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Abstract

The paper deals with Hilbert space valued fields over any locally compact Abelian group $G$, in particular over $G = \mathbb{Z}^n \times \mathbb{R}^m$, which are periodically correlated (PC) with respect to a closed subgroup of $G$. PC fields can be regarded as multi-parameter extensions of PC processes. We study structure, covariance function, and an analogue of the spectrum for such fields. As an example a weakly PC field over $\mathbb{Z}^2$ is thoroughly examined.

1 Introduction

Periodically correlated (PC) processes and sequences have been studied for almost half of the century and at present they are very well understood mainly due to works of Gladyshev [12, 13], Hurd [17, 18, 19, 20, 22] and other authors [5, 16, 26, 27, 28, 29, 30]. A summary of the theory of PC sequences can be found in [23]. Surprisingly, there are only several works [2, 3, 4, 6, 7, 10, 11, 21, 36] dealing with PC fields, and each one concentrates on a particular type, namely coordinate-wise strong periodicity. An intention of this paper is to sketch a unified theory of fields over any locally compact Abelian (LCA) group $G$ which are periodically correlated with respect to an arbitrary closed subgroup $K$ of $G$. We emphasize the case of $G = \mathbb{Z}^n \times \mathbb{R}^m$ to illustrate the results. This work
includes stationary fields as well the weakly periodically correlated fields, that is the fields whose covariance function exhibits periodicity (or stationarity) in fewer directions than the dimension of the group. In the latter case we assume a certain integrability condition (see Definition 3) in order to develop some simple spectral analysis of those fields. A work in progress treats the case where this condition is not satisfied.

The paper is organized as follows. In the remaining part of this section we introduce notation and vocabulary used in the paper, review needed facts from harmonic analysis on LCA groups, and outline the theory of one-parameter PC processes. In the next three sections we study the covariance function, the notion of the spectrum, and the structure of a \( K \)-periodically correlated field. These sections include the main results of the paper (Theorems 1, 2 and 5). The last section contains examples that illustrate the theory developed. In particular Example 2 gives a complete analysis of the weakly periodically correlated fields over \( \mathbb{Z}^2 \), introduced in [21].

**Background**

To avoid confusion and to set the notations of the paper we recall some features of group theory, Haar measures, Fourier transform, and periodic functions. For more information on these subjects the authors refer to [14, 33, 35].

1. Quotient groups, cross-sections, Haar measure, and Fourier transform. Let \( G \) be an additive locally compact Abelian (LCA) group, \( \hat{G} \) be its dual (group of continuous characters), and let \( \langle \chi, t \rangle \) denote the value of a character \( \chi \in \hat{G} \) at \( t \in G \). The dual \( \hat{G} \) can be given a topology that makes it an LCA group such that \( \hat{\hat{G}} = G \). Let \( K \) be a closed subgroup of \( G \). The symbol \( G/K \) will stand for the quotient group and \( \hat{G}/\hat{K} \) for its dual. Let \( \iota \) denote the natural homomorphism of \( G \) onto \( G/K \), \( \iota(t) := t + K \), and \( \iota^* \) be its dual map \( \iota^* : \hat{G}/\hat{K} \to \hat{G} \), defined as \( \langle \iota^*(\eta), t \rangle = \langle \eta, (t + K) \rangle \) for \( \eta \in \hat{G}/\hat{K} \) and \( t \in G \). The mapping \( \iota^* \) is injective and continuous, and for each \( \eta \in \hat{G}/\hat{K} \), \( \langle \iota^*(\eta), \cdot \rangle \) is a \( K \)-periodic function on \( G \). Consequently \( \hat{G}/\hat{K} \) can be identified with a closed subgroup \( \Lambda_K \) of \( \hat{G} \) consisting of the elements \( \lambda \in \hat{G} \) such that \( \langle \lambda, t \rangle = 1 \) for any \( t \in K \). In the sequel we use the notation \( \langle \lambda, t \rangle := \langle \lambda, \iota(t) \rangle \), for all \( \lambda \in \Lambda_K \) and \( t \in G \). By \( B(G) \) we denote the \( \sigma \)-algebra of Borel sets on \( G \). A **cross-section** \( \xi \) for \( G/K \) is a mapping \( \xi : G/K \to G \) such that

\begin{enumerate}
  \item \( \xi \) is Borel,
  \item \( \xi(G/K) \) is a measurable subset of \( G \),
  \item \( \xi(0) = 0 \) and \( \xi \circ \iota(t) \in t + K \) for all \( t \in G \), where \( t + K := \{t + k : k \in K \} \).
\end{enumerate}

For existence and other properties of a cross-section see [24, 37]. For each cross-section \( \xi \) for \( G/K \), the sets \( k + \xi(G/K) \), \( k \in K \), are disjoint and their union is \( G \), and hence each element \( t \in G \) has a unique representation \( t = k(t) + \xi(\iota(t)) \), where \( k(t) \in K \). Note that the function \( \xi \) is not additive, that is \( \xi(x + y) \) may be different than \( \xi(x) + \xi(y) \), \( x, y \in G/K \).

Any LCA group has a nonnegative translation-invariant measure, unique up to a multiplicative constant, called a Haar measure. The Haar measures on \( G \) and \( \hat{G} \) can be normalized in such a way that the following implication holds
if \( f \in L^1(G) \), \( \hat{f}(\chi) := \int_G \langle \chi, t \rangle f(t) h_G(dt) \) for \( \chi \in \hat{G} \), and \( \hat{f} \in L^1(\hat{G}) \), then
\[
\int_{G/K} \left( \int_K f(k + s) h_K(dk) \right) h_{G/K}(ds) = \int_G f(t) h_G(dt), \quad f \in L^1(G).
\]
The function \( \hat{f} \) above is called the Fourier transform of \( f \). Here and what follows \( L^1(G) \) stands for the space of complex functions on \( G \) which are integrable with respect to \( h_G \), and \( h_G \) denotes the normalized Haar measure on the group indicated in the subscript. Note that the normalization of the Haar measures of \( G \) and \( \hat{G} \) is not unique. We follow the usual convention that if \( G \) is compact and infinite then the normalization is such that \( h_G(G) = 1 \); if \( G \) is discrete and infinite then the normalized Haar measure of any single point is 1; if \( G \) is both compact and finite then its dual is also and the Haar measure on \( G \) is normalized to have a mass 1 while the Haar measure on \( \hat{G} \) is counting measure. The normalized Haar measure on \( \mathbb{R} \) is the Lebesgue measure divided by \( \sqrt{2\pi} \). Finally, if \( K \) is a closed subgroup of \( G \) then the normalized Haar measures satisfy Weil’s formula
\[
\int_{G/K} \left( \int_K f(k + s) h_K(dk) \right) h_{G/K}(ds) = \int_G f(t) h_G(dt), \quad f \in L^1(G).
\]
The inner integral above depends only on the coset \( s := s + K \). See e.g. [33, Section III.3.3].

If \( f \in L^1(G) \) then \( \hat{f} \) is a continuous bounded function on \( \hat{G} \) but not necessarily integrable. The Fourier transform, which is customarily denoted by the integral \( \hat{f}(\chi) = \int_G \langle \chi, t \rangle f(t) h_G(dt) \) (even if \( f \) is not integrable) extends from \( L^1(G) \cap L^2(G) \) to an isometry from \( L^2(G) \) onto \( L^2(\hat{G}) \) (Plancherel theorem [35]). If there is a danger of confusion we will recognize the difference by writing
\[
\hat{f}(\chi) \overset{L^2}{=} \int_G \langle \chi, t \rangle f(t) h_G(dt), \quad f \in L^2(G).
\]
In the sequel we say that the inverse formula holds for \( f \) if the function \( f \) is the inverse Fourier transform of \( \hat{f} \). If both \( f \) and \( \hat{f} \) are integrable then clearly the inverse formula holds for both. Also if \( G \) is discrete and \( f \in L^2(G) \), then the inverse formula holds for \( f \). Indeed, in this case \( \hat{f} \in L^1(\hat{G}) \) because \( \hat{G} \) is compact, and hence \( f(t) = \int_{\hat{G}} \langle \chi, t \rangle \hat{f}(\chi) h_G(d\chi) \) for all \( t \in G \).

For a separable Hilbert space \( H \) with inner product \( \langle \cdot, \cdot \rangle_H \) and norm \( \| \cdot \|_H \), let \( L^p(G; H) := L^p(G, h_G; H) \), \( p = 1 \) or \( 2 \), be the space of \( H \)-valued fields on \( G \) which are \( p \)-integrable with respect to Haar measure \( h_G \), that is, \( f \in L^p(G; H) \) means that \( f : G \to H \) is \( h_G \)-measurable and the real-valued function \( t \mapsto \| f(t) \|_H^p \) is integrable with respect to \( h_G \). It is well known that the space \( L^1(G; H) \) is a Banach space with the norm \( \| f \|_{L^1} := \int_G \| f(t) \|_H h_G(dt) \), \( f \in L^1(G; H) \), and the space \( L^2(G; H) \) is a separable Hilbert space with the inner product \( \langle f, g \rangle_L^2 := \int_G \langle f(t), g(t) \rangle_H h_G(dt) \), \( f, g \in L^2(G; H) \). See e.g. [9, Chapter III] (see also [8, 15, 34]). Whenever \( f \in L^1(G; H) \) then \( f \) is Bochner integrable (also called strongly integrable) and its Fourier transform exits. Furthermore Plancherel theorem applies and defines an isometry from \( L^2(G; H) \) onto \( L^2(\hat{G}; H) \) (one-to-one), so \( \hat{f} \in L^2(\hat{G}; H) \) is also well defined for \( f \in L^2(G; H) \).
2. Periodic functions. Given $G$ and a closed subgroup $K$ of $G$, it is natural to call a function $f$ defined on $G$ to be $K$-periodic if

$$f(t + k) = f(t) \quad \text{for all } t \in G \text{ and } k \in K.$$ 

In this case, the function $f$ is constant on cosets of $K$. Hence a function $f$ on $G$ is $K$-periodic if and only if $f$ is of the form $f = f_K \circ \iota$, where $f_K$ is a function on $G/K$. The concrete realization $\Lambda_K := r^*(G/K) \subset \hat{G}$ of $G/K$ as a subgroup of $\hat{G}$ will be in the sequel called the domain of the spectrum of $f$. Note that $\Lambda_K$ is not determined uniquely by $f$, for a $K$-periodic function can be at the same time periodic with respect to a larger subgroup $K' \supset K$; in other words we will not be assuming that $K$ is the ”smallest” period of $f$.

If $f \in L^1(G/K; \mathcal{H})$, $\mathcal{H}$ being the set of complex numbers $\mathbb{C}$ or any separable Hilbert space, we consider the Fourier transform of $f_K$ at $\lambda \in \Lambda_K$

$$\widehat{f_K}(\lambda) := \int_{G/K} \langle \lambda, x \rangle f_K(x) h_{G/K}(dx) \quad (2)$$

that will be referred to as the spectral coefficient of $f$ at frequency $\lambda \in \Lambda_K$.

A couple of remarks regarding the above definition and its relation to the standard notions of the spectrum and its domain are certainly due here. The word spectrum comes originally from physics, operator theory, and more recently from signal processing. It is widely used in the theory of second order stochastic processes. Intuitively, the spectrum of a scalar function $f$ is a Fourier transform of $f$ in whatever sense it exists. If $f$ is a locally integrable function on $G = \mathbb{Z}^n \times \mathbb{R}^m$ then the spectrum $F$ of $f$ is a Schwartz distribution on $\hat{G}$, which is a functional on a certain space of functions on $\hat{G}$ determined by the relation $F(\hat{\phi}) = \int_{G} \phi(t) f(t) h_G(dt)$, where $\phi$ runs over the set of compactly supported functions on $G$ which are infinitely many times differentiable in last $m$ variables. One can show that if $f$ is additionally $K$-periodic, then the support of $F$ (as defined in [34]) is a subset of $\Lambda_K$. This rationalizes the name ”domain of the spectrum” that we have assigned for $\Lambda_K$, as well the phrase ”the spectrum sits on $\Lambda_K$” which we will use sometimes. The first task in understanding the spectrum of a $K$-PC field is thus to identify the domain of its spectrum or its second order spectrum. (See below).

The coefficient $\widehat{f_K}(\lambda)$ defined in (2) represents an ”amplitude” of the harmonic $\langle \lambda, \cdot \rangle$ in a spectral decomposition of $f$. Indeed, if $f_K$ and $\widehat{f_K}$ are integrable, then $f_K(x) = \int_{\Lambda_K} \langle \lambda, x \rangle \widehat{f_K}(\lambda) h_{\Lambda_K}(d\lambda)$, $x \in G/K$, and as a consequence of Weil’s formula (1) and the fact that $\langle \lambda, t \rangle = \langle \lambda, \iota(t) \rangle$, $t \in G$, $\lambda \in \Lambda_K$, we conclude that

$$f(t) = \int_{\Lambda_K} \langle \lambda, t \rangle \widehat{f_K}(\lambda) h_{\Lambda_K}(d\lambda), \quad t \in G. \quad (3)$$

If $\widehat{f_K}$ is not integrable, then equality (3) holds only for $h_G$-almost every $t \in G$ or is not valid as stated, but $a_{\lambda}$ still retains its interpretation.

For illustration suppose that $f$ is a continuous scalar function on $\mathbb{R}$ which is periodic with period $T > 0$, that is such that $f(t) = f(t + T)$ for every $t \in \mathbb{R}$. In this case $G = \mathbb{R}$, $K = \{kT : k \in \mathbb{Z}\}$, the
quotient group $G/K$ can be identified with $[0, T)$ with addition modulo $T$, the mapping $\iota$ is defined as $\iota(t) = [t]_T$, the remainder in integer division of $t$ by $T$, and the identity $\xi(x) = x$, $x \in [0, T)$, is the most natural cross-section for $G/K$. The function $f_K$ is defined as $f_K(x) = f(\xi(x)) = f(x)$, $x \in [0, T)$. The dual of $G/K$ is identified with the subgroup $\Lambda_K = \{2\pi j/T : j \in \mathbb{Z}\}$ of $\mathbb{R}$, and with this identification $\langle \lambda, \iota(t) \rangle = \langle \lambda, t \rangle = e^{-i\lambda t}$, $\lambda \in \Lambda_K$, $t \in \mathbb{R}$. The normalized Haar measures on $[0, T)$ and $\Lambda_K$ are the Lebesgue measure divided by $T$ and the counting measure, respectively. The domain of the spectrum of $f$ is therefore the set $\Lambda_K$. The spectral coefficient $\hat{f}_j$ of $f$ at $\lambda = 2\pi j/T$, is given by

$$\hat{f}_j = \frac{1}{T} \int_0^T e^{-i2\pi j t/T} f(t) \, dt, \quad j \in \mathbb{Z}.$$  

Note that the sequence $\{\hat{f}_j\}$ is square-summable and consequently $f(t) = \sum_{j=-\infty}^{\infty} e^{i2\pi j t/T} \hat{f}_j$, where the series above converges in $L^2[0, T]$, so in $L^2([-A, A])$ for every $0 < A < \infty$. The spectrum $F$ of $f$ is defined by the relation $F(\hat{\phi}) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \phi(t) f(t) \, dt$. If $\phi$ is an infinitely times differentiable with compact support then

$$F(\hat{\phi}) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \phi(t) f(t) \, dt = \int_{\mathbb{R}} \hat{\phi}(t) F(dt),$$

where $F = \sum_{j=-\infty}^{\infty} \hat{f}_j \delta_{\{2\pi j/T\}}$, and $\delta_a$ denotes the measure of mass 1 concentrated at $\{a\}$. The spectrum of $f$ can be therefore identified with a $\sigma$-additive complex measure $F$ on $\mathbb{R}$ sitting on $\Lambda_K$ and defined by $F = \sum_{j=-\infty}^{\infty} \hat{f}_j \delta_{\{2\pi j/T\}}$. If the sequence $\{\hat{f}_j\}$ is summable, then $F$ is a finite measure, but it does not have to be in general.

## 2 Periodically Correlated Fields

Let $\mathcal{H}$ be a separable Hilbert space with the inner product $(\cdot, \cdot)_{\mathcal{H}}$. In a probabilistic context the space $\mathcal{H}$ represents the space of zero-mean complex random variables with finite variance. A (stochastic) field $X = \{X(t) : t \in G\}$ is a measurable function $X : G \to \mathcal{H}$. Let $\mathcal{H}_X := \text{span} \{X(t) : t \in G\}$ be the smallest closed linear subspace of $\mathcal{H}$ that contains all $X(t)$, $t \in G$. The function $K_X(t, s) := (X(t), X(s))_{\mathcal{H}}$, $t, s \in G$, is referred to as the covariance function of the field $X$. A field $X$ is called stationary if it is continuous and for all $t, s \in G$, the function $K_X(t + u, s + u)$ does not depend on $u \in G$. If $X$ is stationary then $K_X(t + s, t) = K_X(t + 0, 0) =: R_X(t)$, $t, s \in G$, and $R_X$ has the form

$$R_X(t) = \int_G \langle \chi, t \rangle \Gamma(d\chi),$$

where $\Gamma$ is a non-negative Borel measure on $\hat{G}$ (Bochner Theorem [33, Section IV.4.4]). A field $X$ is called harmonizable if there is a (complex) measure $F$ on $\hat{G} \times \hat{G}$ such that

$$K_X(t, s) = \int_{\hat{G} \times \hat{G}} \langle \chi, t \rangle \langle \beta, s \rangle \, dF(d\chi, d\beta), \quad t, s \in G,$$

see [31, 32]. The measure $F$ above is called the second order spectral (SO-spectral) measure of the harmonizable field $X$. Note that every stationary field is harmonizable with the measure $F$. 
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sitting on the diagonal: \( F(\Delta) = \Gamma\{\chi \in \hat{G} : (\chi, \chi) \in \Delta\}, \Delta \in \mathcal{B}(\hat{G} \times \hat{G}) \). The SO-spectrum of a harmonizable field \( X \) is the spectral measure \( F \) associated with function \( K_X(t, -s), s, t \in G \) via relation (4). Here we adopt the terminology of "second order spectrum (SO-spectrum)" of the field \( X \), instead of the usual term "spectrum", in order to avoid confusion with the spectrum of a periodic function (or field). By this way we point at the fact that we are considering not the field \( X \) by itself but its covariance function \( K_X \). This leads to the following definition.

**Definition 1** Let \( X \) be a continuous stochastic field over \( G \). The second order spectrum (SO-spectrum) of the field \( X \) is the spectrum (Fourier transform, in whatever sense it may exist) of the function \( G \times G \ni (t, s) \mapsto K_X(t, -s) \). The domain of the SO-spectrum of the field \( X \) is defined as the domain of the spectrum of this function.

**Definition 2** Let \( K \) be a closed subgroup of \( G \). A field \( X \) is called \( K \)-periodically correlated (K-PC) if \( X \) is continuous and the function \( G \ni u \mapsto K_X(t + u, s + u) \) is \( K \)-periodic in \( u \) for all \( t, s \in G \). The group \( K \) will be called the period of the PC process \( X \).

If \( G = \mathbb{R} \) (or \( \mathbb{Z} \)) and \( K = \{kT : k \in \mathbb{Z}\} \) then we will use the phrase "PC process (or PC sequence) with period \( T > 0 \)" rather than \( K \)-PC field. Note that every stationary field over \( G \) is \( K \)-PC field with \( K = G \). A \( K \)-PC field is labeled strongly PC if \( G/K \) is compact, and weakly PC otherwise.

For example if \( X \) is a field over \( \mathbb{R}^2 \) (or \( \mathbb{Z}^2 \)) such that for every \( s, t \in \mathbb{R}^2 \) (or \( \mathbb{Z}^2 \)), \( K_X(s, t) = K_X(s + T_1, 0, t + T_2, 0) = K_X(s + (0, T_2), t + (0, T_1)), 0 < T_1, T_2 < \infty \), then \( X \) is strongly \( K \)-PC with \( K = \{(k_1T_1, k_2T_2) : k_1, k_2 \in \mathbb{Z}\} \). Since \( K_X \) is invariant under shifts from \( K \) this leads to the existence of unitary operators \( U_1, U_2 \) in \( \mathcal{H}_X \) such that \( U_1X(t) = X(t + T_1, t_2) \) and \( U_2X(t) = X(t_1, t + T_2) \) for every \( t = (t_1, t_2) \). If the field \( X \) instead satisfies \( K_X(s, t) = K_X(s + (T_1, T_2), t + (T_1, T_2)) \), then \( X \) is weakly \( K \)-PC with \( K = \{k(T_1, T_2) : k \in \mathbb{Z}\} \). This leads to a unitary operator \( U \) such that \( UX(t) = X(t + (T_1, T_2)), t = (t_1, t_2) \).

Examples of PC fields on \( \mathbb{Z}^2 \) can be constructed by a periodic amplitude or time deformation of a stationary field. Suppose \( X(t) = f(t)Y(t), t = (t_1, t_2) \in \mathbb{Z}^2 \), where \( Y \) is a stationary field and \( f \) is a non-random periodic function such that \( f(t_1, t_2) = f(t_1 + T_1, t_2) = f(t_1, t_2 + T_2) \). Then the field \( X \) is strongly \( K \)-PC with \( K = \{(k_1T_1, k_2T_2) : k_1, k_2 \in \mathbb{Z}\} \). If \( f \) above instead satisfies \( f(t_1, t_2) = f(t_1 + T_1, t_2 + T_2) \), then \( X \) is weakly \( K \)-PC with \( K = \{k(T_1, T_2) : k \in \mathbb{Z}\} \). If the function \( f \) is two-dimensional integer valued, then the field \( X \) defined by \( X(t) = Y(t + f(t)) \) will be weakly PC.

Remark that generally \( K_X(t + u, s + u) = K_X(t - s + s + u, s + u) \), so a continuous field \( X \) is \( K \)-PC if and only if \( K_X(t + u, u) \) is a \( K \)-periodic function of \( u \) for every \( t \in G \). If \( X \) is \( K \)-PC field then for all \( t, s \in G \) there is a unique function \( x \mapsto b_X(t, s; x) \) on \( G/K \) such that

\[
K_X(t + u, s + u) = b_X(t, s; \tau(u)), \quad t, s, u \in G.
\]
The canonical map $\iota : G \to G/K$ is continuous and open [33, Section III.1.6], so the function $x \mapsto b_X(s, t; x)$ is continuous. Denote

$$B_X(t; x) := b_X(t, 0; x), \quad t \in G, \ x \in G/K.$$  

Note that $b_X(t, s; \iota(u)) = b_X(t - s, 0; \iota(s + u)) = B_X(t - s; \iota(s + u))$ for all $t, s, u \in G$.

In this work we need the following notion to proceed to the spectral analysis.

**Definition 3** A $K$-PC field $X$ over $G$ is called $G/K$-square integrable if the function $B_X(0; \cdot)$ is integrable with respect to the Haar measure on $G/K$.

If $X$ is a $G/K$-square integrable $K$-PC field, then from translation-invariance of the Haar measure it follows that for every $t \in G$, $b_X(t, t; \cdot)$ is $h_{G/K}$-integrable, and

$$\int_{\xi(G/K)} \|X(t + u)\|^2_{\mathcal{H}} (h_{G/K} \circ \xi^{-1})(du) = \int_{G/K} b_X(t, t; x) h_{G/K}(dx)$$

$$= \int_{G/K} B_X(0; x) h_{G/K}(dx) = \int_{\xi(G/K)} \|X(u)\|^2_{\mathcal{H}} (h_{G/K} \circ \xi^{-1})(du) < \infty,$$

where $\xi$ is any cross-section for $G/K$. Also note that if $b_X(t, t; \cdot)$ is $h_{G/K}$-integrable for any $t \in G$, then by Cauchy-Schwarz inequality $b_X(t, s; \cdot)$ is $h_{G/K}$-integrable for all $t, s \in G$.

When $X = P$ is a $K$-periodic continuous field, then it is a PC field and we can readily prove the following equivalence

$P$ is $G/K$-square integrable $\iff P_K \in L^2(G/K; \mathcal{H}),$

where $P_K$ is the field defined on $G/K$ by $P = P_K \circ \iota$.

When $X$ is a PC process on $\mathbb{R}$ with period $T > 0$ (i.e. $K_X(t, s) = K_X(t + T, s + T)$ for all $t, s \in \mathbb{R}$), it is well known that the SO-spectrum of $X$ can be described as a sequence of complex measures $\gamma_j$, $j \in \mathbb{Z}$, on $\mathbb{R}$ (cf. [23]). If in addition $\sum_j \text{Var}(\gamma_j) < \infty$ then the process $X$ is harmonizable and

$$K_X(t, s) = \int_{\mathbb{R}^2} e^{i(u-t)u} F \left( du, dv \right), \quad (5)$$

where $F := \sum_j f_j$, and $f_j$ is the image of $\gamma_j$ via the mapping $\ell_j(u) := (u, u - 2\pi j / T)$. If $\sum_j \text{Var}(\gamma_j) = \infty$ then $F = \sum_j f_j$ can still be viewed as the SO-spectrum of $X$ in the framework of the Schwartz distributions theory (see [28]). For more discussion about PC processes please see Example 1 in Section 6. A corresponding description of the SO-spectrum is available for PC sequences ($G = \mathbb{Z}$).

Let us remark here that a PC sequence is always harmonizable, but there are continuous PC processes which are not, see e.g. [12, 13].

The above description of the SO-spectrum of a PC process, which originates from Gladyshev’s papers [12, 13], can be easily extended to the case of coordinate-wise strongly periodically correlated fields over $\mathbb{R}^n$ or $\mathbb{Z}^n$ (see e.g. [1, 7, 6, 11, 21]). The purpose of this work is to describe the SO-spectrum of a $K$-periodically correlated field for any closed subgroup $K$ of an LCA group $G$ and as a particular case when $G = \mathbb{R}^m \times \mathbb{Z}^n$. We also briefly address the question of structure of $K$-PC fields.
3 Covariance Function of a PC Field

This section contains an extension of Gladyshev’s description of the covariance function of one-parameter PC processes (see [12, 13]) to the case of $K$-PC fields. For any $G/K$-square integrable $K$-PC field $X$, define the spectral covariance function of the field $X$ (also called cyclic covariance in signal theory, see e.g. [10]) by

$$a_\lambda(t) := \int_{G/K} \langle \lambda, x \rangle B_X(t; x) h_{G/K}(dx), \quad \lambda \in \Lambda_K. \quad (6)$$

Let $\xi$ be a fixed cross-section for $G/K$. For each $\lambda \in \Lambda_K$ and $t \in G$ let us define an $\mathcal{H}_X$-valued function $Z^\lambda(t)$ on $G/K$ by

$$Z^\lambda(t)(x) := \langle \lambda, (\iota(t) + x) \rangle X(t + \xi(x)), \quad x \in G/K. \quad (7)$$

Notice that $Z^\lambda(t)(x)$ depends on the chosen cross-section $\xi$. From $G/K$-square integrability of $X$ it follows that for all $\lambda \in \Lambda_K$ and $t \in G$, $Z^\lambda(t)$ is an element of the Hilbert space $L^2(G/K; \mathcal{H})$.

**Theorem 1** Let $X$ be an $\mathcal{H}$-valued $G/K$-square integrable $K$-PC field, and let $a_\lambda(t)$ and $Z^\lambda(t)(x)$ be as above. Then the cross-covariance function $K^\lambda_\mu(t, s) := (Z^\lambda(t), Z^\mu(s))_K$ of the family $\{Z^\lambda(t): \lambda \in \Lambda_K, t \in G\}$

$$K^\lambda_\mu(t, s) = \langle \lambda, (t - s) \rangle a_{\lambda-\mu}(t - s) =: R^\lambda_\mu(t - s). \quad (8)$$

If additionally

[A] the function $G \ni t \mapsto a_0(t)$ is continuous at $t = 0$,

then $\{Z^\lambda: \lambda \in \Lambda_K\}$ is a family of jointly stationary fields over $G$ in $L^2(G/K; \mathcal{H}_X)$.

**Proof.** Let $\xi$ be a fixed cross-section for $G/K$. Since $X$ is $G/K$-square integrable and $\iota \circ \xi(x) = x$ for any $x \in G/K$, the function $B(0; \cdot)$ is $h_{G/K}$-integrable, so $Z^\lambda(t) \in K$ and

$$(Z^\lambda(t), Z^\mu(s))_K = \int_{G/K} \langle \lambda, (\iota(t) + x) \rangle (\mu, (\iota(s) + x)) B_X(t, s; \iota \circ \xi(x)) h_{G/K}(dx)$$

$$= \int_{G/K} \langle \lambda, (\iota(t) + x) \rangle (\mu, (\iota(s) + x)) B_X(t - \iota s, (\iota(s) + x)) h_{G/K}(dx)$$

$$= \langle \lambda, (t - s) \rangle \int_{G/K} (\lambda - \mu, y) B_X(t - \iota s, y) h_{G/K}(dy)$$

$$= \langle \lambda, (t - s) \rangle a_{\lambda-\mu}(t - s)$$

for all $s, t \in G$. In view of relation (8), in order to complete the proof it is enough to show that for every $\lambda \in \Lambda_K$, the function $G \ni t \mapsto Z^\lambda(t) \in K$ is continuous provided condition [A] is satisfied, and this is obvious since by equality (8),

$$\|Z^\lambda(t) - Z^\lambda(s)\|_K^2 = K^\lambda_\mu(t, t) - K^\lambda_\mu(t, s) - K^\lambda_\mu(s, s) + K^\lambda_\mu(s, t)$$

$$= 2a_0(0) - \langle \lambda, (t - s) \rangle a_0(t - s) - \langle \lambda, (t - s) \rangle a_0(s - t).$$
**Proposition 1** The condition [A] in Theorem 1 is satisfied if either

(i) $G$ is discrete, or

(ii) $G/K$ is compact, or

(iii) $X$ is bounded, and $B_X(0; \cdot)^{1/2}$ is $h_{G/K}$-integrable.

**Proof.** Property [A] is evident when the group $G$ is discrete. When $G/K$ is compact then $X$ is clearly bounded because $\|X(t)\|_{\mathcal{H}} = \|X(\xi(x))\|_{\mathcal{H}}$ where $x = \iota(t) \in G/K$, and $t \mapsto \|X(\xi(x))\|_{\mathcal{H}}$ is continuous. Since $h_{G/K}$ is finite, the continuity of the function $t \mapsto a_0(t) = \int_{G/K} B_X(t; x) h_{G/K}(dx)$ follows therefore from Lebesgue dominated convergence theorem.

Suppose now that $\int_{G/K} B_X(0; x)^{1/2} h_{G/K}(dx) < \infty$. In this case for all $t, s, x$

$$|B_X(t; x) - B_X(s; x)| = \left| K_X(t + \xi(x), \xi(x)) - K_X(s + \xi(x), \xi(x)) \right|$$

$$\leq \|X(t + \xi(x)) - X(s + \xi(x))\|_{\mathcal{H}} \|X(\xi(x))\|_{\mathcal{H}} \leq 2 \sup_{t} \|X\|_{\mathcal{H}} B_X(0, x)^{1/2},$$

and $\lim_{u \to t} B_X(u; x) = B_X(t; x)$. Hence Lebesgue dominated convergence theorem applies and we conclude that $\lim_{u \to t} a_0(s) = a_0(t)$, so condition [A] is satisfied.

Relation (8) in Theorem 1 can be also obtained using Gladyshev’s technique, that is by showing non-negative definiteness of $[R^{\lambda, \mu}(t)]_{\lambda, \mu \in \Lambda_K}$, i.e. that

$$\sum_{j=1}^{n} \sum_{k=1}^{n} c^2 g_{\lambda, \mu} R^{\lambda, \mu}(t_j - t_k) \geq 0,$$  \hspace{1cm} (9)

for any finite set of complex numbers $\{c_1, \ldots, c_n\}$. Our method, which is an adaptation of the technique used in [27], has the advantage that it gives an explicit construction of an associated stationary family of fields. We want to point out here that even in the case of PC processes on $\mathbb{R}$ with period $T$ not every matrix function $[R^{m,n}(t)]_{m,n \in \mathbb{Z}}$ with continuous entries, which is non-negative definite in the sense of (9) and such that $R^{m,n}(t) e^{2\pi mt/T}$ depends only on $m - n$, is associated with a continuous PC process of period $T$ through the relation (8). To achieve the one-to-one correspondence one has to consider not necessarily continuous PC processes (see e.g. [27]).

To complete the analysis of the family of fields $\{Z^\lambda: \lambda \in \Lambda_K\}$ defined by (7), consider the space $\mathcal{H}_Z := sp\{ Z^\lambda(t): \lambda \in \Lambda_K, t \in G \}$. Clearly $\mathcal{H}_Z$ is a subspace of $L^2(G/K; \mathcal{H}_X)$. In the case where $G = \mathbb{Z}^n \times \mathbb{R}^m$, these Hilbert spaces coincide. More precisely

**Proposition 2** Let $X$ be an $\mathcal{H}$-valued $G/K$-square integrable $K$-PC field, and $Z^\lambda$ be defined as above by (7). Assume that the LCA group $G$ admits a countable dense subset, which is true when $G = \mathbb{Z}^n \times \mathbb{R}^m$. Then $\mathcal{H}_Z = L^2(G/K; \mathcal{H}_X)$.

**Proof.** We know that $\mathcal{H}_Z \subset L^2(G/K; \mathcal{H}_X)$. To show the equality, let $f \in L^2(G/K; \mathcal{H}_X)$ be such that $(Z^\lambda(t), f) = 0$ for all $\lambda \in \Lambda_K$ and $t \in G$, i.e.

$$\int_{G/K} \langle \lambda, (\iota(t) + x) \rangle (X(t + \xi(x)), f(x))_{\mathcal{H}} h_{G/K}(dx) = 0, \quad \lambda \in \Lambda_K, \ t \in G.$$
Since \( \Lambda_K \sim \hat{G}/\hat{K} \) and \((\lambda, \imath(t)) \neq 0\), the scalar product \( (X(t + \xi(x)), f(x))_\mathcal{H} = 0 \) for \( h_{G/K}\)-almost every \( x \in G/H \) and for every \( t \in G \) [14, Theorem 23.11]. This implies that for each \( t \) there is a negligible Borel subset \( \Xi_t \) of \( G/K \) such that \( X(t + \xi(x)) \perp_\mathcal{H} f(x) \) for every \( x \notin \Xi_t \). Note that for every \( x \), \( \sum_{t \in G} \{X(t + \xi(x)) : t \in G\} = \sum_{t \in G} \{X(t) : t \in G\} = \mathcal{H}_X \). If \( G \) admits a countable dense subset \( G^* \), which is true in the case when \( G = \mathbb{Z}^m \times \mathbb{R}^n \), then from continuity of \( X \), it follows that also \( \sum_{t \in G^*} \{X(t + \xi(x)) : t \in G^*\} = \mathcal{H}_X \). Therefore \( f(x) \perp_\mathcal{H} \mathcal{H}_X \) for all \( x \) which are not in the negligible set \( \bigcup_{t \in G^*} \Xi_t \). Hence \( f(x) = 0 \) for \( h_{G/K}\)-almost every \( x \in G/K \) and Proposition 2 is proved.  

\section{SO-spectrum of a PC Field}

Let \( X \) be a \( G/K \)-square integrable \( K \)-PC over \( G \) and let \( K_X(t, s) \) be its covariance function. The objective is to describe the domain of the SO-spectrum of \( X \), which by definition (see Definition 1) is the domain of the spectrum of the function \( \Phi(t, s) = K_X(t, -s) \).

First we give a description of the domain of the SO-spectrum of the PC field \( X \) in the simplest case where \( G/K \) is compact.

\begin{lemma}

Let \( X \) be a \( G/K \)-square integrable \( K \)-PC over \( G \), and let \( \Lambda_K = \imath^*(\hat{G}/\hat{K}) \subseteq \hat{G} \). Then the domain of the SO-spectrum of \( X \) is the subgroup \( \Lambda \) of \( \hat{G} \times \hat{G} \) given by

\[
\Lambda = \{ (\gamma, \gamma - \lambda) : \lambda \in \Lambda_K, \gamma \in \hat{G} \}.
\]

Note that \( \Lambda \) can be viewed as the union of hyperplanes

\[
\Lambda = \bigcup_{\lambda \in \Lambda_K} L_\lambda \quad \text{where} \quad L_\lambda := \{ (\gamma, \gamma - \lambda) : \gamma \in \hat{G} \}.
\]

\end{lemma}

\textbf{Proof.} Since \( K_X(t + u, s + u) \) is \( K \)-periodic in \( u \), the function \( \Phi(t, s) = K_X(t, -s) \) is itself a periodic function on \( G \times G \) with the period \( D = \{(k, -k) : k \in K\} \subseteq G \times G \). The domain of the SO-spectrum of \( X \) is therefore the dual group of \( (G \times G)/D \) viewed as a subgroup of \( \hat{G} \times \hat{G} \). Note that the subgroup \( D \) is the image of the subgroup \( \{0\} \times K \) through the isomorphism \( D : G \times G \ni (t, s) \mapsto (t + s, -s) \in G \times G \), and this induces an isomorphism from the quotient group \( (G \times G)/D \) onto \( (G \times G)/\{(0) \times K\} \). Furthermore, since \( (G \times G)/\{(0) \times K\} = G \times G/K \) and its dual is \( \hat{G} \times \Lambda_K \), we deduce that the dual of \( (G \times G)/D \) can be identified with the subgroup \( \Lambda \) of \( \hat{G} \times \hat{G} \) consisting of the elements of the form \( (\chi, \chi - \lambda), \chi \in \hat{G}, \lambda \in \Lambda_K \).

We have not used the fact that \( K_X \) is a covariance function of a process. It turns out that this additional property of \( K_X \) (i.e. the fact that it is nonnegative definite) implies that the "part of the SO-spectrum" that sits on each \( L_\lambda \) is a measure. We want to point out that the set \( \Lambda_K \) may be uncountable.
**Theorem 2** Suppose that $X$ is a $G/K$-square integrable $K$-PC field that satisfies the condition [A] of Theorem 1. Then for every $\lambda \in \Lambda_K$ there is a unique Borel complex measure $\gamma_\lambda$ on $\hat{G}$ such that

$$ a_\lambda(t) = \int_{G} \overline{\langle \chi, t \rangle} \gamma_\lambda(d\chi), \quad t \in G. \tag{11} $$

Furthermore $\sup_\lambda \text{Var}(\gamma_\lambda) < \infty$ and for each $\lambda \in \Lambda_K$, $\gamma_\lambda$ is absolutely continuous with respect to $\gamma_0$.

In this paper by a representation of $G$ in a Hilbert space $\mathcal{K}$ we mean a weakly continuous group $\mathcal{U} := \{U^t : t \in G\}$ of unitary operators in $\mathcal{K}$ (see [14, Section 22]). In this case there exists a weakly countably additive orthogonally scattered (w.c.a.o.s) Borel operator-valued measure $E$ on $\hat{G}$ such that for every Borel set $\Delta$ the operator $E(\Delta)$ is an orthogonal projection in $\mathcal{K}$, and for every $u, v \in \mathcal{K}$,

$$(U^t u, v)_\mathcal{K} = \int_{G} \overline{\langle \chi, t \rangle} \langle E(d\chi)u, v \rangle_\mathcal{K}, \quad t \in G. $$

"Orthogonally scattered" means that $E(\Delta_1)u, E(\Delta_2)v = 0$ for all disjoint $\Delta_1, \Delta_2$ and $u, v \in \mathcal{K}$. The measure $E$ will be referred to as the spectral resolution of the unitary operator group $\mathcal{U}$.

**Proof of Theorem 2.** The joint stationarity of the fields $\{Z^\lambda : \lambda \in \Lambda_K\}$ defined by (7), implies that each $Z^\lambda(t) = U^t Z^\lambda(0)$ where $\mathcal{U} := \{U^t : t \in G\}$ is the common shift operators group. Condition [A] guarantees the continuity of the representation $\mathcal{U}$ of $G$ in $L^2(G/K; \mathcal{H}_X)$, and hence

$$Z^\lambda(t) = \int_{G} \overline{\langle \chi, t \rangle} E(d\chi)Z^\lambda(0),$$

where $E$ is the spectral resolution of $\mathcal{U}$. Therefore for every $\lambda, \mu \in \Lambda_K$ there is a complex measure $\Gamma^{\lambda,\mu}$ on $\hat{G}$ such that $R^{\lambda,\mu}_Z(t) = \int_{\hat{G}} \overline{\langle \chi, t \rangle} \Gamma^{\lambda,\mu}(d\chi)$, namely, $\Gamma^{\lambda,\mu}(\Delta) = \langle E(\Delta)Z^\lambda(0), Z^\mu(0) \rangle_\mathcal{K}$, where $\mathcal{K} := L^2(G/K; \mathcal{H}_X)$. Consequently, from relations (6) and (8) we conclude that

$$a_\lambda(t) = \int_{G/K} \langle \lambda, x \rangle B_X(t; x) h_{G/K}(dx) = R^{0,-\lambda}_Z(t) = \int_{G} \overline{\langle \chi, t \rangle} \Gamma^{0,-\lambda}(d\chi).$$

Then equality (11) is satisfied with $\gamma_\lambda := \Gamma^{0,-\lambda}$. From Cauchy-Schwarz inequality we have

$$\left| \Gamma^{0,-\lambda}(\Delta) \right| = \left| (E(\Delta)Z^0(0), E(\Delta)Z^{-\lambda}(0))_\mathcal{K} \right| \leq \sqrt{\Gamma^{0,0}(\Delta)} \sqrt{\Gamma^{-\lambda,-\lambda}(\Delta)} = \sqrt{\Gamma^{0,0}(\Delta - \lambda)},$$

and we deduce the absolute continuity of $\gamma_\lambda$ with respect to $\gamma_0$ for any $\lambda \in \Lambda_K$.

Finally note that the total variations of measures $\Gamma^{\lambda,\lambda}$, $\lambda \in \Lambda_K$, are all equal to $\Gamma^{0,0}(\hat{G})$. Indeed, since the measures $\Gamma^{\lambda,\lambda}$, $\lambda \in \Lambda_K$, are non-negative

$$\text{Var}(\Gamma^{\lambda,\lambda}) = \Gamma^{\lambda,\lambda}(\hat{G}) = R^{\lambda,\lambda}_Z(0) = \int_{G/K} B_X(0; y) h_{G/K}(dy) = R^{0,0}_Z(0) = \Gamma^{0,0}(\hat{G}).$$

Hence all total variations $\text{Var}(\Gamma^{\lambda,\mu}) \leq \sqrt{\Gamma^{\lambda,\lambda}(\hat{G}) \Gamma^{\mu,\mu}(\hat{G})}$, $\lambda, \mu \in \hat{G}$, are bounded by the same constant, and in consequence all measures $\gamma_\lambda$, $\lambda \in \Lambda_K$, have uniformly bounded total variations. ■
Remark that when the field \( X = P \) is \( K \)-periodic and \( G/K \)-square integrable, the field \( P_K \) is \( h_{G/K} \)-square integrable and thanks to Parseval equality, the spectral covariance function of the field \( P \) can be expressed as

\[
a_P^P(t) = \int_{G/K} \langle \lambda, x \rangle \left( P_K(t(x) + x), P_K(x) \right) h_{G/K}(dx)
\]

\[
= \int_{\Lambda_K} \langle \chi, t \rangle \left( \hat{P}_K(\chi), \hat{P}_K(\chi - \lambda) \right) h_{\Lambda_K}(d\lambda)
\]

where \( \hat{P}_K \) is the Fourier Plancherel transform of the field \( P_K \). Then, we deduce that the function \( \chi \mapsto (\hat{P}_K(\chi), \hat{P}_K(\chi - \lambda))_H \) is the density function of the SO-spectral measure \( \gamma_P^P \) of the field \( P \) with respect to \( h_{\Lambda_K} \),

\[
\gamma_P^P(\Delta) = \int_{\Delta \cap \Lambda_K} (\hat{P}_K(\chi), \hat{P}_K(\chi - \lambda))_H h_{\Lambda_K}(d\lambda)
\]

for any \( \Delta \in \mathcal{B}(\hat{G}) \). Particulary

\[
\gamma_P^P(\Delta) = \int_{\Delta \cap \Lambda_K} \| \hat{P}_K(\chi) \|_H^2 h_{\Lambda_K}(d\lambda).
\]

Notice that SO-spectral measure \( \gamma_P^P \) is concentrated on \( \Lambda_K \subset \hat{G} : \gamma_P^P(\Delta) = \gamma_P^P(\Delta \cap \Lambda_K) \) for any \( \Delta \in \mathcal{B}(\hat{G}) \). When in addition \( \hat{P}_K \) is \( h_{\Lambda_K} \)-integrable, then the fields \( P_K \) and \( P \) are harmonizable with

\[
K_P(t, s) = K_{P_K}(t(t), s(s))
\]

\[
= \int_{\Lambda_K \times \Lambda_K} \langle \lambda, t \rangle \langle \mu, s \rangle \left( \hat{P}_K(\lambda), \hat{P}_K(\mu) \right)_H h_{\Lambda_K}(d\lambda) h_{\Lambda_K}(d\mu)
\]

\[
= \int_{\hat{G} \times \hat{G}} \langle \chi, t \rangle \langle \beta, s \rangle F^P(d\chi, d\beta)
\]

where \( F^P \) is the measure on \( \hat{G} \times \hat{G} \) concentrated on \( \Lambda_K \times \Lambda_K \) defined by

\[
F^P(\Delta) := \int_{\Delta \cap (\Lambda_K \times \Lambda_K)} (\hat{P}_K(\chi), \hat{P}_K(\beta))_H h_{\Lambda_K}(d\lambda) h_{\Lambda_K}(d\beta), \quad \Delta \in \mathcal{B}(\hat{G} \times \hat{G}).
\]

From relation (12) we find out that the measure \( \gamma_P^P \) or more precisely its image \( F^P \) through the mapping \( \ell_\lambda : \hat{G} \rightarrow \hat{G}^2 \) defined by \( \ell_\lambda(\chi) = (\chi, \chi - \lambda) \), \( \chi \in \hat{G} \), is the restriction of the measure \( F^P \) to the hyperplane \( L_\lambda := \{(\chi, \chi - \lambda) : \chi \in \hat{G}\} \).

More generally, when \( X \) is a PC field, the family \( \{\gamma_{\lambda} : \lambda \in \Lambda_K\} \) is commonly referred to as the SO-spectral family of \( X \). The measure \( \gamma_{\lambda} \) or more precisely its image \( F_{\lambda} = \gamma_{\lambda} \circ \ell_{\lambda}^{-1} \) represents the part of the SO-spectrum of \( X \) that sits on the hyperplane \( L_\lambda \). See relation (10).

Next, we give a sufficient condition for a PC field to be harmonizable.

**Theorem 3** Let \( X \) be a \( G/K \)-square integrable \( K \)-PC field that satisfies the condition \([A]\) of Theorem 1, and let \( \{\gamma_{\lambda} : \lambda \in \Lambda_K\} \) be the SO-spectral family of \( X \). Suppose that there is an \( h_{\Lambda_K} \)-integrable non-negative function \( \omega \) on \( \Lambda_K \) such that for every \( \lambda \in \Lambda_K \)

\[
|\gamma_{\lambda}(\Delta)| \leq \omega(\lambda) \quad \text{for any Borel } \Delta \in \mathcal{B}(\hat{G}).
\]
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Then the field $X$ is harmonizable and the SO-spectral measure of $X$ is given by

$$F(\Delta) = \int_{\Lambda_K} F_\lambda(\Delta) h_{\Lambda_K}(d\lambda), \quad \text{for any Borel } \Delta \in \mathcal{B}(\hat{G} \times \hat{G}),$$

(14)

where $F_\lambda := \gamma_\lambda \circ \ell_\lambda^{-1}$ and $\ell_\lambda(\chi) := (\chi, \chi - \lambda)$, $\chi \in \hat{G}$.

Notice that condition (13) is satisfied by any $G/K$-square integrable $K$-periodic field $P$ such that $\widehat{P}_K$ is $h_{\Lambda_K}$-integrable. Here we can take $\omega(\lambda)$ equal to the total variation of the SO-spectral measure $\gamma_\lambda$ of the field $P$

$$\omega(\lambda) = \int_{\Lambda_K} \left| (\widehat{P}_K(\chi), \widehat{P}_K(\chi - \lambda)) \right| h_{\Lambda_K}(d\chi).$$

The integrability condition on $\widehat{P}_K : \Lambda_K \to \mathcal{H}$ is always satisfied when $\Lambda_K$ is compact that is when $G/K$ is discrete, and in particular when $G = \mathbb{Z}^n$.

**Proof of Theorem 3.** Let $\{Z^\lambda : \lambda \in \Lambda_K\}$ be as in Theorem 1. From the proof of Theorem 2 it follows that

$$\gamma_\lambda(\Delta) = \Gamma_0, -\lambda(\Delta) = (E(\Delta), Z^0(0), Z^\lambda(0))_K$$

Thanks to definition (7) and Lebesgue dominated convergence theorem it follows that the field $\Lambda_K \ni \lambda \mapsto Z^\lambda(0) \in K$ is continuous, and hence by assumption (13), $\lambda \mapsto \gamma_\lambda(\Delta)$ is integrable over $\Lambda_K$ for every Borel $\Delta$ of $\hat{G}$. For all Borel $D \subseteq \Lambda_K$ and $\Delta \subseteq \hat{G}$ let us define

$$\hat{F}(\Delta \times D) := \int_D \gamma_\lambda(\Delta) h_{\Lambda_K}(d\lambda) = \int_D (E(\Delta), Z^0(0), Z^\lambda(0))_K h_{\Lambda_K}(d\lambda).$$

Condition (13) and again Lebesgue dominated convergence theorem entail that the function $\hat{F}(\Delta \times D)$ is countably additive in $\Delta$ and $D$ separately. So to show that the bimeasure $\hat{F}$ extends to a Borel measure on $\hat{G} \times \Lambda_K$, it is sufficient to show that its Vitali variation is finite (see [9, 31]), that is

$$\sup \left\{ \sum_{i=1}^n \sum_{j=1}^n |\hat{F}(\Delta_i \times D_j)| : \Delta_i \cap \Delta_j = \emptyset \text{ and } D_i \cap D_j = \emptyset \text{ for } i \neq j \text{ in } \{1, \ldots, n\} \right\} < \infty.$$ 

Since $\sum_{i=1}^n |\gamma_\lambda(\Delta_i)| \leq \text{Var}(\lambda) \leq 4\omega(\lambda)$ and the function $\omega$ is $h_\lambda$-integrable,

$$\sum_{i=1}^n \sum_{j=1}^n |\hat{F}(\Delta_i \times D_j)| \leq \sum_{j=1}^n \int_{D_j} \sum_{i=1}^n |\gamma_\lambda(\Delta_i)| h_{\Lambda_K}(d\lambda) \leq \int_{\Lambda_K} 4\omega(\lambda) h_{\Lambda_K}(d\lambda) \leq \int_{\Lambda_K} 4\omega(\lambda) h_{\Lambda_K}(d\lambda) < \infty.$$ 

Hence $\hat{F}$ is a measure and in particular Fubini and Lebesgue dominated convergence theorems hold for $\hat{F}$. Let $\Delta \subseteq \hat{G}$ be fixed and let $\varphi(\lambda) := \sum_{j=1}^n b_j 1_{D_j}(\lambda)$ be a simple function on $\Lambda_K$. Then

$$\int_{\Lambda_K} \varphi(\lambda) \hat{F}(\Delta, d\lambda) = \sum_{j=1}^n b_j \int_{D_j} \gamma_\lambda(\Delta) h_{\Lambda_K}(d\lambda) = \int_{\Lambda_K} \varphi(\lambda) \gamma_\lambda(\Delta) h_{\Lambda_K}(d\lambda).$$
From condition (13) we deduce that \( \int_{\Lambda_K} \varphi(\lambda) \tilde{F}(\Delta, d\lambda) = \int_{\Lambda_K} \varphi(\lambda) \gamma_\lambda(\Delta) h_{\Lambda_K}(d\lambda) \) for any bounded Borel function \( \varphi \). Consequently, for any simple function \( \phi \) on \( \tilde{G} \) and bounded \( \varphi \) on \( \Lambda_K \)

\[
\int_{\tilde{G} \times \Lambda_K} \phi(x) \varphi(\lambda) \tilde{F}(d\chi, d\lambda) = \int_{\Lambda_K} \varphi(\lambda) \left[ \int_{\tilde{G}} \phi(\chi) \gamma_\lambda(d\chi) \right] h_{\Lambda_K}(d\lambda).
\]

(15)

If \( |\phi| \) is bounded by some finite \( c > 0 \) then by condition (13), the integral \( \int_{\tilde{G}} |\phi(\chi)| \gamma_\lambda(d\chi) \) is bounded by \( 4c\omega(\lambda) \), which is an \( h_\lambda \)-integrable function of \( \lambda \). Therefore by Lebesgue dominated convergence theorem, relation (15) holds for any two bounded measurable functions \( \phi \) on \( \tilde{G} \) and \( \varphi \) on \( \Lambda_K \). In particular

\[
\int_{\tilde{G} \times \Lambda_K} \langle \chi, t \rangle \langle \lambda, x \rangle \tilde{F}(d\chi, d\lambda) = \int_{\Lambda_K} \langle \lambda, x \rangle \left[ \int_{\tilde{G}} \langle \chi, t \rangle \gamma_\lambda(d\chi) \right] h_{\Lambda_K}(d\lambda)
\]

(16)

\[
= \int_{\Lambda_K} \langle \lambda, x \rangle a_\lambda(t) h_{\Lambda_K}(d\lambda) = B_\chi(t; x) = K_\chi(t + x, x)
\]

for all \( t \in G \) and \( x \in G/K \).

Let \( \ell : \tilde{G} \times \Lambda_K \to \tilde{G}^2 \) be defined by \( \ell(\chi, \lambda) := \ell_\lambda(\chi) = (\chi, \chi - \lambda) \), and let \( F = \tilde{F} \circ \ell^{-1} \) be the image of the measure \( \tilde{F} \) through the mapping \( \ell \), that is \( F(\Delta) = \tilde{F}(\{(\chi, \lambda) : (\chi, \chi - \lambda) \in \Delta\}) \). Then \( F \) is a Borel measure on \( \tilde{G}^2 \) and change of variables formula yields that

\[
\int_{\tilde{G} \times \tilde{G}} \psi(\chi_1, \chi_2) F(d\chi_1, d\chi_2) = \int_{\tilde{G} \times \Lambda_K} \psi(\chi, \chi - \lambda) \tilde{F}(d\chi, d\lambda)
\]

(17)

for any bounded Borel function \( \psi : \tilde{G} \times \tilde{G} \to \mathbb{C} \). In particular, in view of relation (16)

\[
\int_{\tilde{G} \times \Lambda_K} \langle \chi, t \rangle \langle \lambda, s \rangle F(d\chi, d\lambda) = \int_{\tilde{G} \times \Lambda_K} \langle \chi, s \rangle \langle (\chi - \lambda), s \rangle \tilde{F}(d\chi, d\lambda) = B_\chi(t - s; \iota(s)) = K_\chi(t, s)
\]

for all \( t, s \in G \) (recall that \( \langle \lambda, s \rangle = \langle \lambda, \iota(s) \rangle \) for all \( \lambda \in \Lambda_K \) and \( s \in G \)). Thus the field \( X \) is harmonizable and \( F \) is its SO-spectral measure. Note that relation (15) holds true if the product \( \phi(\chi) \varphi(\lambda) \) is replaced by any bounded measurable function \( \psi(\chi, \lambda) \) of two variables. Thanks to such upgraded relation (15) and to relation (17) with \( \psi = 1_\Delta \), we get

\[
F(\Delta) = \int_{\tilde{G} \times \Lambda_K} 1_\Delta(\chi, \chi - \lambda) \tilde{F}(d\chi, d\lambda) = \int_{\Lambda_K} \left[ \int_{\tilde{G}} 1_\Delta(\chi, \chi - \lambda) \gamma_\lambda(d\chi) \right] h_{\Lambda_K}(d\lambda)
\]

So, by the definition of \( \tilde{F} \), we deduce relation (14).

Note that if \( G = \mathbb{Z}^n \) then condition [A] is satisfied, \( \Lambda_K \) is compact, and condition (13) holds true with \( \omega(\lambda) = \text{Var}(\gamma_\lambda) < \infty \). Therefore we generalize the property of harmonizability of the PC sequences proved in [12].

**Corollary 1** Any \( G/K \)-square integrable \( K \)-PC field over \( G = \mathbb{Z}^n \) is harmonizable.

All the results above simplify significantly if \( G/K \) is compact, because then every \( K \)-PC field over \( G \) is \( G/K \)-square integrable and condition [A] in Theorem 1 is always satisfied.
\textbf{Theorem 4} Suppose that $X$ is a $K$-PC field and that $G/K$ is compact. Then for every $\lambda \in \Lambda_K$ there is a Borel complex measure $\gamma_{\lambda}$ on $\hat{G}$ such that

$$a_{\lambda}(t) = \int_{\hat{G}} \overline{\langle \chi, t \rangle} \gamma_{\lambda}(d\chi), \quad t \in G.$$ 

Moreover the set $\Lambda_K$ is countable, $\sum_{\lambda \in \Lambda_K} |a_{\lambda}(t)|^2 < \infty$ and for every $t \in G$

$$B_X(t; x) \triangleq \sum_{\lambda \in \Lambda_K} \overline{\langle \lambda, x \rangle} a_{\lambda}(t)$$

(the series (18) converges in $L^2(G/K)$ with respect to $x$). Additionally:

\begin{enumerate}[(i)]
  \item if $\sum_{\lambda \in \Lambda_K} |a_{\lambda}(t)| < \infty$ for every $t \in G$, then the series (18) converges also pointwise and uniformly with respect to $x \in G/K$, and for all $t, s \in G$ we have

$$K_X(t + s, s) = \sum_{\lambda \in \Lambda_K} \overline{\langle \lambda, s \rangle} a_{\lambda}(t);$$

\item if $\sum_{\lambda \in \Lambda_K} \text{Var}(\gamma_{\lambda}) < \infty$, then $X$ is harmonizable, and for all $t, s \in G$ we have

$$K_X(t, s) = \int_{\hat{G} \times \hat{G}} \overline{\langle \chi, t \rangle} \langle g, s \rangle f(d\chi, d\varrho),$$

where the SO-spectral measure $f$ is given by $f(\Delta) = \sum_{\lambda \in \Lambda_K} f_{\lambda}(\Delta)$, $f_{\lambda} := \gamma_{\lambda} \circ \ell_{\lambda}^{-1}$ and $\ell_{\lambda} : \hat{G} \to \hat{G} \times \hat{G}$ is defined as $\ell_{\lambda}(\chi) := (\chi, \chi - \lambda)$.
\end{enumerate}

\textbf{Proof.} Existence of $\gamma_{\lambda}$ follows from Theorem 2. Since for each $t \in G$ the function $x \mapsto B_X(t; x)$ is bounded, it is in $L^2(G/K)$ and hence its Fourier transform $\lambda \mapsto a_{\lambda}(t)$ is in $L^2(\Lambda_K)$. Formula (18) is just the inverse formula for $B_X(t; \cdot)$. Item (i) follows from the uniqueness of the Fourier transform, while item (ii) from Theorem 3.

\section{5 Structure of PC fields}

When $X$ is a $K$-PC field then for every $k \in K$ the mapping $V^k : X(t) \mapsto X(t + k), t \in G$, is well defined and extends linearly to an isometry from $\mathcal{H}_X = \overline{\text{span}} \{X(t) : t \in G\}$ onto itself. The group $\mathcal{V} := \{V^k : k \in K\}$ is a unitary representation of $K$ in $\mathcal{H}_X$ and is called the $K$-shift of $X$.

\textbf{Theorem 5} A continuous field $X$ over $G$ is $K$-PC if and only if there are a unitary representation $U = \{U^t : t \in G\}$ of $G$ in $\mathcal{H}_X$, and a continuous $K$-periodic field $P$ over $G$ with values in $\mathcal{H}_X$ such that $X(t) = U^t P(t), t \in G$.

\textbf{Proof.} The "if" part is obvious. Prove the other part. Let $X$ be a $K$-PC field, $\mathcal{V} = \{V^k : k \in K\}$ be the $K$-shift of $X$, and $E$ be the spectral resolution of $\mathcal{V}$. Hence $E$ is a w.c.a.o.s. Borel operator-valued measure defined on $\hat{K}$. Since $\hat{K}$ is isomorphic to $\hat{G}/\Lambda_K$, the measure $E$ can be seen as a measure on $\hat{G}/\Lambda_K$, see [35, Section 2.1.2]. Let $\zeta$ be a cross-section for $\hat{G}/\Lambda_K$. For every Borel subset
Following Gladyshev’s idea ([12]) for every $t \in G$ define the operator on $\mathcal{H}_X$,
\[
U^t := \int_G \overline{\langle \chi, t \rangle} \, \tilde{E}(d\chi), \quad t \in G.
\]
Clearly $\mathcal{U} := \{U^t : t \in G\}$ is a group of unitary operators indexed by $G$. Moreover for every $v \in \mathcal{H}_X$,
\[
\|(U^t - I)v\|^2_\mathcal{H} = \int_G \left| \overline{\langle \chi, t \rangle} - 1 \right|^2 \mu_v(dx)
\]
where $\mu_v(dx) = \|E(dx)v\|^2_\mathcal{H}$ is a finite non-negative measure on $\hat{G}$. From Lebesgue dominated convergence theorem we therefore conclude that the unitary operator group $\mathcal{U}$ is continuous, and hence it is a unitary representation of $G$ in $\mathcal{H}_X$. Note that for $t = k \in K$, we have $U^k = V^k$. Define $P(t) := U^{-t}X(t)$, $t \in G$. Then $P$ is continuous and
\[
P(t + k) = U^{-1}U^{-k}X(t + k) = U^{-t}V^{-k}X(t + k) = U^{-t}X(t) = P(t), \quad t \in G, \ k \in K.
\]
So $P$ is a continuous $K$-periodic field with values $\mathcal{H}_X$ and $X(t) = U^tP(t)$, for every $t \in G$.

Theorem 5 gives a good insight on the origin of the measures $\gamma_\lambda$, $\lambda \in \Lambda_K$. Indeed let $X$ be a $G/K$-square integrable $K$-PC field, $\mathcal{U}$ and $P$ be as defined in Theorem 5. Then $\|X(t)\|_\mathcal{H} = \|P(t)\|_\mathcal{H}$ and $(X(t + u), X(u))_\mathcal{H} = (U^tP(t + u), P(u))_\mathcal{H}$ for all $t, u \in G$. The PC field $X$ being $G/K$-square integrable, the field $P_K : G/K \rightarrow \mathcal{H}_X$ defined by $P = P_K \circ \iota$ is square integrable as well as the field $x \mapsto U^tP_K(\iota(t) + x)$ defined on $G/K$, for any $t \in G$. Denoting by $\tilde{P}_K : \Lambda_K \rightarrow \mathcal{H}_X$ the Fourier Plancherel transform of $P_K$, the Fourier Plancherel transform of $U^tP_K(\iota(t) + \cdot)$ coincides with the function
\[
\mu \mapsto \int_{\hat{G}} \overline{\langle \chi + \mu, t \rangle} \tilde{E}(d\chi)\tilde{P}_K(\mu).
\]
where $\tilde{E}$ is the Borel operator-valued measure on $\hat{G}$ defined in the proof of Theorem 5. Then thanks to Parseval equality, the spectral covariance function of the PC field $X$ verifies
\[
a_\lambda(t) = \int_{G/K} \langle \lambda, x \rangle (U^tP_K(\iota(t) + x), P_K(x))_\mathcal{H} h_{G/K}(dx)
\]
\[
= \int_{\Lambda_K} \left( \int_{\hat{G}} \overline{\langle \chi + \mu, t \rangle} \tilde{E}(d\chi)\tilde{P}_K(\mu), \tilde{P}_K(\mu - \lambda) \right)_\mathcal{H} h_{\Lambda_K}(d\mu)
\]
\[
= \int_{\hat{G}} \langle \rho, t \rangle \left( \int_{\Lambda_K} \tilde{E}(d\rho - \mu)\tilde{P}_K(\mu), \tilde{P}_K(\mu - \lambda) \right)_\mathcal{H} h_{\Lambda_K}(d\mu)
\]
for all $\lambda \in \Lambda_K$ and $t \in G$. The SO-spectral measure of the field $X$ is
\[
\gamma_\lambda(\Delta) = \int_{\Lambda_K} \tilde{E}(\Delta - \mu)\tilde{P}_K(\mu), \tilde{P}_K(\mu - \lambda) \right)_\mathcal{H} h_{\Lambda_K}(d\mu), \quad \Delta \in \mathcal{B}(\hat{G}), \lambda \in \Lambda_K.
\]
In comparison with expression (12), we see that the spectral resolution $\tilde{E}$ of the unitary operators group $\mathcal{U}$, in some sense, ”spreads” the SO-spectral measure $\gamma_P$ over $\hat{G}$ to form $\gamma_\lambda$.

Theorem 5 also suggests a possibility to decompose a PC field into stationary components. If the $K$-PC field $X$ is $G/K$-square integrable, we can therefore formally write

$$X(t) \approx \int_{\Lambda_K} \langle \lambda, t \rangle X^\lambda(t) \, h_{\Lambda_K}(d\lambda) \tag{19}$$

where $\{X^\lambda(t) := U^t \tilde{P}_K(\lambda) : t \in G\}$, $\lambda \in \Lambda_K$, is a family of jointly stationary fields over $G$. If in addition $\tilde{P}_K$ is integrable, then integral (19) exists, and we have equality for any $t$. The integrability condition on $\tilde{P}_K$ being satisfied if $\Lambda_K$ is compact, that is in particular when $G = \mathbb{Z}^n$, we deduce the following result.

**Corollary 2** Let $X$ be a $G/K$-square integrable $K$-PC field over $G = \mathbb{Z}^n$. Then there exists a family $\{X^\lambda : \lambda \in \Lambda_K\}$ of jointly stationary fields over $G$ in $\mathcal{H}_X$ such that

$$X(t) = \int_{\Lambda_K} e^{i\lambda t'} X^\lambda(t) \, h_{\Lambda_K}(d\lambda), \quad t \in G,$$

Note that the pair $(\mathcal{U}, P)$ in Theorem 5 is highly non-unique since there are many ways to extend $V = \{V^k : k \in K\}$ into $\mathcal{U} = \{U^t : t \in G\}$. Consequently the family $\{X^\lambda : \lambda \in \Lambda_K\}$ above is likewise not unique.

If $G/K$ is compact, then every $K$-PC field is $G/K$-square integrable, $\Lambda_K$ is countable, and the integrals above become series. If $G = \mathbb{Z}^n$ and $G/K$ is compact (and hence finite), then $\Lambda_K$ is finite and Corollary 2 yields the following $\mathbb{Z}^n$ version of Gladyshev’s representation of PC sequences included in [12].

**Corollary 3** Suppose that $X$ is a $K$-PC field over $\mathbb{Z}^n$ and that $\mathbb{Z}^n/K$ is compact. Then $\Lambda_K$ is finite and there is a finite family $\{X^\lambda : \lambda \in \Lambda_K\}$ of jointly stationary fields over $G$ in $\mathcal{H}_X$ such that for every $t \in G$

$$X(t) = \sum_{\lambda \in \Lambda_K} e^{i\lambda t'} X^\lambda(t).$$

If $\Lambda_K$ is not compact then even in the case of a periodic function, its Fourier transform does not have to converge everywhere.

### 6 Examples

In this section $G = \mathbb{Z}^n \times \mathbb{R}^m$, the Haar measure on $\mathbb{Z}^n$ is the counting measure, the Haar measure on $\mathbb{R}^m$ is $dt/((\sqrt{2\pi})^m)$ where $dt$ is the Lebesgue measure on $\mathbb{R}^m$, $\mathbb{Z}^n$ will be identified with $[0, 2\pi)^n$ with addition mod $2\pi$, $\mathbb{R}^m$ will be identified with $\mathbb{R}^m$, the Haar measures on $[0, 2\pi)^n$ is $dt/2\pi^n$,

$\hat{G} = [0, 2\pi)^n \times \mathbb{R}^m$, elements of $G$ and $\hat{G}$ are row vectors, and the value of a character $\chi \in \hat{G}$ at $t \in G$ is $\langle \chi, t \rangle = e^{-i\lambda t'}$, where $t'$ is transpose of $t$. Remembering previous sections, in order to
describe the domain of the SO-spectrum of a $K$-PC field $X$ over $G$ the only task is to identify $G/K$ and $\overline{G/K}$ as concrete subsets $Q$ and $\Lambda_K$ of $G = \mathbb{Z}^n \times \mathbb{R}^m$ and $\overline{G} = [0,2\pi]^n \times \mathbb{R}^m$, respectively, in the way that the value of character $\lambda \in \Lambda_K$ at $t \in Q$ is still $(\lambda, t) = e^{-i\lambda t}$. This identification, which is obvious when $X$ is coordinate-wise PC, may be less trivial in the case of more complex $K$.

It may be helpful, and is worth, to note that any closed nontrivial subgroup $K$ of $G = \mathbb{Z}^n \times \mathbb{R}^m$ is isomorphic to $\mathbb{Z}^k \times \mathbb{R}^l$ for some $k, l \in \mathbb{N}$ such that $l \leq m$ and $1 \leq k + l \leq n + m$. This isomorphism, which at least in the case of $G = \mathbb{Z}^n$ or $G = \mathbb{R}^m$ can be found by selecting a proper basis for $G$ (see [14, Theorem 9.11 and A.26]), provides a description and a parametrization of the sets $Q$ and $\Lambda_K$.

As before $[a]_b$ will denote the remained in integer division of $a$ by $b, b > 0$.

First we briefly revisit a one-parameter case and its slight extension.

**Example 1** Suppose that $X$ is a PC process with period $T > 0$. Then $K = \{kT : k \in \mathbb{Z}\}$, $\mathbb{R}/K = [0, T)$ with addition modulo $T$ and $\Lambda_K = \{\frac{2\pi k}{T} : k \in \mathbb{Z}\}$. Moreover for any $\lambda = \frac{2\pi k}{T} \in \Lambda_K$, $a_{\lambda}(t) := a_k(t) = \frac{1}{T} \int_0^T e^{-i \frac{2\pi k}{T} t} K_X(t + s, s) \, ds$ and there is a measure $\gamma_k$ on $\mathbb{R}$ such that $a_{\lambda}(t) = \int_{\mathbb{R}} e^{itu} \, \gamma_k(du)$ (Theorem 2). The domain of the SO-spectrum of $X$ is $L = \bigcup_{k \in \mathbb{Z}} L_k$, where $L_k := \{(x, u - \frac{2\pi k}{T}) : u \in \mathbb{R}\}$. The part of the SO-spectrum that sits on $L_k$ is a measure $\mu_k$ defined as $F_k = \gamma_k \circ \ell_k^{-1}$ where $\ell_k : \mathbb{R} \to \mathbb{R}^2, \ell_k(u) = (u, u - \frac{2\pi k}{T}).$ If $\sum_k \text{Var}(\gamma_k) < \infty$ then the process $X$ is harmonizable and $F := \sum_k F_k$ is a measure on $\mathbb{R}^2$ which satisfies relation (5).

If $X$ is stationary then $K = \mathbb{R}, \mathbb{R}/K = \{0\}, \Lambda_K = \{0\}, a_0(t) = \int_{[0]} K_X(t + s, s) \delta_0(ds) = K_X(t, 0).$ By Theorem 2 there is a measure $\gamma_0$ on $\mathbb{R}$ such that $a_0(t) = \int_{\mathbb{R}} e^{itu} \, \gamma_0(du).$ Consequently, the SO-spectrum of $X$ is the measure $F = F_0 = \gamma_0 \circ \ell_0^{-1},$ which sits on the diagonal $L_0 = \{(x, u) : u \in \mathbb{R}\}$.

To see the need for the square integrability assumption, let us add one parameter to the above process; that is, let us consider a field $X = \{X(s, t) : (s, t) \in \mathbb{R}^2\}$ such that $K_X((s, t), (u, v)) = K_X((s + T, t), (u + T, v)), s, t, u, v \in \mathbb{R} \ (T > 0 \text{ is fixed}).$ Then $K = \{(kT, 0) : k \in \mathbb{Z}\}, \mathbb{R}^2/K = [0, T) \times \mathbb{R}$ with addition modulo $T$ on the first coordinate, $\Lambda_K = \{(\frac{2\pi k}{T}, x) : k \in \mathbb{Z}, x \in \mathbb{R}\}$ and 

$$a_{\lambda}(s, t) := a_{k,x}(s, t) = \frac{1}{T \sqrt{2\pi}} \int_0^T \int_{\mathbb{R}} e^{-i(u \frac{2\pi k}{T} + xv)} K_X((s + u + t, v), (u, v)) \, du dv$$

for $\lambda = (\frac{2\pi k}{T}, x) \in \Lambda_K.$ The square integrability assumption $\int_0^T \left[ \int_{\mathbb{R}} \|X(s, t)\|^2 dt \right] ds < \infty$ assures that the above integral exists. If it does then, in view of Theorem 2, for every $k \in \mathbb{Z}$ and $x \in \mathbb{R}$ there exists a measure $\gamma_{k,x}$ on $\mathbb{R}^2$ such that $a_{k,x}(s, t) = \int_{\mathbb{R}} e^{i(u + te)} \gamma_{k,x}(du, dv).$ The domain of the SO-spectrum of $X$ is $L = \bigcup_{k \in \mathbb{Z}} \bigcup_{x \in \mathbb{R}} L_{k,x},$ where $L_{k,x}$ is a two-dimensional plane in $\mathbb{R}^4,$ $L_{k,x} := \{(x, u, v - \frac{2\pi k}{T}, v - x) : u, v \in \mathbb{R}\}.$ The "part" of the SO-spectrum that sits on $L_{k,x}$ is a measure $F_{k,x}$ defined as $F_{k,x} := \gamma_{k,x} \circ \ell_{k,x}^{-1},$ where $\ell_{k,x} : \mathbb{R}^2 \to \mathbb{R}^4$ is defined by $\ell_{k,x}(u, v) = (u, v, u - \frac{2\pi k}{T}, v - x).$ If $\text{Var}(F_{k,x}) \leq \omega(k, x)$ and $\sum_k \int_{\mathbb{R}} \omega(k, x) \, dx < \infty,$ then $X$ is harmonizable and the SO-spectral measure of $X$ is $F = \frac{1}{|\mathbb{R}|^{1/2}} \sum_k \int_{\mathbb{R}} F_{k,x} \, dx$ (see Theorem 3). Note that $L$ above is, in fact, the union of countably many three-dimensional hyperplanes $D_k$ in $\mathbb{R}^4,$ $D_k := \bigcup_{x \in \mathbb{R}} L_{k,x} = \{(u, v, u - \frac{2\pi k}{T}, v - x) : u, v, x \in \mathbb{R}\}$, which are parallel to the "diagonal" $D_0.$
If the field \( X = \{ X(s, t) : (s, t) \in \mathbb{R}^2 \} \) is stationary in \( s \), then \( \Lambda_K = \{(0, x) : x \in \mathbb{R} \} \), the condition of the square integrability of \( X \) means that \( \int_{\mathbb{R}} \|X(0, t)\|_H^2 dt < \infty \) and, if the latter is satisfied, the SO-spectrum of \( X \) sits on the three-dimensional hyperplane in \( \mathbb{R}^4 \), \( L := D_0 = \{(u, v + x, u, x) : u, v, x \in \mathbb{R} \} \).

Next example contains a complete analysis of the SO-spectrum of a weakly PC field.

**Example 2** Let \( T \) and \( S \) be two non-zero integers. Suppose that the field \( X \) on \( \mathbb{Z}^2 \) is weakly PC with period \((T, S)\) ([21]), that is

\[
K_X((m, n), (u, v)) = K_X((m + T, n + S), (u + T, v + S)), \quad \text{for all } n, m, u, v \in \mathbb{Z}
\]

Here \( K = \{k(T, S) : k \in \mathbb{Z} \} \). We assume that at least one of \( T \) or \( S \) is positive. Let \( d := \text{gcd}(T, S) \) be the greatest common positive integer divisor of \( T \) and \( S \), so that \((T, S) = d \times (T_1, S_1) \) and \( \text{gcd}(T_1, S_1) = 1 \). From Bezout’s lemma there are integers \( q, p \) such that \( T_1 q - S_1 p = 1 \). Let \( \phi \) be a mapping of \( \mathbb{Z}^2 \) onto itself, given by \( \phi(m, n) = (m, n)\Phi' \), where \( \Phi = \begin{pmatrix} T_1 & p \\ S_1 & q \end{pmatrix} \), and \( \Phi' \) stands for the transpose matrix of the matrix \( \Phi \). Because \( \det \Phi = 1 \), \( \phi \) is an isomorphism. Since \( \phi(\{0, \ldots, d - 1\} \times \mathbb{Z}) \) has \( K = \phi(\mathbb{Z} \times \{0\}) \) and we identify \( G/K \) to

\[
Q := \phi(\{0, \ldots, d - 1\} \times \mathbb{Z}) = \{(kT_1 + lp, kS_1 + lq) : k = 0, \ldots, d - 1, t \in \mathbb{Z} \}.
\]

The dual mapping \( \psi(s, t) = [((s, t)\Phi^{-1})]_{2\pi} = \{(qs - S_1t)_{2\pi}, [ - ps + T_1t]_{2\pi} \}, s, t \in [0, 2\pi) \), maps \( \{\frac{2\pi k}{d} : k = 0, \ldots, d - 1 \} \times [0, 2\pi) \), which is the dual of \( \{0, \ldots, d - 1\} \times \mathbb{Z} \), onto the dual \( \Lambda_K \) of \( Q \).

The construction that we use produces a convenient parametrization of \( \Lambda_K \) as the union of \( d \) lines : \( \Lambda_K = \bigcup_{k=0}^{d-1} \Lambda_k \) where

\[
\Lambda_k := \left\{ \left[ \frac{2\pi kq}{d} - S_1t \right]_{2\pi}, \left[ - \frac{2\pi kp}{d} + T_1t \right]_{2\pi} : t \in [0, 2\pi] \right\}.
\]

Note that the value of a character \((u, v) = \psi(s, t) \in \Lambda_K \) at \((m, n) = \phi(k, l) \in Q\) is equal to \( e^{-i(mu + nv)} = e^{-i(s, t)\Phi^{-1}} \Phi(k, l)^{-1} = e^{-i(kT_1 + lp)} \), as required. Assume that \( X \) is \( G/K \)-square integrable, for example that \( \sum_{n=-\infty}^{\infty} \|X(m, n)\|_H^2 < \infty \), for any \( m = 1, \ldots, T - 1 \). Then from the previous discussion and the results of Section 4 we deduce the following properties.

(i) If \((u, v) \in \Lambda_K \), then \( u = \left[ \frac{2\pi kq}{d} - S_1t \right]_{2\pi}, v = \left[ - \frac{2\pi kp}{d} + T_1t \right]_{2\pi} \) for some unique \( t \in [0, 2\pi) \) and unique \( k = 0, \ldots, d - 1 \). Hence the spectral covariance \( a_{(u,v)}(m, n) =: a_{k,l}(m, n) \) of \( X \) at \((m, n) \in \mathbb{Z}^2 \) is equal to

\[
a_{k,l}(m, n) = \frac{1}{d} \sum_{j=0}^{d-1} \sum_{t=-\infty}^{\infty} e^{-i\left(\frac{2\pi jkq}{d} + ft \right)} K_X((m + jT_1 + lp, n + jS_1 + lq), (jT_1 + lp, jS_1 + lq)).
\]

(ii) For each \( k = 0, \ldots, d - 1 \) and \( t \in [0, 2\pi) \) there exists a measure \( \gamma_{k,t} \) on \([0, \pi)^2 \) such that

\[
a_{k,l}(m, n) = \int_0^{2\pi} \int_0^{2\pi} e^{i(mx + ny)} \gamma_{k,l} (dx, dy).
\]
(iii) The SO-spectrum of $X$ sits on the set $L = \bigcup_{k=1}^{d-1} \bigcup_{t \in [0, 2\pi)} L_{k,t}$, where $L_{k,t}$ is a two-dimensional plane in $[0, 2\pi)^4$

$$L_{k,t} := \left\{ (x, y, \left[x - \frac{2\pi k q}{d} + S t\right]_{2\pi}, \left[y + \frac{2\pi k p}{d} - T t\right]_{2\pi}) : x, y \in [0, 2\pi) \right\}.$$

Note that $D_k = \bigcup_{t \in [0, 2\pi)} L_{k,t}$ is a three-dimensional hyperplane in $[0, 2\pi)^4$, so $L$ is, in fact, the union of $d$ three-dimensional hyperplanes. If $d = \gcd(T, S) = 1$, then $L = D_0 = \{(x, y, [x + St]_{2\pi}, [y - T t]_{2\pi}) : x, y, t \in [0, 2\pi)\}$. In this case the field $X$ is a rotation of the field $Y$ defined by $Y(m, n) := X((m, n)\Phi')$, $m, n \in \mathbb{Z}$, which is stationary in $m$. Indeed $X(m, n) = Y((m, n)\Phi'^{-1})$.

(iv) If there is an integrable function $\omega : [0, 2\pi) \to [0, \infty)$ such that $\text{Var}(\gamma_{k,t}) \leq \omega(t)$ for all $k$ and $t$, then $X$ is harmonizable and

$$K_X((m, n), (j, r)) = \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} e^{i(mu + ne - jx - ry)} F(du, dv, dx, dy).$$

The SO-spectral measure $F$ of $X$ is given by $F(\Delta) = \sum_{k=0}^{d-1} \int_0^{2\pi} F_{k,t}(\Delta) dt$, where $F_{k,t}$ is the complex measure on $[0, \pi)^4$ whose support is contained in the plane $L_{k,t}$ and defined by

$$F_{k,t}(\Delta) := \gamma_{k,t} \left\{ (x, y) \in [0, 2\pi)^2 : \left(x, y, \left[x - \frac{2\pi k q}{d} + S t\right]_{2\pi}, \left[y + \frac{2\pi k p}{d} - T t\right]_{2\pi}\right) \in \Delta \right\}.$$

Figure 1 is the graph of the set $\Lambda_K$ defined previously in the case when $T = 12$ and $S = 9$ ($d = 3$, $p = q = 1$). Then $\Lambda_K = \Lambda_0 \cup \Lambda_1 \cup \Lambda_2$ consists of three lines, which are shown with different width pattern. If now from each point on the graph we draw the rectangle $[0, 2\pi) \times [0, 2\pi)$ then the resulting three-dimensional body in $[0, 2\pi)^4$ is the domain of the SO-spectrum of the field $X$. ■

![Figure 1: Graph of $\Lambda_K$](image)

The last example is a particular example of strongly PC fields over $\mathbb{R} \times \mathbb{Z}^2$. It combines a mixture of continuous and discrete structures.
Example 3 Suppose that $X$ is a field over $G := \mathbb{R} \times \mathbb{Z}^2$ such that $X(t, m, n) = X(t + 4, m, n) = X(t, m + 1, n + 3) = X(t, m + 2, n)$ for all $t \in \mathbb{R}$, $m, n \in \mathbb{Z}$. Then $K = \{k(4, 0, 0) + j(0, 1, 3) + l(0, 2, 0) : k, l, j \in \mathbb{Z}\}$. In order to describe $G/K$ and $\Lambda_K$ we consider a change of basis of $G = \mathbb{R} \times \mathbb{Z}^2$ defined by the mapping

$$\phi(t, m, n) := (t, m, n)\Phi', \quad \text{where} \quad \Phi = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 3 & 1 \end{pmatrix}. $$

Then the mapping $\phi$ is an isomorphism of $G$ onto itself and $K = \phi(P)$, where $P = \{(4k, j, 6l) : k, l, j \in \mathbb{Z}\} = 4\mathbb{Z} \times \mathbb{Z} \times 6\mathbb{Z}$. To see this note that $2(0, 1, 3) - (0, 2, 0) = (0, 0, 6)$, so that $K$ is generated by the 3-tuples $(4, 0, 0), (0, 1, 3)$ and $(0, 0, 6)$, which are respectively equal to $\phi(4, 0, 0)$, $\phi(0, 1, 0)$, and $\phi(0, 0, 6)$. The quotient $G/P = [0, 4] \times \{0\} \times \{0, \ldots, 5\}$, so we take $Q := \phi(G/P) = \{(s, 0, l) : s \in [0, 4], l = 0, \ldots, 5\}$. The dual of $G/P$ is $\Lambda_P = \mathbb{Z}^2 \times \{0\} \times \{n : r = 0, \ldots, 5\}$ and hence the dual of $G/K$ can be represented as $\Lambda_K = \psi(\Lambda_P)$, where $\psi$ is the isomorphism of $\hat{G} = \mathbb{R} \times [0, 2\pi]^2$ onto itself defined by $\psi(t, u, v) := (t, u, v)\Phi^{-1} = (t, [u - 3v]_{2\pi}, v)$. Therefore

$$\Lambda_K = \left\{ \left( \frac{2\pi k}{T}, \left[ -\pi r \right]_{2\pi}, \frac{\pi r}{3} \right) : k \in \mathbb{Z}, r = 0, \ldots, 5 \right\},$$

is countable. Note that $\left[ -\pi r \right]_{2\pi}$ is either $\pi$ (if $r$ is odd) or $0$. For each $\lambda_{k, r} = \left( \frac{2\pi k}{T}, \left[ -\pi r \right]_{2\pi}, \frac{\pi r}{3} \right) \in \Lambda_K$, the corresponding spectral covariance is given by

$$a_{k, r}(t, m, n) = \frac{1}{24} \sum_{l=0}^{5} \int_{0}^{4} e^{-i \left( \frac{2\pi k}{T} s + \frac{\pi r}{3} ight)} K_X((t + s, m, n + l), (s, 0, l)) \, ds,$$

and for each $k, r$ there exists a measure $\gamma_{k, r}$ on $\mathbb{R} \times [0, 2\pi]^2$ such that

$$a_{k, r}(t, m, n) = \int_{\mathbb{R}} \int_{0}^{2\pi} \int_{0}^{2\pi} e^{i(ts + tu + sv)} \gamma_{k, r}(ds, du, dv).$$

The SO-spectrum of the field $X$ sits on the union of countably many hyperplanes

$$L_{k, r} := \left\{ \left( s, u, v, s - \frac{2\pi k}{T}, [u + \pi r]_{2\pi}, \left[ v - \frac{\pi r}{3} \right]_{2\pi} \right) : s \in \mathbb{R}, u, v \in [0, 2\pi] \right\},$$

$k \in \mathbb{Z}$, $r = 0, \ldots, 5$, of $\mathbb{R} \times [0, 2\pi]^2 \times \mathbb{R} \times [0, 2\pi]^2$. If the sum of total variations of measures $\gamma_{k, r}$ is finite, then $X$ is harmonizable and its SO-spectral measure $F = \sum_{k=-\infty}^{\infty} \sum_{r=0}^{5} F_{k, r}$, where $I_{k, r} = \gamma_{k, r} \circ \ell_{k, r}^{-1}$, and $\ell_{k, r}(s, u, v) := (s, u, v, s - \frac{2\pi k}{T}, [u + \pi r]_{2\pi}, [v - \frac{\pi r}{3}]_{2\pi}).$

Note that if we define $Y(t, n, m) := X((t, n, m)\Phi')$, then $Y$ is PC in $t$ with period $T = 4$, stationary in $n$, and PC in $m$ with period $M = 6$. Since $X(t, n, m) = Y((t, n, m)(\Phi')^{-1})$, one can therefore say that the field $X$ is periodically correlated in direction $(1, 0, 0)$ with period $T = 4$, stationary in direction of $(0, 1, 3)$ and periodically correlated in direction $(0, 0, 1)$ with period $M = 6$.

\[\blacksquare\]
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