Measuring Bone Density Connectivity Using Dual Energy X-Ray Absorptiometry Images
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Abstract

Estimating bone density using mathematical models has direct applications in medical image processing. This paper presents a new measure for bone mineral density analysis based on the dual energy X-ray absorptiometry (DEXA) images. We are proposing an innovative procedure to calculate a scalar value that indicates the connectivity of bone mineral components from DEXA images. This method provides a totally novel measure for bone density study using DEXA scan images that can not only calculate $T$ and $Z$ values and can also determine the quality of the bone in terms of the average intensity of bone density. The new measure proposed is called the $\lambda$-measure and it provides new possibilities in terms of finding how well the bone components are connected. We can have $\lambda_T$ and $\lambda_Z$ corresponding to $T$ and $Z$ scores which augments the traditional values. Combining this method to a $\lambda$-connected maximum entropy concept, we obtain good segmentation results. The experiments results and data obtained shows that the new $\lambda$-measure should be in the range of [0.962, 0.977].
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1. Introduction

Bone density is an important feature to humans bone health and measuring it is an important task in medical image processing area. The mathematical models of bone density have direct consequences in possible predictions and making important diagnostics in terms of bone related treatments. Bone density is defined as the amount of bone tissue in a certain volume of bone [1]. The strength of a bone is believed to be related to and can be determined by the density of the bone structure. Moreover, bone density also measures the amount of bone mass present. It predicts fracture risks, observes the usefulness of treatments, and measures the amount of calcium in a specific region of the bone. The dual energy X-ray absorptiometry (DEXA) technique (see, Figure[1]) is the most popular method used today to measure bone mineral density (BMD), which is the most important figure of bone density [2, 4]. The bone density measurements allow for the diagnoses of osteoporosis and potential fracture risks at a specific site of a bone. During the DEXA test, a patient lies down on a table as shown in...
Figure 1(a). The DEXA scanner rapidly directs X-ray energy from two different sources towards the bone being examined in an alternating fashion at set and fixed frequencies. Since two energy sources are used to measure bone density rather than the traditional X-ray or other radioisotope studies, the precision and accuracy of the measurements are greatly improved [1, 5, 7–9].

BMD measurements usually decrease with age, and people with a BMD lower than $1.0\,\text{g/cm}^2$ need to take action in order to restore their bones. Note that, BMD does depend on the sex and age of the patient, and sometimes on the race of the patient as well. White and black females are at the greatest risk for osteoporosis or any other bone disease. Osteoporosis is known to affect 25 million people in the United States alone and half of all women over the age of 45 and past their menopause stage. It is the most common bone disease in USA today, and causes more than 1.3 million fractures including 250,000 trendy fractures, 240,000 wrist fractures, and 500,000 spinal fractures [10]. In addition, the National Osteoporosis Foundation recommends that BMD testing should be done on all postmenopausal women under the age of 65 who have risk factors such as a low body weight, a history of fractures, smoking, and a family history of fractures. Furthermore, all women over the age of 65 should be tested as well, whether they have risk factors or not [1, 11]. However, normal DEXA measurements only produce two individual numbers: the $T$ and $Z$ scores [12, 13]. The $T$-score is the standard deviation of the patient’s BMD above or below the mean for the Young-Adult reference population. On the other hand, the $Z$-score is the standard deviation of the patient’s BMD above or below the mean of the Age-Matched population. The current treatment recommends that all women start the drug therapy if they have the BMD $T$ score of less than $-2$ without other risk factors and for those with a $T$ score of less than $-1.5$ if there are other risk factors [6].

In order to understand more about human bone density, researchers have developed several methods for bone modeling and the connectivity of bone mass for the detailed analysis of the bone components, especially for the trabecular bones [14–17]. These methods include fractal analysis, finite elements, and the Monte-Carlo simulation. The finite elements method is for 3D bone modeling and is not currently directly used for DEXA images. Even though it is proven that fractal analysis is an effective measure for BMD, other methods shall be investigated intentionally to obtain a better or improved industry standard for the detailed bone density other than the classical $T$ and $Z$ scores.

In this paper, we present a new measure for BMD analysis based on DEXA images. We propose a determinative procedure to calculate a scalar value that indicates the connectivity of bone mineral components. This method provides a totally novel measure for bone density study using DEXA scan images that originally only calculates $T$ and $Z$ value that only provide the quality of the bone in terms of average intensity of bone density. The new measure proposed called $\lambda$-Measure that shows how well the bone components are connected. We could have $\lambda_T$ and $\lambda_Z$ corresponding to $T$ and $Z$ scores. Combining with this method to $\lambda$-connected maximum entropy, we can see the similar result is obtained. The data experiments showed that $\lambda$-measure should be in the range $[0.962, 0.977]$. This opens up new research directions in terms of bone mineral connectivity as well as density analysis from DEXA images. A preliminary research can be found in [18].

2. Background

Bone density is the amount of bone tissue in a certain volume of bone ($\text{g/cm}^3$). (See Figure 2) It is often very difficult to
establish a measure without damaging the bone; therefore, the BMD (g/cm$^2$) is used instead $^{[10,13]}$. The strength of a bone can be determined based on BMD. In addition, BMD measures the amount of bone mass, predicts fracture risks, observes the usefulness of treatment, and measures the amount of calcium in a specific region of the bone. BMD can be measured using DEXA, the most accurate and less expensive technology available today. The normal average BMD is about $3.88$ g/cm$^2$ in males and $2.90$ g/cm$^2$ in females. The range of BMD in the forearm is from $700$ to $800$ g/cm$^2$ and in the spine region is $1,000$ to $2,00$ g/cm$^2$. The density of hard bone is a constant number of $1,900$ kg/m$^3$ $^{[10]}$. Considerable amount of research are conducted in this area $^{[10,15,19–24]}$.

Three main companies that manufacture DEXA detector densitometers are: Hologic, Norlan, and Lunar. Usually, the detector scans two or more areas, the hip, spine and/or total body. Figure 2(a) shows the division of the four lumbar and Figure 2(b) shows a picture of a hipbone that was scanned by a Lunar-machine, and Figure 2(c) shows a report made by $^{[13]}$.

After the bone image has been scanned onto the computer screen, an algorithmic program in the QDR software automatically computes the results based on the bone scan using the following formula: The $T$-score is the standard deviation (SD) of the patient’s BMD above or below the mean for the Young-Adult normal reference population. The $Z$-score is the SD of the patient’s BMD above or below the mean of the Age-Matched population:

$$T \text{ Score} = \frac{(\text{BMD of patient} - \text{Average BMD of Young-Adult})}{\text{SD of Young-Adult}}, \quad (1)$$

$$Z \text{ Score} = \frac{(\text{BMD of patient} - \text{Average BMD of Age-Matched})}{\text{SD of Age-Matched}}. \quad (2)$$

3. Connected Component Segmentation

Image segmentation is a task which requires a scheme to partition an image into connected components with similar characteristics $^{[25]}$. Each component is a targeted object. There are many kinds of segmentation, e.g. measurement of space clustering, region growing, split-and-merge segmentation, edge detection, active contours, etc. Different types of data need different segmentation methods. For gray-scale images such as velocity profiles, we can use region growing or edge detection. For texture images such as waveform profiles or seismic sections, a rule-based segmentation scheme may be needed.

A digital image $F$ is a mapping from a grid-space $\Sigma$ to the real set $\mathbb{R}$ (or $\mathbb{R}^n$ in general). Two points $p, q$ in $\Sigma$ are adjacent if the distance between these two points is equal to 1. Two points $p, q$ in $S \subset \Sigma$ are connected if there is a path which consists of adjacent points that links $p$ and $q$. The set $S$ is connected if each pair of points in $S$ is connected. We say $S$ is uniform if $F$ on $S$ (a sub-image) has properties of uniformity. For instance, a popular uniformity measure is defined in terms of the $T$-score and $Z$-score.
of the maximum difference between any pixel value and the mean value of $S$. Segmentation can be defined as a partition of an image into connected subsets, each of which is uniform, but no union of adjacent subsets is uniform. The formal definition of segmentation is then: In a digital image $F$, if there exists a non-empty segmentation $F_1, F_2, \ldots, F_m$, satisfying

1) $F_i \cap F_j = \emptyset$, if $i = 1, \ldots, m$, and $j = 1, \ldots, m, i \neq j$.
2) $\cap_{i=1,...,m} F_i = F$.
3) Each $F_i$ is connected.
4) Each $F_i$ is uniform.
5) If $F_i$ and $F_j$ are adjacent, then $F_i \cup F_j$ is not uniform.

Then, $\{F_1, F_2, \ldots, F_m\}$ is called a segmentation of the given image $F$ and each $F_i$ represent a connected region.

We next briefly describe a discrete connected component based segmentation known as $\lambda$-connected segmentation. The $\lambda$-connected segmentation uses a graph-theoretic method to find a connected component in an image when only small changes appear in adjacent pixels [26][33]. It is partially an inversion of gradually varied fitting [34]. The technique is defined on a graph as $G = (V, E)$ with an associated potential function $\alpha$. A measure $C(x, y)$ is defined in $\lambda$-connectedness on two vertices $x, y \in G$. For $\lambda \in [0, 1]$, $x$ and $y$ are said to be $\lambda$-connected if $C(x, y) \geq \lambda$. Figure 3a shows an application on seismic image segmentation with $\lambda = 0.98$. The left frame is the original image, and the right frame shows the five layers of segmented image. Each layer represents a connected component present in the image. This program can segment bone density images (See Figure 3b), the original picture shown at top is from a DEXA scan image). Note the similarities in both the images, the objective is to segment distinct regions according to their grayscale value distribution. We will explain how the bone image analysis can be done using the generic $\lambda$-connectedness in the following section in more detail. We recall the definitions and results associated with $\lambda$-connectedness and refer to [35] Chapter 12 for more details.

Suppose that $F$ is a digital image. Then, $F$ is a mapping: $F : \Sigma_2 \rightarrow \mathbb{R}$, where $\Sigma_2$ is a 2D array and $\mathbb{R}$ is a set of real numbers. Thus, a pixel is a point in $\Sigma_2 \times \mathbb{R}$. Let $d(x, y)$ be any standard distance function, in this work we use the Euclidean distance.

**Definition 1.** Let $\epsilon$ be a small real number. If $p = (x, F(x))$ and $q = (y, F(y))$ satisfy $d(x, y) \leq \epsilon$, then $p$ and $q$ are called $\epsilon$-neighbors.

**Definition 2.** If a function $\alpha_\epsilon : P \times P \rightarrow [0, 1]$, and $p = (x, F(x))$ and $q = (y, F(y))$ satisfy

1) $\alpha_\epsilon(p, p) = 1$,
2) $\alpha_\epsilon(p, q) = \alpha_\epsilon(q, p)$,
3) $\alpha_\epsilon(p, q) = 0$, if $d(x, y) \geq \epsilon$,
4) $\alpha_\epsilon(p, q) \geq \alpha_\epsilon(p, q')$, if $d(f(x), f(y)) \leq d(f(x), f(y'))$;

then $\alpha_\epsilon$ is called the neighborhood-connectivity with respect to $\epsilon$.

A finite sequence $\Omega(p(x), (p(x_\epsilon)) = \{p(x_1), p(x_2), \ldots, p(x_n)\}$ is called an $\epsilon$-path, if $d(x_i, x_j) \leq \epsilon$, $j = i + 1$ and $x_i \neq x_j$, $i \neq j$ except that $x_1 = x_n$. The neighborhood-connectivity of an $\epsilon$-path $\Omega(p(x), p(x_n))$ is defined as

$$\alpha_\epsilon(\Omega(p(x), p(x_n))) = \min\{\alpha_\epsilon(p(x_i), p(x_i + 1)) : i = 1, \ldots, n - 1\},$$

or

$$\alpha_\epsilon(\Omega(p(x), p(x_n))) = \prod_{i=1}^{n-1} \alpha_\epsilon(p(x_i), p(x_i + 1)), \; i = 1, \ldots, n - 1. \tag{4}$$

Finally,

$$C(p(x), p(y)) = \max\{\alpha_\epsilon(\Omega(p(x), p(y)) : \Omega(p(x), p(y)) \text{ is an } \epsilon-path\} \tag{5}$$

is called the connectivity of $p(x)$ and $p(y)$ with respect to the $\epsilon$-paths.

**Definition 3.** $p(x)$ and $p(y)$ are called $\lambda$-connected if

$$\lambda \in [0, 1].$$

The following theorem shows the characteristics of the $\lambda$-connectedness according the neighborhood connectivity rule used.

**Theorem 1.** The $\lambda$-connectedness is an equivalence relation if (4) is used, i.e., it can be used for classification. The $\lambda$-connectedness is a similarity relation if (3) is used.

### 4. Maximum Entropy Criterion for $\lambda$ Estimation

According to a study [36], we use the maximum entropy method to determine the $\lambda$ value. It is $\lambda$-connected maximum entropy.
The maximum entropy method was first proposed by Kapur et al. \cite{37}. It is based on the maximization of inner entropy in both the foreground and background. The purpose of finding the best threshold is to make both objects in the foreground and background, respectively, as smooth as possible. Such an idea can be used for \(\lambda\)-connected segmentation. However, the total inner entropy for the image is to calculate the entropy for each segment (\(\lambda\)-connected component), not for the thresholding clipped foreground/background. This is because in \(\lambda\)-connected segmentation there is no specific background. Each \(\lambda\)-connected segment can be viewed as foreground, and the rest may be viewed as the background. It is different from the original maximum entropy where the range of pixel values determines the inclusion of pixels. Therefore, we need to summarize all inner entropies in all segments.

\[
H(\lambda) = \sum (\text{inner entropy of each } \lambda - \text{connect. comp.}). \quad (6)
\]

We will select the \(\lambda\) such that \(H(\lambda)\) will be maximized. We call this \(\lambda\)-value the maximum entropy connectedness. This unique value is a new measure for images. Since the maximum entropy means the minimum amount of information or minimum variation, we want the minimum change inside each segment. This matches the philosophy of the original maximum entropy method. In other words, the \(\lambda\)-connected maximum entropy has a better meaning in some applications. We use the \(\lambda_c\) such that

\[
H(\lambda_c) = \max \{ H(x) : x \in [0, 1] \}. \quad (7)
\]

Assume there are \(m\) number of \(\lambda\)-components, define inner entropy of each \(\lambda\)-component \(S_i\):

\[
H_i(\lambda) = \sum_{k=0}^{255} (\text{Histogram}[k]/n) \log(\text{Histogram}[k]/n),
\]

\[
H(\lambda) = \sum_{i=1}^{m} H_i(\lambda). \quad (9)
\]

Figure 4 shows the result for the DEXA image shown in Figure 3(b), using the maximum entropy connectedness presented in this section, we got \(\lambda_c = 0.95\). Finally, Figure 5 shows an example of a four part lumbar data and its corresponding \(\lambda\)-connected segmentation results for various \(\lambda\) values. The original image shows a good strength bone. Figure 5(b), \(\lambda = 0.98\), contains a some separated segmentation in each lumbar especially in the leftmost lumbar. It means \(\lambda = 0.98\) is too large. Figure 5(c), \(\lambda = 0.97\), and Figure 5(d), \(\lambda = 0.96\), showed the good connectivity. Figure 5(e), \(\lambda = 0.95\), and Figure 5(f), \(\lambda = 0.93\), have connected more data points that may be noisy pixels. This example also proved that the previous result of \([0.962, 0.977]\) range for the \(\lambda\)-measure is reasonable. A large data set for running the methods described above are necessary for obtaining a more accurate estimation and more research shall be done in the future.

\section{A New Measure for Bone Connectivity}

To determine the value of \(\lambda\) in segmentation is a critical issue. How to determine the value of \(\lambda\) that will yield a clear segmentation? The question is even though we can find such a \(\lambda\) by test a numbers of different value in segmentation. The value is not unique. We need to find a definitive procedure to determine the value of \(\lambda\).

The selection of \(\lambda\) depends on how many segments we want to separate. In the following section, we will discuss the maximum-connectivity spanning tree method, which can be used to find the value of \(\lambda\). Since the process of finding the maximum-connectivity spanning tree is time consuming, a histogram or an experimental test may be initiated to solve the problem. A fast algorithm to find the value of \(\lambda\) is the binary search. It is used to test the value of \(\lambda\). First, test for \(\lambda = 0.5\). If \(\lambda\) is too big then \(\lambda = 0.25\) is tested. If \(\lambda\) is too small then \(\lambda = 0.75\) is tested and so on. Similarly, for \(\lambda\)-connected fitting, the same method may also be used. The speed of the binary search method compared to the minimal spanning tree method for different sized bone images will also be studied. Finding
When $\lambda$ is small, the segmentation is rough. When $\lambda$ is big, the segmentation is fine. We define

$$\lambda_{min} = \{\text{the largest value that segments the bone into only one component}\} \quad (10)$$

$$\lambda_{max} = \{\text{the smallest value that segments the bone is as the same as when } \lambda = 1\}. \quad (11)$$

The measure $\lambda_m = 0.5(\lambda_{min} + \lambda_{max})$. Or we can choose Golden-Cut-Ratio $\lambda_{618} = (0.618\lambda_{min} + 0.382\lambda_{max})$ and $\lambda_{618} = (0.618\lambda_{max} + 0.382\lambda_{min})$. With this value if it produces more segments that means the bone connectivity is not good. If it produces less segments, it means that the bone connectivity is good.

$$\lambda_T \text{ Score} = \frac{\lambda_m \text{ of patient} - \text{Average } \lambda_m \text{ of Young-Adult}}{\text{SD of Young-Adult}}, \quad (12)$$

$$\lambda_Z \text{ Score} = \frac{\lambda_m \text{ of patient} - \text{Average } \lambda_m \text{ of Age-Matched}}{\text{SD of Age-Matched}}, \quad (13)$$

Compared to the original measures given in Eqs. 1 and 2, we see that our new measure is based on the $\lambda$-connectedness thereby discerned directly from the DEXA images. The new measures are therefore robust as it depends on the data itself and can be computed automatically. Further, the the SD of Young-Adult and SD of Age-Matched are kept the same between the original scores and the new measure considered here. For ex-
Table 1. Partitioned segments according to the $\lambda$ values

| $\lambda$ | $P$   | $\sqrt{P}$ | $\log P$ |
|----------|-------|------------|----------|
| 0.9600  | 22    | 4.690416   | 1.342423 |
| 0.9650  | 27    | 5.196152   | 1.431364 |
| 0.9700  | 64    | 8          | 1.80618  |
| 0.9750  | 215   | 14.66288   | 2.332438 |
| 0.9800  | 526   | 22.93469   | 2.720986 |
| 0.9850  | 1237  | 35.17101   | 3.09237  |
| 0.9900  | 2565  | 50.64583   | 3.409087 |
| 0.9915  | 3123  | 55.88381   | 3.494572 |
| 0.9925  | 3547  | 59.5567    | 3.549861 |
| 0.9935  | 3847  | 62.02419   | 3.585122 |
| 0.9950  | 4020  | 63.40347   | 3.604226 |

Table 2. Simple illustration of $\lambda$-connectedness and thresholding (example of the $\lambda$-connected component of $P$ has two $\lambda$-connected components after thresholding)

| Original $P$ | Variation 1 | $T_{1,6}$ |
|--------------|-------------|-----------|
| 5            | 6           | 5         |
| 4            | 0           | 1         |
| 3            | 2           | 1         |
| 3            | 2           | 1         |

Remark 1. Note that the $\lambda$-connected segmentation is to segment an image if a value of $\lambda$ is provided. $\lambda$-measure is to find a $\lambda$ value that is the best to describe the connectivity or connectedness of an image. $\lambda$-connected segmentation is basically a dual segmentation technique comparing to the (multiple-) threshold segmentation method that translates a gray-scale image into a binary image based on a clip-level.

One can think about the thresholding as a vertical processing technique, but $\lambda$-connected search is a horizontal search. These two methods share the following properties: (1) they are simple to implement, and (2) The segmentation results generate equivalence relations. They can be cooperated by (a) using $\lambda$-connected segmentation first (to generate major segments) then multiple-thresholding (to generate detailed segments), or (b) using multiple-thresholding first (to generate major segments) then $\lambda$-connected segmentation (to generate detailed segments).

If we use the same $\lambda$-value and thresholds, then we would guess that we will get the same detailed segments. This statement is not true since we have the following counter-example:

Mathematically, let $T_{a,b}(P)$ be the threshold result for all pixel in image $P$ that is greater than or equal to $a$ and smaller than $b$, and let $S_{\lambda}(P)$ be the results of $\lambda$-connected segmentation respect to value $\lambda$. Thus, apply $\lambda$-connected segmentation then use thresholding is denoted by $T_{a,b}(S_{\lambda}(P))$. Two pixels in $T_{a,b}(P)$ is $\lambda$-connected then they must be $\lambda$-connected in $P$. Therefore, $S_{\lambda}(T_{a,b}(P))$ is the refinement of $T_{a,b}(S_{\lambda}(P))$, see Table 2 for illustration.

Theorem 2. $S_{\lambda}(T_{a,b}(P)) \subseteq_{ref} T_{a,b}(S_{\lambda}(P))$.

Remark 2. Applying $\lambda$-connectedness based segmentation result in finding the appropriate thresholds quickly. Whereas to apply thresholding first will help in stopping the extreme region linking in the segmentation.
6. Conclusion

We considered a new measure for bone density based on \(\lambda\)-connectedness in DEXA images. Our proposed method can not only calculate BMD scores for the patients, but also determines the quality of the bone in terms of the average intensities. Our main aim here was to derive a new measure for BMD analysis based on the \(\lambda\)-connectedness analysis and comparisons with the original \(T\)- and \(Z\)-scores created from the DEXA exams is required on a larger dataset for understanding the upgraded guidance obtained by our automatic BMD calculations. For a general image, the best description of the image connectivity, may still be a \(\lambda\)-measure. However, the \(\lambda\) range might only be determined in a small range, how to find this range? Can we use information theory or statistical methods to this problem? Note that it is related to the research on the image pyramid and scale space based segmentation schemes [38–40]. Some new investigation on bone density research can be found in [41]. These research directions are worthwhile to pursue in the future, along with the new developments on graph-based segmentation are still active, and it can be found in [42].
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