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Abstract—Digital product, such as original data and data-copyright, as an irreplaceable form of data products, can be transferred by the owner to potential users to maximize its potential usage while protecting the traded data from being resold. Moreover, the value of the digital product and data typically changes over time in real data application scenarios such as monitoring and recommendation systems. These are time-sensitive and the value is time-sensitive. In this work, we investigate online mechanisms for trading time-sensitive valued digital product and data-copyright. We adopt a continuous function $d(t)$ to represent the data value fluctuation over time $t$. Our objective is to design an online trading mechanism achieving truthfulness and revenue-competitiveness with respect to the offline widely-celebrated Vickrey auction. However, designing such single-round online mechanisms (i.e., the copyright can only be sold to one unique buyer) is much more challenging than that in a multi-round scenario due to the short of opportunities to learn the trading information, or than that in a non-time-sensitive scenario as each user’s valuation changes over time. We first prove several lower bounds on the revenue competitive ratios of individual-rational mechanisms under various assumptions, such as a lower bound of $\Omega(n^2)$ when there is an arbitrarily unknown function $d(t)$, and a lower bound of $\Omega\left(\frac{\log n}{\log \log n}\right)$ when the known function $d(t)$ is non-increasing. We then propose several online truthful auction mechanisms for various adversarial models, such as a randomized observe-then-select mechanism $\mathcal{M}_R$ and prove that it is truthful and $\Theta(\log^2 n)$-competitive when $d(t)$ is known and non-increasing and the number of users $n_c$ in each discount-class is of same order. With some assumption, we show that a simpler mechanism $\mathcal{M}_I$ is truthful and $\Theta(\log n)$-competitive. Furthermore, without any restrictions on the sizes of the discount-classes, we prove that the mechanism $\mathcal{M}_I$ could have a competitive ratio as ad as $\Omega(n^2)$. Then we present an effective truthful weighted-selection mechanism $\mathcal{M}_W'$ by relaxing the assumptions on the sizes of the discount-classes. We prove that it achieves a competitive ratio $\Theta(\log n)$ for any known non-decreasing discount function $d(t)$, and $n_c \geq 2$. When the optimum expected revenue can be estimated within a constant factor, we propose a truthful online posted-price mechanism that achieves a constant competitive ratio. We conduct extensive numerical evaluations to evaluate the practical performances of proposed mechanisms and our results demonstrate that our mechanisms perform very well in most cases.

Index Terms—Data trading, truthful mechanisms, digital product, auction.

1 INTRODUCTION

Big data and AI techniques have demonstrated remarkable capabilities in many areas [1], such as noise monitoring [2], traffic analysis [3], visual object recognition [4], recommendations on e-commerce websites [5]. Big data, as a key ingredient to unlock the power of artificial intelligence, has become a strategic resource for economic and social development similar to the land, oil and capital [6]. Powerful deep learning models, such as speech recognition [7], deep face recognition [8], and deepfake forensics [9], heavily rely on large amounts of specific training data, e.g., sensor data, picture, video, and so on. Thus, for data consumers, effective approaches for data acquisition are urgently in need. For example, one can adopt some crowdsourcing techniques to collect the needed data, or buy the required data from data owners who are willing to share their data for profits, or buy the machine learning services without actually buying the data directly.

To facilitate the data exchange between data owners and data-based service providers, emerging works are exploring various approaches to build data trading markets [10], [11]. Designing effective data trading markets has attracted a great amount of attentions recently [10], [11], [12], [13], and a number of data trading platforms have emerged, such as DataExchange, Datacoup, DATATANG, GBDeX, Datacoup, Qlik, CitizenMe Factual, XOR Data Exchange. In a typical trading scenario, data providers sell their data to the platform from where consumers can discover and purchase the data. There are two main procedures for users of the data platform: data purchasing and data selling.

Data trading is significantly different from trading of traditional commodities [11]. There are many technical challenges and concerns in designing effective data trading platforms, such as trustable data rights determination and management [14], [15], [16], effective data quality evaluation [17], [18], [19], [20], data privacy [21], [22], [23], [24], especially unstructured data privacy, privacy-preserving computing and learning [25], [26], [27], [28], strategy-proof trading mechanism design [29], [30], data tracing [31], [32], law and rule enforcement [33], [34], accountability [35], [36], and intelligent data applications. Data pricing, a critical fundamental mechanism for data markets, has become a hot topic both in industry and academia [13]. Designing data pricing mechanisms for revenue (approximately) maximization, or social welfare maximization has attracted a great amount of attentions [12], [13], [37], [38], [39], [40], [41], [42].

In general, revenue maximization considers the aspects of cost minimization in data collection and profit maximization in data selling. Some existing works try to minimize the cost in the process of data purchasing via crowdsourcing [17], [43], [44], [45], [46]. In this work, we focus on designing revenue-competitive truthful online mechanisms for trading data related digital products. In other words,
the seller of the data (which could be the data owner or the data trading platform) selects some buyers from a group of potential buyers to maximize the total payment paid by these selected buyers. Previous works (e.g., [12], [38], [46], [47]) proposed various data pricing models based on privacy, quality and query-version. As a supplement of existing work, we here investigate online mechanisms for trading raw data (or dataset) or some form of digital products such as software or machine-learning models by jointly considering the data copy-sensitiveness and time-sensitiveness:

- **Copy-sensitiveness**: The more scarce resource the more valuable it is. Specifically, being the only owner of some critical data (or some AI models, or some Apps) might benefit the owner to dominate a specific market. In this work, we study the scenario that all buyers are competitive to obtain the data-copyright or exclusive usage of some data which is universally unique. In other words, the specific data or the data product will be sold to only one carefully selected user to maximize the expected revenue of the seller.

- **Time-sensitiveness**: In real data application scenarios, typically the perceived data value will change over time. In some cases such as monitoring [48] and recommendation systems [49], the consumers prefer near-term data to improve the prediction or classification accuracy. Thus, the data value may decrease over time. In other cases such as the time-series data [47], [50], the value may increase over time since the data gradually becomes more accurate and complete. Besides, the variation of data value may be more complicated due to some specific considerations, e.g., increasing for some time and then decreasing. In general, we use a continuous "discount" function \( d(t) \) to denote the data value fluctuation over time \( t \). When a buyer \( i \) has an initial valuation \( v_i \) for the data at time 0, then the valuation becomes \( v_i \cdot d(t) \) at time \( t \geq 0 \). In this work, we assume that such a value discount function \( d(t) \) is known to the buyers and also the seller.

In this work, our objective is to design strategy-proof mechanisms that can incentivize buyers to truthfully arrive in time and report his true valuation \( v_i \) or discounted valuation \( v_i d(t) \), while approximately maximize the revenue and/or social efficiency. The combined feature of copy-sensitiveness and time-sensitiveness increases the difficulty of mechanism design for revenue maximization in online data pricing. Unfortunately, existing online mechanisms cannot be applied directly here. In this work, we focus on trading time-sensitive valued digital product (such as data or data-copyright, etc.) and our objective is to design an online mechanism with the following desirable properties: Individual Rationality, Incentive Compatibility (both time-IC and value-IC), Consumer Sovereignty, Competitiveness, and Computational Efficiency. A mechanism is called truthful (or strategy-proof) if it satisfies both Individual Rationality (IR, non-negative utility), Incentive Compatible(value-bidding and time-arrival) and Consumer Sovereignty (CS, a chance to win). We focus on designing truthful auction mechanisms with approximately optimum revenue.

When selling the data to potential buyers for revenue maximization, typically there are two different approaches. One is the *posted price mechanism*, where the seller posts a public price for a single data and the buyers take-it-or-leave-it, i.e., the buyer decides to buy if its discounted valuation \( v_i d(t) \) is at least this posted price. Previous works [38], [51], [52] usually model it as a multi-armed bandit (MAB) optimization. However, the MAB-based approaches are all multi-round-play games, while the problem studied here is to consider the single-round trading for a specific digital good or data copyright. The other is *auction mechanism* where each buyer reports a possible bid when arrives, and the seller determines whether to sell the product to this buyer and at what price. One typical auction mechanism is *online auction mechanism* when users arrive online. Then when a user \( i \) arrives, the user needs report a value representing his reserving price \( r \) (called bid) for his target data; and then the seller will immediately decide whether to sell the data or not and the decision is irrevocable. Typically, the seller also needs to immediately determine the price the buyer needs to pay online when the user arrives. In certain situations, the seller is allowed to postpone his decision on the amount of payment that the buyer needs to pay.

The problem studied here is similar to the online secretary problem, and its variations such as discounted secretary problem. Without considering the time-sensitiveness, Hajiaghayi et al. [53] have presented a constant-competitive truthful online auction of single item. However, when considering the discount function \( d(t) \), each bidder’s true valuation fluctuates overtime and thus the existing mechanism may result in an arbitrarily large competitive ratio with respect to offline Vickrey for revenue. When considering discounting by a two-stage sampling-accepting process, Wu et al. [54] presented a strategy-proof online auction in the multi-round-play setting, i.e., each data can be sold up to \( g \geq 1 \) copies in each time slot \( t \). Unfortunately, such mechanisms cannot be directly applied to our setting where only one buyer will get the data. The single-round online trading task studied in this work is much more challenging due to the short of opportunities to learn the trading information.

To the best of our knowledge, this work is the first to study the single-round online mechanism in the time-sensitive setting. Observe that even when all buyers are truthful in advance, all online algorithms have competitive ratio at least \( \Omega(\frac{\log n}{\log \log n}) \) [55]. Generally, for all truthful online mechanisms, we will first show a lower bound of \( \Omega(n) \) on the revenue competitive ratio when we have an arbitrary unknown discount function \( d(t) \), and a lower bound \( \Omega(\frac{\log n}{\log \log n}) \) for non-increasing discount functions. We design a sequence of online truthful auction mechanisms by the following approaches: 1) partition the discount function into different classes such that the discount values in each discount-class is within a constant \( B > 1 \) of each other, i.e., the discount value in class \( c \) is in the range \([B^{-c}, B^{-c+1}]\) (assuming that the maximum discount value is 1); 2) then run some mechanism on users from one carefully selected discount-class (in this sub-procedure, we will ignore the
discount values of users as they are within a constant factor of each other. Then we design an online truthful and $O(\log^2 n)$-competitive mechanism (called $\mathcal{M}_R$) when there is an arbitrary known non-increasing discount function $d(t)$ \cite{38,51,52} and the number of users per discount-class is within a constant factor of each other. We also present a simpler truthful mechanism $\mathcal{M}_I$ with $O(\log n)$-competitive ratio. Furthermore, without any restrictions on the sizes of the discount-classes, we prove that the mechanism $\mathcal{M}_I$ could have a competitive ratio as bad as $\Omega(n^2)$. The design of online approximate algorithm, due to its worst-case nature, can be quite pessimistic when the input instance at hand is far from worst-case. Then we propose an heuristic weighted selection mechanisms $\mathcal{M}_W$ \cite{54} and a modified weighted selection mechanism $\mathcal{M}_W'$ \cite{55}. We show that the modified weighted selection mechanism $\mathcal{M}_W'$ achieves a competitive ratio $O(n \log n)$ for any known non-decreasing function $d(t)$, and by only assuming that each discount class has at least 2 users, i.e., $n_c \geq 2$. When the optimum revenue can be estimated within a constant factor, we then design a mechanism $\mathcal{M}_Z$ with a constant-competitive ratio. We also present several reserved-price mechanisms when the valuations of users are drawn from some known distribution. All mechanisms has linear time computation complexity. We conduct extensive simulations to study the performance of proposed mechanisms, especially the competitive ratios and the impact of different parameters. Our numerical results show that all mechanisms $\mathcal{M}_R$, $\mathcal{M}_W$, and $\mathcal{M}_W'$ do achieve better performance than its theoretical worst-case results in terms of revenue, and the performance of $\mathcal{M}_W'$ is about ten times better than $\mathcal{M}_R$ in our evaluation \cite{38}.

The rest of the paper is organized as follows. In Section 2, we briefly review related work in the literature. In Section 3, we introduce the model of online auction with time discounting values, and recall important solution concepts used in this paper. We first analyze some lower bound of the competitive ratios of truthful mechanisms in several adversary models in Section 4 for a various adversary models. In Section 5, we first assume that the adversary is arrival-sequence adaptive online, i.e., the valuations are not selected by the adversary and the adversary can only determine the arrival sequence of users. We present a sequence of strategy-proof online auction mechanisms and analyze the computational and economic properties of these mechanisms. In Section 7, we report the extensive numerical evaluations of performances of our proposed mechanisms compared with some related mechanisms proposed in the literature. We conclude the paper in Section 8 with the discussion of some future research questions.

2 Related work

In the era of big data, data pricing has attracted considerable attentions and a series of data pricing strategies from different perspectives have been proposed. Niu et al. \cite{47} studied trading time-series data by compensating the data owners for their privacy losses, Yu et al. \cite{12} proposed data pricing strategies based on data quality. Zheng et al. \cite{38} investigated online pricing mechanisms for version-based data trading. In this work, we focus on designing the online mechanism for trading time-sensitive valued data-copyright.

A closely related problem is to choose the maximum from a sequence. This well known problem is also called the secretary problem or optimal stopping problem. Previous works \cite{55,56} have studied how to select an element with a discount function. However, these approaches are not designed in the scenario where the participating agents could be selfish, thus, these methods cannot guarantee truthfulness when the valuations of bidders are private information. The design of profit-maximizing truthful online auctions for digital goods, or information, goods such as electronic books, software, and digital copies of music have been extensively explored in academic area. Goldberg \cite{57} is the first to introduce the notion of competitive auctions. They studied a class of offline single-round, sealed-bid auctions for items in unlimited supply, and proposed truthful, constant-competitive auctions via random sampling. Bar-Yossef et al. \cite{58} studied the competitive incentive-compatible online auctions for unlimited digital goods. When considering limited supply, Hajijaghayi et al. \cite{59} presented constant-competitive truthful online mechanisms with respect to the offline Vickrey for revenue, using a two-stage sampling-accepting process. In addition, a number of previous works \cite{38,59,60,61} explored online pricing mechanisms based on the multi-armed bandit problem. However, these mechanisms did not take time-sensitive valuations into consideration.

Since data has some new peculiar properties, i.e., time-sensitive valuations, previous works can not be applied any more. When we take the time-sensitive valuations into consideration, the problem become more challenging. Some recent pricing models started to focus on goods whose valuations are time sensitive. Lavi et al. \cite{62} studied the allocation of multiple identical items that they “expire” at different times and proposed online auction mechanisms to approximately maximize the social welfare. Wu et al. \cite{54} presented a strategy-proof online auction with discounting valuations, but they assume the discounting functions are known to the seller, and their objective is to maximize social welfare instead of revenue. They assume that the items can be sold up to $g$ highest bidding agents in each time slot $t$. Xu et al. \cite{61} focused on pricing private personal data via multi-armed bandit approach with time variant rewards. Mao et al. \cite{52} designed an online pricing mechanism based on the feature of discounting valuations with unlimited number of copies. Romano \cite{63} proposed posted-pricing mechanisms with unknown time-discounted valuations drawn from some distributions. However, when we consider selling only one copy to some carefully selected buyers, the problem model is totally different and it becomes more challenging due to the short of opportunities of learning future information.

3 Trading Model and Problem Definition

In this section, we present the system models of trading data related product such as data or data-copyright with time discounting valuations, and introduce some related definitions and concepts from algorithmic mechanism design. There are three parties in our model: data owner, data seller
and data consumer (i.e., buyer), see Figure 1 for illustration. The seller collects data from the owners and consumers buy some data from the seller to facilitate their data-driven services. Potentially all these transactions are conducted on a data sharing/trading platform.

Data broker: Suppose the data broker has a set of datasets \( \mathcal{D} \) and each dataset contains a set of organized data items after some process, e.g., data cleaning and labeling. Each dataset is associated with a description \( s \) for exhibition, and the data buyers decide which data set to buy according to the description. For each dataset \( D \in \mathcal{D} \), the broker needs to take into account of three kinds of cost: initial cost in data collection and cleaning; maintaining cost in the procedures of data storage, organization, management, etc.; trading cost including the cost for copy and others. We use \( C_i^C, C_i^M, C_i^T \) to denote dataset \( D_i \)'s initial, maintaining and trading cost respectively. For the sake of simplicity, we assume the total cost is a fixed and known constant in our system. The objective of the data broker is to sell the data to potential buyers to gain maximum profit, or to maximize the social welfare.

Data value: It is very complicated to estimate the data value in practice. For example, different data consumers often have different evaluations on the same dataset and thus report different prices. Data broker can estimate dataset's value by data quality, data function, market survey or other types of data value. Each potential data buyer \( i \) has his own data evaluation \( v_i \) according to data application scenario. A data buyer may estimate data value by current market situation and future forecast. For instance, the data value may change following a non-increasing function of time \( d(t) \) in reality. Consequently, it is reasonable to assume that the broker will stop providing the dataset \( D \) at some time \( t_e \), when the dataset's market value is lower than the cost for holding it. In our model, we assume that \( d(t) \) is known in advance to data seller and data buyers. Actually, this is a reasonable assumption in practice; for example, we can learn \( d(t) \) by sufficient survey in the market.

Data buyers: In some trading scenarios, a buyer may cooperate with others to get lower purchasing cost, for example, share digital data (e.g., movie, music) with other potential buyers. Here we assume there are no collusions between buyers/bidders; actually we assume that the buyers compete with each other and do not want to share their target datasets with others. For a specific dataset \( D \), the \( j \)-th arrived buyer \( i \), arriving at time \( t_j \), has a private initial valuation \( v_i \), representing the maximum price he is willing to pay; he has the utility \( v_i \cdot d(t_j) - p(t_j) \), if picked by the mechanism, where \( p(t_j) \) is the payment by buyer \( i \) at the time \( t_j \). All buyers are assumed to be selfish, that is, to maximize the utility, each buyer will manipulate his reported price \( r_j \) strategically. We also assume that the buyers have the full knowledge of the auctioneer’s mechanism when they bid.

3.1 Trading Model
For simplicity, we focus on the selling of one specific dataset, or one specific data product. Assume that there are \( n \) buyers \( U = \{1, 2, \cdots, i, i + 1, \cdots, n\} \) for this data who arrive online in a random order and follow some random process, such as a Poisson process with the arrival rate \( \lambda \). To focus on the design of truthful mechanisms, without worrying about the subtle differences caused by the different arrival times from a random arrival process, in this work we assume that users’ arrival follows a fixed sequence of time instances. This sequence of time instances are assumed to be predetermined, which could be generated by some random process in advance. For the sake of simple analysis, let \( T = \{t_1, t_2, \cdots, t_i, t_{i+1}, \cdots\} \) be the time sequence when the \( i \)-th arrived user will arrive at time \( t_i \). In this work, we use a set \( v = \{v_1, v_2, v_3, \cdots, v_{n-1}, v_n\} \) to denote the set of arbitrary given initial valuations of users, i.e., the user \( i \) has an initial valuation \( v_i \). An arrival sequence is a mapping \( \pi \) from \( T \) to \( U \), i.e., the \( j \)-th arrived user is \( \pi(j) \). Given an arrival sequence \( \pi \) we use a vector \( \pi(v) = \{v_{\pi(1)}, v_{\pi(2)}, v_{\pi(3)}, \cdots, v_{\pi(n-1)}, v_{\pi(n)}\} \) to denote a given sequence of initial valuations of users arrived in order \( \pi \). Let \( T = [0, t_e] \) denote the time horizon of the auction, here time 0 is the starting time of the auction, and \( t_e \) is the time when the seller stops selling the data. Each buyer \( i \) has a private initial valuation \( v_i \) for the dataset at the time of data production. The buyers’ initial valuations are arbitrary unknown without any prior knowledge, and the buyers have the full knowledge of the auctioneer’s mechanism when they bid. We model the interactive process between the seller and the buyers as an online auction.

Auction Mechanism Setting: In the auction mechanism setting, we assume the following. We assume that the \( j \)-th arrived buyer has a user ID \( \pi(j) \). Here \( \pi \) is a mapping from time \( t_j \) to a user with ID \( \pi(j) \). For simplicity of notations, sometimes we assume that \( \pi(j) = j \) if no confusion is caused. When the \( j \)-th buyer arrives, he submits a price (i.e., bid) \( r_j \) representing the maximum reported price he is willing to pay. For each \( j \)-th arrived buyer, let \( t_j \) denote his arrival time instance and \( v_j \) be his private initial valuation. We say \( h_j = v_j \cdot d(t_j) \) is the true maximum value of the \( j \)-th buyer (actually with an ID \( \pi(j) \)) arrived at time \( t_j \) for the data product. If \( r_j = h_j \), we say that the user \( j \) is truthful. In this work, we assume that the discount function \( d(t) \) satisfies that \( 0 < d(t) \leq 1 \) for any value \( t \geq 0 \). In other words, for any user \( i \), the valuation of the product cannot exceed its initial valuation \( v_i \). After receiving the bid, the seller must decide whether to sell the data or not immediately and the decision is irrevocable. Here, we study
a real trading scenario that the buyers are competitive and there are no collusions among them. In addition, we assume that all buyers are rational: each buyer \( j \) arrives at time \( t_j \) and reports his price \( r_j \) strategically to maximize the utility. Then buyer \( j \) arrives at time \( t_j \) has the utility:
\[
u_j = \begin{cases} v_j \cdot d(t_j) - p_j, & \text{if picked as winner and pay } p_j; \\ 0, & \text{otherwise.} \end{cases}
\]

where \( p_j \) is the payment by \( j \)-th arrived buyer if he is picked by the mechanism at his arrival time \( t_j \). Let \( E[\pi]\) denote the expected utility of user \( j \), where \( E[\cdot] \) is the expectation over the mechanism’s randomizations if it has any.

**Posted-Price Mechanism Setting:** In this case, the mechanism decides a posted price \( p_j \) for all users arrived starting from \( t \) and hereafter. The seller may dynamically set multiple posted-prices \( p_{t_1}, p_{t_2}, p_{t_3}, \ldots, p_{t_n} \). When a buyer \( j \) arrives at a time \( t \in [t_i, t_{i+1}) \), this buyer \( j \) is accepted as the winner iff his reported price \( r_j \geq p_{t_i} \). The winner will be charged a price \( p_{t_i} \). The mechanism stops if one winner has been determined. If \( g \geq 1 \) copies of the data will be sold, the mechanism stops if \( g \) copies have been sold or all users have been processed.

**Revenue-Maximizing Objectives:** We focus on studying the seller’s revenue \( R \), i.e., the sum of the winning buyers’ payments minus the seller’s total cost. For simplicity, we assume that the data cost is constant and fixed, and we also assume that no two buyers arrive at the same time. If multiple buyers satisfy our decision rule at the same time, our mechanism can be modified by selecting the one who reports the highest price. Formally, we aim to maximize the revenue \( R \) of the mechanism
\[
R = \sum_{j=1}^{n} y_j \cdot p_j \\
\text{s.t.} \quad \sum_{j=1}^{n} y_j \leq 1, \quad y_j \in \{0, 1\}
\]

Here the reported price vector \( r \), allocation vector \( y \), and the payment vector \( p \) are initialized with the zero vector \((0, 0, \ldots, 0)\) and updated online with each arrived buyer. The mechanism \( M \) computes \((y, p)\) online based on the received report price information \( r \), i.e., \( M(r, d(t)) = (y, p) \).

Notice that mechanism, composed of the payment rule \( p \) and the allocation rule \( y \), must be strategy-proof.

1) \( y = (y_1, y_2, \ldots, y_n) \) is the allocation rule, where \( y_1 = 1 \) indicates that the seller accepts the \( j \)-th arrived buyer as the winner; \( y_j = 0 \) rejects. In this setting, we only choose one winner, i.e., \( \sum_{j=1}^{n} y_j \leq 1 \).

2) \( p = (p_1, p_2, \ldots, p_n) \) is the payment rule, where \( p_j \) is the value paid by the \( j \)-th arrived buyer.

For the convenience of our understanding, we summarize some important notations in Table 1.

### 3.2 Adversary Models and Competitive Ratio

For online mechanism design, there are some common models about the adversary (the power of the adversary from weakest to weak, to medium, to strong) that could affect the performance of the mechanism:

1) **Oblivious adversary** (also called weakest adversary): The oblivious adversary knows the online mechanism, but not the coin toss of the mechanism if there is any. The adversary has to generate the entire request sequence in advance before any requests are processed by the online mechanism. The adversary is charged the cost of the optimum offline algorithm for that sequence. Notice that the adversary could be valuation oblivious or discount-function oblivious, or both.

2) **Adaptive-online adversary** (also called medium adversary): This adversary may observe the online mechanism and generate the next request based on the algorithm’s (randomized) answers to all previous requests. The adversary must serve each request online, i.e., without knowing the random choices made by the online algorithm on the present or any future request. This adversary must make its own decision before it is allowed to know the decision of the online mechanism.

3) **Adaptive-offline adversary** (also called strong adversary): This adversary knows everything of the mechanism design, even the random number generator used by the randomized mechanism. This adversary is so strong that randomization does not help against it. This adversary is allowed to make its own decision after it knows the decision of the mechanism. The adversary then generates a request’s values and its arrival sequence adaptively. However, it may serve the sequence to the

| Notation | Description |
|----------|-------------|
| \( \nu, \pi[\nu] \) | A vector of the valuations, i.e., a permutation \( \pi \) of the initial valuation set \( \nu \). |
| \( t_j \) | The arrival time of \( j \)-th arrived user in a given arrival time-sequence. |
| \( r_j \) | The reported price of \( j \)-th arrived user in a given arrival sequence. |
| \( d_j \) | The discount value of \( j \)-th arrived user for a given discount function and arrival time-sequence. |
| \( r_{(j)}(\pi) \) | The \( j \)-th largest report price in sequence \( \pi \), sometimes abbreviated as \( r_{(j)} \). |
| \( r_{(j)}(\Pi) \) | The expected value of \( j \)-th largest report price given the set of arrival sequence \( \Pi \). |
| \( v_{n}(k) \) | The valuation of the \( k \)-th arrived user in an arrival sequence \( \pi \). |
| \( v_{(k)}(\nu) \) | The \( k \)-th largest initial valuation of users in the class \( c \) in the arrival sequence \( \pi \). |
| \( d_{\max} \) | The maximum discount value in class \( c \). |
| \( d_{\min} \) | The minimum discount value in class \( c \). |
| \( c \) | The number of reserved discount classes. |
| \( n_c \) | The number of users in a discount class \( c \). |
| \( T_c \) | The time-interval of the discount class \( c \). |
| \( I_c \) | The discount values interval of the class \( c \). |
| \( c^{(k)}(\pi) \) | The class id where the \( k \)-th largest report price \( r_{(k)} \) is from in arrival sequence \( \pi \). |
| \( g(M) \) | The competitive ratio of a mechanism \( M \) against a fully adaptive-online adversary. |
| \( g_e(M) \) | The competitive ratio of a mechanism \( M \) against a valuation adaptive-offline adversary. |
| \( g_v(M) \) | The (worst case) competitive ratio of a mechanism \( M \) against a discount-function adaptive-offline adversary. |
| \( p_r, d(M) \) | The expected competitive ratio of a mechanism \( M \) against an arrival-sequence adaptive-offline adversary. |
4) Arrival-sequence adaptive-online adversary (also called weak adversary): The values of the bidding-price \( v \) are chosen by the adversary in advance and the set of values are given to the mechanism. Then the adversary can only decide the arrival sequence of \( v \) (and maybe the exact arrival time) when the user \( i \) will arrive, adaptively based on the historical decisions of the mechanism.

5) Valuation-adaptive-online adversary (also called medium adversary): The adversary may observe the online mechanism historical decisions and can choose the valuation sequence \( \tilde{v} \geq 0 \) adaptively based on the historical decisions of the mechanism. Here the value \( v_i \) of the to-arrive user \( i \) is dynamically chosen by the adversary.

6) Discount-function adaptive-online adversary (also called medium adversary): The adversary may observe the online mechanism’s historical decisions and can choose the values of the discounting function \( d(t) \geq 0 \) arbitrarily and adaptively based on the historical decisions of the mechanism.

Similarly, we can define arrival-sequence adaptive-offline adversary, valuation adaptive-offline adversary, and discount-function adaptive-offline adversary. An adversary is fully adaptive-online if it is both valuation and discount-function adaptive-online. An adversary is fully adaptive-offline if it is both valuation and discount-function adaptive-offline. In this work we will design various mechanisms under different adversary models, mostly under the adaptive-online adversary models. Notice that the adaptive-offline adversary is more powerful than the adaptive-online adversary.

We use the well known offline truthful Vickrey auction \([64]\) mechanism \( M_V \) as the baseline for comparison. Given all the reported prices (or valuations) in advance, Vickrey mechanism \( M_V \) always selects the highest bidder but charges the second-highest bid, and this simple mechanism assures the truthfulness of the buyers. Let \( M(\tilde{v}) \) denote the revenue achieved by a mechanism \( M \) given the valuation sequence \( \tilde{v} \). Recall that \( M(\tilde{v}) \) is a determined value here if the mechanism \( M \) is not random. The competitive ratio of a mechanism \( M \) with respect to the performance of offline Vickrey auction mechanism \( M_V \) against an adversary can be defined as follows based on the power of the adversary.

**Definition 1.** The (worst case) competitive ratio of a mechanism \( M \) against a fully adaptive-online adversary, with respect to the Vickrey mechanism, is defined as

\[
\varrho(M) = \max_{\tilde{v} \geq 0, d(t) \geq 0} \frac{M_V(\tilde{v}, d(t))}{M(\tilde{v}, d(t))}.
\]

Here \( M(\tilde{v}, d(t)) \) is the revenue produced by the mechanism \( M \) given the sequence of arrived users with valuations \( \tilde{v} \), and the discount function \( d(t) \). Notice that when the mechanism \( M \) is a randomized mechanism, we use \( E[M] \) to denote the expected revenue gained by \( M \). In this case, we will use \( E(M(\tilde{v}, d(t))) \) instead in Eq. (3).

Notice that in this work, we often assume that the arrival times of all \( n \) users are determined by the Poisson process. Thus it is not determined by the adversary.

Similarly, we can define

**Definition 2.** Given a discount function \( d(t) \), known to the mechanism \( M \), the competitive ratio \( \varrho_d(M) \) of the mechanism \( M \) against a valuation adaptive-online adversary is defined as

\[
\varrho_d(M) = \max_{\tilde{v} \geq 0} \frac{M_V(\tilde{v}, d(t))}{E(M(\tilde{v}, d(t)))}.
\]

**Definition 3.** Given the valuation sequence \( \tilde{v} \), known to the mechanism \( M \), the competitive ratio \( \varrho_{\tilde{v}}(M) \) of the mechanism \( M \) against a discount-function adaptive-online adversary is defined as

\[
\varrho_{\tilde{v}}(M) = \max_d \frac{M_V(\tilde{v}, d(t))}{E(M(\tilde{v}, d(t)))}.
\]

One goal of this work is to design some mechanisms \( M \) with smaller competitive ratios \( \varrho \) and \( \varrho_d \) or \( \varrho_{\tilde{v}} \).

When the adversary is arrival-sequence adaptive-online, we study the expected performance of the mechanism. We consider the expected value over both the mechanism’s random choices (if any) and the random order of buyers’ arrival. Let \( T = \{t_1, t_2, \ldots, t_n\} \) and \( V = \{v_1, v_2, \ldots, v_n\} \) be the sets of time instants and buyers’ initial prices (not the reported prices at time \( t_i \)) respectively. And we denote by \( \Pi \) the set of all the \( n! \) bijective ordering functions from \( T \) to \( V \) (note \( |T| = |V| \)). For each possible permutation \( \pi \in \Pi \), we use \( \pi(t_j) = i \) to denote that the buyer \( i \) will appear at time \( t_j \), or simply \( \pi(j) = i \).

We first define the expected competitive ratio \( \rho( \Pi, \tilde{v}, d(t) ) \) of the mechanism \( M \) against an arrival-sequence adaptive-online adversary, with some discount function \( d(t) \) given to the mechanism \( M \) and the adversary \( \Pi \).

**Definition 4.** Given a known discount function \( d(t) \), and known set of initial valuations \( v = \{v_1, v_2, \ldots, v_n\} \), the expected competitive ratio of a mechanism \( M \) against an arrival-sequence adaptive-offline adversary is defined as

\[
\rho_{\tilde{v}, d} = \frac{E[M(\tilde{v}, d(t))]}{E[M]} = \frac{1}{n!} \sum_{\pi \in \Pi} M_V(\pi, d(t)).
\]

Recall that \( v \) is the set of valuations, and \( \tilde{v} \) is a permutation of \( v \). In this work we assume that the arrival of users follows a given distribution, such as Poisson arrival. We say the adversary chooses the arrival sequence \( \tilde{v} \) of all buyers, it means that when the arrival times of all \( n \) users are determined by the Poisson process, the adversary then map, using a mapping \( \pi \), these users to a sequence \( \tilde{v} \) of the original set \( v \) of valuations.

Then we consider the worst possible competitive ratio when \( d(t) \) could be arbitrary, while the set of initial values \( v \) is known in advance.

**Definition 5.** Given the set of known initial values \( v = \{v_1, v_2, \ldots, v_n\} \), the expected competitive ratio of the mechanism \( M \) against an arrival-sequence adaptive-offline adversary, in the worst case of all possible discount functions \( d \) is defined as

\[
\rho_d = \frac{E[M(\tilde{v}, d(t))]}{E[M]} = \max_{d(t) \geq 0} \frac{1}{n!} \sum_{\pi \in \Pi} M_V(\pi, d(t)).
\]
In other words, \( \rho_\epsilon(M) = \max_d \rho_{\epsilon,d}(M) \). Similarly, we can define \( \rho_{\epsilon,d}(M) \) when the discount function \( d(t) \) is given to the mechanism. Our goal is to design a mechanism \( M \) with smaller expected competitive ratio \( \rho(M), \rho_d(M) \), and \( \rho_\epsilon(M) \) (close to 1).

### 3.3 Concepts of IR, IC, CS, and Truthfulness

A mechanism is incentive-compatibility (IC) if each participating buyer will maximize its (expected) utility when the buyer truthfully reports his discounted valuations. We consider two kinds of incentive compatible, value-bidding and time-arrival truthfulness.

**Definition 6.** A mechanism is incentive-compatible (IC) if it is value-IC and semi-time-IC for any buyer:

1. **value-trueful (or value-IC):** the bidder \( j \)'s utility \( u_j \) (expected utility \( E[u_j] \)) cannot be improved by submitting a price \( r'_j \neq v_j \cdot d(t_j) \), no matter what others submit, i.e., \( u_j(r'_j \cdot d(t_j)) \geq u_j(r_j) \).
2. **semi-time-trueful (or semi-time-IC):** any bidder \( j \) cannot improve his utility by delaying his arrival to any time \( t_q \) with \( t_q > t_j \). Notice that here we assume that the buyer cannot arrive earlier than when he can actually arrive. That is, \( \forall t_q, t_q > t_j, v_j \cdot d(t_q) - \xi_q \leq v_j \cdot d(t_j) - \xi_j \), where \( \xi_j \) is the payment charged to the buyer at time \( t_j \).

In addition to require the mechanism \( M \) to be incentive compatible, sometimes, we also require that the mechanism to satisfy some additional properties.

1. **Individual Rationality (IR):** Each participating buyer will have a non-negative utility, i.e., \( u_i \geq 0 \).
2. **Consumer Sovereignty (CS):** Each user will have a chance to win the auction if only its bid is sufficiently high while others arrived before are fixed.
3. **Competitiveness:** We use competitive analysis to theoretically evaluate the performance guarantee of our mechanisms. Following [64], we use the offline Vickrey mechanism as the baseline for comparison.
4. **Computational Efficiency:** All decisions should be computed in polynomial time as each buyer arrived.

A mechanism satisfies IC is called IC-mechanism and a mechanism satisfies IR is called IR-mechanism. Then we can call the mechanism to be truthful-mechanism if it is IR-mechanism and IC-mechanism. In our online scenario, we want the mechanism to be strategy-proof (or called truthful) if it satisfies IR and IC.

**Definition 7.** A mechanism is **truthful** if it is value-trueful, semi-time-trueful, and individual-rational for any buyer:

In offline, it is well known that a single-parameter mechanism is value truthful (in dominant strategies) if it is bid monotonic (a winner would keep winning if she increases her bid). Thus a monotone algorithms can be converted to truthful mechanisms [53]. Notice that our definition of semi-time-truefulness is different from the traditional ones, as here we do not consider the case that a losing buyer delays his arrival to attend the auction again. In our scenario, even this happens, the expected revenue obtained from our mechanism will not decrease. The design of a truthful multi-parameter mechanism turns out to be more challenging when the agent (here the potential buyers) can manipulate multiple inputs (in the setting studied in this work, a buyer can change the reported price and the arrival time), instead of a single parameter input.

### 4 Lower Bound of Competitive Ratios

We show some lower bounds \( \Omega(n) \) or \( \Omega(\frac{\log n}{\log \log n}) \), depending on the assumptions on the known information and adversary models, on the revenue competitive ratio of truthful mechanisms against some commonly used adversary models. Here, we study the case that the discount function \( d(t) \) is arbitrary and unknown. In Table 2, we summarize all the lower bounds of the competitive ratios proved in this work. Recall that \( \rho(M) \) is the worst case competitive ratio of the mechanism \( M \), and \( \rho_d(M) \) is the expected competitive ratio of the mechanism \( M \) against arrival-sequence adaptive-online adversary.

#### 4.1 Bounds for General Discount Functions

**Theorem 1.** For any deterministic online auction IR-mechanism \( M \), the mechanism \( M \) has an arbitrarily large competitive ratio \( \rho(M) \) in the worst case against valuation adaptive-online adversary, i.e., there is some initial valuation sequence \( \vec{v} \) chosen by the adversary such that \( \rho_d(M) \) is unbounded for an arbitrary \( d(t) > 0 \).

**Proof.** Given an online deterministic mechanism \( M \), assume that it has a bounded competitive ratio \( \rho_d(M) \leq \beta \). Assume that for any bidding-price sequence \( \vec{v} \), and any arbitrary discount function \( d(t) \), it makes a decision to sell the product to some user \( i \) (depending on the historical values of \( \vec{v} \) and \( d(t) \)) at time \( t_i \). Then we trigger the arrival of a new user \( i + 1 \) at time \( t_{i+1} \), with an sufficiently large bidding-price \( v_{i+1} \) such that \( v_{i+1}d(t_{i+1}) > \beta v_i d(t_i) \). We also trigger the arrival of a new user \( i \) at time \( t_{i+2} \) such that \( v_{i+1}d(t_{i+1}) = v_{i+2}d(t_{i+2}) \). Then the optimum revenue by Vickrey auction is at least \( v_{i+1}d(t_{i+1}) \), while the revenue by the mechanism \( M \) is at most \( v_i d(t_i) \) due to the property of individual rationality. Thus, the competitive ratio \( \rho_d(M) \) of \( M \) for this new instance is at least \( \frac{v_{i+1}d(t_{i+1})}{v_i d(t_i)} > \beta \). It is a contradiction. \( \square \)

Notice that Theorem 1 only requires the mechanism to satisfy IR. It still holds even if the mechanism \( M \) knows the discount function \( d(t) \), but not the initial bidding price \( \vec{v} \). Similarly, if the mechanism knows the exact initial bidding-price sequence \( \vec{v} \), we have

**Lemma 2.** For any deterministic online auction IR-mechanism \( M \), the mechanism \( M \) has an arbitrarily large competitive ratio \( \rho(M) \) in the worst case against valuation adaptive-online adversary, i.e., when given the discount-function \( d(t) \), the adversary can dynamically choose the valuation \( \vec{v} \) such that \( \rho_{\epsilon}(M) \) is unbounded.

**Lemma 3.** For any deterministic online auction IR-mechanism \( M \), the mechanism \( M \) has an arbitrarily large competitive ratio \( \rho(M) \) in the worst case against discount-function adaptive-online adversary, i.e., given an arbitrary \( \vec{v} \), the adversary can choose some discount-function values \( d(t) \) such that \( \rho_{\epsilon}(M) \) is unbounded.
We then prove some lower bounds on the competitive ratios for randomized truthful mechanisms. Similarly, we can prove the following theorem.

**Theorem 4.** If a IR-mechanism $M$, even randomized, does not know the number of users to arrive and the end time of the game (i.e., the time when the last user to arrive), any randomized IR-mechanism $M$ cannot have a bounded competitive ratio $g(M)$.

**Proof.** The basic idea to prove this theorem is that as the mechanism does not know how many users to arrive, it has to accept the early arrived users. When a buyer $i$ arrives, if the mechanism accepts this user, then the adversary can trigger the arrival of the other users with a much larger $v_i d(t_j)$ for $j > i$, and $v_{n-1} d(t_{n-1}) = n \frac{b_i}{m}$ for all $j \leq n-2$. Then the revenue by Vickrey auction is $v_i n d(t_n)$, while the revenue by $M$ is at most $v_i d(t_i)$. Then $g(M)$ is unbounded.

Similarly, for a randomized mechanism, assume that the mechanism $M$ accepts a user with some probability $p_i$ and $\sum_{i=1}^{n} p_i = 1$ for some $m$, then the adversary can trigger the arrival of new users $m + 1$ and $m + 2$ with much larger $v_i d(t_j)$ for $j = m + 1, m + 2$. Then the revenue by Vickrey auction is $v_{m+1} d(t_{m+1})$, while the revenue by $M$ is at most $\sum_{i=1}^{n} p_i v_i d(t_i) \leq \max_{i=1}^{\min} v_i d(t_i) \ll v_{m+1} d(t_{m+1})$. Then $g(M)$ is unbounded.

Then we consider the case for every newly arrived user $i$, the adversary knows the probability $p_i$ that the mechanism $M$ will accept the user $i$. Notice that $M$ could compute $p_i$ using all historical values of $v$ and $d(t_j)$ for $j \leq i$. Clearly, adaptive offline adversary is a sufficient condition for this capability, i.e., the adversary has a strong power. Then we have the following theorem.

**Theorem 5.** Assume that both the mechanism and the adversary know that there are $n$ bidders to arrive. For any online randomized auction IR-mechanism $M$, the mechanism $M$ has a competitive ratio $g(M) \geq n/4 - \epsilon$ for any small value $\epsilon > 0$ in the worst case against an adaptive-online adversary.

**Proof.** Notice that the mechanism $M$ has to make an online and irrevocable decision on whether to sell the product to each of the arrived users $i$. Let $p_i \in [0, 1]$ be the probability that the mechanism will sell the product to user $i$ arrived at time $t_i$, where $\sum_{i=1}^{n} p_i = 1$. Note that the probability $p_i$ could depend on all historical reported prices $b_j$ (where $b_j = v_j d(t_j)$) for $j \leq i$, including the user $i$.

We will see how the adversary $A$ and the mechanism $M$ play the game as follows. The mechanism $M$ first receives the bid $b_1 = b$ and decides a probability $p_1$. If $p_1 > 2/n$, then the adversary will trigger the arrival of a new user with $b_2 \gg b_1$. The basic idea by the adversary $A$ is that when the mechanism $M$ chooses a user with a “large” probability $p_1$ (large means that $p_1 > 2/n$), the adversary will keep triggering users with a much larger bid $b_{i+1} \gg b_i$. Thus, the mechanism $M$ will have a regret to allocate “large” probability to previous users. This process is repeated till at some time, the mechanism $M$ accepts a user $i$ with a probability $p_i \leq 2/n$. Whenever this happens (including $p_1 \leq 2/n$), the adversary will trigger a new user $i + 1$ with the same bid $b_{i+1} = b_i$ (this is to make sure that in the Vickrey auction, the first price and the second price are same). To see what happens when $p_1 \leq 2/n$, let us start with $p_1 \leq 2/n$ as an example: then the adversary will trigger the arrival of a new user $2$ with $b_2 = b_1$. Then the mechanism $M$ will compute the probability $p_2$:

- If $p_2 \leq 2/n$, then the adversary will trigger the arrival of remaining users with $b_i = 0$ for $i \geq 3$. In this case, the maximum revenue achieved by the mechanism $M$ is at most $\sum_{i=1}^{n} p_i b_i = \frac{2}{3} b_i$ as when it sells the product to user $i$, it receives at most $b_i$ in return due to the constraint of individual rationality. Notice that the revenue by the Vickrey auction in this case is $b_i$. Then $g(M) = n/4$.
- Otherwise, we know that $p_2 > 2/n$, then the adversary will trigger the arrival of a new user with $b_3 \gg b_2$. Then if $p_3 \leq 2/n$, then the adversary will trigger the arrival of a new user with $b_4 = b_3$. If $p_4 \leq 2/n$, then the adversary will trigger the arrival of remaining users with $b_i = 0$. In this case, the maximum revenue achieved by the mechanism $M$ is at most $\sum_{i=1}^{n} p_i b_i = \frac{2}{3} b_i$, as when it sells the product to user $i$, it receives at most $b_i$ in return due to the constraint of individual rationality. Notice that the revenue by the Vickrey auction in this case is $b_3$ as $b_2 = b_1 \gg b_i$ for $i \neq 3, 4$. Then $g(M) = n/4 - \epsilon$ for an arbitrary small $\epsilon > 0$.

Formally, we can extend this design to a general game played between $A$ and $M$ as follows.

**Game between the adversary $A$ and the mechanism $M$:**

1) Whenever the mechanism $M$ decides to accept the user $i$ with a probability $p_i > 2/n$, the adversary will trigger the arrival of new users with arbitrarily large $b_{i+1} \gg b_i$ for all $j \leq i$ such that the mechanism $M$ will have sufficiently large regret to accept $i$ with not so-small probability $p_i > 2/n$. 

| Mechanism’s information | Adversary’s information | Lower-Bound | Theorem |
|-------------------------|-------------------------|-------------|---------|
| know $d(t)$, not know $v$ | IR valuation adaptive-online, i.e., can choose $v$ and $d$ | $g(M) = \infty$ | Theorem 1 |
| know $d(t)$, not know $n$, | IR valuation adaptive-online, i.e., can choose $v$, and $d$ | $g(M) = \infty$ | Theorem 2 |
| know $n$, not know $d(t)$, $v$ | IR adaptive-online, i.e., can choose $d$, $v$ and $\pi$, thus $v$ | $g(M) = n/4$ | Theorem 3 |
| know $n$ and $d(t)$, not know $v$ | IR valuation adaptive-online, i.e., can choose $v$, $\pi$ | $g(M) = n/4$ | Lemma 6 |
| know $n$ and $v$, not know $d(t)$, | IR discount adaptive-online, i.e., can choose $d(t)$ | $g(M) = n/4$ | Theorem 4 |
| know $n$, $d(t)$ | IR, IC adaptive-online, i.e., can choose $d(t)$, $v$ | $g(M) = \infty$ | Theorem 5 |
| know $n$, $v$, $d(t)$ | IR, IC adaptive-online, i.e., can choose $d(t)$, $v$ | $g(M) = \infty$ | Theorem 5 |
| know $n$, $d(t)$ | IR, IC adaptive-online, i.e., can choose $d(t)$, $v$, $n \geq 2$ | $g(M) = \Omega(n)$ | Theorem 5 |
| know $n$, $d(t)$ | IR adaptive-online, i.e., can choose $d(t)$, $v$ | $g(M) = \Omega(n/\log \log n)$ | Theorem 4 |

**TABLE 2**

Some Lower Bounds for Competitive Ratio of IR-Mechanisms or Strategy-proof Mechanisms
2) Whenever the mechanism decides to accept a user \( i \) with \( p_i \leq 2/n \), the adversary will trigger the arrival of a new user \( i + 1 \) with \( b_{i+1} = b_i \). The adversary hopes that the mechanism \( M \) will again accept the user \( i + 1 \) with probability \( p_{i+1} \leq 2/n \).

3) Whenever the mechanism \( M \) accepts two consecutive users \( i \) and \( i + 1 \) with \( p_i \leq 2/n \) and \( p_{i+1} \leq 2/n \) where \( b_{i+1} = b_i \gg b_j \) for \( j \leq i - 1 \), then the adversary will trigger the arrival of remaining users with \( b_j = 0 \) for \( j > i + 1 \). The game then stops.

The adversary \( A \) and \( M \) will play the aforementioned game till all users are triggered to arrive and are processed by \( M \). In general, when the mechanism \( M \) makes an online decision and plays the aforementioned game with the adversary \( A \), there are two cases:

**Case 1:** there are two consecutively arrived users when the mechanism \( M \) accepts both with a probability at most \( 2/\alpha \). Let \( i \) and \( i + 1 \) be the first of these two accepted users during the process of the game played by \( A \) and \( M \). In our game design, both users have the same bidding \( b_{i+1} = b_i \gg b_j \) for \( j < i \). Then the adversary will trigger the arrival of remaining users with \( b_j = 0 \) for \( j > i + 1 \). In this case, the maximum revenue achieved by the mechanism \( M \) is at most \( \sum_{i=1}^{n} b_i \cdot b_{i+1} \leq \frac{\alpha}{\alpha} b_i + \epsilon \), as \( b_i = b_{i+1} \gg b_j \) for \( j \neq i, i+1 \). Notice that the revenue by the Vickrey auction in this case is \( b_i = b_{i+1} \). Then the competitive ratio is \( q(M) = n/4 - \epsilon \) for an arbitrary small \( \epsilon > 0 \).

**Case 2:** there are no two consecutively arrived users when the mechanism \( M \) accepts both with a probability at most \( 2/\alpha \). In this case, for each user with \( p_i \leq 2/\alpha \), it is followed by a user with \( p_{i+1} > 2/\alpha \). Then we know that at least \( \alpha n/2 \) users will be accepted with a probability \( > 2/\alpha \). Then \( \sum_{i=1}^{n} p_i > 1 \), which is a contradiction.

When the discount function \( d(t) \) is given and known to the mechanism \( M \), then the adversary \( A \) can only choose the initial valuations \( v \) to make the mechanism perform as worse as possible. It is straightforward to prove that \( q_d(M) \geq n/4 - \epsilon \) by carefully and adaptively choosing \( v \).

**Lemma 6.** Even the mechanism designer knows the discount valuation \( d(t) \), every randomized IR-mechanism \( M \) has \( q_d(M) \geq n/4 - \epsilon \) in the worst case against the valuation online-adaptive adversary. Here the adversary can dynamically select the valuations \( v \) based on the observed decision strategy of the mechanism \( M \) and the historical known discount function values \( d(t) \).

Similarly, we can show that \( q_d(M) \geq n/4 - \epsilon \) by carefully and adaptively choosing \( d(t) \) when the valuations vector are given, i.e., the exact values of each arrived users are known to the mechanism. Here the only condition on \( d(t) \) is that it is in the range \( (0, 1] \).

**Theorem 7.** Even the mechanism designer knows the valuation sequence \( v \), every randomized IR-mechanism \( M \) has \( q_v(M) \geq n/4 - \epsilon \) in the worst case against the discount-function online-adaptive adversary. Here the adversary can dynamically select \( d(t) \) based on the observed decision strategy of the mechanism \( M \) and the historical arrival sequence of \( v \).

**Proof.** The proof is similar to the proof of Theorem 6. The difference lies in that previously the adversary can adaptively choose \( v_i \) and \( d(t_i) \) to meet some conditions required by the game. Here in this case, the adversary can only adaptively choose \( d(t_i) \) to meet the conditions used in the game. Recall that in the case 1) of the game between the adversary \( A \) and the mechanism \( M \), the adversary needs to choose \( b_{i+1} \gg b_{j} \) for all \( j \leq i \). As during the game between \( M \) and the adversary \( A \), there could have \( 2/n \) such cases, where the adversary needs to get a sufficiently large \( b_{i+1} \). However, unlike \( v_i \) which could be unbounded, we know that \( 0 < d(t_i) \leq 1 \) is bounded. Let \( A = \max_i j \frac{d_j}{b_j} \) for all values in \( v \). To leave room for larger \( d(t_i) \) values, we can choose sufficiently small \( d(t_1) = d_j \) such that \( d_1 \cdot (A \cdot K)^n/2 \leq 1 \) for some large number \( K > 0 \). Then in the step 3 of the game played between \( M \) and \( A \), the adversary needs to find \( b_{i+1} \) such that \( b_{i+1} \gg b_{j} \). This can be done if \( d(t_{i+1}) \geq K \cdot A \cdot d_j \) for any \( j < i \). We can choose \( d(t_{i+1}) \leq A \cdot K \cdot \max_j d_j \) where \( K > 0 \) is a sufficiently large value. It is easy to show that \( d(t_i) \leq 1 \) for all \( i \) as \( d_1 \cdot (A \cdot K)^n/2 \leq 1 \) and there are at most \( n/2 \) such steps in the game. Then the revenue achieved by the mechanism \( M \) is at most \( (\frac{n}{4} + \frac{2}{n})b \), when the mechanism \( M \) computes \( p_i \leq 2/n \) and \( p_{i+1} \leq 2/n \); while the revenue of the Vickrey auction is \( b_i \). Thus, \( \rho(M) \geq \frac{n/4}{n/2} \geq \frac{2}{\epsilon} - \epsilon \) for \( \epsilon = \frac{k}{n/2} \). As \( K \) could be arbitrarily large, \( \epsilon > 0 \) could be arbitrarily small. \( \square \)

Notice that in these aforementioned theorems, we assume that the adversary is valuation adaptive-online, or discount-function adaptive-online or both, i.e., the adversary selects the values \( v_i \) or \( d(t) \) dynamically and carefully depending on the actions of the mechanism \( M \) on the first \( i - 1 \) users. Then we consider the case when the adversary is arrival-sequence adaptive-online, i.e., the values of \( v = \{v_1, v_2, v_3, \ldots, v_{n-1}, v_n\} \) are chosen by (then given to the mechanism) the adversary in advance, but the arrival sequence \( v \) could be adaptively chosen by the adversary online. The adversary can dynamically select \( d(t) \) based on the actual decisions of the mechanism \( M \) and the historical arrival sequence of \( v \). We also limit our attention to all online truthful mechanisms where the payment to a selected user must be decided when a winner is selected. In other words, the mechanism cannot delay the payment computation when the winner is selected. We then have Theorem 8 for the competitive ratio bound.

**Theorem 8.** Assume that the adversary chooses a discount function \( d(t) \) (even it must be non-increasing) and gives it to the mechanism. Then no randomized truthful online mechanism \( M \) can achieve a bounded competitive ratio, i.e., \( \rho(M) \sim \infty \) in the worst case against the arrival-sequence online-adaptive adversary, for some special \( d(t) \). Here the adversary can choose the valuations set \( v \), but the mechanism \( M \) does not know \( v \).

5. The buyers’ initial valuations \( v \) could be obtained in advance if the mechanism could conduct a sufficient prior market survey among the potential buyers.
Proof. We prove this by constructing the following instance.

\[
(d, V) \triangleq \begin{cases}
  d(t) = \begin{cases}
    1, & t \in [0, t_1] \\
    \frac{1}{n}, & t \in (t_1, t_n]
  \end{cases} \\
  V = \begin{cases}
    v_1 = K \cdot n^k - \delta \\
    v_2 = K \\
    v_i = \delta, i \in [3, n]
  \end{cases}
\]

where \(K\) is a large integer, say \(K = n^2\); \(\delta\) is a sufficiently small positive number compared with \(n\), say \(\delta = n^{-k}\), where \(k \geq 5\). For this instance, the Vickrey revenue \(r(2)\) is composed of the following four complementary cases:  
1) both \(v_1\) and \(v_2\) appear at \([0, t_1]\); the probability that this event happens is 0.  
2) both \(v_1\) and \(v_2\) appear at \((t_1, t_n]\); the probability that this event happens is \(\frac{n-1}{n} \cdot \frac{n-2}{n-1}\). In this case, \(r(2) = v_2 \cdot \frac{1}{n} \).  
3) \(v_2\) appears at \([0, t_1]\) and \(v_1\) appears at \((t_1, t_n]\); the probability that this event happens is \(\frac{1}{n} \cdot \frac{n-1}{n-1}\). In this case, \(r(2) = v_2 - \delta\).  
4) \(v_1\) appears at \([0, t_1]\) and \(v_2\) appears at \((t_1, t_n]\); the probability that this event happens is \(\frac{1}{n} \cdot \frac{n-1}{n-1}\). In this case, \(r(2) = v_2 \cdot \frac{1}{n^2}\).  

Then we have: \(r(2) = \frac{n-1}{n} \cdot \frac{n-2}{n-1} \cdot \frac{1}{n} \cdot (v_2 - \delta) + \frac{1}{n} \cdot v_2\).  

Due to the small discount value \(\frac{1}{n}\) in time interval \((t_1, t_n]\), we can omit the case 2)'s and 4)'s contribution to \(r(2)\). We then study the case 3), the largest reported price \(r(3) = v_2 - \delta\) (produced by the user with a value \(v_2\)) always arrives before the second largest reported price \(r(2) = v_2 - \delta\) (produced by the user with a value \(v_1\)), and all other reported prices \(r_s\) are \(\delta \cdot \frac{1}{n^2}\), which can be ignored compared with \(r_2\). Thus, there is no strategy-proof mechanism that can select \(r(1)\) when the corresponding user arrives at time \(t_1\) and make the payment as \(r(2)\) at the time \(t_1\). Then there is no randomized truthful online mechanism \(M\) has a bounded competitive ratio. \(\Box\)

Given a constant \(B\), we partition the discount function into discount classes where the discount value in each class is within a factor \(B\) of each other. In other words, in the \(i\)-th discount class, the discount values are \((B^{-i}, B^{-i+1})\). Let \(n_i\) be the number of arrived users in the \(i\)-th discount class.

**Theorem 9.** Assume that the adversary chooses a discount function \(d(t)\) (even it must be non-increasing) and gives it to the mechanism. If there is a constant \(B\), such that \(n_1 \geq 2\). Then for any randomized truthful online mechanism \(M\), its competitive ratio is at least \(\rho(M) = \Omega(n)\) in the worst case against the arrival-sequence online-adaptive adversary, for some special \(d(t)\). Here the adversary can choose the valuations \(v\), but the mechanism \(M\) does not know \(v\).

Proof. We prove this by constructing the following instance.

**Instance Size:** There are \(n - 1\) instances, each instance \(I_x\) has \(n\) buyers, where \(x \in [2, n]\).

**n Different Discount Functions** \(d(t)\): Each \(I_x\) is composed of the following discount function: \(d(t_j) = 1\) for \(1 \leq j \leq x\), and \(d(t_j) = \frac{1}{n}\) for \(x < j \leq n\). Here \(t_j\) denotes the \(j\)-th arrived buyer’s arrival time. Clearly, \(d(t)\) is non-increasing.

**Valuation set \(v\):** Each \(I_x\)'s valuation set is composed of the following three parts: 1) \(v_2 = K\); 2) \(v_1 = n^k \cdot (v_2 - \delta)\); and 3) remaining \((n - 2)\) users each with a value \(\delta\); where \(K\) is a large integer, say \(K = n^2\); \(\delta\) is a sufficiently small positive number compared with \(n\), say \(\delta = n^{-k}\), where \(k \geq 5\). Let \(t_x\) be the arrival time of the \(x\)-th user. For each \(I_x\), the Vickrey revenue \(r(2)\) is composed of the following four complementary cases:  
1) both \(v_1\) and \(v_2\) appear at \([0, t_x]\); the probability when this case happens is \(P_1 = \frac{x}{n} \cdot \frac{n-1}{n-1}\). In this case, \(r(2) = v_2 \cdot \frac{1}{n}\).  
2) both \(v_1\) and \(v_2\) appear at \((t_x, t_n]\); the probability is \(P_2 = \frac{n-x}{n} \cdot \frac{n-x-1}{n-1}\). In this case, \(r(2) = v_2 \cdot \frac{1}{n}\).  
3) \(v_2\) appears at \([0, t_x]\) and \(v_1\) appears at \((t_x, t_n]\); the probability is \(P_3 = \frac{x}{n} \cdot \frac{n-x-1}{n-1}\). In this case \(r(2) = v_2 - \delta\).  
4) \(v_1\) appears at \([0, t_x]\) and \(v_2\) appears at \((t_x, t_n]\); the probability is \(P_4 = \frac{1}{n} \cdot \frac{n-x}{n-1}\). In this case \(r(2) = v_2 \cdot \frac{1}{n^2}\).

Thus, the expected revenue by the Vickrey mechanism \(M_V\), i.e., the expected value of the second reported price \(r(2)\) is

\[
E(r(2)) = v_2 \cdot \frac{x}{n} \cdot \frac{x-1}{n-1} + v_2 \cdot \frac{1}{n^k} \cdot \frac{n-x}{n} \cdot \frac{n-x-1}{n-1} + \frac{v_2}{n} \cdot \frac{x}{n} \cdot \frac{n-x}{n-1} = v_2 \cdot \frac{x}{n} \cdot \frac{x-1}{n-1}.
\]

Due to the small discount value in time interval \((t_x, t_n]\), we can omit case 2)'s and 4)'s contribution to \(r(2)\).

In case 3), \(r(1) = v_2 \cdot \frac{1}{n}\) always arrives before the \(r(2) = v_2 - \delta\) (produced by \(v_1\)), thus, there is no strategy-proof mechanism that can achieve the payment as \(\Theta(1) \cdot r(2)\) when the user with value \(v_1\) arrives.

In case 1), both \(v_1\) and \(v_2\) appears in the first discount class, and the probability when this happen and \(v_1\) arrives after \(v_2\) is \(\Theta(1/n^2)\). Thus, the maximum revenue achieved by any mechanism is at most \(O(v_2/n^2)\), while the revenue achieved by the offline Vickrey auction is \(\Theta(v_2/n)\). Thus for all truthful mechanisms \(M\), its competitive ratio is at least \(\Theta(n)\). \(\Box\)

4.2 Bounds for Non-increasing Discount Functions

Recall that we do not have much limitation on the discount function \(d(t)\) when we analyze some lower bounds on the competitive ratios of mechanisms satisfying IR and IC. It has been proved that when all users are truthful in reporting their values, and do not delay their arrivals, any algorithm has a smaller lower bound on the competitive ratio. We first review the theorem proved in [55] for the discounted secretary problem when the users are assumed to be truthful, and the goal is to select a user with the maximum discounted values. Theorem 10 holds even when \(d(t)\) is non-increasing.

**Theorem 10. (Discounted Secretary) [55].** When all users are truthful in reporting their values and arrive honestly, any algorithm for the discounted secretary problem (with the objective to maximize the discounted values of the accepted user) has a (worst-case) competitive ratio of \(\Omega(\log n / \log \log n)\) when there are \(n\) secretary candidates, even when \(d(t)\) is known to be non-increasing.

We then show that a smaller lower bound for the competitive ratio of any truthful mechanism when the discount function \(d(t)\) is non-increasing.
Theorem 11. (Non-Increasing Discount Function) When the discount function \( d(t) \) is non-increasing and known to the mechanism (also adversary), any IR-mechanism for the discounted auction problem has a (worst-case) competitive ratio at least \( \Omega(\frac{\log n}{\log \log n}) \), compared with the offline optimum Vickrey auction \( M_V \), against an arrival-sequence adaptive-online adversary, when there are \( n \) buyers.

Proof. The proof essentially is inspired by and extends the proofs in [35]. The main difference is that here we need to compare the auction mechanism with the Vickrey auction, while the proof in [35] only needs to focus on finding the maximum discounted values, by assuming all users are always truthful in reporting their true values and arrive honestly.

We prove this by constructing some examples used by the arrival-sequence adaptive-online adversary. We will construct a discounting function \( d(t) \), and a family of input instances (i.e., the set of initial valuations\( I = I_1, I_2, \ldots, I_t, \ldots \)) such that no randomized IR-mechanism \( M \) has a competitive ratio less than \( \Theta(\frac{\log n}{\log \log n}) \) for all possible instances. We will prove this by contradiction.

More formally, we construct the following instances, each of \( n \) users, as follows:

**Instance Size:** The number of users in each instance \( I_t \) is \( n_t \), where \( n = L^4c \) and \( L = c \) are some positive integers. Then it is easy to prove that \( L = c = \Theta(\frac{\log n}{\log \log n}) \).

**Discount Function \( d(t) \):** For any time \( t \leq 2c \), let \( n_t = L^2t \). Clearly \( n_t \leq n \) for \( t \leq 2c \). The discount function \( d(t) \) used by the adversary is defined as follows. \( d(j) = L^{-1} \) for \( 1 \leq j \leq n_t \), and \( d(j) = L^{-t} \) for \( n_t+1 \leq j \leq n_t \). Clearly, \( d(t) \) is a step-function and is non-increasing.

**2c Instances:** Let \( K \) be a sufficiently large integer, compared with \( n \), say \( n^3 \). The instance \( I_t \) is the following set, composed of \( \frac{n}{n_t} \) numbers of value \( K \), and \( n - \frac{n}{n_t} \) zeros. In general, the instance \( I_t \), for \( 1 < t \leq 2c \), is composed of the following three parts 1) \( \frac{n}{n_t} - \frac{n}{n_{t+1}} \) numbers, each of value \( K^j \), for \( j = 1 \) to \( j = t - 1, 2 \) \( n_t \) numbers, each of value \( K^t \), and 3) remaining \( n - \frac{n}{n_t} \) zeros.

Consider a randomized mechanism \( M \) that will decide which user to accept, and how much to charge the user, so that users are strategy-proof. Our goal is to analyze the expected competitive ratio of \( M \) against an arrival-sequence adaptive-online adversary. Thus, given each of these instances \( I_t \), we need to consider the “average” performance of \( M \) for all possible \( n! \) permutations of users’ arrival sequence. We will show that no mechanism can perform well on average for each of these \( 2c \) instances.

Recall that, the analysis of [35] assume that the users are always honest. In our proof here, we need to analyze the truthful mechanisms, and compared them with the Vickrey auction. We first give a lower bound on the expected revenue gained by the Vickrey auction \( M_V \) on instance \( I_t \).

**Lemma 12 (Lower bound on \( E(M_V(I_t)) \)).** For \( 1 \leq t \leq 2c \), \( E(M_V(I_t)) \geq \delta \cdot K^t L^{-t} \). Here \( \delta = 1 - \frac{t}{c} \) is a constant.

Proof. For all permutations of \( I_t \), let \( X_t \) be the event that there are exactly \( j \) elements of \( I_t \) with the maximum value \( K^t \) appeared in the first \( n_t \) time-slots. Let \( Z_t \) be the event that there is at least 2 elements of value \( K^t \) appeared in the first \( n_t \) slots. If \( Z_t \) is true, then the Vickrey auction will get a revenue at least \( K^t L^{-t} \); because for all elements in first \( n_t \) slots, the second largest value is \( K^t \), and the discount value is at least \( L^{-t} \). Notice that \( \Pr(X_t) = (\frac{n}{n_t})^t \leq 1/e \) as there are \( \frac{n}{n_t} \) elements of value \( K^t \). For the event \( X_1 \), we have \( \Pr(X_1) = \frac{n}{n_1} \cdot \left( 1 - \frac{n}{n_1} \right)^{n_t - 1} = \left( 1 - \frac{n}{n_t} \right)^{n_t - 1} \). Thus, \( \Pr(Z_1) = 1 - \Pr(X_1) = 1 - \left( 1 - \frac{n}{n_t} \right)^{n_t - 1} \geq 1 - \frac{2}{e} \). This finishes the proof of lemma 12.

**Proof by Contradiction:** We then prove Theorem 11 by contradiction as follows. Assume that there is a mechanism \( M \) that is \( \alpha \)-competitive, i.e.,

\[
E(M_V(v,d))/E(M(v,d)) \leq \alpha
\]

for any input sequence \( v \) and all non-increasing discount functions \( d(t) \). Here \( \alpha > 0 \) is a constant to be fixed by our proof later, and \( c = \Theta(\frac{\log n}{\log \log n}) \) is the number defined in the aforementioned instances. We will prove that this is impossible by contradiction. First, we show that if there is such a mechanism \( M \), \( M \) needs to have some features.

**Lemma 13 (No small probability).** Let \( M \) be a \( \alpha \)-competitive mechanism. On any instance \( I_t \), let \( W_t \) be the event that \( M \) will pick one element from the first \( n_t \) items of the input sequence permuted from \( I_t \). Then \( \Pr(W_t) \geq \frac{\delta}{c} \) for some carefully chosen constant \( \alpha \). Recall that here \( c = \Theta(\log n/\log \log n) \).

Proof. We prove this by induction on the index \( t \). First consider the base case \( I_1 \). We define two variables \( Y_1, Y_2 \).

- Let \( Y_1 \) be the expected revenue that \( M \) gets by picking some element from the first \( n_1 \) arrived elements.
- Let \( Y_2 \) be the expected revenue that \( M \) gets from picking some element from later arrived elements (starting from \( n_1 + 1 \) and onwards).

Notice that the revenue \( Y_2 \) is at most \( K^2/L^2 \) as the value of the element is at most \( K \) and the discount value after time \( n_1 \) is at most \( L^{-2} \). Recall that for Vickrey mechanism \( M_V \), \( E(M_V) \geq \frac{\delta K}{c} \) from Lemma 12. To make sure that \( M \) is \( \alpha \)-competitive, we need \( Y_1 + Y_2 \geq \frac{1}{\alpha} E(M_V) \). Thus, it is required that

\[
Y_1 \geq \frac{1}{\alpha c} E(M_V) - Y_2 \geq \frac{1}{\alpha c} E(M_V) - \frac{1}{c} \cdot K/L \geq \left( \frac{\delta}{\alpha c} - \frac{1}{c} \right) \frac{K}{L}.
\]

Notice that \( Y_1 \leq \Pr(W_1) \cdot K/L \) as the value of the element is at most \( K \) and the discount function for time before \( n_1 \) is \( 1/L \). Then \( M \) is \( \alpha \)-competitive implies that

\[
\Pr(W_1) \geq \delta - \frac{1}{c} \cdot \frac{1}{\alpha c}, \quad i.e., \quad 0 < \alpha \leq \delta/2.
\]

We could conclude that \( \Pr(W_1) \geq \frac{\delta}{c} \) for case \( I_1, t = 1 \).

We then prove the induction step. Assume that \( \Pr(W_t) \geq \frac{\delta}{c} \) is true for all input instances \( I_j \) for \( j = 1, 2, \ldots, t \). We then show that it is true for the input instance \( I_{t+1} \).

First, we will show that, with high probability, the online mechanism \( M \) cannot distinguish whether the input sequence is \( I_t \) or \( I_{t+1} \) by simply observing the first \( n_t \) elements triggered by the adversary. For the instance \( I_{t+1} \),
recall that $X_1$ is the event that any element of a value $K^{t+1}$ (there are $\frac{n}{n_{t+1}}$ such elements) appeared in some of the first $n_t$ time-slots. Then we have $\Pr(X_1) \leq \frac{n}{n_{t+1}} \frac{n_t}{n} = \frac{1}{L^2}$. Thus, with probability $\geq 1 - \frac{1}{L^2}$, among all permutations of $I_{t+1}$, the first $n_t$ elements in the sequence is same as some sequence permuted from the instance $I_t$. Then with probability $\geq 1 - \frac{1}{L^2}$, any mechanism $M$ cannot distinguish whether the input instance is $I_t$ or $I_{t+1}$ by only looking the first $n_t$ elements. For the mechanism $M$ to be $\alpha c$-competitive, for the first $n_t$ elements, with probability $\geq 1 - \frac{1}{L^2}$, the behavior of the mechanism $M$ on $I_t$ and $I_{t+1}$ will be same. To prove our lemma, we define three events when $M$ runs on some permuted sequence of $I_{t+1}$.

- Let $Q$ be the event that $M$ will pick some element from the first $n_t$ slots, for instance $I_{t+1}$. The total expected revenue that $M$ can get from event $Q$ is denoted as $E_Q(M)$.
- Let $R$ be the event that $M$ will pick some element after the $n_t$+1 timeslot. Let $E_R(M)$ be the expected revenue received in these choices.
- Let $P$ be the event that $M$ will pick some elements from the time interval $[n_t, n_{t+1}]$. Let $E_P(M)$ be the expected revenue that $M$ will get from this event $P$.

Then $E(M) = E_Q(M) + E_R(M) + E_P(M)$. It is easy to show that $\Pr(Q) \geq \frac{1}{2} \cdot (1 - \frac{1}{L^2})$. Let us see the expected revenue that the mechanism $M$ can get from event $Q$, the decisions on first $n_t$ users from the instance $I_{t+1}$. The selected element could be one of the elements with value $K^{t+1}$, or some other elements with values at most $K^t$. When the selected element is $K^{t+1}$, it could be selected when it is from some interval $[n_j-1, n_j)$, for $j = 1, 2, \cdots, t$. The expected revenue is $K^{t+1} \cdot L^{-j} \cdot \frac{n}{n_t} \frac{n_t}{n} \frac{n_j-n_{j-1}}{n_t} \leq \frac{1}{L^2} \frac{1}{n_t} \delta E(M_V)$. When select some other elements, its expected revenue is at most $K^t \cdot L^{-1}$ at the value is at most $K^t$ and discount is at most $L^{-1}$. Thus, the expected revenue $E_Q(M)$ is at most

$$E_Q(M) \leq K^{t+1} \cdot L^{-1} + \sum_{j=1}^{t} \frac{K^{t+1} n_j}{L^{n_t}} \leq \frac{3}{L} \frac{K^{t+1}}{L} \frac{1}{\delta} E(M_V)$$

Recall that for the optimum offline Vickrey auction $M_V$, its expected revenue $E(M_V) \geq \frac{\delta}{\alpha c} E(M_V)$. We carefully select a number $\beta > 1$ such that

$$\frac{3}{L} \leq \frac{1}{\beta \alpha c}, \text{ i.e. } 1 < \beta \leq \frac{\delta}{3 \alpha}$$

Recall $L = c$ in our setting. Then, $E(M) \leq \frac{1}{\beta \alpha c} E(M_V)$. As the mechanism $M$ is $\alpha c$-competitive compared with $M_V$, i.e., $E(M) \geq \frac{1}{\alpha c} E(M_V)$. So $M$ must get at least $(1 - \frac{1}{L}) \frac{1}{\beta} E(M_V)$ from the rest of the items, starting from $n_t + 1$ elements.

For event $R$, we know that the expected revenue received in this event

$$E_R(M) \leq K^{t+1} / L^{t+2} \leq \frac{1}{\delta c} E(M_V)$$

as the discount values for these later time-slots is at most $L^{-(t+1)}$, the value of the element is at most $K^{t+1}$, and $L = c$.

Thus, to assure that $M$ is $\alpha c$-competitive, as $E(M) = E_Q(M) + E_R(M) + E_P(M)$, we need $E_P(M)$ to satisfy

$$\frac{1}{\alpha c} E(M_V) \leq E(M) \leq E_P(M) + \left( \frac{1}{\beta \alpha c} + \frac{1}{\delta c} \right) E(M_V)$$

Thus, $E_P(M) \geq \frac{\alpha c}{1 - \frac{1}{\alpha c}} \frac{1}{\delta c} E(M_V) / c$. Notice that $E_P(M) \leq \Pr(P) \cdot \frac{K^{t+1}}{L^{t+2}} \leq \Pr(P) E(M_V) / \delta$ as the element picked by the mechanism has a value at most $K^{t+1}$ and the discount value is always $1/L^{t+1}$. Then we conclude that

$$\Pr(P) \geq \frac{\delta}{c} \left( \frac{1}{\alpha c} \frac{1}{\delta c} - \frac{1}{\delta} \right)$$

Notice that event $W_{t+1}$ is composed of $Q$ and $P$. By carefully selecting $\alpha$ and $\beta$ such that

$$(1 - \frac{1}{L^2}) t + \left( \frac{\delta}{\alpha c} - \frac{\delta}{\alpha \beta} - 1 \right) \geq t + 1$$

Then $\Pr(W_{t+1}) = \Pr(Q) + \Pr(P) \geq \frac{t+1}{c}$. As $t < 2c$, the above inequality will always be true from the following sufficient condition

$$3 \leq \frac{\delta}{\alpha c} - \frac{\delta}{\alpha \beta} \quad \text{i.e. } \beta \geq \frac{\delta}{\delta - 3 \alpha}$$

Thus, Lemma 13 is true for all $t < 2c$ if all the sufficient conditions are met. To assure that all the sufficient conditions are met, in summary, the following conditions are sufficient for the lemma to hold.

$$\begin{cases} \alpha \leq \frac{\delta}{2} \\ \beta \leq \frac{\delta}{3 \alpha} \\ \beta \leq \frac{\delta}{\delta - 3 \alpha} \end{cases}$$

We can choose $\alpha = \frac{\delta}{6}$ and $\beta = 2$ to meet all these conditions. This finishes the proof of Lemma 13.

From Lemma 13, for the instance $I_t$, where $t > c$, we have $\Pr(W_t) \geq \frac{t}{c} > 1$, which is impossible. Thus, the assumption that there is a IR-mechanism $M$ with competitive ratio at most $\alpha c = \frac{\delta c}{6} = \Theta(\frac{\log n}{\log \log n})$ cannot hold. This finishes the proof of Theorem 11.

Notice that in the proof of Theorem 11, we do not require that the mechanism to always be truthful. The claim holds for all mechanisms that satisfy the individual rationality, i.e., the payment charged from the user is at most his reported bid.

## 5 Online Truthful Mechanism Design

In this section, we present some revenue-competitive online truthful mechanisms with time-sensitive valuations. By assuming that $d(t)$ is an arbitrary non-increasing function: 1) we present an online truthful and $O(\log^2 n)$-competitive (under some additional assumptions) mechanism $M_R$ in §5.1 and provide detailed theoretical analysis in §5.2. 2) We further propose an heuristic mechanism $M_W$ in §5.4.

Recall that the algorithm proposed in [55] assumes that all users were truthful in advance. Their method selects the user with the largest reported price and charge this user its reported price. Then Babaioff et al [55] proved that for arbitrary known discount function $d(t)$, and a set of arbitrary initial valuations $V$, when all buyers are truthful in reporting their bidding price and arrive truthfully, any online algorithm will have a competitive ratio at least $\Omega(\frac{\log n}{\log \log n})$; and there is an online auction mechanism with a competitive ratio $\Theta(\log n)$ [55].
5.1 Random-Selection Mechanism for Arbitrarily Known Non-increasing Discount Function

In the previous subsection [4.1] we show that in most cases, the lower bound on the competitive ratio is at least $\frac{1}{2}$ for general discount functions when the adversary is discount-function adaptive-online, valuation adaptive-online, or arrival-sequence adaptive-online. In many practical applications, the discount functions may exhibit some additional nice properties such as non-increasing, or concave, or convex, or with bounded derivatives. In the rest of the work, we assume that the discount functions have some additional properties, listed as follows.

**Assumption 1** (Non-increasing discount function). We assume that $d(t)$ is an arbitrary known and non-increasing.

**Assumption 2** (Non-increasing buyer density function). Let $t(d)$ be the inverse of the function $d(t)$. The buyer density at a value $d$ is defined as $\hat{t}(d) = t(d/B) - t(d)$ for some constant $B > 0$. A discount function $d(t)$ is called a non-increasing buyer density function if for any $d_1 < d_2$, we have $\hat{t}(d_2) \geq \hat{t}(d_1)$.

For simplicity of analysis, we sometimes assume that the minimum value in the valuation set $V = \{v_1, v_2, \ldots, v_n\}$ is 1. We assume that the set is non-decreasing, i.e., $v_i \geq v_{i+1}$ for $i \in [1, n - 1]$. As shown in [55], the problem studied here is formulated as a single-round online auction with discounting valuations. This is quite similar to the discounted secretary problem [55], in which there is a discount function $d(t)$ for the value of each candidate. Given a sequence of randomly arrived applicants, we need to hire the one having the largest “value”. The benefit derived from selecting an element with the value $v$ at time $t$ is $d(t) \cdot v$. Note that [55] proposed an $O(\log n)$-competitive online algorithm for this discount-secretary problem. While without any prior knowledge, they exhibit a lower bound of $\Omega(\frac{\log \log n}{\log n})$. Notice that when there is no discount, the classical secretary problem is to select an element (a “secretary”) with maximum value online. There is a well-known $e$-competitive algorithm [67] which contains two phases, i.e., observation and decision.

Comparing with the discounted secretary problem, the problem studied in this work need to address the challenges caused by the non-truthfulness of all users. i.e., we need to design a strategy-proof mechanism satisfying IR, IC, computational efficiency and bounded competitive ratios. The revenue (or benefit) gained in the mechanism for our setting is defined differently. Namely, the benefit is not the value of the buyer, but the price that the buyer pays. Consequently, we need to develop some new ideas for designing the selection and payment rules. Another closely related work is by Hajiaoghayi et al. [53], which presented a 4-competitive strategyproof online auction, with respect to offline Vickrey auction for revenue, but without considering discount factors. Their mechanism is as follows: observe the first $1/2$ fraction of bids and record the largest price among them as $v_{max}$ then select the first one from the remaining bids who reports the price larger than $v_{max}$ and ask him to pay at the price $v_{max}$. The probability of second-largest one appearing at the first $1/2$ fraction is $1/2$, and the probability that the largest one appearing at the last $1/2$ fraction is $1/2$. Hence, with probability of $1/4$ the mechanism chooses the largest one and pay at the second-largest price. Thus achieve 4-competitive ratio. However, when considering the discount function $d(t)$, each bidder’s true valuation is changing and thus the existing mechanism may result in an arbitrarily large competitive ratio.

**Key idea**: To tackle these challenges, we propose the following Randomized-Select Mechanism $(\mathcal{M}_R)$. Intuitively, the smaller the discount value, the lower the probability to get a large reported price. As a consequence, the probability that we choose from the bidders at the time with larger $d(t)$ should be higher. Inspired by the work [55], we divide the values of $d(t)$ into multiple classes, where each class has similar discount values, say bounded by $B > 1$ of each other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we divide each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within other.

### Randomized-Select Mechanism $(\mathcal{M}_R)$

**Algorithm 1**: Randomized-Select Mechanism $\mathcal{M}_R$

**Input**: report price vector $r$; discount function $d(t)$; time horizon $T$; arrival rate $\lambda$

**Output**: winner determination $y$; payment $p$

1. $c^* \leftarrow$ Choose a class from the reserved class set $C$ (as in Eq. (17)) uniformly at random, where $c^*$ called

2. $n_{c^*} = \lambda \cdot |T_{c^*}|$; $t \leftarrow$ current time; $j^* = 0$;

3. Calculate $T_{c^*}$ according to Equation (15) and (16);

4. while $t \in [0, T]$ do

   5. Update $r$ when receiving the $j$-th reported price $r_j$;

   6. while $t \in T_{c^*}$ do

      7. $(\text{winner}, \text{payment}, j^*) \leftarrow \mathcal{M}_O(r, n_{c^*}, j^*)$;

      8. Let $r_{c^*}^j = \max\{r_j \mid 1 \leq j \leq j^*\}$;

      9. while $t \in T_{c^*} > j$ and no winner selected do

         10. if the $j$-th buyer arrives and $r_j \geq r_{c^*}^j$, then

            11. Select this buyer as $\text{winner} (= j)$, and charge this buyer at payment $r_{c^*}^j$;

         12. $j^* = j$, record the total number of observed price at $t$;

     13. $y_{\text{winner}} = 1$; $p_{\text{winner}} = \text{payment}$;

14. Update and Return $y, p$;

5. While $t \in [0, T]$, due to their minor contribution to the expected second-largest reported price. We uniformly and randomly select a class or carefully select a class (denote as $c^*$) from the reserved classes, and conduct a two-stage observing-selecting process.

The revenue (or benefit) gained in the mechanism for our setting is defined differently. Namely, the benefit is not the value of the buyer, but the price that the buyer pays. Consequently, we need to develop some new ideas for designing the selection and payment rules.另一个 closely related work is by Hajiaoghayi et al. [53], which presented a 4-competitive strategyproof online auction, with respect to offline Vickrey auction for revenue, but without considering discount factors. Their mechanism is as follows: observe the first 1/2 fraction of bids and record the largest price among them as $v_{max}$ then select the first one from the remaining bids who reports the price larger than $v_{max}$ and ask him to pay at the price $v_{max}$. The probability of second-largest one appearing at the first 1/2 fraction is 1/2, and the probability that the largest one appearing at the last 1/2 fraction is 1/2. Hence, with probability of 1/4 the mechanism chooses the largest one and pay at the second-largest price. Thus achieve 4-competitive ratio. However, when considering the discount function $d(t)$, each bidder’s true valuation is changing and thus the existing mechanism may result in an arbitrarily large competitive ratio.

**Key idea**: To tackle these challenges, we propose the following Randomized-Select Mechanism $(\mathcal{M}_R)$. Intuitively, the smaller the discount value, the lower the probability to get a large reported price. As a consequence, the probability that we choose from the bidders at the time with larger $d(t)$ should be higher. Inspired by the work [55], we divide the values of $d(t)$ into multiple classes, where each class has similar discount values, say bounded by $B > 1$ of each other. Then we treat each class as a sub-instance having the same discount value by ignoring the discounts within this class. Then we drop those classes with significantly small values of $d(t)$, due to their minor contribution to the expected second-largest reported price. We uniformly and randomly select a class or carefully select a class (denote as $c^*$) from the reserved classes, and conduct a two-stage observing-selecting process.

**Randomized-Select Mechanism $(\mathcal{M}_R)$**: let $d_{max}$ be the maximum discount value and we set $d_{max} = 1$ without loss of generality. The details of $\mathcal{M}_R$ is shown in Algorithm 1.

We first divide the values of $d(t)$ into multiple classes, numbered as 1, 2, 3, \ldots. For any class with ID $c \geq 1$, let $d_c = B^{-c-1}$ for some constant $B > 1$, and the interval indicating the $c$-th discount class, for $c \geq 1$, is denoted as:

$$I_c = (B^{-c}, B^{-c-1}) = (d_{c+1}, d_c)$$

(15)

And the corresponding time interval whose discount value belongs to class $I_c$ is calculated by:

$$T_c = \{t : d(t) \in I_c\}$$

(16)

When $d(t)$ is monotone, $T_c$ will be a continuous time interval. Notice that in our mechanism design, we assume that the discounting function is non-increasing and
choose $B = 2$. Let $t(d)$ be the inverse function of the discount function $d(t)$, and $t_c = t(d_c)$. Then the time-intervals $T_c$ partitioned are continuous and in sequel, i.e., $T_c = [t(d_c), t(d_{c+1})) = [t_c, t_{c+1})$ for $c \geq 1$. In this work, we assume that the users arrive by a uniform random process or the Poisson process with an arrival rate $\lambda > 0$. We assume that $\lambda$ is not too small, i.e., the number of arrived users in each reserved class is at least some constant. Let $n_c$ be the expected total number of buyers appearing in $T_c$ time interval.

Assumption 3 (Dense Arrival Users). Assume that all buyers arrive by a Poisson process (or uniform random) and the number of arrived users, denoted as $n_c$, in each discount class $c$ satisfies $n_c \geq 2$.

Observe that here when $B$ is small, the aforementioned assumption may not hold. In our mechanism design, we only focus on the case when we can carefully choose a large enough constant $B$ such that the aforementioned assumption of dense arrival of users holds. In other words, we assume that the function $d(t)$ has bounded derivatives, i.e., $-\delta_2 \leq d'(t) \leq -\delta_1$ for some positive constant $\delta_1 > 0$ and $\delta_2 > 0$.

As the initial valuations are random, it is impossible to find the interval $T_c$ to which the potential maximum bid $a_d(t_d)$ belongs. One approach is to choose a class from the reserved class set $\mathcal{C}$ (as in Equation (17)) by some carefully designed strategy (or uniformly at random), where the selected class $c^*$ is called Star-Class hereafter.

$$\mathcal{C} = \{1, 2, 3, \ldots, \hat{c}\}$$

(17)

Here $\hat{c}$ is of order $\Theta(\log n + \log \frac{n}{\lambda})$ and the more detailed bound will be computed as in Eq. [18]. Here $v_1$ is the maximum initial valuation observed in observation phase, and $v_2$ is the second-largest initial valuation. In most cases, we can assume that $\log \frac{v_2}{v_1} = O(\log n)$. For example, this assumption holds when $\frac{v_2}{v_1} = O(n^k)$ for some constant $k > 0$. The reason we only focus on the reserved class set is that for other classes, the discount function values is too small (of order $O(1/n)$), thus with high probability, the bidding-price will be extremely small compared with the maximum bidding-price.

Next, we run the “Observe-then-Decide” mechanism $\mathcal{M}_O$ (as shown in Algorithm 2) in the Star-Class to decide the winner and payment. Notice that the $j$-th arrived buyer’s initial valuation is $\frac{v_1(j)}{d(t_j)}$. In the mechanism $\mathcal{M}_O$, we will ignore the discount values for the moment as the discount values of all users in this discount-class is within a constant $B$ factor of each other. The mechanism $\mathcal{M}_O$ mainly is composed of two phases:

- **Observation phase** (line 4-7): in this class, we observe the first $1/2$ fraction of buyers, and record the largest initial valuation among them as $v_1(1)(c^*)$. For simplicity of notations, we often abbreviate $v_1(1)(c^*)$ as $v_1(1)$ if no confusion causes. To prevent users from delaying arrival, we select each arrived user as winner with a probability $\frac{1}{\frac{n_c}{2} \cdot t}$ and charge him at $0$. If no one is selected in this phase, we continue to the next phase; or we return the winner and the payment for this winner.

- **Decision phase** (line 8-11): select the first one (denote his arrival time as $t_j$) from the remaining buyers whose initial valuation is larger than $v_1(1)$ and charge him at $v_1(1) \cdot d(t_j)$. Although we assume that no two buyers arrive at the same time, we need to make clear that how we do when there are multiple buyers delayed their arrivals which result in receiving multiple report prices at the same time.

- In the Observation phase, when receiving multiple bids at the same time, we select the highest one as winner with probability $\frac{1}{\frac{n_c}{2} \cdot t}$ and charge him at $0$.

- In the Selection phase, 1) if $\mathcal{M}_O$ has just observed $(x + 1) - m$ bids when receiving $m$ bids simultaneously, let the highest bid be the $(x + 1)$-th one, and the others are considered as appearing at the Observation phase; 2) if $\mathcal{M}_O$ has just observed $j - 1$ bids when receiving $m$ bids at $t_j$, then let the highest bid be the $j$-th one.

Finally, if no winner is selected by $\mathcal{M}_O$, we select the winner from $T_{c+\hat{c}}$ whose reported price is larger than the previously observed ones (line 8-12 in Algorithm 1). Notice that initially, $y = p = \{0, 0, \ldots, 0\}$.

### 5.2 Analysis of Random-Selection Mechanism $\mathcal{M}_R$

In this subsection, we analyze the truthfulness and competitive ratio of the mechanism $\mathcal{M}_R$ respectively in Theorem 15 and 21.

#### 5.2.1 Mechanism $\mathcal{M}_R$ is Truthful

Before we detail our proof, we introduce the following lemma [68].

**Lemma 14.** An auction is value truthful iff it is equivalent to a bid-independent auction if it is a single parameter game.

However, the game studied in this work is a multiple-parameter game where an agent (each potential buyer) can manipulate his reported discounted valuation, and his arrival time.
Theorem 15. If the discount function \(d(t)\) is non-increasing, and is a non-increasing buyer density function, then the mechanism \(\mathcal{M}_R\) is truthful.

**Proof.** There are three possible strategies for the users to improve their utility: 1) just changing his reported valuation, 2) just delaying his arrival, and 3) both delaying his arrival and changing his valuation. We need to prove that it is both value-truthful and sem-time-truthful for all three cases. Notice that the star-class is chosen randomly, thus, a user cannot affect the probability whether he is in the star-class or not. Recall that there are two possible ways to select a user: in the observation phase, and in the decision phase.

**First Case:** the user does not delay his arrival, but may change his reported valuation. It is easy to see that \(\mathcal{M}_R\) is a bid independent auction. In the observation phase, each user observed will be selected with a probability and charged a payment \(0\), which are bid-independent. In the decision phase, it is just a simple variation of the online reserved price auction. It is thus truthful in this phase. Thus, it is value-truthful, i.e., the buyer’s utility cannot be improved by bidding untruthfully.

**Second Case:** the user delays his arrival, but does not manipulate his reported valuation for better profit. Then we show that a user cannot improve its utility by simply delaying his arrival. To prevent the buyers from delaying the arrival, in our mechanism, we applied two random procedures: 1) the Star-Class \(c^*\) is chosen randomly at uniform and 2) for the buyers who appear at the observation phase of the Star-Class, we randomly choose one as the winner and gets a positive utility, which we will show that is larger than the utility by delaying arrival time.

**Case 2.1**, the buyers have no incentives to delay their arrival to another class. As the buyers arrive in a random order, each buyer has the equal possibility to appear at the randomly selected Star-Class. Recall that the discount function is non-increasing, the Star-class is then from the first \(\hat{c}\) time-intervals. A buyer delaying his arrival may end-up in the discarded classes and thus loses the chance to be selected eventually. Then delaying arrival will not increase the probability chosen in the star-class.

**Case 2.2**, the buyers who appear at the Star-Class \(c^*\) have no incentives to delay their arrival to another time instance in \(T_{c^*}\) (within the same Star-Class). Recall that we have \(x = \lfloor \eta_{c^*}/2 \rfloor \) in \(\mathcal{M}_O\) as the divide line between the Observation and Decision phase. There are three subcases here: 1) from being at Observation-phase to being at Observation-phase; 2) from being at Observation-phase to being at Decision-phase; 3) from being at Decision-phase to being at Decision-phase. We will prove that the buyers cannot improve his utility by delaying his arrival to another time instance that belongs to the same class by the following three subcases:

**Subcase 1:** For each buyer \(1 \leq j \leq x\) who appears at the observation phase, \(\mathcal{M}_O\) selects the \(j\)-th buyer as winner with the same probability \(p_x = \frac{1}{2x}\). Clearly a buyer cannot improve his winning probability by delaying his arrival to the next time instance in the observation phase. Note that when receiving multiple bids at the same time, the Mechanism selects the highest one as winner with probability \(\frac{1}{2x}\). Actually it will have a smaller chance to be the winner by delaying his arrival.

The reason is that the mechanism will only select one winner, and process all arrived users in the order of arrival. Later arrived users need to compete with earlier arrived buyers.

**Subcase 2:** In the decision phase, when the buyer delays his true arrival time, it may lose the chance to be selected as the winner while cannot reduce its payment. Thus, users in the decision phase has no incentives to delay. Again, delaying the arrival time actually results a smaller probability of being selected as the final winner of the game.

**Subcase 3:** The buyers who appear at the Observation phase delayed into the Decision phase, we need to show that the expected utility gained in the decision phase is no larger than that from the observation phase. Notice that when a user \(j\) were at the observation phase, its expected utility is \(\frac{1}{x+1}r_j\) as its payment at this stage is \(0\). When it delays its arrival from observation-phase to the decision phase, the probability that it will be accepted as the winner is no more than \(\frac{1}{x+1}\) (the probability is maximum when it is the first element of the decision phase and it is the largest element among all elements in observation phase and all elements in the decision phase observed so far). Thus, the expected utility at the decision phase is at most \(\frac{1}{x+1}(r_j - r_{o}^*)\) where \(r_{o}^* > 0\) is the maximum observed reported price at the observation phase of the Star-Class. This is clearly less than the expected utility from the observation phase.

**Case 2.3** We then analyze the case when a user \(j\) delays his arrival from the observation phase in one class \(c_t\) to the observation phase of another later class \(c_{i_j}\) with \(i_j > i_t\). Notice that the expected utility at the observation-phase of \(c_t\) is \(\frac{1}{x+1}r_j = a_j\frac{1}{x+1}d(t_{j1})\), and the expected utility at the observation-phase of \(c_{i_j}\) is \(\frac{1}{x+2}r_j = a_j\frac{1}{x+2}d(t_{j2})\). Here \(x\) and \(x_2\) are the number of users at these observation phases respectively, and \(t_{jk}\) \((k = 1, 2)\) are some time-instances of the observation phase of the discount class \(c_{i_k}\). Recall that we assume the buyers arrive follow a Poisson process, the value \(x_k\) is proportional to the time-duration of the discount class \(i_k\). Let \(x_k\) be the maximum discount value of the discount class \(c_{i_k}\). Then as the discount function is non-increasing, we know that the length of the time interval \(T_{i_k}\) (corresponding to the discount class \(c_{i_k}\)) is \(t(d_{i_k}/2) - t(d_{i_k})\). Here \(t(d)\) is the inverse function of \(d(t)\). Assume that the number of users in a time-interval is proportional to its duration. A sufficient condition for preventing a user from delaying his arrival from the observation phase in one class \(c_t\) to the observation phase of another later class \(c_{i_j}\) with \(i_j > i_t\) is then \(a_j\frac{1}{x+1}d(t_{j1}) \geq a_j\frac{1}{x+2}d(t_{j2})\). Then a sufficient condition is

\[
\frac{d(t_{j1})}{1 + (t(d_{j1}/2) - t(d_{j1}))} \geq \frac{d(t_{j2})}{1 + (t(d_{j2}/2) - t(d_{j2}))}
\]

Here the time \(t_{i_k}\) is some time-instance during the time-interval \(T_{i_k} = [t(d_{i_k}), t(d_{i_k}/2)]\) when the user arrived online. This sufficient condition is easily satisfied when the discount function is non-increasing, and non-decreasing density function.

1. By combing the aforementioned analysis and the delaying within the star-class, we can show that a user has no
incentives to delay his arrival from the observation phase in one class \(c_1\) to the decision phase of another later class \(c_2\) with \(i_2 > i_1\).

**Third Case:** We then show that a buyer cannot improve his utility by delaying its arrival and changing his reported valuation. The proof is a simple combination of the proofs for the first two cases. We omit the details here.

Moreover, every buyer has a chance to be the winner and the payment is always no more than its valuation. In summary, the mechanism \(\mathcal{M}_R\) is truthful and satisfies IR and CS.

To further prevent a user from manipulating his arrival time or reported bidding-price, in our mechanism we could add the following design without affecting the competitive ratio and truthfulness of the mechanism: 1) the duration of the observation phase is randomly chosen with carefully selected probability, 2) the boundaries of the intervals are randomly selected within a small perturbation of the fixed interval boundary. Then the agent cannot know the exact boundaries of the intervals and whether it is in the observation phase or selection phase. It would be difficult for the user to decide whether to delay its arrival to increase its expected revenue.

### 5.2.2 Competitive Ratio of Mechanism \(\mathcal{M}_R\)

Recall that in Section 4 we have proved that no mechanism satisfying IR and IC properties is able to obtain a bounded competitive ratio without any restrictions on \(d(t)\), see Theorem 8 for details. Especially, there is a worst case (see Eq. 9) such that: 1) there is no constant \(B > 1\) such that \(n_1 \geq 1\) according to our Discounts Division Algorithm; 2) the rest of the \(n - 1\) buyers have extremely small discount value. In such case, no mechanism will have a bounded competitive ratio. Here, we relax some restrictions on \(d(t)\) such that we can explore possible competitive mechanisms.

**Assumption 4.** There exists a constant \(B > 1\) such that \(n_1 \geq 2\).

We then analyze the competitive ratio of the mechanism \(\mathcal{M}_R\) and use the well-known offline truthful Vickrey auction \(\mathcal{M}_V\) as the baseline for comparison. Let \(\eta = \max\left[\frac{1}{n_2}, \frac{1}{n_1} \mid c \in [1, \hat{c}]\right]\). Assume that there is a constant \(B > 1\) such that all discount classes have comparative number of buyers, that is \(\frac{1}{\eta} \leq \frac{n}{n_1} \leq \eta\), where \(c \in [1, \hat{c}]\) and \(\eta > 1\) is a constant.

In the rest of the section, we will prove that the mechanism \(\mathcal{M}_R\) is \(O(\eta \log^2 n)\)-competitive, i.e., \(\frac{E_{[\mathcal{M}_R]} - E_{[\mathcal{M}_V]}}{E_{[\mathcal{M}_V]}} \leq O(\eta \log^2 n)\). Here \(\eta = \max\frac{n}{n_2}, n_1\), and \(n_1\) is the number of users in the \(i\)-th discount class. The proof of this result is composed of following lemmas and theorems. Given the reported prices \(r = (r_1, r_2, \ldots, r_n)\) in sequence, the Vickrey mechanism \(\mathcal{M}_V\) always selects the highest bidder but charges the second-highest bid. Thus we have \(E_{[\mathcal{M}_V]} = E_{[r(2)]}\), where \(r(2)\) is the second-largest reported price among all potential buyers. That is, the expected revenue achieved by mechanism \(\mathcal{M}_V\) is the expected value the second-largest reported price.

To prove Theorem 8, we first show that the globally second-largest expected report price \(r(2)\) gets most of its value from top \(O(\log n)\) classes (see proof in Eq. 10). Then we prove that at each reserved class \(c \in C\), \(\mathcal{M}_R\) has \(O(\log^2 n)\)-competitive ratio with respect to the expected value of the second-largest reported price achieved in class \(c\) in Lemma 19. Recall that the number of reserved classes is \(\hat{c} = 4 \log B n + 3 + \log B \frac{v_1}{v_2}\) (18)

if we partition the discount function to a sequence of intervals such that the discount values in each interval is within a factor \(B\) of each other.

First we show that the expected revenue received from classes other than the reserved discount-classes is at most a constant fraction of the optimum. Thus, focusing on the first \(\hat{c}\) discount classes, i.e., reserved classes, will not impact the order of the competitive ratio.

**Lemma 16.** \(\sum_{c \geq \hat{c}+1} E_{c}[r(2)] < \frac{E_{[r(2)]}}{\eta}, \text{ where } B > 1\) is some constant used to partition the discount classes.

Proof. As a general extension, we divide the discount values into different classes as \([B^{(c-1)} d_{\text{max}}, B^{-c} d_{\text{max}}]\), where integer \(c \geq 1\), and \(B > 1\) is any constant. Notice that in our designed mechanism \(B = 2\). Let \(V = \{v_1, v_2, v_3, \ldots, v_i, v_{i+1}, \ldots, v_n\}\) be the set of initial valuations of \(n\) buyers with \(v_i \geq v_{i+1}\). Then \(v_j\) is the \(j\)-th largest values in the set \(V\). As the adversary is arrival-sequence adaptive online, given \(n\) arrival time sequence \(T = \{t_1, t_2, \ldots, t_n\}\) with \(t_i < t_{i+1}\) chosen by the Poisson process, the adversary will map \(T\) to one of the possible \(n\) ! permutations \(\Pi\) of \(V\). Let \(\pi \in \Pi\) be a mapped permutation used by the adversary. Let \(n_k\) be the number of time-instance \(t_k\) from the \(c\)-th time-interval \(T_c\), corresponding to the \(c\)-th discount class. Recall that in our design, we assumed that \(n_c \geq 2\) for any \(1 \leq c \leq \hat{c}\). We define two events as follows:

- **Event \(X_{j,c}\):** We let \(X_{j,c}\) be the event that \(v_j\) appears at some time \(t_k\) from the \(c\)-th time interval \(T_c\) (i.e., \(\pi(k) = j\)), and \(v_j d(t_k)\) is the second-largest reported price \(r(2)\) among all reported prices globally. Denote the probability that this event \(X_{j,c}\) happens as \(P_{j,c}\).

- **Event \(Y_{j,c}\):** We let \(Y_{j,c}\) be the event that \(v_j\) appears at some time \(t_k\) from the \(c\)-th time interval \(T_c\) (i.e., \(\pi(k) = j\)), and \(v_j d(t_k)\) is the largest reported price \(r(1)\) among all reported prices globally.

For the event \(X_{j,c}\), as \(d(t_q)v_{\pi(q)}\) is the second-largest reported price, assume that \(d(t_q)v_{\pi(q)}\) is the largest reported price for some time-instance \(t_q\). Then by considering all possible \(q\), \(Pr(X_{j,c})\) can be computed as \(Pr(\pi(k) = j) \cdot Pr\left(\cup_{q=1, q \neq k} d(t_q)v_j \leq d(t_q)v_{\pi(q)} \land \bigwedge_{l=1, l \neq q, j} d(t_k)v_j \geq d(t_k)v_{\pi(l)} \right)\)

where \(v_{\pi(l)}\) is the initial valuation of the buyer who appears at time \(t_l\) from a \(c\)-th discount class.

For the event \(Y_{j,c}\), its probability \(Pr(Y_{j,c})\) can be computed as

\[
Pr(\pi(k) = j) \cdot \prod_{l=1, l \neq j} Pr\left(d(t_q)v_j \geq d(t_l)v_{\pi(l)}\right), \forall l \in [1, n]
\]

Let \(E_{c}[r(2)]\) denote the expected value of second-largest price that is obtained from the \(c\)-th class (i.e., \(r(2)\) appears at class \(c\)). Here the expectation is taken over all possible permutations of \(\Pi\), while the arrival times \(T\), the initial valuations \(V\), and the discount functions \(d(t)\) (thus all discount
classes) are given. Note that \( E[r_{(2)}] = \sum_{c=1}^{n} E_c[r_{(2)}] \) as there are at most \( n \) discount classes that contain users. Then

\[
E_c[r_{(2)}] = \sum_{j=1}^{n} \Pr(X_{j,c})v_j d(t_k) \geq \sum_{j=1}^{n} \Pr(X_{j,c})v_j \cdot \frac{d_{\max}}{B^c}
\]

as \( \frac{d_{\max}}{B^c} \leq d(t_k) \leq \frac{d_{\max}}{B^c} \) for a time-slot \( t_k \) from the \( c \)-th discount class. Recall that \( d_c = \frac{d_{\max}}{B^c} \) is the maximum discount values at the reserved-class \( c \).

Consider the second largest initial value \( v_2 \) from \( V \), we give a lower bound on the probability \( \Pr(X_{2,c}) \). When \( c = 1 \), one case for the event \( X_{2,c} \) to happen is when \( v_2 \) is mapped to the time \( t_2 \) in the time interval \( T_1 \), and \( v_1 \) is mapped to the time instance \( t_1 \). Then \( \Pr(X_{2,1}) \geq (\frac{n-2}{n})^\frac{1}{c} \geq 1/n^2 \). Then the expected revenue (i.e., the expected value of the globally second largest reported price) by the Vickrey auction is

\[
E[r_{(2)}] > E_1[r_{(2)}] > \frac{d_{\max}}{Bn^2}v_2 \quad (19)
\]

We then prove some upper bound on the expected value of \( E_c[r_{(2)}] \).

\[
E_c[r_{(2)}] = \sum_{t_k \in C_e} \left( \frac{d(t_k)}{d_{\max}} n \sum_{j=1}^{n} (v_j \cdot \Pr(X_{j,c})) \right) \leq \sum_{t_k \in C_e} B^{-c} \frac{d_{\max} v_1}{n^2 B(1 - 1/B)} \quad (20)
\]

\[
\leq B^{-c} \frac{d_{\max} v_1}{n^2 B(1 - 1/B)} \quad (21)
\]

From (20), we obtain the following inequality:

\[
\sum_{c \geq \hat{c} + 1} E_c[r_{(2)}] < \frac{B^{-c}n^2 d_{\max} v_1}{n^2 B^2(1 - 1/B)} \quad (22)
\]

By combining Eq. (19), (21) and (22), we finish the proof of the lemma.

This directly implies that the expected revenue takes more than half of its value from the top \( \hat{c} \) discount classes, if \( B \geq 2 \). Furthermore, we have the following theorem

**Theorem 17.** By assuming \( \frac{d_{\max}}{B^c} \leq n^k \) for some number \( k > 0 \), then more than half of \( E[r_{(2)}] \) is from the top \( O(\log n) \) discount classes, i.e.,

\[
\sum_{c=1}^{\hat{c}} E_c[r_{(2)}] = E[r_{(2)}] - \sum_{c \geq \hat{c} + 1} E_c[r_{(2)}] > E[r_{(2)}]/2 \quad (23)
\]

Recall that we consider the arrival-sequence adaptive online adversary. Let \( \Pi \) be the set of \( n! \) permutations and \( \Pi' \) denote the arrival sequence set (permutations) that the second-largest reported price \( r_{(2)} \) appears at the top \( \hat{c} \) classes. Let \( M(\pi) \) (or \( M(\Pi') \)) denote \( M \)'s total expected revenue achieved from the arrival sequence defined by mapping \( \pi \) (or the sequence set \( \Pi' \)). Then we have:

\[
M(\Pi') = \sum_{c=1}^{\hat{c}} E_c[r_{(2)}] = \frac{1}{|\Pi'|} \sum_{\pi \in \Pi'} r_{(2)}(\pi) > E[r_{(2)}]/2
\]

This directly implies the following lemma:

**Lemma 18.** \( M_V(\Pi') > M_V(\Pi)/2 \).

Since \( M_R \) discards the classes whose ids are larger than \( \hat{c} \), we have \( M_R(\Pi) \geq M_R(\Pi') \). In the following, we focus on the performance of \( M_R \) on the sequence set \( \Pi' \).

**Lemma 19.** \( M_R(\Pi') \geq M_v(\Pi') \).

**Proof.** Given the set \( V \) of valuations for all \( n \) buyers, the discount function \( d(t) \), and the constant \( B \) to partition the discount values into discount classes, we discuss the performance of a mechanism in the following five complementary sets of permutations:

1. \( \Pi_0 \): the sequence set that both \( r(2) \) and \( r(1) \) appear at the top \( \hat{c} \) but different classes;
2. \( \Pi_1 \): the sequence set that \( r(2) \) appears at the top \( \hat{c} \) classes and \( r(1) \) appear at the same class with \( r(2) \);
3. \( \Pi_2 \): the sequence set that \( r(2) \) appears at the top \( \hat{c} \) classes while \( r(1) \) at some class whose id is larger than \( \hat{c} \);
4. \( \Pi_3 \): the sequence set that both \( r(2) \) and \( r(1) \) are at some classes whose id are larger than \( \hat{c} \);
5. \( \Pi_4 \): the sequence set that \( r(1) \) appears in the first \( \hat{c} \) classes, and \( r(2) \) is at some class whose id is larger than \( \hat{c} \).

Clearly, we have \( \Pi' = \Pi_0 \cup \Pi_1 \cup \Pi_2 \).

To prove this lemma, we first introduce the following claims. Let \( n_c \) denote the \( c \)-th largest class in terms of the number of buyers. Assume there are at least \( 2 \) buyers for each reserved class \( c \), i.e., \( n_c \geq 2 \), \( \forall c \in C \). Moreover, we assume that each class has a comparative number of buyers, i.e., we have \( \frac{n_c}{n} \leq \eta_c \) for any class \( c \leq \hat{c} \), where \( \eta > 1 \) is a constant. For any subset of permutations \( \Pi \), let \( r_{(2)}(\Pi) = \sum_{\pi \in \Pi} r_{(2)}(\pi) \). Here \( r_{(2)}(\pi) \) denotes the second largest reported price in a reported-price sequence defined by the mapping \( \pi \).

Then we have the following claim:

**Claim 1.** If \( \eta \) is a bounded value, then \( r_{(2)}(\Pi_1) \geq \frac{1}{\eta^2} r_{(2)}(\Pi_0) \).

**Proof Sketch:** For any sequence \( \pi \) in \( \Pi_0 \), there is always a sequence \( \pi' \) from \( \Pi_1 \) with the following properties: 1) \( r(1)(\pi') \geq r(1)(\pi) \) and 2) \( r(2)(\pi') \geq r(2)(\pi) \). Moreover, for each \( \pi' \in \Pi_1 \), there is at most \( \eta \) sequences \( \pi \) in \( \Pi_0 \) that can be mapped from. Thus, we have \( r_{(2)}(\Pi_1) \geq \frac{1}{\eta^2} r_{(2)}(\Pi_0) \).

**Proof.** Let \( \Pi_{0,1} \) denote the subset of \( \Pi_0 \) where \( r_{(2)} \)’s class id is smaller than \( r(1) \)'s; and \( \Pi_{0,2} = \Pi_0 \setminus \Pi_{0,1} \) denote the sequence set where \( r_{(2)} \)’s class id is larger than \( r(1) \)'s. For simplicity, we use \( d_k(\pi) \) to denote the class id of \( r_{(2)} \) in sequence \( \pi \), and \( r_{(j)}(\pi) \) to denote the \( j \)-th largest price in \( \pi \).

For each \( \pi \in \Pi_0 \), let \( v_0 \) denote the largest reported price \( r_{(1)} \)'s corresponding buyer’s arrival time, and his initial valuation \( v(0) \) is the \( y \)-th largest one in \( V = \{v_1, v_2, \ldots, v_n\} \). Similarly, \( v_{(1)} \) denotes the \( (y-1) \)-th largest buyer’s arrival time, and his initial valuation \( v_{(0)} \) is the \( z \)-th largest one among all initial valuations. Formally, we have:

\[
\begin{align*}
\{r_{(1)} = v_{(0)} \cdot d(t_q) \quad (v_{(0)} \cdot d(t_q)) \quad (v_{(0)} \cdot d(t_p)) \quad (v_{(0)} \cdot d(t_p))
\end{align*}
\]

For any permutation sequence \( \pi \in \Pi_{0,1} \) or \( \Pi_{0,2} \), we show that there is always a sequence \( \pi' \) from \( \Pi_1 \) with
following properties: 1) $r_{(1)}(π') \geq r_{(1)}(π)$ and 2) $r_{(2)}(π') \geq r_{(2)}(π)$. We prove this separately for $Π^{2,1}_0$ and $Π^{1,2}_0$.

**Case 1** For each $π \in Π^{2,1}_0$, there is a $π' \in Π_1$ that satisfies that $r_{(1)}(π')$ and $r_{(2)}(π')$ are from the same discount class. We consider the discount class $c(2)(π)$ from which the second-largest reported price $r_{(2)}(π')$ produces. Recall that there are at least two time-instances in this class with users arrive, i.e., $n, c(2)(π) \geq 2$, where one time-instance produces the second-largest reported price $r_{(2)}(π)$. Let $t_j$ be any other time-instance from this discount class. We can define a new mapping $π'$ by swapping the values at time $t_j$ and time $t_i$. In other words, we swap the values $v_{π(q)}$ with $v_{π(j)}$. For all other time-instances, $π$ and $π'$ are same.

$$
\begin{align*}
π'(t_j) &= π(t_q) = v_y \\
π'(t_q) &= π(t_j) \\
π'(t_i) &= π(t_i), \text{ for all } t_i \neq t_j, t_q
\end{align*}
$$

where $t_j \in T_{c(2)(π)}$. Since $t_j \in T_{c(2)(π)}$ and $t_q \in T_{c(2)(π)}$, we have $d(t_q) \leq d(t_j)$. Thus, $v_y d(t_j) \geq v_y d(t_q)$. The newly reported prices at the time-instance $t_q$ in sequence $π'$ will be $v_{π'(t_q)} d(t_q) = v_y d(t_q) \leq v_y d(t_j)$. Recall that for all other reported prices, the values in $π$ and $π'$ are the same. Thus, we have $r_{(1)}(π') = v_y d(t_j) \geq r_{(1)}(π)$ and $r_{(2)}(π') = r_{(2)}(π)$. Values of $r_{(1)}(π')$ and $r_{(2)}(π')$ now come from the same discount class in $π'$. 

**Case 2** For each $π \in Π^{1,2}_0$, in this case, we find a time-instance $t_j$ from the class $c(1)(π)$, where $t_j \neq t_q$. Then we exchange the mapping between $t_j$ and $t_q$ from the mapping $π$ to produce another mapping $π'$. Thus, the new mapping $π' \in Π_1$ is defined as

$$
\begin{align*}
π'(t_j) &= π(t_p) = v_z \\
π'(t_p) &= π(t_j) \\
π'(t_i) &= π(t_i), \text{ for all } t_i \neq t_j, t_p
\end{align*}
$$

where $t_j \in T_{c(1)(π)}$. Since $t_j \in T_{c(1)(π)}$ and $t_p \in T_{c(1)(π)}$, we have $d(t_p) \leq d(t_j)$. Thus, $v_z d(t_p) \leq v_z d(t_j)$. Finally, we have $r_{(1)}(π') \geq r_{(1)}(π)$ and $r_{(2)}(π') \geq r_{(2)}(π)$. Notice that it is possible that in the new mapping $π'$, the value $r_{(1)}(π)$ is less than the value $v_z d(t_j)$. Thus, we have a new $r_{(1)}$ in the mapping $π'$. 

Observe that, for each mapping $π$ in $Π_0$ and the corresponding mapping $π'$ from $Π_1$ produced by our proof, we have $r_{(1)}(π') \geq r_{(1)}(π)$ and $r_{(2)}(π') \geq r_{(2)}(π)$. Notice that it is possible that a number of permutation sequence $π$ from $Π_0$ could be mapped to the same sequence $π'$ from the set $Π_1$. For each $π'$, we need to reduce the number of to-be-mapped permutations $π$. To do so, for each $π \in Π^{2,1}_0$, assume that $r_{(2)}(π) = r_{(2)}(π)$ is from the $g$-th time-slot in the discount class. Then we swap this arrival with the $g/n$-th time-slot in the discount class where $r_{(1)}(π)$ lies. As $n_i/n_j \leq η$ for any discount class $i$ and $j$, $|g/n|$ is a valid time-slot. Similar argument holds for each $π \in Π^{1,2}_0$. Then for each $π'$ from $Π_1$, there are at most $|g| - c$ permutations $π$ from $Π_0$ that can be mapped to $π'$ by our design. Thus, $r_{(2)}(Π_1) = \frac{1}{n} \cdot r_{(2)}(Π_0)$. This finishes the proof of this claim. 

To prove a competitive ratio bound on $M_R$, we then compare the value of $r_{(2)}(Π_2)$ with $r_{(2)}(Π_0)$ and $r_{(2)}(Π_1)$. When given the discount function $d(\cdot)$, let $Π^{2,1}_2$ be the set of all permutations where the user with the $i$-th largest initial valuation $v_i$ appearing at the time $t_i$, i.e., the user is the $i$-th arrived user; and the value $r_1 = v_i \cdot d(t_i)$ is the second largest reported price among $n$ users. We use $Π' \ni$ to denote all permutations $π$ where $v_i$ arrived at some time-slot and results in the second largest reported price. Then clearly, $Π = \bigcup_{i=1}^{n} \bigcup_{i=1}^{n} Π^{2,1}_i = \bigcup_{i=1}^{n} Π'$, which are all $n!$ possible permutations. Let $Π^{2,1}_0 = Π_0 \cap Π^{2,1}_i$, $Π^{2,1}_1 = Π_1 \cap Π^{2,1}_i$, and $Π^{2,1}_2 = Π_2 \cap Π^{2,1}_i$. Similarly, we define $Π_0$, $Π_1$, and $Π_2$. Let $||Π^{2,1}_i||$ be the cardinality of the set $||Π^{2,1}_i||$. Then we have

$$
r_{(2)}(Π_2) = \frac{n}{\sum_{i=1}^{n} \sum_{j \in \text{top } c \text{ classes}} v_i \cdot d(t_j)) ||Π^{2,1}_i||. \tag{26}
$$

**Claim 2.** If $\frac{n}{\sum_{i=1}^{n} v_i} \leq \eta$ for some number $k > 0$, then we have

$$
r_{(2)}(Π_i) \leq (k + 4) \log n \cdot r_{(2)}(Π_1).
$$

**Proof.** Recall that we assumed that $v_1 \geq v_2 \geq v_3 \cdots \geq v_n$ and $\frac{n}{\sum_{i=1}^{n} v_i} \leq 1/n^k$ for some number $k > 0$. Then we partition all the values $v_i$ into two subsets: 1) $v_L = \{v_i \mid v_i \geq v_2/n^3\}$, and 2) $v_S = \{v_i \mid v_i < v_2/n^3\}$. 

We restrict our attention to all permutations from $Π_2$. For all users in the set $v_L$ (called users with “large” valuations), clearly, when user $i$ arrives at the time $t_i$ (belonging to some class $q$) and produces the second largest report price, then there is a user $j$ with the largest reported price and user $j$ appears at some time $t_j$ from a class $p$ after the class $c$. Then $v_j \leq v_i \leq n^k v_2 \leq n^{k+3} v_2$. On the other hand,

$$
v_j B^{-p+1} \geq v_j d(t_j) \geq v_i d(t_i) \geq v_i B^{-q}.
$$

Then $B^{p-1} \leq v_j/v_i \leq n^{k+3}$ implies that $p - q = (k + 3) \log n + 1$. In other words, the class $p$ producing the largest reported price, and the class $q$ that produces the second largest price is at most $(k + 3) \log n$ separated. For any permutation $π$ from $Π^{2,1}_i$, we can swap the element $v_i$ with some element from the $q$-th class. If then element $v_i$ is the $y$-th arrived user from the class $p$, then the new position of user $j$ is the $y/n$-th user from the $q$-th class. Obviously this mapping is a valid mapping as we assume that the number of users at the class $q$ is at least $1/|q|$ fraction of the number of users from the class $p$. We call this new permutation as $π'$. For this new permutation $π'$, the user $i$ still produces the second largest reported price as only the largest price increases. Then $π'$ now is in $Π^{2,1}_2$. For the aforementioned mapping from a permutation $π \in Π^{2,1}_i$ to a permutation $π' \in Π^{2,1}_j$, there are at most $(k + 3) \log n$ permutations $π$ produces the same permutation $π'$. Then $r_{(2)}(Π^{2,1}_i) \leq (k + 3) \log n \cdot r_{(2)}(Π^{2,1}_2)$. Then it is easy to show that the revenue produced by all users $v_i$ from $V_L$ is at most

$$
r_{(2)}(Π_2 \cap V_L) \leq (k + 3) \log n \cdot r_{(2)}(Π_1). \tag{27}
$$

Here we abuse the notation $Π_2 \cap V_L$ to denote the set of permutations from $Π_2$, each of these generates a second largest reported price by some element from $V_L$.

For users $v_i$ from the set $V_S$ (called users with “small” valuations), clearly, $i \geq 3$. Then for each permutation $π$ from $Π^{2,1}_2$, we can define a unique permutation $π'$ as follows:

1) Swap the arrival time-slots of $v_i$ and $v_{i+1}$, i.e., $v_{i+1}$ from some time-instance $t_p$ to the time-slot $t_i$, and move $v_i$ to $t_p$; then $v_{i+1}d(t_i) > v_i d(t_i)$ and $v_i d(t_p) < v_{i+1}d(t_p)$. Values
of \( v_2 d(t_1) \) could be the second largest report price, or the largest report price.

2) If \( v_2 d(t_1) \) is the second largest report price, we continue to swap elements that produces the largest reported price. Let \( v_j \) be the element arrived at sometime \( t_q \) from a discount-class \( c > \hat{c} \), and it still produces the largest reported price. Clearly, this element must be \( v_1 \) as \( v_j \leq v_2 \) for all \( j \geq 3 \), and \( d(t_j) \leq d(t_1) \). Then we swap the element \( v_1 \) at time \( t_q \) with an element \( v_j \) appeared at time \( t_{l+1} \) from the same discount-class with \( v_2 \). Then obviously now both the first and the second largest reported price are from the same discount class (although there is a situation when \( v_2 \) is the last element of this discount class, we can use time-slot \( t_{l-1} \) instead).

3) Otherwise, \( v_2 d(t_l) \) now is the largest reported price. Assume that the element \( v_1 \) arrives at time \( t_q \) in the permutation \( \pi \). Then we swap \( v_1 \) with some element, say \( v_j \) appeared at the time \( t_{l-1} \). When \( l = 1 \), we can put \( v_1 \) at \( t_1 \), \( v_2 \) at \( t_2 \), and \( v_j \) at time \( t_q \). After such swap, \( v_2 d(t_l) \) now is the second-largest reported price.

In both cases, we can show that \( v_2 \) is the element that will generate the second-largest reported price, and \( v_1 \) is the element that results the largest reported price. Both the first and the second largest reported price are from the same discount class. Let the resulted new permutation be \( \pi' \). Clearly, for permutation \( \pi' \), it is either in the permutation set \( \Pi_2^{L_j} \) (when we only swap element \( v_2 \) with \( v_1 \)), or in the permutation set \( \Pi_2^{L_i} \). Furthermore, each permutation \( \pi' \) is mapped to one permutation \( \pi \) in our definition. For one \( \pi' \) there are at most \( n^2 \) possible permutations \( \pi \) that can be mapped to this \( \pi ' \) as there are at most \( n^2 \) pairs of locations for \( v_1 \) and \( v_2 \). Then \( \| \Pi_2^L \| \leq n^2 \| \Pi_2^{L,j} \| \). Thus, for all elements \( v_i \in V_S \), the revenue produced by these elements is at most

\[
r_{(2)}(\Pi_2^{L,j}) = v_2 d(t_l) \| \Pi_2^{L,j} \| \leq \frac{v_2}{n^2} d(t_l) \cdot n^2 \| \Pi_2^{L,j} \| = \frac{r_{(2)}(\Pi_2^{L,j})}{n}.
\]

Then it is easy to show that the revenue produced by all users \( v_i \) from \( V_S \) is at most

\[
r_{(2)}(\Pi_2 \cap V_S) \leq r_{(2)}(\Pi_2^L) \leq r_{(2)}(\Pi_1). \tag{28}
\]

Here we abuse the notation \( \Pi_2 \cap V_S \) to denote the set of permutations from \( \Pi_2 \), each of these generates a second largest reported price by some element from \( V_S \). We use \( \Pi_1 \) to denote all permutations \( \pi \) that \( v_i \) arrived at some time-slot and results the second largest reported price. The claim then follows from the inequalities (27) and (28) as

\[
r_{(2)}(\Pi_2) = r_{(2)}(\Pi_2 \cap V_S) + r_{(2)}(\Pi_2 \cap V_L).
\]

This finishes the proof of the claim.

Recall that Lemma \ref{lem:main} implies that, if \( B \geq 2, r_{(2)}(\Pi) = r_{(2)}(\Pi_0) + r_{(2)}(\Pi_1) + r_{(2)}(\Pi_2) + r_{(2)}(\Pi_3) + r_{(2)}(\Pi_4) \leq 2(r_{(2)}(\Pi_0) + r_{(2)}(\Pi_1) + r_{(2)}(\Pi_2)). \) Then \( r_{(2)}(\Pi_2) \leq 2(k + 3) \log n + 1 + \eta \varepsilon \) if \( v_1/v_2 \leq n^k \). Then for the Vickrey mechanism, if \( v_1/v_2 \leq n^k \), we have

\[
M_V(\Pi') = M_V(\Pi_0) + M_V(\Pi_1) + M_V(\Pi_2)
= r_{(2)}(\Pi_0) + r_{(2)}(\Pi_1) + r_{(2)}(\Pi_2)
\leq 2(k + 3) \log n + 1 + \eta \varepsilon \ r_{(2)}(\Pi_2).
\tag{29}
\]

It seems that it is straightforward that \( M_R \) will have a good competitive ratio as our mechanism will work on a discount-class, and previous work showed that observe-then-decide mechanism will get a constant fraction of the second largest price. However, the subtle difference here is that \( r_{(2)} \) and \( r_{(1)} \) are different from the values \( v_2 \) and \( v_1 \). Previous mechanisms only care about the values of \( v_1 \) or \( v_2 \).

Next, we study the performance of \( M_R \) on each reserved class \( c \in C \). Let \( \tilde{d}_{\max} \) and \( \tilde{d}_{\min} \) denote the maximum and minimum discount value in class \( c \) respectively. Let \( \Pi_{1(c)}' \in \Pi_1 \) denote the sequence set that both the global largest reported price \( r_{(1)} \) and the global second largest report price \( r_{(2)} \) appear at class \( c \). Therefore, for each \( \Pi_{1(c)}' \), let \( V^c(\pi) = \{ v_c(j) \mid 1 \leq j \leq n_c \} \) denote the initial valuation set of class \( c \) in the permutation \( \pi \), where \( v_c(j) \) is the user appearing at the class \( c \) with the \( j \)-th largest initial valuation. Here \( n_c \) is the number of arrived users in class \( c \). We further use \( V^c \) to denote all the permutations in which the initial valuations appear at the class \( c \). For a permutation \( \pi \), \( V^c(\pi) \) is the set of initial valuations of users appearing at the class \( c \) under arrival sequence \( \pi \). Then \( V^c(\pi) \) is the permutations set in which each \( \pi \) has the same valuation set in class \( c \).

Then we have the following two claims for each \( c \in [1, \hat{c}] \).

\begin{claim}
For each discounted class \( c \) and each arrival sequence \( \pi \in \Pi_{1(c)}' \), \( M_R(\Pi(\pi)) \geq \frac{1}{2c \cdot v_2 \cdot d_{\min}^c}. \)
\end{claim}

\begin{proof}
Recall that in \( M_R \), the class \( c \) is selected with probability \( \frac{1}{c} \), then the mechanism \( M_O \) runs the winner decision in \( T_c \). The mechanism \( M_O \) consists of two phases: observation phase and decision phase. The probability that \( M_O \) enters into the decision process is

\[
\left(1 - \frac{1}{\frac{1}{2c} + \frac{1}{2c^2}}\right)^{\frac{n_c}{2c}} \geq 1/e
\]

In addition, the proportion of arrival sequences (permutation of users) \( \pi \in \Pi(\pi) \) that \( v_c(2) \) appears at the first half of buyers and \( v_2(1) \) appears at the second half is \( 1/4 \). Therefore, at class \( c \), with more than \( \frac{1}{c} - \frac{1}{2c} \) probability, the mechanism \( M_O \) selects the buyer with initial valuation \( v_c(1) \) as winner and charges the user at least \( v_2(2) \) (when considering the discount values, it will charges at more than \( v_2 \cdot d_{\min} \)). This proves the Claim.
\end{proof}

\begin{claim}
For each arrival sequence \( \pi \in \Pi_{1(c)}' \), the Vickrey mechanism \( M_V(\pi) \leq v_2(2) \cdot d_{\max}^c \).
\end{claim}

\begin{proof}
Recall that the Vickrey mechanism \( M_V \) always selects the highest bidder and charges at the second-highest bid value. Then for any arrival sequence \( \pi \in \Pi_{1(c)}', r_{(2)} \leq v_2(2) \cdot d_{\max}^c \). Then we have \( M_V(\pi) \leq v_2(2) \cdot d_{\max}^c \).
\end{proof}

\begin{lemma}
\[ \mathbb{E}[M(\pi)] \geq \frac{1}{2c \cdot \varepsilon}. \]
\end{lemma}
Proof. Notice that

\[
\begin{align*}
E[M_R] &= \sum_{\pi \in \Pi} M_R(\pi)/||\Pi|| \\
&= \sum_{\pi=1}^{n!} E_c[M_R] \\
&= \sum_{\pi=1}^{n!} \sum_{\pi \in \Pi(c)} M_R(\Pi(V^c(\pi))) \\
&\geq \sum_{\pi=1}^{n!} \sum_{\pi \in \Pi(c)} M_R(\Pi(V^c)) \quad (30)
\end{align*}
\]

\[
\begin{align*}
M_V(\Pi_1) &= \sum_{\pi=1}^{\epsilon^c} \sum_{\pi \in \Pi_1} M_V(\pi) \\
&= \frac{1}{\epsilon^c} M_V(\Pi_1)
\end{align*}
\]

By combining Claim 3 and Claim 4, for each \( \pi \in \Pi_1^c \), we have:

\[
M_R(\Pi(V^c(\pi))) \geq \frac{1}{4B \cdot e \cdot c} \cdot M_V(\pi)
\]

Therefore,

\[
\sum_{V^c \in V^c(\Pi^c)} M_R(\Pi(V^c)) \geq \frac{1}{4B \cdot e \cdot c} \sum_{\pi \in \Pi^c} M_V(\pi)
\]

This proves the Lemma.

Then combining the inequality (29), we have

\[
\frac{E[M_R]}{M_V(\Pi')} \geq \frac{r(2)(\Pi_1)}{4B \cdot e \cdot c(\hat{\eta}c + 1 + (k + 3) \log n)} \cdot r(2)(\Pi_1) \geq \frac{1}{\Theta(\eta \log^2 n)}.
\]

This finishes our proof of Lemma.

By combining Lemma 18 and Lemma 19, we have

\[
M_R(\Pi) \geq M_R(\Pi') \geq \frac{E[M_V]}{\Theta(\eta \log^2 n)}.
\]

This proves the following Theorem.

**Theorem 21.** Let \( \eta = \max_{i,j} \frac{\eta_j}{n_j} \) for all discount classes in the reserved discount class set. If \( n_i \geq 2 \) for all discount classes, \( v^2/v^2 \leq n^k \) for some constant \( k > 0 \), then the mechanism \( M_R \) is \( O(\eta \log^2 n) \)-competitive, i.e., \( E[M_V]/E[M_R] \leq \Theta(\eta \log^2 n) \).

**Theorem 22.** With a bounded \( \eta \), \( n_i \geq 2 \) and \( v^2/v^2 \leq n^k \) for some bounded value \( k \), there is some input of the non-increasing discount function and initial valuation set, such that the mechanism \( M_R \) will have a competitive ratio at least \( \Theta(\log^2 n) \), i.e., \( E[M_V]/E[M_R] \geq \Theta(\log^2 n) \).

Proof. We’ll show that the above bound is tight by giving the following worst case.

\[
(d, V) \equiv \begin{cases}
d(t) : & \begin{cases} d(t_0) = d_{max} = 1 \\
d(t) = 2^{i-1}, & t \in (t_{2+c-2}, t_{2+c}] \\
d(t) = \epsilon, & t > 2 \log n \end{cases} \\
V = \{v_1 = K^4, v_2 = K, v_3 = \cdots = v_6 = 0\} \\
where 1 \leq c \leq \log n, j \geq 0, t_j = j/\lambda \text{ and } \lambda = n.
\end{cases}
\]

Here \( \epsilon \in (0, \log n) \) is a sufficiently small value. As shown in this special input \((d, V)\), there are only two positive initial valuations and \( T_c = (t_{2+c-2}, t_{2+c}] \) which indicates there are expected two arrivals for each discount class \( c \). Then the first and second-largest reported prices are always the corresponding report price of buyers whose initial valuations are \( v_1 \) or \( v_2 \). Thus, \( M_R \) obtains revenue of \( r(2) > 0 \) when both \( v_1 \) and \( v_2 \) appear at the same class and \( v_2 \) arrives before \( v_1 \). Notice that for the mechanism \( M_R \), there are \( \hat{c} = \Theta(\log n) \) reserved discount classes. The probability that both \( v_1 \) and \( v_2 \) appear in the selected star-class is thus \( \Theta(1 \log^2 n) \). For the mechanism \( M_V \), the probability that \( v_2 \) appears at some class \( c \) with \( c \leq \log n \) is \( \Theta(1/n) \) and \( v_1 \) appears at some class with discount value larger than \( \epsilon \) is \( \Theta(\log n/n) \). The expected revenue produced by \( M_V \) is \( E(M_V) = \Theta(2 \log n) \). The expected revenue produced by \( M_R \) is \( E(M_R) = E(M_V)/\Theta(\log^2 n) \) for this special input.

Thus, for the mechanism \( M_R \), its competitive ratio is \( \Theta(\log^2 n) \) under the assumptions required by Theorem 22.

**Assumption 5.** Assume that there is a constant \( B > 1 \) such that \( n_c \geq 2 \) and \( \frac{\eta_j}{n_j} \leq \eta \) for each \( c \in [1, \hat{c}] \), where \( \eta > 1 \) is a constant.

Then we have the following Theorem:

**Theorem 23.** If Assumption 5 is true, the mechanism \( M_R \) is \( \Theta(n \log n) \)-competitive if we always pick the class \( c = 1 \) to do the Observe-then-Select algorithm \( M_O \). Such mechanism is also called \( M_1 \) for simplicity.

Proof. Previous proofs showed that the expected revenue generated by the Vickrey auction on all permutations \( \Pi \) satisfying \( r_2(\Pi_1) \geq \Theta(\log n) ) (r_2(\Pi_0) + r_2(\Pi_2)) \). When assumption 5 is true, for each \( v_0 \) and \( v_2 \) appearing at some class \( c > 1 \) and resulting in the largest-reported price and second-largest reported price respectively, we can swap \( v_0 \) and \( v_2 \) with some elements from the first discount-class. This will result in the largest-reported price and second-largest reported price respectively. As the number of users in this class \( c \) is assumed to be within a factor \( \eta \) of the value \( n_1 \) (the size of the first discount class), then the expected revenue by the Vickrey auction on \( \Pi_1 \) is at most \( r_2(\Pi_1) \leq \frac{\eta^2 Bv_2}{n_2^2} = \Theta(\eta^2 Bv_2^2/n_2^2) \leq \Theta(\eta^2 Bv_2^2/n_2^2) \). On the other hand, the mechanism \( M_O \) running on the first discount class will results in an expected revenue in at least \( \Theta(v_2^2/n_2^2) \). Thus, the mechanism that selects the first discount-class and runs the \( M_O \) scheme on this first discount-class will produce an expected revenue at least \( \Theta(\eta^2 Bv_2^2/n_2^2) \) of the expected revenue by the Vickrey auction. In other words, the competitive ratio of the mechanism \( M_1 \) (running \( M_O \) on the first discount class) is at most \( \Theta(\eta^2 B \log n) \).

Using the example from the Theorem 22 we can show that there is some input of the non-increasing discount function and initial valuation set, such that the mechanism \( M_1 \) will have a competitive ratio at least \( \Omega(\log n) \).

This finishes the proof of the theorem.

5.3 Discussion on Number of Buyers Per Class

Recall that we assume: 1) there are at least 2 buyers for each reserved class \( c \), i.e., \( n_c \geq 2 \) for all \( c \leq \hat{c} \); 2) each class has a comparative number of buyers, i.e., \( \frac{n_c}{n_{(1)}} \leq \eta \), for any class \( c \leq \hat{c} \), where \( \eta > 1 \) is a constant. Here \( n_{(1)} \) is the class with the largest number of buyers. We then analyze the performance of \( M_R \) if we relax these conditions.

If we remove all the restrictions about the number of buyers per class, then we have the following lemmas:
Lemma 24. If \( n_1 \geq 2 \), the mechanism \( M_R \) could induce an \( \Omega(n) \) competitive ratio in the worst case, if there is no restrictions on the number of users per discount class.

Proof. To prove this claim, we construct the following input instance: 1) there are only two classes with non-zero number of buyers: \( n_1 = 2, n_2 = n - 2 \) for \( l = k \log_B n; 2) \) the discount value in the first class (\( c = 1 \)) is \( 1/B \), and \( d(t) = \frac{1}{n} \) in the class \( l = k \log_B n; 3) \) there are only two large valuations \( v_1 = n \cdot v_2 + \delta, v_2 = K \), and \( v_i = \delta \) for all \( 3 \leq i \leq n \), where \( \delta > 0 \) is a sufficiently small number. In other words, the input is composed of the following:

\[
(d, V) = \begin{cases}
  d(t) = \begin{cases}
    B^{-1}, & t \in [0, t_2] \\
    \frac{1}{n^r}, & t \in (t_2, t_n]
  
  v = \begin{cases}
    v_1 = n \cdot v_2 + \delta \\
    v_2 = K \\
    v_i = \delta, i \in [3, n]
  
\end{cases}
\end{cases}
\]  

(33)

Here \( t_j = j/\lambda \) denotes the arrival time of the \( j \)-th arrived buyer. Note that \( k \log_B n = \log_B \frac{n}{n_2} < c \), thus the class (\( c = k \log_B n \)) is a reserved discount class. As shown in this special input (\( d, V \)), we have:

\[
r_r(\Pi_1) = \frac{2}{n} \frac{1}{n-1} \frac{v_2}{B} + \frac{n-2}{n} \frac{n-3}{n-1} v_2 = \frac{1}{n^r}
\]

\[
r_r(\Pi_0) = \frac{2}{n} \frac{n-2}{n-1} \frac{v_2}{B} + \frac{n-2}{n-1} \frac{2}{n-1} v_2 = \frac{1}{n^r}
\]

thus, \( r_r(\Pi_1) \leq \Theta(\frac{1}{n})r_r(\Pi_0) \), then the Claim 24 is proved. ☐

Even if we select the first discount class as the star-class and then run the mechanism \( M_D \), its competitive ratio could still be \( \Omega(n) \).

Lemma 25. If \( n_1 \geq 2 \), the mechanism \( M_1 \) could induce an \( \Omega(n) \) competitive ratio in the worst case, if there is no restrictions on the number of users per discount class.

If we maintain the first assumption \( n_1 \geq 2 \) and further assume that any two adjacent classes have a comparatively number of buyers, i.e., we have the following assumption:

Assumption 6. \( \frac{n_k+1}{n_k} < \eta \) and \( \frac{n_{k+1}}{n_k} \geq \frac{1}{\eta} \) for any class \( 1 \leq c \leq \hat{c} - 1 \), where \( \eta > 1 \) is a constant.

Then similar to the previous lemma, we still can construct some input instances such that the mechanism \( M_R \) still has a competitive ratio at least \( \Omega(n) \). We prove the following lemma:

Lemma 26. There is a case such that \( r_r(\Pi_1) \leq \Theta(\frac{1}{n})r_r(\Pi_0) \).

Proof. We construct a special instance composed of the following valuation set and discount function. The number of users in class \( c \) is 2 times of the number of users in class \( c - 1 \).

\[
n_c = 2^c, c \in [1, \log n - 1]
\]

\[
d(t) = B^{-c-1}, \quad t \in T_c
\]

\[
V = \begin{cases}
  v_1 = n^2 \cdot K \\
  v_2 = K \\
  v_i = v_2, i \in [3, n]
\end{cases}
\]

(34)

Note that in this case, 1) we have \( r_r(\Pi) = v_2 \) since there is always a \( (v_1 = v_2) \) appears at the first class, in which \( d(t) \) is 1, 2) \( r_1(\Pi) \) is always produced by \( (v_1 = n \cdot v_2) \) since \( v_1 \cdot d(t) \) with \( t \in T_{\log_B n - 1} \) always larger than \( v_2 \cdot d_{\max} \), i.e.:

\[
n^2 \cdot v_2 = B^{-\log_B n - 1} + 1 > v_2
\]

We can show that \( r_r(\Pi_1) = \Theta(\frac{2}{n} \cdot v_2) \), as the second largest reported price is always from the discount-class \( c = 1 \). On the other hand, we can show that \( r_r(\Pi_0) = \frac{n-2}{n} \cdot v_2 \) as \( v_1 \) could be in any other class and still resulting in the largest reported price. This finishes the proof of the claim. ☐

Lemma 27. \( M_R \) could induce \( \Theta(n) \) competitive ratio even when Assumption 6 holds.

Proof. Let \( B = 2, n_1 = 2, n_{k+1}/n_k = \eta \). Then \( \sum c n_c \leq n \), we have \( c \leq \log_n \frac{n(\eta-1)}{2n^{\eta-1}} + 1 \). The total number of class is at most \( \hat{c} = \log_n \left( \frac{(n-2)(n-1)}{2n^{\eta-1}} + 1 \right) \), \( n_c \geq \eta^{-1} n \).

\[
d(t) = 2^{-c}, \quad t \in T_c
\]

\[
V = \begin{cases}
  v_1 = n^2 \cdot K \\
  v_2 = K \\
  v_i = \delta, i \in [3, n]
\end{cases}
\]

(35)

where \( \delta \ll K \) is any small enough constant.

When \( v_1 \) appears at class \( c = \hat{c} \), his report price becomes \( v_1 \cdot 2^{-\hat{c}} = v_2 \cdot n^{\hat{c} - \hat{c}} \cdot v_2 \cdot n^{\hat{c} - \hat{c}} \cdot v_2 \). Thus, \( v_1 \cdot 2^{-c} > v_2 \) which means even \( v_1 \) appears at the last class, his discounted valuation is still larger than \( v_2 \)'s no matter where \( v_2 \) is. We have \( r_r(\Pi_1) = \Theta(\frac{1}{n}) \) and \( r_r(\Pi_0) = \Theta(\frac{1}{n}) \). \( M_R \) have \( \Theta(n) \) competitive ratio on this case. ☐

Observe-then-Decision mechanism: For the case shown in Equation (33), it seems that there is a very simple and intuitive method that could easily obtain a constant competitive ratio by adopting the observe-then-decision type of mechanisms [53]. That is, we first observe 1/2 fraction number of buyers then we select the one from the second half of buyers whose reported price is larger than or equal to the largest one among the first half of buyers, and charge at this price. Since the probability that \( v_2 \) appears at the first half of buyers and \( v_1 \) appears at the second half is 1/4, in this case, \( v_2 \) has the second largest reported price while \( v_1 \) has the largest reported price. Therefore, we can obtain at least 1/4 fraction of optimal revenue. This kind of mechanism is firstly given by Hajijaghayi et al. [53] without considering the discount factors. That is, if we know there is a sufficiently large initial valuation who will induce the largest report price no matter where he appears, then we just run the 1/2-observation-1/2-selection mechanism.

Lemma 28. In the worst case, the observe-then-decision mechanism has a competitive ratio at least \( \Theta(n) \).

Proof. We construct an input example such that the \( \frac{1}{2} \)-observation-\( \frac{1}{2} \)-selection mechanism could have a bad enough competitive ratio.

\[
d(t, V) = \begin{cases}
  d(t) = \begin{cases}
    1, & t \in [0, t_2] \\
    \frac{1}{n^r}, & t \in (t_2, t_n]
  
  v = \begin{cases}
    v_1 = K \cdot n^r - \delta \\
    v_2 = K \\
    v_i = \delta, i \in [3, n]
  
\end{cases}
\end{cases}
\]

(36)
then we have:

\[ r_2(\Pi_1) = \frac{2}{n} \cdot \frac{n-1}{n} \cdot v_2 + 1 + \frac{n-2}{n} \cdot \frac{n-3}{n} \cdot v_2 + 1 \]  
\[ r_2(\Pi_0) = \frac{2}{n} \cdot \frac{n-2}{n} \cdot (v_2 - \delta) + \frac{n-2}{n} \cdot \frac{2}{n} \cdot v_2 + 1 \]

Here, again, we have \( r_2(\Pi_1) \leq \Theta(\frac{1}{n^2})r_2(\Pi_0) \). For this special instance, the optimal revenue from the case that both \( v_1 \) and \( v_2 \) appear at class \( c = 1 \) is \( v_1 + \frac{1}{n} \) (or \( v_2 + \frac{1}{n} \)) when both appeared at the class \( c = \text{log}_B n \). When \( v_1 \) appears at class \( c = 1 \) and \( v_2 \) appears at class \( c = \text{log}_B n \), we have \( r_2 = v_2 + \frac{1}{n^2} \), which is small enough to omit when compared with the optimal revenue \( r_2 = v_2 - \delta \) of the case that \( v_2 \) appears at class \( c = 1 \) and \( v_1 \) appears at class \( c = \text{log}_B n \).

1. \( r_2 = v_2 + 1 \): when both \( v_1 \) and \( v_2 \) appear at class \( c = 1 \) with probability \( P_1 = \frac{2}{n} \cdot \frac{n-1}{n} \);  
2. \( r_2 = v_2 \cdot \frac{1}{n^2} \): when both \( v_1 \) and \( v_2 \) appear at class \( c = \text{log}_B n \) with probability \( P_2 = \frac{n-2}{n} \cdot \frac{n-3}{n} \);  
3. \( r_2 = v_2 - \delta \): when \( v_2 \) appears at class \( c = 1 \) and \( v_1 \) appears at class \( c = \text{log}_B n \) with probability \( P_3 = \frac{2}{n} \cdot \frac{n-3}{n} \);  
4. \( r_2 = v_2 \cdot \frac{1}{n^2} \): when \( v_1 \) appears at class \( c = 1 \) and \( v_2 \) appears at class \( c = \text{log}_B n \) with probability \( P_4 = \frac{2}{n} \cdot \frac{n-3}{n} \).

From the above analysis, we can see that the dominant expected revenue is from the case 3). Observe that in case 3) \( r_1 \) always arrives earlier than \( r_2 \). Notice that in this case, the largest reported price \( r_1(1) \) is \( v_2 \), produced by the user appearing at the first class, while the second largest reported price \( r_2 \) is \( v_2 - \delta \), produced by the user appearing at the class \( \text{log}_B n \). For this case, for any observe-then-decision mechanism, it cannot find any element with a value larger than the maximum observed one. Thus, it will not accept any user. Thus, it gets revenue 0 in this case. Consequently, the total expected revenue produced by this mechanism is at most \( \Theta(\frac{1}{n^2}) \), while the optimum revenue by the Vickrey auction mechanism is \( \Theta(n^2) \). Thus the competitive ratio of such mechanisms is at least \( \Theta(n) \).

**Modified-Observe-then-Decision Mechanism:** Notice that we can modify the observe-then-selection mechanism to accept the last user when all users in the decision phase has a reported price less than the largest reported price from the observation phase. Such mechanism is called Modified-Observe-then-Decision auction mechanisms. Then, for the example constructed in previous proof, the expected revenue by such modified mechanism is at most \( \Theta(\frac{v_2^2}{n^2}) \) as the probability that 1) the user with the valuation \( v_1 \) appearing as the last user, and 2) the user with the valuation \( v_2 \) appearing at the first class is \( 2/n^2 \), and the revenue in this case is \( v_2 - \delta \). Thus the competitive ratio of such modified mechanisms is still at least \( \Theta(n) \). Thus there is no observation-then-selection mechanism that can achieve an expected revenue at least \( \Theta(1) \) of the Vickrey auction mechanism for any input instance \( (d, V) \). Then we have the following lemma.

**Lemma 29.** In the worst case, the modified-observe-then-decision mechanism has a competitive ratio at least \( \Theta(n) \).

**Instant-Decision-and-Pay-at-End Mechanism:** We then analyze the other set of mechanisms. For each of the arrived users, we receive its reported price; then we must decide immediately on whether to accept this user as a winner or not. However, the payment by this user can be decided at the end of game, i.e., after all users have arrived. We call this kind of mechanisms as Instant-Decision-and-Pay-at-End. Then a simple application of the mechanism \[55\] is as follows: 1) uses the mechanism from \[55\] to find the user with the maximum reported price with some probability, and then accepts this user as the winner; 2) at the end, among all users, we compute the second-largest reported price \( r_2 \), and charge the winner a payment \( r_2 \). Then it is easy to show that this mechanism is truthful and has a good competitive ratio.

**Lemma 30.** For arbitrary known discount function \( d(t) \), and a set of arbitrary initial valuations \( V \), and the aforementioned Instant-Decision-and-Pay-at-End auction mechanism has a competitive ratio \( \Theta(\log n) \) \[55\].

The first non-empty class has only one user: In all previous analysis, we assumed that \( n_c \geq 2 \) for all discount classes, especially \( n_1 \geq 2 \). We then show that if this condition does not hold, there is some special input such that no truthful auction mechanism has a bounded competitive ratio on the expected revenue. We construct a set of special input cases as follows. The first discount class has only 1 users and the discount value is 1. All the other \( n - 1 \) users appear at the other class with a discount value \( 1/n^k \). The valuations are \( v_1 = n^k v_2 - \delta \), and \( v_i = \delta \) for \( i \geq 3 \).

**Lemma 31.** For arbitrary known non-increasing discount function \( d(t) \), and a set of arbitrary initial valuations \( V \), there is a set of special input instances such that all the Observe-and-Decision auction mechanisms have an unbounded competitive ratio.

**Proof.** We prove this as follows. Using the aforementioned example, we show that any Observe-and-Decision auction mechanism cannot make a good choice. Assume that a given Observe-and-Decision auction mechanism decides to accept \( i \)-th arrived user with a probability \( p_i \), based on all historically observed users’ reported prices. Recall that for any Observe-and-Decision auction mechanisms, it must see at least two users to make a decision. Otherwise, by simply accepting the first user, the mechanism cannot assure the truthfulness of the first arrived user.

As there is only one user in the class 1, the probability that \( v_1 \) arrives in this class is \( 1/n \). If \( v_1 \) arrives in this class 1, then each Observe-and-Decision mechanism cannot accept any users as all other users will have reported prices less than \( v_1 \). Similarly if \( v_2 \) arrives in the class 1, such mechanism cannot accept any users. The only case an Observe-and-Decision mechanism can accept a user is some user \( v_i \) \( (i \geq 3) \) arrives at the class 1. In this case, the revenue is \( \delta \). Thus, the expected revenue by any Observe-and-Decision auction mechanism is at most \( \delta \). Notice that the expected revenue by the Vickrey auction is \( \Theta(v_2/n) \). Thus the competitive ratio by any Observe-and-Decision is at least \( \frac{v_2}{v_2/n} \), which could be arbitrarily large as \( \delta \) could be sufficiently close to 0.

Similar to the proofs of previous lemmas, we can prove the following lemma.

**Lemma 32.** For arbitrary known non-increasing discount function \( d(t) \), and a set of arbitrary initial valuations \( V \), there is a set of special input instances such that all the Modified-Observe-and-Decision auction mechanisms have a competitive ratio at least \( \Omega(n) \).
Algorithm 3: Fixed-Select Mechanism \(M_1\)

**Input:** report price vector \(r\); discount function \(d(t)\); time horizon \(T\); arrival rate \(\lambda\)

**Output:** winner determination \(y\); payment \(p\)

1. \(c^* \leftarrow 1\);
2. Calculate \(T_{c^*}\) according to Equation (15) and (16);
3. \(n_{c^*} = \lambda \cdot |T_{c^*}|\);
4. \(\text{winner, payment} \leftarrow \mathcal{MO}(r, n_{c^*});\)
5. Return winner, payment;

We then show that there is a simple mechanism achieving an expected revenue of at least \(\Theta(1/n^2)\) of the expected revenue by the Vickrey auction. We only need Assumption 3 to hold, i.e., there is a constant \(B > 1\) such that \(n_1 \geq 2\). The mechanism called \(M_1\) is similar to \(M_R\); it selects the first class \(c = 1\) as the star-class \(c^*\), then runs the Observe-then-Select algorithm \(M_O\) on this class.

**Theorem 33.** If \(n_1 \geq 2\), then the mechanism \(M_1\) is \(\Theta(n^2)\)-competitive.

**Proof.** Firstly, we have \(E[M_V] = E[r_{(2)}] \leq v_2\). Secondly, \(M_1\) is able to obtain \(v_2 d(t_2)\) revenue when \(v_2\) is the first arrival and \(v_1\) is the second arrival. That is \(E[M_1] \geq \frac{1}{n(n-1)} \cdot v_2^2 \cdot \frac{1}{B}\).

Therefore, \(\frac{E[M_1]}{E[v_{23}]} \geq 1/\Theta(n^2)\).

\(M_1\) performs worst when there exists a class \(c'\) whose number of arrivals is \(\Theta(n)\) times of \(n_1\) and class \(c'\)'s minimum discount value is constant times of class \(c = 1\). Here is an example, as show in Equation (37).

\[
(d, V) \overset{\text{def}}{=} \begin{cases} 
1, & t \in [0, t_2] \\
\frac{1}{B}, & t \in (t_2, t_2] \\
v_1 = BK + 1 & \text{while } t_2 \in T_2. \text{ There are two positive valuations}, v_1 = BK + 1, v_2 = K \text{ where } K \text{ is any positive integer.}
\end{cases} \tag{37}
\]

In this case, \(E[M_1] \leq \frac{1}{n^2} \cdot v_2\) and \(E[M_V] \geq \frac{v_2}{B}\), thus \(M_1\) is \(\Theta(n^2)\)-competitive.

Even we apply the modified observe-then-select mechanism (see Alg. [4]), it still has a bad competitive ratio.

Algorithm 4: Modified Obs-Sel-in-Class-1 Mechanism \(M_{D1}\)

**Input:** report price vector \(r\); discount function \(d(t)\); time horizon \(T\); arrival rate \(\lambda\)

**Output:** winner determination \(y\); payment \(p\)

1. For all users in the first class, applies the traditional Modified-Observe-and-Decision auction mechanism to decide the winner and the payment of this winner.

Lemma 34. For arbitrary known non-increasing discount function \(d(t)\), and a set of arbitrary initial valuations \(V\), Modified-Observe-and-Decision auction mechanism \(M_{D1}\) (see Alg. [4]) has a competitive ratio \(O(n^2)\).

**Proof.** We prove this lemma as follows. Let \(l \geq 1\) be the first discount class that is not empty of users. For simplicity of proof, we assume that \(l = 1\). Then with probability at least \(\Theta(1/n^2)\), the two users with the largest two initial valuations \(v_1\) and \(v_2\) will appear in this class. Then with a probability at least \(1/4\), \(v_2\) appears in the observation phase and \(v_1\) appears in the decision phase. Then Modified-Observe-and-Decision auction mechanism \(M_{D1}\) will select \(v_1\) as the winner and charges a payment of order \(\Theta(v_2)\) with probability of \(\Theta(1/n^2)\). Notice that the maximum revenue by the Vickrey auction is at most \(v_2\). Thus, mechanism \(M_{D1}\) achieves a competitive ratio at most \(O(n^2)\).

5.4 Weighted-Selection Mechanism

The design of online approximate algorithm, due to its worst-case nature, can be quite pessimistic when the input instance at hand is far from worst-case. Therefore, we further propose a heuristic mechanism, namely the “Weighted-Select Mechanism” \(M_W\). The mechanism \(M_W\) is almost identical to \(M_{D1}\); however, instead of selecting the Star-Class \(c^*\) from the reserved classes randomly and uniformly (line 1 in Algorithm 1), \(M_W\) selects each class \(c \in C\) with different weights.

**Design of weights:** intuitively, each class should be chosen by the proportion of its contribution to the expected second-largest reported value, i.e., \(E[r_{(2)}]\), the offline baseline Vickrey mechanism \(M_V\)'s revenue. Formally, each class \(c\)'s contribution ratio is \(\frac{E[c_{(2)}]}{\sum_c E[c_{(2)}]}\). Recall that

\[
E[c_{(2)}] = \sum_{i \in T_c} (d(t_k) \ast \sum_j (v_j \ast P_{jk})).
\]

Here \(v_j\) is the \(j\)-th largest initial valuation, and \(P_{jk}\) is the probability that the user \(v_j\) arrives at the \(k\)-th time-slot \(t_k\).

Without known the buyers' initial valuations set, we can not calculate exactly the value of each \(v_j\). Our selection of weights are designed based on the following two insights:

1. The class with larger number of arrived users should be chosen with larger probability.
2. The class with higher discount values should be chosen with larger probability.

**Weighted Selection Mechanism \(M_W\):**

1. For a given discount function \(d(t)\) and the arrival rate \(\lambda\), the selection weight for each class \(c \in C\) is calculated by \(w_c = \sum_{t \in T_c} d(t_j)\). Notice that as the exact number of users to-arrive is unknown in advance, we will compute the value \(w_c\) using the expected number of users to arrive \(n_c\) and the expected time-slot of the arrived time from the Poisson arrival process. Here \(w_c\) can be approximated as \(\frac{n_c}{B}\) as the discount values \(d(t_j)\) for all users in one discount class is in the range \([B^{-c}, B^{-c+1}]\).
2. \(M_W\) chooses each discount class \(c \in C\) as the Star-Class with probability \(\beta_c = \frac{w_c}{\sum_c w_c}\).
3. Run the mechanism \(M_O\) on the selected discount classes.

**Analysis of \(M_W\):** \(M_W\) is also a bid independent auction. Thus, it is value-truthful. However, each class \(c \in C\) is chosen as the Star-Class \(c^*\) with different probabilities which may result in a buyer (whose true arrival class is \(c_p\)) delaying his arrival to a class \(c_p\)'s that has a larger selection weight than \(c_p\). But even this event happens, the delayed
buyer needs to compete with more number of buyers due to the fact that \( n_{c'} > n_c \). Thus, delaying a buyer’s arrival to a class with a larger selection weight cannot indeed increase his winning probability. Therefore, we have \( \mathcal{M}_W \) is truthful.

Our experimental results demonstrate that the mechanism \( \mathcal{M}_W \) performs much better than \( \mathcal{M}_R \). We will later show that a modified weighted selection mechanism can achieve a good competitive ratio when we relax the restrictions on the number of users \( n_c \) for each discount-class. Essentially, the mechanism to be presented in subsection 5.5 will select the discount class with the largest \( n_c/B^c \) for all \( c \leq \hat{c} \).

### 5.5 Modified Weighted Selection Mechanism for Non-increasing Discount Function

Recall that in Section 4, we have proved that no strategy-proof mechanism (satisfying IR & IC) can obtain a bounded competitive ratio without any restrictions on \( d(t) \), see Theorem 8 for details. Especially, there is a worst case (see Eq. 8) such that: 1) there is no a constant competitive ratio without any restrictions on \( d(t) \); 2) extremely small discount values for rest of the \( n - 1 \) buyers. In the previous subsection 5.1, we showed that a random selection mechanism \( M_R \) can achieve a bounded competitive ratio \( \Theta(n \log n) \) with respect to the Vickrey mechanism. However, this is achieved under several additional assumptions 1) \( n_1 \geq 2 \) for each discount class, 2) \( \frac{n_i}{n_j} \leq \eta \) for any discount class \( i \) and \( j \) in the reserved discount classes, and \( v_1/v_2 \leq n^k \). The first two conditions restrict the discount function \( d(t) \). Here, we try to relax this restrictions on \( d(t) \) and explore possible competitive mechanisms. We also assume \( d_{\max} = 1 \) for simplicity.

Observe that for the example constructed in the proof of Theorem 33 it is better to choose the class \( c = 2 \). Based on this observation, we propose the following mechanism, and we can prove that it achieves a competitive ratio \( \Theta(n \log n) \) under simple assumption.

**Most-Weighted Selection Mechanism** \( M' \):
1. Calculate \( w_c = \frac{n_c}{B^c} \) for each discount class \( c \);
2. Select the discount-class with the largest \( w_c \) as the winner class and denote it as \( c^* \), then run \( M_O \) on this class.

**Theorem 35.** If \( n_c \geq 2 \) for each discount-class, then the mechanism \( M' \) is \( \Theta(n \log n) \)-competitive.

**Proof.** We use \( \hat{c} \) to denote the number of all possible discount-classes. Here, any class has a positive chance to be selected. Let \( \Pi_{c,i} \) denote the reported price sequence set that \( v_i \) appears at class \( c \) and it produces the global second largest reported price; \( \Pi_c = \bigcup \Pi_{c,i} \) denote the reported price sequence set that the global second largest reported price appears at class \( c \); \( r(2)(\Pi_{c,i}) = \sum_{\pi \in \Pi_{c,i}} r(2)(\pi) \) denotes the total value of \( r(2) \) obtained from \( \Pi_{c,i} \). Here \( r(2)(\pi) \) denotes the second largest reported price in a reported-price sequence defined by the mapping \( \pi \). Let \( c^{(k)}(\pi) \) represent the class id of \( r(2)(k) \) in sequence \( \pi \).

Let \( E_c[r(2)] = \frac{1}{n_c} r(2)(\Pi_c) = \frac{1}{n_c} \sum_{i} r(2)(\Pi_{c,i}) \), which denotes the expected value of \( r(2) \) obtained from class \( c \). Note that \( r(2)(\Pi_{c,i}) = 0 \) if \( \Pi_{c,i} = \emptyset \). Furthermore, we use \( E_c[M_O] = \frac{1}{n_c} \sum_{\pi \in \Pi_c} M_O(\pi_c(\pi)) \) to denote the Observer-Then-Select mechanism \( M_O \)’s achieved revenue from class \( c \) and \( \pi_c(\pi) \) denotes the subset price sequence appeared in class \( c \) when the whole price sequence is \( \pi \). \( M_O(\pi_c(\pi)) \) is the revenue when run \( M_O \) on subset price sequence \( \pi_c(\pi) \).

For each \( \pi \in \Pi_c \), let \( t_q \) denote the largest reported price \( r(1)'(\pi) \)’s corresponding buyer’s arrival time, and his initial valuation \( v_{\pi(q)} \) is the \( y \)-th largest one \( v_y \) in \( V = \{v_1, v_2, \ldots, v_n\} \). Similarly, \( t_p \) denotes the \( r(2)' \)’s corresponding buyer’s arrival time, and his initial valuation \( v_{\pi(p)} \) is the \( z \)-th largest one \( v_z \) among all initial valuations. Formally, we have:

\[
\begin{align*}
\{r(1)'(\pi) = v_{\pi(q)} \cdot d(t_q) = v_y \cdot d(t_q) \\
\{r(2)'(\pi) = v_{\pi(p)} \cdot d(t_p) = v_z \cdot d(t_q)
\end{align*}
\]

For each \( \pi \), let \( c_1 = c^{(1)}(\pi) \) and \( c_2 = c^{(2)}(\pi) \) for simplicity. In other words, \( r(1)' \) appeared in class \( c_1 \) and \( r(2)' \) appeared in class \( c_2 \). We then define two sets of arrival sequences (permutations of valuations) as follows:
- Let \( \Pi_{c_1,y,z} \) denote the reported price sequence set that \( v_y \) appears at class \( c_1 \) and it produces the largest reported price and \( v_z \) appears at class \( c_2 \) and it produces the second largest reported price.
- Let \( \Pi_{c_2,y,z} = \bigcup_{y,z} \Pi_{c_2,y,z} \) denote the price sequence set that \( v_y \) appears at class \( c_2 \) and it produces the global second largest reported price.

Here the class id \( c_1 \) could be equal to, less than or larger than \( c_2 \). Thus, for each \( v_z \), the number of permutations in \( \Pi_{c_2,y,z} \) is at most \( \|\Pi_{c_2,y,z}\| \leq n \cdot n_{c_2} \).

We focus on studying the class \( c \) that \( E_c[r(2)] > 0 \), i.e., the reported price sequence set \( \Pi_c \) is not empty. Before our detailed proof, we firstly introduce Claim 3 and 7.

**Claim 5.** For any class \( c \), \( E_c[M_O] \geq \frac{1}{4n_c} E_c[r(2)] \).

**Proof.** For each arrival sequence \( \sigma \in \Pi_{c_2,y,z} \), we can always find a price sequence set \( \Pi_{c_2,y,z}^{(c')} \) by switching max\{\( v_z, v_y \)\} with some one who appears at the second half of class \( c' \) and switching min\{\( v_z, v_y \)\} with some one who appears at the first half of class \( c' \). Let the resulted permutation be \( \sigma' \). For each \( \sigma' \in \Pi_{c_2,y,z}^{(c')} \), \( M_O \) will always select some one > min\{\( v_z, v_y \)\} and get a revenue \( \geq \min\{v_z, v_y\} \cdot B^{-c'} \) on \( \pi_{c'}(\sigma') \). There are two complementary cases here:

1) \( v_z < v_y \) in this case, we have:
\[
\begin{align*}
\{r(2)(\sigma) \leq v_z \cdot B^{-c_2+1} \\
M_O(\pi_{c'}(\sigma')) \geq v_z \cdot B^{-c'}
\end{align*}
\]

2) \( v_z \geq v_y \) in this case, we have:
\[
\begin{align*}
\{r(2)(\sigma) \leq r(1)' \leq v_y \cdot B^{-c_2+1}; M_O(\pi_{c'}(\sigma')) \geq v_y \cdot B^{-c'}
\end{align*}
\]

Here it must be the case that \( c_1 \leq c_2 \). Then \( \|\Pi_{c_2,y,z}\| \leq n_{c_1} \cdot n_{c_2} \). Let \( \Pi_{c_2,y,z}^{(c')} = \bigcup_{y,z} \Pi_{c_2,y,z} \) denote all the distinct mappings produced by swapping \( v_y \) with some element in the first half of \( c' \)-discount class, and swapping \( v_z \) with
some element in the second half of $c^*$-discount class.
Then, we have $\|\Pi^*_{c_1, e_1, y_1, z_1}\| \geq \frac{n_{c_1}}{4}.
\begin{align}
M_O(\Pi^*_{c_1, e_1, y_1, z_1}) \geq \frac{n_{c_1}^2}{4B \cdot n_{c_2}} & \geq \frac{1}{4Bn} \tag{38} \\
\end{align}

The inequality comes from the fact that $\forall e_1, \frac{n_{c_1}}{4B} \geq \frac{n_{c_1}}{B^2}$; \(r_2(\Pi_{c_1, e_1, y_1, z_1}) = \sum_{e_1, y_1, z_1} r_2(\Pi_{c_1, e_1, y_1, z_1})\) and $M_O(\Pi^*_{c_1, e_1, y_1, z_1}) = \frac{M_O(\Pi^*_{c_1, e_1, y_1, z_1})}{n_{c_1}}$.

In the following, we focus on discussing the case 2). For case 2), let $C_1$ denote the set of class ids that $r_1(1)$ could appear. That is, $\forall c_1 \in C_1, \Pi_{c_1, e_1, y_1, z_1} \neq \emptyset$. Let $c_1^* = \max\{c_1 | c_1 \in C_1\}$. Then, we have:
\begin{align}
M_O(\Pi^*_{c_1, e_1, y_1, z_1}) \geq \frac{n_{c_1^*} \cdot n_{c_2}}{4B \cdot n_{c_2} \cdot \sum_{e_1} \geq \frac{1}{4Bn} \tag{39} \\
\end{align}

Since $\forall e_1 \in C_1$, $\frac{n_{c_1^*}}{n_{c_2}} \leq \frac{n_{c_1}}{n_{c_2}}$, then $n_{c_1} \geq B^{c_1} \cdot \frac{n_{c_2}}{n_{c_2}} \leq B^{c_1} \cdot \frac{n_{c_2}}{n_{c_2}}$. Then for case 2), we have:
\begin{align}
\sum_{e_1} \geq \frac{n_{c_1}}{B^{c_1}} \geq 1 + \frac{1}{B^{-1}}. & \text{ Finally, we have} \\
M_O(\Pi^*_{c_1, e_1, y_1, z_1}) & \geq \frac{n_{c_1^*} \cdot n_{c_2}}{4B \cdot n_{c_2} \cdot \sum_{e_1} \geq \frac{1}{4Bn} \tag{39} \\
\end{align}

This finishes the proof of Claim 6.

\begin{claim}
The selected star-class $c^*$ satisfying $c^* \leq \log_B \frac{n}{\mathcal{E}}$.
\end{claim}

\begin{proof}
Since $n_1 \geq 2$ and $\forall c, n_c \leq n$, then $\forall c \geq \log_B \frac{n}{\mathcal{E}}$, we have $\frac{n_{c_1}}{n_{c_2}} < \frac{n_{c_2}}{n_{c_2}}$. Therefore we have $\frac{n_{c_1}}{n_{c_2}} < \frac{n_{c_2}}{n_{c_2}}$ for any $c \geq \log_B \frac{n}{\mathcal{E}}$. Note that $\frac{n_{c_1}}{n_{c_2}} \geq \frac{n_{c_1}}{n_{c_2}}$ for any $c \neq c^*$, thus $M_W$ will never select some class $c^* \geq \log_B \frac{n}{\mathcal{E}}$ as $c^*$.
\end{proof}

\begin{claim}
$E_1[r_2(\Pi_1)] \geq \frac{n^2}{B \cdot n^2}$. \tag{42}
\end{claim}

\begin{proof}
Note that we assumed that $n_1 \geq 2$. When both $v_1$ and $v_2$ appear at class $c = 1$, then the global second largest report price $r_2(\Pi_1)$ is at class $c = 1$ and $r_2(\Pi_1) > v_2 \cdot B^{-1}$ (we assume $d_{\text{max}} = 1$ for simplicity). Therefore, the expected second largest report price $r_2(\Pi_1)$ obtained from class $c = 1$ is $E_1[r_2(\Pi_1)] = r_2(\Pi_1) \geq \frac{n_1(n_1-1)}{n_1} \cdot v_2 \cdot B^{-1} \geq \frac{2 \cdot v_2}{B \cdot n^2}$. \tag{42}

Hereafter, we will prove that the mechanism $M_W$ is $\Theta(n \log n)$ competitive separately for the following two complementary cases:
1) for any class $c$, $\max\{r_2(\Pi_1)|\pi| \in \Pi_c\} \leq v_2 \cdot B^{-c}$. In other words, no matter where $v_1$ is, it always produces the largest reported price.
2) $\exists c, \max\{r_2(\Pi_1)|\pi| \in \Pi_c\} > v_2 \cdot B^{-c}$. In other words, there is some class that $v_1$ appears at, it produces the second largest reported price.

\begin{proof}
For case 1), we have:
\begin{align}
E_0[r_2(\Pi_c)] = \frac{1}{n_1} \cdot r_2(\Pi_1) & \leq \frac{n_c}{n} \cdot \frac{v_2}{B} \leq \frac{n_c}{n} \cdot \frac{v_2}{n^2B} \\
\end{align}

Then the total value of expected $r_2(\Pi_c)$ from classes whose id is larger than $2 \log_B n$ is: $\sum_{c > 2 \log_B n} E_c[r_2(\Pi_c)] < \frac{n^2}{B^2}$. Note that $E_1[r_2(\Pi_1)] > \frac{n_1}{B^2}$. Thus, the total expected $r_2(\Pi_c)$ from classes $c > 2 \log_B n$ is less than the expected $r_2(\Pi_1)$ obtained from the first class, i.e., $\sum_{c > 2 \log_B n} E_c[r_2(\Pi_c)] < E_1[r_2(\Pi_1)]$. Thus
\begin{align}
E[r_2(\Pi_c)] < E_1[r_2(\Pi_1)] + \sum_{c > 2 \log_B n} E_c[r_2(\Pi_c)] \\
\end{align}

Besides, for each $c$, $E_c[M_O] > \frac{1}{4Bn} E_c[r_2(\Pi_1)]$, thus,
\begin{align}
E[r_2(\Pi_1)] = E_1[r_2(\Pi_1)] + \sum_{c > 2 \log_B n} E_c[r_2(\Pi_c)] + \sum_{c > 2 \log_B n} E_c[r_2(\Pi_c)] \\
\end{align}

\begin{claim}
$E_2[\Pi_1] = \frac{c_1 + 2 \log_B n}{B} n^2$. \tag{44}
\end{claim}

\begin{proof}
Since for any $c > 2 \log_B n$, similar to the above analysis, we have:
\begin{align}
\sum_{c > 2 \log_B n} E_c[r_2(\Pi_1)] \leq \frac{v_2}{2n^2B} \\
\end{align}

Furthermore, we have
\begin{align}
E[r_2(\Pi_1)] = E_1[r_2(\Pi_1)] + \sum_{c > 2 \log_B n} E_c[r_2(\Pi_1)] + \sum_{c > 2 \log_B n} E_c[r_2(\Pi_1)] \\
\end{align}

In total, we have
\begin{align}
(4 \log_B n + 1) \cdot E_2[M_O] > \frac{1}{4Bn} E_1[r_2(\Pi_1)] \\
\end{align}

That is $E_2[M_O] > 1/\Theta(n \log n \cdot E[r_2(\Pi_1)])$ and $M_W$ is $\Theta(n \log n)$ competitive.
\end{proof}

\section{Discussion on Other Discount Functions $d(t)$}
In this subsection, we then study situations when the discount function $d(t)$ is non-decreasing.
\begin{claim}
$d(t)$ is an arbitrary known and non-decreasing.
\end{claim}

When the discount function $d(t)$ is non-decreasing, then the mechanism $M_R$ clearly is not truthful now. In this situation, given the strategies of the other users, for a given user $i$, if it arrives in some class $c$ from the top $c$ classes originally, it will be better for user $i$ to delay its arrival to a later time-slot. Then its reported price will be increased. Thus, increasing
the probability that the user $i$ will be chosen as the final winner.

From the analysis of the case when $d(t)$ is non-decreasing, we can show that more than $1/2$ of the expected revenue $r(t)$ (II) is from the last selected discount-class now. However, one challenge of designing a truthful mechanism with good competitive ratio is that most profitable users are from the last arrived users. Thus, it is difficult to apply the observe-then-decide strategy adopted by the mechanism $M_R$.

**Case 2:** $d(t)$ is an arbitrary and known function.

In this case, when the $d(t)$ is public known to both the mechanism and the buyers, then all mechanisms based on partitioning discount-classes are not truthful here. When the seller knows $d(t)$, while the buyers do not know what the exact $d(t)$ is, then it is expected that the buyers will not manipulate its arrival time. Thus the mechanism becomes a single-parameter game. In this case, we can show that our mechanisms are truthful and valuation-truthful. Then we analyze the competitive ratio of this mechanism.

In both cases, a mechanism that uses a fixed price $r_0$ as a reserved price to auction the item (when a user $i$ whose reported price is larger than $r_0$, the item is sold to this user and charged a payment $r_0$) is always truthful. Then we need to carefully compute the expected value of $r_0$ so that it will maximize the expected revenue.

### 5.7 Mechanism For Known Optimum Expected Revenue

We then consider the case when we know the value of the optimum revenue. Given a discounted function $d(t)$, the adversary chosen valuation, and adversary chosen arrival sequence, let $OPT_1$ be the expected value of the maximum reported price, by assuming that all users are truthful. Let $OPT_2$ be the expected value of the second reported price, i.e., the optimum revenue by the truthful Vickery mechanism. Obviously, $OPT_2 \leq OPT_1$ for any discount function and initial valuations. Assume that we have a good estimation of the value $OPT_1$, i.e., we can compute a value $Z$ satisfying that $OPT_1/C \leq Z \leq C \cdot OPT_1$ for some constant $C \geq 1$. Let $Z = \frac{Z}{C}$, then $\frac{OPT_1}{C} \leq Z \leq OPT_1$.

Then similar to the mechanism proposed in [55], we propose the following mechanism with a reserved price $Z/2$.

**Known-OPT Mechanism $M_Z$:**

1) Compute an estimation $Z$ of the optimum revenue $OPT_1$ when all users are assumed to be truthful. Assume that value $Z$ is adjusted such that $\frac{OPT_1}{C} \leq Z \leq OPT_1$.

2) Process each of the arrived users $i$. If the reported price $r_i$ is at least $Z/2$, then we accept this user $i$ and charge this user a payment $Z/2$.

It is easy to show that this mechanism is clearly time-truthful and valuation-truthful. Then we analyze the competitive ratio of this mechanism $M_Z$. Similar to the proof of Theorem 4.7 in [55], we can prove the following lemma.

**Lemma 36 (Known-OPT).** If there is a good estimate $Z$ for the expected optimum revenue $OPT_1$, i.e., $c_0 \cdot OPT_1 \leq Z \leq OPT_1$ for some constant $c_0 \in (0, 1)$, then the expected revenue achieved by the mechanism $M_Z$ is at least $Z/4$.

Recall that $OPT_2 \leq OPT_1$, and $E(M_Z) \leq Z/4 \leq c_0 \cdot OPT_1/4 \geq c_0 \cdot OPT_2/4$, then we have the following lemma for the competitive ratio of the mechanism $M_Z$.

**Lemma 37 (Known-OPT).** If there is a good estimate $Z$ for the expected optimum revenue $OPT_1$ (or $OPT_2$), i.e., $c_0 \cdot OPT_1 \leq Z \leq OPT_1$ for some constant $c_0 \in (0, 1)$, then the competitive ratio of the mechanism $M_Z$ is at most $\frac{1}{c_0}$.

### 6 Valuations Drawn From A Given Distribution

We study the case that the buyers’ initial valuations are drawn i.i.d. from a given distribution. Our first idea is to set a fixed take-it-or-leave-it price. Since both the valuation distribution and discount function are given, we try to compute a fixed reservation price to maximize the expected profit. Here, we can use the idea of Myerson auction to compute an optimal reservation price $x_i$, i.e., $\arg \max x_i(1 - P_i(x))$ where $P_i(x)$ denotes the probability that all $j \in V$ are less than $x$. However, with the existence of $d(t)$, it is difficult to compute $P_i(x)$ even with a simple PDF $f$ (e.g., uniform distribution). We take uniform distribution as an example to illustrate the key idea of our mechanism, w.l.o.g., the density function $f(y) = 1$ on $0 \leq y < 1$. We will extend our mechanism to general distribution in §6.4.

To further improve the performance, we also consider updating the reservation price dynamically. Accordingly, we design the following three different mechanisms to (approximately) maximize the broker’s profit.

#### 6.1 Fixed Reservation Price Mechanism ($M_F$)

**Mechanism $M_F$:** let $x$ be the fixed reservation price, i.e., the decision price never changed over time. That is, we will pick the first buyer who reports a price $r \geq x$, and charge him at the price $x$ as well. The details of our mechanism $M_F$ is shown in Mechanism $[5]$.

**Algorithm 5:** Fixed reservation-price mechanism $M_F$

| Input: $t_c$: stopping time; $d(t)$: discount function; $\lambda$: arrival rate. |
| Output: winner and payment. |

```
1. Compute the reservation price $x$ by solving (41).
2. If $r_j > x$ then
   - Choose this buyer as winner and charge him at $x$;
   - else
   -  $j \leftarrow j + 1$; Wait for the $j$-th buyer;
3. Return winner, payment;
```
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\{d_1, d_2, \cdots, d_n\}. Then we have the following lemma for \(E[M_Y]\). Recall that we assume initial valuations drawn i.i.d. from uniform distribution whose range is \([0, 1]\).

**Lemma 38.** \(E[M_Y] < d_2\).

**Proof.** Note that \(M_Y\) always selects the highest price \(r(1)\) and charges at the second largest price \(r(2)\). We study the value of \(r(2)\) in the following cases:

1. \(r(2)\) appears in the first item of the sequence of the reported prices, i.e., \(r(2) = v_id_i\). In this case, we have \(r(1) = v_j \cdot d_j\) with some \(j \geq 2\), that is, \(r(1) \leq 1 \cdot d_2\), as \(v_j \leq 1\) and \(d_j \leq d_2\). Then we have \(r(2) \leq r(1) \leq d_2\).
2. Otherwise, \(r(2) = v_j d_j\) with some \(j \geq 2\). Since \(v_j \leq 1\) and \(d_j \leq d_2\) for \(j \geq 2\), we know that \(r(2) \leq 1 \cdot d_2\).

Overall, the second largest reported price is always less than \(d_2\). We obtain Lemma 38. \(\blacksquare\)

Next, we study the value of \(E[M_F]\). Note that we assume that the valuation \(a_j\) follows uniform distribution within \([0, 1]\), therefore the probability that \(a_i d_i < x\) is \(\min\{1, x/d_i\}\) for each \(j\). Consequently, the probability that all the initial valuations are less than \(x\) is

\[
P_0(x) = \min\{1, x/d_1\} \cdot \min\{1, x/d_2\} \cdots \min\{1, x/d_n\}. \quad (40)
\]

Here \(\min\{1, x/d_i\}\) is the probability that the \(i\)-th arrived user has a reported price \(r_i\) at most \(x\). Hence the expected profit of \(M_F\) is \(E[M_F] = (1 - P_0(x))x\). To maximize \(E[M_F]\), we set the fixed reservation price as the solution to:

\[
1 - P_0(x) - P_0(x)x = 0 \quad (41)
\]

In other words, \(x\) is the solution where the derivative of \((1 - P_0(x))x\) is 0. By setting the fixed reservation price as \(\arg \max_{x}(1 - P_0(x))x\), where we restrict \(x \in \{d_1, d_2, \cdots, d_n\}\), we have the following Lemma 39 to bound the value of \(E[M_F]\).

**Lemma 39.** \(E[M_F] \geq (1 - d_2/d_1) \cdot d_2\)

The lemma follows by choosing a special reserved price \(x = d_2\). Recall we have \(E[M_Y] \leq d_2\). Therefore, we have the following theorem.

**Theorem 40.** \(M_F\) has a competitive ratio \(E[M_Y]/E[M_F] \leq d_2/d_1 - d_2\).

Obviously \(M_F\) is a bid independent auction. It is easy to show that the mechanism \(M_F\) is value truthful. In addition, for any buyer \(i\) arriving at time \(t_i\), it is easy to know that for any time \(t_q > t_j, a_i \cdot d(t_j) - x \geq a_i \cdot d(t_q) - x\); that is, \(M_F\) is time truthful. Therefore, we have:

**Theorem 41.** Mechanism \(M_F\) is value and time truthful.

Notice when \(d_2 = d_1\), the aforementioned theorem does not hold anymore. In this case, assume that \(d_1 = d_2 = \cdots = d_{i-1} > d_i\) for some \(i \geq 3\). Then it is easy to show that \(E[M_Y] \leq d_1\) and \(E[M_F] \leq (1 - d_1/d_i)d_i\). Then

**Lemma 42.** \(M_F\) has a competitive ratio \(E[M_Y]/E[M_F] \leq d_2^2/d_1(d_1 - d_2)\).

When all the discount valuations are the same, it degenerates to the traditional online-secretary problem which has a truthful mechanism with a constant competitive ratio.

### 6.2 Dynamic Reservation Price Mechanism \((M_D)\)

Intuitively, as time goes on, the probability of having reported prices larger than a reserved price \(x\) is decreasing as the discount function is non-increasing. Thus, we should reduce our reserved decision price accordingly. To further improve \(M_F\) that has a fixed reserved decision price, we propose the following mechanism \(M_D\) with a dynamically chosen decision price.

**Mechanism \(M_D\):** let \(x(t) \cdot d(t)\) be the decision price at time \(t\). We pick the buyer at time \(t\) if he reports a price \(r > x(t) \cdot d(t)\), and also charge him (the winner) \(x(t) \cdot d(t)\).

The details of our mechanism \(M_D\) is shown in Mechanism 6.

**Key idea:** To maximize the revenue, our key idea for designing \(x(t)\) is as follows. Let \(R_m\) be the expected profit when there are \(m\) buyers left. Our goal is to maximize \(R_n\) by designing a series of decision prices where \(n\) is the total number of possible buyers. As shown in Fig. 2, we divide the time domain into \(n\) intervals. Similar to \(M_D\), let \(t_j = j/\lambda\) be the expected arriving time of the \(j\)-th buyer. Set \(t_0 = 0\). For each time interval \((t_{n-m}, t_{n-m+1})\), we need to compute the decision price \(x_{n-m+1} \cdot d_{n-m+1}\). For this purpose, we conduct a backward analysis to determine the values. From \(m = 1\) to \(n\), we recursively compute \(x_{n-m+1}\) to maximize the expected profit \(R_m\).

**Algorithm 6:** Dynamic reservation price mechanism \(M_D\)

**Input:** \(t_*\); stopping time; \(d(t_*)\); discount function; \(\lambda\); arrival rate

**Output:** winner and payment.

\(n = \lambda \cdot t_*; \ j \leftarrow 1; \ t_j = j/\lambda; \)

winner = 0, payment = 0;

for \(j \in \{1, 2, \cdots, n\}\) do

\[\text{According to equation (43), compute } x_j;\]

while \(t < t_*\) do

\[\text{while } t < t_j \text{ do}\]

Wait for the next buyer, denoting his report price as \(r\);

If \(r > x_j \cdot d_j\), choose this buyer as winner and

charge him at payment \(= x_j \cdot d_j;\)

\(j \leftarrow j + 1;\)

Return winner, payment;

**Our strategy:** we start from the base case \(n = 1\). Since there is only one buyer, we just need to compute \(x_1 \cdot d_1\) as the decision price. The probability that we accept the buyer is \(1 - x_1\). So the expected profit is \(R_1 = (1 - x_1)x_1 \cdot d_1\). To maximize \(R_1\), we set \(x_1 = 1/2\) and therefore \(R_1 = d_1/4\).

Then we consider the case \(n > 1\): for each \((t_{n-m}, t_{n-m+1})\), we need to determine the decision price \(x_{n-m+1} \cdot d_{n-m+1}\). If we encounter a buyer reporting a price larger than the decision price, our profit is \(x_{n-m+1} \cdot d_{n-m+1}\);
otherwise, our expected profit from the remaining \(m - 1\) buyers is \(R_{m-1}\). For convenience, let \(R_{m}^\text{acc} = (1 - x_{n-m+1}) \cdot d_{n-m+1} \) and \(R_{m}^\text{req} = x_{n-m+1} \cdot R_{m-1}\) (the initial \(R_0\) is set to be 0). Then we have the following recursion

\[
\begin{cases}
    R_{m}^\text{acc} = (1 - x_{n-m+1}) \cdot x_{n-m+1} \cdot d_{n-m+1}; \\
    R_{m}^\text{req} = x_{n-m+1} \cdot R_{m-1}; \\
    R_{m} = R_{m}^\text{acc} + R_{m}^\text{req}, \quad \text{for } 1 \leq m \leq n.
\end{cases}
\]

(42)

Given \(R_{m-1} (1 < m \leq n)\), we can obtain the maximum \(R_m\) and corresponding \(x_{n-m+1}\) via (42), i.e.,

\[
x_{n-m+1} = 1/2 + R_{m-1}/(2d_{n-m+1}), \quad x_n = 1/2
\]

\[
R_m = (R_{m-1} + d_{n-m+1})^2/(4d_{n-m+1}), \quad R_1 = d_n/4
\]

(43)

### Algorithm 7: Semi-time truthful mechanism \(M_T\)

**Input:** \(t_e\): stopping time; \(d(t)\): discount function; \(\lambda\): arrival rate.

**Output:** winner and payment.

\[
n = \lambda \cdot t_e, j \leftarrow 1; t_j = j/\lambda; \quad \text{winner} = 0, \text{payment} = 0;
\]

for \(j \in \{1, 2, \ldots, n\}\) do

1. According to equation (43), compute \(x_j\);

2. while \(t < t_j\) do

   a. Wait for the next buyer, denoting his report price as \(r\);
   
   b. If \(r > x_j \cdot d_j\), choose this buyer as winner and charge him at payment \(x_j \cdot d_j\);
   
   c. \(j \leftarrow j + 1\);

3. Return winner, payment;

More importantly, we have the following theorem which is consistent with our intuition. We emphasize that we have the same result in Section 6.4 for general distribution of the valuations (see Theorem 50).

**Theorem 43.** Given a non-decreasing discount function \(d(t)\), both the profit \(R_m\) and decision price \(x_{n-m+1} \cdot d_{n-m+1}\) are strictly decreasing as time going on.

Theorem 43 can be obtained by combining the following Lemmas 44 and 45. We first introduce the following claim and prove it by induction on \(m\).

**Claim 8.** \(\forall m, 1 \leq m \leq n\), we have \(R_m < d_{n-m+1}\).

**Proof.** We prove this claim by induction on \(m\).

**Base case:** For \(m = 1\), \(R_1 = d_n/4 < d_n\).

**Induction step:** For \(m > 1\), we assume \(R_{m-1} < d_{n-m+2}\). Since \(x_{n-m+1} < 1\), from the definition of \(R_{m}^\text{acc}\) and \(R_{m}^\text{req}\), we have,

\[
R_{m}^\text{acc} < (1 - x_{n-m+1}) \cdot d_{n-m+1};
\]

\[
R_{m}^\text{req} < x_{n-m+1} \cdot d_{n-m+2}.
\]

Recall that we assume \(d_1 \geq d_2 \geq \cdots \geq d_n\), thus,

\[
R_{m}^\text{req} < x_{n-m+1} \cdot d_{n-m+1}.
\]

Thus, \(R_m = R_{m}^\text{acc} + R_{m}^\text{req} < d_{n-m+1}\). The claim follows.

**Lemma 44.** \(\forall m, 2 \leq m \leq n\), we have \(R_m > R_{m-1}\).

**Proof.** From (43), proving \(R_m > R_{m-1}\) is equivalent to proving \(R_m - R_{m-1} = (R_{m} + d_{n-m+1})^2/4d_{n-m+1} - R_{m-1} = (R_{m-1} - d_{n-m+1})^2 > 0\). According to Claim 8, \(R_{m-1} < d_{n-m+2} \leq d_{n-m+1}\), we obtain \((R_{m-1} - d_{n-m+1})^2 > 0\).

**Lemma 45.** \(\forall m \in [1, n-1]\), \(x_m d_{n-m} > x_{m+1} d_{n-m+1}\).

**Proof.** From (43), we have

\[
\begin{align*}
x_m \cdot d_{n-m} &= (1/2 + R_{m-1}^2) \cdot d_{n-m} \\
x_m \cdot d_{n-m+1} &= (1/2 + R_{m-1}^2) \cdot d_{n-m+1}
\end{align*}
\]

(44)

According to Lemma 44, we have \(R_m > R_{m-1}\) and \(d_{n-m} \geq d_{n-m+1}\), so \(x_m d_{n-m} - x_{m+1} d_{n-m+1} > 0\).

Now we consider the competitive ratio \(\rho = E[M_T]/E[M_D]\).

According to the above analysis, we know that the expected revenue of \(M_D\) is \(R_0\). For \(n = 1\), \(\rho = E[M_D]/E[M_T] = d_1/4 \geq 1/4\). When \(n > 2\), we have \(R_m = (R_{m-1} + d_{n-m+1})^2/4d_{n-m+1} > d_{n-m+1} - d_{n-m+2}\), from (43). In addition, \(E[M_T] < 1\). Then, \(\rho = E[M_T]/E[M_D] < 1/d_1\).

Next we study the change of \(\rho\) when \(n \to \infty\) (for instance, we can assume that there are sufficient buyers in a real scenario). According to Lemma 44 \(\{R_1, \cdots, R_n\}\) is an increasing series. Moreover, we know that \(R_n\) is always up-bounded by \(d_1 \leq 1\). Then there exists some \(\alpha\) such that \(\lim_{n \to \infty} R_n = \alpha\). From (43), we have \(\alpha = (\alpha + d_1)^2/4d_1\) which implies \(\alpha = d_1\). Thus, \(\lim_{n \to \infty} \rho = E[M_T]/E[M_D] = 1/d_1\).

In summary, we have the following theorem.

**Theorem 46.** Mechanism \(M_D\) has a competitive ratio \(< 1/d_1\), and converging to a value \(1/d_1\) when \(n \to \infty\).

**Theorem 47.** \(M_D\) is value truthful but not semi-time truthful.

Obviously, \(M_D\) is a bid independent auction and thus value truthful. To prove that it is not semi-time truthful, we can find a value \(t_j\) yielding \(a_i \cdot (t_j) - x_j \cdot d(t_j) < a_i \cdot (t_j) - x_q \cdot d(t_j)\) and \(a_i \cdot (t_j) > x_j \cdot d(t_j)\) by carefully selecting the valuations and discounts. We omit the details due to space limit.

### 6.3 Semi-time-Truthful Dynamic Reservation Mechanism \(M_T\)

**Key idea:** Our new mechanism \(M_T\) is almost identical to \(M_D\). In particular, it uses the same decision price \(x(t) \cdot d(t)\). However, instead of charging the buyer the same value \(x(t) \cdot d(t)\), the payment is replaced by \(\varphi(t) \cdot d(t)\) where \(\varphi(t)\) is a carefully crafted function \(\varphi(t) \leq x(t)\). The key point to achieve the truthfulness lies in the design of \(\varphi(t)\) such that the function \(v_j d(t) - \varphi(t) d(t)\) is non-increasing for the winning buyer with \(v_j \geq x(t)\) after his arrival time.

Also, we use the same backward analysis to maximize the revenue. Let \(R_{n'}\) denote the new expected profit (replacing the notations in Figure 2) when there are \(m\) buyers left. We determine the values of the variables through exactly the same manner of (43). Initially, \(v_0 = x_n = 1/2\) and \(R_1 = R_1' = 1/2\). For each \(j = n - m + 1\) (\(1 \leq j \leq n\)), we have

\[
\varphi_j = (x_j d_j - x_j \cdot d_{j+1} + \varphi_{j+1} \cdot d_{j+1})/d_j
\]

(45)

\[
R_{n-j+1} = (x_j \cdot \varphi_j \cdot d_j + x_j \cdot R_{n-j}';
\]

Similar with \(M_D\), we have the following theorem which is consistent with our intuition.
Lemma 48. \(\forall j, 1 \leq j < n \) \(x_d j > x_d j+1 \), \(\varrho_j \delta_j \geq \varrho_{j+1} \delta_{j+1} \). 

Similar to the previous mechanisms, we study the competitive ratio \( \rho = \frac{E[My]}{E[M_T]} \). We need the following claim first in our analysis. Due to the space limitation, we omit the proof.

Claim 9. Let \( j^* \) denote the last one satisfying \( d_{j^*} > d_{j^*+1} \) in the sequence, i.e., \( d_1 \geq d_2 \geq \cdots \geq d_j > d_{j+1} = \cdots = d_n \). Then \( \forall j \in [1, j^*+1], \varrho_j > 1/2 \).

We focus on the change of \( \rho \) when \( n \to \infty \). Similar to our previous analysis on \( M_D \), we can assume that \( \lim_{n \to \infty} R_{n} = \alpha \).

From (45), we have \( \alpha = (1-x_1) \varrho_1 d_1 + x_1 \alpha \), which implies \( \alpha = \varrho_1 d_1 \). Recall that \( E[My] = 1 \). According to Claim 9, we have \( \varrho_1 \geq 1/2 \) and therefore \( \lim_{n \to \infty} \rho = \frac{E[My]}{E[M_T]} < \frac{2}{\varrho_1} \).

We also consider the truthfulness of \( M_T \). Obviously, \( M_T \) is bid independent auction and thus value truthful. For any \( j \)-th arrived buyer \( i \) who wins the auction at time \( t_j \), from (45), we have \( u_i^j = a_i + d_{j} - \varrho_{j} \delta_{j} + a_i + d_{j} - x_j d_j + x_j \delta_{j} + \varrho_{j+1} \delta_{j+1} \). So, if \( a_i > x_j \), \( u_i^j = u_i^{j-1} + (d_{j} - \varrho_{j+1} \delta_{j+1} - x_j d_j + x_j \delta_{j} + \varrho_{j+1} \delta_{j+1}) \geq 0 \). For the \( j \)-th arrived buyer \( i \) who lose the auction at time \( t_j \) may win at some time \( t > t_j \). But even this event happens, the expected profit obtained from our mechanism will not decrease. Thus \( M_T \) is semi-time truthful.

Overall, we have the following theorem for \( M_T \).

Theorem 49. Mechanism \( M_T \) is value and semi-time truthful. \( M_T \) has a competitive ratio \( < \frac{2}{\varrho_1} \) when \( n \to \infty \).

Recall that \( M_D \)'s competitive ratio converges to a value \( \frac{1}{\varrho_1} \) when \( n \to \infty \), which implying that \( M_T \) has paid about a half profit of \( M_D \) to achieve semi-time truthful.

6.4 Extension to General Distribution

Here, we extend \( M_F \), \( M_D \) and \( M_T \) to general distributions. Consider the general probability density function \( f(y) \). We use the same notations as that in Section 6. From our above analysis, we can see that as long as the formula of the expected revenue can be obtained explicitly, we are able to compute the (approximate) maximum value by numerical optimization.

6.4.1 Fixed Reservation Price Mechanism \( M_F \)

The general maximization objective equation is:

\[ E[M_F] = \left( 1 - \prod_{i=1}^{n} \int_{-\infty}^{x_j} f(y) \, dy \right) \times x \quad (46) \]

6.4.2 Dynamic Reservation Price Mechanism \( M_D \)

By maximizing (47), we can recursively get the value of \( x_{n-m+1} \) and \( R_m \) (1 \( \leq m \leq n \)), where \( R_0 = 0 \).

\[ R_m = \int_{x_{n-m+1}}^{x_{n-m+1} \delta_{n-m+1}} f(y)dy \ast x_{n-m+1} \delta_{n-m+1} \]

\[ + \left( 1 - \int_{x_{n-m+1}}^{x_{n-m+1} \delta_{n-m+1}} f(y)dy \right) \ast R_{m-1} \]

\[ 1 \leq m \leq n \quad (47) \]

Similar to \( M_D \), both Lemma 44 and Lemma 45 hold for general distribution, which implies that the expected profit and decision prices are decreasing with time going on. Due to space limitation, we omit the proof of following Lemma 50.

Lemma 50. \( \forall m, 2 \leq m \leq n \), \( R_{m-1} > R_{m-1} \times d_{m-1} \times d_{m-1} + x_{n-m+2} d_{n-m+2} \).

6.4.3 Semi-Time Truthful Mechanism \( M_T \)

According to (48), for any \( 1 \leq j < n \), we can recursively obtain \( \varrho_j \) and \( R_{n-j-1} \), where \( R_1 = R_1, \varrho_0 = x_0 \).

\[ \varrho_j = (x_j d_j - x_j \delta_{j+1} + \varrho_{j+1} \delta_{j+1})/d_j \]

\[ R_{n-j-1} = \int_{x_j}^{x_{j+1}} f(y)dy \ast \varrho_j \delta_j \ast \left( 1 - \int_{x_j}^{x_{j+1}} f(y)dy \right) \ast R_{n-j} \]

\[ \ast (48) \]

Similar to Lemma 48, we have the following lemma for the general case, which is consistent with our intuition, i.e., as time goes on, the expected profit is decreasing. Proof details are omitted due to the space limitation.

Lemma 51. \( \forall j, 1 \leq j < n \), \( R_{n-j+1} > R_{n-j} \).

6.5 Mechanism with Learning Phase

The mechanisms studied in Section 6 are all based on the assumption that we already know all parameters about the probability density function \( f(y) \). However, it is very likely that we do not have such prior knowledge. Here we propose a learning-based mechanism \( M_L(n, s, n) \) which consists two phases: learning and decision (w.l.o.g, the number of the buyers \( n \) is large enough to support our learning phase).

1) Learning phase: firstly, we keep observing and collecting the first \( n_s \) buyers’ reported prices as samples without choosing any one, where \( n_s \) is set to be much smaller than \( n \). The purpose of the learning phase is to estimate the parameters of \( f(y) \); obviously, for different distributions, we may apply different methods (such as maximum likelihood estimate).

2) Decision phase: given \( f(y) \), run \( M_T \) (or \( M_P \)) to choose the winner. In this phase, we also update the parameters of \( f(y) \) by the new observed knowledge and we dynamically update the stopping time \( t_s \), thus the value of \( n \).

We can prove that \( M_L \) is value truthful but not time truthful. A buyer appeared in the learning phase can delay his arrival to the decision phase, possibly coupled with bid manipulation, he can get a positive profit, instead of zero profit in the learning phase. To get \( time \) and \( value \) truthful, we propose to give some compensation to buyers in the learning phase.

6.5.0.1 Compensation design: (when run \( M_T \) in the decision phase): here we consider buyers are risk-neutral who aim to maximize their expected profit. Let \( P_{win}^j \) denote the probability of winning for each buyer \( i \) who appeared at learning phase and delayed his arrival to time instance \( t_j \). Let \( x_j^* \) denote the compensation value for \( i \) at time \( t_j \) (when \( M_T \) chooses someone as winner).

\[ \varepsilon_i^j = E[u_{i}^j] = (x_j^* - x_j)/2 \] 

(49)
Theorem 52. $M_L(n_s, n)$ has $\Theta(1/d(\frac{1}{t}))$ competitive ratio when $M_T$ is the decision mechanism at its decision phase and the compensation is calculated by Equation (49).

It’s worth to mention that the value of compensation depends on the final revenue of the broker. We can prove that

Theorem 53. $M_L(n_s, n)$ is value and semi-time truthful in expectation.

7 Performance Evaluation

In this section, we evaluate our mechanisms with simulation study. We use the offline Vickrey auction’s revenue $E[M_V]$ as comparison baseline for all of our mechanisms. For the sake of understanding intuition, we use $1$ as comparison baseline for all of our mechanisms. For the $M_T$ test our mechanisms with different factors, i.e., a 12-core i7 Intel CPU, 64G of RAM. We set the measurement results to present our experimental performance on discount functions. Let “Tst” and “Thy” denote our testing and discount function. Let “Tst” and “Thy” denote our testing and discount function. Let “Tst” and “Thy” denote our testing and discount function. Let “Tst” and “Thy” denote our testing and discount function. Let “Tst” and “Thy” denote our testing and discount function. Let “Tst” and “Thy” denote our testing and discount function.

7.1 Experiment Settings

Our experiments are conducted on a server equipped with a 12-core i7 Intel CPU, 64G of RAM. We set $T = 2000$, and test our mechanisms with different factors, i.e., the expected total number of buyers $n$. We vary the number of buyers from 1000 to 5000 with a step of 500. All the expected revenue results are averaged over 10 * $n$ runs and our mechanisms finished in 1 minutes when $n = 2000$. We test mechanism $M_R$ with different combinations of valuation distribution and discount function. Let “Tst” and “Thy” denote our experiment and theoretical results respectively. Specifically, we use the following six discount functions with different decreasing speeds (as shown in Fig. 3). Abbreviated as $D_1$, $D_2$, $D_3$, $D_4$, $D_5$ and $D_6$ respectively, which captures different decreasing speed of data valuations in reality. Especially, we have $D_4$ as the case that there are no discount factors.

\[
\begin{align*}
\text{Linear Discounting:} & \quad D_1(t) = (1 - t/T) \\
\text{Exponential Discounting:} & \quad D_2(t) = \exp^{-\frac{t}{T}} \\
\text{Fast Exponential Discounting:} & \quad D_3(t) = 0.99^t \\
\text{No Discounting:} & \quad D_4(t) = 1 \\
\text{Slow Discounting:} & \quad D_5(t) = \sqrt{((\lambda + T)^2 - t^2)/((\lambda + T)^2)} \\
\text{Extreme case:} & \quad D_6(t), \text{i.e. the discount function in (52)}. 
\end{align*}
\]

For valuation distribution, we consider the following ones (see Figure 9).

1) uniform distribution $\text{Uni}(0, 200)$;
2) normal distribution $\text{Nor}(100, 20)$;
3) exponential distribution $\text{Exp}(\frac{100}{T})$;
4) the extreme case with only two positive valuations (as in Eq. (52), other valuations are 0.

Below, we use “Uni”, “Nor”, “Exp” and “Ext” for short representation of these valuation sets.

7.2 Numerical Results for $M_R$ and $M_W$

We mainly investigate the impact of various factors on the mechanisms’ performance and show the differences between $M_R$ and $M_W$ with different discount functions. We show mechanism $M_R$’s performance with different valuations’ distributions in Figure 6 and we can see that even with the extreme case, the practical competitive ratios are much better than the theoretical results.

Impact of Dividing Base. To show the generalizability of our mechanism, we consider different values of the base $B$ for dividing the discount value domain in $M_R$. As shown in Fig. 4, the competitive ratios of $M_R$ in our evaluations are close with different Bs. The main reason here is that when we divide the values of $D_1$ into multiple classes with $B \in \{1.5, 2, 2.5\}$, all buyers’ expected arrivals fall in the reserved classes. That is, the globally second-largest expected report price $p_2$ gets all of its value, instead of $E[p_2]/B$ by our theoretical analysis, from the top $c$ classes.

Impact of Discount Function. Fig. 5 demonstrates the results of $M_R$ with different discount functions. All the competitive ratios by our evaluation results are much higher than the theoretical results. Intuitively, the faster decreasing speed, the lower competitive ratios. However, the competitive ratio with a discount function $D_2$ with faster decreasing speed is much better than that for discount function $D_1$. According to our analysis in §5.2, not only the decreasing speed but also the number of reserved classes and the number of buyers in each reserved class will affect the performance of $M_R$. Moreover, when without discount factors, i.e., $D_4$, $M_R$’s revenue ratio is much smaller than the theoretical results, i.e., $1/4$ in [53]. Note that we add a random winner selection in the “Observation” phase in Algorithm 2 to guarantee the time truthfulness and consumer sovereignty. This verifies our mechanisms’ effectiveness on time-sensitive valuations.

However, as plotted in Fig. 5, the competitive ratios of $M_R$ on the extreme case (with only two large positive initial valuations $v_{1(1)}$ and $v_{2(1)}$) are decreasing when the decreasing speed of $d(t)$ is increasing. This phenomena only occurs on the extreme case due to the following facts: the first and second-largest reported prices are always the corresponding report price of buyers whose initial valuations are $v_{1(1)}$ or $v_{2(1)}$. 1) $M_R$ only obtains positive revenue of when $v_{1(1)}$ or $v_{2(2)}$ appear at the same class and $v_{2(2)}$ appears at the same class before $v_{1(1)}$; 2) the $d(t)$ with faster decreasing speed has more number of discount classes with small discount value. Thus, $M_R$ obtains a larger portion of revenue from discount classes with small discount value when compared with $M_R$ on the normal distribution. Moreover, the competitive ratios of $M_R$ on the worst case (i.e., Ext with $D_6$) are very close to our theoretical results, which verifies our theoretical analysis. Thus, $M_R$ works poorly on the extreme valuation case with fast decreasing speed of $d(t)$. $M_R$ performs better on discount functions with fast decreasing speeds than those decrease slowly. As plotted in Fig. 5 and Fig. 6, different discount functions combine with different valuation distributions result in different ratios. Fig. 5 demonstrates the evaluation results of $M_R$ with different valuation distributions and we can see that even in the extreme case, the competitive ratio is much better than the theoretical result. Fig. 6 shows that the tested ratios of $M_R$ are very close with different valuation distributions except the extreme case, i.e., Ext. 

Impact of Valuation Distribution. Fig. 6 presents how different valuation distributions affect the performance of $M_R$. Interestingly, the competitive ratios of $M_R$ by our evaluations are very close with different valuation distributions except the extreme case, i.e., Ext has only two large positive initial valuations. The ratios are decreasing slowly.
when the total number of buyers $n$ is increasing. The reason is that when $n$ increases, the capability gap of obtaining large reported prices between different discount classes is becoming larger. However $M_R$ chooses each class equally. With the increase of $n$, the expected number of buyers in each candidate class increases, thus the chosen probability of the class with larger contribution to revenue decreases. To further improve $M_R$’s performance, we hope to design some more sophisticated strategy to select each class in the future work. Without discount factors, i.e., $D_4$, $M_R$’s revenue competitive ratio is much smaller than the optimal mechanism’s theoretical results (i.e., $1/4$ in [53]).

**Comparison of $M_R$ and $M_W$.** Different from $M_R$, the competitive ratios of $M_W$ are almost the same when the total number of buyer $n$ is increasing as shown in Fig. 7. Recall that $M_W$ selects different reserved classes with carefully designed weights. This verifies the effectiveness of $M_W$’s “Weighted-Select” when compared with $M_R$’s “Random-Select” strategy. From Fig. 8, it is obvious that $M_W$ performs about ten times better than $M_R$ under different discount function settings. Even in the worst case (i.e., $D_6$ and $Ext$), $M_W$ achieves much better tested results than the theoretical results.

### 8 Discussion and Conclusion

In this work, we studied online truthful data auction mechanisms for trading time-sensitive valued data product. We assumed that the discount function $d(t)$ is known to both the adversaries and the mechanism designer. By partitioning the discount function into different classes where the discount values in each class is within a factor $B > 1$ of each other, we designed several revenue-competitive truthful online auction mechanisms with time-sensitive valuations. We mainly presented an $\Theta(\log^2 n)$-competitive truthful online auction mechanism $M_R$, an $\Theta(\log n)$-competitive truthful online auction mechanism $M_I$, when the number of users $n_e$ is within a constant $\eta$ factor of each other for all discount class $c \leq \hat{c}$. It is worth to mention that our results still hold when we know a constant approximation of the discount function $d(t)$, i.e., when we are given $d'(t)$ instead of the actual discount function $d(t)$ with $\alpha_1d(t) \leq d'(t) \leq \alpha_2d(t)$ for some positive constant $0 < \alpha_1 < \alpha_2$ and any $t > 0$. Further, when different buyers have different discounting functions $d(t)$, our results still hold as long as they are within a constant factor of each other. Our mechanisms could perfectly be applied to other kinds of goods whose
value decreases with time, like diamonds, flowers, vegetables and so on.

There are a number of interesting and challenging unsolved questions left for future research. First, we need design truthful mechanisms with a good competitive ratio when the discount function $d(t)$ is arbitrary unknown, or different buyers have heterogeneous discount functions. Second, in this work, we assume that the number of users $n$ is large enough, so one interesting question is to design a good mechanism when there is only a constant number of users to arrive. Third, for most upper-bounds and lower-bounds on the competitive ratios of the truthful mechanisms, we assumed that the adversary is adaptive-online. It will be interesting to analyze some lower-bounds of the truthful mechanisms for other adversary models, such as oblivious adversary, adaptive offline adversary, and valuation adaptive-online adversary; and then design truthful mechanisms with competitive ratio that can (closely and asymptotically) match the lower bounds. Finally, we need design online truthful and competitive mechanisms for selling data to $k \geq 2$ buyers where the value of $k$ could be some large constant or some function $f(n)$.
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