Somatic pairing of homologs in budding yeast: existence and modulation
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FISH analysis of well-spread chromosomes reveals that homologs are paired in vegetatively growing budding yeast diploid cells, via multiple interstitial interactions, and independent of recA homologs and mating type heterozygosity. Pairing is present during G1 and G2, and in cells arrested at G1 by mating pheromone, but is disrupted during S phase. Thus, somatic pairing is qualitatively analogous to premeiotic and early meiotic pairing. S-phase pairing disruption occurs by a complex intranuclear program involving regional, nucleus-wide, and temporal determinants. Pairing is also disrupted in two G2-arrest conditions (cdc13ts and nocodazole). Together these findings suggest that cell cycle signals may provoke pairing disruption by modulating underlying chromosome and/or chromatin structure. Whether the cell chooses to disrupt pairing contacts or not (e.g., S phase and G2 arrest, but not G1 arrest or normal G1 or G2), could be dictated by functional considerations involving homolog/sister discrimination.
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Intimate juxtaposition of homologous chromosomes is a prominent universal feature of meiosis, where it occurs during early prophase in advance of synaptonemal complex (SC) formation. Pairing is also observed in premeiotic cells of some organisms, including budding and fission yeasts and plants, where it likely simplifies the process of homolog juxtaposition during meiosis (e.g., Stack and Brown 1969).

Pairing of homologous chromosomes outside of the meiotic program has been excluded in certain situations (e.g., Emmerich et al. 1989; van Dekken et al. 1989). In several cases, however, it has been clearly documented, for example, in Drosophilae (Metz 1916; Fung et al. 1998; Gemkow et al. 1998). Yet other cases are controversial, often because of limitations in the assays used, but there are strong indications or provocative hints of transient and/or locus-specific pairing, sometimes in restricted cell types, from cytological studies and epigenetic [trans-sensing] phenomena. Such findings exist in fungi [e.g., Aramayo and Metzenberg 1996; Maloisel and Rossignol 1998], plants [e.g., Hollick et al. 1997; Bender 1998], mammals [e.g., Arnoldus et al. 1989; Lewis et al. 1993; LaSalle and Lalande 1996; Ashe et al. 1997], and Drosophila [Henikoff and Comai 1998; Karpen and Allshire 1998].

The relationship of somatic pairing to premeiotic and/or meiotic pairing has been debated at various levels and from various points of view for nearly a century, ever since the basic nature of chromosomes began to emerge [Digby 1910; Metz 1916; Stack and Brown 1969].

In budding yeast, in cells arrested at G1 just prior to entering the meiotic program, homologs are paired via multiple interstitial interactions between chemically intact chromosomes [Weiner and Kleckner 1994]. It has been argued that these pairing contacts should be unstable and dynamic (Kleckner and Weiner 1993; Weiner and Kleckner 1994) and that they might include homology-dependent contacts in nucleosome free regions [Keeney and Kleckner 1996]. Pairing is, however, lost during meiotic S phase [Weiner and Kleckner 1994; unpubl.] and then restored early in meiotic prophase, independent of both recombination initiation [double-strand breaks (DSBs)] and SC formation, which play later roles in homolog juxtaposition [Loidl et al. 1994; Weiner and Kleckner 1994]. Premeiotic and early meiotic pairing are strongly analogous, most notably the absence of any obvious dependence on chromosomal interruptions; but the meiotic process is uniquely dependent on certain meiosis-specific functions [e.g., SPO11; Loidl et al. 1994; Weiner and Kleckner 1994].

The current study utilizes the fluorescence in situ hybridization (FISH) assay developed previously for analysis of meiotic pairing to demonstrate that homologs of budding yeast, Saccharomyces cerevisiae, are paired during the vegetative life cycle and to investigate modulation of pairing status in several situations.

Results

Homolog pairing in premeiotic and pheromone-arrested G1 cells

A cytological assay for homolog pairing that does not
require visualization of morphologically individualized chromosomes has been applied previously to premeiotic and meiotic yeast cells (Weiner and Kleckner 1994). Nuclear contents spread on a glass slide are subjected to FISH with two differentially labeled probes, “green” and “red”, corresponding to two different loci (Fig. 1A). The chromosomes in these preparations are highly dispersed, likely to the level of nucleosomal filaments, as judged from the array of distances between two probes on the same chromosome (Weiner and Kleckner 1994), and are spread over an area about ten times the diameter of an intact nucleus. Thus, direct physical contacts between homologs are sensitively detected above the background from chance colocalization of allelic loci on unconnected homologs or on connected homologs but far from a connection point. If sister chromatids are absent, or tightly associated, each probe reveals either two foci, distinct or partially overlapping, or a single symmetrical focus.

In each of ~50 different nuclei, the distance between the homolog foci is measured for each probe; the four distances between nonallelic loci are also measured as controls for fortuitous juxtaposition of unconnected regions [GG, RR, and GR1–GR4; Fig. 1A]. Each of the six sets of interprobe distances is then arrayed in rank order, from smallest to largest (e.g., Fig. 2). The extent to which the two arrays of homologous distances fall below the four arrays of nonhomologous distances provides a general impression of homolog pairing. More specifically, the occurrence of allelic probes separated by a distance of 0.7 µm or less, that is, with the two fluorescent foci touching or nearly so, corresponds to the presence of an interhomolog pairing contact somewhere near the probed region [Weiner and Kleckner 1994]. Uncorrected pairing levels, $G_{\text{obs}}$ and $R_{\text{obs}}$, are given by the rank plots (e.g., Fig. 2A); more accurate values, $G_{\text{tot}}$ and $R_{\text{tot}}$, are obtained by subtraction of background from fortuitous colocalization as given by the array of nonallelic distances (Table 1).

In premeiotic diploid SK1 cells, which are in G1, the pairing level is ~0.5 at any probed locus (Weiner and Kleckner 1994). In the current study, premeiotic pairing levels ranged from 0.41 to 0.64 (mean = 0.52) at seven different loci located on various chromosomes and at various positions relative to their respective centromeres and telomeres [Figs. 1B and 2A–C; Table 1]. The same result is obtained in SK1 MATa/MATa cells arrested at G1 by exposure to mating pheromone, with pairing levels ranging from 0.39 to 0.67 (mean = 0.55) for seven different probes [Fig. 2E–G; Table 1].

Nonspecific clustering of centromeres is prominent in yeast cells at most stages of the cell cycle and at G1 pheromone arrest (Guacci et al. 1997; Jin et al. 1998). If clustering were maintained in spread samples, allelic loci on homologs might tend to fall closer together simply because they lie at similar distances from their respective centromeres, irrespective of direct pairing contacts. If present, centromere clustering should be detectable by a tendency for two nonhomologous centromere-linked loci to lie closer together than two nonhomologous interstitial loci. This is not observed: The array of nonhomologous distances [GR1–GR4] for two nonhomologous centromere-linked loci is indistinguishable from the array of distances for two nonhomologous interstitial loci located at equal distances from their respective centromeres [Fig. 2, F vs. G; averages compared in H]. Moreover, the fraction of nuclei in which the nonhomologous loci fell within $d = 0.7 \, \mu m$ (where $d$ is for distance) was very low, in both cases (~9%), as expected from the absence of direct pairing connections [Fig. 2F–H; Table 1]. Finally, homolog pairing levels for allelic centromere-linked loci and allelic interstitial loci are essentially indistinguishable [Fig. 2F–H]. We conclude that nonspecific centromeric clustering is undetectable in these samples.

Homolog pairing in exponentially dividing cells

Exponentially growing SK1 cells give results very similar to those observed in premeiotic and pheromone-arrested
G1 cells (Fig. 2I–K; Table 1). Pairing levels ranged from 0.20 to 0.67 (mean = 0.46) at 11 different loci representing various positions in the genome (Table 1). Comparable results are seen in two other strain backgrounds, S288C and A364a (Fig. 2N,O; Table 1). Finally, just as in pheromone-arrested cells, nonhomologous centromeric loci exhibit no tendency for association, whereas homologous centromeric loci exhibit the same degree of pairing as interstitial loci (Fig. 2J–L; Table 1).

Analysis of asynchronously dividing cells has the additional potential complication that sister chromatids are present and are likely to be separated for at least some fraction of the cell cycle. The actual fraction of nuclei in which sister chromatids are discernibly separated is, however, quite small [Materials and Methods], likely because most cells are in the G1, S, or G2 stages of the cell cycle, in which sisters are either absent or so closely juxtaposed as to give a single signal [Guacci et al. 1994; Weiner and Kleckner 1994 and below; Yang 1997]. In any case, a small amount of sister separation could

---

**Figure 2.** Ranked homologous and nonhomologous foci distances from premeiotic, pheromone-arrested, and cycling cells. In each panel, the six distances among pairs of hybridization signals (Fig. 1A) are individually ranked from the smallest to largest. (□) RR; (●) GG; (●) GR1–GR4. The cutoff limit for pairing (d ≤ 0.7 µm) is indicated by a horizontal line for each plot. R and G are indicated for A by open and solid arrowheads, respectively. All cultures are SK1 MATa/MATα unless otherwise noted; all data are from Table 1. Loci probed are listed within each panel.
only tend to give a small underestimate of homolog pairing because any nucleus in which homologous nonsister chromatids are paired, but with sisters well separated, would be (mis-)scored as a nucleus in which pairing is absent.

We conclude that homologs are paired in mitotically cycling diploid yeast cells. Furthermore, because pairing levels in asynchronous culture are very similar to those observed in a uniform G1 population, pairing appears to be present throughout most of the mitotic cell cycle.

### Table 1. Pairing levels in premeiotic, arrested, and cycling cells

| Condition (genotype) | Culture | Loci probed (red, green) | Pairing levelb | Comparison type | Bionomial analysisc | Pairing level in A |
|----------------------|---------|--------------------------|----------------|----------------|--------------------|-------------------|
|                      |         |                          | obs. | obs. – bkgd. | type | (%)                | (A)            | (Rtot/A; Gtot/A) |
| Premeiosis           |         |                          |      |              |      | two chroms.        | 0.88           | 0.56; 0.49 |
| wild type            | 1       | c; s                     | 0.60, 0.54 | 0.49, 0.43 | two chroms. | 0.88           | 0.56; 0.49 |
| wild type            | 2       | k; h                     | 0.67, 0.64 | 0.58, 0.55 | two chroms. | 0.88           | 0.66; 0.63 |
| wild type            | 3       | r; g                     | 0.66, 0.58 | 0.49, 0.41 | two chroms. | 0.82–0.83      | 0.59, 0.50 |
| wild type            | 4       | q; g                     | 0.78, 0.74 | 0.64, 0.60 | two chroms. | 0.98–0.99      | 0.65, 0.61 |
|                      |         |                          |      |              |      | two chroms.        | 0.52 + 0.08 | 0.59 + 0.07 |
| 4 × recA             | 5       | c; k                     | 0.46, 0.65 | 0.31, 0.51 | two chroms. | 0.81           | 0.38, 0.63 |
| 4 × recA             | 6       | q; g                     | 0.74, 0.62 | 0.64, 0.52 | two chroms. | 1.00           | 0.64, 0.52 |
|                      |         |                          |      |              |      | two chroms.        | 0.50 + 0.14 | 0.54 + 0.12 |
| Arrest by pheromone  | a/a     | 7                        | g; a | 0.54, 0.52 | two chroms. | 0.99–1.0       | 0.53, 0.51 |
| a/a                  | 8a      | g; a                     | 0.56, 0.44 | 0.51, 0.39 | two chroms. | -1              | 0.51, 0.39 |
| a/a                  | 8b      | q; g                     | 0.70, 0.72 | 0.65, 0.67 | two chroms. | 0.92–0.93      | 0.70, 0.72 |
| a/a                  | 8c      | n; c                     | 0.68, 0.60 | 0.61, 0.53 | one chrom.   | 0.84–0.86     | 0.72, 0.62 |
| a/a                  | 8d      | r; o                     | 0.55, 0.68 | 0.46, 0.59 | two cens.    | 0.93–0.94     | 0.49, 0.63 |
|                      |         |                          |      |              |      | two chroms.        | 0.55 + 0.09 | 0.56 + 0.11 |
| Exponential          |         |                          |      |              |      | two chroms.        | -1           | 0.56, 0.44 |
| wild type            | 9a      | g; q                     | 0.64, 0.49 | 0.56, 0.44 | two chroms. | -1              | 0.56, 0.44 |
| wild type            | 9b      | g; o                     | 0.50, 0.54 | 0.34, 0.38 | one chrom.   | 0.74–0.78     | 0.45, 0.50 |
| wild type            | 10a     | k; h                     | 0.66, 0.53 | 0.51, 0.38 | two chroms. | 0.91–0.94     | 0.55, 0.41 |
| wild type            | 10b     | p; r                     | 0.63, 0.50 | 0.53, 0.40 | two cens.    | -1              | 0.53, 0.40 |
| wild type            | 11a     | q; g                     | 0.74, 0.68 | 0.67, 0.61 | two chroms. | -1              | 0.67, 0.61 |
| wild type            | 12a     | n; s                     | 0.42, 0.31 | 0.36, 0.25 | two chroms. | 0.74–0.76     | 0.48, 0.33 |
| wild type            | 12b     | h; c                     | 0.39, 0.48 | 0.20, 0.29 | one chrom.   | 0.68           | 0.29, 0.43 |
| a/a                  | 13a     | g; q                     | 0.59, 0.59 | 0.51, 0.51 | two chroms. | 0.77           | 0.66, 0.66 |
| a/a                  | 13b     | n; c                     | 0.62, 0.51 | 0.41, 0.30 | one chrom.   | 0.91–0.92     | 0.45, 0.33 |
| [S288C] wild type    | 14a     | q; g                     | 0.72, 0.66 | 0.63, 0.58 | two chroms. | 0.97           | 0.65, 0.60 |
| [S288C] wild type    | 14b     | n; c                     | 0.61, 0.57 | 0.43, 0.39 | one chrom.   | 0.87–0.89     | 0.49, 0.44 |
| [A364a] wild type    | 15      | q; g                     | 0.70, 0.72 | 0.61, 0.63 | two chroms. | 0.91–0.92     | 0.67, 0.69 |
|                      |         |                          |      |              |      | two chroms.        | 0.46 + 0.13 | 0.56 + 0.11 |
| 4 × recA             | 16a     | g; q                     | 0.64, 0.52 | 0.63, 0.50 | two chroms. | 0.89           | 0.70, 0.56 |
| 16b                  |         | n; c                     | 0.47, 0.52 | 0.36, 0.41 | one chrom.   | 0.85–0.88     | 0.42, 0.47 |
|                      |         |                          |      |              |      | one chrom.         | 0.48 + 0.12 | 0.42 + 0.07 |
| Arrest by nocodazole |         |                          |      |              |      | one chrom.         | 0.81 + 0.11 | 0.42 + 0.07 |
| wild type            | 11b     | q; g                     | 0.28, 0.49 | 0.23, 0.44 | two chroms. | 0.95–0.98     | 0.24, 0.46 |
| wild type            | 11c     | q; g                     | 0.28, 0.36 | 0.12, 0.20 | two chroms. | 0.70–0.95     | 0.14, 0.24 |
| wild type            | 17      | h; t                     | 0.06, 0.26 | 0.21,     | two chroms. | 0.86–0.94     | 0.33, 0.33 |
| wild type            | 18      | k; p                     | 0.50, 0.50 | 0.30, 0.30 | two chroms. | [two chroms.]  | 0.90 + 0.07 | 0.24 + 0.14 |
| wild type            | 19      | n; c                     | 0.40, 0.26 | 0.24, 0.10 | one chrom.   | 0.62–0.67     | 0.37, 0.16 |
| a/a                  | 20      | n; c                     | 0.32, 0.43 | 0.29, 0.40 | one chrom.   | 0.70–0.71     | 0.41, 0.57 |
|                      |         |                          |      |              |      | one chrom.         | 0.24 + 0.12 | 0.38 + 0.15 |
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For premeiotic cells, ~50% of nuclei exhibit pairing at each locus examined. One explanation for this finding would be that homolog pairing is absent in 50% of cells and present with 100% probability in the other 50%. Further analysis revealed, however, that essentially all cells exhibit homolog pairing, but with a 50% probability of a pairing occurring at a given locus in any given nucleus [Weiner and Kleckner 1994]. Thus, homologs are coaligned along their lengths via multiple interstitial interactions, but with variations in the position of those interactions amongst different nuclei. This conclusion was reached as follows:

Analyzed nuclei exhibit one of four possible types of pairing configurations at two probed loci: pairing at Red-only, Green-only, Both loci, or Neither locus [R, G, B, or N; Fig. 1A]. If pairing is occurring in all cells, independently at the two probed loci, the frequencies of the four nucleic types observed experimentally will match those predicted by the binomial distribution from the total pairing levels at each of the two loci: R-only = \( R_{tot} \) \( \times \) \( 1 - G_{tot} \); G-only = \( G_{tot} \) \( \times \) \( 1 - R_{tot} \); B = \( R_{tot} \) \( \times \) \( G_{tot} \); N = \( 1 \) \( \times \) \( 1 - R_{tot} \) \( \times \) \( 1 - G_{tot} \). Alternatively, given a fraction of “pairing active” cells \( A \), in which the two loci are behaving independently, and a fraction of “pairing inactive” cells \( 1 - A \), pairing levels would be zero in the latter fraction and higher than the population average in the former \( G_{tot}/A \) and \( R_{tot}/A \). In the ideal case, \( A = 1 \). In other cases, \( A < 1 \). For example, an average pairing level of 0.5 could occur if 50% of cells were active and 50% were inactive \( A = 0.5 \), with a pairing level of 1.0 in the active fraction.
For any given hybridization sample, it can be determined whether a value of $A$ can be found for which the predicted distribution of nucleus types [R, G, B, and N] matches that observed, and if so, what that value of $A$ might be [Weiner and Kleckner 1994; Materials and Methods]. For premeiotic cells, the data always fit a value of $A$ that is close to 1: $A = 0.82$–0.99; mean of $A = 0.89$ [Table 1], as seen previously (e.g., $A = 0.85$; Weiner and Kleckner 1994). The corresponding pairing levels in the active fraction range from 0.49 to 0.66 (mean of 0.59; Table 1). Thus, essentially all nuclei are active for pairing and each probed locus has a ~60% chance of being at or near enough to a pairing contact to give $d = 0.7 \mu m$ and a ~40% chance of being far enough away that homologous loci appear unconnected.

Nuclei of pheromone-arrested G1 cells and of exponentially growing cells give the same results as premeiotic cells, except that the fraction of active nuclei tends to be even higher [Table 1; two chromosome data]. For G1-arrested cells, the mean optimal value of $A = 0.96$ (range 0.92–1). For exponential cultures, the mean optimal $A = 0.92$ (range 0.74–1), with comparable results in wild-type cells of all three analyzed strains backgrounds and in the SK1 quadruple recA mutant. Pairing levels for the active fraction are again high in all cases [Table 1]: In G1-arrested cells, 0.39–0.72 (mean of 0.56); in exponential cultures, 0.33–0.69 (mean of 0.56). We conclude that homologs are coaligned along their lengths, via multiple interstitial interactions, in essentially all nuclei of both premeiotic-arrested G1 and mitotically cycling cells just as in premeiotic cells.

Notably, premeiotic, G1-arrested, and mitotically cycling cells all give high levels of $A$ even though there is some fluctuation in $R_{\text{tot}}$ and $G_{\text{tot}}$ values between experiments [Table 1]. Overall, there is no tendency for different probes to behave differently. Most of the observed fluctuations are due to experimental variation, however, some probe differences could be meaningful (e.g., some loci may tend to be near sites of preferred pairing interactions).

Given certain additional assumptions, the estimated average distance between pairing contacts can be estimated: premeiotic, pheromone-arrested, and vegetative cultures all give the same value, about one contact per ~60–80 kb [Weiner and Kleckner 1994; Materials and Methods].

Well-separated loci on the same chromosome also exhibit independent pairing

For premeiotic nuclei probed at a pair of loci located ~200 kb apart on the same chromosome, the distribution of nucleus types can be described by the binomial distribution, with the same high values of $A$ (i.e., the active fraction) as pairs of loci located on nonhomologous chromosomes. This finding implied that loci on the same chromosome can behave rather independently [Weiner and Kleckner 1994]. The same situation is observed here in nuclei of pheromone-arrested and exponentially growing cultures: Several pairs of loci separated by ~90–175 kb also exhibit substantially independent pairing (see “one chromosome” analyses in Table 1; $A = 0.85$ in a pheromone-arrested culture and mean value of $A = 0.81$ in four exponential cultures).

Variations in pairing during the mitotic cell cycle

Homolog pairing was examined in nuclei from a culture of diploid MATa/MATa cells proceeding synchronously through a single cell cycle following release from pheromone arrest. Samples taken just prior to release [t = 0 min], and at suitable time points thereafter, were analyzed by FISH, for cell and nucleus morphology, by phase contrast and fluorescence microscopy of DAPI-stained cells, and for cellular DNA content by FACS.

The cell population proceeds synchronously through four stages corresponding approximately to G1 [no bud], S [small bud], G2/M [large bud and asymmetrically positioned nucleus], and late anaphase [DNA extended between mother and daughter cell], and then returns to a telophase/G1 nucleus morphology, without or with cell separation [Fig. 3A,B]. The life spans of the three middle stages, inferred from the areas under the corresponding cumulative curves, were 12, 8, and 11 min, respectively. The overall timing with which the population exits each stage and enters the next is given by corresponding cumulative curves [Materials and Methods]. Notably, these curves are rather steep, with similar slopes for both early and late stages, implying a high degree of synchrony throughout the experiment. Bulk DNA replication was in progress in most or all cells at $t = 40$ and $t = 45$ min [Fig. 3C; arrows in A and C], approximately contemporaneous with, but somewhat longer than, the small bud morphology stage [data not shown].

FISH analysis was performed with three different pairs of probes: [q] and [g], located on two different chromosomes, each ~200 kb from its respective centromere (two chromosomes); [i] and [g], located ~150 kb apart on the same chromosome [one chromosome]; and [r] and [o], centromere-linked on nonhomologous chromosomes (two centromeres) [Fig. 1B]. Pairing levels at all loci probed are very high in the arrested G1 cells [at $t = 0$ min], are strongly reduced at $t = 40$ and $t = 45$ min when most cells are in S phase, and then return to a high level at $t = 50$ min when most cells are in G2. This pattern is observable qualitatively in rank plot data [e.g., Fig. 3C] and quantitatively in corrected pairing levels at individual loci [Fig. 4A] and in mean pairing levels for all loci (0.59 at $t = 0$ min, 0.23 and 0.30 at $t = 40$ and $t = 45$ min, respectively, and 0.52 at $t = 50$ min; Table 2). Furthermore, for each locus combination, at the two S-phase time points, the frequency of nuclei that exhibits pairing at both loci decreases, whereas the frequency that exhibits pairing at neither locus increases; then, at $t = 50$ min, the distribution returns to one closely resembling $t = 0$ min [Fig. 4B].

The appearance of sister chromatids does not appear to create any ambiguity in interpretation of focus patterns in S-phase samples. Nuclei in the $t = 0$- and $t = 40$-min
samples that contained two or more foci, which would have been scored as lacking homolog pairing, were reexamined carefully with this possibility in mind. At $t = 40$ min there was a significant increase in the fraction of foci that appeared as asymmetric dumbbells, rather than symmetric circles, but there was no increase in the number of nuclei with three or four well-separated spots. This suggests that sisters are often slightly separated during S phase but that they are almost never far enough apart to have been mis-scored as unpairing of homologs. At $t = 55$ and $t = 60$ min, the percentage of nuclei exhibiting a single focus at each individual locus $|d| \approx 0.7$. 

**Figure 3.** Homolog pairing in synchronously dividing cells. Diploid MATa/MATa cells were released from pheromone arrest at $t = 0$ min. (A) Percentage of cells in each morphological class. (B) Cumulative curves showing the entry into and exit from each morphological category were calculated from the plots shown in A. The cumulative curve describing the exit from G1 was calculated from the noncumulative plot of $[1 - (%G1)]$ [not shown]. (C) FACS and FISH analysis with probes to two chromosomes at representative time points $|$ red probe $r$, $|$ green probe $g$. Solid and open arrows indicate the 40- and 45-min time points, when most cells are in S phase.

**Figure 4.** Pairing in synchronously dividing cells. (Arrows) S phase as in Fig. 3; (broken lines) onset of late anaphase according to nuclear morphology. (A) Observed pairing levels (Table 1). (B) Nucleus types (Fig. 1A). (C) Percentages of nuclei not engaged in pairing and the calculated duration of S-phase unpairing (see text). (D) Cumulative curves for entry into and exit from unpairing (see text). Shaded region shows entry into and exit from the small bud morphology stage (relevant curves in Fig. 3). At $t=0$ min, probes R- (r) and G- (o) were used.
µm) or at neither probed locus is increased, whereas the percentage of nuclei showing a single focus at both probed loci is reduced (Fig. 4A, B). Because ~40% of cells are at late anaphase in both samples, these effects could, in principle, reflect either loss of homolog pairing and/or loss of intersister contacts. Although further analysis is clearly needed, we favor the view that homolog pairing is retained throughout the period of chromosome segregation, at or near full levels, and that the observed effects reflect primarily loss of intersister cohesion. In the $t = 60$-min sample, the fraction of nuclei containing one, two, three, or four foci fits closely a scenario in which all nuclei exhibit full levels of homolog pairing and the late anaphase nuclei all exhibit fully separated sister chromatids and is compatible with full loss of homolog pairing in all late anaphase cells only if it is assumed that sisters are still together in 75% of such cells [Materials and Methods]. Because sisters should be fully separated at this stage, and because DNA is spread uniformly between widely separated poles at late anaphase [Straight et al. 1997; Yang et al. 1997], this scenario, although not specifically excluded, seems unlikely.

By the final time point of the experiment, $t = 85$ min, pairing levels are high, as shown by the two chromosomes analysis (Fig. 4A). Most cells in this sample are in the $G_1$ phase following the synchronous mitosis. Thus, $G_1$ pairing is a natural feature of the $G_1$ stage of the cell cycle, not simply a peculiarity of pheromone or premeiotic arrest. The fact that pairing levels are high in asynchronous cultures, in which $G_1$ cells comprise the majority class (e.g., Fig. 5C), leads to the same conclusion.

### Complex program of pairing disruption during $S$ phase

#### Population average behavior

The five loci examined with regard to pairing status during the cell cycle exhibit somewhat different behaviors when considered on a population average basis.

First, different probed loci remain unpaired for different lengths of time during $S$ phase. If the fraction of nuclei showing paired loci at $t = 0$ min is defined as 100%, the ratio of the [background corrected] pairing level at $t = t$ min to that at $t = 0$ min gives the fraction of nuclei that are in the unpaired state at the later time point. A plot of fractional unpairing as a function of time...
Fig. 4C gives a noncumulative unpairing curve, the area under which gives the duration of the unpaired condition for the locus in question. These durations are ~11–15 min at the three interstitial loci and significantly shorter at the two centromeric loci, ~5 and ~8 min, suggestive of special behavior in centric regions. Second, cumulative curves for unpairing and repairing calculated from the noncumulative curves show that the two centromeric loci tend to enter the unpaired condition later than any of the interstitial loci, whereas exit from the unpaired condition seems to occur at about the same time for all loci (Fig. 4D).

Notably, also, unpairing periods for all five loci examined are shorter than the likely duration of S phase, ~15–20 min under the conditions used here [Campbell and Newlon 1991; R. Cha and N. Kleckner, unpubl.], suggesting that pairing is usually disrupted at any given locus for only a fraction of the replication cycle. Correspondingly, for each locus, the period of unpairing corresponds to part or all of the small bud morphology stage (Fig. 4D).

**Binomial distribution analysis of locus pairs**  
G₁ nuclei can be described as a mixture of two populations, a very small fraction of cells in which pairing is absent and a large majority of cells in which pairing is occurring independently at the two probed loci [above]; in the parlance of the binomial distribution analysis, an acceptable value of $A$ can be found, and that value is close to 1. If the same approach is applied to cells undergoing pairing disruption, pairing might be lost at the two probed loci either (1) independently, (2) coordinately, (i.e., in a positively correlated way), or (3) in a negatively correlated way. In the first case, the value of $A$ will remain high and the average pairing levels for the two loci will be reduced. In the second case, the fraction of cells that are pairing active [with respect to the two loci being examined] will decrease, that is, $A$ will be reduced, but the level of pairing in the remaining cells will remain high. In the third case, no value of $A$ can be found at which the predicted distribution of nucleus types matches the observed distribution (i.e., there is no acceptable value of $A$). The best fit will occur at $A = 1$ but with residual deficits of B and N nuclei and excesses of R and G nuclei; not shown.

As shown in Table 2, it appears that all three of these situations pertain, depending upon the pair of loci probed and the time point. Of the six $t = 40$- and $t = 45$-min samples, two come close to meeting the predictions of simple independent pairing disruption [one chromosome at $t = 40$ min and two chromosomes at $t = 45$ min]. Two others appear to exhibit a mixture of independent and coordinate disruption, with both a significantly reduced value of $A$ and a reduced average pairing level in the active fraction [two centromeres at $t = 40$ min and one
chromosome at \( t = 45 \text{ min} \), and for the final two [two chromosomes at \( t = 40 \text{ min} \) and two centromeres at \( t = 45 \text{ min} \)], no acceptable value of \( A \) can be found, although a value of \( A = 1 \) is close to acceptable [not shown]. This may reflect negatively correlated pairing disruption; alternatively, these samples may exhibit independent pairing disruption with failure to find an acceptable value of \( A \) attributable to statistical fluctuations in the distribution of nucleus types.

**Implications** The findings presented above rule out the possibility that pairing is disrupted and reestablished synchronously at all loci in the genome. On a population average basis, different loci exhibit different kinetics of pairing disappearance and reappearance and exist in an unpaired condition for different lifespans. Furthermore, when the nature of pairing disruption is compared for different pairs of loci, different pairs behave differently, even within the same timepoint sample. These results further imply that disruption and/or restoration of pairing involves local and/or regional determinants.

Pairing disruption also appears to involve two additional types of determinants. First, although some pairs of loci may undergo pairing disruption independently of one another, others clearly do not, most notably, the two centromeres sample at \( t = 40 \text{ min} \). This nonindependence suggests the involvement of some type of genome-wide or nucleus-wide coordination. Second, the same pair of loci sometimes behaves differently at different time points, most notably, the two centromeres and the one chromosome cases. Because earlier and later samples will tend to contain cells that are at earlier or later points in S phase, this result is most simply interpreted as evidence for temporal modulation of pairing disruption. Temporal modulation could also explain nonindependent pairing absence, which could thus reflect a tendency for the two assayed loci to be unpaired either at the same time, or at different times, during S phase.

**Pairing is disrupted in two types of \( G_2 \)-arrested cells**

Pairing has been examined in yeast cells subjected to two different treatments known to trigger cell cycle arrest in \( G_2 \); exposure to the microtubule inhibitor nocodazole, which triggers regulatory checkpoint arrest due to failure of chromosomes to become attached to a spindle (for review, see Rudner and Murray 1996) and \( cdc13-1ts \) temperature shift, which triggers \( RAD9 \)-dependent DNA damage checkpoint arrest due to defective replication and processing of telomeres [Garvik et al. 1995]. Both types of arrested cells have completed bulk DNA replication and do not exhibit sister chromatid separation [Weinert and Hartwell 1993, Guacci et al. 1994; data not shown].

Significant disruption of pairing was observed under both arrest conditions [Fig. 5A,B; Table 1]. Nocodazole treatment caused overall average pairing levels to drop from 0.64 to 0.16 with probes q and g [Fig. 5A, a and c]. When additional probes are considered, average pairing levels drop from 0.46 observed in untreated exponential cells to an average level of 0.24 [Table 1]. Shift of \( cdc13-1ts \) cells to the nonpermissive temperature causes pairing levels to drop similarly, to 0.27 for the experiment shown with probes q and g [Fig. 5B, g], and to an average level of 0.25 for these and additional probes tested [Table 1]. Pairing levels were high in the absence of nocodazole, in \( cdc13-1ts \) cells prior to the shift, and in isogenic wild-type cells either before or after incubation at high temperature.

Binomial distribution analysis suggests that pairs of loci in nocodazole-arrested cells usually exhibit a combination of coordinate and independent pairing disruption, though the degree of coordinate disruption [i.e., the reduction in \( A \)] is variable [Table 1]. The fact that coordinate disruption is more prominent in the one-chromosome samples than in the two-chromosome samples may imply regionally controlled pairing disruption. Temperature-arrested \( cdc13-1ts \) cells exhibited dramatic coordinate pairing disruption in one experiment. In two other experiments, however, no acceptable value of \( A \) could be found and we favor the negatively correlated pairing disruption scenario: The data fit to \( A = 1 \) is quite poor [not shown] and with the deviations expected for that situation.

**Discussion**

**Somatic pairing is present in vegetatively cycling yeast cells**

The observations presented above indicate that direct pairing of homologs is a regular feature of diploid cells of budding yeast \( S. cerevisiae \) as observed in three different laboratory strain backgrounds. Somatic pairing is well documented in \( D. melanogaster \) and, in somatic or premeiotic cells, in a number of plants. These findings extend the identification of this feature to another group of organisms, the fungi. The existence of homolog pairing in cycling budding yeast cells has not been revealed by previous studies despite intensive investigation of this organism. Identification of pairing in the current study is made possible by the unique advantages of the dispersed chromosome spreading method [above].

The somatic pairing described in yeast is inferred to occur via multiple interstitial interactions. Interactions occur at different positions in different nuclei analyzed. It remains to be determined whether the positions of the interactions change over time in a given nucleus. Because pairing is present in both \( G_1 \) and \( G_2 \) cells, it can occur in both the absence and the presence of sister chromatids. It is generally assumed that chromosomes are chemically intact both before and after S phase, therefore these findings support the idea that pairing occurs between chromosomes that lack nicks, gaps, or breaks in their DNA. Finally, somatic pairing is independent of recA homologs, implying that identification of homology at the chromosomal level during pairing is determined by processes other than those involved in searching for homology at the DNA level during recombinational repair.
Similar properties are exhibited in premeiotic and early meiotic cells (above; Weiner and Kleckner 1994). During meiosis, premeiotic pairing is disrupted during the ensuing S phase and is then restored in prophase (G2), independent of meiosis-specific DSBs. Analogously, in cycling cells, pairing is present in G1, lost during S phase, and restored in G2. These results provide strong circumstantial evidence that pairing occurs via fundamentally similar underlying mechanisms in all three cases. Meiotic pairing likely has additional special requirements, however, as indicated by its dependence on the meiosis-specific function SPO11 [Weiner and Kleckner 1994]. Also, recA homolog mutations can affect the level of homolog colocalization during meiotic prophase (but not premeiotic G1) [Weiner and Kleckner 1994; Rockmill et al. 1995], although these proteins may play a role after DSB-independent pairing.

Homolog pairing is likely established at the time a diploid cell is first formed by conjugation of two haploid cells of opposite mating types. Pairing levels are high in a G1 condition induced by α factor. This is the same situation found during conjugation and karyogamy, where mitotic cell cycles of the two interacting cells are arrested in G1 by α and α pheromones, respectively (for review, see Marsh and Rose 1997).

Pairing disruption during S phase

Pairing contacts at any individual locus appear to be disrupted for only a portion of S phase. The program for loss and reestablishment of pairing contacts appears to be quite complex. Different loci behave differently; some pairs of loci sometimes behave nonindependently; and the same pair of loci exhibits different relative behaviors at different time points. These three features imply the involvement, respectively, of three types of determinants: local/regional, genome- or nucleus-wide, and temporal.

We favor the idea that disruption of pairing contacts is actively provoked by local/regional changes in chromosome/chromatin structure as directed by cell cycle regulatory signals. The temporal variation in pairing status would result from temporal changes in the nature or level of the regulatory signal; differences in timing at different loci would reflect differential sensitivities of different regions. It is already known that the timing with which a replication origin fires is determined by both its local environment and by cell cycle signals whose strength likely varies with time during S phase [Friedman et al. 1996; Donaldson et al. 1998]. Pairing disruption could be mediated by the same, related, or different but analogous processes. This model can also account straightforwardly for disruption of pairing in G2-arrested cells (below).

An alternative model would be that pairing disruption is provoked by passage of the replication fork. The program of origin firing during yeast is rather complex, perhaps sufficiently so as to accommodate all of the observed effects. On the other hand, replication of seven tested centromeres occurs relatively early in S phase [McCarroll and Fangman 1988], whereas the current analysis suggests that unpairing at centromere-linked loci may occur later than in other regions. Furthermore, this model does not account for pairing disruption during G2 arrest.

Pairing disruption in G2-arrested cells

Absence of homolog pairing after nocodazole treatment or cdc13-1ts arrest would seem to be a specific consequence of the corresponding G2 checkpoint responses, although this remains to be documented by analysis of the effects of regulatory mutations. Pairing might be lost by programmed disruption of reestablished (G2) pairing contacts; alternatively, checkpoint arrest might prevent reestablishment of pairing in cells that have transited S phase under arrest conditions and then accumulated in G2.

In either case, the model favored above for S-phase pairing disruption could apply. This model is supported by the fact that both of the arrest conditions examined here are known to trigger chromosome compaction [Guacci et al. 1994]. Furthermore, the effects of nocodazole are more uniform than the effects of cdc13-1ts arrest not only for pairing (above) but also for compaction [Guacci et al. 1994]. Alternatives to the above model can be envisioned, of course. Dependence of homolog repairing after replication might be dependent on architectural features, or specific motors that bring chromosomes together, with nocodazole treatment blocking pairing by disrupting these components. Oppositely, arrest treatments might specifically keep homologous regions separated; for example, a nuclear-addressing feature might hold a given region of one homolog on one side of the nucleus and the corresponding region of its partner on the other side.

Interestingly, Marshall et al. [1997], studying how allelic GFP-tagged loci on homologs approach one another in real time, can describe their findings by random [diffusional] motion that is constrained within ~1% the total volume of the nucleus, and this constraint is eliminated by treatment with nocodazole. The authors attribute the constraint to intranuclear microtubules. In light of the current findings, the constraint might alternatively be attributable to homolog pairing contacts.

Somatic pairing is generally similar in yeast and Drosophila

Recent studies of Drosophila suggest that pairing in that organism involves multiple interstitial interactions [Fung et al. 1998; Gemkow et al. 1998] and that pairing is disrupted during S phase of the mitotic cell cycle [Csink and Henikoff 1998], features analogous to those described here for yeast. Furthermore, in Drosophila, pairing is disrupted in euchromatic regions earlier in S phase than pairing in the centromeric heterochromatic regions [Csink and Henikoff 1998] and the data above suggest that in yeast, pairing in centromeric regions is disrupted...
later than in interstitial regions. Somatic pairing in the two organisms thus seems quite similar.

With regard to pairing status during anaphase, the situation is uncertain in both organisms. Classical cytological analyses in both Diptera (Metz 1916) and plants [e.g., Watkins 1935] suggest that, overall, homologs usually or often remain associated over at least some of their lengths throughout the process of chromosome segregation. In the current study, the scanty available data are also most consistent with significant persistence of homolog pairing during this period. Recent FISH analysis of pairing at specific loci in *Drosophila* suggests, however, that homolog pairing is sometimes absent at individual loci that have undergone sister chromatid separation [Fung et al. 1998]. Perhaps pairing is lost or reduced, with some probability at some or all loci, but in such a way that overall association of homologous chromosomes is never fully lost.

**Is homolog pairing disruption motivated by situations that require homolog/sister discrimination?**

Why should homolog pairing be disrupted during S phase? One possibility could be that pairing contacts interfere with passage of the replication fork and thus must be eliminated to permit smooth fork progression. A more intriguing possibility, however, is that the persistence of pairing contacts creates confusion during the establishment of sister chromatid cohesion, which occurs during S phase [for review, see Nasmyth 1999]. If sister–sister proximity plays an important role in determining their specific interaction, close proximity of a homolog might permit [unwanted] interactions to occur between homologous nonsister chromatids in addition to between sisters.

Why should homolog pairing be disrupted in conditions that cause arrest in G2 but not in conditions that cause arrest in G1? In G1 cells, sisters are absent; thus, if chromosomes are at risk from DNA damage, homolog pairing could be favorable because it promotes interhomolog recombinational repair. In G2 cells, in contrast, the presence of the homolog confers no such advantage because a sister chromatid is always present as a recombination partner; in fact, it is known that recombinational repair in yeast G2 diploid cells preferentially utilizes the sister as the intact template rather than a nonsister [Fabre et al. 1984; Kadyk and Hartwell 1993]. It may be safer for recombinational repair to occur off of a sister, either for evolutionary reasons or because the formation of a crossover between homologs in a mitotic cell can lead to confusion in chromosome orientation at metaphase and thus to chromosome missegregation [Chua and Jinks-Robertson 1991; Kleckner 1996]. Thus, it may make sense for the DNA damage checkpoint response to include disruption of homolog pairing contacts, which would then contribute to the observed intersister bias for repair. Analogously, for cells that are defective in attaching chromosomes to the spindle, the presence of pairing contacts [with resultant effects on sensing of tension] might exacerbate an already compromised situation.

Thus, as a unifying motivation, pairing status might be disrupted by various conditions in which there is a risk of, or a disadvantage to, confusion between homologs and sisters. This formulation makes programmed pairing disruption especially attractive because cells could specifically modulate pairing status to appropriate advantage. Passive loss of pairing contacts as a mechanical consequence of DNA replication, or possibly chromosome segregation, would not have this virtue.

This general formulation can be extended analogously to meiosis, not only during S phase but also during early prophase [i.e., G2]. The meiotic recombination process has recruited both biochemical functions and checkpoint monitoring machinery from the mitotic recombination repair process [Lydall et al. 1996; Xu et al. 1998]. Moreover, certain mutants, notably hop1Δ, exhibit high levels of pairing by the assay used here in very early prophase nuclei [Weiner and Kleckner 1994] but reduced levels of pairing by a chromosome painting assay that requires progression to later stages of prophase where chromosomes are more compact [Loidl et al. 1994; Nag et al. 1995]. Taken together, these considerations raise the possibility that early meiotic pairing contacts are disrupted, concomitant with DSB formation, as another role for the recruited mitotic repair process. In this case, the biological motivation might be to avoid confusion between early pairing contacts and the later, mechanically crucial interhomolog connections corresponding to crossovers/chiasmata. Moreover, it is not impossible that organisms that exhibit achiasmate meiosis [von Wettstein et al. 1984] have simply stopped at the end of the early stage, without progressing to DSB formation and loss of early pairing contacts, which are then used instead of crossing over to ensure homolog disjunction.

**Materials and methods**

**Yeast**

Yeast SK1 strains [Alani et al. 1990] were derived from NKY278 ([MATa/MATa ho::LYS2’’’ lys2’’’/lea2::hisG’’’ ura3’’’]) with the following genotypic modifications: NKY1098 and NKY1380 ([his4x::LEU2–URA3/HIS4::LEU2; Cao et al. 1990], NKY3077 [ho::hisG’’’ arg4::LEU2–pGPD-loxP–lacZ/arg4::LEU2–loxP–ura3; S.M. Burgess, unpubl.], YBY25 [GAL3/GAL3 arg4-Nsp/arg4-Bgl; Y. Blat, unpubl.], NKY3210 [trp::hisG’’’ arg4-Nsp/arg4-Bgl his4x::LEU2–URA3/his4b::LEU2; S.M. Burgess, unpubl.], NKY475 ([MATa/MATa; made by UV irradiation of the diploid NKY278; Raymond 1990], and NKY2736 [rad51/rad51 rad55/rad55 rad57/rad57 dmc1/dmc1; Schwacha and Kleckner 1997]. Non SK1 strains include: NKY2597 [A364a congenic strain, MATa/MATa cdc13-1’’’ his7’’’/ura3-52’’’/ can1’’’/ trp1/ trp1/ leu2-3,112/LEU2, made from haploids 4078-13-3a and 4078-13-1b; Garvik et al. 1995], NKY3189 [A364a congenic strain MATa/MATa his7’’’/ura3-52’’’/ trp1/ trp1/ leu2-3,112/LEU2, made from haploids 4053-1-4a and 4053-1-4b generously provided by B. Garvik and L. Hartwell]. NKY3061 [S88C strain MATa/MATa ura3-52’’’/lys2–D202’’’/trp1Δ3/ trp1Δ3/ his3Δ200’’’/ his3Δ200’’’; Winston et al. 1995]. All strains were cultured at 30°C in YPD [1% yeast extract, 2% Bacto-peptone, and 2% glucose] or grown on YPD plates supplemented with 2% agar unless otherwise noted.
Analysis of FISH results

FISH analysis was performed essentially as described by Weiner and Kleckner [1994] [details available on request]. Cosmid sources for probes [Fig. 1B] were as follows: the ATCC [a] ATCC70874; [k] ATCC70887; [q] ATCC70891; and [s] ATCC70880; B. Dujon [Institut Pasteur, Paris, France] [c] pEGK097; [e] pEGK081; [g] pUKG141; [l] pUKG133; [i] pEGK011; [n] pEGK080; [o] pUKG041; [p] pUKG047; [r] D12B (Newlon et al. 1991); [q] YIp300 (Donahue et al. 1982).

Distance between pairing contacts

Given the simplifying assumption that pairing contacts are approximately Poisson-distributed along the chromosomes, the probability of a pairing contact, per kilobase, along a pair of homologs can be estimated [Weiner and Kleckner 1994]. The probability that a given nucleus will exhibit $d = 0.7 \mu m$ for a given probe is the probability that no pairing contact occurs anywhere within a certain number of kilobases to either side of the observed locus $s/(s+2)$. If pairing contacts occur at a probability of $k$ per kilobase, the probability that no contact will occur over a distance $s$ kilobases is $P(0) = e^{-ks}$. The value of $s/(s+2)$ is given by experimental data $[1 - (R_{obs}/A)]$ or $[1 - (G_{obs}/A)]$. Values for $s$ can be calculated from one chromosome data. For premeiotic cultures analyzed with probes separated by 40 kb, $s$ was $-52 \mu k$ (Weiner and Kleckner 1994). For pheromone-arrested and exponentially dividing cultures, $s$ was estimated to range from 62–67 kb as determined from cultures 8c, 13b, and 14b (Table 1) with probes n and c, which are each about 30 kb long and are located 60 kb apart on chromosome XI. Given a value of $s$, the value of $k$ can be calculated. Premeiotic, pheromone-arrested, G1 and exponential populations all give the same $P(0)$ of $-0.41$–0.45; thus, in all three cases, $s$ is $-0.013$–0.017 and average distances between pairing contacts are $60$–80 kb.

Life-span calculations

The duration of a stage is given by the area under the corresponding noncumulative curve divided by the total fraction of nuclei progressing through the cell cycle [Padmore et al. 1991], assumed to be 100% at all time points. Cumulative curves describe what fraction of cells have either entered or completed a given event as a function of time: The curve is identical to the noncumulative curve plotted up to the first nonzero time point and one lifespan thereafter. Then for any time point $t$, after one life span has elapsed, the cumulative curve value at $t$ is equal to the noncumulative curve value at $t$ plus the cumulative curve value at $t$ minus one life span. The exit curve for any event is given by plotting entry curve at a rightward displacement along the x-axis by one life span (Figs. 3B and 4D).

Sister chromatid pairing status

Exponential cells: FISH analysis was performed on nuclei of a diploid strain hemizygous for an insertion at ADE2 of a mini-Tn10 transposon containing lacZ and kanR (Huisman et al. 1987) to permit examination of a single homolog. Among nuclei from an exponential culture of this strain, probed with sequences specific to the insert, 90% exhibited a single fluorescent focus, whereas 10% exhibited two foci, indicative of separated sisters. Probes to homozygous loci in these strains give similar results: The fraction of nuclei exhibiting more than two foci is very small.

Late anaphase: The fraction of nuclei containing one, two, three, or four foci per probed locus was determined very carefully for the two chromosome case at $t = 0$ min [0.57, 0.36, 0.07, and 0.00] and $t = 60$ min [0.47, 0.32, 0.18, and 0.03]. The $t = 0$ min sample contains a few nuclei exhibiting three foci; as this sample contains no anaphase cells, such nuclei are assumed to have unpaired homologs plus an extra focus from nonspecific background. The $t = 60$ min distribution, corrected for this background, is 0.47, 0.40, 0.10, and 0.03. Assuming that 60% of cells are not in anaphase and have full sister chromatid cohesion and full levels of homolog pairing, as at $G1$ (70% $d = 0.7 \mu m$), different total distributions of nucleus types are predicted according to the status of the 40% of anaphase cells. The distribution expected for full homolog pairing and full sister separation in late anaphase cells is 0.42, 0.38, 0.17, and 0.03; that for full homolog pairing and no sister separation is 0.7, 0.3, 0.0, and 0.0, and that for no homolog pairing and full sister separation is 0.42, 0.18, 0.0, and 0.40. The distribution expected for no homolog pairing and 25% sister separation in late anaphase cells is 0.42, 0.40, 0.15, and 0.03.

Binomial distribution analysis

The observed frequencies of R-only, G-only, Both, and Neither nuclei were corrected for background from fortuitous juxtaposition of homologous foci as given by the fraction of nonhomologous foci exhibiting $d \leq 0.7 \mu m$. This fraction was subtracted from the R-only and G-only classes and added to the Neither class; likewise, the square of this fraction was subtracted from the Both class and added appropriately to the R-only, G-only, and Neither classes. To determine which values of $A$ best describe the (corrected) distribution of nucleus types, test values for $A$ were substituted into the following equations: R-only $= [R_{obs}/A] [1 - G_{obs}/A]/A$, G-only $= [G_{obs}/A] [1 - R_{obs}/A]/A$, Both $= (R_{obs}/A) [G_{obs}/A]/A$, Neither $= [1 - R_{obs}/A] [1 - G_{obs}/A]/A + [1 - A]$. The range of values giving an exact fit between observed and predicted distributions is given (Table 2).

Cell cycle analysis

NYK475 was patched from a $-80^\circ C$ glycerol stock onto a YPG plate and incubated at $30^\circ C$ overnight. Cells were streaked for single colonies on YPD which, after 2 days growth, were used to inoculate 5 ml of overnight cultures in YPD. Cells from these cultures were then diluted to $2 \times 10^6$ cells/ml in YPD and grown for $3$ hr while shaking at $30^\circ C$. Yeast a factor [U.S. Biologicals, Swampscott, MA] was then added to a final concentration of 5 mg/liter and cells were further incubated with shaking at $30^\circ C$ for 2 hr. Cells were then pelleted, washed once in $30^\circ C$ YPD, resuspended in fresh $30^\circ C$ YPD, and incubated at $30^\circ C$ with continued shaking. Aliquots taken prior to washing, and at indicated times thereafter, were treated with sodium azide [0.1% final concentration] and stored on ice. FACS was carried out as described by Sazer and Sherwood (1990) with a Becton-Dickinson FACScan analyzer. Bud morphology and nuclear morphology were examined by combined phase contrast and fluorescence microscopy (Alani et al. 1990). For $cdc 13$-Its arrest, an exponentially growing culture of NKY2597 or NKY3189 grown at $23^\circ C$ was shifted to $37^\circ C$ for 2 hr. For nucodazole arrest, a log-phase culture of NKY1098 was treated with drug [Sigma; final concentration 15 µg/ml] and incubated further for 2 hr at $30^\circ C$ unless otherwise noted.
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