Visualization of time series statistical data by shape analysis (GDP ratio changes among Asia countries)
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Abstract. It has been very significant to visualize time series big data. In the paper we shall discuss a new analysis method called “statistical shape analysis” or “geometry driven statistics” on time series statistical data in economics. In the paper, we analyse the agriculture, value added and industry, value added (percentage of GDP) changes from 2000 to 2010 in Asia. We handle the data as a set of landmarks on a two-dimensional image to see the deformation using the principal components. The point of the analysis method is the principal components of the given formation which are eigenvectors of its bending energy matrix. The local deformation can be expressed as the set of non-Affine transformations. The transformations give us information about the local differences between in 2000 and in 2010. Because the non-Affine transformation can be decomposed into a set of partial warps, we present the partial warps visually. The statistical shape analysis is widely used in biology but, in economics, no application can be found. In the paper, we investigate its potential to analyse the economic data.

1. Introduction

We would like to analyse a deformation. For a long time, it has been of great importance to measure shapes of objects such as shapes in morphology. In shape analysis, it is important how to compare different shapes; they have different sizes and orientations as well as different shapes. The process of transforming different sets of data into one coordinate system is called image registration by register marks. That is a tough problem and the image registration problem had been discussed for a long time. However, the research conducted by University of Leeds members and others made remarkable progresses in shape analysis to solve the problem[1]. The research field is called “statistical shape analysis” or “geometry driven statistics.”[2, 3]. The field of statistical shape analysis involves methods for the study of the shapes of objects where location, rotation and scale information can be removed to compare the shapes[4]. To compare the two shapes, we use landmarks which illustrate the corresponding pairs. The landmarks are translated, rotated, and scaled so that they lined up and matched as closely as possible. The procedure is known as a generalized Procrustes analysis[3]. The shape analysis applications include medical imaging and morphometrics for biology [5-11]. Although there are many papers on biology and medical imaging fields, as far as we know, there are no economics analysis paper by this statistical shape analysis except [12]. We would like to apply the statistical shape analysis methods for the economics analysis[13, 14]. In the paper, we analyse the GDP ratio changes from 2000 to 2010 in Asia between the agriculture and industry, value added (percentage of GDP). We handle the data as a set of landmarks on a two dimensional image to see the deformation using the principal
components. In the next section, we shall explain the GDP data we use. In Section 3, we present the principal warps of the given formation. In Section 4, concerning the deformation, the resulting partial warp data and others are visually presented. In Section 5, we shall discuss the potential and possibilities of the statistical shape analysis to analyse the economic data. Finally we conclude the paper in Section 6.

2. GDP Data
In the section, we shall explain the GDP data we use. The data are the GDP ratio changes from 2000 to 2010 in Asia between the agriculture and industry, value added (percentage of GDP) cited from World Bank statistical data (http://data.worldbank.org/indicator/NV.IND.TOTL.ZS). The value added of an industry is the contribution of a private industry or government sector to overall GDP. Value added equals the difference between an industry’s gross output (consisting of sales or receipts and other operating income, commodity taxes, and inventory change) and the cost of its intermediate inputs (including energy, raw materials, semi-finished goods, and services that are purchased from all sources) (https://www.bea.gov/faq/index.cfm?faq_id=184). Agriculture, value added (percentage of GDP) includes forestry, hunting, and fishing, as well as cultivation of crops and livestock production. Value added is the net output of a sector after adding up all outputs and subtracting intermediate inputs (http://data.worldbank.org/indicator/NV.IND.TOTL.ZS). The target countries are ten countries: they are China, India, Indonesia, Thailand, Philippines, Malaysia, Singapore, Japan, Korea, and Pakistan. The data is presented in Figure 1. The individual country is denoted as one landmark on the formation. We handle the data as a set of landmarks on a two dimensional image. In Singapore, Japan and Malaysia, only the industry percentage decrease are seen. On the other hand, China and Indonesia, and India show only an agriculture decline tendency. To compare the two formations, we have to make landmarks translated, and re-scaled. The formation after the translation and scaling is called a “pre-shape.” The pre-shapes of Figure 1 is shown in Figure 2. The scaling makes the axis have no dimension. Therefore, in all figures from Figure 2 to 6, the axis has no dimension. The scaling factor for a pre-shape is the centroid size which is the square root of the sum of squared Euclidean distances from each landmark to the centroid [1].

![Figure 1](image_url)

**Figure 1.** Asian countries’ Agriculture and Industry, value added (percentage of GDP) in 2000 and 2010. The arrow illustrates each country’s difference from the 2000 position to the 2010 position.
We would like to analyse the differences separately by the Affine and non-Affine transformations. By global differences we mean large scale trends, such as overall Affine transformation. Local differences are on a smaller scale, for example highlighting changes in a few nearby landmarks. Global differences are smooth changes between the figures, whereas local changes are the remainder of the components of a deformation and are less smooth [1]. When we consider the meaning of “a few nearby landmarks”, for example, in skull data of animals, the meaning is the physically connection on the skull.

![Figure 2. Pre-shapes of Asian countries’ agriculture and industry, value added (percentage of GDP) in 2000 and 2010. The arrow illustrates each country’s difference from the 2000 position to the 2010 position. The two axes have no dimension because we obtained pre-shapes by scaling. In the scaling, the original Euclidian distance is divided by the Centroid size.](image)

On the other hand, in the GDP data, there is no geographical relationships among nearby countries; the deformation in ten years depends only on the country’s characteristics. In the next section, we introduce a thin-plate interpolation among landmarks. In a skull data, there is a real physical surface. In biology, we can conduct reasoning of the cause and effect relationship of the deformation. However, in the GDP data, there is no real thin-plate. There, we can see only the resulting changes; the causes of the change are considered from each country’s characteristics. The paramount issue of the economical shape analysis is the interpretation of the thin-plate. Concerning this, we have to study continuously.

### 3. Principal Warps

In the section, we will present the principal warps of the given pre-shape of the 2000 data which we represent by T. The principal warp is defined just on one shape. For example, given the shape T, the set of principal warps is defined. For the shape T, a bending energy matrix can be calculated. Then when we can do an eigen-decomposition of the matrix, the obtained eigenvectors are called principal warps. After an eigen-decomposition of the bending energy matrix, we can get (k-3) non-zero eigenvalues and eigenvectors. In this example, as there are 10 landmarks (countries), the number of the principal warps is seven. Figure 3 illustrates the first and second principal warps of T among the 10 principal warps. The spline surface is determined so that the bending energy is minimized. We know theoretically that the i-th partial warp is defined as an inner product between the i-th principal warp eigenvector of T and the basis function vector \( s(t) = (\sigma(t - t_1), ..., \sigma(t - t_k))^T \) where \( \sigma(t - t_k) \) is the interpolation base function of which centre is \( t_k \), the k-th landmark position.
The first principal warp shows the Philippine’s difference relative to Indonesia and Thailand (See Figure 4). The second principal warp reflects the difference of Indonesia, Japan and Korea relative to Thailand, Philippines, and Singapore (See Figure 5). The eigenvalues are as follows: 109, 76, 38, 28, 18, 11 and 3. That means that the first and second principal warps are dominant ones. Then let us consider the meaning of the principal warp. In general, when a matrix is given and we may get its eigenvectors, each eigenvector shows the principal characteristic of the matrix, which is the PCA (Principal Component Analysis). Like that, given the formation T, the principal warp means the principal characteristic of the shape T which is interpolated with the thin-plate.

4. Partial Warps of the Deformation
In the section, we analyse the deformation from the 2000 pre-shape (T) to the 2010 pre-shape (Y). As shown in Figure 5, The deformation is decomposed into the Affine transformation and the non-Affine transformation. The non-Affine transformation is decomposed into the seven partial warps. The number of partial warps is equal to the number of principal warp eigenvectors, which is the theory. In other words, to express the deformation T to Y, we use the principal components of the given T where the partial warp is a projection mapping of the pre-shape Y to the principal warp eigenvectors of T. In the example, because the number of principal warps was seven, the number of partial warps is also seven. The original pre-shape T and the shape after the Affine transformation of T are shown in Figure 5. The Cartesian transformation grids are called transformation grids. The Affine transformation is expressed the skewed transformation grids. The Affine transformation shows a global change tendency. In the example, we can see from the Affine transformation a globally positive correlation between agriculture and industry and growth of both. An industrious growth is a bit bigger than an agricultural one. We suppose that a thin-plate exists according to the transformation grids. The total non-Affine transformation is shown in Figure 5. The transformation grids are changed as if the thin-plate is folded.

Next, we will divide the non-Affine transformation to seven partial warp eigenvectors. That is a principal component of the deformation T to Y. The first, second and third partial warps are presented in Figure 6. In each partial warp figure pair, the right figure shows the change of the transformation grids. The grid change shows the local changes and is not smooth. The difference/change on each country can be expresses by a vector. A set of the vectors are plotted from the origin (0, 0) (See the oval area in the right graph). The left figure is a magnification one of the oval area in the right figure. In the left figure, instead of the circle marks without country names, country names are plotted around the origin (0, 0). The country name in the left figure is used there as a point marker. Theoretically the vector points are listed on a straight line as shown in the right and left figures. Although we see the decline angles of the two corresponding ovals are not the same, this is because the axis scaling is not the same. If we use the same axis scaling, the decline angles become the same.

In the first partial warp, Indonesia’s change direction is opposite to the direction of Philippines’ one (See the left figure). As shown in the right figure of the first partial warp, the transformation grids show the local changes in the neighbourhood around Philippines and Indonesia; there the transformation grid lines are skewed. Then in the second partial warp, there are a local change on Korea and Japan and another local change on India and Pakistan. The two changes are the opposite directional changes as shown in Figure 5. This change is mainly caused by the same tendency in the second principal warp of T as shown in Figure 4. Because the partial warp is the mapping of Y to the principal warp of T, the same tendency can be seen as the base principal warp.

In the third partial warp, India shows the opposite directional change to ones of Singapore and Malaysia. In Figure 6, the transformation grids by the third partial warp shows the big wave-like change in the vicinity of India; on the other hand, the vicinity of Singapore shows the opposite directional grid change.
5. Discussion
In the section, we shall consider the effects of the shape analysis method in economic data analysis. In this GDP example, finally we found that in the first partial warp Indonesia and Philippines offer the opposite directional changes, concerning the growth of industry percentage, although Indonesia and Philippines are located in the neighbourhood in the 2000 pre-shape. Secondly, the second principal local change is that Korea and Japan and India and Pakistan show the opposite directional changes concerning the growth of agricultural percentage. Like this, the statistical shape analysis method can describe the local changes of each country. We discussed, in Section 2, that economics data has no real thin-plate among landmarks. Although the real thin-plate does not exist among countries, the partial warps are helpful to see the local change of each country. As the aim of this paper is to demonstrate the shape analysis method on economics data, we cannot say the reason of each local change in detail. We can, however, say that the statistical shape analysis method has the power of decomposition of the complicated local changes. In other words, we can extract principal components of the complicated local movements of each country on the deformation.

The statistical shape analysis extracts principal components of the non-Affine transformation part using the bending energy matrix. Concerning the principal component related analysis, in economics data analysis, we mainly use PCA (Principal Component Analysis) and SVD (Singular Value Decomposition) (See [15]). For example, time series data such as stock prices are analysed by using Random Matrix Theory which uses SVD [16-18]. The purpose of the existing studies by PCA and SVD is to extract principal components for groping of objects such as companies and countries. However, we use the shape analysis to extract principal components of their local movements. Then we focus on each country’s peculiar movement. The advantage of the shape analysis is that we can examine the non-Affine transformation and that we can divide the non-Affine transformation to several principal components. Almost all data deformation analysis in economics have mainly examined the Affine transformation. However the shape analysis method enabled us to conduct another approach of analysing time series data analysis. The shape analysis method should be used more widely for the economics data analysis.

![Figure 3. The pre-shape of the 2000 data and its first and second principal warps.](image-url)
Figure 4. In each principal warp eigenvector of the 2000 pre-shape, each country has its value in the bar chart. The value indicates the contribution of the country to the thin-plate interpolation surface. The y axis shows a value of each country in the principal warp eigenvector and the y axis has no dimension.

Figure 5. The deformation is divided to Affine and non Affine transformations.
Figure 6. The first, second and third partial warps of the deformation from 2000 to 2010. Only the difference vectors of each countries are plotted in the oval areas around the origin (0, 0).
6. Conclusion
In the paper we explained the way of applying the statistical shape analysis method on economics data. We used as an example the agriculture and industry value added percentage of GDP data in Asia between in 2000 and in 2010. We analysed the deformation of the growth ratio among the Asian 10 countries. There a country is expressed as a landmark. A set of 10 landmarks forms a shape. To analyse the deformation between the two shapes, the deformation is decomposed into the Affine transformation and the non-Affine transformation. When we are not interested in the total change tendency and we are interested in each country’s peculiar movement, we would like to extract only the non-Affine transformation. The non-Affine transformation can be decomposed into a set of partial warps. Each partial warp features the character of the local changes. For example, the first partial warp shows the first principal component of the local change. In the data case, the first partial warp shows that Indonesia and Philippines show the opposite directional changes concerning the growth of industry percentage, although they are located in the neighbourhood in 2000.

Almost all data deformation analysis in economics have mainly examined the Affine transformation part. However the shape analysis method enabled us to conduct another approach of analysing time series data analysis. The shape analysis method should be used more widely for the economics data analysis. We would like to apply the shape analysis method to many kinds of economic data.
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