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Abstract

It is well known that using the weight lattice of type $E_6$, $P$, and the lattice construction for vertex operator algebras one can obtain all three level 1 irreducible $\tilde{g}$-modules with $V_P = V^{\Lambda_0} \oplus V^{\Lambda_1} \oplus V^{\Lambda_6}$. The Dynkin diagram of type $E_6$ has an order 2 automorphism, $\tau$, which can be lifted to $\tilde{\tau}$, a Lie algebra automorphism of $\tilde{g}$ of type $E_6^{(1)}$. The fixed points of $\tilde{\tau}$ are a subalgebra $\tilde{a}$ of type $F_4^{(1)}$. The automorphism $\tau$ lifts further to $\hat{\tau}$ a vertex operator algebra automorphism of $V_P$.

We investigate the branching rules, how these three modules for the affine Lie algebra $\tilde{g}$ decompose as a direct sum of irreducible $\tilde{a}$-modules. To complete the decomposition we use the Godard-Kent-Olive coset construction [GKO86] which gives a $c = \frac{4}{5}$ module for the Virasoro algebra on $V_P$ which commutes with $\tilde{a}$. We use the irreducible modules for this coset Virasoro to give the space of highest weight vectors for $\tilde{a}$ in each $V^{\Lambda_i}$. The character theory related to this decomposition is examined and we make a connection to one of the famous Ramanujan identities. This dissertation constructs coset Virasoro operators $Y(\omega, z)$ by explicitly determining the generator $\omega$. We also give the explicit highest weight vectors for each $Vir \otimes F_4^{(1)}$-module in the decomposition of each $V^{\Lambda_i}$. This explicit work on determining highest weight vectors gives some insight into the relationship to the Zamolodchikov $W_3$-algebra.
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Introduction

This dissertation solves a problem in the representation theory of infinite dimensional affine Kac-Moody Lie algebras. Given an irreducible unitary highest weight representation $V^\Lambda$ of such an algebra $\tilde{\mathfrak{g}}$, and a subalgebra $\tilde{\mathfrak{a}}$, branching rules give the decomposition of $V^\Lambda$ into a direct sum of irreducible representations of $\tilde{\mathfrak{a}}$. The (infinite number of) summands in that decomposition correspond to highest weight vectors (HWVs) with respect to $\tilde{\mathfrak{a}}$, and the space of such HWVs forms a module for another Lie algebra, the Virasoro algebra, that commutes with $\tilde{\mathfrak{g}}$. The decomposition can then be written as a finite sum of tensor products of the form $V^\Lambda(c,h) \otimes W$ where $V(c,h)$ is an irreducible highest weight Virasoro module and $W$ is an irreducible highest weight $\tilde{\mathfrak{a}}$-module.

The specific decompositions investigated here are for the three level 1 irreducible representations, $V^\Lambda_0, V^\Lambda_1, V^\Lambda_6$, of the affine algebra $\tilde{\mathfrak{g}}$ of type $E_6^{(1)}$ with respect to its affine subalgebra $\tilde{\mathfrak{a}}$ of type $F_4^{(1)}$. We use the lattice (or bosonic) representations of these three modules given in [FLM88] (see also [FK81]) which gives a vertex operator algebra (VOA) structure on $V^\Lambda_0$, and gives the $\tilde{\mathfrak{g}}$-modules $V^\Lambda_1$ and $V^\Lambda_6$ a VOA module structure. The VOA structure on $V^\Lambda_0$ includes vertex operators $Y(v,z)$ for $v \in V^\Lambda_0$ which represent the affine Lie algebras $\tilde{\mathfrak{g}}$ and $\tilde{\mathfrak{a}}$. For both $\tilde{\mathfrak{g}}$ and $\tilde{\mathfrak{a}}$ there is a representation of the Virasoro algebra whose operators are provided by the vertex operators $Y(\omega_{E_6},z)$ and $Y(\omega_{F_4},z)$. Using the Goddard-Kent-Olive coset construction [GKO86], we get a representation of the Virasoro algebra with central charge $\frac{4}{5}$, given by the vertex operators $Y(\omega_{E_6} - \omega_{F_4},z)$ which commute with $\tilde{\mathfrak{a}}$. Each irreducible $\tilde{\mathfrak{g}}$-module, $V^\Lambda_i$ for $i \in \{0, 1, 6\}$, decomposes into a direct sum of tensor products of the form $Vir\left(\frac{4}{5}, h\right) \otimes W^{\Omega_j}$, where $Vir(c,h)$ is a irreducible highest weight Virasoro module with central charge $c$, $h$ is the eigenvalue of the $L(0)$ Virasoro operator on the highest weight vector, and $W^{\Omega_j}$ is an irreducible highest weight $\tilde{\mathfrak{a}}$-module with highest weight $\Omega_j$.

Our first result, in Theorems 3.1 and 3.7 expresses the principally graded dimension of each $V^\Lambda_i$ as a sum of products, $gr_{princ}(Vir\left(\frac{4}{5}, h\right)) \cdot gr_{princ}(W^{\Omega_j})$ of principally graded...
dimensions. This proof uses in an essential way one of the forty famous Ramanujan identities for the Rogers-Ramanujan series (See [BCC+07], Entry 3.6). Our second result gives the explicit formulas, in Theorems 6.13 and 6.19, for the eight HWVs for the \( \text{Vir} \otimes \tilde{\alpha} \)-modules that occur as summands in the decompositions of the \( \tilde{g} \)-modules \( V_{\Lambda_i} \), \( i \in \{0, 1, 6\} \). Combining these two results proves that no other summands appear, and completes the branching decompositions. The decompositions we obtained are

\[
V_{\Lambda_0} = \left( \text{Vir} \left( \frac{4}{5}, 0 \right) \oplus \text{Vir} \left( \frac{4}{5}, 3 \right) \right) \otimes W_{\Omega_0} \bigoplus \left( \text{Vir} \left( \frac{4}{5}, 2 \right) \oplus \text{Vir} \left( \frac{4}{5}, 7 \right) \right) \otimes W_{\Omega_4}
\]

\[
V_{\Lambda_1} = \text{Vir} \left( \frac{4}{5}, 2 \right) \otimes W_{\Omega_0} \bigoplus \text{Vir} \left( \frac{4}{5}, 1 \frac{1}{15} \right) \otimes W_{\Omega_4}
\]

and

\[
V_{\Lambda_6} = \text{Vir} \left( \frac{4}{5}, 2 \right) \otimes W_{\Omega_0} \bigoplus \text{Vir} \left( \frac{4}{5}, 1 \frac{1}{15} \right) \otimes W_{\Omega_4}
\]

It is known that \( \text{Vir} \left( \frac{4}{5}, 0 \right) \oplus \text{Vir} \left( \frac{4}{5}, 3 \right) \) has the structure of a VOA, also known as the Zamolodchikov \( W_3 \)-algebra. In fact, we can see that this is a sub-VOA of \( V_{\Lambda_0} \) which is the commutant of the sub-VOA \( W_{\Omega_0} \). So these decompositions can also be viewed as \( W_3 \otimes W_{\Omega_0} \)-module decompositions.

This dissertation is organized as follows. First, necessary background material on semisimple finite and infinite dimensional Lie algebras is provided. Next, we present the theory of characters and graded dimensions of modules for affine Lie algebras used in this work. The principally specialized graded dimensions of \( V_{\Lambda_i} \) are expressed in terms of the principally specialized graded dimensions of \( W_{\Omega_j} \) and \( \text{Vir} \left( \frac{4}{5}, h \right) \). The theory of vertex operator algebras and their modules is introduced. Next, the conformal vectors related to representations of the Virasoro algebras used in this work are given explicitly. Finally, the verifications of the highest weight vectors are given explicitly for each module \( \text{Vir} \left( \frac{4}{5}, h \right) \otimes W_{\Omega_j} \) that occurs in each decomposition.
Chapter 1

Finite Dimensional and Affine Lie Algebras

This chapter contains the necessary background material on finite dimensional Lie algebras, and some theory on infinite dimensional Lie algebras including affine Lie algebras, Virasoro algebras, and the vertex operator representation of certain affine Lie algebras.

1.1 Finite Dimensional Semisimple Lie Algebras

This section is an introduction to finite dimensional semisimple Lie algebras. This is a classic theory and it is not all covered here, but the essentials to be used later are presented for continuity.

Definition 1.1. A Lie algebra is a finite dimensional vector space \( g \) over a field \( \mathbb{F} \), with a bilinear operation \( [\cdot, \cdot] : g \times g \to g \), denoted \((x, y) \mapsto [x, y]\), which satisfies the following axioms:

\[
\begin{align*}
(L1) \quad [x, x] &= 0, \quad \forall x \in g \\
(L2) \quad [x, [y, z]] + [y, [z, x]] + [z, [x, y]] &= 0, \quad \forall x, y, z \in g
\end{align*}
\]

The symbol \( [\cdot, \cdot] \) is commonly called the Lie bracket, and it is common to say \( [x, y] \) as "\( x \) bracket \( y \)". Axiom \((L2)\) is commonly called the Jacobi identity, and the application of \((L1)\) and bilinearity to \([x + y, x + y]\) will imply \([x, y] = -[y, x]\). Hence the Lie bracket is anticommutative. Even though a Lie algebra can be defined over any field, unless noted, the field under consideration will be \( \mathbb{C} \).

An example of a Lie algebra is \( \mathfrak{gl}(V) \), which is the associative algebra \( \text{End}(V) \) with the Lie bracket given by \([A, B] = AB - BA\), for any \( A, B \in \text{End}(V) \). The associativity of the product in \( \text{End}(V) \) implies the axioms for this Lie bracket.

Define the dimension of a Lie algebra as its dimension as a vector space. If for any two elements \( x, y \in g, [x, y] = 0 \), then we call \( g \) a commutative Lie algebra or an abelian Lie
algebra.

Let $A$ and $B$ be subsets of $\mathfrak{g}$ and denote by $[A,B]$, the vector subspace of $\mathfrak{g}$ spanned by $\{[x,y]|x \in A, y \in B\}$. There are two special cases of this notation.

**Definition 1.2.** Let $\mathfrak{g}$ be a Lie algebra and let $\mathfrak{a}$ be a vector subspace of $\mathfrak{g}$.

1. If $\mathfrak{a}$ satisfies $[\mathfrak{a},\mathfrak{a}] \subseteq \mathfrak{a}$, then $\mathfrak{a}$ is called a **Lie subalgebra** of $\mathfrak{g}$.
2. If $\mathfrak{a}$ satisfies $[\mathfrak{a},\mathfrak{g}] \subseteq \mathfrak{a}$, then $\mathfrak{a}$ is called an **ideal** of $\mathfrak{g}$.

Two ideals that are always present are $\mathfrak{g}$ itself and the vector subspace $\{0\}$. These are called the **trivial ideals** of $\mathfrak{g}$. A Lie algebra that has no other ideals except the trivial ideals and is not abelian is called a **simple** Lie algebra. A Lie algebra that is a direct sum of simple Lie algebras is called a **semi-simple** Lie algebra. These definitions imply that a simple Lie algebra is also semi-simple.

For a Lie algebra $\mathfrak{g}$ define a derivation to be a linear map $\delta : \mathfrak{g} \to \mathfrak{g}$ that satisfies: $\delta([x,y]) = [x,\delta(y)] + [\delta(x),y]$. In particular for any $x \in \mathfrak{g}$, $ad_x$, defined by $y \mapsto [x,y]$ is a derivation. The Jacobi identity can be used to show that $ad_x$ is a derivation.

Given a linear transformation $\phi : \mathfrak{g} \to \mathfrak{g}'$, call $\phi$ a Lie algebra homomorphism if $\phi([x,y]) = [\phi(x),\phi(y)]$. The notions of isomorphism and automorphism are defined accordingly. Also, a representation of a Lie algebra on a vector space $V$ is defined as a Lie algebra homomorphism $\rho : \mathfrak{g} \to gl(V)$.

One of the most important representations of a Lie algebra is called the adjoint representation. The representation $ad : \mathfrak{g} \to gl(\mathfrak{g})$, is given by $x \mapsto ad_x$. The verification that $ad$ is a Lie algebra representation follows from the Jacobi identity as follows:

$$
ad([x,y])(z) = ad_{[x,y]}(z) = [[x,y],z]$$
$$\hspace{1cm} = [x,[y,z]] + [[x,z],y]$$
$$\hspace{1cm} = [x,[y,z]] - [y,[x,z]]$$
$$\hspace{1cm} = ad_x([y,z]) - ad_y([x,z])$$
$$\hspace{1cm} = ad_xad_y(z) - ad_yad_x(z)$$
$$\hspace{1cm} = [ad_x,ad_y](z) = [ad(x),ad(y)](z)$$

It will be useful to also consider the equivalent language of modules along with the theory of representations.
Definition 1.3. A vector space $V$ along with the map from $\mathfrak{g} \times V$ to $V$, which is denoted $(x,v) \mapsto x \cdot v$, is called a $\mathfrak{g}$-module if for $a, b \in \mathbb{C}$, $x, y \in \mathfrak{g}$, and $v, w \in V$, the following conditions are satisfied:

(M1) $(ax + by) \cdot v = a(x \cdot v) + b(y \cdot v)$,  
(M2) $x \cdot (av + bw) = a(x \cdot v) = b(x \cdot w)$, 
(M3) $[x, y] \cdot v = x \cdot (y \cdot v) - y \cdot (x \cdot v)$.

A vector subspace $W$ of a $\mathfrak{g}$-module $V$ is called a $\mathfrak{g}$-submodule if $W$ is a $\mathfrak{g}$-module. If the only $\mathfrak{g}$-submodules of a $\mathfrak{g}$-module $V$ are either 0 or $V$, call the module irreducible.

Definition 1.4. If $x, y \in \mathfrak{g}$, define the symmetric bilinear form called the Killing form, as $\kappa(x, y) = \text{Tr}(\text{ad}_x \circ \text{ad}_y)$, the trace on $V$ of $\text{ad}_x \circ \text{ad}_y$.

The bilinearity of $\kappa$ follows from linearity of $\text{ad}$ and is symmetric since $\text{Tr}$ is symmetric. $\kappa$ is also invariant, in the sense that $\kappa([x, y], z) = \kappa(x, [y, z])$. This property is seen from the following identity, for $X, Y, Z \in \mathfrak{gl}(V)$, $\text{Tr}([X, Y]Z) = \text{Tr}([X, Y]Z)$.

Theorem 1.5. (Cartan’s Criterion) For a finite dimensional Lie algebra $\mathfrak{g}$, $\mathfrak{g}$ is semisimple if and only if the Killing form is non-degenerate.

Theorem 1.6. If $\mathfrak{g}$ is a simple finite dimensional Lie algebra, then any symmetric invariant bilinear form is a scalar multiple of $\kappa$.

In fact since simple Lie algebras are semisimple both of these theorems are useful when studying simple Lie algebras. If $\mathfrak{g}$ is thought of as just a vector space, denote the dual vector space of $\mathfrak{g}$ by $\mathfrak{g}^*$. Since on a simple Lie algebra, $\mathfrak{g}$, $\kappa$ is non-degenerate, then $\mathfrak{g}$ is naturally isomorphic as a vector space to $\mathfrak{g}^*$.

Definition 1.7. A Lie subalgebra $\mathfrak{h}$ of a simple Lie algebra $\mathfrak{g}$ which satisfies the following properties is called a Cartan subalgebra (CSA):

1. $\mathfrak{h}$ is a maximal abelian subalgebra of $\mathfrak{g}$.
2. The linear transformation $\text{ad}(h)$ is diagonalizable, $\forall \, h \in \mathfrak{h}$.

Note that Cartan subalgebras are in general not unique. The next theorem says something about their conjugacy.

Theorem 1.8. Let $\mathfrak{g}$ is a simple finite dimensional Lie algebra, then Cartan subalgebras exist and are conjugate under the group of inner automorphisms of $\mathfrak{g}$.
Hence, the dimension of a Cartan subalgebra is independent of the choice, and is therefore well defined. This dimension of any Cartan subalgebra of a Lie algebra \( \mathfrak{g} \), is called the rank of \( \mathfrak{g} \).

Let \( \mathfrak{g} \) be a finite dimensional semisimple complex Lie algebra of rank \( l \), and fix a Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \). For any \( h \in \mathfrak{h} \), \( \mathfrak{g} \) decomposes as a direct sum of eigenspaces of \( \text{ad}(h) \), since this operator is diagonalizable. Let \( h_1, h_2, \ldots, h_l \) be a basis for \( \mathfrak{h} \), and since \( \mathfrak{h} \) is abelian, \( \text{ad}(h_i) \) commutes with \( \text{ad}(h_j) \) for each \( i, j \in \{1, 2, \ldots, l\} \). Therefore \( \mathfrak{g} \) decomposes into the direct sum of simultaneous eigenspaces of the \( \text{ad}(h_i) \)'s. Let \( x \) be a simultaneous eigenvector for each \( \text{ad}(h_i) \), \( 1 \leq i \leq l \), that is \( \text{ad}(h_i)(x) = c_i x \), then for any linear combination \( h = \sum_{i=1}^{l} a_i h_i \)

\[
\text{ad}(h)(x) = \sum_{i=1}^{l} a_i \text{ad}(h_i)(x) \\
= \left( \sum_{i=1}^{l} a_i c_i \right) x \\
= \alpha(h)x, \text{ for some } \alpha \in \mathfrak{h}^*.
\]

For \( \alpha \in \mathfrak{h}^* \) any linear functional, define the subspace

\[
\mathfrak{g}_\alpha = \{ x \in \mathfrak{g} \mid [h, x] = \alpha(h)x, \forall h \in \mathfrak{h} \}.
\]

Note that \( \mathfrak{g}_0 = \mathfrak{h} \), and we have the following definition.

**Definition 1.9.** If \( 0 \neq \alpha \in \mathfrak{h}^* \) satisfies \( \mathfrak{g}_\alpha \neq \{0\} \), then \( \alpha \) is called a root of \( \mathfrak{g} \) with respect to \( \mathfrak{h} \). The set of roots of \( \mathfrak{g} \) is denoted \( \Phi \). The subspace \( \mathfrak{g}_\alpha \) is called a root space and a non-zero element of \( \mathfrak{g}_\alpha \) is called a root vector.

This gives the following root space decomposition of \( \mathfrak{g} \) (as a vector space) with respect to \( \mathfrak{h} \):

\[
\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_\alpha.
\] (1.1)

**Proposition 1.10.** For \( \alpha, \beta \in \Phi \cup \{0\} \) the following are true:

1. \( [\mathfrak{g}_\alpha, \mathfrak{g}_\beta] \subseteq \mathfrak{g}_{\alpha + \beta} \),
2. \( [\mathfrak{g}_\alpha, \mathfrak{g}_{-\alpha}] \subseteq \mathfrak{h} \),
3. For \( x \in \mathfrak{g}_\alpha \), \( y \in \mathfrak{g}_\beta \), \( \kappa(x, y) = 0 \) if \( \alpha + \beta \neq 0 \).
The Lie algebra \( \mathfrak{sl}(2, \mathbb{C}) \) is defined as the \( 2 \times 2 \) complex matrices of trace zero. The Lie bracket is given by \([A, B] = AB - BA\), and the ”standard” basis below satisfies the following brackets, \([h, f] = 2e, [h, f] = -2f\), and \([e, f] = h\). Where

\[
h = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad e = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad f = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}.
\]

**Lemma 1.11.** The following are true.

1. The restriction of \( \kappa \) to \( h, \kappa \mid_{\mathfrak{h} \times \mathfrak{h}}, \) is non-degenerate.
2. For \( \alpha \in \Phi, \kappa \) gives a non-degenerate pairing between \( \mathfrak{g}_\alpha \) and \( \mathfrak{g}_{-\alpha} \).
3. If \( \alpha \in \Phi \), then \( -\alpha \in \Phi \) and \( \text{dim}(\mathfrak{g}_\alpha) = \text{dim}(\mathfrak{g}_{-\alpha}). \)

The non-degeneracy of \( \kappa \mid_{\mathfrak{h} \times \mathfrak{h}} \) allows the identification of \( \mathfrak{h} \) with \( \mathfrak{h}^* \). For \( \alpha \in \Phi \), the corresponding vector \( h_\alpha \in \mathfrak{h} \) is uniquely determined by the conditions \( \kappa(h_\alpha, h) = \alpha(h) \), \( \forall h \in \mathfrak{h} \). Using this isomorphism, \( \kappa \) induces on \( \mathfrak{h}^* \) a bilinear form also denoted \( \kappa \) and defined by \( \kappa(\alpha, \beta) := \kappa(h_\alpha, h_\beta) = \alpha(h_\beta), \) for any \( \alpha, \beta \in \mathfrak{h}^* \).

The next lemma contains some common properties for roots and root spaces. This lemma is presented without a proof, since all of these properties can be found in most introductory books on Lie algebras.

**Lemma 1.12.** For \( \alpha, \beta \in \Phi \) we have,

1. If \( x \in \mathfrak{g}_\alpha \) and \( y \in \mathfrak{g}_{-\alpha} \), then \([x, y] = \kappa(x, y)h_\alpha, \)
2. \( \text{dim}(\mathfrak{g}_\alpha) = 1, \)
3. \( [\mathfrak{g}_\alpha, \mathfrak{g}_{-\alpha}] = \mathbb{C}h_0, \)
4. If \( \alpha + \beta \in \Phi \), then \([\mathfrak{g}_\alpha, \mathfrak{g}_\beta] = \mathfrak{g}_{\alpha + \beta}, \)
5. \( 2\alpha \notin \Phi. \)

Since \( \text{dim}(\mathfrak{g}_\alpha) = 1, \kappa(x, y) \neq 0 \) and there exists a rescaling of \( x \in \mathfrak{g}_\alpha \) and \( y \in \mathfrak{g}_{-\alpha} \) so that the triple \( \{x, y, h = [x, y]\} \), is a standard basis for \( \mathfrak{sl}(2, \mathbb{C}). \)

Define the real vector space \( \mathfrak{h}_\mathbb{R} \) as the \( \mathbb{R} \)-span of \( \{h_\alpha | \alpha \in \Phi\} \), and also note \( \mathfrak{h}_\mathbb{R}^* \) is the \( \mathbb{R} \)-span of \( \Phi. \)

Denote by \( \sigma_\alpha \) the reflection determined by \( \alpha, \) so \( \forall \beta \in E, \sigma_\alpha(\beta) = \beta - \frac{2(\beta, \alpha)}{(\alpha, \alpha)} \alpha. \) Then \( \sigma_\alpha(\alpha) = -\alpha \) and \( P_\alpha = \{\beta \in E | (\beta, \alpha) = 0\} \) is the hyperplane fixed by \( \sigma_\alpha. \)

**Definition 1.13.** A subset \( \Phi \) of \( E \) is called a **finite root system** in \( E \) if the following axioms are satisfied:
(R1) \( \Phi \) is finite, spans \( E \), and does not contain 0.
(R2) If \( \alpha \in \Phi \), then the only multiples of \( \alpha \in \Phi \) are \( \pm \alpha \).
(R3) If \( \alpha \in \Phi \), then \( \sigma \alpha \) leaves \( \Phi \) invariant.
(R4) If \( \alpha, \beta \in \Phi \), then \( \langle \alpha, \beta \rangle = \frac{2(\beta, \alpha)}{\langle \alpha, \alpha \rangle} \in \mathbb{Z} \).

If \( \Phi \) is a set of roots for a semi-simple Lie algebra \( \mathfrak{g} \) as in Definition 1.9, it can be shown that \( \Phi \) forms a root system in \( h_\mathbb{R}^* = E \) with positive definite bilinear form \( \kappa \), and \( \text{dim}(E) = l \).

**Definition 1.14.** A subset \( \Delta \) of \( \Phi \), is called a base if:

(B1) \( \Delta \) is a basis of \( E \).
(B2) Each root \( \beta \) can be written \( \sum_{\alpha \in \Delta} c_\alpha \alpha \), with \( c_\alpha \in \mathbb{Z} \) and all \( c_\alpha \geq 0 \) or all \( c_\alpha \leq 0 \).

Choose a base, \( \Delta = \{ \alpha_1, \alpha_2, \ldots, \alpha_l \} \), for a root system and call this set of roots simple. Denote the positive roots \( \Phi^+ = \{ \beta = \sum_{i=1}^l c_i \alpha_i \in \Phi \mid c_i \geq 0 \} \) and the negative roots \( \Phi^- = \{ \beta = \sum_{i=1}^l c_i \alpha_i \in \Phi \mid c_i \leq 0 \} \). By Definition 1.14, \( |\Delta| = \text{dim}(E) \). This number coincides with \( \text{rank}(\mathfrak{g}) \) because both \( \{ \alpha \mid \alpha \in \Delta \} \) and \( \{ h_\alpha \mid \alpha \in \Delta \} \) form bases for \( h_\mathbb{R}^* \) and \( h_\mathbb{R} \), respectively.

**Definition 1.15.** The integral span of the simple roots, \( \sum_{i=1}^l \mathbb{Z} \alpha_i \), is called the root lattice, and is denoted \( Q_\Phi \). Write \( Q_\Phi^+ = \left\{ \sum_{i=1}^l m_i \alpha_i \mid 0 \leq m_i \in \mathbb{Z} \right\} \). A partial order on \( h_\mathbb{R}^* \) defined by \( x \leq y \) when \( y - x \in Q_\Phi^+ \).

For any positive root \( \alpha \), rescale the non-zero vectors \( x \in \mathfrak{g}_\alpha, y \in \mathfrak{g}_{-\alpha} \), and \( h_\alpha = [x, y] \), associated to this root as follows: \( e := x, f := \frac{2}{\alpha(h_\alpha)} y, \) and \( h := \frac{2}{\alpha(h_\alpha)} h_\alpha \). It can be checked that \( \{ e, f, h \} \) forms a standard basis for \( \mathfrak{sl}(2, \mathbb{C}) \).

Using the above rescaling of vectors, define the following:

\[
a_{ij} = a_j(h_i) = \frac{2\alpha_j(h_{\alpha_i})}{\alpha_i(h_{\alpha_i})} = \frac{2\kappa(h_{\alpha_i}, h_{\alpha_j})}{\kappa(h_{\alpha_i}, h_{\alpha_i})}, 1 \leq i, j \leq l.
\]

The following relations are satisfied for \( 1 \leq i, j \leq l \),

\[
[h_i, e_j] = a_{ij}e_j, \quad [h_i, f_j] = -a_{ij}f_j, \quad [e_i, f_j] = \delta_{ij}h_i.
\]

**Definition 1.16.** The matrix \( A := (a_{ij}) \) for \( i, j \in \{ 1, 2, \ldots, l \} \), is called a Cartan matrix of a simple finite dimensional Lie algebra, \( \mathfrak{g} \). \( A \) has the following properties:

(C1) \( a_{ij} \in \mathbb{Z} \).
(C2) \( a_{ii} = 2. \)
(C3) \( i \neq j \Rightarrow a_{ij} \leq 0. \)
(C4) \( a_{ij} = 0 \iff a_{ji} = 0. \)
(C5) \( A = DB, \) where \( D = (d_{ij}) \) is a diagonal matrix, and \( B = (b_{ij}) \) is a positive definite symmetric matrix.
(C6) \( A \) can not be written as a block diagonal matrix with more than one non-zero block, even if you are allowed to reorder rows and columns.

In particular, if we set \( b_{ij} = \kappa(\alpha_i, \alpha_j), \) and \( d_{ii} = \frac{2}{\kappa(\alpha_i, \alpha_i)}, \) then \( A = DB. \) Also, a convention is to rescale the Killing form so that the diagonal entries of \( B \) have largest value 2. For example the first equation below follows the convention,

\[
\begin{bmatrix}
2 & -2 \\
-1 & 2
\end{bmatrix} = \begin{bmatrix}
2 & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
1 & -1 \\
-1 & 2
\end{bmatrix},
\]

but this next equation does not.

\[
\begin{bmatrix}
2 & -2 \\
-1 & 2
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
0 & 1/2
\end{bmatrix} \begin{bmatrix}
2 & -2 \\
-2 & 4
\end{bmatrix}.
\]

Since the matrix \( B \) represents the bilinear form with respect to \( \Delta \) on \( E, \) this forces all square lengths of roots in this root system to be less than or equal to 2. Now, drop the name \( \kappa \) and just use \( \langle \cdot, \cdot \rangle \) for this new standardized bilinear form.

Given an \( l \times l \) Cartan matrix satisfying the above properties, we can form a directed graph, called the Dynkin diagram, with vertices and multi-lines, as follows:

(D1) For each \( 1 \leq i \leq l \) there is a vertex \( \bullet \) labeled by \( i. \)
(D2) For \( 1 \leq i \neq j \leq l \) connect two vertices \( i \) and \( j \) by \( \max\{ |a_{ij}|, |a_{ji}| \} \) lines.
(D3) If \( i \neq j \) and \( |a_{ij}| \geq 2, \) put an arrow on the \( \{i, j\} \)-multi-line pointing from \( j \) to \( i. \)

Using the matrix in the example above, the Dynkin diagram is:

\[
\begin{array}{c}
\bullet \\
1 & 2 \\
\end{array}
\]

Using the Cartan-Killing theorem of the classification of finite dimensional simple Lie algebras over \( \mathbb{C}, \) simple Lie algebras can be organized into four infinite families and five
exceptional Lie algebras. This classification is given either by Cartan matrices or Dynkin diagrams, which are in one-to-one correspondence. Below are the Dynkin diagrams associated to the classification.

\[ A_l: (l \geq 1) \]
\[ B_l: (l \geq 2) \]
\[ C_l: (l \geq 3) \]
\[ D_l: (l \geq 4) \]
\[ E_6: \]
\[ E_7: \]
\[ E_8: \]
\[ F_4: \]
\[ G_2: \]

Some of these diagrams have automorphisms which correspond to Lie algebra automorphisms. We will need to consider a diagram automorphism for type \( E_6 \). This diagram has an obvious order two symmetry that is given by interchanging the vertices labeled one and six, three and five, and leaving vertices two and four fixed. Looking at the fixed
points of the corresponding Lie algebra automorphism, \( \tau \), will give a Lie subalgebra \( \mathfrak{a} \) of type \( F_4 \) inside \( \mathfrak{g} \) of type \( E_6 \). The following roots of \( \mathfrak{g} \) are fixed:

\[
\alpha_1 + \alpha_6, \quad \alpha_3 + \alpha_5, \quad \alpha_4, \quad \alpha_2,
\]

and give a set of simple roots \( \alpha \), which we relabel as

\[
\beta_1 = \alpha_2, \quad \beta_2 = \alpha_4, \quad \beta_3 = \frac{\alpha_3 + \alpha_5}{2}, \quad \beta_4 = \frac{\alpha_1 + \alpha_6}{2}.
\]

The Cartan matrix of type \( F_4 \) can be recovered here by using the Killing form from \( E_6 \).

Once this identification of simple roots is made, then the following vectors are identified inside \( \mathfrak{g} \) to give a set of generators for \( \mathfrak{a} \). Notice the switch in notation from \( e_i \) and \( f_i \) to \( x_{\alpha_i} \) and \( x_{-\alpha_i} \).

\[
\begin{align*}
    h_{\beta_1} &= h_{\alpha_2}, & h_{\beta_2} &= h_{\alpha_4}, & h_{\beta_3} &= h_{\alpha_3} + h_{\alpha_5}, & h_{\beta_4} &= h_{\alpha_1} + h_{\alpha_6}, \\
    x_{\beta_1} &= x_{\alpha_2}, & x_{\beta_2} &= x_{\alpha_4}, & x_{\beta_3} &= x_{\alpha_3} + x_{\alpha_5}, & x_{\beta_4} &= x_{\alpha_1} + x_{\alpha_6}, \\
    x_{-\beta_1} &= x_{-\alpha_2}, & x_{-\beta_2} &= x_{-\alpha_4}, & x_{-\beta_3} &= x_{-\alpha_3} + x_{-\alpha_5}, & x_{-\beta_4} &= x_{-\alpha_1} + x_{-\alpha_6}.
\end{align*}
\]

Let \( \Phi \) be a root system for a finite dimensional semisimple Lie algebra \( \mathfrak{g} \). The Weyl group, \( \mathcal{W} \), is the group generated by the reflections associated to the simple roots, \( \mathcal{W} = \langle \sigma_\alpha | \alpha \in \Delta \rangle \).

Let \( V \) be a finite dimensional \( \mathfrak{g} \)-module such that the CSA \( \mathfrak{h} \) acts simultaneously diagonally on \( V \). The simultaneous eigenspaces, \( V_\mu = \{ v \in V | h \cdot v = \mu(h)v \} \neq 0 \) with \( \mu \in \mathfrak{h}^* \), are called weight spaces, and \( \mu \) is called a weight of \( V \). For a module \( V \), \( \Pi(V) = \{ \mu \in \mathfrak{h}^* | V_\mu \neq 0 \} \) denotes the set of weights. If \( 0 \neq v \in V \) and \( x \cdot v = 0 \) for any \( x \in \mathfrak{g}_a \), \( a \in \Phi^+ \), then call \( v \) a highest weight vector (HWV) of \( V \). It is enough to check this property for \( x \in \mathfrak{g}_a, a \in \Delta \).

If \( V \) is an infinite dimensional irreducible \( \mathfrak{g} \)-module, then \( V \) contains, up to scalar multiples, exactly one HWV, and \( V \) is uniquely determined by the weight of this HWV. If the highest weight is \( \lambda \in \mathfrak{h}^* \), then label such a highest weight module \( V^\lambda \). If \( \mu \in \Pi(V^\lambda) \), then \( \mu \leq \lambda \). \( V \) has a weight space decomposition as a direct sum of weight spaces, \( V^\lambda = \bigoplus_{\mu \in \Pi(V^\lambda)} V^\lambda_\mu \). If \( \mathfrak{g} \) is simple then \( \mathfrak{g} \) is an irreducible \( \mathfrak{g} \)-module, \( V^\theta \), whose weights are the roots, \( \Phi \), so \( \Pi(V^\theta) = \Phi \). We call \( \theta = \theta(\mathfrak{g}) \) the highest root of \( \Phi \).

Given a finite dimensional irreducible highest weight \( \mathfrak{g} \)-module, \( V^\lambda \), the character of
\( V^\lambda \) is given as a specific element of the group ring
\[
Z[h^*] = \left\{ \sum_{\mu \in S} m_\mu e^\mu | m_\mu \in \mathbb{Z}, S \subseteq h^*, |S| < \infty \right\},
\]
namely,
\[
ch(V^\lambda) = \sum_{\mu \in \Pi(V^\lambda)} \dim(V^\lambda_\mu)e^\mu.
\]

**Definition 1.17.** The weight lattice associated to a root system \( \Phi \) is defined as \( P_\Phi = \{ \lambda \in h^* | \langle \lambda, \alpha_i \rangle \in \mathbb{Z}, \alpha_i \in \Delta \} \).

It can be shown that \( P_\Phi = \sum_{i=1}^l \mathbb{Z}\lambda_i \), where the \( \lambda_i \) are defined by \( \langle \lambda_i, \alpha_i \rangle = \delta_{i,j}, 1 \leq i, j \leq l \). Note that \( Q_\Phi \subseteq P_\Phi \). Call the set \( P^+_\Phi = \{ \lambda \in h^* | 0 \leq \langle \lambda, \alpha_i \rangle \in \mathbb{Z}, \alpha_i \in \Delta \} \), the dominant integral weights. For any \( \lambda \in P^+_\Phi \), there exists a finite dimensional irreducible \( g \)-module \( V^\lambda \) with highest weight \( \lambda \) and set of weights \( \Pi(V^\lambda) = \{ w(\mu) | \mu \in P^+_\Phi, \mu \leq \lambda, w \in W \} \).

**Theorem 1.18.** For any \( \lambda \in P^+_\Phi \) and the associated irreducible finite dimensional highest weight module \( V^\lambda \), the Weyl character formula gives the following form for the character of \( V^\lambda \), using \( \rho = \sum_{i=1}^l \lambda_i \):
\[
ch(V^\lambda) = \frac{S_{\lambda+\rho}}{S_\rho}, \text{ with } S_\mu = \sum_{w \in W} \text{sgn}(w)e^{w\mu-\rho}.
\]

The Weyl denominator formula says:
\[
S_\rho = \prod_{\alpha \in \Phi^+} (1 - e^{-\alpha})
\]

Define the universal enveloping algebra of a Lie algebra, \( U(g) \) (with 1), with a map \( \mu : g \to U(g) \) satisfying \( \mu([x,y]) = \mu(x)\mu(y) - \mu(y)\mu(x) \), with the property that if \( V \) is any associative algebra (with 1), and \( \eta : g \to V \) satisfies the same property as \( \mu \), then there exists a unique map \( \phi : U(g) \to V \), such that \( \phi \circ \mu = \eta \).

At this point we fix some notation for the Lie algebras of type \( E_6 \) and \( F_4 \). The fundamental weights for the Lie algebra of type \( E_6 \) are \( \lambda_1, \lambda_2, \ldots, \lambda_6 \), corresponding to the roots \( \alpha_1, \alpha_2, \ldots, \alpha_6 \). Under our identification of \( F_4 \) inside of \( E_6 \) we get the following fundamental weights for \( F_4 \), \( \omega_1 = \lambda_2, \omega_2 = \lambda_4, \omega_3 = \frac{\lambda_1 + \lambda_3}{2} \), and \( \omega_4 = \frac{\lambda_1 + \lambda_2 + \lambda_3 + \lambda_6}{2} \).

If \( g \) is of type \( E_6 \) and \( a \subseteq g \) is of type \( F_4 \), then each of the three \( g \)-modules, \( V^\theta(g) = V^{\lambda_2}, V^{\lambda_1}, V^{\lambda_6} \) can be decomposed as a direct sum of irreducible highest weight \( a \)-modules, written as \( W^{\omega} \) where \( \omega \) is a weight of \( a \). First, \( V^\theta(g) = g \) and therefore \( g = U(g) \cdot x_\theta(g) \).
The projection allows us to describe the $a$-module $c = U(a) \cdot x_\alpha$, where $x_\alpha \in g$ is such that $Proj(\alpha) = \omega_4$. The branchings of $V^{\lambda_1}$ and $V^{\lambda_6}$ are the same since $Proj(\lambda_1) = Proj(\lambda_6) = \omega_4$, therefore we focus on $V^{\lambda_1}$. A HWV $x_{\lambda_1}$ for $V^{\lambda_1}$ has weight $\omega_4$ for $a$ and therefore $U(a) \cdot x_{\lambda_1} = c$. Since $dim(V^{\lambda_1}) = 27$ and $dim(c) = 26$ we must have $V^{\lambda_1} = c \oplus W^0$, where $W^0$ is the one dimensional trivial $a$-module.

1.2 Affine Lie Algebras

This section contains the most important aspects from the theory of affine Lie algebras that are needed for this work. It starts with the general theory of affine Lie algebras, then introduces the Virasoro algebra which plays a vital role in the decomposition in this dissertation. Finally, the specifics of the affine Lie algebra $E_6^{(1)}$ are given along with an introduction to the specifics of its vertex operator representation.

1.2.1 General Theory of Affine Lie Algebras

Let $g$ be a finite dimensional Lie algebra with an invariant symmetric bilinear form $(\cdot, \cdot)$, so $([x, y], z) = (x, [y, z])$, for $x, y, z \in g$. Let $\mathbb{C}[t, t^{-1}]$ be the algebra of Laurent polynomials in the variable $t$. Now consider the vector space $\hat{g} = g \otimes \mathbb{C}[t, t^{-1}] \oplus \mathbb{C}c$, and the alternating bilinear map $[\cdot, \cdot]: \hat{g} \times \hat{g} \rightarrow \hat{g}$ determined by the following conditions:

$$
[\hat{c}, \hat{g}] = 0
$$

$$
[x \otimes t^m, y \otimes t^n] = [x, y] \otimes t^{m+n} + (x, y)m\delta_{m,-n}c
$$

(1.2)

for all $x, y \in g$ and $m, n \in \mathbb{Z}$. Then $\hat{g}$ with this Lie bracket is called the untwisted affine Lie algebra associated to $g$. Write $x(n)$ for $x \otimes t^n \in \hat{g}$.

Now consider the vector space $\hat{\hat{g}} = \hat{g} \oplus \mathbb{C}d$ and extend the definition of brackets of $\hat{g}$ to $\hat{\hat{g}}$ by also defining, $[d, x(n)] = nx(n)$ and $[d, c] = 0$, so that $\hat{\hat{g}}$ is a subalgebra of $\hat{g}$. Then
with these brackets is called the **extended affine Lie algebra associated to** $\mathfrak{g}$. Identify $\mathfrak{g}$ with $\mathfrak{g} \otimes I^0 \subseteq \hat{\mathfrak{g}} \subseteq \mathfrak{g}$, hence $\mathfrak{g}$ is a subalgebra of both of these algebras.

The Lie algebra, $\hat{\mathfrak{g}}$, has as a Cartan subalgebra (CSA), $\hat{\mathfrak{h}} = \mathfrak{h} \oplus Cc \oplus Cd$, and therefore $\hat{\mathfrak{g}}$ has a root space decomposition. Denote the affine root system of $\hat{\Phi}$ is given by identifying $\delta$ and $\Lambda_0$ of $\hat{\mathfrak{h}}^*$ as follows. If $h \in \mathfrak{h}$, then $\delta(h) = 0$ and $\Lambda_0(h) = 0$. Also, $\delta(c) = 0$, $\delta(d) = 1$, $\Lambda_0(c) = 1$, $\Lambda_0(d) = 0$, so $\{\alpha_1, \alpha_2, \ldots, \alpha_i, \delta, \Lambda_0\}$ is a basis for $\hat{\mathfrak{h}}^*$. If $h \in \mathfrak{h}$, $n \in \mathbb{Z}$ and $x \in \mathfrak{g}_a$, $\alpha \in \Phi$, then we have:

$$[h, x(n)] = \alpha(h)x(n), \quad [c, x(n)] = 0, \quad [d, x(n)] = nx(n).$$

So for $h \in \hat{\mathfrak{h}}$, $[h, x(n)] = (n\delta + \alpha)(h)x(n)$, hence $n\delta + \alpha \in \hat{\Phi}$. Now consider $h_1(n)$, $n \neq 0$ and $h_1 \in \mathfrak{h}$, then $[h_1 n, h_1(n)] = (n\delta)(h)h_1(n)$, so for $n \neq 0$, $n\delta \in \hat{\Phi}$. Hence we have $\hat{\Phi} = \{n\delta + \alpha | n \in \mathbb{Z}, \alpha \in \Phi\} \cup \{n\delta | 0 \neq n \in \mathbb{Z}\}$. This gives a root space decomposition of $\hat{\mathfrak{g}}$. Notice that the dimension of the $n\delta + \alpha$ root space is one, but the dimension of the $n\delta$ root space is $l$, the rank $\mathfrak{g}$. The roots of type $n\delta + \alpha$ are called real roots and the roots of type $n\delta$ are called imaginary. Recall, $\theta$ is the highest root in $\Phi$, set $a_0 := \delta - \theta$, then there is a base of $\hat{\Phi}$, given by $\hat{\Lambda} = \{\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_i\}$.

Extend the non-degenerate invariant bilinear form on $\mathfrak{g}$ to such a form on $\hat{\mathfrak{g}}$ as follows:

$$(x(m), y(n)) = \delta_{m-n}(x, y),$$

$$(x(m), c) = 0 = (x(m), d),$$

$$(c, d) = 1,$$

$$(c, c) = 0 = (d, d).$$

The bilinear form on $\mathfrak{h}^*$ also extends to a bilinear form on $\hat{\mathfrak{h}}^*$ by defining, $(\mathfrak{h}^*, c)$, $(\mathfrak{h}^*, \delta)$, $(\Lambda_0, \Lambda_0)$, and $(\delta, \delta)$ all equal to 0, and $(\Lambda_0, \delta) = 1$. The partial order on $\mathfrak{h}^*$ also extends to $\hat{\mathfrak{h}}^*$ by defining $\mu \leq \lambda$ if $\lambda - \mu = \sum_{i=0}^l a_i \alpha_i$, with $0 \leq a_i \in \mathbb{Z}$.

The affine Lie algebra also has a Weyl group, $\hat{\mathcal{W}} = < \sigma_{\alpha_i} | 0 \leq i \leq l >$. The fundamental weights for the affine Lie algebra are given by $\Lambda_0$ and $\Lambda_i = m_i \Lambda_0 + \lambda_i, 1 \leq i \leq l$, where the coefficients $m_i$ are determined by $\langle \Lambda_i, \alpha_j \rangle = \delta_{ij}, 0 \leq i, j \leq l$. The weight lattice is defined as in Definition 1.17 and is given by $\hat{\Lambda} = \sum_{i=0}^l \mathbb{Z} \Lambda_i$ and $\hat{\Lambda}^+ = \left\{ \sum_{i=0}^l n_i \Lambda_i | 0 \leq n_i \in \mathbb{Z} \right\}$.

For each $\Lambda = \sum_{i=0}^l n_i \Lambda_i \in \hat{\Lambda}^+$ there is an irreducible highest weight $\hat{\mathfrak{g}}$-module denoted by $V^\Lambda$. The level $\Lambda$, as well as $V^\Lambda$, is $\Lambda(c) = \sum_{i=0}^l n_i \Lambda_i(c) = n_0 + \sum_{i=1}^l m_i n_i$. $V^\Lambda$ has a
weight space decomposition similar to the decomposition given for \( g \)-modules. Hence,

\[
V^\Lambda = \bigoplus_{\mu \in \Pi(V^\Lambda)} V^\Lambda_\mu,
\]

with

\[
V^\Lambda_\mu = \{ v \in V^\Lambda | h \cdot v = \mu(h)v, \forall h \in \hat{\mathfrak{h}} \}
\]

and \( \Pi(V^\Lambda) = \{ \mu \in \hat{P}_\Phi | V^\Lambda_\mu \neq 0 \} \). Define the vacuum space of \( V^\Lambda \) to be \( \text{Vac}(V^\Lambda) = \{ v \in V^\Lambda | h(m) \cdot v = 0, m > 0 \} \).

There are three level 1 fundamental weights for the Lie algebra of type \( E_6^{(1)} \), \( \Lambda_0, \Lambda_1, \) and \( \Lambda_6 \). There are two level 1 fundamental weights for the Lie algebra of type \( F_4^{(1)} \), \( \Omega_0 \) and \( \Omega_4 \).

There is a character of the module \( V^\Lambda \). First define the graded dimension of \( V^\Lambda \) as the formal power series in the ring \( \mathbb{Z}[ [ e^{-a_i} | 0 \leq i \leq l ] ] \),

\[
gr(V^\Lambda) = e^{-\Lambda} \sum_{\mu \in \Pi(V^\Lambda)} \dim(V^\Lambda_\mu) e^\mu.
\]

Since \( \Pi(V^\Lambda) \subseteq \{ \mu \in \hat{P}_\Phi | \mu \leq \Lambda \} \), we define the character \( ch(V^\Lambda) = e^\Lambda gr(V^\Lambda) \).

**Theorem 1.19.** For any \( \Lambda \in \hat{P}_\Phi^+ \), the character of the irreducible highest weight module \( V^\Lambda \) is given by the Weyl-Kac character formula. This formula is given as:

\[
ch(V^\Lambda) = \frac{1}{e^\rho R} \sum_{w \in \hat{W}} \text{sgn}(w) e^{aw(\Lambda + \bar{\rho})}
\]

with \( \bar{\rho} = \sum_{i=0}^l \Lambda_i \) and \( R = \prod_{\alpha \in \hat{\Phi}^+} (1 - e^{-\alpha})^{-\dim(\tilde{\mathfrak{g}}_\alpha)} \) is called the denominator.

### 1.2.2 The Virasoro Algebra

The **Witt algebra** is defined to be the infinite dimensional Lie algebra with basis \( \{ d_m | m \in \mathbb{Z} \} \) and brackets given by \( [d_m, d_n] = (n-m)d_{m+n} \) for \( m, n \in \mathbb{Z} \). There is a representation of this algebra on the Laurent polynomials, with action of \( d_m \) on a polynomial in the variable \( t \) given by \( t^m + \frac{1}{d} \). Using this action on the Laurent polynomials extend to an action on \( \hat{\mathfrak{g}} \) by \( d_m \cdot x(n) = nx(m+n) \). Hence the \( d_0 \) equals \( d \) given in section [1.2.1]. Define the Virasoro algebra, \( Vir \), as the following central extension of the Witt algebra. Let a basis for \( Vir \) be \( \{ L_m, c_{Vir} | m \in \mathbb{Z} \} \), where \( c_{Vir} \) is a central element. For all \( m, n \in \mathbb{Z} \) the brackets

\[
[L_m, L_n] = (m-n)L_{m+n} + \frac{m^3 - m}{12} \delta_{m,-n} c_{Vir} \quad \text{and} \quad [L_m, c_{Vir}] = 0.
\]
Theorem 1.20. For each \((c, h) \in \mathbb{C}^2\) there exists an irreducible Vir-module, denoted by \(\text{Vir}(c, h)\), such that \(c_{\text{Vir}}\) acts as the scalar value \(c\), called the central charge, and such that there is a highest weight vector \(v\) satisfying \(L_m \cdot v = 0\) for \(m > 0\) and \(L_0 \cdot v = hv\). For certain values of \(c\) and \(h\), \(\text{Vir}(c, h)\) admits a positive definite Hermitian form such that \((L_m \cdot v_1, v_2) = (v_1, L_{-m} \cdot v_2)\) for any \(v_1, v_2 \in \text{Vir}(c, h)\), and in these cases the module is called unitary.

For \(0 < c_{\text{Vir}} < 1\), there is a discrete series of minimal models for which the characters have special behavior. For each \(c_{\text{Vir}}\) in the discrete series there are only finitely many \(h\) values parameterized as follows. For \(2 \leq s, t \in \mathbb{Z}, s, t\) relatively prime, and \(1 \leq m < s \) and \(1 \leq n < t\), set

\[
c_{s,t} = 1 - \frac{6(s-t)^2}{st}, \quad h_{s,t}^{m,n} = \frac{(mt-ns)^2 - (s-t)^2}{4st}.
\]

Given the four parameters as above, \(m, n, s, t\), the characters \(\chi_{s,t}^{m,n}(q)\) for the modules \(\text{Vir}(c_{s,t}, h_{s,t}^{m,n})\) were given in Feigin-Fuchs [FF84] to be

\[
\chi_{s,t}^{m,n}(q) = \frac{q^{h_{s,t}^{m,n} - c_{s,t}/24}}{q(q)} \sum_{k \in \mathbb{Z}} q^{stk^2} \left( q^{k(mt-ns)} - q^{(mt+ns)k+mn} \right).
\]

These Virasoro modules are unitary when \(t = s + 1\) so \(c_{\text{Vir}} = 1 - \frac{6}{s(s+1)}\) for \(3 \leq s \in \mathbb{Z}\), and \(h = h_{s,s+1}^{m,n} = \frac{(s+1)(m-s-n)^2 - 1}{4s(s+1)}\), where \(1 \leq m \leq n < s + 1\). Later we will only need the case when \((s, t) = (5, 6)\) and \(c_{5,6} = \frac{4}{9}\).

Let \(V^\Lambda\) be an irreducible highest weight \(\widehat{g}\)-module. Let \(\{u_i\}_{1 \leq i \leq \dim(g)}\) be a basis of \(g\), and let \(\{u^i\}_{1 \leq i \leq \dim(g)}\) be the dual basis with respect to the bilinear form on \(g\). Let \(k^\Lambda(g)\) be the dual Coxeter number of \(g\). The following Sugawara operators give a representation of \(\text{Vir}\) on \(V^\Lambda\) denoted \(\text{Vir}_g(V^\Lambda)\):

\[
L_m = \frac{1}{2(k^\Lambda(g) + \Lambda(c))} \sum_{n \in \mathbb{Z}} \sum_{i=1}^{\dim(g)} :u_i(-n)u^i(m+n): \quad \text{for} \ m \in \mathbb{Z}
\]

(1.3)

with \(\ : \ :\) indicating the bosonic normal ordering of the operators. The bosonic normal ordering of two operators is given by:

\[
:u_i(-n)u^i(m+n): = \begin{cases} 
u_i(-n)u^i(m+n) \quad \text{if} \ -n \leq m+n \\ u^i(m+n)u_i(-n) \quad \text{if} \ m+n < -n \\ \end{cases}
\]

and \(c_{\text{Vir}} = c = \frac{\dim(g)\Lambda(c)}{k^\Lambda(g) + \Lambda(c)}\). Note that \(L_0\) represents \(-d\) on \(V^\Lambda\).

The next theorem plays an important role in the decomposition of the Lie algebra \(E_6^{(1)}\) with respect to \(F_4^{(1)}\).
Theorem 1.21. Let $\mathfrak{p}$ be a simple Lie subalgebra of a finite dimensional simple Lie algebra $\mathfrak{g}$, and let $V^\Lambda$ be an irreducible representation of $\tilde{\mathfrak{g}}$ with $\text{Vir}_{\mathfrak{p}}(V^\Lambda)$ and $\text{Vir}_\mathfrak{g}(V^\Lambda)$ two representations of the Virasoro algebra on $V^\Lambda$ which are provided by the Sugawara operators for $\tilde{\mathfrak{p}}$ and $\tilde{\mathfrak{g}}$ respectively. Denote the operators of these representations by $\{L_p^n, c_p \mid n \in \mathbb{Z}\}$ and $\{L_g^n, c_g \mid n \in \mathbb{Z}\}$. Then the differences $L_g^n - L_p^n$ provide a representation of the Virasoro algebra, $\text{Vir}_g - p(V^\Lambda)$, with central charge, $c = c_g - c_p$. Furthermore, this representation commutes with $\tilde{\mathfrak{p}}$ and with $\text{Vir}_p$, meaning $[L_g^n - L_p^n, \tilde{\mathfrak{p}}] = 0$ and $[L_g^n - L_p^n, L_p^m] = 0$, $\forall m, n \in \mathbb{Z}$.

1.2.3 The Affine Lie Algebra $E_6^{(1)}$

The purpose of this section is to construct the adjoint representation of the affine Lie algebra $\hat{\mathfrak{g}}$ of type $E_6^{(1)}$ from the root lattice $Q = Q_\Phi$ of the finite dimensional simple Lie algebra $\mathfrak{g}$ of type $E_6$. We discuss the construction of $\mathfrak{g}$ using a 2-cocyle on its root lattice which works for any lattice of type A,D,E. We begin with a more general situation which will lead to the lattice construction of vertex operators.

A lattice of rank $r$ is a rank $r$ free abelian group $L$, with a rational valued symmetric $\mathbb{Z}$-bilinear form, denoted $\langle \cdot, \cdot \rangle$. Call a lattice non-degenerate if the form is non-degenerate. Assume that $L$ is positive definite and even, that is the bilinear form is positive definite and $\langle x, x \rangle \in 2\mathbb{Z}$, for $x \in L$, which implies that $\langle x, y \rangle \in \mathbb{Z}$, for $x, y \in L$.

The construction of $\mathfrak{g}$ begins with its CSA defined to be $\mathfrak{h} = L \otimes \mathbb{C}$ with trivial Lie brackets making it an Abelian Lie algebra. Identify $L$ with $L \otimes 1 \subset \mathfrak{h}$ and extend $\langle \cdot, \cdot \rangle$ linearly from $L$ to $\mathfrak{h}$.

Consider the alternating $\mathbb{Z}$-bilinear map:

$$c_0 : L \times L \to \mathbb{Z}/2\mathbb{Z}$$

$$(a, b) \mapsto \langle a, b \rangle + 2\mathbb{Z}.$$  

Let $\hat{L}$ be the central extension of $L$ by the cyclic group $\langle \kappa \rangle = \{\pm 1\}$, 

$$1 \rightarrow \{\pm 1\} \rightarrow \hat{L} \rightarrow L \rightarrow 0$$  

determined by $c_0$ as follows. For $a, b \in \hat{L}$ the commutator is

$$aba^{-1}b^{-1} = (-1)^{c_0(\bar{a}, \bar{b})} = (-1)^{c_0(\bar{a}, \bar{b}) - \varepsilon_0(\bar{b}, \bar{a})}$$

where $\bar{\cdot}$ is the projection from $\hat{L}$ to $L$, and $\varepsilon_0 : L \times L \to \mathbb{Z}/2\mathbb{Z}$ denotes a corresponding bilinear 2-cocycle.
Choose the following section, $e : L \to \widehat{L}$, such that $\alpha \mapsto e_\alpha$ and additionally $e_0 = 1$. Then we have the following properties:

$$e_\alpha e_\beta = e_{\alpha + \beta}(-1)^{\varepsilon_0(\alpha, \beta)}$$

$$\varepsilon_0(\alpha, \beta) + \varepsilon_0(\alpha + \beta, \gamma) = \varepsilon_0(\beta, \gamma) + \varepsilon_0(\alpha, \beta + \gamma)$$

$$\varepsilon_0(\alpha, \beta) - \varepsilon_0(\beta, \alpha) = \langle \alpha, \beta \rangle + 2\mathbb{Z} = c_0(\alpha, \beta)$$

and because of the extra condition on the section,

$$\varepsilon_0(\alpha, 0) = \varepsilon_0(0, \alpha) = 0$$

and since $\varepsilon_0$ is bilinear,

$$\varepsilon_0(\alpha, \beta) = \varepsilon_0(-\alpha, \beta) = \varepsilon_0(\alpha, -\beta) = \varepsilon_0(-\alpha, -\beta).$$

To change the $\varepsilon_0$ notation to a multiplicative view, define $\varepsilon(\alpha, \beta) = (-1)^{\varepsilon_0(\alpha, \beta)}$. This gives the properties above as:

$$e_\alpha e_\beta = e_{\alpha + \beta}\varepsilon(\alpha, \beta)$$

$$\varepsilon(\alpha, \beta)\varepsilon(\alpha + \beta, \gamma) = \varepsilon(\beta, \gamma)\varepsilon(\alpha, \beta + \gamma)$$

$$\varepsilon(\alpha, \beta) / \varepsilon(\beta, \alpha) = (-1)^{\langle \alpha, \beta \rangle}$$

$$\varepsilon(\alpha, 0) = \varepsilon(0, \alpha) = 1$$

Denote $L_2 = \{\alpha \in L \mid \langle \alpha, \alpha \rangle = 2\}$ and consider the finite dimensional vector space

$$g = h \oplus \bigoplus_{\alpha \in L_2} \mathbb{C}x_\alpha$$

where $\{x_\alpha \mid \alpha \in L_2\}$ is linearly independent. Define a Lie algebra bracket on $g$ by:

$$[h, h] = 0$$

$$[h, x_\alpha] = -[x_\alpha, h] = \langle h, \alpha \rangle x_\alpha \quad \text{for} \quad h \in h, \alpha \in L_2.$$ 

and for $\alpha, \beta \in L_2$ we have

$$[x_\alpha, x_\beta] = \begin{cases} 
\varepsilon(\alpha, -\alpha)x_\alpha & \text{if} \quad \alpha + \beta = 0 \quad (\langle \alpha, \beta \rangle = -2) \\
\varepsilon(\alpha, \beta)x_{\alpha + \beta} & \text{if} \quad \alpha + \beta \in L_2 \quad (\langle \alpha, \beta \rangle = -1) \\
0 & \text{if} \quad \alpha + \beta \notin L_2 \cup \{0\} \quad (\langle \alpha, \beta \rangle \geq 0).
\end{cases}$$
Also, we define a non-degenerate invariant symmetric bilinear form \( \langle \cdot, \cdot \rangle \) on \( g \) extending \( \langle \cdot, \cdot \rangle \) on \( h \) as follows:

\[
\langle h, x_\alpha \rangle = \langle x_\alpha, h \rangle = 0, \text{ for } \alpha \in L_2
\]

\[
\langle x_\alpha, x_\beta \rangle = \begin{cases} 
\epsilon(\alpha, -\alpha) & \text{if } \alpha + \beta = 0 \\
0 & \text{if } \alpha + \beta \neq 0.
\end{cases}
\]

The diagram automorphism \( \tau \) as a permutation of the simple roots determines an automorphism of \( h^* \) by linear extension, and through the identification of \( h^* \) with \( h \) we have \( \tau(h_\alpha) = h_{\tau \alpha} \). We further extend \( \tau \) from \( h \) to \( g \) by defining \( \tau(x_\alpha) = x_{\tau \alpha} \) for \( \alpha \in L_2 \), and choosing \( \epsilon \) to be \( \tau \) invariant in the sense that \( \epsilon(\alpha, \beta) = \epsilon(\tau \alpha, \tau \beta) \) gives that this extension is a Lie algebra automorphism. We have

\[
\tau([x_\alpha, x_\beta]) = \begin{cases} 
\epsilon(\alpha, -\alpha)\tau \alpha & \text{if } \alpha + \beta = 0 \quad (\langle \alpha, \beta \rangle = -2) \\
\epsilon(\alpha, \beta)x_{\tau \alpha + \tau \beta} & \text{if } \alpha + \beta \in L_2 \quad (\langle \alpha, \beta \rangle = -1) \\
0 & \text{if } \alpha + \beta \notin L_2 \cup \{0\} \quad (\langle \alpha, \beta \rangle \geq 0)
\end{cases}
\]

and this is clearly equal to \([x_{\tau \alpha}, x_{\tau \beta}]\).

One can check that the generators for the Lie subalgebra \( a \) of type \( F_4 \), given in Section 1.1.1, are fixed under \( \tau \).

**Theorem 1.22.** The nonassociative algebra \( g \) above is a Lie algebra with root system \( \Phi = L_2 \), and \( \langle \cdot, \cdot \rangle \) on \( g \) is a non-degenerate invariant symmetric bilinear form. Also, \( \tau \) is an automorphism of \( g \) and \( a \) is the Lie subalgebra of fixed points under \( \tau \).

The construction above gives an explicit realization of the Lie algebra of type \( E_6 \) when a lattice of rank 6 is used and the positive definite bilinear form is determined by the Cartan matrix of type \( E_6 \). In fact, for any even root lattice of type \( A_n, D_n, E_n \), the above construction of \( g \) follows from the Frenkel-Kac \([FK81]\) construction of the basic representation of the affine Lie algebra \( \tilde{g} \) of type \( A_n^{(1)}, D_n^{(1)}, E_n^{(1)} \).

We now focus on the affine Lie algebra \( \tilde{g} \) of type \( E_6^{(1)} \) constructed as above from \( g \), expressing its brackets in terms of formal variables. The algebra \( \tilde{g} \) contains the following subalgebras:

\[
\tilde{g} = \bigoplus_{n \in \mathbb{Z}} h \otimes t^n \oplus \mathbb{C}c \oplus \mathbb{C}d
\]
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and the derived algebra of $\mathfrak{h}$ is the following Heisenberg subalgebra

$$\mathfrak{h}' = \mathfrak{h}_Z = \bigoplus_{n \in \mathbb{Z}} \mathfrak{h} \otimes t^n \oplus \mathbb{C}c.$$  

The next step is to express the bracket relations of the Lie algebra, $\mathfrak{g}$ using the technique of formal variables. Given any Lie algebra $\mathfrak{g}$, we have the bilinear map

$$\mathfrak{g}[[z, z^{-1}]] \times \mathfrak{g}[[w, w^{-1}]] \to \mathfrak{g}[[z, z^{-1}, w, w^{-1}]]$$

$$\left( x(z), y(w) \right) \mapsto [x(z), y(w)]$$

defined by

$$\left[ \sum_{m \in \mathbb{Z}} x_m z^m, \sum_{n \in \mathbb{Z}} y_n w^n \right] = \sum_{m, n \in \mathbb{Z}} [x_m, y_n] z^m w^n.$$  

For $x \in \mathfrak{g}$, set

$$x(z) = \sum_{n \in \mathbb{Z}} x(n) z^{-n} \in \mathfrak{g}[[z, z^{-1}]].$$

We fix some notation by writing

$$\delta(z) = \sum_{n \in \mathbb{Z}} z^n, \quad (D\delta)(z) = \sum_{n \in \mathbb{Z}} nz^n, \quad Dx(z) = \sum_{n \in \mathbb{Z}} -nx(n)z^{-n}.$$  

We see that formally $D$ is the application of $z\frac{d}{dz}$.

**Lemma 1.23.** For $x, y \in \mathfrak{g}$, the brackets in $\mathfrak{g}$ are expressed as

$$[x(z), y(w)] = [x, y](w)\delta(z/w) - \langle x, y \rangle (D\delta)(z/w)c,$$

$$[c, x(z)] = 0, \quad [d, x(z)] = -Dx(z), \quad [c, d] = 0.$$  

We extend the automorphism $\tau$ of $\mathfrak{g}$ to an automorphism $\tilde{\tau}$ on the Lie algebra $\tilde{\mathfrak{g}}$ by defining for any $x \in \mathfrak{g}, n \in \mathbb{Z},$

$$\tilde{\tau}(x(n)) = (\tau x)(n), \quad \tilde{\tau}(c) = c, \quad \tilde{\tau}(d) = d.$$  

If $x, y \in \mathfrak{g}$ and $m, n \in \mathbb{Z}$, then

$$\tilde{\tau}[x(m), y(n)] = (\tau[x, y])(m + n) - \langle \tau x, \tau y \rangle c$$

$$= [\tau x, \tau y](m + n) - \langle \tau x, \tau y \rangle c$$
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which is readily seen to be \([\hat{\tau}(x(m)), \hat{\tau}(y(n))] = [(\tau x)(m), (\tau y)(n)]\). The fixed points of \(\hat{\tau}\) give the Lie algebra \(\hat{a}\) of type \(F_4^{(1)}\) as a Lie subalgebra of \(\hat{g}\) of type \(E_6^{(1)}\).

Let us now express the the bracket relations of \(\hat{g}\) in terms of the 2-cocycle, \(\epsilon\), and the section chosen earlier.

\[
[h(m), x_\alpha(z)] = \langle h, \alpha \rangle z^m x_\alpha(z),
\]

\[
[x_\alpha(z), x_\beta(w)] = \begin{cases} 
\epsilon(\alpha, -\alpha)(\alpha(w)\delta(z/w) - (D\delta)(z/w)c) & \text{if } \alpha + \beta = 0 \\
\epsilon(\alpha, \beta)x_{\alpha+\beta}(w)\delta(z/w) & \text{if } \alpha + \beta \in L_2 \\
0 & \text{if } \alpha + \beta \notin L_2 \cup \{0\},
\end{cases}
\]

\[
[d, x_\alpha(z)] = -Dx_\alpha(z),
\]

\[
[c, x_\alpha(z)] = 0.
\]

### 1.2.4 The Vertex Operators Representing \(E_6^{(1)}\)

Let \(\mathfrak{h}\) and \(\hat{\mathfrak{h}}_\Sigma\) be as in Section 1.2.3 and also define

\[
\hat{\mathfrak{h}}_\Sigma^+ = \bigoplus_{n>0} \mathfrak{h} \otimes t^n, \quad \hat{\mathfrak{h}}_\Sigma^- = \bigoplus_{n<0} \mathfrak{h} \otimes t^n \quad \text{and} \quad \mathfrak{b} = \hat{\mathfrak{h}}_\Sigma^+ \oplus \mathbb{C}.
\]

Note that \(\mathfrak{b}\) is a maximal abelian subalgebra of \(\hat{\mathfrak{h}}_\Sigma\). Denote by \(\mathbb{C}_1\) the one dimensional space \(\mathbb{C}\), with basis \(1\) viewed as a \(\mathfrak{b}\)-module by: \(c \cdot 1 = 1\) and \(\hat{\mathfrak{h}}_\Sigma^- \cdot 1 = 0\). These actions define the \(\hat{\mathfrak{h}}_\Sigma\)-irreducible \(\mathfrak{h}\)-module, \(M(1) := U(\hat{\mathfrak{h}}_\Sigma^-) \otimes_{U(\mathfrak{b})} \mathbb{C}_1\), where \(c\) acts as the identity, \(d\) is determined by its brackets with \(\hat{\mathfrak{h}}_\Sigma^-\) and \(d \cdot 1 \otimes 1 = 0\), and \(\mathfrak{h}\) acts as 0. \(U(\hat{\mathfrak{h}}_\Sigma^-)\) and \(U(\mathfrak{b})\) are the universal enveloping algebra of \(\hat{\mathfrak{h}}_\Sigma^-\) and \(\mathfrak{b}\) defined in Section 1.1. The Poincare-Birkoff-Witt theorem gives us the linear isomorphism \(M(1) \cong S(\hat{\mathfrak{h}}_\Sigma^-)\), where \(S(\hat{\mathfrak{h}}_\Sigma^-)\) is the symmetric algebra with commuting generators from \(\hat{\mathfrak{h}}_\Sigma^-\). For \(\nu = h_1(-n_1)h_2(-n_2) \cdots h_k(-n_k)1 \in S(\hat{\mathfrak{h}}_\Sigma^-)\) define

\[
\text{wt}(\nu) = n_1 + n_2 + \cdots + n_k
\]

so that, \(d \cdot \nu = -\text{wt}(\nu)\nu\). Then \(S(\hat{\mathfrak{h}}_\Sigma^-)\) is graded according to weight.

Because \(\mathfrak{h}\) can be identified with \(\mathfrak{h}^*\), given by \(h_\alpha \leftrightarrow \alpha\), the operator \(h_\alpha(n)\) on \(S(\hat{\mathfrak{h}}_\Sigma^-)\) will be written as \(\alpha(n)\). Since \(\mathfrak{h}\) is Abelian and \(c\) acts as 1, for \(\alpha, \beta \in \mathfrak{h}\) and \(m, n \in \mathbb{Z}\), the operators acting on \(S(\hat{\mathfrak{h}}_\Sigma^-)\) satisfy the following

\[
[\alpha(m), \beta(n)] = \langle \alpha, \beta \rangle m\delta_{m,n} \quad \text{and} \quad [d, \alpha(m)] = m\alpha(m).
\]

Recall the definitions and conventions used in Section 1.2.3 for \(\epsilon_0, \epsilon\) and the choice of section for the extension \(\tilde{L}\) of \(L\), where \(L\) is the root lattice of type \(E_6\). The property \(e_\alpha e_\beta =
\(e_{\alpha + \beta} \in \mathcal{L}_n\) gives motivation for the following action of \(L\) on \(\mathbb{C}[L]\), the group algebra on \(L\). For \(\alpha, \beta \in L\), define the action as

\[ e_{\alpha} \cdot e^{\beta} = e(\alpha, \beta)e^{\alpha + \beta} \quad \text{and} \quad (-1) \cdot e^{\beta} = -e^{\beta}. \]

Set \(V_L = S(\mathfrak{h}/z) \otimes \mathbb{C}[L]\), and regard \(S(\mathfrak{h}/z)\) as a trivial \(\mathbb{C}\)-module and \(\mathbb{C}[L]\) as a trivial \(\mathfrak{h}/z\)-module. For \(g \in \mathfrak{h}\) define the operator \(h(0)\) on \(\mathbb{C}[L]\), by \(h(0) \cdot e^{\alpha} = \langle h, \alpha \rangle e^{\alpha}\). For \(g \in \mathfrak{h}\) define \(z^{h(0)} \in \text{End} \mathbb{C}[L][[z, z^{-1}]]\) by \(z^{h(0)} \cdot e^{\alpha} = z^{\langle h, \alpha \rangle} e^{\alpha}\). As operators on \(\mathbb{C}[L]\), for each \(h, h_i \in \mathfrak{h}\) and \(\alpha \in L\), the following operator equalities are true:

\[
[h(0), e_{\alpha}] = \langle h, \alpha \rangle e_{\alpha},
\]

\[
[h_1(0), z^{h_2(0)}] = 0,
\]

\[
[h_1(0), e_{\alpha}z^{h_2(0)}] = \langle h_1, \alpha \rangle e_{\alpha}z^{h_2(0)},
\]

\[
z^{h(0)}e_{\alpha} = z^{\langle h, \alpha \rangle} e_{\alpha}z^{h(0)} = e_{\alpha}z^{h(0) + \langle h, \alpha \rangle}.
\]

\(\hat{L}\) has a grading given by: \(\text{wt}(e^{\alpha}) = \frac{1}{2}\langle \alpha, \alpha \rangle\), and define the degree operator on \(\mathbb{C}[L]\) by \(d(e^{\alpha}) = \text{deg}(e^{\alpha})e^{\alpha} = -\frac{1}{2}\langle \alpha, \alpha \rangle e^{\alpha}\).

For reference the actions of \(\mathfrak{h}, \hat{L}\), and \(z^{h(0)}\) (for \(h \in \mathfrak{h}\)) on \(V_L\) are recorded as:

\[
c \mapsto IV_L
\]

\[
d \mapsto d = d \otimes 1 + 1 \otimes d
\]

\[
h = h \otimes t^0 \mapsto h(0) = 1 \otimes h(0) \quad \text{for} \ h \in \mathfrak{h}
\]

\[
h \otimes t^n \mapsto h(n) = h(n) \otimes 1 \quad \text{for} \ h \in \mathfrak{h}, n \in \mathbb{Z} \setminus \{0\}
\]

\[
e_{\alpha} \mapsto 1 \otimes e_{\alpha} \quad \text{for} \ \alpha \in L
\]

\[
z^{h(0)} \mapsto 1 \otimes z^{h(0)} \quad \text{for} \ h \in \mathfrak{h}
\]

Before continuing this construction, as in the work of Dong-Lepowsky ([DL93]) to extend \(\tau\) to \(\hat{\tau}\) on \(V_L\). For \(v = \alpha_{i_1}(-n_{i_1})1 \cdots \alpha_{i_k}(-n_{i_k})1 \otimes e^{\beta} \in V_L\), define

\[
\hat{\tau}(v) = (\tau\alpha_{i_1})(-n_{i_1}) \cdots (\tau\alpha_{i_k})(-n_{i_k})1 \otimes e^{\tau\beta}.
\]

If \(x \in \mathfrak{g}, v \in \mathcal{L}_n\), then \(\hat{\tau}(x \cdot v) = \hat{\tau}(x) \cdot \hat{\tau}(v)\). For \(\alpha, \beta \in L\) and \(v\) as above,

\[
\hat{\tau}(e_{\alpha} \cdot v) = e_{\alpha \tau} \cdot \hat{\tau}(v)
\]
since \( \varepsilon \) is \( \tau \) invariant and

\[
\tilde{\tau}(z^{\alpha(0)} \cdot \nu) = z^{(\tau \alpha)(0)} \cdot \tilde{\tau}(\nu).
\]

For \( \alpha \in \mathfrak{h} \), define:

\[
E^\pm(a, z) = \exp \left( \sum_{n \in \mathbb{Z}^+} \frac{a(n)}{n} z^{-n} \right) \in (\text{End } S(\mathfrak{h}_\mathbb{Z}))[[z, z^{-1}]].
\]

**Lemma 1.24.** The following properties hold for \( \alpha, \beta \in \mathfrak{h} \):

\[
E^\pm(0, z) = I_{S(\mathfrak{h}_\mathbb{Z})} \tag{1.4}
\]

\[
E^\pm(\alpha + \beta, z) = E^\pm(\alpha, z)E^\pm(\beta, z) \tag{1.5}
\]

\[
[d, E^\pm(a, z)] = -DE^\pm(a, z) = (\sum_{n \in \mathbb{Z}^+} a(n)z^{-n}) E^\pm(a, z) \tag{1.6}
\]

\[
[\beta(m), E^+(a, z)] = 0 \quad \text{if } m \in \mathbb{N} \tag{1.7}
\]

\[
[\beta(m), E^-(a, z)] = 0 \quad \text{if } m \in -\mathbb{N} \tag{1.8}
\]

\[
[\beta(m), E^-(a, z)] = -\langle \beta, a \rangle z^m E^-(a, z) \quad \text{if } m \in \mathbb{Z}^+ \tag{1.9}
\]

\[
[\beta(m), E^+(a, z)] = -\langle \beta, a \rangle z^m E^+(a, z) \quad \text{if } m \in -\mathbb{Z}^+ \tag{1.10}
\]

**Definition 1.25.** For \( \alpha \in L \) define an (untwisted) vertex operator to be the following formal series

\[
Y(\alpha, z) = E^-(-\alpha, z)E^+(\alpha, z) e_a z^{\alpha(0)} = \sum_{n \in \mathbb{Z}} Y_n(\alpha) z^{-n - wt(\alpha)} \in (\text{End } V_L)[[z, z^{-1}]].
\]

**Lemma 1.26.** The following equalities hold as operators in \( (\text{End } V_L)[[z, z^{-1}]] \). If \( h \in \mathfrak{h}, m, n \in \mathbb{Z}, \) and \( \alpha \in L \), then:

\[
[h(m), Y(\alpha, z)] = \langle h, \alpha \rangle z^m Y(\alpha, z) \tag{1.11}
\]

\[
[h(m), Y_n(\alpha)] = \langle h, \alpha \rangle Y_{m+n}(\alpha) \tag{1.12}
\]

\[
\deg Y_n(\alpha) = n. \tag{1.13}
\]

Also note, \( Y(0, z) = l_{V_L} \). From (1.3), for \( \alpha = 0 \), \( z^{\alpha(0)} = I_{C[L]} \) and \( e_0 = I_{C[L]} \). Hence, \( Y_n(0) = \delta_{n,0} l_{V_L} \) for \( n \in \mathbb{Z} \).

Under the identification of \( \mathfrak{h} \) with \( \mathfrak{h}^* \) the Heisenberg operators \( h_{\mathfrak{h}}(n) \) are written \( a(n) \).

**Definition 1.27.** For \( \alpha_1, \alpha_2 \in \mathfrak{h} \) and \( n_1, n_2 \in \mathbb{Z} \), define the normal ordered product of two Heisenberg operators as:

\[
:\alpha_1(n_1)\alpha_2(n_2): = \begin{cases} 
\alpha_1(n_1)\alpha_2(n_2) & \text{if } n_1 \leq n_2 \\
\alpha_2(n_2)\alpha_1(n_1) & \text{if } n_1 > n_2.
\end{cases}
\]
Definition 1.28. Given $\alpha_i \in h$, $n_i \in \mathbb{Z}$, $1 \leq i \leq k$, extend Definition 1.27 to the normal ordered product of $k$ Heisenberg operators as:

$$\alpha_1(n_1)\alpha_2(n_2)\cdots\alpha_k(n_k) = \alpha_{\pi(1)}(n_{\pi(1)})\alpha_{\pi(2)}(n_{\pi(2)})\cdots\alpha_{\pi(k)}(n_{\pi(k)})$$

where $\pi$ is a permutation of $\{1, 2, \ldots, k\}$ so that $n_{\pi(1)} \leq n_{\pi(2)} \leq \cdots \leq n_{\pi(k)}$.

We further extend the definition of normal ordered product for more operators.

Definition 1.29. Define for $\alpha, \beta \in h$,

$$:z^\alpha(0)e_\alpha:=:e_\alpha z^\alpha(0): = e_\alpha z^\alpha(0),$$

$$:Y(\alpha, z)Y(\beta, w): = E^\alpha(-\alpha, z)E^\beta(-\beta, w)E^+(\alpha, z)E^+(\beta, w)e_\alpha e_\beta z^\alpha(0)w^\beta(0).$$

The theorem and lemmas below give the brackets showing that these vertex operators represent the affine Lie algebra.

Theorem 1.30. For $\alpha, \beta \in \Phi_{E_n} = L_2$, since $\varepsilon(\alpha, \beta)/\varepsilon(\beta, \alpha) = (-1)^{\langle \alpha, \beta \rangle}$, we have

$$[Y(\alpha, z), Y(\beta, w)] = \begin{cases} 0 & \text{if } \langle \alpha, \beta \rangle \geq 0 \\ \varepsilon(\alpha, \beta)Y(\alpha + \beta, w)\delta(z/w) & \text{if } \langle \alpha, \beta \rangle = -1 \\ \varepsilon(\alpha, \beta)(\alpha(w)\delta(z/w) - (D\delta)(z/w)) & \text{if } \langle \alpha, \beta \rangle = -2. \end{cases}$$

Lemma 1.31. For $\alpha, \beta \in h$,

$$E^+(\alpha, z)E^-(\beta, w) = E^-(\beta, w)E^+(\alpha, z)\left(1 - \frac{w}{z}\right)^{\langle \alpha, \beta \rangle} \in (EndV_L)[[z^{-1}, w]].$$

In particular, $E^+(\alpha, z)E^-(\beta, w) = E^-(\beta, w)E^+(\alpha, z)$ if $\langle \alpha, \beta \rangle = 0$.

Lemma 1.32. For $\alpha, \beta \in h$,

$$:Y(\alpha, z)Y(\beta, w): = \varepsilon(\alpha, \beta)/\varepsilon(\beta, \alpha):Y(\beta, w)Y(\alpha, z):$$

$$Y(\alpha, z)Y(\beta, w) = :Y(\alpha, z)Y(\beta, w):z^{\langle \alpha, \beta \rangle}\left(1 - \frac{w}{z}\right)^{\langle \alpha, \beta \rangle}.$$
Theorem 1.34. Let $\mathfrak{g}$ be the Lie algebra of type $E_6$ and $L$ its root lattice so $\tilde{\mathfrak{g}}$ is the affine Lie algebra of type $E_6^{(1)}$. Using the operators above, define the linear map $\pi : \tilde{\mathfrak{g}} \to \text{End } V_L$ by

$$
\begin{align*}
&c \mapsto I_{V_L} \\
&d \mapsto d \\
h \otimes t^n \mapsto h(n) \quad \text{for } h \in \mathfrak{h}, n \in \mathbb{Z} \\
x_\alpha \otimes t^n \mapsto Y_n (\alpha) \quad \text{for } \alpha \in \Phi_{E_6} = \mathfrak{h}^2, n \in \mathbb{Z}
\end{align*}
$$

or equivalently in the last case,

$$
x_\alpha (z) \mapsto Y(\alpha, z) \quad \text{for } \alpha \in \Phi_{E_6} = \mathfrak{h}^2.
$$

Then $\pi$ is a representation of $\tilde{\mathfrak{g}}$ on $V_L$ isomorphic to the irreducible $\tilde{\mathfrak{g}}$-module $V^{\Lambda_0}$ and

$$
\hat{\tau} Y(\alpha, z) \hat{\tau} = Y(\tau \alpha, z).
$$

The appropriate linear combinations of these vertex operators will give a vertex operator representation of $\tilde{\mathfrak{a}}$ of type $F_4^{(1)}$ acting on $V_L$, which will not be $\tilde{\mathfrak{a}}$-irreducible. Note that all the vertex operator calculations for $\tilde{\mathfrak{a}}$ can be carried out using certain linear combinations of operators representing $\mathfrak{g}$ given in Theorem 1.34.

For example, the vertex operator representing $x_\beta_3(n) = x_{\alpha_3}(n) + x_{\alpha_5}(n)$ is given by the corresponding sum, $Y_n (\alpha_3) + Y_n (\alpha_5)$. Heisenberg operators are given in a similar manner, for example, $h_{\beta_3}(n) = h_{\alpha_3}(n) + h_{\alpha_5}(n) = (h_{\alpha_3} + h_{\alpha_5})(n)$ which we write as $(\alpha_3 + \alpha_5)(n)$. A choice of $\tau$ invariant bilinear 2-cocycle is now made and will be used throughout this text. The chosen 2-cocycle is determined by its values on the simple roots given in the matrix

$$
[\varepsilon(\alpha_i, \alpha_j)] = 
\begin{bmatrix}
1 & 1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 \\
1 & 1 & 1 & 1 & 1
\end{bmatrix}.
$$
Chapter 2

Characters and Graded Dimensions of Affine Lie Algebra Modules

This chapter makes use of the characters and graded dimension formulas of affine Lie algebras from Section 1.2.1. First, the concept of specialized characters is applied to the characters of irreducible highest weight modules for the Lie algebras of type $E_6^{(1)}$ and $F_4^{(1)}$, and then the characters and graded dimension of the irreducible highest weight $c = \frac{4}{3}$ modules for the Virasoro algebra are given and related to one of the famous Ramanujan identities.

2.1 Level 1 Affine Lie Algebra Modules

The homogeneous character of a highest weight $\tilde{g}$-module with highest weight $\Lambda$ is given in Theorem 1.19 as,

$$ch(V^{\Lambda}) = \frac{1}{e^{\tilde{\rho}R}} \sum_{w \in \hat{W}} sgn(w)e^{w(\Lambda + \tilde{\rho})}$$

where $\tilde{\rho} = \sum_{i=0}^{l} \Lambda_i$ and $R = \prod_{\alpha \in \Phi^+} (1 - e^{-\alpha})^{\text{dim}(\tilde{g}_\alpha)}$ is called the denominator. It is useful to write the numerator, $N(\Lambda) = \sum_{w \in \hat{W}} sgn(w)e^{w(\Lambda + \tilde{\rho}) - \tilde{\rho}}$, so that $ch(V^{\Lambda}) = N(\Lambda)/R$.

An $s = (s_0, s_1, \ldots, s_l)$ specialization of a character is given by substituting $v^{s_i}$ for $e^{-\alpha_i}$, for each simple root $\alpha_i$, $0 \leq i \leq l$. For this to be performed on a character it must be first shifted so that it will be an element of the power series ring in the variables $e^{-\alpha_i}, 0 \leq i \leq l$. It is true that $R$ is already an element of this ring, but $N(\Lambda)$ must be shifted by $e^{-\Lambda}$, hence using $N(\Lambda)e^{-\Lambda}$ instead. This element is known as the graded dimension, as in Section 1.2.1,

$$gr(V^{\Lambda}) = ch(V^{\Lambda})e^{-\Lambda}.$$  

The principal specialization of characters will be needed for this investigation and it is given by Lepowsky’s [Lep80] relating the $(1, 1, \ldots, 1)$ principal specialization of the nu-
erator, \( N(\Lambda)e^{-\Lambda} \), to a \((s_0, s_1, \ldots, s_t)\) specialization of the denominator of the dual Lie algebra, \( \hat{\mathfrak{g}}^\vee \), where \( s_i = (\Lambda + \hat{\rho})(h_i) \). Denote the denominator of \( \hat{\mathfrak{g}}^\vee \) by \( R^\vee \). This relationship is \( S_{(1,1,\ldots,1)}(N(\Lambda)e^{-\Lambda}) = S_{(s_0,s_1,\ldots,s_t)}(R^\vee) \) giving the principally graded dimension

\[
gr_{princ}(V^\Lambda) = \frac{S_{(s_0,s_1,\ldots,s_t)}(R^\vee)}{S_{(1,1,\ldots,1)}(R)}.\]

Remember the vacuum space of \( V^\Lambda \) is denoted by \( \mathcal{V}ac(V^\Lambda) \) and the principally graded character of this space is denoted \( \chi(\mathcal{V}ac(V^\Lambda)) \). The character of the Fock-space of the principal Heisenberg for \( \hat{\mathfrak{g}} \) of type \( X_n^{(1)} \) is denoted by \( \mathcal{F}(X_n^{(1)}) \), and the following holds

\[
gr_{princ}(V^\Lambda) = \mathcal{F}(X_n^{(1)}) \cdot \chi(\mathcal{V}ac(V^\Lambda)).\]

### 2.1.1 Graded Dimensions for \( E_6^{(1)} \)-modules

In Section 1.2.1 the level of a \( \hat{\mathfrak{g}} \)-module, \( V^\Lambda \), was given as the number \( \Lambda(c) \). For the Lie algebra of type \( E_6^{(1)} \) there exist three such modules with \( \Lambda(c) = 1 \). These three modules are denoted \( V^{\Lambda_0} \), \( V^{\Lambda_1} \), and \( V^{\Lambda_6} \). The Lie algebra of type \( E_6^{(1)} \) is self-dual and hence the principally graded dimension (see [Man87]) is given by:

\[
gr_{princ}(V^\Lambda) = \frac{\text{Spec}_{(s_0,s_1,\ldots,s_6)}(R)}{\text{Spec}_{(1,1,\ldots,1)}(R)}.\]

For \( i \in \{0,1,6\} \), \( \chi(\mathcal{V}ac(V^{\Lambda_i})) = 1 \) and therefore

\[
gr_{princ}(V^{\Lambda_i}) = \mathcal{F}(E_6^{(1)}) = \prod_{\substack{0 < n \leq 12 \mod 12 \leq 4, \pm 5}} \frac{1}{1 - v^n} = \frac{\varphi(v^2)\varphi(v^3)\varphi(v^{12})}{\varphi(v)\varphi(v^4)\varphi(v^6)}, \tag{2.1}
\]

where \( \varphi(v) = \prod_{i=1}^{\infty}(1 - v^i) \).

### 2.1.2 Graded Dimensions for \( F_4^{(1)} \)-modules

The Lie algebra of type \( F_4^{(1)} \) has two level one modules which will be denoted \( W^{\Omega_0} \) and \( W^{\Omega_4} \). Lepowsky’s theorem can be used to compute (see [Man87]) the principally specialized characters for these two irreducible level one \( F_4^{(1)} \)-modules, which will be denoted \( W^{\Omega_0} \) and \( W^{\Omega_4} \). Let \( R \) be the denominator of type \( F_4^{(1)} \), so \( R^\vee \) is the denominator of its dual \( E_6^{(2)} \), and we have for \( j \in \{0,4\} \)

\[
gr_{princ}(W^{\Omega_j}) = \frac{S_{(s_0,s_1,\ldots,s_4)}(R^\vee)}{S_{(1,1,\ldots,1)}(R)}.\]
From Mandia we have,

\[
\mathcal{F}(F_4^{(1)}) = \prod_{0 < n \equiv 1, \pm 5 \text{ mod } 12} \frac{1}{(1 - \nu^n)} = \frac{\varphi(\nu^2)\varphi(\nu^3)}{\varphi(\nu)\varphi(\nu^6)}. \tag{2.2}
\]

The characters \(\chi(\text{Vac}(W^{\Omega_0}))\) and \(\chi(\text{Vac}(W^{\Omega_4}))\) are not trivial and are computed in Mandia (p. 137). These two characters are related to the famous Rogers-Ramanujan series \(a(q)\) and \(b(q)\) defined as

\[
a(q) = \prod_{n \geq 1} \frac{1}{(1 - q^{5n-2})(1 - q^{5n-3})}, \tag{2.3}
\]

\[
b(q) = \prod_{n \geq 1} \frac{1}{(1 - q^{5n-1})(1 - q^{5n-4})}. \tag{2.4}
\]

These characters are given using the following product forms

\[
\chi(\text{Vac}(W^{\Omega_0})) = \prod_{n \geq 1} \frac{1}{(1 - (\nu^4)^{5n-2})(1 - (\nu^4)^{5n-3})} = a(\nu^4), \tag{2.5}
\]

\[
\chi(\text{Vac}(W^{\Omega_4})) = \prod_{n \geq 1} \frac{1}{(1 - (\nu^4)^{5n-1})(1 - (\nu^4)^{5n-4})} = b(\nu^4). \tag{2.6}
\]

Hence we have

\[
gr_{princ}(W^{\Omega_0}) = \mathcal{F}(F_4^{(1)}) \cdot \chi(\text{Vac}(W^{\Omega_0})) = \frac{\varphi(\nu^2)\varphi(\nu^3)}{\varphi(\nu)\varphi(\nu^6)} a(\nu^4), \tag{2.7}
\]

\[
gr_{princ}(W^{\Omega_4}) = \mathcal{F}(F_4^{(1)}) \cdot \chi(\text{Vac}(W^{\Omega_4})) = \frac{\varphi(\nu^2)\varphi(\nu^3)}{\varphi(\nu)\varphi(\nu^6)} b(\nu^4). \tag{2.8}
\]

### 2.2 The Virasoro Modules with \(c = 4/5\)

In Section 1.2.2 the Virasoro algebra, \(Vir\), was defined to be the infinite dimensional Lie algebra with basis \(\{L_n, c_{Vir} | n \in \mathbb{Z}\}\), and its brackets were given as

\[
[L_n, c_{Vir}] = 0
\]

\[
[L_m, L_n] = (m - n)L_{m+n} + \frac{1}{12}(m^3 - m)\delta_{m,-n}c_{Vir} \quad \text{for } m, n \in \mathbb{Z}.
\]

In this section we study the unitary irreducible highest weight \(Vir\)-modules, \(Vir(c, h)\), where \(c_{Vir}\) acts as the scalar \(c = \frac{4}{5}\). The operator \(L_0\) acts diagonally on \(Vir(c, h)\) and hence the module \(Vir(c, h)\) decomposes into a direct sum of finite dimensional \(L_0\)-eigenspaces.
Denote the $L_0$-eigenspace with eigenvalue $m$ by $\text{Vir}(c, h)_m$, and define the graded dimension of $\text{Vir}(c, h)$ as

$$\text{gr}(c, h) = \sum_{n \geq 0} \dim(\text{Vir}(c, h)_{h-n}) q^n.$$ 

The character, $\chi(c, h)$, for $\text{Vir}(c, h)$ is given by a shift of the graded dimension,

$$\chi(c, h) = q^{h-c/24} \text{gr}(c, h).$$

Recall from Section 1.2.2 the Feigin-Fuchs formulas for the characters $\chi^{m,n}_{s,t}(q)$ of the modules $\text{Vir}(c_{s,t}, h_{s,t}^{m,n})$. If $s = 5$ and $t = 6$, then $c_{5,6} = \frac{4}{3}$ and the 10 associated $h$ values are

$$h_{5,6}^{1,1} = 0, \quad h_{5,6}^{1,2} = \frac{1}{8}, \quad h_{5,6}^{1,3} = \frac{2}{3}, \quad h_{5,6}^{1,4} = \frac{13}{8}, \quad h_{5,6}^{1,5} = 3,$$

$$h_{5,6}^{2,1} = \frac{2}{5}, \quad h_{5,6}^{2,2} = \frac{1}{40}, \quad h_{5,6}^{2,3} = \frac{1}{15}, \quad h_{5,6}^{2,4} = \frac{21}{40}, \quad h_{5,6}^{2,5} = \frac{7}{5}.$$

Only six of these modules will be needed in this work, and their characters are

$$\chi_{5,6}^{1,1}(q) = \frac{q^{-1/30}}{\varphi(q)} \sum_{k \in \mathbb{Z}} q^{30k^2} (q^k - q^{11k+1}),$$

$$\chi_{5,6}^{1,5}(q) = \frac{q^{89/30}}{\varphi(q)} \sum_{k \in \mathbb{Z}} q^{30k^2} (q^{-19k} - q^{31k+5}),$$

$$\chi_{5,6}^{2,1}(q) = \frac{q^{11/30}}{\varphi(q)} \sum_{k \in \mathbb{Z}} q^{30k^2} (q^{7k} - q^{17k+2}),$$

$$\chi_{5,6}^{2,5}(q) = \frac{q^{41/30}}{\varphi(q)} \sum_{k \in \mathbb{Z}} q^{30k^2} (q^{-13k} - q^{37k+10}),$$

$$\chi_{5,6}^{1,3}(q) = \frac{q^{19/30}}{\varphi(q)} \sum_{k \in \mathbb{Z}} q^{30k^2} (q^{9k} - q^{-21k+3}),$$

$$\chi_{5,6}^{2,3}(q) = \frac{q^{1/30}}{\varphi(q)} \sum_{k \in \mathbb{Z}} q^{30k^2} (q^{3k} - q^{27k+6}).$$

Feingold-Milas [FM13] used all $h$ values for $c = \frac{4}{3}$ in their work on modules and twisted modules for the Zamolodchikov $\mathcal{W}_3$-algebra.

We will need sums (sometimes shifted by powers of $q$) of these characters. The next few manipulations will be necessary later in this work and rely heavily on the famous Jacobi triple product (JTP) identity,

$$\prod_{n \geq 1} (1 - u^n v^n)(1 - u^n v^{n-1})(1 - u^{n-1} v^n) = \sum_{k \in \mathbb{Z}} (-1)^k u^{k(k+1)/2} v^{k(k-1)/2}.$$
The first sum to work with is
\[
\varphi(q)q^{1/30}\left(\chi_{5,6}^{1,1}(q) + \chi_{5,6}^{1,5}(q)\right) = \sum_{k \in \mathbb{Z}} q^{30k^2}(q^k - q^{11k+1}) + q^3 \sum_{k \in \mathbb{Z}} q^{30k^2}(q^{-19k} - q^{31k+5})
\]
\[
= \sum_{k \in \mathbb{Z}} q^{30k^2}(q^k - q^{11k+1}) + q \sum_{k \in \mathbb{Z}} q^{30k^2}(q^{-19k} - q^{31k+8}).
\]

The JTP with \(u = q^8\) and \(v = q^7\),
\[
\prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-7})(1 - q^{15n-8}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{8k(k+1)/2} q^{7k(k-1)/2}
\]
\[
= \sum_{k \in \mathbb{Z}} (-1)^k q^{(15k^2+k)/2}
\]
\[
= \sum_{m \in \mathbb{Z}} q^{(60m^2+2m)/2} - \sum_{m \in \mathbb{Z}} q^{(60m^2+62m+16)/2}
\]
\[
= \sum_{m \in \mathbb{Z}} q^{30m^2+m} - \sum_{m \in \mathbb{Z}} q^{30m^2+31m+8}.
\]

Using JTP again, but with \(u = q^{13}\) and \(v = q^2\),
\[
\prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-13})(1 - q^{15n-2}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{13k(k+1)/2} q^{2k(k-1)/2}
\]
\[
= \sum_{k \in \mathbb{Z}} (-1)^k q^{(15k^2+11k)/2}
\]
\[
= \sum_{m \in \mathbb{Z}} q^{(60m^2+22m)/2} - \sum_{m \in \mathbb{Z}} q^{(60m^2-38m+4)/2}
\]
\[
= \sum_{m \in \mathbb{Z}} q^{30m^2+11m} - \sum_{m \in \mathbb{Z}} q^{30m^2-19m+2}.
\]

Using these two equalities and shifting the second by \(-q\), we obtain
\[
\varphi(q)q^{1/30}\left(\chi_{5,6}^{1,1}(q) + \chi_{5,6}^{1,5}(q)\right) = \prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-7})(1 - q^{15n-8})
\]
\[
- q \prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-13})(1 - q^{15n-2}).
\] (2.15)

Similarly for the next sum of characters
\[
\varphi(q)q^{-11/30}\left(\chi_{5,6}^{2,1}(q) + \chi_{5,6}^{2,5}(q)\right) = \sum_{k \in \mathbb{Z}} q^{30k^2}(q^k - q^{17k+2}) + q \sum_{k \in \mathbb{Z}} q^{30k^2}(q^{-13k} - q^{37k+10})
\]
\[
= \sum_{k \in \mathbb{Z}} q^{30k^2}(q^k - q^{17k+2}) + \sum_{k \in \mathbb{Z}} q^{30k^2}(q^{-13k+1} - q^{37k+11}).
\]
The JTP with \( u = q^{11} \) and \( v = q^4 \),

\[
\prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-4})(1 - q^{15n-11}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{11k+1}/2 q^{4k-1}/2 = \sum_{k \in \mathbb{Z}} (-1)^k q^{15k^2+7k}/2
\]

\[
= \sum_{m \in \mathbb{Z}} q^{(60m^2+14m)/2} - \sum_{m \in \mathbb{Z}} q^{(60m^2+74m+22)/2} = \sum_{m \in \mathbb{Z}} q^{30m^2+7m} - \sum_{m \in \mathbb{Z}} q^{30m^2+37m+11}.
\]

Also JTP with \( u = q^1 \) and \( v = q^{14} \),

\[
\prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-14})(1 - q^{15n-1}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{k(k+1)/2} q^{14k(k-1)/2}
\]

\[
= \sum_{k \in \mathbb{Z}} (-1)^k q^{15k^2-13k}/2
\]

\[
= \sum_{m \in \mathbb{Z}} q^{(60m^2-26m)/2} - \sum_{m \in \mathbb{Z}} q^{(60m^2+34m+2)/2} = \sum_{m \in \mathbb{Z}} q^{30m^2-13m} - \sum_{m \in \mathbb{Z}} q^{30m^2+17m+1}.
\]

Using these two equalities and shifting the second by \( q \), we obtain

\[
\varphi(q)q^{-11/30} \left( \lambda_{5,6}^{2,1}(q) + \lambda_{5,6}^{2,5}(q) \right) = \prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-4})(1 - q^{15n-11}) \quad (2.16)
\]

\[+q \prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-14})(1 - q^{15n-1}).\]

In order to express the last two characters in a useful way, we use two more special cases of (JTP), one with \( u = q^4, v = q \) and the other with \( u = q^3, v = q^2 \), and related to the Rogers-Ramanujan series:

\[
\varphi(q) a(q) = \prod_{n \geq 1} (1 - q^{5n})(1 - q^{5n-1})(1 - q^{5n-4}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{k(5k+3)/2} \quad (2.17)
\]

\[
\varphi(q) b(q) = \prod_{n \geq 1} (1 - q^{5n})(1 - q^{5n-2})(1 - q^{5n-3}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{k(5k+1)/2} \quad (2.18)
\]

We will use the above to rewrite the series

\[
\varphi(q)q^{-19/30} \lambda_{5,6}^{3,13}(q) = \sum_{k \in \mathbb{Z}} q^{30k^2} (q^{9k} - q^{-21k+3}).
\]
Use JTP with $u = q^{12}$ and $v = q^3$

$$
\prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-3})(1 - q^{15n-12}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{12k(k+1)/2} q^{3k(k-1)/2}
= \sum_{k \in \mathbb{Z}} (-1)^k q^{(15k^2 + 9k)/2}
= \sum_{m \in \mathbb{Z}} q^{(60m^2 + 18m)/2} - \sum_{m \in \mathbb{Z}} q^{(60m^2 - 42m + 6)/2}
= \sum_{m \in \mathbb{Z}} q^{30m^2 + 9m} - \sum_{m \in \mathbb{Z}} q^{30m^2 - 21m + 3}.
$$

Hence,

$$\varphi(q) q^{-19/30} \chi_{5,6}^{1,3}(q) = \prod_{n \geq 1} (1 - (q^3)^{5n})(1 - (q^3)^{5n-1})(1 - (q^3)^{5n-4})
= \varphi(q^3) a(q^3). \quad (2.19)$$

Also the series

$$\varphi(q) q^{-1/30} \chi_{5,6}^{2,3}(q) = \sum_{k \in \mathbb{Z}} q^{30k^2} (q^{3k} - q^{27k+6}).$$

The JTP with $u = q^9$ and $v = q^6$

$$
\prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-6})(1 - q^{15n-9}) = \sum_{k \in \mathbb{Z}} (-1)^k q^{9k(k+1)/2} q^{6k(k-1)/2}
= \sum_{k \in \mathbb{Z}} (-1)^k q^{(15k^2 + 3k)/2}
= \sum_{m \in \mathbb{Z}} q^{(60m^2 + 6m)/2} - \sum_{m \in \mathbb{Z}} q^{(60m^2 + 54m + 12)/2}
= \sum_{m \in \mathbb{Z}} q^{30m^2 + 3m} - \sum_{m \in \mathbb{Z}} q^{30m^2 + 27m + 6}.
$$

Hence,

$$\varphi(q) q^{-1/30} \chi_{5,6}^{2,3}(q) = \prod_{n \geq 1} (1 - q^{15n})(1 - q^{15n-6})(1 - q^{15n-9})
= \varphi(q^3) b(q^3). \quad (2.20)$$
Chapter 3

Decomposition of $E_6^{(1)}$-modules as $Vir \otimes F_4^{(1)}$-modules

This chapter provides the branching decomposition for the irreducible level 1 $\mathfrak{g}$-modules as $\mathfrak{a}$-modules. First, some notation will be set up to aid this decomposition and then, building on the work from Chapter 2, the decomposition will be given for these three $\mathfrak{g}$-modules. In [BTM87] Bernard and Thierry-Mieg state the branching decomposition of these three modules. We give a rigorous proof of these results.

3.1 Setting Up the Decomposition and Notation

Consider the Lie algebra $\mathfrak{g}$ of type $F_4^{(1)}$ and its $\tau$-fixed subalgebra $\mathfrak{a}$ of type $E_6^{(1)}$. We wish to decompose the three level 1 $\mathfrak{g}$-modules, $V^{\Lambda_0}$, $V^{\Lambda_1}$, $V^{\Lambda_6}$, in terms of the level 1 $\mathfrak{a}$-modules, $W^{\Omega_0}, W^{\Omega_4}$. For any $n \in \mathbb{Z}$, $j \in \{0, 4\}$, the modules $W^{\Omega_j}$ and $W^{\Omega_j - n \delta}$ are isomorphic as $\mathfrak{a}$-modules, where $\mathfrak{a} = \mathfrak{a} - \delta \oplus \mathbb{C}d$, but not as $\mathfrak{a}$-modules. The highest weight vectors in these two modules have $d$ eigenvalues that differ by $n$. Inside each $\mathfrak{g}$-module, $V^{\Lambda_i}$, for $n \in \mathbb{Z}$, define the subspace of $\mathfrak{a}$ HWV’s of weight $\Omega_j - n \delta$ to be

$$V^{\Lambda_i}(\Omega_j)_{n} = \{ v \in V^{\Lambda_i} | \mathfrak{a}^+ \cdot v = 0, \forall h \in \mathfrak{b}, h \cdot v = (\Omega_j - n \delta)(h)v \}$$

where $\mathfrak{a} = \mathfrak{a}^- \oplus \mathfrak{b} \oplus \mathfrak{a}^+$ is the triangular decomposition. For $i \in \{0, 1, 6\}$ let

$$V^{\Lambda_i}(\Omega_j) = \bigoplus_{0 \leq n \in \mathbb{Z}} V^{\Lambda_i}(\Omega_j)_{n}.$$

As $\mathfrak{a}$-modules we have

$$V^{\Lambda_i} = V^{\Lambda_i}_{\mathfrak{a}}(\Omega_0) \otimes_{\mathfrak{a}} W^{\Omega_0} \oplus V^{\Lambda_i}(\Omega_4) \otimes_{\mathfrak{a}} W^{\Omega_4}.$$

As $\mathbb{Z}$-graded $\mathfrak{b} \oplus \mathfrak{a}^+$-modules, letting $q = e^{-\delta}$,

$$gr\left(V^{\Lambda_i}_{\mathfrak{a}}(\Omega_j)\right) = e^{-\text{Proj}(\Lambda_i)} \sum_{0 \leq n \in \mathbb{Z}} \dim\left(V^{\Lambda_i}(\Omega_j)_{n}\right) e^{\Omega_j} q^n$$
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and for \( i \in \{0, 1, 6\} \) we define the coefficients

\[
c^i(n) = \dim \left( V_{\tilde{\mathfrak{a}}}^{\Lambda_i} (\Omega_0)_n \right) \quad \text{and} \quad d^i(n) = \dim \left( V_{\tilde{\mathfrak{a}}}^{\Lambda_i} (\Omega_4)_n \right)
\]

and define the power series \( c^i(q) = \sum_{n \geq 0} c^i(n) q^n \) and \( d^i(q) = \sum_{n \geq 0} d^i(n) q^n \). Then we have the following graded dimension formula as \( \tilde{\mathfrak{a}} \)-modules,

\[
\text{gr} \left( V^{\Lambda_i} \right) = e^{\Omega_0 - \text{Proj}(\Lambda_i)} c^i(q) \text{gr} \left( W^{\Omega_0} \right) + e^{\Omega_4 - \text{Proj}(\Lambda_i)} d^i(q) \text{gr} \left( W^{\Omega_4} \right). \tag{3.1}
\]

From Theorem 1.21, we have that for each \( V^{\Lambda_i} \) there exists \( \text{Vir}_{g-a}(V^{\Lambda_i}) \) which commutes with \( \tilde{\mathfrak{a}} \) and whose central charge is \( c = \frac{4}{5} \). It follows that for \( i \in \{0, 1, 6\}, j \in \{0, 4\}, V_{\tilde{\mathfrak{a}}}^{\Lambda_i} (\Omega_j) \) is a \( \text{Vir}_{g-a}(V^{\Lambda_i}) \)-module which we will show is a direct sum of irreducible \( \text{Vir} \)-modules, \( \text{Vir}(\frac{4}{5}, h) \), with \( h \) chosen from the possible values listed in Section 2.2. When dealing with the principally graded characters of these spaces, one needs to know that

\[
-\delta = -\theta(g) - \alpha_0 = -\theta(a) = -(\alpha_1 + 2\alpha_2 + 2\alpha_3 + 3\alpha_4 + 2\alpha_5 + \alpha_6) - \alpha_0,
\]

hence \( q \) is replaced in this principal specialization by \( v^{12} \). We also know that

\[
\Omega_4 - \text{Proj}(\Lambda_0) = \Omega_4 - \Omega_0 = \omega_4 = \beta_1 + 2\beta_2 + 3\beta_3 + 2\beta_4,
\]

so the principal specialization of (3.1) when \( i = 0 \) is

\[
\text{gr}_{\text{princ}} \left( V^{\Lambda_0} \right) = c^0(v^{12}) \text{gr}_{\text{princ}} \left( W^{\Omega_0} \right) + v^{-8} d^0(v^{12}) \text{gr}_{\text{princ}} \left( W^{\Omega_4} \right). \tag{3.2}
\]

Since \( d^0(0) = 0 \) and \( d^0(1) = 1 \), temporarily define \( k^0(m) = d^0(m + 1) \) for \( m \geq 0 \), then

\[
v^{-8} \sum_{n \geq 0} d^0(n)(v^{12})^n = 0 + v^{-8} \sum_{n \geq 1} d^0(n)(v^{12})^n = v^{12-8} \sum_{n \geq 1} d^0(n)(v^{12})^{n-1} = v^4 \sum_{m \geq 0} k^0(m)(v^{12})^m.
\]

For convenience we will keep the name \( d^0(q) \) for the new series \( k^0(q) \) so that in the new notation \( d^0(0) = 1 \). Using the results from Sections 2.1.1 and 2.1.2 this principal special-
ization can be rewritten in the following ways (using $t = v^4$ in (3.6)):

$$\begin{align*}
gr_{\text{princ}}(V^{\Lambda_0}) &= c^0(v^{12})gr_{\text{princ}}(W^{\Omega_0}) + v^4d^0(v^{12})gr_{\text{princ}}(W^{\Omega_4}) \quad (3.3) \\
\frac{\phi(v^2)\phi(v^3)\phi(v^{12})}{\phi(v)\phi(v^4)\phi(v^6)} &= c^0(v^{12})\frac{\phi(v^2)\phi(v^3)}{\phi(v)\phi(v^6)}a(v^4) + v^4d^0(v^{12})\frac{\phi(v^2)\phi(v^3)}{\phi(v)\phi(v^6)}b(v^4) \quad (3.4) \\
\frac{\phi(v^{12})}{\phi(v^4)} &= c^0(v^{12})a(v^4) + v^4d^0(v^{12})b(v^4) \quad (3.5) \\
\frac{\phi(t^3)}{\phi(t)} &= c^0(t^3)a(t) + td^0(t^3)b(t). \quad (3.6)
\end{align*}$$

We will see in the next chapter that $\tilde{\varphi}$ determines an automorphism of $V^{\Lambda_0} \oplus V^{\Lambda_1} \oplus V^{\Lambda_6}$ which fixes $V^{\Lambda_0}$ and switches $V^{\Lambda_1}$ and $V^{\Lambda_6}$ in such a way that their principal graded dimensions are equal. Since $c^1(0) \neq 0 \neq d^1(0)$, we do not shift either of these power series. Also note

$$\begin{align*}
\Omega_0 - \text{Proj}(\Lambda_1) &= \Omega_0 - \Omega_4 \\
&= -\omega_4 \\
&= -\beta_1 - 2\beta_2 - 3\beta_3 - 2\beta_4,
\end{align*}$$

and therefore the principal specialization of (3.1) when $i = 1$ can be written in the following ways:

$$\begin{align*}
gr_{\text{princ}}(V^{\Lambda_1}) &= v^8c^1(v^{12})gr_{\text{princ}}(W^{\Omega_0}) + d^1(v^{12})gr_{\text{princ}}(W^{\Omega_4}) \quad (3.7) \\
\frac{\phi(v^2)\phi(v^3)\phi(v^{12})}{\phi(v)\phi(v^4)\phi(v^6)} &= v^8c^1(v^{12})\frac{\phi(v^2)\phi(v^3)}{\phi(v)\phi(v^6)}a(v^4) + d^1(v^{12})\frac{\phi(v^2)\phi(v^3)}{\phi(v)\phi(v^6)}b(v^4) \quad (3.8) \\
\frac{\phi(v^{12})}{\phi(v^4)} &= v^8c^1(v^{12})a(v^4) + d^1(v^{12})b(v^4) \quad (3.9) \\
\frac{\phi(t^3)}{\phi(t)} &= t^2c^1(t^3)a(t) + d^1(t^3)b(t). \quad (3.10)
\end{align*}$$

Similarly, when $i = 6$ we have

$$\begin{align*}
gr_{\text{princ}}(V^{\Lambda_6}) &= v^8c^6(v^{12})gr_{\text{princ}}(W^{\Omega_0}) + d^6(v^{12})gr_{\text{princ}}(W^{\Omega_4}) \quad (3.11) \\
\frac{\phi(t^3)}{\phi(t)} &= t^2c^6(t^3)a(t) + d^6(t^3)b(t). \quad (3.12)
\end{align*}$$

We first show that there is a unique solution to the equations (3.6) and (3.10). Let $\zeta \neq 1$ be a cube root of 1, and consider the equations

$$\begin{align*}
\frac{\phi(t^3)}{\phi(t)} &= c^0(t^3)a(t) + td^0(t^3)b(t) \\
\frac{\phi(t^3)}{\phi(\zeta t)} &= c^0(t^3)a(\zeta t) + \zeta td^0(t^3)b(\zeta t).
\end{align*}$$
Setting \(e(t) = \frac{\varphi(t^3)}{\varphi(t)}\) and \(e(t\zeta) = \frac{\varphi(t^3)}{\varphi(t^3)}\) we have the following matrix equation

\[
\begin{bmatrix}
a(t) & b(t) \\
a(t\zeta) & \zeta b(t\zeta)
\end{bmatrix}
\begin{bmatrix}
c^0(t^3) \\
ta^0(t^3)
\end{bmatrix}
= 
\begin{bmatrix}
e(t) \\
e(t\zeta)
\end{bmatrix}.
\]

The constant term of \(\zeta a(t)b(t\zeta) - a(t\zeta)b(t)\) is \(\zeta - 1\) and therefore

\[
\text{det}
\begin{bmatrix}
a(t) & b(t) \\
a(tz) & zb(tz)
\end{bmatrix}
\]

is an invertible power series. This gives the uniqueness of a solution to the system and also to (3.6).

Now consider the equations

\[
\frac{\varphi(t^3)}{\varphi(t)} = t^2c^1(t^3)a(t) + d^1(t^3)b(t)
\]

\[
\frac{\varphi(t^3)}{\varphi(t^3) = \zeta^2 t^2 c^1(t^3)a(\zeta t) + d^1(t^3)b(\zeta t)
\]

and the matrix equation

\[
\begin{bmatrix}
a(t) & b(t) \\
\zeta^2 a(t\zeta) & b(t\zeta)
\end{bmatrix}
\begin{bmatrix}
t^2c^1(t^3) \\
da^1(t^3)
\end{bmatrix}
= 
\begin{bmatrix}
e(t) \\
e(t\zeta)
\end{bmatrix}.
\]

The constant term of \(a(t)b(t\zeta) - \zeta^2a(t\zeta)b(t)\) is \(1 - \zeta^2\) and therefore

\[
\text{det}
\begin{bmatrix}
a(t) & b(t) \\
\zeta^2 a(t\zeta) & b(t\zeta)
\end{bmatrix}
\]

is an invertible power series. This gives the uniqueness of a solution to the system and also to (3.10) and (3.12).

### 3.2 The Branching Rule Coefficients for \(V^{\Lambda_0}\)

**Theorem 3.1.** The branching rule coefficients for \(V^{\Lambda_0}\) satisfying (3.6) can be expressed as the Virasoro characters:

\[
c^0(t) = t^{1/30}\left(\chi_{5,6}^{1,1}(t) + \chi_{5,6}^{1,5}(t)\right)\quad\text{and}\quad d^0(t) = t^{-11/30}\left(\chi_{5,6}^{2,1}(t) + \chi_{5,6}^{2,5}(t)\right),
\]

so that we get

\[
g_{\text{princ}}^{r}(V^{\Lambda_0}) = t^{1/10}\left(\chi_{5,6}^{1,1}(t^3) + \chi_{5,6}^{1,5}(t^3)\right)g_{\text{princ}}^{r}(W^{\Omega_0})
+ t^{-1/10}\left(\chi_{5,6}^{2,1}(t^3) + \chi_{5,6}^{2,5}(t^3)\right)g_{\text{princ}}^{r}(W^{\Omega_4}).
\]
Proof. Let the $G(t)$ and $H(t)$ be given by
\[ G(t) = \varphi(t)t^{1/30} \left( \chi_{5,6}^{11}(t) + \chi_{5,6}^{15}(t) \right) \quad \text{and} \quad H(t) = \varphi(t)t^{-11/30} \left( \chi_{5,6}^{21}(t) + \chi_{5,6}^{25}(t) \right), \]
so that
\[ G(t^3) = \varphi(t^3)(t^3)^{1/30} \left( \chi_{5,6}^{11}(t^3) + \chi_{5,6}^{15}(t^3) \right), \]
and
\[ H(t^3) = \varphi(t^3)(t^3)^{-11/30} \left( \chi_{5,6}^{21}(t^3) + \chi_{5,6}^{25}(t^3) \right). \]

According to (2.15) and (2.16) these equations can also be given by
\[
G(t^3) = \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-7})(1 - (t^3)^{15n-8}) - t^3 \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-13})(1 - (t^3)^{15n-2}),
\]
and
\[
H(t^3) = \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-4})(1 - (t^3)^{15n-11}) + t^3 \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-14})(1 - (t^3)^{15n-1}).
\]

Replacing $e^0(t^3)$ and $d^0(t^3)$ with $G(t^3)/\varphi(t^3)$ and $H(t^3)/\varphi(t^3)$, respectively, Theorem \ref{thm:3.1} is equivalent to
\[ \frac{\varphi(t^3)}{\varphi(t)} = G(t^3)a(t)/\varphi(t^3) + tH(t^3)b(t)/\varphi(t^3), \]
which is equivalent to
\[ \varphi(t^3)^2 = G(t^3)\varphi(t)a(t) + tH(t^3)\varphi(t)b(t). \]

The following equation, which is proven in Berndt et al \cite{Berndt+2007}, is one of the Ramanujan identities
\[ \varphi(t^3)^2 = t^2\varphi(t)\varphi(t^9)a(t)a(t^9) + \varphi(t)\varphi(t^9)b(t)b(t^9). \quad \tag{3.15} \]

We write
\[
a(t)\varphi(t) = \sum_{m \geq 0} x_m t^m = \sum_{m \geq 0} x_{3m} t^{3m} + \sum_{m \geq 0} x_{3m+1} t^{2m+1} + \sum_{m \geq 0} x_{3m+2} t^{2m+2} = [a(t)\varphi(t)]_0 + [a(t)\varphi(t)]_1 + [a(t)\varphi(t)]_2, \quad \tag{3.16} \]
Proof. Equation (2.17) gives Lemma 3.2. The next lemmas will provide simplifications to (3.18).

Case 1: If \( m \) even, then \( (6n + 1)(30n + 8)/2 \equiv (6n + 1)(15n + 4) \equiv (1)(1) \equiv 1 \mod 3 \\
And if \( m \) odd, then \( (6n + 4)(30n + 23)/2 \equiv (3n + 2)(30n + 23) \equiv (2)(2) \equiv 1 \mod 3 \\

Case 3: If \( k = 3m + 2 \), for \( m \in \mathbb{Z} \) \\
And if \( m \) even, then \( (6n + 2)(30n + 13)/2 \equiv (3n + 1)(30n + 13) \equiv (1)(1) \equiv 1 \mod 3 \\
And if \( m \) odd, then \( (6n + 5)(30n + 28)/2 \equiv (6n + 5)(15n + 14) \equiv (2)(2) \equiv 1 \mod 3 \\

Hence \([a(t) \varphi(t)]_2 = 0\).

Since (2.18) gives \( b(t) \varphi(t) = \sum_{k \in \mathbb{Z}} (-1)^k k^{(5k+1)/2} \), then we also have the following argument for the resulting powers of \( t \):

Case 1: If \( k = 3m \), for \( m \in \mathbb{Z} \), then \( 3m(15m + 1)/2 \equiv 0 \mod 3 \\
Case 2: If \( k = 3m + 1 \), for \( m \in \mathbb{Z} \) \\
And if \( m \) even, then \( (6n + 1)(30n + 6)/2 \equiv (6n + 1)(15n + 3) \equiv (1)(0) \equiv 0 \mod 3 

\[ b(t) \varphi(t) = \sum_{m \geq 0} y_m t^m = \sum_{m \geq 0} y_{3m} t^{3m} + \sum_{m \geq 0} y_{3m+1} t^{3m+1} + \sum_{m \geq 0} y_{3m+2} t^{3m+2} = [b(t) \varphi(t)]_0 + [b(t) \varphi(t)]_1 + [b(t) \varphi(t)]_2 \] (3.17)

where \([a(t) \varphi(t)]_i \) and \([b(t) \varphi(t)]_i \) are the terms of the given series whose powers of \( t \) are congruent to \( i \mod 3 \) for \( i \in \{0, 1, 2\} \). Using this notation \((3.15)\) can be written as

\begin{align*}
\varphi(t^3)^2 &= t^2 \left( [a(t) \varphi(t)]_0 + [a(t) \varphi(t)]_1 + [a(t) \varphi(t)]_2 \right) \varphi(t^9) \varphi(t^9) \\
&+ ([b(t) \varphi(t)]_0 + [b(t) \varphi(t)]_1 + [b(t) \varphi(t)]_2) \varphi(t^9) b(t^9).
\end{align*}

The next lemmas will provide simplifications to \((3.18)\).

Lemma 3.2. We show \([a(t) \varphi(t)]_2 = 0 = [b(t) \varphi(t)]_1\).

Proof. Equation (2.17) gives \( a(t) \varphi(t) = \sum_{k \in \mathbb{Z}} (-1)^k k^{(5k+3)/2} \), then examining the powers of \( t \):

\begin{align*}
\text{Case 1: If } &k = 3m, \text{for } m \in \mathbb{Z}, \text{then } 3m(15m + 3)/2 \equiv 0 \mod 3 \\
\text{Case 2: If } &k = 3m + 1, \text{for } m \in \mathbb{Z} \\
&\text{And if } m \text{ even, then } (6n + 1)(30n + 8)/2 \equiv (6n + 1)(15n + 4) \equiv (1)(1) \equiv 1 \mod 3 \\
&\text{And if } m \text{ odd, then } (6n + 4)(30n + 23)/2 \equiv (3n + 2)(30n + 23) \equiv (2)(2) \equiv 1 \mod 3 \\
\text{Case 3: If } &k = 3m + 2, \text{for } m \in \mathbb{Z} \\
&\text{And if } m \text{ even, then } (6n + 2)(30n + 13)/2 \equiv (3n + 1)(30n + 13) \equiv (1)(1) \equiv 1 \mod 3 \\
&\text{And if } m \text{ odd, then } (6n + 5)(30n + 28)/2 \equiv (6n + 5)(15n + 14) \equiv (2)(2) \equiv 1 \mod 3 \\
\end{align*}

Hence \([a(t) \varphi(t)]_2 = 0\).

Since (2.18) gives \( b(t) \varphi(t) = \sum_{k \in \mathbb{Z}} (-1)^k k^{(5k+1)/2} \), then we also have the following argument for the resulting powers of \( t \):

\begin{align*}
\text{Case 1: If } &k = 3m, \text{for } m \in \mathbb{Z}, \text{then } 3m(15m + 1)/2 \equiv 0 \mod 3 \\
\text{Case 2: If } &k = 3m + 1, \text{for } m \in \mathbb{Z} \\
&\text{And if } m \text{ even, then } (6n + 1)(30n + 6)/2 \equiv (6n + 1)(15n + 3) \equiv (1)(0) \equiv 0 \mod 3
\end{align*}
And if $m$ odd, then $(6n + 4)(30n + 21)/2 \equiv (3n + 2)(30n + 21) \equiv (2)(0) \equiv 0 \mod 3$

Case 3: If $k = 3m + 2$, for $m \in \mathbb{Z}$
And if $m$ even, then $(6n + 2)(30n + 11)/2 \equiv (3n + 1)(30n + 11) \equiv (1)(2) \equiv 2 \mod 3$
And if $m$ odd, then $(6n + 5)(30n + 26)/2 \equiv (6n + 5)(15n + 13) \equiv (2)(1) \equiv 2 \mod 3$

Therefore $[b(t) \varphi(t)]_1 = 0$.

Lemma 3.3. $[a(t) \varphi(t)]_0 = \sum_{m \geq 0} x_{3m} t^{3m} = \sum_{k \in \mathbb{Z}} (-1)^k t^{3k(5k+3)/2} = b(t^9) \varphi(t^9)$

Proof. Use the definition of $b(t) \varphi(t)$ and substitute $t^9$ for $t$, along with the observation of the powers of $t$ from proof of Lemma 3.2

Lemma 3.4. $[a(t) \varphi(t)]_1 = \sum_{m \geq 0} x_{3m+1} t^{3m+1} = -tH(t^3)$

Proof. Replacing $m$ by $-m - 1$ to get from line 2 to line 3,

$$
\sum_{m \geq 0} x_{3m+1} t^{3m+1} = \sum_{k \in \mathbb{Z}, k \equiv 1, 2 \mod 3} (-1)^k t^{k(5k+3)/2} \\
= - \sum_{m \in \mathbb{Z}} (-1)^m t^{(3m+1)(15m+8)/2} + \sum_{m \in \mathbb{Z}} (-1)^m t^{(3m+2)(15m+13)/2} \\
= - \sum_{m \in \mathbb{Z}} (-1)^m t^{(45m^2+39m+8)/2} - \sum_{m \in \mathbb{Z}} (-1)^m t^{(45m^2+21m+2)/2} \\
= -t^4 \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^{(15m^2+13m)/2} - t \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^{(15m^2+7m)/2} \\
= -t^4 \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^{14m(m+1)/2} (t^3)^{m(m-1)/2} \\
- t \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^{11m(m+1)/2} (t^3)^{4m(m-1)/2} \\
= -t^4 \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-1})(1 - (t^3)^{15n-14}) \\
+ - t \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-4})(1 - (t^3)^{15n-11}) \\
= -tH(t^3)
$$

Lemma 3.5. $[b(t) \varphi(t)]_0 = \sum_{m \geq 0} y_{3m} t^{3m} = G(t^3)$
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Proof.

\[
\sum_{m \geq 0} y_{3m} t^{3m} = \sum_{k \in \mathbb{Z}, k \equiv 0,1 \mod 3} (-1)^k k(5k+1)/2
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m t^{3m(15m+1)/2} - \sum_{m \in \mathbb{Z}} (-1)^m t^{(3m+1)(15m+6)/2}
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^m(15m+1)/2 - \sum_{m \in \mathbb{Z}} (-1)^m t(45m^2+33m+6)/2
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^m(15m^2+m)/2 - t^3 \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^m(15m^2+11m)/2
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^m(15m^2+m)/2 - t^3 \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^m(15m^2+11m)/2
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m (t^3)^m(8m(m+1)/2)(t^3)^m(7m(m-1)/2
\]
\[
= \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-7})(1 - (t^3)^{15n-8})
\]
\[
- t^3 \prod_{n \geq 1} (1 - (t^3)^{15n})(1 - (t^3)^{15n-2})(1 - (t^3)^{15n-13})
\]
\[
= G(t^3)
\]

Lemma 3.6. \([b(t) \varphi(t)]_2 = \sum_{m \geq 0} y_{3m+2} t^{3m+2} = -t^2 a(t^9) b(t^9)\)

Proof. Replacing \(m\) by \(-m - 1\) to get from line 6 to line 7,

\[
\sum_{m \geq 0} y_{3m+2} t^{3m+2} = \sum_{k \in \mathbb{Z}, k \equiv 0,1 \mod 3} (-1)^k k(5k+1)/2
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m t^{3m+1}(15m+11)/2
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m t(45m^2+63m+22)/2
\]
\[
= \sum_{m \in \mathbb{Z}} (-1)^m t(45m^2+63m+18+4)/2
\]
\[
= t^2 \sum_{m \in \mathbb{Z}} (-1)^m t(45m^2+63m+18)/2
\]
\[ t^2 \sum_{m \in \mathbb{Z}} (-1)^m (t^9)^{(5m^2+7m+2)/2} \]
\[ = t^2 \sum_{m \in \mathbb{Z}} (-1)^m (t^9)^{(m+1)(5m+2)/2} \]
\[ = t^2 \sum_{m \in \mathbb{Z}} (-1)^m+1 (t^9)^{(m)(5m+3)/2} \]
\[ = -t^2 \sum_{m \in \mathbb{Z}} (-1)^m (t^9)^{(m)(5m+3)/2} \]
\[ = -t^2 a(t^9) \varphi(t^9) \]

Using Lemmas 3.2-3.6, a reduction of (3.18) can be made as follows

\[
\varphi(t^3)^2 = t^2 ([a(t) \varphi(t)]_0 + [a(t) \varphi(t)]_1 + [a(t) \varphi(t)]_2) \varphi(t^9) a(t^9) + ([b(t) \varphi(t)]_0 + [b(t) \varphi(t)]_1 + [b(t) \varphi(t)]_2) \varphi(t^9) b(t^9) \quad (3.19)
\]
\[
= t^2 ([a(t) \varphi(t)]_0 + [a(t) \varphi(t)]_1) \varphi(t^9) a(t^9) + ([b(t) \varphi(t)]_0 + [b(t) \varphi(t)]_2) \varphi(t^9) b(t^9) \quad (3.20)
\]
\[
= t^2 \left( \varphi(t^9) b(t^9) - tH(t^3) \right) \varphi(t^9) a(t^9) + \left( G(t^3) - t^2 a(t^9) \varphi(t^9) \right) \varphi(t^9) b(t^9) \quad (3.21)
\]
\[
= tH(t^3)(-t^2) \varphi(t^9) a(t^9) + G(t^3) \varphi(t^9) b(t^9) \quad (3.22)
\]
\[
= tH(t^3)[b(t) \varphi(t)]_2 + G(t^3)[a(t) \varphi(t)]_0 \quad (3.23)
\]

Therefore, Theorem 3.1 holds if and only if

\[ G(t^3)[a(t) \varphi(t)]_1 + tH(t^3)[b(t) \varphi(t)]_0 = 0 \]

This obviously holds by using Lemmas 3.4 and 3.5, so Theorem 3.1 has been proven. ■

### 3.3 The Branching Rule Coefficients for \( V^{\Lambda_1} \) and \( V^{\Lambda_6} \)

**Theorem 3.7.** For \( i \in \{1, 6\} \), the branching rules of \( V^{\Lambda_i} \) satisfying (3.10) and (3.12) can be expressed as the Virasoro characters:

\[
c^1(t) = c^6(t) = t^{-19/30} \lambda_{5,6}^{1/3} (t) \quad \text{and} \quad d^1(t) = d^6(t) = t^{-1/30} \lambda_{5,6}^{2/3} (t),
\]

so we have

\[
g^i_{\text{princ}} \left( V^{\Lambda_i} \right) = t^{-19/10} \lambda_{5,6}^{1/3} (t^3) g^i_{\text{princ}} \left( W^{\Omega_6} \right) + t^{-1/10} \lambda_{5,6}^{2/3} (t^3) g^i_{\text{princ}} \left( W^{\Omega_4} \right).
\]
Proof. Equations (2.19) and (2.20), give

\[ t^{-19/30} \chi_{5,6}^{1,3}(t) = \varphi(t^3) a(t^3) / \varphi(t) \]

and

\[ t^{-1/30} \chi_{5,6}^{2,3}(t) = \varphi(t^3) b(t^3) / \varphi(t). \]

Evaluating \( c^1(t) \) and \( d^1(t) \) at \( t = t^3 \), Theorem 3.7 is equivalent to

\[ \frac{\varphi(t^3)}{\varphi(t)} = t^2 a(t) \varphi(t^9) a(t^9) / \varphi(t^3) + b(t) \varphi(t^9) b(t^9) / \varphi(t^3) \quad (3.24) \]

or

\[ \varphi(t^3)^2 = t^2 a(t) \varphi(t) a(t^9) \varphi(t^9) + b(t) \varphi(t) b(t^9) \varphi(t^9) \quad (3.25) \]

This equation is just (3.15), which is which is the same Ramanujan identity used in the last section. \( \blacksquare \)
Chapter 4

The Vertex Operator Algebra Associated to $V^{\Lambda_0}$ and Associated Structures

4.1 The Vertex Operator Algebra Associated to $V^{\Lambda_0}$

This section contains the well known lattice (bosonic) construction for the vertex operator algebra (VOA) associated to $V^{\Lambda_0}$, which can be found in [FLM88]. This construction works for any even lattice, but will be presented here for the root lattice of type $E_6$. We continue to using some of the notation defined in Section 1.2.4.

Definition 4.1. A vertex operator algebra is a $\mathbb{Z}$-graded vector space

$$V = \bigsqcup_{n \in \mathbb{Z}} V_{(n)}; \text{ for } v \in V_{(n)}, n = \text{wt}(v)$$

and such that

$$\dim(V_{(n)}) < \infty \text{ for } n \in \mathbb{Z},$$

$$V_{(n)} = 0 \text{ for } n \text{ sufficiently small.}$$

$V$ is equipped with a linear map

$$Y(\cdot, z) : V \to (\text{End}V)[[z,z^{-1}]]$$

$$v \mapsto Y(v, z) = \sum_{n \in \mathbb{Z}} \{v\}_n z^{-n-1} \text{ (where } \{v\}_n \in \text{End}V)$$

and with two distinguished homogeneous vectors $1, \omega \in V$, and satisfying the following conditions for $u, v \in V$:

$$\{u\}_n v = 0 \text{ for } n \text{ sufficiently large;}$$

$$Y(1, z) = I_V, \text{ the right hand side is the identity operator;}$$

$$Y(v, z) 1 \in V[[z]] \text{ and } \lim_{z \to 0} Y(v, z) 1 = v;$$
and the "Jacobi Identity"

\[ z_0^{-1}\delta\left(\frac{z_1 - z_2}{z_0}\right) Y(u, z_1) Y(v, z_2) - z_0^{-1}\delta\left(\frac{z_2 - z_1}{z_0}\right) Y(v, z_2) Y(u, z_1) = z_2^{-1}\delta\left(\frac{z_1 - z_0}{z_2}\right) Y(Y(v, z_0) \cdot v, z_2). \]

The distinguished conformal vector \( \omega \) of weight 2, with

\[ Y(\omega, z) = \sum_{n \in \mathbb{Z}} L(n)z^{-n-2} = \sum_{n \in \mathbb{Z}} \{\omega\}_nz^{-n-1} \]

so that \( L(n) = L_n = \{\omega\}_{n+1} \), and the operators \( L(n) \) satisfy the following

\[ [L(m), L(n)] = (m - n)L(m + n) + \frac{m^3 - m}{12} \delta_{m,-n} (\text{rank} V) I_V \]

where \( \text{rank} V \in \mathbb{C} \) is a scalar uniquely determined by \( V \). The following also hold,

\[ L(0) \cdot v = nv = \text{wt}(v) v \text{ for } n \in \mathbb{Z} \text{ and } v \in V(n), \]

\[ Y(L(-1) \cdot v, z) = \frac{d}{dz} Y(v, z), \text{ (the } L(-1) \text{ derivative property),} \]

\[ L(n) \cdot 1 = 0, \text{ for } n \geq -1, \]

\[ L(-2) \cdot 1 = \omega, \]

\[ L(0) \cdot \omega = 2\omega. \]

An automorphism of a vertex operator algebra \( V \) is a linear automorphism \( \rho \) such that

\[ \rho Y(v, z)\rho^{-1} = Y(\rho v, z) \text{ for } v \in V, \]

\[ \rho \omega = \omega. \]

It is known that the vector space \( V_L \) constructed in Section 1.2.4 can be given a vertex operator algebra structure. The weight of \( v = \alpha_1(-n_1) \cdots \alpha_k(-n_k)1 \otimes e^\alpha \in V_L \) is given by \( \text{wt}(v) = n_1 + n_2 + \cdots + n_k + \frac{\langle \alpha, \alpha \rangle}{2} \), providing the required \( \mathbb{Z} \)-grading of \( V_L \) and we denote the \( n^{th} \) graded piece by \( (V_L)_n \). In order to define \( Y(v, z) \) for all \( v \in V_L \) it is sufficient to define it for \( v \in (V_L)_n \) in the form written above. We do this in such a way as to extend the previous definitions from Chapter 1. For \( \alpha \in L \) define \( Y(1 \otimes e^\alpha, z) = Y(\alpha, z) \) as given in Definition 1.25 and for \( k \geq 0 \) define

\[ Y(\alpha(-k-1)1 \otimes e^0, z) = \alpha^{(k)}(z) = \frac{1}{k!} \left( \frac{d}{dz} \right)^k \sum_{n \in \mathbb{Z}} \alpha(n)z^{-n-1}. \]
For \( \nu = a_1(-n_1-1) \cdots a_k(-n_k-1)1 \otimes e^\alpha \) we now define
\[
Y(\nu, z) = : Y(a_1(-n_1-1)1 \otimes e^0, z) \cdots Y(a_k(-n_k-1)1 \otimes e^0, z)Y(1 \otimes e^\alpha, z) : .
\]

For \( \nu = 1 \otimes e^\alpha \), the new component operators, \( \{ \nu \}_n \), given in Definition 4.1 are related to the old operators \( Y_n(\nu) \), by matching the coefficients of corresponding powers of \( z \). This relationship is given by \( \{ \nu \}_n = Y_{n-\frac{1}{2}(\nu, \nu)+1}(\nu) \), hence when \( wt(\alpha) = \frac{1}{2}(\nu, \nu) = 1 \), then \( \{ \nu \}_n = Y_n(\nu) \). Depending on the context, either of these notations will be used. For \( \alpha \in L \) and \( \nu = \alpha(1) \otimes e^0 \), we have \( \alpha(n) = \{ \nu \}_n = Y_n(\nu) \). The distinguished vectors \( 1 \) is given by the vector \( 1 \otimes e^0 \in V_L \) and \( \omega \) is given by the vector \( \omega_E \), which will be given in Section 5.1.

In order to calculate with these operators, the notation of residues will be used heavily. The \( Res \) operator will mean to take the coefficient of \( z^{-1} \), and this variable will be \( z \) unless otherwise stated. So for \( \nu = a_1(-n_1) \cdots a_k(-n_k)1 \otimes e^\alpha \),
\[
Y_n(\nu) = Res \left( z^{n+wt(\nu)-1}Y(\nu, z) \right) \quad \text{and} \quad \{ \nu \}_n = Res \left( z^nY(\nu, z) \right),
\]
and in particular the Heisenberg operators can be written
\[
\alpha(n) = Res \left( z^nY(\nu, z) \right).
\]

Define the degree of the operator \( \{ \nu \}_n \) as
\[
deg(\{ \nu \}_n) = n - wt(\nu) + 1 = n - n_1 - n_2 - \cdots - n_k - wt(\alpha) + 1.
\]
For homogeneous elements \( \nu, \omega \in V_L \) and \( n \in \mathbb{Z} \),
\[
wt(\{ \nu \}_n \cdot \omega) = wt(\omega) - deg(\{ \nu \}_n) = wt(\nu) + wt(\omega) - n - 1. \tag{4.1}
\]

Using the “Jacobi Identity” for VOA’s the following can be proven as in FLM Corollary 8.6.5. If \( \langle \alpha, L \rangle \subset \mathbb{Z}, \langle \beta, L \rangle \subset \mathbb{Z}, u', v' \in S(h^*_{\mathbb{C}}) \) and we set
\[
u = u \otimes e^\alpha \quad \text{and} \quad \nu = v \otimes e^\beta
\]
then for \( m, n \in \mathbb{Z} \),
\[
[\{ u \}_m, \{ v \}_n] = \sum_{k \geq 0} \binom{m}{k} \{ u \}_k \cdot v \{ v \}_{m+n-k} \tag{4.2}
\]
is a finite sum since \( \{ u \}_k \cdot v = 0 \) for \( n \) sufficiently large.
The $L(-1)$ derivative property will be used later and therefore, some expansion is useful. First, for a product of two Heisenberg operators, $a_1(z)a_2(z)$, the derivative is given by the product rule,

$$\frac{d}{dz} (a_1(z)a_2(z)) = :a_1^{(1)}(z)a_2(z) + a_1(z)a_2^{(1)}(z): .$$

Note that the derivative of $Y(1 \otimes e^a, z)$ has the form of the derivative of an exponential function. For any $a \in L$,

$$\frac{d}{dz} Y(1 \otimes e^a, z) = :a(z)Y(1 \otimes e^a, z): .$$

### 4.2 The Vertex Operator Algebra Modules for $V^{\Lambda_0}$

**Definition 4.2.** A module for a vertex operator algebra $V$ is a $\mathbb{Q}$-graded vector space

$$W = \bigsqcup_{m \in \mathbb{Q}} W(m); \text{ for } w \in W(m), m = \text{wt}(w)$$

and such that

$$\dim(W(m)) < \infty \text{ for } m \in \mathbb{Q},$$

$$W(m) = 0 \text{ for } m \text{ sufficiently small.}$$

$V$ is equipped with a linear map

$$Y(\cdot, z) : V \rightarrow (\text{End}W)[[z, z^{-1}]]$$

$$v \mapsto Y_W(v, z) = \sum_{n \in \mathbb{Z}} \{v\}_nz^{-n-1} \text{ (where } \{v\}_n \in \text{End}W)$$

satisfying the following conditions for $u, v \in V$ and $w \in W$:

$$\{u\}_n w = 0 \text{ for } n \text{ sufficiently large},$$

$$Y_W(1, z) = I_W, \text{ the right hand side is the identity operator on } W;$$

and the "Jacobi Identity"

$$z_0^{-1}\delta\left(\frac{z_1 - z_2}{z_0}\right) Y_W(u, z_1)Y_W(v, z_2) - z_0^{-1}\delta\left(\frac{z_2 - z_1}{z_0}\right) Y_W(v, z_2)Y_W(u, z_1)$$

$$= z_2^{-1}\delta\left(\frac{z_1 - z_0}{z_2}\right) Y_W(Y(u, z_0) \cdot v, z_2).$$
W is a Vir-module with operators given by

$$Y_W(\omega, z) = \sum_{n \in \mathbb{Z}} L(n) z^{-n-2} = \sum_{n \in \mathbb{Z}} \{\omega\}_n z^{-n-1}.$$ 

Furthermore, the following hold,

$$L(0) \cdot w = nw = wt(w)w \text{ for } m \in \mathbb{Q} \text{ and } w \in W(m),$$

$$Y_W(L(-1) \cdot v, z) = \frac{d}{dz} Y_W(v, z), \quad \text{(the } L(-1) \text{ derivative property).}$$

Note that a VOA V is a module for V.

In this work we will use three modules for $V^{\Lambda_0}$. These three modules turn out to be the three irreducible level one modules for $E_6^{(1)}$ which can be constructed using the weight lattice of type $E_6$, $P = P_\Phi = \sum_{i=1}^{\delta} \mathbb{Z} \lambda_i$ where $\Phi$ is the root system of type $E_6$. As we saw in Chapter 1, the root lattice of type $E_6$, $Q = \sum_{i=1}^{\delta} \mathbb{Z} \alpha_i \subseteq P$, and in fact $Q$ is a normal subgroup of $P$ with index 3 and the quotient $P/Q$ consists of the three cosets, $P_0 = Q$, $P_1 = Q + \lambda_1$, and $P_2 = Q + \lambda_6$. The quotient group $\{P_0, P_1, P_2\} \cong \mathbb{Z}/3\mathbb{Z}$ with addition given by $P_i + P_j = P_k$, where $k \equiv (i + j) \pmod{3}$.

In order to modify the lattice construction in Section 1.2.4 so that $P$ replaces $Q$, we need to extend the 2-cocyle to a $\tau$-invariant function $\epsilon : P \times P \to \{\pm 1\}$ which will be needed for the construction of intertwining operators. Note that $\mathfrak{h} = \mathbb{C} \otimes Q = \mathbb{C} \otimes P$ so that $S(\mathfrak{h}_2) \otimes e^\lambda$ is not modified, but $\mathbb{C}[Q]$ is replaced by $\mathbb{C}[P]$. Then $V_P = S(\mathfrak{h}_2) \otimes \mathbb{C}[P] = V_Q \oplus V_{Q+\lambda_1} \oplus V_{Q+\lambda_6}$ where the subspaces $V_{P_0}$, $V_{P_1}$, and $V_{P_2}$ are spanned by $S(\mathfrak{h}_2) \otimes e^\lambda$ for $\lambda \in P_0$, $P_1$, and $P_2$, respectively. For $x \in \Phi$, $\{1 \otimes e^{a}\} \in \mathfrak{h}_2$ and $a(n)$ represent $E_6^{(1)}$ on $V_P$ so that $V_{P_0} = V^{\Lambda_0}$, $V_{P_1} = V^{\Lambda_1}$, and $V_{P_2} = V^{\Lambda_6}$ are the irreducible level 1 g-modules ($E_6^{(1)}$-modules). In fact, the VOA structure on $V_Q = V^{\Lambda_0}$ extends to a VOA module structure on the other subspaces. For $i, j \in \{0, 1, 2\}$, $\lambda \in P_i$, we have intertwining operators $\{1 \otimes e^\lambda\} \in V_{P_{i+j}}$ where $i + j$ is taken modulo 3. Following [DL93], for any $v \in V_{P_i}$ and $\mu_i \in P_i$ we define the intertwining operators on $V_P$ by

$$Y_{\mu_i}(v, z) = Y(v, z)e^{i\pi \mu_i(0)}c(\cdot, \mu_i),$$

with the operators $e^{i\pi \mu_i(0)}$ and $c(\cdot, \mu_i)$ on $V_P$ given by

$$e^{i\pi \mu_i(0)} \cdot u \otimes e^\lambda = e^{i\pi \langle \mu_i, \lambda \rangle} u \otimes e^\lambda,$$

$$c(\cdot, \mu_i) \cdot u \otimes e^\lambda = c(\lambda, \mu_i) \cdot u \otimes e^\lambda.$$
This also gives a One can check using the \( \varepsilon \) defined on \( P \) below that for \( \alpha \in P_0, c(\alpha, \mu_i) = (-1)^{(a, \mu_i)}, \) so if \( v \in V_{P_0} \) and \( \mu_i \in P_0, \) then \( Y_{\mu_i}(v, z) = Y(v, z). \) One can also use this property to show that the definition of the new operator \( Y_{\mu_i}(v, z) \) is well defined. We also have a special case of the "Jacobi Identity" which will be needed in Chapter 6. If \( u \in V_{P_0} \) and \( v \in V_{P_i}, \) then

\[
z_0^{-1} \delta \left( \frac{z_1 - z_2}{z_0} \right) Y(u, z_1) Y_{\mu_i}(v, z_2) - z_0^{-1} \delta \left( \frac{z_2 - z_1}{z_0} \right) Y_{\mu_i}(v, z_2) Y(u, z_1) = z_2^{-1} \delta \left( \frac{z_1 - z_0}{z_2} \right) Y_{\mu_i}(Y(u, z_0) \cdot v, z_2).
\]

This gives a similar formula to (4.2) but with \( n \in \mathbb{Q} \) rather than \( n \in \mathbb{Z}. \) We also extend the definition of \( \hat{\tau} \) on \( V_{\mathbb{Q}} \) to \( V_P, \) by defining \( \hat{\tau}(1 \otimes e^\lambda) = 1 \otimes e^{r\lambda} \) for any \( \lambda \in P. \) In [DL93] it is shown that a lattice automorphism, which is extended in the same manner as we have extended \( \tau \) to \( \hat{\tau}, \) is an VOA automorphism of \( V_P, \) in the sense that \( \hat{\tau}Y(v, z)\hat{\tau} = Y(\hat{\tau}(v), z). \)

We now give the \( \tau \) invariant bilinear 2-cocycle on \( \{\lambda_i \mid 1 \leq i \leq 6\} \) the basis for \( P \) as

\[
[\varepsilon(\lambda_i, \lambda_j)] = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
-1 & 1 & 1 & 1 & 1 & -1 \\
-1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & -1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}.
\]
Chapter 5

The Conformal Vectors $\omega_{E_6}$, $\omega_{F_4}$, and $\omega = \omega_{E_6} - \omega_{F_4}$

This chapter gives the explicit conformal vectors for the three Virasoro representations used in this work. The Virasoro vector $\omega_{E_6}$ is well known, but the other two vectors $\omega_{F_4}$ and $\omega_{E_6} - \omega_{F_4}$ have not been explicitly computed. The Virasoro brackets for the operators generated by these two vectors will be given implicitly for $\omega_{F_4}$, but explicitly for $\omega_{E_6} - \omega_{F_4}$.

5.1 The Conformal Vector $\omega_{E_6}$

From (1.3), we construct the conformal vector $\omega_{E_6} := L(-2) \cdot (1 \otimes e^0)$ for the vertex operator representation of $\tilde{g}$ of type $E_6^{(1)}$. It is well known that when constructing level 1 $\tilde{g}$-modules where $g$ is of type $A, D, E$, the Sugawara construction reduces to the construction on the Heisenberg subalgebra $\hat{h}_{\mathbb{Z}}$ that is

$$\omega_{E_6} = \frac{1}{2} \sum_{i=1}^{6} \alpha_i(-1)\lambda_i(-1).$$

Since $\omega_{E_6}$ generates the operators representing $Vir$ on the VOA $V^{A_0}$ are

$$L(m) := Y_m(\omega_{E_6}) = \{\omega_{E_6}\}_{m+1}$$

and $c_{Vir}$ is represented by the scalar 6.

5.2 The Conformal Vector $\omega_{F_4}$

Since the algebra $\tilde{a}$ of type $F_4^{(1)}$ is a subalgebra of $\tilde{g}$ of type $E_6^{(1)}$, it is possible to implement the Sugawara construction for $\tilde{a}$. We may describe all the roots $\beta \in \Phi_{F_4}$ in terms of $\Phi_{E_6}$. For any root $\alpha \in \Phi_{E_6}$ fixed by $\tau$, $\beta = \alpha = \tau \alpha \in \Phi_{F_4}$ and the corresponding root vector $x_\beta = x_\alpha \in a_\beta$. If $\alpha \in \Phi_{E_6}$ not fixed by $\tau$ we have $\beta = \frac{\alpha + \tau \alpha}{2} \in \Phi_{F_4}$ and the corresponding root vector $x_\beta = x_\alpha + x_{\tau \alpha} \in a_\beta$. This provides a complete description of $\Phi_{F_4}$. A basis for
The fundamental weights of $\mathfrak{a}$ are given in terms of the fundamental weights of $\mathfrak{g}$ as follows:

$$
\omega_1 = \lambda_2, \quad \omega_2 = \lambda_4, \quad \omega_3 = \frac{\lambda_3 + \lambda_5}{2}, \quad \omega_4 = \frac{\lambda_1 + \lambda_6}{2}.
$$

A dual basis of the Cartan subalgebra $\mathfrak{b}$ of $\mathfrak{a}$ is $\{h_{\omega_i} \mid 1 \leq i \leq 4\}$. The vectors in the basis $B^*$ dual to $B$ can be described as follows: if $\beta = \alpha = \tau \alpha$, then the dual vector to $x_\beta$ is $\epsilon(\beta, -\beta)x_{-\beta}$ and if $\alpha \neq \tau \alpha$, then the dual vector to $x_\alpha + x_{\tau \alpha}$ is $\frac{1}{2}\epsilon(\alpha, \tau \alpha)(x_{-\alpha} + x_{-\tau \alpha})$. To carry out the Sugawara construction for $\tilde{\mathfrak{a}}$ on a $\tilde{\mathfrak{g}}$-module, $V^{\Lambda_j}$, $j = 0, 1, 6$, note that $V^{\Lambda_j}$ decomposes into a direct sum of irreducible level $1$ $\tilde{\mathfrak{a}}$-modules of the form $W^{\Omega_3 - n\delta}$ and $W^{\Omega_4 - n\delta}$ for $0 \leq n \in \mathbb{Z}$. We need to use that $\Lambda_j(c) = \Omega_i(c) = 1$ and the dual Coxeter number $k^V(F_4) = 9$. If we relabel these basis vectors $B = \{u_i \mid 1 \leq i \leq \text{dim}(\mathfrak{a})\}$ and $B^* = \{u^i \mid 1 \leq i \leq \text{dim}(\mathfrak{a})\}$, then we have

$$
\omega_{F_4} = \frac{1}{20} \sum_{n \in \mathbb{Z}} :u_i(-n)u^i(-2+n) : (1 \otimes e^0).
$$

**Theorem 5.1.** The vector $\omega_{F_4}$ is given by

$$
\frac{1}{5} \left[ 4\lambda_1(-1)^2 - 4\lambda_1(-1)\lambda_3(-1) - \lambda_1(-1)\lambda_5(-1) + 2\lambda_1(-1)\lambda_6(-1) \\
+ 5\lambda_2(-1)^2 - 5\lambda_2(-1)\lambda_4(-1) + 4\lambda_3(-1)^2 - 5\lambda_3(-1)\lambda_4(-1) \\
+ 2\lambda_3(-1)\lambda_5(-1) - \lambda_3(-1)\lambda_6(-1) + 5\lambda_4(-1)^2 - 5\lambda_4(-1)\lambda_5(-1) \\
+ 4\lambda_5(-1)^2 - 4\lambda_5(-1)\lambda_6(-1) + 4\lambda_6(-1)^2 \right] \otimes e^0
$$

$$
+ \frac{1}{5} (1 \otimes e^{a_1-a_6} + 1 \otimes e^{a_3-a_5} - 1 \otimes e^{a_1+a_3-a_5-a_6})
$$

$$
+ \frac{1}{5} (1 \otimes e^{-a_1+a_6} + 1 \otimes e^{-a_3-a_5} - 1 \otimes e^{-a_1-a_3+a_5+a_6}).
$$

There are essentially three parts to explicitly writing this vector. First, for the vectors in the CSA, which are represented by Heisenberg operators, the contribution is given by:
\[
\frac{1}{20} (Y_{-2} (a_2(-1)\lambda_2(-1)) + Y_{-2} (a_4(-1)\lambda_4(-1))) \cdot 1 \otimes e^0 \\
+ \frac{1}{20} Y_{-2} \left( \frac{1}{2} (a_3 + a_5)(-1)(\lambda_3 + \lambda_5)(-1) \right) \cdot 1 \otimes e^0 \\
+ \frac{1}{20} Y_{-2} \left( \frac{1}{2} (a_1 + a_6)(-1)(\lambda_1 + \lambda_6)(-1) \right) \cdot 1 \otimes e^0
\]

\[
= \frac{1}{20} \left( \sum_{r \in \mathbb{Z}} :a_2(r)\lambda_2(-2 - r) : + \sum_{r \in \mathbb{Z}} :a_4(r)\lambda_4(-2 - r) : \right) \cdot 1 \otimes e^0 \\
+ \frac{1}{20} \sum_{r \in \mathbb{Z}} :\frac{1}{2} (a_3 + a_5)(r)(\lambda_3 + \lambda_5)(-2 - r) : \cdot 1 \otimes e^0 \\
+ \frac{1}{20} \sum_{r \in \mathbb{Z}} :\frac{1}{2} (a_1 + a_6)(r)(\lambda_1 + \lambda_6)(-2 - r) : \cdot 1 \otimes e^0
\]

\[
= \frac{1}{20} (a_2(-1)\lambda_2(-1) + a_4(-1)\lambda_4(-1)) \cdot 1 \otimes e^0 \\
+ \frac{1}{40} ((a_3 + a_5)(-1)(\lambda_3 + \lambda_5)(-1) + (a_1 + a_6)(-1)(\lambda_1 + \lambda_6)(-1)) \cdot 1 \otimes e^0. \\
\] (5.1)

Next, examine the root vectors with \(x_\beta = x_\alpha\). Combining the contributions of both \(x_\beta = x_\alpha\) and \(x_{-\beta} = x_{-\alpha}\) we have the following contribution for each such pair

\[
\frac{1}{20} \left( \varepsilon(\alpha, \alpha) : Y_{-1} (1 \otimes e^\alpha) Y_{-1} (1 \otimes e^{-\alpha}) : \right) \cdot 1 \otimes e^0 \\
+ \frac{1}{20} \left( \varepsilon(-\alpha, -\alpha) : Y_{-1} (1 \otimes e^{-\alpha}) Y_{-1} (1 \otimes e^\alpha) : \right) \cdot 1 \otimes e^0 \\
= \frac{1}{20} \left( \varepsilon(\alpha, \alpha) Y_{-1} (1 \otimes e^\alpha) \cdot 1 \otimes e^{-\alpha} + \varepsilon(-\alpha, -\alpha) Y_{-1} (1 \otimes e^{-\alpha}) \cdot 1 \otimes e^\alpha \right) \\
= \frac{1}{20} \left( \varepsilon(\alpha, 0) \frac{1}{2} (a(-2) + a(-1)^2) \otimes e^0 + \varepsilon(-\alpha, 0) \frac{1}{2} (-a(-2) + (-\alpha)(-1)^2) \otimes e^0 \right) \\
= \frac{1}{20} \alpha(-1)^2 \otimes e^0.
\]

Summing over all root vectors of this type we obtain

\[
\frac{1}{20} \left[ a_2(-1)^2 + a_4(-1)^2 + (a_2 + a_4)(-1)^2 + (a_3 + a_4 + a_5)(-1)^2 \\
+ (a_2 + a_3 + a_4 + a_5)(-1)^2 + (a_1 + a_3 + a_4 + a_5 + a_6)(-1)^2 \\
+ (a_2 + a_3 + 2a_4 + a_5)(-1)^2 + (a_1 + a_2 + a_3 + a_4 + a_5 + a_6)(-1)^2 \\
+ (a_1 + a_2 + a_3 + 2a_4 + a_5 + a_6)(-1)^2 + (a_1 + a_2 + 2a_3 + 2a_4 + 2a_5 + a_6)(-1)^2 \\
+ (a_1 + a_2 + 2a_3 + 3a_4 + 2a_5 + a_6)(-1)^2 \\
+ (a_1 + 2a_2 + 2a_3 + 2a_4 + 2a_5 + a_6)(-1)^2 \right] \otimes e^0. \\
\] (5.2)
The last contribution involves the vectors in the basis where the roots are not fixed by \( \tau \), and their contribution is given by:

\[
\frac{1}{40}\varepsilon(\alpha, \alpha): (Y_{-1}(1 \otimes e^\alpha) + Y_{-1}(1 \otimes e^{-\tau\alpha}))(Y_{-1}(1 \otimes e^{-\alpha}) + Y_{-1}(1 \otimes e^{-\tau\alpha})): 1 \otimes e^0
\]

\[
= \frac{1}{40}\varepsilon(\alpha, \alpha):(Y_{-1}(1 \otimes e^\alpha) Y_{-1}(1 \otimes e^{-\alpha})): + : Y_{-1}(1 \otimes e^{\tau \alpha}) Y_{-1}(1 \otimes e^{-\tau \alpha}) :
\]

\[
+ : Y_{-1}(1 \otimes e^\alpha) Y_{-1}(1 \otimes e^{-\tau \alpha}) : + : Y_{-1}(1 \otimes e^{\tau \alpha}) Y_{-1}(1 \otimes e^{-\alpha}) : \cdot 1 \otimes e^0
\]

\[
= \frac{1}{40}\left(\frac{1}{2}(\alpha(-2) + \alpha(-1)^2) \otimes e^0 + \frac{1}{2}(\tau\alpha(-2) + \tau\alpha(-1)^2) \otimes e^0\right)
\]

\[
+ \varepsilon(\alpha, \alpha) Y_{-1}(1 \otimes e^\alpha) \cdot 1 \otimes e^{-\tau \alpha} + \varepsilon(\alpha, \alpha) Y_{-1}(1 \otimes e^{\tau \alpha}) \cdot 1 \otimes e^{-\alpha}.
\]

Examining the second line of (5.3) and noting \( \langle \alpha, -\tau \alpha \rangle = 0 \), we give the first calculation in the second line (the second calculation on this line being similar):

\[
\varepsilon(\alpha, \alpha) Y_{-1}(1 \otimes e^\alpha) \cdot 1 \otimes e^{-\tau \alpha}
\]

\[
= \varepsilon(\alpha, \alpha) \text{Res} \left(\varepsilon(\alpha, -\tau \alpha) z^{-1} \exp \left(\sum_{k \geq 1} \frac{\alpha(-k) z^k}{k} \right) \cdot 1 \otimes e^{\alpha - \tau \alpha}\right)
\]

\[
= \varepsilon(\alpha, \alpha - \tau \alpha) \otimes e^{\alpha - \tau \alpha}.
\]

Hence (5.3) becomes,

\[
\frac{1}{40}\left(\frac{1}{2}(\alpha(-2) + \alpha(-1)^2) \otimes e^0 + \frac{1}{2}(\tau\alpha(-2) + \tau\alpha(-1)^2) \otimes e^0\right)
\]

\[
+ \varepsilon(\alpha, \alpha - \tau \alpha) \otimes e^{\alpha - \tau \alpha} + \varepsilon(\tau \alpha, \alpha - \alpha) \otimes e^{\tau \alpha - \alpha} \]

\[
= \frac{1}{40}\left(\frac{1}{2}(\alpha(-2) + \alpha(-1)^2) \otimes e^0 + \frac{1}{2}(\tau\alpha(-2) + \tau\alpha(-1)^2) \otimes e^0\right)
\]

\[
+ \varepsilon(\alpha, \alpha - \tau \alpha)(1 \otimes e^{\alpha - \tau \alpha} + 1 \otimes e^{\tau \alpha - \alpha}).
\]

Since this calculation holds for \( \alpha, -\alpha \in \Phi_{E_6} \) not \( \tau \) fixed, for each quadruple of roots, \( \pm \alpha, \pm \tau \alpha \), the total contribution is

\[
\frac{1}{40}\left(\frac{1}{2}(\alpha(-2) + \alpha(-1)^2) \otimes e^0 + \frac{1}{2}(\tau\alpha(-2) + \tau\alpha(-1)^2) \otimes e^0\right)
\]

\[
+ \varepsilon(\alpha, \alpha - \tau \alpha)(1 \otimes e^{\alpha - \tau \alpha} + 1 \otimes e^{\tau \alpha - \alpha})
\]

\[
+ \frac{1}{2}(\alpha(-2) + \alpha(-1)^2) \otimes e^0 + \frac{1}{2}(\tau\alpha(-2) + \tau\alpha(-1)^2) \otimes e^0
\]

\[
+ \varepsilon(-\alpha, -\alpha + \tau \alpha)(1 \otimes e^{-\alpha + \tau \alpha} + 1 \otimes e^{-\tau \alpha + \alpha})
\]

\[
= \frac{1}{40}\left((\alpha(-1)^2) \otimes e^0 + \tau\alpha(-1)^2 \otimes e^0 + 2\varepsilon(\alpha, -\tau \alpha) (1 \otimes e^{\alpha - \tau \alpha} + 1 \otimes e^{\tau \alpha - \alpha})\right).
\]

There are two parts to consider. First for each pair \( \alpha \) and \( \tau \alpha \), their difference will be one of these roots of \( D = \{ \alpha_1 - \alpha_6, \alpha_3 - \alpha_5, \alpha_1 + \alpha_3 - \alpha_5 - \alpha_6 \} \). The twelve possible pairs,
\{a, \tau a\}, divide into four of each of the roots in \(D\). The 2-cocyle \(\epsilon(a, a - \tau a)\) will be 1 if 
\(a - \tau a = \pm (a_1 - a_6)\) or \(\pm (a_3 - a_5)\), and will be -1 if \(a - \tau a = \pm (a_1 + a_3 - a_5 - a_6)\).

Adding all possible vectors of this type gives

\[
\frac{1}{5} \left( 1 \otimes e^{a_1 - a_6} + 1 \otimes e^{a_3 - a_5} - 1 \otimes e^{a_1 + a_3 - a_5 - a_6} \right) 
+ \frac{1}{5} \left( 1 \otimes e^{-a_1 + a_6} + 1 \otimes e^{-a_3 + a_5} - 1 \otimes e^{-a_1 - a_3 + a_5 - a_6} \right).
\]

(5.4)

Secondly, evaluating \(\frac{1}{40} \left( a(-1)^2 \otimes e^0 + \tau a(-1)^2 \otimes e^0 \right)\) for all possible pairs of roots \(\{a, \tau a\}\) will give

\[
\frac{1}{40} \left[ a_1 (-1)^2 + a_3 (-1)^2 + a_5 (-1)^2 + a_6 (-1)^2 + (a_1 + a_3)(-1)^2 
\right. 
\left. + (a_1 + a_3 + a_4 + a_5)(-1)^2 + (a_2 + a_3 + a_4 + a_5 + a_6)(-1)^2 
\right. 
\left. + (a_1 + a_2 + a_3 + a_4 + a_5)(-1)^2 + (a_2 + a_3 + a_4 + a_5 + a_6)(-1)^2 
\right. 
\left. + (a_1 + a_2 + a_3 + a_4 + a_5)(-1)^2 + (a_2 + a_3 + a_4 + a_5 + a_6)(-1)^2 
\right. 
\left. + (a_1 + a_2 + a_3 + a_4 + a_5)(-1)^2 + (a_2 + a_3 + a_4 + a_5 + a_6)(-1)^2 \right] \otimes e^0.
\]

(5.5)

The sum of (5.1), (5.2), (5.4), and (5.5), gives the vector \(\omega_{\ell_4}\) according to the Sugawara construction. This presentation is not the best for calculations in later chapters, and therefore it will be rewritten in a more useful form. To obtain this form, rewrite the \(a_i\)'s in terms of the \(\lambda_i\)'s, hence giving,

\[
\omega_{\ell_4} = \frac{1}{5} \left[ 4\lambda_1 (-1)^2 - 4\lambda_1 (-1)\lambda_3 (-1) - \lambda_1 (-1)\lambda_5 (-1) + 2\lambda_1 (-1)\lambda_6 (-1) 
\right. 
\left. + 5\lambda_2 (-1)^2 - 5\lambda_2 (-1)\lambda_4 (-1) + 4\lambda_3 (-1)^2 - 5\lambda_3 (-1)\lambda_4 (-1) 
\right. 
\left. + 2\lambda_3 (-1)\lambda_5 (-1) - \lambda_3 (-1)\lambda_6 (-1) + 5\lambda_4 (-1)^2 - 5\lambda_4 (-1)\lambda_5 (-1) 
\right. 
\left. + 4\lambda_5 (-1)^2 - 4\lambda_5 (-1)\lambda_6 (-1) + 4\lambda_6 (-1)^2 \right] \otimes e^0
\]

(5.6)

\[
+ \frac{1}{5} \left( 1 \otimes e^{a_1 - a_6} + 1 \otimes e^{a_3 - a_5} - 1 \otimes e^{a_1 + a_3 - a_5 - a_6} \right) 
+ \frac{1}{5} \left( 1 \otimes e^{-a_1 + a_6} + 1 \otimes e^{-a_3 + a_5} - 1 \otimes e^{-a_1 - a_3 + a_5 + a_6} \right).
\]
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Thus $Y_m(\omega F_4)$ will give Virasoro operators and the central charge is $\frac{26}{5}$. Since the most important calculation for the Virasoro operators is for the coset Virasoro brackets coming in the next section, the verification that these operators represent $Vir$ will not be given. After the next section, this verification of the brackets for this $c = \frac{26}{5}$ Virasoro representation will then be inferred from the verification of the coset Virasoro brackets.

5.3 The Coset Conformal Vector $\omega$

**Theorem 5.2.** The coset Virasoro generator $\omega = \omega E_6 - \omega F_4$ is given by the vector

$$
\omega = \frac{1}{10} \left[ (-\lambda_1 + \lambda_6)(-1)^2 + (\lambda_3 - \lambda_5)(-1)^2 \right] \otimes e^0 + \frac{1}{10} (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \otimes e^0 + \frac{1}{5} \left( -1 \otimes e^{a_1 - a_6} - 1 \otimes e^{a_3 - a_5} + 1 \otimes e^{a_1 + a_3 - a_5 - a_6} \right) + \frac{1}{5} \left( -1 \otimes e^{-a_1 + a_6} - 1 \otimes e^{-a_3 + a_5} + 1 \otimes e^{-a_1 + a_3 + a_5 + a_6} \right).
$$

We will show that the operators $L(n) = \{\omega\}_{n+1}$ satisfy the Virasoro bracket relations. According to the theorem of Goddard-Kent-Olive, the central charge of the coset Virasoro representation will be the scalar $\frac{4}{3}$. Making use of the Jacobi identity for vertex operator algebras it is enough to verify:

$$
[L(m), L(n)] = [\{\omega\}_{m+1}, \{\omega\}_{n+1}] = \sum_{0 \leq k \leq 3} \binom{m+1}{k} \{\omega\}_{m+n+2-k} \cdot \omega = (m-n)\{\omega\}_{m+n+1} + \frac{m^3 - m}{12} \delta_{m-n} \frac{4}{5} l V_p.
$$

Using (4.1) and (4.2), since $\text{wt}(\{\omega\}_k \cdot \omega) = 3 - k$, we only need to consider $0 \leq k \leq 3$.

First, we consider $\{\omega\}_0 \cdot \omega$ and since each of the products of Heisenberg operators will act similarly, we only show the following computation:

$$
\frac{1}{10} Y_{-1} \left( (-\lambda_1 + \lambda_6)(-1)^2 \right) \cdot \omega = \frac{1}{10} \sum_{r \in \mathbb{Z}} \left( (-\lambda_1 + \lambda_6)(r)(-\lambda_1 + \lambda_6)(-1 - r) \right) \cdot \omega = \frac{1}{5} \left( (-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(0) + (-\lambda_1 + \lambda_6)(-2)(-\lambda_1 + \lambda_6)(1) \right) \cdot \omega
$$
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and

\[
\frac{1}{25} (-\lambda_1 + \lambda_6) (-1) \left[ -1 \otimes e^{a_1 - a_6} - 1 \otimes e^{-a_1 + a_6} \right]
\]

The actions of the other two operators are,

\[
\frac{1}{10} Y_{-1} \left( (\lambda_3 - \lambda_5) (-1)^2 \right) \cdot \omega
\]

\[= \frac{2}{25} (-\lambda_1 + \lambda_6) (-1)[-1 \otimes e^{a_3 - a_5} + 1 \otimes e^{-a_3 + a_5}] \] (5.8)

\[
\frac{1}{10} Y_{-1} \left( (\lambda_3 - \lambda_5) (-1)^2 \right) \cdot \omega
\]

\[= \frac{2}{25} (-\lambda_1 + \lambda_6) (-1)[-1 \otimes e^{a_1 + a_3 - a_5 - a_6} + 1 \otimes e^{-a_1 + a_3 + a_5 + a_6}] \] (5.9)

\[
\frac{1}{10} Y_{-1} \left( (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) (-1)^2 \right) \cdot \omega
\]

\[= \frac{2}{25} (-\lambda_1 + \lambda_6) (-1)[-1 \otimes e^{a_1 - a_6} - 1 \otimes e^{-a_1 + a_6}] \] (5.9)
Next, $Y_{-1}(1 \otimes e^{a_1-a_6}) \cdot \omega$ will be computed, and the other five operators follow in a similar manner. If we consider $Y_{-1}(1 \otimes e^{\gamma_i}) \cdot 1 \otimes e^{\gamma_i}$, then the result will be 0 if $\langle \gamma_i, \gamma_i \rangle \geq 0$.

Therefore only the non-zero actions will be given, and writing

$$B = \frac{1}{5} \left( -1 \otimes e^{a_1-a_6} - 1 \otimes e^{a_3-a_5} + 1 \otimes e^{a_1+a_3-a_5-a_6} \right) + \frac{1}{5} \left( -1 \otimes e^{-a_1+a_6} - 1 \otimes e^{-a_3+a_5} + 1 \otimes e^{-a_1-a_3+a_5+a_6} \right),$$

we have

$$\frac{1}{5} Y_{-1}(1 \otimes e^{a_1-a_6}) \cdot B$$

$$= \frac{1}{25} \text{Res} \left[ z^0 \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(k)}{k} z^{-k} \right) e_{a_1-a_6} z^{(a_1-a_6)(0)} \cdot 1 \otimes e^{-a_1+a_6} \right]$$

$$+ \frac{1}{25} \text{Res} \left[ z^0 \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(k)}{k} z^{-k} \right) e_{a_1-a_6} z^{(a_1-a_6)(0)} \cdot 1 \otimes e^{a_3-a_5} \right]$$

$$+ \frac{1}{25} \text{Res} \left[ z^0 \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(k)}{k} z^{-k} \right) e_{a_1-a_6} z^{(a_1-a_6)(0)} \cdot 1 \otimes e^{-a_1-a_3+a_5+a_6} \right]$$

$$= \frac{1}{25} \text{Res} \left[ z^{-4} \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(-k)}{k} z^k \right) \cdot 1 \otimes e^0 \right]$$

$$+ \frac{1}{25} \text{Res} \left[ z^{-2} \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(-k)}{k} z^k \right) \cdot 1 \otimes e^{a_1+a_3-a_5-a_6} \right]$$

$$- \frac{1}{25} \text{Res} \left[ z^{-2} \exp \left( \sum_{k \geq 1} \frac{(a_1-a_6)(-k)}{k} z^k \right) \cdot 1 \otimes e^{-a_3+a_5} \right]$$

$$= \frac{1}{25} \left( \frac{(a_1-a_6)(-3)}{3} + \frac{(a_1-a_6)(-2)(a_1-a_6)(-1)}{2} + \frac{(a_1-a_6)(-1)^3}{6} \right) \otimes e^0$$

$$+ \frac{1}{25} (a_1-a_6)(-1) \otimes e^{a_1+a_3-a_5-a_6} - \frac{1}{25} (a_1-a_6)(-1) \otimes e^{-a_3+a_5}.$$

The results of the other five calculations are given as follows:

$$\frac{1}{5} Y_{-1}(1 \otimes e^{a_1+a_6}) \cdot B$$

$$= \frac{1}{25} \left( -\frac{(a_1-a_6)(-3)}{3} + \frac{(a_1-a_6)(-2)(a_1-a_6)(-1)}{2} \right.$$  
$$\left. + \frac{(a_1-a_6)(-1)^3}{6} \right) \otimes e^0$$

$$+ \frac{1}{25} (-a_1+a_6)(-1) \otimes e^{-a_1-a_3+a_5+a_6} - \frac{1}{25} (-a_1+a_6)(-1) \otimes e^{a_3-a_5}.$$
\[
\frac{1}{5} Y_{-1} \left( 1 \otimes e^{a_3 - a_5} \right) \cdot B \\
= \frac{1}{25} \left( \frac{(a_3 - a_5)(-3)}{3} + \frac{(a_3 - a_5)(-2)(a_3 - a_5)(-1)}{2} + \frac{(a_3 - a_5)(-1)^3}{6} \right) \otimes e^0 \\
+ \frac{1}{25}(a_3 - a_5)(-1) \otimes e^{a_1 + a_3 - a_5 - a_6} - \frac{1}{25}(a_3 - a_5)(-1) \otimes e^{-a_1 + a_6},
\]

\[
\frac{1}{5} Y_{-1} \left( 1 \otimes e^{-a_3 + a_5} \right) \cdot B \\
= \frac{1}{25} \left( \frac{-(a_3 - a_5)(-3)}{3} + \frac{(a_3 - a_5)(-2)(a_3 - a_5)(-1)}{2} + \frac{-(a_3 - a_5)(-1)^3}{6} \right) \otimes e^0 \\
+ \frac{1}{25}(-a_3 + a_5)(-1) \otimes e^{-a_1 - a_3 + a_5 + a_6} - \frac{1}{25}(-a_3 + a_5)(-1) \otimes e^{a_1 - a_6},
\]

\[
\frac{1}{5} Y_{-1} \left( 1 \otimes e^{a_1 + a_3 - a_5 - a_6} \right) \cdot B \\
= \frac{1}{25} \left( \frac{(a_1 + a_3 - a_5 - a_6)(-3)}{3} + \frac{(a_1 + a_3 - a_5 - a_6)(-1)^3}{6} + \frac{(a_1 + a_3 - a_5 - a_6)(-2)(a_1 + a_3 - a_5 - a_6)(-1)}{2} \right) \otimes e^0 \\
- \frac{1}{25}(a_1 + a_3 - a_5 - a_6)(-1) \otimes e^{a_3 - a_5} - \frac{1}{25}(a_1 + a_3 - a_5 - a_6)(-1) \otimes e^{a_1 - a_6},
\]

and

\[
\frac{1}{5} Y_{-1} \left( 1 \otimes e^{-a_1 - a_3 + a_5 + a_6} \right) \cdot B \\
= \frac{1}{25} \left( \frac{-(a_1 + a_3 - a_5 - a_6)(-3)}{3} + \frac{-(a_1 + a_3 - a_5 - a_6)(-1)^3}{6} + \frac{(a_1 + a_3 - a_5 - a_6)(-2)(a_1 + a_3 - a_5 - a_6)(-1)}{2} \right) \otimes e^0 \\
- \frac{1}{25}(-a_1 - a_3 + a_5 + a_6)(-1) \otimes e^{-a_3 + a_5} \\
- \frac{1}{25}(-a_1 - a_3 + a_5 + a_6)(-1) \otimes e^{-a_1 + a_6}.
\]

Adding these six results together, the total is
\[
\begin{align*}
\frac{1}{25} & \left[(\alpha_1 - \alpha_6)(-2)(\alpha_1 - \alpha_6)(-1) + (\alpha_3 - \alpha_5)(-2)(\alpha_3 - \alpha_5)(-1) \\
& \quad + (\alpha_1 - \alpha_3 - \alpha_5 - \alpha_6)(-2)(\alpha_1 - \alpha_3 - \alpha_5 - \alpha_6)(-1) \right] \otimes e^0 \\
& \quad + \frac{1}{25} \left[(\alpha_1 - \alpha_6)(-1) \otimes e^{\alpha_1 - \alpha_6} + (-\alpha_1 + \alpha_6)(-1) \otimes e^{-\alpha_1 + \alpha_6} \right] \\
& \quad + \frac{1}{25} \left[(\alpha_3 - \alpha_5)(-1) \otimes e^{\alpha_3 - \alpha_5} + (-\alpha_3 + \alpha_5)(-1) \otimes e^{-\alpha_3 + \alpha_5} \right] \\
& \quad + \frac{1}{25} \left[(\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6)(-1) \otimes e^{\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6} \right] \\
& \quad + \frac{1}{25} \left[(-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6)(-1) \otimes e^{-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6} \right].
\end{align*}
\]

Only the calculation of \(Y_{-1}(1 \otimes e^{\alpha_1 - \alpha_6})\) on the products of Heisenberg operators in \(\omega\) will be shown since the other five calculations are similar. Writing

\[
A = \frac{1}{10} \left[(-\lambda_1 + \lambda_6)(-1)^2 + (\lambda_3 - \lambda_5)(-1)^2\right] \otimes e^0
\]

we have for one particular part of \(A\),

\[
-\frac{1}{5} Y_{-1}(1 \otimes e^{\alpha_1 - \alpha_6}) \cdot (-\lambda_1 + \lambda_6)(-1)^2 \otimes e^0
\]

\[
= -\frac{1}{50} \text{Res} \left[ z^0 \exp \left( \sum_{k \geq 1} \frac{(\alpha_1 - \alpha_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(\alpha_1 - \alpha_6)(k)}{-k} z^{-k} \right) e^{\alpha_1 - \alpha_6} (z^{\alpha_1 - \alpha_6}) \right] \cdot (-\lambda_1 + \lambda_6)(-1)^2 \otimes e^{\alpha_1 - \alpha_6} \\
= -\frac{1}{50} \text{Res} \left[ z^0 \exp \left( \sum_{k \geq 1} \frac{(\alpha_1 - \alpha_6)(-k)}{k} z^k \right) \cdot (-\lambda_1 + \lambda_6)(-1)^2 \otimes e^{\alpha_1 - \alpha_6} \right] \\
= -\frac{1}{50} (2)(-2)(-\lambda_1 + \lambda_6)(-1) \otimes e^{\alpha_1 - \alpha_6} \\
= -\frac{2}{25} (-\lambda_1 + \lambda_6)(-1) \otimes e^{\alpha_1 - \alpha_6}.
\]

So, determining the action on all three parts of \(A\) in a similar manner, we have

\[
-\frac{1}{5} Y_{-1}(1 \otimes e^{\alpha_1 - \alpha_6}) \cdot A
\]

\[
= -\frac{2}{25} \left[(-\lambda_1 + \lambda_6)(-1) \otimes e^{\alpha_1 - \alpha_6} + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{\alpha_1 - \alpha_6} \right] \\
= -\frac{2}{25} (\alpha_1 - \alpha_6)(-1) \otimes e^{\alpha_1 - \alpha_6}. 
\]
Hence, we obtain the following similar actions on $A$,

$$
-\frac{1}{5} Y_{-1} \left( 1 \otimes e^{-\alpha_1 + \alpha_6} \right) \cdot A \\
= -\frac{2}{25} \left[ (\lambda_1 - \lambda_6)(-1) \otimes e^{-\alpha_1 + \alpha_6} - (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{-\alpha_1 + \alpha_6} \right] \\
= -\frac{2}{25} (\alpha_1 + \alpha_6)(-1) \otimes e^{-\alpha_1 + \alpha_6}, \quad (5.13)
$$

$$
-\frac{1}{5} Y_{-1} \left( 1 \otimes e^{\alpha_3 + \alpha_5} \right) \cdot A \\
= -\frac{2}{25} \left[ (\lambda_3 - \lambda_5)(-1) \otimes e^{\alpha_3 - \alpha_5} + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{\alpha_3 - \alpha_5} \right] \\
= -\frac{2}{25} (\alpha_3 - \alpha_5)(-1) \otimes e^{\alpha_3 - \alpha_5}, \quad (5.14)
$$

$$
-\frac{1}{5} Y_{-1} \left( 1 \otimes e^{-\alpha_3 + \alpha_5} \right) \cdot A \\
= -\frac{2}{25} \left[ (-\lambda_1 + \lambda_6)(-1) \otimes e^{-\alpha_3 + \alpha_5} - (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{-\alpha_3 + \alpha_5} \right] \\
= -\frac{2}{25} (\alpha_1 - \alpha_3 - \alpha_5 - \alpha_6)(-1) \otimes e^{-\alpha_3 + \alpha_5}, \quad (5.15)
$$

$$
\frac{1}{5} Y_{-1} \left( 1 \otimes e^{\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6} \right) \cdot A \\
= \frac{2}{25} \left[ (-\lambda_1 + \lambda_6)(-1) \otimes e^{\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6} + (\lambda_3 - \lambda_5)(-1) \otimes e^{\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6} \right] \\
= \frac{2}{25} (\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6)(-1) \otimes e^{\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6}, \quad (5.16)
$$

and

$$
\frac{1}{5} Y_{-1} \left( 1 \otimes e^{-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6} \right) \cdot A \\
= \frac{2}{25} \left[ (-\lambda_1 + \lambda_6)(-1) \otimes e^{-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6} - (\lambda_3 - \lambda_5)(-1) \otimes e^{-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6} \right] \\
= \frac{2}{25} (\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6)(-1) \otimes e^{-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6}, \quad (5.17)
$$

Summing over the right hand sides of (5.8) - (5.17), we have
\[ Y_{-1}(\omega) \cdot \omega \]
\[ = -\frac{1}{5}(a_1 - a_6)(-1) \otimes e^{a_1 - a_6} - \frac{1}{5}(-a_1 + a_6)(-1) \otimes e^{-a_1 + a_6} \]
\[ - \frac{1}{5}(a_3 - a_5)(-1) \otimes e^{a_3 - a_5} - \frac{1}{5}(-a_3 + a_5)(-1) \otimes e^{-a_3 + a_5} \]
\[ + \frac{1}{5}(a_1 + a_3 - a_5 - a_6)(-1) \otimes e^{a_1 + a_3 - a_5 - a_6} \]
\[ + \frac{1}{5}(-a_1 + a_3 + a_5 + a_6)(-1) \otimes e^{-a_1 + a_3 + a_5 + a_6} \]
\[ + \frac{1}{10}(2(-\lambda_1 + \lambda_6)(-2)(-\lambda_1 + \lambda_6)(-1) + 2(\lambda_3 - \lambda_5)(-2)(\lambda_3 - \lambda_5)(-1) \]
\[ + 2(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-2)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)) \otimes e^0. \]

Using the derivatives of vertex operators at the end of Section 4.1,

\[ Y(Y_{-1}(\omega) \cdot \omega, z) \]
\[ = \frac{1}{10}(-\lambda_1 + \lambda_6)(1)(z)(-\lambda_1 + \lambda_6)(z) + \frac{1}{10}(-\lambda_1 + \lambda_6)(1)(z)(-\lambda_1 + \lambda_6)(z) : \]
\[ + \frac{1}{10}(\lambda_3 - \lambda_5)(1)(z)(\lambda_3 - \lambda_5)(z) + \frac{1}{10}(\lambda_3 - \lambda_5)(1)(z)(\lambda_3 - \lambda_5)(z) : \]
\[ + \frac{1}{10}(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(1)(z)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(z) : \]
\[ + \frac{1}{10}(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(1)(z)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(z) : \]
\[ - \frac{1}{5}Y((a_1 - a_6)(-1) \otimes e^{a_1 - a_6}, z) - \frac{1}{5}Y((-a_1 + a_6)(-1) \otimes e^{-a_1 + a_6}, z) \]
\[ - \frac{1}{5}Y((a_3 - a_5)(-1) \otimes e^{a_3 - a_5}, z) - \frac{1}{5}Y((-a_3 + a_5)(-1) \otimes e^{-a_3 + a_5}, z) \]
\[ + \frac{1}{5}Y((a_1 + a_3 - a_5 - a_6)(-1) \otimes e^{a_1 + a_3 - a_5 - a_6}, z) \]
\[ + \frac{1}{5}Y((-a_1 + a_3 + a_5 + a_6)(-1) \otimes e^{-a_1 + a_3 + a_5 + a_6}, z) \]
\[ = \frac{d}{dz}Y(\omega, z). \]

Since
\[ Y(\omega, z) = \sum_{p \in \mathbb{Z}} \{\omega\}_p z^{-p-1} \quad (5.18) \]

we have
\[ \frac{d}{dz}Y(\omega, z) = \sum_{p \in \mathbb{Z}} (-p - 1) \{\omega\}_p z^{-p-2}. \quad (5.19) \]
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To complete the calculation, the operator \( \{ \omega \}_0 \cdot \omega \) is given by the coefficient of \( z^{-m-n-3} \) in (5.19). Hence \( p = m + n + 1 \) and

\[
\{ \omega \}_0 \cdot \omega \}_{m+n+2} = -(m + n + 2) \{ \omega \}_{m+n+1}.
\]  

(5.20)

The next contribution for the calculation of the bracket comes from the calculation of \( \{ \omega \}_1 \cdot \omega \). Noting that the rest of the actions of Heisenberg operators follow similarly, we compute

\[
\frac{1}{10} \gamma_0 \left( (-\lambda_1 + \lambda_6)(-1)^2 \right) \cdot \omega \\
= \frac{1}{10} \sum_{r \in \mathbb{Z}} :(-\lambda_1 + \lambda_6)(r)(-\lambda_1 + \lambda_6)(-r) : \omega \\
= \frac{1}{10} \left( (-\lambda_1 + \lambda_6)(0)(-\lambda_1 + \lambda_6)(0) + 2(-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(1) \right) \cdot \omega \\
= \frac{1}{10}(-\lambda_1 + \lambda_6)(0)(-\lambda_1 + \lambda_6)(0) \cdot \frac{1}{5} (-1 \otimes e^{a_1-a_6} - 1 \otimes e^{-a_1+a_6}) \\
+ \frac{1}{10}(-\lambda_1 + \lambda_6)(0)(-\lambda_1 + \lambda_6)(0) \cdot \frac{1}{5} (-1 \otimes e^{a_3-a_5} - 1 \otimes e^{-a_3+a_5}) \\
+ \frac{1}{10}(-\lambda_1 + \lambda_6)(0)(-\lambda_1 + \lambda_6)(0) \cdot \frac{1}{5} (1 \otimes e^{a_1+a_3-a_5-a_6} + 1 \otimes e^{-a_1-a_3+a_5+a_6}) \\
+ \frac{1}{5}(-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(1) \cdot \frac{1}{10}(-\lambda_1 + \lambda_6)(-1)^2 \otimes e^0 \\
+ \frac{1}{5}(-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(1) \cdot \frac{1}{10}(\lambda_3 - \lambda_5)(-1)^2 \otimes e^0 \\
+ \frac{1}{5}(-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(1) \cdot \frac{1}{10}(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \otimes e^0 \\
= -\frac{2}{25}[1 \otimes e^{a_1-a_6} + 1 \otimes e^{-a_1+a_6}] + \frac{2}{25}[1 \otimes e^{a_1+a_3-a_5-a_6} + 1 \otimes e^{-a_1-a_3+a_5+a_6}] \\
+ \frac{4}{75}(-\lambda_1 + \lambda_6)(-1)^2 \otimes e^0 - \frac{2}{75}(-\lambda_1 + \lambda_6)(-1)(\lambda_3 - \lambda_5)(-1) \otimes e^0 \\
- \frac{2}{75}(-\lambda_1 + \lambda_6)(-1)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^0 \\
= -\frac{2}{25}[1 \otimes e^{a_1-a_6} + 1 \otimes e^{-a_1+a_6}] + \frac{2}{25}[1 \otimes e^{a_1+a_3-a_5-a_6} + 1 \otimes e^{-a_1-a_3+a_5+a_6}] \\
+ \frac{2}{25}(-\lambda_1 + \lambda_6)(-1)^2 \otimes e^0.
\]

(5.21)

The actions of the other two operators are given by

\[
\frac{1}{10} \gamma_0 \left( (\lambda_3 - \lambda_5)(-1)^2 \right) \cdot \omega \\
= -\frac{2}{25}[1 \otimes e^{a_1-a_5} + 1 \otimes e^{-a_1+a_5}] + \frac{2}{25}[1 \otimes e^{a_1+a_3-a_5-a_6} + 1 \otimes e^{-a_1-a_3+a_5+a_6}] \\
+ \frac{2}{25}(\lambda_3 - \lambda_5)(-1)^2 \otimes e^0,
\]

(5.22)
The results of the other five calculations are given by:

\[
\frac{1}{10} Y_0 \left( (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \right) \cdot \omega
= -\frac{2}{25} [1 \otimes e^{a_1-a_6} + 1 \otimes e^{-a_1+a_6}] - \frac{2}{25} [1 \otimes e^{a_3-a_5} + 1 \otimes e^{-a_3+a_5}]
+ \frac{2}{25} (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \otimes e^0.
\]

(5.23)

Only the calculation \( Y_0 (1 \otimes e^{a_1-a_6}) \cdot \omega \) will be shown since the other five calculations are similar. If we consider \( Y_0 (1 \otimes e^{\gamma_i}) \cdot 1 \otimes e^{\gamma_i} \), then the result will be 0 if \( (\gamma_i, \gamma_j) \geq -1 \).

We only give the non-zero actions and therefore we have

\[
\frac{1}{5} Y_0 (1 \otimes e^{a_1-a_6}) \cdot B
= \frac{1}{25} \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(k)}{-k} z^{-k} \right)
\cdot e_{a_1-a_6}^{2} \cdot 1 \otimes e^{-a_1+a_6} \right]
+ \frac{1}{25} \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(k)}{-k} z^{-k} \right)
\cdot e_{a_1-a_6}^{2} \cdot 1 \otimes e^{a_3-a_5} \right]
+ \frac{1}{25} \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(k)}{-k} z^{-k} \right)
\cdot e_{a_1-a_6} \cdot 1 \otimes e^{-a_1-a_3+a_5+a_6} \right]
= \frac{1}{25} \text{Res} \left[ z^{-3} \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \cdot 1 \otimes e^0 \right]
+ \frac{1}{25} \text{Res} \left[ z^{-1} \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \cdot 1 \otimes e^{a_1+a_3-a_5-a_6} \right]
- \frac{1}{25} \text{Res} \left[ z^{-1} \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \cdot 1 \otimes e^{-a_3+a_5} \right]
= \frac{1}{25} \left( \frac{(a_1 - a_6)(-2)}{2} + \frac{(a_1 - a_6)(-1)^2}{2} \right) \otimes e^0
+ \frac{1}{25} \otimes e^{a_1+a_3-a_5-a_6} - \frac{1}{25} \otimes e^{-a_3+a_5}.
\]

The results of the other five calculations are given by:

\[
\frac{1}{5} Y_0 (1 \otimes e^{-a_1+a_6}) \cdot B
= \frac{1}{25} \left( -\frac{(a_1 - a_6)(-2)}{2} + \frac{(a_1 - a_6)(-1)^2}{2} \right) \otimes e^0 + \frac{1}{25} \otimes e^{-a_1-a_3+a_5+a_6}
- \frac{1}{25} \otimes e^{a_3-a_5},
\]
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Adding these six calculations together, the resulting vector is

\[
\frac{1}{5} Y_0 \left( 1 \otimes e^{a_3-a_5} \right) \cdot B
= \frac{1}{25} \left( \frac{(a_3 - a_5)(-2)}{2} + \frac{(a_3 - a_5)(-1)^2}{2} \right) \otimes e^0 + \frac{1}{25} \otimes e^{a_1+a_3-a_5-a_6}
- \frac{1}{25} \otimes e^{-a_1+a_6},
\]

\[
\frac{1}{5} Y_0 \left( 1 \otimes e^{-a_3+a_5} \right) \cdot B
= \frac{1}{25} \left( -\frac{(a_3 - a_5)(-2)}{2} + \frac{(a_3 - a_5)(-1)^2}{2} \right) \otimes e^0 + \frac{1}{25} \otimes e^{-a_1-a_3+a_5+a_6}
- \frac{1}{25} \otimes e^{a_1-a_6},
\]

\[
\frac{1}{5} Y_0 \left( 1 \otimes e^{a_1+a_3-a_5-a_6} \right) \cdot B
= \frac{1}{25} \left( \frac{(a_1 + a_3 - a_5 - a_6)(-2)}{2} + \frac{(a_1 + a_3 - a_5 - a_6)(-1)^2}{2} \right) \otimes e^0
- \frac{1}{25} \otimes e^{a_3-a_5} - \frac{1}{25} \otimes e^{a_1-a_6},
\]

and

\[
\frac{1}{5} Y_0 \left( 1 \otimes e^{-a_1-a_3+a_5+a_6} \right) \cdot B
= \frac{1}{25} \left( -\frac{(a_1 + a_3 - a_5 - a_6)(-2)}{2} + \frac{(a_1 + a_3 - a_5 - a_6)(-1)^2}{2} \right) \otimes e^0
- \frac{1}{25} \otimes e^{-a_3+a_5} - \frac{1}{25} \otimes e^{-a_1+a_6}.
\]

Adding these six calculations together, the resulting vector is

\[
\frac{1}{25} \left[ (a_1 - a_6)(-1)^2 + (a_3 - a_5)(-1)^2 + (a_1 - a_3 - a_5 - a_6)(-1)^2 \right] \otimes e^0
- \frac{1}{25} \left[ 1 \otimes e^{a_1-a_6} + 1 \otimes e^{-a_1+a_6} + 1 \otimes e^{a_3-a_5} + 1 \otimes e^{-a_3+a_5} \right]
+ \frac{1}{25} \left[ 1 \otimes e^{a_1+a_3-a_5-a_6} + 1 \otimes e^{-a_1-a_3+a_5+a_6} \right].
\]

Only the calculation \( Y_0 \left( 1 \otimes e^{a_1-a_6} \right) \) on the products of Heisenberg operators in \( \omega \) will be shown since the other five calculations are similar. We have

\[
-\frac{1}{5} Y_0 \left( 1 \otimes e^{a_1-a_6} \right) \cdot (-\lambda_1 + \lambda_6)(-1)^2 \otimes e^0
= -\frac{1}{50} \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(k)}{-k} z^{-k} \right) e^{a_1-a_6} \cdot (-\lambda_1 + \lambda_6)(-1)^2 \otimes e^0 \right]
\]
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Determining the action on all three parts of $A$ in a similar manner, we have

\[-\frac{1}{5} Y_{-1} \left( 1 \otimes e^{-a_1+a_6} \right) \cdot A = -\frac{4}{25} 1 \otimes e^{a_1-a_6}.\]

Hence, the following are the results of the action on the Heisenberg operators:

\[
\begin{align*}
-\frac{1}{5} Y_0 \left( 1 \otimes e^{-a_1-a_6} \right) \cdot A &= -\frac{4}{25} 1 \otimes e^{-a_1+a_6}, \\
-\frac{1}{5} Y_0 \left( 1 \otimes e^{a_3+a_5} \right) \cdot A &= -\frac{4}{25} 1 \otimes e^{a_3-a_5}, \\
-\frac{1}{5} Y_0 \left( 1 \otimes e^{-a_3-a_5} \right) \cdot A &= -\frac{4}{25} 1 \otimes e^{-a_3+a_5}, \\
\frac{1}{5} Y_0 \left( 1 \otimes e^{a_1+a_3-a_5-a_6} \right) \cdot A &= \frac{4}{25} 1 \otimes e^{a_1+a_3-a_5-a_6}, \\
\frac{1}{5} Y_0 \left( 1 \otimes e^{-a_1-a_3+a_5+a_6} \right) \cdot A &= \frac{4}{25} 1 \otimes e^{-a_1-a_3+a_5+a_6}. 
\end{align*}
\]

Summing all these calculations gives

\[
Y_0 (\omega) \cdot \omega = \frac{2}{10} \left[ (-\lambda_1 + \lambda_6)(-1)^2 + (\lambda_3 - \lambda_5)(-1)^2 \right] \otimes e^0 \\
+ \frac{2}{10} (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \otimes e^0 \\
+ \frac{2}{5} (-1 \otimes e^{a_1-a_6} - 1 \otimes e^{a_3-a_5} + 1 \otimes e^{a_1+a_3-a_5-a_6}) \\
+ \frac{2}{5} (-1 \otimes e^{-a_1+a_6} - 1 \otimes e^{-a_3+a_5} + 1 \otimes e^{-a_1-a_3+a_5+a_6}) \\
= 2\omega,
\]

so that

\[
Y(Y_0 (\omega) \cdot \omega, z) = 2Y(\omega, z) \\
= 2 \sum_{p \in \mathbb{Z}} \{ \omega \}_p z^{-p-1}. \tag{5.25}
\]
Hence the operator \( \{ \{ \omega \} \cdot \omega \}_{m+n+1} \) is given by the coefficient of \( z^{-m-n-2} \) in \( (5.25) \). Therefore, \( p = m + n + 1 \) and

\[
\{ \{ \omega \} \cdot \omega \}_{m+n+1} = 2\{ \omega \}_{m+n+1}. \tag{5.26}
\]

The next contribution for the calculation of the bracket comes from the calculation of \( \{ \omega \}_2 \cdot \omega \). We first compute

\[
\frac{1}{10} Y_1 \left( (-\lambda_1 + \lambda_6)(-1)^2 \right) \cdot \omega = \frac{1}{10} \sum_{r \in \mathbb{Z}} (-\lambda_1 + \lambda_6)(r)(-\lambda_1 + \lambda_6)(1 - r) \cdot \omega
\]

\[
= \frac{1}{10} \left( \cdots + (-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(2) + 2(-\lambda_1 + \lambda_6)(0)(-\lambda_1 + \lambda_6)(1) + (-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(2) + \ldots \right) \cdot \omega
\]

\[
= 0 \tag{5.27}
\]

since every term in this sum kills \( \omega \). The argument for the other two operators acting on \( \omega \) are exactly the same, hence

\[
\frac{1}{10} Y_1 \left( (\lambda_3 - \lambda_5)(-1)^2 \right) \cdot \omega = 0,
\]

\[
\frac{1}{10} Y_1 \left( (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \right) \cdot \omega = 0.
\]

The action of \( Y_1 (1 \otimes e^{a_1 - a_6}) \) will be computed and the other five operators follow in a similar manner. We have that

\[
-\frac{1}{5} Y_1 (1 \otimes e^{a_1 - a_6}) \cdot \omega
\]

\[
= -\frac{1}{5} \text{Res} \left[ z^2 \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{(a_1 - a_6)(k)}{-k} z^{-k} \right) e_{a_1 - a_6} z^{(a_1 - a_6)(0)} \cdot \omega \right].
\]

\[
= \frac{1}{25} e(a_1 - a_6, -a_1 + a_6)(a_1 - a_6)(-1) \otimes e^0
\]

since the only non-zero contribution is from the term \( 1 \otimes e^{-a_1 + a_6} \) in \( \omega \) because

\[\langle a_1 - a_6, \gamma \rangle \geq -2 \text{ for all other terms } 1 \otimes e^7 \text{ and } \langle a_1 - a_6, -a_1 + a_6 \rangle = -4.\]

Similarly, the other five calculations are

\[
-\frac{1}{5} Y_1 (1 \otimes e^{-a_1 + a_6}) \cdot \omega = \frac{1}{25} e(-a_1 + a_6, a_1 - a_6)(-a_1 + a_6)(-1) \otimes e^0,
\]

\[
-\frac{1}{5} Y_1 (1 \otimes e^{a_3 - a_5}) \cdot \omega = \frac{1}{25} e(a_3 - a_5, a_3 - a_5)(-a_3 + a_5)(-1) \otimes e^0,
\]

\[
-\frac{1}{5} Y_1 (1 \otimes e^{a_3 + a_5}) \cdot \omega = \frac{1}{25} e(-a_3 + a_5, -a_3 + a_5)(-a_3 + a_5)(-1) \otimes e^0,
\]

\[
-\frac{1}{5} Y_1 (1 \otimes e^{a_1 - a_3}) \cdot \omega = \frac{1}{25} e(a_1 - a_3, a_1 - a_3)(-a_1 + a_3)(-1) \otimes e^0,
\]

\[
-\frac{1}{5} Y_1 (1 \otimes e^{-a_1 - a_3}) \cdot \omega = \frac{1}{25} e(-a_1 - a_3, -a_1 - a_3)(a_1 + a_3)(-1) \otimes e^0.
\]
Adding these six calculations together, the resulting action gives the 0 vector. The sum gives

\[ Y_1(\omega) \cdot \omega = 0. \]

So \( \{\omega\}_2 \cdot \omega \) \( m+n = 0 \) \( IV_p \).

The last contribution for the calculation of the bracket comes from \( \{\omega\}_3 \cdot \omega \). In the following computation only the \( r=1 \) term contributes,

\[
\frac{1}{10} Y_2 \left( (-\lambda_1 + \lambda_6)(-1)^2 \right) \cdot \omega = \frac{1}{10} \sum_{r \in \mathbb{Z}} : (-\lambda_1 + \lambda_6)(r)(-\lambda_1 + \lambda_6)(2 - r) : \cdot \omega
\]
\[
= \frac{1}{100} (-\lambda_1 + \lambda_6)(1)^2 \cdot \left[ (-\lambda_1 + \lambda_6)(-1)^2 \otimes e^0 + (\lambda_3 - \lambda_5)(-1)^2 \otimes e^0 \\
+ (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \otimes e^0 \right]
\]
\[
= \frac{1}{100} \left[ 2 \left( \frac{4}{3} \right)^2 + 2 \left( \frac{2}{3} \right)^2 + 2 \left( \frac{2}{3} \right)^2 \right] \otimes e^0
\]
\[
= \frac{4}{75} \otimes e^0.
\]

We have similarly

\[
\frac{1}{10} Y_2 \left( (\lambda_3 - \lambda_5)(-1)^2 \right) \cdot \omega = \frac{4}{75} \otimes e^0
\]
\[
\frac{1}{10} Y_2 \left( (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \right) \cdot \omega = \frac{4}{75} \otimes e^0.
\]

Only the calculation \( Y_2(1 \otimes e^{\alpha_1 - \alpha_6}) \) on \( \omega \) will be shown since the five other calculations are similar. We have

\[
\frac{1}{5} Y_2 \left( 1 \otimes e^{\alpha_1 + \alpha_5 - \alpha_6} \right) \cdot \omega
\]
\[
= -\frac{1}{5} \text{Res} \left[ z^3 \exp \left( \sum_{k \geq 1} \frac{\alpha_1 - \alpha_6}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_1 - \alpha_6}{-k} z^{-k} \right) e^{\alpha_1 - \alpha_6 z^{(\alpha_1 - \alpha_6)(0)}} \cdot \omega \right].
\]
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\[= \frac{1}{25} \varepsilon (\alpha_1 - \alpha_6, -\alpha_1 + \alpha_6) 1 \otimes e^0 \]
\[= \frac{1}{25} \otimes e^0, \]
since the only non-zero contribution is from the term \(1 \otimes e^{-\alpha_1+\alpha_6}\) in \(\omega\) because \(\langle \alpha_1 - \alpha_6, \gamma \rangle \geq -2\) for all other terms \(1 \otimes e^\gamma\) and \(\langle \alpha_1 - \alpha_6, -\alpha_1 + \alpha_6 \rangle = -4\).

Similarly, the other five calculations are now given by
\[
\begin{align*}
\frac{1}{5} Y_2 (1 \otimes e^{-\alpha_1+\alpha_6}) \cdot \omega &= \frac{1}{25} \otimes e^0, \\
\frac{1}{5} Y_2 (1 \otimes e^{\alpha_3-\alpha_5}) \cdot \omega &= \frac{1}{25} \otimes e^0, \\
\frac{1}{5} Y_2 (1 \otimes e^{-\alpha_3+\alpha_5}) \cdot \omega &= \frac{1}{25} \otimes e^0, \\
\frac{1}{5} Y_2 (1 \otimes e^{\alpha_1+\alpha_3-\alpha_5-\alpha_6}) \cdot \omega &= \frac{1}{25} \otimes e^0, \\
\frac{1}{5} Y_2 (1 \otimes e^{-\alpha_1-\alpha_3+\alpha_5+\alpha_6}) \cdot \omega &= \frac{1}{25} \otimes e^0.
\end{align*}
\]

Therefore \(Y_2 (\omega) \cdot \omega = \frac{2}{5} \otimes e^0\) and
\[
Y (Y_2 (\omega) \cdot \omega, z) = Y \left( \frac{2}{5} \otimes e^0, z \right) = \sum_{p \in \mathbb{Z}} \left\{ \frac{2}{5} \otimes e^0 \right\}_p z^{-p-1}. \tag{5.28}
\]

Since the operator \(\{ \omega \}_m \cdot \omega \}_{m+n-1} \) is given by the coefficient of \(z^{-m-n}, p = m+n-1\). The operators \(\left\{ \frac{2}{5} \otimes e^0 \right\}_p = 0\), unless \(p = -1\), and therefore \(-1 = m + n - 1\) implies \(m = -n\). We have the following
\[
\{ \omega \}_3 \cdot \omega \}_{m+n-1} = \left\{ \frac{2}{5} \otimes e^0 \right\}_{m+n-1} = \delta_{m,-n} \frac{2}{5} I_{V_p} \tag{5.29}
\]

Now putting together all the previous calculations, we have
\[
[L(m), L(n)] = \{ \omega \}_{m+1} \cdot \{ \omega \}_{n+1} = \sum_{0 \leq k} \left( \begin{array}{c} m+1 \\ k \end{array} \right) \{ \omega \}_k \cdot \omega \}_{m+n+2-k} = \left( \begin{array}{c} m+1 \\ 0 \end{array} \right) (-m-n-2) \{ \omega \}_{m+n+1} + \left( \begin{array}{c} m+1 \\ 1 \end{array} \right) 2 \{ \omega \}_{m+n+1} \\
+ \left( \begin{array}{c} m+1 \\ 2 \end{array} \right) 0 I_{V_p} + \left( \begin{array}{c} m+1 \\ 3 \end{array} \right) \delta_{m,-n} \frac{2}{5} I_{V_p} = \left[ (m-n+2) + 2(m+1) \right] \{ \omega \}_{m+n+1} + \frac{m^3 - m}{6} \delta_{m,-n} \frac{2}{5} I_{V_p}.
\]
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\[
(m - n)\{\omega\}_{m+n+1} + \frac{m^3 - m}{12} \delta_{m,-n} \frac{4}{5} l_{V_p}
\]
\[
= (m - n)L(m + n) + \frac{m^3 - m}{12} \delta_{m,-n} \frac{4}{5} l_{V_p}.
\]

Therefore the vector \( \omega \) generates a representation of the Virasoro algebra with central charge \( \frac{4}{5} \). Note that one can now recover the Virasoro brackets for the representation generated by \( \omega_{F_4} \), by using the brackets the Virasoro representation generated by \( \omega_{E_6} - \omega \).
Chapter 6

Verification of $\text{Vir} \otimes F_4^{(1)}$-module Highest Weight Vectors

This chapter gives the calculations which determine the summands in the decomposition for each $V^{\Lambda_i}$ given in Chapter 3. Each of these summands $\text{Vir} \left( \frac{4}{3}, 1 \right) \otimes V^{\Omega_j}$ is determined by a HWV with respect to both $\text{Vir}$ and $\tilde{a}$. In such a summand, the conditions for $v \in V_{\rho}$ to be a HWV for these two algebras are:

1. $Y_1 (1 \otimes e^{-\theta}) \cdot v = 0$.
2. $Y_0 (\beta_i) \cdot v = 0$, $\forall \beta_i \in \Delta_{F_4}$.
3. $Y_1 (\omega) \cdot v = 0$ and $Y_2 (\omega) \cdot v = 0$.
4. $Y_0 (\omega) \cdot v = hv$.
5. $Y_0 (\beta_i (-1)1 \otimes e^0) \cdot v = \beta_i (0) \cdot v = \langle \omega_j, \beta_i \rangle v$, $\forall \beta_i \in \Delta_{F_4}$.

When $v \in \bigoplus_{k=1}^{l} S(\mathfrak{h}_{\mathfrak{g}_2}) \otimes e^{i \nu}$, condition 5 is equivalent to $\text{Proj}(v_k) = \omega_j$, for $1 \leq k \leq l$. Condition 5 is simple to check in each case and is not discussed below. Also we define

$$Y_n (\beta_i) = \{ \beta_i \}_n = \begin{cases} Y_n (1 \otimes e^{\beta_i}) & \text{for } i = 1, 2 \\ Y_n (1 \otimes e^{\alpha_3}) + Y_n (1 \otimes e^{\alpha_5}) & \text{for } i = 3 \\ Y_n (1 \otimes e^{\alpha_1}) + Y_n (1 \otimes e^{\alpha_6}) & \text{for } i = 4. \end{cases}$$

6.1 The Decomposition of $V^{\Lambda_0}$

We now find four highest weight vectors for the summands in the decomposition of $V^{\Lambda_0}$.

Lemma 6.1. $1 \otimes e^0$ is the HWV in $\text{Vir} \left( \frac{4}{3}, 0 \right) \otimes V^{\Omega_0}$. 
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Proof. 1) \( Y_1 (1 \otimes e^{-\theta}) \cdot 1 \otimes e^0 = 0 \)

Using (4.1), \( wt(\{1 \otimes e^{-\theta}\} \cdot 1 \otimes e^0) = -1 \) and therefore this action is 0.

2) \( Y_0 (\beta) \cdot 1 \otimes e^0 = 0, \forall \beta \in \Delta_{F_4} \)

We have for each \( \alpha \in \Delta_{E_6} \),

\[
Y_0 (1 \otimes e^\alpha) \cdot 1 \otimes e^0 = \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha(k)}{k} z^{-k} \right) e_\alpha z^\alpha (0) \cdot 1 \otimes e^0 \right] = \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha(k)}{k} z^{-k} \right) \cdot 1 \otimes e^\alpha \right]
\]

Therefore \( Y_0 (\beta) \cdot 1 \otimes e^0 = 0 \) for each \( \beta \in \Delta_{F_4} \).

3) Remember the \( \omega \), which generates the coset Virasoro, is

\[
\omega = 10 \left[ (-\lambda_1 + \lambda_6)(-1)^2 + (\lambda_3 - \lambda_5)(-1)^2 + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^2 \right] \otimes e^0 + \frac{1}{5} \left[ -1 \otimes e^{\pm \gamma_1} - 1 \otimes e^{\pm \gamma_2} + 1 \otimes e^{\pm \gamma_3} \right],
\]

where \( \gamma_1 = \alpha_1 - \alpha_6, \gamma_2 = \alpha_3 - \alpha_5, \) and \( \gamma_3 = \gamma_1 + \gamma_2 \). The action of the Virasoro operators will be broken into a sum of two parts with \( \omega = A + B \), where \( A \) is the first line of \( \omega \) above and \( B \) is the second line.

To give \( Y_1 (\omega) \cdot 1 \otimes e^0 \), use (4.1), \( wt(\{\omega\}_2 \cdot 1 \otimes e^0) = -1 \) and hence the action is 0. Using (4.1) to check \( Y_2 (\omega) \cdot 1 \otimes e^0 \), we have \( wt(\{\omega\}_3 \cdot 1 \otimes e^0) = -2 \) and therefore the action is 0. Hence all positive Virasoro operators will kill \( 1 \otimes e^0 \).

4) \( 1 \otimes e^0 \) has eigenvalue 0 for \( Y_0 (\omega) \). The action of \( Y_0 (\lambda_1 + \lambda_6)(-1)^2 \) will be computed and the other three operators, from \( A \), follow in a similar manner. Only the \( r = 0 \) term could contribute in this calculation, so we have

\[
Y_0 \left( (\lambda_1 + \lambda_6)(-1)^2 \right) \cdot 1 \otimes e^0 = \sum_{r \in \mathbb{Z}} : (\lambda_1 + \lambda_6)(r)(\lambda_1 + \lambda_6)(-r) : \cdot 1 \otimes e^0 = 0(1 \otimes e^0).
\]
Hence the action of part A on $1 \otimes e^0$ will give eigenvalue 0 for $1 \otimes e^0$.

To check the action of part B, for any $\gamma_i$,

$$Y_0 (1 \otimes e^{\gamma_i}) \cdot 1 \otimes e^0 = \text{Res} \left[ z \exp \left( \sum_{k \geq 1} \gamma_i(-k) \frac{z^k}{k} \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(k)}{-k} z^{-k} \right) e_{\gamma_i} z \cdot 1 \otimes e^0 \right]$$

$$= \text{Res} \left[ z \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(k)}{-k} z^{-k} \right) \cdot 1 \otimes e^{\gamma_i} \right]$$

$$= \text{Res} \left[ z \left( I + \frac{\gamma_i(-1)}{-1} z^1 \ldots \right) \cdot 1 \otimes e^{\gamma_i} \right]$$

$$= 0.$$

Hence all of B will give eigenvalue 0 for $1 \otimes e^0$ and $1 \otimes e^0$ has eigenvalue 0 for $Y_0 (\omega)$.

We set $\mu = (1, 1, 2, 2, 1, 1)$, $\tau \mu = (1, 1, 1, 2, 2, 1) \in \Phi_{E_6}$, where the ordered sextuples are the coefficients in the basis of simple roots. These are useful because they satisfy $\text{Proj}(\mu) = \text{Proj}(\tau \mu) = \omega_4$. We have two facts to help complete the calculations below:

a) $\alpha_3 + \tau \mu = \alpha_5 + \mu$

b) A table of dot products which make the calculations much quicker.

| $\mu$ | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ | $\alpha_4$ | $\alpha_5$ | $\alpha_6$ | $-\theta$ | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\lambda_5$ | $\lambda_6$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0     | 0         | 1         | 0         | $-1$      | $1$       | $-1$      | $-1$      | 2         | 1         | 1         | 2         | 2         | 1         | 1         | 2         | 1         |
| $\tau \mu$ | 1       | 0         | $-1$      | 1         | 0         | $-1$      | 1         | 2         | $-1$      | $-2$      | $-1$      | 1         | 1         | 2         | 2         | 1         |

**Lemma 6.2.** $1 \otimes e^\mu - 1 \otimes e^{\tau \mu}$ is a HWV in $\text{Vir} \left( \frac{4}{5}, \frac{2}{5} \right) \otimes W_{\Omega_4}$.

**Proof.** 1) $Y_1 (1 \otimes e^{-\theta}) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu}) = 0$

Since the action on $1 \otimes e^{\tau \mu}$ is similar, we only give the action on $1 \otimes e^\mu$. We have

$$Y_1 (1 \otimes e^{-\theta}) \cdot 1 \otimes e^\mu$$

$$= \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} -\frac{\theta(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} -\frac{\theta(k)}{-k} z^{-k} \right) e^{-\theta} z \cdot 1 \otimes e^\mu \right]$$

$$= \text{Res} \left[ e(-\theta, \mu) \exp \left( \sum_{k \geq 1} -\frac{\theta(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} -\frac{\theta(k)}{-k} z^{-k} \right) \cdot 1 \otimes e^{\mu - \theta} \right]$$

$$= \text{Res} \left[ e(-\theta, \mu) \left( I + \frac{-\theta(-1)}{1} z^1 \ldots \right) \cdot 1 \otimes e^{\mu - \theta} \right]$$

$$= 0.$$
Therefore using both calculations, $Y_1 (1 \otimes e^{-\theta}) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu}) = 0$.

2) $Y_0 (\beta) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu}) = 0, \forall \beta \in \Delta_{F_4}$.

For any $\alpha \in \Phi_{F_4}$, we have

$$Y_0 (1 \otimes e^\alpha) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})$$

$$= \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z_k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha(k)}{-k} z^{-k} \right) e_{\alpha^2} \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu}) \right]$$

$$= \text{Res} \left[ \epsilon(\alpha, \mu) z^{(\alpha, \mu)} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z_k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha(k)}{-k} z^{-k} \right) \cdot 1 \otimes e^{\alpha + \mu} \right]$$

$$= \text{Res} \left[ \epsilon(\alpha, \mu) z^{(\alpha, \mu)} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z_k \right) \cdot 1 \otimes e^{\alpha + \mu} \right]$$

$$- \epsilon(\alpha, \tau \mu) z^{(\alpha, \tau \mu)} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z_k \right) \cdot 1 \otimes e^{\alpha + \tau \mu} \right].$$

Notice the table above does not contain any dot products for $\beta$’s, but we can get this information by taking appropriate linear combinations of $\alpha$’s. The action computed above could only be non-zero if $\langle \alpha, \mu \rangle < 0$ or $\langle \alpha, \tau \mu \rangle < 0$. It happens when $\alpha = \alpha_3$ because $\langle \alpha_3, \tau \mu \rangle = -1$ and when $\alpha = \alpha_5$ because $\langle \alpha_5, \mu \rangle = -1$. The only $\beta \in \Delta_{F_4}$ where the action could be non-zero is when $\beta = \beta_3 = \frac{\alpha_3 + \alpha_5}{2}$, and hence $Y_0 (\beta_3) = Y_0 (1 \otimes e^{\alpha_3}) + Y_0 (1 \otimes e^{\alpha_5})$.

We have

$$Y_0 (1 \otimes e^{\alpha_3}) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})$$

$$= -\text{Res} \left[ \epsilon(\alpha_3, \tau \mu) z^{-1} \exp \left( \sum_{k \geq 1} \frac{\alpha_3(-k)}{k} z_k \right) \cdot 1 \otimes e^{\alpha_3 + \tau \mu} \right]$$

$$= -\text{Res} \left[ \epsilon(\alpha_3, \tau \mu) z^{-1} \exp \left( I + \ldots \right) \cdot 1 \otimes e^{\alpha_3 + \tau \mu} \right]$$

$$= -\text{Res} \left[ \epsilon(\alpha_3, \tau \mu) z^{-1} \otimes e^{\alpha_3 + \tau \mu} \right]$$

$$= -\epsilon(\alpha_3, \tau \mu) 1 \otimes e^{\alpha_3 + \tau \mu},$$

and

$$Y_0 (1 \otimes e^{\alpha_5}) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})$$

$$= \text{Res} \left[ \epsilon(\alpha_5, \mu) z^{-1} \exp \left( \sum_{k \geq 1} \frac{\alpha_5(-k)}{k} z_k \right) \cdot 1 \otimes e^{\alpha_5 + \mu} \right]$$
is true for $-\gamma_i$ because the powers of $z$ give a non-zero contribution in this calculation, so we have

$$\text{Res} \left[ \varepsilon(a_5, \mu) z^{-1} (1 + \ldots) \cdot 1 \otimes e^{a_5 + \mu} \right]$$

$$= \text{Res} \left[ \varepsilon(a_5, \mu) z^{-1} \otimes e^{a_5 + \mu} \right]$$

$$= \varepsilon(a_5, \mu) 1 \otimes e^{a_5 + \mu}.$$

Even though both of these are non-zero, since $\varepsilon(a_3, \tau \mu) = \varepsilon(a_5, \mu)$ and $a_3 + \tau \mu = a_5 + \mu$, the sum of these two operators acting on $1 \otimes e^{\mu} - 1 \otimes e^{T \mu}$, gives 0.

3) The calculations for the positive Virasoro operators acting on this vector.

First check $Y_1 (A) \cdot (1 \otimes e^{\mu} - 1 \otimes e^{T \mu})$. Since A is a sum of Heisenberg operators then it will suffice to check this for each product of Heisenberg operators. None of the terms will give a non-zero contribution in this calculation, so we have

$$Y_1 \left( (\lambda_1 + \lambda_6)(-1)^2 \right) \cdot (1 \otimes e^{\mu} - 1 \otimes e^{T \mu})$$

$$= \sum_{r \in \mathbb{Z}} : (\lambda_1 + \lambda_6)(r)(\lambda_1 + \lambda_6)(1 - r) : \cdot (1 \otimes e^{\mu} - 1 \otimes e^{T \mu})$$

$$= (\cdots + 2(\lambda_1 + \lambda_6)(0)(\lambda_1 + \lambda_6)(1) + \cdots) \cdot (1 \otimes e^{\mu} - 1 \otimes e^{T \mu})$$

$$= 0.$$

Checking in a similar manner the other two parts of A, then $Y_1 (A) \cdot (1 \otimes e^{\mu} - 1 \otimes e^{T \mu})$.

To check the part B, consider the following

$$Y_1 (1 \otimes e^{\gamma_i}) \cdot (1 \otimes e^{\mu} - 1 \otimes e^{T \mu})$$

$$= \text{Res} \left[ z^2 \exp \left( \sum_{k \geq 1} \gamma_i (-k) z^k \right) \exp \left( \sum_{k \geq 1} \gamma_i (k) z^{-k} \right) e^{\gamma_i} z^{\gamma_i(0)} \cdot (1 \otimes e^{\mu} - 1 \otimes e^{T \mu}) \right]$$

$$= \text{Res} \left[ e(\gamma_i, \mu) z^{2 + \langle \gamma_i, \mu \rangle} \exp \left( \sum_{k \geq 1} \gamma_i (-k) z^k \right) \exp \left( \sum_{k \geq 1} \gamma_i (k) z^{-k} \right) \cdot 1 \otimes e^{\gamma_i + \mu} \right]$$

$$- \text{Res} \left[ e(\gamma_i, \tau \mu) z^{2 + \langle \gamma_i, \tau \mu \rangle} \exp \left( \sum_{k \geq 1} \gamma_i (-k) z^k \right) \exp \left( \sum_{k \geq 1} \gamma_i (k) z^{-k} \right) 1 \otimes e^{\gamma_i + \tau \mu} \right]$$

$$= \text{Res} \left[ e(\gamma_i, \mu) z^{2 + \langle \gamma_i, \mu \rangle} \exp \left( \sum_{k \geq 1} \gamma_i (-k) z^k \right) \cdot 1 \otimes e^{\gamma_i + \mu} \right]$$

$$- \text{Res} \left[ e(\gamma_i, \tau \mu) z^{2 + \langle \gamma_i, \tau \mu \rangle} \exp \left( \sum_{k \geq 1} \gamma_i (-k) z^k \right) \cdot 1 \otimes e^{\gamma_i + \tau \mu} \right]$$

$$= 0$$

because the powers of $z$ in both terms are greater or equal to zero for any $\gamma_i$, and the same is true for $-\gamma_i$. Therefore both $Y_1 (A)$ and $Y_1 (B)$ will kill $1 \otimes e^{\mu} - 1 \otimes e^{T \mu}$, and hence $Y_1 (\omega)$ will also kill.
Because \( wt(\{\omega\}_3 \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})) = -1 \), \( Y_2(\omega) \) kills the vector. Therefore all positive Virasoro operators kill \( 1 \otimes e^\mu - 1 \otimes e^{\tau \mu} \).

4) To check that \( Y_0(\omega) \) gives eigenvalue of \( \frac{2}{5} \) for \( 1 \otimes e^\mu - 1 \otimes e^{\tau \mu} \), first note that \( Y_0(A) \) will only be non-zero when both mode numbers are 0. Using the table of dot products above, we have that

\[
Y_0(A) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})
= \frac{1}{10} \left( (-\lambda_1 + \lambda_6)(0)^2 + (\lambda_3 - \lambda_5)(0)^2 + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(0)^2 \right)
\cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})
= \frac{1}{10} \left( (-\lambda_1 + \lambda_6, \mu)^2 + (\lambda_3 - \lambda_5, \mu)^2 + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6, \mu)^2 \right) 1 \otimes e^\mu
- \frac{1}{10} \left( (-\lambda_1 + \lambda_6, \tau \mu)^2 + (\lambda_3 - \lambda_5, \tau \mu)^2 + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6, \tau \mu)^2 \right) 1 \otimes e^{\tau \mu}
= \frac{1}{10} (2 \otimes e^\mu - 2 \otimes e^{\tau \mu})
= \frac{1}{5} (1 \otimes e^\mu - 1 \otimes e^{\tau \mu}).
\]

And for the action of part B, look at the action for an arbitrary \( \gamma_i \) given by

\[
Y_0(1 \otimes e^\mu) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})
= Res \left[ z \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(k)}{-k} z^{-k} \right) e_{\gamma_i} z^{\gamma_i(0)} \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu}) \right]
= Res [e(\gamma_i, \mu) z^{1+\langle \gamma_i, \mu \rangle} \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \cdot 1 \otimes e^{\gamma_i + \mu}]
- Res [e(-\gamma_i, \tau \mu) z^{1+\langle -\gamma_i, \tau \mu \rangle} \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \cdot 1 \otimes e^{-\gamma_i + \tau \mu}].
\]

If \( \gamma_i \) is replaced by \( -\gamma_i \), we have

\[
Y_0(1 \otimes e^{-\gamma_i}) \cdot (1 \otimes e^\mu - 1 \otimes e^{\tau \mu})
= Res [e(-\gamma_i, \mu) z^{1+\langle -\gamma_i, \mu \rangle} \exp \left( \sum_{k \geq 1} \frac{-\gamma_i(-k)}{k} z^k \right) \cdot 1 \otimes e^{-\gamma_i + \mu}]
- Res [e(-\gamma_i, \tau \mu) z^{1+\langle -\gamma_i, \tau \mu \rangle} \exp \left( \sum_{k \geq 1} \frac{-\gamma_i(-k)}{k} z^k \right) \cdot 1 \otimes e^{-\gamma_i + \tau \mu}].
\]
Using the table of dot products, the residues will only be non-zero in the cases where
\[
\langle \gamma_2, \tau \mu \rangle = -2 \quad \text{and} \quad \langle -\gamma_2, \mu \rangle = -2.
\]
All other \(\gamma\)'s will give residues equal to 0. Also,
\[
\varepsilon(\gamma_2, \mu) = \varepsilon(\gamma_2, \tau \mu) = 1 \quad \text{and} \quad \tau \gamma_2 = -\gamma_2,
\]
hence these reductions give
\[
\begin{align*}
Y_0(B) \cdot (1 \otimes e^\mu - 1 \otimes e^{T\mu}) &= \frac{-1}{5} \text{Res} \left[ z^{-1} \exp \left( \frac{-\gamma_2(-k)}{k} z^k \right) \cdot 1 \otimes e^{-\gamma_2 + \mu} \right] \\
&\quad + \frac{1}{5} \text{Res} \left[ z^{-1} \exp \left( \sum_{k \geq 1} \frac{\gamma_2(-k)}{k} z^k \right) \cdot 1 \otimes e^{\gamma_2 + \tau \mu} \right] \\
&= \frac{-1}{5} 1 \otimes e^{-\gamma_2 + \mu} + \frac{1}{5} 1 \otimes e^{\gamma_2 + \tau \mu} \\
&= \frac{-1}{5} 1 \otimes e^{\tau \mu} + \frac{1}{5} 1 \otimes e^\mu.
\end{align*}
\]
Adding these two parts together we have
\[
Y_0(\omega) \cdot (1 \otimes e^\mu - 1 \otimes e^{T\mu}) = \frac{1}{5} 1 \otimes e^\mu - \frac{1}{5} 1 \otimes e^{T\mu} = \frac{1}{5} 1 \otimes e^\mu.
\]
Hence, \(1 \otimes e^\mu - 1 \otimes e^{T\mu}\) has eigenvalue \(\frac{2}{5}\) for \(Y_0(\omega)\).

**Lemma 6.3.** The vector \(P\) is a HWV for \(\text{Vir} \left( \frac{4}{5}, \frac{7}{5} \right) \otimes \mathcal{W}^{\Omega_4}\) where
\[
P = (-2a_1(-1) - a_3(-1) + a_5(-1) + 2a_6(-1)) \otimes e^\mu \\
+ (2a_1(-1) + a_3(-1) - a_5(-1) - 2a_6(-1)) \otimes e^{T\mu} \\
+ 3 \otimes e^{R+\alpha_1-\alpha_6} + 3 \otimes e^{T\mu-\alpha_1+\alpha_6}.
\]

**Proof.** 1) \(Y_1(1 \otimes e^{-\theta}) \cdot P = 0\)

This calculation will be completed in two parts, first for the action on
\[
\sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^\mu + \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^{T\mu}.
\]

Because \((\theta, a_k) = 0\) for \(k \in \{1, 3, 5, 6\}\) we have
\[
Y_1(1 \otimes e^{-\theta}) \cdot \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^\mu
\]
\[ Y_1 \left( 1 \otimes e^{-\theta} \right) \cdot \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^{\mu} \]
\[ = \text{Res} \left[ \varepsilon(-\theta, \mu) \left( \sum_{k=1,3,5,6} a_k(\theta, a_k) \otimes e^{\mu - \theta} \right) z^{-1} \right] \]
\[ = \varepsilon(-\theta, \mu) \left( \sum_{k=1,3,5,6} a_k(\theta, a_k) \otimes e^{\mu - \theta} \right) \]
\[ = 0 \]

The second half of this calculation is similar and given by
\[ \sum_{k \geq 1} \frac{-\theta(-k) k^k}{-k} \exp \left( \sum_{k \geq 1} \frac{-\theta(k) z^{-k}}{-k} \right) e^{-\theta} z^{-\theta(0)} \]
\[ = \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{-\theta(-k) k^k}{-k} \right) \exp \left( \sum_{k \geq 1} \frac{-\theta(k) z^{-k}}{-k} \right) e^{-\theta} z^{-\theta(0)} \right] \]

Notice that \( (-\theta, \mu + a_1 - a_6) = -1 \) and \( (-\theta, \mu a_1 + a_6) = -1 \), hence
\[ Y_1 \left( 1 \otimes e^{-\theta} \right) \cdot \left( 3 \otimes e^{\mu + a_1 - a_6} + 3 \otimes e^{\mu - a_1 + a_6} \right) \]
\[ = \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{-\theta(-k) k^k}{-k} \right) \exp \left( \sum_{k \geq 1} \frac{-\theta(k) z^{-k}}{-k} \right) e^{-\theta} z^{-\theta(0)} \cdot (3 \otimes e^{\mu + a_1 - a_6}) \right] \]
\[ \text{Res} \left[ \epsilon(-\theta, \tau \mu) \exp \left( \sum_{k \geq 1} \frac{-\theta(-k)}{k} z^k \right) \cdot (3 \otimes e^{-\theta + \mu + \alpha_1 - \alpha_6} + 3 \otimes e^{-\theta + \tau \mu - \alpha_1 + \alpha_6}) \right] = 0 \]

Therefore, \(Y_1(-\theta) \cdot P = 0\).

2) \(Y_0(\beta) \cdot P = 0, \forall \beta \in \Delta F_4\).

First, for \(\alpha_i, i \in \{2, 4\}\) we calculate \(Y_0(1 \otimes e^{\alpha_i}) \cdot P\).

\[
Y_0(1 \otimes e^{\alpha_i}) \cdot \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^\mu = \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{-\alpha_i(-k)}{k} z^k \right) \cdot \sum_{k \geq 1} \frac{\alpha_i(k)}{-k} z^{-k} \cdot e_{\alpha_i} \cdot z^{\alpha_i(0)} \cdot \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^\mu \right] = \text{Res} \left[ \epsilon(\alpha_i, \mu) \exp \left( \sum_{k \geq 1} \frac{-\alpha_i(-k)}{k} z^k \right) \cdot \sum_{k \geq 1} \frac{\alpha_i(k)}{-k} z^{-k} \cdot \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^{\mu + \alpha_i} \right] = \text{Res} \left[ \epsilon(\alpha_i, \mu) \cdot \left( 1 + \frac{\alpha_i(-1)}{-1} z^{-1} \ldots \right) \cdot \sum_{k=1,3,5,6} a_k \left( \alpha_i, \alpha_k \right) \otimes e^{\mu + \alpha_i} \right] = \text{Res} \left[ \epsilon(\alpha_i, \mu) \cdot \left( \sum_{k=1,3,5,6} -a_k \left( \alpha_i, \alpha_k \right) \otimes e^{\mu + \alpha_i} \right) \right] = \epsilon(\alpha_i, \mu) \left( \sum_{k=1,3,5,6} -a_k \left( \alpha_i, \alpha_k \right) \otimes e^{\mu + \alpha_i} \right) = 0.
\]

Similarly we have

\[
Y_0(1 \otimes e^{\alpha_i}) \cdot \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^{\tau \mu} = \epsilon(\alpha_i, \tau \mu) \left( \sum_{k=1,3,5,6} a_k \left( \alpha_i, \alpha_k \right) \otimes e^{\tau \mu + \alpha_i} \right) = 0.
\]
We also have the following

\[
Y_0 (1 \otimes e^{\alpha_i}) \cdot 3 \otimes e^{\mu + \alpha_1 - \alpha_6} = 0.
\]

For \( \beta = \beta_4 \), we have \( Y_0 (\beta_4) = Y_0 (1 \otimes e^{\alpha_1}) + Y_0 (1 \otimes e^{\alpha_6}) \) and we consider each of these calculations separately. We first have

\[
Y_0 (1 \otimes e^{\alpha_1}) \cdot \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{\mu} = 3 \otimes e^{\mu + \alpha_1 - \alpha_6}.
\]
and also we have
\[
Y_0 (1 \otimes e^{a_1}) \cdot \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu}
\]
\[
=\ Res \left[ \exp \left( \sum_{k \geq 1} \frac{-a_1 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{a_1 (k)}{-k} z^{-k} \right) \right] \cdot \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu}
\]
\[
=\ Res \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{a_1 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{a_1 (k)}{-k} z^{-k} \right) \right] \cdot \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu + a_1}
\]
\[
=\ Res \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{a_1 (-k)}{k} z^k \right) \left( I + \frac{a_1 (1)}{-1} z^{-1} \ldots \right) \right] \cdot \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu + a_1}
\]
\[
=\ 0.
\]
Similarly for \( a_6 \), we get
\[
Y_0 (1 \otimes e^{a_6}) \cdot \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{\mu} = 0
\]
and
\[
Y_0 (1 \otimes e^{a_6}) \cdot \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu} = -3 \otimes e^{\tau \mu + a_6}.
\]
We also have
\[
Y_0 (1 \otimes e^{a_1}) \cdot 3 \otimes e^{\mu + a_1 - a_6}
\]
\[
=\ Res \left[ \exp \left( \sum_{k \geq 1} \frac{-a_1 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{a_1 (k)}{-k} z^{-k} \right) \right] \cdot 3 \otimes e^{\mu + a_1 - a_6}
\]
\[
=\ Res \left[ z^2 \exp \left( \sum_{k \geq 1} \frac{a_1 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{a_1 (k)}{-k} z^{-k} \right) \right] \cdot 3 \otimes e^{\mu + 2a_1 - a_6}
\]
\[
=\ 0.
\]
and
\[
Y_0 (1 \otimes e^{a_1}) \cdot 3 \otimes e^{\tau \mu - a_1 + a_6}
\]
\[
=\ Res \left[ \exp \left( \sum_{k \geq 1} \frac{-a_1 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{a_1 (k)}{-k} z^{-k} \right) \right] \cdot 3 \otimes e^{\tau \mu - a_1 + a_6}
\]
Similarly for $\alpha_6$, we have

$$Y_0 (1 \otimes e^{\alpha_6}) : 3 \otimes e^{\mu + \alpha_1 - \alpha_6} = -3 \otimes e^{\mu + \alpha_1}$$

and

$$Y_0 (1 \otimes e^{\alpha_6}) : 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6} = 0.$$  

By adding all these actions together for $\alpha_1$ and $\alpha_6$, we have

$$Y_0 (\beta_4) \cdot P = 0.$$  

For $\beta = \beta_3$, we have $Y_0 (\beta_3) = Y_0 (1 \otimes e^{\alpha_3}) + Y_0 (1 \otimes e^{\alpha_5})$ we consider each of these calculations separately. We have

$$Y_0 (1 \otimes e^{\alpha_3}) \cdot \sum_{k=1,3,5,6} a_k \alpha_k (-1) \otimes e^{\mu}$$

$$= \text{Res} \left[ \exp \left( \sum_{k \geq 1} -\frac{\alpha_3 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3 (k)}{k} z^{-k} \right) e_{\alpha_3} z^{\alpha_3 (0)} \right]$$

$$\cdot \sum_{k=1,3,5,6} a_k \alpha_k (-1) \otimes e^{\mu}$$

$$= \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} -\frac{\alpha_3 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3 (k)}{k} z^{-k} \right) \right.$$

$$\cdot \sum_{k=1,3,5,6} a_k \alpha_k (-1) \otimes e^{\mu + \alpha_3}$$

$$= 0,$$

and also

$$Y_0 (1 \otimes e^{\alpha_3}) \cdot \sum_{k=1,3,5,6} -a_k \alpha_k (-1) \otimes e^{\tau \mu}$$

$$= \text{Res} \left[ \exp \left( \sum_{k \geq 1} -\frac{\alpha_3 (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3 (k)}{k} z^{-k} \right) e_{\alpha_3} z^{\alpha_3 (0)} \right]$$

$$\cdot \sum_{k=1,3,5,6} -a_k \alpha_k (-1) \otimes e^{\tau \mu}$$
\[
= \text{Res} \left[ z^{-1} \exp \left( \sum_{k \geq 1} \frac{\alpha_3(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3(k)}{-k} z^{-k} \right) \cdot \sum_{k=1,3,5,6} -\alpha_k \alpha_k(-1) \otimes e^{\tau \mu + \alpha_3} \right]
= \sum_{k=1,3,5,6} -\alpha_k \alpha_k(-1) \otimes e^{\tau \mu + \alpha_3}.
\]

Similarly for \(\alpha_5\), we get
\[
Y_0 \left( 1 \otimes e^{\alpha_5} \right) \cdot \sum_{k=1,3,5,6} \alpha_k \alpha_k(-1) \otimes e^{\mu} = \sum_{k=1,3,5,6} \alpha_k \alpha_k(-1) \otimes e^{\mu + \alpha_5}
\]
and
\[
Y_0 \left( 1 \otimes e^{\alpha_5} \right) \cdot \sum_{k=1,3,5,6} -\alpha_k \alpha_k(-1) \otimes e^{\tau \mu} = 0.
\]

We have
\[
Y_0 \left( 1 \otimes e^{\alpha_3} \right) \cdot 3 \otimes e^{\mu + \alpha_1 - \alpha_6}
= \text{Res} \left[ \exp \left( \sum_{k \geq 1} -\frac{\alpha_3(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3(k)}{-k} z^{-k} \right) e_{\alpha_3} z^{\alpha_3(0)} \cdot 3 \otimes e^{\mu + \alpha_1 - \alpha_6} \right]
= \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{\alpha_3(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3(k)}{-k} z^{-k} \right) \cdot 3 \otimes e^{\mu + \alpha_1 + \alpha_3 - \alpha_6} \right]
= 0,
\]
and
\[
Y_0 \left( 1 \otimes e^{\alpha_3} \right) \cdot 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6}
= \text{Res} \left[ \exp \left( \sum_{k \geq 1} -\frac{\alpha_3(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3(k)}{-k} z^{-k} \right) e_{\alpha_3} z^{\alpha_3(0)} \cdot 3 \otimes e^{\tau \mu - \alpha_3 + \alpha_6} \right]
= \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{\alpha_3(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha_3(k)}{-k} z^{-k} \right) \cdot 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_3 \alpha_6} \right]
= 0.
\]

For \(\alpha_5\), we get
\[
Y_0 \left( 1 \otimes e^{\alpha_5} \right) \cdot 3 \otimes e^{\mu + \alpha_1 - \alpha_6} = 0
\]
and
\[
Y_0 \left( 1 \otimes e^{\alpha_5} \right) \cdot 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6} = 0.
\]

By adding all these actions together for \(\alpha_1\) and \(\alpha_6\), we have
\[
Y_0 (\beta_3) \cdot P = 0.
\]
Hence for $i \in \{1, 2, 3, 4\}$, $Y_0 (\beta_i) \cdot P = 0$.

3) $Y_1 (\omega) \cdot P = 0$. This calculation will be completed in four parts.

First we will calculate the action of $Y_1 (A)$ on $\sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^\mu + \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu}$

$$Y_1 (A) \cdot \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^\mu \right)$$

$$= \frac{1}{10} : (\lambda_1 - \lambda_5) (r) (-\lambda_1 + \lambda_6) (1 - r) : \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^\mu \right)$$

$$= \frac{1}{10} : (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) (r) (1 - r) : \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^\mu \right)$$

$$= \frac{1}{5} (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) (0) (1 - r) : \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^\mu \right)$$

This is zero because in the expression above the three dot products containing $\mu$ are each zero, hence the sum will be also. Similarly the dot products with $\mu$ replaced by $\tau \mu$ give:
\[ Y_1(A) \cdot \left( \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^{\tau \mu} \right) \]
\[ = \frac{1}{5} \langle -\lambda_1 + \lambda_6, \tau \mu \rangle \langle -\lambda_1 + \lambda_6, \sum_{k=1,3,5,6} -a_k a_k \rangle \otimes e^{\tau \mu} \]
\[ + \frac{1}{5} \langle \lambda_3 - \lambda_5, \tau \mu \rangle \langle -\lambda_1 + \lambda_6, \sum_{k=1,3,5,6} -a_k a_k \rangle \otimes e^{\tau \mu} \]
\[ + \frac{1}{5} \langle \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6, \tau \mu \rangle \langle \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6, \sum_{k=1,3,5,6} -a_k a_k \rangle \otimes e^{\tau \mu} \]
\[ = 0. \]

Hence the operator \( Y_1(A) \) kills this first part of the vector \( P \).

It is simple to see that \( Y_1(A) \) kills \( 3 \otimes e^{\mu + \alpha_1 - \alpha_6} + 3 \otimes e^{\tau \mu} - \alpha_1 + \alpha_6 \). This is true since at least one of the mode numbers will be positive, hence killing each term.

The third part will be when we look at \( Y_1(B) \) acting on
\[ \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^{\mu} + \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^{\tau \mu}. \]

Note that \( (\gamma_2, \tau \mu) = -2 = (-\gamma_2, \mu) \), are the only relevant dot products and hence simplify the calculations. We have
\[ Y_1(1 \otimes e^{\gamma_2}) \cdot \left( \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^{\tau \mu} \right) \]
\[ = \text{Res} \left[ z^2 \exp \left( \sum_{k \geq 1} \frac{\gamma_2(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{-\gamma_2(k)}{k} z^{-k} \right) e^{\gamma_2 z^2(0)} \right] \]
\[ \cdot \left( \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^{\tau \mu} \right) \]
\[ = \text{Res} \left[ e^{(\gamma_2, \tau \mu)} z^{2-2} \exp \left( \sum_{k \geq 1} \frac{-\gamma_2(-k)}{k} z^k \right) \left( I + \frac{\gamma_2(1)}{-1} z^{-1} \right) \right] \]
\[ \cdot \left( \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^{\gamma_2 + \tau \mu} \right) \]
\[ = \text{Res} \left[ e^{(\gamma_2, \tau \mu)} \left( I + \frac{\gamma_2(-1)}{1} z^{-1} \right) \cdot \left( z^{-1} \sum_{k=1,3,5,6} a_k \langle \gamma_2, a_k \rangle \otimes e^{\gamma_2 + \tau \mu} \right) \right] \]
\[ = \text{Res} \left[ e^{(\gamma_2, \tau \mu)} \sum_{k=1,3,5,6} a_k \langle \gamma_2, a_k \rangle \otimes e^{\gamma_2 + \tau \mu} \right] \]
\[ = e^{(\gamma_2, \tau \mu)} \sum_{k=1,3,5,6} a_k \langle \gamma_2, a_k \rangle \otimes e^{\gamma_2 + \tau \mu} \]
\[ = e^{(\gamma_2, \tau \mu)}(-2 + 2 + 2 - 2) \otimes e^{\gamma_2 + \tau \mu} = 0. \]
Similarly we have

\[
Y_1 \left( 1 \otimes e^{-\gamma_2} \right) \cdot \left( \sum_{k=1,3,5,6} a_k \bar{a}_k (-1) \otimes e^\mu \right)
\]

\[
= \text{Res} \left[ z^2 \exp \left( \sum_{k \geq 1} -\gamma_2 (-k) \frac{k}{2} \right) \exp \left( \sum_{k \geq 1} -\gamma_2 (k) \frac{k}{2} \right) e^{-\gamma_2 z - \gamma_2(0)} \right]
\]

\[
\cdot \left( \sum_{k=1,3,5,6} a_k \bar{a}_k (-1) \otimes e^\mu \right)
\]

\[
= \text{Res} \left[ \epsilon(-\gamma_2, \mu) z^{2-2} \exp \left( \sum_{k \geq 1} -\gamma_2 (-k) \frac{k}{2} \right) I + \frac{-\gamma_2 (1)}{1} z^{1-2} \right)
\]

\[
\cdot \left( \sum_{k=1,3,5,6} a_k \bar{a}_k (-1) \otimes e^{-\gamma_2 + \mu} \right)
\]

\[
= \text{Res} \left[ \epsilon(-\gamma_2, \mu) \left( I + \frac{-\gamma_2 (1)}{1} z^{1} \right) \cdot \left( z^{1-2} \sum_{k=1,3,5,6} a_k \langle -\gamma_2, a_k \rangle \otimes e^{-\gamma_2 + \mu} \right) \right]
\]

\[
= \text{Res} \left[ \epsilon(-\gamma_2, \mu) z^{-1} \sum_{k=1,3,5,6} a_k \langle -\gamma_2, a_k \rangle \otimes e^{-\gamma_2 + \mu} \right]
\]

\[
= \epsilon(-\gamma_2, \mu) \sum_{k=1,3,5,6} a_k \langle -\gamma_2, a_k \rangle \otimes e^{-\gamma_2 + \mu}
\]

\[
= \epsilon(-\gamma_2, \mu) (2 - 2 - 2 + 2) \otimes e^{-\gamma_2 + \mu}
\]

\[
= 0.
\]

Hence, \( Y_1 \left( 1 \otimes e^{\gamma_2} + 1 \otimes e^{-\gamma_1} \right) \cdot \sum_{k=1,3,5,6} (a_k \bar{a}_k (-1) \otimes e^\mu + -a_k \bar{a}_k (-1) \otimes e^{\mu}) = 0. \)

The fourth part will calculate the action of \( Y_1 (B) \) on \( (3 \otimes e^{\mu + a_1 - a_6} + 3 \otimes e^{\mu - a_1 + a_6}) \). To decrease the number of calculations notice that \( (\gamma_1, \mu - a_1 + a_6) = (-\gamma_1, \mu + a_1 - a_6) = -3 \), and \( (\gamma_3, \mu - a_1 + a_6) = (-\gamma_3, \mu + a_1 - a_6) = -3 \) will be the only relevant dot products.

For \( i = \{1,3\} \), we have:

\[
Y_1 \left( 1 \otimes e^{\gamma_i} \right) \cdot (3 \otimes e^{\mu + a_1 - a_6})
\]

\[
= \text{Res} \left[ z^2 \exp \left( \sum_{k \geq 1} \frac{\gamma_i (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i (k)}{k} z^{-k} \right) e^{\gamma_i z \gamma_i(0)} \right]
\]

\[
\cdot (3 \otimes e^{\gamma_i + \mu - a_1 + a_6})
\]

\[
= \text{Res} \left[ z^{-1} \epsilon(\gamma_i, \mu - a_1 + a_6) \left( I + \frac{\gamma_i (-1)}{1} z^1 \right) \cdot (3 \otimes e^{\gamma_i + \mu - a_1 + a_6}) \right]
\]

\[
= \text{Res} \left[ z^{-1} \epsilon(\gamma_i, \mu - a_1 + a_6) (3 \otimes e^{\gamma_i + \mu - a_1 + a_6}) \right]
\]

\[
= \epsilon(\gamma_i, \mu - a_1 + a_6) (3 \otimes e^{\gamma_i + \mu - a_1 + a_6})
\]

84
and

\[ Y_1 \left(1 \otimes e^{-\gamma_i}\right) \cdot (3 \otimes e^{\mu+a_1-a_6}) \]
\[ = \text{Res} \left[ z^2 \exp \left(\sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^{-k}\right) \exp \left(\sum_{k \geq 1} \frac{-\gamma_i(k)}{-k} z^{-k}\right) e^{-\gamma_i z^{-\gamma_i(0)}} \right] \cdot (3 \otimes e^{\mu+a_1-a_6}) \]
\[ = \text{Res} \left[ z^{-1} e(-\gamma_i, \mu + a_1 - a_6) \left(1 + \frac{-\gamma_i(-1)}{-1} z^{-1}\right) \cdot (3 \otimes e^{-\gamma_i + \mu + a_1 - a_6}) \right] \]
\[ = \text{Res} \left[ z^{-1} e(-\gamma_i, \mu + a_1 - a_6) (3 \otimes e^{-\gamma_i + \mu + a_1 - a_6}) \right] \]
\[ = \varepsilon(-\gamma_i, \mu + a_1 - a_6) (3 \otimes e^{-\gamma_i + \mu + a_1 - a_6}) . \]

Therefore,

\[ -\frac{1}{5} Y_1 \left(1 \otimes e^{\gamma_i} + 1 \otimes e^{-\gamma_i}\right) \cdot (3 \otimes e^{\mu+a_1-a_6} + 3 \otimes e^{\tau \mu-a_1+a_6}) \]
\[ = -\frac{1}{5} \varepsilon(\gamma_3, \tau \mu - a_1 - a_6)(3 \otimes e^{\tau \mu}) - \frac{1}{5} \varepsilon(-\gamma_1, \mu + a_1 - a_6)(3 \otimes e^{\mu}) \]

and

\[ \frac{1}{5} Y_1 \left(1 \otimes e^{\gamma_3} + 1 \otimes e^{-\gamma_3}\right) \cdot (3 \otimes e^{\mu+a_1-a_6} + 3 \otimes e^{\tau \mu-a_1+a_6}) \]
\[ = \frac{1}{5} \varepsilon(\gamma_3, \tau \mu - a_1 + a_6)(3 \otimes e^{\mu}) + \frac{1}{5} \varepsilon(-\gamma_3, \mu + a_1 - a_6)(3 \otimes e^{\tau \mu}). \]

Adding both of these together,

\[ Y_1 (B) \cdot (3 \otimes e^{\mu+a_1-a_6} + 3 \otimes e^{\tau \mu-a_1+a_6}) \]
\[ = \frac{1}{5} (\varepsilon(\gamma_3, \tau \mu - a_1 + a_6) - \varepsilon(-\gamma_1, \mu + a_1 - a_6))(3 \otimes e^{\mu}) \]
\[ + \frac{1}{5} (\varepsilon(-\gamma_3, \mu + a_1 - a_6) - \varepsilon(\gamma_1, \tau \mu - a_1 + a_6))(3 \otimes e^{\tau \mu}). \]

A calculation of these four 2-cocycles yields that \( \varepsilon(\gamma_3, \tau \mu - a_1 + a_6) - \varepsilon(-\gamma_1, \mu + a_1 - a_6) = 0 \), and \( \varepsilon(-\gamma_3, \mu + a_1 - a_6) - \varepsilon(\gamma_1, \tau \mu - a_1 + a_6) = 0 \) Therefore giving \( Y_1 (B) \cdot P = 0 \).

Putting all four of these parts together gives \( Y_1 (\omega) \cdot P = 0 \).

We break the calculation \( Y_2 (\omega) \cdot P = 0 \) into two parts. First for the part \( A \), notice that \( Y_2 (A) \) will always have at least one mode number positive, and therefore it is easily seen to kill the vectors \( 3 \otimes e^{\mu+a_1-a_6} \) and \( 3 \otimes e^{\tau \mu a_1+a_6} \). It is also easy to see that they will kill the other vectors of the form

\[ \sum_{k=1,3,5,6} a_k \alpha_k (-1) \otimes e^{\mu} \]
\[ \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu}. \]

The operators with at least one mode number greater than one are easily seen to kill the vectors, and the only other option is for both mode numbers to be 1. In this case, the first operator will not kill, but the second one will kill the remaining vector.

We look at \( Y_2 (B) \cdot \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{\mu} + \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu} \right). \) Note that \( \langle \gamma_2, \tau \mu \rangle = -2 = \langle -\gamma_2, \mu \rangle, \) since they are the smallest, are the only relevant dot products and hence simplify the calculations to

\[
Y_2 (1 \otimes e^{\tau_2}) \cdot \left( \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu} \right) = \text{Res} \left[ z^3 \exp \left( \sum_{k \geq 1} \frac{\gamma_2(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_2(k)}{-k} z^{-k} \right) e_{\gamma_2} z^{\gamma_2(0)} \right. \\
\left. \cdot \left( \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\tau \mu} \right) \right] = \text{Res} \left\{ \varepsilon(\gamma_2, \tau \mu) z^1 \exp \left( \sum_{k \geq 1} \frac{\gamma_2(-k)}{k} z^k \right) \left( I + \frac{\gamma_2(1)}{-1} z^{-1} \right) \cdot \left( \sum_{k=1,3,5,6} -a_k a_k (-1) \otimes e^{\gamma_2 + \tau \mu} \right) \right\} = 0.
\]

Similarly we have

\[
Y_2 (1 \otimes e^{-\gamma_2}) \cdot \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{\mu} \right) = \text{Res} \left[ z^3 \exp \left( \sum_{k \geq 1} \frac{-\gamma_2(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{-\gamma_2(k)}{-k} z^{-k} \right) e^{-\gamma_2} z^{-\gamma_2(0)} \right. \\
\left. \cdot \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{\mu} \right) \right] = \text{Res} \left\{ \varepsilon(-\gamma_2, \mu) z^1 \exp \left( \sum_{k \geq 1} \frac{-\gamma_2(-k)}{k} z^k \right) \left( I + \frac{-\gamma_2(1)}{-1} z^{-1} \right) \cdot \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{-\gamma_2 + \mu} \right) \right\} = 0.
\]
Hence,

\[ Y_2 \left( 1 \otimes e^{\mu i} + 1 \otimes e^{-\mu i} \right) \cdot \left( \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{\mu i} + \sum_{k=1,3,5,6} a_k a_k (-1) \otimes e^{\tau \mu} \right) = 0. \]

Now the action of \( Y_2 (B) \) on \( (3 \otimes e^{\mu + a_1 - a_6} + 3 \otimes e^{\tau \mu - a_1 + a_6}) \) is calculated. To decrease the number of calculations notice that \( \langle \gamma_1, \tau \mu - a_1 + a_6 \rangle = -3 \), and \( \langle \gamma_3, \tau \mu - a_1 + a_6 \rangle = -3 \) will be the only relevant dot products.

For \( i \in \{1,3\} \), we have:

\[
Y_2 \left( 1 \otimes e^{\gamma_i} \right) \cdot (3 \otimes e^{\mu + a_1 - a_6})
= \text{Res} \left[ z^3 \exp \left( \sum_{k \geq 1} \frac{\gamma_i (-k) z^k}{k} \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i (k) z^{-k}}{-k} \right) e^{\gamma_i z \gamma_i(0)} \cdot (3 \otimes e^{\tau \mu - a_1 + a_6}) \right]
= \text{Res} \left[ \epsilon(\gamma_i, \tau \mu - a_1 + a_6) \left( I + \frac{\gamma_i (-1)}{1} z^1 \right) \cdot (3 \otimes e^{\gamma_i + \tau \mu - a_1 + a_6}) \right]
= 0.
\]

And,

\[
Y_2 \left( 1 \otimes e^{-\gamma_i} \right) \cdot (3 \otimes e^{\mu + a_1 - a_6})
= \text{Res} \left[ z^3 \exp \left( \sum_{k \geq 1} \frac{\gamma_i (-k) z^k}{k} \right) \exp \left( \sum_{k \geq 1} \frac{-\gamma_i (k) z^{-k}}{-k} \right) e^{-\gamma_i z \gamma_i(0)} \cdot (3 \otimes e^{\mu + a_1 - a_6}) \right]
= \text{Res} \left[ \epsilon(-\gamma_i, \mu + a_1 - a_6) \left( I + \frac{-\gamma_i (-1)}{1} z^1 \right) \cdot (3 \otimes e^{-\gamma_i + \mu + a_1 - a_6}) \right]
= 0.
\]

Therefore, \( Y_2 (B) \cdot P = 0 \).

4) We show \( P \) has \( Y_0 (\omega) \) eigenvalue \( \frac{7}{5} \). This calculation will also be shown in four parts the first of which is

\[
Y_0 (A) \cdot a_k a_k (-1) \otimes e^{\mu i}
= \frac{1}{10} \left( 2(-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(1) + (-\lambda_1 + \lambda_6)^2(0) \right) \cdot a_k a_k (-1) \otimes e^{\mu i}
+ \frac{1}{10} \left( 2(\lambda_3 - \lambda_5)(-1)(\lambda_3 - \lambda_5)(1) + (\lambda_3 - \lambda_5)^2(0) \right) \cdot a_k a_k (-1) \otimes e^{\mu i}
+ \frac{1}{10} (2(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(1) + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)^2(0) \right) \cdot a_k a_k (-1) \otimes e^{\mu i}
\]
Once again, summing over \( k \) and evaluating the dot products, the sum becomes:

\[
\left( \frac{6}{5} (\lambda_1 + \lambda_6)(-1) + \frac{1}{5} \sum_{k=1,3,5,6} a_k a_k(-1) \right) \otimes e^\mu.
\]

But, \(-2a_1 - a_3 + a_5 + 2a_6 = -3\lambda_1 + 3\lambda_6\), hence,

\[
Y_0(A) \cdot \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^\mu = \frac{3}{5} \left( \sum_{k=1,3,5,6} a_k a_k(-1) \otimes e^\mu \right).
\]

The calculation for the action on \(-a_k a_k(-1) \otimes e^{\tau \mu}\) is similar and is shortened below:

\[
Y_0(A) \cdot -a_k a_k(-1) \otimes e^{\tau \mu}
= \left( -\frac{1}{5} a_k(-1 - \lambda_1 + \lambda_6, a_k)(-\lambda_1 + \lambda_6)(-1) - \frac{1}{10} (\lambda_1 + \lambda_6) a_k a_k(-1) \right) \otimes e^{\tau \mu}
+ \left( -\frac{1}{5} a_k(\lambda_3 - \lambda_5, a_k)(\lambda_3 - \lambda_5)(-1) - \frac{1}{10} (\lambda_3 - \lambda_5) a_k a_k(-1) \right) \otimes e^{\tau \mu}
+ \left( -\frac{1}{5} a_k(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6, a_k)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) - \frac{1}{10} (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) a_k a_k(-1) \right) \otimes e^{\tau \mu}
= \left( -\frac{1}{5} a_k(-1 - \lambda_1 + \lambda_6, a_k)(-\lambda_1 + \lambda_6)(-1) - \frac{1}{5} a_k(\lambda_3 - \lambda_5, a_k)(\lambda_3 - \lambda_5)(-1)
- \frac{1}{5} a_k(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6, a_k)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) - \frac{1}{5} a_k a_k(-1) \right) \otimes e^{\tau \mu}.
\]

Once again, summing over \( k \in \{1, 3, 5, 6\} \) and evaluating the dot products, the sum becomes:

\[
\left( \frac{6}{5} (\lambda_1 - \lambda_6)(-1) + \frac{1}{5} \sum_{k=1,3,5,6} a_k a_k(-1) \right) \otimes e^{\tau \mu}.
\]
From above, \(2\alpha_1 + \alpha_3 - \alpha_5 - 2\alpha_6 = 3\lambda_1 - 3\lambda_6\), hence,

\[
Y_0(A) \cdot \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^\tau \mu = \frac{3}{5} \left( \sum_{k=1,3,5,6} -a_k a_k(-1) \otimes e^\tau \mu \right).
\]

We also have

\[
Y_0(A) \cdot (3 \otimes e^{n^2 a_1 - a_6} + 3 \otimes e^{\tau \mu - a_1 + a_6})
\]

\[
= \frac{1}{10} \left( \cdots + (\lambda_1 + \lambda_6)^2(0) + \cdots \right) \cdot (3 \otimes e^{n^2 a_1 - a_6} + 3 \otimes e^{\tau \mu - a_1 + a_6})
+ \frac{1}{10} \left( \cdots + (\lambda_3 - \lambda_5)^2(0) + \cdots \right) \cdot (3 \otimes e^{n^2 a_1 - a_6} + 3 \otimes e^{\tau \mu - a_1 + a_6})
+ \frac{1}{10} \left( \cdots + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)^2(0) + \cdots \right) \cdot (3 \otimes e^{n^2 a_1 - a_6} + 3 \otimes e^{\tau \mu - a_1 + a_6})
\]

\[
= \frac{3}{10} \left( (\lambda_1 + \lambda_6, \mu + a_1 - a_6)^2 + (\lambda_3 - \lambda_5, \mu + a_1 - a_6)^2 \right) \otimes e^{n^2 a_1 - a_6}
+ \frac{3}{10} \left( (\lambda_1 + \lambda_6, \tau \mu - a_1 + a_6)^2 + (\lambda_3 - \lambda_5, \tau \mu - a_1 + a_6)^2 \right) \otimes e^{\tau \mu - a_1 + a_6}
\]

\[
= \frac{3}{10}(4 + 1 + 1) \otimes e^{n^2 a_1 - a_6} + \frac{3}{10}(4 + 1 + 1) \otimes e^{\tau \mu - a_1 + a_6}
= \frac{4}{5} \otimes e^{n^2 a_1 - a_6} + \frac{4}{5} \otimes e^{\tau \mu - a_1 + a_6}
= \frac{3}{5} (3 \otimes e^{n^2 a_1 - a_6} + 3 \otimes e^{\tau \mu - a_1 + a_6}).
\]

The next two calculations will be for \(Y_0(B)\) acting on the two parts of \(P\). The first is given by

\[
Y_0(1 \otimes e^{\gamma_i}) \cdot a_k a_k(-1) \otimes e^\tau
\]

\[
= \text{Res} \left[ z \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(1)}{k} z^{-k} \right) \epsilon_n z \gamma_i(0) \cdot a_k a_k(-1) \otimes e^\tau \right]
\]

\[
= \text{Res} \left[ \epsilon(\gamma_i, \mu) z^{1+\gamma_i} \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \left( I + \frac{\gamma_i(1)}{1} z^{-1} \right) \cdot a_k a_k(-1) \otimes e^{\gamma_i+\tau} \right]
\]

\[
= \text{Res} \left[ \epsilon(\gamma_i, \mu) z^{1+\gamma_i} \left( I + \frac{\gamma_i(1)}{1} z^{-1} \right) \cdot \left( a_k a_k(-1) \otimes e^{\gamma_i+\tau} - z^{-1} a_k(\gamma_i, a_k) \otimes e^{\gamma_i+\tau} \right) \right].
\]

It is easier to break into cases, first if \(\langle \gamma_i, \mu \rangle = -1\), then we have:
\[
\text{Res} \left[ \varepsilon(\gamma_i, \mu) z^{1+\langle \gamma_i, \mu \rangle} \left( I + \frac{\gamma_i(-1)}{1} z \right) \cdot \left( a_k a_k(-1) \otimes e^{\gamma_i+\mu} - z^{-1} a_k (\gamma_i, a_k) \otimes e^{\gamma_i+\mu} \right) \right] \\
= \text{Res} \left[ \varepsilon(\gamma_i, \mu) \left( I + \frac{\gamma_i(-1)}{1} z \right) \right] \\
= \text{Res} \left[ \varepsilon(\gamma_i, \mu) z^{-1} \left( I + \frac{\gamma_i(-1)}{1} z \right) \right] \\
= \text{Res} \left[ \varepsilon(\gamma_i, \mu) z^{-1} (a_k a_k(-1) \otimes e^{\gamma_i+\mu} - a_k (\gamma_i, a_k) \otimes e^{\gamma_i+\mu}) \right] \\
= \varepsilon(\gamma_i, \mu) (a_k a_k(-1) \otimes e^{\gamma_i+\mu} - a_k (\gamma_i, a_k) \gamma_i(-1) \otimes e^{\gamma_i+\mu}).
\]

If \( \langle \gamma_i, \mu \rangle = -2 \), then we have:

\[
\text{Res} \left[ \varepsilon(\gamma_i, \mu) z^{1+\langle \gamma_i, \mu \rangle} \left( I + \frac{\gamma_i(-1)}{1} z \right) \cdot \left( a_k a_k(-1) \otimes e^{\gamma_i+\mu} - z^{-1} a_k (\gamma_i, a_k) \otimes e^{\gamma_i+\mu} \right) \right] \\
= \text{Res} \left[ \varepsilon(\gamma_i, \mu) z^{-1} \left( I + \frac{\gamma_i(-1)}{1} z \right) \right] \\
= \text{Res} \left[ \varepsilon(\gamma_i, \mu) z^{-1} (a_k a_k(-1) \otimes e^{\gamma_i+\mu} - a_k (\gamma_i, a_k) \gamma_i(-1) \otimes e^{\gamma_i+\mu}) \right] \\
= \varepsilon(\gamma_i, \mu) (a_k a_k(-1) \otimes e^{\gamma_i+\mu} - a_k (\gamma_i, a_k) \gamma_i(-1) \otimes e^{\gamma_i+\mu}).
\]

Analogously, if \( \langle \gamma_i, \tau \mu \rangle = -1 \), then

\[
Y_0 (1 \otimes e^{\gamma_i}) \cdot -a_k a_k(-1) \otimes e^{\tau \mu} = \varepsilon(\gamma_i, \tau \mu) a_k (\gamma_i, a_k) \otimes e^{\gamma_i+\tau \mu}
\]

and if \( \langle \gamma_i, \tau \mu \rangle = -2 \), then

\[
Y_0 (1 \otimes e^{\gamma_i}) \cdot -a_k a_k(-1) \otimes e^{\tau \mu} = \varepsilon(\gamma_i, \tau \mu) (-a_k a_k(-1) \otimes e^{\gamma_i+\tau \mu} + a_k (\gamma_i, a_k) \gamma_i(-1) \otimes e^{\gamma_i+\tau \mu}).
\]

Let \( \phi \) be \( (\mu + a_1 - a_6) \) or \( (\tau \mu - a_1 + a_6) \), then

\[
Y_0 (1 \otimes e^{\gamma_i}) \cdot 3 \otimes e^{\phi} = \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) e^{\gamma_i(0)} \cdot 3 \otimes e^{\phi} \right] \\
= \text{Res} \left[ e(\gamma_i, \phi) z^{1+\langle \gamma_i, \phi \rangle} \left( I + \frac{\gamma_i(-1)}{1} z \right) \cdot 3 \otimes e^{\gamma_i+\phi} \right].
\]
This calculation simplifies if you see that the only useful dot products here are:

\[ \langle \gamma_1, \tau \mu - \alpha_1 + \alpha_6 \rangle = \langle -\gamma_1, \mu + \alpha_1 - \alpha_6 \rangle = -3 \text{ and} \]

\[ \langle \gamma_3, \tau \mu - \alpha_1 + \alpha_6 \rangle = \langle -\gamma_3, \mu + \alpha_1 - \alpha_6 \rangle = -3. \]

If \( \langle \gamma_i, \phi \rangle = -3 \), then

\[
\text{Res} \left[ \varepsilon(\gamma_i, \phi) z^{1 + (\gamma_i, \phi)} \left( I + \frac{\gamma_i(-1)}{1} z \right) \cdot 3 \otimes e^{\gamma_i + \phi} \right] = 3 \varepsilon(\gamma_i, \mu) \gamma_i(-1) \otimes e^{\gamma_i + \phi}.
\]

Breaking the action into parts and using the calculations from above we have

\[
-\frac{1}{5} Y_0 \left( 1 \otimes e^{\gamma_1} + 1 \otimes e^{-\gamma_1} \right) \cdot \left( \sum_{k \in 1,3,5,6} a_k a_k(-1) \otimes e^\mu + \sum_{k \in 1,3,5,6} -a_k a_k(-1) \otimes e^\tau \right)
\]

\[
= \frac{2}{5} \left( 3 \otimes e^{\mu + \alpha_1 - \alpha_6} + 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6} \right),
\]

and

\[
-\frac{1}{5} Y_0 \left( 1 \otimes e^{\gamma_2} + 1 \otimes e^{-\gamma_2} \right) \cdot \left( \sum_{k \in 1,3,5,6} a_k a_k(-1) \otimes e^\mu + \sum_{k \in 1,3,5,6} -a_k a_k(-1) \otimes e^\tau \right)
\]

\[
= \frac{1}{5} \left[ (-2 \alpha_1 - \alpha_3 + \alpha_5 + 2 \alpha_6) (-1) \otimes e^\mu + (2 \alpha_1 + \alpha_3 - \alpha_5 - 2 \alpha_6) (-1) \otimes e^\tau \right],
\]

also,

\[
\frac{1}{5} Y_0 \left( 1 \otimes e^{\gamma_3} + 1 \otimes e^{-\gamma_3} \right) \cdot \left( \sum_{k \in 1,3,5,6} a_k a_k(-1) \otimes e^\mu + \sum_{k \in 1,3,5,6} -a_k a_k(-1) \otimes e^\tau \right)
\]

\[
= \frac{2}{5} \left( 3 \otimes e^{\mu + \alpha_1 - \alpha_6} + 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6} \right).
\]

Now we give the results for \( Y_0(B) \) acting on \( 3 \otimes e^{\mu + \alpha_1 - \alpha_6} + 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6} \), first we have

\[
-\frac{1}{5} Y_0 \left( 1 \otimes e^{\gamma_1} + 1 \otimes e^{-\gamma_1} \right) \cdot \left( 3 \otimes e^{\mu + \alpha_1 - \alpha_6} + 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6} \right)
\]

\[
= \frac{3}{5} \left( (-\alpha_1(-1) + \alpha_6(-1)) \otimes e^\mu + (\alpha_1(-1) - \alpha_6(-1)) \otimes e^\tau \right),
\]

and

\[
-\frac{1}{5} Y_0 \left( 1 \otimes e^{\gamma_2} + 1 \otimes e^{-\gamma_2} \right) \cdot \left( 3 \otimes e^{\mu + \alpha_1 - \alpha_6} + 3 \otimes e^{\tau \mu - \alpha_1 + \alpha_6} \right)
\]

\[
= 0.
\]
Lastly,

\[
\frac{1}{5} Y_0 \left( 1 \otimes e^{\gamma_3} + 1 \otimes e^{-\gamma_3} \right) \cdot \left( 3 \otimes e^{\mu+\lambda_1-\lambda_6} + 3 \otimes e^{\tau \mu-\lambda_1+\lambda_6} \right) \\
= \frac{3}{5} (\lambda_1(-1) - \lambda_3(-1) + \lambda_5(-1) + \lambda_6(-1)) \otimes e^\mu \\
+ \frac{3}{5} (\lambda_1(-1) + \lambda_3(-1) - \lambda_5(-1) - \lambda_6(-1)) \otimes e^{\tau \mu}.
\]

Adding all these actions together gives

\[
Y_0(\omega) \cdot P = \frac{7}{5} P.
\]

Hence $P$ is a HWV for $\Vir \left( \frac{4}{7}, \frac{7}{2} \right) \otimes W^{\Omega_4}$.

To determine the HWV for the module $\Vir \left( \frac{4}{7}, 3 \right) \otimes W^{\Omega_0}$, the use of the intertwining operators on $V_p$ and two of the HWVs from $V^{\lambda_1}$ and $V^{\lambda_6}$ play a key role. We start with two vectors, to be found in Section 6.2, each of which is a HWV in a summand $\Vir \left( \frac{4}{7}, \frac{2}{3} \right) \otimes W^{\Omega_0}$ that occurs in $V^{\lambda_1}$ and $V^{\lambda_6}$. From $V^{\lambda_1}$ we have $R = 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6}$, and from $V^{\lambda_6}$, $\tau R = 1 \otimes e^{\lambda_1-\lambda_6} + 1 \otimes e^{-\lambda_3+\lambda_5-\lambda_6}$.

**Lemma 6.4.** $U = Y_{-\frac{5}{2}}(R) \cdot \tau R - \frac{5}{2} Y_{-3}(\omega) \cdot 1 \otimes e^0 = \{ R \}_{-\frac{5}{2}} \cdot \tau R - \frac{5}{2} \{ \omega \}_{-2} \cdot 1 \otimes e^0$

is the HWV for $\Vir \left( \frac{4}{7}, 3 \right) \otimes W^{\Omega_0}$.

**Proof.** 1) $Y_1 \left( 1 \otimes e^{-\theta} \right) \cdot U = \{ 1 \otimes e^{-\theta} \}_{1} \cdot U = 0$

Before calculating, note that $R$ is the HWV in a 1 dimensional $F_4$-module, hence in particular $\{-\theta\}_{0} \cdot R = \{ 1 \otimes e^{-\theta} \}_{0} \cdot R = 0$. We now have

\[
\{ 1 \otimes e^{-\theta} \}_{1} \cdot \left( \{ R \}_{-\frac{5}{2}} \cdot \tau R \right) \\
= \left[ \{ 1 \otimes e^{-\theta} \}_{1}, \{ R \}_{-\frac{5}{2}} \right] \cdot \tau R + \{ 1 \otimes e^{-\theta} \}_{1} \cdot \{ 1 \otimes e^{-\theta} \}_{1} \cdot \tau R \\
= \left[ \{ 1 \otimes e^{-\theta} \}_{1}, \{ R \}_{-\frac{5}{2}} \right] \cdot \tau R + 0 \\
= \sum_{k \geq 0} \binom{1}{k} \left\{ \left\{ 1 \otimes e^{-\theta} \right\}_{k} \cdot \{ R \}_{1-\frac{5}{2}-k} \right\} \cdot \tau R \\
= \left\{ \left\{ 1 \otimes e^{-\theta} \right\}_{0} \cdot \{ R \}_{-\frac{5}{2}} \cdot \tau R + \left\{ 1 \otimes e^{-\theta} \right\}_{1} \cdot \{ R \}_{-\frac{5}{2}} \cdot \tau R \right\} \\
= \{ 0 \}_{-\frac{5}{2}} \cdot \tau R + \{ 0 \}_{-\frac{5}{2}} \cdot \tau R \\
= 0.
\]
Since $\omega$ is the generator for coset Virasoro, then the operators generated by this vector commute with the $F_4^{(1)}$ operators. This gives:

$$\{1 \otimes e^{-\theta}\}_1 \cdot (\{\omega\}_{-2} \cdot 1 \otimes e^0) = \{\omega\}_{-2} \cdot (\{1 \otimes e^{-\theta}\}_1 \cdot 1 \otimes e^0) = 0.$$  

Therefore $U$ is killed by $Y_1(1 \otimes e^{-\theta})$

2) $Y_0(\beta) \cdot U = \{\beta\}_0 \cdot U = 0$

$$\{\beta\}_0 \cdot (\{R\}_{-\frac{g}{2}} \cdot \tau R) = \left[\{\beta\}_0, \{R\}_{-\frac{g}{2}}\right] \cdot \tau R + \{R\}_{-\frac{g}{2}} \cdot (\{\beta\}_0 \cdot \tau R)$$

$$= \left[\{\beta\}_0, \{R\}_{-\frac{g}{2}}\right] \cdot \tau R + 0$$

$$= \sum_{k \geq 0} \binom{0}{k} \{\{\beta\}_k \cdot R\}_{0-\frac{g}{2}-k} \cdot \tau R$$

$$= \{\{\beta\}_0 \cdot R\}_{-\frac{g}{2}} \cdot \tau R$$

$$= 0.$$  

Once again we use $\{\omega\}_n$ operators commute with the $F_4^{(1)}$ operators, which gives:

$$\{1 \otimes e^{\beta}\}_0 \cdot (\{\omega\}_{-2} \cdot 1 \otimes e^0) = \{\omega\}_{-2} \cdot (\{1 \otimes e^\beta\}_0 \cdot 1 \otimes e^0) = 0.$$  

Instead of separating the action of the three Virasoro operators, they are calculated together because they all need some of the same techniques to be completed.

3) $Y_n(\omega) \cdot U = \{\omega\}_{n+1} \cdot U = 0$, for $n \in \{2, 3\}$, and $Y_0(\omega) \cdot U = \{\omega\}_1 \cdot U = 3U$.  

Three preliminary calculations for all three of the actions.

$$\{\omega\}_3 \cdot (\{R\}_{-\frac{g}{2}} \cdot \tau R) = \left[\{\omega\}_3, \{R\}_{-\frac{g}{2}}\right] \cdot \tau R + \{R\}_{-\frac{g}{2}} \cdot (\{\omega\}_3 \cdot \tau R)$$

$$= \left[\{\omega\}_3, \{R\}_{-\frac{g}{2}}\right] \cdot \tau R + 0$$

$$= \sum_{k \geq 0} \binom{3}{k} \{\{\omega\}_k \cdot R\}_{3-\frac{g}{2}-k} \cdot \tau R$$

$$= \{\{\omega\}_0 \cdot R\}_{\frac{g}{2}} \cdot \tau R + 3 \{\{\omega\}_1 \cdot R\}_{-\frac{g}{2}} \cdot \tau R + 3 \{\{\omega\}_2 \cdot R\}_{-\frac{g}{2}} \cdot \tau R + \{\{\omega\}_3 \cdot R\}_{-\frac{g}{2}} \cdot \tau R$$

$$= \{\{\omega\}_0 \cdot R\}_{\frac{g}{2}} \cdot \tau R + 3 \{2/3R\}_{-\frac{g}{2}} \cdot \tau R$$

$$+ \{0\}_{-\frac{g}{2}} \cdot \tau R + \{0\}_{-\frac{g}{2}} \cdot \tau R$$

$$= \{\{\omega\}_0 \cdot R\}_{\frac{g}{2}} \cdot \tau R + 2 \{R\}_{-\frac{g}{2}} \cdot \tau R$$
Also we have

\[
\begin{align*}
\{\omega\}_2 \cdot \left( \{R\}_{-\frac{g}{3}} \cdot \tau R \right) &= \left[ \{\omega\}_2, \{R\}_{-\frac{g}{3}} \right] \cdot \tau R + \{R\}_{-\frac{g}{3}} \cdot \{\omega\}_2 \cdot \tau R + 0 \\
&= \sum_{k \geq 0} \binom{2}{k} \{\omega\}_k \cdot \{R\}_{2-\frac{g}{3}-k} \\
&= \{\omega\}_0 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + 2 \{\omega\}_1 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + \{\omega\}_2 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R \\
&= \{\omega\}_0 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + 2 \{2/3R\}_{-\frac{g}{3}} \cdot \tau R + \{0\}_{-\frac{g}{3}} \cdot \tau R \\
&= \{\omega\}_0 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + \frac{4}{3} \{R\}_{-\frac{g}{3}} \cdot \tau R
\end{align*}
\]

and

\[
\begin{align*}
\{\omega\}_1 \cdot \left( \{R\}_{-\frac{g}{3}} \cdot \tau R \right) &= \left[ \{\omega\}_1, \{R\}_{-\frac{g}{3}} \right] \cdot \tau R + \{R\}_{-\frac{g}{3}} \cdot \{\omega\}_1 \cdot \tau R \\
&= \sum_{k \geq 0} \binom{1}{k} \{\omega\}_k \cdot \{R\}_{1-\frac{g}{3}-k} + \frac{2}{3} \left( \{R\}_{-\frac{g}{3}} \cdot \tau R \right) \\
&= \{\omega\}_0 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + \{\omega\}_1 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + \frac{4}{3} \left( \{R\}_{-\frac{g}{3}} \cdot \tau R \right) \\
&= \{\omega\}_0 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + \frac{2}{3} \left( \{R\}_{-\frac{g}{3}} \cdot \tau R \right) + \frac{2}{3} \left( \{R\}_{-\frac{g}{3}} \cdot \tau R \right) \\
&= \{\omega\}_0 \cdot \{R\}_{-\frac{g}{3}} \cdot \tau R + \frac{4}{3} \{R\}_{-\frac{g}{3}} \cdot \tau R.
\end{align*}
\]

A necessary vector for these calculations is \(\{\omega\}_0 \cdot R\). Record the following observation about \(\{\omega\}_0 \cdot R\), so it can be used as necessary. We know \(\{\omega_{E_6}\}_1 \cdot R = 2\frac{g}{3}R\) and also \(\{\omega\}_1 \cdot R = 2\frac{g}{3}R\), therefore \(\{\omega_{E_6}\}_1 \cdot R = 0 \cdot R\) and then we must have \(\{\omega_{E_6}\}_0 \cdot R = 0\). We now have \(\{\omega\}_0 \cdot R = (\{\omega_{E_6}\}_0 - \{\omega_{E_6}\}_0) \cdot R = \{\omega_{E_6}\}_0 \cdot R\).

By the derivative property for the VOA of \(E_6^{(1)}\), \(\{\omega\}_{E_6} \cdot R\) is \(-n\{R\}_{n-1}\) and therefore \(\{\omega\}_0 \cdot R\) is \(-n\{R\}_{n-1}\). We need a few lemmas before we finish these calculations.

**Lemma 6.5.** If \(\langle \alpha, \alpha \rangle = \frac{4}{3}\), then \(\{1 \otimes e^a\}_{-2/3} \cdot (1 \otimes e^{-a}) = a(-1) \otimes e^0\).
Proof.

\[
\{1 \otimes e^\alpha\}_{-2/3} \cdot (1 \otimes e^{-\alpha})
= \text{Res} \left( z^{-2/3} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) e_\alpha z^{\alpha(0)} \cdot 1 \otimes e^{-\alpha} \right)
= \text{Res} \left( z^{-2} e(\alpha, -\alpha) \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \cdot 1 \otimes e^0 \right)
= \text{Res} \left( z^{-1} \alpha(-1) \otimes e^0 \right)
= \alpha(-1) \otimes e^0
\]

Lemma 6.6. If \( \langle \alpha, \beta \rangle = \frac{2}{3} \), then \( \{ \alpha(-1) \otimes e^\alpha \}_{-2/3} \cdot (1 \otimes e^\beta) = 0 \).

Proof.

\[
\{1 \otimes e^\alpha\}_{-2/3} \cdot 1 \otimes e^\beta
= \text{Res} \left( z^{-2/3} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) e_\alpha z^{\alpha(0)} \cdot 1 \otimes e^\beta \right)
= \text{Res} \left( z^0 \epsilon(\alpha, \beta) \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \cdot 1 \otimes e^\alpha + \beta \right)
= 0
\]

Since the exponents of \( e \) in \( R \) and \( \tau R \) satisfy one of these lemmas, then we have

\[
\{ R \}_{-2/3} \cdot \tau R
= ((-\lambda_1 + \lambda_6)(-1) + (\lambda_3 - \lambda_5)(-1) + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)) \otimes e^0 = 0.
\]

Lemma 6.7. If \( \langle \alpha, \beta \rangle = \frac{2}{3} \), then \( \{ 1 \otimes e^\alpha \}_{-5/3} \cdot (1 \otimes e^\beta) = \epsilon(\alpha, \beta) 1 \otimes e^{\alpha + \beta} \).

Proof.

\[
\{ 1 \otimes e^\alpha \}_{-5/3} \cdot (1 \otimes e^\beta)
= \text{Res} \left( z^{-5/3} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) e_\alpha z^{\alpha(0)} \cdot 1 \otimes e^\beta \right)
= \text{Res} \left( \epsilon(\alpha, \beta) z^{-1} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \cdot 1 \otimes e^{\alpha + \beta} \right)
= \epsilon(\alpha, \beta) 1 \otimes e^{\alpha + \beta}
\]
Lemma 6.8. If \( \langle \alpha, \alpha \rangle = \frac{4}{3} \), then \( \{1 \otimes e^\alpha\}_{-5/3} \cdot (1 \otimes e^{-\alpha}) = \frac{1}{2} (\alpha^2 (-1) + \alpha (-2)) \otimes e^0 \).

Proof.

\[
\{1 \otimes e^\alpha\}_{-5/3} \cdot (1 \otimes e^{-\alpha}) = \text{Res} \left( z^{-5/3} \exp \left( \sum_{k \geq 1} \frac{a(-k)}{k} z^k \right) e^\alpha e^{\alpha(0)} \cdot 1 \otimes e^{-\alpha} \right) \\
= \text{Res} \left( z^{-3} e^{\alpha} (1 - \alpha) \exp \left( \sum_{k \geq 1} \frac{a(-k)}{k} z^k \right) \cdot 1 \otimes e^0 \right) \\
= \text{Res} \left( z^{-1} e^{\alpha} (1 - \alpha) \left( \frac{1}{2} \alpha (-2) + \frac{1}{2} \alpha (-1)^2 \right) \otimes e^0 \right) \\
= \frac{1}{2} (\alpha (-1)^2 + \alpha (-2)) \otimes e^0
\]

Using these two lemmas we have that

\[
\{R\}_{-5/3} \cdot \tau R = 1 \otimes e^{-\lambda_1 - \lambda_3 + \lambda_5 + \lambda_6} - 1 \otimes e^{-2\lambda_1 + \lambda_3 - \lambda_5 + 2\lambda_6} \\
+ \frac{1}{2} (\alpha (-1) + \lambda_6) (-2) + (\alpha (-1) + \lambda_6) (-1)^2 \otimes e^0 \\
+ 1 \otimes e^{\alpha_1 + \alpha_3 - \lambda_5 - \lambda_6} - 1 \otimes e^{-\lambda_1 + 2\lambda_3 - 2\lambda_5 + \lambda_6} \\
+ \frac{1}{2} (\lambda_3 - \lambda_5) (-2) + (\lambda_3 - \lambda_5) (-1)^2 \otimes e^0 \\
- 1 \otimes e^{2\lambda_1 - \lambda_3 + \lambda_5 - 2\lambda_6} - 1 \otimes e^{\lambda_1 - 2\lambda_3 + 2\lambda_5 - \lambda_6} \\
+ \frac{1}{2} (\lambda_3 - \lambda_5 + \lambda_5 - \lambda_6) (-2) + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) (-1)^2 \otimes e^0
\]

\[
= 1 \otimes e^{-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6} - 1 \otimes e^{-\alpha_1 + \alpha_6} + \frac{1}{2} (-\lambda_1 + \lambda_6) (-1)^2 \otimes e^0 \\
+ 1 \otimes e^{\alpha_1 + \alpha_3 - \alpha_5 + \alpha_6} - 1 \otimes e^{-\alpha_3 + \alpha_5} + \frac{1}{2} (\lambda_3 - \lambda_5) (-1)^2 \otimes e^0 \\
- 1 \otimes e^{\alpha_1 - \alpha_6} - 1 \otimes e^{\alpha_3 - \alpha_5} + \frac{1}{2} (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) (-1)^2 \otimes e^0
\]

\[
= \frac{1}{2} (\alpha (-1)^2 + (\lambda_3 - \lambda_5) (-1)^2 + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) (-1)^2) \otimes e^0 \\
- (1 \otimes e^{\tau_1} + 1 \otimes e^{\tau_2}) - (1 \otimes e^{\tau_2} + 1 \otimes e^{-\tau_2}) + (1 \otimes e^{\tau_3} + 1 \otimes e^{-\tau_3})
\]

\[
= 5 \omega.
\]
We also have the following observation
\[
\{\omega\}_n \cdot (\{\omega\}_{-2} \cdot 1 \otimes e^0) = \{\omega\}_n \cdot \{\omega\}_{-2} \cdot 1 \otimes e^0 + \{\omega\}_{-2} \cdot (\{\omega\}_n \cdot 1 \otimes e^0) = (n + 2)\{\omega\}_{n-3} \cdot 1 \otimes e^0 + \{\omega\}_{-2} \cdot (\{\omega\}_n \cdot 1 \otimes e^0).
\]

Since \(\{\omega\}_n \cdot 1 \otimes e^0 = 0\) for \(n \geq 0\), then for \(n \in \{0, 1, 2, 3\}\)
\[
\{\omega\}_n \cdot (\{\omega\}_{-2} \cdot 1 \otimes e^0) = (n + 2)\{\omega\}_{n-3} \cdot 1 \otimes e^0.
\]

We have
\[
\{\omega\}_3 \cdot U = \{\omega\}_0 \cdot R + \frac{5}{2} (5) \{\omega\}_0 \cdot 1 \otimes e^0
\]
\[
= -\frac{1}{3} \{R\}_{-\frac{2}{3}} \cdot \tau R + 2 \{R\}_{-\frac{2}{3}} \cdot \tau R - \frac{5}{2} (5) \{\omega\}_0 \cdot 1 \otimes e^0
\]
\[
= \frac{5}{3} \{R\}_{-\frac{2}{3}} \cdot \tau R - 0
\]
\[
= 0,
\]
\[
\{\omega\}_2 \cdot U = \{\omega\}_0 \cdot R + 4/3 \{R\}_{-\frac{2}{3}} \cdot \tau R - \frac{5}{2} (4) \{\omega\}_1 \cdot 1 \otimes e^0
\]
\[
= \frac{2}{3} \{R\}_{-\frac{2}{3}} \cdot \tau R + 2 \{R\}_{-\frac{2}{3}} \cdot \tau R - 10 \{\omega\}_1 \cdot 1 \otimes e^0
\]
\[
= 2 \{R\}_{-\frac{2}{3}} \cdot \tau R - 2 \{R\}_{-\frac{2}{3}} \cdot \tau R
\]
\[
= 0,
\]
and lastly
\[
\{\omega\}_1 \cdot U = \{\omega\}_0 \cdot R + 4 \{R\}_{-\frac{2}{3}} \cdot \tau R - \frac{5}{2} (3) \{\omega\}_2 \cdot 1 \otimes e^0
\]
\[
= \frac{5}{3} \{R\}_{-\frac{2}{3}} \cdot \tau R + \frac{5}{3} \{R\}_{-\frac{2}{3}} \cdot \tau R - 3 \left(\frac{5}{2} \{\omega\}_{-2} \cdot 1 \otimes e^0\right)
\]
\[
= 3 \{R\}_{-\frac{2}{3}} \cdot \tau R - 3 \left(\frac{5}{2} \{\omega\}_{-2} \cdot 1 \otimes e^0\right)
\]
\[
= 3 U.
\]

There are still two items to clarify. First, to determine that \(U \neq 0\) and then to find the exact description of this vector in \(V^{\Lambda_0}\).

The next step is to determine both the vector \(\{R\}_{-8/3} \cdot \tau R\) and \(\{\omega\}_{-2} \cdot 1 \otimes e^0\), hence answering both questions simultaneously. We present two lemmas needed to determine \(\{R\}_{-8/3} \cdot \tau R\).
Lemma 6.9. If \( \langle \alpha, \beta \rangle = \frac{2}{3} \), then \( \{1 \otimes e^\alpha\}_{-8/3} \cdot (1 \otimes e^\beta) = \varepsilon(\alpha, \beta)\alpha(-1) \otimes e^{\alpha + \beta} \).

Proof.

\[
\{1 \otimes e^\alpha\}_{-8/3} \cdot (1 \otimes e^\beta) = \text{Res} \left( z^{-8/3} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) e_\alpha^0 \cdot 1 \otimes e^\beta \right) = \text{Res} \left( \varepsilon(\alpha, \beta) z^{-2} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \cdot 1 \otimes e^{\alpha + \beta} \right) = \varepsilon(\alpha, \beta)\alpha(-1) \otimes e^{\alpha + \beta}.
\]

Lemma 6.10. If \( \langle \alpha, \alpha \rangle = \frac{4}{3} \), then

\[
\{1 \otimes e^\alpha\}_{-8/3} \cdot (1 \otimes e^{-\alpha}) = \left( \frac{\alpha(-3)}{3} + \frac{\alpha(-1)\alpha(-2)}{2} + \frac{\alpha(-1)^3}{6} \right) \otimes e^0.
\]

Proof.

\[
\{1 \otimes e^\alpha\}_{-8/3} \cdot (1 \otimes e^{-\alpha}) = \text{Res} \left( z^{-8/3} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) e_\alpha^2 \cdot 1 \otimes e^{-\alpha} \right) = \text{Res} \left( z^{-8} \varepsilon(\alpha, -\alpha) \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \cdot 1 \otimes e^0 \right) = \text{Res} \left( z^{-1} \left( \frac{\alpha(-3)}{3} + \frac{\alpha(-1)\alpha(-2)}{2} + \frac{\alpha(-1)^3}{6} \right) \otimes e^0 \right) = \left( \frac{\alpha(-3)}{3} + \frac{\alpha(-1)\alpha(-2)}{2} + \frac{\alpha(-1)^3}{6} \right) \otimes e^0.
\]
Using these two lemmas with the vectors $R$ and $\tau R$, then

\[
\{R\}_{-8/3} \cdot \tau R = \left( \frac{-\lambda_1 + \lambda_6}{3} (-3) + \frac{(-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(-2)}{2} \right) \otimes e^0 \\
+ \left( \frac{(-\lambda_1 + \lambda_6)(-1)^3}{6} \right) \otimes e^0 + (-\lambda_1 + \lambda_6)(-1) \otimes e^{-\lambda_1 - \lambda_3 + \lambda_5 + \lambda_6} \\
- (-\lambda_1 + \lambda_6)(-1) \otimes e^{-2\lambda_1 + \lambda_3 - \lambda_5 + 2\lambda_6} \\
+ \left( \frac{(\lambda_3 - \lambda_5)(-3)}{3} + \frac{(\lambda_3 - \lambda_5)(-1)(\lambda_3 - \lambda_5)(-2)}{2} + \frac{(\lambda_3 - \lambda_5)(-1)^3}{6} \right) \otimes e^0 \\
+ (\lambda_3 - \lambda_5)(-1) \otimes e^{\lambda_1 + \lambda_3 - \lambda_5 - \lambda_6} - (\lambda_3 - \lambda_5)(-1) \otimes e^{-\lambda_1 + 2\lambda_3 - 2\lambda_5 + \lambda_6} \\
+ \left( \frac{(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-3)}{3} + \frac{(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)^3(-1)}{6} \right) \otimes e^0 \\
+ \left( \frac{(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-2)}{2} \right) \otimes e^0 \\
- (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{2\lambda_1 - \lambda_3 + \lambda_5 - 2\lambda_6} \\
- (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{\lambda_1 - 2\lambda_3 + 2\lambda_5 - \lambda_6}
\]

\[
= \left( \frac{-\lambda_1 + \lambda_6}{2} (-1)(-\lambda_1 + \lambda_6)(-2) + \frac{(-\lambda_1 + \lambda_6)(-1)^3}{6} \right) \otimes e^0 \\
+ \left( \frac{(\lambda_3 - \lambda_5)(-1)(\lambda_3 - \lambda_5)(-2)}{2} + \frac{(\lambda_3 - \lambda_5)(-1)^3}{6} \right) \otimes e^0 \\
+ \left( \frac{(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-2)}{2} \right) \otimes e^0 \\
+ \left( \frac{(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)^3}{6} \right) \otimes e^0 \\
+ (-\lambda_1 + \lambda_6)(-1) \otimes e^{-\lambda_1 - \lambda_3 + \lambda_5 + \lambda_6} - (-\lambda_1 + \lambda_6)(-1) \otimes e^{-2\lambda_1 + \lambda_3 - \lambda_5 + 2\lambda_6} \\
+ (\lambda_3 - \lambda_5)(-1) \otimes e^{\lambda_1 + \lambda_3 - \lambda_5 - \lambda_6} - (\lambda_3 - \lambda_5)(-1) \otimes e^{-\lambda_1 + 2\lambda_3 - 2\lambda_5 + \lambda_6} \\
- (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{2\lambda_1 - \lambda_3 + \lambda_5 - 2\lambda_6} \\
- (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{\lambda_1 - 2\lambda_3 + 2\lambda_5 - \lambda_6}.
\]

Two lemmas are also needed to compute $\{\omega\}_{-2} \cdot 1 \otimes e^0$.

**Lemma 6.11.** If $\langle \alpha, \alpha \rangle = 4$, then $\{1 \otimes e^\alpha\}_{-2} \cdot (1 \otimes e^0) = \alpha(-1) \otimes e^\alpha$.

**Proof.**

\[
\{1 \otimes e^\alpha\}_{-2} \cdot 1 \otimes e^0 = \text{Res} \left( z^{-2} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) e_\alpha z^{\alpha(0)} \cdot (1 \otimes e^0) \right) = \alpha(-1) \otimes e^\alpha
\]
The next lemma helps calculate the action of the Heisenberg operators.

**Lemma 6.12.** We have \( \{ a(-1)^2 1 \otimes e^0 \}_{-3} \cdot 1 \otimes e^0 = 2a(-1)a(-2) \otimes e^0 \).

**Proof.**

\[
\{ a(-1)^2 1 \otimes e^0 \}_{-3} \cdot 1 \otimes e^0 = (\cdots + a(-1)a(-2) + a(-2)a(-1) + \ldots) \cdot 1 \otimes e^0 \\
= (a(-1)a(-2) + a(-2)a(-1)) \cdot 1 \otimes e^0 \\
= 2a(-1)a(-2) \otimes e^0
\]

Using these two lemmas gives

\[
\{ \omega \}_{-2} \cdot 1 \otimes e^0 \\
= \frac{1}{10} (2(-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(-2) + 2(\lambda_3 - \lambda_5)(-1)(\lambda_3 - \lambda_5)(-2)) \otimes e^0 \\
+ \frac{1}{10} (2(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-2)) \otimes e^0 \\
- \frac{1}{5} ((a_1 - a_6)(-1) \otimes e^{a_1 - a_6} + (-a_1 + a_6)(-1) \otimes e^{-a_1 + a_6}) \\
- \frac{1}{5} ((a_3 - a_5)(-1) \otimes e^{a_3 - a_5} + (-a_3 + a_5)(-1) \otimes e^{-a_3 + a_5}) \\
+ \frac{1}{5} (a_1 + a_3 - a_5 - a_6)(-1) \otimes e^{a_1 + a_3 - a_5 - a_6} \\
+ \frac{1}{5} (-a_1 - a_3 + a_5 + a_6)(-1) \otimes e^{-a_1 + a_3 + a_5 + a_6} \\
= \frac{1}{5} ((-\lambda_1 + \lambda_6)(-1)(-\lambda_1 + \lambda_6)(-2) + (\lambda_3 - \lambda_5)(-1)(\lambda_3 - \lambda_5)(-2)) \otimes e^0 \\
+ \frac{1}{5} ((\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-2)) \otimes e^0 \\
- \frac{1}{5} ((a_1 - a_6)(-1) \otimes e^{a_1 - a_6} + (-a_1 + a_6)(-1) \otimes e^{-a_1 + a_6}) \\
- \frac{1}{5} ((a_3 - a_5)(-1) \otimes e^{a_3 - a_5} + (-a_3 + a_5)(-1) \otimes e^{-a_3 + a_5}) \\
+ \frac{1}{5} (a_1 + a_3 - a_5 - a_6)(-1) \otimes e^{a_1 + a_3 - a_5 - a_6} \\
+ \frac{1}{5} (-a_1 - a_3 + a_5 + a_6)(-1) \otimes e^{-a_1 - a_3 + a_5 + a_6}.
\]

It is now apparent that \( \{ R \}_{-8/3} \cdot \tau R \) and \( \{ \omega \}_{-2} \cdot 1 \otimes e^0 \) are linearly independent and therefore \( U \neq 0 \). We may rewrite \( \{ R \}_{-8/3} \cdot \tau R \) as follows by expressing the exponents of
$e$ in terms of simple roots. We have

$$\{R\}_{-8/3}\cdot \tau R - \frac{5}{2} \{\omega\}_{-2}\cdot 1 \otimes e^0$$

$$= \left( \frac{-\lambda_1 + \lambda_6}{2} (1)(-\lambda_1 + \lambda_6)(-2) + \frac{(-\lambda_1 + \lambda_6)(-1)^3}{6} \right) \otimes e^0$$

$$+ \left( \frac{(\lambda_3 - \lambda_5)(-1)(\lambda_3 - \lambda_5)(-2)}{2} + \frac{(\lambda_3 - \lambda_5)(-1)^3}{6} \right) \otimes e^0$$

$$+ \left( \frac{(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1)(\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-2)}{2} \right) \otimes e^0$$

$$+ \left( \frac{(-\lambda_1 + \lambda_6)(-1)}{6} \otimes e^{-\alpha_1 - \alpha_3 + \alpha_5 + \alpha_6} - (-\lambda_1 + \lambda_6)(-1) \otimes e^{-\alpha_1 + \alpha_6} \right)$$

$$+ (\lambda_3 - \lambda_5)(-1) \otimes e^{\alpha_1 + \alpha_3 - \alpha_5 - \alpha_6} - (\lambda_3 - \lambda_5)(-1) \otimes e^{\alpha_3 - \alpha_5}$$

$$- (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{\alpha_1 - \alpha_6} - (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)(-1) \otimes e^{-\alpha_3 + \alpha_5}.$$
6.2 The Decomposition of $\mathcal{V}^{\Lambda_1}$ and $\mathcal{V}^{\Lambda_6}$

This section contains detailed calculations used to determine the HWVs in the decomposition of $\mathcal{V}^{\Lambda_1}$. These calculations are followed by a brief explanation of the determination for the HWVs in the decomposition of $\mathcal{V}^{\Lambda_6}$.

**Lemma 6.14.** $1 \otimes e^{\lambda_1}$ is the HWV in $\text{Vir} \left( \frac{4}{5}, \frac{1}{15} \right) \otimes W^\Omega_4$ in $\mathcal{V}^{\Lambda_1}$.

**Proof.** 1) $Y_1 \left( 1 \otimes e^{-\theta} \right) \cdot 1 \otimes e^{\lambda_1} = 0$.

Noting that $\langle -\theta, \lambda_1 \rangle = -1$, then we have

$$Y_1 \left( 1 \otimes e^{-\theta} \right) \cdot 1 \otimes e^{\lambda_1} = \text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{-\theta(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{-\theta(k)}{-k} z^{-k} \right) e_{-\theta}^{-\theta(0)} \cdot 1 \otimes e^{\lambda_1} \right]$$

$$= \text{Res} \left[ e(-\theta, \lambda_1) z^0 \exp \left( \sum_{k \geq 1} \frac{-\theta(-k)}{k} z^k \right) \cdot 1 \otimes e^{-\theta + \lambda_1} \right]$$

$$= 0.$$ 

2) $Y_0 (\beta) \cdot 1 \otimes e^{\lambda_1} = 0$ for all $\beta \in \Delta_F$.

Notice for all $\alpha$, simple roots of $E_6$, $\langle \alpha, \lambda_1 \rangle \geq 0$, hence we have

$$Y_0 \left( 1 \otimes e^\alpha \right) \cdot 1 \otimes e^{\lambda_1} = \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\alpha(k)}{-k} z^{-k} \right) e_\alpha \alpha(0) \cdot 1 \otimes e^{\lambda_1} \right]$$

$$= \text{Res} \left[ e(\alpha, \lambda_1) z^{\langle \alpha, \lambda_1 \rangle} \exp \left( \sum_{k \geq 1} \frac{\alpha(-k)}{k} z^k \right) \cdot 1 \otimes e^{\alpha + \lambda_1} \right]$$

$$= 0.$$ 

Since each $Y_0 \left( 1 \otimes e^\alpha \right)$ then each $Y_0 (\beta)$ will also kill.

3) The positive Virasoro operators kill $1 \otimes e^{\lambda_1}$.

Recall that the conformal vector generating the coset Virasoro is

$$\omega = \frac{1}{10} \left[ (-\lambda_1 + \lambda_6)^2 (-1) + (\lambda_3 - \lambda_5)^2 (-1) + (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)^2 (-1) \right] \otimes e^0$$

$$+ \frac{1}{5} \left[ -1 \otimes e^{\pm \gamma_1} - 1 \otimes e^{\pm \gamma_2} + 1 \otimes e^{\pm \gamma_3} \right],$$

where $\gamma_1 = \alpha_1 - \alpha_6$, $\gamma_2 = \alpha_3 - \alpha_5$, and $\gamma_3 = \gamma_1 + \gamma_2$. 
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This action will be considered in two parts, first we check $Y_1(A) \cdot 1 \otimes e^{\lambda_1}$. Since $A$ is a sum of products of Heisenberg operators then it will suffice to check this for each term. Since the rest follow similarly, we show the first calculation as follows

$$Y_1 \left( (\lambda_1 + \lambda_6)(-1)^2 \right) \cdot 1 \otimes e^{\lambda_1}$$

$$= \sum_{r \in \mathbb{Z}} : (\lambda_1 + \lambda_6)(r)(\lambda_1 + \lambda_6)(1 - r) : \cdot 1 \otimes e^{\lambda_1}$$

$$= (\cdots + 2(\lambda_1 + \lambda_6)(0)(\lambda_1 + \lambda_6)(1) + \cdots) \cdot 1 \otimes e^{\lambda_1}$$

$$= 0.$$

It follows from carrying out the other 2 calculations that $Y_1(A) \cdot 1 \otimes e^{\lambda_1} = 0$.

To check part B, consider the following:

$$Y_1 \left( 1 \otimes e^{\gamma_i} \right) \cdot 1 \otimes e^{\lambda_1}$$

$$= \text{Res} \left[ z^2 \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(k)}{k} z^{-k} \right) e_{\gamma_i} z^0 \right] \cdot 1 \otimes e^{\lambda_1}$$

$$= \text{Res} \left[ \varepsilon(\gamma_i, \lambda_i) z^{2 + \langle \gamma_i, \lambda_1 \rangle} \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \cdot 1 \otimes e^{\gamma_i + \lambda_1} \right]$$

$$= 0.$$

With the last step happening since, for all $i \in \{1, 2, 3\}$ we have $\langle \pm \gamma_i, \lambda_1 \rangle > -1$, hence the residue will be 0. Since the operators $Y_1(A)$ and $Y_1(B)$ kill $1 \otimes e^{\lambda_1}$, then so does $Y_1(\omega)$.

The calculation that $Y_2(A) \cdot 1 \otimes e^{\lambda_1} = 0$ is the same as the one above for $Y_1(A)$. The calculation that $Y_2(B) \cdot 1 \otimes e^{\lambda_1} = 0$ only differs from the above by having a $z^3$ in place of $z^2$, therefore $Y_2(\omega) \cdot 1 \otimes e^{\lambda_1} = 0$.

4) The vector $1 \otimes e^{\lambda_1}$ has eigenvalue $\frac{1}{15}$ for $Y_0(\omega)$. The first part of calculating $Y_0(A)$ is given by the following

$$-\frac{1}{10} Y_0 \left( (-\lambda_1 + \lambda_6)(-1)^2 \right) \cdot 1 \otimes e^{\lambda_1}$$

$$= -\frac{1}{10} \sum_{r \in \mathbb{Z}} : (-\lambda_1 + \lambda_6)(r)(-\lambda_1 + \lambda_6)(-r) : \cdot 1 \otimes e^{\lambda_1}$$

$$= -\frac{1}{10} \left( \cdots + (-\lambda_1 + \lambda_6)^2(0) + \cdots \right) \cdot 1 \otimes e^{\lambda_1}$$

$$= -\frac{1}{10} (\lambda_1 + \lambda_6, \lambda_1)^2 \otimes e^{\lambda_1}$$

$$= \frac{1}{15} \otimes e^{\lambda_1}.$$
Results for the other two parts are
\[-\frac{1}{10} Y_0 \left( (\lambda_3 - \lambda_5)^2 (-1) \right) \cdot 1 \otimes e^{\lambda_1} = -\frac{1}{30} \otimes e^{\lambda_1},\]
and
\[\frac{1}{10} Y_0 \left( (\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6)^2 (-1) \right) \cdot 1 \otimes e^{\lambda_1} = \frac{1}{30} \otimes e^{\lambda_1}.\]
Therefore adding these three together, \(Y_0 (A) \cdot 1 \otimes e^{\lambda_1} = -\frac{1}{15} \otimes e^{\lambda_1}\).

When calculating the action of \(Y_0 (B)\), it is useful to observe that \(\forall i \in \{1, 2, 3\}, \langle \pm \gamma_i, \lambda_1 \rangle > -1\), therefore
\[Y_0 (1 \otimes e^{\gamma_i}) \cdot 1 \otimes e^{\lambda_1} = \begin{cases} 
\text{Res} \left[ z \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(k)}{-k} z^{-k} \right) e_{\gamma_i z}^{\gamma_i(0)} \cdot 1 \otimes e^{\lambda_1} \right] \\
\text{Res} \left[ z^{1+\langle \gamma_i, \lambda_1 \rangle} e(\gamma_i, \lambda_1) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \cdot 1 \otimes e^{\gamma_i + \lambda_1} \right] \\
0.
\end{cases}\]
So \(Y_0 (\omega) \cdot 1 \otimes e^{\lambda_1} = \frac{1}{15} (1 \otimes e^{\lambda_1})\).

**Lemma 6.15.** \(R = 1 \otimes e^{-\lambda_1 + \lambda_6} + 1 \otimes e^{\lambda_3 - \lambda_5} - 1 \otimes e^{\lambda_1 + \lambda_3 - \lambda_5 - \lambda_6}\) is the HWV for \(\Vir \left( \frac{4}{3}, \frac{2}{3} \right) \otimes W_{\Omega_0}\) in \(V^{\Lambda_1}\).

**Proof.** For this section let \(\nu_1 = -\lambda_1 + \lambda_6, \nu_2 = \lambda_3 - \lambda_5, \nu_3 = \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6\)

1) \(Y_1 (1 \otimes e^{-\theta}) \cdot R = 0\)

For any \(i \in \{1, 2, 3\}, \langle -\theta, \nu_i \rangle = 0\), so
\[Y_1 \left( 1 \otimes e^{-\theta} \right) \cdot 1 \otimes e^{\nu_i} = \begin{cases} 
\text{Res} \left[ z^1 \exp \left( \sum_{k \geq 1} \frac{-\theta(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{-\theta(k)}{-k} z^{-k} \right) e_{-\theta z}^{-\theta(0)} \cdot 1 \otimes e^{\nu_i} \right] \\
\text{Res} \left[ \epsilon(-\theta, \nu_i) z^1 \exp \left( \sum_{k \geq 1} \frac{-\theta(-k)}{k} z^k \right) \cdot 1 \otimes e^{-\theta + \nu_i} \right] \\
0.
\end{cases}\]
2) \(Y_0 (\beta) \cdot R = 0\)
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Notice for all simple roots $\alpha$ of $E_6$, $\langle \alpha, v_i \rangle \geq -1$ for all $i \in \{1, 2, 3\}$, and we have:

\[
Y_0 \big( 1 \otimes e^{a} \big) \cdot 1 \otimes e^{v_i} = \text{Res} \left[ \exp \left( \sum_{k \geq 1} \frac{a(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{a(k)}{-k} z^{-k} \right) e_{a} z^{a(0)} \cdot 1 \otimes e^{v_i} \right]
\]

\[
= \text{Res} \left[ e(\alpha, v_i) z^{(\alpha, v_i)} \exp \left( \sum_{k \geq 1} \frac{a(-k)}{k} z^k \right) \cdot 1 \otimes e^{\alpha + v_i} \right]
\]

\[
= \begin{cases} 
0 & \text{if } \langle \alpha, v_i \rangle \geq 0 \\
\varepsilon(\alpha, v_i) 1 \otimes e^{\alpha + v_i} & \text{if } \langle \alpha, v_i \rangle = -1.
\end{cases}
\]

Using this result, we see that

\[
Y_0 \left( \beta_1 \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= Y_0 \left( 1 \otimes e^{a_2} \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= 0
\]

and

\[
Y_0 \left( \beta_2 \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= Y_0 \left( 1 \otimes e^{a_4} \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= 0
\]

For the last two we have

\[
Y_0 \left( \beta_3 \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= \left( Y_0 \left( 1 \otimes e^{a_3} \right) + Y_0 \left( 1 \otimes e^{a_5} \right) \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= -\varepsilon(\lambda_3, \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) 1 \otimes e^{a_3 + \lambda_3 - \lambda_5 + \lambda_6} + \varepsilon(\lambda_5, \lambda_3 - \lambda_5) 1 \otimes e^{a_5 + \lambda_3 - \lambda_5}
\]

\[
= -\varepsilon(\lambda_3, -\lambda_3 + \lambda_5) \varepsilon(\lambda_3, \lambda_1 - \lambda_6) 1 \otimes e^{a_5 + \lambda_3 - \lambda_5} + \varepsilon(\lambda_5, \lambda_3 - \lambda_5) 1 \otimes e^{a_5 + \lambda_3 - \lambda_5}
\]

\[
= 0
\]

and

\[
Y_0 \left( \beta_4 \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= \left( Y_0 \left( 1 \otimes e^{a_1} \right) + Y_0 \left( 1 \otimes e^{a_6} \right) \right) \cdot \left( 1 \otimes e^{-\lambda_1+\lambda_6} + 1 \otimes e^{\lambda_3-\lambda_5} - 1 \otimes e^{\lambda_1-\lambda_3+\lambda_5-\lambda_6} \right)
\]

\[
= \varepsilon(\lambda_1, -\lambda_1 + \lambda_6) 1 \otimes e^{a_1 + \lambda_1 - \lambda_6} - \varepsilon(\lambda_6, \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) 1 \otimes e^{a_6 + \lambda_3 - \lambda_5}
\]

\[
= \varepsilon(\lambda_1, -\lambda_1 + \lambda_6) 1 \otimes e^{a_1 + \lambda_1 - \lambda_6} - \varepsilon(\lambda_6, -\lambda_3 + \lambda_5) \varepsilon(\lambda_6, \lambda_1 - \lambda_6) 1 \otimes e^{a_1 - \lambda_1 + \lambda_6}
\]

\[
= 0.
\]
Hence each $Y_0(\beta_i)$ kills $R$.

3)$Y_1(\omega) \cdot R = 0$

For $i \in \{1, 2, 3\}$, we first check $Y_1(A) \cdot 1 \otimes e^{\nu_i}$. As usual we show one calculation, the rest being similar:

$$
Y_1\left(\left(-\lambda_1 + \lambda_6\right)(-1)^2\right) \cdot 1 \otimes e^{\nu_i}
= \sum_{r \in \mathbb{Z}}: (\lambda_1 + \lambda_6)(r)(\lambda_1 + \lambda_6)(1 - r) : 1 \otimes e^{\nu_i}
= (\cdots + 2(\lambda_1 + \lambda_6)(0)(\lambda_1 + \lambda_6)(1) + \cdots) 1 \otimes e^{\nu_i}
= 0.
$$

Hence each component of $A$ will kill each $1 \otimes e^{\nu_i}$, and therefore kill the sum of these vectors.

To check part $B$, for all $i, j \in \{1, 2, 3\}$, consider the following

$$
Y_1(1 \otimes e^{\gamma_i}) \cdot 1 \otimes e^{\gamma_j}
= \text{Res} \left[ z^2 \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i(k)}{z^k} \right) e_{\gamma_i z \gamma_i(0)} \cdot 1 \otimes e^{\gamma_j} \right]
= \text{Res} \left[ \epsilon(\gamma_i, \nu_j) z^{2 + \langle \gamma_i, \nu_j \rangle} \exp \left( \sum_{k \geq 1} \frac{\gamma_i(-k)}{k} z^k \right) \cdot 1 \otimes e^{\gamma_i + \nu_j} \right]
= 0
$$

because $\langle \pm \gamma_i, \nu_j \rangle \geq -2$. So, all the operators from components of $B$ will kill $R$, and therefore $Y_1(\omega) \cdot R = 0$.

Since each term of $Y_2(A)$ contains at least one Heisenberg annihilation operator, $Y_2(A) \cdot R = 0$. Since the $z^2$ in the above calculation is replaced by $z^3$ for the operator $Y_2(B)$, the residue will also be zero. Hence $Y_2(\omega) \cdot R = 0$.

4)$Y_0(\omega) \cdot R = \frac{2}{3}R$

For the action of part $A$ on the vector, all calculations are similar to the following:

$$
Y_0\left(\left(-\lambda_1 + \lambda_6\right)(-1)^2\right) \cdot 1 \otimes e^{\nu_i}
= \sum_{r \in \mathbb{Z}}: (\lambda_1 + \lambda_6)(r)(\lambda_1 + \lambda_6)(-r) : 1 \otimes e^{\nu_i}
= \left(\cdots + (\lambda_1 + \lambda_6)(0)^2 + \cdots\right) 1 \otimes e^{\nu_i}
= \langle -\lambda_1 + \lambda_6, \nu_i \rangle 21 \otimes e^{\nu_i}.
$$
Hence calculating the action on the vector is as follows:

\[ Y_0(A) \cdot 1 \otimes e^{-\lambda_1 + \lambda_6} = \left( \frac{4}{15} \right) 1 \otimes e^{-\lambda_1 + \lambda_6} \]

\[ Y_0(A) \cdot 1 \otimes e^{\lambda_3 - \lambda_5} = \left( \frac{4}{15} \right) 1 \otimes e^{\lambda_3 - \lambda_5} \]

\[ Y_0(A) \cdot (-1 \otimes e^{\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6}) = \left( \frac{4}{15} \right) (-1 \otimes e^{\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6}) \cdot \text{So } Y_0(A) \cdot R = \frac{4}{15} R. \]

Before proceeding, a few useful identities are recorded below:

\[-\lambda_1 + \lambda_6 + a_1 - a_6 = \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6 \]

\[\lambda_3 - \lambda_5 - a_3 + a_5 = \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6 \]

\[-\lambda_1 + \lambda_6 + a_1 + a_3 - a_5 - a_6 = \lambda_3 - \lambda_5 \]

\[\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6 - a_1 + a_6 = -\lambda_1 + \lambda_6 \]

\[\lambda_3 - \lambda_5 - a_1 - a_3 + a_5 + a_6 = -\lambda_1 + \lambda_6. \]

Now, we give the action of part B on \( R \). Consider the following calculation

\[ Y_0 (1 \otimes e^{\gamma_i}) \cdot 1 \otimes e^{v_j} \]

\[= \text{Res} \left[ z \exp \left( \sum_{k \geq 1} \frac{\gamma_i (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i (k)}{k} z^{-k} \right) e_{\gamma_i} z^{\gamma_i (0)} \cdot 1 \otimes e^{v_j} \right] \]

\[= \text{Res} \left[ z \exp \left( \sum_{k \geq 1} \frac{\gamma_i (-k)}{k} z^k \right) \exp \left( \sum_{k \geq 1} \frac{\gamma_i (k)}{k} z^{-k} \right) \cdot 1 \otimes e^{\gamma_i + v_j} \right] \]

\[= \begin{cases} 
0 & \text{if } \langle \alpha, v_i \rangle \geq -1 \\
\varepsilon(\gamma_i, v_j) 1 \otimes e^{\gamma_i + v_j} & \text{if } \langle \alpha, v_i \rangle = -2. 
\end{cases} \]

The non-zero contributions of \( Y_0 (B) \cdot R \), are given by: for \( \gamma_1 \) or \(-\gamma_1\)

\[\langle a_1 - a_6, -\lambda_1 + \lambda_6 \rangle = -2 \]

\[\langle -a_1 + a_6, \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6 \rangle = -2 \]

for \( \gamma_2 \) or \(-\gamma_2\)

\[\langle a_3 - a_5, \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6 \rangle = -2 \]

\[\langle -a_3 + a_5, \lambda_3 - \lambda_5 \rangle = -2 \]

for \( \gamma_3 \) or \(-\gamma_3\)

\[\langle a_1 + a_3 - a_6, -\lambda_1 + \lambda_6 \rangle = -2 \]

\[\langle -a_1 - a_3 + a_5 + a_6, \lambda_3 - \lambda_5 \rangle = -2. \]
Hence we have the following results

\[
Y_0 \left( -\frac{1}{5} (1 \otimes e^{\gamma_1} + 1 \otimes e^{-\gamma_1}) \right) \cdot R \\
= -\epsilon(a_1 - a_6, -\lambda_1 + \lambda_6) \frac{1}{5} \otimes e^{a_1 - a_6 - \lambda_1 + \lambda_6} \\
+ \epsilon(-a_1 + a_6, \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) \frac{1}{5} \otimes e^{-a_1 + a_6 + \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6} \\
= -\frac{1}{5} \otimes e^{\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6} + \frac{1}{5} \otimes e^{-\lambda_1 + \lambda_6},
\]

and

\[
Y_0 \left( -\frac{1}{5} (1 \otimes e^{\gamma_2} + 1 \otimes e^{-\gamma_2}) \right) \cdot R \\
= \epsilon(a_3 - a_5, \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6) \frac{1}{5} \otimes e^{a_3 - a_5 + \lambda_1 - \lambda_3 + \lambda_5 - \lambda_6} \\
- \epsilon(-a_3 + a_5, \lambda_3 - \lambda_5) \frac{1}{5} \otimes e^{-a_3 + a_5 + \lambda_3 - \lambda_5} \\
= \frac{1}{5} \otimes e^{\lambda_3 - \lambda_5} - \frac{1}{5} \otimes e^{\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6}.
\]

Lastly we have

\[
Y_0 \left( \frac{1}{5} (1 \otimes e^{\gamma_3} + 1 \otimes e^{-\gamma_3}) \right) \cdot R \\
= \epsilon(a_1 + a_3 - a_5, -\lambda_1 + \lambda_6) \frac{1}{5} \otimes e^{a_1 + a_3 - a_5 - \lambda_1 + \lambda_6} \\
+ \epsilon(-a_1 - a_3 + a_5, \lambda_3 - \lambda_5) \frac{1}{5} \otimes e^{-a_1 - a_3 + a_5 + \lambda_3 - \lambda_5} \\
= \frac{1}{5} \otimes e^{\lambda_3 - \lambda_5} + \frac{1}{5} \otimes e^{-\lambda_1 + \lambda_6}.
\]

Now putting all of these calculations together, we have

\[
Y_0 (B) \cdot R = \frac{2}{5} R
\]

So \( Y_0 (\omega) \cdot R = \frac{4}{15} R + \frac{2}{5} R = \frac{3}{5} R \).

To determine the HWVs in the decomposition of \( V^{\Lambda_6} \), the automorphism \( \hat{\tau} \) is used. First, since \( \tau \) exchanges \( \lambda_1 \) to \( \lambda_6 \), \( V^{\Lambda_6} \) has the same decomposition as \( V^{\Lambda_1} \). Therefore we have

\[
V^{\Lambda_6} = \text{Vir} \left( \frac{4}{5}, \frac{2}{3} \right) \otimes W^{\Omega_0} \oplus \text{Vir} \left( \frac{4}{5}, \frac{1}{15} \right) \otimes W^{\Omega_4}.
\]
We can obtain the two highest weight vectors for these two summands using the invariance of $\omega$ under $\hat{\tau}$, and make use of $\hat{\tau}$ as a VOA automorphism. First, observe that since $1 \otimes e^{\lambda_1}$ is a HWV for $\text{Vir}\left(\frac{4}{5}, \frac{1}{15}\right) \otimes W^{\Omega_4}$ in $V^{\Lambda_1}$ and $\tau(\lambda_1) = \lambda_6$, we have $\hat{\tau}(1 \otimes e^{\lambda_1}) = 1 \otimes e^{\lambda_6}$.

**Lemma 6.16.** Let $v \in V_P$ be a vector such that $\hat{\tau}v = v$. If $Y_n(v) \cdot w = kw$, then $Y_n(v) \cdot \hat{\tau}w = k\hat{\tau}w$.

**Proof.** We have $Y_n(v) \cdot \hat{\tau}w = Y_n(\hat{\tau}v) \cdot \hat{\tau}w = \hat{\tau}(Y_n(v) \cdot w) = \hat{\tau}(kw) = k\hat{\tau}w$. □

**Lemma 6.17.** $1 \otimes e^{\lambda_6}$ is a HWV for $\text{Vir}\left(\frac{4}{5}, \frac{1}{15}\right) \otimes W^{\Omega_4}$ in $V^{\Lambda_1}$.

**Proof.** The proof follows from Lemma 6.15 and the calculation in $V^{\Lambda_1}$. □

**Lemma 6.18.** $\tau R = 1 \otimes e^{\lambda_1 - \lambda_6} + 1 \otimes e^{-\lambda_3 + \lambda_5} - 1 \otimes e^{-\lambda_1 + \lambda_3 - \lambda_5 + \lambda_6}$ is a HWV for $\text{Vir}\left(\frac{4}{5}, \frac{2}{3}\right) \otimes W^{\Omega_4}$ in $V^{\Lambda_6}$.

**Proof.** The proof follows from Lemma 6.15 and the calculation in $V^{\Lambda_1}$. □

**Theorem 6.19.** We have the following decompositions as direct sums of $\text{Vir} \otimes F^{(1)}_4$-modules:

\[
V^{\Lambda_1} = \text{Vir}\left(\frac{4}{5}, \frac{2}{3}\right) \otimes W^{\Omega_0} \bigoplus \text{Vir}\left(\frac{4}{5}, \frac{1}{15}\right) \otimes W^{\Omega_4},
\]

\[
V^{\Lambda_6} = \text{Vir}\left(\frac{4}{5}, \frac{2}{3}\right) \otimes W^{\Omega_0} \bigoplus \text{Vir}\left(\frac{4}{5}, \frac{1}{15}\right) \otimes W^{\Omega_4}
\]

where the highest weight vectors of the summands for $V^{\Lambda_1}$ and $V^{\Lambda_6}$ are, respectively,

$1 \otimes e^{\lambda_1}$ and $1 \otimes e^{-\lambda_1 + \lambda_6} + 1 \otimes e^{\lambda_3 - \lambda_5} - 1 \otimes e^{\lambda_1 - \lambda_3 + \lambda_5 - \lambda_6}$,

and

$1 \otimes e^{\lambda_6}$ and $1 \otimes e^{\lambda_1 - \lambda_6} + 1 \otimes e^{-\lambda_3 + \lambda_5} - 1 \otimes e^{-\lambda_1 + \lambda_3 - \lambda_5 + \lambda_6}$. 

Conclusions

The main focus of this dissertation has been on the branching rules of affine Kac-Moody algebras, but the vertex operator theory played a key role in finding the HWVs in each \(\tilde{g}\)-module \(V_{\Lambda_i}\) and in finding the conformal vectors. We now make some observations about vertex operator theory associated to this decomposition. The coset vertex algebra \(C\), defined as the commutant (see [LL04], p.105) of \(W^{\Omega_0}\) in \(V^{\Lambda_0}\), has Virasoro decomposition

\[
C = \text{Vir} \left( \frac{4}{5}, 0 \right) \oplus \text{Vir} \left( \frac{4}{5}, 3 \right).
\]

In [FM13](or [Miy01]), it is shown that if \(Y(v, z) \cdot w \neq 0\) for some \(v, w \in \text{Vir} \left( \frac{4}{5}, 3 \right)\), then \(C\) is isomorphic to the Zamolodchikov \(\mathcal{W}_3\)-algebra. Since \(V^{\Lambda_0}\) is a simple VOA, we have \(Y(v, z) \cdot w \neq 0\) for any non-zero vectors \(v, w \in V^{\Lambda_0}\), so \(Y(U, z) \cdot U \neq 0\) for the HWV \(U \in \text{Vir} \left( \frac{4}{5}, 3 \right)\) gives \(C \cong \mathcal{W}_3\).

The \(\hat{\tau}\)-fixed subspace of \(V^{\Lambda_0}\) forms a sub-VOA containing both \(\text{Vir} \left( \frac{4}{5}, 0 \right)\) and \(W^{\Omega_0}\). In fact, we can use the explicit HWVs in Theorem 6.13 to write the \(\hat{\tau}\)-eigenspace decomposition of \(V^{\Lambda_0}\). The +1 \(\hat{\tau}\)-eigenspace is

\[
\text{Vir} \left( \frac{4}{5}, 3 \right) \otimes W^{\Omega_0} \oplus \text{Vir} \left( \frac{4}{5}, \frac{7}{5} \right) \oplus W^{\Omega_4}
\]

and the -1 \(\hat{\tau}\)-eigenspace is

\[
\text{Vir} \left( \frac{4}{5}, 0 \right) \oplus \text{Vir} \left( \frac{4}{5}, \frac{7}{5} \right) \oplus W^{\Omega_4}.
\]

We also note that the paper by [KW88] contains many applications of the coset Virasoro to branching rule decompositions with related results on character theory, but these authors do not work out the branching rule question we have considered in this dissertation. The work of [BG87] has a table which contains many pairs of algebras, including our example, but they have no explicit results about HWVs or summands in the decomposition.
Bibliography

[BCC⁺07] Bruce C. Berndt, Geumlan Choi, Youn-Seo Choi, Heekyoung Hahn, Boon Pin Yeap, Ae Ja Yee, Hamza Yesilyurt, and Jinhee Yi. Ramanujan’s forty identities for the Rogers-Ramanujan functions. Mem. Amer. Math. Soc., 188(880):vi+96, 2007.

[BG87] P. Bowcock and P. Goddard. Virasoro algebras with central charge $c < 1$. Nuclear Phys. B, 285(4):651–670, 1987.

[BTM87] Denis Bernard and Jean Thierry-Mieg. Level one representations of the simple affine Kac-Moody algebras in their homogeneous gradations. Comm. Math. Phys., 111(2):181–246, 1987.

[DL93] Chongying Dong and James Lepowsky. Generalized vertex algebras and relative vertex operators, volume 112 of Progress in Mathematics. Birkhäuser Boston Inc., Boston, MA, 1993.

[FF84] B. L. Feĭgin and D. B. Fuchs. Verma modules over the Virasoro algebra. In Topology (Leningrad, 1982), volume 1060 of Lecture Notes in Math., pages 230–245. Springer, Berlin, 1984.

[FK81] I. B. Frenkel and V. G. Kac. Basic representations of affine Lie algebras and dual resonance models. Invent. Math., 62(1):23–66, 1980/81.

[FLM88] Igor Frenkel, James Lepowsky, and Arne Meurman. Vertex operator algebras and the Monster, volume 134 of Pure and Applied Mathematics. Academic Press Inc., Boston, MA, 1988.

[FM13] Alex J. Feingold and Antun Milas. The 3-state Potts model and Rogers-Ramanujan series. Cent. Eur. J. Math., 11(1):1–16, 2013.

[GKO86] P. Goddard, A. Kent, and D. Olive. Unitary representations of the Virasoro and super-Virasoro algebras. Comm. Math. Phys., 103(1):105–119, 1986.

[KW88] Victor G. Kac and Minoru Wakimoto. Modular and conformal invariance constraints in representation theory of affine algebras. Adv. in Math., 70(2):156–236, 1988.

[Lep80] J. Lepowsky. Application of the numerator formula to $k$-rowed plane partitions. Adv. in Math., 35(2):179–194, 1980.

[LL04] James Lepowsky and Haisheng Li. Introduction to vertex operator algebras and their representations, volume 227 of Progress in Mathematics. Birkhäuser Boston Inc., Boston, MA, 2004.

[Man87] Marly Mandia. Structure of the level one standard modules for the affine Lie algebras $B_{1}^{(1)}$, $F_{4}^{(1)}$ and $G_{2}^{(1)}$. Mem. Amer. Math. Soc., 65(362):x+146, 1987.
[Miy01] Masahiko Miyamoto. 3-state Potts model and automorphisms of vertex operator algebras of order 3. *J. Algebra*, 239(1):56–76, 2001.