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Abstract In this paper, a survey of test sequence generation methods for testing the conformance of a protocol implementation to its specification is presented. The best known methods proposed in the literature are called transition tour, distinguishing sequence, characterizing sequence, and unique input/output sequence. Also, several variants of the above methods are introduced. Applications of these methods to the finite state machine model are discussed. Then, comparative analysis of the methods is made in terms of test sequence length. Finally, conclusions are given as follows. The T-method produces the shortest test sequence, but it has the worst fault coverage. The W-method tends to produce excessively long test sequences even though its fault coverage is complete. The problem with the DS-method is that a distinguishing sequence may not exist. The UIO-method is more widely applicable, but it does not provide the same fault coverage as the DS-method.
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1. Introduction
Protocol implementations can be tested by considering either a single-layer, or a multiple-layer entity as a whole, by simulating the entities from the layers above and below the layer being considered, and by observing the behavior of the implementation under test (IUT).

The testing activity for the purpose of checking the capabilities and behavior of the IUT against the conformance requirements of the protocol standard is defined as conformance testing[1].

When conformance testing is performed, an IUT is viewed as a black box. In Fig. 1, the lower interface and the upper interface of the IUT are controlled and observed indirectly by...
the lower tester (LT) and directly by the upper tester (UT), respectively. The sequence of input and the expected output pairs used for testing the implementation is known as a test sequence. Conformance testing, in some sense, is to check whether the behavioral input/output of the implementation of a protocol is as defined by the specification.
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**Fig. 1. An architecture for the protocol conformance testing**

Systematic test sequence generation for communication protocols in conformance testing has been an active research area. Methods were developed to produce optimized test sequence for detecting faults in an IUT. Most of them are based on the finite state machine (FSM) model [2]. These techniques come in two classes: transition tour (T-method) [3], which simply includes all the transitions defined at least once; methods which require that FSM possess a special sequence/set of interactions such as distinguishing sequence (DS-method) [4], characterizing sequence (W-method) [5], and unique input/output sequence (UIO-method) [6]. In addition, a number of variants of the methods exist, mainly to optimize the length of the test sequence [7]. The examples are the \( W_p \)-method [8] that is a revision of the W-method and the UIO-method [9] that is a revision of the UIO-method. When these methods are actually applied to test a protocol implementation, they have usually a wide variety of the length of a test sequence generated. Therefore, it is important that which method should be chosen in testing a protocol where a cost of input/output interactions are taken into consideration.

The rest of the paper is organized as follows. The finite state machine models relating to the protocol conformance testing are described in Section 2. In Section 3, we discuss four major techniques for test sequence generation (T-, DS-, W-, and UIO-methods) and their variants, and their applications to the FSM model. Then, in Section 4, comparative analysis of the methods is made in terms of test sequence length. Finally, conclusions are given in Section 5.

### 2. Preliminaries

A protocol specification is typically modeled as a finite state machine (FSM) [2, 5]. A protocol can be specified as a deterministic FSM \( M \) with a quintuple \( \langle S, I, O, \ell, \gamma \rangle \), where:

- \( S \) is the set of states of \( M \), including a special state \( s_i \) called the initial state;
- \( I \) is the set of inputs, written \( i \) in the following, \( i \in I \);
- \( O \) is the set of outputs, written \( o \) in the following, including the null output (null), \( o \in O \);
- \( \ell \) is the next-state (transition) function, \( S \times I \rightarrow S \);
\( g = \) the output function, \( S \times I \to O \).

For each state in the machine \( M \), a reset transition is used to take the machine \( M \) to its initial state. It takes the symbol “\( r \)” as input and generates the symbol “\( nu \)” as output. An FSM \( M \) is represented as a directed graph, \( G = (V,E) \), where the set of vertices \( V = \{v_1, \ldots, v_k\} \) represents the set of specified states \( S = \{s_1, \ldots, s_n\} \) of \( M \) and a directed edge \( (T_m : v_j, v_k : i_p / a_0) \in E \) represents a transition from state \( s_j \) to state \( s_k \) in \( M \). A non-negative, real-valued cost \( \text{Cost}(T_m : v_j, v_k : i_p / a_0) \) may be associated with the testing edge \( (T_m : v_j, v_k : i_p / a_0) \), where \( \text{Cost}(T_m : v_j, v_k : i_p / a_0) \) is the time required to realize the corresponding transition in \( M \).

An example of a graph representation[10] and its transition table of an FSM \( M \) are shown in Fig. 2 and Table 1, respectively. The initial state is assumed to be state \( s_1 \), reset edges are not shown for simplicity, and each edge is assumed to be of unit cost.

The sequence of input/output pairs for testing edge \( (T_m : v_j, v_k : i_p / a_0) \) is denoted as \( \text{Test}(T_m : v_j, v_k : i_p / a_0) \) and consists of input/output \( i_p / a_0 \) followed by the sequence of input/output pairs necessary to realize the state recognition. The cost(or length) of each edge of \( G \) is equal to the number of input/output pairs in its label. The cost(or length) of a path in \( G \) is the sum of the costs(or lengths) of edges included in the path. A path with the minimum-cost(or

![Fig. 2. A graph representation of a finite state machine M](image-url)

| State | Input | Output | Next-State |
|-------|-------|--------|------------|
| \( s_1 \) | \( x \) | \( nu \) | \( y \) |
| \( s_2 \) | \( y \) | \( x \) | \( nu \) |
| \( s_3 \) | \( y \) | \( nu \) | \( nu \) |
| \( s_4 \) | \( x \) | \( z \) | \( nu \) |
| \( s_5 \) | \( z \) | \( y \) | \( y \) |

### 3. The Practical Applications of Test Sequence Generation Methods

The methods to be described here for protocol conformance test sequence generation are based on a transition-level approach. The procedure of checking a transition from \( s_j \) to \( s_k \) with input/output \( i_p / a_0 \) consists of three basic steps:

1. **Homing**: The FSM implementation is put into state \( s_j \).
2. **Output Verification**: Input \( i_p \) is applied and the output is checked to verify that it is \( a_0 \), as expected.
3. **State Recognition**: The new state of the FSM implementation is checked to verify that it is \( s_k \), as expected.
sequence (DS) is used for state identification. An input sequence \( I_0 = i_1, \ldots, i_p \) is said to be a distinguishing sequence for an FSM \( M \), if the output sequence produced by \( M \) in response to \( I_0 \) is distinct for each different starting state \( s_j \). For each state transition defined as \( (T_m; s_j, s_k ; i_p/o_k) \), the basic test process of checking the transition consists of three basic steps:

1. The FSM implementation is put into state \( s_j \);
2. Input \( i_p \) is applied and the output is checked to verify that it is \( o_k \), as expected.

In Step (1) of the above process, the synchronizing sequence is applied to the implementation followed by the transfer sequence to bring the implementation into state \( s_j \). A synchronizing sequence \( [4] \) of an FSM \( M \) is a sequence which takes \( M \) to a specified final state, regardless of the output or the initial state. A transfer sequence \( [4] \), denoted as \( T(\sigma_1, \sigma_j) \), is defined as the shortest input sequence that takes an FSM \( M \) from the initial state \( \sigma_1 \) to an arbitrary state \( \sigma_j \). It is the minimum-cost input sequence of \( M \) from \( \sigma_1 \) to \( \sigma_j \). The practical example of the DS-method for the FSM \( M \), shown in Fig. 2 and Table 1, is given in Table 3.
Table 3. The practical example of the DS-method

| DS-method | Algorithm | Assumptions |
|-----------|-----------|-------------|

| Basic Testing Procedure of | $T_{m}$ = $s_{0}$ $s_{1}$ $s_{2}$ |
|---------------------------|---------------------------------|
| $T(s_{0}, s_{1}) = \{c/y, a/x, c/y, a/z\}$ |
| $T(s_{1}, s_{2}) = \{c/y, b/y, a/x, a/z, c/y\}$ |

| Synchronizing Sequence | $T_{s_{0}, s_{1}} = \{a, c, a\}$ |
|------------------------|---------------------------------|
| $T(s_{1}, s_{2}) = \{c/y, b/y, a/x, a/z, c/y\}$ |

| Test Sequence | $n_{th}$ $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$ |
|----------------|---------------------------------------------------------------|
| $T(s_{1}, s_{2}) = \{c/y, b/y, a/x, a/z, c/y\}$ |

| Total Cost of Tour | 96 |

3.3 The W-Method

The W-method [5] is based upon deriving a test tree from an FSM $M$ that is defined to have the transitions as its branches and states as its nodes. The method involves the selection of two sets of input sequences:

1. The $P$-set is a set of input sequences labeling the partial paths in the testing tree, including the empty sequence;
2. The $W$-set is a set of input sequences differentiating each pair of states.

The $W$-set is called the characterization set. The test tree for an FSM $M$ is derived by the concatenation of its $P$- and $W$-sets. Specifically, elements of the $P$-set may be used as a set of preambles when concatenated with elements of the $W$-set to derive test sequences. Each sequence in the concatenation of $P$ and $W$ is applied starting with the initial state and followed by a transfer sequence back to the initial state to be ready for the next sequence. The practical example of the $W$-method for the FSM $M$, shown in Fig. 2 and Table 1, is given in Table 4.

Table 4. The practical example of the W-method

| W-method | Algorithm | Assumptions |
|-----------|-----------|-------------|

| Basic Testing Procedure of | $T_{m}$ = $s_{0}$ $s_{1}$ $s_{2}$ |
|---------------------------|---------------------------------|
| $T(s_{0}, s_{1}) = \{a, c, a\}$ |
| $T(s_{1}, s_{2}) = \{a, c, a\}$ |

| Characterization Set | $W$-set = $\{a, c\}$ |
|----------------------|-----------------------|

| Test Sequence | $n_{th}$ $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$, $a/k$ |
|----------------|---------------------------------------------------------------|
| $T(s_{1}, s_{2}) = \{a, c, a\}$ |

| Total Cost of Tour | 99 |

A modified version of the $W$-method, called the $W_{m}$-method [8], was introduced so that a length of the test sequence is also reduced. The only difference between the two methods is that instead of using the complete
set $W$ to check each reached state $s_k$ only a subset of this set is used. This subset $W_k$ is called an identification set for state $s_k$. The resultant application of $W_k$-method is also given in Table 6.

Table 5. The practical example of the $UIO$-method

| Assumptions               | Partially Specified |
|---------------------------|---------------------|
| Basic Testing Procedure   |                     |
| $T_n: s_n \rightarrow s_n \delta o_n$ |                     |
| $UIO$ Sequence of $UIO_k$ |                     |
| $UIO_1 = \{c/y, a/z\}, UIO_2 = \{b/x\},$ |
| $UIO_3 = \{a/y, a/z\}, UIO_4 = \{b/c\} ,$ |
| $UIO_5 = \{b/y\}$ |                     |
| Test Sequence of $UIO_k$  |                     |
| $\text{ri/nu a/x, c/y, a/x, ri/nu c/y, b/z, ri/nu c/y, b/z, a/y, a/x, ri/nu c/y, b/z, a/y, b/y, ri/nu c/y, a/x, b/y, ri/nu c/y, a/x, b/y, b/x, ri/nu c/y, a/x, b/y, b/x, ri/nu c/y, a/x, c/y, b/y, ri/nu}$ |                     |
| Total Cost of Tour        | 52                  |

### 3.4 The $UIO$-Method

The $UIO$-method[4] uses a set of unique input/output ($UIO$) sequences for state identification. A $UIO$ sequence for a state of an FSM $M$ is an input/output behavior that is not exhibited by any other state of $M$.  Formally, a $UIO$ sequence for state $s_j$, denoted $UIO_j$, is a specified input sequence of minimum length $UIO_j = i_p, \ldots, i_l$ with initial state $s_j$ such that there is no $s_k \neq s_j$ for which the sequence of outputs produced by $UIO_k$ for initial state $s_k$ is identical to the sequence of outputs produced by $UIO_j$ for initial state $s_j$. The basic test process for realizing $Test(T_{mm} : v_j, v_k : i_p/o_k)$ for $(v_j, v_k : i_p/o_k) \in E$ is the following:

1. The FSM implementation is put into state $s_j$.
2. Input $i_p$ is applied and the output is checked to verify that it is $o_k$, as expected.
3. The new state of the FSM implementation is checked to verify that it is $s_k$, as expected, by applying input sequence $UIO_k$ and checking that the resulting output sequence is that which is expected.

The practical example of the $UIO$-method for the FSM $M$, shown in Fig. 2 and Table 1, is given in Table 5.

A modified version of the $UIO$-method, called $UIO_\text{U}$-method[9], which contains a procedure for verifying the uniqueness of the $UIO$ sequences (the $UIO_\text{V}$-verification procedure, denoted as $U_1$), thus detecting faults which were otherwise undetectable due to non-unique $UIO$ sequences. The resultant application of $UIO_\text{U}$-method is also given in Table 6.

### 4. Comparative Analysis of the Test Sequence Generation Methods

In this section, we discuss the lengths of test sequences of the $T-$, $DS-$, $W-$, and $UIO$-methods discussed in Section 3 and
their variants. The nature of the different test methods implies certain relation between the lengths of the resulting test sequences. Table 6 shows a comparative test sequence length of major test generation methods. Length of the test sequence, in terms of number of input/output pairs, will determine the execution time for the test. On the average, the T-method will produce the shortest test sequence and the W-method the longest test sequence among the test sequence generation methods, while the DS- and UIO-methods generate test sequences of comparable lengths. The W-method shortens the length of W-method due to the partial W-set of the reduced length, while the UIO-method lengthens the sequence due to the UIO-verification procedure for every state. A test sequence for an FSM is said to be an optimum test sequence if it is a minimum-cost test sequence. The cost of a test sequence is usually considered as the number of inputs it contains. Thus, an optimum test sequence can also be stated as minimum length test sequence for the FSM.

5. Conclusions

In conclusion, the T-method produces the shortest test sequence but it has the worst fault coverage. The W-method tends to produce excessively long test sequences even though its fault coverage is complete. Hence, the W-method which has the same fault coverage was introduced to shorten the length of W-method using the partial W-set of the reduced length. The DS- and UIO-methods produce comparable test sequences. The problem with the DS-method is that a distinguishing sequence may not exist. The UIO-method is more widely applicable, but it does not provide the same fault coverage as the DS-method. The UIO-method was henceforth introduced, and enjoys both complete fault coverage and wide applicability at the price of somewhat longer test sequences.
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