Cooling the optical-spin driven limit cycle oscillations of a levitated gyroscope
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The non-conservative, azimuthal forces associated with inhomogeneous optical-spin angular momentum play a critical role in optical trapping. Intriguingly, birefringent microspheres can be stably levitated and rapidly rotated in circularly polarized optical traps in ultra-high vacuum whereas isotropic spheres are typically destabilized and expelled, even at relatively modest pressures. Here we show that the resolution of this apparent key paradox rests in the form of the orientationally averaged, effective forces acting on the spinning birefringent particle. In particular, the effective azimuthal component is heavily suppressed and highly non-linear. As a consequence, non-conservative effects are strongly, if imperfectly, inhibited. Their influence is apparent only at very low pressures where we observe the formation of noisy, nano-scale limit cycles or orbits. Finally, we show how parametric feedback can synthesize a form of dissipation, necessary to preserve limit cycle oscillation, without introducing additional thermal fluctuations. This allows the preparation of highly coherent, self-sustained oscillations with effective temperatures on the order of a milliKelvin. The tailoring of azimuthal spin forces through the material structure of a spinning, non-spherical particle opens up new opportunities for the design of ultra stable optical rotors. In addition, we have shown that the unique profile of the azimuthal force, featured in this work, allows for the formation of nano-scale limit cycles that can be stabilized and cooled. In principle, this approach could enable the cooling of limit cycles into the quantum regime, allowing for experimental realisation of quantum synchronization, or alternative ways of entangling mesoscopic bodies.
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I. INTRODUCTION

Levitated optomechanics based on optical forces relies on the use of mesoscopic particles suspended in vacuum using tightly focused laser light. The confinement and translational motion of such particles has seen extensive study in the last decade with major advances including parametric feedback cooling, zeptonewton force sensing and the realisation of cooling to the ground state of motion [1,3]. Hand-in-hand with these advances has been the study of the rotational degree of freedom where the levitated particle’s transverse motion is not only confined, but the particle is also free to spin about its centre of mass. Circularly polarised light possesses spin angular momentum. A beam of such polarisation can stably trap and continuously rotate mesoscopic particles: by reducing the ambient pressure in a levitated geometry in vacuum, extraordinarily high spin rates may be available when operating micron-sized birefringent particles in vacuum [4]. By extending to smaller particles, rotation rates of several GHz have recently been demonstrated [5–8]. These achievements provide unprecedented access to a relatively unexplored physical regime. This may allow experiment to explore theoretically postulated quantum rotational effects, including quantum friction [9,12]. To progress this field further requires insight into the complex structure of the forces and torques acting on rapidly rotating particles in optical vacuum traps and the subsequent driven, stochastic motion.

A birefringent particle in a circularly polarized vacuum trap exhibits high stability in motion compared to a birefringent particle in a linearly polarized trap or an isotropic particle in a circularly polarized trap [13,14]. Our study explains the reasons for this enhanced stability. It is based on the role of azimuthal spin forces (ASFs). For a birefringent sphere, we show that this force is orientation dependent and can even reverse its direction, so that it is directed against the incident momentum. For a rapidly spinning particle the effective (i.e. rotationally averaged) ASF is heavily suppressed, and locally non-linear, increasing the trap stability relative to that of an isotropic microsphere.

Although greatly reduced, the residual ASF is sufficient to push the centre of mass motion of the particle well beyond equilibrium. The associated effects, which include stochastic orbital rotation and the subsequent formation of noisy, nano-scale limit cycles, become increasingly
conspicuous with decreasing pressure. Limit cycles, such as those observed here, are isolated periodic trajectories whose existence depends on a balance between the energy entering the system, in this case through the non-conservative forces, and the energy dissipated, in this case through viscous drag. A significant result of this paper concerns the application of parametric feedback cooling (FBC) to these noisy limit cycles. Here, FBC involves modulating the optical forces in time, in such a way as to synthesise effective dissipative forces. This FBC-induced damping is sufficient to preserve the limit cycle, without introducing additional thermal fluctuations. Decreasing the ambient pressure reduces intrinsic thermal fluctuations, leaving a coherent, cooled limit cycle with an effective temperature on the order of a few milliKelvin.

We note that our observations are generic to all optically levitated, light driven rotors. Our insights clarify the inherent stability of rotating birefringent particles in vacuum and pave the way for designing ultra-stable rotors capable of operating at higher optical power or lower pressure, especially those carrying the greater centripetal loads required to test fundamental material properties \[15, 16\]. In particular, we have shown that the azimuthal forces, which necessarily destabilise circularly polarized vacuum traps, can be suppressed by the structure of the particle: careful engineering of optical rotors could eliminate this form of instability, allowing for ever greater spin rates. Furthermore, we have demonstrated feedback cooling of limit cycle oscillations, developments of which could allow experimental realisation of quantum synchronisation, macroscopic entanglement of mesoscopic bodies or, more generally, the study of the non-equilibrium stochastic thermodynamics of self-sustained oscillators \[17–20\].

II. RESULTS

A. Overview of the experiment

Circularly polarized light beams carry azimuthal components of momentum that swirl around their axes \[21\]. The associated optical forces are necessarily non-conservative, pushing the trap out of equilibrium \[13\]. For isotropic microspheres, this results in striking and characteristic behaviour. With decreasing pressure, the stable trapping point undergoes a Hopf bifurcation \[22\], giving way to noisy limit cycles (or orbits) whose amplitude increases until the particle is ultimately ejected from the trap. Intriguingly, similar behaviour has not been observed for birefringent, vaterite particles which are known to remain stably trapped even in ultra-high vacuum \[4\].

Here we experimentally investigate this apparent discrepancy by analysing the centre of mass motion of a spinning vaterite particle in a circularly polarized trap under conditions of decreasing pressure. The optical trapping set-up is described in the Methods. The study makes use of two key techniques. First, the position of the centre of mass is recorded by using a quadrant photodiode (QPD) to track the orientationally averaged scattering pattern of the light passing through the birefringent particle (see Fig. (1)b), Methods and Supplementary Note S1). Second, knowledge of the particle coordinates allows us to apply parametric feedback cooling to the centre of mass motion. An overview of the key results is given in Figure (1a). In summary, we uncover behaviour analogous to that observed for isotropic spheres, signifying the active role of azimuthal spin forces. In comparison to isotropic spheres, however, the pressure required to form noisy limit cycles is about three orders of magnitude lower, and the dimensions of the limit cycles are about one order of magnitude lower. Application of feedback cooling results in the formation of ultra-coherent, nanoscale limit cycle oscillations, with effective temperatures on the scale of milliKelvin.

Below, we provide more detailed analysis of the free run-
ning, and feedback cooled systems.

B. Free running experiments

a. Description of results: Figure 2 contains a detailed exploration of the centre of mass motion of a spinning vaterite microsphere. The radius of the microsphere is $a = 2.2\,\mu m$, and the trap is a tightly focused circularly polarized beam of wavelength 1070nm and numerical aperture 1.25, see Methods for details, and the viscosity ($\mu$, in Pa s) varies linearly with pressure ($P$ in mbar) (Supplementary Note S3). For a sphere of the given radius,

$$
\mu \simeq 3.56 \times 10^{-7} P. \tag{1}
$$

For comparison, an analogous study, for a silica microsphere, is provided in Supplementary Note S2. At higher pressures ($\approx 0.3$ mbar), the centre of mass motion of spinning vaterite appears conservative (see top row, Fig. 2). The spatial probability distribution function closely resembles the spatial part of the Boltzmann distribution for a particle in a parabolic potential i.e. it is normal, with kurtosis 2.99 (Fig. 2b). The $x$ and $y$ motions are only very weakly coupled, as indicated by the negligible amplitude of the cross correlation (Fig. 2c). As a consequence, the power spectral densities (PSDs) for motion in the $x$ and $y$ directions show resonant peaks at two slightly different frequencies, $\omega_x$ and $\omega_y$, separated by $\lesssim 10\%$. As the pressure and, therefore, the viscous damping, is reduced the stochastic rotational motion of the centre of mass of the particle increases in amplitude and centripetal forces start to deform the probability distribution. Small departures from normality emerge at $\approx 0.03$ mbar, when the spatial distribution has a kurtosis of 2.9 (see, Fig. 2b), developing into a pronounced, annular distribution with kurtosis 2.6 at around 0.003 mbar. That this transition is connected with driven orbital motion is clearly shown by the correlation functions (Fig. 2c; and 3c) [23]. In particular, the amplitude of the cross correlations rise sharply, from a negligible value at 0.3 mbar, to $\approx 0.5$ at 0.03 mbar and $\approx 0.8$ at 0.003 mbar. Expanded figures show the relative phases of the auto-correlation $\sim \sin(\Omega_o t)e^{-t/\tau_D}$ and cross-correlation $\sim \cos(\Omega_o t)e^{-t/\tau_D}$ (for characteristic orbital frequency, $\Omega_o$ and decay times $\tau_D$) confirming that the orbits are approximately circular. The general increase in all exponential decay times with decreasing pressure represents an overall increase in coherence. The growing tendency towards deterministic orbiting is further indicated by the coalescence of the decay times, $\tau_D$, for the correlation and cross correlation functions. The initial disparity, apparent at 0.3 mbar, indicates the presence of more than one weakly coupled process, while the single decay time apparent at 0.003 mbar suggests that a single, highly coherent process dominates. Finally, the power spectral densities (Fig. column d) show the transition from biased stochastic motion (i.e. a relatively weak tendency towards circulation), to a fluctuating, driven motion (i.e. fluctuations around an underlying, deterministic orbit or limit cycle). As the pressure is decreased the two spectral peaks, discernible at 0.3 mbar, merge, leaving a single, dominant frequency, corresponding to the fundamental frequency of an underlying limit cycle [22]. This transition mirrors the behaviour of the decay constants of the correlation functions, providing further evidence that the two processes, resolvable at higher pressure, are replaced by a single, dominant, non-equilibrium process as damping is decreased. We note that the behaviour described above, for spinning vaterite micro-spheres, is qualitatively similar to that observed for silica micro-spheres (see [24] and Supplementary Note S2). However, the quantitative differences are dramatic. For example, the critical pressure, necessary for limit cycle formation, is $\approx 0.003$ mbar for vaterite and $\approx 1$ mbar for silica. In addition, the orbit radius is $\approx 0.1 \mu m$ for the vaterite particle, compared with $\approx 1 \mu m$ for silica. These observations suggest that the azimuthal forces acting on the vaterite particle are small compared with those for silica and that the curvature in the force, necessary for limit cycle formation, is compressed into the region immediately surrounding the beam axis.

b. Theoretical model: Insight into the huge quantitative differences between the motion of silica and vaterite micro-spheres can be obtained by considering a simple numerical model for the forces acting on a birefringent vaterite microsphere in an idealized, cylindrically symmetric, circularly polarized beam (see Supplementary Note S3). The particle is at mechanical equilibrium when its symmetry axis, $\hat{u}$, is parallel to the transverse, $xy$ plane, and the centre of mass is downstream of the focal point, so that the weight of the particle is balanced by the upward radiation pressure (see Fig. 3a). In this configuration, the particle experiences an optical torque, $\tau_z$, which causes it to spin. Fig. 3b-d shows the transverse forces acting on the sphere as a function of the radial displacement ($r$), and orientation ($\alpha$). The radial force, $f_r$, is very weakly dependent on orientation, and acts as a simple gradient force confining the particle in the trap, Fig. 3c. In contrast, the azimuthal force, $f_\phi$, oscillates with varying $\alpha$ and can be well approximated by a low order Fourier expansion, $f_\phi(r, \alpha) \approx a_0(r) + a_2(r) \sin(2\alpha) + b_2(r) \cos(2\alpha)$, in which the $a_0$ is much smaller than $a_2$ or $b_2$, (Fig. 3d). The stochastic, dynamical motion produced by the forces described in Fig. 3c,d, depends qualitatively on the relative time scales of the spinning rotation, and the translational motion of the vaterite. The equilibrium spin rate ($\Omega_s$) is given by balancing the optical spin torque ($\tau_z$) and the rotational drag, i.e. $\tau_z = \xi_z \Omega_s$, where $\xi_z = 8\pi \mu a^3$ and $\mu$ is the viscosity and, as described further below, the translational frequency is independent of viscosity and pressure, $\Omega_o \approx \sqrt{k/\mu}$, where $k$ is the trap stiffness and $\mu$ the mass. At modest pressure, the two time scales
FIG. 2. Experimentally measured dynamics of a vaterite microsphere trapped with a circularly polarised beam, showing the formation of limit cycle oscillations at low pressure. (a) Position distributions of the centre of mass in the $xy$ plane (transverse to the beam axis, $z$) and (b) their histograms in terms of $x$ in Cartesian coordinates and the radial $r$ position in radial coordinates, where $\bar{r}$ indicates the mean radial position. For comparison, the dashed lines show a Gaussian position distribution acquired at 0.3 mbar. (c) Autocorrelation, $C_{xx} = \langle x(t)x(t+\tau) \rangle$ (orange) and cross correlation of $C_{xy} = \langle x(t)y(t+\tau) \rangle$ (yellow), where their decay times $\tau_D$ are 5.5 ms, 16 ms (0.3 mbar); 41 ms, 97 ms (0.03 mbar); 170 ms, 180 ms (0.003 mbar), respectively. (d) Power spectral density of the $x$ coordinate, $S_{xx}$, and the cross power spectral density of $x$ and $y$, $S_{xy}$ showing the trap frequency at $f_x \approx f_y \approx 0.5$ kHz. Rows (1) to (3) represent data at different gas pressures.

are comparable, $\Omega_s \sim \Omega_o$. In this regime, spinning and translational motions of the particle interact, and the dynamics depends on the detailed force field of the system (see Supplementary Note S3). Here we are primarily interested in the stability of the trap at very low pressure, where the particle spins very fast ($> 100$ kHz). In this case $\Omega_s \gg \Omega_o$. Conservation of angular momentum increasingly confines the symmetry axis, $\hat{u}$, to the transverse ($xy$) plane and fluctuations of the azimuthal force, caused by the particle spinning, are too rapid to couple with the motion of the centre of mass (Supplementary Note S3). Under these conditions, the dynamical motion of the centre of mass is determined by rotationally averaged, effective forces, $\langle f_r/\phi(r) \rangle = \int_0^{2\pi} f_r/\phi(r, \alpha) \, d\alpha$, the azimuthal component of which is strongly suppressed in comparison with isotropic particles (Fig. (3)b). The resulting Langevin equations of motion are,

$$\langle f(\mathbf{r}) \rangle + f_L(t) - mg\hat{z} - \xi \dot{\mathbf{r}} = m \ddot{r}, \quad (2a)$$

$$\langle f^L(t) \rangle = 0, \quad \langle f^L(t) \otimes f^L(t') \rangle = 2k_B T \xi \delta(t-t'), \quad (2b)$$

General features of this motion can be qualitatively understood as follows. For higher pressure (viscosity), the effective azimuthal force (ASF) biases the Brownian motion of the particle imparting a tendency towards orbital rotation about the beam axis. For higher pressures, the mean centripetal force is weaker than the dominant gradient force. As a result the trapping point remains stable and the spatial part of the probability density, caused by fluctuations about this fixed point, is approximately normal (with a kurtosis of 3). Reducing the drag (by reducing the pressure) allows the orbital angular momentum of the particle to grow. Eventually, the centripetal forces
are sufficient to overcome the gradient forces and limit cycles form in which gradient forces balance centripetal forces, and azimuthal forces balance viscous drag.

\[ \text{In addition to the equilibrium conditions, Eqs. } (3), \text{ stability requires that the forces have appropriate non-linearity (Supplementary Note S5). For birefringent spheres, the required curvature appears in the effective ASF, Fig. (3)c, relatively close to the beam axis and within the linear range of the gradient force (justifying the final term on the right of Eq. (3a)). Since } \Omega_o = \sqrt{\frac{k}{m}} \text{ is constant, equilibrium conditions for the limit cycle are determined by Eq. (3b), and reduce to the intersection of the straight line, } \xi_t \Omega_o r \text{ with the curved, effective ASF, } \langle f_\phi(r) \rangle \text{ (Fig. (3)c). Importantly, as the drag is reduced, the radius of the orbit increases.} \]

These equilibrium and stability conditions allow us to determine the range of viscosities for which the model will develop limit cycle oscillations. Fig. (4) shows the results of stochastic simulations, numerically integrating Eq. (2), see Supplementary Note S3, with a viscosity of \( \mu = 2 \times 10^{-8} \text{Pas} \) (equivalently, \( P \approx 0.05 \text{mbar} \)). Consistent with the experiment, the model shows noisy limit cycles with a radius of \( r_o \sim 0.1 \rightarrow 0.15 \mu m \), and a dramatically enhanced overall stability such that the particle remains in the trap for viscosities as low as \( 10^{-10} \text{Pas} \) (see Supplementary Note S4), or pressures of \( \lesssim 3 \times 10^{-4} \text{mbar} \). Quantitative differences between the model and experiment have numerous causes. Most significantly, the calculation of the effective ASF is intrinsically inaccurate, since small errors in the absolute value of the forces can.
result in very large relative errors in the rotational average. For example, the average values of \( \sin(2\alpha) + 10^{-6} \) and \( \sin(2\alpha) + 10^{-7} \) differ by an order of magnitude, although the absolute values of the two functions are very close for most values of \( \alpha \). Since the motion of the particle is extremely sensitive to the form of the effective ASF, the level of agreement with experiment may be considered remarkable from this perspective.

C. Parametric feedback cooling

a. Theoretical considerations: Conceptually, the aim of parametric feedback cooling (FBC) is to augment the intrinsic viscous forces in a stochastic system (e.g. Eq. (4a)), without modifying the variance of the fluctuating forces. Obviously, this modified system does not satisfy the fluctuation-dissipation theorem (Eq. (2b)). However, by applying the following transformations to Eq. (2),

\[
\xi_t \rightarrow \xi_t' = (\xi_t + \xi_{t}^{fb}), \quad (4a)
\]

\[
T \rightarrow T' = T\xi_t/\xi_{t}^{fb}, \quad (4b)
\]

(where \( \xi_{t}^{fb} \) is a feedback induced drag coefficient) we see that the system with FB is equivalent to a new, effectively autonomous system which satisfies the fluctuation-dissipation theorem with increased drag, Eq. (4a), and a rescaled temperature, Eq. (4b).

Synthesis of additional viscous drag, as in Eq. (4a), can be achieved experimentally by weakly modulating the systematic forces in response to measurements of the system configuration. The attainable value of \( \xi_{t}^{fb} \) depends on the efficiency and accuracy with which this can be achieved. Typically, \( \xi_{t}^{fb} \) increases gradually as the magnitude of the thermal fluctuations decrease (i.e. as pressure decreases), reaching a limiting value imposed by the finite time scales in the experimental set-up. Our implementation of FBC is described in detail in the Methods. In summary, the centre of mass motion of the particle is tracked with a QPD (Supplementary Note S6) allowing us to compute first the mean radius of the cycle, \( \bar{r} \), of the limit cycle, as illustrated by the cross correlations, Fig. (5)i. This observation is further quantified in Fig. (5)(k-n). Deterministic limit cycles are approximated by fitting general closed curves, \( r\phi(\phi) \), to the noisy data (Supplementary Note S6) allowing us to compute first the mean radius of the cycle, \( \bar{r} \), of the limit cycle, as illustrated by the cross correlations, Fig. (5)i. This observation is further quantified in Fig. (5)(k-n). Blue and orange points in Fig. (5)m show that the dimensions of these FB cooled limit cycles decrease slowly from 1 mbar, tending towards a limiting value at lower pressures. The power spectral densities of these oscillations, not shown here, feature a single sharp peak at the fundamental frequency, \( \Omega_o \), of the limit cycle which takes a value of \( \approx 500 \text{Hz} \), and does not vary significantly with pressure.

The parameters of these limit cycles can be used to quantify the effective forces operating in the FB cooled system.
FIG. 5. Stochastic trajectory of a vaterite microsphere in a circularly polarised trap with feedback damping. Particle position distribution in the $xy$ plane at different gas pressures of (a) 0.29 mbar, (b) 0.03 mbar, (c) 0.0033 mbar and their position histograms (d-f) in terms of $x$ in Cartesian coordinates and (g-i) $r$ in radial coordinates, where $\bar{r}$ indicates the mean radial position. The dashed lines in (d-f) show the Gaussian position distribution without feedback, at 10 mbar. Envelope of the cross correlation $\langle x(t)y(t+\tau) \rangle$ at different gas pressures with decay times of 13.8s (0.28 mbar), 37s (0.03 mbar) and 416s (0.0033 mbar), compared with orbital time period of 2ms (j). Fitted limit cycles with and without FB at 0.29mbar (k) and 0.0033mbar (l), mean orbital radius $\bar{r}_o$, (m), and (n) variance of radial fluctuations $\langle (r_\phi - \bar{r}_\phi)^2 \rangle$. Phase diffusion of feedback cooled limit cycles accrued over time intervals, $\Delta t$, normalised by gas pressure in mbar. Results for three different pressures are shown, $P = 0.01, 0.003, 0.001$ mbar (o).

ness is negligible (i.e. $k_{fb} \approx k$). Eq. (3b) describes the relationship between the limit cycle dimensions and the drag forces acting on the particle. The gradual changes in limit cycle radius with pressure, Fig. (5)m, suggest that the total drag, $\sim -(\xi_t + \xi_{fb}^t) v_\phi$ increases to a limiting value as the pressure is reduced and $\xi_t$ becomes negligible. Thereafter the process is dominated by the FB term, $-\xi_{fb}^t v_\phi$, which continues to increase slightly with decreasing pressure, as the FB cooling becomes more efficient, before saturating.

While the dimensions of the FB cooled limit cycles slowly approach a limit, the variances of the cooled radial fluctuations decrease in proportion to the pressure, P i.e. $\langle (r - \bar{r})^2 \rangle \propto P$, Fig. (5)n. Eqs. (4) cannot be applied directly, since we do not know the complete distribution function. However, observed linearity in the pressure dependence implies that Eq. (5) is a meaningful measure of effective temperature, suggesting cooling by $\sim 4$ orders of magnitude at a pressure of 0.0033mbar.

Further insight into the stochastic dynamics can be obtained by considering the phase diffusion about the limit cycle. Since limit cycles are neutrally stable, diffusion along a limit cycle resembles diffusion in a constant force field \cite{20, 27}. For an approximately circular limit cycle with radius $r_o$, at long times, the variance of the displacement of the phase satisfies Eq. (6a),

$$\langle (\phi(\Delta t) - \bar{\phi}(\Delta t))^2 \rangle \sim \frac{2k_BT}{r_o^2 \xi_t} \Delta t$$

Hypothesising, again, that FBC modifies the translational friction according to Eq. (4a) without changing the variance of the stochastic forces we anticipate that FB cooled phase diffusion follows Eq. (6b), which reduces to the standard result, for a system without FB, when $\xi_{fb}^t = 0$. We note that Eq. (6b) can be obtained either by formal integration (Supplementary Note S7), or by applying the transformations, Eq. (4), directly to Eq. (6a). In the low pressure limit we have $\langle (\phi(\Delta t) - \bar{\phi}(\Delta t))^2 \rangle \propto \xi_t \Delta t$. This relationship is confirmed in Fig. (5)o, for time intervals $t \lesssim 0.1s$, and should be compared with the result for
unperturbed limit cycles, Eq. (6a), which has the inverse dependence on $\xi_t$. For larger intervals, $\Delta t \geq 0.1$, phase diffusion saturates, suggesting that the particle motion, along the limit cycle, synchronizes with the time modulation of the optical forces [28]. These observations support the notion that the statistics of FB cooled, non-equilibrium states can be understood in terms of the effective temperature and modified drag given in Eq. (7), given prior knowledge of the general form of the statistics we are interested in (Eq. (6), for example).

### III. DISCUSSION

We have analysed the detailed stochastic motion of a birefringent, vaterite microsphere in a circularly polarized optical vacuum trap with and without parametric feedback cooling. The work has two significant and inter-related conclusions which we discuss separately below.

a. **Enhanced stability:** First, we have resolved an apparent paradox relating to the relative stability of birefringent and isotropic microspheres in circularly polarized optical vacuum traps. As is now well understood, circularly polarized beams carry azimuthal components of momentum that swirl about the beam axis [13, 21]. For isotropic microspheres in this regime, the associated non-conservative forces are sufficient to destabilize the trap when the ambient pressure falls below a moderate threshold (here, $\approx$ 1 mbar). Our results show that the greatly enhanced stability of birefringent spheres is caused by the surprising way in which they couple to azimuthal momentum. In particular, the amplitude of the azimuthal force acting on a birefringent particle oscillates as its orientation varies. When rapidly spinning, the centre of mass moves in response to rotationally averaged azimuthal forces which, for small displacements from the beam axis, are greatly suppressed in comparison with those acting on an isotropic sphere with the same mean refractive index. We emphasise that, for particular orientations, the azimuthal force acts in the opposite direction to the azimuthal momentum. Although counter-intuitive, such apparent violations of momentum conservation are abundant in opto-mechanics. Linear and angular tractor beams, in which optical forces oppose optical momentum flows, have been extensively studied [20, 32]. Of more immediate relevance are the observations of azimuthal force reversal made by Diniz et al. [33], who observed the reversal in direction of the azimuthal force acting on isotropic spheres of varying size and index. In each case, the anomalous behaviour can be accounted for by considering the momentum carried by the scattered field, in addition to that of the incident field. For forces connected with inhomogeneous spin, and associated momentum components, restrictions on the transverse momentum of the scattered light are particularly loose, explaining the diverse range of mechanical effects [34, 35]. These principles are generic. Since they depend on azimuthal components of optical momentum that are intrinsic features of circularly polarized beams they will influence the stability of any object held in a circularly polarized trap, remaining significant in the small particle limit (Supplementary Note S8). The observed suppression of azimuthal force, for vaterite particles, suggests that particles or beams could be engineered to achieve still greater suppression and therefore stability. This strategy could enable the stable rotation of large objects carrying the high centripetal loads required for testing fundamental material properties [15, 16].

b. **Parametric feedback cooling of limit cycle oscillations:** The second conclusion of this work concerns parametric feedback cooling of non-equilibrium steady states. This technique is most commonly applied to conservative, linear systems where the stochastic dynamics are relatively simple [3]. Here, we apply it to noisy limit cycles induced by non-conservative azimuthal spin forces. The resulting dynamics can be described in terms of an equivalent autonomous system with drag forces increased by an additive feedback term, $\xi^f_t \sim (\xi_t + \xi_t^f)$, and operating at a reduced effective temperature, $T^f \sim T / (\xi_t + \xi_t^f)$. This principle is consistent with the observed scaling behaviour of the limit cycle dimensions, the radial fluctuations and the phase diffusion along the cycle. In particular, the dimensions of the feedback cooled limit cycles are controlled by the drag experienced by the particle. While the intrinsic viscous drag, due to motion through the ambient gas, decreases with decreasing pressure, the feedback induced contribution increases slightly as the feedback becomes more efficient. Eventually the effective drag is dominated by the feedback term which itself approaches a limit due to finite time constants in the experimental equipment. The dimensions of the limit cycle reflect this, decreasing slightly in radius, and approaching a limit for low pressures, $P \lesssim 0.003$ mbar.

Phase diffusion about the limit cycle is well understood in terms of the effective drag and temperature. For short times, $\Delta t \lesssim 0.1$s, the variance in the phase difference is $\propto \xi_t \Delta t$ (i.e. decreasing with decreasing pressure) with feedback, compared with $\propto \Delta t / \xi_t$ without feedback [20]. For greater times, the diffusion saturates, suggesting that the particle motion synchronizes with the force modulation [23, 30]. Fluctuations transverse to the limit cycle are harder to understand rigorously, since we do not have explicit, closed form expressions for the required probability distribution function. However, linear approximations [13] suggest a variation $\propto T$, at low pressure when the drag has reached its limiting value, $\xi_t^f$. This is supported by the observed pressure dependence of the radial fluctuations, which are consistent with cooling to effective milliKelvin temperatures. We note that this statement requires cautious interpretation: the effective temperature can be thought of as the temperature that the physical system would have to be cooled to, in order to
suppress the fluctuations to a similar degree. Definitions of temperature for single particles, out of equilibrium, in non-conservative environments are subtle and controversial. The detailed dynamics of a feedback cooled, non-equilibrium system may not be identical to those of a physically cooled system, even when low order moments (e.g. variances) of the fluctuations are the same. This is exemplified by the phase diffusion results, Fig. 6(b) which saturate for time intervals $\gtrsim 0.1$s: this behaviour cannot be explained in terms of an effective temperature, but indicates interaction between the detailed motion of the particle and the time variation of the force modulation. Nevertheless, our results show that dynamical attractors, other than stable fixed points, can be cooled in some sense. Moreover, cooling of limit cycle oscillations, using parametric feedback or the techniques of cavity optomechanics, could provide a route to cooling limit cycle oscillators into the quantum regime paving the way for experimental realisation of quantum synchronisation of macroscopic particles and providing alternative mechanisms for the entanglement of macroscopic bodies.

### Methods

**Sample preparation.** Vaterite is a positive uniaxial birefringent material in a spherical morphology. The synthesis of vaterite microspheres with a mean radius of $2.20 \mu m \pm 0.02 \mu m (2\sigma)$ is reported elsewhere. NIST-traceable size standards of silica with a diameter of $5.1\pm0.5 \mu m$ (Thermo Scientific 9005) are used to compare their dynamics with birefringent microspheres.

**Sample loading.** We use a small vacuum chamber with a volume of 27.7 $\mu l$ and an annular piezoelectric transducer (APC International Ltd., Cat. no.70-2221) attached to the chamber to load microspheres into the optical trap. Before conducting the trapping experiments, dried microspheres are applied to the surface of optical glass windows (Harvard Apparatus Ltd., CS-8R: 8 mm in diameter, 150 $\mu m$ in thickness) of the chamber. Once sealed, the chamber pressure is reduced to $\sim 100$ mbar. The piezoelectric transducer is operated at $140$ kHz to detach microspheres from the glass surface, while a high numerical aperture microscope objective (Nikon Ltd., E Plan 100×, NA=1.25/oil) focuses a circularly polarised trapping beam (continuous wave 1070 nm) in the vacuum chamber. When a single particle is trapped, the piezoelectric transducer is switched off, and the chamber pressure is further reduced to $< 1$ mbar to provide parametric feedback control. The optical power can be adjusted to $10 - 25$ mW to obtain the desired trap frequency from $0.4$ kHz to $1.1$ kHz.

**Particle position detection** To calibrate the QPD response to nanometer displacements, we used a nano-positioning stage (PI, P-733.3 XYZ) with a carefully orientated vaterite microsphere adhered to the surface of the glass coverslip. First, the trapping beam is focused onto the centre of the stuck microsphere. Next, the forward scattered light from the microsphere is directed onto the QPD, and its voltage reading is recorded at ten-nanometer increments along the $x$ and $y$ directions. Then, the measurement is repeated at different orientations from 0 to $\pi$ with a $\pi/8$ step. As a result, we obtain eight different values of the QPD voltage dependence with respect to nanometre displacement (see Supplementary Note [SI]). Because the vaterite microsphere rotates at a rate ($\gg 10$ kHz) that is orders of magnitude larger than the trap frequencies ($\sim 0.5$ kHz) for gas pressures $< 0.1$ mbar, the QPD voltage response can be averaged over the angles. As a result, we obtain a mean dependence of 5.59 mV nm$^{-1}$ with a position sensitivity of 2.0 nm in its linear range (see Fig. [SI(b)]).

**Feedback control and phase-locked loop.** In order to perform feedback cooling experiments, the particle motion is tracked by a quadrant photodiode (QPD) array (First Sensor, QP50-6SD2, -3dB at 150 kHz). The interference pattern of the forward scattered light from a trapped microsphere is projected at the back focal plane of an imaging objective onto the QPD, yielding three voltage signals corresponding to the microsphere’s $x$, $y$ and $z$ motion (see calibration of QPD above).

The QPD signals are processed by a lock-in-amplifier (Zurich Instruments, HF2LI, 210 MSa/s, DC – 50 MHz) to extract the oscillation frequencies ($\omega_x, \omega_y, \omega_z$) and their phases ($\phi_x, \phi_y, \phi_z$) of the particle oscillation. A frequency-doubled waveform with an adjusted phase shift relative to the particle oscillation for each direction is superimposed as $\Sigma A_i(2\omega_i t + \phi_i + \delta \phi_i)$, where $i = x, y, z$ to the voltage waveform driving an acousto-optic modulator (IntraAction, DTD-274HD6M) to modulate the trap intensity ($\leq \pm 5\%$). For limit cycle oscillations, $\omega_x = \omega_y \equiv \Omega_0$ and the modulation in response to transverse motions is simply $A \sin(2\Omega_0 t + \phi_\circ + \delta \phi_\circ)$.
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Cooling the optical-spin driven limit cycle oscillations of a levitated gyroscope: Supplementary information

S1. ANISOTROPIC LIGHT SCATTERING OF VATERITE

When a birefringent uniaxial crystal, such as vaterite, is trapped in a circularly polarised beam, the optical axis of the crystal follows the rotating electric field, which is perpendicular to the beam propagation direction, causing the particle to rotate. Unlike a silica microsphere, light scattering by a birefringent microsphere is determined by its direction about the beam axis. Figure S1(a) shows back-scattered light from a rotating vaterite microsphere trapped by circularly polarised light, which changes its intensity profile. Therefore care must be taken in the particle position detection using a QPD as the voltage response to its displacement relative to the beam is orientation-dependent (see Fig. S1(b) and the Methods section).

FIG. S1. Anisotropic light scattering of vaterite. (a) Orientation dependent light scattering of vaterite in a circularly polarised trap and (b) corresponding QPD responses with respect to displacement, where the green curve represents a mean response of 5.59 mV nm$^{-1}$ in its linear range. Inset shows the raw QPD signal with a noise of 12.2 mV (2$\sigma$) for steps of 10 nm displacements, indicating the position sensitivity of 2.0 nm (2$\sigma$). The scale bar in (a) indicates 5 $\mu$m.

S2. ISOTROPIC PARTICLE IN A CIRCULARLY POLARISED TRAP

In a circularly polarised Gaussian trap in vacuum, isotropic spheres exhibit a range of nonequilibrium behaviour, which includes (i) biased stochastic motion; (ii) orbital motion; (iii) loss of particle, as the gas viscosity is decreased or the laser power is increased [13]. These phenomena are associated with a linear component of optical momentum or transverse spin forces (TSFs) present in circularly polarised light [41]. TSFs have been directly measured in evanescent waves [34, 35] and in circularly polarised Gaussian traps [13]. Supplementary Figure S2 shows the square root of the variance in the position of trapped silica microspheres (five samples with a radius of 2.5 $\mu$m) in a circularly polarised beam with a power of 15 mW. The position variance increases with decreasing the gas pressure (or viscosity) towards 1 – 2 mbar, where the trapped silica particles are ejected from the trap. This is a signature of the TSFs destabilising the trap [13].
FIG. S2. Experimentally measured dynamics of a silica microsphere trapped with a circularly polarised beam. (a) CoM position distributions in the $x-y$ plane (transverse to the beam axis, $z$) and (b) their histograms in terms of $x$ in Cartesian coordinates and the radial $r$ position in radial coordinates, where $\bar{r}$ indicates the mean radial position. The dashed lines show a Gaussian position distribution acquired at 20 mbar. (c) Autocorrelation, $C_{xx} = \langle x(t)x(t+\tau) \rangle$ (blue) and cross correlation of $C_{xy} = \langle x(t)y(t+\tau) \rangle$ (purple), where their decay times $\tau_D$ are 3.7 ms, 5.5 ms (20 mbar); 24 ms, 26 ms (2 mbar); 52 s, 53 s (1 mbar), respectively. (d) Power spectra of $C_{xx} = x(t)x(t+\tau)$ and $C_{xy} = x(t)y(t+\tau)$ showing the trap frequency at $f_x \approx f_y \approx 0.5$ kHz. Rows (1) to (3) represent data at different gas pressures.

S3. DETAILED SIMULATIONS OF THE MOTION OF A BIREFRINGENT MICROSPHERE IN A CIRCULARLY POLARIZED BEAM

Direct simulations are performed in 3d by numerical integration of the following Langevin equation,

$$ f^{opt}(\mathbf{q}) + f^L(t) - mg\hat{z} - \Xi \dot{\mathbf{q}} = M\ddot{\mathbf{q}}. \quad (S1) $$

Where $\mathbf{q}$ are the coordinates of the centre mass $(x,y,z)$ and orientation of the rotationally symmetric particle. $f^L(t)$ is the uncorrelated Langevin force, with amplitude fixed by the fluctuation-dissipation theorem and a mean value of zero.

$$ \langle f^L(t) \rangle = 0, \quad \langle f^L(t) \otimes f^L(t') \rangle = 2k_B T \Xi \delta(t-t') \quad (S2) $$

$\Xi$ is the hydrodynamic friction for a sphere of radius $a$ (with diagonal entries $\xi_t = 6\pi \mu a$ for translations and $\xi_r = 8\pi \mu a^3$ for rotations with viscosity $\mu$), $M$ the mass $(m)$ and moment of inertia, $(I)$. Viscosity and pressure are related according
\[ \mu = \mu_{at} \frac{0.619}{0.619 + Kn} (1 + c_K), \]  
\[ \text{(S4)} \]

where \( \mu_{at} = 1.8 \times 10^{-5} \) Pa s is the viscosity of air at room temperature, \( Kn = \frac{\bar{l}}{a} \) is the Knudsen number, \( a \) is the sphere radius, \( \bar{l} = \frac{P\bar{l}_0}{P_{at}} \) is the mean free path in air at pressure \( P \), while \( \bar{l}_0 = 66.35 \text{nm} \) is the mean free path in air at atmospheric pressure \( P_{at} \) and \( c_K = 0.31 Kn/(0.785 + 1.152 Kn + Kn^2) \). In the low pressure limit the mean free path and, therefore, the Knudsen number tend towards infinity, so that \( c_K \) tends to zero leaving,

\[ \mu \simeq \frac{0.619 \mu_{at} a}{\bar{l}_0} \frac{P}{P_{at}} = 3.56 \times 10^{-7} P \]  
\[ \text{(S5)} \]

for a sphere of radius \( a = 2.2 \mu m \).

FIG. S3. Comparison of the orbital phase, \( \arctan(y/x) \) with the spin phase, \( \phi \) for varying viscosity, (a) \( \mu = 10^{-7} \text{Pa s} \) - spin rotation rate much higher than trap frequency, (b) \( \mu = 2.54 \times 10^{-6} \text{Pa s} \) - spin rotation rate similar to trap frequency and (c) \( \mu = 10^{-5} \text{Pa s} \) - spin rotation rate slower than trap frequency. (d) \( \langle r^2 \rangle \) as a function of viscosity. The sharp peak occurs when the spin frequency matches the trap frequency.

We use the integration scheme described in \[42\], which integrates Eq. \[S2\] for general rigid bodies. Optical calculations are performed with T-matrix theory and the forces are calculated through integrals of the optical momentum flux, given by the Maxwell stress tensor, through a closed surface surrounding the particle. The particle itself is modelled as a homogeneous sphere with uniform, birefringent refractive indices \[43\]. It is rotationally symmetric, with its symmetry axis parallel to a vector, \( \hat{u} \). Although this ignores the internal structure of real vaterite particles, it is, nonetheless, a birefringent particle with the same overall symmetry and should be expected to behave in a similar way to a real particle. Numerical simulations are performed with a sphere of nominal parameters corresponding to experimental conditions, i.e. the radius is \( a = 2.2 \mu m \), and the ordinary and extraordinary refractive indices are those of bulk vaterite, i.e. \( n_e = 1.65, n_o = 1.55 \) and the density is 2650 kgm\(^{-3}\). The modelled beam
is a circularly polarized Gaussian beam, rendered by the Richards and Wolf formulation, with the same parameters as those used in the experiment. An optical power of 5 mW is used for all simulations. As the simulation runs, a Brownian trail is collected.

The system has three important time scales. Circular polarization causes the particle to spin, the spin rotation rate reaches a steady state when the optical torque balances the rotational drag i.e. $\tau_z = \xi_r \Omega_s$, with rotational time period $T_s = 2\pi \xi_r / \tau_z$. The relaxation time for the velocity of the particle is $T_v = m / \xi_t$, and the time period for translational oscillations in the trap is $T_t = 2\pi \sqrt{m / k}$, for trap stiffness $k$. Decreasing the pressure, decreases the viscosity and therefore the rotational and translational drag coefficients, $\xi_t$ and $\xi_r$. The time period for spin rotations decreases, $T_s$, while the time period for oscillations in the trap, $T_t$, remains constant. As discussed in the main text, translational oscillations in $x$ and $y$ directions tend to be $\pi / 2$ radians out of phase, resulting in stochastic or, for lower pressures, deterministic orbital rotations. In Fig. (S3) we plot the orbital phase ($\phi_o = \arctan(y, x)$), the polar angle of the centre of mass) and the phase angle of the spin rotation (given by the angle that the symmetry axis, $\hat{u}$, makes with the $x$ axis) against time for simulations performed at a sequence of decreasing pressures. At higher pressure (panel (a)) the orbital motion is highly stochastic and irregular and, in general, slightly faster than the spin rotation, i.e. $T_s < T_t$. At a lower pressure, the spin and orbital rotation rates are similar, $T_s \sim T_t$ and the two quantities show a loose phase locking, panel (b). In this regime, the angle between $\hat{u}$ and the vector connecting the beam axis with the centre of mass remains approximately constant as the particle executes its spin and orbit rotations. When this relative orientation maximizes the azimuthal force, a weak instability appears, panel (d). Finally, for lower pressure, the spin rate vastly exceeds the orbital rate, $T_s \gg T_t$, panel (c).

As the pressure is further reduced, the torque required to rotate the symmetry axis, $\hat{u}$, out of the transverse $xy$ plane increases and the rotation is stabilized, confining $\hat{u}$ to the transverse plane, Fig. (S4), left hand panel. Noisy limit cycles are formed (right hand panel), as discussed in the main text. In this low pressure regime, then, the orientation of the particle is constrained, so that its symmetry axis, $\hat{u}$, is confined to the transverse plane as it rotates about an axis parallel to the beam axis, and noisy limit cycles form. As the particle spins, the transverse forces oscillate with the changing orientation of the particle. This is shown in Fig. (S5) for the radial and azimuthal components of the force, for short time intervals, at two different viscosities. Also shown are values for the radial coordinate. As discussed in the main text, the azimuthal force changes sign as it oscillates, leaving a small time average. The radial (or gradient) force also oscillates, but its mean value is approximately proportional to the radial coordinate (and in the opposite direction). Importantly, the centre of mass of the particle does not respond to the rapid force oscillations. Physically, this is due to the ratio of the velocity relaxation time, $T_v$, to the time period of the spin rotation, $T_s$ i.e. $T_s / T_v \propto \mu^2$. This can be seen more directly by considering the influence of a fluctuating force, $f_0 + f_1 e^{i \Omega_s t}$ on the motion of a free spherical particle, subjected to a viscous drag i.e.

$$f_0 + f_1 e^{i \Omega_s t} - \xi_t \dot{x} = m \ddot{x}$$  \hspace{1cm} (S6)
of the oscillatory motion, $A$, is,

$$A = \frac{f_1}{m} \frac{1}{\sqrt{\left(\Omega_4^2 + \Omega_2^2\xi^2\right)}} \quad \text{(S7)}$$

Since $\Omega_s = \tau_z / \xi_s \propto 1/\mu$ and the translational drag, $\xi_t \propto \mu$, we have $A \propto \mu^2$ in the low viscosity limit. Inertia strongly suppresses the amplitude response of the particle to increasingly rapid oscillations, whilst the continuous response to the constant term, $f_0$, grows due to decreased drag.

FIG. S5. Transverse forces and radial coordinate of spinning birefringent microsphere at two different viscosities, (a) $\mu = 10^{-7}$ Pas and (b) $\mu = 10^{-8}$ Pas. The orientation dependence of the transverse forces results in oscillations as the particle spins.

S4. DYNAMICS WITH ORIENTATIONALLY AVERAGED FORCES

As described above, the forces acting on a birefringent microsphere depend on its orientation. When it spins very rapidly, these forces oscillate so rapidly that the finite inertia of the particle prevents it from responding significantly. In addition, conservation of angular momentum locks the rotational axis in place, confining the rotating symmetry axis of the particle, $\hat{u}$, to the transverse plane. Under these conditions, the centre of mass of the particle moves under the influence of orientationally averaged forces, Fig. (3)b. This allows us to reduce simulation times by using greater time steps, since the high frequency spinning motion need not be resolved. As shown in Fig. (3)b, the direction of the effective azimuthal force reverses when the distance between the beam axis and the centre of mass exceeds $\approx 0.2\mu m$. When centripetal forces propel the particle beyond this radius, the reversal in the azimuthal force acts as a break, reducing the centripetal force and returning the particle to the trap. This process greatly increases the overall stability of the trap, see Fig. (S6). At very low pressures this process results in radial oscillations that are almost confined to a plane (right hand panel, Fig. (S6)).

FIG. S6. Transverse probability densities for decreasing pressures, 0.3, 0.03 and $3 \times 10^{-4}$ mbar, from left to right.
S5. EQUILIBRIUM AND STABILITY CONDITIONS FOR DISCRETE ORBITS

Following [13], we give conditions for the stability of circular orbits in a circularly symmetric force field where \( f_g(r) \) is the force component in the radial direction and \( f_a(r) \) is the azimuthal force. Neglecting fluctuations, Newton’s equations of motion are,

\[
\dot{r} = v
\]

\[ m(\dot{v} - r\Omega^2) = f_r(r) - \xi_t v \]

\[ m(2v\Omega + r\dot{\Omega}) = f_\phi(r) - \xi_t r\Omega. \]

Here, \( r \) is the radial coordinate of the centre of mass, \( v \) is the velocity in the radial direction and \( \Omega = \dot{\phi} \) is the angular velocity. Equilibrium conditions correspond to \( v = \dot{v} = \dot{\Omega} = 0 \), leaving \( -mr\Omega^2 = f_r(r) \) (centripetal force balanced by radial force) and \( f_\phi(r) = \xi_t r\Omega \) (azimuthal force balanced by drag). Combining these expressions gives \( \xi_t^2 = \frac{mf^2_\phi(\rho_o)}{rf_r(\rho_o)} \), which determines the viscosity, \( \mu \), required to satisfy equilibrium conditions, through \( \xi_t = 6\pi\mu a \).

Stability requires that small perturbations in \( r, \ ) v\) and \( \Omega \) result in oscillations that decay with time, returning the particle to the orbit trajectory. Including perturbations, \( r = r_o + r_1(t), v = v_1(t) \) and \( \Omega = \Omega_o + \Omega_1(t) \) in Eq. (S8a) and assuming each perturbation has time dependence \( \propto e^{\lambda t} \) results in the following secular equation,

\[ P(\lambda) = \lambda^3 + 2\xi_t m\lambda^2 + \frac{\xi_t^2 m^2}{3} X\lambda + \frac{\xi_t^3 m^3}{3} Y, \]

With:

\[ X(\rho_o) = 1 + 3 \frac{f_r^2(\rho_o)}{f_\phi^2(\rho_o)} + r_o \frac{f_r(\rho_o)f'_r(\rho_o)}{f_\phi(\rho_o)}, \]

\[ Y(\rho_o) = \frac{f_r(\rho_o)}{f_\phi(\rho_o)} \left[ f_r(\rho_o) + r_o \left( f'_r(\rho_o) - 2 \frac{f_r(\rho_o)}{f_\phi(\rho_o)} f'_\phi(\rho_o) \right) \right]. \]

Orbital stability requires that the real parts of each of the roots, \( \lambda \), or Eq. (S9) are negative. Although equilibrium conditions are easily satisfied in a purely linear force field (e.g. with \( f_g(r) \propto r \) and \( f_a(r) \propto r \)), orbital stability requires appropriate curvature.

Applying the above criteria to the effective azimuthal force applied to the vaterite microparticle, Fig. (3), the equilibrium and stability conditions can be graphically represented as follows,

Fig. S7. (a) The viscosity, \( \mu(\rho_o) \) required to satisfy equilibrium conditions for an orbit of radius \( \rho_o \). (b) Eigenvalues of the secular equation, Eq. (S9) as a function of orbit radius, \( \rho_o \).

In combination, the graphs in Fig. S7 show that stable orbits can be formed for \( \rho_o \leq 0.15 \mu m \) and \( 2 \times 10^{-8} \leq \mu \leq 8 \times 10^{-8} \) Pa s. As described in the main text, when used in stochastic simulations these parameters are confirmed to generate fluctuating orbits. Finally, we note that [13] describes methods to estimate the fluctuations in these stable
orbits, the results of which are consistent with the simulations presented here.

S6. FITTING PROCEDURE FOR LIMIT CYCLES

In order to evaluate the limit cycle dimensions, and quantify the fluctuations away from them, we first need to estimate the underlying deterministic path. To do this, we fit a low order Fourier series to the noisy data. The procedure is as follows.

1. Take experimental measured coordinates of the centre of mass, \((X_n,Y_n)\), \(n = 1,\ldots,N\) for times \(t_n = n\Delta t\).
2. Find the centre of the distribution, \(x_0 = \sum_{n=1}^{N} X_n / N\) and \(y_0 = \sum_{n=1}^{N} Y_n / N\).
3. Subtract centre from coordinates to give \((x_n,y_n) = (X_n - x_0, Y_n - y_0)\).
4. Translate to circular polar coordinates, \((r_n,\phi_n)\) with \(r_n = \sqrt{x_n^2 + y_n^2}\) and \(\phi_n = \arctan(y_n, x_n)\).
5. Consider the points \((r_n,\phi_n)\) as a distribution in a 2d space, \(r,\phi\). Fit a low order Fourier series,

\[
 r_{o}(\phi) = \bar{r}_o + \sum_{n=1,5} a_n \cos(n\phi) + b_n \sin(n\phi),
\]

(S11)

to the noisy data by minimizing the error in the least squares sense.

To quantify fluctuations transverse to the limit cycle we consider the variance in the data after subtracting the fitted limit cycle i.e. the variance in \((r_n' = (r_n - r(\phi_n)), \phi_n)\).

S7. PHASE DIFFUSION FOR LIMIT CYCLES, WITH AND WITHOUT FEEDBACK

Below we consider the stochastic motion of a particle moving on a circular path in the underdamped regime. The required Langevin equation in circular polar coordinates is,

\[
 m(\ddot{r} - r\dot{\phi}^2) = f_r(r) - \xi^t \dot{r} + f^L_r(t),
\]

(S12a)
\[
 m(2\ddot{\phi} + r\ddot{\phi}) = f_\phi(r) - \xi^t r\dot{\phi} + f^L_\phi(t).
\]

(S12b)

Where \(\xi^t\) is a damping coefficient for translational motion, in this case including a feedback induced term i.e. \(\xi^t = \xi^t_f + \xi^t\). \(m\) is the mass, \(r\) and \(\phi\) are the particle coordinates. The Langevin forces, \(f^L_r, f^L_\phi\) are normalized according to the viscous drag (the drag without the feedback induced contribution) i.e.

\[
 \langle f^L_{r,\phi}(t)f^L_{r,\phi}(t')\rangle = 2k_B T \xi^t m^2 r^2 \delta(t - t'),
\]

(S13)

where \(\xi^t = 6\pi \mu a\) is the viscous Stokes drag coefficient.

We next assume that the radial coordinate is approximately constant, \(r = r_o\), and that radial fluctuations are negligible so that they do not influence the evolution of the azimuthal coordinate, \(\phi\), too much. With these assumptions, \(\phi\) becomes a reasonable measure of the phase of the oscillator. This allows us to neglect the radial motion described by Eq. (S12a). The equation of motion for \(\phi\) is now,

\[
 \ddot{\Omega} + \frac{\xi^t}{m} \Omega = \frac{f_\phi(r) + f^L_\phi(t)}{mr},
\]

(S14)

where \(\Omega = \dot{\phi}\). To simplify the algebra we transform to a frame that rotates with the particle i.e. \(\Omega \rightarrow \Omega + \Omega_o\) where \(\Omega_o = f_\phi / mr_o\),

\[
 \dot{\Omega} + \gamma \Omega = \Gamma(t),
\]

(S15a)

\[
 \langle \Gamma(t)\Gamma(t') \rangle = \frac{2k_B T \xi^t}{m^2 r^2} \delta(t - t') \equiv A \delta(t - t')
\]

(S15b)
with $\gamma = \xi_t / m$ and $\Gamma(t) = f_z^L / mr_o$ and $A$ defined in the final term on the right. Eq. (S15) is identical to the underdamped Langevin equation for a particle in free space with modified drag and normalization of the thermal fluctuations.

Following the procedure of formal integration [44] gives the phase diffusion,

$$\langle (\phi(\Delta t) - \bar{\phi}(\Delta t))^2 \rangle = \left(\Omega^2(0) - \frac{A}{2\gamma^2}\right) \left(1 - e^{-\gamma \Delta t}\right)^2 + \frac{A}{\gamma^2 \Delta t} - \frac{A}{\gamma^3} (1 - e^{-\gamma \Delta t}).$$

(S16)

The limit for large $t$ is,

$$\langle (\phi(\Delta t) - \bar{\phi}(\Delta t))^2 \rangle = \frac{2k_B T}{r_o^2} \xi_t \Delta t \approx \frac{2k_B T}{r_o^2} \xi_t \Delta t,$$

(S17)

where the final term corresponds to the limiting behaviour when the feedback induced damping is dominant. In this regime, the rate of phase diffusion decreases with decreasing pressure. Without feedback, this reduces to the familiar form for phase diffusion about a limit cycle,

$$\langle (\phi(\Delta t) - \bar{\phi}(\Delta t))^2 \rangle = 2k_B T \frac{1}{r_o^2} \xi_t \Delta t.$$

(S18)

Without feedback, decreasing the pressure increases the rate of phase diffusion, the reverse of the behaviour predicted for phase diffusion with feedback.

**S8. SCALING FOR DIPOLAR PARTICLES**

As described in the main text, the dynamical motion of birefringent particles in circular polarized beams depends on the relative sizes of the optical and viscous forces and the relative time scales of the spinning and orbital motion as well as the relaxation times for the position and velocity. For dipolar particles these quantities are as follows. First, the electric polizability tensor of an anisotropic, dipolar particle is [45]:

$$\alpha_i = \frac{\alpha_i^{CM}}{1 - i\frac{2}{3}k^3\alpha_i^{CM}} \approx \alpha_i^{CM} + i\frac{2}{3}k^3(\alpha_i^{CM})^2,$$

(S19)

where the denominator ensures that the optical theorem is satisfied. $\alpha_i$ is the $i$'th eigenvalue, $k = 2\pi/\lambda$ is the vacuum wave number and $\alpha_i^{CM}$ is the $i$'th eigenvalue of the Claussius-Mossotti polarizability,

$$\alpha_i^{CM} = \frac{3V(\epsilon_i - \epsilon_0)}{(\epsilon_i + 2\epsilon_0)}.$$

(S20)

$\epsilon_i$ is the $i$'th eigenvalue of the permittivity tensor with $\epsilon_0$ the permittivity of free space and $V = \frac{4}{3}\pi a^3$ the volume of the spherical particle of radius $a$. Importantly, for non-absorbing media, the real part of the polarizability, Eq. (S19) is proportional to the volume, $V$ (i.e. $\propto a^3$) and the imaginary part is proportional to $V^2$ (i.e. $a^6$). For a positively birefringent particle, the eigenvector corresponding to the largest eigenvalue of the polarizability tensor will align with the electric polarization and we take, $\alpha_{xx} = \alpha_{zz} \equiv \alpha_o$ and $\alpha_{yy} = \alpha_e$. Rotations of the particle about the $z$ axis leave $\alpha_{zz}$ unchanged. In the transverse plane, axial rotations of the 2 by 2 tensor representing the polarizability in the $xy$ plane are given by,

$$\alpha = \bar{\alpha}I + \Delta\alpha R_2(\gamma),$$

(S21)

where $\Delta\alpha$ and $\bar{\alpha}$ are the anisotropy and mean polarizability respectively,

$$\Delta\alpha = \frac{1}{2}(\alpha_e - \alpha_o),$$

(S22)

$$\bar{\alpha} = \frac{1}{2}(\alpha_e + \alpha_o),$$

(S23)
and $R_2$ is,
\[
R_2(\gamma) = \begin{bmatrix} \cos(2\gamma) & \sin(2\gamma) \\ \sin(2\gamma) & -\cos(2\gamma) \end{bmatrix}.
\] (S24)

$\gamma$ is the rotation angle about the $z$ axis.

**A. Spinning motion**

The equilibrium spin rotation rate is given by the ratio of the axial spin torque, $\tau_z$, to the rotational drag $\xi_r = \frac{8\pi \mu a^3}{3}$,
\[
\Omega_s = \frac{\tau_z}{\xi_r}.
\] (S25)

The torque acting on the dipole is,
\[
\tau = \frac{1}{2} \Re \left( P \times E^* \right),
\] (S26)

where $P$ is the polarization, $P = \alpha E$, and $E$ is the electric field vector. Combining the above equations gives [40],
\[
\tau_z = \frac{1}{2} \chi \Re (\Delta \alpha) + \frac{1}{2} \sigma \Im (\bar{\alpha}).
\] (S27)

$\chi$ and $\sigma$ are the Stokes parameters,
\[
\chi = 2 \Re (E_x E_y^*),
\sigma = 2 \Im (E_x E_y^*).
\] (S28)

$\chi$ describes the degree of oblique linear polarization, relative to the orientation of the particle (aligned with the coordinate axes) and $\sigma$ is the degree of circular polarization. The $z$ component of the torque, $\tau_z$ in Eq. (S27), has two contributions. The first is an alignment torque, twisting the particle to align itself with the preferred polarization. It is proportional to the real part of the anisotropy, $\Re (\Delta \alpha) \propto V$. The second is a spin torque, caused by the angular momentum associated with the circular polarization, $\sigma$. It is proportional to the imaginary part of the real polarizability, $\Im (\bar{\alpha}) \propto V^2$. For a perfect circularly polarized beam, $\chi = 0$ and $\sigma = |E_x|^2 + |E_y|^2 = 2w_t$, where $w_t$ is the energy density in the transverse part of the electric field.

Finally, Eqns. (S19), (S27) and (S21), (S22) give the scaling of the spin rotation rate for small particles,
\[
\Omega_s = \frac{w_t^4 \Im (\bar{\alpha})}{8\pi \mu a^3} \propto \frac{w_t^4 a^3}{\mu}.
\] (S30)

Thus, the angular velocity of the spin rotation decreases with decreasing particle size, in the dipole regime and increases with the intensity of the light and with decreasing viscosity, $\mu$ (and therefore pressure).

**B. Forces on the centre of mass**

The $i$’th component of the force on a dipolar particle is [47],
\[
f_i = \frac{1}{2} \Re (P_j \partial_i E^*_j).
\] (S31)

Restricting attention to the $x$ and $y$ components (the $z$ component being independent), and applying Eq. (S21) gives,
\[
f_i = \frac{1}{2} \Re [\bar{\alpha} E_j \partial_i E_j^*] + \frac{1}{2} \Re [\Delta \alpha (R_2(\gamma) E_j) \partial_i E_j^*] \equiv f_i^{(1)} + f_i^{(2)}(\gamma).
\] (S32)

The first term on the right is a rotationally averaged force, the second is dependent on orientation and averages to zero when integrated over $-\pi \leq \gamma \leq \pi$. Considering the first term $f_i^{(1)}$, and separating $\bar{\alpha}$ into its real and imaginary
parts gives,

\[
f_i^{(1)} = \frac{1}{2} \Re(\bar{\alpha}) \Re(E_j \partial_i E_j^*) - \frac{1}{2} \Im(\bar{\alpha}) \Im(E_j \partial_i E_j^*) - \frac{1}{2} \Re(\bar{\alpha}) \partial_i w_e + \Im(\bar{\alpha}) \omega p_o^i, \tag{S33a}
\]

where \(\omega\) is the optical frequency, \(w_e\) is the electric energy density and \(p_o\) is the canonical momentum. Thus, the first term in Eq. (S33b) is the (orientationally averaged or effective) gradient force and the second term is an effective scattering force, or a radiation pressure force, proportional to the canonical momentum, \(p_o\) which is independent of spin, \(\sigma\). In a circularly polarized beam, the gradient force is directed towards the beam axis as usual and can be recognised as the radial force, \(f_r\) in the main text. Components of \(p_o\) swirl about the beam axis, due to helical inclination of the wavefronts \([21]\), generating the azimuthal force, \(f_\phi\). Thus, in accordance with Eq. (S19), the gradient force is \(\propto V \sim a^3\) and the azimuthal force on the dipole is \(\propto V^2 \sim a^6\). In the small particle limit, the gradient force completely dominates, and the azimuthal force is negligible,

\[
\frac{f_\phi}{f_r} = \frac{2\Im(\bar{\alpha})}{\Re(\bar{\alpha}) \partial_i w_e} \propto a^3 \tag{S34}
\]

The orientation dependent part of the force, \(f^{(2)}(\gamma)\) can be expanded as,

\[
f_i^{(2)}(\gamma) = \frac{1}{2} \Re\left[ \Delta(\gamma) \left( (E_x \partial_i E_x^* - E_y \partial_i E_y^*) \cos(2\gamma) + (E_y \partial_i E_x^* + E_x \partial_i E_y^*) \sin(2\gamma) \right) \right]. \tag{S35}
\]

For a perfect, circularly polarized beam with \(E_x = f(r)\) and \(E_y = if(r)\) for some function \(f(r)\), \(f_i^{(2)}(\gamma)\) vanishes identically. When the beam is less than perfect, \(f_i^{(2)}(\gamma)\) remains small, and its orientational average is zero.

In summary, the forces and the spin torque on the anisotropic dipole considered above turn out to be independent of anisotropy. This is a consequence of the fact that there are two sources of mechanical force and torque on a dipole. The first is related to energy - the total electromagnetic potential energy of the system can be reduced by the particle moving to regions of high intensity. The second is connected with momentum. For dipoles, only the canonical momentum is relevant \([34]\), and this is independent of spin. There is one additional form of torque acting on the dipole, and not considered above. This is the alignment torque that orients the particle with respect to the plane of polarization. This torque can be also be thought of as being connected with energy minimization. For example, alignment torques also operate in electrostatic fields. In the small particle limit we see that azimuthal forces become negligible in comparison to gradient forces, stabilizing the centre of mass motion. However, the spin rate, \(\Omega_s\), becomes small. Rapid spinning will always be accompanied, therefore, by azimuthal forces.