Investigation of Language Understanding Impact for Reinforcement Learning Based Dialogue Systems
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Abstract

Language understanding is a key component in a spoken dialogue system. In this paper, we investigate how the language understanding module influences the dialogue system performance by conducting a series of systematic experiments on a task-oriented neural dialogue system in a reinforcement learning based setting. The empirical study shows that among different types of language understanding errors, slot-level errors can have more impact on the overall performance of a dialogue system compared to intent-level errors. In addition, our experiment demonstrates that the reinforcement learning based dialogue system is able to learn when and what to confirm in order to achieve better performance and greater robustness.

Index Terms: spoken language understanding, task-completion dialogue, policy learning, reinforcement learning

1. Introduction

Task-oriented dialogue systems, such as Microsoft’s Cortana, Apple’s Siri, Amazon’s Echo, Google’s Home, etc., assist users in completing specific tasks such as booking movie tickets, setting up calendar items or finding restaurants through natural language interactions. A traditional dialogue system consists of the following components: 1) a natural language understanding (NLU) module, which receives utterances of free texts (typed or spoken), and maps them into a structured semantic frame; usually there are three key tasks in such a NLU module: domain classification, intent determination and slot filling. Typically, there exist two kinds of recipes: single-task learning with a concatenated approach [1] and multi-task learning with a joint approach [2,3,4,5]. 2) a dialogue manager (DM), which consists of a state tracker and a policy learner: the state tracker offers the ability to access the external database or knowledge base, tracks the evolving state of the dialogue, and constructs the state estimation, whereas the policy learner takes the state estimation as input and chooses a dialogue action; and 3) a natural language generation (NLG) module, which translates the structured dialogue action representation into a natural language form.

There exist in the literature two main approaches to building dialogue systems: modular pipeline based dialog systems [6,7,8] and end-to-end dialogue systems [9,10,11]. In a typical modular pipeline, each component is trained separately, and processed in sequence to form a pipelined dialog system. The biggest problem of such dialogue systems is that the error in an upstream module is propagated to downstream components in the pipeline, making it challenging for the downstream components (e.g., policy learner) to adapt to the errors accumulated from the upstream component(s) (e.g., LU), and eventually degrading the overall dialogue system performance. Recently, end-to-end learning approaches offer a potential solution to this issue. For instance, the policy learner can be adapted to the noise trickling down from the LU component, as well as the error from a downstream component (e.g., from policy learner or NLG) can be back-propagated to fine tune the LU component [12,13]. This eventually yields a dialogue system that is more robust to individual component errors.

Despite the widespread interest in building task oriented dialogue systems, there has been few work that investigated the relationship and mutual influence of these components, and their impact on the overall dialogue system performance. For instance, Lemon et al. [13] compared the policy transfer properties under different environments, showing that policies trained in high-noise conditions have better transfer properties than those trained in low-noise conditions. Su et al. [15] briefly investigated the effect of dialogue action level semantic error rates (SER) on the dialogue performance. In this work, with extensive quantitative analysis on a fine-grained level of NLU errors, our goal is to provide meaningful insights on how the language understanding component impacts the overall performance of the dialogue system. Our contributions are three-folds:

- Our work is the first systematic analysis to investigate the impact of different types of noise in the natural language understanding component on the dialogue systems.
- We show that slot-level errors have a greater impact on the performance of dialogue systems, compared to intent-level noises.
- Our findings shed some light on how to design multi-task natural language understanding models (intent classification, slot labeling) in the dialogue systems.

2. Approach

Natural language understanding (NLU) is a fundamental component to many downstream tasks in a dialogue system, such as state tracking [16] and policy learning [17,13]. A dialogue policy is often sensitive to the noise or other types of errors (e.g., mis-classification of a domain or dialog intent) accumulated from the NLU module, especially in modular pipeline based dialogue systems, where NLU and policy learning are trained separately. Recently, end-to-end learning approaches to building dialog systems with varying optimization objective functions offer many benefits for both NLU [12] and policy learning, in which the policy learning can be adapted to the noise in the NLU component, and the NLU part can be fine tuned in a way that is guided by the policy learner’s performance.

In this work, we thoroughly investigate the real impact of the NLU on the performance of a dialogue system. Leveraging the influence of NLU (the most upstream component) to the
dialogue system will have a huge impact to either the development of the understanding module, policy learning and natural language generation etc. downstream tasks. All experiments are conducted in a user simulation environment [18].

2.1. User Simulation

In the dialogue community, researchers typically seek to optimize dialogue policies with either supervised learning (SL) or reinforcement learning (RL) methods. In SL approaches, a policy is trained to imitate the observed actions of an expert. Supervised learning approaches often require a large amount of expert-labeled data for training. For task-specific domains, intensive domain knowledge is usually required for collecting and annotating actual human-human or human-machine conversations, and is often expensive and time-consuming. Additionally, even with a large amount of training data, parts of the dialogue state space may not be well-covered in the training data, due to lack of sufficient exploration, which prevents a supervised learner finding an optimal policy.

In contrast, RL approaches allow an agent to learn without expert-generated examples. Given only a reward signal, the agent can optimize a dialogue policy through interaction with users. Unfortunately, RL can require many samples from an environment, making learning from scratch with real users impractical. To overcome this limitation, many dialogue researchers train RL agents using simulated users [19, 20, 21, 22].

The goal of user simulation is to generate natural and reasonable conversations, allowing the RL agent to explore the policy space. The simulation-based approach allows an agent to explore trajectories which may not exist in previously observed data, overcoming a central limitation of imitation-based approaches. Dialogue agents trained on these simulators can then serve as an effective starting point, after which they can be deployed against real humans to improve further via reinforcement learning in an end-to-end fashion. In this work, we focus on simulating the user actions, and study the error model for the dialogue policy.

2.2. Error Model Controller

When training or testing a policy based on semantic frames of user actions, an error model [24] is introduced to simulate the noise from the NLU component, and noisy communication between the user and agent. Here, we introduce different levels of noise in the error model: one at the intent level, the other the slot level. For each level, there are more fine-grained noise.

2.2.1. Intent Error

At the intent level, we categorize the intent into three groups:

- **Group 1**: general greeting, thanks, closing, etc.
- **Group 2**: user may inform, to tell the slot values (or constraints) to the agent, for example, inform(moviename='Titanic', starttime='7pm').
- **Group 3**: user may request information for some specific slots. In a movie-booking scenario, user might ask “request(starttime;moviename='Titanic')”.

In one specific task, for example, movie-booking scenario, there are multiple inform and request intents, like request_theater, requeststarttime, request_movieinfo etc. are different intents, but in the same group.

Based on the above intent categorization, there are three types of intent errors:

- **Random error (0)**: Random noisy intent from same category (within group error) or other categories (between group error).
- **Within group error (1)**: the noisy intent is from the same group with the real intent, for example, the real intent is request_theater, but the predicted intent from NLU might be request_movieinfo.
- **Between group error (2)**: the noisy intent is from the different group, for example, a real request_movieinfo might be predicted as inform_movieinfo intent.

2.2.2. Slot Error

At the slot level, there are four kinds of error types:

- **Random error (0)**: to simulate noise that is randomly set to the following three types.
- **Slot deletion (1)**: to simulate the scenario where the slot was not recognized by the NLU;
- **Incorrect slot value (2)**: to simulate the scenario where the slot value was recognized correctly, but the slot value was not, e.g., wrong word segmentation;
- **Incorrect slot (3)**: to simulate the scenario where neither the slot or its value was recognized correctly.

2.3. Dialogue Manager

The symbolic dialogue act form from NLU will be passed on to the dialogue manager (DM). A classic DM is charge of both state tracking and policy learning. The state tracker will keep tracking the evolving slot value pairs from both agent and user, and based on the conversation history, a query may be formed to interact with an external database to retrieve the available result. In every turn of the dialogue, the state tracker is updated based on the retrieved results from the database and the latest user dialogue action, and outputs a dialogue state (in some compact representation). The dialogue state often includes the latest user action, latest agent action, database results, turn information, and conversation history, etc. Conditioned on the dialogue state, the dialogue policy is to generate the next available agent action π(a|s). To optimize this policy, we apply reinforcement learning in an end-to-end fashion. In this work, we represent the policy using a deep Q-network (DQN) [25], which takes the state st from the state tracker as input, and outputs Q(s, a; θ) for all actions a using network parameter θ. Given a state s, the policy chooses the action with the highest Q-value: arg maxa Q(s, a; θ). Two important DQN tricks, target network and experience replay are applied [25].
3. Experiments

The experiments are performed on a neural task-completion dialogue system that helps users book movie tickets. The system gathers information about the customers’ desires over multi-turn conversations and ultimately books the intended movie tickets. The environment then assesses a binary outcome (success or not) at the end of the conversation: it is a success if a movie is booked and the booked movie satisfies all the users constraints. To measure the quality of the agent, there are three evaluation metrics: 

- success rate
- average reward
- average turns

Each of them provides different information about the quality of agents. Three metrics are strongly correlated: generally, a good policy should have a higher success rate, higher average reward, and lower average turns. We train the reinforcement learning based agents by interacting with a simulated user in an end-to-end fashion under different error settings, and report success rate and average turns for analysis. Table 1 summarizes all settings for investigating the impact of different elements (intent and slot errors from NLU) to the dialogue systems, where the learning curves are averaged over 10 runs.

### 3.1. Datasets

The data were collected via Amazon Mechanical Turk and annotated with an internal schema. There are 11 intents (i.e., inform, request, confirm, question, confirm, answer, etc.), and 29 slots (i.e., moviename, starttime, theater, numberofpeople, etc.). Most slots are informative slots, which users can use to constrain the search, and some are requestable slots, of which users can ask values from the agent. For example, numberofpeople cannot be requestable, since arguably user knows how many tickets he or she wants to buy. There are a total of 280 labeled dialogues in the movie domain, and the average number of turns per dialogue is approximately 11.

### 3.2. Basic Experiments

The group of basic experiments (from B1 to B3) are in the settings that combine the noise from both intent and slot: 1) success rate is sometimes known as task completion rate — the fraction of dialogues that are completed successfully.

![Table 1: Experimental settings with different intent/slot error types described in Section 2.2 and different error rates.]

| Setting | Intent Error | Slot Error |
|---------|--------------|------------|
| Type    | Rate         | Type       | Rate       |
| Basic   |              |            |            |
| B1      | 0.00         | 0.00       |            |
| B2      | 0: random    | 0.10       | 0: random  | 0.10       |
| B3      | 0.20         |            | 0.20       |            |
| Intent  |              |            |            |
| I0      | 0: random    | 0.10       |            |            |
| I1      | 1: within group | 0.10       |            |            |
| I2      | 2: between group | 0.10       | 0: random  | 0.05       |
| I3      | 0: random    | 0.10       |            |            |
| I4      | 0: random    | 0.10       |            |            |
| I5      | 0: random    | 0.20       |            |            |
| Slot    |              |            |            |
| S0      | 0: random    | 0.10       |            |            |
| S1      | 1: deletion  | 0.10       |            |            |
| S2      | 2: value     | 0.10       |            |            |
| S3      | 0: random    | 0.10       | 3: slot    | 0.10       |
| S4      | 0: random    | 0.00       |            |            |
| S5      | 0: random    | 0.10       |            |            |
| S6      | 0: random    | 0.20       |            |            |

![Figure 1: Learning curves for different NLU error rates.](image)

For both intent and slot, the error types are random, and the error rates are in \{0.00, 0.10, 0.20\}. The rule-based agent reports 41%, 21%, and 12% success rates under 0.00, 0.10, and 0.20 error rates respectively. In contrast, the RL-based agent achieves 91%, 79%, and 76% success rate under the same error rates, respectively. We compare the performance between two types of agents and find that the RL-based agent has greater robustness and is less sensitive to noisy inputs. Therefore, the following experiments are performed using a RL dialogue agent due to robustness consideration. From Fig. 1, the dialogue agents degrade remarkably when the error rate increases (leading to lower success rates and higher average turns).

### 3.3. Intent Experiments

To further understand the impact of intent-level noises to dialogue systems, two experimental groups are performed: the first group (I0–I2) focuses on the difference among all intent error types; the second group (I3–I5) focuses on the impact of intent error rates. Other factors are identical for the two groups, with the random slot error type and a 5% slot error rate.

#### 3.3.1. Intent Error Type

Experiments with the settings of I0–I2 are under the same slot errors and same intent error rate (10%), but with different intent error types: I1 includes the noisy intents from the same categories, I2 includes the noisy intents from different categories, and I0 includes both via random selection. Fig. 2(a) shows the learning curves for all intent error types, where the difference among these curves is insignificant, indicating that the incorrect intents have similar impact no matter what categories they belong to.

#### 3.3.2. Intent Error Rate

Experiments with the settings I3–I5 investigate the difference among different intent error rates. When the intent error rate increases, the dialogue agent performs slightly worse, but the difference is subtle. It suggests that the RL-based agent has better robustness to noisy intents. As shown in Fig. 2(a,b), all RL agents converge to a similar success rate in both intent error type and intent error rate settings.

### 3.4. Slot Experiments

We further conducted two groups of experiments to investigate the impact of slot-level noises, where other factors are fixed, with the random intent error type and a 10% intent error rate.
3.4.1. Slot Error Type

Experiments with the settings from S0–S3 investigate the impact of different slot error types. Corresponding learning curves are given in Fig. 2(c). Among single error types (S1–S3), incorrect slot value (S2) performs worst, which means that the slot name is recognized correctly, but a wrong value is extracted with the slot (such as wrong word segmentation): in this case, the agent receives a wrong value for the slot, and eventually books a wrong ticket or fails to book it. The probable reason is that the dialogue agent has difficulty identifying the mistakes based on the RL-based belief tracking, and using the incorrect slot values for the following dialogue actions could significantly degrade the performance. Between slot deletion (S1) and incorrect slot (S3), the difference is limited, indicating that the RL agent has similar capability of handling these two kinds of slot-level noises.

3.4.2. Slot Error Rate

Experiments with the settings from S4–S6 focus on different slot error rates (0%, 10%, and 20%) and report the results in Fig. 2(d). It is clear from Fig. 2(d) that the dialogue agent performs worse as the slot error rate increases (the curve of the success rate drops and the curve of average turns rises). Comparing with Fig. 2(b), the dialogue system performance is more sensitive to the slot error rate than the intent error rate.

3.5. Discussion

An important finding suggested by our empirical results is that slot-level errors are more important than intent-level errors. A possible explanation is related to our dialogue action representation, intent(slot-value pairs). If an intent is predicted wrong, for example, inform was predicted incorrectly as request_ticket, the dialogue agent can handle the unreliable situation and decide to make confirmation in order to keep the correct information for the following conversation. In contrast, if a slot moviename is predicted wrong, or a slot value is not identified correctly, this dialogue turn might directly pass the wrong information to the agent, which might lead the agent to book a wrong ticket. Another reason is that the dialogue agent can still maintain a correct intent based on slot information even though the predicted intent is wrong. In order to verify the hypotheses, further experiments are needed, which we leave as future work.

Finally, it should be noted that the experiments in this paper are based on a task-completion dialogue setting, but chit-chat is another setting with different optimization goals [20]. It is interesting to conduct similar experiments to see the impact of language understanding errors on a chit-chat dialogue system’s performance.

4. Conclusion

In this paper, we conduct a series of extensive experiments to understand the impact of natural language understanding errors on the performance of a reinforcement learning based, task-completion neural dialogue system. Our results suggest several interesting conclusions: 1) slot-level errors have a greater impact than intent-level errors; 2) different slot error types have different impacts on the RL agents; 3) RL agents are more robust to certain types of slot-level errors —— the agents can learn to double-check or confirm with users, at the cost of slightly longer conversations.
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