Machine vision-based testing action recognition method for robotic testing of mobile application
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Abstract
The explosive growth and rapid version iteration of various mobile applications have brought enormous workloads to mobile application testing. Robotic testing methods can efficiently handle repetitive testing tasks, which can compensate for the accuracy of manual testing and improve the efficiency of testing work. Vision-based robotic testing identifies the types of test actions by analyzing expert test videos and generates expert imitation test cases. The mobile application expert imitation testing method uses machine learning algorithms to analyze the behavior of experts imitating test videos, generates test cases with high reliability and reusability, and drives robots to execute test cases. However, the difficulty of estimating multi-dimensional gestures in 2D images leads to complex algorithm steps, including tracking, detection, and recognition of dynamic gestures. Hence, this article focuses on the analysis and recognition of test actions in mobile application robot testing. Combined with the improved YOLOv5 algorithm and the ResNet-152 algorithm, a visual modeling method of mobile application test action based on machine vision is proposed. The precise localization of the hand is accomplished by injecting dynamic anchors, attention mechanism, and the weighted boxes fusion in the YOLOv5 algorithm. The improved algorithm recognition accuracy increased from 82.6% to 94.8%. By introducing the pyramid context awareness mechanism into the ResNet-152 algorithm, the accuracy of test action classification is improved. The accuracy of the test action classification was improved from 72.57% to 76.84%. Experiments show that this method can reduce the probability of multiple detections and missed detection of test actions, and improve the accuracy of test action recognition.

Keywords
Mobile application automation testing, expert imitation testing, action recognition, timing behavior detection

Date received: 10 May 2022; accepted: 3 July 2022

Handling Editor: Yanjiao Chen

Introduction
With the development of mobile information technology, the number and penetration rate of mobile phone users are growing rapidly. Massive mobile applications and iterative updates between application versions make mobile application testing an important part of ensuring the quality of mobile applications. Robotic testing for mobile applications is an emerging approach to mobile application testing. Combined with graphical
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user interface (GUI) testing, it drives robots to manipulate GUI widgets to simulate user interaction behavior, which reduces the time spent by testers in processing tasks and improves the efficiency of automated testing.\textsuperscript{1-4}

Robotic testing for mobile applications based on machine vision takes interface interaction as the core. It completes repetitive testing tasks through the interaction between the robot and the GUI of the intelligent terminal device. In the current automated testing methods for mobile applications, three types of test action recognition technologies are commonly used\textsuperscript{5}: wearable devices based on gloves, 3D positions based on key points of the hand, and raw visual data. The first method requires wearing an additional device that affects the operational feel of the test. The second method requires additional extraction of hand key points, which is time-consuming, and the quantity of manual tasks is large when adding new action recognition types. The third method requires only one image capture sensor, such as a camera, to achieve acceptable recognition accuracy.

This article adopts the third test action recognition method. Based on machine vision technology, a top-down mobile application testing action recognition process is built. First, the start time and end time of the test action are accurately located, and the type of test operation is identified. Then, a hierarchical mobile application test action model is built. Finally, test cases with high reliability and reusability are generated. Our approach enables highly repeatable regression and compatibility testing in mobile application testing. The contributions are as follows:

1. A network model for extracting testing action is proposed. Image features are extracted in video sequences using the YOLOv5 algorithm to detect the location of smart terminal devices and testers’ hands.
2. A high-accuracy testing action classification network model is trained and generated by spatio-temporal generalization of the ResNet-152 algorithm and introducing the pyramid context awareness mechanism.

The rest of this article is organized as follows. The “Related works” section summarizes the related work involved in mobile application testing. The “Framework of MAEIT” section introduces the framework of the mobile application expert imitation testing (MAEIT) method. The “Mobile application testing action recognition and classification” section details the testing action analysis and recognition methods. The “Experimental analysis and results” section discusses the experimental setup and results. Finally, the “Conclusion” section presents the conclusions.

Related works

This section presents the current research on automated mobile application testing techniques and action recognition. Krieter and Breiter\textsuperscript{6} used video analysis techniques to extract user interaction action events on Android applications. The work focused on playback on the original device and did not provide self-learning capabilities for scripts on new devices. Zhang et al.\textsuperscript{7} proposed a terminable learning model based on deep learning to identify similarities between GUI and recognizable GUI, avoiding redundant test cases and preventing explosion in the number of test cases by merging redundant isomorphic nodes in the GUI model. Xue et al.\textsuperscript{8} proposed a completely black-box learning-playback testing method that combines robotics and vision technologies to enable cross-device and cross-platform record-playback testing. At this stage, action recognition techniques are mostly used for recognizing human actions, identity authentication and other scenarios.

The field of action recognition applications is very broad.\textsuperscript{9-11} Park and Kim\textsuperscript{12} presented an efficient action recognition of 3D images using a convolutional neural network (CNN). Roig et al.\textsuperscript{13} suggested a solution that combines action, scene, object, and audio information to solve multimodal human action recognition tasks in the video by detecting people and using audio and visual information. Yoo et al.\textsuperscript{14} proposed a hybrid hand gesture system, which combines an inertial measurement unit (IMU)-based motion capture system and a vision-based gesture system to increase real-time performance.

The current research on gesture recognition is more active than in other fields. Gesture recognition can be mainly divided into sensor-based gesture recognition and vision-based gesture recognition. Sensor-based gesture recognition uses 1D raw data extracted from wearable sensors, such as IMU without feature extraction. However, this method has higher requirements on the equipment, and the environment configuration is complicated.\textsuperscript{15} Vision-based gesture recognition is more economical and easier to collect data. It analyzes 2D images, 3D images, or videos obtained from optical sensors. Sinha et al.\textsuperscript{16} proposed a hand gesture recognition using the hidden Markov model and trajectory code word. Zhu et al.\textsuperscript{17} proposed a new method to capture shape information for 3D gestures: segmenting the hand shape from a depth image captured by a Kinect sensor with a cluttered background. The action modeling approach based on vision suffers from poorly
defined action boundaries and a large span of temporal dimensions for different action categories, which is not conducive to effective feature extraction and feature fusion for recognition models.

In summary, in the current article, the robotic testing of mobile application still has shortcomings, such as low robot participation and difficulty in building automated scripts. Action recognition is mainly applied in areas, such as human movement and surveillance tracking. However, research on minute gesture recognition remains insufficient. To address these two issues, a method is proposed based on improvements to the YOLOv5 target recognition algorithm and the ResNet-152 algorithm.

Framework of MAEIT

Figure 1 shows the framework of MAEIT. Realizing a non-intrusive mobile application automatic test method and reducing the intervention of the mobile intelligent terminal equipment system when building automatic test cases are proposed. MAEIT is a software and hardware system platform that integrates hardware devices, such as high-resolution industrial cameras and four-degree-of-freedom robots, as well as software modules, such as mobile application GUI layout, control icons, and expert test interaction feature extraction derived from video analysis. Build test cases by analyzing expert test video features. The test case is converted into robot attitude control instructions according to the image information collected by the industrial camera through the coordinate transformation matrix. Accurate execution of mock tests is done across devices.

The first step is to capture a video of the user performing the mobile application test with a high-resolution industrial camera. The received video is then analyzed, and the start time, end time, and operation type of the test action in the video are identified. Then, the GUI and control icons of the mobile smart device are analyzed before and after the test operation is performed, and a test case that integrates the information of the GUI path and the control icon information is generated. Finally, the device-under-test application GUI state is captured by the camera. According to the generated test cases, the robotic arm is driven in real time to complete the imitation test task.

The specific module description of MAEIT is described as follows:

Analysis of action and recognition of expert video

Seven test action types are defined to simulate test case generation, namely, single click, double click, long press, slide up and down, slide left and right, rotate, and zoom. Action recognition obtains information, such as action type and interaction coordinates in user videos. A mobile application test action analysis and recognition method is proposed based on the fusion of the YOLOv5 algorithm and the ResNet-152 algorithm, which completes the test action classification task for recorded videos. A layered architecture is proposed for mobile application testing behavior analysis and identification tasks. The architecture includes a network model for extracting testing action and network model for classifying testing action.

Recognition of GUI element

Much progress has been made in the research of GUI element recognition based on deep learning. According to whether the element is interactive and the element feedback results, GUI elements are divided into three basic elements (text, pictures, and buttons) and two logical controls (list view and grid view). The YOLOv3 model identifies information, such as the type, coordinates, and size of the GUI elements. This module clarifies the layout of the functional areas of the mobile application by analyzing the information of the GUI elements and further forms a functional block structure of the GUI with clear semantics.

According to the identification result of the type and position of the elements in the interface, the relative positions of the elements are rearranged to establish the nesting relationship of the elements between the mobile
application GUIs. This kind of relationship is described as a tree structure to form a GUI element tree model. Figure 2 shows the construction of the GUI element tree. As a leaf node of the GUI element tree, the GUI contains information about elements. The jump of the GUI is realized by operating the elements in the interface. Tree (a) is a “GUI control tree” model of interface (1). The interactive elements in the interface are the leaf nodes in the GUI control tree. The internal nodes of the GUI control tree respectively correspond to the recognition results of the view elements of the GUI (1).

**Generation of expert imitation test scripts**

According to the identification of GUI element information and the jump relationship between the interfaces, combined with the test operation type of the tester, the combination relationship between the GUI path and the test action is formed, and the test case is finally generated.

The action recognition and GUI control recognition results are combined to construct an expert imitation test script structure. The script contains information, such as interaction coordinates and action types in the user video. It also uses self-learning features, such as “GUI path” and control icons to realize the self-positioning of the script’s control operation objects under the new device.

**Execution of robot imitation test**

MAEIT drives the robot to perform specific test tasks. When MAEIT provides operation instructions to the robot, the coordinates of the operating controls of the test case should be converted into the executable space coordinates of the robot in the real physical world to control the attitude of the robot. The mobile application robot executes executable use cases to realize the test evaluation of the software on different devices.

In summary, mobile application testing action analysis assists in the generation of expert imitation test cases, which is the key to generating expert imitation test scripts. Precisely locating the time boundary and test action type of the user’s human–computer interaction in the expert test video is necessary.

---

**Figure 2.** The process of building a GUI element tree.
Mobile application testing action recognition and classification

A vision-based approach to mobile application testing action recognition is developed on raw video data. The action extraction network is trained to generate the candidate action segments. Then, the test action recognition network is trained to identify the types of test actions in the candidate action segments.

Mobile application testing action definition

When conducting mobile application testing, the tester needs to perform gesture operations on the touch screen of the mobile smart terminal device. The gestures of the mobile application testing action are described from seven dimensions: number of clicks, trigger timing, time limit, moving direction, number of operating fingers, pressing force, and contact area. Variations in these dimensions produce different gesture variants.

Combined with the seven dimensions of the gesture division of mobile application testing actions, the seven types of mobile application testing actions are described in detail from a mathematical point of view, as shown in Figure 3.

1. **Single click.** Press and lift one finger on the hot spot to trigger the corresponding function

   $V(A) = \{P_{0}(x, y), n_{f}\}$

   where $P_{0}$ refers to the pixel coordinates of the control icon and $n_{f}$ refers to the number of fingers performing the operation.

2. **Double click.** Press and lift one finger at the hot spot, and then press and lift again to trigger the corresponding function

   $V(B) = \{P_{0}(x, y), t_{d}, t_{c}, n_{f}, n_{l}\}$

   where $t_{d}$ denotes the duration of the pressed state, $t_{c}$ denotes the action pause time, and $n_{l}$ denotes the action pause time.

3. **Long press.** Press with one finger on the hotspot and keep it pressed for a specific amount of time

   $V(C) = \{P_{0}(x, y), t_{d}, n_{f}\}$

4. **Slide up and down (left and right).** Press with one finger on the hot spot, keep it pressed, and move the finger from top to bottom or bottom to top (from left to right, or from right to left)

   $V(D) = \{P_{0}(x, y), D_{r}, P_{1}(\Delta x, \Delta y), n_{f}\}$

   where $D_{r}$ denotes the sliding direction and $P_{1}$ denotes the pixel coordinate transformation increment.

5. **Rotate.** Press the two fingers on the hot spot, keep the pressed state, and then turn the wrist at a certain angle to rotate the two fingers

   $V(F) = \{P_{0}(x_{0}, y_{0}), P_{1}(x_{1}, y_{1}), O_{0}(x, y), D_{r}, \theta, n_{f}\}$

   where $P_{0}$ and $P_{1}$ denote the initial pixel coordinates of the thumb and index finger, respectively; $O_{0}$ refers to the pixel coordinates of the center of rotation; $D_{r}$ and $\theta$ refer to the direction and angle of rotation, respectively.

6. **Zoom.** Press down on the hot spot with two fingers, keep it pressed down, and then control the thumb and index finger to contract in or out at the same time

   $V(G) = \{P_{0}(x_{0}, y_{0}), P_{1}(x_{1}, y_{1}), D_{r}, P_{1}(\Delta x, \Delta y), n_{f}\}$

   where $D_{r}$ and $P_{1}$ denote the direction and stroke of the zoom, respectively.

Algorithm flow for testing action recognition and classification

As shown in Figure 4, the flow of the algorithm can be roughly summarized into two steps: behavior extraction and behavior classification. The specific process of mobile application testing behavior analysis and identification algorithm is as follows:

Use a high-resolution camera to record professional movements of your mobile app to create expert testing videos.

1. Use a high-resolution camera to record professional movements of your mobile app to create expert test videos.
2. Image features are extracted using the YOLOv5 object detection algorithm. When both the mobile phone and the tester’s hand are detected in a certain frame of image, the position information of the intelligent terminal device and the mobile application tester’s hand bounding box in the image target detection result is analyzed. Then determine the start and end time of the test action, and generate a sequence of behavior proposals.
3. Determine whether to activate the test action classification network according to the detection result of the test action extraction network. When the test action is not detected, it returns to the video sequence to continue the detection operation. Otherwise, the test action classification network is activated, identifying the class of the test action in the candidate segment.

4. The test action recognition network constructed based on ResNet-152 enables it to process video data through the spatio-temporal generalization of the network structure. And the pyramid context awareness mechanism is introduced to increase the receptive field during feature extraction. When testing the action classification network to classify test action candidate segments, we mainly identify the seven actions in the “Mobile application testing action definition” section.

**Network model for extracting testing action**

The network model for extracting testing action distinguishes between gesture classes and no gesture classes by running an object detection algorithm on a sequence of images. We consider using the YOLOv5 object detection algorithm and improve it. The advantage of YOLOv5 is the anchor box mechanism included in the target detection network structure. This mechanism can detect multiple objects present in the image at the same time, and can even deal with inconsistent object proportions or a small amount of occlusion caused by distance.

**Boundaries for start and end actions.** During the frame-by-frame disassembly of the long video, the target category and bounding box position information are recorded by identifying the intelligent terminal equipment and the tester’s hand in the image. The tester performs a touch operation on the GUI of the intelligent terminal device to generate the test action. During this process, the smart terminal device in the video and the tester’s hand inevitably overlap, as shown in Figure 5. The video clips in which the terminal device and the tester’s hands are stably coincident are defined as the test action extraction clips.

**Improved YOLOv5 algorithm.** The YOLO target detection algorithm uses the K-means clustering algorithm in the anchor box generation stage. Hence, the YOLOv5 algorithm inherits the defects of the K-means algorithm in the anchor generation stage: the anchor boxes generated by the network under the same input show
variability. Moreover, YOLOv5 regards the anchor frame as a constant during the training, which ultimately affects the calculation result of the model loss function during the training and increases the difficulty of model convergence. In response to these two problems, an improved method for the YOLOv5 algorithm is proposed.

Improving dynamic anchor boxes. A dynamic anchor box feature selection (DAFS) structure is added to the YOLOv5 model. After generating the predefined anchor box information, the detection network is used as the input of the anchor refinement module (ARM). It is connected to the backbone network of YOLOv5 through bidirectional feature fusion (BFF) to generate a priori box for model training.

Figure 6 shows that the ARM method cleans the negative sample data of the native anchor box. Then, the coordinates and size of the original anchor box are modified according to the real position of the target in the original image, and the prior information of the target detection network is generated. The BFF connects adjacent feature maps of different scales, connects to the backbone network of the YOLOv5 target detection network model, and finely adjusts the feature points on the feature sequence before outputting the prior frame. In subsequent iterations, the update of the feature map continues to serve as the basis for the ARM module to fine-tune the anchor box.

Introducing attention mechanism. Adding a visual attention mechanism to the backbone network of YOLOv5 can improve the extraction efficiency of the model for detecting object features in the input image.

The SENet network structure realizes the processing of the global information of the image by performing the squeeze operation and the excitation operation on the feature sequence extracted from the image. Its specific structure is shown in Figure 7.

The operation of squeeze is shown in equation (7)

$$z_c = F_{sq}(U_c) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} u_c(i, j)$$  \hspace{1cm} (7)$$

where $z_c$ denotes the $c$th element. $H$ and $W$ refer to height and width, respectively. And $u_c(i, j)$ represents the $(i, j)$th element of the $c$th channel of $u$.

The squeeze operation describes the features of the entire image through the global average pooling method. The extraction operations of the global features are as follows

$$s = F_{ex}(z, W) = \sigma(W_2 \delta(W_1 z))$$

$$\delta_{sc} = F_{sc}(u_c, s_c) = s_c u_c$$  \hspace{1cm} (8)$$

When the attention model outputs, the degree of attention to different channels is differentiated utilizing
additional weights: The key channels are given higher weight values, whereas the unconcerned channels have lower weight values. In this article, attention modules of spatial attention and mixed channel attention are added to the lower layer of the YOLOv5 backbone network. Global average pooling layers and global max-pooling layers are used in the channel attention module.

Figure 8 shows that the “CSP × S + A” module is added after the feature map that has undergone the convolution operation. The CSPdarknet53 network structure is the backbone of the YOLOv5 object detection network structure, and is used as the backbone of the mobile application test action proposal network to participate in the training of the model. The “Conv + BN + LeakyReLU” module is a key step in the realization of the channel attention mechanism. It can enhance the acquisition efficiency of the network model’s attention information. Furthermore, the speed and accuracy of the network’s behavior detection are effectively promoted.

Correcting bounding regression box. The deviation of the anchor box coverage position filtered by YOLOv5 is improved by correcting the bounding regression box. Weighted boxes fusion (WBF) is a method of bounding box regression. WBF sets different weights for all predicted bounding boxes according to the difference in bounding box confidence and generates a new predicted bounding box through the weighted fusion method.

When dividing the positive and negative samples of the video training set, the prior frame generated by the video is judged according to the corresponding rules. The first thing to do is to identify when the mobile app testing behavior occurs. If the area delineated by the prior box has the highest overlap ratio with the time period when the real behavior occurs, the prior box is considered as a positive sample. In particular, for each real action, at least one positive sample prior box must be selected corresponding to it. If there is a certain a priori box in the remaining a priori box that overlaps with the time period when the real behavior occurs in the time dimension greater than 0.7, it is counted as a positive sample. For a priori box whose overlap ratio is less than 0.3, it is recorded as a negative sample.

The WBF algorithm not only retains the anchor box information with high confidence but also collects the anchor box information with low confidence. Most of the redundant predicted bounding boxes through WBF are fused and destroyed to generate fewer predicted bounding boxes with high accuracy, as shown in Figure 9.

Network model for classifying testing action

When the network for extracting test action detects a gesture and generates a candidate action clip, the network for classifying testing action is activated and uses the candidate action clip as input to determine the type of test action in the video.

Spatio-temporal generalization of 2D CNN structures. The 2D ResNet is transformed into a 3D ResNet with a
wider feature receptive field and the ability to process video data by adding a processing module for temporal information. In terms of network structure, the 3D ResNet has a high similarity with the 2D ResNet. In addition to the minor adjustments made to the convolutional dimension of each layer, the increase in the temporal dimension requires appropriate improvements to the moving step of the convolution kernel in the first layer of the network structure. Table 1 shows the structure of the network before and after the extension.

The first to fourth layers of the 3D ResNet-152 network are used to extract the video features of mobile application test action candidate clips. The output of the fourth-layer network is used as the feature map for the input of the mobile application test action type recognition network, establishing a mapping between the original video and all points within the feature map. Then, the feature maps pass through a 3D averaging pooling layer and are adjusted to the same scale features sequences as the input of the fifth-layer network, which is then subjected to deeper feature extraction. Finally, the window size of the averaging pooling layer is set to the size of the feature map by global averaging pooling to eliminate the black-box features in the fully connected layer. The above completes the mobile application testing action classification.

**Pyramid context awareness mechanism.** The pyramid context awareness mechanism processes video clips through several temporal dilated convolution modules to explore the contextual information deeply in the video. Dependencies between temporal information and video units in long videos are established to obtain features with great receptive field and multiscale information.

When a deep learning network extracts video features in the convolutional layer, it expands the receptive

---

**Table 1.** Comparison between 3D ResNet-152 network and 2D network structure.

| Layer name | Output size | ResNet-152 | 3D ResNet-152 |
|------------|-------------|------------|---------------|
| Conv1      | 112 × 112   | 7 × 7, 64, stride = 2 | 7 × 7 × 7, 64, stride = 1 × 2 × 2 |
| Conv2_x    | 56 × 56     | 3 × 3, max pool, stride = 2 | 3 × 3 × 3, 3D max pool, stride = 2 |
| Conv3_x    | 28 × 28     | 1 × 1, 64, 3 × 3, 128, 8 | 1 × 1, 64, 3 × 3, 128, 8 |
| Conv4_x    | 14 × 14     | 1 × 1, 256, 3 × 3, 256, 36 | 1 × 1, 256, 3 × 3, 256, 36 |
| Conv5_x    | 7 × 7       | 1 × 1, 512, 3 × 3, 512, 3 | 1 × 1, 512, 3 × 3, 512, 3 |
|            | 1 × 1       | Average pool | 3D average pool |
|            |             | FC-1000 softmax | Softmax |

---

**Figure 9.** The effect of weighted fusion of WBF target box.

---

**Zhang et al.**
field of the feature map directly by increasing the gap between convolution kernels. In the time-series data processing, combined with dilated convolution, the model can obtain multiscale information while keeping the time-series length unchanged. Figure 10 shows the performance of dilated convolution on spatial convolution and temporal convolution.

**Experimental analysis and results**

A comparative experiment on the accuracy of the improved YOLOv5 algorithm is conducted, and the effect of adding a pyramid context awareness mechanism on the accuracy of mobile application testing action recognition is verified.

**Dataset preparation**

The experiments use picture datasets and video datasets. The static picture dataset is used to train the YOLOv5 network to recognize smart terminal devices and testers’ hands, whereas the dynamic video dataset is used to train the temporally generalized ResNet-152 network to recognize mobile application testing action. Both datasets are recorded in a laboratory environment with a resolution of 1920 × 1080 for images and videos, and the acquisition device is Vizion Smart Industrial Camera MV-EM500C.

The integrated dataset includes 546 static images and 1848 dynamic videos, of which the dynamic mobile application testing action videos include click, double click, long press, slide up and down, slide left and right, rotate, and zoom operations. To achieve better detection results for the proposed network and classification network of mobile application testing action, 1200 training images and videos are recorded, including seven action categories. The test set part contains 648 video clips with the same total of seven action categories. Table 2 shows the composition of the datasets for each category.

### Table 2. The composition of the datasets.

| Datasets                  | Category                | Number |
|--------------------------|-------------------------|--------|
| Static picture dataset   | Smart terminal devices  | 546    |
|                          | Testers’ hands          | 513    |
| Dynamic video dataset    | Click                   | 315    |
|                          | Double click            | 162    |
|                          | Long press              | 228    |
|                          | Slide up and down       | 436    |
|                          | Slide left and right    | 355    |
|                          | Rotate                  | 164    |
|                          | Zoom                    | 188    |

**Results and discussion**

First, the location of the smart terminal device and the tester’s hand in the video are identified by the improved YOLOv5 algorithm. A geometric measure is used to dichotomize the operation of the GUI, determining whether the testing action is occurring. This step results in the positioning of video action clips and the generation of proposal clips. Then, the 3D ResNet-152 mobile application testing action recognition network with pyramid context awareness mechanism is used to predict the type of testing action.

**Experiment of improved YOLOv5 algorithm.** The YOLOv5 object detection model is configured using TensorFlow framework, and the network is trained. The YOLOv5 + DAFS + attention + WBF improvement algorithm is compared with several YOLOv5 object detection algorithms in a controlled experiment on an expert test video dataset, and then the experimental results are derived and analyzed. Table 3 shows the results of the experiments.

### Table 3. Comparative experimental results of improved YOLOv5 algorithm.

| Method                   | mAP (%) |
|--------------------------|---------|
| YOLOv5                   | 84.6    |
| YOLOv5 + DAFS            | 87.5    |
| YOLOv5 + attention       | 86.3    |
| YOLOv5 + WBF             | 88.4    |
| YOLOv5 + DAFS + attention | 92.8    |

DAFS: dynamic anchor box feature selection; WBF: weighted boxes fusion.
to more than 90%. It shows that the improved YOLOv5 target detection algorithm can also achieve
good performance in real scenes. Compared with the
mainstream target detection algorithm, the improved
algorithm maintains certain advantages in detection
accuracy.

3D ResNet-152 pyramid context awareness mechanism comparison experiment. A 3D ResNet-152 network with pyr-
amid context awareness mechanism constructed by
temporal dilated convolution is compared with a 3D
ResNet-152 network obtained by spatio-temporal gen-
eralization only for mobile application testing action
recognition and classification. The experimental results
are shown in Table 4.

The mobile application action recognition network
adds a pyramid context awareness mechanism module
and a temporal dilated convolution module that uses
dense junctions for connectivity, making the structure
of the deep learning network more complex. The
extracted multiscale video features can be better reused
and fused, enabling the mobile application action rec-
ognition network to achieve higher recall rates for can-
didate action segments. The accuracy of 3D ResNet-
152 in mobile application action recognition is
improved by introducing the pyramid context aware-
ness mechanism.

In summary, the non-end-to-end trained mobile
application testing action localization and recognition
network proposed in this article can accurately locate
testing action in long unprocessed videos. The larger
receptive field in the feature extraction network facil-
itates the extraction of varying lengths action fragment
features, improving the accuracy of testing action loca-
lization and type recognition.

Conclusion

This article proposes a MAEIT method that generates
test cases executable by the mobile test robot by
analyzing the video of the human–computer interaction
and guides the robot to complete the test task. Importantly, methods for analyzing and identifying test
actions are examined. Based on the design logic of object
detection algorithms, a visual learning modeling algorithm
for mobile application testing action based on the fusion
of YOLOv5 and the ResNet models is proposed. It locates
the boundaries of testing action effectively, improves the
accuracy of proposal classification, and reduces the rate of
missing mobile application testing action. It provides a
feasible manner to achieve cross-platform and cross-
operating system testing tasks while providing new ideas
for temporal action detection tasks in other fields.

Some limitations remain in this work. First, in the
actual scene, errors are inevitably caused in the test
action extraction stage due to the inclination of the
object placement angle and other reasons. Second, the
mobile application testing behavior analysis and recog-
nition algorithm model proposed in this article is still
complex. Although it belongs to the same type of tim-
ing behavior detection algorithm, it can realize the
extraction of video information. However, in combina-
tion with the current state of technological develop-
ment, the implementation of the project is still difficult.
In the future, we will continue to improve the detection
efficiency of the method and promote its integration
with the commercial mobile apps testing process.
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| Algorithm       | 3D ResNet-152 | 3D ResNet-152 + pyramidal context-aware mechanism |
|-----------------|---------------|--------------------------------------------------|
|                 | mAP (%)       | Recall (%)                                       | mAP (%)       | Recall (%)                                       |
| Click           | 72.36         | 69.56                                            | 77.48         | 75.42                                            |
| Double click    | 69.43         | 68.27                                            | 72.33         | 70.32                                            |
| Long press      | 71.45         | 68.74                                            | 73.54         | 70.96                                            |
| Slide up and down | 72.14     | 70.32                                            | 75.13         | 72.68                                            |
| Slide left and right | 70.83  | 69.96                                            | 76.25         | 73.45                                            |
| Rotate          | 76.85         | 74.57                                            | 80.68         | 76.63                                            |
| Zoom            | 74.93         | 73.42                                            | 82.46         | 79.94                                            |

Table 4. Experimental results comparing 3D ResNet-152 before and after the introduction of a pyramid context awareness mechanism.
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