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Abstract

This work is devoted to deriving the Onsager-Machlup action functional for stochastic partial differential equations with (non-Gaussian) Lévy process as well as Gaussian Brownian motion. This is achieved by applying the Girsanov transformation for probability measures and then by a path representation. This enables the investigation of the most probable transition path for infinite dimensional stochastic dynamical systems modeled by stochastic partial differential equations, by minimizing the Onsager-Machlup action functional.
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1 Introduction

Stochastic dynamical systems are mathematical models for complex phenomena in physical, chemical and biological sciences [2, 16, 17, 26]. In contrast to the deterministic systems, noisy fluctuations result in the possibility of transitions between two metastable states [15, 36]. The Onsager-Machlup action functional is an essential tool to study these transition phenomena. We will derive the Onsager-Machlup action functional for stochastic partial differential equations in Hilbert space with non-Gaussian Lévy process and this enables the study of the most probable transition pathway between two metastable states.

Onsager and Machlup considered the probability of paths of a diffusion process [33]. For stochastic differential equations, the Onsager-Machlup action functional has been widely investigated. A rigorous mathematical derivation was carried out by Ikeda and Watanabe [25], Takahashi and Watanabe [40], and Fujita and Kotani [20]. Shepp and Zeitouni [38] derived the Onsager-Machlup action functional in the Cameron-Martin space rather than twice continuously differentiable space. Capitaine [8, 9] derived the Onsager-Machlup action functional in the space of mean-square integrable functions. Hara and Takahashi [22] further derived Onsager-Machlup action functional for Brownian motion on a complete Riemannian manifold using a purely probabilistic method. The key point is to express the transition probability of a diffusion process in terms of a functional integral over paths of the process. Note that in the case of finite dimensional diffusions, the Onsager-Machlup action functional does not depend on the norm considered.

As in Dürr and Bach [18], Onsager-Machlup action functional may be regarded as a Lagrangian for determining the most probable path of a diffusion process by a variation principle. In quantum mechanics, Hochberg et.al [23] derived the effective action for stochastic partial differential equations using the path integral method. Cooper and Dawson [12] introduced an auxiliary field to obtain the effective action for the KPZ equation. This effective action is actually Onsager-Machlup action functional which is different from the classical action. Thus, the Onsager-Machlup action functional serves as a tool to study dynamical behaviors of stochastic dynamical systems, especially the most probable transition paths connecting metastable states. Using the Onsager-Machlup action functional, Yang et.al [44] studied the climate change for global warming. Huang et.al [24] estimated the lower and upper bounds for the most probable transition time by minimizing the Onsager-
Machlup action functional. In data science, it is possible to quantify most probable transition trajectories from the Onsager-Machlup action functional \[31, 37\]. There are other works studying the transition phenomena but using the Freidlin-Wentzell action functional via large deviation theory \[6, 19, 42\]. We emphasize that large deviation theory only holds for small noise, but the Onsager-Machlup action functional is for any noise.

Note that most existing works on Onsager-Machlup action functional are for systems with Brownian motion. However, non-Gaussian random phenomena including heavy-tailed distributions have been found to be suitable in modeling biological evolution, climate change and other complex scientific and engineering systems \[5, 21, 28, 43\]. As for deriving the Onsager-Machlup action functional for systems with non-Gaussian noise, there are a few attempts. Bardina, Rovira and Tindel \[3\] dealt with the asymptotic evaluation of the Poisson measure for a tube. More recently, Chao and Duan \[10\] used the Girsanov transformation to absorb the drift term and thus derive the Onsager-Machlup action functional in one dimensional systems with Lévy process.

For infinite dimensional stochastic systems, the results for Onsager-Machlup action functional are much fewer. The first result has been obtained by Dembo and Zeitouni \[14\] for trace class elliptic stochastic partial differential equations on a bounded domain of \(\mathbb{R}^d\), and then by Mayer-Wolf and Zeitouni \[41\] in the non-trace case. Bardina, Rovira and Tindel \[4\] derived the Onsager-Machlup action functional for stochastic evolution equations in Hilbert space. But for infinite dimensional systems with Lévy process, as far as we know, the Onsager-Machlup action functional is not yet derived. This paper solves the problem for a class of infinite dimensional systems with Lévy process.

One difficulty in deriving Onsager-Machlup action functional for infinite dimensional systems is that the normalizing factor cannot be a function of the norm of the noise, unlike in finite dimensional systems. Moreover, the Lévy process is much more complex (Brownian motion is a special case of Lévy process) which is hard to handle. The methods in \[4, 14, 41\] encounter some new difficulties here, because the random variables represented by Karhunen-Loève expansion are not independent. Inspired by the works \[10, 18\], we are able to overcome these difficulties by a path representation and derive the Onsager-Machlup action functional for stochastic partial differential equations with Lévy process as well as Brownian motion.

This paper is organized as follows. In section 2, we present the Lévy pro-
cess and stochastic partial differential equation in Hilbert space and define the Onsager-Machlup action functional. In section 3, we apply the Girsanov transformation to obtain the relation between the two probability measures and then derive the Onsager-Machlup action functional by representing the Radon-Nikodym derivative in terms of a path integral. We present an example in section 4, and finally end with some discussions in section 5.

2 The framework

We now recall some basic facts about Lévy process in Hilbert space, then introduce a class of stochastic partial differential equations \cite{[1,13,34]}, and finally define the Onsager-Machlup action functional.

2.1 Lévy process in Hilbert space

Let \((\Omega,\mathcal{F},\mathbb{P})\) be a probability space with a filtration of right continuous \(\sigma\)-algebras \((\mathcal{F}_t)_{t \geq 0}\). All of the \(\sigma\)-algebras are assumed to be \(\mathbb{P}\)-completed. Given a real separable Hilbert space \(H\), a Lévy process on \(H\) can be defined by the formal series

\[
L(t) = \sum_{j=1}^{\infty} L_j(t) e_j, \tag{2.1}
\]

where \(\{e_j; j \geq 1\}\) is an orthonormal basis in \(H\), \(\{L_j(t), t \in [0,1], j \geq 1\}\) is a sequence of mutually independent Lévy processes in \(\mathbb{R}\) adapted to \(\mathcal{F}_t\). Assume that each \(L_j(t)\) is a pure jump process which has the Lévy-Khinchin representation

\[
\mathbb{E}e^{i\xi L_j(t)} = e^{-t\psi_j(\xi)}, \quad 0 \leq t \leq 1, \ \xi \in \mathbb{R},
\]

where

\[
\psi_j(\xi) = \int_{\mathbb{R}} (1 - e^{i\xi z} - \chi_{\{|z|<1\}} i\xi z)\nu_j(dz).
\]

Here, \(\nu_j\) is the jump measure in the \(j\)th component. Then we have \(\sum_j \int_{\mathbb{R}} (|z|^2 \wedge 1)\nu_j(dz) < \infty\). In this case, the series in (2.1) converges in probability,
uniformly in $t$ on every compact interval $[0, 1]$. Moreover, it can be expressed by the Lévy-Itô decomposition
\[ L_j(t) = \int_{|z|<1} z \tilde{N}_j(t, dz) + \int_{|z| \geq 1} z N_j(t, dz), \quad (2.2) \]
where $N_j(dt, dz)$ is the Poisson measure associated with $L_j(t)$, and $\tilde{N}_j(dt, dz) = N_j(dt, dz) - \nu_j(dz) dt$ is the corresponding compensated Poisson random measure. In this paper, our Lévy process $L(t)$ has the following expression
\[ L(t) = \sum_{j=1}^{\infty} L_j(t) = \sum_{j=1}^{\infty} \int_{|z|<1} z \tilde{N}_j(t, dz) + \sum_{j=1}^{\infty} \int_{|z| \geq 1} z N_j(t, dz) e_j. \quad (2.3) \]

The following examples are of some important applications; see Cont and Tankov [11].

**Example 1.** *(One sided exponentially tempered stable Lévy process)*

As the Lévy jump measure $\nu_j$ of $L_j$, we take
\[ \nu_j(dr) = c_j e^{-\beta_j r} r^{1+\alpha_j} \chi_{(0, \infty)}(r) dr. \quad (2.4) \]
Then $L = \sum_j L_j e_j$ is $H$-valued and square integrable if and only if $\sum_j \frac{c_j}{\beta_j^{1-\alpha_j}} < \infty$ for all $\alpha_j \in (0, 2)$.

**Example 2.** *(Two sided exponentially tempered stable Lévy process)*

As the Lévy jump measure $\nu_j$ of $L_j$, we take
\[ \nu_j(dr) = c_j^- e^{-\beta_j^- |r|} r^{1+\alpha_j} \chi_{(-\infty, 0)}(r) dr + c_j^+ e^{-\beta_j^+ |r|} r^{1+\alpha_j} \chi_{(0, \infty)}(r) dr. \quad (2.5) \]
Then $L = \sum_j L_j e_j$ is $H$-valued and square integrable if and only if $\sum_j \left( \frac{c_j^-}{(\beta_j^-)^{2-\alpha_j}} + \frac{c_j^+}{(\beta_j^+)^{2-\alpha_j}} \right) < \infty$ for all $\alpha_j \in (0, 2)$.

### 2.2 Stochastic partial differential equations

Consider the following stochastic partial differential equation in $H$:
\[ dX(t) = [AX(t) + F(t, X(t))] dt + BdW(t) + dL(t), t \in [0, 1], \quad X(0) = x \in H, \quad (2.6) \]
where $A : D(A) \subset H \to H$ generates a $C_0$-semigroup \{${e^{tA}}; t \geq 0$\}, $F$ is a Lipschitz function defined on $[0,1] \times H$, $B$ is non-negative bounded linear operators from $H$ to $H$, $W(t)$ is a cylindrical Wiener process in $H$, and $L(t)$ is a Lévy process in $H$ defined as (2.3). We will also denote by $X^A$ the stochastic convolution of $A$ by $X$, that is, the solution to (2.1) with $F = 0$ and $x = 0$.

The norm in $H$ will be denoted by $|\cdot|_H$, and the scalar product by $\langle \cdot, \cdot \rangle$. The $L^2$ norm in $L^2([0,1]; H)$ is denoted by $\|\cdot\|_2$. Let $\mathcal{L}(H)$ be the set of bounded linear operators on $H$. The norm $\|\cdot\|$ will be the usual operator norm defined on $\mathcal{L}(H)$. We shall make the following hypotheses:

(H1)(Semigroup) The operator $A$ generates a self adjoint $C_0$-semigroup $\{e^{tA}; t \geq 0\}$ of negative type. Moreover, there exists a complete orthonormal system $\{e_j; j \geq 1\}$ which diagonalizes $A$. We shall denote by $\{-\lambda_j; j \geq 1\}$ the corresponding set of eigenvalues and we assume that $\{\lambda_j; j \geq 1\}$ is an increasing sequence of real numbers such that $\lambda_j > 0$ and $\lim_{j \to \infty} \lambda_j = \infty$. Moreover, the semigroup $\{e^{tA}; t \geq 0\}$ is a contraction.

(H2)(Lipschitz and Linear Growth) There exists an integrable function $L_F : (0,1] \to (0,\infty)$ such that for all $s$ with $0 < s \leq 1$ and $x, y \in H$,

$$
|e^{sA}(F(t,x) - F(t,y))|_H \leq L_F(s) |x - y|_H, \quad t \in [0,1],
$$

(2.7)

$$
|e^{sA}F(t,x)|_H \leq L_F(s)(1 + |x|_H), \quad t \in [0,1].
$$

(H3)(Hilbert – Schmidt) There exists an integrable function $L_B : (0,1] \to (0,\infty)$ such that for all $s$ with $0 < s \leq 1$ and $x, y \in H$,

$$
|e^{sA}(x - y)|_{HS} \leq L_B(s)|x - y|_H, \quad t \in [0,1],
$$

(2.8)

$$
|e^{sA}Bx|_{HS} \leq L_B(s)(1 + |x|_H), \quad t \in [0,1].
$$

(H4)(Moment) The Lévy jump measure satisfies

$$
\sum_{j=1}^{\infty} \int_{|z|<1} |z| \nu_j(dz) < \infty.
$$

(2.9)

Remark 2.1. The contraction of the $C_0$-semigroup $e^{tA}$ guarantees that the solution of (2.6) has a càdlàg version. The hypotheses H2 and H3 are usual conditions which ensure the existence and uniqueness of a solution to (2.6). There are many works on the existence and uniqueness of a solution to (2.6), as in [7, 34, 35, 39].
Remark 2.2. The hypothesis \(H4\) is very important. On the one hand, it ensures the availability of Girsanov’s transformation. On the other hand, it guarantees that the process \(\int_0^t \int_{|y|<1} \exp((t-s)A)y\tilde{N}(dt,dy) + \int_0^t \int_{|y|\geq 1} \exp((t-s)A)yN(dt,dy)\) is finite variation. These will be shown latter.

Under the hypotheses \(H1, H2\) and \(H3\), there exists a unique mild solution to (2.6). We say \(X = \{X(t), t \in [0,1]\}\) is a mild solution to (2.6) if it is an \(H\)-valued \(\mathcal{F}_t\)-adapted square integrable process such that

\[
X(t) = \exp(tA)x + \int_0^t \exp((t-s)A)F(s, X(s))ds + \int_0^t \exp((t-s)A)BdW(s)
\]

\[
+ \int_0^t \int_{|y|<1} \exp((t-s)A)y\tilde{N}(ds, dy) + \int_0^t \int_{|y|\geq 1} \exp((t-s)A)yN(ds, dy),
\]

for all \(t \in [0,1]\).

The following proposition is a special case of [34, Theorem 9.9].

Proposition 2.3. Suppose that \(H1, H2\) and \(H3\) are satisfied. Then there exists a unique solution \(X(t)\) to (2.8) such that \(X \in L^2(\Omega \times [0,1]; H)\). Furthermore, the solution has a càdlàg version.

Note that the solution process \(X^A\) is given by

\[
X^A(t) = \int_0^t \exp((t-s)A)BdW(s) + \int_0^t \int_{|y|<1} \exp((t-s)A)y\tilde{N}(ds, dy)
\]

\[
+ \int_0^t \int_{|y|\geq 1} \exp((t-s)A)yN(ds, dy),
\]

(2.10)

As shown in Proposition 2.3, this solution process has a càdlàg version. Moreover, under the hypothesis \(H4\), we have the following lemma.

Lemma 2.4. Let \(Z(t) = \int_0^t \int_{|y|<1} \exp((t-s)A)y\tilde{N}(ds, dy) + \int_0^t \int_{|y|\geq 1} \exp((t-s)A)yN(ds, dy)\), for \(t \in [0,T]\). Then \(Z(t)\) is finite variation process if and only if \(\sum_{j=1}^{\infty} \int_{|z|<1} |z|\nu_j(dz) < \infty\).
Proof. Let $\Delta Z(t) = Z(t) - Z(t-)$, for $t \in [0, T]$. Then we have

$$\mathbb{E} \exp\{-\sum_{0 < t \leq T} |\Delta Z(t)|_H\} = \mathbb{E} \exp\{-\sum_{j=1}^{\infty} \int_0^T \int_{\mathbb{R}} |z| e^{-\lambda_j(T-t)} N_j(dt, dz)\},$$

$$= \exp\{-\sum_{j=1}^{\infty} \frac{1}{\lambda_j} (1 - e^{-\lambda_j T}) \int_{\mathbb{R}} (1 - e^{z}) \nu_j(dz)\}.$$

Note that $1 - e^{-\lambda_j T} \leq \lambda_j T$. Thus, if $\sum_{j=1}^{\infty} \int_{|z| < 1} |z| \nu_j(dz) = \infty$, or equivalently if $\sum_{j=1}^{\infty} \int_{|z| < 1} |z| \nu_j(dz) < \infty$, or equivalently if $\sum_{j=1}^{\infty} \int_{|z| < 1} |z| \nu_j(dz) < \infty$, then

$$\mathbb{E} \sum_{0 < t \leq T} |\Delta Z(t)|_H \mathbb{1}_{\{|Z(t)|_H \leq M\}} = \sum_{j=1}^{\infty} \frac{1}{\lambda_j} (1 - e^{-\lambda_j T}) \int_{|z| < 1} |z| \nu_j(dz) < \infty.$$

Thus $Z(t)$ is of bounded variation. $\square$

This lemma is very important, which is able to control the path integral while deriving the Onsager-Machlup action functional.

### 2.3 Definition of Onsager-Machlup action functional

Now, we define the Onsager-Machlup action functional [4] associated with the stochastic partial differential equation (2.6). Our goal is to study the limiting behaviour of ratios of the form

$$\gamma_\epsilon(\phi) = \frac{\mathbb{P}(\|X - \phi\| \leq \epsilon)}{\mathbb{P}(\|X_A\| \leq \epsilon)}, \quad (2.12)$$

when $\epsilon$ tends to 0. Here $\phi$ is a deterministic function satisfying some regularity conditions and $\| \cdot \|$ is a suitable norm defined on the functions from $[0, 1]$ to $H$.

When $\lim_{\epsilon \to 0} \gamma_\epsilon(\phi) = \exp\{J_0(\phi)\}$ for all $\phi$ in a reasonable class of functions, the functional $J_0$ is called the Onsager-Machlup action functional associated to system (2.6). We will chose to work with the Hilbert norm on $L^2([0, 1]; H)$ for reasons in [4].
As we can see, the Onsager-Machlup action functional quantifies the probability of the solution path up to a given function on a small tube. If we minimize this functional given two metastable states, we will obtain the most probable transition pathway between two fixed points \[37, 44\]. This is an important application to study the dynamics for stochastic partial differential equations.

### 3 Onsager-Machlup action functional

In this section, we derive the Onsager-Machlup action functional for the stochastic partial differential equation (2.6). This result covers the results of both infinite case \[4, 8\] and finite case \[10\]. At first, in section 3.1, we apply the Girsanov transformation in order to reduce our problem to the evaluation of a functional of the stochastic convolution \(X^A\). Then in section 3.2, we use the Itô formula to express the Radon-Nikodym derivative in terms of a path integral. Thus in section 3.3, we obtain the Onsager-Machlup action functional by analyzing the limit behaviors of a path integral.

#### 3.1 An application of Girsanov’s transformation

In this subsection, we will apply the Girsanov transformation to obtain the relation between two probability measures. Actually, the Girsanov theorem for Lévy process does not work here, because after the transformation, the distribution of resulting noise in new probability space differs to the original noise with respect to the original probability space, which results in the failure of weak uniqueness. Benefiting from the independence of Brownian motion and Poisson random measure, we can use the Brownian motion to absorb the drift. This idea comes from the finite case in \[10\].

To do so, we first introduce an auxiliary system. We will take our deterministic function \(\phi\) in a so-called Cameron-Martin space. Fix a function \(h \in L^2([0,1];H)\). Let \(\phi^h\) the solution of the infinite dimensional equation

\[
\begin{align*}
  d\phi^h(t) &= A\phi^h(t)dt + Bh(t)dt, \quad t \in [0,1], \\
  \phi^h(0) &= x.
\end{align*}
\]

The assumption \(h \in L^2([0,1];H)\) is required in order to apply Girsanov’s transformation. We also assume that for each \(t \in [0,1]\), \(F(t, x) \in Im(B) \text{ a.s.}\)
and
\[ \mathbb{E}[\exp(\frac{1}{2} \int_0^1 |B^{-1} F(t, X(t))|_H^2)] < \infty. \]  

(3.2)

Recall that we will call measures \( \mu_X \) and \( \mu_Y \) equivalent (\( \mu_X \sim \mu_Y \)) if \( \mu_X \) is absolutely continuous with respect to \( \mu_Y \) (\( \mu_X \ll \mu_Y \)) and \( \mu_Y \ll \mu_X \). Applying the Girsanov theorem, we have the following lemma.

**Lemma 3.1.** Let \( X_t \) and \( Y_t \) be two solution processes defined by the stochastic partial differential equations with respect to \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\)

\[
    dX(t) = [AX(t) + F(t, X(t))]dt + BdW(t) + dL(t),
\]
\[
    dY(t) = [AY(t) + G(t, Y(t))]dt + Bd\hat{W}(t) + dL(t),
\]

where the driven Lévy process is defined as (2.3) satisfying the hypothesis \( \text{H4} \). Here, \( X_0 = Y_0 = x \in H, t \in [0, 1], A, B, F \) satisfy the previous condition, and \( G \) is required the same condition as \( F \). Then, we have \( \mu_X \sim \mu_Y \) and the Radon-Nikodym derivative of \( \mu_X \) with respect to \( \mu_Y \) is given by

\[
\frac{d\mu_X}{d\mu_Y}[Y_t(\omega)] = \exp\left\{ \int_0^t \langle B^{-1}(F(s, Y(s)) - G(s, Y(s))), dW(s) \rangle - \frac{1}{2} \int_0^t |B^{-1}(F(s, Y(s)) - G(s, Y(s))|_H^2 ds \right\}. 
\]

(3.4)

**Proof.** Define

\[
M_t = \exp\left\{ \int_0^t \langle B^{-1}(F(s, Y(s)) - G(s, Y(s))), dW(s) \rangle - \frac{1}{2} \int_0^t |B^{-1}(F(s, Y(s)) - G(s, Y(s))|_H^2 ds \right\}. 
\]

According to the Girsanov transformation [27, Theorem 3.17] [35, Theorem 2.1], \( \hat{\mathbb{P}} \) defined as \( d\hat{\mathbb{P}}(\omega) = M_t(\omega)d\mathbb{P}(\omega) \) is a probability measure, and the process \( \hat{W}_t := W_t + \int_0^t B^{-1}(F(s, Y(s)) - G(s, Y(s)))ds \) is a cylindrical Brownian motion under the new filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \hat{\mathbb{P}})\). Moreover, \( \hat{N}(dt, dy) \) is still the compensated martingale measure with jump measure \( \nu \) with respect to \( \hat{\mathbb{P}} \). Thus the process \( Y_t \) respect to \( \hat{\mathbb{P}} \) has the stochastic differential representation

\[
    dY(t) = [AY(t) + F(t, Y(t))]dt + Bd\hat{W}(t) + dL(t). 
\]

(3.5)
Due to the uniqueness in distribution, we have the equality of $\mu_X$ and $\hat{\mu}_Y$. Then we obtain
\[
\frac{d\mu_X}{d\mu_Y} [Y_t(\omega)] = \frac{d\hat{\mu}}{d\hat{\mu}}(\omega) = \exp\left\{ \int_0^t \langle B^{-1}(F(s, Y(s)) - G(s, Y(s))), dW(s) \rangle \right\} - \frac{1}{2} \int_0^t |B^{-1}(F(s, Y(s)) - G(s, Y(s)))|_H^2 ds \}.
\]

The proof is complete. □

Now, let us consider the function $\gamma_\epsilon(\phi)$ defined as (2.10). For every $\epsilon > 0$, applying lemma 3.1 with $G(s) = Bh(s)$ and noting that $Y(t) = \phi^h(t) + X^A(t)$, we have
\[
\mathbb{P}(\|X - \phi^h\|_2 \leq \epsilon) = \hat{\mathbb{P}}(\|Y - \phi^h\|_2 \leq \epsilon) = \mathbb{E}[^\exp\{\Lambda\} \chi_{\|X^A\|_2 \leq \epsilon}],
\]
where
\[
\Lambda = \int_0^1 \langle B^{-1}F(s, X^A(s_-) + \phi^h(s)) - h(s), dW(s) \rangle - \frac{1}{2} \int_0^1 |B^{-1}F(s, X^A(s_-) + \phi^h(s)) - h(s)|_H^2 ds.
\]

Remark 3.2. Because we use the Girsanov theorem of Brownian motion to absorb the drift term by renorming the probability space, the only difference to Brownian motion is the solution $X^A$ of linear system ($F=0$ and $x=0$) which is now
\[
X^A(t) = \int_0^t e^{(t-s)A} BdW(s) + \int_0^t \int_{|y| < 1} e^{(t-s)A} y\tilde{N}(dt, dy) + \int_0^t \int_{|y| \geq 1} e^{(t-s)A} yN(dt, dy).
\]

But this is just the essential difference to the Brownian case. Bardina, Rovira and Tindel [4] use the $L^2$ techniques to analyze the limiting behaviors through representing the process by random variables. But now, this method will meet new difficulties, because the representation of the process $X^A$ by Karhunen-Loève expansion can’t obtain the independence of random variables. Inspired of by the works[10, 18], we could use Itô’s formula to express the Radon-Nikodym derivative in terms of a path integral.
Remark 3.3. By weak uniqueness, the transformed $Y(t) = \phi^h(t) + X^A(t)$ is the solution of the following SPDEs

$$dY(t) = [AY(t) + Bh(t)]dt + BdW(t) + dL(t)$$ (3.9)

We will apply Itô's formula to this process in next subsection. Furthermore, the norm of $X^A(t)$ is less than $\epsilon$, thus $y(t)$ can be considered as a perturbation of $\phi^h(t)$. Then we could take the Taylor’s expansion at $\phi^h(t)$ for every $C^2$ function.

### 3.2 Representation by a path integral

In this subsection, we will use Itô’s formula to represent the Radon-Nikodym derivative in terms of a path integral. This method works because the Poisson stochastic integral can also be expressed by path integral and it can be controlled by bounded variation. Thus, we are able to derive the Onsager-Machlup action functional.

Let $V : H \rightarrow \mathbb{R}$ be $C^2$ function. Assume that for each $x$, $DV(x) = (B^{-1})^*(B^{-1}F(x) - h)$, $D^2V(x) \in L_{HS}(H, H)$ and that the mapping $x \mapsto D^2V(x)$ is uniformly continuous on any bounded subset of $H$. Applying Itô’s formula [34, Appendix 4] [32, Theorem 27.1] to $Y(t)$ driven by (3.9) in Hilbert space, we have

$$V(y(t)) - V(y(0)) = \int_0^t \langle B^{-1}F(s, y(s_\cdot)) - h(s), B^{-1}(Ay(s_\cdot) + Bh(s)) \rangle ds$$
$$+ \int_0^t \langle B^{-1}F(s, y(s_\cdot)) - h(s), dW(s) \rangle$$
$$+ \frac{1}{2} \int_0^t \sum_{j=1}^\infty D_{jj}^2V(y(s_\cdot)) Be_j \otimes Be_j ds$$
$$+ \sum_{0 \leq s \leq t} [V(y(s)) - V(y(s_-))]$$
$$+ \int_0^t \int_{|\xi| < 1} \langle B^{-1}F(s, y(s_\cdot)) - h(s), B^{-1}\xi \rangle \nu(d\xi) ds.$$

(3.10)
Then the exponent part of Radon-Nikodym derivative can be represented as

$$
\Lambda = V(y(1)) - V(y(0)) + \sum_{0 \leq t \leq 1} [V(y(t)) - V(y(t_-))]
- \int_0^1 b(y(t_-)) dt + \int_0^1 \int_{|\xi| \leq 1} \langle B^{-1}F(s, y(t_-)) - h(t), B^{-1}\xi \rangle \nu(d\xi) dt,
$$

(3.11)

where \(b\) is defined as

$$
b(y(t_-)) = |B^{-1}F(t, y(t_-)) - h(s)|_H^2 + \sum_{j=1}^{\infty} D_{jj}^2 V(y(t_-)) Be_j \otimes Be_j 
+ 2 \langle B^{-1}F(t, y(t_-)) - h(t), B^{-1}(Ay(t_-)) + Bh(t) \rangle.
$$

(3.12)

We see that \(\Lambda\) is now the functional of the path \(y(t)\). But we can not always find the the primitive function \(V\) given a function \(F\). We will apply the Poincaré lemma to prove the the exitance of primitive function \(V\). Actually in one dimension [10, 18], the primitive function \(V\) can be defined as a potential function

$$
V(x) = \frac{1}{B} \int_x^y \frac{1}{B} F(y) - h] dy.
$$

(3.13)

But in infinite dimensional case or even two dimensional case, this potential is not always available. We have to use the Poincaré lemma which states the relation between closed form and exact form. It provides a sufficient condition for the existence of a potential function. Hence, we have the following lemma.

**Lemma 3.4.** Let \(H\) be a separable Hilbert space with basis \(\{e_j\}_{j \geq 1}\) and \(F\) be a mapping from \(H\) to \(H\). For each \(x \in H\), assume \(DF(x)\) is symmetric operator from \(H\) to \(H\). Then there exists a smooth function \(V : H \to \mathbb{R}\), such that for all \(x \in H\), \(DV(x) = F(x)\).

**Proof.** The dual space of Hilbert space is itself. So for each \(x \in H\), \(F(x)\) could be considered as a bounded linear functional in \(H\). Thus, it defines a 1-form as

$$
w = \langle F(x), de \rangle = \sum_j F_j(x)de_j.
$$

(3.14)
Set $G_{ij}(x) = \langle DF(x)e_i, e_j \rangle$. Since $DF(x)$ is symmetric, i.e. $\langle DF(x)e_i, e_j \rangle = \langle e_i, DF(x)e_j \rangle$, we have $G_{ij}(x) = G_{ji}(x)$. Hence, the 2-form $dw$ is

$$dw = \sum_{ij} \langle e_i, DF(x)e_j \rangle de_i \wedge de_j = \sum_{ij} G_{ij}(x) de_i \wedge de_j,$$

(3.15)

where $de_i \wedge de_j$ is the natural wedge product which is bilinear and antisymmetric. Thus, we obtain

$$dw = \sum_{1 \leq i < j} (G_{ij}(x) - G_{ji}(x)) de_i \wedge de_j = 0.$$

(3.16)

This implies that the mapping $F$ is a closed 1-form. Then by the Poincaré lemma [30 Page 137 Theorem 4.1] [29 Page 350 Theorem 33.20], it is an exact form, i.e. there exists a smooth function $V : H \to \mathbb{R}$, such that for all $x \in H$, $DV(x) = G(x)$. □

**Remark 3.5.** Note that our method will additionally need the symmetry of $DF(x)$, while $L^2$ technique doesn't. Bardina, Rovira and Tindel [4 Proposition 3.7] uses a symmetrization technique by $S_{QR^*} = \frac{1}{2} (QR^* + (QR^*)^*)$ in the analysis of random variables. But they also need to assume that the symmetry of $\nabla_x F$, that is, $\nabla_x F$ can be diagonalized in the same basis as the operators $A$ and $B$, when they further express the operator $S_{QR^*}$ by $\nabla_x F$ and $\phi^h$. That is, if for every $s \in [0, 1]$, the gradient $\nabla_x F(s, \phi^h(s))$ is a trace class operator, they obtain

$$S_{QR^*} = \frac{1}{2} \int_0^1 \text{Tr}[\nabla_x F(s, \phi^h(s))] ds.$$

(3.17)

Actually, we will see that the trace part in Onsager-Machlup action functional comes from the Itô correction in stochastic analysis.

### 3.3 Derivation of Onsager-Machlup action functional

Now, we are ready to derive the Onsager-Machlup action functional for the stochastic partial differential equation

$$dX(t) = [AX(t) + F(t, X(t))] dt + BdW(t) + dL(t),$$

(3.18)

with initial data $X(0) = x \in H$.

Our main result for this stochastic partial differential equation is in the following theorem.
Theorem 3.6. (Onsager–Machlup action functional) Assume that $H_1$, $H_2$, $H_3$ and $H_4$ are satisfied, $h \in L^2([0,1])$, $\phi^h$ is defined by (3.1) and $B^{-1}F$ is $C^2_b$ in $x$ uniformly in $s \in [0,1]$. If for every $s \in [0,1]$, the gradient $\nabla_x F(s, \phi^h(s))$ is symmetric and trace class, and $\int_0^1 \text{Tr}[\nabla_x F(s, \phi^h(s))]ds < \infty$, then the Onsager-Machlup action functional of system (3.18) is given by

$$J_0(\phi^h, \dot{\phi}^h) = -\frac{1}{2} \int_0^1 |B^{-1}[(A\phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t)) - \eta]|_H^2 dt$$

$$- \frac{1}{2} \int_0^1 \text{Tr}[\nabla_x F(s, \phi^h(s))]ds,$$

where $\eta = \int_{|\xi| < 1} \xi \nu(d\xi)$.

Remark 3.7. Up to a constant, the Onsager-Machlup action functional can also be written as

$$J_0(\phi^h, \dot{\phi}^h) = -\frac{1}{2} \int_0^1 |B^{-1}[(A\phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t))]|_H^2 dt$$

$$- \frac{1}{2} \int_0^1 \text{Tr}[\nabla_x F(s, \phi^h(s))]ds$$

$$- \frac{1}{2} \int_0^1 \langle B^{-1}[(A\phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t)), B^{-1} \int_{|\xi| < 1} \xi \nu(d\xi)] \rangle ds.$$

As we can see, the first term is the main term, while the second term comes from the Itô correction of Brownian motion. The Lévy noise results in the third term.

It is interesting to see that only small jumps contribute to the Onsager-Machlup action functional. Moreover, the effect is similar to adding the mean value of small jumps to the drift. Furthermore, if the integral $\eta = \int_{|\xi| < 1} \xi \nu(d\xi)$ is the zero element in $H$, then the third term will vanish, in this case, the Lévy noise will have no effect to the Onsager-Machlup action functional.

Remark 3.8. We derived the Onsager-Machlup action functional for the stochastic partial differential equation

$$dX(t) = [AX(t) + F(t, X(t))]dt + BdW(t) + dL(t),$$

(3.21)
with initial data \( X(0) = x \in H \). If this system does not have Lévy process \( L(t) \) (i.e., \( \nu = 0 \)), then the Onsager-Machlup action functional will reduce to that in the Brownian case [4].

Moreover, our results hold for the Lévy process with both small and large jumps, while Chao and Duan [10] only dealt with small jumps. Our derivation is available for two reasons. One is that the Girsanov theorem still holds for large jumps. The other is that we can use the bounded variation to control the summation of the jumps.

**Remark 3.9.** The proof remains the same for a function \( F \) satisfying

1) \( F : [0, 1] \times L^2([0, 1]; H) \rightarrow L^2([0, 1]; H) \).

2) \( B^{-1}F(t, \cdot) : L^2([0, 1]; H) \rightarrow L^2([0, 1]; H) \) is \( C^2_b \) uniformly in \( t \in [0, 1] \).

3) For all \( t \in [0, 1] \) and \( \xi \in L^2([0, 1]; H) \), \( F(t, \xi) = F(t, \xi 1_{[0,1]}) \).

Now, we prove Theorem 3.6.

**Proof.** As calculated in (3.11) and (3.12), the exponent part of Radon-Nikodym derivative can be represented as

\[
\begin{align*}
\Lambda &= V(y(1)) - V(y(0)) + \sum_{0 \leq t \leq 1} [V(y(t)) - V(y(t_-))] \\
&\quad - \int_0^1 b(y(t_-))dt + \int_0^1 \int_{|\xi|_{H} < 1} \langle B^{-1}F(s, y(t_-)) - h(t), B^{-1}\xi \rangle \nu(d\xi)dt,
\end{align*}
\]

(3.22)

where \( b \) is defined as

\[
b(y(t_-)) = |B^{-1}F(t, y(t_-)) - h(s)|_{H}^2 + \sum_{j=1}^{\infty} D_{jj}^2 V(y(t_-)) Be_j \otimes Be_j
\]

(3.23)

\[
+ 2(B^{-1}F(t, y(t_-)) - h(t), B^{-1}(Ay(t_-)) + Bh(t)).
\]

The integrals with respect to time variable \( t \) in (3.23) are Riemann integrals. Now we expand the exponent of (3.23) into a Taylor series around \( y(t) = \phi^h(t) \) due to \( |X^A(t)| \leq \epsilon \), and split the terms of zero order. If we choose \( \epsilon \) small enough, the remaining terms can be made arbitrarily small.

Since \( B^{-1}F \) is a \( C^2_b \) in \( x \) uniformly in \( t \in [0, 1] \), and \( V \) is at least \( C^2 \).
function, we obtain

\[ V(y(1)) = V(\dot{\phi}^h(1)) + \langle DV(\phi^h(1)), X^A(1) \rangle + o(\epsilon), \]

\[ b(y(t-)) = |B^{-1}F(t, \phi^h(t)) - h(t)|^2 + 2\langle B^{-1}F(s, \phi^h(t)) - h(t), B^{-1}(A\phi^h(t) + Bh(t)) \rangle \]

\[ + Tr(D_xF(t, \phi^h(t))) + Tr(\langle D_x^2F(t, \phi^h(t)), X^A(t) \rangle) \]

\[ + 2\langle B^{-1}F(s, \phi^h(t)) - h(t), B^{-1}AX^A(t) \rangle \]

\[ + 2\langle B^{-1}F(s, \phi^h(t)) - h(t), \langle D_xF(t, \phi^h(t)), X^A(t) \rangle \rangle + o(\epsilon), \]

(3.24)

and

\[ \langle B^{-1}F(s,y(t-)) - h(t), B^{-1}\eta \rangle = \langle B^{-1}F(s, \phi^h(t)) - h(t), B^{-1}\eta \rangle \]

\[ + \langle B^{-1}\langle D_xF(s, \phi^h(t)), X^A(t) \rangle, B^{-1}\eta \rangle + o(\epsilon), \]

(3.25)

where \( \eta = \int_{|\xi| < 1} \xi \nu(d\xi) \). Note that

\[ V(\phi^h(1)) - V(\phi^h(0)) = \int_0^1 \langle \dot{\phi}^h(t), (B^{-1})^*(B^{-1}F(\phi^h(t), t) - h(t)) \rangle dt. \ (3.26) \]

Since \( |X^A(t)| \leq \epsilon \), by Hölder inequality and by the fact of \( \dot{\phi}^h(t) = A\phi^h(t) - Bh(t) \), we obtain

\[ \Lambda = V(\phi^h(1)) - V(\phi^h(1)) \]

\[ - \int_0^1 Tr(D_xF(t, \phi^h(t)))dt - \int_0^1 |B^{-1}F(t, \phi^h(t)) - h(t)|^2 dt \]

\[ - 2 \int_0^1 \langle B^{-1}F(s, \phi^h(t)) - h(t), B^{-1}\eta \rangle dt \]

\[ + \sum_{0 \leq t \leq 1} [V(y(t)) - V(y(t-))] + O(\epsilon) \]

\[ = -\frac{1}{2} \int_0^1 |B^{-1}[(A\phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t))]^2_H dt \]

\[ - \frac{1}{2} \int_0^1 Tr[\nabla_x F(s, \phi^h(s))]ds \]

\[ - \frac{1}{2} \int_0^1 \langle B^{-1}[(A\phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t)], B^{-1}\eta \rangle dt \]

\[ + \sum_{0 \leq t \leq 1} [V(y(t)) - V(y(t-))] + O(\epsilon), \]

(3.27)
where $\eta = \int_{|\xi|H<1} \xi \nu(d\xi)$. As for the remaining term, we have the following control

$$
\sum_{0 \leq t \leq 1} [V(y(t)) - V(y(t-))] \leq |DV| \sum_{0 \leq t \leq 1} |y(t) - y(t-)|,
$$

(3.28)

where the operator norm $|DV|$ is finite since the operator $D_x V(x,t) = (B^{-1})^*(B^{-1}F(x,t) - h(t))$ is $C^2_b$ in $x$ uniformly in $t \in [0,1]$. And $y(t)$ is given by

$$
y(t) = \phi^h(t) + \int_0^t \exp((t-s)A)BdW(s) + \int_0^t \int_{|y|H<1} \exp((t-s)A)y\tilde{N}(dt,dy)
+ \int_0^t \int_{|y|H \geq 1} \exp((t-s)A)yN(dt,dy).$$

(3.29)

Since $\phi^h(t) + \int_0^t \exp((t-s)A)BdW(s)$ is continuous in $t \in [0,1]$, we have

$$
\sum_{0 \leq t \leq 1} |y(t) - y(t-)| = \sum_{0 \leq t \leq 1} |z(t) - z(t-)|,
$$

(3.30)

where $z(t) = \int_0^t \int_{|y|H<1} \exp((t-s)A)y\tilde{N}(dt,dy) + \int_0^t \int_{|y|H \geq 1} \exp((t-s)A)yN(dt,dy)$. Then by lemma 2.4, we obtain

$$
\sum_{0 \leq t \leq 1} |z(t) - z(t-)| = \sum_{j=1}^{\infty} \frac{1}{\alpha_j}(1 - e^{-\alpha_j}) \int_{|z|<1} |z|\nu_j(dz) < \infty.
$$

(3.31)

Combining (3.8), (3.9), (3.27) and (3.32), we have

$$
P(\|X - \phi^h\|_2 \leq \varepsilon) \propto E[\exp\{J_0(\phi^h, \dot{\phi}^h) - C + O(\varepsilon)\}]_{\|X^A\|_2 \leq \varepsilon}
$$

(3.32)

where $C = \sum_{j=1}^{\infty} \frac{1}{\alpha_j}(1 - e^{-\alpha_j}) \int_{|z|<1} |z|\nu_j(dz)$ and $J_0(\phi^h, \dot{\phi}^h)$ is given by

$$
J_0(\phi^h, \dot{\phi}^h) = -\frac{1}{2} \int_0^1 [B^{-1}([A\phi^h(t) + F(t,\phi^h(t)) - \dot{\phi}^h(t)])]_H^2 dt
- \frac{1}{2} \int_0^1 Tr[\nabla_x F(t,\phi^h(t))] dt
- \frac{1}{2} \int_0^1 \langle B^{-1}([A\phi^h(t) + F(t,\phi^h(t)) - \dot{\phi}^h(t)], B^{-1}\eta) dt.
$$

(3.33)
Hence, we obtain

\[
\lim_{\epsilon \to 0} \gamma_{\epsilon}(\phi) = \lim_{\epsilon \to 0} \frac{P(\|X - \phi^h\|_2 \leq \epsilon)}{P(\|X^A\|_2 \leq \epsilon)} \propto \exp\{J_0(\phi^h, \dot{\phi}^h)\}. \tag{3.34}
\]

Thus, \(J_0(\phi^h, \dot{\phi}^h)\) is the desired Onsager-Machlup action functional by the definition in section 2.3. And up to a constant, it can also be written as

\[
J_0(\phi^h, \dot{\phi}^h) = -\frac{1}{2} \int_0^1 |B^{-1}[(A\phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t) - \eta)]_H^2 dt
- \frac{1}{2} \int_0^1 Tr[\nabla_x F(s, \phi^h(s))]ds, \tag{3.35}
\]

where \(\eta = \int_{|\xi| < 1} \xi \nu(d\xi). \quad \square\)

4 An example

In this section, we present an example to illustrate the Onsager-Machlup action functional.

**Example 3.** Suppose that \(H = L^2([0, 1])\) with Neumann boundary conditions, that is \(u'(0) = u'(1) = 0, A = \Delta, B = Id\), and \(F : [0, 1] \times L^2([0, 1]; H) \rightarrow L^2([0, 1]; H)\) is given by

\[
[F(t, \xi)](t, x) = f(0) \chi_{[0,1]}(t) \chi(x) + f(\int_0^t dv \int_0^1 dy \xi(v, y) \chi_{[0,1]}(y)) \chi(x) \tag{4.1}
\]

where \(f : \mathbb{R} \rightarrow \mathbb{R}\) is a \(C^2\) function. In addition, the Lévy process is given by (2.3) with one sided exponentially tempered stable Lévy process in Example 1. Then the conditions of in Remark 3.9 are satisfied. The Onsager-Machlup action functional for the stochastic partial differential equation \(dX(t) = [\Delta X(t) + F(t, X(t))]dt + dW(t) + dL(t)\) is given by

\[
J_0(\phi^h, \dot{\phi}^h) = -\frac{1}{2} \int_0^1 |\Delta \phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t) - \eta|_H^2 dt,
\]

where \(\eta = \sum_j e_j \int_{-1}^1 \frac{c_je^{-\beta_j x}}{x^{1+\alpha_j}} dx. \)
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In fact, for each $\xi \in L^2([0, 1]; H)$, define

$$l(\xi) = \int_0^{1/2} ds \int_0^1 \xi(s, t) dt,$$

which defines a linear functional $l$ on $L^2([0, 1]; H)$. Hence

$$[F(t, \xi)](t, x) = f(0)\chi_{[0,1]}(t)\chi(x) + f(l(\xi))\chi_{[1/2,1]}(t)\chi(x).$$

Since $f : \mathbb{R} \to \mathbb{R}$ is a $C^2_b$ function, we obtain that $F(t, \cdot)$ is a $C^2_b(L^2([0, 1]; H)$ uniformly in $t \in [0, 1]$. Moreover, for each $h \in L^2([0, 1]; H)$, the Frechét derivative of $F(t, \cdot)$ is given by

$$DF(t, \xi)(h) = \lim_{\tau \to 0} \frac{F(t, \xi+\tau h) - F(t, \xi)}{\tau} = f'(l(\xi))l(h)\chi_{[1/2,1]}(t)\chi(x).$$

Thus the conditions of in Theorem 3.6 Remark 3.9 are satisfied. And we have $e_j(y) = \cos(2\pi jy)$ for all $y \in [0, 1]$ since $H = L^2[0, 1]$. Hence, $e_j \otimes e_k$ is the complete orthonormal basis of $L^2([0, 1], H)$. Then, we obtain

$$\text{Tr}[\nabla_x F(s, \phi^h(s))] = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \langle \nabla_x F(s, \phi^h(s)) e_j \otimes e_k, e_j \otimes e_k \rangle_{L^2([0, 1]; H)}$$

$$= \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} f'(l(\phi^h)) \int_0^{1/2} \int_0^1 \cos(2\pi jy)\cos(2\pi k z) dy dz$$

$$\int_{1/2}^1 \int_0^1 \cos(2\pi jy)\cos(2\pi k z) dy dz$$

$$= 0.$$  

Therefore, the Onsager-Machlup action functional is

$$J_0(\phi^h, \dot{\phi}^h) = -\frac{1}{2} \int_0^1 |\Delta \phi^h(t) + F(t, \phi^h(t)) - \dot{\phi}^h(t) - \eta|^2_{H} dt,$$

where $\eta = \sum_j e_j \int_{-1}^1 \frac{\beta_j e^{-\beta_j x}}{x^{1+\alpha_j}} dx$. 
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5 Conclusion and discussion

In this paper, we derive the Onsager-Machlup action functional for stochastic partial differential equations with Lévy process. As far as we know, it is the first attempt for infinite systems with non-Gaussian Lévy process. Moreover, our derivation for the Onsager-Machlup action functional is available for the Lévy process with both small and large jumps, while Chao and Duan [10] only dealt with small jumps. Furthermore, we emphasize that the path representing method is an effective attempt for Lévy process while the $L^2$ techniques will encounter a new difficulty, that is, the representation of the solution process of linear system by Karhunen-Loève expansion can not result in the independence of random variables.

With the Onsager-Machlup action functional, it becomes possible to examine the most probable pathway for systems modeled by stochastic partial differential equations with non-Gaussian Lévy noise, by studying the associated Euler-Lagrange equations [10, 18].

However, as the similar problem occurs in [10], we can only deal with the noise having both Brownian motion and Lévy process. In our methods, we use the Brownian motion to absorb the drift as the Girsanov theorem permits. It is still open to derive the Onsager-Machlup action functional for stochastic dynamical systems with pure Lévy process both in finite and infinite dimensional systems, because the Girsanov theorem fails to normalize two probability measures. Bardina et.al [3] tried to deal with jump functions directly rather than using the Girsanov theorem to obtain the asymptotic evaluation of the Poisson measure for a tube. But Lévy process is much more complex than Poisson process. A different approach may be needed to attack this open problem.
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