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We generalize results concerning averaged controllability on fractional type equations: system of fractional ODEs and the fractional diffusion equation. The proofs are accomplished by introducing appropriate Banach space in which we prove observability inequalities.

1. Introduction and Notation

General problem of control theory amounts to choosing certain control which would lead a system (e.g., governed by a system of (partial) differential equations) from the given initial state to the prescribed final state. Such types of problems have obviously great potential in the sense of various applications and, thus, the control theory is very well developed. It is hard to say where the first mathematical treatment of the problem essentially originates but one can find lots of information in the standard books, e.g., [1–3].

However, in certain situation it is not possible to precisely determine the coefficients governing the process and it is natural that the coefficients depend on another (essentially stochastic) variable. In such a situation, we cannot require exact controllability of the system but so-called average controllability introduced first in [4] (to the best of our knowledge).

After that, several interesting publications appeared, e.g., [5–8] and the Ph.D. thesis [9], which will be in the basis of our approach. In the current contribution, we shall extend mentioned results concerning the averaged control (in particular, those from [4, 9]) on equations containing fractional derivatives.

In the first part of the paper, we shall deal with the following finite dimensional system of ODEs:

\[ \tilde{\partial}_t^\alpha y(t, \nu) = A(\nu) y(t, \nu) + B(\nu) u(t), \]
\[ \alpha = 1 + \epsilon \in (1, 2), \]
\[ \tilde{\partial}_t^\epsilon y(0, \nu) = y_0 \in \mathbb{R}^d, \]

where \( \tilde{\partial}_t^\alpha \) is the fractional derivative of order \( \alpha \geq 1 \) (to be defined later), \( y(t, \nu) \in \mathbb{R}^d \) is the state of the system, \( A(\nu) \in M^{d \times d} \) and \( B(\nu) \in M^{d \times N} \) are given matrices depending on the (stochastic) variable \( \nu \in (0, 1) \), and \( y_0 \in \mathbb{R}^d \) is the given initial state. The control problem here is to find the vector-valued function \( u \in L^2(R^d; \mathbb{R}^N) \) such that, for the given final state \( y_1 \in \mathbb{R}^d \) (it is independent of \( \nu \in (0, 1) \)), we have

\[ \int_0^1 \tilde{\partial}_t^\epsilon y(T, \nu) d\nu = y_1 \in \mathbb{R}^d \]
into the observability one and then prove the observability estimate.

We remark that we could also consider the standard initial and final data (without the ε -derivative), but it is more standard and convenient for the fractional ODEs to consider the type of initial data given in (1) (see, e.g., [10]).

In the second part of the paper, we shall consider the fractional diffusion equation which has received considerable attention recently (see, e.g., [11] and references therein). In our case, it has the form (see [9])

\[
\partial_y(t, x, ν) = A(ν) \Delta^α y(t, x) + B(ν) u(t, x),
\]

\[ t \in (0, T) \] (3)

\[ y(0, x, ν) = y_0(x) \in V, \]

for an appropriately chosen Hilbert space \( V \). Here, \( A \) is known positive bounded operator (or stochastic variable defined on a probability space \((Ω, \mathcal{F}, P)\)), \( B(ν) : L^2(\mathbb{R}^d) \rightarrow V \) is a bounded operator for every \((t, ν) \in \mathbb{R}^+ \times \mathbb{R}\), the function \( y_0 \) is given, and \( \Delta^α \) is the fractional Laplacean (to be defined later).

As before, we are looking for the control function \( u \in L^1((0, T] \times \mathbb{R}^d) \) such that, for the given (final) state \( y_1 \in V \), it holds that

\[
\int_\mathbb{R} y(t, x, ν) dP(ν) = y_1,
\]

for the final time \( T > 0 \). Unlike the situation from [9] where the initial-boundary value problem for the diffusion equation is considered, here we deal with the Cauchy problem which, by means of the Fourier transform, provides us with observability estimates under appropriate assumptions on the relation between \( A \) and \( B \).

The paper is organized as follows. After the Introduction, we recall the notions and notations that we are going to use. In Section 3, we deal with problem (1)-(2). In Section 4, we deal with (3)-(4).

2. Notions and Notations

The fractional derivative can be defined in many ways (see, e.g., a classical book [12]) but they are all essentially equivalent. However, some definitions provide easier operations depending on a situation. Here, we shall use quite rudimentary way of defining the fractional derivative—via the notion of the Fourier multiplier operator. Let us first introduce the notion of the Fourier transform.

Definition 1. A (Fourier) multiplier operator \( T_ψ : L^2(\mathbb{R}^d) \rightarrow L^2(\mathbb{R}^d) \) associated with a bounded function \( ψ \) (see, e.g., [13]) is a mapping defined by

\[
T_ψ (u) = \mathcal{F}^{-1} (ψ \hat{u}),
\]

where \( \hat{u} \) is the Fourier transform while \( \mathcal{F}^{-1} \) (or \( ψ \)) is the inverse Fourier transform.

If, for a given \( ψ \in (1, ∞) \), the multiplier operator \( T_ψ \) satisfies

\[
\| T_ψ (u) \|_{L^p(\mathbb{R}^d)} \leq C \| u \|_{L^p(\mathbb{R}^d)}, \quad u \in L^p(\mathbb{R}^d),
\]

then \( C \) is a positive constant, then its symbol \( ψ \) is called an \( L^p \) (Fourier) multiplier.

Finally, we can introduce the notion of the fractional derivative.

Definition 2. The fractional derivative \( \partial^α_j \), \( j = 1, \ldots, d, \quad α \in \mathbb{R} \), is defined as the Fourier multiplier operator with symbol \((-2πiξ)^α)\):

\[
\partial^α_j u = T_{(-2πiξ)^α} u \implies \mathcal{F} (\partial^α_j u) = (-2πiξ)^α \hat{u}.
\]

The fractional Laplacean \( Δ^α \) is defined as the Fourier multiplier operator with the symbol \(-2π|ξ|^α\), \( |ξ| = \sqrt{\sum_{k=1}^{d} |ξ_k|^2} \):

\[
Δ^α u = T_{-2π|ξ|^α} u \implies \mathcal{F} (Δ^α u) = -2π |ξ|^α \hat{u}.
\]

Such a definition is of course not optimal since \((-2πi)^α\) might not be unique. However, this does not affect the essence of our results and one can always fix one of the roots generated by \((-2πi)^α\).

Let us informally derive the integration by parts rule for the fractional derivatives. Formal derivation requires substantial adaptations. We remark that we extend the involved functions by zero in domains where the functions are not defined. We have by means of the Plancherel theorem for smooth enough functions \( u \) and \( ν \) vanishing at infinity (due to simplicity in notations, we present the rule in one-dimensional situation):

\[
\int \nu \partial^α u = \int \nu \left( -2πiξ \right)^α \hat{u} = \int \left( -2πiξ \right)^α \overline{\nu \hat{u}}
\]

\[
= \left[ \mathcal{F} \left( T_{(-2πiξ)^α} (\nu) \right) u \right] = T_{(-2πiξ)^α} (\nu) u
\]

where, as before, \( T_{(-2πiξ)^α} = \mathcal{F} \) is the Fourier multiplier operator with the symbol \((-2πi)^α)\).

Now, we shall introduce the notion of controllability and observability and provide the theorems connecting the two notions. We will take the notations from [4, 9].
Definition 4. We say that system (1) is controllable if for every \( y_0, y_1 \in \mathbb{R}^d \) there exists an \( M \)-component control vector function \( u : \mathbb{R}^+ \rightarrow \mathbb{R} \) such that
\[
\int_0^1 \partial_\tau^\alpha y(T, \nu) \, d\nu = y_1
\]
for the prescribed final time \( T > 0 \).

Interestingly, the latter definition is essentially equivalent to the following one taken from [9] and adapted to system (3) (see, e.g., [2, 3] for details).

Definition 5. Equation (3) is controllable in average with the cost \( C \) if for all \( y_0, y_1 \) there exists \( u \) such that
\[
\| u \|_{L^2([0, T) \times \mathbb{R}^d)} \leq C \left( \| y_0 \|_V + \| y_1 \|_V \right),
\]
where \( H^a(\mathbb{R}^d) \) is the Sobolev space of functions with the fractional derivative of order \( \alpha \) and
\[
\int_{\mathbb{R}^d} y(T, \nu) \, dP(\nu) = y_1.
\]

Using a classical functional analytic tools such as Hahn-Banach theorem, one can also prove that controllability is equivalent to the observability. In order to introduce it, we need the notion of the adjoint problem to (3). Let \( z \in L^2(\mathbb{R}^d) \) be a solution to
\[
-\partial_\nu z = A(\nu) \Delta^\alpha z
\]
(14)
\[ z(T, x, \nu) = z_0 \in V'. \]

Indeed, using the Plancherel theorem, it is not difficult to check that
\[
\int_{\mathbb{R}^d} \Delta^\alpha u \, z \, dx = \int_{\mathbb{R}^d} 2\pi |\xi|^a \hat{u} \hat{z} \, d\xi = \int_{\mathbb{R}^d} u \Delta^\alpha z \, dx
\]
(15)
\[ = \int_{\mathbb{R}^d} u \Delta^\alpha z \, dx \]
since \( \Delta^\alpha \) is actually the multiplier operator with the even symbol and thus it is an operator mapping real functions into real functions (see [14, Lemma 5]). Thus, (14) is the corresponding adjoint equation to (3). We have the following definition of observability.

Definition 6. We say that system (3) is observable in average if there exists \( C > 0 \) such that for all \( z_0 \in V' \) it holds that
\[
\| z_0 \|_{V'} \leq C \int_0^T \| B^*(\nu) z(t, x, \nu) \|_{L^2(\mathbb{R}^d)} \, dt,
\]
(16)
where \( z \) is the solution to (3) and \( B^* \) is the adjoint operator to \( B \).

In [9] one can find proof that the averaged controllability (Definition 5) is equivalent to the averaged observability (Definition 6) in a much more general situation where \( A(\nu) \Delta^\alpha \) is replaced by a general operator \( A(\nu) \) defined on a general Hilbert space \( V \). Also, \( u \) is taken to be from a Hilbert space \( U \) while \( B : U \rightarrow V \) is a bounded functional from \( U \) to \( V \).

The following theorem holds.

Theorem 7 (see [9]). Problem (3) is controllable in average if and only if it is observable in average.

3. Fractional ODE

Although classical ODEs have been used for so many years as a tool for modeling of the systems with the applications in physics, biology, chemistry, medicine, and engineering, recent experiments indicate that there is a large class of complex systems with different kinetics which have a microscopic complex behavior, and their macroscopic dynamics cannot be described by classical models. We mention several contributions in different directions which is just a microsnapshot of the activities in this direction. Some examples can be found in the [15] where it has shown that fractional calculus models of viscoelastic materials are consistent with the physical principles that govern such materials. Concerning the signal processing and sampling theory in [16] authors derive an interpolation functions necessary for direct evaluation of fractional derivatives directly from the sample values. In mathematical modeling in biology several papers regarding the fractional-order differential models of biological systems with memory, such as dynamics of tumor-immune system and dynamics of HIV infection of CD4 + T cells and fractional-order predator-prey models, have been considered in [17–19]. Additional applications concern the spread of contaminants in underground water, network traffic, charge transport in amorphous semiconductors, cell diffusion process, the transmission of signals through strong magnetic fields such as those found within confined plasma, etc. A number of surveys with collections of applications can be found in [12].

In the case of system (1), the vector-valued function \( y(t, \nu) = (y_1(t, \nu), \ldots, y_d(t, \nu)) \in \mathbb{R}^d \) is the state of the system, \( A(\nu) \) is a \( d \times d \)-matrix governing its dynamics through the fractional ODE-system, and \( u(t) \) is a \( N \)-component control vector in \( \mathbb{R}^N \) acting on the system through the control matrix \( B(\nu) \in M^{d \times N} \) depending on the parameter \( \nu \).

The matrices \( A \) and \( B \) are measurable and bounded with respect to \( \nu \in (0, 1) \). We remark that the initial state \( y_0 \) as well as the final state \( y_1 \) are required to be independent of \( \nu \), while it is obviously not a case with the solution \( y \) of (1).

As usual in the control-type problems, we shall need the adjoint system in order to use the observability concept. The adjoint system in the case of system (1) has the form
\[
-\partial_\tau \partial_\nu z = A^*(\nu) z
\]
(17)
\[ z|_{\tau=T} = z_0, \]
where \( A^*(\nu) \) is the adjoint matrix to the matrix \( A \).

Indeed, we have for an arbitrary function \( z \in H^a([0, T]) \) using (10) (we remind the reader again that we extend the functions by zero on the sets where they are not defined, i.e., out of the interval \([0, T]\)):
\[
\int_0^T \partial_\tau^\alpha y z \, dt = \int_0^T A(\nu) y z \, dt \implies
\]
\[\int_0^T \partial_t y(z) \, dt = \int_0^T yA^* (v) \, z dt \implies \]
\[\int_0^T \partial_t (\partial_t^\alpha y) \, z dt = \int_0^T yA^* (v) \, z dt \implies \]
\[\partial_t^\alpha y \, z(t) - \int_0^T \partial_t^\alpha y \, \partial_t z \, dt = \int_0^T yA^* (v) \, z dt \implies \]
\[\partial_t^\alpha y \, z(t) = \partial_t^\alpha (A^* (v) \, z), \]
\[z|_{t=T} = z_0. \]

Applying the operator \(\partial_t^\alpha\) here, we reach (17). Following [9, Definition 2.3.5] and [4, p. 4.10], we have the following averaged observability inequality for the adjoint system (17):
\[|z_0|^2 \leq C \int_0^1 \left| \int_0^1 B^* (v) \, z (t, v) \, dv \right|^2 \, dt \]
\[(19) \]
for all \(z_0 \in \mathbb{R}^d\). We have the following theorem.

**Theorem 8.** System (1) fulfills the averaged controllability property from Definition 5 if and only if the adjoint system (17) satisfies (19) and both are equivalent to the rank conditions
\[\text{rank} \left[ \int_0^1 [A (v)]^j B (v) \, dv : j \geq 0 \right] = d. \]
\[(20)\]

When these properties hold, the averaged control of minimal \(L^2([0, T]; \mathbb{R}^d)\)-norm is given by
\[u (t) = \int_0^1 B^* (v) \, z (t, v) \, dv, \]
\[(21)\]
where \(z\) is the solution of the adjoint system (17) corresponding to the datum \(z_0\) minimizing the functional
\[J (z_0) = \frac{1}{2} \int_0^T \left( \int_0^1 B^* (v) \, z (t, v) \, dv \right)^2 \, dt - \langle y_1, z_0 \rangle \]
\[+ \langle y_0, \int_0^1 z (0, v) \, dv \rangle. \]
\[(22)\]

**Proof.** We have for a solution \(z\) to (17) (see the derivation (18) above)
\[\int_0^T \int_0^1 \langle B (v) \, u (t), z (t, v) \rangle \, dv \, dt \]
\[= \int_0^T \int_0^1 \langle \partial_t^\alpha y - A (v) \, y \, z, z \rangle \, dv \, dt = \]
\[\int_0^1 \langle \partial_t^\alpha y (T, v) \, dv, z_0 \rangle - \int_0^1 \langle y_0, z (0, v) \rangle \, dv \]
\[+ \int_0^1 \int_0^T \langle \partial_t^\alpha y, -\partial_t z + A^* (v) \, z \rangle \, dt \, dv = \langle y_1, z_0 \rangle \]
\[- \int_0^1 \langle y_0, z (0, v) \rangle \, dv \]
according to the controllability condition from Definition 5. In other words, Definition 5 is recasted as
\[\langle y_1, z_0 \rangle = \int_0^1 \langle y_0, z (0, v) \rangle \, dv \]
\[(24)\]
\[+ \int_0^T \int_0^1 \langle B (v) \, u (t), z (t, v) \rangle \, dv \, dt \]
which is the Euler-Lagrange equation associated with the minimization of the functional \(J\) from (22) (see [4, p. 4.14]). Now, the proof follows the steps from the proof of [4, Theorem 3].

### 3.1. Numerical Example

At this time, we want to give a simple numerical illustration of the theory that we have presented so far. The most difficult issue here is to determine the final value (at \(t = T\)) for the adjoint problem (17) since it is equal to the datum minimizing the functional (22). This means that we essentially need to know explicit dependence of \(z(t, v)\) and \(z(0, v)\) from \(z_0\) and then we can apply the Euler-Lagrange equations techniques. Here, we shall simply assume that we have a minimizing final value \(z_0\) for the adjoint state, compute the control function \(u\) using (21), and then see what final value we can get. In the further research, we shall develop a numerical method in the frame of which we are able to solve the original control problem (finding control \(u\) from the equations, initial and final states).

Here, we aim to solve
\[\partial_t^\alpha y (t, v) = A (v) \, y (t, v) + B (v) \, u (t), \quad 1 < \alpha < 2, \]
\[(25)\]
where \(A\) and \(B\) are as follows:
\[A (v) = \begin{bmatrix} v & 1 - v \\ 1 - v & v \end{bmatrix}, \]
\[B (v) = \begin{bmatrix} v \\ 0 \\ 0 \end{bmatrix}. \]
\[(26)\]

As for the adjoint system (17), we shall assume that \(z_0 = (1, 9)\). We then devise the following strategy.

Let matrices \(A\) and \(B\) corresponding to system (25) of order \(\alpha\) and initial condition be given.

1. Formulate the adjoint problem (17).
2. Solve (as will be described later) the adjoint problem and obtain the solution \(z\).
3. Use formula (21) to compute the averaged control \(u\).

So the only challenge now is to solve step (2), that is, to solve fractional-order ODE. To this end we will use Grunwald-Letnikov discretization; for further reference on modern numerical treatment of the fractional-order ODE please see [20].
Definition 9. Let $\alpha > 0$. The operator

$$D^\alpha_{cx} u (x) = \lim_{\Delta x \to 0} \frac{1}{\Delta x^\alpha} \sum_{k=0}^{m} w_k u (x - k \Delta x),$$

(27)

where $m = (x - a)/\Delta x$ and $w_k = (-1)^k \binom{\alpha}{k}$, is called the Grunwald-Letnikov fractional derivative of order $\alpha$.

This definition holds for arbitrary functions $u$, but the convergence of the infinite sum cannot be ensured for all functions [21]. After employing Grunwald-Letnikov discretization in the case of $2 \times 2$ system $\mathbf{z} = [z^1, z^2]^T$ we have

$$\frac{1}{\Delta x^\alpha} w_0 z_n^{(1)} = A_{1,1} z_n^{(1)} + A_{1,2} z_n^{(2)} - \frac{1}{\Delta x^\alpha} \sum_{k=1}^{m} w_k z_{n-k}^{(1)}$$

(28)

$$\frac{1}{\Delta x^\alpha} w_0 z_n^{(2)} = A_{2,1} z_n^{(1)} + A_{2,2} z_n^{(2)} - \frac{1}{\Delta x^\alpha} \sum_{k=1}^{m} w_k z_{n-k}^{(2)}.$$  

(29)

After solving with respect to $z_n^{(1)}$ and $z_n^{(2)}$ we obtain the finite difference scheme for computing step (2).

$$z_n^{(1)} = -\frac{1}{c_1 c_3} \left( \frac{1}{c_2} A_{1,1} \Delta x^\alpha \sum_{k=1}^{m} w_k z_{n-k}^{(2)} + \frac{1}{\Delta x^\alpha} \sum_{k=1}^{m} w_k z_{n-k}^{(1)} \right)$$

(30)

$$z_n^{(2)} = -\frac{1}{c_1 c_2} \left( \frac{1}{c_2} A_{2,1} \Delta x^\alpha \sum_{k=1}^{m} w_k z_{n-k}^{(1)} + \frac{1}{\Delta x^\alpha} \sum_{k=1}^{m} w_k z_{n-k}^{(2)} \right)$$

(31)

where the coefficients are given by the following formulas:

$$c_1 = \frac{1}{\Delta x^\alpha} w_0 - A_{1,1}$$

$$c_2 = \frac{1}{\Delta x^\alpha} w_0 - A_{2,2}$$

$$c_3 = 1 - \frac{1}{c_1 c_2} A_{1,2} A_{2,1}.$$  

(32)

By assuming that $y_0 = (0, 1)$ we see that we reach the final state $y_1 = (0.5, 23)$. The result is plotted on Figure 1.

4. Fractional Diffusion Equation

A fundamental result in Einstein's theory of Brownian motion is that the mean square displacement of the Brownian particle scales linearly with time and the probability density function for Brownian motion is the normal distribution. This is not the case in the numerous situations where standard diffusion does not capture the physical process, i.e., when the mean square displacement scales as a fractional power law in time. Such type of diffusion has been suggested as a concise model for the description of the dynamic events that occur in biological tissues and in [22] authors consider cancer tumor models and investigate the need for fractional-order derivative as compared to the classical first order derivative in time. In [23] authors have shown, using of fluorescence correlation spectroscopy, that the mean square displacement of a protein in folding will grow less than linear in time and the degree of this anomaly depends on the size and conformation of the traced particle and on the total protein concentration of the solution. Several more examples of the fractional-order equations encompass processes that describe anomalous diffusion in electrolytic cell [24] and on fractals (physical objects of fractional dimension, like some amorphous semiconductors or strongly porous materials; see [25, 26] and references therein), fractional random walk, etc.

Control problem for fractional diffusion type equation has already been considered in [27] in the case when the fractional operator acts on the time variable. Here, we are going to consider the fractional diffusion equation with the fractional Laplacean. This type of equation has been widely considered (see [11] and references therein) and it is usually interpreted as the interpolation between hyperbolic and parabolic equations. Here, we shall prove a controllability result (Definition 5) analogical with the one from [9].

To this end, we shall use Theorem 7 stating that the controllability (Definition 5) and observability (Definition 6) are equivalent. Remark that the observability inequality involves the solution $z$ to the adjoint problem (14) in whose formulation the operator $B$ does not take part. However, the observability inequality actually connects the function $z$ and the operator $B$ which implies necessity to impose a relation between function $A$ appearing in (3) and operator $B$. Indeed, if, for instance, $B \equiv 0$ then we will not be able to control (3) through any function $u$. Remark that in the case of (1) this type of condition was the rank condition (20).

Before we introduce an adaptation of the rank condition to our situation, we shall determine space $V$ in which we shall choose our initial data. We denote for the fixed $T > 0$ and $M > \|A\|_{L^m(\Omega)}$

$$V = \left\{ f \in L^2 (\mathbb{R}^d) : \left\| \mathbf{f} e^{-MT|\mathbf{k}|^\alpha} \right\|_{L^2 (\mathbb{R}^d)} < \infty \right\}.\quad \text{(33)}$$

Clearly, dual space $V'$ is of the form

$$V' = \left\{ f \in L^2 (\mathbb{R}^d) : \left\| \mathbf{f} e^{-MT|\mathbf{k}|^\alpha} \right\|_{L^1 (\mathbb{R}^d)} < \infty \right\}.\quad \text{(34)}$$

Scalar product on the space $V$ is given by

$$\langle u, v \rangle = \int_{\mathbb{R}^d} \mathbf{u} (\mathbf{\xi}) \mathbf{v} (\mathbf{\xi}) \exp (2MT|\mathbf{k}|^\alpha) d\mathbf{\xi}$$

(35)

and on $V'$ by

$$\langle u, v \rangle = \int_{\mathbb{R}^d} \mathbf{u} (\mathbf{\xi}) \mathbf{v} (\mathbf{\xi}) \exp (-2MT|\mathbf{k}|^\alpha) d\mathbf{\xi}.$$  

(36)

We introduce the following relation between $A$ and $B$ which we call the rank condition by the analogy with (20).
### Definition 10.
We say that function $A$ and operator $B$ satisfy the rank condition if there exists a constant $C > 0$ such that for every $z \in L^2((0, T] \times \mathbb{R}^d; L^1(\Omega; dP))$ it holds that

$$
\left\| \int \mathbf{B}^{*} (\psi) z (t, \cdot, \psi) dP (\psi) \right\|_{L^1(\mathbb{R}^d)} \geq \frac{1}{C} \left\| \int z (t, \cdot, \psi) dP (\psi) \right\|_{L^2(\mathbb{R}^d)} \quad \text{for every } t \geq 0.
$$

(37)

Using this condition, we can prove the observability of problem (3)-(4).

### Theorem 11.
Under conditions (37), problem (3)-(4) is observable.

**Proof.** Let us first find the solution to (14). We have after applying the Fourier transform on (14)

$$
\partial_{\xi} \hat{z} = A (\psi) |\xi|^{\alpha} \hat{z} \quad \Rightarrow \quad \hat{z} = \hat{z}_0 \exp (-A (\psi) |\xi|^{\alpha} (T - t));
$$

i.e.,

$$
\hat{z}_0 (t, \xi) = \hat{z} (t, \xi, \psi) \exp (A (\psi) |\xi|^{\alpha} (T - t)).
$$

Assume without losing generality that $\hat{u}$ is purely real function. Otherwise, we simply split consideration below on real part of $\hat{u}$ and imaginary part of $\hat{u}$.

Next, under the assumption that $\hat{u}$ is real, we split considerations on two domains:

$$
\Omega^+_{t, \xi} = \{ \psi : \hat{z} (t, \xi, \psi) \geq 0 \},
$$

$$
\Omega^-_{t, \xi} = \{ \psi : \hat{z} (t, \xi, \psi) \leq 0 \}.
$$

(40)
We fix \((t, \xi)\) and consider (39) first on \(\Omega_{t, \xi}^+\). It holds that
\[
\mathbb{E}_0(t, \xi) \exp \left( MT |\xi|^\alpha \right) \text{ meas} \left( \Omega_{t, \xi}^+ \right) \\
\geq \int_{\Omega_{t, \xi}^+} \mathbb{E}_0(t, \xi) \exp \left( A(v) |\xi|^\alpha (T - t) \right) dP(v) \\
= \int_{\Omega_{t, \xi}^+} \mathbb{E}(t, \xi, v) \exp \left( A(v) |\xi|^\alpha (T - t) \right) dP(v) \\
\geq \int_{\Omega_{t, \xi}^+} \mathbb{E}(t, \xi, v) dP(v).
\]
In the domain \(\Omega_{t, \xi}^-\), we have
\[
|\mathbb{E}_0(t, \xi) \exp \left( MT |\xi|^\alpha \right) | \text{ meas} \left( \Omega_{t, \xi}^- \right) \\
\geq \left| \int_{\Omega_{t, \xi}^-} \mathbb{E}_0(t, \xi) \exp \left( A(v) |\xi|^\alpha T \right) dP(v) \right| \\
= \left| \int_{\Omega_{t, \xi}^-} \mathbb{E}(t, \xi, v) \exp \left( -A(v) |\xi|^\alpha T \right) dP(v) \right| \\
\geq \left| \int_{\Omega_{t, \xi}^-} \mathbb{E}(t, \xi, v) dP(v) \right|.
\]
Summing (41) and (42), we get
\[
|\mathbb{E}_0(t, \xi) \exp \left( MT |\xi|^\alpha \right)| \geq \int_{\Omega} \mathbb{E}(t, \xi, v) dP(v). \tag{43}
\]
Finding the \(L^2(\mathbb{R}^d)\)-norms of the both sides of the later inequality with respect to \(\xi \in \mathbb{R}^d\), and applying the Plancherel theorem, we get
\[
\left\| \mathbb{E}_0(t, \cdot) \right\|_{L^2} \geq \left\| \int_{\Omega} \mathbb{E}(t, \cdot, v) dP(v) \right\|_{L^2(\mathbb{R}^d)}. \tag{44}
\]
Finally, integrating the latter over \([0, T]\) and applying (37), we prove the observability inequality.

From the previous theorem and Theorem 7, one has the following.

**Theorem 12.** Problem (3)-(4) is controllable in average in the sense of Definition 5.

As for the numerical strategy for reaching the control \(u\) for (3)-(4), we remark that we can essentially use the strategy used for the ODE-problem. Namely, since the solution \(y\) to (3) belongs to the \(L^2(\mathbb{R}^d)\)-valued space, we can rewrite it in the form
\[
y(t, x, v) = \sum_{j=1}^{\infty} u_j(t, v) e_j(x), \tag{45}
\]
where \(\{e_j\}_{j \in \mathbb{N}}\) form an orthonormal basis in \(L^2(\mathbb{R}^d)\). Moreover, \(\{e_j\}_{j \in \mathbb{N}}\) can be chosen to be eigenvalues of the fractional Laplace operator \(\Delta^\alpha\). Thus, (3) can be rewritten as an infinite system of ODEs:
\[
\partial_t u_j = A(v) \lambda_j u_j + \sum_{i=1}^{\infty} b_{ij}(v) u_i(t, v), \tag{46}
\]
where \(B(v)e_j = \sum_{i=1}^{\infty} b_{ij}(v)e_i\). Then, we simply solve the problem for the finite dimensional approximation of the system to get an approximation of the control \(u\).
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