Channel thickness optimization for ultra thin and 2D chemically doped TFETs
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Abstract—2D material based tunnel FETs are among the most promising candidates for low power electronics applications, since they offer ultimate gate control and high current drives that are achievable through small tunneling distances ($\Lambda$) during the device operation. The ideal device is characterized by a minimized $\Lambda$. However, devices with the thinnest possible body do not necessarily provide the best performance. For example, reducing the channel thickness ($T_{ch}$) increases the depletion width in the source which can be a significant part of the total $\Lambda$. Hence, it is important to determine the optimum $T_{ch}$ for each channel material individually. In this work, we study the optimum $T_{ch}$ for three channel materials: WS$_2$, Black Phosphorus (BP), and InAs using full-band self-consistent quantum transport simulations. To identify the ideal $T_{ch}$ for each material at a specific doping density, a new analytic model is proposed and benchmarked against the numerical simulations.

Index Terms—tunnel transistors, channel thickness, quantum transport.

I. INTRODUCTION

The supply voltage of metal oxide semiconductor field-effect transistors (MOSFETs) has almost stopped scaling since the beginning of the millennium, since the sub-threshold swings in conventional transistors cannot be improved beyond 60 mV/dec at room-temperature for fundamental reasons. Even today’s state-of-the-art 14nm tri-gate MOSFET does not operate below 0.6V [1]. For decades, the semiconductor industry has been researching transistors with steeper subthreshold characteristics $I_D - V_G$ than obtainable in conventional FETs with the goal to enable low supply voltages to reduce power consumption [2], [3]. Unlike MOSFETs, tunnel field effect transistors (TFETs) are not bound by the 60mV/dec limit and can operate at significantly lower voltages [4]–[7]. Such merit makes TFETs an appealing alternative option to MOSFETs for low power applications [8], [9]. However, TFETs utilize band to band tunneling (BTBT) to switch the device ON and OFF, and the BTBT process limits the ON current ($I_{ON}$) accordingly.

$I_{ON}$ is proportional to the BTBT transmission probability ($T_{BTBT}$) which can be expressed in terms of both electrostatics and material properties [11] as

$$I_{ON} \propto T_{BTBT} \propto e^{-\Lambda \sqrt{m^* E_s}},$$

(1)

where in the simplest picture $m^*$ is the reduced effective mass along the transport direction ($\frac{1}{m^*} = \frac{1}{m_e} + \frac{1}{m_h}$), $E_s$ is the band gap of the channel material and $\Lambda$ is the tunneling distance at the junction. Reducing $\Lambda \sqrt{m^* E_s}$ increases $T_{BTBT}$ and $I_{ON}$ exponentially. For a more detailed discussion on equation (1) and its accuracy, please refer to Appendix I.

For a chemically doped TFET, the total tunneling distance ($\Lambda$) has two contributions [10], [11]: the depletion width ($W_D$) in the doped source region and the scaling length ($\lambda$) in the channel as shown in Fig. 1.

Reducing the channel thickness ($T_{ch}$) is beneficial in terms of electrostatics and may translate into a smaller $\lambda$ [9] if for example $W_D$ does not depend on $T_{ch}$. In reality, however, $W_D$ is thickness dependent in a low dimensional system (i.e. 2D material). This has been demonstrated experimentally [12], numerically, and analytically [12]–[15] where $W_D$ is larger in a 2D compared to a 3D PN junction. In a 2D PN junction, $W_D$ is inversely proportional to the thickness [13].

$$W_D = \frac{\pi \varepsilon \Delta V}{q N T_{ch}},$$

(2)

where $N$ is the doping density and $\Delta V$ is the built-in potential. $\varepsilon$ is an averaged dielectric constant of the channel material and the dielectric surrounding the source. $\lambda$ for a chemically doped...
due to the tighter gate control according to eq. (3) while fashion as illustrated in the band diagrams extracted from overall since material parameters might change also with $T_{ch}$.

The double gated 2D TFET [16] can be approximated as

$$\lambda = \varepsilon_{ox} \left[ \gamma_1 T_{ch} + \gamma_2 T_{ox} \right]$$

where $\varepsilon_{ox}$ and $T_{ox}$ are the dielectric constant and the thickness of the gate oxide in Fig. 1 respectively. $\gamma_1$ and $\gamma_2$ are fitting parameters, since the expression without $\gamma_1$ and $\gamma_2$ was derived for an electrostatically doped 2D TFET [16, 17].

Fig. 2 shows that $\lambda$ and $W_D$ respond to $T_{ch}$ in the opposite fashion as illustrated in the band diagrams extracted from atomistic simulations of a mono-layer (1ML) and a 5ML WSe$_2$ TFETs. When $T_{ch}$ is reduced from 5ML to 1ML, $\lambda$ is reduced due to the tighter gate control according to eq. (3) while $W_D$ increases according to eq. (2). As a result, the thinnest possible $T_{ch}$ may not minimize $\lambda$ as shown in Fig. 3.

Moreover, the channel thickness ($T_{ch}$) that minimizes the total tunneling distance ($\Lambda$) is not necessarily the best $T_{ch}$ overall since material parameters might change also with $T_{ch}$. To obtain the highest $I_{ON}$, the optimum $T_{ch}$ should minimize the entire expression $\Lambda \sqrt{m^*E_g}$. In this work, a compact model to optimize $T_{ch}$ for the ON state ($T_{ch,opt}$) is introduced, and the model is benchmarked with state-of-the-art atomistic quantum transport simulations.

Materials considered in this article can be classified depending on how their band gap changes with $T_{ch}$. We define class I materials as those that do not show a dependence of $E_g$ on $T_{ch}$, which, as will be discussed below, results in thinner $T_{ch,opt}$ for optimum ON-state performance. On the other hand, class II materials, according to our definition, exhibit a decrease of $E_g$ with increasing $T_{ch}$. As a result, an optimum design is achieved with a relatively thicker $T_{ch,opt}$. Details are described later.

In sections II and III, the impact of the body thickness on material properties and tunneling distance are discussed. Section IV shows the optimized $T_{ch}$ for the ON-state obtained from an analytic analysis and atomistic quantum transport simulations. Section V shows the upper limit of $T_{ch}$ in a TFET. Last, section VI summarizes the $T_{ch}$ design rules for a TFET.

### II. The Impact of $T_{ch}$ on $E_g$ and $m^*$

Three channel materials are considered in this work: WSe$_2$, BP, and InAs. BP and InAs are chosen, because their small direct $E_g$ occurs promising for TFET applications [18]–[21]. Note that in the case of InAs, body thicknesses beyond what has been experimentally achieved were considered, and that in general transport in channels with $T_{ch}$ below 5 nm is strongly impacted by surface scattering [22, 23], while our model assumes that ballistic transport conditions prevail. WSe$_2$ is chosen as a case study, since its direct band gap ($E_g$) barely changes with $T_{ch}$. Moreover, WSe$_2$ based TFETs are expected to show the best performance among semiconducting transition metal dichalcogenides (TMDs) [24]–[26].
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**Fig. 3:** Scaling length ($\lambda$) is proportional to $T_{ch}$ while depletion width ($W_D$) is inversely proportional to $T_{ch}$. As a result, the thinnest possible $T_{ch}$ does not guarantee the smallest $\lambda$.

**Fig. 4:** An optimum channel thickness ($T_{ch,opt}$) exists that minimizes $\Lambda \sqrt{m^*E_g}$. Depending on whether or not $E_g$ changes with the channel thickness ($T_{ch}$), the optimum body thickness ($T_{ch,opt}$) occurs at smaller or larger $T_{ch}$, respectively.

| Class | $E_g$ [eV] |
|-------|------------|
| I     | constant   |
| II    | increase   |

**Table I:** Parameters $E_g$, $m^*$, $\alpha$, and $\alpha'$ for WSe$_2$, BP, and InAs.
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**Fig. 5:** (a) and (b) show three studied channel materials’ $E_g$ and tunneling mass $m^*$ as a function of $T_{ch}$ extracted from atomistic tight binding simulations, which are calibrated against density function theory (DFT).
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**Fig. 5:** (a) and (b) show three studied channel materials’ $E_g$ and tunneling mass $m^*$ as a function of $T_{ch}$ extracted from atomistic tight binding simulations, which are calibrated against density function theory (DFT).

**Table I:** Parameters $E_g$, $m^*$, $\alpha$, and $\alpha'$ for WSe$_2$, BP, and InAs.

- **Channel** | $E_g$ [eV] | $\alpha$ [eV nm] | $m^*$ [m$_{0k}$] | $\alpha'$ [m$_{0k}$/nm] |
- WSe$_2$    | 1.535    | 0.02        | 0.2            | 0.01             |
- BP         | 0.28     | 0.52        | 0.055          | 0.02             |
- InAs       | 0.35     | 1.5         | 0.025          | 0.035            |
Fig. 6: (a), (b), and (c) Dependence of $\Lambda$, $\lambda$, and $W_D$ on $T_{ch}$ for WSe$_2$, BP, and InAs TFETs, respectively.

to $T_{ch}$ while $W_D$ is inversely proportional to $T_{ch}$. The data are extracted from atomistic quantum transport simulations. The details of the simulation method and the simulated structure is described in Appendix II. $W_D$ in the ON-state is proportional to the potential drop ($\Delta V$) across the depletion layer in the source, which is of the order of $E_g$. Since $E_g$ of of BP and InAs has a stronger dependence on $T_{ch}$ compared to WSe$_2$, their $W_D$ also shows a stronger dependence on $T_{ch}$.

IV. The Optimum $T_{ch}$ for ON-state ($T_{ch,opt}$)

The optimum $T_{ch}$ ($T_{ch,opt}$) for the ON-state minimizes $\Lambda \sqrt{m^*E_g}$ and is expected to maximize $I_{ON}$. The dependence of $\Lambda$, $m^*$, and $E_g$ on $T_{ch}$ has been discussed in section II and III. All of them can be expressed as a function of $T_{ch}$. As a result, $\Lambda \sqrt{m^*E_g}$ can also be expressed as a function of $T_{ch}$ and is given by

$$
\Lambda \sqrt{m^*E_g} = (\lambda + W_D) \sqrt{m^*E_g} = \left(c_0 T_{ch} + c_1 + \frac{c_2}{T_{ch}} + \frac{c_3}{T_{ch}^2}\right) c_4 \sqrt{1 + c_5 \frac{1}{T_{ch}}} \quad (4)
$$

parameters $c_0 \sim c_5$ are described in Appendix III in detail. Finding $T_{ch,opt}$ that minimizes $\Lambda \sqrt{m^*E_g}$ can be accomplished analytically or numerically. An exact analytic $T_{ch,opt}$ solved by $\frac{d\Lambda \sqrt{m^*E_g}}{dT_{ch}} = 0$ is complicated to interpret. Therefore, we will focus in the following on the numerical results by calculating $\Lambda \sqrt{m^*E_g}$ at different $T_{ch}$ and find $T_{ch,opt}$ as the minimum of those plots. Fig. 7 (a) shows $\Lambda \sqrt{m^*E_g}$ for WSe$_2$, BP, and InAs TFETs calculated form eq. (4), corresponding well with the results from atomistic quantum simulations.

It is apparent that WSe$_2$ as a class I material exhibits a smaller $T_{ch,opt}$ as mentioned before, since $\frac{\alpha}{E_g\text{_{bulk}}} << 0.5$ nm which is a single atomic layer’s thickness. For a class II material like BP or InAs, $\frac{\alpha}{E_g\text{_{bulk}}}$ is larger than a monolayer’s thickness which implies a larger $T_{ch,opt}$. Moreover, $T_{ch,opt}$ increases when the source doping density ($N$) decreases as apparent from fig. 7(b), since $W_D$ inversely proportionally depends on $N$ as stated above.

Fig. 7: (a) $\Lambda \sqrt{m^*E_g}$ for WSe$_2$, BP, and InAs TFETs at a source doping density of $10^{20}$ cm$^{-3}$. The solid lines are calculated from eq. (4) with parameters $c_0 \sim c_5$ as listed in Appendix III. The stars are extracted from atomistic quantum transport simulations. (b) $\Lambda \sqrt{m^*E_g}$ of WSe$_2$ TFETs for two different source doping densities calculated from eq. (4). $T_{ch,opt}$ increases as the doping density is reduced.

IV. The Optimum $T_{ch}$ for ON-state ($T_{ch,opt}$)

The optimum $T_{ch}$ ($T_{ch,opt}$) for the ON-state minimizes $\Lambda \sqrt{m^*E_g}$ and is expected to maximize $I_{ON}$. The dependence of $\Lambda$, $m^*$, and $E_g$ on $T_{ch}$ has been discussed in section II and III. All of them can be expressed as a function of $T_{ch}$. As a result, $\Lambda \sqrt{m^*E_g}$ can also be expressed as a function of $T_{ch}$ and is given by

$$
\Lambda \sqrt{m^*E_g} = (\lambda + W_D) \sqrt{m^*E_g} = \left(c_0 T_{ch} + c_1 + \frac{c_2}{T_{ch}} + \frac{c_3}{T_{ch}^2}\right) c_4 \sqrt{1 + c_5 \frac{1}{T_{ch}}} \quad (4)
$$

parameters $c_0 \sim c_5$ are described in Appendix III in detail. Finding $T_{ch,opt}$ that minimizes $\Lambda \sqrt{m^*E_g}$ can be accomplished analytically or numerically. An exact analytic $T_{ch,opt}$ solved by $\frac{d\Lambda \sqrt{m^*E_g}}{dT_{ch}} = 0$ is complicated to interpret. Therefore, we will focus in the following on the numerical results by calculating $\Lambda \sqrt{m^*E_g}$ at different $T_{ch}$ and find $T_{ch,opt}$ as the minimum of those plots. Fig. 7 (a) shows $\Lambda \sqrt{m^*E_g}$ for WSe$_2$, BP, and InAs TFETs calculated form eq. (4), corresponding well with the results from atomistic quantum simulations.

It is apparent that WSe$_2$ as a class I material exhibits a smaller $T_{ch,opt}$ as mentioned before, since $\frac{\alpha}{E_g\text{_{bulk}}} << 0.5$ nm which is a single atomic layer’s thickness. For a class II material like BP or InAs, $\frac{\alpha}{E_g\text{_{bulk}}}$ is larger than a monolayer’s thickness which implies a larger $T_{ch,opt}$. Moreover, $T_{ch,opt}$ increases when the source doping density ($N$) decreases as apparent from fig. 7(b), since $W_D$ inversely proportionally depends on $N$ as stated above.

TABLE II: Classification of WSe$_2$, BP, and InAs.

| Class | WSe$_2$ | BP | InAs |
|-------|---------|----|------|
| $\alpha/E_g\text{_{bulk}}$ [nm] | 0.01 | 1.8 | 4.3 |
| Class | I | II | II |
which results in a larger $T_{V}$ and assumes the supply voltage ($V_{DD}$) as a function of the source doping density. Both (b) show how $T_{ch}$ significantly improve its performance. The choice of the channel $dE_{ch}$ and the band edge in the degenerately doped source and drain $I_{ch}$ is large enough to suppress the OFF current. Given that, $I_{ch}$ is extracted at $V_{GD} = 0.5\text{V}$. $I_{ch}$ for BP and InAs is substantial when $E_{g}$ is above 1 nm and 3 nm respectively. This is because $E_{g}$ in this case is too small to block the tunneling current in the OFF-state as shown in the Fig. 8(d).

The ON/OFF current ratio suffers from significant degradation if the device cannot be turned off effectively as shown in Fig. 8(c). This would occur if $E_{g} < qV_{DS} + dE_{fp} + dE_{fn}$, $dE_{fp}$ and $dE_{fn}$ are the difference between the Fermi level and the band edge in the degenerately doped source and drain region respectively. There exist a $T_{ch,OFF}$ below which $E_{g}$ is large enough to suppress the OFF current. Given that, $E_{g} = E_{g,\text{bulk}} + \alpha T_{ch}$, $T_{ch,OFF}$ can be expressed as

$$T_{ch,OFF} < \left| \frac{\alpha}{qV_{DS} - E_{g,\text{bulk}} + dE_{fp} + dE_{fn}} \right|$$

$dE_{fn}$ and $dE_{fp}$ reduces as the doping density decreases, which results in a larger $T_{ch,OFF}$.

To optimize a TFET’s ON/OFF current ratio, $T_{ch,OPT}$ or $T_{ch,OFF}$ whichever is smaller should be used. Fig. 9 (a) and (b) show how $T_{ch,OPT}$ and $T_{ch,OFF}$ for BP and InAs change as a function of the source doping density. Both $T_{ch,OPT}$ and $T_{ch,OFF}$ increase as the source doping density is reduced.

### Appendix I. How descriptive is $I_{ON} \propto e^{-\Lambda \sqrt{m^* E_g}}$?

Knowing how descriptive is $I_{ON} \propto e^{-\Lambda \sqrt{m^* E_g}}$ compared to sophisticated quantum transport simulations is critical before optimizing $T_{ch}$ by minimizing $\Lambda \sqrt{m^* E_g}$. Fig. 10 shows $I_{ON}$ and its corresponding $\Lambda \sqrt{m^* E_g}$ from full band self consistent atomistic simulations.

This compact equation quantitatively represents the trend of sophisticated atomistic simulations, although it assumes a simple potential distribution and a simple $m^*$.[11] Different materials that have the same $\Lambda \sqrt{m^* E_g}$ are expected to provide $I_{ON}$ within the same order of magnitude. However, we find minor deviations between different materials because this compact equation approximates complex band structures by a single band reduced effective mass and ignores contributions from higher sub-bands. To demonstrate the descriptiveness of this compact equation, $I_{ON}$ and $\Lambda$ in Fig. 10 are extracted when the tunneling window is opened to 0.35 eV to reduce contributions from higher sub-bands.

### Appendix II. Simulation Details

A schematic structure of the simulated double gated chemically doped TFET is shown in Fig. 11. The channel is 15 nm thick.

![Fig. 11: Structure of the chemically doped TFETs.](image)
with the supply voltage \( V_{DD} = 0.5V \) following the ITRS 15nm technology node \[32\]. The oxide is assumed to be \( \text{H}_2\text{O}_2 \) with an EOT of 0.5 nm. The source is heavily doped at density \( \sim 10^{20} \text{1/cm}^3 \).

The numerical simulations are performed self-consistently by coupling quantum transmission boundary method (QTBM) and 3D-Poisson equation \[33\]. 3D finite-difference method is used to calculate the carrier density \( \rho \). The anisotropic dielectric constant is taken into account in the Poisson equation as shown in eq. \(6\) \[34, 35\].

\[
\frac{d}{dx} \left( \varepsilon_\text{in} \frac{dV}{dx} \right) + \frac{d}{dy} \left( \varepsilon_\text{in} \frac{dV}{dy} \right) + \frac{d}{dz} \left( \varepsilon_\text{out} \frac{dV}{dz} \right) = -\rho
\]

where \( \varepsilon_\text{in} \) and \( \varepsilon_\text{out} \) are the in-plane and out-of-plane dielectric constants. The QTBM method is equivalent to the nonequilibrium Green’s function approach without scattering but is more computationally efficient \[24\]. The open boundary Schrödinger equation is solved in the following form:

\[
(EI - H - \Sigma)\psi = S \tag{7}
\]

where \( E, I, H, \) and \( \Sigma \) are energy, identity matrix, device Hamiltonian, and the total self-energy due to the open boundaries condition. \( \psi \) and \( S \) are the wave function in the device and the strenght of the carrier injection from contacts respectively. The Hamiltonian is constructed with the second Hamiltonian and the total self-energy due to the open boundaries condition.

**Appendix III Analytical expression for \( \Lambda \sqrt{m^*E_g} \)**

\( \Lambda \sqrt{m^*E_g} \) can be expressed as a function of \( T_{ch} \) as

\[
\Lambda \sqrt{m^*E_g} = (\lambda + W_D) \sqrt{m^*E_g} \tag{8}
\]

\[
= \left( c_0 T_{ch} + c_1 + c_2 \frac{1}{T_{ch}} + c_3 \frac{1}{T_{ch}^2} \right) c_4 \sqrt{1 + c_5 \frac{1}{T_{ch}}} \tag{9}
\]

where \( c_0 \) through \( c_5 \) are obtained after expressing \( \lambda, W_D, m^* \), and \( E_g \) as a function of \( T_{ch} \). The dependence of \( m^* \) and \( E_g \) on \( T_{ch} \) has been discussed in Section II.

\( W_D \) for a 2D PN-junction is given by

\[
W_D = \frac{\pi \varepsilon \Delta V}{\ln(4) q N T_{ch}} \tag{10}
\]

\[
\sim \frac{\pi \varepsilon \Delta V}{\ln(4) q N T_{ch}} \tag{11}
\]

\[
\pi \left( \varepsilon_{1T_{ch}} + \varepsilon_2 \right) \left( E_{g,\text{bulk}} + \frac{\alpha}{T_{ch}} \right) \sim \frac{\pi \varepsilon_1}{\ln(4) q N T_{ch}} \tag{12}
\]

which can be expressed as a function of \( T_{ch} \) explicitly. \( \Delta V \) is of the order of \( E_g \) which can be expressed as \( E_g = E_{g,\text{bulk}} + \frac{\alpha}{T_{ch}} \). \( \varepsilon \) increases with \( T_{ch} \) due to changes in the electrostatic environment and can be expressed as \( \varepsilon \sim \varepsilon_{1T_{ch}} + \varepsilon_2 \). \( \varepsilon_1 \) and \( \varepsilon_2 \) can be obtained by fitting \( W_D \) shown in Fig. 6(a), (b), and (c).

On the other hand, the chemically doped TFET’s scaling

| channel | \( \varepsilon_1 \) | \( \varepsilon_2 \) |
|---------|-----------------|-----------------|
| WSe\(_2\) | 0.43            | 0.99            |
| BP      | 0.62            | 0.91            |
| InAs    | 0.83            | 1.28            |
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