Anticipating infectious disease re-emergence and elimination: a test of early warning signals using empirically based models
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Timely forecasts of the emergence, re-emergence and elimination of human infectious diseases allow for proactive, rather than reactive, decisions that save lives. Recent theory suggests that a generic feature of dynamical systems approaching a tipping point—early warning signals (EWS) due to critical slowing down (CSD)—can anticipate disease emergence and elimination. Empirical studies documenting CSD in observed disease dynamics are scarce, but such demonstration of concept is essential to the further development of model-independent outbreak detection systems. Here, we use fitted, mechanistic models of measles transmission in four cities in Niger to detect CSD through statistical EWS. We find that several EWS accurately anticipate measles re-emergence and elimination, suggesting that CSD should be detectable before disease transmission systems cross key tipping points. These findings support the idea that statistical signals based on CSD, coupled with decision-support algorithms and expert judgement, could provide the basis for early warning systems of disease outbreaks.

1. Introduction

Forecasts of the emergence and re-emergence of infectious diseases have the potential to save lives, money and human productivity by allowing for proactive, rather than reactive, preparedness measures [1]. Similarly, indicators of the elimination of infectious diseases can measure the effectiveness of ‘end game’ strategies aimed at disease eradication [2]. Predicting (re-)emergence and elimination is possible with parametric mathematical models of disease transmission, but their success relies on detailed understanding of the underlying transmission dynamics and adequate data [3]. We often do not have enough information (or time) to parametrize such models. An alternative approach is to use model-independent statistical signals that portend infectious disease (re-)emergence and elimination by detecting critical slowing down (CSD) as the system approaches a critical transition [4,5].

Emergence and elimination of an infectious disease both involve a critical transition, often reflected in deterministic models by a transcritical bifurcation, that occurs at the critical point where the effective reproduction number ($R_e$, corresponding to the number of secondary cases that arise from a single infected case in a population) is equal to one [6]. Thus, subcritical ($R_e < 1$) and supercritical ($R_e > 1$) systems represent alternative dynamical regimes [4,7,8].
Critical transitions in stochastic systems, such as systems of disease transmission, are often accompanied by CSD, a reduction in the resilience of a system to perturbations [9,10]. CSD can be measured by changes in the statistical properties of the system, often referred to as early warning signals (EWS), such as an increase in the variance and autocorrelation [7,11]. Recent theoretical work suggests that CSD occurs as disease dynamics approach $\Delta t = 1$ from below (emergence) [4,12] and from above (elimination) [2,4,13], and that several EWS can anticipate the critical transition [14–16]. These findings suggest that such model-independent statistical signals could be operationalized as part of early warning systems for disease emergence and elimination, or re-emergence and outbreaks of endemic diseases.

Operationalizing such EWS, however, and deploying early warning systems based on them, face many challenges [1,17]. For example, using EWS in an ‘online mode’ requires choosing temporal windows over which EWS are calculated. These moving windows should be long enough to provide reliable statistics, but short enough to forget the past so as to not overwhelm information contained in new observations. Such fine-tuning is especially important for diseases that fluctuate seasonally, where EWS might always increase and then decrease over the course of the year, requiring computations to be reset each season [16]. Another challenge is defining thresholds for detection of an upcoming tipping point. Detection thresholds can be based on the absolute value of an EWS (e.g. warning if variance exceeds some value), the trend in an EWS over time (e.g. warning if the correlation of variance with time exceeds some value), or an algorithmic combination of many factors (e.g. variance and autocorrelation increases above some value several observation periods in a row). Brett & Rohani [18] pioneered the approach of developing algorithms for combining EWS, their values and their trends to best detect disease emergence and elimination, but much work remains to be done.

An important step in operationalizing EWS based on CSD is to stress test the performance of EWS in anticipating critical transitions. One way to stress test EWS is through empirical case studies: do EWS anticipate re-emergence and elimination in observed time series of disease incidence [19]? However, uncritical application of EWS to observed data could lead to researchers getting the right answer for the wrong reasons. EWS might perform well for a given time series, but for reasons having nothing to do with CSD [20–22]. Critical transitions may also occur in the absence of EWS [23]. Without knowing the critical point (i.e. when $\Delta t(t) = 1$), it is impossible to know if EWS are in fact sending us the signal we think they are.

Another option is to use fitted models of disease transmission to test EWS. This offers several advantages. First, using a model to simulate time series of cases means one also has access to a time series of $\Delta t(t)$, essential for knowing the time at which the critical transition occurs. This means we know whether we are getting the right answer for the right reason. Second, one can simulate replicate time series to account for the inherent stochasticity of disease transmission, so that conclusions are not based on one-off events that might result in confirmation bias [24]. Third, we can specifically simulate re-emergence and elimination events to separate the stress testing of EWS from the research necessary to operationalize EWS. In short, a simulation approach to stress testing provides the flexibility of a theoretical model, but remains tethered to reality because the model parameters are fitted to real data. We believe this is the first study to take this step towards operationalizing EWS as part of infectious disease early warning systems.

Here, we report on a study using simulations from fitted models of measles transmission in an outbreak-prone population to test whether CSD anticipates critical transitions in realistic situations. We focus on two scenarios: the re-emergence of measles following a large outbreak, a situation typical of measles dynamics in the Sahel [25], and the elimination of measles by gradually increasing routine vaccination. We seek to answer two related questions. First, can CSD distinguish between time series of disease incidence when the underlying dynamics are far from versus near to a critical transition? Second, can CSD anticipate disease re-emergence and elimination?

To answer these questions, we fit mechanistic models to time series of measles incidence in four cities in Niger [25,26]. We then use the fitted models to perform simulation experiments designed to test the performance of several EWS that are characteristic of CSD with respect to anticipating re-emergence and elimination. Our results confirm the theory concerning several EWS. In particular, we show that slowing down before a critical transition is detectable by several EWS in realistic scenarios. However, our study also highlights the limitations of EWS in situations where disease re-emergence and elimination occur rapidly. Finally, we also find that EWS perform better at anticipating re-emergence than elimination.

2. Material and methods

2.1. Data

We used weekly measles case report data (incidence) from four Nigerien cities: Agadez, Maradi, Niamey and Zinder (figure 1a). The data were collected over an 11-year period from 1995 to 2005 (figure 1b). These data are ideal for testing the theory of CSD in disease dynamics because each city has a different population size (with means ranging from about 150 000 to 750 000 during this time period), different dynamics in terms of outbreak sizes (maximum weekly incidence ranging from 60 to 1845 cases) and length of inter-epidemic periods (2–5 years), and has different amounts of demographic stochasticity due to differences in population size. Such differences provide an interesting test case for EWS because different levels of demographic stochasticity due to population sizes and environmental stochasticity due to potential differences in transmission dynamics can influence CSD [27–30]. We also used data on district population sizes and national-level birth rates (electronic supplementary material, figure S1). Measles incidence data and district-level population data were obtained from the Niger Ministry of Health [31]. National-level birth rate data were downloaded from the FRED database (https://fred.stlouisfed.org/series/SPDYNCBRTINNER).

2.2. Stochastic susceptible-exposed-infected-recovered model

The model is a discrete-time approximation to the continuous-time susceptible-exposed-infected-recovered (SEIR) model with demographic, specified as a set of difference equations,

\[
S_{t+1} - S_t = n_{0S} - n_{SE} - n_{0I},
\]

\[
E_{t+1} - E_t = n_{0E} - n_{EI} + n_{SE} - n_{0I},
\]

\[
I_{t+1} - I_t = n_{EI} + n_{0I} - n_{RI} - n_{0I},
\]

\[
R_{t+1} - R_t = n_{RI} + n_{0I} - n_{0R},
\]

and

\[
S_{t+1} - S_t = n_{0S} - n_{SE} - n_{0I},
\]

\[
E_{t+1} - E_t = n_{0E} - n_{EI} + n_{SE} - n_{0I},
\]

\[
I_{t+1} - I_t = n_{EI} + n_{0I} - n_{RI} - n_{0I},
\]

\[
R_{t+1} - R_t = n_{RI} + n_{0I} - n_{0R}.
\]
where \( n_t \) are random variables representing the number of individuals transitioning into or out of each class at each update \( t \rightarrow t + \Delta t \). Transition definitions are in table 1.

The stochastic random variables are specified as follows:

\[
\begin{align*}
    n_{0S,t} & \sim \text{Poisson} \left( (1 - p_t) \mu N \times \Delta t \right), \\
    (n_{0E,t}, n_{0I,t}) & \sim \text{EulerMultinomial} \left( S_t, \left( \beta_t \mu N / N, \nu, \Delta t \right) \right), \\
    (n_{1E,t}, n_{1I,t}) & \sim \text{EulerMultinomial} \left( E_t, \left( \gamma, v, \Delta t \right) \right), \\
    (n_{1R,t}, n_{0R,t}) & \sim \text{EulerMultinomial} \left( I_t, \left( \gamma, v, \Delta t \right) \right), \\
    n_{0R,t} & \sim \text{Poisson} \left( \nu \times \Delta t \right), \\
    n_{0G,t} & \sim \text{Poisson} \left( p_t \mu N \times \Delta t \right),
\end{align*}
\]

and

\[
    n_{1E,t} \sim \text{EulerMultinomial} \left( R_t, \left( \gamma, v, \Delta t \right) \right),
\]

where \( p_t \) is the vaccination probability, \( \mu \) is the per capita birth rate at time \( t \), \( N \) is population size at time \( t \), \( \sim \text{EulerMultinomial} \left( T, r_i, \Delta t \right) \) specifies that the variables on the left of \( \sim \) follow a Euler multinomial distribution for \( T \) individuals with hazard rates \( r_i \) and step size \( \Delta t \), \( \beta_t \) is a time-varying rate of transmission, \( \eta \) is a time-invariant rate of transfer from the exposed class to the infectious class, \( \gamma \) is a time-invariant recovery rate, \( v \) is the per capita death rate, and \( \psi \) is the rate of imported infections (estimated by the model). The Euler multinomial distribution corresponds to a multinomial distribution where the event probabilities \( P_t \) are determined by the Euler time step \( \Delta t \) and the hazard rates \( r_i \), according to,

\[
P_0 = \exp \left( - \sum r_i \Delta t \right)
\]

and

\[
P_i = \frac{(1 - P_0) r_i}{\left( \sum r_i \right)} \quad \text{for} \quad i > 0.
\]

\[\text{Table 1. Transitions in the simulating model.}\]

| \( n_{0S} \) | births into the \( S \) compartment, not vaccinated | (1, 0, 0, 0) |
| \( n_{0E} \) | number of people transitioning from \( S \) to \( E \) | (−1, 1, 0, 0) |
| \( n_{1I} \) | number of deaths leaving \( S \) | (−1, 0, 0, 0) |
| \( n_{1R} \) | number of people transitioning from \( E \) to \( I \) | (0, −1, 1, 0) |
| \( n_{1E} \) | number of deaths leaving \( E \) | (0, −1, 0, 0) |
| \( n_{0E} \) | number of imported infections | (0, 0, 1, 0) |
| \( n_{1R} \) | number of people transitioning from \( I \) to \( R \) | (0, 0, −1, 1) |
| \( n_{1I} \) | number of deaths leaving \( I \) | (0, 0, −1, 0) |
| \( n_{0R} \) | births into the \( R \) compartment, vaccinated | (0, 0, 0, 1) |
| \( n_{1I} \) | number of deaths leaving \( R \) | (0, 0, 0, −1) |

Event zero is the event that an individual stays in its initial compartment and does not contribute to the vector \( n_t \). To provide a specific example, equation (2.7) corresponds to,

\[
(\Delta E_t - n_{1E,t} - n_{1I,t}, n_{0E,t}, n_{0I,t}) \sim \text{Multinomial}(E_t; P_0, \frac{(1 - P_0) \eta}{(\eta + v)}, \frac{(1 - P_0) v}{(\eta + v)}),
\]

where \( P_0 = \exp \left( - (\eta + v) \Delta t \right) \). We used a daily time step of \( \Delta t = \) year/365.
We modelled the rate of transmission as

\[ \beta_t = \beta \left( 1 + \exp \left( \sum_{i=1}^{q_t} \xi_i \right) \right) \Gamma_t. \]  
(2.15)

where \( \beta \) is the minimum transmission rate over the season and the term \( \sum_{i=1}^{q_t} \xi_i \) is a B-spline to model seasonality in transmission. The B-spline bases \( \xi_i \) are periodic with a 1-year period. The transmission rate \( \beta_t \) is also subject to stochastic process noise at each time step, \( \Gamma_t \), which we model as gamma-distributed white (temporally uncorrelated) noise with mean 1 and intensity \( \sigma^2 \) [32]. In this model, the effective reproduction number at time \( t \) may be approximated as: \( R_e(t) = (\beta_t/\gamma)(S_t/N_t) \). The effect of vaccination on \( R_e(t) \) is implicitly included through the size of the \( S_t \) compartment.

Observed case reports \( y_t \) were drawn from a negative binomial distribution subject to a constant reporting fraction \( \rho \) and dispersion parameter \( \tau \),

\[ y_t \sim \text{Negative Binomial} \left( \rho \xi_t, \tau \right), \tag{2.16} \]

where \( \xi_t \) are the accumulated cases that transition from the infected class to the recovered class in a one-week period. In this parametrization of the negative binomial, the mean is equal to \( \rho \xi_t \) and the variance is equal to \( \rho \xi_t + (\rho \xi_t)^2 \tau \).

2.3. Model fitting and inference

The model described above was fit to the time series of case reports (incidence data) from each city using maximization by iterated particle filtering (MIF) [33]. We estimated 14 parameters (table 2). To improve parameter identifiability, mean incubation period was fixed to \( 1/\eta = 8 \) days and the mean infectious period was set to \( 1/\gamma = 5 \) days [34]. The vaccination probability \( \rho \) was set to 70% for all times \( t \), consistent with reported vaccination coverage [25].

For model fitting, we made simplifying assumptions to make the estimation procedure more tractable. First, we used known population size \( (N_t) \) for each city in each year. Second, death \( (\nu) \) was not included in the model when fitting because the rate of infection is much faster than the rate of death and because we used known population size at each time step. Excluding deaths means we can avoid making further assumptions about demography. This means we ignored the \( R \) compartment entirely for model fitting.

MIF relies on particle filtering, which estimates the likelihood of fixed parameters by integrating state variables of a stochastic system. To identify the maximum-likelihood estimates (MLEs), MIF lets parameters take a random walk during the filtering process and selectively propagates forward parameter sets (i.e. with the highest likelihood. The variance of the random walk decreases at each iteration of MIF, where a MIF iteration means one filtering pass through the time series. This procedure converges toward the MLEs.

We used the iterated filtering 2 (IF2) algorithm [33] implemented in the R [35] package pomp v. 1.18 [36,37] to conduct MIF. To initialize MIF, we generated 5000 parameter sets using Latin hypercube sampling over large ranges of the parameters. We then performed two rounds of MIF, each for 100 iterations, with 10,000 particles, using geometric cooling. For the first round of MIF, we set cooling.factor = 1. For the second round, which was initialized using the collection of parameter sets from the end of the first round, we set cooling.factor = 0.9. We computed the log-likelihood of 5000 final MIF parameter sets (i.e. parameter sets collected after 200 MIF iterations) as the log of the mean likelihoods of 50 replicate particle filters with 10,000 particles each. At this stage, we took the parameter set with highest log-likelihood to be the MLE.

We used the parametric bootstrap to estimate approximate 95% confidence intervals for all parameters, conducted for each city independently, as follows. First, we simulated 100 realizations from the fitted model using the MLE parameters. Second, we fitted the SEIR model to each of the 100 bootstrap simulations using the same MIF procedure described above, except we initiated the parameter search from 50 parameter sets rather than 5000. We reduced the number of parameter sets due to the excessive computing time required to fit 100 simulated datasets for each of the four cities. Third, we identified the MLE parameter set for each of the 100 bootstrap simulations from among the 50 MIF parameter sets. Last, we calculated summary statistics (mean, median, quantiles) from the distribution of 100 MLE parameters.

2.4. Model assessment

We used the MLE parameter sets to make one-week-ahead predictions and compared observed and expected case counts. To make one-week-ahead predictions, we used particle filtering with 50,000 particles and retained the mean and standard deviation of all latent states across all particles before they were filtered at each time step. We used the mean predictions \( \langle \text{cases}_t \rangle \) to assess model fit using a generalized coefficient of determination, calculated as:

\[ R^2 = 1 - \frac{\sum_t [\langle \text{cases}_t \rangle - \text{cases}_t]_1^2}{\sum_t (\langle \text{cases}_t \rangle - \langle \text{cases}_t \rangle)_1^2}. \tag{38} \]

In addition to comparing model expectations with in-sample observed data, we also compared our fitted SEIR models with two benchmarks: a negative binomial sampling model that assumes independent and identically distributed observations and a seasonal autoregressive moving average (SARIMA) model. Doing so allows us to gain some intuition as to whether accounting for mechanism (i.e. transmission dynamics) improves model fit and inference. The SARIMA is a seasonal autoregressive moving average model (an ARIMA \((2,0,2)(1,0,1)_s\) model) that can account for data dependencies and annual periodicity. Out-performing the SARIMA is a harder test than outperforming the negative binomial sampling model. We fitted both models to the

| parameter | symbol | definition | fitted or fixed |
|-----------|--------|------------|----------------|
| \( \beta \) | minimum transmission rate within the season | fitted |
| \( q_t \) | seasonal transmission spline parameters \( i \in \{1, 2, 3, \ldots, 6\} \) | fitted |
| \( S_{0,0}/N_{0,0} \) | initial susceptible fraction | fitted |
| \( E_{0,0}/N_{0,0} \) | initial exposed fraction | fitted |
| \( I_{0,0}/N_{0,0} \) | initial infected fraction | fitted |
| \( \nu \) | importation rate | fitted |
| \( \rho \) | reporting fraction | fitted |
| \( \sigma \) | gamma white-noise intensity | fitted |
| \( \tau \) | negative binomial dispersion | fitted |
| \( 1/\eta \) | incubation period | fixed (8 days) |
| \( 1/\gamma \) | infectious period | fixed (5 days) |
| \( \rho_v \) | vaccination probability | fixed (0.7) |
| \( m_{01} \) | per capita birth rate | fixed |
| \( N_t \) | population size | fixed |

Table 2. Model parameters, definitions and indicator as to whether they were fitted or fixed. Sources for fixed values are cited in the main text.
weekly case count observations for each city using maximum likelihood. After fitting, we calculated Akaike’s information criterion for each model as: $AIC = 2k - 2ln(L)$, where $k$ is the number of estimated parameters in the model and $L$ is the model’s likelihood [39]. The negative binomial sampling model has two parameters, the SARIMA model has eight parameters, and the SEIR model has 14 parameters.

2.5. Model simulations
To fit the SEIR model, we used known population size interpolated between years. This meant we were able to ignore certain demographic processes. For example, deaths from the susceptible pool were ignored under the assumption that the infection rate was much faster than the death rate. We also ignored the recovered class because their dynamics, outside of the contribution to population size (which was assumed known), do not impact the S, E or I compartments. However, births and deaths from all compartments, including $R$, were needed when simulating the model over arbitrarily long time periods that do not necessarily represent real times for which we would have information on population size. For long-run simulations, we set $\mu = v = 0.05$, which is the per capita rate reported for 2005, rounded to the nearest 0.01. Setting birth rate equal to death rate achieved an equilibrium population size for long-run simulations.

2.5.1. Simulating re-emergence
To simulate re-emergence of measles, we manipulated the initial size of the susceptible pool to represent an increase from low $R_e(t)$ to high $R_e(t)$. Doing so allowed us to test whether EWS can distinguish between windows of time when $R_e(t)$ is far from a critical transition and when $R_e(t)$ is near a critical transition. We reduced the initial fraction of susceptible individuals by multiplying the MLE for $S(0|t_0)$ by six depletion factors: $1 \times 10^{-4}$, 0.1, 0.2, 0.3, 0.4 and 0.5. These depletion factors represent situations of susceptible depletion after outs of various size. After defining $S(0|t_0)$ based on the depletion factor, we then set the initial number of recovered individuals to $R_0(t_0) = N_0(t_0) - S_0(t_0)$ and set the initial number of exposed and infected individuals to zero. Initial population size for simulation scenarios, $N_0(t_0)$, was set to the mean population size for each city over the 1995–2005 period. We then simulated the model forward for 40 years using the mean birth rate for the entire country ($\mu = 0.05$) and setting the death rate equal to the birth rate ($\mu = v = 0.05$) to achieve a constant average total population size over the course of the simulation (total population size does vary, though, because of stochasticity in the model). Forty years was long enough for $R_e(t)$ to reach or exceed 1 for each simulation replicate. Several outs are seen within 11 years in the data (figure 1b), though time-to-outbreak was larger in scenarios where the susceptible population was initialized to be much smaller than ever observed in reality. Because the model is stochastic, we repeated these simulations 500 times for each city–susceptible-depletion combination.

Next, we split each simulated time series into null and test intervals. Fixed-size windows before (null) and after (test) the known critical transition were used because our focus was on testing EWS using empirically based models, rather than attempting to identify optimal methods for operationalizing EWS. To define the null and test intervals for our simulations of re-emergence and elimination, we need to know when the critical transition between alternative modes of fluctuation occurs. For re-emergence, we defined the critical year as the year in which the effective reproduction number ($R_e$) reaches or exceeds the critical value of 1. When defining the critical year, we eliminated the variation in $R_e$ that arises from the gamma white noise factor and thus calculated the expected value of $R_e(t)$ over the set of all simulation replicates at time $t$. From a window ranging from the beginning of the simulation to the end of the critical year, we defined the null interval as the first half of the window (far from $R_e = 1$) and the test interval as the second half of the window (near $R_e = 1$). We did this for each city and for each level of susceptible depletion, and calculated EWS over all null and test intervals separately.

2.5.2. Simulating elimination
To simulate elimination, we simulated an improvement in routine vaccination in which the vaccination probability increased linearly with respect to time to eventually reach 100%, i.e. eradi-
cation (electronic supplementary material, figure S3). Vaccine probability started at baseline vaccine coverage reported for Niger of 70%, $p_2 = 0.7$ [25] and simulations were initialized at the MLE for $S(0|t_0)$.

We defined the critical time as the year in which the vaccination probability reaches the threshold needed for herd immunity. This vaccination threshold is defined as $p^* = 1 - 1/R_0$. Because our transmission function is seasonal, we first approximated time-specific $R_0$ as: $R_0(t) = \frac{\beta(t)}{\gamma(t) + \beta(t)}$, where $1/\eta$ is the incubation period, $1/\gamma$ is the infectious period, $\beta$ is the time-specific rate of transmission, and $\nu$ is the death rate. We took a conservative approach for calculating the vaccination threshold by using the maximum value of $R_0(t)$ out of the range of values in its seasonal variation. That is, we used $p^* = 1 - \max(R_0(t))$ as the threshold value. We set the time at which the vaccination probability is equal to this threshold value as the endpoint for the EWS analysis. All elimination simulations had vaccination improvements that started at year 50.

Therefore, we defined the test interval as the times between the beginning of year 50 and the time at which the vaccination probability is equal to $p^*$. We then defined the null interval as a window with length equal to the test interval and ending at the end of year 49. EWS were then calculated for each interval.

2.6. Calculating early warning signals
We considered eight candidate EWS based on previous work [4,13–15,18] (table 3). We used the spatio: get_stats() function [40] in R [35] to calculate EWS according to the formulae in table 3. All EWS except the coefficient of variation are expected to increase as $R_e(t)$ approaches 1 from below [4,13,14]. We are not aware of theoretical results for the behaviour of these EWS as $R_e(t)$ approaches 1 from above that are applicable to our fitted model’s dynamics, which are highly nonlinear (electronic supplementary material, figure S3). But a natural expectation is that the mean should decrease as the endemic equilibrium of our model’s deterministic skeleton moves towards zero.

For each simulation of re-emergence and elimination, we calculated EWS for the time series of expected cases in the null and test intervals. This yielded a distribution of EWS over the 500 null and test intervals. To simulate the model EWS using the area under the curve (AUC) statistic. Specifically, we used AUC to calculate the amount of overlap between the distributions of each EWS from the null and test intervals [15]. Values of AUC far from 0.5 (i.e. close to 0 or 1) indicate a greater degree of separation and thus better performance of a particular EWS in terms of classifying whether $R_e(t)$ is close to a critical transition. We calculated AUC as: $AUC = \frac{R_{null} - n_{null}(n_{null} + 1)/2}{n_{null}n_{null}}$ where $R_{null}$ is the sum of the ranks of test set EWS statistics in a combined set of null and test statistics (lower numbers have lower ranks), $n_{null}$ is the number of tests of statistics and $n_{null}$ is the number of null statistics [15,41]. The AUC of an EWS is the probability that a randomly chosen EWS value from the test set is higher than an EWS value randomly chosen from the null set [42]. Therefore, AUC should be high (closer to 1) when an EWS is expected to increase as a critical transition is
the time-specific rate of transmission, and $R$ (basic reproductive ratio (Material and methods). (b) The estimated seasonality of the basic reproductive ratio ($R_0$) for each city. $R_0$ was approximated as: $\eta \beta / (\eta + \nu)(\gamma + \nu)$, where $1/\eta$ is the incubation period, $1/\gamma$ is the infectious period, $\beta$ is the time-specific rate of transmission, and $\nu$ is the death rate. Only $\beta_0$ is estimated by our model. We set $1/\eta = 8$ days, $1/\gamma = 5$ days, and $\nu = 0.05$ for calculating $R_0$ as shown in this figure. The white line is $R_0$ calculated using the MLE parameters; shaded regions are the bootstrapped 95% confidence intervals. The dashed horizontal lines show the common range of measles $R_0$: 12 to 18.
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**Table 3.** List of candidate early warning signals and their estimating equations. See [15] for details.

| EWS estimator | theoretical correlation with $R_0(t)$ in an emergence scenario |
|---------------|---------------------------------------------------------------|
| mean $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i$ | positive |
| variance $s^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^2$ | positive |
| coefficient of variation $\frac{s}{\bar{y}}$ | null |
| index of dispersion $\frac{s^2}{\bar{y}}$ | positive |
| skewness $\frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^3$ | positive |
| kurtosis $\frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^4$ | positive |
| autocovariance $s_1 = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})(y_{i+1} - \bar{y})$ | positive |
| autocorrelation $r_1 = \frac{s_1}{s_2}$ | positive |

approached, whereas AUC should be low (closer to 0) when an EWS is expected to decrease.

### 3. Results

The fitted models adequately reproduce observed dynamics (figure 1b), with in-sample $R^2$’s from one-week-ahead predictions ranging from 0.55 for Agadez to 0.89 for Maradi (figure 2a). The fitted models also had lower AIC values than two benchmarking models (table 4). The estimated seasonality is consistent with previously estimated patterns, including the decline in seasonality amplitude as population size decreases (figure 2b) [25]. Our estimates of $R_0$ do not all perfectly overlap with the often-cited range of 12–18 (figure 2b) [43], but more recent reviews suggest that measles’ $R_0$ is much more variable and is context-specific [44].

Our model for Agadez performed poorly relative to the other cities, but still did better than non-mechanistic models (table 4). MLE and bootstrapped 95% confidence intervals for all parameters are in the electronic supplementary material, tables S1–S4. Parameter correlations were generally weak (electronic supplementary material, S3), but the correlation between initial susceptible population size ($S_{ini}/N_{ini}$) and transmission rate ($\beta$) was negative and larger than $-0.5$ for all cities. Overall, weak parameter correlations indicated high parameter identifiability in the model.

The EWS generally performed as predicted by theory with respect to the approach to re-emergence. Most EWS increased as the critical transition was approached, resulting in AUC values above 0.5 and often near 1 (figure 3). Skewness, kurtosis and coefficient of variation performed poorly across all levels of susceptible depletion in all cities.

Variance, mean, index of dispersion, autocovariance and autocorrelation all performed equally well at predicting re-emergence (figure 3c). Their performance declined as the size of the susceptible pool increased (i.e. a larger susceptible depletion factor). This is expected because a larger susceptible pool results in more rapid returns to
$R_e(t) = 1$, which, in turn, results in shorter null and test intervals, making estimates of EWS less precise [14]. Thus, re-emergence may prove difficult to anticipate in ‘fast’ transmission systems, as observed in simulations in [14] and seen here when susceptible depletion was relatively small (figure 3c).

The EWS performed less well when anticipating elimination, relative to emergence (figure 4). Only three metrics were reliable: mean, autocovariance and variance. All three metrics decreased as $R_e(t)$ approached the critical transition (electronic supplementary material, figure S6). As in the case of anticipating elimination, AUC values moved closer to 0.5 as the rate of vaccination increased (figure 4c).

### 4. Discussion

The ability to detect early warnings of outbreaks of potentially fatal diseases such as measles during non-epidemic periods of unpredictable duration may facilitate planning such as enhanced surveillance to expedite outbreak detection, implementation of serological surveys to identify immunity gaps, and initiation of targeted supplemental vaccination [45,46]. Further, it has been argued that measles eradication requires consideration of local demographic factors [47] and that regional outbreak response vaccination can be effective when initiated early, even if coverage is suboptimal [45]. Consequently indicators that a location or a region is on a path to outbreak or elimination can help to prioritize the timing and distribution of limited resources. Using empirically based transmission models, we found that generic indicators of CSD were informative regarding simulated re-emergence and elimination of measles. Our conclusions are, of course, dependent on the modelling choices we made, but using empirically based models represents a step in the progression from theory to simulations to applied science. This work fills the important gap between data-free simulations and application of EWS as part of a decision-support toolkit.

Overall, generic indicators performed better in scenarios of re-emergence compared with elimination. Moreover,
indicators behaved as expected based on simple one-dimensional models of fluctuations around an equilibrium with gradually declining stability—the prototypical model of CSD. This is because the autocorrelation and variance increased on the approach to $R_e = 1$ (figure 3c). If, alternatively, the variance had increased but the autocorrelation had not, a better-supported model would be an equilibrium with fixed stability but subject to increasing intensity of perturbations. From a model selection point of view, our simulations of re-emergence support the prototypical model of CSD. Since our simulations were fit to measles data and had relatively high one-step-ahead predictive accuracy on average, it suggests that the prototypical model of CSD may be supported by datasets similar to the ones we fit and can provide predictive value for them. The definitive test of this approach, or course, would be to record forecasts of re-emergence based on indicators of CSD and evaluate their accuracy as data are accumulated. A recent study using a different method for detecting critical transitions found that elimination was easier to detect than re-emergence, contrary to our findings [48]. This suggests different approaches could be considered for different applications.

Kurtosis and skewness did not perform well (AUC far from 0 and 1). This may be because higher moment-based indicators may need longer time series and higher amounts of stochasticity to detect critical transitions. Thus, while kurtosis and skewness were not strong indicators of the transition to re-emergence in our system, they may still prove useful in other systems.

We found lag-1 autocorrelation not to be a strong indicator of the transition to elimination (figure 4c). Thus, the prototypical model of CSD appears less useful in this scenario. Other EWS (variance, autocovariance and mean) did show altered behaviour as the transition to elimination was approached, but these EWS were less sensitive under elimination scenarios compared with re-emergence scenarios. These results suggest that although distributional changes in indicators occur prior to disease elimination, interpreting these changes as the loss of stability of an endemic equilibrium, or declining $R_e$, requires a model which accounts for complicating system features such as seasonality, nonlinearity, damped oscillations and local extinction. We also found that EWS in smaller cities performed worse relative to larger cities at predicting elimination (figure 4c). Our hypothesis is that stochastic effects are stronger in smaller populations, which introduces more variation into our EWS and makes trends more difficult to identify. Spatial replication across small populations, which should reduce stochasticity, could prove important for developing practical EWS.
A potential limitation of our findings is that the susceptible depletion factors in our simulation study (figure 3c) might be smaller than the factors that occur in reality. A small depletion factor corresponds to a large level of susceptible depletion. To check the relevance of this concern, we calculated the level of susceptible depletion after outbreaks (defined as years where the total number of cases reached 80% of the maximum observed) across 100 replicate simulations (electronic supplementary material). We found that susceptible depletion was less than 0.5, the smallest susceptible depletion level we tested, for 0.9% of outbreaks in Agadez, 21% of outbreaks in Maradi, 100% of outbreaks in Niamey and 26% of outbreaks in Zinder. These statistics do not detract from our main finding of CSD in measles dynamics, but do suggest that EWS might be less useful in some cases than in others. For example, AUC values for emergence at the 0.5 level of susceptible depletion were already low for most cities (figure 3c). Thus, our methods may not be practical for cities that rarely experience levels of susceptible depletion below 0.5 (e.g. Agadez).

Another potential limitation is that the population of Niger has increased substantially since the end of the time series we analysed in 2005. This presents a limitation to our work because we cannot definitively say whether our results are robust to such large changes in population size. However, our analysis across cities with different population sizes suggests that EWS would remain a viable tool. Elimination may be easier to detect, as demonstrated by our result that EWS performed better in larger cities.

We focused on fixed windows for calculating EWS based on the timing of the critical transition. Thus, our work also does not represent how EWS would be operationalized in online mode. The fixed windows were specifically designed to test whether EWS could detect a known critical transition and limit the additional complexity associated with choosing a moving window size. Determining the optimal moving window width is non-trivial [18] and is beyond the scope of this article. Nonetheless, our analyses show that several EWS can detect critical transitions in representatively noisy SEIR dynamics. Providing this link from theory to applied work on optimal moving window widths and the importance of this article. Nonetheless, our analyses show that several EWS lead-time of different EWS appears to be worth the effort applied work on optimal moving window widths and the important step towards operationalizing EWS. Further simulations we analysed in 2005. This presents a limitation to our work because we cannot definitively say whether our results are robust to such large changes in population size. However, our analysis across cities with different population sizes suggests that EWS would remain a viable tool. Elimination may be easier to detect, as demonstrated by our result that EWS performed better in larger cities.

We focused on fixed windows for calculating EWS based on the timing of the critical transition. Thus, our work also does not represent how EWS would be operationalized in online mode. The fixed windows were specifically designed to test whether EWS could detect a known critical transition and limit the additional complexity associated with choosing a moving window size. Determining the optimal moving window width is non-trivial [18] and is beyond the scope of this article. Nonetheless, our analyses show that several EWS can detect critical transitions in representatively noisy SEIR dynamics. Providing this link from theory to applied work on optimal moving window widths and the important step towards operationalizing EWS. Further applied work on optimal moving window widths and the lead-time of different EWS appears to be worth the effort given our encouraging results at the theoretical–applied divide. This is especially true because fitting even relatively simple models of disease transmission for a well-known disease such as measles is difficult. The ability to rely on model-free indicators of critical transitions therefore remains an important endeavour, especially for emerging pathogens.

Unpredictable, recurring outbreaks with seasonality in transmission such as those observed for measles in Niger during 1995–2005 are challenging settings for the application of EWS in part because most theory regarding the behaviour of EWS [14, 30] is based on models that exhibit simpler dynamics. Consequently, the development of robust, model-independent early warning systems for infectious diseases [1] probably will benefit from further study of the behaviour of EWS in complex models. Also, although we have shown that CSD precedes tipping points in stochastic models that were fit to data with state-of-the-art methods, how to operationalize the phenomenon of CSD remains an open research area [49]. Emerging technologies like artificial intelligence might offer new ways to find optimal detection thresholds for EWS [18]. Therefore, EWS, which provide timely insight and are now accompanied with additional support, could become a key part of a decision-support toolkit.

Data accessibility. Codes and data needed to reproduce all analyses in this manuscript have been archived on Zenodo: https://doi.org/10.5281/zenodo.6678151 [50].

The data are provided in the electronic supplementary material [51].

Authors’ contributions. A.T.T.: conceptualization, formal analysis, methodology, visualization, writing—original draft, writing—review and editing; E.B.O.: conceptualization, formal analysis, methodology, supervision, writing—review and editing; M.J.F.: data curation, funding—acquisition, writing—review and editing; A.W.P.: conceptualization, methodology, writing—review and editing; P.R.: conceptualization, investigation, methodology, project administration, resources, supervision, writing—review and editing; J.M.D.: conceptualization, funding acquisition, methodology, project administration, resources, supervision, writing—review and editing.

All authors gave final approval for publication and agreed to be held accountable for the work performed therein.

Conflict of interest declaration. We declare we have no competing interests.

Funding. This research was funded by the National Institute of General Medical Sciences of the National Institutes of Health (award no. U01GM110744). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript. This work was done on the Olympus High Performance Compute Cluster located at the Pittsburgh Supercomputing Center at Carnegie Mellon University, which is supported by National Institute of General Medical Sciences Modeling Infectious Disease Agent Study (MIDAS) Informatics Services Group (grant no. 1U24GM110707).

Acknowledgements. We thank Tobias Brett for comments on the modeling approach and Paige Miller and Eric Marty for helpful comments on early versions of this work. We thank Epicentre/MSF-OCP and the Niger Ministry of Health for making the data available.

References

1. Han BA, Drake JM. 2016 Future directions in analytics for infectious disease intelligence. EMBO Rep. 17, e201642534. (doi:10.15252/embr.201642534)
2. Drake JM, Hay SI. 2017 Monitoring the path to the elimination of infectious diseases. Trop. Med. Infect. Dis. 2, 20. (doi:10.3390/tropicalmed020020)
3. Metcalf CJE, Lessler J. 2017 Opportunities and challenges in modeling emerging infectious diseases. Science 357, 149–152. (doi:10.1126/science.aam8335)
4. O’Regan SM, Drake JM. 2013 Theory of early warning signals of disease emergence and leading indicators of elimination. Theor. Ecol. 6, 333–357. (doi:10.1007/s12080-013-0185-5)
5. Drake JM et al. 2019 The statistics of epidemic transitions. PLoS Comput. Biol. 15, e1006917. (doi:10.1371/journal.pcbi.1006917)
6. Heffernan JM, Smith RJ, Wahl LM. 2005 Perspectives on the basic reproductive ratio. J. R. Soc. Interface 2, 281–293. (doi:10.1098/rsif.2005.0042)
7. Scheffer M et al. 2009 Early-warning signals for critical transitions. Nature 461, 53–59. (doi:10.1038/nature08227)
8. Scheffer M et al. 2012 Anticipating critical transitions. Science 338, 344–348. (doi:10.1126/science.1225244)
