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Abstract

Differential privacy (DP) is an essential technique for privacy-preserving. It was found that a large model trained for privacy preserving performs worse than a smaller model (e.g. ResNet50 performs worse than ResNet18). To better understand this phenomenon, we study high dimensional DP learning from the viewpoint of generalization. Theoretically, we show that for the simple Gaussian model [22] with even small DP noise, if the dimension is large enough, then the classification error can be as bad as the random guessing. Then we propose a feature selection method to reduce the size of the model, based on a new metric which trades off the classification accuracy and privacy preserving. Experiments on real data support our theoretical results and demonstrate the advantage of the proposed method.

1. Introduction

Deep neural networks have made a series of remarkable achievements in the field of image recognition and classification, natural language processing. But training deep neural networks typically requires large and representative data to achieve high-performance [11]. Since the datasets often contain some sensitive information, such as medical records, location and purchase history, when we use these sensitive data to train a model without specific measures to the secret information, individual privacy can be leaked [10]. Thus, privacy-preserving is a crucial issue in deep learning.

One of the most popular techniques for privacy-preserving is $(\varepsilon, \delta)$-DP (differential privacy) that was first proposed by [8]. A common mechanism to achieve DP is adding randomness (e.g. adding noise) to the data. Due to the simplicity, the method of adding randomness has been extended to many settings including deep learning [5, 6, 12].

To understand how DP-SGD performs when the model size changes, we trained DP-SGD on ResNet50 and ResNet18, respectively. Fig.1 shows the training and test accuracy of ResNet50 and ResNet18, trained by standard SGD (let us call them ResNet50-noiseless and ResNet18-noiseless) and DP-SGD (call them ResNet50-noise and ResNet18-noise) respectively. The left figure shows that the training accuracy differs only a little for all four models. The right figure shows that the test accuracy of ResNet50-noise is significantly lower than that of ResNet18-noise.

This figure indicates two things: first, the added noise in DP-SGD is more detrimental to large models than small models; second, the bad performance of ResNet50-noise is mainly due to generalization issue, not optimization issue.

The above observation motivates us to ask the following question:

Why do larger models under DP cause lower classification accuracy?

We will answer this question from the generalization aspects of differential private learning. In addition, we pro-
pose to select a subset of features to trade off the classification accuracy and privacy-preserving.

1.1. Our Contributions

- **Generalization bound.** We analyze generalization error bound in a simple Gaussian model under DP. By focusing on specific Gaussian noise, we can establish information-theoretic upper bounds of the classification error, which depends on the size of dimension and noise. The intuition is simple: as the dimension increases, noise can accumulate to cause classification error increase; when the dimension is large enough, the classifier performs nearly the same as random guessing. This provides an explanation why a larger model causes lower classification accuracy under DP. Our contribution is to provide a concrete analysis to formalize the intuition.

- **Feature selection.** Since models have increasing classification error with an increasing number of dimensions, we use the feature selection technique to reduce the dimension. A novel filter feature selection method is proposed, which uses a distance measure to assign a scoring to each feature. Comparing with t-statistic, the proposed method can obtain the stable and important features under DP.

- **Experiment.** We perform simulation based on synthetic data and common real data such as RCV1, CIFAR-10. After using the proposed feature selection method, we show that ResNet50 performs better than ResNet18 on CIFAR-10 in terms of DP.

1.2. Related Works

**Differential Privacy:** In [25], it considers both input-DP which adds noise on data processing, and output-DP which perturbs the answer of questions, and propose practical algorithms to show how to deal with two DP mechanisms. For the complicated situation like neural network, DP-SGD has been proved in utility [4] with bounds for convergence after clipping gradient. Considering dimensions, [1] points that under assumptions of loss function and parameters, empirical risk can degenerate with dimension increment under differential privacy. Recently on neural network, [23] shows that linear models trained on handcrafted features significantly outperform neural networks for moderate privacy budgets. However, they did not consider and set experiments for the affect of the dimension for the same type of model with accuracy instead of empirical risk.

**High Dimension Low Sample Size Data:** In low sample size $n$ and high dimension $p$, [14] studies the impact of the increasing $n$ with fixed $p$, and they propose a geometric representation method for high-dimension data. For a linear model, [24] propose a similar assumption with our condition and achieve a risk bound. For a neural network, [21] propose DNP network to train on low sample by dropouts. DNP trains model by dropping neutrons randomly to minimize model size to increase model stability. Their works are powerful but in clean data, not concerning about privacy which people concerns.

**Feature Selection:** There are many traditional methods like wrapper and filter [16] to select ‘important’ features for the clean data. Considering utility, the robustness of selection has been considered in [18]. They propose an algorithm to separate features with robustness in a certain model by
adversary perturbation: changing labels for classes. However, their work either bases on clean data or adversary perturbation, which is not suitable for DP.

1.3. Outline of The Paper

In the next section, we give some definitions and preliminaries. In Section 3, we analyze a simple Gaussian model and prove that larger models lead to higher error under DP. Then we propose a feature selection algorithm for dimension reduction in differential privacy. The simulation in Section 4 reveals that feature selection can improve the performance and the proposed method performs better in some real dataset including RCV1 and CIRAR-10.

2. Basic Definitions

In this section, we first define \((\epsilon,\delta)\)-DP. Moreover, we consider a simple Gaussian model under DP. Then, we will analyze a linear discriminant analysis (LDA) classifier for this Gaussian model.

Definition 1. (Differential Privacy [7]) A randomized algorithm \(\mathcal{M}\) with domain dataset \(D\) is \((\epsilon,\delta)\)-differential private if for all \(S \subseteq \text{Range}(\mathcal{M})\) and for all \(x,y \in D\) that \(||x-y||_1 \leq 1\):

\[
\Pr[\mathcal{M}(x) \in S] \leq \exp(\epsilon) \Pr[\mathcal{M}(y) \in S] + \delta.
\]  

(1)

Since Definition 1 imposes no limitations on randomized algorithm \(\mathcal{M}\), we use the following Gaussian mechanism that adding Gaussian noise, which we can create a DP algorithm for function \(f\) with sensitivity \(\Delta f \triangleq \max ||f(d_i) - f(d_j)||_1\), where the maximum is over all pairs of datasets \(d_i\) and \(d_j\) in dataset \(D\) differing in at most one element and \(|| \cdot ||_1\) denotes the \(\ell_1\) norm.

Definition 2. (Gaussian Mechanism [8]) Given any function \(f : D \to \mathbb{R}^k\), the \((\epsilon,\delta)\)-Gaussian mechanism is defined as:

\[
\mathcal{M}_L(x, f(\cdot), \varepsilon) = f(x) + (Y_1, \ldots, Y_k)
\]  

(2)

where \(Y_i\) are i.i.d. random variables drawn from \(\mathcal{N}(0,\sigma^2)\) where \(\sigma = \Delta f \cdot \ln(1/\delta) / \varepsilon\).

Consider the \(p\)-dimensional classification problem between two classes \(C_1\) and \(C_2\). Suppose our clean data comes from the Gaussian model (GM) [3], [22]. To analyze the impact of DP, based on the Gaussian mechanism, we consider the binary classification by adding Gaussian noise to achieve \((\epsilon,\delta)\)-DP.

Definition 3. (Private GM) Let \(\mu_k \in \mathbb{R}^p\), \(k = 1, 2\), be the per-class mean vector and

\[
\Sigma \triangleq \text{diag}(\sigma_1^2, \ldots, \sigma_p^2)
\]  

(3)

be the variance parameter. \((\epsilon,\delta)\)-private Gaussian mixture model is defined by the following distribution over \((\tilde{x}_k, k) \in \mathbb{R}^p \times \{1, 2\}\): First, draw a label \(k\) from \(\{1, 2\}\) uniformly at random, then sample the data point \(x_k \in \mathbb{R}^p\) from \(\mathcal{N}(\mu_k, \Sigma)\). Then we get a non-private dataset \(\{x_{ki}^k, k\}\), \(k = 1, 2\), \(i = 1, \ldots, n_k\). Finally, according Gaussian mechanism to obtain dataset \(\{\tilde{x}_k^i, k\}\), where

\[
\tilde{x}_k^i = x_k^i + 2C_p \ln(1/\delta) / \varepsilon \cdot (\eta_1, \ldots, \eta_p),
\]  

(4)

where \(\eta_i\) are i.i.d. variables \(\eta_i \sim \mathcal{N}(0, 1)\) and \(C_p \triangleq \max_{k \in \{1, 2\}, i \leq n_k} \|x_k^i\|_1\) is a constant depending on dimension \(p\).

From private GM, we can obtain some training data \(\{\tilde{x}_k^i, k\}\), \(k = 1, 2\), \(i = 1, \ldots, n_k\). Let \(n = n_1 + n_2\). Using these training data, the parameters \(\mu_k\) and \(\Sigma\) can be estimated by

\[
\hat{\mu}_k = \frac{1}{n_k} \sum_{i=1}^{n_k} \tilde{x}_k^i, k = 1, 2,
\]  

(5)

\[
\hat{\Sigma} = \text{diag}\left\{\frac{S_{k1}^2 + S_{k2}^2}{2}, j = 1, \ldots, p\right\},
\]  

(6)

where \(S_{kj}^2 = \frac{1}{(n_k-1)} \sum_{i=1}^{n_k} (\tilde{x}_{kj}^i - \bar{x}_{kj})^2\) is the sample variance of the \(j\)-th feature in class \(k\) and \(\bar{x}_{kj} = \frac{1}{n_k} \sum_{i=1}^{n_k} \tilde{x}_{kj}^i\).

When \(\hat{\mu}_k\) and \(\hat{\Sigma}\) are known, the Fisher linear discriminant rule

\[
\delta_n(x) = (x - \mu)\Sigma^{-1}\alpha,
\]  

(7)

is the optimal classifier [15], where \(\mu = \frac{1}{2}(\mu_1 + \mu_2), \alpha = \mu_1 - \mu_2\). In practice, these parameters are unknown and replaced by their estimates (5)-(6). Thus, the standard LDA using an empirical version of (7) is defined as follows.

Definition 4. (LDA classifier [16]) The LDA classifier is defined as:

\[
\hat{\delta}_n(x) = (x - \hat{\mu})\hat{\Sigma}^{-1}\hat{\alpha},
\]  

(8)

where \(\hat{\mu} = \frac{1}{2}(\hat{\mu}_1 + \hat{\mu}_2), \hat{\alpha} = \hat{\mu}_1 - \hat{\mu}_2\).

From Definition 4, it shows that if \(\hat{\delta}_n(x) > 0\), which classifies sample \(x\) into class \(C_1\). Let us denote the parameter by \(\theta = (\mu_1, \mu_2, \Sigma)\), we define the following classification error.

Definition 5. (Classification Error) If we have a new observation \(x\) from class \(C_1\), then the classification error \(W(\hat{\delta}_n, \theta)\) of the LDA classifier is defined by

\[
W(\hat{\delta}_n, \theta) \triangleq P(\hat{\delta}_n(x) \leq 0 | x^k_i) = 1 - \Phi(\Psi),
\]  

(9)

where \(k = 1, 2, i = 1, \ldots, n_k\),

\[
\Psi = \frac{(\mu_1 - \hat{\mu})\hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_2)}{\sqrt{(\hat{\mu}_1 - \hat{\mu}_2)\hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_2)}}.
\]  

(10)
3. Theoretical Results

In this section, we first prove that with added noise, the error increases as the dimension increases. The intuition is that noise for different features can accumulate to cause large classification error. Then we focus on a criterion suitable for feature selection under DP to reduce dimension. Finally, we give an algorithm to realize our criterion for a dataset.

3.1. Impact of High Dimension Under DP

In this part, we first give an upper bound for the binary classification error. Without loss of generality, the sample data are assumed to be balanced.

Theorem 6. Suppose the training data comes from private GM (Definition 2) and \(n_1 = n_2\). In addition, assume \(\log p = o(n), n = o(p)\). Then the classification error \(W(\hat{\delta}_n, \theta)\) is bounded by

\[
W(\hat{\delta}_n, \theta) \leq 1 - \Phi\left(\frac{(1 + o_p(1)) \Gamma}{2 \left[ \frac{\epsilon^2}{\delta^2} + (1 + o_p(1)) \Gamma \right]}\right), \tag{11}
\]

where \(\delta, \epsilon, C_p\) are defined in (4), respectively; \(\alpha = \mu_1 - \mu_2\) and \(\mu_1, \mu_2\) are the per-class mean vectors; \(o_p(1)\) is a variable decreasing when \(p \to \infty\);

\[
\Gamma = \frac{\sum_{j=1}^{p} \alpha_j^2}{\sigma_j^2 + (2C_p \ln(1/\delta)/\epsilon)^2}, \tag{12}
\]

where \(\alpha_j\) is \(j\)-th of \(\alpha\) and \(\sigma_j^2\) is defined in (3).

Remark 1. The condition \(\log p = o(n), n = o(p)\) means that \(n\) grows much slower than \(p\) while \(\log p\) grows much slower than \(n\). It is one of the common assumptions to study the high dimensional learning with low sample size [24].

Let \(\tau \triangleq \ln(1/\delta)/\epsilon\) and \(p \to \infty\), we derive an upper bound for \(\Gamma\) defined in (12).

\[
\Gamma < \frac{\sum_{j=1}^{p} \alpha_j^2}{(2C_p \ln(1/\delta)/\epsilon)^2} \leq \frac{1}{\tau^2} \frac{\sum_{j=1}^{p} |\alpha_j|^2}{\max_{a \leq n_1, b \leq n_2} \|x_a^1 - x_b^2\|_1^2} \leq \frac{1}{\tau^2} \frac{\sum_{j=1}^{p} |\alpha_j|^2}{(n^2 \sum_{i=1}^{p} |\alpha_i|^2)} \leq \frac{1}{\tau^2},
\]

where the second inequality due to the definition of \(C_p\). Since \(C_p\) is the largest norm of data, the norm of distance between two classes should not be huger than \(2C_p\). The third inequality caused by the maximum distance between two classes is no less than the distance of true means of each class with probability 1, i.e.,

\[
P\left(\max_{a \leq n_1, b \leq n_2} \|x_a^1 - x_b^2\|_1 \geq \sum_{j=1}^{p} |\alpha_j|\right) \Rightarrow 1.
\]

Thus, \(\Gamma\) can be controlled by an upper-bound without \(p\).

Remark 2. We can see two aspects from this theorem. First, for fixed noise with given \(\epsilon, \delta\), when \(p \to \infty\), denominator in the right side of (11) towards infinity. Thus the classification error is

\[
W(\hat{\delta}_n, \theta) \to 1 - \Phi(O\left(1\sqrt{\frac{1}{p}}\right)) \to \frac{1}{2}, \tag{13}
\]

where \(O(d)\) means that it grows at the order of \(d\). According to (13), it shows the LDA classifier with high dimension performs nearly the same as random guessing, which is similar to the result in [9].

However, when we consider perturbation in (11) with fixed \(p\) and \(n\). When \(\epsilon\) and \(\delta\) decrease to 0, i.e., \(\tau \to \infty\), which means the noise is large enough. Thus the classification error is

\[
W(\hat{\delta}_n, \theta) \to 1 - \Phi(O\left(\frac{1}{\sqrt{p\tau}}\right)) \to \frac{1}{2}. \tag{14}
\]

Compared (15) with (13), it reveals that the larger noise can speed up the rate of model degradation.

So far we have analysis the impact of dimensionality on binary classifications. In the appendix, we have extended the results for multi-class classification.

From Theorem 6 and the Remark 2, it shows that the larger model with high dimension leads to lower classification accuracy under DP theoretically. To trade off the classification accuracy and privacy-preserving, we use the feature selection technique to reduce the dimension of large model since Theorem 6 shows accuracy is about \(\Gamma\) and thus about dimension \(p\). Experiment of this theorem will be listed in experiment part.

3.2. Feature Selection

In this subsection, we use filter feature selection methods, which assign a score (often a statistical measure) to each feature. One typical statistical measure is t-statistics [17], which is defined as follows

\[
T_j = \frac{\bar{x}_{1j} - \bar{x}_{2j}}{\sqrt{S_{1j}/n_1 + S_{2j}/n_2}}, j = 1, \cdots, p, \tag{16}
\]

where \(\bar{x}_{kj}\) and \(S_{kj}\) are defined in (5). After computing the values of t-statistic for each feature, we sort these values in descending order and select the important feature. Moreover, under the DP setting, we hope the feature selection result is independent of the perturbation.
When there exists a significant difference between the means of two classes, t-statistic can perform well for finding important features. However, when we add noise to the data, the selected feature using t-statistic is susceptible to perturbation, since the formulation of t-statistic relies on sample variance. Specifically, according to the definition of $S_{k,j}$ defined in (5), we calculate the expectation of $\hat{\Sigma}$ as $E(\hat{\Sigma}) = \Sigma + (2C_p \ln(1/\delta)/\epsilon)^2 * I_p$. It shows that the DP budget $\epsilon$ and $\delta$ can influence the value of t-statistic. Here we also give an example to show it.

**Example 1.** Consider a binary classification problem based on private GM (Definition 3). The variance and mean vector set $\Sigma = \text{diag}(1, 10)$ and $\mu_1 = [0, 0]$ $\mu_2 = [5, 10]$ (Fig.2a), respectively. We sample $n_1 = n_2 = 200$ for each class.

Firstly, if we use the clean data without adding noise in private GM, the value of t-statistic, $D = \mu_2 - \mu_1$, $S_1^2$ and $S_2^2$ are calculated as the following table.

| feature | 1   | 2   |
|---------|-----|-----|
| $D$     | 5   | 10  |
| variance| 1   | 10  |
| t-statistics | 50  | 3.62 |

The above table shows that feature 1 has a bigger t-statistics, thus we select feature 1 if we only require one feature.

Secondly, when we add noise with DP budget of $\epsilon = 3$ in private GM (Fig.2b), the results are presented as follows:

| feature | 1   | 2   |
|---------|-----|-----|
| $D$     | 5   | 10  |
| variance perturbed | 10  | 19  |
| t-statistics | 15.82 | 22.94 |

Thus feature 2 is a better result to be selected.

This example shows the best feature or the sort of t-statistic is not stable to perturbation, which means a small noise on data may create a new rank and it is harmful for feature selection in DP. However, numerator of t-statistics is stable since $E(\hat{\mu}_k) = \mu_k$ regardless of perturbation (see the first row of the above tables). It suggests us to consider the following distance criterion for selecting the important feature.

**Definition 7.** Distance criterion is defined as follow:

$$\hat{D}_j = \hat{x}_{1j} - \hat{x}_{2j},$$  \hspace{1cm} (17)

where $\hat{x}_{kj}$ is the average of class $k$, feature $j$.

This is a stable criterion since $E(\hat{D}) = \mu_1 - \mu_2$ whether the data has noise or not. Next, we give a theorem to show that the proposed distance criterion can distinguish those useful features with probability one.

**Assumption 1.**

1. Assume that distance vector $\alpha = \mu_1 - \mu_2$ is sparse and without loss of generality, only the first $s$ entries are nonzero.
2. Assume that the elements of both diagonal matrices $\Sigma_1$ and $\Sigma_2$ are bounded with upper bound $v$.

In high dimension learning with low size data, sparsity is always a consideration [13]. Also, variance is normal to be seen as finite, otherwise, estimation of variance will not be close to true value with a low size of data.

The following theorem describes that all important features can be selected by distance criterion. Recall that $n = n_1 + n_2$ and $\hat{n}_k$ represents sample size of class $k$. 
Theorem 8. Let $c_1 \leq n_1/n_2 \leq c_2$, $s$ be a value such that 
\log(p - s) = o(n^\gamma)$ and $\log s = o(n^{3\gamma/2} - n^{\beta_2})$, for some 
$\beta_2 \to \infty$ and $0 < \gamma < 1/2$. Suppose that \[ \min_{j=1,\ldots,p} |a_j| = \gamma \beta_2. \]
Then under Assumption 1, for $y = c\gamma^{(\gamma-1)/2}$ with $c$ some positive constant, we have
\[
P \left( \min_{j \leq s} |\hat{D}_j| \geq y \quad \text{and} \quad \max_{j > s} |\hat{D}_j| < y \right) \to 1. \tag{18}
\]

Remark 3. From Theorem 8, we observe that the proposed distance criterion can distinguish the non-zero feature with probability one. When these important features are selected, then the dimension can be reduced. Thus, combining with Theorem 6, classification accuracy and privacy-preserving can be traded off by feature selection.

3.3. DP Feature Selection Algorithm (DFS)

Based on the proposed distance criterion, we design an integral algorithm to select the important feature under DP.

Algorithm 1: DP Feature Selection Algorithm

1. **Input:** $[X_{11}, ..., X_{1n}]$ and $[X_{21}, ..., X_{2n}]$
2. Calculate average of features: $\tilde{\mu}_1 = [a_{11}, ..., a_{1p}]$
3. Calculate distance of features: $D = |\tilde{\mu}_1 - \tilde{\mu}_2|$
4. Rank features with distance: $X_r = [X_{11}, ..., X_{1p}, ..., X_{n1}, ..., X_{np}]$
5. Cut the first $m$ features: $X_c = [X_{11}, ..., X_{1[m]}], ..., [X_{n1}, ..., X_{n[m]}]$
6. Calculate the maximum norm in $X_c$: $\max_{i \leq n, X_c \in X_c} \|X_i\|_1$
7. Generate noise: $n \times m$ matrix $\varepsilon$ with i.i.d. $\varepsilon_{ij} \sim N(0, 2N_{max}(1/\delta)/\epsilon)$
8. Add noise to feature: $X = X_c + \varepsilon$
9. **Output:** feature with noise $X$, Label

Since we clip feature from $p$ to $m$ ($m < p$), $C_p$ and $p$ in Theorem 6 will become smaller, thus classification error would be reduced.

Remark 4. This algorithm bases on our private GM. When we consider a neural network with inputs of image and text which are not vectors, we will use their latent layer of a neural network as features to utilize our algorithm.

4. Experiment

In this section, we check our theoretical results by performing experiments on multiple common datasets, including synthetic data, RCV1 [19] and CIFAR-10. For all DP-mechanism, choose normal distribution and set $\delta = 0.0001$. Then for different data set, we choose different DP budget of $\epsilon$ to protect the data.

4.1. Synthetic Data

For synthetic data, consider two high dimensional Gaussian distributions $\mathcal{N}(\mu_0, \Sigma_0)$ and $\mathcal{N}(\mu_1, \Sigma_1)$, where $\Sigma_k = diag(a_{k1}, ..., a_{kp})$ with $p = 3000$ and $a_{kj} \sim \exp(0.1)$. In addition, $\mu_0 = 0 \in \mathbb{R}^p$, $\mu_1$ is a $(1 - c)\delta_0 + \frac{1}{2}\epsilon \exp(-2|x|)$, where $\delta_0$ means equals to 0 and $c = 0.88$.

Using the GM parameters above, we generate 30 training data and 200 testing data for each class. To protect privacy, we add some Gaussian noise with $\epsilon = 5$ and $\epsilon = 10$ to all data except labels basing on private GM (Definition 3). The LDA classifier is used to separate these two classes. Fig. 3 presents the test accuracy.

In Fig.3, we observe that the proposed algorithm performs well in feature selection under different noise levels. In noiseless condition, the performance of feature selection and without feature selection is the same. However, within 20 features selected by DFS, our algorithm converges to 0 test error while feature without selection needs more than 1000 features. Moreover, DFS can select features to maintain the best accuracy for more than 500 features. Also, without feature selection, result is not smooth since some perturbing data influence the performance.

In Fig.4a, a comparison of proposed algorithms with t-statistic in terms of test error has been presented. It shows that the increase of dimension leads to the decrease of performance, which is consistent with Theorem 6. However, the curve of the proposed method is below that of t-statistic, thus the proposed method can reduce the influence of high dimension. Since the larger $\epsilon$ means the smaller noise, Fig. 4b shows the test error decreasing with the increasing the $\epsilon$ while the proposed method can reduce the test error much more. In addition, in both figures, our curves maintain parallel for a long time, which means the proposed method is more resilient to dimension increasing and noise accumulation.
Figure 4. Results for the numerical dataset. The left figure shows that our DFS maintains stable for $p < 30$ while t-statistic climbing all the time. Right shows that for fixed $p$, comparing with t-statistic, DFS obtain higher accuracy with the same DP budget $\epsilon$.

Figure 5. Results for RCV1. The left figure shows when the dimension of feature comes to 9, both algorithm reaches the best accuracy while DFS gets 0.06 test error. Right shows for DP budget $\epsilon$ from 1 to 6, test error of DFS is much smaller than that of t-statistic.

4.2. RCV1

RCV1 dataset contains over 800,000 manually categorized news-wire stories labeled with news category, embedding into 47236 features. So we can regard it as features after extractor. Then we set it into a binary classification problem by choosing random 2 classes and draw 40 data each for training and 200 for the test.

For Fig.5a and Fig.5b, it also shows the test error of DFS is smaller than that of t-statistic. It is convinced that our algorithm can outperform traditional selection methods by t-statistic in the DP condition. Thus the proposed method provides a solution for the issue in the introduction.

4.3. CIRAR-10

Recall our original problem in the introduction that ResNet50 draws back more due to noise accumulation, our selection rule helps to reduce this tendency. (Algorithm for multiple classes and details in this experiment is listed in the appendix.)

In this experiment, we use the last but one layer data of ResNet training by DP-SGD setting $\epsilon = 5$ to represent the input data in our algorithm. For a fair comparison, since ResNet18 has 512 features, we select 512 features from 2048 in ResNet50. Then we use multi-layer perceptrons (MLP) to train it with SGD without noise.

In Table 1, beyond that our algorithm can raise accu-
racy for ResNet50, we also show that our method is better than the classic approaches which consider variance like t-statistics.

**Table 1.** Result for features on CIRAR-10 with ResNet18/50 under DP condition. We select 512 features from ResNet50 by DFS, then we see ResNet50 performs better than ResNet18. But the test accuracy of ResNet50 by t-statistics is less than ResNet18.

| Model                  | Min  | Max  | Median |
|------------------------|------|------|--------|
| ResNet50               | 75.5 | 79.2 | 77.0   |
| ResNet18               | 83.6 | 85.3 | 84.5   |
| ResNet50+t-statistic   | 78.4 | 81.3 | 80.1   |
| ResNet50+DFS           | **84.8** | **86.4** | **85.7** |

5. Conclusions

This paper has studied the phenomenon that larger models cause lower classification accuracy under DP. To illustrate our idea, we have considered a simple Gaussian model for analysis. When noise or dimension tends to infinity, the classifier using all features performs nearly the same as random guessing. Hence it is necessary to find a robust distance criterion to reduce the dimension of the model. Theoretically, we have proved that the important features can be selected with probability one. Finally, we have proposed a DFS algorithm to trade off the classification accuracy and privacy-preserving. Simulation reveals that the proposed DFS algorithm enjoys better performance on real data. A future direction is to analyze the impact of the dimensionality under DP in a more realistic model.
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Supplementary Material

A. Appendix

A.1. DP-SGD CNN for MNIST

In this experiment, we use CNN for about 26k parameters and 52k parameters by widening layers to train on MNIST using DP-SGD. The result is similar comparing with the introduction that models with more parameters perform worse.

![Figure 6. Accuracy for CNN using 52k parameters after DP-SGD](image)

This also shows that both width and depth of neural network would influence accuracy, leading to problem towards dimension.

A.2. Proof of Theorem 6

Before proof, we agree that character with hat is observation in this proof and truth value without hat.

Proof. First, since for normal distribution, if we have \( x \sim \mathcal{N}(a, b) \) and \( y \sim \mathcal{N}(c, d) \), assume \( x \) and \( y \) are independent, then

\[
x + y \sim \mathcal{N}(a + c, b + d)
\]

Thus data with perturbation can regard as a new data set. We will show result with new \( \Sigma \equiv \Sigma + \sigma^2 \cdot I_p \). Also, we define \( \epsilon_{ij} \) is the bias for data i and feature j from true means, \( S_j \) is average estimation variance for feature j and \( \hat{\epsilon}_{kj} \) is the average bias for class k and feature j.

For estimation \( \hat{\Sigma} \), we have following inequality:

\[
P \left( \max_{j=1, \cdots, p} |S_j^2 - \sigma_j^2| > \varepsilon \right) \leq \sum_{j=1}^p P \left( |S_j^2 - \sigma_j^2| > \varepsilon \right) \leq \sum_{j=1}^p P \left( \left| \frac{1}{n} \sum_{i=1}^n (\hat{\epsilon}_{ij} - \sigma_j^2) \right| > n\varepsilon \right) \equiv I_1.
\]

It follows from Bernstein’s inequality that

\[
P \left( \left| \frac{1}{n} \sum_{i=1}^n (\hat{\epsilon}_{ij} - \sigma_j^2) \right| > n\varepsilon \right) \leq 2 \exp \left( \frac{-c}{2} \frac{n^2\varepsilon^2}{\sum_{j=1}^p \sigma_j^2} \right),
\]

where \( c \) is the parameter for Bernstein’s inequality.

Since \( \log p = o(n) \), when \( p \to \infty, n \to \infty \). So \( I_1 = o_p(1) \). Thus \( P \left( \max_{j=1, \cdots, p} |S_j^2 - \sigma_j^2| > \varepsilon \right) \to 0 \). So \( \hat{\Sigma} = (1 + o_p(1))\Sigma \).

Then we back to definition of classification error, since we assume \( \Sigma \) is already a diagonal matrix, after simplification, it can be written in form \( W(\delta, \beta) = 1 - \Phi(\Psi) \) where

\[
\Psi \geq \frac{(\mu_1 - \hat{\mu})\hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_2)}{\sqrt{(\mu_1 - \hat{\mu}_2)(\mu_1 - \hat{\mu}_2)}} (1 + o_p(1)),
\]

Since \( \hat{\Sigma} = (1 + o_p(1))\Sigma \), \( \hat{\Sigma}^{-1} = (1 + o_p(1))\Sigma^{-1} \).

For numerator, we have

\[
(\mu_1 - \hat{\mu})\hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_2) = \frac{1}{2} \alpha \hat{\Sigma}^{-1}\alpha
\]

\[
- \frac{1}{2} (1 + o_P(1)) \sum \frac{\hat{\epsilon}_{ij}^2}{\sigma_j^2} + \frac{1}{2} (1 + o_P(1)) \sum \frac{\epsilon_{ij}^2}{\sigma_j^2}.
\]

The third term is in the same form with fourth, so they vanish.

For denominator, it is complicated, but in the same way.

\[
(\hat{\mu}_1 - \hat{\mu}_2)\hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_2) = \alpha \Sigma^{-1}\alpha + \sum \alpha_j \frac{\hat{\epsilon}_{ij}^2}{\sigma_j^2}
\]

\[
+ \sum \frac{(\hat{\epsilon}_{ij} - \hat{\epsilon}_{ij})^2}{\sigma_j^2}
\]

\[
= \alpha \Sigma^{-1}\alpha + \sum \alpha_j \frac{\epsilon_{ij}^2}{\sigma_j^2} (\hat{\epsilon}_{ij} - \hat{\epsilon}_{ij})
\]

\[
+ \sum \frac{(\hat{\epsilon}_{ij} - \hat{\epsilon}_{ij})^2}{\sigma_j^2}
\]
The third term is with distribution \(\hat{\epsilon}_{ij} - \hat{\epsilon}_{2j} \sim \mathcal{N}(0, (4/n)\sigma_j^2)\). In term, it need to divide \(\sigma_j^2\), so it converges to \(4/n\).

\[
\sum \frac{(\hat{\epsilon}_{ij} - \hat{\epsilon}_{2j})^2}{\sigma_j^2} \overset{\text{p}}{\to} \frac{4p}{n}
\]

Then the second term is the same. \(\alpha_j / n \hat{\epsilon}_{2j} \sim \mathcal{N}(0, (4/n)\sigma_j^{-2}\alpha_j)\). Then as variance is \(o_p(1)\), so the whole term is in the order of \(o_p(1)/\sigma^{-1}\).

Finally, together above result, we can complete our proof. \(\square\)

### A.3. Multi-class private GM

In this section, we extend the binary private GM model to multi-class model. Let us define the multi-class private GM as follows.

**Definition 9.** (Multi-class Private GM) For K-class private GM, let \(\mu_k \in \mathbb{R}^p\), \(k = \{1, \ldots, K\}\), be the per-class mean vector and

\[
\Sigma \triangleq \text{diag}(\sigma_1^2, \ldots, \sigma_p^2)
\]

be the variance parameter. \((\epsilon, \delta)-private\) Gaussian mixture model is defined by the following distribution over \((\hat{\epsilon}_k, k) \in \mathbb{R}^p \times \{1, \ldots, K\}\): First, draw a label \(k\) from \(\{1, \ldots, K\}\) uniformly at random, then sample the data point \(x_k \in \mathcal{N}(\mu_k, \Sigma)\). Then we get a non-private dataset \(\{x_k, k\}, k = \{1, \ldots, K\}, i = 1, \ldots, n_k\) where \(n_k\) is sample size of label \(k\). Finally, according Gaussian mechanism to obtain private dataset \(\{\hat{x}_k, k\}\), where

\[
\hat{x}_k = x_k + 2C_p \ln(1/\delta)/\epsilon \cdot (\eta_1, \ldots, \eta_p),
\]

where \(\eta_i\) are i.i.d variables \(\eta_i \sim \mathcal{N}(0, 1)\) and \(C_p \triangleq \max_{k \in \{1, \ldots, K\}, i \leq n_k} \|x_k\|_2\) is a constant depending on dimension \(p\).

Similar to definition for private GM, estimation of parameters above is

\[
\hat{\mu}_k = \frac{1}{n_k} \sum_{i=1}^{n_k} x_k \hat{x}_k, k \in \{1, \ldots, K\},
\]

\[
\hat{\Sigma} = \text{diag} \left\{ \sum_{k=1}^{K} \frac{S_{kl}^2}{K} \right\}, l = 1, \ldots, p
\]

where \(S_{kl}^2 \triangleq \frac{1}{(n_k - 1)} \sum_{i=1}^{n_k} (\hat{x}_{kl} - \bar{x}_{kl})^2\) is the sample variance of the \(l\)-th feature in class \(k\) and \(\bar{x}_{kl} = \frac{1}{n_k} \sum_{i=1}^{n_k} \hat{x}_{kl}\).

For binary model, a point \(x\) is labeled 1 if the fisher classifier satisfies

\[
(x - (\hat{\mu}_1 + \hat{\mu}_2)/2)\hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_2) > 0.
\]

Rewriting the form above, it is equivalent to

\[
(x - (\hat{\mu}_1 + \hat{\mu}_2)/2)\hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_2) > (x - (\hat{\mu}_1 + \hat{\mu}_2)/2)\hat{\Sigma}^{-1}(\hat{\mu}_2 - \hat{\mu}_2) > 0
\]

Thus it can be defined as the maximum of \((x - \hat{\mu}_i/2)\hat{\Sigma}^{-1}\hat{\mu}_i (i \in \{1, 2\})\). So we define multi-class LDA as follow.

**Definition 10.** **(Multi-class LDA classifier)** [20] For a K-class classification with means \(\{\mu_1, \ldots, \mu_k\}\) and the same variance \(\Sigma\), a LDA classifier is defined for a new point \(x\) as

\[
\hat{Y} = \arg \max_{i \in \{1, \ldots, K\}} (x - \hat{\mu}_i/2)\hat{\Sigma}^{-1}\hat{\mu}_i
\]

where \(\hat{Y}\) is predicted label.

The next theorem is about classification error for any classes more than 1. In this theorem, we prove that general classification error of multi-class LDA classifier for a point from class \(m\), which defined as

\[
\mathbb{W}(\delta_x, \theta) \triangleq P(\hat{\delta}_n(x) \neq m | \hat{x}_k, k \in \{1, \ldots, K\}, i = 1, \ldots, n_k),
\]

will increase with perturbation and dimension accumulating. In simple, we rewrite condition \(\hat{x}_k, k \in \{1, \ldots, K\}, i = 1, \ldots, n_k\) as \(\{X\}\).

**Theorem 11.** for K-class problem with sample size \(n_i = n_i, i, j \in \{1, \ldots, K\}\), \(\sum_i n_i = n\) with dimension \(\log(p) = o(n)\) and \(n = o(p)\) classification error for class \(m\) is bounded as

\[
\mathbb{W}(\delta_x, \theta) \leq 1 - \prod_{i \neq m, 1 \leq i \leq K} \Phi \left( \frac{(1 + o_p(1)) \Gamma_i}{\sqrt{\frac{4K}{2n} + (1 + o_p(1)) \Gamma_i}} \right)
\]

where

\[
\Gamma_i \triangleq \sum_{j=1}^{p} \frac{\alpha_{ij}^2}{\sigma_j^2 + (2C_p \ln(1/\delta))/\epsilon)^2}
\]

and \(\alpha_{ij}\) is the \(j\)-th of \(\hat{\mu}_i - \hat{\mu}_j, \sigma_j\) in definition9 and 21.

**Proof.** Proof by contradiction, if there exists another class \(m_0\) which point \(x\) should be in \(m_0\) in binary LDA classification with \(m\), then we have:

\[
(x - (\hat{\mu}_m + \hat{\mu}_{m_0})/2)\hat{\Sigma}^{-1}(\hat{\mu}_m - \hat{\mu}_{m_0}) < 0,
\]

which equivalently to inequality

\[
(x - \hat{\mu}_{m_0}/2)\hat{\Sigma}^{-1}\hat{\mu}_{m_0} > (x - \hat{\mu}_m/2)\hat{\Sigma}^{-1}\hat{\mu}_m
\]
with the same transformation of (A.3). Since class m is not the largest \((x - \bar{\mu}_m/2)/\Sigma^{-1}\mu_i\), this situation is not legal for a correct classification.

Thus it can be represented by K-1 events,

\[
\kappa_i = \{ (x - (\hat{\mu}_m + \bar{\mu}_i)/2)/\Sigma^{-1}(\hat{\mu}_m - \bar{\mu}_i) > 0 \}.
\]

In simplified form, \(1 - W(\hat{\delta}_n, \theta)\) can be written as

\[
P(\delta_n(x) = m|X) = P(\kappa_1, \ldots, \kappa_K|X) = P(\kappa_1|X)P(\kappa_2|\kappa_1, X) \ldots P(\kappa_{m-1}|\kappa_1, \ldots, \kappa_{m-2}, X) \ast P(\kappa_{m+1}|\kappa_1, \ldots, \kappa_{m-1}, X) \ldots P(\kappa_K|\kappa_1, \ldots, \kappa_{m-1}, \kappa_{m+1}, \ldots, \kappa_{K-1}, X).
\]

Since \(\mu_k\) is drawn independently, conditions in probability can be removed. Thus

\[
P(\delta_n(x) = m|X) = \prod_{1 \leq i \leq K, i \neq m} P(\kappa_i|X).
\]

Together with binary LDA classifier in Theorem 6, we can conclude that

\[
P(\delta_n(x) = m|X) \geq \prod_{i \neq m, 1 \leq i \leq K} \Phi \left( \frac{(1 + a_p(1)) \Gamma_i}{2 \sqrt{\frac{4Kp}{2n} + (1 + a_p(1)) \Gamma_i}} \right).
\]

It completes the proof.

This theorem shows in multi-class problem, our remark holds that with dimension and perturbation increasing, performance of classifier will decrease and drops to \(\frac{1}{\sqrt{2\pi}}\).

**A.4. Lemma 2**

[2] Let \(n = n_1 + n_2\). Assume that there exist \(0 < c_1 < c_2 < 1\) such that \(c_1 \leq n_1/n_2 \leq c_2\). Let

\[
\bar{T}_j = T_j - \frac{\mu_{ij} - \mu_{j}}{\sqrt{s_{ij}^2/n_1 + s_{ij}^2/n_2}}.
\]

Then for any \(x \equiv x(n_1, n_2)\) satisfying \(x \to \infty\) and \(x = o\left(n^{1/2}\right)\),

\[
\log P\left( \bar{T}_j \geq x \right) \sim -x^2/2, \quad \text{as} \quad n_1, n_2 \to \infty
\]

If in addition, if we have \(E |Y_{1ij}|^3 < \infty\) and \(E |Y_{2ij}|^3 < \infty\), then

\[
P\left( \bar{T}_j \geq x \right) = 1 + O(1)(1 + x)^3 n^{-1/2} d^3, \quad \text{for} \quad 0 \leq x \leq n^{1/6}/d
\]

where

\[
d = \left( E |X_{1ij}|^3 + E |X_{2ij}|^3 \right) / \left( \text{var}(X_{1ij}) + \text{var}(X_{2ij}) \right)^{3/2}
\]

and \(O(1)\) is a finite constant depending only on \(c_1\) and \(c_2\).

**A.5. Proof of Theorem 8**

**Proof.** First, since we consider Gaussian distribution, so lemma 2 is always tenable in below proof, we will use it directly.

Second, take into two parts. a) First, we check probability \(P(\max_{j > s} |D_j| > x)\). For any probability, it is clear that

\[
P\left( \max_{j > s} |D_j| > x \right) \leq \sum_{j = s+1}^p P\left( |D_j| \geq x \right).
\]

With lemma 2 and the max variance bounded after normalization, we can infer that

\[
P(\max_{j > s} |D_j| > \sqrt[2n]{x}) \leq (1 - \Phi(x)) \left( 1 + C(1 + x)^3 n^{-1/2} d^3 \right)
\]

with 

\[
d = \left( E |Y_{1ij}|^3 + E |Y_{2ij}|^3 \right) / \left( \sigma_{1j}^2 + \sigma_{2j}^2 \right)^{3/2}.
\]

Since \(|T_j|\) obtain following inequality:

\[
|T_j| = \frac{|D_j|}{\sqrt{s_{1j}^2/n_1 + s_{2j}^2/n_2}} \geq |D_j|/\sqrt{n_1 n_2} \geq \sqrt{n} |D_j|.
\]

Also, with normal distribution

\[
1 - \Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-x^2/2} dx < \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-xy/2} dy,
\]

we can give that

\[
1 - \Phi(x) \leq \frac{1}{\sqrt{2\pi}} \frac{1}{x} e^{-x^2/2}
\]

This together with the symmetry of \(D_j\) gives

\[
P(\max_{j > s} |D_j| > \sqrt[2n]{x}) \leq 2 \frac{1}{\sqrt{2\pi}} x e^{-x^2/2} \left( 1 + C(1 + x)^3 n^{-1/2} d^3 \right).
\]

Combining the above inequality, we have

\[
\sum_{j > s} P(\max_{j > s} |D_j| > \sqrt[2n]{x}) \leq 2 \frac{1}{\sqrt{2\pi}} x e^{-x^2/2} \left( 1 + C(1 + x)^3 n^{-1/2} d^3 \right).
\]

Since \(\log(p - s) = o{(n^\gamma)}\) with \(0 < \gamma < 1/3\), if we let \(x = cn^{1/2}\), that is \(y = cvn^{(\gamma-1)/2}\), then

\[
\sum_{j > s} P(\max_{j > s} |D_j| > y) = n^{\gamma-1/2}.
\]

So we can draw that

\[
\sum_{j > s} P(\max_{j > s} |D_j| > y) \to 0.
\]

This equality yields

\[
P\left( \max_{j > s} |D_j| > y \right) \to 0.
\]
b) Then we consider \( P(\min_{j \leq s} |D_j| \leq y) \). Notice that when \( j \leq s \), \( \alpha_j = \mu_{1j} - \mu_{2j} \neq 0 \). So also with lemma 2, we define \( \tilde{D}_j = D_j - \alpha_j \), it is same like a)

\[
P\left( \max_{j \leq s} |\tilde{D}_j| > \frac{y}{\sqrt{n}} \right) \rightarrow 0. \tag{25}
\]

For addition, there is an inequality

\[
y > \min_{j \leq s} |D_j| = \min_{j \leq s} |\tilde{D}_j + \alpha_j| \geq \min_{j \leq s} |\alpha_j| - \max_{j \leq s} |\tilde{D}_j|.
\]

So in probability

\[
P\left( \min_{j \leq s} |D_j| \leq y \right) \leq P\left( \max_{j > s} |\tilde{D}_j| \geq \min_{j \leq s} |\alpha_j| - y \right).
\]

Then with all assumption above and some \( \beta_n \rightarrow \infty \)

\[
\min_{j \leq s} |\alpha_j| - y = vn^{-\gamma} \beta_n - 2cvn^{(\gamma-1)/2} \geq y.
\]

Together with (25), b) is established. Combination two parts complete the theorem.

\[\Box\]

A.6. Means of \( \mu_1 \) in toy experiment

Fig. 7 is a bar figure of our \( \mu_1 \) in toy experiment. We can see most of the features are sparse.

![Figure 7. Distance of different classes for all features in synthetic data](image)

A.7. Multiple class criterion

For LDA’s classifier, we consider in binary classification. But our approach can be generalized to multiple classification. We list changed algorithm in CIFAR-10 part.

### Algorithm 2: DP Feature Release Algorithm with \( K \) classes

1. **Input:** \( \left[ [X_{11}],...,[X_{1n_1}] \right] \) to \( \left[ [X_{K1}],...,[X_{Kn_K}] \right] \)
2. Calculate average of features: \( \hat{\mu}_1 = [\hat{a}_{11},...,\hat{a}_{1p}] \) to \( \hat{\mu}_K = [\hat{a}_{K1},...,\hat{a}_{Kp}] \)
3. Calculate max distance of features: \( D_j = \max_{c,q \leq K} |\hat{\mu}_{ij} - \hat{\mu}_{cj}| \)
4. Rank features with distance: \( X_c = [[x_{11},...,x_{1p}],...,[x_{n1},...,x_{np}]] \)
5. Cut the first \( m \) features: \( X_c = [[x_{11},...,x_{1m}],...,[x_{n1},...,x_{nm}]] \)
6. Calculate the maximum norm in \( X_c \):

\[
N_{max} \triangleq \max_{1 \leq n, X_c \in X_c} \| X_c \|_1
\]
7. Generate noise: \( n \times m \) matrix \( \varepsilon \) with i.i.d.

\( \varepsilon_{ij} \sim \mathcal{N}(0, 2N_{max} \ln(1/\delta)/\epsilon) \)
8. Add noise to feature: \( \hat{X} = X_c + \varepsilon \)
9. **Output:** feature with noise \( \hat{X} \), Label

A.8. LDA classifier for CIFAR-10

![Figure 8. Results for CIFAR-10](image)

For LDA classifier on CIFAR-10, left Fig. 8a shows our curve is lower and smoother which means robustness with dimension increasing. Right Fig. 8b proves when \( \varepsilon \) is tiny, noise is large, DFS can perform over t-testing for more than 0.2 in test error.

A.9. Experiment for MNIST

![Figure 9. Results for MNIST](image)

Left Fig. 9a shows robustness similar to CIFAR-10 since curve is lower and smoother. Right Fig. 9b shows t-testing...
is susceptible to DP noise, even $\varepsilon = 10$ would cause error increasing.