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Abstract—We consider the problem of multi-choice majority voting in a network of \( n \) agents where each agent initially selects a choice from a set of \( K \) possible choices. The agents try to infer the choice in majority merely by performing local interactions. Population protocols provide a framework for designing pairwise interactions between agents in order to perform tasks in a coordinated manner. In this paper, we propose “Broadcasting Population Protocol” model as a counterpart model of conventional population protocols for the networks that each agent can send a message to all its neighbors simultaneously. We design two distributed algorithms for solving the multi-choice majority voting problem in the model of broadcasting population protocols. We prove the correctness of these algorithms and analyze their performance in terms of time and message complexities. Experiments show that the proposed algorithm improves both time and message complexities significantly with respect to previous algorithms proposed in conventional population protocols and they can be utilized in networks where messages can be transmitted to a subset of agents simultaneously such as wireless networks.

Index Terms—Population protocols, majority voting, distributed inference, gossip algorithms.

1 INTRODUCTION

Communication protocols can be categorized into two main groups [1]: shared-memory and message-passing. In shared-memory protocols, there exist memories which are shared among agents and they can write on these memories and read from to communicate with each other. In message-passing protocols, agents in a network communicate with each other by transmitting messages through channels. In multi-agent systems with limited resources, message-passing protocols can be further divided into three main models [2]: Beeping, Stone-age, and Population Protocols. In beeping models, agents transmit messages by sending beep signals in synchronous time slots. Thus, in each time slot, agents can send beep signals or be silent. In Stone-age model, agents are represented by finite state machines and they use rich size messages for communication but their memories are restricted to a limited capacity. In population protocols, agents are modeled as finite state machines with limited resources that interact in a pairwise manner to update their states. The goal is to compute a function globally in the network by performing pairwise interactions between agents. Recently, population protocols are considered as a mathematical model to discover the computational power of biological information processing systems such as chemical reaction networks [3] and gene regulatory networks [2]. In the literature of population protocols, several distributed algorithms have been proposed in the model of population protocols for various problems like leader election [4], [5], [6], [7], network size approximation and counting [8], [9], [10], [11], and majority voting [12], [13], [14], [15], [16], [17].

In the problem of distributed majority voting which is the main focus of this paper, agents have initial choices, and they interact with each other until their states converge to a choice which is in majority among initial choices. Due to limited resources of agents in population protocols, most of previous works have focused on designing automaton with small memory. In [12], Angluin et al. proposed a 3-state automaton for the problem of binary majority voting and showed that agents can approximately find the majority vote in the sense that with high probability, they reach consensus on the majority vote if the difference between number of supporters of the two choices is large enough. Later, Bénézit et al. [18] proposed an automaton with four states that can solve the problem of binary voting exactly. They also extended the idea in designing 4-state automaton to ternary and quaternary voting with 15 and 100 states, respectively [13]. For more than four choices, they also suggested to execute binary voting between any pair of choices in parallel which requires \( O(2^K(K-1)) \) number of states per agent where \( K \) is the number of choices. Salehkaleybar et al. [14] proposed Distributed Multi-Choice Voting/Ranking (DMVR) algorithm which reduces the number of states to \( O(K \times 2^{K-1}) \) for the problem of majority voting. In the proposed algorithm, the interaction between pair of agents is simply based on intersection and union operations. Moreover, the proposed algorithm is state-optimal for the problem of ranking. Later, Alistarh et al. [17] showed a trade-off between the number of states per agent and convergence time for the binary majority voting problem. In particular, the problem can be solved in time \( O(\log(n)/s + \log(n) \log(s)) \) where \( n \) and \( s \) are the number of agents and number of states per agent, respectively. Recently, Gasieniec et al. [15] designed an automaton with \( O(K^6) \) number of states to solve majority voting by running multiple binary voting algorithms in parallel.

In this paper, we first introduce “Broadcasting Population Protocol” model in which each agent can interact with all its neighbors simultaneously instead of only one of them as it is in conventional population protocol model. This model can be considered in networks where each agent can send its massage to all its neighbor simultaneously such as wireless networks.
transmitting signals in a wireless medium. Due to simple structure of interactions in the DMVR algorithm \[14\], we can adopt this algorithm for the broadcast setting which call it “Broadcast Distributed Multi-Choice Voting (B-DMV)” algorithm. Experiments show that the broadcast version of DMVR improves average running time significantly with respect to pairwise version. However, the number of transmitted messages in B-DMV is still close to the pairwise one. Thus, we propose two variants of B-DMV algorithm which improve both time and message complexities dramatically. We prove the correctness of these algorithms and analyze their performance in terms of time and message complexities. We also provide experiment results of the proposed algorithms for different network topologies and network sizes.

The rest of this paper is organized as follows. In Section 2, we present the model of broadcasting population protocols and describe B-DMV algorithm. We also provide the correctness of this algorithm. In Section 3, we propose two variants of B-DMV and show the correctness of these algorithms. In Section 4, we analyze time and message complexities of the proposed algorithms. We conduct experiments to evaluate the performance of the proposed algorithms in Section 5 and conclude in Section 6.

2 MODEL

2.1 Population Protocol

Consider a network of agents whose programs are identical and can be represented as a finite state machine. Let \(G = (V, E)\) be the graphical representation of the network where \(V = \{1, \ldots, n\}\) is the set of vertices (corresponding to the agents) and \(E \subseteq V \times V\) is the set of edges in which \((i, j) \in E\) if agent \(i\) can directly interact with agent \(j\). We denote the set of neighbors of agent \(i\) by \(N(i)\). The goal is to carry out a computation like leader election, consensus, or majority voting by merely local interactions.

In population protocol, agents initially get their input values from a specific set \(X\). Then by applying input function like \(I : X \rightarrow Q\), their initial states are obtained from their inputs where \(Q\) is the set of states in each agent. We represent the states of agents in a vector \(C = [q_1, \ldots, q_n]\) and call it “Configuration Vector” where \(q_i\) is the state of agent \(i\). We assume that there exists a scheduler which picks two neighbor agents at each time \(t\) to interact with each other. Suppose that agent \(i\) with state \(q_i\) and agent \(j\) with state \(q_j\) are selected to have an interaction. These two agents update their states to \(q'_i, q'_j\) respectively according to a transition rule like \(\delta : Q \times Q \rightarrow Q \times Q\). Thus \(i\)-th and \(j\)-th entries in the configuration vector are changed from \(q_i\) and \(q_j\) to \(q'_i\) and \(q'_j\), respectively. The execution of population protocol is an infinite sequence of configurations \(C_0, C_1, \ldots\) where \(C_0\) is the initial configuration vector and each \(C_{i+1}\) is obtained from \(C_i\) by just one pairwise interaction. During the execution, at each time \(t\), by applying the output function \(O : Q \rightarrow Y\) to the states of the agents, the outputs of agents can be obtained where \(Y\) is the set of outputs.

In population protocols, it is commonly assumed that the scheduler is fair. More specifically, for any configuration \(C'\) that can be obtained from a configuration \(C\) by a pairwise interaction, if configuration \(C\) is infinitely often appears in the execution, then the configuration \(C'\) should also appear infinite time in execution. Please note that this property is necessary for convergence of network. Otherwise, the scheduler can separate the network into two or more disjoint components such that there is no interaction between components. Herein, to have rigorous analysis of time and message complexities, it is assumed that each agent has a local clock which ticks according to a Poisson process with rate one. When a local clock of agent \(i\) ticks at time \(t\), it wakes up and selects one of its neighbors \(j \in N(i)\) randomly to interact with it. By this assumption, the fairness property of the scheduler is guaranteed.

In the next part, we introduce a new kind of population protocol model where agent interacts with all of its neighbors. In order to distinguish between the new model with conventional population protocol, we call the former and latter ones “Pairwise PP” and “Broadcasting PP”, respectively.

2.2 Broadcasting Population Protocol

In broadcasting PP, similar to pair PP, each agent applies input function in order to obtain its initial state. There exits a scheduler that picks one of the agents at each time to interact with all of its neighbors simultaneously. All agents involving in the interaction update their states according to a transition rule \(\delta^d_B : Q \times \cdots \times Q \rightarrow Q \times \cdots \times Q\) where \(d = |N(i)|\). Please note that for each value of \(d\), the specific transition rule \(\delta^d_B\) is considered. The configuration vector and an execution of broadcasting PP can be defined to the ones in pairwise PP similarly.

2.3 Problem Definition

Suppose that there are \(K\) different choices \(C = \{c_1, \ldots, c_K\}\) where each agent initially chooses one of them as its input. Let \(\#c_k\) be the number of agents that select the choice \(c_k\) and \(\rho_k \equiv \frac{\#c_k}{n}\). The goal in majority voting problem is to find the choice with the most number of supporters; i.e, finding the index \(k\) such that argmax\(_k\) \(\rho_k\).

In the following, we first describe DMVR algorithm \[14\] which can be utilized for solving majority problem in population protocol. Then we adopt this algorithm for broadcasting PP model and call it B-DMV algorithm.

2.4 Description of DMVR Algorithm

Assume that each agent \(i\) has a value set \(v_i\) and a memory set \(m_i\) which are denoted by \(v_i(t)\) and \(m_i(t)\) at time \(t\), respectively. At time \(t = 0\), both of these sets for each agent \(i\) are set to the choice that agent has chosen. For example if agent \(i\) chooses \(c_1\), then \(v_i(0) = \{c_1\}\) and \(m_i(0) = \{c_1\}\) (see Algorithm \[1\]). In each interaction, the value sets of agents \(i\) and \(j\) participating in the interaction are updated to the union and intersection of current value sets in these agents (see lines 4-7). Moreover, their memory sets are also set to their updated value sets if the size of corresponding value set in each agent is equal to one.

Example 1. In this example, we describe input function \(I\), output function \(O\), and transition function \(\delta\) for the population protocol of DMVR algorithm which solves binary majority voting.
More specifically, suppose that two agents the number of value sets of size one by performing union
{c} and memory set \{j\}. Furthermore, size one from the choices in minority and each value set is
will be decreased by two. This process continues until we
other, the number of value sets of size one in the network,
first phase, the value sets of different agents can only be
assume that the choice \(c\) is in the majority. At the end of the
process terminates until we
reach to a configuration in which there is no value set of
size one from the choices in minority and each value set is
a subset of all value sets with larger size \([14]\).

\[
\text{Consider the set of choices } X = \{c_1, c_2\}. \text{ The set of states is } Q = \{0, 1, 1^+, 1^-\} \text{ in which state 0 corresponds to value set } \emptyset \text{ and memory set } \emptyset, \text{ state 1 corresponds to value set } \{1\} \text{ and memory set } \{1\}, \text{ state 0}^+ \text{ corresponds to value set } \{0, 1\} \text{ or } \emptyset \text{ and memory set } \emptyset, \text{ and state 1}^+ \text{ corresponds to value set } \{0, 1\} \text{ or } \emptyset \text{ and memory set } \{1\}. \text{ The input function } I \text{ is applied to the input set as follows: } I : c_1 \rightarrow 0, c_2 \rightarrow 1. \text{ The four rows from the transition rule table (out of 16 possibilities) are: } (0, 1) \rightarrow (0^+, 1^+), (1, 0) \rightarrow (1^+, 0^+), (0, 0) \rightarrow (0, 0), \text{ and } (1, 1) \rightarrow (1, 1). \text{ At each time the output function } O \text{ can apply to the states of agents and it maps } 0, 0^+ \text{ to } c_1 \text{ and } 1, 1^+ \text{ to } c_2.

There exist two phases in the course of executing DMVR algorithm. In the first phase, the algorithm tries to reduce the number of value sets of size one by performing union and intersection operations between value sets of agents. More specifically, suppose that two agents \(i\) and \(j\) having value sets of size one, i.e., |\(v_i(t)\)| = |\(v_j(t)\)| = 1, and \(v_i(t) \neq v_j(t)\). If at time \(t\) these two agents interact with each other, the number of value sets of size one in the network, will be decreased by two. This process continues until we reach to a configuration in which there is no value set of size one from the choices in minority and each value set is a subset of all value sets with larger size \([14]\). Furthermore, all the subsequent configurations have the above mentioned property. For example, consider two choices \(c_1\) and \(c_2\) and assume that the choice \(c_1\) is in the majority. At the end of the first phase, the value sets of different agents can only be \(\{\emptyset\}, \{c_1\}, \{c_2\}\). Due to the fact that \(\emptyset \subset \{c_1\} \subset \{c_1, c_2\}\), the union and intersection operation does not produce any new value set. In the second phase, the remaining value sets of size one for the majority will be spread through the network by updating memories of agents. Please note that updating value sets and memories are performed in parallel, but when all of the value sets of choices in minority are eliminated, the true answer will be only disseminated among agents’ memories in the second phase.

3 Description of B-DMV Algorithm

In this section we first describe a naive solution called B-DMV algorithm in order to adopt DMVR algorithm to
Broadcasting PP model. Experiments show that B-DMV improves average runtime while number of transmitted message does not improve considerably with respect to pairwise version. Therefore, we propose two modified versions of B-DMV algorithm and prove the correctness of these algorithms. Furthermore, we analyze their time complexities by mean-field theorem and show that the proposed algorithms improve the time and message complexities significantly.

3.1 B-DMV Algorithm

When an agent \(i\) wakes up, it gathers the value sets of all its neighbors, \(N(i)\). Then, it consolidates the value sets as follows: First, it counts the number of occurrence of each choice \(c_k\) in all the received value sets which is denoted by \(n_k\). Then it constructs a new temp value set containing choices with \(n_k > 0\). Then it decreases all these \(n_k's\) by one and send the temp value set to one of its neighbor agents that have not already received a new value set, randomly. It continues this procedure until all agents in \(N(i) \cup \{i\}\) received their value sets. As it has been mentioned before, interactions in broadcasting PP are among one agent and all of its neighbors.

The description of B-DMV algorithm is given in Algorithm 2 in the for loop in line 9 the algorithm tries to make a new value set from the choices which were in the previous value sets of agents involved in the interaction and gives it to one of these agents randomly if it has not received any new value set before (line 15).

In the following, we first prove the correctness of B-DMV algorithm. Then, we compare its performance with
pairwise version.

Definition 1. A collection of sets is stable if for any \(v_i(t)\) and \(v_j(t)\) in the collection, we have: \(v_i(t) \subseteq v_j(t)\) if \(|v_i(t)| \leq |v_j(t)|\).
Lemma 1. After broadcasting interaction at agent $i$, the collection of value sets $N(i) \cup \{i\}$ is stable.

Proof. According to the description of assigning new value sets to agents in a broadcasting interaction, (lines 5 to 16 of B-DMV algorithm), each new value set is subset of new value sets with larger size. Therefore, this collection of new value sets is stable.

In the following, we show that from any initial configuration, the algorithm eventually converges to a stable configuration after finite number of interactions. To do so, we define the following Lyapunov function on configuration vector:

$$V(C) = nK^2 - \sum_{i=1}^{n} |v_i|^2,$$

where $C = [v_1, \cdots , v_n]$ and show that the expected change in the Lyapunov function after each interaction is negative.

Theorem 1. B-DMV algorithm eventually outputs the correct result in finite number of interactions.

Proof. Based on Lemma 1, assigning new value sets of agents in a broadcasting interaction results in a stable collection of new value sets for the agents involved in the interaction. Suppose that these agents execute DMVR algorithm instead of performing one broadcasting interaction. According to Lemma 4 in [14], the value sets of these agents will reach to a stable collection after finite interactions, let say $r$ interactions. Assume that the initial configuration is $C_0$ and the execution path is: $C_0 \rightarrow C_1 \rightarrow \cdots \rightarrow C_r$. In broadcasting version, after performing one interaction, we have: $C_0 \rightarrow C'$ where $C'$ is a stable configuration. It can be shown that $C'$ is a permutation of $C_r$. Thus, we have: $V(C_r) = V(C')$. Moreover, according to Lemma 2 in [14], in the pairwise interaction, we have: $(V(C_i) - V(C_{i-1}) \leq -\epsilon)$ for any non-stable configuration $C_{i-1}$ where $\epsilon$ is a positive constant. Hence, for the broadcasting version, we can imply that:

$$V(C_r) - V(C_0) = (V(C_r) - V(C_{r-1})) + (V(C_{r-1}) - V(C_{r-2})) + \cdots + (V(C_1) - V(C_0)) \leq -r\epsilon.$$

Thus, the expected change in the Lyapunov function after one broadcasting interaction is upper bounded by a negative constant if $C_0$ is not a stable configuration. Therefore, based on Foster’s criteria (see [20], page 21), B-DMV algorithm eventually converges to a stable configuration after finite number of interactions. In any stable configuration, there exist value sets of size one and all of them contain the choice in majority. After reaching a stable configuration, these value sets only update memories of agents and all the memories will be eventually set to the majority choice.

Like the pairwise version, B-DMV algorithm has two phases. In the first phase, the algorithm tries to reduce numbers of value sets of size one and converges to a stable configuration. In the second phase, the choice in majority will be spread through the network by updating memories of agents. By comparison of the process of the first phase in these two algorithms, one can argue that in broadcasting version, value sets of $d + 1$ agents are updated in each interaction. However, in the pairwise interaction, at each time, only value sets of two agents in the interaction are updated. So we expect that the runtime of this phase in broadcasting version would be smaller than the one of pairwise version. But in the second phase of broadcasting, since at each interaction, each value set of size one go randomly to one of the agents in interaction, so in the best-case scenario, the memory of $\frac{d}{2}$ agents in the interaction which does not have the correct value will be updated to the correct one. Intuitively, we expect that the runtime of the second phase in broadcasting does not improve a lot in comparison with the one of pairwise version. Moreover, in each interaction of broadcasting version, the number of messages which are transferred is $d + 2$ (see the explanations in the beginning of Section 5) while it is just two messages in pairwise version. Hence, message complexity of B-DMV in the second phase can even increase with respect to the pairwise version.

We evaluated these two algorithms experimentally on mesh network topology. Figure 1 depicts the time and message complexities of both algorithms for solving the binary majority voting problem in a network with 100 number of agents against percentage of agents selecting the choice $c_2$. Since the average number of interactions per unit of time is $n$, we define runtime (the measure of time complexity) as the number of interactions divided by $n$. As can be seen, total time complexity decreases with respect to pairwise version (about 3 times). Moreover, in the first phase, it decreases by a factor of 7 while at the second one it decreases by a factor of 3. As we expected the reduction of runtime in the first phase is greater than the second phase with respect to pairwise DMVR. Furthermore, the message complexity of broadcast version is close to the one of pairwise version. In fact, as we expected in broadcast version, the message complexity of the first phase decreases. However, in the second phase of broadcast version, the message complexity is greater than the one in pairwise version.

We can conclude that the broadcast version may not be better in message complexity (especially in the second phase). In the following, two improved version of B-DMV algorithm (called accelerated versions) will be proposed in order to improve the time and message complexities.

3.2 Accelerated B-DMV

As it has been mentioned, after the first phase, few agents have value sets of size one containing the correct result and their memories are also set to it. If they take part in an interaction, their single value sets of size one will go randomly to one of the agents in the interaction and the memory of that agent also be updated to the correct result. If the number of agents supporting different choices are close to each other, then only a few value sets of size one remain in the network after the first phase. These value sets need to walk randomly in the network to change all the memories to the correct results which might take too much time to finish the second phase. Here we resolve this problem by changing the updating rules in memories. Whenever an agent $i$ wakes up, it picks a choice that has the most repetitions in value sets of neighbor agents and set memories of them to that choice. Otherwise, updating of memories is like B-DMV algorithm. In particular, in the
second phase, instead of passing value sets of size one, we can update all memories of neighbor agents. Please note that new updating rule of memories is applied from beginning of first phase. Hence, in some interactions memories of agents might be set to choices that are not in majority. However, at the end of first phase, we know that value sets of size one only contain the correct result. Hence, in the second phase, the value sets will update any memory with wrong choice to the correct result.

The description of Accelerated B-DMV 1 is given in Algorithm 3. As can be seen, this version is similar to the B-DMV and only the updating rule of memories is changed. In lines 6, 7, we construct a set $C_{max}$ and add member if there is a choice like $c_2$ in value sets of agents of an interaction that have the most repetition. In lines 19, 20, the algorithm updates memories of all agents involved in the interaction.

3.3 Accelerated B-DMV 2

Similar to Accelerated B-DMV 1, the proposed algorithm in this part only changes the updating rule of memories in B-DMV. In the case that no choice in value set of agents in an interaction is repeated strictly more than the other choices, the algorithm checks the memories to see whether there is a choice with highest repetition. If so, the memory of all agents in the interaction will be updated to that choice.

In the next section, we will see that the Accelerated B-DMV 2 outperforms the first version in terms of message complexity and it is also better in time complexity. In the remainder of this part, we will show that Accelerated B-DMV 2 outputs the correct result for binary majority voting problem under some mild assumptions. Assume that there are only two choices $c_1$ and $c_2$ and $c_2$ is in majority. At any time, we can partition agents into four groups: (i) The group $V_1$: the sets of agents whose value sets are $\{c_1\}$. (ii) The group $V_2$: the sets of agents whose value sets are $\{c_2\}$. (iii) The group $M_1$: the sets of agents whose value sets are not $\{c_1\}$ or $\{c_2\}$ and their memories are equal to $\{c_1\}$. (iv) The group $M_2$: the sets of agents whose value sets are not $\{c_1\}$ or $\{c_2\}$ and their memories are equal to $\{c_2\}$.

Let $v_1$, $v_2$, $m_1$, and $m_2$ be the size of sets $V_1$, $V_2$, $M_1$, and $M_2$, respectively. Based on Theorem 1, the first phase eventually finishes in a finite number of interactions since updating rules of value sets are not changed in Accelerated

---

**Algorithm 3 Accelerated B-DMV 1**

1. **Initialization**: $v_i(0) =$ Initial vote of agent $i$, $m_i(0) =$ Initial vote of agent $i$
2. if Agent $i$’s clock ticks at time $t$ then
3. Agent $i$ contacts with all of its neighbors, i.e., $N(i)$.
4. Consider $v_i$ as $v_{i0}$ and the value sets of $N(i)$ as $v_{i1},...,v_{id}$.
5. $n_k := |\{j|c_k \in v_j, j = i_0,\ldots,i_d\}|$
6. $C_{max} := \{\}$
7. $C_{max} := \{c_j|n_j > n_k, j = 1,\ldots,k, j \neq i\}$
8. $S := N(i) \cup \{i\}$
9. for $u = 1$ to $d_i + 1$ do
10. $temp := \{\}$
11. for $k = 1$ to $K$ do
12. if $n_k \neq 0$ then
13. $n_k := n_k - 1$
14. $temp := temp \cup \{c_k\}$
15. end if
16. end for
17. Choose one of the member of $S$ randomly as $s$
18. $v_s(t^+) := temp$
19. if $C_{max} \neq \{\}$ then
20. $m_s(t^+) := C_{max}$
21. else if $|temp| = 1$ then
22. $m_s(t^+) := temp$
23. end if
24. $S := S \backslash \{s\}$
25. end for
26. end if
B-DMV 2. Thus, it is just need to show that the number of agents having memory of \( \{c_1\} \) converges to zero in the second phase. In other words, the output of all agents would be the choice in majority. To do so, for any configuration \( C \), we define a Lyapunov function \( L(C) = m_1 \). We will show that the function \( L(C) \) converges to zero after finite interactions. According to Foster’s Criteria \(^{20}\), we need to prove that the expectation of \( L(C^n) - L(C) \) is upper bounded by a negative constant where \( C^n \) is any configuration that can be reached by \( C \) through a broadcasting interaction. For simplicity of analysis, we consider mesh networks. Moreover, we assume that the following assumption holds true in our analysis.

**Assumption 1.** At any time, we assume that the four groups \( V_1, V_2, M_1, \) and \( M_2 \) are uniformly distributed in the network and \( m_2 > m_1 \) in the second phase.

Experiments showed that the both assumptions mentioned above are fairly valid during the execution of the proposed algorithm.

**Theorem 2.** Under Assumption 1 in Accelerated B-DMV 2, the number of agents having memories of \( \{c_1\} \) converges to zero after finite number of interactions.

**Proof.** We know that \( v_1 = 0 \) in the second phase. In mesh network, each agent has four neighbors, i.e., \( d = 4 \). Suppose that agent \( i \) wakes up at time \( t \). We denote the number of agents in \( N(i) \cup \{i\} \) belonging to groups \( V_2, M_1, \) and \( M_2 \) as \( v_2, m_1 \), and \( m_2 \), respectively. Hence, we know that \( v_2 + m_1 + m_2 = d + 1 \) and total number of different assignments to \( v_2, m_1, \) and \( m_2 \) is equal to \( \binom{d+1}{3} = 21 \). Furthermore, the probability of observing assignment \( (v_2^i, m_1^i, m_2^i) \) is:

\[
P(v_2^i, m_1^i, m_2^i) = \frac{(d+1)!}{v_2! \times m_1^! \times m_2!} \times p_{v_2} \times p_{m_1} \times p_{m_2},
\]

where \( p_{v_2} = \frac{v_2}{n} \), \( p_{m_1} = \frac{m_1}{n} \), and \( p_{m_2} = \frac{m_2}{n} \) according to Assumption 1. Based on the above arguments, we can obtain the expectation of \( L(C^n) - L(C) \) as follows:

\[
\sum_{21 \text{ possible assignments of } (v_2^i, m_1^i, m_2^i)} P(v_2^i, m_1^i, m_2^i) \times \Delta(v_2^i, m_1^i, m_2^i),
\]

where \( \Delta(v_2^i, m_1^i, m_2^i) \) shows the change in the value of \( m_1 \) after executing interaction among \( N(i) \cup \{i\} \) for the assignment \( (v_2^i, m_1^i, m_2^i) \). We can simplify the above equation by setting the values of \( \Delta(v_2^i, m_1^i, m_2^i) \) for each possible assignment of \( (v_2^i, m_1^i, m_2^i) \) and obtain:

\[
-c(m_1^2(m_2^3 - m_1^3) + 4m_1^3v_2 + 4m_1m_2^2(m_2 - m_1) + 12m_1^2m_2v_2 + 6m_1^2v_2^2 + 12m_1m_2v_2^2 + 12m_3m_2v_2^2 + 4m_1v_2^3 + 4m_2^3v_2^2 + 6m_2^2v_2^2 + 4m_2v_2^3 + v_2^4)),
\]

where \( c \) is a positive constant. Based on Assumption 1 \((m_2 > m_1)\), it can be shown that the above equation is always non-positive and this completes the proof.

**4 TIME AND MESSAGE COMPLEXITIES**

We analyze the first and second phases of Accelerated B-DMV 1 by mean-field approximation \(^{21}\) and compare it with our simulation. In order to simplify analysis, we assume that there are only two choices \( c_1 \) and \( c_2 \) and each agent has exactly \( d \) neighbors. Furthermore, we assume that the value set \( \{c_1\} \) and \( \{c_2\} \) are uniformly spread in the network at any time \( t \). Let \( x(t) \) and \( y(t) \) be the number of agents whose value sets are \( \{c_1\} \) and \( \{c_2\} \) at time \( t \), respectively. Moreover, assume that \( c_2 \) is in majority.

Recall that \( v_1^i \) and \( v_2^i \) are the number of agents in \( \{c_1\} \) and \( \{c_2\} \) at time \( t \), respectively. The probability of event that \( v_1^i = 0 \) or \( v_2^i = 0 \) is given as follows:

\[
Pr(v_1^i = 0 \lor v_2^i = 0) = \left(Pr(v_1^i = 0) + Pr(v_2^i = 0) - Pr(v_1^i = 0 \land v_2^i = 0)\right)
\]

\[
= \left(1 - \frac{x(t)}{n}\right)^{d+1} + \left(1 - \frac{y(t)}{n}\right)^{d+1} - \left(1 - \frac{x(t) + y(t)}{n}\right)^{d+1}. \tag{6}
\]

The average reduction in number of agents having value \( \{c_1\} \) would be: \( E[min(v_1^i, v_2^i)] \) which is greater than \( 1 - Pr(v_1^i = 0 \lor v_2^i = 0) \). Now, by mean-field approximation, we set the rate of reduction of \( x(t) \) equal to the average reduction, i.e., \( dx(t)/dt = -E[min(v_1^i, v_2^i)] \). Since \( E[min(v_1^i, v_2^i)] \) is lower bounded by \( 1 - Pr(v_1^i = 0 \lor v_2^i = 0) \), we have:

\[
dx(t)/dt \leq - \left(1 - \left(1 - \frac{x(t)}{n}\right)^{d+1} + \left(1 - \frac{y(t)}{n}\right)^{d+1} - \left(1 - \frac{x(t) + y(t)}{n}\right)^{d+1}\right) \tag{7}.
\]

The simulation result and the differential equation based on above inequality against number of interactions for a mesh network with 100 agents and three different \( p_2 = 0.7, p_2 = 0.8, \) and \( p_2 = 0.9 \) are given in Figure 2. The simulation result is averaged over 100 different runs of Accelerated B-DMV 1 algorithm. By comparison of the two curves, it can be seen that our analysis is fairly a good upper bound on the runtimes of the algorithm.

We approximate the right hand side of (7) by keeping only first three terms of binomial expansion:

\[
- \left(1 - \left(1 - \frac{x(t)}{n}\right)^{d+1} + \left(1 - \frac{y(t)}{n}\right)^{d+1} - \left(1 - \frac{x(t) + y(t)}{n}\right)^{d+1}\right)
\]

\[
\approx - \frac{d(d+1)}{n^2} \times x(t) \times y(t)
\]

\[
= - \frac{d(d+1)}{n^2} \times x(t) \times (x(t) + y(0) - x(0)),
\]
where the last equality is due to the fact that that the difference between \( y(t) \) and \( x(t) \) is always a constant \( y(0) - x(0) \). Thus, we can write:

\[
\frac{dx(t)}{dt} \approx - \frac{d(d+1)}{n^2} \times x(t) \times (x(t) + y(0) - x(0)),
\]

\[ \Rightarrow x(t) = \frac{y(0) - x(0)}{\frac{(d+1)}{n^2} \times (y(0) - x(0))t} - 1. \]

From the above equation, we obtain an upper bound on time \( t_c_1 \) which is the time that \( x(t) \) becomes less than or equal to 1:

\[
t_{c_1} \leq \frac{n}{d(d+1)(\rho_2 - \rho_1)} \left( \log \left( \frac{\rho_1}{\rho_2} \right) + \log \left( n(\rho_2 - \rho_1) + 1 \right) \right).
\]

(10)

Now we study the second phase. We know that there is no value set of size one from minority choices \( c_1 \) at the beginning of the second phase. Here we show number of agents whose memories are not \( \{c_2\} \) by \( z(t) \). At the beginning of second phase, we assume that \( z(t) \) is less than \( x(0) \). By using mean field approximation, we have the following differential equation:

\[
\frac{dz(t)}{dt} \leq - \frac{z(t)}{n} \left( 1 - \left( 1 - \frac{y(0) - x(0)}{n} \right)^d \right),
\]

(11)

where the absolute value of right hand side of above inequality is the probability that the agent initiating the interaction has the memory of \( \{c_1\} \) and there is at least one agent in its neighbor set having the value set of \( \{c_2\} \).

If we assume that \( \frac{y(0) - x(0)}{n} \) is small enough, we can simplify the above equation in the following form:

\[
\frac{dz(t)}{dt} \leq - \frac{d}{n^2} \times z(t)(y(0) - x(0)),
\]

(12)

In Figure 3 the result of the same simulation for the second phase is given. As can be seen, the result of analysis is an upper bound for the one from simulation.

From the above equation, we can obtain an upper bound on time \( t_{c_2} \) which is the time that \( z(t) \) becomes less than or equal to one:

\[
t_{c_2} \leq \frac{n}{d \times (\rho_2 - \rho_1)} \log(n \rho_1).
\]

(13)

Combining (10) and (13), the total time complexity is in the order of \( O(n \log(n \rho_2)/(d(\rho_2 - \rho_1))) \). Moreover, the number of transmitted messages is \((d + 2)\)-times of number of interactions (see the explanations at the beginning of Section 5). Hence, the message complexity would be in the order of \( O(n \log(n \rho_2)/(\rho_2 - \rho_1)) \).

5 Experiments

In this section, we evaluate the performance of proposed algorithms in terms of time and message complexities. In pairwise population protocols, in each interaction, two messages are transferred. However, in broadcast version, in each interaction, there are three steps. First, the agent which initiates the interaction, broadcasts a message to all of its neighbors. Then, all the neighbors send their value sets to the initiator. Finally, the initiator broadcasts the new value sets of all neighbors. Thus, in broadcast population protocol, in each interaction, \((d + 2)\) number of messages are transmitted where \( d \) is the degree of each agent. In our simulations, we report the number of transmitted messages based on this observation.

We simulated four different algorithms (Pairwise, BDMV, Accelerated B-DMV 1, and Accelerated B-DMV 2) on mesh networks with different number of agents (from 100 to 1600). The results are given in Figure 4. As we expected, for the time complexity, Accelerated B-DMV 2 has the best performance and Accelerated B-DMV 1 is better than B-DMV. Moreover, the time complexities of all algorithms scale with the diameter of network which is in the order of \( \sqrt{n} \). Note that we need to wait for at least the diameter of network so that all nodes have the same memory. For the message complexity, Accelerated B-DMV 2 algorithm again has the best performance and Accelerated B-DMV 1 is better than B-DMV. Moreover, the message complexity of B-DMV is very close to pairwise one.

We also evaluated the performance of Accelerated B-DMV 2 algorithm on different topologies (Complete graphs,
In this paper, we introduced broadcasting population protocol model for the networks that each agent can send messages to a subset of agents simultaneously such as in wireless networks. We proposed two distributed algorithms for the problem of multi-choice majority voting in this model. We proved the correctness of these algorithms and analyzed their time and message complexities. Experimental results showed that for different network topologies, the proposed algorithms have better performance in both time and message complexities with respect to previous works.

Mesh graphs, grid, and Erdős-Rényi graphs) with 100 number of agents. Here, we report time complexities of this algorithm on the mentioned topologies for different \( \rho_2 \) in Figure 5. As we expected, the algorithm converges faster in networks with smaller diameters (such as complete graphs or Erdős-Rényi graphs). Moreover, these results are consistent with the analysis in Section 4 where the time complexity is a factor of \( 1/(\rho_2 - \rho_1) = 1/(2\rho_2 - 1) \).

6 CONCLUSION AND FUTURE WORKS

In this paper, we introduced broadcasting population protocol model for the networks that each agent can send messages to a subset of agents simultaneously such as in wireless networks. We proposed two distributed algorithms for the problem of multi-choice majority voting in this model. We proved the correctness of these algorithms and analyzed their time and message complexities. Experimental results showed that for different network topologies, the proposed algorithms have better performance in both time and message complexities with respect to previous works proposed for pairwise population protocols. As a future work, one can study other problems such as leader election or consensus in this model. Moreover, it is interesting to check whether we can speed up the runtime of algorithms designed for pairwise population protocols by adopting them for broadcasting population protocols.
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