Abstract—An inverse scattering problem for SAR data in application to through-the-wall imaging is addressed. In contrast with the conventional algorithms of SAR imaging, that work with the linearized mathematical model based on the Born approximation, the fully nonlinear case is considered here. To avoid the local minima problem, the so-called "convexification" globally convergent inversion scheme is applied to approximate the distribution of the slant range (SR) dielectric constant in the 3-D domain. The benchmark scene of this paper comprises a homogeneous dielectric wall and different dielectric targets hidden behind it. The results comprise two dimensional images of the SR dielectric constant of the scene of interest. Numerical results are obtained by the proposed inversion method for both the computationally simulated and experimental data. Our results show that the values, cross-range sizes and locations of SR dielectric constants for targets hidden behind the wall are close to those of real targets. Numerical comparison with the solution of the linearized inverse scattering problem provided by the Born approximation, commonly used in conventional SAR imaging, shows a significantly better accuracy of our results.
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I. INTRODUCTION

THROUGH-THE-WALL imaging (TWI) is an emerging field of technology that addresses the problem of imaging of hidden targets using electromagnetic waves. This problem is of a great interest in a number of civilian missions and has a dual-use with obvious military applications [21]–[23].

TWI relies on a stable recovery of target’s electromagnetic properties. Among the most valuable for TWI applications is the object’s dielectric constant, which is involved as a coefficient of the governing wave-like Partial Differential Equation (PDE). It is well known that the solution of any PDE depends nonlinearly on its coefficient. Hence, the corresponding inverse problem is nonlinear. The complexity of the considered inverse problem gave rise to a variety of imaging algorithms, which can be distinguished by the kind of approximations made. Among the most popular ones are the methods based on the linearization via the Born approximation [34], [37], which is valid for weakly scattering targets. It is known that for a general dielectric imaged object the Born-based inversion schemes yield the reconstructions of only locations and shapes.
formance of our method on experimental data which were collected for an inspection of a building. We compare the performance of our method with the Born approximation method. It is assumed in the Born approximation that \( |\varepsilon_r(x) - 1| \ll 1 \), where \( \varepsilon_r(x) \) is the dielectric constant. We demonstrate below that the Born approximation method significantly underestimates dielectric constants. Since most current SAR imaging techniques are also based on the Born approximation, then we conjecture that those techniques also significantly underestimate values of dielectric constants of targets, see, e.g. [2], [28].

The remainder of this paper is organized as follows: In section II, we present the mathematical model of TWI and state the inverse scattering problem. In section III we describe the delay-and-sum procedure applied to the raw data and present a novel inversion method for the reconstruction of the dielectric constant of the targets behind the wall. In section IV we provide the results of the numerical tests for both simulated and experimental data. The performance of our method is compared to that of the linearized inverse scattering problem solved via Born approximation in section V. Finally, we summarize the results of this paper in section VI.

II. THE SAR DATA AND OUR IMAGING GOAL

We explain in this section how the SAR data are collected and what kind of image do we want to obtain from these measurements using our inversion procedure. We consider only the so-called "stripmap" imaging configuration [26]. One of two main difficulties of SAR imaging is that the data are underdetermined. Indeed, the data depend only on two variables: location of the antenna running along a straight line and time. On the other hand, the unknown dielectric constant \( \varepsilon_r(x) \) depends on three variables. This is why a precise mathematical statement of the inverse problem is not possible here. The second main difficulty of the SAR data is their nonlinear dependence on the unknown dielectric constant \( \varepsilon_r(x) \).

In SAR imaging, a microwave antenna is used to transmit pulses of a certain duration. A part of the energy is scattered back to the receiver, which, in general may not be collocated with the antenna, while the remainder is transmitted into the dielectric medium. Additionally, some energy may be absorbed by the medium. But we neglect this loss in the present study. Even though the complete system of Maxwell’s equations governs the propagation of the EM field in a medium, the conventional mathematical model of SAR for nonmagnetic, lossless dielectric medium works with a single wave-like PDE [5] given below [5], [8], [9].

A. Measurement Setup

We provide below definitions of the antennas we use and the slant range. Denote \( x = (x, y, z) \) points of the space \( \mathbb{R}^3 \). Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain where targets of our interest are located. Below \( C^k, k = 0, 1, 2 \) denotes the space of \( k \) times continuously differentiable functions. It is assumed that the dielectric constant \( \varepsilon_r(x) \) is sufficiently smooth in \( \mathbb{R}^3 \), \( \varepsilon_r(x) = 1 \) outside \( \Omega \) and \( \varepsilon_r(x) \geq 1 \) inside of \( \Omega \). We assume that \( \Omega \) is a cube with the center at the point \((x_0, y_0, z_0)\) and the side of length \( R > 0 \). We assume that \( \Omega \) does not intersect with \( x \)-axis. Consider the interval \( l_0 \) of length \( L \), along which the transmitting/receiving antenna runs

\[
l_0 = \{ x_0 = (x_0, 0, 0) : x_0 \in (-L/2, L/2) \}.
\]

This interval is a part of the \( x \)-axis, chosen to be parallel to the wall, which is located close to the front face of the domain \( \Omega \). Pulses are radiated at a finite number \( N \) of points \( x_{0,n} \in l_0, n = 1, \ldots, N \). For each antenna location, the time resolved backscattering wave is recorded at the same point \( x_{0,n} \). Similarly to [9], we assume that the size of the transmitting antenna is negligibly small and that the transmitter and the receiver form the same point. These assumptions work well for large distances between transmitters and the domain of interest \( \Omega \). At the same time, we use these assumptions only for the inverse problem. When simulating the data for the forward problem, we work with a more realistic circular antenna. The speed of the wave propagation in \( \mathbb{R} \setminus \mathbb{R}^2 \) coincides with the speed of light in the free space \( c_0 \).

We assume that the antenna moves along \( x \)-axis, we also assume that it is oriented in such a way that the main part of the radiated energy propagates in the direction given by the vector \( k_0 = (k_{0,x}, k_{0,y}, k_{0,z}) \) and this vector is orthogonal to the \( x \)-axis. The angle \( \theta \) that \( k_0 \) forms with the \( x, y \)-plane is called the "elevation angle", see Figure 1(a). Consider the plane \( P \) which is passing through and \( l_0 \) and parallel to \( k_0 \). Then \( P \) is called the slant range (slant range plane), see Figure 1. The center of the disk of the antenna is located at \( \{x_{0,n}\} \). Denote that disk as \( S(x_0, \theta, D) \). Where \( D > 0 \) is the diameter of this disk. Let the number \( \eta \in (0, D/2) \). Consider the smooth function \( m(\eta, \theta, x, x_0, D) \), which belongs to \( C^2(\mathbb{R}^3) \) with respect to \( x \in \mathbb{R}^3 \), and is defined as

\[
m(\eta, \theta, x, x_{0,n}, D) = \begin{cases} 1, & |x - x_{0,n}| < D/2 - \eta, \\ 0, & |x - x_{0,n}| \geq D/2, \\ \in [0, 1], & \text{otherwise.} \end{cases}
\]

Hence, \( m(\eta, \theta, x, x_{0,n}, D) = 0 \) outside of the ball with the center at \( x_{0,n} \) and the radius \( D/2 \).

B. The Forward Problem

Let \( \omega_0 \) be the carrier (central) frequency of the transmitted signal. For \( \tau > 0 \) define the cut off function \( \chi_\tau(t) \) as

\[
\chi_\tau(t) = \begin{cases} 1, & t \in (0, \tau), \\ 0, & \text{otherwise.} \end{cases}
\]

Define

\[
p(t) = \chi_\tau(t) e^{-i\alpha(t-\tau/2)} e^{-i\omega_0 t}
\]

Expression (3) for \( p(t) \) is called "linear modulated pulse" or "chirp" and \( \alpha \) is called the "chirp rate" [9].

To generate the data for the inverse problem, we work below with the forward problem of finding the function \( u(x, x_{0,n}, t) \) for \( x \in \mathbb{R}^3, t \in (0, T) \) which satisfies the following conditions:

\[
\varepsilon_r(x) u_{tt} = \nabla^2 u + Q(t, \theta, x, x_0),
\]

\[
u(x, x_{0,n}, 0) = u_t(x, x_{0,n}, 0) = 0,
\]

\[
Q(t, \theta, x, x_{0,n}) = p(t) Q(\theta, x, x_{0,n})
\]
where \( (0, T) \) is a certain time interval. The function \( \tilde{Q}(\theta, x, x_{0,n}) \) is defined below. To define the function \( \tilde{Q}(\theta, x, x_{0,n}) \), we rotate coordinates \( x = (x, y, z) \rightarrow x' = (x', y', z') \) so that in this new coordinate system the vector \( k_0 \) is aligned with the axis \( z' \). In new coordinates \( x_{0,n} \) becomes \( x_{0,n}' = (x_{0,n}', y_{0,n}', z_{0,n}') \in \Omega_0 \). Thus, we define the function \( \tilde{Q}(\theta, x, x_{0,n}) \) in (4) as

\[
\tilde{Q}(\theta, x, x_{0,n}) = \delta(z - z_0') m(\eta, \theta, x - x_{0,n}, D),
\]

(7)

where \( \delta(z' - z_0') \) is the delta function. Hence, \( \tilde{Q}(\theta, x, x_{0,n}) = 0 \) outside the disk \( S(x_0, \theta, D) \), i.e. outside of our dish antenna.

To solve the forward problem (1)-(4) numerically, we apply to the function \( u \) Fourier transform with respect to \( t \), obtain the Helmholtz equation for the resulting function \( v \) and then obtain an analog of the Lippmann-Schwinger equation (7),

\[
v(x, x_0, k) = v_0(x, x_0, k)
+ k^2 \int_{\Omega} \frac{\exp(ik|x - \eta|)}{4\pi|x - \eta|} (\varepsilon_r(\eta) - 1) v(\eta, x_0, k) d\eta,
\]

(8)

\[
v_0(x, x_0, k) = X(k) \times \int_{S(x_0, \theta, D)} \frac{\exp(ik|x - \eta|)}{4\pi|x - \eta|} m(\eta, \theta, \eta - x_0, D) d\eta,
\]

(9)

where \( X(k) \) is the Fourier transform of the function \( p(t) \) in (3). We solve equation (8) for \( k \in [k_{\min}, k_{\max}] \) using the numerical method described in [20]. Next, we apply the inverse Fourier transform to the function \( v(x_{0,n}, x_{0,n}, k) \). Integration is carried out over the interval \( k \in [k_{\min}, k_{\max}] \).

This interval is chosen numerically. As a result, we obtain that SAR data is \( F(t) = [F_1(t), \ldots, F_N(t)] \),

\[
F_n(t) = u(x_{0,n}, x_{0,n}, t), \quad n = 1, \ldots, N
\]

(10)

where the function \( u(x, x_{0,n}, t) \) is the solution of problem (1)-(7).

As it was stated in the beginning of section II, one of the two main difficulties we face is the underdetermined nature of the SAR data \( F(t) \); the vector function \( F(t) \) depends on two variables: one is the discrete variable \( n \) and the second one is time \( t \). On the other hand, the unknown coefficient \( \varepsilon_r(x) \) depends on three. This is why we formulate our goal not in a precise mathematical way, as, e.g. in [3], [11], [16]. We assume that values of \( \varepsilon_r(x) \) in the domain of interest are unknown, and we assume that \( \varepsilon_r(x) = 1 \) both outside of dielectric targets and the wall. The value of \( \varepsilon_r(x) \) inside the wall is also unknown. Another assumption we use is that the value of \( \varepsilon_r(x) \) does not change neither within the wall nor within each target.

The main goal of the present study is to image a certain function \( \bar{\varepsilon}_r(x) \) on the slant range plane \( P \). This function \( \bar{\varepsilon}_r(x) \) should characterize well both the value of the dielectric constant and the location of that target, i.e. the distance between the interval \( l_0 \) and the target. It is also desirable that the cross range size of the support of \( \bar{\varepsilon}_r(x) - 1 \) would be close to the real cross range sizes of the target. We call the function \( \bar{\varepsilon}_r(x) \) the slant range (SR) dielectric constant. For each \( x \in P \) we denote \( x = (x, \rho) \), where \( x \) is the \( x \)-coordinate of \( x \) and \( \rho \) is the distance between \( x \) and \( l_0 \). Therefore SR dielectric constant is denoted below by \( \bar{\varepsilon}_r(x, \rho) \). Now, suppose that a target does not intersect with the slant range plane \( P \). Then it is still possible to image this target, since the signal of our antenna would be reflected back from that target, see Figure 1(a).

III. INVERSION METHOD

In this section, we introduce our inversion method to recover the slant range distribution of the function \( \bar{\varepsilon}_r(x, \rho) \), mentioned

![Fig. 1. A schematic diagram of collection of SAR data in Through-the-Wall imaging problem. Antenna moves along the straight line.](image-url)
above. Our approach combines the ideas of conventional through-the-wall imaging using SAR data [19] and globally convergent numerical method for the inverse scattering problem [29], [30]. The algorithm is most easily explained as consisting of three stages that we describe below. Our delay-and-sum procedure is a modification of the delay-and-sum procedure of the conventional SAR imaging [9].

- **Stage 1.** Apply delay-and-sum to the \( N \)-D vector of time-dependent data \( F(t) = [F_1(t), F_2(t), \ldots, F_N(t)] \), which is either simulated by the solution of the forward problem [19]-[21] or collected experimentally. Then we obtain the vector of preprocessed data \( \tilde{f}(t) = [f_1(t), \ldots, f_N(t)] \).

- **Stage 2.** Solve a 1-D ISP with the \( \tilde{f}_n(t) \) as data via a version of [29] of the convexification method for each position of the transmitter/receiver \( x_{0,n} \).

- **Stage 3.** Apply the filter of Algorithm 1 to the inversion results \( r(\xi) = (r_1(\xi), r_2(\xi), \ldots, r_N(\xi)) \) at each antenna position to obtain the vector function \( \tilde{\varepsilon}_r(\rho) = (\tilde{\varepsilon}_r^1(\rho), \tilde{\varepsilon}_r^2(\rho), \ldots, \tilde{\varepsilon}_r^N(\rho)) \). Then, the resulting coefficient \( \tilde{\varepsilon}_r(\rho, x_{0,n}) \) gives us the 1-D distribution of the desired function at the corresponding transmitter/receiver \( x_{0,n} \). Finally, the 2-D slant range image of the function \( \tilde{\varepsilon}_r(x, \rho) \) for \( x \in P \) is compiled from merging of \( N \) 1-D distributions \( \tilde{\varepsilon}_r^n(\rho) \).

The solutions of above 1-D inverse problems can be obtained independently. Since the assumption that the delay-and-sum procedure provides the data for a 1-D inverse problem is not derived and is not based on any physical law, then the proposed approach is a completely heuristic one. At the same time, the global convergence of the convexification method is proved rigorously, see Figure 2.

### A. The Delay-and-Sum Procedure

Let \( \Omega \) be the domain of interest as defined above. Denote by \( \rho_{\text{min}}, \rho_{\text{max}} \) the minimal and maximal distances between the interval \( I_0 \) and the points in the domain \( \Omega \). Suppose that the data \( F(t) \) are collected for \( N \) antenna positions for \( t \in [0, T] \), where \( T = 2\rho_{\text{max}}/c_0 \). Then the delay-and-sum procedure is as follows: assuming that the dielectric constant is unit everywhere in \( \mathbb{R}^3 \), a one-to-one correspondence between the travel-time of the transmitted signal \( t \) and the distance \( \rho \in [\rho_{\text{min}}, \rho_{\text{max}}] \) is established. The travel-times can be computed precisely. Then for every point \( x = (x, y, z) \in P \), for every transmitter position \( x_{0,n} = (x_{0,n}, 0, 0) \), and the distance between them \( \Delta \rho(x, x_{0,n}) = \sqrt{(x - x_{0,n})^2 + y^2 + z^2} \) define the corresponding delay time as

\[
\tau_d(x, x_{0,n}, t) = \left( \sqrt{1 + \left( \frac{2 \Delta \rho(x, x_{0,n})}{c_0 t} \right)^2} - 1 \right)
\]

Then for any given \( t \in [0, T] \) the output of the delay-and-sum procedure is given by

\[
\tilde{f}_n(t) = \frac{1}{N} \sum_{i=1}^{N} I_{i,n}(t) F_i(t + \tau_d(x_{0,i}, x_{0,n}, t))
\]

where \( I_{i,n}(t) \) is the indicator function, showing whether the signal received by the antenna located at \( x_{0,n} \) at the moment of time \( t \) was picked by the receiver located at \( x_{0,i} \).

\[
I_{i,n}(t) = \begin{cases} 1, & \text{if } \tan^{-1} \left( \frac{|x_{0,i} - x_{0,n}|}{|x_{0,n} - x_{1,n}|} \right) < \theta_0, \\ 0, & \text{otherwise} \end{cases}
\]

where \( x_{1,n} = x_{1,n}(t) = x_{0,n} + c_0 t \theta_0 / 2 \) and \( \theta_0 = 1.02 l_{\text{min}} / D = 2.04 \pi c_0 / (\omega_0 D) \) is the half beamwidth of the antenna main lobe [27]. The characteristic cone, described by the indicator function \( I_{i,n}(t) \), corresponds to the main lobe of the circular dish antenna. The process, described in (11)-(12), is performed for all \( N \) antenna positions. The implementation of the procedure is straightforward.

In contrast to the conventional SAR imaging algorithms, which perform matched filtering before delay-and-sum [9], we apply only the delay-and-sum procedure to the raw data. Denote \( f(t) = \text{Re}(\tilde{f}(t)) \). Then, given the vector valued function \( f(t) \), pulse duration \( \tau \) and the elevation angle \( \theta \) of antenna we first solve the 1-D inverse problems for each antenna position. Even though we propose to use a filtering, but only as a part of the postprocessing applied to the result of the inversion. More precisely, we filter out \( N_0 \) Gauss-like object signal response in the computed function \( r(\xi) = (r_1(\xi), r_2(\xi), \ldots, r_N(\xi)) \). (see (27) and subsection C below), assuming that we are supposed to image \( N_0 \) targets behind the wall. The wall is one of those targets. This procedure is sequentially applied to the functions \( r_n(\xi) \), computed via convexification at each position \( x_{0,n} \). See Algorithm 1 for the detailed description of the filtering. The resulting function \( \tilde{\varepsilon}_r(x, \rho) \) is then used to generate the 2-D image of the scene of interest.

### Algorithm 1 Filter for Gauss-like Objects from (26)-(27)

**Input:** \( \xi, r^{\text{comp}}_n(\xi), \tau, \theta N_0 \)

**Output:** \( \tilde{\varepsilon}_n(\rho) \)

1. find 5\( N_0 \) local maximums \( m \) in \( r^{\text{comp}}_n(\xi) \)
2. save the indices of their positions in \( \xi \) to \( p \)
3. for \( i = 1 \) to \( 5N_0 \) do
4. \( j = 1 \) to \( \text{size}(\max[:1]) \) do
5. if \( (i \neq j) \) & \( (\max[i,1] - \max[j,1] < \text{res}) \) & \( (\max[i,1] > 0) \) & \( (\max[j,1] > 0) \) then
6. \( m[j] \leftarrow 0 \)
end if
8. end for
9. end for
10. \( \max[N,1] \leftarrow \text{sort}(\max[N,1]) \)
11. for \( i = 1 \) to \( N \) do
12.
13. if \( (i \neq 0) \) then
14. end if
15. end for
16. end for
17. return \( \tilde{\varepsilon}_n(\rho) \)

### B. The 1-D versus Delay-and-Sum Data

In this subsection we provide a numerical justification of our idea to form the 2-D image of the SR dielectric
constant via merging of $N$ solutions of 1-D ISPs. Temporary denote $\bar{\varepsilon}_r(x_{0,n},\rho) = b(\rho)$. Consider a 1-D analogue of forward problem \((14,17)\)

$$b(\rho) \frac{vy(t)}{\rho} + h(\rho, t), \rho \in \mathbb{R}, t \in (0, T),$$

$$v(\rho, 0) = v(\rho, 0) = 0,$$

$$h(\rho, t) = \delta(\rho) e^{-i\omega t}.$$  

Then, a 1-D analogue of the domain $\Omega$ is the interval $\rho \in (\rho_{\min}, \rho_{\max})$, where $\rho_{\min} > 0$, the point $\{\rho = 0\}$ corresponds to the transmitter position $x_{0,n}$ and $\rho_{\max}$ corresponds to the furthest distance between $x_{0,n}$ and $\Omega$. We assume that

$$b(\rho) = \begin{cases} 1, & \rho \in [1, \bar{b}], \\ 0, & \rho \in [\rho_{\min}, \rho_{\max}], \\ 1, & \text{otherwise} \end{cases}$$

where the number $\bar{b}$ is known a priori.

It is the similarity between the solution of \((14)\) and the data $f(t)$ after delay-and-sum and filtering which has prompted us to find the function $\varepsilon_r(x,\rho)$ on the slant range via solving $N$ 1-D ISPs independently and then merging their solutions to obtain the solution to the original ISP, see Figure 1(b). Assume that the transmitted pulse is sufficiently short, i.e. $\tau \ll T$. Then for the formulation of the inverse problem we can approximate the real part $Re(h(\rho, t))$ of function in the right hand side of \((13)\) with the delta function as $Re(h(x, t)) \approx \delta(\rho) \delta(t)$.

The theory of distributions \([50]\) tells us that the initial conditions in the second line of \((13)\) should be replaced with $v(\rho, 0) = 0, v(\rho, 0) = \delta(\rho)$, see the next section.

The numerical solution of \((14)\)

$$b(\rho) = 1 + 1.5 e^{-4 \ln 2 (\frac{(x-6.12)^2}{0.29^2}) + (x-8.55)^2}{\ln 2 (x-4.06^2)}$$

is compared to the one of \((4,6)\) on Figure 2. We took model A of section IV (1-D cross-section of the smoothed dielectric constant of model A, with a straight line, passing through the center of the target) to compare to \((15)\). Then, the solution $u(x_0,x_0,t),x_0 = (0,0,0)$ was multiplied by a calibration factor of $CF = 1.8 \times 10^8$.

C. 1-D Inverse Scattering Problem

Recall that for each antenna position $x_{0,n}$ we use the 1-D variable $\rho \in (\rho_{\min}, \rho_{\max})$, to describe the distance in the slant range, see the previous subsection. We now scale the interval $\rho \in (\rho_{\min}, \rho_{\max})$ to the interval $\rho \in (0, 1)$ for convenience. Thus, we replace \((14)\) with

$$b(\rho) = \begin{cases} 1, & \rho \in (\rho_{\min}, \rho_{\max}], \\ \in [1, \bar{b}], & \rho \in [0, 1] \end{cases}$$

where the number $\bar{b}$ is the same as in \((14)\). Then we replace \((13)\) with:

$$b (\rho) U_{tt} = U_{\rho\rho}, \rho \in \mathbb{R}, t \in (0, T),$$

$$U(\rho, 0) = 0, U(\rho, 0) = \delta(\rho) \delta(t).$$

It was established in \([29]\) that the function $U(\rho, t)$ satisfies absorbing boundary conditions,

$$U_{\rho}(\rho_1, t) = U_{\rho}(\rho_2, t) = 0, \forall \rho_1 \leq 0,$$

$$U_{\rho}(\rho_2, t) + U_{\rho}(\rho_2, t) = 0, \forall \rho_2 \geq 1.$$  

1-D ISP. Let the function $b \in C^3(\mathbb{R})$ satisfies conditions \([70]\). Determine $b(\rho)$ for $\rho \in (0,1)$, given the measurements $f(t)$ and $g(t)$ for $t \in (0, T)$. The numerical solution of (13) for $\{\rho_0 = \rho(t)\}$. The horizontal axis depicts the values of $\tau$.

$$U(\rho, t) = f(t), U(\rho, 0) = g(t)$$

Here, for the antenna position number $n$, we denote $f(t) = f_n(t)$. Note that it is sufficient to know only the function $f(t)$ since, the first condition \((18)\) guarantees that

$$g(t) = df(t)/dt = f_1(t)$$

To solve this 1-D ISP numerically, we implement a version of \([29]\) of the convexification method. Consider the following change of variables

$$\xi = \xi(\rho) = \frac{\rho}{\rho} \int_0^\rho \sqrt{b(s)ds}$$

Here, $\xi(\rho)$ is the travel time which the wave needs to travel to the point located at the distance $\{\rho\}$ away from the transmitter/receiver, located at $\{\rho = 0\}$. The relation \((21)\) is one-to-one, i.e. $\xi = \xi(\rho) \Leftrightarrow \rho = \rho(\xi)$.

Denote $w(\xi, t) = U(\rho(\xi), t) e^{\sqrt{\rho} \xi}$ and set

$$S(\xi) = b^{-1/4} (\rho(\xi)), r(\xi) = \frac{S'((\xi))}{S'((\xi))} - 2 \left( \frac{S'((\xi))}{S((\xi))} \right)^2$$

Hence, the coefficient $r(\xi) \in C^1(\mathbb{R})$. By \((16)\) and \((22)\)

$$r(\xi) = 0$$

Using \((16)\), \((17)\) and \((19)-(22)\), we obtain

$$w_{tt} = w(\xi_0 + \xi) \omega, \xi_0 \in \mathbb{R}, t \in [0, T_1],$$

$$w(\xi_0, 0) = 0, w_{t}(\xi_0, 0) = \delta(\xi),$$

$$w(0, t) = f(t), \omega(0, t) = g(t)$$

where the number $T_1 \geq 2\sqrt{\bar{b}}$ depends on $T$. Thus, it follows from \((21)-(24)\) that we have reduced the above 1-D ISP to the 1-D problem of finding the function $r(\xi) \in C^1(\mathbb{R})$ satisfying \((23)\).

Let $a \geq \sqrt{\bar{b}}$ be an arbitrary number. Define the rectangle $R = \{(\xi, t) \in (0, a) \times (0, T_1)\} \subset \mathbb{R}^2$ and the new function $q(\xi, t)$ as

$$q(\xi, t) = w(\xi_0, \xi + t)$$

Fig. 2. The dashed line shows the solution $v(0, t)$ of the problem \((13)\). The solid line displays the computationally simulated data $u(x_0, x_0, t)$ for $x_0 = (0, 0, 0)$ after the delay-and-sum preprocessing and scaling (multiplication) with $CF = 1.8 \times 10^8$ for model A. The horizontal axis depicts the values of $t$ in seconds.
Then the second line of (18) and (21) lead to the non-local boundary value problem for the following nonlinear PDE:

\[
q \xi\xi - 2q_{q\xi} + 4q_{\xi} (\xi, 0) q = 0, \quad (\xi, t) \in R,
q (0, t) = s_{0} (t), \quad q_{\xi} (0, t) = s_{1} (t),
q_{\xi} (a, t) = 0
\]

where \(s_{0} (t) = f (t), \ s_{1} (t) = df (t) / dt + f (t)\). We also have

\[
r (\xi) = 4q_{\xi} (\xi, 0).
\]

As soon as the function \(r (\xi)\) is found from (27), the target function \(b (\rho)\) can be easily found via calculations, which reverse (21) and (22).

### D. Convexification for Boundary Value Problem (26)

Following [29], we now explain how to obtain an approximate solution of problem (26) by the convexification method. Consider the function \(\varphi_{\lambda} (\xi, t)\)

\[
\varphi_{\lambda} (\xi, t) = e^{-2\lambda (\xi + \alpha t)}, \quad \alpha \in (0, 1/2), \quad \lambda \geq 1
\]

where \(\alpha\) and \(\lambda\) are parameters independent on \(\xi, t\). This is the Carleman Weight Function for the operator \(M = \partial_{\xi}^2 - 2\partial_{\xi} \partial_{t}\), which is the linear part of the quasilinear Partial Differential Operator (PDO) in the left hand side of the first equation of (26). In other words, the function \(\varphi_{\lambda} (\xi, t)\) is involved in the Carleman estimate for the operator \(\partial_{\xi}^2 - 2\partial_{\xi} \partial_{t}\) [30].

Let \(R_{0} > 0\) be an arbitrary number. Consider the convex set \(Y (R_{0}, s_{0}, s_{1})\)

\[
Y (R_{0}, s_{0}, s_{1}) = \left\{ \begin{array}{l}
q \in H^{4} (R), \quad \| q \|_{H^{4} (R)} < R_{0}, \\
n (0, t) = s_{0} (t), \quad q_{\xi} (0, t) = s_{1} (t), \\
q_{\xi} (a, t) = 0
\end{array} \right\}
\]

where \(H^{4} (R)\) is a Sobolev space, which is a particular case of the Hilbert space.

Consider the quasilinear PDO

\[
G (q) = q_{\xi\xi} - 2q_{q\xi} + 4q_{\xi} (\xi, 0) q = 0 \quad (\xi, t) \in R
\]

Then, the function \(q (\xi, t)\) can be found from the minimization of the following weighted Tikhonov-like cost functional for the operator \(G : H^{4} (R) \to \mathbb{R}\)

\[
J_{\lambda, \gamma} (q) = \int_{R} |G (q)|^2 \varphi_{\lambda} (\xi, t) d\xi dt + \gamma \| q \|_{H^{4} (R)}^2
\]

on the set \(Y (R_{0}, s_{0}, s_{1})\), where bar means that this is a closed set in the space \(H^{4} (R)\), and \(\gamma \in (0, 1)\) is the regularization parameter. Theorem 4.2 of [30] claims the global strict convexity of functional (30), since on the restrictions on the diameter \(2R_{0} > 0\) of the convex set \(Y (R_{0}, s_{0}, s_{1})\) are not imposed.

To compute the minimizer of functional (30), we use the finite difference approximation of the differential operator in [30] on the rectangular mesh with the step sizes \(\Delta = (\Delta_{\xi}, \Delta_{t})\) and minimize with respect to the vector of values at grid points. Furthermore, we have established numerically in [29] that we can replace in our computations the \(H^{4} (R)\) norm in the penalty term with a discrete analog of a simpler \(H^{2} (R)\) norm and apply the simpler to implement gradient descent method, rather than the conjugate gradient method.

Similar approach was used in all our past works about numerical studies of the convexification, see, e.g. [11], [15], [16], [29], [30].

### E. The Choices of Parameters

We have five important parameters to choose: \(\lambda, \gamma, \alpha, \Delta_{\xi}, \Delta_{t}\). We have performed a cross-validation test w.r.t. \(\lambda\) to find its optimal value, all else being constant. The theoretical upper bound for parameter \(\alpha = 0.5\) is known from [30]. Thus we set \(\alpha = 0.49\) in all further computations. All other parameters were found by trial-and-error. A complete study on the optimal choice of the whole set of them is outside of the scope of this paper. We used models \(A\) and \(A^{*}\) of section IV as a reference model to scale the data and to simultaneously obtain the values of the parameters, that provide the best possible reconstructed dielectric constant in the target. We found

\[
\lambda = 1.0, \quad \gamma = 10^{-8}, \quad \Delta_{\xi} = 0.01, \quad \Delta_{t} = 0.02
\]

to be optimal values for parameters, when only the position of the wall is known and its dielectric constant is unknown.

The data, corresponding to the wall, are not truncated from the measured data.

\[
\lambda = 2.0, \quad \gamma = 10^{-8}, \quad \Delta_{\xi} = 0.01, \quad \Delta_{t} = 0.02
\]

On the other hand, the choice (31) is for the case when the data, corresponding to the wall, are truncated from the measured data.

We note that even though the theory requires the parameter \(\lambda\) to be sufficiently large, we found numerically that \(\lambda \in [1, 3]\) works well. Also, it was established that \(\lambda = 2\) is about an optimal number whereas the decrease to \(\lambda = 0\) leads to a deterioration of results, see Figure 4 of [30].

### IV. Numerical Results

In this section we test our inversion algorithm for two measurement scenarios. The measurement setup is depicted in Fig 1(b). All distances mentioned below are measured in meters.

#### A. Simulated Data

In the first case, the length of the interval \(l_{0}\) is \(L = 5.5\) the size of the domain \(\Omega\), centered at \((x_{c}, y_{c}, z_{c}) = (0, 6.6, 3.81)\) is \(R = 3.2\). This domain is illuminated by an antenna beam transmitting/receiving chirps from \(N = 61\) equidistant positions. We use a circular dish antenna of the diameter \(D = 0.7\). The elevation angle \(\theta = \pi / 6\) and the parameters of the pulse are \(\omega_{0} = 1885\text{MHz}\), \(\alpha = 1.885 \times 10^{17}\), and \(\tau = 5\text{ns}\). The minimal and maximal wavelengths of the transmitted chirp are \(l_{\text{min}} = 0.33\) and \(l_{\text{max}} = 1\) respectively. The wall is a \(3.2 \times 0.25 \times 3.2\) dielectric rectangular prism, centered at \((0, 5.125, 3.81)\), parallel to the \(xz\)-plane. The dielectric constant does not change inside of the wall and is equal to \(\varepsilon_{\text{wall}} = 2.5\). Hence the distance between the antenna and the wall and the target behind it is at least \(5.47\). On the other hand \(2D^{2} / l_{\text{min}} = 2.97\), which means that we work in a far field zone [27].
1) **Reference model:** The data $F(t)$ are simulated via the solution of the problem (1)-(7). Since we use these data instead of the solution of the 1-D problem (17) and we approximate the function $Re(h(x, t))$ with $\delta(\rho)\delta(t)$ rather than working with the one in (13), then we need to scale our data $f(t) = (f_1(t), f_2(t), \ldots, f_N(t))$ by a calibration factor $CF$. Thus, we propose to use the following calibration model: a wall, with parameters as above and a single ball target behind it (a calibration sphere) see model A below. Next, to find the value of $CF$, we vary it, until the dielectric constant of the target ball, computed via our inversion method, becomes sufficiently close to 2.5. We use this factor $CF$ in computations for other tested models. Even though the value of $CF$ for the experimental data is different, still a similar approach is used. More precisely, first, we assume that the dielectric constant of the front drywall, is $\varepsilon_r$ (wall) = 2.5 for frequencies ranging from 1GHz to 3GHz, which is a reasonable assumption [5]. Next, we find such a number $CF$ that the value of the dielectric constant of the front wall computed by our inversion procedure becomes sufficiently close to 2.5.

We have conducted numerical tests for two types of targets: a ball and a rectangular prism, both hidden behind the wall. The wall is as described above. Let $s_x$ denote the size of the target in cross range (dimension in $x$). Then we describe the geometry of these models below.

- **models A and A**: The target is a ball with a diameter of 0.4 ($s_x = 0.4$), centered at (0, 6.20, 4.06), the distance between the the line $l_0$ and the center of the ball is $\rho_x = 7.41$. The dielectric constant does not change in the ball and is fixed for all subsequent numerical tests. We compare the median value, chosen numerically for the reference model $\varepsilon_r$, the range image (see bottom images on Figure 4(a),(b)), denote the size of selected regions of image with the theoretical cross range $D/2 = 0.35m$ resolution. The targets of smaller sizes were truncated. The results of the inversion prior to the truncation and artifact removal of this section are compared to the processed images on Figure 4. The processed images were linearly interpolated to a four (4) times finer mesh.

Assume that the dielectric constant $\varepsilon_r$ is homogeneous inside the imaged target. For a selected region of the slant range image (see bottom images on Figure 4(a),(b)), denote the median of the computed SR dielectric constant by $\varepsilon_r^{comp.}$ Then one can eliminate the first type of artifacts by truncation of 1-D dielectric constant distributions $\varepsilon_r^{01}$ for a number of antenna positions, if at each position $x_0$ the relative deviation $|\varepsilon_r^{01} - \varepsilon_r^{comp.}|/\varepsilon_r^{comp.} > \sigma$, where $\sigma = 0.15$ is the deviation from the median value, chosen numerically for the reference model and is fixed for all subsequent numerical tests.

3) **Reconstruction Results:** The finite-difference analogue of the functional $J_{\lambda\gamma}(q)$ is minimized via the gradient decent method. This is quite computationally intensive for reasonably-sized image sampling. We choose $\Delta \xi = 0.01$, $\Delta \eta = 0.02$, which allows us to reduce the computational cost for the inversion, while maintaining sufficient resolution. See [29], [30] for more details. Figure 3 demonstrates the 2-D cross section of the imaged domain with a plane $z = 4.61$, parallel to the $xy$-plane and passing through the center of the target. Note that the distances are different from the ones of Figure 4, the distances on Figure 3 are measured from the $xz$-plane. since Figure 4 displays images obtained for models B and C. We have not included the images of the wall in these figures because the reconstructed value dielectric constant of the wall is too large. The accurate reconstruction of the wall’s dielectric properties should be considered separately. So, we focus only on imaging of unknown targets behind the wall. The following parameters are estimated from the images computed for models B, C: the relative error of the target’s size in cross range (target’s dimension in $x$) $\delta s_x^{comp.}$, the relative error of the distance between the center of the imaged target and $l_0$, $\rho_c^{comp.}$, $\rho_c$ denote the computed distance and the true distance correspondingly.

| model | $s_x$ | $\delta s_x^{comp.}/s_x$ | $\delta \rho_c^{comp.}/\rho_c$ | $\delta \varepsilon_r^{comp.}/\varepsilon_r$ |
|-------|-------|--------------------------|-----------------------|--------------------------|
| B ($\varepsilon_r = 3.0$) | 0.71 | 21% | 4.5% | 2.89 | 3.7% |
| B ($\varepsilon_r = 4.0$) | 0.74 | 17% | 2.1% | 4.18 | 4.4% |
| B* (no wall) | 0.74 | 17% | 2.1% | 3.88 | 3.0% |
| C ($\varepsilon_r = 3.0$) | 0.36 | 10% | 5.3% | 2.84 | 5.3% |
| C ($\varepsilon_r = 5.0$) | 0.34 | 15% | 4.9% | 4.34 | 13.2% |
| C* (no wall) | 0.34 | 15% | 4.9% | 4.46 | 11.0% |
(a) Dielectric constant distribution for model B. Cross-section by the plane \( z = 4.61 \), through the center of the target.

(b) Dielectric constant distribution for model C. Cross-section by the plane \( z = 4.61 \), through the center of the target.

Fig. 3. Images of the 2-D cross sections of dielectric constants for models B and C. Blue line represents the wall.

(a) Results for model B before (top) and after (bottom) postprocessing.
(b) Results for model C before (top) and after (bottom) postprocessing.

Fig. 4. Slant range dielectric constants for model B with \( \varepsilon_r = 4 \) and for model C with \( \varepsilon_r = 5 \), see section II. The processed images are compared with slant range projections of targets (white line represents the expected image of the target, the number shows the true length of the target in cross range). The color scale shows the value of the slant range dielectric constant. The wall clutter is not shown on these images.

The relative error of the computed dielectric constant \( \delta \varepsilon_{comp} / \varepsilon_r \) is defined similarly to \( \delta s_x / s_x \). The results for the model A are not present in Table I, since we used it as a reference model for the data scaling.

B. Experimental Data

1) Measurement Setup: We use the radar data, experimentally collected by Sullivan and Nguyen with the goal to inspect a building. The transmitting/receiving setup was driven on the top of a vehicle along two sides of an H-shaped building at a distance of 10 meters parallel to the walls. The antenna takes measurements at \( N = 2000 \) equidistant positions along path 1 and \( N = 2000 \) positions along path 2, see Figure 5. The parameters of the pulse are \( \omega_0 = 1600 \text{MHz} \), \( \alpha = 8.0 \times 10^{17} \) and \( \tau = 1 \text{ns} \), see [24] for a detailed description of the measurement setup.

2) Results: As described above, in the case of experimental data, we have chosen the calibration factor CF in such a way that the dielectric constant of the front wall became \( \varepsilon_r(\text{wall}) = 2.5 \). We also note that the conventional SAR image we got does not show the values of the dielectric constants, but rather shows the relative reflectivity of the imaged objects. Thus we present the computed contrasts \( \nu = \varepsilon_{comp} / 2.5 \) rather than the computed median values of the SR dielectric constants in the targets of interest, placed inside the building. We compare these contrasts to the ones of the SAR image \( \nu_{SAR} \), between the targets and the front wall. Note that these contrasts can further be used to accurately classify types of imaged objects. The inspected building is depicted on the Figure 5. It consists of several drywalls, with ceramic shower stalls and metallic container hidden behind them. The contrast of the metallic container in the left had side of Figure 6(a) is about \( \nu \approx 7.2 \). At the same time, the contrast of the same object on the SAR image of Figure 6(b) is close to \( \nu_{SAR} \approx 1.1 \). This
means that our method allows one to identify the difference between the material of the metallic container and the front wall, while the SAR image does not. Since the computed $\nu \approx 7.2$ in the metal container, then the computed dielectric constant of this container is $\varepsilon_{\text{comp}}(\text{container}) \approx 7.2 \times 2.5 = 18$. This value can be then used to classify the target. The scale on Figure 6 is logarithmic. The results are summarized in Table II.

Our method assumes that the targets are surrounded by free space. However, we have here the side wall surrounded by the ground, the back wall and two side walls, all of which forming 90 degree angles with each other. This leads to multiple reflection waves, all of which come back to the radar, in addition to the direct response from the target wall. Thus, the ground and the walls effectively form a 4-sided corner reflector, which is a quite complicated structure. This is the reason why our technique does not provide good reconstruction results for the side wall, see Figure 6(a). Similar arguments are applicable to the SAR image of Figure 6(b). Another difficulty is to describe the material of the target with a single median value of the computed SR dielectric constant when the target is not homogeneous. This is the case for the shower stalls, see Figures 5 and 6(a). However, we still use the median value of the SR dielectric constant in stalls for simplicity, see Table II, and leave this question for future research.

**V. COMPARISON WITH THE BORN APPROXIMATION**

An interesting question is about a comparison of the performance of our nonlinear method with the conventional methods for SAR imaging. All those methods rely on the Born approximation. Furthermore, any of these methods imposes some additional assumptions on the model of Born approximation. Hence, we have decided to compare here our inversion method with the straightforward implementation of Born approximation model. We use a richer set of data in our model than the SAR data, used for inversion in section IV. In other words, the data in this section depends on three rather than two variables. Furthermore, the SAR data (10) are a part of the data used in this section. Thus, it seems to be that the image provided by the Born approximation method of this section should be at least not worse than the one provided by any other version of the SAR imaging algorithm.
It follows from [8] and [2] that the inverse scattering problem in the Born approximation case can be stated as: find the function $b(\eta) = \varepsilon_r(\eta) - 1$ from the equation

$$\int_{\Omega} \frac{e^{i k |x - \eta|}}{4 \pi |x - \eta|} v_0(\eta, x_0, k) b(\eta) \, d\eta = h(x, x_0, k) \quad (32)$$

where the function $v_0(x, x_0, k)$ is defined in [9], and the function $h(x, x_0, k) = v(x, x_0, k) - v_0(x, x_0, k)$. We assume that the function $h(x, x_0, k)$ is known for $x, x_0 \in l_0$ and $k \in (k_{\min}, k_{\max})$. Since points $x$ and $x_0$ run independently over $l_0$, then the data $h(x, x_0, k)$ in (32) depend on three variables. Furthermore, the $h(x_0, x_0, k)$ part of the data $h(x, x_0, k)$ actually has the same information content as the the Fourier transform of the regular SAR data [10]. Consider the set $S = l_0 \times l_0 \times (k_{\min}, k_{\max})$. Denote the operator in the left hand side of (32) by $A : H^1(\Omega) \rightarrow L_2(S)$. Assuming that $h \in L_2(S)$, Equation (32) can be rewritten as

$$A(b) = h \quad (33)$$

It follows from [32] that (33) is an integral equation of the first kind. The latter means that the problem of the solution of (33) is ill-posed. Hence, we solve it via the regularization method. We minimize the following functional

$$J_\beta(b) = \|A(b) - h\|^2_{L_2(S)} + \beta \|b\|^2_{H^1(\Omega)} \quad (34)$$

where $\beta = 10^{-4}$ is the regularization parameter. We have found $\beta$ numerically by trial-and-error, using model A of section IV as a reference. In doing so, we found such a number $\beta = 10^{-4}$, that maximum of the function $b(\eta) = 2.5$ as in model A. The data for the signal reflected from the wall were not counted. Then we have used the same $\beta = 10^{-4}$ for model B with a different values of the dielectric constant in the target. The response from the wall, was subtracted from the data $v(x, x_0, k)$ for $(x, x_0, k) \in S$. The target’s median SR dielectric constant $\varepsilon_{\text{comp}}$ was computed and compared to both the true one and the value, obtained via our inversion algorithm. Although the shape of the target was reconstructed well, the value of the dielectric constant in it was quite inaccurate one, see Table III.

| Method | $\varepsilon_r = 4.0$ | $\varepsilon_r = 6.0$ |
|--------|---------------------|---------------------|
| Born approximation | $\varepsilon_{\text{comp}}^{\text{SR}}$ | $\delta \varepsilon_{\text{comp}}^{\text{SR}} / \varepsilon_r$ | $\varepsilon_{\text{comp}}^{\text{SR}}$ | $\delta \varepsilon_{\text{comp}}^{\text{SR}} / \varepsilon_r$ |
| Our inversion | 2.32 | 42.0% | 2.31 | 64.5% |
| | 4.18 | 4.4% | 5.56 | 7.4% |

Thus, the Born approximation leads to much more significant errors in the value of the dielectric constant than our method. Since SAR imaging algorithms rely on the Born approximation, then we conjecture that the conventional algorithms also lead to high errors in the value of the dielectric constant.

VI. CONCLUSION AND DISCUSSION

We have presented a novel nonlinear inversion method for SAR data and applied it for the reconstruction of the dielectric constant from the through-the-wall imaging radar data. The proposed method is based on the numerical solution of a rigorously formulated ISP. A numerical method is constructed to rigorously ensure the global convergence of the minimization process. The fact that properties of front walls may be unknown in practice presents a challenge in producing accurate and reliable images. Our results for both computationally simulated and experimentally collected data results confirm that our method can do both: accurately localize targets of different shapes and accurately compute their dielectric constants. This is true even in the case when the thickness and the dielectric constant of the wall are unknown. The comparison with the Born approximation case shows that our method is significantly more accurate in computations of dielectric constants. Since any conventional SAR imaging technique is based on the Born approximation and also uses far less data than we did in [12]-[34], then we conjecture that our technique significantly outperforms any conventional SAR algorithm in the accuracy of computed dielectric constants of targets in the problem of through-the-wall imaging.

Thus, the use of the proposed inversion method enhances the capacity of through-the-wall radar imaging in obtaining images of targets hidden behind the wall and in their classification.
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