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ABSTRACT

Federated learning (FL) has emerged as a promising collaboration paradigm by enabling a multitude of parties to construct a joint model without exposing their private training data. Three main challenges in FL are efficiency, privacy, and robustness. The recently proposed SIGNSGD with majority vote shows a promising direction to deal with efficiency and Byzantine robustness. However, there is no guarantee that SIGNSGD is privacy-preserving. In this paper, we bridge this gap by presenting an improved method called DP-SIGNSGD, which can meet all the aforementioned properties. We further propose an error-feedback variant of DP-SIGNSGD to improve accuracy. Experimental results on benchmark image datasets demonstrate the effectiveness of our proposed methods.

Index Terms—SIGNSGD, Efficiency, Privacy, Robustness

1. INTRODUCTION

Federated learning (FL) provides a promising learning paradigm by pushing model training to local parties [1]. In the centralized optimization, communication costs are relatively small, and computational costs dominate. In contrast, in federated optimization, communication costs dominate. Up to now, it is still difficult to deploy practical FL applications in real world. To alleviate communication burden on the network, one promising solution is gradient quantization, such as SignSGD [2,3], QSGD [4], TernGrad [5] and ATOMO [6].

Meanwhile, FL offers a privacy-aware paradigm of model training which does not require data sharing. Nevertheless, recent works have demonstrated that FL may not always provide sufficient privacy guarantees, as communicating model updates throughout the training process can nonetheless reveal sensitive information [7] even incur deep leakage [8]. For instance, as shown by [9], even a small portion of gradients may reveal information about local data. A more recent work showed that the training data can be completely revealed from gradients in a few iterations when parties share their gradients of small batch [8]. Such attacks pose significant threats to FL [10][11], as in FL, any party may violate the privacy of other parties in the system, even without involving the server. In addition to privacy, there may exist Byzantine attackers in FL systems, who can run data or model poisoning attacks to compromise the integrity of the learning process.

As far as we know, there is no existing works that can satisfy multiple goals in FL simultaneously: (1) fast algorithmic convergence; (2) good generalisation performance; (3) communication efficiency; (4) fault tolerance; (5) privacy preservation. SIGNSGD with majority vote [2][3] offers a promising solution to realize the first four goals, but lacks privacy guarantee. To fill in this gap, we are inspired to add carefully calibrated noise before each party takes the sign operation [12].

In summary, our contributions include:

1. We propose an efficient, privacy-preserving, and Byzantine robust compressor, which extends SIGNSGD to DP-SIGNSGD. We further provide an error-feedback version called EF-DP-SIGNSGD to improve accuracy.

2. We theoretically prove the privacy guarantee of our proposed algorithms, and empirically demonstrate that our DP-SIGNSGD and EF-DP-SIGNSGD can ensure Byzantine robustness, accuracy and communication efficiency simultaneously.

The remaining of the paper is organized as follows. Section 2 reviews the related work and preliminary in this work. Section 3 presents the technical details of our proposed DP-SIGNSGD. Section 4 provides the empirical results and analysis. Finally, Section 5 concludes this paper.

2. RELATED WORKS AND PRELIMINARY

Communication Efficiency: Sharing high-dimensional gradients across iterative rounds in federated learning is very costly. To reduce communication cost, various gradient quantization methods have been proposed. Algorithms like QSGD [4], TernGrad [5] and ATOMO [6] use stochastic quantisation schemes to ensure that the compressed stochastic gradient remains an unbiased approximation to the true gradient. More heuristic algorithms like 1BITSGD [13] focuses more on practical performance. SIGNSGD with majority vote takes a different approach by directly employing the sign of the stochastic gradient [2][3]. For the homogeneous data distribution scenario, [2][3] show theoretical and empirical evidence that SIGNSGD can converge well despite the biased approximation nature. For the heterogeneous data distribution, [12] shows that the convergence of SIGNSGD is not guaranteed and...
proposes to add carefully designed noise to ensure convergence. However, compared with the full-precision gradients, SIGNSGD always incurs extra quantization error. To remedy this issue, [13] tracks quantisation errors and feeds them back into the subsequent updates. [14] proposes EF-SIGNSGD, which applies error compensation to SIGNSGD; however, this work only considered the single party scenario. [13] further extends it to the multi-party scenario and establishes the convergence.

**Privacy and Byzantine Robustness:** Previous work has shown that sharing gradients can result in serious privacy leakage [7–9]. In addition to privacy, FL robustness is a big challenge that may hinder the applicability of FL, as there may exist Byzantine attackers in addition to the normal parties. FL with secure aggregation [16] is especially susceptible to poisoning attacks as the individual updates cannot be inspected. The appearance of SIGNSGD provides a promising method for both privacy and Byzantine robustness. SIGNSGD can largely reduce privacy leakage via gradients quantization.

**EF-DP-SIGN**

The main procedures for EF-DP-SIGNSGD are given in Algorithm 1 and Algorithm 2 respectively. In particular, we introduce error decay rate λ to incorporate error compensation.

**Definition 2.** For any given gradient $g_m^{(t)}$, the compressor dpsign outputs $dpsign(g_m^{(t)},ε,δ)$. The $i$-th entry of $dpsign(g_m^{(t)},ε,δ)$ is given by

$$dpsign(g_m^{(t)},ε,δ)_i = \begin{cases} 1, & \text{with probability } \Phi\left(\frac{\|g_m^{(t)}\|_2}{\sigma} - \frac{\epsilon\sigma}{\Delta}\right) \\ -1, & \text{with probability } 1 - \Phi\left(\frac{\|g_m^{(t)}\|_2}{\sigma} - \frac{\epsilon\sigma}{\Delta}\right) \end{cases}$$

where $\Phi(\cdot)$ is the cumulative distribution function (cdf) of the normalized Gaussian distribution; $\sigma$ satisfies Equation 7.

**Theorem 2.** The proposed compressor dpsign$(\cdot,ε,δ)$ is $(ε,δ)$-differentially private for any $ε > 0$, and $δ ∈ (0, 1)$.

**Proof.** We start from the one-dimension scenario and consider any $a, b$ that satisfy $||a - b||_2 ≤ Δ_2$. Without loss of generality, assume that $dpsign(a,ε,δ) = dpsign(b,ε,δ) = 1$. SIGNSGD. More specifically, we employ the state-of-the-art Analytic Gaussian Mechanism for each party in the FL system, which relaxes the constraint of $ε < 1$ in the traditional Gaussian Mechanism [17] as follows.

**Theorem 1.** (Analytic Gaussian Mechanism [18]). Let $f: \mathcal{X} → \mathcal{R}^d$ be a function with global $L_2$ sensitivity $Δ$. For any $ε ≥ 0$ and $δ ∈ [0, 1]$, the Analytic Gaussian Mechanism $M(x) = f(x) + Z$ with $Z ∼ N(0, σ^2 I)$ is $(ε,δ)$-DP if and only if

$$Φ\left(\frac{Δ}{2σ} - εσ/Δ\right) - εσ/Δ ≤ δ.$$  

In order to obtain $(ε,δ)$-DP for a function $f$ with global $L_2$ sensitivity $Δ$, it is enough to add Gaussian noise with variance $σ^2$ satisfying Equation 1.

**3.1. The Differentially Private Compressor dpsign**

In this subsection, we present the differentially private version of SIGNSGD. Instead of sharing actual local gradient $g_m^{(t)}$, each party $m$ quantizes the gradient with a differentially private 1-bit compressor $dpsign(\cdot)$ and sends $dpsign(g_m^{(t)})$ to the server by following Equation 2. The differentially private compressor $dpsign$ is formally defined as follows. The probability of each coordinate of the gradients mapping to $\{-1, 1\}$ is sophisticatedly designed to satisfy the LDP guarantee.

In FL, at each communication round $t$, each party $m ∈ [M]$ computes local gradient $g_m^{(t)}$ and sends it to the server. The server performs aggregation and sends the aggregated gradient back to all parties [1]. Finally, parties update their local models using the aggregated gradient.

Considering communication efficiency and privacy, we adopt SIGNSGD and combine Gaussian Mechanism [17] with...
According to Theorem 1, given the parameters \( \epsilon, \delta \), we have

\[
\mathbb{P}(|\langle d_{\text{sign}}, a, c, \delta \rangle = v \rangle \leq e^\epsilon \text{ with probability at least } 1 - \delta.
\]

### Algorithm 1: dp-SignSGD

**Input:** learning rate \( \eta \), current global model vector \( w(t) \), each party’s local data \( D_m \), each party’s gradient \( g_m(t) \), dp-SignSGD compressor \( d_{\text{sign}}(\cdot) \).

**Server:**
- push \( \tilde{g}(t) = \text{sign}(\frac{1}{M} \sum_{m=1}^{M} d_{\text{sign}}(g_m(t))) \) to all parties.

**Each party:**
- compute gradient: \( g_m(t) = \text{SGD}(w(t), D_m) \)
- send \( d_{\text{sign}}(g_m(t)) \) to server.
- update \( w^{(t+1)} = w^{(t)} - \eta \tilde{g}(t) \)

### Algorithm 2: Error-Feedback dp-SignSGD (EF-DP-SIGNSGD)

**Input:** learning rate \( \eta \), current global model \( w(t) \), current residual error vector \( \tilde{e}(t) \), each party’s gradient \( g_m(t) \), dp-SignSGD compressor \( d_{\text{sign}}(\cdot) \), error decay rate \( \lambda \).

**Server:**
- push \( \tilde{g}(t) = \text{sign}(\frac{1}{M} \sum_{m=1}^{M} d_{\text{sign}}(g_m(t)) + \tilde{e}(t)) \) to all parties.
- update residual error:
  \[
  \tilde{e}^{(t+1)} = \lambda \tilde{e}^{(t)} + (1 - \lambda) \{ \frac{1}{M} \sum_{m=1}^{M} d_{\text{sign}}(g_m(t)) - \frac{1}{M} \tilde{g}(t) \}.
  \]

**Each party:**
- compute gradient: \( g_m(t) = \text{SGD}(w(t), D_m) \)
- send \( d_{\text{sign}}(g_m(t)) \) to server.
- update \( w^{(t+1)} = w^{(t)} - \eta \tilde{g}(t) \)

Then we have

\[
\mathbb{P}(d_{\text{sign}}(a, c, \delta) = 1) = \Phi\left( \frac{a}{\sigma} \right) - \int_{-\infty}^{a} \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{x^2}{2\sigma^2}} dx,
\]

\[
\mathbb{P}(d_{\text{sign}}(b, c, \delta) = 1) = \Phi\left( \frac{b}{\sigma} \right) - \int_{-\infty}^{b} \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{x^2}{2\sigma^2}} dx.
\]

\[
\mathbb{P}(d_{\text{sign}}(a, c, \delta) = 1) = \int_{-\infty}^{a} e^{-\frac{x^2}{2\sigma^2}} dx = \int_{0}^{\infty} e^{-\frac{(x-a)^2}{2\sigma^2}} dx.
\]

\[
\mathbb{P}(d_{\text{sign}}(b, c, \delta) = 1) = \int_{-\infty}^{b} e^{-\frac{x^2}{2\sigma^2}} dx = \int_{0}^{\infty} e^{-\frac{(x-b)^2}{2\sigma^2}} dx.
\]

4. PERFORMANCE EVALUATION

4.1. Dataset and Experimental Setup

For experiments, we investigate two benchmark image datasets: MNIST[1] and CIFAR-10[2]. We run our experiments with 31 normal parties, and partition the training dataset according to the labels. The number of labels \( c \) assigned to each party can be used as a metric to measure the data heterogeneity. We randomly sample examples from each label without replacement. Each party’s data size depends on both \( c \) and the size of the training data associated with each label. We compare our proposed algorithms with two baselines: SGD[3] and FedAvg[1]. For fair comparison, we set the same hyper-parameters (batch size as 256, local epoch as 1, and learning rate as 0.005 and 0.01 for MNIST and CIFAR-10 respectively) for all baselines. We set error decay rate as \( \lambda = 0.5 \) when \( c = \{2, 4, 10\} \), and omit it when \( c = 1 \).

In terms of local model architecture, we consider a simple feed-forward neural network with 64 hidden units. We remark that our main purpose is not to achieve state-of-the-art accuracy, but to validate the effectiveness of our proposed methods. For dp-SignSGD and EF-DP-SignSGD, we follow the DPGD algorithm[19] to clip the gradient of each example within a fixed \( L_2 \) norm bound, such that the sensitivity \( \Delta_2 \) is bounded by a chosen threshold. We select \( L_2 \) norm bound as 4 and 1 for MNIST and CIFAR-10 respectively[3].

4.2. Experimental Results

**Comparison with Baselines.** As shown in Fig.[1] for MNIST, EF-DP-SignSGD consistently outperforms dp-SignSGD in all cases. In addition, both dp-SignSGD and EF-DP-SignSGD converge well in spite of their biased nature. Similar results can also be observed from Fig.[2] for CIFAR-10. We hypothesise that error-feedback mechanism in EF-DP-SignSGD takes effect and the injected noise in EF-DP-SignSGD and dp-SignSGD act as a regularization mechanism. Moreover, we notice that FedAvg does not necessarily outperform all the other baselines under the same hyper-parameter setting. FedAvg usually performs better by simultaneously increasing local training epochs and decreasing local mini-batch sizes, given a much larger starting learning rate with exponential decay [20]. In terms of communication efficiency, compared with FedAvg using full-precision gradients, all the signSGD based methods can reduce the communication overhead per round by 32×, as all

---

[1] [http://yann.lecun.com/exdb/mnist/](http://yann.lecun.com/exdb/mnist/)

[2] [https://www.cs.toronto.edu/~kriz/cifar.html](https://www.cs.toronto.edu/~kriz/cifar.html)

[3] code is available at: [https://github.com/lingjuanlv/DP-SIGNSGD.git](https://github.com/lingjuanlv/DP-SIGNSGD.git)
communication to and from the parameter server is compressed to one bit.

**Impact of Privacy Budget** $\epsilon$. We examine the impact of privacy budget $\epsilon$ in Table 1 when $\delta = 10^{-5}$. Here $\epsilon$ measures per round privacy guarantee of each party. It can be observed that EF-DP-SIGN outperforms DP-SIGN for all $\epsilon$’s.

**Table 1**: The performance of MNIST DP-SIGNSGD and EF-DP-SIGNSGD under different $\epsilon$ when $\delta = 10^{-5}$, without Byzantine attackers. Each party has $c = 4$ classes.

| $\epsilon$   | 0.05 | 0.1  | 0.5  | 1    | 2    |
|--------------|------|------|------|------|------|
| DP-SIGNSGD   | 75.54| 82.14| 89.33| 90.64| 91.95|
| EF-DP-SIGNSGD| 78.68| 84.93| 90.32| 91.50| 92.84|

**Byzantine Resilience.** In addition to $M$ normal parties, we assume that there exist $B$ Byzantine attackers. Instead of following dpsign, the Byzantine attackers can take arbitrary compressors. In this work, we consider two types of adversaries: (1) Random adversaries who randomise the sign of each coordinate of the gradients; (2) Negative adversaries who invert their gradients. Note that we neglect the adversaries that arbitrarily rescale their gradients, as SIGNSGD does not aggregate the magnitudes of the values in the gradients but only the signs, which is inherently robust to all adversaries in this class. On the other hand, SGD is certainly not robust since an adversary could set the gradient to infinity and corrupt the entire model.

For Negative adversaries, as the Byzantine attackers have access to the average gradients of all the $M$ normal parties (i.e., $g_j(t) = \frac{1}{B} \sum_{m=1}^{M} g^m_j(t), \forall j \in [B]$), we assume that each Byzantine attacker $j$ shares the opposite signs of the true gradients, i.e., $\text{byzantine-sign}(g_j(t)) = -\text{sign}(g_j(t))$.

**Remark 1.** Note that previous work has shown that SIGNSGD with Majority Vote [3] is more robust than MULTI-KRUM [21], so we only need to compare with SIGNSGD to show the efficacy of our methods.

The test accuracy results of MNIST EF-DP-SIGNSGD with $\epsilon = 1$ under varying Byzantine attackers are reported in Fig. 3. As we find that Negative adversaries are always stronger than Random adversaries, so we only show the Byzantine resilience results against Negative adversaries for illustration purpose. As observed from Fig. 3 the Byzantine resilience of EF-DP-SIGNSGD keeps relatively stable even when the Byzantine attackers account for 40% of all parties.

5. CONCLUSION

We propose an efficient, private, and Byzantine robust compressor by extending sigNSGD to DP-SIGNSGD. We further incorporate the error-feedback mechanism to improve accuracy. We theoretically prove the privacy guarantee of the proposed algorithms, and empirically demonstrate that our proposed DP-SIGNSGD and EF-DP-SIGNSGD can achieve multiple goals simultaneously. We hope that our proposed algorithms can advance the FL algorithms towards the privacy-preserving, efficient, robust real-world applications. Theoretical convergence analysis would be the next-step work.
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