Variational Quantum algorithm for Poisson equation
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The Poisson equation has wide applications in many areas of science and engineering. Although there are some quantum algorithms that can efficiently solve the Poisson equation, they generally require a fault-tolerant quantum computer which is beyond the current technology. In this paper, we propose a Variational Quantum Algorithm (VQA) to solve the Poisson equation, which can be executed on Noise Intermediate-Scale Quantum (NISQ) devices. In detail, we first adopt the finite difference method to transform the Poisson equation into a linear system. Then, according to the special structure of the linear system, we find an explicit tensor product decomposition, with only 2log $n$ + 1 items, of its coefficient matrix under a specific set of simple operators, where $n$ is the dimension of the coefficient matrix. This implies that the proposed VQA only needs $O$(log $n$) measurements, which dramatically reduce quantum resources. Additionally, we perform quantum Bell measurements to efficiently evaluate the expectation values of simple operators. Numerical experiments demonstrate that our algorithm can effectively solve the Poisson equation.

I. INTRODUCTION

Quantum computing has been shown to be more computationally powerful over classical computing in solving certain problems, such as factoring large numbers $^1$, unstructured database searching $^2$, solving equations $^3$, classification $^5$, linear regression $^7$, and dimensionality reduction $^{9}$. $^{11}$.

The Poisson equation has wide applications in many areas, such as quantum mechanical continuum solvation $^{21}$, and Markov chains $^{22, 23}$. In general, the finite difference and spectral method $^{24-26}$ are used to solve the Poisson equation. The core of these algorithms is to approximate the solution of the Poisson equation with the solution of linear systems. Since the dimension of the linear system obtained by the discrete Poisson equation is generally very large, solving the linear system is quite time consuming. In order to solve the Poisson equation efficiently, some related quantum algorithms $^{28, 29}$ were proposed. These quantum algorithms have shown significant speedups over their classical counterparts.

However, the advantages of quantum algorithms mentioned above usually rely on a fault-tolerant quantum computer, which may take a long time horizon to implement. Recent developments in quantum hardware have motivated advances in algorithms to run in the so-called Noisy Intermediate Scale Quantum (NISQ) devices $^{12}$ which only support a shallow quantum circuit, a restricted number of physical qubits and limited gate fidelity. An important question is how to solve some practical and meaningful tasks on such NISQ devices.

Variational Quantum Algorithms (VQAs) are expected to realize quantum advantages on NISQ devices. VQAs are a class of hybrid quantum-classical algorithms. Specifically, VQAs employ a shallow-depth quantum circuit to efficiently evaluate a cost function which depends on the parameters of a quantum gate sequence on the quantum computer, and the classical computer uses this cost information to adjust the parameters of the gate sequence to minimize the cost function. VQAs have been successfully applied to calculate the ground state or the excited state of the system Hamiltonian $^{13-16}$, diagnose a quantum state $^{17}$, solve combinatorial optimization problems $^{18, 19}$, process classification tasks $^{20}$, solve linear systems $^{30-32}$, etc.

Here, our aim is to design a VQA to solve the Poisson equation. A straight idea is to first adopt the finite difference method to discretize the Poisson equation to obtain a linear system, then employ the existing techniques $^{30-32}$ directly to solve the linear system. However, the algorithms proposed in Refs. $^{30-32}$ always need to satisfy the following conditions. Specifically speaking, (1) the coefficient matrix of a linear system can be decomposed into a sum of tensor products, with $O$(polylog $n$) items, of a specific set of simple operators, where $n$ is the dimension of the coefficient matrix. And the smaller the number of decomposition items, the less quantum resources are required by the algorithm; (2) the expectation values of each term of the tensor products of simple operators can be efficiently evaluated on a quantum computer. A common example is the decomposition of a coefficient matrix into a sum of tensor products of Pauli operators weighted by constant coefficients. Therefore, a key problem in designing a VQA for solve the linear system generated by the discrete Poisson equation is to find a decomposition that make the coefficient matrix $A$ satisfies the above requirements, but this decomposition is nontrivial. For example, the number of decomposed
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by the discretization of the $d$-dimensional Poisson equation as
\begin{equation}
A^{(d)} = A \otimes I \otimes \cdots \otimes I + I \otimes A \otimes I \otimes \cdots \otimes I + \cdots \\
+ I \otimes \cdots \otimes I \otimes A,
\end{equation}
where $I \in \mathbb{R}^{n \times n}$ and $A^{(d)} \in \mathbb{R}^{n^d \times n^d}$.

## III. A VQA FOR POISSON EQUATION

In order to design a VQA to solve the Poisson equation, we transform solving the linear systems that approximates the Poisson equation into finding the ground state of Hamiltonian $H$. Here, $H$ can be constructed as:
\begin{equation}
H = A^1(I - |b\rangle\langle b|)A = A(I - |b\rangle\langle b|)A,
\end{equation}
where the quantum state $|b\rangle$ is proportional to the vector $b$, which can be efficiently prepared by a unitary operator $U$ and the second equality comes from $A$ is a Hermitian matrix. It can be verified that $|x\rangle = A^{-1}|b\rangle/\|A^{-1}|b\rangle\|$ is the ground state corresponding to its 0 eigenvalue.

To calculate the ground state $|x\rangle$, we first find the ground state energy of $H$, which can be converted into the minimum of the following cost function:
\begin{equation}
E(\theta) = \langle \psi(\theta)|H|\psi(\theta)\rangle = \langle \psi(\theta)|A^2|\psi(\theta)\rangle - |\langle b|A|\psi(\theta)\rangle|^2,
\end{equation}
where $|\psi(\theta)\rangle$ is a parameterized quantum state, namely $|\psi(\theta)\rangle = U(\theta)|0\rangle$, with unitary gate sequence $U(\theta) = U_L(\theta_L)\cdots U_1(\theta_1)$, $\theta = (\theta_L, \cdots, \theta_1)$. When we obtain $\min_\theta E(\theta)$ (that is, the ground state energy of $H$), and at the same time we obtain $\theta = \theta_{\text{opt}}$, then $U(\theta_{\text{opt}})$ will produce the state $|\psi(\theta_{\text{opt}})\rangle \approx |x\rangle$. Therefore, the goal of our VQA is to obtain $\min_\theta E(\theta)$. To this end, we need to evaluate $E(\theta)$ on the quantum computer, and adjust the parameters of the gate sequence $\theta$ on the classical computer using the information of $E(\theta)$ to minimize $E(\theta)$.

To evaluate $E(\theta)$, we observe that $\langle \psi(\theta)|A^2|\psi(\theta)\rangle$ can be regarded as the expectation value of observable $A^2$, and $|\langle b|A|\psi(\theta)\rangle|^2$ can be seen as the square of the expectation value of observable $X \otimes A$ as follow:
\begin{equation}
||\langle b, \psi(\theta)|X \otimes A|b, \psi(\theta)\rangle|^2| = |\langle b|A|\psi(\theta)\rangle|^2,
\end{equation}
where $|b, \psi(\theta)\rangle = \frac{1}{\sqrt{m}}(|0\rangle|b\rangle + |1\rangle|\psi(\theta)\rangle)$. When find a decomposition of $A$ and $A^2$ that satisfies the two requirements mentioned in the introduction, we can evaluate $E(\theta)$ on the quantum computer. The structure of the entire algorithm is shown in Fig. 1.

In the following sections, for convenience, we first consider the matrix $A$ generated by the discretization of the 1-dimensional Poisson equation and assume that $n = 2^m$, where $m$ is a positive integer.
A. An explicit decomposition of $A$ and $A^2$

We will show the process of obtaining a sum of the tensor products of $A$ and $A^2$ under a specific set of simple operators. According to the special structures of $A$ and $A^2$, we first write $A$ and $A^2$ into block matrices respectively, then apply the recursive algorithm to find their explicit decomposition.

Let’s write $A$ as a block matrix:

$$A_m = \begin{bmatrix} A_{m-1} & D_{m-1} \end{bmatrix} \begin{bmatrix} A_{m-1}^{-1} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} A_{m-1} \end{bmatrix},$$

where

$$D_{m-1} = \begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix}.$$

Then we adopt the recursive algorithm to find the explicit decomposition of $A_m$ as follow:

$$A_1 = \begin{bmatrix} 2 & -1 \\ -1 & 2 \end{bmatrix} = 2I - \sigma_+ - \sigma_-;$$

$$A_2 = \begin{bmatrix} 2 & -1 & 0 & 0 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -1 \\ 0 & 0 & -1 & 2 \end{bmatrix}$$

$$= I \otimes A_1 - \sigma_- \otimes \sigma_+ + \sigma_+ \otimes \sigma_-;$$

$$A_3 = I \otimes A_2 - \sigma_- \otimes \sigma_+ + \sigma_+ \otimes \sigma_- - \sigma_- \otimes \sigma_+ + \sigma_+ \otimes \sigma_- - \sigma_- \otimes \sigma_+ + \sigma_+ \otimes \sigma_- - \sigma_- \otimes \sigma_+ + \sigma_+ \otimes \sigma_-,$$

where $\sigma_+ = |0\rangle\langle 1|, \sigma_- = |1\rangle\langle 0|$. Then we have

$$A_m = I \otimes A_{m-1} - \sigma_- \otimes \sigma_+ - \sigma_+ \otimes \sigma_- - \sigma_- \otimes \sigma_+ - \sigma_+ \otimes \sigma_- - \sigma_- \otimes \sigma_+ - \sigma_+ \otimes \sigma_- - \sigma_- \otimes \sigma_+ - \sigma_+ \otimes \sigma_-,$$

It shows that $A_m$ can be written as a linear combination of tensor products of simple operators $\{I, \sigma_+, \sigma_-\}$ and the total number of items of $A_m$ is $2m + 1$, which is linear with respect to the logarithm of the dimension of the matrix. It means that our algorithm requires fewer quantum measurements, which will dramatically reduce quantum resources. Although the decomposition form of $A_{m}^2$ can be obtained by $A_m$, the number of terms is $(2m + 1)^2$. In order to reduce the number of decomposition items, next we use the same method as $A_m$ to show the decomposition process of $A_{m}^2$. 

FIG. 1. Schematic diagram showing the steps of the entire algorithm. (a) An explicit decomposition, which satisfies the two requirements mentioned in the introduction, of $A$ and $A^2$ under a specific set of simple operators are found. (b) The inputs to our algorithm are the precision $\varepsilon$, the initial value $\theta_0$, the unitary operator $U$ such that $U(0) = |b\rangle$ and every item of a sum of tensor products of $A$ and $A^2$. (c) To evaluate the cost function $E = E(\theta)$ on the quantum computer, we perform the unitary gate sequence $U(\theta)$ to evaluate $\langle \psi(\theta)|A^2|\psi(\theta)\rangle$ and perform $U$ and $U(\theta)$ to evaluate $\langle b|A|\psi(\theta)\rangle$, respectively. (d) We apply a classical optimizer (e.g., gradient descent) to minimize $E(\theta)$. If $\delta E > \varepsilon$, where $\delta E$ denote the change value of $E$, then update $\theta$ to execute a new round of the quantum algorithm, otherwise output $\theta_{\text{opt}} = \theta$. (e) The output of VQA is a quantum state $|\psi(\theta_{\text{opt}})\rangle \approx |x\rangle$ generated by $U(\theta_{\text{opt}})$. 

(b) Input: $\varepsilon, \theta_0, U$ and each item of $A$ and $A^2$.

(c) Quantum computing

(d) Classical computing

(e) Output: $|\psi(\theta_{\text{opt}})\rangle = |x\rangle$.
where

\[
M_{m-1} = \begin{bmatrix} 0 & \cdots & 0 \\ 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{bmatrix},
\]

(14)

Next, we apply the recursive algorithm to obtain the decomposition of \(B_m\):

\[
\begin{align*}
B_1 &= I \otimes B_1 + \sigma_- \otimes (I - 4\sigma_+) + \sigma_+ \otimes (I - 4\sigma_-); \\
B_2 &= I \otimes B_2 + \sigma_- \otimes \sigma_+ \otimes (I - 4\sigma_+) + \sigma_+ \otimes \sigma_- \otimes (I - 4\sigma_-) \\
&\quad + I \otimes \sigma_- \otimes (I - 4\sigma_+) + I \otimes \sigma_+ \otimes (I - 4\sigma_-) \\
&\quad + \sigma_- \otimes \sigma_+ \otimes (I - 4\sigma_+) + \sigma_+ \otimes \sigma_- \otimes (I - 4\sigma_-).
\end{align*}
\]

(15)

And then we can obtain

\[
B_m = I \otimes B_{m-1} + \sigma_- \otimes \sigma_+ \otimes \cdots \otimes \sigma_+ \otimes (I - 4\sigma_+) + \sigma_+ \otimes \sigma_- \otimes \cdots \otimes \sigma_- \otimes (I - 4\sigma_-)
\]

(16)

Thus \(B_m\) can be expressed as a sum of tensor products of operators \(\{I, \sigma_+, \sigma_-\}\) and the number of items is \(4m - 1\). Finally, we obtain the decomposition form of \(C_m\) via the recursive algorithm:

\[
C_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \sigma_+ \sigma_- + \sigma_- \sigma_+;
\]

\[
C_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} = \sigma_+ \sigma_- \otimes \sigma_+ \sigma_- + \sigma_- \sigma_+ \otimes \sigma_- \sigma_+ + \sigma_- \sigma_+ \otimes \sigma_- \sigma_+;
\]

\[
C_3 = \sigma_+ \sigma_- \otimes \sigma_+ \sigma_- \otimes \sigma_+ \sigma_- + \sigma_- \sigma_+ \otimes \sigma_- \sigma_+ \otimes \sigma_- \sigma_+ + \sigma_- \sigma_+ \otimes \sigma_- \sigma_+ \otimes \sigma_- \sigma_+.
\]

(17)

It shows that \(C_m\) is presented in the form of a sum of the tensor product of \(\{\sigma_+ \sigma_- \sigma_- \sigma_+\}\). Thus the explicit decomposition form of \(A_m^2\) can be obtained and the total number of items is \(4m + 1\). Similarly, we can also obtain the decomposition of \(A^{(d)}\), with only \(d(2m + 1)\) items, generated by the discretization of the \(d\)-dimensional Poisson equation. Besides, we apply the decomposition method to the general tridiagonal and pentadiagonal Toeplitz matrices which are often used to solve partial differential equations [24–27] in Appendix A.
B. Evaluate $E(\theta)$

In order to effectively evaluate $E(\theta)$, we directly perform quantum measurements to evaluate the expectation value of each item of $X \otimes A$ and $A^2 = B - C$.

According to the explicit decomposition of $A$ and $B$, we need to construct observables to evaluate their expected value. Here, observables can be designed as follows:

\[
\begin{align*}
P_+ &= \begin{bmatrix} 0 & \sigma_+ \\ \sigma_+^\dagger & 0 \end{bmatrix} = |\phi^+\rangle\langle\phi^+| - |\phi^-\rangle\langle\phi^-|, \\
P_- &= \begin{bmatrix} 0 & \sigma_- \\ \sigma_-^\dagger & 0 \end{bmatrix} = |\psi^+\rangle\langle\psi^+| - |\psi^-\rangle\langle\psi^-|,
\end{align*}
\]

where $|\phi^\pm\rangle = \frac{1}{\sqrt{2}}(|00\rangle \pm |11\rangle)$ and $|\psi^\pm\rangle = \frac{1}{\sqrt{2}}(|01\rangle \pm |10\rangle)$ are Bell states. Then we can attach an qubit to directly perform quantum Bell measurements to obtain:

\[
\langle+|P_+|+\rangle|\varphi\rangle = \langle\varphi|\sigma_+|\varphi\rangle,
\]

where $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ and $|\varphi\rangle$ is an arbitrary single-qubit state. Thus the expectation values of $X \otimes A$ and $B$ can be calculated from the result of the Bell measurements which can be done in parallel for all pairs of qubits using Hardmard and CNOT gates [39]. The quantum circuit is shown in Fig. 2.

To evaluate the expectation value of each item of $C$, we note that $\sigma_-\sigma_+ = |1\rangle\langle 1|$ and $\sigma_+\sigma_- = |0\rangle\langle 0|$ are Hermitian operators. Thus, we can perform quantum local measurements directly on the computational basis to obtain the expectation value of $C$. Coupled with the linearity property of operators, we can evaluate the cost function $E(\theta)$ efficiently on quantum computer.

C. Numerical experiments

We conduct numerical experiments to simulate our algorithm in ProjectQ [34], which is a high-performance simulator with emulation capabilities. In our experiments, we consider the system Hamiltonian with $m = 2, \cdots, 6$ qubits corresponding to the 1-dimensional Poisson equation, where the vector $b$ we choose is obtained by sampling the function $f(x) = x$ on the interior grid points. It is worth noting that the solution of the linear system get closer to the analytic solution of the Poisson equation as the dimension of the linear system increase [24–27]. Next we design a variational circuit $U(\theta)$ to generate the quantum state $|\psi\rangle$. Here, we apply the Quantum Alternating Operator Ansatz (QAOA) [18, 35] to design $U(\theta)$. The QAOA consists of evolving the $|+\rangle^\otimes n$ state by a driver Hamiltonian $H_D$ and a mixer Hamiltonian $H_M$ for a specified number of layers $p$. The variational circuit $U(\theta)$ is obtain by alternating the unitary operators $U_D(\theta^i_1) := \exp(-iH_D\theta^i_1)$ and $U_M(\theta^i_{L+1}) := \exp(-iH_M\theta^i_{L+1})$ $p$ times:

\[
U(\theta) = U_M(\theta^p_1)U_D(\theta^0_{L-1}) \cdots U_M(\theta^1_2)U_D(\theta^1_1),
\]

where $\theta = (\theta^i_1, \theta^i_2, \cdots, \theta_{L-1}^i, \theta_L^i)$, $\theta^i_j$ represents the $j$th parameter of the $i$th layer, $i = 1, \cdots, L$, $j = 1, \cdots, p$. In our numerical experiments, $H_M = \sum_{i=1}^{n} X_i$ and $H_D = \sum_{i=0}^{n} Z_i Z_{i+1} + Z_i Z_0 + Y_0 Y_1$, where $X, Y$ and $Z$ are Pauli operators. And each $\theta^i_j \in [0, 2\pi)$ of $\theta$ is chosen randomly. We adopt the Broyden-Fletcher-Goldfarb-Shanno (BFGS) as the optimizer. In Fig. 3, we give an example of the quantum circuit with $m = 3$ qubit. From Fig. 4, we observe that as the layers of quantum circuit $p$ increases, the fidelity $|\langle x|\psi(\theta_{ap})\rangle|$ of quantum circuits gradually increases, and can reach 0.99. We also obtain the minimum layers of quantum circuits that is required to guarantee the fidelity 0.99, plotted as an insert.

IV. CONCLUSION

To summarize, we designed a VQA to solve the Poisson equation. In particular, we found an explicit decomposition of the coefficient matrix of the linear system that approximates the Poisson equation. It is noteworthy that the number of decomposition items is only $2\log n + 1$, where $n$ is the dimension of the coefficient matrix, which greatly reduces the number of measurements in VQAs. In addition, we performed quantum Bell measurements in parallel to evaluate the cost function on a quantum computer.
FIG. 4. The fidelity $|\langle x | \psi(\theta_{\text{opt}}) \rangle|$ with increasing number of layers and number of qubits. For a given number of qubits, the layer of quantum circuit is increased gradually until the fidelity reaches 0.99. The inserted graph shows the minimum layer of quantum circuit in the simulation when the fidelity reaches 0.99.

Besides, we applied the decomposition method to the general tridiagonal and pentadiagonal Toeplitz matrices which are often utilized in solving partial differential equations [24–27]. And the number of decomposition items grows linearly with the logarithm of the dimension of the matrix. The banded Toeplitz systems with bandwidth $p$ have wide applications in many fields, such as solving the partial differential equations [24–27], Markov chains [36, 37] and signal processing [38], where $p \geq 2$ is a positive integer. Similarly, our algorithm also can be extended to address the banded Toeplitz systems.

When designing VQAs to solve some practical problems, such as dimensionality reduction, classification and linear system, the data matrix usually needs to meet the two requirements mentioned in the introduction. In the past, we often choose to decompose the data matrix under the Pauli operators. Our algorithm provides a new decomposition idea that the data matrix can be decomposed into a sum of tensor products of a class of simple operators which may not be Pauli operators or even Hermitian operators, as long as the expectation value of such operators can be measured efficiently on a quantum computer. Our algorithm may stimulate more VQAs for solving practical application problems.

ACKNOWLEDGMENTS

This work is supported by NSFC (Grants No.61976024, No. 61972048) and the Fundamental Research Funds for the Central Universities (Grant No.2019XD-A01).

Appendix A: Decomposition of the general tridiagonal and pentadiagonal Toeplitz matrices

In this Appendix, we apply the decomposition method of our algorithm to the general tridiagonal and pentadiagonal Toeplitz matrices, which often appear in solving partial differential equations [24–27]. Here we assume that $n = 2^m$, where $m$ is a positive integer. The general Tridiagonal and pentadiagonal Toeplitz matrices are defined as follows:

$$W = \begin{bmatrix} t_0 & t_1 & 0 \\ t_{-1} & \ddots & \ddots \\ \ddots & \ddots & t_1 \\ 0 & t_{-1} & t_0 \end{bmatrix} \in \mathbb{R}^{n \times n}, V = \begin{bmatrix} t_0 & t_1 & t_2 & 0 \\ t_{-1} & t_0 & t_1 & t_2 \\ t_{-2} & \ddots & \ddots & \ddots \\ \ddots & \ddots & \ddots & t_2 \\ 0 & t_{-2} & t_{-1} & t_0 & t_1 \\ t_{-2} & t_{-1} & t_0 & t_1 \end{bmatrix} \in \mathbb{R}^{n \times n}.$$  \hspace{1cm} (A1)
Then we adopt the recursive algorithm to find an explicit tensor product decomposition of $W$ and $V$ under a set of simple operators $\{I, \sigma_+, \sigma_-\}$ respectively, which can be expressed as:

$$W = I \otimes \cdots \otimes I \otimes (t_0 I + t_1 \sigma_+ + t_1 \sigma_-)$$

$$+ I \otimes \cdots \otimes I \otimes \sigma_- \otimes (t_1 \sigma_+) + \cdots + I \otimes \sigma_- \otimes \sigma_+ \cdots \otimes \sigma_+ \otimes (t_1 \sigma_+) + \sigma_- \otimes \sigma_+ \cdots \otimes \sigma_+ \otimes (t_1 \sigma_+)$$

$$+ I \otimes \cdots \otimes I \otimes \sigma_+ \otimes (t_- \sigma_-) + \cdots + I \otimes \sigma_+ \otimes \sigma_- \cdots \otimes \sigma_- \otimes (t_- \sigma_-) + \sigma_+ \otimes \sigma_- \cdots \otimes \sigma_- \otimes (t_- \sigma_-),$$

$$V = I \otimes \cdots \otimes I \otimes (t_0 I + t_1 \sigma_+ + t_1 \sigma_-)$$

$$+ I \otimes \cdots \otimes I \otimes \sigma_- \otimes (t_1 I + t_1 \sigma_+) + \cdots + I \otimes \sigma_- \otimes \sigma_+ \cdots \otimes \sigma_+ \otimes (t_1 I + t_1 \sigma_+) + \sigma_- \otimes \sigma_+ \cdots \otimes \sigma_+ \otimes (t_1 I + t_1 \sigma_+).$$

$$+ \sigma_+ \otimes \sigma_- \cdots \otimes \sigma_-(t_- I + t_- \sigma_-).$$

And the total number of decomposed items of $W$ and $V$ are $2m+1$ and $4m-1$, respectively. 
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