Multi-Agent Path Finding with Prioritized Communication Learning

Wenhao Li†, Hongjun Chen†, Bo Jin, Wenzhe Tan, Hongyuan Zha and Xiangfeng Wang‡

Abstract—Multi-agent pathfinding (MAPF) has been widely used to solve large-scale real-world problems, e.g., automation warehouses. The learning-based, fully decentralized framework has been introduced to alleviate real-time problems and simultaneously pursue optimal planning policy. However, existing methods might generate significantly more vertex conflicts (or collisions), which lead to a low success rate or more makespan. In this paper, we propose a PrIoritized COm-
munication learning method (PICO), which incorporates the implicit planning priorities into the communication topology within the decentralized multi-agent reinforcement learning framework. Assembling with the classic coupled planners, the implicit priority learning module can be utilized to form the dynamic communication topology, which also builds an effective collision-avoiding mechanism. PICO performs significantly better in large-scale MAPF tasks in success rates and collision rates than state-of-the-art learning-based planners.

I. INTRODUCTION

With the rapid development of low-cost sensors and computing devices, more and more manufacturing application scenarios can support the concurrent control of large-scale automated guided vehicles (AGVs) [1], [2]. To achieve efficient large-scale transportation via AGVs, many efforts have been devoted to multi-agent path finding, which aims to plan paths for all agents [3], [4], [5], [6], [7], [8], [9]. A critical constraint is that the agents must follow their paths concurrently without collisions [10]. Although classic “optimal” planners [3], [4], [5], [6] can guarantee the completeness of the solution and collision-free under certain assumptions, these planners have to re-plan for new scenarios, which cannot adequately satisfy the real-time requirements of realistic tasks.

Recently, many learning-based methods [7], [8], [9] were proposed to solve the above issues. Unlike classic planners that calculate a complete path for each agent based on global information, learning-based methods will learn a planning policy for each agent, which only employs local observations to decide one-step or limited length of paths. These learning-based methods generally model the MAPF problem as a multi-agent reinforcement learning (MARL) problem. The collision-free path planning can further be approximated in two ways. The first is to introduce post-processing techniques to avoid collisions by adjusting each agent’s individual paths [8], however this scheme might be extremely time-consuming. In a more “soft” manner, the second way is penalizing collisions by hand-crafted reward shaping [7], [9], which do not assure that the solutions are collision-free. But, its apparent shortcoming is that collision-free planning cannot usually be achieved. From the experimental perspective, the agents following the obtained planning paths will frequently collide with each other, thereby increasing the length of the planned paths than classic planners due to their decentralized framework, e.g., PRIMAL [7] and ODrM*[11] in Figure 1. More importantly, each agent make independent decisions based on its local observations without any global information, which could lead to a deadlock state [12].

The key reason, that existing learning-based MAPF algorithms cannot achieve better collision avoidance and real-time simultaneously, lies in their fully decentralized framework. For each agent, classic planners usually employ the full or partial information of others to achieve collision-free. Therefore, this paper utilizes the decentralized path planning and centralized collision avoiding framework, and introduces the communication-based MARL to design our learning-based method. However, one challenge is that a collision avoiding driven communication protocol becomes more challenging to obtain through this end-to-end communication learning scheme than classic planners [13]. Prioritized MAPF algorithms [3], [14], [15], which usually assign a total priority to each agent and plan a path for each agent from high-priority to low-priority, are among the most efficient state-of-the-art MAPF methods for collision avoidance [5], [16], [17]. However, they determine a predefined total priority ordering of the agents, and might lead to lousy quality solutions or even fail to find any solutions [14]. This motivates us to introduce the priority learning skill into communication learning scheme to learn a novel communication protocol with the collision alleviating ability.
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Fig. 1: (a) Makespans (the maximum timesteps for all agents to reach the goals) of PRIMAL and ODrM*; (b) Each point represents the total number of collisions between each agent and other agents, and the makespan in the planned path obtained by PRIMAL.
In this paper, we propose the Prioritized COmmunication Learning method (PICO), to incorporate the implicit planning priority into the communication topology within the communication-based MARL framework. Specifically, PICO includes two phases, i.e., implicit priority learning phase and prioritized communication learning phase as shown in Figure 2. In the implicit priority learning, PICO aims to build an auxiliary imitation learning task to predict the local priority of each agent by imitating classical coupled planner (e.g., ODrM*). The information diffusion path will be determined by these implicit priorities, while the obtained asymmetric information and different implicit constraints will drive the agents to plan the nearly collision-free paths. Besides benefiting to collision avoiding, the priorities can further be utilized to establish the collision avoiding driven communication protocol. In the prioritized communication learning, the obtained local priorities is used to generate a time-varying communication topology consists of agent clusters, where these priorities are considered as the weights of an ad-hoc routing protocol. Each agent can learn its collision-reducing policy via the received messages, which are considered as the environment’s perception and are encoded by the collision-avoiding communication topology.

The main contributions are summarized as follows:
1) The decentralized path planning and centralized collision avoiding scheme is utilized via the communication-based MARL framework, to avoid collision more efficiently;
2) The auxiliary imitation learning task is introduced to conduct implicit priority learning based on classic coupled planners’ local priorities;
3) The structured communication protocol with the collision alleviating ability is constructed by integrating the learnt priorities into communication learning scheme;
4) Our proposed PICO performs significantly better in large-scale multi-agent path finding tasks in both success rate and collision rate than state-of-the-art learning-based planners.

II. RELATED WORK
A. Learning-based Multi-Agent Path Finding
Many works employed MARL or deep learning (DL) methods to solve the MAPF problem. The typical PRIMAL method [7] introduced MARL firstly, and combined behavior cloning from a dynamically coupled planner to accelerate the training procedure. Further the PRIMALc [18] extended PRIMAL from 2D to 3D search space. PRIMALc introduced “agent modeling” technique to assist path planning by predicting the actions of other agents in a decoupled manner. Recently, PRIMALc [9] extended PRIMAL to the lifelong MAPF (LMAPF) scenario, in which each agent will be immediately assigned a new goal once upon reaching their current goal. [8] proposed the MATS method which employed the multi-step ahead tree-search strategy in single-agent reinforcement learning (SARL) and imitation learning scheme to fit the results of the tree search strategy to solve the MAPF problem. BitString [19] and DHC [20] introduced the communication-based learning scheme based on end-to-end training procedure, but under fixed communication topology.

B. Prioritized Multi-Agent Path Finding
Prioritized planning [21] can be considered as a decoupled approach, where agents are ordered by predefined priorities. Fixed predefined priorities are assigned to all agents globally while all collisions are resolved according to these priors before the movements begin. Specially, the priorities can be assigned arbitrarily [3], [22], [23] or handcrafted [21]. Heuristic methods can also be utilized to assign priorities, e.g., [24], [25], [26]. Further, some local orderings can assign temporary priorities to some agents in order to resolve collisions on the fly. This kind of method requires all agents to follow their assigned paths, while if an impasse is reached the priorities are assigned dynamically to determine which agent to wait [27], [28]. In order to improve the solution quality, many existing works attempt to elaborately explore the space of all total priority orderings. Some works explored this space randomly by generating several total priorities ordering as part of a hill-climbing scheme [23], instead of ergodically which can be enumerated for only up to 3 agents [28]. Recently, CBSw/P [14] enumerated the sub-space (of all local priority orderings) as part of a conflict-driven combinatorial search framework.

Fig. 2: The overview of the PICO algorithm. PICO includes two sub-modules, i.e., implicit priority learning and prioritized communication learning. The “C” and “M” on the agent represent the central agent (high-priority) and member agents. The light-colored square in the map represents the agent’s position at the last timestep.
III. PRELIMINARIES

Multi-Agent Path Finding. Classical MAPF can be formalized as follows. The input to a MAPF problem with $N$ agents is a tuple $(G, s, g)$, where $G = (V, E)$ denotes an undirected graph, and $s, g : [1, \ldots, N] \rightarrow V$ maps an agent to a source and goal vertex. Each agent can either move to an adjacent vertex or wait at its current vertex. A sequence of actions $\tau$ is a single-agent plan for agent $i$ iff executing this sequence of actions in $s(i)$ results in being at $g(i)$, that is, iff $\tau^i(\tau^i) = g(i)$. The solution is a set of $N$ single-agent plans, one for each agent. The overarching goal of MAPF solvers is to find a solution that can be executed without collisions. Let $(\tau^i, \tau^i)$ be a pair of single-agent plans, a vertex conflict between $\tau^i$ and $\tau^j$ occurs iff according to their plans, the agents are planned to occupy the same vertex at the same timestep. This paper uses one of the most common functions, makespan which is defined as $\max_{1 \leq i \leq N} |\tau^i|$, for evaluating a solution as in classical MAPF [10].

Partially Observable Stochastic Game. POSG [29] can be denoted as a tuple $\langle \mathcal{X}, \mathcal{S}, \{\mathcal{A}^i\}_{i=1}^n, \{\mathcal{O}^i\}_{i=1}^n, \mathcal{P}, \mathcal{E}, \{\mathcal{R}^i\}_{i=1}^n \rangle$, where $n$ is the number of agents, $\mathcal{X}$ is the agent space, $\mathcal{S}$ is the state space, $\mathcal{A}^i$ is the action space of agent $i$, $\mathcal{O}^i$ is the observation space of agent $i$, $\mathcal{P}(s^i|s, a)$ is the state transition probability function, $\mathcal{O}^i$ is the observation space of agent $i$, $\mathcal{E}(o|s)$ is the observation emission probability function, and $\mathcal{R}^i : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow \mathbb{R}$ is the reward function of agent $i$. The objective of each agent is to maximize its expected total return during the game.

IV. THE PROPOSED PICO METHOD

In this section, we propose our prioritized communication learning method, to incorporate the implicit planning priority into the communication topology learning procedure within the communication-based MARL framework. As shown in Figure 2, PICO includes two phases, i.e., the implicit priority learning and the prioritized communication learning. These two phases are executed randomly during training procedure.

A. Implicit Priority Learning

The implicit priority learning phase aims to imitatively learn implicit priorities from classical coupled planner. In this paper, we utilize the ODrM* as the targeted classical coupled planner, which is considered as the state-of-the-art MAPF method [11]. Further, we introduce the behavior cloning [7], [8], [9], [18] to enhance the training procedure efficiency from the perspectives of both convergence speed and training performance. To emphasis, the behavior cloning shares the same low-level parameters with the implicit priority learning model, while this mutual restriction will benefit to the effectiveness of both implicit priority learning and behavior cloning [30], [31]. As follows, we will introduce the detailed procedure of this phase, while training datasets need to be constructed first.

*Imitation Dataset Construction*: Each agent’s observation and action spaces are the similar as previous work [7], [9]. The training sets $D_{imp}$, $D_{int}$ for the implicit priority learning and the behavior cloning training respectively can be constructed based on the solutions of the classical coupled planner, i.e., the ODrM*. In every priority learning episode, given the $k$-th randomly generated MAPF instance $F_k := \langle G_k, s_k, g_k \rangle$, the ODrM* method will obtain a solution, i.e., the set of all single-agent plans $\{\tau^i_k\}_{i=1}^n$. By assuming the makespan of the solution is $T_k$, all position-position pairs $\{\tau^i_k[t], \pi^i_k(\tau^i_k[t])\}_{i=1}^n$ can be calculated through unfolding all single-agent plans $\{\tau^i_k\}$. At each timestep $t$, current positions $\{\tau^i_k[t]\} \text{ and corresponding goals } g_k$ of all agents can be combined to construct $D_{int}$, i.e.,

$$D_{int} := \{o_m, a_m\}_{m=1}^{|D_{int}|}, \quad |D_{int}| = N \times \sum_{k=1}^K T_k,$$

where $o_m$ denotes the observations constructed by $\{\tau^i_k[t], \pi^i_k(\tau^i_k[t])\}_{i=1}^n$ within the same scheme as [7], [9], and $a_m$ denotes the actions obtained by calculating the difference between two consecutive positions $\{\tau^i_k[t], \pi^i_k(\tau^i_k[t])\}$.

Further, we construct the ground-truth implicit priorities of each observation $o_m$ according to the following steps. Based on the observations of each agent $i$ with its goal $g_k(i)$, the next optimal action set $A^i_k[t+1]$ is established through a greedy strategy (the next optimal action is the action that can touch the goal at the fastest speed without considering other agents). If the agent is at the goal, then the optimal action set is empty. Considering the optimal action set and the output action of ODrM*, the implicit priority $p_m$ of $o_m$ can be calculated via following two rules: i) the action is “no-movement”: the priority $p_m$ is set to be high ($p_m = 1$) if the optimal action set is empty, otherwise is set to be low ($p_m = 0$); ii) the action is “movement”: the priority $p_m$ is set to be high ($p_m = 1$) if the action is in the optimal action set, otherwise is low ($p_m = 0$). The dataset $D_{int}$ is constructed accordingly,

$$D_{imp} := \{o_m, p_m\}_{m=1}^{|D_{imp}|}, \quad |D_{imp}| = N \times \sum_{k=1}^K T_k.$$

Network Structure and Training Procedure: With the obtained training dataset, we further establish the implicit priority learning model and the behavior cloning model structures as in Figure 3. These two neural networks share the same low-layer parameters with different output-heads. It is worth noting that messages from other agents are set to be
with a slow-moving average of the online network. Similar target network as in [32] and [33]. The target network is updated in the prioritized communication learning phase. To strengthen weight agents after post-processing. Agents with low weights become affiliated members and make decisions based on the messages broadcast from the cluster’s central agent. PICO chooses CBRP as the fundamental communication topology construction algorithm in MAPF because as long as the artificially defined weights in CBRP are replaced by the obtained implicit priorities. The integration of priority and communication learning can be properly realized.

Specifically, CBRP usually takes a cluster radius \( d \) to establish the structured communication topology. Each member agent can confirm whether others have larger weights or contain central agents within its receptive area. If no such agent is found, this agent is elected as a central agent; otherwise, its role is kept. Meanwhile, each central agent checks whether other centrals exist in radius \( d \). If no such agent is found or the found centrals’ weights are smaller than its weights, its role is kept; otherwise, it downgrades to a member agent. After a sufficient number of rounds, all agents are separated into clusters with one central agent in each cluster. This cluster-based communication topology inherits the classic planners’ idea of avoiding planning only in the agent’s neighborhood but also achieves the centralization-decentralization trade-off in MARL. The illustration diagram of CBRP is shown in Figure 4.

Network Structure and Training Procedure: PICO employs the A3C [40] as the backbone of communication-based MARL. The observation space is the same as the implicit priority learning phase. We employ the different action space from the prioritized communication learning phase for the reason that the agent may execute invalid actions. If there are static obstacles, other agents, or beyond the map’s boundary at the position reached by an agent’s following action, such an action is called invalid. Actions are sampled only from valid actions in training. Previous results in [41], [12] show that this technique enables a more stable training procedure, compared with giving negative rewards to agents for selecting invalid moves. Moreover, the reward function is same as [7]. The network structure is consistent with previous phase as shown in Figure 3. In the training procedure, the parameters of “priority”, “blocking”, and “on-goal” three output-heads are fixed. The predicted value by the “value” output-head is denoted as \( \hat{v}_m := \mathcal{I}_d(o_m, a_m) \). The parameters are updated to minimize the Bellman error between the predicted value and the discounted return, i.e.,

\[
L_v = \frac{1}{|B|} \sum_{m=0}^{|B|} \left( \hat{v}_m - R_m \right)^2, \quad R_m := \sum_{i=0}^k \gamma^i r_{t+i},
\]

where \( t \) denotes the timestep of \( o_m \), \(|B|\) is the mini-batch size, and \( \gamma \) is the discount factor. An approximation of the advantage function \( A_\theta(o_m, a_m) \) by bootstrapping the value function is used to update the policy. An entropy term \( \mathcal{H}(\mathcal{I}_d(o_m, \{e_m\})) \) is further introduced to encourage exploration and discourage premature convergence [42]. The loss function of this prioritized communication learning phase can be denoted as

\[
L_{\pi} = -\frac{1}{|B|} \sum_{m=0}^{|B|} \left[ \log \mathcal{I}_d(o_m, \{e_m\}) A_\theta(o_m, a_m) - \sigma \mathcal{H}(\mathcal{I}_d(o_m, \{e_m\})) \right],
\]

The predicted priorities are utilized to construct the communication topology in the prioritized communication learning phase. To strengthen the stability of the communication learning procedure, PICO introduces a similar target network as in [32] and [33]. The target network is updated with a slow-moving average of the online network.
Timestep \( t+2 \)

\[ 0.7 \]

Implicit Priority Prediction

Fig. 4: Schematic diagram of the process from priority prediction to decision in the prioritized communication learning phase at different timesteps. Each round in each row consists of four steps. First, PICO predicts each agent’s local priority via priority learning model (Col. 1). Then, agents are clustered by a priority-based routing protocol, CBRP (Col. 2). All clusters, which are consist of one central agent (mark as ‘C’) and several member agents (mark as ‘M’), form the dynamic topology together. After that, all agents conduct collision avoiding driven communication through the topology (Col. 3), and finally make their one-step planning (Col. 4).

TABLE I: Evaluation measurements.

| Measurement                  | Description                                                                 |
|------------------------------|-----------------------------------------------------------------------------|
| Collision with agents (CA)   | Number of vertex conflicts with other agents.                               |
| Collision with obstacles (CO)| Number of collisions with obstacles.                                        |
| Success rate (SR)            | Number of successful solutions.                                             |
| Makespan (MS)                | As defined in Section 2.1.                                                 |
| Collision rate (CR)          | CA / MS                                                                     |
| Total moves (TM)             | Number of non-still actions taken by all agents.                            |

where \( A_\theta(o_m, a_m) = \sum_{i=0}^{k-1} \gamma^i r_{t+i} + \gamma^k T_\theta(o_{k+1}) - \hat{v}_m \) and \( \sigma_H \) denotes a small positive entropy weight.

V. NUMERICAL EXPERIMENTS

In this section, we conduct the numerical experiments based on the modified gridworld environment of the Asprilo benchmark [43], which is commonly adopted by classic or learning-based MAPF solvers. First, some fundamental settings are discussed in the following.

Environments. In training stage, the sizes of the gridworld are randomly selected as 10 (twice as likely), 40, or 70, when each episode starts. The number of agents is fixed at 8. The obstacle density is randomly selected from a triangular distribution between 0% and 50%. In testing stage, the gridworld size is fixed at 20, the number of agents varies among 8, 16, 32, and 64. The obstacle density is selected from 0% to 30% with an equal interval 10%.

Measurements. To evaluate the performance from various aspects, the average values of 100 randomly generated cases/environments on 6 measurements are shown in Table I.

Baseline Methods and Training Details. Baseline methods include classic planners and learning-based (or MARL-based) methods. Based on the results shown in recent works [7], [9], we select ODrM* with inflation factor \( \epsilon = 2.0 \) as the classic planner baseline. In addition, we choose PRIMAL [7] and DHC [20] as learning-based baselines. For ODrM*, a timeout of 12 seconds is used to match previous results [44]. For PRIMAL and DHC, the agents plan individual paths are for up to 256 timesteps. The training procedure is performed at the same device as baselines. See Table II for more details.

Results Analysis. Table III shows six measurement comparisons of PICO and baselines in a square gridworld with a size of 20, different obstacle densities (0, 0.1, 0.2, 0.3), and the number of agents (8, 16, 32, 64). The collision rates between PICO agents in various scenarios are significantly lower than the baselines. It can directly found from these experimental
TABLE III: The comparison of different algorithms in the environment with 8, 16, 32, 64 agents, 20-sized, and various obstacle densities. All results are the average values of 100 randomly generated cases/environments. In each column, the red and green numbers stand for the best and our results, ↑ stands that bigger is better, and ↓ stands that smaller is better.

| Methods          | 8 Agents (0%-10%-20%-30% Obstacle Densities) | 32 Agents (0%-10%-20%-30% Obstacle Densities) | 64 Agents (0%-10%-20%-30% Obstacle Densities) |
|------------------|---------------------------------------------|-----------------------------------------------|-------------------------------------------------|
| Methods          | CA  | CO  | TM  | CA  | CO  | TM  | CA  | CO  | TM  | CA  | CO  | TM  | CA  | CO  | TM  | CA  | CO  | TM  | CA  | CO  | TM  | CA  | CO  | TM  | CA  | CO  | TM  |
| ODP [11]         | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 |
| PRIMAL [7]       | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 | 5.00 | 9.04 | 13.68 |
| PICO              | 4.79 | 8.64 | 12.86 | 4.79 | 8.64 | 12.86 | 4.79 | 8.64 | 12.86 | 4.79 | 8.64 | 12.86 | 4.79 | 8.64 | 12.86 | 4.79 | 8.64 | 12.86 |
| Fig. 5: The cluster’s composition changes over time in a 20-sized, 16 agents, and 0.3 obstacle density environment. The arrow indicates the target’s direction, and its length is proportional to the distance. The message delivered by the agent is also shown in the figure. We use t-SNE [45] to reduce the message to 2 dimensions and regularize it to the range of 0 to 1.

results that PICO has better generalization. PICO is trained only in the 8-agents scenario, but PICO can still maintain good performance in a new environment that is expanded to ~10 times the number of agents.

Ablation Studies. To further analyze the importance of priority and the effectiveness of implicit priority learning, we conduct ablation studies to verify the impact of different priorities on the algorithm’s performance. Specifically, we have designed a greedy priority allocation strategy. At each timestep \( t \), we extract the current Manhattan distance to the goal and denote it as \( mh_i^t \). At the same time, for each pair of agents \( i, j \) with the same goal distance \( mh_i^t = mh_j^t \), if the initial goal distance \( mh_j^t \) of the agent \( j \) is farther than \( mh_i^t \), then \( j \) has a higher priority. Therefore, for any agent \( i \), the priority is calculated by \( p_i = -mh_i^t/mh_j^t \). If the two agents have the same highest priority, one of them will be randomly selected to be the high-level agent. This ablation version of PICO that uses the above greedy priority strategy is denoted as PICO-heuristic. The comparison results are also shown in Table III. The experimental results well verify the importance of priority in communication learning and the effectiveness of implicit priority learning.

Diving Into the Path Planning. We visually analyze the cluster composition of PICO during path planning. Specifically, we count the changes of the cluster numbers formed by CBRP based on implicit priority during PICO’s path planning, while the results are shown in Figure 5. In the beginning, agents are generally uniformly distributed in the environment, so there will be more clusters formed; As the path planning progresses, the agents begin to intersect each other more, and the number of clusters will be reduced accordingly; Finally, the agents are closer to the goals, which makes the agents farther apart again. We can find that the farther away from the target, the more likely it is to become a central agent. This figure also shows more diverse central agent selection strategies.

VI. CONCLUSION

In this paper, we propose the prioritized communication learning method to incorporate the implicit planning priority into the communication topology within the communication-based MARL framework. PICO makes a trade-off between decentralized path planning but (nearly) centralized collision avoidance. As the path planning progresses, the agents begin to intersect each other more, and the number of clusters will be reduced accordingly; Finally, the agents are closer to the goals, which makes the agents farther apart again. We can find that the farther away from the target, the more likely it is to become a central agent. This figure also shows more diverse central agent selection strategies.
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