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Abstract

We address the reliability of the Optimized Perturbation Theory (OPT) in the context of the 0-dimensional $O(N)$ scalar field model. The effective potential, the self-energy and the 1PI four-point Green’s function for the model are computed using different optimization schemes and the results contrasted to the exact results for the model. Our results are also compared to those obtained with the $1/N$-expansion and with those from ordinary perturbation theory. The OPT results are shown to be stable even at large couplings and to have better convergence properties than the ones produced in the $1/N$-expansion. It is also shown that the principle of minimal sensitive optimization procedure used in conjunction with the OPT method tends to always produce better results, in particular when applied directly to the self-energy.
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1. Introduction

Perturbation theory is the most comprehensive way of studying nonlinear problems in physics area wide. However, it is a fact that not always we can rely on some small quantity in the theory which we can use as a parameter which we can perturb physical quantities of interest, or even when we do have, it is not warranted that a perturbative series might be well posed, i.e., converge after a few terms are considered. Most of the times we must make use of some nonperturbative method to get around these problems. One typical example where perturbation theory breaks down is in the studies of phase transitions in general, particularly close to a critical point. This can also happen due to the appearance of large infrared divergences [1], as in the case where massless modes are present, or close to a transition point in field theories displaying a second order phase transition [2] or a weakly first order transition [3]. In all these cases, the use of some reliable nonperturbative technique is required to proper study these systems. Among the analytical nonperturbative techniques, one can cite for example making use of a discretization of the system and studying it numerically (e.g., lattice simulations), make use of analytical methods like an expansion in the number of field components, $N$, in the case of field theory, using the $1/N$-approximation [4], among other methods.

In this work we want to access the reliability of one of those nonperturbative methods that have been used with some frequency in the literature: The optimized perturbation theory (OPT). The OPT is an analytical technique which allies the computational advantages of ordinary perturbation theory to a variational criterion in order to generate nonperturbative results [5]. The OPT method has been used extensively in the literature to treat many different physical systems, ranging from condensed matter problems, phase transition problems in finite temperature quantum field theory and others (see, e.g., Refs. [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22] and references there in for some examples of applications).

When applying the OPT method to a gauge theory, a modified form of the method is required. In this case, a suitable modification preserving gauge invariance can be implemented. This modification of the OPT method is known in this case as the Hard Thermal Loop perturbation theory (HTLpt) (see, e.g., the original proposal in Ref. [23] and also the review [24]).

One particular issue regarding the OPT method that we would like to also address in this work regards the quantity to which one should apply
the variational criterion as required by the method. In a calculation where different physical quantities are available, in the original proposal by Stevenson [25], the variational principle used was the principle of minimal sensitivity (PMS) and it was advocated that the PMS should be applied to each different physical quantity that is being computed, producing different optimized parameters. However, one could argue that the PMS should be applied to a more general quantity such as the ground-state energy density as in Ref. [26], or to the effective potential, which generates all one-particle irreducible contributions, as in Refs. [11, 13, 14, 15, 27], while previous works [28, 29] have shown that applying the PMS to the self-energy would be more appropriate.

In this work we want to clarify in this issue of which quantity we should optimize in the OPT method and also which quantity can provide the best convergence in the OPT. With this aim we shall compare the results obtained by a direct optimization of the effective potential (the zero-point Green function), the self-energy (the two-point Green function) and also to the effective coupling (the four-point Green function) in the context of the 0-dimensional $O(N)$ scalar field theory model.

One should note that one of the main differences as far as a comparison to a quantum field theory model in $D > 0$ is concerned, is the need to regularize and renormalize physical quantities, which is, of course, absent in the zero-dimensional model studied here. The renormalization group flow dictates the change of physical parameters with the scale and in this case the application of the OPT has to be handled very carefully [30, 31, 32]. Note, however, that the OPT method is not restricted to renormalizable models and it has been applied successfully to many effective nonrenormalizable models as well [26, 33, 34]. Even so, the application of the OPT to the present exact soluble model offers an unique opportunity to elucidate on the possible optimization criteria issues, which are not possible to perform in other models without exact solutions. Because of this, the 0-dimensional $O(N)$ scalar field theory model is the perfect benchmark toy model to use to perform different tests related to the application of the OPT method, but it also useful to test other different nonperturbative methods used in quantum field theory as well.

The remainder of this work is organized as follows. In Sec. 2 we briefly describe the 0-dimensional $O(N)$ scalar field model and show why perturbation theory might not be reliable in the context of this model in special. In Sec. 3 we introduce the OPT method and also describe three main variational tools that are commonly used in conjunction with this method. In Sec. 4
we perform a comparison between exact results and the nonperturbative results obtained by OPT. These results are also contrasted with those obtained from the $1/N$-expansion. This way we can better evaluate the usefulness of the OPT and the corresponding variational methods with this popular non-perturbative method. Our concluding remarks are given in Sec. 5. Four appendixes are included where we give some of the technical details.

2. The 0-dimensional $O(N)$ scalar field model

The 0-dimensional $O(N)$ scalar field model describes an $N$-component anharmonic oscillator in zero spacetime dimension, whose action is given by

$$S(\varphi) = \frac{m}{2} \varphi \cdot \varphi + \frac{\lambda}{4!} (\varphi \cdot \varphi)^2,$$

where $m, \lambda$ are real and positive parameters and $\varphi \equiv (\varphi_1, \ldots, \varphi_N)$ is a scalar field with $N$ components. Equation (1) is an invariant under $O(N)$ rotations.

The generating function for the $n$-point Green’s functions is given by

$$Z(J) = \int D\varphi \exp[-S(\varphi) + J \cdot \varphi],$$

where $J$ is an external source. From the generating function, the $n$-point Green functions are given by

$$G_{i_1 \ldots i_n}^{(n)} = \frac{1}{Z} \frac{\delta^n Z(J)}{\delta J_{i_1} \cdots \delta J_{i_n}} \bigg|_{J_{i}=0} = \langle \varphi_{i_1} \cdots \varphi_{i_n} \rangle,$$

and averages are given by their standard definition,

$$\langle \cdots \rangle = \frac{\int D\varphi \exp[-S(\varphi)] \cdots}{Z}.$$  

The connected Green functions are obtained from the functional generator $W(J)$, defined as

$$W(J) = \ln \left[ \frac{Z(J)}{Z_0} \right],$$

where $Z_0$ is the normalization of the generating functional $Z_0 = Z(J = 0|\lambda=0)$. The connected Green functions are then given by
\[ G_{c,i_1 \ldots i_n}^{(n)} = \left. \frac{\delta^n W(J)}{\delta J_{i_1} \ldots \delta J_{i_n}} \right|_{J_i = 0} = \langle \varphi_{i_1} \cdots \varphi_{i_n} \rangle_{\text{connected}}. \]  

(6)

From the definition of the expectation value of the field,

\[ \phi_i = \langle \varphi_i \rangle_{J} = \frac{\delta W}{\delta J_i} , \]  

(7)

we can perform the usual Legendre transformation and obtain the effective action, or the generation functional of the one-particle irreducible (1PI) Green’s functions [35]

\[ \Gamma(\phi) = W(J) - \mathbf{J} \cdot \phi . \]  

(8)

The advantage of working with the 0-dimensional \( O(N) \) scalar field model is that it has explicit analytical solution, which can be contrasted with different approximations used in the literature and, thus, it is a perfect benchmarking model to use. In this work, we will make use of the effective potential \( V_{\text{eff}} \), the self-energy \( \Sigma \) and the 1PI four-point Green’s functions. The one-particle irreducible (1PI) Green’s functions, \( \Gamma^{(n)} \), are defined by

\[ \Gamma_{i_1 \cdots i_n}^{(n)} = - \left. \frac{\delta^n \Gamma[\phi]}{\delta \phi_{i_1} \cdots \delta \phi_{i_n}} \right|_{\phi=0} \]  

(9)

In particular, in the rest of this work we will make use of the effective potential, \( V_{\text{eff}} = -\ln Z \), the self-energy, \( \Sigma \equiv \Gamma^{(2)} - m \) and the vertex function \( \Gamma^{(4)} \).

Let us give the explicit expressions for these quantities for the present model. Starting with the partition function, \( Z \equiv Z(0) \), given by [36,37]

\[ Z = \int \mathcal{D}\varphi \, e^{-S(\varphi)} = \Omega_N \mathcal{R}_{N-1}, \]  

(10)

where \( \Omega_N \) is the surface area in \( N \)-dimensional unit sphere,

\[ \Omega_N = \frac{2\pi^{N/2}}{\Gamma\left(\frac{N}{2}\right)}, \]  

(11)

and \( \mathcal{R}_N \) is defined by
\[ R_N = \int_0^\infty x^N e^{-\frac{m^2 x^2}{2}} \frac{\lambda}{4} x^4 \, dx \]

\[ = 2^{\frac{N-5}{4}} 3^{\frac{N+1}{4}} \lambda^{-\frac{N+3}{4}} \left[ \sqrt{\lambda} \Gamma \left( \frac{N+1}{4} \right) \right] \times 1F_1 \left( \frac{N+1}{4}, \frac{1}{2}; \frac{3m^2}{2\lambda} \right) - \sqrt{6m} \Gamma \left( \frac{N+3}{4} \right) \times 1F_1 \left( \frac{N+3}{4}, \frac{3}{2}; \frac{3m^2}{2\lambda} \right), \] 

where \( 1F_1 (\alpha; \beta; z) \) is the Kummer confluent hypergeometric function. \[ \text{[38]} \]

The explicit exact solutions for \( V_{\text{eff}}, \Sigma \text{ and } \Gamma^{(4)} \) that we use throughout this work are then found to be given, respectively, by:

\[ V_{\text{eff}}^{\text{exact}} = -\ln(\Omega_N R_N - 1), \]

\[ \Sigma^{\text{exact}} = N \frac{R_{N-1}}{R_{N+1}} - m, \]

\[ \Gamma^{(4)}_{\text{exact}} = -3N^2 \left( \frac{R_{N-1}}{R_{N+1}} \right)^2 \left[ \frac{N(R_{N+3})(R_{N-1})}{(N+2)(R_{N+1})^2} - 1 \right]. \]

For illustrative purposes, we give in Appendix A the perturbative expansion (the power series expansion in the coupling constant \( \lambda \)) for the effective potential, \( V_{\text{eff}} \), the self-energy \( \Sigma \) and the vertex function \( \Gamma^{(4)} \). That this is not a well posed perturbative series (as far convergence is concerned) is shown in Fig. 1 for the particular case of the perturbative expansion for the effective potential. We can see that perturbative expansion shows no sign of converging. In fact, it can be shown that the series has a zero radius of convergence. \[ \text{[39]} \]

3. Optimized Perturbation Theory

The application of the OPT method starts by implementing a linear interpolation in the action,

\[ S \to S_\delta = (1 - \delta) S_0 (\eta) + \delta S, \]
Figure 1: The effective potential $V_{\text{eff}}$ for the model, considering $N = 2$. The exact solution is given by the solid line. The results obtained by expanding $V_{\text{eff}}$ in a power series in $\lambda/m^2$ are given by the dashed lines.

where $\delta$ is a fictitious expansion parameter, which is used only for bookkeeping purposes and set at the end equal to one. The parameter $\eta$ is an arbitrary mass term, fixed through an appropriate variational method. Some common ways of fixing this parameter will be described below. It is through this variational method that nonperturbative effects are included through the OPT mass parameter $\eta$. The OPT method has been successfully applied in different scenarios (see, e.g. Refs. [6, 7, 8, 9, 10, 11, 13, 14, 15, 21, 40] and references there in). In this work, we apply this nonperturbative method to evaluate the $n$-point 1PI Green’s functions of the 0-dimensional $O(N)$ scalar field model described in the previous section. We compare the OPT results with the exact solution that this particular toy model gives. For comparison purposes we also contrast the OPT results with those obtained through another nonperturbative method, obtained with the $1/N$-expansion for the model.

Applying the interpolation (16) in Eq. (1) gives
\[
S(\varphi) = \frac{m}{2} \varphi \cdot \varphi + (1 - \delta) \frac{\eta}{2} \varphi \cdot \varphi + \delta \frac{\lambda}{4!} (\varphi \cdot \varphi)^2
\]
\[
= S_0(\varphi, \eta) + S_\delta(\varphi, \eta), \tag{17}
\]
where
\[
S_0(\varphi, \eta) = \frac{m + \eta}{2} \varphi \cdot \varphi, \tag{18}
\]
and
\[
S_\delta(\varphi, \eta) = -\delta \frac{\eta}{2} \varphi \cdot \varphi + \delta \frac{\lambda}{4!} (\varphi \cdot \varphi)^2, \tag{19}
\]
which is considered as the modified interaction term in the OPT method.

In the OPT method the bookkeeping parameter \(\delta\) never appears in the free quadratic action \(S_0(\varphi, \eta)\), it only appears in the modified interaction action (see, e.g., Eq. (19) given above). Then, if we now perform an usual perturbation expansion in terms of this modified interaction term, we typically have to truncate the perturbative series to some order in \(\delta\). The expressions now depend explicitly on the parameter \(\eta\) added by the method. Through an appropriate variational method, this \(\eta\) parameter is then fixed. Three of these optimization methods we will study below. It is at this point that nonperturbative information is brought because \(\eta\) will depend on the various couplings of the theory.

The generating functional, using Eq. (17), becomes
\[
Z = \int \mathcal{D}\varphi \ e^{-S_0(\varphi, \eta)} e^{-S_\delta(\varphi)} \tag{20}
\]
The strategy to evaluate the effective potential \(V_{\text{eff}} = -\ln Z\), \(\Sigma\) and \(\Gamma^{(4)}\) using OPT is very similar as we would do when using perturbation theory. Using the interaction term (19), we can compute the physical quantity of interest expanding the result up to some order \(k\) in \(\delta\). The procedure is immediate if we use the exact expressions Eqs. (13), (14) and (15), by making the substitutions in those expressions, \(m \rightarrow m + (1 - \delta)\eta\), \(\lambda \rightarrow \delta \lambda\) and then expanding the respective expression up to the desired order in \(\delta\). For example, the effective potential, evaluated up to order \(\delta^2\), is given by
\[ V_{\text{eff}} = -\ln \left[ \frac{2^N \pi^{N/2} (m + \eta)^{-N/2}}{N \Gamma \left( \frac{N}{2} \right)} \right] \delta^0 \]

\[ + N \left[ \frac{\lambda(2 + N) - 12\eta(m + \eta)}{24(m + \eta)^2} \right] \delta^1 \]

\[ - \left\{ N \left[ \frac{36\eta^2(m + \eta)^2 - 12\lambda(2 + N)\eta(m + \eta)}{144(m + \eta)^4} \right] \right\} \delta^2 + \mathcal{O}(\delta^3). \] (21)

Likewise, the self-energy in the OPT (up to order \( \delta^2 \)) is given by

\[ \Sigma = \eta \delta^0 + \left[ \frac{\lambda(2 + N) - 6\eta(m + \eta)}{6(m + \eta)} \right] \delta^1 \]

\[ - \left[ \frac{\lambda(2 + N) [\lambda(4 + N) - 6\eta(m + \eta)]}{36(m + \eta)^3} \right] \delta^2 \]

\[ + \mathcal{O}(\delta^3), \] (22)

and \( \Gamma^{(4)} \) (up to order \( \delta^2 \)) is given by

\[ \Gamma^{(4)} = \lambda \delta^1 - \left[ \frac{\lambda^2 (8 + N)}{6(m + \eta)^2} \right] \delta^2 + \mathcal{O}(\delta^3). \] (23)

High order terms for \( V_{\text{eff}}, \Sigma \) and \( \Gamma^{(4)} \) can be founded in Appendix B. Note that these expressions expressed as a power series in \( \delta \) they depend explicitly on the OPT parameter \( \eta \). This parameter is fixed using an appropriate variational principle, as we explain next.

3.1. Optimization procedures

If we would perform the expansion in \( \delta \) to all orders, then after taking the limit \( \delta \to 1 \), of course the \( \eta \) dependence of the quantities would exactly cancel. However, this expansion to all orders is impracticable. In other words, we need to eventually truncate the series at some order \( k \) in \( \delta \). This means that a \( \eta \) dependence is left in the results and this parameter need to be fixed somehow. In this work, we will study three possible optimization procedures used to fix \( \eta \) in the OPT method: The Principle of Minimal Sensitivity
(PMS), the Fastest Apparent Convergence (FAC) and, finally, the Turning Point (TP) method. The PMS is based on a variational principle [25]. If a physical quantity $\Phi$ does not depend originally on $\eta$, we must then determine the value of $\eta$ that makes this quantity minimally sensitive to it. This is the basis for the PMS method, which is then determines $\eta$ by requiring that the quantity $\Phi$ evaluated to some order $k$ in $\delta$, $\Phi^{(k)}$, must satisfy

$$\frac{d\Phi^{(k)}}{d\eta}\bigg|_{\eta=\bar{\eta}, \delta=1} = 0. \quad (24)$$

The PMS then provides a new mass term $\bar{\eta}$ that depends on the original parameters of the theory, e.g., the coupling constants, thus bringing in the nonperturbative results. We must emphasize that it is not always guaranteed the existence of nontrivial solution for the PMS Eq. (24) and we need to verify this in each PMS application. When it is the case that we cannot find a solution, then we need to make use of some other optimization procedure. For example, in the FAC procedure [16, 17], we require that the $k_{th}$-coefficient of the expansion in $\delta$ of a physical quantity $\Phi$,

$$\Phi^{(k)} = \sum_{i=0}^{k} c_i \delta^i, \quad (25)$$

to satisfy

$$[\Phi^{(k)} - \Phi^{(k-1)}]_{\delta=1} = 0. \quad (26)$$

This condition is, thus, equivalent to taking the $k_{th}$-coefficient in Eq. (25) equal to zero. One should note that it is not at all guaranteed that the condition given by either Eq. (24) or by Eq. (25) might have necessarily a nontrivial solution. Then a third method can be used. As proposed in Ref. [41], in the cases that neither of the PMS or the FAC have a solution, then we can make use of the TP method. The TP method is defined by the condition [41]

$$\frac{d^2\Phi^{(k)}}{d\eta^2}\bigg|_{\eta=\bar{\eta}, \delta=1} = 0. \quad (27)$$

Explicit expressions found for the optimum $\bar{\eta}$, for each one of the optimization procedures describe above, are given in Appendix D.
In the next section we will study the nonperturbative OPT results applied to the model explained in Sec. 2. We make a comparison of the OPT results with those obtained from an expansion in the number of components for the field, i.e., the large-$N$ (LN) expansion, which is explained in Appendix C and we also compare these results with those obtained from the exact solution for the model.

4. Results

In this section we will present our results using the OPT when evaluating the effective potential $V_{\text{eff}}$, the self-energy $\Sigma$ and the vertex function $\Gamma^{(4)}$ for the 0-dimensional scalar field model. These results are also contrasted with the ones obtained using the LN expansion, presented in Appendix C (see also Ref. 36 for details).

![Figure 2: The effective potential $V_{\text{eff}}$ for $N = 2$. The exact result (solid line), the LN results (dashed-dotted, dotted and dashed lines) and the OPT results (circles), where we optimize $\Sigma$ by using the PMS condition.](image)
In Fig. 2 we show the results for the effective potential $V_{\text{eff}}$ at $N = 2$ in the cases of both the OPT and LN. Contrary to the results obtained in perturbation theory and shown in Fig. 1, we see from the results in Fig. 2 that the OPT and LN both produce results with better convergence properties, with the OPT at order $\delta^2$ already agreeing quite well with the exact result. This agreement remains even when the coupling is much larger, while the LN results, at increasing orders in $1/N$, tend to oscillate around the exact solution.

Results for self-energy $\Sigma$ at $N = 2$ are presented in Fig. 3. In the panel (a) of Fig. 3 we can again see the bad behavior of perturbation theory. In this same panel, we also show the results for the LN for this case, while in the panel (b) of Fig. 3 we show both the LN result at order $1/N^2$ and the OPT at analogous order, $\delta^2$. Again we see that the OPT covers much better the exact result even for very large values for the coupling constant. Here we have optimized $\Sigma$ by PMS (note that PMS and TP do not present nontrivial solutions at $O(\delta^1)$, while the results from FAC are slightly worse than the ones obtained with the PMS).
Results for $\Gamma^{(4)}$ are presented in Fig. 4. In the panel (a) of Fig. 4 we show once again the breakdown of perturbation theory, while the LN results present strong deviations from the exact result. In the panel (b) of Fig. 4 we show how by increasing the order in the OPT it oscillates around the exact solution, converging to it. In this case we optimize $\Sigma$ by PMS and use the solution in $\Gamma^{(4)}$. The other optimization schemes, FAC and TP produce results that are worse. Choosing to optimize the effective potential, or the own function $\Gamma^{(4)}$ also lead to results that worse than optimizing the self-energy and using the result back in $\Gamma^{(4)}$. This shows that for this case, optimizing the self-energy as a basic quantity, in the PMS scheme, is the better choice.

In Fig. 5 we verify how the dependence on $N$ influences the results for the effective potential. Three cases are considered, $N = 2$, $N = 4$ and $N = 10$ and both OPT and LN are contrasted with the exact solution. In this case, as we have adopted in Fig. 2 we have chosen to optimize $\Sigma$ using the PMS so to get the optimum solution $\bar{\eta}$ and this solution is then used back in $V_{\text{eff}}$. Once again, the PMS applied on the self-energy is found to be the
best optimization scheme. The results presented in Fig. 5 also show that in general the OPT presents more robust results than the LN approximation, with the OPT converging faster to the exact result.

In Figs. 6 and 7 we also study the dependence of the different methods as a function of the number of components \( N \), for the fixed value of the parameters in the model, \( \lambda/m^2 = 1 \), for the self-energy \( \Sigma \) and coupling function \( \Gamma^{(4)} \), respectively. In Fig. 6, where we show the self-energy \( \Sigma \) as a function of \( N \), we can see that the LN results tend to present convergence to the exact solution only for very large values of \( N \). As in the OPT case, when optimizing the own self-energy \( \Sigma \) using the PMS scheme, it shows results that are much weaker dependent on \( N \), as far the convergence is concerned. The result from the OPT are also much closer to the exact solution. For comparison purposes, we also show in the panel (b) of Fig. 6 the results obtained using the FAC optimization procedure (applied on \( \Sigma \)), which also presents a very small deviation from the exact solution, even for larger values of \( N \), but it slight under estimates the exact solution when compared with the PMS optimization procedure.

Likewise, in Fig. 7 we show the results for \( \Gamma^{(4)} \) as a function of \( N \) for the different approximation methods. In the panel (a) of Fig. 7 we give the LN results, while in the panel (b) we give the OPT results. We note that LN results present a strong deviation from the exact solution, only tending to converge (in an oscillatory manner) at very larger values of \( N \), while the OPT results are robust at any order in \( N \) and presents very good with the exact solution already at \( \mathcal{O}(\delta^3) \).

In Fig. 8 we show how the different optimization schemes within the OPT, the PMS, FAC and TP, affect the result for \( V_{\text{eff}} \). It is also compared the results by applying those optimization schemes either to the effective potential itself, or to the self-energy and using the produced optimal value of \( \eta \) back in the effective potential. These results show that the best agreement with the exact solution is obtained by optimizing \( \Sigma \) with PMS. The same
Figure 5: Results for the effective potential $V_{\text{eff}}$ for the cases of $N = 2$ (panel (a)), $N = 4$ (panel (b)) and for $N = 10$ (panel (c)). The exact solution is shown with a solid line, the LN results are given by the dashed-dotted, dashed and unfilled circles and the OPT results are represented by filled circles, shown up to $O(\delta^2)$. The choice here was to optimize $\Sigma$ using the PMS scheme.
Figure 6: Results for $\Sigma$, for a fixed value of $\frac{\lambda}{m^2} = 1$, as function of $N$. Panel (a): The exact solution (solid line) and the LN results. Panel (b): The exact solution (solid line) and the OPT results to $O(\delta^2)$ and $O(\delta^3)$, obtained by optimizing $\Sigma$ by PMS (dotted-dashed) and by FAC (dashed).

Figure 7: Results for the four point function $\Gamma^{(4)}$, at the fixed value $\frac{\lambda}{m^2} = 1$, as function of $N$. Panel (a): The exact solution (solid line) and the LN results (dashed, dashed-dotted and dotted lines). Panel (b): The OPT results to $O(\delta^2)$ and $O(\delta^3)$, obtained by optimizing $\Sigma$ by PMS.
is repeated when we evaluate the self-energy $\Sigma$, whose results are shown in Fig. 9, and for the 1PI four point function $\Gamma^{(4)}$, shown in Fig. 10. In all these cases, the best converging results are obtained when we choose to optimize the self-energy in the PMS scheme.

Let us better quantify the differences between the two nonperturbative methods studied in this work, the OPT and the LN approximation. We want also to quantify the differences between the different optimization schemes. This is done next, where we analyze the percentage difference that each method produces. We define the percentage difference as

$$\Phi\% = \frac{|\Phi_{\text{exact}} - \Phi_{\text{approximated}}|}{\Phi_{\text{exact}}},$$  \hspace{1cm} (28)

where $\Phi$ can represent any physical quantity evaluated in this work: $V_{\text{eff}}, \Sigma$ or $\Gamma^{(4)}$. In Figs. 11, 12 and 13 we show the percentage difference for $\Sigma$, $V_{\text{eff}}$ and $\Gamma^{(4)}$, respectively. Panel (a) in these figures always refers to the OPT results, where, based on the previous results, we have chosen to optimize the self-energy in the two schemes that performs well, the PMS and the FAC schemes. The results shown in panel (b) show the analogous percentage difference of the approximation compared to the exact solution, but for the LN approximation. For convenience, we have chosen two fixed values for $N$, $N = 2$ and $N = 4$. We can see that the OPT results are quite impressive, showing good convergence in most cases already at second order, while the LN results present strong deviations from the exact solution. In particular, we can see that the OPT provides excellent results for $\Sigma$ and $V_{\text{eff}}$, but for $\Gamma^{(4)}$ it is necessary to go to higher orders in $\delta$. As we expected, if we increase the value of $N$ LN presents better results, but still it under performs when compared with the OPT results.
Figure 8: Exact result (solid line) and OPT results (dashed line and circles) for $V_{\text{eff}}$ at $N = 2$ when we optimize: $\Sigma$ by PMS (panel (a)), $V_{\text{eff}}$ by PMS and TP (panel (b)), $\Sigma$ by FAC (panel (c)) and $V_{\text{eff}}$ by FAC (panel (d)).
Figure 9: Exact result (solid line) and OPT results for $\Sigma$ at $N = 2$ when we optimize: $\Sigma$ by PMS (panel (a)), $V_{\text{eff}}$ by PMS and TP (panel (b)), $\Sigma$ by FAC (panel (c)) and $V_{\text{eff}}$ by FAC (panel (d)).
Applying PMS in $V_{eff}$
Applying PMS in $\Sigma$
Applying PMS in $\Gamma^{(n)}$

Figure 10: Exact (solid line) and OPT results up to $O(\delta^3)$ for the 1PI four point function $\Gamma^{(4)}$ at $N = 2$.

5. Conclusions

In this work we have investigated in details the application of the OPT in the 0-dimensional $O(N)$ scalar field model. The questions we wanted to answer with these work were, which optimization scheme works better with the OPT and which quantity should we optimize to obtain the optimum mass parameter that the OPT makes use to generate nonperturbative results. Through this study, we were able to better access the convergence of the OPT with respect to the different optimization schemes and with respect to each physical quantity that they should be applied (for earlier studies on the convergence of the OPT in the context of the anharmonic potential, see, e.g., Ref. [40], while for a critical theory in field theory, Ref. [42]). Through the results obtained, we have reached the conclusion that the PMS applied to the self-energy is in general be best choice for producing results with better and faster convergence.

One of the main advantages of the OPT method is its easy implementa-
Figure 11: Percentage difference for the $\Sigma$. Panel (a): OPT results for $N = 2$ obtained by optimizing $\Sigma$ by FAC (up to $O(\delta^5)$) and PMS (up to $O(\delta^2)$). Panel (b): LN results for $N = 2$ and $N = 4$.

Figure 12: Percentage difference for the $V_{\text{eff}}$. Panel (a): OPT results for $N = 2$ obtained by optimizing $\Sigma$ by PMS and FAC. Panel (b): LN results for $N = 2$ and $N = 4$. 
tion, that follows in practice the standard perturbative expansion, but still able to generate nonperturbative results when complemented with a proper optimization procedure. In this work, we have better clarified which optimization procedure is the ideal and to which physical quantity it should be applied. For comparative purposes, we have contrasted the results obtained with the OPT method with another popular nonperturbative scheme, the LN expansion. Our results have shown that the OPT is not only competitive but also out performs the results obtained with the LN method. Despite the simplicity of the model we have used in this study, our results indicate that the OPT method can indeed be a better and simpler alternative when applied to theories in physical dimensions $D > 0$.

Our results are then expected to better motivate the use of the OPT method as a powerful nonperturbative technique, specially when combined with appropriate optimization schemes (for recent advances on the OPT method and its combination also with renormalization group techniques, see, e.g., Refs. [30, 31, 32]).
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Appendix A. Perturbation Theory

We present here the results obtained when we use perturbation theory to evaluate the Green’s functions for the 0-dimensional $O(N)$ scalar field model. The usual strategy is to expand the interaction term of the partition function in powers of the coupling constant $\lambda$ and then use hyperspherical coordinates to evaluate the generating functional at each order in perturbation theory. For higher orders in the perturbative expansion, we can use the Feynman rules for the model (for further details, see, e.g., Ref. [36]).

The (non normalized) effective potential $V_{\text{eff}}$ for this model can be defined as $V_{\text{eff}} = -\ln Z$. The effective potential evaluated in perturbation theory up to $\mathcal{O}(\lambda^6)$ is

\[
V_{\text{eff}} = -\ln \left( \frac{2^{N-1} \pi^{N/2}}{m^{N/2}} \right) + \frac{N^2 + 2N}{24} \left( \frac{\lambda}{m^2} \right) - \frac{N^3 + 5N^2 + 6N}{144} \left( \frac{\lambda}{m^2} \right)^2 \\
+ \frac{5N^4 + 44N^2 + 128N^2 + 120N}{2592} \left( \frac{\lambda}{m^2} \right)^3 \\
- \frac{7N^5 + 93N^4 + 468N^3 + 1040N^2 + 840N}{10368} \left( \frac{\lambda}{m^2} \right)^4 \\
+ \frac{21N^6 + 386N^5 + 2900N^4 + 11000N^3 + 20712N^2 + 15120N}{77760} \left( \frac{\lambda}{m^2} \right)^5 \\
- \frac{33N^7 + 793N^6 + 8178N^5 + 45900N^4 + 146000N^3 + 245352N^2 + 166320N}{279936} \left( \frac{\lambda}{m^2} \right)^6 + \mathcal{O} \left( \left( \frac{\lambda}{m^2} \right)^7 \right). \tag{A.1}
\]

The results for the self-energy $\Sigma$ and $\Gamma^{(4)}$ are, respectively, given by
\[
\Sigma/m = \frac{N + 2}{6} \left( \frac{\lambda}{m^2} \right)^1 - \frac{N^2 + 6N + 8}{36} \left( \frac{\lambda}{m^2} \right)^2 + \frac{N^3 + 11N^2 + 38N + 40}{108} \left( \frac{\lambda}{m^2} \right)^3
\]
\[
- \frac{5N^4 + 84N^3 + 512N^2 + 1320N + 1184}{1296} \left( \frac{\lambda}{m^2} \right)^4
\]
\[
+ \frac{7N^5 + 163N^4 + 1492N^3 + 6640N^2 + 14152N + 11296}{3888} \left( \frac{\lambda}{m^2} \right)^5
\]
\[
- \frac{21N^6 + 638N^5 + 8020N^4 + 53000N^3 + 192292N^2 + 357680N + 261185}{23328} \times \left( \frac{\lambda}{m^2} \right)^6 + O\left( \left( \frac{\lambda}{m^2} \right)^7 \right),
\]

and

\[
\Gamma^{(4)}/m^2 = \left( \frac{\lambda}{m^2} \right)^1 - \frac{N + 8}{6} \left( \frac{\lambda}{m^2} \right)^2 + \frac{3N^2 + 46N + 140}{36} \left( \frac{\lambda}{m^2} \right)^3
\]
\[
- \frac{5N^3 + 117N^2 + 772N + 1536}{108} \left( \frac{\lambda}{m^2} \right)^4
\]
\[
+ \frac{35N^4 + 1124N^3 + 11880N^2 + 51568N + 79168}{1296} \left( \frac{\lambda}{m^2} \right)^5
\]
\[
- \frac{63N^5 + 2609N^4 + 38874N^3 + 271676N^2 + 906576N + 1164032}{3888} \left( \frac{\lambda}{m^2} \right)^6
\]
\[
+ O\left( \left( \frac{\lambda}{m^2} \right)^7 \right).
\]

**Appendix B. High order terms in the OPT**

In this appendix we present the results obtained for the OPT when expanded up to order \( \delta^{(5)} \) for effective potential \( V_{\text{eff}} \), for the self-energy \( \Sigma \) and for the 1PI four-point Green function \( \Gamma^{(4)} \). These results are obtained following the perturbative expansion in terms of the parameter \( \delta \), using as interaction

24
term Eq. (19). The expressions for $V_{\text{eff}}$, $\Sigma$ and $\Gamma^{(4)}$ are given, respectively, by

$$
V_{\text{eff}} = -\ln \left[ \frac{2^{N-1} \pi^{N/2}}{(m + \eta)^{N/2}} \right] \delta^0 + \frac{\lambda(2N + N^2) - 12N\eta(m + \eta)}{24(m + \eta)^2} \delta^1 \\
+ \frac{-\lambda^2(6N + 5N^2 + N^3) + \lambda\eta(24N + 12N^2)(m + \eta) - \eta^236N(m + \eta)^2}{144(m + \eta)^4} \delta^2 \\
+ \left[ \frac{\lambda^3(120N + 128N^2 + 44N^3 + 5N^4) - \lambda^2\eta(432 + 36N^2 + 72N^3)(m + \eta)}{2592(m + \eta)^6} \right] \delta^3 \\
+ \left[ \frac{\lambda^4(840N + 1040N^2 + 468N^3 + 93N^4 + 7N^5)}{10368(m + \eta)^8} \right] \delta^4 \\
+ \left[ \frac{\lambda^3\eta(120N + 128N^2 + 44N^3 + 5N^4)}{432(m + \eta)^7} - \frac{\lambda^2\eta^2(30N + 25N^2 + 5N^3)}{72(m + \eta)^6} \right] \delta^5 \\
+ \left[ \frac{\lambda^5(15120N + 20712N^2 + 11000N^3 + 2900N^4 + 386N^5 + 21N^6)}{77760(m + \eta)^{10}} \right] \delta^6 \\
- \frac{\lambda^4\eta(840N + 1040N^2 + 468N^3 + 93N^4 + 7N^5)}{1296(m + \eta)^9} \\
- \frac{\lambda^2\eta^3(30N + 25N^2 + 5N^3)}{36(m + \eta)^2} + \frac{\lambda^3\eta^2(840N + 896N^2 + 308N^3 + 35N^4)}{864(m + \eta)^8} \\
+ \frac{\lambda\eta^4(10N + 5N^2)}{24(m + \eta)^6} - \frac{\eta^5N}{10(m + \eta)^5} \right] \delta^7 + O(\delta^{(6)}), \quad (B.1)
$$
\[
\sum \frac{m}{\eta} = \frac{\eta \delta^0}{m} + \frac{\lambda(2 + N) - 6\eta(m + \eta)}{6m(m + \eta)}\delta^1
\]

\[
- \frac{\lambda^2(8 + 6N + N^2) - \lambda\eta(12N + 6N)(m + \eta)^2}{36m(m + \eta)^3}\delta^2
\]

\[
+ \frac{\lambda^3(40 + 38N + 11N^2 + N^3)}{108m(m + \eta)^5}\delta^3
\]

\[
- \frac{\lambda^2\eta(72 + 54N + 9N^2)(m + \eta) + \lambda\eta^2(36 + 18N)(m + \eta)^2}{108m(m + \eta)^5}\delta^3
\]

\[
- \left[ \frac{\lambda^4(1184 + 1320N + 512N^2 + 84N^3 + 5N^4)}{1296m(m + \eta)^7} \right]
\]

\[
+ \frac{\lambda^3\eta(2400 + 2280N + 660N^2 + 60N^3)(m + \eta)}{1296m(m + \eta)^7}\delta^4
\]

\[
+ \frac{\lambda^2\eta^2(8 + 6N + N^2)}{6m(m + \eta)^5} - \frac{\lambda\eta^3(2 + N)}{6m(m + \eta)^4}\delta^4
\]

\[
- \left[ \frac{\lambda^5(11296 + 14152N + 6640N^2 + 1492N^3 + 163N^4 + 7N^5)}{3888m(m + \eta)^9} \right]
\]

\[
- \frac{\lambda^4\eta(8288 + 9240N + 3584N^2 + 588N^3 + 35N^4)}{1296m(m + \eta)^8}\delta^5
\]

\[
+ \frac{\lambda^3\eta^2(200 + 190N + 55N^2 + 5N^3)}{36m(m + \eta)^7} - \frac{\lambda^2\eta^3(40 + 30N + 5N^2)}{18m(m + \eta)^6}\delta^5 + O(\delta^6),
\]

and
\[
\begin{align*}
\frac{\Gamma^{(4)}}{m^2} &= \frac{\lambda}{m^2} \delta^4 - \frac{\lambda^2(8 + N)}{6m^2(m + \eta)^2} \delta^2 \\
&+ \frac{\lambda^3(140 + 46N + 3N^2) - \lambda^2\eta(96 + 12N)(m + \eta)}{36m^2(m + \eta)^4} \delta^3 \\
&- \left[ \frac{\lambda^4(1536 + 1772N + 117N^2 + 5N^3)}{108m^2(m + \eta)^6} - \frac{\lambda^3\eta(140 + 46N + 3N^2)}{9m^2(m + \eta)^5} \right] \delta^4 \\
&+ \frac{\lambda^2\eta^2(8 + N)}{2m^2(m + \eta)^4} \delta^4 \\
&+ \left[ \frac{\lambda^5(79168 + 51568N + 11880N^2 + 1124N^3 + 35N^4)}{1296m^2(m + \eta)^8} - \frac{\lambda^4\eta(1136 + 772N + 1117N^2 + 5N^3)}{18m^2(m + \eta)^7} \right] \delta^5 \\
&+ \frac{\lambda^3\eta^2(700 + 230N + 15N^2)}{18m^2(m + \eta)^6} - \frac{\lambda^2\eta^3(16 + 2N)}{3m^2(m + \eta)^5} \delta^5 \\
&+ \mathcal{O}(\delta^{(6)}) .
\end{align*}
\]  

\textbf{Appendix C. Large-}N\textbf{ Approximation}

The LN approximation applied for the 0-dimensional \(O(N)\) scalar field model was described in details in Ref. [36]. In this appendix we reproduce some of the expressions obtained from that reference that we have used in this work. For this model, we have that \(\phi^2 = \mathcal{O}(N)\) and \(\lambda = \mathcal{O}(1/N)\), which shows that \(\lambda \to \tilde{\lambda}/N\) is a reasonable replacement. In the large-\(N\) limit we can evaluate the partition function \(Z\) in the saddle-point approximation [43] (leading and next-to-leading orders terms).

Performing the change of variables \(y = \frac{\phi^2}{N}\) and using hyperspherical coordinates we can evaluate the partition function that can be written as

\[
Z = \Omega_N N^{N/2} \int_0^\infty \frac{dy}{2y} e^{-Nf(y)},
\]

where the function \(f(y)\) is defined by

\[
f(y) = \frac{m}{2} y + \frac{\tilde{\lambda}}{4!} y^2 - \frac{1}{2} \ln(y).
\]
In a saddle point approximation we perform an expansion in Eq. (C.2) around its minimum,

\[ y_0 = \frac{3m}{\lambda} \left( \sqrt{1 + \frac{2\tilde{\lambda}}{3m^2}} - 1 \right). \] (C.3)

Expanding around this minimum and performing the integral, we obtain the partition function [36]

\[ Z = \Omega_N N^{3/2} e^{-Nf(y_0)} \left( \frac{1}{4y_0^2 f''(y_0)} \right)^{1/2} \times \left[ 1 + \frac{12m^2y_0^2 - 27my_0 + 16}{6N(2 - my_0)^3} \right] [1 + O(1/N)], \] (C.4)

with

\[ f(y_0) = \frac{my_0}{4} + \frac{1}{4} - \frac{1}{2} \ln(y_0). \] (C.5)

Next-to-leading order LN results for \( \Gamma^{(0)} \) can be obtained by taking the logarithm of \( \frac{Z}{Z_0} \):

\[ \Gamma^{(0)} = \left[ \frac{my_0}{4} - \frac{1}{4} - \frac{1}{2} \ln(my_0) \right] N^1 + \frac{1}{2} \ln(2 - my_0) N^0 - \frac{(8 + my_0)(my_0 - 1)^2}{6(2 - my_0)^3} \frac{1}{N^1} + O(1/N^2). \] (C.6)

Higher order terms in \( 1/N \) usually are very difficult to obtain because we need go beyond the saddle-point approximation, including fluctuations in the corrections. But for the case of the 0-dimensional \( O(N) \) scalar field model, it can be obtained by successive derivatives of \( \Gamma^{(0)} \) with respect to \( m \). Following this procedure, we can for the self-energy the result
\[ \Sigma = \left[ \frac{1}{y_0} - m \right] \frac{1}{N^0} + \left[ \frac{2(1 - my_0)}{y_0(2 - my_0)^2} \right] \frac{1}{N^1} + \left[ \frac{4(my_0 - 1)^2(3my_0 - 1)}{y_0(2 - my_0)^5} \right] \frac{1}{N^2} + \mathcal{O}(1/N^3), \]  

and also for the 1PI four-point function,

\[ \Gamma^{(4)} = \left[ \frac{6(1 - my_0)}{y_0^2(2 - my_0)^2} \right] \frac{1}{N} - \left[ \frac{12(1 - my_0)^2(m^2y_0^2 - 3my_0 + 6)}{y_0^2(2 - my_0)^4} \right] \frac{1}{N^2} + \left[ \frac{24(1 - my_0)^3}{y_0^3(2 - my_0)^7} \right] \times (m^4y_0^4 - 8m^3y_0^3 + 35m^2y_0^2 - 49my_0 + 56) \frac{1}{N^3} + \mathcal{O}(1/N^4). \]  

**Appendix D. The optimum \( \eta \)**

We give below the expressions for the optimum \( \eta \) obtained in each of the optimization procedures that we have explained in the text, when applied to the different physical quantities, i.e., to the self-energy, the effective potential and to the four-point Green’s function.

1. \( \tilde{\eta} \) obtained by optimizing the self-energy \( \Sigma \):
   - using PMS:
     \[ \tilde{\eta} = \frac{m}{2} \left( -1 + \sqrt{1 + (4 + N) \frac{\lambda}{m^2}} \right) \delta^2 + \frac{m}{6} \left( -3 + \sqrt{9 + 12(4 + N) \frac{\lambda}{m^2} - 2 \sqrt{6 \left( -4 + 3N + N^2 \right) \frac{\lambda^2}{m^4}}} \right) \times \delta^3 + \mathcal{O}(\delta^4). \]  

   Note that there is no solution (real and positive) for \( \tilde{\eta} \) at order \( \delta^1 \).
\( \bar{\eta} = \frac{m}{6} \left( -3 + \sqrt{9 + 6(2 + N) \frac{\lambda}{m^2}} \right) \delta^1 \)

\[ \begin{align*}
&+ \frac{m}{6} \left( -3 + \sqrt{9 + 6(4 + N) \frac{\lambda}{m^2}} \right) \delta^2 \\
&+ \frac{m}{6} \left( -3 + \sqrt{9 + 9(4 + N) \frac{\lambda}{m^2} - 3 \sqrt{(N^2 - 16) \frac{\lambda^2}{m^4}} \right) \delta^3 \\
&+ O(\delta^4). \quad \text{(D.2)}
\end{align*} \]

Note that for \( N < 4 \) there is no solution (real and positive) for \( \bar{\eta} \) at order \( \delta^3 \).

\( \bullet \) using TP:

\[ \begin{align*}
\bar{\eta} &= \frac{m}{4} \left( -1 + \sqrt{9 + 8(4 + N) \frac{\lambda}{m^2}} \right) \delta^2 + \frac{1}{12} \left\{ \sqrt{F} - 3m \right. \\
&\left. - \left[ \frac{432B - \left( \sqrt{F} - 3m \right) \left( -24A + F + 3\sqrt{F}m - 18m^2 \right)}{\sqrt{F}} \right]^\frac{1}{2} \right\} \\
&\times \delta^3 + O(\delta^4), \quad \text{(D.3)}
\end{align*} \]
where we have defined

\[ A = 3m^2 + 4\lambda(4 + N), \]  
\[ B = m^3 + m\lambda(4 + N), \]  
\[ C = (4 + N)\left[6m^2\lambda + 5\lambda^2(5 + N)\right], \]  
\[ D = 36m^4 + (4 + N)\left[87m^2\lambda + 2\lambda^2(107 + 23N)\right], \]  
\[ E = -4A^3 + 1458B^2 + 72AC - 162ABm + 81Cm^2, \]  
\[ F = 8A + \frac{2^{8/3}D}{E^{1/3}} + 2^{4/3}E^{1/3} + 9m^2. \]  

Note that in this case there is no solution (real and positive) for \( \bar{\eta} \) at order \( \delta^1 \).

2. \( \bar{\eta} \) optimizing the effective potential \( V_{\text{eff}} \)

- using PMS:

\[
\bar{\eta} = \frac{m}{6} \left( -3 + \sqrt{9 + (12 + 6N)\frac{\lambda}{m^2}} \right) \delta^1 + \frac{m}{6} \left( -3 \right)
+ \sqrt{9 + (18 + 9N)\frac{\lambda^2}{m^4}} - 3 \sqrt{(-12 + 4N + 2N^2)\frac{\lambda^2}{m^4}} \delta^2 
+ \frac{1}{6G^{1/3}} \left( -3G^{1/3} + G' \right) \delta^3 + \mathcal{O} \left( \delta^4 \right),
\]

where we have defined the constants

\[
G = 9 \left( 8 + N^3 \right) \lambda^3 + \left[ -3(2 + N)^2 \left( -2160 + 1296N - 36N^2, \right. \right. \\
- 116N^3 + 5N^4 \right] \lambda^6 \left. \right]^{1/2},
\]
and
\[
G' = \left[ 2^{2/3}3^{1/3}G + 2^{7/3}3^{2/3}G^{1/3} (-6 - N + N^2) \lambda^2, \\
+ \ G^{2/3} \left(9m^2 + (24 + 12N)\lambda\right) \right]^{\frac{1}{2}}. \tag{D.12}
\]

Note that in this case, for \( N < 6 \) there is no solution (real and positive) for \( \bar{\eta} \) at order \( \delta^2 \).

- using FAC:

\[
\bar{\eta} = \frac{m}{6} \left( -3 + \sqrt{9 + 3(2 + N)\frac{\lambda}{m^2}} \right) \delta^1 \\
+ \frac{1}{6H^{1/3}} (-3H^{1/3}m + H') \delta^3 + \mathcal{O}(\delta^4), \tag{D.13}
\]

where we have defined the additional constants
\[
H = (24 + 4N - 2N^2 + N^3) \lambda^3, \\
+ \ \sqrt{8(2 + N)^2 (72 - 12N - 4N^2 + N^3) \lambda^6}, \tag{D.14}
\]

and
\[
H' = \left[ 3I + H^{1/3} (-12 - 4N + N^2) 3\lambda^2 \\
+ \ 9H^{2/3}m^2 \left(1 + (2 + N)\frac{\lambda}{m^2}\right) \right]^{\frac{1}{2}}. \tag{D.15}
\]

Here there is no solution (real and positive) for \( \bar{\eta} \) at order \( \delta^2 \).

- using TP:
\[ \bar{\eta} = \frac{m}{\sqrt{2}} \left( \sqrt{2 + (2 + N) \frac{\lambda}{m^2}} \right) \delta^1 \]
\[ + \left( -\frac{1}{2} \sqrt{2I + \frac{6\sqrt{6}J}{\sqrt{54I + \frac{27L}{O^{1/3}}} + O^{1/3}}} - \frac{L}{2O^{1/3}} - \frac{O^{1/3}}{54} \right) \delta^2 + O(\delta^3), \quad (D.16) \]

where

\[ I = 2m^2 + \lambda(2 + N), \quad (D.17) \]
\[ J = 2m^3 + m\lambda(2 + N), \quad (D.18) \]
\[ K = -(2 + N) \left[ 9m^2\lambda + 5\lambda^2(3 + N) \right], \quad (D.19) \]
\[ L = 108m^4 + (2 + N) \left[ 180m^2\lambda + \lambda^2(174 + 67N) \right], \quad (D.20) \]
\[ M = 2916m^4 + 27(2 + N) \left[ 180m^2\lambda + \lambda^2(174 + 67N) \right], \quad (D.21) \]
\[ O = -19683I^3 + 78732J^2 - 17496IK \]
\[ - \sqrt{4782969 \left( 9I^3 - 36J^2 + 8IK \right)^2 - M^3}. \quad (D.22) \]

3. \( \bar{\eta} \) optimizing the \( \Gamma^{(4)} \)

- using PMS:

\[ \bar{\eta} = \frac{m}{18(8 + N)} \left\{ -9(8 + N) + \left[ 9(8 + N) \left( 9(8 + N) \right) \right]^{1/2} \right\} \delta^3 + O(\delta^4). \quad (D.23) \]
• using FAC:

\[ \tilde{\eta} = \frac{m}{24(8 + N)} \left\{ -12(8 + N) + \left[ 48(8 + N) \left( 3(8 + N) + \left( 140 + 46N + 3N^2 \right) \frac{\lambda}{m^2} \right) \right]^{\frac{1}{2}} \right\} \delta^3 + O(\delta^4). \quad (D.24) \]

• using TP:

\[ \tilde{\eta} = \frac{m}{9(8 + N)} \left\{ -3(8 + N) + \left[ 3(8 + N) \left( 12(8 + N) + 5\left( 140 + 46N + 3N^2 \right) \frac{\lambda}{m^2} \right) \right]^{\frac{1}{2}} \right\} \delta^3 + O(\delta^4), \quad (D.25) \]

Note that there is no solution (real and positive) for \( \tilde{\eta} \) at orders \( \delta^1 \) and \( \delta^2 \) for the three optimization procedures applied to \( \Gamma^{(4)} \).
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