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Abstract: Synthetic aperture radar (SAR) acquisitions are mainly deemed suitable for mapping dynamic land-cover and land-use scenarios due to their timeliness and reliability. This particularly applies to Sentinel-1 imagery. Nevertheless, the accurate mapping of regions characterized by a mixture of crops and grasses can still represent a challenge. Radar time-series have to date mainly been exploited through backscatter intensities, whereas only fewer contributions have focused on analyzing the potential of interferometric information, intuitively enhanced by the short revisit. In this paper, we evaluate, as primary objective, the added value of short-temporal baseline coherences over a complex agricultural area in the São Paulo state, cultivated with heterogeneously (asynchronously) managed annual crops, grasses for pasture and sugarcane plantations. We also investigated the sensitivity of the radar information to the classification methods as well as to the data preparation and sampling practices. Two supervised machine learning methods—namely support vector machine (SVM) and random forest (RF)—were applied to the Sentinel-1 time-series at the pixel and field levels. The results highlight that an improvement of 10 percentage points (p.p.) in the classification accuracy can be achieved by using the coherence in addition to the backscatter intensity and by combining co-polarized (VV) and cross-polarized (VH) information. It is shown that the largest contribution in class discrimination is brought during winter, when dry vegetation and bare soils can be expected. One of the added values of coherence was indeed identified in the enhanced sensitivity to harvest events in a small but significant number of cases.
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1. Introduction

Space-borne radar sensors are deemed to play an important role in agriculture and land cover monitoring, mainly due to their potential to provide images independently of the weather and solar illumination conditions, but also for their complementary sensitivity to physical retrievables with respect to optical sensors. The use of SAR data to discriminate different land cover types was already demonstrated using ERS-1/2 data [1,2]. The Sentinel-1 mission [3] provided, for the first time, dense systematic time-series of radar scattering and interferometric coherences in C-Band and dual-polarization (VV and VH) with a repeat-sampling interval of 6 or 12 days. Its interferometric wide (IW) swath mode provides data with swath widths of approximately 250 km at 5 m by 20 m single-look spatial resolution.

Land use/land cover (LULC) mapping using SAR data is commonly implemented using data-driven methods [4–7] which do not require the statistical modeling of the land cover signatures and of their patterns in time, often characterized by significant complexities. Data-driven methods, such as random forest (RF), support vector machine (SVM) and neural network classifiers, can account for underlying relationships between features in dense data series in a cost- and performance-effective way. Dense time series are known to be the key for reliable mapping as they enable the exploitation of the dissimilarities in the signature of different LULC classes during specific days of the year, particularly useful for vegetated classes with dynamic phenology such as crops [8].
Most of the land cover mapping studies exploit SAR intensity. However, the complex-valued correlation coefficients between SAR images, i.e., the interferometric coherence, also provide information about the land cover classes’ characteristics [9]. The time-series of coherence images can provide information about events, such as mowing events [10,11], which can serve as the smoking gun that distinguishes one LULC type from another.

Considering InSAR information as an input feature for land cover classification is not a new concept. Previous studies have already confirmed the potential of InSAR coherence for LULC classification, e.g., using time-series of ERS data with a one day revisit time [1,12] and a stack of 12 days of Sentinel-1 images [13]. Single-pass interferometric coherence acquired by TanDEM-X and repeat-pass coherence from the TerraSAR-X mission was employed for crop-type mapping in [14,15], respectively. Furthermore, in [9], the authors showed that the temporal dynamics and spatial context of the multi-temporal InSAR coherence can enhance the performance of land cover classification.

In addition, the study by [16] utilized backscattering with estimated parameters from a temporal decorrelation model as input features for large scale land cover mapping over short-time-series of Sentinel-1 images. The study by [6] presented the LULC classification map by applying SVM and RF on different combinations of Sentinel-1 attributes including backscattering, interferometric coherence and polarimetric H-α decomposition attributes of two single look complex (SLC) images. It showed that the best performance was achieved by providing all the available features to an RF classifier. Moreover, mean backscatter, backscatter difference and the coherence information of two SLC Sentinel-1 images were employed to separate the water, barren, vegetation and built-up classes through maximum likelihood classification [17]. However, despite the noteworthy efforts, the benefits of using the coherence time-series for LULC mapping have not been fully understood and exploited yet. The identification of the physical events, highlighted by the coherence, which help in discriminating between different land cover types, still represents an open investigation area.

The objective of the paper is then to shed further light on the added value of coherence, when combined with the backscattered intensities, for mapping naturally vegetated and cultivated areas with dual-polarized (VV and VH) Sentinel-1 data time-series. The use of coherence information heavily increases the numbers of features in the classification problem. Whereas only one value per acquisition shall be considered for amplitudes, and therefore a total of $N$ values for $N$ acquisitions, the number of image pairs that can be potentially addressed for coherence features is $N(N - 1)/2$. However, since previous efforts [13] showed that most of the sensitive information is carried in short-term coherences, only consecutive acquisitions will be used to estimate the cross-correlation between SAR images. The objective of the paper is to evaluate the added value of coherence in SAR-based land cover mapping. Our aim was then to identify which kind of exploitable information, complementary to the VH and VV amplitude, the coherence can provide. Coherences are typically low, which leads to significant uncertainties in their estimates. Therefore, we also explore and compare two different approaches to estimate the coherences: one based on a standard fixed-resolution multi-looking approach, and one taking advantage of contextual information by averaging per field.

2. Study Area and Data

The study area is situated near Campinas in the São Paulo state, Brazil. São Paulo has a tropical and subtropical climate with long and hot summers. The mean temperature reaches 30 °C in the warmest months with heavy rainfall. Conversely, the winter months are mostly dry. The vegetation shows lower biomass and also lower greenness due to these seasonality changes. Crop and pasture fields are commonly rain-fed. Irrigation can be occasionally applied to annual crops at the beginning of the growth cycle [18]. The reference dataset consists of the LULC information collected both from ground surveying activities in 2015 and from the visual inspection and interpretation of 2016–2017 high resolution optical imagery such as Google Earth imagery, Landsat and MODIS time series, manually
digitized into polygons. The fields are grouped into five LULC classes/categories: crop, forest, pasture, sugarcane and urban. The crop class includes mostly soybean, wheat and corn. The forest class contains native and production forests. Pasture fields, used for cattle grazing, and sugarcane, with a crop cycle of 12–18 months, expand over grasslands [19]. As conveyed by Table 1, the sugarcane cycle typically starts between September and November, whereas annual crops are characterized by two different emerging periods throughout the year, in spring (April–June) and in autumn (November–December), and can be subject to double cropping practices. The spatial map of the reference LULC and some of the polygons’ characteristics, arranged per class, are shown in Figure 1.

Table 1. Distribution of the start of growth dates throughout the year (percentages are reported) for annual crops and sugarcane fields.

|                | January | February | March | April | May | June | July | August | September | October | November | December |
|----------------|---------|----------|-------|-------|-----|------|------|--------|-----------|---------|----------|----------|
| Sugarcane      | 3       | 0        | 0     | 1     | 1   | 0    | 5    | 1      | 10        | 35      | 36       | 12       |
| Crop           | 2       | 3        | 3     | 8     | 17  | 18   | 14   | 15     | 4         | 14      | 18       |          |

Figure 1. Location of the study area (top left); spatial map of the reference LULC (right); and characteristics of the LULC based on the collected ground truth data (bottom left).

A total of 28 available Sentinel-1 (S1) Interferometric Wide (IW) acquisitions were employed, covering one year between November 2016 and October 2017. Since only one satellite (Sentinel-1B) is active in IW mode over this region, the revisit time is 12 days. The study area is illuminated with an average incidence angle of 35°. The sensor has a resolution of 20 m (in the azimuth direction) × 4.5 m (in the ground range direction). As a result, approximately 4.5 looks are available in a 20 × 20 m cell and 110 over a 100 × 100 m cell. Although the classification is only performed by using radar features, the normalized difference vegetation index (NDVI) from Landsat-8 data is also employed in this study for the visual interpretation of the Sentinel-1 behavior. The NDVI index expresses the greenness of canopies and can hence be readily related to crop cycles and plant status throughout the seasons. According to [20,21], the NDVI can be affected by topography but in our study, for visual inspection purposes, the impact of this variable can be considered negligible. The Landsat-8 surface reflectance products, provided by USGS, have been retrieved using the Google Earth Engine (GEE). Only Landsat products with less than 40% of the total tile area covered by clouds were used in order to ensure that the collected NDVI series is only negligibly affected by atmospheric effects. Although it will not include all the cloud-free acquisitions, such an arbitrary choice is deemed a convenient compromise for our visual interpretation purposes.
3. Methods

3.1. Pre-Processing

The S1 IW acquisitions are downloaded in their SLC product format from the ESA hub. The data processing is performed using the Radar Interferometric Parallel Processing Lab (RIPPL), a TU Delft’s in-house Sentinel-1 InSAR processing tool. Figure 2 provides an overview of the processing steps performed to obtain the interferometric coherences. Only the interferograms between the consecutive (12-days interval) image pairs are formed and subsequently geo-referenced. The backscatter intensity computation includes the radiometric calibration and terrain correction steps. SRTM-3 [22] is used as an external digital elevation model (DEM) for processing. For both backscatter and coherences, two types of outputs are produced by the final spatial averaging step: one by using the conventional boxcar filter for spatial multi-looking (for the pixel-based classification); and the other by averaging within the reference polygons (for object/polygon-based classification) addressed in Section 3.3. For the pixel-based approach, three filter sizes, i.e., 40, 100 and 200 m, were tested in order to evaluate the most convenient trade-off between the radiometric quality (as a reference, 100 independent looks would lead to a precision of approximately 0.5 dB) and the mixed field effects (most of the fields are larger than 2–3 ha, as can be seen in Figure 1).

Figure 2. Processing chain for coherence feature extraction from the SLC Sentinel-1 images.

Figure 3 shows the temporal signatures of the coherence and backscatter intensity for the vegetation classes extracted from the object-based features. The statistics strongly
convey the need for multi-temporal classification as the distance between the classes, evaluated on single features per epoch, is insufficient. This is particularly true for the coherence that presents inter-class dynamics only at the end of the dry season (June–September).

Figure 3. Temporal statistics of the backscatter intensity (**top**) and coherence (**bottom**) for the vegetation classes. The 50th percentiles (solid lines) and the 20th–80th percentiles (transparent buffer) are based on the features derived from the field sampling approach.

3.2. Interferometric Coherence

The interferometric coherence, which is commonly used as an indicator of the quality of the interferometric phase, is defined as the normalized cross-correlation between two coregistered SAR images. The absolute value of the coherence varies between 0 and 1. In this paper, for each new image, the coherence is computed with respect to the previous image. The coherence measures the relative stability of the scattering mechanisms within a spatial neighborhood between a pair of images. If all the backscattering elements maintain their relative position and scattering strength during the 12-day time-interval, the coherence will be high. This is typically the case for bare soil and urban areas. In contrast, if the elements move or alter their microwave signature, a low value of coherence will be the outcome. This typically occurs for vegetated surfaces with high fractional canopy cover and for water. The interferometric coherence is defined as

\[
\gamma = \frac{\mathbb{E}\{S_1 S_2^*\}}{\sqrt{\mathbb{E}\{|S_1|^2\} \mathbb{E}\{|S_2|^2\}}}.
\]

where \(S_1\) and \(S_2\) represent two coregistered complex images, \(\mathbb{E}\{\cdot\}\) represents the mathematical expectation, and \(^*\) denotes the complex conjugate operator. Following common practice in the InSAR literature (e.g., [23]), the coherence is estimated by replacing the
expectation operator by a sampled average over a given spatial window. This assumes that the signal is ergodic and locally homogeneous:

$$\hat{\gamma} = \frac{\langle S_1 S_2^* \rangle}{\sqrt{\langle |S_1|^2 \rangle \langle |S_2|^2 \rangle}}$$  \hspace{1cm} (2)

The average number of samples and the coherence map resolution have a significant impact on the coherence magnitude estimate accuracy [24]. The estimated coherence is typically noisy with a large estimation uncertainty, particularly for the small averaging windows and low coherence values.

It is worth noting that computing space-averaged coherence magnitude over entire fields improves the estimation of the coherence as the number of averaged samples increases and the quality of the estimator now depends on the field extent. Specifically, under the assumption of homogeneity, larger fields have higher coherence estimation precision and lower bias, while the smaller fields provide more bias [25]. The bias of the coherence for a homogeneous area is given by [26]

$$E(|\hat{\gamma}|) = \frac{\Gamma(L)\Gamma(1+1/2)}{\Gamma(L+1/2)} \times 3F_2(3/2, L, L + 1/2; |\gamma|^2) \times (1 - |\gamma|^2)^L,$$  \hspace{1cm} (3)

where $3F_2$ is the hypergeometric function and $L$ is the number of independent samples. Figure 4 shows the coherence magnitude estimate as a function of coherence magnitude ($|\gamma|$) for the number of pixels for each sugarcane field used in this study.

We can see that the coherence magnitude estimate is positively biased, especially for low coherences. Bias and/or coherence estimation uncertainty reduces for fields with more independent samples.

![Figure 4](image)

**Figure 4.** Coherence magnitude bias of sugarcane fields with different number of samples $L$. The color refers to the number of fields.

### 3.3. Land Cover Classification

In this study, the supervised classifications are performed at a pixel- and object-level. The pixel-based approach has a clear advantage in terms of implementation, as no further processing steps in addition to the spatial multi-looking in the earlier data preparation stages is required. In the most common case, a moving average filter with the desired spatial support is used for both amplitude and coherence. The major drawback of pixel-based approaches is that the spatial context of the scene is not fully exploited [27,28]. This aspect would be
particularly relevant over distributed scatterers, due to their intrinsic noisy nature. Identifying homogeneous segments, i.e., groups of pixels that share similar land cover, in order to average as many looks as possible, naturally leads to the so-called object-based classification.

We consider three schemes to generate training and validation sub-sets, the first two associated to the pixel-based approach and the third to the object-based approach. A visual representation of these schemes is provided in Figure 5. For all three schemes, a common cross-validation procedure is used to avoid positively biased results. Algorithms are therefore trained with 70% of the dataset, while the remaining 30% is used for validation. More specifically, the three addressed strategies are:

1. **Random-Pixel Sampling**: The pixel samples are randomly assigned to the training and validation sets without any spatial context constraint. The outcome is that any arbitrary field is allowed to have part of its pixels in the training set and part in the validation set. This is expected to lead to a positive bias in accuracy due to eventual overfitting, which occurs when the intra-polygon variability is lower than the variability between polygons of the same class. The risk in this random sampling approach is therefore that the algorithm learns the behavior of the individual fields rather than modeling their common statistical traits.

2. **Field-Pixel Sampling**: In this approach, the pixels from the same polygon are entirely assigned either to the training or the validation set. For each class, the training set is built by iterative growth, i.e., by adding a field at a time to the set until 70% of the total pixels are allocated. The pixels from the excluded fields are assigned to the validation set.

3. **Field Sampling**: This refers to object-based classification, as the samples correspond to the polygons themselves. The coherence magnitude and the backscatter intensity features are computed through multi-looking over the entire field. The differences with the field-pixels sampling are found in the impact of intra-field heterogeneities and in the different sensitivity to speckle noise. We are using the digitalized polygons (or objects or segments) from our ground surveying activities.

For each of these schemes, SVM [29] and RF [30] supervised classification are individually tested on the intensity and on the coherence stacks and then applied to the combination of the intensity and coherence in the two polarizations. The classification methods are implemented in Python using the scikit-learn package [31]. With concern to the SVM, the radius basis function (RBF) kernel [32] has been used. Two important parameters for the RBF kernel must be considered: the trade-off between margin and misclassification (C) and the kernel width (γ) that controls the influence of the feature data point on the decision boundary. In our study, SVM was run with C = 1 and γ = 1. As regards the RF, the algorithm was applied by adopting a number of trees (Ntree) equal to 100 and default values for the other parameters.

The accuracy assessment was carried out by analyzing the overall accuracy, the kappa index, and the producer’s and user’s accuracies [33]. The producer’s accuracy is related to the omission error and is defined as the number of correctly classified samples divided by the total number of reference samples in the given class. The user’s accuracy instead represents the commission error and is defined as the number of correctly classified samples divided by the total number of classified samples in the given class. Such well-known metrics are computed after normalizing the confusion matrix by the number of samples for each class, therefore forcing an equivalent true area for all the classes. The rationale is to prevent the accuracy being dominated by the classes with larger coverage.

To fairly compare the results of the field sampling with the two pixel sampling strategies, we consider the statistics based on the number of pixels, i.e., considering the classified area. As a result, larger objects have more weight than smaller ones in the validation but not in the training part. This represents a reasonable evaluation practice, provided that the objective of the mapping application is to minimize the misclassified area rather than the number of objects. The steps of the methodology so far discussed are summarized in Figure 5.
Figure 5. (Top) Sketched illustration of the pixel-based and field-based sampling schemes for three polygons belonging to the same class. The different patterns in the polygon background represent intra-class diversity; (Bottom) For each sampling scheme, the methodology steps from image pre-processing to accuracy evaluation are briefly summarized.

### 3.4. Feature Relevance

In order to assess the set of available features, we carried out a feature relevance analysis. This can help in identifying the physical processes that make a given feature useful, and lead to more robust or more optimal classification strategies. Feature relevance can be evaluated using different metrics such as the correlation between the feature and the target variable (class membership), mutual information or information gain. These metrics are independent of the classification algorithm used [34]. The most common feature selection methods are based on mutual information. However, often they do not address the correlation between features that causes feature redundancy. In this paper, we adopted the minimum-redundancy–maximum-relevance (mRMR) algorithm. The algorithm searches for the subset of features ($S$), containing $n$ features ($x_i, i = 1, 2, ..., n$), that maximizes the dependency ($D$) of the feature set on the target class through the mean value of the mutual information:

$$D = \frac{1}{|S|} \sum_{x_i \in S} I(x_i; c)$$

(4)

where $c$ is the target class and $|S|$ is the size (number of elements) of $S$. $I$ is the mutual information, defined by

$$I(x; c) = \int \int p(x, c) \log \frac{p(x, c)}{p(x)p(c)} \, dx \, dc$$

(5)

with $p(x, c)$ being the joint probability density function (PDF) of the two variables and $p(x)$ and $p(c)$ standing for the corresponding marginal PDFs.
Merely maximizing $D$ is likely to result in sets of features that are highly correlated. This redundancy can be quantified using the mean mutual information between the features within the set:

$$R = \frac{1}{|S|} \sum_{x_i, x_j \in S} I(x_i, x_j)$$  

which should be minimized. The mRMR algorithm combines the two mentioned constraints [35,36] by maximizing $D - R$.

4. Results and Discussion

4.1. Quantitative Accuracy

The impact on the SAR classification performance of the three factors of interest, i.e., the sampling scheme (random pixel, field pixel, field), the classification method (SVM and RF) and the radar feature set (amplitude, coherences and their combination) is herein analyzed. The overall accuracies (OA) and kappa indices for the most effective configurations in terms of performance are presented in Table 2. It can be observed that the SVM classification approach has better performance than the RF method. In the SVM case with random-pixel sampling, when the amplitude of only one polarization is given as an input to the classifier, the overall accuracy (OA) and kappa coefficient are approximately 60% and 0.50, respectively, for both VV and VH. When using both polarization intensities, the algorithm has an improvement of roughly 8 p.p., reaching 68% OA. The VV and VH coherences, $\gamma_{VV}^0$, $\gamma_{VH}^0$, add a further 2 p.p. enhancement to the overall accuracy, and a 0.03 increase in the kappa coefficient. A similar behavior is also observed in the RF case with random-pixel sampling, although with lower accuracies.

Table 2. The calculated overall accuracy and kappa coefficient for different features with SVM and RF.

| Sampling   | Features          | SVM         | RF         |
|------------|-------------------|-------------|------------|
|            | OA                | Kappa       | OA         | Kappa     |
| Random pixel | $\sigma_{VV}$   | 0.61        | 0.51       | 0.54      | 0.43      |
|            | $\sigma_{VH}$   | 0.60        | 0.50       | 0.54      | 0.42      |
|            | $\sigma_{VV\&VH}$ | 0.68       | 0.60       | 0.59      | 0.49      |
|            | $\sigma_{VV\&VH} \& \gamma_{VV\&VH}$ | 0.70 | 0.63 | 0.62 | 0.52 |
| Field pixel | $\sigma_{VV}$   | 0.58        | 0.47       | 0.53      | 0.42      |
|            | $\sigma_{VH}$   | 0.57        | 0.46       | 0.53      | 0.41      |
|            | $\sigma_{VV\&VH}$ | 0.64       | 0.55       | 0.58      | 0.47      |
|            | $\sigma_{VV\&VH} \& \gamma_{VV\&VH}$ | 0.68 | 0.60 | 0.60 | 0.50 |
| Field      | $\sigma_{VV}$   | 0.65        | 0.56       | 0.63      | 0.53      |
|            | $\sigma_{VH}$   | 0.57        | 0.46       | 0.55      | 0.44      |
|            | $\sigma_{VV\&VH}$ | 0.65       | 0.56       | 0.63      | 0.53      |
|            | $\sigma_{VV\&VH} \& \gamma_{VV\&VH}$ | 0.75 | 0.69 | 0.68 | 0.60 |

In the field-pixel sampling configurations, the accuracies are lower compared to the random-pixel sampling for both classifiers. This is indeed in line with our expectations. Such an approach is nevertheless deemed more reliable, since the chances of model overfitting are lower. In the field sampling approach, i.e., using averages based on polygons instead of averages based on pixels, the accuracy of SVM experiences a 7 p.p. increase when compared to the field-pixel approach. Still with reference to Table 2, we observe that the incorporation of the coherences leads to a statistically significant improvement in accuracy in all configurations. The added value of the coherence in crop mapping was also registered by TanDEM-X data covering a shorter time interval (three months), in [14], and by Sentinel-1 time-series covering a different agricultural environment in [37].

As mentioned in Section 3.1, the impact of the multi-looking window size for the pixel-based approaches was evaluated. The overall accuracy achieved by the three window sizes (40 × 40 m, 100 × 100 m and 200 × 200 m) with the SVM classifier is compared in
Figure 6. The figure shows that when $40 \times 40$ m windows are used, the accuracies are low due to speckle noise. The accuracies for the $200 \times 200$ m windows are then lower compared to the $100 \times 100$ m configuration due to an increased amount of mixed pixel, i.e., pixels that cover two or more neighboring fields.

Figure 6. The comparison between the impact of the different multi-looking window sizes on overall accuracy achieved by SVM in pixel sampling.

Although the overall accuracy gives a general understanding of a classifier’s performance, it does not reveal any information about the error partition among the classes, e.g., whether some land covers are identified more correctly than others. Confusion matrices, producer and user accuracy are then used to provide more insight. As SVM performed better than RF, in the following, only the results of SVM are presented.

From the producer and user accuracies, as shown in Figure 7, it is straightforward to notice that the intensities perform significantly better than the coherences. By looking at their combination, it can be seen, however, that the coherence has added value for each land cover class. The largest benefits are registered by the polygon-based classification, with a fundamental 6–10 p.p. user accuracy increment for the crop and pasture classes, that are the lowest scoring classes in absolute terms.

The confusion matrices, as shown in Figure 8, provide a more detailed picture, also including the urban/built-in class. In each cell, the upper value (light green) corresponds to the results obtained using only the backscattered intensities, while the lower value (dark green) corresponds to the joint use of intensities and coherences. As already specified in Section 3.3, the columns were normalized by the number of samples of the corresponding class. With such a setting, the diagonal cells contain the producer accuracy. As expected, the dark green cells show higher values than light green ones. For the object-based classification, this difference is more apparent. The matrices also confirm that the most significant accuracy issues regard the crop omission and pasture commission errors. A relevant percentage of crop fields (>40%) is indeed classified either as pasture or as sugarcane. This is mainly due to the similarities between the seasonality behavior of the pasture and crop growth cycles. Pasture is then also receiving misclassified samples from forest and urban areas. The largest part of such errors can be justified by the broad range of vegetation typologies included in the pasture class. On the one hand, it can include shrubs and tall grasses that can be easily confused with forest or even with sugarcane when mature. On the other hand, it can include short grasses or degraded land that leads to the omission errors for urban/built-in areas. However, it cannot be excluded that a minor part could be due to errors in labeling the reference data (i.e., in the ground truth). Notice that the omission error for urban areas is lower in the field-pixel sampling than in field/polygon sampling approach. This is probably due to the fact that the urban polygons are highly
heterogeneous and could contain vegetation patches. These latter would be more correctly filtered out by the pixel-based classification.

**Figure 7.** Producer (top) and user (bottom) accuracy achieved by the SVM classification for different sampling schemes and feature configurations.

**Figure 8.** Cont.
Figure 8. Confusion matrix of (a) field-pixel and (b) field sampling; with SVM classifier: each cell included two values, where upper ones are only based on using intensity while the lower values are related to using intensity and coherence together.

4.2. Spatial Analysis

We analyze in more explicit spatial detail the output from the two most relevant feature configurations: (1) $\sigma_0^{vv}, \sigma_0^{vh}$—only backscattering coefficients are used; and (2) $\sigma_0^{vv}, \sigma_0^{vh}, \gamma_0^{vv}, \gamma_0^{vh}$—a combination of all SAR features is used. The classified maps are shown in Figure 9 for field pixel and field sampling schemes and the results related to the pixel sampling are not presented due to the fact that they include overfitting. As field sampling performs better according to the OA and confusion matrices, it is considered a reference for the remaining analysis in this paper. The blue circles in Figure 9b highlight two examples of fields presenting mixed pasture and forest pixels in the pixel-based classification maps, possibly denoting spatial heterogeneities not properly accounted for within the reference polygons. It can, however, be observed that the integration of the coherence in the field-based approach allows one to correctly identify the land cover majority, i.e., pasture cover for the upper field and forest for the lower one. From a qualitative standpoint, the classified maps convey that the two approaches are characterized by a substantial agreement which manifests in the difficulty to spot a total classification mismatch on large polygons. The differences between the pixel-based and the field-based polygons shall be rather found in single pixel errors (similarly to a salt and pepper noise). It is for instant evident in the presence of yellow (sugarcane) pixels in areas where no sugarcane is expected. This issue could be partly mitigated by the application of a majority filter as a post-processing step [38]. The use of such a filter on areas with small and medium parcels (compared to the sensor resolution), such as the one shown in Figure 9, however, could be detrimental and its impact should be more carefully investigated in future works.

The impact of the coherence on the field-based classification is further highlighted by the differential map in Figure 10. The figure shows the whole area with four colors; the orange stands for those fields correctly classified only with the combined use of coherence and amplitude, where the purple represents correctly classified fields only by the exclusive use of the amplitude, and the yellow and the blue indicate the areas correctly and incorrectly classified in both configurations, respectively. The map conveys that the integration of the coherence does not only yield positive changes. Several fields are indeed correctly classified only when the single amplitude is used. In accordance with the performance in Table 2, it can be therefore inferred that the coherence introduces a small but significant noise in the classification output but that its effect is overall positive.
Figure 9. Comparison of the SVM classifier maps over a 10 × 7 km close-up of the study area: (a) reference data and (b) results from: (1) amplitude and field pixel sampling; (2) amplitude and field sampling; (3) amplitude + coherence and field pixel sampling; (4) amplitude + coherence and field sampling.
To illustrate the importance of the use of InSAR coherence information in land cover classification, the time-series of coherence and backscattered intensity in both channels was analyzed for those correctly classified fields only through the use of coherence in Figure 11a. The radar cross-polarized backscatter (VH) is known to be sensitive to the canopy volume, whereas it is less sensitive to the soil surface. The soil backscatter is stronger on the co-polarized signal (VV), which hence becomes a better proxy for soil moisture. However, both polarizations are sensitive to the water content of the medium, either in the soil or in the canopy, showing fluctuations after watering events (rain in our studied area) that can be used to infer information on the land cover conditions, as proven in [18]. Such fluctuations are clearly visible in Figure 11. From the panels, it is evident that the radar has a clear advantage over optical sensors in terms of temporal coverage, as the crop cycle is missed for some months by Landsat (the filled NDVI in the plot is the data that are estimated by interpolation). It can also be noticed that the radar signal is noisier, although, as already specified, part of the fluctuations has to be considered as water-related signal.

This first panel in Figure 11 shows that the coherence is sensitive to the harvest event in a crop field at the end of 2017, which appears as a sharp increase from a near zero value to approximately 0.4. Such clear change (a large backscatter drop is expected) cannot be found in the amplitude, which probably remains high either due to the straws in the field, or to possible enhanced Bragg scattering effects (although unlikely, since only VV would be expected to suffer from it) or to high moisture in the soil. It is likely that such sensitivity in the coherence is the key factor for enabling correct labeling from the algorithm.

Figure 11b corresponds to a pasture field that is classified correctly only with amplitudes. It is indeed confused by the algorithm with a crop field when the coherence is integrated. In light of the previous example, the confusion is introduced by the strong spike in coherence in September 2017, which is more characteristic for crop fields in bare soil state than for pasture fields. From the NDVI value closest to the spike, amounting to approximately 0.4, it can be inferred that the vegetation has sparse, dry or underdeveloped canopy, but it is not in bare soil state. The last panel in Figure 11c illustrates the time-series of a crop field which classified correctly both with and without the use of the coherence. In this case, both the coherence and the amplitude behavior clearly reveal the crop cycles, with two harvest events, the first in summer (at the end of March) and the second in winter
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(September). Notice a similar sensitivity in summer would also be expected from the first time-series (Figure 11a), as two distinct cycles can be identified from the NDVI. However, due to the fact that the harvest is performed on a portion of the field at a time, the bare soil condition is never reached on the whole reference polygon.

The coherences and the intensities in the two winter months of August and September are illustrated in Figure 12 with the aim of conveying, qualitatively, their partial complementary. At the beginning of August, the VH intensities and the coherences appear in a large part inversely correlated. However, it is possible to spot a few field locations with simultaneous moderate coherence and intensity values. This conveys that a minor, although significant, number of fields in senescence and post-harvest conditions can be exclusively identified through the coherence. The different sensitivity of the two features is

Figure 11. SAR and optical time-series over different land covers: (a) for a field that is only correctly classified with the combined use of coherence and amplitude; (b) for a field that is only correctly classified by the exclusive use of the amplitude; and (c) for a field that is correctly classified with both configurations.
further confirmed by the last acquisition of August (second column in the figure), where high backscatter values are registered over the whole image (possibly due to a rain event), including bare soil areas. It is interesting to notice that the coherence is instead only marginally affected, revealing, in this particular circumstance, an improved robustness.

|          | 2017-08-11 | 2017-08-23 | 2017-09-04 | 2017-09-16 | 2017-09-28 |
|----------|------------|------------|------------|------------|------------|
| $\sigma_{\text{VV}}$ | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) | ![Image](image5.png) |
| $\sigma_{\text{VH}}$ | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) | ![Image](image10.png) |
| $\gamma_{\text{VV}}$ | ![Image](image11.png) | ![Image](image12.png) | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |
| $\gamma_{\text{VH}}$ | ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) | ![Image](image19.png) | ![Image](image20.png) |

**Figure 12.** Images of coherence and intensities in the two winter months of August and September for both polarization. The coherence colors range from 0 (black) to 1 (white). The intensity values are shown in decibels. For the VV channel, the color range is set between $-15$ and $-5$ and for the VH channel it is set between $-20$ and $-10$. In all the images, lighter colors indicate higher values.

In order to have a deeper understanding of the added value of the feature integration, the feature selection is applied through mRMR based on the mutual information, as it was explained in Section 3.4. Table 3 reports the first four features selected by mRMR. For coherence, the date of the first SAR acquisition in the pair is reported. Notice that three out of the first four features are associated to winter acquisitions. The winter season is in fact the time of the year where the classes are most different.

Figure 13 illustrates the distributions of the high ranking features in Table 3 for the vegetation classes. The amplitude histograms in the first and in the fourth panel clearly convey that annual crops and sugarcane fields respond with lower backscatter, on average, than pasture fields. This offset is mainly due to the harvesting and ploughing operations that are often carried out on temporary and permanent crops. The two amplitude histograms similarly show that distinguishing between sugarcane and crop from a single amplitude image in winter is not possible, whereas the pasture and the forest have more distinct profiles.

The two coherence panels are associated with a dry period in summer (12–24 February) and a rain event in winter (11–23 August). The histogram of coherence in August is related to the period during which most of the annual crops and sugarcane are either harvested or in senescent conditions. As conveyed by Figure 3, the second acquisition in the pair (23 August) experiences an increase in amplitude that can be interpreted as the effect of rain during previous days. The historic rain data (both from weather stations and satellite) indeed confirm the occurrence of precipitations on the 19th and the 20th of August. The effect on VH is a generalized drop in the sugarcane coherence, whereas the
impacts are not so evident for the other classes. For the sugarcane fields that are already harvested, this is due to the residues left on the ground, whereas for the fields in dry senescent state, the drop is caused by an increase in the canopy returns. Such a generalized response of sugarcane is less visible in the VV channel, where a significant portion of the harvested field manages to retain some coherence (see Figure 3). A similar behavior in the histograms can be observed for the February coherence, although with less separability between forest, pasture and crops. The reasons for the discrepancy between sugarcane and the other classes are, however, opposite in this feature, as the scene is illuminated at the end of a dry period in summer. The coherence values in summer are in fact extremely low for all classes and they incrementally rise during temporary droughts or after harvest events (for annual crop fields with double cropping management). Sugarcane fields are, however, less affected by such events since most of the fields are either in the vegetative or grand growth stages, characterized by high biomass and canopy water content [18]. The values therefore remain extremely low or null.

Figure 13. Histograms of the vegetated classes for the four most relevant features, as can be seen in Table 3, as selected by the mRMR method.
Table 3. First four selected features through the mutual information based mRMR.

| Number | Date                | Feature | Channel |
|--------|---------------------|---------|---------|
| 1      | 28 September 2017   | Amplitude | VH     |
| 2      | 11 August 2017      | Coherence | VH     |
| 3      | 12 February 2017    | Coherence | VH     |
| 4      | 4 September 2017    | Amplitude | VH     |

Two further aspects are worth noting. The first is that the analysis elaborated thus far led to general principles that hold for different areas and different years, as well as to quantitative outcomes that are strongly dataset dependent. For instance, the high relevance of the winter acquisitions is easily applicable to different case studies and dataset in Brazil. The double cropping consideration for the summer/spring acquisitions also fall in this category, when considered in a broad sense. However, the score and the exact date of these features shall be intended as area-, year- and dataset-specific and cannot be generalized. The second consideration concerns the low-class separability on single images, expressed by Figure 13. It is for instance not possible to distinguish between sugarcane and forest in winter, since not all the sugarcane fields are harvested at the same time. Such an issue conveys the need to use multi-temporal datasets and properly exploit the non-linear information of land cover events. Among these, the harvest event is deemed the key for the classification performance of both amplitudes and coherences.

5. Conclusions

In this paper, the added value of short-term coherence information in discriminating vegetation land covers was evaluated for Sentinel-1 dual-polarized SAR. The work was conducted on a site characterized by native vegetation and rain-fed pasture and crops, with a critical overlap of the class signatures in every amplitude and coherence feature. Consistently with previous work, we found that the use of InSAR coherence leads to a significant improvement of the classification performances, for example, with improvements in the user accuracy for most classes considered in the order of 5 p.p. However, contrary to the results reported in [13], for our case study, we observed that the radar intensities guarantee higher separability than coherences by themselves.

The most sensitive information brought by coherence is found in the winter months, when crops are harvested, and during the short droughts in summer. In winter, the coherence increase experienced by annual crops help in discriminating them from forest and high grass pastures. During dry summer periods, the crops and the low grass pastures are then more likely to stand out from the near-null coherences of sugarcane.

The analysis further revealed that the capability of classifiers to exploit such a marginal amount of informative interferometric pairs (for sugarcane and pasture time-series, a single non-null coherence feature can be for instance observed) can significantly vary. In our case study, it was found that SVM classifiers are more effective than RF algorithms, although the improvements are only incremental. On such a note, it shall be specified that the impact of year-specific variables, i.e., the season-dependent weather and field management practices on the results is still poorly addressed, as only one season has been processed. The events leading to the complementary coherence information has been in fact effectively outlined, however, the extent of the associated performance improvement shall be object of further assessments.

A point of attention in the use of coherence time-series is that the coherences remain generally low throughout the time-series, making its estimation unreliable if the number of samples averaged to estimate it is low. The estimation of coherence on fields brings substantial performance improvement over conventional fixed-filter multi-looking.

A final recommendation from the study concerns the generation of training and validation data sets for pixel-based classification. Our position is that it is not sufficient to select a disjoint set of pixels for training and validation, but that the pixels used for training
and validation should correspond to different fields. The analysis indeed conveys that failing to do so leads to substantial positive biases.
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