AFFINE MODELS WITH PATH-DEPENDENCE UNDER PARAMETER UNCERTAINTY AND THEIR APPLICATION IN FINANCE
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Abstract. In this work we consider one-dimensional generalized affine processes under the paradigm of Knightian uncertainty (so-called non-linear generalized affine models). This extends and generalizes previous results in Fadina et al. (2019) and Lütkbohmert et al. (2022). In particular, we study the case when the payoff is allowed to depend on the path, like it is the case for barrier options or Asian options.

To this end, we develop the path-dependent setting for the value function relying on functional Itô calculus. We establish a dynamic programming principle which then leads to a functional non-linear Kolmogorov equation describing the evolution of the value function. While for Asian options, the valuation can be traced back to PDE methods, this is no longer possible for more complicated payoffs like barrier options. To handle such payoffs in an efficient manner, we approximate the functional derivatives with deep neural networks and show that the numerical valuation under parameter uncertainty is highly tractable.

Finally, we consider the application to structural modelling of credit and counterparty risk, where both parameter uncertainty and path-dependence are crucial and the approach proposed here opens the door to efficient numerical methods in this field.
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1. Introduction

Knightian uncertainty plays an increasingly important role in modern financial mathematics. This is because model risk is always a concern in rapidly changing dynamic environments such as financial markets. In the approach taken in this work we overcome model risk by not fixing a single (and of course in reality unknown) probabilistic model, and consider instead a suitable class of models. Frank Knight proposed to consider worst-case prices over this class as a natural approach which acknowledges uncertainty. For practical applications, it turns out that (too) large classes of models lead to prohibitively expensive worst-case prices. The goal of our work is therefore to study a suitably large and flexible class that does not result in unrealistic prices.

The class we will focus on, generalized non-linear affine models as proposed in Lütkbohmert et al. (2022), extends the class of affine models and provides a suitable representation of uncertainty. Affine models are a frequently used model class in practice since they combine a large flexibility together with a high tractability (see for example Duffie et al. (2003), Keller-Ressel et al. (2019) and references therein).

Treating uncertainty in dynamic frameworks is a delicate question, since already establishing a dynamic programming principle requires checking measurability and pasting properties. The pioneering papers dealing with this topic are e.g. Denis et al. (2011), Neufeld and Nutz (2014), Neufeld and Nutz (2017), Nutz (2013), Peng (2019) and Peng (1997). Further contributions relying on second-order backward stochastic differential equations have been provided in Cheridito et al. (2007), Matoussi et al. (2015), Soner et al. (2012) and Soner et al. (2013). The work Fadina et al. (2019) was, to the best of our knowledge, the first one which considered uncertainty in an affine setting. In contrast to $G$-Brownian motion or $G$-Lévy processes, studied for example in Peng (2019), Neufeld and Nutz (2017), Denk et al. (2020), the set of probability measures which are taken into account in this class depends on the state of the observation. This is a key feature in financial markets: uncertainty for a stock being worth a few pennies naturally differs from a stock being worth 1.000$. 
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Taking Knightian uncertainty into account results in pricing mechanisms which are robust against model risk and hence play a prominent role in the literature, see Denis and Martini (2006), Cont (2006), Acciaio et al. (2016), Muhle-Karbe and Nutz (2018), Bielecki et al. (2018), and the book Guyon and Henry-Labordère (2013). Moreover, a link to dual pricing has been established for example in Bartl et al. (2021), Dolinsky and Soner (2014), Hernández-Hernández and Schied (2007), Nutz (2015), Park and Wong (2022), and Schied (2007). The class of non-linear generalized affine processes (i.e. generalized affine processes under parameter uncertainty) are able to capture this phenomena. Non-linear affine processes have been applied to a reduced-form intensity model in Biagini and Oberpriller (2021) and have been further extended in Biagini et al. (2023), Criens and Niemann (2023).

In this work we extend the non-linear generalized affine model to the path-dependent case. This requires a technical extension of the setup using functional Itô calculus which has been established in Cont and Fournié (2013). As in Fadina et al. (2019) and Lütkebohmert et al. (2022), we associate non-linear expectations to this class of path-dependent non-linear generalized affine processes and derive the corresponding dynamic programming principle. Furthermore, we provide a functional version of the non-linear Kolmogorov equation. The latter result opens the door to the robust valuation of path-dependent options. Note that the theoretical results in Fadina et al. (2019) and Lütkebohmert et al. (2022) only allow the robust pricing of derivatives whose payoff depends on the value of the underlying at the time of maturity. Moreover, here the valuation relies on a non-linear PDE while in the path-dependent case we work with a non-linear path-dependent PDE.

While in special cases the value function turns out to be the solution of a linear PDE (see Proposition 4.4), we generally have to solve a non-linear functional Kolmogorov equation in order to valuate path-dependent options. Dealing with such an equation numerically leads to the following two problems. First, the non-linear structure of the PDE raises some non-trivial difficulties. Second, the path-dependence of the PDE adds an extra layer of complexity. Thus, it is not possible to come up with a convincing numerical approach for this kind of highly complicated equations in full generality. The aim of the examples we provide in this paper is to outline conditions under which a tractable valuation is feasible.

To do so, we first focus on Asian options by making use of the smoothing effect of the average value such options depend on. Second, we consider more general payoffs and rely on machine learning methods for the evaluation. More specifically, we rewrite the problem in terms of a forward-backward SDE and then use deep neural networks to approximate the functional derivatives, as suggested in E et al. (2017), Beck et al. (2019). We illustrate this approach for an up-and in digital option and conclude by comparing our results to the existing methods.

To the best of our knowledge these two approaches are the first results which allow to make use of non-linear affine processes with path-dependence in applications and thus could be a relevant starting point for further research into this area. At the same time we would like to stress that the necessary conditions, which allow us to gain some more regularity of the associated value function, are an additional technical challenge for applications which needs to be studied further in future works.

The paper is organized as follows: in Section 2 we introduce path-dependent non-linear affine processes. In Section 3 we derive the dynamic programming principle and in Section 4 we provide a functional non-linear Kolmogorov equation. In Section 5 we study the valuation of Asian options, whereas we focus on barrier options and the numerical solution of functional PDEs in Section 6.

2. Path-dependent uncertainty for stochastic processes

The class of (generalized) affine processes is a well-established class in financial applications and beyond. One reason for this is its high tractability due to an expression of the Fourier transform in terms of Riccati equations. The successful application of these models in a dynamic environment like financial markets requires an appropriate treatment of the associated model risk. Our aim is there to introduce a suitable toolkit for this, using Knightian uncertainty, even if the high tractability of classical affine models is lost. In particular, for settings with path-dependence, high tractability is rather exceptional. Nevertheless, we provide a non-linear Kolmogorov equation which opens the door to fast machine learning methods.

Before we pursue this, we introduce a precise formulation of the setting we are working in. To do so, we fix a time horizon $T > 0$ and let $\Omega = C([0,T])$ be the canonical space of continuous, one-dimensional paths until $T$. We endow $\Omega$ with the topology of uniform convergence and denote
by $\mathcal{F}$ its Borel $\sigma$-field. Let $X$ be the canonical process $X(t, \omega) = \omega(t)$, and let $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ with $\mathcal{F}_t = \sigma(X(s), \omega(s), 0 \leq s \leq t)$ be the (raw) filtration generated by $X$.

**Remark 2.1** (On the multi-dimensional setting). While in the core of the paper we study the one-dimensional framework and therefore concentrate on one-dimensional processes, the extension to higher dimensions is treated in Section 7.3. It is a straightforward generalization and to keep notation simple we postpone this to a later point.

Since we are interested in path-dependency, we need a proper notation to distinguish between the value of a process $X$ at time $t$ and the path until time $t$. For a path, or respectively a stochastic process, $x$ in the space $C([0, T])$ we denote by $x(t)$ its value at time $t \in [0, T]$, while $x_t = (x(s) : 0 \leq s \leq t)$ denotes its path from 0 to $t$. This notation will be used throughout the paper.

Next, we denote by $\Psi(\Omega)$ the Polish space of all probability measures on $\Omega$ equipped with the topology of weak convergence\(^1\). For a probability measure $P \in \Psi(\Omega)$ and $t \in [0, T]$, we say that the process $X$ from time $t$ on, denoted by $X^t = X^t(s)_{s \in [0, T-t]} = (X(t + s))_{s \in [0, T-t]}$, is a $P$-semimartingale for its right-continuous version of the filtration, if there exists a (continuous) $P$-local martingale $M^{t,P} = (M^{t,P}(s))_{s \in [0, T-t]} = (M^P(t + s))_{s \in [0, T-t]}$ and a continuous, adapted process $B^{t,P} = (B^{t,P}(s))_{s \in [0, T-t]} = (B^P(t + s))_{s \in [0, T-t]}$ which has $P$-a.s. paths with finite variation, such that $M^{t,P}(0) = B^{t,P}(0) = 0$ $P$-a.s. and

$$X^t = X(t) + M^{t,P} + B^{t,P} \text{ P-a.s.}$$

A semimartingale can be described by its *semimartingale characteristics*: we denote by $C^t = (C^t(s))_{s \in [0, T-t]} = (C(t+s))_{s \in [0, T-t]}$ the quadratic variation of $X^t$ (which can be chosen independently of $P$). Hence, $C^t(s) = \langle X^t,\rangle(s) = \langle M^{t,P}\rangle(s)$, for $s \in [0, T-t]$, where $\langle X \rangle$ denotes the predictable quadratic variation of $X$. The pair $(B^{t,P}, C^t)$ is called *(semimartingale) characteristics* of $X^t$.

The class of processes we are aiming at, are semimartingales with absolutely continuous characteristics. A semimartingale $X^t$ has absolutely continuous characteristics, if its semimartingale characteristics satisfy

$$B^{t,P}(s) = \int_0^s \beta^t(u) du, \quad C^t(s) = \int_0^s \alpha^t(u) du, \quad \forall s \in [0, T-t], \text{ P-a.s.}$$

with predictable processes $\beta^t = (\beta^t(s))_{s \in [0, T-t]} = (\beta^P(t + s))_{s \in [0, T-t]}$ and $\alpha^t = (\alpha^t(s))_{s \in [0, T-t]} = (\alpha(t + s))_{s \in [0, T-t]}$. The pair $(\beta^t, \alpha)$ is called *differential characteristics* of $X$. We note that $\alpha$ can be chosen independently of $P$ since the quadratic variation is a path property. Moreover, the differential characteristics are independent of $t$ in the following sense: if $X$ is a semimartingale on $[t_1, T]$ and $t_2 > t_1$, then $X$ is also a semimartingale on $[t_2, T]$ and the differential characteristics coincide on $[t_2, T]$.

For $t \in [0, T]$ we denote by $\mathbb{P}_\text{sem}^\text{ac}(t)$ the set of probability measures such that $X^t$ is a $P$-semimartingale for its raw right-continuous filtration, which has absolutely continuous characteristics. By Proposition 2.2 in Neufeld and Nutz (2014), $X^t$ is a semimartingale with respect to the raw filtration if and only if it is a semimartingale with respect to its right-continuous extension, such that it is no restriction to consider the raw right-continuous filtration here.

### 2.1. Generalized affine processes under uncertainty

In the classical setting, a one-dimensional generalized affine process (without parameter uncertainty) is the unique strong solution of the stochastic differential equation

$$dX(t) = (b_0 + b_1 X(t)) \, dt + (a_0 + a_1 X(t))^\top \, dW(t), \quad X(0) = x_0,$$

where $a_i, b_i \in \mathbb{R}$, $i = 0, 1$, $\gamma \in [1/2, 1]$ and $W$ is a Brownian motion. This class of diffusion processes is very flexible and as special cases it encompasses for example the Black-Scholes model, the Vasicek model, the Cox-Ingersoll-Ross model, and the Constant Elasticity of Variance model.

The class of affine models and its generalizations has intensively been studied in the literature and we refer to Duffie et al. (2003) or to Cuchiero et al. (2009) for further information. In particular,\(^1\)

\(^1\)The weak topology is the topology induced by the bounded continuous functions on $\Omega$. Then, $\Psi(\Omega)$ is a separable metric space and we denote the associated Borel $\sigma$-field by $\mathcal{B}(\Psi(\Omega))$.\n
they show excellent tractability, which allows for fast and flexible calibration, see (inter alia) Eberlein et al. (2013), Giinium and Schmidt (2020), Gribac et al. (2015). Besides interest rates, applications in credit risk (Filipović and Schmidt (2010), Filipović et al. (2011), Schmidt (2006), Erlands et al. (2016), to name just a few) or stochastic mortality (see for example Schrager (2006), Russo et al. (2011), Biffis (2005), Zeddouk and Devolder (2020)) are very popular.

In all these practical applications, parameters of the underlying model need to be estimated. The research in this field, and in particular the above listed references, highlight that estimation and calibration is far from straightforward. Hence, a certain degree of model risk always remains. This motivates the concise treatment of parameter uncertainty in applications to avoid overlooking uncertainty in estimated or calibrated parameters. Since many derivatives and insurance contracts turn out to be path-dependent, we will study this topic in detail. To the best of our knowledge this is the first time that parameter uncertainty for path-dependent payoffs is considered for a general and yet tractable model class.

To this end, we consider parameter uncertainty, represented by uncertainty in the differential characteristics of the observed process. We will detail this step precisely in the following. A key observation will be made: the developed class of non-linear generalized affine processes (NGA) encompasses all semimartingale laws whose differential characteristics remain in between certain boundaries. Thus, this class contains significantly more models than only the Markovian models listed above and hence itself becomes a highly flexible class. The reason why to restrict to NGA and not studying larger classes is our aim to provide rather small classes suitable for practical applications. Larger classes (like for example all diffusions) typically contain many risks which an investor might classify as unlikely. This might result into unrealistic price mechanisms since many investors might not be willing to pay for these seemingly unlikely risks.

The differential characteristics of the process $X$ in Equation (1) are given by $\beta = b_0 + b_1 X$ and $\alpha = (a_0 + a_1 X)^{2\gamma}$. For $\gamma = 1/2$, we recover the case of an affine process. Parameter uncertainty is inspired by statistics or calibration exercises, where the parameter vector $\theta = (b_0, b_1, a_0, a_1, \gamma)$ is not known but needs to be estimated from data. This estimation comes with an error and we specify error bounds (for example obtained from confidence intervals of the calibration to bid- and ask-prices) $b_i \leq b_i, a_i \leq a, i = 0, 1, \gamma \leq \gamma$, respectively.

Summarizing, parameter uncertainty in the NGA is specified by the set $\Theta := [\theta_0, \theta_1] \times [\alpha_0, \alpha_1] \times [\beta_0, \beta_1] \times [\gamma_0, \gamma_1] \in \mathbb{R}^2 \times \mathbb{R}^2 \times [0, 1]$, and the case in which $\Theta$ is a singleton corresponds to the classical case without uncertainty.

To assess the semimartingale characteristics, we need to specify the intervals generated by the associated affine functions. In this regard, we set $B := [b_0, b_1] \times [\gamma_0, \gamma_1], A := [\alpha_0, \alpha_1] \times [\beta_0, \beta_1]$ and $\Gamma := [\gamma_0, \gamma_1]$. As usual we denote by $(a_0, a_1)$ the two components of the vector $a \in \mathbb{R}^2$, and similarly for $b \in \mathbb{R}^2$. The uncertainty intervals around the current observation $\{x = X(t)\}$ are denoted by

$$b^*(x) := \{b_0 + b_1 x : b \in B\}, \quad \text{and} \quad a^*(x) := \{(a_0 + a_1 x^{2\gamma}) : a \in A, \gamma \in \Gamma\}$$

for $x \in \mathbb{R}$. As the state space will, in general, be $\mathbb{R}$, we have to ensure non-negativity of the quadratic variation which is achieved using $(\cdot)^{+} := \max\{-, 0\}$ in the definition of $a^*$.

We now introduce a generalized affine process under uncertainty which follows a specific path $x \in C([0, t])$ until time $t \in [0, T]$.

**Definition 2.2.** Fix $t \in [0, T]$ and $x \in C([0, t])$. A non-linear generalized affine process with history $x$ until $t$ is the family of semimartingale laws $\mathcal{A}(t, x_t, \Theta)$, such that for each $P \in \mathcal{P}_{\text{sem}}(t)$ it holds

(i) $P(X_t = x_t) = 1$,
(ii) $b^P(s) \in b^*(X(s)), \gamma(s) \in \gamma^*(X(s))$ for $dP \otimes dt$-almost all $(\omega, s) \in \Omega \times (t, T]$.

For $\gamma = \gamma = 1/2$ we call such a family of semimartingale laws $P \in \mathcal{P}_{\text{sem}}(t)$ satisfying (i) and (ii) non-linear affine process with history $x$ until $t$.

Note that for $t = T$, condition (ii) in the above definition is automatically satisfied and thus $\mathcal{A}(T, x_T, \Theta)$ consists of all semimartingale measures $P \in \mathcal{P}_{\text{sem}}(T)$ such that $P(X_T = x_T) = 1$.

As explained in the introduction, parameter uncertainty is represented by a family of models replacing the single model in the approaches without uncertainty: according to Definition 2.2, the affine process under parameter uncertainty is represented by a family of semimartingale laws instead...
of a single one. Intuitively, the two parts of the definition correspond to a generalized affine process under uncertainty (condition (ii)), which follows the path $x_t = (x(s) : s \in [0, t])$ until $t$ (condition (i)).

**Remark 2.3 (On the generality of the class $\mathcal{A}$).** The class of non-linear generalized affine processes contains all Markov processes solving Equation (1). In addition, it contains a large number of non-Markovian processes. In particular, all semimartingales whose characteristics remain in the set-valued processes $b^{\ast}(X)$ and $a^{\ast}(X)$ are included. As an example one could think of a SABR model conditioned on the restriction that the stochastic volatility $\sigma$ remains in the interval $[a_1, a_2]$. If this interval is not too small, it is natural to assume that the volatility lies in this interval.

2.2. **First properties.** By classical existence results for stochastic differential equations, we obtain that the class $\mathcal{A}(t, x_t, \Theta)$ is not empty.

**Proposition 2.4.** Consider $t \in [0, T]$ and measurable mappings $b_0, b_1, a_0, a_1, \gamma : [t, T] \times \mathbb{R} \to \mathbb{R}$, each with values in $[\underline{a}_0, \bar{a}_0], [\underline{a}_1, \bar{a}_1], [\underline{\gamma}, \bar{\gamma}]$, respectively. Define

$$b(s, y) := b_0(s, y) + b_1(s, y)y,$$

$$a(s, y) := (a_0(s, y) + a_1(s, y)y^{\gamma})(s, y)$$

and assume that $b(s, \cdot)$ and $a(s, \cdot)$ are continuous for all $s \in [t, T]$. Then, for all $x \in \mathcal{C}([0, T])$ there exists a $P \in \mathcal{A}(t, x_t, \Theta)$, such that for the differential characteristics $(\beta^P, \alpha)$ under $P$,

$$\beta^P(\omega, s) = b(s, X(\omega, s)) \quad \text{and} \quad \alpha(\omega, s) = a(s, X(\omega, s))$$

for $dP \otimes dt$-almost all $(\omega, s) \in \Omega \times (t, T]$.

**Proof.** Observe that by assumption $b$ and $a$ are jointly continuous and have at most linear growth in the sense of Equation III.2.4, p. 258 in Gikhman and Skorokhod (1979). Then existence of a weak solution follows by Skorokhod’s classical existence result, see Theorem III.2.4, p. 265 in Gikhman and Skorokhod (1979).

We denote by $X \subseteq \mathbb{R}$ the state space which we will consider. We either will be interested in the general case, where Gaussian processes are allowed (for example the Vasiček model) and hence, the state space will be $\mathbb{R}$. Note that this does not mean that a CIR model will be excluded, see Example 2.5. Or, we will focus on non-negative values only, for example when considering stock prices and we will consider $\mathbb{R}_{>0}$ as state space.

More precisely, we focus on the cases where either

(i) $\underline{\varrho} > 0$ and $\mathcal{X} = \mathbb{R}$,

(ii) $\underline{\gamma} = \bar{\gamma} = 1/2$, $\underline{a}_0 = \bar{a}_0 = 0$, $\underline{b}_0 \geq \bar{a}_1 > 0$ and $\mathcal{X} = \mathbb{R}_{>0}$, or

(iii) $\frac{1}{2} < \underline{\gamma} \leq \bar{\gamma} \leq 1$, $\underline{a}_0 = \bar{a}_0 = 0$, $\underline{b}_0 > 0$, $\underline{a}_1 > 0$ and $\mathcal{X} = \mathbb{R}_{>0}$.

In this regard, we call $\Theta$ proper if either (i), (ii) or (iii) is satisfied. In these cases,

$$P(X_T \in \mathcal{C}([0, T], \mathcal{X})) = P(\mathcal{C}([0, T], \mathcal{X})) = 1$$

for all $P \in \mathcal{A}(t, x_t, \Theta)$ and for all $(t, x) \in [0, T] \times \mathcal{C}([0, T], \mathcal{X})$. This trivially holds true in the case (i) and in the case (ii) — see (Fadina et al., 2019, Proposition 2.3) for a proof of the latter claim. The case (iii) was proven in (Litíčekbohmert et al., 2022, Lemma A.1).

The following example illustrates the additional flexibility gained by incorporating parameter uncertainty.

**Example 2.5 (The Vasiček-CIR model).** It is surprising that in the non-linear setting one does not need to choose between a Vasiček and a CIR model. Indeed, consider the case (i) of Equation (6) and assume $\underline{\varrho} > 0$ and $\mathcal{X} = \mathbb{R}$. Moreover, we assume also that $\underline{a}_1 > 0$ and hence this model is able to interpolate between Vasiček and CIR. Depending on $\{X(t) < 0\}$ or $\{X(t) > 0\}$, the model behaves more like the earlier or the latter. For practical purposes one typically would start from confidence intervals on the mean-reversion speed and mean-reversion level and obtain respective intervals for $b_0$ and $b_1$. Note that it is also possible to consider time-dependent parameters (a Hull-White extension).
3. Dynamic Programming

In this section we consider the valuation problem and establish a dynamic programming principle relying on Theorem 2.1 in El Karoui and Tan (2015). We consider a payoff which is given as a measurable, bounded and possibly path-dependent function

$$\Phi : C([0,T], \mathcal{X}) \to \mathbb{R}. \quad (7)$$

Unbounded payoffs can be approximated by choosing a suitable large bound. Together with subadditivity and some regularity of the payoff function this allows to obtain an arbitrarily close approximation.

In the paradigm of Knightian uncertainty, the value function at time $t$, given the observed path $x_t$ until $t$, is specified in terms of the supremum over all possible expectations by,

$$V_t : C([0,T], \mathcal{X}) \to \mathbb{R}, \quad V_t(x_t) := \sup_{P \in \mathcal{A}(t,x_t,\Theta)} E_P [\Phi(X_T)]. \quad (8)$$

Moreover, we define the function $V : [0, T] \times C([0,T], \mathcal{X}) \to \mathbb{R}$ by

$$V(t,x) := V_t(x_t), \quad (9)$$

where $x_t$ is understood as the restriction of the path $x$ to $[0,t]$.

In the remaining part we will work under the following technical assumption.

**Assumption 3.1.** Let the set $\Theta$ in (2) be proper and the payoff function $\Phi$ in (7) be measurable and bounded.

Before we prove the dynamic programming principle, we first establish measurability of the value function.

**Proposition 3.2.** Let Assumption 3.1 hold. Then, the value function $V : [0,T] \times C([0,T], \mathcal{X}) \to \mathbb{R}$ is upper semianalytic.

**Proof.** We consider the Polish spaces $E = [0,T] \times \Omega$ and $F = \Psi(\Omega)$. By similar arguments as in Section 1 in Criens and Niemann (2023), it can be shown that

$$\mathcal{A} := \{(P,t,x) \in \Psi(\Omega) \times [0,T] \times \Omega : P \in \mathcal{A}(t,x_t,\Theta)\} \subseteq F \times E$$

is measurable and hence analytic. It follows now from (Bertsekas and Shreve, 1978, Proposition 7.25) with monotone class arguments (see also (Neufeld and Nutz, 2014, Lemma 3.1)), that

$$f : (P,t,x) \mapsto E_P[\Phi(X_T)]$$

is measurable. The restriction to $\mathcal{A}$ is upper semianalytic since $\{f > c\} \cap \mathcal{A} \in \mathcal{B}(F \times E)$.

The next step is to apply (Bertsekas and Shreve, 1978, Proposition 7.47). In this regard, we compute

$$\text{proj}_E(\mathcal{A}) = \{(t,x) \in E : \mathcal{A}(t,x_t,\Theta) \neq \emptyset\} = E$$

by Proposition 2.4. The mentioned result gives that the function

$$f^* : (t,x) \mapsto \sup_{P \in \mathcal{A}(t,x_t,\Theta)} f(P,t,x)$$

is upper semianalytic and so is its restriction to $[0,T] \times C([0,T], \mathcal{X})$. \hfill \square

Finally, we have all ingredients to prove the dynamic programming principle.

**Theorem 3.3.** Let Assumption 3.1 hold. For all $t \in [0,T]$, $x \in C([0,T], \mathcal{X})$ and every stopping time $\tau \leq [t,T]$,

$$V(t,x) = \sup_{P \in \mathcal{A}(t,x_t,\Theta)} E_P [V(\tau,X)]. \quad (10)$$

**Proof.** For proving the dynamic programming principle we apply Theorem 2.1 in El Karoui and Tan (2015). This can be directly done by extending the arguments in Theorem 2.1 in Neufeld and Nutz (2017) or in Theorem 3.1 in Criens and Niemann (2023) to our setting. Since the core of this paper is on presenting the functional Kolmogorov equation, we skip a detailed presentation of the arguments. \hfill \square
4. The non-linear Kolmogorov equation

The main result of this paper is a functional version of the non-linear Kolmogorov equation. This extends Fadina et al. (2019) to the setting with path-dependence. Note that the non-linear conditional expectation given in Equation (10) is highly intractable – it is not easily reachable by Monte-Carlo simulation since one has to simulate over a variety of models. The non-linear Kolmogorov equation is therefore the central tool for the relatively high degree of numerical tractability of generalized affine models under uncertainty.

Mutatis mutandis we obtain the following lemma from (Lütkebohmert et al., 2022, Lemma A.4).

**Lemma 4.1.** Consider proper $\Theta$ and $q \geq 1$. Then, there exists $0 < \epsilon = \epsilon(q) < 1$, such that for all $0 < h \leq \epsilon$, all $t \in [0, T - h]$ and all $x \in C([0, T], X)$ it holds that

$$
\sup_{P \in \mathcal{A}(t, x, \Theta)} E_P \left[ \sup_{0 \leq s \leq h} |X(t + s) - x(t)|^q \right] \leq C(h^q + h^{q/2})
$$

with a constant $C = C(x(t), q) > 0$, being independent of $h$ and depending on $t$ only via $x(t)$.

1. Functional derivatives. In the following, we introduce some notations and definitions about functional derivatives which we use later. For more details on this topic we refer to Cont and Fournié (2013). From now on, $D([0, T], X)$ denotes the space of càdlàg functions from $[0, T]$ to $X$. On $[0, T] \times X$ we define the distance $d$ by

$$
d((t, x), (t', x')) := |t - t'| + \sup_{u \in [0, T]} |x_t(u) - x'_t(u)|.
$$

For a path $x \in D([0, T], X)$, $0 \leq t < T$ and $0 \leq h \leq T - t$ we denote by $x_{t,h} \in D([0, t + h], X)$ the horizontal extension of $x_t$ to $[0, t + h]$, i.e.

$$
x_{t,h}(s) := x_t(s)I_{[0,t]}(s) + x(t)I_{(t,t+h]}(s).
$$

Moreover, for $h \in X$ the vertical perturbation $x_{t,h}$ of $x_t$ is obtained by shifting the endpoint $x(t)$ with $h$, i.e.

$$
x_{t,h}^h(s) := x_t(s)I_{[0,t]}(s) + (x(t) + h)I_{t}(s).
$$

The horizontal derivative at $(t, x) \in [0, T] \times D([0, T], X)$ of the non-anticipative functional $F$ is defined as

$$
D_tF(x_t) := \lim_{h \downarrow 0} \frac{1}{h} (F_{t+h}(x_{t,h}) - F_t(x_t)),
$$

if the limit exists. Moreover, we define the vertical derivative at $(t, x) \in [0, T] \times D([0, T], X)$ of $F$ as

$$
\nabla_x F_t(x_t) := \lim_{h \downarrow 0} \frac{1}{h} (F_t(x_{t,h}^h) - F_t(x_t)).
$$

Function classes. Next, we introduce some useful classes which we will utilize later on. First, we define the class of left-continuous non-anticipative functionals $\mathbb{F}^\leq_t$, i.e. those functionals $F = (F_t)_{t \in [0, T]}$ which satisfy

$$
\forall t \in [0, T], \forall \epsilon > 0, \forall x \in D([0, T], X), \exists \eta > 0, \forall h \in [0, t], \forall x' \in D([0, t-h], X)
$$

$$
h + \sup_{u \in [0,t]} |x(s) - x'_t-h,h(s)| < \eta \quad \Rightarrow \quad |F_t(x) - F_t(x')| < \epsilon.
$$

By $\mathcal{B}$ we denote the set of boundedness-preserving functionals. These are those non-anticipative functionals $F$ such that for any compact subset $K \subset X$ and any $R > 0$, there exists a constant $C = C(K, R) > 0$ such that

$$
\forall t \in [0, T], \forall x \in D([0, T], K) : \sup_{s \in [0,t]} |x(s)| < R \quad \Rightarrow \quad |F_t(x)| < C.
$$

We denote by $C_b^{1,2}([0, T])$ the class of non-anticipative functionals $F = (F_t)_{t \in [0, T]}$ for which

(i) one horizontal derivative of $F$ exists at all $(t, x) \in [0, T] \times D([0, T], X)$,

(ii) two vertical derivatives of $F$ exist at all $(t, x) \in [0, T] \times D([0, T], X)$,

(iii) $F, D_F, \nabla F, \nabla^2 F$ are continuous at every point in $[0, T] \times D([0, T], X)$ with respect to the distance $d$ in (11),

(iv) $F, \nabla F, \nabla^2 F$ are elements in $\mathbb{F}^\leq_t$,

(v) $DF, \nabla F, \nabla^2 F$ are elements in $\mathcal{B}$.
A non-anticipative functional \( F = (F_t)_{t \in [0,T]} \) is called Lipschitz continuous, if for all \( x, y \in D([0,T], \mathcal{X}) \) and \( t \in [0,T] \) there exists a constant \( L > 0 \) such that for all \( h \in [0, T-t) \),
\[
|F_{t+h}(x_{t+h}) - F_t(y_t)| \leq L \left( h + \sup_{s \in [0,T]} |x(t+s) - y(t)| \right).
\] (12)

We denote by \( \text{Lip}^{1,2}_b([0,T]) \) the class of non-anticipative functionals \( F \in C^{1,2}_b([0,T]) \), whose derivatives are Lipschitz continuous in the sense of (12) such that \( \nabla_x F \) is uniformly bounded. It is also possible to let the Lipschitz constant depend on \( x_t, y_t \).

4.2. Viscosity solutions of PPDE. In this section we consider viscosity solutions of the path-dependent Kolmogorov equation. For theoretical background, we refer to Section 11 of Zhang (2017). Now we introduce the path-dependent non-linear Kolmogorov equation, we need to study. This equation will specify the evolution of the value functions and in the case without uncertainty turns out to be the classical Kolmogorov equation. To this end, define
\[
G(y, p, q) := \sup_{(b_0, b_1, a_0, a_1, \gamma) \in \Theta} \left( (b_0 + b_1 y)p + \left( \frac{1}{2} (a_0 + a_1 y^2) \right)^{2\gamma} q \right).
\] (13)
Consider a non-anticipative functional \( F = (F_t)_{t \in [0,T]} \), i.e. \( F(x) = F_t(x, \cdot, \cdot) \) for all \( x \in D([0,T], \mathcal{X}) \) and \( t \in [0,T] \), and
\[
-D_t F(x_t) - G \left( x(t), \nabla_x F_t(x_t), \nabla^2_x F_t(x_t) \right) = 0 \text{ on } [0,T) \times C([0,T], \mathcal{X}),
\]
\[
F_T(x) = \Phi(x), \quad x \in \mathcal{X}.
\] (14)

We choose the set of test functions to be properly differentiable, Lipschitz continuous functions, i.e. \( \varphi \in \text{Lip}^{1,2}_b([0,T]) \). This weakens the stronger requirement of differentiability (\( C^{2,3} \)) in Fadina et al. (2019) and Lütkemhoert et al. (2022).

Consider \( F = (F_t)_{t \in [0,T]} \) with \( F_t : C([0,T], \mathcal{X}) \to \mathbb{R} \) for all \( t \in [0,T] \). Then \( F \) is called weak sense viscosity subsolution of the Kolmogorov equation (14), if \( F_T(\cdot) \leq \Phi(\cdot) \), and for all \( (t, x) \in [0,T) \times C([0,T], \mathcal{X}) \) and all \( \varphi \in \text{Lip}^{1,2}_b([0,T]) \) with \( \varphi_t(x_t) = F_t(x_t) \) and \( \varphi_s(y_s) \geq F_s(y_s), (s, y) \in [0,T) \times C([0,T], \mathcal{X}) \), it holds that:
\[
-D_t \varphi(x_t) - G \left( x(t), \nabla_x \varphi_t(x_t), \nabla^2_x \varphi_t(x_t) \right) \leq 0.
\]
The definition of a weak sense viscosity supersolution is obtained by reversing the inequalities. \( F \) is called weak sense viscosity solution if it is both a viscosity super- and a viscosity subsolution.

Remark 4.2 (Continuity and Uniqueness). Note that the solution \( F \) in (14) depends on the time and the path. For such solutions one considers weak sense viscosity solutions, see e.g. Criens and Niemann (2023), which a priori do not need to be continuous. Corollary 4.10 in Criens and Niemann (2023) provides sufficient conditions for the continuity of the solution of a path-dependent PDE, which are however not satisfied in our setting except for the Lévy case, i.e. \( a_1 = \sigma^1 = 0, b_1 = b_1^1 = 0 \) and \( \gamma = \gamma = 1/2 \).

Uniqueness of the solution of (14) is more subtle. To the best of our knowledge, the only available results are very recent, dealing with path-dependent Hamilton-Jacobi-Bellman equations, see Cosso et al. (2023), Zhou (2023) and Criens and Niemann (2023). These results require additional global Lipschitz continuity on the coefficients and on the boundary condition and deliver uniqueness among all solutions with another certain Lipschitz continuity.

Theorem 4.3. If Assumption 3.1 holds, the value function \( V \) from Equation (8) is a weak sense viscosity solution of the Kolmogorov equation (14).

Proof. We remark that in the subsequent lines within this proof, \( C > 0 \) is a constant whose value may change from line to line. Moreover, we define the constant
\[
\mathcal{K} := \| b^1 \| + | b^0 | + | b^1 | + | b^0 | + \bar{a}^0 + \bar{a}^1 + 1.
\] (15)

Weak sense subsolution: consider \( (t, x) \in [0,T) \times C([0,T], \mathcal{X}) \) and \( \varphi \in \text{Lip}^{1,2}_b([0,T]) \) with \( \varphi_t(x) = V_t(x_t) \) and \( \varphi_s(y_s) \geq V_s(y_s) \) for all \( (s, y) \in [0,T) \times C([0,T], \mathcal{X}) \). The dynamic programming principle, Theorem 3.3, yields that for \( u \in (0,T-t) \),
\[
0 = \sup_{P \in \mathcal{A}(t,x_t,\theta)} \mathbb{E}_P [V_{t+u}(X_{t+u}) - V_t(x_t)] \leq \sup_{P \in \mathcal{A}(t,x_t,\theta)} \mathbb{E}_P [\varphi_{t+u}(X_{t+u}) - \varphi_t(x_t)].
\]
The expectation is well-defined since with $\Phi$ also $V$ is bounded and $\varphi \in \text{Lip}_b^{1,2}([0, T])$.

Fix any $P \in \mathcal{A}(t_{i}, \Theta)$ and denote as above by $(\beta^P, \alpha)$ the differential characteristics of $X$ under $P$. By the functional Itô-formula, see (Cont and Fournié, 2013, Theorem 4.1), we obtain

$$
\varphi_{t+u}(X_{t+u}) - \varphi_t(X_0) = \int_0^u \mathcal{D}_t \varphi_{t+s}(X_{t+s}) ds + \int_0^u \nabla_x \varphi_{t+s}(X_{t+s}) dM(t + s)
+ \int_0^u \nabla_x \varphi_{t+s}(X_{t+s}) \beta^P(t + s) ds + \frac{1}{2} \int_0^u \nabla_x^2 \varphi_{t+s}(X_{t+s}) \alpha(t + s) ds,
$$

(16)
P-a.s., where the stochastic integral is w.r.t. $P$ and $M$ is the martingale part in the $P$-semimartingale decomposition of $X$. Since $\nabla_x \varphi$ is uniformly bounded, from Remark 1 in Fadina et al. (2019), for small enough $0 < u < T - t$, the local martingale part in (16) is in fact a true martingale and hence its expectation vanishes. Next, we consider the third addend in (16). Then for all $s \in [0, u]$ we have

$$
E_P \left[ \int_0^u \nabla_x \varphi_{t+s}(X_{t+s}) \beta^P(t + s) ds \right] 
\leq \int_0^u E_P \left[ \nabla_x \varphi_t(x_t) \beta^P(t + s) + \nabla_x \varphi_t(x_t) \beta^P(t + s) \right] ds.
$$

By the Lipschitz continuity in (12) for $\nabla_x \varphi$ and the definition of $K$ in (15), it follows for sufficiently small $u$

$$
\int_0^u E_P \left[ \nabla_x \varphi_{t+s}(X_{t+s}) \beta^P(t + s) \right] ds
\leq \int_0^u E_P \left[ L(s + \sup_{\varphi \in [0, u]} |X(t + v) - x(t)|) \left( K + K |x| + K \sup_{\varphi \in [0, u]} |X(t + v) - x(t)| \right) \right] ds
\leq C \left( u^3 + u^{5/2} + u^2 + u^{3/2} \right),
$$

(17)
where we use Lemma 4.1 in (17). Thus, we get

$$
E_P \left[ \nabla_x \varphi_{t+s}(X_{t+s}) \beta^P(t + s) ds \right] \leq \int_0^u E_P \left[ \nabla_x \varphi_t(x_t) \beta^P(t + s) \right] ds
+ C \left( u^3 + u^{5/2} + u^2 + u^{3/2} \right).
$$

(18)
By the same arguments we get the corresponding estimates for the first and the last addend in (16). Hence, we have

$$
E_P \left[ \varphi_{t+u}(X_{t+u}) - \varphi_t(X_t) \right] \leq C \left( u^3 + u^{5/2} + u^2 + u^{3/2} \right)
+ u \mathcal{D}_t \varphi_t(x_t) + \int_0^u E_P \left[ G(t + s, \nabla_x \varphi_{t+s}(X_{t+s}), \nabla_x^2 \varphi_{t+s}(X_{t+s})) \right] ds,
$$

where $G$ is defined in (13). The result follows as in the proof of Theorem 1 of Fadina et al. (2019).

**Weak sense superviscosity:** consider $(t, x) \in [0, T) \times C([0, T], \mathcal{X})$ and $\varphi \in \text{Lip}_b^{1,2}([0, T])$ with $\varphi_t(x_t) = V_t(x_t)$ and $\varphi_s(y_s) \leq V_s(y_s)$ for all $(s, y) \in [0, T) \times C([0, T], \mathcal{X})$. Then, for $0 < u < T - t$,

$$
0 = \sup_{P \in \mathcal{A}(t, \Theta)} E_P[V_{t+u}(X_{t+u}) - V_t(x_t)] \geq \sup_{P \in \mathcal{A}(t, \Theta)} E_P[\varphi_{t+u}(X_{t+u}) - \varphi_t(x_t)].
$$

Fix $P \in \mathcal{A}(t, \Theta)$ and for $u$, we obtain

$$
E_P \left[ \nabla_x \varphi_{t+s}(X_{t+s}) \beta^P(t + s) ds \right] \geq - C \left( u^3 + u^{5/2} + u^2 + u^{3/2} \right)
+ \int_0^u E_P \left[ \nabla_x \varphi_t(x_t) \beta^P(t + s) \right] ds.
$$

Proceeding similarly for the other addends, we obtain with Lemma 4.1

$$
E_P[\varphi_{t+u}(X_{t+u}) - \varphi_t(x_t)] \geq - C \left( u^3 + u^{5/2} + u^2 + u^{3/2} \right)
+ \mathcal{D}_t \varphi_t(x_t)
+ \int_0^u E_P \left[ \nabla_x \varphi_t(x_t) \beta^P(t + s) + \frac{1}{2} \nabla_x^2 \varphi_t(x_t) \alpha(t + s) \right] ds.
$$
Let $\theta = (b_0, b_1, a_0, a_1, \gamma) \in \Theta$. Then by Proposition 2.4 there exists $P' = P(\theta) \in \mathcal{A}(t, x_t, \Theta)$ such that

$$
\int_0^u E_{P'} \left[ \nabla_x \varphi_t(x_t) \beta'(t + s) + \frac{1}{2} \nabla^2 \varphi_t(x_t) \alpha(t + s) \right] ds
$$

$$
= \int_0^u E_{P'} \left[ \nabla_x \varphi_t(x_t) (b_0(t + s, X(t + s)) + b_1(t + s, X(t + s))X(t + s)) 
+ \frac{1}{2} \nabla^2 \varphi_t(x_t) (a_0(t + s, X(t + s)) + a_1(t + s, X(t + s))X(t + s))^2 \right] ds
$$

$$
= \int_0^u E_{P'} \left[ G_\theta \left( X(t + s), \nabla_x \varphi_t(x_t), \nabla^2 \varphi_t(x_t) \right) \right] ds.
$$

Here, we set

$$
G_\theta(y, p, q) := b(t, y)p + \frac{1}{2}a(t, y)q,
$$

where the functions $a, b$ are as in (4), (5). Hence, by a further application of Lemma 4.1,

$$
\int_0^u E_{P'} \left[ G_\theta \left( X(t + s), \nabla_x \varphi_t(x_t), \nabla^2 \varphi_t(x_t) \right) \right] ds
\geq u G_\theta \left( x(t), \nabla_x \varphi_t(x_t), \nabla^2 \varphi_t(x_t) \right) - C \int_0^u E_{P'} \left[ \sup_{v \in [0, u]} |X(t + v) - X(t)| \right] ds
$$

$$
\geq u G_\theta \left( x(t), \nabla_x \varphi_t(x_t), \nabla^2 \varphi_t(x_t) \right) - C \left( u^2 + u^{3/2} \right).
$$

Summarizing, we established

$$
P' [\varphi_{t+u}(X_{t+u}) - \varphi_t(x_t)]
\geq -C \left( u^3 + u^{5/2} + u^2 + u^{3/2} \right) + u \mathcal{D}_t \varphi_t(x_t) + u G_\theta \left( x(t), \nabla_x \varphi_t(x_t), \nabla^2 \varphi_t(x_t) \right).
$$

Dividing by $-u$ and letting $u \to 0$ it follows that

$$
-\mathcal{D}_t \varphi(x_t) - G_\theta \left( x(t), \nabla_x \varphi_t(x_t), \nabla^2 \varphi_t(x_t) \right) \geq 0.
$$

By taking the supremum over all $\theta \in \Theta$ it follows that $V$ is a viscosity solution. 

In the following we study the case in which the value function has a more regular solution. This question was already initiated in Theorem 5 in Fadina et al. (2019), where it was shown that on a non-negative state space the worst-case with monotone value function turns out to be an affine process itself. Intuitively, in this case the supremum of Equation (13) is always the upper bound and hence the problem becomes linear. We derive the associated consequences for the value function in the following result

Since in this case we will be able to exploit the underlying Markov structure, we introduce the family

$$
\mathcal{A}(x) := \mathcal{A}(0, x, \Theta),
$$

for $x \in C([0], \mathcal{X}) = \mathcal{X}$.

**Proposition 4.4.** Consider the case $\mathcal{X} = \mathbb{R}_{>0}$ and $\gamma = \tilde{\gamma} = \frac{1}{2}$ in Equation (6), i.e. $a^0 = b^0 = 0$, $b^1 \geq \tilde{a}^1 > 0$. Assume that $\Phi$ is an increasing, convex function which has at most polynomial growth. Then, the value function

$$
V(t, x) := \sup_{P \in \mathcal{A}(x)} E_P [\Phi(X(T - t))], \quad (t, x) \in [0, T] \times \mathbb{R}_{>0}
$$

is a classical solution to the linear PDE

$$
\begin{cases}
\partial_t V(t, x) + (b^1 + \tilde{b}^1 x) \partial_x V(t, x) + \frac{1}{2} \tilde{a}^1 x \partial^2_x V(t, x) = 0, \\
V(T, x) = \Phi(x),
\end{cases}
$$

(20)

Moreover, it is the unique solution among all solutions of polynomial growth. Furthermore, for every $x(0) \in \mathbb{R}_{>0}$, the SDE

$$
dX(t) = \left( b^1 + \tilde{b}^1 X(t) \right) dt + \sqrt{\tilde{a}^1 X(t)} dW(t), \quad X(0) = x(0),
$$

(21)
admits a unique strong solution with
\[ V(t, x(0)) = E_P[\Phi(X(T - t))] | X(0) = x(0)], \quad (t, x) \in [0, T] \times \mathbb{R}_+ . \]  
\[ (22) \]

**Proof.** If the state space \( X = \mathbb{R}_+ \) consists only of positive numbers, monotonicity can be applied to simplify the approach. Indeed, recall equation \((13)\) and observe that under our assumptions it holds for \( p, q > 0 \) and \( x > 0 \) that
\[ G(x, p, q) = \sup_{(b_0, b_1, \alpha), \gamma) \in \Theta} \left( (b_0 + b_1 x) p + \frac{1}{2} \alpha (x^\gamma) \right) = (b_0 + b_1 x) p + \frac{1}{2} \tilde{a}_1 x q . \]
\[ (23) \]
This is the generator of the Feller process or Cox-Ingersoll-Ross model in the SDE \((21)\) - the worst case is reached by a classical affine model.

To proceed further, we note that the SDE \((21)\) has a unique strong solution with state space \( \mathbb{R}_+ \) under the condition \( b_0^0 \geq \frac{2}{T} > 0 \), see (Jeanblanc et al., 2009, Section 6.3.1). We denote its law by \( P_{x(0)} \). This corresponds to an affine process, and hence is also a non-linear affine process such that \( P_{x(0)} \in \mathcal{A}(x(0)) \). Therefore,
\[ \sup_{P \in \mathcal{A}(x(0))} E_P[\Phi(X(T - t))] \geq E_{P_{x(0)}}[\Phi(X(T - t))]. \]  
\[ (24) \]
We also note that, similarly to \((44)\), all moments of the CIR process exists. Hence, \( E_{P_{x(0)}}[\Phi(X(T - t))] \approx -\infty \) and all appearing expectations in \((24)\) are well-defined.

To achieve equality, we prove the other direction of this inequality relying on comparison results for general semimartingales. The details are shortly presented in the appendix. We will apply Theorem 2.2 in Bergenthum and Rüschendorf (2007) to \( P \in \mathcal{A}(x(0)) \) and need to check the prerequisites: Note that by A.2 the propagation of order property for the increasing and convex function \( \Phi \) follows. Moreover, for any semimartingale law \( P \in \mathcal{A}(x) \), comparison of the differential characteristics holds in the following sense: if \( (\beta, \alpha) \) denote the differential characteristics under \( P \), then, again using \( x \geq 0 \),
\[ \beta(\omega, t) \leq b_0 + b_1 X(\omega, t), \quad \text{and} \quad \alpha(\omega, t) \leq \tilde{a}_1 X(\omega, t). \]
Since \( \Phi \) is increasing and convex, Theorem 2.2 in Bergenthum and Rüschendorf (2007) yields that
\[ E_P[\Phi(X(T - t))] \approx E_{P_{x(0)}}[\Phi(X(T - t))], \]
and equality \((22)\) follows.

It remains to show that for any \( x := x(0) \in \mathbb{R}_+ \) the value function \( V \) in \((19)\) solves \((20)\). To do so we apply Theorem 6.1 in Janson and Tysk (2006) which allows to conclude that the stochastic representation \( E_P[\Phi(X(T - t))] \) is a strong solution of the PDE in \((20)\), if \( (t, x) \mapsto E_P[\Phi(X(T - t))] \) is continuous. This continuity follows as in Theorem 2.15 in Criens and Niemann (2024).

While in some special cases the value function is a solution of a linear PDE as in Proposition 4.4, we generally have to solve a non-linear functional Kolmogorov equation in order to value path-dependent options in a robust way, as Theorem 4.3 shows. We already explained in the introduction that this leads to non-trivial difficulties, such that in general it is not possible to come up with a convincing numerical approach for this kind of highly complicated equations.

In the following, we outline conditions under which a tractable valuation is feasible. To do so, we first focus on Asian options by making use of the smoothing effect of the average value such options depend on. Second, we consider more general payoffs and rely on machine learning methods for the evaluation. These two methodologies represent some first results which allow to use the class of non-linear affine processes with path-dependence in practical applications. However, for further research it is necessary to study the regularity conditions of the associated value functions which are required for these results, see also Remark 5.2 and 6.2.

### 5. Asian options

For options which are not path-dependent, the payoff is given by \( \Phi(x_T) = h(x(T)) \) for a bounded and measurable function \( h \). Then \( V(x_T) = v(t, x(t)) \) for some function \( v : [0, T] \times \mathcal{X} \mapsto \mathbb{R} \) since the distribution of \( X(T) \) only depends on \( x_t \) through the value \( x(t) \). If \( v \) is continuous (for example if \( h \) is Lipschitz continuous as in Lemma 3.6 in Fadina et al. (2019)), then \( v \) is a viscosity solution of the path-independent Kolmogorov align and we obtain Theorem 4.1 in Fadina et al. (2019) as a special case. More interesting in the context we consider here are path-dependent options.
5.1. Asian options. Asian options are European options on the average of a stock price over a certain time interval. Due to the smoothing effect of the average, Asian options are attractive for investors, since the payoff is more difficult to manipulate, and they are easier to hedge and typically less risky. The history of papers on Asian options is long and we refer for example to Bayraktar and Xing (2011), Kirkby and Nguyen (2020) for further references.

In the following, an Asian option is considered as a typical path-dependent payoff which illustrates our methodology. To this end, assume that the payoff \( \Phi \) is given by
\[
\Phi(x_T) = h \left( \int_0^T x(s) \, ds, x(T) \right), \quad x \in C([0, T], X)
\]
for a bounded and measurable function \( h \). As above, the value function depends on \( x_t \) only through \( x(t) \) such that
\[
V_t(x_t) = v \left( t, \int_0^t x(s) \, ds, x(t) \right), \quad (t, x) \in [0, T] \times C([0, T], X)
\]
with some appropriate function \( v \). To compute \( v \), we assume that \( h \) is sufficiently regular to guarantee that \( v \) is sufficiently differentiable and consider
\[
-\partial_t v(t, y, z) - z \partial_y v(t, y, z) - G(z, \partial_z v(t, y, z), \partial^2_z v(t, y, z)) = 0 \quad \text{on } [0, T] \times (X \cup \{0\}) \times X,
\]
\[
v(T, y, z) = h(y, z) \quad \forall (y, z) \in X \times X,
\]
where \( G \) is given in (13).

**Proposition 5.1.** Assume \( \Theta \) is proper and \( v \in C^{1,1,2}([0, T] \times (X \cup \{0\}) \times X) \) with Lipschitz continuous and uniformly bounded derivatives. Then \( v \) is a solution of the non-linear PDE in Equation (25).

**Proof.** We can extend \( V \) to a non-anticipative functional on the space of càdlàg paths by setting \( V_t(x_t) := v(t, \int_0^t x(s) \, ds, x(t)) \) for \( (t, x) \in [0, T] \times D([0, T], X) \). Then, by using the notation and definitions introduced in Subsection 4.1 we get
\[
\mathcal{D}_t V(x_t) = \lim_{h \searrow 0} \frac{1}{h} \left( V_{t+h}(x_{t+h}) - V_t(x_t) \right)
= \lim_{h \searrow 0} \frac{1}{h} \left( v \left( t, \int_0^t x(s) \, ds + x(t)h, x(t) \right) - v \left( t, \int_0^t x(s) \, ds, x(t) \right) \right)
= \partial_t v \left( t, \int_0^t x(s) \, ds, x(t) \right) + x(t) \partial_y v \left( t, \int_0^t x(s) \, ds, x(t) \right).
\]

Moreover,
\[
\nabla_x V_t(x_t) = \partial_z v \left( t, \int_0^t x(s) \, ds, x(t) \right) \quad \text{and} \quad \nabla_x^2 V_t(x_t) = \partial_{zz} v \left( t, \int_0^t x(s) \, ds, x(t) \right).
\]

Now we show \( V \in Lip^{1,2}_b([0, T]) \). To this end, note that \( V \in C^{1,2}_b([0, T]) \) by the above computations and the assumptions on \( v \).

Thus, we concentrate on the pathwise Lipschitz continuity in (12) of the derivatives of \( V \). Let \( x, \tilde{x} \in D([0, T], X) \), \( t \in [0, T] \) and \( h \in [0, T - t] \). We have
\[
|\nabla_x V_{t+h}(x_{t+h}) - \nabla_x V_t(\tilde{x}_t)| = \left| \partial_z v \left( t + h, \int_0^{t+h} x(s) \, ds, x(t+h) \right) - \partial_z v \left( t, \int_0^t \tilde{x}(s) \, ds, \tilde{x}(t) \right) \right|
\leq C \left( h + \int_0^t |x(s) - \tilde{x}(s)| \, ds + \int_t^{t+h} \sup_{s \in [0, h]} |x(t+s) - \tilde{x}(t)| \right)
\leq C \left( h + h \sup_{s \in [0, h]} |x(t+s)| + \sup_{s \in [0, h]} |x(t+s) - \tilde{x}(t)| \right)
\leq C \left( 1 + |\tilde{x}(t)|h + (1 + T) \sup_{s \in [0, h]} |x(t+s) - \tilde{x}(t)| \right)
\leq C \left( h + \sup_{s \in [0, h]} |x(t+s) - \tilde{x}(t)| \right).
\]
with a constant $C$ depending on $x_t, \tilde{x}_t$; again we change the constant $C$ from row to row. The pathwise Lipschitz continuity of $\nabla_x^2 V$ follows in a similar way. Next, we prove that also $D_x V$ is pathwise Lipschitz continuous. This follows for the first addend in (26) by similar arguments as for $\nabla_x V, \nabla_x^2 V$. For a short notation we set

$$
\Xi_t^x := \left(t, \int_0^t \tilde{x}(s)ds, \tilde{x}(t)\right) \quad \text{and} \quad \Xi_{t+h}^x := \left(t + h, \int_0^{t+h} x(s)ds, x(t + h)\right).
$$

For the second addend in (26) we obtain

$$
|x(t + h)\partial_y v(\Xi_{t+h}^x) - \tilde{x}(t)\partial_y v(\Xi_t^x)| \leq |\partial_y v(\Xi_{t+h}^x)||x(t + h) - \tilde{x}(t)| + |\tilde{x}(t)||\partial_y v(\Xi_{t+h}^x) - \partial_y v(\Xi_t^x)|
$$

$$
\leq C \sup_{s \in [0,T]} |x(t + s) - \tilde{x}(t)| + C |\tilde{x}(t)||h + \sup_{s \in [0,T]} |x(t + s) - \tilde{x}(t)|
$$

$$
\leq C \left(h + \sup_{s \in [0,T]} |x(t + s) - \tilde{x}(t)|\right),
$$

where we use that $\partial_y v$ is bounded and with a changing constant $C$ depending on $x_t, \tilde{x}_t$. Thus, the Lipschitz continuity of $D_x V$ follows. By (27) and the assumption that the derivatives of $v$ are uniformly bounded, it follows that $\nabla_x V$ is uniformly bounded. Therefore, we conclude that $V \in \text{Lip}^{1,2}([0, T])$. Hence, $V$ is a solution of (14), i.e.

$$
-\partial_t v(\Xi_t^x) - x(t)\partial_y v(\Xi_t^x) - G\left(x(t), \partial_z v(\Xi_t^x), \partial_{zz} v(\Xi_t^x)\right) = 0.
$$

By choosing $x \in C([0, T], X)$ appropriately we obtain for all $(t, y, z) \in (0, T) \times X \times X$ that

$$
-\partial_t v(t, y, z) - x(t)\partial_y v(t, y, z) - G\left(x(t), \partial_z v(t, y, z), \partial_{zz} v(t, y, z)\right) = 0
$$

which can be extended by continuity to $[0, T]$. It is easy to check the boundary condition and we obtain that $v$ solves (25).

**Remark 5.2** (Regularity of the value function). To verify examples under which the assumption regarding the regularity of the value function in Proposition 5.1 is satisfied, we refer to the enormous literature of Hamilton-Jacobi-Bellman equations. The PDE in Equation (25) with the non-linear function $G$ in (13) belongs to this class of equations. Furthermore, we refer to Appendix C in Peng (2019) which also discusses conditions under which a viscosity solution of a non-linear PDE of this type is a strong solution.

The result of Proposition 5.1 opens the door to the fast numerical evaluation of Asian options under parameter uncertainty. Consider the (bounded) put option given by

$$
\Phi(x_T) = \left(K_1 - \frac{1}{T} \int_0^T x(s)ds\right)^+ \wedge K_2, \quad x \in C([0, T]).
$$

with $K_1, K_2 \in \mathbb{R}$. Since $K_2$ can be chosen arbitrarily large it does not play a role in the numerical computation and can be neglected.

Following the non-linear Vasicek model proposed in (Fadina et al., 2019, Section 4.2) we choose the model parameters

$$
\gamma = \tilde{\gamma} = \frac{1}{2}, \quad b^0 = 0.05, \quad b^1 = 0.15, \quad b^2 = -3, \quad a^0 = -0.5, \quad a^1 = 0.01, \quad a^2 = 0.02, \quad a^3 = a^4 = 0,
$$

$$
T = 1, \quad K_1 = 0.2, \quad K_2 = 10^6.
$$

(28)

As comparison we use the following classical Vasicek models: for model 1 we consider the lower bound of the mean reversion level and for model 2 the upper bound, respectively. Moreover, in both models the volatility equals the upper bound of the non-linear Vasicek model. This results in the following model parameters:

$$
\gamma = \tilde{\gamma} = \frac{1}{2}, \quad b^0 = b^1 = b^2 = 0.15, \quad b^3 = -3, \quad a^0 = a^1 = a^2 = a^3 = a^4 = 0 \quad (\text{Vasicek 1}),
$$

$$
\gamma = \tilde{\gamma} = \frac{1}{2}, \quad b^0 = b^1 = b^2 = 0.15, \quad b^3 = -0.5, \quad a^0 = a^1 = a^2 = a^3 = a^4 = 0 \quad (\text{Vasicek 2}).
$$

(29)

The fully non-linear Kolmogorov PDE can be solved with a finite-difference method in Matlab, the outcome is shown in Figure 1 for $x_0 \in [-0.5, 0.5]$. 
Figure 1. Numerically obtained prices for Asian put options. Blue is the non-
linear Vasicek model (the upper line) and red and yellow are prices for Vasicek
models without uncertainty, however parameters chosen in such a way that the mean
reversion speed is either maximal or minimal, compare Equations (28) and (29),
respectively. On the x axis we plot the initial value $x_0$.

Note that the initial value $x_0$ influences the value of the Asian put in such a way that a higher
initial value implies on average a higher value of the integral $\int_0^T X(s) ds$, leading to lower prices for
the put.

Let us first compare the two classical Vasicek models. The only difference is in the parameter $b_1$.
However, for an intuition it is better to consider the mean reversion speed $\kappa = -b_1$ and the mean
reversion level $\theta = b_0/(-b_1)$. Note that by changing $b_1$ both models have different mean-reversion speed
and mean-reversion level. In the model Vasicek 1, $\kappa = 3$ and $\theta = 0.05$, while in the model Vasicek
2, $\kappa = 0.5$ and $\theta = 0.3$. In the latter model, the mean-reversion level is at the upper boundary of
the interval for $x_0 (0.5)$ such that the process has the tendency to increase and the option shows a
strong dependence from $x_0$ a little further away from 0.5 (approximately 0.2 in our case). In Vasicek
1, the model mean-reverts strongly to 0.05 and the dependence on the initial value is therefore less
pronounced.

The price under model under uncertainty (the non-linear Vasicek model) clearly dominates the
prices without parameter uncertainty. Moreover, the value function shows a smoothed kink around 0
which stems from the switching behaviour of the supremum in the non-linear Kolmogorov equation
at 0.

6. THE NUMERICAL SOLUTION OF FUNCTIONAL PDEs

A full numerical study of the non-linear pricing of path-dependent options is far beyond the scope
of this article. Our intention is to present a small numerical example which on the one side highlights
the feasibility of the chosen numerical approach via deep neural networks and on the other side also
shows the challenges of this approach.

While in the case of Asian options finite difference methods could be applied since the average has
a smoothing effect, this will no longer be possible in other cases, for example when Barrier options
are considered. For such options we propose to solve the equation numerically relying on machine
learning methods. The idea is to write the problem as a forward-backward SDE which we then
discretize in time. The resulting functional derivatives are approximated with neural networks.

The proposed method is based on the recent work of E et al. (2017), Beck et al. (2019).
6.1. Barrier options. Barrier options are inherently path-dependent. We consider for simplicity digital barrier options, and choose the case of an up-and-in option. These products offer the payoff 1 if the barrier \( B \geq 0 \) is reached in the interval of consideration, \([0,T]\), and 0 otherwise. In practice, such products are highly attractive because they often allow for cheaper investments (an up-and-in Call might be significantly cheaper in comparison to a standard Call). More precisely, the payoff is given by

\[
\Phi(x_T) = \mathbb{1}_{\{\sup_{s \in [0,t]} x(s) \geq B\}}, \quad x \in C([0,T],\mathcal{X}).
\] (30)

In this case we are not able to reduce the value function to a classical PDE for \( v \) since the non-anticipative functional

\[
F_t(x_t) = \sup_{s \in [0,t]} x(s)
\]

is not vertically differentiable (consider \( t > 0 \) and \( x \) with \( \sup_{s \in [0,t]} x(s) = x(0) = x(t) \)).

We therefore propose an algorithm how to solve the (non-linear) functional Kolmogorov PDE in an approximative way by relying on machine learning techniques. Note that a Monte-Carlo simulation in this context is highly intractable because one has to simulate under all measures from \( \mathcal{A}(t,x,\Theta) \).

Moreover, solving the Kolmogorov equation (14) directly through numerical methods like finite differences faces the challenge that pathwise derivatives have to be approximated by finite differences which requires a fine discretization of the path space \( D([0,T],\mathcal{X}) \). We begin by establishing the connection between functional PDEs and forward-backward stochastic differential equations (FBSDEs).

6.2. Backward SDEs. For an overview on backward stochastic differential equations we refer, for example, to Zhang (2017). We are interested in functional PDEs of the form

\[
\begin{align*}
\mathcal{D}_t F(x_t) &= f(t, x(t), F(x_t), \nabla_x F(x_t), \nabla^2_x F(x_t)) \quad \text{on} \ [0,T] \times C([0,T],\mathcal{X}), \\
F_T(x_T) &= g(x_T) \quad \forall x \in C([0,T],\mathcal{X}).
\end{align*}
\] (31)

with a non-anticipative functional \( F, T > 0 \) and mappings \( f : [0,T] \times \mathbb{R}^4 \to \mathbb{R} \) and \( g : C([0,T],\mathcal{X}) \to \mathbb{R} \). Clearly, the non-linear Kolmogorov equation (14) falls into this class.

We consider a filtered probability space \((\Omega, \tilde{\mathcal{F}}, \mathbb{F}, P)\) together with a Brownian motion \( W \). In the following, we set \( \nabla_x F_T = \nabla^2_x F_T := 0 \).

Lemma 6.1. Assume that the non-anticipate functional \( F \in \mathbb{F}_T^+ \) satisfies \( F \in C^{1,2}_b([0,T]) \) and solves (31). Let \( X = (X(t))_{t \in [0,T]} \) be the unique strong solution of the SDE

\[
dX(t) = b(X(t))dt + \sigma(X(t))dW(t), \quad X(0) := x,
\]

with \( b, \sigma : \mathbb{R} \to \mathbb{R} \) and \( x \in \mathbb{R} \) and define the process \( Y = (Y(t))_{t \in [0,T]} \) by

\[
Y(t) := F_t(X_t), \quad t \in [0,T].
\]

Then \( Y \) solves the BSDE

\[
Y(t) = g(X_T) - \int_t^T \nabla_x F_s(X_s)dX(s) - \int_t^T \left( f(s,X(s),Y(s),\nabla_x F_s(X_s),\nabla^2_x F_s(X_s)) + \frac{1}{2} \sigma^2(X(s))\nabla^2_x F_s(X_s) \right) ds,
\] (32)

\[
P.a.s. \text{ for all } t \in [0,T].
\]

Proof. Observe that \( F \) satisfies the assumptions of the functional Itô-formula, Theorem 4.1 in Cont and Fournié (2013). By this, we obtain that

\[
\begin{align*}
Y(t) &= Y(0) + \int_0^t \left( \mathcal{D}_s F(X_s) + \frac{1}{2} \sigma^2(X(s))\nabla^2_x F_s(X_s) + b(X(s))\nabla_x F_s(X_s) \right) ds \\
&\quad + \int_0^t \sigma(X(s))\nabla_x F_s(X_s)dW(s).
\end{align*}
\]
Algorithm 1: Outline of the Algorithm

Consider a discretization in time, \( 0 = t_0 < \cdots < t_N = T \). The BSDE (32) is approximated as follows

\[
Y(t_{n+1}) \approx Y(t_n) + \nabla_x F_{t_n}(X_{t_n})(X(t_{n+1}) - X(t_n)) + \left( f(t_n, X(t_n), Y(t_n), \nabla_x F_{t_n}(X_{t_n}), \nabla^2_x F_{t_n}(X_{t_n})) + \frac{1}{2} \sigma^2(X(t_n))\nabla^2_x F_{t_n}(X_{t_n}) \right) \]

with \( Y(t_N) = g(X_{t_N}) \). We proceed as follows:

(i) Choose random starting values \( Y(t_0), \nabla_x F_{t_0}(X_{t_0}) \) and \( \nabla^2_x F_{t_0}(X_{t_0}) \).

(ii) Approximate \( \nabla_x F_{t_n}(X_{t_n}) \) and \( \nabla^2_x F_{t_n}(X_{t_n}) \), \( n = 1, \ldots, N - 1 \), via neural networks.

(iii) Repeat the following training step for the computation of a minibatch of size \( M \) until a sufficient level of accuracy is reached:

- Sample \( M \) random paths \( (X(t_0), \ldots, X(t_N)) \).
- Use (34) to compute \( m = 1, \ldots, M \) paths \( (Y^m(t_0), \ldots, Y^m(t_N)) \).
- Compute the aggregated loss \( \sum_{m=1}^M (Y^m(t_N) - g(X^m_{t_N}))^2 \).
- Update parameter of the neural net to minimize the loss function (for example by using stochastic gradient descent).

Since \( F \) solves (31) by assumption, we obtain for all \( t \in [0, T) \),

\[
Y(t) = Y(0) + \int_0^t \sigma(x)\nabla_x F_s(x) dW(s) + \int_0^t \left( f\left(s, X(s), Y(s), \nabla_x F_s(X_s), \nabla^2_x F_s(X_s)\right) + \frac{1}{2} \sigma^2(X(s))\nabla^2_x F_s(X_s) + b(X(s))\nabla_x F_s(X_s) \right) ds,
\]

\( P\text{-a.s.} \). By continuity, this can be extended to \([0, T] \). Hence, for all \( t \in [0, T] \),

\[
Y(t) = Y(T) - (Y(T) - Y(t)) = (32). \]

\[\square\]

Remark 6.2 (Regularity of the value function). In general it is hard to find conditions under which the non-anticipative functional \( F \) satisfies the regularity assumptions in Lemma 6.1. However, in the very recent work Cosso et al. (2023) in Appendix B some conditions for the existence of a strong solution for smoothed second-order path-dependent Hamilton-Jacobi-Bellman equations are discussed.

6.3. Deep learning of fractional gradients. As a next step we detail how neural networks can be used for deep-learning of the required gradients \( \nabla_x F_t(X_t) \) and \( \nabla^2_x F_t(X_t) \). Consider a discrete time grid \( 0 = t_0 < \cdots < t_N = T \). Since the solution \( Y \) of (32) satisfies

\[
E_P[(Y_T - g(X_T))^2] = 0,
\]
a discretized approximation \( Y^\theta \) can be constructed by minimizing

\[
\theta \mapsto E_P[(Y^\theta_N - g(X_{t_0}, \ldots, X_{t_N}))^2].
\]

The associated loss function is \( \ell(\theta) = (Y^\theta_N - g(X_{t_0}, \ldots, X_{t_N}))^2 \). The value \( g(X_T) \) is approximated by the piecewise constant path of \( X \) based on \( X_{t_0}, \ldots, X_{t_N} \). We shortly denote this in the following by

\[
g(X^N_T) := g(X_{t_0}, \ldots, X_{t_N}),
\]

and similarly for other functions depending on the discretized approximation \( X^N \) of \( X \).

The parameter vector \( \theta \in \mathbb{R}^\nu, \nu \in \mathbb{N} \), contains initial values and the parameters of the neural networks and will be specified step by step.

Initial values. The first three values \( (\theta_1, \theta_2, \theta_3) \) denote the initial values where \( \theta_1 = Y^\theta_{t_0} \) approximates \( Y_{t_0} \), \( \theta_2 \) approximates \( \nabla_x F_{t_0}(X_{t_0}) \) and \( \theta_3 \) approximates \( \nabla^2_x F_{t_0}(X_{t_0}) \).
Functional derivatives. Furthermore, we will use the neural networks $\mathcal{N}^1_n = \mathcal{N}^1_{n, \theta}$ as approximations of $\nabla_x F_{t_n}(X_{t_n})$, $n = 1, \ldots, N-1$; the neural networks $\mathcal{N}^2_n = \mathcal{N}^2_{n, \theta}$ approximate $\nabla^2_x F_{t_n}(X_{t_n})$.

More precisely, $\mathcal{N}^1_n : \mathbb{R}^n \to \mathbb{R}$ depends on the training parameters $\theta_{j_n+1}, \ldots, \theta_{j_0}$ while $\mathcal{N}^2_n : \mathbb{R}^n \to \mathbb{R}$ depends on the training parameters $\theta_{j_n+1}, \ldots, \theta_{j_0}$, with $j_0 = 3$.

Then, our approximation $Y^N$ is given by (compare Equation (32)) $Y^N_0 := \theta_1$ and

$$Y^N_{n+1} := Y^N_n + \mathcal{N}^1_n(X^N_t) \cdot (X(t_{n+1}) - X(t_n))$$

$$+ \left( f(t_n, X(t_n), Y^N_t, \mathcal{N}^1_n(X^N_t), \mathcal{N}^2_n(X^N_t)) + \frac{1}{2} \sigma^2(X(t_n)) \mathcal{N}^2_n(X^N_t), \right)$$

$n = 1, \ldots, N-1$.

Optimization. As mentioned above the goal of the algorithm is to find $\theta$ such that the expected loss is minimized. To achieve this a batch of size $M$ of simulations is constructed and for each simulation $m$, the loss is given by

$$\ell_m(\theta) := (Y^m_{N, \theta} - g(X^m_t, \ldots, X^m_{t_N}))^2.$$  

The expectation is estimated by the aggregated loss

$$\ell(\theta) = \sum_{m=1}^M \ell_m(\theta).$$

Now the parameter $\theta$ can be minimized as detailed in Algorithm 1 by, for example, stochastic gradient descent. The targeted approximation of $Y(0) = F_0(X_0)$ is the parameter $\theta_1$.

6.4. Numerical results. Our experiments showed that if the network is chosen too deep, the parameter $\theta_1$ (which is the one which we are mainly interested in) will be less efficiently trained or even not trained at all. For our goals, neural networks with 4 layers and rectified linear units (ReLU) as activation function achieved the best results.

For the numerical results of pricing up-and-in digital options (compare Equation (30)) we consider the case already studied in the previous section, where we chose the parameters according to Equation (28).

The outcome of the numerical deep learning algorithm is shown in Table 1. The algorithm computes, as described above the value $V_0(x_0)$ of the digital up-and-in barrier option as detailed in (30). Since the outcome of the algorithm is random, we simulated it 10 times and show the mean together with the standard deviation. As expected, prices are increasing in $x_0$. For a high initial value we face small difficulties as for $x(0) = 0.2$ the value should be exactly equal to 1. For even higher values, the price remains similar.

Benchmarking. To obtain a comparison with existing methods we revisit the Asian put and compare the results from the machine-learning algorithm with the results from finite difference schemes, which are shown in Figure 2. The chosen parameters are:

$$\bar{\gamma} = \bar{\gamma} = \frac{1}{2}, \ b_0^0 = 0.05, \ b_0^1 = 0.15, \ b_1^0 = -3, \ b_1^1 = -0.5, \ a_0^0 = 0.01, \ a_0^1 = 0.02, \ a_1^0 = a_1^1 = 0,$$  

with $T = 0.5$ and $K_1 = 0.2, K_2 = 10^6$. We can make the following observations:
(i) The machine-learning algorithm produces slightly higher values in comparison to the finite difference scheme. The typical kink at $x(0) = 0$ is very well visible. The difference is more pronounced in the middle of the observation area, i.e. between 0.1 and 0.3.

(ii) Clearly, the approximation of $g(X_T)$ with a finite number of gridpoints and piecewise constant extrapolation will cause difficulties when this approximation fails to reach $g(X_T)$. In the cases we consider here, this does not cause problems.

7. Further applications

The goal of this section is to highlight the generality of the results in Sections 5 and 6 by spelling out applications which require path-dependency. We will focus on credit and counterparty risk along with a brief connection to climate risk as examples.

7.1. Uncertainty in credit risk. In practical applications of models for credit risk, parameters are not known and have to be estimated from data. Since defaults are rare events, data is scarce and thus parameter uncertainty becomes very important. Amongst many other works, parameter uncertainty in credit risk models has been highlighted in Tarashev (2010). For a background on credit risk and the models we are using here we refer to McNeil et al. (2015), Schmidt and Stute (2004).

Conceptually, there are two different approaches to credit risk: the structural approach and the reduced-form approach (the latter is also often referred to as intensity-based approach). To the best of our knowledge, credit risk under parameter uncertainty has only been studied within the reduced-form framework, see e.g. Biagini and Zhang (2019), Biagini and Oberpriller (2021) or Fadina and Schmidt (2019). While in this setting path-dependence is less important, it is fundamental in structural approaches. Therefore, the tools presented in Sections 5 and 6 are crucial for entering this field and also allow to handle structural credit risk models in a numerically efficient way, as we will show now.

7.1.1. The Merton model. We start with the case of no path-dependence and consider an extension of the famous Merton model, introduced in Merton (1974). In this framework, default occurs only at maturity $T$ and hence can not be placed into an intensity-framed approach as shown in Gehmlich and Schmidt (2018).

The main driver in this model is the firm value of the considered company. In the Merton framework itself this is a geometric Brownian motion with known parameters. Taking uncertainty into account and generalizing this setting substantially, let us assume that the firm value follows a generalized affine process under uncertainty. Recall that a generalized affine process is motivated from diffusion processes following Equation (1) and thus contains the Merton model as special case (by choosing $b_0 = a_0 = 0$ and $\gamma = 1$).
In line with this we consider as firm value the path \( x \in \Omega \). We fix a current time \( t \in [0, T] \) and let our model be represented by all semimartingale laws in \( \mathcal{A}(t, x_t, \Theta) \). The company’s debt is given by one outstanding bond with face value \( D > 0 \) and maturity \( T > 0 \). If the capital at time \( T \) is insufficient to pay back the outstanding bound, i.e. when \( x(T) < D \), a default occurs. The remaining capital is paid to the bond holders which receive the payoff \((D - x(T))^+ \). On the other side, the shareholders receive the remaining value of the firm at time \( T \), which is given by \((x(T) - D)^+ \).

Taking the perspective of the bond owner, the value of the associated payoff in the ambiguity framework we consider here might be represented by the infimum over all expectations taken from the considered models in \( \mathcal{A}(t, x_t, \Theta) \). More precisely, the bond holder is interested in the associated value function

\[
V_t(x_t) := \inf_{P \in \mathcal{A}(t, x_t, \Theta)} E_P[(D - x(T))^+] = \sup_{P \in \mathcal{A}(t, x_t, \Theta)} E_P[-(D - x(T))^+]
\]

which can be represented by \( V_t(x_t) = v(t, x(t)) \) for some function \( v : [0, T] \times \mathcal{X} \to \mathbb{R} \). Under continuity conditions for \( v \) we can apply the results in Fadina et al. (2019), see Section 5 for more details. In particular, this allows to represent the value function with a non-linear PDE, which can be used for numerical simulations as in Fadina et al. (2019).

7.1.2. The Black-Cox model. Since in the Merton model default does only occur at \( T \), Black and Cox (1976) proposed a first-passage time model where the default takes place at the first time when the firm value drops under a pre-specified threshold. This approach is inherently path-dependent and therefore the simpler methods in the Merton model, as proposed in Section 7.1.1, can no longer be applied which we will show in the following.

As above the firm value is given by the path \( x \in \Omega \) and we consider model under uncertainty from starting time \( t \in [0, T] \) on represented by the generalized affine model under uncertainty, \( \mathcal{A}(t, x_t, \Theta) \). Let \((D(t))_{t \in [0, T]} \) be a sequence of deterministic and time-dependent thresholds. The default time \( \tau \) in the Black-Cox model is the predictable stopping time given by

\[
\tau := \inf\{t \geq 0 : x(t) \leq D(t)\} \wedge T.
\]

Considering a put option in this setting requires taking default into account. While in reality default might not lead to a complete loss of the capital, for simplicity we consider zero recovery for stock investors. In this case the payoff of a put option on the stock price with strike \( K > 0 \) and maturity \( T \) is given by

\[
g(x_T) := (K - x(T))^+ \mathbb{I}_{\{\tau > T\}} = (K - x(T))^+ \mathbb{I}_{\{x(t) > D(t) : t \in [0, T]\}}.
\]

This is a highly path-dependent payoff function and for \( D(t) \equiv D \) with \( D > 0 \) it can be seen as a combination of a call option with the payoff given in (30). The methods in Section 6 allow to numerically approximate the associated value function

\[
V_t(x_T) := \sup_{P \in \mathcal{A}(t, x_t, \Theta)} E_P[g(x_T)]
\]

of the payoff in (36). Here, uncertainty is taken into account by computing the worst-case price via the supremum.

7.2. Climate-risk. The Black-Cox approach also provides a method to assess climate transition risk\(^2\). In such an approach one challenges the firm value by substracting a climate-related damage which we assume in the first step to be deterministic and denote it by the function \( t \mapsto C(t) \).

The resulting climate-stressed default time is then given by

\[
\tau^* := \inf\{t \geq 0 : x(t) - C(t) \leq D(t)\} \wedge T = \inf\{t \geq 0 : x(t) \leq D(t) + C(t)\} \wedge T,
\]

which shows that this setting can be embedded in the previous framework by replacing the default barrier \( D \) with \( C + D \). Moreover, if there is uncertainty on the climate impact \( C \), due to monotonicity, one could directly solve this problem by considering the worst-case climate impact.

\(^2\)This idea was propagated in Janosik and Jahn (2023) which will be published in a forthcoming paper.
7.3. Bilateral counterparty risk and a multi-dimensional approach. We now consider a framework which allows to take into account bilateral counterparty risk, as for example in Section 6.2 in [10]. To this end, it is necessary to consider a multi-dimensional extension of our framework as already pointed out in Remark 2.1.

To do so, we study multi-dimensional non-linear generalized affine processes following Biagini et al. (2023). Indeed, note that by setting $\Omega := C([0, T], \mathbb{R}^n)$ for $n > 1$ we arrive at a $n$-dimensional non-linear generalized affine process with history $x = (x^1, \ldots, x^n)$ until time $t$ by modeling the appropriately adjusted semimartingale characteristics of the $n$-dimensional canonical process $X$ on $\Omega$, as follows. Fix a non-empty and closed state space $M \subseteq \mathbb{R}^n$. Let $b = (b_0, \ldots, b) \in (\mathbb{R}^n)^{n+1}$, $a = (a_0, \ldots, a_n) \in \mathbb{S}^{n+1}$, where, $\mathbb{S}$ denotes the vector space of symmetric $(n \times n)$-matrices. Define for $y = (y^1, \ldots, y^n) \in \mathbb{R}^n$ the following functions

$$b(y) := (b_0 + (b_1, \ldots, b_n)) y \mathbf{1}_M(x) = (b_0 + \sum_{i=1}^n y^i b^i) \mathbf{1}_M(y) \in \mathbb{R}^n,$$  \hspace{1cm} (37)

$$a(y) := (a_0 + (a_1, \ldots, a_n)) y \mathbf{1}_M(y) = (a_0 + \sum_{i=1}^n y^i a^i) \mathbf{1}_M(y) \in \mathbb{S}.$$  \hspace{1cm} (38)

We refer to $\theta = (b, a) \in (\mathbb{R}^n)^{n+1} \times \mathbb{S}^{n+1}$ as parameter, and define for each parameter the map

$$\mathbb{R}^n \to \mathbb{R}^n \times \mathbb{S}, \quad x \mapsto \theta(x) := (b(x), a(x)), $$  \hspace{1cm} (39)

with $a$, $b$ in (37) - (38). Similarly for a subset $\Theta \subseteq (\mathbb{R}^n)^{n+1} \times \mathbb{S}^{n+1}$ and $x \in \mathbb{R}^n$, define

$$\Theta(x) := \{ \theta(x) : \theta \in \Theta \} \subseteq \mathbb{R}^n \times \mathbb{S}. $$  \hspace{1cm} (40)

A set $\Theta$ of parameters is closed, if it is closed with respect to the topology which makes $(\mathbb{R}^n)^{n+1} \times \mathbb{S}^{n+1}$ a separable metric space. For $x \in \Omega, t \geq 0$, we define the set of probability measures $\mathcal{A}(t, x, \Theta)$ as follows:

$$\left\{ P \in \mathcal{P}_{\text{sem}}^{\mathbb{R}^n}(t) : P(X_t = x_t) = 1; (\beta^P(s), \alpha^P(s)) \in \Theta(X_s) \text{ for } dt \otimes dP\text{-a.e.} (\omega, s) \in \Omega \times (t, T)] \right\}. $$  \hspace{1cm} (41)

For $\Theta \subseteq (\mathbb{R}^n)^{n+1} \times \mathbb{S}^{n+1}$ non-empty and closed, the tuple $(X, \mathcal{A}(t, x, \Theta))_{(t \in M, M)}$, where $X$ is the canonical process and $\mathcal{A}(t, x, \Theta)$ is defined in (41), is called non-linear generalized affine process with history $x = (x^1, \ldots, x^n)$ until time $t$ with parameter set $\Theta$ and state space $M$.

For simplicity we consider the two-dimensional case with $d = 2$ and study a portfolio consisting of two firms whose corresponding asset values (first without any bilateral counterparty risk) $x = (x^1, x^2)$ are modeled as a two-dimensional generalized affine process under uncertainty.

The main goal is to capture contagion effects, i.e. the response of company 2 on a default of company 1 and vice versa. To achieve this we first consider the default time without bilateral counterparty risk and then introduce the effect of the default on the surviving company. More specifically, in this setting firm $i$ defaults at time $\tau_i$ and the value of firm $i$ decreases if company $j$ defaults due to a contagion effect. For more than two companies this procedure would have to be iterated.

Let $(D^j(t))_{t \geq 0}, i = 1, 2$ be deterministic (time-dependent) default thresholds and define the default time of company $i$ (without taking contagion into account) by

$$\tau^i := \inf\{t \geq 0 : x^i_t \leq D^i(t) \wedge T \}.$$  

By $e^{c_j} > 0$ for $i = 1, 2$, $i \neq j$ we denote the proportional effect on the value of firm $i$ in the case where firm $j$ defaults. Let $\bar{x} := (\bar{x}^1, \bar{x}^2)$ be the firm’s value taking into account the external counterparty default as well as the contagion given by

$$\bar{x}_t^j := x^j_t 1_{\{\tau_j < \tau_i\}} + x^j_t (1 - e^{c_j}) 1_{\{\tau_i < \tau_j\}} $$

$$= x^j_t 1_{\{x_t^j > D^j(t), x_t^i > D^i(t) \text{ for all } t \in [0, T] \}} + x^j_t (1 - e^{c_j}) 1_{\{x_t^i > D^i(t) \text{ for all } t \in [0, T] \} \bar{1}_{t \geq \tau_i} \text{ with } \bar{1}_{t \geq \tau_i} = D^i(t) \}}.$$  

The value function of a put option on firm $i$ which takes into account the risk of a default and the contagion effect is then given by

$$V_i(x_T) := \sup_{P \in \mathcal{A}(t, x, \Theta)} E_P[(K - \bar{x}^i(T))^+]. $$  \hspace{1cm} (42)

In this case, the approach with neural networks as introduced in Section 6 opens the door to derive the price even for a payoff function which is strongly path-dependent.
In general, there is a large uncertainty on the height of the counterparty effects $e_{i,j}$ but, due to the present monotonicity, considering an uncertainty interval $[e_{i,j}, e_{i,j}]$ for these effects and assuming that they are independent of the firm values, one could directly use the upper bound for computing the worst-case expectation in (42).

Appendix A. Semimartingale comparison

For the convenience of the reader we shortly recall the main result in Bergenthum and Rüschendorf (2007) and the results from Appendix 1 in Fadina et al. (2019). For a real-valued Markov process $S^*$ and a terminal time $T$ we define the propagation operator

$$G^g(t, x) := E[g(S^*_T)|S_t^* = x].$$

Stability under the propagation operator (PO) will be a crucial property.

Definition A.1. For some function class $\mathcal{F}$ and some Markov process $S^*$, we say that PO($S^*$, $\mathcal{F}$) holds if $G^g(t, \cdot) \in \mathcal{F}$ for all $0 \leq t \leq T$ and for all $g \in \mathcal{F}$.

Consider a second Markov process $S$, possibly on a different probability space, and denote by

$$\mathcal{F}_{icx} := \{f : \mathbb{R} \to \mathbb{R}, \text{increasing and convex}\}.$$}

Proposition 11 in Fadina et al. (2019) now implies the propagation of increasing and convex functions for suitable Markov processes:

Proposition A.2. Let $S^*$ be a strong and homogeneous Markov process with continuous sample paths such that

$$E[S^*_t|S^*_0 = x] = \pi_0(t) + x\pi_1(t), \quad 0 \leq t \leq T$$

holds with $\pi_1(t) \neq 0$ for all $t \in [0, T]$. Then, PO($S^*$, $\mathcal{F}_{icx}$) holds.

It was also observed that (43) holds for affine processes. More precisely, when $E[e^{\alpha X_t}|X_0 = x] = e^{\varphi(t)+\psi(t)x}$, an application of Theorem 13.2 in Jacod and Protter (2004) yields that

$$E[X_t|X_0 = x] = \partial_x \varphi(t) + x \partial_x \psi(t);$$

the expressions for $\varphi$ and $\psi$ are available in Section 10.3.2 in Filipović (2009).
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