Abstract: This paper studies the contribution of real estate bubble to a financial crisis. First, we document symptoms of a real estate bubble along with a slowdown of the real economy and find indicators of an imminent crash of the stock market, triggering a sense of déjà vu from the 2008 crisis. However, we show that the relationship between real estate and financial markets has changed since the crisis. The empirical analyses provide evidence that the monetary policy has recovered its control over mortgage rates, which had been lost prior to the global financial crisis, and that the real estate market does not have a Granger causality relationship with the stock market any more. Findings suggest that an imminent financial market crash is not likely to be catalyzed by a real estate bubble.
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1. Introduction

The global financial crisis in 2008 severely hit the US economy, as well as other countries. Although the US economy appears to have overcome the crisis, with some recent positive indicators (e.g., the unemployment rate dropping to 3.8% in May 2018, the lowest in 18 years), there are other indicators that still seem potentially problematic. Indeed, business investment has not increased as much as the US government expected [1], which has important implications for sustainable economic growth. The public debt-to-GDP ratio reached 77.3% in the 1st quarter of 2018, the highest level ever for such a ratio [2]. Moreover, as of March 2018, house prices have made their biggest jump in the last four years, and half of the 50 largest metropolitan housing markets are now considered to be overvalued [3]. The heated housing markets have not become a significant problem yet, mainly due to the persistently low interest rates [4], but the Federal Reserve (Fed)’s projected serial rate increases in 2018 could jeopardize the US housing market [5]. These circumstances somehow resemble the preconditions of the global financial crisis, before which a real estate bubble seemingly fostered a financial bubble, eventually leading to a global crisis.

Various studies have tried to deepen the understanding of the relationship between real estate bubbles and financial crises. Herring and Wachter [6] analyzed the Asian financial crisis and documented the link between banking busts and real estate booms. They noted the interaction between these two markets and found that the banking sector could amplify a real estate bubble and, at the same time, the collapse of real estate prices could weaken the banking system. Sornette and Woodard [7] presented evidence that the fundamental causes of the global financial crisis had been accumulated from at least five different bubbles, namely the dot-com, real estate, mortgage-backed securities, stock, and commodities bubbles. They concluded that the interplay and mutual reinforcement of the bubbles led to the financial market crash in 2008. Similarly, Phillips and Yu [8] analyzed the timeline of the global financial crisis to examine the links between real estate, commodity, and bond markets.
Their results showed that bubbles had emerged in the real estate market before the subprime crisis and then migrated to commodity and, finally, bond markets. The literature generally supports the notion that real estate bubbles played an important role in previous financial crises \[9,10\].

Taking into consideration past experience and the current economic situation, a question naturally arises of whether or not the recent heating up of the housing market signals a rising probability of another financial crisis. We try to explain the risk of a potential financial crisis using the widely documented link between the financial and real estate markets. Specifically, we aim to answer the following three questions: (i) Are the current real economy and real estate market at risk? (ii) Is a financial market crash imminent? And (iii) could activity on the real estate market trigger another financial crisis?

To answer these, we first overview the prospects for the real economy and the real estate market by respectively using the yield spread and the gap between the home price index and the consumer price index. Then, we use the log-periodic power law (LPPL) model to predict when the US stock market could potentially crash. To check whether the real estate market is under control of the Federal Reserve, the time-varying interdependence between the Fed funds rate and the mortgage rate is examined. Finally, we measure whether the past values of the home price index have the ability to predict the future values of the stock market index over the last couple of decades.

We find symptoms of a real estate bubble and a slowdown of the real economy. We also find that since 2015, the monetary policy has recovered its control over mortgage rates, which it lost prior to the global financial crisis, and that after the crisis, the real estate market does not have a Granger causality relationship with the stock market any more. Although it is predicted that the US stock market is likely to crash in mid-2019 or in 2020, a real estate bubble would not be the cause of such a potential financial market crash and the development mechanism of a future crisis would be different from that of the global financial crisis in 2008.

The remainder of this paper is organized as follows. Section 2 explains the data and methodology, Section 3 presents the results and discussion, while Section 4 provides a conclusion.

2. Data and Methodology

2.1. Data

To evaluate the current situations of both the real economy and the real estate market, we investigated the yield spread and the consumer price index (CPI), as well as real estate-related indicators. The yield spread is calculated as the difference between 2-year and 10-year US Treasury notes on a daily basis. The real estate-related indicators include delinquencies on all loans (which are secured by real estate and single-family residential mortgages, and booked in domestic offices and all commercial banks. Delinquent loans and leases are the ones with their due past thirty days or more and still accruing interest, as well as those in nonaccrual status), mortgage debt outstanding (which is the amount of money which is still owed to the lender), Fed funds rates, and mortgage rates, and these are used to analyze the possibility of the formation of a real estate bubble. Loans and debt datasets are gathered quarterly, while mortgage rates and Fed funds rates are observed monthly. Furthermore, to explore the relationship between house prices and the financial market, we used the S&P/Case-Shiller US National Home Price Index (CSI) (which measures US single-family home price and tracks monthly changes of the house price values at national level as well as in 20 metropolitan regions) and the S&P500 index. The S&P500 is used as a representative of the financial market. The data were obtained from Thomson Reuters Eikon and FRED.

The time span of chosen data runs from January 2000 to January 2018 to properly compare the periods before and after the global financial crisis. Descriptive statistics are presented in Table 1. The maximum value of the yield spread was observed immediately after the September 11 attacks in 2001. The maximum value of the S&P500 was recorded prior to the global financial crisis. It was after the global financial crisis that the S&P500 and mortgage debt outstanding recorded their minimum
and maximum, respectively. Because debts grew at an increasing rate during the global financial crisis, the skewness of delinquencies and mortgage debt outstanding became positive. The skewness of S&P500 is negative, which is commonly observed in the stock market [11]. S&P500 and CSI exhibit excess kurtosis, implying drastic fluctuations of markets [11,12].

| Frequency       | Mean  | Std   | Max   | Min   | Skewness | Kurtosis |
|-----------------|-------|-------|-------|-------|----------|----------|
| S&P500 (%)      | Daily | 0.0146| 1.2120| 10.9572| −0.2083  | 11.6945  |
| Yield spread (%)| Daily | 1.4237| 0.8897| 2.9100 | −0.4182  | 2.1092   |
| CSI (%)         | Monthly| 0.3125| 0.8094| 2.0170 | −0.6118  | 3.2687   |
| CPI (%)         | Monthly| 0.1791| 0.3035| 1.3675 | −1.3296  | 12.1315  |
| Fed funds rate (%)| Monthly| 1.7591| 2.0121| 6.5400 | 0.0700   | 2.6726   |
| Mortgage rate (%)| Monthly| 5.2923| 1.2998| 8.5150 | 3.3450   | 2.1742   |
| Delinquencies (m$) | Quarterly| 98,555| 76,937| 237,837| 16,632   | 1.6969   |
| Mortgage debt (m$) | Quarterly| 794,479| 846,463| 1,870,040| 20,363   | 1.0575   |

2.2. Log-Periodic Power Law

Recently, various attempts have been made to introduce bubbles into asset pricing models. Predominantly, two streams of theoretical frameworks have elucidated this issue: Rational models [13] and behavioral models [14]. Although a substantial amount of empirical evidence supports the validation of these models, none of them have been able to considerably predict the specific timing of financial bubbles. One alternative to explaining bubbles is a framework called the LPPL model, which has become popular [15–17]. It was first introduced in statistical physics, and subsequently gained wider attention from econophysics because of its successful prediction of financial crashes [18–21]. In this model, traders are organized into networks and choose one of two states: Buy or sell. Their trading actions depend on the decisions of other traders and these interactions let agents form groups with self-similar behavior [22,23]. During a boom period, some traders invest in assets with overconfidence and other investors in the same network imitate one another. The resultant increase in the asset value leads to speculative reinvestment and this loop repeats over time. Such positive feedback continues up to a certain point, often called the critical time, and the LPPL model can predict the crash date of bubbles [24,25]. The critical time can be detected by examining the signature of a faster-than-exponential growth (super-exponential, hyperbolic, or power law) and its decoration by log-periodic oscillations [26–33].

Mathematically, these ideas can be captured by an extension of the power law equation as follows:

\[ Y_t = A + B(t_c - t)^\beta \left[ 1 + C \cos(\omega \ln(t_c - t) - \phi) \right] \quad \text{for } t < t_c, \]

where \( Y_t > 0 \) is the log of the asset price at time \( t \), \( t_c > 0 \) is the critical time, \( A > 0 \) is the log price at the critical time \( t_c \), \( B < 0 \) is the size of increase in \( Y_t \) over the time before the crash when \( C \) is close to 0, \( C \in [-1, 1] \) controls the magnitude of the oscillations around the exponential trend, \( \beta \in [0, 1] \) is the exponent of the power law growth, \( \omega > 0 \) is the frequency of the fluctuations during the bubble, and \( \phi \in [0, 2\pi] \) is a phase parameter.

In this study, seven parameters in the LPPL model were estimated such that the root mean square error (RMSE) between the observed and predicted log asset prices is minimized [15]:

\[ RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (y_t - Y_t)^2}, \]

where \( y_t \) (\( Y_t \)) stands for the log of observed (predicted) asset price at time \( t \) and \( T \) is the number of trading days in the sample period.
We used the S&500 index for the asset price. In order to estimate the parameters accurately, we simulated the initial values for the parameters with a price gyration method and optimized these parameters using a nonlinear optimization, called a genetic algorithm [21,34–39].

2.3. Generalized Spillover Analysis

Mortgage rate is an important factor that determines demand in the real estate market and the Fed funds rate, controlled by the Federal Reserve, is a main benchmark rate in financial markets. Given that a prolonged period of low mortgage rates is often cited as a cause of the real estate bubble and ultimately the global financial crisis [40], it is important to examine whether the relevant monetary authority is capable of managing the mortgage rate or not.

For this purpose, we investigated the time-varying interdependence between the Fed funds rates and the mortgage rates using the generalized spillover analysis. This analysis can measure the extent to which a shock in one variable can explain the forecast error variance of the other variable. In other words, the analysis signifies which variable is more affected by the other. The analysis is implemented by considering a VAR(p): $${\mathbf{y}}_t = \sum_{k=1}^{p} \Phi_k {\mathbf{y}}_{t-k} + \mathbf{u}_t$$, where $${\mathbf{y}}_t$$ is an N-dimensional vector of zero-mean stationary state variables ($${\mathbf{y}}_{1}^t, \ldots, {\mathbf{y}}_{N}^t$$) and $${\mathbf{u}}_t$$ is a vector of independent and identically distributed disturbances with a covariance matrix $${\mathbf{\Sigma}}$$. Then, $${\mathbf{y}}_t$$ can be written in the form of a vector moving average: $${\mathbf{y}}_t = \sum_{k=0}^{\infty} {\Psi}_j {\mathbf{u}}_{t-k}$$ for some $${\{\Psi}_j\}}_{k=0}^{\infty}$$ [41].

We conducted the variance decomposition, which is invariant to the order of the state variables [42,43], using the Fed funds rates and the mortgage rates. The variance decomposition denotes the fraction of the H-step-ahead error variance in forecasting the state variable $${i}$$ that is due to the shock in state variable $${j}$$:

$$\theta_{ij}^h(H) = \frac{\sigma_{ji}^{-1} \sum_{h=0}^{H-1} (e_i' \Psi \Sigma e_j)^2}{\sum_{h=0}^{H-1} (e_i' \Psi \Sigma e_i)^2},$$

where $${\sigma_{ji}}$$ is the variance of the innovation in the $${i}$$th equation and $${e_i}$$ is a row vector of 1 on the $${i}$$th entry and 0 otherwise. $${\theta_{ij}^h(H)}$$ represents the H-step-ahead cross variance shares or the gross spillover from state variable $${j}$$ to state variable $${i}$$. The gross spillover is then normalized as:

$$\hat{\theta}_{ij}^h(H) = \frac{\theta_{ij}^h(H)}{\sum_{j=1}^{N} \theta_{ij}^h(H)},$$

which implies that the gross spillover from all variables (including itself) is 1. The net spillover from variable $${j}$$ to variable $${i}$$ is calculated as:

$$\hat{\theta}_{ij}^n(H) = \hat{\theta}_{ij}^g(H) - \hat{\theta}_{jj}^g(H),$$

which is the difference between the gross spillover from variable $${j}$$ to $${i}$$ and that from variable $${i}$$ to $${j}$$. In this paper, we examined its absolute value, which represents the intensity of the volatility spillover; the lag length ($${p}$$) of VAR is chosen based on Akaike information criteria. For the calculation of the spillover intensity, we used a 12-month horizon ($${H = 12}$$).

2.4. Granger Causality Test

Granger [44] suggested a method to detect a causal direction between two time series data, namely the Granger causality test. Specifically, the Granger causality test detects a correlation between the current value of one variable and the past values of another [45]. Based on Granger’s definition, Sims [46] proposed a variant. Consider a bivariate VAR model with two time series $${x}_1$$ and $${x}_2$$:

$$\Delta x_{1,t} = \alpha_1 + \sum_{i=1}^{q} \beta_{11,i} \Delta x_{1,t-i} + \sum_{j=1}^{q} \beta_{12,j} \Delta x_{2,t-j} + \nu_{1,t},$$

$$\Delta x_{2,t} = \alpha_2 + \sum_{i=1}^{q} \beta_{21,i} \Delta x_{1,t-i} + \sum_{j=1}^{q} \beta_{22,j} \Delta x_{2,t-j} + \nu_{2,t},$$
\[ \Delta x_{2,t} = \alpha_2 + \sum_{i=1}^{q} \beta_{21,i} \Delta x_{2,t-i} + \sum_{j=1}^{q} \beta_{22,j} \Delta x_{1,t-j} + \nu_{2,t}, \]  

(7)

where $\Delta$ is the difference operator, $q$ is the number of lags, $\alpha$ and $\beta$ are coefficient parameters to be estimated, and $\nu$ is an error term.

To test whether $x_2$ Granger-causes $x_1$, the null ($H_0$) hypothesis is set up as $H_0$: $\beta_{12,j} = 0$ for $j = 1, 2, \ldots, q$. If $H_0$ is rejected, i.e., at least one of $\beta_{12,j}$'s is not equal to zero, then it suggests that the past value of $x_2$ has significant linear predicative power on the current value of $x_1$. We tested the Granger causality between the time series of S&P500 and CSI.

3. Results and Discussion

3.1. Diagnosis of the Real Economy and the Real Estate Market

Figure 1a shows that the yield spread approached approximately 0.5 percentage points in 2017. The yield spread previously fell to this level in 2005 and then became inverted before the global financial crisis. Typically, when an economy is in good health, the long-term bond yield is higher than the short-term ones [47]. By contrast, when an economy does not appear vibrant, investors are not willing to take risks of recession, lowering the yield of long-term bonds [48]. As a result, spreads between long-term and short-term bonds decrease and could turn negative in a recession. The current trend implies that the yield spread could shrink even further and turn negative, signaling an economic slowdown or even a recession [49].
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Figure 1. Signs of economic downturn and real estate bubble. Shaded areas are the recession periods defined by the National Bureau of Economic Research.

As a proxy for inflation and the residential real estate price level, the CPI and CSI were compared. Figure 1b indicates that when the levels are set to 100 in 2000, CSI has been constantly greater than CPI
since 2000 and the gap between these two indices has widened since 2012. The level of CSI rapidly increased up to 196 points in 2017, whereas CPI’s increase has been steady and gradual. As a result, the gap between CSI and CPI exceeded 50 points in 2017. A similar pattern was noted in 2005, a year before the real estate market collapsed. During a bubble period, asset prices rise quickly, while inflation stays comparatively stable [50]. In light of this, these indices point out that the US real estate market is at risk of a housing bubble.

3.2. Risk of Financial Crash

To measure the risk in the financial market, the exponential growth \((t_c - t)^\beta\) and log-periodic oscillation \(\cos[\omega \ln(t_c - t)]\) were estimated from Equation (1) using the S&P500 index. As the critical time approaches, both the gradient of exponential growth and the frequency of log-periodic oscillation tend to increase. Therefore, the simultaneous increase of these two indicates an imminent market crash [51]. Figure 2a implies that the gradient of exponential growth and the frequency of log-periodic oscillation are increasing. Furthermore, using the German stock index, Kurz-Kim [51] provided empirical evidence of the imminence of critical time, in which the gradient of exponential growth increases from 0.27%, to 0.67%, to 1.70%, to 4.29%, to 12.9%, while the period of log-periodic oscillation decreases by 60% in each interval from 255, to 102, to 41, to 16, to 7 trading days. Our analysis notes that the exponential growth rate is greater than 0.27%, i.e., 0.1% and 0.59% at the second and third peaks, respectively, and is about to enter the second stage of the example in Reference [51]. Meanwhile, the period of log oscillation in our analysis decreased by 75% from 1933 to 496 trading days. Our result implies that the critical time of a financial bubble is getting closer.

The date of a potential crash can be predicted using the LPPL model. We simulated 1000 cycles of the LPPL model with the same time span from March 2009 to July 2018. Based on Johansen and
Sornette [52] and Brée and Joseph [53], we selected the data period for LPPL as follows: (i) The time window starts at the end of the previous crash, which is defined as the lowest point since the last crash, and (ii) the endpoint is the last day of the dataset to predict the future critical time of a bubble. From each simulated sample, we estimated the critical time and obtained the time series of the predicted log stock price. The 95% prediction interval of the log stock price (red shaded area) and its corresponding critical time (green bars) are depicted in Figure 2b. The occurrence of crashes is a random phenomenon which happens with an increasing probability as the critical time approaches [18]. Our results suggest that a crash is likely to happen in mid-2019 and 2020, with a probability of 97% and 3%, respectively, implying an imminent burst of bubbles. The parameter estimates are reported in Table 2. The parameter estimates satisfy the two conditions $B < 0$ and $0.1 \leq \beta \leq 0.9$, ensuring a faster than exponential acceleration of the log price with a vertical slope at the critical time $t_c$ [54]. The value of $\omega (=5.90)$ corroborates existing studies such as that by Johansen [55], who found that $\omega \approx 6.36 \pm 1.56$ for 30 crashes in major financial markets. As the critical time approaches, a large amount of simultaneous sell-offs can be a dominant behavior creating order, and at the same time, idiosyncratic signals may cause disorder to fight imitating behaviors [21]. At a certain critical point, order wins disorder and a crash happens. Based on the analysis results, it can be argued that the current US financial market is at a risky stage.

3.3. Impact of the Real Estate Market on a Financial Crash

We investigated Fed funds rates and mortgage rates, which were the primary contributors to the real estate bubble prior to the global financial crisis [40]. After the 2001 recession, the Fed kept the Fed funds rates low from 2002 to 2004 to revitalize the economy. Low-income households were able and willing to pay monthly mortgage payments not only due to low mortgage rates, but also due to the appreciation of house prices. This led to a housing boom and an unsustainable mortgage market.

Before conducting formal analyses, we first visually checked the outstanding mortgage debt and delinquencies on all loans. Figure 3a shows that delinquencies started rising from 2006. After that, the mortgage debt dramatically increased around 2008, which was mainly due to a substantial amount of subprime loans offered to high-risk applicants [56]. In 2017, unlike in 2008, delinquencies on all loans consistently decreased, while the outstanding mortgage debt mildly increased. In short, the recent real estate market does not appear to be as exuberant as in 2008.

We then analyzed the intensity of the volatility spillover between Fed funds rates and mortgage rates. Figure 3b shows a strong volatility spillover between 2001 and 2006, except for 2004. Jarocinski and Smets [57] claimed that the recent US monetary policy takes house prices into account, indicating that the stance of monetary policy changes over time. However, starting from August 2007, mortgage rates and Fed funds rates became insulated from each other, with low volatility spillover intensity. This trend continued until the European sovereign debt crisis in 2011. This implies that monetary policy might have lost its control over mortgage rates because the nominal interest rate remained essentially at zero [58]. Meanwhile, the intensity of the volatility spillover between Fed funds rates and mortgage rates has been restored since 2015. This indicates that the monetary policy appears to be recovering its control over mortgage rates and thus the real estate market has become manageable to some extent. This points out that the current circumstances of the real estate market are different from those that preceded the global financial crisis.

Table 2. LPPL parameters of best fit.

|   | $A$ | $B$  | $t_c$ | $\beta$ | $C$  | $\omega$ | $\phi$ |
|---|-----|------|-------|---------|------|--------|-------|
|   | 8.22| −0.001| 2832.52| 0.85     | −0.07| 5.90    | 0.95  |
Figure 3. Indicators of the real estate market. Volatility spillover intensity is obtained as described in Section 2.3. Shaded areas are the global financial crisis, September 2008–May 2009 [59], and European sovereign debt crisis, January 2011–November 2011 [80].

Figure 3 indicates that the economy could have operated under different regimes before and after the global financial crisis. To test this possibility, we investigated the relationship between the real estate market and the financial market using subsamples. We restructured data into the four following sets: Whole period (2000–2018), pre-crisis (2003–2008), in-crisis (2008–2009), and post-crisis (2009–2018). The starting point of the pre-crisis period is the end of the dot-com bubble and the last point is the before the global financial crisis. The in-crisis period covers the global financial crisis, September 2008–May 2009 [59]. The post-crisis period covers the period after the global financial crisis until the latest dataset.

We conducted the Granger causality test to assess the null hypothesis that S&P500 (CSI) does not Granger-cause CSI (S&P500) in Table 3. During the whole period, S&P500 Granger-causes CSI, implying that there exists positive feedback from the stock market to the real estate market [61]. However, in the pre-crisis period, it is CSI that Granger-causes S&P500, not the other way around. The results are robust to various test windows before the global financial crisis. This finding provides empirical evidence that prior to the global financial crisis, the real estate market indeed contained predictive information about the stock market. This is consistent with the view that the real estate market was largely responsible for the global financial crisis [8–10]. In the in-crisis period, there is no Granger causality relationship. This is probably due to the turbulence and high uncertainty experienced in the stock and real estate markets during the global financial crisis. After the crash, however, the direction changed. The stock market Granger-causes the real estate market, but the real estate market does not Granger-cause the stock market. The result does not change even after shifting the starting point of the time window forward from the global financial crisis. Interestingly, the test results between the pre- and post-crisis periods are contrasting. This also confirms the different circumstances in the current real estate market.
Table 3. Granger causality tests between S&P500 and CSI.

| Period          | Causal Direction | Chi-Square |
|-----------------|------------------|------------|
| Whole-period    | S&P500 \(\rightarrow\) CSI | 9.42 **  |
|                 | CSI \(\rightarrow\) S&P500  | 2.33       |
| 2003.03–2008.08 | S&P500 \(\rightarrow\) CSI | 3.04       |
|                 | CSI \(\rightarrow\) S&P500  | 14.05 ***  |
| 2003.03–2008.07 | S&P500 \(\rightarrow\) CSI | 3.18       |
|                 | CSI \(\rightarrow\) S&P500  | 13.68 ***  |
| 2003.03–2008.06 | S&P500 \(\rightarrow\) CSI | 0.48       |
|                 | CSI \(\rightarrow\) S&P500  | 13.34 ***  |
| 2003.03–2008.05 | S&P500 \(\rightarrow\) CSI | 0.33       |
|                 | CSI \(\rightarrow\) S&P500  | 13.80 ***  |
| Pre-crisis      | S&P500 \(\rightarrow\) CSI | 0.71       |
|                 | CSI \(\rightarrow\) S&P500  | 1.03       |
| 2009.06–2018.01 | S&P500 \(\rightarrow\) CSI | 14.23 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.88       |
| 2009.07–2018.01 | S&P500 \(\rightarrow\) CSI | 14.12 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.48       |
| 2009.08–2018.01 | S&P500 \(\rightarrow\) CSI | 14.92 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.31       |
| 2009.09–2018.01 | S&P500 \(\rightarrow\) CSI | 14.78 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.31       |
| In-crisis       | S&P500 \(\rightarrow\) CSI | 0.71       |
|                 | CSI \(\rightarrow\) S&P500  | 1.03       |
| 2009.06–2018.01 | S&P500 \(\rightarrow\) CSI | 14.23 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.88       |
| 2009.07–2018.01 | S&P500 \(\rightarrow\) CSI | 14.12 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.48       |
| 2009.08–2018.01 | S&P500 \(\rightarrow\) CSI | 14.92 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.31       |
| 2009.09–2018.01 | S&P500 \(\rightarrow\) CSI | 14.78 ***  |
|                 | CSI \(\rightarrow\) S&P500  | 1.31       |
| Post-crisis     | S&P500 \(\rightarrow\) CSI | 0.71       |
|                 | CSI \(\rightarrow\) S&P500  | 1.03       |

Note: ** and *** indicate significance level at the 5% and 1%, respectively. We used the 1st difference of log data except for pre-crisis and in-crisis, where we applied the 2nd difference of log data. Lag length was selected on the basis of the Schwarz Bayesian information criterion (SBIC), Hannan–Quinn information criterion (HQIC), and likelihood-ratio (LR) tests.

4. Conclusions

Three research questions were raised at the beginning of this study and we have tried to answer all of them by analyzing various economic indices in the US. From an extensive analysis, we could draw a conclusion for each question, and these are outlined as follows. First, recent economic indicators, such as the yield spread, CPI, and CSI, do indeed point to a recession and a real estate bubble in the US. Second, the LPPL model further indicates an imminent financial market crash, possibly within six months to a year. Third, the real estate market would not be likely to induce another market crash as it did the last time, but the opposite could happen.

As such, our results imply that if everything remains as it is, we will soon witness another financial crisis, which would not have developed through the same path as the last global financial crisis due to lessons having been learned previously. This indirectly suggests that other parts of the economy should be more carefully and thoroughly monitored and maintained than the real estate sector to push forward the critical time. A short window of time to the market crash asks for immediate actions to develop a more sustainable and resilient economic environment.
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