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1. Introduction

Organic optoelectronic devices are intensively studied by international research communities. Some developments have matured, and many products (such as organic light-emitting diodes) are now commercially available, while others (such as organic photovoltaic devices) are about to attain a broader perception. Although the progress already achieved for such devices is promising and certainly motivating, the detailed understanding of the physical processes determining their efficiencies (and thus, further improvement) is still challenging. This has several causes, some of which are listed in the following.

First, high-purity reference samples are much more difficult to obtain because of the often limited possibilities of thermal or chemical purification of many organic compounds in comparison to inorganic semiconductor materials. Unintended impurities tend to act as traps, and they sometimes obscure spectroscopic measurements of the host material (see also below).

Second, to get a full and consistent picture of the structure–property relations is much more complicated than for inorganic semiconductors, mainly due to:

- the strong tendency of many organic materials to exhibit polymorphism,
- the more complicated transport mechanisms, ranging from hopping for poorly and moderately ordered samples to band transport for pristine organic crystals,
- the much higher doping concentrations required for appropriate electrical conductivities (in particular, difficulties arise from the fact that doping is likely to cause structural alterations in the non-covalently bound organic solids),
- the many-body problem to be solved for typical organic molecules containing dozens of atoms (hence requiring many approximations) in case theoretical input is sought, and conversely, the inappropriateness of the single-particle picture,
- the high exciton binding energies involved, which makes it much more difficult to separate charge carriers in photovoltaics, for example.

In addition, we note that the exciton binding energies vary considerably among different organic semiconducting materials, which requires an even more sophisticated treatment.

Research on organic thin films is largely driven by potential (opto-)electronic applications and turns out to be no less intriguing from a fundamental point of view. Numerous studies make it clear that the understanding of device-relevant molecular thin film architectures is quite challenging—often hampered by insufficient spectroscopic data and the lack of a consistent interpretation of the available datasets. Consequently, speculative aspects prevail in the discussion of energy levels in conjunction with the optical properties of organic thin films. Adequate spectroscopic techniques applicable to thin films of organic molecules (typical thicknesses required for devices are in the nanometer range) with the necessary sensitivities are rather demanding. Some of those methods were developed or significantly improved in the recent past. Here, the now available complementary spectroscopies are briefly surveyed with particular emphasis on some techniques that have not yet become widespread standards, and a non-exhaustive set of examples of acquired experimental results are provided. For a consistent interpretation of the latter, the concepts brought forward in the literature considering the role of initial and final states of spectroscopic processes are outlined, with important consequences for quantitatively correct energy diagrams.
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Third, adequate spectroscopic techniques applicable to thin films of organic molecules (typical thicknesses required for devices are in the nanometer range) with the necessary sensitivities are rather demanding:

- Some of those techniques were developed or significantly improved only recently and have not yet become widespread standards even in research laboratories specializing in surface science. Hence, some of those less frequently used methods are not yet commercially available as a ready-to-use apparatus.
- Often, different available photoelectron spectroscopies are applied by different research groups on similar samples, for example, to determine the highest occupied and lowest unoccupied molecular orbitals (HOMO and LUMO, respectively). As we will discuss in detail, the comparison of the data obtained is often confusing and prone to discrepancies if the influence of the particular measurement method, expressed by the specific initial and final states involved, is not accounted for.
- Especially for organic solids, it is difficult if not impossible to extract the optical properties of a sample directly from its electronic structure or vice versa, one reason being again the rather large exciton binding energy.[20] In many cases, researchers are aware of the drawbacks resulting from insufficient spectroscopic data.[21-23] Therefore, complementary techniques are required for a full characterization.

The understanding of device-relevant organic thin film architectures is hampered by fragmentary spectroscopic data and the lack of a consistent interpretation of the available datasets, which often leaves no choice but to make rather uncertain assumptions. Consequently, some speculative aspects prevail in the discussion of energy levels in conjunction with the optical properties of organic thin films, where clearer interpretations would be possible if one employs the now available set of complementary spectroscopic techniques and applies the concepts recently brought forward in the literature considering the role of initial and final states of spectroscopic processes in order to obtain quantitatively accurate energy level diagrams.[16,17,24]

To assist and to guide the reader, we precede this analysis with a brief survey of some of the most important surface-sensitive spectroscopic techniques to date. We deem this important, since recent methodological developments provided the means for filling some experimental gaps, namely the demand for reliable data for the unoccupied levels as well as for the optical transition energies of very thin organic films.

2. Complementary Spectroscopic Techniques

We begin our assessment with an overview of selected optical and electron spectroscopies frequently used to characterize thin molecular films (Figure 1). The techniques compiled in this scheme are: ultraviolet photoelectron spectroscopy (UPS), two-photon photoelectron spectroscopy (2PPE), inverse photoelectron spectroscopy (IPES), and optical absorption spectroscopy. Note that photoelectron spectroscopy (PES) or one-photon photoelectron spectroscopy is sometimes used synonymously for UPS, albeit not restricted to a specific spectral range. Other techniques, such as electrochemical measurements,[25,26] are beyond the scope of this perspective.

In the following, we summarize the above spectroscopies and discuss previously published data mainly for pentacene (CAS registry number: 135-48-8) and for the stacked heteromolecular system copper(II)-phthalocyanine (CuPc, CAS registry number: 147-14-8) on 3,4,9,10-perylenetetracarboxylic diacidride (PTCDA, CAS registry number: 128-69-8) on Ag(111).

2.1. Photoelectron/Photoemission Spectroscopy

In the toolbox of surface-sensitive spectroscopic techniques UPS is among the most cultivated and widely used. Given the abundance of literature on this subject, we refer the reader to several review articles.[27-31] Typicalinstrumentations, experimental resolutions, as well as theoretical treatments are detailed in the above articles and references therein.

For the scope of this perspective, it is important to discuss some peculiarities of the experimental UPS data acquired for organic molecules and thin films thereof. As a specific example, Figure 2 displays the UP spectra of pentacene associated with the HOMO (more precisely: the probe process H→1, compare Figure 1). These results were compiled previously[30] from measurements of dissimilar types of samples, namely pentacene in the gas phase, face-on monolayers (ML) on highly oriented pyrolytic graphite (HOPG), standing disordered films on SiO2, and standing crystalline films on CuPc on HOPG.[30,31,35-38] Those spectra are shifted on the abscissa to facilitate a direct comparison.[30] The center of the main peak of the gas-phase data (Figure 2a) defines the value 0 eV on the relative energy scale. In the same way, the main peaks of the ML data (Figure 2b,c) are aligned with 0 eV. Finally, the much broader spectra of the standing films (Figure 2d,e) are aligned such that their energetically upper and lower half maximum values are equidistant with respect to 0 eV.

Some characteristics of these data are especially noteworthy: One can easily see that the gas-phase spectra exhibit the narrowest peaks, although those molecules are at much higher temperatures than in all other measurements, especially when compared to the low-temperature spectrum (T = 49 K) on HOPG. Given that all spectra in Figure 2 (except for the red solid line) were recorded in the group of Ueno and Kera using the same electron energy analyzer and the same HeI light source, one can infer similar instrumental broadening in those data.[30] Therefore, thermal broadening is not the dominant cause of the observed spectral widths, particularly of the curves in Figure 2d,e. Instead, the width of the curve for the crystalline film (Figure 2e) is dominated by the dispersion of the HOMO-derived electronic band and the fact that angle-integrated data are displayed.[30] The band formation is caused by the non-negligible transfer integrals between neighboring molecules in the standing adsorption motif of pentacene on CuPc/HOPG as suggested in Figure 2. The disordered film (Figure 2d) exhibits additional inhomogeneous broadening. Furthermore, we emphasize that the absolute energies of the spectra in Figure 2 are different, as expressed by the ionization energies (IE) indicated for each spectrum.
For a crystalline thin film phase of lying-down pentacene (film thickness $d = 12$ nm) directly on HOPG, the HOMO-derived band dispersion was measured by Koch et al. using angle- and energy-resolved UPS (Figure 3).[35] The band structure $E(k)$ of molecular aggregates can often be described in the framework of a tight-binding model, where the strength of the orbital overlap between neighboring molecules (as expressed by the transfer integral $t$) is related to the bandwidth $W = E_{\text{max}} - E_{\text{min}}$. Due to the anisotropy frequently encountered in organic thin film structures, said orbital overlap and thus the band structure can differ markedly in the directions parallel ($x,y$) and perpendicular ($\perp$) to the substrate surface, for example. Measuring the photoelectron intensity as a function of the polar and azimuthal emission angles (along with the kinetic energy) yields the band structure $E(k_{\parallel})$ parallel to the substrate surface.\[27,28\] Correspondingly, the variation of the incoming photon energy $h\nu$ can be employed to assess the band structure $E(k_{\perp})$ perpendicular to the substrate surface.[35]

On closer inspection, the angle-integrated UPS data of an essentially face-on oriented ML of pentacene on HOPG (Figure 2b,c) are only slightly broader than the gas-phase spectra (Figure 2a) and still exhibit the vibronic substructure. This is consistent with rather weak orbital overlap between lateral pentacene neighbors (and also weak adsorbate–substrate interactions) and hence an essentially absent dispersion. By contrast, the nominal pentacene film thickness in Figure 3 is
12 nm, which means multiple stacked molecular layers in the lying-down orientation. Consequently, although the lateral intermolecular orbital overlap is still very weak, the overlap in the stacking direction (i.e., perpendicular to the substrate surface) is noticeably stronger, as evidenced by the dispersion depicted in Figure 3c. This has immediate consequences for the discussion of energy levels. As opposed to a lying-down pentacene ML, the HOMO-derived feature of a comparatively thick lying-down pentacene sample is found at a binding energy that depends on $k_\perp$ and hence on the measurement conditions. The bandwidth $W$ of this HOMO-derived feature amounts to $\approx 0.2$ eV and is therefore not negligible.

In the light of the above remarks, we reiterate the importance of the structure–property relations of organic solids, as expressed here by the differences in the absolute IE, the spectral appearances (e.g., vibronic substructure), and the possible formation of electronic bands. These circumstances call for structural and spectroscopic characterizations to complement one another.

### 2.2. Inverse Photoelectron/Photoemission Spectroscopy

IPES denotes the photon emission following the injection of an electron into an unoccupied level of the sample. IPES resurfaced just recently owing to some significant improvements of the necessary components.\[^{36-40}\] Especially the previously employed MeF$_2$ windows (Me = alkaline earth metal) serving as a band-pass in combination with alkali-halide-sensitized electron multipliers exhibit rather high center energies of $\approx 9$–$10$ eV.\[^{41,42}\] Therefore, comparatively high kinetic electron energies $E_{\text{kin}}$ were required to perform this kind of spectroscopy, which are likely to cause radiation damage to the sensitive organic samples (see below). Using multilayer dielectric interference filters instead allows for photon bandpass center energies well below 5 eV, cf. Figure 4. From energy conservation it follows that $h\nu - E_{\text{kin}} = E_{\text{vac}} - \varepsilon_{\text{unocc}}$, where $E_{\text{vac}}$ denotes the vacuum level and $\varepsilon_{\text{unocc}}$ the probed unoccupied level. Thus, higher optical bandpass energies $h\nu$ require higher kinetic energies $E_{\text{kin}}$. In order to demonstrate the effect of low and high $E_{\text{kin}}$, Yoshida
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**Figure 3.** a) X-ray diffraction data of pentacene on HOPG for various film thicknesses $\theta$. The inset depicts the molecular orientation and the pentacene unit cell. b) Atomic force microscopy image of a nominally 12 nm thick pentacene film on HOPG. c) Dispersion of the HOMO-derived band of pentacene on HOPG at 120 K acquired via angle- and energy-resolved UPS. The cosine curve $E_B(k_\perp) = E_B,0 - 2t \cos(k_\perp a)$ represents a fit using a tight-binding model. The bandwidth amounts to $W = 4t$, where $t = 50$ meV is the transfer integral. The dispersion at 297 K is similar (not shown here). Reproduced with permission.\[^{35}\] Copyright 2006, American Physical Society.
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**Figure 4.** a) Scheme of an isochromatic LEIPS setup. The photon energy $h\nu$ is selected by a bandpass filter. Upon variation of the kinetic electron energy the spectra stemming from unoccupied levels of the sample are obtained. b,c) Spectra acquired for a thin CuPc film with the same LEIPS setup and with identical measurement conditions, that is, the kinetic energy of the electrons was varied between $E_{\text{kin}} = 0$ eV and $\approx 4$ eV.\[^{36}\] These energies correspond to NUV photon detection. The sample in (b) was not exposed to additional electron irradiation. The sample in (c) was additionally irradiated with electrons (10 min, $E_{\text{irrad}} = 10$ eV, $j \approx 10^{-5}$ A cm$^{-2}$) in between each data acquisition, which is meant to simulate the conditions of earlier IPES setups that detected VUV photons. Note the absence of spectral changes in (b) as opposed to (c). Adapted with permission.\[^{39}\] Copyright 2015, Elsevier.
compared two similar experiments for a thin CuPc film using the same setup and identical measurement conditions, that is, the kinetic energy of the electrons was varied between \( E_{\text{meas}} = 0 \) and \( \approx 4 \text{ eV} \).[36] In the first experimental run, no additional electron irradiation was applied, meaning that the sample was exposed to kinetic electron energies no greater than 5 eV, which is called the near-ultraviolet (NUV) photon detection mode. The recorded spectra remained unchanged over the course of many hours, cf. Figure 4b. In the second experimental run, the same sample system was additionally irradiated with electrons \( E_{\text{rad}} = 10 \text{ eV} \) in between each data acquisition, so as to simulate the conditions of conventional IPES setups in the vacuum-ultraviolet (VUV) photon detection mode. As evidenced in Figure 4c, those conditions led to a clear broadening of the features and to spectral shifts in a matter of several minutes to a few hours. By comparison, the significantly reduced electron energies below 5 eV effectively minimize radiation damage and sample charging problems. Hence, this improved method was dubbed low-energy inverse photoemission spectroscopy (LEIPS).[36–40] This technique has since been applied to several molecular thin films.[11,43–48]

As an example, Figure 5 shows LEIPS data for pentacene \((d = 10 \text{ nm})\) on HOPG and on silicon covered with natural oxide \((\text{SiO}_2)\).[40] Since the cross sections of inverse photoemission are several orders of magnitude inferior to direct photoemission,[49,50] LEIPS data are typically much noisier. Furthermore, the instrumental broadening of LEIPS setups has several significant contributions, especially the spread of the electron gun \((\Delta E = 0.25 \text{ eV} \text{ for a BaO cathode at } T = 1150 \text{ K})\) and the width of the employed bandpass (typical spectral width between 0.1 and 0.3 eV).[51] Consequently, the experimental resolution typically achieved is not sufficient to discern possible vibronic substructures in LEIPS data. Nonetheless, the peak positions and onsets can readily be recognized in Figure 5. Although the vacuum level, \( E_{\text{vac}} \) is almost identical for both samples, the electron affinity of pentacene on SiO\(_2\) is significantly smaller than on HOPG, which was attributed by Yoshida et al. to different molecular orientations.[40] A comparison of LEIPS to the aforementioned UPS data of pentacene[30,35] reveals that both techniques unravel a dependence of the spectra on the molecular orientation and/or packing on the substrate.

### 2.3. Optical Spectroscopy

In differential reflectance spectroscopy (DRS) the relative change of the reflectance \( R(E, d) \) of a sample covered with a film of thickness \( d \) is related to the reflectivity of the pristine substrate \( R(E, d = 0) \), where \( E \) is the photon energy.[51–53] The DRS signal is given as:

\[
\text{DRS} = \frac{\Delta R}{R}(E, d) = \frac{R(E, d) - R(E, d = 0)}{R(E, d = 0)}
\]

The complex reflection coefficient \( \hat{r} \) and thus the reflectance \( R = |\hat{r}|^2 \) depend on the angle of incidence and the polarization of the light. However, in the case of normal or near-normal incidence of the light, as typically employed for DRS (cf. Figure 6), the polarization dependence is less important, and essentially the in-plane components of the dielectric tensor \( \hat{\varepsilon} \) are probed.

These in-plane components of \( \hat{\varepsilon} \) are especially relevant for the optimization of devices like organic solar cells, where flatlying molecules (i.e., transition dipole moments parallel to the surface) are beneficial in terms of light harvesting.[54,55] If the organic thin film exhibits differently rotated domains (e.g., mirror and rotational domains), these in-plane components behave quasi-isotropically. Randomly polarized light can thus be employed for DRS for the sake of simplicity. Compared with other methods, which exploit the polarization dependence of the sample reflectivity (e.g., reflection anisotropy

![Figure 5](image-url) **Figure 5.** LEIPS data of pentacene \((d = 10 \text{ nm})\) on HOPG and on naturally oxidized silicon. The photon energy was selected by a bandpass filter at a center energy of 4.38 eV. Insets depict the assumed molecular orientations consistent with atomic force microscopy images (not shown here). The peak closest to the Fermi energy is associated with the LUMO \((L2)\) of pentacene. Here, the electron affinities, \( \varepsilon_A \), were extracted from the peak onsets (dashed lines, see left-hand side). The position of the vacuum energy, \( E_{\text{vac}} \), was determined from the first derivative of the simultaneously recorded sample current (see right-hand side). Reproduced with permission.[40] Copyright 2015, American Physical Society.

![Figure 6](image-url) **Figure 6.** Scheme of a typical DRS setup (not to scale). UV–vis light is collimated at near normal incidence on a substrate surface, which itself is pointing downward. The reflected light is focused on the entrance slit of a monochromator. Reflectance spectra are recorded with a charge-coupled device (CCD). Such a measurement geometry allows for real-time acquisition of the gradual change in reflectance during the deposition of adsorbate layers. The photodiode simultaneously monitors the lamp intensity, whose fluctuations often cause signal drift.
spectroscopy\cite{56-58}, the application of DRS is not restricted to samples with surface anisotropy. The difficulty in performing DRS arises from the requirement to measure the reflectivities with long-term stability, even though the absolute values are not required due to the normalization in Equation (1). Otherwise, one has to deal with baseline ($R(E, d = 0)$) drifts, which could easily be misinterpreted as absorption features in the DRS data. While such drifts potentially arise from various sources (mechanical, electric, and thermal influences), lamp intensity fluctuations seem to contribute primarily. This issue can be tackled by a two-beam setup (i.e., the lamp spectrum and the reflectance spectrum are measured simultaneously) such that DRS signals in the order of $10^{-4}$ can be detected reliably.\cite{59} It has been further demonstrated that DRS can be used most beneficially when performed in situ. For instance, the exposure of pentacene ML films to ambient conditions triggers degradation processes (e.g., recrystallization),\cite{60} which are often difficult to avoid when applying ex situ methods.

Further, in the case of flat-lying molecules the in-plane interaction of transition dipoles is much weaker than the coupling between consecutive layers, that is, in stacking direction. This gives rise to substantial spectral changes upon the beginning of the growth of the second ML in the sense that the first ML on a weakly interacting substrate usually reflects the spectral characteristics of single molecules while the spectra for higher coverages are dominated by out-of-plane excitonic interactions. Consequently, in situ DRS offers a convenient tool to control the thickness of the deposited organic layers.\cite{51,61}

As an example, Figure 7 shows DRS data for pentacene (PEN) on sapphire ($\alpha$-Al$_2$O$_3$(0001)).\cite{66} Up to a nominal thickness of 0.1 ML (here 1 ML refers to the full coverage of the substrate by a single layer of upright-standing pentacene molecules) faint features denoted as “c” and “d” were assigned to the HOMO–LUMO electronic transition of the molecule and vibronic replica. The more prominent features “e” and “f” are attributed to transitions from the HOMO to the LUMO+2 and to the LUMO+1, respectively. Since the corresponding transition dipole moments for “e” and “f” are both oriented along the long molecular axis,\cite{61} and the polarization plane of the incident light is parallel to the substrate surface, it was concluded that the molecules adsorb flat-lying on the surface. From 0.1 to 1.1 ML, significant excitonic coupling indicates the formation of a new phase comprising upright-standing molecules on top of the flat-lying wetting layer.\cite{60}

The presented DRS data compare favorably with other measurements (ex situ), for example, the DRS spectrum of the wetting layer is very similar to solvent data of the molecule (cf. inset in Figure 7, green dotted curve). This means that pentacene experiences weak interaction with the surrounding molecules as well as weak electronic interaction with the substrate. For the upright-standing molecules in the second layer, however, the spectra with the two Davydov components “a” and “b” resemble the in-plane optical absorption behavior of pentacene films, a few nanometers thick, on SiO$_2$ (cf. inset in Figure 7, blue solid curve) as measured by means of variable angle spectroscopic ellipsometry (VASE)\cite{64} and visible p-polarized multiple-angle incidence resolution spectrometry.\cite{65}

Comparisons with photoluminescence (PL) data are also insightful. The dominating PL line of pentacene, often referred to as “free exciton” feature in the literature,\cite{66-72} is close to the absorption peak dubbed “a” in Figure 7 and increases strongly with reducing temperatures.\cite{68,70-72} The strong temperature dependence of PL is typically governed by recombination processes into either radiative or non-radiative states. For example, below a temperature of 250 K, often several new pentacene transitions appear in the band gap region, which are understood to originate from self-trapped excitons (STE) due to local defects.\cite{66,70,72} Indeed, STE are absent in high-quality ML domains of pentacene,\cite{69} whereas these features are about as intense as the “free exciton” line in few-nanometer-thick pentacene films at certain temperatures.\cite{72} This demonstrates that PL is extraordinarily sensitive to trap states, and knowledge thereof may be important for the understanding of the energy...
level alignment. A significant drawback compared with DRS is that PL signals may become quenched for ultrathin films, for example, due to non-radiative recombination directly at the adsorbate–substrate interface or due to energy transfer with nearby metal surfaces.

While in the above example the measured DRS signals can be directly interpreted in terms of the light absorption behavior of the molecules, this is not generally the case because of complicated dependencies of the signal on the optical functions of the involved materials, including the substrate. This makes a quantitative analysis of such spectra more complicated, insofar as the direct comparison of DRS spectra obtained for different substrates is often not very revealing. One should therefore extract the optical functions of the adsorbed thin film (e.g., the dielectric function \( \varepsilon = \varepsilon_1 + i\varepsilon_2 \)) from the DRS signal using a numerical approach.

The imaginary parts \( \varepsilon_2 \) of the dielectric functions of a ML of PTCDA on different substrates are exemplarily shown in Figure 8. It can be seen that the spectral signatures of PTCDA on i) inert mica, ii) the Ag(111) surface covered with a pre-deposited PTCDA ML, iii) Au(111), and iv) Ag(111) exhibit a clear tendency, namely to red-shift and to experience additional broadening from (i) to (iv) due to an increasing electronic interaction with the substrate; an effect which is often dubbed hybridization of the molecules with the substrate. In fact, for PTCDA on Ag(111) a partial charge transfer into the former LUMO was found by means of PES and electron energy loss spectroscopy. This demonstrates that DRS can help not only to distinguish between the two extreme cases of weak and strong electronic interaction (often referred to as physisorption and chemisorption in the literature, respectively) but also fine nuances in between. The latter is illustrated in Figure 8b, where in addition to (i) and (ii), the spectra of a PTCDA ML on epitaxial graphene/SiC and on hexagonal boron nitride (h-BN)/Rh(111) form a spectral series that suggests a hierarchy. In fact, we expect the adsorbate–substrate coupling to increase in the following order: mica (bulk insulator), h-BN (wide-gap 2D-material), graphene (close to) zero-gap 2D-material, and PTCDA wetting layer (hybridized with a Ag(111) substrate). If a charge transfer, however, is effectively integer, characteristic spectral features of the respective ionic species (e.g., monoanions or dianions) can be observed.

For the analysis of optical spectra, structural circumstances may play an important role. For instance, a ML of PTCDA on KCl(100) shows very narrow absorption features (cf. Figure 8a), typically only observed for optical spectroscopy at low temperatures. This indicates that inhomogeneous broadening is strongly reduced compared to other substrates originating from a commensurate brick-wall instead of herringbone packing.

To sum up this section, it was shown that optical spectroscopy techniques reach submonolayer sensitivity for thin molecular films with spectral resolutions sufficient to observe vibronic substructures. The electronic adsorbate–substrate

---

**Figure 8.** Imaginary parts, \( \varepsilon_2 \), of the dielectric functions of a monolayer of PTCDA on various substrates. a) PTCDA on mica, Ag(111) covered with a predeposited PTCDA monolayer, Au(111), Ag(111), and on KCl(100) extracted from DRS data. As a reference spectrum for monomeric behavior, the normalized absorbance of PTCDA in dimethyl sulfoxide (DMSO, dashed line) is shown. b) PTCDA on h-BN/Rh(111) and DRS data of PTCDA on graphene/SiC shown in comparison to the first two substrates in (a). The spectra in (b) are vertically shifted for clarity. The arrows point to the corresponding ordinate.
interaction strength and also structural information can be deduced to a certain extent (e.g., flat-lying vs upright-standing molecules and brick-wall vs herringbone packing). From the manifold optical absorption spectroscopies, DRS in particular is very suitable to be performed in situ and is applicable to almost any sort of substrate making this technique a versatile tool to complement the electron spectroscopy techniques discussed here.

2.4. Two-Photon Photoemission Spectroscopy

In 2PPE spectroscopy, two laser pulses (often called “pump photons” and “probe photons”) are used to excite and eject electrons from a sample with subsequent detection in an electron energy analyzer similarly used in (angle-resolved) UPS measurements, cf. Figure 9. Both pulses are separately adjustable, often employing frequency doubling or tripling, with tunable photon energies in the visible and near UV range. A delay stage allows for a variable time delay, $\Delta t$, of both pulses at the sample. Usually, but not mandatorily, the energy of the first photon, of both pulses at the sample.

The energy $\hbar \omega$ allows for a variable time delay, $t$, often employing frequency doubling or tripling, with tunable energy analyzer is frequently employed, similar to (angle-resolved) UPS measurements. Reproduced with permission. Copyright 2018, IOP Publishing.

![Figure 9](image-url)

Figure 9. Typical setup for 2PPE experiments. The two photon beams, whose energies can be varied, are formed outside the vacuum chamber. They irradiate the sample (inside the vacuum chamber) at the same position, but with an adjustable time delay, $\Delta t$. A hemispherical electron energy analyzer is frequently employed, similar to (angle-resolved) UPS measurements. Reproduced with permission. Copyright 2018, IOP Publishing.
(i.e., LEIPS) data for system (III) are currently not available to the best of our knowledge. There are, however, NUV-IPES measurements for CuPc several nanometers thick on indium tin oxide (ITO) substrates using five different optical bandpass energies from 2.86 to 4.97 eV. Comparing different substrates is not necessarily an unsurmountable obstacle, because in both cited papers the nominal CuPc film thicknesses were in the order of 10 nm. Bearing in mind the small mean free path of electrons in organic solids, those spectra stem from the uppermost organic layers and should therefore not be significantly influenced by charge transfer with the respective substrate. The energy alignment of the unoccupied levels with the Fermi energy, however, may depend on the specific substrate because of different molecular orientations (cf. Figure 5), and in fact CuPc adsorbs flat-lying on Ag(111) but almost upright-standing on ITO. Furthermore, we compare energies of the LUMO, LUMO+1, and LUMO+2 of CuPc calculated by means of density functional theory (DFT) for a freestanding film and for a free molecule using the same screened hybrid functional by Heyd, Scuseria, and Ernzerhof (HSE). These values are compiled in Table 1.

Because of the good agreement of the relative energies, the association of the L2 feature with the LUMO+2 in the 2PPE data of Lerch et al. seems justified. Nevertheless, the assignment is not straightforward, and it has been demonstrated that especially the DFT results for CuPc depend strongly on the employed functional, with inferior performance of semilocal functionals. Therefore, although the L2 feature was plausibly assigned to the LUMO+2, such an identification can be laborious, especially when crucial reference data is missing (such as the lack of LUMO-derived and LUMO+1-derived features in the 2PPE data). In summary, the experimental spectroscopic information for the lowest unoccupied levels of the heteromolecular system CuPc/PTCDA/Ag(111)—although exceptionally well characterized in the literature—is only indirectly accessible via comparison to data for related (but not identical) systems or through theoretical calculations. The fact that vital spectroscopic data for CuPc/PTCDA/Ag(111) are still missing requires one to imply the energetic position of the LUMO-derived level, thus leaving uncertainty in the discussion of the transport levels.

An interesting aspect of the comparison between 2PPE and optical spectroscopy is provided in Figure 10b. The plot depicts the photoelectron intensity of the interface state feature, which was shown to be pumped by the photons in the visible spectral range and probed by $\hbar \omega_{\text{UV}}$. The data for CuPc/PTCDA/Ag(111)
Table 1. Experimental IPES data, given as peak maximum energies in electronvolt above $E_F$, for CuPc thin films in comparison to DFT-calculated values.

| Reference     | System            | Method          | LUMO  | LUMO+1 | LUMO+2 |
|---------------|-------------------|-----------------|-------|--------|--------|
| Krause et al. |
| Yoshida[19]   | CuPc on Ag(111)   | VUV-IPES        | 1.51  | 2.30[3] | 3.43   |
| Lüftner et al.
| Freestanding CuPc film† | DFT (HSE functional) | 1.74  | 2.55   | n/a    |
| Marom et al.
| Free CuPc molecule‡ | DFT (HSE functional) | 1.80  | 2.66   | 3.50   |

†Very weak, unrecognizable feature, deconvoluted via Gaussian peak fitting of the data. ‡Assignments were not given in the original source. Peaks are labeled here based on their similarity to the spectra on Ag(111) in accordance with an unrecognizable LUMO+1 feature; §Values are given relative to the HOMO, which coincides with $E_F$; ‡Values are given relative to the HOMO.

and for PTCDA/PTCDA/Ag(111) clearly depend on $\hbar\omega_{\text{in}}$ and compare favorably with $\varepsilon_{\text{e2}}$ data of the same systems extracted from earlier DRS measurements.[61,97] Lerch et al. concluded that the population of the interface state originates from optically excited molecules in the respective second layer, while the chemisorbed first PTCDA ML couples so strongly to the Ag(111) substrate that it does not yield a resonant excitation of the interface state.[89]

3. Consistent Interpretation of Complementary Spectroscopic Techniques

We argued in the preceding section that the available spectroscopic data of a given system are often insufficient, even in cases where an abundance of literature reports exists, such as for CuPc/PTCDA/Ag(111). For some systems, like pentacene thin films, the database is in fact more extensive and yields that the energy alignments of the occupied and unoccupied bands depend rather sensitively on the physical structure formed, for example, face-on oriented versus edge-on oriented molecules. Those microscopic structures may be influenced by the substrate, the deposition parameters (e.g., substrate temperature, molecular flux), post-growth treatments (e.g., annealing), or they may even differ between the first organic layer and multilayer samples. Moreover, molecular aggregation can lead to the formation of energy bands with sizeable dispersion (even in cases where the electronic adsorbate–substrate coupling is minor), adding to the complexity of the respective spectra. Given all these circumstances, it is useful to systematize the experimental data of molecular aggregates and to understand how they are related to the respective molecules in the gas phase (i.e., monomers). As a guide for this endeavor, a recently introduced notation shall be summarized and employed in the following.

3.1. Conceptual Framework of Energy Level Diagrams

In this section we lay out the concepts of drawing accurate energy level diagrams brought forward in the literature.[17,24] This model was developed for the often encountered case of weak molecule–substrate interaction, and excludes hybridization, or, in other words, fractional charge transfer.

A noticeable distinction between inorganic semiconductor crystals and molecular aggregates stems from the usually much smaller electronic bandwidths of the latter. Photoemission (inverse photoemission) spectroscopy experiments, for example, obviously involve an electron detachment (attachment) process and thus a positively (negatively) charged final state of the probed molecule. Since this charge possesses a localized character for organic molecules, especially in the frequently encountered case of weak environmental interactions, on-site Coulomb energies play a decisive role in the rationalization of the experimental results. One may speak of charging energies $E_C^+$ and $E_C^-$ of the positively and negatively charged molecule, respectively, and they are related to the on-site Coulomb energy $U$ (via $U = E_C^+ + E_C^-$) in the Hubbard model, with typical energies being in the order of several $eV$.[109–111] Considering, for example, the photoemission (cf. UPS in Figure 1) from a single gas-phase molecule in the ground state ($S_0$), it is clear that the emitted electron interacts via Coulomb attraction with the photohole remaining on the molecule, which itself is then in the cationic state. Therefore, the observed kinetic energy of the photoelectron is reduced by $E_C^+$. Conversely, the probe process 2PPE(3) illustrated in Figure 1 denotes the emission of a photoelectron from an anionic molecule. In this case, the detected kinetic energy of the photoelectron is increased by $E_C^-$ due to Coulomb repulsion of the excess electron. Such probe processes constitute a considerable perturbation of the $N$-electron system of the molecule, which is why these techniques do not measure the energy levels of unperturbed molecules in their ground state.

Instead, the initial and final states of the spectroscopic probe processes require proper consideration, and it was suggested to express this as $\text{LEVEL}_{\text{final state}}^{\text{initial state}}$.[17] Hereby, “LEVEL” stands for the molecular orbital which is most decisively involved in the probe process. The subscript (superscript) explicitly designates the initial state (final state) of the probe process, where “0” denotes the neutral ground state, “+1” the cationic state, “−1” the anionic state, and “0*” an electronically excited state ($S_0$) of a neutral molecule. For example, a spectroscopic feature related to the HOMO of a given molecule examined via UPS is represented by $H_0^+$, while a LUMO-related feature stemming from a 2PPE(3) process is dubbed $L_{-1}^0$ in this notation. We point out that $L_{-1}^0$ (as in 2PPE(3) or in anion photoelectron spectroscopy,[112]) and $L_{+1}^0$ (as in IPES) features are expected to have the same energy according to our previously introduced model,[17] because the respective probe processes involve the same states, just with reversed roles. Various other examples are listed in Figure 1. Using this notation, we can express the experimentally determined ionization energy as $IE = E_{\text{iv}} - H_0^+$ and the electron affinity as $EA = E_{\text{iv}} - L_{-1}^0 = E_{\text{iv}} - L_{+1}^0$ depending on the employed method.
The next logical step for our discussion is to consider molecules adsorbed on a surface and/or embedded in a dielectric medium. In those cases, charged molecules (either in the initial state or in the final state) interact with their polarizable environment depending on the dielectric properties of the materials and on the location of the charges within the film structure (differences may occur for molecules in the wetting layer, within a multilayer, or in the topmost layer toward the vacuum, for example).\textsuperscript{[113,114]} Thereby, charges are screened, and the polarization acts on cationic and anionic states as a stabilizing effect. The corresponding polarization energies \( P^+ \) and \( P^- \) thus counteract the charging energies \( E_C \) and \( E_C \), and in the extreme case of very high environmental polarizability they can even achieve cancellation. Additional contributions to \( P^+ \) and \( P^- \) may come from permanent dipole or multipole moments if present.\textsuperscript{[115]} Further phenomena, such as time-dependent polaronic effects, may influence the polarization energies but are beyond the scope of this article. For our discussion, we assume that electronic rearrangements occur during relevant spectroscopic processes, while the geometry of the molecular framework (i.e., the coordinates of the nuclei) remains fixed. Typical time scales of photoionizations are in the order of \( 10^{-15} \text{–} 10^{-16} \text{ s} \), for example, which is why only vertical transitions are generally regarded here.\textsuperscript{[116]}

Furthermore, molecular adsorbates are subject to van der Waals interactions and possibly also to electrostatic interactions via permanent dipoles or multipoles (we exclude chemisorbed molecules from our discussion). Consequently, the associated adsorption and condensation energies lead to a shift of the measured levels toward lower energies with respect to a gas-phase molecule. In the picture of molecular orbitals, each level may in principle exhibit a different shift, which can be expressed as individual quantities, \( w \). The conjugated organic molecules discussed here are characterized by delocalized wave functions of the frontier orbitals, and since the spatial extents of the HOMO and the LUMO are typically similar \( w(\text{HOMO}) \approx w(\text{LUMO}) \), hence, in an energy level diagram the frontier orbitals of an adsorbed molecule are expected to shift downward by a similar amount, \( w \), with respect to a gas-phase molecule.\textsuperscript{[117,118]}

Finally, optical transitions such as the \( (\text{H} \rightarrow \text{L}^0) \) absorption process are taken into account for this model. This notation can be used if the optical excitation is dominated by a HOMO \( \rightarrow \) LUMO transition in the single-particle picture, which is reasonably fulfilled in many cases. In the states picture, the absorption process is adequately described as an \( S_0 \) \( \rightarrow \) \( S_1 \) transition, where the difference between the excited \( (S_1) \) and the ground state \( (S_0) \) equals \( E_{\text{opt}} \). The optical absorption process is further accompanied by an electronic relaxation of the excited state, which yields a downward energy shift of \( -E_{\text{exc}} \) in an energy level scheme. This term does not include the geometric relaxation of the molecular framework, as the coordinates of the nuclei are considered fixed on the time scales of the relevant spectroscopic processes (see above).

In case a positively charged state is involved in the probe process, it is possible to summarize the shift of each energy level with respect to an unperturbed molecule in the gas phase as

\[
\Delta E_{\text{pos}} = - (E_C^+ - P^+) - w - E_{\text{rel}}
\]

(2)

Conversely, if a negatively charged state is part of the probe process, then the shift can be expressed as

\[
\Delta E_{\text{neg}} = + (E_C^- - P^-) - w - E_{\text{el}}
\]

(3)

In both cases, of course, the excited state relaxation energy, \( E_{\text{exc}} \), applies only if an excited molecular state occurs in the probe process. Since \( E_{\text{exc}} \) is expected to be rather small, it is sometimes neglected for the sake of simplicity.\textsuperscript{[117,118]} In addition, the terms \( w \), \( P^+ \), and \( P^- \) apply to molecular films, but they are negligible for molecules in the gas phase.

The above considerations are summarized in Figure 11, where the discussed quantities are represented in the states picture and in the energy levels picture for a molecule in the gas phase compared to the same molecule adsorbed on a substrate.

For electronic and optoelectronic devices, the transport gap, \( E_{\text{trans}} = \text{L}^0_1 - \text{H}^1_0 \), and the optical gap, \( E_{\text{opt}} = \text{L}^0_0 - \text{H}^1_0 \), are very important quantities. Their difference defines the exciton binding energy, \( E_\text{b} = E_{\text{trans}} - E_{\text{opt}} \), as another key parameter, especially for light-emitting or light-harvesting electronic applications.

Next, we will put into practice the above thoughts to the extensively investigated molecule pentacene and thin films thereof on weakly interacting substrates.

3.2. Application to Pentacene

3.2.1. The Role of Molecular Orientations

In the following, we aim at a quantitatively accurate visualization of the complementary spectroscopic information for pentacene in the gas phase compared to a thin pentacene film adsorbed on graphite.

Bearing in mind our discussion in Section 2, it is important to discriminate between different molecular orientations in pentacene thin films. As demonstrated by means of X-ray diffraction and atomic force microscopy, pentacene forms extended crystalline domains of essentially flat-lying molecules on HOPG, cf. Figure 3.\textsuperscript{[13]} There, the long molecular axis is oriented parallel to the graphite surface, and although the molecular plane is tilted around that axis this orientation is usually referred to as “face-on” or “lying.”\textsuperscript{[10,40]} By contrast, the orientation of pentacene films on SiO\(_2\), for example, is typically found to be “short-edge-on” (also called “end-on” or “standing”) except for particular growth conditions at lower temperatures.\textsuperscript{[156]} The standing pentacene films exhibit different spectra (see the UPS, LEIPS, and DRS data in Section 2, for instance) than their lying counterparts, and we will now focus on the latter. Thereby, we compare pentacene data for similar nominal film thicknesses of about 1 ML (here 1 ML denotes a single face-on oriented pentacene layer fully covering a surface), where the physical thickness of a single molecular layer was reported to be 0.37 nm.\textsuperscript{[156]} Given that the observed HOMO-derived band dispersion primarily occurs in the direction perpendicular to the graphite surface \( (k_z) \),\textsuperscript{[15]} it should be absent in ML samples of face-on oriented pentacene on graphite. The spectrum depicted in Figure 2b corroborates this statement, because of the visible vibronic substructure.\textsuperscript{[18]}
3.2.2. Comparison of Complementary Spectroscopic Results

Owing to the wealth of available data in the literature, we first give an overview of experimental data for pentacene in Table 2. Subsequently, we will comment on these values in more detail and compare them to related data reported by others.

The vertical ionization energy of PEN in the gas phase was measured by Coropceanu et al. as $\text{IE}(S_0) = 6.589\;\text{eV}$.[32] Kera and Ueno pointed out that the reported spectrum shows a high-kinetic-energy shoulder (cf. Figure 2a) and attributed this to a possible instrumental artifact. Since this shoulder is absent in the measurement by Kera and Ueno, we adopt their value of $\text{IE}(S_0) = 6.61\;\text{eV}$.[30] Nonetheless, both values are similar and compare favorably with other reported experimental data (Neaton et al.[118,119] 6.63 eV; Dabestani and Ivanov:[120] 6.61 eV) as well as theoretical results (Li et al.[121] 6.55 eV, obtained with eigenvalue-only self-consistent $\text{GW}$ calculations [evGW]).

Figure 11. Schematic overview of the influence of measurement perturbations as well as permanent and induced environmental interactions for a given molecule represented by a black contour line. a,b) These effects are depicted in a multiparticle state diagram (a) as well as in a single-particle energy level diagram (b) for comparison. See the text for details. Reproduced with permission.[17] Copyright 2019, Royal Society of Chemistry.
The vertical ionization energy of PEN in a face-on ML on HOPG was measured by Yamane et al. yielding \( \text{IE}(S_0) = 5.68 \text{ eV} \) at 295 K, cf. Figure 2b.\(^3\) There, the vibronic substructure of the HOMO-derived feature is discernible.

The adiabatic electron affinity (AEA) of PEN in the gas phase was measured by Masubuchi et al. by means of anion photoelectron spectroscopy.\(^3\) To this end, pentacene anions (PEN\(^-\)) are produced through electron attachment and mass-selected in combination with a time-of-flight mass spectrometer. PEN\(^-\) is then irradiated with laser light, and the kinetic energy of the emitted photoelectrons is analyzed. Due to the clearly resolved spectra showing the electronic transition and additional vibrational components, Masubuchi et al. concluded that the measured AEA should be equivalent to the vertical detachment energy (which is important because we only consider vertical transitions here). We thus adopt their measured value as vertical \( \text{EA}(S_0) = 1.43 \text{ eV} \).\(^3\) Similar experimental values (Neaton et al.: \(^2\) 1.39 eV; Crocker et al.: \(^2\) 1.35 eV) and theoretical values (Li et al.: \(^2\) 1.53 eV, obtained with \( \text{evGW} \) calculations) have been reported. For the spectroscopic process we note that, in principle, an \( L_0^\text{a} \) feature in anion PES is expected at the same energy as an \( L_0^\text{a} \) feature in LEIPS according to the model proposed by us (see above).\(^7\) In that sense, anion PES is similar to the probe process in 2PPE (3), cf. Figure 1.

Yoshida et al. acquired LEIPS data for thin PEN films on HOPG.\(^4\) We fitted the spectrum for \( d_{\text{PEN}} = 0.5 \text{ nm} \) using Gaussian peaks on a linear + exponential background. This was possible because the LEIPS data are digitally accessible without significant loss of quality (in the original publication they are contained as vector graphics). We obtain a value of \( \text{EA}(S_0) = 2.64 \text{ eV} \) for the peak maximum, which is given here because we consider vertical transitions. Note that this value obviously differs from the peak onset given in Figure 5. The instrumental broadening of the LEIPS setup employed by Yoshida et al. is mainly determined by the energy spread, \( \Delta E = 0.25 \text{ eV} \), of the impinging electrons and the bandpass width of \( \Delta E = 0.26 \text{ eV} \) (a bandpass with a center energy of 4.38 eV was used).\(^3\) Therefore, a possible vibronic substructure cannot be resolved (as discussed in Section 2.2), and we assume here that the fitted peak position corresponds to a vertical transition.

Halasinski et al. measured the optical transition energies of individual PEN molecules embedded in cryogenic noble-gas condensates; \(^4\) Value for gas-phase PEN extrapolated and rounded, see the text for details; \(^5\) We fitted the original LEIPS data for \( d_{\text{PEN}} = 0.5 \text{ nm} \) on HOPG using Gaussian peaks (on a linear + exponential background) and subtracted the first peak’s maximum energy from \( E_{\text{vac}} \).\(^7\) We analyzed the original data of the first derivative of the sample current.

The vertical ionization energy of PEN in a gas-phase molecule according to Rouillé et al.\(^2\) as follows:

\[
E_{\text{gas phase}} = E_{\text{Ne matrix}} + (E_{\text{Ne matrix}} - E_{\text{Ar matrix}})/(R_\text{Ar} - 1)
\]

Here, \( R_\text{Ar} = 4.13 \) is the ratio of the polarizabilities of Ar with respect to Ne.\(^2\) With \( E_{\text{Ne matrix}} = 2.2845 \text{ eV} \) and \( E_{\text{Ar matrix}} = 2.2149 \text{ eV} \) reported by Halasinski et al., one obtains \( E_{\text{gas phase}} = 2.3068 \text{ eV} \), which we adopt as the \( (H \rightarrow L_0^\text{a}) \) value for gas-phase PEN.

Optical absorbance data for a face-on pentacene ML on graphitic substrates are not available to the best of our knowledge. Therefore, DRS data for PEN on \( \alpha-\text{Al}_2\text{O}_3(0001) \) are employed here as a substitute, cf. Figure 7. Zhang et al. argued that the first PEN layer on \( \alpha-\text{Al}_2\text{O}_3(0001) \) is flat-lying.\(^6\) The component labeled “c” in their DR spectra obtained at room temperature is found at \( E = 2.13 \text{ eV} \), and we adopt this as the \( (H \rightarrow L_0^\text{a}) \) value for a face-on PEN ML on a weakly interacting substrate.

The work function, \( \Phi = E_{\text{vac}} - E_p \), is usually measured by means of UPS or 2PPE via determination of the onset of the vacuum energy, that is, the secondary electron cutoff. For pristine graphite surfaces, \( \Phi \) is typically found in between 4.45 and 4.65 eV, depending on the surface quality as well as the cleaning/degassing procedure applied in vacuo.\(^2\) In a different approach, \( \Phi \) can be extracted from the maximum of the first derivative of the sample current recorded during LEIPS measurements, cf. Figure 5. With this method, the experimental data by Yoshida et al. yield work functions of PEN on HOPG in the range between 4.53 and 4.57 eV for different pentacene film thicknesses.\(^4\) Therefore, we adopt a value of \( \Phi = 4.57 \text{ eV} \) according to the data for 0.5 nm PEN/HOPG shown there.

In Figure 12, we depict the complementary spectroscopic data, using the values that we deem most reliable in the light of the above literature survey and discussion.

---

\(^3\) Pentacene anions (PEN\(^-\)) are produced through electron attachment and mass-selected in combination with a time-of-flight mass spectrometer. PEN\(^-\) is irradiated with laser light, and the kinetic energy of the emitted photoelectrons is analyzed.\(^4\) Matrix isolation spectroscopy (MIS) in cryogenic noble-gas condensates; \(^5\) Value for gas-phase PEN extrapolated and rounded, see the text for details; \(^6\) We fitted the original LEIPS data for \( d_{\text{PEN}} = 0.5 \text{ nm} \) on HOPG using Gaussian peaks (on a linear + exponential background) and subtracted the first peak’s maximum energy from \( E_{\text{vac}} \).\(^7\) We analyzed the original data of the first derivative of the sample current.

---

**Table 2.** Experimental data, given as peak maximum energies (unless otherwise noted) for pentacene (PEN) in the gas phase and in face-on adsorbed molecular layers (for brevity, IE and EA are defined relative to \( E_{\text{vac}} = 0 \) here).

| Reference          | System          | Method               | Assignment      | Comment            | Energy [eV] |
|--------------------|-----------------|----------------------|-----------------|--------------------|-------------|
| Kera and Ueno\(^{36}\) | PEN (gas phase) | UPS at 433 K         | IE(S\(_0\)) m – H\(_0^\text{a}\) | Vertical IE       | 6.61        |
| Masubuchi et al.\(^{112}\) | PEN (gas phase) | Anion PES\(^5\)     | EA(S\(_0\)) m – L\(_0^\text{a}\) | Vertical EA       | 1.43        |
| Halasinski et al.\(^{112}\) | PEN (gas phase) | MIS\(^5\) in Ne, Ar, and Kr | \((H \rightarrow L_0^\text{a})\) | Extrapolated\(^3\) | 2.31        |
| Kera and Ueno\(^{36}\) | 1 ML PEN/HOPG  | UPS at 295 K         | IE(S\(_0\)) m – H\(_0^\text{a}\) | Face-on           | 5.68        |
| Yoshida et al.\(^{40}\) | 0.5 nm PEN/HOPG | NUV-IPES (LEIPS)     | EA(S\(_0\)) m – L\(_0^\text{a}\) | Face-on           | 2.64        |
| Zhang et al.\(^{60}\) | PEN on \( \alpha-\text{Al}_2\text{O}_3 \) | DRS                 | \((H \rightarrow L_0^\text{a})\) | Face-on           | 2.13        |
| Yoshida et al.\(^{40}\) | 0.5 nm PEN/HOPG | NUV-IPES (LEIPS)     | \( \Phi = E_{\text{vac}} - E_p \) Via \( d_{\text{sample}}/dE \) | 4.57        |
3.2.3. On the Symmetry of Charging and Polarization Energies

For the compilation of Figure 12, we made several assumptions, the most important ones being $CC = +EE$ and $P^+ = P^-$. For a rationalization of these crucial approximations, we invoke the causality principle: If the positive and negative charging energies are similar ($CC \approx +EE$), then the same holds true for the positive and negative polarization energies of those charges in a polarizable environment ($P^+ \approx P^-$).

On closer inspection, if the electronic distributions of the HOMO and the LUMO of a given molecule exhibit similar spatial extents (i.e., similar volumes), then the conformity of the charging energies $CC \approx +EE$ and hence of the polarization energies $P^+ \approx P^-$ are plausible consequences. For the same reason, we assume that $w(\text{HOMO}) = w(\text{LUMO})$, see Section 3.1. We corroborated these approximations by means of DFT calculations as described in detail elsewhere,[24] for the sake of the argument, we will briefly outline those computations here. The DFT calculations were performed employing the B3LYP functional and the 6–311G(d,p) basis set. The geometry of the gas-phase molecule in the ground state was optimized, and the coordinates of the nuclei were kept fixed for subsequent calculations. We further employed a polarizable continuum model in the integral equation formalism,[125] which is tantamount to placing a single molecule in a cavity of a dielectric medium with a relative permittivity, $\varepsilon_r$. While $\varepsilon_r = 1$ obviously represents the situation of a single molecule surrounded by vacuum, we demonstrated previously that for a large variety of molecules $\varepsilon_r = 3$ is a suitable choice to mimic the effective dielectric constant for a molecular ML adsorbed...

Figure 12. Graphical visualization of the data for pentacene listed in Table 2. a) Depicted as energy levels with the reference energy chosen as $E_{\text{vac}} = 0$. b) Depicted as molecular states with the $S_0$ ground state energy chosen as a point of reference. The energy unit of the ordinate axis is identical to panel (a) apart from the absolute position of the origin. Both (a) and (b) display data for gas-phase molecules as well as for face-on oriented pentacene adsorbed on weakly interacting substrates. The excited state relaxation energy, $E_{\text{rel}}^{\text{exc}} = 0.29$ eV, was obtained via calculations; see the text for details. The data are compiled in analogy to our previous work.[24]

---

Section 3.1. We corroborated these approximations by means of DFT calculations as described in detail elsewhere,[24] for the sake of the argument, we will briefly outline those computations here. The DFT calculations were performed employing the B3LYP functional and the 6–311G(d,p) basis set. The geometry of the gas-phase molecule in the ground state was optimized, and the coordinates of the nuclei were kept fixed for subsequent calculations. We further employed a polarizable continuum model in the integral equation formalism,[125] which is tantamount to placing a single molecule in a cavity of a dielectric medium with a relative permittivity, $\varepsilon_r$. While $\varepsilon_r = 1$ obviously represents the situation of a single molecule surrounded by vacuum, we demonstrated previously that for a large variety of molecules $\varepsilon_r = 3$ is a suitable choice to mimic the effective dielectric constant for a molecular ML adsorbed...
on graphite.\cite{24} With this formalism, we calculated the total self-consistent field energies of the molecules in different states, that is, neutral ground states, cations, anions, and the $S_1$ excited states (for the geometry of the neutral molecule). The latter were calculated with time-dependent DFT (TD-DFT). The total energies of all those states of the molecules in different dielectric environments were separately obtained from DFT single-point energy calculations.

With the help of Figure 12b, the calculated energies of the respective states can be used to extract the ionization energy as $IE(S_0) = E(cation) - E(S_0)$, the electron affinity as $-EA(S_0) = E(anion) - E(S_0)$, and the optical gap as $E_{opt} = E(S_0) - E(S_0)$. Since $E(S_0)$ is contained in all these equations, it is convenient to use this as the reference energy $E = 0$ in the states picture. We emphasize that those energies represent vertical transitions between the respective states as the coordinates of the nuclei remained constant for the computations.

Because the transition energies $IE(S_0)$, $EA(S_0)$, and $E_{opt}$ should be invariant for a given system, one can now transfer the above information into an energy level diagram, as depicted in Figure 12a, by using $IE(S_0) = E_{vac} - H_0^S$ as well as $EA(S_0) = E_{vac} - L_0^S$ and by conveniently setting $E_{vac}$ as the reference energy $E = 0$ in the energy levels picture. It follows that the transport gap is $E_{transport} = L_1^S - H_0^S$ as well as $E_{vac} = E_{vac} - E_{vac}$ and amounts to $E_{vac} = E_{vac} + E_{vac} + E_{vac}$ according to our model.\cite{27} Further details are found in our previous work.\cite{24} The computational results are summarized in Table 3 along with the main experimental results depicted in Figure 12 and additional theoretical studies.

Table 3. Theoretical results for pentacene in the gas phase and for a monolayer adsorbed flat-lying on graphite, compared to the main experimental results as depicted in Figure 12. All energies are given in eV.

| Reference                      | System                  | $E_{vac}$ | $E_{opt}$ | $E_8$ | $E_8^*$ | $E_C^*$ | $E_{vac}^*$ | $P^*$ | $P^*$ | $w$ |
|--------------------------------|-------------------------|-----------|-----------|-------|---------|---------|-------------|-------|-------|-----|
| Figure 12                      | Gas-phase PEN           | 5.18      | 2.31      | 2.87  | 1.29    | 1.29    | 0.29        | 0.00  | 0.00  | 0.00|
| Figure 12                      | 1 ML PEN/graphite       | 3.04      | 2.13      | 0.91  | —       | —       | 1.07        | 1.07  | 0.14  |
| Kirchhuebel et al.\cite{24}    | Gas-phase PEN           | 4.76      | 1.90      | 2.86  | 1.29    | 1.28    | 0.29        | —     | —     | —   |
| Kirchhuebel et al.\cite{24}    | PEN in a polarizable medium\cite{24} | 2.77 | — | — | — | — | 0.95 | 1.03 | — | — |
| Neaton et al.\cite{18}         | Face-on PEN/graphite    | 2.88      | —         | —     | —       | —       | —           | 1.18  | 1.18  | —   |
| Yanagisawa\cite{26}            | 5 ML PEN/HOPG\cite{26}  | 2.99      | —         | —     | —       | —       | 1.06        | 1.15  | —     | —   |

\footnote{In Figure 12, we assumed $E_C = E_C$; \footnote{The calculated value, $E_C^*$, for gas-phase PEN was employed. It is obtained through $E_{vac}^* = L_2 - H_0 - E_{opt}$, with $L_2$ and $H_0$ computed via DFT, and $E_{opt}$ computed via TD-DFT.} \footnote{For $E_{vac}^*$, we used the experimental data of PEN($\alpha$-Al$_2$O$_3$)(0001) in Figure 12; \footnote{In Figure 12, we assumed $P^* = P^*$; \footnote{In Figure 12, we assumed $w$ to have the same value for all levels. It can be obtained via $w = EA(adsorbed) - EA(gas phase) - P = -(IE(gas phase) - IE(adsorbed) - P)$; \footnote{In our previous report, only some of the quantities listed here were explicitly provided. The calculation result for the transition with $E_{opt} = 1.90 \text{ eV}$ yielded a much smaller oscillator strength than for another transition at 4.24 eV. This is in accordance with Figure 7 (bottom), where the corresponding experimental peaks labeled “c” and “e” differ markedly in intensity; \footnote{Computed results for pentacene in a polarizable medium with the relative permittivity of $\kappa = 3.05$ (see the text for details) to mimic the effective dielectric constant suitable for a molecular monolayer adsorbed on graphite; \footnote{Based on the GW formalism using a polarization model for single pentacene molecules adsorbed on graphite; \footnote{Based on the evGW formalism using a 5 ML slab of face-on PEN on graphite.}}}}}}}

Moreover, all calculations yielded transport gaps (and an optical gap in the case of TD-DFT) somewhat smaller than the respective measured gaps. Yet, the difference between both gaps, $E_8 = E_{trans} - E_{opt}$, in our calculations for gas-phase pentacene\cite{24} agrees almost perfectly with the experimental value, presumably due to a cancellation of computational errors. From $E_8$(calculated) = $E_8$(measured) and from $E_8 = E_C^* + E_C^* + E_{vac}^*$ it follows that the computed excited state relaxation energy $E_{vac}^* = 0.29$ eV can be judged as reliable, and this value is indeed used in Figure 12.

Furthermore, if $E_{vac}^* = 0.29$ eV is approximately also valid for the flat-lying pentacene ML on graphite, then one obtains the position $L_0 = -3.04$ eV (via extrapolation from $L_0^S = -3.33$ eV), while all other quantities are already depicted in Figure 12. Consequently, the HOMO and LUMO levels unaffected by perturbations from the spectroscopic probe processes for pentacene in the gas-phase ($H_0 = -5.32$ eV and $L_0 = -2.72$ eV) and adsorbed flat-lying on graphite ($H_0 = -5.46$ eV and $L_0 = -3.04$ eV) were consistently determined with respect to the vacuum level at $E_{vac} = 0$ eV.

4. Conclusion

In this perspective we briefly surveyed several important state-of-the-art spectroscopic techniques whose surface sensitivities and spectral resolutions are adequate to investigate molecular films in the ML regime up to thicknesses of tens of nanometers. The characterization of the electronic and optical properties of organic samples (single molecules and condensed adsorbate layers) is important for fundamental research, and it also yields valuable data for potential (opto-)electronic applications. The problem, however, is that these spectroscopies involve non-negligible perturbations of the investigated molecules. We demonstrated that the proper consideration of the initial and final states of the probe processes is essential for a quantitatively accurate interpretation of the primary data. To this end, a previously
introduced model applicable to molecules in weakly interacting environments was adapted.\textsuperscript{[7]} This model was first applied to tetraphenyldibenzoperiflanthene (CAS registry number: 175606-05-0) on graphite,\textsuperscript{[8]} where all key quantities (except for the EA in the gas phase) were acquired by means of UPS, 2PPE, LEIPS, and DRS, supplemented by theoretical considerations.

We identified on-site Coulomb energies (the so-called “charging energies”) as the main reason for the discrepancy of the measured spectroscopic data from the unperturbed energy levels of a given molecule. On the basis of the charging energies and the polarization energies of charged states in a polarizable environment these differences can be reconciled, and quantitatively accurate energy diagrams can be obtained. We have shown this for pentacene single molecules and face-on adsorbed MLs on graphite, where the wealth of spectroscopic data from the literature can be understood in a consistent manner. From the remarkable agreement between experimental and theoretical results we conclude that the assumptions of the model (among other things: all spectroscopic transitions are vertical, no hybridization occurs, and the individual molecules are regarded as chargeable entities) are very reasonably fulfilled here. Those energy diagrams can therefore be considered as a benchmark example, and applying the same model to other weakly interacting molecular systems should yield valuable reference data.

Quite importantly, the measured spectra depend sensitively on the microscopic structures of the adsorbed molecular films owing to a variety of aggregation effects (e.g., distinct electronic band formation, different dielectric properties depending on the film thickness, and coupling of optical transition dipole moments). For pentacene, in particular, the typically observed face-on and short-edge-on molecular orientations with respect to a substrate surface result in sizable distinctions in the recorded spectra. Our evaluation presented here is valid for face-on oriented pentacene on weakly interacting substrates such as graphite. Precise structural information on the molecular level is therefore a prerequisite for the analysis of energy levels. This is especially important for organic compounds that are prone to polymorphism.

Finally, we emphasize that the available spectroscopic database for pentacene, chosen here as a prime example, is one of the most comprehensive among the organic molecular substances. While this fact as such is certainly beneficial, it also requires a systematization of the various datasets, in order to avoid confusion of spectroscopic data and corresponding theoretical calculations for disparate microscopic film structures, for example. For many other molecular systems, it is more the rule than the exception that the current database is insufficient. As a prominent example we discussed the intensively studied system CuPc/PTCDA/Ag(111) for which no experimental data for the CuPc LUMO are available to the best of our knowledge.

On a broader scale, we hope that this perspective stimulates discussions between the scientific communities concerned with spectroscopic techniques, structural characterization methods, theoretical calculations and simulations, as well as device-related developments, because we firmly believe that they all share a common interest in deciphering the structure–property relations of organic materials.\textsuperscript{[9,10]}
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