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ABSTRACT: In this study, we present a density functional study of four ruthenium complexes by means of UV–visible spectroscopy and Marcus theory. These molecules, [RuII(bipyP)(bipy)2] (P1), [RuII(bipyP)(dbm)2] (P2), [RuII(bipyP)(dtbb)2] (P3), and [RuII(bipyP)(dnb)2] (P4), where bipyP = 2,2′-bipyridine-4,4′-diphosphonic acid, bipy = 2,2′-bipyridine, dbm = 4,4′-dimethyl-2,2′-bipyridine, dtbb = 4,4′-di-tert-butyl-2,2′-bipyridine, and dnb = 4,4′-dinitol-2,2′-bipyridine, are photosensitizers for applications in dye-sensitized photo-electrochemical cells (DSPECs). Because of the undetermined P4 conformation in the experiment, we modeled three P4 conformers with straight (P4-straight) and bent nonyl chains (P4-bend1 and bend2). UV–vis absorption spectra by time-dependent density functional theory showed intense metal-to-ligand charge transfer to anchor bipyridine ligands (MLCT-anchoring) at 445–460 nm, which accurately reproduce experimental data. The largest light-harvesting efficiency of the MLCT-anchoring state was observed in the P4-bend1 conformer, which has the lowest P4 energy. This may relate to greater electron injection in the P4 and supports experimental results of dye-only systems (do-DSPEC). The calculated charge transfer rates agree well with the experimental trend. The largest rate was obtained for P2, which was attributed to the expansion of the highest-occupied molecular orbital toward the ancillary bipy ligands and also to the short distances between dyes on the TiO2 surface. These results also support experimental results for P2, which was the best compound for lateral hole-hopping in a sacrificial agent-containing system (sa-DSPEC).

INTRODUCTION

Ruthenium or organic photosensitizers are promising compounds for dye-sensitized photo-electrochemical cell (DSPECs) because they absorb light in the visible spectrum and have sufficient excited-state potentials to inject electrons into the conduction band of TiO2.1–3 Additionally, they are capable of driving water oxidation in properly designed complexes4–7 and it is also possible without a water oxidation catalyst.2,3,5,9 New structures of ruthenium dyes have been investigated in dye-sensitized solar cells (DSSCs).10,11 In DSSCs, the excited-state potential of the dye is designed to be appropriate for electron injection. The presence of electron-donating substituents in the bipyridine (bipy) ancillary ligand generally shifts the excited-state potential to more negative values, resulting in faster electron injection.1 Our recent experimental study of DSPECs5 investigated four ruthenium polypyridyl dyes (P1, P2, P3, and P4). P2, P3, and P4 contain electron-donating substituents (methyl, t-butyl, and n-nonyl groups, respectively) in the bipy ancillary ligand, while P1 has no substituents. In our experiments, different solvents were used. For measuring the photocurrent, incident photon-to-current conversion efficiency (IPCE), and reorganization energy, buffered phosphate (pH = 7) in water was used, while methanol was used to solubilize the dyes for acquiring absorption and emission spectra. In the former case, the dyes were also attached to TiO2 nanoparticles.

Previously observed features of P1–P4 dyes were noteworthy.1 (i) In the dye-only system (do-DSPEC), the magnitude of photocurrent and hydrogen production was in the order P4 > P3 > P2 > P1, where that for P4 was approximately twice that of P1–P3 (Figure S1a). (ii) In the case where the electrolyte solution was loaded with ethylenediaminetetraacetic acid (EDTA) as a sacrificial agent (sa-DSPEC), the hydrogen production performance of P4 was now the lowest and P2 was the highest, in the following order P2 > P1 > P3 > P4 (Figure S1b). However, the photocurrents of all the dyes increased by a factor of 10 in the presence of EDTA (sa-DSPECs), relative to when it was absent (do-DSPECs) (Figure S1c).
This may indicate the following scenario depicted in Figure 1: (a) The RuII dye close to fluorine-doped tin oxide (FTO) absorbs the light, injects an electron to the TiO2 nanoparticle, and becomes RuIII. (b) The RuIII close to FTO becomes RuII via hole-hopping. (c) The hole-hopping continues toward the RuII where the EDTA sacrificial agent can be accessed. (d) The EDTA reduces RuIII and the regenerated RuII returns to (a). The hole percolation that occurs from the FTO side to the top of the film has been modeled previously. Under this hypothesis, the recombination rate of dye molecules following electron injection may not be dominant, rather the hole-hopping efficiency between two dyes may be more important for better IPCE in sa-DSPECs. This is consistent with experimental observation that by introducing the sacrificial agent, the dye with the highest performance changes from P4 to P2. (iii) With respect to the self-exchange of RuII–RuIII dyes on the TiO2 surface, the RuII/RuIII reorganization energies were obtained using temperature-dependent cyclic voltammetry based on the nonadiabatic Marcus theory. The experimental reorganization energy of P4 was the largest, which may be related to suppressed hole-hopping on TiO2 and lower IPCE performance of P4 in the case of sa-DSPEC.

The abovementioned features of P4 are surprising because the electron-donating strength of alkyl chains is considered to be saturated beyond four carbon atoms. Hence, we performed density functional theory (DFT)/time-dependent (TD)-DFT calculations to complement the experimental results and verify whether the subtle alkyl-chain variation of the ruthenium photosensitizers could fine-tune the electron injection capacity. DFT/TD-DFT calculations are frequently used to understand transition-metal complexes, and several previous reports have examined ligand effects on the photosensitization properties of Ru(II) complexes. Here, we focus on DFT calculations of light-harvesting efficiency (LHE) because the IPCE is proportional to LHE, as given by

\[
IPCE = (\text{LHE}) \phi \eta
\]

where \( \phi \) is the charge injection quantum yield and \( \eta \) is the charge-collecting efficiency of the photoanode. We calculated LHE from oscillator strengths \( f \) and analyzed LHEs for metal-to-ligand charge transfer (MLCT) in excited states to elucidate the high performance of the P4 dye in do-DSPECs. We also calculated the electronic coupling \( J \) and the reorganization energy \( \lambda \) to examine hole mobility, which can be applied to the experimental results of sa-DSPECs to discuss the best efficiency in P2.

### Theory of Hole-Hopping

The efficiency of hole-hopping depends on a number of factors, including the chemical structure of the dye, the nature of the attachment to the surface, dye loading, and the dielectric environment. One of the simplest methods to characterize hole transfer is the temperature-dependent cyclic voltammetry experiment based on nonadiabatic Marcus theory. The rate constant of the charge-transfer reaction is described using the following equation

\[
\Gamma = \frac{4\pi^2}{h} \frac{1}{\sqrt{4\pi k_b T}} \exp\left(\frac{-(\Delta G + \lambda)^2}{4k_b T}\right)
\]

where \( k_b \) is Boltzmann’s constant, \( T \) is the temperature, \( h \) is Planck’s constant, \( J \) is the electronic coupling between two identical molecules, \( \Delta G \) is the free energy of a hole-transfer reaction, which is zero for two identical molecules, and \( \lambda \) is the total reorganization energy. From eq 2, hole-hopping occurs more easily in systems with larger \( J \) and smaller \( \lambda \). \( \lambda \) consists of two terms, \( \lambda_i \) and \( \lambda_o \). \( \lambda_i \) is the reorganization energy from the inner sphere contribution that reflects the energy needed to adjust the intramolecular geometry. \( \lambda_o \) is the outer sphere energy contribution from the polarization of the medium.

The total reorganization energy \( \lambda \) and \( \lambda_i \) may be calculated using the following equations:

\[
\lambda = (E_0(G_{0,med}) + E_i(G_{0,med})) - (E_i(G_{0,med}))
\]

\[
\lambda_i = (E_0(G_0) + E_i(G_0)) - (E_i(G_0) + E_0(G_0))
\]

Here, \( E \) is the total electronic energy and \( G \) accounts for the geometry of the system. The subscripts “0" and “+” correspond to neutral (RuII) and cationic (RuIII) states, respectively. “med" refers to calculations incorporating the effect of the surrounding medium; here, water was considered using the polarizable
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**Figure 1.** Schematic of photo-electrochemistry in the sa-DSPECs. Upon electron injection by the excited-state dye, hole-hopping occurs toward the semiconductor—solution interface, where the dye molecule interacts with EDTA.
continuum model (PCM). For \( \lambda_i \), we performed the calculations in the gas phase. The static dielectric constant \( \epsilon_{st} \) for the medium was used for the initial equilibrium states. In contrast, the optical dielectric constant \( \epsilon_{op} \) was used in the nonequilibrium states at the instant of charge transfer.\(^{33}\) The abovementioned method using the PCM was previously proposed by Vaissier et al.\(^{32}\) and used for DSSCs.

**COMPUTATIONAL DETAILS**

The program Gaussian 09\(^{34}\) was used to perform DFT-D (G3DBJ) and time-dependent DFT (TD-DFT)\(^{35,36}\) calculations on complexes P1–P4. Solvent environmental effects were determined using the PCM.\(^{37}\) Geometry optimizations of the lowest singlet and triplet states, and 50 singlet–singlet transitions using TD-DFT, were calculated. Calculations were run using the B3LYP functional, with the Stuttgart-ECP basis set\(^{38,39}\) for Ru, the 6-31G* basis set\(^{40}\) for C, N, O, and P atoms, and the 6-31G** basis sets for H atoms.

For the calculation of electronic coupling \( J \), we used a conventional perturbation method based on highest occupied molecular orbital (HOMO)–HOMO coupling because it reproduced the experimental trend of \( \Gamma \) in Ru dyes.\(^{32}\) The constrained DFT methods did not use Kohn–Sham orbitals and could be more elaborate;\(^{41-43}\) however, we could not use them because they were not available as distributed software. We obtained the electronic coupling \( J \) using a program provided by
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**Figure 2.** Molecular structures of P1–P3. (a) Anchoring, ancillary bipyridine, and Ru units are in blue, purple, and brown frames, respectively. (b) Atomic labels. (c) Density-functional-optimized geometries (c) of P1, P2, and P3.

**Figure 3.** Molecular structures of (a) P4-bend1, (b) P4-bend2, and (c) P4-straight, without dispersion correction, and (d) P4-bend1, (e) P4-bend2, and (f) P4-straight, with dispersion correction.
Dr. Y. Imamura, based on the molecular orbital integral files created in Gaussian. Because of the limitation of the program, we computed $J$ as the HOMO–HOMO coupling of two neutral dyes (not as a neutral and cationic pair) in water, assuming that the HOMO of the cationic dye is similar to the neutral one. The program GaussSum 3.0.44 was used to analyze transition contributions and extract electron density difference maps (EDDMs).45 The Avogadro 1.2.0 program46 was adopted to visualize molecules and their electronic state.

We use methanol as the solvent for absorption and emission spectra calculations and water for the ionization energy, reorganization energy, and electron coupling to reproduce the experimental conditions.

**RESULTS AND DISCUSSION**

**Molecular Structures of P1–P4.** Figure 2a–c depicts the P1–P3 structures, their atomic labels, and their optimized geometries in the S_0 electronic ground states, respectively. Although P1–P3 each has one conformation, P4 has many because of the nonyl chains. Here, we selected a straight conformation (P4-straight) and two bending conformations (P4-bend1 and P4-bend2) as examples and optimized their geometries with and without dispersion correction (GD3BJ),47,48 as shown in Figure 3. With the dispersion correction, the ordering of electronic and free energies was P4-bend1 < P4-straight < P4-bend2, while P4-straight was lower than P4-bend1 and P4-bend2 without the dispersion correction (Table S1). P4-bend1 exhibited a greatly folded alkyl—alkyl confirmation, which is similar to alkyl—alkyl contacts reported by Yang et al.49 We also compared the relative energies in second-order Møller–Plesset perturbation theory (MP2) for six geometries in Table S2, where the lowest was P4-bend1 optimized with dispersion. If we estimate each population of the three P4 models using Boltzmann’s distribution, the P4-bend1 is overwhelmingly dominant at approximately $10^{14}$ times larger than those of the others. However, in reality, greater numbers of conformations must be taken into account and the dispersion effect might be overestimated in the MP2 and GD3BJ calculations.50,51 Hence, in the following section, we calculated three P4 systems optimized with dispersion, in addition to the P4-bend1. Table S3a compiles the critical bond lengths and angles for P1–P4. Most of the geometrical structures around the Ru and bipyridine ligands were the same for the four dyes, except for the P4-bend1 structure. The largest differences were 0.4 and 0.5%, between P1 and P4-bend1 in Ru–N(anchoring) and Ru–N(ancillary) bond lengths, respectively. All the other differences were less than 0.3%.

**Excited-State Properties.** Figure 4a,b plots experimental absorption spectra and those calculated via scalar relativistic TD-DFT using Gaussian, respectively. Table 1 lists the absorption energies of the two lowest excited singlet states with the highest calculated oscillator strength. The experimental wavelengths of the absorption peaks attributed to the first excited states (S_1 or S_2) agree well with the calculations, while the transition to the second excited state (S_3) is blue-shifted in the calculations. S_2 and S_3 in P1 were confirmed as 1MLCT-anchoring and 1MLCT-ancillary states from the EDDM maps shown in Figure S3. The experimental absorption spectra had a red-shifted character, that is, the wavelengths were in the order $P4 \approx P3 \approx P2 > P1$ in the 1MLCT bands at 400–500 nm. The calculated spectra of 1MLCT-anchoring in Table 1 also indicated red shifts of P2–P4 relative to P1, but the ordering of P2–P4 was not exactly the same as the experiment because of the very subtle energy differences relative to the accuracy of the ab initio calculations. In Figure 4a, the experimental molar extinction coefficients ($\varepsilon$) were the largest in P4 molecules, which can be an important factor in the high P4 efficiency. We observed this trend in the calculated oscillator strength ($J$) and the LHE for the first peak of P4-bend1, although the differences among P1–P4 are not largely relative to the experimental $\varepsilon$ differences. The calculated emission wavelengths and lifetimes (see the Supporting Information) showed no significant differences among P2–P4.

**Electron Population.** We calculated the electron populations using natural population analysis (NPA) in Gaussian to examine electron-donating effects of the ancillary ligand substituents. We divided each dye molecule into three fragments (anchoring, ancillary, and Ru units), as defined in Figure 2a, summed up the effective atomic charges in each fragment, and listed the fragment charges of the ground and first excited state, as shown in Table 2. We could not obtain the electron population of P4-bend1 in the excited state because the NPA calculation did not converge to the original 1MLCT-anchoring state obtained in the absorption spectra.
was directly attached to TiO₂. However, the differences in the reorganization energies are closely related to the reorganization energies. Table 3 shows the suggested that the PCM for water was applicable for IPs and also better agreement. Although the PCM can fail to represent significantly overshot the experimental values from cyclic voltammetry.

Table 3. IP Energies (eV)

| dye   | state | λ (nm) | E (eV) | f | LHE          | major contributiona | 1MLCT transition to | λ (nm) | E (eV) | ε (M⁻¹ cm⁻¹) |
|-------|-------|--------|--------|---|--------------|---------------------|---------------------|--------|--------|--------------|
| P1    | S₁    | 448    | 2.770  | 0.147 | 0.287        | H → 2–L (86%)        | Anion               | 455    | 2.72   | 9578.33     |
|       | S₂    | 407    | 3.049  | 0.123 | 0.247        | H → 2–L + 2 (53%)    | H → L + 1 (46%)     | 458    | 2.70   | 11,506.7    |
| P2    | S₁    | 460    | 2.693  | 0.111 | 0.226        | H → 2–L (71%)        | H → L + 2 (21%)     | 460    | 2.69   | 14,421.7    |
|       | S₂    | 408    | 3.036  | 0.127 | 0.254        | H → 2–L + 2 (69%)    | H → L + 1 (30%)     | 460    | 2.69   | 16,326.7    |
| P3    | S₁    | 457    | 2.711  | 0.141 | 0.277        | H → 2–L (87%)        | Anion               | 458    | 2.69   | 16,326.7    |
|       | S₂    | 399    | 2.799  | 0.138 | 0.272        | H → 2–L + 2 (70%)    | H → L + 1 (28%)     | 459    | 2.70   | 14,421.7    |
| P4-bend1| S₁    | 451    | 2.751  | 0.149 | 0.290        | H → 2–L (72%)        | H → L + 1 (21%)     | 460    | 2.69   | 16,326.7    |
|       | S₂    | 406    | 3.053  | 0.095 | 0.196        | H → 2–L + 2 (69%)    | H → L + 1 (27%)     | 460    | 2.69   | 16,326.7    |
| P4-bend2| S₁    | 460    | 2.695  | 0.148 | 0.289        | H → 2–L (88%)        | Anion               | 460    | 2.69   | 16,326.7    |
|       | S₂    | 404    | 3.069  | 0.082 | 0.173        | H → 2–L + 2 (85%)    | H → L + 1 (12%)     | 460    | 2.69   | 16,326.7    |
| P4-straight| S₁ | 461 | 2.690 | 0.139 | 0.274 | H → 2–L (89%) | Anion               | 460    | 2.69   | 16,326.7    |
|       | S₂    | 398    | 3.115  | 0.141 | 0.276        | H → 2–L + 2 (66%)    | H → L + 1 (32%)     | 460    | 2.69   | 16,326.7    |

a: H: HOMO, L: LUMO.

In both the ground and excited states, the ancillary units were more positively charged than the anchoring units, implying that electron populations were concentrated in the anchoring ligands. Moreover, in the 1MLCT-anchoring excited state, the concentration of electron density on the anchoring unit was much greater in P2–P4 than in P1 and the difference was about 0.2. This increase in electron population may be related to the effectiveness of electron injection because the anchoring unit was directly attached to TiO₂. However, the difference in NPA among P2–P4 is not so large to identify the best performance of P4.

Ionization Potentials. The ionization properties of the dyes are closely related to the reorganization energies. Table 3 shows the comparison of the calculated and experimental ionization potential (IP) energies. The calculated IPs in vacuum significantly overshot the experimental values from cyclic voltammetry, whereas the calculated IPs in water exhibited better agreement. Although the PCM can fail to represent solvation energies for hydrogen bonding, the agreement in IPs suggested that the PCM for water was applicable for IPs and also for the estimation of reorganization energies. The IPs of P2–P4 were smaller than those of P1 in the calculations. This can be explained by the hyper-conjugation effect of the electron-donating alkyl chain, which destabilized the HOMO composed of the Ru d orbital. However, there was no trend of increasing IP in P4 compared with P2 and P3, as observed experimentally, especially in the calculations of P4-bend1 and P4-straight. This result may indicate an overestimation of the solvent effect (i.e., an underestimation of the hydrophobic effect) in our P4 calculations. If we increase the cavity size of the PCM van der Waals radius to increase the hydrophobic environment, the IP values increase and become closer to the experiment (Table S4).

In a real system, nonyl chains in P4 would be freely rotating at room temperature and water molecules may not be able to locate close to the center of P4. In addition, as discussed in the latter section, dyes may completely cover the TiO₂ surface and be located close to each other. Therefore, the hydrophobic effect in the real system may be more enhanced than that estimated by the monomer calculations in solution.

Reorganization Energy. We calculated the reorganization energies (λ) in PCM water, accounting for the effect of the shape of the cavity at an isovalue of 0.02 electron Å⁻³. Table 4 lists the theoretical λ values (inner, outer, and total) and the experimental total λ estimated from least-squares fitting of the temperature dependence of the charge-transfer rates. The electronic energies contributing to λ in eqs 2 and 3 are shown in Table S5. The internal reorganization energies λᵢ calculated in vacuum, were 0.12–0.16 eV, being relatively small in all the
Table 4. Reorganization Energies (eV)

|       | calcd | calcd | exp. | calcd |
|-------|-------|-------|------|-------|
|       | \(\lambda\) | \(\lambda_{tot}\) | \(\lambda_o\) |       |
| P1    | 0.146 | 1.627 | 2.741 | 1.481 |
| P2    | 0.150 | 1.589 | 2.165 | 1.439 |
| P3    | 0.152 | 1.549 | 2.409 | 1.398 |
| P4-bend1 | 0.149 | 1.548 | 2.886 | 1.399 |
| P4-bend2 | 0.153 | 1.522 | 2.886 | 1.370 |
| P4-straight | 0.125 | 1.559 | 2.886 | 1.434 |

The \(\lambda\) reflected the magnitude of molecular structural changes between the neutral and cationic dyes (Table S3b,c). The dominant contribution of the outer sphere effects \(\lambda_o\) in \(\lambda\) may be attributed to the large solvent—solute interaction with the highly polar water and the electronic states of cationic dyes.32

Vaisier et al.32 and Moia et al.29 did some pioneering calculations of reorganization energies using the PCM. Specifically, in ref 29, ruthenium dyes with NCS ligands, that is, N820 (two bipyridines including a nonyl ligand) and Z907 (two bipyridines including a methyl ligand), had similar structures to P4 and P2, respectively. Their results (\(\lambda = 0.976\) and 0.979 eV for N820 and Z907) and the present results in Table S10 indicated that the substituent effect on reorganization energy was small in the PCM calculations. The absolute values obtained by Moia et al. (1.0 eV) were smaller than the results mentioned here (1.5 eV); however, this was because of the different PCM energy scheme for nonequilibrium systems. If we used the present method for N820 and Z907, the \(\lambda\) values were close to 1.5 eV and similar to those of P1–P4 (see the Supporting Information for details).

In comparison with the calculations, the experimental absolute values of \(\lambda\) were larger (2.1–2.8 eV) and the differences of \(\lambda\) among the four dyes were greater. Also, the trend of \(\lambda\) ordering in the experimental data (P4 > P1 > P3 > P2) was quite different from the calculations. The same tendency was observed for \(\lambda\) in acetonitrile (see the Supporting Information), performed to confirm the feasibility of the PCM in water. The experimental \(\lambda\) was obtained from the method used by Moia et al.29 The squares of the correlation coefficients \(R^2\) were >0.98 when fitting \(\lambda\) to the temperature dependence of the Marcus equation in previous experiments, which suggested that the statistical errors were well-suppressed (See the Supporting Information for details). However, during that fitting, some of the experimental \(J\) values were unexpectedly large (1–10 eV), especially for P4. As discussed below, the maximum theoretical \(J\) values were in the order of \(10^{-3}\) eV. This indicated that there were some systematic errors created by another temperature-dependent source and that the Marcus theory, combined with the simple model of the semi-infinite slab approximation,29 may not work here. Many low-frequency modes of P4 nonyl chains also may degrade the validity of the Marcus model.

Electronic Coupling (\(J\)) and Charge-Transfer Rate (\(\Gamma\)).

Calculations of electronic couplings depended on two monomer distances (\(R\)) that could not be determined precisely from the experiment. Dimarco et al. suggested three ways to estimate \(R\), as follows.30 (i) The upper limit of \(R\) may be calculated from experimental values of dye loading (\(c_0\)), using the relationship \(R = (c_0)^{-1/3}\). Here, they were 21, 21, 23, and 24 Å, for P1, P2, P3, and P4, respectively. This provides the upper limit because the volume of the film used for the calculation of \(c_0\) also contains the TiO2 nanoparticles, where the dyes were not located (see the Supporting Information for more details). (ii) The \(R\) value in case (i) may be corrected as \(R = f_p^{1/3} (c_0)^{-1/3}\) by introducing a porosity factor \(f_p\), which is generally unknown. (iii) The shortest \(R\) may be derived from the molecular diameters shown in Figure 5.

Hence, we calculated the \(J\) values at the longest \(R\) [that is, case (i)] and the shorter \(R\) as 9.4, 9.6, 12.2, and 10.5 Å for P1, P2, P3, and P4-bend1 or P4-straight, respectively. The latter distances were selected so that the two monomers were close without overlap. These distances are also similar to those used previously (around 10 Å),32 which may correspond to a complete monolayer on the TiO2.51 We did not discuss \(J\) and \(\Gamma\) values for P4-bend2 because the monomers overlapped at 14.5 Å distances, and the calculated electronic coupling at 15 Å was very small (\(\sim 10^{-4}\) meV) and not realistic. The conformations of the two monomers are shown in Figure 5, where the planes of their anchoring bipyrils are parallel. We could also confirm in our shorter models of P1–P4 that the oxgens in anchoring phosphates can be attached to titanium atoms on the TiO2(101) surface (Figures S4–S8).

Table 5 shows calculated \(J\) values and charge-transfer rates \(\Gamma\) obtained from the calculated \(\lambda\) at 282 K. They are compared...

Figure 5. Configurations for pairs of ruthenium dye molecules at short distances for P1 (a), P2 (b), P3 (c), P4-bend1 (d), and P4-straight (e).
with experimental $\Gamma$ values. The calculated $J$ and $\Gamma$ values are too small at the longest distances, which indicates that these distances are not realistic. At the shorter distances, the calculated $\Gamma$ for P1–P4 agrees well with the experiment. The agreement becomes slightly worse for P4-straight, and the calculated $\Gamma$ is about 12 times lower than the experimental value. This may be because we did not consider the conformational changes of the nonyl chains as a dimer on TiO$_2$. However, the overall calculation reproduced the qualitative trend of the largest $\Gamma$ for P2. Because of the P3 and P4 bulky structures, we could easily expect that their $J$ and $\Gamma$ could be smaller than those of P2. However, P1 was also smaller than P2. To understand why $J$ is larger for P2 than that for P1, we analyzed the MO coefficients ($C_{MO}$) of the HOMO in Table 6. The summation of $(C_{MO})^2$ for

| dye     | $J$ (meV) | $\Gamma_{calc}$ (s$^{-1}$) at 287 K | $\Gamma_{exp}$ (s$^{-1}$) |
|---------|-----------|-----------------------------------|--------------------------|
| P1      | $2.01 \times 10^{-8}$ | 2.93 | $6.50 \times 10^{-14}$ | 1389.29 | 1370.709 |
| P2      | $4.19 \times 10^{-7}$ | 6.15 | $4.22 \times 10^{-11}$ | 9081.32 | 16,066.88 |
| P3      | $3.87 \times 10^{-7}$ | 1.16 | $5.44 \times 10^{-11}$ | 1010.46 | 1339.271 |
| P4-bend1 | 0.0 | 1.33 | 0.0 | 852.54 | 1213.03 |
| P4-straight | $1.00 \times 10^{-9}$ | 0.54 | $4.81 \times 10^{-16}$ | 95.01 | 1213.03 |

*Experimental $\Gamma$ was obtained as averages of three or four samples with slightly different temperatures (285–289 K) because of the limitation of experimental data.

Table 6. Percentage of Squared Molecular Orbital Coefficients ($C_{MO}$)$^2$ in Each Fragment at HOMO and HOMO – 1 Levels

| level   | dye     | Ru | ancillary | anchoring |
|---------|---------|----|-----------|-----------|
| HOMO    | P1      | 82.6 | 11.5 | 5.9 |
|         | P2      | 81.5 | 12.7 | 5.8 |
|         | P3      | 80.3 | 13.2 | 6.5 |
|         | P4-bend1 | 81.0 | 12.9 | 6.1 |
|         | P4-straight | 81.7 | 12.5 | 5.8 |
| HOMO – 1 | P1      | 78.4 | 16.8 | 4.8 |
|         | P2      | 76.6 | 18.5 | 4.9 |
|         | P3      | 76.2 | 18.1 | 5.7 |
|         | P4-bend1 | 77.8 | 17.4 | 4.8 |
|         | P4-straight | 76.6 | 18.6 | 4.8 |

## CONCLUSIONS

We have presented a theoretical study of the electronic parameters and hole-hopping properties of four ruthenium molecular complexes with alkyl-substituted bipyridine ligands (P1, P2, P3, and P4) used as photosensitizers for DSPECs. The aim was to elucidate why P4, with nonyl substituents, had the best photosensitization efficiency in dye-only experiments, while P2, with methyl substituents, was the best in the presence of the sacrificial agent EDTA.

The lowest peak in the absorption spectra (450 nm) corresponded to the 1MLCT-anchoring state, which shows that P4-bend1 had the largest LHE. This may relate to the high P4 efficiency. Analysis of the electron population in the excited state revealed more population in the P2–P4 anchoring unit than in P1, which may relate to better electron injection in do-DSPECs. However, the differences among P2–P4 were very small, and there was no clear evidence for the best performance of P4 in the do-DSPEC experiment. Different trends were sometimes observed among the three P4 models. Hence, a molecular dynamics study considering nonyl conformations with surrounding water molecules will be needed to assess the ensemble average and to capture the hydrophobic effect more precisely. The experimental high performance of P4 in do-DSPEC may also relate to its weak monomer–monomer interactions, as small $\Gamma$ values of P4 in both calculation and experiment suggested. This weak interaction inhibits self-quenching and increases the photocurrent density.$^{52}$

To investigate the hole-hopping properties, we calculated the reorganization energies $\lambda$ using the PCM. Because the total $\lambda$ was much larger than the inner $\lambda$, the outer effect of the solvent was dominant and the methodological accuracy of the PCM was important. Our results showed similar $\lambda$ values for all four dyes around 1.5 eV, whereas in the experiment, the values varied widely (2.1–2.8 eV) and P4 showed the largest $\lambda$ (2.8 eV). Our calculations may contain some systematic errors as a result of using the PCM and excluding the TiO$_2$ surface from the molecular model.$^{53,54}$ However, we believe that the disagreement with the experimental $\lambda$ mainly derives from the experimental fitting procedure, which used a simple model of charge transfer based on the Marcus theory, without considering the effects of low-frequency modes of long alkyl chains. In support of this, the experimental values of electronic coupling $J$ were obtained as unphysically large (on the order of 10 eV) for P4 when we fitted the data of $\Gamma$ to obtain $\lambda$ and $J$. In contrast, the calculated $J$ values were relatively small ($\sim 10^{-5}$ eV), even at the shorter distances between two monomers. The calculated $\Gamma$
values at the shorter distances agreed well with the experimental values, and the $J$ and $\Gamma$ values for P2 were the largest, consistent with the sa-DSPEC experiment. The reason that P2 had a larger $J$ than that of P1 was attributed to the P2-HOMO expansion into the ancillary bipy units in our analysis of MO coefficients.
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