Microbial communities often face external perturbations that can induce lasting changes in their composition and functions. Our understanding of how multispecies communities respond to perturbations such as antibiotics is limited, with susceptibility assays performed on individual, isolated species our primary guide in predicting community transitions. Here, we studied how bacterial growth dynamics can overcome differences in antibiotic susceptibility in determining community resilience: the recovery of the original community state following antibiotic exposure. We used an experimental community containing *Corynebacterium ammoniagenes* and *Lactobacillus plantarum* that displays two alternative stable states as a result of mutual inhibition. Although *C. ammoniagenes* was more susceptible to chloramphenicol in monocultures, we found that chloramphenicol exposure nonetheless led to a transition from the *L. plantarum*-dominated to the *C. ammoniagenes*-dominated community state. Combining theory and experiments, we demonstrated that growth rate differences between the two species made the *L. plantarum*-dominated community less resilient to several antibiotics with different mechanisms of action. Taking advantage of an observed cooperativity—a dependence on population abundance—in the growth of *C. ammoniagenes*, we next analyzed in silico scenarios that could compromise the high resilience of the *C. ammoniagenes*-dominated state. The model predicted that lowering the dispersal rate, through interacting with the growth at low population densities, could make the *C. ammoniagenes* state fragile against virtually any kind of antibiotic, a prediction that we confirmed experimentally. Our results highlight that species susceptibility to antibiotics is often uninformative of community resilience, as growth dynamics in the wake of antibiotic exposure can play a dominant role.

*Significance*

Antibiotic exposure stands among the most used interventions to drive microbial communities away from undesired states. How the ecology of microbial communities shapes their recovery—e.g., posttreatment shifts toward *Clostridioides difficile* infections in the gut—after antibiotic exposure is poorly understood. We study community response to antibiotics using a model community that can reach two alternative states. Guided by theory, our experiments show that microbial growth following antibiotic exposure can counteract antibiotic susceptibility in driving transitions between alternative community states. This makes it possible to reverse the outcome of antibiotic exposure through modifying growth dynamics, including cooperative growth, of community members. Our research highlights the relevance of simple ecological models to better understand the long-term effects of antibiotic treatment.
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Several microbial traits have been shown to influence community resilience, the ability to return to the initial state after a temporary perturbation (30, 31). Growth rates can play an important role when conditions become favorable after temporary perturbations, as the fastest responders have an advantage at repopulating the ecosystem (32–34). This can potentially increase the resilience of stable states dominated by fast growers. Beyond growth rates, community resilience depends on microbial interactions (35). Within a population, intraspecies interactions, such as cooperative growth, can determine population abundance thresholds separating the capability to recover from temporary harm versus population collapse (36). Interspecies interactions—interactions between different community members—also shape community resilience. Predominantly mutualistic communities can be relatively fragile, as the failure of the weakest member can strongly compromise the survival of the rest (37). While competitive interactions can potentially lead to higher resilience, competition can also increase the number of alternative stable states that the community can reach (7, 38, 39), potentially making transitions between such states more likely. There is a pressing need for a quantitative understanding of the interplay between community member traits and the kinds—and strengths—of perturbations that are required to steer microbial communities between alternative stable states.

Dispersal (40), the flux of individuals entering and leaving the community, can also play key roles in shaping microbial community stability and dynamics. Ingestion, for example, results in the frequent influx of large amounts of microbes into gut-associated communities, where the incoming cells interact with the resident microbiota influencing the overall community dynamics (41). A wealth of theoretical studies postulate that dispersal can enhance community richness and heterogeneity in ecological communities (42, 43), as well as promote regime shifts and fluctuations in species abundances (44–47). Not only this, but also dispersal is essential to reseed community members after local extinctions, which can dramatically increase community resilience (30). Over recent years, some of these theoretical predictions have been experimentally tested in both natural and synthetic microbial communities (48–53). The role of dispersal rates in driving the resilience of alternative stable states of microbial communities to antibiotic exposure is yet to be understood.

In recent work, we characterized a simple model community composed of two species, *Corynebacterium ammoniagenes* and *Lactobacillus plantarum*, that displays two alternative stable states. Both of these species are common in soils, and they are also among the culturable, human-associated microbiota (54). The genus *Lactobacillus* contains several probiotics, including *L. plantarum* (55), often considered beneficial for the host. Such a beneficial role might, however, depend on the ecological context, as members of this genus could also interfere with the recovery of microbial diversity—e.g. through acidification and metabolite production in the gut environment following antibiotic treatment (56). While the *Corynebacterium* genus has a number of human pathogens (57), *C. ammoniagenes* is considered a nonpathogenic species with potential use in the manufacture of prebiotics (58). In the laboratory, *C. ammoniagenes* and *L. plantarum* provide a minimal experimental model to study alternative stable states in microbial communities, as these species interact antagonistically through modifying the environmental pH in opposite directions (13, 38).

Here, we use the *C. ammoniagenes–L. plantarum* experimental community to study shifts between alternative stable states after antibiotic exposure. While monocultures revealed that *C. ammoniagenes* was more susceptible to several antibiotics than its competitor *L. plantarum*, exposing the community to antibiotics resulted in shifts toward the stable state dominated by the more susceptible *C. ammoniagenes*. A simple theoretical model suggested that the most harmed species could still take over the system by growing faster than its competitor after the antibiotic was removed. Experimental measures over a range of experimental conditions verified the faster growth of *C. ammoniagenes*, while they also revealed signatures of cooperative growth. Incorporating cooperativity into the theoretical model predicted an interplay between cooperative growth and dispersal rate in driving community resilience. Indeed, lowering the experimental dispersal rate accentuated the effects of cooperative growth in *C. ammoniagenes*. In these conditions, a wide range of antibiotic perturbations involving different antibacterial mechanisms induced transitions toward the alternative stable state dominated by *L. plantarum*. Our results highlight that species susceptibility to antibiotics is often uninformative of community resilience, and ecological drivers such as cooperative growth and dispersal rates can play a much more dominant role after antibiotic exposure.

**Results**

As a model system to explore the resilience of alternative stable states to antibiotic exposure, we used a laboratory coculture of *L. plantarum* and *C. ammoniagenes*. These two species engage in a mutually inhibitory interaction (Fig. 1A) as a result of opposite and antagonistic modulation of the media pH (13, 38). When coculturing these bacteria under a serial dilution protocol, their mutual inhibition leads to two alternative outcomes in which one or the other species dominates the system. Moreover, applying a low dispersal rate of fresh cells daily during the serial dilutions does not affect the persistence of either outcome, indicating that the two outcomes constitute alternative stable states of the community (Fig. 1B). Beyond multi-stability, this experimental protocol captures some essential phenomena widely observed in microbial ecosystems (30): renewal of the populations via sequential episodes of death (dilutions) and regrowth, competitive interactions between community members, and arrival of new individuals through dispersal.

We next asked whether we could predict how antibiotic exposure induces transitions between the two stable states, based upon antibiotic susceptibility of the species. We found that *C. ammoniagenes* is significantly more susceptible than *L. plantarum* to the antibiotic chloramphenicol (Fig. 1C), with 3.1 μg/mL chloramphenicol being sufficient to inhibit half-maximal growth of *C. ammoniagenes* over 24 h compared to 8.3 μg/mL chloramphenicol for *L. plantarum*. The susceptibility of *C. ammoniagenes* to this antibiotic suggests that chloramphenicol might induce community shifts from the *C. ammoniagenes*-dominated state to the *L. plantarum*-dominated state. To test this hypothesis, we exposed each stable state of the community to 12.5 μg/mL chloramphenicol for one daily cycle. Contradicting the susceptibility-based hypothesis, exposing the community to chloramphenicol revealed that the stable state dominated by the most susceptible species (*C. ammoniagenes*) is resilient to this perturbation—the community returned to its original stable state after the removal of the antibiotic (Fig. 1D and SI Appendix, Fig. S1). In contrast, the *L. plantarum*-dominated state is fragile against this perturbation: The community experienced a transition from the *L. plantarum*-dominated state to the *C. ammoniagenes*-dominated state.
one as a result of chloramphenicol exposure. Starting from the stable state dominated by *L. plantarum*, antibiotic exposure led to a significant decrease in the overall cell abundance reached at the end of the exposure cycle, although no change in species abundance rank occurred until 1 d later—when *C. ammoniagenes* took over the community. The fact that *C. ammoniagenes* increased its abundance from day 3 to day 4 is consistent with chloramphenicol attenuating the competitive effect of *L. plantarum* through reducing its effective growth during the exposure cycle. In the absence of antibiotic, a dominant population of *L. plantarum* effectively leads to extinction the *C. ammoniagenes* cells (∼10^7 colony-forming units [CFU] per culture) that arrive through dispersal at the beginning of each cycle, but in the presence of chloramphenicol such cells can survive—even if they exhibit little or no growth during the antibiotic exposure cycle. Species susceptibility to chloramphenicol was therefore insufficient to predict the direction of community shifts following antibiotic exposure.

In the search for species traits beyond antibiotic susceptibility that could shape community resilience, we measured the exponential phase growth rate of each species. We found that *C. ammoniagenes*, the most susceptible species (Fig. 1C), is also the fastest grower of the two species (Fig. 1E). We hypothesized that the observed growth rate ranking could counteract the ranking of susceptibilities in shaping community resilience to antibiotics: While a higher susceptibility could make the *C. ammoniagenes*-dominated state more fragile against antibiotic exposure, a higher species growth rate could also allow the *C. ammoniagenes* population to recover faster after
perturbations. Noting that this simple hypothesis does not invoke specific antibiotic mechanisms of action, we next studied both the susceptibility ranking and the community outcome of temporary drug exposure for a range of antibiotics spanning several mechanisms of action (Fig. 1 F and G and SI Appendix, Figs. S2 and S3). As expected, when the fast-growing C. ammoniagenes species was also the less susceptible species (as was the case for erythromycin), we observed that antibiotic exposure results in transitions toward the C. ammoniagenes-dominated state (Fig. 1 F and G, Top). On the other hand, in cases where C. ammoniagenes was much more susceptible to the antibiotic (ciprofloxacin and tetracycline) we observed transitions to the L. plantarum-dominated state (Fig. 1 F and G, Bottom). In addition, we found five antibiotics for which the susceptibility ranking favored L. plantarum, and yet community resilience varied from both stable states being resilient—kanamycin and carbenicillin—to only the state dominated by the faster-growing C. ammoniagenes being resilient—chloramphenicol, gentamycin, and ampicillin. These observations were consistent with our hypothesis that differences in species growth rates can counteract differences in antibiotic susceptibility in shaping community resilience.

To gain understanding of how the interplay between species susceptibility and growth rates determines community resilience against antibiotics, we employed a Lotka–Volterra interspecific competition model, modified to include dispersal of cells as well as antibiotic-induced death:

$$\frac{dF}{dt} = r_F(F - \alpha_{FS} S) + D - \delta_F(t) F,$$

$$\frac{dS}{dt} = r_S(S - 1 - \alpha_{SE} F) + D - \delta_S(t) S.$$  \[1\]

$F$ and $S$ are the normalized abundances of a fast-grower and a slow-grower species, respectively; $r_F$ and $r_S$ are the maximum per capita growth rates of each species; $\alpha_{FS}$ and $\alpha_{SE}$ capture the strength of interspecies inhibition; $D$ is the dispersal rate that captures the arrival of fresh cells into the system; and $\delta_F(t)$ and $\delta_S(t)$ are the antibiotic-associated death rates of each species. In the absence of both dispersal and antibiotics [$D = \delta_F(t) = \delta_S(t) = 0$] we recover the competitive Lotka–Volterra model, in which the outcome is bistable if $\alpha_{FS} > 1$ and $\alpha_{SE} > 1$. In agreement with our experimental protocol, we assume that the dispersal rate $D$ is identical for the two species. The mortality rates $\delta_F(t)$ and $\delta_S(t)$ capture differences in the susceptibilities of the species to temporary antibiotic exposure (Fig. 2 A and B).

The modified Lotka–Volterra model predicts that differences in both susceptibility and growth rate shape community resilience against temporary antibiotic exposure. During a given perturbation, the decrease in each normalized species abundance during antibiotic exposure depends on its susceptibility (added death rate in the model), and the recovery dynamics of each species in the wake of antibiotic exposure are highly dependent on its maximum per capita growth rate—either species needs to grow to a significantly high normalized abundance before the nonlinear interaction term becomes high enough to effectively inhibit the competitor species. The phase diagrams in Fig. 2 B and SI Appendix, Figs. S4–S6 show that, through changing either the species growth rate ratio or the susceptibility ratio, the community outcome of antibiotic exposure can change from transitioning to the stable state dominated by the fast grower to transitioning to the stable state dominated by the slow grower. The former case reveals a higher resilience of the stable state dominated by the fast grower, while the latter reveals fragility of this state against the perturbation. In between these two regimes, there is a region where both stable states are resilient to the perturbation and no transitions between alternative stable states follow antibiotic exposure. This simple model is therefore able to recapitulate the core experimental outcomes observed in our community exposed to different antibiotics: The more susceptible species can still take over the community after antibiotic exposure if its relative growth rate is fast enough.

A minimal strength—intensity—of any given perturbation is known to be necessary to meaningfully impact an ecological community, and this includes antibiotic perturbations to microbial communities. Indeed, our model predicts that after weak perturbations in which none of the species are dramatically harmed, the community can recover its original stable state (Fig. 2 C). As the strength of the perturbation (antibiotic-associated death rate) increases, one of the stable states becomes fragile and transitions to the more resilient state occur. To test this prediction experimentally, we temporarily exposed each stable state of the community to a range of chloramphenicol concentrations (Fig. 2 D and SI Appendix, Fig. S7). In agreement with the theoretical prediction, we observed that transitions between stable states following chloramphenicol exposure occur only after crossing a threshold (~6.2 µg/mL) in antibiotic concentration.

To validate the hypothesis that species growth rates could drive community resilience in the experiments, we next asked whether we could also manipulate the growth rate ratio between the two species. In previous work we demonstrated that the mutually inhibitory interaction between the two species is due to an antagonistic feedback with the environmental pH (13, 38). While C. ammoniagenes alkalizes the environment—which favors its own growth and inhibits the growth of its competitor, L. plantarum acidifies the system—which has opposite effects to those of alkalization (Fig. 3 A and SI Appendix, Fig. S8). Given the cooperative nature of these processes, where a higher number of cells should more efficiently modify the pH and, consequently, its own growth rate, we next looked for signatures of cooperative growth in each species. Cooperative growth, also known as the Allee effect (59), implies a decrease in the per capita growth rate at low cell densities. We observed that C. ammoniagenes, in addition to being a faster grower, also displayed a significant abundance dependence in its growth, while the growth of L. plantarum is relatively independent of cell abundance (Fig. 3 B). The observed cooperative growth in C. ammoniagenes suggested that the relative growth rates of the two species could potentially be altered in experimental scenarios where cell populations fall below a given abundance threshold.

To better understand the impact of cooperative growth on community resilience, we modified the theoretical model to account for an abundance-dependent per capita growth rate. In particular, we modified the equation for the dynamics of $F$ as

$$\frac{dF}{dt} = r_F F \left( \frac{F}{a + F} (1 - F) - \alpha_{FS} S \right) + D - \delta_F(t) F,$$  \[2\]

where the parameter $a$ introduces an Allee effect. For the case of monocultures—species growing in isolation with no dispersal and no antibiotic—at high cell densities $F$ still grows faster than $S$ (Fig. 3 C). At low population densities, $F$ experiences a decrease in the per capita growth rate that leads to a switch in the growth rate ranking of the two species. Simulating the effects of antibiotic exposure in coculture scenarios revealed that the impact of the Allee effect on community dynamics
Fast growth can counteract antibiotic susceptibility in shaping community resilience to antibiotics. (A) Minimal theoretical model to study resilience to antibiotic exposure in two-species communities. (B) Phase diagram, and representative time series, showing the outcome of antibiotic exposure in the model. Horizontal (vertical) axis shows the relative growth (death) rate of species $F$ relative to that of species $S$. For similar susceptibilities (added death rates) but significantly different growth rates, the most resilient state is dominated by the fast grower (green region). In contrast, transitions to the state dominated by the slow grower (orange region) are observed for similar growth rates but significantly different susceptibilities. In between the two scenarios, there is a parameter regime (olive green) in which both states are resilient to antibiotic exposure. The basins of resilience are representative of the three qualitative regimes of the community, although the exact position of the interface between regimes depends on the maximum values of $r_F$ and $\delta_F$. Analogously, these three basins of resilience are qualitatively, although not quantitatively, robust to explicitly modeling differences in interaction strengths and carrying capacities (SI Appendix, Fig. S4). (C) Phase diagram indicating the stable state reached by simulated cocultures starting at the indicated abundances. Arrows show the trajectories of communities that start close to either stable state and experience the added death rates that simulate temporary antibiotic exposure (dashed arrows show the trajectories during the simulated antibiotic exposure). Different perturbation strengths correspond to different values for the magnitude of the added death rates while keeping their ratio constant (Materials and Methods). (D) A minimum strength (antibiotic concentration) of the perturbation is needed to experimentally observe transitions between stable states. From an initial state dominated by either species (Top, C. ammoniagenes in green; Bottom, L. plantarum in orange), the matrix shows the final stable state reached by each of three replicate cocultures (rows) that were temporarily exposed to different chloramphenicol concentrations (columns). Ca, C. ammoniagenes; Ip, L. plantarum.

Discussion

Our results highlight the important role of growth traits of community members in shaping the resilience of microbial communities to antibiotic perturbations. In particular, we have shown that differences in the growth rate of community members can drive transitions between alternative stable states in the wake of antibiotic exposure and that these differences can be subject to abundance-dependent growth effects—such as intra-specific cooperation. Moreover, the impact of growth traits on community dynamics after antibiotic exposure can be largely independent of specific antibiotic mechanisms: Our experiments, guided by a simple theoretical model, revealed that fast growth can counteract antibiotic susceptibility in shaping community resilience over a wide range of antibiotic classes. For fixed growth rates, the ratio of species susceptibilities has to cross a given threshold to become the main driver of resilience of this stable state. Under this lower dispersal rate, all eight antibiotics, independent of the species susceptibility ranking, induced transitions toward the alternative stable state dominated by the competitor species L. plantarum. In agreement with the theoretical prediction, these experimental results show that the Allee effect can dramatically reduce the resilience of a community to antibiotic perturbations.
community resilience (Figs. 1 F and G and 2B). Together with recent works revealing additional community-emergent mechanisms (27–29) that shape microbial community resilience, our findings highlight the limitations of monoculture susceptibility assays when trying to predict the response of a community to antibiotics.

Antibiotic-resistant bacteria can play a major role in driving community dynamics following antibiotic exposure. In our experiments, we used nonengineered strains lacking any experimentally added plasmids or chromosomal integrations that could provide resistance. Susceptibility assays showed that *C. ammoniagenes* is generally sensitive to the antibiotics that we tested; it exhibits significant growth reduction in ~3 μg/mL of drugs that inhibit protein synthesis via binding to the ribosomal RNA complex at the 50S subunit—such as chloramphenicol and erythromycin—and even lower concentrations of drugs targeting other subunits in the ribosomal RNA complex—cases for gentamycin and kanamycin—as well as DNA-gyrase inhibitors such as ciprofloxacin. In turn, *L. plantarum* exhibited a broader range of susceptibilities, exhibiting relatively high susceptibility to kanamycin and erythromycin and virtually no susceptibility to ciprofloxacin (an antibiotic to which *L. plantarum* is known to be naturally resistant) (60). As expected, resistance confers a strong advantage to *L. plantarum* in the event of antibiotic exposure, which is consistent with the theoretical prediction that extreme ratios of susceptibilities can offset the importance of growth rate differences between community members (Fig. 2B). Over longer timescales and with multiple antibiotic exposures, it would also be important to consider how evolutionary adaptations alter the resilience of community states.

In a community, interactions between any given species and antibiotics can lead to counterintuitive outcomes. For example, cross-protective interactions can emerge when a species can effectively reduce the bioavailability of antibiotics in a way that benefits other members of the community. Either active (e.g., enzymatic antibiotic degradation) (26, 29) or passive (e.g., via absorption into cells or binding to cell membranes) (28) reduction in antibiotic bioavailability has been shown to drive community dynamics in different scenarios. In the case of our model community, spent media experiments revealed that *C. ammoniagenes* populations can offer modest protection to *L. plantarum* against some antibiotics, especially the beta-lactams ampicillin and carbenicillin ([SI Appendix, Figs. S12 and S13](https://doi.org/10.1073/pnas.2116954119)). This result is consistent with recent findings that binding, followed by deactivation, of beta-lactams by one species can benefit a competitor species (28). This kind of protection was observed only when *C. ammoniagenes* populations exceed a given threshold in abundance: While bulk populations from the *C. ammoniagenes*-dominated state could lead to modest protection to both *C. ammoniagenes* and *L. plantarum* cells against beta-lactams, we did not detect significant protection from either *L. plantarum* populations (that exhibit lower abundance than *C. ammoniagenes* populations; [SI Appendix, Fig. S12](https://doi.org/10.1073/pnas.2116954119)) or dispersal-associated cell populations ([SI Appendix, Fig. S13](https://doi.org/10.1073/pnas.2116954119)). Such cross-protective interactions could therefore compromise the resilience of the *C. ammoniagenes*-dominated community state, since *C. ammoniagenes* is both the most susceptible species and the one exhibiting some degree of cross-protection toward *L. plantarum*. Despite this disadvantage of the *C. ammoniagenes*-dominated state, under the standard dispersal rate in Fig. 1, this state was resilient to most of the antibiotic perturbations. The fact that the dispersal rate, through interacting with the growth of *C. ammoniagenes* at low abundances, qualitatively changed community resilience to six of eight different antibiotics, with only the two cases in which the susceptibility ratio was most favorable to *L. plantarum* remaining unaffected, suggests that cross-protection does not play a major role in determining community resilience in our experiments. We also confirmed that the media pH remained effectively independent of the addition of antibiotics in our experiments, since it could otherwise affect community resilience by interfering with the pH-driven ecological interaction between the two species. These results are consistent with the dominant role of species growth rate differences as drivers of resilience in the *C. ammoniagenes*–*L. plantarum* community. Future work should address the importance of...
growth rate differences relative to other ecological drivers of resilience in different microbial communities and scenarios.

For simplicity and clarity, our theoretical analysis was built around a simple phenomenological model of interspecies interactions and antibiotic inhibition. This approach allowed us to make qualitative predictions across a wide range of antibiotics, but we have also confirmed that the core predictions can be recapitulated in mechanistic models incorporating particular modes of action of antibiotics, such as for bacteriostatic inhibition of cell division by chloramphenicol (SI Appendix, Fig. S14). We used the competitive Lotka–Volterra model to predict qualitatively different regimes of community resilience to antibiotics without the need to account for very specific details of the experimental system, such as finely tuning interspecies interaction strengths, carrying capacities, or discrete dilutions, although the predicted phases of resilience are robust to changes in these different features of the model (SI Appendix, Figs. S4 and S14). Future work could explore the impact of additional growth traits on community resilience, such as the effects of lag times—following antibiotic removal and also nutrient renewal during dilutions—and population heterogeneity in response to antibiotics (61).

Although we did not address more diverse communities experimentally, we extended our model to study the role of growth rates in shaping the resilience of alternative stable states in diverse communities. We simulated communities containing two groups of 10 species displaying strong intergroup inhibition and found that community resilience depends on average susceptibilities and average growth rates (SI Appendix, Fig. S15). Consistent with our results in simple experimental communities, groups of species are generally more resilient as either their average growth rate increases or their average susceptibility decreases. Further extensions of the model, and experiments, should also address whether this generic trend holds under different environments, such as within a host organism. The immune system of a host, for example, can play a major role in promoting, or inhibiting, the growth of different microbial taxa via environmental filtering. Nonetheless, generic ecological trends observed in vitro, e.g., simple rules for community assembly, have also been shown to be informative with relative independence of the immune system in simple experimental hosts such as nematodes (62).

Research in probiotics aims to find dispersal-based ways, through increasing the intake rate of specific taxa, to increase the resilience of gut community states most associated to health. Our results suggest that, beyond tuning the ratio at which community members enter an ecosystem, the overall rate of dispersal could also lead to alternative community outcomes. Persistent C. difficile infections also exhibit potential parallelisms to our observation of dispersal-dependent resilience. While diet-driven dispersal rates can be insufficient to prevent a recurrent C. difficile infection after antibiotic treatments, fecal transplants—a massive dispersal event from a healthy community—are most effective in leading the gut microbiota to a successful recovery. Overall, our results highlight that ecological approaches that account for relatively simple traits of community members can improve predictions of microbial community response to antibiotics.

Materials and Methods

Laboratory Strains. L. plantarum (American Type Culture Collection [ATCC] 8014) and C. ammoniagenes (ATCC 6871) were obtained from ATCC.

Liquid Media, Agar Plates, and Culturing Conditions. Overnight preculures were performed in nutrient media (38): 10 g/L of yeast extract and 10 g/L of soytone (both from Becton Dickinson), pH 7. The experiments were performed in supplemented base media (SBM) (38). The stock of base media was prepared as 1g/L yeast extract, 1 g/L soytone, 10 mM sodium phosphate buffer, 0.1 mM CaCl₂, 2 mM MgCl₂, 4 mg/L NiSO₄, 50 mg/L of MnCl₂, 1× Trace Metals Mixture (Teknova), and 10 mM sodium phosphate, pH adjusted to 6.5. SBM was prepared daily by supplementing base media with 10 g/L glucose and 8 g/L urea. All media were filter sterilized using the WWR Bottle Top Filtration Unit. Plating was performed on Tryptic Soy Broth (TSB) (Teknova) with 2.5% agar (Becton Dickinson) in which we adjusted the pH to different values for selective plating (see below). Before plating for CFU counting, experimental cultures were diluted in phosphate-buffered saline (PBS) (Corning).

Before starting experiments, samples of bacterial isolates were thawed and streaked in TSB agar plates (pH 7) and incubated at 30 °C for 48 h. Individual colonies were then picked from these plates to start overnight preculures, which took place in 5 mL nutrient media, inside 50 mL Falcon tubes for 24 h shaking at 250 rpm on a New Brunswick Innova 2100 shaker (Eppendorf). Experimental cultures took place in 96-deepwell plates covered with AeraSeal adhesive sealing films (Excell Scientific), shaking at 1,350 rpm on a Heidolph platform shaker (Titramax 100; Heidolph North America). All preculures and cultures were incubated at 30 °C, relative humidity 50%.

Experimental Cocultures, Daily Dilutions, Dispersal, and Antibiotic Exposure. Overnight preculures of both C. ammoniagenes and L. plantarum were washed in 15 mL of base media and their cell abundance was adjusted so that they exhibit an optical density (OD) cm of ∼2.0. To begin an experiment, we mixed the two OD-adjusted populations at the target initial ratio (e.g., 95% of one species and 5% of the other, in volume) and inoculate 3 μL of the mix into a single well of the experimental plate containing 207 μL of fresh SBM.

At the end of every daily cycle, a 30-fold dilution was applied by transferring 7 μL of the experimental cultures into 203 μL of fresh SBM using a Viallo 96-well pipettor (Viallo settings: Pipette-Mix program, aspirating 3 μL, three mixing cycles, mixing volume 10 μL, speed 6).

To apply the daily dispersal, we washed fresh overnight preculures and adjusted their OD to 2.0 as indicated above. Then we performed a second round of adjustment of cell abundance to a final OD/cm of 0.37 for C. ammoniagenes and 0.24 for L. plantarum. We then mixed 10 mL of each monoculture, resulting in 20 mL of the migrant cells mix. Using a Viallo 96-well pipettor, 3 μL of the migrant mix were inoculated into the (210 μL) experimental cultures right after each dilution cycle (Viallo settings: Pipette-Mix program, aspirating 3 μL, three mixing cycles, mixing volume 10 μL, speed 6). This resulted in a daily inoculation of (1.2 ± 0.1) · 10⁶ fresh cells from each species into the culture (13). For the low-migration (∼10⁴ cells per day for each species) condition considered in Fig. 3 E and F, the migrant cells mix was 10x diluted before inoculation into the experimental plates.

For the experiments involving community exposure to antibiotics, the SBM in the experimental plate for day 3 was supplemented with the indicated antibiotic concentration before the daily dilution took place.

Estimation of Population Densities (CFU/mL). For CFU counting, 10 μL of PBS-diluted cultures were plated on TSB agar. We used agar plates at pH 5 for selective plating of L. plantarum and at pH 10 to select for C. ammoniagenes colonies.

To prepare the 10-μL droplets, we serially diluted the experimental cultures via 10-fold dilutions (maximal dilution factor was 10⁻⁵) using a 96-well pipettor (Viallo 96; Integra Biosciences), using the program “pipet/mix” (pipetting volume, 20 μL; mixing volume, 180 μL; mixing cycles, 5; mixing and pipetting speed, 8). The 10-μL droplets were then transferred to 150-mm diameter agar plates with the 96-well pipettor (program “reverse pipette”: uptake volume, 20 μL; released volume, 10 μL; pipetting speed, 2). Droplets were allowed to dry and the plates were incubated at room temperature for 1 to 2 d until colonies were visible. The different dilution steps allowed us to find a dilution at which colonies could be optimally counted with a Leica dissecting microscope (between ∼5 and ∼50 colonies). Up to three plating replicates per condition were performed to increase accuracy at measuring population densities.
pH Measurement. After performing the daily dilution, 130 μL samples of the saturated cultures were transferred into 96-well PCR plates (VWR) and the pH was measured using a pH microelectrode (Orion, PerpHeCT, ROSS).

Antibiotic Susceptibility Measurements (Half-Maximal Inhibitory Concentration). To measure the half-maximal inhibitory concentration (IC50) of the different antibiotics for each species, we prepared a series of 2 × 10 dilutions of the antibiotic in SBM. The maximum concentration of antibiotic was 25 μg/mL for both kanamycin and gentamycin and 100 μg/mL for each of the other six antibiotics. A total of 207 μL of the antibiotic solutions was then transferred to a 96-well plate (300 μL capacity; VWR) where 3 μL of a monoculture of either C. ammonigenes or L. plantarum was inoculated. Each inoculum contained ∼106 cells that were prepared through washing and diluting overnight precultures as described above. The 96-well plate was incubated at 30 °C with shaking in a Tekan Infinite M200Pro plate reader, and OD 600 nm measurements were taken every 15 min. We determined the IC50 of each antibiotic for each bacterial species as the minimal concentration that reduced growth by at least 50% of the antibiotic-free growth after 24 h (taking in each case the average IC50 of three replicate experiments).

Maximum Growth Rates and Allee Effect. To measure growth rates in the absence of the antibiotics (Fig. 1E), monocultures of C. ammonigenes and L. plantarum were prepared and incubated as for the IC50 measurements, but in antibiotic-free conditions. We used eight technical replicates for each species and repeated the experiment three times, leading to the 24 growth time series in Fig. 1E. Maximum growth rates were obtained by fitting an exponential growth rate to the data for each monoculture within the OD range 10−4 to 5 × 10−2 cm−1, and then we computed the average over all replicates for each species.

To measure the Allee effect (Fig. 3B) we prepared an initial population of 10⁶ cells as described above and also a range of initial population densities obtained through additional dilution steps. We also measured the OD of a 10⁶ cells population prepared in identical conditions and used its OD value to compute the expected initial OD of all the initial populations in the experiment (for which the initial OD was near or below the detection limit). The resulting monocultures covering a range of initial cell densities were incubated in a plate reader in the same conditions described above for the maximum growth rates measurements. The effective growth rate in Fig. 3B was computed through the ratio log(O DVthreshold) / ODthreshold where tDVthreshold is the time that each population took to reach an optical density threshold ODthreshold = 10⁻² cm⁻¹, and ODv is the initial OD of that population.

Simulations. The set of equations in [1] and its extension in [2] were numerically solved in R using the differential equation solver ode() in the deSolve library. Unless stated otherwise, all numerical simulations used the parameter values

$$\begin{align*}
T_f &= 0.54 \text{ h}^{-1} \\
T_r &= 0.43 \text{ h}^{-1} \\
\delta_S &= 1.25 \\
D &= 10^{-4} \text{ h}^{-1} \\
\delta_1 &= 0.9 \text{ h}^{-1} \text{ if } 72 < t < 96 \\
\delta_2 &= 0.7 \text{ h}^{-1} \text{ if } 72 < t < 96 \\
\alpha &= 10^{-4},
\end{align*}$$

where the condition for the added death rates, $\delta_1$ and $\delta_2$, means that the corresponding death rates were applied only temporarily within the interval $t \in [72, 96]$ simulated hours and were both equal to zero otherwise.

To vary the growth rate ratio in Fig. 2B, we kept constant the growth rate $T_f = 1.0$ as we decreased the value of $T_r$. To vary the death rate ratio in Fig. 2B, we kept constant the death rate of $\delta_1 = 1.3$ as we decreased the value of $\delta_2$. The weak antibiotic shock in Fig. 2C was implemented using $\delta_1 = 2.2$ and $\delta_2 = 0.5$.

Data Availability. All study data are included in this article and/or SI Appendix. Raw data and associated R codes are available at https://github.com/DanielRAmor/Fast-growth-can-counteract-susceptibility.
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