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Abstract—In this paper we consider the joint problems of state estimation and model identification for a class of continuous-time nonlinear systems in output-feedback canonical form. An adaptive observer is proposed that consists of an extended high-gain observer interconnected with a discrete-time identifier. The extended observer provides the identifier with a data set permitting the identification of the system model, and the identifier adapts the observer according to the new estimated model. The design of the identifier is approached as a system identification problem, and a set of sufficient conditions are presented that, if satisfied, allow different identification algorithms to be used for the adaptation phase. The case of recursive least-squares and of wavelet-based identifiers performing a multiresolution black-box identification are specifically addressed. Stability results are also given in terms of an input-to-state stability property relative to such asymptotic estimates. An adaptive observer interconnected with a discrete-time identifier. The gain observer is the measured output, and its prediction capabilities of the identifier. Robustness to additive disturbances affecting the system equations and measurements is crucial importance in many contexts, as for instance in model predictive control [2] and control in presence of delays [3], where models are used to cast predictions, in tracking and output regulation [4], in which they are used to model the exogenous references or disturbances acting on the system, and in signal processing and the related applications [5], [6], in which models are used to extract information on the surrounding environment and to detect events. In this paper we jointly consider both the problems of estimating the system state $x$ and its model $\phi$.

The problem of designing adaptive observers for uncertain nonlinear systems boasts decades of active research, and it constitutes nowadays an important branch of adaptive control. The class of systems $\phi$, in turn, is among the most studied, and the many contributions developed in the years mainly differ in terms of the hypotheses on the structure of the uncertain model here represented by $\phi$. Systems in which the uncertainty is concentrated in a set of parameters entering linearly in the model have been considered for instance in [7], [8], [9] and [1], where in the latter work also robustness to additive disturbances (modeled by $d$ in (1)) is proved. Related extensions to multivariable systems and more general forms appeared in [10], [11] in a disturbance-free setting. Adaptive observers for models admitting nonlinear parametrizations in the uncertain parameters started to appear in more recent times (see [12], [13], [14], [15] and the references therein). In particular, in [12] a general class of high-gain observers was endowed with an adaptation mechanism of the kind of those proposed in [11]; in [13], a fairly more general class of nonlinear parametrization was considered for uniformly observable systems, where also robustness to disturbances $d$ affecting the system’s dynamics is shown to hold; in [14], the theory of nonlinear Luenberger observers [16] was applied to estimate the state and parameters of uncertain linear systems and, in [15], more general systems exhibiting nonlinearities both in the states and parameters are dealt with by using the same arguments of [17] in dealing with non-uniformly observable systems.

Most of the existing approaches are strongly based on a canonical “adaptive control” perspective, in which all the uncertainty is concentrated in a finite set of parameters with known dimension, whose knowledge would result in the knowledge of the true system to be observed. In line with the certainty equivalence principle, uncertainty is usually dealt with by using an estimate of the true uncertain parameter, whose adaptation is carried out by ad hoc adaptation laws induced by a Lyapunov analysis or by immersion arguments. While for linear systems parametric perturbations do actually

\begin{align*}
\dot{x}_i &= x_{i+1} + d_i & i = 1, \ldots, n - 1 \\
\dot{x}_n &= \phi(x) + d_n \\
y &= x_1 + \nu
\end{align*}

where $x = (x_1, \ldots, x_n) \in \mathbb{R}^{np}$, $x_i \in \mathbb{R}^p$, is the state, $y \in \mathbb{R}^p$ is the measured output, $d := \text{col}(d_1, \ldots, d_n) \in \mathbb{R}^{np}$ and $\nu \in \mathbb{R}^p$ are unknown disturbances, and $\phi : \mathbb{R}^{np} \to \mathbb{R}^p$ is a function unknown to the designer and fulfilling technical assumptions specified later. For the class of systems (1), in this paper we consider the problem of designing an adaptive observer that, when the disturbances $d$ and $\nu$ are not present, produces asymptotically “good” estimates of both the system’s state $x$ and the system’s model $\phi$, and that, when instead $d$ and $\nu$ are present, guarantees a corresponding “input-to-state stability” property relative to such asymptotic estimates. An adaptive observer with those properties is called in [11] a robust adaptive observer.

State estimation is a problem of primary interest in control, and its applications are ubiquitous in all the related engineering areas. Having available good models, on the other hand, is of crucial importance in many contexts, as for instance in model predictive control [2] and control in presence of delays [3], where models are used to cast predictions, in tracking and output regulation [4], in which they are used to model the exogenous references or disturbances acting on the system, and in signal processing and the related applications [5], [6], in which models are used to extract information on the surrounding environment and to detect events. In this paper we jointly consider both the problems of estimating the system state $x$ and its model $\phi$.

The problem of designing adaptive observers for uncertain nonlinear systems boasts decades of active research, and it constitutes nowadays an important branch of adaptive control. The class of systems (1), in turn, is among the most studied, and the many contributions developed in the years mainly differ in terms of the hypotheses on the structure of the uncertain model here represented by $\phi$. Systems in which the uncertainty is concentrated in a set of parameters entering linearly in the model have been considered for instance in [7], [8], [9] and [1], where in the latter work also robustness to additive disturbances (modeled by $d$ in (1)) is proved. Related extensions to multivariable systems and more general forms appeared in [10], [11] in a disturbance-free setting. Adaptive observers for models admitting nonlinear parameterizations in the uncertain parameters started to appear in more recent times (see [12], [13], [14], [15] and the references therein). In particular, in [12] a general class of high-gain observers was endowed with an adaptation mechanism of the kind of those proposed in [11]; in [13], a fairly more general class of nonlinear parametrization was considered for uniformly observable systems, where also robustness to disturbances $d$ affecting the system’s dynamics is shown to hold; in [14], the theory of nonlinear Luenberger observers [16] was applied to estimate the state and parameters of uncertain linear systems and, in [15], more general systems exhibiting nonlinearities both in the states and parameters are dealt with by using the same arguments of [17] in dealing with non-uniformly observable systems.

Most of the existing approaches are strongly based on a canonical “adaptive control” perspective, in which all the uncertainty is concentrated in a finite set of parameters with known dimension, whose knowledge would result in the knowledge of the true system to be observed. In line with the certainty equivalence principle, uncertainty is usually dealt with by using an estimate of the true uncertain parameter, whose adaptation is carried out by ad hoc adaptation laws induced by a Lyapunov analysis or by immersion arguments. While for linear systems parametric perturbations do actually
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1. INTRODUCTION

A. Problem Description and Literature Overview

We consider nonlinear systems of the form

\begin{align*}
\dot{x}_i &= x_{i+1} + d_i & i = 1, \ldots, n - 1 \\
\dot{x}_n &= \phi(x) + d_n \\
y &= x_1 + \nu
\end{align*}

where $x = (x_1, \ldots, x_n) \in \mathbb{R}^{np}$, $x_i \in \mathbb{R}^p$, is the state, $y \in \mathbb{R}^p$ is the measured output, $d := \text{col}(d_1, \ldots, d_n) \in \mathbb{R}^{np}$ and $\nu \in \mathbb{R}^p$ are unknown disturbances, and $\phi : \mathbb{R}^{np} \to \mathbb{R}^p$ is a function unknown to the designer and fulfilling technical assumptions specified later. For the class of systems (1), in this paper we consider the problem of designing an adaptive observer that, when the disturbances $d$ and $\nu$ are not present, produces asymptotically “good” estimates of both the system’s state $x$ and the system’s model $\phi$, and that, when instead $d$ and $\nu$ are present, guarantees a corresponding “input-to-state stability” property relative to such asymptotic estimates. An adaptive observer with those properties is called in [11] a robust adaptive observer.

State estimation is a problem of primary interest in control, and its applications are ubiquitous in all the related engineering areas. Having available good models, on the other hand, is of crucial importance in many contexts, as for instance in model predictive control [2] and control in presence of delays [3], where models are used to cast predictions, in tracking and output regulation [4], in which they are used to model the exogenous references or disturbances acting on the system, and in signal processing and the related applications [5], [6], in which models are used to extract information on the surrounding environment and to detect events. In this paper we jointly consider both the problems of estimating the system state $x$ and its model $\phi$.

The problem of designing adaptive observers for uncertain nonlinear systems boasts decades of active research, and it constitutes nowadays an important branch of adaptive control. The class of systems (1), in turn, is among the most studied, and the many contributions developed in the years mainly differ in terms of the hypotheses on the structure of the uncertain model here represented by $\phi$. Systems in which the uncertainty is concentrated in a set of parameters entering linearly in the model have been considered for instance in [7], [8], [9] and [1], where in the latter work also robustness to additive disturbances (modeled by $d$ in (1)) is proved. Related extensions to multivariable systems and more general forms appeared in [10], [11] in a disturbance-free setting. Adaptive observers for models admitting nonlinear parameterizations in the uncertain parameters started to appear in more recent times (see [12], [13], [14], [15] and the references therein). In particular, in [12] a general class of high-gain observers was endowed with an adaptation mechanism of the kind of those proposed in [11]; in [13], a fairly more general class of nonlinear parametrization was considered for uniformly observable systems, where also robustness to disturbances $d$ affecting the system’s dynamics is shown to hold; in [14], the theory of nonlinear Luenberger observers [16] was applied to estimate the state and parameters of uncertain linear systems and, in [15], more general systems exhibiting nonlinearities both in the states and parameters are dealt with by using the same arguments of [17] in dealing with non-uniformly observable systems.

Most of the existing approaches are strongly based on a canonical “adaptive control” perspective, in which all the uncertainty is concentrated in a finite set of parameters with known dimension, whose knowledge would result in the knowledge of the true system to be observed. In line with the certainty equivalence principle, uncertainty is usually dealt with by using an estimate of the true uncertain parameter, whose adaptation is carried out by ad hoc adaptation laws induced by a Lyapunov analysis or by immersion arguments. While for linear systems parametric perturbations do actually
exhaust the kind of model uncertainties we may care about, this is definitely not the case for nonlinear systems, where limiting to parametric perturbations means considering variations of functions in quite non-standard topologies [18]. Furthermore, the assumption of a known parametrization is also “not robust” relative to quite standard topologies, in the sense that even if a nominal model admits the supposed parametrization, any arbitrarily “small” neighborhood of the nominal model will contain functions not having such structure. This, indeed, makes the approaches constructed around the notion of a “true model” conceptually fragile, especially in view of the fact that robustness to disturbances is usually not shown. In particular, among the aforementioned approaches, only [1], [13] and [14] consider robustness to disturbances affecting the system dynamics (d in (1),) and only [14] considers also measurement noise (ν in (1)). The result of [14], however, limits to linear systems, and the robustness property is in general only local in both d and ν, and can be strengthened to a global property only under some boundedness conditions on the parametrization.

### B. Objectives, Results and Organization of the Paper

The main goal of this paper is to propose a class of robust adaptive observers estimating both the state and the model of the system (1), whose construction is not tailored around the assumption of a known structure of the system’s model φ and does not necessarily rely on the existence of a “true model” and of a corresponding “true parameter” to estimate. Instead, we aim to approach model estimation as a system identification problem [19], with the goal of connecting the quality of the state and model estimation to the prediction performance of the employed identification scheme. The quest of estimating the “true” parameter is thus substituted with that of finding the best model possible and, accordingly, the objective of asymptotic state estimation is substituted by a weaker optimality property of the identified model, more likely achievable robustly. In this way, we aim at opening the doors to nonlinear “black-box” techniques and universal approximators [20], [21], by adopting, however, standard analysis tools typical of systems and control theory.

System identification is a very rich and developed research area, and an enormous variety of techniques and algorithms exist whose applicability strongly depends on the kind of signals coming into play. Consistently with the aforementioned objective, we do not intend here to focus on a single identification algorithm, that would inexorably make sense only for a restricted class of models of φ. Rather we aim to extract and provide generic sufficient conditions that an arbitrary identification algorithm must satisfy to be used in the framework, while leaving to the user the choice on what particular strategy to employ depending on the a priori qualitative information available on the system. In these terms, we seek a solution which is modular in the choice of the adaptation strategy and, thus, which can be adapted to the particular application context and to the amount and quality of the a priori information that the designer has on the system.

To this end, we endow an extended high-gain observer with a class of discrete-time identifiers satisfying some strong stability assumptions detailed later. The extended observer provides the identifier with a “dirty” data set that the identifier can use to extract information about the system model φ. The identifier, in turn, adapts the extended observer according to its best guess of φ, thus increasing the observer performance. The main result of the paper is an approximate result stating that the adaptive observer produces an estimate of the system’s state and model that is asymptotically bounded by the “size” of the disturbances d and ν, and by the prediction capabilities of the chosen identifier.

The paper is organized as follows. In Section II we present the adaptive observer structure; in Section III we give the main result; in Section IV we show how an identifier implementing the well-known recursive least-squares scheme can be constructed, and based on that, we propose a recursive identifier performing a black-box identification procedure based on wavelet and multiresolution analysis. Finally in Section V we present an example.

### C. Contribution of the Paper

State estimation for systems of the form (1) in presence of uncertain φ, alone, is a problem that does not actually need adaptation to give acceptable results when “single experiments” are concerned. As a matter of fact, in a noise-free context, standard high-gain observers can be used to obtain a practical state estimate without knowing φ exactly [22], or sliding-mode and homogeneous observers can be used to get a theoretically asymptotic estimate by just knowing a bound on φ(x) [23], [24]. The use of adaptation, in turn, is typically motivated when also the model of the observed system is needed other than its state, or when one is interested to obtain an observer that is actually able to generate the trajectories of (1). The main contribution of this paper concerns this latter cases, where it intersects the already vast literature on adaptive observation. Compared to the existing approaches, in this paper adaptation is treated in more general terms as a system identification problem, and the proposed solution is modular in the choice of the adaptation strategy, thus allowing the user to employ different techniques depending on the actual needs. This, in turn, requires a different approach to the analysis and synthesis that is based on a logical separation of the roles of the observer and the identifier. Furthermore, the proposed design is intrinsically robust to measurement noise and additive disturbances, without the need of introducing tedious modifications of the adaptive strategy or the observer. Regarding the actual design of identifiers, as a particular case we show that the well-known least-squares schemes fit into the framework, and we propose a novel black-box identifier performing a wavelet multiresolution approximation of arbitrary $L^2$ functions.

The observer is specifically designed to support discrete-time identifiers. This is motivated by the fact that system identification approaches are usually discrete-time. Their use, however, comes with the price of a considerable technical overhead, requiring to study the overall interconnection in the formal context of hybrid dynamical systems [25].
D. Notation

We denote by $\mathbb{R}$, $\mathbb{N}$ and $\mathbb{Z}$ the set of real, natural and integer numbers, and we let $\mathbb{R}_+ := [0, \infty)$. If $S$ is a set, card$S$ denotes its cardinality. We denote by $| \cdot |$ any norm whenever the underlying normed space is clear. If $S$ a subset of a normed vector space $X$ and $x \in X$, we let $|x| := \inf_{s \in S} |x - s|$. With $A_1, \ldots, A_n$ matrices, we denote by $\text{col}(A_1, \ldots, A_n)$ and $\text{diag}(A_1, \ldots, A_n)$ their column and diagonal concatenations.

For an indexed family of matrices $\{A_k\}_{k \in \mathbb{B}}$, we also use the notation $\text{col}(A_k \mid b \in \mathbb{B})$. We denote by $\text{msv}(A)$ the minimum non-zero singular value of the matrix $A$. A function $\gamma : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ belongs to $\text{class-}K (\gamma \in K)$ if it is continuous, strictly increasing and $\gamma(0) = 0$. If moreover $\gamma(s) \rightarrow s^{-\infty}, s \in K$. A continuous function $\beta : \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ belongs to $\text{class-KL} (\beta \in KL)$ if for each $t \in \mathbb{R}_+$, $\beta(t, t) \in K$ and for each $s \in \mathbb{R}_+$, $\beta(s, s)$ is a hybrid arc and $\beta(s, t) \rightarrow t^{+} = 0$. For $k \in \mathbb{N}$, $\mathbb{C}^k$ denotes the set of $k$-times continuously differentiable functions. If $\phi$ is a function, supp $\phi$ denotes its support. $L^2(X)$ denotes the Lebesgue space of square integrable functions $X \rightarrow \mathbb{R}$. We denote by $(\cdot, \cdot)$ the usual scalar product in $L^2(X)$ and we equip $L^2(X)$ with the norm $|\cdot| := \sqrt{(\cdot, \cdot)}$.

In this paper we deal with hybrid systems, which are dynamical systems whose state may exhibit both a continuous-time evolution and impulsive changes. Hybrid systems are formally described by equations of the form \[ \Sigma : \begin{cases} \dot{x} &= F(x, u) \\ x^+ &= G(x, u) \end{cases} \] where $x$ denotes the state, $u$ an exogenous input, and $C$ and $D$ denote the sets in which continuous and discrete-time dynamics are allowed. In particular, the first equation of (2) means that the state can evolve according to $\dot{x} = F(x, u)$ whenever $(x, u) \in C$. The second equation means that the state can exhibit an impulsive change, from $x$ to $x^+ := G(x, u)$, whenever $(x, u) \in D$. The solutions of (2) are defined over hybrid time domains, which generalize the usual time domains $\mathbb{R}$ and $\mathbb{N}$ of continuous and discrete-time systems. In particular, a compact hybrid time domain is a subset of $\mathbb{R}_+ \times \mathbb{N}$ of the form $T = \bigcup_{j=0}^{J} [t_j, t_{j+1}] \times \{j\}$ for some $J \in \mathbb{N}$ and $0 = t_0 \leq t_1 \leq \cdots \leq t_J \in \mathbb{R}_+$. A set $T \subset \mathbb{R}_+ \times \mathbb{N}$ is a hybrid time domain if for each $(T, J) \in \mathbb{R}_+ \times \mathbb{N}$, $T \cap [0, T) \times \{\ldots, J\}$ is a compact hybrid time domain. For $(t, j), (s, i) \in T$, we write $(t, j) \preceq (s, i)$ if $t + j \leq s + i$, and we let $u(t, j) : = \sup_{t \in \mathbb{R}} (t, j) \in T$, $t_j := \inf_{t \in \mathbb{R}} (t, j) \in T$ and we define $j_i$ and $j^+_i$ in a similar way.

A function $\phi : T \rightarrow \mathcal{X}$ defined on a hybrid time domain $T$ is called a hybrid arc if $(x(j), j)$ is locally absolutely continuous for each $j$. Hybrid arcs define the space in which the solutions of (2) live, and they play the same role of absolutely continuous signals in a standard continuous-time setting. Further restrictions are needed for a hybrid arc to be used as input in (2). In particular, a hybrid input $u$ is a hybrid arc such that $u(t, j)$ is locally essentially bounded and Lebesgue measurable for each $j$. A pair $(x, u)$ is called a solution pair to (2) if $x$ is a hybrid arc, $u$ is a hybrid input, and $(x, u)$ satisfy (2). We call a solution pair complete if its time domain is unbounded.

II. THE ADAPTIVE OBSERVER

The system (1) can be written in compact form as
\[ \begin{align*} \dot{x} &= Ax + B\phi(x) + d \\ y &= Cx + u \end{align*} \] with
\[ A := \begin{pmatrix} 0_{(np-p) \times p} & I_{np-p} \\ 0_p & 0_{p \times (np-p)} \end{pmatrix}, \quad B := \begin{pmatrix} 0_{(np-p) \times p} \\ I_p \end{pmatrix}, \quad C := \begin{pmatrix} I_p \\ 0_{p \times (np-p)} \end{pmatrix}. \]

On system (3) we make the following assumption.

Assumption 1. The function $\phi$ is locally Lipschitz. Moreover, $d$ and $\nu$ are hybrid inputs and there exist (known) compact sets $X_0 \subset \mathcal{X} \subset \mathbb{R}^n$ and, for each $x_0 \in X_0$, a set $\mathbb{D}(x_0)$ of hybrid inputs with values in $\mathbb{R}^n$, such that each solution pair $(x, d)$ to (3) with $x(0) \in X_0$ and $d \in \mathbb{D}(x(0))$ satisfies $x(t) \in \mathcal{X}$ for all $t \in \text{dom} x$.

Remark 1. Assumption 1 is a boundedness condition requiring the solutions to (3) originating inside a known, arbitrary compact set $X_0$ to be uniformly bounded. Since the effect of $d$ on the time evolution of $x$ depends on the value of $\phi$, then Assumption 1 imposes a joint restriction on $\phi$ and the class of admissible disturbances $d$.

Remark 2. We underline that the exogenous signals $d$ and $\nu$ are required to be hybrid inputs and, as such, they must be locally Lebesgue measurable and essentially bounded (see the notation section). Therefore, the results presented in this paper do not completely cover the case in which $d$ and $\nu$ are realizations of common stochastic processes such as Gaussian processes, as they may not be locally essentially bounded, thus failing to be hybrid inputs. In turn, the results presented in this paper only apply to those realizations that fit into the definition of hybrid input and for which Assumption 1 above holds.
The proposed adaptive observer is then a system whose dynamics is described by the following hybrid equations

\[
\begin{align*}
\dot{\tau} &= 1 \\
\dot{x} &= Ax + B\phi(x) + d \\
\dot{\xi} &= \psi(\theta, \dot{x}, \xi) + \Lambda_2(g)(y - \hat{x}_1) \\
\dot{z} &= 0, \\
\dot{\theta} &= 0 \\
(\tau, \dot{x}, \xi, z, \theta, y) &\in C_\tau \times \mathbb{R}^{np} \times \mathbb{R}^p \times \mathcal{Z} \times \mathbb{R}^{ns} \times \mathbb{R}^p
\end{align*}
\]

(4)

where \( \Lambda_1(g) \in \mathbb{R}^{np \times p}, \Lambda_2(g) \in \mathbb{R}^{p \times p}, \psi : \mathbb{R}^{ns} \times \mathbb{R} \to \mathbb{R}^p \), \( \psi : \mathcal{Z} \times \mathbb{R}^{np} \times \mathbb{R}^p \to \mathcal{Z} \), \( \gamma : \mathbb{R}^{ns} \to \mathbb{R}^p \), and

\[
C_\tau := [0, T], \quad D_\tau := [T, T],
\]

(5)

in which \( g > 0 \) is a control parameter, \( n_\theta \in \mathbb{N} \), \( \mathcal{Z} \) is a finite-dimensional normed vector space, and \( T, T \in \mathbb{R}_+ \) satisfy \( 0 < T \leq T < \infty \). The observer is composed of different subsystems. The subsystem \( \tau \) is a clock, whose tick determines the next jump time. As clear from the definition of the sets \( C_\tau \) and \( D_\tau \), the jumps of (4) need not be periodic, and any clock strategy is possible provided that the time between two successive jumps is lower-bounded by \( T \) and upper-bounded by \( T \). The subsystem formed by \( \dot{x} := \dot{x}(\dot{x}_1, \ldots, \dot{x}_n) \in \mathbb{R}^{np} \) and \( \xi \in \mathbb{R}^p \) is an extended observer, while the subsystem \( z \), called the identifier, is a dynamical system implementing the chosen identification scheme. The identifier is a discrete-time system processing the state \( (\dot{x}, \xi) \) of the extended observer and giving as output the variable \( \theta \in \mathbb{R}^{ns} \). Through the output \( \theta \), the identifier affects the observer’s dynamics by adapting the “consistency term” \( \psi(\dot{x}, \xi) \). The construction of the identifier and the extended observer subsystem is detailed in the next sections.

A. The Identifier

The identifier is a discrete-time system constructed to solve an identification problem cast on the samples of the following system (referred to as the core process)

\[
\begin{align*}
\dot{\tau} &= 1 \\
\dot{x} &= Ax + B\phi(x) + d \\
\dot{\xi} &= \psi(\theta, \dot{x}, \xi) + \Lambda_2(g)(y - \hat{x}_1) \\
\dot{z} &= 0, \\
\dot{\theta} &= 0 \\
(\tau, \dot{x}, \xi, z, \theta, y) &\in (C_\tau \cup D_\tau) \times \mathcal{X} \times \mathbb{R}^{np}
\end{align*}
\]

(6)

with outputs \( \alpha_{in} \in \mathbb{R}^{np} \) and \( \alpha_{out} \in \mathbb{R}^p \) defined as

\[
\alpha_{in} := x, \quad \alpha_{out} := \phi(x),
\]

and with initial conditions \((\tau(0), x(0))\) belonging to \((C_\tau \cup D_\tau) \times \mathcal{X}_0\) and disturbances \( d \) restricted to \( D(x(0)) \). At each jump time \( j \), the inputs \( \alpha_{in} \) and \( \alpha_{out} \) provide a data set \( \{(\alpha_{in}^j(i), \alpha_{out}^j(i))\}_{i=0}^{j-1} = \{(x(i), \phi(x(i)))\}_{i=0}^{j-1} \) from which the identifier can infer a guess of \( \phi \). The input \( \alpha_{in} = x \), indeed, plays the role of a regressor (or independent variable), while \( \alpha_{out} = \phi(x) = \phi(\alpha_{in}) \) that of the dependent variable. The role of the identifier is then to find the model relating \( \alpha_{in} \) and \( \alpha_{out} \) which fits at best with the samples contained in the data set. The core process plays a fundamental “qualitative” role in the definition of the identification problem, as the a priori information that the designer has on its solutions determines the choice of a set \( \mathcal{M} \) (here called the model set) of possible models \( \phi \) where to search for the best one and, consequently, the choice of the identification algorithm. As customary in system identification and for clear implementation constraints, we limit here to finite-dimensional model sets that, for some \( n_\theta \in \mathbb{N} \), can be expressed as

\[
\mathcal{M} := \{ \phi(\theta, \cdot) : \mathbb{R}^{np} \to \mathbb{R}^p \mid \theta \in \mathbb{R}^{ns} \}.
\]

The problem of selecting the model set is a rich area of system identification (see e.g. [19], [20], [21]) and, depending on the quantity and quality of information the designer has on the core process, it may range from a family of functions \( \phi(\cdot, \cdot) \) with a very specific form, such as linear regressions, to “non-parametric” models represented by universal approximators such as wavelets or neural networks [21]. In this phase we do not deal with the selection of the model set, which we assume to be fixed by the user, and we instead focus on the design of the identification algorithm. In particular, once \( \mathcal{M} \) is fixed, the problem of finding the “best” element \( \phi(\theta, \cdot) \in \mathcal{M} \) can be formally cast by defining an optimization problem on the data set generated by the core process as follows. For each model \( \phi(\theta, \cdot) \in \mathcal{M} \) and each solution pair \((\tau, x, d)\) to (6), we define the prediction error

\[
\varepsilon(\theta, x) := \phi(x) - \hat{\phi}(\theta, x) = \alpha_{out} - \phi(\theta, \alpha_{in}).
\]

(7)

Then, to each \( j \in \text{Jmp}(\tau, x) \), we associate a cost functional \( J_{(\tau, x)}(\cdot, \cdot) : \mathbb{R}^{ns} \to \mathbb{R}_+ \) having the generic expression

\[
J_{(\tau, x)}(j, \theta) := \sum_{i=0}^{j-1} k(i, j, \varepsilon(\theta, x(t_i))) + g(\theta),
\]

(8)

with \( k : \mathbb{N} \times \mathbb{N} \times \mathbb{R}^p \to \mathbb{R}_+ \) and \( g : \mathbb{R}^{ns} \to \mathbb{R}_+ \) are user-decided continuous functions called respectively the integral cost and regularization term. The integral cost weights how a given \( \theta \) fits previous samples of the data set, and its dependency on the current time \( j \) and the past ones \( i \) can be exploited to weight more and less recent errors differently in the sum. Regularization is an important and widely spread practice in identification (see e.g. [21]), and the regularization term in (8) can be used to constrain the “size” of the parameter and to make ill-conditioned problems numerically treatable. For further detail the reader is referred to [19], [20].

For each solution pair \((\tau, x, d)\) to (6) and each \( j \in \text{Jmp}(\tau, x) \), to (8) we associate the set-valued map

\[
\text{Opt}_{(\tau, x)}(j) := \arg\min_{\theta \in \mathbb{R}^{ns}} J_{(\tau, x)}(j, \theta),
\]

which collects, at each \( j \), the set of minima of \( J_{(\tau, x)}(j, \cdot) \). The identifier subsystem \((z, \theta)\) of (4) is then a system designed to “track” the map of minima \( \text{Opt}_{(\tau, x)} \) when fed

1Although \( \theta \) is an output of \( z \), its jump dynamics is included in (4) to underline that it changes only during jumps.
with the ideal inputs \((\alpha_{\text{in}}^\star, \alpha_{\text{out}}^\star) = (x, \phi(x))\). Clearly, the variables \((\alpha_{\text{in}}^\star, \alpha_{\text{out}}^\star)\) are not available for feedback, as the only measured quantity is the system’s output \(y\). The identifier is thus fed in \(\Theta\) with the inputs \((\alpha_{\text{in}}, \alpha_{\text{out}}) := (x, \xi)\), which provide a proxy for the ideal inputs \((\alpha_{\text{in}}^\star, \alpha_{\text{out}}^\star)\). This motivates asking a stronger property than “just” asymptotic tracking of the required properties are characterized in the forthcoming definition, by considering the interconnection between the discrete-time system

\[
z^+ = \varphi(z, \alpha_{\text{in}}, \alpha_{\text{out}}) \\
\theta^+ = \gamma(z)
\]

and the core process \((\Theta)\), obtained by letting \((\alpha_{\text{in}}, \alpha_{\text{out}}) := (\alpha_{\text{in}}^\star + \delta_{\text{in}}, \alpha_{\text{out}}^\star + \delta_{\text{out}})\), where \(\delta := (\delta_{\text{in}}, \delta_{\text{out}})\) is an exogenous disturbance, and reading as

\[
\begin{align*}
\tau & = 1 \\
\dot{x} & = Ax + B\phi(x) + d \\
\dot{z} & = 0, \quad \dot{\theta} = 0 \\
(\tau, x, z, \theta, d, \delta) & \in C_T \times X \times Z \times R^{n_p} \times R^{n_p} \times R^{n_p + p} \\
\tau^+ & = 0 \\
x^+ & = x \\
z^+ & = \varphi(z, \alpha_{\text{in}}^\star + \delta_{\text{in}}, \alpha_{\text{out}}^\star + \delta_{\text{out}}) \\
\theta^+ & = \gamma(z) \\
(\tau, x, z, \theta, d, \delta) & \in D_T \times X \times Z \times R^{n_p} \times R^{n_p} \times R^{n_p + p}.
\end{align*}
\]

(10)

**Definition 1.** Identifier Requirement. The tuple \((\mathcal{M}, Z, \varphi, \gamma)\) is said to satisfy the Identifier Requirement relative to \(J\) if there exist a compact set \(Z^* \subset Z\), \(\beta_z \in \mathcal{K}\mathcal{L}\), two Lipschitz functions \(\rho_0, \rho_z \in K\), and for each solution pair \((\tau(x), d)\) to (6) with \(x(0) \in X_0\) and \(d \in D(x(0))\), a hybrid arc \((z^*, \theta^*) : \text{dom}(\tau, x) \to Z \times R^{n_p}\) and a \(j^* \in N\), such that \(((\tau(x), z^*, \theta^*), (d, \delta)) \text{ with } \delta = 0 \text{ is a solution pair to (10)}\) satisfying \(z^*(j) \in Z^* \text{ for all } j \geq j^*\), and the following properties hold:

1. **Optimality**: For each \(j \in \text{Jmp} \theta^*\)

\[
\theta^*(j) \in \text{Opt}_{(\tau, x)}(j).
\]

2. **Stability**: For each non-zero hybrid input \(\delta\), each solution pair to (10) of the form \(((\tau, x, z, \theta), (d, \delta))\), and each \(j \in \text{Jmp}(\tau, x, z, \theta)\), it holds that

\[
|z(j) - z^*(j)| \leq \max \{\beta_z(|z(0) - z^*(0)|, j), \rho_z(\delta(j))\}.
\]

3. **Regularity**: The map \(\gamma\) satisfies

\[
|\gamma(z) - \gamma(z^*)| \leq \rho_0(|z - z^*|)
\]

for all \((z, z^*) \in Z \times Z^*\) and, for each \(\theta \in \gamma(Z^*)\), the map \(\phi(\theta, \cdot)\) is \(C^1\) with locally Lipschitz derivative.

The Identifier Requirement collects all the sufficient conditions that an identifier must satisfy to be embedded in the observer \(\Theta\). In addition to regularity of the model \(\phi\) and the output map \(\gamma\), it requires the existence of a steady-state \((z^*, \theta^*)\) associated to the ideal input \((\alpha_{\text{in}}^\star, \alpha_{\text{out}}^\star)\) which is optimal relative to the cost functional \(\Theta\), and ISS relative to additive disturbances \(\delta = (\delta_{\text{in}}, \delta_{\text{out}})\) affecting \((\alpha_{\text{in}}^\star, \alpha_{\text{out}}^\star)\). Constructive design techniques implementing the relevant case of least-squares scheme and a wavelet-based black-box identifiers are postponed to Section [IV].

**Remark 3.** We remark that, since the disturbance \(\delta = (\delta_{\text{in}}, \delta_{\text{out}})\) enters in both the variables \(\alpha_{\text{in}}\) and \(\alpha_{\text{out}}\), the identification problem underlying the Identifier Requirement fits into the context of Errors-In-Variables identification [27]. It is well-known (see e.g. [27, Section 10]) that the presence of the disturbances in all the variables may cause a bias in the parameter estimate even for “simple” least squares identifiers. Nevertheless, we remark that this is not in contrast with the Identifier Requirement as long as such bias vanishes continuously with the disturbances (see also Example 1 in Section [V-A] for a more detailed discussion in the least squares case). In fact, when \(z(0) = z^*(0)\), the combination of the stability and regularity properties of the Identifier Requirement implies \(\sup_{j \geq j^*} |\theta^{(j)}(j) - \theta^*(j)| \leq \rho_0(\rho_z(\sup_{j \geq j^*} |\delta^*(j)|))\).

Hence, the Identifier Requirement constrains the set of admissible identifiers to those guaranteeing that the uncertainty on the parameter estimate is bounded by a continuous image of the “size” of the disturbances affecting the variables, whether such uncertainty comes from a bias or not. We also remark that this is in line with typical results in the Set Membership identification literature, in which the feasible set containing the true model is directly related to the maximum bound on the disturbances (see e.g. [23]). Finally, we remark that the regularity property of the Identifier Requirement also implies that \(\gamma\) is continuous on \(Z^*\). Hence, \(\gamma(Z^*)\) is compact. This, in turn, yields an implicit assumption on the parameter \(\theta^*(j)\) to be identified, which is thus required to lie, eventually, in a known compact set (see also Example 1 in Section [V-A]).

**B. The Extended Observer**

The extended observer subsystem \((\dot{x}, \xi)\) of (4) follows a canonical high-gain construction [22]. In particular, we define the matrices \(K_1, \ldots, K_{n+1} \in R^{p \times p}\) so that, with \(K := \text{col}(K_1, \ldots, K_{n+1})\), the matrix

\[
M := \begin{pmatrix} A & B \\ 0 & 0 \end{pmatrix} - K \begin{pmatrix} C & 0 \end{pmatrix}
\]

is Hurwitz. In this respect, we notice that a feasible choice is to take \(K_i := k_i I_p\) with \(k_i \in R\) such that the polynomial \(\lambda^{n+1} + k_1 \lambda^n + \cdots + k_n \lambda + k_{n+1}\) has only roots with negative real part. With \(g > 0\) a control parameter to be fixed, we then let

\[
A_1(g) := \text{col}(gK_1, g^2 K_2, \ldots, g^n K_n), \\
A_2(g) := g^{n+1} K_{n+1}.
\]

We then define arbitrarily two compact sets \(X^* \subset R^{np}\) and \(\Xi^* \subset R^p\) that are sets in which \(x\) and \(\phi(x)\) are supposed to lie eventually. Again, the choice of those sets is guided by the qualitative and quantitative a priori information that the designer has on the system (1) and, under Assumption (1) they are ideally taken so that \(X^* \subset X^*\) and \(\phi(A) \subset \Xi^*\). Moreover, with \(Z^*\) given by the Identifier Requirement, we let \(\Theta^* \subset R^{n_p}\).
be a compact set including $\gamma(Z^*)$. We then choose $\psi$ as a bounded function obtained by “saturating” the function

$$\psi(\theta, \hat{x}, \xi) = \frac{\partial \hat{\phi}(\theta, \hat{x})}{\partial \hat{x}}(A\hat{x} + B\xi)$$

on the compact set $\Theta^* \times X^* \times \Xi^*$ constructed above. More precisely, we let $\psi$ be a continuous function satisfying

$$\psi(\theta, \hat{x}, \xi) = \frac{\partial \hat{\phi}(\theta, \hat{x})}{\partial \hat{x}}(A\hat{x} + B\xi)$$

(14)

for all $(\theta, \hat{x}, \xi) \in \Theta^* \times X^* \times \Xi^*$ and

$$|\psi(\theta, \hat{x}, \xi)| \leq \bar{\psi} \quad \forall (\theta, \hat{x}, \xi) \in \mathbb{R}^n \times \mathbb{R}^np \times \mathbb{R}^p,$$

(15)

for some $\bar{\psi} \in \mathbb{R}_+$ fulfilling

$$\bar{\psi} > \max_{(\theta, \hat{x}, \xi) \in \Theta^* \times X^* \times \Xi^*} \left| \frac{\partial \hat{\phi}(\theta, \hat{x})}{\partial \hat{x}}(A\hat{x} + B\xi) \right|,$$

which exists by continuity, in view of the regularity item of the Identifier Requirement.

### III. MAIN RESULT

In this section we state the main result of the paper. The interconnection between the system (restricted on $\mathcal{A}$) and the observer (4) reads as follows

$$\begin{align*}
\tau^+ &= 1 \\
\dot{x} &= Ax + B\phi(x) + d \\
\dot{\xi} &= A\hat{x} + B\xi + \Lambda_1(\nu)(C(x - \hat{x}) + \nu) \\
\dot{\theta} &= \psi(\theta, \hat{x}, \xi) + \Lambda_2(\nu)(C(x - \hat{x}) + \nu) \\
\dot{z} &= 0, \quad \dot{\hat{x}} = 0, \\
(\tau, x, \hat{x}, \xi, z, \theta, d, \nu) &\in C
\end{align*}$$

(16)

where $C := C_{\tau} \times \mathcal{A} \times \mathbb{R}^{np} \times \mathbb{R}^p \times Z \times \mathbb{R}^{np} \times \mathbb{R}^{np} \times \mathbb{R}^p$ and $D := D_{\tau} \times \mathcal{A} \times \mathbb{R}^{np} \times \mathbb{R}^p \times Z \times \mathbb{R}^{np} \times \mathbb{R}^{np} \times \mathbb{R}^p$. We remark that restricting the flow and jump sets of $x$ to $\mathcal{A}$ does not destroy completeness of maximal solutions originating in $X_0$ and with $d \in \mathbb{D}(x(0))$ in view of Assumption [I].

In the following we will use the short notation $x := (\tau, x, \hat{x}, \xi, z, \theta)$. For each solution pair $(x, (d, \nu))$ to (16) with $x(0) \in X_0$ and $d \in \mathbb{D}(x(0))$, $((x, \hat{x}), d)$ is a solution pair to the core process (6). We thus can associate to $(x, d)$ the hybrid arc $(z^*, \theta^*)$ produced by the Identifier Requirement for $((x, \hat{x}), d)$. We then define the optimal prediction error as

$$\varepsilon^*(t, j) := \varepsilon(\theta^*(j), x(t)).$$

and, for the sake of compactness, we let

$$\begin{align*}
oe(x) &:= \max\{|\hat{x} - x|, |\xi - \phi(x)|\} \\
ee(x) &:= \max\{|x - \hat{x}|, |\theta - \theta^*|\} \\
d_g &:= (g^{-1}d_1, g^{-2}d_2, \ldots, g^{-n}d_n).$
\end{align*}$$

Then the following theorem states the main result of the paper.

### Theorem 1

Suppose that Assumption [I] holds, and consider the observer (4) constructed according to Section [II]. Then the following hold:

1. There exist $\rho_0, \rho_1, \rho_2, \rho_3 > 0$ such that every solution pair $(x, (d, \nu))$ to (16) with $x(0) \in X_0$ and $d \in \mathbb{D}(x(0))$ satisfies

$$|x_i(t) - \hat{x}_i(t)| \leq \max\left\{g^{-i-1}\rho_0\varepsilon^*(t, j), g^{-i-1}\rho_1g^{-i-1}oe(x(0)), g^{-2}g^{-i-1}|(d_g, \nu)| \right\}.$$

2. If in addition $(M, Z, \varphi, \gamma)$ satisfies the Identifier Requirement relative to some cost functional $J$, then there exist a locally Lipschitz $\rho \in K$ and $g^*(\nu)$, $r > 0$ such that, if $g \geq g^*(\nu)$, then every complete solution pair $(x, (d, \nu))$ to (16) with $x(0) \in X_0$ and $d \in \mathbb{D}(x(0))$ for which $(x, \phi(x))$ is eventually in $X^* \times \Xi^*$ satisfies

$$\limsup_{j \rightarrow \infty} \text{ee}(x) \leq \rho \left( \limsup_{j \rightarrow \infty} |\varepsilon^*(t, j)| \right)$$

$$\limsup_{j \rightarrow \infty} \text{ee}(\hat{x}_i - x_i) \leq \max\left\{g^{-i-n}\limsup_{j \rightarrow \infty} |(d_g, \nu)|, rg^{-i-1}\limsup_{j \rightarrow \infty} |(d_g, \nu)| \right\}.$$

### IV. ON THE DESIGN OF IDENTIFIERS

#### A. Least-Squares Identifiers

In this section we design an identifier satisfying the requirement that implements a least-squares identification scheme. For ease of notation we limit to the single-variable case ($p = 1$), and we remark that a multivariable identifier can be obtained as the concatenation of multiple single-variable
identifiers. We let the model set \( \mathcal{M} \) be defined by functions \( \hat{\phi} \) of the form
\[
\hat{\phi}(\theta, \cdot) := \theta^\top \sigma(\cdot),
\]
in which \( \sigma: \mathbb{R}^n \rightarrow \mathbb{R}^{n_0} \) is a \( C^1 \) function with locally Lipschitz derivative. The selection criterion is then chosen as the weighted “least-squares” functional
\[
J_{(\tau,\omega)}(j, \theta) := \sum_{i=0}^{j-1} \mu^{j-i-1} |\varepsilon(\theta, x(t^i))|^2 + \theta^\top R\theta, \tag{18}\]
obtained by letting in \( \mathcal{R} \) \( k(i, j, s) := \mu^{j-i} |s|^2 \) and \( q(\theta) := \theta^\top R\theta, \) with \( \mu \in [0, 1) \) a design parameter called the forgetting factor, and with \( R \in \text{SPD}_{n_0} \) that is called the regularization matrix, where we denoted by \( \text{SPD}_{n_0} \) the set of positive semi-definite symmetric matrices of dimension \( n_0 \times n_0 \). Further remarks on \( \mu \) ad \( R \) are postponed at the end of the section.

The state-space of the identifier is the set \( \mathcal{Z} := \text{SPD}_{n_0} \times \mathbb{R}^{n_0} \). For \( z \in \mathcal{Z} \) we consider \( z = (z_1, z_2) \), with \( z_1 \in \text{SPD}_{n_0} \) and \( z_2 \in \mathbb{R}^{n_0} \), and equip \( \mathcal{Z} \) with the norm \( |z| := |z_1| + |z_2| \). We construct the identifier by relying on the following assumption.

**Assumption 2.** There exist \( j^* \in \mathbb{N} \) and \( \epsilon > 0 \) such that, for all \( j \geq j^* \),
\[
\text{msv}\left( R + \sum_{i=0}^{j-1} \mu^{j-i-1} \sigma(x(t^i))\sigma(x(t^i))^\top \right) \geq \epsilon.
\]

With \( X^* \) and \( \Xi^* \) the compact sets defined in Section II-B assume the following.

**Assumption 3.** Assumption 2 holds with \( \mathcal{X} \) satisfying \( \mathcal{X} \subset X^* \) and \( \phi(\mathcal{X}) \subset \Xi^* \).

Define
\[
c_1 := (1 - \mu)^{-1} \sup_{x \in X^*} |\sigma(x)\sigma(x)^\top|, \tag{19}
c_2 := (1 - \mu)^{-1} \sup_{(x,y) \in X^* \times \Xi^*} |\sigma(x)y|,
\]
and, with \( \epsilon \) given in Assumption 2 define the compact set
\[
Z^* := \left\{ z \in \mathcal{Z} \mid \text{msv}(z_1 + R) \geq \epsilon, |z_1| \leq c_1, |z_2| \leq c_2 \right\}.
\]

Finally, with \( ^\dagger \) denoting the Penrose-Moore pseudoinverse, let \( \Sigma: \mathbb{R}^n \rightarrow \text{SPD}_{n_0}, \lambda: \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^{n_0} \) and \( \gamma: \mathcal{Z} \rightarrow \mathbb{R}^{n_0} \) be any continuous functions satisfying
\[
\Sigma(\alpha_{in}) = \sigma(\alpha_{in})\sigma(\alpha_{in})^\top, \tag{20}
\]
respectively in the sets \( X^*, X^* \times \Xi^* \) and \( Z^* \), and
\[
|\Sigma(\alpha_{in})| \leq c_2, \quad |\lambda(\alpha_{in}, \alpha_{out})| \leq c_3, \quad |\gamma(z)| \leq c_4 \tag{21}
\]
everywhere else, for some \( c_2, c_3, c_4 > 0 \).

Then the identifier is described by the equations
\[
\begin{align*}
z_1^+ &= \mu z_1 + \Sigma(\alpha_{in}) - \lambda(\alpha_{in}, \alpha_{out}) \gamma(z), \\
z_2^+ &= \mu z_2 + \lambda(\alpha_{in}, \alpha_{out}) \gamma(z), \\
\theta^+ &= \gamma(z), \tag{22}
\end{align*}
\]
which corresponds to take in \( \phi \). \( \phi(z, \alpha_{in}, \alpha_{out}) := (\mu z_1 + \Sigma(\alpha_{in}), \mu z_2 + \lambda(\alpha_{in}, \alpha_{out}) \gamma(z)). \) Then, the following result (proved in Appendix B) holds.

**Proposition 1.** Suppose that Assumptions 2 and 3 hold. Then the identifier (22) satisfies the Identifier Requirement relative to (18).

**Remark 4.** We remark that Assumption 2 is always guaranteed whenever the regularization matrix \( R \) is positive definite and, in that case, \( \epsilon \geq \text{msv}(R) \). Nevertheless, the regularization term introduces a bias on the parameter estimate, in the sense that, in the case in which a true model exists in the model set \( \mathcal{M} \), the “true parameter” \( \theta^* \) is guaranteed to be a minimum of (18) only if \( \theta^* \in \text{ker} R \). This, in turn, implies that taking \( R \) nonsingular makes the identifier (22) to converge only to a neighborhood of \( \theta^* \) whose size is related to the eigenvalues of \( R \) (and thus can be made arbitrarily small). Thus, a compromise in the choice of \( R \) is necessary, and we refer to the pertinent literature for further details [26, 20, 19]. Moreover, we observe that, when \( R = 0 \), Assumption 2 is a property of \( x \), and it boils down to a persistence of excitation condition on \( x \).

**Remark 5.** The role of the forgetting factor \( \mu \) can be interpreted in two (strongly related) ways. In view of (18), taking \( \mu \) small means giving less importance to older errors in the sum, thus favoring those values of \( \theta \) that better fit with newer samples. The more \( \mu \) is close to 1, instead, the more the role of the past samples equalize. On the other hand, \( \mu \) defines the learning dynamics of (22), i.e., how fast the state \( z \) converges and forgets the initial conditions. It is interesting to notice that faster dynamics (smaller \( \mu \)) are thus associated to learning of more “volatile” information (the recent samples weight more), while slower dynamics (larger \( \mu \)) are associated to learning of “long term” information drawn by weighting more equally the whole history of samples.

We conclude this section with a simple academic example aimed at illustrating Remark 3 in the case of least squares.

**Example 1.** In (3), let \( n = 1 \) and \( \phi(x) = \theta^* x \), for some \( \theta^* \in \mathbb{R} \). Consider the least squares identifier (22) constructed with \( n_0 = 1, \sigma \) the identity, \( R = 0, \mu = 1/2, X^* = [-10, 10], \Xi^* = [-50, 50], \) and \( \epsilon = 1/10 \), and consider the interconnection (10) of the identifier with the core system, in which the identifier is provided with the inputs \( \alpha_{in}(j) = x(t^j) + \delta_{in}(j) \) and \( \alpha_{out}(j) = \phi(x(t^j)) + \delta_{out}(j) \).

First, notice that, in this setting, Assumption 2 reduces to ask that each solution of (10) satisfies
\[
\sum_{i=0}^{j-1} \mu^{j-i-1} x(t^i)^2 \geq \epsilon \tag{23}
\]
for all \( j \geq j^* \). Moreover, as clear from the proof of Proposition 1 for every solution of (10), the corresponding steady-
state solution $z^*$ satisfies $z^*_i(j) = \sum_{i=0}^{j-1} \mu^{j-i} x(i)^2$, and thus (23) is equivalent to

$$z^*_i(j) \geq \epsilon$$

(24)

for all $j \geq j^*$. Let $\bar{y} > 0$ be such that $|\phi(x)| \leq \bar{y}$ for all $x \in X$ (in which $X$ is given by Assumption 1). Then, in view of (20), the condition (24) implies

$$|\theta^*| \leq \bar{y}/\epsilon.$$  

(25)

Therefore, Assumption 2 imposes an implicit boundedness constraint on the unknown parameter $\theta^*$. It is worth noting, moreover, that Assumption 2 is used in the proof of Proposition 1 to prove the regularity property of the Identifier Requirement. In turn, the constraint (25) is the manifestation of Remark 3 into this specific context.

Assume now $\theta^* = 0$ and $x(j) = 1$ for all $j \in N$. Then, Assumption 2 holds. Furthermore, suppose that the disturbances $\delta_{in}$ and $\delta_{out}$ satisfy $\delta_{in}(j) = av_{in}(j)$ and $\delta_{out}(j) = av_{out}(j)$, with $v_{in}, v_{out} : N \rightarrow [-1/2, 1/2]$ and with $a \in [0, 1]$. Then, $x(j) + \delta_{in}(j) \in X^*$ and $\phi(x(j)) + \delta_{out}(j) \in X^*$ for all $j \in N$. Thus, if $z(0) = 0$, the parameter estimate satisfies

$$\theta(j; a) = \frac{\sum_{i=0}^{j-1} \mu^{j-i-1} (1 + av_{in}(i)) (\theta^* + av_{out}(i))}{\sum_{i=0}^{j-1} \mu^{j-i-1} (1 + av_{in}(i))^2},$$

and, hence, the presence of the disturbances $\delta_{in}$ and $\delta_{out}$ in the variables induces a bias in the parameter estimate. Nevertheless, we also notice that, for each $j \in N$, $lim_{a \rightarrow 0} \theta(j; a) = \theta^*$. Namely, the bias vanishes continuously with the disturbances. Moreover, we can write

$$|\theta(j; a) - \theta^*| \leq \frac{\sum_{i=0}^{j-1} \mu^{j-i-1} (-av_{in}(i)\theta^* + av_{out}(i))}{\sum_{i=0}^{j-1} \mu^{j-i-1} (1 + av_{in}(i))^2} + \frac{\sum_{i=0}^{j-1} \mu^{j-i-1} (a^2v_{in}(i)v_{out}(i) - (av_{in}(i))\theta^*))}{\sum_{i=0}^{j-1} \mu^{j-i-1} (1 + av_{in}(i))^2} \leq \kappa |a| \leq \kappa \sup_{j \in N} (\delta_{in}(j), \delta_{out}(j)),$$

with $\kappa = 3(\bar{y}/\epsilon + 1)/(1 - \mu)$, in which we used (25), and the fact that $\sum_{i=0}^{j-1} \mu^{j-i-1} (1 + av_{in}(i))^2 \geq 1/4$. Therefore, according to the latter inequality, the presence of the bias is not in contrast with the Identifier Requirement.

**B. Universal Approximators via Multiresolution Wavelet Identifiers and Cascade Least Squares**

In this section we propose an identifier design approximating arbitrary continuous $L^2$ functions with compact support. The identifier implements a “chain” of least-squares identifiers of the kind proposed in Section [IV-A] performing a wavelet expansion of the inferred prediction model $\phi$. The first least square stage of the chain captures the best representation of the prediction model $\phi$ at the coarsest scale; each successive least square stage in the chain captures the information on the “detail” that is missing from the approximation attained by the previous stages to obtain an approximation of $\phi$ at a finer scale. We suppose the reader to be familiar with the wavelet theory. An essential review of the main tools used in this section is reported in Appendix C. For convenience, we consider again the single variable case (i.e., $p = 1$), and we recall that a multivariable identifier can be obtained by the concatenation of multiple single variable identifiers. To support the forthcoming construction, we assumed that the map $\phi$ of (3) belongs to the set $C_c(\mathbb{R}^n)$ in $L^2(\mathbb{R}^n)$ of compactly supported continuous functions in $L^2(\mathbb{R}^n)$.

As a first step, fix a GMRA $(V_i)_i$ associated to compactly supported scaling function $\Phi$ and wavelet functions $\Psi^h_{i}, h = 1, \ldots, 2^n - 1$, that are $C^1$ and with Lipschitz derivative. Fix a starting scale $i_0 \in \mathbb{Z}$ and a target scale $i_T \leq i_0$ arbitrarily, and let $N := 1 + |i_0 - i_T|$. Let $H_{i_0} \subset \mathbb{Z}^n$ and $K_i \subset \mathbb{Z}^n$, $i = i_T + 1, \ldots, i_0$, be sets such that

$$\text{supp} \phi \subset \bigcup_{h \in H_{i_0}} \text{supp} \Phi_{i_0, h}, \quad \text{supp} \phi \subset \bigcup_{k \in K_i} \bigcup_{h = 1}^{2^n - 1} \text{supp} \Psi^h_{i, k}$$

and, for all $h \notin H_{i_0}$, $k \notin K_i$ and $h = 1, \ldots, 2^n - 1$,

$$\text{supp} \phi \cap \text{supp} \Phi_{i_0, h} = \emptyset, \quad \text{supp} \phi \cap \text{supp} \Psi^h_{i, k} = \emptyset.$$

The sets $H_{i_0}$ and $K_i$, $i = i_T + 1, \ldots, i_0$ exist and are finite due to the fact that $\phi, \Psi^h, \Phi^h$ are in $C_c(\mathbb{R}^n)$. Moreover, they individuate $N$ finite sets of functions, given by $\{\Phi_{i_0, h} \mid h \in H_{i_0}\}$ and $\{\Psi^h_{i, k} \mid h = 1, \ldots, 2^n - 1, k \in K_i\}$ for $i = i_T + 1, \ldots, i_0$, that can be used as regressors to construct the best approximation of $\phi$ at scale $i_T$ as indicated in (40). In particular, for $i = i_0$ let

$$\sigma^i_{0} := \text{col}(\Phi_{i_0, h} \mid h \in H_{i_0}), \quad n^i_0 := \text{card}H_{i_0},$$

and, for $i = i_T, \ldots, i_0 - 1$, define

$$\sigma^i := \text{col}(\Psi^h_{i+1, k} \mid h = 1, \ldots, 2^n - 1, k \in K_{i+1}),$$

$$n^i := (2^n - 1) \text{card}K_{i+1}.$$

For each $i = i_T, \ldots, i_0$, pick $R^i \in \mathbb{S}^{D_n}$ and $\mu^i \in [0, 1)$ and assume the following:

**Assumption 4.** For each $i = i_T, \ldots, i_0$ there exist $j_i^* \in \mathbb{N}$ and $\epsilon_i > 0$ such that, for all $j > j_i^*$,

$$\text{msv} \left(R^i + \sum_{\ell = 0}^{j-1} (\mu^i)^{j-i-\ell} - \sigma^i (z^i (t^i)) \sigma^i (z^i (t^i))^T \right) \leq \epsilon_i.$$

Then, with $Z^i := \mathbb{R}^{n^i} \times \mathbb{R}^{n^i}$, define for each $i = i_T, \ldots, i_0$ a least square identifier $(z^i, \theta^i) \in Z^i \times \mathbb{R}^{n^i}$ of the kind proposed in Section [IV-A] described by

$$z^i_{1} = \mu^i z^i_{2} + \Sigma^i (\alpha_{in})$$

$$z^i_{2} = \mu^i z^i_{3} + \lambda^i (\alpha_{out})$$

$$\theta^i = \gamma^i (z^i),$$

in which the quantities $\Sigma^i, \lambda^i$ and $\gamma^i$ are defined according to (20)-(21) by following, under Assumptions 3 and 4, the construction detailed in Section [IV-A] and the signal $e_{out}^i$ defined as

$$e_{out}^i := \alpha_{out} - \theta^{i+1} (\alpha_{in}), \quad i = i_T, \ldots, i_0 - 1. $$

We stress that taking $R^i$ positive definite ensures that Assumption 4 holds with $j = 0$.  

3We remark that, in view of Assumption 1 there is no loss of generality in assuming $\phi \in C_c(\mathbb{R}^n)$ whenever the application of Section II is concerned.

4We stress that taking $R^i$ positive definite ensures that Assumption 4 holds with $j = 0$.  

The same reasoning applies to all the successive scales up to scale $i$, which represents the error attained by such best approximation of $\phi$. The prediction error of $\phi$ is then an element of the subspace $V_i$, which corresponds to finding the best projection of the scale-$i$ error on $V_i$. The criterion of the form (18) solves the inferred relation $a$ by the composition of (26)-(27) for compactly rewritten as

$$
\phi = P_{i_0}\phi = \sum_{h \in H_{i_0}} a_{i_0,h} \Phi_{i_0,h},
$$
in the sense that its output $\theta^{i_0}$ will asymptotically give the optimal guess of the coefficients $a_{i_0,h}$, not known and ideally given by $\langle \phi, \Phi_{i_0,h} \rangle$. Hence, the model $(\theta^{i_0})^\top \sigma^{i_0}$ represents the best projection of $\phi$ onto the subspace $V_{i_0}$, i.e. the best approximation of $\phi$ at scale $i_0$, and the quantity

$$
e^{i_0-1} = \phi - (\theta^{i_0})^\top \sigma^{i_0}
$$
represents the prediction error attained by the best scale-$i_0$ approximation of $\phi$. The second stage, $z^{i_0-1}$, takes as inputs $\alpha^{i_0}$ and $e^{i_0-1}$ and seeks the best solution to

$$
e^{i_0-1} = \sum_{k \in K_{i_0}} 2^{n_0-1} b_{i_0,k} \Psi_{i_0,k}^h,
$$
which corresponds to finding the best projection of the scale-$i_0$ error $e^{i_0-1}$ onto the “detail space” $W_{i_0}$ spanned by the scale-$i_0$ wavelet functions $\Psi_{i_0,k}^h$. In particular, the output $\theta^{i_0-1}$ will asymptotically give the best guess of the coefficients $b_{i_0,k}$, not known and ideally given by $\langle \phi, \Psi_{i_0,k}^h \rangle$. The resulting approximation of $\phi$, given by the function

$$(\theta^{i_0})^\top \sigma^{i_0} + (\theta^{i_0-1})^\top \sigma^{i_0-1}
$$
is then an element of the subspace $V_{i_0-1}$, i.e. it is an approximation of $\phi$ at the finer scale $i_0 - 1$, and the corresponding prediction error

$$
e^{i_0-2} = \phi - (\theta^{i_0})^\top \sigma^{i_0} - (\theta^{i_0-1})^\top \sigma^{i_0-1}
$$
represents the error attained by such best approximation of $\phi$ at scale $i_0 - 1$, and provides the input to the next stage $z^{i_0-2}$. The same reasoning applies to all the successive scales up to the target scale $i_T$, whose prediction error, expressed in the form (7), reads as

$$
e(\theta, x) = \phi(x) - (\theta^{i_0})^\top \sigma^{i_0}(x) - \ldots - (\theta^{i_T})\sigma^{i_T}(x)
$$
and represents the prediction error attained by the best approximation of $\phi$ at scale $i_T$.

More formally, the identifier (28) is characterized by the following lemma and the forthcoming proposition, proving that it satisfies the Identifier Requirement.

**Lemma 1.** Suppose that Assumptions [3] and [4] hold. Then there exist a compact set $Z' \subset Z$, $\beta_2 \in \mathbb{K}$, $\rho_0, \rho_2 > 0$ and, for each solution pair $((\tau, x), d)$ to the core process (6), a hybrid arc $(z^*, \theta^*) : dom(\tau, x) \to Z \times \mathbb{R}^{n_0}$ and $\alpha^* \in \mathbb{N}$, such that $z^*(j) \in Z'$ for all $j \geq \alpha^*$ and the stability and regularity items of the Identifier Requirement hold.

The proof of Lemma 1 follows from Proposition 2 by quite standard inductive arguments used to study cascade interconnections of stable systems and, for reasons of space, it is thus omitted. For $i = i_T, \ldots, i_0$, let $z^*$ and $\theta^*$ be such that the functions $(z^*, \theta^*)$ produced by Lemma 1 satisfy $z^* = (z^{i_0*}, \ldots, z^{i_T*})$ and $\theta^* = (\theta^{i_0*}, \ldots, \theta^{i_T*})$. Proposition 2 then implies that the first stage $z^{i_0}$ also satisfies the optimality item of the Identifier Requirement relative to

$$
J_{i_0}(\tau, x, \theta^{i_0}) := \sum_{j=0}^{i_0} \sum_{\ell=0}^{i_0} (\mu^j)\tau^{-\ell-1} |e^{i_0}(\theta^{i_0}, x(t^\ell))|^2 + (\theta^{i_0})^\top R^{i_0} \theta^{i_0}
$$
where we let

$$
e^{i_0}(\theta^{i_0}, x) := \phi(x) - (\theta^{i_0})^\top \sigma^{i_0}(x).
$$

For convenience, let $\theta^{[i]} := (\theta^{i_0}, \ldots, \theta^i)$, and define

$$
e^i(\theta^{[i]}, x) := \phi(x) - \sum_{k=i}^{i_0} (\theta^k)^\top \sigma^k(x).
$$

Then, define the following recursion

$$
J_{i_0}(\tau, x, \theta^{[i+1]}) := J_{i_0+1}(\tau, x, \theta^{[i+1]})
$$
and hence it satisfies the Identifier Requirement relative to $J_{i_0}(\tau, x)$.

**Proposition 2.** Under the assumptions of Lemma 1, Proposition 2 satisfies also the optimality requirement relative to $J_{i_0}(\tau, x)$, and in view of Lemma 1 it is thus possible to conclude the following.

**Remark 6.** It is worth noticing that the same approximation attainable by the identifier (28) at scale $i_T$ could be in principle obtained by a single least squares stage by simply letting $i_0 = i_T$ (i.e. by directly starting from a finer scale). However, with a single least-squares stage, changing resolution would result in a completely new identification procedure, in which all the parameters have to be estimated again from scratch. The proposed cascade identifier (28), instead, permits to add or remove detail stages, thus increasing or decreasing resolution, without affecting the parameter estimates of the coarser stages.
As a matter of fact, for each \( k \) for instance, if \( \varphi \) is large enough to handle all the functions by means of the wavelet identifier presented in Section IV-B.

Theorem 1, by taking \( \hat{x}_\omega \) = \( X \), we can construct an adaptive observer as specified in Section II and of the identifier’s parameters \( \theta^i \) in the first case in which \( \varphi = \varphi_1 \).

A. Wavelet Identification

We present here an academic example in which the adaptive observer developed in the previous sections is used to estimate the state and model of the following nonlinear oscillator

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = \varphi(x_1),
\]

As a matter of fact, for each \( k = 1, 2 \), the quantity

\[
H_k(x) := \frac{1}{2}x_2^2 - \int_0^{x_1} \varphi_k(s)ds
\]

is constant along each solution of (30) obtained with \( \varphi = \varphi_k \).

As \( H_k \) is continuous, \( H_k(X_0) \) is compact, and since

\[
\int_0^{x_1} \varphi_1(s)ds = 2x_1^2 - \frac{1}{4}x_1^4,
\]

\[
\int_0^{x_1} \varphi_2(s)ds = -(x_1^2/2 + \log(x_1^2 + 1)) + 2x_1 \arctan(x_1),
\]

then in both cases each solution to (30) originating in \( X_0 \) satisfies \( H_k(x(t)) \leq \max_{x \in X_0, k=1,2} H_k(X_0) < 11 \). Noticing that, by construction, \( |x_1| \geq 10 \) implies \( |x|^2 \leq 2H_1(x) \) and \( |x|^2 \leq 4H_2(x) \), then we can conclude that each solution to (30) originating in \( X_0 \), and obtained with either \( \varphi = \varphi_1 \) or \( \varphi = \varphi_2 \), satisfies \( |x(t)| \leq \sqrt{\max\{2 \cdot 11, 4 \cdot 8\}} < 6, \) for all \( t \), so that \( x(t) \in \mathcal{X} \).

The knowledge of \( \mathcal{X} \) and \( X_0 \), defined above, allows us to construct an adaptive observer as specified in Section II and Theorem II by taking \( X^* \) so that \( \mathcal{X} \subset X^* \) and \( \Xi^* \) large enough to handle all the functions \( \varphi \) of interest (for instance \( \Xi^* := \{x \in \mathbb{R}^2 \mid |x| \leq 10^3\} \) allows to handle both (31)).

For the identification phase, we use the multiresolution identifier constructed in Section IV-B to perform a wavelet expansion of \( \varphi \). Since \( \varphi \) depends only on \( x_1 \), for ease of exposition we limit to 1-dimensional wavelets, i.e. in Section IV-B we consider functions \( \phi(\theta, \cdot) \) inside \( L^2(\mathbb{R}) \) depending only on \( x_1 \). We

\begin{align*}
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\end{align*}

Figure 2. Scaling function and wavelet function.

\begin{align*}
\text{Figure 3. Time evolution of the state-estimation error } x - \hat{x} & \text{ and of the identifier's parameters } \theta^1 \text{ in the first case in which } \varphi = \varphi_1. \\
\text{Figure 4. Time evolution of the state-estimation error } x - \hat{x} & \text{ and of the identifier's parameters } \theta^2 \text{ in the second case in which } \varphi = \varphi_2. \\
\text{Figure 5. Approximation of } \varphi = \varphi_2 & \text{ at the different scales.}
\end{align*}
choose a biorthogonal B-spline construction\(^3\) for the scaling and wavelet functions, both represented in Figure \(2\) and we fix \(i_0 := 3\) as the starting scale and \(i_T := 1\) as the target one, requiring thus the use of \(N = 3\) least-squares stages.

In the presented simulations, the three stages are added progressively at successive instants of time. For the first 50s no identifier is present, and a canonical high-gain observer is used together with \((\text{extended})\) Duffing and Van der Pol oscillators \([29]\).

\(\Theta\) is a disturbance acting on the measured output functions.

Figures 5 shows instead the corresponding approximation of the evolution, in both cases, of the norm of the estimation error.

\(g\) is modified accordingly. At time \(T\) is added, working at the initial scale \(i_0\).

The design of the observer is then concluded by taking \(g = 25\).

Two simulation have been obtained by applying the same observer to \(30\) with \(x(0) = (-2.5, 3) \in X_0\) and with \(\sigma\) taken equal to \(\phi_1\) and \(\phi_2\) respectively. Figure 5 and 6 show the time evolution, in both cases, of the norm of the estimation error \(x(t) - \hat{x}(t)\) and of the output \(\theta^i(j)\) of each least-squares stage.

Figures 5 shows instead the corresponding approximation of the function \(\phi_2\) given by the prediction models at the different scales associated to the final value of the estimated parameters.

B. Least-Squares Estimation With Measurement Noise

According to the second claim of Theorem 1 and as typical in high-gain designs, measurement noise is the disturbance having the worst effect on the estimates, as it gets amplified by a factor of \(g^\alpha\). Nevertheless, according to the claim of Theorem 1 the measurement noise acts “continuously” on the asymptotic bound on the state and parameter estimate. Therefore we may expect such estimates to behave still reasonably well for small enough noise, where “small enough” depends on the fixed control parameter \(g\).

With this example we aim to show how the measurement noise affects the performance of parameter and state estimation when the proposed adaptive observer is used together with the least-squares identifier of Section \(\text{IV-A}\) We consider the following class of systems

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
\dot{x}_3 &= \alpha x_2 + 3\beta x_1^2 x_2 + \ell((1 - x_1^2)x_3 - 2x_1 x_2^2) \\
y &= x_1 + \nu
\end{align*}
\]

in which \(\theta^* := (\alpha, \beta, \ell) \in \mathbb{R}^3\) is an unknown parameter, and \(\nu\) is a disturbance acting on the measured output \(y\). For different initial conditions and values of \(\theta^*\), system \([32]\) models different linear and nonlinear oscillators, as for instance the (extended) Duffing and Van der Pol oscillators \([29]\).

We suppose that \(\theta^*\) ranges in a compact set of the form \(\Theta^* = [-\rho_2, \rho_2] \times [-\rho_2, -\rho_1] \times [0, \rho_2]\), with \(\rho_2 > \rho_1 > 0\)

\(\text{Namely, for a matrix } A \in \mathbb{R}^{n \times m} \text{ and a constant } M > 0, \text{sat}_M(A) \text{ is the matrix whose } (i, j) \text{ element is given by } M_{ij} := \min\{\max\{A_{ij}, -M\}, M\}, \text{ where } A_{ij} \text{ denotes the } (i, j)-\text{th entry of } A.\)
adaptive observer the norm of the state estimation error $\hat{x} - x$ decays exponentially to zero (with a time constant determined by the parameter convergence), and the parameters $\theta$ converge to $\theta^*$. The non-adaptive observer instead show a permanent estimation error.

In the successive simulations we let $\nu$ be given by

$$\nu(t) = q \nu_0(t),$$

in which $q > 0$, and $\nu_0$ is obtained as a linear interpolation (in time) of the samples of an uniformly distributed stochastic process sampled every 0.1 seconds, and taking values in $[-1/2, 1/2]$. Figure 7 shows the parameter estimates obtained with $q = 10^{-3}$, $q = 5 \cdot 10^{-3}$ and $q = 10^{-2}$ respectively. Clearly, as the noise amplitude increases, the parameter estimation performance decreases. Nevertheless, the continuity between the noise amplitude and the asymptotic estimation error claimed in Theorem 1 is evident from the plots. Finally, Figure 8 shows the time evolution of the norm $|\hat{x} - x|$ of the state estimation error for the different noise levels. In presence of sufficiently small measurement noise, the performance of the proposed adaptive observer are still considerably higher than the non-adaptive case. However, as the noise amplitude increases, its effect on the state estimate becomes more important, dominating the effect of adaptation. As a consequence, as the noise amplitude increases, the performances of the adaptive observer get close to the non-adaptive case, as evident in Figure 8.

VI. CONCLUSIONS

In this paper we considered the problem of simultaneous state and model estimation for a class of nonlinear systems, and we proposed an adaptive observer in which adaptation is cast and solved as a system identification problem. Practical and approximate estimation results are given, and robustness with respect to exogenous disturbances is provided in terms of an input-to-state property. Differently from canonical adaptive observer designs, here we did not assume a particular structure of the uncertainty and we did not propose an ad hoc adaptation mechanism, rather we allowed for different parametric and non-parametric system identification techniques to be applied. Future researches will focus on the extension of the framework to more general classes of systems and observers and to the application on output-feedback stabilization and output regulation.

APPENDIX

A. Proof of Theorem 7

To prove the first claim, change coordinates as

$$\tilde{x}_i \mapsto \tilde{x}_i := g^{-1}(\tilde{x}_i - x_i)$$
and define $\zeta := \text{col}(\tilde{x}, g^{-n}\xi)$. Then $\zeta$ flows according to
\[ \dot{\zeta} = g M \zeta + H_1(g) \psi(\theta, \tilde{x}, \zeta) - H_2(g) d - H_3(g) \phi(x) + g \Lambda(1) \nu, \]
in which $\Lambda := \text{col}(\Lambda_1, \Lambda_2)$, $H_1(g) := g^{-n} \text{col}(0, B)$, $H_2(g) := \text{col} \left( \text{diag}(I_p, g^{-1} I_p, \ldots, g^{-n} I_p), 0_{p \times np} \right)$, and $H_3(g) := g^{-1} \text{col}(B, 0_p)$, and $M$ is defined in (12). Moreover, $\zeta$ jumps as $\zeta^+ = \zeta$. Hence, in view of (15), and since by Assumption 1, $\phi(X)$ is bounded and $x(t) \in X$ whenever $x(0) \in X_0$ and $d \in \mathbb{D}(x(0))$, standard high-gain arguments (see e.g. (22)) show that for some $a_0, a_1, a_2, 0 > 0$, and with $d_g$ defined in (17),
\[ |\zeta(t, j)| \leq \max \left\{ a_0 e^{-a_1 j t} |\zeta(0)|, g^{-n} a_0, a_0 |(d_g, \nu)| \right\} \]
holds for each $(t, j) \in \text{dom} \zeta$, from which the first claim of the theorem can be easily deduced.

Regarding the second claim, first notice that, by definition of $C_r$ and $D_r$ in (5), every complete solution $x$ of (16) has infinite jumps and flows, i.e. $\sup \text{Jmp} x = \sup \text{Pw} x = \infty$. Pick a complete solution pair $(x, (d, \nu))$ to (16) and let $(z^*, \theta^*)$ be the corresponding trajectory produced by the Identifier Requirement. Change variables as
\[ \xi \mapsto \hat{\xi} := g^{-n} (\xi - \phi(\theta^*, x)), \]
and let $\check{\xi} := \text{col}(\tilde{x}, \hat{\xi})$. Then, noting that $\xi - \phi(x) = g^\theta \xi - \epsilon^*$, it is readily seen that $\zeta$ flows according to
\[ \dot{\hat{\zeta}} = g M \hat{\xi} + H_1(g) \tilde{\psi}(\theta, \tilde{x}, \hat{\xi}, \tilde{\xi}) - H_2(g) d - H_3(g) \tilde{\phi}(\theta^*, x) + g \Lambda(1) \nu, \]
in which, by letting $G(g) := \text{diag}(I_p, g I_p, \ldots, g^{-n} I_p)$,
\[ \tilde{\psi}(\theta, \theta^*, \tilde{x}, \hat{\xi}, \tilde{\xi}, x) := \psi(\theta, x + G(g) \hat{\xi}, g^\theta \hat{\xi} + \tilde{\phi}(\theta^*, x)) - \frac{\partial \tilde{\phi}(\theta^*, x)}{\partial x} (A x + B \phi(x) + d). \]
Furthermore, $\check{\zeta}$ jumps according to
\[ \check{\zeta}^+ = \check{\zeta} + H_1(g) (\epsilon^+ - \epsilon^*) \]
having denoted by $\epsilon^+ := \phi(x) - \phi(\gamma(z^*), x)$. By the Identifier Requirement, there exists $j^* > 0$ such that $\epsilon^+ = \tilde{\xi}(j^*) \in Z^*$ (and hence $\theta^*(j^*) \in \Theta^* \supset \gamma(Z^*)$) for all $j \geq j^*$. Thus, if $(x, (d, \nu))$ is eventually in $X^* \times X^*$, there exists $\tilde{s} \in \text{dom} x$ of the form $\tilde{s} = (s, \tilde{j})$ with $\tilde{j} \in \text{Jmp} x$ satisfying $\tilde{j} \geq j^*$, such that $(x(t, j), x(t, \tilde{j}), \theta^*(t, j)) \in X^* \times X^* \times X^*$ for all $(t, j) \geq \tilde{s}$. Hence, in view of (14) and of the regularity item of the Identifier Requirement there exist $a_4, a_5 > 0$ such that
\[ |\tilde{\psi}(\theta, \theta^*, \tilde{x}, \hat{\xi}, \tilde{\xi}, x)| \leq a_4 (g^n |\check{\zeta}| + |z - z^*| + |\epsilon^*| + |d|) \]
for all $(t, j) \geq \tilde{s}$. We thus conclude that there exist $b_0, b_1, b_2 > 0$ and $g_{*} > 0$ such that, if $g \geq g_{*}$, $\zeta$ satisfies
\[ |\check{\zeta}(t, j)| \leq b_0 \max \left\{ e^{-b_1 g(t-t_j)} |\check{\zeta}(t, j)|, g^{-n} |\epsilon^*|, g^{-n} |\epsilon^+| \right\} \]
respectively during the flow and jump times succeeding $\tilde{s}$, and with $\check{\zeta}(\tilde{s})$ that is bounded according to the first claim of the theorem. We then observe that, since for each $j \in \text{Jmp} x$ it holds that $t^j - t_j \geq t_j$, then for each constant $\tilde{b} > 0$, taking $g$ sufficiently large yields
\[ \lim_{t \rightarrow j \rightarrow \infty} \tilde{b}^{j+1} e^{-\tilde{b} g t} \leq \lim_{j \rightarrow \infty} \tilde{b}^{j+1} e^{-\tilde{b} g X} = 0. \]
Therefore, there follows from (33) by induction and standard ISS arguments (see e.g. (30)) that there exist $c_1, c_2 > 0$ and $g_{*}^{\infty} > g_{*}$ such that $g \geq g_{*}^{\infty}$ implies
\[ \limsup_{t \rightarrow j \rightarrow \infty} |\check{\zeta}| \leq \max \left\{ c_1 g^n \limsup_{t \rightarrow j \rightarrow \infty} |\epsilon^*|, c_2 \limsup_{t \rightarrow j \rightarrow \infty} |(d_g, \nu)| \right\} \]
where we used the fact that $\limsup_{t \rightarrow j \rightarrow \infty} |\epsilon^*| = \limsup_{t \rightarrow j \rightarrow \infty} |\epsilon^+|$. On the other hand, the identifier is subject to the inputs $(\alpha_{\text{in}}, \alpha_{\text{out}}) := (\alpha_{\text{in}}, \alpha_{\text{out}}, \delta_{\text{in}}, \delta_{\text{out}})$ with $(\alpha_{\text{in}}, \alpha_{\text{out}}) = (x, (d, \nu))$ and
\[ \delta_{\text{in}} = \tilde{G}(g) \tilde{x}, \quad \delta_{\text{out}} = g^n \tilde{x} - \epsilon^*, \]
in which we recall that $G(g) := \text{diag}(I_p, g I_p, \ldots, g^{-n} I_p)$. Therefore, the stability item of the Identifier Requirement yields the estimate
\[ \limsup_{t \rightarrow j \rightarrow \infty} |z - z^*| \leq c_3 \max \left\{ g^n \limsup_{t \rightarrow j \rightarrow \infty} |\epsilon^*|, \limsup_{t \rightarrow j \rightarrow \infty} |(d_g, \nu)| \right\} \]
with $c_3 > 0$ proportional to the Lipschitz constant of $\rho_z$. Pick
\[ g > g_{*}^{\infty} := \max \left\{ g_{*}^{\infty}, c_1, c_2 c_3 \right\}, \]
then substituting (33) into (34), and assuming without loss of generality $c_1 \geq 1$, shows that
\[ \limsup_{t \rightarrow j \rightarrow \infty} |z - z^*| \leq \max \left\{ c_1 g^n \limsup_{t \rightarrow j \rightarrow \infty} |\epsilon^*|, c_2 \limsup_{t \rightarrow j \rightarrow \infty} |(d_g, \nu)| \right\} \]
and substituting (34) into (35) yields
\[ \limsup_{t \rightarrow j \rightarrow \infty} |z - z^*| \leq \max \left\{ c_1 g^n \limsup_{t \rightarrow j \rightarrow \infty} |\epsilon^*|, c_2 g^n \limsup_{t \rightarrow j \rightarrow \infty} |(d_g, \nu)| \right\} \]
with $c_4 := c_1 c_3$ and $c_5 := c_2 c_3$. Thus, the first equation of the second claim follows directly by (36) and (37) in view of the regularity item of the Identifier Requirement. The second equation instead follows by (36) once noted that $|\tilde{x} - x_i| \leq g_i^{-1} |\check{\zeta}|$.\]

\section{Proof of Proposition 11}

By definition of $\Sigma$ and $\Lambda$ in (20), they are bounded and Lipschitz on $X^*$ and $X^* \times X^*$ respectively. Hence, there exists $\ell > 0$ such that, for each $x_1 \in X^*$, $x_2 \in \mathbb{R}^n$ with $x \in X^*$ and $y_2 \in \mathbb{R}$ it holds that
\[ |\Sigma(x_1) - \Sigma(x_2)| \leq \ell |x_1 - x_2|, \quad |\Lambda(x_1, y_1) - \Lambda(x_2, y_2)| \leq \ell |x_1 - y_1| - (x_2, y_2). \]

Pick a solution pair $((\tau, x, z, \theta), (d, \delta))$ to (10), and define $z^* := (z_1^*, z_2^*)$ by letting $z^*(0) = 0$ and
\[ z_j^*(j) := \sum_{i=0}^{j-1} \mu_j^{j-i-1} \sigma(x(t^i)) \sigma(x(t^i)) \tau. \]
\[ z^*_2(j) := \sum_{i=0}^{j-1} \mu^{j-i-1} \sigma(x(t^i)) \phi(x(t^i)) \]

for \( j \geq 1 \). It is easy to see that, as by Assumption \[3\] \((x(t), \phi(x(t))) \in X^* \times \Xi^*\), then \( z^* \) is a solution to \[22\] when \((\alpha_{\text{in}}, \alpha_{\text{out}}) = (\alpha_{\text{in}}, \alpha_{\text{out}}^*)\). Let \( \mathcal{F} \) be given by \[18\]. Then,

\[
\text{Opt}_{(\tau, \omega)}(j) = \left\{ \theta \in \mathbb{R}^{n^o} \mid \frac{\partial \mathcal{F}_{(\tau, \omega)}(j, \theta)}{\partial \theta} = 0 \right\}
\]

\[= \left\{ \theta \in \mathbb{R}^{n^o} \mid (z^*_2(j) + R) \theta = z^*_2(j) \right\} \]

As \( z^*_2(j) \in \text{Im} z^*_2(j) \), then \( \theta^*(j) := (z^*_2(j) + R)^{-1} z^*_2(j) \) satisfies \( \theta^*(j) \in \text{Opt}_{(\tau, \omega)}(j) \) for all \( j \in \mathbb{N} \). Thus, the optimality requirement holds.

Moreover, by direct solution we also obtain

\[
|z(j) - z^*(j)| \leq \mu_j |z(0) - z^*(0)| + \sum_{i=0}^{j-1} \mu^{j-i-1} \left| (\Sigma(x(t^i))) - \Sigma(x(t^i)) + \delta_i(x(t^i)) \right|
\]

\[+ |\lambda(x(t^i), \phi(x(t^i)))) - \lambda(x(t^i)) + \delta_i(x(t^i), \phi(x(t^i)) + \delta_{\text{out}}(t^i))| \]

which in view of \[38\] yields

\[
|z(j) - z^*(j)| \leq 2 \max \left\{ \mu_j |z(0) - z^*(0)|, 2\varepsilon(1 - \mu)^{-1} |\delta_j| \right\}
\]

which is the stability requirement.

By construction, \( |z^*_2(j)| \leq c_1 \) and \( |z^*_2(j)| \leq c_2 \), with \( c_1 \) and \( c_2 \) defined in \[19\]. By Assumption \[2\] for \( j \geq j^* \), \( \text{msv}(z^*_2(j) + R) \geq c \), so that \( z^*(j) \in Z^* \). As \( \gamma \) is Lipschitz on \( Z^* \) and bounded, there exists \( \rho_\gamma > 0 \) such that, for all \( j \geq j^* \), \( |\theta(j) - \theta^*(j)| = \gamma(z(j)) - \gamma(z^*(j))| \leq \rho_\gamma |z(j) - z^*(j)| \), which is the first part of the regularity item. The claim thus follows since the second part of the regularity item holds by definition of \( \sigma \).

\[\square\]

\[C. \text{Basics of Wavelet Analysis}\]

For the basic concepts on wavelets, Riesz bases and biorthogonality, we refer to \[31, 32, 33, 34\]. A relevant framework in which biorthogonal wavelets can be constructed is the Generalized Multiresolution Analysis (GMRA) \[32\].

**Definition 2** (Generalized Multiresolution Analysis). A GMRA on \( \mathbb{R} \) is a sequence of subspaces \((V_i)_{i \in \mathbb{Z}} \) of \( L^2(\mathbb{R}) \) satisfying the following properties:

a) For all \( i \in \mathbb{Z} \), \( V_i \subset V_{i-1} \).

b) For any \( f \in C_c(\mathbb{R}) \) and every \( \varepsilon > 0 \), there exists \( i \in \mathbb{Z} \) and a function \( g_i \in V_i \) such that \( ||f - g_i|| \leq \varepsilon \).

c) \( \cap_{i \in \mathbb{Z}} V_i = \{0\} \).

d) \( f \in V_i \) if and only if \( f(2^i \cdot) \in V_0 \).

e) There exists a function \( \tilde{f} \in L^2(\mathbb{R}), \) called the scaling function such that \( V_0 = \text{span}\{\varphi(-k) \}_{k \in \mathbb{Z}} \) and \( \{\varphi(-k) \}_{k \in \mathbb{Z}} \) is a Riesz basis for \( V_0 \).

For a function \( f \in L^2(\mathbb{R}) \) and with \( i, k \in \mathbb{Z} \), we define the function \( f_{i,k} \in L^2(\mathbb{R}) \) as \( f_{i,k}(s) = 2^{-i/2} f(2^{-i} s - k) \). If \( \varphi \) is a scaling function of a GMRA \((V_i)_{i \in \mathbb{Z}} \), then \( V_0 = \text{span}\{\varphi_i \}_{i \in \mathbb{Z}} \) is a Riesz basis for \( V_0 \).

As such a dual basis is itself the scaling function of a GMRA \((V_i)_{i \in \mathbb{Z}} \), we say that the GMRAs \((V_i)_{i \in \mathbb{Z}} \) and \((V_i)_{i \in \mathbb{Z}} \) are dual to each other. With \( i \in \mathbb{Z} \) and \( f \in L^2(\mathbb{R}) \) we define the projection operator \( \mathcal{P}_i \) and the detail operator \( \mathcal{Q}_i \) as

\[
\mathcal{P}_i f := \sum_{k \in \mathbb{Z}} (\tilde{f}, \tilde{\varphi}_{i,k}) \varphi_{i,k}, \quad \mathcal{Q}_i f := \mathcal{P}_{i-1} f - \mathcal{P}_i f
\]

For a given \( i \in \mathbb{Z} \), \( \mathcal{Q}_{i+1} f \) represents the additional detail that is needed to obtain a finer approximation \( \mathcal{P}_i f \) of \( f \) at scale \( i \) starting from a coarser approximation \( \mathcal{P}_{i+1} f \) at scale \( i + 1 \). Moreover, for every \( f \in C_c(\mathbb{R}) \), \( \lim_{i \to -\infty} \mathcal{P}_i f = f \) = 0.

We can univocally associate to the scaling functions \( \varphi \) and \( \tilde{\varphi} \) respectively, two functions \( \psi \) and \( \tilde{\psi} \) in \( L^2(\mathbb{R}) \), referred to as the wavelet functions. With \( W_i := \text{span}\{\psi_{i,k} \}_{k \in \mathbb{Z}} \) and \( W_i := \text{span}\{\tilde{\psi}_{i,k} \}_{k \in \mathbb{Z}} \), they fulfill the following properties.

a) \( \psi \in V_1 \) and \( \tilde{\psi} \in V_{-1} \).

b) \( \{\psi_{0,k} \}_{k \in \mathbb{Z}} \) and \( \{\tilde{\psi}_{0,k} \}_{k \in \mathbb{Z}} \) are biorthogonal.

c) \( \{\psi_{0,k} \}_{k \in \mathbb{Z}} \) is a Riesz basis for \( V_0 \) and \( \{\tilde{\psi}_{0,k} \}_{k \in \mathbb{Z}} \) for \( W_0 \).

d) For all \( k, \ell \in \mathbb{Z} \), \( (\psi_{0,k}, \tilde{\psi}_{0,\ell}) = 0 \) and \( (\psi_{0,k}, \psi_{0,\ell}) = 0 \).

e) For all \( f \in C_c(\mathbb{R}) \), \( \mathcal{Q}_0 f \in W_0 \).

Directly from the definition of \( \mathcal{P}_i \) and \( \mathcal{Q}_i \), we obtain that, for all \( i, \ell \in \mathbb{Z} \) such that \( i < \ell \), the following holds

\[ \mathcal{P}_i f = \sum_{k \in \mathbb{Z}} a_{i,k} \varphi_{i,k} + \sum_{\ell = i+1}^{\ell} \sum_{k \in \mathbb{Z}} b_{\ell,k} \psi_{\ell,k} \quad (39) \]

with \( a_{i,k} := (f, \tilde{\varphi}_{i,k}) \) and \( b_{\ell,k} := (f, \tilde{\psi}_{\ell,k}) \).
It can be shown that for any \( i, i_0 \in \mathbb{Z} \) such that \( i < i_0 \), we can express the projection of a \( f \in C_c(\mathbb{R}^m) \) onto \( V_i \) with the following expansion, that generalizes \( (39) \)

\[
P_i f = \sum_{k \in \mathbb{Z}^m} a_{i_0, k} \Phi_{i_0, k} + \sum_{h=1}^{2^m-1} \sum_{i=i_0} b_{i,h} \Psi_{i,h}.
\]

(40)

In the general case, in the wavelet expansion \( (40) \) the sum in \( k \) ranges over the whole set \( \mathbb{Z}^m \). Hence, even for fixed scale \( i \), \( (40) \) might consist of infinite terms. Nevertheless, if compactly supported biorthogonal wavelet and scaling functions are used, the expansion \( (40) \) reduces to a finite sum whenever \( f \) has bounded support. Some famous families of wavelets with compact support are for instance the Daubechies wavelets \( (31) \) or the B-spline biorthogonal wavelets of \( (35) \), that mix compact support, smoothness and symmetry.
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