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Abstract. We consider a two-dimensional analogue of Jacobi theta functions and prove that, among all lattices $\Lambda \subset \mathbb{R}^2$ with fixed density, the minimal value is maximized by the hexagonal lattice. This result can be interpreted as the dual of a 1988 result of Montgomery who proved that the hexagonal lattice minimizes the maximal values. Our inequality resolves a conjecture of Strohmer and Beaver about the operator norm of a certain type of frame in $L^2(\mathbb{R})$. It has implications for minimal energies of ionic crystals studied by Born, the geometry of completely monotone functions and a connection to the elusive Landau constant.

1. Introduction

1.1. Main Result. The purpose of this paper is to characterize optimizers for a variational problem with applications in various fields. Let $\Lambda$ be a lattice in $\mathbb{R}^2$ and consider the function

$$E_\Lambda(z; \alpha) = \sum_{\lambda \in \Lambda} e^{-\pi \alpha |\lambda + z|^2} \quad z \in \mathbb{R}^2, \alpha > 0.$$  

The function $E_\Lambda(z; \alpha)$ is simply the sum of (scaled) Gaussians centered at the points given by a (shifted) lattice: it may thus be understood as the two-dimensional analogue of the Jacobi theta functions. Given the fundamental nature of this object, the function $E_\Lambda(z; \alpha)$ naturally arises in many different areas of mathematics. In this paper, we will be concerned with minimizing and maximizing the function $E_\Lambda(z; \alpha)$.

Theorem (Montgomery, 1988). Among all lattices $\Lambda \subset \mathbb{R}^2$ with fixed density,

$$\max_{z \in \mathbb{R}^2} E_\Lambda(z; \alpha) \quad \text{is minimized}$$

if and only if $\Lambda$ is the hexagonal lattice $\Lambda_2$.

Montgomery’s result has had a series of implications (some of which are detailed in sections 1.2 – 1.6 and Section 2). Our main result resolves the corresponding dual problem.

Main Result. Among all lattices $\Lambda \subset \mathbb{R}^2$ with fixed density,

$$\min_{z \in \mathbb{R}^2} E_\Lambda(z; \alpha) \quad \text{is maximized}$$

if and only if $\Lambda$ is the hexagonal lattice $\Lambda_2$.

One nice aspect of Montgomery’s result is that the maximum is assumed in a lattice point; in contrast, we have relatively little control over the point $z$ in which the minimum is assumed which makes the proof significantly harder. One important consequence of our Main
Result, (which we re-state as Theorem 2.1 below) is that the hexagonal lattice maximizes the minimum while simultaneously minimizing the maximum of $E_\Lambda$ (the latter being due to Montgomery). We expect this to be a very rare property. It reaffirms the special role that the hexagonal lattice $\Lambda_2$ plays for variational problems in $\mathbb{R}^2$. Baernstein \cite{Baernstein} established that the minimum of $E_{\Lambda_2}$ is always attained in the circumcenter.

**Theorem** (Baernstein, 1997). Let $\Lambda_2$ denote the hexagonal lattice. Then, for all $\alpha > 0$,

$$E_{\Lambda_2}(z; \alpha) = \sum_{\lambda \in \Lambda_2} e^{-\pi \alpha |\lambda + z|^2}$$

assumes its minimum at the circumcenter of the fundamental triangle of $\Lambda_2$.

We will now quickly survey some of the consequences of our main result in sections 1.2 – 1.6. These implications, along with their formal statements, are then discussed at a greater level of detail in Section 2. We emphasize that due to the universality of Gaussian lattice sums and its wide applicability in different areas of mathematics, it stands to reason that our result has many more implications, not just the ones listed below.

1.2. **The Strohmer-Beaver Conjecture.** A conjecture from functional analysis, posed the latest in 2003 by Strohmer and Beaver \cite{Strohmer}, asks for extremal spectra of certain self-adjoint operators $S_\Lambda$, acting on $L^2(\mathbb{R})$ by the rule

$$S_\Lambda f = \sum_{\lambda \in \Lambda} \langle f, \varphi_\lambda \rangle \varphi_\lambda, \quad \text{where} \quad \varphi_\lambda(t) = e^{2\pi i \lambda_2 t} e^{-\pi (t-\lambda_1)^2}, \, \lambda = (\lambda_1, \lambda_2).$$

These operators arise from structured function systems and are of importance in applications \cite{39, 40, 78} and quantum mechanics \cite{36, 44}. Denoting the spectral bounds of $S_\Lambda$ by $A_\Lambda$ and $B_\Lambda$, we have the following two-sided operator inequality

$$A_\Lambda I \leq S_\Lambda \leq B_\Lambda I, \quad \text{with} \quad \|S_\Lambda\|_{L^2 \to L^2} = B_\Lambda, \quad \|S_\Lambda^{-1}\|_{L^2 \to L^2} = A_\Lambda^{-1}.$$
It turns out (for the details see [30, 52]) that

\[
A_\Lambda = \min_{z \in \mathbb{R}^2} \ vol(\Lambda)^{-1} \ \sum_{\lambda^\circ \in \Lambda^\circ} e^{-\frac{\pi}{2} |\lambda^\circ|^2} e^{2\pi i \sigma(\lambda, z)},
\]

\[
B_\Lambda = \max_{z \in \mathbb{R}^2} \ vol(\Lambda)^{-1} \ \sum_{\lambda^\circ \in \Lambda^\circ} e^{-\frac{\pi}{2} |\lambda^\circ|^2} e^{2\pi i \sigma(\lambda, z)}
\]

where \(\sigma(\ldots)\) denotes the standard (skew-symmetric) symplectic form and \(\Lambda^\circ\) is the symplectic dual lattice (see Section B). These are exactly the Gaussian lattice sums under consideration (formulated somewhat differently). Montgomery’s result (see [31]) implies that \(B_\Lambda\) is minimized when \(\Lambda\) is the hexagonal lattice. A 1995 conjecture of Le Floch, Alard and Berrou [41] suggested that the extremal lattice (among all lattices with fixed density) minimizing the ratio \(B_\Lambda/A_\Lambda\) is the square lattice. In 2003, Strohmer and Beaver disproved this conjecture and asked whether the extremal lattice may be given by the hexagonal lattice [73]. Our main result now implies that \(A_\Lambda\) is maximized when \(\Lambda\) is the hexagonal lattice. This, in particular, implies the correctness of the Strohmer-Beaver conjecture.

1.3. **Heat kernels on tori.** Our result has an immediate application to the geometry of the heat kernel on flat tori. Consider the 2-dimensional torus \(T_\Lambda = \mathbb{R}^2/\Lambda\) of fixed surface area 1. It can be seen as the 2-dimensional standard torus with a flat metric induced by the lattice \(\Lambda\). Using our result, we can affirm a conjecture raised in [35], closely related to the problem posed by Baernstein in 1997 [3]. Our main result implies that among all tori \(T_\Lambda\) the minimal temperature of the heat distribution is maximized by the hexagonal torus \(T_{\Lambda^2}\).

1.4. **Completely monotone interaction potentials.** The special role of the Gaussian allows for an an immediate extension of our main result to all completely monotone interaction kernels (compare with [24]). Let \(p : \mathbb{R}_+ \to \mathbb{R}_+\) be a completely monotone function (a potential) with sufficiently fast decay. We note that this includes all the usual Riesz interaction kernels \(p(|r|^2) = r^{-s}\). Among all lattices \(\Lambda\) with the same (co-)volume as \(\Lambda_2\), we have that

\[
\min_{z \in \mathbb{R}^2} \ \sum_{\lambda \in \Lambda} p(|\lambda + z|^2)
\]

is maximized if and only if \(\Lambda\) is the hexagonal lattice.

1.5. **Born’s problem for optimal charges on a lattice.** Another related problem in mathematical physics is the so-called “Born Conjecture” dating back to work of Max Born [15] from 1921: Born asks about the minimal charge configuration on a given lattice \(\Lambda\) for completely monotone interactions. This results in the energy of an ionic crystal and has been connected to \(E_\Lambda(z; \alpha)\), defined by (1.1), by one of the authors and Knüpfert [11]. Our result implies that the hexagonal lattice maximizes the ionic crystal energy of minimum charge.

1.6. **A problem of Landau.** The problem of determining the value of Landau’s constant [55] is a wide open problem from geometric function theory and dates back to 1929. Consider a holomorphic map \(f\) from the complex (open) unit disk \(\mathbb{D}\) to the complex plane with

\[
f : \mathbb{D} \to \mathbb{C}, \quad |f'(0)| = 1.
\]
The open question is to find the largest disc which can always be placed in the image of any such function $f$: the largest such radius is known as the Landau constant $L$. It is known that

$$\frac{1}{2} < L \leq L_{\Lambda_2} = \frac{\Gamma\left(\frac{1}{3}\right) \Gamma\left(\frac{5}{6}\right)}{\Gamma\left(\frac{1}{6}\right)} \approx 0.543259 \ldots,$$

where the (non-strict) lower bound is due to Ahlfors [1]. This lower bound was seemingly shown to be strict by Pommerenke [65], but the article contained a flaw discovered by Yanagihara [79]. The lower bound has then further been improved to $\frac{1}{2} + 10^{-335}$ [80] and $\frac{1}{2} + 10^{-8}$ [20]. The upper bound is due to a 1943 construction of Rademacher [66]. The same upper bound has earlier been established by Robinson (1938, unpublished). It is widely assumed that Rademacher’s upper bound is sharp and, hence, gives the true value of Landau’s constant.

The connection to our result is as follows: First, Rademacher’s example is the universal covering map $f_{\Lambda_2} : \mathbb{D} \to \mathbb{C} \setminus \Lambda_2$ of the complex plane minus a (shifted) hexagonal lattice $\Lambda_2$. The largest disc that can be placed in $\mathbb{C} \setminus \Lambda_2$ has the covering circle centered at a deep hole as boundary (see Figure 2). Second, if, for the quite canonical choice $\alpha = 1$, we set

$$\min_{z \in \mathbb{R}^2} E_{\Lambda_2}(z; 1) = A_{\Lambda_2} \approx 0.920371 \ldots,$$

then we know by the results in [35] that

$$L_{\Lambda_2} A_{\Lambda_2} = \frac{1}{2}.$$

This fact also holds for the product of the respective constants if we replace $\Lambda_2$ by $\mathbb{Z}^2$ in the respective formulas [29, 35]. Since $\min_z E_{\mathbb{Z}^2}(z; 1) \leq \min_z E_{\Lambda_2}(z; 1)$ it follows that $L_{\mathbb{Z}^2} \geq L_{\Lambda_2}$.
2. The results

2.1. The Main Result. Our main result can be formulated either for shifted or modulated Gaussians on lattices. The equivalence follows from the Poisson summation formula. We will now re-state our main result in its simplest possible form and then discuss some of its implications in subsequent sections. Other (equivalent) formulations of the main result appear throughout the paper.

**Theorem 2.1 (Main Result).** Among all lattices \( \Lambda \subset \mathbb{R}^2 \) with fixed density, 
\[
\min_{z \in \mathbb{R}^2} E_{\Lambda}(z; \alpha)
\]
is maximized
if and only if \( \Lambda \) is the hexagonal lattice \( \Lambda_2 \).

The main difficulty in establishing the result is that we have very little control over the point \( z \) in which the minimum of \( E_{\Lambda}(z; \alpha) \) is being assumed: whenever the lattice comes from a root system, i.e., has nice symmetries, then the minimum is assumed in a point inheriting these symmetries. However, there does not seem to be a general simple closed-form expression.

2.2. The Strohmer-Beaver Conjecture. We quickly summarize the setup: given a lattice \( \Lambda \) and the Fourier invariant Gaussian \( \varphi(t) = 2^{1/4}e^{-\pi t^2}, \|\varphi\|_{L^2} = 1 \), we may associate lattice points \( \lambda \in \Lambda \) with a time-frequency shift \( \pi(\lambda) \) acting on \( \varphi \) via
\[
\pi(\lambda) \varphi(t) = e^{2\pi i \omega t} \varphi(t - x), \quad \lambda = (x, \omega).
\]

For general \( g \in L^2(\mathbb{R}) \), function systems of the form \( G(g, \Lambda) = \{\pi(\lambda)g \mid \lambda \in \Lambda\} \) are called Gabor systems, due to the seminal work of Gabor [43], who studied such systems with the Gaussian on the von Neumann lattice as early as 1946. However, these systems had already been studied earlier by von Neumann himself [63]. It is known that, under some assumptions, such time-frequency shifts of \( \varphi \) can accurately reconstruct functions in \( L^2(\mathbb{R}) \): a quantified version of this statement is the inequality (see [21, 47, 49])
\[
(2.1) \quad A_{\Lambda} \|f\|_{L^2}^2 \leq \sum_{\lambda \in \Lambda} |\langle f, \pi(\lambda) \varphi \rangle|^2 \leq B_{\Lambda} \|f\|_{L^2}^2, \quad \forall f \in L^2(\mathbb{R}).
\]

For the Gaussian \( \varphi \) the necessary and sufficient assumptions on \( \Lambda \) (as well as general point sets) have been worked out in the celebrated articles of Lyubarskii [58] and Seip and Wallsten [68, 69]. As already mentioned, the above inequality is an inequality for the associated self-adjoint operator \( S_\Lambda \), which acts on \( L^2(\mathbb{R}) \) by
\[
S_\Lambda f = \sum_{\lambda \in \Lambda} \langle f, \pi(\lambda) \varphi \rangle \pi(\lambda) \varphi.
\]

Determining the exact bounds in (2.1) is a highly non-trivial problem, as one has to test for the entire Hilbert space \( L^2(\mathbb{R}) \) and there are only few rigorous results in this direction. The operator \( S_\Lambda \), however, is the composition \( S_\Lambda = D_\Lambda C_\Lambda \) of the operators
\[
C_\Lambda : L^2(\mathbb{R}) \to \ell^2(\Lambda) \quad f \mapsto (\langle f, \pi(\lambda) \varphi \rangle)_{\lambda \in \Lambda},
\]
\[
D_\Lambda : \ell^2(\Lambda) \to L^2(\mathbb{R}) \quad (c_\lambda)_{\lambda \in \Lambda} \mapsto \sum_{\lambda \in \Lambda} c_\lambda \pi(\lambda) \varphi.
\]

By considering the operator \( T_\Lambda : \ell^2(\Lambda) \to \ell^2(\Lambda), T_\Lambda = C_\Lambda D_\Lambda \) instead, Janssen [52] was able to exactly compute the values \( A_\Lambda \) and \( B_\Lambda \) for rectangular lattices with \( \text{vol}(\Lambda)^{-1} \in \mathbb{N} \). In this case the operator \( T_\Lambda \) has a Laurent structure, i.e., it is constant along diagonals. For
vol(Λ)^{-1} odd, the diagonals have alternating signs, which is not the case for vol(Λ)^{-1} even (all signs are positive). The reason is that the unitary operators π(λ) are only closed under composition after adding a unitary phase (see Section 2.3). More generally, for vol(Λ)^{-1} = p/q, gcd(p, q) = 1 the operator T_Λ has a block Laurent structure with blocks of size q × q, which makes this case even harder to treat. Assuming now vol(Λ)^{-1} ∈ 2N, we can use the theory of Toeplitz matrices and Laurent operators (see [17]). In this case, the spectral bounds of the operator are given by the minimal and maximal value of a Fourier series with coefficients obtained from the diagonal entries. Therefore (compare [52] and see [30] for the specific result we use here) we obtain

\[ A_Λ = \min_{z ∈ \mathbb{R}^2} \text{vol}(Λ)^{-1} \sum_{λ ∈ Λ} e^{-\frac{π}{T}|λ|^2} e^{2πiσ(λ, z)}, \]

\[ B_Λ = \max_{z ∈ \mathbb{R}^2} \text{vol}(Λ)^{-1} \sum_{λ ∈ Λ} e^{-\frac{π}{T}|λ|^2} e^{2πiσ(λ, z)}. \]

Then Montgomery’s result implies that B_Λ is minimized when Λ is the hexagonal lattice (see also [31]). The behavior of A_Λ has not been analyzed until now. The above named conjecture of Le Floch, Alard and Berrou [11] from 1995 suggested that the extremal lattice minimizing the ratio B_Λ/A_Λ might be the square lattice. This was disproved by Strohmer and Beaver [73] in 2003. Numerically they showed that the hexagonal lattice yields a smaller ratio. Then, they asked whether the extremal lattice may be given by the hexagonal lattice [73]. We are now able to confirm this conjecture.

**Corollary 2.2** (The Strohmer-Beaver Conjecture). *Among all lattices Λ ⊂ \mathbb{R}^2 with fixed even density, B_Λ/A_Λ is minimized by the hexagonal lattice.*

In fact, in [73] Strohmer and Beaver stated the conjecture specifically for vol(Λ)^{-1} = 2. For this case they showed that the ratio B_{22}/A_{22} = \sqrt{2} and observed that B_{22}/A_{22} ≈ 1.2599. The exact value, as conjectured in [73], is \sqrt{2} [31]. Over the years it has become folklore that the hexagonal lattice minimizes B_Λ/A_Λ among all densities. This is a daring statement, as in the block operator case, there are algebraic dependencies of the lattice theta functions with competing minimums and maximums. However, numerically the conjecture passes all tests.

### 2.3. The heat kernel problem

Baernstein suggested to study heat kernels on flat tori \( T_Λ = \mathbb{R}^2/Λ \) of fixed covering radius in order to solve Landau’s problem [2, 3, 5]. In [35] a conjecture was raised that if the surface area is fixed instead, the minimal temperature should be maximal only for the hexagonal torus. It is well-known that the eigenvalues of the Laplace-Beltrami operator \( \Delta_Λ \) on \( T_Λ \) (with appropriately chosen sign) are given by \( κ_Λ = 4π^2 |λ|^2 \), where \( λ^⊥ ∈ \Lambda^⊥ \) is an element of the dual lattice. The eigenfunctions are the complex exponentials \( e_λ(z) = e^{2πiλ^⊥ · z}, z ∈ T_Λ \) and the dot · denotes the Euclidean inner product. The heat kernel on \( T_Λ \) is thus given by (see, e.g., [46])

\[ k_Λ(z_1, z_2; t) = \sum_{λ ∈ Λ} e^{-κ_λ t} e_λ(z_1) e_λ(z_2), \quad t > 0, z_1, z_2 ∈ T_Λ. \]

After a simplification \( (z_1 - z_2 = z ∈ T_Λ) \), this can explicitly be written as

\[ k_Λ(z; t) = \sum_{λ^⊥ ∈ Λ^⊥} e^{-4π^2 t |λ|^2} e^{2πiλ^⊥ · z}. \]
Thus, for each torus $T_\Lambda$ of unit area we consider the heat equation
\[
\begin{cases}
\Delta_\Lambda u(z; t) - \partial_t u(z; t) = 0, & t > 0 \\
u(z; 0) = \delta_0
\end{cases}
\]
and note that $k_\Lambda$ is the fundamental solution to the above equation. Now, we define the lower and upper temperature bounds
\[
A_\Lambda(t) = \min_{z \in T_\Lambda} k_\Lambda(z; t) \quad \text{and} \quad B_\Lambda(t) = \max_{z \in T_\Lambda} k_\Lambda(z; t).
\]
By the Poisson summation formula we have
\[
k_\Lambda(z; t) = \sum_{\lambda^+ \in \Lambda^+} e^{-4\pi^2 t |\lambda^+|^2} e^{2\pi i \lambda^+ \cdot z} = \frac{1}{4\pi t} \sum_{\lambda \in \Lambda} e^{-\frac{1}{4\pi t} |\lambda + z|^2} = \frac{1}{4\pi t} E\left(z; \frac{1}{4\pi t}\right).
\]
Thus, by Montgomery’s result with ours we know that the hexagonal torus has the lowest upper temperature while at the same time having the largest lower temperature.

2.4. Completely monotone interaction potentials. Thanks to the fundamental nature of the Gaussian, our result immediately extends to large classes of interaction energies. For $p$ completely monotone, we consider the $p$ lattice sum, defined by
\[
E_{p, \Lambda}(z) = \sum_{\lambda \in \Lambda} p(|\lambda + z|^2).
\]
We also recall the Bernstein-Widder theorem which provides an alternative characterization of completely monotone functions [6, 77].

**Theorem** (Bernstein-Widder). Let $p : \mathbb{R}_+ \to \mathbb{R}_+$ and $(-1)^n p^{(n)}(r) \geq 0$, $n \in \mathbb{N}$, i.e., $p$ is completely monotone. Then, $p$ is the Laplace transform of a non-negative Borel measure $\mu_p$

\[
p(r) = \int_0^\infty e^{-r\alpha} d\mu_p(\alpha).
\]

The physically important class of Riesz potentials is obtained by
\[
\frac{1}{r^s} = \int_0^\infty e^{-\alpha r^2} \frac{\alpha^{\frac{1}{2} - 1}}{\Gamma\left(\frac{1}{2}\right)} d\alpha,
\]
where $\Gamma$ is the usual Gamma-function (compare [24]). The Riesz-potential lattice sums then result in the shifted Epstein zeta functions. From this, it follows that the Epstein zeta function times the Gamma function is the Mellin transform of the theta function (see also [54] and [61]). As a consequence, we obtain the following corollary.

**Corollary 2.3.** For all lattices $\Lambda$ in $\mathbb{R}^2$ with the same volume as $\Lambda_2$ and for all completely monotone potentials $p$ with $p(r) = O(r^{-\frac{3}{2} - \varepsilon})$, $\varepsilon > 0$, we have
\[
\min_{z \in \mathbb{R}^2} \sum_{\lambda \in \Lambda} p(|\lambda + z|^2) \quad \text{is maximized}
\]
by the hexagonal lattice $\Lambda_2$.

The decay condition ensures that the terms appearing in $E_{p, \Lambda}$ are absolutely summable and that we may interchange summation and integration. Corollary 2.3 still holds if $p$ is not decaying sufficiently fast. However, in this case some regularization method, such as the Ewald summation, needs to be applied (see, e.g., [11]). Corollary 2.3 contains a dual statement to [19], [26], [67] about shifted Epstein zeta functions.
2.5. Born's problem for optimal charges on a lattice. The goal is to find the $N$-periodic (in all directions) distribution of charges $\varepsilon = \{\varepsilon_x\}_{x \in \Lambda}$ where $\Lambda \subset \mathbb{R}^d$, satisfying certain conditions on finite sub-lattices of size $N \times \ldots \times N$ (see Figure 3). We call these sub-lattices the periodicity cell $K_N$. We define

$$\|\varepsilon\|_{K_N}^2 = \sum_{y \in K_N} |\varepsilon_y|^2.$$ 

The constraints on $\varepsilon$ are

$$\|\varepsilon\|_{K_N}^2 = N^d \quad \text{and} \quad \sum_{y \in K_N} \varepsilon_y = 0 \quad \text{(neutrality assumption)}.$$ 

The task is, for a given interaction potential $p$, to minimize the charge energy per point:

$$E_{p,\Lambda}[\varepsilon] = \frac{1}{N^d} \sum_{x \in \Lambda} \sum_{y \in K_N} \varepsilon_x \varepsilon_y p(|x-y|^2).$$

Figure 3. Minimal charged ionic crystals for the square lattice (left) and the hexagonal lattice (right). The periodicity cell contains 4, respectively, 9 charged ions. In the square lattice, we find alternating charges (Born’s conjecture) whereas in the hexagonal lattice, the negative charges form a honeycomb structure and have only half the weights of the positive charges.

For lattice energies of type (2.3) we can use the result [11] and a combination of Baernstein’s Theorem, the Bernstein-Widder Theorem and Theorem 2.1 to obtain Corollary 2.4.

**Corollary 2.4.** Let $p$ be a completely monotone function. Among lattices $\Lambda \subset \mathbb{R}^2$ with fixed density,

$$\min_\varepsilon E_{p,\Lambda}[\varepsilon]$$

is maximized if and only if $\Lambda$ is the hexagonal lattice $\Lambda_2$, where the minimum is taken over all $N \geq 1$ and all $N$-periodic charge distributions satisfying $\|\varepsilon\|_{K_N}^2 = N^d$.

It has been shown in [11] that, when $\Lambda = \Lambda_2$ is a hexagonal lattice, the minimizer of $E_{p,\Lambda_2}$ is the honeycomb-like structure $\varepsilon_{\text{opt}}$ (see Figure 3), by using Baernstein Theorem [11]. For
\( m_1, m_2 \in \mathbb{Z}, \varepsilon_{\text{opt}}(\Lambda_2) \) can explicitly be defined by the spanning vectors of the hexagonal lattice

\[
\varepsilon_{\text{opt}}(Cm_1(1,0) + Cm_2(1/2, \sqrt{3}/2)) = \begin{cases} 
\sqrt{2}, & m_2 - m_1 \equiv 0 \mod 3 \\
-1/\sqrt{2}, & \text{else},
\end{cases}
\]

where \( C = 2^{1/2}3^{-1/4} \) normalizes the vectors such that \( \text{vol}(\Lambda_2) = 1 \). Therefore, our result shows that this honeycomb-like charge distribution \( \varepsilon_{\text{opt}} \) reaches uniquely the maximal energy among two-dimensional lattices with charge ground states with respect to Born’s problem. Lattice sums of type \((2.3)\) appear in the calculation of numerous quantities in physics and chemistry \([16]\), including the Ewald constant \([28]\) corresponding to the alternation of charges \( \pm 1 \) on the cubic lattice \( \mathbb{Z}^3 \). Furthermore, knowing the most stable (in terms of energy) ionic crystal structures is of high importance, see for instance \([8, 13]\) and the references therein.

2.6. The Landau constant. We recall the following theorem of Landau \([55]\).

Theorem \text{(Landau, 1929)}. Let \( f : \mathbb{D} \to \mathbb{C} \) be holomorphic and \( |f'(0)| = 1 \). Then, there exists an absolute constant \( L > 0 \) such that a disc \( D_L \) of radius \( L \) is contained in the image \( f(\mathbb{D}) \).

The problem is to find the precise value of the Landau constant \( L \). By \( \ell(f) \) we denote the radius of the largest disc in \( f(\mathbb{D}) \):

\[
\ell(f) = \sup \{ r \in \mathbb{R}_+ \mid D_r \subset f(\mathbb{D}), f \text{ as above} \}
\]

Then

\[
L = \inf \{ \ell(f) \mid f \text{ as above} \}.
\]

The absolute constant \( L \) is known as Landau’s constant and its solution is conjectured to have been found by Rademacher \([66]\) in 1943 and comes from the universal covering map of the once-punctured hexagonal torus. Due to the findings in \([35]\), we believe that our result could be of some relevance for finding the value of \( L \) or at least has some connection to this problem. The problem of determining the exact value of the absolute constant \( L \), described above as Landau’s constant, can be seen as a holomorphic packing problem, as we want to pack a disc of a given size into \( f(\mathbb{D}) \). As described e.g., in \([3]\), it is enough to focus on a specific class of functions, which we call \( \mathcal{U} \). The class \( \mathcal{U} \) contains all universal covering maps of \( \mathbb{D} \) onto \( \mathbb{C} \setminus \Gamma \), where \( \Gamma \) is a discrete subset of \( \mathbb{C} \). Also, the problem is invariant under scaling, translation and rotation as for

\[
h(z) = c f(az) + b, \quad a, b, c \in \mathbb{C}, \ |a| = 1, \ |c| > 0,
\]

we have \( |h'(0)| = |c| |f'(0)| \), and the scaling factor \( |c| \) enters the problem linearly. These invariance properties are also stated in \([3]\). Hence, the assumption \( f(0) = 0 \) and \( a = c = 1 \) can be made, which does however not change the problem. After reducing the problem to discrete sets \( \Gamma \subset \mathbb{C} \), we can almost view the problem as a covering problem (not a packing problem) in the classical sense. However, the scaling of the lattice is replaced by the value \( |f_{\Gamma}'(0)| \), \( f_{\Gamma} \in \mathcal{U} \). Rademacher’s conjecture can now be formulated as follows (see also \([5]\)).

Conjecture \text{(Rademacher)}. Let \( \Gamma \subset \mathbb{C} \) be discrete and \( f_{\Gamma} \in \mathcal{U} \) with covering radius \( \ell(f_{\Gamma}) \) defined by \((2.4)\). Then

\[
L_{\Gamma}^{-1} = \frac{|f_{\Gamma}'(0)|}{\ell(f_{\Gamma})}
\]

is maximal for the hexagonal lattice.
This conjecture is still open, even if one restricts to the class of lattices. The problem has not even been solved for the simpler class of rectangular lattice, in which case the square lattice should yield the maximal solution. We note that the conjectural value of Landau’s constant is still \( L = L_{\Lambda^2} \). For the problem where we restrict \( \Gamma \) to be a rectangular lattice, we conjecture that \( L_{Z^2}^{-1} \) is the solution to this restricted Landau problem. This is in accordance with the conjecture in [27], where also the value of \( L_{Z^2} \) has been established numerically (see also [4]). Besides the fact that lattices seem to play an important role for Landau’s problem, there is another relation to our results: for the hexagonal lattice \( \Lambda_2 \), it follows [35] that

\[
L_{\Lambda_2}^{-1} = 2 \min_{z \in \mathbb{R}^2} E_{\Lambda_2}(z; 1).
\]

For the square lattice \( Z^2 \) (again from [35]) we know that

\[
L_{Z^2}^{-1} = 2 \min_{z \in \mathbb{R}^2} E_{Z^2}(z; 1).
\]

These results are at least curious. It is immediate from our Main Result that \( L_{\Lambda_2} \leq L_{Z^2} \). It has also been observed in [35] that the latter constant is actually twice Gauss’ constant or the reciprocal of the second lemniscate constant. The constant \( L_{\Lambda_2} \) could be referred to as an equianharmonic constant (see [35]) because the underlying elliptic curve is equianharmonic.

2.7. Discussion of related results. One way of interpreting the results in this article is that we study two families of two-dimensional lattice theta functions. They are particular restrictions of Riemann theta functions and can be seen as a canonical extension of the restricted Jacobi theta \( \theta_2 \) and \( \theta_4 \), providing an alternative to the lattice theta-functions studied in [12]. The functions we study complement the functions studied by Montgomery [61], just as \( \theta_2 \) and \( \theta_4 \) accompany the Jacobi \( \theta_3 \) function. Studying these functions is mathematically interesting in its own right, however, as evidenced by applications also eminently useful.

In recent years, lattice theta functions have attracted considerable attention, mainly motivated by the breakthrough due to Viazovska who solved the sphere packing problem in dimension 8 [74] and then, in collaboration by Cohn et al., who solved the sphere packing problem in dimension 24 [23]. The methods from these two articles have recently been further developed to solve the problem of universal optimality in dimensions 8 and 24 [24]. The only other dimension where this problem is solved is dimension 1 [22]. Despite the knowledge that the hexagonal lattice gives the unique densest sphere packing in dimension 2, the problem of its universal optimality is still open to date. The best result available at the moment is the result by Montgomery [61], which, among other results, implies the universal optimality of the hexagonal lattice among lattices. Also, it has to be noticed that the class of potentials for which the hexagonal lattice is optimal at all densities is expected to be bigger than the one of completely monotone functions, see [10] and compare also [38]. Furthermore, for a large class of potentials the results in [61] imply that the hexagonal lattice is a so-called ground state among all possible lattices for the problem of energy minimization of pairwise interacting particles. See for instance [7, 10] for general considerations concerning this optimality problem, [9] for the optimality of a hexagonal lattice for Lennard-Jones type energies and [61] concerning general Coulombian and Riesz interactions. Our results also generalize similarly to a large class of potentials for optimally charged lattices. Notice also that our work is related to the Ho-Mueller Conjecture [50] for two-component Bose-Einstein condensates for which Luo and Wei recently made interesting progress in [57] and where weighted sums of shifted and non-shifted lattice theta functions are minimized.
One could wonder whether our result has analogues in higher dimensions and, if so, what the distinguished lattices would be. The fundamental difference to the above works is that our results relate to the theory of sphere coverings (not packings). This potentially excludes the $E_8$ lattice from being optimal for our problem as the $A_8^*$ Voronoi lattice (the dual of the $A_8$ root lattice) yields a thinner covering than the $E_8$ lattice \[ \text{[25, Chap. 2.1.3]} \]. However, to the best of our knowledge (see again \[ \text{[25, Chap. 2.1.3]} \]) the Leech lattice $\Lambda_{24}$ is still nominated for being the optimal candidate, as it yields the best known covering in dimension 24.

Another byproduct of our results is that we solve an extremal problem for heat kernels on flat tori. A problem first considered by Baernstein \[ \text{[2, 3]} \] was to determine whether for all time the minimal temperature on the hexagonal torus is minimal among all flat tori of fixed covering radius. He studied these problems to find connections to a long standing problem from geometric function theory, namely finding the true value of Landau's constant \[ \text{[55]} \]. The true value is conjectured to be given in Rademacher's article \[ \text{[66]} \]. According to \[ \text{[66]} \], the same value was found earlier by Robinson, but never published. Getting back to the work of Baernstein and the minimal heat problem for tori of fixed covering radius, Baernstein remarks that his conjecture in general is “Spectacularly false” (quote from \[ \text{[3]} \]). Indeed, we have shown that for flat tori of fixed area, the minimal temperature of the hexagonal torus is maximal(!) for all times. This proves the corresponding conjecture raised in \[ \text{[35, eq. (6.3)]} \]. Even though there is no clear evidence, the results of \[ \text{[2, 3, 4, 27, 32, 35]} \] combined, suggest that our results might be of importance for the problem of finding the true value of Landau's constant $L$.

To a good part, our paper has been influenced and inspired by all of the above mentioned works. Another driving force has been a long standing conjecture in functional analysis with applications in wireless communication and digital signal processing. A seemingly harmless question raised in \[ \text{[73]} \] asks for an optimal lattice sampling pattern for Gaussian Gabor systems. This question has been connected to various other fields \[ \text{[32, 33, 34]} \]. Inspired by the theory of sphere packings, Strohmer and Beaver conjectured that the hexagonal lattice (of course) should give the optimal solution \[ \text{[73]} \]. Strohmer and Beaver \[ \text{[73]} \] disprove a conjecture raised in \[ \text{[41]} \], which suggested that the square lattice could be optimal. This, however, has been proved to hold for rectangular lattices by two of the authors \[ \text{[37]} \]. The conjecture has partially been solved \[ \text{[31, 37]} \] and our results add the last piece of the puzzle to these cases, In particular, this demonstrates that not alone the theory of sphere packings is important, but that a good covering must also be achievable. This is relevant for the analogous problems in higher dimensions, as the lower and upper bound may then have different optimizers.

Solving the Conjecture of Strohmer and Beaver needs a number of auxiliary steps, which have been explained semi-detailed in Section 2.2. The computation of sharp spectral bounds is extremely challenging and has been studied in \[ \text{[52]} \]. An alternative approach is to use the Zak transform, rediscovered by Zak \[ \text{[81]} \] in solid state physics. For Gaussians this naturally leads to the study of theta functions. The Zak transform and its vector valued version are also popular when investigating Gabor systems \[ \text{[47, 53, 59]} \]. We remark that the properties of Gabor systems, let alone the spectral bounds of the corresponding operators, in higher dimensions are (in general) not well understood (see, e.g., \[ \text{[48]} \] for recent examples). There are further connections to quantum harmonic analysis \[ \text{[75]} \], more recently studied in \[ \text{[71]} \], where our result has potential applications to estimate norms of trace-class and Hilbert-Schmidt operators. A new approach for studying Gaussian Gabor systems (in arbitrary dimension) has recently been investigated by Luef and Wang \[ \text{[56]} \]. They combine Kähler
geometry, Hörmander’s $\overline{\partial}$ method [51] and symplectic embedding theorems [60]. Their work then connects to the complex torus and its Seshadri constant and the constants $A_\Lambda$ and $B_\Lambda$ of (2.1) can be estimated by the Buser-Sarnak invariant [18] of the symplectic dual lattice $\Lambda^\circ$. It is remarked in [56, Sec. 1.2] that their estimate on $B_\Lambda$ is minimal only if $\Lambda$ is the hexagonal lattice, which is compatible with the (now solved) conjecture of Strohmer and Beaver.

3. Preliminaries and notation

3.1. Variational problems. The problem we consider is of variational type. We consider a combination of minimization and maximization. We will pose the problem for the Euclidean space $\mathbb{R}^d$ and lattices $\Lambda$ of (co-)volume 1. It is probably in the nature of the problem that solutions for some dimensions will be easier to establish than for others, but the solutions will probably be hard to attain in any dimension. We consider the function

$$E_\Lambda(z; \alpha) = \sum_{\lambda \in \Lambda} e^{-\pi \alpha |\lambda + z|^2} = \alpha^{-d/2} \sum_{\lambda^\perp \in \Lambda^\perp} e^{-\frac{\pi}{\alpha} |\lambda^\perp|^2} e^{2\pi i \lambda^\perp \cdot z}, \quad z \in \mathbb{R}^d, \alpha \in \mathbb{R}_+$$

and $\Lambda$ a lattice with dual lattice $\Lambda^\perp$. This is characterized by (see Section A for more details)

$$\lambda^\perp \in \Lambda^\perp \iff \lambda^\perp \cdot \lambda \in \mathbb{Z}, \forall \lambda \in \Lambda.$$

The equality of the two series in (3.1) follows from the Poisson summation formula. Note that both formulas are $\Lambda$-periodic. Now, for any fixed $\alpha > 0$, we seek to maximize the minimal value of $E_\Lambda$. This is, for any positive fixed value of $\alpha$ we seek to find the universal constant

$$A(\alpha) = \max_{\Lambda} \min_{z \in \mathbb{R}^d} E_\Lambda(z; \alpha).$$

This problem is somewhat opposite to the popular problem of finding universally optimal structures in $\mathbb{R}^d$ (see [22], [24]), which in the lattice case can be formulated as follows. Find, for any fixed $\alpha > 0$, the universal constant (where $E_\Gamma$ may be defined as in [22, 24])

$$B(\alpha) = \min_{\Lambda} \max_{z \in \mathbb{R}^d} E_\Lambda(z; \alpha).$$

Of course, the combined minimization and maximization procedures in (3.2) and (3.3) can be carried out over arbitrary point sets $\Gamma$ of density 1. However, the equality in (3.1) obtained by the Poisson summation might no longer hold, it may even not be clear what the dual structure of $\Gamma$ could be. In this case, one deals with two separate problems (compare with [12]). Usually, the problem of universal optimality involves a limiting procedure to define the energy of a class of radial potentials, called completely monotone, of squared distance (see [22, 24] for the details). By using (2.2) from the Bernstein-Widder theorem one can simply pass to Gaussian interaction potentials. Then, for a discrete point set $\Gamma \subset \mathbb{R}^d$ (w.l.o.g. we may assume that $\Gamma$ does not possess accumulation points) of density 1, the problem is to find, for any $\alpha > 0$, the universal constant

$$B(\alpha) = \min_{\Gamma} E_\Gamma(0; \alpha).$$

A structure $\Gamma_0 = \Gamma_0(d)$ solving the problem for a fixed (interval of) $\alpha$ is called a ground state. If a structure $\Gamma$ is a ground state for all $\alpha > 0$, it is said to be universally optimal. If we assume a lattice structure, then

$$E_\Lambda(0; \alpha) = \max_{z \in \mathbb{R}^d} E_\Lambda(z; \alpha)$$
as
\[
E_{Λ}(0, α) = \alpha^{-d/2} \sum_{Λ^⊥ ∈ Λ^⊥} e^{-\frac{π}{α} |λ^⊥|^2} = \alpha^{-d/2} \sum_{Λ^⊥ ∈ Λ^⊥} \left| e^{-\frac{π}{α} |λ^⊥|^2} \right| e^{2πiλ^⊥·z} \\
\geq \alpha^{-d/2} \sum_{Λ^⊥ ∈ Λ^⊥} e^{-\frac{π}{α} |λ^⊥|^2} e^{2πiλ^⊥·z} = E_{Λ}(z; α), \quad ∀α > 0.
\]
The origin 0 may be replaced by any other lattice point \( λ ∈ Λ \) (but in general not by \( λ^⊥ ∈ Λ^⊥ \)). Now, if, for some \( α \), a lattice \( Λ_d \) is a ground state among all \( d \)-dimensional point configurations (of density 1), then it solves (3.3) among point configurations because for those \( α \) we have
\[
E_{Λ_d}(0; α) = \min_Γ E_{Γ}(0; α) \leq \min_Γ \max_{z ∈ R^d} E_{Γ}(z; α).
\]
Note that for a non-lattice structure \( Γ \), the maximum may not be assumed in a point \( γ ∈ Γ \). This is because the sum of two Gaussians might have one or two maximums, depending on the distance of their centers. Now, if a structure has 2 points within a small distance and the other points being relatively far away and well-spread, the maximum might be achieved at a point midway between the two neighbors (Figure 4). However, if a lattice is optimal among point configurations in the sense of (3.3), then \( B(α) = B(α) \) (independent of \( z ∈ R^d \)).

The problem of universal optimality has connections to the theory of optimal sphere packings. Indeed, for the limit \( s → \infty \) of the potential \( r → r^{-s} \), the sphere packing problem can be derived from the universal optimality problem. For finding the value \( A \) in (3.2), however, the theory of optimal sphere coverings enters the scene, by using again the limit of the potential \( r → r^{-s} \). This is a central point in our proofs as alone for lattices the problem of solving
\[
z^*_Λ(α) = \arg \min_{z ∈ R^d} E_{Λ}(z; α),
\]
depends on the parameter \( α \) and the free parameters of the \( d \) vectors spanning the lattice, i.e., the \((d + 1)d/2 - 1\) parameters defining the lattice geometry: by a \( QR \) decomposition, we may always assume that the spanning vectors form an upper triangular matrix, which has \((d + 1)d/2\) free parameters. We lose one free lattice parameter because we assume density 1, but we have the additional parameter \( α \) instead. Already for \( d = 2 \), this means that the minimizing point depends on 3 parameters. This is in great contrast to Montgomery’s work [61] and to the problem of finding the maximizing point \( z \) in (3.4) (restricted to lattices). For lattices the maximum does not depend on any parameter, regardless of the dimension.
3.2. Notation. We will write the classical theta functions as
\[ \vartheta(\beta; t) = \sum_{k \in \mathbb{Z}} e^{-\pi t (k + \beta)^2} \quad \text{and} \quad \hat{\vartheta}(\beta; t) = \sum_{k \in \mathbb{Z}} e^{-\pi t k^2} e^{2\pi i k \beta}, \]
where \( \beta \in \mathbb{R} \) and \( t \in \mathbb{R}_+ \). They fulfill the functional equation
\[ \sqrt{t} \vartheta(\beta; \frac{1}{t}) = \vartheta(\beta; t), \]
which is easily seen by using the Poisson summation formula. We note that there is a product representation for \( \hat{\vartheta} \)\[^7\] \( \hat{\vartheta} \), which, by using the functional equation, can also be used for \( \vartheta \);
\[ \hat{\vartheta}(\beta; t) = \prod_{k \geq 1} (1 - e^{-2\pi k t})(1 + e^{-(2k-1)\pi t} e^{2\pi i \beta})(1 + e^{-(2k-1)\pi t} e^{-2\pi i \beta}) \]
\[ = \prod_{k \geq 1} (1 - e^{-2\pi k t})(1 + \cos(2\pi \beta) e^{-(2k-1)\pi t} + e^{-(4k-2)\pi t}) \]

Passing to dimension 2, let \( \Lambda = \Lambda(x, y) \) be a lattice with lattice parameters \( (x, y) \in \mathbb{R} \times \mathbb{R}_+ \), so \( \tau = x + iy \in \mathbb{H} \) is an element of the upper half plane. Furthermore, we can restrict our attention to the region
\[ D_+ = \{ \tau \in \mathbb{H} \mid 0 \leq x \leq \frac{1}{2}, \ x^2 + y^2 \geq 1 \}. \]
Details on lattice parametrization by elements \( \tau \in \mathbb{H} \) and the restriction to \( D_+ \) are given in Section \(^\[A\] \). For the moment, we mention that the hexagonal lattice \( A_2 \) is parametrized by \( (\cos(\frac{\pi}{6}), \sin(\frac{\pi}{6})) = (1/2, \sqrt{3}/2) \) and that we call lattices with \( x = 0 \) rectangular. We study the following, family of lattice theta functions;
\[ \theta_\Lambda(b; \alpha) = \sum_{\lambda \in \Lambda} e^{-\pi \alpha |\lambda + b|^2} = \sum_{k, l \in \mathbb{Z}} e^{-\frac{\pi \alpha}{y} ((k + b_1)^2 + 2x(k + b_1)(l + b_2) + (x^2 + y^2)(l + b_2)^2)} \]
and
\[ \hat{\theta}_\Lambda(b; \alpha) = \sum_{\lambda \in \Lambda} e^{-\pi \alpha |\lambda|^2} e^{2\pi i \sigma(\lambda, b)} = \sum_{k, l \in \mathbb{Z}} e^{-\frac{\pi \alpha}{y} (k^2 + 2xkl + (x^2 + y^2)l^2)} e^{2\pi i (kb_2 - lb_1)}, \]
which are lattice theta functions shifted by \( b = (b_1, b_2) \) or charged lattice theta functions with charge \( (b_1, b_2) \). We remark that \( \sigma(\ldots) \) denotes the standard (skew-symmetric) symplectic form and that we use the symplectic Fourier transform and the symplectic Poisson summation formula to obtain the functional equation
\[ \theta_\Lambda(b; \alpha) = \frac{1}{\alpha} \hat{\theta}_\Lambda(b; \frac{1}{\alpha}), \quad b \in \mathbb{R}^2, \ \alpha > 0. \]
Details on these methods are provided in Section \(^\[B\] \) but for the moment, we mention that we mainly use an additional rotation of 90 degrees in the formulas. The coordinates \( b_1 \) and \( b_2 \) implicitly depend on the lattice parameters \( x \) and \( y \) and in our particular case are given by
\[ b_1 = b_1(x, y) = \frac{x + (1 - x)4y^2}{8y^2} \quad \text{and} \quad b_2 = b_2(x, y) = \frac{4y^2 - 1}{8y^2}. \]
In general, we do not have a proper interpretation of the geometric meaning of \( b \). Actually, we first considered the point \( a = (a_1, a_2) \) with
\[ a_1 = a_1(x, y) = \frac{(1 - x)(x^2 + y^2)}{2y^2} \quad \text{and} \quad a_2 = a_2(x, y) = \frac{-x + x^2 + y^2}{2y^2}. \]
This point has a nice geometric interpretation, namely that we evaluate \( \theta_\Lambda \) and \( \hat{\theta}_\Lambda \) in the circumcenter of the fundamental triangle (after a change of coordinates induced by the lattice parameters). Even though \( a \) is independent of the parameter \( \alpha \), it still depends on the lattice parameters \((x, y) \in D_+ \). There is a nice algebraic relation between \( a_1 \) and \( a_2 \), which already simplifies the problem, namely

\[
a_1 + x a_2 = \frac{1}{2}.
\]

Now, the point \( b \) has been designed in such a way that

\[
(3.10) \quad b_1 + x b_2 = \frac{1}{2}, \quad b_2(x, y) = b_2(y), \ \forall x \in [0, \frac{1}{2}] \quad \text{and} \quad b(\frac{1}{2}, y) = a(\frac{1}{2}, y).
\]

The first two properties are important as they allow us to lose the implicit \( x \)-dependence of the point \( b \) (however, there is still an \( x \)-dependence in the lattice geometry). The last property of (3.10) is important for two reasons. The hexagonal lattice lies on the boundary line \( x = 1/2 \) of \( D_+ \) and the circumcenter \( a \) is heuristically close to the point in which the function assumes its minimum. For rectangular lattices and the hexagonal lattice, the minimizing point is the circumcenter of the fundamental triangle, and for general lattices it approaches the circumcenter in the limit \( \alpha \to \infty \) (compare Figure 1). The second, and maybe more important, point has already been mentioned and is the fact that for the hexagonal lattice, the circumcenter yields the minimizer. We prove the following result, implying Theorem 2.1.

**Theorem 3.1.** Let \((x, y) \in D_+ \) and \( \alpha > 0 \). Let \( b(x, y) = b = (b_1, b_2) \) be as in (3.8) and \( \theta_\Lambda(b; \alpha) \) and \( \hat{\theta}_\Lambda(b; \alpha) \) be defined by (3.5) and (3.6), respectively. Then

\[
\theta_\Lambda_2(b; \alpha) \geq \theta_\Lambda(b; \alpha) \quad \text{and} \quad \hat{\theta}_\Lambda_2(b; \alpha) \geq \hat{\theta}_\Lambda(b; \alpha), \ \forall \alpha > 0,
\]

with equality if and only if \( \Lambda \) is a hexagonal lattice \( \Lambda_2 \).

### 3.3. Outline of the proof.

The fact that \( b = b(x, y) \) is not static makes the proof somewhat delicate and demands good bookkeeping of estimates at several points. The general idea of the proof of Theorem 3.1 is as follows. We simplify the problem by using the functional equation (3.7). This allows us to consider \( \theta_\Lambda(b, \alpha) \) and \( \hat{\theta}_\Lambda(b; \alpha) \) only for \( \alpha \geq 1 \) and not the whole range of \( \alpha > 0 \). Therefore, we find dominant terms giving the variations of the expressions as well as (negligible) exponentially small tails. The rest of this work is concerned with proving Theorem 3.1 as outlined below.

*The hexagonal lattice is a critical point:* We start by showing that the hexagonal lattice is a critical point in the space of lattices. This is achieved by using geometric simplifications due to the existing symmetry. We also establish general properties of a point \( c \in \mathbb{R}^2 \) such that \( \Lambda_2 \) is still a critical point of \( E_\Lambda(c; \alpha) \), i.e.,

\[
\begin{pmatrix}
\partial_x \theta_\Lambda(c; \alpha) \\
\partial_y \theta_\Lambda(c; \alpha)
\end{pmatrix}
\bigg|_{(x, y) = (1/2, \sqrt{3}/2)} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
\partial_x \hat{\theta}_\Lambda(c; \alpha) \\
\partial_y \hat{\theta}_\Lambda(c; \alpha)
\end{pmatrix}
\bigg|_{(x, y) = (1/2, \sqrt{3}/2)} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

The generality of \( c \) suggests that we have some room for our estimates.

*Analysis of the \( x \)-direction:* Then, for \( \alpha \geq 1 \), we show that the \( x \)-derivative of both functions is positive in a region containing \( D_+ \). More precisely, for \( y \geq 1/\sqrt{2} \) fixed, we show that

\[
\partial_x \theta_\Lambda(b; \alpha) > 0 \quad \text{and} \quad \partial_x \hat{\theta}_\Lambda(b; \alpha) > 0, \quad x \in (0, \frac{1}{2}).
\]

This yields that the maximizing lattice must be found on the boundary line \( x = \frac{1}{2} \) for \( y \geq \frac{\sqrt{3}}{2} \) (the line \( x = 0 \) contains minimizing lattices for fixed \( y \)). The proofs rely on an intuition
coming from a result of Montgomery [61], which roughly says that, for any fixed $t > 0$, the derivative of the classical theta function behaves like a sine-function (up to some bounds).

$$\vartheta'(\beta; t) \asymp \sin(2\pi x).$$

The lower and upper bounds of the above estimate depend uniformly on $t$.

$$\rho_1 \quad \rho_2$$

**Figure 5.** The upper half-plane $H$ and the fundamental domain $D$, split into $D_+$ and $D_-$. The arrows indicate the direction in which $E_\lambda(b; \alpha)$ is growing, for $y \geq 1/\sqrt{2}$ and all $\alpha > 0$. The point $i$ corresponds to the square lattice, whereas $\rho_1$ and $\rho_2$ yield the hexagonal lattice. As a function of $y$, $E_\lambda(b; \alpha)$ is concave in an $\alpha$-neighborhood of $\rho_2$ and smaller than $E_\lambda(b; \alpha)$ outside. The hexagonal lattice is a critical point in $D_+$ and hence yields the unique maximum.

**Analysis on the line $x = \frac{1}{2}$:** The final step is to show that, for $x = \frac{1}{2}$, both functions are concave in the $y$-direction in a neighborhood of $\Lambda_2$ (where the size of the neighborhood depends on $\alpha$), followed by the observation that there is no maximum outside this neighborhood. The rough strategy can be summed up as follows: we have a function of the form

$$h_\alpha(y) = \sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y),$$

where $\alpha \geq 1$, $\phi_{k,l}(y)$ is a positive definite quadratic form in $k$ and $l$ and $\psi_{k,l}$ may be highly oscillating, but bounded. By bounding $\phi_{k,l}(y)$, $\phi'_{k,l}(y)$ and $\phi''_{k,l}(y)$ for $y \geq \sqrt{3}/2$ we establish bounds on $h_\alpha(y)$, $h'_\alpha(y)$ and $h''_\alpha(y)$. These estimates are then combined to show that there is an $\alpha$-region near $y = \sqrt{3}/2$ where $h_\alpha(y)$ is concave in $y$ and that there is no global maximum outside this region. The subtleties lie in a careful asymptotic analysis as $\alpha$ becomes large.

Even though we follow more or less the same strategy in both cases, the proofs for $\theta_\lambda$ and $\hat{\theta}_\lambda$ require somewhat different strategies to deal with different types of complications. Our Main Result follows immediately since $\theta_{\Lambda_2}(z_{\Lambda_2}; \alpha) = \theta_{\Lambda_2}(b; \alpha) \geq \theta_\lambda(b; \alpha) \geq \theta_\Lambda(z_{\Lambda}; \alpha)$. \hfill $\diamond$
4. The hexagonal lattice is a critical point

4.1. Critical lines and critical points. We will show that the boundaries of the right half of the fundamental domain is critical for our theta function in terms of directional derivatives. For the vertical boundaries, this can be derived from the algebraic structure of \( \hat{\theta}_\Lambda(b;\alpha) \) and then using the Poisson summation formula to derive the result for \( \theta_\Lambda(b;\alpha) \). The following result shows that the hexagonal lattice is a critical point in the space of lattices.

**Lemma 4.1.** Let \((x,y) \in D_+ \) and \( b(x,y) \) as in (3.8). Then, in the space of lattices, for any fixed \( \alpha > 0 \), the functions

\[
\theta_\Lambda(b;\alpha) \quad \text{and} \quad \hat{\theta}_\Lambda(b;\alpha)
\]

have a critical point in the hexagonal lattice \( \Lambda_2 \), i.e., for

\[
(x,y) = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right).
\]

In other words, the gradient of, both, \( \theta_\Lambda(a;\alpha) \) and \( \hat{\theta}_\Lambda(a;\alpha) \) vanishes in \((x,y) = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right)\).

**Proof.** We will only show the result for \( \hat{\theta}_\Lambda(b;\alpha) \) for any \( \alpha > 0 \). The result for \( \theta_\Lambda(b;\alpha) \) follows from the functional equation (3.7). As we know that \( \theta_\Lambda(b;\alpha) \) is real-valued, this has to be true for \( \hat{\theta}_\Lambda(b;\alpha) \) as well. Hence, the complex exponential can only contain the real (cosine) part. This also follows from symmetry considerations. We have

\[
\hat{\theta}_\Lambda(b;\alpha) = \sum_{k,l \in \mathbb{Z}} e^{-\frac{\pi i}{\sqrt{3}} (k^2+2kl+(x^2+y^2)l^2)} \cos(2\pi(kb_2(x,y)-lb_1(x,y)))
\]

Now, we compute the derivatives and evaluate at \((x,y) = (1/2, \sqrt{3}/2)\), which gives

\[
\partial_x \hat{\theta}_\Lambda(a;\alpha)\bigg|_{(x,y)=(\frac{1}{2}, \frac{\sqrt{3}}{2})} = -\frac{2\pi}{3} \sum_{k,l \in \mathbb{Z}} e^{-\frac{\pi i}{\sqrt{3}} (k^2+2kl+l^2)} \times
\]

\[
l \left( \sqrt{3} \alpha (2k + l) \cos \left( \frac{2\pi}{3} \pi (k - l) \right) + \sin \left( \frac{2\pi}{3} \pi (k - l) \right) \right).
\]

Clearly, for \( l = 0 \), the whole expression vanishes. The cosine and sine expressions only take the following values

\[
\cos\left( \frac{2\pi}{3} \pi (k - l) \right) \in \{ \pm \frac{1}{2}, 1 \} \quad \text{and} \quad \sin\left( \frac{2\pi}{3} \pi (k - l) \right) \in \{ \pm \frac{\sqrt{3}}{2}, 0 \}, \quad k, l \in \mathbb{Z}.
\]

So, there will be cancellations in the cosine and sine parts, independent of the value \( \alpha \). We note that the quadratic form \( k^2 + kl + l^2 \) is invariant under the transformation \( k \mapsto -k - l \). So, for \( l \) odd, we pair \( k \) with \( -k - l \) to see that the expression vanishes and for \( l \) even, we also pair \( k \) with \( -k - l \), but we have to treat the case \( k = -\frac{l}{2} \) separately. However, for \( l \) even and \( k = -\frac{l}{2} \), the respective term vanishes. Hence

\[
\partial_x \hat{\theta}_\Lambda(a;\alpha)\bigg|_{(x,y)=(\frac{1}{2}, \frac{\sqrt{3}}{2})} = 0.
\]
With the same arguments, we see that
\[
\partial_y \hat{\theta}_\Lambda(a;\alpha)\bigg|_{(x,y)=(\frac{1}{2},\frac{\sqrt{3}}{2})} = \frac{2\pi}{3} \sum_{k,l \in \mathbb{Z}} e^{-\frac{2\pi \alpha}{\sqrt{3}} (k^2+kl+l^2)} \times \\
\left( \alpha \left( 2k^2 + 2kl - l^2 \right) \cos \left( \frac{2\pi}{3} \pi (k-l) \right) - \frac{2k+l}{\sqrt{3}} \sin \left( \frac{2\pi}{3} \pi (k-l) \right) \right)
\]
indeed evaluates to 0. □

We note that the above proof also holds verbatim if the point \( b \) defined by (3.8) is replaced by the circumcenter of the fundamental triangle, i.e., by \( a \) defined by (3.9). This suggests that there is some kind of perturbation result for our problem in the background (see Section [C]) and the above lemma actually easily extends to the following result.

**Lemma 4.2.** Let \((x,y) \in D_+\) and let \( c = c(x,y) = (c_1(x,y),c_2(x,y)) \) have the following properties;
\[
c\left(\frac{1}{2},y\right) = a\left(\frac{1}{2},y\right), \quad c_1 + x c_2 = \frac{1}{2}, \quad \text{and} \quad \partial_x c_2|x = \frac{1}{2} = 0.
\]
Then, in the space of lattices, for any fixed \( \alpha > 0 \), the functions \( \theta_\Lambda(c;\alpha) \) and \( \hat{\theta}_\Lambda(c;\alpha) \) have a critical point in the hexagonal lattice \( \Lambda_2 \), i.e., for
\[
(x,y) = \left(\frac{1}{2},\frac{\sqrt{3}}{2}\right).
\]

**Proof.** Since \( c(1/2,y) = a(1/2,y) \) it follows from Lemma 4.1 that the gradient at \((1/2,\sqrt{3}/2)\) vanishes in the \( y \)-direction. Hence, we only need to prove the result for the \( x \)-direction. This time, we prove the result only for \( \theta_\Lambda(c;\alpha) \). After some algebraic simplification, we get
\[
\theta_\Lambda(c;\alpha) = \sum_{l \in \mathbb{Z}} e^{-\pi \alpha y (l+c_2)^2} \sum_{k \in \mathbb{Z}} e^{-\frac{2\pi \alpha}{\sqrt{3}} (k+\frac{1}{2}+xl)^2}.
\]
As \( c_2 \) implicitly depends on \( x \), the partial derivative with respect to \( x \) is
\[
\partial_x \theta_\Lambda(c;\alpha) = -\sum_{l \in \mathbb{Z}} 2\pi \alpha y (l+c_2) c_2' e^{-\pi \alpha y (l+c_2)^2} \vartheta\left(\frac{1}{2}+xl;\frac{\alpha}{y}\right) \times \\
+ \sum_{l \in \mathbb{Z}} e^{-\pi \alpha y (l+c_2)^2} l \vartheta'\left(\frac{1}{2}+xl;\frac{\alpha}{y}\right).
\]
Here, \( c_2' \) and \( \vartheta' \) denote differentiation with respect to the first argument. Now, by assumption \( c_2' \) vanishes for \( x = 1/2 \). For \( x = 1/2 \) the function \( \vartheta' \) only takes integer or half integer values in the first argument. By using the product representation (see also [61]) it is easy to see that \( \vartheta' \) vanishes at exactly the integers and half-integers (independently from the parameter in the second argument). Therefore
\[
\partial_x \theta_\Lambda(c;\alpha)\bigg|_{x = \frac{1}{2}} = 0, \quad \forall y \geq \frac{\sqrt{3}}{2}, \forall \alpha > 0.
\]
□
Remark. It is immediate from the above proof that actually the right boundary of $D_+$ is critical with respect to the $x$-derivative. If one additionally assumes $\partial_x c_2|_{x=0}$, then, with the same proof as above, one also finds that the line $x = 0$ is critical in that sense. In particular, the assumptions of Lemma 4.2 are met for the circumcenter $a$ defined by (3.9).

5. Analysis of the $x$-derivative

We will now prove a result for the directional derivative. This needs some preparation and auxiliary results. Note that we can write

$$
\theta_{\Lambda}(b; \alpha) = \sum_{l \in \mathbb{Z}} e^{-\pi \alpha l^2} \sum_{k \in \mathbb{Z}} e^{-\pi \alpha (k + b + x(l+b))} \vartheta(b_1 + x(l+b); \frac{\alpha}{y}).
$$

We will assume that $y > 1/\sqrt{2}$ is fixed, and hence write $b_1(x)$ and $b_2(x)$ or simply $b_1$ and $b_2$. Also, for any $y \in \mathbb{R}_+$, we note the following simplification;

$$
b_1(x) + xb_2(x) = \frac{1}{2}.
$$

Also, we write

$$
b_2 = \frac{1}{2} - \frac{1}{8y^2} = \frac{1}{2} - r \quad \text{with} \quad r = r(y) = \frac{1}{8y^2}.
$$

Therefore, we may write

$$
\theta_{\Lambda}(b; \alpha) = \sum_{l \in \mathbb{Z}} e^{-\pi \alpha l^2} \sum_{k \in \mathbb{Z}} e^{-\pi \alpha (k + \frac{1}{2} + xl)} \vartheta(\frac{1}{2} + xl; \frac{\alpha}{y}).
$$

(5.1)

5.1. Auxiliary results. The key idea in the proof will be that

$$
\vartheta'(\beta; t) \propto \sin(2\pi \beta),
$$

where the prime denotes (as is usual) differentiation of $\vartheta$ with respect to the first argument. The equation above should be understood in the sense that $\vartheta'(\beta; \alpha)$ can be bounded below and above by the sine function, up to some (negative) constant depending on $\alpha$. More precisely, we use the following auxiliary results, which can also be found in Montgomery’s article [61].

Lemma 5.1 (Montgomery). For $t \geq 0$, the functions $\vartheta(\beta; t)$ and $\hat{\vartheta}(\beta; t)$ are even and periodic with period 1 as functions of $\beta$. Furthermore, they take their global maximums for $\beta \in \mathbb{Z}$ and their global minimums for $\beta \in \mathbb{Z} + \frac{1}{2}$. Furthermore, the functions are strictly decreasing in $\beta$ on the interval $(0, 1/2)$ and strictly increasing on the interval $(1/2, 1)$.

Proof. The result quickly follows from the product representation of $\hat{\vartheta}(\beta; t)$ and the functional equation $\vartheta(\beta; t) = \vartheta(\beta; t)/\sqrt{T}$

$$
\hat{\vartheta}(\beta; t) = \prod_{m \geq 1} \left(1 - e^{-2m\pi t}\right)(1 + 2e^{-(2m-1)\pi t} \cos(2\pi \beta) + e^{-(4m-2)\pi t}).
$$

Now, observe that the only $\beta$-dependence of the function comes from the cosine part (which does not even involve the index $m$), so the result readily follows.

□
The proof of the above lemma shows that the $\beta$-dependence of $\vartheta$ is only given by a cosine-function and, also, $\vartheta$ itself oscillates around 1 like the cosine-function. Moreover, the lemma tells us that $\vartheta(\frac{1}{2} + x\ell; \alpha/y)$ has critical points for $x \in \{0, 1/2\}$. For $x = 0$ we always have a minimum, but for $x = 1/2$ we have a competition of minima and maxima. The difficulty in (5.1) is to control the rapid oscillations for $|l|$ large, but then the decay given by the Gaussian factor is helpful. The next two results connect $\vartheta'$ and the sine-function as suggested by (5.2).

**Lemma 5.2** (Montgomery). Let $\beta \in \mathbb{R}$ and $t > 0$ (fixed). Then the function

$$Q(\beta; t) = -\frac{\partial_\beta \vartheta(\beta; t)}{\sin(2\pi \beta)}$$

is a positive, even, periodic function of $\beta$ with period 1. Also, as a function of $\beta$ it is strictly decreasing on $(0, 1/2)$ and increasing on $(1/2, 1)$.

**Proof.** The result quickly follows from the product representation of $\hat{\vartheta}(\beta; t)$ and the functional equation $\vartheta(\beta; t) = \frac{1}{\sqrt{t}} \hat{\vartheta}(\beta; t)$.

$$\partial_\beta \hat{\vartheta}(\beta; t) = -4\pi \sin(2\pi \beta) \sum_{l \geq 1} (1 - e^{-2l\pi t})e^{-(2l-1)\pi t}$$

$$\times \prod_{m \geq 1, m \neq l} (1 - e^{-2m\pi t})(1 + 2e^{-(2m-1)\pi t} \cos(2\pi \beta) + e^{-(4m-2)\pi t}).$$

Hence, the function

$$\frac{1}{\sqrt{t}} Q\left(\beta; \frac{1}{t}\right) = 4\pi \sum_{l \geq 1} (1 - e^{-2l\pi t})e^{-(2l-1)\pi t}$$

$$\times \prod_{m \geq 1, m \neq l} (1 - e^{-2m\pi t})(1 + 2e^{-(2m-1)\pi t} \cos(2\pi \beta) + e^{-(4m-2)\pi t})$$

is a well-defined function for $\beta \in \mathbb{R}$. It is easily seen to be even and periodic in $\beta$ with period 1, as the only part involving $\beta$ is the cosine function. Furthermore, all terms of the above expression are positive as $(1 + 2e^{-(2m-1)\pi t} \cos(2\pi \beta) + e^{-(4m-2)\pi t}) \geq (1 - e^{-(2m-1)\pi t})^2$. □

**Lemma 5.3** (Montgomery). For any $\beta \in \mathbb{R}$, the function $Q(\beta; t)$ can be bounded from below and above by the functions

$$A(t) = \begin{cases} t^{-3/2}e^{-\frac{\pi}{4}}, & 0 \leq t \leq 1 \\ (1 - \frac{1}{3000})4\pi e^{-\pi t}, & 1 \leq t \end{cases}$$

and

$$B(t) = \begin{cases} t^{-3/2}, & 0 \leq t \leq 1 \\ (1 + \frac{1}{3000})4\pi e^{-\pi t}, & 1 \leq t \end{cases},$$

respectively, i.e.,

$$A(t) \leq Q(\beta; t) \leq B(t).$$

**Proof.** The result follows by using the functional equation to distinguish the cases $t \in (0, 1)$ and $t \geq 1$ and by the dominance of the leading term with some tail bound estimates. The details are given in [61]. □
5.2. First Main Lemma. Our First Main Lemma consists of two parts, which need to be shown separately. However, the range of the parameter $\alpha > 0$ can be reduced to $\alpha \geq 1$ by the functional equation (3.7).

**Lemma 5.4** (First Main Lemma). Let $\alpha > 0$ be fixed, $x \in (0, \frac{1}{2})$ and $y \geq \frac{1}{\sqrt{2}}$, then

$$\partial_x \theta_\Lambda(b; \alpha) > 0 \quad \text{and} \quad \partial_x \tilde{\theta}_\Lambda(b; \alpha) > 0.$$ 

5.2.1. First Main Lemma – Part 1.

**Proposition 5.5.** Let $\alpha \geq 1$ be fixed, $x \in (0, \frac{1}{2})$ and $y \geq \frac{1}{\sqrt{2}}$, then

$$\partial_x \theta_\Lambda(b; \alpha) > 0.$$ 

**Proof.** We start with writing the derivative of $\theta^b_\Lambda(\alpha)$ with respect to $x$ as

$$\partial_x \theta_\Lambda(b; \alpha) = \sum_{l \in \mathbb{Z}} e^{-\pi \alpha y (l + \frac{1}{2} - r)^2} l \vartheta'(\frac{l}{2} + x; \frac{\alpha}{y}),$$

where $\vartheta'$ denotes differentiation of $\vartheta$ with respect to the first argument. Due to the asymmetry caused by $r = r(y)$, we estimate the above expression for $l \geq 1$ and $l \leq -1$ separately (the case $l = 0$ is trivial and yields 0).

Case A ($l \geq 1$). For $l \geq 1$ and $x \in (0, 1/2)$, we note that $\vartheta'(1/2 + xl)$ is positive for $l = 1$ and alternates in sign for $l \geq 2$. Therefore, we estimate the term for $l = 1$ from below by combining Lemma 5.2 and Lemma 5.3. In a similar way, we estimate the absolute values of all other terms from above and assign them a negative sign. In total, we get the following estimate from below

$$\sum_{l \geq 1} e^{-\pi \alpha y (l + \frac{1}{2} - r)^2} l \vartheta'(\frac{l}{2} + x; \frac{\alpha}{y}) \geq e^{-\pi \alpha y (\frac{1}{2} - r)^2} \left( - \sin(2\pi(\frac{1}{2} + x)) \right) \sqrt{\frac{y}{\alpha}} A(\frac{y}{\alpha}) - \sum_{l \geq 2} le^{-\pi \alpha y (l + \frac{1}{2} - r)^2} \sqrt{\frac{y}{\alpha}} B(\frac{y}{\alpha}) \sin(2\pi(xl + \frac{1}{2})) \right|.$$

We wish to show that

$$e^{-\pi \alpha y (\frac{1}{2} - r)^2} \sqrt{\frac{y}{\alpha}} A(\frac{y}{\alpha}) \sin(2\pi x) > \sum_{l \geq 2} le^{-\pi \alpha y (l + \frac{1}{2} - r)^2} \sqrt{\frac{y}{\alpha}} B(\frac{y}{\alpha}) \sin(2\pi(xl + \frac{1}{2})) \right|,$$

which is equivalent to showing that

$$\frac{A(\frac{y}{\alpha})}{B(\frac{y}{\alpha})} > \sum_{l \geq 2} le^{-\pi \alpha y (l + \frac{1}{2} - r)^2} \frac{|\sin(2\pi xl)|}{\sin(2\pi x)}.$$

Now, by induction and using addition theorems for trigonometric functions one easily obtains

$$\left| \frac{\sin(2\pi xl)}{\sin(2\pi x)} \right| \leq l, \quad l \in \mathbb{N}.$$ 

Furthermore,

$$\frac{e^{-\pi \alpha y (l + \frac{1}{2} - r)^2}}{e^{-\pi \alpha y (\frac{1}{2} - r)^2}} = e^{-\pi \alpha y (l^2 + l - 2 - 2r(l - \frac{1}{2}))} \leq e^{-\pi \alpha y (l^2 + \frac{1}{2})},$$
where we used the fact that \( r(y) \in [0, 1] \) for \( y \geq 1/\sqrt{2} \) and that the whole expression is maximal for \( r = 1/4 \). Hence, we succeed if we can show that

\[
\frac{A\left(\frac{y}{\alpha}\right)}{B\left(\frac{y}{\alpha}\right)} > \sum_{l \geq 2} l^2 e^{-\pi\alpha y (l^2 + \frac{l+1}{2})}.
\]

We need to distinguish the cases \( y \leq \alpha \) and \( y > \alpha \).

**Case A.1 (\( \alpha \geq y \)).** As we assume \( y \geq 1/\sqrt{2} \), we see that

\[
\alpha y = \frac{\alpha}{y} y^2 \geq \frac{\alpha}{2y}.
\]

We note that, in the case \( y \leq \alpha \), we have

\[
\frac{A\left(\frac{y}{\alpha}\right)}{B\left(\frac{y}{\alpha}\right)} = e^{-\frac{\pi y}{\alpha}},
\]

by the definitions of the functions in Lemma 5.3. The right-hand side of (5.3) can be estimated by

\[
\sum_{l \geq 2} l^2 e^{-\pi\alpha y (l^2 + \frac{l+1}{2})} \leq \sum_{l \geq 2} l^2 e^{-\frac{\pi y}{\alpha} (l^2 + \frac{l+1}{2})} = e^{-\frac{\pi y}{\alpha}} \sum_{l \geq 2} l^2 e^{-\frac{\pi y}{\alpha} (l^2 + \frac{l+1}{2})} \leq 0.0359475 \ldots \times e^{-\frac{\pi y}{\alpha}}.
\]

Therefore, the strict inequality follows in this case.

**Case A.2 (\( \alpha \leq y \)).** Now, by the definitions in Lemma 5.3, the left-hand side of (5.3) becomes

\[
\frac{A\left(\frac{y}{\alpha}\right)}{B\left(\frac{y}{\alpha}\right)} = \frac{1 - \frac{1}{3000} \frac{y}{\alpha}}{1 + \frac{1}{3000} \frac{y}{\alpha}} = 2999 \frac{3001}{3001}.
\]

By assumption \( \alpha y \geq \alpha^2 \geq 1 \). So, the right-hand side of (5.3) can be estimated by

\[
\sum_{l \geq 2} l^2 e^{-\pi\alpha y (l^2 + \frac{l+1}{2})} \leq \sum_{l \geq 2} l^2 e^{-\pi (l^2 + \frac{l+1}{2})} \leq 0.0000671031 \ldots \leq \frac{2999}{3001}.
\]

This settles Case A.

**Case B (\( l \leq -1 \)).** For \( l \leq -1 \) and \( x \in (0, \frac{1}{\alpha}) \), we estimate

\[
\sum_{l \leq -1} e^{-\pi\alpha y (l + \frac{1}{2} + r)^2} l \theta'(\frac{1}{2} + x; \frac{\alpha}{\beta}) = \sum_{l \geq 1} e^{-\pi\alpha y (l - \frac{1}{2} + r)^2} l \theta'(\frac{1}{2} + x; \frac{\alpha}{\beta}),
\]

where we used the fact that \( \theta'(1/2 + xl; \alpha/y) = -\theta'(1/2 - xl; \alpha/y) \), which can be deduced from Lemma 5.1. We see that the expression above is certainly no less than

\[
e^{-\pi\alpha y (\frac{1}{2} + r)^2} \left( -\sin(2\pi(\frac{1}{2} + x)) \sqrt{\frac{y}{\alpha}} A\left(\frac{y}{\alpha}\right) - \sum_{l \geq 2} l e^{-\pi\alpha y (l - \frac{1}{2} + r)^2} \sqrt{\frac{y}{\alpha}} B\left(\frac{y}{\alpha}\right) |\sin(2\pi(xl + \frac{1}{2}))| \right).
\]

We wish to show that

\[
e^{-\pi\alpha y (\frac{1}{2} + r)^2} \sin(2\pi x) \sqrt{\frac{y}{\alpha}} A\left(\frac{y}{\alpha}\right) > \sum_{l \geq 2} l e^{-\pi\alpha y (l - \frac{1}{2} + r)^2} \sqrt{\frac{y}{\alpha}} B\left(\frac{y}{\alpha}\right) |\sin(2\pi x l)|,
\]
or, equivalently,

\[ A(\frac{y}{x}) \frac{B(x)}{B(y)} > \sum_{l \geq 2} le^{-\pi y(l^2-l+2r(l-1))} \frac{|\sin(2\pi lx)|}{\sin(2\pi x)}. \]

We argue again in two cases.

**Case B.1** \((\alpha \geq y)\). The left-hand side of (5.4) is simply given by

\[ A(\frac{y}{x}) \frac{B(x)}{B(y)} = e^{-\pi \frac{\alpha}{y}}. \]

For the right-hand side of (5.4), we observe that it is maximal if \(r = 0\), so

\[
\sum_{l \geq 2} le^{-\pi y(l^2-l+2r(l-1))} \frac{|\sin(2\pi lx)|}{\sin(2\pi x)} \leq \sum_{l \geq 2} l^2 e^{-\pi \frac{\alpha}{y}(l^2-l)} = e^{-\pi \frac{\alpha}{y}} \sum_{l \geq 2} l^2 e^{-\pi \frac{\alpha}{y}(l^2-l-\frac{1}{2})} \\
\leq e^{-\pi \frac{\alpha}{y}} \sum_{l \geq 2} l^2 e^{-\frac{\pi}{2}(l^2-l-\frac{1}{2})} \leq 0.380714 \ldots \times e^{-\pi \frac{\alpha}{y}}.
\]

This shows (5.4) in this case.

**Case B.2** \((\alpha \leq y)\). The left-hand side of (5.4) is now

\[ A(\frac{y}{x}) \frac{B(x)}{B(y)} = \frac{2999}{3001}. \]

As we now have \(\alpha y \geq \alpha^2 \geq 1\), the right-hand side can be estimated by

\[
\sum_{l \geq 2} le^{-\pi \alpha y(l^2-l+2r(l-1))} \frac{|\sin(2\pi lx)|}{\sin(2\pi x)} \leq \sum_{l \geq 2} l^2 e^{-\pi \alpha y(l^2-l)} \leq 0.00746983 \ldots .
\]

Thus (5.4) is true in this case as well.

Putting together the results from **Case A** and **Case B** finishes the proof. \(\square\)

We remark that, with respect to \(\alpha\), \(\theta_\Lambda(c;\alpha)\) \((c \in \mathbb{R}^2\) fixed\) behaves much like the function \(\theta_\Lambda(0;\alpha)\), which was considered by Montgomery. Therefore, we were able to simply use some of the auxiliary results from [61]. This is very much in parallel to the similar behavior of the classical Jacobi theta nulls \(\vartheta_3(t) = \vartheta(0;t)\) and \(\vartheta_2(t) = \vartheta(1/2;t)\) as functions of \(t\). However, the behavior of \(\tilde{\theta}_\Lambda(c;\alpha)\) is quite opposite to the behavior of \(\theta_\Lambda(c;\alpha)\) (or \(\theta_\Lambda(0;\alpha)\)), just as \(\vartheta_1(t) = \vartheta(1/2;t)\) behaves quite in opposition to \(\vartheta_2(t)\) or \(\vartheta_3(t)\) with respect to \(t\).

5.2.2. **First Main Lemma – Part 2.** Recall that we can write \(b_1 = 1/2 - x b_2\). Hence,

\[
\tilde{\theta}_\Lambda(b;\alpha) = \sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha (k^2 + 2xkl + (x^2 + y^2)l^2)} e^{2\pi i (kb_2 - l(\frac{1}{2} - xb_2))}.
\]

Re-arranging the terms gives

\[
\tilde{\theta}_\Lambda(b;\alpha) = \sum_{l \in \mathbb{Z}} (-1)^l e^{-\pi \alpha l^2} \sum_{k \in \mathbb{Z}} e^{2\pi ilxb_2} e^{-\pi \frac{\alpha}{y} (k^2 + xl^2)} e^{2\pi ikb_2}.
\]

We see that the sum in \(k\) sums time-frequency shifted Gaussians \(\pi(-xl, b_2) \varphi(k)\) with a phase factor \(e^{2\pi ilxb_2}\) resulting from the non-commutativity of the time-shift and frequency-shift operators (see Section [3]). Since \(\mathcal{F}(e^{-2\pi i \omega x} M_\omega T_x \varphi) = M_{-x} T_\omega \varphi\), this suggests to perform
a Poisson summation in $k$ in order to get rid of the phase factor. We have

$$
\hat{\theta}_\Lambda(b; \alpha) = \sum_{l \in \mathbb{Z}} (-1)^l e^{-\pi \alpha y l^2} \sum_{k \in \mathbb{Z}} \sqrt{\frac{y}{\alpha}} e^{-\pi \frac{y}{\alpha} (k+b)^2} e^{2\pi ikl} x
$$

$$
= \sqrt{\frac{y}{\alpha}} \sum_{l \in \mathbb{Z}} (-1)^l e^{-\pi \alpha y l^2} \sum_{k \in \mathbb{Z}} e^{-\pi \frac{y}{\alpha} (k+b)^2} \cos(2\pi klx).
$$

Proposition 5.6. For $\alpha \geq 1$, $y \geq \frac{1}{\sqrt{2}}$ and $x \in (0, \frac{1}{2})$, we have

$$
\partial_x \hat{\theta}_\Lambda(b; \alpha) > 0.
$$

Proof. We start with computing the derivative with respect to $x$. We get

$$
\partial_x \hat{\theta}_\Lambda(b; \alpha) = \sqrt{\frac{y}{\alpha}} \sum_{l \in \mathbb{Z}} (-1)^l e^{-\pi \alpha y l^2} \sum_{k \in \mathbb{Z}} e^{-\pi \frac{y}{\alpha} (k+b)^2} (-2\pi kl) \sin(2\pi klx)
$$

$$
= -4\pi \sqrt{\frac{y}{\alpha}} \sum_{l \geq 1} (-1)^l e^{-\pi \alpha y l^2} \sum_{k \in \mathbb{Z}} ke^{-\pi \frac{y}{\alpha} (k+b)^2} \sin(2\pi klx).
$$

We see immediately that the expression vanishes for $x \in \frac{1}{2} \mathbb{Z}$. Also, the first terms in $k$ and $l$ should dominate the rest and the zeros should only come from the sine function. This needs to be proved of course. This time, we have a symmetry in $l$ and only need to distinguish the cases $y \geq \alpha$ and $y < \alpha$.

First case ($\alpha \leq y$). The term $l = 1$ (ignoring a factor of $+4\pi \sqrt{y/\alpha}$ in front of the series) contributes

$$
e^{-\pi \alpha y} \sum_{k \geq 1} k \left( e^{-\pi \frac{y}{\alpha} (k+b)^2} + e^{-\pi \frac{y}{\alpha} (k-b)^2} \right) \sin(2\pi kx)
$$

$$
\geq 2 e^{-\pi \alpha y} \left( e^{-\pi \frac{y}{\alpha} (1+b^2)} \cosh(2\pi \frac{y}{\alpha} b) \sin(2\pi x) - \sum_{k \geq 2} ke^{-\pi \frac{y}{\alpha} (k^2+b^2)} \cosh(2\pi k \frac{y}{\alpha} b) |\sin(2\pi kx)| \right).
$$

Dropping the factor 2, we wish to show that, for $x \in (0, \frac{1}{2})$,

$$
e^{-\pi \alpha y} e^{-\pi \frac{y}{\alpha} (1+b^2)} \cosh(2\pi \frac{y}{\alpha} b) \sin(2\pi x) \geq e^{-\pi \alpha y} \sum_{k \geq 2} ke^{-\pi \frac{y}{\alpha} (k^2+b^2)} \cosh(2\pi k \frac{y}{\alpha} b) |\sin(2\pi kx)|
$$

$$
+ \sum_{l \geq 2} l e^{-\pi \alpha y l^2} \sum_{k \geq 1} ke^{-\pi \frac{y}{\alpha} (k^2+b^2)} \cosh(2\pi k \frac{y}{\alpha} b) |\sin(2\pi klx)|.
$$

Again, we face the problem that we do not have room for estimates near $x = 0$ and $x = \frac{1}{2}$, as these values yield critical points and so the derivative vanishes. In order to overcome this problem, we may divide by the sine function, which is justified by l’Hospital’s rule. This gives us the chance to actually estimate the second derivative of $\hat{\theta}_\Lambda(b; \alpha)$ close to the critical points (up to the sign at $x = 1/2$) and $\partial_x \hat{\theta}_\Lambda(b; \alpha)$ away from the critical points at the same time. Also, since the leading term should dominate everything, we see that, as a function of $x$, $\partial_x \hat{\theta}_\Lambda(b; \alpha)$ should actually behave like a sine function with respect to $x$. So, dividing by
sin(2\pi x) leaves us to prove that
\[ e^{-\pi ay} e^{-\pi \frac{b}{\alpha} (1 + b^2)} \cosh(2\pi \frac{b}{\alpha} b_2) \geq e^{-\pi ay} \sum_{k \geq 2} k e^{-\pi \frac{b}{\alpha} (k^2 + b^2)} \cosh(2\pi k \frac{b}{\alpha} b_2) \frac{|\sin(2\pi k x)|}{\sin(2\pi x)} + \sum_{l \geq 2} l^2 e^{-\pi ay l^2} \sum_{k \geq 1} k^2 e^{-\pi \frac{b}{\alpha} (k^2 + b^2)} \cosh(2\pi k \frac{b}{\alpha} b_2) \frac{|\sin(2\pi k l x)|}{\sin(2\pi x)}. \]

Again, we use the formula
\[ \frac{|\sin(2\pi N x)|}{\sin(2\pi x)} \leq N, \quad N \in \mathbb{N}. \]

Hence, as sin(2\pi x) = |sin(2\pi x)| for \( x \in [0, 1/2] \), we succeed if we can show the stronger inequality
\[ e^{-\pi ay} e^{-\pi \frac{b}{\alpha} (1 + b^2)} \cosh(2\pi \frac{b}{\alpha} b_2) \geq e^{-\pi ay} \sum_{k \geq 2} k^2 e^{-\pi \frac{b}{\alpha} (k^2 + b^2)} \cosh(2\pi k \frac{b}{\alpha} b_2) + \sum_{l \geq 2} l^2 e^{-\pi ay l^2} \sum_{k \geq 1} k^2 e^{-\pi \frac{b}{\alpha} (k^2 + b^2)} \cosh(2\pi k \frac{b}{\alpha} b_2), \]
or, equivalently,
\[ \cosh(2\pi \frac{b}{\alpha} b_2) \geq \sum_{k \geq 2} k^2 e^{-\pi \frac{b}{\alpha} (k^2 - 1)} \cosh(2\pi k \frac{b}{\alpha} b_2) + \sum_{l \geq 2} l^2 e^{-\pi ay l^2} \sum_{k \geq 1} k^2 e^{-\pi \frac{b}{\alpha} (k^2 - 1)} \cosh(2\pi k \frac{b}{\alpha} b_2). \]

By assumption \( \alpha \geq 1 \) and \( \alpha \leq y \), therefore
\[ \alpha y \geq \alpha^2 \geq 1. \]

Also, we have \( b_2 \in [1/4, 1/2] \) (as \( y \geq 1/\sqrt{2} \)). By under-estimating the left-hand side and over-estimating the right-hand side, we obtain the stronger inequality
\[ \cosh(\frac{\pi}{2}) \geq \sum_{k \geq 2} k^2 e^{-\pi \frac{b}{\alpha} (k^2 - 1)} e^{\pi \frac{b}{\alpha} k} + \sum_{l \geq 2} l^2 e^{-\pi ay (l^2 - 1)} \sum_{k \geq 1} k^2 e^{-\pi \frac{b}{\alpha} (k^2 - 1)} e^{\pi \frac{b}{\alpha} k} \]
\[ = \sum_{k \geq 2} k^2 e^{-\pi \frac{b}{\alpha} (k^2 - k - 1)} + \sum_{l \geq 2} l^2 e^{-\pi ay (l^2 - 1)} \sum_{k \geq 1} k^2 e^{-\pi \frac{b}{\alpha} (k^2 - k - 1)}. \]

The right-hand side is at most
\[ \sum_{k \geq 2} k^2 e^{-\pi (k^2 - k - 1)} + \sum_{l \geq 2} l^2 e^{-\pi (l^2 - 1)} \sum_{k \geq 1} k^2 e^{-\pi (k^2 - k - 1)} = 0.180383 \ldots < 1 < \cosh(\frac{\pi}{2}) \]
and so this case is settled.

*Second case* (\( \alpha \geq y \)). Now, as we assume \( \alpha \geq 1 \) and \( y \geq 1/\sqrt{2} \), we have
\[ \alpha y = \frac{\alpha}{y} y^2 \geq \frac{\alpha}{2y}. \]

Interestingly, the proof of this case now differs somewhat from the previous cases (at least the proof that we could find), but the overall idea stays the same. We re-enter the first case
at the inequality \(5.5\):
\[
e^{-\pi\alpha y} e^{-\pi \frac{\alpha}{\alpha}(1+b_2^2)} \cosh(2\pi \frac{\alpha}{\alpha} b_2) \geq e^{-\pi\alpha y} \sum_{k \geq 2} k^2 e^{-\pi \frac{\alpha}{\alpha}(k^2+b_2^2)} \cosh(2\pi \frac{\alpha}{\alpha} b_2) \\
+ \sum_{l \geq 2} l^2 e^{-\pi\alpha y l^2} \sum_{k \geq 1} k^2 e^{-\pi \frac{\alpha}{\alpha}(k^2+b_2^2)} \cosh(2\pi k \frac{\alpha}{\alpha} b_2).
\]

The problem is now that \(\frac{\alpha}{\alpha}\) is potentially small and so a lot of terms may contribute to the series in \(k\). The trick is, of course, to use the Poisson summation formula again, to invert the parameters in the exponentials. In order to be able to use Poisson summation for the right-hand side we wish to sum over all integers again. So, we start with adding the left-hand side, which corresponds to the case \((k,l) = (1,1)\), on both sides of the inequality;
\[
2e^{-\pi\alpha y} e^{-\pi \frac{\alpha}{\alpha}(1+b_2^2)} \cosh(2\pi \frac{\alpha}{\alpha} b_2) \geq \sum_{l \geq 1} l^2 e^{-\pi\alpha y l^2} \sum_{k \geq 1} k^2 e^{-\pi \frac{\alpha}{\alpha}(k^2+b_2^2)} \cosh(2\pi k \frac{\alpha}{\alpha} b_2).
\]

Showing that this is true is equivalent to showing that
\[
2e^{-\pi \frac{\alpha}{\alpha}} \geq \sum_{l \geq 1} l^2 e^{-\pi\alpha y (l^2-1)} \sum_{k \geq 1} k^2 e^{-\pi \frac{\alpha}{\alpha} k^2} \cosh(2\pi \frac{\alpha}{\alpha} k \frac{\alpha}{\alpha} b_2) \cosh(2\pi \frac{\alpha}{\alpha} b_2).
\]

Now, we make the simple observation that \(\frac{\cosh(Rx)}{\cosh(x)}\) is growing for \(x > 0\) and any fixed \(R > 1\). This is easily shown by finding all \(x > 0\) such that
\[
\frac{d}{dx} \frac{\cosh(Rx)}{\cosh(x)} = \frac{\sinh(Rx) \cosh(x) - \cosh(Rx) \sinh(x)}{\cosh(x)^2} > 0.
\]

Re-arranging this inequality leads to
\[
\tanh(Rx) > \tanh(x),
\]
which is true for all \(x > 0\) and \(R > 1\). So, by replacing \(b_2\) by \(\frac{1}{2}\), we succeed if we can show the resulting stronger inequality
\[
2e^{-\pi \frac{\alpha}{\alpha}} \geq \frac{1}{2} \sum_{l \geq 1} l^2 e^{-\pi\alpha y (l^2-1)} \sum_{k \geq 1} k^2 e^{-\pi \frac{\alpha}{\alpha} k^2} \cosh(2\pi \frac{\alpha}{\alpha} k \frac{\alpha}{\alpha} b_2) \cosh(2\pi \frac{\alpha}{\alpha} b_2),
\]
as \(b_2 \in [1/4,1/2]\). Another simple computation shows that, for any \(k \geq 1\),
\[
\frac{\cosh(\pi \frac{\alpha}{\alpha} k)}{\cosh(\pi \frac{\alpha}{\alpha})} \leq e^{\pi \frac{\alpha}{\alpha}(k-1)},
\]
which leads us to the new and stronger inequality
\[
(5.6) \quad 2e^{-\pi \frac{\alpha}{\alpha}} \geq \sum_{l \geq 1} l^2 e^{-\pi\alpha y (l^2-1)} \sum_{k \geq 1} k^2 e^{-\pi \frac{\alpha}{\alpha} k^2} e^{\pi \frac{\alpha}{\alpha}(k-1)}
= \sum_{l \geq 1} l^2 e^{-\pi\alpha y (l^2-1)} \sum_{k \geq 1} k^2 e^{-\pi \frac{\alpha}{\alpha} (k-\frac{1}{2})^2} e^{-\pi \frac{3y}{4\alpha}}.
\]

Next, we use the simple estimate (note the range of the index)
\[
\sum_{k \geq 1} k^2 e^{-\pi \frac{\alpha}{\alpha} (k-\frac{1}{2})^2} e^{-\pi \frac{3y}{4\alpha}} \leq \sum_{k \in \mathbb{Z}} k^2 e^{-\pi \frac{\alpha}{\alpha} (k+\frac{1}{2})^2} e^{-\pi \frac{3y}{4\alpha}}.
\]

As \(k\) is now running through the integers again, we may perform a Poisson summation in the index \(k\). This needs a Fourier transform of a sum of (negative) Gaussians and first
and second Hermite functions, which are all eigenfunctions of the Fourier transform with eigenvalues 1, −i, −1, respectively. Up to normalization, the first and second Hermite function are \( h_1(t) = -te^{-\pi t^2} \) and \( h_2(t) = (4\pi t^2 - 1)e^{-\pi t^2} \), respectively. In general (up to normalization) the \( n \)-th Hermite function is given by \( h_n(t) = e^{\pi t^2} \frac{\partial^n}{\partial t^n} e^{-2\pi t^2} \). The Gaussian may be denoted by \( h_0(t) \) and \( \mathcal{F} h_n(\omega) = (-i)^n h_n(\omega) \). Carrying out the details (see also [14]), we obtain

\[
\sum_{k \in \mathbb{Z}} k^2 e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2} = \sum_{k \in \mathbb{Z}} \left[ (k + \frac{1}{2})^2 - (k + \frac{1}{2}) + \frac{1}{4} \right] e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2}
\]

\[
= \sum_{k \in \mathbb{Z}} (k + \frac{1}{2})^2 e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2} - \sum_{k \in \mathbb{Z}} (k + \frac{1}{2}) e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2} + \frac{1}{4} \sum_{k \in \mathbb{Z}} e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2}
\]

\[
= \sum_{k \in \mathbb{Z}} (k + \frac{1}{2})^2 e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2} - i \left( \frac{\alpha}{\pi} \right) \sum_{k \in \mathbb{Z}} (-1)^k k e^{-\pi \frac{\alpha}{\pi} k^2}
\]

\[
+ \frac{1}{4} \left( \frac{\alpha}{\pi} \right) \sum_{k \in \mathbb{Z}} (-1)^k e^{-\pi \frac{\alpha}{\pi} k^2}.
\]

We now remark that

\[
\sum_{k \in \mathbb{Z}} (k + \frac{1}{2})^2 e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2} = -\frac{1}{\pi} \partial_t \left[ \sum_{k \in \mathbb{Z}} e^{-\pi t(k + \frac{1}{2})^2} \right]_{t = \frac{\alpha}{\pi}}
\]

\[
= -\frac{1}{\pi} \partial_t \left[ \frac{1}{\sqrt{t}} \sum_{k \in \mathbb{Z}} (-1)^k e^{-\frac{\pi k^2}{t}} \right]_{t = \frac{\alpha}{\pi}}
\]

\[
= -\frac{1}{\pi} \sum_{k \in \mathbb{Z}} (-1)^k e^{-\frac{\pi k^2}{t}} \left[ -\frac{1}{2t^2} + \frac{\pi k^2}{t^2} \right]_{t = \frac{\alpha}{\pi}}
\]

\[
= \sum_{k \in \mathbb{Z}} (-1)^k e^{-\frac{\pi k^2}{t}} \left( \frac{1}{2\pi} \left( \frac{\alpha}{\pi} \right)^2 - \left( \frac{\alpha}{\pi} \right)^2 \frac{\pi k^2}{t} \right).
\]

It follows that

\[
\sum_{k \in \mathbb{Z}} k^2 e^{-\pi \frac{\alpha}{\pi}(k + \frac{1}{2})^2} = \left( \frac{\alpha}{\pi} \right)^{3/2} \sum_{k \in \mathbb{Z}} (-1)^k e^{-\pi \frac{\alpha}{\pi} k^2} \left( \frac{1}{2\pi} \left( \frac{\alpha}{\pi} \right)^2 - \frac{\alpha}{\pi} \frac{\pi k^2}{t} \right).
\]

As \( \alpha/y \) becomes large, the exponential terms in \( k \) are small rather quickly, however, the factor in front of the series potentially causes some trouble. In order to overcome these potential problems, we need a small lemma, which we state and prove within this proof.

**Lemma:** For any \( t > 1 \) we have that

\[
\tau^{3/2} e^{-\frac{\pi}{\tau} \tau} < e^{-\frac{\pi}{\tau} \tau}.
\]

**Proof:** We start with the observation that \( \tau^{3/2} e^{-\frac{\pi}{\tau} \tau} \) is unimodal. That is easily observed by taking the derivative

\[
\frac{d}{dt} \left[ \tau^{3/2} e^{-\frac{\pi}{\tau} \tau} \right] = \left( \frac{3}{2} \tau^{1/2} - \frac{\pi}{\tau} \tau^{3/2} \right) e^{-\frac{\pi}{\tau} \tau}.
\]

So, there is a critical point at \( t = \frac{\alpha}{\pi} \) and the function is increasing until that point and decreasing afterwards. On the other hand, the right-hand side of the inequality is \( e^{-\frac{\pi}{\tau} \tau} \),
which is an increasing function. For \( t \in (1, \frac{6}{\pi}) \), we will show
\[
t^{3/2} < e^{\frac{\pi}{4}(t-\frac{1}{t})}.
\]
Obviously both sides of the above inequality take the value 1 at \( t = 1 \). We will show that
\[
\frac{d}{dt} \left[ t^{3/2} \right] < \frac{d}{dt} \left[ e^{\frac{\pi}{4}(t-\frac{1}{t})} \right], \quad t \in (0, \frac{6}{\pi}),
\]
which then implies that, indeed, \( t^{3/2}e^{-\frac{\pi}{4}} < e^{-\frac{\pi}{4}} \) for any \( t > 1 \). Computing the derivatives gives us the inequality
\[
\frac{3}{2} t^{1/2} < \frac{\pi}{4}(1 + t^{-2})e^{\frac{\pi}{4}(t-\frac{1}{t})} \iff \frac{3}{2} t^{1/2} e^{-\frac{\pi}{4}} < \frac{\pi}{4}(1 + t^{-2})e^{\frac{\pi}{4}t}.
\]
A direct computation shows that the only critical point of \( \frac{3}{2} t^{1/2} e^{-\frac{\pi}{4}} \) is at \( t = \frac{\pi}{2} \), which is in the interval of interest. Checking the values of \( \frac{3}{2} t^{1/2} e^{-\frac{\pi}{4}} \) at the boundary of the interval and at the critical point, i.e., at \( t \in \{1, \frac{\pi}{2}, \frac{6}{\pi}\} \), shows that the function is maximal at \( t = 1 \). Our goal is now to show the inequality
\[
\frac{3}{2} e^{\frac{\pi}{4}} < \frac{\pi}{4}(1 + t^{-2})e^{\frac{\pi}{4}(t-\frac{1}{t})} \iff 1 < \frac{\pi}{6}(1 + t^{-2})e^{\frac{\pi}{4}(t-1)}.
\]
We note that for any \( t > 1 \), the function \( t \mapsto e^{\frac{\pi}{4}(t-1)} \) is underestimated by any finite Taylor approximation at \( t = 1 \). This is in particular true for the linearization;
\[
1 + \frac{\pi}{4}(t - 1) \leq e^{\frac{\pi}{4}(t-1)}, \quad t \geq 1.
\]
Using the linearization to underestimate the exponential function leads to the inequality
\[
1 < \frac{\pi}{6}(1 + t^{-2})(1 - \frac{\pi}{4}(t - 1)).
\]
We multiply both sides by \( t^2 \) and obtain
\[
t^2 < \frac{\pi}{6}(1 + t^2)(1 - \frac{\pi}{4}(t - 1)) \iff 0 < \frac{4}{3}(1 - \frac{\pi}{4}) + t(t^2 - (\frac{24}{\pi^2} + 1 - \frac{4}{\pi})t + 1).
\]
The right-hand side can become negative only if \( t(t^2 - (\frac{24}{\pi^2} + 1 - \frac{4}{\pi})t + 1) < 0 \). We note that
\[
t(t^2 - (\frac{24}{\pi^2} + 1 - \frac{4}{\pi})t + 1) > t(t^2 - 1 - \frac{1}{\pi})t + 1).
\]
For \( t \in (1, \frac{6}{\pi}) \), the right-hand side assumes its minimum at \( t = \frac{11+\sqrt{46}}{15} \approx 1.18549 \) and the value is \( -\frac{187}{240289} \approx -0.240289 \). Now, \( \frac{4}{\pi}(1 - \frac{\pi}{4}) = \frac{4}{\pi} - 1 > \frac{4}{\pi} \) and so the desired inequality \( (5.7) \) holds for \( t > 1 \).

\[\diamond\]

The aim of inequality \( (5.7) \) is to compensate for the inversion of the exponent and the appearance of the monomial, due to the Poisson summation formula, in \( (5.6) \). By using the substitution \( t \mapsto \frac{1}{t} \), we see that we have the equivalent inequality
\[
e^{-\pi\frac{1}{t}} > \left(\frac{1}{t}\right)^{3/2} e^{-\frac{\pi}{4t}} \quad \text{for} \ t \in (0, 1).
\]
As \( \alpha > y \), we also have
\[
2e^{-\pi\frac{\alpha}{y}} > 2 \left(\frac{\alpha}{y}\right)^{3/2} e^{-\pi\frac{\alpha}{4y}},
\]
which now leads us to showing the stronger inequality
\[
2 \left(\frac{\alpha}{y}\right)^{3/2} e^{-\pi\frac{\alpha}{4y}} \geq \left(\frac{\alpha}{y}\right)^{3/2} \sum_{l \geq 1} \sum_{k \in \mathbb{Z}} \frac{1}{2\pi} \sum_{l \geq 1} (-1)^k e^{-\pi\frac{\alpha}{4y}k^2} \left(\frac{1}{2\pi} + \frac{y}{4\alpha} - \frac{\alpha}{y} k^2\right).
\]
Now, we succeed if we can show the even stronger inequality

\[ 2 \geq \sum_{l \geq 1} l^2 e^{-\pi \alpha y(l^2 - 1)} \left( \left( \frac{1}{2\pi} + \frac{k}{4\pi^2} \right) e^{\frac{\pi}{4} y} + 2 \sum_{k \geq 1} e^{-\pi \gamma(k^2 - \frac{1}{4})} \left( \frac{1}{4 \pi^2} + \frac{k}{4\pi^2} \right) \right). \]

As preparation for estimating the right-hand side, we observe that, for \( t > 0 \)

\[ t \mapsto tk^2 e^{-\pi(k^2 - \frac{1}{4})} \]

has a maximum in \( t = \frac{4}{(4k^2 - 1)^2} \pi \) and is decreasing afterwards. In particular, this implies that \( t \mapsto tk^2 e^{-\pi(k^2 - \frac{1}{4})} \) is maximal for \( t = 1 \) on \([1, \infty)\) and any fixed \( 1 \leq k \in \mathbb{N} \). Furthermore, as \( y^2 \geq \frac{1}{2}, \) we have

\[ e^{-\pi \alpha y(l^2 - 1)} e^{\frac{\pi}{4} y} = e^{-\pi \alpha y(l^2 - 1 - \frac{1}{4})} \leq e^{-\pi \alpha y(l^2 - 1 - \frac{1}{4})}. \]

Therefore, all that is left to observe, is the fact that

\[ 2 > \left( \frac{1}{2\pi} + \frac{1}{4} \right) \sum_{l \geq 1} l^2 e^{-\frac{\pi}{4} y(l^2 - 1)} + 2 \sum_{l \geq 1} l^2 e^{-\frac{\pi}{4} y(l^2 - 1)} \sum_{k \geq 1} e^{-\pi(k^2 - \frac{1}{4})} (k^2 + \frac{1}{4\pi} + \frac{1}{4}) = 1.20646 \ldots . \]

\( \square \)

In combination, Proposition 5.3 and Proposition 5.6 prove Lemma 5.4 and our analysis of the \( x \)-derivative is finished.

6. Analysis on the line \( x = \frac{1}{2} \)

6.1. Second Main Lemma. This final section is dedicated to proving the two remaining estimates, which we state as our Second Main Lemma. Recall that for \( x = 1/2 \) we have \( b(1/2, y) = a(1/2, y) \) for all \( y \geq \sqrt{3}/2 \). We use the point \( a \) in the notation in the sequel, as it emphasizes the geometric meaning and our intuition in the following proofs.

**Lemma 6.1** (Second Main Lemma). Let \( \alpha > 0 \) be fixed, \( a \) as in (3.9) with \( x = \frac{1}{2} \) and \( y \geq \frac{\sqrt{3}}{2} \), then

\[ \theta_{\Lambda}(a; \alpha) \quad \text{and} \quad \hat{\theta}_{\Lambda}(a; \alpha) \]

are maximized if and only if \( y = \frac{\sqrt{3}}{2} \).

We first state the two estimates and then discuss the ideas behind their proof before giving the concrete arguments. Both estimates are concerned with showing that an infinite sum of functions assumes its maximum in a fixed point. We abbreviate \( \theta_{\Lambda}(a; \alpha) \) and \( \hat{\theta}_{\Lambda}(a; \alpha) \) as

\[ f_{\alpha}(y) = \sum_{k,l \in \mathbb{Z}} e^{-\frac{\pi}{4} y (k^2 + 2) + \frac{\pi}{4} y (l^2 + 2)} e^{2\pi i (ka - la)}, \]

and

\[ g_{\alpha}(y) = \sum_{k,l \in \mathbb{Z}} e^{-\frac{\pi}{4} y (k^2 + 2) + \frac{\pi}{4} y (l^2 + 2) \pi i (ka - la)}, \]

respectively. We will also refer to these functions as the first sum and the second sum. Since \( x = 1/2 \), the coordinates of the point \( a = (a_1, a_2) \) are explicitly given by

\[ a_1(y) = \frac{1}{4} + \frac{1}{16y^2} \quad \text{and} \quad a_2(y) = \frac{1}{2} - \frac{1}{8y^2}. \]
The goal is to prove that \( f_\alpha(y) \) and \( g_\alpha(y) \) attain their maximum in \( y = \sqrt{3}/2 \) for all \( \alpha > 0 \).

**Proposition 6.2.** For all \( \alpha \geq 1 \), we have

\[
\max_{y \geq \sqrt{3}/2} f_\alpha(y) = f_\alpha(\sqrt{3}/2).
\]

The other half of the proof is then showing the analogous statement for \( g_\alpha(y) = \frac{1}{\alpha} f_{\frac{1}{\alpha}}(y) \).

**Proposition 6.3.** For all \( \alpha \geq 1 \), we have

\[
\max_{y \geq \sqrt{3}/2} g_\alpha(y) = g_\alpha(\sqrt{3}/2).
\]

### 6.2. The architecture of the proofs.

We quickly provide a birds-eye view of the actual argument and emphasize the nontrivial components of each proof (which also helps in clarifying which parts of the proofs will be laborious but ultimately not difficult estimates). Both proofs can be roughly summarized in the following way: we are given a function of the form

\[
h_\alpha(y) = \sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y).
\]

The overarching idea will be as follows: we will establish bounds on \( \min_{y \geq \sqrt{3}/2} \phi_{k,l}(y) \) from below which grow with \( k \) and \( l \) (see Lemma 6.7 and Lemma 6.18). This then suggests that in the sum defining \( h_\alpha(y) \) only relatively few terms will actually contribute substantially. This is indeed what happens when \( \alpha \) is uniformly bounded away from 0. This is also the reason why we use the Poisson summation formula: it allows us to deal with two sums for which \( \alpha \geq 1 \) as opposed to the much more difficult problem of analyzing \( \alpha > 0 \) for any single sum.

The next idea, crucial for book-keeping, is the following: we expect that most of the argument will actually be concerned with \( y \sim \sqrt{3}/2 \) close to the point where the maximum occurs. Indeed, both sums, the first sum and the second sum, have a critical point in \( y = \sqrt{3}/2 \) (see Lemma 6.11). We thus expect that what is most important about a given function \( \phi_{k,l}(y) \) is actually its value in the conjectured maximum \( \phi_{k,l}(\sqrt{3}/2) \). These values result in nice quadratic forms:

\[
Q_1(k,l) = \frac{\sqrt{3}}{2} \left( l + \frac{1}{3} \right)^2 + \frac{2}{\sqrt{3}} \left( k + \frac{l+1}{2} \right)^2 \quad \text{for the first sum}
\]

\[
Q_2(k,l) = k^2 + kl + l^2 \quad \text{for the second sum}.
\]

We remark that we dropped a factor \( 2/\sqrt{3} \) which should appear in \( Q_2(k,l) \). We will use these quadratic forms as a way of estimating \( \exp(-\pi \alpha \cdot \phi_{k,l}(y)) \psi_{k,l}(y) \) by giving estimates for its maximum, the maximum of its derivative and the maximum of its second derivative all in terms of \( Q_i(k,l) \). This is essentially a way of book-keeping by allowing us to discard the variable \( y \). The proofs are then ultimately simple:

1. Show that \( h_\alpha(y) \) has a critical point in \( y = \sqrt{3}/2 \)
2. Show that any global maximum has to happen close to \( \sqrt{3}/2 \) and
3. Show that the second derivative of \( h_\alpha \) is negative in that region of interest.
For both sums, the ‘region of interest’ will depend on $\alpha$ as it gets larger. We will consider
$$\frac{\sqrt{3}}{2} \leq y \leq \frac{\sqrt{3}}{2} + \frac{1}{3\sqrt{\alpha}}$$
for the first sum and
$$\frac{\sqrt{3}}{2} \leq y \leq \frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}}$$
for the second sum.

We note at this point that one could work with a uniform region of interest, say $y \in [\sqrt{3}/2, 1]$, for the second sum (Lemma 6.26 does not technically require a smallness condition on the region of interest); this could simplify the step (2) when carried out for the second sum but we have sufficient control (Lemma 6.21) and it is not required. There are several other differences between the two sums. The second sum is slightly more delicate: we only have favorable universal estimates for summands indexed by $(k, l) \in \mathbb{Z}^2$ when $l \neq 0$. However, the sum corresponding with respect to $k \in \mathbb{Z}, l = 0$ can be written as a Jacobi theta function $\theta_3$.

We will use some intuition coming from that to get the desired argument.

6.3. How to read the argument. Ultimately, the argument is quite simple: both $f_\alpha$ and $g_\alpha$ have a critical point in $y = \sqrt{3}/2$, they have a negative second derivative in a neighborhood of that point and are much smaller than the value in $y = \sqrt{3}/2$ outside that neighborhood. We also emphasize that for each $\alpha \geq 1$, both functions $f_\alpha$ and $g_\alpha$ are effectively dominated by relatively few terms: their summands are of the form $\exp(-\pi \alpha \phi_{k,l}(y))\psi_{k,l}(y)$ and the smallest possible value of $\phi_{k,l}(y)$ grows like the square root of a positive-definite quadratic form in $k, l$ (so at least linearly). In particular, as $\alpha \to \infty$, the function $f_\alpha$ is dominated by three terms (the three terms for which the quadratic form $Q_1(k, l)$, introduced below, is minimal) and the function $g_\alpha$ is dominated by six terms (the six terms for which the quadratic form $Q_2(k, l)$, introduced below, is minimal).
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Figure 6. The functions $\alpha f_\alpha(y)$ (left) and $g_\alpha(y)$ (right) for values $\alpha = 1$ (solid graph) and $\alpha \in \{2, 3, 4, 5\}$ (dashed) in $\sqrt{3}/2 \leq y \leq 5$. Note that $f_1(y) = g_1(y)$. While the issue for $\alpha f_\alpha$ is that it gets numerically small, the problem for $g_\alpha$ is that it becomes flat as $\alpha \to \infty$.

The difficulty is thus two-fold: to make the arguments effective for values $1 \leq \alpha \ll \infty$, and to ensure that things stay well-behaved as $\alpha$ gets large. A hint of the difficulty is shown in Figure 6. As $\alpha$ gets large, the function $g_\alpha$ becomes very flat close to the conjectured maximum: the second derivatives are negative but they are exponentially decaying in $\alpha$. This requires a careful asymptotic analysis. We simplify the exposition of the argument in several ways by
(1) using a finite amount of computation to deal with the cases $1 \leq \alpha \leq 6$ for $f_\alpha$ and $1 \leq \alpha \leq 5$ for $g_\alpha$ which are well-behaved: there are finitely many relevant terms which are nicely behaved and not yet exponentially small

(2) not giving all the details whenever the missing details are either standard estimates or standard computations (or both).

The cases of small $\alpha$ are actually fairly easy to deal with: (1) the second derivatives are not only negative, they are negative and bounded away from 0, (2) the functions $f_\alpha$ and $g_\alpha$ decay quickly away from the conjectured maximum. We note that checking these cases computationally would not be strictly required: our framework is robust and could handle $\alpha \geq 1$, however, it would require the asymptotic analysis of $\sim 20$ quantities as opposed to $\sim 6$ quantities which would make the argument much longer without adding anything of substance. Moreover, the behavior for relatively small values of $\alpha$ is not actually in any way subtle: the subtlety lies in controlling the asymptotic behavior.

As for the details, there is a little bit of redundancy in both arguments since they are somewhat analogous: for example, Lemma 6.9 shows how to handle the three main terms of the sum algebraically, Lemma 6.10 does the same for 9 terms but we skip the details. We generally give a little bit more detail for $f_\alpha$ and less details for the analogous parts in $g_\alpha$. However, we note that there are difficulties in $g_\alpha$ that do not appear in $f_\alpha$ and we give details for these. Many of our arguments will end up in inequalities of a specific type, an example of which is the following:

$$\sum_{k,l \in \mathbb{Z}^2, k^2+l^2 \geq 2} \exp(-\pi \alpha (k^2 + l^2)) \leq e^{-\pi \alpha}.$$  

We note that (which will be true for all inequalities of this type that we encounter) this inequality will be false for small values of $\alpha$ and will be true for sufficiently large values of $\alpha$ (the left-hand side has asymptotic behavior $\sim 4e^{-2\pi \alpha}$). None of this is difficult to prove (note the rapid decay of the terms, one could for example use standard geometric series). We will skip the verification of these sums and instead merely list the approximate threshold value $\alpha_0$ such that the inequality will be true for any $\alpha \geq \alpha_0$ (in the example shown above, we have $\alpha_0 \sim 0.47$). None of our arguments will be particularly tight in terms of these constants $\alpha_0$ and they could all be made precise using the typical elementary arguments (whenever the arguments are not typical, they are given). Since none of our arguments are particularly tight, there is some flexibility: by improving the estimates in one Lemma, one might be able to reduce the value of $\alpha_0$ in another and so on.

6.4. Proof of Proposition 6.2.

6.4.1. Proof of Proposition 6.2: critical point.

**Lemma 6.4.** For all $\alpha \geq 1$, the function $f_\alpha(y)$ has a critical point in $y = \sqrt{3}/2$.

**Proof.** This is a simple consequence of Lemma 4.1. \(\square\)

6.4.2. Proof of Proposition 6.2: introducing $Q_1$. The first sum, which will be denoted by $f_\alpha(y)$ can be written as

$$f_\alpha(y) = \sum_{k,l \in \mathbb{Z}^2} e^{-\pi \alpha \phi_{k,l}(y)} = \sum_{k,l \in \mathbb{Z}^2} f_{k,l}(y),$$
where we use the abbreviations
\[ f_{k,l}(y) = e^{-\pi \alpha \phi_{k,l}(y)} \]
and
\[ \phi_{k,l}(y) = \frac{1}{y} \left( (k + a_1)^2 + (k + a_1)(l + a_2) + (\frac{1}{4} + y^2)(l + a_2)^2 \right) \]
\[ = \frac{1}{y} \left( (k + \frac{l+1}{2})^2 + y^2(l + a_2)^2 \right) \]
Indeed, in the point \( y = \sqrt{3}/2 \), the expression simplifies to
\[ f_{\alpha} \left( \frac{\sqrt{3}}{2} \right) = \sum_{k,l} e^{-\pi \alpha Q_1(k,l)} \]
This suggests introducing the quadratic form
\[ Q_1(k,l) = \frac{2}{\sqrt{3}} \left( k + \frac{l+1}{2} \right)^2 + \frac{\sqrt{3}}{2} \left( l + \frac{1}{3} \right)^2 \]
allowing us to write
\[ f_{\alpha} \left( \frac{\sqrt{3}}{2} \right) = \sum_{k,l} e^{-\pi \alpha Q_1(k,l)} . \]

\[
\begin{array}{c|c}
Q_1(k,l) & (k,l) \\
\hline
1 \times 2/(3\sqrt{3}) & (0,-1), (-1,0), (0,0) \\
4 \times 2/(3\sqrt{3}) & (-1,-1), (1,-1), (-1,1) \\
7 \times 2/(3\sqrt{3}) & (0,-2), (1,-2), (-2,0), (1,0), (-2,1), (0,1) \\
\end{array}
\]

Figure 7. The first few values of \( Q_1(k,l) \) together with the points where it is assumed.

Figure 8. Left: Collecting lattice points using the quadratic form \( Q_1(k,l) \). Ignoring the factor \( \frac{2}{\sqrt{3}} \), there are lattice points where \( Q_1 \in \{1,4,7\} \) (solid ellipses), but \( Q_1 \notin \{2,3,5,6\} \) (dashed ellipses). Right: After a linear change of coordinates, we see that \( Q_1 \) collects lattice points of the hexagonal lattice which all have a given distance from the circumcenter.
Lemma 6.5 (Growth of $Q_1$). We have, for all $(k, l) \in \mathbb{Z}^2$,

$$Q_1(k, l) \geq \frac{2}{3\sqrt{3}}.$$ as well as

$$Q_1(k, l) \geq \frac{2}{3\sqrt{3}}(k^2 + l^2).$$

Proof. We write

$$k = r \cos \theta \quad \text{and} \quad l = r \sin \theta.$$ Then, after some elementary algebra, we have

$$Q_1(k, l) = \frac{2}{3\sqrt{3}} + \frac{6r^2}{3\sqrt{3}} + \frac{2r(r \sin(t) \cos(t) + \sin(t) + \cos(t))}{\sqrt{3}}.$$ Using $\sin(t) \cos(t) \geq -1/2$ and $\cos(t) + \sin(t) \geq -\sqrt{2}$, we see that for $r \geq 8.3 = \sqrt{68.89}$,

$$Q_1(k, l) \geq \frac{2}{3\sqrt{3}} + \frac{3r^2}{3\sqrt{3}} - \frac{\sqrt{8}r}{3\sqrt{3}} \geq \frac{2r^2}{3\sqrt{3}}.$$ It thus suffices to check all lattice points $(k, l) \in \mathbb{Z}^2$ for which $k^2 + l^2 \leq 69$ and we see that the inequality holds for these. □

6.4.3. Proof of Proposition 6.2: the range $1 \leq \alpha \leq 6$. We will reduce the special case $1 \leq \alpha \leq 6$ to an elementary argument using a finite amount of computation. It is relatively easy to verify (Lemma 6.6) that the function is concave for $\sqrt{3}/2 \leq y \leq 1$ and $1 \leq \alpha \leq 6$: combined with Lemma 6.4, this implies that the largest value in that interval is assumed for $y = \sqrt{3}/2$. It then remains to show (Lemma 6.8) that there cannot be any maximum outside this interval.

Lemma 6.6. For $1 \leq \alpha \leq 6$ and in the region $\sqrt{3}/2 \leq y \leq 1$, the function $f_\alpha(y)$ has a unique maximum in $y = \sqrt{3}/2$.

Proof. We know (Lemma 6.4) that there is a critical point in $y = \sqrt{3}/2$. It thus suffices to show that the second derivative is negative. This ends in explicit computations in the region $(\alpha, y) \in (1, 6) \times (\sqrt{3}/2, 1) = \Omega$.

The function $f_\alpha$ can be differentiated in closed form and the derivatives inherit the exponential decay (see Lemma 6.11). The rapid exponential decay allows to observe that

$$\sup_{(\alpha, y) \in \Omega} \frac{d^2}{dy^2} f_\alpha \left(\frac{1}{2}, y\right) \leq -0.01.$$ More precisely, we see that in the closure of that region the maximum of the second derivative is attained for $y = 1$ and $\alpha = 6$ and evaluates roughly to $-0.0115$. We will not use this fact (which would require more extensive numerics) and use it for illustrative purposes: since we do not use the precise result $-0.0115$ and are content with a much weaker estimate (even $-0.001$ would suffice), the continuity and exponential decay of the involved functions reduces to the verification to a finite number of computations (see Lemma 6.11). □

This establishes that there cannot be any maximum close to $y = \sqrt{3}/2$, it remains to rule out potential maxima satisfying $y \geq 1$. The next Lemma is quite crucial as it shows that functions of the form $\exp(-\pi \alpha \phi_{k,l}(y))$ are uniformly small when $k$ and $l$ are large because $\phi_{k,l}(y)$ is uniformly large when $y \geq \sqrt{3}/2$. 
Lemma 6.7. We have
\[ \min_{y \geq \sqrt{3}/2} \phi_{k,l}(y) \geq \frac{1}{2} \sqrt{Q_1(k,l)}. \]

Proof. We first establish the statement by hand for \(|k|, |l| \leq 20\). In that region, the minimal ratio is at least 0.62 and attained only for \((k,l)\) one of \((0,0), (-1,0), (0,-1)\) (these are the three dominant terms). We aim to prove a lower bound on
\[ \phi_{k,l}(y) = \frac{(2k + l + 1)^2}{4y} + y \left( l + \frac{1}{2} - \frac{1}{8y^2} \right)^2. \]

We note that for \(y \geq \sqrt{3}/2\), we have
\[ \frac{1}{3} \leq \frac{1}{2} - \frac{1}{8y^2} \leq \frac{1}{2}. \]

Therefore, we have, for \(\sqrt{3}/2 \leq y \leq 1\),
\[ \left( l + \frac{1}{2} - \frac{1}{8y^2} \right)^2 \geq \begin{cases} l^2 & \text{if } l \geq 0 \\ (|l| - \frac{1}{2})^2 & \text{if } l < 0 \geq \frac{1}{2} \end{cases} \]
and thus
\[ \phi_{k,l}(y) \geq \frac{(2k + l + 1)^2}{4y} + y \left( |l| - \frac{1}{2} \right)^2. \]

This leads us to consider general functions of the type
\[ h(y) = \frac{A}{y} + By, \]
where \(A, B > 0\). It is easy to see that \(h\) assumes its global minimum in \(y = (A/B)^{1/2}\) (with value \(2(AB)^{1/2}\)) and is then monotonically increasing. Since we only care about \(y \geq \sqrt{3}/2\), this leads to two different cases: if \(A/B \leq 3/4\), then the minimum is assumed for a value of \(y \leq \sqrt{3}/2\) and, by convexity of the function \(h\), the minimal value in the region of interest is thus assumed in \(y = \sqrt{3}/2\). Conversely, if \(A/B \geq 3/4\), then the minimal value is \(2(AB)^{1/2}\).

The argument then follows from comparing quadratic forms (as above). We quickly note the precise results that result from this approach: the approach does not imply the result for small values of \((k,l)\) (here: \((0,-1)\) and \((-1,1)\)) where the bound is too lossy; however, these cases have been excluded by hand before. More computations would imply that the constant \(1/2\) could be increased to \(4/5\) (except for the three dominant terms) but this will not be necessary. □

Lemma 6.8. For \(1 \leq \alpha \leq 6\) and \(y \geq 1\), we have
\[ f_\alpha \left( \frac{1}{2}, y \right) \leq f_\alpha \left( \frac{1}{2}, \sqrt{3/2} \right). \]

Proof. We start by noting that, as above, there is some room to maneuver since we actually have
\[ f_\alpha \left( \frac{1}{2}, 1 \right) \leq 0.99 \cdot f_\alpha \left( \frac{1}{2}, \sqrt{3/2} \right). \]

The precise constant is 0.9875... which is only assumed for \(\alpha = 1\), then the ratio is steadily decreasing. For \(\alpha = 6\), the ratio is approximately 0.8977. Moreover, we claim that, for
\[1 \leq \alpha \leq 6 \text{ and } y \geq 1,\]
\[
\sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha \phi_{k,l}(y)} - \sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha \phi_{k,l}(y)} \leq \frac{1}{500} \cdot f_{\alpha} \left( \frac{1}{2}, \sqrt{7} \right).
\]

This inequality is again far from sharp: the constant could be replaced by 1/1500 for \(\alpha = 1\) and for much smaller terms when \(\alpha\) is even slightly bigger (the terms that do not cancel have faster exponential decay in \(\alpha\)). Using Lemma 6.7, we see that the remaining terms are actually quite small: we have

\[
\sum_{(k,l) \in \mathbb{Z}^2} e^{-\pi \alpha \phi_{k,l}(y)} \leq \sum_{(k,l) \in \mathbb{Z}^2} e^{-\pi \alpha \left( \min_{y \geq \sqrt{3}/2} \phi_{k,l}(y) \right)} \leq e^{-\pi \alpha \frac{1}{2} \sqrt{Q_1(k,l)}}.
\]

A short computation shows that if \(\max \{|k|,|l|\} > 5\), then

\[Q_1(k,l) \geq \frac{146}{3\sqrt{3}} \approx 28.09\]

and thus

\[
\frac{1}{2} \sqrt{Q_1(k,l)} \geq 2.65.
\]

We note that these terms therefore undergo exponential decay many orders faster than the leading order terms which are of size

\[e^{-\frac{2\pi \alpha}{3\sqrt{3}}} \sim e^{-0.38 \pi \alpha}.
\]

Indeed, we have, for example, for \(\alpha \geq \alpha_0 \approx 0.95\) that

\[
\sum_{(k,l) \in \mathbb{Z}^2} e^{-\pi \alpha \frac{1}{2} \sqrt{Q_1(k,l)}} < \frac{1}{200} e^{-\frac{2\pi \alpha}{3\sqrt{3}}}.
\]

\[\square\]

6.4.4. Proof of Proposition 6.2: a restricted sum. The purpose of this section is to show that close to the conjectured maximum \(y \sim \sqrt{3}/2\), the second derivative of the first sum is negative in a way that can be quantified. We first illustrate this for a dominant term: when \(\alpha \geq 6\), the function will be approximated by three leading terms: these are the terms corresponding to \((k,l)\) being \((0,0), (0,-1)\) or \((-1,0)\) (recall Figure 7). These are also the values for which

\[Q_1(k,l) = \frac{2}{3\sqrt{3}}\]

assumes its minimal value.

For these three tuples \((k,l)\), we have

\[\phi_{k,l}(y) = \frac{(4y^2 + 1)^2}{64y^3},\]

so three times the same function. We refer to these three functions as ‘the dominant terms’.

Lemma 6.9. Let \(\alpha \geq 6\). The dominant terms are concave for \(\sqrt{3}/2 \leq y \leq \sqrt{3}/2 + 1/(3\sqrt{\alpha})\). Moreover, in that interval,

\[
\frac{d^2}{dy^2} e^{-\pi \alpha \phi_{0,0}(y)} \leq -0.84 \alpha \cdot e^{-\frac{2\pi \alpha}{3\sqrt{3}}}.
\]
Remark. This inequality has a little bit of wiggle room: a more careful analysis shows that
the constant $-0.84$ could be replaced by roughly $-0.88$ (with equality if and only if $\alpha = 6$ and $y = \sqrt{3}/2 + 1/(3\sqrt{\alpha})$). Moreover, the constant could be replaced by even smaller constants as $\alpha$ increases (see also Lemma 6.10).

Proof. Since all three functions are identical, it suffices to consider $(k, l) = (0, 0)$. A short
computation shows that
\[
\frac{d^2}{dy^2} e^{-\pi \alpha \phi_{0,0}(y)} = \frac{\pi \alpha e^{-\sqrt{\frac{\pi (4y^2 + 1)^2}{64y^3}}}}{4096y^8} \left( \pi \alpha \left( -16y^4 + 8y^2 + 3 \right)^2 - 256y^3 \left( 4y^2 + 3 \right) \right).
\]
We note that in the range
\[
\frac{\sqrt{3}}{2} \leq y \leq \frac{\sqrt{3}}{2} + \frac{1}{3\sqrt{\alpha}} \leq \frac{\sqrt{3}}{2} + \frac{1}{3\sqrt{6}},
\]
we have the inequalities
\[
\pi \alpha \left( -16y^4 + 8y^2 + 3 \right)^2 \leq 1450 \pi \alpha \left( y - \frac{\sqrt{3}}{2} \right)^2
\]
and
\[-256y^3 \left( 4y^2 + 3 \right) \leq -990 - 4500 \left( y - \frac{\sqrt{3}}{2} \right) \ll 0.
\]
Using these two inequalities, we can bound the second derivative from above
\[
\frac{\partial^2}{\partial y^2} e^{-\pi \alpha \phi_{0,0}(y)} \leq \frac{\pi \alpha e^{-\sqrt{\frac{\pi (4y^2 + 1)^2}{64y^3}}}}{4096y^8} \left( 1450 \pi \alpha \left( y - \frac{\sqrt{3}}{2} \right)^2 - 990 - 4500 \left( y - \frac{\sqrt{3}}{2} \right) \right).
\]
A quick computation shows that in the range $\sqrt{3}/2 \leq y \leq \sqrt{3}/2 + 1/(3\sqrt{\alpha})$, we have (uniformly for $\alpha \geq 6$) that
\[
1450 \pi \alpha \left( y - \frac{\sqrt{3}}{2} \right)^2 - 990 - 4500 \left( y - \frac{\sqrt{3}}{2} \right) \leq -480.
\]
The function $(4y^2 + 1)^2/(64y^3)$ is monotonically increasing for $y \geq \sqrt{3}/2$ from which we can conclude that
\[
\frac{\pi \alpha e^{-\sqrt{\frac{\pi (4y^2 + 1)^2}{64y^3}}}}{4096y^8} \quad \text{assumes its minimum at } y = \frac{\sqrt{3}}{2} + \frac{1}{3\sqrt{\alpha}}.
\]
An explicit computation shows that the exponential term satisfies
\[
\exp \left( -\pi \left( 4 \left( \frac{1}{3\sqrt{\alpha}} + \frac{\sqrt{3}}{2} \right)^2 + 1 \right) \right) \geq e^{-\frac{4\pi}{3\sqrt{\alpha}}} e^{\frac{2\pi}{3\sqrt{\alpha}}} \geq 0.87e^{-\frac{2\pi}{3\sqrt{\alpha}}}.
\]
Combining all these estimates shows that

$$\frac{\partial^2}{\partial y^2} e^{-\pi \alpha \phi_{0,0}(y)} \leq 0.87 \frac{\pi \alpha e^{-\frac{2\pi \alpha}{3\sqrt{3}}}}{4096 y^8} \left( 1450 \pi \alpha \left( y - \frac{\sqrt{3}}{2} \right)^2 - 990 - 4500 \left( y - \frac{\sqrt{3}}{2} \right) \right).$$

Some quick computations show that, in the region of interest, the quadratic polynomial assumes its maximum value at $y = \sqrt{3}/2$ (that maximum being $-990$) as long as $\alpha < \frac{72900}{(841 \pi^2)} \sim 8.78$ and assumes its maximum at $y = \sqrt{3}/2 + 1/(3\sqrt{\alpha})$ for larger values of $\alpha$. A standard computation of the arising quantities for $6 \leq \alpha \leq 20$ shows the desired inequality for these cases. As $\alpha$ becomes large, this allows us to prove the asymptotic estimate

$$\frac{\partial^2}{\partial y^2} e^{-\pi \alpha \phi_{0,0}(y)} \leq 0.87 \frac{\pi \alpha e^{-\frac{2\pi \alpha}{3\sqrt{3}}}}{1296} \cdot (-480) \leq -\alpha e^{-\frac{2\pi \alpha}{3\sqrt{3}}}.$$

\[\square\]

**Lemma 6.10.** Let $\alpha \geq 6$. If $\sqrt{3}/2 \leq y \leq \sqrt{3}/2 + 1/(3\sqrt{\alpha})$, then

$$\frac{d^2}{dy^2} \sum_{-1 \leq k,l \leq 1} e^{-\pi \alpha \phi_{k,l}(y)} \leq -2.5 \alpha e^{-\frac{2\pi \alpha}{3\sqrt{3}}}.$$

**Remark.** This result is almost a consequence of Lemma 6.9. The sum contains the three of the dominant terms, so Lemma 6.9 already contributes the right hand side with a constant of $-0.84 \cdot 3 = -2.52$. The inequality now states that all the other terms do not contribute too much to this constant. Indeed, a quick numerical test shows that the other terms contribute $\sim 10^{-6}$ for $\alpha = 6$ and then even less as $\alpha$ increases (due to a different exponential growth).

**Proof.** An explicit computation shows that

$$\sum_{-1 \leq k,l \leq 1} e^{-\pi \alpha \phi_{k,l}(y)} = e^{-\frac{\pi \alpha (144y^4 + 232y^2 + 1)}{64y^4}} \cdot X,$$

where

$$X = \left( e^{\frac{3\pi \alpha}{4y}} + e^{\frac{3\pi \alpha}{2y}} + e^{\frac{\pi \alpha (2y + \frac{3}{2}\sqrt{3})}{2y^2}} + 2e^{\frac{\pi \alpha (2y + \frac{5}{2}\sqrt{3})}{2y^2}} + 3e^{\frac{\pi \alpha (2y + \frac{7}{2}\sqrt{3})}{2y^2}} + 1 \right).$$

The result follows from lengthy (but standard) estimates as in Lemma 6.9. \[\square\]

**6.4.5. Proof of Proposition 6.2 gradient estimates.** The function $f_\alpha$ can be written as (this representation slightly deviates from the one above but is exactly the same)

$$f_\alpha(y) = \sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha \phi_{k,l}(y)},$$

where

$$\phi_{k,l}(y) = \frac{(2k + l + 1)^2}{4y} + y \left( l - \frac{1}{8y^2} + \frac{1}{2} \right)^2.$$

The goal of this section is to deduce bounds on $\exp(-\pi \alpha \phi_{k,l}(y))$, as well as its first and second derivative. By summation, this will then trivially lead to bounds on the first and second
derivatives of $f_\alpha$. For functions of the form $\exp(-\pi \alpha \phi_{k,l}(y))$, we trivially have representations of the derivative as
\[
\frac{d}{dy} e^{-\phi_{k,l}(y)} = -\pi \alpha e^{-\phi_{k,l}(y)} \phi'(y),
\]
\[
\frac{d^2}{dy^2} e^{-\phi_{k,l}(y)} = \left(\pi^2 \alpha^2 \phi^2_{k,l}(y) - \phi''_{k,l}(y)\right) e^{-\phi_{k,l}(y)}.
\]
We recall that the quadratic form introduced above;
\[
Q_1(k, l) = \phi_{k,l} \left(\frac{\sqrt{3}}{2}\right) = \frac{2}{3\sqrt{3}} + \frac{2}{\sqrt{3}}(k + l) + \frac{2}{\sqrt{3}}(k^2 + kl + l^2).
\]
We will deduce bounds on the first and second derivatives in terms of $Q_1(k, l)$. Before discussing Lemma 6.11, we quickly note how to establish inequalities like
\[
\forall k,l \in \mathbb{Z} \quad \frac{1}{16} + \frac{8k^2 + 8k(l + 1) + 2l(l + 1) + 1}{6} + \frac{(2l + 1)^2}{4} \leq 2Q_1(k, l),
\]
since we will encounter several more such inequalities throughout the paper. Both the left-hand side and the right-hand side are quadratic polynomials in $k,l$. Quadratic polynomials are dominated by their quadratic form. This means, that asymptotically, the growth is given by the quadratic terms corresponding to $2 \times 2$ quadratic forms which are easy to compare, the lower order terms lead to perturbations for small $k,l$ (not unlike the proof of Lemma 6.5).

In this case, a simple numerical analysis actually suggests the stronger inequality
\[
\forall k,l \in \mathbb{Z} \quad \frac{1}{16} + \frac{8k^2 + 8k(l + 1) + 2l(l + 1) + 1}{6} + \frac{(2l + 1)^2}{4} \leq 135\sqrt{3}/128Q_1(k, l),
\]
where $135\sqrt{3}/128 \sim 1.82$ is slightly smaller but this will not be necessary.

**Lemma 6.11.** We have
\[
\max_{y \geq \sqrt{3}/2} |\phi'_{k,l}(y)| \leq 2Q_1(k, l),
\]
\[
\max_{y \geq \sqrt{3}/2} |\phi''_{k,l}(y)| \leq 3Q_1(k, l).
\]

**Proof.** Collecting powers of $y$, we have
\[
\phi'_{k,l}(y) = \frac{(16y^4(2l + 1)^2 - 8y^2 (8k^2 + 8k(l + 1) + 2l(l + 1) + 1) - 3)}{64y^4}.
\]
We see that
\[
|\phi'_{k,l}(y)| \leq \frac{(2l + 1)^2}{4} + \left(\frac{8k^2 + 8k(l + 1) + 2l(l + 1) + 1}{8y^2}\right) \leq \frac{(2l + 1)^2}{4} + \frac{(2l + 1)^2}{6}.
\]
This should be compared to
\[
Q_1(k, l) = \phi_{k,l}(\sqrt{3}/2) = \frac{2}{3\sqrt{3}} + \frac{2}{\sqrt{3}}(k + l) + \frac{2}{\sqrt{3}}(k^2 + kl + l^2)
\]
ond and a short computation shows that
\[
\max_{y \geq \sqrt{3}/2} |\phi'_{k,l}(y)| \leq 2Q_1(k, l).
\]
We do the same thing for the second derivative. Collecting powers of \( y \), we obtain
\[
\phi''_{k,l}(y) = \frac{4y^2 \left( 8k^2 + 8k(l+1) + 2l(l+1) + 1 \right) + 3}{16y^5}.
\]
We note that the algebraic expression \( 8k^2 + 8k(l+1) + 2l(l+1) + 1 \) is comprised of a positive semi-definite quadratic form with lower order perturbations: the quantity can be negative but only linearly in \( k, l \) (while it grows quadratically in \( k, l \)). As a fairly standard computation shows, we have
\[
|\phi''_{k,l}(y)| = \left| \frac{4y^2 \left( 8k^2 + 8k(l+1) + 2l(l+1) + 1 \right) + 3}{16y^5} \right| \leq 3Q_1(k,l).
\]
Again, as in many parts of the proof, stronger bounds are conceivable: an asymptotic analysis shows that as \( |k|, |l| \) become large, the best constant converges to \( 8/3 \) (which will not be needed for the argument).

Using Lemma 6.7, we can immediately deduce Lemma 6.12.

**Lemma 6.12.** We have, for all \( k, l \in \mathbb{Z} \),
\[
\max_{y \geq \sqrt{3}/2} \left| e^{-\pi \alpha \phi_{k,l}(y)} \right| \leq e^{-\frac{3\alpha}{2} \sqrt{Q_1(k,l)}}.
\]
Moreover, for \( \alpha \geq 5 \), we have
\[
\max_{y \geq \sqrt{3}/2} \left| \frac{d^2}{dy^2} e^{-\pi \alpha \phi_{k,l}(y)} \right| \leq 5\pi^2 \alpha^2 Q_1(k,l)^2 e^{-\frac{3\alpha}{2} \sqrt{Q_1(k,l)}}.
\]

**Proof.** This follows quickly from the previous inequalities. Note that we have
\[
\left| \frac{d}{dy} e^{-\pi \alpha \phi_{k,l}(y)} \right| = \pi \alpha \left| \phi'_{k,l}(y) \right| e^{-\pi \alpha \phi_{k,l}(y)}
\leq 2\pi \alpha Q_1(k,l) e^{-\frac{3\alpha}{2} \sqrt{Q_1(k,l)}}.
\]
Taking second derivatives, we have
\[
\frac{d^2}{dy^2} e^{-\pi \alpha \phi_{k,l}(y)} = \left( \pi^2 \alpha^2 \phi''_{k,l}(y)^2 + \pi \alpha \phi''_{k,l}(y) \right) e^{-\pi \alpha \phi_{k,l}(y)}
\]
and applying the bounds from [6.1] and (6.2) leads to the desired result.

6.4.6. **Proof of Proposition 6.2: bounding second derivatives.**

**Lemma 6.13.** Let
\[
f_\alpha(y) = \sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha \phi_{k,l}(y)}.
\]
Then, for \( \alpha \geq 6 \) and for \( \sqrt{3}/2 \leq y \leq \sqrt{3}/2 + 1/(3\sqrt{\alpha}) \), we have
\[
\frac{d^2}{dy^2} f_\alpha(y) < 0.
\]
Proof. Lemma 6.10 shows that, under the above assumptions,
\[ \frac{d^2}{dy^2} \sum_{-1 \leq k,l \leq 1} e^{-\pi \alpha \phi_{k,l}(y)} \leq -2.5 \alpha e^{-\frac{2 \pi \alpha}{3 \sqrt{3}}}. \]

It therefore suffices to ensure that
\[ X = \frac{d^2}{dy^2} \sum_{(k,l) \in \mathbb{Z}^2, \max\{|k|,|l|\} > 1} e^{-\pi \alpha \phi_{k,l}(y)} \leq 2.5 \alpha e^{-\frac{2 \pi \alpha}{3 \sqrt{3}}}. \]

Using the triangle inequality and Lemma 6.12, we have
\[
X \leq \sum_{(k,l) \in \mathbb{Z}^2, \max\{|k|,|l|\} > 1} \max_{y \geq \sqrt{3}/2} \left| \frac{d^2}{dy^2} e^{-\pi \alpha \phi_{k,l}(y)} \right| \leq 5 \pi^2 \alpha^2 \sum_{(k,l) \in \mathbb{Z}^2, \max\{|k|,|l|\} > 1} Q_1(k,l)^2 e^{-\frac{\pi \alpha}{2} \sqrt{Q_1(k,l)}}.
\]

This bound, as it turns out, is actually sufficient: we have
\[
\min_{k,l \in \mathbb{Z}} Q_1(k,l) = \frac{2}{3 \sqrt{3}} \sim 0.38 \ldots
\]

while
\[
\min_{(k,l) \in \mathbb{Z}^2, \max\{|k|,|l|\} > 1} Q_1(k,l) = \frac{14}{3 \sqrt{3}} \sim 2.69 \ldots
\]

is by a factor 7 larger (compare figure 7, 8). So, it is clear that for all \( \alpha \geq \alpha_0 \) sufficiently large
\[
5 \pi^2 \alpha^2 \sum_{(k,l) \in \mathbb{Z}^2, \max\{|k|,|l|\} > 1} Q_1(k,l)^2 e^{-\frac{\pi \alpha}{2} \sqrt{Q_1(k,l)}} \leq 2.5 \alpha e^{-\frac{2 \pi \alpha}{3 \sqrt{3}}}
\]

has to hold. We may pass to truncated geometric series to obtain closed expressions which can be compared. Numerically, we see that the desired inequality holds for \( \alpha_0 \approx 5.96 \).

6.4.7. Proof of Proposition 6.2: the maximum is close to \( \sqrt{3}/2 \).

Lemma 6.14. Let \( \alpha \geq 6 \) and
\[ f_\alpha(y) = \sum_{k,l \in \mathbb{Z}} e^{-\pi \alpha \phi_{k,l}(y)} = \sum_{k,l \in \mathbb{Z}} f_{k,l}(y). \]

The function \( f_\alpha(y) \) assumes its maximal value on \([\sqrt{3}/2, \infty]\) for some \( y \leq \sqrt{3}/2 + 1/(3 \sqrt{3}) \).

Proof. The combined value of the three dominant terms at \( y = \sqrt{3}/2 \) is \( 3 \exp\left( -2 \pi \alpha/(3 \sqrt{3}) \right) \).

A simple algebraic computation shows that for one of the three dominant terms (meaning that \( (k,l) \) is either \((0,0)\) or \((-1,0)\) or \((0,-1)\)) \( f_{k,l} \) is monotonically decreasing and
\[
f_{k,l}\left( \frac{\sqrt{3}}{2} + \frac{1}{c \sqrt{\alpha}} \right) \leq e^{-\frac{2 \pi \alpha \varphi_{k,l}(y)}{9\varphi_{k,l}(y)^2}} f_{k,l}\left( \frac{\sqrt{3}}{2} \right).
\]

Outside the \([\sqrt{3}/2, \sqrt{3}/2 + 1/(3 \sqrt{\alpha})]\) interval, we can use this to argue that the contribution of the three dominant is at most, using \( \alpha \geq 6 \),
\[
3 e^{-\frac{2 \pi \alpha \varphi_{k,l}(y)}{9 \varphi_{k,l}(y)^2}} e^{-\frac{2 \pi \alpha}{3 \sqrt{3}}} \leq 2.7 e^{-\frac{2 \pi \alpha}{3 \sqrt{3}}}.
\]
So there is substantial loss in the leading terms. The question is thus whether it is possible for the remaining terms to contribute anything of size at least 0.3 times the contribution of the leading terms in \( y = \sqrt{3}/2 \). As it turns out, this does not happen: the inequality

\[
\sum_{k,l \in \mathbb{Z}} e^{-\frac{2\pi}{\sqrt{3}} \sqrt{Q_1(k,l)}} < 0.3 e^{-\frac{2\pi}{3\sqrt{3}}}
\]

is true for \( \alpha \geq \alpha_0 \) where \( \alpha_0 \sim 0.7 \). □

6.4.8. Proof of Proposition 6.3. Lemma 6.6 implies that we only need to consider \( \alpha \geq 6 \). Lemma 6.14告诉我们函数的最大值发生在点 \( \sqrt{3}/2 \leq y_{\text{max}} \leq \sqrt{3}/2 + \frac{1}{3\alpha} \).

Lemma 6.13 implies that \( f_\alpha \) is concave in that region and Lemma 6.4 implies there is a critical point in \( y = \sqrt{3}/2 \) which therefore has to be the unique maximum.

6.5. Proof of Proposition 6.3. It remains to prove Proposition 6.3: for all \( \alpha \geq 1 \) and all \( y \geq \sqrt{3}/2 \), the function \( g_\alpha(y) \) assumes its maximum in \( y = \sqrt{3}/2 \). We will write \( g_\alpha(y) \) as

\[
g_\alpha(y) = \sum_{k,l} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y)
\]

where the functions \( \phi_{k,l} \) and \( \psi_{k,l} \) are now (re-)defined via

\[
\phi_{k,l}(y) = \frac{1}{y} \left( k^2 + kl + \left( \frac{1}{4} + y^2 \right) l^2 \right)
\]

\[
\psi_{k,l}(y) = \cos \left( 2\pi \left( k \left( \frac{1}{2} - \frac{1}{3y^2} \right) - l \left( \frac{1}{4} + \frac{1}{10y^2} \right) \right) \right).
\]

Note that \( \phi_{k,l} \) has the same name as the analogous function for the first sum but is a different term – since it plays the same role and since the two proofs are similar but independent, we decided to keep the notation as is.

Lemma 6.15. For all \( \alpha \geq 1 \), the function \( g_\alpha(y) \) has a critical point in \( y = \sqrt{3}/2 \).

Proof. This is a simple consequence of Lemma 4.1. □

6.5.1. Proof of Proposition 6.3: the case \( 1 \leq \alpha \leq 5 \).

Lemma 6.16. If \( 1 \leq \alpha \leq 5 \), then \( g_\alpha(y) \) assumes its maximum in \( y = \sqrt{3}/2 \).

Proof. We proceed as in the case of the first sum. It is easy to see that the second derivatives are negative for \( \sqrt{3}/2 \leq y \leq 1.5 \) and \( 1 \leq \alpha \leq 5 \). Indeed, for \( 1 \leq \alpha \leq 2 \), the second derivatives are negative but not close to 0. For \( 2 \leq \alpha \leq 5 \), the second derivatives are monotone and smallest for \( y = \sqrt{3}/2 \). It is easy to check that, in this region

\[
\frac{d^2}{dy^2} g_\alpha(y) \leq -0.000011142.
\]

This may seem as if it were difficult to establish but is merely the consequence of quickly decaying exponential terms and not any potential ambiguity in the sign. It remains to show that there is no maximum for \( 1 \leq \alpha < 5 \) and \( y \geq 1.5 \). For \( 1.5 \leq \alpha \leq 5 \), this will follow from Lemma 6.24 further below. It remains to consider the case \( 1 \leq \alpha \leq 1.5 \) and in this regime simple estimates on \( g_\alpha(y) \) are indeed sufficient. □
6.5.2. **Proof of Proposition 6.3: introducing \( Q_2 \).** Arguing as above, we will ultimately show that \( \exp(-\pi \alpha \phi_{k,l}(y)) \psi_{k,l}(y) \) can be controlled in terms of the value of \( \phi_{k,l}(y) \) at \( y = \sqrt{3}/2 \). This value is given by the quadratic form

\[
\phi_{k,l}(\sqrt{3}/2) = \frac{2}{\sqrt{3}} (k^2 + kl + l^2).
\]

We will work with a slightly simplified form which is only different up to a universal factor;

\[
Q_2(k, l) = k^2 + kl + l^2.
\]

This simplifies the way several inequalities are written – there is no fundamental difference to the role that \( Q_1 \) played in the proof of Proposition 6.2, the difference is in the simplicity of some of the arising terms.

| \( Q_2(k, l) \) | \( (k, l) \) |
|------------------|-----------------|
| 1                | (0, -1), (1, -1), (-1, 0), (1, 0), (-1, 1), (0, 1) |
| 3                | (1, -2), (-1, -1), (2, -1), (-2, 1), (1, 1), (-1, 2) |
| 4                | (0, -2), (2, -2), (-2, 0), (2, 0), (-2, 2), (0, 2) |

**Figure 9.** The values \( (k, l) \) for which \( 0 < Q_2(k, l) \leq 6 \).

**Figure 10.** *Left:* The quadratic form \( Q_2 \) collects lattice points with charges according to \( \psi_{k,l}(\sqrt{3}/2) \in \{+1, -1/2\} \). The origin has a positive charge +1. There are 6 lattice points with negative charges of value \(-1/2\) where \( Q_2 \in \{1, 4\} \) and 6 lattice points with positive charges +1 where \( Q_2 \in \{3\} \). We note that \( Q_2 \notin \{2\} \) (dashed ellipse). *Right:* After a linear change of coordinates, we see that we collect charges in the hexagonal lattice.

**Lemma 6.17.** We have

\[
Q_2(k, l) \geq \frac{k^2 + l^2}{2}.
\]

**Proof.** This follows from the binomial formula. \( \square \)
The analogue of Lemma 6.17 showing that the minimal value of \( \phi_{k,l}(y) \) grows with \( k \) and \( l \) is no longer true: we need to assume that \( l \neq 0 \). This condition is actually necessary: when \( l = 0 \), then

\[
e^{-\pi \alpha \phi_{k,0}(y)} \psi_{k,0}(y) = e^{-\pi \alpha k^2 y^2} \cos \left( 2\pi k \left( \frac{1}{2} - \frac{1}{8y^2} \right) \right)
\]

which takes values \( \pm 1 \) as \( y \to \infty \). This will be compensated by a completely different way of treating the \((k,0) \in \mathbb{Z}^2\) terms (in Lemma 6.22) and by proving substitute estimates restricted to \( \sqrt{3}/2 \leq y \leq 1 \) (in Lemma 6.25).

**Lemma 6.18.** Suppose \( l \neq 0 \). Then

\[
\min_{y \geq \sqrt{3}/2} \frac{1}{y} \left( k^2 + kl + \left( \frac{1}{4} + y^2 \right) l^2 \right) \geq \sqrt{Q_2(k,l)}
\]

**Proof.** Let \( l \neq 0 \). The only interesting case is the one where \( k \) and \( l \) have opposite signs: if they have the same sign, we can flip one of the signs to generate a function with a smaller minimum. Therefore we now assume that \( k \) and \( l \) have opposite signs and that \( l \neq 0 \). The function is positive in the region of interest since \( k^2 + kl + l^2 \geq 1 \). First observe that the function is convex

\[
\frac{d^2}{dy^2} \frac{1}{y} \left( k^2 + kl + \left( \frac{1}{4} + y^2 \right) l^2 \right) = \frac{(2k + l)^2}{2y^3} \geq 0.
\]

This shows that minimum is either at \( y = \sqrt{3}/2 \) or at a point where the derivative vanishes. The derivative vanishes at

\[
y_0 = \left| \frac{1}{2} + \frac{k}{l} \right|.
\]

We recall that \( k \) and \( l \) have opposite signs, therefore the term \( k/l \) is negative. There is now a simple case distinction: if \( k/l \leq -\sqrt{3}/2 - 1/2 \), then \( y_0 \geq \sqrt{3}/2 \) and the minimum is assumed in the point where the derivative vanishes. Otherwise the derivative vanishes earlier and the minimum is assumed in \( y = \sqrt{3}/2 \). This second case is trivial, since then

\[
\frac{1}{y} \left( k^2 + kl + \left( \frac{1}{4} + y^2 \right) l^2 \right) \geq \frac{2}{\sqrt{3}} Q_2(k,l).
\]

If, on the other hand, \( k/l \leq -\sqrt{3}/2 - 1/2 \), then a short computation shows that the minimal value is

\[
\min_{y \geq \sqrt{3}/2} \frac{1}{y} \left( k^2 + kl + \left( \frac{1}{4} + y^2 \right) l^2 \right) = -l(2k + l).
\]

This term can only be small when \( 2k + l \sim 0 \) but this cannot happen because \( k/l \leq -\sqrt{3}/2 - 1/2 \) which implies \(-l(2k + l) \leq \sqrt{3}l^2 \). This then proves the result unless

\[
\left( \sqrt{3}l^2 \right)^2 = 3l^4 \leq k^2 + kl + l^2 = Q_2(k,l).
\]

If this is the case, then certainly also \( 2l^4 \leq k^2 + kl \) which implies

\[
|k| \geq \frac{1}{2} \left( \sqrt{8l^4 + l^2} - l \right) \geq l^2.
\]

In that regime, we have

\[
\min_{y \geq \sqrt{3}/2} \frac{1}{y} \left( k^2 + kl + \left( \frac{1}{4} + y^2 \right) l^2 \right) = -l(2k + l) \sim 2|k||l|
while our lower bound is clearly smaller
\[
\sqrt{Q_2(k, l)} = \sqrt{k^2 + kl + l^2} \sim |k|.
\]

**Lemma 6.19** (Bounds on the function). We have, for \( l \neq 0 \),
\[
e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) \leq e^{-\pi \alpha \sqrt{Q_2(k,l)}}.
\]

**Proof.** This follows immediately from Lemma 6.18 and \(|\psi_{k,l}(y)| \leq 1\). \(\Box\)

**Lemma 6.20** (Second derivative bounds). We have, for \( l \neq 0 \), \( y \geq \sqrt{3}/2 \), \( \alpha \geq 5 \),
\[
\left| \frac{d^2}{dy^2} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) \right| \leq 3\pi^2 \alpha^2 Q_2(k,l)^2 \cdot e^{-\pi \alpha \sqrt{Q_2(k,l)}}.
\]

**Proof.** The product rule yields
\[
\frac{d}{dy} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) = (-\pi \alpha \phi'_{k,l}(y) \psi_{k,l}(y) + \psi_{k,l}(y)) e^{-\pi \alpha \phi_{k,l}(y)}.
\]

For the first term we need an upper bound on
\[
|\phi'_{k,l}(y)| = |l^2 - \frac{(2k + l)^2}{4y^2}| \leq l^2 + \frac{(2k + l)^2}{3} \leq \frac{4}{3} Q_2(k,l).
\]

For the second term, we need an upper bound on
\[
|\psi_{k,l}(y)| \leq 2\pi \left( \frac{k}{4y^3} + \frac{l}{8y^4} \right) \leq 2.5|k| + 1.25|l| \leq 4\sqrt{Q_2(k,l)}.
\]

Combining both, we get
\[
\left| \frac{d}{dy} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) \right| \leq \left( \frac{4}{3} \pi \alpha Q_2(k,l) + 4\sqrt{Q_2(k,l)} \right) e^{-\pi \alpha \sqrt{Q_2(k,l)}}.
\]

Since \( \alpha \geq 5 \), we have
\[
4\sqrt{Q_2(k,l)} \leq 4Q_2(k,l) \leq \left( \frac{4}{5\pi} \right) \pi \alpha Q_2(k,l)
\]

and the result follows. The product rule further yields
\[
\frac{d^2}{dy^2} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) = \left( -\pi \alpha \phi''_{k,l}(y) \psi_{k,l}(y) + \pi^2 \alpha^2 \phi'_{k,l}(y)^2 \psi_{k,l}(y) 
\right.
\]
\[
- 2\pi \alpha \phi'_{k,l}(y) \psi_{k,l}(y) + \psi''_{k,l}(y) - \pi \alpha \phi'_{k,l}(y) \psi_{k,l}(y) \right) e^{-\pi \alpha \phi_{k,l}(y)}.
\]

We need two new ingredients: the first is
\[
|\phi''_{k,l}(y)| = \frac{(2k + l)^2}{2y^3} \leq 4 \cdot Q_2(k,l).
\]

The second is
\[
|\psi''_{k,l}(y)| \leq 4\pi^2 \left( \frac{k}{4y^3} + \frac{l}{8y^4} \right)^2 + 2\pi \left( \frac{3|k|}{4y^4} + \frac{3|l|}{8y^4} \right)
\]
\[
\leq 16 Q_2(k,l) + 2\pi \left( \frac{4|k|}{3} + \frac{2|l|}{3} \right)
\]
\[
\leq 16 Q_2(k,l) + 13 Q_2(k,l) = 29 Q_2(k,l).
\]
It remains to combine all the estimates. We have
\[ \pi \alpha \phi_k^{\prime\prime}(y) e^{-\pi \alpha \phi_k(y)} \leq 4 \pi \alpha Q_2(k, l) e^{-\pi \alpha \sqrt{Q_2(k, l)}} \]
\[ \pi^2 \alpha^2 \phi_k^{\prime\prime}(y) e^{-\pi \alpha \phi_k(y)} \psi_k(y) \leq \frac{16}{\pi^2} \pi^2 \alpha^2 Q_2(k, l)^2 e^{-\pi \alpha \sqrt{Q_2(k, l)}} \]
\[ -2 \pi \alpha \phi_k^{\prime}(y) e^{-\pi \alpha \phi_k(y)} \psi_k^{\prime}(y) \leq \frac{32}{3 \pi^2} \pi \alpha Q_2(k, l)^{3/2} e^{-\pi \alpha \sqrt{Q_2(k, l)}} \]
\[ e^{-\pi \alpha \phi_k(y)} \psi_k^{\prime}(y) \leq 29 Q_2(k, l) e^{-\pi \alpha \sqrt{Q_2(k, l)}} \]
\[ -\pi \alpha \phi_k^{\prime}(y) e^{-\pi \alpha \phi_k(y)} \leq \frac{3}{4} \pi \alpha Q_2(k, l) e^{-\pi \alpha \sqrt{Q_2(k, l)}}. \]

Using \( Q_2(k, l) \geq 1 \) and \( \alpha \geq 5 \), by adding all these terms and bounding them from above, we end up getting the desired bound.

6.5.3. The case \( l = 0 \). We will now deal with the terms \((k, l) \in \mathbb{Z}^2\) for which \( l = 0 \). These are the terms for which Lemma 6.19 and Lemma 6.20 do not apply. In contrast to other arguments in this paper, we will not deal with these terms on an individual basis but instead investigate their sum
\[ \sum_{k \in \mathbb{Z}} e^{-\pi \alpha \phi_k(y)} \psi_k(y) = \sum_{k \in \mathbb{Z}} e^{-\frac{\pi \alpha k^2}{y}} \cos \left( 2 \pi k \left( \frac{1}{2} - \frac{1}{8y^2} \right) \right). \]

We recall the standard formula for the heat kernel on the torus \( \mathbb{T} \cong [0, 1] \).
\[ u(t, x) = 1 + 2 \sum_{k=1}^{\infty} e^{-4 \pi^2 k^2 t} \cos (2 \pi k x). \]

This is the same expression as above for
\[ 4 \pi^2 t = \frac{\alpha \pi}{y} \quad \text{or} \quad t(y) = \frac{\alpha}{4 \pi y} \]
evaluated at
\[ x(y) = \frac{1}{2} - \frac{1}{8y^2}. \]

This naturally leads us to consider some basic properties of the heat kernel.

**Lemma 6.21.** The heat kernel \( u(t, x) \) on \( \mathbb{T} \cong [0, 1] \) centered in \( x = 0 \) has two inflection points. The inflection point in \((0, 1/2)\) is smaller than 0.3 for all \( t > 0 \). In particular, the function \( u(t, x) \) is convex for \( 0.3 \leq x \leq 0.7 \).

**Proof.** For small values of \( t \), we have the Gaussian short-time asymptotic
\[ u(t, x) \sim \frac{1}{\sqrt{4\pi t}} e^{-\frac{x^2}{4t}}, \]
placing the inflection point asymptotically at \( x_0 \sim \sqrt{2t} \ll 0.3 \). As time becomes large, we have dominance of the leading order term and expect
\[ u(t, x) \sim 1 + 2 e^{-4\pi^2 t} \cos (2\pi x) \]
having the inflection point at \( 0.25 \ll 0.3 \). For intermediate times \( t \sim 1 \), some basic estimates show that the critical point actually wanders continuously from 0 to 1/4. Since we do not require sharp bounds, the case can be dealt with basic asymptotics. \( \square \)
Lemma 6.22. For all $\alpha > 0$ and all $y \geq \sqrt{3}/2$, the function

$$1 + 2 \sum_{k=1}^{\infty} e^{-\frac{\alpha}{y}k^2} \cos \left(2k\pi \left(\frac{1}{2} - \frac{1}{8y^2}\right)\right)$$

is monotonically decreasing in $y$.

Proof. We write the expression as $u(t(y), x(y))$ with

$$t(y) = \frac{\alpha}{4\pi y} \quad \text{and} \quad x(y) = \frac{1}{2} - \frac{1}{8y^2}.$$ 

Note that, since $y \geq \sqrt{3}/2$, we have $1/3 \leq x(y) \leq 1/2$ and, in particular, Lemma 6.21 is always applicable. We note that, using the chain rule,

$$\frac{d}{dy} u(t(y), x(y)) = \frac{dt}{dy} u(t(y), x(y)) \frac{dt(y)}{dy} + \frac{dx}{dy} u(t(y), x(y)) \frac{dx(y)}{dy}.$$ 

Since $u(t, x)$ is the heat kernel, it satisfies the heat equation

$$\frac{d}{dt} u(t, x) = \frac{d^2}{dx^2} u(t, x).$$ 

We have some information about the second derivatives of the heat kernel in the region of interest thanks to Lemma 6.21 and can conclude that this term is positive. Moreover, we have

$$\frac{dt(y)}{dy} = -\frac{\alpha}{4\pi y^2} < 0 \quad \text{and} \quad \frac{dx(y)}{dy} = \frac{1}{4y^3} > 0.$$ 

Therefore,

$$\frac{d}{dy} u(t(y), x(y)) = \frac{d^2}{dx^2} u(t(y), x(y)) \frac{dt(y)}{dy} + \frac{dx}{dx} u(t(y), x(y)) \frac{dx(y)}{dx} < 0.$$ 

6.5.4. Proof of Proposition 6.3: the maxima are in $[\sqrt{3}/2, \sqrt{3}/2 + 1/(4\sqrt{\alpha})]$. The purpose of this subsection is to prove that when $\alpha \geq 5$, then the global maximum has to be in the region $[\sqrt{3}/2, \sqrt{3}/2 + 1/(4\sqrt{\alpha})]$. The argument comes in two parts: in the first part we sum over $(k, l) \in \mathbb{Z}^2$ with $l = 0$ to recover the heat kernel. We will show that the heat kernel is smaller in $y \geq \sqrt{3}/2 + 1/(4\sqrt{\alpha})$ than it is in $y = \sqrt{3}/2$ and we quantify the difference. The second step of the argument is to show that all the other terms cannot compensate for that difference which implies the statement. We abbreviate

$$G_\alpha(y) = \sum_{k \in \mathbb{Z}} e^{-\frac{\sqrt{\alpha}k^2}{y}} \cos \left(2\pi k \left(\frac{1}{2} - \frac{1}{8y^2}\right)\right)$$

Lemma 6.23. We have, for $\alpha \geq 1$, that

$$\max_{y \geq \frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}}} G_\alpha(y) = G_\alpha \left(\frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}}\right) \leq G_\alpha \left(\frac{\sqrt{3}}{2}\right) - \frac{2\sqrt{\pi}}{3} e^{-\frac{2\sqrt{\alpha}}{\sqrt{3}}}.$$
Proof. The first part of the statement,
\[
\max_{y \geq \frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}}} G_\alpha(y) = G_\alpha \left( \frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}} \right)
\]
follows immediately from Lemma 6.22. We use Lemma 6.22 once more: instead of evaluating the heat kernel at \( (t(\sqrt{3}/2), x(\sqrt{3}/2)) \) and comparing it to

\[
\text{the heat kernel in } \left( t \left( \frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}} \right), x \left( \frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}} \right) \right).
\]

we may as well use the monotonicity in \( x \) once more to compare \( (t(\sqrt{3}/2), x(\sqrt{3}/2)) \) with \( (t(\sqrt{3}/2 + 1/(4\sqrt{\alpha})), x(\sqrt{3}/2)) \). It suffices to estimate the difference between

\[
\sum_{k \in \mathbb{Z}} e^{-\pi \alpha k^2} \cos \left( \frac{2\pi k}{3} \right) \quad \text{and} \quad \sum_{k \in \mathbb{Z}} e^{-\pi \alpha k^2} \cos \left( \frac{2\pi k}{3} \right).
\]

Both sums are, due to the rapid decay of its terms, essentially given by their first term as soon as \( \alpha \) is sufficiently large and

\[
\sum_{k \in \mathbb{Z}} e^{-\pi \alpha k^2} \cos \left( \frac{2\pi k}{3} \right) \sim 1 - e^{-\pi \alpha t} + l.o.t.
\]

This requires us to estimate \( \exp(-\pi \alpha t) \) for two nearly adjacent values of \( t \), these being

\[
t_1 = \frac{1}{\sqrt{3}/2} \quad \text{and} \quad t_2 = \frac{1}{\sqrt{3}/2 + 1/(4\sqrt{\alpha})}.
\]

We see that the leading order difference is of the order given by \( e^{-\pi \alpha t_2} - e^{-\pi \alpha t_1} \).

The derivative of \( \exp(-\pi \alpha t) \) is \( -\pi \alpha \exp(-\pi \alpha t) \) and thus, using the mean value theorem

\[
e^{-\pi \alpha t_2} - e^{-\pi \alpha t_1} \geq \pi \alpha (t_1 - t_2) e^{-\pi \alpha t_1}
\]

\[
\geq \frac{\pi \alpha}{4\sqrt{\alpha} \sqrt{\frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}}}} e^{-\frac{2\pi \alpha}{\sqrt{3}}}
\]

\[
= \frac{2\pi \alpha}{6\sqrt{\alpha} + \sqrt{3}} e^{-\frac{2\pi \alpha}{\sqrt{3}}}
\]

\[
\geq \frac{2\sqrt{\alpha}}{3} e^{-\frac{2\pi \alpha}{\sqrt{3}}}
\]

The inequality is easily verified to be effective for \( 1 \leq \alpha \leq 10 \) after which the asymptotic analysis is more than accurate. \( \square \)

The next lemma shows that this loss in the leading term of the heat kernel cannot be compensated by the other remaining terms.

Lemma 6.24. We have, for \( \alpha \geq 1.5 \), that

\[
g_\alpha(y) = \sum_{k,l \in \mathbb{Z}} e^{-\frac{\pi \alpha}{7}(k^2+kl+(4+y^2)^2)} \cos \left( 2\pi (ka_2(y) - la_1(y)) \right)
\]

assumes its maximum in \( \sqrt{3}/2 \leq y \leq \sqrt{3}/2 + 1/(4\sqrt{\alpha}) \). More precisely: outside that region, the heat kernel terms \( (k \in \mathbb{Z}, l = 0) \) have decayed more than can be compensated for by the remaining terms.
Proof. We decompose the indices into three sets
\[ Z^2 = \{(k,0) : k \in \mathbb{Z}\} \]
\[ \cup \{(k,l) : Q_2(k,l) = 1 \text{ and } l \neq 0\} \]
\[ \cup \{(k,l) : Q_2(k,l) > 1 \text{ and } l \neq 0\} . \]
The first set gives rise to the quantity resembling a heat kernel which has been analyzed in Lemma 6.21 and is well behaved: it decays away from \( y = \sqrt{3}/2 \) at a controlled rate. The second set is small and completely explicit
\[ \{(k,l) : Q_2(k,l) = 1 \text{ and } l \neq 0\} = \{(0,-1), (1,-1), (-1,1), (0,1)\} . \]
The third set is not small but will amount only a small contribution. We first sum over the four terms in the second set
\[ \sum_{(k,l) \in Z^2} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) = -2 e^{-\pi \alpha \sqrt{3}/2} \cos \left( \frac{\pi}{4y^2} \right) . \]
This term is easily seen to be monotonically decreasing in \( y \). It remains to bound the rest. We note
\[ e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) \leq e^{-\pi \alpha \phi_{k,l}(y)} \leq e^{-\pi \alpha \min_{y \geq \sqrt{3}/2} \phi_{k,l}(y)} . \]
Appealing to Lemma 6.18 we can bound the remaining sum from above by
\[ \sum_{(k,l) \in Z^2, Q_2(k,l) > 1, l \neq 0} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) \leq \sum_{(k,l) \in Z^2, Q_2(k,l) > 1, l \neq 0} e^{-\pi \alpha \sqrt{Q_2(k,l)}} . \]
The difference in the asymptotic decay shows that
\[ \sum_{(k,l) \in Z^2, Q_2(k,l) > 1, l \neq 0} e^{-\pi \alpha \sqrt{Q_2(k,l)}} \leq \frac{2\sqrt{3}}{3} e^{-\frac{2\pi \alpha}{\sqrt{3}}} \]
has to hold for \( \alpha \geq \alpha_0 \) sufficiently large. Basic numerics show that \( \alpha_0 \sim 1.3 \). \( \square \)

6.5.5. Proof of Proposition 6.3. Concavity in \([\sqrt{3}/2, \sqrt{3}/2 + 1/(4\sqrt{\alpha})]\). The purpose of this section is to show that for \( \alpha \geq 5 \), the function
\[ g_\alpha(y) = \sum_{k,l} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) \]
is concave in the region \( \sqrt{3}/2 \leq y \leq \sqrt{3}/2 + 1/(4\sqrt{\alpha}) \). Together with Lemma 6.24, this then establishes Proposition 6.3. We start by quickly establishing a substitute result for Lemma 6.20 to deal with the case \( l = 0 \). When studying the full sum
\[ g_\alpha(y) = \sum_{k,l} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) , \]
the functions for \( l = 0 \) simplify to
\[ e^{-\pi \alpha \phi_{k,0}(y)} \psi_{k,0}(y) = e^{-\frac{\pi \alpha k^2}{y}} \cos \left( 2\pi k \left( \frac{1}{2} - \frac{1}{8y^2} \right) \right) . \]
Lemma 6.25. We have, for $\sqrt{3}/2 \leq y \leq 1$ and $k \neq 0$, that

$$\max_{\sqrt{3}/2 \leq y \leq 1} \left| e^{-\pi \alpha \phi_{k,0}(y)} \psi_{k,0}(y) \right| \leq e^{-\pi \alpha k^2}$$

$$\max_{\sqrt{3}/2 \leq y \leq 1} \left| \frac{d^2}{dy^2} e^{-\pi \alpha \phi_{k,0}(y)} \psi_{k,0}(y) \right| \leq 20 \alpha^2 k^4 e^{-\pi \alpha k^2}$$

Proof. The first inequality is simple since, using $y \leq 1$,

$$\left| e^{-\frac{\pi \alpha k^2}{y}} \cos \left(2\pi k \left(\frac{1}{2} - \frac{1}{8y^2}\right)\right) \right| \leq e^{-\pi \alpha k^2}.$$

The second statement follows from an explicit computation and basic estimates. □

We can now, by explicit computation, derive an upper bound on the second derivative of the dominant terms which dominate the sum as $\alpha \to \infty$.

Lemma 6.26. We have, for $\alpha \geq 5$ and $\sqrt{3}/2 \leq y \leq 1$, that

$$\frac{d^2}{dy^2} \sum_{-1 \leq k,l \leq 1} e^{-\pi \alpha \phi_{k,l}(y)} \psi_{k,l}(y) \leq -0.6 \pi \alpha^2 e^{\pi \alpha(y-2)}.$$

As is perhaps not so surprising (the sum being comprised of the 9 terms in the periodicity cell, all of which can be differentiated twice in closed form), the entire argument boils down to a large number of computations that are perhaps not so interesting. We focus only on the most essential part of the argument which, in particular, shows how one can deduce the relevant length scales and estimates from the computations.

Proof. An explicit computation shows that

$$X = \sum_{-1 \leq k,l \leq 1} \exp (-\pi \alpha \cdot \phi_{k,l}(y)) \psi_{k,l}(y)$$

simplifies to

$$X = e^{-\pi \alpha y - \frac{9\pi \alpha}{4y}} \left(2 \sin \left(\frac{3\pi}{8y^2}\right) - 4 e^{\frac{2\pi \alpha}{y}} \sin \left(\frac{\pi}{8y^2}\right)\right) - 2 e^{\frac{\pi \alpha}{y}} \cos \left(\frac{\pi}{4y^2}\right) + 1.$$

We now differentiate each term twice in $y$. We first observe that

$$-\frac{\pi \alpha}{y} \text{ and } -\pi \alpha y - \frac{9\pi \alpha}{4y} + \frac{2\pi \alpha}{y}$$

coincide in $y = \sqrt{3}/2$, they both result in $-2\pi \alpha / \sqrt{3}$. In contrast, the remaining term is many exponential orders of magnitude smaller. It thus suffices to understand

$$X_2 = -4 e^{-\pi \alpha y - \frac{9\pi \alpha}{4y}} e^{\frac{2\pi \alpha}{y}} \sin \left(\frac{\pi}{8y^2}\right) - 2 e^{\frac{\pi \alpha}{y}} \cos \left(\frac{\pi}{4y^2}\right)$$

$$= -4 e^{-\pi \alpha y - \frac{9\pi \alpha}{4y}} \sin \left(\frac{\pi}{8y^2}\right) - 2 e^{\frac{\pi \alpha}{y}} \cos \left(\frac{\pi}{4y^2}\right).$$

Differentiating twice and simplifying, we end up with

$$\frac{d^2}{dy^2} X_2 = \frac{\pi e^{-\frac{\pi \alpha (y^2+1)}{4y^6}}}{4y^6} (Y_1 + Y_2 + Y_3 + Y_4),$$
where, for $\alpha \geq 5$ and $\sqrt{3}/2 \leq y \leq 1$, all terms are negative:

\[
\begin{align*}
Y_1 &= -2 ye^{\frac{3\pi\alpha}{4y}} \left( \pi\alpha \left( 4y^2 - 1 \right) + 6y \right) \cos \left( \frac{\pi}{8y^2} \right) \leq 0 \\
Y_2 &= -2 e^{\pi\alpha y} \left( 4\pi\alpha^2 y^2 - 8\alpha y^3 - \pi \right) \cos \left( \frac{\pi}{4y^2} \right) \leq 0 \\
Y_3 &= -e^{\frac{3\pi\alpha}{4y}} \left( \pi\alpha^2 \left( 4y^3 - y \right)^2 - 8\alpha y^3 - \pi \right) \sin \left( \frac{\pi}{8y^2} \right) \leq 0 \\
Y_4 &= 4y e^{\pi\alpha y} (3y - 2\pi\alpha) \sin \left( \frac{\pi}{4y^2} \right) \leq 0.
\end{align*}
\]

Therefore, in that regime, we have

\[
\frac{d^2}{dy^2} X_2 \leq \pi e^{-\frac{\pi\alpha(y^2+1)}{4y^2}} Y_2 \quad \text{and} \quad Y_2 \leq -2.4 \pi^2 e^{\pi\alpha y}.
\]

Simultaneously, we have, in the same regime,

\[
\frac{\pi e^{-\frac{\pi\alpha(y^2+1)}{4y^2}}}{4y^6} \geq \frac{\pi}{4} e^{-2\pi\alpha}.
\]

Combining these two inequalities, the result follows. \( \square \)

**Lemma 6.27.** We have, for $\sqrt{3}/2 \leq y \leq \sqrt{3}/2 + 1/(4\sqrt{\alpha})$ and $\alpha \geq 5$, that

\[
\frac{d^2}{dy^2} g_\alpha(y) < 0.
\]

**Proof.** It remains to derive an upper bound on the second derivatives of the remaining terms;

\[
X = \frac{d^2}{dy^2} \sum_{(k,l) \in \mathbb{Z}^2} e^{-\pi\alpha \phi_{k,l}(y)} \psi_{k,l}(y)
\]

and to show that they cannot compensate for the negative term derived for the leading terms in Lemma 6.26. We use Lemma 6.20 and Lemma 6.25 to argue that

\[
X \leq \sum_{|k|>1} \frac{d^2}{dy^2} e^{-\pi\alpha \phi_{k,l}(y)} \psi_{k,l}(y) + \sum_{(k,l) \in \mathbb{Z}^2} \frac{d^2}{dy^2} e^{-\pi\alpha \phi_{k,l}(y)} \psi_{k,l}(y)
\]

\[
\leq 40 \sum_{k=2}^{\infty} \alpha^2 k^4 e^{-\pi\alpha k^2} + 3\pi^2 \alpha^2 \sum_{(k,l) \in \mathbb{Z}^2} Q_2(k,l)^2 e^{-\pi\alpha \sqrt{Q_2(k,l)}}.
\]

We note that, again, this upper bound decays asymptotically like

\[
40 \sum_{k=2}^{\infty} \alpha^2 k^4 e^{-\pi\alpha k^2} \sim 40\alpha^2 \cdot 16 e^{-4\pi\alpha}
\]

which decays faster than our upper bound. Therefore, as before, it is clear that for all $\alpha \geq \alpha_0$, which by basic numerics is $\sim 1.1$, we will be able, using this argument, to deduce that

\[
X \leq 0.6 \pi^2 \alpha^2 e^{\pi\alpha(\sqrt{3}/2 - 2)}.
\]

\( \square \)
6.5.6. **Proof of Proposition 6.3**  
Lemma 6.16 settles the case $\alpha \leq 5$ and, hence, we only need to consider $\alpha \geq 5$. Lemma 6.24 tells us that the maximum of $f_\alpha(y)$ for $\alpha \geq 5$ occurs at a point

$$\frac{\sqrt{3}}{2} \leq y_{\text{max}} \leq \frac{\sqrt{3}}{2} + \frac{1}{4\sqrt{\alpha}}.$$  

Lemma 6.27 implies that $f_\alpha$ is concave in that region and Lemma 6.15 implies there is a critical point in $y = \sqrt{\frac{3}{2}}$ which therefore has to be the unique maximum.

**A. The space of lattices**

Indexing 2-dimensional lattices is classically done by switching to complex numbers with positive imaginary part. As we scale our lattices by $\alpha > 0$, we will focus on indexing lattices of (co-)volume 1. A lattice $\Lambda$ in $\mathbb{R}^2$ is a discrete co-compact subgroup of $\mathbb{R}^2$ with co-volume $\text{vol}(\mathbb{R}^2/\Lambda)$. It can be generated by a non-unique matrix $M \in GL(2, \mathbb{R})$;

$$\Lambda = M\mathbb{Z}^2.$$  

So, $\Lambda$ is the linear integer span of the columns of $M$. Assuming $\text{vol}(\Lambda) = 1$ restricts our attention to matrices with $\det(M) = \pm 1$. By a relabeling of the columns, we thus may assume that $\det(M) = 1$. As the problem under consideration is invariant under rotation, we may assume that $M$ is of the form

$$M = y^{-1/2}Q \begin{pmatrix} 1 & x \\ 0 & y \end{pmatrix}, \quad Q \in SO(2, \mathbb{R}).$$  

The geometry of the lattice thus only depends on the 2 parameters $(x, y)$, with the condition $y > 0$ (as we normalize by $y^{-1/2}$). By the natural identification of a complex number $z = x+iy$ with vectors $\begin{pmatrix} x \\ y \end{pmatrix} \in \mathbb{R}^2$, we can identify a lattice $\Lambda$ with a complex number in the upper half plane $\mathbb{H} = \{z \in \mathbb{C} \mid \Im(z) > 0\}$.

As already mentioned, the matrix generating a lattice is not uniquely defined. This is due to the fact that for any $B \in SL(2, \mathbb{Z})$ we have $B\mathbb{Z}^2 = \mathbb{Z}^2$. In particular, we can choose between different bases of $\mathbb{Z}^2$ and, hence, between different bases for any lattice $\Lambda$. Furthermore, we note that $\Lambda$ is an additive group, hence $\Lambda = -\Lambda$, which means that we only need to consider bases from $PSL(2, \mathbb{Z}) = SL(2, \mathbb{Z})/\{\pm I\}$, the modular group. As explained in detail in [70], the modular group is generated by the matrices

$$J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.$$  

The group $SL(2, \mathbb{R})$ and in particular its subgroup $PSL(2, \mathbb{Z})$ act on $\mathbb{H}$ by fractional linear transformations. That is, for a matrix $S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{R})$ we have the action

$$S \circ \tau = \frac{a\tau + b}{c\tau + d}.$$  

It is then sufficient to focus on lattices generated by

$$\tau \in D = \{z \in \mathbb{H} \mid |z| \geq 1 \text{ and } |\Re(z)| \leq \frac{1}{2}\}.$$
The fundamental domain $D$ contains so to say all the canonical bases of 2-dimensional lattices, i.e., the basis is a Minkowski basis in this case. By symmetry reasons, it is enough for us to work only in the right (or equivalently in the left) half of $D$, which we denote by $D_+$ (or $D_-$).

![Figure 11. Tessellation of the hyperbolic space $\mathbb{H}$ into hyperbolic triangles. Any point in $D$ can be mapped to a unique point in any part of the tessellation by applying the respective rules. For example, to map $\tau \in D$ to the triangle $TS$, we apply the respective linear fractional transformation on $\tau$. For a lattice, this results in a different choice of basis. The points $\rho_1 \in D_-$ and $\rho_2 \in D_+$ yield the hexagonal lattice, whereas $i$ yields the square lattice.](image)

### B. Phase space methods and symplectic lattices

As we work in dimension 2, we can actually use phase space methods from quantum mechanics or time-frequency analysis. We provide some elementary notation from both fields. For our purposes, this is more or less for notational and technical convenience, nonetheless, these methods are of importance and we will explain the basics in the sequel. For functions on $\mathbb{R}^d$, the common translation and modulation operators are given by

$$T_x f(t) = f(t - x) \quad \text{and} \quad M_\omega f(t) = e^{2\pi i \omega \cdot t} f(t),$$

respectively. The dot $\cdot$ denotes the Euclidean inner product on $\mathbb{R}^d$. The operators are of course unitary on $L^2(\mathbb{R}^d)$ and they commute up to a phase factor:

$$M_\omega T_x = e^{2\pi i \omega \cdot x} T_x M_\omega \quad \text{(B.1)}$$

The Fourier transform $\mathcal{F}$ is unitary on $L^2(\mathbb{R}^d)$ as well, by using the following normalization

$$\mathcal{F} f(\omega) = \hat{f}(\omega) = \int_{\mathbb{R}^d} f(t) e^{-2\pi i \omega \cdot t} \, dt.$$

In his pioneering article [43], Gabor suggested to use a mixture of the time-representation $f(t)$ and the spectral representation $\hat{f}(\omega)$ in order to overcome the drawbacks of the separated

---

1 We see $\mathbb{R}^d$ as a space of column vectors, hence $\omega \cdot t = \omega^T t$.
It is well-known that neither $\pi$ nor $\sigma$ where Gaussian, it is often called Gabor transform as in [43] the Gaussian window was considered. The above formula makes sense for $f, g \in L^2(\mathbb{R}^d)$, but also whenever the bracket $\langle , \rangle$ is defined in a distributional sense. For $\|g\|_2 = 1$, $V_g$ is an isometry from $L^2(\mathbb{R}^d)$ to $L^2(\mathbb{R}^{2d})$. By using the facts that $\mathcal{F}T_x = M_{-x}\mathcal{F}$ and $\mathcal{F}M_\omega = T_\omega \mathcal{F}$ in combination with Parseval’s formula for $L^2(\mathbb{R}^d)$ (or the fact that $\mathcal{F}$ is unitary), we see that $V_g f(x, \omega) = \langle f, M_\omega T_x g \rangle = (\mathcal{F}f, \mathcal{F}(M_\omega T_x g)) = e^{-2\pi i \omega \cdot x} \langle \hat{f}, M_x T_\omega \hat{g} \rangle = e^{-2\pi i \omega \cdot x} \tilde{V}_g \hat{f}(\omega, -x)$. So, the STFT gives a local average of the function $f$ and its spectrum $\hat{f}$ at the point $(x, \omega) \in \mathbb{R}^{2d}$. In this context, $\mathbb{R}^{2d}$ is called the time-frequency plane or phase space. The joint operation of translation and modulation is called a time-frequency shift and is denoted by $\pi(\gamma) = M_\omega T_x, \; \gamma = (x, \omega) \in \mathbb{R}^{2d}$.

There is also a symmetric version of the time-frequency shifts, which is $\rho(\gamma) = M_{\frac{\omega}{2}} T_x M_{\frac{\omega}{2}} = T_\frac{x}{2} M_\omega T_\frac{x}{2}$.

In this way we may also define the (cross-) ambiguity function as it appears in radar technology;

$$A(f, g)(\gamma) = \langle \pi(-\frac{\omega}{2}) f, \pi(\frac{\omega}{2}) g \rangle = \langle f, \rho(\gamma) g \rangle.$$ 

It is well-known that neither $\pi(\gamma)$ nor $\rho(\gamma)$ are closed under composition. This stems from the commutation relations [B.1] of $T_x$ and $M_\omega$. A group law can be imposed by adding an auxiliary variable and viewing the operators as unitary representations of the (polarized) Heisenberg group [42], [47]. We will only focus on $\rho(\gamma)$ for the moment, as the group law of the underlying Heisenberg group underlines the importance of the symplectic structure of phase space in this case. We compute $\rho(\gamma)\rho(\gamma') = e^{-\pi i \sigma(\gamma, \gamma')} \rho(\gamma + \gamma')$, where $\sigma(\gamma, \gamma')$ is the skew-symmetric form $\sigma(\gamma, \gamma') = \gamma \cdot J \gamma' = x \cdot \omega' - x' \cdot \omega$ also called standard symplectic form. The matrix

$$J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}$$

is called the standard symplectic matrix. The sign convention differs in the literature and sometimes $-J = J^T = J^{-1}$ is said to be the standard symplectic matrix. Adding an auxiliary unitary operator gives

$$e^{2\pi i \tau} \rho(\gamma) e^{2\pi i \tau'} \rho(\gamma') = e^{2\pi i ((\tau + \tau') - \frac{1}{2} \sigma(\gamma, \gamma'))} \rho(\gamma + \gamma').$$

---

2The notation $V_g$ comes from engineering, where the transform is often called voice transform. If $g$ is a Gaussian, it is often called Gabor transform as in [43] the Gaussian window was considered.
These operators are now closed under composition and are unitary representations on $L^2(R^d)$ of the underlying Heisenberg group. The Heisenberg group is $H = R^{2d} \times R$ with the composition law

$$(x, \omega, \tau) \circ (x', \omega', \tau') = (x + x', \omega + \omega', \tau + \tau' + \frac{1}{2}(x' \cdot \omega - x \cdot \omega')).$$

As a topological object, $H$ is identical with $R^{2d} \times R$, but their algebraic structures are different. A different representation of the Heisenberg group, namely the theta representation, was popularized by Mumford [62]. However, they are unitarily equivalent, as is any other representation of the Heisenberg group by the Stone–von Neumann Theorem. The Jacobi theta functions are then actually invariant under the action of a (certain) discrete subgroup of $H$.

A matrix $S \in GL(2d, R)$ is called symplectic if and only if it preserves the symplectic form, i.e.,

$$(B.2) \quad \sigma(S\gamma, S\gamma') = \sigma(\gamma, \gamma') \iff S^TJS = J.$$

Symplectic matrices actually form a group under matrix multiplication, denoted by $Sp(d)$. The notation is again not coherent in the literature and one might as well find $Sp(d, R)$, $Sp(2d)$ or $Sp(2d, R)$. It can be shown that symplectic matrices actually have determinant 1 (from the above equation it already follows that the determinant must be $\pm 1$). Also, the identity $S^TJS$ puts $(2d - 1)d$ constraints on $S$, which is the dimension of the (vector) space of skew-symmetric matrices. This leaves $(2d + 1)d$ of the $(2d)^2$ variable free. In general, $Sp(d)$ is a proper subgroup of $SL(2d, R)$. Only if $d = 1$ we have $Sp(1) = SL(2, R)$, because then the only constraint is that $\det(S) = 1$. Now, a lattice $\Lambda \subset R^{2d}$ is called symplectic if and only if

$$\Lambda = \alpha S Z^2, \quad S \in Sp(d), \quad \alpha > 0,$$

where $Z^2$ is equipped with the canonical (or a symplectic) basis. We note that $Z^2$ itself is symplectic with the canonical basis as well as, e.g., $JZ^2 = Z^2$. However, e.g., the matrix

$$P_{2,3} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

has determinant 1 and as lattices $P_{2,3} Z^2 = Z^2$, but $P_{2,3}$ is not symplectic. Therefore, also $SP_{2,3}$ is not symplectic for $S \in Sp(2)$.

Usually, the Poisson summation formula involves the dual lattice $\Lambda^\perp$ of the lattice $\Lambda$. The usual characterization is the following

$$\Lambda^\perp = \{ \lambda^\perp \in R^d \mid \lambda \cdot \lambda^\perp \in Z, \forall \lambda \in \Lambda \}.$$

An alternative definition is

$$\Lambda^\perp = \{ \lambda^\perp \in R^d \mid e^{2\pi i \lambda^\perp} = 1, \forall \lambda \in \Lambda \}.$$

We note that $\Lambda^\perp$ is indeed again a lattice and we have

$$\Lambda =MZ^d \iff \Lambda^\perp =M^{-T}Z^2.$$

In time-frequency analysis, the dual lattice is usually replaced by the adjoint lattice $\Lambda^\circ$, which could also be called the symplectic dual lattice. This name has already been suggested in [56]
It is defined in a similar manner, but by means of commuting time-frequency shifts:
\[ \Lambda^o = \{ \lambda^o \in \mathbb{R}^{2d} \mid \pi(\lambda)\pi(\lambda^o) = \pi(\lambda^o)\pi(\lambda), \forall \lambda \in \Lambda \}. \]
We note that, unlike the dual lattice, the adjoint lattice is only characterized in even dimensions. Computing the commutator of two time-frequency shifts yields
\[ [\pi(\lambda), \pi(\lambda')] = \pi(\lambda)\pi(\lambda') - \pi(\lambda')\pi(\lambda) = \left(1 - e^{2\pi i \sigma(\lambda, \lambda')}\right)\pi(\lambda)\pi(\lambda'). \]
Again, the symplectic form appears (for a different reason though) and can hence be used for the characterization of the symplectic dual or adjoint lattice;
\[ \Lambda^o = \{ \lambda^o \in \mathbb{R}^{2d} \mid \sigma(\lambda^o, \lambda) \in \mathbb{Z}, \forall \lambda \in \Lambda \} = \{ \lambda^o \in \mathbb{R}^{2d} \mid e^{2\pi i \sigma(\lambda^o, \lambda)} = 1, \forall \lambda \in \Lambda \}. \]
So, the symmetric Euclidean inner product \( \cdot \) is replaced by the skew-symmetric form \( \sigma \). In terms of the defining matrix, we have
\[ \Lambda^o = JS^{-T}S^2d = JS^{-T}J^T \mathbb{Z}^{2d}. \]
We note that the second part of the equality is usually not found in the literature, but that it is highly important. Putting a minus on both sides of (B.2) and noting that \( -J = J^T = J^{-1} \), we get
\[ S^T J^T S = J^T \iff S = JS^{-T}J^T. \]
Hence, if \( \Lambda \) is a symplectic lattice of the form \( \Lambda = \alpha S \mathbb{Z}^{2d} \), then the adjoint lattice \( \Lambda^o \) is only a scaled version of \( \Lambda \), namely \( \Lambda^o = \alpha^{-2d} \Lambda \). Note that \( \text{vol}(\Lambda) = \alpha^{2d} \) and, hence,
\[ \Lambda^o = \text{vol}(\Lambda)^{-1/d} \Lambda. \]

The simple idea of replacing the Euclidean inner product \( \cdot \) by \( \sigma \) also leads to a new version of the Fourier transform, namely the symplectic Fourier transform. For a function \( F \) of \( 2d \) variables, the symplectic Fourier transform is defined as
\[ \mathcal{F}_\sigma F(z) = \int_{\mathbb{R}^{2d}} F(z') e^{-2\pi i \sigma(z', z)} dz'. \]
It inherits its properties from the usual Fourier transform as
\[ \mathcal{F}_\sigma F(z) = \mathcal{F} F(Jz). \]
In addition it is also involutive, i.e., \( \mathcal{F}_\sigma \circ \mathcal{F}_\sigma = \mathbf{I} \), where \( \mathbf{I} \) is the identity operator. This follows from the fact that \( J^2 = -I \) and that \( \mathcal{F}(\mathcal{F} F)(z) = F(-z) \). One advantage of the symplectic Fourier transform in phase space is that it has more eigenfunctions than the planar Fourier transform. To see this, we first need to introduce the (cross-) Wigner distribution of two functions \( f, g \in L^2(\mathbb{R}^d) \). It is given by
\[ W(f, g)(x, \omega) = \int_{\mathbb{R}^d} f(x + \frac{t}{2})\overline{g(x - \frac{t}{2})}e^{2\pi i \omega \cdot t} dt. \]
It almost looks like the ambiguity function and in fact we have the following algebraic relation
\[ W(f, g)(x, \omega) = 2^d A(f, g^\wedge)(2x, 2\omega), \]
where \( g^\wedge(t) = g(-t) \) is the reflection of \( g \). Furthermore, we have
\[ \mathcal{F}_\sigma (W(f, g))(z) = A(f, g)(z) \]
and vice versa. From these relations, it follows (see also [30]) that
\[ F_\sigma(D\sqrt{2}A(f,g))(z) = \pm D\sqrt{2}A(f,g)(z) \]
\[ F_\sigma(D_{1/\sqrt{2}}W(f,g))(z) = \pm D_{1/\sqrt{2}}W(f,g)(z), \]
for \( g^\vee = \pm g \). The operator \( D_\beta \) is the (non-unitary) isotropic dilation operator given by
\[ D_\beta F(z) = F(\beta z), \quad \beta > 0. \]
So, after a proper scaling the ambiguity functions (or Wigner distributions) of any \( f \in L^2(\mathbb{R}^d) \) with an even or odd \( g \in L^2(\mathbb{R}^d) \) are eigenfunctions of the symplectic Fourier transform with eigenvalue \( \pm 1 \), depending on the parity of \( g \). Also, any 2\( d \)-dimensional Gaussian of the form
\[ \Phi(z) = e^{-\pi |Sz|^2}, \quad z \in \mathbb{R}^{2d}, \quad S \in Sp(d), \]
comes, after proper scaling, from an ambiguity function (or Wigner distribution) of a generalized \( d \)-dimensional Gaussian. Furthermore, \( \Phi \) is an eigenfunction of the symplectic Fourier transform with eigenvalue 1. This is in general not true for the planar Fourier transform \( F \) on \( \mathbb{R}^{2d} \) (only for \( S \) orthogonal). For more information on symplectic phase space methods we refer to [42], [44], [45], [47].

We arrive at the symplectic version of the Poisson summation formula, which we compare to the usual Poisson summation formula. The latter is
\[ \sum_{\lambda \in \Lambda} f(\lambda) = \text{vol}(\Lambda)^{-1} \sum_{\lambda^\perp \in \Lambda^\perp} \hat{f}(\lambda^\perp). \]
Sometimes, a translation by \( T_{-x} \) on the left-hand side and a Modulation by \( M_x \) on the right-hand side are added;
\[ \sum_{\lambda \in \Lambda} f(\lambda + x) = \text{vol}(\Lambda)^{-1} \sum_{\lambda^\perp \in \Lambda^\perp} \hat{f}(\lambda^\perp)e^{2\pi i x \cdot \lambda^\perp}. \]
This reflects the fact that a periodization of \( f \) (with suitable conditions) amounts to a function on the torus defined by a Fourier series. We also use the (slightly more general) formula
\[ \sum_{\lambda \in \Lambda} f(\lambda + x)e^{2\pi i \omega \cdot \lambda} = \sum_{\lambda \in \Lambda} M_\omega T_{-x} f(\lambda) = \text{vol}(\Lambda)^{-1} \sum_{\lambda^\perp \in \Lambda^\perp} \mathcal{F}(M_\omega T_{-x} f)(\lambda^\perp) \]
\[ = \text{vol}(\Lambda)^{-1} \sum_{\lambda^\perp \in \Lambda^\perp} M_\omega \mathcal{T}_x \hat{f}(\lambda^\perp) e^{-2\pi i \omega \cdot x}. \]
In the underlying work, we only use this version of the Poisson summation formula in dimension 1 and for the (scaled) integer lattice, which is self-dual and also the only 1-dimensional lattice. In 2\( d \) dimensions, we can modify the Poisson summation formula by using the symplectic Fourier transform. We obtain
\[ \sum_{\lambda \in \Lambda} F(\lambda + z) = \text{vol}(\Lambda)^{-1} \sum_{\lambda^\circ \in \Lambda^\circ} (F_\sigma F)(\lambda^\circ) e^{2\pi i \sigma(\lambda^\circ, z)}. \]
We will use this formula only for \( d = 1 \) again, i.e., for 2-dimensional lattices. Assuming \( \text{vol}(\Lambda) = 1 \), and since any lattice in \( \mathbb{R}^2 \) is symplectic, we obtain
\[ \sum_{\lambda \in \Lambda} F(\lambda + z) = \sum_{\lambda \in \Lambda} (F_\sigma F)(\lambda) e^{2\pi i \sigma(\lambda, z)}, \quad \Lambda \ldots \text{a lattice in } \mathbb{R}^2, \text{vol}(\Lambda) = 1. \]
In particular, since any 2-dimensional Gaussian is an eigenfunction of the symplectic Fourier transform, we obtain the functional equation for our families of theta functions;

$$\theta_\Lambda(z; \alpha) = \frac{1}{\alpha} \tilde{\theta}_\Lambda(z; \frac{1}{\alpha}), \quad z \in \mathbb{R}^2, \alpha > 0.$$  

C. A conjecture on the stability of \( z_{\Lambda_2} \)

Our family of theta functions shows – at least numerically, but also in our proofs – some stability against controlled perturbation, a property which is provably false for the theta functions studied by Montgomery \[61\]. We observed that the following inequality seems to hold:

\[ (C.1) \quad \theta_{\Lambda_2}(z_{\Lambda_2}^-; \alpha) \geq \theta_\Lambda(\tilde{z}; \alpha), \quad \forall \alpha > 0, \quad \text{and} \quad \tilde{z} \rightarrow z_{\Lambda_2}^- \text{ as } \Lambda \rightarrow \Lambda_2. \]

We are not able to give general conditions on how \( \tilde{z} \) must approach \( z_{\Lambda_2}^- \) as \( \Lambda \) tends to the hexagonal lattice \( \Lambda_2 \) in the space of lattices, but our proofs make us believe that \((C.1)\) holds at least under the following conditions;

\[ \tilde{z}_1 + x \tilde{z}_2 = \frac{1}{2}, \quad \partial_x \tilde{z}_2 \leq 0, \quad \tilde{z}(\frac{1}{2}, y) = a(\frac{1}{2}, y) \quad \text{and} \quad \tilde{z}(0, y) \in [\frac{1}{2}, \frac{3}{2}]. \]

This is under the hypothesis that \( (x, y) \in D_+ \). We remark that the circumcenter \( a \) meets the above criteria, as well as our point \( b \). The difference between the points \( a \) and \( b \) is that \( \partial_x b_2 \equiv 0 \) whereas \( \partial_x a_2 < 0 \) for \( x \in (0, \frac{1}{2}) \). We note that \( \partial_x a_2|_{x=1/2} = \partial_x b_2|_{x=1/2} = 0 \), but we have no indication that this property is needed for the perturbation result.

There is however no stability or perturbation result if we seek to minimize the maximum of \( \theta_\Lambda \). By using the representation \( \theta_\Lambda \), it is easy to show that

\[ \theta_\Lambda(z; \alpha) \leq \theta_\Lambda(0; \alpha) \quad \text{and} \quad \tilde{\theta}_\Lambda(z; \alpha) \leq \tilde{\theta}_\Lambda(0; \alpha), \quad \forall \alpha > 0. \]

We observe that

\[ \tilde{\theta}_\Lambda(z; \alpha) \leq \sum_{\lambda \in \Lambda} \left| e^{-\pi\alpha|\lambda|^2} e^{2\pi i \sigma(\lambda, z)} \right| = \sum_{\lambda \in \Lambda} e^{-\pi\alpha|\lambda|^2} = \tilde{\theta}_\Lambda(0; \alpha). \]

Of course, 0 (= \( z_\Lambda^+ \)) can be replaced by any other lattice point by periodicity. By Montgomery \[61\] we have

\[ \theta_{\Lambda_2}(0; \alpha) \leq \theta_\Lambda(0; \alpha), \quad \forall \alpha > 0. \]

However, in general

\[ \theta_{\Lambda_2}(0; \alpha) \nless \theta_\Lambda(\tilde{z}; \alpha), \quad \forall \alpha > 0, \]

for \( \tilde{z} \rightarrow 0 \) as \( \Lambda \rightarrow \Lambda_2 \), no matter how \( \tilde{z} \) approaches 0 (unless \( \tilde{z} \equiv 0 \)). This easily follows from the underlying heat equation. By substituting \( \alpha \rightarrow \frac{1}{4\pi t} \), we see that \( \alpha \theta_\Lambda(z; \alpha) \) is the fundamental solution to heat equation

\[ \begin{cases} 
\partial_t h_\Lambda(z; t) = \Delta_z h_\Lambda(z; t), & t > 0 \\
h_\Lambda(z; 0) = \sum_{\lambda \in \Lambda} \delta_\lambda. 
\end{cases} \]

Hence, for \( \alpha \rightarrow \infty \) we have \( \theta_{\Lambda_2}(0; \alpha) \rightarrow \delta_0 \) whereas \( \theta_\Lambda(\tilde{z}; \alpha) \rightarrow 0 \). This shows that any perturbation result analogous to \((C.1)\) must fail for the family \( \theta_\Lambda(0; \alpha) \).
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