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Abstract
Different UN and international agencies are busy trying to leverage big data to unlock its value for evidence-based decision-making in development and humanitarian action. But many vulnerable people are invisible to the data infrastructure, while just integrating their data without understanding the consequences can make them even more vulnerable. This article unpacks the challenges presented by data science for development and humanitarianism.
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Data Promises and Pitfalls in the Context of Development

The development sector is progressively taking advantage of the opportunities brought about by data science and datafication —understood as the transformation of everything we do into data (Baack 2015)— to improve developing societies. Different United Nations and international agencies are busy trying to leverage machine learning (ML) and other automated learning techniques to unlock the value of big data for evidence-based decision-making in development and humanitarian action. ML is an automatic learning system made of software packages that, fed by big data, make artificial intelligence (AI) possible (Cukier 2014). The UN system was one of its early adopters. ‘The UN has been advocating for a data revolution since before it had a name and began working on big data applications just as the concept was emerging’, proclaimed UN Chronicle in 2018 (2018a).

However, initial enthusiasm seems to have given way to scepticism. In 2019, UN Special Rapporteur on Extreme Poverty and Human Rights Phillip Alston cautioned that digital technologies could be a ‘trojan horse’ for forces that seek to dismantle and privatize economic and social rights, undermining progress toward the Sustainable Development Goals (SDGs) instead of speeding it. ‘As humankind moves, perhaps inexorably, towards the digital welfare future it needs to alter course significantly and rapidly to avoid stumbling zombie-like into a digital welfare dystopia’ (Alston 2019). Besides, the COVID-19 pandemic has had two main effects; on the one hand, making people with access more dependent on digital platforms for log on to health, education, banking, entertainment, and food and other product delivery services, and on the other, exacerbating digital divides between those with access and those without (United Nations 2021). In 2020, UN Special Rapporteur on Racism Tendayi Achiume warned that technology is shaped by and frequently worsens existing social inequalities.

So, what has happened? Next, we review some of the opportunities, challenges of the data infrastructure —understood as the processes, software, and hardware necessary to turn data into actionable information. It provides an overview of how the understanding and critical reactions to big data approaches have changed in these sectors over time, and how concerns of ‘digital divides’, privacy, opaque algorithms, and more have impacted how big data has been and should be effectively used to advance development and humanitarian goals.

The Opportunities of Big Data

Today satellite imagery and ML are employed to determine poverty by identifying the proportion of thatch-roofed houses (UN Chronicle 2018a). Data from mobile phone networks serve to establish the displacement of people after a
disaster hits and help forecast the expanse of transmittable diseases (UN Chronicle 2018a). Changes in debit card usage are used to ascertain the impact of a crisis (UN Chronicle 2018a). Postal records can be observed to estimate trade flows and access to provisions (UN Chronicle 2018a). Crowdsourced citizen data have been employed during the COVID-19 pandemic to bridge patients in remote areas and supplies (Lilja et al. 2020). Other remote sensing technologies, such as uncrewed aerial vehicles (drones), are used for agricultural management as well, as Fig. 1 shows.

The UN agency The Food and Agriculture Organization and social enterprises are proposing, for instance, to use Distributed Ledger Technologies, commonly referred to as ‘blockchain’—a sequence of archives linked by cryptography that can serve to secure transactions—to offer ‘smart contracts’ to farmers and fisherfolk networks that go past intermediaries (Sylvester 2019). Blockchain is already being leveraged to launch independent supply chains for fair trade coffee, for example (Koffman 2019). The potential gains in efficiency and traceability of transactions or information flows through such technology have also been noticed by the humanitarian sector, with the World Food Programme, World Vision, and IFRC all involved with at least pilot projects to improve cash transfer schemes (Coppi and Fast 2019).

Beyond institutions and companies, people and non-governmental organizations are exploring the potential of these data-based technologies to generate diagnoses and solutions to social problems. For example, cartographic platforms, able to visualize verified citizen data in near real-time, are being deployed to assist in humanitarian operations; satellite data from fishing vessels operating at sea have been mapped to reveal irregular activity impacting coastal communities, as well as to trace refugees as they attempt to cross the Mediterranean from Northern Africa, and maps that change in real-time are used to alert people of flooding or insufficient quality water and air (Gutierrez 2018a).

The opportunities are such that UN Global Pulse has proposed a taxonomy of data applications for development to steer data-centred efforts. This taxonomy includes two types of cases: in the first, data are employed in early warning systems and real-time awareness, conveying what is happening and may happen in the future; in the second, data can feed real-time feedback, adding the reasons why something is happening and shedding light ‘on what could be done about it’ (Letouzé 2012). This division echoes albeit blurred separation between humanitarian agencies—responding to immediate needs—and development organizations—focused on long-term causes.

Datafication, a platformed internet, the omnipresence of the internet of things, and the growing accessibility of tools and skills to transform data into relevant and actionable information are transforming development and humanitarianism. Most literature is focussed on the data promise; however, the data infrastructure presents different challenges.

The Challenges of Big Data for Development

Vinuesa et al. say that the emergence of AI and its impact ‘requires an assessment of its effect on the achievement of the Sustainable Development Goals (SDGs)’ (Vinuesa et al. 2020: 1). Concretely, AI can enable 134 targets across all the SDGs, but ‘it may also inhibit 59 targets’ (Vinuesa et al. 2020: 1). Concerns include that data-driven approaches for policing can hinder equal access to justice because of algorithm bias; therefore, legislation and ethical standards that guarantee transparency and accountability of AI are needed (Vinuesa et al. 2020). These authors conclude that ‘the fast development of AI needs to be supported by the necessary regulatory insight and oversight for AI-based technologies’, with the potential to both enable sustainable development and hinder it, by generating ‘gaps in transparency, safety, and ethical standards’ (Vinuesa et al. 2020: 1).

Bringing different layers or datasets together for new insights is the main offering of big data, but that process can also lead to new harms for already marginalized and at-risk communities (Bell et al. 2021: 3). There is consensus that individual rights, privacy, identity and security, and the presumed infallibility of data anonymization, are general areas where potential harm can occur when personal and other data are exploited (Letouzé 2014; Wes 2017; Data Protection Commission 2018). The ‘uniqueness of mobility’ that everyone with a phone exhibits makes it possible to identify 95% of individuals with only four spatiotemporal points (de Montjoye et al. 2013). By correlating information from several different sources, intruders can patch together a profile and use that information to connect more sensitive
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**Fig. 1** Drones for development  
*Source* Picture taken by the author at the Governing Council of the International Fund for Agricultural Development, Rome, 2019
pieces of data. So many ‘anonymized’ datasets have been compromised using these tactics that some in the field are declaring ‘anonymization is dead’ (Zibuschka et al. 2019). Some experts now talk about pseudo-anonymized data (Pandit et al. 2018). There is a body of evidence showing that the combination of large personal datasets can open the door to deanonymization, even if each dataset is individually inoffensive (Bettilyon 2019). For instance, de-identified health data from the Australian Medicare Benefits and the Pharmaceutical Benefits schemes were re-identified, employing public information about people (Culnane et al. 2017). The implications for vulnerable people affected by humanitarian crises or in poor communities are still to be explored thoroughly. For example, Oliver denounced in 2014 that when the UN Stabilization Mission (MONUSCO) in the Democratic Republic of Congo proposed to the humanitarian community that drones could be shared with the military for information collecting in 2014, people’s identities and the principles of neutrality, which allow relief organizations to operate, could be compromised (Oliver 2014). Zibuschka et al. are calling for a new paradigm that prioritizes transparency regarding data collection over attempts to anonymize the data (Bettilyon 2019).

The platformization of personal data offers a specific challenge. One example is the European public service media (PSM) that has the remit to serve the public interest with equality, universal access, and social solidarity. In a platformed environment, PSM has chosen to share content on platforms such as Facebook and YouTube, submitting to the muscle of technology giants (Sørensen and Van Den Bulck 2010). After a series of scandals related to leaks of user data and distribution of fake news, and pressures from EU legislation to improve privacy, PSM in UK, Netherlands, and Finland started to reconsider their strategies (Sørensen and Van Den Bulck 2010). Facebook’s and other platforms’ data mining and usage practices are under scrutiny because of their impact on privacy and democracy. Embracing corporate data-gathering platforms without questions could make vulnerable people even more vulnerable as they become visible to the data infrastructure (Niklas and Peña Gangadharan 2018). For example, in 2018, ethnic cleansing in Myanmar was incited on Facebook, leading to the recent filing of a $150 bn lawsuit against the firm by Rohingya communities in the US and Europe (Whittaker et al. 2018; Chandran and Asher-Schapiro 2021). This matter is especially relevant when these platforms are taking steps to intervene in global issues interlinked with development and humanitarianism. For instance, Facebook, Microsoft, Twitter, YouTube, Dropbox, Amazon, LinkedIn, and WhatsApp are part of an independent online counter-terrorism forum to combat terrorism (Kwan 2019). The Global Internet Forum to Counter Terrorism (GIFCT) aims to work on ‘sustaining and deepening industry collaboration and capacity’ to ‘prevent terrorists and violent extremists from exploiting digital platforms’ (Global Internet Forum to Counter Terrorism 2010). How they intend to enforce and mitigate terrorism is still to be seen.

Citizen initiatives have been criticized too for embracing corporate technologies. An example is Ushahidi—testimony in Swahili—, a platform that allows mapping crowdsourced citizen data for humanitarian support in crises, which depends on mobile technology, whose business models are based on low production costs sometimes supported by semi-slave work (Palmer 2014).

One answer to these challenges could be to include ordinary people—the beneficiaries of development and humanitarian programmes—in the decision-making processes of data-based solutions. As argued by Kennedy (2018), debates of datafication often draw on the views of the elite and techno activists; however, ‘it is important to take account of what non-expert citizens themselves say would enable them to live better with data’ (Kennedy 2018). Moreover, as datafication may produce potentially discriminatory outcomes (Gangadharan 2012; Tufekci 2014a; van Dijck 2014; Eubanks 2018.); it is also relevant to explore and pre-empt the challenges presented by data science for development and humanitarian action. However, the integration of ordinary people in data processes is not innocuous and presents new challenges. Due to access to skills, tools, and opportunities, data processes impose new asymmetries within data agents even if they are citizens (Gutierrez 2019). For instance, collaborative mapping exercises can be manipulated by those in charge of making the map and verifying crowdsourced data (Halkort 2019).

This article explores four main areas of concern that data science poses around data absence/presence and data integration processes and narratives. The analysis highlights the contested nature of the data infrastructure and raises questions about the appropriateness of datasets and data processes for development and humanitarianism. These areas of concern include (a) the lack of data that results in the invisibilization of people and groups; (b) the targeting or excess of data that result in discrimination of targeted groups; (c) and the challenges of combining data, often insufficient data, from different mining methods; and (d) the need for new narratives on data-driven development. The analysis shows that these areas should be integrated when humanitarian and development programmes are being designed, not as an afterthought. This analysis draws mainly on secondary data and case studies from previous analyses (Gutierrez 2018b; Halkort 2019) and critical data studies, and decolonization theory literature.
**Current Policy and Practice**

In 2013, the UN Department of Economics and Social Affairs Under-Secretary-General Wu Hongbo demanded more data in development. ‘Statistics is shaping our understanding of the world’, he said, addressing the UNSC (UNDESA 2014). In its 2014 report, the International Telecommunication Union noted the UN Statistical Commission (UNSC) and national statistical organizations were looking into ‘ways of using big data sources to complement official statistics and better meet their objectives for providing timely and accurate evidence for policy-making’ (ITU 2014: 173). The big data revolution was understood as offering great opportunities, and new data-based development-focused organizations started to sprout globally. Global Pulse—an ‘innovation initiative’ on big data promoted by the UN— was launched in 2014.

Other development organizations outside the UN started to focus on big data solutions. These include Data-Pop Alliance (created by Harvard Humanitarian Initiative, MIT Media Lab, and ODI in 2014); Global Partnership for Sustainable Development Data (set up in 2015 and funded by the UK Department for International Development, Hewlett Foundation, US President’s Emergency Plan for AIDS Relief, World Bank and US Millennium Challenge Corporation), and Big Data for Development (launched in 2018 with support from Canada’s International Development Research Centre).

After a period of zeal, during which the accent was on maximizing the adoption of big data, now the UN says it is ‘actively working to accelerate the discovery, development, and adoption of privacy-protecting big data applications’ (UN Chronicle 2018a). In 2017, the UN adopted the Data Privacy, Ethics and Protection Guidance Note on Big Data for Achievement of the 2030 Agenda (United Nations Development Group 2017). UN Global Pulse also co-founded and chaired the inter-agency UN Privacy Policy Group (UN PPG), which in 2018 developed a set of principles on Personal Data Protection and Privacy (UN Chronicle 2018a).

The UN has recently started to incorporate data ethics into its innovation projects by conducting a Risks, Harms, and Benefits Assessment to ‘identify anticipated or actual ethical and human rights issues that may occur at any stage of a data innovation process’ (UN Chronicle 2018a). A 14-page Risks, Harms, and Benefits Assessment tool, available online and shaped as a questionnaire, asks new projects whether they use data that directly identifies individuals or ‘sensitive data’, and if not, whether the data can be used to single out a concrete person applying ‘accessible means and technologies’, as well as questions about the legitimacy and fairness of the access to and use of the data (UN Global Pulse 2016). ‘Transparency is a key factor in helping to ensure accountability and is generally encouraged’, says the document (UN Global Pulse 2016). A due diligence process is to be employed when selecting partner third parties with access to data: ‘you should only transfer personal data to a third party that will afford appropriate protection for that data’, says the directive (UN Global Pulse 2016). Similar principles around data sharing and shared action on agreeing data responsibility among agencies were recently codified in the OCHA Data Responsibility Guidelines (2021).

Nevertheless, it is still to be seen how these principles and safeguards work in practice. For example, in February 2019, the World Food Programme (WFP) signed a $45 million partnership agreement with Palantir, a software company financed by the US Central Intelligence Agency and involved in intelligence contracts with US military and police forces (Parker 2019; World Food Programme 2019). The deal raised concerns about data management from the ninety million people affected by conflict and disasters that the WFP supports in different parts of the world. In response to criticism, WFP has since defended the partnership on the grounds of increased efficiencies and so more people fed, and lives saved and insisted the personal information of aid recipients will not be shared. As critics argue, however, de-anonymization through merging datasets are one of the tools Palantir offers its other clients, and the lack of transparency over the deal sets a dangerous precedent for other aid organizations (Igoe 2018).

Beyond the UN, the Global Partnership for Sustainable Development Data, a global network that includes governments, businesses, and civil society organizations, has generated initiatives such as the Collaborative Data Innovations for Sustainable Development (Global Partnership for Sustainable Development Data 2016). This initiative has developed a ‘Data4SDGs Toolbox’ (Data4SDGs Toolbox 2016; Global Partnership for Sustainable Development Data 2016). DataSwift—an initiative of CIVICUS in partnership with Wingu, the Open Institute, and Restless Development Tanzania— builds the capacity of civil society organizations to produce and use citizen-generated data. The ICRC and governments of Switzerland and Norway have led on a process to articulate the notion of ‘digital dignity’ that respects the ‘agency, autonomy and identity’ of individuals when their data is used to inform humanitarian action (Wilton Park 2019: 3). Much of the recent drive toward a better articulation of good practices and basic standards on was sparked by concerns of the aid sector’s lack of understanding of potential data harms by the ICRC and Privacy International (2018) and Harvard Humanitarian Initiative (Greenwood et al. 2017).

Data governance—rules, laws, actors, relations, and strategies to collect, manage, share, store, and analyze data—has become an important issue as well. And within data governance, regulation can have a role in protecting people from predatory data practices. In the European Union, the General
Data Protection Regulation (GDPR), which came into force in May 2018, is considered relatively stringent by global standards. The regulation applies to systems considered ‘solely’ automated, includes a blanket ban on fully automated decision-making that ‘significantly affect’ people, and rules that people affected by these systems have the ‘right to explanation’ and are provided ‘meaningful information’ about them (European Commission 2018). EU regulators identified categories of criteria that are likely to result in risk and the need for a data protection impact assessment (DPIA), which includes the categories ‘automated decision-making’ with legal effects, ‘sensitive data or data of a highly personal nature’, ‘data processed on a large scale’, ‘data concerning vulnerable subjects’, ‘interference with rights or opportunities’ (European Commission 2017: 9–10).

However, none of these categories above is well-defined. European regulation requires that people have the right not to be subject to a decision-based solely on automated processing ‘without human involvement’. However, algorithms are neither created ex nihilo nor are they natural occurrences; they are created precisely by humans. Besides, Goodman & Flaxman note that this regulation ‘potentially’ forbids ‘a wide swath of algorithms currently in use in recommendation systems, credit and insurance risk assessments, computational advertising, and social networks’ (Goodman and Flaxman 2017). Precisely how far this prohibition goes is yet to be seen, in terms of both the data and the organizations to which it applies. Sensitive data, prohibited by the GDPR, include racial or ethnic origin, political opinions, religious or philosophical beliefs, trade union membership, genetic data, biometrics, health, sex life, and sexual orientation unless those data are ‘manifestly public’, the ‘data subject’ gives their consent or it is processed in the name of ‘public interest’ (European Commission 2019). Some of these categories (e.g., ethnic origin) are distinct, but others (e.g., religious, and philosophical believes or public interest) are not clear-cut. The applicability of GDPR to international organizations conducting data collection as part of humanitarian activities is also disputed, with various exemptions and privileges making enforcement unlikely. But a reputational ‘soft’ pressure to uphold at least the spirit of the regulations has led to various UN agencies and ICRC creating their own good practice data guidance (Gazi 2020; Kuner 2020).

The European experience in data protection is being observed in other regions, and court cases are also offering interesting learnings. For example, the Centre for the Study of the Economies of Africa Director of Research Adedeji Adeniran says in an interview:

What we have learned from the European experience on data governance is that to establish suitable rules for the game, you must be sitting at the right table. The European Union is trying to regulate companies which are mostly based in the United States and struggling to do so because decision-makers do not sit at the same table as these large platforms and Europe does not have the right software champions to join the debate. We must learn from this experience and make sure we create a seat at the right table when it comes to establishing data governance rules (Adeniran 2021).

This is a vital area of concern. A platform is a technological base, sustained by data and algorithms, ‘on which complementary add-ons can interoperate, following standards and allowing for transactions amongst stakeholders, within the platform-centric ecosystem’ (Sun and Keating 2015). Whether they charge for services and delivery of products or provide a stage for communication and transactions, all platforms have a common business model based on the extraction of personal data that they have not generated. The platform economy –estimated at $7 trillion in 2018– is based on algorithms’ ability to scrutinize everyone linked to the platform, reap their data, and translate them into valuable, monetizable information, which can serve to generate user profiles or to be sold to third parties, sometimes abroad. In developed economies, access to communication, services, and content has been platformized (Poell et al. 2019), a process accelerated by the response to COVID-19 and the need to stay home to avoid contagion. Though platforms are ruled by conglomerates headquartered mainly in the US or China, their millions of users generating data do so from across the world, making regulation at national levels difficult to uphold (Consultancy.org 2018).

The growing dependence on platforms is a challenge because welfare platforms are increasingly affecting fundamental rights. In 2021, the Dutch government had to resign over an algorithmic system designed to detect fraud (System Risk Indication), employed in the poorest neighbourhoods where immigrant populations tend to concentrate (Abu Elyounes 2021). A Hague Court decision annulling the data collection and the creation of risk profiles of poor Dutch citizens decided the system was grounded on an infringement of Article 8.2 of the European Convention on Human Rights (Battaglini 2020).

There is strong literature on datafication (McNeill 2021). Recent work classifies the multi-layered supremacy of algorithmic power (Andersen et al. 2016) while identifying impenetrable algorithmic systems called black boxes (Yang and Panedy 2011; Letouzé and Sangokoya 2015), and epistemological disproportionateness between powers of critique and scientific practice (Elwood 2007; Baack 2015). Much scholarship tackles data biases or how regulation can be developed around an ethical computation (Goodman and Flaxman 2017). Other theorizations include exploring fair practices that advance data science to create ethical data science (Awan 2016) or data justice (Dencik et al. 2016). More
general concerns about regulation and guidelines on ethical data include the lack of consensus or a commonly accepted definition of ‘fair’ in data mining and usage. Next, the four areas of concern regarding data mining and processing for development are explored more in detail.

**The Four Gaps in Data Integration**

The specific areas of concern of data science for development include (1) the fact that many of those that most need assistance live in the data infrastructure’s shadow; they are invisible to the data infrastructure. However, (2) just integrating them in datasets poses a second challenge, which connects to the general concerns about privacy and individual rights mentioned earlier. (3) The data integration and processing itself must be dealt with as well, as different data gathering methods, formats, and gaps can interrupt research on development issues, with consequences for policymaking and humanitarian action. Meanwhile, (4) data science for development and humanitarianism seems to have adopted the corporate newspeak. Data and the ML algorithms that feed on them are sold by the platforms that create them as inevitable, automatic, and spontaneous, and their outputs as more objective than human decision-making (Peng 2017; Naughton 2018; Smith 2018). But the data infrastructure is not innocuous.

To face these challenges, adopting new epistemologies, narratives, and practices that are development- and community-focused seems prudent in the face of the delicate task of integrating vulnerable people into the data infrastructure, as seen next.

**Data Presence: No One Left Behind?**

Millions of people on this planet live in the data infrastructure’s shadow. They do not own a smartphone or a bank account, do not surf online, or live in cities, so they leave no digital traces behind, and their physical movements are not captured by closed-circuit television cameras, sensors, or satellites. For example, the World Bank wonders whether we can trust ‘smartphone mobility estimates in low-income countries’ (Milusheva et al. 2021). Besides, women’s mobile phone ownership is much lower than that of men (Klapper 2019). Namely, millions of people are invisible for the data infrastructure. Crawford, founder of AI Now Institute—an interdisciplinary research institute in the US—, notes that there is ‘little or no signal coming from particular communities’ (Crawford 2013). Therefore, in any data analysis about development issues, we need to ask which people are excluded, which places are less visible, what happens if you live outside big datasets (Crawford 2013). These questions are especially relevant when they refer to vulnerable people in need of development. More recently, the COVID-19 pandemic has made digital divides especially apparent, with increasingly digitized means of tracking, monitoring, and financial support threatening to exclude the ‘data poor’ (Roese 2021; Lupton 2021).

Similar gaps have long been observed in climate adaptation. For instance, looking at Africa, Adenle et al., who conducted a series of interviews with stakeholders, note that that (climate) adaptation faces many constraints’, including lack of climate data, resulting in impact models that are insufficient for supporting adaptation, particularly as they relate to food systems and rural livelihoods (Adenle et al. 2017). Adaptation refers to the strategies adopted to face irreversible transformations due to climate change; most developing nations, despite their small contribution to climate change, are vulnerable and need to acclimate to its irreversible impacts (Adger et al. 2003). However, the lack of data on both needs and programmes’ impacts, among other factors, makes it challenging to create effective programming that allows people to adapt to changes (Adenle et al. 2017).

Datasets are missing because, among other factors, those with the resources to gather data might lack incentives or might not perceive the benefits of doing so, while they also can remove or conceal them (Onuoha 2019). The realities that need to be quantified might resist datafication, too (Onuoha 2019). The shortage of climate finance for climate adaptation, for instance, is due, among many reasons, to the lack of uniform standards in labelling projects, the shortage of information on private adaptation (which also includes small household investments), and the different scales and methodologies employed by scholars to look at climate finance (Gutierrez and Gutierrez 2019). Another way of leaving people behind is to work with aggregated datasets that, for example, do not separate data for women or vulnerable groups (Gangadharan 2012). Thus, the challenge of applying data science to diagnose and solve development problems is that many of those who are in need are invisible to the data infrastructure.

During a Thomson Reuters Foundation workshop with professional journalists of the Global South, reporters from Tanzania told participants how they had to resort to cajoling guards at cemeteries and hospitals to tally coffins and estimate the number of excess deaths during the COVID-19 pandemic because of the lack of official reports (Thomson Reuters Foundation 2021).

The danger here is to try to fill the gaps with the wrong datasets. And indeed, some scholars have questioned data representativeness and the validity of extrapolating, for example, from digital users’ datasets to entire populations (Berry 2011; Crawford 2013; Trevisan 2013; Innerarity 2013, 2016; Andrejevic 2014; Zelenkauskaite and Bucy 2016). Talking about why social platforms’ big data are ‘bad data’ for researching populations and social movements,
Schrader lists several flaws, including that ‘hashtag data are often cherry-picked’ (Schrade 2015: (1). A problem in social movement studies has been choosing case studies based on high levels of internet and social networking platforms employment and using ‘too small’ big data that exclude ‘those who are on the other side of the digital divide’, leaving out ‘the poor and working-class’ (Schrade 2015: (2). Such divides are also a concern in the humanitarian sector: studies of crowdsourcing efforts to track needs in post-earthquake Haiti and Nepal for example show resulting ‘crisis maps’ tend to reproduce the density of people able to participate online, rather than the severity of needs (Mulder et al. 2016).

Without active efforts to counter divides, crowdsourcing projects risk portraying the ‘situated knowledge of powerful groups’ rather than any ‘wisdom of the crowds’ (Cinnamon 2019: 9).

**Data Discrimination: When People are Singled Out in Datasets**

The act of integrating people into data infrastructure can itself pose risks. For example, an AI Now Institute report describes how, in 2018, ethnic cleansing in Myanmar was incited on Facebook; Google built a secret engine for Chinese intelligence services and helped the US Department of Defense analyze drone footage. Microsoft signed contracts with US Immigration and Customs Enforcement (ICE) to use facial recognition on migrants (AI Now Institute 2018). Critical scholars, including Braman (2009), Tufekci (2014b), and van Dijck (2014), describe how the data infrastructure is employed to profile people, discriminate against vulnerable groups, and promote constant, omnipresent, and preventive monitoring.

Embracing data-gathering processes and data integration without question may make people who are otherwise digitally ‘invisible’ even more vulnerable. In the humanitarian sector, much of the conversation around the risks of data-gathering without adequate consent processes has focused on biometric registration – highlighted by the case of UNHCR handing over sensitive biometric data of Rohingya refugees to Bangladesh and then Myanmar, the government responsible for their persecution (HRW 2021). Yet personal data is not necessary to risk harm to marginalized people, especially with the focus of big data on interoperability. The risks of ‘mosaicking’ – where different, less sensitive datasets are brought together to create highly sensitive data that can identify particular groups – has been raised as a key concern in the sector (Capotosto 2021). GIS mapping may also risk, through making visible those fleeing conflict or in insecure land tenure arrangements, further persecution. Instances of land clearance shortly after information on informal settlements and displacement camps were made public has been recorded in Jordan and Kenya (Bryant 2021).

Contrary to a language often used by aid organizations around the importance of providing a ‘digital identity,’ the safety of many persecuted communities in humanitarian contexts is dependent upon an invisibility that risks being compromised through these data-gathering processes.

Not all unfair or erroneous results in algorithmic processes are down to input data’s failings; the code can also be limited, opaque, or inaccessible. These issues present different challenges (Gutierrez 2021). Rather than bias-free decisions, being taught using datasets unrepresentative of the population they are then used on has led to discriminatory practices reflecting human biases in sensitive fields including healthcare, policing, and welfare (Zarsky 2016: 126; Iliadis 2018: 222). This is compounded by corporate secrecy and intellectual property regulation which can make code unreachable to inspection, generating a ‘black box effect’ (Whittaker et al. 2018), Edionwe (2017) argues that algorithms are impenetrable ‘for proprietary reasons or by deliberate design’ (para. 16). The lack of transparency makes it difficult to dispute algorithmic outcomes and makes decisions based on them seem arbitrary (Zarsky 2016: 130). A different matter is the ‘unintelligibility’ of some algorithms, which makes it impossible to detect problems or meaningfully engaging with ‘algorithmically mediated aspects of life’ (Niklas and Peña Gangadharan 2018: 14; Iliadis 2018: 222).

Consequently, groups are campaigning for opening code when that code is acquired and developed by public administrations with taxpayers’ money (Civio 2019). That is, the public sector should instruct that providers relinquish code protection mechanisms (Whittaker et al. 2018). The same principles could apply to the UN system, funded by public funds.

Thus, data inclusion appears to pose new challenges; meanwhile, combining different datasets poses a new challenge. As noted for data on climate finance, duplication, data quality, standardization, and consistency for data collection, classification, processing, access control, usage, release, and security is an issue (Yao 2018).

**Questions About Mining and Integration**

There are many associated challenges regarding the way data are mined and integrated into datasets; this review – which is not comprehensive— focusses on making data compatible and comparable, the issue of anonymization, and the possibility of integrating citizen data in decision-making.

The COVID-19 pandemic has also exposed how difficult it is to make comparisons when the data collection and analysis methodologies are different, incomplete, or faulty.
One example, in the absence of comprehensive official data, has been the spike of pneumonia cases in Tanzania, which, according to journalistic sources, might have been mislabelled COVID-19 cases. There has been a ‘paucity of data for hospitalized African patients suffering from COVID-19’ notes another study (Kassam et al. 2021). Even open data facilities in developed countries with a track record of open data practices have been criticized for changing formats during the pandemic, making the integration of datasets impossible, datasets that are introduced hurriedly, with erratum, and introducing mistakes. A study of open COVID data in Spain concludes that just making data available is not enough, as:

There are tensions between (a) the actual conditions in which open data supporters work within the administration and the expectations and needs generated in times of an emergency; (b) the perceptions of a lack of curiosity or need on the part of citizens and the genuine interest exposed by the projects submitted to the Open Data awards, and (c) the data literacy of people and the challenges of data agency (Gutierrez and Landa 2021: 23).

Anonymization is another challenge in data integration, especially when working with vulnerable populations and a lack of standards and protocols. Several studies demonstrate that you can re-identify most individuals in anonymized datasets with few demographic traits (Rocher et al. 2019). Solutions to this problem are emerging both from corporate platforms promising to keep data ‘governed’ or ‘masked’ and non-governmental organizations (CyberGhost Research Team 2021). However, this is by no means easy, as digital traces are ubiquitous. Even printers leave invisible code of yellow dots in copies of documents that reveal the printer where the copies were made (Bradbury 2018).

Finally, one space where citizen data integration is being adopted successfully in digital humanitarianism, especially in mapping areas with less interest from for-profit entities. UN agencies such as OCHA have sought to integrate Open Street Map data into crisis mapping, having done so for the first time in 2011, and the digital mapping of hazards, services, and needs is now a key task in the initial phase of the humanitarian response (Gutierrez 2018b). Initiatives that use OSM rose to prominence in the wake of the Haiti earthquake response in 2010, with these ‘digital humanitarians’ using data gathered through social media and other sources to create crisis maps for the benefit of organizing responses. Beyond this work, open-source mapping has also been used across the world as a means by which locally-based mappers and affected communities themselves – assisted by advocacy and coordination groups like Humanitarian Open Street Map Team (HOT) – can make themselves visible and advocate for improved assistance and services.

### Data Storytelling: The Need for New Narratives

Although it seems more practical to focus on what is possible with the available tools, most of which have been devised for commercial purposes, development narratives should integrate criticism. For example, UN Global Pulse has begun to work with big corporations, such as Orange, in what they call ‘data philanthropy’ (UN Chronicle 2018a). Orange is to launch the Data for Development challenge to make their anonymized database available for researchers to develop applications for sustainable development (UN Global Pulse 2013). However, no critique seems to be part of this initiative. For example, Orange România SA—a provider of mobile telecommunications services—was fined in 2018, ‘on the ground that copies of the identity documents of its customers had been obtained and stored without their express consent’ (GDPR Hub 2019).

Despite the challenges outlined in this article, data science for SDGs has not disengaged itself from corporate new-speak. A Google search for ‘data is the new oil’ shows ‘how entrenched this meme is among big data pundits’ (Haupt 2016). ‘Data and the machine learning algorithms that feed them are spoken about as a panacea for all ills’ (Naughton 2018). Code is discussed ‘in almost biblical terms’, inspired by corporations, such as Google and Facebook, which ‘have sold and defended their algorithms on the promise of objectivity’ in decision-making (Smith 2018). Data are compared with electricity and oil (The Economist 2017). The Head of Paris21 Johannes Jütting wondered in 2013 whether big data were the ‘new oil fuelling development’ (Jütting 2013). In 2015, Emmanuel Letouzé, head Data-Pop Alliance, asked the same question (Letouzé 2015). During a conference in Madrid in 2016, Aditya Agrawal, from the Global Partnership for Sustainable Development Data, opened his speech, talking about data as ‘the new oil’. United Nations Young Leader Rainier Mallol argued, ‘Why data is the new oil’ in an article for the World Government Summit in 2017 (Mallol 2017).

However, this is ‘a ludicrous proposition’, as data are nothing like oil (Haupt 2016). Not only is this metaphor unfortunate in times of climate change’s huge impacts on development, but it is also inaccurate. Rather than finite, raw, natural resources, data are a ‘cooked’ product of cultural, economic, and political processes, and not inevitable or spontaneous (Gitelman 2013; Boellstorff 2013; Couldry and Yu 2018). A similar framing by large technology companies of consumer and other data as ‘exhaust’ – suggesting a by-product to be harmlessly collected, rather than a valuable product to be extracted and analyzed – has been

---

1. [https://www.ibm.com](https://www.ibm.com) and [https://www.k2view.com](https://www.k2view.com).
highlighted in wider discussions of ‘surveillance capitalism’ (Zuboff 2018).

It seems that, given the delicate task in its hands, the development sector—including UN and national agencies, NGOs, and alliances dealing with poverty eradication and development issues—could engender its rhetoric on data science. This is not to say that data science for SGDs should generate its own independent data infrastructure. The private sector has pioneered useful tools based on the data infrastructure; these tools can be and are being employed for development goals. Besides, there is a wealth of open-source tools that the developing world could start using, exploiting, and perfecting. However, the development sector could learn from activists and organizations that are appropriating the data infrastructure to bottom-up data, narratives, and practices, filling gaps, mobilizing people, and creating solutions and social change.

For example, the UN system is working with BBVA bank, Crimson Hexagon, Earth Networks, Nielsen, Orange, Planet, Plume Labs, Schneider Electric, and Waze (UN Chronicle 2018b). It has also signed an agreement with Twitter to access its data (UN Chronicle 2018b). In 2017, the association of mobile operators GSMA partnered with the UN on a strategy built around anonymizing big mobile data to work for the SDGs (GSMA 2017). There are currently 19 mobile operators committed to the GSMA programme ‘on big data for social good’, which they call BD4SG (GSMA 2017). However, the UN admits these deals carry some challenges:

A significant challenge, however, is that outside of extreme cases, such as responses to humanitarian emergencies and the prevention of acts of terror, there is no regulatory playbook for data sharing for the public good. Undoubtedly, current efforts such as the European Union’s General Data Protection Regulation are paving the way to using new technologies while mitigating the potential risks and harms of data use (UN Chronicle 2018b).

Again, creating its narratives and incorporating a critique of the technologies they use, as well as a mechanism to mitigate harm, could also be part of the mitigating effort. Fuchs has argued for a paradigm shift from ‘digital positivism and administrative big data analytics towards critical digital and social media research’ (Fuchs 2017). He argues that social science research should combine critical theory.

**Discussion and Conclusions**

Listening to the conversation about data for development and humanitarianism, one can hear contradictory messages: do we need more data or less? More digital technology or less? However, the context and an exploration of circumstances on a case-by-case basis can provide some clues. The COVID-19 pandemic has resulted in millions of deaths globally and exposed profound digital divides, but it has also been a learning experience. While big data analytics and more are now central to the work of some humanitarian response organizations, optimism over the potential of an array of digital tools to monitor or treat the spread of the virus has faded. Many various apps and means of detecting symptoms have shown to be not only ineffective but have also raised the profile of debates around surveillance, the misuse of data, and a ‘function creep’ around such tools as they are used for other purposes (Lupton 2021: 16). It is in this wider context that the data for development and humanitarian response debates have continued (Fig. 2 summarizes the analysis).

There is a general recognition of digital divides among and within wealthy and poorer countries that affect specific individuals and communities. But these divisions are not straightforward and mean, for example, one cannot adopt the same policies and data gathering strategies in Eritrea, with one of the lowest levels of Internet adoption in the world (6.9% of the population), as in Kenya (40%) (Kemp 2020), although they are both developing countries ranked not far away in the Latest Human Development Index Ranking (Eritrea, in position 180, and Kenya, in position 145) (UNDP 2020). Digital divides are also prevalent within countries and across existing lines of marginalization: though it is estimated that women in Sub-Saharan Africa are on average 15% less likely to own a mobile phone than men, in the continent’s largest refugee camp, that divide is 47% (GSMA 2019: 5). Such divides can be the product of deliberate policies that can compound existing dynamics: until last year, Rohingya refugees in camps in Bangladesh for example were banned from accessing the internet or buying mobile SIM cards (Kaurin 2021: 2).
In the context of increasing digitization of services across the world, these divides mean that where there is no autonomous access to such technologies, further marginalization from assistance and the fulfilments of rights can be compounded, as well as the emancipatory and democratizing promises of ‘big data’ coming to little as power inequities are reinforced, rather than challenged. This goes beyond mere access to the tools themselves: a lack of means of obtaining access to information – including a person’s own data – to use it to inform decision-making has been referred to as a ‘new digital divide’ or ‘big data divide’ (Cinnamon 2019: 5). As we have seen, this extractive relationship, and the framing and terminologies of data collection as natural processes, benefit those that profit from these processes (Couldry and Yu 2018: 4). Ultimately, they reinforce and expand a colonial-style relationship, giving those who collate and analyze data the power to ‘shape the world according to their own worldview’ (Cinnamon 2019: 9).

Where there is access, a challenge is fairness to ensure groups are not singled out and discriminated against. Here the answers are not simple either, as even when protocols exist, projects should be explored on a case-by-case basis. One way to ensure that discrimination is avoided is to include people in the project design and analysis of the data from inception. Participatory initiatives are far from new initiatives for the aid sector. They have long been held as a means of overcoming unequal relationships and are not without their own dynamics of inequality that must be recognized and actively countered (Halkort 2019: 323). But in the humanitarian and development sector, where the power inequities between aid providers and recipients are already extremely large, at least some means of increased participation of the service users are vital to mitigate what are increasingly extractive and one-way digital relationships.

In the humanitarian sector, such an approach is still the exception rather than the default, but several more participatory initiatives rely, to varying degrees, on open data. Organizations such as WeRobotics have reacted to Western dominance of the humanitarian crisis-mapping industry through pushing a ‘technology transfer’ approach to affected communities, training, and hiring local drone pilots as part of autonomous national societies. Humanitarian Street Map follows a similar model of independent hubs in a networked model that is increasingly seen as good practice for more ‘localized’ humanitarian organizations more generally. Rather than the technologies themselves, successful instances of digital improving aid efforts have been attributed to human elements: pre-existing community networks, trust, proximity, and local translation (Kaurin 2021: 6).

These participatory approaches are often pushing against prevailing forces in data analytics and development thinking. The sector has a poor record of procuring tech services from the Global South, and an increased reliance on data analytics, machine learning, and more may simply limit the extent to which the sector’s biggest actors incorporate the views of affected communities into programme design (Spencer 2021: 9). Digital tools in and of themselves deliver little by way of resolving social, political, or economic issues to which the SDGs allude. Without care, they can easily expose people to new harms around misinformation, a lack of consent to data extraction, and violating privacy to the extent to which much of the language around ‘data as development’ has been criticized as uncritically opening the world’s poorest to harmful data analytics processes (Cinnamon 2019: 16).

Another set of challenges emerges when looking at the integration of data and comparison of datasets, needed to explore trends in data and develop fair policies. Examples, such as the glitches and data gaps found in the maps around femicides in Mexico (Amnesty International 2021), show that standardizing, completing, and integrating datasets in precarious circumstances is another challenge for development and human rights.

Ultimately, this study shows that, in attaining the sustainable development goals, sustainability should apply to both development and development data.
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