Non-detection of $^6\text{Li}$ in Spite plateau stars with ESPRESSO
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**ABSTRACT**

The detection of $^6\text{Li}$ in Spite plateau stars contradicts the standard Big Bang nucleosynthesis prediction, known as the second cosmological lithium problem. We measure the isotopic ratio $^6\text{Li}/^7\text{Li}$ in three Spite plateau stars: HD 84937, HD 140283, and LP 815-43. We use 3D NLTE radiative transfer and for the first time apply this to high resolution, high-S/N data from the ultra-stable VLT/ESPRESSO spectrograph. These are amongst the best spectra ever taken of any metal-poor stars. As the measurement of $^6\text{Li}/^7\text{Li}$ is degenerate with other physical stellar parameters, we employ Markov chain Monte Carlo methods to find the probability distributions of measured parameters. As a test of systematics we also use three different fitting methods. We do not detect $^6\text{Li}$ in any of the three stars, and find consistent results between our different methods. We estimate $2\sigma$ upper limits to $^6\text{Li}/^7\text{Li}$ of 0.7%, 0.6%, and 1.7% respectively for HD 84937, HD 140283, and LP 815-43. Our results indicate that there is no second cosmological lithium problem, as there is no evidence of $^6\text{Li}$ in Spite Plateau stars.
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1 INTRODUCTION

Lithium is the only element with three production channels: Big Bang nucleosynthesis (BBN), cosmic rays, and stars. As such, lithium is an unique element which can be used to study chemical evolution in multiple environments and processes simultaneously. Standard BBN produced mostly hydrogen and helium, with trace amounts of $^7\text{Li}$, and even less $^6\text{Li}$. The predicted lithium production in standard BBN is $A(^7\text{Li})=2.75\pm0.02$ and $^6\text{Li}/^7\text{Li}\approx10^{-4}$ (Pitrou et al. 2018). Cosmic rays and stellar production of lithium is nearly negligible in the early Universe, with BBN being the dominant source (Pracontzos 2012).

Old metal-poor dwarf stars in the Milky Way halo have been found to exhibit similar photospheric lithium abundance over a wide range of metallicities, known as the Li Spite plateau: $A(^7\text{Li})=2.0-2.2$ (Spite & Spite 1982; Bonifacio & Molaro 1997; Ryan et al. 1999; Asplund et al. 2006; Meléndez et al. 2010; Sbordone et al. 2010). While this was long thought to represent the primordial value, measurements of anisotropies of the cosmic microwave background (CMB) by the WMAP and Planck satellites yield a very precise baryon density of the Universe (e.g. Planck Collaboration et al. 2020), which implies a significantly higher predicted Li abundance from standard BBN by a factor of 3-4 than observed in the oldest stars. This is the long-standing cosmological lithium problem. (see e.g., Fields 2011, and references therein). A possible stellar evolution resolution to the cosmological lithium problem would be that the metal-poor stars on the Spite plateau have depleted most of their $^7\text{Li}$ throughout their pre-main sequence and main sequence evolution (Richard et al. 2005; Korn et al. 2006; Fu et al. 2015).

Not only do measured $^7\text{Li}$ abundances disagree between BBN predictions and stellar observations, but so do apparently $^6\text{Li}$ abundance measurements. There are multiple claimed detections of $^6\text{Li}$ in Spite plateau stars at a level of $^6\text{Li}/^7\text{Li}$ of a few percent (e.g., Smith et al. 1993, 1998; Hobbs & Thorburn 1994; Cayrel et al. 1999; Nissen et al. 1999, 2000; Asplund et al. 2006; Steffen et al. 2012), but at a...
level greatly exceeding predictions from standard BBN theory as well as production by cosmic rays or in stars (Prantzos 2012). Since $^6\text{Li}$ is even more fragile than $^7\text{Li}$, a depletion of $^7\text{Li}$ in the surface layers of metal-poor stars to resolve the cosmological Li problem would imply an even greater depletion in $^6\text{Li}$ (Richard et al. 2002). As a result, stellar evolution by itself is not enough to resolve the discrepancy between BBN predictions and measurements in old halo stars for both $^7\text{Li}$ and $^6\text{Li}$. This additional tension due to $^6\text{Li}$ is known as the second cosmological lithium problem. To alleviate these discrepancies between $^6\text{Li}$ measurements and predictions, various exotic scenarios have been put forward (e.g., Kusakabe et al. 2008; Jedamzik & Pospelov 2009; Luo et al. 2021). The determination of the isotopic ratio $^6\text{Li}/^7\text{Li}$ is extremely challenging as it relies on measuring the small additional spectral line asymmetry introduced by the small isotope shift ($\approx 0.017$ nm) in the Li $670.8$ nm resonance line when $^6\text{Li}$ is present. The $670.8$ nm line is already intrinsically asymmetric due to its unresolved doublet and fine structure components, which is further perturbed by stellar surface convection and rotation. Exceptionally high-quality observations in terms of S/N and spectral resolving power is therefore required as well as realistic modelling of the stellar atmosphere and line formation process. Early measurements of $^6\text{Li}$ were carried out using 1D hydrostatic simulations of stellar atmospheres, and with radiative transfer computed under the assumption of local thermodynamic equilibrium (LTE). However, convective velocity fields in 3D hydrodynamic stellar atmospheres can mimic the appearance of $^6\text{Li}$ (Asplund et al. 2006; Cayrel et al. 2007). To further complicate the picture, line formation under non-LTE (NLTE) influences the line opacity and thus the formation depth (Asplund et al. 2003), which also affects the measured $^6\text{Li}$. Pioneering work on measuring $^6\text{Li}/^7\text{Li}$ with 3D line formation and considering departures from LTE have been performed by Cayrel et al. (2008), Asplund & Meléndez (2008) and Steffen et al. (2010a,b, 2012), but unfortunately led to somewhat conflicting results. The first analysis that investigated 3D NLTE line formation for the Li line and other calibration lines consistently was performed by Lind et al. (2013) and resulted in non-detections of $^6\text{Li}$ at 2$\sigma$ in all investigated stars. However, they could not rule out at higher significance that the lighter isotope is present in HD 84937 at a 1.1–1.7% level depending on analysis assumptions. In this study, we present new data and improved analysis techniques to further reduce the error bars and reveal if $^6\text{Li}$ is indeed present in detectable amounts in some metal-poor halo stars.

As the isotopic splitting in lithium is small, the absorption due to $^7\text{Li}$ introduces only a small asymmetry in the $^6\text{Li}$-dominated line profile. It is therefore necessary to simultaneously know the centre, depth and width of the line profile through estimates of the radial velocity, overall Li abundance, and rotational, convective and instrumental broadening, resulting in a partial degeneracy between these parameters. The rotational broadening and radial velocity can be measured using other lines, termed calibration lines. However, velocity fields in 3D hydrodynamic stellar atmospheres and NLTE effects affect the measured rotational broadening and radial velocity from every line. Therefore, using 3D NLTE radiative transfer for both calibration lines and the Li line is important to accurately measure $^6\text{Li}/^7\text{Li}$ as shown by Lind et al. (2013). 3D NLTE radiative transfer make detections less significant in comparison to LTE.

In the present work, we revisit the measurement of $^6\text{Li}$ in the three Spite plateau stars HD 84937, HD 140283, and LP 815-43, using improved observations, highly realistic stellar atmosphere and line formation modeling, and more sophisticated inference methods. We selected two bright targets from (Asplund et al. 2006): HD 140283 and LP 815-43, where the former subgiant is the brightest very metal-poor star known and hence affords exceptional-quality observations, and the latter is the most metal-poor star with a claimed $^6\text{Li}$ detection. We also observe the bright benchmark turn-off star HD 84937 which has consistent previous $^6\text{Li}$ detections (see e.g. Smith et al. 1993, 1998; Hobbs & Thorburn 1994; Cayrel et al. 1999; Asplund et al. 2006); in particular, HD 84937 has been studied in 3D NLTE by Steffen et al. (2012) who detected $^6\text{Li}$ and Lind et al. (2013) who did not detect $^6\text{Li}$. Observations of these stars were made using ESPRESSO (Pepe et al. 2010) which was designed for extremely high spectral fidelity, in particular in terms of the stability of its wavelength solution. We accurately model the synthetic spectra through the use of 3D hydrodynamic model atmospheres and NLTE radiative transfer for all lines used in this work, both Li and calibration lines of K and Fe. Only recently have 3D NLTE profiles for such more complex elements become feasible (Amarsi et al. 2016b). In addition, we use a Markov chain Monte Carlo method to sample the posterior distribution of $^6\text{Li}/^7\text{Li}$, which consistently takes into account the complicated partial degeneracies between parameters.

In this paper, we show the observations in Section 2, describe our methodology in Section 3, present our results in Section 4, and finally discuss these results in Section 5.

2 OBSERVATIONS

Observations were taken with the ESPRESSO (Pepe et al. 2010, 2021) high resolution spectrograph on the ESO Very Large Telescope (VLT) in the high resolution (HR) 1-UT configuration with 1x1 binning. Observations were executed during April to July 2019 in service mode, with good seeing (typically less than 0.7″), and data were reduced using the ESPRESSO pipeline version 1.3.2. Exposure times were $7\times50$ minutes for HD 84937 and $24\times50$ minutes for LP 815-43. Exposures were shorter, $4 \times 20$ minutes for our brightest target, HD 140283, to avoid saturation. The spectra are of exceptional quality, with a stacked signal-to-noise ratio $S/N > 1000$ per pixel and a resolving power of $R \approx 146 000$ in the region of the lithium line.

For each star, we align exposures according to the radial velocity reported by the pipeline. We perform the coaddition using a flux-weighted summation with 3σ outlier rejection, on a merged uniform wavelength grid with a pixel step of 0.7 km s$^{-1}$, corresponding to Nyquist sampling at the nominal resolution of the spectrograph. We note that this pro-
cEDURE will partly correlate neighbouring pixels and hence standard \( \chi^2 \) statistics is formally not appropriate.

The photon-limited radial velocity precision for stellar spectra that are rich in sharp spectral lines approaches 0.1 m s\(^{-1}\) thanks to the combined use of a ThAr lamp and Fabry-Perot interferometer that cover the entire optical wavelength range, and the temperature and pressure stabilisation of the instrument (Pepe et al. 2021). We stress however that this internal precision is different from the accuracy of the instrument, which is better characterised by the accuracy of the wavelength solution at the level of 20 m s\(^{-1}\) with significant dependence on wavelength (Schmidt et al. 2021).

We use the ThAr calibration frames associated with our observations to estimate the resolving power of the instrument, and fit the variation of the instrumental FWHM as a function of pixel number using 2nd-order polynomials. We note that as the ESPRESSO instrument uses an amorphic pupil slicing unit, each physical diffraction order is recorded twice with slightly different optical characteristics. Due to the limited number of ThAr calibration lines in each spectral order, we smooth our polynomial fits to the resolving power across adjacent diffraction orders. The resulting smoothed mapping agrees with individual ThAr measurements at the level of 0.1 and 0.3\% on the blue and red detectors, respectively.

Like Pepe et al. (2021), we find systematic differences between the blue and red cameras, as well as between the extracted slices for a given diffraction order, and a tendency for higher resolving power toward higher wavelengths both across each spectral order and comparing spectral orders across each camera. For example, we estimate \( R = 146400 \) near Li 670.8 nm, \( R = 153000 \) near K i 769.9 nm, and \( R = 137000, 142000 \) and 142000 respectively at 540, 511 and 490 nm where there are numerous Fe i lines. We produce a single estimate of the resolving power for each extracted pixel in our merged, coadded spectra using the relative throughput of each extracted slice as estimated using the flat field calibration.

We emphasise that our observed stellar spectra have higher resolving power, spectral sampling, and S/N than any previously obtained for metal-poor stars.

2.1 Residual interference pattern

Due to the exceptional quality of our spectra, the limited quality of calibration flat field frames leaves residual patterns in the reduced data. In particular, an interference pattern has an apparent amplitude greater than the Poisson noise in the co-added spectra. Thanks to the excellent stability of the instrument, we found no significant variation in flat fields during a given month and therefore created monthly master flat frames using the full set of flat field exposures associated with our observations. Despite this, a periodic pattern with a period of roughly 0.1 nm and an amplitude of \( \approx 0.1\% \) is apparent in our data, similar to what has been found in the literature (Allart et al. 2020; Casasayas-Barris et al. 2021).

We found limited success with applying Fourier transforms and explicitly fitting periodic functions to the data, but were able to identify and remove the interference pattern using Gaussian processes. Gaussian processes have been applied to many areas in astronomy, usually to fit complex data (e.g., Aigrain et al. 2016; Angus et al. 2018; Iyer et al. 2019; Hu & Tak 2020; Feeney et al. 2021; Soo et al. 2021), but rarely to correct interference patterns in spectra. A full description of Gaussian processes is beyond the scope of this work, for the interested reader, we refer to Rasmussen et al. (2006).

We test Gaussian processes on several nearly line-free regions, with good results when extracting a spectral region of 1200 km s\(^{-1}\) (roughly 1700 pixels), with any absorption lines masked out. We fitted the oscillation pattern with Gaussian processes using the Python package scikit-learn (Pedregosa et al. 2011). For this fit, we normalised the wavelength scale, shifted the spectrum to 0 and smoothed it using a rolling mean with a width of 11 pixels. We also experimented with other widths for the rolling mean with minimal difference between 5, 11, and 21 pixels. We used a periodic kernel multiplied by a radial basis function kernel. The periodic kernel is given by

\[
k(x_i, x_j) = \exp \left( -\frac{2\sin^2(\pi(|x_i - x_j|/p))}{l^2} \right),
\]

where \( l \) is the length scale which determines how correlated neighbouring points are, \( p \) is the period which determines the periodicity of the pattern, and \( d \) is the Euclidean distance which in this work simplifies to \( d(x_i, x_j) = |x_i - x_j| \) as \( x_i \) and \( x_j \) are scalars; the radial basis function kernel is given by

\[
k(x_i, x_j) = \exp \left( -\frac{d(x_i, x_j)^2}{2l^2} \right).
\]

We found a reasonable fit with \( l = p = 1 \), representing a relatively short periodicity for the pseudo-periodic variation, and multiplied this periodic kernel by a radial basis function kernel with \( l = 500 \) that absorbs minor ripples in the continuum.

Due to the flexibility of Gaussian processes, the solution tends to oscillate in masked regions that were not included in the fit. We therefore verified the robustness of the method on a line-free region near 680 nm, where we applied an identical line masking as was used on the lithium-line region at 671 nm, and found that we were able to predict the interference pattern in the masked out section. This is discussed further in App. A. On the contrary, we found that we could not robustly fit the residual interference pattern in the region of the potassium line at 770 nm due to the presence of telluric lines, nor at shorter wavelengths due to the presence of many weak lines with relative depths in excess of 10\(^{-3}\).

We show in Fig. 1 the lithium line region at 671 nm for all three stars, together with our fit to the interference pattern. While the interference pattern is relatively periodic and nearly sinusoidal in the spectrum of HD 140283, the spectrum of LP 815-43 appears nearly chaotic. We note that while spectra for HD 140283 were recorded over the span of two hours, observations for LP 815-43 span seven weeks and likely exhibit some time variability in the coadded spectrum. Due to the interference pattern, the pixel-to-pixel scatter implies a S/N that is significantly worse than what is estimated from Poisson statistics. After subtracting the fitted oscillation pattern, the corrected spectra do not appear to be systematically distorted and exhibit a significantly boosted S/N in the continuum. As Gaussian pro-
cesses provide an error estimate associated with the model prediction, we fold these error estimates into our final S/N estimates. The error in the Li line region for LP 815-43 after folding in the Gaussian process error is significantly larger than the original S/N. Therefore, we use the normalised flux not the corrected flux for our analysis of LP 815-43.

3 METHODOLOGY

3.1 3D hydrodynamic model atmospheres

The fundamental stellar parameters of all three stars are accurately known from advanced spectroscopic or fundamental measurements. The effective temperature ($T_{\text{eff}}$) of HD 140283 is accurately known from fundamental measurements of its angular diameter and bolometric flux (Karovicova et al. 2020); for HD 84937 and LP 815-43 we adopt Balmer line fits based on 3D NLTE spectrum synthesis (from Amarsi et al. 2019). Additionally, the surface gravity log $g$ is well constrained for all three stars by parallax measurements from Gaia DR2 (Gaia Collaboration et al. 2018) or the Hubble Space Telescope (VandenBerg et al. 2014), together with masses from stellar evolution models. The metallicities of HD 84937 ([Fe/H] = $-2.05 \pm 0.06$) and LP 815-43 ([Fe/H] = $-2.68 \pm 0.06$) were determined using 3D LTE spectrum fits to unblended Fe II lines by Amarsi et al. (2019). For HD 140283, we use the value [Fe/H] = $-2.29 \pm 0.11$ from Karovicova et al. (2020) that is based on 1D NLTE modeling of a set of unblended Fe I and Fe II lines; we note that this value is in good agreement with the measurement based on 3D LTE modelling of Fe II lines by Amarsi et al. (2019), [Fe/H] = $-2.36 \pm 0.05$, even though the latter used slightly different values for $T_{\text{eff}}$ and log $g$.

We use 3D hydrodynamic atmospheric simulations computed with the STAGGER code, and list the stellar parameters of our models and the targeted stars in Table 1. Our models were computed on a staggered Cartesian mesh with 240$^3$ volume elements, using a horizontally periodic boundary box; the top and bottom boundaries are open, with the entropy and thermal pressure of incoming matter at the bottom tuned to produce the desired $T_{\text{eff}}$. We computed models of HD 84937 and HD 140283 specifically for this project, while for LP 815-43 we used a model from the Stagger-grid (Magic et al. 2013). The tailored models were computed consistently with Magic et al. (2013), with only minor updates to the code as described by Collet et al. (2018); these changes do not crucially change the outcome of the modelling. All models use the metal mixture from Asplund et al. (2009).

3.2 3D NLTE radiative transfer

We performed NLTE radiative transfer calculations using the BALDER code (Amarsi et al. 2016a,b, 2018), which originates in the MULT3D code (Botnen & Carlsson 1999; Leenaarts & Carlsson 2009). The model atmospheres were interpolated to a smaller number of volume elements, 120$^2$ by 220 (vertical), for computational efficiency reasons. We selected at least five snapshots from each hydrodynamic simulation, chosen equidistantly to sample at least one convective turnover time. This selection results in an error of roughly 0.01 dex in the determination of A(Li). The variations in inferred radial velocity due to convective motions in the 3D stellar models are somewhat harder to estimate, and appears to differ significantly between models; in no case does this induce an error ($\sigma/\sqrt{N_{\text{snapshots}}}$) greater than 150 m s$^{-1}$ in the best case in fact just 7 m s$^{-1}$. We note that the accuracy in radial velocity is significantly better than this, as different spectral lines exhibit a similar radial velocity for a given point in time in the hydrodynamic simulation. For the NLTE radiative transfer solution, we use 26 rays for Li, representing two vertical rays and six inclined angles rotated across four azimuthal directions; for Fe and K lines used for parameter determination (see Section 3.3) we use only two inclined angles, for a total of 10 rays. After the NLTE solution converged, we computed the emergent flux for Li with one vertical and seven inclined and eight azimuthal angles, for a total of 57 rays; for Fe and K we used only four azimuthal angles, for a total of 29 rays.

We compute synthetic profiles for three elements: Li, K, and Fe. The Li atom is from Wang et al. (2020), but with line components for $^6$Li in addition to $^7$Li; wavelengths for both isotopes were taken from Smith et al. (1998), and we note that these are in excellent agreement with later ultra-precise measurements by Sansonetti et al. (2011). We adopt the K atom from Reggiani et al. (2019), whose line wavelengths originate from Falke et al. (2006). The Fe atom is from Amarsi et al. (2016b), with wavelengths originating from Nave et al. (1994); we systematically correct the Fe wavenumbers by (6.7±0.8)×10$^{-8}$ according to the improved measurements of reference wavelengths for Ar II lines that was identified by Whaling et al. (1995).

For both Li and K, the wavelengths of the resonance lines are known to incredible accuracy, 0.015 and 0.06 m s$^{-1}$, respectively. In comparison, the wavelengths of Fe I lines are relatively uncertain with an accuracy of the order 25 m s$^{-1}$.

3.3 Spectrum fitting

Measuring the isotopic ratio from the Li I 670.8 nm transition between the ground state and first excited state requires knowledge of the total Li abundance, as well as global parameters representing rotational broadening, and radial velocity; we note that the intrinsic thermal, pressure and convective line broadening are directly computed from the 3D stellar atmosphere models (no ad-hoc macro- or microturbulence parameters necessary in any 3D modelling enter the 3D calculations) while the instrumental broadening is measured from the ThAr wavelength calibration spectra. We restrict $v\sin(i) \geq 0$, but similar to other works (Smith et al. 1993; Asplund et al. 2006; González Hernández et al. 2019) do not set any constraints on $^6$Li/$^7$Li as negative ratios allow us to capture potential systematic errors in modelling and avoids artificially skewing the results to positive $^6$Li/$^7$Li values. Although unphysical, negative $^6$Li/$^7$Li values have been implemented with negative opacity contribution from the $^6$Li isotopic component. These constraints are used for all fitting methods. In addition, prior to spectrum fitting we normalise the continuum using surrounding pixels not affected by the Li line in contrast to other works which fit the continuum simultaneously with other free parameters. Fitting for the continuum simultaneously has a negligible affect on our measured $^6$Li/$^7$Li of order 0.01 % due to the high S/N
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Figure 1. The residual interference pattern in the Li i $670.8$ nm line in HD 84937 (left), HD 140283 (middle), and LP 815 (right). Blue shows the stacked observation with the residual interference pattern, red shows the Gaussian process fit to this residual interference pattern, and orange is the stacked spectra with the residual interference pattern removed. Green shows the region which was not considered in the fit. The S/N for the stacked continuum given by the MAD of the non-masked region is shown in black on the top left. The S/N for the Li line (green shaded region excluding hatched region) given by median of the flux divided by flux error is shown in green on the top middle. The vertical grey dashed lines show the region used for continuum normalisation.

Table 1. Stellar parameters for the programme stars from literature, and the corresponding properties of the 3D model atmospheres; for the latter, the error in $T_{\text{eff}}$ represents the standard deviation of the $T_{\text{eff}}$ time series, as effective temperature fluctuates over time in 3D hydrodynamic model atmosphere.

|       | HD 84937$^a$ | HD 140283$^b$ | LP 815-43$^a$ |
|-------|-------------|---------------|--------------|
| $T_{\text{eff}}$ (K) literature | $6340 \pm 70$ | $5792 \pm 55$ | $6461 \pm 70$ |
| $T_{\text{eff}}$ (K) model | $6371 \pm 20$ | $5774 \pm 11$ | $6504 \pm 20$ |
| log $g$ literature | $4.05 \pm 0.06$ | $3.65 \pm 0.02$ | $4.11 \pm 0.06$ |
| log $g$ model | $4.00$ | $3.70$ | $4.00$ |
| [Fe/H] literature | $-2.05 \pm 0.06$ | $-2.29 \pm 0.11$ | $-2.68 \pm 0.06$ |
| [Fe/H] model | $-2.00$ | $-2.50$ | $-3.00$ |

$^a$ Nissen et al. (2014); $^b$ Amarsi et al. (2019)

of the observed spectra. For every line used in this work, we normalise the continuum by selecting a 200–400 km s$^{-1}$ region around the line, masking out all lines in the region, and dividing out a Theil-Sen slope fit.

Both rotational broadening and instrumental broadening are applied to the synthetic profiles. We emphasise that so-called macroturbulent broadening is not a free parameter because it arises naturally from large-scale velocity fields in the 3D hydrodynamic models (e.g. Asplund et al. 2000; Nordlund et al. 2009). To broaden our profiles, we first apply rotational broadening to the synthetic profile, following the method described in Dravins & Nordlund (1990), then we apply instrumental broadening as a Gaussian with FWHM estimated from the measurements of calibration ThAr lines, that varies with wavelength as described in Sect. 2.

The ESPRESSO data reduction pipeline estimates radial velocities based on cross-correlations with a template. We have derived corrections that place the spectra at rest with respect to our 3D NLTE spectra. Hence, we label the measured 3D NLTE radial velocity as $v_{\text{rad}}$, and the difference between our 3D NLTE radial velocity and the pipeline reported radial velocity as $\delta v_{\text{rad}}$. 

MNRAS 000, 000–000 (0000)
3.3.1 Method 1: Li-only

As the four parameters which contribute to the shape of the Li line are partially degenerate, it is necessary to sample the posterior distribution from a χ² likelihood to determine the values for the parameters. We use MCMC from the Python package emcee (Foreman-Mackey et al. 2013) for sampling in this work. We map the sample onto 2D error ellipses using the Pearson correlation coefficient to calculate the eigenvalues which determine the radii of the ellipse, then scale the ellipse such that it encloses 1, 2, and 3σ of the data (see Fig. 5).

In addition to this method where all four parameters are determined directly from the Li i 670.8 nm line, we employ two additional methods where we determine rotational broadening and radial velocity externally through other spectral lines.

3.3.2 Method 2: K-constrained

In order to minimise the effects of parameter degeneracies, we utilise the K i 769.9 nm line as a calibration line to determine the rotational broadening and radial velocity prior to fitting the isotopic abundances to the Li line. This is because it has similar properties to the Li i 670.8 nm line in terms of being the resonance line of an alkali of comparable strength in our metal-poor stars. Furthermore, the doublet structure of the K i resonance lines is fully resolved (the other doublet line being at 766.5 nm, which unfortunately is destroyed by telluric lines) in contrast to the Li doublet, which makes the line profile easier to model. As the K i 769.9 nm line also has an accurately known wavelength and exhibits only negligible isotopic and hyperfine splitting significantly less than 1 km s⁻¹ (Falke et al. 2006), it acts as an excellent reference line.

The K-constrained fit is performed by first measuring δv rad based on the shift of the center of the K i 769.9 nm line, this is done by fitting a Gaussian to both the observed and synthetic profile; v sin(i) is fitted based on this previously measured δv rad. The probability distributions of v sin(i) and δv rad were determined by exploring a range for each parameter: for each value tested, we determine the optimal χ² value found through optimising the other parameters, e.g. in the case of v sin(i), we fix δv rad and optimise V sin(i) and the abundance of K to find the optimum χ². We prescribe values for δv rad and v sin(i) from these probability distributions in a Monte Carlo, then use emcee to derive A(Li) and ²⁷Li/²⁶Li from the Li i 670.8 nm line. Note that v sin(i) and δv rad are dictated from calibration lines externally rather than implemented as priors to the MCMC fit on Li – we do this to prevent the Li line from contributing to the determination of v sin(i) and δv rad.

The best fit to K is shown in Fig. 2. The residuals for the fits to the K line for HD 84937 and HD 140283 are small for the pixels used in fitting. Using our best fit and the solar abundance A(K) = 5.07 ± 0.03 from Asplund et al. (2021), we derive [K/H] = -1.76 ± 0.03 and -2.27±0.03 respectively for HD 84937 and HD 140283. This gives [K/Fe] = 0.29 ± 0.07 and 0.02±0.11 for HD 84937 and HD 140283 respectively using the literature [Fe/H] values from Table 1. We note that these abundances are higher by 0.16 and 0.03 dex, respectively, compared to the 1D non-LTE analysis by Reggiani et al. (2019). As the Galactic chemical evolution of K is not the goal of this analysis, we do not delve further into the implications of these abundance measurements.

We do not make a K constrained fit to LP815-43 as it has a small radial velocity, resulting in a blend between the stellar and interstellar K i 769.9 nm lines. Masking out the interstellar line removes the minimum of the stellar K line, which results in a poorly constrained fit. We tried fitting a Gaussian and synthetic profile to the interstellar and stellar K lines combined, however this also failed due to the telluric line blueward of the stellar K i line which leaves no nearby continuum on the blue side to fit.

3.3.3 Method 3: Fe-constrained

Our spectra contain numerous unblended Fe i lines which offer a statistical estimation of v sin(i) and δv rad. The method employed here is similar to the K-constrained method discussed in the previous section, differing in that we measure 47 Fe i lines compared to only one K i line.

We select a set of unblended Fe i lines whose strengths are comparable to the Li i 670.8 nm line. We estimate their distributions using the same method as the K line. Since we have 47 Fe i lines, we measure 47 distributions for v sin(i) and δv rad respectively. To combine these 47 distributions, first, the median of each distribution is used to remove outlier distributions. Next, the distributions are each scaled with respect to their χ² rad value and finally combined together into a joint probability distribution by summing the distributions, known as a mixture model.

Fig. 3 shows the probability distribution of v sin(i) and δv rad measured from each Fe line and the joint probability distributions computed using three different methods. The standard method to find the joint probability distribution for v sin(i) and δv rad given some lines would be to estimate the optimum parameters from the lines, then compute the mean or medium and take the standard error of the optimums as the error estimate (shown in blue in the figure). However, v sin(i) is only marginally resolved in slowly rotating stars, therefore, the asymmetry of the distributions of v sin(i) need to be taken into account. Considering the asymmetry, we compute the probability distribution of each parameter for each line. To get the joint probability distribution, the usual method is to multiply each individual probability distribution together (shown in red in the figure). In the case where individual probability distributions have similar error, and this error is larger than the scatter the in optimum, then the mean and error of the individual probability distributions multiplied together is equivalent to the mean and error given by the standard method. In this work, we find that the scatter in χ² optimum is much larger than the error in individual distributions, as shown by the individual probability distributions (shown in grey in the figure). Therefore, we choose to use a mixture model as the joint distribution (shown in black in the figure). The physical interpretation of this mixture model is that each Fe line measures v sin(i) and δv rad with some probability. This joint distribution is used to measure A(Li) and ²⁷Li/²⁶Li from the Li i 670.8 nm line using the same method described in Section 3.3.2.

Fig. 4 shows the maximum likelihood estimates of
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4 RESULTS

We have estimated $^6\text{Li}/^7\text{Li}$ in HD 84937, HD 140283 and LP 815-43, using three different methods that involve different treatment of the associated parameters $A(\text{Li})$, $v\sin(i)$ and $v_{\text{rad}}$. We have measured all four parameters directly using the Li i 670.8 nm line (Li-only), calibrated $v\sin(i)$ and $v_{\text{rad}}$ using the K i 769.9 nm line (K-constrained), or likewise but using 47 Fe i lines (Fe-constrained). Due to an unfortunate blend between the stellar and interstellar components of K i 769.9 nm, we could not utilise this line in the spectrum of LP 815-43.

We show our results in Table 2 and Fig. 5. In our Li-only and K-constrained fits, we find typical errors of order 0.003 dex for $A(\text{Li})$, 0.3 % for $^6\text{Li}/^7\text{Li}$, 0.2 km s$^{-1}$ for $v\sin(i)$, and 0.02 km s$^{-1}$ for $v_{\text{rad}}$; results for LP 815-43 have roughly twice as large errors as the other stars due to the exceptional quality of the spectra for the latter. We note also that the spectrum of LP 815-43 did not have sufficient quality to remove the residual interference pattern discussed in Sect. 2.1. All three methods for all three stars are consistent with $^6\text{Li}/^7\text{Li} = 0.00\%$ within 2$\sigma$: we do not detect $^6\text{Li}$ in our stars. We place upper limits using the distance between the median and 95th percentile of the $^6\text{Li}/^7\text{Li}$ posterior distribution. This results in 2$\sigma$ upper limits of 0.7 %, 0.6 %, 1.7 % on $^6\text{Li}/^7\text{Li}$ for HD 84937, HD 140283, and LP 815-43 respectively. For each star we use the most precise method, i.e., K-constrained for HD 84937 and HD 140283, and Li-only for LP 815-43.

Constraining $v\sin(i)$ and $v_{\text{rad}}$ with calibration lines moves the median to lower isotopic ratios. Differences are however comparable to the estimated error bars, indicating that systematic errors related to the determination of nuisance parameters do not significantly influence our non-detection, $A(\text{Li})$, $v\sin(i)$, and $v_{\text{rad}}$ are all partially degenerate with $^6\text{Li}/^7\text{Li}$ as seen from the tilt of the ellipses. In particular, if $A(\text{Li})$ increases, the $^6\text{Li}/^7\text{Li}$ will also increase; if $v\sin(i)$ increases, $^6\text{Li}/^7\text{Li}$ will decrease; and if $v_{\text{rad}}$ increases.

$v\sin(i)$ and $v_{\text{rad}}$ as a function of EW, and wavelength. There is a positive correlation between our estimated $\delta v_{\text{rad}}$ and EW. We emphasise that since our 3D NLTE modelling predict varying convective shifts for lines of different strengths, the trend seen in Fig. 4 is not the well-known behaviour of decreasing convective blue-shift for stronger lines present in late-type stars like the Sun (e.g. Allende Prieto & Garcia Lopez 1998; Allende Prieto et al. 2002) but a shortcoming in the predicted line shifts in these metal-poor stars for reasons that remain unclear. Removing this trend only for the wavelength to $v_{\text{rad}}$ panel (bottom middle) for illustrative purposes shows that there is no residual trend associated with wavelength. We note that the zero-point of this trend is ambiguous, and removing it therefore would not improve the accuracy of our $v_{\text{rad}}$ measurement. As a result, we use the measured $\delta v_{\text{rad}}$ probability distributions in our analysis without removing the trend. A small number of extreme points can be seen as narrow peaks in the distributions; these are not ignored, but are taken into account in our joint probability distribution.

We provide the optimum fits from the Fe i lines and show some examples of these line fits in App. B.

Figure 2. Observed (blue) and fitted (orange) line profile for the K i 769.9 nm line for the three observed stars HD 84937 (left), HD 140283 (middle), and LP 815-43 (right). The data points within the shaded region are not considered in the fit. The interstellar line in the LP 815-43 spectra is labelled as IS, all other lines are tellurics.
Figure 3. The log probability distributions without outliers of $v \sin(i)$ (left) and $\delta v_{\text{rad}}$ (right) from Fe i lines for HD 84937 (top), HD 140283 (middle), and LP 815-43 (bottom). The individual probability distributions (grey) shown are scaled with respect to their $\chi^2_{\text{red}}$ value. The different joint probability distributions are also shown: mixture model, which is the summation of the individual probability distributions (black), multiplication of the individual probability distributions (red), and the standard method of using the median and standard error of the optimums as the mean and standard deviation of a Gaussian (blue).

$^6\text{Li}/^7\text{Li}$ will also decrease. This correlation is seen for all fitting methods, with the strength of the correlation varying depending on the method, but the direction of correlation remains the same. Notably, we do not find a significant detection of $^6\text{Li}$ in any spectrum, regardless of method.

The Fe-constrained results exhibit significantly larger uncertainties on $v \sin(i)$ and $v_{\text{rad}}$, as compared to the Li-only and K-constrained results. As shown in Fig. 4, our measurements of $v \sin(i)$ from Fe i lines exhibit strong asymmetry, and are not clearly distinguished from zero. In part, this is due to a number of Fe i lines that appear more narrow than predicted from our synthetic spectra and our model of the resolving power of the spectrograph, yielding a best fit for $v \sin(i) = 0$. We stress that rotational broadening is significantly smaller than the convective line broadening, hence a slight overestimate of the latter would require a much greater reduction in the former to compensate and therefore possibly implying a vanishing (or unphysical negative) rotational broadening. Still we argue that it is very reassuring that our mean estimates of the stellar rotation velocities
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at the level of 1 km s$^{-1}$ are consistent with expectations for old, metal-poor dwarf stars, which to our knowledge has not been reliably achieved previously.

Fig. 6 shows the best fit for the Li i 670.8 nm line for all three stars. The orange shaded region contains 99% of the fits using the fitting method with the smallest errors: the K-constrained fit for HD 84937 and HD 140283, and the Li-only fit for LP 815-43. The synthetic line profiles follow the observations remarkably well, especially considering the extremely high S/N of the observed data. The shaded 99% region is comparable to the error bars indicating that MCMC is sampling the true distribution of the measured parameters.

5 DISCUSSION

We employ 3D NLTE synthetic spectra of Li i, Fe i, and K i to measure $^{6}\text{Li}/^{7}\text{Li}$ in three Spite plateau stars: HD 84937, HD 140283, and LP 815-43. We measure 2$\sigma$ upper limits to $^{6}\text{Li}/^{7}\text{Li}$ of 0.7%, 0.6%, 1.7% respectively for HD 84937, HD 140283, and LP 815-43. Comparing to literature results, for HD 84937, 1D LTE measurements of $^{6}\text{Li}/^{7}\text{Li}$ typically measure a 2$\sigma$ detection at the 5% level regardless of use of calibration lines (Smith et al. 1993, 1998; Hobbs & Thorburn 1994; Cayrel et al. 1999). Steffen et al. (2012) also measures a similar $^{6}\text{Li}/^{7}\text{Li}$ with 3D NLTE models. However, Lind et al. (2013) measures no $^{6}\text{Li}$ with 3D NLTE models regardless of calibration lines. For HD 140283, regardless of use of calibration lines or modelling method there is no detection of $^{6}\text{Li}$ (Hobbs & Thorburn 1994; Asplund et al. 2006; Steffen et al. 2012; Lind et al. 2013). LP 815-43 had a detection of 0.046 ± 0.022 (1D NLTE) (Asplund et al. 2006). Our results are consistent with those of Lind et al. (2013) who find no significant detection of $^{6}\text{Li}$. Our results are robust in light of systematics, as we find consistent results regardless of method. For completeness, we also apply our analysis to the KECK/HIRES spectra (Vogt et al. 1994) from Lind et al.
The rotational velocity has a slight effect on varying depending on the set of calibration lines chosen. This occurs on the Li line (Li-only) in HD 140283. However, we can to Allart et al. (2020), and find similar results to theirs, as discussed further in Schmidt et al. (2021). Due to the small amplitude of the interference pattern, it is only visible in spectra with S/N > 100. However, this pattern will affect all results which rely on accurate flux measurements. We remove this interference pattern only for the Li line through use of Gaussian processes, as this technique requires a large line-free region. The effect of this residual interference pattern is <1% on our $^{6}$Li/$^7$Li measurement, which is not enough to affect our conclusions.

Lind et al. (2013) made a conservative estimate of the uncertainty in 3D LTE inferred $^{6}$Li/$^7$Li ratio of 0.4–0.9 %, depending on the number of free parameters, driven by an assumed error in T$_{eff}$ of 100 K. We cannot straightforwardly translate this into an appropriate systematic uncertainty of our measurements, due to the many differences in analysis technique with respect to Lind et al. (2013), but we estimate that with our T$_{eff}$ uncertainties we cannot rule out an error contribution of order 0.5 %. We note that this is similar to our quoted error bars for $^{6}$Li/$^7$Li for HD 84937 and HD 140283, however, this would not alter our claim of not detecting $^{6}$Li in this work. Had T$_{eff}$ been significantly underestimated for a particular star, then this would cause a lack of thermal and convective broadening, which would result in a large $v$ sin($i$) measurement. Conversely, an overestimate of T$_{eff}$ would result in significantly too narrow synthetic profiles. We do not see evidence of either case in our analysis.

Our synthetic spectra fit well to the high S/N ESPRESSO spectra overall. In particular, the weaker Fe lines also produce fits with residuals within flux error. Our results put strong constraints on the presence of $^{6}$Li in three well-studied Spite Plateau stars, which constrains exotic BBN theories that predict a significant amount of primordial $^{6}$Li (e.g. Luo et al. 2021). We find that there is no longer any convincing evidence of $^{6}$Li in very metal-poor stars.
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Figure 5. Confidence ellipses containing 1, 2, and 3σ of the data. Blue ellipses show fitting all parameters on the Li line (Li-only), black ellipses show the fit using the K line as a calibration line (K-constrained), and red ellipses show the fit using Fe calibration lines (Fe-constrained). The A(Li) and $v_{\text{rad}}$ ellipses are shifted arbitrarily so they are centered close to 0, the amount shifted by for each panel is shown on the top left corner (same units as axes). K-constrained fits were not made for LP 815-43. The shaded grey region indicates our measured 2σ upper limits, as explained in the text.
Figure 6. Observed Li with fitted synthetic spectra and residuals in air wavelengths. The wavelengths of isotopic splitting is shown in black ($^7$Li) and red ($^6$Li) dotted lines. The shaded orange region is 99% of the best fit: K constrained for HD 84937 and HD 140283, 4 parameter Li fit for LP 815-43.

...tions made with ESO Telescopes at the La Silla Paranal Observatory under programme ID 0103.D-0616(A).

DATA AVAILABILITY
The observations are publicly available in the ESO Science Archive Facility under programme ID 0103.D-0616(A). Reduced spectra and simulation results will be shared upon request.
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APPENDIX A: GAUSSIAN PROCESS TEST

We test our Gaussian process on a line-free region centered at 679 nm with the same masking as the Li $^6$70.8 nm, shown in Fig. A1. Qualitatively, the Gaussian process fit to the masked out region is good except for LP 815–43. Not only was the interference pattern predicted poorly in LP 815–43, but also the associated Gaussian process error was larger, indicating an uncertain prediction. Quantitatively, the measured S/N (given by the MAD) for the green masked region at 679 nm is 1305, 1087, and 901 respectively for HD 84937, HD 140283, and LP 815–43. After fitting the Gaussian process and removing this fit from the data, the S/N is 1314, 1258, and 443 respectively. The visibly poor fit for LP 815–43 is reflected in the S/N where LP 815–43 decreased in S/N after removal. Therefore, we do not remove the Gaussian process fit from the observed spectra of LP 815–43.

APPENDIX B: CALIBRATION LINE FITS

We fit 47 Fe i lines for each observed star. The best, medium, and two worst fits are shown in Fig. B1. The worst fits usually measure $v \sin(i) = 0$.

The best fits for the K i 769.9 nm line and all 47 Fe i lines for HD 84937, HD 140283, and LP 815–43 are tabulated in Table. B1. In general, we find worse fitting results for the more saturated lines.

APPENDIX C: COMPARISON TO HIRES

We ran the same Li-only fit on HIRES data from Lind et al. (2013). Fig. C1 shows the Li-only fit for ESPRESSO and HIRES. The ESPRESSO and HIRES results are mostly in agreement with each other, indicating that the residual interference pattern removal was successful. The HIRES results here are presented with our analysis method, and is in agreement with the analysis presented in Lind et al. (2013). The predicted abundance is higher in HD 84937 here than Lind et al. (2013) as we use a higher temperature stellar atmosphere model. This agreement indicates that the update in statistical method and stellar atmosphere models did not skew the results. We note that the ESPRESSO data reduced the error bars compared to HIRES, in particular for HD 84937.
Figure A1. The residual interference pattern at $\sim 680$ nm in HD 84937 (left), HD 140283 (middle), and LP 815 (right). Blue shows the stacked observation with the residual interference pattern, red shows the Gaussian process fit to this residual interference pattern, and shaded red is the flux error and Gaussian process error summed in quadrature. Green shows the region which was not considered in the fit. The bottom panel shows the green masked region at 679 nm.
Figure B1. The observed (blue) line profile, fitted (orange) line profile, and residuals for some Fe\textsc{i} lines for the three observed stars HD 84937 (left column), HD 140283 (middle column), and LP 815-43 (right column). The top row shows the fit with the smallest $\chi^2_{\text{red}}$. The second row from the top shows the fit with a medium $\chi^2_{\text{red}}$. The bottom two rows show the fits for the two largest $\chi^2_{\text{red}}$. The fitted $A(\text{Fe})$, $v \sin(i)$, $v_{\text{rad}}$, and $\chi^2_{\text{red}}$ are respectively labelled above each fit.
Table B1. The $A(X)$ (dex) where $X$ represents some element, $v \sin(i)$ (km s$^{-1}$), and $\delta v_{\text{rad}}$ (km s$^{-1}$) that give the maximum likelihood fits for HD 84937, HD 140283, and LP 815-43. The fitted $\text{EW}$ (pm) and $\chi^2_{\text{red}}$ computed with the maximum likelihood fits are also included.

| $\lambda$ | $A(X)$ | $v \sin(i)$ | $\delta v_{\text{rad}}$ | $\text{EW}$ | $\chi^2_{\text{red}}$ | $K_1$ |
|---------|--------|-------------|----------------|----------|----------------|--------|
| HD 84937 | | | | | | |
| 769.90 | 3.31 | 1.49 | 1.26 | 1.59 | 2.42 | 2.80 | 0.40 | 1.05 | 1.25 | 1.33 |
| HD 140283 | | | | | | | |
| 756.92 | 5.32 | 8.06 | 1.26 | 1.59 | 2.42 | 2.80 | 0.40 | 1.05 | 1.25 | 1.33 |
| LP 815-43 | | | | | | | | | | | |
Figure C1. Confidence ellipses containing 1, 2, and 3σ of the data of a 4 parameter fit to only the Li line (Li-only) with ESPRESSO (blue) and HIRES data (green).