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Abstract. It is well known that the length of a \(\beta\)-reduction sequence of a simply typed \(\lambda\)-term of order \(k\) can be huge; it is as large as \(k\)-fold exponential in the size of the \(\lambda\)-term in the worst case. We consider the following relevant question about quantitative properties, instead of the worst case: how many simply typed \(\lambda\)-terms have very long reduction sequences? We provide a partial answer to this question, by showing that asymptotically almost every simply typed \(\lambda\)-term of order \(k\) has a reduction sequence as long as \((k-1)\)-fold exponential in the term size, under the assumption that the arity of functions and the number of variables that may occur in every subterm are bounded above by a constant. To prove it, we have extended the infinite monkey theorem for words to a parameterized one for regular tree languages, which may be of independent interest. The work has been motivated by quantitative analysis of the complexity of higher-order model checking.

1. Introduction

It is well known that a \(\beta\)-reduction sequence of a simply typed \(\lambda\)-term can be extremely long. Beckmann [1] showed that, for any \(k \geq 0\),

\[
\max \{\beta(t) \mid t \text{ is a simply typed } \lambda\text{-term of order } k \text{ and size } n\} = \exp_k(\Theta(n))
\]

where \(\beta(t)\) is the maximum length of the \(\beta\)-reduction sequences of the term \(t\), and \(\exp_k(x)\) is defined by: \(\exp_0(x) \triangleq x\) and \(\exp_{k+1}(x) \triangleq 2^{\exp_k(x)}\). Indeed, the following order-\(k\) term [1]:

\[
(\overline{2}_k)^{\overline{2}_{k-1}} \cdots \overline{2}_2(\lambda x^0. ax x)((\lambda x^0.x)c),
\]

where \(\overline{2}_j\) is the twice function \(\lambda f^{\tau(j-1)}.\lambda x^{\tau(j-2)}. f(f x)\) (with \(\tau(j)\) being the order-\(j\) type defined by: \(\tau(0) = o\) and \(\tau(j) = \tau(j-1) \rightarrow \tau(j-1)\)), has a \(\beta\)-reduction sequence of length \(\exp_k(\Omega(n))\).

\(^a\) The current affiliation is Tohoku University, Japan, and the mail address is asada@riec.tohoku.ac.jp.
Although the worst-case length of the longest \( \beta \)-reduction sequence is well known as above, much is not known about the average-case length of the longest \( \beta \)-reduction sequence: how often does one encounter a term having a very long \( \beta \)-reduction sequence? In other words, suppose we pick a simply-typed \( \lambda \)-term \( t \) of order \( k \) and size \( n \) randomly; then what is the probability that \( t \) has a \( \beta \)-reduction sequence longer than a certain bound, like \( \exp_k(cn) \) (where \( c \) is some constant)? One may expect that, although there exists a term (such as the one above) whose reduction sequence is as long as \( \exp_k(\Omega(n)) \), such a term is rarely encountered.

In the present paper, we provide a partial answer to the above question, by showing that almost every simply typed \( \lambda \)-term of order \( k \) has a \( \beta \)-reduction sequence as long as \((k - 1)\)-fold exponential in the term size, under a certain assumption. More precisely, we shall show:

\[
\lim_{n \to \infty} \frac{\#\{[\tau]_\alpha \in \Lambda_n(k, t, \xi) \mid \beta(t) \geq \exp_k-1(n^p)\}}{\#(\Lambda_n(k, t, \xi))} = 1
\]

for some constant \( p > 0 \), where \( \Lambda_n(k, t, \xi) \) is the set of \((\alpha\text{-equivalence classes \([-\]})_\alpha \) of) simply-typed \( \lambda \)-terms such that the term size is \( n \), the order is up to \( k \), the (internal) arity is up to \( \iota \geq k \) and the number of variable names is up to \( \xi \) (see the next section for the precise definition).

Related problems have been studied in the context of the quantitative analysis of untyped \( \lambda \)-terms [2, 3, 4]. For example, David et al. [2] have shown that almost all untyped \( \lambda \)-terms are strongly normalizing, whereas the result is opposite in the corresponding combinatorial logic. A more sophisticated analysis is, however, required in our case, for considering only well-typed terms, and also for reasoning about the length of a reduction sequence instead of a qualitative property like strong normalization.

To prove our main result above, we have extended the infinite monkey theorem (a.k.a. "Borges’s theorem" [5, p.61, Note I.35]) to a parameterized version for regular tree languages. The infinite monkey theorem states that for any word \( w \), a sufficiently long word almost surely contains \( w \) as a subword (see Section 2 for a more precise statement). Our extended theorem, roughly speaking, states that, for any regular tree grammar \( G \) that satisfies a certain condition and any family \((U_m)_{m \in \mathbb{N}}\) of trees (or tree contexts) generated by \( G \) such that \(|U_m| = O(m)| \), a sufficiently large tree \( T \) generated by \( G \) almost surely contains \( U_{\lfloor p \log |T| \rfloor} \) as a subtree (where \( p \) is some positive constant). Our main result is then obtained by preparing a regular tree grammar for simply-typed \( \lambda \)-terms, and using as \( U_m \) a term having a very long \( \beta \)-reduction sequence, like \((2_1^m)_2^k \cdots 2_2(\lambda x^0.a xx)((\lambda x^0.x)c) \) given above. The extended infinite monkey theorem mentioned above may be of independent interest and applicable to other problems.

Our work is a part of our long-term project on the quantitative analysis of the complexity of higher-order model checking [6, 7]. The higher-order model checking asks whether the (possibly infinite) tree generated by a ground-type term of the \( \Lambda Y \)-calculus (or, a higher-order recursion scheme) satisfies a given regular property, and it is known that the problem is \( k \)-EXPTIME complete for order-\( k \) terms [7]. Despite the huge worst-case complexity, practical model checkers [8, 9, 10] have been built, which run fast for many typical inputs, and have successfully been applied to automated verification of functional programs [11, 12, 13, 14]. The project aims to provide a theoretical justification for it, by studying how many inputs actually suffer from the worst-case complexity. Since the problem appears to be hard due to recursion, as an intermediate step towards the goal, we aimed to analyze the variant of the problem considered by Terui [15]: given a term of the simply-typed \( \lambda \)-calculus (without
The present work may also shed some light on other problems on typed \( \lambda \)-calculi with exponential or higher worst-case complexity. For example, despite DEXPTIME-completeness of ML typability \cite{16,17}, it is often said that the exponential behavior is rarely seen in practice. That is, however, based on only empirical studies. A variation of our technique may be used to provide a theoretical justification (or possibly unjustification).

A preliminary version of this article appeared in Proceedings of FoSSaCS 2017 \cite{18}. Compared with the conference version, we have strengthened the main result (from “almost every \( \lambda \)-term of size \( n \) has \( \beta \)-reduction sequence as long as \( \exp_{k-2}(n) \)” to “… as long as \( \exp_{k-1}(n^p) \)”), and added proofs. We have also generalized the argument in the conference version to formalize the parameterized infinite monkey theorem for regular tree languages.

The rest of this paper is organized as follows. Section 2 states our main result formally. Section 3 proves the extended infinite monkey theorem, and Section 4 proves the main result. Section 5 discusses related work, and Section 6 concludes this article.

2. Main Results

This section states the main results of this article: the result on the quantitative analysis of the length of \( \beta \)-reduction sequences of simply-typed \( \lambda \)-terms (Section 2.1) and the parameterized infinite monkey theorem for regular tree grammars (Section 2.2). The latter is used in the proof of the former in Section 4. In the course of giving the main results, we also introduce various notations used in later sections; the notations are summarized in Appendix A. We assume some familiarity with the simply-typed \( \lambda \)-calculus and regular tree grammars and omit to define some standard concepts (such as \( \beta \)-reduction); readers who are not familiar with them may wish to consult \cite{19} about the simply-typed \( \lambda \)-calculus and \cite{20,21} about regular tree grammars.

For a set \( A \), we denote by \#(A) the cardinality of \( A \); by abuse of notation, we write \#(A) = \( \infty \) to mean that \( A \) is infinite. For a sequence \( s \), we also denote by \#(s) the length of \( s \). For a sequence \( s = a_1a_2\cdots a_{\#(s)} \) and \( i \leq \#(s) \), we write \( s_i \) for the \( i \)-th element \( a_i \). We write \( s_1 \cdot s_2 \) or just \( s_1s_2 \) for the concatenation of two sequences \( s_1 \) and \( s_2 \). We write \( \epsilon \) for the empty sequence. We use \( \bigcup \) to denote the union of disjoint sets. For a set \( I \) and a family of sets \( (A_i)_{i \in I} \), we define \( \bigsqcup_{i \in I} A_i \triangleq \bigcup_{i \in I} (\{i\} \times A_i) = \{(i,a) \mid i \in I, a \in A_i\} \). For a map \( f \), we denote the domain and image of \( f \) by \( \text{Dom}(f) \) and \( \text{Im}(f) \), respectively. We denote by \( \log x \) the binary logarithm \( \log_2 x \).

2.1. The Main Result on Quantitative Analysis of the Length of \( \beta \)-Reductions.

The set of (simple) types, ranged over by \( \tau, \tau_1, \tau_2, \ldots \), is defined by the grammar:

\[
\tau ::= o \mid \tau_1 \to \tau_2.
\]
Note that the set of types can also be generated by the following grammar:

\[ \tau ::= \tau_1 \to \cdots \to \tau_k \to \varnothing \]

where \( k \geq 0 \); we sometimes use the latter grammar for inductive definitions of functions on types. We also use \( \sigma \) as a metavariable for types.

**Remark 2.1.** We have only a single base type \( \varnothing \) above. The main result (Theorem 2.5) would not change even if there are multiple base types.

Let \( V \) be a countably infinite set, which is ranged over by \( x, y, z \) (and \( x', x_1 \), etc.). The set of \( \lambda \)-terms (or terms), ranged over by \( t, t_1, t_2, \ldots \), is defined by:

\[
t ::= x \mid \lambda x.t \mid t_1 t_2 \quad \overline{x} ::= x \mid *. \]

We call elements of \( V \cup \{*\} \) variables, and use meta-variables \( \overline{x}, \overline{y}, \overline{z} \) (and \( \overline{x'}, \overline{x}_1 \), etc.) for them. We sometimes omit type annotations and just write \( \lambda \overline{x}.t \) for \( \lambda \overline{x}.t' \). We call the special variable \( * \) an unused variable, which may be bound by \( \lambda \), but must not occur in the body. In our quantitative analysis below, we will count the number of variable names occurring in a term, except \( * \). For example, the term \( \lambda x.\lambda y.\lambda z.x \) in the standard syntax can be represented by \( \lambda x.\lambda*.\lambda*.x \), and the number of used variables in the latter is counted as 1.

Terms of our syntax can be translated to usual \( \lambda \)-terms by regarding elements in \( V \cup \{*\} \) as usual variables. Through this identification we define the notions of free variables, closed terms, and \( \alpha \)-equivalence \( \sim_{\alpha} \). The \( \alpha \)-equivalence class of a term \( t \) is written as \( [t]_{\alpha} \). In this article, we distinguish between a term and its \( \alpha \)-equivalence class, and we always use \([\cdot]_{\alpha}\) explicitly. For a term \( t \), we write \( \text{FV}(t) \) for the set of all the free variables of \( t \).

For a term \( t \), we define the set \( V(t) \) of variables (except \( * \)) in \( t \) by:

\[
\text{V}(x) \triangleq \{x\} \quad \text{V}(\lambda x.t) \triangleq \{x\} \cup \text{V}(t) \quad \text{V}(\lambda*.t) \triangleq \text{V}(t) \quad \text{V}(t_1 t_2) \triangleq \text{V}(t_1) \cup \text{V}(t_2).
\]

Note that neither \( V(t) \) nor even \( \#(V(t)) \) is preserved by \( \alpha \)-equivalence. For example, \( t = \lambda x.\lambda y.y(\lambda z.x) \) and \( t' = \lambda x.\lambda y.y(\lambda*.x) \) are \( \alpha \)-equivalent, but \( \#(V(t)) = 3 \) and \( \#(V(t')) = 1 \). We write \( \#\text{vars}(t) \) for \( \min_{t \in [t]_{\alpha}} \#(V(t')) \), i.e., the minimum number of variables required to represent an \( \alpha \)-equivalent term. For example, for \( t = \lambda x.\lambda y.y(\lambda z.x) \) above, \( \#\text{vars}(t) = 1 \), because \( t \sim_{\alpha} t' \) and \( \#(V(t')) = 1 \).

A type environment \( \Gamma \) is a finite set of type bindings of the form \( x : \tau \) such that if \( (x : \tau), (x' : \tau') \in \Gamma \) then \( \tau = \tau' \); sometimes we regard an environment also as a function. When we write \( \Gamma_1 \cup \Gamma_2 \), we implicitly require that \( (x : \tau) \in \Gamma_1 \) and \( (x' : \tau') \in \Gamma_2 \) imply \( \tau = \tau' \), so that \( \Gamma_1 \cup \Gamma_2 \) is well formed. Note that \( (* : \tau) \) cannot belong to a type environment; we do not need any type assumption for \( * \) since it does not occur in terms.

The type judgment relation \( \Gamma \vdash t : \tau \) is inductively defined by the following typing rules:

\[
\begin{array}{c}
x : \tau \vdash x : \tau \\
\hline
\Gamma_1 \vdash t_1 : \sigma \to \tau \quad \Gamma_2 \vdash t_2 : \sigma \\
\hline
\Gamma_1 \cup \Gamma_2 \vdash t_1 t_2 : \tau \\
\end{array}
\]

\[
\begin{array}{c}
\Gamma' \vdash t : \tau \quad \Gamma' = \Gamma \text{ or } \Gamma' = \Gamma \cup \{\overline{x} : \sigma\} \quad \overline{x} \notin \text{Dom}(\Gamma) \\
\hline
\Gamma \vdash \lambda \overline{x}.t : \sigma \to \tau \\
\end{array}
\]

The type judgment relation is equivalent to the usual one for the simply-typed \( \lambda \)-calculus, except that a type environment for a term may contain only variables that occur free in the term (i.e., if \( \Gamma \vdash t : \tau \) then \( \text{Dom}(\Gamma) = \text{FV}(t) \)). Note that if \( \Gamma \vdash t : \tau \) is derivable, then
the derivation is unique. Below we consider only well-typed $\lambda$-terms, i.e., those that are inhabitants of some typings.

**Definition 2.2** (Size, Order and Internal Arity of a Term). The size of a term $t$, written $|t|$, is defined by:

$$|x| \triangleq 1 \quad |\lambda x^\tau.t| \triangleq |t| + 1 \quad |t_1 t_2| \triangleq |t_1| + |t_2| + 1.$$  

The order and internal arity of a type $\tau$, written $\text{ord}(\tau)$ and $\text{iar}(\tau)$ respectively, are defined by:

$$\text{ord}(\tau_1 \to \cdots \to \tau_n \to o) \triangleq \max\{0\cup\{\text{ord}(\tau_i) + 1 \mid 1 \leq i \leq n\}\}$$
$$\text{iar}(\tau_1 \to \cdots \to \tau_n \to o) \triangleq \max\{n\cup\{\text{iar}(\tau_i) \mid 1 \leq i \leq n\}\}$$

where $n \geq 0$. We denote by $\text{Types}(\delta,\iota)$ the set of types $\{\tau \mid \text{ord}(\tau) \leq \delta, \text{iar}(\tau) \leq \iota\}$. For a judgment $\Gamma \vdash t : \tau$, we define the order and internal arity of $\Gamma \vdash t : \tau$, written $\text{ord}(\Gamma \vdash t : \tau)$ and $\text{iar}(\Gamma \vdash t : \tau)$ respectively, by:

$$\text{ord}(\Gamma \vdash t : \tau) \triangleq \max\{\text{ord}(\tau') \mid (\Gamma' \vdash t' : \tau') \text{ occurs in } \Delta\}$$
$$\text{iar}(\Gamma \vdash t : \tau) \triangleq \max\{\text{iar}(\tau') \mid (\Gamma' \vdash t' : \tau') \text{ occurs in } \Delta\}$$

where $\Delta$ is the (unique) derivation tree for $\Gamma \vdash t : \tau$.

Note that the notions of size, order, internal arity, and $\beta(t)$ (the maximum length of $\beta$-reduction sequences of $t$, as defined in Section 1) are well-defined with respect to $\alpha$-equivalence.

**Example 2.3.** Recall the term $\vec{2}_j \triangleq \lambda f^{(j-1)}.\lambda x^{(j-2)}.f(f\ x)$ (with $\tau^{(j)}$ being the order-$j$ type defined by: $\tau^{(0)} = o$ and $\tau^{(j)} = \tau^{(j-1)} \to \tau^{(j-1)}$) in Section 1. For $t = \vec{2}_4 \vec{2}_2 (\lambda x^o.x)$, we have $\text{ord}(y:o \vdash t:o) = \text{iar}(y:o \vdash t:o) = 3$. Note that the derivation for $y:o \vdash t:o$ contains the type judgment $\emptyset \vdash \vec{2}_3 : \tau^{(3)}$, where $\tau^{(3)} = ((o \to o) \to (o \to o)) \to (o \to o) \to o \to o$, and $\text{ord}(\tau^{(3)}) = \text{iar}(\tau^{(3)}) = 3$.

We now define the sets of $(\alpha$-equivalence classes of) terms with bounds on the order, the internal arity, and the number of variables.

**Definition 2.4** (Terms with Bounds on Types and Variables). Let $\delta, \iota, \xi \geq 0$ and $n \geq 1$ be integers. For each $\Gamma$ and $\tau$, $\Lambda((\Gamma;\tau),\delta,\iota,\xi)$ and $\Lambda_n((\Gamma;\tau),\delta,\iota,\xi)$ are defined by:

$$\Lambda((\Gamma;\tau),\delta,\iota,\xi) \triangleq \{[t]_{\alpha} \mid \Gamma \vdash t : \tau, \text{ord}(\Gamma \vdash t : \tau) \leq \delta, \text{iar}(\Gamma \vdash t : \tau) \leq \iota, \#\text{vars}(t) \leq \xi\}$$
$$\Lambda_n((\Gamma;\tau),\delta,\iota,\xi) \triangleq \{[t]_{\alpha} \in \Lambda((\Gamma;\tau),\delta,\iota,\xi) \mid |t| = n\}.$$  

We also define:

$$\Lambda(\delta,\iota,\xi) \triangleq \biguplus_{\tau \in \text{Types}(\delta,\iota)} \Lambda((\emptyset;\tau),\delta,\iota,\xi) \quad \Lambda_n(\delta,\iota,\xi) \triangleq \{[t]_{\alpha} \in \Lambda(\delta,\iota,\xi) \mid |t| = n\}.$$  

Intuitively, $\Lambda((\Gamma;\tau),\delta,\iota,\xi)$ is the set of (the equivalence classes of) terms of type $\tau$ under $\Gamma$, within given bounds $\delta$, $\iota$, and $\xi$ on the order, (internal) arity, and the number of variables respectively; and $\Lambda_n((\Gamma;\tau),\delta,\iota,\xi)$ is the subset of $\Lambda((\Gamma;\tau),\delta,\iota,\xi)$ consisting of terms of size $n$. The set $\Lambda(\delta,\iota,\xi)$ consists of (the equivalence classes of) all the closed (well-typed) terms, and $\Lambda_n(\delta,\iota,\xi)$ consists of those of size $n$. For example, $t = [\lambda x^o.\lambda y^o.\lambda z^o.x]_{\alpha}$ belongs to $\Lambda_4(1,3,1)$; note that $|t| = 4$ and $\#\text{vars}(t) = \#\text{vars}(\lambda x^o.\lambda y^o.\lambda z^o.x) = 1$.

We are now ready to state our main result, which is proved in Section 4.
Theorem 2.5. For $\delta, \iota, \xi \geq 2$ and $k = \min\{\delta, \iota\}$, there exists a real number $p > 0$ such that
\[
\lim_{n \to \infty} \frac{\#(\{ t_\alpha \in A_n(\delta, \iota, \xi) \mid \beta(t) \geq \exp_{k-1}(n^p) \})}{\#(A_n(\delta, \iota, \xi))} = 1.
\]
As we will see later (in Section 4), the denominator $\#(A_n(\delta, \iota, \xi))$ is nonzero if $n$ is sufficiently large. The theorem above says that if the order, internal arity, and the number of used variables are bounded independently of term size, most of the simply-typed $\lambda$-terms of size $n$ have a very long $\beta$-reduction sequence, which is as long as $(k - 1)$-fold exponential in $n$.

Remark 2.6. Recall that, when $k = \delta$, the worst-case length of $\beta$-reduction sequence is $k$-fold exponential [1]. We do not know whether $k - 1$ can be replaced with $k$ in the theorem above.

Note that in the above theorem, the order $\delta$, the internal arity $\iota$ and the number $\xi$ of variables are bounded above by a constant, independently of the term size $n$. Our proof of the theorem (given in Section 4) makes use of this assumption to model the set of simply-typed $\lambda$-terms as a regular tree language. It is debatable whether our assumption is reasonable. A slight change of the assumption may change the result, as is the case for strong normalization of untyped $\lambda$-terms [2, 4]. When $\lambda$-terms are viewed as models of functional programs, our rationale behind the assumption is as follows. The assumption that the size of types (hence also the order and the internal arity) is fixed is sometimes assumed in the context of type-based program analysis [22]. The assumption on the number of variables comes from the observation that a large program usually consists of a large number of small functions, and that the number of variables is bounded by the size of each function.

2.2. Regular Tree Grammars and Parameterized Infinite Monkey Theorem. To prove Theorem 2.5 above, we extend the well-known infinite monkey theorem (a.k.a. “Borges’s theorem” [5, p.61, Note I.35]) to a parameterized version for regular tree grammars, and apply it to the regular tree grammar that generates the set of ($\alpha$-equivalence classes of) simply-typed $\lambda$-terms. Since the extended infinite monkey theorem may be of independent interest, we state it (as Theorem 2.13) in this section as one of the main results. The theorem is proved in Section 3. We first recall some basic definitions for regular tree grammars in Sections 2.2.1 and 2.2.2, and then state the parameterized infinite monkey theorem in Section 2.2.3.

2.2.1. Trees and Tree Contexts. A ranked alphabet $\Sigma$ is a map from a finite set of terminal symbols to the set of natural numbers. We use the metavariable $a$ for a terminal, and often write $a, b, c, \ldots$ for concrete terminal symbols. For a terminal $a \in \text{Dom}(\Sigma)$, we call $\Sigma(a)$ the rank of $a$. A $\Sigma$-tree is a tree constructed from terminals in $\Sigma$ according to their ranks: $a(T_1, \ldots, T_{\Sigma(a)})$ is a $\Sigma$-tree if $T_i$ is a $\Sigma$-tree for each $i \in \{1, \ldots, \Sigma(a)\}$. Note that $\Sigma(a)$ may be $0$: $a()$ is a $\Sigma$-tree if $\Sigma(a) = 0$. We often write just $a$ for $a()$. For example, if $\Sigma = \{a \mapsto 2, b \mapsto 1, c \mapsto 0\}$, then $a(b(c), c)$ is a tree; see (the lefthand side of) Figure 1 for a graphical illustration of the tree. We use the meta-variable $T$ for trees. The size of $T$, written $|T|$, is the number of occurrences of terminals in $T$. We denote the set of all $\Sigma$-trees by $T(\Sigma)$, and the set of all $\Sigma$-trees of size $n$ by $T_n(\Sigma)$. 
Before introducing grammars, we define tree contexts, which play an important role in our formalization and proof of the (parameterized) infinite monkey theorem for regular tree languages. The set of contexts over a ranked alphabet \( \Sigma \), ranged over by \( C \), is defined by:

\[
C ::= \{ \} \mid a(C_1, \ldots, C_{\Sigma(a)}).
\]

In other words, a context is a tree where the alphabet is extended with the special nullary symbol \( \{ \} \). For example, \( a(\{ \}, c, b(\{ \})) \) is a context over \( \{ a \mapsto 2, b \mapsto 1, c \mapsto 0 \} \); see (the right-hand side of) Figure 1 for a graphical illustration. We write \( C(\Sigma) \) for the set of contexts over \( \Sigma \). For a context \( C \), we write \( \text{hn}(C) \) for the number of occurrences of \( \{ \} \) in \( C \). We call \( C \) a \( k \)-context if \( \text{hn}(C) = k \), and an affine context if \( \text{hn}(C) \leq 1 \). A 1-context is also called a linear context. We use the metavariable \( S \) for linear contexts and \( U \) for affine contexts. We write \( \{ \} \) for the \( i \)-th hole occurrence (in the left-to-right order) of \( C \).

For contexts \( C, C_1, \ldots, C_{\text{hn}(C)} \), we write \( C[C_1, \ldots, C_{\text{hn}(C)}] \) for the context obtained by replacing each \( \{ \} \) in \( C \) with \( C_i \). For example, if \( C = a(\{ \}, a([], [])) \), \( C_1 = b(\{ \}) \), \( C_2 = c \), and \( C_3 = \{ \} \), then \( C[C_1, C_2, C_3] = a(b(\{ \}), a(c, \{ \})); \) see Figure 2 for a graphical illustration. Also, for contexts \( C, C' \) and \( i \in \{ 1, \ldots, \text{hn}(C) \} \), we write \( C[C']_i \) for the context obtained by replacing \( \{ \} \) in \( C \) with \( C' \). For example, for \( C \) and \( C_1 \) above, \( C[C_1]_2 = a([], a(b(\{ \}), \{ \})) \).

For contexts \( C \) and \( C' \), we say that \( C \) is a subcontext of \( C' \) and write \( C \preceq C' \) if there exist \( C_0, C_1, \ldots, C_{\text{hn}(C)} \), and \( 1 \leq i \leq \text{hn}(C_0) \) such that \( C' = C_0[C[1, \ldots, C_{\text{hn}(C)}]_1 \). For example, \( C = a(b(\{ \}), \{ \}) \) is a subcontext of \( C' = a([], a(b(\{ \}), \{ \})) \), because \( C' = C_0[C([], c)]_2 \) for \( C_0 = a([], [\{ \}]); \) see also Figure 3 for a graphical illustration. The subcontext relation \( \preceq \) may be regarded as a generalization of the subword relation. In fact, a word \( w = a_1 \cdots a_k \) can be viewed as a linear context \( w^\# = a_1(\cdots (a_k[\{ \}])) \); and if \( w' \) is a subword of \( w' \), i.e., if \( w' = w_1 w_2 \), then \( w'^\# = w_1^\# [w_2^\#] \). The size of a context \( U \), written \( |U| \), is defined by:

\[
|[]| \triangleq 0 \quad \text{and} \quad |a(C_1, \ldots, C_{\Sigma(a)})| \triangleq 1 + |C_1| + \cdots + |C_{\Sigma(a)}|/\text{.}
\]

Note that \( \{ \} \) and 0-ary terminal \( a \) have different sizes: \( |\{ \}| = 0 \) but \( |a| = 1 \). For a 0-context \( C \), \( |C| \) coincides with the size of \( C \) as a tree.

2.2.2. Tree Grammars. A regular tree grammar \([20, 21]\) (grammar for short) is a triple \( G = (\Sigma, N, R) \) where (i) \( \Sigma \) is a ranked alphabet; (ii) \( N \) is a finite set of symbols called nonterminals; (iii) \( R \) is a finite set of rewriting rules of the form \( N \rightarrow C[N_1, \ldots, N_{\text{hn}(C)}] \).
We also write $\Sigma \cup N$ for the ranked alphabet $\Sigma \cup \{N \mapsto 0 \mid N \in N\}$ and often regard the right-hand-side of a rule as a $(\Sigma \cup N)$-tree.

The rewriting relation $\to_\mathcal{G}$ on $T(\Sigma \cup N)$ is inductively defined by the following rules:

$$
\begin{align*}
(N \to C[N_1, \ldots, N_{\text{hn}(C)}]) &\in \mathcal{R} \\
N \to_\mathcal{G} C[N_1, \ldots, N_{\text{hn}(C)}] &\quad a(T_1, \ldots, T_k) \to_\mathcal{G} a(T_1, \ldots, T_{i-1}, T'_i, T_{i+1}, \ldots, T_k)
\end{align*}
$$

We write $\to^*_\mathcal{G}$ for the reflexive and transitive closure of $\to_\mathcal{G}$. For a tree grammar $\mathcal{G} = (\Sigma, N, \mathcal{R})$ and a nonterminal $N \in N$, the language $\mathcal{L}(\mathcal{G}, N)$ of $N$ is defined by $\mathcal{L}(\mathcal{G}, N) \triangleq \{ T \in T(\Sigma) \mid N \to^*_\mathcal{G} T \}$. We also define $\mathcal{L}_n(\mathcal{G}, N) \triangleq \{ T \in \mathcal{L}(\mathcal{G}, N) \mid |T| = n \}$. If $\mathcal{G}$ is clear from the context, we often omit $\mathcal{G}$ and just write $T \to^* T'$, $\mathcal{L}(N)$, and $\mathcal{L}_n(N)$ for $T \to^*_\mathcal{G} T'$, $\mathcal{L}(\mathcal{G}, N)$, and $\mathcal{L}_n(\mathcal{G}, N)$, respectively.

We are interested in not only trees, but also contexts generated by a grammar. Let $\mathcal{G} = (\Sigma, N, \mathcal{R})$ be a grammar. The set of context types of $\mathcal{G}$, ranged over by $\kappa$, is defined by:

$$
\kappa ::= N_1 \cdots N_k \Rightarrow N
$$

where $k \in \mathbb{N}$ and $N, N_1, \ldots, N_k \in N$. Intuitively, $N_1 \cdots N_k \Rightarrow N$ denotes the type of $k$-contexts $C$ such that $N \to^* C[N_1, \ldots, N_k]$. Based on this intuition, we define the sets $\mathcal{L}(\mathcal{G}, \kappa)$ and $\mathcal{L}_n(\mathcal{G}, \kappa)$ of contexts by:

$$
\mathcal{L}(\mathcal{G}, N_1 \cdots N_k \Rightarrow N) \triangleq \{ C \in \mathcal{C}(\Sigma) \mid \text{hn}(C) = k, N \to^*_\mathcal{G} C[N_1, \ldots, N_k] \}
$$

$$
\mathcal{L}_n(\mathcal{G}, \kappa) \triangleq \{ C \in \mathcal{L}(\mathcal{G}, \kappa) \mid |C| = n \}.
$$

We also write $C : \kappa$ when $C \in \mathcal{L}(\mathcal{G}, \kappa)$ (assuming that $\mathcal{G}$ is clear from the context). Note that $\mathcal{L}(\mathcal{G}, \Rightarrow N) = \mathcal{L}(\mathcal{G}, N)$, and we identify a context type $\Rightarrow N$ with the nonterminal $N$. We call an element in $\mathcal{L}(\mathcal{G}, \kappa)$ a $\kappa$-context, and also a $\kappa$-tree if it is a tree. It is clear that, if $C \in \mathcal{L}(\mathcal{G}, N_1 \cdots N_k \Rightarrow N)$ and $C_i \in \mathcal{L}(\mathcal{G}, N_{i_1}^1 \cdots N_{i_k}^k \Rightarrow N_i) \ (i = 1, \ldots, k)$, then $C[C_1, \ldots, C_k] \in \mathcal{L}(\mathcal{G}, N_1^1 \cdots N_{i_1}^1 \cdots N_{i_k}^k \Rightarrow N)$. We also define:

$$
\mathcal{L}(\mathcal{G}) \triangleq \bigcup_{N \in \mathcal{N}} \mathcal{L}(\mathcal{G}, N) \quad \mathcal{L}_n(\mathcal{G}) \triangleq \{ T \in \mathcal{L}(\mathcal{G}) \mid |T| = n \}
$$

$$
\mathcal{S}(\mathcal{G}) \triangleq \bigcup_{N, N' \in \mathcal{N}} \mathcal{L}(\mathcal{G}, N \Rightarrow N') \quad \mathcal{S}_n(\mathcal{G}) \triangleq \{ S \in \mathcal{S}(\mathcal{G}) \mid |S| = n \}
$$

$$
\mathcal{U}(\mathcal{G}) \triangleq \mathcal{L}(\mathcal{G}) \cup \mathcal{S}(\mathcal{G}) \quad \mathcal{U}_n(\mathcal{G}) \triangleq \{ U \in \mathcal{U}(\mathcal{G}) \mid |U| = n \}.
$$
Example 2.7. Consider the grammar $G_0 = \{a \mapsto 2, b \mapsto 1, c \mapsto 0\}, \{A_0, B_0\}, R_0\), where $R_0$ consists of:

$$A_0 \rightarrow a(B_0, B_0) \quad A_0 \rightarrow c \quad B_0 \rightarrow b(A_0).$$

Then, $a([]), [\cdot]) \in L_1(G_0, B_0) \Rightarrow A_0)$ and $a(b(\cdot)), b(\cdot)) \in L_4(G_0, A_0) \Rightarrow A_0).

This article focuses on grammars that additionally satisfy two properties called strong connectivity and unambiguity. We first define strong connectivity.

**Definition 2.8** (Strong Connectivity [5]). Let $G = (\Sigma, \mathcal{N}, \mathcal{R})$ be a regular tree grammar. We say that $N'$ is reachable from $N$ if $L(G, N' \Rightarrow N)$ is non-empty, i.e., if there exists a linear context $S \in C(\Sigma)$ such that $N \rightarrow^* S[N']$. We say that $G$ is strongly connected if for any pair $N, N' \in \mathcal{N}$ of nonterminals, $N'$ is reachable from $N$.

Remark 2.9. There is another reasonable, but slightly weaker condition of reachability: $N'$ is reachable from $N$ if there exists a $C(\Sigma \cup \mathcal{N})$-tree such that $N \rightarrow^* T$ and $N'$ occurs in $T$. The two notions coincide if $L(G, N) \neq \emptyset$ for every $N \in \mathcal{N}$. Furthermore this condition can be easily fulfilled by simply removing all the nonterminals $N$ with $L(G, N) = \emptyset$ and the rules containing those nonterminals.

Example 2.10. The grammar $G_0$ in Example 2.7 is strongly connected, since $b([])) \in L(G_0, A_0) \Rightarrow B_0)$ and $a([], b(c)) \in L(G_0, B_0) \Rightarrow A_0)$.

Next, consider the grammar $G_1 = \{a \mapsto 2, b \mapsto 1, c \mapsto 0\}, \{A_1, B_1\}, R_1\), where $R_1$ consists of:

$$A_1 \rightarrow a(c, A_1) \quad A_1 \rightarrow b(B_1) \quad B_1 \rightarrow b(B_1) \quad B_1 \rightarrow c.$$

$G_1$ is not strongly connected, since $L(G_1, A_1) \Rightarrow B_1) = \emptyset$.

To define the unambiguity of a grammar, we define (the standard notion of) leftmost rewriting. The leftmost rewriting relation $\rightarrow_{G, \ell}$ is the restriction of the rewriting relation that allows only the leftmost occurrence of nonterminals to be rewritten. Given $T \in T(\Sigma)$ and $N \in \mathcal{N}$, a leftmost rewriting sequence of $T$ from $N$ is a sequence $T_1, \ldots, T_n$ of $(\Sigma \cup \mathcal{N})$-trees such that

$$N = T_1 \rightarrow_{G, \ell} T_2 \rightarrow_{G, \ell} \ldots \rightarrow_{G, \ell} T_n = T.$$

It is easy to see that $T \in L(G, N)$ if and only if there exists a leftmost rewriting sequence from $N$ to $T$.

**Definition 2.11** (Unambiguity). A grammar $G = (\Sigma, \mathcal{N}, \mathcal{R})$ is unambiguous if, for each $N \in \mathcal{N}$ and $T \in T(\Sigma)$, there exists at most one leftmost rewriting sequence from $N$ to $T$.

2.2.3. Parameterized Infinite Monkey Theorem for Tree Grammars. We call a partial function $f$ from $\mathbb{N}$ to $\mathbb{R}$ with infinite definitional domain (i.e., $\text{Dom}(f) = \{n \in \mathbb{N} \mid f(n) \text{ is defined}\}$ is infinite) a partial sequence, and write $f_n$ for $f(n)$. For a partial sequence $f = (f_n)_{n \in \mathbb{N}}$, we define $\lim_{n\to\infty} f_n \triangleq \lim_{n\to\infty} f_{\text{def}_n}$.

\footnote{In [5], strong connectivity is defined for context-free specifications. Our definition is a straightforward adaptation of the definition for regular tree grammars.}
Then there exists a real constant $p > 1$ such that $\limdef_n \frac{b_n}{a_n}$ where $(a_n)_{n \in \mathbb{N}}$ and $(b_n)_{n \in \mathbb{N}}$ are (non-partial) sequences (hence, $\frac{b_n}{a_n}$ is undefined only when $a_n = 0$). The following property on $\limdef$ is straightforward, which we leave for the reader to check.

**Lemma 2.12.** If $\limdef_n \frac{b^{(i)}_n}{a^{(i)}_n} = 1$ for $i = 1, \ldots, k$, and if $0 \leq b^{(i)}_n \leq a^{(i)}_n$ for $i = 1, \ldots, k$ and for $n \in \mathbb{N}$, then $\limdef_n \sum_i b^{(i)}_n = 1$.

Now we are ready to state the second main result of this article.

**Theorem 2.13** (Parameterized Infinite Monkey Theorem for Regular Tree Languages). Let $G = (\Sigma, N, R)$ be an unambiguous and strongly-connected regular tree grammar such that $\#(\mathcal{L}(G)) = \infty$, and $(S_n)_{n \in \mathbb{N}}$ be a family of linear contexts in $S(G)$ such that $|S_n| = O(n)$. Then there exists a real constant $p > 0$ such that for any $N \in \mathcal{N}$ the following equation holds:

$$\limdef_n \frac{\#(\{T \in \mathcal{L}_n(G, N) \mid S_{[p \log n]} \preceq T\})}{\#(\mathcal{L}_n(G, N))} = 1.$$ 

Intuitively, the equation above says that if $n$ is large enough, almost all the trees of size $n$ generated from $N$ contain $S_{[p \log n]}$ as a subcontext.

**Remark 2.14.** The standard infinite monkey theorem says that for any finite word $w = a_1 \cdots a_k$ over an alphabet $A$, the probability that a randomly chosen word of length $n$ contains $w$ as a subword converges to 1, i.e.,

$$\lim_{n \to \infty} \frac{\#(\{w' \in A^n \mid \exists w_0, w_1 \in A^* . w' = w_0 ww_1\})}{\#(A^n)} = 1.$$ 

Here, $A^*$ and $A^n$ denote the set of all words over $A$ and the set of all words of length $n$ over $A$, respectively. This may be viewed as a special case of our parameterized infinite monkey theorem above, where (i) the components of the grammar are given by $\Sigma = \{a \to 1 \mid a \in A\} \cup \{e \to 0\}$, $N = \{N\}$, and $R = \{N \to a(N) \mid a \in A\} \cup \{N \to e\}$, and (ii) $S_n = a_1(\cdots a_k([]) \cdots)$ independently of $n$.

Note that in the theorem above, we have used $\limdef$ rather than $\lim$. To avoid the use of $\limdef$, we need an additional condition on $G$, called aperiodicity.

**Definition 2.15** (Aperiodicity [5]). Let $G$ be a grammar. For a nonterminal $N$, $G$ is called $N$-aperiodic if there exists $n_0$ such that $\#(\mathcal{L}_n(N)) > 0$ for any $n \geq n_0$. Further, $G$ is called aperiodic if $G$ is $N$-aperiodic for any nonterminal $N$.

In Theorem 2.13, if we further assume that $G$ is $N$-aperiodic, then $\lim_{n \to \infty}$ can be replaced with $\lim_{n \to \infty}$.

In the rest of this section, we reformulate the theorem above in the form more convenient for proving Theorem 2.5. In Definition 2.4, $\Lambda_n(\delta, \iota, \xi)$ was defined as the disjoint union of $(\Lambda_n(\emptyset; \tau), \delta, \iota, \xi))_{\tau \in \text{Types}(\delta, \iota)}$. To prove Theorem 2.5, we will construct a grammar $G$ so that, for each $\tau$, $\Lambda_n(\emptyset; \tau), \delta, \iota, \xi) \cong (\mathcal{L}(G, N)$ holds for some nonterminal $N$. Thus, the following style of statement is more convenient, which is obtained as an immediate corollary of Theorem 2.13 and Lemma 2.12.

**Corollary 2.16.** Let $G$ be an unambiguous and strongly-connected regular tree grammar such that $\#(\mathcal{L}(G)) = \infty$, and $(S_n)_{n \in \mathbb{N}}$ be a family of linear contexts in $S(G)$ such that
$|S_n| = O(n)$. Then there exists a real constant $p > 0$ such that for any non-empty set $\mathcal{I}$ of nonterminals of $G$ the following equation holds:

$$\lim_{n \to \infty} \frac{\#\{(N,T) \in \coprod_{N \in \mathcal{I}} L_n(G,N) \mid S_{[p \log n]} \preceq T\}}{\#(\coprod_{N \in \mathcal{I}} L_n(G,N))} = 1.$$ 

We can also replace a family of linear contexts $(S_n)_n$ above with that of trees $(T_n)_n$. We need only this corollary in the proof of Theorem 2.5.

**Corollary 2.17.** Let $G$ be an unambiguous and strongly-connected regular tree grammar such that $\#(L(G)) = \infty$ and there exists $C \in \bigcup_n L(G,\kappa)$ with $\text{hn}(C) \geq 2$. Also, let $(T_n)_{n \in \mathbb{N}}$ be a family of trees in $L(G)$ such that $\lim_{n \to \infty} \#(T_n) = 0(n)$. Then there exists a real constant $p > 0$ such that for any non-empty set $\mathcal{I}$ of nonterminals of $G$ the following equation holds:

$$\lim_{n \to \infty} \frac{\#\{(N,T) \in \coprod_{N \in \mathcal{I}} L_n(G,N) \mid T_{[p \log n]} \preceq T\}}{\#(\coprod_{N \in \mathcal{I}} L_n(G,N))} = 1.$$ 

**Proof.** Let $G = (\Sigma, \mathcal{N}, \mathcal{R})$. Let $C \in L(G,\kappa)$ be the context in the assumption and let $\kappa$ be of the form $N'_{1}\cdot\ldots\cdot N'_{i}\Rightarrow N$, i.e., $N' \rightarrow^{*} C[N'_{1},\ldots,N'_{i}]$, where $k = \text{hn}(C) \geq 2$. By Corollary 2.16, it suffices to construct a family of linear contexts $(S_n)_n$ such that (i) $S_n \in S(G)$, (ii) $T_n \preceq S_n$, and (iii) $|S_n| = O(n)$. For each $n$, there exists $N_n$ such that $N_n \rightarrow^{*} T_n$. Since $\#(L(G)) = \infty$ and by the strong connectivity, for each $i \leq k$ there exists $T'_i$ such that $N'_i \rightarrow^{*} T'_i$. For each $n$, by the strong connectivity, there exists $S'_n$ such that $N'_1 \rightarrow^{*} S'_n[N_n]$, and since $\mathcal{N}$ is finite, we can choose $S'_n$ so that the size is bounded above by a constant (that is independent of $n$). Let $S_n$ be $C[S'_n[T_n],\ldots,T'_k]$. Then (i) $S_n \in L(G,N'_2\Rightarrow N') \subseteq S(G)$ because $N' \rightarrow^{*} C[N'_1,\ldots,N'_i] \rightarrow^{*} C[S'_n[T_n],N'_2,T'_3,\ldots,T'_k]$, (ii) $T_n \preceq S_n$, and (iii) $|S_n| = O(n)$, as required. \hfill $\square$

**Remark 2.18.** In each of Corollaries 2.16 and 2.17, if we further assume that $G$ is $N$-aperiodic for any $N \in \mathcal{I}$, then $\lim_{n \to \infty}$ in the statement can be replaced with $\lim_{n \to \infty}$. \hfill $\square$

**Remark 2.19.** In Theorem 2.5 (and similarly in Corollaries 2.16 and 2.17), one might be interested in the following form of probability:

$$\lim_{n \to \infty} \frac{\#\{\psi_{m \leq n} \in L_m(G,N) \mid S_{[p \log m]} \preceq T\}}{\#(\psi_{m \leq n} \in L_m(G,N))} = 1,$$

which discusses trees of size at most $n$ rather than exactly $n$. Under the assumption of aperiodicity, the above equation follows from Theorem 2.5, by the following *Stolz-Cesàro theorem* [23, Theorem 1.22]: Let $(a_n)_{n \in \mathbb{N}}$ and $(b_n)_{n \in \mathbb{N}}$ be a sequence of real numbers and assume $b_n > 0$ and $\sum_{n=0}^{\infty} b_n = \infty$. Then for any $c \in [-\infty, +\infty]$,

$$\lim_{n \to \infty} \frac{a_n}{b_n} = c \quad \text{implies} \quad \lim_{n \to \infty} \frac{\sum_{m \leq n} a_m}{\sum_{m \leq n} b_m} = c.$$ 

(We also remark that the inverse implication also holds if there exists $\gamma \in \mathbb{R} \setminus \{1\}$ such that $\lim_{n \to \infty} \frac{\sum_{m \leq n} b_m}{\sum_{m \leq n+1} b_m} = \gamma$ [23, Theorem 1.23].)
3. Proof of the Parameterized Infinite Monkey Theorem for Regular Tree Languages (Theorem 2.13)

Here we prove Theorem 2.13. In Section 3.1, we first prove a parameterized version\(^2\) of infinite monkey theorem for words, and explain how the proof for the word case can be extended to deal with regular tree languages. The structure of the rest of the section is explained at the end of Section 3.1.

3.1. Proof for Word Case and Outline of this Section. Let \(A\) be an alphabet, i.e., a finite non-empty set of symbols. For a word \(w = a_1 \cdots a_n\) over \(A\), we write \(|w|\) for \(n\) and call it the size (or length) of \(w\). As usual, we denote by \(A^n\) the set of all words of size \(n\) over \(A\), and by \(A^*\) the set of all finite words over \(A\): \(A^* = \bigcup_{n \geq 0} A^n\). For two words \(w, w' \in A^*\), we say \(w'\) is a subword of \(w\) and write \(w' \subseteq w\) if \(w = w_1 w' w_2\) for some words \(w_1, w_2 \in A^*\). The infinite monkey theorem states that, for any word \(w \in A^*\), the probability that a randomly chosen word of size \(n\) contains \(w\) as a subword tends to one as \(n\) tends to infinity (recall Remark 2.14). The following theorem is a parameterized version, where \(w\) may depend on \(n\). It may also be viewed as a special case of Theorem 2.13, where \(\Sigma = \{a \mapsto 1 \mid a \in A\} \cup \{e\}\), \(N = \{N\}, \mathcal{R} = \{N \to a(N) \mid a \in A\} \cup \{N \to e\}\), and \(S_n = a_1(\cdots a_k([])\cdots)\) for each \(w_n = a_1 \cdots a_k\).

**Proposition 3.1** (Parameterized Infinite Monkey Theorem for Words). Let \(A\) be an alphabet and \((w_n)_n\) be a family of words over \(A\) such that \(|w_n| = O(n)\). Then, there exists a real constant \(p > 0\) such that we have:

\[
\lim_{n \to \infty} \frac{|\{w \in A^n \mid w[p \log n] \subseteq w\}|}{#(A^n)} = 1.
\]

**Proof.** Let \(Z_n = 1 - \frac{|\{w \in A^n \mid w[p \log n] \subseteq w\}|}{#(A^n)}\), i.e., the probability that a word of size \(n\) does not contain \(w[p \log n]\). By the assumption \(|w_n| = O(n)\), there exists \(b > 0\) such that \(|w_n| \leq bn\) for sufficiently large \(n\). Let \(0 < q < 1\) be an arbitrary real number, and we define \(p \triangleq \frac{q}{2b \log #(A)}\). We write \(s(n)\) for \(|w[p \log n]|\) and \(c(n)\) for \(|n/s(n)|\). Let \(n \in \mathbb{N}\). Given a word \(w = a_1 \cdots a_n \in A^n\), let us decompose it into subwords of length \(s(n)\) as follows.

\[
w = a_1 \cdots a_{s(n)} \cdots a_{c(n)-1}s(n)+1 \cdots a_{c(n)}s(n)+1 \cdots a_n.
\]

Then,

\[
0 \leq Z_n \leq \text{the probability that none of the } i\text{-th subword is } w[p \log n] \text{ for each } i \leq c(n).
\]

\[
= \frac{\#(A^{s(n)} \setminus \{w[p \log n]\})^{c(n)} A^n - (c(n)s(n))}{\#(A^n)} = \left(\frac{\#(A^{s(n)}) - 1}{\#(A^{s(n)})}\right)^{c(n)} = \left(1 - \frac{1}{\#(A)^{s(n)}}\right)^{c(n)}
\]

and we can show \(\lim_{n \to \infty} \left(1 - \frac{1}{\#(A)^{s(n)}}\right)^{c(n)} = 0\) as follows.

\(^2\)Although the parameterization is a simple extension, we are not aware of literature that explicitly states this parameterized version.
For sufficiently large \( n \), we have \( s(n) \leq b[p \log n] \leq 2bp \log n = q \frac{\log n}{\#(A)} = q \log \#(A) n \), and hence
\[
\left(1 - \frac{1}{\#(A)^{s(n)}}\right)^{c(n)} \leq \left(1 - \frac{1}{n^q}\right)^{c(n)} \leq \left(1 - \frac{1}{n^q}\right)^{\frac{n}{s(n)}-1} \leq \left(1 - \frac{1}{n^q}\right)^{\log \#(A) \frac{n}{\log n} - 1}.
\]
Also we have \( \lim_{n \to \infty} \left(1 - \frac{1}{n^q}\right)^{\frac{n}{\log n}} = 0 \) (which we leave for the reader to check); therefore \( \lim_{n \to \infty} Z_n = 0 \).

The key observations in the above proof were:

(W1) Each word \( w = a_1 \cdots a_n \) can be decomposed to
\[
(w'_{\text{rem}}, w'_1, \ldots, w'_{c(n)}) \in A^{n-c(n)s(n)} \times \left( \prod_{i=1}^{c(n)} A^{s(n)} \right)
\]
where \( w'_{\text{rem}} = a_{c(n)s(n)+1} \cdots a_n \) and \( w'_i = a_{(i-1)s(n)+1} \cdots a_is(n) \).

(W2) The word decomposition above induces the following decomposition of the set \( A^n \) of words of length \( n \):
\[
A^n \cong A^{n-c(n)s(n)} \times \left( \prod_{i=1}^{c(n)} A^{s(n)} \right)
\]
\[
\cong \prod_{w \in A^{n-c(n)s(n)}} \prod_{i=1}^{c(n)} A^{s(n)}
\]
Here, \( \cong \) denotes the existence of a bijection.

(W3) Choose \( s(n) \) and \( c(n) \) so that (i) \( A^{s(n)} \) contains at least one element that contains \( w_n \) as a subword and (ii) \( c(n) \) is sufficiently large. By condition (i), the probability that an element of \( A^n \) does not contain \( w \) as a subword can be bounded above the probability that none of \( w'_i (i \in \{1, \ldots, c(n)\}) \) contains \( w_n \) as a subword, i.e., \( (1 - \frac{1}{\#(A^{s(n)})})^{c(n)} \), which converges to 0 by condition (ii).

The proof of Theorem 2.13 in the rest of this section is based on similar observations:

(T1) Each tree \( T \) of size \( n \) can be decomposed to
\[
(E, U_1, \ldots, U_{c_E}),
\]
where \( U_1, \ldots, U_{c_E} \) are (affine) subcontexts, \( E \), called a second-order context (which will be formally defined later), is the “remainder” of \( T \) obtained by extracting \( U_1, \ldots, U_{c_E} \), and \( c_E \) is a number that depends on \( E \). For example, the tree on the lefthand side of Figure 4 can be decomposed to the second-order context and affine contexts shown on the righthand side. By substituting each affine context for \( \prod \) in the preorder traversal order, we recover the tree on the lefthand side. This decomposition of a tree may be regarded as a generalization of the word decomposition above (by viewing a word as an affine context), where the part \( E \) corresponds to the remainder \( d_{c(s(n)+1} \cdots a_n \) of the word decomposition.
(T2) The tree decomposition above induces the decomposition of the set $L_n(G, N)$ in the following form:

$$L_n(G, N) \cong \prod_{E \in \mathcal{E}} \prod_{j=1}^{c_E} \mathcal{U}_{E,j}$$

(T3) Design the above decomposition so that (i) each $\mathcal{U}_{E,j}$ contains at least one element that contains $S_{\lceil p \log n \rceil}$ as a subcontext, and (ii) $c_E$ is sufficiently large. By condition (i), the probability that an element of $L_n(G, N)$ does not contain $S_{\lceil p \log n \rceil}$ as a subcontext is bounded above by the probability that none of $U_i (i \in \{1, \ldots, c_E\})$ contain $S_{\lceil p \log n \rceil}$ as a subcontext, which is further bounded above by $\max_{E \in \mathcal{E}} \left( \prod_{j=1}^{c_E} \left( 1 - \frac{1}{\#(\mathcal{U}_{E,j})} \right) \right)$. The bound can be proved to converge to 0 by using condition (ii).

The rest of the section is organized as follows. Before we jump to the decomposition of $L_n(G, N)$, we first present a decomposition of $\mathcal{T}_n(\Sigma)$, i.e., the set of $\Sigma$-trees of size $n$ in Section 3.2. The decomposition of $\mathcal{T}_n(\Sigma)$ may be a special case of that of $L_n(G, N)$, where $\mathcal{G}$ generates all the trees in $\mathcal{T}_n(\Sigma)$. For a technical convenience in extending the decomposition of $\mathcal{T}_n(\Sigma)$ to that of $L_n(G, N)$, we normalize grammars to canonical form in Section 3.3. We then give the decomposition of $L_n(G, N)$ given in Equation (3.1) above, and prove that it satisfies the required properties in Sections 3.4 and 3.5. Finally, we prove Theorem 2.13 in Section 3.6.

3.2. Grammar-Independent Tree Decomposition. In this subsection, we will define a decomposition function $\Phi^*_m$ (where $m$ is a parameter) that decomposes a tree $T$ into (i) a (sufficiently long) sequence $P = U_1 \cdots U_k$ consisting of affine subcontexts of size no less than $m$, and (ii) a “second-order” context $E$ (defined shortly in Section 3.2.1), which is
the remainder of extracting $P$ from $T$. Recall Figure 4, which illustrates how a tree is decomposed by $\Phi^*_n$. Here, the symbol $[ ]^n_k$ in the second-order context on the right-hand side represents the original position of each subcontext. By filling the $i$-th occurrence (counted in the depth-first, left-to-right pre-order) of $[ ]$ with the $i$-th affine context, we can recover the original tree on the left hand side.

As formally stated later (in Corollary 3.8), the decomposition function $\Phi^*_n$ provides a witness for a bijection of the form

$$\mathcal{T}_n(\Sigma) \cong \prod_{E \in \mathcal{E}} \prod_{j=1}^{c_E} \mathcal{U}_{E,j},$$

a special case of Equation (3.1) mentioned in Section 3.1.

### 3.2.1. Second-Order Contexts

We first define the notion of second-order contexts and operations on them.

The set of second-order contexts over $\Sigma$, ranged over by $E$, is defined by:

$$E ::= [ ]^n_k [E_1, \ldots, E_k] \mid a(E_1, \ldots, E_{\Sigma(a)}) \quad (a \in \text{Dom}(\Sigma)).$$

Intuitively, the second-order context is an expression having holes of the form $[ ]^n_k$ (called second-order holes), which should be filled with a $k$-context of size $n$. By filling all the second-order holes, we obtain a $\Sigma$-tree. Note that $k$ may be 0. In the technical development below, we only consider second-order holes $[ ]^n_k$ such that $k$ is 0 or 1. We write $\text{shn}(E)$ for the number of the second-order holes in $E$. Note that $\Sigma$-trees can be regarded as second-order contexts $E$ such that $\text{shn}(E) = 0$, and vice versa. For $i \leq \text{shn}(E)$, we write $E_i$ for the $i$-th second-order hole (counted in the depth-first, left-to-right pre-order). We define the size $|E|$ by: $| [ ]^n_k [E_1, \ldots, E_k] | \triangleq n + |E_1| + \cdots + |E_k|$ and $|a(E_1, \ldots, E_{\Sigma(a)})| \triangleq |E_1| + \cdots + |E_{\Sigma(a)}| + 1$. Note that $|E|$ includes the size of contexts to fill the second-order holes in $E$.

**Example 3.2.** The second-order context on the right hand side of Figure 4 is expressed as $E = b([[],|a([][],b([][]))|])$, where $\text{shn}(E) = 3$, $|E| = 14$, $E1 = [][]$, $E2 = [][[]]$, and $E3 = [][][[]]$.

Next we define the substitution operation on second-order contexts. For a context $C$ and a second-order hole $[ ]^n_k$, we write $C : [ ]^n_k$ if $C$ is a $k$-context of size $n$. Given $E$ and $C$ such that $\text{shn}(E) \geq 1$ and $C : E_1$, we write $E[C]$ for the second-order context obtained by replacing the leftmost second-order hole of $E$ (i.e., $E_1$) with $C$ (and by interpreting the syntactical bracket $[ ]$ as the substitution operation). Formally, it is defined by induction on $E$ as follows:

$$( [ ]^n_k [E_1, \ldots, E_k] ) [C] \triangleq C[E_1, \ldots, E_k]$$

$$(a(E_1, \ldots, E_{\Sigma(a)}))[C] \triangleq a(E_1, \ldots, E_i[C], \ldots, E_{\Sigma(a)})$$

where $i = \min \{ j \mid \text{shn}(E_j) \geq 1, 1 \leq j \leq \Sigma(a) \}$.

In the first clause, $C[E_1, \ldots, E_k]$ is the second-order context obtained by replacing $[ ]_i$ in $C$ with $E_i$ for each $i \leq k$. Note that we have $|E[C]| = |E|$ whenever $E[C]$ is well-defined, i.e., if $C : E_1$ (cf. Lemma 3.4 below).

We extend the substitution operation for a sequence of contexts. We use metavariable $P$ for sequences of contexts. For $E$ and $P = C_1 C_2 \cdots C_{\text{shn}(E)}$, we write $P : E$ if $C_i : E_i$ for
each \( i \leq \text{shn}(E) \). Given \( E \) and a sequence of contexts \( P = C_1C_2 \cdots C_\ell \) such that \( \ell \leq \text{shn}(E) \) and \( C_i : E.i \) for each \( i \leq \ell \), we define \( E[P] \) by induction on \( P \):

\[
E[P] \triangleq E \quad E[C \cdot P] \triangleq (E[C])[P]
\]

Note that \( \text{shn}(E[C]) = \text{shn}(E) - 1 \), so if \( P : E \) then \( E[P] \) is a tree.

**Example 3.3.** Recall the second-order context \( E = b(\[ \]]_1^3 a(\[ \]]_0^3 b(\[ \]]_0^3)) \) in Figure 4 and Example 3.2. Let \( P \) be the sequence of affine contexts given in Figure 4:

\[
a(b([]), c) \cdot b(b(c)) \cdot a(b(c), b(c)).
\]

Then

\[
E[P, 1] = b(P, 1[a(\[ \]]_0^3, b(\[ \]]_0^3)]) = b(a(b(a(\[ \]]_0^3, b(\[ \]]_0^3)), c)),
\]

and

\[
E[P] = ((E[P, 1])[P, 2])[P, 3] = b(a(b(a(P, 2), b(P, 3)), c)) = b(a(b(a(b(b(c)), b(a(b(c), b(c)))), c)), c),
\]

which is the tree shown on the left hand side of Figure 4.

Thanks to the size annotation, the substitution operation preserves the size of a second-order context.

**Lemma 3.4.** Let \( E \) be a second-order context and \( P \) be a sequence of contexts such that \( P : E \). Then \( |E| = |E[P]| \).

**Proof.** The proof is given by a straightforward induction on \( E \). In the case \( E = \[ \]]_k^n [E_1, \ldots, E_k] \), we use the fact \( |C[E_1, \ldots, E_k]| = |C| + |E_1| + \cdots + |E_k| \) (which can be shown by induction on \( C \)). \(\square\)

3.2.2. **Grammar-Independent Decomposition Function.** Now we define the decomposition function \( \Phi_\bullet_m \). Let \( \Sigma \) be a ranked alphabet and \( m \geq 1 \). We define \( r_\Sigma \triangleq \max(\text{Im}(\Sigma)) \), which is also written as \( r \) for short. We always assume that \( r \geq 1 \), since it holds whenever \( \#(L(G)) = \infty \), which is an assumption of Theorem 2.13. We shall define the decomposition function \( \Phi_\bullet_m^\Sigma \) (we omit \( \Sigma \) and just write \( \Phi_\bullet_m \) for \( \Phi_\bullet_m^\Sigma \) below) so that \( \Phi_\bullet_m^\Sigma(T) = (E, P) \) where (i) \( E \) is the second-order context, and (ii) \( P \) is a sequence of affine contexts, (iii) \( E[P] = T \), and (iv) \( m \leq |P,i| \leq r(m - 1) + 1 \) for each \( i \in \{1, \ldots, \#(P)\} \).

The function \( \Phi_\bullet_m \) is defined as follows, using an auxiliary decomposition function \( \Phi_m \) given below.

\[
\Phi_\bullet_m^\Sigma(T) \triangleq (U[E], P) \text{ where } (U, E, P) = \Phi_m(T).
\]

The auxiliary decomposition function (just called “decomposition function” below) \( \Phi_m \) traverses a given tree \( T \) in a bottom-up manner, extracts a sequence \( P \) of subcontexts, and returns it along with a linear context \( U \) and a second-order context \( E \); \( U \) and \( E \) together represent the “remainder” of extracting \( P \) from \( T \). During the bottom-up traversal, the \( U \)-component for each subtree \( T' \) represents a context containing the root of \( T' \); whether it is extracted as (a part of) a subcontext or becomes a part of the remainder will be decided later based on the surrounding context. The \( E \)-component will stay as a part of the remainder during the decomposition of the whole tree (unless the current subtree \( T' \) is too small, i.e., \( |T'| < m \)).

We define \( \Phi_m \) by:
• If $|T| < m$, then $\Phi_m(T) \triangleq ([], T, \epsilon)$.
• If $|T| \geq m$, $T = a(T_1, \ldots, T_{\Sigma(a)})$, and $\Phi_m(T_i) = (U_i, E_i, P_i)$ (for each $i \leq \Sigma(a)$), then:

$$
\Phi_m(T) \triangleq \begin{cases}
([], a(U_1[|E_1|, \ldots, U_{\Sigma(a)}[|E_{\Sigma(a)}|]), P_1 \cdots P_{\Sigma(a)}) & \\
\text{if there exist } i, j \text{ such that } 1 \leq i < j \leq \Sigma(a) \text{ and } |T_i|, |T_j| \geq m \\
([], \prod_{a}^4[|E_1|, a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)}) \cdot P_i)) & \\
\text{if } |T_j| < m \text{ for every } j \neq i, |T_i| \geq m, \text{ and } n \triangleq |a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)})| \geq m \\
(a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)}), E_i, P_i) & \\
\text{if } |T_j| < m \text{ for every } j \neq i, |T_i| \geq m, \text{ and } \text{if } |a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)})| < m \\
([], \prod_{a}^5, T) & \\
\text{if } |T_i| < m \text{ for every } i \leq \Sigma(a), \text{ and } n \triangleq |T| \quad (3.2)
\end{cases}
$$

As defined above, the decomposition is carried out by case analysis on the size of a given tree. If $T$ is not large enough (i.e., $|T| < m$), then $\Phi_m(T)$ returns an empty sequence of contexts, while keeping $T$ in the $E$-component. If $|T| \geq m$, then $\Phi_m(T)$ returns a non-empty sequence of contexts, by case analysis on the sizes of $T$’s subtrees. If there are more than one subtree whose size is no less than $m$ (the first case above), then $\Phi_m(T)$ concatenates the sequences of contexts extracted from the subtrees, and returns the remainder as the second-order context. If only one of the subtrees, say $T_i$, is large enough (the second and third cases), then it basically returns the sequence $P_i$ extracted from $T_i$; however, if the remaining part $a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)})$ is also large enough, then it is added to the sequence (the second case). If none of the subtrees is large enough (but $T$ is large enough), then $T$ is returned as the $P$-component (the last case).

**Example 3.5.** Recall Figure 4. Let $T_0$ be the tree on the left hand side. For some of the subtrees of $T_0$, $\Phi_3$ can be calculated as follows.

- $\Phi_3([b(c)]) = ([], b(c), \epsilon)$
- $\Phi_3([b(b)(c)]) = ([], \prod_{a}^3, b(b(c)))$ (by the last case of (3.2))
- $\Phi_3(a([b(c), b(c)]) = ([], \prod_{a}^3, a(b(c), b(c)))$ (by the last case of (3.2))
- $\Phi_3(a([b(b(c)), b(\cdots)])) = ([], a(\prod_{a}^3, b(\prod_{a}^5)), b(b(c)) \cdot a(b(c), b(c)))$ (by the first case of (3.2))
- $\Phi_3(T_0) = (b([]), \prod_{a}^3[a(\prod_{a}^3, b(\prod_{a}^5))], a(b([]), c) \cdot b(b(c)) \cdot a(b(c), b(c)))$ (by the third case of (3.2))

From $\Phi_3(T_0)$ above, we obtain:

$$
\Phi_3^*(T_0) = (b(\prod_{a}^3[a(\prod_{a}^3, b(\prod_{a}^5))]), a(b([]), c) \cdot b(b(c)) \cdot a(b(c), b(c))).
$$

3.2.3. *Properties of the Decomposition Function.* We summarize important properties of $\Phi_m$ in this subsection.

We say that an affine context $U$ is **good for $m$** if $|U| \geq m$ and $U$ is of the form $a(U_1, \ldots, U_{\Sigma(a)})$ where $|U_i| < m$ for each $i \leq \Sigma(a)$. In other words, $U$ is good if $U$ is of an appropriate size: it is large enough (i.e. $|U| \geq m$), and not too large (i.e. the size of any
proper subterm is less than \( m \). For example, \( a(b([],b(c))) \) is good for 3, but neither \( b(b([])) \) nor \( a(b([],b(c))) \) is.

The following are basic properties of the auxiliary decomposition function \( \Phi_m \). The property (1) says that the original tree can be recovered by composing the elements obtained by the decomposition, and the property (3) ensures that \( \Phi_m(T) \) extracts only good contexts from \( T \).

Lemma 3.6. Let \( T \) be a tree. If \( \Phi_m(T) = (U,E,P) \), then:

1. \( P : E, \ hn(U) = 1, \) and \( (U[E])[P] = T \).
2. \( |U| < m \).
3. For each \( i \in \{1, \ldots, \#(P)\} \), \( P_i \) is good for \( m \).
4. \( |T| = |U[E]| \).

Proof. (1)–(3) follow by straightforward simultaneous induction on \( |T| \). (4) follows from (1) and Lemma 3.4.

The following lemma ensures that \( \text{shn}(E) \) is sufficiently large whenever \( \Phi_m(T) = (E,P) \). Recall condition (ii) of (T3) in Section 3.1; \( \text{shn}(E) \) corresponds to \( c_E \).

Lemma 3.7. For any tree \( T \) and \( m \) such that \( 1 \leq m \leq |T| \), if \( \Phi_m(T) = (U,E,P) \), then

\[
\#(P) \geq \frac{|T|}{2rm}.
\]

Proof. Recall that \( r \triangleq \max(\mathrm{Im}(\Sigma)) \) and we assume \( r \geq 1 \). We show below that

\[
|U| + 2rm\#(P) - rm \geq |T|
\]

by induction on \( T \). Then it follows that

\[
2rm\#(P) \geq |T| + rm - |U| > |T| + rm - m \geq |T|
\]

(where the second inequality uses Lemma 3.6(2)), which implies \( \#(P) > \frac{|T|}{2rm} \) as required.

Since \( |T| \geq m \), \( \Phi_m(T) \) is computed by Equation (3.2), on which we perform a case analysis. Let \( T = a(T_1, \ldots, T_{\Sigma(a)}) \) and \( \Phi_m(T_i) = (U_i, E_i, P_i) \) \( (i \leq \Sigma(a)) \).

• The first case: In this case, we have

\[
U = [] \quad P = P_{i_1}P_{i_2}\cdots P_{i_s}
\]
where \( \{i_1, \ldots, i_s\} = \{i \leq \Sigma(a) \mid |T_i| \geq m\} \) and \( s \geq 2 \), since if \(|T_i| < m\) then \( P_i = \epsilon\). Note that we have \( r \geq 2 \) in this case. Then,

\[
|U| + 2rm\#(P) - rm
\]

\[
= 2rm \left( \sum_{j \leq s} #(P_i) \right) - rm
\]

\[
\geq \left( \sum_{j \leq s} (|T_i| + rm - |U_i|) \right) - rm \quad (\because \text{by induction hypothesis for } T_i)
\]

\[
\geq \left( \sum_{j \leq s} (|T_i| + rm - (m - 1)) \right) - rm \quad (\because |U_i| \leq m - 1 \text{ by Lemma 3.6(2)})
\]

\[
= \left( \sum_{j \leq s} |T_i| \right) + srm - sm + s - rm
\]

\[
\geq \left( \sum_{j \leq s} |T_i| \right) + 2rm - sm + s - rm - r + 1 \quad (\because s \geq 2 \text{ and } r \geq 1)
\]

\[
= \left( \sum_{j \leq s} |T_i| \right) + (r - s)(m - 1) + 1
\]

\[
\geq \left( \sum_{j \leq s} |T_i| \right) + (\Sigma(a) - s)(m - 1) + 1 \quad (\because r \geq \Sigma(a))
\]

\[
\geq \left( \sum_{j \leq s} |T_i| \right) + (\sum_{i \in \{1, \ldots, \Sigma(a)\} \setminus \{i_1, \ldots, i_s\}} |T_i|) + 1
\]

\[
\quad (\because m - 1 \geq |T_i| \text{ for } i \in \{1, \ldots, \Sigma(a)\} \setminus \{i_1, \ldots, i_s\})
\]

\[
= |T|
\]

as required.

- The second case: In this case, we have

\[
U = [] \quad P = a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)}) P_i
\]

and \(|T_j| \geq m\) if and only if \( j = i \). Also we have \( r \geq 1 \). Then,

\[
|U| + 2rm\#(P) - rm
\]

\[
= 2rm (1 + #(P_i)) - rm
\]

\[
= rm + 2rm\#(P_i)
\]

\[
\geq rm + (|T_i| + rm - |U_i|) \quad (\because \text{by induction hypothesis for } T_i)
\]

\[
\geq |T_i| + rm - (m - 1) \quad (\because rm \geq 0, |U_i| \leq m - 1 \text{ by Lemma 3.6(2)})
\]

\[
\geq |T_i| + rm - r - m + 2 \quad (\because r \geq 1)
\]

\[
= |T_i| + (r - 1)(m - 1) + 1
\]

\[
\geq |T_i| + (\Sigma(a) - 1)(m - 1) + 1 \quad (\because r \geq \Sigma(a))
\]

\[
\geq |T_i| + \left( \sum_{j \in \{1, \ldots, \Sigma(a)\} \setminus \{i\}} |T_j| \right) + 1
\]

\[
= |T|
\]

as required.

- The third case of (3.2): In this case, we have

\[
U = a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)}) \quad P = P_i
\]
and $|T_j| \geq m$ if and only if $j = i$. Then,

$$|U| + 2rm\#(P) - rm$$

$$= 1 + (\sum_{j \neq i} |T_j|) + |U_i| + 2rm\#(P_i) - rm$$

$$\geq 1 + (\sum_{j \neq i} |T_j|) + |T_i| \quad (\because \text{by induction hypothesis for } T_i)$$

$$= |T|$$

as required.

- The fourth case of (3.2): In this case, we have

$$U = [] \quad P = T.$$ 

Then

$$|U| + 2rm\#(P) - rm$$

$$= rm$$

$$\geq r(m - 1) + 1 \quad (\because r \geq 1)$$

$$\geq \Sigma(a)(m - 1) + 1 \quad (\because r \geq \Sigma(a))$$

$$\geq (\sum_{j \in \{1, \ldots, \Sigma(a)\}} |T_j|) + 1$$

$$= |T|$$

as required. \qed

### 3.2.4. Decomposition of $T_n(\Sigma)$

This subsection shows that the decomposition function $\Phi_m$ above provides a witness for a bijection of the form

$$T_n(\Sigma) \cong \prod_{E \in E_n} \prod_{j=1}^{\alpha(E)} U_{E,j}.$$ 

We prepare some definitions to precisely state the bijection. We define the set $E^m_n$ of second-order contexts and the set $U^m_{\prod_k}$ of affine contexts by:

$$E^m_n \triangleq \{ E \mid (E, P) = \Phi_m(T) \text{ for some } T \in T_n(\Sigma) \text{ and } P \}$$

$$U^m_{\prod_k} \triangleq \{ U \mid U : \prod_k^n, U \text{ is good for } m \}. $$

Intuitively, $E^m_n$ is the set of second-order contexts obtained by decomposing a tree of size $n$, and $U^m_{\prod_k}$ is the set of good contexts that match the second-order context $\prod_k^n$.

The bijection is then stated as the following lemma.

**Lemma 3.8.**

$$T_n(\Sigma) \cong \prod_{E \in E^m_n} \prod_{i=1}^{\alpha_n(E)} U^m_{E,i}.$$ \hspace{1cm} (3.3)

The rest of this subsection is devoted to a proof of the lemma above; readers may wish to skip the rest of this subsection upon the first reading.

**Lemma 3.9.** If $E \in E^m_n$, then $|E| = n$.

**Proof.** Suppose $E \in E^m_n$. Then $(E, P) = \Phi_m(T)$ for some $T \in T_n(\Sigma)$ and $P$. By Lemma 3.6(4), $|E| = |T| = n$. \qed
For a second-order context $E$, and $m \geq 1$, we define the set $\mathcal{P}_E^m$ of sequences of affine contexts:

$$\mathcal{P}_E^m \triangleq \{ P \mid (E, P) = \Phi_m^*(T) \text{ for some } T \in \mathcal{T}(\Sigma)\}.$$ 

The set $\mathcal{P}_E^m$ consists of sequences $P$ of affine contexts that match $E$ and are obtained by the decomposition function $\Phi_m^*$. In the rest of this subsection, we prove the bijection in Lemma 3.8 in two steps. We first show Lemma 3.11 ($\text{Coproduct Lemma (for Grammar-Independent Decomposition)}$), and then show $\mathcal{P}_E^m = \prod_{j=1}^{\aleph_0(E)} \mathcal{U}_{E,j}^m$ (Lemma 3.10, called “product lemma”).

**Lemma 3.10** (Coproduct Lemma (for Grammar-Independent Decomposition)). For any $n \geq 1$ and $m \geq 1$, there exists a bijection

$$\mathcal{T}_n(\Sigma) \cong \prod_{E \in \mathcal{E}_n^m} \mathcal{P}_E^m$$

that maps each element $(E, P)$ of the set $\prod_{E \in \mathcal{E}_n^m} \mathcal{P}_E^m$ to $E[P] \in \mathcal{T}_n(\Sigma)$.

**Proof.** We define a function

$$f : \prod_{E \in \mathcal{E}_n^m} \mathcal{P}_E^m \to \mathcal{T}_n(\Sigma)$$

by $f(E, P) \triangleq E[P]$, and a function

$$g : \mathcal{T}_n(\Sigma) \to \prod_{E \in \mathcal{E}_n^m} \mathcal{P}_E^m$$

by $g(T) \triangleq \Phi_m^*(T)$.

Let us check that these are functions into the codomains:

- $f(E, P) \in \mathcal{T}_n(\Sigma)$: Since $P \in \mathcal{P}_E^m$, there exists $T \in \mathcal{T}(\Sigma)$ such that $(E, P) = \Phi_m^*(T)$. By Lemma 3.6(1), we have $f(E, P) = E[P] = T \in \mathcal{T}(\Sigma)$. By the condition $E \in \mathcal{E}_n^m$ and by Lemmas 3.4 and 3.9, $|E[P]| = |E| = n$. Thus, $(E, P) \in \mathcal{T}_n(\Sigma)$ as required.

- $g(T) \in \prod_{E \in \mathcal{E}_n^m} \mathcal{P}_E^m$: Obvious from the definitions of $\mathcal{E}_n^m$ and $\mathcal{P}_E^m$.

We have $f(g(T)) = T$ by Lemmas 3.6(1). Let $(E, P) \in \prod_{E \in \mathcal{E}_n^m} \mathcal{P}_E^m$. By definition, there exists $T \in \mathcal{T}(\Sigma)$ such that $(E, P) = \Phi_m^*(T)$. By using Lemmas 3.4 and 3.9 again, we have $|T| = |E[P]| = |E| = n$. Thus, $(E, P) = g(T)$. Then

$$g(f(E, P)) = g(f(g(T))) = g(T) = (E, P).$$

It remains to show the product lemma: $\mathcal{P}_E^m = \prod_{j=1}^{\aleph_0(E)} \mathcal{U}_{E,j}^m$. To this end, we prove a few more properties about the auxiliary decomposition function $\Phi_m$.

**Lemma 3.11.** If $|T| \geq m$ and $\Phi_m(T) = (U, E, P)$, then $|E| \geq m$.

**Proof.** Straightforward induction on $T$. }

The following lemma states that, given $\Phi_m(U[T]) = (U, E, P)$, $P$ is determined only by $T$ ($U$ does not matter); this is because the decomposition is performed in a bottom-up manner.

**Lemma 3.12.** For $m \geq 1$, $E$, $P$, $T$, and a linear context $U$ with $|T| \geq m$ and $|U| < m$, we have $\Phi_m(T) = ([], E, P)$ if and only if $\Phi_m(U[T]) = (U, E, P)$. 

Proof. The proof proceeds by induction on $|U|$. If $U = []$ the claim trivially holds. If $U \neq []$, $U$ is of the form $a(T_1, \ldots, U_i, \ldots, T_{\Sigma(a)})$. Since $|U| < m$, we have $|U_i| < m$ and $|T_j| < m$ for every $j \neq i$.

Assume that $\Phi_m(T) = ([], E, P)$. By the induction hypothesis, we have $\Phi_m(U_i[T]) = (U_i, E, P)$. Since $|U| = |a(T_1, \ldots, T_{i-1}, U_i, T_{i+1}, \ldots, T_{\Sigma(a)})| < m$, we should apply the third case of Equation (3.2) to compute $\Phi(U[T])$. Hence, we have

$$\Phi_m(U[T]) = (a(T_1, \ldots, T_{i-1}, U_i, T_{i+1}, \ldots, T_{\Sigma(a)}), E, P) = (U, E, P).$$

Conversely, assume that

$$\Phi_m(U[T]) = (U, E, P) = (a(T_1, \ldots, T_{i-1}, U_i, T_{i+1}, \ldots, T_{\Sigma(a)}), E, P).$$

Let $(U_i', E_i', P_i') = \Phi_m(U_i[T])$ and $(U_i', E_i', P_i') = \Phi_m(T_j)$ for each $j \neq i$. Then the final step in the computation of $\Phi_m(U[T])$ must be the third case; otherwise $U = []$, a contradiction. By the position of the unique hole in $U$, it must be the case that $U = a(T_1, \ldots, T_{i-1}, U_i', T_{i+1}, \ldots, T_{\Sigma(a)})$, $E = E_i'$ and $P = P_i'$. So $(U, E, P) = \Phi_m(U_i[T])$.

By the induction hypothesis, $\Phi_m(T) = ([], E, P)$. □

The following is the key lemma for the product lemma, which says that if $(U, E, P) = \Phi_m(T)$, the decomposition is actually independent of the $P$-part.

Lemma 3.13. If $(U, E, P) = \Phi_m(T)$, then $\Phi_m(U[E[P']] = (U, E, P')$ for any $P' \in \prod_{i=1}^{\text{shn}(E)} U_{E_i[i]}^m$.

Proof. The proof proceeds by induction on $|T| = |U[E]|$. If $|T| < m$, then $E = T$, hence $\text{shn}(E) = 0$. Thus, $P = P' = e$, which implies $\Phi_m(U[E[P']] = \Phi_m(T) = (U, E, P) = (U, E, P')$.

For the case $|T| \geq m$, we proceed by the case analysis on which rule of Equation (3.2) was used to compute $(U, E, P) = \Phi_m(T)$. Assume that $T = a(T_1, \ldots, T_{\Sigma(a)})$ and $(U_i, E_i, P_i) = \Phi_m(T_j)$ for each $i = 1, \ldots, \Sigma(a)$. By Lemma 3.6, we have $P_i : E_i$ for each $i$.

• The first case of Equation (3.2): We have $|T_j|, |T_{j'}| \geq m$ for some $1 \leq j < j' \leq \Sigma(a)$, and:

$$U = [], \quad E = a(U_1[E_1], \ldots, U_{\Sigma(a)}[E_{\Sigma(a)}]) \quad P = P_1 \cdots P_{\Sigma(a)}.$$ 

Since $P, P' : E$, we can split $P' = P'_1 \cdots P'_{\Sigma(a)}$ so that $P'_i : E_i$ for each $i$. By the induction hypothesis,

$$\Phi_m(U_i[E_i][P'_i]) = (U_i, E_i, P'_i) \quad (\text{for each } i = 1, \ldots, \Sigma(a)).$$

Since $|U_j[E_j][P'_j]| = |U_j[E_j]| = |T_j| \geq m$ and $|U_{j'}[E_{j'}][P'_{j'}]| = |U_{j'}[E_{j'}]| = |T_{j'}| \geq m$ for some $1 \leq j < j' \leq \Sigma(a)$, we have

$$\Phi_m(U[E[P']]) = \Phi_m(a(U_1[E_1][P'_1], \ldots, U_{\Sigma(a)}[E_{\Sigma(a)}][P'_{\Sigma(a)}]))$$

$$= ([], a(U_1[E_1], \ldots, U_{\Sigma(a)}[E_{\Sigma(a)}]), P'_1 \cdots P'_{\Sigma(a)})$$

$$= (U, E, P')$$

as required.

• The second case of Equation (3.2): We have $|T_j| \geq m$ for a unique $j \in \{1, \ldots, \Sigma(a)\}$ and:

$$n \triangleq |U_0| \geq m \quad U = [[E_j]] \quad E = [[E_j]] \quad P = U_0 \cdot P_j$$

for $U_0 \triangleq a(T_1, \ldots, T_{j-1}, U_j, T_{j+1}, \ldots, T_{\Sigma(a)})$. Because $|T_j| \geq m$, we have $|E_j| \geq m$ by Lemma 3.11. Now we have $|E_j[P_j]| = |E_j| \geq m$, $|U_j| < m$, and $\Phi_m(U_j[E_j[P_j]]) = \ldots$
\( \Phi_m(T_j) = (U_j, E_j, P_j) \); hence by Lemma 3.12, we have \( \Phi_m(E_j[P_j]) = ([], E_j, P_j) \). Let \( P' = U'_0 \cdot P'' \). By the assumption, \( U'_0 \vdash [\_\_\_]^n \) and thus \( U'_0 \) is a 1-context. Also, \( U'_0 \) is good for \( m \); thus \( |U'_0| \geq m \) and \( U'_0 \) is of the form \( \alpha'(T'_1, \ldots, T'_{j-1}, U'_j, T'_j, \ldots, T'_{\Sigma(a')} \) where \( |U'_j| < m \) and \( |T'_i| < m \) for every \( i \neq j \). Now we have

1. \( \Phi_m(U'_j[E_j][P_j]) = (U'_j, E_j, P_j) \) by Lemma 3.12 and \( \Phi_m(E_j[P_j]) = ([], E_j, P_j) \);
2. \( P'' \in \prod_{i=1}^{\text{shn}(E)} U^m_{E,i} \) since \( P' = U'_0 \cdot P'' \in \prod_{i=1}^{\text{shn}(E)} U^m_{E,i} \) where \( E = [\_\_\_]^n \);
3. \( |U'_j[E_j]| < |U'_0[E_j]| = n + |E_j| = |E| = |U[E]| \).

Therefore, we can apply the induction hypothesis to \( U'_j[E_j] \), resulting in

\[ \Phi_m(U'_j[E_j][P'']) = (U'_j, E_j, P'') \]

We have \( |U'_j[E_j]| \geq |E_j| \geq m \) and \( |T'_i| < m \) for every \( i \neq j \). Furthermore

\[ |\alpha'(T'_1, \ldots, T'_{j-1}, U'_j, T'_j, \ldots, T'_{\Sigma(a')})| = |U'_0| = n \geq m \]

Hence we have

\[
\Phi_m(U[E][P']) = \Phi_m(U'_0[E_j][P'']) \\
= \Phi_m(\alpha'(T'_1, \ldots, T'_{j-1}, U'_j, T'_j, \ldots, T'_{\Sigma(a')}[E_j][P'']) \\
= \Phi_m(\alpha'(T'_1, \ldots, T'_{j-1}, U'_j[E_j][P''], T'_j, \ldots, T'_{\Sigma(a')})) \\
= ([], [\_\_\_]^n[E_j], U'_0 \cdot P'') \\
= (U, E, P')
\]

- The third case of Equation (3.2): We have \( |T_j| = |U_j[E_j]| \geq m \) for a unique \( j \in \{1, \ldots, \Sigma(a)\} \) (and thus \( |T_i| < m \) for every \( i \neq j \) and:

\[ U = a(T_1, \ldots, T_{j-1}, U_j, T_{j+1}, \ldots, T_{\Sigma(a)}) \quad |U| < m \quad E = E_j \quad P = P_j. \]

By the induction hypothesis,

\[ \Phi_m(U_j[E_j][P']) = (U_j, E_j, P'). \]

Since \( |T_i| < m \) for every \( i \neq j \) and \( |a(T_1, \ldots, T_{j-1}, U_j, T_{j+1}, \ldots, T_{\Sigma(a)})| < m \), we have

\[ \Phi_m(U[E][P']) = \Phi_m(a(T_1, \ldots, T_{j-1}, U_j[E_j][P'], T_{j+1}, \ldots, T_{\Sigma(a)})) \\
= (a(T_1, \ldots, T_{j-1}, U_j, T_{j+1}, \ldots, T_{\Sigma(a)}), E_j, P') \\
= (U, E, P') \]

- The fourth case of Equation (3.2): Let \( n \) be \( |T| \); we have \( n \geq m \) and:

\[ U = [] \quad E = [\_\_\_]^n \quad P = T. \]

Since \( P' : E, P' \) must be a singleton sequence consisting of a tree, say \( T' = a'(T'_1, \ldots, T'_{\Sigma(a')} \).

By the assumption, \( T' \) is good for \( m \). Hence \( |T'| \geq m \) and \( |T'_i| < m \) for every \( i = 1, \ldots, \Sigma(a') \). So

\[ \Phi_m(U[E][P']) = \Phi_m(T') = ([], [\_\_\_]^n, T') = (U, E, P'). \]

\[ \square \]

**Corollary 3.14.** If \( (E, P) = \Phi^*_m(T) \), then \( \Phi^*_m(E[P']) = (E, P') \) for any \( P' \in \prod_{i=1}^{\text{shn}(E)} U^m_{E,i}. \)
Proof. If \((E, P) = \Phi_m^*(T)\), then \((U, E', P) = \Phi_m(T)\) and \(U[E'] = E\) for some \(U, E'\). Since \(\prod_{i=1}^{\text{ahn}(E)} U_{E,i}^m = \prod_{i=1}^{\text{ahn}(E')} U_{E',i}^m\), Lemma 3.13 implies \(\Phi_m(E[P']) = \Phi_m(U[E'] [P']) = (U, E', P')\). Thus, we have \(\Phi_m^*(E[P']) = (U[E'], P') = (E, P')\) as required. \(\square\)

We are now ready to prove the product lemma.

**Lemma 3.15 (Product Lemma (for Grammar-Independent Decomposition)).** For \(E\) and \(m \geq 1\), if \(P_E^m\) is non-empty, then

\[
P_E^m = \prod_{i=1}^{\text{ahn}(E)} U_{E,i}^m.
\]

**Proof.** The direction \(\subseteq\) follows from the fact that \((E, P) = \Phi_m^*(T)\) implies \(P : E\) and \(P, i\) is good for \(m\) (Lemma 3.6).

We show the other direction. Since \(P_E^m \neq \emptyset\), there exist \(P\) and \(T\) such that \(\Phi_m^*(T) = (E, P)\). Let \(P' \in \prod_{i=1}^{\text{ahn}(E)} U_{E,i}^m\). By Corollary 3.14, we have \(\Phi_m^*(E[P']) = (E, P')\). This means that \(P' \in P_E^m\). \(\square\)

Lemma 3.8 follows as an immediate corollary of Lemmas 3.10 and 3.15.

### 3.3. Grammars in Canonical Form

As a preparation for generalizing the decomposition of \(\mathcal{T}_n(\Sigma)\) (Lemma 3.8) to that of \(\mathcal{L}_n(\mathcal{G}, N)\), we first transform a given regular tree grammar into *canonical form*, which will be defined shortly (in Definition 3.16). We prove that the transformation preserves unambiguity and (a weaker version of) strong connectivity.

**Definition 3.16 (Canonical Grammar).** A rewriting rule of a regular tree grammar \(\mathcal{G}\) is in *canonical form* if it is of the form

\[
N \rightarrow \mathcal{G} a(N_1, \ldots, N_{\Sigma(a)}).
\]

A grammar \(\mathcal{G} = (\Sigma, \mathcal{N}, \mathcal{R})\) is *canonical* if every rewriting rule is in canonical form.

We transform a given regular tree grammar \(\mathcal{G} = (\Sigma, \mathcal{N}, \mathcal{R})\) to an equivalent one in canonical form. The idea of the transformation is fairly simple: we replace a rewriting rule

\[
N \rightarrow a(T_1, \ldots, T_n)
\]

such that \(T_i \notin \mathcal{N}\) with rules

\[
\{ N \rightarrow a(T_1, \ldots, T_{i-1}, N', T_{i+1}, \ldots, T_n), \quad N' \rightarrow T_i \}
\]

where \(N'\) is a fresh nonterminal that does not appear in \(\mathcal{N}\). After iteratively applying the above transformation, we next replace a rewriting rule of the form \(N \rightarrow N'\) with rules

\[
\{ N_0 \rightarrow a(\ldots, N', \ldots) \mid (N_0 \rightarrow a(\ldots, N, \ldots)) \in \mathcal{R} \}.
\]

Again by iteratively applying this transformation, we finally obtain a grammar in canonical form.

The transformation, however, does not preserve strong connectivity. For example, consider the grammar \(\mathcal{G} = \{ \{a \rightarrow 2, b \rightarrow 1, c \rightarrow 0\}, \{N\}, \mathcal{R} \} \) where

\[
\mathcal{R} = \{ N \rightarrow b(c), \quad N \rightarrow a(N, N) \}.
\]

Then the above transformation introduces a nonterminal \(N'\) as well as rules

\[
N \rightarrow b(N') \quad \text{and} \quad N' \rightarrow c.
\]
Then $N$ is not reachable from $N'$.

Observe that the problem above was caused by a newly introduced nonterminal that generates a single finite tree. To overcome the problem, we introduce a weaker version of strong connectivity called essential strong-connectivity. It requires strong connectivity only for nonterminals generating infinite languages; hence, it is preserved by the above transformation.

**Definition 3.17** (Essential Strong-connectivity). Let $G = (\Sigma, N, R)$ be a regular tree grammar. We say that $G$ is essentially strongly-connected if for any nonterminals $N_1, N_2 \in N$ with $\#(L(G, N_1)) = \#(L(G, N_2)) = \infty$, $N_2$ is reachable from $N_1$.

Note that by the definition, every strongly-connected grammar is also essentially strongly-connected. In the definition above, as well as in the arguments below, nonterminals $N$ with $\#(L(G, N)) = \infty$ play an important role. We write $N_{\text{inf}}$ for the subset of $N$ consisting of such nonterminals.

**Remark 3.18.** A regular tree grammar that is essentially strongly-connected can be easily transformed into a strongly-connected grammar, hence the terminology. Let $G$ be an essentially strongly-connected grammar and $N \in N_{\text{inf}}$. We say that a nonterminal is inessential if it generates a finite language. Let $N_0$ be an inessential nonterminal of a grammar $G$ such that $L(G, N_0) = \{T_1, \ldots, T_n\}$. Then by replacing each rule

$$N_1 \rightarrow C[N_0, \ldots, N_0]$$

(where $C$ is a $k$-context possibly having nonterminals other than $N_0$) with rules

$$\{N_1 \rightarrow C[T_{i_1}, \ldots, T_{i_k}] \mid i_1, \ldots, i_k \in \{1, \ldots, n\}\},$$

one can remove the inessential nonterminal $N_0$ from the grammar. A grammar $G$ is essentially strongly-connected if and only if the grammar $G'$ obtained by removing all inessential nonterminals is strongly-connected. This transformation preserves the language in the following sense: writing $G' = (\Sigma, N_{\text{inf}}, R')$ for the resulting grammar, we have $L(G, N) = L(G', N)$ for each $N \in N_{\text{inf}}$. Note that the process of erasing inessential nonterminals breaks canonicity; in fact, the class of languages generated by strongly-connected canonical regular tree grammars is a proper subset of that of essentially strongly-connected canonical regular tree grammars.

Recall that the second main theorem (Theorem 2.13) takes a family $(S_n)_{n \in \mathbb{N}}$ from $S(G) = \bigcup_{N, N' \in N} L(G, N \Rightarrow N')$. In order to restate the theorem for essentially strongly-connected grammars, we need to replace $S(G)$ with the “essential” version, namely,

$$S_{\text{inf}}(G) \triangleq \bigcup_{N, N' \in N_{\text{inf}}} L(G, N \Rightarrow N').$$

**Lemma 3.19** (Canonical Form). Let $G = (\Sigma, N, R)$ be a regular tree grammar that is unambiguous and strongly-connected. Then one can (effectively) construct a grammar $G' = (\Sigma, N', R')$ and a family $(I_N)_{N \in N}$ of subsets $I_N \subseteq N'$ that satisfy the following conditions:

- $G'$ is canonical, unambiguous and essentially strongly-connected.
- $L(G, N) = \bigcup_{N' \in I_N} L(G', N')$ for every $N \in N$.
- If $\#(L(G)) = \infty$, then $S(G) \subseteq S_{\text{inf}}(G')$.

**Proof.** See Appendix B.
3.4. Decomposition of Regular Tree Languages. This subsection generalizes the decomposition of $\mathcal{T}_n(\Sigma)$ in Section 3.2:

$$\mathcal{T}_n(\Sigma) \cong \prod_{E \in \mathcal{E}_n} \prod_{i=1}^{\text{shn}(E)} \mathcal{U}_{E,i}^m$$

to that of $\mathcal{L}_n(\mathcal{G}, N)$, and proves a bijection of the following form:

$$\mathcal{L}_n(\mathcal{G}, N) \cong \prod_{E \in \mathcal{E}_n(\mathcal{G}, N)} \prod_{i=1}^{\text{shn}(E)} \tilde{\mathcal{U}}_{E,i}^m(\mathcal{G}).$$

Here, $\tilde{E}$ denotes a typed second-order context (which will be defined shortly in Section 3.4.1), each of whose second-order holes $\tilde{E}.i = [\_]^n_\kappa$ carries not only the size $n$ but the context type $\kappa$ of a context to be substituted for the hole. Accordingly, we have replaced $\mathcal{U}_{E,i}^m$ with $\tilde{\mathcal{U}}_{E,i}^m(\mathcal{G})$, which denotes the set of contexts that respect the context type specified by $\tilde{E}.i$.

In the rest of this subsection, we first define the notion of typed second-order contexts in Section 3.4.1, extend the decomposition function accordingly in Section 3.4.2, and use it to prove the above bijection in Section 3.4.3. Throughout this subsection (i.e., Section 3.4), we assume that $\mathcal{G}$ is a canonical and unambiguous grammar. We emphasize here that the discussion in this subsection essentially relies on both unambiguity and canonicity of the grammar. The essential strong connectivity is not required for the results in this subsection; it will be used in Section 3.5, to show that each component $\tilde{\mathcal{U}}_{E,i}^m(\mathcal{G})$ contains an affine context that has $S_{[\log n]}$ as a subcontext (recall condition (i) of (T3) in Section 3.1).

Remark 3.20. Note that any deterministic bottom-up tree automaton (without any $\epsilon$-rules) [21] can be considered an unambiguous canonical tree grammar, by regarding each transition rule $a(q_1, \ldots, q_k) \rightarrow q$ as a rewriting rule $N_q \rightarrow a(N_{q_1}, \ldots, N_{q_k})$. Thus, by the equivalence between the class of tree languages generated by regular tree grammars and the class of those accepted by deterministic bottom-up tree automata, any regular tree grammar can be converted to an unambiguous canonical tree grammar.

3.4.1. Typed Second-Order Contexts. The set of $\mathcal{G}$-typed second-order contexts, ranged over by $\tilde{E}$, is defined by:

$$\tilde{E} ::= [[N_{1\_1}\ldots N_k]_{ \Rightarrow \_ N} \alpha]_{\_1\ldots\_k} \in \mathcal{L}_n(\mathcal{G}, \alpha) \quad (a \in \text{Dom}(\Sigma)).$$

The subscript $\kappa = (N_1 \_ \ldots \_ N_k \Rightarrow \_ N)$ describes the type of first-order contexts that can be substituted for this second-order hole; the superscript $n$ describes the size as before. Hence a (first-order) context $C$ is suitable for filling a second-order hole $[[\_]^n_\kappa$ if $C : \kappa$ and $|C| = n$. We write $C : [[\_]^n_\kappa$ if $C : \kappa$ and $|C| = n$. The operations such as $\tilde{E}.i$, $\tilde{E}[C]$ and $\tilde{E}[P]$ are defined analogously. For a sequence of contexts $P = C_1 C_2 \ldots C_\ell$, we write $P : \tilde{E}$ if $(P) = \text{shn}(\tilde{E})$ and $C_i : \tilde{E}.i$ for each $i \leq \text{shn}(\tilde{E})$.

We define the second-order context typing relation $\vdash \tilde{E} : N$ inductively by the rules in Figure 5. Intuitively, $\vdash \tilde{E} : N$ means that $\tilde{E}[P] \in \mathcal{L}(\mathcal{G}, N)$ holds for any $P$ such that $P : \tilde{E}$ (as confirmed in Lemma 3.23 below). As in the case of untyped second-order contexts, we actually use only typed second-order contexts with holes of the form $[[\_]^n_{N_1\_\ldots\_N_k \Rightarrow \_ N}$ where $k$ is 0 or 1.
Lemma 3.22. The following rule is derivable:

\[ \vdash \bar{E}_i : N_i \text{ (for each } i = 1, \ldots, k) \]

\[ \vdash \prod_{N_1 \cdots N_k \Rightarrow N} [E_1, \ldots, E_k] : N \]  

\( (N \rightarrow a(N_1, \ldots, N_{\Sigma(a)})) \in \mathcal{R} \quad \vdash \bar{E}_i : N_i \text{ (for each } i = 1, \ldots, \Sigma(a)) \)

(SC-Term)

\[ \vdash a(\bar{E}_1, \ldots, \bar{E}_{\Sigma(a)}) : N \]  

(Figure 5. Typing rules for \( \bar{E} \))

Example 3.21. Recall the second-order context \( E = b(\prod \{a(\prod \{b(\prod \})\})\) in Figure 4 and Example 3.2. Given the grammar consisting of the rules:

\[
A \to a(B, B) \\
B \to b(A) \\
B \to c,
\]

the corresponding typed second-order context \( \bar{E} \) is:

\[
b(\prod \{A \to a(\prod \{b(\prod \})\}))
\]

and we have \( \vdash \bar{E} : B \). For \( P = a(b([]), c) \cdot b(b(c)) \cdot a(b(c), b(c)) \), we have \( P : \bar{E} \), and:

\[
\bar{E}[P] = b(a(b(a(b(b(c))), b(a(b(c), b(c))))), c)) \in \mathcal{L}(G, B).
\]

Lemma 3.22. The following rule is derivable:

\[ C \in \mathcal{L}(G, N_1 \cdots N_k \Rightarrow N) \quad \vdash \bar{E}_i : N_i \text{ (for each } i = 1, \ldots, k) \]

(SC-Ctx)

Proof. The proof proceeds by induction on \( C \). Assume that the premises of the rule hold. If \( C = [] \), then \( C[\bar{E}_1, \ldots, \bar{E}_k] = \bar{E}_1 \) and \( N = N_1 \); thus the result follows immediately from the assumption. If \( C = a(C_1, \ldots, C_{\ell}) \), then by the assumption that the grammar is canonical and \( C \in \mathcal{L}(G, N_1 \cdots N_k \Rightarrow N) \), we have \( N \rightarrow a(N'_1, \ldots, N'_\ell) \) with \( C_i \in \mathcal{L}(G, N_{k_i-1} \cdots N_{k_i} \Rightarrow N'_i) \) for \( i = 1, \ldots, \ell \) where \( k_0 = 0 \) and \( k_\ell = k \). By the induction hypothesis, we have \( \vdash C_i[\bar{E}_{k_i-1} + 1, \ldots, \bar{E}_{k_i}] : N'_i \). Thus, by using rule (SC-Term), we have \( \vdash C[\bar{E}_1, \ldots, \bar{E}_k] : N \) as required.

Lemma 3.23. Assume that \( \vdash E : N \).

1. If \( \text{shn}(E) = 0 \), then \( E \) is a tree and \( \bar{E} \in \mathcal{L}(G, N) \).
2. If \( \text{shn}(E) \geq 1 \) and \( C : E.1 \), then \( \vdash E[C] : N \).
3. If \( P : E \), then \( \bar{E}[P] \in \mathcal{L}(G, N) \).

Proof. (1) By induction on the structure of \( \vdash E : N \). (2) By induction on the structure of \( \vdash E : N \). The base case is when \( E = \prod \{N_1 \cdots N_k \Rightarrow N[\bar{E}_1, \ldots, \bar{E}_k] \). Since \( \vdash E : N \), we have \( \vdash \bar{E}_i : N_i \) for each \( i \). Then by the derived rule (SC-Ctx), we have \( \vdash C[\bar{E}_1, \ldots, \bar{E}_k] : N \). (3) By induction on \( \text{shn}(E) \) (using (1) and (2)).
We prove that, for every $T \xymatrix{\tilde{\circ} \ar[r] & \cdots \ar[r] & \circ}$

By induction on $L$

Lemma 3.25. Let $C$ be a (first-order) $k$-context and $T_1, \ldots, T_k$ be trees. Assume that $C[T_1, \ldots, T_k] \in \mathcal{L}(G, N)$. Then there exists a unique family $(N_i)_{i \in \{1, \ldots, k\}}$ such that $C \in \mathcal{L}(G, N_1 \cdots N_k \Rightarrow N)$ and $T_i \in \mathcal{L}(G, N_i)$ for every $i = 1, \ldots, k$.

Proof. By induction on $C$.

- Case $C = []$: Then $k = 1$. The existence follows from $[] \in \mathcal{L}(G, N \Rightarrow N)$ (as $N \rightarrow^* N$) and $T_1 = C[T_1] \in \mathcal{L}(G, N)$. The uniqueness follows from the fact that $[] \in \mathcal{L}(G, N_1 \Rightarrow N)$ implies $N_1 = N$. 

Figure 6. Refinement relation
• Case $C = a(C_1, \ldots, C_{\Sigma(a)})$: Let $\ell = \Sigma(a)$, $k_i = \text{hn}(C_i)$ for each $i = 1, \ldots, \ell$ and 

$$(T_{1,1}, \ldots, T_{1,k_1}, T_{2,1}, \ldots, T_{2,k_2}, \ldots, T_{\ell,1}, \ldots, T_{\ell,k_\ell}) = (T_1, \ldots, T_k).$$

Then $C[T_1, \ldots, T_k] = a(C_1[T_1, \ldots, T_{1,k_1}], \ldots, C_\ell[T_{\ell,1}, \ldots, T_{\ell,k_\ell}]).$ Since $C[T_1, \ldots, T_k] \in \mathcal{L}(G, N)$, there exists a rewriting sequence

$$N \rightarrow a(N_1, \ldots, N_i) \rightarrow^* a(C_1[T_1, \ldots, T_{1,k_1}], \ldots, C_\ell[T_{\ell,1}, \ldots, T_{\ell,k_\ell}]).$$

Thus $N_i \rightarrow^* C_i[T_1, \ldots, T_{1,k_i}]$, i.e., $C_i[T_1, \ldots, T_{1,k_i}] \in \mathcal{L}(G, N_i)$, for each $i = 1, \ldots, \ell$. By the induction hypothesis, there exist $N_{i,1}, \ldots, N_{i,k_i}$ such that $C_i \in \mathcal{L}(G, N_{i,1} \ldots N_{i,k_i} \Rightarrow N_i)$ and $T_{i,j} \in \mathcal{L}(G, N_{i,j})$ for each $j = 1, \ldots, k_i$. Then (the rearrangement of) the family $(N_{i,j})_{1 \leq j \leq k_i}$ satisfies the requirement.

We prove the uniqueness. Assume that both $(N_{i,j}^1)_{i,j}$ and $(N_{i,j}^2)_{i,j}$ satisfy the requirement. Then, for each $m = 1, 2$, there exist $N_i^m$ ($i = 1, \ldots, \ell$) such that

$$N \rightarrow a(N_1^m, \ldots, N_n^m) \rightarrow^* a(C_1[N_1^m, \ldots, N_{1,k_1}^m], \ldots, C_\ell[N_{\ell,1}^m, \ldots, N_{\ell,k_\ell}^m]) \rightarrow^* a(C_1[T_1, \ldots, T_{1,k_1}], \ldots, C_\ell[T_{\ell,1}, \ldots, T_{\ell,k_\ell}]).$$

Since $G$ is unambiguous, $N_i^1 = N_i^2$ for each $i = 1, \ldots, \ell$. By the induction hypothesis, we have $N_i^1 = N_j^2$ for each $i$ and $j$.

\begin{lemma}
Let $G$ be a canonical unambiguous regular tree grammar and $T \in \mathcal{L}(G, N)$. Given $E$ and $P$, assume that $P : E$ and $E[P] = T$. Then $E$ has a unique refinement $\overline{E} \triangleq E$ such that $\vdash \overline{E} : N$ and $P : \overline{E}$.
\end{lemma}

\begin{proof}
We prove by induction on $E$.

• Case $E = E_1 \ldots E_k$: The sequence $P$ can be decomposed as $P = C \cdot P_1 \cdots P_k$ so that $P_i : E_i$ for each $i = 1, \ldots, k$. Furthermore $\text{hn}(C) = k$ and $|C| = n$. We have $E[P] = C[E_1[P_1], \ldots, E_k[P_k]] \in \mathcal{L}(G, N)$.

We have the existence. By Lemma 3.25, there exists a family $(N_i)_{i=1,\ldots,k}$ such that $C \in \mathcal{L}(G, N_1 \ldots N_k \Rightarrow N)$ (i.e., $C : \left[ \prod_{i=1}^{k} N_i \right] \Rightarrow N$) and $E_i[P_i] \in \mathcal{L}(G, N_i)$ for each $i = 1, \ldots, k$.

By the induction hypothesis, for each $i = 1, \ldots, k$, there exists $\overline{E}_i : N_i$ such that $\vdash \overline{E}_i : N_i$ and $P_i : \overline{E}_i$. Let $E = \left[ \prod_{i=1}^{k} N_i \right] \Rightarrow N_1 \ldots N_k$ for each $i = 1, \ldots, k$. Then $\overline{E} \triangleq E_1 \ldots E_k$ and $P : \overline{E}$.

We prove the uniqueness. Assume $\overline{E}_1$ and $\overline{E}_2$ satisfy that $\overline{E}_1 \triangleq E$ and $\overline{E}_2 \triangleq E$. $E\overline{E}_1 \triangleq N$ and $P : \overline{E}_1$ for $j = 1, 2$. Since $\overline{E}_j \triangleq E$ and $\vdash \overline{E}_j : N_1 \overline{E}_j$ must be of the form: $\overline{E}_j = \left[ \prod_{i=1}^{n} N_i \right] \Rightarrow N_1 \ldots N_k \overline{E}_1 \ldots \overline{E}_k$ with $\overline{E}_i \triangleq E_i$ and $P : \overline{E}_i$.

We have $C \in \mathcal{L}(G, N_1 \ldots N_k \Rightarrow N)$ and $P_i : \overline{E}_i$ for $i = 1, \ldots, k$. By Lemma 3.23, $\overline{E}_i[P_i] \in \mathcal{L}(G, N_i)$ for each $i = 1, \ldots, k$ and $j = 1, 2$. By Lemma 3.24(3), $E[P] = \overline{E}_1[P_1] \ldots \overline{E}_k[P_k] \in \mathcal{L}(G, N)$. Hence by Lemma 3.25, $N_1^1 = N_2^2$ for each $i = 1, \ldots, k$.

By the induction hypothesis, $\overline{E}_i = \overline{E}_i$ for each $i$. Hence $\overline{E}_1 = \overline{E}_2 = \overline{E}$.

• Case $E = E_1 \ldots E_{\Sigma(a)}$: The sequence $P$ can be decomposed as $P = P_1 \ldots P_{\Sigma(a)}$ so that $P_i : E_i$ for each $i = 1, \ldots, \Sigma(a)$. Then $E[P] = a(E_1[P_1], \ldots, E_{\Sigma(a)}[P_{\Sigma(a)}])$.

We prove the existence. Since $N \rightarrow^* a(E_1[P_1], \ldots, E_{\Sigma(a)}[P_{\Sigma(a)}])$, there exists a rule $N \rightarrow a(N_1, \ldots, N_{\Sigma(a)})$ such that

$$N \rightarrow a(N_1, \ldots, N_{\Sigma(a)}) \rightarrow^* a(E_1[P_1], \ldots, E_{\Sigma(a)}[P_{\Sigma(a)}]).$$
So \( N_i \rightarrow^* E_i[P] \) for each \( i = 1, \ldots, \Sigma(a) \). By the induction hypothesis, there exists \( E_i \triangleq N_i and P_i : E_i \). Let \( E \triangleq a(E_1, \ldots, E_{\Sigma(a)}). \) Then \( E \triangleq E_i : N, \) and \( P : E. \)

We prove the uniqueness. Assume \( E^1 \) and \( E^2 \) satisfy that \( E^j : N \) and \( P : E^j \) for \( j = 1, 2 \). Since \( E^j \triangleq E^j : N \) and \( E^j = E_i \) for \( i = 1, 2 \). Since \( E^j \triangleq E_i : N_i \) and \( P : E_i \) for each \( i \). Since \( P : E_i \), we have \( P_i : E_i^j \) for each \( i \). By Lemmas 3.23 and 3.24 (3), we have \( E_i^j[P] = E_i[P] \in \mathcal{L}(G, N_i^j) \). Now we have

\[
N \rightarrow a(N_1^j, \ldots, N_{\Sigma(a)}^j) \rightarrow^* a(E_1[P_1], \ldots, E_{\Sigma(a)}[P_{\Sigma(a)}])
\]

for \( j = 1, 2 \). Since \( G \) is unambiguous, \( N_i^1 = N_i^2 \) for each \( i = 1, \ldots, \Sigma(a) \). By the induction hypothesis, \( E_i^1 = E_i^2 \) for each \( i \). Hence \( E^1 = E^2 \).

3.4.3. **Decomposition of \( \mathcal{L}_n(G, N) \).** To formally state the decomposition lemma, we prepare some definitions. For a canonical unambiguous grammar \( G = (\Sigma, N, \mathcal{R}), N \in \mathcal{N}, n \geq 1, \) and \( m \geq 1, \) we define \( \mathcal{E}_n^m(G, N), \mathcal{P}_E^m(G, N), \) and \( \tilde{U}_E^m_n(G) \) by:

\[
\mathcal{E}_n^m(G, N) \triangleq \{ E \mid (E, P) = \Phi_m^G(T, N) \text{ for some } T \in \mathcal{L}_n(G, N) \text{ and } P \}.
\]

\[
\mathcal{P}_E^m(G, N) \triangleq \{ P \mid (E, P) = \Phi_m^G(T, N) \text{ for some } T \in \mathcal{L}(G, N) \}.
\]

\[
\tilde{U}_E^m_n(G) \triangleq \{ U \mid U : \mathbb{L}_n, U \text{ is good for } m \}.
\]

The set \( \mathcal{E}_n^m(G, N) \) consists of second-order contexts that are obtained by decomposing trees of size \( n, \) and \( \mathcal{P}_E^m(G, N) \) consists of affine context sequences that match \( E \). The set \( \mathcal{P}_E^m(G, N) \) is the set of contexts that match the hole \( \mathbb{L}_n \).

The following is the main result of this subsection.

**Lemma 3.27.**

\[
\mathcal{L}_n(G, N) \cong \prod_{E \in \mathcal{E}_n^m(G, N)} \prod_{i=1}^{\mathsf{shn}(E)} \tilde{U}_{E_i}^m_n(G).
\]

The lemma above is a direct consequence of typed versions of coproduct and product lemmas (Lemmas 3.28 and 3.30 below). The following coproduct lemma can be shown in a manner similar to Lemma 3.10:

**Lemma 3.28** (Coproduct Lemma (for Grammar-Respecting Decomposition)). For any \( n \geq 1 \) and \( m \geq 1, \) there exists a bijection

\[
\mathcal{L}_n(G, N) \cong \prod_{E \in \mathcal{E}_n^m(G, N)} \tilde{P}_E^m(G, N).
\]

such that \( (E, P) \) in the right hand side is mapped to \( E[P] \).
Proof. We define a function
\[ f : \prod_{\tilde{E} \in \tilde{E}_n^m(\mathcal{G}, N)} \tilde{P}^m_E(\mathcal{G}, N) \rightarrow \mathcal{L}_n(\mathcal{G}, N) \]
by \( f(\tilde{E}, P) \triangleq \tilde{E}[P] \), and a function
\[ g : \mathcal{L}_n(\mathcal{G}, N) \rightarrow \prod_{\tilde{E} \in \tilde{E}_n^m(\mathcal{G}, N)} \tilde{P}^m_E(\mathcal{G}, N) \]
by \( g(T) \triangleq \Phi^*_m(T, N) \).

Let us check that these are functions into the codomains:

- \( f(\tilde{E}, P) \in \mathcal{L}_n(\mathcal{G}, N) \): Since \( P \in \tilde{P}^m_E(\mathcal{G}, N) \), there exists \( T \in \mathcal{L}_n(\mathcal{G}, N) \) such that \( (\tilde{E}, P) = \Phi^*_m(T, N) \). By Lemmas 3.6 and 3.24, we have \( f(\tilde{E}, P) = \tilde{E}[P] = T \in \mathcal{L}_n(\mathcal{G}, N) \).

- \( g(T) \in \prod_{\tilde{E} \in \tilde{E}_n^m(\mathcal{G}, N)} \tilde{P}^m_E(\mathcal{G}, N) \): Obvious from the definitions of \( \tilde{E}_n^m(\mathcal{G}, N) \) and \( \tilde{P}^m_E(\mathcal{G}, N) \).

We have \( f(g(T)) = T \) by Lemmas 3.6(1) and 3.24. Let \( (\tilde{E}, P) \in \prod_{\tilde{E} \in \tilde{E}_n^m(\mathcal{G}, N)} \tilde{P}^m_E(\mathcal{G}, N) \).

By definition, there exists \( T \in \mathcal{L}_n(\mathcal{G}, N) \) such that \( (\tilde{E}, P) = \Phi^*_m(T, N) = g(T) \). Then
\[ g(f(\tilde{E}, P)) = g(f(g(T))) = g(T) = (\tilde{E}, P). \]

The following is a key lemma used for proving a typed version of the product lemma.

**Lemma 3.29.** For a nonterminal \( N, n \geq 1, m \geq 1 \) and \( \tilde{E} \in \tilde{E}_n^m(\mathcal{G}, N) \), let \( E \) be the unique second-order context such that \( \tilde{E} \triangleleft E \). Then we have
\[ \tilde{P}^m_E(\mathcal{G}, N) = \tilde{P}^m_E \cap \{ P \mid P : \tilde{E} \} \].

**Proof.** The direction \( \subseteq \) is clear. We prove the converse.

Let \( P \) be in the right hand side. Since \( \tilde{E} \in \tilde{E}_n^m(\mathcal{G}, N) \), there exist \( T' \) and \( P' \) such that
\[ \Phi^*_m(T', N) = (\tilde{E}, P') \).

By the definition of \( \Phi^*_m(T', N) \), we have \( \vdash \tilde{E} : N \). Since \( P \in \tilde{P}^m_E \), there exists \( T \) such that \( (E, P) = \Phi^*_m(T) \) and thus, by Lemma 3.6,
\[ \Phi^*_m(E[P]) = (E, P) \).

Since \( \Phi^*_m(E[P]) = (E, P), \tilde{E} \triangleleft E, \vdash \tilde{E} : N, \) and \( P : \tilde{E} \), by the definition of \( \Phi^*_m \), we have
\[ \Phi^*_m(E[P], N) = (\tilde{E}, P) \). By Lemmas 3.23(3) and 3.24(3), \( E[P] = \tilde{E}[P] \in \mathcal{L}(\mathcal{G}, N) \). Hence \( P \in \tilde{P}^m_E(\mathcal{G}, N) \).

The following is the typed version of the product lemma, which follows from Lemmas 3.15 and 3.29.

**Lemma 3.30 (Product Lemma for Grammar-Respecting Decomposition).** For any nonterminal \( N, n \geq 1, m \geq 1 \) and \( \tilde{E} \in \tilde{E}_n^m(\mathcal{G}, N) \), we have
\[ \tilde{P}^m_E(\mathcal{G}, N) = \prod_{i=1}^{\text{shn}(\tilde{E})} \tilde{U}^m_{E,i}(\mathcal{G}). \]
Proof. Let $E$ be the unique second-order context such that $\tilde{E} \prec E$. By Lemmas 3.15 and 3.29, we have:

$$
\tilde{P}_E^m(G, N) = \mathcal{P}_E^m \cap \{P \mid P : \tilde{E}\}
$$

$$
= (\prod_{i=1}^{\text{shn}(E)} U_{E,i}^m) \cap (\prod_{i=1}^{\text{shn}(\tilde{E})} \{U \mid U : \tilde{E}, i\})
$$

$$
= \prod_{i=1}^{\text{shn}(\tilde{E})} (U_{E,i}^m \cap \{U \mid U : \tilde{E}, i\})
$$

$$
= \prod_{i=1}^{\text{shn}(\tilde{E})} \tilde{U}_{E,i}^m(G).
$$

Lemma 3.27 is an immediate corollary of Lemmas 3.28 and 3.30.

3.5. Each Component Contains the Subcontext of Interest. In Section 3.4, we have shown that the set $\mathcal{L}_n(G, N)$ of trees can be decomposed as:

$$
\mathcal{L}_n(G, N) \cong \bigotimes_{E \in \mathcal{E}_n(G, N)} \prod_{i=1}^{\text{shn}(\tilde{E})} \tilde{U}_{E,i}^m(G),
$$

assuming that $G$ is canonical and unambiguous. In this subsection, we further assume that $G$ is essentially strongly connected, and prove that, for each tree context $S \in \mathcal{S}^\text{inf}(G)$, every component “contains” $S$, i.e., there exists $U \in \tilde{U}_{E,i}^m(G)$ such that $S \preceq U$ if $m$ is sufficiently large, say $m \geq m_0$ (where $m_0$ depends on $|S|$). More precisely, the goal of this subsection is to prove the following lemma.

**Lemma 3.31.** Let $G = (\Sigma, N, R)$ be an unambiguous, essentially strongly-connected grammar in canonical form and $(S_n)_{n \in \mathbb{N}}$ be a family of linear contexts in $\mathcal{S}^\text{inf}(G)$ such that $|S_n| = O(n)$. Then there exist integers $b, c \geq 1$ that satisfy the following: For any $N \in \mathcal{N}^\text{inf}$, $n \geq 1$, $m \geq b$, $\tilde{E} \in \mathcal{E}_n(G, N)$ and $i \in \{1, \ldots, \text{shn}(\tilde{E})\}$, there exists $U \in \tilde{U}_{E,i}^m(G)$ such that $S_m \preceq U$.

The rest of this subsection is devoted to a proof of the lemma above. The idea of the proof is as follows. Assume $S \in \mathcal{L}(G, N) \Rightarrow N_2$ ($N_1, N_2 \in \mathcal{N}^\text{inf}$) and $\prod_{i=1}^{\text{shn}(\tilde{E})} = \tilde{E}, i$. Recall that

$$
\tilde{U}_{E,i}^m(G) = \{U \mid U \in \mathcal{L}(G, \kappa), |U| = n, \text{ and } U \text{ is good for } m\}.
$$

It is not difficult to find a context $U$ that satisfies both $U \in \mathcal{L}(G, \kappa)$ and $S \preceq U$. For example, assume that $\kappa = N_0 \Rightarrow N_3$ ($N_0, N_3 \in \mathcal{N}^\text{inf}$). Then, since the grammar is assumed to be essentially strongly-connected, there exist $S_{0,1} \in \mathcal{L}(G, N_0 \Rightarrow N_1)$ and $S_{2,3} \in \mathcal{L}(G, N_2 \Rightarrow N_3)$ and then $U \equiv S_{2,3}[S_{0,1}]$ satisfies $U \in \mathcal{L}(G, \kappa)$ and $S \preceq U$. What is relatively difficult is to show that $S_{2,3}$ and $S_{0,1}$ can be chosen so that they meet the required size constraints (i.e., $|U| = n$ and $U$ is good for $m$).

The following is a key lemma, which states that any essentially strongly connected grammar $G$ is periodic in the sense that there is a constant $c$ (that depends on $G$) and a family of constants $d_{N,N'}$ such that, for each $N, N' \in \mathcal{N}^\text{inf}$, and sufficiently large $n$, $\mathcal{L}_n(G, N \Rightarrow N') \neq \emptyset$ if and only if $n \equiv d_{N,N'} \mod c$.

**Lemma 3.32.** Let $G = (\Sigma, N, R)$ be a regular tree grammar. Assume that $G$ is essentially strongly-connected and $\#(\mathcal{L}(G)) = \infty$. Then there exist constants $n_0, c > 0$ and a family $(d_{N,N'})_{N,N' \in \mathcal{N}^\text{inf}}$ of natural numbers $0 \leq d_{N,N'} < c$ that satisfy the following conditions:
(1) For every \( N, N' \in N^\inf \), if \( L_n(\mathcal{G}, N \Rightarrow N') \neq \emptyset \), then \( n \equiv d_{N,N'} \mod c \).

(2) The converse of (1) holds for sufficiently large \( n \): for any \( N, N' \in N^\inf \) and \( n \geq n_0 \), if \( n \equiv d_{N,N'} \mod c \) then \( L_n(\mathcal{G}, N \Rightarrow N') \neq \emptyset \).

(3) \( d_{N,N} = 0 \) for every \( N \in N^\inf \).

(4) \( d_{N,N} + d_{N',N''} \equiv d_{N,N''} \mod c \) for every \( N, N', N'' \in N^\inf \).

The proof of the above lemma is rather involved; we defer it to Appendix C. We give some examples below, to clarify what the lemma means.

**Example 3.33.** Consider the grammar \( \mathcal{G}_1 \) consisting of the following rewriting rules:

\[
A \rightarrow a(B) \quad B \rightarrow b(A) \quad A \rightarrow c(C) \quad C \rightarrow c
\]

Then \( N^\inf = \{ A, B \} \) and the conditions of the lemma above hold for:

\[
n_0 = 0 \quad c = 2 \quad d_{A,A} = d_{B,B} = 0 \quad d_{A,B} = d_{B,A} = 1.
\]

In fact, \( L(\mathcal{G}_1, A \Rightarrow A) = \{(ab)^k[\ ] | k \geq 0\}, L(\mathcal{G}_1, B \Rightarrow B) = \{(ba)^k[\ ] | k \geq 0\}, L(\mathcal{G}_1, A \Rightarrow A) = \{(ab)^k[\ ] | k \geq 0\} \) and \( L(\mathcal{G}_1, A \Rightarrow B) = \{(ba)^k[\ ] | k \geq 0\} \). Here, since the arities of \( a \) and \( b \) are 1, we have used regular expressions to denote linear contexts.

Consider the grammar \( \mathcal{G}_2 \), obtained by adding the following rules to the grammar above.

\[
A \rightarrow a(A_1) \quad A_1 \rightarrow a(A_2) \quad A_2 \rightarrow a(A).
\]

Then, the conditions of the lemma above hold for \( n = 6, c = 1, d_{N,N'} = 0 \) for \( N, N' \in \{ A, A_1, A_2, B \} \). Note that \( L(\mathcal{G}_2, A_2 \Rightarrow A_1) = \{a^2(b^3[ab]^k[a^2]^\ast[\ ] | k \geq 0\} \). \( \square \)

**Remark 3.34.** With some additional assumptions on a grammar, Lemma 3.32 above can be easily proved. For example, consider a canonical, unambiguous and essentially strongly-connected grammar \( \mathcal{G} \) and assume that (i) \( \mathcal{G} \) is \( N \)-aperiodic for some \( N \) and (ii) there exist a 2-context \( C \) and nonterminals \( N, N_1, N_2 \in N^\inf \) such that \( N \rightarrow^* \mathcal{G} C[N_1, N_2] \). Then Lemma 3.32 for the grammar \( \mathcal{G} \) trivially holds with \( c = 1 \). In fact, this simpler approach is essentially what we adopted in the conference version \([18]\) of this article.

Using the lemma above, we prove that for every \( S \in S^\inf(\mathcal{G}) \) and any sufficiently large \( n \) such that \( L_n(\mathcal{G}, \kappa) \neq \emptyset \), we can find a context \( U \in L_n(\mathcal{G}, \kappa) \) such that \( S \leq U \) (Lemma 3.35 below).

**Lemma 3.35.** Let \( \mathcal{G} = (\Sigma, N, \mathcal{R}) \) be a regular tree grammar in canonical form. Assume that \( \mathcal{G} \) is unambiguous and essentially strongly-connected and \( \#(L(\mathcal{G})) = \infty \). Then there exists a constant \( n_0 \in \mathbb{N} \) that satisfies the following condition: For every

- \( S \in S^\inf(\mathcal{G}) \),
- \( n \geq n_0 + |S| \), and
- \( \kappa = (\Rightarrow N') \) or \((N \Rightarrow N') \) where \( N, N' \in N^\inf \),

if \( L_n(\mathcal{G}, \kappa) \neq \emptyset \), then there exists \( U \in L_n(\mathcal{G}, \kappa) \) with \( S \leq U \).

**Proof.** First, let us choose the following constants:

- \( m_0 \in \mathbb{N} \) such that, for every \( N, N' \in N^\inf \), there exists \( S_{N,N'} \in L(\mathcal{G}, N \Rightarrow N') \) with \( |S_{N,N'}| \leq m_0 \). The existence of \( m_0 \) is a consequence of essential strong-connectivity and of finiteness of \( N \).
- \( m_1 \) which is the constant \( n_0 \) of Lemma 3.32.
- \( m_2 \in \mathbb{N} \) such that, for every \( N \in N \setminus N^\inf \) and every \( T \in L(\mathcal{G}, N) \), we have \( |T| < m_2 \). The existence of \( m_2 \) follows from the fact that \( \bigcup_{N \in N \setminus N^\inf} L(\mathcal{G}, N) \) is a finite set.
Let \( c \) and \((d_{N,N'})_{N,N'\in \mathbb{N}^{\inf}}\) be the constant and the family obtained by Lemma 3.32.

We define \( n_1 \triangleq m_0 + m_1 \) and \( n_2 \triangleq m_0 + m_1 + rm_2 + 1 \), where \( r \triangleq \max(\text{Im}(\Sigma)) \). Below we shall show: (i) the current lemma for the case \( \kappa = (N \Rightarrow \mathcal{N}) \), by setting \( n_0 \triangleq n_1 \) and then (ii) the lemma for the case \( \kappa = (\Rightarrow \mathcal{N}) \), by setting \( n_0 \triangleq n_2 \); we use (i) to show (ii). The whole lemma then follows immediately from (i) and (ii) with \( n_0 \triangleq \max\{n_1, n_2\} = (n_2) \).

- **Case (i):** We define \( n_0 \triangleq n_1 = m_0 + m_1 \). Assume that: \( S \in \mathcal{L}(G, N_1 \Rightarrow N_2) \) where \( N_1, N_2 \in \mathcal{N}^{\inf}; n \geq n_0 + |S|; \kappa = (N \Rightarrow \mathcal{N}) \) where \( N, N' \in \mathcal{N}^{\inf}; \) and \( \mathcal{L}_n(G, \kappa) \not= \emptyset \). Let \( S_1 \in \mathcal{L}(G, N_2 \Rightarrow N_1') \) with \( |S_1| \leq m_0 \). Then \( S_1[S] \in \mathcal{L}(G, N_1 \Rightarrow N'') \). It suffices to show that \( \mathcal{L}_{n-\{S_1[S]\}}(G, N \Rightarrow N_1) \not= \emptyset \). By Lemma 3.32(1),(4),

\[
\begin{align*}
n \equiv d_{N,N'} & \equiv d_{N_1,N_2} + d_{N_2,N'} \mod c \quad (\because \mathcal{L}_n(G, \kappa) = \mathcal{L}_n(G, N \Rightarrow N'') \not= \emptyset) \\
|S_1| & \equiv d_{N_2,N'} \mod c \quad (\because (S_1 \in) \mathcal{L}_{|S_1|}(G, N_2 \Rightarrow N') \not= \emptyset) \\
|S| & \equiv d_{N_1,N_2} \mod c \quad (\because (S \in) \mathcal{L}_{|S|}(G, N_1 \Rightarrow N_2) \not= \emptyset)
\end{align*}
\]

and thus \( n - |S_1[S]| \equiv d_{N,N_1} \mod c \).

Since \( n \geq m_0 + m_1 + |S| \), we have \( n - |S_1[S]| \geq m_1 \), and hence by Lemma 3.32(2), we have \( \mathcal{L}_{n-\{S_1[S]\}}(G, N \Rightarrow N_1) \not= \emptyset \).

- **Case (ii):** We define \( n_0 \triangleq n_2 = m_0 + m_1 + rm_2 + 1 \). Assume that: \( S \in \mathcal{L}(G, N_1 \Rightarrow N_2) \) where \( N_1, N_2 \in \mathcal{N}^{\inf}; n \geq n_0 + |S|; \kappa = (\Rightarrow \mathcal{N}) \) where \( N', N' \in \mathcal{N}^{\inf}; \) and \( \mathcal{L}_n(G, \kappa) \not= \emptyset \). Let \( T \in \mathcal{L}_n(G, \kappa) \). Since arities of terminal symbols are bounded by \( r \) and \( |T| \geq rm_2 + 1 \), there exists a subtree \( T_0 \leq T \) such that \( m_2 \leq |T_0| \leq rm_2 + 1 \), which can be shown by induction on tree \( T \). Let \( U \) be a linear context such that \( T = U[T_0] \). Since \( G \) is canonical and unambiguous, by Lemma 3.25, \( U \in \mathcal{L}(G, N \Rightarrow N') \) and \( T_0 \in \mathcal{L}(G, N) \) for some \( N \in N' \). Since \( m_2 \leq |T_0| \leq rm_2 + 1 \), we have \( N \in \mathcal{N}^{\inf} \) and \( |U| \geq m_0 + m_1 + |S| \). By using the case (1), since \( (U \in) \mathcal{L}_{|U|}(G, N \Rightarrow N') \not= \emptyset \), there exists \( U' \in \mathcal{L}_{|U|}(G, N \Rightarrow N') \) with \( S \leq U' \). Let \( T' \triangleq U'[T_0] \); then \( T' \in \mathcal{L}_n(G, \Rightarrow N') \) and \( S \leq T' \).

We prepare another lemma.

**Lemma 3.36.** If \( \Phi_m(T) = (U, E, P), \ell \in \{1, \ldots, \text{shn}(E)\} \), \( P, \ell \) is a linear context, and the second-order hole \( E \ell \) occurs in \( E \) in the form \( (E, \ell)[E'] \), then \( |E'| \geq m \).

**Proof.** By straightforward induction on \( |T| \) and case analysis of Equation (3.2) in the definition of \( \Phi_m \). We can use Lemma 3.11 in the second case of Equation (3.2) when \( \ell = 1 \); all the other cases immediately follow from induction hypothesis.

We are now ready to prove the main lemma of this subsection.

**Proof of Lemma 3.31.** Since \( S_0 \in \mathcal{S}^{\inf}(G) \), we have \( \mathcal{N}^{\inf} \not= \emptyset \) and hence \( \#(\mathcal{L}(G)) = \infty \). Let \( n_0 \) be the constant of Lemma 3.35. Let \( cl \) be a positive integer such that \( |S_n| \leq cl \) for every \( n \in \mathbb{N} \). We define \( c \triangleq (2r + 1)c_1 \) (recall that \( r \) is the largest arity of \( \Sigma \)) and choose \( b \) so that \( b \geq n_0 \) and \( b > |T| \) for any \( T \in \bigcup_{N \in \mathcal{N}^{\inf}} \mathcal{L}(G, N) \)

Assume that \( N \in \mathcal{N}^{\inf}, n \geq 1, m \geq b, \tilde{E} \in \mathcal{E}_n^{\inf}(G, N) \) and \( i \in \{1, \ldots, \text{shn}(\tilde{E})\} \). Let \( \tilde{E}_i = \{\}_{\tilde{E}_i} \). We need to show that there exists \( U \in \mathcal{U}_n^{\inf}(G) \) such that \( S_m \leq U \).

Since \( \tilde{E} \in \mathcal{E}_n^{\inf}(G, N) \), there exist \( T \in \mathcal{L}_n(G, N) \) and \( P \) such that \( (\tilde{E}, P) = \Phi_m^{\inf}(T, N) \); hence \( P_i \in \mathcal{U}(\tilde{E}_i) \subseteq \mathcal{U}_n^{\inf}(G) \). The affine context \( P_i \) must be of the form \( a(S_1, \ldots, U_{\Sigma(a)}) \).
Since \( P \cdot i \) is good for \( cm \), we have \(|P \cdot i| \geq cm = (2r + 1)c_1m \geq 2rc_1m + 1\). Since \( \Sigma(a) \leq r \), there exists \( j \leq \Sigma(a) \) such that \(|U_j| \geq 2c_1m\). We have \( \kappa' = (N' \Rightarrow N'') \) or \( \Rightarrow N'' \) for some \( N', N'' \in N \). Since \( P \cdot i = a(U_1, \ldots, U_{\Sigma(a)}) \in \mathcal{L}(G, \kappa') \), there exist \( N_1, \ldots, N_{\Sigma(a)} \in N \) such that
\[
N'' \rightarrow a(N_1, \ldots, N_{\Sigma(a)}) \rightarrow^* T'
\]
where \( T' = P \cdot i[N'] \) if \( \kappa' = (N' \Rightarrow N'') \), and \( T' = P \cdot i \) if \( \kappa' = (\Rightarrow N'') \). Let \( \kappa \) be \( N' \Rightarrow N_j \) if \( U_j \) is a linear context, and \( \Rightarrow N_j \) otherwise. Then \( U_j \in \mathcal{L}(U_j)(G, \kappa) \neq \emptyset \). In order to apply Lemma 3.35 (for \( S = S_m \) and \( n = |U_j| \)), we need to check the conditions: (i) \(|U_j| \geq n_0 + |S_m|\) and (ii) \( \kappa \) consists of only nonterminals in \( \mathcal{N} \). Condition (i) follows immediately from \(|U_j| \geq 2c_1m \geq m + c_1m \geq n_0 + |S_m|\). As for (ii), it suffices to check that \( \mathcal{L}(G, N_j) \) and \( \mathcal{L}(G, N'') \) contain a tree whose size is no less than \( b \) (where the condition on \( \mathcal{L}(G, N') \) is required only if \( U_j \) is a linear context). The condition on \( \mathcal{L}(G, N_j) \) follows from \(|U_j| \geq 2c_1m \geq m \geq b\). If \( U_j \) is a linear context, by Lemma 3.36, there exist \( S \) and \( T'' \) such that:
\[
T = S[(P \cdot i)[T']] \quad |T''| \geq cm \geq b \quad T'' \in \mathcal{L}(G, N')
\]
as required.

Thus, we can apply Lemma 3.35 and obtain \( U_j' \in \mathcal{L}(G, \kappa) \) such that \( S_m \leq U_j' \) and \(|U_j'| = |U_j|\). Since \( P \cdot i = a(U_1, \ldots, U_{\Sigma(a)}) \) is good for \( cm \), \( U \triangleq a(U_1, \ldots, U_{j-1}, U_j', U_{j+1}, \ldots, U_{\Sigma(a)}) \) is also good for \( cm \). Obviously \(|U| = |P \cdot i|\) and thus \( U \in \mathcal{U}_{\leq n}(G) \). Since \( S_m \leq U_j' \) and \( U_j' \leq U \), we have \( S_m \leq U \) as required. \( \square \)

3.6. Main Proof. Here, we give a proof of Theorem 2.13. Before the proof, we prepare a simple lemma. We write \( \mathcal{U}_{\leq n}(\Sigma) \) for the set of affine contexts over \( \Sigma \) of size at most \( n \). Lemma 3.37 below gives an upper bound of \( \#(\mathcal{U}_{\leq n}(\Sigma)) \). A more precise bound can be obtained by using a technique of analytic combinatorics such as Drmota–Lalley–Woods theorem (cf. [5], Theorem VII.6), but the rough bound provided by the lemma below is sufficient for our purpose.

**Lemma 3.37.** For every ranked alphabet \( \Sigma \), there exists a real constant \( \gamma > 1 \) such that
\[
\#(\mathcal{U}_{\leq n}(\Sigma)) \leq \gamma^n
\]
for every \( n \geq 0 \).

**Proof.** Let \( A \) be the set of symbols: \( \{\hat{a}, \hat{\alpha} \mid a \in \text{Dom}(\Sigma)\} \cup \{\square\} \). Intuitively \( \hat{a} \) and \( \hat{\alpha} \) are opening and closing tags of an XML-like language.

We can transform an affine context \( U \) to its XML-like string representation \( U^\dagger \in A^* \) by:
\[
(a(U_1, \ldots, U_{\Sigma(a)}))^\dagger \triangleq \hat{a} U_1^\dagger \cdots U_{\Sigma(a)}^\dagger \hat{\alpha}
\]
\[
]\dagger \triangleq \square.
\]
Obviously, \((\cdot)^\dagger\) is injective. Furthermore, \(|U^\dagger| = 2|U|\) if \( U \) is a 0-context (i.e., a tree), and \(|U^\dagger| = 2|U| + 1\) if \( U \) is a linear context (note that the size of the hole \( ] \) is zero, but its word representation is of length 1). Thus, for \( n > 0 \), we have
\[
\#(\mathcal{U}_{\leq n}(\Sigma)) \leq \sum_{i=0}^{2n+1} (\#(A))^i \leq \sum_{i=0}^{3n} (\#(A))^i \leq (\#(A) + 1)^3 \leq ((\#(A) + 1)^3)^n.
\]
If \( n = 0 \), then \(#(\mathcal{U}_{\leq n}(\Sigma)) = 1 = ((\#(A) + 1)^3)^n\), as \( \mathcal{U}_{\leq n}(\Sigma) \) is the singleton set \( \{\} \}. Thus, the required result holds for \( \gamma = ((\#(A) + 1)^3). \)

The following lemma is a variant of Theorem 2.13, specialized to a canonical grammar.

**Lemma 3.38.** Let \( G = (\Sigma, N, R) \) be a canonical, unambiguous, and essentially strongly-connected regular tree grammar such that \( #(\mathcal{L}(G)) = \infty \), and \((S_n)_{n \in \mathbb{N}}\) be a family of linear contexts in \( S^\inf(G) \) such that \( |S_n| = O(n) \). Then there exists a real constant \( p > 0 \) such that for any \( N \in \mathbb{N}^\inf \),

\[
\liminf_{n \to \infty} \frac{\#(\{T \in \mathcal{L}_n(G, N) \mid S_{[p \log n]} \preceq T\})}{\#(\mathcal{L}_n(G, N))} = 1.
\]

**Proof.** The overall structure of the proof is the same as that of Proposition 3.1. Let \( Z_n \) be

\[
1 - \frac{\#(\{T \in \mathcal{L}_n(G, N) \mid S_{[p \log n]} \preceq T\})}{\#(\mathcal{L}_n(G, N))} = \frac{\#(\{T \in \mathcal{L}_n(G, N) \mid S_{[p \log n]} \npreceq T\})}{\#(\mathcal{L}_n(G, N))}.
\]

It suffices to show that \( Z_n \) converges to 0.

By Lemma 3.27, we have

\[
\mathcal{L}_n(G, N) \cong \prod_{E \in \mathcal{E}_n^m(G, N)} \prod_{i=1}^{\text{ahl}(E)} \mathcal{U}^m_{E,i}(G)
\]

for any \( m > 0 \). Thus, we have

\[
Z_n \leq \frac{\sum_{E \in \mathcal{E}_n^m(G, N)} \prod_{i=1}^{\text{ahl}(E)} \#(\{U \in \mathcal{U}^m_{E,i}(G) \mid S_{[p \log n]} \npreceq U\})}{\sum_{E \in \mathcal{E}_n^m(G, N)} \prod_{i=1}^{\text{ahl}(E)} \#(\mathcal{U}^m_{E,i}(G))}.
\]

Let \( b, c \geq 1 \) be the numbers in Lemma 3.31. Then, by the lemma, for any \( n \) and \( p \) such that \( [p \log n] \geq b \), each \( \mathcal{U}^m_{E,i}[p \log n](G) \) contains at least one \( U \) that has \( S_{[p \log n]} \) as a subcontext. Thus, for \( m = c[p \log n] \), \( \#(\{U \in \mathcal{U}^m_{E,i}(G) \mid S_{[p \log n]} \npreceq U\}) \) is bounded above by:

\[
\#(\mathcal{U}^m_{E,i}(G)) - 1 = (1 - \frac{1}{\#(\mathcal{U}^m_{E,i}(G))})(\#(\mathcal{U}^m_{E,i}(G)) \leq (1 - \frac{1}{\gamma r m})\#(\mathcal{U}^m_{E,i}(G))
\]

Here \( \gamma \) is the constant (that only depends on \( \Sigma \)) of Lemma 3.37, and \( r \) is the largest arity of \( \Sigma \). In the last inequality, we have used the fact that \( \mathcal{U}^m_{E,i}(G) \subseteq \mathcal{U}_{\leq rm}(\Sigma) \).
By using the upper-bound above, Equation (3.4), and \(\text{shn}(E) \geq \frac{n}{2r}m\) (Lemma 3.7), we have:

\[
Z_n \leq \frac{\sum_{E \in \hat{E}_n}(G,N) \prod_{i=1}^{\text{shn}(E)} (1 - \frac{1}{\gamma^{rm}}) \#(\tilde{U}_{E,a}(G))}{\sum_{E \in \hat{E}_n(G,N)} \prod_{i=1}^{\text{shn}(E)} \#(\tilde{U}_{E,a}(G))}
\]

\[
Z_n \leq \frac{\sum_{E \in \hat{E}_n(G,N)} (1 - \frac{1}{\gamma^{rm}} \prod_{i=1}^{\text{shn}(E)} \#(\tilde{U}_{E,a}(G)))}{\sum_{E \in \hat{E}_n(G,N)} (1 - \frac{1}{\gamma^{rm}} \prod_{i=1}^{\text{shn}(E)} \#(\tilde{U}_{E,a}(G)))} = (1 - \frac{1}{\gamma^{rm}})^\frac{n}{2r}
\]

for any \(n\) and \(p\) such that \([p \log n] \geq b\) and \(m = c[p \log n]\).

It remains to choose \(p\) so that \((1 - \frac{1}{\gamma^{rm}})^\frac{n}{2r} = (1 - \frac{1}{\gamma^{rc[p \log n]}})^{\frac{n}{2r[p \log n]}}\) converges to 0. Let us choose positive real numbers \(a, p, q\) so that \(p\) and \(q\) satisfy the following conditions for every \(n \geq a\):

\[
p \log n \geq b \\
g^{rc[p \log n]} \leq n^q \\
q < 1.
\]

For example, we can choose \(a, p, q\) as follows:

\[
a = \max\{\gamma^{b+2r}, \gamma^{rc+2r}\}, \quad p = \frac{1}{(rc + 2) \log \gamma}, \quad q = \frac{rc + 1}{rc + 2}
\]

In fact, condition (3.6) follows from:

\[
\begin{align*}
rc[p \log n] - \log_n n^q &\leq \frac{1}{(rc + 2) \log \gamma} \log n + 1 - \frac{rc + 1}{rc + 2} \log n \\
&= \frac{1}{(rc + 2) \log \gamma} (rc \log n + rc + 2) \log \gamma - (rc + 1) \log n \\
&= \frac{1}{(rc + 2) \log \gamma} (rc(rc + 2) \log \gamma - \log n) \\
&\leq (rc + 2) \log \gamma - \log n \leq 0.
\end{align*}
\]

Thus, for \(n \geq a\), we have:

\[
(1 - \frac{1}{\gamma^{rc[p \log n]}})^\frac{n}{2r[p \log n]} \leq \left(1 - \frac{1}{n^q}\right)^{\frac{n}{2r[p \log n]}} \leq \left(1 - \frac{1}{n^q}\right)^{\frac{n}{\log n}} \frac{1}{\gamma^{rc}}.
\]

Since \(\lim_{n \to \infty} (1 - \frac{1}{n^q})^{\frac{n}{\log n}} = 0\), we have \(\lim_{n \to \infty} Z_n = 0\) as required.

**Remark 3.39.** In the proof above, we used the fact that if \(0 < q < 1\) then

\[
\lim_{n \to \infty} \left(1 - \frac{1}{n^q}\right)^{\frac{n}{\log n}} = 0.
\]
We also remark that if \( q \geq 1 \) then
\[
\lim_{n \to \infty} \left(1 - \frac{1}{n^q}\right)^{\frac{n}{\log n}} = 1.
\]
Thus, \( p \) should be chosen to be sufficiently small so that Equation (3.6) in the proof holds for some \( q < 1 \).

We are now ready to prove Theorem 2.13. We restate the theorem.

**Theorem 2.13 (Parameterized Infinite Monkey Theorem for Regular Tree Languages).** Let \( \mathcal{G} = (\Sigma, \mathcal{N}, \mathcal{R}) \) be an unambiguous and strongly-connected regular tree grammar such that \( \#(\mathcal{L}(\mathcal{G})) = \infty \), and \((S_n)_{n \in \mathbb{N}}\) be a family of linear contexts in \( \mathcal{S}(\mathcal{G}) \) such that \( |S_n| = O(n) \). Then there exists a real constant \( p > 0 \) such that for any \( N \in \mathbb{N} \) the following equation holds:
\[
\lim_{n \to \infty} \frac{\#(\{T \in \mathcal{L}_n(\mathcal{G}, N) \mid S_{\lfloor p \log n \rfloor} \preceq T\})}{\#(\mathcal{L}_n(\mathcal{G}, N))} = 1.
\]

**Proof.** By Lemma 3.19, there exists a canonical, unambiguous and essentially strongly-connected grammar \( \mathcal{G}' = (\Sigma, \mathcal{N}', \mathcal{R}') \) and a family \((\mathcal{I}_N)_{N \in \mathcal{N}}\) of subsets \( \mathcal{I}_N \subseteq \mathcal{N}' \) such that \( \mathcal{L}(\mathcal{G}, N) = \bigcup_{N' \in \mathcal{I}_N} \mathcal{L}(\mathcal{G}', N') \) for every \( N \in \mathcal{N} \) and \( \mathcal{S}(\mathcal{G}) \subseteq \mathcal{S}_{\text{inf}}(\mathcal{G}') \). Let \( \mathcal{I}_N' \triangleq \mathcal{I}_N \cap \mathcal{N}_{\text{inf}} = \{N' \in \mathcal{I}_N \mid \mathcal{L}(\mathcal{G}', N') = \infty \} \). For any \( N \in \mathcal{N} \), since \( \mathcal{L}(\mathcal{G}) = \infty \) and \( \mathcal{G} \) is strongly connected, we have \( \mathcal{L}(\mathcal{G}, N) = \infty \), and hence \( \mathcal{I}_N' \neq \emptyset \). By Lemma 3.38, there exists a real constant \( p > 0 \) such that, for each \( N' \in \mathcal{I}_N' \),
\[
\lim_{n \to \infty} \frac{\#(\{T \in \mathcal{L}_n(\mathcal{G}', N') \mid S_{\lfloor p \log n \rfloor} \preceq T\})}{\#(\mathcal{L}_n(\mathcal{G}', N'))} = 1.
\]
Thus, we have
\[
\lim_{n \to \infty} \frac{\#(\{T \in \mathcal{L}_n(\mathcal{G}, N) \mid S_{\lfloor p \log n \rfloor} \preceq T\})}{\#(\mathcal{L}_n(\mathcal{G}, N))}
= \lim_{n \to \infty} \frac{\sum_{N' \in \mathcal{I}_N} \#(\{T \in \mathcal{L}_n(\mathcal{G}', N') \mid S_{\lfloor p \log n \rfloor} \preceq T\})}{\sum_{N' \in \mathcal{I}_N} \#(\mathcal{L}_n(\mathcal{G}', N'))}
= \lim_{n \to \infty} \frac{\sum_{N' \in \mathcal{I}_N'} \#(\{T \in \mathcal{L}_n(\mathcal{G}', N') \mid S_{\lfloor p \log n \rfloor} \preceq T\})}{\sum_{N' \in \mathcal{I}_N'} \#(\mathcal{L}_n(\mathcal{G}', N'))}
= 1
\]
as required; we have used Lemma 2.12 and Equation (3.8) in the last step.

4. PROOF OF THE MAIN THEOREM ON \( \lambda \)-CALCULUS

This section proves our main theorem (Theorem 2.5). We first prepare a regular tree grammar that generates the set of tree representations of elements of \( \Lambda(\delta, i, \xi) \) in Section 4.1, and then apply Corollary 2.17 to obtain Theorem 2.5, where \((T_n)_{n \in \mathbb{N}}\) in the corollary are set to (the tree representations of) the terms in the introduction that have long \( \beta \)-reduction sequences.
4.1. Regular Tree Grammar $G(\delta, \iota, \xi)$ of $\Lambda(\delta, \iota, \xi)$. Recall that $\Lambda(\delta, \iota, \xi)$ is the set of ($\alpha$-equivalence classes of) closed well-typed terms, whose order, internal arity, and number of variables are bounded above by $\delta, \iota$, and $\xi$ (consult Definition 2.4 for the precise definition). The set $\Lambda(\delta, \iota, \xi)$ can be generated by the following grammar (up to isomorphism).

**Definition 4.1** (Grammar of $\Lambda(\delta, \iota, \xi)$). Let $\delta, \iota, \xi \geq 0$ be integers and $X_\xi = \{x_1, \ldots, x_\xi\}$ be a subset of $V$. The regular tree grammar $G(\delta, \iota, \xi)$ is defined as $(\Sigma(\delta, \iota, \xi), N(\delta, \iota, \xi), R(\delta, \iota, \xi))$ where:

\[
\Sigma(\delta, \iota, \xi) \triangleq \{ x \mapsto 0 \mid x \in X_\xi \} \cup \{ @ \mapsto 2 \}
\]

\[
\cup \{ \lambda \overline{\pi} \mapsto 1 \mid \overline{\pi} \in \{ \ast \} \cup X_\xi, \ \tau \in \text{Types}(\delta - 1, \iota) \}
\]

\[
N(\delta, \iota, \xi) \triangleq \{ N(\Gamma; \tau) \mid \tau \in \text{Types}(\delta, \iota), \text{Dom}(\Gamma) \subseteq X_\xi, \ \text{Im}(\Gamma) \subseteq \text{Types}(\delta - 1, \iota), \ \Lambda(\Gamma; \tau), \delta, \iota, \xi \neq \emptyset \}
\]

\[
R(\delta, \iota, \xi) \triangleq \{ N(\Gamma_1; \sigma \rightarrow \tau) \rightarrow x_i \} \cup \{ N(\Gamma_1; \sigma \rightarrow \tau) \rightarrow \lambda x^\sigma_i (N(\Gamma_1 \cup \{x; \sigma \rightarrow \tau\})) \mid i = \min \{ j \mid x_j \in X_\xi \setminus \text{Dom}(\Gamma) \} \}
\]

\[
\cup \{ N(\Gamma_1; \tau) \rightarrow @(N(\Gamma_1; \sigma \rightarrow \tau), N(\Gamma_2; \sigma)) \mid \Gamma = \Gamma_1 \cup \Gamma_2 \}
\]

The grammar above generates the tree representations of elements of $\Lambda(\delta, \iota, \xi)$, where a variable $x$, a lambda-abstraction, and an application are represented respectively as the nullary tree constructor $x$, unary tree constructor $\lambda \overline{\pi}$, and binary tree constructor $@$. The nonterminal $N(\Gamma; \tau)$ is used to generate (the tree representations of) the elements of $\Lambda(\Gamma; \tau), \delta, \iota, \xi)$; the condition $\Lambda(\Gamma; \tau), \delta, \iota, \xi \neq \emptyset$ on nonterminal $N(\Gamma; \tau)$ ensures that every nonterminal generates at least one tree. To guarantee that the grammar generates at most one tree for each $\alpha$-equivalence class $[t]_\alpha$, (i) variables are chosen from the fixed set $X_\xi$, and (ii) in the rule for generating a $\lambda$-abstraction, a variable is chosen in a deterministic manner. Note that $\Sigma(\delta, \iota, \xi), N(\delta, \iota, \xi)$ and $R(\delta, \iota, \xi)$ are finite. The finiteness of $N(\delta, \iota, \xi)$ follows from that of $X_\xi, \text{Types}(\delta - 1, \iota)$, and $\{ \Gamma \mid \text{Dom}(\Gamma) \subseteq X_\xi, \ \text{Im}(\Gamma) \subseteq \text{Types}(\delta - 1, \iota) \}$. The finiteness of $R(\delta, \iota, \xi)$ also follows immediately from that of $N(\delta, \iota, \xi)$.

**Example 4.2.** Let us consider the case where $\delta = \iota = \xi = 1$. The grammar $G(1, 1, 1)$ consists of the following components.

\[
\Sigma(1, 1, 1) = \{ x_1, @, \lambda x_1^\iota \} \quad N(1, 1, 1) = \{ N(\emptyset; \circ \rightarrow \circ), N(\{ x_1; \circ \rightarrow \circ \}; \circ), N(\{ x_1; \circ \rightarrow \circ \}; \circ \rightarrow \circ) \}
\]

\[
R(1, 1, 1) = \begin{cases} 
N(\emptyset; \circ \rightarrow \circ) \rightarrow \lambda x_1^\iota (N(\{ x_1; \circ \rightarrow \circ \}; \circ)) \\
N(\{ x_1; \circ \rightarrow \circ \}; \circ \rightarrow \circ) \rightarrow x_1 \mid @ (N(\{ x_1; \circ \rightarrow \circ \}; \circ \rightarrow \circ), N(\{ x_1; \circ \rightarrow \circ \}; \circ \rightarrow \circ)) \\
N(\{ x_1; \circ \rightarrow \circ \}; \circ \rightarrow \circ) \rightarrow \lambda x_1^\iota (N(\{ x_1; \circ \rightarrow \circ \}; \circ)). 
\end{cases}
\]

There is an obvious embedding $e^{(\delta, \iota, \xi)}$ (for short) from trees in $T(\Sigma(\delta, \iota, \xi))$ into (not necessarily well-typed) $\lambda$-terms. For $N(\Gamma; \tau) \in N(\delta, \iota, \xi)$ we define

\[
\pi^{(\delta, \iota, \xi)} \triangleq [-]_\alpha \circ e : L(N(\Gamma; \tau)) \rightarrow \Lambda(\Gamma; \tau), \delta, \iota, \xi
\]

where $[-]_\alpha$ maps a term to its $\alpha$-equivalence class. We sometimes omit the superscript and/or the subscript and may write just $\pi$ for $\pi^{(\delta, \iota, \xi)}$.

The following lemma says that $G(\delta, \iota, \xi)$ gives a complete representation system of the $\alpha$-equivalence classes.
Lemma 4.3. For \( \delta, \iota, \xi \geq 0 \), \( \pi^{(\delta, \iota, \xi)}_{(\Gamma; \tau)} : \mathcal{L}(G(\delta, \iota, \xi), N_{(\Gamma; \tau)}) \to \Lambda((\Gamma; \tau), \delta, \iota, \xi) \) is a size-preserving bijection.

Proof. It is trivial that the image of \( \pi_{(\Gamma; \tau)} \) is contained in \( \Lambda((\Gamma; \tau), \delta, \iota, \xi) \) and \( \pi \) preserves the size.

The injectivity, i.e., \( e(T) \sim_\alpha e(T') \) implies \( T = T' \) for \( T, T' \in \mathcal{L}(N_{(\Gamma; \tau)}) \), is shown by induction on the length of the leftmost rewriting sequence \( N_{(\Gamma; \tau)} \to^* T \) and by case analysis of the rewriting rule used in the first step of the reduction sequence. In the case analysis below, we use the fact that if \( T \in \mathcal{L}(N_{(\Gamma; \tau)}) \), then \( \mathbf{FV}(e(T)) = \text{Dom}(\Gamma) \), which can be proven by straightforward induction.

- Case for the rule \( N_{\{x_i; \tau\}; \tau} \to x_i \): In this case, \( T = x_i \). By the assumption \( e(T) \sim_\alpha e(T') \), \( T = T' \) follows immediately.
- Case for the rule \( N_{(\Gamma; \sigma; \tau)} \to \lambda x \sigma(N_{(\Gamma; \tau)}) \): In this case, \( T = \lambda x \sigma(N_{(\Gamma; \tau)}) \) with \( N_{(\Gamma; \tau)} \to^* T_1 \). By the assumption \( e(T) \sim_\alpha e(T') \), \( T' \) must be of the form \( \lambda \pi \sigma(T_1') \) where (i) \( \pi \) does not occur free in \( e(T_1') \), and (ii) \( e(T_1) \sim_\alpha e(T_1') \). Then \( \pi = \sigma \) and hence we have \( N_{(\Gamma; \sigma; \tau)} \to \lambda x \sigma(N_{(\Gamma; \tau)}) \) with \( N_{(\Gamma; \tau)} \to^* T_1' \), because, if \( \pi \neq \sigma \), we have \( N_{(\Gamma; \sigma; \tau)} \to \lambda \pi \sigma(T_1') \) with \( N_{(\Gamma; \tau; \sigma; \tau)} \to^* T_1' \), and hence \( \mathbf{FV}(e(T_1')) = \text{Dom}(\Gamma \cup \{ \pi : \sigma \}) \), which contradicts the condition (i). Therefore, by the induction hypothesis, we have \( T_1 = T_1' \), which implies \( T = T' \) as required.
- Case for the rule: \( N_{(\Gamma; \sigma; \tau)} \to \lambda x \sigma(N_{(\Gamma; \tau)}) \), where \( i = \min \{ j \mid x_j \in X_\xi \setminus \text{Dom}(\Gamma) \} \). By the assumption \( e(T) \sim_\alpha e(T') \), \( T' \) must be of the form \( \lambda x \sigma(T_1') \) where \( x \) occurs free in \( e(T_1') \), and \( \lambda x' x \sigma e(T_1) \sim_\alpha \lambda x' x \sigma e(T_1') \) for a fresh variable \( x' \). Thus, by the definition of \( \mathcal{R}(\delta, \iota, \xi) \), \( T' \) must have also been generated by the same rule, i.e., \( T' = \lambda x \sigma(T_1') \) with \( N_{(\Gamma; \tau; \sigma; \tau)} \to^* T_1' \). By the induction hypothesis, we have \( T_1 = T_1' \), which also implies \( T = T' \) as required.
- Case for the rule: \( N_{(\Gamma; \tau)} \to \circ(N_{(\Gamma; \tau)}) \) where \( \Gamma = \Gamma_1 \cup \Gamma_2 \). Then \( T = \circ(T_1, T_2) \) with \( N_{(\Gamma_1; \tau)} \to^* T_1 \) and \( N_{(\Gamma_2; \tau)} \to^* T_2 \). By the assumption \( e(T) \sim_\alpha e(T') \), \( T' \) must also be of the form \( \circ(T_1', T_2') \), with \( e(T_1) \sim_\alpha e(T_1') \) and \( e(T_2) \sim_\alpha e(T_2') \). Therefore, \( T' \) must also have been generated by a rule for applications; hence \( N_{(\Gamma_1', \tau)} \to^* T_1' \) and \( N_{(\Gamma_2', \tau)} \to^* T_2' \) for some \( \Gamma_1', \Gamma_2', \tau' \) such that \( \Gamma = \Gamma_1' \cup \Gamma_2' \). By the condition \( e(T_i) \sim_\alpha e(T_i') \), \( \text{Dom}(\Gamma_i) = \mathbf{FV}(e(T_i)) = \mathbf{FV}(e(T_i')) = \text{Dom}(\Gamma_i) \) for each \( i \in \{ 1, 2 \} \). Thus, since \( \Gamma_1 \cup \Gamma_2 = \Gamma_1' \cup \Gamma_2' \), we have \( \Gamma_1 = \Gamma_1' \), which also implies \( \sigma = \sigma' \) (since the type of a simply-typed \( \lambda \)-term is uniquely determined by the term and the type environment). Therefore, by the induction hypothesis, we have \( T_i = T_i' \) for each \( i \in \{ 1, 2 \} \), which implies \( T = T' \) as required.

Next we show the surjectivity, i.e., for any \( [t]_\alpha \in \Lambda((\Gamma; \tau), \delta, \iota, \xi) \) there exists \( T \in \mathcal{L}(N_{(\Gamma; \tau)}) \) such that \( e(T) \sim_\alpha t \). For \( \delta, \iota, \xi \) with \( X_\xi = \{ x_1, \ldots, x_\xi \} \) and \( N_{(\Gamma; \tau)} \in \mathcal{N}(\delta, \iota, \xi) \), we define a “renaming” function \( \rho^{(\delta, \iota, \xi)}_{(\Gamma; \tau)} \) (\( \rho_{(\Gamma; \tau)} \) or \( \rho \) for short) from \( \{ t \mid [t]_\alpha \in \Lambda((\Gamma; \tau), \delta, \iota, \xi) \} \) to \( \mathcal{L}(N_{(\Gamma; \tau)}) \) by induction on the size of \( t \), so that \( \pi(\rho(t)) = [t]_\alpha \) holds.
\[ \rho_{\{x: \tau\}; \tau}(x) \triangleq x \]
\[ \rho_{\Gamma; \sigma \rightarrow \tau}(\lambda x^\sigma, t) \triangleq \lambda x^\sigma(\rho_{\Gamma; \tau}(t)) \]
\[ \rho_{\Gamma; \sigma \rightarrow \tau}(\lambda x^\sigma, t) \triangleq \lambda x^\sigma(\rho_{\Gamma; \tau}(t)) \quad (\text{if } x \not\in \mathbf{FV}(t)) \]
\[ \rho_{\Gamma; \sigma \rightarrow \tau}(\lambda x^\sigma, t) \triangleq \lambda x^\sigma(\rho_{\Gamma; \{x: \sigma\}; \tau}(\{x_i \leftrightarrow x\})\{i \triangleq \min\{j \mid x_j \in X_\xi \setminus \text{Dom}(\Gamma)\}) \]
\[ \rho_{\Gamma_1; \sigma \rightarrow \tau}(t_1 t_2) \triangleq (\rho_{\Gamma_1; \sigma \rightarrow \tau}(t_1), \rho_{\Gamma_2; \sigma}(t_2)) \quad (\text{if } \Gamma_1 \vdash t_1 : \sigma \rightarrow \tau \text{ and } \Gamma_2 \vdash t_2 : \sigma) \]

Here, \([x \leftrightarrow y]t\) represents the term obtained by swapping every occurrence of \(x\) with that of \(y\); for example, \([x \leftrightarrow y](\lambda x.x) = \lambda y.yx\). Note that in the last clause, if \(\Gamma \vdash t_1 t_2 : \tau\), then there exists a unique triple \((\Gamma_1, \Gamma_2, \sigma)\) such that \(\Gamma = \Gamma_1 \cup \Gamma_2, \Gamma_1 \vdash t_1 : \sigma \rightarrow \tau, \text{ and } \Gamma_2 \vdash t_2 : \sigma\). We can prove that \(\pi(\rho(t)) = [t]_\alpha\) holds for every \(\lambda\)-term \(t\) such that \([t]_\alpha \in \Lambda((\Gamma; \tau), \delta, \iota, \xi)\), by straightforward induction on the size of \(t\).

**Lemma 4.4.** For \(\delta, \iota, \xi \geq 0\), \(G(\delta, \iota, \xi)\) is unambiguous.

**Proof.** The proof is similar to that of the injectivity of Lemma 4.3. We show, that for any \(N_{\Gamma; \tau} \in N(\delta, \iota, \xi), T \in T(\Sigma(\delta, \iota, \xi))\), and two leftmost rewriting sequences of the form

\[ N_{\Gamma; \tau} \rightarrow T^{(1)} \rightarrow \ldots \rightarrow T^{(n)} = T \quad (n \geq 1) \]
\[ N_{\Gamma; \tau} \rightarrow T'^{(1)} \rightarrow \ldots \rightarrow T'^{(n')} = T \quad (n' \geq 1), \]

\(n = n'\) and \(T^{(k)} = T'^{(k)}\) hold for \(1 \leq k < n\). The proof proceeds by induction on \(n\), with case analysis on the rule \(N_{\Gamma; \tau} \rightarrow T^{(1)}\). As in the proof of Lemma 4.3, we use the fact that if \(T \in \mathcal{L}(N_{\Gamma; \tau})\), then \(\mathbf{FV}(e(T)) = \text{Dom}(\Gamma)\).

- Case for the rule \(N_{\{x_i: \tau\}; \tau} \rightarrow x_i\): In this case, \(T = x_i\) and \(n = 1\). Since the root of \(T^{(1)}\) must be \(x_i\), we have \(T^{(1)} = T\) and \(n' = 1 = n\).
- Case for the rule \(N_{\Gamma; \sigma \rightarrow \tau} \rightarrow \lambda x^\sigma, T\): In this case, \(n \geq 2\), \(T^{(k)} = \lambda x^\sigma(T^{(k-1)})\) \((k \leq n)\), \(T = \lambda x^\sigma(T_1)\), and we have the following leftmost rewriting sequences:

\[ N_{\Gamma; \tau} = T^{(1)}_1 \rightarrow \ldots \rightarrow T^{(n)}_1 = T_1. \]

Since the root of \(T^{(k)}\) is the same as that of \(T, T^{(k)} = \lambda x^\sigma(T^{(k)}_1)\) \((k \leq n')\), and we have the following leftmost rewriting sequence:

\[ T^{(1)}_1 \rightarrow \ldots \rightarrow T^{(n')}_1 = T_1. \]

By the definition of rules, \(T^{(1)}\) must be of the form \(\lambda x^\sigma(N_{\Gamma; \tau})\) and so \(T^{(1)} = N_{\Gamma; \tau}\).

By the induction hypothesis for \(N_{\Gamma; \tau} \rightarrow T^{(2)}_1\), we have \(n = n'\) and \(T^{(k)}_1 = T^{(k)}\) for \(2 \leq k < n\). Thus we have also \(T^{(k)} = T^{(k)}_1\) for \(1 \leq k < n\), as required.

- Case for the rule: \(N_{\Gamma; \sigma \rightarrow \tau} \rightarrow \lambda x_i^\sigma(N_{\Gamma; \{x_i: \sigma\}; \tau})\), where \(i = \min\{j \mid x_j \in X_\xi \setminus \text{Dom}(\Gamma)\}\).

In this case, \(n \geq 2\), \(T^{(k)} = \lambda x_i^\sigma(T^{(k)}_1)\) \((k \leq n)\), \(T = \lambda x_i^\sigma(T_1)\), and we have the following leftmost rewriting sequences:

\[ N_{\Gamma; \{x_i: \sigma\}; \tau} = T^{(1)}_1 \rightarrow \ldots \rightarrow T^{(n)}_1 = T_1. \]

Since the root of \(T^{(k)}\) are the same as that of \(T, T^{(k)} = \lambda x_i^\sigma(T^{(k)}_1)\) \((k \leq n')\), and we have the leftmost rewriting sequence:

\[ T^{(1)}_1 \rightarrow \ldots \rightarrow T^{(n')}_1 = T_1. \]
By the definition of rules, \( N_{(\Gamma; \sigma \rightarrow \tau')} \rightarrow \lambda x_1^T (T_1^{(1)}) \) implies that \( T_1^{(1)} = N_{(\Gamma \cup \{x_1; \tau\}; \tau')} \). Hence by the induction hypothesis for \( N_{(\Gamma \cup \{x_1; \tau\}; \tau')} \rightarrow T_1^{(2)} \), we have \( n = n' \) and \( T_1^{(k)} = T_1^{(k)} \) for \( 2 \leq k < n \). Thus we also have \( T(k) = T'(k) \) for \( 1 \leq k < n \).

- Case for the rule: \( N_{(\Gamma; \tau)} \rightarrow \@((N_{(\Gamma_1; \sigma \rightarrow \tau)}, N_{(\Gamma_2; \sigma)}) \) where \( \Gamma = \Gamma_1 \cup \Gamma_2 \). In this case, \( n = n_1 + n_2 - 1, n_1, n_2 \geq 2, T = \@((T_1, T_2), \)

\[
T(k) = \@((T_1^{(k)}, N_{(\Gamma_2; \sigma)}), (1 \leq k \leq n_1))
\]

\[
T^{(n_1-1+k)} = \@((T_1, T_2^{(k)}), (1 \leq k \leq n_2)),
\]

and we have the following leftmost rewriting sequences:

\[
N_{(\Gamma_1; \sigma \rightarrow \tau)} = T_1^{(1)} \rightarrow \ldots \rightarrow T_1^{(n_1)} = T_1
\]

\[
N_{(\Gamma_2; \sigma)} = T_2^{(1)} \rightarrow \ldots \rightarrow T_2^{(n_2)} = T_2.
\]

Since the root of \( T'(1) \) is \( \@, T'(1) \) must be of the form \( \@((N_{(\Gamma_1; \sigma \rightarrow \tau)}, N_{(\Gamma_2; \sigma)}) \) with \( \Gamma_1 \cup \Gamma_2' = \Gamma \). Also let us consider \( T'(k) \): we have \( n = n_1' + n_2' - 1, n_1', n_2' \geq 2, \)

\[
T'(k) = \@((T_1^{(k)}, N_{(\Gamma_2'; \sigma')}), (1 \leq k \leq n_1'))
\]

\[
T^{(n_1'-1+k)} = \@((T_1, T_2^{(k)}), (1 \leq k \leq n_2'))
\]

and we have the following leftmost rewriting sequences:

\[
N_{(\Gamma_1; \sigma \rightarrow \tau)} = T_1^{(1)} \rightarrow \ldots \rightarrow T_1^{(n_1')} = T_1
\]

\[
N_{(\Gamma_2; \sigma')} = T_2^{(1)} \rightarrow \ldots \rightarrow T_2^{(n_2')} = T_2.
\]

Since \( \text{Dom}(\Gamma_i) = \text{FV}(e(T_i)) = \text{Dom}(\Gamma'_i) \) for each \( i \in \{1, 2\} \) and \( \Gamma_1 \cup \Gamma_2 = \Gamma'_1 \cup \Gamma'_2 \), we have \( \Gamma_i = \Gamma'_i \), which also implies \( \sigma = \sigma' \). Hence by the induction hypothesis for \( N_{(\Gamma_1; \sigma \rightarrow \tau)} \rightarrow T_1^{(2)} \) and for \( N_{(\Gamma_2; \sigma)} \rightarrow T_2^{(2)} \), we have \( n_i = n_i' \) and \( T_i^{(k)} = T_i^{(k)} \) for each \( i \in \{1, 2\} \) and \( 2 \leq k < n_i \). Thus we also have \( T(k) = T'(k) \) for \( 1 \leq k < n \). \( \square \)

### 4.2. Strong Connectivity and Aperiodicity

In this section, we restrict the grammar \( G(\delta, \iota, \xi) \) to \( G^\emptyset(\delta, \iota, \xi) \) by removing unnecessary nonterminals, and show the strong connectivity and aperiodicity of \( G^\emptyset(\delta, \iota, \xi) \) for \( \delta, \iota, \xi \geq 2 \) (Lemma 4.8 below). Recall that the strong connectivity and aperiodicity is required to apply Corollary 2.17 and Remark 2.18, respectively.

We define the restricted grammar \( G^\emptyset(\delta, \iota, \xi) \) by:

\[
N^\emptyset(\delta, \iota, \xi) \triangleq \{ N \in N(\delta, \iota, \xi) \mid N \text{ is reachable in } G(\delta, \iota, \xi) \text{ from some } N_{(\emptyset, \sigma)} \in N(\delta, \iota, \xi) \}
\]

\[
R^\emptyset(\delta, \iota, \xi) \triangleq \{ N \rightarrow T \in R(\delta, \iota, \xi) \mid N \in N^\emptyset(\delta, \iota, \xi) \}
\]

\[
G^\emptyset(\delta, \iota, \xi) \triangleq (\Sigma(\delta, \iota, \xi), N^\emptyset(\delta, \iota, \xi), R^\emptyset(\delta, \iota, \xi)).
\]

For \( N \in N^\emptyset(\delta, \iota, \xi) \), clearly \( L(G^\emptyset(\delta, \iota, \xi), N) = L(G(\delta, \iota, \xi), N) \). Through the bijection \( \pi \), we can show that, for any \( N_{(\Gamma, \tau)} \in N(\delta, \iota, \xi), N_{(\Gamma, \tau)} \) also belongs to \( N^\emptyset(\delta, \iota, \xi) \) if and only if there exists a term in \( A(\delta, \iota, \xi) \) whose type judgment contains a type judgment of the form \( \Gamma \vdash t : \tau \).
The strong connectivity of $\mathcal{G}^0(\delta, t, \xi)$ follows from the following facts: (i) each $N_{(\Gamma; \tau)} \in \mathcal{N}^0(\delta, t, \xi)$ is reachable from some $N_{(\emptyset; \tau)} \in \mathcal{N}^0(\delta, t, \xi)$ (by the definition of $\mathcal{G}^0(\delta, t, \xi)$ above), (ii) each $N_{(\emptyset; \tau)} \in \mathcal{N}^0(\delta, t, \xi)$ is reachable from $N_{(\emptyset; \emptyset \rightarrow o)}$ (Lemma 4.5 below), and (iii) $N_{(\emptyset; \emptyset \rightarrow o)}$ is reachable from every $N_{(\Gamma; \tau)} \in \mathcal{N}^0(\delta, t, \xi)$ (Lemma 4.6 below).

**Lemma 4.5.** Let $\delta, t \geq 2$ and $\xi \geq 1$ be integers. Then for any nonterminal $N_{(\emptyset; \tau)} \in \mathcal{N}^0(\delta, t, \xi)$, $N_{(\emptyset; \tau)}$ is reachable from $N_{(\emptyset; \emptyset \rightarrow o)}$.

**Proof.** Let $\tau = \tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow o$ and $\tau_i = \tau_1 \rightarrow \ldots \rightarrow \tau_{i} \rightarrow o$ for $i = 1, \ldots, n$. For $i = 1, \ldots, n$, let $T_{\tau_i} \triangleq \lambda x_1^{*} \ldots \lambda x_{i-1}^{*} (x_1 \ldots)$. Then, we have:

$$N_{(x_1: o; \tau_i)} \rightarrow \lambda x_1^{*} (N_{(x_1: o; \tau_1^{i} \rightarrow \ldots \rightarrow \tau_{i}^{i} \rightarrow o)}) \rightarrow * \lambda x_1^{*} (\ldots \lambda x_{i-1}^{*} (N_{(x_1: o; \emptyset)}))$$

and hence

$$N_{(\emptyset; \emptyset \rightarrow o)} \rightarrow \lambda x_1^{*} (N_{(\emptyset; \emptyset \rightarrow o)})$$

$$\rightarrow \lambda x_1^{*} (@(N_{(x_1: o; \emptyset \rightarrow o)}, N_{(x_1: o; \emptyset)})) \rightarrow * \lambda x_1^{*} (@(N_{(x_1: o; \emptyset \rightarrow o)}, T_\tau))$$

$$\rightarrow * \lambda x_1^{*} (@(\ldots @(N_{(x_1: o; \tau_1 \rightarrow \ldots \rightarrow \tau_2 \rightarrow \ldots \rightarrow \tau_n \rightarrow o)}, T_\tau \ldots), T_\tau))$$

$$\rightarrow * \lambda x_1^{*} (@(\ldots @(N_{(\emptyset; \tau)}, T_\tau \ldots), T_\tau)) \square$$

**Lemma 4.6.** Let $\delta, t, \xi \geq 2$ be integers. Then for any nonterminal $N_{(\Gamma; \tau)} \in \mathcal{N}^0(\delta, t, \xi)$, $N_{(\emptyset; \emptyset \rightarrow o)}$ is reachable from $N_{(\Gamma; \tau)}$.

**Proof.** Suppose $N_{(\Gamma; \tau)} \in \mathcal{N}^0(\delta, t, \xi)$. By the definition of $\mathcal{N}^0(\delta, t, \xi)$ (and $\mathcal{N}(\delta, t, \xi)$), there exists $t$ such that $[t]_\alpha \in \Lambda(\Gamma; \tau), \delta, t, \xi)$. Let $T \triangleq \pi^{-1}([t]_\alpha) \in \mathcal{L}(N_{(\Gamma; \tau)})$. Now $T$ contains at least one (possibly bound) variable, say $x$, and let $\sigma$ be the type of $x$. Since $T \in \mathcal{L}(N_{(\Gamma; \tau)})$, there exists a linear context $C$ such that

$$N_{(\Gamma; \tau)} \rightarrow * C[N_{(\{ x \sigma \}; \sigma)\alpha}] \rightarrow C[x] = T.$$

We show, by the induction on the structure of $\sigma$, that $N_{(\{ x \sigma \}; \sigma)\alpha} \rightarrow * C'[N_{(\{ y \sigma \}; \sigma)\alpha}]$ for some $y$ and linear context $C'$. The case for $\sigma = \emptyset$ is obvious. If $\sigma = \sigma' \rightarrow \tau'$, then since $\xi \geq 2$, we obtain:

$$N_{(\{ x \sigma \}; \sigma)\alpha} \rightarrow \lambda x_1^{*} N_{(\{ x \sigma, x \sigma; \sigma'; \tau' \}} \rightarrow \lambda x_1^{*} (@(N_{(\{ x \sigma \}; \sigma)\alpha}, N_{(\{ x \sigma; \sigma'; \tau' \}}))$$

by “$\eta$-expansion”. By the induction hypothesis, we have $N_{(\{ x \sigma; \sigma'; \tau' \}} \rightarrow * C''[N_{(\{ y \sigma \}; o)\alpha}]$ for some $y$ and 1-context $C''$. Thus, the result holds for $C'' = \lambda x_1^{*} (@(x, C''))$.

By using the property above, we obtain

$$N_{(\Gamma; \tau)} \rightarrow * C[N_{(\{ x \sigma \}; \sigma)\alpha}] \rightarrow * C[C'[N_{(\{ y \sigma \}; o)\alpha}]]$$

Thus, $N_{(\emptyset; \emptyset \rightarrow o)}$ is reachable from $N_{(\Gamma; \tau)} \square$

**Lemma 4.7.** Let $\delta, t \geq 2$ and $\xi \geq 1$ be integers. Then for any integer $n \geq 5$, the nonterminal $N_{(\emptyset; \emptyset \rightarrow o)}$ of $\mathcal{G}^0(\delta, t, \xi)$ satisfies $\mathcal{L}_n(N_{(\emptyset; \emptyset \rightarrow o)}) \neq \emptyset$. 


\textbf{Proof.} For simplicity of the presentation, here we identify trees with terms by the size-preserving bijection $\pi$. The proof proceeds by induction on $n$. For $n = 5, 6, 7$, the following terms

$$\lambda x^o.(\lambda x^o.x)x$$
$$\lambda x^o.(\lambda x^o \cdot x)(\lambda x^o.x)$$
$$\lambda x^o.(\lambda x^o \cdot x)\lambda x^o.x$$

belong to $L_n(\langle \emptyset; \emptyset, o \cdot o \rangle)$, respectively. For $n \geq 8$, by the induction hypothesis, there exists $t \in L_{n-3}(\langle \emptyset; \emptyset, o \cdot o \rangle)$. Thus we have $\lambda x.t x \in L_n(\langle \emptyset; \emptyset, o \cdot o \rangle)$ as required.

The following is the main result of this subsection.

\textbf{Lemma 4.8.} $G^0(\delta, \iota, \xi)$ is strongly connected and aperiodic for any $\delta, \iota, \xi \geq 2$.

\textbf{Proof.} Strong connectivity follows from Lemmas 4.5 and 4.6, and the definition of $G^0(\delta, \iota, \xi)$ (as stated at the beginning of this subsection). The aperiodicity follows from Lemma 4.7 and strong connectivity. (Note that for every nonterminal $N$, there exists a linear context $U \in L(G, N; \emptyset, o \cdot o) \Rightarrow N$). Thus, for any $n \geq |U| + 5$, $L_n(G, N) \supseteq \{U[T] \mid T \in L_{n-|U|}(G, N; \emptyset, o \cdot o)\} \neq \emptyset$.

\section{4.3. Explosive Terms.}

In this section, we define a family $(\text{Exp}^k_m)_n$ of $\lambda$-terms, which have long $\beta$-reduction sequences. They play the role of $(T_n)_n$ in Corollary 2.17.

We define a “duplicating term” $\text{Dup} \triangleq \lambda x^o.(\lambda x^o.\lambda x^o.x)x$, and $\text{Id} \triangleq \lambda x^o.x$. For two terms $t, t'$ and integer $n \geq 1$, we define the “$n$-fold application” operation $t^n$ by $t^0 t' \triangleq t'$ and $t^n t' \triangleq t(t^{n-1}t')$. For an integer $k \geq 2$, we define an order-$k$ term

$$\overline{2}_k \triangleq \lambda f^{\tau(k-1)}.\lambda x^{\tau(k-2)}.f(x)$$

where $\tau(i)$ is defined by $\tau(0) \triangleq o$ and $\tau(i+1) \triangleq \tau(i) \rightarrow \tau(i)$.

\textbf{Definition 4.9} (Explosive Term). Let $m \geq 1$ and $k \geq 2$ be integers. We define the explosive term $\text{Exp}^k_m$ by:

$$\text{Exp}^k_m \triangleq \lambda x^o.(\overline{2}_k t^n)\overline{2}_{k-2} \cdots \overline{2}_2 \text{Dup}(\text{Id} x))$$

We state key properties of $\text{Exp}^k_m$ below.

\textbf{Lemma 4.10} (Explosive). (1) $\emptyset \vdash \text{Exp}^k_m : o \rightarrow o$ is derivable.
(2) $\text{ord}(\text{Exp}^k_m) = k$, $\text{iar}(\text{Exp}^k_m) = k$ and $\#(V(\text{Exp}^k_m)) = 2$.
(3) $|\text{Exp}^k_m| = 8m + 8k - 2$.
(4) $[\text{Exp}^k_m]_o \in \Lambda(\emptyset; \emptyset, o) \Rightarrow N; \emptyset, o \cdot o)$ if $\delta, \iota, \xi \geq 2$.
(5) If a term $t$ satisfies $\text{Exp}^k_m \leq t$, then $\beta(t) \geq \text{Exp}(m)$ holds.

\textbf{Proof.} First, observe that by the definition of $\overline{2}_k$, we have:

$$|\overline{2}_k| = 7, \quad |\overline{2}_k : \tau(k)|, \quad \text{ord}(\overline{2}_k) = k, \quad \text{iar}(\overline{2}_k) = k.$$

(1) is obvious, and in the derivation of $\emptyset \vdash \text{Exp}^k_m : o \rightarrow o$, $\overline{2}_k$ is a subterm that has a type of the largest order and internal arity. Thus, (2) follows also immediately from $\text{ord}(\overline{2}_k) = \text{iar}(\overline{2}_k) = k$, and $V(\text{Exp}^k_m) = \{f, x\}$. 

(3) follows from the following calculation.
\[ |\text{Exp}\n\superscript{k}| = 1 + [2k \uparrow^n 2k - 1] + \Sigma_{i=2}^{k-2} (1 + [2i]) + (1 + |\text{Dup}|) + (1 + |\text{Id} x|) \]
(by \( n t_0 t_1 \cdots t_n = |t_0| + \Sigma_{i=1}^{n} (1 + |t_i|) \))
\[ = 1 + ((2k + 1)m + |2k - 1|) + \Sigma_{i=2}^{k-2} (1 + [2i]) + (1 + |\text{Dup}|) + (1 + |\text{Id} x|) \]
\[ = 1 + (8m + 7) + 8(k - 3) + 9 + 5 = 8m + 8k - 2. \]
(4) follows from (1) and (2).
The proof for (5) is the same as the corresponding proof in [1].

4.4. Proof of the Main Theorem. We are now ready to prove Theorem 2.5.

\[ \begin{aligned}
\text{Proof of Theorem 2.5.} & \quad \text{We apply Corollary 2.17 with Remark 2.18 to the grammar } G^0(\delta, \tau, \xi), \\
& \quad \text{which is unambiguous by Lemma 4.4, and aperiodic and strongly connected by Lemma 4.8.} \\
& \quad \text{We define } T_n \triangleq \pi^{-1}([\text{Exp}\n\superscript{k}]_\alpha); \text{ then by Lemma 4.10(3), we have } |T_n| = 8n + 8k - 2 = O(n). \\
& \quad \text{Thus, by Corollary 2.17 (with Remark 2.18, which allows us to replace } \lim_{n \to \infty}\text{ with } \lim_{n \to \infty}\text{), there exists } p > 0 \text{ such that, for } I \triangleq \{N(\emptyset; \tau) \mid \tau \in \text{Types}(\delta, \tau)\}, \\
& \quad \lim_{n \to \infty} \frac{\#(\{(N, T) \in \prod_{N \in I} \mathcal{L}_n(G^0(\delta, \tau, N) \mid T_{[p \log n]} \leq T)\}}{\#(\prod_{N \in I} \mathcal{L}_n(G^0(\delta, \tau, N)))} = 1. \quad (4.1) \\
\end{aligned} \]

For \( n \in \mathbb{N}, \) we have
\[ \{[t]_\alpha \in \Lambda_n(\delta, \tau, \xi) \mid \text{Exp}\n\superscript{k}_{[p \log n]} \leq t\} \subseteq \{[t]_\alpha \in \Lambda_n(\delta, \tau, \xi) \mid \beta(t) \geq \exp^{k-1}(n^p)\} \quad (4.2) \]
by Lemma 4.10(5), and
\[ \Lambda_n(\delta, \tau, \xi) = \biguplus_{\tau \in \text{Types}(\delta, \tau)} \Lambda_n(\{\emptyset; \tau\}, \delta, \tau, \xi) \cong \prod_{N \in I} \mathcal{L}_n(G^0(\delta, \tau, N)) \quad (4.3) \]
by Lemma 4.3.

Therefore, we have:
\[ \begin{aligned}
1 & \geq \frac{\#(\{[t]_\alpha \in \Lambda_n(\delta, \tau, \xi) \mid \beta(t) \geq \exp^{k-1}(n^p)\})}{\#(\Lambda_n(\delta, \tau, \xi))} \\
& \quad \geq \frac{\#(\{[t]_\alpha \in \Lambda_n(\delta, \tau, \xi) \mid \text{Exp}\n\superscript{k}_{[p \log n]} \leq t\})}{\#(\Lambda_n(\delta, \tau, \xi))} \quad (\because \text{by } (4.2)) \\
& = \frac{\#(\{(N, T) \in \prod_{N \in I} \mathcal{L}_n(G^0(\delta, \tau, N) \mid T_{[p \log n]} \leq T)\}}{\#(\prod_{N \in I} \mathcal{L}_n(G^0(\delta, \tau, N)))} \quad (\because \text{by } (4.3)) \\
\end{aligned} \]

Since the right hand side converges to 1 by (4.1), we have
\[ \lim_{n \to \infty} \frac{\#(\{[t]_\alpha \in \Lambda_n(\delta, \tau, \xi) \mid \beta(t) \geq \exp^{k-1}(n^p)\})}{\#(\Lambda_n(\delta, \tau, \xi))} = 1 \]
as required. \( \Box \)
5. Related Work

As mentioned in Section 1, there are several pieces of work on probabilistic properties of untyped $\lambda$-terms [2, 3, 4]. David et al. [2] have shown that almost all untyped $\lambda$-terms are strongly normalizing, whereas the result is opposite for terms expressed in SK combinators (the latter result has later been generalized for arbitrary Turing complete combinator bases [24]). Their former result implies that untyped $\lambda$-terms do not satisfy the infinite monkey theorem, i.e., for any term $t$, the probability that a randomly chosen term of size $n$ contains $t$ as a subterm tends to zero.

Bendkowski et al. [4] proved that almost all terms in de Bruijn representation are not strongly normalizing, by regarding the size of an index $i$ is $i + 1$, instead of the constant 1. The discrepancies among those results suggest that this kind of probabilistic property is quite fragile and depends on the definition of the syntax and the size of terms. Thus, the setting of our paper, especially the assumption on the boundedness of internal arities and the number of variables is a matter of debate, and it would be interesting to study how the result changes for different assumptions.

We are not aware of similar studies on typed $\lambda$-terms. In fact, in their paper about combinatorial aspects of $\lambda$-terms, Grygiel and Lescanne [3] pointed out that the combinatorial study of typed $\lambda$-terms is difficult, due to the lack of (simple) recursive definition of typed terms. In the present paper, we have avoided the difficulty by making the assumption on the boundedness of internal arities and the number of variables (which is, as mentioned above, subject to a debate though).

Choppy et al. [25] proposed a method to evaluate the average number of reduction steps for a restricted class of term rewriting systems called regular rewriting systems. In our context, the average number of reduction steps is not of much interest; note that, as the worst-case number of reduction steps is $k$-fold exponential for order-$k$ terms, the average is also $k$-fold exponential, even if it were the case that the number of reduction steps is small for almost all terms.

In a larger context, our work may be viewed as an instance of the studies of average-case complexity [26, Chapter 10], which discusses “typical-case feasibility”. We are not aware of much work on the average-case complexity of problems with hyper-exponential complexity.

As a result related to our parameterized infinite monkey theorem for trees (Theorem 2.13), Steyaert and Flajolet [27] studied the probability that a given pattern (which is, in our terminology, a tree context of which every leaf is a hole) occurs at a randomly chosen node of a randomly chosen tree. Their result immediately yields a non-parameterized infinite monkey theorem for trees (which says that the probability that a given pattern occurs in a sufficiently large tree tends to 1), but their technique does not seem directly applicable to obtain our parameterized version.

6. Conclusion

We have shown that almost every simply-typed $\lambda$-term of order $k$ has a $\beta$-reduction sequence as long as $(k - 1)$-fold exponential in the term size, under a certain assumption. To our knowledge, this is the first result of this kind for typed $\lambda$-terms. We obtained the result through the parameterized infinite monkey theorem for regular tree grammars, which may be of independent interest.
A lot of questions are left for future work, such as (i) whether our assumption (on the boundedness of arities and the number of variables) is reasonable, and how the result changes for different assumptions, (ii) whether our result is optimal (e.g., whether almost every term has a $k$-fold exponentially long reduction sequence), and (iii) whether similar results hold for Terui’s decision problems [15] and/or the higher-order model checking problem [7]. To resolve the question (ii) above, it may be useful to conduct experiments to count the number of reduction steps for randomly generated terms.
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## Appendix A. A List of Notations

| notation        | explanation                                                                 | introduced at          |
|-----------------|-----------------------------------------------------------------------------|------------------------|
| #(X)            | the cardinality of set X, or the length of sequence X                       | Section 2.1            |
| s.i             | the i-th element of sequence s                                              | Section 2.1            |
| Dom(f)          | the domain of function f                                                    | Section 2.1            |
| Im(f)           | the image of function f                                                     | Section 2.1            |
| τ               | a type (of a simply-typed λ-term);                                         | Section 2.1            |
| ord(τ)          | the order of type τ                                                         | Section 2.1            |
| iar(τ)          | the internal arity of type τ                                                | Section 2.1            |
| Types(δ,ι)      | the set of types whose order and internal arity are bounded by δ and ι respectively | Section 2.1            |
| t               | a λ-term                                                                    | Section 2.1            |
| β(t)            | the maximal length of β-reduction sequences of t                           | Section 2.1            |
| δ               | a bound on the order of λ-terms                                             | Section 2.1            |
| ι               | a bound on the arity of λ-terms                                             | Section 2.1            |
| ξ               | a bound on the number of variables used in λ-terms                          | Section 2.1            |
| Λ((Γ; τ),δ,ι,ξ) | the set of α-equivalence classes of terms t such that Γ ⊢ t : τ, with the given bounds | Section 2.1            |
| Λ_n((Γ; τ),δ,ι,ξ)| Like Λ((Γ; τ),δ,ι,ξ), but the term size is restricted to n                    | Section 2.1            |
| Λ(δ,ι,ξ)        | the set of α-equivalence classes of closed well-typed terms, with the given bounds | Section 2.1            |
| Λ_n(δ,ι,ξ)      | Like Λ(δ,ι,ξ), but the term size is restricted to n                          | Section 2.1            |
| T               | a tree                                                                      | Section 2.2            |
| |T|              | the size of tree T                                                          | Section 2.2            |
| C               | a tree context                                                              | Section 2.2            |
| |C|              | the size of context C                                                       | Section 2.2            |
| C ⊆ C'          | C is a subcontext of C'                                                     | Section 2.2            |
| S               | a linear context                                                            | Section 2.2            |
| U               | an affine context                                                           | Section 2.2            |
| N               | a nonterminal                                                               | Section 2.2            |
| a               | a terminal symbol                                                           | Section 2.2            |
| G               | a grammar                                                                   | Section 2.2            |
| κ               | a context type                                                              | Section 2.2            |
| L(G,N)          | the set of trees generated by N                                              | Section 2.2            |
| L_n(G,N)        | Like L(G,N), but the tree size is restricted to n                            | Section 2.2            |
| L(G,κ)          | the set of contexts C such that N →*^ C[N_1,...,N_κ] where κ = N_1 ··· N_κ⇒N | Section 2.2            |
| L_n(G,κ)        | Like L(G,κ), but the context size is restricted to n                         | Section 2.2            |
| notation | explanation | introduced at: |
|----------|-------------|----------------|
| $L(G)$ | the set of trees generated from some nonterminals | Section 2.2 |
| $L_n(G)$ | Like $L(G)$, but the tree size is restricted to $n$ | Section 2.2 |
| $S(G)$ | the set of linear contexts generated from some nonterminals | Section 2.2 |
| $S_n(G)$ | Like $S(G)$, but the size is restricted to $n$ | Section 2.2 |
| $U(G)$ | the set of affine contexts generated from some nonterminals | Section 2.2 |
| $U_n(G)$ | Like $U(G)$, but the size is restricted to $n$ | Section 2.2 |
| $E$ | a second-order context | Section 3.2 |
| $shn(E)$ | the number of second-order holes of $E$ | Section 3.2 |
| $P$ | a sequences of affine contexts | Section 3.2 |
| $\#(P)$ | the length of the sequence $P$ of affine contexts | Section 3.2 |
| $r$ | the largest arity of symbols in $\Sigma$ | Section 3.2.2 |
| $\Phi^*$ | grammar-independent decomposition function | Section 3.2.2 |
| $\Phi_m$ | an auxiliary decomposition function | Section 3.2.2 |
| $E^m_n$ | the set of second-order contexts obtained by decomposing trees of size $n$ | Section 3.2.4 |
| $U_{\lfloor n \rfloor}^m$ | the set of affine contexts that match the hole $\lfloor n \rfloor$ | Section 3.2.4 |
| $P_E^m$ | the set of sequences of affine contexts that match the second-order context $E$ | Section 3.2.4 |
| $E$ | a typed second order context | Section 3.4 |
| $\lfloor n \rfloor$ | a second-order hole | Section 3.4 |
| $shn(E)$ | the number of second-order holes in $E$ | Section 3.4 |
| $E,i$ | the $i$-th second-order hole of $E$ | Section 3.4 |
| $\Phi^*_{m^*}$ | grammar-respecting decomposition function for trees | Section 3.4.2 |
| $E^m_n(G,N)$ | typed-version of $E^m_n$ | Section 3.4.3 |
| $U_{\lfloor n \rfloor}^m(G)$ | typed-version of $U_{\lfloor n \rfloor}^m$ | Section 3.4.3 |
| $P_E^m(G,N)$ | typed-version of $P_E^m$ | Section 3.4.3 |
| $\Sigma(\delta,\iota,\xi)$ | the set of terminals of the grammar for $\lambda$-terms | Section 4.1 |
| $N(\delta,\iota,\xi)$ | the set of nonterminals of the grammar for $\lambda$-terms | Section 4.1 |
| $R(\delta,\iota,\xi)$ | the set of rules of the grammar for $\lambda$-terms | Section 4.1 |
| $Exp_n^m$ | an explosive term | Section 4.3 |

**APPENDIX B. PROOF OF CANONICAL FORM LEMMA**

This section proves Lemma 3.19 in Section 3.3. We describe the required transformation as the composite of two transformations. In the first step, we transform a grammar to *semi-canonical* one:
Definition B.1 (Semi-Canonical Grammar). A rewriting rule is in semi-canonical form if it is in canonical form or of the form

\[ N \rightarrow N' \]

A grammar \( G = (\Sigma, N, \mathcal{R}) \) is semi-canonical if every rewriting rule is in semi-canonical form.

Lemma B.2. Let \( G = (\Sigma, N, \mathcal{R}) \) be a regular tree grammar that is unambiguous and essentially strongly-connected. Then one can (effectively) construct a grammar \( G' = (\Sigma, N', \mathcal{R}') \) with \( N \subseteq N' \) that satisfies the following conditions:

- \( G' \) is semi-canonical, unambiguous and essentially strongly-connected.
- \( L(G, N) = L(G', N) \) for every \( N \in N' \).
- \( S^{\text{inf}}(G) \subseteq S^{\text{inf}}(G') \).

Proof. Let \( G = (\Sigma, N, \mathcal{R}) \) be a grammar that satisfies the assumption. We can assume without loss of generality that \( L(G, N_0) \neq \emptyset \) for every \( N_0 \in N \).

Assume \( G \) has a rule of the form

\[ N' \rightarrow a(T_1, \ldots, T_n) \quad (T_1, \ldots, T_n \text{ are } (\Sigma \cup N)\text{-trees}) \]

such that \( T_i \not\in N' \) for some \( i \). (If \( G \) does not have a rule of this form, then \( G \) is already semi-canonical.) Let \( N'' \) be a fresh nonterminal not in \( N' \). Consider the grammar \( G'' = (\Sigma, N' \cup \{N''\}, \mathcal{R}'') \) where

\[ \mathcal{R}'' = (\mathcal{R} \setminus \{N' \rightarrow a(T_1, \ldots, T_n)\}) \cup \{N' \rightarrow a(T_1, \ldots, T_{i-1}, N'', T_{i+1}, \ldots, T_n), N'' \rightarrow T_i\}. \]

Then we can show the following claim by induction on the length of rewriting sequences.

Claim. For every \( N \in N' \) and \((\Sigma \cup N)\)-tree \( T \),

- \( N \rightarrow^\star_G T \) if and only if \( N \rightarrow^\star_{G''} T \), and
- \( N \rightarrow^\star_{G''} T \) if and only if \( N \rightarrow^\star_{G'' \setminus T} T \).

This claim implies that \( G'' \) is unambiguous and \( L(G, N) = L(G'', N) \) for every \( N \in N' \).

We show that \( G'' \) is essentially strongly-connected. Let \( N_1, N_2 \in N' \cup \{N''\} \) and assume \( \#(L(G'', N_1)) = \#(L(G'', N_2)) = \infty \). We should show that \( N_2 \) is reachable from \( N_1 \). We can assume without loss of generality that \( N_1 \neq N'' \) and \( N_2 \neq N'' \) by the following argument:

- If \( N_1 = N'' \), then \( T_i \) must contain a nonterminal \( N'_1 \in N \) with \( \#(L(G'', N'_1)) = \infty \). Since \( N'' \rightarrow a' T_i \) is the unique rule for \( N'' \) and \( \#(L(G'', N'')) = \infty \), we have \( L(G, N_0) \neq \emptyset \) for each nonterminal \( N_0 \) appearing in \( T_i \). Hence \( N'' \rightarrow a'' T_i \rightarrow a'' S[N'_1] \) for some linear context \( S \) over \( \Sigma \) by rewriting each occurrence of a nonterminal \( N_0 \) in \( T_i \) (except for one occurrence of \( N'_1 \)) with an element of \( L(G'', N_0) \). So \( N'_1 \) is reachable from \( N'' \) in \( G'' \). Since the reachability relation is transitive, it suffices to show that \( N_2 \) is reachable from \( N'_1 \in N' \), which satisfies \( \#(L(G'', N'_1)) = \infty \).

- If \( N_2 = N'' \), then \( L(G'', N) \) is infinite and \( N'' \) is reachable from \( N' \). (Here we use the assumption that \( L(G, N_0) \neq \emptyset \) for every \( N_0 \in N' \)). Hence it suffices to show that \( N' \) is reachable from \( N_1 \).

Since \( L(G'', N_1) = L(G, N_1) \) \((i = 1, 2)\), both \( L(G, N_1) \) and \( L(G, N_2) \) are infinite. Since \( G \) is essentially strongly-connected, there exists a 1-context \( S \) such that \( N_1 \rightarrow^\star_G S[N_2] \). Since \( S[N_2] \) is a \((\Sigma \cup N)\)-tree, by the above claim, \( N_1 \rightarrow^\star_{G''} S[N_2] \) and thus \( N_2 \) is reachable from \( N_1 \) in \( G'' \).
We show that $S^\inf(\mathcal{G}) \subseteq S^\inf(\mathcal{G}')$. Suppose that $S \in \mathcal{L}(\mathcal{G}, N \Rightarrow N')$ with $\#(\mathcal{L}(\mathcal{G}, N)) = \#(\mathcal{L}(\mathcal{G}', N')) = \infty$. By definition, $N' \rightarrow_g^* S[N]$. By the above claim, $N' \rightarrow_g^* S[N]$. Hence $S \in \mathcal{L}(\mathcal{G}', N \Rightarrow N')$. Since $\mathcal{L}(\mathcal{G}, N) = \mathcal{L}(\mathcal{G}', N)$ and $\mathcal{L}(\mathcal{G}, N') = \mathcal{L}(\mathcal{G}', N')$, we have $\#(\mathcal{L}(\mathcal{G}', N)) = \#(\mathcal{L}(\mathcal{G}', N')) = \infty$.

By applying the above transformation as much as needed, we obtain a grammar that satisfies the requirements. What remains is to show the termination of the iterated application of the above transformation. A termination measure can be given as follows: the measure of a rule $N \rightarrow C[N_1, \ldots, N_k]$ is defined as $\max(|C| - 1, 0)$ and the measure of a grammar is the sum of the measures of rules. The measure is by definition a non-negative integer and decreases by 1 by the above transformation.

**Lemma B.3.** Let $\mathcal{G} = (\Sigma, N', \mathcal{R})$ be a regular tree grammar that is semi-canonical, unambiguous and essentially strongly-connected. Then one can (effectively) construct a grammar $\mathcal{G}' = (\Sigma, N', \mathcal{R}')$ and a family $(\mathcal{I}_N)_{N \in \mathcal{N}}$ of subsets $\mathcal{I}_N \subseteq N'$ that satisfy the following conditions:

- $\mathcal{G}'$ is canonical, unambiguous and essentially strongly-connected.
- $\mathcal{L}(\mathcal{G}, N) = \bigcup_{N \in \mathcal{I}_N} \mathcal{L}(\mathcal{G}', N')$ for every $N \in \mathcal{N}$.
- $S^\inf(\mathcal{G}) \subseteq S^\inf(\mathcal{G}')$.

**Proof.** Let $\mathcal{G} = (\Sigma, N', \mathcal{R})$ be a grammar that satisfies the assumption. Let $N'$ be the subset of $\mathcal{N}$ defined by

$$N_0 \in N' \iff (N_0 \rightarrow a(N_1, \ldots, N_{\Sigma(a)})) \in \mathcal{R} \text{ for some } a, N_1, \ldots, N_{\Sigma(a)}.$$

The rewriting rule $\mathcal{R}'$ is defined by

$$\mathcal{R}' := \{N_0 \rightarrow a(N_1', \ldots, N_{\Sigma(a)}') \mid N_0, N_1', \ldots, N_{\Sigma(a)}' \in N',
\quad N_0 \rightarrow a(N_1, \ldots, N_{\Sigma(a)}) \rightarrow_g^* a(N_1', \ldots, N_{\Sigma(a)}')\}.$$  

In other words, $N_0 \rightarrow a(N_1', \ldots, N_{\Sigma(a)}')$ is in $\mathcal{R}'$ if and only if there exists a rule $N_0 \rightarrow a(N_1, \ldots, N_{\Sigma(a)})$ in $\mathcal{R}$ with $N_i \rightarrow_g^* N_i'$ for each $i = 1, \ldots, \Sigma(a)$. Given a nonterminal $N \in \mathcal{N}$, let $\mathcal{I}_N \subseteq N'$ be the subset given by

$$\mathcal{I}_N \triangleq \{N' \in N' \mid N \rightarrow_g^* N'\}.$$  

We show that the grammar $\mathcal{G}' \triangleq (\Sigma, N', \mathcal{R}')$ together with $(\mathcal{I}_N)_{N \in \mathcal{N}}$ satisfies the requirement.

We can prove the following claims by induction on the length of rewriting sequences:

1. For $N \in \mathcal{N}$ and $T \in T(\Sigma \cup N')$, if $N \rightarrow_g^* T$, then $N' \rightarrow_g^* T$ for some $N' \in \mathcal{I}_N$.
2. For $N' \in N'$ and $T \in T(\Sigma \cup N')$, if $N' \rightarrow_g^* T$, then $N' \rightarrow_g^* T$.

We show that $\mathcal{L}(\mathcal{G}, N) = \bigcup_{N' \in \mathcal{I}_N} \mathcal{L}(\mathcal{G}', N')$. The above (1) shows that $\mathcal{L}(\mathcal{G}, N) \subseteq \bigcup_{N' \in \mathcal{I}_N} \mathcal{L}(\mathcal{G}', N')$. The above (2) shows that $\mathcal{L}(\mathcal{G}', N') \subseteq \mathcal{L}(\mathcal{G}, N)$ for every $N' \in \mathcal{I}_N$. By definition of $\mathcal{I}_N$, we have $N \rightarrow_g^* N'$ and thus $\mathcal{L}(\mathcal{G}, N') \subseteq \mathcal{L}(\mathcal{G}, N)$ for every $N' \in \mathcal{I}_N$. So $\bigcup_{N' \in \mathcal{I}_N} \mathcal{L}(\mathcal{G}', N') \subseteq \mathcal{L}(\mathcal{G}, N)$.

We prove by contraposition that, for $N_1, N_2 \in \mathcal{I}_N$, if $N_1 \neq N_2$, then $\mathcal{L}(\mathcal{G}', N_1) \cap \mathcal{L}(\mathcal{G}', N_2) = \emptyset$. Suppose that $T \in \mathcal{L}(\mathcal{G}', N_1) \cap \mathcal{L}(\mathcal{G}', N_2)$. Then we have

$$N_i \rightarrow_{G'} a(N_{i,1}', \ldots, N_{i,\Sigma(a)}') \rightarrow_{G'} T \quad (i = 1, 2)$$

for some $N_{i,j}' \in N'$. By the definition of $\mathcal{R}'$, we have

$$N_i \rightarrow_G a(N_{i,1}, \ldots, N_{i,\Sigma(a)}) \rightarrow_G a(N_{i,1}', \ldots, N_{i,\Sigma(a)}) \rightarrow_g^* T \quad (i = 1, 2).$$
Because $N_i \in \mathcal{I}_N$, we have $N \rightarrow^*_G N_i$, for $i = 1, 2$. By the claim (2), we have
\[ N \rightarrow^*_G N_i \rightarrow_G a(N_{i,1}, \ldots, N_{i,\Sigma(a)}) \rightarrow^*_G a(N'_{i,1}, \ldots, N'_{i,\Sigma(a)}) \rightarrow^*_T T \quad (i = 1, 2). \]
The above two rewriting sequences of $G$ induce the following two leftmost rewriting sequences:
\[ N \rightarrow^*_G N_i \rightarrow_G a(N_{i,1}, \ldots, N_{i,\Sigma(a)}) \rightarrow^*_G a(T_1, \ldots, T_{\Sigma(a)}) \quad (i = 1, 2), \]
which are the same by the unambiguity of $G$. Then the length of the sequence $N \rightarrow^*_G N_1$ and that of $N \rightarrow^*_G N_2$ are the same since just after them the root terminal $a$ occurs, and hence $N_1 = N_2$, as required.

Next we prove the unambiguity of $G'$, by contradiction: we assume that $G'$ is not unambiguous, and show that $G$ is not unambiguous, which is a contradiction. Let $N'_0 \in \mathcal{N}'$ and $T \in T(\Sigma)$ be a pair of a nonterminal and a tree such that there exist two leftmost rewriting sequences from $N'_0$ to $T$ in $G'$. We can assume without loss of generality that the leftmost rewriting sequences differ on the first step. Assume that the two rewriting sequences are
\[ N'_0 \rightarrow_{G', \ell} \ a(N'_{1,1}, \ldots, N'_{1,\Sigma(a)}) \rightarrow^*_G \ a(T_1, \ldots, T_{\Sigma(a)}) = T \]
and
\[ N'_0 \rightarrow_{G', \ell} \ a(N'_{2,1}, \ldots, N'_{2,\Sigma(a)}) \rightarrow^*_G \ a(T_1, \ldots, T_{\Sigma(a)}) = T. \]
We have $N'_{1,j} \neq N'_{2,j}$ for some $j$. By the definition of $\mathcal{R}'$, there are rules
\[ N'_0 \rightarrow_G a(N_{1,1}, \ldots, N_{1,\Sigma(a)}) \quad \text{and} \quad N'_0 \rightarrow_G a(N_{2,1}, \ldots, N_{2,\Sigma(a)}) \]
with $N_{i,j} \rightarrow^*_G N'_{i,j}$ for every $(i, j) \in \{1, 2\} \times \{1, \ldots, \Sigma(a)\}$. There are two cases:

- **Case $N_{1,j} \neq N_{2,j}$ for some $j \in \{1, \ldots, \Sigma(a)\}$:** By the rewriting sequences above and the claim (2), we have two sequences
  \[ N'_0 \rightarrow_G a(N_{i,1}, \ldots, N_{i,\Sigma(a)}) \rightarrow^*_G a(N'_{1,1}, \ldots, N'_{1,\Sigma(a)}) \rightarrow^*_G a(T_1, \ldots, T_{\Sigma(a)}) \]
  for $i = 1, 2$. The corresponding leftmost rewriting sequences differ at the first step. So $G$ is unambiguous.

- **Case $N_{1,j} = N_{2,j}$ for every $j \in \{1, \ldots, \Sigma(a)\}$:** Let $j$ be an index such that $N'_{1,j} \neq N'_{2,j}$ and $N_j \triangleq N_{1,j} = N_{2,j}$. Then $N_j \rightarrow^*_G \ N'_{1,j} \rightarrow^*_G T_j$ and $N_j \rightarrow^*_G \ N'_{2,j} \rightarrow^*_G T_j$. By the definition of $\mathcal{R}'$ and the claim (2), we have
  \[ N_j \rightarrow^*_G N'_{1,j} \rightarrow_G b(N''_{i,1}, \ldots, N''_{i,\Sigma(b)}) \rightarrow^*_G T_j \quad (i = 1, 2) \]
with $N'_{1,j} \neq N'_{2,j}$. Hence $G$ is not unambiguous.

We show that $G'$ is essentially strongly-connected. Let $N_1, N_2 \in \mathcal{N}'$ such that $\#(\mathcal{L}(G', N_1)) = \#(\mathcal{L}(G', N_2)) = \infty$. We show that $N_2$ is reachable from $N_1$ in $G'$. By the claim (2), $\mathcal{L}(G, N_2) \supseteq \mathcal{L}(G', N_2)$ is infinite. Since $\mathcal{L}(G', N_1)$ is infinite, we have a rule
\[ N_1 \rightarrow_{G'} a(N_{1,1}, \ldots, N_{1,\Sigma(a)}) \]
in $\mathcal{R}'$ such that $\mathcal{L}(G', N_{1,i})$ is infinite for some $i$ and $\mathcal{L}(G', N_{1,j}) \neq \emptyset$ for every $j = 1, \ldots, \Sigma(a)$. Again, by the claim (2), $\mathcal{L}(G, N_{1,i}) \supseteq \mathcal{L}(G', N_{1,i})$ is infinite. Since $G$ is essentially strongly-connected, there exists a linear context $S$ such that $N_{1,i} \rightarrow^*_G S[N_2]$. By the claim (1), there exists $N'_{1,i} \in \mathcal{I}_{N_{1,i}}$ such that $N'_{1,i} \rightarrow^*_G S[N_2]$. Since $N'_{1,i} \in \mathcal{I}_{N_{1,i}}$, we have $N_{1,i} \rightarrow^*_G N'_{1,i}$, and hence by the definition of $\mathcal{R}'$, we find that
\[ N_1 \rightarrow_{G'} a(N_{1,1}, \ldots, N_{1,i-1}, N'_{1,i}, N_{1,i+1}, \ldots, N_{1,\Sigma(a)}) \]
is in $\mathcal{R}'$. Let us pick $T_{1,j} \in \mathcal{L}(\mathcal{G}', N_{1,j})$ for each $j \neq i$; then we have:

$$
N_1 \rightarrow^{\ast}_{\mathcal{G}'} a(N_{1,1}, \ldots, N_{1,i-1}, N'_{1,i}, N_{1,i+1}, \ldots, N_{1,\Sigma(a)})
$$

$$
\quad \quad \rightarrow^{\ast}_{\mathcal{G}'} a(N_{1,1}, \ldots, N_{1,i-1}, S[N_2], N_{1,i+1}, \ldots, N_{1,\Sigma(a)})
$$

$$
\quad \quad \rightarrow^{\ast}_{\mathcal{G}'} a(T_{1,1}, \ldots, T_{1,i-1}, S[N_2], T_{1,i+1}, \ldots, T_{1,\Sigma(a)}).
$$

Thus $N_2$ is reachable from $N_1$ in $\mathcal{G}'$.

Lastly, we show that $S_{\inf}(\mathcal{G}) \subseteq S_{\inf}(\mathcal{G}')$. Assume that $S \in \mathcal{L}(\mathcal{G}, N_1 \Rightarrow N_2)$ and $\#(\mathcal{L}(\mathcal{G}, N_1)) = \#(\mathcal{L}(\mathcal{G}', N_1))$.

By strong connectivity of $\mathcal{G}$, we have $S \in \mathcal{L}(\mathcal{G}', N_1 \Rightarrow N_2)$. Since $\#(\mathcal{L}(\mathcal{G}', N_1)) = \#(\mathcal{L}(\mathcal{G}', N_1'))$ and $N_2 \rightarrow^{\ast}_{\mathcal{G}} S[N_1]$ and $N_1 \rightarrow^{\ast}_{\mathcal{G}'} N_1'$, we have $N_2 \rightarrow^{\ast}_{\mathcal{G}'} S[N_1']$. Hence $S \in \mathcal{L}(\mathcal{G}', N_1' \Rightarrow N_2')$. Since $\#(\mathcal{L}(\mathcal{G}', N_1')) = \#(\mathcal{L}(\mathcal{G}', N_1')) = \infty$, we have $\#(\mathcal{L}(\mathcal{G}', N_1')) = \infty$ as well.

**Proof of Lemma 3.19.** Let $\mathcal{G}$ be a regular tree grammar that is unambiguous and strongly connected. Then $\mathcal{G}$ is essentially strongly-connected. So by applying Lemmas B.2 and B.3, we obtain a grammar $\mathcal{G}'$ and a family $(I_N)_{N \in N'}$ that satisfy the following conditions:

- $\mathcal{G}'$ is canonical, unambiguous and essentially strongly-connected.
- $\mathcal{L}(\mathcal{G}', N) = \bigcup_{N' \in I_N} \mathcal{L}(\mathcal{G}', N')$ for every $N \in N'$.
- $S_{\inf}(\mathcal{G}') \subseteq S_{\inf}(\mathcal{G})$.

The grammar $\mathcal{G}'$ and a family $(I_N)_{N \in N'}$ satisfy the first and second requirements of Lemma 3.19. We show that $\#(\mathcal{L}(\mathcal{G})) = \infty$ implies $S(\mathcal{G}) \subseteq S_{\inf}(\mathcal{G}')$.

Suppose that $\#(\mathcal{L}(\mathcal{G})) = \infty$. Since $\mathcal{L}(\mathcal{G}) = \bigcup_{N \in N'} \mathcal{L}(\mathcal{G}, N)$ and $N$ is finite, there exists $N_0 \in N$ such that $\#(\mathcal{L}(\mathcal{G}, N_0)) = \infty$. By strong connectivity of $\mathcal{G}$, we have $\#(\mathcal{L}(\mathcal{G}, N)) = \infty$ for every $N \in N$. Hence $N_{\inf} = N$, and thus $S(\mathcal{G}) = S_{\inf}(\mathcal{G})$. We have $S(\mathcal{G}) = S_{\inf}(\mathcal{G}) \subseteq S_{\inf}(\mathcal{G}')$ as required. 

**Appendix C. Proof of Lemma 3.32**

We start from the formal definition of periodicity and its basic properties.

**Definition C.1** (Period, Basic Period). Let $X \subseteq \mathbb{N}$ be a subset of natural numbers. We say $X$ is periodic with period $c$ ($c \in \mathbb{N}\setminus\{0\}$) if

$$
\exists n_0 \in \mathbb{N}. \forall n \geq n_0. \forall k \in \mathbb{N}. \quad n \in X \Leftrightarrow (n + ck) \in X.
$$

If $X$ is periodic, we call the minimum period the **basic period**.

Let $\mathcal{G}$ be a regular tree grammar and $\kappa = (N_1 \ldots N_k \Rightarrow N)$ be a context type of $\mathcal{G}$. We say $\kappa$ is periodic with period $c$ if so is the subset of natural numbers

$$
\{n \in \mathbb{N} \mid \mathcal{L}_n(\mathcal{G}, \kappa) \neq \emptyset\},
$$

and call the minimum period the **basic period**.

**Lemma C.2.** Let $X \subseteq \mathbb{N}$ be a subset of natural numbers and $c \in \mathbb{N}\setminus\{0\}$.

1. Suppose that

$$
\exists n_0 \in \mathbb{N}. \forall n \geq n_0. \quad n \in X \Rightarrow n + c \in X.
$$

Then $X$ is periodic with period $c$.

2. Suppose that

$$
\exists n_0 \in \mathbb{N}. \exists k_0 \in \mathbb{N}. \forall n \geq n_0. \forall k \geq k_0. \quad n \in X \Rightarrow n + ck \in X.
$$

Then $X$ is periodic with period $c$. 

(3) Suppose that $c$ and $c'$ are periods of $X$. Then $\gcd(c, c')$ is also a period of $X$, where $\gcd(c, c')$ is the greatest common divisor.

Proof. (1) Let $n_0 \in \mathbb{N}$ be a witness of the assumption. Then for every $n \geq n_0$ and $k \geq 0$, we have $n \in X \implies (n + ck) \in X$, by induction on $k$. Let $Y \subseteq \mathbb{N}$ be the set of counterexamples of $n + c \in X \implies n \in X$, namely,

$$Y \triangleq \{ n \in \mathbb{N} \mid n + c \in X \land n \notin X \}.$$ 

Then $Y$ has at most $n_0 + c$ elements because, for every $n \geq n_0$ and $k \geq 1$,

$$n \in Y \implies n + c \in X \implies n + ck \in X \implies n + ck \notin Y.$$ 

Let $n_0' \geq n_0$ be a natural number that is (strictly) greater than all elements of $Y$. Then for every $n \geq n_0'$,

$$n \in X \iff n + c \in X.$$ 

By induction on $k \geq 0$, we conclude that $n \in X \iff n + kd \in X$ for every $n \geq n_0'$.

(2) Let $n_0$ and $k_0$ be witnesses of the assumption and $Y \subseteq \mathbb{N}$ be the set of counterexamples of $n \in X \implies n + c \in X$, i.e.,

$$Y \triangleq \{ n \in \mathbb{N} \mid n \in X \land n + c \notin X \}.$$ 

Then $Y$ has at most $n_0 + ck_0$ elements because, for every $n \geq n_0$ and $k \geq k_0$,

$$n \in Y \implies n \in X \implies n + c(k + 1) \in X \implies n + ck \notin Y.$$ 

Let $n_0'$ be a natural number that is (strictly) greater than all elements of $Y$. Then for every $n \geq n_0'$,

$$n \in X \implies n + c \in X.$$ 

Hence by item (1), $X$ is periodic with period $c$.

(3) The claim trivially holds if $\gcd(c, c') = c$ or $c'$. We assume that $\gcd(c, c') < c, c'$. Let $d = \gcd(c, c')$. There exist integers $a, b$ such that $ac + bc' = d$ (by Bézout’s lemma). Since $0 < d < c, c'$, exactly one of $a$ and $b$ is negative. Suppose that $a > 0$ and $b < 0$.

Let $n_0$ be a constant such that

$$\forall n \geq n_0, \forall k \in \mathbb{N}. \ n \in X \iff (n + ck) \in X$$

and $n_0'$ be a constant for a similar condition for $c'$. Let $n_0'' = \max(n_0, n_0') - bc'$. Then, for every $n \geq n_0''$,

$$n \in X \iff n + bc' \in X \quad \text{(since } n + bc' \geq n_0' \text{ and } b < 0)$$

$$\iff n + bc' + ac \in X \quad \text{(since } n + bc' \geq n_0 \text{ and } a > 0)$$

$$\iff n + d \in X.$$ 

By induction on $k \geq 0$, we conclude that $n \in X \iff n + kd \in X$ for every $n \geq n_0''$. \qed

We show that $N \Rightarrow N'$ is periodic for every $N, N' \in \mathcal{N}^{\text{inf}}$ and its basic period is independent of the choice of $N$ and $N'$. We call the basic period of $N \Rightarrow N'$, which is independent of $N$ and $N'$, the basic period of the grammar $G$. Further we show that $U, U' \in \mathcal{L}(G, N \Rightarrow N')$ implies $|U| \equiv |U'| \mod c$, where $c$ is the basic period of the grammar $G$.

Lemma C.3. Let $G = (\Sigma, \mathcal{N}, R)$ be a regular tree grammar. Assume that $G$ is essentially strongly-connected and $\#(\mathcal{L}(G)) = \infty$.

1. $\mathcal{L}(G, N \Rightarrow N')$ is infinite for every $N, N' \in \mathcal{N}^{\text{inf}}$.
2. $N \Rightarrow N$ is periodic for every $N \in \mathcal{N}^{\text{inf}}$. 
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Let $N \in \mathcal{N}^{\inf}$ and $c_N$ be the basic period of $N \Rightarrow N$. Then $\mathcal{L}_n(G, N \Rightarrow N) \neq \emptyset$ implies $n \equiv 0 \mod c_N$.

(4) The basic period $c_N$ of $N \Rightarrow N$ is independent of $N \in \mathcal{N}^{\inf}$. Let $c = c_N$.

(5) For every $N, N' \in \mathcal{N}^{\inf}$, if $U_1, U_2 \in \mathcal{L}(G, N \Rightarrow N')$, then $|U_1| \equiv |U_2| \mod c$.

(6) For every $N, N' \in \mathcal{N}^{\inf}$, $N \Rightarrow N'$ has the basic period $c$.

Proof. (1) There exist $N_1, N_2 \in \mathcal{N}^{\inf}$ such that $\mathcal{L}(G, N_1 \Rightarrow N_2)$ contains a context of size greater than 0, because there exists $N_2 \in \mathcal{N}$ with $\mathcal{L}(G, N_2) = \infty$ due to $\#(\mathcal{L}(G)) = \infty$. Let $U \in \mathcal{L}(G, N_1 \Rightarrow N_2)$ be a context with $|U| > 0$. Let $N \in \mathcal{N}^{\inf}$. By essential strong-connectivity there exist $S_N \in \mathcal{L}(G, N \Rightarrow N_1)$ and $S'_N \in \mathcal{L}(G, N_2 \Rightarrow N)$, and then $U_N \triangleq S'_N[U[S_N]] \in \mathcal{L}(G, N \Rightarrow N)$ with $|U_N| > 0$. Let $U_N$ be the context defined by $U_N^0 = []$ and $U_N^{n+1} = U_N[U_N^n]$. Then $U_N^n \in \mathcal{L}(G, N \Rightarrow N)$ for every $n$ and $|U^n| > n$; hence $\mathcal{L}(G, N \Rightarrow N)$ is an infinite set.

(2) Let $N \in \mathcal{N}^{\inf}$ and $c_N$ be the basic period of $N \Rightarrow N$, and suppose that $\mathcal{L}_n(G, N \Rightarrow N) \neq \emptyset$. If $n = 0$, then the claim trivially holds. Suppose that $n > 0$ and let $U \in \mathcal{L}_n(G, N \Rightarrow N)$. Then by the argument of the proof of (1), $N \Rightarrow N$ has period $|U| = n$. By Lemma C.2(3), $N \Rightarrow N$ has period gcd$(c_N, n)$, which is smaller than or equal to $c_N$. Since $c_N$ is basic, this implies $c_N = \gcd(c_N, n)$, i.e., $n \equiv 0 \mod c_N$.

(3) Let $N_1, N_2 \in \mathcal{N}^{\inf}$ and $c_1$ and $c_2$ be the basic periods of $N_1 \Rightarrow N_1$ and of $N_2 \Rightarrow N_2$, respectively. We show that $c_1 \equiv 0 \mod c_2$. By essential strong-connectivity, there exist $S_1, S_2 \in \mathcal{L}(G, N_1 \Rightarrow N_2)$ and $S_{1,2} \in \mathcal{L}(G, N_2 \Rightarrow N_1)$. Since $\mathcal{L}(G, N_1 \Rightarrow N_1)$ is infinite (by (1)) and $N_1 \Rightarrow N_1$ has period $c_1$, there exist contexts $U, U' \in \mathcal{L}(G, N_1 \Rightarrow N_1)$ such that $|U'| = |U| + c_1$. Let $n = |S_{1,2}[U[S_{1,2}]]|$ and $n' = |S_{1,2}[U'[S_{1,2}]]|$; then $n' = n + c_1$. Then both $\mathcal{L}_n(G, N_2 \Rightarrow N_2)$ and $\mathcal{L}_{n'}(G, N_2 \Rightarrow N_2)$ are non-empty. Hence $n \equiv 0 \mod c_2$ and $n' \equiv 0 \mod c_2$ by (3). Therefore $c_1 \equiv n' - n \equiv 0 \mod c_2$.

(4) Let $N, N' \in \mathcal{N}^{\inf}$ and assume that $U_1, U_2 \in \mathcal{L}(G, N \Rightarrow N')$. By essential strong-connectivity, there exists $S \in \mathcal{L}(G, N' \Rightarrow N)$. Then $S[U_1], S[U_2] \in \mathcal{L}(G, N \Rightarrow N)$. By (3),

$$|S| + |U_1| \equiv |S[U_1]| \equiv |S[U_2]| \equiv |S| + |U_2| \mod c.$$

Hence $|U_1| \equiv |U_2| \mod c$.

(5) Let $N, N' \in \mathcal{N}^{\inf}$. Recall that $c$ is the basic period of $N \Rightarrow N$. Since $c$ is a period of $N \Rightarrow N$ and by (3), there exists $k_0 \geq 0$ such that, for every $k \geq k_0$, we have $\mathcal{L}_{ck}(G, N \Rightarrow N) \neq \emptyset$. Let $(U_k)_{k \geq k_0}$ be a family such that $U_k \in \mathcal{L}_{ck}(G, N \Rightarrow N)$. Now $\mathcal{L}_n(G, N \Rightarrow N') \neq \emptyset$ implies $\mathcal{L}_{n+ck}(G, N \Rightarrow N') \neq \emptyset$ for every $k \geq k_0$, since $U' \in \mathcal{L}_n(G, N \Rightarrow N')$ implies $U'[U_k] \in \mathcal{L}_{n+ck}(G, N \Rightarrow N')$. By Lemma C.2(2), $N \Rightarrow N'$ has period $c'$. Conversely assume that $N \Rightarrow N'$ has period $c'$. Since $\mathcal{L}(G, N \Rightarrow N')$ is an infinite set by (1), we have $U_1, U_2 \in \mathcal{L}(G, N \Rightarrow N')$ such that $|U_2| = |U_1| + c'$. By (5), we have $|U_1| \equiv |U_2| \mod c$, which implies $c' \equiv 0 \mod c$.

We are now ready to prove Lemma 3.32.
Proof of Lemma 3.32. Let \( c \) be the basic period of \( G \). We first define \( d_{N,N'} \) for each \( N, N' \in \mathcal{N}^{\inf} \). Since \( \mathcal{L}(G, N\Rightarrow N') \) is infinite (Lemma C.3(1)), there exists \( U_{N,N'} \in \mathcal{L}(G, N\Rightarrow N') \). Let \( d_{N,N'} \) be the unique natural number \( 0 \leq d_{N,N'} < c \) such that \( |U_{N,N'}| \equiv d_{N,N'} \mod c \). This definition of \( d_{N,N'} \) does not depend on the choice of \( U_{N,N'} \), by Lemma C.3(5).

We define \( n_0 \). For every \( N, N' \in \mathcal{N}^{\inf} \), since \( c \) is a period of \( \mathcal{L}(G, N\Rightarrow N') \), there exists \( n_{0}^{N,N'} \) such that:

\[
\forall n \geq n_{0}^{N,N'}, \forall k \in \mathbb{N}. \quad \mathcal{L}_n(G, N\Rightarrow N') \neq \emptyset \iff \mathcal{L}_{n+ck}(G, N\Rightarrow N') \neq \emptyset.
\]

Let \( n_0 \triangleq \max\{n_{0}^{N,N'} \mid N, N' \in \mathcal{N}^{\inf}\} \).

Then:

- (1) follows from Lemma C.3(5).
- (2) follows from the definition of \( n_0 \), infinity of \( \mathcal{L}(G, N\Rightarrow N') \) (Lemma C.3(1)), and Lemma C.3(5) (given \( n \geq n_0 \), pick \( U \in \mathcal{L}(G, N\Rightarrow N') \) such that \( |U| \geq n \); then \( |U| = n + ck \) for some \( k \geq 0 \).
- (3) follows from Lemma C.3(3).
- (4) follows from \( U_{N',N''}[U_{N,N}] \in \mathcal{L}(G, N\Rightarrow N'') \) and Lemma C.3(5). □