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Abstract: We consider a long-range percolation graph on $\mathbb{Z}^d$ where, in addition to the nearest-neighbor edges of $\mathbb{Z}^d$, distinct $x, y \in \mathbb{Z}^d$ are connected by an edge independently with probability asymptotic to $\beta |x-y|^{-s}$, for $s \in (d, 2d)$, $\beta > 0$ and $|\cdot|$ a norm on $\mathbb{R}^d$. We first show that, for all but a countably many $\beta > 0$, the graph-theoretical (a.k.a. chemical) distance between typical vertices at $|\cdot|^{-}\text{distance } r$ is, with high probability as $r \to \infty$, asymptotic to $\phi_\beta(r)(\log r)^\Delta$, where $\Delta^{-1} := \log_2(2d/s)$ and $\phi_\beta$ is a positive, bounded and continuous function subject to $\phi_\beta(r) = \phi_\beta(r)$ for $\gamma := s/(2d)$. The proof parallels that in a continuum version of the model where a similar scaling was shown earlier by the first author and J. Lin. This work also conjectured that $\phi_\beta$ is constant which we show to be false by proving that $p_\beta \log \beta \phi_\beta$ tends, as $\beta \to \infty$, to a non-constant limit which is independent of the specifics of the model. The proof reveals arithmetic rigidity of the shortest paths that maintain a hierarchical (dyadic) structure all the way to unit scales.

1. INTRODUCTION AND RESULTS

The asymptotic behavior of the intrinsic, a.k.a. graph-theoretical or chemical, distance in random graphs has been a subject of intense research. A prime example is the first passage percolation of Hammersley and Welsh [22] where edges of $\mathbb{Z}^d$ are assigned random lengths and one is interested in the aggregate edge length $L(x, y)$ of the shortest path connecting $x$ to $y$. Under suitable mixing and moment assumptions, the Subadditive Ergodic Theorem (Kingman [26, 27]) shows that $x \mapsto L(0, x)$ is, for $x$ large, asymptotic to a (deterministic) norm on $\mathbb{R}^d$ and, in particular, $L(0, nx)$ scales asymptotically linearly with $n$. The conclusion extends to the chemical distance on the infinite cluster of supercritical bond percolation on $\mathbb{Z}^d$ with $d \geq 2$ (Antal and Pisztora [1], Garet and Marchand [21]). See the recent review by Auffinger, Damron and Hanson [2].

Our focus in the present paper is on the chemical distance in long-range percolation graphs. More precisely, we will use long-range percolation as a means to add random shortcuts to the existing nearest-neighbor structure of $\mathbb{Z}^d$. Our setting will be as follows: Given a collection of numbers $\{q(x)\}_{x \in \mathbb{Z}^d} \subseteq [0, \infty]$ satisfying $q(x) = q(-x)$ for all $x \in \mathbb{Z}^d$ and a parameter $\beta \in (0, \infty)$, set

$$p_\beta(x, y) := 1 - \exp\{-\beta q(x - y)\}$$  \hspace{1cm}(1.1)

(where $e^{-\infty} := 0$) and consider the random graph with vertices $\mathbb{Z}^d$ and an undirected edge between $x$ and $y$ present with probability $p_\beta(x, y)$, independently of other edges.
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The cases of prime concern for us are those when \( q \) exhibits power-law decay which, in light of our use of \( \beta \) as an independent parameter, we take to mean
\[
q(x) \sim \frac{1}{|x|^s}, \quad |x| \to \infty,
\]
for a norm \( |\cdot| \) on \( \mathbb{R}^d \) and a parameter \( s > 0 \). We also assume that \( q(x) = +\infty \) whenever \( x \) is a neighbor of the origin to ensure that all the nearest-neighbor edges of \( \mathbb{Z}^d \) are present, and the graph is thus connected. The chemical distance \( D(x, y) \) between \( x, y \in \mathbb{Z}^d \) is then defined as the minimal number of edges in any path connecting \( x \) to \( y \).

Earlier studies have revealed five distinct parameter regimes of asymptotic scaling of the chemical distance with respect to the Euclidean metric:

1. \( s < d \), where the percolation graph on all of \( \mathbb{Z}^d \) has finite intrinsic diameter (Benjamini, Kesten, Peres and Schramm \[5\]),
2. \( s = d \), where the chemical distance grows logarithmically modulo log-log corrections (Coppersmith, Gamarnik and Sviridenko \[15\]),
3. \( d < s < 2d \), where the chemical distance growth is polylogarithmic with exponents increasing from 1 to \( \infty \) as \( s \) varies from \( d \) to \( 2d \) (Biskup \[9, 10\]),
4. \( s = 2d \), where the chemical distance has sublinear polynomial growth with a \( \beta \)-dependent exponent (Benjamini and Berger \[3\], Ding and Sly \[20\]),
5. \( s > 2d \), where the asymptotically-linear scaling with the underlying metric on \( \mathbb{Z}^d \) valid generically for first passage percolation resumes (Berger \[8\]).

Our focus here is on the intermediate regime \( d < s < 2d \). Here the early work \[9\] by the first author showed
\[
D(0, x) = (\log |x|)^{\Delta + o(1)} \quad \text{when} \quad q(x) = |x|^{-s + o(1)} \quad \text{as} \quad |x| \to \infty
\]
where
\[
\Delta := \frac{1}{\log_2 (2d/s)}.
\]

The first author and J. Lin \[12\] then sharpened this to an asymptotic statement for a closely related continuum model with asymptotic decay \[1.2\]. Our first item of business is to extend this conclusion to the model on \( \mathbb{Z}^d \). Write \( B(x, r) := \{ y \in \mathbb{Z}^d : |x - y| < r \} \) for a ball in \( |\cdot| \)-norm and let \( # \) denote the counting measure on \( \mathbb{Z}^d \). We then have:

**Theorem 1.1** Let \( d \geq 1 \) and \( s \in (d, 2d) \) and assume \( q \) obeys \[1.2\]. Write \( \Delta \) for the quantity in \[1.4\] and let \( \gamma := \frac{s}{2d} \). For each \( \beta > 0 \) there exists a continuous function \( \phi_\beta : (1, \infty) \to (0, \infty) \) subject to the log-log-periodicity condition
\[
\forall r > 1 : \quad \phi_\beta(r^\gamma) = \phi_\beta(r)
\]
and there is an at most countable set \( \Sigma \subseteq (0, \infty) \) such that, for all \( \beta \in (0, \infty) \setminus \Sigma \),
\[
\forall \epsilon > 0 : \quad \frac{1}{r^d} \# \left\{ x \in B(0, r) : \left| \frac{D(0, x)}{\phi_\beta(r)(\log r)^\Delta} - 1 \right| > \epsilon \right\} \xrightarrow{r \to \infty} 0.
\]

The map \( \beta \mapsto \phi_\beta(r) \) is non-increasing and left-continuous. It is continuous at all \( \beta \notin \Sigma \).
Fig. 1 Top figure: A plot of the chemical distance from the origin to points in \{1, \ldots, 2000\} in a sample of long-range percolation on \(\mathbb{Z}\) with \(q(x) := |x|^{-s}\) (for \(|x| > 1\)) and parameters \(s := 1.5\) and \(\beta := 1\). The arcs below depict the edges in the underlying graph. Bottom figure: A corresponding plot for a sample with \(s := 1.5\) but \(\beta := 5\). Note that the distance drops at the points where a long edge lands. The chemical distance plots are not to scale.

The function \(\phi_\beta\), which plays the role of so called time constant in our setting, depends on the whole set of connection parameters \(\{q(x)\}_{x \in \mathbb{Z}^d}\), but we keep that dependence implicit. Referring to (1.5) as log-log-periodicity is justified by letting \(\psi_\beta : \mathbb{R} \to (0, \infty)\) be defined by

\[
\psi_\beta(t) := \phi_\beta(e^{\gamma^{-1}}) \quad \text{(1.7)}
\]

and noting that (1.5) then translates into (additive) 1-periodicity of \(\psi_\beta\). The restriction to \(\beta \notin \Sigma\) reflects on our inability to control the continuity of \(\beta \mapsto \phi_\beta(r)\). Indeed, writing \(L_\beta(r) := (\log r)^n \phi_\beta(r)\) the proof actually gives

\[
\frac{1}{\#B(0, r)} \# \left( \left\{ x \in B(0, r) : (1 - \epsilon) L_{\beta^+}(r) \leq D(0, x) \leq (1 + \epsilon) L_{\beta}(r) \right\} \right) \xrightarrow{r \to \infty} 1, \quad \text{(1.8)}
\]

where \(L_{\beta^+}(r) := \lim_{\beta \uparrow \beta^+} L_{\beta}(r)\). The latter then equals \(L_{\beta}(r)\) when \(\beta \notin \Sigma\).

We note that in the continuum setting of [12], scaling arguments were used to show that \(\beta, r \mapsto \phi_\beta(r)\) is jointly continuous, which gave convergence for all \(\beta > 0\). In addition, the convergence \(D(0, rx)/L(r) \to 1\) in [12] was shown to hold in probability for every \(x \neq 0\). In this “pointwise” version, the mode of convergence cannot be improved to “almost sure,” at least in \(d = 1\). This is due to long edges offering effective shortcuts at and near the points where they land; see [12] Observation 1.3] and Fig[1]

Natural follow-up questions to (1.6) are: What is \(\phi_\beta\)? Can it be described more explicitly? What is its limit behavior as \(\beta \to \infty\) and \(\beta \downarrow 0\)? In [12], \(\phi_\beta\) appeared to arise from the method of proof that was based on subadditivity arguments along doubly-exponentially growing scales. In light of the canonical scaling properties of the continuum model, it seemed reasonable to conjecture that \(\phi_\beta\) is generally constant. However, as our next result shows, this is false.
Theorem 1.2 Let \( d \geq 1, s \in (d, 2d) \) and assume \( q \) as above. Write \( \phi_\beta \) for the function from Theorem 1.1. Denote \( m(\beta) := \sup \{ k \in \mathbb{Z} : \gamma^{-k} \leq \log \beta \} \) for \( \gamma := \frac{s}{2d} \) and set
\[
u(\beta) := \gamma^{m(\beta)} \log \beta \in [1, \gamma^{-1}] .
\] (1.9)
Define \( \psi_\beta \) from \( \phi_\beta \) via (1.7). Then for all \( t \in [0, 1] \),
\[
(\log \beta)^\Delta \psi_\beta \left(t + \frac{\log(\frac{u(\beta)}{2d-s})}{\log(1/\gamma)}\right) \xrightarrow{\beta \to \infty} \left[ \frac{s}{2d-s} (2\gamma)^{-t} - 2 \frac{s-d}{2d-s} 2^{-t} \right] (2d-s)^\Delta
\] (1.10)
with the limit uniform on \([0, 1]\).

As is readily checked, the function on the right of (1.10) equals \((2d-s)^\Delta\) at \( t = 0 \) and \( t = 1 \) (which is consistent with the 1-periodicity of \( \psi_\beta \)) yet, being the difference of two exponentials with distinct bases, it is not constant. We thus conclude:

Corollary 1.3 For each \( q \) as above there is \( \beta_0 \in (0, \infty) \) such that \( \phi_\beta \) is not constant for \( \beta > \beta_0 \).

This refutes Conjecture 1.4 from [12] for the lattice version of the model. The conclusion of Theorem 1.2 also reveals the overall scaling of \( \phi_\beta \) with \( \beta \):

Corollary 1.4 For each \( q \) as above there are \( c, C \in (0, \infty) \) and \( \beta_1 > 1 \) such that
\[
\forall \beta > \beta_1 \forall r > 1: \quad \frac{c}{(\log \beta)^\Delta} \leq \phi_\beta(r) \leq \frac{C}{(\log \beta)^\Delta} .
\] (1.11)

The upshot of Theorem 1.2 is that the asymptotic distances exhibit a universal scaling limit as \( \beta \to \infty \) that depends only on the dimension \( d \) and the exponent \( s \) but not on the particulars of \( q \). A plot of this limit, along with that for the asymptotic distance function \( L_\beta(r) := \phi_\beta(r)(\log r)^\Delta \), is shown in Fig. 2.

The fact that \( \phi_\beta \) is not constant means that, for \( \beta \) large, \( D(0, x) \) is sensitive to the arithmetic nature of \( |x| \) — namely, the fractional part of \( \log_{1/\gamma} \log(|x|) \). The need for the \( u(\beta) \)-dependent term in (1.10) reveals that similar arithmetic oscillations occur also in \( \beta \)-dependence of the distance scaling function. As we explain below, these arise from the minimizing paths being rigid down to a lattice scale.

2. Main ideas, connections and open questions

We proceed to review the main ideas of the proofs. The proof of Theorem 1.1 runs very closely to that in [12] and so we focus on Theorem 1.2. We also highlight natural questions that we find worthy of further study and make connections to literature.

2.1 Heuristics for distance oscillations.

As shown in earlier work on this problem [9, 10, 12], the polylogarithmic scaling of the graph distance with the underlying metric on \( \mathbb{Z}^d \) in the parameter range \( d < s < 2d \) arises from a dyadic structure of the minimizing paths. Naturally, the larger the \( \beta \), the more long edges are there and the more rigid the dyadic structure should be expected to be. We will now present a semi-heuristic derivation of an asymptotic formula for the graph distance in the limit as \( \beta \to \infty \) that yields the conclusion (1.10).
be justified rigorously in later sections by way of asymptotically matching upper and lower bounds.

Consider the long-range percolation on $\mathbb{Z}^d$ with connection probabilities (1.1–1.2) for some $s \in (d,2d)$ and $\beta > 0$. The aforementioned dyadic hierarchical structure of minimizing paths comes from the observation that, given two sites $x$ and $y$ with $N := |x - y| \gg 1$, the ball $B(x,N_1)$ is likely to contain an edge to the ball $B(y,N_2)$ provided that

$$\beta \frac{(N_1 N_2)^d}{N^s} \gg 1$$

while having even one such edge is unlikely when the quantity on the left is $\ll 1$. Writing (whenever such an edge exists) $z$ for the endpoint in $B(x,N_1)$ and $z'$ for the endpoint in $B(y,N_2)$, this yields the key subadditivity inequality

$$D(x,y) \leq 1 + D(x,z) + D(y,z')$$

that drives all the recent work [9,10,12]. As it turns out, the inequality (2.2) is actually saturated for at least one "optimal" choice of the edge $(z,z')$ where finding an optimal edge includes optimizing over the “radii” $N_1$ and $N_2$ subject to (2.1).

Under the additional assumption that $\beta \gg 1$, these observations seem to point to the conclusion that $D(x,y)$ increases by one every time $N := |x - y|$ increases, roughly, through a specific power of $\beta$. To see this note first that (1.1–1.2) show that, for $\beta$ large, vertices at $|\cdot|$-distance much smaller than $\beta^{1/s}$ are very likely connected by a single edge while those at $|\cdot|$-distance much larger than $\beta^{1/s}$ are quite unlikely to do so. Hence, with high probability, $D(x,y) = 1$ when $0 < N := |x - y| \ll \beta^{1/s}$ and $D(x,y) \geq 2$ when $N \gg \beta^{1/s}$. Proceeding inductively, if we assume that for each $k = 0, \ldots, n$ there is $\theta_k \geq 0$ such that, with high probability once $\beta$ is large,

$$D(x,y) \begin{cases} \leq k, & \text{for } N := |x - y| \ll \beta^{\theta_k}, \\ \geq k + 1, & \text{for } N \gg \beta^{\theta_k}, \end{cases}$$

(2.3)
then (2.1) with \( N_1 := \beta^0 \) and \( N_2 := \beta^{n-1} \) yield
\[
D(x, y) \leq n + 1 \quad \text{as long as, for at least one } k \in \{0, \ldots, n\},
\]
\[
N \ll \beta^{1/s}(N_1 N_2)^{d/s} = \beta^{1 + \frac{d}{s}(\theta_k + \theta_{n-k})}. \tag{2.4}
\]

The fact that (2.2) reduces to equality for an optimal choice of \((z, z')\) — which dictates the choice of \( k \) — in turn gives \( D(x, y) > n + 1 \) when \( N \) is much larger than the right-hand side for every \( k \in \{0, \ldots, n\} \). This reproduces the induction assumption (2.3) for \( k := n + 1 \) provided \( \theta_{n+1} \) is set to the maximal exponent in (2.4). We are thus lead to:

**Definition 2.1** (Exponent sequence) Let \( \{\theta_k\}_{k \geq 0} \) be the sequence defined by the recursion
\[
\theta_{n+1} := \frac{1}{s} + \frac{d}{s} \max_{0 \leq k \leq n} (\theta_k + \theta_{n-k}) \tag{2.5}
\]
with initial value \( \theta_0 := 0 \).

We will now make a couple of mathematical observations about this recursion and then solve it explicitly. First we note that the term \( \theta_k + \theta_{n-k} \) is maximized by the “most symmetric” value of \( k \):

**Lemma 2.2** Define the auxiliary sequence \( \{\tilde{\theta}_n\}_{n \geq 1} \) by \( \tilde{\theta}_0 := 0 \) and, recursively,
\[
\tilde{\theta}_{2n} := \frac{1}{s} + \frac{d}{s} (\tilde{\theta}_n + \tilde{\theta}_{n-1}) \tag{2.6}
\]
and
\[
\tilde{\theta}_{2n+1} := \frac{1}{s} + \frac{2d}{s} \tilde{\theta}_n. \tag{2.7}
\]

Then \( n \mapsto \tilde{\theta}_n \) is non-negative and concave (on naturals) and, in fact,
\[
\forall n \geq 0: \quad \theta_n = \tilde{\theta}_n. \tag{2.8}
\]

**Proof.** Non-negativity is immediate from the recursive definition. For concavity on naturals we note that, by (2.6)–(2.7),
\[
\forall n \geq 1: \quad \tilde{\theta}_{2n+1} + \tilde{\theta}_{2n-1} - 2\tilde{\theta}_{2n} = 0 \tag{2.9}
\]
while
\[
\forall n \geq 1: \quad \tilde{\theta}_{2n} + \tilde{\theta}_{2n-2} - 2\tilde{\theta}_{2n-1} = \frac{d}{s}(\tilde{\theta}_n + \tilde{\theta}_{n-2} - 2\tilde{\theta}_{n-1}). \tag{2.10}
\]

Since
\[
\tilde{\theta}_2 + \tilde{\theta}_0 - 2\tilde{\theta}_1 = \frac{1}{s} \left( 1 + \frac{d}{s} \right) - \frac{2}{s} = \frac{d - s}{s^2} < 0 \tag{2.11}
\]
we get \( \theta_{n+1} + \theta_{n-1} - 2\theta_n \leq 0 \) for all \( n \geq 1 \) by induction.

In order to prove (2.8) we note that the statement holds for \( n = 0 \) so, aiming for a proof by induction, let us assume \( \theta_k = \tilde{\theta}_k \) for \( k = 0, \ldots, n \). Then
\[
\theta_{n+1} = \frac{1}{s} + \frac{d}{s} \max_{0 \leq k \leq n} (\theta_k + \theta_{n-k}) = \frac{1}{s} + \frac{d}{s} \max_{0 \leq k \leq n} (\tilde{\theta}_k + \tilde{\theta}_{n-k}) \tag{2.12}
\]
and the second maximum equals \( 2\tilde{\theta}_k \) if \( n = 2k \) and \( \tilde{\theta}_k + \tilde{\theta}_{k-1} \) if \( n = 2k - 1 \) by concavity of \( n \mapsto \tilde{\theta}_n \). From (2.6)–(2.7) we get \( \theta_{n+1} = \tilde{\theta}_{n+1} \) and so (2.8) follows by induction.

The observations made in the previous proof are strong enough to identify the sequence \( \{\theta_n\}_{n \geq 1} \) explicitly:
Lemma 2.3  Recall the notation $γ := \frac{2^s}{2^d}$. The following holds for all $n \geq 0$:

$$θ_{2n-1} = \frac{1 - γ^n}{s} \gamma^{-n+1}$$  \hspace{1cm} (2.13)

and, for all integers $k$ satisfying $2^n - 1 \leq k \leq 2^{n+1} - 1$,

$$θ_k = \frac{2^{n+1} - 1 - k}{2^n} \theta_{2n-1} + \frac{k - 2^n + 1}{2^n} \theta_{2n+1-1}.$$  \hspace{1cm} (2.14)

In short, $k \mapsto θ_k$ is piecewise linear with explicit values for $k \in \{2^n - 1 : n \geq 0\}$.

Proof. We start with the explicit values. Note that $2^n - 1$ is odd and $2(2^n - 1) + 1 = 2^{n+1} - 1$. From (2.7–2.8) we thus get

$$θ_{2n+1-1} = \frac{1}{s} + γ^{-1} θ_{2n-1}. \hspace{1cm} (2.15)$$

Since (2.13) gives the correct value for $n = 0$, we get (2.13) for all $n \geq 0$ by induction.

For (2.14) it suffices to prove that, for all $n \geq 1$,

$$∀k \in \{2^n + 1, \ldots 2^{n+1} - 1\}: \quad θ_k - θ_{k-1} = θ_{k-1} - θ_{k-2} \hspace{1cm} (2.16)$$

because this shows that $k \mapsto θ_k$ is linear for $2^n - 1 \leq k \leq 2^{n+1} - 1$ and so (2.14) follows from (2.13). To show (2.16) note that, for $k$ odd, the equality follows directly from (2.9) (and (2.8)). For $k$ even, writing $k = 2ℓ$ for some integer $ℓ$ (2.10) (and (2.8)) tells us

$$θ_k - θ_{k-1} - (θ_{k-1} - θ_{k-2}) = \frac{d}{s} \left(θ_{ℓ} - θ_{ℓ-1} - (θ_{ℓ-1} - θ_{ℓ-2})\right). \hspace{1cm} (2.17)$$

Since $2^n < k \leq 2^{n+1} - 1$ implies $2^{n-1} < ℓ \leq 2^n - 1$, the right-hand side vanishes assuming that (2.16) holds for $n - 1$. Since (2.16) for $n = 1$ boils down to (2.9), we get (2.16) for all $n \geq 1$ by induction.

We will now present a calculation that determines the asymptotic in the main theorem based on the assumption that, for any $x \in \mathbb{Z}^d \setminus \{0\}$,

$$D(0, xβ^n) \sim n$$  \hspace{1cm} (2.18)

where “$\sim$” means “the ratio of the quantities tends to one in probability” in the limits $n \to \infty$ followed by $β \to \infty$. This assumption restates the conclusion (2.3) of our heuristic reasoning while allowing for sublinear corrections.

First note that, for $λ \in [0, 1]$ such that $2^nλ$ is an integer, (2.18) yields

$$D(0, xβ^{λ2^n+(1-λ)2^{n+1}}) \sim λ2^n + (1-λ)2^{n+1} = \left[λ + (1-λ)2\right]2^n. \hspace{1cm} (2.19)$$

Lemma 2.3 along with $γ^n \to 0$ and $(2γ)^{-n} \to 0$ in turn give

$$θ_{λ2^n+(1-λ)2^{n+1}} \sim λθ_{2^n} + (1-λ)θ_{2^{n+1}} \sim \left[λ + (1-λ)γ^{-1}\right]\frac{1}{2d} γ^{-n} \hspace{1cm} (2.20)$$

Theorem 1.1 shows $D(0, xγ^{-n})/2^n \to Lβ(r) := φ_β(r)(log r)^{λ}$ in measure as $n \to \infty$ provided $β$ is not one of the exceptional values (which we can ignore thanks to the monotonicity of $β \mapsto Lβ(r)$). From (2.19–2.20) and the continuity of $r \mapsto φ_β(r)$ we then get

$$Lβ(β^{[λ+(1-λ)γ^{-1}]2^{−n}}) \sim λ + (1-λ)2$$  \hspace{1cm} (2.21)
and so
\[
\phi_\beta(\beta^{[\lambda+(1-\lambda)\gamma^{-1}]\frac{2d-s}{2d}}) \sim \frac{\lambda + (1-\lambda)2}{[\lambda + (1-\lambda)\gamma^{-1}]^d} (2d-s)^\Delta \frac{1}{(\log \beta)^\Delta}.
\] (2.22)

Writing \( u(\beta) \) for the unique number in \([1, \gamma^{-1}] \) such that \( \beta = e^{u(\beta)\gamma^{-m(\beta)}} \) for a suitable integer \( m(\beta) \) (see (1.9)), the log-log-periodicity of \( \phi_\beta \) in (1.5) then tells us
\[
\phi_\beta(\beta^{[\lambda+(1-\lambda)\gamma^{-1}]\frac{2d-s}{2d}}) = \phi_\beta(e^{[\lambda+(1-\lambda)\gamma^{-1}]\frac{u(\beta)}{2d}}).
\] (2.23)

Finally, let \( t \in [0,1] \) be the unique number such that
\[
\lambda + (1-\lambda)\gamma^{-1} = \gamma^{-t}.
\] (2.24)

This is solved for \( \lambda \) by
\[
\lambda = \frac{2d}{2d-s} - \frac{s}{2d-s} \gamma^{-t}. \tag{2.25}
\]

Using \( \gamma^{-\Delta} = 2 \) we get \([\lambda + (1-\lambda)\gamma^{-1}]^\Delta = \gamma^{-t\Delta} = 2^t \) while (2.25) shows
\[
\lambda + (1-\lambda)2 = 2 - \lambda = \frac{s}{2d-s} \gamma^{-t} - 2\frac{s-d}{2d-s}. \tag{2.26}
\]

Inserting this into (2.22,2.23), we get that, for all \( t \in [0,1] \),
\[
\phi_\beta(e^{\gamma^{-t}}) \sim 2^{-t} \left[ \frac{s}{2d-s} \gamma^{-t} - 2\frac{s-d}{2d-s} \right] (2d-s)^\Delta \frac{1}{(\log \beta)^\Delta}. \tag{2.27}
\]
Writing the left-hand side using \( \psi_d \), we obtain (1.10).

2.2 Remarks and connections.

We proceed with some remarks on directions of possible future study as well as pointers to relevant literature.

(1) **Non-constancy for all \( \beta \) and extension to percolation setting:** Our proof of non-constancy of \( \phi_\beta \) applies only to large \( \beta \) but we expect \( \phi_\beta \) to be non-constant for all \( \beta > 0 \). An interesting starting point could be the \( \beta \downarrow 0 \) asymptotic of \( \phi_\beta \), for which the continuum limit analyzed in [12] should be quite relevant.

Another extension concerns replacing the requirement that \( p_\beta(x,\cdot) = 1 \) for nearest neighbors by the requirement that the graph contain an infinite connected component. We expect the asymptotic (1.6) to take place here as well but several parts of the proof require new arguments.

(2) **Subleading terms and “shape theorem”:** The fact that \( \phi_\beta \) is non-constant complicates the ultimate goal of the whole sequence of works [9,10,12], which is to prove a “shape theorem” for balls of very large radii in the intrinsic (i.e., graph-theoretical or chemical) distance. Shape theorems lie at the core of the study of the First Passage Percolation; cf. Auffinger, Damron and Hanson [2]. The difficulty of the present situation is that the limit of \( D(0,nx)/L_\beta(n) \) as \( n \to \infty \) is independent of \( x \) (as long as \( x \neq 0 \)). The “shape” of the intrinsic ball, if there is in fact one at all, is thus determined by terms beyond the leading-order scale.

In [12, Conjecture 1.5], a proposal for the relevant \( x \)-dependent second-order term was made but that only under the assumption that \( \phi_\beta \) is constant. We expect that the oscillations of \( \phi_\beta \) will contribute another such term, albeit perhaps of a smaller order.
(3) **Diameter scaling:** Another interesting question is the asymptotic scaling of the intrinsic diameter of large sets, e.g., lattice boxes or Euclidean balls. Our control of the point-to-point distance is too weak to rule out exceptional points — which do exist, e.g., at endpoints (or points nearby) certain long edges. The main result of [10] shows that the polylogarithmic exponent remains in effect for the diameter as well; the question is whether exceptional events may lead to sub-logarithmic corrections.

(4) **Other aspects of \(d < s < 2d\) regime:** Long range percolation in the regime of exponents considered in the present paper is attractive for other reasons than just those explored here. One of these is connectivity as a percolation model (again, dropping the requirement that \(p(x) = 1\) for \(x\) being a nearest neighbor). Here the \(d < s < 2d\) regime of (1.2) identifies a robust family of percolation models for which we have a proof of no percolation at criticality; see Berger [7] and the recent work of Hutchcroft [25].

A somewhat opposite situation occurs for random walks on long-range percolation graphs (even with nearest-neighbor edges present). There an invariance principle (i.e., scaling to non-degenerate Brownian motion) is expected to hold for all exponents \(s > d + 2\) yet the method of proof breaks down when \(s \leq 2d\) due to the fact that the so called corrector fails to be sublinear everywhere (Biskup, Chen, Kumagai and Wang [11]). The geometric aspects of long-range percolation such as those studied here will likely play an important role in extending the proof of the invariance principle to all exponents \(s > d + 2\). We refer to, e.g., Berger [7], Benjamini, Berger and Yadin [4], Crawford and Sly [16][17], Misumi [29], Kumagai and Misumi [28], Can, Croydon and Kumagai [13] for studies of random walk in long-range percolation setting and further connections.

(5) **Inhomogenous percolation models:** In [18], Deijfen, van der Hofstad and Hooghiemstra introduced an inhomogeneous version of the long-range percolation model where an edge between \(x\) and \(y\) is added with probability

\[
1 - \exp\left\{-\beta \frac{w_xw_y}{|x-y|^s}\right\},
\]

for a given collection \(\{w_x\}_{x \in \mathbb{Z}^d}\) of non-negative i.i.d. random weights. The main novelty here is that, by tuning the law of the \(w\)’s — specifically, choosing it heavy tailed with a suitable exponent — one can make the degree distribution of the graph “scale free,” which is an aspect relevant for real-life networks.

The appearance of another tunable parameter — namely, the distribution of the \(w\)’s or the relevant exponent therein — makes the “phase diagram” of the model more intricate (see Deprez, Hazra and Wütrich [19], Heydenreich, Hulshof and Jorritsma [24], Hao and Heidenreich [23]) although the five basic regimes of behavior outlined early in this section persist. It is of interest to explore whether the sharp leading-order asymptotic of the distance established here and [12] extend to the inhomogeneous case as well.

Another modification of our model comes in the work of Chatterjee and Dey [14] in which an edge between \(x\) and \(y\) is assigned an exponentially distributed passage time with mean \(|x-y|^{s}\); one is then interested in the minimal passage time in paths connecting two vertices. Also here the regime \(d < s < 2d\) is of significance, being marked by stretched-exponential growth of the passage time with the \(\ell^1\)-distance. A novelty here is the appearance of an additional regime \(2d < s < 2d + 1\), in which the passage time grows polynomially (as opposed to linear growth that resumes for \(s > 2d + 1\)).
3. PROOF OF THEOREM 1.1

The proof of Theorem 1.1 follows closely that of its continuum predecessor [12 Theorem 1.2]. Many steps of the proof can in fact be taken over nearly verbatim; the main novelty is the need for a coupling between the lattice and continuum edge processes and an argument by-passing potential discontinuity points of $\beta \mapsto \phi_\beta(r)$.

3.1 Subadditivity inequality.

Fix $d \geq 1$, $s \in (d, 2d)$, $\beta > 0$ and $q$ satisfying (1.2) throughout the rest of this section. Given a sample of the percolation graph on $\mathbb{Z}^d$, let $\mathcal{E}$ denote for the set of all occupied edges, of both orientations and including the nearest-neighbor ones, contained therein. Echoing definition (2.1) of [12] we introduce $\tilde{D} : \mathbb{Z}^d \times \mathbb{Z}^d \to \mathbb{Z}$ via

$$\tilde{D}(x,y) := \inf \left\{ n \geq 0 : \left\{ (x_{k-1}, x_k) : k = 1, \ldots, n \right\} \subseteq \mathcal{E}, x_0 = x, x_n = y, \forall k = 1, \ldots, n : |x_k - x_{k-1}| < 2|x - y|_1 \right\}. \quad (3.1)$$

We will refer to $\tilde{D}(x,y)$ as the restricted distance from $x$ to $y$ as it is non-negative, strictly positive for $x \neq y$ and arises by optimizing lengths of paths, although $\tilde{D}$ is not a distance in proper sense as it is not symmetric in general. What matters in the sequel is

$$\forall x, y \in \mathbb{Z}^d : \quad D(x,y) \leq \tilde{D}(x,y) \leq |x - y|_1 \quad (3.2)$$

and the fact that the law of $\tilde{D}$ is translation invariant with

$$\forall x, y, x', y' \in \mathbb{Z}^d : |x - x'|_1 > 2|x - y|_1 + 2|x' - y'|_1 \Rightarrow \tilde{D}(x, y) \not\leq \tilde{D}(x', y'). \quad (3.3)$$

Here and henceforth $|\cdot|_1$ denotes the $\ell^1$-norm on $\mathbb{R}^d$.

Let $[x]$, for $x \in \mathbb{R}^d$, denote the unique $z \in \mathbb{Z}^d$ such that $x - z \in [0,1)^d$. The independence property (3.3) enabled by the consideration of the restricted distance permits us to prove the following analogue of [12 Proposition 2.7] that drives the bulk of the subsequent derivations in this paper.

Proposition 3.1 (Subadditivity inequality) Fix $\eta \in (0,1)$ and $\gamma \in (\gamma, 1)$. Let $Z, Z'$ be i.i.d. $\mathbb{R}^d$-valued random variables with common law given by

$$P(Z \in B) = \sqrt{\eta \beta} \int_B \exp(-\eta \beta |z|^{2d}) \, dz, \quad (3.4)$$

where

$$c_0 := \int_{1(|z|^{2d} + |z|^{2d} < 1)} \, dz \, dz. \quad (3.5)$$

Let $\tilde{D}'$ be an independent copy of $\tilde{D}$ with $\tilde{D}$ and $\tilde{D}'$ assumed independent of $Z$ and $Z'$. For each $\gamma_1, \gamma_2 \in (0,\gamma)$ with $\gamma_1 + \gamma_2 = 2\gamma = s/d$, there are $c_1, c_2 \in (0, \infty)$ and, for each $x \in \mathbb{Z}^d$, there is an event $A(x) \in \sigma(Z,Z')$ such that

$$\tilde{D}(0, x) \overset{\text{law}}{\leq} \tilde{D}(0, |x|^{\gamma_1} Z) + \tilde{D}'(0, |x|^{\gamma_2} Z') + 1 + |x|_1 1_{A(x)} \quad (3.6)$$

and

$$P(A(x)) \leq c_1 e^{-c_2 |x|^\theta} \quad (3.7)$$

hold with $\theta := 2d[\gamma - \max\{\gamma_1, \gamma_2\}]$. 


Proof. Fix \( \eta \in (0, 1) \), \( \gamma \in (\gamma, 1) \) and \( \gamma_1, \gamma_2 \in (0, 1) \) with \( \gamma_1 + \gamma_2 = 2\gamma \). Let \( x \in \mathbb{Z}^d \). There is nothing to prove when \( x = 0 \) so let us assume \( x \neq 0 \). Following the overall strategy of the proof in [12], consider Borel measures \( \mu \) and \( \mu' \) on \( \mathbb{R}^d \times \mathbb{R}^d \) defined by

\[
\mu(d\tilde{x}d\tilde{y}) := \eta \beta 1_{(|x|<|\tilde{y}|)} 1_{(|\tilde{x}|+|\tilde{y}-x|\leq|x|)} \frac{d\tilde{x}d\tilde{y}}{|x|^s} \tag{3.8}
\]

and

\[
\mu'(d\tilde{x}d\tilde{y}) := \eta \beta \frac{d\tilde{x}d\tilde{y}}{|x|^s} - \mu(d\tilde{x}d\tilde{y}). \tag{3.9}
\]

Next observe that, for \( |x| \) larger than an \( \eta \)-dependent constant, for any \( (\tilde{x}, \tilde{y}) \in \mathbb{R}^d \times \mathbb{R}^d \), the inequalities \( |\tilde{x}| \leq |\tilde{y}|, |\tilde{x}| \leq |x|^\gamma \), and \( |\tilde{y} - x| \leq |x|^\gamma \) imply

\[
\left( \frac{1+\eta}{2} \right)^{1/s} |x| < |\tilde{x} - \tilde{y}| < \left( \frac{1+\eta}{2} \right)^{-1/s} |x| \tag{3.10}
\]

and so, by the inequality on the right, for all \( \tilde{x}, \tilde{y} \in \mathbb{Z}^d \),

\[
\mu\left( \left( |\tilde{x}|+[0,1]^d \right) \times \left( |\tilde{y}|+[0,1]^d \right) \right) \leq \frac{\eta \beta}{|x|^s} \leq \frac{\eta \beta}{(\frac{1+\eta}{2})^{-1/2} |\tilde{x} - \tilde{y}|^s}. \tag{3.11}
\]

By \([1.1][1.2]\), the left-inequality in (3.10) and \( \eta (\frac{1+\eta}{2})^{-1} < 1 \), this is less than \( p_\beta(|\tilde{x}| - |\tilde{y}|) \) as soon as \( |x| \) exceeds a constant that depends on \( \eta, \beta \) and \( q \). Under these circumstances we can couple a Poisson point process \( I \) with intensity measure \( \mu' \) to the discrete edge set \( E \) so that

\[
\forall (\tilde{x}, \tilde{y}) \in I: \ (|\tilde{x}|, |\tilde{y}|) \in E \tag{3.12}
\]

holds pointwise and, by (3.3) and the restriction built into the definition of \( \tilde{D} \), the families

\[
\{ \tilde{D}(0, |\tilde{x}|): |\tilde{x}| \leq |x|^\gamma \}, \{ \tilde{D}(x, |\tilde{y}|): |\tilde{y} - x| \leq |x|^\gamma \}, I \tag{3.13}
\]

are independent.

Let \( J' \) be a Poisson point process with intensity measure \( \mu' \) independent of \( I \) and \( E \). Then \( I \cup J' \) is a homogeneous Poisson process with intensity \( \eta \beta |x|^{-s} \in (0, \infty) \) and, as is readily checked, there is almost surely a unique pair \( (X, Y) \in I \cup J' \) that minimizes the function

\[
f_x(\tilde{x}, \tilde{y}) := (|x|^{-\gamma_1} |\tilde{x}|)^{2d} + (|x|^{-\gamma_2} |\tilde{y} - x|)^{2d}. \tag{3.14}
\]

The joint law of \( X \) and \( Y \) can be computed explicitly

\[
P((X, Y) \in B) = \frac{\eta \beta}{|x|^s} \int_B \exp\left\{-\frac{\eta \beta}{|x|^s} \int 1_{f_x(x',y') \leq f_x(x,y)} d\tilde{x}'d\tilde{y}'\right\} d\tilde{x}d\tilde{y}. \tag{3.15}
\]

The random variables

\[
Z := |x|^{-\gamma_1} X \quad \text{and} \quad Z' := |x|^{-\gamma_2} (Y - x) \tag{3.16}
\]

then have the joint law

\[
P((Z, Z') \in B) = \frac{\eta \beta}{|x|^c} \int_B \exp\left\{-\frac{\eta \beta}{|x|^c} \int 1_{|z|^{2d} + |z'|^{2d} \leq |z|^{2d} + |z'|^{2d}} dz dz'\right\} dz dz', \tag{3.17}
\]

where \( \zeta := s - d(\gamma_1 + \gamma_2) \). Scaling \( \tilde{Z} \) and \( \tilde{Z}' \) by \( (|z|^{2d} + |z'|^{2d})^{1/d} \), the inner integral is shown to equal \( c_0(|z|^{2d} + |z'|^{2d}) \) thus turning the outer integral into one with respect to a
In order to unite the expectations and get an expression that can be iterated, we replace 

\[ r \in \mathcal{F} \text{ since } |X| \vee |Y - x| \leq |x|^\gamma \text{ and so } ([X], [Y]) \in \mathcal{E} \text{ by (3.12)}. \]

Moreover, both \( X \) and \( Y \) are within distance 2|x| of the origin (as long as \( |x| \) is large enough, this is part of the bounds on \( |x| \)). Recalling the notation \( B(y, r) := \{ z \in \mathbb{R}^d : |z - y| < r \} \), similar arithmetic as in [12, eq. (2.29) and (2.30)] shows

\[ B(0, 2|X|) \subseteq B(0, 2|x|) \land B(x, 2|Y| - x) \subseteq B(0, 2|x|). \]

Picking a path achieving \( \tilde{D}(0, |X|) \), concatenating it with edge \( ([X], [Y]) \) and a path achieving \( \tilde{D}(x, |Y|) \) then produces a path in \( B(0, 2|x|) \) whose length dominates the restricted distance \( \tilde{D}(0, x) \).

Using (3.2) to bound \( \tilde{D}(0, x) \) by \( |x| \mathbb{1}_{A(x)} \) when \( A(x) \) occurs, this yields the pointwise inequality

\[ \tilde{D}(0, x) \leq \tilde{D}(0, |x|^\gamma Z) + \tilde{D}(x, x + |x|^\gamma Z') + 1 + |x| \mathbb{1}_{A(x)}. \]

In light of (3.13), the two instances of \( \tilde{D} \) on the right can be regarded as independent of each other and of the variables \( Z \) and \( Z' \). Invoking translation invariance of the law of \( \tilde{D} \), the proof is reduced to (3.7). This follows readily from (3.18) and (3.4). \( \square \)

### 3.2 Convergence for restricted distance.

The next several steps heur closely to the original argument from [12]. Indeed, taking expectation in (3.6) with \( \gamma_1 = \gamma_2 = \gamma \) gives

\[ E\tilde{D}(0, x) \leq 2E\tilde{D}(0, |x|^\gamma Z) + 1 + |x| P(A(x)). \]

In order to unite the arguments in the two expectations and get an expression that can be iterated, we replace \( x \) by the random variable

\[ W := \prod_{k=1}^{\infty} |Z_k|^\gamma, \]

where \( Z_0, Z_1, \ldots \) are i.i.d. copies of \( Z \). As shown in [12, Lemma 3.1], the infinite product converges and \( W \in (0, \infty) \) a.s., with \( W \) admitting a continuous, a.e.-non-vanishing probability density and finite moments of all orders. Noting that for \( W \) and \( Z \) independent we get \( |W|^\gamma Z \stackrel{\text{law}}{=} W \), taking \( W \) independent of the \( \tilde{D} \)'s then yields

\[ E\tilde{D}(0, rW) \leq 2E\tilde{D}(0, r^\gamma W) + c \]

for \( c := 1 + \sup_{x \in \mathbb{R}^d} |x| P(A(x)) \). This implies the existence of the limit

\[ L_\beta(r) := \lim_{n \to \infty} \frac{E\tilde{D}(0, [r^{\beta - n} W])}{2^n} \]
giving us
\[ \forall r > 1: \quad \phi_\beta(r) := L_\beta(r)(\log r)^{-\Delta} \]  
(3.25)

From (3.24) we get \( 2L_\beta(r^\gamma) = L_\beta(r) \), which then forces the log-log-periodicity \( (1.5) \). The construction via a (essentially) decreasing limit then ensures that \( \phi_\beta \) is bounded from above on \((1, \infty)\) and \[12\] Theorem 2.5 shows that \( \phi_\beta \) is also uniformly positive.

While simple, the construction of \( L_\beta \) via (3.24) harbors several conceptual problems. First, it concerns the restricted distance. Second, it depends on \( W \) which itself depends on \( \beta \) and \( \eta \). In \[12\] Section 3, these concerns are dispelled by subsequently proving that, for all \( r \geq 1 \) and Lebesgue a.e. \( x \in \mathbb{R}^d \),
\[ \frac{D(0, |r^{\gamma_1}x|)}{2\pi} \xrightarrow{n \to \infty} \frac{L_\beta(r)}{P}, \quad \text{P-a.s.} \]  
(3.26) 
see \[12\] Proposition 3.3. The proof of this is based on the subadditivity estimate (3.6) and, modulo rounding of the arguments of \( D \), it can be taken over \textit{verbatim}.

Another concern is the regularity of \( r \mapsto L_\beta(r) \). As in \[12\], this can again be handled using the subadditivity bound (3.6) which gives
\[ D(0, |r^{\gamma_1}x|) \xrightarrow{\text{law}} \frac{D(0, |r^{\gamma_2}x|)}{2\pi} + D(0, |r^{\gamma_1}x|) + O(1), \]  
(3.27) 
where, thanks to (3.7), \( O(1) \) is bounded in \( L^1 \) uniformly in \( x \) and \( r \geq 1 \). Since \( Z \) is continuously distributed, (3.26, 3.27) give
\[ L_\beta(r) \leq L_\beta(r^{\gamma_1}) + L_\beta(r^{\gamma_2}) \]  
(3.28) 
for all \( \gamma_1, \gamma_2 \in (0, \gamma) \) with \( \gamma_1 + \gamma_2 = 2\gamma \). This implies convexity of \( t \mapsto L_\beta(e^t) \) and thus continuity of \( r \mapsto L_\beta(r) \) and \( r \mapsto \phi_\beta(r) \) on \((1, \infty)\).

The next step in the argument is the replacement of the limit along doubly exponentially growing sequences by a plain limit \( r \to \infty \). This comes at the cost of reinserting \( W \):

**Lemma 3.2** Suppose \( D \) and \( W \) are independent. Then
\[ \frac{D(0, |rW|)}{L(r)} \xrightarrow{r \to \infty} 1, \quad \text{in probability and in } L^2. \]  
(3.29)

**Proof.** The corresponding statement in \[12\] (see Proposition 3.7 there) is deduced from the fact that, for \( X_n(r) := 2^{-n}D(0, r^{\gamma}xW) \), the limits \( EX_n(r) \to L_\beta(r) \) and \( \text{Var}(X_n(r)) \to 0 \) are locally uniform in \( r \geq 1 \). This is in turn proved by noting that, thanks to (3.6), both \( EX_n(r) \) and \( E(X_n(r)^2) \) are downward monotone in \( n \) modulo additive correction terms that vanish as \( n \to \infty \) locally uniformly in \( r \geq 1 \). As \( r \mapsto X_n(r) \) is continuous in the continuum model, the local uniformity is then extracted from Dini’s Theorem.

In order to adapt this reasoning to our setting, we need to supply an argument for continuity. This can be achieved by extending the definition of \( x \mapsto D(0, x) \) to all \( x \in \mathbb{R}^d \) as follows: Let \( \text{dist}_\infty \) denote the \( \ell^\infty \)-distance on \( \mathbb{R}^d \) and let \( h: [0, 1]^d \times (0, 1]^d \to [0, 1] \) be defined by
\[ h(x, \sigma) := \left( 1 - \text{dist}_\infty(x, \sigma) \right) \left( \sum_{\sigma' \in (0, 1)^d} \left[ 1 - \text{dist}_\infty(x, \sigma') \right] \right)^{-1} \]  
(3.30)
These interpolate between the actual distance and the restricted distance monotonically, paralleling the approach in [12, Section 4], fix \( \mu \) to show that

\[
\mu \left( \tilde{D}(0, x) - \hat{D}(0, [x]) \right) \leq d \quad \text{for all } x \in \mathbb{R}^d.
\]

This constant is irrelevant in the argument and so we can proceed as in [12]. □

Before we move on, we record a useful consequence of above derivations:

**Corollary 3.3** There is \( c = c(d, s, \beta) \in (0, \infty) \) such that

\[
\forall x \in \mathbb{Z}^d \setminus \{0\}: \quad E(\tilde{D}(0, x)) \leq c[1 + \log |x|]^{\Delta}.
\]  

**Proof.** The claim will follow from (3.21) and the bound (3.7) once we prove

\[
\forall \rho \geq 1: \quad E(\tilde{D}(0, rZ)) \leq \tilde{c}(1 + \log r)^{\Delta}
\]  

with \( \tilde{c} \in (0, \infty) \) a constant and \( Z \perp \tilde{D} \). For this we note that, by Lemma 3.2, a bound of this kind holds for \( Z \) replaced by \( W \) so it suffices to “exchange” the probability density \( f_W \) of \( W \) that of \( Z \). Using that \( Z \law W/|W|^\gamma \) for \( W \perp W' \) with \( W' \law W \) and writing \( f_Z(z) := \sqrt{\eta \beta} e^{-\eta \|z\|^2} \) for the probability density of \( Z \), we have

\[
f_W(w) = \int_{(0, \infty)} v^{-1} f_Z(w/v) \mu(\text{d}v),
\]  

where \( \mu \) is the law of \( |W|^\gamma \) on \( \mathbb{R} \). For \( v \geq 1 \), we have \( f_Z(w/v) \geq f_Z(w) \) and so it suffices to show that \( \mu([1, v_0]) > 0 \) for some \( v_0 > 1 \). By continuity of measure, for this it suffices to have \( \mu([1, \infty)) > 0 \) which is checked readily from (3.22) and (3.4). □

### 3.3 Actual distance.

We are now ready to start working towards the asymptotics of the actual distance \( D \). Paralleling the approach in [12] Section 4, fix \( \gamma \in (\gamma, 1) \) and extend \( \tilde{D} \) to a family of restricted “distance” functions,

\[
\tilde{D}_k(x, y) := \min \left\{ n \geq 0: \quad \{ (x_{i-1}, x_i): i = 1, \ldots, n \} \subseteq \mathcal{S}, \quad x_0 = x, \quad x_n = y, \quad \forall i = 1, \ldots, n: \quad |x_i - x| \leq 2|x - y|^{\gamma^{-k}} \right\}.
\]  

These interpolate between the actual distance and the restricted distance monotonically,

\[
D(x, y) \leq \cdots \leq \tilde{D}_{k+1}(x, y) \leq \tilde{D}_k(x, y) \leq \cdots \leq \tilde{D}_1(x, y) \leq \tilde{D}_0(x, y) = \tilde{D}(x, y).
\]  

Since \( k \rightarrow \tilde{D}_k(x, y) \) is non-increasing, non-negative, and takes values in \( \mathbb{Z} \), the sequence \( \{ \tilde{D}_k(x, y) \}_{k \geq 1} \) must stabilize; i.e., \( \tilde{D}_k(x, y) = \tilde{D}(x, y) \) for all \( k \) sufficiently large, depending
on $x, y$, and on the random edges that determine the distances. A key fact is that, at large scales, this happens uniformly with high probability:

**Lemma 3.4** Let $W$ be independent of the distances $\tilde{D}_k$ and $D$. There is $k \in \mathbb{N}$ such that

$$\lim_{r \to \infty} P \left( \tilde{D}_k(0, |rW|) = D(0, |rW|) \right) = 0. \tag{3.37}$$

**Proof.** This is a lattice version of [12, Lemma 4.2] whose proof went through by way of the discrete distances and so can be taken over without change. □

The next result to establish is an analogue of [12, Lemma 4.3], which bounds the ratio $E \tilde{D}_k(0, |rW|)/L(r)$ asymptotically by one from below. In [12], the proof relied on continuity of $\beta \mapsto \phi_{\beta}(r)$ which was in turn proved using scaling arguments that do not seem to apply here. However, the above does give us the following:

**Lemma 3.5** For each $r > 1$, $\beta \mapsto \phi_{\beta}(r)$ is left-continuous and downward monotone. There exists an (at most) countable set $\Sigma \subseteq (0, \infty)$ such that, for each $r > 1$, the function $\beta \mapsto \phi_{\beta}(r)$ is continuous at all points $\beta \in (0, \infty) \setminus \Sigma$.

**Proof.** In light of (3.25), the downward monotonicity follows from (3.26) and the fact that, under a monotone coupling of edge sets for two different $\beta$, distances are ordered point-wise. Being a downward limit of continuous functions, $\beta \mapsto \phi_{\beta}(r)$ is left-continuous, and hence so is $\beta \mapsto \phi_{\beta}(r)$.

The convexity of $t \mapsto L_{\beta}(e^t)$ shown above guarantees that, for any $0 < \beta_0 < \beta_1 < \infty$ and $1 < r_0 < r_1 < \infty$, the family of functions

$$\{ r \mapsto L_{\beta}(r) : \beta \in [\beta_0, \beta_1] \} \tag{3.38}$$

is uniformly equicontinuous on $[r_1, r_2]$. This implies that, if $\beta \mapsto \phi_{\beta}(r)$ is continuous at some $\beta' \in (0, \infty)$ for all $r \in \mathbb{Q} \cap [r_1, r_2]$, then it is continuous at $\beta'$ for all $r \in [r_1, r_2]$. Invoking the log-log-periodicity (1.5), $\beta \mapsto \phi_{\beta}(r)$ is non-increasing and continuous for all $r > 1$ as soon as $\beta$ does not belong to

$$\Sigma := \bigcup_{r \in \mathbb{Q} \cap [e^r, e]} \left\{ \beta \in (0, \infty) : \lim_{\beta' \downarrow \beta} \phi_{\beta'}(r) > \lim_{\beta' \uparrow \beta} \phi_{\beta'}(r) \right\}. \tag{3.39}$$

This set is (at most) countable, since for each $r \in \mathbb{Q} \cap [e^r, e]$ the set of jump discontinuities of $\beta \mapsto \phi_{\beta}(r)$ is at most countable. □

All that we needed the continuity of $\beta \mapsto \phi_{\beta}$ for in [12] is condensed into:

**Lemma 3.6** Let $\Sigma$ be as in Lemma 3.5. Then for each $\beta \notin \Sigma$,

$$\lim_{\beta' \downarrow \beta} \inf_{r > 1} \frac{\phi_{\beta'}(r)}{\phi_{\beta}(r)} = 1. \tag{3.40}$$

**Proof.** We will prove the contrapositive. First observe that, by the log-log-periodicity (1.5), we may restrict the infimum to $r \in [e^r, e]$ without changing the result. Next, since the ratio is non-increasing in $\beta'$, we can take $\beta'$ down to $\beta$ along any decreasing sequence $\beta_n \downarrow \beta$. The continuity and boundedness imply existence of a minimizer for
each \( n \); call it \( r_n \) for \( \beta' := \beta_n \). By compactness of \([e^\gamma, e]\) we may assume \( r_n \to r_\infty \in [e^\gamma, e] \) as \( n \to \infty \). But then the uniform equicontinuity of (3.38) implies

\[
\lim_{\beta' \to \beta} \inf_{r \in [e^\gamma, e]} \frac{\phi_{\beta'}(r)}{\phi_{\beta}(r)} = \lim_{n \to \infty} \frac{\phi_{\beta_n}(r_\infty)}{\phi_{\beta}(r_\infty)}. \tag{3.41}
\]

If the latter limit is not equal to one, then \( \beta' \mapsto \phi_{\beta'}(r_\infty) \) is not continuous at \( \beta \), thus forcing \( \beta \in \Sigma \). Hence \( \beta \notin \Sigma \) implies (3.40).

Let us henceforth write \( P_\beta \) for the probability and \( E_\beta \) for the expectation associated with edge probabilities \( p_\beta \). We then have:

**Proposition 3.7** Let \( \beta \notin \Sigma \) and let \( W \) be as in (3.22) for \( Z \) with law (3.4) for \( \eta := 1 \). Then

\[
\forall k \geq 1: \quad \liminf_{r \to \infty} \frac{E_\beta \otimes E_W \tilde{D}_k(0, rW)}{\phi_{\beta}(r)(\log r)^\Delta} \geq 1, \tag{3.42}
\]

where the product of expectations indicates that \( W \) and \( \tilde{D}_k \) are independent.

**Proof.** As in [12], the statement will be deduced from the fact (to be proved) that, for each \( k \geq 1 \), \( \beta > 0 \) and \( \epsilon \in (0, 1/4) \) there is \( c = c(k, \beta, \epsilon) \in (0, \infty) \) such that

\[
E_\beta \otimes E_W \tilde{D}_k(0, [re^{-\frac{1}{\epsilon^2}}, W]) \leq 2E_\beta(1-2\epsilon) \otimes E_W \tilde{D}_k+1(0, [r^\gamma e^{-\frac{1}{\epsilon^2}}, W]) + c. \tag{3.43}
\]

Indeed, dividing both sides \( \phi_{\beta(1-2\epsilon)}(r)(\log r)^\Delta \) and taking \( r \to \infty \) shows

\[
\liminf_{r \to \infty} \frac{E_{\beta'} \otimes E_W \tilde{D}_{k+1}(0, rW)}{\phi_{\beta'}(r)(\log r)^\Delta} \geq \left[ \inf_{r > 1} \frac{\phi_{\beta}(r)}{\phi_{\beta'}(r)} \right] \liminf_{r \to \infty} \frac{E_\beta \otimes E_W \tilde{D}_k(0, rW)}{\phi_{\beta}(r)(\log r)^\Delta}, \tag{3.44}
\]

where \( \beta' := \beta(1-2\epsilon) \). Since (3.42) holds for \( k := 0 \) and all \( \beta > 0 \) by Lemma 3.2 this bounds (3.42) inductively for any \( k \geq 1 \) by

\[
\prod_{j=1}^{k} \inf_{r > 1} \frac{\phi_{\beta(1-2\epsilon)}^{-j}(r)}{\phi_{\beta(1-2\epsilon)}^{-j+1}(r)} \geq \left[ \inf_{r > 1} \frac{\phi_{\beta(1-2\epsilon)}^{-j}(r)}{\phi_{\beta}(r)} \right]^{k}, \tag{3.45}
\]

where the inequality follows from downward monotonicity of \( \beta \mapsto \phi_{\beta}(r) \). Taking \( \epsilon \downarrow 0 \) and applying Lemma 3.6 we then get (3.42) for all \( \beta \notin \Sigma \).

As in [12], the proof of (3.43) is based on a variant of the argument from Proposition 3.1. Let \( \mu, \mu' \) be as in (3.8–3.9) for \( \eta = \epsilon \) and let \( \mathcal{I} \), resp., \( \mathcal{I}' \) be independent Poisson processes with intensity measures \( \mu \), resp., \( \mu' \). For any \( (\hat{x}, \hat{y}), (\tilde{x}, \tilde{y}) \in \mathbb{R}^d \times \mathbb{R}^d \) satisfying \( |\tilde{x}| \leq |\hat{y}|, |\tilde{x}| \leq |\hat{x}|^\gamma \), and \( |\hat{y} - \tilde{x}| \leq |\hat{x}|^\gamma \) we have

\[
\mu \left( \left( \hat{x} \right) + [0, 1)^d \times (\hat{y} + [0, 1)^d) \right) + p_{\beta(1-2\epsilon)}(\left[ \tilde{x}, \tilde{y} \right]) \leq p_{\beta}(\left[ \hat{x}, \hat{y} \right]) \tag{3.46}
\]

provided \( |\hat{x}| \) is sufficiently large. Letting \( \mathcal{E}' \) be a sample of edge configuration with probabilities \( p_{\beta(1-2\epsilon)} \) which we assume independent of \( \mathcal{I} \) and \( \mathcal{I}' \), we can couple the above processes to a sample \( \mathcal{E} \) of edge configurations with probabilities \( p_{\beta} \) so that

\[
\{(\left[ \hat{x}, \hat{y} \right]) \mid (\hat{x}, \hat{y}) \in \mathcal{I} \} \cup \mathcal{E}' \subseteq \mathcal{E}. \tag{3.47}
\]
We then use $\mathcal{I} \cup \mathcal{I}'$ to pick a pair $(X, Y)$ minimizing (3.14), define $(Z, Z')$ from these as in (3.16) and $A(x)$ as in (3.18) unless $|x|$ is small, in which case we set $A(x)$ to the whole probability space.

On $A(x)^c$ we are guaranteed $(X, Y) \in \mathcal{I}$ and so $(|X|, |Y|) \in \mathcal{I}'$. For the same reasons, the fact that $\gamma < 1$ also gives

$$B(0, 2|X|^{-k+1}) \cup B(x, 2|x-Y|^{-k+1}) \subseteq B(0, 2|x|^{-k})$$

whenever $A(x)^c$ occurs. Writing $\tilde{D}_k'$ for the distances generated by $\mathcal{I}'$ and $\tilde{D}_k$ for those generated by $\mathcal{I}'$, concatenating a path minimizing $\tilde{D}_{k+1}(0, |X|)$ with edge $(|X|, |Y|)$ and the path minimizing $\tilde{D}_{k+1}(x, |Y|)$ produces a path contributing to the optimization underlying $\tilde{D}_k(0, x)$. Thanks to (3.47) we thus get

$$\tilde{D}_k(0, x) \leq \tilde{D}_{k+1}(0, |X|) + \tilde{D}_{k+1}^\prime(x, |Y|) + 1 + |x|_1 A(x).$$

Rewriting $X$ and $Y$ using $Z$ and $Z'$, plugging for $W$ defined using $\eta := \epsilon$ for $x$ and taking expectation, this yields (3.43). As a calculation shows, the change in normalization effectively replaces $W$ by $e^{-\frac{\epsilon}{\delta}} = W$.

We are now ready to give:

**Proof of Theorem 1.1.** Let $\beta \notin \Sigma$. Summarizing the above developments, for $W$ (defined using $\eta := 1$) independent of $D$ we have

$$\frac{D(0, |rW|)}{L_\beta(r)} \xrightarrow{r \to \infty} 1 \quad \text{in probability and } L^2.$$  

Indeed, the upper bound is supplied by Lemma 3.2 and $D(0, x) \leq \tilde{D}(0, x)$, while the lower bound follows from Lemma 3.4 and Proposition 3.7.

Fix $\delta \in (0, 1)$. Using that $W$ admits a probability density $f$, the expectation of the quantity on the left of (1.6) is bounded by

$$\frac{1}{rd^d} \#B(0, \delta r^d) + \frac{c_r(\delta)}{\epsilon} E_\beta \otimes E_W \left( \left| \frac{D(0, |rW|)}{L_\beta(r)} - 1 \right| \right),$$

where

$$c_r(\delta) := \max_{x \in B(0, r) \setminus B(0, \delta r)} \left( \int_{x + [0,1]^d} f(z/r) \, dz \right)^{-1}.$$  

Since $f$ is continuous and positive on $\mathbb{R}^d \setminus \{0\}$ we have $\sup_{r \geq 1} c_r(\delta) < \infty$. The second term thus tends to zero as $r \to \infty$ by (3.50). Noting that $r^{-d} \#B(0, \delta r) \leq c \delta^d$, the claim follows by taking $r \to \infty$ and $\delta \downarrow 0$.

**4. Proof of Theorem 1.2: upper bound**

Moving to our second main result, we will now put the heuristic derivation from Section 2.1 on rigorous footing by proving separately upper and lower bounds on $\phi_\beta$ that match the desired asymptotic in the limit as $\beta \to \infty$. Here we will prove the upper bound. Throughout we fix $d \geq 1$ and $s \in (d, 2d)$ and denote, as before, $\gamma := \frac{s}{d}$. 

4.1 Key proposition and preliminaries.

The argument again relies broadly on the subadditivity bound in Proposition 3.1 and subsequent derivations relying on the random variable $W$. However, the need to include the asymmetric case ($\gamma_1 \neq \gamma_2$) robustly and to track all relevant $\beta$-dependent terms explicitly requires additional care.

Let $P_\beta$ denote the law of the edges with connection probabilities $p_\beta$ and let $E_\beta$ denote the associated expectation. Given $\beta > 0$, fix $\eta \in (0, 1)$ and let $Z$ henceforth denote the $\mathbb{R}^d$-valued random variable with law

$$P(Z \in B) = \sqrt{\eta} \int_B e^{-\eta|z|^2} dz,$$

(4.1)

where $\eta_0$ is as in (3.5). Given i.i.d. copies $\{Z_n\}_{n \geq 0}$ of $Z$, for any sequence $\{\gamma_n\}_{n \geq 1} \subseteq [0, 1]$ with $\sup_{n \geq 1} \gamma_n < 1$ let

$$W_{\{\gamma_n\}_{n \geq 1}} := Z_0 \prod_{n \geq 1} |Z_n|^{\Pi_{k=1}^n \gamma_k}.$$

(4.2)

Since $Z_n \neq 0$ a.s. with $n \sim \log |Z_n|$ growing slower than polynomially while $n \sim \Pi_{k=1}^n \gamma_k$ decays exponentially, the infinite product converges to a finite and non-zero number a.s. Let

$$W := \left\{W_{\{\gamma_n\}_{n \geq 1}} : \{\gamma_n\}_{n \geq 1} \subseteq \left[0, \frac{2\gamma}{1+\gamma}\right]\right\}$$

(4.3)

and denote by $E_W$ the expectation with respect to the law of $W \in W$. Introduce another exponent sequence $\{\theta_n\}_{n \geq 1}$ by $\theta_0 := 1$ and

$$\forall n \geq 0 : \quad \theta_{n+1} := (2\gamma)^{-1}(\theta_{\lfloor n/2 \rfloor} + \theta_{\lfloor n/2 \rfloor}).$$

(4.4)

Finally, let us use a different way of rounding points in $\mathbb{R}^d$ by writing $[x]$ to denote the unique $z \in \mathbb{Z}^d$ with $x - z \in [-1/2, 1/2]^d$. (We need this to ensure that $|[x]|_1 \leq 2|x|_1$.) The upper bound in (1.10) will be derived primarily from:

**Proposition 4.1** There is $\kappa_0 > 0$ and a function $\chi : (0, \infty) \times (0, \infty) \to (0, \infty)$ satisfying

$$\lim_{\alpha \to \infty} \limsup_{\beta \to \infty} \chi(\alpha, \beta) = 0$$

(4.5)

such that for all $\alpha, \beta \geq \kappa_0$ with $\alpha^{-1} \log \beta \geq \kappa_0$ and all $n \geq 1$,

$$\sup_{W \in W} E_\beta \otimes E_W(D(0, [e^{-\alpha d_n \beta^{\theta_n}}W])) \leq n[1 + \chi(\alpha, \beta)].$$

(4.6)

Here the product of expectations indicates that $W$ and $D(\cdot, \cdot)$ are regarded as independent.

The proof requires a number of preliminary considerations. A key input is a version of Proposition 3.1 that carries all the $\beta$-dependent factors explicitly.

**Lemma 4.2** For each $\eta \in (0, 1)$ and $\gamma \in (\gamma, 1)$ there is $c = c(\eta, \gamma) \in (0, \infty)$ such that the following holds: Writing $\hat{D}$ and $\hat{D}'$ for independent copies of the restricted distance under $P_\beta$ and $Z$ and $Z'$ for independent copies of the random variable (4.1), independent of $D$ and $D'$, for
all $x \in \mathbb{R}^d$, $n \geq 0$, $\beta > 0$ and $\gamma_1, \gamma_2 \in (0, \overline{\gamma})$ with $\gamma_1 + \gamma_2 = 2\gamma$ we have
\[
\tilde{D}(0, [x]) \overset{\text{law}}{\leq} \tilde{D}(0, [\beta^{\theta_{\lfloor n/2 \rfloor}} - \gamma_1^{\theta_{n+1}} |x|^{\gamma_1} Z])
+ \tilde{D}(0, [\beta^{\theta_{\lfloor n/2 \rfloor}} - \gamma_2^{\theta_{n+1}} |x|^{\gamma_2} Z']) + 1 + 2|x|1_{A_{n,\beta}(x)},
\]
(4.7)
where
\[
A_{n,\beta}(x) := \left\{ |Z| > \beta^{-\theta_{\lfloor n/2 \rfloor} + \gamma_1^{\theta_{n+1}} |x|^{\gamma_1}} \right\} \cup \left\{ |Z'| > \beta^{-\theta_{\lfloor n/2 \rfloor} + \gamma_2^{\theta_{n+1}} |x|^{\gamma_2}} \right\}
\]
(4.8)
when $|x| > c(\eta, \overline{\gamma})(1 + \beta^{1/\delta})$ and $A_{n,\beta}(x)$ is the whole probability space otherwise.

Proof. Let $\beta > 0$, $\eta \in (0, 1)$ and $\overline{\gamma} \in (\gamma, 1)$. Modulo some trivial modifications due to a different way of rounding, the early parts of the proof run almost exactly as in Proposition 3.1. The measures $\mu$ and $\mu'$ are just as in (3.8–3.9) and the processes $\mathcal{I}$ and $\mathcal{J}'$ are as before. The requirement that $|x|$ is larger than an $\eta, \overline{\gamma}$-dependent constant still ensures (3.10). To get (3.12) we need
\[
\mu\left( \left( [\tilde{x}] + (0, 1)^d \right) \times \left( [\tilde{y}] + (0, 1)^d \right) \right) \leq p_\beta \left( |\tilde{x}| - |\tilde{y}| \right)
\]
(4.9)
whenever $(\tilde{x}, \tilde{y}) \in \mathcal{I}$ and, in particular, whenever $(\tilde{x}, \tilde{y})$ lies in the support of $\mu$. It is here we need to assume that $\eta < 1$ and that $|x|$ exceeds an $\eta, \overline{\gamma}$-dependent multiple of $\beta^{1/\delta}$. We will write the combined restrictions on $x$ as $|x| \geq c(\eta, \overline{\gamma})(1 + \beta^{1/\delta})$.

The most important change comes in the construction of the pair $X$ and $Y$. Instead of (3.14), here we optimize the function
\[
f_{\beta, n, x}(\tilde{x}, \tilde{y}) := \left( \beta^{-\theta_{\lfloor n/2 \rfloor} + \gamma_1^{\theta_{n+1}} |x|^{-\gamma_1} \tilde{x}} \right)^{2d} + \left( \beta^{-\theta_{\lfloor n/2 \rfloor} + \gamma_2^{\theta_{n+1}} |x|^{-\gamma_2} |\tilde{y} - x| \right)^{2d}.
\]
(4.10)
Using this instead of $f_x$ in the formula for the joint law (3.15) and setting
\[
Z := \beta^{-\theta_{\lfloor n/2 \rfloor} + \gamma_1^{\theta_{n+1}} |x|^{-\gamma_1} X} \quad \text{and} \quad Z' := \beta^{-\theta_{\lfloor n/2 \rfloor} + \gamma_2^{\theta_{n+1}} |x|^{-\gamma_2} (Y - x)},
\]
(4.11)
with the help of $\gamma_1 + \gamma_2 = 2\gamma$ and $\theta_{n+1} = \frac{1}{\delta} + \frac{d}{\delta}(\theta_{\lfloor n/2 \rfloor} + \theta_{\lceil n/2 \rceil})$ we then verify that $Z$ and $Z'$ are independent with law (4.1). Defining $A_{n,\beta}$ as in the statement and invoking $|x| \leq 2|x|_1$, the rest of the proof of Proposition 3.1 applies to give us (4.7). \hfill \Box

In order to use (4.7) fruitfully, we will need the following observations about the exponent sequence $\{\theta_n\}_{n \geq 1}$ and the auxiliary sequence $\{\gamma_n\}_{n \geq 1}$:

**Lemma 4.3** \{\theta_n\}_{n \geq 1} is strictly increasing with
\[
\sup_{n \geq 0} \frac{\theta_{\lfloor n/2 \rfloor}}{\theta_{n+1}} = \frac{\theta_1}{\theta_2} = \frac{2\gamma}{1 + \gamma}.
\]
(4.12)

In addition, we also have
\[
\sup_{n \geq 0} \frac{\theta_{\lfloor n/2 \rfloor}}{\theta_{n+1}} = \gamma
\]
(4.13)
and
\[
\sup_{n \geq 1} \frac{\theta_n}{\theta_{n+1}} = \max \left\{ \frac{\theta_1}{\theta_2}, \frac{\theta_2}{\theta_1} \right\} < \infty.
\]
(4.14)
Proof. While the values of \( \{\vartheta_n\}_{n \geq 1} \) can be computed explicitly following similar arguments as in the proof of Lemmas 2.2, 2.3, for above claims we will only need the following: Using (4.4) we get
\[
\forall n \geq 0: \quad \vartheta_{2n+1} - \vartheta_{2n} = (2\gamma)^{-1}(\vartheta_{n+1} - \vartheta_n)
\]
and
\[
\forall n \geq 1: \quad \vartheta_{2n} - \vartheta_{2n-1} = (2\gamma)^{-1}(\vartheta_n - \vartheta_{n-1})
\]
which, in light of \( 2\gamma > 1 \) and \( \vartheta_1 = \gamma^{-1} > 1 = \vartheta_0 \), shows that \( n \mapsto \vartheta_{n+1} - \vartheta_n \) is positive and non-increasing and thus \( n \mapsto \vartheta_n \) is positive and strictly increasing.

For (4.12) we then use (4.4) to write
\[
\frac{\vartheta_{[n/2]}}{\vartheta_{n+1}} = \gamma + \frac{\vartheta_{[n/2]} - \vartheta_{[n/2]}}{2\vartheta_{n+1}}.
\]
(4.17)
The numerator on the right vanishes for \( n \) even while for \( n \) odd it is of the form \( \vartheta_{k+1} - \vartheta_k \) and is thus positive and non-increasing in \( n \). Since the denominator is increasing in \( n \), the ratio in (4.17) is maximized by the smallest odd \( n \), which is \( n = 1 \). A computation then gives (4.12).

The argument for (4.13) is very similar. Indeed, in light of (2.8), we have
\[
\frac{\vartheta_{[n/2]}}{\vartheta_{n+1}} = \gamma + \frac{\vartheta_{[n/2]} - \vartheta_{[n/2]} - \frac{1}{2}}{2\vartheta_{n+1}}.
\]
(4.18)
Since \( \vartheta_{[n/2]} - \vartheta_{[n/2]} \) is non-negative and maximal at \( n := 1 \) where it equals 1/s, the second term is non-positive for all \( n \geq 1 \). Using that \( \vartheta_{n+1} \to \infty \) as \( n \to \infty \), this gives (4.13).

For (4.14), we invoke (2.8), (2.6–2.7) and (4.4) to get, for each \( n \geq 1 \),
\[
\frac{\vartheta_{n+1}}{\vartheta_n} \leq \frac{\vartheta_{[n/2]} + \vartheta_{[n/2]}}{\vartheta_{[n/2]} + \vartheta_{[n/2]}}.
\]
(4.19)
Thus, if \( \vartheta_k \leq a\vartheta_k \) for all \( 1 \leq k \leq [n/2] \), then \( \vartheta_{n+1} < a\vartheta_{n+1} \). It follows that the maximum value of the ratio \( \vartheta_n/\vartheta_n \) (for \( n \geq 1 \)) occurs for either \( n = 1 \) or \( n = 2 \).

To see why the bound (4.13) is useful, we note:

**Corollary 4.4** Let \( c(\eta, \tau) \) and \( A_{n,\beta}(x) \) be the constant and the event from Lemma 4.2 Then for all \( x \in \mathbb{R}^d \) with \( |x| > c(\eta, \tau)/(1 + \beta^{1/s}) \),
\[
P(A_{n,\beta}(x)) \leq 2\max_{i=1,2} P\left(|Z| > \beta^{-(\gamma-\gamma_i)}\beta^{n+1}|x|\tau-\gamma_i\right)
\]
(4.20)
hold for all \( \beta \geq 1 \) and \( n \geq 0 \).

**Proof.** Using the union bound, this follows from (4.13) and \( \beta \geq 1 \).

The bounds (4.12) and (4.14) will in turn be used in the proof of Proposition 4.1 specifically, after (4.39) and (4.49). In addition to bounds on the exponent sequences, we will also need uniform control of the small-valued tail of random variables \( W \in \mathcal{W} \):

**Lemma 4.5** There are \( c, \zeta \in (0, \infty) \) such that for all \( r \in [0, 1/2) \),
\[
\sup_{W \in \mathcal{W}} P_{W}(|W| \leq 2) \leq c r^{\zeta}.
\]
(4.21)
Moreover, for each natural \( m \geq 1 \),
\[
\sup_{W \in \mathcal{W}} E_W(|W|^m) < \infty. \tag{4.22}
\]

**Proof.** Let \( W \in \mathcal{W} \) correspond to the sequence \( \{\gamma_n\}_{n \geq 1} \). Abbreviate \( \tilde{\gamma} := \frac{2\gamma}{1 + \gamma} \) and pick \( a \in (\tilde{\gamma}, 1) \). Then \( \sum_{n>0} a^n(1-a) = 1 \) along with the union bound give, for each \( t \leq 0 \),
\[
P_W(|W| \leq e^t) = P\left( \log |Z_0| + \sum_{n \geq 1} \left( \prod_{k=1}^n \gamma_k \right) \log |Z_n| \leq t \right)
\leq P\left( \log |Z_0| \leq (1-a)t \right) + \sum_{n \geq 1} P\left( \left( \prod_{k=1}^n \gamma_k \right) \log |Z_n| \leq a^n(1-a)t \right) \tag{4.23}
\leq \sum_{n \geq 0} P\left( \log |Z| \leq (a/\tilde{\gamma})^n(1-a)t \right).
\]
where, besides \( t \leq 0 \), we used that \( \gamma_n \leq \tilde{\gamma} \) for all \( n \geq 1 \) in the last step. Noting that the probability density of \( Z \) is at most \( \sqrt{\tilde{\gamma}} \leq 1 \), there is \( \tilde{c} \in (0, \infty) \) depending only on \( d \) and the norm \( |\cdot| \) such that
\[
\forall r \leq 1: \quad P\left( \log |Z| \leq (a/\tilde{\gamma})^n(1-a) \log r \right) \leq \tilde{c} r^{d(a/\tilde{\gamma})^n(1-a)}. \tag{4.24}
\]
It follows that, for \( r \leq 1/2 \), the last sum in (4.23) is dominated by its \( n = 0 \) term, thus giving us (4.21) with \( \zeta := d(1-a) \).

For (4.22) we dominate \( |W|^m \) by a.s. limit of \( \prod_{k=0}^n (|Z_k|_\vee 1)^{\rho_k} \), where \( \rho_0 := 1 \) and \( \rho_n := \prod_{k=1}^n \gamma_k \) for \( n \geq 1 \), whose expectation is bounded using the independence of \( \{Z_n\}_{n \geq 0} \) and the Hölder inequality (enabled by \( \rho_n \in [0, 1]) \) by \( E(|Z|^m_\vee 1) \) to power \( \sum_{k=0}^n \rho_k \). As \( E(|Z|^m_\vee 1) < \infty \) and \( \sum_{k=0}^n \rho_k < \infty \), the above finite products converge (as \( n \to \infty \)) in the mean by the Monotone Convergence Theorem thus showing (4.22). \( \square \)

### 4.2 Proof of Proposition 4.1

The proof of Proposition 4.1 proceeds by induction with the induction step supplied by Lemma 4.2. There are two base cases, \( n = 0 \) and \( n = 1 \), of which the latter requires a separate argument and so we address that first:

**Lemma 4.6** We have
\[
\limsup_{\epsilon \downarrow 0} \limsup_{\beta \to \infty} \sup_{W \in \mathcal{W}} E_\beta \otimes E_W \left( \tilde{D}(0, [\epsilon \beta^{1/s} W]) \right) \leq 1. \tag{4.25}
\]

**Proof.** Given \( p \in (0, 1) \), we split the expectation according to whether \( |W| \leq (\beta^{1/s})^{-p} \) or otherwise. In the former case, we use the inequalities \( \tilde{D}(0, [x]) \leq 2|x|_\vee, |x|_1 \leq c'|x| \) and (4.21) to get
\[
E_\beta \otimes E_W \left( \tilde{D}(0, [\epsilon \beta^{1/s} W]) 1_{[|W| \leq (\beta^{1/s})^{-p}] \right) \leq 2\epsilon \beta^{1/s} E( |W| 1_{[|W| \leq (\beta^{1/s})^{-p}]})
\leq 2c' \epsilon (\beta^{1/s})^{1-p} P(|W| \leq (\beta^{1/s})^{-p}) \leq 2c' \epsilon (\beta^{1/s})^{1-(1+\zeta)p}. \tag{4.26}
\]
Setting \( p := \frac{1}{1+\zeta} \in (0, 1), \) the right hand side is at most \( 2c\epsilon \) and vanishes as \( \epsilon \downarrow 0 \).
When \(|W| > (\beta^{1/s})^p\), using \(p < 1\) we get \(|e^{\beta^{1/s}|W|}| \to \infty\) as \(\beta \to \infty\), and in particular \([e^{\beta^{1/s}|W|}] \neq 0\). Hence \(\tilde{D}(0, [e^{\beta^{1/s}|W|}]) \geq 1\), and so it suffices to show that
\[
E_\beta \otimes E_W \left( \tilde{D}(0, [e^{\beta^{1/s}|W|}])^1_{\{|W| > (\beta^{1/s})^p \}}^1_{\{\tilde{D}(0, [e^{\beta^{1/s}|W|}]) \geq 1\}} \right)
\] (4.27)
vanishes in the stated limits. For this we temporarily replace \(W\) by a non-zero deterministic \(x \in \mathbb{R}^d\), abbreviate \(x_\beta := [e^{\beta^{1/s}x}]\) and set
\[
\Lambda := \left\{ z \in \mathbb{Z}^d : \frac{1}{4}|x_\beta| \leq |z|, |z - x_\beta| \leq 4|x_\beta| \right\}.
\] (4.28)
Now observe that, if \(\tilde{D}(0, x_\beta) > 1\), then either \(\tilde{D}(0, x_\beta) = 2\) but the edge \((0, x_\beta)\) is not occupied or no vertex in \(\Lambda\) is connected by an occupied edge to both 0 and \(x_\beta\). Hence,
\[
E_\beta \left( \tilde{D}(0, x_\beta)1_{\{\tilde{D}(0, x_\beta) > 1\}} \right)
\]
\[
\leq 2P_\beta((0, x_\beta) \notin \mathcal{E}) + 2e^{\beta^{1/s}|x_\beta|}P_\beta \left( \forall z \in \Lambda : (0, z) \notin \mathcal{E} \lor (x_\beta, z) \notin \mathcal{E} \right)
\] (4.29)
by the union bound and the deterministic inequality \(\tilde{D}(0, x_\beta) \leq |x_\beta| \leq 2e^{\beta^{1/s}|x_\beta|}\).

The first probability on the right of (4.29) is bounded directly as
\[
P_\beta((0, x_\beta) \notin \mathcal{E}) = 1 - p_\beta(0, x_\beta) = \exp\{-\beta q(x_\beta)\} \leq e^{-c'\epsilon^{-\gamma}|x|^\gamma}
\] (4.30)
for some \(c' \in (0, \infty)\) provided \(|x_\beta|\) exceeds a constant that depends only \(q\). In light of the independence of the underlying edge process, the second probability in (4.29) is bounded by
\[
\prod_{z \in \Lambda} (1 - p_\beta(0, z)p_\beta(z, x_\beta)) \leq \exp\left\{ - \sum_{z \in \Lambda} p_\beta(0, z)p_\beta(z, x_\beta) \right\}.
\] (4.31)
A similar estimate as in (4.30) then gives
\[
2e^{\beta^{1/s}|x_\beta|}P_\beta \left( \forall z \in \Lambda : (0, z) \notin \mathcal{E} \lor (x_\beta, z) \notin \mathcal{E} \right)
\]
\[
\leq 2e^{\beta^{1/s}|x_\beta|} e^{-c''(e^{\beta^{1/s}d}|x|^d)(1 - e^{-c''\epsilon^{-\gamma}|x|^\gamma})^2},
\] (4.32)
where \(c''\) is the constant such that \(|\Lambda| \geq c''(e^{\beta^{1/s}d}|x|^d)\).

Now substitute \(x := W\) and note that, since \(p < 1\), the quantity \(x_\beta\) diverges as \(\beta \to \infty\) uniformly on \(|W| \geq (\beta^{1/s})^p\) and the bounds (4.30) and (4.32) are thus in force. Indeed (4.30) equals \(e^{-c'e^{-\gamma}|W|^{-\gamma}}\) whose expectation vanishes as \(\epsilon \downarrow 0\) in light of the uniform bound on the tails of \(|W|\) supplied by (4.22) and Chebyshev’s inequality.

Concerning the second term on the right of (4.29), on the event \(|W| \leq \epsilon^{-1}\), the right hand side of (4.32) (with \(x := W\)) is bounded by a constant times
\[
e^{\beta^{1/s}|W|e^{-\hat{c}'(\beta^{1/s})^p|W|^d}}
\] (4.33)
where \(\hat{c}' := c''(1 - e^{-\hat{c}'})^2\) and where we used that all norms on \(\mathbb{R}^d\) are comparable. Writing this as \(f(e^{\beta^{1/s}|W|})\) for \(f(z) := z e^{-\hat{c}'zd}\), the fact that \(f\) is bounded and vanishes at zero and infinity shows that (4.33) is bounded and vanishes as \(\beta \to \infty\). The expectation of this term tends to zero as \(\beta \to \infty\) by the Bounded Convergence Theorem.
On the event \(|W| > e^{-1}\), the right hand side of (4.32) (with \(x := W\)) is bounded by a constant times

\[
e^{\beta^{1/2}|W|e^{-\gamma d - 2\beta W_d|W|^{d-2s}}},
\]
where \(\gamma := \gamma(\beta > 0)\) and \(d = 2s - 2\gamma d\). Let \(k\) be a natural such that \(kd > 2s - 2d\) and note that \(r := d - (2s - d)/k > 0\). If \(|W| \leq \beta^{1/2}/k\), then the quantity in (4.34) is at most

\[
e^{(\beta^{1/2})^{1+1/k}}e^{-\gamma d - ks(\beta^{1/2})^r} \tag{4.35}
\]
which tends to zero as \(\beta \to \infty\). If in turn \(|W| > (\beta^{1/2})^{1/k}\), then the expectation of (4.34) is at most \(e^{\beta^{1/2}E_W(|W|^{1+1/k})}\) which, invoking Chebyshev’s inequality, is then at most \(e E_W(|W|^{k+1})\). Thanks to (4.22), this tends to zero as \(\epsilon \downarrow 0\).

With the preliminaries out of the way, we are ready to give:

Proof of Proposition 4.1. Since \(\tilde{D}\) dominates \(D\), it suffices to prove the claim for \(\tilde{D}\). For each \(n \geq 0\) we first construct a function \(\chi_n : [0, \infty) \times [1, \infty) \to [0, \infty)\) such that

\[
\sup_{W \in W} E_{\beta} \otimes E_W (\tilde{D}(0, [e^{-\alpha \theta_n} \beta^{\theta_n} W])) \leq n + \chi_n(\alpha, \beta) \tag{4.36}
\]
and such that \(\chi_{n+1}\) is tied recursively to \(\chi_{[n/2]}\) and \(\chi_{[n/2]}\) allowing for inductive control of their \(\beta, \alpha \to \infty\) limits. These functions depend on parameter \(\gamma \in (\frac{2\gamma}{1+\gamma}, 1)\) that will be fixed throughout this proof.

For \(n = 0\) we note that \([x] = 0\) unless \(|x| \geq \frac{1}{2}\). Using \(\tilde{D}(0, x) \leq |x|_1, \|x\|_1 \leq 2|x|_1\) and the Chebyshev inequality we then get

\[
E_{\beta} \otimes E_W (\tilde{D}(0, [e^{-\alpha W}])) \leq 2E_W \left(\|W\|_{1, \|W\|_1 \geq \frac{1}{2} e^\alpha}\right) \leq 4e^{-\alpha}E_W (\|W\|_1^2). \tag{4.37}
\]
Denoting by \(\chi_0(\alpha, \beta)\) the supremum of the right-hand side over all \(W \in W\), which is finite by Lemma 4.5 and the fact that all norms on \(\mathbb{R}^d\) are comparable, we have (4.36) for \(n = 0\). For \(n = 1\) we simply put

\[
\chi_1(\alpha, \beta) := \max \left\{0, \sup_{W \in W} E_{\beta} \otimes E_W (\tilde{D}(0, [e^{-\alpha \theta_1} \beta^{\theta_1} W])) - 1\right\}. \tag{4.38}
\]
which then obeys (4.36) trivially.

Next assuming that, for some \(n \geq 1\), the functions \(\chi_0, \ldots, \chi_n\) have been constructed, we show how to construct \(\chi_{n+1}\). Pick \(W \in W\) and set

\[
\gamma_1 := \frac{\vartheta_{[n/2]}}{\vartheta_{n+1}} \quad \text{and} \quad \gamma_2 := \frac{\vartheta_{[n/2]}}{\vartheta_{n+1}}. \tag{4.39}
\]
Then \(\gamma_1, \gamma_2 \in (0, \gamma)\) by (4.12) and so Lemma 4.2 along with (4.4) give

\[
\tilde{D}(0, [e^{-\alpha \theta_{n+1}} \beta^{\theta_{n+1}} W]) \overset{\text{law}}{\leq} \tilde{D}(0, [e^{-\alpha \theta_{[n/2]} \beta^{\theta_{[n/2]}} W}] \|\gamma_1 Z]\right. \\
\left. + \tilde{D}'(0, [e^{-\alpha \theta_{[n/2]} \beta^{\theta_{[n/2]}} W}] \|\gamma_2 Z'] + 1 + 2|X_{\alpha, \beta |1A_{\alpha, \beta}(X_{\alpha, \beta})}, \tag{4.40}
\]
where \(X_{\alpha, \beta} := e^{-\alpha \theta_{n+1}} \beta^{\theta_{n+1}} W\) and where \(\tilde{D}, \tilde{D}', Z, Z'\) and \(W\) on the right-hand side are independent with their respective laws.
We will use (4.40) only when $|W|$ is sufficiently large so that the bound (4.20) becomes available and useful. Defining “small” by $|W| \leq r$ for some $r \in (0, 1/2)$ to be determined, the part of the expectation for $|W|$ small is then handled by

$$E_\beta \otimes E_W \left( \tilde{D}(0, [e^{-\alpha \theta_{n+1} \beta^{\theta_{n+1}} W}] 1_{|W| \leq r}) \right)$$

$$\leq c \left[ (a \theta_{n+1} + (\log \beta) \theta_{n+1})^\Delta + 1 \right] P(|W| \leq r)$$

$$\leq c' \left[ (a \theta_{n+1} + (\log \beta) \theta_{n+1})^\Delta + 1 \right] r^\varepsilon.$$  \hspace{1cm} (4.41)

Here we first took expectation with respect to $\tilde{D}$ (conditional on $W$) using Corollary 3.3, then used $|X_{\alpha, \beta}| \leq 2|X_{\alpha, \beta}|$ and $r \leq 1/2$ inside the logarithm and, finally, invoked Lemma 4.5. The bound holds uniformly in $W \in \mathcal{W}$.

The part of the expectation for $|W|$ large is handled via (4.40) with the result

$$E_\beta \otimes E_W \left( \tilde{D}(0, [e^{-\alpha \theta_{n+1} \beta^{\theta_{n+1}} W}] 1_{|W| > r}) \right)$$

$$
\leq E_\beta \otimes E_W \otimes E_Z \left( \tilde{D}(0, [e^{-\alpha \theta_{n+2} \beta^{\theta_{n+2}} |W|}] 1_{|W| > r}) \right)
$$

$$+ 2E_\beta \otimes E_W \otimes E_Z \left( \tilde{D}(0, [e^{-\alpha \theta_{n+2} \beta^{\theta_{n+2}} |W|}] 1_{|W| > r}) \right)
$$

$$+ 1 + 2E_W \left( |X_{\alpha, \beta}| 1_{|W| > r} P(A_{n, \beta}(X_{\alpha, \beta})) \right),$$

where we also used that $Z'$ is equidistributed to $Z$ and $\tilde{D}'$ is equidistributed to $\tilde{D}$. In order to control the last expectation, we assume $e^{-\alpha \theta_{n+1} \beta^{\theta_{n+1}} r} \geq c(\eta, \bar{\gamma})(1 + \beta^{1/8})$ and apply Corollary 4.4 to get, for any $x \in \mathbb{R}^d$ with $|x| \geq r$,

$$P(A_{n, \beta}(e^{-\alpha \theta_{n+1} \beta^{\theta_{n+1}} x})) \leq 2 \max_{i=1,2} P_Z \left( |Z| \geq \beta^{(\bar{\gamma} - \gamma)} \theta_{n+1} e^{-a(\bar{\gamma} - \gamma) \theta_{n+1}} |x|^{\bar{\gamma} - \gamma} \right)$$

$$\leq 2P_Z \left( |Z| > \beta^{(\bar{\gamma} - \gamma)} \theta_{n+1} e^{-a \bar{\gamma} \theta_{n+1}} \bar{\gamma}(|x|/r)^{\bar{\gamma} - \gamma} \right).$$

where we abbreviated $\bar{\gamma} := \frac{2\gamma}{1+\gamma}$ and used $r \leq 1$ and $|x| \geq r$ to bound

$$|x|^{\bar{\gamma} - \gamma} = r^{\bar{\gamma} - \gamma}(|x|/r)^{\bar{\gamma} - \gamma} \geq r^{\bar{\gamma}}(|x|/r)^{\bar{\gamma} - \gamma}.$$

with the help of $\gamma_1, \gamma_2 \leq \bar{\gamma}$ as shown in (4.12). Letting $c_1, c_2 \in (0, \infty)$ be numbers such that $P(|Z| > a) \leq c_1 e^{-c_2 a^d}$ for all $a \geq 0$ and writing $\bar{c} \in (0, \infty)$ for the best constant such that $| \cdot |_1 \leq \bar{c} | \cdot |$, the last term on the right of (4.42) is thus bounded by

$$4c_1 \bar{c} e^{-a \theta_{n+1} \beta^{\theta_{n+1}}} \sum_{k \geq 1} r(k+1)e^{-c_2 \gamma^{\bar{\gamma} \theta_{n+1} e^{-a \bar{\gamma} \theta_{n+1}} \bar{\gamma}^{d} k^d(\bar{\gamma} - \gamma)},$$

where the sum arises by partitioning the support of $W$ according to $|W|/r \in [k, k+1)$ and estimating $P_W(|W|/r \in [k, k+1])$ by one. Noting that, for any $p, q > 0$,

$$\sum_{k \geq 1} (k+1)e^{-pk^d} \leq \int_1^{\infty} 2ze^{-pz^d} \, dz \leq \left( 2 \int_0^{\infty} ze^{-z^d} \, dz \right) p^{-2/q}$$

and denoting the prefactor in large parentheses by $\hat{c}(q)$, the quantity in (4.45) is at most

$$4c_1 \bar{c} (2d(\bar{\gamma} - \gamma)) c_2^{d(\bar{\gamma} - \gamma)} e^{-a \theta_{n+1} \beta^{\theta_{n+1}}} r \left( \beta^{(\bar{\gamma} - \gamma)} \theta_{n+1} e^{-a \bar{\gamma} \theta_{n+1}} \bar{\gamma}^{d} k^d(\bar{\gamma} - \gamma) \right)^{-\frac{2}{\gamma}}.$$  \hspace{1cm} (4.47)
Again, this holds uniformly in $W \in \mathcal{W}$.

We now finally set
\[ r := (\alpha \theta_{n+1} + (\log \beta) \theta_{n+1})^{2\Delta \xi} \]  
and note that, since $\theta_{n+1} > 1/s$ for $n \geq 1$,
\[ r \leq \frac{1}{2} \wedge e^{-\alpha \theta_{n+1} \beta \theta_{n+1}} \geq c(\eta, \gamma)(1 + \beta^{1/s}) \]  
hold for all $n \geq 1$ provided that $\beta$ is sufficiently large and $\alpha^{-1} \log \beta$ exceeds the quantity in (4.14) by a positive constant. Thanks to $\gamma_1, \gamma_2 \leq 2\gamma / \xi$ as seen via (4.12), we also have $|W|^{\gamma_1} Z \in \mathcal{W}$ for both $i = 1, 2$ in (4.42). The first two expectations on the right of (4.42) can thus be bounded using (4.36). In light of $|n/2| + |n/2| + 1 = n + 1$, this yields (4.36) for $n$ replaced by $n + 1$ and
\[ \chi_{n+1}(\alpha, \beta) := \chi_{n/2}(\alpha, \beta) + \chi_{n/2}(\alpha, \beta) + a_n(\alpha, \beta) + b_n(\alpha, \beta), \]  
where $a_n(\alpha, \beta)$ is the term on the right-hand side of (4.41) and $b_n(\alpha, \beta)$ is the quantity in (4.47) for $r$ as above. Proceeding recursively, this gives (4.36) for all $n \geq 0$.

With (4.36) in hand, it remains to prove (4.5–4.6). First observe that, under the assumption $\alpha, \beta \geq k_0$ and $\alpha^{-1} \log \beta \geq k_0$ with $k_0$ sufficiently large, $\sup_{n \geq 1} a_n(\alpha, \beta)$ tends to zero as $\beta \to \infty$. Concerning the corresponding statement for $\sup_{n \geq 1} b_n(\alpha, \beta)$, here we observe that, modulo the constant prefactors, (4.47) is reduced to
\[ r^{-\gamma \xi} e^{\alpha \theta_{n+1} \beta \theta_{n+1}} \]  
Assuming again the above restrictions between $\alpha$ and $\beta$, this tends to zero as $\beta \to \infty$ uniformly in $n \geq 1$. Under the same conditions we thus get that
\[ \tilde{\chi}(\alpha, \beta) := \sup_{n \geq 1} \left[ a_n(\alpha, \beta) + b_n(\alpha, \beta) \right] \]  
obeys
\[ \lim_{a \to \infty} \limsup_{\beta \to \infty} \tilde{\chi}(\alpha, \beta) = 0. \]  
As $|n/2| + |n/2| = n$, induction shows that, for all $n \geq 0$,
\[ \chi_n(\alpha, \beta) \leq (n + 1) \max \{ \chi_0(\alpha, \beta), \chi_1(\alpha, \beta) \} + n \tilde{\chi}(\alpha, \beta). \]  
Then (4.6) holds with $\chi(\alpha, \beta) := 2 \max_{i=0, 1} \chi_i(\alpha, \beta) + \tilde{\chi}(\alpha, \beta)$. The convergence (4.5) follows from (4.37), (4.25) and (4.53).

**Remark 4.7** Note that, since $\theta_1 = 1/s$, the second condition in (4.49) is exactly the reason why the case $n = 1$ in (4.6) has to be treated separately using Lemma 4.6.

### 4.3 Proof of upper bound in Theorem 1.2

With Proposition 4.1 established, we finally give:

**Proof of £ in Theorem 1.2** Let $\{ \gamma_n \}_{n \geq 1}$ be such that $\gamma_n = \gamma$ for all $n \geq 0$ and let $\eta' \in (0, 1)$. For $\beta \geq 1$, the random variable $W_{\{ \gamma_n \}_{n \geq 1}}$ for $\eta := \eta'$ coincides with the random variable
in (3.22) provided \( \eta \) in (3.4) is set to \( \eta'/\beta \). By the argument in the proof of Lemma 3.2, we then have

\[
2^{-n} E_{\beta} \otimes E_W(\tilde{D}(0, r^{\gamma^{-n}} W)) \xrightarrow{\text{uniformly on compact subsets of } r \in (1, \infty)} L_{\beta}(r)
\]

uniformly on compact subsets of \( r \in (1, \infty) \).

Given \( \lambda \in [0, 1] \), let \( \{\lambda_n\}_{n \geq 1} \subseteq [0, 1] \) be such that

\[
q(n) := \lambda_n(2^n - 1) + (1 - \lambda_n)(2^{n+1} - 1)
\]

is an integer for each \( n \geq 1 \) and \( \lambda_n \to \lambda \) as \( n \to \infty \). Then (2.13–2.14) gives

\[
\theta_{q(n)} = \lambda_n \theta_{2^n - 1} + (1 - \lambda_n) \theta_{2^{n+1} - 1} = \frac{1}{2d - s}[\lambda + (1 - \lambda)\gamma^{-1} + o(1)]\gamma^{-n},
\]

where \( o(1) \to 0 \) as \( n \to \infty \).

Let \( \{n_k\}_{k \geq 1} \) be a sequence of naturals tending to infinity such that \( v := \lim_{k \to \infty} \theta_{q(n_k)}/\theta_{q(n_k)} \) exists in \( \mathbb{R} \); such a sequence exists thanks to (4.14). In light of the aforementioned uniformity in (4.55), this implies

\[
\lim_{k \to \infty} 2^{-n_k} E_{\beta} \otimes E_W(\tilde{D}(0, e^{-\alpha \theta_{q(n_k)}} \beta^{\theta_{q(n_k)}} W)) = L_{\beta}((e^{-\alpha \gamma})^{(1 - \lambda)\gamma^{-1}} \frac{1}{(\beta - \alpha \gamma)}).
\]

Noting that \( q(n) = [\lambda + (1 - \lambda)2 + o(1)]2^n \), (4.6) in Proposition 4.1 then shows

\[
L_{\beta}((e^{-\alpha \gamma})^{(1 - \lambda)\gamma^{-1}} \frac{1}{(\beta - \alpha \gamma)}) \leq [\lambda + 2(1 - \lambda)][1 + \chi(\alpha, \beta)]
\]

whenever \( \alpha \) and \( \beta \) obey the conditions mentioned there. Writing (4.59) using \( \phi_{\beta} \) and introducing \( m(\beta) \) and \( u(\beta) \) as in (1.9), the log-log-periodicity (1.5) gives

\[
\phi_{\beta}(e^{-\alpha \gamma + m(\beta)} e^{u(\beta)} \frac{1}{(\beta - \alpha \gamma)}) \leq \frac{\lambda + 2(1 - \lambda)}{(\lambda + (1 - \lambda)\gamma^{-1})^{\frac{1}{\alpha \gamma}}}
\]

Varying \( \alpha \) in (4.60) over scales proportional to \( \log \beta \) (still within restrictions imposed in Proposition 4.1) along with log-log periodicity shows sup\( \beta > 1 \) \((\log \beta)^{\lambda} \phi_{\beta}(r) < \infty \) for all \( r > 1 \). The convexity of \( t \to L_{\beta}(e^t) \) then gives

\[
\{(\log \beta)^{\lambda} \phi_{\beta}: \beta \geq 1\} \text{ is uniformly equicontinuous on } [e^\gamma, e^{\gamma^{-1}}].
\]

This implies that the term \( e^{-\alpha \gamma + m(\beta)} \) (which tends to 1 for any fixed \( \alpha \) in (4.60) is negligible in the limit \( \beta \to \infty \). Invoking (4.5), the argument following (2.21) then gives “\( \leq \)” in (1.10). By (4.61) again, the limit is uniform in \( t \).

\[\square\]

5. PROOF OF THEOREM 1.2 LOWER BOUND

It remains to prove the lower bound in (1.10). Here we rely on an argument from the proof of a corresponding lower bound in [10] (which itself goes back to an argument in Trapman [30]). The main improvement compared to [10] is that our computations track the \( \beta \)-dependence explicitly and that so via the exponent family \( \{\theta_n\}_{n \geq 1} \).
Proposition 5.1 Noting that \( s < 2d \), let \( p \in (0, \infty) \) be such that
\[
\frac{2d}{s} p \geq p + s + 1.
\]
Then there are \( c, \varepsilon, \beta_0 \in (0, \infty) \) such that for all \( \beta \geq \beta_0 \), all natural \( n \geq 1 \) and all \( x \in \mathbb{Z}^d \setminus \{0\} \),
\[
P(D(0, x) \leq n) \leq c \left( \beta^{\theta_n} e^{\varepsilon n^{1/\lambda}} \right)^{s} \frac{1}{n^p}.
\]

Remark 5.2 \([10] \) Theorem 3.1] gives the same estimate albeit without the \( \beta^{\theta_n} \) term. As \( \theta_n \approx n^{1/\lambda} \), this term can be absorbed into a change of the constant \( \varepsilon \).

Let us first show how Proposition 5.1 fits into the proof of Theorem 1.2.

Proof of \( \geq \) in Theorem 1.2 We start with some preliminary considerations. Let \( n \geq 1 \) be a large integer and let \( \lambda \in [0, 1] \) be such that \( \lambda 2^n \) is an integer. For \( \beta > 1 \) set
\[
N_n(\lambda, \beta) := \inf \left\{ k \geq 0 : \beta^k e^{k/\lambda} \geq \beta^\lambda 2^{n(1-\lambda)2^{n+1}} \right\},
\]
where \( \hat{c} \) is the constant from Proposition 5.1 and where \( \beta > 1 \) ensures that the set is non-empty. The monotonicity of \( k \mapsto \theta_k \) gives \( N_n(\lambda, \beta) \leq \lambda 2^n + (1 - \lambda)2^{n+1} \) and
\[
\theta_{N_n(\lambda, \beta)} \geq \theta_{\lambda 2^n + (1 - \lambda)2^{n+1}} - \frac{\hat{c}}{\log \beta} \frac{N_n(\lambda, \beta)^{1/\lambda}}{\theta_{2^{n+1} - \theta_{2^n}}}. \tag{5.4}
\]
Next, the concavity and piece-wise linear nature of \( k \mapsto \theta_k \) implies that, for all \( m \) with \( 2^n - 1 \leq m < 2^{n+1} \) and all \( k \leq m \),
\[
\theta_k \leq \theta_m + (k - m) \frac{\theta_{2^{n+1} - 1} - \theta_{2^n - 1}}{2^n}. \tag{5.5}
\]
Using this for \( k := N_n(\lambda, \beta) \) and \( m := \lambda 2^n + (1 - \lambda)2^{n+1} \) gives
\[
N_n(\lambda, \beta) \geq \lambda 2^n + (1 - \lambda)2^{n+1} - \frac{\hat{c}}{\log \beta} \frac{N_n(\lambda, \beta)^{1/\lambda}}{\theta_{2^{n+1} - 1} - \theta_{2^n - 1}} 2^n. \tag{5.6}
\]
Finally, \( N_n(\lambda, \beta) \leq 2^{n+1} \) along with \( 2^{-1/\lambda} = \gamma \) implies \( N_n(\lambda, \beta)^{1/\lambda} \leq \gamma^{-n-1} \) while the explicit form \([2.13] \) shows \( \theta_{2^{n+1} - 1} - \theta_{2^n - 1} = s^{-1} \gamma^{-n} \). Putting this together, we get
\[
N_n(\lambda, \beta) \geq [\lambda 2^n + (1 - \lambda)2^{n+1}] \left( 1 - \frac{2d\hat{c}}{\log \beta} \right), \tag{5.7}
\]
where we also used that \( 2^n \leq \lambda 2^n + (1 - \lambda)2^{n+1} \).

We now move to the proof of the claim. Fix \( \lambda \in [0, 1] \) and let \( \lambda_n \in [0, \lambda] \) be maximal such that \( \lambda_n 2^n \) is an integer. Since \( \theta_n \to \infty \) and \( N_n(\lambda_n, \beta) \to \infty \) as \( n \to \infty \), for any \( x \in \mathbb{R}^d \) such that \( |x| \geq 1 \) the bound \([5.2] \) shows that
\[
D(0, [x \beta^{\theta_n 2^{n(1-\lambda_n)2^{n+1}}})] \geq N_n(\lambda_n, \beta) \tag{5.8}
\]
occurring with probability tending to one as \( n \to \infty \). Bounding \( D(\cdot, \cdot) \leq \tilde{D}(\cdot, \cdot) \) and substituting \( x := W \), for \( W \) the random variable from \([3.22] \), the local uniformity of the
convergence of \( E\hat{D}(0, r^{\gamma} W)/2^n \to L_\beta(r) \) along with the asymptotic (2.20) show

\[
L_\beta(\beta^{[\lambda+(1-\lambda)\gamma]} \frac{1}{2\pi}) \geq [\lambda + (1 - \lambda)]2\left(1 - \frac{2d\tilde{c}}{\log \beta}\right).
\]

(5.9)

Modulo the form of the error term, this bound is complementary to (4.59). The same calculation based on (2.21–2.27) then proves “\( \geq \)” in (1.10). \( \square \)

It remains to give a proof of Proposition 5.1. As in [10], we will proceed by induction which will require control of the expected size of balls in the intrinsic metric. Denote such a ball as

\[
B(x, k) := \{ z \in \mathbb{Z}^d : D(x, z) \leq k \}.
\]

(5.10)

We then have:

**Lemma 5.3** For all \( d \geq 1 \) and \( s > d \) there is a \( a = a(d, s) \in (0, \infty) \) such that if (5.2) holds for some \( \beta > 0 \), \( p > 0 \), an integer \( n \geq 1 \) and a constant \( c \geq 0 \) then

\[
E(|B(0, n)|) \leq a(c^{1/s} \beta^{n/\lambda} \epsilon^{n/\lambda} n^{-p/s})^d.
\]

(5.11)

**Proof.** Given any real \( r > 0 \), assuming (5.2) we have

\[
E(|B(0, n)|) \leq \sum_{|x| \leq r} 1 + A^s \sum_{|x| > r} \frac{1}{|x|^s},
\]

(5.12)

where \( A := c^{1/s} \beta^{n/\lambda} \epsilon^{n/\lambda} n^{-p/s} \). The right-hand side is bounded by a \( d, s \)-dependent constant times \( r^d + A^s r^{d-s} \). Optimizing over \( r \) then yields the claim. \( \square \)

Another technical input we will need is a bound on a sum that appears in the proof of the induction step:

**Lemma 5.4** For all \( d \geq 1 \), \( s \in (d, 2d) \) and \( p > 0 \) there is a constant \( b = b(d, s, p) \in (0, \infty) \) such that for all \( \tilde{c} \geq 1 \) and all integer \( n \geq 1 \),

\[
\sum_{k=0}^{n} \frac{e^{\tilde{c}d[k^{1/\lambda} + (n-k)^{1/\lambda}]}}{(k \vee 1)^{pd/s}((n-k) \vee 1)^{pd/s}} \leq b^\epsilon (n+1)^{1/\lambda} (n+1)^{-1+2pd/s}.
\]

(5.13)

Here \( k \vee 1 \) is the maximum of \( k \) and 1.

**Proof.** Using that \( \Delta > 1 \) we readily check that \( x^{1/\Delta} + (1-x)^{1/\Delta} \leq 2^{1-1/\Delta} - \kappa(x - 1/2)^2 \) for some \( \kappa > 0 \) and all \( x \in [0, 1] \). Noting that \( d2^{1-1/\Delta} = s \), for \( k \) such that either \( k \leq n/3 \) or \( k \geq 2n/3 \) the numerator is bounded as

\[
e^{\tilde{c}d[k^{1/\lambda} + (n-k)^{1/\lambda}]} \leq e^{\tilde{c}sn^{1/\lambda}} e^{-\frac{1}{\pi} \frac{d}{\Delta} \epsilon x n^{1/\lambda}}.
\]

(5.14)

The sum in (5.13) is thus dominated by \( k \) in the range \( n/3 \leq k \leq 2n/3 \), where the numerator at most \( e^{\tilde{c}sn^{1/\lambda}} \) while the denominator is at least a constant times \( n^{-2dp/s} \). As there are at most \( n \) terms under the sum in this range, the result follows. \( \square \)

Equipped with these technical lemmas, we now prove the induction step:
Lemma 5.5  Suppose that \( \xi \in (0, \infty) \) is a constant such that, for each \( \beta \geq 1 \),
\[
\forall x \in \mathbb{Z}^d \setminus \{0\} : \quad p_{\beta}(0, x) \leq \xi^\beta |x|^\beta.
\] (5.15)

Then the following holds for all \( p > 0, c > 0 \) and \( \beta \geq 1 \) and all integers \( n \geq 1 \): Assuming that (5.2) is true for all \( x \in \mathbb{Z}^d \setminus \{0\} \) and all positive integers less or equal than \( n \), then
\[
P(D(0, x) \leq n + 1)
\leq \xi b a c^{\delta/s} \max\{a c^{\delta/s}, \beta^{1+d\theta_\beta-s\theta_{n+1}}\} \left( \beta^{n+1} e^{\xi (n+1)^{1/\delta}} \right)^s (n + 1)^{s+1-2pd/s} (5.16)
\]
holds for all \( x \in \mathbb{Z}^d \setminus \{0\} \), where \( a \) and \( b \) are the constants from Lemmas 5.3, 5.4.

Proof. Fix \( n \geq 1 \) and assume that (5.2) holds for all naturals up to and including \( n \). By the triangle inequality, on \{ \( D(0, x) \leq n + 1 \) \} every path connecting 0 to \( x \) must contain an edge of length at least \( |x|/(n + 1) \). Writing \((z, \bar{z})\) for the first edge with this property along the path (as labeled from 0 to \( x \)), we have
\[
\{ D(0, x) \leq n + 1 \} \leq \bigcup_{k=0}^n \bigcup_{z, \bar{z} \in \mathbb{Z}^d} \left( \{ D(0, z) \leq k \} \cap \{ (z, \bar{z}) \text{ occupied} \} \cap \{ D(x, \bar{z}) \leq n - k \} \right) (5.17)
\]
where \( A_1 \circ A_2 \circ A_3 \) is the set of edge-configurations \( \omega \) for which there are disjoint finite sets of edges \( S_1, S_2, S_3 \subseteq \mathbb{Z}^d \) (called witnesses) such that, for each \( i = 1, 2, 3 \), the event \( A_i \) occurs in every configuration that agrees with \( \omega \) on \( S_i \). (On \{ \( D(0, x) \leq n + 1 \) \}, these witnesses arise as the corresponding portions of the minimal shortest path, with minimality taken relative to an \( a \text{ priori} \) ordering on finite paths on \( \mathbb{Z}^d \). These portions are necessarily edge-disjoint because the path is of minimal length.) Hereby we get
\[
P(D(0, x) \leq n + 1)
\leq \sum_{k=0}^n \sum_{z, \bar{z} \in \mathbb{Z}^d} p_{\beta}(z, \bar{z}) P(D(0, z) \leq k) P(D(x, \bar{z}) \leq n - k), (5.18)
\]
employing the union bound and the van den Berg-Kesten inequality [6].

Using (5.15) and ignoring the restriction on the size of \( |z - \bar{z}| \) we obtain
\[
P(D(0, x) \leq n + 1) \leq \xi \beta \left( \frac{n+1}{|x|^s} \right)^s \sum_{k=0}^n E(|B(0, k)|) E(|B(0, n - k)|). (5.19)
\]

With the help of the translation invariance of the underlying process, the induction assumption allows us to bound the expectations on the right via Lemma 5.3 Plugging this
in (5.19) while noting that we need to use \( |B(0,0)| = 1 \) when \( k = 0, n \) shows
\[
P(D(0,x) \leq n + 1) \leq 2 \epsilon \frac{(n + 1)^s}{|x|^s} a e^{d/s} \beta^{1+d\theta_n} e^{\epsilon d n^{1/\Delta}}
\]
\[
+ \epsilon \frac{(n + 1)^s}{|x|^s} (ac^{d/s})^2 \sum_{k=1}^{n-1} \beta^{1+d(\theta_k + \theta_{n-k})} e^{\epsilon d (k^{1/\Delta} + (n-k)^{1/\Delta}) / k^{pd/s} (n-k)^{pd/s}}.
\]

Definition 2.1 gives 1 in (5.19) while noting that we need to use \( \beta \geq 1 \) (This holds regardless of \( \beta > 0 \)) As to \( \beta \geq 1 \). Using the maximum in (5.16) to unify the prefactors and subsequently joining the first term on the right (5.20) with the sum, the claim follows from Lemma 5.4.

We also need a simple observation about the exponent sequence:

**Lemma 5.6** For each \( d \geq 1 \) and \( s \in (d, 2d) \),
\[
\inf_{n \geq 2} [s \theta_{n+1} - 1 - d \theta_n] > 0.
\]

**Proof.** Thanks to the monotonicity of \( k \mapsto \theta_k \), the quantity under infimum is larger than \((s-d)\theta_n - 1\), which (in light of \( \theta_k \to \infty \)) is uniformly positive once \( n \) is sufficiently large. It thus suffices to show that \( s \theta_{n+1} - 1 - d \theta_n > 0 \) for all \( n \geq 2 \). By concavity of \( k \mapsto \theta_k \) and the explicit representation (2.12) (2.14), this is the case as long as \( \{1, \ldots, n-1\} \) contains a value of the form \( 2^k - 1 \) for some natural \( k \geq 0 \). This is true for all \( n \geq 2 \).

With all the lemmas in hand, we are ready to give:

**Proof of Proposition 5.1** First observe that, by the fact that \( 1 - e^{-\beta q(x)} \leq \beta q(x) \), the bound (5.15) is in force for \( x \) large thanks to the assumption (1.2). Adjusting \( \epsilon \) if necessary and assuming \( \beta \geq 1 \), we then get it for all \( x \neq 0 \).

We will now prove (5.2) by induction on \( n \). There are two base cases: \( n = 1 \) and \( n = 2 \). The former is settled by the observation that in order for \( x \neq 0 \) to obey \( D(0,x) \leq 1 \), the edge \((0,x)\) must be occupied. By (5.15) this has probability at most \( \hat{c} \beta |x|^{-s} \) and so, in light of \( \theta_1 = 1/s \), (5.2) holds for \( n = 1 \) provided that \( c, \hat{c} > 0 \) obey
\[
\hat{c} \leq c e^\delta.
\]

This holds regardless of \( \beta > 0 \).) As to \( n = 2 \), here the union bound dominates the probability of \( D(0,x) = 2 \) by
\[
\sum_{z \neq 0,x} p_\beta(0,z)p_\beta(z,x) \leq (\hat{c} \beta)^2 \sum_{z \neq 0,x} \frac{1}{|z|^s} \frac{1}{|x-z|^s}.
\]

Since \( s > d \), the sum on the right is bounded by \( \hat{a}|x|^{-s} \) for some constant \( \hat{a} \) depending only on \( s \) and \( d \). Using the union bound, the claim will hold for \( n = 2 \) provided that \( c, \hat{c} \) and \( \beta \) obey
\[
\hat{c} \beta + (\hat{c} \beta)^2 \hat{a} \leq c 2^{-p} e^{\epsilon 2^{1/\Delta} \beta^{s+d}},
\]

where we also used that \( s \theta_2 = s + d \). As \( s + d \geq 2 \), this is in turn implied by
\[
\hat{c} + \hat{c}^2 \hat{a} \leq c 2^{-p} e^{\epsilon 2^{1/\Delta} s}
\]
whenever \( \beta \geq 1 \).
Assuming \( p \) is such that (5.1) holds, once (5.2) is true for all integers up to and including \( n \), Lemma 5.5 will extend it to \( n + 1 \) as soon as

\[
\ell b ad/s \max\{ac/d/s, \beta^{1+db-a-sb+1}\} \leq c,
\]

(5.26)

where \( a \) and \( b \) are as in Lemmas 5.3-5.4. Writing \( \kappa \) for the infimum (5.21), this will hold for all \( n \geq 2 \) if

\[
\ell ba^2c^{2d/s} \leq c,
\]

(5.27)

provided that \( \beta \geq \beta_0 := \max\{1, (ac/d/s)^{-1/\kappa}\} \). This can itself be achieved by taking \( c \) sufficiently small (note that \( 2d/s > 1 \)); the inequalities (5.22) and (5.25) then hold once \( \ell \) is sufficiently large. By induction, the claim holds for all \( n \geq 1 \). \( \square \)
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