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Abstract

We obtain a limit theorem endowed with quantitative estimates for a general class of infinite dimensional hybrid processes with intrinsically two different time scales and including a population. As an application, we consider a large class of conductance-based neuron models.

1 Introduction

This article aims to study a class of infinite dimensional hybrid processes \((Z^{\varepsilon,N}, t \geq 0)\) with intrinsically two different time scales, this fact being emphasized by the presence of the parameter \(\varepsilon\), and including a population whose size's parameter is \(N\). We show the convergence of these models to a limit model when \(\varepsilon\) and \(N\) go to zero and infinity respectively and with a certain relative speed. This corresponds to consider an infinite population whose fast component is infinitely accelerated.

The hybrid processes that we consider may be described as follows. They have two distinct components, \(Z^{\varepsilon,N} = (X^{\varepsilon,N}, Y^{\varepsilon,N})\), one continuous \((X^{\varepsilon,N})\) and the other of pure jumps \((Y^{\varepsilon,N})\). Between two jumps of the discrete component, the continuous component, often referred to as the macroscopic component, evolves according to an abstract evolution equation. When the jump component updates its current value, the parameters of the evolution equation are also updated; and so on. The evolution that we just described is that of a piecewise deterministic process. We will work more specifically in the context of Piecewise Deterministic Markov Process (PDMP). The study of such hybrid processes was carried out comprehensively in the works [4, 3] concerning the finite dimension, that is when the evolution equation for the continuous component is an ordinary differential equation (ODE). In the case where the ODE becomes a partial differential equations (PDE), and more generally in our setting an abstract evolution equation, the theory has been established in [2].

In recent years, these processes have been widely studied in terms of averaging and law of large numbers. That is, we consider either that the microscopic component evolves faster than the macroscopic component, or that the size of the internal population of the model goes to infinity. On the one hand, regarding the class of processes that we consider, limit theorems when \(N\) goes to infinity such as the law of large numbers and the central limit theorem have been obtained in [1, 10, 12, 11]. On the other hand, the study of the averaging and the associated fluctuations when
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\[\epsilon\] goes to zero was carried out in [6, 7]. Our goal in the present paper is to reconcile the two approaches. Considering a general class of PDMP's with intrinsically two time-scale and a size parameter, we obtain a result of law of large number type with an explicit rate of convergence, for the joint convergence in \((\epsilon, N)\). The mathematical tools we use in the proof belong to the singular perturbation theory throughout the study of a Poisson equation, and to general probabilities with the study of a martingale problem and the use of exponential inequalities.

Our main motivation is the study of hybrid models describing the generation and propagation of a nerve impulse along a neuron. Indeed, this action potential evolves along the nerve fiber (or axon) according to a partial differential equations whose parameters are updated based on the current state of the ion channels present all along the axon. These ion channels allow ion exchange between the inside and outside of the cell. They are located all along the axon in discrete sites, forming a population of size \(N\). Their mechanism of opening and closing, depending on the local action potential of the cell membrane, is responsible for the generation and propagation of nerve impulses (on these questions, see the comprehensive book [8]). It has been shown that certain ionic channels evolve more rapidly than others, and it is now common to include a small parameter \(\epsilon\) in the model to account for this characteristic. Therefore, these neuron models fall naturally into the class of PDMP's that we propose to study. Through our study, we obtain a sufficient condition under which the neuron model with the two parameters \(\epsilon\) and \(N\) converges to a limit as these parameters go respectively to zero and infinity. Heuristically, the result is as follows: somehow, it is enough that the ion channels evolve faster than the population grows.

The plan of the paper is the following. In Section 2, we define the model of interest and state our main results. Section 3 is devoted to the application of our results to conductance-based neuron models, our first motivation. The proof of our main results is presented in Section 4.

2 Presentation of the model and main results

Let \(H\) be a separable Hilbert space and \(H^*\) its dual. We denote by \((\cdot, \cdot)\) the inner product on \(H\) and by \(\|\cdot\|\) the associated norm. The duality bracket between \(H\) and \(H^*\) is denoted by \(<\cdot, \cdot>\). We define a sequence \((E_N)_{N\in\mathbb{N}}\) of finite spaces with increasing cardinality such that \(E_N \subset E_{N+1}\) according to the canonical injection\(^1\). For any \(x \in H\) we define an intensity matrix \(Q^N(x) = (Q^N_{y_1,y_2}(x))_{(y_1,y_2)\in E_N \times E_N}\).

**Assumption 1.** We assume that for each \(x \in H\), there is a unique quasi-stationary probability measure \(\mu_N(x)\) on \(E_N\) associated to \(Q^N(x)\) such that

\[\mu_N(x)Q^N(x) = 0.\]

Moreover, we assume that the jump rates are all uniformly bounded:

\[\exists |Q| \in \mathbb{R}_+ \forall N \in \mathbb{N} \forall (y_1, y_2, x) \in E_N \times E_N \times H \quad |Q^N_{y_1,y_2}(x)| \leq |Q|. \quad (1)\]

The term quasi-stationary refers to the fact that the stationary measure \(\mu_N(x)\) actually depends on the external variable \(x\). We will use this intensity matrix to define the jumping component of the

\(^1\)The canonical injection is given by \(\iota : i \in E_N \mapsto (i, 0) \in E_{N+1}\) where 0 is the zero of \(\mathbb{R}^{E_{N+1} - E_N}\.\)
studied process. Before stating the equations for this process, we need to define a linear self-adjoint operator $\mathcal{A}$ on $\mathcal{H}$ with domain $\mathcal{D}(\mathcal{A})$ continuously and densely embedded in $\mathcal{H}$. For any $N \in \mathbb{N}$, we also define a reaction term $F^N$ on $\mathcal{H} \times \mathbb{E}_N$. Our assumptions on $\mathcal{A}$ and $F^N$ are gathered below.

**Assumption 2.** The linear operator $\mathcal{A}$, with domain $\mathcal{D}(\mathcal{A})$ continuously and densely embedded in $\mathcal{H}$, is dissipative in the sense that

$$\exists |\mathcal{A}|_d \in \mathbb{R}_+^* \ \forall x \in \mathcal{H} \quad <\mathcal{A}x, x> \leq -|\mathcal{A}|_d ||x||^2. \quad (2)$$

For any $N \in \mathbb{N}$, the reaction term $F^N$ defined on $\mathcal{H}$ satisfies the growth condition

$$\exists |\mathcal{G}|_d \in \mathbb{R}_+^* \ \forall N \in \mathbb{N} \ \forall (x_1, x_2, y) \in \mathcal{H} \times \mathcal{H} \times \mathbb{E}_N \quad (F^N(x_1, y) - F^N(x_2, y), x_1 - x_2) \leq |\mathcal{G}|_d ||x_1 - x_2||^2. \quad (3)$$

Moreover the value at zero is bounded such that

$$\exists |\mathcal{G}|_0 \in \mathbb{R}_+^* \ \forall N \in \mathbb{N} \ \forall y \in \mathbb{E}_N \quad ||F^N(0, y)|| \leq |\mathcal{G}|_0. \quad (4)$$

Let $(\varepsilon, N) \in (0, 1) \times \mathbb{N}$. The process $(X^{\varepsilon, N}, Y^{\varepsilon, N})$ we consider satisfies,

a) the following abstract evolution equation on the Hilbert space $\mathcal{H}$ for the so-called macroscopic component $X^{\varepsilon, N}$

$$\partial_\tau X^{\varepsilon, N} = A X^{\varepsilon, N} + F^N(X^{\varepsilon, N}, Y^{\varepsilon, N}), \quad (5)$$

b) which is fully-coupled with the following jump evolution for the so-called microscopic component $Y^{\varepsilon, N}$

$$P(Y^{\varepsilon, N}_{t+h} = y_2 | Y^{\varepsilon, N}_t = y_1) = \frac{1}{\varepsilon} Q^N_{y_1, y_2} (X^{\varepsilon, N}_t) h + o(h), \quad (6)$$

for any $y_1 \neq y_2$ in $\mathbb{E}_N$.

We endow these equations with the initial conditions $X^{\varepsilon, N}_0 \in \mathcal{H}$ and $Y^{\varepsilon, N}_0 \in \mathbb{E}_N$ which may be random. Notice that if $X^{\varepsilon, N}$ is frozen to the value $X^{\varepsilon, N} = x$, then $Y^{\varepsilon, N}$ follows the dynamic of an usual continuous time Markov chain. See [13] for a comprehensive study of continuous time Markov chain with fast transition rates. Under Assumptions 1 and 2, we can show that for any fixed $(\varepsilon, N)$, the couple $(X^{\varepsilon, N}, Y^{\varepsilon, N})$ is a Hilbert-valued Piecewise Deterministic Markov Process in the sense of [2]. We denote by $\mathcal{D}(\mathcal{A}^{\varepsilon, N})$ the domain of its extended generator. For $N \in \mathbb{N}$, let $\phi : \mathcal{H} \times \mathbb{E}_N \rightarrow \mathbb{R}$ be a bounded measurable function whose Fréchet derivative $\frac{d\phi}{d\varepsilon}(x, y) \in \mathcal{H}^*$ may be represented by an element $\phi_x(x, y)$ of $\mathcal{H}$ for all $(x, y) \in \mathcal{H} \times \mathbb{E}_N$. Then $\phi$ is in $\mathcal{D}(\mathcal{A}^{\varepsilon, N})$ and in this case we have

$$A^{\varepsilon, N} \phi(x, y) = <Ax + F^N(x, y), \phi_x(x, y)> + \frac{1}{\varepsilon} Q^N(x) \phi(x, \cdot)(y). \quad (7)$$

Our aim is to study the behavior of the process $X^{\varepsilon, N}$ when $(\varepsilon, N) \rightarrow (0, \infty)$. For this purpose, we introduce the averaged version of $X^{\varepsilon, N}$ when $N$ is held fixed but $\varepsilon$ goes to zero. We denote this process by $\overline{X}^N$. When $\varepsilon$ goes to zero, we expect that the process $Y^{\varepsilon, N}$ reaches instantaneously its stationary behavior such that $\overline{X}^N$ is solution of the abstract evolution equation:

$$\partial_\tau \overline{X}^N = A \overline{X}^N + F^N(\overline{X}^N), \quad (8)$$

where the map $F^N$ is defined as the average of the reaction term $F^N$ against the averaging measure $\mu_N$:

$$F^N(x) = \int_{\mathbb{E}_N} F^N(x, y) \mu_N(x)(dy). \quad (9)$$
Let us notice the trivial but important fact that $\overline{X}^N$ is a deterministic process: the stochastic jumps of $Y^\varepsilon,N$ disappeared at the limit. Our aim is to quantify the fluctuations between $X^\varepsilon,N$ and $\overline{X}^N$. Our assumptions on the averaged reaction term $\overline{F}^N$ are gathered below.

**Assumption 3.** The reaction term $\overline{F}^N$ satisfies the growth condition:

$$
\exists \overline{F}_d \in \mathbb{R} \ \forall (x_1, x_2, N) \in H \times H \times \mathbb{N} \quad (\overline{F}^N(x_1) - \overline{F}^N(x_2), x_1 - x_2) \leq \overline{F}_d \|x_1 - x_2\|^2.
$$

Moreover, it is uniformly bounded at zero:

$$
\exists \overline{F}_0 \in \mathbb{R}_+ \ \forall y \in E \quad \|\overline{F}^N(0)\| \leq \overline{F}_0.
$$

Note that Assumptions 2 and 3 are quite classical to ensure the existence of a unique solution to reaction-diffusion equations, see [9]. For example, it is quite easy to deduce a priori estimates from these assumptions. For any constant $C$, the centered closed ball with radius $C$ is denoted by $B[0, C]$. From now on, $T$ denotes a finite time horizon.

**Proposition 1.** There exists a constant $[X]_b$ depending on $T$ but otherwise not on $\varepsilon$ and $N$ such that:

$$
\forall t \in [0, T] \quad X^\varepsilon,N, \overline{X}^N \in B[0, [X]_b],
$$

$\mathbb{P}$-a.s.

**Proof.** $\mathbb{P}$-a.s. for any $t \in [0, T], \varepsilon \in (0, 1), N \in \mathbb{N},$ we have, using (2) and (3):

$$
\frac{d}{dt} \|X^\varepsilon,N_t\|^2 = 2 A X^\varepsilon,N_t > 2 [\overline{F}^N(x^\varepsilon,N_t, \gamma^\varepsilon,N_t), X^\varepsilon,N_t] - 2([\overline{F}^N], X^\varepsilon,N_t)
$$

$$
\leq (1 + 2[\overline{F}]_d - 2[A]_d) \|X^\varepsilon,N_t\|^2 + [\overline{F}_d]^2.
$$

The result follows using usual comparison results. The proof is quite similar for the process $\overline{X}^N$. ☐

We now state the technical assumptions needed to prove our main result. They concern properties of the reaction term $\overline{F}^N$, $\overline{F}^N$ and the operator related to the jumps $Q^N$.

**Assumption 4.** Let $(\alpha_N), \ (\beta_N), \ (\gamma_N)$ and $(\eta_N)$ be four positive numerical sequences.

a) For any $N \in \mathbb{N}$, the map $\Phi : (x, y, z) \in H \times E_N \times \mathbb{R}_+ \mapsto (\overline{F}^N(x, y) - \overline{F}^N(x), x - z)$ satisfies:

1. For any $N \in \mathbb{N}$, the map $t \mapsto \Phi(x, y, \overline{X}^N_t)$ is in $\mathcal{D}(A^\varepsilon,N)$;

2. $\Phi$ is locally bounded, but not necessarily uniformly in $N$:

$$
\forall C > 0 \quad \sup_{x, z \in B[0, C], y \in E_N} |\Phi(x, y, z)| = O(\alpha_N);
$$

3. The Fréchet derivative of $\Phi$ with respect to $x$ exists and has a representation $\Phi_x$ in $H$ which is locally bounded, but not necessarily uniformly in $N$:

$$
\forall C > 0 \quad \sup_{x, z \in B[0, C], y \in E_N} \|\Phi_x(x, y, z)\| = O(\beta_N);
$$

4.
4. The derivative $\Phi_t$ of the map $t \mapsto \Phi(x,y,\bar{X}_t)$ with respect to $t$ exists and is locally bounded, but not necessarily uniformly in $\mathbb{N}$:

$$\forall C > 0 \sup_{t \in [0,T], x \in B[0,C], y \in E_N} |\Phi_t(x,y,\bar{X}_t)| = O(\gamma_N);$$

b) For any $N \in \mathbb{N}$ and $C > 0$, we assume that if $f^N : H \times E_N \times \mathbb{R}_+ \to \mathbb{R}$ is a function with norm of order $\alpha_N$ on $B[0,C] \times E_N \times [0,T]$, then there exists a constant $C'$ such that:

$$\sup_{t \in [0,T], x \in B[0,C], y_1 \in E_N} \left| \sum_{y \in E_N} Q_{y_1,y}^N(x)[f^N(x,y,t) - f^N(x,y_1,t)]^2 \right| \leq C' \alpha_N^2 \eta_N. \quad (12)$$

In Section 3, we show that a large class of conductance-based neuron models satisfies all these technical assumptions. We are now ready to state our main result.

**Theorem 1.** Under Assumptions 1, 2, 3 and 4, there exist constants $C_1, C_2, C_3$ and $C_4$ depending only on $T$ such that for any $(\epsilon, N) \in (0,1) \times \mathbb{N}$ and $\delta > 0$:

$$P(\sup_{t \in [0,T]} \|X^{\epsilon,N}_t - \bar{X}_t\|^2 \geq \delta) \leq P(\|X^{\epsilon,N}_0 - \bar{X}_0\| \geq C_1 \delta) + 1_{\epsilon(\beta_N + \gamma_N) \geq C_2 \delta} + C_3 \exp\left(-C_4 \frac{\delta^2}{\epsilon \alpha_N^2 \eta_N}\right). \quad (13)$$

This theorem allows us to give conditions under which the process $X^{\epsilon,N}$ may possess a limit when $(\epsilon, N)$ goes to $(0, \infty)$.

**Corollary 1.** Assume that the deterministic process $\bar{X}^N$ converges towards a process $\bar{X}$ in the sense that

$$\forall \delta > 0 \quad P(\sup_{t \in [0,T]} \|\bar{X}^N_t - \bar{X}_t\|^2 \geq \delta) \leq C_\delta \lambda_N \quad (14)$$

where $(\lambda_N)$ is some positive numerical sequence which goes to 0 when $N$ goes to infinity and $C_\delta$ is some positive constants depending on $\delta > 0$. Then, under Assumptions 1, 2, 3 and 4, there exist constants $C_1, C_2, C_3$ and $C_4$ depending only on $T$ such that for any $(\epsilon, N) \in (0,1) \times \mathbb{N}$ and $\delta > 0$:

$$P(\sup_{t \in [0,T]} \|X^{\epsilon,N}_t - \bar{X}_t\|^2 \geq \delta) \leq \bar{C}_\delta \lambda_N + P(\|X^{\epsilon,N}_0 - \bar{X}_0\|^2 \geq C_1 \delta) + 1_{\epsilon(\beta_N + \gamma_N) \geq C_2 \delta} + C_3 \exp\left(-C_4 \frac{\delta^2}{\epsilon \alpha_N^2 \eta_N}\right), \quad (15)$$

where $\bar{C}_\delta$ is some positive constants depending only on $\delta$. Therefore, if the conditions,

$$\lim_{N \to \infty} \epsilon(\beta_N + \gamma_N) = 0, \quad \lim_{N \to \infty} \epsilon \alpha_N^2 \eta_N = 0, \quad (16)$$

are fulfilled, then $X^{\epsilon,N}$ converges towards $\bar{X}$ in probability:

$$\forall \delta > 0 \quad \lim_{(\epsilon,N) \to (0,\infty)} P(\sup_{t \in [0,T]} \|X^{\epsilon,N}_t - \bar{X}_t\|^2 \geq \delta) = 0. \quad (17)$$
3 Application to electro-physiology

3.1 Description of conductance-based neuron models

We proceed to the description of spatially extended conductance-based neuron models. For a more complete description, see [1, 6, 8]. As is well known, neurons are interconnected cells which communicate between each other using electro-chemical signals. The part of the neuron which is responsible for the transmission of the nerve impulse through relatively long distances (compare to the size of the cell-body and the dendrites) is the axon or nerve fiber. It is often described as a cable longer than larger and this is why we model it by an unidimensional cable, the segment $I = [0, 1]$. An action potential is generated at the initial portion of the axon thanks to a ion channel mechanism. Ion channels are membrane proteins which allow the exchange of ions between the internal and external cellular media. They are present in finite but large number all along the nerve fiber at loci $z_i = iN \in I = (0,1) \cap \{1,\ldots,N-1\}$. Ion channels may take different states in a finite state space $E$ (typically a state is "to be open" or "to be closed"). We denote the state of the ion channel at position $z_i$ by $y(i) \in E$. Therefore, a possible configuration for all the ion channels is $y = (y(i))_{1 \leq i \leq N} \in E_N = EN$. When an ion channel at locus $z_i$ is in state $r(i)$, it allows a current to pass. Moreover, this current is of the form:

$$c_y(i)(v_y(i) - x(z_i))$$

where $c_y(i) \geq 0$ is the conductance associated to the ion channel in state $y(i)$, $v_y(i) \in \mathbb{R}$ is the associated driven potential which tells us if the current is inward or outward and $x(z_i)$ is the local potential of the membrane at locus $z_i$. Let $H = L^2(I)$ be the state space for the membrane potential. The total current generated by the ion channels is then, for $(x, y) \in H \times N$:

$$F^N(x, y) = \frac{1}{N} \sum_{i=1}^{N-1} c_y(i)(v_y(i) - (x, \phi^N_i))\phi^N_i.$$ (18)

Remark that this is a spatial averaging of all the ionic currents. The function $\phi^N_i$ specifies that the transmission of the current is localized around $z_i$. They are renormalized mollifiers,

$$\forall \xi \in I \quad \phi^N_i(\xi) = N\psi(N(\xi - z_i))$$

where $\psi$ is the mollifier

$$\forall \xi \in I \quad \psi(\xi) = \exp\left(-\frac{1}{1-\xi^2}\right)1_{[-1,1]}(\xi).$$

As explained above, the channel at locus $z_i$ may switch between the states of $E$. This switching depends on the local potential of the membrane. If we denote by $X_t$ the membrane potential at time $t$ and $Y_t$ the configuration of the ion channels at the same time, then

$$\mathbb{P}(Y_{t+h}(i) = e_2 | Y_t(i) = e_1) = \frac{1}{\epsilon} a_{e_1e_2}((X_t, \phi^N_t))h + o(h), \quad e_1 \neq e_2 \in E.$$ (19)

The non-negative functions $(a_{e_1e_2}(\cdot))_{e_1,e_2}$ are the jump rates from one state of $E$ to another. They are either bounded and Lipschitz positive functions or equal to the null function. The parameter $\epsilon \in (0,1)$ accelerates the rate of jump. Besides, the ion channels are assumed to evolve independently over infinitesimal time-scales.
Once a current is generated by the reaction term \( F^N_t \), it is propagated along the nerve fiber thanks to the Laplacian operator \( \Delta \):
\[
\partial_t X^\epsilon_t = \Delta X^\epsilon_t + F^N_t(X^\epsilon_t, Y^\epsilon_t).
\]
(20)
This equation is endowed with zero-Dirichlet boundary conditions (corresponding to a clamped axon). To emphasized the role of \( \epsilon \) and \( N \) in the process, we write from now on \((X^\epsilon_t, Y^\epsilon_t)\) for the process satisfying system (19-20) with initial conditions \((X^\epsilon_0, Y^\epsilon_0) \in H \times E_N\) (which may be random).
Concerning averaging when \( N \) is held fixed, such a system have been studied in [6, 7]. For a law of large number when \( N \) goes to infinity but \( \epsilon \) held fixed, see [12, 11].
We assume that for any \( \zeta \in \mathbb{R} \), the continuous time Markov chains with jump rates \((a_{e_1,e_2}(\zeta))_{e_1,e_2}\) has a unique invariant measure \( \nu(\zeta) \) which is bounded and Lipschitz in its argument \( \zeta \). Therefore, the averaging measure \( \mu_N \) is defined, for any potential \( x \in H \), by:
\[
\mu_N(x) = \otimes_{i=1}^{N-1} \nu((x, \phi^N_i)).
\]

### 3.2 Spatio-temporal averaging for these models
The averaged reaction term for the process satisfying equations (19-20) is given, for \( x \in H \) and \( N \in \mathbb{N} \) by:
\[
F^N(x) = \int_{E_N} F^N(x, y) \mu(x)(dy)
\]
\[
= \frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} \nu((x, \phi^N_i))((e)) c_e (\nu_e - (x, \phi^N_i)) \phi^N_i.
\]
In Section 4.2, we show that the conductance based neuron model of Section 3.1 satisfies Assumption 4 with \( \alpha_N = N \), \( \beta_N = N\sqrt{N} \), \( \gamma_N = N^3 \) and \( \eta_N = N \). Besides, this is rather easy to see that the model also satisfies Assumptions 1, 2 and 3. In the context of conductance-based neuron models, Theorem 1 reads as follows.

**Theorem 2.** There exist constants \( C_1, C_2, C_3 \) and \( C_4 \) depending only on \( T \) such that for any \( (\epsilon, N) \in (0, 1) \times \mathbb{N} \) and \( \delta > 0 \):
\[
P(\sup_{t \in [0,T]} \|X^\epsilon_t - X^N_t\|^2 \geq \delta) \leq P(||X^\epsilon_0 - X^N_0||^2 \geq C_1 \delta) + 1_{\epsilon \in (N^{\sqrt{N}} + N^3) \geq N^2} + C_3 \exp\left(-C_3 \frac{\delta^2}{\epsilon N^{3T}}\right).
\]
(21)
This shows that for the limit to be zero when \( \epsilon \) and \( N \) converge jointly to 0 and \( \infty \), it is sufficient to impose the relative speed of convergence:
\[
\lim_{(\epsilon,N) \to (0, \infty)} \epsilon N^3 = 0.
\]
This means that \( X^\epsilon_t \) converges when the jump frequency is somehow high with respect to the size of the population of ion channels \( (\epsilon = o \left( \frac{1}{N^2} \right) \)). As far as we know, this fact has not been noticed before. When \( N \) goes to infinity, the process \( X^N \) possesses a limit \( \bar{X} \) satisfying the following PDE,
\[
\partial_t \bar{X}_t = \Delta \bar{X}_t + \sum_{e \in E} \nu(\bar{X}_t)([e]) c_e (\nu_e - \bar{X}_t).
\]
One may show, but this is not our purpose here, that this limit takes place in \( C([0, T], L^2(\Omega)) \). Therefore, \( X_{t}^{\varepsilon, N} \) converges towards \( \bar{X} \) in probability once \( \varepsilon N^3 \) goes to zero.

4 Proofs

This section is devoted to the proofs of Theorems 1 and 2.

4.1 Proof of Theorem 1

We proceed to the proof of Theorem 1. The plan of the campaign is the following:

**Step 1:** Show that the following Gronwall-like inequality almost-surely holds for \( \|X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}\|^2 \):

\[
\|X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}\|^2 \leq \|X_{0}^{\varepsilon, N} - \bar{X}_{0}^{N}\|^2 + 2C_1 \int_{0}^{t} \|X_{s}^{\varepsilon, N} - \bar{X}_{s}^{N}\|^2 ds + 2 \int_{0}^{t} (F_{s}^{N}(X_{s}^{\varepsilon, N}, Y_{s}^{\varepsilon, N}) - F_{s}^{N}(X_{s}^{\varepsilon, N}, \bar{X}_{s}^{N})) ds.
\]  

(22)

where \( C_1 \) is some constant.

**Step 2:** Find the semi-martingale decomposition of the term

\[
2 \int_{0}^{t} (F_{s}^{N}(X_{s}^{\varepsilon, N}, Y_{s}^{\varepsilon, N}) - F_{s}^{N}(X_{s}^{\varepsilon, N}, \bar{X}_{s}^{N})) ds.
\]

For this purpose, use the Poisson equation associated to the jump operator \( Q_{s}^{N} \).

**Step 3:** Bound the finite variation part thanks to almost-sure estimates.

**Step 4:** Plug this latter estimate in (22) and use Gronwall’s lemma to almost-surely bound \( \|X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}\|^2 \):

\[
\sup_{t \in [0, T]} \|X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}\|^2 \leq \left( \|X_{0}^{\varepsilon, N} - \bar{X}_{0}^{N}\|^2 + O(\varepsilon (\beta_{N} + \gamma_{N})) + 2\varepsilon \sup_{t \in [0, T]} |M_{t}^{\varepsilon, N}| \right) e^{C_1 T},
\]

\( \mathbb{P} \)-a.s.

**Step 5:** Bound the remaining martingale part \( \sup_{t \in [0, T]} |M_{t}^{\varepsilon, N}| \) in probability using a martingale exponential inequality.

**Step 6:** Aggregate all the estimates to conclude.

**Step 1:** Gronwall-like inequality. Let us consider the following decomposition:

\[
\frac{d}{dt} \|X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}\|^2 = 2 \langle A(X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}), X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N} + 2(F_{t}^{N}(X_{t}^{\varepsilon, N}, Y_{t}^{\varepsilon, N}) - F_{t}^{N}(X_{t}^{\varepsilon, N}, \bar{X}_{t}^{N}), X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N})
\]

\[
\leq 2(\langle F \rangle_{d} - |A|_{d}) \|X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}\|^2 + 2(F_{t}^{N}(X_{t}^{\varepsilon, N}, Y_{t}^{\varepsilon, N}) - F_{t}^{N}(X_{t}^{\varepsilon, N}, \bar{X}_{t}^{N}), X_{t}^{\varepsilon, N} - \bar{X}_{t}^{N}).
\]  

(24)
We denote by $C_1$ the constant $|\mathcal{F}_d| - |\mathcal{A}_d|$. From (24) we almost-surely obtain:

$$\|X^c_{t} - \bar{X}_t\| \leq \|X^c_{0} - \bar{X}_0\| + 2C_1 \int_0^t \|X^c_{s} - \bar{X}_s\|^2 ds + 2 \int_0^t (F^N(X^c_s, Y^c_s) - F^N(X^c_s, Y^c_s)) ds.$$

### Step 2: Semi-martingale decomposition.

Our aim is to obtain a semi-martingale decomposition for the term defined by:

$$V^c_{t} = \int_0^t (F^N(X^c_s, Y^c_s) - F^N(X^c_s, Y^c_s)) ds.$$

#### Proposition 2 (Poisson equation).

For any $N \in \mathbb{N}$, there is a unique solution $f^N_t$ defined on $H \times E \times \mathbb{R}_+$ of the following Poisson equation:

$$\begin{cases}
Q^N(x) f^N(x, y, t) = (F^N(x, y) - F^N(x, x - \bar{X}^c_t)), \\
\int_{E \times N} f^N(x, y, t) \mu_N(x)(dy) = 0.
\end{cases}$$

Moreover, $f^N$ satisfies the following properties:

1. $f^N \in \mathcal{D}(A^{c, N});$
2. $\sup_{t \in [0, T], x \in B[0, \|x\|], y \in E_N} |f^N(x, y, t)| = O(\alpha_N);$
3. $\sup_{t \in [0, T], x \in B[0, \|x\|], y \in E_N} \|f^N_t(x, y, t)\| = O(\beta_N);$
4. $\sup_{t \in [0, T], x \in B[0, \|x\|], y \in E_N} \|f^N_t(x, y, t)\| = O(\gamma_N).$

**Proof.** Let us fix $N \in \mathbb{N}$, $x \in H$ and $t \in \mathbb{R}_+$ in (27). Then Equation (27) has a solution if, and only if, the map $\Phi_{N, x, t} : y \in E \mapsto (F^N(x, y) - F^N(x, x - \bar{X}^c_t))$ is in $\text{Im}Q^N(x)$. According to the Fredholm alternative in finite dimension, $\Phi_{N, x, t}$ is in $\text{Im}Q^N(x)$ if, and only if, $\int_{E} \Phi_{N, x, t}(y) \mu_N(x)(dy) = 0$. The latter equality is true by definition of $\bar{F}^N$. Thus there exists $f^N(x, y, t)$ satisfying

$$Q^N(x) f^N(x, y, t) = (F^N(x, y) - F^N(x, x - \bar{X}^c_t)).$$

One may always choose $f^N$ such that $\int_{E} f^N(x, y, t) \mu_N(x)(dy) = 0$ by projection and therefore ensure uniqueness. According to the equality (28), the fact that $f^N$ is in $\mathcal{D}(A^{c, N})$ and satisfies points 2, 3. and 4. is a direct consequence of Assumption 4 and the fact that for each $x \in H$, $Q^N(x)$ is a finite dimensional operator. \hfill $\Box$

#### Proposition 3.

There exists a squared integrable martingale $M^{c, N}$ such that for all $t \in [0, T]$:

$$f^N(X^c_{t}, Y^c_{t}, t) = f^N(X^c_{0}, Y^c_{0}, 0) + \int_0^t A^{c, N} f^N(X^c_s, Y^c_s, s) ds + M^{c, N}_{t}.$$  

Its bracket satisfies:

$$< M^{c, N} >_t = \frac{1}{\epsilon} \sum_{y \in E_N} \int_0^t Q_{y^c, N}y(X^c_s, N) ||f^N(X^c_s, N, y, s) - f^N(X^c_s, N, y, s)||^2 ds.$$
Proof. The fact that $M^{\varepsilon,N}$ is a martingale follows from the fact that $f \in \mathcal{D}(A^{\varepsilon,N})$. From the properties of $f^N$, see Proposition 2, we see that this martingale is squared integrable. The expression for the bracket follows from the identification of the finite variation part in the semi-martingale expansion of $(f^N)^2$ using on the one hand the Dynkin formula and on the other hand the Itô formula.

\[ \]
\[ \sup_{t \in [0,T]} \| X^\varepsilon_t \| \leq \left( \| X_0^\varepsilon \| + O(\varepsilon (\beta_N + \gamma_N)) + 2\varepsilon \sup_{t \in [0,T]} \| M^\varepsilon_t \| \right) e^{c_1 T}, \]  

P-a.s.

**Step 5: A bound for the martingale part.** In order to obtain the bound in probability for the martingale part, we will use an exponential inequality.

**Proposition 6.** There exists a constant \( C \) depending only on \( T \) such that:

\[ \forall \delta > 0 \quad \mathbb{P}(2\varepsilon e^{c_1 T} \sup_{t \in [0,T]} |M^\varepsilon_t| > \delta) \leq 2 \exp \left( -\frac{e^{-2c_1 T}}{8C} \frac{\delta^2}{\varepsilon \alpha^2 N \eta N} \right). \]  

**Proof.** From Assumptions 1 and 4, the fact that \( \sup_{t \in [0,T], x \in B[0,[X]], y \in E_N} |f^N(x,y,t)| = O(\alpha_N) \) and the expression of the bracket (30), we see that there exists a constant \( C \) such that:

\[ \sup_{t \in [0,T]} <M^\varepsilon_t, X^\varepsilon_t>_t \leq C \frac{\alpha^2 N \eta N}{\varepsilon} \]  

P-a.s. Then, using a martingale exponential inequality, see [5], we obtain, for any \( \delta > 0 \):

\[ \mathbb{P}(2\varepsilon e^{c_1 T} \sup_{t \in [0,T]} |M^\varepsilon_t| > \delta) = \mathbb{P} \left( 2\varepsilon e^{c_1 T} \sup_{t \in [0,T]} |M^\varepsilon_t| > \delta; \sup_{t \in [0,T]} <M^\varepsilon_t, X^\varepsilon_t>_t \leq C \frac{\alpha^2 N \eta N}{\varepsilon} \right) \]
\[ = \mathbb{P} \left( \sup_{t \in [0,T]} |M^\varepsilon_t| > \frac{\delta e^{-c_1 T}}{2\varepsilon} \sup_{t \in [0,T]} <M^\varepsilon_t, X^\varepsilon_t>_t \leq C \frac{\alpha^2 N \eta N}{\varepsilon} \right) \]
\[ \leq 2 \exp \left( -\frac{1}{2} \frac{\delta^2 e^{-c_1 T}}{\varepsilon C \alpha^2 N \eta N} \right) \]
\[ = 2 \exp \left( -\frac{e^{-2c_1 t}}{8C} \frac{\delta^2}{\varepsilon \alpha^2 N \eta N} \right). \]

**Step 6: Conclusion.** According to (35), there exists a constant \( \tilde{C} \) such that:

\[ \sup_{t \in [0,T]} \| X^\varepsilon_t - X^0_t \|^2 \leq \left( \| X_0^\varepsilon \| + \tilde{C} \varepsilon (\beta_N + \gamma_N) + 2\varepsilon \sup_{t \in [0,T]} |M^\varepsilon_t| \right) e^{c_1 T}, \]  

\[ \tag{37} \]
P-a.s. Let \( \delta > 0 \), we have:

\[
\mathbb{P}(\sup_{t \in [0,T]} \|X_t^\varepsilon - \overline{X}_t^\varepsilon\| \geq \delta) \leq \mathbb{P}(e^{C_1 T} \|X_0^\varepsilon - \overline{X}_0^\varepsilon\| \geq \frac{\delta}{3}) + \mathbb{P}(e^{C_1 T} C \varepsilon (\beta_N + \gamma_N) \geq \frac{\delta}{3})
\]

\[
+ \mathbb{P}(e^{C_1 T} 2 \varepsilon \sup_{t \in [0,T]} |M_t^\varepsilon| \geq \frac{\delta}{3})
\]

\[
\leq \mathbb{P}(\|X_0^\varepsilon - \overline{X}_0^\varepsilon\| \geq \frac{\delta e^{-C_1 T}}{3}) + 1^\varepsilon \varepsilon (\beta_N + \gamma_N) \geq e^{-C_1 T} \frac{\delta}{3}
\]

\[
+ 2 \exp \left( -\frac{e^{-2C_1 T}}{72C} \varepsilon \frac{\delta^2}{\varepsilon} \right).
\]

This concludes the proof.

### 4.2 Proof of Theorem 2

In this part, we show that the process defined in Section 3.1 satisfies the assumptions needed to obtain Theorem 1. In the sequel, for convenience, we will use the following notations:

\[
c_+ = \max_{e \in E} c_e, \quad \nu_+ = \max_{e \in E} |v_e|, \quad a_+ = \sup_{e_1, e_2 \in E, \xi} a_{e_1 e_2}(\xi), \quad \mu_+ = \sup_{\xi \in \mathbb{R}, e \in E} v(\xi)(\{e\}).
\]

Note also the elementary facts that, for any \( i \leq 1, \ldots, N - 1 \):

\[
\|\phi_i^N\| \leq \sqrt{2N},
\]

and that \( \|\psi''\| < \infty \). We more precisely show that Assumption 4 is satisfied. The proof that Assumptions 1, 2 and 3 are also satisfied is not difficult and is thus left to the reader.

**Proposition 7.** Let us consider the function \( \Phi^N : (x, y, z) \in H \times E^N \times H \mapsto (F^N(x, y) - F^N(x), x - z) \).

For any \( C > 0 \), one has

1. \( \Phi^N \) satisfies: \( \sup_{x, z \in B[0,C], y \in E^N} |\Phi^N(x, y, z)| = O(N) \).

2. \( \Phi^N \) has a Fréchet derivative with respect to its first variable which may be identified with an element of \( L^2(1) \) denoted \( \Phi^N_x \) satisfying:

\[
\sup_{x, z \in B[0,C], y \in E^N} |\Phi^N_x(x, y, z)| = O(N\sqrt{N}).
\]

3. The map \( t \mapsto \Phi^N(x, y, \overline{X}_t^N) \) has a derivative with respect to \( t \) satisfying

\[
\sup_{x, z \in B[0,C], y \in E^N} |\Phi^N_t(x, y, z)| = O(N^3).
\]

4. \( \Phi^N \) is in \( D(A^\varepsilon, N) \).
Proof. Let \( N \in \mathbb{N}, y \in E_N \) and \( x, z \in B[0, C] \). A direct calculation using the fact that \( \|\phi_i^N\| \leq \sqrt{2N} \) leads to
\[
\|(F^N(x, y) - F^N(x, z))\| = \left\| \frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (v_e - (x, \phi_i^N))(1_e(y(i)) - v((x, \phi_i))(\{e\})) (\phi_i^N, x - z) \right\|
\leq c_+ (v_+ + \|x\|\sqrt{2N}) \|x - z\|\sqrt{2N}
\leq c_+ (v_+ + \sqrt{2NC}) (1 + \mu_+) \|E\| \sqrt{2N}.
\]
This ensures point 1. Then we compute the Fréchet derivative of \( \Phi^N \) with respect to its first variable:
\[
\frac{d\Phi^N}{dx}(x, y, z)[h] = -\frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (1_e(y(i)) - v((x, \phi_i))(\{e\})) (\phi_i^N, x - z) \phi_i^N
- \frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (v_e - (x, \phi_i^N))(h, \phi_i^N) v'((x, \phi_i))(\{e\})(\phi_i^N, x - z) \phi_i^N
+ \frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (v_e - (x, \phi_i^N))(1_e(y(i)) - v((x, \phi_i))(\{e\})) (\phi_i^N, h).
\]
Therefore, \( \frac{d\Phi^N}{dx}(x, y, z) \), which is by definition an element of \( L^2(1)^* \), may be identified with the element of \( L^2(1) \):
\[
\frac{d\Phi^N}{dx}(x, y, z)[h] = -\frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (1_e(y(i)) - v((x, \phi_i))(\{e\})) (\phi_i^N, x - z) \phi_i^N
- \frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (v_e - (x, \phi_i^N)) v'((x, \phi_i))(\{e\})(\phi_i^N, x - z) \phi_i^N
+ \frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (v_e - (x, \phi_i^N))(1_e(y(i)) - v((x, \phi_i))(\{e\})) (\phi_i^N, h).
\]
For \( x, z \in B[0, C] \) and \( y \in E_N \), the three above terms are bounded almost-surely in \( L^2(1) \) by:
\[
c_+ (1 + \mu_+) \|E\| \sqrt{2N} \sqrt{2N} + c_+ (v_+ + \sqrt{2N}) \|E\| \mu_+ \|E\| \sqrt{2N} + c_+ (v_+ + \sqrt{2N})(1 + \mu_+) \|E\| \sqrt{2N}.
\]
This ensures point 2. We go on with the derivative of the map \( t \mapsto \Phi^N(x, y, X^N_t) \) with \( (x, y) \in H \times E_N \) held fixed. We have,
\[
\frac{d\Phi^N}{dt}(x, y, X^N_t) = < F^N(x, y) - F^N(x), \frac{\partial}{\partial t} X^N_t >
= \frac{1}{N} \sum_{i=1}^{N-1} \sum_{e \in E} c_e (v_e - (x, \phi_i^N))(1_e(y(i)) - v((x, \phi_i))(\{e\})) < \phi_i^N, \Delta X^N_t + F^N(X^N_t) >.
\]
Let us remark that:
\[
< \phi_i^N, \Delta X^N_t > = (\Delta \phi_i^N, X^N_t) = N^3 (\psi''(N(-z_t)), X^N_t) \leq N^2 \sqrt{N} \|\psi''\| \|X^N_t\|.
\]
\[ <\phi_i^N, \Phi_t^N(\bar{X}_t^N)> = \frac{1}{N} \sum_{j=1}^{N-1} \sum_{e \in E} \nu((x, \phi_j^N))((e))c_e(v_e - (x, \phi_j)(\phi_i^N, \phi_j^N)) = \frac{1}{N} u_+ c_+(v_+ + \|x\|\sqrt{2N})|E|\|\phi_i^N\|^2 \leq u_+ c_+(v_+ + C\sqrt{2N})|E|2N. \]

This ensures point 3. The map \((x, y, t) \mapsto \Phi(x, y, \bar{X}_t^N)\) is thus a bounded measurable function on \(H \times E \times [0, T]\) which belongs to \(D(A^{x,y,N})\).

Therefore, according to the notations of Section 2, we can choose \(\alpha_N = N, \beta_N = N\sqrt{N}\) and \(\gamma_N = N^3\).

**Proposition 8.** For any \(N \in \mathbb{N}, y \in \mathbb{E}_N, x \in H\) and \(t \in [0, T]\), if \(f^N(x, y, t)\) is bounded by \(CN\) with \(C\) independent of \(x, y, t\) then
\[
\sum_{i=1}^{N-1} \sum_{e \in E} |[f^N(x, y_{y(i) \rightarrow e}, t) - f^N(x, y, t)]^2 a_{y(i)e}(x, \phi_i^N)| = O(N^3).
\]

**Proof.** For any \(N \in \mathbb{N}, y \in \mathbb{E}_N, x \in H\) and \(t \in [0, T]\) we have:
\[
\sum_{i=1}^{N-1} \sum_{e \in E} |[f^N(x, y_{y(i) \rightarrow e}, t) - f^N(x, y, t)]^2 a_{y(i)e}(x, \phi_i^N)| \leq 4C^2N^2a_+|E|N.
\]
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