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Abstract

The zero to four loop contribution to the cross section $R_{e^+e^-}$ for $e^+e^- \rightarrow$ hadrons, when combined with the renormalization group equation, allows for summation of all leading-log (LL), next-to-leading-log (NLL) ... $N^3LL$ perturbative contributions.

It is shown how all logarithmic contributions to $R_{e^+e^-}$ can be summed and that $R_{e^+e^-}$ can be expressed in terms of the log independent contributions, and once this is done the running coupling $\alpha$ is evaluated at a point independent of the renormalization scale $\mu$. All explicit dependence of $R_{e^+e^-}$ on $\mu$ cancels against its implicit dependence on $\mu$ through the running coupling $\alpha$ so that the ambiguity associated with the value of $\mu$ is shown to disappear. The renormalization scheme dependency of the “summed” cross section $R_{e^+e^-}$ is examined in three distinct renormalization schemes. In the first two schemes, $R_{e^+e^-}$ is expressible in terms of renormalization scheme independent parameters $\tau_i$ and is explicitly and implicitly independent of the renormalization scale $\mu$.

Two of the forms are then compared graphically both with each other and with the purely perturbative results and the $RG$-summed $N^3LL$ results.
1 Introduction

With the discovery of asymptotic freedom, perturbative calculations in QCD became feasible. In QED, the renormalization scheme ambiguities that arise in the course of loop calculations can generally be ignored as there appears to be a “natural” renormalization scheme which minimizes higher order effects. In QCD however, no such scheme exists and by varying renormalization scheme, one can widely vary the results of higher loop calculations.

Technically, the easiest renormalization schemes to implement are the mass-independent ones [1,2]; at higher loop order poles in $\epsilon = 2 - d/2$ ($d$-number of dimensions) can be removed through “minimal subtraction” [2,3] when combined with the BPHZ renormalization procedure [4]. As a result of this procedure, the form of the cross section $R_{ee}$ is given by

$$R = R_{\text{pert}} = \sum_{n=0}^{\infty} r_n a^{n+1} = \sum_{n=0}^{\infty} \sum_{m=0}^{n} T_{n,m} L^m a^{n+1} \quad (T_{0,0} = 1)$$

with $L = b \ln(Q^2)$, $Q^2$ being the centre of mass momentum squared. (The constant $b$ also occurs in eq. (2) below.)

The explicit dependence of $R$ on the renormalization scale parameter $\mu$ is compensated for by implicit dependence of the “running coupling” $a(\mu)$ on $\mu$,

$$a(\mu) = \frac{\partial a}{\partial \mu} = \beta(a) = -b a^2 \left(1 + ca + c_2 a^2 + \ldots\right).$$

(Our definition of $a(\mu)$ coincides with that of ref. [13].) In general, when using mass-independent renormalization, different renormalizations schemes have their couplings $a$ and $\bar{a}$ related by [5]

$$\bar{a} = a + x_2 a^2 + x_3 a^3 + \ldots \equiv F(a)$$

and it follows that $b$ and $c$ in eq. (2) are scheme independent while the $c_n (n \geq 2)$ are scheme dependent. From the equation $\beta(\bar{a}) = \beta(a) F'(a)$, it follows that [44]

$$\bar{c}_2 = c_2 - c x_2 + x_3 - x_2^2$$

$$\bar{c}_3 = c_3 - 3 c x_2^2 + 2(c_2 - 2 \bar{c}_2) x_2 + 2 x_4 - 2 x_2 x_3$$

etc.

Various strategies have been used both to minimize the dependence of perturbative results in QCD on both $\mu$ and on general scheme dependency. (If the exact result for $R$ were known, then all such dependency should disappear [6].) One option is to choose a “physical” value for $\mu$, such as setting $\mu = Q$. In this case, $L = 0$ and only $T_{n,0}$ contributes to the sum in eq. (1); all $Q$ dependence
now resides in \( a(Q/\Lambda) \) where \( \Lambda \) is a dimensionful constant associated with the boundary condition imposed on eq. (2). The \( Q \) dependency of \( a \) is then interpreted to be the result of “summing the logs” in eq. (1). We will demonstrate below a more concrete way of summing logs in eq. (1) through use of the renormalization group (RG) equation [34-36].

Quite often, the mass independent renormalization schemes are viewed as being so “unphysical” that results derived through their use cannot be trusted; the contributions coming from loop effects beyond the order to which calculations have been performed are taken to be non-negligible. More “physical” renormalization schemes, such as “momentum subtraction” (MOM) [7,8,9] or the “V-scheme” which relies on calculating the effective potential between two heavy quarks [10,11,12] are taken to generate perturbative results that are better approximations to the exact result than these derived using \( \overline{\text{MS}} \). We note though that these renormalization schemes are more difficult to implement and also result in additional ambiguities. For example, even with the MOM schemes for renormalization, in eq. (2) not only are the \( c_n(n \geq 2) \) scheme dependent, but so is \( c \) itself. In addition both \( c \) and \( c_n(n \geq 2) \) are gauge dependent with the Landau gauge being “preferable” as in this gauge both \( b \) and \( c \) in eq. (2) coincide with values obtained using \( \overline{\text{MS}} \).

When one uses \( \overline{\text{MS}} \), a variety of strategies have been adopted to minimize the renormalization scheme dependence in the sum of eq. (1). When using the “principle of minimal sensitivity” (PMS) the parameters \( \mu \) and \( c_i \) are chosen so that the variations of \( R_{e^+e^-} \) when these parameters are altered is minimized [13]. In the “fastest apparent convergence” (FAC) approach, contributions beyond a given order in perturbation theory are minimized by the introduction of “effective charges” [14,15,16,17]. Another method involves the “principle of maximum conformality” (PMC) in which a different renormalization mass scale is introduced at each order of perturbation theory; these mass scales are then chosen to absorb all dependence on the coefficients \( c_i \) occurring in eq. (2) at the order of perturbation theory being considered [18,19,20]. This approach has been extensively developed in ref. [50].

One can also simply employ “renormalization group summation” (\( RG \sum \)). In this approach the \( RG \) equation with one loop \( RG \) functions permits summation of all “leading-log” (LL) contributions to the sum in eq. (1), two loop \( RG \) functions permits summation of all “next-to-leading-log” (NLL) contributions etc. This has been applied to a number of perturbative calculations in \( QCD \) [21,22,23] as well as thermal field theory, the effective action [24,25] etc. As expected, \( RG \sum \) reduces the dependence of any calculation on the scale parameter \( \mu \), which one might anticipate as upon including higher order logarithmic effects, one should be closer to the exact result, which is fully independent of \( \mu \). Of course any computation to finite order in perturbation theory is scheme dependent.

There is another way of organizing the sum of eq. (1). Instead of computing the LL, NLL etc. sums in turn, one can use the \( RG \) equation to show that all logarithmic contributions to \( R \) can be expressed in terms of the log-independent contributions. We will show that by using
this summation, the explicit dependence of $R_{\epsilon^+\epsilon^-}$ on $\mu$ occurring in eq. (1) through $L$ is exactly cancelled by the implicit dependence on $\mu$ through the running coupling $a(\mu)$ [32].

Three particular mass independent renormalization schemes are then considered; in each of them $R$ is expressed in terms of renormalization scheme invariants $\tau_i$ after making a convenient choice of the parameters $c_i$ in eq. (2). In one of these schemes, $T_{n,0} = 0(n \geq 2)$ while in the other two schemes, the first has $c_i = 0(i \geq 2)$ (the "t Hooft scheme" [26]) while the other has $c_i = 0(i \geq 3)$. Some features of these three schemes are examined. This involves deriving explicit series showing how a change of $\mu$ and a change of $c_i$ affects the running coupling.

We also illustrate graphically some features of this approach to computing $R$ in terms of renormalization scheme invariants; the graphical analysis demonstrates improvements over both the strictly perturbative results and those obtained using $RG\Sigma$ alone.

2 Renormalization Group Summation

In order to sum $LL, NLL$ etc. contributions to $R$ in eq. (1) we use the groupings

$$S_n(aL) = \sum_{k=0}^{\infty} T_{n+k,k}(aL)^k$$

so that the $RG$ equation

$$\left( \mu \frac{\partial}{\partial \mu} + \beta(a) \frac{\partial}{\partial a} \right) R = 0$$

with $\beta(a)$ given by eq. (2) leads to a set of nested equations with the boundary conditions

$$S_n(0) = T_{n,0} \equiv T_n$$

Using eq. (2), we find that eq. (5) is satisfied order by order in $a$ provided $S_n(u)$ satisfies

$$S_0' - (S_0 + uS_0') = 0$$

$$S_1' - (2S_1 + uS_1') - c(S_0 + uS_0') = 0$$

$$S_2' - (3S_2 + uS_2') - c(2S_1 + uS_1') - c_2(S_0 + uS_0') = 0$$

$$S_3' - (4S_3 + uS_3') - c(3S_2 + uS_2') - c_2(2S_1 + uS_1') - c_3(S_0 + uS_0') = 0$$

etc.
so that [22,23]

\[ w S_0 = T_{00} \quad (w = 1 - u) \]  
\[ w^2 S_1 = T_{10} - c T_{00} \ln |w| \]  
\[ w^3 S_2 = T_{20} - (2c T_{10} + c^2 T_{00}) \ln |w| + (c^2 - c_2) T_{00} (w - 1) + c^2 T_{00} \ln^2 |w| \]  
\[ w^4 S_3 = T_{30} - c^3 T_{00} \ln^3 |w| + \frac{1}{2} (6c^2 T_{10} + 5c^3 T_{00}) \ln^2 |w| - 2c(c^2 - c_2) T_{00} (w \ln |w| - (w - 1)) - 3c(T_{20} - (c^2 - c_2) T_{00}) \ln |w| + (-2c_2 T_{10} - c(2c^2 - c_2) T_{00})(w - 1) + (-c^3 + 2c^2 - c_3) T_{00} \left(\frac{w^2 - 1}{2}\right) \]

\[ \text{etc.} \]

where the \( S_i (i = 0, 1 \ldots 4) \) are the \( LL, NLL, N^2 LL \) and \( N^3 LL \) contributions to \( R \).

If instead of using

\[ R = R_\Sigma = \sum_{n=0}^{\infty} a^{n+1} S_n(aL) \]  

we directly substituted eq. (1) into eq. (5) we find that

\[ T_{ii} = T_{i-1,i-1} \]  
\[ T_{21} = (c + 2T_{10}) \]  
\[ 2T_{32} = (2cT_{11} + 3T_{21}) \]

and

\[ T_{31} = c_2 + 3T_{20} + 2cT_{10} \]

\[ \text{etc.} \]

Instead of the grouping of eq. (4) we can also set

\[ A_n = \sum_{k=0}^{\infty} T_{n+k,n} a^{n+k+1} \]

so that now

\[ R = R_A = \sum_{n=0}^{\infty} A_n(a) L^n. \]

Eq. (5) is satisfied if

\[ A_n(a) = -\frac{\beta(a)}{bn} \frac{d}{da} A_{n-1}(a). \]

We now define \( \eta = \ln \frac{a}{\Lambda} \) where \( \Lambda \) is a universal scale associated with the boundary condition on eq. (2) so that
\[ \eta = \int_{a_I}^{a(\eta)} \frac{dx}{\beta(x)} \quad (a_I = a(\eta = 0) = \text{const.}) \]  

(14)

By eqs. (2,13) we find that

\[ A_n(a(\eta)) = -\frac{1}{bn} \frac{d}{d\eta} A_{n-1}(a(\eta)) = \frac{1}{n!} \left(-\frac{1}{b} \frac{d}{d\eta}\right)^n A_0(a(\eta)). \]  

(15)

Together, eqs. (12,15) lead to

\[ R_A = \sum_{n=0}^{\infty} \frac{1}{n!} \left(-\frac{L}{b}\right)^n \frac{d^n}{d\eta^n} A_0(a(\eta)) \]  

(16)

\[ = A_0 \left(a \left(\eta - \frac{1}{b} L\right)\right). \]  

(17)

With the definitions of \( \eta \) and \( L \), we see that eq. (17) becomes

\[ R_A = A_0 \left(a \left(\ln \frac{Q}{\Lambda}\right)\right). \]  

(18)

This is an exact equation that expresses \( R \) in terms of its log independent contributions and the running coupling \( a \) evaluated at \( \ln \frac{Q}{\Lambda} \) with all dependence of \( R \) on \( \mu \), both implicit and explicit, removed. This disappearance of dependence on \( \mu \) is to be expected as \( \mu \) is unphysical. The mass parameter \( \Lambda \) is a reference point at which the value of \( a(\eta) \) is measured experimentally; when \( Q = \Lambda \) then \( \ln \frac{Q}{\Lambda} = \eta = 0 \) and \( a(\eta = 0) = a_I \). \( \Lambda \) is defined in refs. [8,13] by the equation

\[ \ln \left(\frac{Q}{\Lambda}\right) = \int_0^{a(\ln \frac{Q}{\Lambda})} \frac{dx}{\beta(x)} + \int_0^\infty \frac{dx}{bx^2(1+cx)} \]  

(19)

so that with this choice of defining \( \Lambda \) (by eqs. (14,19)) we find that \( a_I \) is given by

\[ 0 = \int_0^{a_I} \frac{dx}{\beta(x)} + \int_0^\infty \frac{dx}{bx^2(1+cx)}. \]  

(20)

It is clear that both \( \Lambda \) and \( a_I \) are renormalization scheme dependent; under a change of renormalization scheme given in eq. (3), \( \Lambda \) in eq. (19) is affected by \( x_2 \) [8,13] so that

\[ \frac{\bar{\Lambda}}{\Lambda} = \exp \left(\frac{x_2}{b}\right). \]  

(21)

We can see how \( a(\mu) \) evolves under a change of \( \mu \) either by direct examination of eq. (2) or by use of the series expansion

\[ a_j = a_i + (\sigma_{21} \ell) a_i^2 + (\sigma_{31} \ell + \sigma_{32} \ell^2) a_i^3 + (\sigma_{41} \ell + \sigma_{42} \ell^2 + \sigma_{43} \ell^3) a_i^4 + \ldots \]  

(22)
where \( a_i \equiv a(\mu_i) \) and \( \ell = \ln \left( \frac{\mu_i}{\mu_j} \right) \). Since \( a_j \) is independent of \( \mu_i \), \( \mu_i \frac{d}{d\mu_i} a_j = 0 \) and thus by eq. (2)

\[
0 = \beta(a) \left[ 1 + 2(\sigma_{21}\ell)a_i + 3(\sigma_{31}\ell + \sigma_{32}\ell^2)a_i^2 + 4(\sigma_{41}\ell + \sigma_{42}\ell^2 + \sigma_{43}\ell^3)a_i^3 + \ldots \right] \\
+ \left[ (\sigma_{21})a_i^2 + (\sigma_{31} + 2\sigma_{32}\ell)a_i^3 + (\sigma_{41} + 2\sigma_{42}\ell + 3\sigma_{43}\ell^2)a_i^4 + \ldots \right]
\]

from which we obtain

\[
a_j = a_i + b_\ell a_i^2 + (bc_\ell + b^2\ell^2) a_i^3 + \left( bc_\ell + \frac{5}{2} b^2\ell^2 + b^3\ell^3 \right) a_i^4 + \ldots .
\]

Eq. (24) relates the value of the running coupling \( a(\mu) \) at different values of \( \mu \). It follows from eq. (24) that

\[
a \left( \ln \frac{Q}{\Lambda} \right) = a_I + b \left( \ln \frac{Q}{\Lambda} \right) a_I^2 + \left( bc \left( \ln \frac{Q}{\Lambda} \right) + b^2 \left( \ln \frac{Q}{\Lambda} \right)^2 \right) a_I^3 \\
+ \left( bc_\ell \ln \frac{Q}{\Lambda} + \frac{5}{2} b^2 c \left( \ln \frac{Q}{\Lambda} \right)^2 + b^3 \left( \ln \frac{Q}{\Lambda} \right)^3 \right) a_I^4 + \ldots
\]

We now examine the renormalization scheme dependency of eq. (18).

### 3 Renormalization Scheme Dependence of \( R_A \)

As noted in the introduction, the coefficients \( c_i (i \geq 2) \) in eq. (2) are renormalization scheme dependent; indeed Stevenson [13] has shown that these parameters can be used to characterize the renormalization scheme being used when using mass independent renormalization. If we have

\[
\frac{\partial a}{\partial c_i} = \beta_i(a)
\]

then it follows from

\[
\mu \frac{\partial^2 a}{\partial \mu \partial c_i^2} - \mu \frac{\partial^2 a}{\partial c_i \partial \mu} = 0
\]

that

\[
\beta_i(a) = -b \beta(a) \int_0^a dx \frac{x^{i+2}}{\beta^2(x)}
\approx \frac{a^{i+1}}{i - 1} \left[ 1 + \frac{(-i + 2)c}{i} a + \left( \frac{(i^2 - 3i + 2)c^2 + (-i^2 + 3i)c_2}{(i + 1)i} \right) a^2 \\
+ \left( \frac{(-i^3 + 3i^2 + 4i)c_3 + (2i^3 - 6i^2 + 4i)c_2 + (-i^3 + 3i^2 - 2i)c_3}{(i + 2)(i + 1)i} \right) a^3 + \ldots \right].
\]
As $R_A$ in eq. (18) is independent of the choice of renormalization scheme, it follows that

$$
\left( \frac{\partial}{\partial c_i} + \beta_i(a) \frac{\partial}{\partial a} \right) R_A \left( a \left( \ln \frac{Q}{\Lambda} \right) \right) = 0.
$$

(30)

With $A_0$ defined by eq. (11) and $\beta_i(a)$ given in eq. (29), it follows from eq. (30) that $T_{n0} \equiv T_n$ obey a set of differential equations whose solutions are

$$
T_0 = \tau_0 = 1, \quad T_1 = \tau_1, \quad T_2 = -c_2 + \tau_2, \quad T_3 = -2c_2\tau_1 - \frac{1}{2}c_3 + \tau_3
$$

$$
T_4 = -\frac{1}{3}c_4 - \frac{c_3}{2} \left( -\frac{1}{3}c + 2\tau_1 \right) + \frac{4}{3}c_2^2 - 3c_2\tau_2 + \tau_4
$$

$$
T_5 = \left[ \frac{1}{3}cc_2^2 + \frac{3}{2}c_2c_3 + \frac{11}{3}c_2^2\tau_1 - 4c_2\tau_3 \right] - \frac{1}{2} \left[ \frac{1}{6}c^2c_3 - \frac{2}{3}c_3c\tau_1 + 3c_3\tau_2 \right] - \frac{1}{3} \left[ -\frac{1}{2}c_4c + \frac{1}{2}c_4\tau_1 \right] - \frac{1}{4}c_5 + \tau_5
$$

(31)

etc.

The constants of integration $\tau_i$ appearing in eq. (31) are renormalization scheme invariants.

We now relate couplings $a_c$ and $a_d$ associated respectively with the parameters $c_i$ and $d_i$ by the expansion

$$
a_c = a_d + \lambda_2(c_i, d_i)a_d^2 + \lambda_3(c_i, d_i)a_d^3 + \ldots
$$

(32)

where $\lambda_N(c, c) = 0$ and $\lambda_{N-1}$ can depend on $d_2 \ldots d_N$. In eq. (32), $\beta_c(a_c)$ is given by eq. (2) and $\beta_d(a_d) = -ba_d^2(1 + ca_d + da_d^2 + \ldots)$. Since $\frac{da_c}{da_d} = 0$, we find that

$$
\left( \frac{\partial}{\partial d_j} + \beta_j(a_d) \frac{\partial}{\partial a_d} \right) \sum_{N=1}^{\infty} \lambda_N(c_i, d_i)a_d^N = 0
$$

(33)

from which we obtain a set of differential equations for $\lambda_N$; their solution leads to

$$
a_c = a_d - (d_2 - c_2)a_d^3 - \frac{1}{2}(d_3 - c_3)a_d^4
$$

$$
+ \left[ -\frac{1}{6}(d_2^2 - c_2^2) + \frac{3}{2}(d_2 - c_2)^2 + \frac{c}{6}(d_3 - c_3) - \frac{1}{3}(d_4 - c_4) \right] a_d^5 + \ldots
$$

(34)

Eq. (34) satisfies the group property so that $a_c(a_d(a_c)) = a_c(a_c)$. 

We now will consider three specific choices of renormalization scheme and what effect such choices have on the form of $R_A$. (The running coupling when using the $I^{th}$ scheme is denoted by $a(I)$. The first scheme involves a very particular choice of $c_i (i \geq 2)$ chosen so that $T_n = 0 (n \geq 2)$. From eq. (31) we find

$$c_2 = \tau_2$$

$$c_3 = -4\tau_2\tau_1 + 2\tau_3$$

$$c_4 = c(\tau_3 - 2\tau_1\tau_2) + 12\tau_1^2\tau_2 - 6\tau_1\tau_3 - 5\tau_2^2 + 3\tau_4$$

$$c_5 = \left[ \frac{4}{3}c\tau_2^2 + \frac{44}{3}\tau_2\tau_1 - 16\tau_2\tau_3 \right]$$

$$+ [2\tau_3 - 4\tau_1\tau_2] \left[ 6\tau_2 - \frac{1}{3}c^2 + \frac{4}{3}c\tau_1 - 6\tau_2 \right]$$

$$+ [c(\tau_3 - 2\tau_1\tau_2) + 12\tau_1^2\tau_2 - 6\tau_1\tau_3 - 5\tau_2^2 + 3\tau_4] \left[ \frac{2}{3}(c - \tau_1) \right] + 4\tau_5.$$  

In this first case, we find that $R_A$ in eq. (18) reduces to just the finite sum

$$R = R^{(1)}_A = a(1) \left( \ln \frac{Q}{\Lambda} \right) + \tau_1 a^2(1) \left( \ln \frac{Q}{\Lambda} \right).$$  

(36)  

A second choice of renormalization scheme is to take $c_i = 0 (i \geq 2)$. With this choice, $T_n = \tau_n$ and so by eq. (18)

$$R = R^{(2)}_A = a(2) \left( \ln \frac{Q}{\Lambda} \right) + \tau_1 a^2(2) \left( \ln \frac{Q}{\Lambda} \right) + \tau_2 a^3(2) \left( \ln \frac{Q}{\Lambda} \right) + \ldots$$  

(37)  

where $a(2) \left( \ln \frac{Q}{\Lambda} \right)$ is given by

$$\ln \left( \frac{Q}{\Lambda} \right) = \int_{a(2)}^{a_1(2)} \frac{dx}{-bx^2(1+cx)}.$$  

(38)  

It is well known that this integral can be done in closed form, leading to $a(2)$ being expressed in terms of the Lambert $W$ function [24,27,28].

Since $R^{(1)}_A = R^{(2)}_A$, we find that

$$a(1) + \tau_1 a^2(1) = a(2) + \tau_1 a^2(2) + \tau_2 a^3(2) + \tau_3 a^4(2) + \ldots$$  

(39)  

which is consistent with eq. (34).

A third choice would be to take $c_i = 0 (i \geq 3)$ so that by eq. (31)

$$R = R^{(3)}_A = a(3) \left( \ln \frac{Q}{\Lambda} \right) + \tau_1 a^2(3) \left( \ln \frac{Q}{\Lambda} \right) + (\tau_2 - c_2) a^3(3) \left( \ln \frac{Q}{\Lambda} \right)$$

$$+ (\tau_3 - 2c_2\tau_1) a^4(3) \left( \ln \frac{Q}{\Lambda} \right) + (\tau_1 - 3c_2\tau_2 + \frac{4}{3}c_2^2) a^5(3) \left( \ln \frac{Q}{\Lambda} \right) + \ldots$$  

(40)
With this choice of \( c_i, \beta(a) = -ba^2(1 + ca + c_2a^2) \) and eq. (14) reduces to

\[
\ln \frac{Q}{\Lambda} = \int_{a_0(3)}^{a(3)} \frac{dx}{-bx^2(1 + cx + c_2x^2)} \tag{41}
\]

with \( c_2 \) unspecified.

We can now compare the different approaches to computing \( R \).

### 4 Comparing Computations

We now will discuss how the considerations in the preceding sections can be used in conjunction with explicit perturbative calculations that have been performed to analyze experiments. In particular we will see how the renormalization schemes which lead to \( R_{A}^{(1)} \) (eq. (36)) and \( R_{A}^{(2)} \) (eq. (37)) can be compared with experimental results.

When using the \( \overline{MS} \) scheme, explicit calculation of the \( \beta \) function has been done to four loop order \([29]\); \( R \) has also been computed to four loop order using this scheme \([30]\). The five-loop \( O(\alpha_s^4) \) corrections to \( R \) were estimated by different methods, including those using the Asymptotic Pade Approximation Procedure (APAP) \([46]\) and were analytically evaluated in \([37]\). The five loop contribution to the beta function has been discussed in ref. \([47]\) and computed analytically in the \( \overline{MS} \) scheme \([48]\). (See also ref. \([49]\).) Here we restrict ourselves to the four loop calculations of \( R \) and \( \beta \) which allow us to determine the renormalization scheme invariants \( \tau_1, \tau_2, \tau_3 \) appropriate for this process by using eq. (31). In addition, we can use the measured value of \( a \) in the \( \overline{MS} \) scheme at some mass scale (in particular, the \( \tau \) lepton mass \( m_\tau \)) and then use this value to evaluate \( a \) at a different mass scale (by using eq. (24)) and in a different renormalization scheme (by using eq. (34)).

We have made four plots which are collated in fig. 1 to illustrate and compare results from the various ways four loop calculations can be used to determine \( R \) in eq. (1).

With three active flavours of quarks \([8]\), then in the \( \overline{MS} \) renormalization scheme \([29]\) explicit calculation results in

\[
b = 9/4, \quad c = 16/9, \quad c_2 = 3863/869, \quad c_3 = 20.99024031 \tag{42a-d}
\]

where the values of \( b \) and \( c \) are the same in any mass–independent renormalization scheme while the values of \( c_2 \) and \( c_3 \) in eqs. (42c,d) are peculiar to the \( \overline{MS} \) scheme. Furthermore, we find in ref. \([30]\) that in the \( \overline{MS} \) scheme

\[
T_{0,0} = 1, \quad T_{1,0} = 1.6401, \quad T_{2,0} = -10.28395, \quad T_{3,0} = 20.99024031 \tag{43a-d}
\]

which by eq. (31) results in

\[
\tau_1 = 1.6401, \quad \tau_2 = -5.812885185 \quad \text{and} \quad \tau_3 = -81.73499303. \tag{44a-c}
\]
At the $\tau$ mass ($m_\tau = 1.777\, GeV/c^2$), using the $\overline{MS}$ scheme, we have [45] (with $a(\mu)$ defined by eq. (2)),

$$a_{\overline{MS}}(\mu = m_\tau) = \frac{33}{\pi}. \quad (45)$$

We have arbitrarily chosen the value of $\mu$ at which $a_{\overline{MS}}(\mu)$ is evaluated to be $m_\tau$, but by use of eq. (24) it is possible to convert this value of $a_{\overline{MS}}$ to the one corresponding to other values of $\mu$.

On fig. 1 we first plot the perturbative result from eq. (1)

$$1 + R_{\text{pert}}^{IV} = 1 + \sum_{n=0}^{3} \sum_{m=0}^{n} T_{n,m} \left( b \ln \left( \frac{m_\tau}{Q} \right) \right)^{m} a_{\overline{MS}}^{n+1}(m_\tau)$$

using the $\overline{MS}$ results of eqs. (42,43,45). We also use eqs. (8,9) to plot the RG$\Sigma$ results in the $\overline{MS}$ scheme

$$1 + R_{\text{\Sigma}}^{IV} = 1 + \sum_{n=0}^{3} a_{\overline{MS}}^{n+1}(m_\tau) S_{n} \left( b a_{\overline{MS}}(m_\tau) \ln \left( \frac{m_\tau}{Q} \right) \right). \quad (47)$$

on fig. 1.

Next we plot, from eq. (36),

$$1 + R_{A}^{(1)IV} = 1 + a_{(1)}^{IV} \left( \ln \frac{Q}{m_\tau} \right) + \tau_{1} a_{(1)}^{IV2} \left( \ln \frac{Q}{m_\tau} \right)$$

on fig. 1. In order to obtain $a_{(1)}^{IV}$ in eq. (48), we first use eq. (34) to obtain $a_{I(1)}(m_\tau)$ (eq. (45)) and then employ eq. (25) to obtain $a_{I(1)}^{IV} \left( \ln \frac{Q}{m_\tau} \right)$ from $a_{I(1)}$. (We have taken $\Lambda$ to be $m_\tau$ in eq. (14).)

Finally on fig. 1 we have plotted

$$1 + R_{A}^{(2)IV} = 1 + a_{(2)}^{IV} \left( \ln \frac{Q}{m_\tau} \right) + \tau_{1} a_{(2)}^{IV2} \left( \ln \frac{Q}{m_\tau} \right) + \tau_{2} a_{(2)}^{IV3} \left( \ln \frac{Q}{m_\tau} \right) + \tau_{3} a_{(2)}^{(IV)4} \left( \ln \frac{Q}{m_\tau} \right). \quad (49)$$

In eq. (49), $a_{(2)}^{IV} \left( \ln \frac{Q}{m_\tau} \right)$ is obtained from $a_{(1)}^{IV} \left( \ln \frac{Q}{m_\tau} \right)$ using eq. (34).

In $R_{\text{pert}}$ (eq. (1)) and $R_{\Sigma}$ (eq. (9)), there is an explicit $\mu$ dependence; in eq. (46,47) we have chosen $\mu$ to equal $m_\tau$. However, all $\mu$ dependence has disappeared in the alternatively summed $R_{A}$ in eq. (18); one only has a scale parameter $\Lambda$ that is the mass scale at which the boundary condition of eq. (2) is fixed (see eq. (14)). We have chosen, for convenience, to set $\Lambda = m_\tau$. Consequently, $R_{A}^{(1)IV}$ and $R_{A}^{(2)IV}$ are independent of $\mu$. We note that $R_{A}^{(1)IV}$ and $R_{A}^{(2)IV}$ almost coincide over the entire range of $Q$, and neither are affected by the occurrence of large logarithms when $Q$ is far from $m_\tau$, where as $R_{\text{pert}}^{IV}$ and $R_{\Sigma}^{IV}$ both exhibit a strong dependence on large logarithms far from $m_\tau$.

In fig. 2 we plot $a_{(1)}^{IV} \left( \ln \frac{Q}{m_\tau} \right)$ and $a_{(2)}^{IV} \left( \ln \frac{Q}{m_\tau} \right)$ as functions of $Q$, again for $.5 \leq Q \leq 4(\text{GeV/c}^2)$. Both exhibit asymptotic freedom, but they are quite distinct. Never the less, the value of $1 + R_{A}^{(1)IV}$ and $1 + R_{A}^{(2)IV}$ are nearly coincident in this range.

In fig. 3, $Q$ is fixed at $m_\tau$ and a plot of $1 + R_{\text{pert}}^{IV}$ and $1 + R_{\Sigma}^{IV}$ against $\mu$ is presented. This illustrates how the $RG\Sigma$ procedure reduces $\mu$ dependency, but does not eliminate it.
Possibly the most interesting aspect of the approach to determining $R$ from perturbative calculations that we have outlined is the absence of dependence of our result on the renormalization scale parameter $\mu$. One can choose any convenient value of $\Lambda$; the value of $Q$ is some multiple of this value and the value of the running coupling $a$ at this value of $\Lambda$ is determined by experiment.

We have also shown how all coefficients $T_{nm}$ in eq. (1) that are computed by a perturbative calculation can be expressed in terms of the coefficient $b$, $c$, $c_i$ appearing in the perturbative expansion of the function $\beta$ of eq. (2) and a set of renormalization scheme invariants $\tau_i$ occurring in eq. (31). These $\tau_i$ are related to the renormalization scheme invariants $\rho_i$ previously found by Stevenson [13,31]. For example, the first scheme invariant of Stevenson is

$$\rho_2 = L - r_1$$
$$= T_{00}L - (T_{10} + T_{11}L).$$  \(50a\)

By eq. (10a) and (31) we find that

$$\rho_2 = -\tau_1.$$  \(50b\)

Next, the invariant

$$\rho_3 = c_3 + 2r_3 - 2c_2r_1 - 6r_2r_1 + cr_1^2 + 4r_1^3$$  \(51\)

with $r_n = \sum_{m=0}^{n} T_{n,m}L^m$ is satisfied on account of eqs. (10,31) provided

$$\rho_3 = 2\tau_3 - 6\tau_2\tau_1 + c\tau_1^2 + 4\tau_1^3;$$  \(52\)

with no dependency on the scheme dependent quantities $c_i$. In general $\rho_n$ will depend on $c, \tau_1 \ldots \tau_N$ but be independent of $L, c_i(i \geq 2)$.

In scheme (2) where the $\beta$ function consists of two terms, it is well known that a “infrared fixed point” occurs when $\beta(a) = 0$; this means that by eq. (38) [33] when $a$ reaches a value that satisfies

$$1 + ca = 0$$  \(53\)

the running coupling no longer evolves. Acceptable values for $a$ must be positive; furthermore $b > 0$ in order for the theory to be asymptotically free. As $b = \frac{33-2N_f}{6}, c = \frac{153-19N_f}{2(33-2N_f)}$ [33] in massless QCD with $N_f$ flavours, asymptotic freedom ($b > 0$) and a positive solution for $a$ in eq. (53) occur if

$$N_f \leq \frac{33}{2} \approx 16$$  \(54a\)

and

$$N_f \geq \frac{153}{19} \approx 8.$$  \(54b\)
The bounds on $N_f$ in eq. (53) are outside the physically realized range of values for the number of quark flavours. This was realized by Caswell and Jones who first computed $c$ [33] and more extensively discussed by Banks and Zaks [33]. However, if we were to adopt the $\beta$ function associated with $a_{(3)}$ in eq. (41), then an infrared fixed point occurs if

$$1 + ca + c_2a^2 = 0$$  \hfill (55a)

or

$$a = \frac{+1 \pm \sqrt{1 + \frac{4\lambda c}{c^2}}}{2\lambda}$$  \hfill (55b)

where $c_2 = -\lambda c$. If $N_f = 3$, then $c = \frac{48}{27}$ and so upon using the positive root in eq. (55b)

$$a = \frac{1 + \sqrt{1 + 27\lambda/12}}{2\lambda}$$  \hfill (56)

which decreases for $\lambda > 0$ as $\lambda$ grows, and is less than one for $\lambda \gtrsim 1.6$. Thus when using this renormalization scheme, an infrared fixed point occurs when there is a physically realizable number of quark flavours, $N_F = 3$.

If two renormalization schemes lead to the couplings $a, \overline{a}$ related by eq. (3a), the $a$ and $\overline{a}$ evolve under changes in $\ln \mu$ with distinct $\beta$ functions. An infrared fixed point occurs at a zero of the $\beta$ function and hence it is apparent that the location of such a fixed point is renormalization scheme dependent. Differentiating eq. (3a) with respect to $\ln \mu$ leads to

$$\mu \frac{d\overline{a}}{d\mu} \equiv \overline{\beta}(\overline{a}) = \beta(a)F'(a).$$  \hfill (57)

If $a^*$ satisfies $\beta(a^*) = 0$ (for example, by satisfying eq. (53) when dealing with $a_{(2)}$), then it doesn’t follow that $\overline{\beta}(\overline{a}^*) = 0$ if $\overline{a}^* = F'(a^*)$ (for example, if $\overline{a} = a_{(3)}$). From eq. (57), this means that $F'(a^*)$ diverges.

It is often stated that although the location of a fixed point is renormalization scheme dependent [38,39] the slope of the $\beta$ function at a fixed point is scheme independent. The argument used is that

$$\overline{\beta}(\overline{a}) = \beta(a) \frac{\overline{a}}{a} = \frac{d\overline{a}}{da}$$  \hfill (58)

and so by eq. (57)

$$\frac{d\overline{\beta}(\overline{a})}{d\overline{a}} = \frac{1}{F'(a)} \frac{d}{da} (\beta(a)F'(a)) = \frac{d\beta(a)}{da} + \beta(a) \left( \frac{d^2 F}{da^2} / \frac{dF}{da} \right).$$  \hfill (59)
Having $\beta(a^*) = 0$ leads to $\overline{\beta}(\overline{a}^*) = 0$ when $\beta'(a^*) = 0$ only if $F''(a^*)/F'(a^*)$ is finite but we have seen from eq. (57) that this need not be the case. This has been further discussed in ref. [40] and it was demonstrated using Padé summation techniques that no infrared fixed point exists for low $n_f$ in the $\overline{MS}$ scheme [41]. On the contrary, a majority of lattice QCD results have found that while such a fixed point exists, it occurs in most studies with $n_f = 12$ flavours [42]. (For an overview of various lattice results, see also ref. [43].) It is also worthwhile to note that it was recently demonstrated in [44] that via two new one-parameter families of scheme transformations, for moderate values of gauge coupling and parameters specifying the scheme transformation, the effect of scheme dependence on the infrared fixed point was found to be mild.

If in eq. (3a), $a = a_{(2)}$ and $\overline{a} = a_{(3)}$ then $c_i = 0$ ($i \geq 2$), $\overline{c}_i = 0$ ($i \geq 3$) and eq. (3b) becomes
\[
x_3 = \overline{c}_2 = c x_2 + x_2^2
\] (60)
while by eq. (3c)
\[
x_4 = \frac{1}{2} \left[ 3x_2^2 c + 4\overline{c}_2 x_2 + 2x_2 x_3 \right]
\] (61)

with $x_2$ not being specified. Consequently for a given value of $a = a_{(2)}$, there corresponds a continuum of values of $\overline{a} = a_{(3)}$. In general we have $x_n (n > 2)$ determined by $c, \overline{c}_2$ and $x_2$. In ref. [13] it is argued that when parameterizing renormalization scheme dependence, $x_2$ can be identified with $\mu$ while $x_3, x_4 \ldots$ are associated with $c_2, c_3 \ldots$. We have found a way of using RG summation to eliminate dependence on the scale parameter $\mu$ (see eq. (18)) in $R$ and so $x_2$ is a free parameter. Thus eq. (57), which is the equation used to arrive at eqs. (3b, 3c), does not fix $\overline{a}$ uniquely for a given value of $a$ when $\beta(a)$ and $\overline{\beta}(\overline{a})$ are chosen at the outset (for example, $\beta(a) = -b a^2 (1 + ca)$ and $\overline{\beta}(\overline{a}) = -b a^2 (1 + \overline{c} a + \overline{c}_2 a^2)$).

It is interesting to note that in the scheme in which the perturbative expansion for $R$ terminates after two terms (see eq. (36)), the question of the existence of “renormalons” [26] gets shifted to an analysis of the function $a_{(1)} (\ln \frac{Q}{\Lambda})$. This is because renormalons arise in the discussion of the asymptotic behaviour of the infinite series in which $R$ is expanded in powers of the coupling; with the choice of renormalization scheme made for $a_{(1)}$, the expansion for $R$ (eq. (36)) is no longer an infinite series in powers of the coupling $a_{(1)}$ but terminates after two terms. Higher loop computations when using this scheme serve to determine the renormalization scheme invariants $\tau_i$, associated with this process which in turn fix the values of $c_i$ ($i \geq 2$) in this scheme (eq. (35)).

We are currently examining the extension of the ideas presented in this paper to situations in which massive fields or multiple couplings occur. We would also like to consider scheme and gauge dependence when using mass dependent renormalization schemes such as MOM.

**Acknowledgements**

R. Macleod had helpful input.
References

[1] S. Weinberg, *Phys. Rev.* **D8**, 3497 (1973).

[2] G. ’t Hooft, *Nucl. Phys.* **B61**, 455 (1973).

[3] W.A. Bardeen, A.J. Buras, D.W. Duke and T. Muta, *Phys. Rev.* **D18**, 3998 (1978).

[4] W.E. Caswell and A.D. Kennedy, *Phys. Rev.* **D25**, 392 (1982).

[5] J.C. Collins and A.J. Macfarlane, *Phys. Rev.* **D10**, 1201 (1974).

[6] P.M. Stevenson, *Ann. of Phys.* **132**, 383 (1981).

[7] W. Celmaster and R.J. Gonsalves, *Phys. Rev. Lett.* **42**, 1435 (1979).

[8] W. Celmaster and R.J. Gonsalves, *Phys. Rev.* **D20**, 1420 (1979).

[9] J.A. Gracey, *Phys. Rev.* **D90**, 094026 (2014).

[10] M. Peter, *Phys. Rev. Lett.* **78**, 602 (1997).

[11] Y. Schroder, *Phys. Lett.* **B447**, 321 (1999).

[12] A.L. Kataev and V.S. Molokoedov, *Phys. Rev.* **D92**, 054008 (2015).

[13] P.M. Stevenson, *Phys. Rev.* **D23**, 2916 (1981).

[14] G. Grunberg, *Phys. Lett.* **95B**, 70 (1980); *Phys. Rev.* **D29**, 2315 (1984)
N.V. Krasnikov, *Nucl. Phys.* **B192**, 497 (1981).

[15] M.J. Dinsdale and C.J. Maxwell, *Nucl. Phys.* **B713**, 465 (2005).

[16] A. Dhar and V. Gupta, *Phys. Rev.* **D29**, 2822 (1984).

[17] S.J. Maximov and V.I. Vovk, *Phys. Lett.* **199B**, 443 (1987).

[18] S.J. Brodsky, P. Lepage and P.B. Mackenzie, *Phys. Rev.* **D28**, 228 (1983).

[19] S.J. Brodsky and S.G. Wu, *Phys. Rev.* **D85**, 034038 (2012) (Erratum: ibid. **86**, 079903 (2012)).

[20] H.M. Ma, X.G. Wu, Y. Ma, S.J. Brodsky and M. Mojaza, *Phys. Rev.* **D91**, 094028 (2015).

[21] C.J. Maxwell, *Nucl. Phys. B (Proc. Suppl.)* **86**, 74 (2000).

[22] M.R. Ahmady, F.A. Chishtie, V. Elias, A.H. Fariborz, N. Fattahi, D.G.C. McKeon, T.N. Sherry and T.G. Steele, *Phys. Rev.* **D66**, 014010 (2002).
[23] M.R. Ahmady, F.A. Chishtie, V. Elias, A.H. Fariborz, D.G.C. McKeon, T.N. Sherry, A. Squires and T.G. Steele, Phys. Rev. D67, 034017 (2003).

[24] D.G.C. McKeon and A. Rebhan, Phys. Rev. D67, 027701 (2003).

[25] M.R. Ahmady, V. Elias, D.G.C. McKeon, A. Squires and T.G. Steele, Nucl. Phys. B655, 221 (2003).

[26] G. ’t Hooft, The whys of subnuclear physics, Erice 1977, ed. A. Zichichi, Plenum Press N.Y. (1979).

[27] B.A. Magradze, hep-th 9808247
E. Gardi, G. Grunberg and M. Karliner, JHEP 9807:007, (1998)
D.V. Shirkov, Theor. Math. Phys. 119, 438 (1999).

[28] R.M. Corless, G.H. Gonnet, D.E.G. Hare, D.J. Jeffrey and D.E. Knuth, Adv. Comput. Math. 5, 329 (1996).

[29] T. van Ritbergen, J.A.M. Vermaseren and S.A. Larin, Phys. Lett. B400, 379 (1997).

[30] S. Gorishy, A.L. Kataev and S.A. Larin, Phys. Lett. B259, 144 (1991); L.R. Surguladze and M.A. Samuel, Phys. Rev. Lett. 66, 560 (1991); 66, 2416 (E); K.G. Chetyrkin, Phys. Lett. B391, 402 (1997); K.G. Chetyrkin, A.L. Kataev and F.V. Tkachov, Phys. Lett. B85, 277 (1979); M. Dine and J. Saperstein, Phys. Rev. Lett. 43, 668 (1979); W. Celmaster and R.J. Gonsalves, Phys. Rev. Lett. 44, 560 (1980).

[31] P.M. Stevenson, Phys. Rev. D33, 3130 (1986).

[32] D.G.C. McKeon, Phys. Rev. D92, 045031 (2015).

[33] W.E. Caswell, Phys. Rev. Lett. 33, 244 (1974)
D.R.T. Jones, Nucl. Phys. B75, 531 (1974)
T. Banks and A. Zaks, Nucl. Phys. B196, 189 (1982).

[34] E.C.G. Stueckelberg and A. Peterman, Helv. Phys. Acta 26, 499 (1953).

[35] M. Gell-Mann and F.E. Low, Phys. Rev. 95, 1300 (1954).

[36] N.N. Bogoliubov and D.V. Shirkov, Nuovo Cimento 3, 845 (1956).

[37] P.A. Baikov, K.G. Chetyrkin and J.H. Kuhn, Phys. Rev. Lett. 101, 012002 (2008).

[38] D. Gross, in Methods in Field Theory, ed. R. Balain and J. Zinn-Justin, (North Holland, Amsterdam 1976).
[39] A. Peterman, *Phys. Rep.* **59c**, 157 (1979).

[40] P.M. Stevenson, arxiv [hep-ph 16060695](https://arxiv.org/abs/1606.0695).

J. Chyla, *Phys. Rev.* **D38**, 3845 (1988).

[41] F.A. Chishtie, V. Elias, V. Miransky and T.G. Steele, *Prog. of Theor. Phys.* **104(3)**, 603 (2000).

[42] Anna Hasenfratz, *Phys. Rev. Lett.* **108**, 061601 (2012).

[43] Thomas De Grand, *Rev. Mod. Phys.* **88**, 015001 (2016).

[44] T.A. Ryttov and R. Shrock, *Phys. Rev.* **D86**, 065032 (2012).

G. Choi and R. Shrock, *Phys. Rev.* **D90**, 125029 (2014).

[45] K. Ackerstaff *et al.* [OPAL Collaboration], *Eur. Phys. J. C* **7**, 571 (1999) [hep-ex/9808019](https://arxiv.org/abs/hep-ex/9808019).

[46] F.A. Chishtie, V. Elias and T.G. Steele, *Phys. Rev.* **D59**, 105013 (1999).

[47] T. Lothe, A. Maier, P. Marquarel and Y. Schroder, hep-th/1606.08662.

[48] P.A. Baikov, K.G. Chetyrkin and J.H. Kuhn, hep-ph/1606.08659.

[49] A. Deur, S.J. Brodsky and G.F. de Teremond, hep-ph/1608.04933.

[50] A.L. Kataev and S.V. Mikhailov, *Phys. Rev.* **D91**, 014007 (2015).
Figure 1: The $Q$ dependence of renormalization scale independent $1 + R^{(1)IV}_A$ and $1 + R^{(2)IV}_A$ at $\Lambda = m_\tau$ as compared to 4-Loop Perturbative QCD and 4-Loop RG summed results for $1 + R$ referenced at renormalization scale, $\mu = m_\tau$.
Figure 2: The $Q$ dependence of renormalization scale independent $a_{i(1)}^{IV}$ and $a_{i(2)}^{IV}$
Figure 3: The renormalization scale $\mu$ dependence of $1 + R$ for 4-Loop Perturbative QCD and 4-Loop RG summed results when $Q = m_{\tau}$.