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Abstract

Polarization dynamics in ferroelectric materials are explored via the automated experiment in Piezoresponse Force Microscopy/Spectroscopy (PFM/S). A Bayesian Optimization (BO) framework for imaging is developed and its performance for a variety of acquisition and pathfinding functions is explored using previously acquired data. The optimized algorithm is then deployed on an operational scanning probe microscope (SPM) for finding areas of large electromechanical response in a thin film of PbTiO₃, with results showing that with just 20% of the area sampled, most high-response clusters were captured. This approach can allow performing more complex spectroscopies in SPM that were previously not possible due to time constraints and sample stability. Improvements to the framework to enable the incorporation of more prior information and improve efficiency further are modeled and discussed.
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Physical imaging methods based on scanning probes or electron and ion beams have become the mainstay of modern science, finding applications in the fields ranging from condensed matter and quantum physics, materials science, chemistry, biology, and medicine.\textsuperscript{1-3} Despite the extreme variability of the imaging methods in terms of the probes, interaction mechanisms, and the type of information they provide, the nature of the imaging process based on the rectangular scanning grids remains the same. At the same time, it is well understood that the information of interest in most cases tends to be concentrated in a small number of spatial locations that are often associated with specific microstructural elements or imposed by non-local boundary effects. These considerations, combined with recent notable advances in the field of autonomous vehicles and robotics, have stimulated intensive discussion of the opportunities opened by the automated experiment in microscopy, with concepts ranging from tuning of specific parameters or regions of image space\textsuperscript{4} to fully automated self-driving microscopes\textsuperscript{5-7} being proposed.

Recent advancements in autonomous experiments have threaded through a spectrum of materials characterization\textsuperscript{8-12} and synthesis techniques.\textsuperscript{13-20} However, despite much enthusiasm over the last several years, the experimental progress has been limited in the field of microscopy. The reasons for this dearth of experimental implementation are manyfold. From an engineering viewpoint, most commercial microscopes utilize closed controllers, and enabling externally controlled operations necessitates access to the instrumentation hardware at a low-level. Even more significantly, the linearity of the scanning process often relies on the proprietary algorithms optimized for specific platforms. This is particularly the case for automated experiment (AE) methods that alter the probe motion trajectory, as opposed to techniques that utilize feedback-controlled signal during classical scanning.\textsuperscript{21} Secondly, automated experiment requires specific algorithms that define the scanning trajectory and probe parameters (\textit{e.g.} bias in SPM) based on previously detected signals, often requiring substantial computational work (\textit{e.g.}, via “edge computing” devices). Finally, while considerably less obvious, automated experiment does not universally offer advantages compared to the classical experimental paradigm and requires an understanding about the cases in which the growing complexity of the imaging process is compensated by increases in data acquisition rates.

Previously, we have demonstrated control of the probe trajectory in scanning probe\textsuperscript{22, 23} and electron\textsuperscript{24, 25} microscopy (EM), as well as simple image-based feedback in EM.\textsuperscript{26} Similarly, we have developed a Bayesian Optimization (BO) based framework for the reconstruction of the hyperspectral images\textsuperscript{27} and applied it to the exploration of the low-dimensional parameter spaces of the theoretical models.\textsuperscript{28, 29} Here, we develop the integrated workflow based on the combination of these two concepts and introduce the instrument-specific BO workflows that leverage the information explored (acquisition function) and scanning sequence (pathfinder function). This approach is implemented on a SPM with ready access to a bank of graphical processing units (GPUs) to explore polarization switching in multidomain ferroelectric materials.

The heart of AE in imaging is the sequential exploration of the image space, in our case the 2D image plane, with the probe. Upon evaluating the performance of the specific measurement sequence and given the instant and past observation, the algorithm seeks to establish the next location which offers the maximum gain of some pre-defined metric. Repeating this process ideally allows us to collect the maximal amount of information in a much smaller number of steps compared to classical grid-based scanning. While simple in principle, this workflow necessitates establishing several well-defined concepts, namely the nature of the signal of interest, and the balance between information (exploration) and discovery of regions with specific behaviors (exploitation). Furthermore, in the experimental setup, the motion of the probe is associated with
instrument-specific times, necessitating balancing the expected information gain with the acquisition times.

At the center of the AE approach developed here is the Gaussian Process (GP) based BO framework. GP refers to a universal function approximator, which can be used for reconstructing a function \( f(x) \) over parameter space \( x \) given the observations \( y_i \) at specific values \( x_i \). It is a non-parametric method, where the reconstruction is performed under the most general assumptions about function \( f(x) \). Specifically, it is assumed that the observations of \( f_i \) represent noisy measurements of the function, \( y_i = f(x_i) + \epsilon \), where \( \epsilon \) is Gaussian noise, and that the values of the function are related through a kernel function. The functional form of the kernel is chosen prior to the experiment, and kernel (hyper)parameters are determined self-consistently from the observations \( (f_i, x_i) \).

The unique aspect of GP methods compared to other interpolation approaches is that GP analysis also provides quantified uncertainty, \textit{i.e.} function \( \sigma(x) \) determined over the same parameter space \( x \) that defines the standard deviation of the expected values \( f(x) \). This naturally allows extending the GP approach towards automated experiments. Here, after the \( n \) initial measurements \( (y_1, y_2, ..., y_n) \) at locations \( (x_1, x_2, ..., x_n) \) the function \( f(x) \) and its uncertainty \( \sigma(x) \) are reconstructed, and the location with maximal uncertainty, \( \text{argmax}(\sigma(x)) \) is chosen for a subsequent measurement. In this regime, AE minimizes the uncertainty over the predictions, corresponding to a purely exploratory strategy. In the BO methods, the exploration of the parameter space is guided by the acquisition function \( a(\mu(x), s(x)) \) balancing the predicted functionality \( \mu(x) \) and uncertainty \( \sigma(x) \). This practically means that regions of high uncertainty may not be explored if the optimization deems there to be little chance that probing such areas will result in a high function value.

Here, we develop the GP-BO framework optimized for Scanning Probe Microscopy. All BO routines were implemented in \textit{GPim},\textsuperscript{30} which is a home built software package designed for applications of GP and GP-based BO to image data and hyperspectral data. In GP-based BO, we start by choosing an appropriate GP prior, \( \mathcal{GP}(f; m, K_f) \), over the true function, where \( m \) is a mean function (usually set to 0) and \( K_f \) is a covariance function (kernel). The latter, as mentioned earlier, defines the strength and functional form of correlations between the values of the true function in the parameter space.\textsuperscript{31} GPim provides a set of standard off-the-shelf kernels, including Gaussian radial basis function, Matern kernel, and Rational Quadratic kernel. Both exact GP and inducing points-based sparse\textsuperscript{32} GP methods are available.

A single step of GP-based BO procedure then consists of i) obtaining the posterior distribution \textit{via} Bayes rule given a set of function evaluations (observations); ii) deriving an acquisition function \( \alpha(x) \) from the posterior; iii) finding the next query point(s) according to \( x_{n+1} = \text{argmax}(\alpha(x_n)) \); iv) performing measurements in the sampled point(s) and updating the posterior.

The choice of acquisition function is critical to the successful BO performance.\textsuperscript{33} \textit{GPim} provides three standard acquisition functions including confidence bound (CB), the probability of improvement (PI) and expected improvement (EI). However, the primary feature of the \textit{GPim} package is the flexibility to design and implement custom acquisition function based on expected value and uncertainty and incorporate the other sources of information into the acquisition function (\textit{e.g.} high-resolution topographic or piezoresponse data set). Furthermore, \textit{GPim} allows the user to configure pathfinder functions, suggesting the optimal sequence of measurement locations from the almost-degenerate list of optima of the acquisition function. This approach in principle allows one to configure the measurement sequence given the peculiarity of the imaging system.
For the standard acquisition functions, the CB approach is simply a linear combination of GP mean, \( \mu(x) \), and GP uncertainty, \( \sigma(x) \), for each point,

\[
\alpha_{\text{CB}} = a \mu(x) + b \sigma(x),
\]

(1)

Here the choice of coefficients controls a balance between exploration (minimization of uncertainty across the parameter space) and exploitation (maximization of the desired behavior) when selecting the next measurement point(s). Note that for \( a = 1 \) and \( b > 0 \) the CB becomes the well-known upper confidence bound acquisition function.\(^{33}\) Another built-in option is a probability of improvement (POI) acquisition function\(^{34}\), which tells how likely an improvement is and is defined as

\[
\alpha_{\text{PI}} = \Phi\left(\frac{\mu(x) - y^* - \xi}{\sigma(x)}\right),
\]

(2)

where \( \Phi \) is a standard normal cumulative distribution function, \( y^* \) is the best observed value (for noisy data, we use a GP-predicted value) and \( \xi \) determines a balance between exploration and exploitation during the optimization. Finally, the expected improvement (EI)\(^{35}\) acquisition function can also account for the size of the improvement and is computed according to

\[
\alpha_{\text{EI}} = (\mu(x) - y^*)\Phi\left(\frac{\mu(x) - y^* - \xi}{\sigma(x)}\right) + \sigma(x)\phi\left(\frac{\mu(x) - y^* - \xi}{\sigma(x)}\right),
\]

(3)

when \( \sigma > 0 \) and vanishes otherwise. Here \( \phi \) is the standard normal probability density function.

The derived acquisition function values are sorted in the descending order and by default the measurement coordinates corresponding to the first value (i.e. maximum) are chosen. In addition, to avoid getting locked in the same point, we introduce a short-term memory option, which controls a distance from the proposed measurement coordinate to the previous coordinates according to \( y^{t-1} d \) where \( d \) and \( y \) are set by an operator and \( t = 1 \) for the coordinates at the previous step, \( t = 2 \) for the step before that, and so on.

Finally, although BO is a sequential algorithm (i.e. it outputs a single point at the end of each step), we found that in the context of the autonomous experiments it is often more efficient to have a batch of points as the output at each step. When this option is selected, by default the points in the batch are separated by a distance more or equal to GP kernel length scale at that step but can also be set manually (to be the same for all the steps).

Figure 1: Ground truth dataset for Gaussian Processing/Bayesian Optimization. a) Piezoresponse spectroscopy grid (50x50) at 0V, b) normalized hysteresis loop area acquired at -15V to +15V, and c) initial random seed locations to start Gaussian Processing / Bayesian optimization.

We have systematically explored the BO AE on pre-acquired data collected via band excitation piezoresponse spectroscopy.\(^{36}\). Details of the acquisition are available elsewhere,\(^ {36, 37}\) but it should be noted that this technique requires fitting the cantilever response to a simple
harmonic oscillator model to extract the amplitude, phase, frequency and Q-factor at every spectroscopic step. Hysteresis loops based on real and imaginary projections of the response were calculated, \[ f(V)_{\text{real}} = A \cos(\phi), \quad f(V)_{\text{imag}} = A \sin(\phi), \] and the loop area of the real and imaginary hysteresis loops \( LA_{\text{real}} \) and \( LA_{\text{imag}} \) were calculated. Then, the total loop area \( \sqrt{LA_{\text{real}}^2 + LA_{\text{imag}}^2} \) was determined. Note, this is important because the phase offset is not known \textit{a priori}, which can result in challenges if only the real projection is utilized.

**Results and Discussion**

The piezoresponse map (50x50 grid) of PbTiO\(_3\) at 0V is shown in Figure 1a, displaying a clear dense a-c domain structure with varying contrast ideal for exploring AE. The normalized hysteresis loop areas from -15V to +15V are shown in Figure 1b with distinct localized areas of maximum loop area or large electromechanical response (green-yellow regions), which are targeted for the BO AE (further details can be found in Supplementary Section). For initializing BO automated experiments, 10 seed locations are chosen at random providing a starting point for the exploration-exploitation, as shown in Figure 1c. Although we chose loop area in this instance, it should be noted that any feature of the spectra can be calculated and used, for instance, the coercive field, the remnant polarization, and so forth. Loop area is chosen specifically because it is not a trivial property to estimate where it should be highest simply by inspection of the PFM image, and further, because it is important in the context of ferroelectric switching and energy loss.

The three standard acquisition functions implemented in BO automated experiments are shown in Figure 2, including EI (column 1-2), POI (column 3-4), and CB (column 5-6) acquisition functions. Note that here we are performing ‘experiments’ on the already collected data from Figure 1. Such tests are useful to understand the dependence of the process on hyperparameters that can then assist the user to set these parameters during real experiments. The exploration-exploitation tradeoff coefficient \( \xi \) in Eq. (2) and Eq. (3) was set to 0.01 for both EI and POI. For CB, we used \( a = 1 \) and \( b = 2 \). For expected improvement, as the number of exploration steps are increased from 200-600 (rows 1-3), locations of enhanced electromechanical response (maximum loop area) are systematically explored resulting in clear similarities between the GP image reconstructions (columns 2, 4, and 6) and ground truth image in Figure 1b. Similarly, the probability of improvement acquisition function targeted locations of enhanced response with the spatial variation in exploration steps seemingly localized. As for the confidence bound acquisition function, the initial steps explore slightly different regions while also staying rather localized. However, at 600 steps, all acquisition functions explore similar regions. It is important to note, the exploration steps displayed in Figure 2 are for a BO short-term memory parameters \( d = 10 \) and \( \gamma = 0.8 \), and a Radial Basis function (RBF) kernel length scale with minimal and maximal bounds set to [1, 5], respectively (the values are in image pixels). As such, these parameters influence the exploration-exploitation process.
Figure 2: Automated experiments with GP-BO for three different acquisition functions. a-c) 200, d-f) 400, and g-i) 600 exploration steps. Columns 1-2, 3-4, and 5-6 are expected improvement, probability of improvement, and confidence bound acquisition functions, respectively. Sparse plots indicate locations explored based on the GP-BO predictions, while complete images show GP-based image reconstructions from sparse plots. Note, initial seed locations are shown in Figure 1c and are identical for all panels.

To explore the dependence of GP-BO algorithm on the initialization parameters, the short-term memory distance parameter and kernel length scale were varied allowing to go from the localized to global exploration regime (additional information in Supplementary Section), as shown in Figure 3. As expected, for all acquisition functions, small distance parameters and kernel length scales result in explorations tending to be somewhat localized until a certain number steps is acquired, where the subsequent steps result in a transition to a different location (Figure 3a,d,g). As the values of two parameters are increased, a broader exploration is observed, starting in the bottom left corner and branching out (Figure 3b,e,h) with majority of the larger electromechanical responses identified. Further, for completeness, we implement a large distance parameter with a small kernel length scale (Figure 3c,f,i), resulting in more sampling of the overall area, consequently locating more regions of larger enhanced response. As such, the choice of GP-BO initialization parameters and acquisition function distinctly affect the AE process, and should be chosen according to the spatial characteristics of the element of interest. Note that the choice of acquisition function does not appear to have a substantial effect for this case (see supplementary Figure S1).
Figure 3: GP-BO behavior for different optimization (hyper)parameters. Exploration dependence on short-term memory distance parameter (d) and kernel length scale (k) for acquisition functions a-c) expected improvement, d-f) probability of improvement, and g-i) confidence bound. Step number is indicated by colorbar on the right.

To implement the AE on the operational microscope, we combined in-house LabView-based scripts with National Instruments I/O hardware to control the tip positioning, bias waveform
generation, and data acquisition, with a network link to a DGX-2 server with a bank of GPUs to enable the Bayesian optimization. Initially, as previously shown above, 10 randomly selected spatial locations were measured with band-excitation piezoresponse spectroscopy to obtain piezoresponse hysteresis loops. The calculated loop areas were used as the objective to maximize during the Bayesian optimization. Data was then communicated to a GPim script running on the NVIDIA’s DGX-2 GPU server, for a list of the next 10 acquisition points. GP-BO was run for 500 iterations with the expected improvement acquisition function and an RBF kernel with length scale parameter’s minimum/maximum bounds set to [2, 25] and the distance parameter d=13.5. To avoid edge effects, a border mask was used with a size of 2 px from all four sides, and the Bayesian optimizer excluded any points that are suggested for measurement within the mask, similar to the BO AE implemented on the pre-acquired data (above). File transfers to the DGX-2 were near instantaneous after each batch of hysteresis loops was acquired (<0.1s), and running the single GP-BO step on each batch took ~6 s on average. The acquisition time for each hysteresis loop was ~2.35 s. A schematic of the workflow used is shown in Fig. 4. The topography, vertical PFM amplitude and phase images are shown in Fig. 5(a-c), respectively, and the film contains a dense ferroelastic domain structure as explored previously. Spectroscopy was performed at acquisition points across a 50x50 grid. A batch size of 10 was used, and the process was continued for a total of 40 steps, i.e. until 400 pixels worth of data was captured. Note that the kernel length size minima and maxima values were drawn from conservative inspection of Figure 5(b,c). The dense a/c domain regions would not be more than ~5 pixels across, but the larger a-domain might be perhaps 15 px across at its widest. To be more conservative, we therefore chose kernel length scale limits of [2,25].

**Figure 4: Schematic of the experimental workflow.** The spectroscopy is performed on a list of points, the response is processed at the instrument to yield the loop area, after which it is then transferred to the DGX-2 system for GP-BO. This provides the list of measurement points to acquire next, which is ingested by the microscope software, and the process repeats.

The results of the automated experiment are shown in Figure 6, for 10, 20, 30, and 40 steps of the process. Between 30 and 40 GP steps, three distinct regions of high loop area are found, and the large a-domain cutting through the sample has also been found (and avoided). The full video
of all the GP steps, to see the progression, is available in the supplementary video. It should be noted there is some drift of the spectroscopy results with respect to the initially captured PFM image. To confirm whether the areas predicted by the GP (after 400 pixels are measured) are indeed the areas with the highest response, we again performed a full spectroscopic acquisition in the standard experimental mode, i.e., capturing all pixels. This provides the ground truth, which is shown in Fig. 7(a). The final GP prediction after 40 iterations from the AE is shown for comparison in Fig. 7(b). The loop area has been normalized for convenience. The ground truth is again somewhat drifted from the AE experiment, but it is clear that there are primarily three clusters of points with high response (circled in Fig. 7(c)). Overlaying (and adjusting for drift) the GP prediction on this map, as in Fig. 7(d), reveals that the AE was able to detect two of these three clusters of points, but was unable to detect the third, on the middle-right of the image. Still, this is a good result that could be improved with a higher amount of exploration upfront or specific use of prior information to guide the initial stages of the exploration. In terms of efficiency, the AE experiment took 1180s, as compared to 5875s for the full acquisition without AE, i.e., only 20% of the time.

![Figure 5: Topography and PFM scan of PbTiO₃ thin film](image)

(a) Topography, Single frequency (b) Vertical PFM Amplitude, and (c) Vertical PFM Phase image of PbTiO₃ thin film (2um x 2um) showing a dense hierarchical ferroelastic domain structure.

![Figure 6: Results of the automated experiment](image)

Figure 6: Results of the automated experiment. The function values (i.e., the loop area measured), the GP prediction, and the GP uncertainty for (a) 1, (b) 10, (c) 20 and (d) 40 GP steps is shown. Over time the process exploits the region where high function values exist, but also
learns to avoid the large a-domain cutting through the sample. The bottom region remains unexplored, because of the stochastic nature of the initialization. Area of scan is 2 um x 2 um.

**Figure 7: Comparison of the AE results with ‘ground truth’**. (a) The normalized loop area, *i.e.* ground truth. (b) GP Prediction after 40 GP steps (when 400 pixels have been measured). (c) Loop area with points higher than 0.8 marked in red. Three main clusters of higher values are found and are circled. When compared with the GP prediction, two of the three clusters are correctly predicted (d). Area of scan is 2 um x 2 um

**Prior Knowledge Incorporation**

One of the drawbacks of the approach outlined above are that it does not utilize prior knowledge of the domain structure, which is likely to be linked to the spectra themselves. For instance, a subset of the current authors have previously shown that autoencoders can be utilized to learn the mapping between imaging and spectral response. These studies, in addition to basic physics considerations, would suggest that incorporating the knowledge of the domain structure should be highly beneficial in optimizing the sampling process. To improve on the process, we utilized a secondary approach where in addition to utilizing the measured spectral values in the GP surrogate model, we also utilize the high-resolution imaging data itself as a secondary input channel, to aid predictions. This can be done by either simply inputting the raw pixel values of the image, or *via* inputting learned features from a convolutional neural network (CNN). The CNN is trained along with the GP model in the process and is a form of deep kernel learning. We utilized the radial basis function (RBF) kernel, along with a simple convolutional
neural network with 4 layers, with filter numbers of [1,2,4,8] respectively, and compare the technique against random search as well as one where only the image pixel values are utilized. Note that in this trial we only select a single pixel to sample next, as opposed to a batch.

In Figure 8 we plot the results comparing this method with the traditional GP surrogate modeling, applied to a dataset where the PFM image was acquired [Fig. 8(a)], and the spectroscopy was acquired subsequently with minimal drift [Fig. 8(b)]. The different methods used for the comparison are, ‘random’ (fully random search), ‘position’ (no prior knowledge from the image is used), ‘image’ (where the image pixel values are used directly as a secondary channel to the gaussian process regression (GP), and ‘CNN’, which uses the learned features as input to the GP, with the results are plotted in Fig. 8(c). It is evident that the ‘CNN’ method is superior for this particular trial run but note that there was run to run variability due to stochastic nature of initialization of the CNN weights. Indeed, the CNN requires training to learn the correlates between the PFM image and the loop area, which are likely to be somewhat complex and dependent on both CNN parameter initializations and the initial pixels sampled. Once these features are learned, they can be used to improve the prediction, and it does appear that after ~500 pixels are sampled the CNN method is either comparable to, or superior, to the other methods over 10 runs. It should be noted that drift can render both the ‘CNN’ and ‘image’ method substantially worse than not using the prior information of the image at all. From a more practical standpoint, we note that implementation on the real microscope remains a challenge due to computational efficiency concerns, which will need to be improved and for which work is ongoing.
Figure 8: Incorporating prior information in the form of a high-resolution PFM image. (a) 2um x 2um Vertical Piezoresponse Force Microscopy amplitude image of the PbTiO$_3$ thin film. (b) Spectroscopy performed in the same region as (a), with the loop area calculated and plotted as a 2D map. Note the very minimal drift between (a) and (b). (c) Comparison of different surrogate models used to inform the Bayesian optimization process. (inset) Sampled pixels and their respective area, with the ‘CNN’ approach, and the pixel with highest area indicated by the star. The ‘CNN’ method was found to have similar or superior performance to the other methods after 500 sampled pixels in a sample of 10 trials.

Conclusion

We have developed a flexible Bayesian optimization workflow for the automated experiment in scanning probe microscopy and implemented it for the hysteresis loop measurements in Piezoresponse Force Microscopy. This approach allows problem-specific tuning of the BO workflow and operates in real time, the advance made possible by the incorporation of the edge computing based on a GPU server. Generally, the developed workflow is universal and can be adapted to other SPM and electron microscopy methods. We note that in the simplest form, GP-BO requires significant tuning that can be implemented via pre-acquired similar data. We further note that the efficiency of approach can be significantly improved by incorporation of the
prior knowledge to initialize seed points. For example, in the case of the loop area maximization it can be expected that the initialization of the process should start at regions with high piezoelectric response from the initial piezoresponse scan (Figure 5). Alternatively, other schemes which take the gradient information from the piezoresponse map and weight them more heavily may also be considered, as it is expected that more information gain will occur in those regions than, for example, exploring within large, individual a- or c-domains. This also points to the need for specific domain expertise. Finally, once a CNN is trained once for one sample, it is likely to be highly beneficial for other experiments on the same sample, and likely potentially useful for other similar samples as a starting point. We conclude by noting that the utility of AE in SPM or any type of microscopy is conditional on the efficiency gains, and large gains will often require domain expertise and prior physics knowledge to be incorporated into the process.
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Methods/Experimental
As a material system, we have chosen a 700 nm thick PbTiO$_3$ thin film grown by chemical vapor deposition on (001) KTaO$_3$ substrates with a SrRuO$_3$ conducting buffer layer, as reported by H. Morioka et al.$^{42,43}$ The PFM was performed using an Oxford Instrument Asylum Research Cypher microscope with a National Instruments DAQ card and chassis, and operated with a LabView framework. All experiments were performed using Budget Sensor Multi75E-G Cr/Pt coated AFM probes (~3 N/m). All band excitation data was acquired with an AC excitation voltage of 2V applied to the tip.
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Supplementary Figure 1: Metrics for performance for Figure 2

Figure S1: Time taken to find the top 10% of pixels as a metric of success for the example in Figure 2,3. (a) top 10% of pixels are highlighted in red. (b) Ground truth map. (c) Performance of the Bayesian optimization process for the three choices of acquisition functions.