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Abstract

A light-yield calibration of an NE 213A organic liquid scintillator detector has been performed using both monoenergetic and polyenergetic gamma-ray sources. Scintillation light was detected in a photomultiplier tube, and the corresponding pulses were subjected to waveform digitization on an event-by-event basis. The resulting Compton edges have been analyzed using a Ge\textsc{EANT}4 simulation of the detector which models both the interactions of the ionizing radiation as well as the transport of scintillation photons. The simulation is calibrated and also compared to well-established prescriptions used to determine the Compton edges, resulting ultimately in light-yield calibration functions. In the process, the simulation-based method produced information on the gain and intrinsic pulse-height resolution of the detector. It also facilitated a previously inaccessible understanding of the systematic uncertainties associated with the calibration of the scintillation-light yield. The simulation-based method was also compared to well-established numerical prescriptions for locating the Compton edges. Ultimately, the simulation predicted as much as 17\% lower light-yield calibrations than the prescriptions. These calibrations indicate that approximately 35\% of the scintillation light associated with a given gamma-ray reaches the photocathode. It is remarkable how well two 50 year old prescriptions for calibrating scintillation-light yield in organic scintillators have stood the test of time.
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1. Introduction

Due to relatively high detection efficiency, strong inherent gamma-ray rejection properties, and fast scintillation pulses, organic liquid scintillators are typically employed to detect fast (MeV) neutrons in mixed neutron and gamma-ray fields. The aromatic organic liquid scintillator NE 213 [1] was originally introduced in the 1960s [2] and poses a non-negligible health risk. However, the excellent intrinsic neutron/gamma-ray pulse-shape discrimination characteristics and high fast-neutron detection efficiency continue to make NE 213 an excellent choice for fast-neutron applications. In this paper, the scintillation-light yield of the more recent NE 213A version of the liquid is calibrated using the Compton edges in measured energy distributions from a set of gamma-ray sources. This effort has been undertaken as the first step in a systematic program of parametrizing the scintillation-light yields of some recently developed organics and oils. The analysis of the data has been greatly facilitated by a GeANT4 simulation of the detector apparatus which models the interactions of gamma-rays and secondary electrons as well as the scintillation photon transport.

2. Apparatus

2.1. Gamma-ray sources

Above gamma-ray energy $E_\gamma \sim 100$ keV, the scintillation-light yield produced in organic liquids by atomic electrons freed by interactions with incident gamma-rays is very close to linear [3,4]. The low average $Z$ value typical for organics results in the gamma-ray/electron interactions being dominated by Compton scattering. Above $E_\gamma = 1.022$ MeV, pair production takes over and dominates by $\sim 5$ MeV. Measured Compton edges located at energy $E_{CE}$ may be evaluated to calibrate the scintillation-light yield of a detector. Table 1 summarizes the radioactive sources used in this work.
Table 1: Gamma-ray sources. "Single" refers to sources where a single gamma-ray was considered, while "double" refers to sources where two gamma-rays were considered.

| Source | $E_{\gamma}$ [MeV] | $E_{CE}$ [MeV] | Type |
|--------|--------------------|----------------|------|
| $^{22}$Na | 0.51 | 0.34 | double |
| $^{137}$Cs | 0.66 | 0.48 | single |
| $^{60}$Co | 1.17 | 0.96 | double |
| $^{22}$Na | 1.28 | 1.06 | double |
| $^{60}$Co | 1.33 | 1.12 | double |
| $^{232}$Th | 2.62 | 2.38 | single |
| AmBe | 4.44 | 4.20 | single |

2.2. NE 213A liquid-scintillator detector

The volatile, corrosive, toxic, pungent, xylene-based scintillator NE 213 has long served as the baseline organic liquid against which all other organics are judged. In this work, the derivative pseudocumene-based scintillator NE 213A was employed [5]. Table 2 presents some of the well-known properties of NE 213A.

Table 2: Properties of NE 213A.

| Solvent | Pseudocumene ($C_9H_{12}$) |
|---------|-----------------------------|
| Flash point | $\sim$54 °C |
| Density | $\sim$0.9 g/cm$^3$ |
| Light output | $\sim$75% of anthracene (pristine) |
| Decay times | $\sim$3, $\sim$32, $\sim$270 ns |
| Wavelength of maximum emission | $\sim$420 nm |

Figure 1 shows sketches of the liquid-scintillator detector. The scintillator housing was a 3 mm thick cylindrical aluminum cup 62 mm deep by 94 mm in diameter coated internally with the TiO$_2$-based reflective paint EJ 520 [6]. A 5 mm thick borosilicate glass optical window [7] was attached to the aluminum cell using Araldite 2000+ glue [8]. Together, the cup and the window formed a cell. A $\sim$430 cm$^3$ volume of NE 213A was first flushed with nitrogen and then pushed into the cup using a pressurized nitrogen gas-transfer system. Viton O-rings [9] were used to seal the filling penetrations. The filled cell
was joined without any optical coupling medium to a 57 mm long by 72.5 mm diameter cylindrical lightguide made from PMMA UVT [10] coated externally with the TiO$_2$-based reflector EJ 510 [11]. The cell/lightguide assembly was joined without any optical coupling medium to an ET type 9821K 3 inch diameter photomultiplier tube (PMT) with a type B voltage divider [12] equipped with a mu-metal magnetic shield and a spring to hold the PMT and PMMA faces in close contact.
Figure 1: The NE 213A detector. Top: the cell, lightguide, PMT window, and photocathode. From the right, the NE 213A scintillator (cyan) was housed inside an aluminum cup (light gray) sealed with a borosilicate-glass window (orange). This window contacted a light guide (light blue) within the PMT housing (black), which in turn contacted the PMT window (orange) and photocathode (green). Middle left: oblique view of the scintillator cell. From the right, the cylindrical cup (light gray) and the circular borosilicate-glass window (light brown). The screws shown on top of the cup facilitated the filling. Bottom right: oblique view of the entire detector. From the right, the cell (light gray) and the \( \mu \)-metal shielded PMT and base housing (black). Contacts for signal and high voltage (gray) extend to the left from the base of the housing. For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.
2.3. Signals, electronics, and data acquisition

The operating voltage of the detector was set at −2 kV, a voltage employed for this detector in previous VME setups [13–17]. At this voltage, a 1 MeV$_{ee}$ signal had a risetime of ∼5 ns, an amplitude of ∼900 mV and a falltime of ∼60 ns. The data-acquisition system was based on a CAEN VX1751 Waveform Digitizer [18] with a 10 bit ADC and an analog input bandwidth of 500 MHz. The digitizer was configured for a 1 μs acquisition window with $10^9$ samples per second over a −1 V dynamic input range. The voltage resolution was ∼1 mV. In order to preserve the −2 kV operating voltage used in the previous investigations, it was necessary to attenuate the analog signals from the detector by 16 dB using a CAEN N858 dual attenuator module [19]. Figure 2 shows a typical waveform. The internal falling-edge threshold was set to −25 mV. The waveform of each pulse was analyzed using a suite of analysis software [20] developed in-house. Analysis of the data was performed using the Python-based code libraries pandas [22], SciPy [23], and numpy [25], where the signal baseline was first subtracted so that the charge corresponding to each scintillation pulse could be determined by integration. The event-timing marker was obtained using a standard zero-crossover method [4]. Voltage sampling was started 25 ns before the event-timing marker and extended to 475 ns after the event-timing marker. Integration was performed offline over this 500 ns window which will be required for neutron/gamma-ray pulse-shape discrimination, resulting in an offline software-based charge-to-digital conversion. The conversion was calibrated to 6.35±5.5% fC/QDC channel using a charge-injection circuit.
Figure 2: Signal waveform. The event pulse has a risetime of \( \sim 5 \) ns, an amplitude of \( \sim 550 \) mV and a falltime of \( \sim 50 \) ns. Illustrated are the event-timing marker, the 500 ns integration window opening 25 ns before the event-timing marker, and the \( -25 \) mV falling-edge threshold.

2.4. \textit{Geant4} simulation

The response of the detector to gamma-rays was simulated using a C++ Monte Carlo model developed with the \textit{Geant4} toolkit \cite{cite1}. \textit{Geant4} version 4.10.04 \cite{cite2} patch 03 (8 February 2019) was employed, with a physics list based on the hadronic class \texttt{FTFP\_BERT\_HP} and electromagnetic physics classes \texttt{G4EmStandardPhysics} and \texttt{G4EmExtraPhysics}, using a procedure similar to that reported in Ref. \cite{cite3}. The resulting model was used to simulate the gamma-ray response by modeling the gamma-ray interactions in the detector and tracking the secondary electrons and scintillation photons \cite{cite4} that they produced. The NE 213A scintillator was attributed a scintillation light-yield gradient of 1700 scintillation photons per MeV\_ee (\( \sim 10\% \) of anthracene) and a Birks parameter of 0.126 mm/MeV. This low scintillation light yield resulted from the work of Scherzinger \textit{et al.} \cite{cite5} simulating a NE 213 filled detector. The reduced scintillation-light yield includes scintillator-aging effects, PMT gain, and PMT-aging effects. These photons were then tracked using...
the optical properties (refractive index, reflectivity, attenuation length) of the components, where they underwent scattering, absorption, and boundary transitions on the journey towards the photocathode. The optical surface model ‘glisur’ \cite{29, 30} was used. The boundaries between the NE 213A scintillator and the borosilicate glass window of the cup, the glass window and the PMMA UVT lightguide, the lightguide and the PMT window, and the PMT window and the curved photocathode were all assumed to be polished resulting in specular reflection. Scintillation photons that penetrated into the photocathode were converted into photoelectrons (see below). A dielectric-to-dielectric interface was employed at each to account for refraction. In contrast, for the reflective-painted boundary between the scintillator and the aluminum cup as well as the external cylindrical surface of the lightguide, a dielectric-to-metal interface was employed. For the cup, the ‘metal’ was attributed the optical properties of the reflective paint used. For the lightguide, a 110 \( \mu \text{m} \) layer of the paint (corresponding to 3 coats, as per manufacturer specifications) was modeled. Surface irregularities in the paints were addressed using an optical surface model with a ‘SetPolish’ parameter of 0.1. The dry-fitted boundaries between the cup window and the lightguide as well as the lightguide and the PMT window were taken to be air gaps of 100 \( \mu \text{m} \) to account for surface non-planarities. Photon transmission was sensitive to the existence of the air gaps, but relatively insensitive to their widths. When the gap widths were varied from 100 \( \mu \text{m} \) to 300 \( \mu \text{m} \), the scintillation-light yield varied by \( \sim 1\% \). At the photocathode, photoelectrons were generated based on the wavelength-dependent quantum efficiency \cite{12}, average \( \sim 23\% \). The PMT gain was defined as the scale factor necessary to match the simulated-photoelectron distributions to the measured spectra and was treated as a free parameter. Smearing was applied to match the simulated photoelectron distributions to the measured data in the vicinity of the Compton edge using a least-squares method (see below). It ranged from \( \sim 23\% \) at 0.34 MeV\textsubscript{ee} (\textsuperscript{22}Na) to \( \sim 12\% \) at 4.20 MeV\textsubscript{ee} (AmBe), with an inverse dependence on energy. It includes non-pointlike source, signal-propagation, and electronic noise effects and agrees well with that observed for a very similar detector by Scherzinger \textit{et al.} \cite{15}.

3. Measurement

The calibration sources were systematically placed in front of the NE 213A detector which was aligned so that the cylindrical symmetry axis of the detector pointed at the
source. Sources with an activity below 1 MBq ($^{22}$Na, $^{137}$Cs, $^{232}$Th) were placed at a distance of 45 cm from the face of the unshielded detector, while the distance was increased to 200 cm for sources with an activity above 1 MBq ($^{60}$Co, AmBe). Hydrogen-rich materials were removed from the vicinity of the setup to minimize the production of 2.22 MeV gamma-rays from neutron capture during the AmBe irradiations. A typical run time was 1 hour. Prior to data collection, background was investigated using a 1.5 inch LaBr$_3$(Ce) gamma-ray detector. Gamma-rays from the de-excitations of $^{40}$K (1.46 MeV) and $^{208}$Tl (2.61 MeV, 583 keV, 510 keV) were observed. As count rates were on the order of a few 100 Hz, deadtime was very low, so that the room background could be subtracted from the source measurement after a straightforward realtime normalization.

4. Results

Figure 3 compares the GEANT4 simulations and the data in the vicinity of the Compton edges measured from three different sources, each emitting a single, well-defined gamma-ray. As previously mentioned, the gain of the PMT was treated as a free parameter (see Fig. 4), and the simulated photoelectron distribution was matched to the measured data by applying an additional phenomenological smearing, all within a least-squares minimization. Agreement between the simulation and the data for each of the sources is excellent.
Figure 3: Replicating Compton edges. Data (filled points) and simulations (open histograms) are shown for three single-energy gamma-ray sources. The solid vertical bars in each panel denote the regions over which the agreement between the simulations and the data was optimized. The statistical uncertainties associated with the data points are smaller than the data points themselves.

Figure 4 shows the relative PMT gain inferred from matching the Geant4 simulations obtained with the 1700 scintillation photon per MeV$_{ee}$ light-yield gradient and the offline QDC calibration to the data in the vicinity of the Compton edges. The gain of the PMT was taken to be $4 \cdot 10^{6}$ as per the data sheet. The two close-lying peaks from $^{60}$Co are shown as a single data point at an energy of 1.25 MeV$_{ee}$ with an uncertainty (the horizontal error bar) of 80 keV$_{ee}$. The uncertainty in the average relative gain has been taken from the uncertainty produced by the least-squares fitting algorithm. Over the ~5 MeV$_{ee}$ energy region investigated here, an average relative gain of $(3.27 \pm 0.07) \cdot 10^{6}$, corresponding to $(1388 \pm 31)$ scintillation photons per MeV$_{ee}$, does a very good job of representing the results. This average gain corresponds to roughly 80% of the 1700 scintillation photon per MeV$_{ee}$ used in the Geant4 model.
Figure 4: Inferred relative PMT gain. Gains extracted from matching the GEANT4 simulations to the Compton edges as detailed in Fig. [3] using the 1700 scintillation photon per MeV\textsubscript{ee} light-yield gradient. Left axis, photoelectron multiplication, right axis, scintillation-light yield. Gains determined from both single-energy (filled circles) and double-energy (open circles) gamma-ray sources are shown (Table 1). The error bars on the data points are dominated by the uncertainty in the QDC charge calibration. The solid line indicates the average relative gain, while the uncertainty in the average value is represented by the shaded band.

Figure 5 re-presents the data shown in Fig. [3] but this time in the context of Compton-edge analyses. Here, the well-known prescriptions for the locations of the Compton edges of Knox and Miller [3] and Flynn et al. [31] are applied directly to the data. Both require that a Gaussian function is fitted to the high-energy side of the measured Compton edge. Flynn et al. associate the location of the half height of the distribution with 104% of \( E_{\text{CE}} \) while Knox and Miller associate 89% of the full height with 100% of \( E_{\text{CE}} \). Note that with more recent input from Monte Carlo simulations, it has become generally accepted that these prescriptions are approximations to the actual location of the Compton edge [15, 33–36]. Also shown are the GEANT4 simulations. For each, the same individual PMT gains and phenomenological smearings used to produce Fig. [3] have been employed. Further, a very restrictive cut where only those events with the recoiling electron receiving within 2 keV of the maximum Compton-edge energy has been applied, resulting in an almost
pure Compton-edge simulated dataset. Gaussian functions were fitted to the entire simulated distributions and the widths of these functions were used to determine the $\pm 3\sigma$ event-summing region used for the calculation of the average peak position. The fitted Gaussians demonstrated the existence of tails in the distributions to lower QDC channels. These tails were energy dependent, ranging from $\sim 0\%$ of the integrated distribution below $1.12 \text{ MeV}_{ee}$ to $\sim 14\%$ at $4.20 \text{ MeV}_{ee}$. The tails resulted in an energy-dependent percentage difference between the fitted Gaussian mean and the average peak position of up to $\sim 4\%$ at $4.20 \text{ MeV}_{ee}$. The locations of the simulated Compton-edge peaks relative to the locations of the Compton edges predicted by the Knox and Miller and Flynn et al. prescriptions are not constant offsets. They vary as a function of gamma-ray energy.
Figure 5: Scintillation-light yields for three single-energy gamma-ray emitters. Data (filled points) are shown for three single-energy gamma-ray sources together with simulations (shaded histograms) having a restrictive Compton-edge cut. Vertical solid lines illustrate the means of Gaussian distributions (dashed black curves) fitted to the simulated Compton-edge locations. The average values of the shaded histograms are indicated with angled arrows. Vertical dot-dashed lines (Knox and Miller, leftmost) and dotted lines (Flynn et al., rightmost) illustrate the Compton-edge locations extracted from the Gaussian functions fitted directly to the data over the optimization region (thin blue line). The statistical uncertainties associated with the data points are smaller than the data points themselves. For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.

Figure 6 presents the intrinsic detector resolution extracted from the results of the Geant4 simulations. The restrictive 2 keV full Compton-edge energy cut is in place. If scintillation-photon statistics dominates the falloff in the energy resolution, the $1/\sqrt{E_{CE}}$ dependence shown is anticipated.
Figure 6: Resolution ($\sigma$). The energy resolution extracted from Gaussian functions fitted to the restrictively cut GEANT4 simulations. Results for single-energy (filled symbols) and double-energy (open symbols) gamma-ray sources are shown. The two close-lying peaks from $^{60}$Co are shown as a single data point as in Fig. 4. The error bars on the data points correspond to the quadratic sum of the uncertainties in the mean value and deviation of the fitted functions and the gains. A fitted $1/\sqrt{E_{CE}}$ trend (solid line) is also shown. The uncertainty in this trend is represented by the shaded band.

Figure 7 shows the application of the simulation-based calibration to non-monoenergetic sources. Results obtained for $^{22}$Na and $^{60}$Co, two sources each emitting two relatively close-lying gamma-rays (759 keV separation for $^{22}$Na and 160 keV for $^{60}$Co) are shown. The $\sim$22% energy resolution of the detector at these energies renders the methods of Knox and Miller and Flynn et al. difficult to apply, especially in the case of $^{60}$Co. By employing the GEANT4 based-calibration method, measured spectra obtained with these sources may be interpreted in a relatively straightforward manner. In each case, a single simulation of the source employing well-known gamma-ray branching ratios was performed in exactly the method described earlier. For $^{22}$Na, 90.2% of decays yield both a 1.27 MeV gamma-ray and a 511 keV gamma-ray whereas 9.7% yield only the 1.27 keV gamma-ray. For $^{60}$Co,
99.88% of decays yield both a 1.17 MeV and a 1.33 MeV gamma-ray whereas 0.12% of decays yield only a 1.33 MeV gamma-ray. Agreement between the branched double-energy gamma-ray simulations and the data is again excellent. The corresponding gains and resolutions have already been reported as open circles in Figs. 4 and 6, respectively.

Figure 7: Scintillation-light yield for multiple gamma-ray emitters. Data (filled points), gain-matching simulations (open histograms) and very restrictively cut Compton-edge histograms (shaded) are shown. Vertical solid lines illustrate the means of Gaussian distributions (dashed black curves, drawn to guide the eye) fitted to the simulated Compton-edge locations. The average values are indicated with angled arrows. The statistical uncertainties associated with the data points are smaller than the data points themselves. Note the ×5 in the middle of the upper panel.

Figure 8 presents light-output calibrations obtained with linear fits to the data which are summarized in Table 3. The fitted functions shown have been constrained to pass through the origin. The fits do a very good job of linearly replicating the simulated Compton-edge locations as a function of energy. The dominant systematic uncertainty in the data contributing to the uncertainty in the light-output calibration was the ∼5.5% uncertainty in the charge calibration of the QDC. Systematic uncertainties arising from the analysis of the simulations included uncertainties arising from the fitted parameters (<3%) the effects of the various cuts employed in the analysis. The uncertainty due to the
various cuts (<1%) was addressed by systematically varying the windows employed. No clear consensus regarding the systematic uncertainty associated with the Knox and Miller and Flynn et al. approaches exists. Systematic uncertainties arising from the fitted parameters and cuts, again <3% and <1% respectively, were consistent with those obtained with the Geant4 simulations.

Figure 8: Light-output calibrations. Top panel: This work, average values (filled circles, solid line) of the restrictively cut Geant4 simulations. The solid average-value line shown in this panel appears in all panels to facilitate comparison between approaches. Middle panel: Knox and Miller approach (open squares, dot-dashed line). Bottom panel: Flynn et al. approach (open triangles, dotted line). Due to insufficient detector energy resolution, 60Co results are not shown for the Knox and Miller or Flynn et al. analyses. The uncertainties are smaller than the data points themselves.
Table 3: Linear fitted light-output calibrations.

| Method               | zero unenforced | zero enforced |
|----------------------|-----------------|---------------|
|                      | slope [channels | offset [channels] | $\chi^2$ | $\nu$ | slope [channels | $\chi^2$ | $\nu$ |
| Geant4 (average value) | 9612 ± 326      | −434 ± 203   | 0.4      |       | 9049 ± 190     |            | 1.3     |
| Knox and Miller      | 10443 ± 399      | −803 ± 215   | 0.4      |       | 9222 ± 229     |            | 5.1     |
| Flynn et al.         | 10767 ± 426      | −147 ± 260   | 0.1      |       | 10576 ± 258    |            | 0.3     |

Table 4 shows the number of scintillation photons per MeV$_{ee}$ reaching the photocathode unfolded for the three methods for linear fits where the line was constrained to pass through the origin. The Knox and Miller prescription is $\sim$2% larger than the simulated average-value light yield. The Flynn et al. light prescription is $\sim$17% larger than the simulated average-value light yield. Based upon the 1700 scintillation photons per MeV$_{ee}$ light-yield gradient employed in the Geant4 simulation and the $\sim$80% relative gain, $\sim$35% of the scintillation light produced by a gamma-ray reaches the photocathode.

Table 4: Scintillation photons reaching the photocathode.

| Method               | photons per MeV$_{ee}$ reaching the photocathode |
|----------------------|--------------------------------------------------|
| Geant4 (average value)| 483 ± 2.1%                                       |
| Knox and Miller      | 493 ± 2.5%                                       |
| Flynn et al.         | 565 ± 2.4%                                       |

5. Summary and Discussion

A scintillation light-yield calibration of an NE 213A organic liquid scintillator detector (Fig. 1) has been performed using single-energy and double-energy gamma-ray sources. An event-by-event waveform-digitization (Fig. 2) of the scintillation signals resulted in measured Compton-edge distributions. Interpretation of the Compton-edge distributions used a Geant4-based simulation which models the interactions of ionizing radiation and the transport of scintillation photons produced along particle tracks. Simulations employed a 1700 photon per MeV$_{ee}$ light-yield gradient, tuned to the data using relative PMT gain as a scaling parameter, and matched to the Compton edges by applying an additional
The relative gain function determined in this manner was linear over the \( \sim 5 \text{ MeV}_{ee} \) range considered at a photoelectron multiplication of \( (3.27 \pm 0.07) \times 10^6 \), corresponding to a \((1388 \pm 31)\) scintillation photon per \( \text{MeV}_{ee} \) light-yield gradient (Fig. 4). Charge distributions were determined as a function of electron energy by enforcing very strict cuts in the simulation around the upper edge of the recoiling electron energy-loss spectrum as well as considering the well-established prescriptions of Knox and Miller and Flynn et al. (Fig. 5). These restricted simulated distributions facilitated an evaluation of the intrinsic detector resolution, which was determined to be \( \sim 18\% \) at \( \sim 1 \text{ MeV}_{ee} \) and to fall off \( \sim 1/\sqrt{E_{CE}} \) (Fig. 6). An advantage of the simulation approach over the prescriptions is that it allows for the unfolding of spectra from radioactive sources emitting more than one gamma-ray, even if the energy separation of the gamma-rays is small. To demonstrate this advantage, the entire simulation and analysis procedure was successfully repeated for two such sources, \(^{22}\text{Na} \) (759 keV gamma-ray separation) and \(^{60}\text{Co} \) (160 keV gamma-ray separation) (Fig. 7). Linear light-output calibrations were then determined (Fig. 8). The \textsc{geant4}-based method developed here was chosen as a benchmark. The prescriptions, while also linear, were \( \sim 2\% \) (Knox and Miller) and \( \sim 17\% \) larger (Flynn et al.) than the benchmark. The functions indicate that \( \sim 35\% \) of the scintillation light associated with a given gamma-ray reaches the photocathode. It is remarkable how well two 50 year old prescriptions for calibrating scintillation-light yield have stood the test of time.
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