In recent years, an increased effort has been invested to improve the capabilities of robots. Nevertheless, human-robot interaction remains a complex field of application where errors occur frequently. The reasons for these errors can primarily be divided into two classes. Foremost, the recent increase in capabilities also widened possible sources of errors on the robot’s side. This entails problems in the perception of the world, but also faulty behavior, based on errors in the system. Apart from that, non-expert users frequently have incorrect assumptions about the functionality and limitations of a robotic system. This leads to incompatibilities between the user’s behavior and the functioning of the robot’s system, causing problems on the robot’s side and in the human-robot interaction. While engineers constantly improve the reliability of robots, the user’s understanding about robots and their limitations have to be addressed as well. In this work, we investigate ways to improve the understanding about robots. For this, we employ FAMILIAR – FunctionAl user Mental model by Increased LegIbility ARchitecture, a transparent robot architecture with regard to the robot behavior and decision-making process. We conducted an online simulation user study to evaluate two complementary approaches to convey and increase the knowledge about this architecture to non-expert users: a dynamic visualization of the system’s processes as well as a visual programming interface. The results of this study reveal that visual programming improves knowledge about the architecture. Furthermore, we show that with increased knowledge about the control architecture of the robot, users were significantly better in reaching the interaction goal. Furthermore, we showed that anthropomorphism may reduce interaction success.
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1 Introduction

Advancements in robot capabilities have facilitated the transition of application fields from mainly static environments to more dynamic ones. Not only did the environment change, but also the involvement of humans [Sendhoff and Wersing, 2020]. Thereby, scenarios emerged where the robot cannot pre-plan all actions in advance to accomplish a certain goal. Instead, only close interactions with a human partner allow the robot to determine the subsequent action. Moreover, not only experts are supposed to interact with a robot, but also naïve users. The term naïve user in the following denotes a human user without computer science background who is unfamiliar in interaction with a robotic system. However, we assume they live in a society where almost everyone is exposed to technology to some degree, such as computers or smartphones.

Although robots are capable of interacting with naïve users, problems occur regularly [Johnson et al., 2009; Tsarouhas and Fourlas, 2016]. These can be attributed to both, robots and users. More functionality on the robot side increases the potential for errors. To perceive the world, various hardware sensors need to work reliably, several modules need to communicate with each other and data needs to be transferred [Brooks, 2017]. The behavior of a robot also depends on successful perceptions of the environment, working actuators, and a correct design by engineers [Steinbauer, 2012]. Besides errors in the robot system, users have a tremendous influence on the performance of a robot. Especially in close human-robot interactions and cooperation, the successful behavior of a robot highly depends on the correct input by the user. A more detailed failure taxonomy can be found in [Honig and Oron-Gilad, 2018].

Naïve users are often unaware of the functionality and limitations of a robot. This can be ascribed to the mental model a naïve user has about the robot. According to [Staggers and Norcio, 1993], a mental model is defined as a cognitive framework of internal representations humans build about things they interact with. When a person interacts with an artifact for the first time, an initial representation is built and continuously updated while interacting with it. This is influenced by prior experiences with other artifacts and expectations towards them. In the case of robots, people relate to experiences with other people [Nass et al., 1994]. Additionally, expectations about robots, formed by movies and media, may lead a naïve user’s mental model further away from reality. Consequently, a non-functional mental model is shaped, resulting in input that does not match the robot’s way of processing [Kriz et al., 2010]. Henceforth, we refer to a non-functional mental model in cases where the internal representation about the robot’s functionality differs from reality in a way that leads the user to generate incorrect input and to be unable to comprehend the behavior of the robot. If the user is aware of the functionality and limitations of a robot, we refer to a functional mental model. We argue that a functional user’s mental model of the robot reduces erroneous human-robot interactions.

One approach for the user to gain a functional mental model is to convey the robot’s internal architecture. To achieve this goal, two main factors need to be considered. First, the architecture of the robot itself needs to be designed in a way that even non-expert users can understand its functionality. Second, knowledge about the architecture needs to be conveyed to the user comprehensively. To achieve the best result, one has to balance between functionality and comprehensibility. The development of a complex control architecture to solve a wide variety of problems is at the cost of comprehensibility for users.

This work investigates ways to increase users’ knowledge about the architecture of the robot and its influence on the success of human-robot interactions. To increase the comprehensibility of the robot’s inner working, we employ a behavior-based architecture we call FAMILIAR – FunctionAl user Mental model by Increased LegIbility ARchitecture. We chose this architecture because it focuses on legibility for the user, while still abstracting parts. Based on this architecture, we implemented two complementary approaches to increase users’ knowledge about the architecture. To evaluate these approaches, we conducted an interactive online user study in a simulation to test whether they increase
knowledge about the robot’s architecture and whether more architecture knowledge does indeed improve human-robot interactions.

2 Related Work

2.1 Mental Model Improvement

Communication in human-robot interaction fulfills a crucial role in improving the human’s understanding of the robot. In the field of didactics for computer science, researchers differentiate between the *relevance* and the *architecture* of computational artifacts [Rahwan et al., 2019, Schulte and Budde, 2018]. This differentiation describes the dual nature of such artifacts. While an internal mechanism processes the input to generate a behavior (Architecture), this behavior becomes observable from the outside (Relevance). Knowledge about the relevance of a robot is the basis for a successful interaction. However, in erroneous human-robot interactions, knowledge about the architecture is needed to comprehend the source of the problem.

When interacting with a robot, it is of considerable importance for the user to comprehend the course of the interaction [Wortham et al., 2017] and whether an error occurred while executing a task [Hamacher et al., 2016, Kwon et al., 2018]. In many instances, particular actions are only understandable if the overarching goal is known. Therefore, a robot should not only communicate which action it executes but also what goal should be achieved by this action [Huang et al., 2019, Kaptein et al., 2017].

The execution of actions is preceded by a series of perceptions by the robot which led to the decision. For the user to comprehend, whether a wrong action was executed based on design errors or because the perception process failed, the decision process should also be communicated [Breazeal et al., 2005, Thomaz and Cakmak, 2009, Otero et al., 2008].

While various studies were conducted to measure the influence of communication strategies on users’ attitudes towards robots, the mental model was rarely investigated explicitly. Previous work showed naïve users can comprehend the architectural concepts of a robot. Furthermore, the comprehension depends on the familiarity and observability of concepts [Hindemith et al., 2020].

2.2 Robot Control Architecture

For a robot to interact with the world, sensors need to observe the environment. Based on the perception of the robot, the control module defines which actuators will interact with the world to produce a certain behavior. As this robot control module forms the basis for the robot’s interaction behavior, the user’s perception and comprehension of it have a tremendous influence on the success of the interaction. As previous work showed, the widely used concept of the *state machine* for robot control is incomprehensible for naïve users [Hindemith et al., 2020]. State machines are composed of states and connections between them. A transition from one state to another depends on the state outcome for a given input. Furthermore, in robotic applications, state machines often allow for concurrency [Bohren and Cousins, 2010]. This highly interlaced structure makes it difficult for naïve users to trace the decision-making process, which is especially crucial in case of errors.

Various architectures for robot control use complex control structures to achieve goal-oriented behavior. While these allow for solving challenging tasks, the comprehension by naïve users suffers. This is primarily due to the frequently used, hierarchical structure of the planning process [Bryson, 2001, Colledanchise and Ogren, 2017, Erol, 1996, Peterson, 1977].

In contrast, behavior-based controls are more reactive in their traditional form [Michaud and Nicolescu, 2016]. They define a set of modules (called behaviors), which are composed of expected sensory input as the trigger and behavioral patterns that achieve a certain goal. These behavioral patterns, in turn, produce an output on actuators [Maes and Brooks, 1990]. Even though the reactivity reduces the applicability for complex tasks, it increases the legibility. This is
achieved by the tight coupling of sensors and their impact on executed behaviors. In contrast, state machines mostly run through an extensive process of state transitions to determine the execution of an action.

2.3 Knowledge Comprehension

To be useful for naïve users, in the long run, robots need to be flexible and adjustable. To achieve this, non-expert users need to be able to adjust and program the behavior of robots. Out of this need, the field of End-User Development (EUD) emerged [Paternò and Wulf, 2017]. To enable novice users to program the behavior of robots, many tools use a visual interface [Coronado et al., 2020]. These interfaces allow the user to define the behavior of robots via drag-and-drop of behavioral primitives [Huang and Cakmak, 2017, Pot et al., 2009]. One important difference between the various visual programming software modules is the abstraction of the low-level architecture of the robot. A trade-off between user experience, or simplicity of the software, and the abstraction and deception of the robot architecture must be made [Dagit et al., 2006]. In our work, we want to impart the architecture of the robot as accurately as possible, while still being understandable. Therefore, our interface is designed towards transparency, taking into account the loss of user satisfaction.

3 Hypotheses

With the goal to improve human-robot interactions through increased knowledge about the architecture of the robot, we hypothesize the following:

3.1 Hypothesis 1

A visualization that imparts the inner processes of the robot will increase users’ knowledge about the processes of the robot control system.

3.2 Hypothesis 2

Through visually programming the behavior of the robot, the users’ structural knowledge about the robot’s control system will increase.

3.3 Hypothesis 3

Insights about the architecture of the robot control system will reduce user induced errors in interactions with a robot.

4 Methodology

To design an appropriate robot control architecture, a trade-off between functionality and comprehensibility needs to be made. [Diprose et al., 2017] suggests multiple abstraction levels for robot architectures. This work separates social interaction into five abstraction levels. Namely, these are hardware, algorithm, social and emergent primitives and methods of controlling these primitives. Hardware primitives include the low level hardware, e.g. laser scanner. The algorithm primitives describe algorithms, such as speech recognition. The next higher level of abstraction are the social primitives. These primitives are reusable units for social interaction (e.g. speaking). Building on this are the emergent primitives, which are functions that emerge through the combination of social primitives. The highest abstraction, the methods of controlling primitives, describes how the lower level abstractions are controlled. The conclusion of their investigations suggests, that the abstraction level of social primitives is most suitable for programming robot social interactions. While our research focuses to convey the architecture of the robot to the user, we followed this decision.
In the following, we will first describe the architecture, which consists of a behavior-based method for controlling primitives (cf. Section 4.1). For our first approach to improve the understandability of the architecture, we developed a dynamic visualization that communicates how the social primitives are used by the architecture (cf. Section 4.2). The second approach, the visual programming of the robot, is described in Section 4.5.2.

4.1 FAMILIAR – Architecture

The human-robot interaction failure taxonomy by Honig and Oron-Gilad [2018] describes various sources of errors. According to their taxonomy, faulty interactions can either be based on technical issues of the robot or incorrect input by the user. In both cases, the problem typically affects the behavior of the robot and, by this, becomes observable. Therefore, users need to understand how the behaviors of the robot are triggered. Based on this, our control system was designed with regard to two essential factors. The system should be capable to act in a dynamic, fast-changing environment, as well as being comprehensible for naïve users. Because the comprehensibility of the architecture was more important, we reduced the complexity of the system for better legibility. We named the architecture FAMILIAR – FunctionAl user Mental model by Increased Legibility ARchitecture. The system also incorporates a general visualization to make the architecture observable for users. This visualization forms the basis of our dynamic visualization. We developed our behavior system in python 2.7 [Van Rossum and Drake Jr [1995] using the Robot Operating System (ROS) [Quigley et al., 2009] as middleware.

4.1.1 General Structure

The general structure of our behavior system is displayed in Figure 1. The architecture controls the behaviors of the robot by two primary components: the Perception and the Behavior Guidance. The Perception perceives the environment with sensors and extracts higher-level semantic sensors. The Behavior Guidance contains the selection process of behaviors to execute. Behaviors to execute are determined by the current set of semantic sensor values. The selected behavior for execution is sent to the Execution component, which executes low-level actions to generate the desired behavior.

4.1.2 Perception

To perceive the world, robotic systems need to process through various stages. First, the low-level hardware primitives need to observe the world and represent them in numbers. These observations are then used by algorithm primitives to interpret the observations. While all these operations are important, they are difficult for users to understand. More importantly, if an error occurs in one of these steps, non-expert users would not be able to counteract the problem.
Therefore, a more abstract and comprehensible representation of the robot’s perception is needed. Saunders et al. [2015] used so-called *semantic sensors* in their architecture. This type of sensor abstracts the low-level perception and extracts semantically simpler observations of the environment. In that way, users can more easily understand what the robot observed.

Values of semantic sensors are extracted in three steps. First, the robot uses an arbitrary number of hardware sensors together with software components to perceive the world. This can be, for example, a camera for object recognition or a microphone for speech recognition. The perceptions are sent to a memory module, where they are combined with a set of sensors that represent the world (henceforth referred to as “world state”). This world state is used to extract and update semantic sensors. These semantic sensors are then transmitted to the *Behavior Guidance* module. For example, a sensor module that recognizes people would return an array of bounding boxes, which denotes the locations of people as seen by the camera. A semantic sensor that extracts a user comprehensible meaning might be a sensor that denotes a Boolean value if a person is visible or not.

### 4.1.3 Behavior Guidance

The *Behavior Guidance* process is at the core of our architecture. We use the word *guidance* as behaviors are not only executed based on the current set of semantic sensors. The interaction context (represented as *Interaction Protocols*) further guides the selection process. The overall guidance component was developed as simple as possible, to be comprehensible for naïve users. When errors in the interaction occur, the user should be able to trace the error back to its origin. With more complex robot control designs, the process of error tracing becomes too complex for non-expert users. For example, Saunders et al. [2015] integrated a hierarchical task network planner (SHOP2) [Nau et al., 1999] to plan subsequent actions to achieve more complex behaviors of the robot.

Our system specifies an *Interaction Protocol* (IP) as a data structure to group behaviors that need to be executed to fulfill the goal of the interaction. The IP structure allows for more goal-specific interactions which, in turn, supports comprehension for naïve users. An IP is a hierarchical structure and consists of one behavior that starts the protocol, an arbitrary number of behaviors that can relate to each other, and one or more exit behaviors to end the IP. The data structure also stores information about the execution status of behaviors, as well as a priority value that determines the rank compared to other protocols. IPs with a higher priority value are preferred. Moreover, it is possible to switch from an active IP to a higher prioritized one and later switch back. That way, timing-sensitive goals can be achieved faster.

A behavior is described by *preconditions* and *predecessors* that need to be satisfied for execution, and the *action* (with its parameters) that is triggered by the behavior. Preconditions specify desired values of semantic sensors for the behavior to be executable. In addition to preconditions, where semantic sensors are compared to desired values, a behavior can also define a set of predecessors that need to be completed before the behavior can be executed.

When a precondition of a behavior is satisfied and all predecessors are completed, a behavior can be executed. The *Behavior Selection* process determines the behavior to execute (cf. Section 4.1.4). Executing it triggers the corresponding action. An action is defined by the process triggered in the *Execution* component and its parameters. The corresponding parameters can be either static values (specified in a configuration file) or dynamic values that depend on the current world state. For example, a static parameter value for a navigation action could be the goal *kitchen*. In contrast, a dynamic parameter could define the goal as the current position of the interaction partner. The triggered action is transmitted to the *Execution* component. To achieve the goal of the behavior action, the *Execution* component executes multiple low-level actions. After the execution of the action is completed, the corresponding behavior is marked as finished.

### 4.1.4 Behavior Selection

After semantic sensors are updated, multiple behaviors from different IPs might be executable. Our system does not allow concurrent execution of behaviors. That way, users merely need to focus on one behavior, which improves
comprehensibility and failure detection. Therefore, a selection process has to determine the subsequent behavior to execute. This task of guiding the behavior execution is carried out by a higher-level process. This process determines which IP is active (and therefore preferred), and which behavior within the active IP should be executed.

The selection process starts with an update of the current world state. Based on the world state, the affected semantic sensors are updated. Preconditions of behaviors are subscribed to their corresponding semantic sensors. Therefore, an update of semantic sensors also leads to an update of preconditions. If a precondition is fulfilled by the update, the status of the corresponding behavior changes to executable.

After all semantic sensors are updated and all executable behaviors are determined, the selection process decides what behavior should be executed. In the first step, the process selects an IP from which a behavior should be executed. In general, the IP that is currently active and includes executable behaviors is preferred. The sole exception to this is the priority of IPs. A higher prioritized IP is preferred to an active IP. This is important to prefer time-sensitive tasks. When an IP is selected, the behavior within the protocol needs to be determined. If the protocol is inactive yet, only the entry behavior can be executed. Otherwise, multiple behaviors may be executable. In that case, behaviors that have predecessors that were executed last are prioritized. Otherwise, behaviors are selected based on their position within the IP. E.g., behaviors that were defined first are also selected first.

4.2 Architecture Visualization

Along with the behavior architecture, we also developed a graphical user interface to convey each part of the architecture. The goal was to convey the inner working of the robot as accurately as possible, while still being abstract enough to be understandable. To investigate our second hypothesis (cf. Section 3), the user interface was developed in two versions. The first version only displayed the static information of the architecture, i.e. the components and structures as described above. Based on this basic visualization, we developed an enhanced version, which also displays the dynamic process information.

Our interface was developed as a web application in JavaScript [Flanagan, 2006] and is divided into two parts (cf. Figure 2). These are a visualization of the semantic sensors and their current values, and a visualization of the Behavior Guidance component. All visualization parts were integrated in the web interface of the simulation (cf. Section 4.4.3). In the following, we will discuss each part in more detail.
4.2.1 Sensor Visualization

For a successful human-robot interaction, the user must be able to comprehend and track the perception of the robot. Our behavior system extracts semantic sensor values that abstract from the low-level perception of the robot (cf. Section 4.1.2). Semantic sensors are visualized at the top of our user interface (cf. Figure 2), and displayed side by side. The basic visualization only displays representative icons for each sensor. The enhanced version also displays the current value of the sensor.

We used icons to represent each sensor to facilitate a fast perception and understanding. For icons to represent the underlying semantic sensor concisely, the selection has to be made with considerable care. Our strategy was to select similar icons to known interfaces. For example, the recognized speech command could be represented by sound waves. This icon is potentially known from speech recognition systems, such as Google assistant. To further improve the understanding of the meaning of each icon, we added descriptive tooltip boxes. The tooltip of an icon was printed above when the mouse hovered over the sensor icon.

4.2.2 Behavior Visualization

Our Behavior Guidance visualization was displayed at the center of our visualization. We focused on displaying the important parts of the system as simple as possible without simplifying or abstracting the inner working too much. To represent the IP structure with their behaviors, we used a network representation, using the cytoscape.js library. Each IP is drawn as a rectangular node, including its behaviors as children. IPs are vertically aligned, and the names are drawn above the node. The containing behaviors of an IP are aligned horizontally within the node. To display the behaviors in a legible way, we calculated an even distribution of the graphical positions of the behavior nodes within the IP node with the Reingold-Tilford algorithm. The behaviors are likewise drawn like rectangular nodes (cf. Figure 3). Each node includes information about the preconditions that have to be fulfilled, as well as the corresponding action that is triggered by the behavior. To distinguish immediately between the various behaviors, a description of the action that is triggered by the behavior is displayed as the title. The preconditions are visualized with the corresponding semantic sensor icons. To receive more detailed information about a behavior, clicking on the behavior node displays additional information on the right side. In addition, entry behaviors have big double right arrows on the left side, indicating the entry point to the corresponding IP. In contrast, exit behaviors have the arrows on the right side, indicating the exit point of the IP. To express the predecessors of a behavior, arrows are drawn from the behavior node towards the predecessor node.

The enhanced visualization adds coloring and highlighting as mechanisms to indicate the processes of the architecture. For the preconditions, we used colored icons to indicate the satisfaction status. Behaviors of an inactive IP have black colored precondition icons, indicating that the corresponding preconditions are not updated. Otherwise, a fulfilled condition is displayed in green. In contrast, unfulfilled conditions are displayed in red. Predecessor arrows are colored red while the predecessor is unexecuted, otherwise it is colored green.

To highlight the selection process, we used border and background colors, varying sizes, and zooming in on nodes. Nodes of inactive IPs and behaviors have blue border colors and light gray backgrounds. Active IPs and executable behaviors have green border colors. When a behavior is executed, the background color of the corresponding node turns green and is zoomed in. After the execution of a behavior is finished, the background and border color turn dark gray to indicate this behavior has already been executed in the current interaction. Only after the respective IP finished, the behavior border-color changes back to blue, and the background color changes to light gray again.

1https://assistant.google.com [accessed: 2021-07-05]
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Figure 4: The behavior editor interface with a tutorial step. The tutorial step describes how the behavior should be defined. In the interface, all parts of a behavior can be defined.

4.3 Visual Programming

Our second approach, to improve the users’ knowledge about the architecture of the robot, is the active definition of the interaction protocol. Through the process of visual programming, the users need to digest their own role in the interaction, as well as think through the robot’s role. Thus, develop a deeper understanding of the robot’s architecture.

For this, we developed an editor interface to add new IPs and define the containing behaviors with their preconditions and actions. This editor interface is structured similarly to fill out a form. The most important part of this is the behavior definition (cf. Figure 4). To define if this behavior is an entry— or exit behavior, it can be selected by checkboxes. The predecessor can be selected by entering the ID of the preceding behavior. The preconditions are defined by selecting the corresponding sensors and their expected values in drop-down menus. Similarly, the action with its parameters is added.

To guide participants of the study through the process of defining an IP, we developed an interactive tutorial. In the tutorial, participants had to read text boxes with information and had to interact with the editor interface. In this way, we were able to introduce the interface, as well as ensure that all participants define the same IP for the following interaction. Each step of the tutorial was only shown once. The information, presented in the tutorial, was only descriptive of what is shown and which value an input field needs. Therefore, no additional architectural knowledge about the robot was communicated.

The tutorial steps to define the first behavior were designed highly detailed, while the other behaviors were only one tutorial step each, describing what the behavior should look like. In that way, we wanted the participants to not only follow each step, but elaborate on the final interaction protocol.

4.4 Simulation

To evaluate our developed architecture and investigate the hypothesis (cf. Section 3) we designed an online simulation to conduct a human-robot interaction user study. The simulation was developed with Gazebo [Koenig and Howard].
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Figure 5: Example of an apartment with two regions taught to the robot. The classification of the robot is indicated on the floor. The yellow region is the kitchen, the purple region is the entrance and the white areas are unclassified.

For users to interact with the simulation remotely, we implemented a web visualization using gzweb\(^2\). For easy deployment, the simulation was built as a docker [Merkel 2014] image and ran on university servers.

4.4.1 Server infrastructure and communication with simulation

Our infrastructure used one main server connected to the internet and multiple backend servers to run an instance of the simulation each. The main server was configured as a reverse proxy to distribute incoming connections to the simulation server. To ensure that each simulation instance was only used by one client, we limited incoming connections to each backend server to one. In addition, we configured the reverse proxy to connect each client always to the same backend server. In addition to the reverse proxy, the main server also ran a web server to provide the resources of the study website.

4.4.2 Scenario

The simulation and its web interface were developed for a region learning scenario. The goal of the human-robot interaction was to teach the robot about three regions in an apartment. The region learning was realized with a scikit\(^3\) implementation of the k-nearest neighbor algorithm. Therefore, for learning a region the x-y coordinate had to be stored together with the region name as the label. The taught regions and the resulting segmentation of the apartment by the robot were visualized with a color texture on the floor of the apartment. An example of how a classified apartment could have looked like is shown in Figure 5.

To trigger the robot to learn a new region, the user had to move the avatar, representing an interacting user, in sight of the robot. Afterward, a specific command, together with the label of the region, had to be provided. While in a real interaction this command would be given verbally and, thus, have to be recognized by an ASR component, in our online version we used written text that the participant had to specify via a keyboard. This command triggered the robot to follow the avatar. The user then had to move the avatar around the apartment to guide the robot to the region to learn. When the avatar and the robot arrived at the location to learn, the user had to give the command that they arrived. This triggered the robot to learn the current x-y location of the robot, together with the label as class. Afterward, the user had to repeat the interaction for the other regions.

For this scenario, we developed several sensors and actuators for the robot. To allow the user to interact with the robot, we equipped the robot with the ability to recognize the avatar of the user and to interpret natural language. To simulate how person recognition would be in the real world, the robot was only able to recognize the avatar around a certain

\(^2\)http://gazebosim.org/gzweb [accessed: 2021-07-05]
\(^3\)https://scikit-learn.org [accessed: 2021-07-05]
radius from itself. For this, we calculated the Euclidean distance between the current position of the robot and the avatar. This distance determined, whether the avatar is in sight of the robot. This represented approximately the real behavior of the person recognition component, which requires users to be well visible and close enough. For the natural language understanding, we used the Snips NLU [Coucke et al., 2018] project. We trained the NLU module to understand more commands than those necessary to achieve the interaction goal. The module also supported the recognition of slight variations of the intended commands. This allowed us to differentiate, later, if participants of the study only applied the exclusion procedure or understood how to interact with the robot. To interact with the environment, the robot was able to verbally answer the user, via a chat box. Moreover, the robot was able to navigate through the apartment and follow the avatar.

4.4.3 Web-Interface

The Web-Interface to interact with the simulation consisted of five parts (cf. Figure 6). In the top left corner was the graphical interface of the gazebo simulation located. On the right side was the Chat-Box interface. The visual components of the control architecture were displayed below the simulation and Chat-Box interface.

Gazebo-Simulation The visualization of the gazebo simulation was realized with gzweb. The camera view was fixed at one location and was oriented towards the apartment. Therefore, the user was able to see the avatar, the robot, and the whole apartment. The height of the walls of the apartment together with the height of the camera was adjusted to prevent the users’ view from being blocked. To reduce the amount of resources that need to be loaded, and to reduce the calculation time of the simulation, we excluded any furnishings.

The user was able to move the avatar, by clicking in the simulation window. The 2D position of the click event was then projected on the floor plane of the simulation. The avatar’s position was updated with the new position. Therefore, the avatar did not move continuously towards the new location, but directly appear there. Because this mechanism sometimes resulted in the avatar falling over, the physics calculations of the avatar were disabled.
To prevent the avatar to appear outside the apartment, in a wall, or too close to the robot, the position of the click-event was checked to be free of obstacles and within the borders of the apartment. In case the user clicked in an unreachable position, a pop-up window appeared, which informed the user that this location is unreachable. (The starting positions of the robot and the avatar were so far apart, that the avatar was not in sight of the robot.)

**Chat-Box** To verbally interact with the robot, we developed a chat-box window. Because we aimed at easy accessibility, the design was inspired by common messengers, such as WhatsApp[4] or Facebook Messenger[5]. The main window displayed the communication history, while the bottom window consisted of elements to write new messages.

The messages of the user were displayed in speech bubbles on the right side. Because the robot could only understand certain commands, the color and content of these speech bubbles depended on the content of the message. If a message could not be interpreted by the robot, the speech bubble was colored red and the message was displayed in it. In the case, that the message could be interpreted by the robot, the speech bubble was colored green. In addition, the content of the message, as well as the classified intent by the robot, was displayed in the speech bubble. The answers of the robot were displayed in a white speech bubble on the left side. In addition to the verbal communication of the user and the robot, the chat-box window also displayed the (de-)activation events of the robot control architecture.

The bottom window, to write new messages, consisted of three elements. At the center of this window, the message could be entered in an input field. This message could be sent by clicking on the send-button on the right side. In addition, an information-button was displayed on the left side. Clicking this button displayed a pop-up window, presenting the intents the robot was able to understand, as well as example sentences for each intent.

### 4.5 User Study

The conducted user study was carried out online using the online platform prolific[6]. Based on our two complementary approaches, we employed a 2-by-2 between-subjects study design, with the two dimensions being participating in a visual programming tutorial before the interaction (VP, no VP) and seeing a dynamic visualization during the interaction (DV, no DV). Therefore, participants in the Baseline condition were neither shown the process visualization, nor did participants complete the tutorial. Participants in the DV (Dynamic Visualization) condition were only shown the process visualization, while participants in the VP (Visual Programming) condition only completed the tutorial. Participants in the VP+DV condition completed the tutorial and were shown the process visualization.

Acquired participants were forwarded to our study website, where they were assigned to one of the four conditions. The study procedure can be seen in Figure 7. First, all participants were shortly briefed about the structure of the study and the estimated time scope. Afterward, their gender, age, and prolific-id were gathered.

To measure the technical affinity of participants, we administered the ATI [Franke et al., 2019] questionnaire. Moreover, we measured the memorability with a word memory test [Green et al., 1996]. In this test, each participant was shown thirteen word items for ten seconds. They were asked to memorize as many word items as they could. Afterwards, participants were asked to recall and list the memorized word items.

Participants were then shown an instruction video, introducing the simulation and the robot control architecture (cf. Section 4.5.1). Depending on the condition, participants were forwarded to one of two stages. The Baseline and DV conditions were shown another video, explaining at the relevance level, how to achieve the interaction goal. In contrast, the VP and VP+DV conditions followed the tutorial to program the behaviors.

In the next phase of the study, all participants interacted with the robot, trying to accomplish the interaction goal (cf. Section 4.4.2). To have the same amount of time for each participant, we limited the interaction with the robot to thirty minutes. After the interaction, participants were forwarded to the knowledge questionnaires. Participants who did

---

[1] www.whatsapp.com [accessed: 2021-07-05]
[2] www.messenger.com [accessed: 2021-07-05]
[3] www.prolific.co [accessed: 2021-07-05]
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Figure 7: Study schedule. First, participants were briefed and had to answer preceding questionnaires. Afterwards, the architecture instruction video was shown. Depending on the condition, participants completed the tutorial or watched an interaction instruction video. In the main part, participants interacted with the robot to achieve a joint goal. At the end, various questionnaires were collected.

not achieve the interaction goal within the time limit were asked why they could not achieve the goal before they were also forwarded to the knowledge questionnaires.

To receive more subjective ratings about the system, after the knowledge questionnaires, we collected parts of the Godspeed questionnaire [Bartneck et al., 2009] and the System-Usability-Scale (SUS) [Bangor et al., 2008]. We limited the Godspeed questionnaire to the scales of Anthropomorphism, Likability and Perceived Intelligence. These scales were most relevant to rate the technical system. To end the study, participants were thanked for their participation and forwarded to prolific for their payment.

4.5.1 Introduction Video

Based on our hypotheses (cf. Section 3), the goal of the introduction video was to inform participants about the architecture of the robot as well as the simulation. The total length of the video was 8:25 minutes. The video was designed as a series of questions and answers together with corresponding video material. The questions were asked by a novice. Thus, questions were asked by someone who is not aware of how the simulation or the robot works. The answers were given by an expert who introduces all important aspects. In that way, we explained all important parts naturally in a conversation instead of an enumeration of facts. The questions and answers were spoken as well as transcribed and displayed. All important aspects of the architecture were introduced together with their visualization in the web interface. The simulation interface is shown in the center of the video. At the bottom of the video, icons for the novice and the expert, as well as the transcription of the spoken text, are displayed.

4.5.2 Interaction Briefing

While the VP and VP+DV conditions went through the tutorial steps, the other conditions were shown an interaction video. This video showed the resulting interaction protocol and described which steps were to follow to teach the robot. This way, participants of all conditions were exposed to the way in which they could interact with the robot, before interacting with it. Thus, the tutorial only influenced how intensively participants interacted with the low-level parts of the architecture.

4.5.3 Measures

Architectural Knowledge To measure the resulting architectural knowledge of each participant, we asked several multiple-choice questions about the robot’s functionality. Each question consisted of three statements, where only one statement was correct. The question categories for the structural knowledge were Sensor, IP, Behavior, Precondition, Action, and Predecessor. The process knowledge was asked in the Process category. The
knowledge needed to answer all questions was provided in the introduction video (cf. Section 4.5.1). Therefore, all conditions were given the same foundation to answer these questions. Our approaches of dynamic visualization and visual programming only helped consolidate the knowledge. The results of this measurement was used to investigate if the dynamic visualization (H.1) and the visual programming (H.2) improved the architectural knowledge. Additionally, it was used to analyze if an increase in users’ knowledge improves the interaction (H.3).

Interaction Success To further analyze the interaction of the participants, we calculated several key figures from the log data of the simulation interaction. To get an overall impression of how successful participants were in each condition, we divided participants into two groups based on whether they achieved the interaction goal: interactions of participants who taught all three regions to the robot within the time limit, were classified as successful, otherwise the interactions were unsuccessful. This grouping was used together with the architectural knowledge to answer hypothesis 3.

Interaction Failures We also evaluated mistakes of the user during the interaction. For this, we counted the number of wrong commands provided by the user. We classified a command as wrong, if the given command was unneeded to reach the interaction goal. Therefore, a command could be wrong even though the robot was able to interpret it. Moreover, we counted the amount of times users moved the avatar out of sight of the robot. Thus, indicating how aware participants were about the perception limitations of the robot. These measurements were used to further investigate the influence of knowledge on the interaction success.

Godspeed, SUS, and ATI As already mentioned above, we also collected data of the Godspeed questionnaire (Anthropomorphism, Likability, Perceived Intelligence) and the System-Usability-Scale. In contrast to the objective measurement above, the results from these questionnaires were used to get insights of the subjective rating of the interaction.

5 Results

We conducted our study with 85 participants, of which 4 were excluded due to technical problems. The remaining 81 participants were randomly assigned to the four conditions (Baseline: n=20, DV: n=21, VP: n=20, DV+VP: n=20). The average age of participants was 35 (SD=9.53) years. Overall, 30 female, 50 male and 1 diverse persons participated. A Kruskal-Wallis test [Breslow, 1970] showed no significant difference between the conditions regarding age (H(4)=3.9091, p=0.2714), gender (H(4)=0.9606, p=0.8108), ATI (H(4)=0.8627, p=0.8344) or word recall (H(4)=0.5732, p=0.9025).

For a first overview, we analyzed the architectural knowledge between the conditions. The data of each knowledge category was checked towards normality via a Shapiro-Wilk [Shapiro and Wilk, 1965] test. In the case of normally distributed data, we applied a one-way ANOVA. Otherwise, we used a Kruskal-Wallis test. When the one-way ANOVA indicated a significance, we conducted a Tukey-HSD [Abdi and Williams, 2010] posthoc test. In the case of the Kruskal-Wallis test, we used a follow-up Posthoc Dunn [Dunn, 1964] test. The results can be seen in Table 1 and Figure 8. The results showed, that the overall knowledge only differed significantly between the Baseline (M=39.29, SD=10.16) and VP+DV (M=52.44, SD=19.5) (p=0.0582) condition. Additionally, the Behavior knowledge differed between the Baseline (M=35.0, SD=27.84) and the VP (M=70.0, SD=29.15) (p=0.0011) and VP+DV (M=57.5, SD=36.31) (p=0.0349) conditions, and between the DV (M=45.24, SD=30.49) and VP (p=0.0190) conditions.

5.1 H1: Process Visualization improves process knowledge

Our first hypothesis stated, that the visualization about the processes of the architecture will increase the process knowledge about this architecture. To get insights about this hypothesis, we analyzed the knowledge questionnaire
Table 1: Statistical tests for architectural knowledge of conditions.

| Sensor          | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.8132 | 0.0000  |
|                 | Kruskal-Wallis | 1.4472 | 0.6945  |

| Action          | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.7986 | 0.0000  |
|                 | Kruskal-Wallis | 2.8695 | 0.4122  |

| IP              | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.6355 | 0.0000  |
|                 | Kruskal-Wallis | 0.7772 | 0.8549  |

| Precondition    | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.8002 | 0.0000  |
|                 | Kruskal-Wallis | 12.0788 | 0.0071  |

| Posthoc Dunn     | Condition 1 | Condition 2 | p-value |
|-----------------|-------------|-------------|---------|
| Baseline        | DV          | 0.3362      |         |
|                 | VP          | 0.0011      |         |
|                 | VP+DV       | 0.0349      |         |
| DV              | VP          | 0.0190      |         |
|                 | VP+DV       | 0.2406      |         |
| VP              | VP+DV       | 0.2472      |         |

| Behavior        | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.8002 | 0.0000  |
|                 | Kruskal-Wallis | 12.0788 | 0.0071  |

| Condition 1     | Condition 2 | p-value |
|-----------------|-------------|---------|
| Baseline        | DV          | 0.3362  |
|                 | VP          | 0.0011  |
|                 | VP+DV       | 0.0349  |
| DV              | VP          | 0.0190  |
|                 | VP+DV       | 0.2406  |
| VP              | VP+DV       | 0.2472  |

| Process         | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.7986 | 0.0000  |
|                 | Kruskal-Wallis | 2.8695 | 0.4122  |

| Predecessor     | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.5647 | 0.0000  |
|                 | Kruskal-Wallis | 2.2326 | 0.5256  |

| Process         | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.7954 | 0.0000  |
|                 | Kruskal-Wallis | 2.2326 | 0.5256  |

| All             | Test    | statistic | p-value |
|-----------------|---------|-----------|---------|
|                 | Shapiro-Wilk | 0.9848 | 0.4527  |
|                 | Kruskal-Wallis | 2.9281 | 0.0389  |

| Condition 1     | Condition 2 | p-value |
|-----------------|-------------|---------|
| Baseline        | DV          | 0.7712  |
|                 | VP          | 0.1049  |
|                 | VP+DV       | 0.0582  |
| DV              | VP          | 0.4912  |
|                 | VP+DV       | 0.3424  |
| VP              | VP+DV       | 0.9     |

Table 2: Statistical tests for the amount of visualization usages. P-values ≤ 0.1 are indicated by italic font, P-values ≤ 0.05 are indicated in bold font.

| Test    | Statistic | p-value |
|---------|-----------|---------|
| Shapiro-Wilk | 0.7989 | 0.0000  |
| Kruskal-Wallis | 8.3282 | 0.0397  |

| Condition 1 | Condition 2 | p-value |
|-------------|-------------|---------|
| DV          | 0.0491      |         |
| Baseline    | VP          | 0.0225   |
|             | VP+DV       | 0.0145   |
| VP          | VP+DV       | 0.8809   |

scores. We tested between each condition and also the DV and DV+VP conditions pooled together. No significant differences between the conditions could be found. Therefore, our first hypothesis could not be confirmed.

5.2 H2: Visual programming improves structural knowledge about the robot

In contrast to our process visualization, we hypothesized that visually programming the interaction would improve the structural knowledge about the robot which corresponds to the knowledge categories Sensor, IP, Behavior, Precondition, Action, and Predecessor. To evaluate this, we compared the architectural knowledge of the visual programming (VP, VP+DV) conditions with the conditions without visual programming (Baseline, DV). A Shapiro-Wilk normality check with a follow-up T-test showed that participants in the visual programming conditions had significantly more knowledge about the overall architecture (statistic=-2.8264, p=0.0060). Additionally, a Mann-Whitney-U test showed that knowledge about the Behavior concept (statistic=520.50, p=0.0018) was also increased. Moreover, there
Table 3: Statistical analysis of the architectural knowledge for groupings of no VP vs. VP. Tests were either Mann-Whitney-U (MWU) or T-Test (T) depending on the results from the Shapiro-Wilk normality check. P-Values ≤ 0.1 are indicated by italic font, P-Values ≤ 0.05 are indicated in bold font.

| Category   | no VP vs. VP statistic | p-value |
|------------|-------------------------|---------|
| Sensor     | 765.0                   | 0.5772  |
| IP         | 768.0                   | 0.5505  |
| Behavior   | 520.50                  | **0.0018** |
| Prec.      | 650.0                   | 0.0894  |
| Action     | 693.50                  | 0.1996  |
| Pred.      | 713.0                   | 0.1977  |
| Process    | 754.0                   | 0.5039  |
| All (T)    | −2.8264                 | **0.0060** |

Figure 8: Architecture Knowledge for each condition (left); and groups successful and unsuccessful (right)

was a tendency towards more knowledge of the Precondition concept in the VP condition (cf. Table 3 and Figure 8). Even though the visual programming did not improve knowledge about all concepts, we conclude that our second hypothesis can be partly confirmed.

5.3 H3: Architecture knowledge improves human-robot interaction

Our third hypothesis stated, that knowledge about the robot control architecture would improve the human-robot interaction. Our first measure concerned the amount of successful interactions per group. As it can be seen in Figure 9, 80.95% of the participants in the DV condition achieved the interaction goal, while only 65% of the Baseline and 60% of the VP and VP+DV conditions achieved the goal. To further investigate the influence of architectural knowledge on the interaction, we compared the successful and unsuccessful interaction groups. We applied a Shapiro-Wilk normality check and a Mann-Whitney-U test for non-normal distributed data and a T-Test otherwise. The results can be seen in Table 4 and Figure 8. Overall, the results show that participants who were able to achieve the interaction goal had more knowledge about the architecture of the robot. A closer look at each category reveals that knowledge about Behavior, Precondition and Process were higher.

Another key measure was the number of wrong commands given. To compare participants who used a high number of wrong commands with those who used fewer wrong commands, we calculated a median split for the number of wrong commands. Again, we compared the answer score of each category and the overall score with a Mann-Whitney-U or T-Test. Results can be seen in Table 4. They showed a tendency for the overall knowledge (statistic=1.9199, p=0.0585),
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Table 4: Statistical analysis of the architectural knowledge for groupings of Successful Interaction, Wrong Commands. Tests were either Mann-Whitney-U (MWU) or T-Test (T) depending on the results from the Shapiro-Wilk normality check. P-Values \( \leq 0.1 \) are indicated by italic font, P-Values \( \leq 0.05 \) are indicated in bold font.

| Category | Successful Interaction | Wrong Commands |
|----------|------------------------|-----------------|
|          | statistic | p-value    | statistic | p-value    |
| Sensor (MWU) | 770.50  | 0.6565 | 762.50  | 0.5599 |
| IP (MWU) | 729.0 | 0.9951 | 677.0 | 0.0986 |
| Behavior (MWU) | 945.0 | \textbf{0.0168} | 988.50 | 0.0789 |
| Prec. (MWU) | 935.0 | \textbf{0.0289} | 983.50 | 0.1024 |
| Action (MWU) | 753.0 | 0.7997 | 925.50 | 0.2581 |
| Pred. (MWU) | 715.50 | 0.8676 | 875.0 | 0.5098 |
| Process (MWU) | 925.0 | \textbf{0.0344} | 1068.0 | \textbf{0.0116} |
| All (T) | 2.2487 | \textbf{0.0273} | 1.9199 | 0.0585 |

the IP (statistic=677.0, \( p=0.0986 \)) and Behavior (statistic=988.50, \( p=0.0789 \)) categories. This indicates that participants with a low number of wrong commands had more knowledge about the IP and Behavior categories, and more overall architecture knowledge. Moreover, the Process (statistic=1068.0, \( p=0.0116 \)) knowledge was significantly higher for those with a lower number of used wrong commands.

We also investigated how often the participants moved the avatar out of sight of the robot. For this, we compared the visualization conditions with the conditions without a visualization. We only analyzed the successful interactions, because some participants, who did not achieve the interaction goal, never moved the avatar. Thus, they also never moved the avatar actively out of sight of the robot. A Mann-Whitney-U test showed a tendency of decrease of the number of avatar loosing between no visualization (M=9.16, SD=4.95) and visualization (M=6.72, SD=4.30) conditions (statistic=468.0, \( p=0.0676 \)).

Based on these results, we conclude that our third hypotheses can be confirmed. We further could observe that certain concepts of our architecture were of particular importance for an improved interaction. Additionally, this is the reason, why the visual programming improved the knowledge about the architecture but could not improve the interaction itself.

5.4 Subjective Ratings of the Interaction

In addition to the knowledge questionnaires, we also collected data of the godspeed questionnaire and the SUS. While we could not find any differences for the likability or perceived intelligence, differences for the anthropomorphism score could be found. In general, in social robotics it is seen as a positive result if users anthropomorphize a robot as
Table 5: Statistical tests of anthropomorphism median split for Interaction Success, ATI and SUS. P-Values ≤ 0.1 are indicated by italic font, P-Values ≤ 0.05 are indicated in bold font.

| Test                | Statistic | P-Value |
|---------------------|-----------|---------|
| Interaction Success |           |         |
| Shapiro-Wilk        | 0.9096    | 0.0000  |
| Mann-Whitney-U      | 488.50    | 0.0158  |

| Test                | Statistic | P-Value |
|---------------------|-----------|---------|
| ATI                 |           |         |
| Shapiro-Wilk        | 0.9694    | 0.0000  |
| Mann-Whitney-U      | 602.50    | 0.0449  |

| Test                | Statistic | P-Value |
|---------------------|-----------|---------|
| SUS                 |           |         |
| Shapiro-Wilk        | 0.9603    | 0.0000  |
| Mann-Whitney-U      | 417.50    | 0.0002  |

Figure 10: Comparison of godspeed anthropomorphism median split for Interaction Success, ATI and SUS

this indicates that the robot is seen as a social entity. However, it is unknown how this affects the user’s reasoning about a non-human entity such as a robot. To investigate which influence the anthropomorphisation of participants had on the success of the interaction, we applied a median split on the anthropomorphism score. We then compared the interaction success of participants with lower anthropomorphism score with the interaction success of participants with a higher anthropomorphism score (cf. Figure 10). A Shapiro-Wilk normality check (statistic=0.9096, p=0.0000) with a Mann-Whitney-U test (statistic=488.50, p=0.0518) revealed that participants with a lower anthropomorphism score were more likely able to achieve the interaction goal (cf. Table 5).

We also compared the SUS and ATI for the anthropomorphism median split. A Mann-Whitney-U test revealed that higher anthropomorphism is related to a higher rating of the system usability (statistic=417.50, p=0.0002), as well as a higher ATI score (statistic=602.50, p=0.0449). Additionally, a Mann-Whitney-U test showed a significantly lower SUS for participants in the VP conditions (Statistic= 1089.50, p=0.0110).
5.5 Qualitative Observations

In addition to the quantitative results, we also observed some qualitative results. While $\frac{2}{3}$rd of the participants were able to achieve the interaction goal, the participants who did not achieve the interaction goal revealed some insights on their problems. One observation was that from the 27 participants who did not achieve the interaction goal within the 30-minute time limit, only $\frac{1}{3}$rd were able to teach at least one region. From the 18 participants who did not even teach one region, 14 participants were in one of the VP conditions. This result is a consequence of the fact, that participants of these conditions either took too long to successfully complete the visual programming sequence or were not even able to complete the visual programming in the time limit. Upon closer investigation of the log-data of the visual programming sequence revealed that participants had problems to specify the Predecessor and add Preconditions to the behavior.

Problems in the interaction with the robot itself were mostly based on providing the correct commands. Even though the VP interface provided a pop-up window to retrieve commands that can be interpreted by the robot, some/many participants did not use this. Instead, they seemed to assume a chatbot like interaction, where the robot always answers. Another common problem was, that participants correctly triggered the “Following” behavior of the robot, to guide it to the region to learn, but then never gave the second command to trigger the learning of this region.

6 Discussion

The analysis of our user study revealed some interesting insights into the effects, knowledge has on interaction performance. Participants, who achieved the interaction goal, had significantly more knowledge about the robot’s architecture. Upon closer inspection, the knowledge about Behavior, Precondition and Process were critical for the success of the interaction. These concepts, together with the Action concept, build the core of our architecture. While knowledge about the Action concept did not differ between successful and unsuccessful participants, the questions were answered as correct as the Behavior and Precondition questions by the successful participants. Additionally, we not only observed that architectural knowledge improves the interaction, but is a factor that makes the interaction possible in the first place. From the participants who could not achieve the interaction goal within the 30-minute time limit, $\frac{2}{3}$ not even taught one region. The investigation of the log data revealed, that these participants had general knowledge gaps. Not only did they provide the wrong commands, but communicated with the robot as it was a chatbot. Something participants, who achieved the interaction goal, did not. This indicates problems of the mental model. We assume that the wrong implications of the visual interface are the reason for this misconception. Because chat-boxes are often used to communicate with other human beings or a chatbot, wrong assumptions about the functionality were created. Thus, a different interface might have worked better.

While the concept of visual programming is not new, the resulting understanding of the system by novice users was merely investigated [Coronado et al., 2020]. In this study, we used visual programming as an approach to improve knowledge about the structure of the architecture. The results show that participants of the VP conditions had increased knowledge about the architecture. In addition to the overall knowledge, especially the Behavior knowledge was significantly improved. While our visual programming interface showed positive effects on the knowledge, not all aspects of our architecture could be conveyed. Because additional knowledge about Precondition and Process concepts were critical for the interaction success, we could not observe an increase in the interaction performance for the VP conditions. Additionally, a negative side effect, in the form of a lower SUS rating, could be observed. Therefore, further work needs to investigate how a visual programming interface should be designed to successfully communicate all aspects of the architecture. For this, an increased focus should be put on the Precondition and Process knowledge. We expect that the abstract mechanism of the visual programming, together with the highly flexible way people act, has a major influence on the difficulty to understand these concepts. Even though Preconditions in our architecture are more flexible than in e.g. state machines, they still expect the environment to be in a specific state. In contrast, humans can reason about their environment and other humans on a higher level. To overcome these false assumptions, the visual
programming interface should be closely related to the interaction itself. In that way, users might better understand the impact of the concepts on the interaction.

Although the dynamic visualization of our architecture did not lead to a measurable improvement of the knowledge, participants were yet more likely to achieve the interaction goal. The improved ability to reach the interaction goal indicates improvement of knowledge. Presumably, our knowledge questionnaire did not retrieve this information. The effect of an improved interaction could not be observed for the combination of the VP and the DV in the DV+VP condition. One reason might be a cognitive overload caused by the VP. Presumably, a more accessible visual programming interface together with the dynamic visualization could have improved the interaction.

Previous work showed that visualizing the behavior decision improves the understanding of what the robot does [Wortham et al., 2017]. Additionally, Hindemith et al. [2020] showed that the communication of the robots’ functionality improves the ability to recognize erroneous interactions in videos. In this work, we have gone a step further, by mediating in-depth knowledge about the architecture of the robot and testing this knowledge in actual human-robot interactions. In this way, we were able to get insights into the specific aspects of a robot control architecture that influence the interaction. Moreover, we enabled persons not only to detect errors in interactions, but also to overcome and reduce these errors and achieve a joint goal with the robot. While the work in Hindemith et al. [2020] is not entirely comparable to ours, only around \( \frac{1}{3} \) of participants were able to detect errors based on the way the state machine works. In contrast, we enabled \( \frac{2}{3} \) of our participants to achieve an interaction goal.

Besides the influence of the communicated knowledge for improved interaction, the anthropomorphization of the robot influenced the interaction. We observed that participants with less anthropomorphism were more likely to achieve the interaction goal. Similar results were also observed in Hindemith et al. [2020]. In this work, participants with a lower anthropomorphism were more likely to detect errors in a human-robot interaction. In general, the question after cause and effect arises. One explanation could be that participants interacted unsuccessfully with the robot because they anthropomorphized the robot. The other direction would be that participants anthropomorphized the robot because the interaction was unsuccessful. We believe that increased anthropomorphization of the robot negatively affected the interaction success. A reason for this might be the difference in the flexible way humans can act, in contrast to the comparatively rigid way of the behavior architecture of the robot. When humans interact with other people, the theory of mind area in the brain is activated [Frith and Frith, 2005]. The same effect can be observed when interacting with an anthropomorphized robot [Krach et al., 2008]. Using this area of the brain might lead to the incomprehension of how to interact with the robot. This, in turn, results in faulty inputs by the user. Therefore, in contrast to many current approaches, inducing an anthropomorphic image on users [Breazeal et al., 2016] can reduce the interaction success.

7 Conclusion and Future Work

In this work, we investigated the influence of knowledge about the robot control architecture for human-robot interactions. For this, we employed a behavior-based architecture, which aims at better understandability and transparency. Our study showed that knowledge about the architecture improves human-robot interactions. Moreover, this knowledge only makes it possible to successfully interact with the robot. Therefore, we argue that researcher and engineers should include factors of transparency and comprehensibility in their design processes. These factors can critically influence the success of interactions between users and robots. We also showed that the usage of visual programming can be used to improve the knowledge about architectural aspects of the robot. Moreover, design decisions regarding the anthropomorphisation of robots can negatively influence the interaction.

While the visual programming approach improved the overall knowledge of the architecture, some concepts could not be improved significantly. Therefore, the interaction itself did not improve. One reason might be, that the tutorial was too abstract to understand some aspects of it. Therefore, we will further investigate this approach. One idea could be, to incorporate approaches closer to the interaction. In that way, abstract aspects of the architecture could be directly observed in the interaction.
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