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Abstract

The past decade has seen the emergence of Ising machines targeting hard combinatorial optimization problems by minimizing the Ising Hamiltonian with spins represented by continuous dynamical variables. However, capabilities of these machines at larger scales are yet to be fully explored. We investigate an Ising machine based on a network of almost-linearly coupled analog spins. We show that such networks leverage the computational resource similar to that of the semidefinite positive relaxation of the Ising model. We estimate the expected performance of the almost-linear machine and benchmark it on a set of \{0,1\}-weighted graphs. We show that the running time of the investigated machine scales polynomially (linearly with the number of edges in the connectivity graph). As an example of the physical realization of the machine, we present a CMOS-compatible implementation comprising an array of vertices efficiently storing the continuous spins on charged capacitors and communicating externally via analog current.

1 Introduction

Many existing practical optimization problems such as resource allocation, traffic control, cell placement and interconnection routing within in a very large-scale integrated (VLSI) chip, as well as emerging problems like polymer modelling [1], protein folding [2] and medical image segmenting [3] are NP hard, that is, as the problem scales in size, they require exponentially more computing resources to obtain an exact solution. As the growth of the problem
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size outpaces scaling of commercial processors, alternative faster computing techniques are being actively sought.

One such alternative is based on classical spin systems on graphs. The computational significance of these systems lies in a tight connection between the distribution of spins delivering the lowest energy and the maximal cut of the graph [4]. In turn, the maximal cut problem is NP-complete [5, 6] and therefore finding the ground state of the Ising model can be employed for solving other NP-hard problems. This principle was explicated in [7], where it was shown that all Karp’s original NP-complete problems can be solved by finding the ground state of Ising models with specially crafted Hamiltonians.

The computational capabilities of spin systems are known for several decades. Based on analogy with the thermal relaxation to the ground state, a well-known class of algorithms with wide area of applications, simulated annealing, was invented in [8]. The success of simulated annealing motivated several digital annealing processors [9–14], which utilized the direct analogy between binary states of classical spins in the Ising model and binary devices. To emulate the thermal effect helping to traverse the configuration space of the spin system, randomized spin-flips were implemented using on-chip random bit-sequence generators.

Recently, a new generation of Ising machines based on continuous dynamics has emerged [15–24]. These machines do not attempt to represent the binary states of the classical spin. Instead, they leverage the emergent capability of selected dynamical systems to deliver the ground state of the Ising Hamiltonian.

The continuous dynamical Ising machines are demonstrated the ability to achieve good quality solutions on benchmark problems, such as GSet [25]. At the same time, the problem of scaling of the computational budget, for instance, running time, drew much less attention. The scaling problem is important in the context of NP-complete problem, especially considering the APX-hardness of the max-cut problem [26, 27]. This means that the approximation achievable in time scaling polynomially with the problem size is limited if \( P \neq \) NP. The existing data on scaling of dynamical Ising machines [28, 29] demonstrate super-polynomial scaling: the best result reported in [29] is \( O(e^{\sqrt{N}}) \), where \( N \) is the number of graph nodes. Such scaling effectively puts large NP-hard problem out of the reach.

In [30], we have shown that Ising machines based on oscillator networks realizing the Kuramoto model of synchronization can demonstrate the polynomial scaling, while delivering solutions of good quality. This is related to the fact that the equations of motion of the Kuramoto model in the synchronized regime implement the gradient-descent solution of the rank-2 semidefinite programming relaxation. It should be noted in this regard that large scale physical realizations of Ising machines must resolve fundamental challenges associated with the high degree of integration. The dynamical model governing the Ising machine must be simple enough to admit a straightforward realization and
robust to withstand unavoidable imperfections and variations. At the same time, this must be achieved without sacrificing computational capabilities.

In this work, we investigate an approach of realizing dynamical Ising machines that overcomes the challenges associated with oscillatory systems while retaining their computational capabilities. We consider an almost-linear dissipative dynamical system on a graph. We show that this model presents an approximation of the rank-2 semidefinite positive (SDP) relaxation of the Ising model. As a result, the model is capable of providing a good approximation in time, which scales polynomially with the number of edges. We show that the machine is characterized by the integrality gap close to that of the SDP relaxation and demonstrates the core performance comparable with the state-of-the-art solves.

As a proof-of-concept, we present a CMOS-compatible combinatorial optimizer that implements the investigated almost-linear Ising machine. The analog-digital mixed mode computing system is based on fully integrated components using a 130 nm CMOS technology.

This paper is organized as follows. In Section 2, we present the necessary theoretical background and find the integrality gap of the almost-linear Ising machine. In Section 3, we consider a software simulation of the machine, and investigate its performance on benchmark tests and its scaling properties. In Section 4, we describe the CMOS computing system implementing the almost-linear dynamical Ising machine.

2 Dynamical Ising machines

2.1 Ising model and NP-hard problems

Let $\mathcal{G} = \{\mathcal{V}, \mathcal{E}\}$ be a graph with $N$ vertices and $M$ edges given by sets $\mathcal{V}$ and $\mathcal{E}$, respectively. The Ising model on $\mathcal{G}$ deals with binary (taking values $\pm 1$) functions on the set of graph vertices, $\sigma : \mathcal{V} \to \{-1, 1\}$. Alternatively, such functions can be understood as assigning a binary variable $\sigma_i$ to the $i$-th vertex resulting in configuration $\sigma = \{\sigma_i\}$. The sets of nodes where $\sigma$ takes positive and negative values define partitioning of the graph nodes $\mathcal{V} = \mathcal{V}_+ \cup \mathcal{V}_-$. Finding the partitioning with the maximal number of edges connecting nodes in $\mathcal{V}_+$ and $\mathcal{V}_-$ is the maximal cut problem. This problem is NP-complete [5, 6] and, therefore, finding its solution provides ways to solve other NP-complete problems [7].

The Ising model is defined by assigning the energy to configurations

$$H_I(\sigma) = \frac{1}{2} \sum_{m,n=1}^{N} A_{m,n} \sigma_m \sigma_n,$$

where $A_{m,n}$ is the graph adjacency matrix. It is straightforward to show that finding the ground state ($\sigma$ yielding the lowest $H_I(\sigma)$) of the Ising model is equivalent to solving the max-cut problem [4]. The function taking values 1
on edges connecting $V_+$ and $V_-$ and 0 elsewhere can be written in terms of $\sigma$ as $(1 - \sigma_m\sigma_n)/2$. Thus, the total number of cut edges is

$$C_G(\sigma) = \frac{1}{4} \sum_{m,n} A_{m,n} (1 - \sigma_m\sigma_n) = \frac{M}{2} - \frac{1}{2} H_I(\sigma). \quad (2)$$

### 2.2 Ising machines based on the Kuramoto model

The operational principles of the presented architecture are based on a proper adaptation of the principles enabling Ising machines based on synchronizing oscillator networks. Therefore, we first review the computational capabilities of such machines, and then we abstract them from the oscillatory dynamics to formulate the dynamical model of our main interest.

The Kuramoto model was originally introduced to study the synchronization phenomenon in networks with inhomogeneous natural frequencies. However, in the computing context, where the informational content is associated with relative phases of the oscillators, the frequency variation can be expected to play a detrimental role. Therefore, we consider a network of oscillators with identical natural frequencies. In this case, the relative phases obey the equations of motion

$$\frac{1}{K} \dot{\theta}_m = \sum_n A_{m,n} \sin(\theta_n - \theta_m) + \frac{\tilde{K}_s}{K} \sin(2\theta_m). \quad (3)$$

Here, $\theta$ is the phase of the $m$-th oscillator in the rotating frame (with subtracted common linear in time contribution), $K$ is the coupling parameter, matrix $\tilde{A}$ with matrix elements $A_{m,n}$ is the network adjacency matrix, and $\tilde{K}_s$ is the strength of the phase injection [31, 32]. By rescaling time, one can always choose $K = 1$. Since the analysis below does not depend on the time scale, we simplify formulas by denoting $K_s = \tilde{K}_s/K$ and taking $K = 1$.

The equations of motion can be presented as induced by the Lyapunov function

$$H_K = \frac{1}{2} \sum_{m,n} A_{m,n} \cos(\theta_m - \theta_n) - \frac{K_s}{2} \sum_m \cos^2(\theta_m). \quad (4)$$

Indeed, one can see that $\dot{\theta}_m = -\partial H_K/\partial \theta_m$, implying that $dH_K/dt \leq 0$. Thus, the system evolves in such a way that $H_K$ monotonously decreases, unless the system is in an equilibrium state, where $\dot{\theta}_m = 0$.

The extremal spectral properties of the Kuramoto model, the global minimum of $H_K$ and the minimizing configurations, are tightly related to the extremal properties of the Ising Hamiltonian $H_I$. This is the relation between an integer program and its relaxations, as identified in the theory of combinatorial optimization. To make this connection more straightforward, we will consider it from the perspective of the max-cut problem.

First, we observe that $H_K$ is equivalent to the Hamiltonian of the $XY$ model, which deals with unit vector distributions given by functions $s : \mathcal{V} \rightarrow \mathbb{R}^2$. The extremal spectral properties of the $XY$ model are closely related to the extremal properties of the Ising Hamiltonian $H_I$. This is the relation between an integer program and its relaxations, as identified in the theory of combinatorial optimization. To make this connection more straightforward, we will consider it from the perspective of the max-cut problem.
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$S^1$, where $S^1$ is the set of unit 2D vectors:

$$H^{(XY)}(\mathbf{s}) = \frac{1}{2} \sum_{m,n} A_{m,n} \mathbf{s}_m \cdot \mathbf{s}_n - \frac{1}{2} \sum_m \left( \mathbf{l} \cdot \mathbf{s}_m \right)^2,$$

where $\mathbf{s}_m$ are unit vectors confined to a 2D plane, and $\mathbf{l}$ is the anisotropy axis. Defining the orientation of $\mathbf{s}_m$ in terms of angle $\theta_m$ with respect to $\mathbf{l}$, so that we can write $\mathbf{s}_m = (\cos(\theta_m), \sin(\theta_m))^T$ in (5), we obtain (3).

Representing $H^{(K)}$ as a Hamiltonian of the XY model reveals the connection between the dynamics of the Ising machine based on the synchronizing oscillator network and the Ising model. The max-cut problem can be presented as an integer program [33]

$$\overline{C}_G = \max_{\Xi} \left[ \frac{M}{2} - \frac{1}{4} \text{Tr} (\hat{A}\Xi) \right],$$

where matrix $\hat{\Xi}$ is subject to constraints $\Xi_{i,i} = 1$ and $\text{rank}(\hat{\Xi}) = 1$. It is easy to check that $\hat{\Xi}$ satisfies these constraints if and only if $\Xi_{i,j} = \sigma_i \sigma_j$ with binary $\sigma_i$. Thus, (6) is equivalent to the original formulation.

Let $C_{G}^{(XY)}(\mathbf{s}) = M/2 - H^{(XY)}(\mathbf{s})/2$ be a formal analog of cut for the XY model defined by using $H^{(XY)}$ instead of the Ising Hamiltonian in Eq. (2) or, equivalently, by using $\hat{\Xi}^{(XY)}$ with $\Xi_{i,j}^{(XY)} = \mathbf{s}_i \cdot \mathbf{s}_j$ instead of $\hat{\Xi}$. One can see that the maximal value of $C_{G}^{(XY)}$ is found by solving Eq. (6) with the relaxed rank constraint, $\text{rank}(\hat{\Xi}) = 2$, and requirement that $\hat{\Xi}^{(XY)}$ is positive semidefinite. Thus, the isotropic XY model, and, hence, the isotropic Kuramoto model implement the rank-2 semidefinite programming (SDP) relaxation of the max-cut problem [34–37].

One of the key elements of SDP relaxations is obtaining the binary state of the Ising model, since finding the solution of the SDP relaxation does not reduce the complexity of the max-cut problem [38]. Let the relaxed problem be solved by configuration $\mathbf{s}^{(0)}$ yielding $C_{G}^{(XY)} = C_{G}^{(XY)}(\mathbf{s}^{(0)})$. Generally, vectors $\mathbf{s}_i^{(0)}$ are not oriented along the same line, and, to reconstruct an Ising configuration, the XY configuration must be rounded. This can be done by choosing unit vector $\mathbf{t}$ and mapping vectors $\mathbf{s}_i^{(0)}$ to \{-1, 1\} according to $\sigma_i = \text{sign}(\mathbf{s}_i^{(0)} \cdot \mathbf{t})$, as illustrated by Fig. 1(a).

Averaging obtained cut over orientations of $\mathbf{t}$ yields [34]

$$\langle C_{G}(\sigma(\mathbf{t})) \rangle_{\mathbf{t}} \geq \alpha_{G-W} \overline{C}_G,$$

where $\alpha_{G-W} = \min_{\theta>0} \frac{\theta}{\pi \sin^2(\theta/2)} \approx 0.877 \ldots$

Inequality (7) guarantees that rounding the found solution of the relaxed problem yields the cut at least within 13% of the maximal cut. This is the
best, assuming that $P \neq NP$, performance of an approximation to the max-cut problem running in polynomial time.

Taking into account that $C_G(\sigma(\vec{t}))$ cannot exceed the maximum cut, we obtain an important inequality estimating the integrality gap, the mismatch between the solutions of the relaxed and the original problems:

$$C_G \geq \alpha C_G^{(XY)}(s^{(0)}) \quad \text{(8)}$$

Equations (7)–(8) remain valid for arbitrary non-negatively weighted adjacency matrices. The case, when both, positive and negative, weights are allowed, is more complex. However, the performance ratio and the integrality gap can be estimated in this case as well [39–41].

This consideration explains why dynamic Ising machines based on the Kuramoto model can solve the max-cut problem and indicates that such machines solvers can be quantitatively described by the target performance guarantee. This is important because dynamical Ising machines that do not converge to the Kuramoto model may leverage different computational resources. Correctly identifying the origin of the computational power allows recognizing the best area of applications, potential weaknesses and challenges, and how to address them.

We conclude by noting that the gradient descent, generally, does not reach the global minimum of $H^{(XY)}$ [30, 37]. At present, the common approach to address this problem is to rerun the machine multiple times. Alternative strategies for improving convergence can be explored but are beyond the scope of the present paper.

### 2.3 Almost-linear Ising machine

The consideration above shows the natural connection between the SDP relaxation and the dynamics of coupled phase oscillators with linear coupling. Once
the origin of the computational capabilities of oscillatory IMs is established, one may reproduce it in a non-oscillatory dynamical environment.

We consider an approach utilizing continuous unbounded dynamical variables, which, for instance, can be represented by the electric charge. To make such system behaving similarly to the XY model (and, hence, reproducing SDP relaxations), one needs to emulate a cosine-like coupling between individual variables. In the present paper, we avoid implementing such a costly emulation by departing from the SDP approach in favor of a significantly simplified model of coupling between the dynamical variables.

In the present paper, we explore a piece-wise linear approximation of the coupling and the anisotropy functions in Eq. \((3)\). Using the same conventions, \(K_s = \tilde{K}_s/K\) and \(K = 1\), the general equations of motion are of the form

\[
\dot{v}_i = - \sum_j A_{i,j} \phi(v_i - v_j) + K_s \phi(2v_i),
\]

where \(v_i\) are dynamical variables with unrestricted values. The coupling function, \(\phi(v)\), is a piece-wise linear periodic function consistent with a relaxation of the max-cut problem. We will slightly reduce the generality of our consideration by requiring that \(\phi(v)\) is an odd function.

To find \(\phi(v)\), we consider the equations of motion as induced by the Lyapunov function

\[
H^{(\Phi)}(v) = \frac{1}{2} \sum_{i,j} A_{i,j} \Phi(v_i - v_j) - \frac{K_s}{2} \sum_i \Phi(2v_i),
\]

where \(\Phi(v)\) is an even periodic function related to the coupling function by \(d\Phi(v)/dv = \phi(v)\), and satisfying \(\Phi(0) = 1\) and \(\Phi(\pm 2) = -1\).

Next, we define

\[
C^{(\Phi)}_G(v) = \frac{M}{2} - \frac{1}{4} \text{Tr} \left( \hat{A} \hat{\Xi}^{(\Phi)} \right),
\]

where \(\Xi^{(\Phi)}_{i,j} = \Phi(v_i - v_j)\). On feasible \((v_i = \pm 1)\) Ising configurations, \(C^{(\Phi)}_G\) coincides with the cut. Thus, the problem

\[
\overline{C}^{(\Phi)}_G = \max_v C^{(\Phi)}_G(v)
\]

is a proper relaxation of the max-cut problem and \(\overline{C}^{(\Phi)}_G \geq C_G\).

The simplest form of continuous with its derivative \(\Phi(v)\) yielding a piece-wise linear \(\phi(v)\) is a function with the period \(P = 4\) and defined within one period by

\[
\Phi(v) = \begin{cases} 
1 - v^2, & -1 \leq v \leq 1, \\
(v - 2)^2 - 1, & 1 \leq v \leq 3.
\end{cases}
\]
This corresponds to

\[
\phi(v) = 2 \begin{cases} 
-v, & -1 \leq v \leq 1, \\
v - 2, & 1 \leq v \leq 3.
\end{cases}
\] (14)

We will call this relaxation the triangular model. Figures 1(c,d) compare the coupling functions of the XY and the triangular models showing the relationship between them.

The rounding procedure for the triangular model can be defined as follows. Let \(v^{(0)}\) be a maximizing configuration so that \(C_G(\Phi) = C_G(\Phi) (v^{(0)})\). Because of the periodicity of \(\Phi(v)\), we can take \(v_i^{(0)}\) modulo \(P\) and restrict them to the single period, say, \([-2, 2]\), with identified ends. Such mapping of \(v_i^{(0)}\) makes the rounding procedure for the triangular model essentially the same as for the XY model as illustrated by Fig. 1(a). For the chosen rounding center \(t\), those \(v_i\) that fall inside the interval \([t - P/2, t + P/2]\) are mapped to +1, while the rest are mapped to −1. We denote the rounding mapping for the given rounding center \(t\) by \(\sigma = \tilde{R} [v^{(0)}; t]\).

Moreover, the performance and the integrality gap can also be estimated using the same argument as for the SDP relaxations. Let \(\sigma(t)\) is the Ising configuration obtained by mapping \(v^{(0)}\) to \([-1, 1]^N\) with the given the rounding center \(t\). Averaging the resultant cut over the random choices of \(t\), we find

\[
\langle C_G(\sigma(t)) \rangle_t = \sum_{i,j} A_{i,j} P \left( v_i^{(0)}, v_j^{(0)} \right),
\] (15)

where \(P \left( v_i^{(0)}, v_j^{(0)} \right)\) is the probability that \(v_i^{(0)}\) and \(v_j^{(0)}\) fall into different intervals and, hence, edge \((i, j)\) contributes to the cut. Because of the rotational symmetry of the rounding, this probability may depend only on the mutual arrangement of \(v_i^{(0)}\) and \(v_j^{(0)}\). Thus, we have the usual geometric probability
situation and can write

\[ \mathcal{P} \left( v_i^{(0)}, v_j^{(0)} \right) = \frac{2}{P} \left| v_i^{(0)} - v_j^{(0)} \right|_P, \]

(16)

where \( \left| v_i^{(0)} - v_j^{(0)} \right|_P \) is the distance between \( v_i^{(0)} \) and \( v_j^{(0)} \) along the circumference in Fig. 1(a) (the length of the shortest path).

Thus, we have

\[
\langle C_G(\sigma(t)) \rangle_t = \sum_{i,j} A_{i,j} \frac{2}{P} \left| v_i^{(0)} - v_j^{(0)} \right|_P \\
\geq \alpha_T \sum_{i,j} A_{i,j} \frac{1}{2} \left[ 1 - \Phi \left( v_i^{(0)} - v_j^{(0)} \right) \right] \\
\geq \alpha_T \overline{C}_G(\Phi) \geq \alpha_T \overline{C}_G,
\]

(17)

where

\[
\alpha_T = \frac{4}{P \min_{|v| \leq 2} 1 - \Phi(v)} \approx \frac{4}{P} 0.85 \ldots.
\]

(18)

This estimates the integrality gap of the triangular model and its enabling max-cut performance.

Above, we kept explicitly period \( P \) of the coupling function to show that \( P = 4 \) is, in a sense, optimal. Such an optimization, of course, is trivial from the perspective of various nonlinear relaxations. Even when restricted to translationally invariant \( \Phi(v) \) yielding piece-wise linear \( \phi(v) \), the family of these relaxations is very rich from the perspective of enabled dynamics and performance consequences. The respective family of dynamical Ising machines based on different coupling functions \( \Phi(v, v') \) is yet to be explored. In the present paper, we limit ourselves to the triangular model as a particular representative of the extended family.

3 Software simulation of the almost-linear Ising machine

In this section, we present the software simulation of the Ising machine based on the triangular model. It should be noted that there are various ways of improving the practical performance of the Ising machine. For example, the adaptive dynamics can be used for speeding up the convergence of the machine to a steady state, restarting the machine from a slight perturbation of the previously found the best configuration and special schedules for time varying anisotropy constant, \( K_s \), can improve the search for more optimal solutions, and so on. A detailed analysis of such techniques, however, is beyond the scope of the present paper, and we focus on studying the core performance of the Ising machine based on the triangular model.
Fig. 3 Three setups testing the basic performance of the Ising machine based on the triangular model

The general structure of simulations is shown in Fig. 3. Testing consists of three stages. During the first stage, the Ising machine evolves freely according to the equations of motion solved using the Euler approximation. During the second stage, the machine state established after the fixed number of time steps is rounded to construct a binary state of the Ising model. As has been discussed above, rounding is one of the key elements of finding the maximal cut using the SDP relaxation. Therefore, we compare two approaches to rounding based on mapping \( \hat{R} \) defined above.

One approach leverages the observation that averaging cut over randomly chosen rounding centers is sufficient for getting the best performance assuming that \( P \neq NP \) [27]. Within this approach, the rounding center is sampled \( n_R \) times from the uniform distribution over the interval \([-1, 1]\). The configuration is rounded according to the chosen values of the rounding center and the best value of cut out of \( n_R \) is kept.

**procedure** RANDOM-ROUNDING(input \( G, v, n_R \); output \( C_R, \sigma_R \))

\[
C_R \leftarrow -1
\]

Let \( \{t_1, \ldots, t_{n_R}\} \) be a sample of the uniform distribution on \([-1, 1]\)

**for all** \( t_i \in \{t_1, \ldots, t_{n_R}\} \) **do**

\[
\sigma(t_i) \leftarrow \hat{R}[v; t_i]
\]

\[
C(t_i) \leftarrow C_G(\sigma(t_i))
\]

**if** \( C(t_i) > C_R \) **then**

\[
C_R \leftarrow C(t_i)
\]

\[
\sigma_R \leftarrow \sigma(t_i)
\]

**end if**

**end for**

**end procedure**

The second approach evaluates all non-equivalent binary states that can be obtained by varying the rounding center. This can be achieved by
monotonously traversing the interval $[-1, 1)$. Ordering coinciding $v_i^{(0)}$ according to the nodes enumeration, one can ensure that the recovered partitions change by a single node as illustrated by Fig. 4.

![Figure 4](image-url)

**Fig. 4** The rounding center can be shifted in a way ensuring that only one spin in the rounded configuration is reverted. This happens when either (a) the left boundary encounters the node previously mapped to $+1$, or (b) the right boundary reaches the node previously mapped to $-1$.

Let the index of the reversed spin be $p$, so that its state changes from $-\sigma_p$ to $\sigma_p$ after displacing $t$. The change of cut is then

$$\Delta C_p = C(\{\sigma_p\}) - C(\{-\sigma_p\}) = F_p(\sigma),$$

(19)

where

$$F_p(\sigma) = -\sum_n A_{p,n}\sigma_p\sigma_n$$

(20)

is the imbalance between cut and uncut edges incident to node $p$. Thus, when $t$ reaches $t'$, the total cut variation is

$$\Delta C(t') = \sum_{k=1}^{n(t')} \Delta C_{p_k},$$

(21)

where $p_1, \ldots, p_{n(t')}$ is the sequence of spins inverted while $t$ was traversing from $-1$ to $t'$. The optimal rounding is determined by the position of the rounding center $t_O$, at which $\Delta C(t)$ takes the maximal value for $-1 \leq t < 1$.

**procedure** Optimal-Rounding(input $G, v$; output $C_O, \sigma_O$)

- $t \leftarrow \max (-1, \min_i (v_i - 1))$
- $t_O \leftarrow t$, $\Delta C_{\text{max}} \leftarrow -1$, $\Delta C \leftarrow 0$
- $\sigma \leftarrow \hat{R}[v; t_O]$
- **while** $t < 1$ **do**
  - $a \leftarrow \min (-1, \arg \min (v_i : t - 1 \leq v_i < t + 1))$
  - $b \leftarrow \min (1, \arg \min (v_i : t + 1 \leq v_i))$
  - **if** $v_a + 1 \leq v_b - 1$ **then**
    - $p \leftarrow a$
  - **end if**
- **end while**

...
Fig. 5 The time evolution of the cut of graph G1. The main panel shows the results of the evolution starting from five random initial configurations. The inset compares the optimal rounding (marked by circles) with the random rounding (marked by squares).

```latex
else
  p \leftarrow b
end if

\begin{verbatim}
t \leftarrow v_p, \sigma_p \leftarrow -\sigma_p
\Delta C \leftarrow \Delta C + F_p(\sigma)
if \Delta C > \Delta C_{\text{max}} then
  \Delta C_{\text{max}} \leftarrow \Delta C
  t_O \leftarrow t
end if
\end{verbatim}
\end{verbatim}

The time evolution has the characteristic form: fast initial growth followed by very slow dynamics signifying that the machine is near a steady state. The diminishing returns in increasing the machine running time and the significant variation of the cuts between individual runs suggest that efficient dynamics control are advantageous to the machine practical performance as has been mentioned above.

In the simulation outlined in Fig. 3, the Ising machine runs freely for 250 time steps, each 140K/N long. The binary state obtained after optimal rounding are processed further using the local search. First, it is ensured that all

Figure 5 compares optimal and random roundings for the example of graph G1 from Gset [25]. This figure shows the triangular model evolving freely with snapshots of its configuration taken after 600K/N long time intervals.
nodes satisfy the node majority rule (NMR), that is $F_m \geq 0$ for all $m \in V$. Then, it is ensured that cut edges obey the edge majority rule (EMR), which emerges while applying NMR to the pairs of nodes incident to a cut edge. Let edge $(i, j)$ be cut. Then, the number of cut edges adjacent to $(i, j)$ must exceed the number of uncut edges at least by 2. Otherwise, reverting $\sigma_i$ and $\sigma_j$ will increase cut. We denote the finally obtained cut by $C_F$. The whole procedure is repeated 100 times and the best results are kept.

The results of the simulation on \{0, 1\}-weighted graphs from Gset [25] are presented in Table 1, where they are compared with solutions of the max-cut problem found by optimizer Circut [37] implementing rank-2 SDP followed by the local search (the same as described above). While not all Circut numbers are the best among known for GSet (see, for example, [42]), the deviations are sufficiently small.

To estimate how the running time of the machine scales with the size of the problem and how the processing techniques affect the practical machine performance, we apply the machine to a series of random Erdős-Rényi graphs $G_{N,p}$, where $N$ is the number of graph nodes, and $p$ is the edge presence.
Fig. 6 (a) The variation of the running time (the wall-time measured in seconds) with increasing of the size for an ensemble of random Erdős-Rényi graphs $G_{N,p}$: (circles) full, NMR and EMR, post-processing, (squares) reduced, NMR only, post-processing, (triangles) Circut’s results. The straight lines show scaling $T \propto M^2$ and $T \propto M$. (b) The discrepancy between the results using the almost-linear Ising machine with (circles) full and (squares) reduced post-processing.

The ensemble was obtained by sampling five graph for each $N$ in $(200, 400, 600, \ldots, 4000)$ and $p$ in $(0.05, 0.1, \ldots, 0.35) \cup (0.12, 0.17, \ldots, 0.32)$. In each simulation, the machine ran freely from a weak perturbation of the best configuration found so far (for the first run of each graph, the best configuration was taken with all spins up). The machine ran 50 time-steps, each $50K/N$ long. The resultant state was optimally rounded and then further post-processed. The found cut is compared to the best found. For each graph, the procedure was repeated 30 times. The results of the simulation are shown in Fig. 6 depicting the running time and the deviation of the obtained cut values from the Circut’s results versus the number of edges in the graphs.

The dynamical part of looking for the maximal cut requires the fixed number of steps with the number of arithmetic operations determined by the number of edges and, therefore, scales as $O(M)$. The optimal rounding procedure evaluates the variation of cut while reverting $N-1$ spins and thus also scales as $O(M)$.

The main contribution of the post-processing procedures to the running time scaling is due to enforcing the EMR, which evaluates the vicinities of cut edges, whose number scales as $M$, and, consequently, has the-worst-case-scenario scaling $O(M^{5/2})$. To estimate the effect of enforcing the EMR for Erdős-Rényi graphs, we compare in Fig. 6 implementations including both post-processing procedures and enforcing EMR only. The numerical data shows the transition to the faster running time growth (from $O(M)$ to $O(M^2)$). It must be emphasized that for graphs of moderate size ($M > 10^6$) abandoning the last step in post-processing speeds up the machine by more than the order of magnitude while leading to a fraction of percent loss of accuracy.
4 CMOS implementation of the almost-linear Ising machine

The almost-linear character of the dynamics of the Ising machine significantly simplifies a circuit implementation, which can be based on the Euler approximation of the almost-linear Ising machine described by Eq. (9):

$$\Delta v_i [n + 1] = -K \sum_{j=1}^{N} w_{ij} \phi(v_i[n] - v_j[n]) + K_s \phi(2v_i[n]).$$  (22)

Here, $v_i$ and $v_j$ are dynamical variables, $w_{ij}$ is the weight parameter, $n$ is the time-step number, and $\phi(v)$ is the triangular coupling function defined in Eq. (14).

4.1 Architectural overview

The essential components of the circuit implementation of the almost-linear Ising machine are the vertex elements, a shared (periodic) coupler and the adjacency memory. Their interconnection is shown in Fig. 7(a).

Inside each vertex, a capacitor is employed as the analog spin memory functioning as an analog accumulator. We use a differential current-mode read of the vertices because the majority of operations in Eq. (22) can be broken down into several summations and sign-inversions of analog signals. The first key operation in Eq. (22) is the pairwise subtraction of states. Currents from a pair of vertices are easily subtract if the sinking node is held at a nearly fixed voltage. The second key operation is the piece-wise linear triangular coupling function ($\phi$). A current-mode read enables a straightforward realization of $\phi$, as it may be described as a sum of uniformly spaced currents followed by sign-inversions.

A current-bus runs next to all vertices, (i) to carry the current originating from the vertices towards the coupler, and (ii) to carry the state increments ($\Delta v_{ij}$) from the coupler to the vertices. As shown in Fig. 7(a), the bus is split into a write-bus and read-bus for simplifying the decoding logic in the spin cell. To realize the triangular coupling ($\phi$), the coupler senses the net current on the bus and alters it by generating and superposing its own current. Additional circuit components, discussed later, translate the net bus-current to state increments. The adjacency memory stores weights from the weighted adjacency matrix ($w_{ij}$) of the graph.

The key operations, depicted in Fig. 7(a–c), are:

1. reading the adjacency memory to get $\{i, j\}$ pair for each $w_{ij} = 1$,
2. enabling the reading of vertices $i$ and $j$, by enabling the corresponding trans-conductance (Gm) cells,
3. application of the coupling current and reading the steady-state current on the bus,
4. updating the state capacitor’s charge of vertex $i$. 
4.2 Design methodology and details

4.2.1 Vertex

The schematic along with the operational signals of the vertex — read, write, reset, labelled as R, W, and Rd are shown in Fig. 7(b), next to the corresponding switches. The vertex comprises:

1. State capacitors: Three capacitors, arranged in a T, are used to store the analog states. \( C_P \) and \( C_N \) store charge/voltage in a differential form. \( C_{CM} \) stores the common-mode voltage that provides a steady bias for the Gm-cell. Reset switches reset \( C_P \) and \( C_N \) to have zero charge and \( C_{CM} \) to \( V_{CM} \). A switch blocks the charge/discharge of \( C_{CM} \) during the update-phase and is enabled only during the read-phase.

2. 1-bit differential Gm-cell: The cell reads the state voltage and supplies a proportional current onto the bus. To conserve area, we use a basic differential-pair with a tail source (Fig. 8). The input transistor pair is biased by the common-mode capacitor. The tail-source is biased externally, with a global biasing voltage. Two identical differential pairs are
Fig. 8 1-bit Gm-cell’s transistor-level schematic. $V_{in,P}$ and $V_{in,N}$ are the differential inputs, $V_{out,P}$ and $V_{out,N}$ the differential outputs, $W_1$ the digital input, $V_{b,P}$ and $V_{b,tail}$ the global bias-voltages. The left branch is active regardless of digital input. The second branch is active for $W_1 = 1$.

used, where the second pair, when enabled, allows pre-multiplication with a factor two of the anisotropy term of Eq. (22).

3. **Sign-inverter**: The opposite signs of $v_i$ and $v_j$ in Eq. (22) necessitates means to invert the sign/direction of vertex current. For inverting the currents, a 2-way in and 2-way out MUX was used which swaps the current into the bus.

4. **Vertex read-enable switch**: This switch enables/disables the vertex current onto the bus.

Assuming DRAM capacitor size of $10\lambda^2$ requires refresh time of $1 \mu$s, where $\lambda$ is the minimum feature size, we use capacitors with size at least $10^6 \times$ bigger than DRAM size, so that it works without refreshing as it operates for the worst-case time-scale of 1 ms. For a commercial 130 nm technology, this is equivalent to a capacitor of about $10$ fF and an area of at least $10^4 \lambda^2$.

### 4.2.2 Spin-coupler

It consists of three components: digital counter, comparator, and sign-inverter. The counter, depending on the comparator output, changes its state to execute the following operation:

$$\min_{m} |I_i - I_j - mI_0|,$$

(23)

where, $m$ is an integer denoting the counter’s state, $I_i$ and $I_j$ denote the currents from the vertices and $I_0$ denotes the smallest positive zero of the coupling function. Instead of linear search, faster search methods may be used. As shown in the Fig. 7(c), counter value is converted to an analog current and added to the net branch-current. An additional current inverter is enabled when $m$ is an even number to invert the slope of the linear segments in the coupling function.
Fig. 9 Switched capacitor arrangement for realizing accumulation. ‘Rd’ pulse mirrors the bus voltage as a charge. ‘W’ pulse pushes the entire charge into the state-capacitor. For anisotropic increments ($i = j$), the input capacitance is adjusted appropriately.

The number of segments in the coupling function determines the number of bits required by the counter and by the DAC. It can be shown that if the function is to be composed of $n$ periods, then $\lceil \log_2 4n \rceil$ bits are required. If charge increment at each time-step is sufficiently small, limited number of periods (or, peaks) in the non-linear coupling function are required. For our demonstration, we used 3 periods, or a 4-bit DAC.

### 4.2.3 Switched capacitor based accumulator

To implement the accumulation of Eq. (22), we use a simplified switched capacitor setup [43] — an operational amplifier with single-ended output, a buffer/input capacitor and the state-capacitor as the accumulator (Fig. 7(c)). At each sampling-instant, an input capacitor stores the amplified output of the current-bus (step 3b in Fig. 7(c)). This is followed by a writing-instant, wherein the same charge is pushed up into the state-capacitor (step 4 in Fig. 7(c)).

To implement different charge increments for the coupling and anisotropy term ($K$ and $K_s$ terms in Eq. (22), respectively), two different capacitors must serve at the input of the op-amp. For this reason, we use a programmable capacitor combination (Fig. 8). Since $K_s$ is typically smaller than $K$, for anisotropy increments, a smaller input capacitor in series with the branch is activated so that a relatively small charge is pushed into the vertex. Similarly, the overall scale of the increments may be decreased for larger graphs by activating even smaller capacitors in series with the branch.

### 4.2.4 State-initializer

In the vertex element presented above, the initial charge on the state capacitor is set to zero which, according to Eq. 22, may prevent the system from ever evolving. For this reason and to facilitate a better exploration of the energy landscape, the state-voltages must be set to random values. We use a 4-bit pseudo-random bit sequence generator (PRBSG) to generate a random bit sequence. A shared DAC converts PRBSG output to the state-capacitor’s voltage. Since the output sequence of PRBSG consists of equi-probable 1 and 0, the initial charge on the state-capacitor is uniformly distributed. It suffices
for the initial capacitor voltage to be within the first linear segment of the signed-modulo coupling function. Therefore, all of the bits input to DAC are of lower significance than the bits used in the periodic coupler.

### 4.3 Software-equivalence test

We used the IM for solving max-cut problem on randomly connected graphs. Due to long simulation times, we simulated up to 8 nodes, each with a random initial state. Figure 10 plots the evolution of analog spins \( V_C \) corresponding to each vertex. On reaching the zeros of the coupling function (200 mV), state-voltages did not change significantly. The partition corresponding to the maximal-cut was found using thresholds of ±100 mV. With \( K_s/K \) in Eq. (22) set to 1, one run was enough for finding the maximal cut for the selected graphs. Correct determination of the max-cut values for the graphs verifies the software-equivalence for the proposed hardware.

---

**Fig. 10** Max-cut results obtained for the three graphs shown on the left. The time variation of state variables corresponding to each vertex is shown on the right by curves of matching colors. The shaded and hollow vertices belong to different sets in the max-cut partition. The dashed lines show the threshold capacitor voltage separating vertices between the partitions.
The proposed design can be further refined to facilitate large node integration. For instance, the current bus can be segmented to improve coupling between on-chip distant nodes. Another refinement could involve the use of alternative methodologies to activate vertices. The current design uses demultiplexers to enable/disable vertex reads, and, as a result, only one vertex can be read at a time. A serial communication scheme may be employed to enable reading multiple vertices at a time and activating only relevant bus segments. The segmentation would also pave the way for parallel and independent coupling calculations, and speeding up the dynamics. These additions would not significantly affect the area-per-spin, which is dominated by the area of the state-capacitors.

5 Conclusion

The Ising model of computation reformulates computing tasks as set partitioning problems and, subsequently, as the Ising model ground state problem. It presents a promising way to find and implement efficient heuristics to NP-hard combinatorial optimization problems. To compete with solving these problems on general-purpose computers, however, the prospective architectures based on the Ising model of computation must support a large number, billions and more, of spins. Achieving such a high degree of integration encounters not only technological but also fundamental challenges. For example, the underlying dynamical model must be, on the one hand, sufficiently simple to reduce sensitivity to unavoidable variations of components characteristics. On the other hand, the model should not sacrifice computational capabilities. To tackle the problems posed by large architectures, the present paper explores engineering the dynamical model governing the Ising machine.

We show that Ising machines based on Kuramoto networks of nonlinear oscillators implement the dynamics of the XY model, which, in turn, corresponds to the gradient-descent solution of the rank-2 semidefinite programming (SDP) relaxation of the Ising model. This chain of equivalences puts developing Ising machines into the context of the combinatorial optimization theory and highlights the dynamical elements enabling the computational resource.

Building on these findings, we consider an approximation of the XY model by unconstrained dynamical variables with piece-wise linear coupling (almost-linear Ising machine). We show that the introduced dynamical model, which we call the triangular model, is characterized by the integrality gap close to the canonical Goemans-Williamson ratio. Thus, the binary configuration recovered from the ground state of the triangular model is close to the ground state of the Ising model. Comparison on a set of benchmark problems showed that the Ising solver based on the triangular model provides solutions with the quality on par with Circut, one of the best max-cut heuristic solvers [44], even when the machine runs unsupervised (without any preprocessing and intermediate controls).
We study the scaling properties of the almost-linear Ising machine on an ensemble of random Erdős-Rényi graphs $G_{N,p}$ with $200 \leq N \leq 4000$ and $0.05 \leq p \leq 0.35$ and compare its performance with Circuit. We show that the running time of the machine scales polynomially with the size of the problem. On moderately sized problems (with the number of edges exceeding $10^5$), the almost-linear Ising machine showed orders of magnitude speed up compared to Circuit with below one percent solution discrepancy.

To demonstrate opportunities provided by the almost-linear dynamical models for hardware realizations, we investigate a proof-of-concept circuit implementation and verify it using the device-level simulation. Thanks to the simplicity of the dynamics, the designed architecture demonstrates small area per spin, increased state programmability, and flexibility to simulate all-to-all connected graphs.
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