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Abstract. After its introduction (initially within a group field theory framework) in [Tanasa A., J. Phys. A: Math. Theor. 45 (2012), 165401, 19 pages, arXiv:1109.0694], the multi-orientable (MO) tensor model grew over the last years into a solid alternative of the celebrated colored (and colored-like) random tensor model. In this paper we review the most important results of the study of this MO model: the implementation of the $1/N$ expansion and of the large $N$ limit ($N$ being the size of the tensor), the combinatorial analysis of the various terms of this expansion and finally, the recent implementation of a double scaling limit.
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1 Introduction

Random tensor models are a natural generalization in dimension higher than two of the celebrated (bidimensional) matrix models (see, for example, the review [14]). Tensor models were first proposed in the nineties [1, 34] but unfortunately did not draw at that moment a particular attention within the mathematical physics community.

A considerable revival of interest for these tensor models appeared with the proposition of the so-called colored tensor model [22]. Let us recall here that this proposition was actually made within the related group field theoretical (GFT) framework (for general references on GFT, see the book [28] or the review articles [17, 29] or [3]). Shortly after, the implementation of the $1/N$ expansion for this colored model [21, 23] largely contributed to this revival of interest. The general term of this expansion was thoroughly analyzed, from a purely combinatorial point of view, in [26]. This analysis allowed for the implementation of the double scaling limit mechanism for the colored tensor model. In parallel, this mechanism has been implemented for a closely related model, in [12], using this time purely quantum field theoretical (QFT) techniques (namely, the intermediate field method).

Moreover, after adding an appropriate Laplacian operator in the action of this type of models, several renormalizability studies have been made. The first perturbative renormalizable tensor
model was the Ben Geloun–Rivasseau tensor model [5]. The combinatorics of the renormalizability of this model has been expressed in a Hopf algebraic setting in [30]. Several other models have been proved renormalizable, models defined this time in closer relation to the initial GFT framework – see the thesis [10] and references within. Various $\beta$-function computations have also been made, see [2, 11] and references within. Moreover, in [2], the combinatorics of the Dyson–Schwinger equation of a particular such tensor model has been analyzed from a purely algebraic point of view.

For the sake of completeness, let us also mention that some relations between tensor models and matrix models have been investigated in [7]. Moreover, relations between tensor models and meanders have been studied in [6]. Finally, some relations between the counting of tensor model observables and branched covers of the two-sphere have been proved in [4].

For various reviews on tensor models, we point the interested reader to the reviews [24, 33] and [36].

Getting back to colored (and colored-like) tensor models, we point out that they have a major drawback: an important class of Feynman tensor graph are discarded, by the very definition of these models. This drawback is softened when working with the multi-orientable (MO) tensor model, where it was proved that a larger class of Feynman graph is kept.

This is, in our opinion, the main motivation for the study of the MO model. One can remark that this motivation is not of geometric or topological nature, but instead it has a strong QFT flavor. Indeed, the QFT philosophy is to carefully look over all classes of graphs, and not to chose just some classes of Feynman graphs which are easier to study. For example, if in Moyal QFT one discards the non-planar sector, the celebrated UV/IR mixing phenomena is lost.

With this QFT optics in mind, we do not consider that the MO model is the most general tensor model one should study, while keeping interesting properties such as the large $N$ expansion or the double scaling limit (see also the perspectives described in the last section of this review). Nevertheless, we consider that, with respect to the colored and colored-like models, the MO model is an interesting step ahead in this direction.

The MO model was defined, again within a GFT setting, in [37] (see also [38] for a short review). The $1/N$ expansion and the large $N$ limit have been implemented in [13]. The subdominant term of this expansion has been studied in [31]. A thorough combinatorial analysis of the general term of this expansion, has been done in [19]. This has then led to the recent implementation of the double scaling mechanism [27]. All these results are presented within the following four sections. The last section of this review is dedicated to some concluding remarks and to a list of perspectives for future work.

## 2 Definition of the model

In this section, we give the definition of the MO random tensor model. This follows [13].

Let $\phi_{ijk}$, $i,j,k = 1, \ldots, N$, be the components of a three index complex tensor $\phi$. The action of the MO tensor model writes

$$S[\phi] = \sum_{ijk} \phi_{ijk} \bar{\phi}_{ijk} - \frac{\lambda}{2} \sum_{ijk} \phi_{ijk} \bar{\phi}_{mlk} \phi_{mjn} \bar{\phi}_{imn}.$$  (2.1)

Note that the $1/2$ factor multiplying the coupling constant $\lambda$ takes into consideration the symmetries of the vertex.

The partition function of the model

$$Z = \int D[\phi] e^{-S[\phi]}, \quad D[\phi] = \prod_{ijk} \frac{d\phi_{ijk} d\bar{\phi}_{ijk}}{2\pi i},$$
writes in perturbation theory as a sum over Feynman MO tensor graphs. From a combinatorial point of view, the partition function is a generating function of graphs to whom one associates a certain weight (which is actually the Feynman amplitude below).

The vertices of the MO graphs are four valent, the edges are oriented from $\phi$ to $\bar{\phi}$ and the orientations alternate around a vertex. The edges can be represented as three parallel strands (one for each index of the tensor) and the vertices as the intersection of four half edges such that every pair of half edges shares a strand. This orientation can also be seen in the following way. One labels the four corners of the vertex with alternating signs ‘+’ and ‘−’, see Fig. 1. An edge of the graph then connects a ‘+’ to a ‘−’ sign. In Fig. 1, an example of a vacuum MO tensor graph is given.

![Figure 1. The MO vertex and an MO vacuum Feynman graph.](image)

The name *multi-orientable* was given in [37], because this type of model enjoins two “kinds of orientability”:

1. Orientability at the level of the propagator: no twists are allowed between the various strands. In the original GFT literature, the name “orientable” was given for models with this property (see for example [18] and GFT references within).
2. Orientability at the level of the vertex. This type of vertex is called “orientable” in the Moyal non-commutative QFT literature (see, for example, the review [32] and references within). Within this framework, the vertex is pictured as in Fig. 2.

![Figure 2. A different representation (without strands) of the MO vertex.](image)

One can then prove that the MO action (2.1) leads to a set of Feynman graphs which is strictly larger than the set of Feynman graphs of the colored model (for more details, see [37]) or colored-like models. Let us recall here that colored models allow only for Feynman graphs where each edge has a color, usually labeled in 3D, from 0 to 3. At each vertex, one has a half-edge of each of these four colors – the graph is bipartite. Moreover, a face of the graph is formed by edges of exactly two colors. The MO model allows for all these Feynman graphs. Moreover, its perturbative expansion allows as well for the following supplementary classes of Feynman graphs:

1. MO graphs which are not edge-colorable (with at most four colors) but are not allowed by the colored model action,
2. MO graphs which are edge-colorable (with at most four colors) but are not allowed by the colored model action,
3. MO graphs which are not bipartite.

Note that edge-colorability implies bipartiteness – this is a standard result of graph theory. Examples of such MO tensor graphs are given in Fig. 3. On the left one has a double tadpole graph, which is an MO graph which is not edge-colorable. On the right one has a graph which is edge colorable, using four colors, 0, . . . , 3, but does not occur in colorable models.

The strands are divided into three classes: the ones in the middle of the edges, called the S (for straight) strands, the ones on the right (with respect to the $\phi \to \bar{\phi}$ orientation) of the edges, called the R (for right) strands and the ones on the left of the edges, called the L (for left) strands. At a vertex the S (R or L) strands only connect to S (R or L) strands.

Note that MO tensor graphs are in one-to-one correspondence with maps. This is obtained by getting rid of the S strand. Thus, one can use strand-less graphical representations of MO tensor graphs (such as the one given in Fig. 2 of in Section 4).

To any MO graph one can associate three canonical ribbon graphs, called the jackets, obtained by erasing throughout the graph all the strands in the same class (S, L or R). For the graph of Fig. 1, this leads to the three jackets represented in Fig. 4.

The fact that this algorithm always leads, for an MO graph, to a ribbon graph was proved in Proposition 4.1 of [13]. Let us also emphasize that this does not hold for general non-MO graph (see Fig. 5 for such a counterexample).

We further call the canonical genus of an MO graph the genus of the jacket obtained by erasing the straight faces (we also call this particular jacket the canonical jacket). Thus, a planar MO tensor graph is an MO graph with vanishing canonical genus.

Let us emphasize here that the jackets of the MO tensor graph can be non-orientable. This is a fundamental difference between the MO model and the colored-like models.
Figure 5. Deletion a pair of opposite corner strands in a non-MO graph.

Definition 2.1. The degree $\delta(\mathcal{G})$ of a connected MO graph $\mathcal{G}$ is the half sum of the non orientable genera of its three jackets

$$\delta(\mathcal{G}) = \frac{1}{2} (k_{\mathcal{J}_1} + k_{\mathcal{J}_2} + k_{\mathcal{J}_3}),$$

where the parameters $k_{\mathcal{J}_i}$ ($i = 1, 2, 3$) are the non-orientable genera of the three jackets of the graph.

As a direct consequence of this definition, one concludes that the degree is a positive half integer.

3 The $1/N$ expansion and the large $N$ limit

In this section we implement the $1/N$ expansion and we study the large $N$ limit of the model. In the first two subsections, we analyze the expression of the Feynman amplitudes and the leading order of the $1/N$ expansion. This follows the original article [13]. In the third subsection, we analyze the next-to-leading order of the $1/N$ expansion. This follows the original article [31]. In the last subsection, we study the leading and next-to-leading order series of the model. This follows again the original article [31].

3.1 Feynman amplitudes; the $1/N$ expansion

Let us now organize the free energy series according to powers of $N$. Since each face corresponds to a closed cycle of Kronecker $\delta$ functions, each face contributes with a factor $N$. The Feynman amplitude of an MO graph then writes

$$A = \lambda^V (k_N)^{-V} N^F,$$

where $V$ is the number of vertices of the graph, $F$ is the number of faces of the graph and $k_N$ is a rescaling constant. We choose this rescaling $k_N$ to get the same divergence degree for the leading graphs at any order. We first count the faces of a graph using the previously defined jackets $\mathcal{J}$. Using the Euler characteristic formula, one has

$$f_{\mathcal{J}} = e_{\mathcal{J}} - v_{\mathcal{J}} - k_{\mathcal{J}} + 2,$$

(3.1)

where $k_{\mathcal{J}}$ is the non-orientable genus of the jacket $\mathcal{J}$ (see above). Since each jacket is a connected vacuum ribbon graph, one has: $e_{\mathcal{J}} = 2v_{\mathcal{J}}$. Let us recall here that the numbers of vertices (resp. edges) of a jacket $\mathcal{J}$ of a graph is the same than the numbers of vertices (resp. edges) of the graph. Since each graph has three jackets and each face of a graph occurs in two jackets, summing (3.1) over all the jackets of a graph leads to

$$F = \frac{3}{2} V + 3 - \sum_{\mathcal{J}} \frac{k_{\mathcal{J}}}{2} = \frac{3}{2} V + 3 - \delta.$$

(3.2)
The amplitude rewrites as

$$A = \lambda^V k_N - V N^{3V + 3 - \delta}.$$ 

To get the same divergence degree for the leading graphs at any order, we choose the scaling constant $k_N$ to be equal to $N^{3/2}$. The amplitude finally writes as

$$A = \lambda^V N^{3 - \delta}. \quad (3.3)$$

Note that, as in the case of random matrices, random tensor models (such as the MO model described in this paper), have a purely combinatorial expression. This comes from the fact that the propagator in the action (2.1) is, from a QFT point of view, trivial: no Laplacian operator is present in the quadratic part. As already mentioned in the Introduction, adding an appropriate Laplacian operator to the action allows for more involved expression of the associated Feynman amplitudes and for renormalizability studies (see again the thesis [10]).

Using now the expression (3.3) for the Feynman amplitude we can rewrite the free energy $E$ as a formal series in $1/N$:

$$E = \sum_{\delta \in \mathbb{N}/2} C[\delta](\lambda) N^{3 - \delta},$$

where

$$C[\delta](\lambda) = \sum_{G, \delta(G) = \delta} \frac{1}{s(G)} \lambda^{v_G}.$$

3.2 The large $N$ limit – the leading order (melonic graphs)

Having implemented the $1/N$ expansion, one easily sees that the leading order in the large $N$ limit (i.e., the limit $N \to \infty$) is given by the tensor graphs satisfying the condition

$$\delta = 0. \quad (3.4)$$

In this subsection we identify these tensor graphs and we show that they are the so-called *melonic graphs*. These graphs are obtained by insertions of a fundamental two-point melonic subgraphs in the so-called *elementary melon* (see Fig. 6). Another example of a graph obtained in this way is given in Fig. 7 (example where we have used this time the stranded representation of graphs).

Note that one can prove the following crucial fact: melonic insertions preserve the degree. This can be checked by carefully counting the number of faces and vertices and by using the expression (3.2) for the degree.

One can first prove that condition (3.4) cannot be satisfied if the graph is non-bipartite:

**Proposition 3.1.** A non-bipartite MO graph has at least one non-orientable jacket and thus its degree satisfies the inequality: $\delta \geq \frac{1}{2}$.

In order to identify the dominant graphs among the bipartite MO graphs, one can prove the following results:

**Proposition 3.2.** If $G$ is a bipartite, vacuum graph of degree zero, then $G$ has a face with two vertices.

**Proposition 3.3.** If $G$ is null degree bipartite vacuum graph, then it contains a three-edge colored subgraph with exactly two vertices.
Using these two propositions, one can prove that the only graphs satisfying condition (3.4) are the melonic graphs (see [13] for details). This leads to:

**Theorem 3.4.** The leading order graphs of the $1/N$ expansion of the MO model (2.1) are the melonic ones.

Let us end this subsection by stating two important properties of melonic graphs:

1. Melonic graphs maximize the number of faces for a given number of vertices.
2. Melonic graphs correspond to a particular class of triangulations of the three-dimensional sphere $S^3$.

Moreover, from a probabilistic point of view, these graphs were proven to correspond to branched polymers (that is, they possess Hausdorff dimension two and spectral dimension $4/3$) [25].

### 3.3 The large $N$ limit – the next-to-leading order

Using again the $1/N$ expansion of Subsection 3.1, one easily sees that the next-to-leading order in the large $N$ limit is given by the tensor graphs satisfying the condition

\[ \delta = \frac{1}{2}. \]
In this subsection we identify these tensor graphs and we prove that they are the so-called *infinity graphs*. These graphs are obtained by melonic insertions in the double tadpole graph of Fig. 3.

One can then prove (see [31] or [19] for details) the following result:

**Theorem 3.5.** The next-to-leading order graphs of the $1/N$ expansion of the MO model (2.1) are the infinity ones.

### 3.4 Leading and next-to-leading order series

Following [31], we compute in this subsection the radiiues of convergence and the susceptibility exponents of the leading and next-to-leading order series of the MO tensor model.

#### 3.4.1 Leading order series

The analysis of the leading order (LO) series of the MO model is identical to the one of the colored model (since one is interested to the same class of graphs, the melonic graphs, and these graphs have the same Feynman amplitude in the two cases).

We denote by $\lambda_{c,\text{LO}}$ the LO critical value of the coupling constant $\lambda$. From a mathematical point, $\lambda_{c,\text{LO}}$ is the radius of convergence of the LO series in $\lambda$.

The leading order free energy is obtained by summing over the amplitudes of melonic vacuum graphs. We are interested in the asymptotic behavior of this LO series around $\lambda_{c,\text{LO}}$

The LO connected two-point function writes

$$G_{\text{LO}}(\lambda) \sim \text{const} + \left(1 - \frac{\lambda^2}{\lambda_{c,\text{LO}}^2}\right)^{\frac{1}{2}}$$

around the critical value $\lambda_{c,\text{LO}}$ of the coupling constant in the leading order. This is related to the behavior of the LO free energy, for which we obtain

$$E_{\text{LO}}(\lambda) \sim \left(1 - \frac{\lambda^2}{\lambda_{c,\text{LO}}^2}\right)^{2-\gamma_{\text{LO}}}$$

with the susceptibility exponent (or the critical exponent), being

$$\gamma_{\text{LO}} = \frac{1}{2}.$$
two-point functions $G_{\text{LO}}$ on both sides of the 1PI NLO two-point function $\Sigma_{\text{NLO}}$ (on the r.h.s. of the figure).

This writes

$$G_{\text{NLO}} = G_{\text{LO}}^2 \Sigma_{\text{NLO}}.$$

**Figure 8.** The connected NLO 2-point function (l.h.s. of the figure) is obtained by gluing connected LO 2-point functions on both sides of the 1PI NLO 2-point function (r.h.s. of the figure).

The second identity comes from the two different combinatorial ways of obtaining 1PI NLO two-point graphs from connected LO and NLO two-point graphs, and writes

$$\Sigma_{\text{NLO}} = \lambda G_{\text{LO}} + 3 \lambda^2 G_{\text{LO}}^2 G_{\text{NLO}}, \quad (3.5)$$

where the combinatorial factor three arises from the three different internal lines of the elementary melon, on which the NLO two-point function can be inserted. The two terms above exhaust all contributions to the 1PI NLO two-point function, since any such graph contains only one tadpole due to Theorem 3.5, and thus either all melonic subgraphs are inside the tadpole (the first term) or the tadpole is a subgraph of a melonic graph (the second term).

This is illustrated in Fig. 9, where the 1PI NLO two-point function $\Sigma_{\text{NLO}}$ is represented on the l.h.s. of the figure. The remaining two drawings represent the two terms on the r.h.s. of (3.5).

**Figure 9.** Illustration of (3.5). The 1PI NLO two-point function $\Sigma_{\text{NLO}}$ is represented on the l.h.s. of the figure; the remaining two drawings represent the two terms on the r.h.s. of (3.5).

Now, putting these two identities together, we obtain first the identity

$$G_{\text{LO}}^{-2} G_{\text{NLO}} = \lambda G_{\text{LO}} + 3 \lambda^2 G_{\text{LO}}^2 G_{\text{NLO}},$$

from which we can solve for $G_{\text{NLO}}$ in terms of the connected LO two-point function

$$G_{\text{NLO}} = \frac{\lambda G_{\text{LO}}^3}{1 - 3 \lambda^2 G_{\text{LO}}^4}.$$

On the other hand, differentiating the LO two-point function relation $G_{\text{LO}} = 1 + \lambda^2 G_{\text{LO}}^4$ we get

$$\frac{\partial}{\partial \lambda^2} G_{\text{LO}} = \frac{G_{\text{LO}}^4}{1 - 4 \lambda^2 G_{\text{LO}}^3} = \frac{G_{\text{LO}}^5}{1 - 3 \lambda^2 G_{\text{LO}}^4},$$
where for the last equality we used the LO two-point function identity again. Thus, we get the expression

\[ G_{\text{NLO}} = \frac{\lambda}{G_{\text{LO}}^2} \frac{\partial}{\partial \lambda^2} G_{\text{LO}}, \]

which implies, together with \( G_{\text{LO}} \sim \text{const} + (1 - (\lambda^2/\lambda_c^2))^{1/2} \),

\[ G_{\text{NLO}} \sim \left( 1 - \frac{\lambda^2}{\lambda_c^2} \right)^{-1/2}. \]

Finally, we use the following Dyson–Schwinger equation

\[ 0 = \int d\bar{\phi} d\phi \frac{\delta}{\delta \phi_{ijk}} (\phi_{ij} e^{-S[\phi, \hat{\phi}]}) \]

We thus obtain the relation

\[ G_{\text{NLO}} = 1 - 4\lambda^2 \frac{\partial}{\partial \lambda^2} E_{\text{NLO}}, \quad (3.6) \]

relating the connected two-point function \( G_{\text{NLO}} \) to the free energy \( E_{\text{NLO}} \). Accordingly, we have \( E_{\text{NLO}} \sim (1 - (\lambda/\lambda_c)^2)^{1/2} \) from (3.6), and thus find the same critical value of the coupling constant (i.e., the radius of convergence) for the NLO series (as series in the coupling constant \( \lambda \)) as for the LO series. Nevertheless, one has a distinct value for the NLO susceptibility exponent

\[ \gamma_{\text{NLO}} = \frac{3}{2}. \]

4 Some combinatorial developments

In this section we perform a thorough combinatorial analysis of the general term of the \( 1/N \) expansion of the previous section. This follows the original article [19].

Note that the ‘+’ and ‘−’ signs canonically induce an orientation of the edges. One can thus represent MO tensor graphs as a particular class of oriented four-regular maps – see Fig. 10 for the representation of the vertex of the MO tensor graph of Fig. 1 in such a way. Moreover, we work in this section which rooted maps, i.e., a connected map with a marked edge. This allows to better handle symmetries issues when counting such combinatorial objects. In physics language, marking an edge transforms a vacuum graph into a two-point Feynman graph. One can further see this root as a fake vertex of valence two placed on some root edge.

![Figure 10. Representation of MO tensor graphs as oriented four-regular maps.](image)

We then define the cycle graph as an oriented self-loop carrying no vertex. The cycle graph is connected, has \( V = 0, F = 3 \) (one face in each type), hence has degree 0. In its rooted version, the (rooted) cycle-graph is made of an oriented tadpole incident to the root-vertex.
In this context, define the *removal* of a melon as the operation represented in Fig. 11 (where possibly \( u = v \), and possibly \( u \) or \( v \) might be the root if the MO-graph is rooted). The reverse operation (where \( e \) is allowed to be a tadpole, and is allowed to be incident to the root-vertex if the MO-graph is rooted) is called the *insertion* of a melon at an edge.

Analogously, one can define a tadpole (or loop, in graph theoretical language) removal – see Fig. 12.

One then has

**Lemma 4.1.** Let \( G \) be an MO-graph of degree \( \delta \), let \( \ell \) be a tadpole of \( G \), and let \( G' \) be the MO-graph obtained from \( G \) by erasing the tadpole and its incident vertex, as shown in Fig. 12. Then \( G' \) has degree \( \delta - 1/2 \). Hence \( G \) has at most \( 2\delta \) tadpoles.

**Proof.** The resulting graph \( G' \) has the same number of connected components as \( G \), has one vertex less, and has one face less (which has length one).

A melonic graph (see above) can then be seen as an MO graph which can be reduced to the rooted cycle graph by successive removal of melons.

Getting back to melonic insertions (see above), one needs to stress that there is an infinite number of melon free graphs of a given degree. Nevertheless, as we will explain the sequel, some particular types of subgraphs can be repeated without increasing the degree!

### 4.1 Dipoles, chains, schemes and all that

Let us now give the following definition:

**Definition 4.2.** A *dipole* is a subgraph of a (possibly rooted) MO-graph formed by a couple of vertices connected by two parallel edges containing a face of length two incident to these distinct vertices, and not passing by the root if the graph is rooted.

Accordingly, one has three distinct types of dipoles: L, R, or S, see Fig. 14 (left part). As the figure shows, each dipole has two exterior half-edges on one side and two exterior half-edges on the other side. Notice also that a double edge does not necessarily delimit a dipole, as shown in Fig. 14 (right part).
Let us also notice that a face of length two is always incident to two distinct vertices, except in the MO-graphs that are made of one vertex and two tadpoles – the infinity graphs. They have no dipole but have two faces of length two.

Let us now give the following definitions:

**Definition 4.3.** In an MO-graph $G$, a *chain* is a sequence of dipoles $d_1, \ldots, d_p$ (not passing by the root if the graph is rooted) such that for each $1 \leq i < p$, $d_i$ and $d_{i+1}$ are connected by two edges involving two half-edges on the same side of $d_i$ (left or right) and two half-edges on the same side (left or right) of $d_{i+1}$.

For an example of a chain and of a sequence of dipoles which is not a chain, see Fig. 15.

Let us now give the following definitions:

**Definition 4.4.** An *unbroken chain* is a chain for whom all the dipoles are of the same type (L, R or S).

**Definition 4.5.** A *broken chain* is a chain which is not unbroken.

**Definition 4.6.** A *proper chain* is a chain of at least two dipoles.

**Definition 4.7.** A *maximal proper chain* is a proper chain for whom there is no larger chain in the given map that the respective maximal proper chain is part of.

In a graph, one can then replace a proper chain by a *chain-vertex*. In Fig. 16, we give examples of the four possible types of unbroken proper chains, replaced by corresponding chain-vertices, marked with an appropriate graphical symbol. Note that one has two distinct cases, if the number of dipoles of type S is even or odd. The bottom part of the figure gives an example of a broken proper chain replaced by the corresponding chain-vertex.

The corresponding configurations of strands are shown in Fig. 17. Note that these are all the possible strand configurations of the MO setting.

We can now give the following definition:

**Definition 4.8.** Let $G$ be a rooted melon-free MO-graph. The *scheme* of $G$ is the graph obtained by simultaneously replacing any maximal proper chain of $G$ by the corresponding chain-vertex.

One can see how such a scheme is obtained from a melon-free graph from the example of Fig. 18.

Finally, one can give the following definition:
Figure 16. Examples of the types of unbroken proper chains; example of a broken proper chain.

Figure 17. The configurations of the strands for each type of chain-vertex.

Figure 18. Left: a rooted melon-free MO-graph. Right: the associated scheme.

Definition 4.9. A reduced scheme is a rooted melon-free MO-graph with chain-vertices and with no proper chain. Note that, by construction, the scheme of a rooted melon-free MO-graph (with no chain-vertices) is a reduced scheme.
The following result ensures that the degree definition for MO-graphs with chain-vertices is consistent with the replacement of chains by chain-vertices:

**Proposition 4.10.** Let $\mathcal{G}$ be an MO-graph with chain-vertices and let $\mathcal{G}'$ be an MO-graph with chain-vertices obtained from $\mathcal{G}$ by consistently substituting a chain-vertex by a chain of dipoles. Then the degrees of $\mathcal{G}$ and $\mathcal{G}'$ are equal.

One can then prove the following finiteness result:

**Theorem 4.11.** The set of reduced schemes of a given degree $\delta$ is finite.

The proof (see [19] for details) relies on the following lemmas:

**Lemma 4.12.** For each reduced scheme of degree $\delta$, the sum $N(G)$ of the numbers of dipoles and chain-vertices satisfies the bound: $N(G) \leq 7\delta - 1$.

**Lemma 4.13.** For $k \geq 1$ and a given degree $\delta$, there is a constant $n_{k,\delta}$ such that any connected unrooted MO-graph (without chain-vertices) of degree $\delta$ with at most $k$ dipoles has at most $n_{k,\delta}$ vertices.

In order to prove Theorem 4.11 using these two lemmas, one can explicitly construct an injective map $S \rightarrow G(S)$ which associates to a reduced scheme $S$ a rooted MO-graph with no chain-vertices. This construction can be done using the choice of canonical substitution of chain-vertices by proper chains given in Fig. 19. This substitution preserves the strand structure (hence the degree) and yields an injective mapping from MO-graphs with chain-vertices to MO-graphs without chain-vertices.

One then needs to analyze how the degree of an MO-graph with chain-vertices (not necessarily a reduced scheme, possibly with melons) evolves when removing

1) a chain-vertex,
2) a melon.

Let $\mathcal{G}$ be an MO-graph with chain-vertices, and let $m$ be a chain-vertex of $\mathcal{G}$. The removal of $m$ consists of the following operations:

(i) delete $m$ from $\mathcal{G}$;
(ii) on each side of $m$, connect together the two detached legs (without creating a new vertex).

Such a removal of a chain-vertex is represented in the left part of Fig. 20. For the removal of a dipole (of types L, R and S), see the right part of Fig. 20.

The chain-vertex $m$ is said to be

1) non-separating if $\mathcal{G}'$ has the same number of connected components as $\mathcal{G}$, and
2) separating otherwise (in which case $\mathcal{G}'$ has one more connected component).

By carefully counting the modifications made to the number of faces, vertices and connected components, one can prove the following lemma (see again [19] for details):
Figure 20. Removal of a chain-vertex (whatever its type) and of type L, R and S.

Figure 21. An illustration of the process transforming a scheme into some decorated tree of components.

Lemma 4.14.

- The degree is unchanged when removing a separating chain-vertex or a separating dipole (the degree is distributed among the resulting components).
- The degree decreases by three when removing a non-separating broken chain-vertex.
- The degree decreases by one or three when removing a non-separating unbroken chain-vertex or a non-separating dipole.

In order to prove Lemma 4.12, one needs to analyze the process of iterative removal of dipoles and chain vertices (first the non-separating ones and then the separating ones) – see again [19] for details. One can show that this process leads to a decorated tree of components. An illustration of this process transforming a scheme into some decorated tree is given in Fig. 21. The first drawing shows a reduced scheme $G$. Then, iteratively, one removes at each step a non-separating dipole or a non-separating chain-vertex (at each step the non-separating dipole or chain-vertex to be removed next is surrounded). Let $G'$ be the MO-graph with chain-vertices thus obtained (where colored edges are drawn bolder). As the last two drawings show, the removal of uncolored dipoles and chain-vertices (which are all separating) of $G'$ yields a tree of components (a tree edge is labelled $c_x$ if it comes from a chain-vertex of type $x$ and is labelled $d_x$ if it comes from an uncolored dipole of type $x$).
4.2 Generating functions, asymptotic enumeration and dominant schemes

Let us start this subsection by recalling that the generating function of rooted melonic graphs writes:

$$T(\lambda^2) = 1 + \lambda^2 (T(\lambda^2))^4$$

(see Fig. 6).

Let now \(S_0\) be the (finite) set of reduced schemes of degree \(\delta\). For each \(S \in S_0\), let \(G_S^{(\delta)}(u)\) be the generating function of rooted melon-free MO-graphs of reduced scheme \(S\).

Let \(p\) be half the number of non-root standard vertices of \(S\), \(b\) the number of broken chain-vertices, \(a\) the number of unbroken chain-vertices of type \(L\) or \(R\), \(s_e\) the number of even straight chain-vertices, and \(s_o\) the number of odd straight chain-vertices. The generating functions for

- unbroken chains of type \(L\) (resp. \(R\)) is \((\lambda^2)^2/(1 - \lambda^2)\),
- the one for even straight chains is \((\lambda^2)^2/(1 - (\lambda^2)^2)\),
- the one for odd straight chains is \((\lambda^2)^3/(1 - (\lambda^2)^2)\),
- and the one for broken chains is \((3\lambda^2)^2/(1 - 3(\lambda^2)^2) - 3(\lambda^2)^2/(1 - \lambda^2) = 6(\lambda^2)^2/((1 - 3\lambda^2)^2(1 - \lambda^2))\).

Putting all of this together leads to

$$G_S^{(\delta)}(\lambda^2) = (\lambda^2)^p \frac{(\lambda^2)^{2a}}{(1 - \lambda^2)^a} \frac{(\lambda^2)^{2s_o}}{(1 - (\lambda^2)^2)^{s_o}} \frac{(\lambda^2)^{3s_o}}{(1 - (\lambda^2)^2)^{s_o}} \frac{6^b(\lambda^2)^{2b}}{(1 - 3\lambda^2)^b(1 - \lambda^2)^b}.$$ 

Denoting by \(c\) the total number of chain-vertices and by \(s = s_e + s_o\) the total number of straight chain-vertices, this expression simplifies to

$$G_S^{(\delta)}(\lambda^2) = \frac{6^b(\lambda^2)^{p+2c+s_o}}{(1 - \lambda^2)^c-s(1 - (\lambda^2)^2)^s(1 - 3\lambda^2)^b}.$$ 

Now, in order to take melons into considerations (see equation (4.1) above), recall that a rooted melon-free MO-graph with \(2p\) non-root vertices has \(4p + 1\) edges (since the root-edge is split into two edges, see the previous subsection) where one can insert a rooted melonic subgraph.

Let us now define

$$U(\lambda^2) := \lambda^2 T(\lambda^2)^4 = T(\lambda^2) - 1.$$ 

The generating function \(F_S^{(\delta)}(\lambda^2)\) of rooted MO-graphs of reduced scheme \(S\) is then given by

$$F_S^{(\delta)}(\lambda^2) = T(\lambda^2) \frac{6^b U(\lambda^2)^{p+2c+s_o}}{(1 - U(\lambda^2))^c-s(1 - U(\lambda^2)^2)^s(1 - 3U(\lambda^2))^b},$$

(4.2)

Finally, the generating function \(F^{(\delta)}(\lambda^2)\) of rooted MO-graphs of degree \(\delta\) is simply given by

$$F^{(\delta)}(\lambda^2) = \sum_{S \in S_0} F_S^{(\delta)}(\lambda^2)$$

(see again [19] for details).

The melon generating function has its main singularity at

$$\lambda_c^2 = \frac{3^3}{2^8}.$$
Moreover, $T(\lambda^2) = \frac{4}{3}$, and
\[
(1 - 3U(\lambda^2))^{-b} \sim_{\lambda \to \lambda_c} (2^{3/2} \cdot 3^{-1/2})^{-b} (1 - \lambda^2 / \lambda_c^2)^{-b/2}.
\]
Therefore, using the expression (4.2), one concludes that the dominant schemes are those for which the number of broken chains $b$ is maximized (the larger $b$, the larger singularity order).

Using now an appropriate algorithm of iterative removal of broken chains (see again [19] for details), one obtains some tree of components. This allows to prove the following bound
\[
b \leq 4\delta - 1
\]
on the number of broken chains. If this bound is saturated then:

- all broken chains are separating,
- the component containing the root has degree zero,
- all the components of positive degree and the component containing the root are leaves of the tree and the remaining components (of degree zero) have three neighbors in the tree,
- all positive degree components have degree 1/2.

One can then prove (see again [19] for details) the following correspondence between these dominant schemes and rooted binary trees:

**Theorem 4.15.** The dominant schemes of degree $\delta$ arise from rooted binary trees with

- $2\delta + 1$ leaves,
- $2\delta - 1$ inner nodes,
- $4\delta - 1$ edges,

where

- the root-leaf is occupied by the rooted cycle-graph,
- the $2\delta$ leaves are occupied by an infinity graph,
- the $2\delta - 1$ inner nodes are occupied by the cycle graph or the quadruple edge graph,
- the $4\delta - 1$ edges are occupied by separating broken chain-vertices.

Moreover, each rooted binary tree with $2\delta + 1$ leaves yields $2^{6\delta - 2}$ dominant schemes.

In Fig. 22, one has an illustration of this correspondence for the case $\delta = 2$.

Using Corollary VI.1 of [16], one has:

**Theorem 4.16.** For $\delta$ and $n$ in $\frac{1}{2} \mathbb{Z}^+$, let $a_n^{(\delta)}$ be the number of rooted MO-graphs with $2n$ vertices and degree $\delta$. Then, $\delta$ being fixed, for $n \in \delta + \mathbb{Z}$ (and $\Gamma(\cdot)$ denoting the Euler gamma function), one has
\[
a_n^{(\delta)} \sim \text{Cat}_{2\delta - 1} \cdot \frac{3^{\delta - 3/2}}{2^{2\delta - 5/2}} \cdot \frac{n^{2\delta - 3/2}}{\Gamma(2\delta - 1/2)} \cdot \left(\frac{2^\delta}{3^3}\right)^n \quad \text{as} \quad n \to \infty,
\]
and $a_{n+1/2}^{\delta} = O(a_n^{\delta} / \sqrt{n})$ as $n \to \infty$.

Recall that one can define a tadpole erasing mechanism which keeps the degree constant (see above). Using this mechanism for the $2\delta$ tadpoles of a dominant scheme, one can prove the following planarity result:
Figure 22. (a) A rooted binary tree with 5 leaves. (b) One of the $2^{10}$ dominant schemes arising from it.

Figure 23. Planar redrawing of the scheme of Fig. 22.

**Theorem 4.17.** Each rooted melon-free MO-graph whose reduced scheme is dominant is planar.

An illustration of this planarity result is shown in Fig. 23. Moreover, one has:

**Corollary 4.18.** For each fixed $\delta \in \frac{1}{2}\mathbb{Z}_+$ and for $n \in \delta + \mathbb{Z}$, the probability that a rooted MO-graph of degree $\delta$ with $2n$ vertices is planar tends to 1 as $n \to \infty$.

This is a direct consequence of the fact that edge-substitution by melonic components preserves planarity, since it is these graphs which dominate the asymptotic expansion.

In the planar case, rooted MO-graphs correspond (bijectively) to rooted 4-regular maps and the straight faces of the MO-graph identify to the knot-components of the map, and the number of straight faces is equal to

$$V/2 + 1 - \delta,$$

with $V$ the number of vertices and $\delta$ the degree. Let us recall that straight faces are the closed circuits given by the straight stands of our tensor graphs.

One can then prove:

**Proposition 4.19.** For $n \in \frac{1}{2}\mathbb{Z}_+$ and $k \in \mathbb{Z}_+$, let $b_n^{(k)}$ be the number of rooted 4-regular planar maps with $2n$ vertices and $k$ knot-components. Then $b_n^{(k)} = 0$ for $k > n + 1$. In addition, for each fixed $\delta \in \frac{1}{2}\mathbb{Z}_+$, and for $n \in \delta + \mathbb{Z}$, $b_n^{(n+1-\delta)}$ has the same asymptotic estimate as $a_n^{(\delta)}$, given by (4.3).
5 The double scaling limit

Using the results of the previous section, we implement here the double scaling limit of the MO model. This follows the original article [27].

The contribution to the $2r$-functions are given by the dominant schemes with $r$ root edges (see [27]). Recall here that all the chains of these schemes are broken chains.

Generalizing the results of the previous section, one can show (see again [27] for details) that the set of dominant schemes with degree $\delta$ and $r$ roots, $S_{\delta,r}^{\text{dom}}$, consists in binary trees with $r$ univalent root vertices and another $2\delta$ univalent vertices. Such trees have $2\delta + r - 2$ three valent internal vertices and $4\delta + 2r - 3$ edges. The leading singular contribution to the $2r$-point function is then

$$R_{2r}^{(1)\text{sing}} = N^{3(1-r)} \sum_{\delta \in \mathbb{N}/2} \sum_{S \in S_{\delta,r}^{\text{dom}}} T(\lambda^2)^r \left[2^2 U(\lambda^2)\right]^\delta \left[1 + 3 U(\lambda^2)\right]^{2\delta + r - 2}$$

$$\times \left(\frac{6[U(\lambda^2)]^2}{[1 - U(\lambda^2)][1 - 3U(\lambda^2)]}\right)^{4\delta + 2r - 3}, \quad (5.1)$$

where for the two point function ($r = 1$) one needs to add the contribution $T(\lambda^2)$ of the degenerate dominant scheme consisting in a unique root vertex.

In the double scaling limit one compensates the $1/N$ suppression of the higher order terms in the series in equation (5.1) by the enhancement at criticality due to the $[1 - 3U(\lambda^2)]^{-1}$ factors. This is achieved by sending at the same time $N$ to infinity and $\lambda$ to criticality while keeping the double scaling parameter

$$N^{1/2} \left(1 - \frac{\lambda^2}{\lambda_c^2}\right) \equiv \kappa^{-1},$$

fixed. In the double scaling regime we get

$$T(\lambda^2) \sim \frac{4}{3} \left(1 - \sqrt{\frac{1}{6\kappa\sqrt{N}}}\right), \quad 1 - 3U(\lambda^2) \sim \sqrt{\frac{8}{3\kappa\sqrt{N}}}.$$

5.1 The two-point function

The dominant schemes are rooted binary trees which are counted by the Catalan numbers: there are $\text{Cat}_{n-1}$ such trees with $n - 1$ three valent vertices, hence with $n$ non root univalent vertices. The degree of the scheme is $\delta = n/2$ and taking into account the contribution of the degenerate scheme consisting in a unique root vertex we obtain

$$R_2^{\text{sing}} = T(\lambda^2) + \sum_{n \geq 1} \text{Cat}_{n-1} \frac{1}{N^{3/2}} T(\lambda^2) \left[2^2 U(\lambda^2)\right]^{n/2} \left[1 + 3 U(\lambda^2)\right]^{n-1}$$

$$\times \left(\frac{6[U(\lambda^2)]^2}{[1 - U(\lambda^2)][1 - 3U(\lambda^2)]}\right)^{2n-1}$$

$$= T(\lambda^2) \left(1 + \frac{1}{N^{1/2}} \frac{12 \cdot U(\lambda^2)^{5/2}}{[1 - U(\lambda^2)][1 - 3U(\lambda^2)]}\right)$$

$$\times \sum_{n \geq 0} \text{Cat}_n \left(\frac{1}{N^{1/2}} \frac{72 \cdot U(\lambda^2)^{9/2}[1 + 3U(\lambda^2)]}{[1 - U(\lambda^2)^2][1 - 3U(\lambda^2)]}\right)^n,$$
which in the double scaling limit becomes

\[ R_{2}^{DS} = \frac{4}{3} \left( 1 - \sqrt{\frac{1}{6\kappa \sqrt{N}}} \right) + \frac{4}{3} N^{\frac{1}{4}} \sqrt{\frac{\kappa}{2}} \sum_{n \geq 0} \text{Cat}_n \left( \frac{\sqrt{3}}{2} \right)^n = \frac{4}{3} \left( 1 - \sqrt{1 - 2\sqrt{3\kappa}} \right), \]

where the sum over \( n \) converges for \( \kappa < 2^{-1}3^{-\frac{1}{2}} \).

5.2 The four-point function

The dominant schemes are binary trees with two roots. There are again \( \text{Cat}_{n-1} \) such trees with \( n - 1 \) three valent vertices, but this time they have \( n - 1 \) non root univalent vertices and degree \( \delta = \frac{n - 1}{2} \). We obtain

\[ R_{4}^{(1)\, \text{sing}} = N^{-3} \sum_{n \geq 1} \frac{1}{N^{\frac{n-1}{2}}} T(\lambda^2)^2 [2^2 U(\lambda^2)]^{\frac{n-1}{2}} [1 + 3U(\lambda^2)]^{n-1} \times \left( \frac{6[U(\lambda^2)]^2}{[1 - U(\lambda^2)][1 - 3U(\lambda^2)]} \right)^{2(n-1)+1} \]
\[ = N^{-3} T(\lambda^2)^2 \left( \frac{6[U(\lambda^2)]^2}{[1 - U(\lambda^2)][1 - 3U(\lambda^2)]} \right) \times \sum_{n \geq 0} \text{Cat}_n \left( \frac{1}{N^{1/2}} \frac{72 \cdot U(\lambda^2)^9/2[1 + 3U(\lambda^2)]}{[1 - U(\lambda^2)]^2[1 - 3U(\lambda^2)]^2} \right)^n. \]

In the double scaling limit this becomes

\[ R_{4}^{(1)\, \text{DS}} = N^{-3+\frac{1}{2}} \sqrt{\frac{8\sqrt{3}}{9\sqrt{2}}} \left( 1 - \sqrt{1 - 2\sqrt{3\kappa}} \right). \]

Note that \( R_{4}^{(1)\, \text{DS}} \) is enhanced by a factor \( N^{\frac{1}{4}} \) with respect to the natural \( N \) scaling of \( R_{4}^{(1)} \). This is a consequence of the fact that the singularity of the generating function of dominant schemes boosts this four point function in double scaling.

5.3 The 2r-point function

The dominant schemes are binary trees with \( r \) roots and the double scaling limit of \( R_{2r}^{(1)} \) is

\[ R_{2r}^{(1)\, \text{DS}} \sim N^{3(1-r)} \frac{1}{2} N^{\frac{1}{4} (2r-3)} f_{2r}(\kappa), \]

for some function \( f_{2r} \) depending only on the double scaling parameter \( \kappa \). As it was the case for the four-point function, the higher point functions are also boosted in double scaling with respect to their natural scaling in \( N \).

Let us emphasize on the fact that the functions \( f_{2r}(\kappa) \) are convergent for \( 2\sqrt{3}\kappa < 1 \) and exhibit a square root singularity at the critical double scaling coupling \( \kappa_c = 2^{-1}3^{-\frac{1}{2}} \).

6 Concluding remarks and perspectives

We have reviewed in this paper the definition of the MO random tensor model and several QFT results (such as the large \( N \) expansion and the double scaling limit) related to this. From a combinatorial point of view, the dominant schemes at any order of the \( 1/N \) expansion have
been identified and carefully studied (their shapes being shown to be naturally associated to 
rooted binary trees).

A first perspective for future work appears to us to be the study from a probabilistic point 
of view of these MO dominant schemes. More concretely, it would be interesting to investigate 
to what phases these recently discovered configurations correspond. Let us recall that melon 
graphs correspond, from this point of view, to branched polymers [25].

A second, and maybe immediate, perspective for future work is the study of renormalizability 
of this type of tensor models, in the spirit of [5]. Obviously, one can also use non-trivial holonomy 
group data, thus making the contact with the original GFT framework, in the spirit of [10] 
or [11]. The drawback would of course be that one would need to add an ad-hoc propagator in 
the quadratic part of the MO action.

A distinct line of research is then given by the extension of the MO framework to classes 
of tensor models taking into consideration larger and larger classes of Feynman graphs. As 
already emphasized here, with respect to the celebrated colored-like tensor models, the MO 
model enlarges the class of Feynman graphs to be considered, but there is no reason for whom 
this model would be the one leading to the largest possible class of Feynman graphs.

On a more general basis, leaving aside the particular class of tensor models one chooses to 
work with, it appears to us that tensor models are now at a crucial point of their development. 
Thus, a first set of QFT questions have been answered (the implementation of the large \(N\) 
and double scaling limit mechanisms) for both the colored-like and MO frameworks.

Nevertheless, crucial questions remain open at this point. From the physics perspective, 
maybe the most important ones are the one of the continuous limit of random tensor models 
and of the relation of this models to quantum gravity. Ideally, this would be obtained in the 
same way it is obtained in the 2D case, where the double-scaling mechanism allows to access 
the regime of finite, non-vanishing Newton constant (since the large \(N\) limit corresponds to the 
vanishing limit of the Newton constant, while the limit \(\lambda \to \lambda_c\) corresponds to the large volume 
limit, see again the review [14] or the papers [9, 15, 20]).

From the combinatorics and mathematics perspective, an important result would be a gene-
ralization of Schaeffer [35] or BDFG bijections [8], generalization which should allow to access 
information on the geodesic. Let us recall that, at 2D, the particular interest of these bijections 
it is exactly the fact that they allow to obtain geodesic information, information which is not 
accessible through standard QFT techniques.

Another perspective is on our opinion the possibility of using tensor integrals to obtain coun-
ting theorems for maps in three (or higher) dimensions. This would be of particular importance 
for the field of combinatorics, where no such counting results are not known through standard 
combinatorial techniques.

Nevertheless, all these targets appear to us as particularly difficult to attend, since quantum 
gravity, geometry or topology in dimension higher than two are very much involved, both from 
a conceptual and from a technical point of view. Several attempts of mastering these concepts 
have been made so far, using various angles of attacks, in mathematics or physics. It thus 
remains for tensor models to obtain progress in these important directions of research in the 
future.
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