Enhancing magneto-optic effects in two-dimensional magnets by thin-film interference
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ABSTRACT

The magneto-optic Kerr effect is a powerful tool for measuring magnetism in thin films at microscopic scales, as was recently demonstrated by the major role it played in the discovery of two-dimensional (2D) ferromagnetism in monolayer CrI3 and Cr2Ge2Te6. These 2D magnets are often stacked with other 2D materials in van der Waals heterostructures on a SiO2/Si substrate, giving rise to thin-film interference. This can strongly affect magneto-optical measurements but is often not taken into account in experiments. Here, we show that thin-film interference can be used to engineer the magneto-optical signals of 2D magnetic materials and optimize them for a given experiment or setup. Using the transfer matrix method, we analyze the magneto-optical signals from realistic systems composed of van der Waals heterostructures on SiO2/Si substrates, using CrI3 as a prototypical 2D magnet, and hexagonal boron nitride to encapsulate this air-sensitive layer. We observe a strong modulation of the Kerr rotation and ellipticity, reaching several tens to hundreds of milliradians, as a function of the illumination wavelength, and the thickness of SiO2 and layers composing the van der Waals heterostructure. Similar results are obtained in heterostructures composed by other 2D magnets, such as CrCl3, CrBr3, and Cr2Ge2Te6. Designing samples for the optimal trade-off between magnitude of the magneto-optical signals and intensity of the reflected light should result in a higher sensitivity and shorter measurement times. Therefore, we expect that careful sample engineering, taking into account thin-film interference effects, will further the knowledge of magnetization in low-dimensional structures.
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effects are often not taken fully into account for the magneto-optical experiments on van der Waals magnets.\textsuperscript{35,36} This could lead to a suboptimal signal-to-noise ratio, resulting in a lower sensitivity and/or longer measurement times. Therefore, it becomes more difficult and more time-consuming to measure small changes in magnetization of 2D magnets caused by, for example, chiral spin textures in a homogeneously magnetized lattice and to measure under low-light conditions to avoid sample degradation. While some works do take into account the effect of the oxide substrate, hBN, or a polymer layer on the magneto-optical signals,\textsuperscript{37,39} a comprehensive study of thin-film interference effects for the magneto-optics in realistic samples is still lacking.

Here, we show that not only the substrate but also other materials in a van der Waals stack can greatly affect the MOKE signals and that these signals can be significantly enhanced by carefully choosing the illumination wavelength and through heterostructure engineering (Fig. 1), as is well known from other studies on thin-film interference enhancements of MOKE signals from, e.g., metallic thin films. Using a transfer matrix approach for thin-film interference, we demonstrate that the MOKE signals can reach values of tens to hundreds of milliradians at sizable reflected light intensities. In particular, we explore this effect on three systems based on 2D magnets can be measured.

We model the thin layered systems as a series of stacked parallel homogeneous layers, where the first and the last layer (being air and Si) are semi-infinite. An example of this geometry is illustrated in Fig. 1(a), where a single 2D magnetic layer of thickness \( t_{2\text{DM}} \) is on top of a SiO\(_2\)/Si substrate: monolayer CrI\(_3\), bulk CrI\(_3\), and monolayer CrI\(_3\) encapsulated in hBN (we also consider other 2D magnets, see the supplementary material). Our results show that the often disregarded hBN encapsulation used to protect the air-sensitive 2D magnet films can strongly affect the magnitude of the MOKE signals such that subtler magnetic textures in 2D magnets can be measured.

We model the thin layered systems as a series of stacked parallel homogeneous layers, where the first and the last layer (being air and Si) are semi-infinite. An example of this geometry is illustrated in Fig. 1(a), where a single 2D magnetic layer of thickness \( t_{2\text{DM}} \) is on top of a SiO\(_2\)/Si substrate: monolayer CrI\(_3\), bulk CrI\(_3\), and monolayer CrI\(_3\) encapsulated in hBN (we also consider other 2D magnets, see the supplementary material). Our results show that the often disregarded hBN encapsulation used to protect the air-sensitive 2D magnet films can strongly affect the magnitude of the MOKE signals such that subtler magnetic textures in 2D magnets can be measured.

The transfer matrix relates the components of the electric (\( \vec{E} \)) and magnetic (\( \vec{H} \)) field parallel to the layers, called \( E_{\parallel} \) and \( H_{\parallel} \), respectively, at one interface of a medium to the other one. To construct a transfer matrix, we start by describing plane waves in a single layer. We begin from the Maxwell equations in isotropic homogeneous media and consider plane waves with a frequency \( \omega \) and wave vector \( \vec{k} \) of the form \( \vec{E} = \vec{E}_0 \exp(i(\vec{k} \cdot \vec{r} - \omega t)) \), where \( t \) is the time and \( \vec{r} \) is the position in space. We can then derive the following wave equation:

\[
\varepsilon^{-1}(\vec{k} \times (\mu^{-1}(\vec{k} \times \vec{E}_0))) = -\omega^2 \vec{E}_0.
\]

Solving the above-mentioned equation yields four values for the \( z \)-component of \( \vec{k} \), \( k_z \), and four corresponding polarization eigenmodes, \( \vec{E}_{\parallel,i} \), where \( i \) labels the polarization mode. These solutions describe two plane waves traveling in the +\( z \) direction and two in the −\( z \) direction. The transfer matrix is the diagonal matrix \( \text{diag}(\exp(ik_z t_{\text{layer}})) \), which propagates the eigenmodes with wave vector components \( k_z \) from one interface to the other one over a distance \( t_{\text{layer}} \) after it is transformed from the basis of the eigenmode amplitudes to the basis of the amplitudes of the \( E_{\parallel,i} \) and \( H_{\parallel,i} \) components. The transfer matrix of the whole system is simply the product of the transfer matrices of the individual layers since \( E_{\parallel,i} \) and \( H_{\parallel,i} \) are continuous across the interfaces. This matrix is used to calculate the amplitudes of the eigenmodes of the reflected and transmitted light and from this the reflected intensity and polarization.

We apply the above-mentioned method to the system illustrated in Fig. 1(a), where the 2D ferromagnet is monolayer CrI\(_3\) with a thickness of \( t_{2\text{DM}} = 0.7 \) nm. The dielectric tensor of ferromagnetic monolayer CrI\(_3\) is taken from the study by Wu et al.,\textsuperscript{39} where it is calculated from first-principles methods taking excitonic effects into account. The dielectric constants of Si and thermally grown SiO\(_2\) are experimental values taken from the study by Herzinger et al.\textsuperscript{42} The magnetic permeability of all materials is approximated by the scalar vacuum permeability \( \mu_0 \). Using these parameters, we calculate the Kerr angle \( \theta_K \), Kerr ellipticity \( \varepsilon_K \), and reflected intensity of linearly polarized light hitting the sample at normal incidence and polar

![FIG. 1. (a) Typical 2D ferromagnet sample displaying the MOKE in the presence of thin-film interference. (b) and (c) The calculated Kerr rotation and ellipticity depend heavily on the oxide thickness and wavelength. The maximum signal occurs when the reflectivity is close to its minimum.](image-url)
configuration. The results are shown in Figs. 1(b) and 1(c) as a function of \( t_{\text{ox}} \) and wavelength, respectively.

Figure 1(b) shows a clear periodic behavior of the MOKE signals as a function of \( t_{\text{ox}} \), with a period of 216 nm, corresponding to half a wavelength in SiO\(_2\). It also shows that the Kerr angle and ellipticity attain their maximum values when the reflected intensity is close to a minimum, and vice versa. In Fig. 1(c), the largest MOKE signals are found in the wavelength range from 400 to 750 nm, where the wavelength dependence of \( \theta_K \) and \( \varepsilon_K \) is caused primarily by the wavelength dependence of the dielectric tensor of CrI\(_3\). Again, \( \theta_K \) and \( \varepsilon_K \) attain their maximum values when the reflectivity is close to a minimum. These results show that the oxide thickness and the wavelength of the light have a strong impact on the sign and magnitude of the MOKE signals. By optimizing \( t_{\text{ox}} \) or the wavelength, the signals can already change by as much as 20 mrad in this example, while still having a sizable reflectivity of more than 6%.

In order to get a complete picture of the impact of each parameter on the signals, we explore the full parameter space, varying both the wavelength and oxide thickness for a CrI\(_3\) monolayer on a SiO\(_2\)/Si substrate (Fig. 2). Besides the reflectivity, \( \theta_K \) and \( \varepsilon_K \), we also calculate the contrast for the CrI\(_3\) layer. This can be used to locate the target flake, usually a few \( \mu \)m in size and therefore hard to find on a large substrate, using a microscope or using a reflectivity scan in a laser based experiment. The contrast is defined as \( C = (I - I_0)/I_0 \), where \( I \) and \( I_0 \) are the reflected intensity of the system with and without CrI\(_3\), respectively. The reflectivity in Fig. 2 shows a clear fan pattern. The periodicity in \( t_{\text{ox}} \) in our simulated reflectivity corresponds to half a wavelength in the SiO\(_2\), which strongly suggests that this fan pattern is caused by the interference of the light reflected from the top and bottom interface of the SiO\(_2\), similar to graphene-based systems. The same pattern appears for \( C \), \( \theta_K \), and \( \varepsilon_K \), indicating that the interference in the SiO\(_2\) layer also has a large effect on the contrast and MOKE signals. Additional features at 420, 500, and 680 nm can also be seen, and they originate from the wavelength dependence of the dielectric tensor of CrI\(_3\) (see the supplementary material). By tuning both the wavelength and oxide thickness, \( \theta_K \) and \( \varepsilon_K \) can be tuned over a range of several tens of milliradians while keeping the reflectivity above 5%. Furthermore, when the Kerr rotation and ellipticity are maximized, the contrast is large as well, making it easier to locate the CrI\(_3\) using, e.g., a simple reflectivity scan.

The above-mentioned results can be compared to the experimental results from the study by Huang et al.\(^{14}\) In their experimental work, using a laser with a wavelength of 633 nm and \( t_{\text{ox}} = 285 \) nm, they obtained \( \theta_K = 5 \pm 2 \) mrad. Our theoretical result of 3.5 mrad is within the experimental error margin. Our results are also in agreement with the absence of an experimental signal at a wavelength of 780 nm for this system. We find that the MOKE signals at these wavelengths are reduced by about a factor of 10 and could easily be obscured by the experimental noise. Figure 1 also indicates that the combination of an oxide thickness of 285 nm and a laser wavelength of 633 nm does not result in the largest Kerr rotation. Using an oxide thickness of 335 nm instead would increase \( \theta_K \) by more than a factor of 4, or if the wavelength is changed to 560 nm, the Kerr rotation can increase by a factor of about 3.

The 2DM thickness can also strongly affect the MOKE signals. Figure 3 shows the dependence of the magneto-optical signals as a function of both wavelength and 2DM thickness, using the dielectric tensor of ferromagnetic bulk CrI\(_3\) taken from the study by Wu et al.\(^{39}\) While the theoretical values of \( \varepsilon_{\text{CrI}_3} \) used in our calculations differ slightly from the available experimental values,\(^{14,43}\) our main findings are not altered if we consider the experimental values. We, therefore, opt for using the theoretical values since they span a larger wavelength range. For comparison, we provide calculations using the experimental values in the supplementary material.
Interestingly, $\theta_K$ and $\varepsilon_K$ have a non-monotonic behavior, showing a strong peak and dip around a wavelength of 600 nm and a CrI$_3$ thickness of 14 nm. The extreme values of $\theta_K$ and $\varepsilon_K$ approach $\pm \pi/2$ and $\pm \pi/4$, respectively. The reflectivity at these points is around 0.2% for the maximum Kerr rotation and 0.4% for the maximum Kerr ellipticity. These extreme MOKE signals can, therefore, be very hard to detect. However, $\theta_K$ and $\varepsilon_K$ can still be changed over a range of a few hundred milliradians when tuning the wavelength and CrI$_3$ thickness, while keeping the reflectivity above 5% and having a good contrast.

Due to the air sensitivity of many 2DMs, they are often encapsulated in hBN. The presence of the hBN layers also leads to thin-film interference effects and thus can be used to engineer the magneto-optical signals as well. To explore the impact of hBN encapsulation, we study the MOKE signals in monolayer CrI$_3$ encapsulated by a top and bottom hBN flake with the same thickness $t_{\text{hBN}}$. The refractive index of hBN needed for the simulation is calculated using the single oscillator model, $n(\lambda)^2 = 1 + A\lambda^2/(\lambda_0^2 - \lambda^2)$, where $\lambda_0 = 164.4$ nm and $A = 3.263$ are determined experimentally by Lee et al. The simulation results for an oxide layer of 285 nm are shown in Fig. 4. We have also investigated the effect of the hBN thickness on the signal-to-noise ratio (see the supplementary material). A striking result is that an hBN thickness of about 10 nm, a typical thickness for hBN flakes used for encapsulation in experimental studies, can already lead to dramatic changes in the reflectivity, contrast, and Kerr signals. Therefore, one should take into account the system as a whole when engineering their heterostructures for optimal MOKE signals. The hBN encapsulation is particularly important since the wavelength and oxide thickness are usually more difficult to vary, while hBN flakes of various thicknesses can be easily found in a single exfoliation run. Therefore, in addition to protecting the 2DM against degradation, hBN encapsulation can be used as an active method for magneto-optical signal enhancement.

That the common feature in the results of the simulation of the three systems above which $\theta_K$ and $\varepsilon_K$ are maximized when the reflectivity is close to a minimum is a general and well-known phenomenon. It can be explained by the behavior of the reflection coefficients for the electric field of the two circular polarizations, $r_+$ and $r_-$, near the reflectivity minimum. In this region, the magnitude of both reflection coefficients is small, and their complex phases change rapidly with wavelength and layer thickness. The exact parameter values around which these coefficients have a minimum and change phase are different for $r_+$ and $r_-$ due to the circular birefringence and dichroism caused by the magnetic layer. Therefore, both the ellipticity, given by $\varepsilon_K = \tan^{-1}(r_+/r_-)$, and the Kerr rotation, given by $\theta_K = (\arg(r_+) - \arg(r_-))/2$, can become very large when the total reflectivity is near a minimum, as is explained in more detail in the supplementary material. On the other hand, if the reflectivity is large, both $r_+$ and $r_-$ are large, meaning that their relative difference is small and that their complex phase changes slowly with wavelength and layer thickness. This will result in a low Kerr ellipticity and rotation, respectively. Therefore, the extreme MOKE signals of, e.g., $\varepsilon_K \approx \pm \pi$ and $\theta_K \approx \pi/2$ calculated for the CrI$_3$(bulk)-SiO$_2$(285 nm)-Si stack can only occur at a low reflectivity. This reasoning is not restricted to the samples treated in this paper. A general method to increase the Kerr rotation and ellipticity of a multi-layer sample is to use a combination of wavelength and thickness of the layers that minimizes the reflectivity. A reduction in the reflectivity, and a corresponding increase in the magneto-optical signals, can also be achieved by adding new layers to the sample. Such anti-reflection coatings have been used for over half a century to enhance Kerr signals from magnetic films.

Here, we showed that thin-film interference can be a useful tool for improving magneto-optical signals in magnetic van der Waals systems. Through careful sample or heterostructure engineering, one is able to optimize their system for a particular experimental setup, improving the signal-to-noise ratio and measurement speed. The optimization of the signals can be carried out by choosing a particular illumination wavelength, substrate, thickness of the van der Waals magnet, or hBN used for encapsulation. The signal improvement, reaching several tens of milliradians, could lead to the identification of weaker signals from more delicate effects, such as chiral magnetic structures embedded in a homogeneously magnetized lattice.

See the supplementary material for the simulation details, graphs of the dielectric tensors used in the simulations, simulation results for other 2D magnetic monolayers, and an explanation for why the Kerr rotation and ellipticity are large when the reflectivity is close to a minimum.
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