GREEDY-LIKE BASES FOR SEQUENCES WITH GAPS

MIGUEL BERASATEGUI AND PABLO M. BERNÁ

Abstract. In [25], T. Oikhberg introduced and studied variants of the greedy and weak greedy algorithms for sequences with gaps, with a focus on the \(n\)-\(t\)-quasi-greedy property that is based on them. Building upon this foundation, our current work aims to further investigate these algorithms and bases while introducing new ideas for two primary purposes. Firstly, we aim to prove that for \(n\) with bounded quotient gaps, \(n\)-\(t\)-quasi-greedy bases are quasi-greedy bases. This generalization extends the result previously established in [7] to the context of Markushevich bases and, also, completes the answer to a question from [25]. The second objective is to extend certain approximation properties of the greedy algorithm to the context of sequences with gaps and study if there is a relationship between this new extension and the usual convergence.

1. Introduction and background

Let \(X\) be a separable, infinite dimensional Banach space over the field \(F = \mathbb{R}\) or \(C\), with dual space \(X^*\). A fundamental minimal system \(B = (e_i)_{i \in \mathbb{N}} \subset X\) is a sequence that satisfies the following:

i) \(X = \{e_i : i \in \mathbb{N}\}\);

ii) there is a (unique) sequence \(B^* = (e^*_i)_{i=1}^\infty \subset X^*\) of biorthogonal functionals, that is, \(e^*_k(e_i) = \delta_{k,i}\) for all \(k, i \in \mathbb{N}\).

If \(B\) verifies the above conditions and \(e^*_i(x) = 0 \quad \forall i \in \mathbb{N} \implies x = 0\) (totality), we say that \(B\) is a Markushevich basis. If there is also a positive constant \(C\) such that

\[
\|S_m(x)\| \leq C\|x\| \quad \forall x \in X, \forall m \in \mathbb{N},
\]

where \(S_m\) is the \(m\)th partial sum \(\sum_{i=1}^{m} e^*_i(x)e_i\), we say that \(B\) is a Schauder basis. Its basis constant \(K_B\) is the minimum \(C\) for which this inequality holds. If \(K_B = 1\), the Schauder basis is monotone, and it is bimonotone if \(K_B = 1\) and \(\|x - S_m(x)\| \leq \|x\|\) for all \(x \in X\) and \(m \in \mathbb{N}\).

If there is \(C > 0\) such that

\[
\|P_A(x)\| \leq C\|x\| \quad \forall x \in X, \forall A \subset \mathbb{N} : |A| < \infty,
\]

where \(P_A = P_{B,A}\) is the projection on \(A\) with respect to \(B\) (that is \(P_A(x) = \sum_{i \in A} e^*_i(x)e_i\)), we say that \(B\) is suppression unconditional. The suppression unconditionality constant

\[2020\ Mathematics\ Subject\ Classification.\ 41A65,\ 41A46,\ 46B15,\ 46B45.\]

Key words and phrases. Non-linear approximation, greedy bases, weak greedy algorithm, quasi-greedy bases.

The first author was supported by ANPCyT PICT-2018-04104. The second author was supported by the grant PID2019-105599GB-I00 (Agencia Estatal de Investigación, Spain).

1
given by P. Wojtaszczyk in \[ \text{such that} \]
\[
\| \sum_{j \in \mathbb{N}} a_j e_j(x)e_j \| \leq C \|x\|, \quad \forall x \in \mathcal{X}, \forall (a_j)_{j \in \mathbb{N}} \subset \mathbb{F} : |a_j| \leq 1, \forall j \in \mathbb{N},
\]
for some \( C > 0 \).

Hereinafter, by a \textit{basis} for \( \mathcal{X} \) we mean a fundamental minimal system \( \mathcal{B} \) such that both \( \mathcal{B} \) and \( \mathcal{B}^* \) are semi-normalized, that is
\[
0 < \inf_{i \in \mathbb{N}} \min \{ \|e_i\|, \|e_i^*\| \} \leq \sup_{i \in \mathbb{N}} \max \{ \|e_i\|, \|e_i^*\| \} < \infty.
\]

We will use \( \mathcal{B} \) to denote a basis, and we define positive constants \( \alpha_1, \alpha_2, \alpha_3 \) as follows:
\[
\alpha_1 := \sup_{i \in \mathbb{N}} \|e_i\|, \quad \alpha_2 := \sup_{i \in \mathbb{N}} \|e_i^*\|, \quad \text{and} \quad \alpha_3 := \sup_{i \in \mathbb{N}} \|e_i\|, \|e_i^*\|.
\]

In 1999, S. V. Konyagin and V. N. Temlyakov introduced the Thresholding Greedy Algorithm (TGA), which is one of the most important algorithms in the field of non-linear approximation, and has been studied by researchers such as F. Albiac, J. L. Ansorena, S. J. Dilworth, G. Garrigós, E. Hernández, N. J. Kalton, D. Kutzarova, V. N. Temlyakov and P. Wojtaszczyk, among others. The algorithm essentially chooses for each \( x \in \mathcal{X} \) the largest coefficients in modulus with respect to a basis. Here, we consider a relaxed version of this algorithm introduced by V. N. Temlyakov in [27]. Fix \( t \in (0, 1] \). We say that a set \( A(x, t) := A \) is a \textbf{\( t \)-greedy set} for \( x \in \mathcal{X} \) if
\[
\min_{i \in A} |e_i^*(x)| \geq t \max_{i \notin A} |e_i^*(x)|.
\]

A \textbf{\( t \)-greedy sum} of order \( m \) (or an \( m \)-term \( t \)-greedy sum) is the projection
\[
G^t_m(x) = \sum_{i \in A} e_i^*(x)e_i,
\]
where \( A \) is a \( t \)-greedy set of cardinality \( m \). The collection \( (G^t_m)_{m=1}^{\infty} \) is called the \textbf{Weak Thresholding Greedy Algorithm} (WTGA) (see [26, 27]), and we denote by \( \mathcal{G}^t_m \) the collection of \( t \)-greedy sums \( G^t_m \) with \( m \in \mathbb{N} \). Also, we denote by \( \mathcal{G}(x, m, t) \) the set of all \( t \)-greedy sets for \( x \) of cardinality \( m \).

If \( t = 1 \), we talk about greedy sets and greedy sums \( \mathcal{G}_m \) (see [23]).

Different types of convergence of these algorithms have been studied in several papers, for instance [16, 17, 23]. For \( t = 1 \), a central concept in these studies is the notion of quasi-greediness ([23]).

\textbf{Definition 1.1.} \textit{We say that} \( \mathcal{B} \) \textit{is quasi-greedy if there exists a positive constant} \( C \) \textit{such that}
\[
\|G_m(x)\| \leq C \|x\|, \quad \forall x \in \mathcal{X}, \forall m \in \mathbb{N}.
\]

The relation between quasi-greediness and the convergence of the algorithm was given by P. Wojtaszczyk in [29]: a basis is quasi-greedy if and only
\[
\lim_n G_n(x) = x, \quad \forall x \in \mathcal{X}.
\]

In 2015, T. Oikhberg introduced and studied a variant of the WTGA where only the \( t \)-greedy sums with order in a given strictly increasing sequence of positive integers \( n = (n_k)_{k=1}^{\infty} \) are considered [25]. Oikhberg’s central definition is as follows: given
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\[ n = (n_k)_{k=1}^{\infty} \subset \mathbb{N} \] a strictly increasing sequence \( n_1 < n_2 < \ldots \), a basis \( B \) is \( n-t \)-quasi-greedy if

\[ \lim_{k} G_{n_k}^{t}(x) = x, \quad (1.1) \]

for any \( x \in X \) and any choice of \( t \)-greedy sums \( G_{n_k}^{t}(x) \).

Of course, if the basis is quasi-greedy, it is \( n \)-quasi-greedy for any sequence \( n \); moreover, it is also \( n-t \)-quasi greedy for all \( 0 < t \leq 1 \) (see [25, Theorem 2.1], [24, Lemmas 2.1, 2.3], [19, Proposition 4.5], [18, Lemma 2.1, Lemma 6.3], and Lemma 6.10). The reciprocal is false as [25, Proposition 3.1] shows.

The study of \( n-t \)-quasi-greedy bases can be of interest for the following reasons: first, as pointed out in [25, Questions 2,3], there are classical spaces that do not have a quasi-greedy basis - e.g., \( C[0,1] \), see [17] - or a uniformly bounded quasi-greedy basis - e.g., \( L_1[0,1] \) - so one may study whether it is possible to obtain bases (or uniformly bounded bases) where the greedy algorithm at least converges through a subsequence. Second, and in a more general setting, the study of \( n-t \)-quasi greedy bases sheds light on general properties of the convergence of the greedy algorithm, advancing the theory on the TGA. For example, quasi-greedy bases are the weakest bases for which the greedy sums converge for all \( x \in X \). If we can find the sequences for which \( n \)-quasi-greedy bases are quasi-greedy, we obtain formally weaker conditions that guarantee said convergence, and a method that may simplify the construction of quasi-greedy bases with properties of interest, as well as the determination of whether a basis is quasi-greedy. A partial result in this direction was proven in [25, Proposition 4.1], for sequences that are crude bases (see [25]). In this work, we make further progress on this front, completing the characterization of the sequences for which the aforementioned implication holds - which is based on the following classification.

**Definition 1.2.** Let \( n = (n_k)_{k \in \mathbb{N}} \) be a strictly increasing sequence of natural numbers. The quotient gaps of the sequence are the quotients \( \frac{n_{k+1}}{n_k} \), when \( n_{k+1} > n_k + 1 \), and we say that \( n \) has arbitrarily large quotient gaps if

\[ \limsup_{k \to +\infty} \frac{n_{k+1}}{n_k} = +\infty. \]

Alternatively, for \( l \in \mathbb{N}_{>1} \), we say that \( n \) has \( l \)-bounded quotient gaps if it has gaps - i.e., \( n \notin \mathbb{N} \) - and

\[ \frac{n_{k+1}}{n_k} \leq l, \]

for all \( k \in \mathbb{N} \), and we say that it has bounded quotient gaps if it has \( l \)-bounded quotient gaps for some natural number \( l \geq 2 \).

In [25, Proposition 3.1], it was proven that if \( n \) has arbitrarily large quotient gaps, there are \( n-t \)-quasi greedy bases that are not quasi-greedy; in fact, the construction gives Schauder bases with these properties. In the other direction, the author asked whether \( n-t \) quasi-greedy bases that are not quasi-greedy are possible possible for some sequences that grow exponentially or even more slowly ([25, Question 6.4]). A partial result was obtained in [7, Theorem 5.2], where it was shown that the answer is negative for Schauder bases. However, the general question remained open; the main obstacle was that some the techniques used in [25] and [7] to prove the previously mentioned partial results seem to rely crucially on further conditions on either the
sequence or the basis, and thus appear not suitable for the general case. In this work, we combine recent results from [1] and [8] and use a threshold property from [17] to complete the characterization: \( n \)-\( t \)-quasi-greediness entails quasi-greediness if and only if \( n \) has bounded quotient gaps.

In addition to the study of \( n \)-\( t \)-quasi-greedy bases, we continue the general study of the greedy algorithm for sequences with gaps, extending to our context some of the notions of greedy-type bases, with an eye on either finding formally weaker characterizations of well-known greedy-like bases or - alternatively - finding cases where it is possible to have only a weaker form of convergence of a greedy-like algorithm through a subsequence.

This paper is organized as follows: in Section 2, we study \( n \)-\( t \)-quasi-greedy bases and prove our main result, Theorem 2.11. In Section 3, we define \( n \)-bidemocracy and study duality of \( n \)-\( t \)-quasi-greedy bases. In Sections 4 and 5, we study the extensions of unconditionality and semi-greediness to our context, respectively. In Section 6, we introduce and study \( n \)-partially greedy and \( n \)-strong partially greedy bases. In Section 7, we consider a family of examples that is used throughout the paper. Finally, in Section 8, we pose some questions for future research.

We will also use the following notation throughout the paper - in addition to that already introduced: for \( A \) and \( B \) subsets of \( \mathbb{N} \), we write \( A < B \) to mean that \( \max A < \min B \). If \( m \in \mathbb{N} \), we write \( m < A \) and \( A < m \) for \( \{m\} < A \) and \( A < \{m\} \) respectively, and we use the symbols “\( > \)”, “\( \geq \)” and “\( \leq \)” similarly.

Also, \( A \cup B \) means the union of \( A \) and \( B \) with \( A \cap B = \emptyset \), and \( \mathbb{N}_k \) means the set \( \mathbb{N} \setminus \{1, \ldots, k\} \).

For \( A \subset \mathbb{N} \) finite, \( \Psi_A \) denotes the set of all collections of sequences \( \varepsilon = (\varepsilon_i)_{i \in A} \subset \mathbb{F} \) such that \( |\varepsilon|_A = 1 \) and

\[
1_{\varepsilon_A}[B, X] := \sum_{i \in A} \varepsilon_i e_i.
\]

If \( \varepsilon \equiv 1 \), we just write \( 1_A \). Also, every time we have index sets \( A \subset B \) and \( \varepsilon \in \Psi_B \), we write \( 1_{\varepsilon_A} \) considering the natural restriction of \( \varepsilon \) to \( A \), with the convention that \( 1_{\varepsilon_A} = 0 \) if \( A = \emptyset \)

As usual, by \( \text{supp}(x) = \text{supp}_B(x) \) we denote the support of \( x \in X \), that is, the set \( \{i \in \mathbb{N} : e_i^*(x) \neq 0\} \), and \( P_A \) with \( A \) a finite set denotes the projection operator, that is,

\[
P_A(x) = \sum_{i \in A} e_i^*(x)e_i,
\]

as before with the convention that the sum is zero if \( A = \emptyset \). Also, for \( x \in X \), \( \varepsilon(x) \) denotes de sequence of signs \( \text{sign}(e_i^*(x))_{i \in \mathbb{N}} \), where \( \text{sign}(0) := 1 \).

Although T. Oikhberg defined \( n \)-\( t \)-quasi-greedy bases using the condition (1.1), for our purposes we use the following definition - which is equivalent by [25, Theorem 2.1].

**Definition 1.3.** Let \( n = (n_k)_{k=1}^\infty \) be a strictly increasing sequence of natural numbers. We say that \( B \) is \( n \)-\( t \)-\( \text{quasi-greedy} \) if there exists a positive constant \( C \) such that

\[
\|G_n^t(x)\| \leq C\|x\|, \forall x \in X, \forall G_n^t(x) \in G_n^t(x), \forall n \in n,
\]
where $G^t_n(x)$ denotes the set of all $n$-term $t$-greedy sums of $x$.

Alternatively, we say that $B$ is $n$-t-suppression-quasi-greedy if there exists a positive constant $C$ such that

$$\|x - G^t_n(x)\| \leq C\|x\|, \forall x \in X, \forall G^t_n(x) \in G^t_n(x), \forall n \in \mathbb{N}. \quad (1.3)$$

We denote by $C_{q,t}$ and $C_{sq,t}$ the smallest constants verifying (1.2) and (1.3), respectively, and we say that $B$ is $C_{q,t}$-$n$-t-quasi-greedy and $C_{sq,t}$-$n$-t-suppression-quasi-greedy.

While a sequence $n$ has gaps if and only if $n \notin \mathbb{N}$, for convenience we will allow $n = \mathbb{N}$ in our definitions and statements unless otherwise specified.

**Remark 1.4.** For $n = \mathbb{N}$ and $t = 1$, we recover the classical definitions of quasi-greediness (see [23]).

We will use the following notation for $n$-t-quasi-greedy bases:

- If $n = \mathbb{N}$, we say that $B$ is $C_{q,t}$-$t$-quasi-greedy (resp. $C_{sq,t}$-$t$-suppression-quasi-greedy).
- If $t = 1$, we say that $B$ is $C_{q}$-$n$-quasi-greedy (resp. $C_{sq}$-$n$-suppression-quasi-greedy).
- If $t = 1$ and $n = \mathbb{N}$, we say that $B$ is $C_{q}$-$n$-quasi-greedy (resp. $C_{sq}$-$n$-suppression-quasi-greedy).
- If $n$ and $m$ are two sequences and $B$ is both $n$-$t$-$QG$ and $m$-$t$-$QG$, we write $C_{sq,t,n}$ (or $C_{q,t,n}$) and $C_{sq,t,m}$ (resp. $C_{q,t,m}$) to distinguish them, also with the convention that we do not write $t$ when $t = 1$.

Finally, we let

$$\kappa := \begin{cases} 1 & \text{if } F = \mathbb{R}, \\ 2 & \text{if } F = \mathbb{C}. \end{cases}$$

### 2. $n$-Quasi-Greedy Bases.

In this section, we continue the study of $n$-t-quasi-greedy bases and prove our main result, which shows that $n$-quasi-greedy bases are quasi-greedy if $n$ has bounded quotient gaps. Additionally, we obtain a result for $n$-t-quasi-greedy bases when $n$ has arbitrarily large quotient gaps, which gives a partial answer to [25, Question 6.4]. A key property in our study is thresholding boundedness, first introduced in [16].

**Definition 2.1.** Let $B$ be a basis for a Banach space $X$ and define

$$Q := \{x \in X : \sup_{i \in \mathbb{N}} |e_i^*(x)| \leq 1\}$$

and, for each $0 < t \leq 1$ and each $x \in Q$,

$$A(x,a) := \{i \in \mathbb{N} : |e_i^*(x)| \geq a\}.$$

We say that $B$ is thresholding bounded if, for each $0 < t \leq 1$, there is $C_t > 0$ such that

$$\|P_{A(x,t)}(x)\| \leq C_t\|x\| \quad \forall x \in Q.$$

The function $\theta$ is defined on $(0,1]$ so that for each $0 < t \leq 1$, $\theta(t)$ is the minimum $C_t$ for which the above inequality holds. We also define $\theta c(t)$ as the minimum $K_t$ such that

$$\|x - P_{A(x,t)}(x)\| \leq K_t\|x\| \quad \forall x \in Q.$$
Note that - by scaling - $B$ is quasi-greedy if and only if $\theta$ (equivalently, $\theta_c$) is bounded (see for example [16]).

**Remark 2.2.** It is known that $\theta$ is non-increasing [16, Proposition 4.1]. We note that the same holds for $\theta_c$: Indeed, given $x \in Q$ and $0 < t_1 < t_2 \leq 1$, we have
\[
\|x - P_{A(t_2)}(x)\| = \frac{t_2}{t_1} \left\| \frac{t_1}{t_2} x - P_{A(t_2)}(\frac{t_1}{t_2}) \right\| \leq \frac{t_2}{t_1} \theta_c(t_1) \left\| \frac{t_1}{t_2} x \right\| = \theta_c(t_1) \|x\|.
\]

For the proof of Theorem 2.11, it is convenient to define two more variants of $\theta$ and $\theta_c$ as follows: Let
\[
Q_0 := \{x \in Q : |e_j^*(x)| / |e_k^*(x)| \forall k, j \in \text{supp}(x) : k \neq j\}.
\]
Now given a thresholding bounded basis $B$, let $\vartheta$ and $\vartheta_c$ be the minima defined as $\theta$ and $\theta_c$ but in terms of elements of $Q_0$ instead of $Q$. Clearly $\vartheta \leq \theta$ and $\vartheta_c \leq \theta_c$, and both $\vartheta$ and $\vartheta_c$ are non-increasing for the same reasons that hold for $\theta$ and $\theta_c$ respectively. Also, by density, scaling and a standard small perturbation argument, $B$ is quasi-greedy if and only if $\vartheta$ (equivalently, $\vartheta_c$) is bounded.

**Remark 2.3.** Note that if $x \in Q_0$, $A \in G(x, m, 1)$ for some $m \in \mathbb{N}$, and there is $j \notin A$ such that $e_j^*(x) \neq 0$, then there is $0 < t \leq 1$ such that $A(t) = A(x, t)$. This property - which does not hold for elements of $Q$ in general - will allow us to simplify the proof of Theorem 2.11.

**Remark 2.4.** Note also that for all $0 < t \leq 1$,
\begin{align*}
\theta(t) &\leq 1 + \theta_c(t); \\
\vartheta(t) &\leq 1 + \vartheta_c(t); \\
\theta_c(t) &\leq 1 + \theta(t); \\
\vartheta_c(t) &\leq 1 + \vartheta(t);
\end{align*}

It was proven in [16, Proposition 4.5] that thresholding boundedness is equivalent to near unconditionality, a property introduced by Elton in 1978 [22].

**Definition 2.5.** A basis $B$ be a basis for a Banach space $X$ nearly unconditional if, for each $0 < t \leq 1$, there is $C_t > 0$ such that
\[
\|P_B(x)\| \leq C_t \|x\| \quad \forall x \in Q \forall B \subset A(x, t).
\]
The near unconditionality function $\phi$ is defined on $(0, 1]$ so that for each $0 < t \leq 1$, $\phi(t)$ is the minimum $C_t$ for which the above inequality holds.

Recently, it has been shown that near unconditionality and thresholding boundedness are also equivalent to near truncation quasi-greediness [3, Theorem 3.4] and to quasi-greediness for largest coefficients ([1, Theorem 2.6]. We will use the latter equivalence in the proof of Theorem 2.11.

**Definition 2.6.** [4, Definition 4.6] We say that $B$ is quasi-greedy for largest coefficients if there exists a positive constant $C$ such that
\[
\|1_{xA}\| \leq C \|1_{xA} + x\| \quad (2.1)
\]
for every $A \subset \mathbb{N}$ finite, $\varepsilon \in \Psi_A$, and all $x \in Q$ such that $\text{supp}(x) \cap A = \emptyset$. The smallest constant verifying (2.1) is denoted by $C_{ql}$ and we say that $B$ is $C_{ql}$-quasi-greedy for largest coefficients.

Combining the aforementioned equivalence with [8, Proposition 6] we immediately obtain the following result.
Corollary 2.7. Let $\mathcal{B}$ be a basis for a Banach space $X$, and $n$ a sequence with bounded quotient gaps. If $\mathcal{B}$ is $n$-quasi-greedy, it is thresholding bounded.

To further simplify the proof of Theorem 2.11, we give first some auxiliary results that will allow us to replace a sequence $n$ with one that is more suitable to that end. Given a sequence $n$ and $j \in \mathbb{N}$, following [25] by $j \ast n$ we denote the only strictly increasing sequence $m = (m_k)_{k \in \mathbb{N}}$ with the property that for each $m \in \mathbb{N}$, there is $k \in \mathbb{N}$ such that $m = m_k$ if and only if $m$ can be written as a sum

$$m = n_{k_1} + \cdots + n_{k_l},$$

where $1 \leq j_1 \leq j$ and $k_1, \ldots, k_l$ are any (possibly repeated) natural numbers.

Lemma 2.8. Let $\mathcal{B}$ be a $C_{sq,l}^t$-QG basis for a Banach space $X$. Suppose $x \in X$ and $A$ is a $t$-greedy set for $x$ with $|A| \in m \ast n$. Then

$$\|x - P_A(x)\| \leq C_{sq,t}^m \|x\|.$$

Proof. This follows at once from the proof of [25, Proposition 4.1]

Lemma 2.9. Let $l \in \mathbb{N}_{\geq 2}$ and let $n$ be a sequence with $l$-bounded quotient gaps. Then either $l \ast n$ has 2-bounded quotient gaps or $l \ast n = \mathbb{N}$.

Proof. Suppose $l \ast n \not= \mathbb{N}$, pick $1 \leq l_0 \leq l$ and choose $(k_j)_{1 \leq j \leq l_0}$ a finite sequence of natural numbers with the property that either $l_0 = 1$ or $k_j \leq k_{j+1}$ for all $1 \leq j \leq l_0 - 1$.

Let $m = \sum_{j=1}^{l_0} n_{k_j}$. We have to find $m' \in l \ast n$ such that $m < m' \leq 2m$.

- If $l_0 = 1$, then trivially $2m = 2n_{k_1} = m' = n_{k_1} + n_{k_1} = m$.
- If $1 < l_0 < l$, then
  $$2m = 2 \sum_{j=1}^{l_0} n_{k_j} > m' = n_{k_1} + \sum_{j=1}^{l_0} n_{k_j} > \sum_{j=1}^{l_0} n_{k_j} = m.$$

- If $l_0 = l > 1$, and $k_1 < k_l$, then
  $$2m = 2 \sum_{j=1}^{l} n_{k_j} = 2n_{k_1} + 2 \sum_{j=1}^{l} n_{k_j} > m' = n_{k_1} + \sum_{j=2}^{l} n_{k_j} > \sum_{j=1}^{l} n_{k_j} = m.$$

- If $l_0 = l > 1$ and $k_1 = k_l$, then $k_j = k_l$ for all $1 \leq j \leq l$. Hence,
  $$2m = 2 \sum_{j=1}^{l} n_{k_j} = 2n_{k_l} = m' = n_{k_{l+1}} + (l - 1)n_{k_l} > \sum_{j=1}^{l} n_{k_j} = m.$$

As we have considered all possible cases, the proof is complete.

Corollary 2.10. Let $n$ be a sequence with $l$-bounded quotient gaps, and $\mathcal{B}$ an $n$-quasi-greedy basis for a Banach space $X$. There is a sequence $m = (m_k)_{k \in \mathbb{N}}$ with $n_1 = 1$ such that $\mathcal{B}$ is $m$-quasi-greedy with $C_{sq,n} \leq \max\{1 + \alpha_1 \alpha_2 (n_1 - 1), C_{sq,n}^t\}$, and either $m$ has 2-bounded quotient gaps or $m = \mathbb{N}$.

Proof. By Lemma 2.8, $\mathcal{B}$ is $l \ast n$-QG with $C_{sq,l \ast n} \leq C_{sq,n}^t$, and by Lemma 2.9, either $l \ast n$ has 2-bounded quotient gaps or $l \ast n = \mathbb{N}$. If $n_1 = 1$, there is nothing else to prove. If $n_1 > 1$, let $m$ be the (strictly increasing) sequence obtained from $l \ast n$ by adding all
natural numbers smaller than $n_1$. Then it is immediate that if $m \notin \mathbb{N}$, then $m$ has 2-bounded quotient gaps. Given that
\[ \|x - P_A(x)\| \leq (1 + (n_1 - 1)\alpha_1\alpha_2)\|x\| \]
for every $A \subset \mathbb{N}$ with $|A| < n_1$, we conclude that $B$ is $m$-QG with constant as in the statement. \hspace{1cm} \Box

Now we prove our main result.

**Theorem 2.11.** Let $n$ be a sequence with bounded quotient gaps. If $B$ is an $n$-quasi-greedy Markushevich basis for a Banach space $X$, it is quasi-greedy.

**Proof.** By Corollary 2.10, we may assume that $n$ has 2-bounded quotient gaps and $n_1 = 1$.

Suppose, to obtain a contradiction, that $B$ is not quasi-greedy, so
\[ \vartheta_c(t) \xrightarrow{t \to 0^+} \infty. \]

By Corollary 2.7, $B$ is thresholding bounded. We have the following:

**Claim:** There is $d_1 > 0$ such that
\[ \vartheta_c(t) \leq d_1 \left( 1 + \left( \log \left( \frac{1}{t} \right) \right)^{d_1} \right) \quad \forall 0 < t \leq 1. \tag{2.2} \]

To prove the claim first choose $0 < t_0 < e^{-1}$ so that $\vartheta_c(t_0) \geq C_{sq}^2$. Fix $0 < t \leq t_0$, choose $x \in \mathcal{Q}_0$, and set $A := A(x, t^2)$. To find an upper bound for $\|x - P_A(x)\|$, we may assume $0 \neq P_A(x) \neq x$. Now we proceed by case analysis:

Case 1. If $|A| \in n$, then by our choice of $t_0$ and the fact that $\vartheta_c$ is non-increasing, we have $\|x - P_A(x)\| \leq C_{sq}\|x\| \leq \vartheta_c(t)\|x\|$.

Case 2. If there are $k_1, k_2 \in \mathbb{N}$ such that $|A| = n_{k_1} + n_{k_2}$, then by the above considerations and Lemma 2.8,
\[ \|x - P_A(x)\| \leq C_{sq}^2\|x\| \leq \vartheta_c(t)\|x\|. \]

Case 3. If neither of the above cases holds, define
\[ k_0 := \max_{k \in \mathbb{N}} \{ n_k < |A| \}, \]
choose $B \subset A$ so that $B \in \mathcal{G}(x, n_{k_0}, 1)$, and let $m_1 := |A| - |B|$. Note that $1 \leq m_1 < n_{k_0}$. Choose $D_1 \subset B$ so that $D_1 \in \mathcal{G}(x, m_1, 1)$ and let $D_2 := A \setminus B$. Note that $D_2 \in \mathcal{G}(x - P_B(x), m_1, 1)$. For $j = 1, 2$, set
\[ b_j := \max_{k \in D_j} |e_k^*(x)|; \quad a_j := \min_{k \in D_j} |e_k^*(x)|. \]

It follows by construction that
\[ t^2 \leq a_2 \leq b_2 = \max_{k \in D_2 \subset A \setminus B} |e_k^*(x)| \leq \min_{k \in B} |e_k^*(x)| \leq a_1 \]
\[ \leq b_1 = \max_{k \in A} |e_k^*(x)| = \max_{k \in B} |e_k^*(x)| = \|x\|_{\ell_\infty}. \]

Thus,
\[ t^2 \leq \min_{k \in A} |e_k^*(x)| \leq \frac{\min_{k \in A} |e_k^*(x)|}{\max_{k \in A} |e_k^*(x)|} = \frac{\min_{k \in B} |e_k^*(x)|}{\min_{k \in B} |e_k^*(x)|} \frac{\min_{k \in B} |e_k^*(x)|}{\max_{k \in B} |e_k^*(x)|} \leq \frac{a_2}{b_2} \frac{a_1}{b_1}. \]
Hence, there is $1 \leq j_0 \leq 2$ such that
\[
\frac{a_{j_0}}{b_{j_0}} \geq t.
\]

Case 3 a. If $j_0 = 1$, let $x_1 := x - P_{D_1}(x)$. We have
\[
b_1^{-1} x \in \mathcal{Q}_0; \quad D_1 \subset A \left( b_1^{-1} x, t \right).
\]
By Remark 2.3, $D_1 = A \left( b_1^{-1} x, t_1 \right)$ for some $t \leq t_1 \leq 1$, so
\[
\|x_1\| = b_1 \left\| \frac{x}{b_1} - P_{D_1} \left( \frac{x}{b_1} \right) \right\| \leq b_1 \vartheta_c \left( t_1 \right) \|x\| \leq \vartheta_c \left( t \right) \|x\|.
\]
Now $A \cap D_1 \in \mathcal{G} \left( x_1, n_{k_0}, 1 \right)$, so
\[
\|x - P_A(x)\| = \|x_1 - P_{A \cap D_1}(x_1)\| \leq C_{sq} \|x_1\| \leq C_{sq} \vartheta_c \left( t \right) \|x\|. \tag{2.3}
\]

Case 3 b. If $j_0 = 2$, let $x_1 := x - P_B(x)$. We have
\[
\|x_1\| \leq C_{sq} \|x\|; \quad b_2^{-1} x_1 \in \mathcal{Q}_0; \quad D_2 \subset A \left( b_2^{-1} x_1, t \right).
\]
Given that $D_2 \in \mathcal{G} \left( b_2^{-1} x_1, m_1, 1 \right)$, as before there is $t \leq t_1 \leq 1$ such that
\[
D_2 = A \left( b_2^{-1} x_1, t_1 \right), \quad \text{so}
\]
\[
\|x_1 - P_{D_2}(x_1)\| = b_2 \left\| \frac{x_1}{b_2} - P_{D_2} \left( \frac{x_1}{b_2} \right) \right\| \leq \vartheta_c \left( t_1 \right) \|x_1\| \leq \vartheta_c \left( t \right) \|x_1\|.
\]
Given that $x_1 - P_{D_2}(x_1) = x - P_A(x)$, a combination of the above estimates gives
\[
\|x - P_A(x)\| \leq C_{sq} \vartheta_c \left( t \right) \|x\|. \tag{2.4}
\]
From the estimates for Case 1. and Case 2., together with (2.3) and (2.4), taking supremum and considering that $0 < t \leq t_0$ is arbitrary we conclude that
\[
\vartheta_c \left( t^2 \right) \leq C_{sq} \vartheta_c \left( t \right) \forall 0 < t \leq t_0. \tag{2.5}
\]
To complete the proof of the claim, we use a variant of part of the argument of [1, Proposition 3.4]. First note that for each $0 < t \leq t_0$,
\[
\vartheta_c \left( t^4 \right) = \vartheta_c \left( \left( t^2 \right)^2 \right) \leq C_{sq} \vartheta_c \left( t^2 \right) \leq C_{sq}^2 \vartheta_c \left( t \right).
\]
Inductively, it follows that
\[
\vartheta_c \left( t^{2^n} \right) \leq C_{sq}^{2^n} \vartheta_c \left( t \right) \forall 0 < t \leq t_0, \forall n \in \mathbb{N}. \tag{2.6}
\]
Since $\mathcal{B}$ is not quasi-greedy $C_{sq} > 1$ by [7, Theorem 3.8], so there is $d > 0$ such that
\[
C_{sq} = 2^d. \tag{2.7}
\]
Now pick $0 < a < t_0^2$, and choose $t_0^2 \leq t \leq t_0$ and $n \in \mathbb{N}$ so that $a = t_0^{2^n}$. From (2.6) and (2.7), considering that $0 < t \leq t_0 < e^{-1}$ and $\vartheta$ is non-increasing, it follows that
\[
\vartheta_c \left( a \right) = \vartheta_c \left( t_0^{2^n} \right) \leq C_{sq}^{2^n} \vartheta_c \left( t \right) = 2^{dn} \vartheta_c \left( t \right) = \left( \frac{\log \left( \frac{1}{a} \right)}{\log \left( \frac{1}{t} \right)} \right)^d \vartheta_c \left( t \right) \leq \vartheta_c \left( t_0^2 \right) \left( 1 + \log^d \left( \frac{1}{a} \right) \right)
\]
\[
\leq d_1 \left( 1 + \log^d \left( \frac{1}{a} \right) \right),
\]
where
\[ d_1 := \max \{ d, \vartheta_c (t_0^2) \}. \]

Since \( \vartheta \) is non-increasing, \( \vartheta_c (t) \leq d_1 \) for all \( t_0^2 \leq t \leq 1 \), and our claim is proven.

Now fix \( 0 < t < 1, x \in \mathbb{Q}_0 \), and let \( A := A(x, t) \). As before, we may assume \( 0 \notin P_A(x) \). We consider the following cases:

Case (i) If \( |A| \in n \) or \( |A| \in 2 \ast n \), then by Lemma 2.8
\[ \| x - P_A(x) \| \leq C_{sq}^2 \| x \|. \]

Case (ii) Otherwise, as in the proof of Case 3. above, let \( k_0 := \max k \in \mathbb{N} \{ n_k < |A| \} \), choose \( B \subset A \) so that \( B \in G(x, n_{k_0}, 1) \), and let \( m_1 := |A| - |B| \). Let\([\text{ }\]
\[ a := \min_{j \in A} |e_j^*(x)|; \quad b := \min_{j \in B} |e_j^*(x)|. \]

Note that \( t \leq a < b \). There are two possibilities:

Case (ii) .1. If
\[ \frac{a}{b} \leq \frac{1}{\vartheta_c (t)}, \quad (2.8) \]

choose \( D \subset B \) so that \( D \in G(x, n_{k_0} - m_1, 1) \), and let
\[ x_1 := x - P_B(x) + \frac{a}{b} P_D(x). \]

Given that
\[ |e_j^*(x_1)| = \frac{a}{b} |e_j^*(x)| \geq a \geq |e_k^*(x)| = |e_k^*(x_1)| = \forall j \in D \forall k \notin A; \]
\[ |e_j^*(x_1)| = |e_j^*(x)| \geq a \geq |e_k^*(x)| = |e_k^*(x_1)| = \forall j \in A \setminus B \forall k \notin A, \]

it follows that \( (A \setminus B) \cup D \in G(x_1, n_{k_0}, 1) \). Hence,
\[ \| x - P_A(x) \| = \| x_1 - P_{(A \setminus B) \cup D}(x_1) \| \leq C_{sq} \| x_1 \|. \]

By Remark 2.3, there is \( b \leq b_1 \leq 1 \) such that \( D = A(x, b_1) \). Hence, by (2.8), and Remark 2.4 we have
\[ \| x_1 \| \leq \| x - P_B(x) \| + \frac{a}{b} \| P_D(x) \| \leq C_{sq} \| x \| + \frac{\vartheta(b_1)}{\vartheta_c (t)} \| x \| \leq C_{sq} \| x \| + \frac{\vartheta(t)}{\vartheta_c (t)} \| x \| \leq (C_{sq} + 2) \| x \|. \]

Hence,
\[ \| x - P_A(x) \| \leq C_{sq} (C_{sq} + 2) \| x \| \leq 3C_{sq}^2 \| x \|. \]

Case (ii) .2. If
\[ \frac{a}{b} > \frac{1}{\vartheta_c (t)}, \]

let \( x_1 := x - P_B(x) \). We have
\[ \| x_1 \| \leq C_{sq} \| x \|; \quad b^{-1}x_1 \in \mathbb{Q}_0; \quad A \setminus B \in G(b^{-1}x_1, m_1, 1), \]
and
\[ |e_j^* (b^{-1}x_1)| \geq \frac{a}{b} \geq \frac{1}{\vartheta_c (t)} \quad \forall j \notin A \setminus B. \]

By Remark 2.3, there is \((\vartheta_c (t))^{-1} \leq t_1 \leq 1\) such that \(A \setminus B = A (b^{-1}x_1, t_1)\), which entails that
\[
\|x_1 - P_{A \setminus B} (x_1)\| = b \left\| \frac{x_1}{b} - P_{A \setminus B} \left( \frac{x_1}{b} \right) \right\| \leq \vartheta_c (t_1) \|x_1\| \leq \vartheta_c \left( \frac{1}{\vartheta_c (t)} \right) \|x_1\|.
\]
Since
\[
x_1 - P_{A \setminus B} (x_1) = x - P_A (x),
\]
a combination of the above inequalities gives
\[
\|x - P_A (x)\| \leq C_{sq} \vartheta_c \left( \frac{1}{\vartheta_c (t)} \right).
\]
(2.10)

As we have studied both possibilities for Case (ii), from (2.10) with (2.9) it follows that
\[
\|x - P_A (x)\| \leq 3C_{sq}^2 \left( 1 + \vartheta_c \left( \frac{1}{\vartheta_c (t)} \right) \right).
\]
Taking supremum and considering that \(0 < t < 1\) is arbitrary, the estimates for Case (i) and Case (ii) imply that
\[
\vartheta_c (t) \leq 3C_{sq}^2 \left( 1 + \vartheta_c \left( \frac{1}{\vartheta_c (t)} \right) \right) \quad \forall 0 < t < 1,
\]
which together with (2.2) entails that
\[
\vartheta_c (t) \leq 3C_{sq}^2 \left( 1 + d_1 \left( 1 + (\log (\vartheta_c (t)))^{d_1} \right) \right) \quad \forall 0 < t < 1.
\]
Thus,
\[
1 \leq \frac{3C_{sq}^2 \left( 1 + d_1 \left( 1 + (\log (\vartheta_c (t)))^{d_1} \right) \right)}{\vartheta_c (t)} \xrightarrow{t \to 0} 0,
\]
a contradiction.

A combination of Theorem 2.11 and [25, Proposition 3.1] gives the following.

**Corollary 2.12.** Let \(n\) be a sequence. The following are equivalent:
- \(n\) has arbitrarily large gaps.
- There is a Markushevich basis that is \(n\)-quasi-greedy but not quasi-greedy.
- There is a Schauder basis that is \(n\)-quasi-greedy but not quasi-greedy.

It is known that any quasi-greedy basis is \(t\)-quasi-greedy for all \(0 < t \leq 1\) ([18, Lemma 2.1]), but it is an open question whether the corresponding implication holds for \(n\)-QG bases ([25, Question 4]). A partial answer was given in [7, Lemma 3.9], whereas for \(n\) with bounded quotient gaps, an affirmative answer follows from [18, Lemma 2.1] and Theorem 2.11. In the remainder of this section, we obtain a further partial result for \(n\) with arbitrarily large gaps, whereas another such result will be given in Section 3. We use the following definitions.
Definition 2.13. [29] We say that $\mathcal{B}$ is $n$-unconditional for constant coefficients if there is $C > 0$ such that
\[\|1_{e^A}\| \leq C\|1_{e^B}\| \tag{2.11}\]
for all $A \subset \mathbb{N}$ with $|A| \in n$ and all $\varepsilon, \varepsilon' \in \Psi_A$. The smallest constant verifying (2.11) is denoted by $K_u$ and we say that $\mathcal{B}$ is $K_u$-n-unconditional for constant coefficients. If $n = \mathbb{N}$, we say that $\mathcal{B}$ is $K_u$-unconditional for constant coefficients.

Definition 2.14. [8, Definition 3.1] We say that $\mathcal{B}$ is $n$-superdemocratic if there exists a positive constant $C$ such that
\[\|1_{e^A}\| \leq C\|1_{e^B}\|, \tag{2.12}\]
for all $A, B$ with $|A| \leq |B|$, $|A|, |B| \in n$ and $\varepsilon \in \Psi_A, \varepsilon' \in \Psi_B$. The smallest constant verifying (2.12) is denoted by $\Delta_s$ and we say that $\mathcal{B}$ is $\Delta_s$-n-superdemocratic. If (2.12) is satisfied for $\varepsilon = \varepsilon' = 1$, we say that $\mathcal{B}$ is $\Delta_{s1}$-n-democratic, where $\Delta_{s1}$ is again the smallest constant for which the inequality holds. If $n = \mathbb{N}$, we say that $\mathcal{B}$ is $\Delta_{s1}$-democratic and $\Delta_{s1}$-superdemocratic.

Remark 2.15. Note that a basis is unconditional for constant coefficients if and only if it is suppression unconditional for constant coefficients ([13, Remark 3.4]), and a basis that is quasi-greedy for largest coefficients has these properties as well ([4, Lemma 4.7]). Also, a basis is superdemocratic if and only if it is democratic and unconditional for constant coefficients.

Proposition 2.16. Let $n$ be a sequence, and $\mathcal{B}$ be a basis for a Banach space $X$ that is $n$-quasi-greedy. If $\mathcal{B}$ quasi-greedy for largest coefficients and democratic, it is $n$-t-quasi-greedy for all $0 < t \leq 1$.

Proof. First suppose $F = \mathbb{R}$. By [1, Theorem 2.6], $\mathcal{B}$ is nearly unconditional, and by Remark 2.15, it is superdemocratic. Let $\phi : (0, 1] \to [1, \infty)$ and $\Lambda_s$ be $\mathcal{B}$’s near unconditionality function and superdemocracy constant respectively.

Now fix $x \in X$ and $A$ a $t$-greedy set for $x$ with $|A| \in n$. We may assume that $A$ is not a greedy set for $x$, that $P_A(x) \neq 0$ and $P_A(x) \neq x$. Let $B$ be a greedy set for $x$ with $|B| = |A|$. Set $a := \max_{i \in B \setminus A} |e^*_i(x)|$. Note that $a > 0$ and, for every $i \in B \setminus A$ and $j \in A \setminus B$,
\[a \geq |e^*_i(x)| \geq |e^*_j(x)| \geq ta \geq t|e^*_i(x)|. \tag{2.13}\]
It follows from the above estimate that, for every $E \subset A \setminus B$,
\[\|P_E(x)\| = a \left\|P_E\left(a^{-1}(x - P_B(x))\right)\right\| \leq a\phi(t) \left\|a^{-1}(x - P_B(x))\right\| = \phi(t)\|x - P_B(x)\| \leq \phi(t)C_{aq}\|x\|. \tag{2.14}\]
On the other hand, by convexity and superdemocracy,
\[\|P_{B \setminus A}(x)\| \leq \max_{\varepsilon \in \Psi_{B \setminus A}} a\|1_{\varepsilon, B \setminus A}\| \leq a\Delta_s\|1_{\varepsilon(x), A \setminus B}\|. \tag{2.15}\]
Choose $x^* \in X^*$ with $\|x^*\| = 1$ so that
\[x^*\left(1_{\varepsilon(x), A \setminus B}\right) = \|1_{\varepsilon(x), A \setminus B}\|, \tag{2.16}\]
and let
\[D := \{j \in A \setminus B : e^*_j(x^*)(e_n) \geq 0\}. \tag{2.17}\]
Using (2.13) and (2.14) we obtain
\[ a\|1_{E(x),A\setminus B}\| = a x^* (1_{E(x),A\setminus B}) = a \sum_{n\in A\setminus B} \text{sign} (e_n^* (x)) x^* (e_n) \leq a \sum_{n\in D} \text{sign} (e_n^* (x)) x^* (e_n) \]
\[ = t^{-1} \sum_{n\in D} a t \text{sign} (e_n^* (x)) x^* (e_n) \leq t^{-1} \sum_{n\in D} e_n^* (x) x^* (e_n) \leq t^{-1} \|P_D (x)\| \]
\[ \leq t^{-1} \phi(t) C_q \|x\|. \]
Combining the above with (2.15) we get
\[ \|P_{B\setminus A} (x)\| \leq t^{-1} \phi(t) \Delta x C_q \|x\|. \]
Thus,
\[ \|P_{B\setminus A} (x)\| \leq \|P_{B\setminus A} (x)\| + \|P_B (x)\| \leq (t^{-1} \phi(t) \Delta x C_q + C_q) \|x\|. \]
Finally, a combination of the above estimate with (2.14) yields
\[ \|P_A (x)\| \leq \|P_{B\setminus A} (x)\| + \|P_{A\setminus B} (x)\| \leq \left( C_q \phi(t) \left( 1 + \frac{\Delta}{t} \right) + C_q \right) \|x\|. \] (2.16)
This completes the proof of the case \( F = \mathbb{R} \). If \( F = \mathbb{C} \), pick \( x \in X \) and \( A \) as before. For each \( i \in \mathbb{N} \), let
\[ (z_i; z_i^*) := \begin{cases} (\text{sign} e_i^* (x) e_i, \text{sign} e_i^* (x) e_i) & \text{if } e_i^* (x) \neq 0, \\ (e_i, e_i^*) & \text{otherwise}. \end{cases} \]
Since \( |z_i^*(z)| = |e_i^* (z)| \) for all \( z \in X \) and all \( i \in \mathbb{N} \), \((z_i)_{i\in\mathbb{N}}\) is also an \( n \)-quasi-greedy Markushevich basis for \( X \) with constant \( C_q \). Note that \( z_i^* (x) = |e_i^* (x)| \) for all \( i \in \mathbb{N} \). Let
\[ T := \{ z \in X : z_i^* (z) \in \mathbb{R} \forall i \in \mathbb{N} \}. \]
It is routine to check that \( T \) is a Banach space over \( \mathbb{R} \) with the norm given by the restriction to \( T \) of the norm on \( X \), and that \((z_i)_{i\in\mathbb{N}}\) is a basis for \( T \) with biorthogonal functionals \((z_i^*)_{i\in\mathbb{N}}\).
Since, for every for every \( y \in T \), the coordinates of \( y \) with respect to \((z_i)_{i\in\mathbb{N}}\) are the same as they are when we consider \( y \) as an element of \( X \), we have
\[ \lim_{n \to +\infty} \|G_n (y) - y\|_T = \lim_{n \to +\infty} \|G_n (y) - y\| = 0 \]
for all \( y \in T \) and every choice of greedy approximations with \( n \in \mathbb{n} \) for all \( n \), so \((z_i)_{i\in\mathbb{N}}\) is an \( n \)-quasi-greedy basis for \( T \). For the same reason, the \( n \)-quasi-greedy constant of \((z_i)_{i\in\mathbb{N}}\) as a basis for \( T \) is no greater than \( C_q \), and the \( t \)-greedy sets are also the same whether we consider \( y \) as an element of \( X \) or of \( T \). Since \( x \in T \), we can apply the result for real Banach spaces to complete the proof. \( \square \)

3. \( n \)-BIDEMOCRACY

In 2003, S. J. Dilworth et al. ([17]) studied conditions under which the dual basis of a greedy (resp. almost greedy) basis is also greedy (resp. almost greedy). In this context, they introduced the notion of bidemocracy, which we extend in this section. First, we need the notion of the fundamental function of a basis: take \( Y \) as the subspace of \( X^* \) spanned by \( B^* \), and define
\[ 1_{E(A)} = 1_{E(A)} [B^*, Y] := \sum_{n \in A} e_n e_n^*. \]
We define the fundamental function \( \varphi \) of \( B \) and the fundamental function \( \varphi^* \) of \( B^* \) by
\[
\varphi(m) = \varphi[B, X](m) := \sup_{|A| \leq m, |e| = 1} \|1_{eA}\|,
\]
and
\[
\varphi^*(m) = \varphi[B^*, Y](m) = \sup_{|A| \leq m, |e| = 1} \|1_{eA}^*\|.
\]

Using these functions, we say that a basis is bidemocratic if
\[
\varphi(m) \varphi^*(m) < m, \forall m \in \mathbb{N}.
\]

**Remark 3.1.** Traditionally, the function \( \varphi(m) \) has been defined using \( \varepsilon \equiv 1 \). Our definition is equivalent since
\[
\sup_{|A| \leq m} \|1_A\| \leq \varphi(m) \leq 2\kappa \sup_{|A| \leq m} \|1_A\|.
\]

The following result was proven in [17].

**Theorem 3.2.** Let \( B \) be a quasi-greedy (resp. unconditional) basis. The following are equivalent:

i) \( B \) is bidemocratic.

ii) \( B \) and \( B^* \) are both almost greedy (resp. greedy).

Here, we define the notion of \( n \)-bidemocracy for any sequence \( n \), and study duality of \( n \)-t-quasi greedy bases.

**Definition 3.3.** We say that a basis \( B \) in a Banach space \( X \) is \( n \)-bidemocratic if there exists a positive constant \( C \) such that
\[
\varphi(n) \varphi^*(n) \leq Cn, \forall n \in n.
\]

The smallest constant verifying (3.1) is denoted by \( \Delta_b \) and we say that \( B \) is \( \Delta_b \)-\( n \)-bidemocratic. If \( n = \mathbb{N} \), we say that \( B \) is \( \Delta_b \)-bidemocratic.

**Remark 3.4.** Note that \( B^* \) is a basis for \( Y \), then \( B^{**} = (\hat{e}_i|_{Y^*})_{i \in \mathbb{N}} \subset Y^* \), where \( \hat{x} \) is the image of \( x \in X \) via the canonical inclusion \( X \to X^{**} \). Hence, \( \varphi^*(m) \leq \varphi(m) \) for all \( m \). In particular, this implies that if \( B \) is \( \Delta_b \)-\( n \)-bidemocratic, then \( B^* \) is \( C \)-\( n \)-bidemocratic with \( C \leq \Delta_b \).

**Remark 3.5.** Note that if \( B \) is \( n \)-bidemocratic and \( \varphi(n) \equiv n \) for \( n \in n \), then \( \varphi^*(n) \) is bounded for \( n \in n \), and so for all \( n \in \mathbb{N} \). It follows that \( B^* \) is equivalent to the unit vector basis of \( c_0 \), so \( B \) is equivalent to the unit vector basis of \( l_1 \) (see [17, Corollary 5.7]).

We will show that if \( B \) is an \( n \)-bidemocratic and \( n \)-quasi-greedy basis, then the dual basis \( B^* \) is \( n \)-t-quasi-greedy for all \( 0 < t \leq 1 \). First we prove an auxiliary lemma.

**Lemma 3.6.** Let \( B \) be a basis in a Banach space \( X \), and let \( A \) and \( B \) be nonempty sets of positive integers. If \( B \) is a \( t \)-greedy set for \( x^* \in Y \), then
\[
|(x^* - P_B x^*)(P_A x)| \leq t^{-1} \varphi^*(|A|) \varphi(|B|) |B|^{-1} \|x\| \|x^*\| \quad \forall x \in X.
\]

Similarly, if \( A \) is a \( t \)-greedy set for \( x \in X \), then
\[
|P_B x^*(x - P_A x)| \leq t^{-1} \varphi^*(|A|) \varphi(|B|) |A|^{-1} \|x\| \|x^*\| \quad \forall x^* \in Y.
\]
Proof. To prove (3.2), choose \( e' \in \Psi_B \) so that \( x^*(e_i) = |x^*(e_i)| \) for all \( i \in B \). Using convexity (see for instance [13, Lemma 2.7]), we obtain:

\[
|\langle x^* - P_B x^* \rangle (P_A x) \rangle = \| \sum_{i \in A \setminus B} x^*(e_i) e_i(x) \| \leq \max_{i \in A \setminus B} |x^*(e_i)| \| x^* \| \leq t^{-1} \min_{i \in B} |x^*(e_i)| \| x^* \|
\]

Since \( B \) is \( \varphi \)-quasi-greedy, with \( \varphi \)-quasi-greedy for all \( s \). If \( B \) is \( s \)-bidemocratic with \( \varphi \)-quasi-greedy, then for all \( 0 < t \leq 1 \), \( B^* \) is \( \varphi \)-quasi-greedy, with

\[
C_{q,t} \leq C_{q,s} + s^{-1} \Delta_b + t^{-1} \Delta_b.
\]

Proof. Fix \( x^* \in X \) with \( \|x^*\| = 1 \) and \( B \) a \( t \)-greedy set for \( x^* \) with \( |B| \in n \). Given \( x \in X \) with \( \|x\| = 1 \), choose \( A \) an \( s \)-greedy set for \( x \) so that \( |A| = |B| \). Applying Lemma 3.6 we obtain

\[
|P_B x^*(x)| \leq |P_B x^*(x - P_A x)| + |x^* (P_A x)| + |(x^* - P_B x^*) (P_A x)| \leq s^{-1} \varphi(|A|) \varphi(|B|)|A|^{-1} + C_{q,s} + t^{-1} \varphi(|A|) \varphi(|B|)|B|^{-1} \leq C_{q,s} + s^{-1} \Delta_b + t^{-1} \Delta_b.
\]

As \( x \) and \( x^* \) are arbitrary, it follows that \( B^* \) is \( C_{q,t} \)-\( t \)-quasi-greedy, with \( C_{q,t} \) as in the statement. \( \square \)

Corollary 3.8. If \( B \) is an \( n \)-bidemocratic, \( n \)-quasi-greedy Schauder basis, it is \( n \)-quasi-greedy for all \( 0 < t \leq 1 \).

Proof. Since \( B \) is a Schauder basis, it is equivalent to \( B^{**} \) (see [5]*Corollary 3.2.4), so the result follows from Proposition 3.7. \( \square \)

Clearly, if \( B \) is bidemocratic, it is \( n \)-bidemocratic for any \( n \). The converse is false for sequences with arbitrarily large quotient gaps, as Example 7.1 shows. On the other hand, for sequences with bounded quotient gaps we have the following result.

Proposition 3.9. Let \( B \) be a basis and \( n \) a sequence with \( l \)-bounded quotient gaps. If \( B \) is \( n \)-\( \Delta_b \)-bidemocratic, it is \( B \)-bidemocratic with

\[
B \leq \max \{ \alpha_1 \alpha_2 (n_1 - 1), l \Delta_b \}.
\]

Proof. Take \( m \in N \). If \( m < n_1 \), we have the following trivial bound:

\[
\varphi(m) \varphi^*(m) \leq \alpha_1 \alpha_2 m^2 \leq \alpha_1 \alpha_2 (n_1 - 1)m.
\]
Assume now that there exists \( k \in \mathbb{N} \) such that \( n_k \leq m < n_{k+1} \). Since \( n \) has \( l \)-bounded quotient gaps, we have

\[
\varphi(m)\varphi^*(m) \leq \varphi(n_{k+1})\varphi^*(n_{k+1}) \leq \Delta_b n_{k+1} \leq l \Delta_b n_k \leq l \Delta_b m.
\]

\[
\square
\]

It is proven in [17, Proposition 4.2] that every bidemocratic basis is superdemocratic. Next, we extend that result to the case of \( n \)-bidemocratic bases, and add the implications for \( n \)-symmetry for largest coefficients and the \( n \)-UL property.

**Definition 3.10.** [8, Definition 4.6] We say that a basis \( B \) in a Banach space \( X \) is \( n \)-symmetric for largest coefficients if there exists a positive constant \( C \) such that

\[
\|x + 1_{\varepsilon A}\| \leq C\|x + 1_{\varepsilon' B}\|,
\]

for any pair of sets \( A, B \) with \( |A| \leq |B| \), \( A \cap B = \emptyset \), \( |A|, |B| \in n \), for any \( \varepsilon \in \Psi_A, \varepsilon' \in \Psi_B \) and for any \( x \in X \) such that \( \|e_n^*\| \leq 1 \forall n \in \mathbb{N} \) and \( \operatorname{supp}(x) \cap (A \cup B) = \emptyset \). The smallest constant verifying (3.4) is denoted by \( \Delta \) and we say that \( B \) is \( \Delta \)-\( n \)-symmetric for largest coefficients. If \( n = \mathbb{N} \), we say that \( B \) is \( \Delta \)-symmetric for largest coefficients.

**Lemma 3.11.** Let \( B \) be a \( \Delta_b \)-\( n \)-bidemocratic basis in a Banach space \( X \). The following hold:

i) \( B \) is \( \Delta_s \)-\( n \)-superdemocratic, with \( \Delta_s \leq \Delta_b \).

ii) \( B \) is \( \Delta \)-\( n \)-symmetric for largest coefficients, with \( \Delta \leq 1 + 2\Delta_b \).

iii) \( B \) has the \( n \)-UL property, with \( \max\{C_1, C_2\} \leq \Delta_b \).

**Proof.** i) Take \( A, B \) such that \( |A| = |B| \in n \), \( \varepsilon \in \Psi_A \) and \( \varepsilon' \in \Psi_B \). Hence, if \( \varepsilon' \) is the conjugate of \( \varepsilon' \),

\[
\|1_{\varepsilon A}\| \leq \Delta_b \frac{|B|}{|1_{\varepsilon' B}|} = \Delta_b \frac{1_{\varepsilon B}(1_{\varepsilon' B})}{|1_{\varepsilon' B}|} \leq \Delta_b \|1_{\varepsilon' B}\|.
\]

Thus, by [8, Remark 3.3], \( B \) is \( \Delta_s \)-superdemocratic with \( \Delta_s \leq \Delta_b \).

ii) Take \( A, B \) such that \( |A| = |B| \in n \), \( x \in X \) such that \( |e_n^*(x)| \leq 1 \forall n \in \mathbb{N} \), \( A \cap B = \emptyset \), \( \operatorname{supp}(x) \cap (A \cup B) = \emptyset \), \( \varepsilon \in \Psi_A \) and \( \varepsilon' \in \Psi_B \). Then,

\[
\|x + 1_{\varepsilon A}\| \leq \|x + 1_{\varepsilon' B}\| + 2\max\{\|1_{\varepsilon A}\|, \|1_{\varepsilon' B}\|\}.
\]

Define now the element \( y := x + 1_{\varepsilon' B} \). Thus,

\[
\max\{\|1_{\varepsilon A}\|, \|1_{\varepsilon' B}\|\} \leq \min_{n \in B} |e_n^*(y)| \varphi(|B|) \leq \Delta_b \min_{n \in B} |e_n^*(y)| \frac{|B|}{|1_{\varepsilon' B}|} \leq \Delta_b \frac{\sum_{n \in B} |e_n^*(x + 1_{\varepsilon' B})|}{|1_{\varepsilon' B}|} = \Delta_b \frac{1_{\varepsilon B}(x + 1_{\varepsilon' B})}{|1_{\varepsilon' B}|} \leq \Delta_b \|x + 1_{\varepsilon' B}\|.
\]

By (3.5), (3.6) and [8, Lemma 4.7], \( B \) is \( n \)-symmetric for largest coefficients with constant \( \Delta \leq 1 + 2\Delta_b \).
iii) Consider a sequence of scalars \((a_n)_{n \in A}\) with \(A\) a finite set with \(|A| \in \mathbb{N}\). On the one hand,

\[
\| \sum_{n \in A} a_n e_n \|_{\text{convexity}} \leq \max_{n \in A} |a_n| \varphi(|A|) \leq \Delta_b \max_{n \in A} |a_n| \| 1_A \|.
\]

(3.7)

To show that

\[
\min_{n \in A} |a_n| \| 1_A \| \leq \Delta_b \| \sum_{n \in A} a_n e_n \|,
\]

we only have to repeat the argument used to show (3.6). Then, \(B\) has the \(n\)-UL property with constants \(\{C_1, C_2\} \leq \Delta_b\). □

For \(n\) with bounded quotient gaps, one can use the \(n\)-bidemocracy constant of an \(n\)-QG basis to estimate the quasi-greedy and superdemocracy constants.

**Corollary 3.12.** Let \(B\) be a basis, and \(n\) a sequence with \(l\)-bounded quotient gaps. If \(B\) is \(\Delta_d\)-\(n\)-bidemocratic and \(C_{q,t}\)-\(n\)-\(l\)-quasi-greedy, it is \(C\)-\(l\)-quasi-greedy with

\[
C \leq \max\{\alpha_1 \alpha_2 (n_1 - 1), C_{q,t} (1 + (l - 1) \Delta_l^2)\},
\]

and is \(M\)-superdemocratic with

\[
M \leq \max\{\alpha_1 \alpha_2 (n_1 - 1), l \Delta_b\}.
\]

**Proof.** By Lemma 3.11, \(B\) is \(\Delta_d\)-\(n\)-superdemocratic and has the \(n\)-UL property with constants \(C_1\) and \(C_2\) such that

\[
\max\{C_1, C_2, \Delta_d\} \leq \Delta_b.
\]

Then, by [8, Proposition 4.14], \(B\) is \(C\)-\(l\)-quasi-greedy with

\[
C \leq \max\{\alpha_1 \alpha_2 (n_1 - 1), C_{q,t} (1 + (l - 1) \Delta_l^2)\}.
\]

By Proposition 3.9 and Lemma 3.11, \(B\) is \(M\)-superdemocratic, with \(M\) as in the statement. □

### 4. Some \(n\)-greedy-type bases

In greedy approximation theory, there are several ways to study the convergence of the TGA. For instance, for quasi-greedy bases the algorithm converges, but we do not know how fast it does. To study other types of convergence, we can consider among others greedy bases ([23]), almost greedy bases ([17]), semi-greedy bases ([16]), partially greedy bases ([17]) and strong partially greedy bases ([10]). Here, we study the extensions of some of these notions - as well as some closely related ones. In [25], the two following extensions were considered.

**Definition 4.1.** We say that a basis \(B\) in a Banach space \(X\) is \(n\)-greedy if there exists a positive constant \(C\) such that

\[
\| x - G_n(x) \| \leq C \inf_{|\text{supp}(y)| \leq n} \| x - y \|, \quad \forall x \in X, \forall G_n \in G_n, \forall n \in \mathbb{N}.
\]

(4.1)

**Definition 4.2.** We say that a basis \(B\) in a Banach space \(X\) is \(n\)-almost greedy if there exists a positive constant \(C\) such that

\[
\| x - G_n(x) \| \leq C \inf_{|A| \leq n} \| x - P_A(x) \|, \quad \forall x \in X, \forall G_n \in G_n, \forall n \in \mathbb{N}.
\]

(4.2)
If \( n = N \), we recover the classical definition of greedy and almost-greedy bases. One interesting result is in [25, Remark 1.1], where the author proved that for any sequence \( n \)-greediness (resp. \( n \)-almost greediness) is equivalent to greediness (resp. almost greediness) and this fact does not happen for \( n \)-quasi-greedy bases as we have mentioned at the beginning of the paper.

**Remark 4.3.** Although we have considered \( n \)-greediness and \( n \)-almost greediness for \( t = 1 \), we can extend this version to the WTGA, and combining [25, Remark 1.1] with [28, Theorem 1.5.1] (resp. [28, Theorem 1.5.4]), we can obtain that for any basis \( B \), the following are equivalent.

i) \( B \) is \( n \)-t-greedy (resp. \( n \)-t-almost greedy).

ii) \( B \) is \( t \)-greedy (resp. \( t \)-almost greedy)

iii) \( B \) is greedy (resp. almost greedy).

iv) \( B \) is \( n \)-greedy (resp. \( n \)-almost greedy).

As Oikhberg also proved that the \( n \)-quasi-greedy property is not equivalent to the quasi-greedy property ([25, Proposition 3.1]), it is natural to ask whether equivalence holds for other intermediate properties. For example, per [23], it is known that a basis is greedy if and only if it is unconditional and democratic. Thus, for seminormalized bases, the notion of unconditionality lies between those of quasi-greediness and greediness. Does \( n \)-unconditionality - defined in a natural manner - entail unconditionality? Similarly, in this context we can ask whether the equivalence between greediness on one hand and unconditionality plus democracy on the other hand, holds for the respective extensions, namely \( n \)-greediness, \( n \)-unconditionality, and \( n \)-democracy. Similar questions arise for other greedy-like properties. This section is dedicated to the study of some of these questions. We begin with the following definition, which extends the notion of unconditionality - or more precisely, the equivalent notion of suppression unconditionality - to the context of sequences with gaps.

**Definition 4.4.** We say that a basis \( B \) in a Banach space \( X \) is \( n \)-suppression unconditional if there exists a positive constant \( C \) such that

\[
\| P_A(x) \| \leq C \| x \|, \quad \forall x \in X, \forall A \subset \mathbb{N}: |A| \in n.
\]

The smallest constant verifying (4.3) is denoted by \( K_s \) and we say that \( B \) is \( K_s \)-\( n \)-suppression unconditional. If \( n = N \), we say that \( B \) is \( K_s \)-suppression unconditional.

It is immediate that suppression unconditionality entails \( n \)-suppression unconditionality. It turns out that the reverse implication holds as well.

**Proposition 4.5.** Let \( B \) be a \( K_s \)-\( n \)-suppression unconditional basis in a Banach space \( X \). Then, \( B \) is \( K_s \)-suppression unconditional.

**Proof.** Let \( A \subset \mathbb{N} \) be a finite set and \( x \in X \) with finite support. Define the element \( z := x + \varepsilon 1_C \), where \( C > \text{supp}(x) \) is such that \( |A| + |C| \in n \). We have

\[
\| P_A(x) \| \leq \| P_{A \cup C}(z) \| + \varepsilon \| 1_C \| \leq K_s \| x \| + (1 + K_s)\varepsilon \| 1_C \|.
\]

Letting \( \varepsilon \to 0 \) and using the density of elements of finite support, we conclude that the basis is \( K_s \)-suppression unconditional. \( \square \)

Combining 4.5 and the aforementioned results from [25], it follows that a basis is \( n \)-greedy if and only if it is \( n \)-unconditional and democratic. Now, can we replace
democracy by \( n \)-democracy? It turns out the answer is negative in general. In fact, we have the following result.

**Proposition 4.6.** Suppose \( n \) has arbitrarily large quotient gaps. Then, there is a Banach space \( X \) with a basis \( B \) that is unconditional and \( n \)-superdemocratic, but not democratic and thus, not greedy.

**Proof.** See Remark 7.2. □

On the other hand, equivalence does hold for sequences with bounded quotient gaps.

**Theorem 4.7.** Suppose \( n \) has bounded quotient gaps. Then a basis \( B \) is \( n \)-greedy if and only if \( B \) is \( n \)-unconditional and \( n \)-democratic.

**Proof.** If \( B \) is \( n \)-greedy, by [25, Remark 1.1] it is greedy and then, using the main result of [23], it is unconditional and democratic. Now, if \( B \) is \( n \)-unconditional and \( n \)-democratic, by [8, Proposition 3.6] and Proposition 4.5, the basis is unconditional and democratic. Thus, it is greedy, or equivalently \( n \)-greedy. □

Similar results hold for the property of being almost greedy and the usual characterization in terms of quasi-greediness and democracy or superdemocracy.

**Proposition 4.8.** Suppose \( n \) has arbitrarily large quotient gaps. Then, there is a Banach space \( X \) with a Schauder basis \( B \) that is \( n \)-quasi-greedy and \( n \)-superdemocratic, but neither democratic nor quasi-greedy.

**Proof.** See Example 7.1. □

**Theorem 4.9.** Suppose \( n \) has bounded quotient gaps. Then a Schauder basis \( B \) is \( n \)-almost-greedy if and only if it is \( n \)-quasi-greedy and \( n \)-democratic.

**Proof.** If \( B \) is \( n \)-almost greedy, by [25, Remark 1.1] it is almost greedy and then, using the characterization of these bases proved in [17], it is quasi-greedy and democratic. Now, if \( B \) is \( n \)-quasi-greedy and \( n \)-democratic, by [7, Theorem 5.2] and [8, Proposition 3.6], it is quasi-greedy and democratic and then almost greedy and \( n \)-almost greedy. □

5. \( n \)-semi-greedy bases.

We turn now our attention to the semi-greedy property, extended to our context. In order to define \( n \)-semi-greedy bases, we could extend the definition of \( t \)-weak-semi-greedy bases from [9] to the context of sequences with gaps, or give a definition in line with those of \( n \)-t-quasi-greedy, \( n \)-t-almost greedy and \( n \)-t-greedy bases from [25]. Given our context, we choose the latter option for our definition, but we will also give results under hypotheses that are an extension of the former.

**Definition 5.1.** We say that a basis \( B \) in a Banach space \( X \) is \( n \)-t-semi-greedy if there exists a positive constant \( C \) such that for all \( n \in \mathbb{N} \), \( x \in X \), and \( A \) any \( t \)-greedy set for \( x \) of cardinality \( n \), there is \( z \in \{ e_i : i \in A \} \) such that

\[
\| x - z \| \leq C \inf_{\| y \| \leq n} \| x - y \|. \tag{5.1}
\]

The \( n \)-t-semi-greedy constant of the basis \( C_{sg,t} \) is the minimum \( C \) for which the above inequality holds.
If \( n = N \), we say that \( B \) is \( C_{sg,t} \)-semi-greedy and, if in addition \( t = 1 \), we recover the classical definition of semi-greedy bases from [16]. It is known that in this case, for Markushevich bases the semi-greedy property is equivalent to the almost greedy property ([9], [11], [16]). As the \( t \)-almost greedy and \( n \)-t-almost greedy properties are equivalent, it is natural to ask whether the \( n \)-t-semi-greedy property is also equivalent to the \( t \)-semi-greedy property, and also to the \( s \)-semi-greedy property for all \( 0 < s \leq 1 \). To tackle the case of Markushevich bases, we will consider the following separation property.

**Definition 5.2.** [9, Definition 3.1] Let \( (u_i)_i \subset X \) be a sequence in a Banach space. We say that \( (u_i)_i \) has the finite dimensional separation property (or FDSP) if there is a positive constant \( C_\epsilon \) such that for every separable subspace \( L \subset X \) and every \( \epsilon > 0 \), there is a basic subsequence \( (u_{i_k})_k \) with basis constant no greater than \( C_\epsilon + \epsilon \) and the following property: for every finite dimensional subspace \( E \subset L \) there is \( j_E \in \mathbb{N} \) such that

\[
\|x\| \leq (C + \epsilon)\|x + z\|.
\]

(5.2)

for all \( x \in E \) and all \( z \in \left[ u_{i_k} : k > j_E \right] \). Any such subsequence is called a finite dimensional separating sequence for \( (L, C_\epsilon, \epsilon) \), and the minimum \( C_\epsilon \) for which this property holds is finite dimensional separation constant \( M_{fs} \) of \( (u_i)_i \).

It is known that every Markushevich basis has the FDSP property (see [9, Proposition 3.11] for this result and estimates for the constant). We will also the following result, which is part of [19, Theorem 7.1], restated for our purposes.

**Theorem 5.3.** Let \( B \) be an almost greedy basis with quasi-greedy constant \( C_q \), and democracy constant \( \Delta_d \). Then for every \( 0 < t \leq 1 \), \( B \) is \( t \)-semi-greedy with constant \( C_{sg,t} \), \( C_q \), \( \Delta_d \).

Now we can prove that \( n \)-t-semi-greedy Markushevich bases are semi-greedy.

**Lemma 5.4.** Let \( B \) be an \( C_{sg,t} \)-\( n \)-t-semi-greedy Markushevich basis in a Banach space \( X \). Then, \( B \) is \( K_{sg,t} \)-t-semi greedy with \( K_{sg,t} \leq C_{sg,t} M_{fs} \). Moreover, it is \( s \)-semi greedy for all \( 0 < s \leq 1 \), with constants only depending on \( s \), \( C_{sg,t} \), and \( M_{fs} \).

**Proof.** First we prove that \( B \) is \( t \)-semi greedy, with constant as in the statement. Fix \( \epsilon > 0 \), and let \( (e_{i,j})_{\lambda} \) be a separating sequence for \( (X, M_{fs}, \epsilon) \). Choose \( x \in X \setminus \{0\} \), \( m \in \mathbb{N} \), and \( A \) an \( m \)-t-greedy set for \( x \). If \( |\text{supp}(x)| \leq m \), then \( \text{supp}(x) \subset A \) and then \( x = P_A(x) \) because \( B \) is a Markushevich basis. Thus,

\[
\|x - P_A(x)\| = 0 = \inf_{|\text{supp}(y)| \leq m} \|x - y\|,
\]

and we are done. On the other hand, if \( |\text{supp}(x)| > m \), then

\[
\inf_{|\text{supp}(y)| \leq m} \|x - y\| > 0
\]

(see, for example, [9, Lemma 4.8]), so one can choose \( \delta > 0 \) and \( y_0 \in X \) with \( |\text{supp}(y_0)| \leq m \) so that

\[
\|x - y_0\| \leq (1 + \delta) + \inf_{|\text{supp}(y)| \leq m} \|x - y\|.
\]

(5.3)

Now pick \( n \in \mathbb{N} \) so that \( n > m \), let \( a := \sup_{i \in \mathbb{N}} |e_i^*(x)| \), and define

\[
E := [x, e_i : i \in A], \quad B := \{j_{x+1}, \ldots, j_{x+n-m}\}, \quad \text{and} \quad v := x + (2at^{-1} + 1)1_B.
\]
Since \( t|e_i^*(v)| > a > |e_j^*(v)| \quad \forall i \in B \forall j \notin B \),
we have that \( A \cup B \) is an \( n-t \)-greedy set for \( v \). Hence, by the \( n-t \)-semi-greedy condition
there is \( z \in X \) with supp \((z) \subset A \cup B \) such that
\[
\|v - z\| \leq C_{sg,t} \|v - (y_0 + (2at^{-1} + 1)1_B)\| = C_{sg,t} \|x - y_0\|.
\]
From this and (5.3), applying the separation condition we obtain
\[
\|x - P_A(z)\| \leq (M_{fs} + \epsilon) \|x - P_A(z) + (2at^{-1} + 1)1_B - P_B(z)\| = (M_{fs} + \epsilon) \|v - z\|
\leq (M_{fs} + \epsilon)C_{sg,t} \|x - y_0\| \leq (M_{fs} + \epsilon)C_{sg,t}(1 + \delta) \inf_{\|y\| \leq m} \|x - y\|.
\]
Since \( A \) is a finite set and \( \epsilon, \delta \) are arbitrary, it follows that
\[
\min_{\|u\| \leq m} \|x - u\| \leq C_{sg,t} M_{fs} \inf_{\|y\| \leq m} \|x - y\|.
\]
This proves that \( B \) is \( K_{sg,t} \)-t-semi greedy with \( K_{sg,t} \leq C_{sg,t} M_{fs} \). In particular, it is
semi-greedy with constant no greater than \( C_{sg,t} M_{fs} \). Hence, by [9, Theorem 4.2], it
is almost greedy with democratic and quasi-greedy constants depending only on \( C_{sg,t} \) and \( M_{fs} \). Now Theorem 5.3 entails that for all \( 0 < s \leq 1 \), \( B \) is \( s \)-semi greedy, with
constant as in the statement.

**Remark 5.5.** If \( B \) has a weakly null subsequence, then by [9, Proposition 3.11] we
have \( M_{fs} = 1 \), so Lemma 5.4 gives \( K_{sg,t} = C_{sg,t} \). Similarly, if \( B \) is Schauder with basis
constant \( K \), then \( M_{fs} \leq K \), so we get \( K_{sg,t} \leq C_{sg,t} K \).

We can relax the hypotheses of Lemma 5.4 and still obtain that \( B \) is \( t \)-semi-greedy,
though we do not get the same bound for the constant. The proof is very similar to
that of Lemma 5.4 - with some differences due to the fact that we may not choose the
\( t \)-greedy set, so we shall be brief.

**Lemma 5.6.** Let \( 0 < t \leq 1 \) and \( C > 0 \). Suppose \( B \) is a Markushevich basis in a Banach
space \( X \) with the property that for all \( n \in \mathbb{N} \) and all \( x \in X \), there is \( z \in X \) with support
in a \( t \)-greedy for \( x \) of cardinality \( n \) such that
\[
\|x - z\| \leq C \inf_{\|y\| \leq m} \|x - y\|.
\]
Then, for all \( x \in X \) and all \( m \in \mathbb{N} \), there is a \( t \)-greedy set \( A \) for \( x \) with \( |A| = m \) and
\( z \in X \) with supp \((z) \subset A \) such that
\[
\|x - z\| \leq CM_{fs} \inf_{\|y\| \leq m} \|x - y\|. \tag{5.4}
\]
Hence, \( B \) is almost greedy and, for all \( 0 < s \leq 1 \), \( B \) is \( s \)-semi greedy, with constant only
depending on \( s \), \( C \), and \( M_{fs} \).

**Proof.** Fix \( \epsilon > 0 \), and let \( (e_i) \) be a separating sequence for \( (X, M_{fs}, \epsilon) \). Fix \( x \in X \setminus \{0\} \)
with finite support \( D \), and \( m \in \mathbb{N} \). If \( |D| \leq m \), then \( x = P_D(x) \) because \( B \) is a
Markushevich basis. Thus,
\[
\|x - P_D(x)\| = 0 = \inf_{\|y\| \leq m} \|x - y\|,
\]
and we are done. On the other hand, if \(|D| > m\), as in the proof of Lemma 5.4, given \(\delta > 0\) one can choose \(y_0 \in \mathbb{X}\) with \(|\text{supp}(y_0)| \leq m\) so that

\[
\|x - y_0\| \leq (1 + \delta) \inf_{|\text{supp}(y)| \leq m} \|x - y\|.
\]

Now pick \(n \in \mathbb{N}\) so that \(n > m\), let \(a := \sup_{i \in \mathbb{N}} |e_i^*(x)|\), and define

\[
E := \{e_i : i \in D\}, \quad B := \{i_{j_1+1}, \ldots, i_{j_2+n-m}\}, \quad \text{and} \quad v := x + (at^{-1} + 1)1_B.
\]

Note that \(|\text{supp}(v)| = |D \cup B| = |D| + n - m > n\). Let \(A\) be a \(t\)-greedy set for \(v\) with \(|A| = n\) and \(z \in \mathbb{X}\) with \(\text{supp}(z) \subseteq A\) such that

\[
\|v - z\| \leq C \inf_{|\text{supp}(y)| \leq n} \|v - y\|. \tag{5.5}
\]

Since

\[
\text{supp}(x) \cap B = \emptyset \quad \text{and} \quad t|e_i^*(v)| > a \geq |e_i^*(v)| \quad \forall i \in B \forall j \notin B,
\]

it follows that \(B \subseteq A\), and then \(A \setminus B \subseteq D\) is a \(t\)-greedy set for \(x\) of cardinality \(m\). Applying the separation condition and (5.5), we get

\[
\|x - P_{A \setminus B}(z)\| \leq (M_{fs} + \epsilon)\|x - P_{A \setminus B}(z) + (at^{-1} + 1)1_B - P_B(z)\| = (M_{fs} + \epsilon)\|v - z\|
\]

\[
\leq (M_{fs} + \epsilon)\|v - y_0 - (at^{-1} + 1)1_B\| = (M_{fs} + \epsilon)C\|x_0 - y_0\|
\]

\[
\leq (M_{fs} + \epsilon)(1 + \delta)C \inf_{|\text{supp}(y)| \leq m} \|x - y\|.
\]

Given that \(\delta\) and \(\epsilon\) are arbitrary and there are only finitely many \(t\)-greedy sets for \(x\) of cardinality \(m\), we conclude that there is a \(t\)-greedy set \(A_2\) for \(x\) with \(|A_2| = m\) and \(z_2\) supported in \(A_2\) such that

\[
\|x - z_2\| \leq M_{fs}C \inf_{|\text{supp}(y)| \leq m} \|x - y\|.
\]

A density argument extends the result to vectors with infinity support. Now [9, Theorem 4.2] entails that \(\mathcal{B}\) is quasi-greedy and superdemocratic with constants depending only on \(C\) and \(M_{fs}\), and the proof is completed by an application of Theorem 5.3. \(\square\)

**Remark 5.7.** Note that in Lemmas 5.4 and 5.6, the Markushevich hypothesis is only used to guarantee that \(\mathcal{B}\) has the FDSP. Hence, if we replace the Markushevich hypothesis in those results by the hypothesis that \(\mathcal{B}\) has the FDSP, we still obtain that \(\mathcal{B}\) is almost greedy, and thus a Markushevich basis.

To finish our study of \(n\)-\(t\)-semi-greedy bases, we will consider the case where we remove the Markushevich hypothesis. By Remark 5.7 and [9, Corollary 3.9], we get the following equivalence, which we will use in our next result.

**Lemma 5.8.** Let \(\mathcal{B}\) be an \(n\)-semi-greedy basis. The following are equivalent.

- \(\mathcal{B}\) is not a Markushevich basis.
- \(\mathcal{B}\) does not have the FDSP.
- The set \(\{e_i\}_{i \in \mathbb{N}}\) is weakly compact, and \(0 \notin \overline{\{e_i\}_{i \in \mathbb{N}}}^w\).

Now we can prove a result for \(n\)-\(t\)-semi-greedy bases that are not Markushevich bases. The proof is a modification of the proof of [9, Proposition 4.9], though we give a proof for the sake of completion.
Lemma 5.9. Let $0 < t \leq 1$ and $K > 0$. Suppose $B$ is a basis in a Banach space $X$ with the property that for all $n \in \mathbb{N}$ and all $x \in X$, there is a $t$ greedy set $A$ for $x$ with $|A| = n$ and $z \in \{e_i : i \in A\}$ such that
\[
\|x - z\| \leq K \inf_{y \in X, |\text{supp}_B(y)| \leq n} \|x - y\|.
\]

If $B$ is not a Markushevich basis, there is $x_0 \in X$ and $x_0^*$ in $X^*$ such that
\[
B_2 := (x_0, e_i - x_0^* (e_i) x_0)_{i \in \mathbb{N}}
\]
is an almost greedy basis for $X$ with dual basis
\[
B_2^* := (x_0^*, e_i^*)_{i \in \mathbb{N}}.
\]
The almost greedy constant of $B_2$ depends only on $t$ and $K$.

Proof. By Lemma 5.8, there is $x_1 \in X \setminus \{0\}$ and a subsequence $(e_i)_{i \in \mathbb{N}}$ that converges weakly to $x_1$. By the Hahn-Banach Theorem, there is $x_1^* \in X^*$ such that
\[
\|x_1\| = x_1^*(x_1) = 1.
\]

Let
\[
a_0 := \frac{1}{\|x_1\|} \sup_{i \in \mathbb{N}} \|e_i - x_1^* (e_i) x_1\|, \quad x_0 := a_0 x_1, \quad x_0^* := x_1^* / a_0.
\]

Then
\[
\|x_0\| = x_0^*(x_0) = 1, \quad \|x_0\| = \sup_{i \in \mathbb{N}} \|e_i - x_0^* (e_i) x_0\| \quad (5.6)
\]
and
\[
e_i - x_0^* (e_i) x_0 \xrightarrow{w} 0. \quad (5.7)
\]

Let $B_1 := (e_i - x_0^* (e_i) x_0)_{i \in \mathbb{N}}$ and $Z := [B_1]$. Then $B_1$ is a basis for $Z$ with dual basis $B_1^* := B^*|_Z$. Note that (5.7) and [9, Lemma 3.5, Remark 3.6] entail that $B_1$ has the FDSP with $M_{f_1} = 1$.

We will prove that we can apply Lemma 5.6 to $B_1$. To that end, first define $T : X \to Z$ by
\[
T(x) := x - x_0^* (x) x_0.
\]

Then $T$ is a bounded projection with $\|T\| \leq 2$ and $T(X) = Z$. Fix $0 < \epsilon < 1$, $z \in Z$ and $n \in \mathbb{N}$. Let $D := \text{supp}_{B_1}(z)$. If
\[
\inf_{y \in Z, |\text{supp}_{B_1}(y)| \leq n} \|z - y\| = 0,
\]
then by [9, Lemma 4.8], $z = P_{B_1,D}(z)$ and $|D| \leq n$. Hence,
\[
\|z - P_D(z)\| = 0 = \inf_{y \in Z, |\text{supp}_{B_1}(y)| \leq n} \|z - y\|. \quad (5.8)
\]
On the other hand, if
\[ \inf_{y \in \mathbb{Z} \atop |\supp_{\mathcal{B}_1}(y)| \leq n} \|z - y\| > 0, \]
then \( |\supp_{\mathcal{B}_1}(z)| > n \) and there is \( A \subset \mathbb{N} \) with \( |A| = n \) and scalars \( (a_i)_{i \in A} \) such that
\[ \left\| z - \sum_{i \in A} a_i (e_i - x_0^* (e_i) x_0) \right\| \leq (1 + \epsilon) \inf_{y \in \mathbb{Z} \atop |\supp_{\mathcal{B}_1}(y)| \leq n} \|z - y\|. \]

Now let
\[ u := z + \sum_{i \in A} a_i x_0^* (e_i) x_0. \]
By hypothesis, there is a set \( B \) with \( |B| = n \) that is \( t \)-greedy for \( z \) with respect to \( \mathcal{B} \), and scalars \( (b_j)_{j \in B} \) such that
\[ \left\| u - \sum_{j \in B} b_j e_j \right\| \leq K \inf_{y \in \mathbb{Z} \atop |\supp_{\mathcal{B}}(y)| \leq n} \|u - y\|. \]

We have
\[ \left\| z - \sum_{j \in B} b_j (e_j - x_0^* (e_j) x_0) \right\| = \left\| T \left( u - \sum_{j \in B} b_j e_j \right) \right\| \leq \|T\| K \inf_{y \in \mathbb{Z} \atop |\supp_{\mathcal{B}}(y)| \leq n} \|u - y\| \]
\[ \leq 2K \left\| u - \sum_{i \in A} a_i e_i \right\| = 2C \left\| z - \sum_{i \in A} a_i (e_i - x_0^* (e_i) x_0) \right\| \]
\[ \leq 2K (1 + \epsilon) \inf_{y \in \mathbb{Z} \atop |\supp_{\mathcal{B}_1}(y)| \leq n} \|z - y\|. \quad (5.9) \]

Since \( e_j^*(x_0) = 0 \) for all \( j \in \mathbb{N} \), it follows that \( B \) is also a \( t \)-greedy set for \( z \) with respect to \( \mathcal{B}_1 \). Given that \( z \in \mathbb{Z} \) is arbitrary, it follows from (5.8), (5.9), Remark 5.7 and the fact that \( \mathcal{B}_1 \) has the FDSP that \( \mathcal{B}_1 \) is a basis for \( \mathbb{Z} \) that meets the conditions of Lemma 5.6 with \( C = 2(1 + \epsilon)K \) - and thus, with \( C = 2K \) as \( \epsilon \) is arbitrary. It follows that \( \mathcal{B}_1 \) is almost greedy, with constant depending only on \( t \) and \( K \). By [9, Lemma 4.7] and the equivalence between almost greediness and quasi-greediness plus (super)democracy (see [17, Theorem 3.3], [13, Theorem 3.1]), we obtain the result for \( \mathcal{B}_2 \). \( \square \)

6. \( n \)-PARTIALLY GREEDY AND \( n \)-STRONG PARTIALLY GREEDY BASES

The results of [25], Proposition 4.5 and Lemmas 5.4 and 5.6 show that some of the known properties that lie between that of being quasi-greedy and greedy are equivalent to their counterparts for sequences with gaps (note that the semi-greedy property lies between them only for Markushhevich bases). This suggests the question of whether one can find, amongst the properties generally studied in connection to the TGA, one or more for which this is not the case, so that one can obtain a new class of bases with the property that the rate of convergence of the TGA and WTGA with gaps is...
improved with respect to that of n-t-quasi-greedy bases. It turns out that the properties of being partially greedy and strong partially greedy meet the criteria. The first one of these properties was introduced in [17] for Schauder bases, whereas the second one was introduced in [10] (and recently considered in the context of quasi-Banach spaces in [12]) in order to facilitate the extension of the notion of partial greediness to the framework of Markushevich bases. The main purposes of this section are to extend the concepts of partially greedy and strong partially greedy bases to our context, study some of their basic properties and their relations to some well-known properties and their natural extensions, characterize the sequences n for which there are bases that are n-(strong) partially greedy but not partially greedy, and establish the existence of n-partially greedy bases with some properties of interest. We begin with the central definitions, where we also follow [25] in extending the notions from the TGA to the WTGA.

**Definition 6.1.** For 0 < t ≤ 1, we say that a basis B in a Banach space X is n-t-partially greedy if there is a positive constant C such that

\[ \|x - G^t_n(x)\| \leq C \|x - S_n(x)\|, \quad \forall x \in X, \forall G^t_n \in G^t_n, \forall n \in \mathbb{N}. \tag{6.1} \]

The minimum C for which the above inequality holds is the n-t-partially greedy constant of B, which we denote by C_{p,t}.

**Definition 6.2.** For 0 < t ≤ 1, we say that a basis B in a Banach space X is n-t-strong partially greedy if there is a positive constant C such that

\[ \|x - G^t_n(x)\| \leq C \min_{0 \leq k \leq n} \|x - S_k(x)\|, \quad \forall x \in X, \forall G^t_n \in G^t_n, \forall n \in \mathbb{N}. \tag{6.2} \]

The minimum C for which the above inequality holds is the n-t-strong partially greedy constant of B, which we denote by C_{sp,t}.

For n = N and t = 1, we recover the notions of partially greedy and strong partially greedy bases from [17] and [10] respectively, and we use the notation C_p and C_sp.

**Remark 6.3.** Note that any C_{sp,t}-n-t-strong partially greedy basis is also C_{sq,t}-n-t-suppression quasi-greedy and C_{p,t}-n-t-partially greedy with \max\{C_{sq,t},C_{p,t}\} ≤ C_{sp,t}, whereas any C_{p,t}-n-t-partially greedy K-Schauder basis is C_{sp,t}-n-t-strong partially greedy with C_{sp,t} ≤ C_{p,t}(1 + K). Moreover, if B is bimonotone, then C_{sp,t} = C_{p,t}.

In this section, we will also study the relation between n-partial greediness and some extensions of the notions of conservativeness and superconservativeness to our context.

**Definition 6.4.** [8, Definition 3.9] We say that a basis B is n-superconservative in a Banach space X if there exists a positive constant C such that

\[ \|1_{\varepsilon A}\| \leq C \|1_{\varepsilon' B}\|, \tag{6.3} \]

for all A, B ⊂ \mathbb{N} with |A| ≤ |B|, |A|, |B| ∈ n, A < B, and \varepsilon, \varepsilon' ∈ \Psi_A, \varepsilon' ∈ \Psi_B. The smallest constant verifying (6.3) is denoted by \Delta_{sc} and we say that B is \Delta_{sc}-n-superconservative.

If (6.3) is satisfied for \varepsilon \equiv \varepsilon' \equiv 1, we say that B is \Delta_{c}-n-conservative, where \Delta_c is the smallest constant for which the inequality holds.

For n = \mathbb{N}, we say that B is \Delta_{sc}-superconservative and \Delta_{c}-conservative.
While these extensions of the properties of being conservative and superconservative appear to be the most natural ones and are in line with the extensions of the concepts of democracy and superdemocracy in Definition 6.4, it turns out that two other, perhaps less natural conservative-like properties are more closely connected to \( n \)-partially greedy and \( n \)-strong partially greedy bases, and thus are more useful tools for studying them.

**Definition 6.5.** We say that a basis \( B \) in a Banach space \( X \) is \( n \)-order-superconservative if there exists a positive constant \( C \) such that

\[
\|1_{\varepsilon A}\| \leq C\|1_{\varepsilon' B}\|,
\]

(6.4)

for all \( A, B \subset \mathbb{N} \) with \( |A| = |B| \) for which there is \( n \in \mathbb{N} \) such that \( A \leq n < B \), and all \( \varepsilon, \varepsilon' \in \Psi_A, \varepsilon', \in \Psi_B \). The smallest constant verifying (6.4) is denoted by \( \Delta_{osc} \) and we say that \( B \) is \( \Delta_{osc} \)-\( n \)-order-superconservative. If (6.4) is satisfied for \( \varepsilon \equiv \varepsilon' \equiv 1 \), we say that \( B \) is \( \Delta_{osc} \)-\( n \)-order-conservative, where \( \Delta_{oc} \) is the smallest constant for which the inequality holds.

For \( n = \mathbb{N} \), we say that \( B \) is \( \Delta_{oc} \)-order-conservative or \( \Delta_{osc} \)-order-superconservative.

**Remark 6.6.** For Schauder bases, one can replace the condition \( A \equiv B \) with \( A \leq B \) in (6.5), obtaining an equivalent definition. It follows easily that a Schauder basis is order-superconservative (resp. order-conservative) if and only if it is superconservative (resp. conservative).

We shall see later (Proposition 6.12) that \( n \)-strong partially greedy bases are not necessarily \( n \)-conservative. On the other hand, the implication holds for \( n \)-order-conservativeness, as our next lemma shows.

**Lemma 6.7.** If \( B \) is \( n \)-partially greedy, it is \( n \)-order-superconservative, with \( \Delta_{osc} \leq C_p \).

**Proof.** Fix \( A, B, n, \varepsilon, \varepsilon' \in \Psi_A, \varepsilon', \in \Psi_B \) as in Definition 6.5. Let

\[
D := \{1, \ldots, n\} \setminus A \quad \text{and} \quad x := 1_{\varepsilon A} + 1_D + 1_{\varepsilon' B}.
\]

Since \( B \cup D \) is an \( n \)-greedy set for \( x \), we have

\[
\|1_{\varepsilon A}\| = \|x - P_{B \cup D}(x)\| \leq C_p\|x - S_n(x)\| = C_p\|1_{\varepsilon' B}\|.
\]

\( \square \)

Next, for any sequence \( n \) with arbitrarily large quotient gaps, we construct a Schauder basis that is \( n \)-strong partially greedy for all \( 0 < t \leq 1 \), but neither quasi-greedy nor conservative, and thus, not partially greedy. In particular, this extends the result obtained in [25, Proposition 3.1] for the \( n \)-quasi-greedy property. In addition, our construction shows that the well-known implication quasi-greedy \( \Rightarrow \) unconditional for constant coefficients (see [29]) does not extend to \( n \)-quasi-greedy bases. We will need the following definition.

**Proposition 6.8.** Let \( n \) be a sequence with arbitrarily large quotient gaps. The following hold:

i) There is a space \( X \) with a monotone Schauder basis \( B \) that is \( n \)-\( t \)-strong partially greedy for all \( 0 < t \leq 1 \), but neither conservative nor quasi-greedy.
ii) There is a space $\mathbb{X}$ with a monotone Schauder basis $\mathcal{B}$ that is $n$-bidemocratic and $n$-$t$-quasi greedy for all $0 < t \leq 1$, but is not $n$-order-conservative - and thus, not $n$-partially greedy.

Proof. i) Given $n$ with arbitrarily large quotient gaps, define

$$\mathcal{S} := \{ S \subseteq \mathbb{N} : |S| \in n \text{ and } |S| < S \},$$

and let $(n_{k_j})_j$ be a subsequence such that for all $j$,

$$n_{k_j + 1} > 3(j + 1)n_{k_j}. \quad (6.5)$$

Let $\mathbb{X}$ be the completion of $c_{00}$ with the following norm:

$$\|(a_i)\| := \max \left\{ \|(a_i)\|_{\infty}, \sup_{S \in \mathcal{S}} \max_{i \in S} \sup_{j \in \mathbb{N}} \sup_{1 \leq j \leq n_{k_j}} \left( \sum_{i=1}^{j} a_{n_{k_j} + i} \right) \right\}. \quad (6.6)$$

It is easy to check that $\mathcal{B}$ is a monotone Schauder basis for $\mathbb{X}$. We will prove that it has the following properties:

a) For all $0 < t \leq 1$, $\mathcal{B}$ is $n$-$t$-strong partially greedy with constant $C_{\text{sp},t} \leq \max\{t^{-1}, 2\}$.

b) $\mathcal{B}$ is 1-$n$-superconservative.

c) $\mathcal{B}$ is not conservative.

d) $\mathcal{B}$ is not $n$-unconditional for constant coefficients. Thus, in particular, it is not quasi-greedy.

To prove a), set $B_0 = \emptyset$ and, for each $m \in \mathbb{N}$, define

$$B_m := \{1, \ldots, m\}.$$

Fix $x \in \mathbb{X}$, $n \in \mathbb{N}$, $0 \leq m \leq n$, and $A$ a $t$-greedy set for $x$ of order $n$. Clearly,

$$\|(e^*_i(x - P_A(x)))\|_{\infty} \leq t^{-1} \|(e^*_i(x - S_m(x)))\|_{\infty}. \quad (6.7)$$

Now fix $S \in \mathcal{S}$. If $|S \cap (B_m \setminus A)| \leq |S \cap (A \setminus B_m)|$, then

$$\sum_{i \in S \cap (B_m \setminus A)} |e^*_i(x - P_A(x))| = \sum_{i \in S \setminus (A \cup B_m)} |e^*_i(x - P_A(x))| + \sum_{i \in S \cap (B_m \setminus A)} |e^*_i(x)|$$

$$\leq \sum_{i \in S \setminus (A \cup B_m)} |e^*_i(x - S_m(x))| + |S \cap (B_m \setminus A)| \max_{i \in S \setminus (A \cup B_m)} |e^*_i(x)|$$

$$\leq \sum_{i \in S \setminus (A \cup B_m)} |e^*_i(x - S_m(x))| + t^{-1} |S \cap (A \setminus B_m)| \min_{i \in S \setminus (A \cup B_m)} |e^*_i(x)|$$

$$\leq t^{-1} \left( \sum_{i \in S \setminus (A \cup B_m)} |e^*_i(x - S_m(x))| + \sum_{i \in S \cap (A \setminus B_m)} |e^*_i(x)| \right)$$

$$\leq t^{-1} \sum_{i \in S} |e^*_i(x - S_m(x))| \leq t^{-1} \|x - S_m(x)\|. \quad (6.8)$$

If $|S \cap (B_m \setminus A)| > |S \cap (A \setminus B_m)|$, consider the equations

$$|A| = |A \setminus (B_m \cup S)| + |S \cap (A \setminus B_m)| + |A \cap B_m \setminus S| + |(A \cap B_m) \setminus S|$$

and

$$|B_m| = |B_m \setminus (A \cup S)| + |S \cap (B_m \setminus A)| + |A \cap B_m \setminus S| + |(A \cap B_m) \setminus S|.$$
As \(|S \cap (B_m \setminus A)| > |S \cap (A \setminus B_m)|\), it follows that there is a nonempty set \(D \subset A \setminus (B_m \cup S)\) such that
\[
|S \cap (A \setminus B_m)| + |D| = |S \cap (B_m \setminus A)|,
\]
and thus also \(E \subset \mathbb{N}\) such that
\[
|E| + |D| = |S \cap (B_m \setminus A)|
\]
and either \(E = \emptyset\) or \(E > A \cup B_m \cup S\). Let
\[
S' := (S \setminus (S \cap (B_m \setminus A))) \cup D \cup E = (S \setminus (B_m \setminus A)) \cup D \cup E.
\]
It is easy to check that \(|S'| = |S| \in \mathbb{n}\). The fact that \(B_m < D \cup E\) implies that \(\min S \leq \min S'\), so \(S' \subset S\). Thus,
\[
\sum_{i \in S} |e_i^*(x - P_A(x))| = \sum_{i \in S \setminus (A \cup B_m)} |e_i^*(x - P_A(x))| + \sum_{i \in S \cap (B_m \setminus A)} |e_i^*(x)|
\]
\[
\leq \sum_{i \in S \setminus (A \cup B_m)} |e_i^*(x - S_m(x))| + |S \cap (B_m \setminus A)| \max_{i \in S \cap (B_m \setminus A)} |e_i^*(x)|
\]
\[
\leq \sum_{i \in S \setminus (A \cup B_m)} |e_i^*(x - S_m(x))| + t^{-1} |D \cup (S \cap (A \setminus B_m))| \min_{i \in D \cup (S \cap (A \setminus B_m))} |e_i^*(x)|
\]
\[
\leq t^{-1} \left( \sum_{i \in S \setminus (A \cup B_m)} |e_i^*(x - S_m(x))| + \sum_{i \in D \cup (S \cap (A \setminus B_m))} |e_i^*(x)| \right)
\]
\[
= t^{-1} \left( \sum_{i \in S' \setminus (A \cup E)} |e_i^*(x - S_m(x))| + \sum_{i \in D \cup (S \cap A)} |e_i^*(x - S_m(x))| \right)
\]
\[
= t^{-1} \sum_{i \in S'} |e_i^*(x - S_m(x))| \leq t^{-1} \|x - S_m(x)\|.
\]  \tag{6.9}

From (6.8) and (6.9) it follows that
\[
\sup_{S \subset S} \sum_{i \in S} |e_i^*(x - P_A(x))| \leq t^{-1} \|x - S_m(x)\|. \tag{6.10}
\]

Finally, fix \(j \in \mathbb{N}\) and \(1 \leq l \leq jn_{k_j}\). We consider first the case \(|A| \leq n_{k_j}|; choose a set \(S \subset \mathbb{N}\) so that
\[
|S| = n_{k_j}, \quad n_{k_j} < S, \quad A \cap \{n_{k_j} + 1, \ldots, n_{k_j} + l\} \subset S.
\]
As \(S \subset S\) and \(B_m < m + 1 \leq n + 1 = |A| + 1 \leq n_{k_j} + 1\), we have
\[
\left| \sum_{i=1}^{l} e_{n_{k_j} + i}^*(x - P_A(x)) \right| \leq \left| \sum_{i=1}^{l} e_{n_{k_j} + i}^*(x) \right| + \sum_{i=1}^{l} |e_{n_{k_j} + i}^*(P_A(x))|
\]
\[
\leq \left| \sum_{i=1}^{l} e_{n_{k_j} + i}^*(x - S_m(x)) \right| + \sum_{i \in S} |e_{n_{k_j} + i}^*(x - S_m(x))|
\]
\[
\leq 2 \|x - S_m(x)\|. \tag{6.11}
\]
Suppose now that \(|A| > n_{k_j}|, and let
\[
D := \{n_{k_j} + 1, \ldots, n_{k_j} + l\}.
\]
As \(|A| \in \mathbb{n}, |A| \geq n_{k_j+1}, \) so it follows from (6.5) that \(D \subset \{1, \ldots, |A|\}\). If \(D \subset A\), then
\[
\left| \sum_{i=1}^{l} e_{n_{k_j} + i}^*(x - P_A(x)) \right| = 0 \leq \|x - S_m(x)\|. \tag{6.12}
\]
If $D \not\subseteq A$, there is $S \subset \mathbb{N}$ such that

$$|S| = |A| < S \quad \text{and} \quad |D \setminus A| = |A \cap S|.$$ 

Since $S \in \mathcal{S}$, we have

$$\left| \sum_{i=1}^{l} \mathbf{e}_{n_{k_j}+i}^*(x - P_A(x)) \right| = \left| \sum_{i \in D \setminus A} \mathbf{e}_{n_{k_j}+i}^*(x) \right| \leq |D \setminus A| \max_{i \in D \setminus A} |\mathbf{e}_i^*(x)|$$

$$\leq t^{-1}|A \cap S| \min_{i \in A \cap S} |\mathbf{e}_i^*(x)| \leq t^{-1} \sum_{i \in S} |\mathbf{e}_i^*(x)|$$

$$= t^{-1} \sum_{i \in S} |\mathbf{e}_i^*(x - S_m(x))| \leq t^{-1} \|x - S_m(x)\|.$$ \hspace{1cm} (6.13)

From (6.7), (6.10), (6.11), (6.12) and (6.13) it follows that

$$\|x - P_A(x)\| \leq \max\{t^{-1}, 2\} \|x - S_m(x)\|,$$

and then, the proof of a) is complete.

Next, we prove b): choose $A, B, \varepsilon \in \Psi_A, \varepsilon' \in \Psi_B$ as in Definition 6.4, and $S \subset B$ with $|S| = |A| \in \mathbf{n}$. Since $A < B$, $|S| = |A| < S$. Thus, $S \in \mathcal{S}$. It follows that

$$\|1_{e_A}\| \leq |A| = |S| = \sum_{i \in S} |\mathbf{e}_i^*(1_{e'B})| \leq \|1_{e'B}\|,$$

so $B$ is 1-$\mathbf{n}$-superconservative.

To prove c) define, for each $j$,

$$D_j := \{n_{k_j} + 1, \ldots, (j + 1)n_{k_j}\} \quad \text{and} \quad E_j := \{(j + 1)n_{k_j} + 1, \ldots, 2(j + 1)n_{k_j}\}.$$ 

We have

$$\|1_{D_j}\| \geq \sum_{i=1}^{jn_{k_j}} \mathbf{e}_{n_{k_j}+i}^*(1_{D_j}) = |D_j| = jn_{k_j}. \quad \hspace{1cm} (6.14)$$

For any $j' \leq j$,

$$(j' + 1)n_{k_j} \leq (j + 1)n_{k_j} < E_j,$$

whereas (6.5) entails that for any $j' > j$,

$$E_j < n_{k_j}.$$ 

It follows that

$$\sup_{j' \in \mathbb{N}} \sup_{1 \leq i \leq n_{k_j}} \left| \sum_{i=1}^{l} \mathbf{e}_{n_{k_j}+i}^*(1_{E_j}) \right| = 0.$$ 

Similarly, for any $S \in \mathcal{S}$ with $|S| \geq n_{k_j+1}$, by (6.5) we have

$$E_j < S.$$ 

Hence,

$$\|1_{E_j}\| = \max \{\|\mathbf{e}_i^*(1_{E_j})\|_{\infty}, \sup_{S \in \mathcal{S}} \sum_{i \in S} |\mathbf{e}_i^*(1_{E_j})|\} \leq n_{k_j}.$$ 

It follows from this and (6.14) that

$$\frac{\|1_{D_j}\|}{\|1_{E_j}\|} \geq j.$$
As \(|D_j| = jn_{k_j} = |E_j|\) and \(D_j < E_j\) for all \(j\), the basis is not conservative.

Finally, let us prove \(d)\): fix \(j > 1\) and let 
\[
\varepsilon \in \Psi_{B_{nk_j+1}}
\]
be a choice of alternating signs. Clearly,
\[
\sup_{j' \in \mathbb{N}} \sup_{1 \leq i \leq j' n_{k_j}} \left| \sum_{i=1}^{j} e_i^*(1_{\varepsilon B_{nk_j+1}}) \right| = 1 = \|\left( e_i^*(1_{\varepsilon B_{nk_j+1}}) \right)\|_\infty \tag{6.15}
\]
As \(S \cap B_{nk_j+1} = \emptyset\) for all \(S \in \mathcal{S}\) such that \(|S| \geq n_{k_j+1}\), we have
\[
\sup_{S \in \mathcal{S}} \sum_{i \in S} \left| e_i^*(1_{\varepsilon B_{nk_j+1}}) \right| = \sup_{|S| \geq n_{k_j}} \sum_{i \in S} \left| e_i^*(1_{\varepsilon B_{nk_j+1}}) \right| \leq n_{k_j}. \tag{6.16}
\]
On the other hand,
\[
\|1_{\varepsilon B_{nk_j+1}}\| \geq \sum_{i=1}^{j n_{k_j}} e_{n_{k_j}+i}^*(1_{\varepsilon B_{nk_j+1}}) = j n_{k_j},
\]
which, when combined with (6.15) and (6.16) gives
\[
\frac{\|1_{\varepsilon B_{nk_j+1}}\|}{\|1_{\varepsilon B_{nk_j+1}}\|} \geq j
\]
for all \(j\). Hence, \(\mathcal{B}\) is not \(n\)-unconditional for constant coefficients, and the proof is complete.

\(\square\)

Proposition 6.8 shows the existence of \(n\)-partially greedy bases that are not quasi-greedy for all sequences with arbitrarily large quotient gaps, but the bases we obtain do not have any of the usual properties studied in connection to the TGA, such as conservativeness, democracy or unconditionality for constant coefficients. This suggest the question of whether it is possible to construct \(n\)-partially greedy bases that have some of those properties, but are still not quasi-greedy. For example, we can ask whether it is possible to extend [25, Proposition 3.2] and construct \(n\)-partially greedy Schauder bases that are superdemocratic and not quasi-greedy. We answer this question in the affirmative and extend the result further, constructing bidemocratic bases with said properties. To that end, we modify the proof of [2, Proposition 3.17].

**Proposition 6.9.** Let \(1 < p < +\infty\) and \(\varepsilon > 0\). There is a Banach space \(X\) with a bimonotone Schauder basis \(\mathcal{B}\) that has the following properties:

\(i)\) For all finite sets \(A \subset \mathbb{N}\) and all \(\varepsilon \in \Psi_A\),
\[
\|1_{\varepsilon A}\| = |A|^{\frac{1}{p}} \quad \text{and} \quad \|1_{\varepsilon A}^*\| = |A|^{\frac{1}{p'}}.
\]
Therefore, \(\mathcal{B}\) is \(1\)-bidemocratic.

\(ii)\) \(\mathcal{B}\) is not quasi-greedy.

\(iii)\) There is a sequence \(n = (n_k)_{k \in \mathbb{N}}\) such that, for all \(0 < t \leq 1\), \(\mathcal{B}\) is \(C_{sp,t}\)-\(n\)-strong partially greedy, with
\[
C_{sp,t} \leq \max \left\{1 + \varepsilon, \frac{\varepsilon}{t} \right\}.
\]
Proof. We will assume $\epsilon < \frac{1}{2}$.

Pick any positive integers $2 < m_{1,1} < s_{1,1}$ so that
\begin{equation}
\sum_{j=m_{1,1}}^{s_{1,1}} \frac{1}{j} < 1. \tag{6.17}
\end{equation}

Suppose that $l_0 \geq 1$ and $\{m_{t,k}, s_{l,k}\}_{1 \leq l \leq l_0}$ have been chosen so that for all $1 \leq l \leq l_0$:
\begin{equation}
\sum_{j=m_{t,k}}^{s_{l,k}} \frac{1}{j} < \frac{1}{l} \leq \sum_{j=m_{t,k}}^{s_{l,k}} \frac{1}{j} \quad \forall 1 \leq k \leq l, \tag{6.18}
\end{equation}
\begin{equation}
l + 1 < m_{t,k} < s_{l,k} \quad \forall 1 \leq k \leq l, \tag{6.19}
\end{equation}
\begin{equation}
s_{l,k} < m_{t,k+1} \quad \forall 1 \leq k < l. \tag{6.20}
\end{equation}

Then choose $\{m_{l_0+1,k}, s_{l_0+1,k}\}_{1 \leq k \leq l_0+1}$ as follows: pick $l_0 + 2 < m_{l_0+1,1} < s_{l_0+1,1}$ so that
\begin{equation}
\sum_{j=m_{l_0+1,1}}^{s_{l_0+1,1}} \frac{1}{j} < \frac{1}{l_0+1} \leq \sum_{j=m_{l_0+1,1}}^{s_{l_0+1,1}} \frac{1}{j}. \tag{6.21}
\end{equation}

If $1 \leq k_0 \leq l_0$ and $\{m_{l_0+1,k}, s_{l_0+1,k}\}_{1 \leq k \leq k_0}$ have been chosen with the properties that
\begin{equation}
\sum_{j=m_{l_0+1,k}}^{s_{l_0+1,k}} \frac{1}{j} < \frac{1}{k_0+1} \leq \sum_{j=m_{l_0+1,k}}^{s_{l_0+1,k}} \frac{1}{j} \quad \forall 1 \leq k \leq k_0, \tag{6.22}
\end{equation}
\begin{equation}
l_0 + 2 < m_{l_0+1,k} < s_{l_0+1,k} \quad \forall 1 \leq k \leq k_0, \tag{6.23}
\end{equation}
\begin{equation}
s_{l_0+1,k} < m_{l_0+1,k+1} \quad \forall 1 \leq k < k_0, \tag{6.24}
\end{equation}
choose $m_{l_0+1,k_0+1}$ and $s_{l_0+1,k_0+1}$ so that
\begin{equation}
s_{l_0+1,k_0+1} > m_{l_0+1,k_0+1} > s_{l_0+1,k_0}, \tag{6.25}
\end{equation}
and
\begin{equation}
\sum_{j=m_{l_0+1,k_0+1}}^{s_{l_0+1,k_0+1}} \frac{1}{j} < \frac{1}{k_0+1} \leq \sum_{j=m_{l_0+1,k_0+1}}^{s_{l_0+1,k_0+1}} \frac{1}{j}. \tag{6.26}
\end{equation}

In this manner, an inductive construction yields sequences of positive integers $\{m_{t,k}\}_{t \in \mathbb{N}}$ and $\{s_{l,k}\}_{t \in \mathbb{N}}$ such that (6.18), (6.19) and (6.20) hold for all $t \in \mathbb{N}$.

Next, choose a sequence of intervals of positive integers $\{A_t\}_{t \in \mathbb{N}}$ so that
\begin{equation}
|A_t| = 2l + \sum_{k=1}^{l} s_{l,k} - m_{l,k} \quad \text{and} \quad \max (A_t) + l + 1 < A_{t+1} \quad \forall l \in \mathbb{N}. \tag{6.27}
\end{equation}

For each $l \in \mathbb{N}$ and each $1 \leq k \leq l$, define
\begin{equation}
i_{l,k} := \begin{cases} 
\min A_t & \text{if } k = 1, \\
\min A_t + \sum_{r=1}^{k-1} (s_{l,r} - m_{l,r} + 2) & \text{if } 1 < k \leq l,
\end{cases}
\end{equation}
and for each $l \in \mathbb{N}$ and each $j \in A_t$,
\begin{equation}
b_{l,j} := \begin{cases} 
\frac{1}{k} & \text{if } j = i_{l,k} \text{ with } 1 \leq k \leq l, \\
\frac{1}{(m_{l,k+1})} & \text{if } j = i_{l,k} + 1 + t \text{ with } 1 \leq k \leq \text{land } 0 \leq t \leq s_{l,k} - m_{l,k}.
\end{cases}
\end{equation}
Note that with these definitions, (6.19) and (6.20) guarantee that for each \( l \in \mathbb{N} \), if \( j, j' \in A_l \) and \( j \neq j' \), then \( b_{l,j} \neq b_{l,j'} \). In particular, for each nonempty finite set \( A \subset \mathbb{N} \) and each \( l \in \mathbb{N} \), we have

\[
\sum_{j \in A \cap A_l} b_{l,j} \leq \frac{|A|}{j} \leq \frac{1}{\sqrt{p}} \int_0^{\frac{|A|}{j}} x^{-\frac{1}{p}} \, dx = \frac{|A|}{j} \cdot \frac{1}{2}. \tag{6.22}
\]

Now choose strictly increasing sequences of positive integers \( l = (l_k)_{k \in \mathbb{N}} \), \( f = (f_k)_{k \in \mathbb{N}} \) and \( n = (n_k)_{k \in \mathbb{N}} \) as follows: Set \( l_1 := 1 \) and \( f_1 := |A_{l_1}| \), and choose \( n_1 > A_{l_1} \). Then pick \( l_2 > n_1 \) sufficiently large so that

\[
\sum_{j=1}^{l_2} \frac{1}{j} > \left( \frac{2^{1+\frac{1}{p}}}{\epsilon} \right)^{p'}.
\]

and let \( f_2 := |A_{l_2}| \), and choose \( n_2 > A_{l_2} \). Note that \( f_2 > l_2 \). Fix \( k_0 \geq 2 \), and suppose (considering (6.21)) that \( l_k = (l_k)_{1 \leq k \leq k_0} \), \( f_k = (f_k)_{1 \leq k \leq k_0} \) and \( n_k = (n_k)_{1 \leq k \leq k_0} \) have been chosen so that for all \( 1 \leq k \leq k_0 - 1 \),

\[
n_{k+1} > \max (A_{l_{k+1}}) > f_{k+1} = |A_{l_{k+1}}| > l_{k+1} > n_k > \max (A_{l_k}) = f_k = |A_{l_k}|; \tag{6.23}
\]

\[
\sum_{j=1}^{l_{k+1}} \frac{1}{j} > \left( \frac{2^{1+\frac{1}{p}}}{\epsilon} \right)^{p'} \cdot n_k.
\tag{6.24}
\]

Then choose \( n_{k+1} > l_{k+1} > n_k \) so that, setting \( f_{k+1} = |A_{l_{k+1}}| \), the above inequalities hold for \( k = k_0 \). By induction, this process gives three sequences \( n, l, f \) such that for all \( k \in \mathbb{N} \), (6.23) and (6.24) hold. Let \( \| \cdot \|_0 \) be the seminorm on \( c_{00} \) given by

\[
\| (a_j)_{j \in \mathbb{N}} \|_0 = \frac{\epsilon}{p} \sup_{m \in \mathbb{N}} \frac{1}{m} \sup_{j_1 \leq j_2} \left| \sum_{j_1 \leq r \leq j_2} a_r b_{l_{m+1},r} \right|, \tag{6.25}
\]

let \( X \) be the completion of \( c_{00} \) with the norm

\[
\| x \| = \max \left\{ \| x \|_p, \| x \|_0 \right\}, \tag{6.26}
\]

and let \( B = (e_i)_i \) be the canonical unit vector basis with dual basis \( B^* = (e_i^*)_i \); note that \( B \) is a bimonotone normalized Schauder basis for \( X \).

To prove i), fix \( A \subset \mathbb{N} \) a nonempty finite set, and \( \varepsilon \in \Psi_A \). By (6.22) we have

\[
\| 1_{\varepsilon A} \|_0 \leq \frac{1}{p} \sup_{l \in \mathbb{N}} \frac{1}{|A|} \sum_{j \in A \cap A_l} |e_j^* (1_{\varepsilon A})| b_{l,j} \leq \| A \|_p^{\frac{1}{p}} = \| 1_{\varepsilon A} \|_p.
\]

Hence,

\[
\| 1_{\varepsilon A} \| = \| 1_{\varepsilon A} \|_p = |A|^{\frac{1}{p}}. \tag{6.27}
\]

Now choose \( \varepsilon' \in \Psi_A \) so that \( \varepsilon_j \varepsilon_j^* = 1 \) for all \( j \in A \). As (6.27) also holds for if we replace \( \varepsilon \) by \( \varepsilon' \), we have

\[
|A| = 1^*_{\varepsilon A} (1_{\varepsilon A}) \leq \| 1^*_{\varepsilon A} \| \cdot \| 1_{\varepsilon A} \| \leq \| 1^*_{\varepsilon A} \| \cdot |A|^{\frac{1}{p}},
\]

so

\[
\| 1^*_{\varepsilon A} \| \geq |A|^{\frac{1}{p}}. \tag{6.28}
\]
On the other hand, for all \(x \in X\) with finite support, we have \(\|x\| \geq \|x\|_p\). Since \(B\) is a monotone Schauder basis, this entails that for all \(x^* \in X^*\) with finite support, \(\|x^*\| \leq \|x^*\|_{p'}\), so in particular \(\|1_{\epsilon A}\| \leq |A|^{\frac{1}{p'}}\) which, when combined with (6.28), gives \(\|1_{\epsilon A}\| = |A|^{\frac{1}{p'}}\). Thus, we have obtained both equalities in i), and it follows from them that \(B\) is 1-bidemocratic.

To prove ii), define, for each \(l \in \ell^1_\eta\) and every \(j \in A_l\),

\[
a_{l,j} := \begin{cases} \frac{1}{k^p} & \text{if } j = i_{l,k} \text{ with } 1 \leq k \leq l, \\ -\frac{1}{(m_{l,k}+t)^p} & \text{if } j = i_{l,k} + 1 + t \text{ with } 1 \leq k \leq l \text{ and } 0 \leq t \leq s_{l,k} - m_{l,k}. \end{cases}
\]

Now for each \(l \in \ell^1_\eta\), let

\[
\alpha_l := \left( \sum_{j \in A_l} |a_{l,j}|^p \right)^{\frac{1}{p}} \quad \text{and} \quad x_l := \frac{1}{\alpha_l} \sum_{j \in A_l} a_{l,j} e_j.
\]

Clearly, \(\alpha_l \geq 1\) and \(\|x_l\|_p = 1\) for all \(l \in \ell^1_\eta\). Let us see that \(\{x_l\}_{\text{def} \ell^1_\eta}\) is normalized: For \(l \in \ell^1_\eta\), \(x_l\) is supported in \(A_l\), so the triangle inequality and the facts that \(\epsilon < \frac{1}{2}\) and \(p\alpha_l \geq 1\) entail that

\[
\|x_l\|_\infty \leq \frac{\epsilon}{p\alpha_l} \sup_{j_1, j_2 \in A_l, j_1 \leq j_2} \left| \sum_{j \in A_l} a_{l,r} b_{l,j} \right| \leq \sup_{r \in A_l} \left| \sum_{j \in A_l} a_{l,r} b_{l,j} \right|.
\]

(6.29)

Note that for each \(j \in A_l\),

\[
a_{l,j} b_{l,j} = \begin{cases} \frac{1}{k} & \text{if } j = i_{l,k} \text{ with } 1 \leq k \leq l, \\ -\frac{1}{(m_{l,k}+t)} & \text{if } j = i_{l,k} + 1 + t \text{ with } 1 \leq k \leq l \text{ and } 0 \leq t \leq s_{l,k} - m_{l,k}. \end{cases}
\]

From the above equalities and (6.18) it follows that for each \(j \in A_l\), the following hold:

- If \(j = i_{l,1}\), then

\[
\left| \sum_{r \in A_l, r \leq j} a_{l,r} b_{l,r} \right| = a_{l,i_{l,1}} b_{l,i_{l,1}} = 1.
\]

- If there is \(0 \leq d \leq s_{l,1} - m_{l,1}\) such that \(j = i_{l,1} + 1 + d\), then

\[
\left| \sum_{r \in A_l, r \leq j} a_{l,r} b_{l,r} \right| = 1 - \sum_{l=0}^{d} \frac{1}{m_{l,1} + l} < 1.
\]
• If there is $1 < k \leq l$ such that $j = i_{l,k}$, then
\[
\left| \sum_{r \in A_j} a_{l,r} b_{l,r} \right| = \left| \sum_{u=1}^{k-1} \left( \frac{1}{u} - \frac{\sum_{t=0}^{u} \frac{1}{m_{l,u} + t}}{m_{l,u}} \right) + \frac{1}{k} \right| = \left| \sum_{u=1}^{k-1} \left( \frac{1}{u} - \sum_{t=m_{l,u}}^{s_{l,u}} \frac{1}{t} \right) \right| + \frac{1}{k} \leq \sum_{u=1}^{k-1} \left( \frac{1}{u} - \sum_{t=m_{l,u}}^{s_{l,u}} \frac{1}{t} \right) + \frac{1}{k} = \frac{k-1}{l} + \frac{1}{k} \leq 1.
\]
• If there are $1 < k \leq l$ and $0 \leq d \leq s_{l,k} - m_{l,k}$ such that $j = i_{l,k} + 1 + d$, then again by (6.18) we have
\[
\left| \sum_{r \in A_j} a_{l,r} b_{l,r} \right| = \left| \sum_{u=1}^{k-1} \left( \frac{1}{u} - \sum_{t=m_{l,u}}^{s_{l,u}} \frac{1}{m_{l,u} + t} \right) + \frac{1}{k} - \sum_{t=0}^{d} \frac{1}{m_{l,k} + d} \right| = \left| \sum_{u=1}^{k-1} \left( \frac{1}{u} - \sum_{t=m_{l,u}}^{s_{l,u}} \frac{1}{t} \right) \right| + \frac{1}{k} - \sum_{t=0}^{d} \frac{1}{m_{l,k} + d} \leq \frac{k-1}{l} + \frac{1}{k} \leq 1.
\]
Those are all possible cases, so by (6.29) we conclude that $\|x_l\|_\infty \leq 1$, and then $\|x_l\|_1 = 1$.

Now for each $l \in \hat{l}_\eta$, define $B_l := \{i_{l,k}\}_{1 \leq k \leq l}$. Then $B_l$ is a greedy set for $x_l$. Indeed, given $j \in B_l$, there is $1 \leq k \leq l$ such that $j = i_{l,k}$. Hence,
\[
|e_j^l(x_l)| = \frac{1}{\alpha_l} |a_{l,i_{l,k}}| = \frac{1}{\alpha_l k^\eta} \geq \frac{1}{\alpha_l l^\eta}.
\]

On the other hand, if $j' \in A_l \setminus B_l$, there is $1 \leq k \leq l$ and $0 \leq t \leq s_{l,k} - m_{l,k}$ such that $j' = i_{l,k} + 1 + t$. Thus, using (6.19) we obtain
\[
|e_{j'}^l(x_l)| = \frac{1}{\alpha_l (m_{l,k} + t)^\eta} \leq \frac{1}{\alpha_l (l + 1)^\eta} < |e_j^l(x_l)|.
\]

Let us estimate $\|P_{B_{m+1}}(x_{l_{m+1}})\|$ for each $m \in \mathbb{N}$: By (6.18) we have
\[
\alpha_l^p = \sum_{j \in A_l} |a_{l,j}|^p = \frac{l}{k} + \sum_{k=1}^l \frac{s_{j,k}}{k} \leq 2 \sum_{k=1}^l \frac{1}{k} \quad \forall l \in \hat{l}_\eta.
\]

Thus, using (6.24) we obtain that for each $m \in \mathbb{N}$,
\[
\|P_{B_{m+1}}(x_{l_{m+1}})\| \geq \|P_{B_{m+1}}(x_{l_{m+1}})\|_\infty \geq \frac{\epsilon}{pm_m} \sum_{j \in A_{l_{m+1}}} e_j^*(P_{B_{m+1}}(x_{l_{m+1}})) b_{l_{m+1},j}
\]
\[
= \frac{\epsilon}{pm_m} \left( \alpha_{l_{m+1}} \right)^{-1} \sum_{k=1}^{l_{m+1}} a_{l_{m+1},i_{l_{m+1},k}} b_{l_{m+1},i_{l_{m+1},k}}
\]
\[
\geq \frac{\epsilon}{pm_m} \left( 2 \sum_{k=1}^{l_{m+1}} \frac{1}{k} \right)^{\frac{1}{\eta}} \sum_{k=1}^{l_{m+1}} \frac{1}{k} \geq \frac{2^{\frac{-1}{\eta}} \epsilon}{pm_m} \left( \sum_{k=1}^{l_{m+1}} \frac{1}{k} \right)^{\frac{1}{\eta}} \geq m + 1,
\]
where we used (6.24) to get the last inequality. Since $(P_{B_{m+1}}(x_{l_{m+1}}))_{m \in \mathbb{N}}$ is not bounded, $\mathcal{B}$ is not quasi-greedy.
Finally, we prove \( iii \): By Remark 6.3, it is enough to prove that \( B \) is \( n \)-\( t \)-partially greedy, with constant as in the statement. To that end, fix \( x \in \mathbb{X} \), \( 0 < t \leq 1 \), \( k_0 \in \mathbb{N} \) and \( A \) a \( t \)-greedy set for \( x \) with \( |A| = n_{m_0} \in n \), and let \( B := \{1, \ldots, n_{m_0}\} \). Clearly we may assume \( A \not\subseteq B \). Choose \( \delta > 0 \), \( m_1 \in \mathbb{N} \) and \( j_1, j_2 \in A_{m_1+1} \) so that

\[
\|x - P_A(x)\|_\infty \leq \delta + \frac{\epsilon}{p n_{m_1}} \sum_{r \in A_{m_1+1}} \sum_{j_1 \leq r \leq j_2} e_r^*(x - P_A(x)) b_{l_{m_1+1},r}.
\]

If \( m_0 \leq m_1 \), then by (6.21) and (6.23) we get \( A_{m_1+1} > l_{m_1+1} > n_{m_1} \geq n_{m_0} \). Thus, \( A_{m_1+1} \cap B = \emptyset \), which implies that

\[
\|x - P_A(x)\|_\infty \leq \delta + \frac{\epsilon}{p n_{m_1}} \sum_{r \in A_{m_1+1}} \sum_{j_1 \leq r \leq j_2} e_r^*(x - P_B(x) - P_A(x)) b_{l_{m_1+1},r}
\]

\[
\leq \delta + \frac{\epsilon}{p n_{m_1}} \sum_{r \in A_{m_1+1}} \sum_{j_1 \leq r \leq j_2} e_r^*(x - P_B(x)) b_{l_{m_1+1},r} + \sum_{r \in A_{m_1+1} \cap A} |e_r^*(x)| b_{l_{m_1+1},r}
\]

\[
\leq \delta + \|x - P_B(x)\|_\infty + \frac{\epsilon}{p n_{m_1}} \sum_{r \in A_{m_1+1} \cap A} |e_r^*(x - P_B(x))| b_{l_{m_1+1},r}
\]

\[
\leq \delta + \|x - P_B(x)\| + \frac{\epsilon}{p n_{m_1}} \sum_{r \in A_{m_1+1} \cap A} |x - P_B(x)| b_{l_{m_1+1},r}
\]

\[
\leq \delta + \|x - P_B(x)\| + \frac{\epsilon}{p n_{m_1}} |A| \leq \delta + (1 + \epsilon) \|x - P_B(x)\|. \tag{6.30}
\]

On the other hand, if \( m_0 \geq m_1 + 1 \), (6.23) implies that \( A_{m_1+1} \subset \{1, \ldots, n_{m_1+1}\} \subset B \). Since

\[
\|x - P_B(x)\| \geq \|x - P_B(x)\|_p \geq \|P_A(x - P_B(x))\|_p \geq \min_{j \in A} |e_j^*(x)| |A \setminus B| \frac{1}{p}
\]

\[
\geq t \max_{j \notin A} |e_j^*(x)| |A \setminus B| \frac{1}{p} = t \max_{j \notin A} |e_j^*(x)| |B \setminus A| \frac{1}{p},
\]
For the case \( \in \), since 

\[
\text{auxiliary lemmas. The first of them is an extension of \[ \text{Lemma 6.10}. \]
\]

Fix \( \) \( \sum_{r \in \mathbb{Z}} e^*_r(x - P_A(x))b_{m_{i+1},r} \)
\[
\leq \delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} \sum_{r \in \mathbb{Z}} |e^*_r(x)| b_{m_{i+1},r} \leq \delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} |x - P_B(x)| \sum_{r \in \mathbb{Z}} b_{m_{i+1},r} \leq \delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} \frac{\int_0^{\infty} 1}{1/\pi} \)
\[
=\delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} \leq \delta + \frac{\varepsilon}{t} \|x - P_B(x)\|. \quad (6.31)
\]

Since \( \delta \) is arbitrary, combining (6.30) and (6.31) we conclude that \( \mathcal{B} \) is \( n \)-t-partially greedy, with constant as in the statement, and the proof is complete. \( \square \)

We turn our attention now to sequences with bounded quotient gaps. For such sequences, we do have a characterization of \( n \)-strong partially greedy bases that is an extension of that given in \([17, \text{Theorem 3.4}]\). In order to prove it, we need two auxiliary lemmas. The first of them is an extension of \([18, \text{Lemma 2.1}]\) to complex spaces that slightly improves the bound obtained in \([18, \text{Lemma 6.3}]\).

**Lemma 6.10.** Let \( \mathcal{B} \) be a quasi-greedy basis. If \( 0 < t \leq 1 \) and \( A \) is a \( t \)-greedy set for \( x \in \mathbb{X} \), then

\[
\|P_A(x)\| \leq (C_q + 4t^{-1}C_q^2) \|x\|.
\]

**Proof.** For the case \( \mathbb{F} = \mathbb{R} \), this result is just \([18, \text{Lemma 2.1}]\), and then the case \( \mathbb{F} = \mathbb{C} \) follows by the same argument used in Proposition 2.16. \( \square \)

Next, we prove a lemma that holds for any sequence \( n \), and for which we adapt part of the proof of \([17, \text{Theorem 3.4}]\) to our context.

**Lemma 6.11.** Let \( \mathcal{B} \) be a basis. If \( \mathcal{B} \) is quasi-greedy and \( n \)-order-conservative, it is \( n \)-t-partially greedy for all \( 0 < t \leq 1 \).

**Proof.** Fix \( x \in \mathbb{X} \), \( n \in \mathbb{N} \), and let \( B = \{ i \in \mathbb{N} : i \leq n \} \) and \( A \) a \( t \)-greedy set of order \( n \) for \( x \). If \( A = B \), trivially \( \|x - P_A(x)\| \leq \|x - S_n(x)\| \). If \( A \neq B \), then \( B \setminus A \leq n < A \setminus B \) and \( |B \setminus A| = |A \setminus B| \). Thus,

\[
\|P_{B \setminus A}(x)\| \leq 2\kappa C_q \max_{i \in B \setminus A} \|e^*_i(x)\| \|1_{B \setminus A}\| \leq 2\kappa t^{-1}C_q \Delta_{oc} \min_{i \in A \setminus B} \|e^*_i(x)\| \|1_{A \setminus B}\|
\]
\[
\leq 8\kappa t^{-1}C_q^3 \Delta_{oc} \|P_A(x)\| = 8\kappa t^{-1}C_q^3 \Delta_{oc} \|P_A(x) - S_n(x)\|,
\]

where in Step a) we used \([6, \text{Proposition 2.1.11}]\), and in Step b) we used \([6, \text{Corollary 2.1.15}]\). Since

\[
\|P_{A \setminus B}(x)\| = \|P_{A \setminus B}(x - S_n(x))\| \leq (C_q + 4t^{-1}C_q^2) \|x - S_n(x)\| \quad \text{(by Lemma 6.10),}
\]

it follows that

\[
\|x - P_A(x)\| \leq \delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} \sum_{r \in \mathbb{Z}} |e^*_r(x)| b_{m_{i+1},r} \leq \delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} |x - P_B(x)| \sum_{r \in \mathbb{Z}} b_{m_{i+1},r} \leq \delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} \frac{\int_0^{\infty} 1}{1/\pi} \)
\[
=\delta + \frac{\varepsilon}{pn_{m_1}^{1/2}} \leq \delta + \frac{\varepsilon}{t} \|x - P_B(x)\|. \quad (6.31)
\]
and
\[ \|x - P_A(x)\| \leq \|x - S_n(x)\| + \|P_{A\setminus B}(x)\| + \|P_{B\setminus A}(x)\|, \]
the proof is complete. \(\square\)

Now we can characterize \(n\)-strong partially greedy bases for sequences with bounded quotient gaps.

**Proposition 6.12.** Let \(B\) be a seminormalized basis. If \(n\) has bounded quotient gaps, the following are equivalent:

i) \(B\) is quasi-greedy and \(n\)-order-superconservative.

ii) \(B\) is \(n\)-quasi-greedy and \(n\)-order-conservative.

iii) \(B\) is \(n\)-strong partially greedy.

**Proof.** The implication i) \(\implies\) ii) is immediate, whereas ii) \(\implies\) i) follows by Theorem 2.11 and the fact that \(n\)-order-conservativeness plus unconditionality for constant coefficients entail \(n\)-order-superconservativeness.

The implication iii) \(\implies\) ii) follows by Lemma 6.7, whereas i) \(\implies\) iii) follows by Lemma 6.11. \(\square\)

It is known that for any sequence \(n\) with bounded quotient gaps and Schauder bases, the properties of being \(n\)-democratic, \(n\)-conservative, and several others studied in the context of greedy approximation are equivalent to their respective standard counterparts \([8, Propositions 2.2, 2.4, 3.6, Lemma 3.10]\). By Theorem 2.11, the corresponding equivalence holds for \(n\)-quasi-greediness and quasi-greediness, even without a Schauder hypothesis. So, it is natural in this context to ask whether, for such sequences, \(n\)-(strong) partially greedy (Schauder) bases are also partially greedy.

The results below show that the answers are negative, and characterize the sequences for which equivalence does hold. For our results, we need the following classification, which was introduced in \(8\) to study extensions of some of the properties that appear naturally in the study of the TGA, such as democracy, unconditionality for constant coefficients and symmetry for largest coefficients.

**Definition 6.13.** Let \(n = (n_k)_{k \in \mathbb{N}}\) be a strictly increasing sequence of natural numbers. The additive gaps of \(n\) are the differences \(n_{k+1} - n_k\) when \(n_{k+1} > n_k + 1\). We say that \(n\) has arbitrarily large additive gaps if
\[ \limsup_{k \to \infty} n_{k+1} - n_k = +\infty. \]

Alternatively, for \(l \in \mathbb{N}_{>1}\), we say that \(n\) has \(l\)-bounded additive gaps if it has gaps and \(n_{k+1} - n_k \leq l\) for all \(k \in \mathbb{N}\), and we say that it has bounded additive gaps if it has \(l\)-bounded additive gaps for some natural number \(l \geq 2\).

**Proposition 6.14.** Suppose \(n\) has arbitrarily large additive gaps. There is a Banach space \(X\) with a 1-unconditional basis \(B\) that is \(n\)-partially greedy but not conservative, and thus not partially greedy.

**Proof.** Choose a subsequence \((n_{k_j})_j\) so that for all \(j\),
\[ n_{k_{j+1}} > n_{k_j} + 3 \cdot 10^j, \quad (6.32) \]
and a decreasing sequence of positive numbers \((p_k)_k\) so that
\[ \lim_{k \to +\infty} p_k = 1 \quad \text{and} \quad \limsup_{j \to +\infty} j \left( \frac{1}{p_{k_{j+1}}} - \frac{1}{p_{k_j}} \right) = +\infty. \quad (6.33) \]
For instance, a possible choice is to define
\[ p_{kj} := 1 + \frac{1}{2^j}, \quad p_{kj+1} := 1 + \frac{1}{2^j + 1} \]
for all \( j \), and then complete the sequence so that \((p_k)\) is decreasing.
For each \( k, j \in \mathbb{N} \), let
\[ S_k := \{ S \in \mathbb{N} : |S| = 10^k \text{ and } n_k < S \}, \quad T_j := \{ n_{kj} + 1, \ldots, n_{kj} + 10^j \}, \]
and define \( X \) as the completion of \( c_{00} \) with the following norm:
\[ \| (a_i) \| := \max \left\{ \| (a_i) \|_{\infty}, \sup_{k \in \mathbb{N}} \sum_{S \in S_k} \left( \sum_{i \in S} |a_i|^{p_k} \right)^{\frac{1}{p_k}}, \sup_{j \in \mathbb{N}} \left( \sum_{i \in T_j} |a_i|^{p_{kj+1}} \right)^{\frac{1}{p_{kj+1}}} \right\}. \]
It is clear that the unit vector basis \((e_i)\) is a 1-unconditional Schauder basis. To prove that it is \( n \)-partially greedy, choose \( A, B \subset \mathbb{N} \) and \( n \in \mathbb{N} \) as in Definition 6.5. Fix \( j \in \mathbb{N} \), and suppose \( T_j \cap A \neq \emptyset \). From (6.32) and the fact that \( A \nsubseteq n \) it follows that \( T_j < n_{kj+1} \leq n \). Since \( n < B \) and \( |A| = |B| \), there is \( S \in S_{n_{kj+1}} \) such that \( |S \cap B| \geq |T_j \cap A| \). Then,
\[ \left( \sum_{i \in T_j} |e_i^*(1_A)|^{p_{kj+1}} \right)^{\frac{1}{p_{kj+1}}} \leq \left( \sum_{i \in S} |e_i^*(1_B)|^{p_{kj+1}} \right)^{\frac{1}{p_{kj+1}}} \leq \| 1_B \|. \]
Now fix \( k \in \mathbb{N} \) and \( S \in S_k \). If \( A \cap S \neq \emptyset \), then as \( A < B \) and \( |A| = |B| \) there is \( S' \subset S_k \) such that \( |B \cap S'| \geq |A \cap S| \). Hence,
\[ \left( \sum_{i \in S} |e_i^*(1_A)|^{pk} \right)^{\frac{1}{pk}} \leq \left( \sum_{i \in S'} |e_i^*(1_B)|^{pk} \right)^{\frac{1}{pk}} \leq \| 1_B \|. \]
From this and (6.34), taking supremum it follows that
\[ \| 1_A \| \leq \| 1_B \|. \]
Hence, \( B \) is 1-\( n \)-order-conservative. Since it is also unconditional, by Lemma 6.11 it is \( n \)-partially greedy. To finish the proof, for each \( j \) define
\[ D_j := \{ n_{kj} + 10^j + 1, \ldots, n_{kj} + 10^j + 10^j \}. \]
For each \( j \) and each \( k \geq k_j + 1 \), by (6.32) we have \( D_j < n_k \), so \( D_j \cap S = \emptyset \) for all \( S \in S_k \). Thus,
\[ \sup_{k \in \mathbb{N}} \sum_{S \in S_k} \left( \sum_{i \in S} |e_i^*(1_D_j)|^{pk} \right)^{\frac{1}{pk}} = \sup_{1 \leq k \leq k_j} \sum_{S \in S_k} \left( \sum_{i \in S} |e_i^*(1_D_j)|^{pk} \right)^{\frac{1}{pk}} \leq \| D_j \|^{\frac{1}{pk_j}} = 10^{\frac{1}{pk_j}}. \]
Also, by (6.32), we have \( T_i \cap D_j = \emptyset \) for all \( i, j \). Hence,
\[ \| 1_{D_j} \| \leq 10^{\frac{1}{pk_j}} \]
for all \( j \). On the other hand,
\[ \| 1_{T_j} \| \geq \left( \sum_{i \in T_j} |e_i^*(1_{T_j})|^{p_{kj+1}} \right)^{\frac{1}{p_{kj+1}}} = 10^{\frac{1}{p_{kj+1}}}. \]
Therefore, by (6.33),
\[ \limsup_{j \to +\infty} \frac{1}{\|T_j\|} \geq \limsup_{j \to +\infty} 10^{j+1} \frac{\Delta_j}{p_j} = +\infty. \]
As \( T_j < D_j \) and \( |T_j| = |D_j| \) for all \( j \), we conclude that \( B \) is not conservative, and thus not partially greedy. \( \square \)

**Remark 6.15.** Proposition 6.14 and [8, Lemma 3.10] together imply that for sequences with bounded quotient gaps but arbitrarily large additive gaps, \( n \)-strong partially greedy Schauder bases can fail to be \( n \)-conservative, which suggests \( n \)-order-conservativeness is in a sense a better extension of conservativeness to our context than the more seemingly natural \( n \)-conservativeness.

For sequences with bounded additive gaps, we have the following result.

**Lemma 6.16.** Let \( B \) be an \( n \)-strong partially greedy Markushevich basis. If \( n \) has bounded additive gaps, it is strong partially greedy.

**Proof.** By Lemma 6.7, \( B \) is \( n \)-order-conservative. As \( B \) is \( n \)-quasi-greedy, by Theorem 2.11 (or [25, Proposition 4.1]) it is quasi-greedy. To see that it is conservative, fix \( A, B \subset \mathbb{N} \) with \( A < B \) and \( 0 < |A| \leq |B| \). If \( B > n_1 \), let
\[ k_1 := \max_{k \in \mathbb{N}} \left\{ n_k < B \right\} \quad \text{and} \quad A_0 := \{ i \in A : i \leq n_{k_1} \}. \]
Note that \( |A \setminus A_0| \leq m \) because either the set is empty or
\[ n_{k_1} < A \setminus A_0 < \min B \leq n_{k_1+1} \leq n_{k_1} + m. \]
As \( A_0 \leq n_{k_1} < B \), we have
\[ \|1_A\| \leq \|1_{A_0}\| + \|1_{A \setminus A_0}\| \leq \Delta_\infty \|1_B\| + \alpha_1 \alpha_2 m \|1_B\|. \]
On the other hand, if \( B \not\in n_1 \), then \( A < n_1 \). Hence,
\[ \|1_A\| \leq \alpha_1 \alpha_2 (n_1 - 1) \|1_B\|. \]
Thus, \( B \) is conservative. By [10, Proposition 5.1], it is strong partially greedy. \( \square \)

**Corollary 6.17.** Let \( n \) be a sequence with gaps. The following are equivalent:
- \( n \) has bounded additive gaps.
- Every \( n \)-strong partially greedy Markushevich basis is strong partially greedy.

7. **Examples**

In this section, we consider a family of examples from [25, Proposition 3.1], which we use throughout the paper. We will use some of the results proved for a modified version of this example was studied in [8], as the proofs hold also in this case with only straightforward modifications.

**Example 7.1.** Suppose \( n \) has arbitrarily large quotient gaps, and write \( n = (n_k)_{k=1}^\infty \) and find \( k_1 < k_2 < \ldots \) such that the sequence \( (n_{k_{i+1}}/n_{k_i})_{i=1}^\infty \) increases without a bound. For \( i \in \mathbb{N} \), write
\[ c_i = \left( \frac{n_{k_{i+1}}}{n_{k_i}} \right)^{1/4}, \quad m_i = \left[ \sqrt[n_{k_{i+1}}]{n_{k_i}} \right]. \]
Let \( \tilde{m}_i = \sum j \leq i m_j \) (so that \( \tilde{m}_1 = 0 \) and \( \tilde{m}_{i+1} = \tilde{m}_i + m_i \) for \( i \geq 1 \)), and let \( X \) be completion of \( c_{00} \) with the norm:

\[
\left\| \sum a_j e_j \right\| = \max \left\{ \left\| (a_j)_j \right\|_2, \sup_{i \in \mathbb{N}} \frac{c_i}{\sqrt{m_i}} \max_{j = i}^{i + m_i} \left| \tilde{m}_{i+1} - \tilde{m}_i \right| \right\}.
\]

The canonical unit vector basis \( B = (e_i)_{i \in \mathbb{N}} \) is a monotone Schauder basis with the following properties.

a) \( B \) is \( n \)-quasi-greedy and not quasi-greedy.

b) \( B \) is \( \Delta_b \)-\( n \)-bidemocratic with \( \Delta_b \leq \sqrt{2} \).

c) \( B \) is not \( n \)-order-conservative and hence not \( n \)-partially greedy.

Proof. It is clear from the definition that \( B \) is a monotone Schauder basis.

Step a) \( n \)-quasi-greediness: See [25, Proposition 3.1].

Step b) \( n \)-bidemocracy:

Fix \( A, B \subset \mathbb{N} \) with \( |A| = |B| = n \in \mathbb{N}, \varepsilon, \varepsilon' \in \Psi_A, \varepsilon' \in \Psi_B \). The argument of the proof [8, Example 5.2] gives

\[
\|e_i B\| \leq 2\sqrt{|B|}.
\]

On the other hand, since \( \|x\| \geq \|x\|_2 \) for all \( x \in X \), we have \( \|x^*\| \leq \|x^*\|_2 \) for all \( x^* \in X^* \) with finite support. Hence,

\[
\|e_i^* A\| \leq \sqrt{|A|}
\]

It follows that

\[
\|e_i^* A\| \|e_i B\| \leq \sqrt{2} \sqrt{|A|} \sqrt{|B|} = \sqrt{2n},
\]

so \( B \) is \( \Delta_b \)-\( n \)-bidemocratic with \( \Delta_b \leq \sqrt{2} \).

Step c) \( n \)-partial greediness:

For each \( i \in \mathbb{N} \), let

\[
B_i := \{\tilde{m}_i + 1, \ldots, \tilde{m}_i + m_i\}.
\]

We have

\[
\|1_{B_i}\| \geq \left| \frac{c_i}{\sqrt{m_i}} \sum_{j = \tilde{m}_i + 1}^{\tilde{m}_i + m_i} e_j^* (1_{B_i}) \right| = \sqrt{m_i} c_i = c_i \sqrt{|B_i|}
\]

(7.1)

Note that

\[
\frac{c_i}{\sqrt{m_i}} \leq 1 \quad \forall \ i \geq 2.
\]

Thus, \( (e_{\tilde{m}_i + 1})_{i \in \mathbb{N}} \) is isometrically equivalent to the unit vector basis of \( \ell_2 \). Therefore, given \( i \in \mathbb{N} \) there is \( n \in \mathbb{N} \) and \( D_i > n > B_i \) such that \( |D_i| = |B_i| \) and

\[
\|1_{D_i}\| = \sqrt{|D_i|}.
\]

Since \( (c_i)_{i \in \mathbb{N}} \) is unbounded, from this and (7.1) it follows that \( B \) is not \( n \)-order-conservative. \( \square \)
Remark 7.2. If we replace the norm in Example 7.1 by the norm
\[
\left\| \sum_{j} a_j e_j \right\| = \max \left\{ \|(a_j)_j\|_2, \sup_{i \in \mathbb{N}} c_i \frac{\tilde{m}_{i+m_i}}{\sqrt{m_i}} \sum_{j=m_i+1}^{\tilde{m}_{i+m_i}} |a_j| \right\},
\]
the resulting basis is 1-unconditional, and the proofs of all the steps b) and c) hold with only minor, straightforward modifications. In particular, this shows that even for unconditional bases, \( n \)-bidemocracy does not entail \( n \)-order-conservativeness.

8. Open questions

Question 1. For \( n \) with bounded quotient gaps, we characterize \( n \)-strong partially greedy bases as those that are \( n \)-quasi-greedy and \( n \)-order-conservative (Proposition 6.12). Does this characterization hold for \( n \) with arbitrarily large quotient gaps? If not, is there a characterization of \( n \)-strong-partially greedy bases as those \( n \)-quasi-greedy that have another, relatively simple property?

Question 2. In Section 5, we proved that \( n \)-semi-greedy Markushevich bases are semi-greedy. Does this implication still hold if we remove the totality hypothesis?
## Annex: Summary of some important constants

| Symbol  | Name of constant                     | Ref. equation |
|---------|--------------------------------------|---------------|
| $C_{q,t}$ | Quasi-greedy constant                | (1.2)         |
| $C_{sq,t}$ | Suppression-quasi-greedy constant    | (1.3)         |
| $C_{p,t}$  | Partially greedy constant            | (6.1)         |
| $C_{sp,t}$ | Strong partially greedy constant     | (6.2)         |
| $K_s$    | Suppression unconditionality constant| (4.3)         |
| $\Delta$ | Symmetry for largest coeff. constant | (3.4)         |
| $\Delta_b$ | Bidemocracy constant                | (3.1)         |
| $\Delta_{osc}$ | Order-superconservativity constant    | (6.4)         |
| $\Delta_{oc}$ | Order-conservativity constant        | (6.4)         |
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