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Abstract
The saddle point (SP) calculation is a grand challenge for computationally intensive energy function in computational chemistry area, where the saddle point may represent the transition state. The traditional methods need to evaluate the gradients of the energy function at a very large number of locations. To reduce the number of expensive computations of the true gradients, we propose an active learning framework consisting of a statistical surrogate model, Gaussian process regression (GPR) for the energy function, and a single-walker dynamics method, gentle accent dynamics (GAD), for the saddle-type transition states. SP is detected by the GAD applied to the GPR surrogate for the gradient vector and the Hessian matrix. Our key ingredient for efficiency improvements is an active learning method which sequentially designs the most informative locations and takes evaluations of the original model at these locations to train GPR. We formulate this active learning task as the optimal experimental design problem and propose a very efficient sample-based sub-optimal criterion to construct the optimal locations. We show that the new method significantly decreases the required number of energy or force evaluations of the original model.
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1 Introduction
The investigation of reaction mechanisms is a central goal in theoretical chemistry. Any reaction can be characterized by its potential energy surface (PES), the energy depending on the nuclear coordinates of all atoms. Minima on the PES correspond to reactants and
products. The minimum-energy path (MEP), the path of lowest energy that connects two minima, can be seen as an approximation to the mean reaction path. It proceeds through a transition state (TS), a special type of the saddle point (SP) with index-1, which is defined as the state with exactly one dimensional unstable manifold, or the unstable critical point whose Hessian has only one negative eigenvalue. The energy difference between a minimum and a TS connected to the minimum is the reaction barrier, which can be used in transition state theory [26, 40] to calculate the reaction rate constants.

Therefore, locating the SP on PES is an important topic in computational chemistry and other related applied fields. A large number of numerical methods have been proposed and developed to efficiently compute the SP. Generally speaking, there are two classes: path-finding methods and surface-walking methods. The former includes the string method [44], the climbing string method [29] and the nudged elastic band method [15]. These methods are to search the so-called MEP. The points along the MEP with locally maximum energy value are then the SP. The latter methods include the eigenvector-following method [5], the dimer method [13], the activation-relaxation techniques [23], the gentlest ascent dynamics (GAD) [32, 45], the iterative minimization formulation [7, 8] and others [46, 47]. They evolve a single state on the potential energy surface by using the unstable direction, for example, the min-mode direction. All algorithms in the two classes rely on the iterative evaluation of the force vector (gradient) of PES (as well as Hessian matrix in some methods). Therefore, the required number of force evaluations is an important performance indicator in comparing various numerical methods for saddle points.

Force evaluations can be prohibitively expensive for large-scale models. One typical example is the free energy surface where each evaluation on the free energy surface requires a long time molecular dynamics simulation. Thus the aforementioned traditional methods are time–costing if applied directly. In order to boost the efficiency, recently there have been significant works to build machine learning (ML) surrogate models [3, 11, 16, 17, 19, 34, 39, 49]. The idea of these methods is to construct a good surrogate function which closely approximates the target potential function in the region of interest.

However, there are several different scenarios of using the surrogate models, which will determine how to efficiently select the data samples in training surrogate models, i.e., the query method in active learning. One of main scenarios is to explore the whole configuration space by overcoming rare events and various barriers [3, 11, 16, 19, 49], then one should train a surrogate model to represent the overall quality of the free energy almost everywhere, by carefully handling meta-stable states. In general, the “uncertainty”-based rule of active query [33] is usually adopted in these works [19, 49], and the specific definition of “uncertainty” concept can vary case by case based on various heuristics. If the purpose of constructing surrogate models is only to look for the global minima on potential energy surfaces [34], then the idea of the Bayesian optimization (BO) is applicable by maximizing expected improvement as one popular approach of query to generate new data point. However, BO can not handle the SP search problem directly because SP problem is actually a max-min problem in mathematics. For the purpose of searching the SP with the aid of surrogate models, the recent works in [6, 17, 39] combine the traditional path-finding methods (e.g., nudged elastic band method [15]) with the Gaussian process regression (GPR), where the path between two given local minima is the main object and the prediction of the GPR with fixed hyper-parameters is updated sequentially with new data. The new data positions are selected mostly based on some intuitions such as the local energy-maximal points, which proved quite efficient in experiments. Yet, the path-based methods rely on the prior information of two different local minima and a good initial path.
In this paper, we propose a rational strategy of active learning and a practical algorithm based on Gaussian process regression and a single-walker dynamics to reduce the number of expensive evaluations in SP calculation. The SP could be calculated by any dynamic model of searching saddle points and here we choose the gentle accent dynamics (GAD) [45] with consideration of the applicability to both gradient and non-gradient systems. The GAD uses the gradient vector and estimates the Hessian matrix of the PES in a local domain. In each GAD iteration, we use the derivatives estimated by the Gaussian process regression instead of the real ones of the PES. We design a meaningful and simple mechanism to determine whether the current GPR is reliable or not to carry on the current GAD iteration. Then we propose an active learning framework to select a new batch of data samples to sequentially update the parameters in the surrogate model. The locations of the new data are determined by optimal experimental design theory. We call this method as the adaptive GPR-GAD (aGPR-GAD).

We propose a systematic and rational design criterion starting from the traditional expected utility function, which is based on the mutual information between the data locations and the predicted GAD trajectories. This criterion is implemented in a sample-based approach so that it is computationally efficient and can avoid the notorious density estimation in the classical optimal design criterion. The results of our three numerical examples show that this new method not only accurately and robustly locates the SP but also efficiently reduces the number of evaluations compared with the classical GAD.

The rest of the paper is organized as follows. We first review the preliminaries of our work in Sect. 2, including the gentlest ascent dynamics and the Gaussian process surrogate model for the derivative estimation. In Sect. 3, we introduce the main idea of our aGPR-GAD method for searching saddle points. A general experimental design framework and a novel optimal criterion derived from mutual information are presented in Sect. 4. Numerical examples are presented in Sect. 5 to demonstrate the effectiveness of the proposed method, and Sect. 6 offers some concluding remarks.

2 Background

2.1 Gentlest Ascent Dynamics

Gentlest ascent dynamics (GAD) [9, 10, 45] is a continuous dynamics for searching saddle points. For the index-1 saddle point of the dynamical system \( \dot{x}(t) = b(x) \) in \( \mathbb{R}^d \), the classical GAD couples the position variable \( x \) and the two direction variables \( v \) and \( w \) as follows:

\[
\begin{align*}
\dot{x}(t) &= b(x) - 2 \frac{\langle b(x), w \rangle}{\langle w, v \rangle} v, \\
\dot{v}(t) &= J(x)v - \alpha v, \\
\dot{w}(t) &= J(x)^T w - \beta w,
\end{align*}
\]

where \( J(x) = Db(x) \) is the Jacobian matrix \( (Db)_{ij} := \frac{\partial b_i}{\partial x_j} \), \( \alpha \) and \( \beta \) are the Lagrangian multipliers to impose certain normalization conditions for \( v \) and \( w \). For instance, if the normalization condition is \( \langle v, v \rangle = 1 \), then \( \alpha = \langle v, J(x)v \rangle \) and \( \beta = 2 \langle w, J(x)v \rangle - \alpha \). Equation (1) is a flow in \( \mathbb{R}^{3d} \). In [10], the GAD (1) is simplified and has only one direction variable; for instance, if we use \( v \), then:

\[
\begin{align*}
\dot{x} &= b(x) - 2 \langle b(x), v(t) \rangle v(t) / \|v(t)\|^2, \\
\dot{v} &= J(x)v - \langle v, J(x)v \rangle v.
\end{align*}
\]
As a special case, the GAD for a gradient system \( \dot{x}(t) = -\nabla u(x) \), where \( u \in C^2(\mathbb{R}^d) \) is the potential energy function, is

\[
\dot{x}(t) = -\nabla u(x) + 2\frac{\langle \nabla u(x), v \rangle}{\langle v, v \rangle} v, \tag{3a}
\]

\[
\dot{v}(t) = -\nabla^2 u(x) v + \langle v, \nabla^2 u(x) v \rangle v. \tag{3b}
\]

For a frozen \( x \), the steady state of the direction \( v \) is the min mode of the Hessian matrix \( \nabla^2 u(x) \): the eigenvector corresponding to the smallest eigenvalue of \( \nabla^2 u(x) \). Equation (3) converges to the saddle point of the potential \( u(x) \).

In our paper, we mainly work with the GAD for the gradient system, i.e., Eq. (3), but we also discuss how to generalize to the non-gradient system. So we adopt the dynamic sample path \( \tilde{\eta} \) and \( \tilde{\pi} \), and are well suitable for applying the Gaussian process regression. In consideration. We assume the simultaneous value \( \tilde{u}(x) \) as a surrogate model for the function \( u \). First of all, before any data from \( u \) is available, \( \tilde{u}(x) \) is assumed to have the prior distribution with zero expectation:

\[
\tilde{u}(x) \sim \mathcal{GP}(0, \text{Cov}[\tilde{u}(x), \tilde{u}(x')]), \tag{5}
\]

where the covariance function

\[
\text{Cov}[\tilde{u}(x), \tilde{u}(x')] = k_{u, u}(x, x') \tag{6}
\]

is specified by a positive semidefinite and bounded kernel function \( k_{u, u}(x, x') \). The subindex pair here in the kernel refers to the underlying target function \( u \) in consideration. We assume that the kernel \( k_{u, u} \) is sufficient smooth and satisfies certain growth condition \([1]\) such that the sample path \( \tilde{u}(x) \) is in \( C^2 \) with probability one. We choose the following squared exponential
kernel in our paper to have the $C^2$ property of the sample path:

\[
k_{u,u}(x, x') = \eta \exp\left(-\frac{\|x - x'\|^2}{2l}\right),
\]

where $\| \cdot \|$ is the $l_2$ norm, $\eta$ and $l$ are two positive hyper-parameters.

Here we are interested in the first order (vector-valued) derivative and the second order (matrix-valued) derivative of $\tilde{u}(x)$, which are denoted by

\[
\tilde{b} \triangleq (\tilde{b}_i) = -\nabla \tilde{u}(x) \quad \text{and} \quad \tilde{J} \triangleq (\tilde{J}_{ij}) = -\nabla^2 \tilde{u}(x),
\]

respectively. A key property of the Gaussian process in our favor is that any linear transformation, such as differentiation and integration, of a Gaussian process is still a Gaussian process [1, 28, 36, 43]. For example, for each $i, j$, the functions $\tilde{b}_i(\cdot)$ and $\tilde{J}_{i,j}(\cdot)$ are also mean-zero Gaussian processes: $\tilde{b}_i \sim \mathcal{GP}(0, k_{b_i,b_i}(x, x'))$, $\tilde{J}_{i,j} \sim \mathcal{GP}(0, k_{J_{i,j, i,j}}(x, x'))$, with the covariance functions $k_{b_i,b_i}(x, x') = \frac{\partial^2}{\partial x_i \partial x_j} k_{u,u}(x, x')$ and $k_{J_{i,j, i,j}}(x, x') = \frac{\partial^2}{\partial x_i \partial x_j} k_{u,u}(x, x')$, respectively. More generally, one can write the joint prior distribution for the $(1 + d + d^2)$-dim Gaussian random function $(\tilde{u}, \tilde{b}, \tilde{J})$.

Next, we consider the observation data and the posterior distributions of $(\tilde{u}, \tilde{b}, \tilde{J})$. In practice, the noisy energy function value are measured and assumed to be the random samples of the model at certain locations,

\[
y(x) = \tilde{u}(x) + \epsilon(x),
\]

where the measurement noise $\epsilon(x)$ is a zero-mean Gaussian random function with the Dirac delta covariance function $\text{Cov}(\epsilon(x), \epsilon(x')) = 0$ if $x \neq x'$ and the variance $\text{Var}(\epsilon(x)) = \sigma_u^2$.

It is clear that $y$ is a Gaussian process $\mathcal{GP}(0, k_{u,u}(\cdot, \cdot) + \sigma_u^2 \delta(\cdot, \cdot))$.

The set of locations where the observation is measured is denoted by $X^* := [x_1^*, \ldots, x_n^*]^T$, where $n$ observation data $Y^* := [y_1^*, \ldots, y_n^*]^T$ of the energy function $u$ are measured, assumed to follow the rule (8). $X^*$ is often known as the training location points and $Y^*$ is their corresponding labels.

Conditioned on the given data-set denoted by $D = \{X^*, Y^*\}$, we are interested in the Gaussian process regression (GPR), the task of predicting $\hat{b}(x)$ and $J(x)$ at any test location $x \in \mathbb{R}^d \setminus X^*$. This is achieved by considering the posterior distribution of the $\mathbb{R}^{(d+d^2)}$-valued Gaussian random function

\[
\mathcal{F}(x) \triangleq [\tilde{b}(x), \tilde{J}(x)]^T = [\tilde{b}_1, \ldots, \tilde{b}_d, \tilde{J}_{11}, \ldots, \tilde{J}_{ij}, \ldots, \tilde{J}_{dd}]^T,
\]

which has the following distribution [28, 36]:

\[
\mathcal{F}(x) \mid x, D \sim \mathcal{N}(\mu^{\mathcal{F}}(x), \Sigma^{\mathcal{F}}(x)),
\]

where

\[
\mu^{\mathcal{F}} = [\mu^{b_1}, \ldots, \mu^{b_i}, \mu^{J_{i1}}, \ldots, \mu^{J_{ij}}, \ldots, \mu^{J_{dd}}]^T = K_{u,\mathcal{F}}(x, X^*) K_{u,u}(X^*, X^*)^{-1} Y^*,
\]

(10)

\[
\Sigma^{\mathcal{F}} = K_{\mathcal{F},\mathcal{F}}(x, x) - K_{\mathcal{F},u}(x, X^*) K_{u,u}(X^*, X^*)^{-1} K_{u,\mathcal{F}}(X^*, x).
\]

(11)

with

\[
K_{u,\mathcal{F}} = [K_{u,b}(X^*, x), K_{u,J}(X^*, x)], \quad K_{\mathcal{F},\mathcal{F}} = \begin{bmatrix}
K_{b,b}(x, x) & K_{b,J}(x, x) \\
K_{J,b}(x, x) & K_{J,J}(x, x)
\end{bmatrix},
\]

(12)
and $K_{\mathcal{F},u} = K_{u,\mathcal{F}}^T$. The specific expressions of these matrices can be written in terms of the kernel $k_{u,\mathcal{F}}$ (Appendix A). The size of the positive definite matrix $K_{u,\mathcal{F}}(X^*, X^*)$ is $n$ by $n$, where $n$ is the number of the sampled locations in $X^*$. The hyper-parameters $\eta, l$ and $\sigma_u^2$ are trained by the standard maximum likelihood estimation (MLE) of maximizing the marginal likelihood $p(Y^*|X^*, \eta, l, \sigma_u^2)$ with the given data-set $\mathcal{D}$. See the details in [28].

**Remark 1** For the non-gradient system (2), the above Gaussian process regression can also be used to approximate the force field $b(x)$ with the direct observations $b(x_i^*)$. In the example 5.2, we will encounter this situation. It is also well noted that in most free energy calculation methods [2, 21], the measured data is the so called mean force, which is the noisy approximation of $\nabla u$. In both cases, one then only need the estimation of “first-order derivative” of the observed data, which is the Jacobi matrix $Db(x)$. Accordingly, the expression of (9) should be modified. To be flexible, our formulation through the paper is still for the observation of the potential function $u$.

### 3 Surrogate Model-Based GAD

As aforementioned in Sect.2.1, GAD is a dynamic method for locating the SP based on the local information: the negative gradient vector $b$ and the negative Hessian matrix $J$ of the energy function. In practice, the energy function and its corresponding derivatives do not admit analytical expression and have to be evaluated through computational intensive molecular dynamics simulations. If we had some observations of the energy function values $Y^*$ at the locations $X^*$, a surrogate models for $\tilde{b}$ and $\tilde{J}$ can be constructed by the GPR with the given dataset $\mathcal{D} = \{X^*, Y^*\}$, as introduced in Sect.2.2. We then can approximate the first and the second derivatives of the energy function by their mean functions $\mu_{b_1}^i$ and $\mu_{J_{ij}}$ of the GPR surrogate model in (10). Then the gradient vector and the Hessian matrix in (2) can be replaced by

$$
\mu^b(x) = [\mu_{b_1}^1(x), \ldots, \mu_{b_d}^d]^T \quad \text{and} \quad \mu^J(x) = \begin{bmatrix}
\mu_{J_{1,1}}^1(x) & \cdots & \mu_{J_{1,d}}^d(x) \\
\cdots & \cdots & \cdots \\
\mu_{J_{d,1}}^1(x) & \cdots & \mu_{J_{d,d}}^d(x)
\end{bmatrix}.
$$

(13)

If the surrogate model is accurate, the SP can be easily detected by the GAD with (13) and without any more expensive MD simulation. But as we know, in order to train an accurate machine learning model, sufficient data is vital. Though Gaussian process regression is an outstanding model in small dataset, it still needs lots of data for training an accurate mean function in (13) in the whole domain, which is still computational intensive. In (2), SP can be detected by the GAD as the terminal point of the GAD trajectory. Thus the SP detection problem can be replaced by the problem of detecting the trajectory of GAD. Besides, the GAD is a local method which means only local derivative information is sufficient. So we only need the surrogate function to be accurate around the GAD trajectory instead of the whole domain.

We propose to update the surrogate model sequentially for maintaining sufficient prediction accuracy at the points where the GAD marches. The surrogate function is trained by the Gaussian process regression and updated by adding new data into the training set. The new design locations will be determined by the active learning strategy in Sect.4. The observations at the new data locations are evaluated through computational intensive access to the true energy function. Specifically, we solve the dynamic system (2) by replacing the true gradient vector and Hessian matrix by the mean functions in (13). With the limited observa-
tions, the dynamic solution would arrive at a location where the uncertainty of the surrogate model is too large and the estimators (13) become unreliable. We assume this happens at $x^{(t)}$ and $y^{(t)}$ and we next shall add a batch of $N_D$ new data. The locations of the new data are called design locations (also called query points, experiment conditions) and denoted by $D = [d_1, \ldots, d_{N_D}] \in \mathbb{R}^d \times N_D$, $d_j \in \mathbb{R}^d$. The design locations are essential to maximally reduce the uncertainty of the surrogate model. We hope to decide the design locations which can offer the most information for finding the future trajectory of the GAD system. An active learning strategy can serve this purpose and it will be introduced in detail in Sect. 4. The new data labels are obtained by taking evaluations at the optimal design locations. Hence a sequential design strategy for updating the surrogate model is naturally formed and incorporated into the GAD iteration. The main algorithm is described in Algorithm 1.

Algorithm 1: aGPR-GAD method

**Parameter:** max iteration $t_{\text{max}}$, starting point and its corresponding direction $\{x^{(0)}, y^{(0)}\}$, time step $\Delta t$; number of initial data points $N_0$ and number of design locations in each active learning update $N_D$;

**Output:** Transition state $x^{SP}$;

1. Randomly select $N_0$ points $(x_1, \ldots, x_{N_0})$ around $x^{(0)}$ and evaluate their corresponding energy function values $(y_1, \ldots, y_{N_0})$. Obtain the initial data-set $D = \{x_i, y_i\}_{i=1, \ldots, N_0}$;
2. Train the GPR surrogate function $\mathcal{F}$ and get the hyper-parameters $\eta$, $l$ and $\sigma_u^2$ by MLE with the data-set $D$ (Sect. 2.2);
3. for $t = 1$ to $t_{\text{max}}$ do
   4. Compute $x^{(t)}$ and $y^{(t)}$ by Eq. (4) with time step $\Delta t$, the gradient vector and Hessian matrix computed by $\mu^b(x^{(t-1)})$ and $J^b(x^{(t-1)})$ in Eqs. (13) and (10);
   5. if $||x^{(t)} - x^{(t-1)}|| + ||y^{(t)} - y^{(t-1)}|| < \text{tolerance}$ then
      6. $x^{SP} = x^{(t)}$; Break the loop;
   end
   7. if $\mathcal{F}$ is unreliable at $x^{(t)}$ (Eq. (14)) then
      8. Find $N_D$ new design locations $D = \{d_1, \ldots, d_{N_D}\}$ by active learning strategy using Algorithm 2 in Sect. 4;
      9. Evaluate the corresponding values $\{y_1, \ldots, y_{N_D}\}$ at $D$ by accessing the original model $u(x)$;
     10. Use the new data-set $D = D \cup \{(d_i, y_i)\}_{i=1, \ldots, N_D}$ to retrain the GPR surrogate $\mathcal{F}$ and update the hyper-parameters $\eta$, $l$ and $\sigma_u^2$ by MLE (Sect. 2.2);
   end
end

The criterion of “$\mathcal{F}$ is unreliable at $x^{(t)}$” in Line 8 is proposed below. Intuitively the variance values of $\mathcal{F}(x^{(t)})$ computed by (11), is a reasonable indicator for quantifying the uncertainty of the surrogate model. Note here $\mathcal{F}$ includes both $b$ and $J$; to balance the variance of $\bar{b}(x^{(t)})$ and $\bar{J}(x^{(t)})$, we will learn a linear combination of $b$ and $J$ (which will be discussed in Sect. 4) and consider the quantity $||\alpha \bar{\Sigma}^{b} + \beta \bar{\Sigma}^{J}||_{L_{\infty}}$ where

$$
\bar{\Sigma}^{b} = [\text{Var}(b_1), \ldots, \text{Var}(b_d)]^T \quad \text{and} \quad \bar{\Sigma}^{J} = 
\begin{bmatrix}
\text{Var}(J_{1,1}) & \ldots & \text{Var}(J_{1,d}) \\
\vdots & \ddots & \vdots \\
\text{Var}(J_{d,1}) & \ldots & \text{Var}(J_{d,d})
\end{bmatrix}.
$$

The algorithm sets the surrogate function $\mathcal{F}$ as unreliable whenever

$$
||\alpha \bar{\Sigma}^{b} + \beta \bar{\Sigma}^{J}||_{L_{\infty}} \geq \sigma_{\text{sur}}^2,
$$

(14)
where $\sigma^2_{sur}$ is a prescribed threshold. After we introduce the main framework, we next develop the active learning strategy for design positions.

4 Active Learning for the Design Locations

Active learning, which is also called “optimal experimental design” in statistics, is a sub-field of machine learning and, more generally, artificial intelligence [33]. The key idea behind active learning is that a machine learning algorithm can achieve greater accuracy with fewer labeled training data if it is allowed to choose the sample from which it learns. Therefore it is a very powerful tool for learning problems where sample labeling is very difficult, time-consuming or expensive and it has achieved great success in some fields, such as the speech recognition [12, 31], the information extraction [22] and the natural language processing [24]. The required freedom of being able to select the query points arbitrarily in active learning is naturally satisfied in computer simulations for scientific computing problems. There have been some related studies [11, 19, 20, 35, 41, 48] in the field of computational chemistry. Active learning shows a huge advantage in reducing the labeled data size and it is well suitable for our saddle point calculation problem.

4.1 Active Learning as Bayesian Experiment Design

The assumption of active learning is that one can access to a true black-box model which is expensive to evaluate and also can train a data-driven machine learning model (i.e., surrogate model) based on the finite samples of data. In contrast to many traditional machine learning problems with a fixed set of training samples, the surrogate model in active learning is recursively retrained by sequentially adding more and more samples into the training set. The main task of active learning is that based on an existing surrogate machine learning model, how to find a good set of new design locations $D$, so that after updating the current machine learning model by using the new observation data $y^* = (y^*_1, \ldots, y^*_N)$ at $D$, the retrained model is more accurate in certain sense than a blind draw of the new location. In this way, the value of each data sample is maximized and the number of accessing the time-consuming experiments is much reduced.

First of all, we need introduce a parameter of interest, denoted by $Z$, which is the ultimate goal of the surrogate model used to infer. In general, $Z$ refers to the unknown parameter of the inference in the surrogate model, which was denoted as $\theta$ in [14]. Specifically for our own problem here, $Z$ refers to the trajectory $x(t)$ of the GAD from the initial point to a saddle point. If this trajectory $x(t)$ was known, we only need to access the original model on this trajectory, instead of the whole space.

To evaluate the performance of any strategy of experiment design, one can examine the difference between the ground truth of $Z$ and the inferred value of $Z$ of a machine learning model sequentially trained by this strategy. To be tractable in computation, determining the optimal location set $D$ can be formulated as designing the Bayesian inference experiments which maximizes the expected utility $U$ in the design space $\mathbb{R}^d \times N_D$:

$$D^* = \arg \max_{D \in \mathbb{R}^d \times N_D} U(D), \quad (15)$$

where $D$ is the set of $N_D$ locations in $\mathbb{R}^d$. The practical computation is an approximation of this utility function based on the current learned machine learning model, not the true original
model. Following [14, 42], we introduce the following expected utility function (also named as the acquisition function)

\[ U(D) = \int \int \omega(D, y, Z) p(Z, y|D) dZ d y = \int \int \omega(D, y, Z) p(Z|y, D) p(y|D) dZ d y, \]

(16)

where \( \omega(D, y, Z) \) is a utility function to be specified in practice. \( p(y|D) \) is the distribution of the prediction of the current surrogate model at the locations \( D \). \( p(Z|y, D) \) is the distribution of the inferred parameter \( Z \) of the updated model after retrained by assigning the labels \( y \) to the new design locations \( D \). We call \( p(Z|y, D) \) the posterior distribution of \( Z \) and denote the prior distribution based on the current surrogate model by \( p(Z) \).

A popular choice of the utility function is the Kullback–Leibler divergence (KLD), also known as the relative entropy, between the posterior and the prior distributions [42]. For two distributions \( p_A(Z) \) and \( p_B(Z) \), the KLD from \( p_A \) to \( p_B \) is defined as

\[ D_{KL}(p_A||p_B) = \int p_A(Z) \log \left( \frac{p_A(Z)}{p_B(Z)} \right) dZ = \mathbb{E}_A[\log \frac{p_A(Z)}{p_B(Z)}], \]

(17)

where we define \( 0 \log 0 \equiv 0 \). Equation (17) often serves as a criterion for measuring the difference between two distributions. Then, the utility function \( \omega \) is independent of \( Z \):

\[ \omega_{KL}(D, y, Z) = \omega_{KL}(D, y) \triangleq D_{KL}(p(\cdot|y, D)||p(\cdot)) = \int p(Z|y, D) \log \left[ \frac{p(Z|y, D)}{p(Z)} \right] dZ. \]

(18)

The utility function \( \omega_{KL}(D, y) \) can be understood as the information gained by performing experiments under the conditions \( D \), and a larger value of \( \omega_{KL} \) implies that the experiment is more informative for inference. Substitute this \( \omega_{KL} \) into (16), then we obtain

\[ U(D) = \int \int \omega_{KL}(D, y) p(Z, y|D) dZ d y = \int \omega_{KL}(D, y) p(y|D) d y \]

\[ = \int \int p(Z, y|D) \log \left( \frac{p(Z, y|D)}{p(Z) p(y|D)} \right) dZ d y. \]

(19)

We can see that the expected utility function (19) is just the mutual information between the parameter \( Z \) and the data \( y \). Indeed, an equivalent interpretation of Eq. (19) is to select \( \omega(D, y, Z) = \log \frac{p(Z, y|D)}{p(Z) p(y|D)} \) in Eq. (16). This choice of \( U \) is thus well justified since the optimal choice of \( D^* \) can offer the most mutual information of \( p(Z, y) \) so that if the new design and observations \( (D^*, y) \) are used to retain the model, the inference \( Z \) benefits most from this information of \( y \). On the other hand, the worse case of \( U(D) = 0 \) implies that for such designs \( D \), the observed data \( y \) have zero contributions to infer the parameter \( Z \). The use of (19) can be traced back to [14] and references therein.

The form of the expected utility function (19) has to be approximated numerically and it requires to evaluate and sample \( Z \) and \( y \) for each \( D \), which constitutes the significant computational cost. In the following two subsections, we discuss how to simplify the formulation and implement the algorithm for GAD.

### 4.2 Sub-Optimal Design Criterion

Here we propose a sample-based sub-optimal design criterion. We rewrite Eq. (19) as the difference
\[ U(D) = \int \omega_{KL}(D, y)p(y|D)dy \]
\[ = \int \int p(Z|y, D) \log p(Z|y, D)dZp(y|D)dy - \int \int p(Z|y, D)p(y|D)dy \log p(Z)dZ \]
\[ = \int \int p(Z|y, D) \log p(Z|y, D)dZp(y|D)dy - \int p(Z|y, D) \log p(Z)dZ \]
\[ := U_1(D) - U_2(D). \quad (20) \]

Since \( p(Z|D) \) conditioned on the locations \( D \) only has integrated out the output labels \( y \), we have \( p(Z|D) = p(Z) \) and then \( U_2 \) is a constant: \( U_2(D) = \int p(Z|D) \log p(Z)dZ = \int p(Z) \log p(Z)dZ = \text{const} \). For \( U_1 \), we have
\[ U_1(D) = \int \left( \int p(Z|y, D) \log p(Z|y, D)dZ \right) p(y|D)dy \]
\[ = \int -\mathcal{H}(p(Z|y, D)) p(y|D) dy, \quad (21) \]
where
\[ \mathcal{H}(p(Z|y, D)) = -\int p(z|y, D) \log p(z|y, D) dz \]
is the entropy of the posterior distribution \( p(Z|y, D) \). The intuition behind this expression is that a large value \( U_1(D) \) implies that the data \( y \) at \( D \) decreases the entropy in \( Z \), and hence those data are more informative to infer \( Z \).

Note that \( p(Z|y, D) \) is the posterior distribution of \( Z \) of the updated model after retrained by assigning the labels \( y \) to the new design locations \( D \). In general, it could be a very complicated distribution. But in case of the Gaussian distribution \( p(Z|y, D) = \mathcal{N}(Z; \mu, \Sigma) \), we have the entropy expression \( \mathcal{H}(p(Z|y, D)) = \frac{1}{2} \log((2\pi e)^d \det(\Sigma)) \), where \( e \) is the Euler’s number.

### 4.3 GAD Sample-Based Criterion

We recall that in our main method specified in Sect. 3, the position variable \( x \) marches from \( x^{(t-1)} \) to \( x^{(t)} \) and the direction variable \( v \) updates from \( v^{(t-1)} \) to \( v^{(t)} \) at each time step indexed by \( t \), by the GAD (2) whose coefficient functions \( b \) and \( J \) are based on the surrogate model. This surrogate model will be retrained, if it is deemed to have insufficient fidelity, by combining the existing dataset and a set of \( N_D \) new observations at the design locations \( D^* \).

To determine \( D^* \) by the above active learning strategy, we choose the “parameter” of interest \( Z \) as the future trajectory of the GAD by using Eq. (2) starting from the current point \( x^{(t-1)} \). By placing special emphasis on this GAD’s future trajectory rather than pursuing the overall quality of the surrogate model on the whole space, our specific active learning method here can provide the set of “next-best” points for our underlying dynamics of interests. Below are the details on the criterion (21) used in our active learning.

We need to specify the choice of \( Z \) and its posterior distribution \( p(Z|y, D) \) for any given pair of \( (y, D) \). We choose \( Z \) as the continuous-time GAD path up to a certain time \( T \), \( Z = \{z(t') : t' \in [0, T]\} \), which satisfies the GAD (2) associated with the functions \( \tilde{b} \) and \( \tilde{J} \) sampled from the posterior distribution obtained after retraining the GPR with the addition of any pair of the given data \( (y, D) \):
\[ \dot{z}(t') = \tilde{b}(z) - 2 \left\langle \tilde{b}(z), v(t') \right\rangle v(t') / \|v(t')\|^2, \quad (22a) \]
\[ \hat{v}(t') = \hat{J}(x)v - (v, \hat{J}(x)v)v, \]  
\[ \tag{22} \]
with the initial \( z(t' = 0) = x(t'), \; v(t' = 0) = v(t) \). To ease the presentation, we use its discrete-time representation \( Z = (z^1, \ldots, z^K), z^k \in \mathbb{R}^d \). If the forward Euler scheme is used, we have for \( 1 \leq k \leq K, \)
\[ z^k = z^{k-1} + \Delta t \left( \frac{\hat{b}(z^{k-1}) - 2\frac{\hat{b}(z^{k-1}), v^{k-1}}{\|v^{k-1}\|^2}}{\|v^{k-1}\|^2} \right), \tag{23a} \]
\[ v^k = v^{k-1} + \Delta t \left( \frac{\hat{J}(z^{k-1})v^{k-1} - (v^{k-1}, \hat{J}(z^{k-1})v^{k-1})v^{k-1}}{(v^{k-1})^2} \right), \tag{23b} \]
where \( \Delta t \) is the time step size (which could be different from the time step size in (4)), \( z^0 = x(t) \) and \( v^0 = v(t) \). To have a tractable form of the entropy of the distribution of \((z^1, \ldots, z^K)\), we shall make the following two important approximations.

The first is to approximate the iteration (23) for the pair \((z^k, v^k)\) by the following iteration involving \( z^k \) only
\[ z^k \approx z^{k-1} + \Delta t \left( \alpha \hat{b}(z^{k-1}) + \beta \hat{J}(z^{k-1}) \right), \tag{24} \]
where the scalar \( \alpha \) and the vector \( \beta = [\beta_1, \ldots, \beta_d] \) are the hyper-parameters which will be determined later by the least square method. This approximation makes sense because the dynamics \( z \) in the GAD is essentially driven by the force field and the Jacobi matrix. The approximation (24) immediately implies that \((z^k)\) now is a discrete-time Markov process whose transition probability is a Gaussian distribution determined by the posterior distribution of the \( \mathbb{R}^{(d+d^2)} \)-valued Gaussian random function \((\hat{b}, \hat{J})\) at the position \( z^{k-1} \) (see (11)). In what follows we assume \( Z = (z^k) \) satisfies this approximation and focus on the derivation of the analytical form of the entropy of the posterior distribution \( p(Z|y, D) \), which will be used in the utility function (21). By the chain rule of the entropy [4], the entropy of the path distribution \( p(Z|y, D) = p(z^1, \ldots, z^K|y, D) \) can be written as the entropy of the transition probability \( p(z^k|z^{k-1}, y, D) \):
\[ \mathcal{H}(p(Z|y, D)) = \sum_{k=1}^K \mathbb{E}_{z^{k-1}} \mathcal{H}(p(z^k|z^{k-1}, y, D)). \tag{25} \]

If we explicitly denote the covariance of the Gaussian transition probability \( p(z^k|z^{k-1}, y, D) \) as \( \Sigma_{post}(z^{k-1}; y, D) \), then
\[ \mathcal{H}(p(Z|y, D)) = \sum_{k=1}^K \mathbb{E}_{z^{k-1}} \frac{1}{2} \log \left( (2\pi e)^d \det \left( \Sigma_{post}(z^{k-1}; y, D) \right) \right). \tag{26} \]

The expectation \( \mathbb{E}_{z^{k-1}} \) in (26) is the marginal distribution of the posterior path distribution \( p(Z|y, D) \). Here \( \Sigma_{post}(z^{k-1}; y, D) \) emphasises the dependence on \( z^{k-1}, y \) and \( D \). However, this covariance \( \Sigma_{post}(z^{k-1}; y, D) \) in fact is independent of the new labelled data \( y \) because the posterior covariance of the GPR does not involve the labels \( y \) (see (11)). Therefore \( \Sigma_{post}(z^{k-1}; y, D) = \Sigma_{post}(z^{k-1}; D) \) and the utility function \( U_1 \) in (21) is simplified as
\[ U_1(D) = \int -\mathcal{H}(p(Z|y, D)) p(y|D)dy \]
\[ = -\sum_{k=1}^K \mathbb{E}_{z^{k-1}} \frac{1}{2} \log \left( (2\pi e)^d \det \left( \Sigma_{post}(z^{k-1}; D) \right) \right). \tag{27} \]
To further reduce the cost from retraining the force field and the Jacobi matrix for each \( y \) and \( D \), we propose the second approximation here, which is to replace the posterior \( \mathbb{E}_{\hat{z}^{k-1}} \) in (25) and (26) by their prior version since sampling the prior GAD path does not involve \( y \) and \( D \) at all. Specifically, this means that we simulate a sequence \( \hat{z}^k \) by the GAD where the force field and the Jacobi matrix, denoted by \( \hat{b} \) and \( \hat{J} \) respectively, are sampled from the prior distribution of the current Gaussian surrogate model

\[
\hat{z}_k = \hat{z}^{k-1} + \Delta t \left( \hat{b}(z^{k-1}) - 2\left( \hat{b}(\hat{z}^{k-1}), \hat{v}^{k-1} \right) \hat{v}^{k-1} / \| \hat{v}^{k-1} \|^2 \right),
\]

\[
\hat{v}^k = \hat{v}^{k-1} + \Delta t \left( \hat{J}(\hat{z}^{k-1})\hat{v}^{k-1} - \left( \hat{v}^{k-1}, \hat{J}(\hat{z}^{k-1})\hat{v}^{k-1} \right) \hat{v}^{k-1} \right),
\]

with initial \( \hat{z}^0 = x^{(t)} \) and \( \hat{v}^k = v^{(t)} \). Consequently, the utility function in (27) becomes

\[
\mathcal{U}_1(D) \approx -\sum_{k=1}^{K} \mathbb{E}_{\hat{z}^{k-1}} \frac{1}{2} \log \left( (2\pi e)^d \det \left( \hat{\Sigma}_{post}(\hat{z}^{k-1}; D) \right) \right),
\]

where \( \hat{\Sigma}_{post}(\hat{z}^{k-1}; D) \) is the covariance matrix of the Gaussian distribution of

\[
z^k := \hat{z}^{k-1} + \Delta t \left( \alpha \hat{b}(\hat{z}^{k-1}) + \beta \hat{J}(\hat{z}^{k-1}) \right).
\]

### 4.4 Implementation

In the last part of this section, we shall present further details and discuss how to maximize the utility function. The main task of choosing the optimal \( N_D \) design locations \( D^* \) is now the maximization problem of \( \mathcal{U}_1(D) \) defined in (29). The expectation \( \mathbb{E}_{\hat{z}^{k-1}} \) in (29) is approximated by the sample average by sampling a few realization of the Gaussian surrogate model \( \hat{b} \) and \( \hat{J} \). Following the recommendation of [14], we use the simultaneous perturbation stochastic approximation (SPSA) method [37, 38] to solve the optimization problem (15). SPSA is a derivative-free stochastic optimization method and we provide the detailed algorithm of SPSA in Appendix B.

For practical efficiency, we develop some other details of approximations to speed up the numerical implementation. It is worthwhile to point out that the pursuit of the high accuracy of \( \mathcal{U}_1(D) \) is not necessary here and the trade-off between the precision and the efficiency for computation of \( \mathcal{U}_1(D) \) is necessary.

- Approximate calculation of the posterior covariance of \( Z \).

\[
\det \left( \hat{\Sigma}_{post}(\hat{z}^{k-1}; D) \right)
\]

in (29) can be approximated by using the product of its diagonal elements only to make it tractable in practice. This implies the assumption that the \( d \) components of the GAD path \( \hat{z} \) has no correlation. We drop off the argument \( D \) for easy notation and write \( \hat{z}^{k-1} \) as a generic variable \( z \) in \( \hat{\Sigma}_{post}(\hat{z}^{k-1}; D) \), so this matrix is referred to as \( \hat{\Sigma}_{post}(z) \). By the definition (30), the diagonal elements are

\[
\alpha^2 \text{Var}(\hat{b}_i(z)) + \sum_{j=1}^{d} \beta_j^2 \text{Var}(\hat{J}_{j,i}(z)) + 2\alpha\beta_j \text{Cov}(\hat{b}_i(z), \hat{J}_{j,i}(z)).
\]
The posterior variances above are given by the result in (11), for example,
\[
\text{Var}(\hat{b}_i(z)) = K_{b_i,b_i}(z, z) - K_{b_i,u}(z, X^* \cup D) K_{u,u}(X^* \cup D, X^* \cup D)^{-1} K_{u,b_i}(X^* \cup D, z),
\]
\[
\text{Var}(\hat{J}_{i,j}(z)) = K_{J_{i,j},J_{i,j}}(z, z) - K_{J_{i,j},u}(z, X^* \cup D) K_{u,u}(X^* \cup D, X^* \cup D)^{-1} K_{u,J_{i,j}}(X^* \cup D, z),
\]
where \(X^*\) is the location of the train dataset in history used for the current surrogate model and \(D\) is the new design location. The size of \(X^* \cup D\) grows by \(N_D\) at each iteration of model update. When this size is too large, we use the new design point \(D\) only to keep the computation complexity of the posterior variance low at a constant \(O((N_D)^3)\) instead of growing with the size of the total dataset \(X^* \cup D\). Thus, we have
\[
\text{Var}(\hat{b}_i(z)) \approx K_{b_i,b_i}(z, z) - K_{b_i,u}(z, D) K_{u,u}(D, D)^{-1} K_{u,b_i}(D, z),
\]
\[
\text{Var}(\hat{J}_{i,j}(z)) \approx K_{J_{i,j},J_{i,j}}(z, z) - K_{J_{i,j},u}(z, D) K_{u,u}(D, D)^{-1} K_{u,J_{i,j}}(D, z).\]

This approximation is reasonable because the sample path \(z\) of interest starts from the current position \(x^{(t-1)}\) and the previous locations in \(X^*\) may not be as relevant as the new design locations \(D\).

- Determination of \(\alpha\) and \(\beta\) by the least square fitting
  The reduction in (24) is important to derive the distribution of \(z^k\), which requires the determination of two hyper-parameters \(\alpha\) and \(\beta\). These hyper-parameters can be computed easily by the least square method with 2d equations
  \[
  \begin{align*}
  \frac{x^{(t)} - x^{(t-1)}}{\Delta t} &= \alpha \mu^b(x^{(t-1)}|y,D) + \beta \mu^f(x^{(t-1)}|y,D), \\
  \frac{x^{(t-1)} - x^{(t-2)}}{\Delta t} &= \alpha \mu^b(x^{(t-2)}|y,D) + \beta \mu^f(x^{(t-2)}|y,D),
  \end{align*}
  \]
  and stored variables \(x^t, x^{t-1}, x^{t-2}, \mu^b(x^{t-1}|y,D), \mu^b(x^{t-2}|y,D), \mu^f(x^{t-1}|y,D)\) and \(\mu^f(x^{t-2}|y,D)\).

In summary, Algorithm 2 summarizes the details of computing optimal design \(D^*\).

**Algorithm 2:** Compute the optimal design \(D^*\)

**Parameter:** Number of locations \(N_D\); Gaussian surrogate model \(\mathcal{F}\); Numbers of paths \(n\); Max time \(T\); time step \(\Delta t\); location \(x\) and its corresponding direction \(v\);

**Output:** Optimal designs \(D^* = (d_1, \ldots, d_{N_D})\);

1 // Sample \(n\) path \(Z_1, \ldots, Z_n\) from prior \(p(Z)\);
2 Set \(K = T/\Delta t\), initial condition \(z^0 = x\) and \(v^0 = v\);
3 for \(i = 1\) to \(n\) do
4     Get the \(i\)th sample functions denoted as \(\hat{b}_i\) and \(\hat{J}_i\) which are sampled from Gaussian processes \(\mathcal{F}\);
5     for \(k = 1\) to \(K\) do
6         Compute \(Z_k = \{\hat{z}^1, \ldots, \hat{z}^K\}\) by Eq. (28) with \(\Delta t\), the sample functions \(\hat{b}_i\) and \(\hat{J}_i\);
7     end
8 end
9 Solve the maximization problem \(D^* = \arg \max_{D \in \mathbb{R}^{d \times N_D}} U_1(D)\) by SPSA algorithm where \(U_1\) is defined in Eq. (29).
The exploration time interval $T$ or the corresponding steps $K$ is in general not necessarily very large, for instance $K = 10$ is enough.

5 Numerical Examples

In this section we first consider the SP detection problem in two mathematical examples so that we can validate the results with exact solutions. The first example a gradient system with a known energy function. The second example in Sect. 5.2 shows how to handle non-gradient systems and the robustness of the method with respect to the noisy observation. In Sect. 5.3, we apply our method to a computational intensive MD simulation problem: the alanine dipeptide model, which is a benchmark problem tested in literature [18, 21, 25].

5.1 An Example of Gradient System

We consider a gradient system whose energy function is

$$u(x) = \frac{1}{2} x^T M x - 5R(x),$$

(34)

where $M = \begin{bmatrix} 0.8 & -0.2 \\ -0.2 & 0.5 \end{bmatrix}$ and $R(x) = \sum_{i=1}^{2} \arctan(x_i - 5)$.

To facilitate the comparison of the classical GAD and the aGPR-GAD methods, in this example we consider the case where the observation data has no noise pollution: $y_i = u(x_i)$. For this gradient system, there are three local minimums $m_1 = (0.46, 0.69)$, $m_2 = (2.20, 5.98)$, $m_3 = (5.71, 6.23)$ and two saddle points $s_1 = (1.28, 3.44)$, $s_2 = (3.56, 6.07)$ in the domain $[-1, 7] \times [-1, 7]$.

In our aGPR-GAD method, the threshold $\sigma^2_{\text{sur}} = 0.2$ in Algorithm 1 and the step size $\Delta t = 0.01$ in both Algorithms 1 and 2. $N_D = 10$, $T = 0.1$ and $n = 20$ in Algorithm 2. We draw 20 initial data locations by a dimensional-independent Gaussian distribution whose mean is $m_1$ or $m_2$ and variance is 0.5 for each dimension. In the classical GAD method, we choose $\Delta t = 0.1$.

We first illustrate the SP detection procedure starting from $m_1$ in detail. The subfigures in Fig. 1 on the first two rows show the trajectories at different time steps computed by classical GAD and aGPR-GAD, respectively. Both methods tend to find the approximation to the SP $s_1$, but aGPR-GAD has a lower accuracy; see Table 1 below. The aGPR-GAD takes nine active learning updates of selecting new designing points (i.e., calling Algorithm 2 nine times). The panels in the second row show the aGPR-GAD trajectory and the datasets(red dots) associated with the current GPR model $F$, up to the moment where the surrogate model $\mathcal{F}$ is determined as unreliable (Line 8 in Algorithm 1); and then the new data points are added by calling Algorithm 2, as shown in the first three panels in the last row of Fig. 1. It is observed that the increased design points are indeed around the trajectory toward the SP and it shows our active learning Algorithm 2 can effectively guide the sample points for query towards the SP.

The reader can notice that the contour plots of the true energy potential (34) (the first row) and the surrogate energy function (the mean of the GPR) are quite different, even when the aGPR-GAD successfully finds the approximate SP. Indeed, since our design points concentrate on a local tubular region along the GAD trajectory, the surrogate model can deviate the true energy function significantly away from the trajectory. The magnified contour
Fig. 1  Comparison between the classical GAD and aGPR-GAD methods. The local minimum \( m_1 \) is marked by white circle with black edge and the saddle point \( s_1 \) is marked by white square with red edge. Top Row: The trajectories (gray curves) computed by classical GAD method up to time steps \( t = 40, 140, 240 \) and the final convergent time respectively. The contour is the true energy surface \( u \) in (34). Middle Row: The trajectories (black curves) computed by aGPR-GAD method and the positions of the train data (red stars) at the first GPR update \( (t = 40) \), third GPR update \( (t = 140) \) and sixth GPR update \( (t = 240) \), and ninth GPR update (the last convergent time). The contours are the corresponding learned surrogate energy functions. The small area near \( s_1 \) in the last subfigure is zoomed in view at the bottom row. Bottom Row: The left three subfigures show the batch of new optimal design points \( D^* \) (red dots) selected by active learning to update GPR. The green dots indicate the prior sample \( \hat{z}_k \) used to estimate \( U_1 \) (Color figure online)

of the surrogate energy function near the SP in the last panel of Fig. 1 even shows the local topology of saddle point may be also different. However, what matters here is the good approximate of the energy function around the GAD trajectory. We plot the true and surrogate energy functions along the arc-length parametrized curves of GAD trajectories for the classic GAD and the aGPR-GAD, respectively, in Fig. 2. This result shows that the design points selected by our method truly reflect the information for the GAD trajectory.

Then we test our aGPR-GAD method by starting from three different local minimums \( (m_1, m_2 \) and \( m_3 \), respectively) and three trajectories are presented in Fig. 3. The results that all the end points of trajectories are next to SP and the design locations are around the trajectories. Table 1 present their numerical values. Their accuracy could be improved if one reduces the threshold \( \sigma_{\text{sur}}^2 \).

To consider the computing cost, we list a number \( N^* \) in Table 1, which is related to the cost but has different meanings for the classical GAD and aGPR-GAD methods. \( N^* \) indicates the total number of queries of the function \( u \) in aGPR-GAD method, i.e., \( N^* = |D| \) the total
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Fig. 2 The energy function value with respect to arc length parameter of the trajectories computed by the classical GAD and the aGPR-GAD, respectively.

Fig. 3 The convergent trajectories computed by aGPR-GAD starting from local minima \( m_1, m_2 \) and \( m_3 \), respectively. The colored dots represent the data locations in total sampled by the active learning and the background image shows the landscape of the surrogate function (trained in final state by using all data points for three trajectories). The local minimums are marked by white circle with black edge and the saddle points are marked by white square with red edge. (Color figure online)

number of design points, and in classical GAD method it indicates the number of discrete points \( \{ x^{(t)} \} \) consisting of the trajectory (so, \( N^* \) calls to the gradient and \( N^* \) calls to the Hessian). Note that the step size in the classic GAD is ten times larger than the one used in the aGPR-GAD. We can find \( N^* \) in aGPR-GAD method are much less than the one in classical GAD with same starting point, which means less computing cost of the aGPR-GAD method are used.

5.2 Two Dimension Non-gradient System

Our second example is the following two dimensional non-gradient system

\[
b(x) = -\frac{1}{2} \sum_{j=1}^{2} A_{ij} x_j + 5 \Gamma_i(x), \quad i = 1, 2,
\]  

(35)
Table 1 Specification and results for the gradient system example

| Initial point $x^{(0)}$ | Method       | $x^{SP}$       | $N^*$ |
|-------------------------|--------------|----------------|-------|
| (0.46, 0.69)            | GAD          | (1.28, 3.44)   | 305   |
|                         | aGPR-GAD     | (1.15, 3.36)   | 110   |
| (2.20, 5.98)            | GAD          | (3.56, 6.07)   | 178   |
|                         | aGPR-GAD     | (3.53, 6.06)   | 50    |
| (5.71, 6.23)            | GAD          | (3.56, 6.07)   | 398   |
|                         | aGPR-GAD     | (3.62, 6.07)   | 70    |

where $A = \begin{bmatrix} 0.8 & -0.3 \\ -0.2 & 0.5 \end{bmatrix}$, $\Gamma_i(x) = [1 + (x_i - 5)^2]^{-1}$. This dynamics has two stable fixed points $m_1 = (0.59, 0.76)$, $m_2 = (5.87, 6.25)$ and a unique saddle point $s = (1.79, 3.30)$.

We use this example to illustrates the ability of our aGPR-GAD method when the measurement is the vector value of the force field, in particular, the measurement data is noisy. The measurement data are generated as the following noisy vector field

$$y = b(x) + \epsilon,$$

where $\epsilon$ is Gaussian noise with the variance $\sigma_u^2 I_{2 \times 2}$.

We set $\Delta t = 0.01$ in both Algorithms 1 and 2, $T = 0.1$, $n = 20$ and $N_D = 10$ in Algorithm 2. 20 initial data locations are generated from the Gaussian distribution centred at $m_1$ or $m_2$ with variance $0.3 I_{2 \times 2}$. The initial data-set is composed by these initial data locations and their corresponding force field values by Eq. (36). Since now the observation is a two-dimensional force field, we construct two independent GPR surrogates for each component of $b(x)$ in this problem. Then the estimation of Jacobi matrix $Db(x)$ can be formulated as the first order derivative estimation with the given force field observation by using GPR in Sect. 2.2. In classical GAD method, we set $\Delta t = 0.01$ and the force field is also the noisy observation defined in (36) and the Jacobi matrix is computed by finite difference.

We test the aGPR-GAD method when the noise size $\sigma_u^2$ varies with results shown in Fig. 4. We find that aGPR-GAD can successfully find the true SP at tested noise sizes from both initial local minima. The true GAD trajectories are also plotted in Fig. 4 for comparison. Although the trajectories computed by aGPR-GAD method deviate from the original trajectory in noisy data cases, we find that the our method still works well and it does converge to SP. This shows the robustness of the aGPR-GAD method and we attribute this excellent robustness to the intrinsic uncertainty of Gaussian random function. Table 2 summarizes the accuracy and the computational cost at various settings. The $x^{SP}$ computed by classical GAD is the true SP (highlighted in bold). We can find that the aGPR-GAD method has a much lower computational cost (the number of calling the true force field $b(x)$).

### 5.3 Alanine Dipeptide Model

In this example, we apply our method to alanine dipeptide, a 22-dimensional Molecular Dynamic model whose collective variables are two torsion angles. Here, we study the isomerization process of the alanine dipeptide in vacuum at $T = 300K$. The isomerization of alanine dipeptide has been the subject of several theoretical and computational studies [18, 30], therefore it serves as a good benchmark problem for the proposed method.

The molecule consists of 22 atoms and has a simple chemical structure, yet it exhibits some of important features common to bio-molecules. Figure 5 shows the stick and ball
representation of the molecule and two torsion angles $\phi(x)$ and $\psi(x)$ which are the collective variables. The collective variables are the given functions of $x$ which are Cartesian coordinates of all atoms. The free energy associated with $(\phi(x), \psi(x))$ is the function depending on $\nu = (\nu_1, \nu_2)$ defined as

$$F(\nu) = -k_B T \ln \left( A^{-1} \int e^{-\frac{V(x)}{k_B T}} \times \delta(\nu_1 - \phi(x)) \times \delta(\nu_2 - \psi(x)) dx \right),$$  \hspace{1cm} (37)$$

where $A = \int_{\mathbb{R}^d} e^{-\frac{V(x)}{k_B T}} dx$, $T$ is temperature, $k_B$ is a constant, $\delta(\cdot)$ refers the Dirac-delta function, $V(x)$ refers the potential energy function of all atom’s position $x \in \mathbb{R}^d$.

The free energy landscape of the alanine dipeptide model is obtained by restrained simulation of sampling the Gibbs distribution $e^{-V(x)/k_B T}$ with the fixed two torsion angles $\nu = (\phi, \psi)$, based on (37). To obtain the data of free energy $F$ at any given angles, we use the package NAMD [27] to simulate the Langevin dynamics with the time step size 0.5 fs. This program outputs the numerical approximates of $F$ with some noise, which is used in our method to label the data at any location in the two dimensional angle plane.

The molecule has two meta-stable conformers $C_{7\text{eq}}$ and $C_{ax}$ located around $(-85^\circ, 75^\circ)$ and $(72^\circ, -75^\circ)$, respectively. The contour plots in Fig. 6 shows the free energy landscape with respect to torsion angles $\phi$ and $\psi$, precomputed by a very large samples. In the figure we marked four TS locations (red squares) and these meta-stable states $C_{7\text{eq}}$ (left circle) and $C_{ax}$ (right circle). Our goal is to find out these transition states, by starting from either $C_{7\text{eq}}$ or $C_{ax}$. In aGPR-GAD method, we use the uncertainty threshold value $\sigma_{\text{sur}}^2 = 1e^{-4}$, $T = 300$, $n = 20$, $\Delta t = 10$ in both Algorithms 1 and 2, the number of initial data $N_0 = 10$ and the
Table 2  Results for non-gradient system example. “Cost” is based on the number of evaluations of true force field

| Initial $x^{(0)}$ | Method     | Noise level | $\sigma^2_{sur}$ | Numerical $x^{SP}$ | Cost  |
|-------------------|-------------|-------------|------------------|---------------------|-------|
| (0.59, 0.73)      | GAD         | Noise-free  | $-\sigma^2$     | $-\sigma^2_{u}$    | 490   |
|                   | aGPR-GAD    | Noise-free  | 0.005            | 1.80, 3.30          | 40    |
| (5.87, 6.25)      | GAD         | Noise-free  | $-\sigma^2$     | 1.79, 3.30          | 3523  |
|                   | aGPR-GAD    | Noise-free  | 0.005            | 1.78, 3.37          | 210   |

Fig. 5  Schematic representation of the alanine dipeptide (CH$_3$–CONH–CHCH$_3$–CONH–CH$_3$)

number of each batch of optimal design locations $N_D = 10$. In classical GAD method, we use $\Delta t = 20$.

The trajectories computed by both classical GAD and aGPR-GAD methods are shown in the central panel of Fig. 6, with the surrounding small panels to highlight the details of designed data points in aGPR-GAD search of different saddle points. The saving of computational cost is listed in Table 3. As before, the “cost” in aGPR-GAD method is the number of queries for accessing the free energy function $F$ by using NAMD, while the “cost” in the GAD means the number of points in trajectory, i.e, the number of GAD iterations (the actual number of calling $F$ then is at least a multiplier 6 of “cost”). As clearly demonstrated by Table 3, the reduction of the computational cost is striking: only 1% to 2% of the total callings to $F$ for the classic GAD is needed in the new method of aGPR-GAD.

1 Due to the lack of analytic expressions of the gradient, the classic GAD computes the force field and Hessian matrix of free-energy function by central difference scheme, so at least six evaluations of free energy value are necessary for each point.
Fig. 6 Alanine dipeptide example. Two meta-stable conformers and four transition states are marked as black circles and red squares, respectively. The free energy landscape are shown in contour lines. The gray and colored curves represent the trajectories computed by classical GAD and aGPR-GAD, respectively. The red star points in the surrounding subfigures highlight the final data locations selected by our aGPR-GAD method.

Table 3 Results for alanine dipeptide example

| Initial point $x^{(0)}$ | Method      | Numerical $x^{TS}$ | Cost |
|--------------------------|-------------|---------------------|------|
| ($-80, 71$)              | GAD         | ($-108, 138$)       | 1152 |
|                          | aGPR-GAD    | ($-108, 138$)       | 40   |
| ($-80, 70$)              | GAD         | ($-99, -68$)        | 702  |
|                          | aGPR-GAD    | ($-100, -68$)       | 80   |
| ($72, -75$)              | GAD         | ($126, -118$)       | 639  |
|                          | aGPR-GAD    | ($127, -114$)       | 20   |
| ($70, -67$)              | GAD         | ($-3, -65$)         | 774  |
|                          | aGPR-GAD    | ($-3, -65$)         | 100  |

6 Conclusion

In conclusion, we have presented an active learning method to construct sequential surrogate derivative functions for efficient saddle point calculation of computation-intensive energy functions. The search method is based on the gentlest ascent dynamics (GAD) applied to the surrogate functions. To optimally update the surrogate functions for best prediction per-
formance for the future GAD trajectories, our active learning method based on the mutual information criterion adaptively selects the query locations where the energy function are to be evaluated. An efficient numerical implementation of our active learning method is proposed. Most hyper-parameters are automatically trained with little human intervention. The effectiveness of our active learning is manifested in the numerical experiments that the selected design points are well distributed along the GAD’s future trajectories. Our three examples demonstrated the competitive performance of the new method.

The active learning for constructing sequential surrogate model is now under very rapid development for simulation accelerations in many scientific fields. Besides the use of Gaussian process regression here, the Bayesian neural network or ensembles of neural networks are good surrogate models with embedded uncertainty structures, and they can handle a higher dimensional function than the Gaussian process.
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Appendices

A Kernel Matrices in GPR

Assume $u(x)$ is a Gaussian random field with $d$-dimension vector input $x$. The covariance relationship between $u(x)$ and $u(x')$ can be computed by a kernel function $k_{u,u}$. Benefiting from the Gaussian process property, the first and second order derivatives are also Gaussian processes. Here we denote $b = [b_1, \ldots, b_d]^T$ as the gradient vector and $J = [J_{11}, \ldots, J_{ij}, \ldots, J_{dd}]^T$ as the Hessian matrix of $u$. The covariance functions between different random variables are denoted by

$$K_{u,b} = [K_{u,b_1}, \ldots, K_{u,b_d}],$$

$$K_{b,b} = \begin{bmatrix} K_{b_1,b_1} & \cdots & K_{b_1,b_d} \\ \vdots & \ddots & \vdots \\ K_{b_d,b_1} & \cdots & K_{b_d,b_d} \end{bmatrix},$$

$$K_{u,J} = [K_{u,J_{11}}, \ldots, K_{u,J_{ij}}, \ldots, K_{u,J_{dd}}].$$
\[
K_{b,j} = \begin{bmatrix}
K_{b_1,J_{1,1}} & K_{b_1,J_{1,2}} & \cdots & K_{b_1,J_{1,d}} \\
K_{b_2,J_{1,1}} & K_{b_2,J_{1,2}} & \cdots & K_{b_2,J_{1,d}} \\
\vdots & \vdots & & \vdots \\
K_{b_d,J_{1,1}} & K_{b_d,J_{1,2}} & \cdots & K_{b_d,J_{1,d}}
\end{bmatrix}
\]

\[
K_{J,j} = \begin{bmatrix}
K_{J_{1,1},J_{1,1}} & K_{J_{1,1},J_{1,2}} & \cdots & K_{J_{1,1},J_{1,d}} \\
K_{J_{1,2},J_{1,1}} & K_{J_{1,2},J_{1,2}} & \cdots & K_{J_{1,2},J_{1,d}} \\
\vdots & \vdots & & \vdots \\
K_{J_{d,d},J_{1,1}} & K_{J_{d,d},J_{1,2}} & \cdots & K_{J_{d,d},J_{1,d}}
\end{bmatrix}
\]

where

\[
K_{b_i,b_j} = \frac{\partial^2}{\partial x_i \partial x_j} K_{u,u}, \quad K_{b_i,u} = \frac{\partial}{\partial x_j} K_{u,u}, \quad K_{J_{i,j},b_e} = \frac{\partial^2}{\partial x_i \partial x_j} K_{u,u} \quad K_{J_{i,j},u} = \frac{\partial^2}{\partial x_i \partial x_j} K_{u,u}
\]

derived from Eq. (7).

\section*{B The SPSA Method}

Here we briefly introduce the SPSA method in the context of our specific applications. In each step, the method only uses two random perturbations to estimate the gradient regardless of the problem’s dimension, which makes it particularly attractive for high dimensional problems. Specifically, in step \(j\), one first draw a \(d \times N_D\) dimension random vector \(\Delta_j = [\Delta_{j,1}, \ldots, \Delta_{j,d \times N_D}]\), where \(d \times N_D = \dim(D)\), from a prescribed distribution that is symmetric and of finite inverse moments. The algorithm then updates the solution using the following equations:

\[
D_{j+1} = D_j - a_j b_j(D_j), \\
b_j(D_j) = \frac{\mathcal{U}^{LB}(D_j + c_j \Delta_j) - \mathcal{U}^{LB}(D_j - c_j \Delta_j)}{2 c_j} \Delta_j^{-1}, \quad (38)
\]

where \(\mathcal{U}^{LB}\) is computed with Eq. (29) and

\[
\Delta_j^{-1} = [\Delta_{j,1}^{-1}, \ldots, \Delta_{j,d \times N_D}^{-1}], \quad a_j = \frac{a}{(A + j + 1)^{\alpha}}, \quad c_j = \frac{c}{(j + 1)^{\gamma}}, \quad (39)
\]

where \(A, \alpha, c\) and \(\gamma\) being algorithm parameters. Following the recommendation of [38], we choose \(\Delta_j \sim \text{Bernoulli}(0.5)\), \(A = 100\), \(\alpha = 0.602\), \(c = 1\) and \(\gamma = 0.101\) in this work.
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