Dual Discriminator Generative Adversarial Network for Video Anomaly Detection
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ABSTRACT Video anomaly detection is an essential task because of its numerous applications in various areas. Because of the rarity of abnormal events and the complicated characteristic of videos, video anomaly detection is challenging and has been studied for a long time. In this paper, we propose a semi-supervised approach with a dual discriminator-based generative adversarial network structure. Our method considers more motion information in video clips compared with previous approaches. Specifically, in the training phase, we predict future frames for normal events via a generator and attempt to force the predicted frames to be similar to their ground truths. In addition, we utilize both a frame discriminator and motion discriminator to adverse the generator to generate more realistic and consecutive frames. The frame discriminator attempts to determine whether the input frames are generated or original frames sampled from the normal video. The motion discriminator attempts to determine whether the given optical flows are real or fake. Fake optical flows are estimated from generated frames and adjacent frames, and real optical flows are estimated from the real frames sampled from original videos. Then, in the testing phase, we evaluate the quality of predicted frames to obtain the regular score, and we consider those frames with lower prediction qualities as abnormal frames. The results of experiments on three publicly available datasets demonstrate the effectiveness of our proposed method.

INDEX TERMS Anomaly detection, generative adversarial network, dual discriminator.

I. INTRODUCTION

Video anomaly detection has long been studied because of its essential applications in various areas, such as traffic monitors, violence alerts, and smoke alarms. However, finding the abnormal events in videos is a challenging task, for two reasons. First, abnormal events rarely occur, which results in extreme imbalance between normal and abnormal data. Second, anomalies in videos are more complicated compared with those in other data forms, such as image and text. For video anomaly detection, we cannot ignore the importance of time series. Learning the relationships between consecutive frames may greatly improve the anomaly detection performance in videos.

Many efforts have been made regarding video anomaly detection. Based on the different settings of training sets, the methods can be primarily divided into supervised, semi-supervised, and unsupervised methods.

For supervised anomaly detection, both normal and abnormal data are provided and labeled in the training set. A classic solution is to apply weakly supervised methods, on which only video-level labels are provided in the training set. Multiple-instance learning (MIL) has proven to be feasible as a weakly supervised anomaly detection method [1]. A video is usually considered as a bag, and snippets constituting the video are viewed as instances. Then, they learn instance-level anomaly labels via bag-level annotations. However, most of these MIL models need to extract offline features in advance, and they may classify anomalies as normal data, as the observed data only contain a few types of anomalies, instead of all kinds of abnormal events.

For unsupervised anomaly detection, the labels of training data are not given, and unsupervised clustering is applied to detect anomalies. However, the high-dimensional complexity of video data limits its performance.

Based on the definition of an anomaly, as an event that does not conform to expected behavior [2], semi-supervised methods have demonstrated their advantages. In these methods,
only normal data are provided in the training set, and those events deviating from the normal pattern are regarded as anomalies. Many experiments regarding semi-supervised anomaly detection have been performed. The goal of semi-supervised anomaly detection is to learn a model or a representation that captures normal motion and spatial appearance patterns [3]. For example, trajectory features have been used to represent the normal patterns of the object of interest [4], [5], and those outliers are considered to be anomalies. However, the trajectory-based method is not robust in complicated environments such as crowded scenes. Dictionary learning or sparse coding is another popular approach for video anomaly detection [6], [7]. In these methods, normal events are encoded and a dictionary capturing the normal patterns is learned. When an abnormal event is sent into the model, it results in a large reconstruction error. The shortcoming of this kind of method is the huge time consumption involved in optimizing sparse coefficients. Furthermore, these methods are mostly based on hand-crafted features, and the limited capability of video representations may result in a performance bottleneck.

Recently, with the success of deep learning methods in many fields, such as image classification, object detection, and video comprehension, some deep-learning-based anomaly detection approaches have been proposed. Hasan et al. [8] utilized a fully convolutional auto-encoder to learn regular patterns; their method takes short video snippets in a temporal sliding window as the input. In the test phase, they compute the reconstruction error of the frame intensity to obtain the regular score for each frame. To learn better spatial-temporal information, recurrent neural network (RNN) and its long short-term memory (LSTM) variant have also been applied to model normal spatial and motion patterns. Almost all of these reconstruction-based methods assume that normal events would cause large reconstruction errors; however, because of the huge capability of deep neural networks, abnormal events may correspond to small reconstruction errors and be classified as normal events.

In addition to the reconstruction method, the frame prediction-based method has been proven effective for video anomaly detection [9]. The basic assumption of the frame prediction-based method is that normal events can be easily predicted, while abnormal events have an extreme possibility of being unexpected. Recently, with the emergence of the generative adversarial network (GAN) [10], the performance of future frame prediction has been greatly improved, and the frame prediction-based method has achieved the state-of-the-art performance for semi-supervised video anomaly detection. Liu et al. [9] leveraged a U-Net as the generator to predict future frames, and a patch discriminator was used to augment the quality of generated frames. However, they did not take into account a sufficient number of motion characteristics.

In this paper, we propose a semi-supervised video anomaly detection approach with a dual discriminator-based GAN structure that aims to generate more realistic and consecutive future frames for normal events. Specifically, our framework is composed of a generator and two discriminators, which are optimized alternately. Given a video clip of normal events, we predict a future frame with the generator and determine whether it is real or fake with the frame discriminator. Additionally, we estimate the optical flow between consecutive frames as motion features and use the motion discriminator to determine their authenticity. In the testing phase, we compare the quality of predicted frames and their ground truths and then obtain the regular score for each frame.

II. RELATED WORK
A. ANOMALY DETECTION
Many methods have been designed for video anomaly detection, including hand-crafted feature-based and deep-learning-based approaches. For hand-crafted features, low-level trajectory features and spatial-temporal features, such as the histogram of oriented gradients (HOG), are used to capture the normal patterns. Kim and Grauman [11] modeled the optical flow with a mixture of probabilistic principal component analysis (MPPCA), which aims to better capture local motion patterns. According to the learned optical flow distribution of the normal behavior, a Markov random field (MRF) based on time and space information can be further constructed. Then, they mapped the nodes in the MRF graph one-to-one with the spatial-temporal grid in the frame to detect if there is any abnormal behavior in the video. Mehran et al. [12] used the social force (SF) model to detect anomalies in crowded scenes. Mahadevan et al. [13] modeled video via a mixture of dynamic textures (MDT).

In addition to these hand-crafted feature-based approaches, many deep-learning-based methods have been proposed. Hasan et al. [8] detected abnormal events according to the reconstruction errors of a convolutional auto-encoder. Chong and Tay [14] utilized a convolutional long short term memory (ConvLSTM) to capture temporal information regarding normal events. Sultani et al. [1] considered normal and anomalous videos as bags and video segments as instances in multiple instance learning (MIL) and used a 3D convolutional network to extract spatial-temporal information. Morais et al. [15] learned the skeleton trajectories with a message-passing encoder-decoder recurrent network.

B. FRAME GENERATION WITH GAN
Generative adversarial networks (GANs) have attracted the attention of a large number of research scholars in recent years. GANs usually consist of two models: a generator and a discriminator, which can be implemented with neural networks. The generator attempts to capture the distribution of data and generate new examples that are as realistic as possible, and the discriminator attempts to distinguish generated examples from the true examples [16]. Both the generator and discriminator improve through adversarial learning. The optimization goal of GANs is to reach Nash equilibrium [17]. Because of the excellent generation capability of GAN, it has been applied to many fields, including image generation...
and video prediction. Reed et al. [18] showed that the conditional GAN was able to synthesize plausible images from text descriptions. Isola et al. [19] applied the GAN to image-to-image translation tasks and achieved good performance. Villegas et al. [20] used an appearance discriminator to augment the prediction of future frames.

III. PROPOSED METHOD

An overview of our model is shown in Figure 1. We apply the idea of the GAN for video anomaly detection, and our framework is composed of a generator and two discriminators, which discriminate the true and false from the appearance and motion, respectively. The generator and discriminators are optimized alternately, which leads to better prediction performances.

A. NOTATION

The input dataset is represented by \( D \) and is split into a training set \( D_{\text{tra}} \) and a testing set \( D_{\text{tst}} \). Then, we train our model \( f \) on \( D_{\text{tra}} \) and evaluate the performance on \( D_{\text{tst}} \). The input video clips are sampled from the dataset \( D \) and are represented by \( \{I_{t-T}, \ldots, I_t\} \). In the training set \( D_{\text{tra}} \), each frame belongs to the normal class, and the testing set \( D_{\text{tst}} \) contains both normal and abnormal examples. We use \((I_m, y_m)\) to denote a frame example, where \( y_m = 0 \) denotes the normal class and \( y_m = 1 \) denotes the abnormal class. The generated frame at time \( t \) is symbolized as \( \hat{I}_t \), and its ground truth is denoted \( I_t \).

The training objective \( J \) of our model \( f \) is to learn the regularity of normal events, and those events deviating from it are considered to be anomalies. We utilize \( G \) to denote the generator, \( D_F \) to denote the frame discriminator, and \( D_M \) to denote the motion discriminator. In addition, we use \( \hat{F}_i \) to denote the optical flow of generated frame \( \hat{I}_i \) and \( F_i \) to denote its ground truth. Additionally, \( S(t) \) is used to denote the regular score for each frame obtained in the testing phase. A higher score means it is more likely to be a normal frame.

B. THE MODEL

Our model consists of a generator to predict future frames and dual discriminators, one of which is used to discriminate frames (appearance), and the other of which is used to distinguish the motion between true and false.

We implement the generator with U-net [21], a convolutional neural network with skip connections. The network does not have any fully connected layers and possesses a u-shaped architecture. Every step of the left side consists of the repeated two \( 3 \times 3 \) convolutions and a \( 2 \times 2 \) max pooling operation with stride 2 for downsampling. Each step of the right side consists of an upsampling of the feature map, a concatenation with the feature map from the corresponding left side, and two \( 3 \times 3 \) convolutions, each followed by a rectified linear unit (ReLU). Following a previous work [9], the architecture of our generator is slightly different from that of the original network, and the maximum number of feature channels is 512. The architecture of the generator is shown in Figure 2.

We implement the discriminators with PatchGAN following the framework of a previous study [19]. This discriminator attempts to classify if each \( N \times N \) patch in a frame or feature map is real or fake, and we average all responses to provide the ultimate output of the discriminator. Our frame discriminator \( D_F \) and motion discriminator \( D_M \) share the same architecture, although they have different inputs.

C. OBJECTIVE FUNCTIONS

Based on the assumption that abnormal events cannot be easily predicted, our optimization objective is to train a model that can easily predict future frames for normal data. Because the training data only contain normal events, when abnormal examples are given, it is difficult for the trained model to accurately predict. For video anomaly detection, spatial and temporal information are both important. To predict future
frames better, we consider both appearance and motion constraints. The appearance loss includes intensity loss, gradient loss, and adversarial training loss, and the motion loss includes optical flow loss and adversarial training loss with respect to motion information.

1) OBJECTIVE FUNCTION FOR GENERATOR
The main goal of our generator is to generate frames similar to the ground truths. Given a video snippet \( I_0, \ldots, I_{T-1} \) with length \( T \), our generator outputs a predicted frame \( \hat{I} \). To make \( \hat{I} \) consistent with its ground truth \( I_t \), we add penalties for appearance and motion.

To reduce the distance between \( \hat{I} \) and \( I_t \) in RGB space, we add an intensity loss, which can guarantee the basic appearance of objects to be similar. The intensity loss is estimated as

\[
L_{\text{int}}(\hat{I}, I_t) = \| \hat{I} - I_t \|_2^2, \tag{1}
\]

where \( \hat{I} \) denotes the generated frame, \( I_t \) denotes the corresponding ground truth, and \( \| \cdot \|_2 \) denotes the Euclidean distance.

In addition, we add the gradient penalty to preserve the sharpness of original frames following a previous study [9]. The gradient difference of two images along two spatial dimensions is calculated as

\[
L_{\text{gd}}(\hat{I}, I) = \sum_{i,j} \| \hat{I}_{i,j} - \hat{I}_{i-1,j} - (I_{i,j} - I_{i-1,j}) \|_1 + \| \hat{I}_{i,j} - \hat{I}_{i,j-1} - (I_{i,j} - I_{i,j-1}) \|_1, \tag{2}
\]

where \( i,j \) denote the spatial indices of a frame, \( \hat{I} \) denotes a generated frame, and \( I \) denotes the corresponding ground truth.

Intensity and gradient losses guarantee the appearance of predicted frames to be consistent with real frames, but the frames may be discontinuous from the previous frames. Therefore, we add a motion penalty to maintain the temporal continuity. Optical flow is a good solution to capture the temporal motion information from video clips. Here, we use a CNN-based approach (FlowNet) to estimate the optical flow [22], which can help us build a differentiable system. FlowNet is pre-trained, and all of its parameters are fixed. Following a previous study [9], we apply the \( l_1 \) distance loss to calculate the motion penalty:

\[
L_{\text{mot}}(\hat{F}, F_t) = \| \hat{F}_t - F_t \|_1, \tag{3}
\]

where \( \hat{F}_t \) is the estimated optical flow of the previous frame \( I_{t-1} \) and the generated frame \( \hat{I}_t \), and \( F_t \) is the ground truth flow of real frames \( I_{t-1} \) and \( I_t \).

In addition to these appearance and motion constraints, we also use an adversarial penalty for the generator. Here, we use the least squares GANs (LSGANs) [23]. In the adversarial training process, our generator attempts to generate frames that frame discriminator \( D_F \) cannot distinguish from the real frames. The generator also attempts to generate frames with optical flows that motion discriminator \( D_M \) cannot distinguish from the optical flows of real consecutive frames. The adversarial loss for generator \( G \) is defined as

\[
L_{\text{adv}}(\hat{I}, \hat{F}_t) = \lambda_{\text{img}}^G \sum_{i,j} \frac{1}{2} (D(\hat{I}_{i,j}) - 1)^2 + \lambda_{\text{flow}}^G \sum_{i,j} \frac{1}{2} (D(\hat{F}_{i,j}) - 1)^2, \tag{4}
\]

where \( i,j \) denotes the spatial patch indices. \( \lambda_{\text{img}}^G \) and \( \lambda_{\text{flow}}^G \) are the corresponding coefficients controlling weights.

All of the above constraints constitute our total objective function of \( G \), which is estimated as follows:

\[
L_G = \lambda_{\text{int}} L_{\text{int}}(\hat{I}, I_t) + \lambda_{\text{gd}} L_{\text{gd}}(\hat{I}, I_t) + \lambda_{\text{mot}} L_{\text{mot}}(\hat{F}_t, F_t) + \lambda_{\text{adv}} L_{\text{adv}}(\hat{I}, \hat{F}_t). \tag{5}
\]

where \( \lambda_{\text{int}}, \lambda_{\text{gd}}, \lambda_{\text{mot}}, \) and \( \lambda_{\text{adv}} \) are coefficient factors.
2) OBJECTIVE FUNCTION FOR DISCRIMINATORS

We design two discriminators, for frames and optical flows, respectively. Frame discriminator $D_F$ attempts to determine whether the given frames are real video frames or predicted frames generated from generator $G$. When optimizing $D_F$, we fix the weights of $G$. The adversarial penalty for $D_F$ is expressed as follows:

$$L_{adv}^{D_F}(\hat{I}_t, I_t) = \sum_{i,j} \frac{1}{2}(D_F(I_t)_{i,j} - 1)^2$$

$$+ \sum_{i,j} \frac{1}{2}(D_F(\hat{I}_t)_{i,j} - 0)^2,$$

(6)

where $i, j$ denotes the spatial patch indices.

For motion discriminator $D_M$, we use the optical flows estimated from two consecutive frames as motion information that needs to be learned. When optimizing $D_M$, we also fix the weights of $G$. In our implement, $D_M$ and $D_F$ have the same PatchGAN architecture [19]. The adversarial penalty for $D_M$ is expressed as follows:

$$L_{adv}^{D_M}(\hat{F}_t, F_t) = \sum_{i,j} \frac{1}{2}(D_M(F_t)_{i,j} - 1)^2$$

$$+ \sum_{i,j} \frac{1}{2}(D_M(\hat{F}_t)_{i,j} - 0)^2,$$

(7)

where $F_t$ is the optical flow calculated from frames $I_{t-1}$ and $I_t$, and $\hat{F}_t$ is the optical flow estimated from frame $I_{t-1}$ and predicted frame $\hat{I}_t$.

D. ANOMALY DETECTION

In the testing phase, we only utilize our trained generator to predict future frames. To detect anomalies, we provide a regular score $S(t)$ for every frame. If $S(t)$ is smaller, the corresponding frame has a greater possibility of being abnormal. Following a previous study [9], we use the similarity between the predicted frames and their ground truths to measure the regularity and obtain $S(t)$. The peak signal to noise ratio (PSNR) is an effective way to assess image quality and measure similarity. Therefore, we use the PSNR to measure the quality of the predicted frames:

$$PSNR(I, \hat{I}) = 10\log_{10}\frac{[max]_2}{\sum_{i=0}^{N}(I_i - \hat{I}_i)^2},$$

(8)

where $\hat{I}$ indicates the predicted frame and $I$ denotes the corresponding ground truth.

Higher PSNR values indicate better image quality, which means that the predicted frame is more similar to its ground truth and thus more likely to be normal. After calculating the PSNR of each frame, we normalize the PSNR of all frames in each testing video to the range [0,1] and obtain the regular score $S(t)$ of each frame; the formula for normalization is expressed as

$$S(t) = \frac{PSNR_t - min(PSNR)}{max(PSNR) - min(PSNR)},$$

(9)

where $max(PSNR)$ and $min(PSNR)$ are the maximum and minimum PSNR values of frames in the corresponding testing video.

IV. EXPERIMENTS

In this section, we evaluate our proposed method on three benchmark datasets of video anomaly detection, including the UCSD Ped2 [13], CUHK Avenue [24], and ShanghaiTech [25] datasets. These datasets are provided with frame-level ground truth. The training datasets contain normal events, and the testing datasets contain both abnormal and normal events.

A. DATASETS

Here, we provide a brief introduction to the datasets we used. Some examples are illustrated in Figure 3.

1) UCSD Ped2

UCSD Ped2 is a frequently used dataset that contains 16 training videos and 12 testing videos. The scenes in this dataset are captured by a static camera, which is parallel to the walking direction of pedestrians. In the normal cases, there are only pedestrians walking on the sidewalk. However, in the abnormal videos, bicycles or vehicles may appear on the sidewalk; these are considered abnormal events.

2) CUHK AVENUE

CUHK Avenue is a larger dataset than UCSD Ped2. It consists of 30652 frames that are split into 16 training videos and 21 testing videos. The scene in this dataset is a campus avenue, and people go in and out of a building. It contains 47 abnormal events, including loitering, running, and throwing objects into the air. Pedestrians walk in the direction parallel to the surveillance camera, and pedestrians also walk toward the camera.

3) ShanghaiTech

The ShanghaiTech dataset is a newer and more challenging video anomaly detection dataset compared with the previous two datasets. It contains 330 training videos and 107 testing videos with 130 abnormal events. ShanghaiTech contains more than 270,000 training frames and more than 42,000
testing frames. The abnormal events include appearance anomalies (e.g., vehicles) and motion anomalies (e.g., fighting).

B. IMPLEMENTATION AND EVALUATION METRICS

To train our network, we resize all of the frames to 256 × 256 and normalize the pixel values to the range [-1,1]. We sampled clips of 5 sequential frames randomly in the training set. We use the first 4 frames as input, and the last frame as the ground truth of the future frame that we want to predict. We update the generator and discriminators alternately, and use the Adam [26]-based stochastic gradient descent method to optimize parameters.

In the previous literature regarding video anomaly detection, the frame-level criterion is commonly used; this criterion counts a frame with any detected anomalous pixels as a positive frame and all other frames as negative [27]. Here, we first calculate the receiver operation characteristic (ROC) by gradually changing the threshold of the regular scores. Then, we utilize the frame-level area under the curve (AUC) to evaluate the performance.

C. RESULTS

In this section, we compare our approach with different methods, including hand-crafted-based methods [11], [13] and deep-learning-based methods [25], [28]–[31]. MPPCA, MPPCA+SFA, and MDT belong to hand-crafted-based methods. Unmasking [28] is an unsupervised deep learning method that requires no training sequences. Conv-AE [8] and ConvLSTM-AE [29] leverage auto-encoders for video anomaly detection. StackRNN [25] is an approach that combines a deep neural network and sparse coding. MemAE [30] memorizes normality to detect anomalies via a memory-augmented deep auto-encoder. LSA [31] adds latent space autoregression to an auto-encoder for frame reconstruction. FFP [9] determines whether the frames are normal or abnormal by predicting future frames.

The AUC values of different methods are listed in Table 1. Our proposed approach achieves effective performance. The performance is slightly improved with respect to the UCSD Ped2 dataset, and the performance on the ShanghaiTech dataset is more obvious. We think this is because ShanghaiTech is a larger-scale dataset and has more complicated movement, on which the motion discriminator can achieve more obvious performance improvements.

We compared our proposed method with FFP [9] on the ShanghaiTech dataset, which predicts future frames using a single discriminator, and the results are listed in Table 2. In addition to the AUC metric, we report the frame-level equal error rate (EER) of our method and the compared method. A smaller EER corresponds to better performance. We also report the PSNR gap and regular score gap between normal and abnormal events. From the table, we can see that our method achieves larger gaps, which correspond to a small false alarm rate and higher detection rate. Thus, our method performs better than the compared method with respect to all of these evaluation metrics on ShanghaiTech.

Figure 4 illustrates our ROC curve compared with that of the baseline [9] on the ShanghaiTech dataset. The red curve denotes the ROC of our method, and the blue one denotes that of the baseline. It is clear that our method outperforms the baseline at most thresholds.

V. CONCLUSION

In this paper, we propose a dual discriminator-based GAN structure for video anomaly detection and perform experiments on datasets with different scales, which proves the effectiveness of our approach. Specifically, we first predict future frames for normal events, and we use a frame discriminator and motion discriminator to augment the quality of predicted frames. This provides a comprehensive consideration of appearance and motion and can better capture normal patterns. In the testing phase, the events that cannot be predicted well are considered anomalies deviating from normality. In the future, we will attempt to evaluate the quality of predicted frames in a better way, as high PSNR values may not correspond to better prediction quality. Taking into account both appearance and motion information for evaluation can lead to better detection results.

| Method      | Avenue | UCSD Ped2 | ShanghaiTech |
|-------------|--------|-----------|--------------|
| MPPCA       | N/A    | 0.693     | N/A          |
| MPPCA+SFA   | N/A    | 0.613     | N/A          |
| MDT         | N/A    | 0.829     | N/A          |
| Unmasking   | 0.806  | 0.822     | N/A          |
| Conv-AE     | 0.800  | 0.850     | 0.609        |
| ConvLSTM-AE | 0.770  | 0.881     | N/A          |
| StackRNN    | 0.817  | 0.922     | 0.680        |
| MemAE       | 0.833  | 0.941     | 0.712        |
| LSA         | N/A    | 0.954     | 0.725        |
| FFP         | 0.849  | 0.954     | 0.728        |

Our Method: 0.849, 0.956, 0.737
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