Analyticity and Regge asymptotics in virtual Compton scattering on the nucleon
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Abstract We test the consistency of the data on the nucleon structure functions with analyticity and the Regge asymptotics of the virtual Compton amplitude. By solving a functional extremal problem, we derive an optimal lower bound on the maximum difference between the exact amplitude and the dominant Reggeon contribution for energies \( \nu \) above a certain high value \( \nu_h(Q^2) \). Considering in particular the difference of the amplitudes \( T^\text{inel}_1(\nu, Q^2) \) for the proton and neutron, we find that the lower bound decreases in an impressive way when \( \nu_h(Q^2) \) is increased, and represents a very small fraction of the magnitude of the dominant Reggeon. While the method cannot rule out the hypothesis of a fixed Regge pole, the results indicate that the data on the structure function are consistent with an asymptotic behaviour given by leading Reggeon contributions. We also show that the minimum of the lower bound as a function of the subtraction constant \( \delta \) provides a reasonable estimate of this quantity, in a frame similar, but not identical to the Reggeon dominance hypothesis.

1 Introduction

The virtual Compton scattering on the nucleon, in particular the doubly-virtual forward scattering \( \gamma^*(q) + N(p) \to \gamma^*(q) + N(p) \), is of much interest for the calculation of the electromagnetic mass difference between the proton and the neutron by Cottingham formula [1] and for the study of nucleon polarizabilities. This process has been intensively studied a long time ago [2–10], especially in the frame of Regge theory. In particular, a question that received much attention was the possible existence of a fixed pole at \( J = 0 \) in the angular momentum plane for the Compton amplitude. This problem was discussed also more recently, see for instance [11,12] and references therein.

Dispersion theory is an important tool for investigating the virtual Compton amplitude. Early dispersive evaluations of Cottingham formula have been performed in [2,3,5–7,13]. There has been a recent renewed interest in this problem: dispersive treatments of the Compton amplitude, using modern data on the structure functions, have been reported in [14–24].

The forward virtual Compton scattering is described by the time-ordered product of two electromagnetic currents between on-shell proton states, summed over the spin orientations:

\[
T^\mu\nu(p, q) = \frac{i}{2} \int d^4 x \, e^{i q \cdot x} \langle p| T j^\mu(x) j^\nu(0)| p \rangle. \tag{1}
\]

By Lorentz covariance, this tensor is decomposed as

\[
T^\mu\nu(p, q) = (q^\mu q^\nu - g^{\mu\nu} q^2) T_1(\nu, Q^2) + \frac{1}{m^2} \left( (p^\mu q^\nu + p^\nu q^\mu) p \cdot q - g^{\mu\nu} (p \cdot q)^2 \right. \\
\left. - p^\mu p^\nu q^2 \right) T_2(\nu, Q^2), \tag{2}
\]

in terms of two invariant amplitudes, \( T_1(\nu, Q^2) \) and \( T_2(\nu, Q^2) \), free of kinematical singularities and zeros. We recall the notations: \( \nu = p \cdot q / m \) and \( Q^2 = -q^2 \), where \( p \) and \( q \) are the nucleon and photon momenta and \( m \) is the nucleon mass.

The invariant amplitudes are even functions of \( \nu \) due to crossing symmetry. Moreover, they are real analytic functions in the \( \nu^2 \) complex plane, with singularities along the real axis imposed by unitarity: poles due to the elastic contributions, and cuts produced by the inelastic states. Schwarz reflection principle implies that the discontinuities across the cuts are related to the imaginary parts on the upper edge of the cut. By unitarity, the contribution of the inelastic states is:

\[ \int_{1/2}^{1} d\nu^2 \langle p| T j^\mu(x) j^\nu(0)| p \rangle. \]

\[ \int_{1/2}^{1} d\nu^2 \langle p| T j^\mu(x) j^\nu(0)| p \rangle. \]

Lattice calculations started to produce competitive results in recent years. For an updated comparison of lattice and dispersive results, see Fig. 8 of [23].
\[ \text{Im} T_i(v^2, Q^2) = \pi V_i(v, Q^2), \quad v \geq v_{th}, \quad i = 1, 2, \quad (3) \]

where \( v_{th} = m_N + (m_N^2 - Q^2)/2m \) is the lowest threshold due to the \( pN \) intermediate state, and for \( Q^2 \geq 0 \) the structure functions \( V_i \) are obtained from the cross sections of lepton-nucleon scattering.

Besides analyticity, the asymptotic behaviour of the amplitudes for large \( v \) at fixed \( Q^2 \) plays an important role in the dispersion theory. It is generally accepted that the amplitude \( T_2(v, Q^2) \) can be expressed by an unsubtracted dispersion relation, while the dispersion relation for \( T_1(v, Q^2) \) requires a subtraction. This means that for recovering the amplitude, the structure function is not sufficient, one needs also the subtraction function, i.e. the value of the amplitude at a certain point, for instance \( S_1(Q^2) \equiv T_1(0, Q^2) \). It turns out that the subtraction function plays a crucial role in the dispersion theory, in particular for the proton-neutron electromagnetic mass difference. As we will discuss below, there are several different approaches to the determination of the subtraction function, and they depend on the specific assumptions about the behaviour of the amplitude at high energies.

The asymptotic behaviour of the Compton amplitude is assumed in general to be governed by Reggeon exchanges, which manifest as moving poles in the angular momentum plane. For the proton and neutron amplitudes, the dominant contributions are due to the exchange of the Pomeron. A Reggeon with the quantum numbers \( J^C = 1^+ \) and a trajectory with intercept around 0.5, identified with \( \alpha_2 \), is the most important non-leading contribution.

In Ref. [13] it was assumed that the Reggeons dominate the asymptotic behaviour. This assumption was implemented by the requirement

\[ \lim_{v \to \infty} [T_1(v, Q^2) - T_1^R(v, Q^2)] = 0, \quad (4) \]

where \( T_1^R(v, Q^2) \) is the leading Regge contribution. This Reggeon dominance hypothesis implies that the amplitude \( T_1(v, Q^2) \) does not contain a fixed pole at \( J = 0 \), which would contribute with a real constant term at large \( v \).

As shown in [13], by exploiting (4) one can derive a sum rule which uniquely determines the subtraction function \( S_1(Q^2) \) in terms of the cross section of lepton-nucleon scattering and the residues of the Regge poles. A variant of this sum rule was proposed by Elitzur and Harari [7], on the basis of duality and finite energy sum rules. The recent analyses with modern data on the structure functions, performed in [18,19,23,24], show that this sum rule leads to precise dispersive determinations of proton-neutron electromagnetic mass difference and nucleon polarizabilities.

We mention also a more general frame of exploiting Regge asymptotics, investigated in [20], where it was assumed that the modulus of the amplitude is given above a certain energy by the modulus of Reggeon exchanges. Using this assumption, upper and lower bounds on the subtraction function have been derived, which turned out to be consistent with the sum-rule predictions made in [18,19].

On the other hand, in the analyses performed in [14–17,21], the knowledge of the Regge behaviour of the amplitude at high energies was not taken into account in an explicit way. As a consequence, the subtraction function was assumed to be an independent quantity, which cannot be calculated in terms of the lepton-nucleon cross sections. Instead, the function \( S_1(Q^2) \) was parametrized by simple algebraic expressions, which interpolate between the low and high \( Q^2 \) regimes, known from effective field theory and perturbative QCD, respectively. A detailed comparison of the predictions of these models with the subtraction function derived from Reggeon dominance is presented in Sect. 24.2 of [23].

From the above discussion, it follows that the assumptions about the validity of Regge asymptotics in virtual Compton scattering play an important role in the dispersive predictions. In the present paper, we propose a test of Regge asymptotics, which exploits analyticity and the phenomenological input on the nucleon structure functions, available up to a certain energy. The question that we consider is whether this information can say something about the difference between the exact amplitude and the Reggeon contributions above that energy.

It turns out that the standard dispersion relations are not useful for providing an answer to this question. Fortunately, there exist also other methods of exploiting analyticity, based on functional analysis and optimization theory (for a review, see [25]). By solving an extremal problem on a suitable class of analytic function, we obtain a rigorous lower bound on the maximum difference between the true amplitude and the leading Reggeon contributions above a certain energy. As we will show in the paper, the value of this lower bound and its variation when the energy is increased offer insights on the onset of the Regge regime. By solving also a more general extremal problem, we investigate the dependence of the lower bound on the subtraction function and argue that a reasonable prescription for finding this quantity assuming Regge asymptotics is to look for the value that achieves the minimum of the lower bound.

The paper is organized as follows: in the next section we specify the frame and formulate the extremal problems of interest for our study. In Sect. 3 we briefly discuss the phenomenological input used in the calculations. The results are presented in Sect. 4, while Sect. 5 contains a summary and our conclusions. Finally, in appendix A we present the solution of the extremal problems formulated in Sect. 2.

2 Extremal problems

To illustrate our approach we consider the difference of the invariant amplitudes \( T_1 \) for the proton and neutron. Also, in
order to facilitate the comparison with the previous works [18–20], we consider only the “inelastic” amplitude:
\[
T_{1}^{\text{inel}}(v, Q^2) = T_{1}(v, Q^2) - T_{1}^{\text{el}}(v, Q^2),
\]
defined by subtracting from the total amplitude the elastic contribution due to the nucleon pole. The explicit expression of \(T_{1}^{\text{inel}}(v, Q^2)\) is given in [18, 19].

As discussed above, the amplitude \(T_{1}^{\text{inel}}(v, Q^2)\) obeys at fixed \(Q^2\) a subtracted dispersion relation in the \(v\) variable. Choosing the subtraction point at \(v = 0\), the dispersion relation has the form
\[
T_{1}^{\text{inel}}(v, Q^2) = S_{1}^{\text{inel}}(Q^2) + 2v^2 \int_{v_{th}}^{\infty} \frac{d v'}{v'} \frac{V_{1}(v', Q^2)}{v'^2 - v^2 - i \epsilon},
\]
where \(v_{th}\) is defined below Eq. (3) and
\[
S_{1}^{\text{inel}}(Q^2) \equiv T_{1}^{\text{inel}}(0, Q^2).
\]

As already mentioned, the dispersion relation, which is based on the Cauchy integral relation, is not the only way to implement the analyticity of the amplitude in the \(v\) complex plane. In our approach, analyticity will be exploited by functional-analysis techniques. We first specify the ingredients of this approach.

Let \(v_{th}(Q^2)\) be a certain high energy, which will be treated as a free parameter in the analysis. Below this energy, we assume that the imaginary part is known on the unitarity cut, i.e., we have
\[
\text{Im} T_{1}^{\text{inel}}(v, Q^2) = \pi V_{1}(v, Q^2), \quad v_{th} \leq v < v_{th}(Q^2).
\]

At high energies, the amplitude is described by the exchange of Reggeons. Since we consider the difference of the proton and neutron amplitudes, the Pomeron contributions cancel out and the asymptotic behaviour is given by the leading Reggeon. We write this contribution as
\[
T_{1}^{R}(v, Q^2) = -\pi \beta(Q^2) \frac{1 + \exp[-i \pi \alpha]}{\sin \pi \alpha} v^\alpha,
\]
where \(\alpha > 0\) is the \(a_2\) trajectory at zero momentum transfer. Subleading contributions are expected to be present at finite energies.

It is of interest to define a quantity which measures how much the exact amplitude deviates from the prediction of the Regge model for \(v \geq v_{th}(Q^2)\). Taking into account the fact that the amplitude exhibits asymptotically a growth like \(v^\alpha\) with \(\alpha > 0\), a reasonable candidate is
\[
\sup_{v \geq v_{th}(Q^2)} \left| \frac{T_{1}^{\text{inel}}(v, Q^2) - T_{1}^{R}(v, Q^2)}{v^\alpha} \right|,
\]
which involves the difference of functions bounded in the complex plane.

Since the physical amplitude is not known for \(v \geq v_{th}(Q^2)\), the exact value of the supremum defined in (10) is not known. However, it turns out that it must exceed a certain value, which can be calculated. Namely, let us consider the functional extremal problem
\[
\delta_0^R = \min_{\{T_{1}^{\text{inel}}\}} \left[ \sup_{v \geq v_{th}} \left| \frac{T_{1}^{\text{inel}}(v, Q^2) - T_{1}^{R}(v, Q^2)}{v^\alpha} \right| \right],
\]
where the minimization is taken upon the class of functions \(\{T_{1}^{\text{inel}}\}\) which are real-analytic in the \(v^2\) plane cut for \(v^2 \geq v_{th}^2\), obey the unitarity condition (8) and exhibit an asymptotic increase bounded by \(v^\alpha\). Since the true amplitude belongs to this class, the difference (10) corresponding to it must be larger than \(\delta_0^R\). Therefore, \(\delta_0^R\) is a lower bound on the exact difference (10). Moreover, unlike the exact difference which is not known, the lower bound can be calculated in terms of the phenomenological input.

The above extremal problem can be generalized to the case when more informations about the class of analytic functions \(T_{1}^{\text{inel}}\) are available. Suppose that the value of \(T_{1}^{\text{inel}}(v, Q^2)\) at a point \(v_1\) inside the analyticity domain is given at each \(Q^2\). We take in particular \(v_1 = 0\), because this was the choice of the subtraction point in the dispersion relation (6), but the more general case of an arbitrary \(v_1 < v_{th}\) can be treated in a similar way. Then, we consider the modified extremal problem
\[
\tilde{\delta_0}^R(S_{1}^{\text{inel}}) = \min_{\{T_{1}^{\text{inel}}\}} \left[ \sup_{v \geq v_{th}} \left| \frac{T_{1}^{\text{inel}}(v, Q^2) - T_{1}^{R}(v, Q^2)}{v^\alpha} \right| \right],
\]
where the minimization is performed upon the class of functions \(\{T_{1}^{\text{inel}}\}\) with the properties specified below (11), which satisfy in addition the constraint (7). Therefore, \(\tilde{\delta_0}^R(S_{1}^{\text{inel}})\) is a lower bound on the difference between the physical amplitude \(T_{1}^{\text{inel}}\) and the Regge expression \(T_{1}^{R}\) for \(v > v_{th}\), when the value of the physical amplitude at \(v = 0\) is supposed to be given. The notation in (12) emphasizes the fact that the lower bound depends on the input value \(S_{1}^{\text{inel}}(Q^2)\).

The solution of the extremal problems (11) and (12) is presented in appendix A, where it is shown that the lower bounds \(\delta_0^R\) and \(\tilde{\delta_0}^R\) are obtained by a relatively simple numerical algorithm. Before discussing the significance and the applications of these quantities, we briefly review in the next section the phenomenological input used in the calculations.

---

\(^{2}\) A slightly different representation, given in Eq. (18) of [23], coincides with (9) at high \(v\).
3 Phenomenological input

We used as input modern data on the nucleon structure functions. Experimental measurements are available from various groups, depending on the c.m.s. energy $W$, defined as

$$W = \sqrt{s} = \sqrt{m^2 + 2mv - Q^2}.$$  

(13)

At low energies, $W \leq 1.3$ GeV, we used the data on the cross sections measured in [27–30]. In the range $1.3 < W \leq 3$ GeV we used the parametrization of Bosted and Christy [31, 32]. For $W > 3$ GeV and $Q^2 \leq 1$ GeV$^2$, the input has been taken from the vector-meson dominance model of Alwall and Ingelman [33]. For $W > 3$ GeV and $1 < Q^2 \leq 3$ GeV$^2$, we used the solution of the DGLAP equations constructed by Alekhn, Blümlein and Moch, who obtained numerical values for the structure functions over a wide range: $1 \leq Q^2 \leq 2 \cdot 10^2$ and $10^{-3} \leq x \equiv Q^2/(2mv) \leq 0.99$. The underlying analysis is described in [34–36]. As discussed in [18, 19, 23], a conservative attitude is to attach large overall uncertainties, of about 30%, to the values of the structure function in this range.

The parametrization of the structure function for $W > 3$ GeV and $Q^2 \leq 1$ GeV$^2$ proposed in [33] tends in the limit of high $v$ to the imaginary part of the Regge expression (9) for $\alpha = 0.55$, allowing us to extract the $Q^2$-dependent residue $\beta(Q^2)$. For $Q^2 > 1$ GeV$^2$, the residue is obtained as in [23] from a Regge fit of the numerical table given in [34].

For completeness, we show in Fig. 1 the function $\beta(Q^2)$ for $Q^2$ in the range (0, 3) GeV$^2$, with an overall error of about 30%. The figure shows that the two representations obtained from different sources for $Q^2 < 1$ GeV$^2$ and $Q^2 > 1$ GeV$^2$ match remarkably well. Note that the slightly different Regge expression given in Eq. (18) of [23] coincides at large $v$ with (9) for $\beta(Q^2) = (2m)^\alpha \beta_0(Q^2)$, where $\beta_0(Q^2)$ is the residue represented in Fig. 4 of [23].

4 Results

4.1 Lower bound $\delta_0^R$ at large energies

As shown in Sect. A.2, the lower bound $\delta_0^R$ can be calculated by means of a numerical algorithm: it is given by the norm (A.32) of the Hankel matrix $\mathcal{H}$, defined in (A.28) in terms of the Fourier coefficients $c_n$. The input consisting from the structure function and the Regge residue enters through the coefficients $c_n$, according to (A.30). In the calculations, the matrix $\mathcal{H}$ was truncated at a finite order, stability of the results being achieved with about 30 Fourier coefficients $c_n$.

Using this algorithm and the input described in the previous section, we calculated $\delta_0^R$ for $Q^2$ in the range (0, 3) GeV$^2$.

A free parameter is the energy $v_h$ above which we test the onset of the Regge asymptotics. In our analysis we increased this value from $W_h = 3$ GeV up to $W_h = 30$ GeV. The corresponding values of $v_h(Q^2)$ are obtained from (13).

For illustration, we give in Table 1 the values of the lower bound $\delta_0^R(Q^2)$ for three values of $W_h$, equal to 3, 10 and 30 GeV, respectively. Central values of the input have been used in the calculations.

It is useful to compare the values given in Table 1 with the magnitude of the leading Reggeon. Recalling the definition of $\delta_0^R(Q^2)$, the comparison should be made with the quantity $|T^{R0}/v|^\alpha$, which is independent on $v$ as follows from (9). Therefore, we show in Table 2 the values of the ratio

![Table 1: Lower bound $\delta_0^R(Q^2)$ defined in (11) as a function of $Q^2$ for several values of $W_h$.](image)

![Fig. 1 Residue of the leading Reggeon contribution (9)](image)
Table 2 Ratio $r(Q^2)$ defined in (14) as a function of $Q^2$ for several values of $W_h$

| $Q^2$ | $W_h = 3$ GeV | $W_h = 10$ GeV | $W_h = 30$ GeV |
|-------|--------------|--------------|--------------|
| 0     | 0.4681       | 0.00217      | 0.000201     |
| 0.01  | 0.4398       | 0.00221      | 0.000201     |
| 0.1   | 0.3632       | 0.00245      | 0.000228     |
| 0.2   | 0.3479       | 0.00273      | 0.000256     |
| 0.3   | 0.2683       | 0.00301      | 0.000280     |
| 0.4   | 0.1693       | 0.00328      | 0.000311     |
| 0.5   | 0.0785       | 0.00355      | 0.000339     |
| 0.6   | 0.0085       | 0.00384      | 0.000366     |
| 0.7   | 0.0474       | 0.00412      | 0.000394     |
| 0.8   | 0.0809       | 0.00440      | 0.000422     |
| 0.9   | 0.0998       | 0.00468      | 0.000449     |
| 1     | 0.1069       | 0.00496      | 0.000477     |
| 1.5   | 0.1347       | 0.0375       | 0.001126     |
| 2     | 0.0835       | 0.0311       | 0.000710     |
| 2.5   | 0.0531       | 0.0190       | 0.000669     |
| 3     | 0.1180       | 0.0079       | 0.00141      |

$r(Q^2) = \frac{\delta^R_0(Q^2)}{|T_1^R|/\nu \alpha} = \frac{\delta^R_0(Q^2)}{\pi \beta(Q^2)/\sin(\pi \alpha/2)}$, \hspace{1cm} (14)

for various $Q^2$ and increasing values of $W_h$.

From Tables 1 and 2 it can be seen that for each $Q^2$ the values of $\delta^R_0(Q^2)$ and $r(Q^2)$ become smaller when $W_h$ is increased: while for $W_h = 3$ GeV the lower bound is rather large and represents for some $Q^2$ a substantial fraction of the dominant Reggeon, these values decrease in an impressive way with increasing $W_h$.

One might ask how these results can be interpreted. The existence of a lower bound shows that the difference between the exact amplitude and the contribution of the dominant Reggeon must exceed a certain value in order to ensure consistency with the low-energy structure function. A large value of the lower bound, of the order of magnitude of the dominant Reggeon contribution for instance, would question the validity of the Regge asymptotics or would suggest that large corrections to the Regge asymptotics are required by the low-energy data and analyticity.

Our results show however that this is not the case: the lower bound on the difference between the true amplitude and the leading Reggeon contribution decreases when the energy is increased and becomes a tiny fraction of the Reggeon contribution.

From Tables 1 and 2, one can see that the decrease is impressive for $Q^2 \leq 1$ GeV$^2$, when the parametrization of the structure function from [33] is used as input for $W > 3$ GeV. Moreover, for $Q^2 \leq 1$ GeV$^2$, the quantities $\delta^R_0(Q^2)$ and $r(Q^2)$ continue to rapidly decrease when $W_h$ is increased above 30 GeV.

For $Q^2 > 1$ GeV$^2$, it turns out that the decrease of the quantities $\delta^R_0(Q^2)$ and $r(Q^2)$ is slowed down when $W_h$ is further increased above 30 GeV. This may be due to the less precise input, in particular to the fact that the parametrization [34] that we used for $Q^2 > 1$ GeV$^2$ and $W > 3$ GeV contains a small number of points in the region of interest for our calculations. Further investigations of this region using the available parametrizations of the structure functions are necessary.

As emphasized in Sect. A.2, the lower bound (11) is saturated, i.e. there exists an analytic function, which satisfies the constraints, and for which the difference (10) is equal to $\delta^R_0$. The small values of $\delta^R_0(Q^2)$ given in Table 1 show that, if the lower bound would be saturated by the exact amplitude $T_1^\text{inel}$, there would be little room for subasymptotic corrections, in particular for the contribution of a fixed Regge pole, in the asymptotic behaviour of this amplitude. This would support the Reggeon dominance hypothesis (4), adopted in [13,18,19,23,24].

Of course, the difference between the true amplitude and the Reggeon contribution is not in principle limited from above. So, a strong statement about the validity of the Reggeon dominance hypothesis cannot be made. In the same time, the approximate saturation of the lower bound is not excluded. Therefore, having in view the low values of $\delta^R_0$ given in Table 1, we can make the conservative statement that the data on the structure function are consistent with the Reggeon dominance hypothesis.

4.2 Determination of the subtraction function

We consider now the lower bound $\delta^R_0(S^\text{inel}_1)$ defined in (12), which measures the difference between the true amplitude and the dominant Reggeon when the value of the amplitude at $\nu = 0$ is specified as in (7).

As shown in Sect. A.2, the lower bound $\delta^R_0$ is given by the norm (A.33) of the Hankel matrix $\hat{T}_1$, defined in (A.34) in terms of the Fourier coefficients $\hat{c}_n$, which depend on the input consisting from the structure function, the Regge residue and the parameter $S^\text{inel}_1(Q^2)$, according to (A.35).

We recall that $S^\text{inel}_1(Q^2)$ is usually denoted as subtraction function, as it enters the subtracted dispersion relation (6). As we discussed in Sect. 1, assuming Reggeon dominance (4), one can derive a sum rule for the subtraction function in terms of the structure function along the whole unitarity cut in the $\nu^2$ plane. This sum rule, written down for the first time in [7], was derived independently in [13] and was applied more recently in [18,19,23,24] for the determination of the electromagnetic neutron-proton mass difference and nucleon polarizabilities.
One might ask whether the subtraction function can be predicted by imposing Regge asymptotics in a way less stringent than the hypothesis (4). An answer to this question was given in [20], where bounds on the subtraction function have been derived by assuming that for $W > 3$ GeV, along the cut, the modulus of the amplitude is described by the Regge model, including subleading contributions. This approach led to results for $S^{\text{inel}}_1$ consistent, but weaker than those reported in [18,19].

In the present paper, we argue that the lower bound $\hat{\delta}^{R}_0(S^{\text{inel}}_1)$ offers an alternative tool for estimating the subtraction function, which is similar in spirit, but not identical with the Reggeon dominance hypothesis (4). Namely, we make the conjecture that, if Regge asymptotics is valid in virtual Compton scattering, the value of $S^{\text{inel}}_1$ which achieves the minimum of the lower bound $\hat{\delta}^{R}_0(S^{\text{inel}}_1)$ can be taken as the best estimate of the subtraction function.

The reasoning behind this conjecture is simple: if Regge asymptotics is assumed to be valid, the difference (10) for high enough $\nu_h$ should be as small as possible for the exact amplitude and the exact value $S^{\text{inel}}_1$ of this amplitude at $\nu = 0$. The same will be true for the minimal difference (12), which by definition is smaller than the exact difference. Moreover, if the lower bound is small, the exact difference (10) can also be small, which would not be true in the opposite case of a large lower bound. It is then natural to determine the unknown $S^{\text{inel}}_1$ by looking for the minimum of the lower bound $\hat{\delta}^{R}_0(S^{\text{inel}}_1)$ on the difference (10).

The conjecture is also supported by the behaviour of the lower bound $\hat{\delta}^{R}_0(S^{\text{inel}}_1)$ as a function of $S^{\text{inel}}_1$: it turns out that for all $Q^2$, this quantity exhibits a sharp minimum for a certain value of $S^{\text{inel}}_1$. Moreover, the minimum is stable when the energy $W_h$ is increased. These properties are illustrated in Fig. 2, where we show the lower bound $\hat{\delta}^{R}_0(S^{\text{inel}}_1)$ for $Q^2 = 0.3$ GeV$^2$ as a function of $S^{\text{inel}}_1$ for $W_h = 10$ GeV and $W_h = 30$ GeV. It is remarkable that, although the values of the lower bound are different (being smaller for higher $W_h$, in agreement with the results of the previous subsection), the minimum occurs at the same value of $S^{\text{inel}}_1$. This stability holds very precisely for all $Q^2 \leq 1$ GeV$^2$ and, within some uncertainties, also for $Q^2 > 1$ GeV$^2$. Therefore, the minimum of $\hat{\delta}^{R}_0(S^{\text{inel}}_1)$ offers a well-defined and unambiguous definition of the subtraction function.

In Fig. 3 we present the values of $S^{\text{inel}}_1(Q^2)$ determined by this procedure for $0 \leq Q^2 \leq 3$ GeV$^2$. For convenience, as in [18–20], we show the product of $S^{\text{inel}}_1$ with the factor $N = (1 + Q^2/M^2_h)$, with $M^2_h = 0.71$ GeV$^2$. The behaviour around the point $Q^2 = 1$ GeV$^2$ is explained by the different input above $W = 3$ GeV used below and above this point: for $Q^2 \leq 1$ GeV$^2$, the data are taken from the parametrization given in [33], while for $Q^2 > 1$ GeV$^2$, we use the data from [34]. In the latter case, the stability of the minimum of the lower bound when $W_h$ is increased occurs within some limits. For illustration, the values shown in Fig. 3 are the average of the determinations at $W_h = 10$ GeV and $W_h = 30$ GeV, with an uncertainty equal to their difference.

The values presented in Fig. 3 are obtained with the central values on the experimental data on the structure function $V_1$ and the Regge model $T^{1}_1$. Since the purpose of this paper was mainly to introduce the new formalism, we briefly discuss below the effect of the uncertainties only in the particular case $Q^2 = 0$, deferring a full analysis to a future work.

The subtraction function at $Q^2 = 0$ satisfies the low-energy theorem [18,19]

$$S^{\text{inel}}_1(0) = -\frac{\kappa^2}{4m^2} - \frac{m}{\alpha_{em}} \beta_M,$$

where $\alpha_{em}$ is the fine structure constant, $\kappa$ is the anomalous magnetic moment of the particle and $\beta_M$ its magnetic polarizability. We recall that we consider the difference of the proton and neutron amplitudes, so the theorem involves the difference of these parameters for the proton and neutron.

From Fig. 3, one can read the central value $S^{\text{inel}}_1(0) = -0.745$ GeV$^{-2}$ obtained from our prescription. By varying the residue of the Reggeon contribution (9) by $\pm 30\%$, the position of the minimum of the lower bound is shifted by $\pm 1.295$. A conservative error of 30% on the structure func-
tion leads to another variation of the central value by $\pm 1.065$. Adding the errors in quadrature, we obtain

$$S_1^{\text{inel}}(0) = (-0.745 \pm 1.677),$$

(16)

in GeV units. For comparison, we quote the previous predictions based on Regge asymptotics, $S_1^{\text{inel}}(0) = 0.3 \pm 1.2$ reported in [18,19] and $-1.59 \leq S_1^{\text{inel}}(0) \leq 1.22$ derived in [20], and the experimental estimate $S_1^{\text{inel, exp}}(0) = 1\pm 2.7$, given in [18,19]. Although the central value in (16) is somewhat lower, our result is consistent with the previous predictions within the errors.

One can check that the results for $S_1^{\text{inel}}(Q^2)$ shown in Fig. 3 are consistent also with the upper and lower bounds on the subtraction function in the range $0 < Q^2 \leq 1\text{ GeV}^2$, shown in Fig. 3 of [20]. Moreover, our results agree with the predictions of Reggeon dominance hypothesis, represented by the uncertainty band shown in Fig. 7 of [18,19] for $0.5 \leq Q^2 \leq 1\text{ GeV}^2$. We shall briefly discuss the significance of this result in Sect. 5.

We note finally that for the values shown in Fig. 3 for $Q^2 > 1\text{ GeV}^2$, the comparison with the results given in [18–20] for $Q^2 > 1\text{ GeV}^2$ cannot be made, since these works used a different input for $W > 3\text{ GeV}$. Further investigations of this region are actually necessary, using updated experimental data on the structure functions.

5 Summary and conclusions

The purpose of this work was to investigate the validity of Regge asymptotics for the amplitude of virtual Compton scattering on the nucleon. Specifically, the aim was to check whether the data on the nucleon structure function, used as input up to a certain energy $v_h$, are consistent with a behaviour given by Reggeon exchanges for $v \geq v_h$.

The work was motivated by the present applications of dispersion theory in Compton scattering. Since one of the invariant amplitudes, $T_1(v, Q^2)$, increases at high $v$, the dispersion relation at fixed $Q^2$ requires a subtraction. Therefore, the amplitude cannot be recovered completely from the knowledge of the structure function known phenomenologically on the unitarity cut, but depends also on the subtraction function $S_1(Q^2)$, i.e. the value of the amplitude at $v = 0$.

In general, if the asymptotic behaviour of the amplitude is not known in detail, the subtraction constants cannot be calculated and are viewed as independent ingredients in the dispersion relation. For Compton scattering, this view was adopted in [14–17,21].

However, if one assumes that Regge asymptotics is valid, the subtraction function can be determined in terms of the structure function by exploiting in a suitable way the known behaviour. Using the Reggeon dominance hypothesis (4), a sum rule for the subtraction function in terms of the structure function was derived independently a long time ago in [7] and [13], and was evaluated with modern input in the recent analyses [18,19,23,24].

The validity of Regge behaviour at high energies is therefore important for improving the precision of dispersion theory for the Compton amplitude. In the present paper, we proposed a test of Regge asymptotics using methods of functional analysis. For illustration, we considered the difference of the inelastic amplitudes $T_1^{\text{inel}}(v, Q^2)$ relevant for proton and neutron.

The central role in our analysis is played by the quantities $\delta_R^h$ and $\delta_R^n$, defined as the solutions of the functional minimization problems (11) and (12). They represent lower bounds on the maximum difference between the exact amplitude $T_1^{\text{inel}}$ and the Reggeon contribution $T_1^R$ above a sufficiently high energy $v_h$, imposed by analyticity and the structure function $V_1$ known for $v < v_h$. As shown in appendix A, the lower bounds can be calculated by a numerical algorithm.

The results given in Tables 1 and 2 show that, for each $Q^2$ in the range $0, 3\text{ GeV}^2$, $\delta_R^h$ exhibits an impressive decrease when the energy $W_h$ is increased, and becomes only a tiny fraction of the leading Reggeon contribution.

As discussed in Sect. 4, large values of the lower bound at high energies would put doubts on the validity of the Regge asymptotics. However, the small values of the lower bound given in Table 1 show that this is not the case. If the true amplitude $T_1^{\text{inel}}$ would saturate the lower bound, there would be little room for subasymptotic corrections in the asymptotic behaviour of this amplitude. We note in particular that a fixed Regge pole at $J = 0$ would contribute to the difference (10) as a term $C/v_h^q$, with real $C$. If the lower bound would be saturated by the exact amplitude $T_1^{\text{inel}}$, neglecting other subleading contributions to this amplitude, one would have $\delta_R^h \sim C/v_h^q$, allowing the extraction of the residue $C$. But, since the residue is not dimensionless, its values do not have a direct meaning. The magnitude of the fixed-pole contribution can be controlled by comparing it with the corresponding contribution of the dominant Reggeon. This amounts to consider the ratio of the quantities $C/v_h^q$ and $|T_1^R|/v_h^q$. Assuming that the lower bound is saturated, i.e. $C/v_h^q \sim \delta_R^h$, it follows that an appropriate dimensionless parameter that controls the magnitude of the fixed-pole contribution is the ratio $r$ defined in (14). The values of this quantity, presented in Table 2, show that the fixed pole brings a negligible contribution compared to the leading Regge term in the range of $Q^2$ considered.

Of course, the existence of a lower bound does not limit from above the difference between the exact amplitude and the Reggeon contribution. So, a strong statement about the

---

4 In [18,19] the uncertainty band was not represented for $Q^2 < 0.5\text{ GeV}^2$, because the results are there sensitive to the unphysical fluctuations in the parametrizations of the data.
contribution of a fixed pole cannot be made. On the other hand, the small value of the lower bound means that a small value of the exact difference is not forbidden. Therefore, the results given in Tables 1 and 2 allow us to make the conservative statement that the data on the structure function are consistent with the standard Regge asymptotics.

Finally, in Sect. 4.2 we proposed a prescription for obtaining the subtraction function \( S_1^{\text{inel}}(Q^2) \) in a frame consistent with Regge asymptotics. Specifically, our conjecture is to take the value which minimizes the lower bound \( \delta_0^R \) defined in (12). The behaviour of \( \delta_0^R \) as a function of \( S_1^{\text{inel}}(Q^2) \) and the stability of the minimum when \( W_h \) is increased, shown in Fig. 2, support this conjecture. Remarkably, for \( 0.5 \leq Q^2 \leq 1 \text{ GeV}^2 \) the results presented in Fig. 3 are very close to the central values of the uncertainty band obtained in [18,19] from the Reggeon dominance hypothesis (4).

The significance of this result deserves attention, having in view that in our formalism Regge asymptotics is implemented a way similar, but not identical to the Reggeon dominance hypothesis. Indeed, both approaches use as input the imaginary part of the amplitude along the cut up to a certain \( v_h \), and the behaviour of the full amplitude above \( v_h \). However, the Reggeon dominance hypothesis refers to the asymptotic limit \( v_h \to \infty \), while in the present formalism \( v_h \) is kept finite. Moreover, the Reggeon dominance assumes that the difference between the true amplitude and the Reggeon contribution is strictly zero at \( v \to \infty \), and in the present approach one finds a lower bound on this difference for \( v \geq v_h \). One might think that the Reggeon dominance hypothesis is somehow obtained as a limit of the present formalism for large \( v_h \). However, the limit \( v_h \to \infty \) cannot be defined in a strict mathematical sense in the present formalism, which assumes explicitly that \( v_h \) is finite.

As mentioned above, the position of the minimum of \( \delta_0^R \) as a function of \( S_1^{\text{inel}}(Q^2) \) is stable, while the corresponding value of \( \delta_0^R \) decreases when \( W_h \) is increased. This trend continues in a spectacular way when \( W_h \) is further increased up to high values of about 10000 GeV: the minimum occurs at the same place, whereas the corresponding values of \( \delta_0^R \) and \( |T_1^{\text{inel}} - T_1^R| \) become smaller and smaller. As mentioned above, in our formulation of the problem, the limit \( v_h \to \infty \) cannot be defined in a formal way. However, the numerical trend\(^5\) suggests that the difference \( |T_1^{\text{inel}} - T_1^R| \) approaches extremely small values, consistent with the Reggeon dominance hypothesis (4). This explains why the sum rule derived from Reggeon dominance in [18,19,23] and the prescription proposed in this work, although mathematically quite different, lead to close predictions for the subtraction function.

We emphasize that the present work has an exploratory character: the aim was to propose a new approach for testing Regge asymptotics and its implications. For illustration we considered the amplitude \( T_1^{\text{inel}} \) and used only central values of the phenomenological input. The investigation of the amplitude \( T(v, Q^2) \), used recently in [23,24] for the evaluation of Cottingham formula, and a detailed analysis of the uncertainties, will be considered in a future work.
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Appendix A: Solution of the extremal problems

We treat in detail the extremal problem (11), the solution of (12) being obtained from it by straightforward modifications. In Sect. A.1 we express the problem in a canonical form and in Sect. A.2 we solve it by applying a duality theorem in optimization theory [26]. We mention that these techniques have been applied already in other physical problems – for a review see [25].

A.1 Canonical formulation

In (11), the relevant function appears to be the ratio \( T_1^{\text{inel}} / v^\alpha \). But the simple idea to define a new function by dividing the amplitude \( T_1^{\text{inel}} \) by \( v^\alpha \) does not work, since this introduces an unwanted singularity at \( v = 0 \). Since (10) involves only the modulus \( |v^\alpha| \) for \( v^2 \geq v_h^2(Q^2) \), we must define a function analytic in the \( v^2 \) plane cut for \( v^2 \geq v_h^2(Q^2) \), such that its modulus on this cut is equal to \( v^\alpha \). Moreover, the function should have zeros in the complex plane, since they would affect the optimality of the bound [26]. This means that we must construct a so-called “outer function”, which has the desired modulus on the cut, and does not have zeros in the complex plane.

As shown in [26], an outer function is defined in general by an integral representation. However, in our case we can

\(^5\) Numerical instabilities are expected to occur at very large \( v_h \), since the exact limit \( v_h \to \infty \) does not exist.
obtain the required function in a closed form by a simpler technique [25]. We make first the change of variable
\[ z \equiv \tilde{z}(v^2) = \frac{1 - \sqrt{1 - v^2/v_h^2}}{1 + \sqrt{1 - v^2/v_h^2}}, \]  
(A.1)

which performs the conformal mapping of the \( v^2 \) plane onto the interior of the unit disk \( |z| < 1 \), such that the upper (lower) edge of the cut along \( v^2 \geq v_h^2 \) becomes the upper (lower) semicircle of the circle \( |z| = 1 \). We note also that \( \tilde{z}(0) = 0 \), and the cut for \( \tilde{z}_h \leq v^2 \leq v_h^2 \) becomes a cut along the segment \( z_{th} \leq z \leq 1 \) in the \( z \)-plane, where
\[ z_{th} = \tilde{z}(v_h^2). \]  
(A.2)

The mapping is illustrated schematically in Fig. 4, which shows that the segment \( (v_h^2, v_h^2) \) of the \( v^2 \) plane is mapped onto the segment \( (z_{th}, 1) \) of the \( z \)-plane, and a point \( C \) on the upper rim of the cut above \( v_h^2 \) is mapped onto a point \( C \) on the circle \( |z| = 1 \).

It is useful to consider also the inverse of \( \tilde{z}(v^2) \), which has the form:
\[ v^2 \equiv \tilde{v}(z) = \frac{4z}{(1 + z)^2} v_h^2, \]  
(A.3)

This function has a zero at \( z = 0 \), which is the image of the origin \( v^2 = 0 \) of the original plane. By removing this zero, we define the function
\[ \sigma(z) = \frac{4}{(1 + z)^2} v_h^2, \]  
(A.4)

which is analytic and without zeros in \( |z| < 1 \). From (A.3) and (A.4) it follows that the ratio
\[ \frac{v^2}{\sigma(z)} = z \]  
(A.5)

has modulus equal to 1 for \( |z| = 1 \), i.e. for \( v^2 \geq v_h^2 \). Therefore, \( |\sigma| = v^2 \) for \( v^2 \geq v_h^2 \). Then, it is easy to see that the function
\[ O(z) \equiv |\sigma(z)|^{a/2} = \frac{2^a}{(1 + z)^a} v_h^a, \]  
(A.6)

is the outer function which we looked for: indeed, it is analytic and without zeros in \( |z| < 1 \), i.e. in the \( v^2 \) plane cut for \( v^2 \geq v_h^2 \), and \( |O(z)| = v^a \) along this cut.

We define now the functions
\[ F(z) \equiv T^{in}_{\text{inel}}[\{v^2(z)\}^{1/2}, Q^2] \]  
\[ \frac{O(z)}{2} \]  
(A.7)

and
\[ F^R(z) \equiv T^{R}_{\text{inel}}[\{v^2(z)\}^{1/2}, Q^2] \]  
\[ \frac{O(z)}{2} \]  
(A.8)

Then, the supremum defined in (10) can be written in an equivalent way as
\[ \sup_{\theta \in (0, 2\pi)} |F(e^{i\theta}) - F^R(e^{i\theta})| \equiv \|F - F^R\|_{L^\infty}, \]  
(A.9)

where both functions \( F(z) \) and \( F^R(z) \) are bounded on the circle \( |z| = 1 \). In (A.9) we introduced the \( L^\infty \) norm [26], defined as the supremum of the modulus of the function along the boundary \( |z| = 1 \) of the unit disk.

The analytic properties of the amplitude \( T^{\text{inel}}_{\text{inel}} \) and of the function \( o(z) \) imply that \( F(z) \) is real analytic and bounded in the unit disk \( |z| < 1 \), cut along the real segment \( (z_{th}, 1) \). The discontinuity across this cut is proportional to the imaginary part
\[ \text{Im} F(y + i\epsilon) = \sigma(y), \quad z_{th} \leq y \leq 1, \]  
(A.10)

where
\[ \sigma(y) \equiv \pi V_1(\tilde{v}_h^2(y), Q^2) \frac{(1 + y)^\alpha}{(2v_h)^\alpha}. \]  
(A.11)

It follows that we can write
\[ F(z) = \frac{1}{\pi} \int_{z_{th}}^{1+\eta} \frac{\sigma(y)}{y - z} dy + g(z), \]  
(A.12)

where \( \eta > 0 \) is a small positive number and \( \sigma(y) \) for \( y \geq 1 \) is an arbitrary function, such that \( \sigma(y) \) is continuous at \( y = 1 \). As will be seen below, the results will not depend on \( \eta \) and this freedom. From (A.12) it follows also that the function \( g(z) \) is free of constraints, and is therefore an arbitrary holomorphic function bounded in \( |z| < 1 \).

We define now the function \( h(\xi) \) for \( \xi = \exp(i\theta) \), i.e. on the boundary of the unit disk, as
\[ h(\xi) = F^R(\xi) - \frac{1}{\pi} \int_{z_{th}}^{1+\eta} \frac{\sigma(y)}{y - \xi} dy. \]  
(A.13)

Then the lower bound (11) can be written as
\[ \delta_0 \equiv \min_{g \in H^\infty} \|g - h\|_{L^\infty}, \]  
(A.14)

where the minimization is with respect to all the functions \( g(z) \) analytic in the disk \( |z| < 1 \) and bounded on its boundary (this class of functions is denoted as \( H^\infty \) [26]).

Before presenting in the next subsection the solution of this problem, let us briefly indicate the modifications in the
case of the more general problem (12). Using (7), we obtain from (A.7)
\[
F(0) = \frac{\chi_1(\mathbf{Q}^2)}{O(0)} = \frac{\chi_1(\mathbf{Q}^2)}{(2\nu_0)^2}.
\]  
(A.15)

We write now the most general representation of the function \(F(z)\), which implements the constraint at \(z = 0\), as
\[
F(z) = F(0) + \frac{z}{\pi} \int_{z_{th}}^{1+\eta} \frac{\sigma(y)}{y(y-z)} dy + zg(z),
\]
where \(g(z)\) is an arbitrary bounded analytic function in \(|z| < 1\). Using this representation in (A.9) and noting that one can divide by \(|\xi| = 1\) without any change, we are led to the following minimization problem
\[
\hat{h}(\xi) = \frac{F(\xi)}{\xi} - \frac{1}{\pi} \int_{z_{th}}^{1+\eta} \frac{\sigma(y)}{y(y-z)} dy.
\]
(A.18)

A.2 Solution by duality theorem

We shall apply a “duality theorem” in functional optimization theory [26], which replaces the original minimization problem (A.14) by a maximization problem in a different functional space, denoted as the “dual” space. This will allow us to obtain the solution by means of a numerical algorithm. For previous applications of this technique in particle physics, see the recent review [25].

We start by introducing some standard notations [26]. One denotes by \(H^p, p < \infty\), the class of functions \(F(z)\) which are analytic inside the unit disk \(|z| < 1\) and satisfy the boundary condition
\[
\|F\|_{L^p} \equiv \left[\frac{1}{2\pi} \int_0^{2\pi} |F(e^{i\theta})|^p d\theta\right]^{1/p} < \infty.
\]
(A.19)

In particular, \(H^1\) is the Banach space of analytic functions with integrable modulus on the boundary, and \(H^2\) is the Hilbert space of analytic functions with integrable modulus squared. We introduced already the class \(H^\infty\) of functions analytic and bounded in \(|z| < 1\), for which the \(L^\infty\) norm was defined in (A.9). The classes \(H^p\) and \(H^q\) are said to be dual if the relation \(1/p + 1/q = 1\) holds [26]. It follows that \(H^1\) and \(H^\infty\) are dual to each other, while \(H^2\) is dual to itself.

We now state the duality theorem of interest. Let the function \(h(\xi = \exp(i\theta))\) be an element of \(L^\infty\). Then the following equality holds (see Sect. 8.1 of Ref. [26]):
\[
\min_{g \in H^\infty} \|g - h\|_{L^\infty} = \sup_{G \in S^1} \left\{ \frac{1}{2\pi} \int_{|\xi|=1} G(\xi)h(\xi) d\xi \right\},
\]
(A.20)

where \(S^1\) denotes the unit sphere of the Banach space \(H^1\), i.e. the set of functions \(G \in H^1\) which satisfy the condition \(\|G\|_{L^1} \leq 1\).

We note first that the equality (A.20) is automatically satisfied if \(h(\xi)\) is the boundary value of an analytic function in the unit disk, since in this case the minimal norm on the left-hand side is zero, and the right-hand side of Eq. (A.20) vanishes too, by Cauchy theorem. The nontrivial case corresponds to a function \(h(\xi)\) which is not the boundary value of a function analytic in \(|z| < 1\). In that case, on the boundary \(\xi = \exp(i\theta)\), the function \(h(\xi)\) will admit the general Fourier expansion
\[
h(\xi) = \sum_{n=0}^{\infty} h_n\xi^n + \sum_{n=1}^{\infty} c_n\xi^{-n},
\]
(A.21)

where, due to reality property, the coefficients \(h_n\) and \(c_n\) are real. The analytic continuation of the expansion (A.21) inside \(|z| < 1\) will contain both an analytic part (the first sum) and a nonanalytic part (the second sum). Intuitively, we expect the minimum norm in (A.20) to depend explicitly only on the nonanalytic part, i.e. on the coefficients \(c_n\). The proof given below will confirm this expectation.

In order to evaluate the supremum on the right-hand side of (A.20) we use a factorization theorem (see the proof of Theorem 3.15 in Ref. [26]) according to which every function \(G(\xi)\) belonging to the unit sphere \(S^1\) of \(H^1\) can be written as
\[
G(\xi) = w(\xi)f(\xi),
\]
(A.22)

where the functions \(w(\xi)\) and \(f(\xi)\) belong to the unit sphere \(S^2\) of \(H^2\), i.e. are analytic and satisfy the conditions
\[
\|w\|_{L^2} \leq 1, \quad \|f\|_{L^2} \leq 1.
\]
(A.23)

Therefore, if one writes the Taylor expansions
\[
w(\xi) = \sum_{n=0}^{\infty} w_n\xi^n, \quad f(\xi) = \sum_{m=0}^{\infty} f_m\xi^m,
\]
(A.24)
the coefficients satisfy the conditions
\[
\sum_{n=0}^{\infty} w_n^2 \leq 1, \quad \sum_{m=0}^{\infty} f_m^2 \leq 1.
\]
(A.25)

After introducing the representation (A.22) in the r.h.s. of (A.20), we obtain the equivalent relation
\[
\min_{g \in H^\infty} \|g - h\|_{L^\infty} = \sup \left\{ \frac{1}{2\pi} \int_{|\xi|=1} w(\xi)f(\xi)h(\xi) d\xi \right\},
\]
(A.26)

where the supremum on the right-hand side is taken with respect to the functions \(w\) and \(f\) with the properties (A.24) and (A.25). Using in (A.26) the expansions (A.24) we obtain, after a straightforward calculation
\[
\min_{g \in H^\infty} \|g - h\|_{L^\infty} = \sup_{\{w_n, f_m\}} \left| \sum_{m,n=1}^\infty H_{nm} w_{n-1} f_{m-1} \right|.
\]

Here the supremum is taken with respect to the sequences \(w_n\) and \(f_m\) subject to the condition (A.25), and the numbers

\[
H_{nm} = c_{n+m-1}, \quad n, m \geq 1,
\]

define a matrix \(H\) in terms of the coefficients

\[
c_n = \frac{1}{2\pi i} \int_{|\xi|=1} \xi^{-n-1}h(\xi)d\xi, \quad n \geq 1.
\]

Matrices with elements defined as in (A.28) are called Hankel matrices [26].

Using the expression (A.13) of the function \(h\), the coefficients (A.29) can be written as

\[
c_n = \frac{1}{2\pi} \int_0^{2\pi} e^{i\tfrac{n}{2} h(\theta)} d\theta + \frac{1}{\pi} \int_0^\infty \left| y^{n-1} \sigma(y) \right| dy,
\]

where the quantities \(F^R\) and \(\sigma(y)\) are defined in the relations (A.8) and A.11). Note that \(c_n\) depend only on \(\sigma(y)\) for \(y < 1\), because the contour integral in (A.29) vanishes for \(y > 1\).

If we interpret \(w_{n-1}\) and \(\sum_m H_{nm} f_{m-1}\) as the components of vectors \(w\) and \(H(f)\), the absolute value of the sum in (A.27) can be written as \(|w \cdot H(f)|\), and the Cauchy–Schwarz inequality implies that it satisfies

\[
|w \cdot H(f)| \leq \|w\|_{L^2} \|H(f)\|_{L^2} \leq \|H(f)\|_{L^2}.
\]

Since (A.31) is saturated for \(w \propto H(f)\), it follows that the supremum in (A.27) is given by the \(L^2\) norm of \(H\). The solution of the minimization problem (A.14) can therefore be written as

\[
\delta^R_0 = \|H\|_{L^2} = \|H\|,
\]

where \(\|H\|\) is the spectral norm, given by the square root of the greatest eigenvalue of the matrix \(H^*H\).

In the numerical calculations, the matrix \(H^*H\) has been truncated at a finite order \(N\), using the fact that for large \(N\) the successive approximants approach the exact result (for a proof see appendix E of [37]). By the duality theorem, the initial functional minimization problem (A.14) was reduced to a rather simple numerical computation.

It can be easily seen that the solution of the extremal problem (A.17) is obtained as the norm

\[
\hat{\delta}^R_0 (S_1) = \|\hat{H}\|,
\]

defined in terms of the Fourier coefficients

\[
\hat{c}_n = \frac{1}{2\pi} \int_0^{2\pi} e^{i(n-1)\theta} F^R(e^{i\theta})d\theta + \frac{1}{\pi} \int_0^\infty y^{n-2} \sigma(y)dy \frac{\delta^1_{n\nu}(Q^2)}{(2\nu)^{\frac{\alpha}{2}}},
\]

We recall that \(F^R(z)\) and \(\sigma(x)\) are defined in the relations (A.8) and (A.11), and we used the relation (A.15) connecting \(F(0)\) to \(\delta^1_{n\nu}(Q^2)\).

We emphasize that the lower bounds calculated above are optimal. Moreover, as shown in [26], the minimum in the l.h.s. of the duality theorem (A.20) is attained by an analytic function with the required properties.
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