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Abstract: Computers in Human Behavior (CHB) is a well-established source with a wide range of audiences in the field of human interactions with computers and has been one of the most widely acknowledged and leading venues with significant scientific impact for more than 35 years. This review provides an overview of the status, trends, and particularly the thematic structure of the CHB by adopting bibliometrics and structural topic modeling on 5957 studies. Specifically, we analyzed the trend of publications, identified major institutions and countries/regions, detected scientific collaboration patterns, and uncovered important topics. Significant findings were presented. For example, the contribution of the USA and Open University of Netherlands was highlighted. Important research topics such as e-commerce, social interactions and behaviors, public opinion and social media, cyberbullying, online sexual issues, and game and gamification were identified. This review contributes to the CHB community by justifying the interest in human behavior issues concerning computer use and identifying future research lines on this topic.
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1. Introduction

In the era of advanced technologies filtering into diverse aspects of social life, understanding how human’s interactions with technologies affect psychological outcomes has been an active area of research [1]. Research into human behaviors has been of increasing interest in the field of human–computer interactions [2,3]. Human behavior recognition assisted by varied applications and methodologies proposed based on computer vision and machine learning [4] has also received growing attention with numerous research achievements and scientific outputs [5].

In literature analysis, Lee et al. [6] suggest that “understanding trends and issues in terms of topics and methods are pivotal in the advancements of research (p. 225).” West [7] also highlights the practical value of understanding the past and present to gain insights into a research field or an academic journal’s future development. In this sense, examining changes in perspectives and voices in such a journal as Computers in Human Behavior (CHB) can be helpful to see “what conversations are being held, research being conducted, tools being developed, and theories being accepted (p. 60) [8].”

To facilitate the understanding of topics and trends in research on human interactions with computers and how such interactions impact human behaviors, we focus on CHB publications because: first, CHB is the only one specializing in computer use from a psychological perspective among the top four journals in PSYCHOLOGY, EXPERIMENTAL discipline; second, CHB has demonstrated a continuous increase in academic impact.
and influence (Figure 1). In addition, CHB, with broad research topics ranging from computer use in diverse disciplines like psychology and psychiatry to computer use’s psychological impact on humans, has attracted interest from professionals in varied areas of research. As a well-known and well-recognized international journal, CHB has witnessed the history and development of research on humans’ interactions with computers. A thorough investigation by studying research findings and application practices of CHB can provide insights into what has been concerned and what is being concerned in the research field. This allows a better understanding of the frequently investigated research issues and hotspot-forefront topics concerning the effects of computer use for professional practice and training on how human develop, learn, think, and interact.

Figure 1. Impact factor of CHB (note: data were obtained from JCR via https://jcr.clarivate.com/ accessed on 1 April 2020).

Bibliometric analysis is increasingly considered invaluable and effective to evaluate scientific outputs (e.g., [9–12]) concerning a particular field or journal. Based on 3756 publications published in CHB from 1991 to 2015, Vošner et al. [13] employed bibliometrics and keyword analysis using VOSviewer to analyze publication types, dynamics, and trends, and to recognize impactful publications, top contributors, collaborations, and highly studied topics and their evolutions. Results indicate (1) an overall growth of publications, (2) significant contributions from well-developed countries, (3) six chronological periods of research, including human–computer interaction, attitudes and opinions towards computer use, internet and knowledge sharing, internet-based collaborative learning, computer user’s psychological impacts, and social media platforms. Their study provides useful implications about the dynamics and trends of CHB. However, there are aspects that need to be enhanced. First, in identifying major institutions and countries, they only applied an indicator of article count. Although article count is commonly adopted in bibliometric studies, other useful indicators such as citation count, average citations per article (ACP), and particularly the Hirsch index (H-index), which are widely adopted in examining academic impact, should also be applied to identify influential contributors. Second, in the analysis of research themes, they included publications of all types. However, only research articles should be used as they provided more original findings, while the inclusion of publications of other types such as reviews might negatively impact the results. Third, the analysis of research topics was conducted using co-occurrence analysis of author keywords or terms extracted from titles or abstracts. However, topic models are more flexible and effective in topic identification compared to other alternative methods like document clustering and co-occurrence analysis [14]. As a technique that originated from natural language processing [15], topic models, coupled with bibliometrics, are suitable for uncovering meaningful latent topics within large-scale textual literature data in varied scientific fields (e.g., [16–19]). Nevertheless, topic models are seldom used to explore topics within the literature in psychological fields. In addition, Vošner et al.’s [13] study focuses on publications published during 1985–2015. However, research on the psychological issues concerning humans and computers’ interactions has become active with the advancement and development of innovative computer technologies. Hence, publications published since the year 2016 should also be included to provide an up-to-date understanding of
the thematic structure. Methodologically speaking, the analytical approaches used in this study are similar to some topic-based bibliometric studies (e.g., smart learning [20], personalized language learning [21], and educational technologies [22,23]); however, we focus on literature on human–computer interactions that have not yet been investigated using topic modeling, particularly based on literature production of CHB, which is a strength of this study.

To that end, this review combines topic models with bibliometrics to analyze publications of CHB to explore its status, trends, and thematic structures. The analyses are conducted in the following aspects: first, identify annual publication trends and major contributors using article count, citation count, and the H-index; second, uncover major research topics using structural topic modeling (STM) [24]; third, explore topic evolution using a Mann–Kendall (M-K) statistical test [25]; fourth, explore the correlation between topics using affinity propagation (AP) clustering; fifth, visualize the scientific collaborations using social network analysis (SNA); finally, visualize the topic distributions of major contributors. Specifically, this review answers five research questions:

RQ1: What was the trend of publications of CHB?
RQ2: What were the major topics and how did they evolve and correlate?
RQ3: What were the major countries/regions and institutions?
RQ4: What were the scientific collaborations among major countries/regions and institutions?
RQ5: How did the topics distribute across countries/regions and institutions?

2. Data and Methodologies

A flowchart of data collection, pre-processing, and analyses is depicted in Figure 2, details of which are elaborated in the following subsections.

Figure 2. Flowchart of the data collection, pre-processing, and analyses.

2.1. Data Collection and Pre-Processing

CHB papers published during 1990–2019 were collected from the Web of Science using the query “Publication Name = Computers in Human Behavior.” As for publications published during 1985–1989, the data were manually collected from the journal website. A total of 6303 publications were obtained, among which 5957 were research articles. Citations of these publications were collected from Google Scholar.

Data pre-processing included seven aspects. First, key elements (e.g., title, abstract, publication year, and author address) of each publication were collected. Second, manual supplementary of elements, particularly author address information, was conducted. Third, institutions and countries/regions were extracted from addresses and were further normalized and pre-processed. Fourth, inconsistent expressions of a single institution were unified. Fifth, terms were extracted from titles, abstracts, and keywords, and were further converted to lower case, with stop words, punctuations, and numbers being removed. Furthermore, we assigned weights 0.4, 0.4, and 0.2 to the extracted terms from keywords,
titles, and abstracts, respectively. In addition, unimportant terms were filtered and excluded using term frequency-inverse document frequency.

2.2. Performance Analyses

The performance analyses included trend analysis of annual publication, top country/region and institution identification, and scientific collaboration visualization. Methods included regression analysis, bibliometric indicators, and SNA. First, polynomial regression analysis modeled the trend of the annual publications. Second, bibliometric indicators, including the H-index, article and citation counts, and ACP, were adopted to assess participating countries/regions and institutions’ performance. The H-index [26] is an effective measure of scientific impact [27], and article count, citation count, and ACP are commonly used in bibliometric studies [28]. Additionally, SNA was used to visualize the collaborative patterns of influential countries/regions and institutions. SNA investigates social structures using network and graph theory [29,30]. In the network, institutions and countries/regions are donated by nodes with lines representing scientific collaborations. Node sizes and colors indicate article counts and regional information, with line width being proportional to the number of collaborative articles of the two linked nodes.

2.3. Topic Modeling and Evolution Analysis

To identify major topics covered within the 5957 research articles, we adopted a novel topic modeling approach that was proposed based on Latent Dirichlet Allocation, namely STM.

STM’s basic structure is described as follows [31]: given $D$ documents, a document $d$ is considered as beginning with $N_d$ empty positions, with each being filled by a term. The position filling process adopts a $K$-dimensional vector of distribution parameters to generate one topic $k \in \{1, \ldots, K\}$ for a single position. With a chosen topic $k$, a term will then be chosen from a corpus-level vocabulary $V \in \{1, \ldots, V\}$.

More specifically, given a metadata matrix $X$ with each row $x_d$ depicting all metadata covariates’ values for document $d$. The topic-prevalence vector for each document $d(\theta_d)$ is generated using:

$$\theta_d \sim \text{LogisticNormal}(\Gamma x_d, \Sigma)$$  \hspace{1cm} (1)

in which $\Gamma$ represents a coefficient matrix connecting covariate values with mean topic-prevalence and $\Sigma$ is a general variance–covariance matrix.

Given a topic-prevalence vector, topic $z_{dn}$ is connected with the position using

$$z_{dn} \sim \text{Multinomial}(\theta_d)$$  \hspace{1cm} (2)

in which $z_{dn}$’s $k^{th}$ element is unity while others are zero given topic $k$.

A specific vocabulary term $v$ is chosen using Equation (3), where $m_v$ is the term’s baseline importance across the whole corpus and $\kappa_{kv}$ is the term’s importance given topic $k$. $\beta_{dkv}$ represents the probability of the choice of the vocabulary term $v$ to fill each position with term $w_{dn}$ in document $d$ given topic $k$ using Equation (4).

$$\beta_{dkv} \left| z_{dn} \propto \exp(m_v + \kappa_{kv}) \right.$$  \hspace{1cm} (3)

$$w_{dn} \sim \text{Multinomial}(\beta_{d1v}, \ldots, \beta_{dVv})$$  \hspace{1cm} (4)

The metadata matrix $X$ and all terms in the corpus $w_{dn}$ ($n = 1, \ldots, N_d, d = 1, \ldots, D$) are used for parameter estimation. $\Gamma, \theta_d, m_v, \kappa_{kv}$, and $\beta_{dkv}$ were estimated via posterior likelihood maximization. From a computational point of view, the maximization problem can be solved using iterative approximation-driven variational expectation maximization algorithms [24].

Following previous studies (e.g., [32]), we ran candidate models with varied topic numbers (i.e., 5 to 30). Subsequently, semantic coherence and exclusivity of each model were computed to select an optimal model. According to Figure 3, models with 14, 16, and
21 topics outperformed others, as they had relatively higher values of semantic coherence and exclusivity.

Figure 3. Model diagnostics.

Two domain experts independently conducted comparisons of the three models to select out the best one based on three criteria. First, representative terms and articles of each topic composed a meaningful topic. Second, no overlapped topics were found. Additionally, there were no important topics being excluded. Accordingly, both experts selected the 14-topic model with the greatest semantic consistency within and exclusivity between topics.

Based on the results of STM, we conducted the analyses as follows. Firstly, we assigned labels to each topic following three steps: first, interpret representative terms of each topic based on their semantic meanings; second, examine representative articles of each topic; third, compare and unify labeling results to reach an agreement via discussions. We then investigated whether each topic experienced an increasing or decreasing trend using a non-parametric M-K statistical test. Furthermore, the AP clustering technique was used to investigate the correlation between topics. In addition, we compared topics’ distributions across influential countries/regions and institutions via visualization.

3. Results

Results are displayed in this section, including article trend, topic detection and evolution, major countries/regions and institutions, and scientific collaborations.

3.1. Analysis of the Trend of the Publications (RQ1)

The trend of annual publications is shown in Figure 4. The annual number of publications had generally shown a continuously increasing trend during 1985–2016, rising from 32 to 869. Before 2007, the number was low, i.e., around 60. The number increased threefold from 2007 to 2009 and subsequently increased in fluctuation until 2015, where the number increased fourfold. Since then, the number continued to increase and peaked in 2017. Subsequently, the number had a slight decline. Overall, the number of annual publications had shown an increasing trend and stayed stable in the last two years.
3.2. Topic Identification, Trends, and Correlations (RQ2)

Table 1 displays the frequently used terms in CHB studies, indicating the prevalence of “internet (1575 articles),” followed by “learning (1374),” “medium (1283),” “computer (1246),” “system (1098),” “group (1071),” “knowledge (920),” “cognitive (872),” and “attitude (849).” The STM results (Table 2), with representative terms, topic proportions and labels, and M-K test results. Overall, issues concerning e-commerce (9.14%), social interactions and behaviors (8.85%), public opinion and social media (8.11%), knowledge management for organizations (7.79%), and cyberbullying (7.62%) are widely studied.

Table 1. Top frequently used terms.

| Terms          | A1 (R) | A2 (R) | A3 (R) | A4 (R) |
|----------------|--------|--------|--------|--------|
| internet       | 1575 (1)| 242 (7)| 1333 (1)| 624 (2)|
| learning       | 1374 (2)| 355 (2)| 1019 (3)| 467 (3)|
| medium         | 1283 (3)| 90 (39)| 1193 (2)| 709 (1)|
| computer       | 1246 (4)| 614 (1)| 632 (12)| 256 (22)|
| system         | 1098 (5)| 331 (3)| 767 (5)| 343 (8)|
| group          | 1071 (6)| 253 (4)| 818 (4)| 375 (6)|
| knowledge      | 920 (7)| 201 (9)| 719 (7)| 307 (14)|
| cognitive      | 872 (8)| 221 (8)| 651 (11)| 317 (12)|
| attitude       | 849 (9)| 248 (6)| 601 (14)| 297 (16)|
| task           | 780 (10)| 251 (5)| 529 (19)| 249 (25)|
| motivation     | 768 (11)| 84 (45)| 684 (9)| 347 (7)|
| facebook       | 749 (12)| 3 (2240)| 746 (6)| 432 (4)|
| site           | 744 (13)| 48 (140)| 696 (8)| 376 (5)|
| network        | 706 (14)| 48 (140)| 658 (10)| 324 (11)|
| intention      | 674 (15)| 51 (123)| 623 (13)| 338 (9)|
| gender         | 664 (16)| 151 (13)| 513 (23)| 253 (23)|
| game           | 658 (17)| 62 (86)| 596 (15)| 315 (13)|
| content        | 641 (18)| 123 (22)| 518 (22)| 263 (19)|
| education      | 633 (19)| 120 (25)| 513 (23)| 268 (18)|
| personality    | 614 (20)| 89 (41)| 525 (20)| 259 (21)|
| acceptence     | 613 (21)| 81 (49)| 532 (18)| 261 (20)|
| strategy       | 612 (22)| 121 (24)| 491 (25)| 252 (24)|
| satisfaction    | 606 (23)| 81 (49)| 525 (20)| 297 (16)|
| tool           | 605 (24)| 140 (16)| 465 (28)| 192 (48)|
| problem        | 589 (25)| 198 (10)| 391 (41)| 191 (49)|
| usage          | 581 (26)| 91 (37)| 490 (26)| 228 (32)|
Table 1. Cont.

| Terms          | A1 (R) | A2 (R) | A3 (R) | A4 (R) |
|---------------|--------|--------|--------|--------|
| control       | 575 (27) | 132 (20) | 443 (29) | 230 (31) |
| adolescent    | 569 (28) | 34 (218) | 535 (17) | 325 (10) |
| scale         | 566 (29) | 149 (14) | 417 (32) | 234 (29) |
| networking    | 548 (30) | 8 (1046) | 540 (16) | 296 (15) |
| quality       | 538 (31) | 103 (35) | 435 (30) | 224 (34) |
| virtual       | 535 (32) | 60 (90)  | 475 (27) | 204 (44) |
| psychological | 502 (33) | 115 (30) | 387 (42) | 225 (33) |
| human         | 501 (34) | 125 (21) | 376 (46) | 185 (51) |
| school        | 496 (35) | 102 (36) | 394 (40) | 207 (41) |
| management    | 486 (36) | 76 (57)  | 410 (35) | 201 (47) |
| anxiety       | 482 (37) | 187 (11) | 295 (61) | 167 (57) |
| life          | 478 (38) | 52 (119) | 426 (31) | 237 (27) |
| age           | 474 (39) | 67 (71)  | 407 (36) | 224 (34) |
| service       | 469 (40) | 65 (75)  | 404 (37) | 203 (45) |

Abbreviations: R: ranking position; A1, A2, A3, and A4: article counts of the periods 1985–2019, 1985–2009, 2010–2019, and 2016–2019.

Table 2. The 14-topic results.

| Labels                                      | Representative Terms                                                                 | %     | p          | Trend        |
|---------------------------------------------|--------------------------------------------------------------------------------------|-------|------------|-------------|
| e-commerce                                  | continuance, purchase, word-of-mouth, innovativeness, utilitarian, tam, ewom, price, externality, repurchase | 9.14  | 0.00002    | ↑↑↑↑         |
| social interactions and behaviors           | smartphone, neuroticism, extraversion, extroversion, fb, networking, envy, fomo, narcissistic, sns | 8.85  | 0          | ↑↑↑         |
| public opinion and social media             | political, crisis, tweet, cancer, incivility, election, lurking, breach, retweeting, presidential | 8.11  | 0          | ↑↑↑         |
| knowledge management for organizations      | enterprise, technology-organization-environment, agile, turnover, governance, maturity, organizational, employee, fuzzy, coopetition | 7.79  | 0.3634     | ↓           |
| cyberbullying                               | cyberbullying, victimization, bullying, cyber, parental, adolescence, bystander, parenting, cybervictimization, pathological | 7.62  | 0          | ↑↑↑         |
| CSCL and self-regulated learning            | self-regulated, cscl, srl, gstudy, collaborative, associative, collaborator, analytics, tutoring, apprenticeship | 7.50  | 0.3065     | ↑           |
| cognitive issues for hypermedia             | hypermedia, cognitive-load, split-attention, landmark, solving, load, self-explanation, novice, hypertext, cognitive | 6.97  | 0.00216    | ↓↓↓         |
| smart healthcare                            | applicant, autism, aging, self-help, asd, writer, mmpi, psychotherapy, dementia, panic | 6.74  | 0          | ↓↓↓↓        |
| biosignal and affective data                | banner, mouse, layout, seductive, eye, polychronicity, visual, engine, movement, eye-tracking | 6.60  | 0.4954     | ↑           |
| online sexual issues                        | sexting, dating, intimacy, sexual, ostracism, self-awareness, sext, im, chatbot, machiavellianism | 6.40  | 0.00001    | ↑↑↑         |
| technology-related psychological issues     | cyberloafing, computer-related, technophobia, computrophobia, attitude, self-efficacy, instrument, validity, anxiety, psychometric | 6.22  | 0          | ↓↓↓↓        |
| ICT for K-12 pedagogy                       | icp, pre-service, flipped, k-12, pedagogy, lecture, efl, teacher, literacy, classroom | 6.20  | 0.6292     | ↑           |
| human-robot and virtual environment         | robot, human-robot, robotic, team, humanoid, multicultural, virtual, agent, community, newcomer game, player, playing, violent, garne, multiplayer, in-game, role-playing, wargame, gameplay | 5.68  | 0          | ↑↑↑         |

Note: full names of abbreviations (tam: technology acceptance model, ewom: electronic word-of-mouth, fb: facebook, fomo: fear of missing out, sns: social networking sites, cscl: computer-supported collaborative learning, srl: self-regulated learning, asd: autism spectrum disorder, mmpi: minnesota multiphasic personality inventory, im: instant messengers, icp: information and communication technology, efl: english as a foreign language). ↑(↓): increasing (decreasing) trend but not significant (p > 0.05); ↑↑(↓↓), ↑↑↑(↓↓↓): significantly increasing (decreasing) trend (p < 0.05, p < 0.01, and p < 0.001, respectively).
The M-K test results showed that seven topics, including e-commerce, social interactions and behaviors, public opinion and social media, cyberbullying, online sexual issues, human-robot and virtual environment, and game and gamification, demonstrated a significantly increasing trend. On the contrary, three topics, namely, cognitive issues for hypermedia, smart healthcare, and technology-related psychological issues, showed a significantly decreasing trend. The remaining four topics showed no significantly increasing or decreasing trend. Such results are consistent with the annual trend of the proportions of the 14 topics (Figure 5). Figure 6 shows the topic distributions by year, which clearly depicts the dominated issues in each year. For instance, in previous years, smart healthcare, technology-related psychological issues, and cognitive issues for hypermedia were concerned more by authors, while in recent years, authors showed a relatively balanced interest in various issues, particularly social interactions and behaviors, public opinion and social media, e-commerce, and cyberbullying. Such analyses offer a concrete understanding of the evolutions of research interests among authors in the CHB community.

Figure 5. Annual topic proportions.

Figure 6. Topic distributions by year.

The AP clustering results (Figure 7) show that the 14 topics are categorized into four clusters. The first cluster is formed by game and gamification, technology-related psychological issues, ICT for K-12 pedagogy, and smart healthcare. The second cluster includes computer-supported collaborative learning (CSCL) and self-regulated learning, cognitive issues for hypermedia, and biosignal and affective data. The third cluster is formed by social interactions and behaviors,
online sexual issues, public opinion and social media, and cyberbullying. The final cluster includes knowledge management for organizations, e-commerce, and human-robot and virtual environment.

Figure 7. The AP clustering results.

3.3. Prolific Countries/Regions and Institutions (RQ3)

There are 90 countries/regions participating in the research. The top 20 countries/regions ranked by the H-index are listed in Table 3. The USA, the UK, and Taiwan were among the top three in terms of H-index, citation count, and article count, indicating their great contributions to and impact on the community. In particular, the USA outperformed others with an H-index value of 195, 186,721 citations, and 2392 articles. From the perspective of ACP, among the listed countries/regions, Canada was ranked first (98.80), followed by Hong Kong (94.12) and Taiwan (88.89), reflecting the high quality of their research. In Vošner et al. [13], they highlight the contributions of the USA, Taiwan, and the Netherlands during 1985–2015. For the period 2016–2019, in addition to the USA and the UK, we also highlight the contribution of China.

Table 3. Top countries/regions.

| C/R         | H  | C (R) | ACP   | A1 (R) | A2 (R) | A3 (R) | A4 (R) |
|-------------|----|-------|-------|--------|--------|--------|--------|
| USA         | 195| 186,721 (1)| 78.06 | 2392 (1) | 658 (1) | 1734 (1) | 785 (1) |
| UK          | 95 | 33,588 (3)| 72.23 | 465 (2) | 98 (3)  | 367 (2) | 233 (2) |
| Taiwan      | 94 | 38,665 (2)| 88.89 | 435 (3) | 90 (4)  | 345 (3) | 178 (4) |
| South Korea | 86 | 24,236 (5)| 73.89 | 328 (7) | 20 (12) | 308 (5) | 148 (6) |
| The Netherlands | 85 | 28,385 (4) | 77.13 | 368 (4) | 105 (2) | 263 (7) | 132 (7) |
| Germany     | 79 | 20,658 (8)| 56.29 | 367 (5) | 65 (5)  | 301 (6) | 165 (5) |
| China       | 74 | 20,247 (9)| 60.80 | 333 (6) | 15 (15) | 318 (4) | 204 (3) |
| Spain       | 74 | 21,409 (7)| 74.34 | 288 (8) | 25 (10) | 263 (7) | 109 (8) |
| Canada      | 70 | 24,007 (6)| 98.79 | 243 (9) | 59 (6)  | 184 (9) | 77 (10) |
| Australia   | 64 | 14,784 (10)| 68.76 | 215 (10) | 42 (7)  | 173 (10) | 107 (9) |
| Israel      | 56 | 12,148 (11)| 97.18 | 125 (13) | 37 (8)  | 88 (14) | 46 (16) |
| Turkey      | 55 | 9623 (12) | 67.77 | 142 (11) | 16 (14) | 126 (11) | 73 (11) |
| Finland     | 49 | 7403 (14) | 70.50 | 105 (14) | 11 (18) | 94 (13) | 61 (13) |
| Italy       | 45 | 5613 (17) | 43.18 | 130 (12) | 12 (17) | 118 (12) | 69 (12) |
| Belgium     | 42 | 6039 (16) | 57.51 | 105 (14) | 17 (13) | 88 (14) | 55 (14) |
| Hong Kong   | 40 | 8094 (13) | 94.12 | 86 (17) | 7 (22)  | 79 (17) | 50 (15) |
| Singapore   | 37 | 6416 (15) | 71.29 | 90 (16) | 6 (23)  | 84 (16) | 45 (17) |
| France      | 36 | 3936 (21) | 46.86 | 84 (18) | 13 (16) | 71 (18) | 33 (20) |
| Switzerland | 35 | 4687 (19)| 74.40 | 63 (23) | 9 (19)  | 54 (22) | 29 (22) |
| Malaysia    | 34 | 3580 (22) | 62.81 | 57 (25) | 3 (29)  | 54 (22) | 29 (22) |

Abbreviations: C/R: country/region; H: Hirsch index; C: citation count; ACP: average citations per article; A1, A2, A3, and A4: article counts of the periods 1985–2019, 1985–2009, 2010–2019, and 2016–2019.
A total of 2691 institutions contributed to the 5957 articles, among which the top 20 institutions ranked by the H-index are listed in Table 4. Open University of Netherlands and Michigan State University were among the top three in terms of H-index, citation count, and article count, indicating their great contributions to and impact on the community. Sungkyunkwan University’s performance in terms of H-index, University of Texas at Austin in citation count, and Pennsylvania State University in article count were worth noting. From the perspective of ACP, among the listed institutions, the top three were National Taiwan University of Science and Technology, Open University of Netherlands, and University of Texas at Austin, reflecting the high impact of their research. In Vošner et al. [13], they highlight the contributions of State University System of Florida, Open University Netherlands, and University of North Carolina during 1985–2015. Between 2016 and 2019, we highlight the contributions of Michigan State University, Pennsylvania State University, and National Taiwan Normal University.

### Table 4. Top institutions.

| Institutions                                      | C/R                  | H            | ACP            | A1 (R) | A2 (R) | A3 (R) | A4 (R) |
|--------------------------------------------------|----------------------|--------------|----------------|--------|--------|--------|--------|
| Open University of Netherlands                   | The Netherlands      | 46           | 10,379 (1)     | 76 (3) | 33 (1) | 43 (10)| 15 (26) |
| Michigan State University                        | USA                  | 40           | 8122 (2)       | 94 (1) | 14 (9) | 80 (1) | 36 (2)  |
| Sungkyunkwan University                          | South Korea          | 40           | 5129 (10)      | 61 (8) | 5 (65) | 56 (5) | 10 (68) |
| Pennsylvania State University                    | USA                  | 37           | 5019 (11)      | 78 (2) | 12 (12)| 66 (2) | 35 (3)  |
| University of Twente                             | The Netherlands      | 36           | 5334 (6)       | 74 (8) | 28 (2) | 49 (9) | 13 (38) |
| Utrecht University                               | The Netherlands      | 35           | 5208 (8)       | 64 (6) | 19 (5) | 45 (7) | 21 (8)  |
| University of Amsterdam                          | The Netherlands      | 34           | 4575 (13)      | 61 (8) | 10 (19)| 51 (6) | 27 (5)  |
| Knowledge Media Research Center                  | Germany              | 33           | 3165 (27)      | 48 (12)| 12 (12)| 36 (13)| 4 (257) |
| Nanyang Technological University                 | Singapore            | 32           | 5142 (9)       | 63 (7) | 5 (65) | 58 (4) | 31 (4)  |
| National Taiwan Normal University                | Taiwan               | 31           | 2775 (35)      | 68 (5) | 5 (65) | 62 (3) | 40 (1)  |
| The Ohio State University                        | USA                  | 31           | 6150 (5)       | 53 (10)| 8 (27) | 45 (7) | 14 (32) |
| National Sun Yat-sen University                  | Taiwan               | 30           | 4936 (12)      | 47 (13)| 18 (7) | 29 (31)| 11 (55) |
| University of Texas at Austin                    | USA                  | 30           | 6935 (3)       | 52 (11)| 9 (23) | 43 (10)| 17 (15) |
| Erasmus University Rotterdam                     | The Netherlands      | 29           | 3800 (16)      | 37 (24)| 7 (37) | 30 (26)| 11 (55) |
| Kent State University                             | USA                  | 28           | 3794 (17)      | 38 (19)| 8 (27) | 30 (26)| 13 (38) |
| National Taiwan University of Science and Technology | Taiwan              | 28           | 6542 (4)       | 42 (16)| 8 (27) | 34 (16)| 15 (26) |
| University of Southern California                | USA                  | 28           | 3458 (20)      | 45 (14)| 9 (23) | 36 (13)| 17 (15) |
| Florida State University                         | USA                  | 27           | 3134 (28)      | 40 (18)| 21 (4)| 19 (64)| 11 (55) |
| University of California, Santa Barbara          | USA                  | 27           | 3322 (23)      | 87 (42)| 38 (19)| 8 (27) | 30 (26) |
| University of Alabama-Tuscaloosa                 | USA                  | 26           | 3686 (18)      | 102 (39)| 36 (26)| 33 (20)| 11 (55) |

**Abbreviations:** C/R: country/region; H: Hirsch index; C: citation count; ACP: average citations per article; A1, A2, A3, and A4: article counts of the periods 1985–2019, 1985–2009, 2010–2019, and 2016–2019.

### 3.4. Scientific Collaborations (RQ4)

The collaborations among countries/regions are presented (Figure 8). Among the 30 countries/regions, 16, 10, 2, 1, and 1 were from Europe, Asia, North America, Oceania, and South America, respectively. The USA, the UK, Australia, Germany, and the Netherlands each have 29, 26, 24, and 23 collaborators. The USA has collaborated with South Korea, China, and Taiwan in 135, 87, and 58 articles.

The collaborations among institutions are visualized (Figure 9), among which 14 were from the USA, 5 from the Netherlands, and 4 from Taiwan. Michigan State University, Erasmus University, Ohio State University, and University of Southern California each have 15, 11, 9, and 9 collaborators. University of Tübingen and Knowledge Media Research Center collaborated in 19 articles, followed by Utrecht University and The Open University of Netherlands (13).
3.5. Topic Distributions across Countries/Regions and Institutions (RQ5)

Figure 10 shows how the topics distribute across top countries/regions and institutions measured by the H-index. Countries/regions like the USA, the UK, and Canada showed relatively balanced interest in every topic. However, most countries/regions were interested in one or several research topics. There were three countries/regions particularly interested in e-commerce, including Taiwan, South Korea, and China. Furthermore, the Netherlands and Germany were especially enthusiastic about cognitive issues for hypermedia.
In addition, the research enthusiasm for CSCL and self-regulated learning on the part of Spain and Canada and cyberbullying on the part of China was worth noting.

![Figure 10. Topic distributions across top (a) countries/regions and (b) institutions.](image)

From an institutional perspective, compared to countries/regions, institutions depicted in Figure 10b showed unique research interests. Several institutions are especially interested in cognitive issues for hypermedia, particularly Open University of Netherlands and Knowledge Media Research Center. Pennsylvania State University and Nanyang Technological University were interested in public opinion and social media. Sungkyunkwan University’s interest in e-commerce and Utrecht University’s enthusiasm for CSCL and self-regulated learning were noteworthy.

4. Discussion

Bibliometric analysis is widely recognized as an effective tool to map scientific literature in a specific research field and journal [33,34]. This review comprehensively reviews 5957 articles published in CHB during 1985–2019 using STM and bibliometric analysis. In addition to the analyses of article trends, major countries/regions and institutions, and scientific collaborations, this study particularly focuses on the exploration of the intellectual structure and research topic evolutions. Important implications concerning the development of research and its future directions are obtained, among which the important ones are elaborated below.

4.1. In Comparison with Vošner et al.

In comparison to Vošner et al. [13] that presents a bibliometric analysis of publications of CHB during 1985–2015, our study analyzes research issues covered within the CHB articles published during 1985–2019 in more detail. Comparisons of the results are presented (Table A1 in the Appendix A).

First of all, in terms of topic analysis, Vošner et al. detected research topics using VOSviewer primarily based on word co-occurrences, while we implemented an advanced topic modeling that is particularly effective in research topic detection within the large-scale textual dataset. The use of topic modeling allows us to obtain more in-depth insights and implications, particularly about state-of-the-art research and potential future efforts. Secondly, Vošner et al. chronologically explored term evolutions based on the averaged date of publications, whereas we first detected the major topics as a whole, then investigated their evolutions via a statistical test. Compared to Vošner et al. identifying six major topics from 1985 to 2015, we identified a total of 14 topics during 1985–2019. In addition to similar topics (i.e., social media platforms, attitudes and opinions about computer use, knowledge management for organizations, Internet-based collaborative learning, the psychological impact of computer use, and human-computer interaction), we additionally detected e-commerce, cyberbullying, cognitive issues for hypermedia, smart healthcare, biosignal and affective data, online sexual issues, ICT for K-12 pedagogy, and game and gamification. Our trend test further highlighted
seven topics receiving increasing attention, including e-commerce, social interactions and behaviors, public opinion and social media, cyberbullying, online sexual issues, human-robot and virtual environments, and games and gamification. We also identified potential inter-topical research directions by investigating topic correlations via topic clustering, highlighting research clusters, including (1) game and gamification, technology-related psychological issues, ICT for K-12 pedagogy, and smart healthcare; CSCL and self-regulated learning, cognitive issues for hypermedia, and biosignal and affective data; (2) social interactions and behaviors, online sexual issues, public opinion and social media, and cyberbullying; and (3) knowledge management for organizations, e-commerce, and human-robot and virtual environment. This is another improvement over Vošner et al.’s review. Nevertheless, both Vošner et al. and our study provide important insights into research foci of CHB literature. However, comparatively, our study is able to provide more detailed and granular information based on rigorous statistical methodologies.

Furthermore, Vošner et al. identified top countries/regions and institutions in terms of article count, whereas we focused on identifying impactful countries/regions and institutions according to the H-index; though using different indexes, there are similar results. Specifically, both studies highlight the performance of the USA, Taiwan, the Netherlands, and the UK, as well as the Open University of Netherlands and University of Twente. These countries/regions and institutions had thus contributed a lot to the CHB community.

In addition, in the exploration and visualization of scientific collaborations, our analyses provide richer information since we incorporate more features into the network. For example, by combining the information about countries/regions of institutions and continents of countries/regions, we concluded that countries/regions and institutions locating in the same regions tended to collaborate more. However, such a conclusion could not be drawn in Vošner et al.’s review.

4.2. E-Commerce

Researchers are advised to continue to pay attention to issues concerning e-commerce. The advent of web 2.0 and social media has revolutionized consumers’ purchase behaviors and businesses’ marketing strategies. E-commerce, as an established business model for marketing and selling with integrated online services to detect, obtain, and maintain customers, has attracted increasing numbers of shoppers and is widely adopted by businesses of all sizes. Its potential to optimize and enhance relations and communications between organizations, producers, distributors, and consumers [35] has gained increasing attention from businesses, industries, and academia. To allow a combined experience of merchandising in physical retail stores and product purchasing and paying online, online-to-offline (O2O) emerges to bridge physical businesses and e-commerce sprouts [36,37]. The advances of mobile devices and applications make O2O more widely spreading and expanding, arising e-commerce scholars’ growing attention to and interest in mobile commerce, with positive effects on user satisfaction being reported [38]. Regardless of mobiles’ increased prevalence in commerce, users usually find it annoying to receive constant push notifications, leading to their abandonment of the mobile commerce applications. Furthermore, considering the common limitation of e-commerce in the lack of presence of human and social elements, social commerce emerges to revolutionize e-commerce by combining commercial and social activities via integrating social technologies into e-commerce sites [39].

4.3. Social Interactions and Behaviors

Authors are encouraged to devote more effort to issues concerning social interactions and behaviors. Advances in communication technologies dramatically change people’s connections and interactions with each other [40]. Social networking sites (SNSs) provide enormous opportunities for social interaction and information sharing [41,42]. SNSs, being popularly used for social interaction and information exchange with affordances of enabling users to freely self-portray and learn about others by viewing their online
profiles and posts [43], have attracted scholars’ attention. Social media’s positive impacts on social capital and engagement are well-documented in the literature. However, there is also evidence showing the risk of maladaptive social media use caused mainly by low self-esteem [44]. There is thus an ongoing trend to look into social media’s “dark side” concerning negative impacts due to compulsive usage, negative comparisons, and “always-on” stresses [45]. Particularly, “online social interactions’ nature and how they relate to face-to-face peer relationships and psychopathology symptoms (p. 88) [46]” are ongoing topics.

4.4. Public Opinion and Social Media

Researchers are recommended to further research public opinion and social media. Social media sites like Twitter and Facebook are increasingly used by users to receive news and political information. Studies have shown that heavy social media users are exposed to more political disagreement media compared to light users [47]. Further effort to examine how social media exposes individuals to political disagreement is essential to understand how people experience civil society. In addition, social media platforms are increasingly exploited by public and response agencies managing crises and disasters [48] to not only examine public responses as cataclysmic events occur, but to reach those impacted by disasters more feasibly compared to traditional empirical inquiries [49].

4.5. Cyberbullying

There is a recent call for more research effort on cyberbullying. Cyberbullying is defined as “an aggressive, intentional act carried out by a group or individual, using electronic forms of contact, repeatedly and over time against a victim who cannot easily defend him or herself (p. 376) [50].” Typical cyberbullying includes sending harassing or threatening messages and posting derogatory comments on social media [51,52]. The widespread technology use puts young people at severe risk by exposing them to varied forms of online harassment and cyberbullying [53]. Significant relationships between cyberbullying and mental and cognitive problems, for example, “depression, low self-esteem, suicide ideation, social anxiety, low life satisfaction, externalized hostility, delinquency, and poor learning performance (p. 1) [54],“ are widely reported.

4.6. Online Sexual Issues

Researchers are advised to continue to pay attention to online sexual issues. Nowadays, meeting someone on dating websites and beginning a romantic relationship has become common, which is different from meeting in person since a dating profile is created first to allow partner selection [55]. However, because personal online profiles can be easily manipulated, deceptive behaviors are also common. Furthermore, the internet provides opportunities for varied sexual experiences by enabling people to search information about sexual health, orientations, techniques, and behaviors [56]. In addition, people also engage in cybersex to experience real-time communications regarding sexual activities, fantasies, and desires with a partner [57]. Cybersex likely is becoming more common given the constantly advancing and widespread real-time communication technologies. Recently, scholars have been interested in investigating whether unwanted but consensual sexual activities exist, possible positive effects of behaviors like sexting, and whether sexting results vary across genders and relationship types (committed or casual).

4.7. Human-Robot and Virtual Environments

Issues concerning human–robot and virtual environments are worth investigating continuously. Immersive virtual environments have become new “spaces of life”, where humans inhabit using their avatars to engage in virtual communities [58]. This is in line with the claim that in virtual communities, identities are developing without geography and physical constraints [59]. Recently, there is an increasing interest in exploring behavioral factors behind immersion’s cognitive processes in virtual worlds. Virtual worlds are
becoming an essential practice within the 21st century’s organizations [60], with avatar applications being increasingly adopted in virtual teams. Accordingly, efficient human–robot team configurations and exchanges should be explored to guarantee excellent task performance. In public settings, the success of applications and devices like tour-guide robots, robotic actors, and commercial entertainment robots is mainly due to novelty [61]. Nevertheless, detailed evaluations are needed to understand users’ stances towards robots’ long-term presence to help with daily tasks in private settings.

4.8. Games and Gamification

Authors are encouraged to devote more effort to issues related to games and gamification. Since the introduction of video games, although numerous studies examine the impact of violence on aggression during gameplay, results are not conclusive [62]. There is also no consensus on the mediating roles of notably enjoyment, frustration, and personality differences in relationships between violent gameplay and aggression. In terms of the positive effects of video games, accumulative evidence shows gamification’s effectiveness in cultivating health behaviors (e.g., exercising and walking) [63] and prosocial video game exposure in promoting players’ empathy and relevant prosocial behaviors. Nevertheless, more investigations into the neural correlations of these effects are needed. In addition, although it is common that players enjoy certain experiences (e.g., shooting or killing) in virtual worlds but would reject them in real-world scenarios, there is a lack of research on the nature of the relations between perceived realism and game enjoyment.

4.9. Potential Inter-Topic Research Directions

In addition to the above directions, there are several implications concerning joint investigations into two or more research topics. First, researchers are suggested to pay attention to psychological issues concerning the use of games and gamification, particularly among K-12 students. For one thing, with video games’ dissemination along with the common problem of pathologic use of games, psychological and psychiatric disorders (e.g., social isolation and low self-esteem) [64] due to gameplay are in urgent need to be investigated. For another thing, although it is commonly accepted that major motivational perspectives (i.e., trait, behaviorist learning, cognitive, self-determination, interest, and emotion) [65] can affect functions and possible effects of gamification, more empirical investigations are needed to focus on each one of the specific perspectives.

Second, cognitive issue investigation using biosignal and affective data in the context of CSCL and self-regulated learning is worth exploring. As an important, influential factor to learning, learners’ emotion, cognition, and affect are increasingly concerned during educational processes, particularly in the prevalent CSCL contexts where learners’ self-regulation is important for understanding individual performance during collaborations. However, the task of learner affect detection is not easy due to the complex nature of emotions. To facilitate the understanding of the complex interactions of invisible mental and metacognitive learning processes, researchers are suggested to seek ways to jointly analyze multimodal data collected using diverse data capture equipment like eye trackers, wearable sensors, and facial micro-gesture recorders [66]. Compared to the use of simple observation or self-reported data, such a combined analysis strategy allows one to simultaneously trace varied cognitive and non-cognitive processes to gain a deeper understanding of learners’ effects and emotions during learning.

Third, researchers are suggested to pay attention to online sexual and cyberbullying issues through public opinion mining and big social data analysis. For one thing, in cyberbullying detection, content-level features such as lexical, syntactic, and sentiment have been increasingly adopted to enhance predictive accuracies [67]. Although it is commonly accepted that people’s views, attitudes, and opinions can impact cyberbullying [68], more investigations into how internet public opinion affects cyberbullying are needed. For another thing, analysis of online sexual issues such as sexting facilitated by big social media data use is a promising direction. Although big data and data mining cannot
make inferences themselves, they help identify various trends and patterns for further examination to derive implications behind to support relevant decision making. Social big data analysis is beneficial by integrating larger scale data involving varied thoughts and opinions possessed by diverse participants, thus leading to more precise predictions [69].

Finally, considering the popularity of industrial and service robots, scholars are encouraged to evaluate the potential of diverse technologies (e.g., robots, wearable computing devices, and assistance systems) with artificial intelligence features ([70,71]) into organizations to facilitate decision-making processes such as task schedules, allocations, and personnel selection and training [72]. This can relieve supervisors with standardized decision procedures and reduce potential conflicts with more unbiased decisions.

4.10. Challenges and Suggestions

Although bibliometric analysis has unique advantages in analyzing large-scale data compared to traditional systematic review methodologies, there are still challenges mainly centering on data processing, including data supplementary and data normalization. Specifically, it is common to find incompleteness in the collected data, particularly about authors’ address information. Thus, data supplementary is needed. Automatic extraction of such information from full-texts is challenging due to inconsistencies in manuscript formats. Therefore, in the current study, we supplemented incomplete data manually based on full texts. However, it would be time-consuming and laborious when dealing with a much larger dataset. Thus, future research is suggested to develop more effective automatic approaches to extract information of interest from full texts.

Data normalization mainly includes keyword/term normalization and authors’ institution normalization. In terms of keyword/term normalization, it is common to find terms or keywords with similar semantic meanings, and they should be normalized to represent the same issues. However, traditional ways of normalization based on natural language processing techniques are not ideal due to the fact that terms may have different meanings in different domains. In the current study, we normalized the keywords or terms manually to avoid any inconsistencies and enhance data quality. However, when the dataset is much larger, such manual processing could be laborious. Thus, future research is suggested to propose effective domain-specific normalization methodologies to facilitate keyword/term normalization in bibliometric studies. Another challenge concerning data normalization is the inconsistent expressions about names of authors’ affiliated institutions. In the current study, we dealt with such issues mainly using a normalization list collected based on our previous bibliometric studies. However, there are still cases that are not covered in our list; thus, manual processing is still needed. In future work, it is suggested to propose more effective methodologies to deal with inconsistencies in institution names in a fully automatic way.

5. Conclusions

This review adopts STM and bibliometrics to justify the status, trends, and particularly the thematic structure in the field of human behaviors concerning computer use and to identify the future lines of research. We particularly focus on answers to “in what research topics were the CHB community interested,” “how did such research topics evolve over time,” and “what were the main research concerns of the major contributors.” We additionally identified the major countries/regions and institutions and visualized their collaborations. As a well-known and well-established source with a wide impact and wide range of audiences in human interactions with technologies, implications drawn are potential in helping research governors and funding agencies make policy decisions regarding the interaction of humans and computers. Additionally, with this study, we hope to raise researchers’ awareness of the current research status of the topics and develop research agendas for future investigation.
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Appendix A

Table A1. In comparisons with Vošner et al. (2016).

| Studies            | Aspects                      | Vošner et al. (2016)                                      |
|--------------------|------------------------------|----------------------------------------------------------|
| Country analysis   | Methods                      | Most prolific countries                                  |
| Period             | 1985–2015                    |                                                          |
| Results            | USA, Taiwan, the Netherlands, UK, Germany |
| Institution        | Methods                      | Most prolific institutions                               |
| Analysis           | Results                      | State University System of Florida, Open University Netherlands, University of North Carolina, University of Twente, University of California System |
| Vošner et al. (2016) | Methods                     | Social network analysis                                  |
| Collaboration analysis | Results                  | Close collaborators: Sungkyunkwan University and University of Southern California; University of Twente and Utrecht University; Open University of The Netherlands and Utrecht University |
| Topic analysis     | Methods                      | Bibliometrics, keywords co-occurrence analysis           |
| Results            | Human–computer interaction, attitudes and opinions about the computer use, internet and knowledge sharing, internet-based collaborative learning, psychological impact of computer use, and social media platforms |
Table A1. Cont.

| Studies | Aspects | Vošner et al. (2016) |
|---------|---------|----------------------|
| Period  | Methods | Most influential countries/regions ranked by H-index |
| Country analysis | Results | USA, UK, Taiwan, South Korea, the Netherlands |
| Institution | Methods | Most influential institutions ranked by H-index |
| Analysis | Results | Open University of Netherlands, Michigan State University, Sungkyunkwan University, Pennsylvania State University, University of Twente |
| Collaboration analysis | Methods | Social network analysis |
| | Results | Countries/regions from the same continents, as well as institutions from the same countries/regions tended to collaborate more in conducting CHB research |
| Our study | Methods | Structural topic model, Mann–Kendall test, affinity propagation clustering |
| | | 1. Top five topics: e-commerce, social interactions and behaviors, public opinion and social media, knowledge management for organizations, and cyberbullying |
| | | 2. Seven increasing topics: e-commerce, social interactions and behaviors, public opinion and social media, cyberbullying, online sexual issues, human-robot and virtual environment, and game and gamification |
| | | 3. Inter-topical research directions: (1) game and gamification, technology-related psychological issues, ICT for K-12 pedagogy, and smart healthcare; (2) CSCL and self-regulated learning, cognitive issues for hypermedia, and biosignal and affective data; (3) social interactions and behaviors, online sexual issues, public opinion and social media, and cyberbullying; (4) knowledge management for organizations, e-commerce, and human–robot and virtual environment |
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