Diagnosis of Obstructive Sleep Apnea from ECG Signals Using Machine Learning and Deep Learning Classifiers
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Abstract: Obstructive sleep apnea (OSA) is a well-known sleep ailment. OSA mostly occurs due to the shortage of oxygen for the human body, which causes several symptoms (i.e., low concentration, daytime sleepiness, and irritability). Discovering the existence of OSA at an early stage can save lives and reduce the cost of treatment. The computer-aided diagnosis (CAD) system can quickly detect OSA by examining the electrocardiogram (ECG) signals. Over-serving ECG using a visual procedure is challenging for physicians, time-consuming, expensive, and subjective. In general, automated detection of the ECG signal’s arrhythmia is a complex task due to the complexity of the data quantity and clinical content. Moreover, ECG signals are usually affected by noise (i.e., patient movement and disturbances generated by electric devices or infrastructure), which reduces the quality of the collected data. Machine learning (ML) and Deep Learning (DL) gain a higher interest in health care systems due to its ability of achieving an excellent performance compared to traditional classifiers. We propose a CAD system to diagnose apnea events based on ECG in an automated way in this work. The proposed system follows the following steps: (1) remove noise from the ECG signal using a Notch filter. (2) extract nine features from the ECG signal (3) use thirteen ML and four types of DL models for the diagnosis of sleep apnea. The experimental results show that our proposed approach offers a good performance of DL classifiers to detect OSA. The proposed model achieves an accuracy of 86.25% in the validation stage.
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1. Introduction

Sleep apnea is a serious problem where breathing is interrupted [1]. People who have sleep apnea feel tired even after a full night’s sleep. In general, sleep apnea can be categorized into three categories: (i) obstructive sleep apnea (OSA), (ii) central sleep apnea (CSA), and (iii) mixed sleep apnea (MSA) [2]. The standard test to diagnose S.A. is Polysomnography (PSG), which requires examining the patients’ physiological data during sleep time. PSG data collection has two main weaknesses, which is time-consuming and costly [3]. To overcome these PSG weakness, several methods have been proposed such as physiological signals, abdominal signal [4], airflow [5], thoracic signal [6], or oxygen saturation [7].
Sleep apnea happens when no breathing process occurs. As a result, the amount of oxygen is not good enough for the heart, making the heart rate not normal (i.e., reduced). The easiest way to monitor the heart rate performance is an ECG signal that can indicate the oxygen level that comes to the heart. In general, apnea cases occur in a period of about 10–20 s [8]. Apnea–hypopnea index (AHI) is employed to evaluate the count of apnea episodes per hour. There are three types of sleep apnea: (i) central sleep apnea (CSA), (ii) obstructive sleep apnea (OSA), and (iii) mixed sleep apnea. CSA occurs when the brain stops sending any signal to muscles to breathe, while OSA occurs when muscles stop working and cannot take a breath due to the airflow getting obstructed. Mixed sleep apnea is due to both CSA and OSA [9]. In general, 84% of apnea is OSA [10]. CSA happened when no breathing operation happens during sleep. While MSA is a result of the occurrence of both OSA and CSA [10].

The ECG signal is one of the lowest cost methods that can simulate the heart beating process based on voltage over time by a set of external electrodes connected to the human skin. Several research papers investigated the ability to detect apnea using ECG signals [11,12]. For example, Kaya et al. [13] explored the correlation between OSA and ventricular re-polarization. Moreover, many papers highlighted the importance of examining the ECG signals deeply to determine the occurs of OSA [12]. ECG signal is used to understand the overall performance of the heart condition. In general, the ECG signal has a small amplitude, typically 0.5 mV in an offset environment of 300 mV, and having a frequency range of 0.05–100 Hz. In simple, the electrocardiogram illustrates the electrical heart activity for some time. Each ECG signal has a set of waves (P, Q, R, S, T, U) and various intervals (S-T, Q-T, P-R, R-R) [14]. These intervals are used to calculate their duration and amplitudes, which are employed either for heartbeat processing or classification. Figure 1 explores waves and intervals for ECG signals. Table 1 explores the wave names inside ECG signal, while Table 2 shows the standard range values of these waves.

![Figure 1. Classical ECG Signal characteristics.](image-url)
Table 1. Main components of ECG signal.

| Wave Name | Description |
|-----------|-------------|
| P         | wave is the contraction pulse of the atrial systole. |
| Q         | wave is a descendant deflection that followed directly the P wave. |
| R         | wave illustrates the ventricular contraction. |
| S         | wave is the down deflection immediately after the R wave. |
| T         | wave represents the ventricular recovery. |
| U         | wave succeeds the T wave but it is generally ignored, |
| P-R       | is the time that the electrical impulse takes to travel from the sinus node through the AV node. |
| R-R       | segment is the distance between two successive R peaks. |
| QRS       | complex represents the ventricular contraction and depolarization. |
| S-T       | segment is generally isoelectric and it begins after the QRS Complex. |
| Q-T       | interval is the distance from the start of the QRS complex to the end of the T wave. |

Table 2. Wave names inside ECG signal.

| ECG Features | Duration (s) | Amplitude (mv) |
|--------------|--------------|----------------|
| P Wave       | 0.08–0.1     | 0.25           |
| T Wave       | 0.16–0.2     | ＞0             |
| QRS Complex  | 0.08–0.1     | ＞0, R ＞ 0, S ＜ 0 |
| R-R Interval | 0.6–1.2      | -              |
| P-R Interval | 0.12–0.22    | R ＞ 0          |
| S-T Interval | 0.2–0.32     | isoelectric    |
| Q-T Interval | 0.35–0.45    | -              |

Up to date, most hospitals use polysomnography (PSG) tools to diagnose OSA. In general, PSG monitors several factors such as: breathing airflow, breathing events, snoring, blood oxygen saturation (SpO2), electrooculography (EOG), electroencephalography (EEG), and electrocardiography (ECG). However, the main drawbacks of the PSG method are: (i) PSG needs continual, hands-on supervision for patients during the examination process since each patient should wear many wearable devices (i.e., sensors), (ii) PSG needs a high level of recording systems, and (iii) the cost of PSG is between $3000 to $6000 [15]. To reduce the time and cost of apnea screening, we proposed a new CAD system that helps doctors to discriminate between apnea or normal respiration using ML methods. Building robust CAD systems can enhance the overall performance of the diagnosis process. To investigate this hypothesis, this study’s motivation is to investigate the performance of ML classifiers to detect OSA based on beat-to-beat interval traces, medically known as RR intervals, into apnea versus non-apnea. We used a notch filter to remove the collected ECG signal’s noise before extracting the most valuable feature. Moreover, this study highlights the performance of the hyper-parameter method for ML classifiers while the learning process.

In practice, users can directly apply the proposed system to diagnose the OSA or normal via the ECG signals recorded from the patients. Unlike other models, the proposed system not only filters and extracts the important information from the signals but also keeps the significant information when diagnosing the OSA, which helps in reducing the complexity and improving the diagnosis system.

The rest of this paper is organized as follows: Section 2 explores the related works of sleep apnea and CAD. Section 3 presents the proposed methodology that is used in this paper. Section 4 explores the public ECG dataset used here. Section 5 presents the obtained results with analysis. Finally, Section 6 explores the conclusion and future work on this paper.

2. Literature Review

There are several methods have been proposed to analyze the physiological signals to detect OSA. Most methods try to find a breathing pattern, ECG, SaO2, and nasal airflow collected from humans using several sensors [16,17]. In general, detecting sleep apnea is
performed in the hospital with a sleep lab facility. Some home testing devices help patients to do sleep apnea tests at an affordable cost [16,18].

The first paper published about the effects of sleep apnea on the human heart’s electrical activity was in 1984 by Guilleminault et al. [19]. The authors report that the OSA has a high correlation with bradycardia during apnea time. The apnea usually occurs in 10–20 s, which affect the heartbeat [12]. In simple, apnea appears as a frequency component (i.e., the range is 0.05 Hz to 0.1 Hz) to the Respiration Rate (R.R.) interval tachogram related to the apnea duration. So, it is hard to determine the existence of apnea based on these additional frequency components. Many researchers start employing ML as an intelligent solution to detect the OSA based on heart rate to overcome this difficulty.

Many research papers highlight the ability to employ ML in detecting sleep apnea. For example, Xie and Minn [20] used a combination of different ML classifiers (i.e., Adaboost with Decision Stump, and Bagging with REPTree) to detect sleep apnea. Moreover, the authors applied feature selection as a preprocess for collected ECG signals. The obtained results show a good accuracy value equals 82%. Rodrigues et al. [21] investigate the performance of 60 ML (i.e., regression and classification algorithms) to predict the Apnea-Hypopnea Index (AHI). The authors conclude the importance of ML in detecting sleep apnea.

Stein et al. [22] proposed a simple graphical representation to detect OSA for adult patients. The proposed system can determine the existence of OSA based on a visual inspection of the RR-interval tachogram. Maier et al. [23] examine 90 patients to investigate the occurrence of OSA. The authors applied three methods for extracting respiratory events from two types of ECG signals (i.e., single-lead and multi-lead). The obtained results show that the events from extracted multi-lead ECGs can improve the detection rate (i.e., sensitivity equals 85%, and specificity equals 89%). Uznanska et al. [24] report that there is a high correlation between sleep apnea and cardiovascular disease.

Many research papers used the single-lead ECG to detect the sleep apnea [25–27]. For example, Carolina et al. [28] proposed a novel automated method to detect sleep apnea based on single-lead ECG. In this work, the authors extracted four features (two novel features from ECG signal and two standard features from). The first two features from the ECG signal, while the last two features extracted from heart rate variability analysis. The first novel feature was used to describe the changes in morphology that happened by increased sympathetic activity during apnea. While the second novel feature retrieves the information between respiration and heart rate based on orthogonal subspace projections. The proposed approach shows excellent performance in detecting sleep apnea. The obtained results show an accuracy of 85% on a minute-by-minute basis for two different datasets. Li et al. [29] proposed a hybrid method between deep learning neural network and a Hidden Markov model (HMM) to detect OSA using a single-lead ECG signal. The proposed method showed 85% accuracy for per-segment OSA detection and 88.9% for the sensitivity. Chang et al. [30] proposed a one-dimensional (1D) CNN model to detect OSA. The proposed approach showed 87.9% accuracy. Sharma and Sharma [25] also used single-lead ECG to detect sleep apnea. The authors employed Hermite basis functions as a tool for detecting sleep apnea.

To conclude our brief review about OSA based on ECG single, we found that ML can build robust CAD systems, examine extensive data and reduce the overall cost of detecting OSA.

3. Methodology

Analyzing the ECG signal using CAD systems based on data mining methods leads to a robust system that can recognize OSA inside ECG signals [12]. Figure 2 shows a pictorial diagram for a CAD system to diagnose ECG signal. The proposed system consists of three steps which are: Preprocessing, Feature extraction, and classification. The next subsections explore each step in more detail.
3.1. Preprocessing

ECG signals are collected from the human body using an impulse stimulus to a heart. The collected signal is built based on the voltage drop, a couple of uV and mV with impulse Variations. In general, each ECG signal has an embedded noise [31]. These noises (i.e., 60 Hz power line interference) can reduce the overall quality of ECG signal [32]. So it is essential to remove the 60 Hz noise. Typically, Digital Signal Processing (DSP) has several operations such as z-transform, convolution, Fourier transform, filtering, etc. The main advantages of DSP are programmable, high Precision, not hard to maintain, powerful anti-interference, and not hard to design a linear phase. In this paper, we employed the second-order IIR notch digital filter that removes a 60 Hz power interference. The main concept of notch filters that combine both high and low pass filters to create a small region of frequencies to be removed. The electromagnetic field caused by the powerline noise makes the analysis and interpretation of ECG signal became difficult. In addition, the ECG signal is non-stationary and sensitive to noise. Thus, the notch filter is applied to filter out the 60 Hz powerline interference accompanied by the harmonics. Figure 3 explored the original ECG and filtered one based on IIR notch digital.

3.2. Feature Extraction

Feature extraction means finding the most important and relevant features from the ECG signal to determine the existence of OSA or not. Feature extraction methods have
been widely used in ML applications [33]. In the present work, nine general features have been extracted from ECG signals, as shown in Table 3. The ECG feature extraction code for all these nine features available on [link](https://www.mathworks.com/matlabcentral/fileexchange/63645-ecg-feature-extractor), accessed on 8 July 2021. The window size used in this work is one minute. From the experiment, we found that these extracted features are the most valuable ones that can reduce the data’s high dimension and improve the ML classifiers’ overall performance.

Table 3. Description of features extracted from each signal.

| Feature | Description |
|---------|-------------|
| \( f_1 \) | Average Heart Rate (AvgHR)- Equation (1) |
| \( f_2 \) | mean R-R interval distance (meanRR)- Equation (2) |
| \( f_3 \) | Root Mean Square Distance of Successive R-R interval (RMSSD)- Equation (3) |
| \( f_4 \) | Number of R peaks in ECG that differ more than 50 millisecond (NN50)- Equation (4) |
| \( f_5 \) | percentage NN50 (pNN50)- Equation (5) |
| \( f_6 \) | Standard Deviation of R-R series (SD_RR)- Equation (6) |
| \( f_7 \) | Standard Deviation of Heart Rate (SD_HR)- Equation (7) |
| \( f_8 \) | Power Spectral Entropy (PSE)- Equation (8) |
| \( f_9 \) | Average Heart Rate Variability (average_hrv)- Equation (9) |

\[
\text{AvgHR} = \frac{\sum_{w=1}^{N} n_w \times 60 \text{ seconds}}{t_w} 
\]

\[
\text{meanRR} = \frac{\sum_{r=1}^{n_r} d_{r+1} - d_r}{n_r} 
\]

\[
\text{RMSSD} = \sqrt{\frac{(d_{rr})^2}{n_{r-1}}} 
\]

\[
\text{NN50} = \forall(n_r)(\text{NN50} + +) \leftarrow \sum_{r=1}^{n_r} d_{r+1} - d_r > 50 \text{ millisecond} 
\]

\[
p\text{NN50} = (\forall(n_r)(\text{NN50} + +) \leftarrow \sum_{r=1}^{n_r} d_{r+1} - d_r > 50 \text{ millisecond}) \times 100 
\]

\[
\text{SD}_{\text{RR}} = \sqrt{\sum_{rr=1}^{n_r-1} (d_{rr} - \text{meanRR})^2} 
\]

\[
\text{SD}_{\text{HR}} = \sqrt{\sum_{rr=1}^{n_r-1} (a_{rr} - \text{avgHR})^2} 
\]

\[
PSE = - \sum_{f=-\frac{f_s}{2}}^{\frac{f_s}{2}} PSD_n(f) \times \log_2[PSD_n(f)] 
\]

\[
\text{average}_h\text{rv} = \text{average}(\text{AvgHR}) 
\]

where:

- \( N = \text{Number of windows.} \)
- \( t_w = \text{Sampled time for each window.} \)
• $n_{rw}$ = Number of R peaks in each window.
• $\alpha_{rr}$ = the heart rate at R-R peak location.
• $d_{rr} = \sum_{r=1}^{n_{rw}-1} (d_{r+1} - d_r)$
• $\text{PSD} = \text{Power Spectral Density}$
• $\text{PSD}_n(f) = \frac{\text{PSD}(f)}{\sum_{-\frac{f_s}{2}}^{\frac{f_s}{2}} \text{PSD}(f)}$

3.3. Machine Learning Classifiers

In sleep apnea classification, ML classifiers are the best way to decide either having OSA or not. There are several methods have been used to build such systems such as: artificial neural network (ANN) [10], support vector machine (SVM) [34], Linear Discriminant Classifier (LDC) [35], etc. In this work, we used seven popular and well-known classifiers, which are: decision tree (DT), linear discriminate analysis (LDA), k-nearest neighbors (KNN), logistic regression (LR), Naïve Bayes (NB), SVM, and boosted trees (BT). Moreover, we employed another six classifiers where we used the hyper-parameters model to optimize the internal parameters, which are: DT*, DA*, NB*, kNN*, ensemble DT*, and SVM*. We trained all the classifiers using the same hardware structure and the same input features. The cross-validation manner is implemented (i.e., k-fold = 10) to assess the classification methods to find a robust model.

4. Description of ECG Dataset

In this paper, we used a public ECG dataset for sleep apnea that we obtained from Physionet’s CinC challenge-2000 database [36]. The dataset was created at Philips University in Marburg, Germany. The dataset has 70 primary records, divided equally into a learning set and a test set of 35 records. The total duration of ECG signal for each patient is between [25,200, 36,000] minutes. A human expert in sleep apnea has evaluated this data. The ECG signals have been labeled (i.e., normal and OSA affected). This dataset’s main objective is to determine the apneic and regular ECG events of the duration of 1 minute. Figure 4 shows the standard and OSA ECG signal. As can be seen, the OSA ECG signal is presented in non-linear and complex form. The ECG signal affected by OSA was less consistent and unstable as compared to the normal signal due to the obstruction of the airflow. When the brain stops sending the signal to the muscle, the breathing process will be interrupted, thus reducing the airflow. In short, the shortage of the amount of oxygen supply has caused an abnormal heart rate. For more information about the dataset, readers can refer to [37].

Challenges of Training Dataset

After performing preprocessing steps for the training set, the generated dataset contains 14775 samples such that 10078 samples are labeled as normal while 4679 samples are labeled as OSA affected. Considering these observations, a skewed class distribution poses a significant challenging aspect of data quality. Learning from imbalanced data may degrade the prediction quality of ML algorithms [38–42]. Specifically, the classifier tends to pick up the dominant class patterns (i.e., normal instances), which leads to inaccurate prediction of the minority class (i.e., OSA-affected instances). Accordingly, an efficient re-sampling technique should be employed to handle the problem of imbalanced learning, thereby enhancing ML algorithms’ overall performance and developing a robust OSA prediction model.
Figure 4. Samples of ECG signals.

5. Experimental Results and Simulations

5.1. Experimental Setup

In this paper, we examined different types of supervised ML and DL algorithms. This selection is based on the No Free Lunch (NFL) theorem, which suggests that no universal algorithm can be the best-performing for all problems [43]. This motivated our attempts to explore the most well-known ML and DL methods to give the reader a clear image of their performance and determine the most applicable one on the OSA problem.

Specifically, this paper employed three types of experiments: (1) the preset setting of ML classifiers for the learning process, (2) the hyper-parameters setting while running the ML methods, and (3) the utilization and proposal of the hybrid DL approaches. From those mentioned above, we firstly investigated various predefined ML methods. However, only those classifiers with better performances are reported. Correspondingly, we adopted seven predefined parameter ML classifiers (Medium DT, LDA, LR, Gaussian NB, Medium KNN, BT, and Coarse Gaussian SVM). As well-known, the overall performance of ML algorithms is strongly affected by the used internal parameters. Therefore, after investigating the predefined classifiers, we applied hyper-parameter optimization within Matlab to automate the selection of hyper-parameter values. Accordingly, six optimized classifiers (DT*, NB*, KNN*, DA*, ensemble DT*, and SVM*) were employed for performance validation. Table 4 shows the preset parameters of the predefined parameter classifiers, while Table 5 explores the parameters of optimized classifiers after learning process. The main advantages of hyper-parameters settings are that the classification method will tune its parameters to reduce the classification error and retain the optimal setting for internal parameters. Lastly, we implement four DL models include CNN, LSTM, RNN, and CNNLSTM (hybridization of CNN and LSTM) for performance validation.
Table 4. The parameter settings of preset classifiers.

| Preset Classifier | Parameter               | Value  |
|-------------------|-------------------------|--------|
| Medium DT         | Maximum number of splits| 20     |
|                   | split criterion         | Gini’s diversity index |
| LDA               | discriminant type       | linear |
| Gaussian NB       | Distribution            | Gaussian |
| Medium KNN        | Number of neighbors     | 10     |
|                   | Distance metric         | Euclidean |
|                   | Distance weight         | Equal  |
|                   | standardize data        | TRUE   |
| Boosted Trees     | Ensemble method         | AdaBoost |
|                   | Learner type            | DT     |
|                   | Maximum number of splits| 20     |
|                   | Number of learners      | 30     |
|                   | Learning rate           | 0.1    |
| Coarse Gaussian SVM| Kernel function         | Gaussian |
|                   | Kernel scale            | 22     |
|                   | standardize data        | TRUE   |
|                   | Box constraint level    | 1      |

Table 5. Details of optimized hyperparameters

| Optimized Classifier | Parameter               | Hyperparameters Search Range | Optimized Hyperparameters |
|----------------------|-------------------------|------------------------------|---------------------------|
| DT*                  | Maximum number of splits| 1–14,756                     | 56                        |
|                      | split criterion         | Gini’s diversity index       | Gini’s diversity index    |
| NB*                  | Distribution            | Gaussian, kernal             | Gaussian                  |
|                      | kernel type             | Gaussian, Box, Triangle, Epanechnikov | Box                      |
| KNN*                 | Number of neighbors     | 1 to 7379                    | 10                        |
|                      | Distance metric         | city block, Chebyshev, cosine, euclidean, hamming, Jaccard, Minkowski (cubic), spearman, Mahalanobis | Euclidean |
|                      | Distance weight         | equal, inverse, squared inverse | Equal                    |
|                      | standardize data        | true, false                  | TRUE                      |
| DA*                  | discriminant type       | linear, quadratic, diagonal linear, diagonal quadratic | linear                   |
| Ensemble DT*         | Ensemble method         | bag, gentleboost, logitboost, adaboost, RUSboost | bag                      |
|                      | max no of splits        | 1–14,756                     | 355                       |
|                      | no of learners          | 10–500                       | 389                       |
|                      | no of predictors to sample| 1–9                         | 6                         |
|                      | learning rate           | 0.001–1                      | 0.1                       |
|                      | learner type            | -                            | DT                        |

5.2. Evaluation of Classification Algorithms

Initially, we examine the performance of different classification methods for sleep apnea classification. In this paper, we employed 13 other classification methods to predict the occurrence of OSA from ECG extracted features. To evaluate the performance of all
classifiers, we measure accuracy, True Positive Rate (TPR), True Negative Rate (TNR), Area under the curve (AUC), Precision, F-score, and G-mean criteria.

Table 6 outlines the results obtained by all tested classifiers. The results show that ensemble DT* outperformed other classifiers with accuracy equals 77.26%, followed by KNN* (76.50%). The ensemble DT* and KNN* scored the highest AUC performances of 68.21% and 68.24%, respectively. G-mean, Precision, and F-score’s findings reveal the superiority of ensemble DT* and KNN* classifiers in this work. On the one hand, the worst performance is achieved by the NB classifier with accuracy equals 69.97%. Based on the results obtained, the optimized classifiers can usually work better than those predefined parameter classifiers, which leads to satisfactory performance.

Table 6. Comparison of different classification methods \([X^*\text{ denotes the optimized classifier } X]\).

| Classifier | Accuracy | TPR   | TNR   | AUC    | G-Mean | Precision | F-score |
|------------|----------|-------|-------|--------|--------|-----------|---------|
| DT         | 75.04%   | 95.53%| 30.88%| 63.21% | 54.32% | 74.86%    | 83.94%  |
| LDA        | 72.43%   | 92.75%| 28.68%| 60.71% | 51.58% | 73.69%    | 82.13%  |
| LR         | 72.42%   | 92.06%| 30.11%| 61.09% | 52.65% | 73.94%    | 82.01%  |
| NB         | 69.97%   | 96.41%| 13.04%| 54.72% | 35.45% | 70.48%    | 81.43%  |
| KNN        | 75.62%   | 90.72%| 43.09%| 66.90% | 62.52% | 77.44%    | 83.56%  |
| BT         | 75.98%   | 93.64%| 37.94%| 65.79% | 59.60% | 76.47%    | 84.19%  |
| SVM        | 70.24%   | 99.04%| 8.23% | 53.63% | 28.55% | 69.92%    | 81.97%  |
| DT*        | 75.92%   | 94.78%| 35.31%| 65.04% | 57.85% | 75.94%    | 84.32%  |
| DA*        | 72.52%   | 93.03%| 28.34%| 60.69% | 51.35% | 73.66%    | 82.22%  |
| NB*        | 71.00%   | 80.96%| 49.54%| 65.25% | 63.33% | 77.56%    | 79.22%  |
| KNN*       | 76.50%   | 90.81%| 45.67%| 68.24% | 64.40% | 78.26%    | 84.07%  |
| ensemble DT* | 77.26% | 92.95%| 43.47%| 68.21% | 63.56% | 77.98%    | 84.81%  |
| SVM*       | 74.82%   | 95.70%| 29.84%| 62.77% | 53.44% | 74.61%    | 83.85%  |

Figure 5 illustrates the minimum classification error for four classifiers (DT*, Ensemble DT*, KNN*, and DA*). The convergence curve (i.e., dark blue points) refers to the observed minimum classification error computed so far by the optimization process. While the light blue convergence curve refers to minimum classification error when examining all hyper-parameter values tried so far. Figure 5 shows that the classifiers accelerated to find the global minimum error. Accordingly, tuning internal parameters can affect the overall performance of the classifier. By tuning the parameters using the hyper-parameter optimization method instead of manually selecting these parameters during the learning process enables the selected model to explore different sets of combinations of hyper-parameter values. This process will give us a robust tuning method for internal parameters based on minimizing the model classification error.

Inspecting the results in Table 6 and Figure 5, it can be inferred that the best classifiers are KNN* and ensemble DT*. In this regard, only KNN* and ensemble DT* are adopted in the rest of the experiment.

5.3. Evaluation of ADASYN Technique

The collected ECG data is an imbalanced dataset. One of the most popular methods for handling imbalanced data is called SMOTE (Synthetic Minority Over-sampling Technique). SMOTE generates synthetic samples between every positive sample and one of its close sample [44], and Adaptive synthetic sampling (ADASYN), which finds a weighted distribution for many minority classes their difficulty through the learning process. In ADASYN, several synthetic data is created for minority class to assist the learning process and reduce the complexity [45].
In this sub-section, we investigate the impact of the ADASYN technique on the learning model's performance. Table 7 shows the KNN* classifier results using different oversampling ratios. It is clear that at the ratio equals 0.5, the performance of KNN* was highly robust with an AUC value equals 70.47. Although the accuracy is decreased compared to other ratios (see Figure 6), however, based on reported results of G-mean and AUC, the obtained model was more robust and had stable performance.

Table 7. Results of KNN* classifier using different oversampling ratio.

| Ratio | Accuracy | TPR  | TNR  | AUC  | Precision | Fscore | G-Mean |
|-------|----------|------|------|------|-----------|--------|--------|
| 0.0   | 76.50%   | 90.81% | 45.67% | 68.24% | 78.26% | 84.07% | 64.40% |
| 0.1   | 76.53%   | 90.60% | 46.23% | 68.42% | 78.40% | 84.06% | 64.72% |
| 0.2   | 76.53%   | 90.60% | 46.23% | 68.42% | 78.40% | 84.06% | 64.72% |
| 0.3   | 75.27%   | 85.21% | 53.88% | 69.54% | 79.92% | 82.48% | 67.76% |
| 0.4   | 73.20%   | 77.96% | 62.94% | 70.45% | 81.92% | 79.89% | 70.05% |
| 0.5   | 73.21%   | 77.97% | 62.96% | 70.47% | 81.93% | 79.90% | 70.07% |
| 0.6   | 71.92%   | 74.60% | 66.15% | 70.37% | 82.60% | 78.39% | **70.25%** |
| 0.7   | 70.41%   | 71.20% | 68.71% | 69.96% | 83.06% | 76.67% | 69.95% |
| 0.8   | 68.02%   | 65.68% | 73.05% | 69.36% | 84.00% | 73.72% | 69.27% |
| 0.9   | 67.36%   | 63.92% | 74.76% | 69.34% | 84.51% | 72.79% | 69.13% |
| 1.0   | 67.30%   | 63.84% | 74.74% | 69.29% | 84.48% | 72.73% | 69.08% |
Table 8 and Figure 7 present the performance of the ensemble DT* using different oversampling ratios. The best AUC performance of ensemble DT* achieved at ratio equals 0.6, while the worst performance obtained at ratio equals 0.1. Figure 8 summarizes the comparison between KNN* and ensemble DT* based on the best oversampling ratios. It is clear that ensemble DT* was more accurate and robust as compared to KNN* classifier. The authors believe that finding the best oversampling ratio will generate a strong classifier that can avoid the over-fitting problem.

| Ratio | Accuracy | TPR | TNR | AUC | Precision | Fscore | G-Mean |
|-------|----------|-----|-----|-----|-----------|--------|--------|
| 0.0   | 77.26%   | 92.95% | 43.47% | 68.21% | 77.98% | 84.81% | 63.56% |
| 0.1   | 76.90%   | 92.77% | 42.72% | 67.74% | 77.72% | 84.58% | 62.95% |
| 0.2   | 76.85%   | 92.58% | 42.96% | 67.77% | 77.76% | 84.52% | 63.06% |
| 0.3   | 76.43%   | 88.99% | 49.39% | 69.19% | 79.11% | 83.76% | 66.30% |
| 0.4   | 75.72%   | 82.72% | 58.75% | 70.74% | 81.20% | 81.96% | 69.72% |
| 0.5   | 75.13%   | 82.70% | 58.82% | 70.76% | 81.22% | 81.96% | 69.75% |
| 0.6   | 74.47%   | 79.99% | 62.60% | 71.29% | 82.16% | 81.06% | 70.76% |
| 0.7   | 73.88%   | 78.42% | 64.09% | 71.26% | 82.47% | 80.39% | 70.90% |
| 0.8   | 72.10%   | 74.45% | 67.02% | 70.74% | 82.94% | 78.47% | 70.64% |
| 0.9   | 71.84%   | 73.30% | 68.69% | 70.99% | 83.45% | 78.05% | 70.96% |
| 1.0   | 71.91%   | 73.55% | 68.37% | 70.96% | 83.36% | 78.14% | 70.91% |

Figure 6. Performance of KNN* in terms of accuracy, AUC, and G-mean measures.

Figure 7. Performance of Ensemble DT* in terms of accuracy, AUC, and G-mean measures.
5.4. Impact of Feature Selection Technique

For the final part of the experiment, we evaluate the impact of the feature selection on sleep apnea classification. This sub-section employed the Relief method as a filter feature selection to select the significant attributes. The Relief method works by evaluating the quality of the features based on its ability to classify instances from one category to another in a local neighborhood. For example, the most valuable features can increase the distance between different class instances. In contrast, those features have less contribution to improving the distance between same class instances [46]. In other words, the Relief method can handle multi-class, noisy, and incomplete datasets.

Figure 9 shows the weight results of the Relief method. Note that the greater the weight, the higher the discriminative power of the feature is. Figure 9 shows that the eighth features had the highest importance while the ninth features provided the lowest weight. Table 9 explores the performance of the number of features using a different set of features. Based on the reported results, the ensemble DT* classifier’s overall performance has been improved considerably. Our finding indicates that the highest accuracy of 74.56% was achieved with eight features.
Table 9. Results of Relieff filter-based FS with incremental number of features based on their importance.

| #Features | Accuracy | TPR    | TNR    | AUC    | Precision | Fscore | G-Mean |
|-----------|----------|--------|--------|--------|-----------|--------|--------|
| 1         | 60.72%   | 72.17% | 36.08% | 54.12% | 70.86%    | 71.51% | 51.02% |
| 2         | 73.95%   | 81.36% | 57.98% | 69.67% | 80.66%    | 81.01% | 68.68% |
| 3         | 73.00%   | 77.72% | 62.83% | 70.28% | 81.83%    | 79.73% | 69.88% |
| 4         | 72.93%   | 77.78% | 62.47% | 70.13% | 81.70%    | 79.69% | 69.71% |
| 5         | 73.12%   | 77.81% | 63.00% | 70.41% | 81.92%    | 79.81% | 70.02% |
| 6         | 73.31%   | 78.27% | 62.62% | 70.44% | 81.85%    | 80.02% | 70.01% |
| 7         | 74.50%   | 80.07% | 62.51% | 71.29% | 82.14%    | 81.09% | 70.75% |
| 8         | 74.56%   | 80.01% | 62.83% | 71.42% | 82.26%    | 81.12% | 70.90% |
| 9         | 74.47%   | 79.99% | 62.60% | 71.29% | 82.16%    | 81.06% | 70.76% |

5.5. Validation Results

In this sub-section, we aim to access the performance of the proposed model on the unseen dataset. Once the classification model has been trained using 10-folds cross-validation, the validation process starts. Validation is an essential phase in building predictive models; it determines how realistic the predictive models when applied to real-world applications. In this research, the data obtained from the Physionet’s CinC challenge-2000 database consist of 70 records, divided into a learning set of 35 records and a test set of 35 records. The model is trained using the learning set, and then we applied the unseen test set to investigate the true performance of the trained model. After performing preprocessing steps, the generated test data contains 4935 samples such that 3197 samples are labeled as normal while 1738 samples are labeled as OSA affected.

Table 10 presents the evaluation results using the top classification model (ensemble DT*) through testing and validation process. Based on the findings, the ensemble DT* has retained the testing accuracy, AUC, precision, fscore, and G-mean of 74.47%, 71.29%, 82.16%, 81.06%, and 70.76%, respectively.

Table 10. Results of ensemble DT* through testing and validation.

| Measure   | Testing Results | Validation Results |
|-----------|-----------------|--------------------|
| Accuracy  | 74.47%          | 78.95%             |
| TPR       | 79.99%          | 76.20%             |
| TNR       | 62.60%          | 84.00%             |
| AUC       | 71.29%          | 80.10%             |
| precision | 82.16%          | 89.76%             |
| fscore    | 81.06%          | 82.42%             |
| G-mean    | 70.76%          | 80.01%             |

From the empirical analysis, the optimized classifiers have retained better classification results than those predefined parameter methods. Our findings prove that a better tuning of hyper-parameters significantly increased the classifiers’ performance, which can substantially help the learning model explain the target concepts. The results obtained in Table 6 support the arguments. Among the optimized classifiers, the KNN* and ensemble DT* was the best due to their high-performance measurement in the sleep apnea classification. Besides, we found that the implementation of ADASYN has a positive effect on the imbalance dataset, which offered a higher value of AUC and G-mean in the classification process. Moreover, the feature selection method was applied to select the optimal feature subset. The learning model’s accuracy can be further enhanced (See Table 9). All in all, it can be concluded that the utilization of both synthetic sampling and feature selection can be excellent ways to improve the performance of the learning process.

5.6. Evaluation of Deep Learning Approaches

Undiagnosed and untreated OSA is one of the main health burdens in the USA. OSA has many consequences that can affect a person’s human life because it leads to several
serious health problems, such as heart attacks, stroke, increased possibility of traffic accidents, and sudden death. Polysomnography (PSG) is considered the gold way for the exact diagnosis of OSA that needs a patient to spend a night at a sleep center. The analysis of the data collected is normally implemented by a practitioner who oversees studying hours of ECG records. However, this method is not fully accurate and hectic. Recently DL was proposed as a method to handle this task. Several types of DL models can be used to diagnose sleep apnea, such as Recurrent Neural Networks (RNN), Convolutional Neural Network (CNN), Long-Short Term Memory (LSTM). DL models can model complex nonlinear systems with high classification accuracy. A CNN consists of three main components: convolution layer, pooling layer, and classification layer. In the convolution layer, the feature map is obtained by utilizing a filter kernel to generate the convolution integral of the input data. In the pooling layer, the feature map is reduced and confined to the dimensions of input data. Finally, the classification layer uses a fully connected network to accomplish the classification task (See Figure 10). Deep Neural Networks was successfully used for sleep apnea-hypopnea severity classification in [47]. A deep neural network system with four hidden layers was developed utilizing a feature normalization technique called Covariance Normalization (CVN) in [48,49].

In this work, Four DL models were evaluated: RNN, one-dimensional CNN, LSTM, and a hybrid model of CNN and LSTM (CNNLSTM) introduced by Alakus and Turkoglu [50]. The detailed parameters settings of these models are presented in Table 11 based on the recommendation of study in [50].

![Figure 10. An example of a three layers CNN model.](image)

| Parameters                  | RNN   | CNN   | LSTM  | CNNLSTM |
|-----------------------------|-------|-------|-------|----------|
| No. layers                  | 1     | 1,2   | 1     | 1,2      |
| No. units                   | -     | 512,256 | -   | 512,256  |
| Activation function         | ReLU  | ReLU  | ReLU  | ReLU     |
| Loss function               | categorical_crossentropy | categorical_crossentropy | categorical_crossentropy | categorical_crossentropy |
| epochs                      | 250   | 250   | 250   | 250      |
| optimizer                   | SGD, Adam | SGD, Adam | SGD, Adam | SGD, Adam |
| Learning rate (SGD)         | $1 \times 10^{-3}$ | $1 \times 10^{-3}$ | $1 \times 10^{-3}$ | $1 \times 10^{-3}$ |
| decay (SGD)                 | $1 \times 10^{-5}$ | $1 \times 10^{-5}$ | $1 \times 10^{-5}$ | $1 \times 10^{-5}$ |
| Momentum (SGD)              | 0.3   | 0.3   | 0.3   | 0.3      |
| No. fully connected layers (Dense) | 1, 2 | 1, 2 | 1, 2 | 1, 2 |
| No. LSTM units              | 2048, 1024 | 2048, 1024 | 2048, 1024 | 2048, 1024 |
| No. RNN units               | 512   | -     | 512   | 512      |
| Dropout                     | 0.25  | 0.25  | 0.15  | 0.15     |
Table 12 shows the classification performance of four deep learning models using two different optimizers (SGD and Adam). As can be observed, RNN worked better when implementing the SGD, with the accuracy and AUC of 0.8050 and 0.8837. As for CNN, LSTM, and CNNLSTM, we can see that these models achieved the optimal performance using Adam. Among these deep learning methods, the CNNLSTM has contributed the highest accuracy (0.9075), precision (0.9148), F1-score (0.9163), and AUC (0.9746). From the analysis, it is clear that the CNNLSTM can usually offer an accurate diagnosis of OSA. Ultimately, the CNNLSTM is the best deep learning method in the evaluation process, and hence only CNNLSTM will be applied in the rest of the analysis. Table 13 presents the training and validation results of the CNNLSTM. Based on the result obtained, the CNNLSTM was able to retain a high accuracy (0.8625) and AUC (0.9510) in the validation stage, which gives a better and accurate diagnosis of the OSA.

Table 12. classification performance metrics of deep learning models with 5-fold cross-validation approach.

| Model    | Optimizer | Accuracy | Recall | Precision | F1-Score | AUC   |
|----------|-----------|----------|--------|-----------|----------|-------|
| RNN      | SGD       | 0.80500  | 0.83664| 0.81454   | 0.82498  | 0.8837 |
|          | Adam      | 0.68875  | 0.87596| 0.66615   | 0.75631  | 0.75468|
| CNN      | SGD       | 0.73095  | 0.85229| 0.72718   | 0.78475  | 0.80924|
|          | Adam      | 0.89375  | 0.90318| 0.90423   | 0.90335  | 0.96780|
| LSTM     | SGD       | 0.73000  | 0.76530| 0.74980   | 0.75650  | 0.80718|
|          | Adam      | 0.89625  | 0.92584| 0.89002   | 0.90704  | 0.96968|
| CNNLSTM  | SGD       | 0.70438  | 0.76237| 0.71810   | 0.73879  | 0.78527|
|          | Adam      | 0.90750  | 0.91919| 0.91476   | 0.91627  | 0.97462|

Table 13. Results of best-performing classifier CNNLSTM for the training and validation datasets.

| Model    | Dataset  | Accuracy | Recall | Precision | F1-Score | AUC   |
|----------|----------|----------|--------|-----------|----------|-------|
| CNNLSTM  | Training | 0.90750  | 0.91919| 0.91476   | 0.91627  | 0.97462|
|          | Validation| 0.86250  | 0.88794| 0.86855   | 0.87682  | 0.95103|

Furthermore, we compare the performance of our CNNLSTM to other models in the literature. Table 14 outlines the performance comparison of the proposed CNNLSTM model with other seven studies. Among the previous studies, three of them were applying the machine learning while four of them were implementing the deep learning models. In Table 14, the highest accuracy of 0.8790 is obtained by 1-D CNN approach, and our CNNLSTM is ranked at third. In terms of the AUC measurement, it is obvious that our CNNLSTM has achieved the best result, 0.9510 compared to other studies. Ultimately, the proposed CNNLSTM can be considered as a valuable tool in diagnosing the OSA.

Table 14. Comparison of the proposed CNNLSTM model with other previous studies.

| Study         | Year | Technique | Classifier          | Accuracy | Recall | AUC   |
|---------------|------|-----------|---------------------|----------|--------|-------|
| Varon et al.  | 2015 | ML        | LS-SVM              | 0.8474   | 0.8471 | 0.8807|
| Song et al.   | 2016 | ML        | SVM-HMM             | 0.8620   | 0.8260 | 0.9400|
| Sharma and Sharma | 2016 | ML        | LS-SVM              | 0.8380   | 0.7950 | 0.8300|
| Li et al.     | 2018 | DL        | Decision Fusion     | 0.8470   | 0.8890 | 0.8690|
| Singh and Majumder | 2019 | DL        | AlexNet CNN + Decision Fusion | 0.8620 | 0.9000 | 0.8800|
| Wang et al.   | 2019 | DL        | LeNet-5 CNN         | 0.8760   | 0.8310 | 0.9500|
| Chang et al.  | 2020 | DL        | 1-D CNN             | 0.8790   | 0.8110 | 0.9350|
| Our approach  |      | DL        | CNNLSTM             | 0.86250  | 0.88794| 0.95103|
6. Conclusions and Future Works

Obstructive sleep apnea (OSA) was considered a sleep ailment due to the shortage of oxygen supply. Early detection of the OSA can save human lives. In this paper, several machine learning and deep learning classifiers were employed to diagnose the OSA. The performances of the proposed models were validated and tested using the ECG dataset. Among the machine learning classifiers, our results indicated that the KNN* and ensemble D.T.* contributed to the highest performance. Besides, it was reported that the implementation of ADASYN and feature selection can further improve the classification model’s learning behavior. Furthermore, a hybridization of the CNN and LSTM was proposed to further improve the performance of the OSA diagnosis. From our experiment, it showed that the proposed CNNLSTM can often overtake other approaches and offered a better OSA diagnosis process. Future works can be focused on the development of feature selection and fuzzy logic for performance enhancement.
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