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OPTIMAL RATES FOR INDEPENDENCE TESTING VIA U-STATISTIC PERMUTATION TESTS

BY THOMAS B. BERRETT1, IOANNIS KONTOYIANNIS2,* AND RICHARD J. SAMWORTH2,†

1Department of Statistics, University of Warwick, tom.berrett@warwick.ac.uk
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We study the problem of independence testing given independent and identically distributed pairs taking values in a σ-finite, separable measure space. Defining a natural measure of dependence $D(f)$ as the squared $L^2$-distance between a joint density $f$ and the product of its marginals, we first show that there is no valid test of independence that is uniformly consistent against alternatives of the form \( \{ f : D(f) \geq \rho^2 \} \). We therefore restrict attention to alternatives that impose additional Sobolev-type smoothness constraints, and define a permutation test based on a basis expansion and a $U$-statistic estimator of $D(f)$ that we prove is minimax optimal in terms of its separation rates in many instances. Finally, for the case of a Fourier basis on $[0, 1]^2$, we provide an approximation to the power function that offers several additional insights. Our methodology is implemented in the $R$ package USP.

1. Introduction. Independence is a fundamental concept in both probability and statistics; it distinguishes the former from a mere branch of measure theory, and underpins both statistical theory and the way practitioners think about modelling. For statisticians, it is frequently important to ascertain whether or not assumptions of independence are realistic, both to determine whether certain theoretical properties of procedures can be expected to hold, and to assess the goodness-of-fit of a statistical model.

Classical approaches to independence testing have focused on the simple setting of univariate Euclidean data, and have often only had power against restricted classes of alternatives. These include tests based on Pearson’s correlation (e.g., Pearson (1920)), Spearman’s rank correlation coefficient (Spearman (1904)), Kendall’s tau (Kendall (1938)) and Hoeffding’s D (Hoeffding (1948)). However, motivated by a desire to handle the more general data types that are ubiquitous in modern-day practice, as well as to have power against broader classes of alternatives, the topic of independence testing has undergone a renaissance in recent years. Since, in settings of interest, no uniformly most powerful test exists (see Theorem 1 below and the surrounding discussion), several different perspectives and new tests have emerged, such as those based on the Hilbert–Schmidt independence criterion (Gretton et al. (2005), Li and Yuan (2019), Meynaoui et al. (2019), Pfister et al. (2018)), distance covariance (Sejdinovic et al. (2013), Székely, Rizzo and Bakirov (2007)), optimal transport and multivariate ranks (Deb and Sen (2019), Shi, Drton and Han (2020)), copula transforms (Kojadinovic and Holmes (2009)), sample space partitioning (Heller et al. (2016)) and nearest neighbour methods (Berrett and Samworth (2019)). For practical studies with discrete data, Pearson’s chi-squared independence test remains ubiquitous in the scientific literature, despite the drawback that its size guarantees rely on pointwise asymptotic arguments that may fail to control the Type I error in finite samples; see Section 7 below. Independence tests
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for continuous data are also common in applications such as linguistics (Nguyen and Eisenstein (2017)), genetics (Steuer et al. (2002)) and public health (Reshef et al. (2011)), and have also been applied to functional data arising from credit card activity and geomagnetic records (Gabrys and Kokoszka (2007)).

This plethora of approaches gives rise to natural theoretical questions about the fundamental statistical difficulty of independence testing. In the setting where the marginal distributions are both univariate, early asymptotic results on minimax separation rates over certain classes of alternatives are given in Ingster (1989), Ermakov (1990) and Ingster (1996). There has been recent work on multivariate settings (Li and Yuan (2019), Meynaoui et al. (2019)), but many open questions remain.

Another issue with several of the tests mentioned above is that the asymptotic distribution of the test statistic under the null hypothesis of independence depends on unknown features of the relevant marginal distributions, so it is difficult to obtain an appropriate critical value. An attractive approach, therefore, is to use a permutation test, which uses permutations to mimic the null behaviour of the test statistic. Though the principle has been known for many decades (e.g., Pitman (1938); Fisher (1935), Chapter 21)), permutation tests are becoming increasingly popular in modern statistics and machine learning (e.g., A/B testing), due to their ease of use and their guaranteed finite-sample Type I error control across the entire null hypothesis parameter space, assuming only that the data are exchangeable under the null. Besides (unconditional) independence testing, they have also been studied in problems such as conditional independence testing (Berrett et al. (2020)), two-sample testing (Chung and Romano (2013)) and changepoint analysis (Antoch and Hušková (2001)). We also highlight the work of Chung and Romano (2016), who show how a permutation test based on a $U$-statistic can extend the scope of the two-sample Wilcoxon test to null hypotheses of the form $\theta(P, Q) = \theta_0$ (where $P$ and $Q$ are the two underlying distributions), providing pointwise asymptotic size guarantees in general, and exact size guarantees when $P = Q$. For an overview of the study of permutation tests see, for example, Lehmann and Romano (2005) and Pesaran and Salmaso (2010).

In the context of permutation tests for independence, Romano (1989) considered a class of plug-in test statistics of the form $T_n = n^{1/2} \delta(\hat{P}_n, \hat{P}_X^Y \hat{P}_Y^X)$, where $\delta(P, Q) = \sup_{V \in \mathcal{V}} |P(V) - Q(V)|$ for a Vapnik–Chervonenkis class of sets $\mathcal{V}$, and where $\hat{P}_n$, $\hat{P}_X^n$ and $\hat{P}_Y^n$ are the empirical distributions of the data pairs and their marginals, respectively. Fixing a sequence of alternatives $(P_n)$, he showed that, under the condition that $\mathbb{P}_{P_n}(T_n \leq t) \rightarrow H(t)$ for some continuous function $H$, the asymptotic power of his permutation test coincides with that of the test that uses the true critical value. In the case of univariate marginals, Albert ((2015), Chapter 4) provides upper bounds on the minimax separation over Besov spaces using a test based on aggregating many permutation tests. See also Albert et al. (2015) and Berrett and Samworth (2019). Despite these aforementioned works, however, there remains great interest in understanding better the power properties of permutation tests in the context of nonparametric independence testing. Indeed, shortly after an earlier version of this paper was made publicly available, Kim, Balakrishnan and Wasserman (2020) posted a complementary study of the power properties of permutation tests, with a greater focus on concentration inequalities for the test statistics as opposed to distributional results.

In this paper, we study the problem of independence testing in a general framework, where our data consist of independent copies of a pair $(X, Y)$ taking values in a separable measure space $\mathcal{X} \times \mathcal{Y}$, equipped with a $\sigma$-finite measure $\mu$. Assuming that the joint distribution of $(X, Y)$ has a density $f$ with respect to $\mu$, we may define a measure of dependence $D(f)$, given by the squared $L^2(\mu)$ distance between the joint density and the product of its marginal densities. This satisfies the natural requirement that $D(f) = 0$ if and only if $X$ and $Y$ are independent. In fact, however, our hardness result in Theorem 1 reveals that it is not
possible to construct a valid independence test with nontrivial power against all alternatives satisfying a lower bound on $D(f)$. This motivates us to introduce classes satisfying an additional Sobolev-type smoothness condition as well as boundedness conditions on the joint and marginal densities.

The first main goal of this work is to determine the minimax separation rate of independence testing over these classes, and to this end, we define a new permutation test of independence based on a $U$-statistic estimator of $D(f)$. We refer to this test hereafter as the USP test, short for $U$-Statistic permutation test. Theorem 2 in Section 3 provides a very general upper bound on the separation rate of independence testing; the framework is broad enough to include both discrete and absolutely continuous data, as well as data that may take values in infinite-dimensional spaces, for instance. We show how the bound can be simplified in many special cases of interest, and, in Section 4, how to construct adaptive versions of our tests that incur only a small loss in effective sample size. Moreover, in Section 5, we go on to provide matching lower bounds in several instances, allowing us to conclude that our USP test attains the minimax optimal separation rate for independence testing in such settings. In Section 6, we elucidate an approximation to the power function of our test at local alternatives, thereby providing a very detailed description of its properties. Numerical properties of our procedure are studied in Section 7: we first show how an alternative representation of our test statistic dramatically reduces the computational complexity of our procedure, and then present a simulation study that reveals the strong empirical performance of our test in different settings. Section 8 provides further discussion. Proofs of some of our main results are given in Section 9; for other results, designated with (BKS2020), the proofs appear in the supplementary material (Berrett, Kontoyiannis and Samworth 2021), where auxiliary results (labelled with an ‘S’ prefix) are also given. Our methodology is implemented in the R package USP (Berrett, Kontoyiannis and Samworth 2020).

Further contributions of this paper are to introduce new sets of tools for studying both permutation tests and $U$-statistics; we believe both will find application beyond the scope of this work, in particular because many popular measures of dependence, such as distance covariance and the Hilbert–Schmidt independence criterion, can be estimated using $U$-statistics. Specifically, in the proof of Theorem 2, we develop moment bounds for $U$-statistics computed on permuted data sets. Moreover, Proposition 18 provides normal approximation error bounds in Wasserstein distance for degenerate $U$-statistics computed on permuted data sets (using Stein’s method, and extending earlier results for unpermuted data, e.g., de Jong (1990), Döbler and Peccati (2019), Rinott and Rotar (1997)), and is the basis for our local power function result (Theorem 16). Finally, our minimax lower bound (Lemma 11) may also be of independent interest, in that it provides a general approach to constructing priors over the alternative hypothesis class whose distance from the null can be explicitly bounded.

Notation. We write $\mathbb{N} = \{1, 2, 3, \ldots\}$, $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$ and, for $n \in \mathbb{N}$, let $[n] := \{1, \ldots, n\}$. We also write $[\infty] := \mathbb{N}$. We write $a \lesssim b$ if there exists a universal constant $C > 0$ such that $a \leq Cb$, and write, for example, $a \lesssim_x b$ if there exists $C > 0$, depending only on $x$, such that $a \leq Cb$. We similarly define $a \gtrsim b$ and $a \gtrsim_x b$, and write $a \asymp b$ if $a \lesssim b$ and $a \gtrsim b$, as well as $a \asymp_x b$ if $a \lesssim_x b$ and $a \gtrsim_x b$.

Let $\mathcal{S}_n$ denote the set of permutations of $[n]$. For a measure space $(\mathcal{Z}, \mathcal{C}, \nu)$ define $L^2(\nu) := \{f : \mathcal{Z} \to \mathbb{R} : \int_{\mathcal{Z}} f^2 d\nu < \infty\}$, with corresponding inner product $(f, g)_{L^2(\nu)} := \int_{\mathcal{Z}} fg d\nu$ and norm $\|f\|_{L^2(\nu)} := (f, f)_{L^2(\nu)}^{1/2}$. For a function $f : \mathcal{Z} \to \mathbb{R}$, we write $\|f\|_{\infty} := \sup_{z \in \mathcal{Z}} |f(z)| \in [0, \infty]$; if it is also $\mathcal{C}$-measurable, we write ess inf$_{z \in \mathcal{Z}} f(z) := \sup \{y \in \mathbb{R} : \nu(f^{-1}(-\infty, y)) = 0\}$.

Let $\Phi$ denote the standard normal distribution function and let $\bar{\Phi} := 1 - \Phi$. Given a sample of independent and identically distributed random variables $(X_1, Y_1), \ldots, (X_n, Y_n)$ and a
σ(X1, Y1, . . . , Xn, Yn)-measurable random variable W, we write EP(W) or Ef(W) for the
expectation of W when (X1, Y1) has distribution P or density function f. Given probability
measures µ and ν on Z, we write dTV(µ, ν) := supC⊂Z |µ(C) − ν(C)| for their total variation
distance and, if both µ and ν are absolutely continuous with respect to another measure λ,
then we write dχ2(µ, ν) = (∫Z (dµ/dλ)2 − dν/dλ − 1)1/2 for the square root of their χ2-divergence.
If Z = R, then we write

\[ dW(µ, ν) := \inf_{(X, Y) \sim (µ, ν)} \mathbb{E}|X - Y| \]

for the Wasserstein distance between µ and ν, where the infimum is taken over all pairs
(X, Y) defined on the same probability space with X ∼ µ and Y ∼ ν. When Z = R, we will
also write

\[ dK(µ, ν) := \sup_{z \in \mathbb{R}} |µ(−∞, z]) − ν(−∞, z]| \]

for the Kolmogorov distance between µ and ν. If X ∼ µ and Y ∼ ν, we sometimes write
dW(X, Y) and dK(X, Y) as shorthand for dW(µ, ν) and dK(µ, ν) respectively. We use ∆ to
denote the symmetric difference operation on sets, so that A ∆ B := (A ∩ B′) ∪ (A′ ∩ B).

Finally, for x = (x1, . . . , xd) ∈ Rd and q ∈ [1, ∞), we let \( \|x\|_q := (\sum_{j=1}^d |x_j|^q)^{1/q} \),
with the shorthand \( \|x\| := \|x\|_2 \), and for a matrix A ∈ Rd1×d2, we let \( \|A\|_{op} := \sup_{\|x\| \leq 1} \|Ax\| \)
and \( \|A\|_F := \left( \sum_{j=1}^{d_1} \sum_{k=1}^{d_2} A_{jk}^2 \right)^{1/2} \) denote its operator and Frobenius norms, respectively.

2. Problem set-up and preliminaries. Let (X, A, µX) and (Y, B, µY) be separable,1
σ-finite measure spaces. In discrete settings, that is, when X is countable, µX would typically
be counting measure on X; more generally, it may be the relevant Lebesgue measure when X
is a Euclidean space, or an appropriate measure on basis coefficients in infinite-dimensional
examples such as Example 8 below. Both L2(µX) and L2(µY ) are then separable Hilbert
spaces,2 so there exist orthonormal bases (pjk X)j∈J and (pjk Y )k∈K of L2(µX) and L2(µY )
respectively, where J and K are countable indexing sets. Writing µ := µX ⊗ µY for the
product measure on X × Y, the product space L2(µ) is also a separable Hilbert space,3 and
has an orthonormal basis given by (pjk)j∈J,k∈K, where pjk(·, ·) := pjk X(·)pjk Y (·).

We may now define the subset \( \mathcal{F} \) of L2(µ) that consists of all density functions, that is,

\[ \mathcal{F} := \left\{ f \in L^2(µ) : \text{ess inf}_{(x, y) \in \mathcal{X} \times \mathcal{Y}} f(x, y) \geq 0, \int_{\mathcal{X} \times \mathcal{Y}} f \, dµ = 1 \right\} \]

Given f ∈ \( \mathcal{F} \), we may define the marginal density \( f_X \) by

\[ f_X(x) := \int_{\mathcal{Y}} f(x, y) \, dµ_Y(y), \]

and we may analogously define \( f_Y \). From now on, we will work over the restricted space
\( \mathcal{F}^* := \{ f \in \mathcal{F} : f_X \in L^2(µ_X), f_Y \in L^2(µ_Y) \} \), though we note that when µX and µY are finite
measures, we have \( \mathcal{F}^* = \mathcal{F} \). For f ∈ \( \mathcal{F}^* \), j ∈ J and k ∈ K, we may define the coefficients

\[ a_{jk}(f) := \int_{\mathcal{X} \times \mathcal{Y}} f p_{jk} \, dµ, \quad a_{j}^*(f) := \int_{\mathcal{X}} f_X p_{j}^X \, dµ_X, \quad a_{k}^*(f) := \int_{\mathcal{Y}} f_Y p_{k}^Y \, dµ_Y. \]

1Recall that we say a measure space (Z, C, µ) is separable if, when equipped with the pseudo-metric d(A, B) := v(A ∆ B), it has a countable dense subset.
2Since we were unable to find this precise statement in the literature, we provide a proof in Lemma S2.
3Likewise, we prove this statement in Lemma S3.
Then
\[ f = \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}} a_{jk}(f) p_{jk}, \quad f_X = \sum_{j \in \mathcal{J}} a_{j \cdot}(f) p_{j \cdot}^X, \quad f_Y = \sum_{k \in \mathcal{K}} a_{\cdot k}(f) p_{\cdot k}^Y. \]

We may therefore define the measure of dependence
\[
D(f) := \int_{\mathcal{X} \times \mathcal{Y}} \left\{ f(x, y) - f_X(x)f_Y(y) \right\}^2 d\mu(x, y)
\]
\[ = \sum_{j \in \mathcal{J}, k \in \mathcal{K}} \left\{ a_{jk}(f) - a_{j \cdot}(f)a_{\cdot k}(f) \right\}^2,
\]
which, for \((X, Y) \sim f\), has the property that \(D(f) = 0\) if and only if \(X \perp \!\!\!\! \perp Y\).

Given a sample \((X_1, Y_1), \ldots, (X_n, Y_n)\) of independent and identically distributed copies of the pair \((X, Y)\), we wish to test the null hypothesis \(H_0 : X \perp \!\!\!\! \perp Y\) of independence. A randomised independence test is measurable function \(\psi : (\mathcal{X} \times \mathcal{Y})^n \rightarrow [0, 1]\), with the interpretation that, after observing \((X_1, Y_1, \ldots, X_n, Y_n) = (x_1, y_1, \ldots, x_n, y_n)\), we reject \(H_0\) with probability \(\psi(x_1, y_1, \ldots, x_n, y_n)\). We write \(\Psi\) for the set of all such randomised independence tests. Further, define the null space \(\mathcal{P}_0\) as the set of all distributions on \(\mathcal{X} \times \mathcal{Y}\) of pairs \((X, Y)\) such that \(X \perp \!\!\!\! \perp Y\), and, for a given \(\alpha \in (0, 1)\), define the set of valid size-\(\alpha\) independence tests
\[
(1) \quad \Psi(\alpha) := \left\{ \psi \in \Psi : \sup_{\rho \in \mathcal{P}_0} \mathbb{E}_\rho(\psi) \leq \alpha \right\}.
\]

The first part of Theorem 1 below provides a preliminary result on the hardness of the independence testing problem when the alternative hypothesis \(H_1\) consists of all densities \(f \in \mathcal{F}^*\) of \((X, Y)\) that satisfy a lower bound constraint on \(D(f)\). In fact, the result can be stated more generally, allowing in addition for the possibility of a constraint on the smoothness of the alternatives that we consider. To this end, for an array \(\theta = (\theta_{jk})_{j \in \mathcal{J}, k \in \mathcal{K}} \in [0, \infty) \times \mathcal{J} \times \mathcal{K}\), we define
\[
S_{\theta}(f) := \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}} \theta_{jk}^2 \left[ a_{jk}(f) - a_{j \cdot}(f)a_{\cdot k}(f) \right]^2.
\]
Observe that when \(\theta = 0 \times \mathcal{J} \times \mathcal{K}\), any nonnegative upper bound on \(S_{\theta}(f)\) becomes vacuous, so that no smoothness constraint is imposed. This definition of smoothness is motivated by the nonparametric statistics literature (e.g., Laurent (1996)). An attractive feature is that, in contrast to some prior literature, smoothness is only imposed on the difference between the joint density and the product of the marginals, rather than on the individual densities themselves; Meynaoui et al. (2019) also adopt a similar approach to ours in this respect. At a high level, the first part of Theorem 1 is inspired by the work of Janssen (2000) and Shah and Peters (2020) on the hardness of goodness-of-fit testing and conditional independence testing respectively, though the proofs are completely different. The second part complements the first, as discussed below. Note that when \(\mu_X\) is a probability measure, the constant function 1 belongs to \(L^2(\mu_X)\), so can be included in our basis (as below).

**Theorem 1.** Suppose that \(\mu_X\) and \(\mu_Y\) are probability measures and that there exist \(j_0 \in \mathcal{J}\) and \(k_0 \in \mathcal{K}\) such that \(p_{j_0}^X(x) = p_{k_0}^Y(y) = 1\) for all \(x \in \mathcal{X}\) and \(y \in \mathcal{Y}\). Let \(n \in \mathbb{N}\) and \(\alpha \in [0, 1]\), and let \(\psi \in \Psi\) be such that \(\mathbb{E}_{\rho_{j_0k_0}}(\psi) \leq \alpha\). Let \(\theta = (\theta_{jk})_{j \in \mathcal{J}, k \in \mathcal{K}} \in [0, \infty) \times \mathcal{J} \times \mathcal{K}\) be given and, for \(T \in [0, \infty)\), define
\[
\mathcal{M}_\theta(T) := \{(j, k) \in (\mathcal{J} \setminus \{j_0\}) \times (\mathcal{K} \setminus \{k_0\}) : \theta_{jk} \leq T\}.
\]
Let \( \theta := \inf_{j,k} \theta_{jk} \). Then, for any \( \epsilon > 0 \), any \( \rho \in (0, 1/\sup_{j,k} \| p_{jk} \|_\infty] \) and any \( r \in (\theta, \infty) \), there exists \( f^* \in \mathcal{F} \) with \( S_\theta(f^*) \leq r^2 \) and \( D(f^*) = \rho^2 \) such that

\[
\mathbb{E}_{f^*}(\psi) \leq \alpha + \epsilon + \frac{\{ (1 + \rho^2)^n - 1 \} \alpha}{|M_\theta(r/\rho)|}^{1/2}.
\]

Moreover, there exists a permutation test \( \psi_{f^*} \in \Psi(\alpha) \) such that given any \( \beta \in (0, 1 - \alpha) \), we can find \( C = C(\alpha, \beta) > 0 \) with the property that \( \mathbb{E}_{f^*}(\psi_{f^*}) \geq 1 - \beta \) whenever \( n > C / \rho^2 \).

As a first conclusion, we can draw from Theorem 1, consider taking \( \theta = 0_{\mathcal{J} \times \mathcal{K}} \), so that \( |\mathcal{J} \times \mathcal{K}| = (|\mathcal{J}| - 1)(|\mathcal{K}| - 1) \). In this case, Theorem 1 shows that in infinite-dimensional problems (where \( |\mathcal{J} \times \mathcal{K}| = \infty \)) with probability measures as base measures, there are no valid tests of independence that have uniformly nontrivial power against alternatives of the form \( \{ f \in \mathcal{F} : D(f) \geq \rho^2 \} \), at least for \( \rho > 0 \) sufficiently small. The second part of the theorem then implies that in this setting there is no uniformly most powerful test. Thus, to develop a theory of minimax separation rates for independence testing, it is necessary to make additional assumptions about the structure of the alternative hypothesis. More generally, under the conditions of Theorem 1, whenever the set \( \mathcal{M}_\theta(r/\rho) \) is infinite, there are no valid uniformly nontrivial independence tests against alternatives \( f \in \mathcal{F} \) with \( S_\theta(f) \leq r^2 \) and \( D(f) \geq \rho^2 \).

We will therefore assume the following in much of our subsequent work:

(A1) The sets \( \{ (j, k) \in \mathcal{J} \times \mathcal{K} : \theta_{jk} \leq T \} \) are finite for each \( T \in (0, \infty) \).

Motivated by Theorem 1 above, for \( \Xi := [0, \infty]^{|\mathcal{J}| \times |\mathcal{K}|} \times (0, \infty) \times (1, \infty) \), for \( \xi = (\theta, r, A) \in \Xi \) and for \( \rho > 0 \), we will consider the space of alternatives given by

\[
\mathcal{F}_\xi(\rho) := \{ f \in \mathcal{F} : D(f) \geq \rho^2, S_\theta(f) \leq r^2, \max(\| f \|_\infty, \| f_X \|_\infty, \| f_Y \|_\infty) \leq A \}.
\]

Although we make assumptions about the smoothness of our alternatives, we will not make any assumptions about the null distributions, and the fact that we are using a permutation test will guarantee uniform, nonasymptotic control of the probability of Type I error. In other words, we will prove that our test \( \psi \) belongs to \( \Psi(\alpha) \) in (1).

Given \( n \in \mathbb{N}, \alpha \in (0, 1), \xi = (\theta, r, A) \in \Xi \) and \( \rho > 0 \) we define the minimax risk with respect to \( \mathcal{F}_\xi(\rho) \) as

\[
\mathcal{R}(n, \alpha, \xi, \rho) := \alpha + \inf_{\psi \in \Psi(\alpha)} \sup_{f \in \mathcal{F}_\xi(\rho)} \mathbb{E}_f(1 - \psi),
\]

with the convention that \( \mathcal{R}(n, \alpha, \xi, \rho) := \alpha \) if \( \mathcal{F}_\xi(\rho) = \emptyset \). If we are also given a desired probability of Type II error \( \beta \in (0, 1 - \alpha) \), then we can consider the minimax separation radius

\[
\rho^*(n, \alpha, \beta, \xi) := \inf\{ \rho > 0 : \mathcal{R}(n, \alpha, \xi, \rho) \leq \alpha + \beta \}.
\]

3. Upper bounds. We now introduce our USP test that will allow us to establish upper bounds on the minimax separation \( \rho^* \). This is based on a \( U \)-statistic estimator of \( D(f) \) with kernel

\[
h((x_1, y_1), (x_2, y_2), (x_3, y_3), (x_4, y_4))
\]

\[
:= \sum_{(j,k) \in \mathcal{M}} \{ p_{jk}(x_1, y_1)p_{jk}(x_2, y_2) - 2p_{jk}(x_1, y_1)p_{jk}(x_2, y_3)
\]

\[
+ p_{jk}(x_1, y_2)p_{jk}(x_3, y_4) \},
\]

where \( \mathcal{M} \subseteq \mathcal{J} \times \mathcal{K} \) is a truncation set to be chosen later. The motivation for this definition comes from the observation that for any \( f \in \mathcal{F}^* \) and when \( \mathcal{M} = \mathcal{J} \times \mathcal{K} \), we have

\[
\mathbb{E}_f \{ h((X_1, Y_1), (X_2, Y_2), (X_3, Y_3), (X_4, Y_4)) \} = D(f);
\]
moreover, as we will see in the proof of Theorem 2 below, whenever $\Pi$ is a uniformly random element of $S_n$ that is independent of the data, we have

$$\mathbb{E}_f \{ h((X_1, Y_{\Pi(1)}), (X_2, Y_{\Pi(2)}), (X_3, Y_{\Pi(3)}), (X_4, Y_{\Pi(4)})) \} = 0.$$ 

To reduce the effects of noise accumulation in the estimation of the summands, it will typically be necessary to choose $\mathcal{M}$ in (2) to be a proper subset of $\mathcal{J} \times \mathcal{K}$. The equality in (3) then no longer holds exactly for every $f \in \mathcal{F}^*$, but an appropriate choice of $\mathcal{M}$ allows us to control the bias-variance trade-off.

For $m \geq 2$, let $\mathcal{I}_m := \{(i_1, \ldots, i_m) \in [n]^m : i_1, \ldots, i_m \text{ all distinct}\}$. For $x = (x_1, \ldots, x_n) \in \mathcal{X}^n$ and $y = (y_1, \ldots, y_n) \in \mathcal{Y}^n$, it is convenient to define

$$\mathcal{T}_{x,y} := \{(x_i, y_i) : i \in [n]\},$$

and for $\sigma \in S_n$, set $\mathcal{T}_{x,y}^{(\sigma)} := \{(x_i, y_{\sigma(i)}) : i \in [n]\}$. Given independent pairs $\mathcal{T}_{X,Y} := \{(X_i, Y_i) : i = 1, \ldots, n\}$ with $n \geq 4$, we consider the test statistic $D_n = D_n^\mathcal{M}(\mathcal{T}_{X,Y}) := 1 \sum_{(i_1, \ldots, i_4) \in \mathcal{I}_4} h((X_{i_1}, Y_{i_1}), \ldots, (X_{i_4}, Y_{i_4})). $

To define the critical value for our test, let $B \in \mathbb{N}$ and generate an independent sequence of uniform random permutations $\Pi_1, \ldots, \Pi_B$ taking values in $S_n$, independently of $\mathcal{T}_{X,Y}$. It is important to note that we can typically choose $B$ to be much smaller than $n!$ (the number of distinct permutations in $S_n$); indeed, the choice $B = 99$ is common for permutation tests. For each $b \in [B]$, we construct the null statistics

$$D_n^{(b)} := D_n^\mathcal{M}(\mathcal{T}_{X,Y}^{(\Pi_b)}).$$

Finally, we can define the p-value

$$P := \frac{1 + \sum_{b=1}^B \mathbb{1}_{D_n \leq D_n^{(b)}}}{1 + B},$$

and reject the null hypothesis if $P \leq \alpha$. Formally, this corresponds to the randomised test $\psi_\alpha \in \Psi$, given by

$$\psi_\alpha(\mathcal{T}_{X,Y}) := \mathbb{P}\left( 1 + \sum_{b=1}^B \mathbb{1}_{\mathcal{D}_n^{\mathcal{M}(\mathcal{T}_{X,Y})} \leq \mathcal{D}_n^{\mathcal{M}(\mathcal{T}_{X,Y}^{(\Pi_b)})}} \leq (1 + B)\alpha \right),$$

where the only randomness here is in the permutations $\Pi_1, \ldots, \Pi_B$. Then, on observing $\mathcal{T}_{X,Y}$, we do indeed reject $H_0$ with probability $\psi_\alpha(\mathcal{T}_{X,Y})$. Under the null hypothesis, the sequence of data sets $\mathcal{T}_{X,Y}, \mathcal{T}_{X,Y}^{(\Pi_1)}, \ldots, \mathcal{T}_{X,Y}^{(\Pi_B)}$ is exchangeable, so every ordering of the components of $(\mathcal{D}_n^{\mathcal{M}(\mathcal{T}_{X,Y})}, \mathcal{D}_n^{\mathcal{M}(\mathcal{T}_{X,Y}^{(\Pi_1)}}, \ldots, \mathcal{D}_n^{\mathcal{M}(\mathcal{T}_{X,Y}^{(\Pi_B)})})$ is equally likely if we break ties uniformly at random. In particular, the rank of $\mathcal{D}_n^{\mathcal{M}(\mathcal{T}_{X,Y})}$ among these $B + 1$ observations, which is a lower bound on the numerator in (5), is uniformly distributed on $\{1, \ldots, B + 1\}$, so $\psi_\alpha \in \Psi(\alpha)$.

A naive implementation of the test has computational complexity $O(n^4 B |\mathcal{M}|)$, due to the need to calculate fourth-order $U$-statistics. However, using an alternative representation of our test statistic inspired by Song et al. (2012), we can reduce the complexity to $O(n^2 B(|\mathcal{J}_0| + |\mathcal{K}_0|))$ when $\mathcal{M} = \mathcal{J}_0 \times \mathcal{K}_0$. See Section 7.1 for further details.

The following theorem provides a general upper bound on the minimax separation rate, and is obtained using the above test.
**THEOREM 2.** Fix $\alpha, \beta \in (0, 1)$ such that $\alpha + \beta < 1$ and let $\xi = (\theta, r, A) \in \Xi$. Then there exists $C = C(\alpha, \beta, A) > 0$ such that when $n \geq 16$, we have

$$\rho^*(n, \alpha, \beta, \xi) \leq C \inf_{M \subseteq J \times K} \max \left\{ \frac{r}{\min \{\min \{h\|h\|_2, |M|^{1/4}\}, n^{1/2}\}}, \frac{1}{n^{1/2}} \right\}. $$

An explicit upper bound showing the dependence of $C$ on its arguments is given in (29) in the proof of Theorem 2. To give a heuristic explanation of the terms in the bound in Theorem 2, observe that in order for our test to have high power, we want $\rho^2$ to dominate the sum of the bias of the test statistic and its standard deviation under the null. The first term represents this bias, which is induced by bounding the sum in (2) to indices that lie in $M$. The second term arises from bounding the variance of our $U$-statistic in terms of the symmetrised kernel $\tilde{h}$, defined formally in (16) below. More precisely, under the null, our test statistic is a degenerate $U$-statistic, that is, $\mathbb{E}[\bar{h}((x, y), (X_2, Y_2), (X_3, Y_3), (X_4, Y_4))] = 0$ for all $x \in X$, $y \in Y$, so its variance can be bounded above by a constant multiple of $n^{-2} \text{Var}[^{\bar{h}((X_1, Y_1), (X_2, Y_2), (X_3, Y_3), (X_4, Y_4))}]$. This latter expression can in turn be bounded by $\min\{\|h\|_2, |M|/n^2\}$. The final term in the maximum represents the parametric rate of convergence, and is generally unavoidable.

### 3.1. Discrete case

As a first application of Theorem 2, consider the relatively simple problem of testing independence with discrete data, where for some $J, K \in \mathbb{N} \cup \{\infty\}$ we have $X = [J]$ and $Y = [K]$ and we take $\mu_X$ and $\mu_Y$ to be the counting measures on $X$ and $Y$ respectively. For $j, x \in [J]$ and $k, y \in [K]$, we can define the basis functions $p_X^j(x) := \mathbb{1}_{\{x = j\}}$ and $p_Y^k(y) := \mathbb{1}_{\{y = k\}}$. In this case, we have $\|h\|_\infty \leq 2$ independently of $M$, and we may take $M = [J] \times [K]$ so that there is in fact no truncation and our test statistic is an unbiased estimator of $D$. Note here that, since $\mu_X$ and $\mu_Y$ are not probability measures, Theorem 1 does not apply, and we will see that no structural assumptions are necessary on the alternative hypothesis. Indeed, we take $\xi = (0_{[J] \times [K]}, 1, 1) \in \Xi$, so that our alternative hypothesis class is simply

$$\mathcal{F}_\xi(\rho) = \left\{ f \in \mathcal{F} : \sum_{j \in [J], k \in [K]} \left\{ f(j, k) - f_X(j) f_Y(k) \right\}^2 \geq \rho^2 \right\}.$$

The following result is a straightforward corollary of Theorem 2, noting that the cases where $n < 16$ can be handled using the fact that $\rho^*(n, \alpha, \beta, \xi) \leq 2^{1/2}$ for all $n$.

**COROLLARY 3.** Fix $\alpha, \beta \in (0, 1)$ such that $\alpha + \beta < 1$. Then there exists $C = C(\alpha, \beta) \in (0, \infty)$ such that

$$\rho^*(n, \alpha, \beta, \xi) \leq C n^{-1/2}. $$

This behaviour should be contrasted with that found in Diakonikolas and Kane (2016), where the strength of the dependence is measured by the $L_1$ distance rather than the $L_2$ distance, and where the minimax optimal separation rates depend on the alphabet sizes; in fact, they are given by $\Theta(\frac{J^{1/4} K^{1/4}}{n^{1/2}}) \max(1, J^{1/4}/n^{1/4}, K^{1/4}/n^{1/4})$. In fact, in this discrete setting, we can give a relatively simple, explicit form for the test. To this end, for $j \in [J]$, $k \in [K]$, let $N_{jk} := \sum_{i=1}^n \mathbb{1}_{\{x_i = j, y_i = k\}}$, let $N_{j+} := \sum_{k=1}^K N_{jk}$ and let $N_{+k} := \sum_{j=1}^J N_{jk}$. Then, omitting terms that only depend on $N_{j+}$ and $N_{+k}$ (and hence remain fixed under permutation, so are irrelevant for the test), our test statistic becomes

$$\hat{T}_n := \frac{1}{n(n-3)} \sum_{j=1}^J \sum_{k=1}^K \left( N_{jk} - \frac{N_{j+} N_{+k}}{n} \right)^2 - \frac{4}{n^2(n-2)(n-3)} \sum_{j=1}^J \sum_{k=1}^K N_{jk} N_{j+} N_{+k}. $$
Thus, the test statistic can be computed using only the contingency table counts, as opposed to the original data. Moreover, the permuted data sets may also be generated using only these counts: indeed, writing \( N_{jk}^{(1)} \) for the \((j, k)\)th cell count under an independent, uniformly random permutation of the original data, we have
\[
\mathbb{P}\left( (N_{jk}^{(1)}) = (n_{jk}) \mid T_X, Y \right) = \frac{(\prod_{j=1}^{K} N_{j+1})(\prod_{k=1}^{K} N_{+k})}{n! \prod_{j=1}^{J} \prod_{k=1}^{K} n_{jk}!},
\]
whenever \((n_{jk})\) is such that \(\sum_{k=1}^{K} n_{jk} = N_{j+} \) for all \(j \in [J]\) and \(\sum_{j=1}^{J} n_{jk} = N_{+k} \) for all \(k \in [K]\). This formula simplifies the computation of the permuted data sets, and one can sample from this distribution using Patefield’s algorithm (Patefield (1981)), which is implemented in the \(R\) function \(r2dtable\).

3.2. Sobolev and infinite-dimensional examples. To apply Theorem 2 in general, when a useful bound on \(\|h\|_\infty\) is not available, we instead control the right-hand side by controlling \(|\mathcal{M}|\). We remark that, when there exist \(j_0 \in J\) and \(k_0 \in K\) such that \(p^X_{j_0}(x) = p^Y_{k_0}(y) = 1\) for all \(x, y\), then \(a_{j_0 k} = a_{0k}, a_{j_0 k_0} = a_{j_0 \cdot}, a_{j_0 \cdot 0} = 1, a_{\cdot k_0} = 0\), so the \(j = j_0\) and \(k = k_0\) terms do not contribute to the value of \(D(\cdot)\) and \(S_j(\cdot)\) does not depend on \((\theta_{j_0 k})_{k \in K}\) or \((\theta_{j_0 \cdot})_{j \in J}\).

Thus the choice of \(\mathcal{M} \) in the definition of \(\hat{D}_n^M\) does not need to contain any \((j, k)\) with \(j = j_0\) or \(k = k_0\). For notational convenience, we will adopt the convention that, in such cases, \(\theta_{jk} = \infty\) if either \(j = j_0\) or \(k = k_0\). When \((A1)\) holds it is possible to arrange \(\{\theta_{jk} : \theta_{jk} < \infty\}\) in increasing order, so that there exists a bijection \(\omega : \mathbb{N} \to \{(j, k) : \theta_{jk} < \infty\}\) such that \(\theta_{\omega(1)} \leq \theta_{\omega(2)} \leq \cdots\). Given \(\tau \in (0, \infty)\), define
\[
m_0(\tau) := \min\{m \in \mathbb{N} : m^{1/2} \theta_{\omega(m)}^2 > \tau\}.
\]

We can now simplify the conclusion of Theorem 2 under \((A1)\).

**Corollary 4.** Fix \(\alpha, \beta \in (0, 1)\) such that \(\alpha + \beta < 1\) and let \(\xi = (\theta, r, A) \in \Xi\). Assume \((A1)\). Then there exists \(C = C(\alpha, \beta, A) > 0\) such that when \(n \geq 16\), we have
\[
(6) \quad \rho^*(n, \alpha, \beta, \xi) \leq C \inf_{m \in \mathbb{N}} \max\left\{ \frac{r}{\theta_{\omega(m)}}, \frac{m^{1/4}}{n^{1/2}} \right\} \leq \frac{C m_0^{1/4} (nr^2)}{n^{1/2}}.
\]

We now further specialise our upper bound by making a specific choice of \(J, K\) and weights \((\theta_{jk} : j \in J, k \in K\); such a choice yields a concrete upper bound on the minimax rate of independence testing for densities lying in a Sobolev space, as we illustrate in the example that follows. See Example 13 and Proposition 14 below for a discussion of optimality of this bound.

**Corollary 5.** Fix \(\alpha, \beta \in (0, 1)\) such that \(\alpha + \beta < 1\), fix \(d_X, d_Y \in \mathbb{N}\) and \(s_X, s_Y, r, A > 0\). Writing \(J = \mathbb{N}^{d_X}_{0} \), \(K = \mathbb{N}^{d_Y}_{0}\), set \(\theta_{jk} = \|j\|_{1}^{s_X} \vee \|k\|_{1}^{s_Y}\) whenever \(j \neq 0\) and \(k \neq 0\) and \(\theta_{jk} = \infty\) otherwise. Then, with \(\theta = \{\theta_{jk} : j \in J, k \in K\}\), there exists \(C = C(d_X, d_Y, \alpha, \beta, A) > 0\) such that if \(n \geq 16\) and \(nr^2 \geq 1\), then
\[
\rho^*(n, \alpha, \beta, \xi) \leq C \left( \frac{r^d}{n^{2s}} \right)^{1/(4s+d)}.
\]
where \(d := d_X + d_Y, s := d/(d_X/s_X + d_Y/s_Y)\) and \(\xi = (\theta, r, A)\).

\[\text{Corollary 5.}\]

\[\text{Fix } \alpha, \beta \in (0, 1) \text{ such that } \alpha + \beta < 1, \text{ fix } d_X, d_Y \in \mathbb{N} \text{ and } s_X, s_Y, r, A > 0. \text{ Writing } J = \mathbb{N}^{d_X}_{0}, K = \mathbb{N}^{d_Y}_{0}, \text{ set } \theta_{jk} = \|j\|_{1}^{s_X} \vee \|k\|_{1}^{s_Y} \text{ whenever } j \neq 0_{d_X} \text{ and } k \neq 0_{d_Y} \text{ and } \theta_{jk} = \infty \text{ otherwise. Then, with } \theta = \{\theta_{jk} : j \in J, k \in K\}, \text{ there exists } C = C(d_X, d_Y, \alpha, \beta, A) > 0 \text{ such that if } n \geq 16 \text{ and } nr^2 \geq 1, \text{ then}
\]
\[
\rho^*(n, \alpha, \beta, \xi) \leq C \left( \frac{r^d}{n^{2s}} \right)^{1/(4s+d)},
\]
where \(d := d_X + d_Y, s := d/(d_X/s_X + d_Y/s_Y)\) and \(\xi = (\theta, r, A)\).

\[\text{Corollary 5.}\]

\[\text{Fix } \alpha, \beta \in (0, 1) \text{ such that } \alpha + \beta < 1, \text{ fix } d_X, d_Y \in \mathbb{N} \text{ and } s_X, s_Y, r, A > 0. \text{ Writing } J = \mathbb{N}^{d_X}_{0}, K = \mathbb{N}^{d_Y}_{0}, \text{ set } \theta_{jk} = \|j\|_{1}^{s_X} \vee \|k\|_{1}^{s_Y} \text{ whenever } j \neq 0_{d_X} \text{ and } k \neq 0_{d_Y} \text{ and } \theta_{jk} = \infty \text{ otherwise. Then, with } \theta = \{\theta_{jk} : j \in J, k \in K\}, \text{ there exists } C = C(d_X, d_Y, \alpha, \beta, A) > 0 \text{ such that if } n \geq 16 \text{ and } nr^2 \geq 1, \text{ then}
\]
\[
\rho^*(n, \alpha, \beta, \xi) \leq C \left( \frac{r^d}{n^{2s}} \right)^{1/(4s+d)},
\]
where \(d := d_X + d_Y, s := d/(d_X/s_X + d_Y/s_Y)\) and \(\xi = (\theta, r, A)\).

Here and throughout, if \(\omega(m) = (j, k)\), we interpret \(\theta_{\omega(m)}\) as \(\theta_{jk}\) and \(p_{\omega(m)}\) as \(p_{jk}\).
The upper bound in Corollary 5 is obtained using our $U$-statistic permutation test. Here, $\theta_{m}(r_{1}) \asymp_{x,y,d_{x}d_{y}} m^{s/d}$, so we can balance the two terms in the maximum in Corollary 4 by taking $\mathcal{M} = \{w(1), ..., w(m)\}$ with $m \asymp_{x,y,d_{x}d_{y}} (nr^{2})^{2d/(4s+d)}$. A natural application of (a minor variant of) this corollary is to absolutely continuous data, which for simplicity we restrict to lie in $[0, 1]^{d_{x}} \times [0, 1]^{d_{y}}$. In this setting, the Fourier basis functions are an obvious choice.

\textbf{EXAMPLE 6.} Let $\mathcal{X} = [0, 1]^{d_{x}}$ and $\mathcal{Y} = [0, 1]^{d_{y}}$, equipped with $d_{x}$-dimensional Lebesgue measure $\mu_{x}$ and $d_{y}$-dimensional Lebesgue measure $\mu_{y}$, respectively. Taking $\mathcal{J} := \{(a, m) : a \in [0, 1], m \in \mathbb{N}_{0}^{d_{x}} \} \setminus \{(1, 0_{d_{x}})\}$ and $\mathcal{K} := \{(a, m) : a \in [0, 1], m \in \mathbb{N}_{0}^{d_{y}} \} \setminus \{(1, 0_{d_{y}})\}$, we can define the orthonormal Fourier basis functions\footnote{The fact that these functions form an orthonormal basis for $L^2([0, 1]^{d_{x}})$ follows from a very similar (in fact, slightly simpler) argument to that given in Lemma S4, which relates to Example 8 below. The main difference is that in this example our functions are defined on finite-dimensional spaces.} for $L^2([0, 1]^{d_{x}})$ given by

$$p_{0,0}^{X} := 1 \text{ and for } m = (m_{1}, ..., m_{d_{x}}) \neq 0_{d_{x}},$$

$$(7) \quad p_{a,m}^{X}(x_{1}, ..., x_{d_{x}}) := 2^{1/2} \text{Re} \left( e^{-a\pi i/2} \prod_{\ell=1}^{d_{x}} e^{-2\pi i m_{\ell}x_{\ell}} \right).$$

The Fourier basis functions $\{p_{a,m}^{X} : (a, m) \in \mathcal{K}\}$ for $L^2([0, 1]^{d_{y}})$ are defined similarly, but with $d_{y}$ replacing $d_{x}$. For $j = (a_{y}, m_{y}) \in \mathcal{J}$, $k = (a_{y}, m_{y}) \in \mathcal{K}$ and $s_{x}, s_{y} > 0$, we can then take $\theta_{jk} = \|m_{x}\|^{2}_{s_{x}} \vee \|m_{y}\|^{2}_{s_{y}}$, $\theta = \{\theta_{jk} : j \in \mathcal{J}, k \in \mathcal{K}\}$ and $\xi = (\theta, r_{1}, A) \in \Xi$ to conclude from Corollary 4 that $\rho^{s}(n, \alpha, \beta, \xi) \leq C(r^{d}/n^{2s})^{1/(4s+d)}$ when $n \geq 16$ and $nr^{2} \geq 1$, as in Corollary 5.

We mention here that Li and Yuan (2019) and Meynaoui et al. (2019) consider Gaussian kernel-based Hilbert–Schmidt Independence Criterion tests of independence in similar Sobolev settings to that in Example 6. Assuming the same level of Sobolev smoothness $s$ for both the joint and marginal distributions, Li and Yuan (2019) show that the critical consistency level is of order $n^{-2s/(4s+d)}$ over tests that have asymptotically nominal size. Meynaoui et al. (2019) obtain the same rate in a nonasymptotic setting and only impose smoothness conditions on the difference between the joint and marginal distributions, at the expense of restricting the smoothness $s$ to be at most 2, and having bounded null densities.

In fact, Corollary 4 also provides explicit upper bounds for certain infinite-dimensional models. Corollary 7 below illustrates this for a particular choice of $\mathcal{J}$, $\mathcal{K}$ and weights $(\theta_{jk} : j \in \mathcal{J}, k \in \mathcal{K})$.

\textbf{COROLLARY 7 (BKS(2020)).} Let $\mathbb{N}_{0}^{\infty} := \{m = (m_{1}, m_{2}, ...) \in \mathbb{N}_{0}^{d_{x}} : \sum_{\ell=1}^{\infty} \mathbb{I}_{[m_{\ell} \neq 0]} < \infty\}$, and let $\mathcal{J} = \mathcal{K} := \{(a, m) : a \in [0, 1], m \in \mathbb{N}_{0}^{\infty} \} \setminus \{(1, 0)\}$. For $m = (m_{1}, m_{2}, ...) \in \mathbb{N}_{0}^{\infty}$, write $|m| := \max_{\ell \in \mathbb{N}} \ell^{2}m_{\ell}$, and if $j = (a, m) \in \mathcal{J}$, write $|j| := |m|$. For $j \in \mathcal{J}$, $k \in \mathcal{K}$ with $|j| \wedge |k| > 0$, and $s_{x}, s_{y} > 0$, set

$$\theta_{jk} = \exp(s_{x}|j|^{1/2}) \vee \exp(s_{y}|k|^{1/2}),$$

and if either $|j| = 0$ or $|k| = 0$ then set $\theta_{jk} = \infty$. Define the increasing function $M : [0, \infty) \to [0, \infty)$ by

$$M(t) := \exp \left( \sum_{\ell=1}^{\infty} \log \left( 1 + \left| \frac{t}{\ell^{2}} \right| \right) \right) - 1.$$
and write
\[
m_{0,s_X,s_Y}(t) := \min \left\{ m \in \mathbb{N} : M \left( \frac{\log^2(t/m^{1/2})}{4X^2} \right) M \left( \frac{\log^2(t/m^{1/2})}{4Y^2} \right) < \frac{m}{4} \right\}.
\]

(i) Fix \( \alpha, \beta \in (0, 1) \) such that \( \alpha + \beta < 1 \) and fix \( r, s_X, s_Y, A > 0 \). Then, with \( \xi = (\theta, r, A) \in \Xi \) there exists \( C = C(\alpha, \beta, s_X, s_Y, A) > 0 \) such that when \( n \geq 16 \) and \( nr^2 \geq C \) we have
\[
\rho^*(n, \alpha, \beta, \xi) \leq \frac{C m_{0,s_X,s_Y}(nr^2)}{n^{1/2}}.
\]

(ii) Writing \( s := 2/(s_X^{-1} + s_Y^{-1}) \) and given \( \epsilon \in (0, 4s) \), there exists \( C' = C'(s_X, s_Y, \epsilon) > 0 \) such that when \( t \geq C' \) we have
\[
\frac{2r_0 - \epsilon}{t^{2s+\epsilon}} \leq m_{0,s_X,s_Y}(t) \leq t^{2s+\epsilon} \log(1 + t),
\]
where \( c_0 := \sum_{\ell=1}^{\infty} (\ell^{-1/2} - (\ell + 1)^{-1/2}) \log(1 + \ell) = 1.65 \ldots \).

We will see in Proposition 15 below that the rate given in the first part of Corollary 7 is optimal in regimes of \( n \) and \( r \) of interest in the context of Example 8 below. The second part of the corollary shows that, if we ignore subpolynomial factors in \( nr^2 \), then we have \( \rho^*(n, \alpha, \beta, \xi) \lesssim_{\alpha, \beta, s_X, s_Y, A} (r^{c_0}/n^2)^{1/(2s+c_0)} \). By comparison with Corollary 5, we can therefore interpret \( c_0 \) as the ‘effective dimension’ of each of \( \mathcal{X} \) and \( \mathcal{Y} \), when \( \theta \) is selected in this way.

**Example 8.** As an application of Corollary 7, consider the infinite-dimensional setting where \( \mathcal{X} = \mathcal{Y} = [0, 1]^\mathbb{N} := \{(x_1, x_2, \ldots) : x_\ell \in [0, 1] \text{ for all } \ell \in \mathbb{N}\} \), equipped with the Borel \( \sigma \)-algebra in the product topology, and where \( \mu_X = \mu_Y \) is the distribution of an infinite sequence \((U_1, U_2, \ldots) \) of \text{Unif}[0, 1] random variables. It follows from an application of the Stone–Weierstrass theorem (see Lemma S4) that an orthonormal basis for \( L^2(\mu_X) \) is then given by \( \{ p_{a,m}^X(\cdot) : (a, m) \in J \} \), where \( p_{0,0}^X := 1 \) and for \( m \neq 0 \in \mathbb{N} \),
\[
p_{a,m}^X(x_1, x_2, \ldots) := 2^{1/2} \Re \left( e^{-a \pi i/2} \prod_{\ell=1}^{\infty} e^{-2\pi i m x_\ell} \right).
\]
We may take the same basis for \( L^2(\mu_Y) \), so that \( p_{a,m}^Y = p_{a,m}^X \) for all \( a \in [0, 1] \) and \( m \in \mathbb{N}_0^\infty \). Then Corollary 7 provides an upper bound on the minimax separation rate of independence testing in this example.

**4. Adaptation.** The practical implementation of our USP tests requires a choice of the truncation set \( \mathcal{M} \). The optimal choice of \( \mathcal{M} \), which yields the separation rates described in the previous section, typically depends on both \( \theta \) and \( r \), which may be unknown in practice. In this section, we therefore describe adaptive versions of our tests, that do not require knowledge of any unknown parameters and whose minimax risk can be shown in many cases to be only slightly inflated compared with the optimal tests. Our initial setting is rather general, but assumes that \( J \times K \) has an ordering that is respected by every \( \theta \) considered. Since this assumption does not hold in the setting of Corollary 5 unless \( s_X = s_Y \) (as the relative magnitudes of \( s_X \) and \( s_Y \) affect the ordering of \( \theta \) ), we also illustrate the way in which this assumption can be relaxed, so that it remains possible to adapt to both of the unknown parameters separately in this Sobolev example.

To describe this initial setting, let \( \omega : \mathbb{N} \rightarrow J \times K \) be injective, and, for a given \( \theta_0 > 0 \), let \( \Theta(\omega, \theta_0) \subseteq [0, \infty)^{J \times K} \) denote the set of all \( \theta = (\theta_{jk})_{j \in J, k \in K} \) such that \( \omega \) is a bijection from \( \mathbb{N} \) to \( \{(j, k) \in J \times K : \theta_{jk} < \infty \} \) and
\[
\theta_0 \leq \theta_{\omega(1)} \leq \theta_{\omega(2)} \leq \cdots.
\]
Here, $\omega$ denotes an ordering of $J \times K$ that ranks the importance of departures from independence in each direction. In our Sobolev example with $s_X = s_Y$, we could take $\omega$ to be any ordering of $(\mathbb{N}^{d_X}_0 \setminus \{0_{(d_X)}\}) \times (\mathbb{N}^{d_Y}_0 \setminus \{0_{(d_Y)}\})$ such that, writing $(j_m, k_m) := \omega(m)$, we have that $\max(||j_1||_1, ||k_1||_1) \leq \max(||j_2||_1, ||k_2||_1) \leq \cdots$. Taking $\gamma := \lceil 2 \log_2 n \rceil$, let $K_* := \{2^j : j \in [\gamma]\}$. Our adaptive procedure can now be described as follows. Given a desired Type II error probability $\beta \in (0, 1 - \alpha)$, for each $m \in K_*$, carry out the permutation test from Section 3 with $\mathcal{M} = \{\omega(1), \ldots, \omega(m)\}$ and $B \geq 2(\frac{\gamma}{d} - 1)$ to yield $p$-values $p^{(1)}, \ldots, p^{(\gamma)}$. If $\min_{i \in [\gamma]} p^{(i)} < \alpha/\gamma$, then we reject $H_0$. As we have applied a standard Bonferroni correction, the Type I error of this omnibus test is controlled at the level $\alpha$. The following result concerns its power.

**Proposition 9.** Let $\omega$ and $\theta_0 > 0$ be as above, and suppose that $\alpha \in (0, 1), \beta \in (0, 1 - \alpha), R_0 > 0$ and $A \geq 1$. Assume further that $f \in \mathcal{F}_0(\rho)$ for some $\xi = (\theta, r, A) \in \Xi$ with $\theta \in \Theta(\omega, \theta_0)$ and $r \in (0, R_0)$. Then there exists $C = C(\alpha, \beta, R_0, \theta_0, A) > 0$ such that we reject $H_0$ with probability at least $1 - \beta$ whenever $n \geq C$ and

$$\rho \geq C \max \left\{ \frac{\log^{1/4} n}{n^{1/2}} m_0^{1/4} \left( \frac{nr^2}{\log^{1/2} n} \right), \frac{\log^{1/2} n}{n^{1/2}} \right\}.$$

Comparing this result with the upper bound on the optimal separation in Corollary 4, we see that the price we pay for adaptation is that our effective sample size is reduced from $n$ to $n/\log^{1/2} n$, at least provided that $m_0(nr^2/\log^{1/2} n) \gtrsim \log n$.

As mentioned above, in some applications, the set $J \times K$ will not be naturally ordered. Nevertheless, it may be the case that $J$ and $K$ are ordered separately, and in these cases it is still possible to adapt to unknown parameters. Consider the setting of Corollary 5, and define $\gamma_X := \lceil (2/d_X) \log_2 n \rceil$ and $K_X := \{2^j : j \in [\gamma_X]\}$ (with $\gamma_Y$ and $K_Y$ defined similarly). Similarly to before, given a desired Type II error probability $\beta \in (0, 1 - \alpha)$, for each $(m_X, m_Y) \in K_X \times K_Y$, carry out the permutation test from Section 3 with $\mathcal{M} = \mathcal{M}_{m_X, m_Y} = \{(j, k) \in \mathbb{N}^{d_X}_0 \times \mathbb{N}^{d_Y}_0 : 1 \leq \|j\|_1 \leq m_X, 1 \leq \|k\|_1 \leq m_Y\}$ and $B \geq 2(\frac{\gamma_X \gamma_Y}{d} - 1)$ to yield $p$-values $\{p^{(m_X m_Y)} : (m_X, m_Y) \in K_X \times K_Y\}$. This test again controls the Type I error at level $\alpha$, and the following result shows that the critical separation radius is inflated by at most a logarithmic factor in $n$.

**Proposition 10.** Assume the setting of Corollary 5. Given $R_0 > 0$, suppose that $r \leq R_0$. Then there exists $C = C(\alpha, \beta, R_0, s_X, s_Y, d_X, d_Y, A) > 0$ such that we reject $H_0$ with probability at least $1 - \beta$ whenever $n \geq C$ and

$$\rho \geq C \left\{ \frac{r^d}{(n/\log n)^{2s}} \right\}^{1/(4s + d)}.$$

We note that a similar procedure could be applied in the setting of Corollary 7 to obtain an adaptive test there, too. Finally, in this section, we remark that in a more restricted setting it may be possible to improve the log $n$ dependence to log log $n$ dependence using the very recent concentration results of Kim, Balakrishnan and Wasserman (2020).

5. Lower bounds. The goal of this section is to provide lower bounds to allow us to study the optimality of our USP test in different contexts. Slightly more precisely, we wish to determine the maximal departure from independence (measured in terms of our quantity $D(\cdot)$) that no valid independence test could reliably detect; equivalently, we seek the minimal separation level at which a valid independence test could have nontrivial power, uniformly
over the alternatives in our classes. To this end, we first prove a general lemma (Lemma 11 below), and then illustrate how it can be applied in different settings of interest.

Our lower bound results actually apply to a weaker notion of minimax risk, and will hold in settings where our base measures on $\mathcal{X}$ and $\mathcal{Y}$ are probability measures, and where our orthonormal bases contain the constant function 1, so that there exist $j_0 \in \mathcal{J}$ and $k_0 \in \mathcal{K}$ such that $p_{j_0}^X(x) = 1$ and $p_{k_0}^Y(y) = 1$ for all $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. Define

$$\tilde{R}(n, \xi, \rho) := \inf_{\psi \in \Psi(1)} \left\{ \mathbb{E}_{p_{j_0}^X} (\psi) + \sup_{f \in \mathcal{F}_\rho} \mathbb{E}_f (1 - \psi) \right\},$$

which only controls the sum of the error probabilities, and only considers a simple null, and further define

$$\tilde{\rho}^*(n, \gamma, \xi) := \inf \{ \rho > 0 : \tilde{R}(n, \xi, \rho) \leq \gamma \}.$$

Then, for any $n \in \mathbb{N}$, $\xi \in \Xi$, $\alpha, \beta \in (0, 1)$ with $\alpha + \beta < 1$, and $\rho \in (0, \infty)$, we have that $\tilde{R}(n, \xi, \rho) \leq \tilde{R}(n, \alpha, \xi, \rho)$ and, therefore, also that $\tilde{\rho}^*(n, \alpha + \beta, \xi) \leq \tilde{\rho}^*(n, \alpha, \beta, \xi)$. When our upper and lower bounds match, in terms of the separation rates, the problems of independence testing with simple and composite nulls are equivalent, and we have the same rates of convergence if we control the sum of error probabilities or if we control the error probabilities separately.

We are now in a position to state our main, general lower bound lemma. Recall that a Rademacher random variable $\xi$ takes values 1 and $-1$, each with probability 1/2.

**Lemma 11.** Suppose that $\mu_X$ and $\mu_Y$ are probability measures and that there exist $j_0 \in \mathcal{J}$ and $k_0 \in \mathcal{K}$ such that $p_{j_0}^X(x) = p_{k_0}^Y(y) = 1$ for all $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. Let $(a_{jk})_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}}$ be a deterministic square-summable array of real numbers, let $(\xi_{jk})_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}}$ be an independent and identically distributed array of Rademacher random variables, and define a random element of $L^2(\mu)$ by

$$p := p_{j_0} + \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk} \xi_{jk} p_{jk}.$$

Assume $\{p \in \mathcal{F}\}$ is an event, and define $f$ to be a random element of $\mathcal{F}$ that has the same distribution as $p \mid \{p \in \mathcal{F}\}$. Writing $\mathbb{E}_{p_{\otimes n}}$ for the resulting mixture distribution on $(\mathcal{X} \times \mathcal{Y})^n$ and $\mathbb{E}_{p_{j_0} p_{k_0}^{\otimes n}}$ for the distribution on $\mathcal{X} \times \mathcal{Y}$ with density $p_{j_0} p_{k_0}^{\otimes n}$, we have that

$$d_{TV}(\mathbb{E}_{p_{\otimes n}} f, \mathbb{E}_{p_{j_0} p_{k_0}^{\otimes n}} f) \leq \frac{\exp \left( \frac{(n+1)^2}{2} \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^4 \right)}{4 \mathbb{P}(p \in \mathcal{F})^2} = 1 - \frac{1}{4}.$$

Suppose that the $f$ defined in Lemma 11 takes values in $\mathcal{F}_\rho(p)$ with probability one. Then we have that

$$\tilde{R}(n, \xi, \rho) \geq \inf_{\psi \in \Psi(1)} \left\{ \mathbb{E}_{p_{j_0}^X} (\psi) + \mathbb{E}_{p_{\otimes n}} (1 - \psi) \right\} \geq 1 - d_{TV}(\mathbb{E}_{p_{\otimes n}} f, \mathbb{E}_{p_{j_0} p_{k_0}^{\otimes n}} f),$$

which reduces the problem of finding lower bounds for the minimax risk $\tilde{R}(n, \xi, \rho)$ to the choice of an appropriate separation $\rho$ and prior distribution over $\mathcal{F}_\rho(p)$.

The main challenge in applying Lemma 11 is in finding a suitable upper bound for $\mathbb{P}(p \not\in \mathcal{F})$. Provided $\tilde{p} := \sup_{j \in \mathcal{J}, k \in \mathcal{K}} \|p_{jk}\|_\infty < \infty$, we can ensure that $\mathbb{P}(p \not\in \mathcal{F}) = 0$ by simply imposing the constraint that $\sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} |a_{jk}| \leq 1/\tilde{p}$. If we do this then, we can prove the lower bound in Theorem 12 below.
THEOREM 12. Suppose that $\mu_X$ and $\mu_Y$ are probability measures and that there exist $j_0 \in J$ and $k_0 \in K$ such that $p^X_{j_0}(x) = p^Y_{k_0}(y) = 1$ for all $x \in X$ and $y \in Y$. Assume that $\tilde{p} < \infty$, and fix $\gamma \in (0, 1)$ and $\xi = (\theta, r, A) \in \Xi$ such that (A1) holds. Then there exists $c = c(\gamma, A) \in (0, \infty)$ such that

$$\bar{p}^*(n, \gamma, \xi) \geq c \sup_{m \in \mathbb{N}} \left( \frac{r}{\theta \omega(m)} \right) \left( \frac{m^{1/4}}{n^{1/2}} \right) \left( \frac{1}{\tilde{p}} \right).$$

Thinking of $\gamma = \alpha + \beta$, this lower bound matches the upper bound in Theorem 2 in certain cases, up to terms depending only on $\alpha$, $\beta$ and $A$, as we now explain. Suppose that $nr^2 \geq \theta^2$, which means that $m_0(nr^2) \geq 2$, so we only rule out the case where the sample size is so small that the optimal truncation level is to include only one basis function. Suppose further that $m_0(nr^2) \leq Cn^{2/3} / \tilde{p}^{4/3}$ for some $C = C(\alpha, \beta, A)$, which amounts to asking that the optimal truncation level does not grow too fast, or equivalently, that our alternatives are not too rough. Then

$$\sup_{m \in \mathbb{N}} \left( \frac{r}{\theta \omega(m)} \right) \left( \frac{m^{1/4}}{n^{1/2}} \right) \left( \frac{1}{\tilde{p}} \right) \geq \min \left( \frac{m_0(nr^2) - 1}{n^{1/2}}, \frac{1}{\tilde{p}} \right) \geq \frac{m_0(nr^2)^{1/4}}{n^{1/2}} \min(2^{-1/4}, C^{-3/4}).$$

A comparison of Corollary 4 and (9) allows us to conclude that our $U$-statistic permutation test attains the minimax optimal separation rate in wide generality (i.e., with few restrictions on the underlying spaces and the sequence $\theta$), provided that $nr^2$ is sufficiently large and $m_0(nr^2) \leq Cn^{2/3} / \tilde{p}^{4/3}$. The following example illustrates this latter condition in a specific case.

EXAMPLE 13. Write $\zeta = (s_X, s_Y, d_X, d_Y, \alpha, \beta, A)$. In our $d$-dimensional Sobolev setting of Example 6, when $t \geq 1$, we have $m_0(t) \asymp t^{2d/(4s+d)}$, and hence when $n^{2s-d} \geq \zeta r^{3d}$, we have that $m_0(nr^2) \leq n^{2/3}$. Since we may take $\tilde{p} = 2^{1/2}$, it therefore follows that when $nr^2 \geq 1$ and $n^{2s-d} \geq \zeta r^{3d}$, the lower bound (9) holds and this matches the upper bound from Corollary 4.

Despite the attractive conclusions that can be drawn from Theorem 12, it remains desirable to weaken further the smoothness requirements on our alternatives. It turns out that in certain settings, we can use empirical process techniques to lower bound the $\mathbb{P}(p \in \mathcal{F})$ term in Lemma 11 without a bound on $\sum_{j \in J \setminus \{j_0\}, k \in K \setminus \{k_0\}} |a_{jk}|$. This allows us to substantially widen the range of smoothnesses under which our upper and lower bounds match. We first illustrate this approach in our Sobolev example.

PROPOSITION 14. In the context of Example 6, fix $\gamma \in (0, 1)$. Then there exist $c_1, c_2 \in (0, \infty)$, each depending only on $d_X, d_Y, \gamma, s_X, s_Y$ and $A$, such that if $nr^2 \geq 2$ and $(r^d/n^{2s})^{1/(4s+d)} \leq c_1 / \log^{1/2}(nr^2)$, then

$$\bar{p}^*(n, \gamma, \xi) \geq c_2 \left( \frac{r^d}{n^{2s}} \right)^{1/(4s+d)}.$$

Thus, the lower bound of Proposition 14 matches the upper bound of Example 6 when $(r^d/n^{2s})^{1/(4s+d)} \leq c_1 / \log^{1/2}(nr^2)$, or equivalently when $m_0(nr^2) \leq \zeta n^2 / \log^2(nr^2)$. This condition is rather weak, and holds whenever the minimax separation rate is polynomially decreasing in $r^d/n^{2s}$. Compared with Example 13, Proposition 14 extends the parameter regime over which the lower bound on the minimax separation rate for independence testing
matches the upper bound of Example 6, by also covering lower smoothness cases where \( n^{2s-d} \ll r^3d \).

We remark that Proposition 14 generalises to more abstract settings. Assume that \( \mathcal{X} \) and \( \mathcal{Y} \) are equipped with metrics \( \tau_X \) and \( \tau_Y \), respectively, and write \( H(\cdot, \mathcal{X}) \) and \( H(\cdot, \mathcal{Y}) \) for the corresponding metric entropies. Suppose that there exist \( \kappa_1, \kappa_2 \geq 0 \) and functions \( \ell_1, \ell_2 : (0, \infty) \to (0, \infty) \) that are slowly varying at infinity such that \( \lambda(u, \mathcal{X}) = u^{-2\kappa_1} \ell_1(1/u) \) and \( \lambda(u, \mathcal{Y}) = u^{-2\kappa_2} \ell_2(1/u) \); thus, if \( \mathcal{X} = [0, 1]^{d_X} \), then we may take \( \kappa_1 = 0 \) and \( \ell_1(u) = d_X \log u \). Suppose further that there exist \( \alpha_1, \alpha_2, \beta_1, \beta_2 > 0 \) such that

\[
|p_{jk}(x, y) - p_{jk}(x’, y’)| \lesssim_{\xi} \|j\|_1^{\alpha_1} \tau_X(x, x’)^{\beta_1} + \|k\|_1^{\alpha_2} \tau_Y(y, y’)^{\beta_2}
\]

for all \( x, x’ \in \mathcal{X}, y, y’ \in \mathcal{Y}, j \in J, k \in K \), where \( \xi \) does not depend on \( n, r, x, x’, y, y’, j, k \). In our Sobolev example, then we may take \( \alpha_1 = \alpha_2 = \beta_1 = \beta_2 = 1 \). Finally, assume that \( \bar{\rho} < \infty \). Then, taking \( \xi = (\theta, r, A) \in \Xi \) and \( \gamma \in (0, 1) \), writing \( \gamma_1 := \kappa_1 / (\gamma_1(s_X/\alpha_1) / \gamma_1) \) and \( \gamma_2 := \kappa_2 / (\gamma_2(s_Y/\alpha_2) / \gamma_2) \), and setting \( s = d(x, x + dY/sY)^{-1} \), similar calculations to those in the proof of Proposition 14 reveal that

\[
\bar{\rho}^*(n, \gamma, \xi) \gtrsim_{\xi} \left( \frac{r^d}{n^{2s}} \right)^{1/(4s+d)}
\]

whenever \( \max(\gamma_1, \gamma_2) < 1 \) and \( r \lesssim_{\xi, \epsilon} \min(n^{2s/(d+4s\gamma_1)}-\epsilon, n^{2s/(d+4s\gamma_2)}-\epsilon) \) for some \( \epsilon > 0 \). Thus, we match the upper bound of Corollary 5 even in this more general setting.

Our final lower bound applies similar empirical process techniques to show that the rate found by applying the first part of Corollary 7 to Example 8 for our infinite-dimensional example is optimal in certain regimes of \( (n, r) \).

**Proposition 15 (BKS(2020)).** Let \( \mathcal{X}, \mathcal{Y}, \mu_X, \mu_Y, (p_{jk}), J \) and \( K \) be as in Corollary 7 and Example 8. Fix \( \alpha, \beta \in (0, 1) \) such that \( \alpha + \beta < 1 \) and \( r, s_X, s_Y, A > 0 \). For each \( j \in J, k \in K \), let \( \theta_{jk} = \exp(s_X|j|^{1/2}) \vee \exp(s_Y|k|^{1/2}) \), and let \( \xi = (\theta, r, A) \in \Xi \). Recalling the definitions of \( s \) and \( c_0 \) from Corollary 7, suppose that \( r^2 \leq n^{s/(s+c_0) - \epsilon} \) for some \( \epsilon > 0 \). Then there exist \( C = C(\alpha, \beta, s_X, s_Y, A, \epsilon) > 0 \) and \( C’ = C’(\alpha, \beta, s_X, s_Y, A, \epsilon) > 0 \) such that when \( \min(n, nr^2) \geq C’ \) we have

\[
\rho^*(n, \alpha, \beta, \xi) \geq \frac{C_m^{1/4}_{0,s_X,s_Y} (nr^2)}{n^{1/2}}.
\]

**6. Power function.** In this section, we provide an approximation to the power function of our USP test from Section 3. For simplicity of exposition, we will restrict attention to the case where the \( \mathcal{X} = \mathcal{Y} = [0, 1] \), and work with the Fourier basis (7) with respect to the respective Lebesgue base measures \( \mu_X \) and \( \mu_Y \). Recall that in this case, \( J = K = \{0, 1 \times \mathbb{N}_0 \} \setminus \{(1, 0)\} \). We will consider test statistics \( D_n \) with

\[
\mathcal{M} = \{(0, 1] \times \mathbb{N}_0 \} \times \{(0, 1] \times \mathbb{N}_0 \}
\]

for a tuning parameter \( M \in \mathbb{N} \) which will typically be large so that \( \hat{D}_n \) is approximately normally distributed. When \( M \) is large and the dependence between \( X \) and \( Y \) is weak, we will see that the variance of \( \hat{D}_n \) can be approximately expressed in terms of

\[
\sigma_{M,X}^2 \equiv \sigma_{M,X}^2(f) := 2M + 1 + \sum_{m=1}^{2M} (2M + 1 - m) \{a_{0,m} \circ (f)^2 + a_{1,m} \circ (f)^2\}
\]

\[
\ll M \|fX\|_{L^2(\mu_X)}^2
\]
as \( M \to \infty \), and the corresponding quantity \( \sigma^2_{M,Y} \), in which \( f_X \) and \( \mu_X \) above are replaced with \( f_Y \) and \( \mu_Y \), respectively, and \( a_{j*}(f) \) for \( j \in \mathcal{J} \) is replaced with \( a_{k*}(f) \) for \( k \in \mathcal{K} \).

Define \( A_{M,X} \equiv A_{M,X}(f) := 1 + \sum_{m=1}^{2M} (|a_{(0,m)*}(f)| + |a_{(1,m)*}(f)|) \), with the corresponding definition of \( A_{M,Y} \). We will see that the quantities \( A_{M,X} \) and \( A_{M,Y} \), which when \( f \in \mathcal{F} \) are both \( o(M^{1/2}) \) as \( M \to \infty \) by Lemma S5 in the supplement, will play a role in controlling the normal approximation error of our test statistic and the corresponding null statistics.

**Theorem 16 (BKS(2020)).** In the above setting, let \( f \in \mathcal{F} \) with \( \|f\|_\infty < \infty \), let \( \alpha \in (0,1) \) and let \( B \in \mathbb{N} \). Write

\[
\Delta_f := \left( n \right)^{1/2} \sum_{(j,k) \in \mathcal{M}} \left( a_{jk}(f) - a_{j*}(f) a_{k*}(f) \right)^2 \sigma_{M,X} \sigma_{M,Y}
\]

and, with \( s = \lceil \alpha(B + 1) \rceil - 1 \), let \( B_{B-s,s+1} \sim \text{Beta}(B-s, s+1) \). Let

\[
\delta_* := \max \left\{ \frac{\Delta_f^{1/2}}{M^{1/2}}, \frac{1}{M^{1/2}}, D(f)^{1/4}, \left( \frac{M^2}{n} \right)^{1/2} \frac{A_{M,X} A_{M,Y}}{M} \right\}.
\]

Then there exists \( C = C(\|f\|_\infty, \alpha) > 0 \) such that the p-value \( P \) in (5) satisfies

\[
\left| \mathbb{P}_f(P \leq \alpha) - \mathbb{E} \Phi(\Phi^{-1}(B_{B-s,s+1}) - \Delta_f) \right| \leq C \min \{ B^{4/3}\delta_*, (B^{-1/3} \vee \delta_*^{1/3}) \}.
\]

To understand the implications of this theorem, first consider the case where the null hypothesis holds, so that \( \Delta_f = 0 \), and further assume for simplicity that \( \alpha(B + 1) \) is an integer. Then the conclusion states that

\[
\left| \mathbb{P}_f(P \leq \alpha) - \alpha \right| \leq C \min \{ B^{4/3}\delta_*, (B^{-1/3} \vee \delta_*^{1/3}) \},
\]

though in fact, we already know that \( \mathbb{P}_f(P \leq \alpha) = \alpha \) in this special case. More generally, Theorem 16 provides an approximation to the local power of our test when \( D(f) \) is small and both \( n \) and \( M \) are large, with \( M^2/n \) small. It could be used by practitioners to guide the choice of \( B \) in cases where computation is expensive: given an anticipated effect size \( \Delta_f \), one can compare \( \mathbb{E} \Phi(\Phi^{-1}(B_{B-s,s+1}) - \Delta_f) \) to \( \Phi(\Phi^{-1}(1-\alpha) - \Delta_f) \) to understand the trade-off between computation and power. Note also that \( \Phi(\Phi^{-1}(1-\alpha) - \Delta_f) \) is the limiting power of the oracle test that has access to the marginal distributions.

To illustrate Theorem 16, we conducted some simulations to verify the accuracy of the approximate power function. For a parameter \( \rho \in [0,1/2] \), we considered independent copies of pairs \((X, Y)\) with density function

\[
f_\rho(x, y) = 1 + 2\rho \sin(2\pi x) \sin(2\pi y)
\]

for \( x, y \in [0,1] \), so that, marginally, \( X, Y \sim U[0,1] \). For these densities, we have \( D(f_\rho) = \rho^2 \) and \( \sigma^2_{M,X} = \sigma^2_{M,Y} = 2M + 1 \). In our simulations, we take \( n = 300, M = 7, B = 99 \) and \( \alpha = 0.1 \) so that

\[
\Delta_{f_\rho} = \left( \frac{300}{2} \right)^{1/2} \rho^2/15 = \rho^2 \times 14.1 \ldots
\]

Figure 1 plots the theoretical approximate power function, given by \( \mathbb{E} \Phi(\Phi^{-1}(B_{B-s,s+1}) - \Delta_f) \), and the empirical power function, which was computed by averaging over 700 independent repetitions of the experiment for each value of \( \rho \). The simulations reveal a good agreement between our approximations and empirical performance.

The proof of Theorem 16 uses careful bounds for the error in normal approximations to degenerate \( U \)-statistics, as well as corresponding bounds in the case where the \( U \)-statistic is computed on a permuted data set. In the unpermuted case, such bounds have been well
studied, inspired by the work of Hall (1984) and de Jong (1990), who established asymptotic normality results for degenerate $U$-statistics. This is interesting because, in the classical theory, the asymptotic distribution of a degenerate $U$-statistic of order 2, for a fixed $h$, is given by a weighted infinite sum of independent chi-squared random variables (e.g., Serfling ((1980), page 194)). Indeed, from the form of the first term on the right-hand side of (11) below, it is not clear that a normal approximation error will be small. However, if we allow $h$ to depend on the sample size $n$, then the weights in the infinite sum may become more diffuse, so that a normal approximation may be more appropriate. In our setting, the truncation set $\mathcal{M}$ will typically depend on $n$, in which case we are in a situation where the $U$-statistic kernel depends on the sample size. Rinott and Rotar (1997) derived error bounds in the normal approximation with respect to classes of probability integral metrics that include the Kolmogorov distance. Döbler and Peccati (2017, 2019) extended these results in two directions, first by working with multivariate $U$-statistics, and second by controlling the normal approximation error in the $L_1$-Wasserstein distance. We present a consequence of Döbler and Peccati (2019), Theorem 3.3) below, because it will help to contextualise our (new) error bound in the permuted case, which appears as Proposition 18.

**Proposition 17** (Döbler and Peccati (2019), Theorem 3.3). For $n \geq 2$, let $Z_1, \ldots, Z_n$ be independent and identically distributed random elements in a measurable space $\mathcal{Z}$, and let $h : \mathcal{Z} \times \mathcal{Z} \to \mathbb{R}$ be a symmetric measurable function that satisfies $\mathbb{E}h(z, Z_1) = 0$ for all $z \in \mathcal{Z}$ and $\mathbb{E}\{h(Z_1, Z_2)^2\} = 1$. Write $g(x, y) := \mathbb{E}\{h(x, Z_1)h(y, Z_1)\}$ and $U := \frac{1}{2n(n-1)/2} \sum_{i \in \mathcal{Z}_2} h(Z_{i_1}, Z_{i_2})$. With $W \sim N(0, 1)$, there exists a universal constant $C > 0$ such that for $n \geq 2$ we have

$$d_W(U, W) \leq C \max \left[ \frac{\mathbb{E}^{1/2}\{h^4(Z_1, Z_2)\}}{n^{1/2}}, \mathbb{E}^{1/2}\{g^2(Z_1, Z_2)\} \right].$$

As mentioned above, Proposition 18 below extends Proposition 17 to the case of a permuted data set and, therefore, provides a useful stepping stone for analysing the power properties of permutation tests based on degenerate $U$-statistics.
than might initially appear to be the case.

First, however, we show how our test statistic can be computed much more efficiently than in earlier work. In Proposition 16, we presented a bound on the power of the USP test, comparing it with alternative approaches where appropriate. We consider discrete, absolutely continuous and infinite-dimensional settings, following the main examples given earlier. First, however, we show how our test statistic can be computed much more efficiently than might initially appear to be the case.

In this section, we examine the empirical performance of our USP test, comparing it with alternative approaches where appropriate. We consider discrete, absolutely continuous and infinite-dimensional settings, following the main examples given earlier. First, however, we show how our test statistic can be computed much more efficiently than might initially appear to be the case.

Comparing the bounds in Propositions 17 and 18, we see three differences caused by the computational trick introduced in Section 7.1. Our test statistic \( \hat{D} \) can be rewritten similarly to the test statistics in Song et al. (2012) to allow for quicker computation, in the case that \( \mathcal{J}_0 \subseteq \mathcal{J} \) and \( \mathcal{K}_0 \subseteq \mathcal{K} \). Define matrices \( J = (J_{i_1i_2})_{i_1,i_2=1}^n \) and \( K = (K_{i_1i_2})_{i_1,i_2=1}^n \) by

\[
J_{i_1i_2} := \sum_{j \in \mathcal{J}_0} p_j^X(X_{i_1}) p_j^Y(X_{i_2}) \quad \text{and} \quad K_{i_1i_2} := \sum_{k \in \mathcal{K}_0} p_k^Y(Y_{i_1}) p_k^Y(Y_{i_2}),
\]

and let \( \tilde{J} \) and \( \tilde{K} \) be the corresponding matrices with the diagonal entries set to zero. Then, writing \( \mathbf{1} \in \mathbb{R}^n \) for the all-ones vector, we have that

\[
\hat{D}_n = \frac{1}{n(n-1)} \sum_{(i_1,i_2) \in \mathcal{I}_2} J_{i_1i_2} K_{i_1i_2} - \frac{2}{n(n-1)(n-2)} \sum_{(i_1,i_2,i_3) \in \mathcal{I}_3} J_{i_1i_2} K_{i_1i_3} + \frac{1}{n(n-1)(n-2)(n-3)} \sum_{(i_1,i_2,i_3,i_4) \in \mathcal{I}_4} J_{i_1i_3} K_{i_2i_4}
\]
that the chi-squared quantile version of Pearson’s test is anticonservative there. Versions of Pearson’s test, particularly in the first example, which is especially striking given Type I error at the nominal level. In both cases, our USP test has greater power than both that employed for our USP test. The advantage of the second approach is that it controls the freedom; the second computes the critical value using a permutation procedure similarly to test the \( (J, K) \) corresponding to the more usual practice in applications, uses as a critical value for the first case, only the summands in \( D(f) \) corresponding to \( (j, k) \in \{1, 2\} \times \{1, 2\} \) are nonzero, whereas in the second example, all summands are nonzero.

Figure 2 plots estimates, computed as sample averages over 10,000 repetitions, of the power of our USP test as a function of \( \epsilon \) in the two examples, with \( n = 100 \) in Figure 2(a) and \( n = 50 \) in Figure 2(b). In both cases, we set \( \alpha = 0.05 \) and \( B = 99 \). For comparison, we also plot corresponding power estimates for two versions of Pearson’s chi-squared test. The first, corresponding to the more usual practice in applications, uses as a critical value using a permutation procedure similarly to that employed for our USP test. The advantage of the second approach is that it controls the Type I error at the nominal level. In both cases, our USP test has greater power than both versions of Pearson’s test, particularly in the first example, which is especially striking given that the chi-squared quantile version of Pearson’s test is anticonservative there.

7.2. Discrete settings. Here, we study two different examples, to illustrate the effects of sparse and dense dependence. The first is a \( 6 \times 6 \) contingency table, so that \( J = K = 6 \), where the cell probabilities are of the form

\[
f(j, k) = \frac{2^{-(j+k)}}{(1-2^{-J})(1-2^{-K})} + \epsilon(\mathbb{1}_{j=k=1} + \mathbb{1}_{j=k=2}) - \epsilon(\mathbb{1}_{j=1, k=2} + \mathbb{1}_{j=2, k=1}),
\]

for \( j, k \in \{1, 2\} \). Here, \( \epsilon \geq 0 \) measures the strength of the dependence; in fact, \( D(f) = 4\epsilon^2 \). Our second example has \( J = K = 8 \) and cell probabilities of the form

\[
f(j, k) = \frac{1}{JK} + (-1)^{j+k-1}\epsilon,
\]

for which \( D(f) = JK\epsilon^2 \). Thus, the main difference between the examples is in the number of cells affected by the perturbation: in the first case, only the summands in \( D(f) \) corresponding to \( (j, k) \in \{1, 2\} \times \{1, 2\} \) are nonzero, whereas in the second example, all summands are nonzero.

From this final expression, we can see that \( \hat{D}_n \) can be computed in \( O(n^2(|J_0| + |K_0|)) \) operations, with the most time-consuming part being the computation of the matrices \( \hat{J} \) and \( \hat{K} \).

7.3. Sobolev example. In this subsection, we consider a setting originally studied by Sejdinovic et al. (2013). For \( \omega \in \mathbb{N} \) and \( (x, y) \in [0, 1]^2 \), define the density function

\[
f_\omega(x, y) = 1 + \sin(2\pi \omega x) \sin(2\pi \omega y).
\]
FIG. 2. Estimated power functions in the two discrete settings for our $U$-statistic permutation test (black), as well as Pearson’s chi-squared test with chi-squared quantile (red) and quantile obtained from permutations (green). Error bars show three standard errors; other parameters: $\alpha = 0.05$, $B = 99$, $n = 100$ (left), $n = 50$ (right).

Berrett and Samworth (2019) also consider this family of densities, and explain why it becomes increasingly difficult to detect the dependence as $\omega$ increases, despite the fact that the mutual information does not depend on $\omega$. In fact, we also have $D(f_\omega) = 1/4$ for every $\omega \in \mathbb{N}$, so this measure of dependence does not depend on $\omega$ either.

In Figure 3, we plot estimates of the power of our USP test, computed over 2000 repetitions with $n = 100, 200$. The choice of $M$ is made as in Section 6, with $M = 2, 4$. As alternative approaches, we also study the HSIC test of Gretton et al. (2005), which is implemented in the R package dHSIC (Pfister and Peters (2017)), the MINTav test of Berrett and Samworth (2019), implemented in the R package IndepTest (Berrett, Grose and Samworth (2018)) with $k \in [5]$, a test based on the empirical copula process described by Kojadinovic and Holmes (2009) and implemented in the R package copula (Hofert et al. (2017)) and a test based on distance covariance implemented in the R package energy (Rizzo and Szekely (2017)). For these comparison methods, we used the default tuning parameter values recom-
mended by the corresponding authors. The fact that the departures in this example are aligned with a single basis function for each choice of $\omega$ means that the power of our USP test is constant for $\omega \leq M$, and it performs extremely well in these cases. Once $\omega$ exceeds $M$, the test has no better than nominal power, as expected. Thus, $M$ determines the number of directions of departure from independence that we can hope to detect with our USP test (we have $4M^2$ coefficients to estimate). Increasing the value of $M$ would provide nontrivial power for larger values of $\omega$, but would sacrifice some power for smaller values of $\omega$.

7.4. Infinite-dimensional example. Our final example concerns potentially correlated Brownian motions on $[0, 1]$, as an illustration of our USP test applied to functional data. More precisely, our data come in the form of pairs $(X, Y)$, where $X = (X_t)_{t \in [0, 1]}$ is a standard Brownian motion, and where, for some $r \in [0, 1]$ and for another standard Brownian motion $Z = (Z_t)_{t \in [0, 1]}$ that is independent of $X$, we have that $Y = (Y_t)_{t \in [0, 1]}$ is given by

$$Y_t = rX_t + (1 - r^2)^{1/2}Z_t.$$ 

Thus, marginally, $Y$ is also distributed as a standard Brownian motion.

By the Wiener representation of Brownian motion (e.g., Kahane (1997)), we can write

$$X_t = 2^{1/2} \sum_{\ell=1}^{\infty} \eta_{\ell} \frac{\sin((\ell - 1/2)\pi t)}{(\ell - 1/2)\pi},$$

where $(\eta_{\ell})_{\ell=1}^{\infty}$ is a sequence of independent, standard normal random variables. For any $W = (W_t)_{t \in [0, 1]} \in L^2[0, 1]$, we can compute the transformed coefficients

$$u_{\ell}(W) := \Phi \left( 2^{1/2} (\ell - 1/2)\pi \int_0^1 W_t \sin((\ell - 1/2)\pi t) \, dt \right)$$

for $\ell \in \mathbb{N}$. We can therefore consider testing the independence of the random vectors $(u_1(X), \ldots, u_L(X))$ and $(u_1(Y), \ldots, u_L(Y))$, for some suitably chosen truncation level $L$. For $\ell, m \in \mathbb{N}$ and $x \in L^2[0, 1]$, let $p_{\ell, m}^X(x) := 2^{1/2} \cos(2\pi mu_\ell(x))$, and define $p_{\ell, m}^Y(x)$ similarly. The $U$-statistic kernel in this example can be written as

$$h((x_1, y_1), \ldots, (x_4, y_4)) = \sum_{\ell_1, \ell_2 = 1}^{L} \sum_{m_1, m_2 = 1}^{M} \{ p_{\ell_1 m_1}^X(x_1) p_{\ell_2 m_2}^Y(y_1) p_{\ell_1 m_1}^X(x_2) p_{\ell_2 m_2}^Y(y_2) $$

$$- 2 p_{\ell_1 m_1}^X(x_1) p_{\ell_2 m_2}^Y(y_1) p_{\ell_1 m_1}^X(x_2) p_{\ell_2 m_2}^Y(y_3) $$

$$+ p_{\ell_1 m_1}^X(x_1) p_{\ell_2 m_2}^Y(y_2) p_{\ell_1 m_1}^X(x_3) p_{\ell_2 m_2}^Y(y_4) \},$$

where $L, M \in \mathbb{N}$. In Figure 4, we plot the power functions of our USP test, estimated over 2000 repetitions, for three different sample sizes, namely $n \in \{50, 100, 200\}$, with $L = 2$ and $M = 1$. As expected, the power of our test increases with both $r$ and $n$.

8. Discussion and outlook. In this paper, we have introduced a new permutation test of independence based on a $U$-statistic estimator of the squared $L^2$-distance between a joint distribution and the product of its marginals. Our methodology extends naturally to the problem of testing mutual independence of several random elements. We have further demonstrated its minimax optimality in various settings; to the best of our knowledge, this is the first time that minimax optimality results have been established for such permutation tests. We conclude by explaining how closely related ideas can be used to provide new goodness-of-fit tests and two-sample tests with desirable properties.

Consider $Z_1, \ldots, Z_n \overset{iid}{\sim} P \in \mathcal{P}$, where $\mathcal{P}$ is a dominated class of distributions on a separable, $\sigma$-finite measure space $(\mathcal{Z}, \mathcal{C}, \nu)$. Suppose further that we wish to test $H_0 : P = P_0$.
against $H_1 : P \neq P_0$, where $P_0 \in \mathcal{P}$. Then, writing $f$ and $f_0$, respectively, for the Radon–Nikodym derivatives of $P$ and $P_0$ with respect to $\nu$, we can construct a $U$-statistic estimator of the squared $L^2(\nu)$ distance between $f$ and $f_0$ in a very similar spirit to (4). Since the null hypothesis is simple, there is no need for permutations, and we can obtain a critical value for the test by sampling from $P_0$.

For two-sample tests, we can let $Y = \{0, 1\}$, so that testing the independence of $X$ and $Y$ amounts to testing the equality of the distributions $X|\{Y = 0\}$ and $X|\{Y = 1\}$. A small observation here is that the sample sizes from each conditional distribution are random (having a binomial distribution), whereas these are often treated as fixed in the usual two-sample testing formulation. Our methodology and theory apply directly to this problem, therefore, further extending its scope.

9. Proofs of main results.

PROOF OF THEOREM 1. Since $\psi$ is bounded, we have that $\psi \in L^2(\otimes_{i=1}^n \mu)$. Given $j \in \mathcal{J}, k \in \mathcal{K}$ and $I \subseteq [n]$ we write

$$b_{jk}^I := \left\langle \psi, \otimes_{i=1}^n \left[ \mathbbm{1}_{\{i \in I\}} p_{jk} + \mathbbm{1}_{\{i \notin I\}} p_{jk0} \right] \right\rangle_{L^2(\otimes_{i=1}^n \mu)}.$$ 

Since $r > \theta \rho$, we have that $M_\theta(r/\rho) \neq \emptyset$. For $(j, k) \in M_\theta(r/\rho)$ to be chosen later consider $f^* := f^*_{jk} := p_{jk0} + \rho p_{jk} \in \mathcal{F}$, which satisfies $S_\theta(f^*) = \theta_{jk}^2 \rho^2 \leq r^2$ and $D(f^*) = \rho^2$. Then by Cauchy–Schwarz,

$$\mathbb{E}_{f^*}(\psi) = \left\langle \psi, \otimes_{i=1}^n f^* \right\rangle_{L^2(\otimes_{i=1}^n \mu)} = \mathbb{E}_{p_{jk0}}(\psi) + \sum_{\emptyset \neq I \subseteq [n]} \rho_{||I||} b_{jk}^I$$

$$\leq \alpha + \{(1 + \rho^2)^n - 1\}^{1/2} \left\{ \sum_{\emptyset \neq I \subseteq [n]} (b_{jk}^I)^2 \right\}^{1/2}. \quad (13)$$
Now, observe that
\[ \sum_{(j,k) \in M_{\theta}(r/\rho) \odot \neq I \subseteq [n]} (b_{jk}^I)^2 \leq \|\psi\|^2_{L^2(\bigotimes_{i=1}^n \mu)} = \mathbb{E}_{p_{jk}(\psi^2) \leq \alpha}. \]

Hence, for any \( \eta > 0 \) we may choose \( (j,k) \in M_{\theta}(r/\rho) \) such that
\[ \sum_{\odot \neq I \subseteq [n]} (b_{jk}^I)^2 \leq \frac{\alpha}{|M_{\theta}(r/\rho)|} + \eta. \]
The first claim of Theorem 1 follows from this combined with (13).

For the second part, first note the definitions of \( \Xi, \mathcal{F}_\xi(\rho) \) and \( \rho^*(n, \alpha, \beta, \xi) \) immediately after (A1). For the choice of \( j, k \) in the first part of the proof, let \( \theta' = (\theta_{j's})_{j' \in J, k' \in K} \) be given by
\[ \theta'_{j'k'} := \begin{cases} 0 & \text{if } j' = j \text{ and } k' = k, \\ \infty & \text{otherwise}. \end{cases} \]

Now, \( f^* \in \mathcal{F}^{(\theta', r', 2)}(\rho) \) for any \( r' > 0 \). Applying Theorem 2 with \( M = \{(j,k)\} \) then yields that there exists \( C = C(\alpha, \beta) > 0 \) such that \( \rho^*(n, \alpha, \beta, \xi) \leq C^{1/2}/n^{1/2} \). In other words, there exists \( \psi_{f^*} \in \Psi(\alpha) \) such that \( \mathbb{E}_{f^*}(\psi_{f^*}) \geq 1 - \beta \) whenever \( n > C/\rho^2 \). Finally, the proof of Theorem 2 reveals that \( \psi_{f^*} \) may be taken to be a permutation test (in fact the permutation test described in Section 3 with \( M = \{(j,k)\} \)), as required. \( \square \)

**Proof of Theorem 2.** Consider the test of Section 3. Choose \( B \geq 2(\frac{1}{\alpha \beta} - 1) \), and suppose \( f \in \mathcal{F}^* \) were such that
\[ (14) \quad D(f) \geq \max \left[ 2\mathbb{E}_f(\hat{D}_n - \hat{D}_n^{(1)}) - D(f), \left\{ \frac{8}{\alpha \beta} \text{Var}_f(\hat{D}_n - \hat{D}_n^{(1)}) \right\}^{1/2} \right]. \]

Then, by two applications of Markov’s inequality, we would have that
\[ \mathbb{P}_f(P > \alpha) = \mathbb{P}_f \left( 1 + \sum_{b=1}^{B} \mathbb{I}_{\hat{D}_n \leq \hat{D}_n^{(b)}} > (1 + B)\alpha \right) \leq \frac{1 + B\mathbb{P}_f(\hat{D}_n \leq \hat{D}_n^{(1)})}{(1 + B)\alpha} \leq \frac{1}{(1 + B)\alpha} \left[ 1 + \frac{B \text{Var}_f(\hat{D}_n - \hat{D}_n^{(1)})}{(\mathbb{E}_f(\hat{D}_n - \hat{D}_n^{(1)}))^2} \right] \leq \frac{1}{(1 + B)\alpha} \left( 1 + \frac{B \alpha \beta}{2} \right) \leq \beta. \]

We may think of \( \hat{D}_n - \hat{D}_n^{(1)} \) as an estimator of \( D(f) \), so that (14) ensures that the strength of the dependence \( D(f) \) outweighs the bias and standard deviation of the estimator so that we can detect the dependence using our test, up to the given probabilities of error. The remainder of the proof is dedicated to bounding the bias and variance for a given \( \xi \in \Xi \), which enables us to choose \( \rho \) so that (14) holds for all \( f \in \mathcal{F}_\xi(\rho) \), and hence ensures that \( \rho^*(n, \alpha, \beta, \xi) \leq \rho \). Henceforth we will write \( \Pi \) as shorthand for \( \Pi_1 \); moreover, for some \( \rho > 0 \) to be chosen later, we fix \( f \in \mathcal{F}_\xi(\rho) \) and write \( D, a_{jk}, a_{j'}, a_{k'} \) instead of \( D(f), a_{jk}(f), a_{j'}(f), a_{k'}(f) \), respectively.

Given \((i_1, i_2) \in J_2\) write \( \sigma_{i_1i_2} \in S_n \) for the transposition of \( i_1 \) and \( i_2 \), and note that \( \Pi \equiv \Pi \circ \sigma_{i_1i_2} \). Thus \( (\Pi(1), \Pi(2)) \equiv (\Pi(1), \Pi(3)) \), so for every \( (j,k) \in M \) we have that
\[ p_{jk}(X_1, Y_{\Pi(1)})p_{jk}(X_2, Y_{\Pi(2)}) \equiv p_{jk}(X_1, Y_{\Pi(1)})p_{jk}(X_2, Y_{\Pi(3)}). \]

Similarly, \( p_{jk}(X_1, Y_{\Pi(1)})p_{jk}(X_2, Y_{\Pi(3)}) \equiv p_{jk}(X_1, Y_{\Pi(2)})p_{jk}(X_3, Y_{\Pi(4)}) \), so that
\[ \mathbb{E}(\hat{D}_n^{(1)}) = \sum_{(j,k) \in M} \mathbb{E}[p_{jk}(X_1, Y_{\Pi(1)})p_{jk}(X_2, Y_{\Pi(2)}) \nonumber \quad - 2p_{jk}(X_1, Y_{\Pi(1)})p_{jk}(X_2, Y_{\Pi(3)}) + p_{jk}(X_1, Y_{\Pi(2)})p_{jk}(X_3, Y_{\Pi(4)})] = 0. \]
Thus, using our Sobolev smoothness condition to bound the truncation error,
\[
\left| \mathbb{E}(\hat{D}_n - \hat{D}^{(1)}_n) - D \right| = \left| \mathbb{E}(\hat{D}_n) - D \right| = \sum_{(j,k) \in \mathcal{M}} (a_{jk} - a_{j\star a_{jk}})^2 - D
\]
(15)

\[
= \sum_{(j,k) \in (\mathcal{J} \times \mathcal{K}) \setminus \mathcal{M}} (a_{jk} - a_{j\star a_{jk}})^2 \leq \frac{r^2}{\inf\{\theta^2_{jk} : (j, k) \notin \mathcal{M}\}}.
\]

We now turn to bounding \(\text{Var}(\hat{D}_n - \hat{D}^{(1)}_n)\). First write \(\tilde{h}\) for the symmetrised version of \(h\), given by
\[
\tilde{h}((x_1, y_1), \ldots, (x_4, y_4)) := \frac{1}{4!} \sum_{\sigma \in \mathcal{S}_4} h((x_{\sigma(1)}, y_{\sigma(1)}), \ldots, (x_{\sigma(4)}, y_{\sigma(4)})).
\]

By, for example, Serfling ((1980), Lemma A, page 183), we have that
\[
\text{Var}(\hat{D}_n) = \text{Var}\left(\frac{1}{4!} \sum_{(i_1, \ldots, i_4) \in \mathcal{L}_4} \tilde{h}((i_1, i_1), \ldots, (i_4, i_4))\right)
\]
(17)

\[
= \left(\frac{n}{4}\right)^{-1} \sum_{c=1}^4 \binom{4}{c} \binom{n-4}{4-c} \zeta_c,
\]

where \(\zeta_c := \text{Var}(\mathbb{E}(\tilde{h}((X_1, Y_1), \ldots, (X_4, Y_4)|(X_1, Y_1), \ldots, (X_c, Y_c))))\), and moreover, \(\zeta_1 \leq \zeta_2 \leq \zeta_3 \leq \zeta_4\). For each \(j \in \mathcal{J}\) write \(\mathcal{J}_j^M := \{k \in \mathcal{K} : (j, k) \in \mathcal{M}\}\) and for each \(k \in \mathcal{K}\) write \(\mathcal{J}_k^M := \{j \in \mathcal{J} : (j, k) \in \mathcal{M}\}\). Then, using Cauchy–Schwarz,
\[
\zeta_1 = \text{Var}(\mathbb{E}(\tilde{h}((X_1, Y_1), \ldots, (X_4, Y_4)|(X_1, Y_1)))
\]
\[
= \frac{1}{4} \text{Var}\left(\sum_{(j,k) \in \mathcal{M}} (a_{jk} - a_{j\star a_{jk}}) \{p_{jk}(X_1, Y_1) - p^X_j(X_1)a_{jk} - a_{j\star p^Y_k}(Y_1)\}\right)
\]
\[
\leq \frac{3A}{4} \left\| \sum_{(j,k) \in \mathcal{M}} (a_{jk} - a_{j\star a_{jk}}) p_{jk} \right\|_{L^2(\mu)}^2 + \sum_{(j,k) \in \mathcal{M}} (a_{jk} - a_{j\star a_{jk}}) p^X_j(a_{jk}) \right\|_{L^2(\mu_X)}^2
\]
(18)

\[
+ \left\| \sum_{(j,k) \in \mathcal{M}} (a_{jk} - a_{j\star a_{jk}}) a_{j\star p^Y_k} \right\|_{L^2(\mu_Y)}^2
\]
\[
\leq \frac{3A}{4} \left( D + \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_j^M} (a_{jk} - a_{j\star a_{jk}}) a_{jk} \right)^2 + \sum_{k \in \mathcal{K}} \left\{ \sum_{j \in \mathcal{K}_j^M} (a_{jk} - a_{j\star a_{jk}}) a_{j\star} \right\}^2
\]
\[
\leq \frac{3AD}{4} \left( 1 + \|f\|_{L^2(\mu)} + \|f\|_{L^2(\mu_X)} \right) \leq \frac{9A^2D}{4}.
\]

Observe that we have
\[
\zeta_4 = \text{Var}(\tilde{h}((X_1, Y_1), \ldots, (X_4, Y_4))) \leq \text{Var}(h((X_1, Y_1), \ldots, (X_4, Y_4))).
\]

One possibility, therefore, is to simply apply the bound \(\zeta_4 \leq \|h\|_{L^2(\infty)}^2\). On the other hand, by Cauchy–Schwarz, we can say that
\[
\zeta_4 \leq A^4 \int_{\mathcal{X} \times \mathcal{Y}} \int_{\mathcal{X} \times \mathcal{Y}} h^2((x_1, y_1), \ldots, (x_4, y_4)) d\mu(x_1, y_1) \ldots d\mu(x_4, y_4)
\]
(19)

\[
\leq 18A^4 \int_{\mathcal{X} \times \mathcal{Y}} \int_{\mathcal{X} \times \mathcal{Y}} \left\{ \sum_{(j,k) \in \mathcal{M}} p_{jk}(x, y) p_{jk}(x', y') \right\}^2 d\mu(x, y) d\mu(x', y')
\]
\[
\leq 18A^4 |\mathcal{M}|.
\]
We therefore have that

\[
\text{Var}(\hat{D}_n) \leq \frac{16\xi_1 + 72\xi_4}{n} + \frac{36A^2D}{n(n-1)} + 72\min(\|h\|_\infty^2, 18A^4|\mathcal{M}|). 
\]

Next, with the same functions $h$ and $\hat{h}$ as above, we may write

\[
\hat{D}_n^{(1)} = \frac{1}{4!(4)} \sum_{(i_1, \ldots, i_4) \in \mathcal{I}_4} \hat{h}((X_{i_1}, Y_{\Pi(i_1)}), \ldots, (X_{i_4}, Y_{\Pi(i_4)})). 
\]

A simplifying property of $\hat{h}$ is that for every $(x, y) \in \mathcal{X} \times \mathcal{Y}$,

\[
\mathbb{E}\{\hat{h}((x, y), (X_1, Y_2), (X_3, Y_4), (X_5, Y_6))\} = 0. 
\]

Since we also have to deal with the uniformly random permutation $\Pi$, we cannot directly appeal to standard $U$-statistic theory for our bounds on $\text{Var}(\hat{D}_n^{(1)})$. However, we can develop an analogue of (17) by writing

\[
\text{Var}(\hat{D}_n^{(1)}) = \frac{1}{4!(4)} \sum_{(i_1, \ldots, i_4) \in \mathcal{I}_4} \text{Cov}(\hat{h}((X_1, Y_{\Pi(i_1)}), \ldots, (X_4, Y_{\Pi(i_4)})), \\
\hat{h}((X_{i_1}, Y_{\Pi(i_1)}), \ldots, (X_{i_4}, Y_{\Pi(i_4)}))) = \frac{1}{4!(4)} \sum_{c=0}^{4} \left( \begin{array}{c} 4 \\ c \end{array} \right) \left( \begin{array}{c} n-4 \\ 4-c \end{array} \right) \text{Cov}(\hat{h}((X_1, Y_{\Pi(i_1)}), \ldots, (X_4, Y_{\Pi(i_4)})), \\
\hat{h}((X_1, Y_{\Pi(i_1)}), \ldots, (X_c, Y_{\Pi(i_c)}), (X_5, Y_{\Pi(5)}), \ldots, (X_{8-c}, Y_{\Pi(8-c)}))) 
\]

For $c = 2, 3, 4$, we will use the crude bound

\[
\max(\tilde{\zeta}_2, \tilde{\zeta}_3, \tilde{\zeta}_4) \leq \max_{\sigma \in \mathcal{S}_n} \mathbb{E}\{h^2((X_1, Y_{\sigma(1)}), \ldots, (X_4, Y_{\sigma(4)}))\} \leq \min(\|h\|_\infty^2, 18A^8|\mathcal{M}|), 
\]

similar to (19). To bound $\tilde{\zeta}_0$ and $\tilde{\zeta}_1$, we must first bound two combinatorial probabilities. First,

\[
\mathbb{P}(|\{7\} \cap \{\Pi(1), \ldots, \Pi(7)\}| \geq 1) \leq 7\mathbb{P}(\Pi(1) \in \{7\}) = \frac{49}{n}. 
\]

Now, similarly,

\[
\mathbb{P}(|\{8\} \cap \{\Pi(1), \ldots, \Pi(8)\}| \geq 2) \leq \binom{8}{2} \mathbb{P}(\Pi(1), \Pi(2) \in \{8\}) 
\]

\[
= 2 \binom{8}{2} \mathbb{P}(\Pi(1) = 1, \Pi(2) = 2) = \frac{1568}{n(n-1)}. 
\]
The first of these allows us to use (21), Cauchy–Schwarz and (23) to write
\[
\tilde{\xi}_1 = \text{Cov}(\tilde{h}((X_1, Y_{\Pi(1)}), \ldots, (X_4, Y_{\Pi(4)})),
\]
\[
\tilde{h}((X_1, Y_{\Pi(1)}), (X_5, Y_{\Pi(5)}), (X_6, Y_{\Pi(6)}), (X_7, Y_{\Pi(7)}))
\]
\[
\leq \mathbb{P}(\mathbb{J}[7] \cap \Pi(1), \ldots, \Pi(7) = \emptyset) \mathbb{E}\left[\tilde{h}((X_1, Y_8), (X_2, Y_9), (X_3, Y_{10}), (X_4, Y_{11}))\right]
\]
\[
\times \tilde{h}((X_1, Y_8), (X_5, Y_{12}), (X_6, Y_{13}), (X_7, Y_{14}))
\]
\[
+ \frac{49}{n} \max_{\sigma \in S_n} \mathbb{E}\left[h^2((X_1, Y_{\sigma(1)}), \ldots, (X_4, Y_{\sigma(4)}))\right]
\]
\[
\leq \frac{49}{n} \min(\|h\|_\infty^2, 18A^8|M|).
\]

Finally, we may now use (21), Cauchy–Schwarz, (23) and (24) to similarly write
\[
\tilde{\zeta}_0 = \text{Cov}(\tilde{h}((X_1, Y_{\Pi(1)}), \ldots, (X_4, Y_{\Pi(4)})), \tilde{h}((X_5, Y_{\Pi(5)}), \ldots, (X_8, Y_{\Pi(8)})))
\]
\[
\leq \frac{1568}{n(n-1)} \min(\|h\|_\infty^2, 18A^8|M|).
\]

From (22), (23), (25), (26), we have now established that
\[
\text{Var}(\hat{D}_n^{(1)}) \leq \tilde{\zeta}_0 + \frac{16}{n} \tilde{\xi}_1 + \frac{72}{n(n-1)} \max(\tilde{\zeta}_2, \tilde{\zeta}_3, \tilde{\zeta}_4)
\]
\[
\leq \frac{2424 \min(\|h\|_\infty^2, 18A^8|M|)}{n(n-1)}.
\]

Thus, from (20) and (27) we deduce that
\[
\text{Var}(\hat{D}_n - \hat{D}_n^{(1)}) \leq \frac{72A^2D}{n} + \frac{4992 \min(\|h\|_\infty^2, 18A^8|M|)}{n(n-1)}.
\]

Now by substituting (15) and (28) into (14) we can see that if
\[
D(f) \geq \max\left\{ \frac{2r^2}{\inf\{\theta_{jk}^2 : (j, k) \notin M\}}, \frac{1152A^2}{n\alpha\beta}, \frac{283 \min(\|h\|_\infty^2, 5A^4|M|^{1/2})}{\{n(n-1)\alpha\beta\}^{1/2}} \right\},
\]
then we have controlled the error probabilities as required. \(\square\)

**Proof of Corollary 5.** There exists \(C = C(d_X, d_Y) \in (1, \infty)\) such that for any \(T > 0\) we have
\[
|\{ (j, k) \in J \times K : \theta_{jk} \leq T \}| \leq \{j \in J : \|f\|_{L^1}^s \leq T\} \|k \in K : \|k\|^s \leq T\|
\]
\[
\leq (T^{1/s_X} + 1)^{d_X} (T^{1/s_Y} + 1)^{d_Y} \leq C(T \vee 1)^{d/s}.
\]

From this, we can infer that if \(m > C\) then \(\theta_{\omega(m)} > (m/C)^{s/d}\), and so
\[
m_0(nr^2) \leq \max\{C, (nr^2)^{2d/(4s+d)}C^{4s/(4s+d)}\} \leq C\{nr^2 \vee 1\}^{2d/(4s+d)}.
\]

It now follows from (6) that there exists \(C = C(d_X, d_Y, \alpha, \beta, A) > 0\) such that if \(n \geq 16\) and \(nr^2 \geq 1\) then
\[
\rho^*(n, \alpha, \beta, \xi) \leq C\left(\frac{r^d}{n^{2s}}\right)^{1/(4s+d)},
\]

as required. \(\square\)
\textbf{Proof of Proposition 9.} By (29) in the proof of Theorem 2, we see that we reject $H_0$ with probability at least $1 - \beta$, provided that $n \geq 16$ and
\[
\rho^2 \geq \min_{m \in K_s} \max \left\{ \frac{2r^2}{\theta^2 (m+1)}, \frac{1152A^2 \gamma}{n \alpha \beta}, \frac{1415A^4 m^{1/2} \gamma^{1/2}}{\log (n(n-1)/\alpha \beta)} \right\}.
\]
Since $m_0(t) \leq t^2/\theta_0^4 + 1$, there exists $n_0 = n_0(R_0, \theta_0) \geq 16$ such that for all $n \geq n_0$ we have $m_0(nr^2/\log^{1/2} n) \leq 2^{\gamma} + 1$. But then, for $n \geq \max(n_0, e^3)$,
\[
\min_{m \in K_s} \max \left\{ \frac{2r^2}{\theta^2 (m+1)}, \frac{1152A^2 \gamma}{n \alpha \beta}, \frac{1415A^4 m^{1/2} \gamma^{1/2}}{\log (n(n-1)/\alpha \beta)} \right\} \leq 2^{1/2} \min_{m \in [2^{\gamma}], [1]} \max \left\{ \frac{2r^2}{\theta^2 (m+1)}, \frac{1152A^2 \gamma}{n \alpha \beta}, \frac{1415A^4 m^{1/2} \gamma^{1/2}}{\log (n(n-1)/\alpha \beta)} \right\} \leq A, \alpha, \beta \min_{m \in [3, 4, \ldots, 2^{\gamma} + 1]} \max \left\{ \frac{r^2}{\theta^2 (m)}, \frac{n}{m^{1/2} \log^{1/2} n} \right\} \leq \max \left\{ \frac{\log^{1/2} n}{n} m_0^{1/2} \left( \frac{nr^2}{\log^{1/2} n} \right), \frac{\log n}{n} \right\},
\]
and the result follows. \(\square\)

\textbf{Proof of Proposition 10.} As in the proof of Proposition 9, by (29) in the proof of Theorem 2, we see that we reject $H_0$ with probability at least $1 - \beta$ provided that $n \geq 16$ and
\[
\rho^2 \geq \min_{m_X \in K_X, m_Y \in K_Y} \max \left\{ \frac{2r^2}{m_X^{2x} \vee m_Y^{2y}}, \frac{1152A^2 \gamma_X \gamma_Y}{n \alpha \beta}, \frac{1415A^4 |\mathcal{M}_{m_X, m_Y}|^{1/2} (\gamma_X \gamma_Y)^{1/2}}{\log (n(n-1)/\alpha \beta)} \right\}.
\]
Since $|\mathcal{M}_{m_X, m_Y}| \approx d_X, d_Y m_X^{d_X} m_Y^{d_Y}$, if $(m_X, m_Y)$ were not restricted to lie in $K_X \times K_Y$, then we would maximise the right-hand side here by taking $m_X^{s_X} \approx m_Y^{s_Y} \approx \alpha, \beta, d_X, d_Y, A (nr^2/\log n)^{2^{\gamma}/(4^{\gamma}+2)}$. In fact, recalling that $d/s = d_X/s_X + d_Y/s_Y$, we have that
\[
(nr^2/\log n)^{2^{\gamma}/(4^{\gamma}+2)} \ll R_0, s_X, s_Y, d_X, d_Y \left( \frac{n}{\log n} \right)^{2^{\gamma}/(4^{\gamma}+2)} \ll n^2/ds \leq 2^{\gamma/2}.
\]
As in the proof of Proposition 9, then we may choose $(m_X, m_Y) \in K_X \times K_Y$ so as to ensure that the separation in (8) suffices to guarantee power at least $1 - \beta$. \(\square\)

\textbf{Proof of Lemma 11.} We will prove that
\[
d_{TV}(\mathbb{P}_{\bar{f}}^{\otimes n}, \mathbb{E}_{\bar{f}}^{\otimes n}) \leq \frac{\exp \left( \frac{n^2}{2} \sum_{j \in J, k \in k_0} a^2_{jk} \right)}{4^n (p \in F)^2} - \frac{1}{4}
\]
in the case that $n$ is even. If, on the other hand, $n$ is odd then we will use the fact that $d_{TV}(\nu_1^{\otimes n}, \nu_2^{\otimes n}) \leq d_{TV}(\nu_1^{\otimes (n+1)}, \nu_2^{\otimes (n+1)})$ for any probability measures $\nu_1, \nu_2$ to complete the proof.

Let $f^{(1)}$, $f^{(2)}$ be independent copies of $f$ and let $p^{(1)}$, $p^{(2)}$ be independent copies of $p$. Then we have that
\[
\frac{1}{4} + d_{TV}(\mathbb{P}_{\bar{f}}^{\otimes n}, \mathbb{E}_{\bar{f}}^{\otimes n}) \leq \frac{1}{4} + \frac{1}{4} d_{TV}(\mathbb{P}_{\bar{f}}^{\otimes n}, \mathbb{E}_{\bar{f}}^{\otimes n}) \leq \frac{1}{4} \int_{\mathcal{X} \times \mathcal{Y}} \ldots \int_{\mathcal{X} \times \mathcal{Y}} \left( \mathbb{E} \left[ f(x_1, y_1) \ldots f(x_n, y_n) \right] \right)^2 d\mu(x_n, y_n) \ldots d\mu(x_1, y_1)
\]
and all that remains is to bound the numerator in this final expression. Let \((\xi_{jk}^{(1)}), (\xi_{jk}^{(2)})\) be independent copies of \((\xi_{jk})\) and write

\[
Y := \sum_{j \in \mathcal{J}\setminus\{j_0\}, k \in \mathcal{K}\setminus\{k_0\}} a^2_{jk} \xi_{jk}^{(1)} \xi_{jk}^{(2)} \overset{d}{=} \sum_{j \in \mathcal{J}\setminus\{j_0\}, k \in \mathcal{K}\setminus\{k_0\}} a^2_{jk} \xi_{jk}.
\]

The random variable \(Y\) has a distribution that is symmetric about the origin, so for odd \(m\) we have \(\mathbb{E}(Y^m) = 0\). For \(m, r \in \mathbb{N}\) with \(r \leq m\), write \(A_{m,r} := \{\alpha = (\alpha_1, \ldots, \alpha_r) \in \mathbb{N}^r : \alpha_1 + \cdots + \alpha_r = m\}\) and \((2m-1)!! = (2m-1)(2m-3)\ldots3 = \frac{(2m)!}{m!2^m}\) for the double factorial. It is also convenient to define the multinomial coefficient: for \(N \in \mathbb{N}\) and \(m_1, \ldots, m_r \in \mathbb{N}_0\) with \(m_1 + \cdots + m_r = N\), we set

\[
\binom{N}{m_1, m_2, \ldots, m_r} := \frac{N!}{m_1!m_2!\ldots m_r!}.
\]

Then, for every \(m \in \{0, 1, \ldots, n/2\}\), we have

\[
\mathbb{E}(Y^{2m}) = \sum_{j_1, \ldots, j_m \in \mathcal{J}\setminus\{j_0\}} a^2_{j_1k_1} \cdots a^2_{j_{2m}k_{2m}} \mathbb{E}(\xi_{j_1k_1} \cdots \xi_{j_{2m}k_{2m}})
= \sum_{r=1}^{m} \sum_{\alpha \in A_{m,r}} \sum_{(j_1, k_1) \ldots (j_r, k_r)} a^{4\alpha_1} \cdots a^{4\alpha_r} \times \frac{1}{r!} \left(\frac{2m}{2\alpha_1, 2\alpha_2, \ldots, 2\alpha_r}\right)
= \sum_{r=1}^{m} \sum_{\alpha \in A_{m,r}} \sum_{(j_1, k_1) \ldots (j_r, k_r)} a^{4\alpha_1} \cdots a^{4\alpha_r} \times \frac{(2m-1)!!\alpha^m}{r!(2\alpha_1-1)!!\cdots(2\alpha_r-1)!!}
\leq \sum_{r=1}^{m} \sum_{\alpha \in A_{m,r}} \sum_{(j_1, k_1) \ldots (j_r, k_r)} a^{4\alpha_1} \cdots a^{4\alpha_r} \times \frac{(2m-1)!!\alpha^m}{r!}
= (2m-1)!! \left( \sum_{j \in \mathcal{J}\setminus\{j_0\}, k \in \mathcal{K}\setminus\{k_0\}} a^4_{jk} \right)^m.
\]

It therefore follows that

\[
\mathbb{E}\{(p^{(1)}, p^{(2)})^n_{L^2(\mu)}\} = \mathbb{E}\{(1+Y)^n\} = \sum_{m=0}^{n/2} \binom{n}{2m} \mathbb{E}(Y^{2m})
\leq \sum_{m=0}^{n/2} \frac{1}{m!} \left( \frac{n^2}{2} \sum_{j \in \mathcal{J}\setminus\{j_0\}, k \in \mathcal{K}\setminus\{k_0\}} a^4_{jk} \right)^m \leq \exp\left( \frac{n^2}{2} \sum_{j \in \mathcal{J}\setminus\{j_0\}, k \in \mathcal{K}\setminus\{k_0\}} a^4_{jk} \right),
\]
as required. \(\square\)

**Proof of Theorem 12.** For \(m \in \mathbb{N}\), set

\[
c_m := \min \left( \frac{r^2}{\theta^2_{\omega(m)}}, \frac{(2m)^{1/2}}{n+1} \log^{1/2} (1 + (1 - \gamma)^2), \frac{(A - 1)^2 \wedge 1}{m \tilde{p}^2} \right)
\]
and
\[ a_{\omega(\ell)} := \begin{cases} 
\left( \frac{c_m}{m} \right)^{1/2} / m^{1/2} & \text{for } \ell \in [m], \\
0 & \text{otherwise.}
\end{cases} \]

Then, with the convention that \( \infty \cdot 0 = 0 \), we have
\[ \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} \theta_{jk}^2 a_{jk}^2 = \frac{c_m}{m} \sum_{\ell=1}^m \theta_{\omega(\ell)} \leq c_m \theta_{\omega(m)}^2 \leq r^2. \]

Moreover,
\[ \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^4 = \frac{c_m^2}{m} \leq \frac{2}{(n+1)^2} \log \left( 1 + (1 - \gamma)^2 \right), \]
and
\[ \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk} \| p_{jk} \|_\infty = \frac{c_m^1}{2} m \bar{p} \leq (A - 1) \wedge 1. \]

Now, writing \( \rho = \left( \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 \right)^{1/2} \), observe that the random element \( p \) of \( L^2(\mu) \) defined in Lemma 11 has \( D(p) = \rho^2 \) with probability one. Furthermore, from (30) and (31), we have with probability one that \( p \in F_{\xi}(\rho) \). Since only finitely many elements of the set \( \{ a_{jk} : j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\} \} \) are nonzero, \( \{ p \in F \} \) is an event, so by Lemma 11 and the discussion immediately following it, we have
\[ \tilde{\rho}(n, \gamma, \xi)^2 \geq \sup_{m \in \mathbb{N}} \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 = \sup_{m \in \mathbb{N}} c_m, \]
and the result follows. \( \square \)

**Proof of Proposition 14.** For \( m = \lceil nr^2 \rceil^{2d/(4s+d)} \), we set
\[ d_m = \min \left( \frac{r^2}{\theta_{\omega(m)}}, \frac{(2m)^{1/2}}{n + 1} \log^{1/2} \left( 1 + (1 - \gamma)^2 \right) \right) \asymp x, y, d, \gamma \left( \frac{r^d}{n^2s} \right)^{2/(4s+d)} \]
and
\[ a_{\omega(\ell)} := \begin{cases} 
\left( \frac{d_m}{m} \right)^{1/2} / m^{1/2} & \text{for } \ell \in [m], \\
0 & \text{otherwise.}
\end{cases} \]

The rest of this proof is dedicated to showing that, for the \( p \) constructed in the statement of Lemma 11, we have
\[ \mathbb{P}(p \notin F) = \mathbb{P} \left( \essinf_{x \in \mathcal{X}, y \in \mathcal{Y}} p(x, y) < 0 \right) = 1 - \sqrt{\frac{1 + (1 - \gamma)^2}{1 + 4(1 - \gamma)^2}}, \]
from which the result will follow from Lemma 11. We define the random function
\[ F(x, y) := 1 - p(x, y) = - \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk} \xi_{jk} p_{jk}(x, y) \]
and aim to bound \( \mathbb{P}(\esssup_{x \in \mathcal{X}, y \in \mathcal{Y}} F(x, y) > 1) \). The space \( \mathcal{X} \times \mathcal{Y} \) can be equipped with the pseudo-metric
\[ \tau((x, y), (x', y')) := \left[ \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 \{ p_{jk}(x, y) - p_{jk}(x', y') \}^2 \right]^{1/2}, \]
which satisfies
\[
\delta := \sup_{x \in \mathcal{X}, y \in \mathcal{Y}} \tau((x, y), (x_0, y_0)) \leq 4 \left\{ \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 \right\}^{1/2} = 4d_m^{1/2}
\]
for any \((x_0, y_0) \in \mathcal{X} \times \mathcal{Y}\). Now, for \(m = (m_1, \ldots, m_{d_X}) \in \mathbb{N}_0^{d_X} \) and \(x = (x_1, \ldots, x_{d_X}) \in \mathcal{X}\), we write \((m, x)_\mathcal{X} := \sum_{\ell=1}^{d_X} m_\ell x_\ell\); similarly, for \(m = (m_1, \ldots, m_{d_Y}) \in \mathbb{N}_0^{d_Y} \) and \(y = (y_1, \ldots, y_{d_Y}) \in \mathcal{Y}\), we write \((m, y)_\mathcal{Y} := \sum_{\ell=1}^{d_Y} m_\ell y_\ell\). Then, for any \(x, x' \in \mathcal{X}\) and \(y, y' \in \mathcal{Y}\),
\[
\tau((x, y), (x', y'))^2 \leq 4 \sum_{(a_X, m_X) \in \mathcal{J} \setminus \{j_0\}} \sum_{(a_Y, m_Y) \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 \left\{ \left| e^{-2\pi i (m_X, x-x')} \mathcal{X} - 1 \right| + \left| e^{-2\pi i (m_Y, y-y')} \mathcal{Y} - 1 \right| \right\}^2
\]
\[
\leq 32\pi^2 \sum_{(a_X, m_X) \in \mathcal{J} \setminus \{j_0\}} \sum_{(a_Y, m_Y) \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 (1 \wedge \langle m_X, x-x' \rangle_{\mathcal{X}}^2 + 1 \wedge \langle m_Y, y-y' \rangle_{\mathcal{Y}}^2)
\]
\[
\leq 32\pi^2 \sum_{(a_X, m_X) \in \mathcal{J} \setminus \{j_0\}} \sum_{(a_Y, m_Y) \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 \left\{ \langle m_X \| 1 \| x-x'_{\infty} \rangle_{\mathcal{X}}^{2(s_X \wedge 1)} + \langle m_Y \| 1 \| y-y'_{\infty} \rangle_{\mathcal{Y}}^{2(s_Y \wedge 1)} \right\}
\]
\[
\leq 64\pi^2 r^2 \max\{\|x-x'\|_{\infty}^{2(s_X \wedge 1)}, \|y-y'\|_{\infty}^{2(s_Y \wedge 1)}\}.
\]

For \(u, v > 0\), let \(H_\infty(u, \mathcal{X})\) and \(H_\infty(v, \mathcal{Y})\) be the \(u\)- and \(v\)-metric entropies of \(\mathcal{X}\) and \(\mathcal{Y}\), respectively, with respect to the appropriate supremum metric; thus, for example, there exists \(X_N := \{x_1, \ldots, x_N\}\), where \(N = H(u, \mathcal{X})\), such that given any \(x \in \mathcal{X}\), there exists \(x_{j^*} \in X_N\) with \(\|x-x_{j^*}\|_{\infty} \leq u\). It follows from (32) that, if \(H(w, \mathcal{X} \times \mathcal{Y})\) is the \(w\)-metric entropy of \((\mathcal{X} \times \mathcal{Y}, \tau)\) in the metric \(\tau\), then
\[
H(w, \mathcal{X} \times \mathcal{Y}) \leq H_\infty\left( \frac{w}{8\pi r} \right)^{1/(s_X \wedge 1)} + H_\infty\left( \frac{w}{8\pi r} \right)^{1/(s_Y \wedge 1)}
\]
\[
\leq d_X \log\left( 1 + \left( \frac{8\pi r}{w} \right)^{1/(s_X \wedge 1)} \right) + d_Y \log\left( 1 + \left( \frac{8\pi r}{w} \right)^{1/(s_Y \wedge 1)} \right)
\]
\[
\leq \left( \frac{d_X}{s_X \wedge 1} + \frac{d_Y}{s_Y \wedge 1} \right) \log(1 + 8\pi r/w).
\]

This choice of metric allows us to write, for any \(\lambda \in \mathbb{R}\), \(x, x' \in \mathcal{X}\) and \(y, y' \in \mathcal{Y}\),
\[
\log \mathbb{E} e^{\lambda (F(x, y) - F(x', y'))} = \sum_{j \in \mathcal{J} \setminus \{j_0\}} \sum_{k \in \mathcal{K} \setminus \{k_0\}} \log \cosh(\lambda a_{jk} \{ p_{jk}(x, y) - p_{jk}(x', y') \})
\]
\[
\leq \lambda^2 \sum_{j \in \mathcal{J} \setminus \{j_0\}} \sum_{k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 \{ p_{jk}(x, y) - p_{jk}(x', y') \}^2 = \frac{\lambda^2}{2} \tau((x, y), (x', y'))^2.
\]

We now apply a chaining argument. For each \(t \in \mathbb{N}\), let \(\delta_t := \delta 2^{-t}\), and let \(\mathcal{Z}_t\) denote a \(\delta_t\)-net of \(\mathcal{X} \times \mathcal{Y}\) with respect to the pseudo-metric \(\tau\). Let \(z_0 = (x_0, y_0)\) be an arbitrary element of \(\mathcal{X} \times \mathcal{Y}\) and \(\mathcal{Z}_0 := \{z_0\}\). Then, for each \(t \in \mathbb{N}\), we can define a map \(\Pi_t : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z}_t\) such that \(\tau(z, \Pi_t(z)) \leq \delta_t\). Noting that \(\mathbb{E} F(x, y) = 0\) and writing \(F_t := F \circ \Pi_t\), we have for every \(T \in \mathbb{N}\) that
\[
\mathbb{E}\left( \text{ess sup}_{x \in \mathcal{X}, y \in \mathcal{Y}} (F(x, y)) \right) \leq \mathbb{E}\left( \text{ess sup}_{x \in \mathcal{X}, y \in \mathcal{Y}} F_T(x, y) + \text{ess sup}_{x \in \mathcal{X}, y \in \mathcal{Y}} \| F(x, y) - F_T(x, y) \| \right)
\]
\[
\leq \sum_{t=1}^{T} \mathbb{E}\left[ \text{ess sup}_{x \in \mathcal{X}, \nu \in \mathcal{Y}} \left\{ F_t(x, \nu) - F_{t-1}(x, \nu) \right\} \right] \\
+ \sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk} |p_{jk}(x, \nu) - p_{jk}(\Pi_T(x, \nu))|.
\]

Now \(\tau(\Pi_t(x, \nu), \Pi_{t-1}(x, \nu)) \leq 3\delta_t\) for all \(x \in \mathcal{X}, \nu \in \mathcal{Y}\) and \(t \in \mathbb{N}\). Hence, by (33) and a standard sub-Gaussian maximal inequality (e.g., Boucheron, Lugosi and Massart ((2013), Theorem 2.5)),

\[
\mathbb{E}\left( \text{ess sup}_{x \in \mathcal{X}, \nu \in \mathcal{Y}} F(x, \nu) \right) \leq 6 \sum_{t=1}^{T} \delta_t H^{1/2}(\delta_t, \mathcal{X} \times \mathcal{Y}) + m\delta_T
\]

\[
\leq 12 \int_0^{\delta/2} H^{1/2}(u, \mathcal{X} \times \mathcal{Y}) \, du + m\delta_T.
\]

Since this bound holds for every \(T \in \mathbb{N}\), we conclude that

\[
\mathbb{E}\left( \text{ess sup}_{x \in \mathcal{X}, \nu \in \mathcal{Y}} F(x, \nu) \right) \leq 12 \int_0^{\delta/2} H^{1/2}(u, \mathcal{X} \times \mathcal{Y}) \, du
\]

\[
\leq 96\pi \left( \frac{d_x}{s_x} \wedge 1 + \frac{d_y}{s_y} \wedge 1 \right)^{1/2} \int_0^{\frac{d_m^{1/2}}{2\pi}} \log^{1/2}(1 + 1/v) \, dv
\]

\[
\leq 24d_m^{1/2} \left( \frac{d_x}{s_x} \wedge 1 + \frac{d_y}{s_y} \wedge 1 \right)^{1/2} \left\{ \sqrt{\pi} + 2\sqrt{\log 2} + 2\sqrt{\log \left( \frac{4\pi r}{d_m^{1/2}} \right)} \right\}.
\]

Now with \(\zeta = (s_x, s_y, d_x, d_y, \nu)\) we have \(d_m^{1/2} \prec (r^d / n^2s)^{1/(4s+d)}\), so that \(r/d_m^{1/2} \prec (nr^2)^{2s/(4s+d)}\), and hence there exists \(c_1 = c_1(\zeta) \in (0, \infty)\) such that if \((r^d / n^2s)^{1/(4s+d)} \leq c_1 / \log^{1/2}(nr^2)\), then \(\mathbb{E}\text{ess sup}_{x \in \mathcal{X}, \nu \in \mathcal{Y}} F(x, \nu) \leq 1/2\).

Now by, for example, Boucheron, Lugosi and Massart ((2013), Theorem 12.1), the random variable \(\sup_{x \in \mathcal{X}, \nu \in \mathcal{Y}} F(x, \nu)\) is sub-Gaussian with variance proxy

\[
\sum_{j \in \mathcal{J} \setminus \{j_0\}, k \in \mathcal{K} \setminus \{k_0\}} a_{jk}^2 \|p_{jk}\|_\infty^2 \leq 2d_m.
\]

By reducing \(c_1 = c_1(\zeta) > 0\) if necessary, and since \(nr^2 \geq 2\), we may assume that

\[
d_m < -\frac{1}{16} \log \left( 1 - \sqrt{\frac{1 + (1 - \gamma)^2}{1 + 4(1 - \gamma)^2}} \right).
\]

Hence, by a standard sub-Gaussian tail bound (e.g., Boucheron, Lugosi and Massart ((2013), page 25))

\[
P(p \notin \mathcal{F}) \leq P\left( \text{ess sup}_{x \in \mathcal{X}, \nu \in \mathcal{Y}} F(x, \nu) - \mathbb{E}\text{ess sup}_{x \in \mathcal{X}, \nu \in \mathcal{Y}} F(x, \nu) > 1/2 \right)
\]

\[
\leq e^{-1/(16d_m)} < 1 - \sqrt{\frac{1 + (1 - \gamma)^2}{1 + 4(1 - \gamma)^2}},
\]

as required. \(\square\)
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