MULTIPLICATIVE FUNCTIONS IN SHORT INTERVALS II
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ABSTRACT. We determine the behavior of multiplicative functions vanishing at a positive proportion of prime numbers in almost all short intervals. Furthermore we quantify “almost all” with uniform power-saving upper bounds, that is, we save a power of the suitably normalized length of the interval regardless of how long or short the interval is. Such power-saving bounds are new even in the special case of the Möbius function.

These general results are motivated by several applications. First, we strengthen work of Hooley on sums of two squares by establishing an asymptotic for the number of integers that are sums of two squares in almost all short intervals. Previously only the order of magnitude was known. Secondly, we extend this result to general norm forms of an arbitrary number field $K$ (sums of two squares are norm-forms of $\mathbb{Q}(i)$). Thirdly, Hooley determined the order of magnitude of the sum of $(s_{n+1} - s_n)^\gamma$ with $\gamma \in (1, 5/3)$ where $s_1 < s_2 < \ldots$ denote integers representable as sums of two squares. We establish a similar results with $\gamma \in (1, 3/2)$ and $s_n$ the sequence of integers representable as norm-forms of an arbitrary number field $K$. This is the first such result for a number field of degree greater than two. Assuming the Riemann Hypothesis for all Hecke $L$-functions we also show that $\gamma \in (1, 2)$ is admissible. Fourthly, we improve on a recent result of Heath-Brown about gaps between $x^{\varepsilon}$-smooth numbers. More generally, we obtain results about gaps between multiplicative sequences. Finally our result is useful in other contexts as well, for instance in our forthcoming work on Fourier uniformity (joint with Terence Tao, Joni Teraväinen and Tamar Ziegler).
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1. Introduction

1.1. Special cases of results for multiplicative functions. Let \( f : \mathbb{N} \to [-1,1] \) be a multiplicative function\(^1\). In our previous paper \([22]\) we have shown that “short averages” of \( f \) are most of the time close to “long averages” of \( f \), that is, for all \( x \in [X,2X] \) outside of a subset of cardinality \( o(X) \) we have,

\[
\frac{1}{h} \sum_{x<n \leq x+h} f(n) - \frac{1}{X} \sum_{X<n \leq 2X} f(n) = o(1)
\]

provided that \( h \to \infty \) with \( X \to \infty \). Roughly speaking this result can be interpreted as saying that the way integers factorize in a typical interval \( [x,x+h] \) is similar to the way integers factorize in the long interval \( [X,2X] \).

The importance of this result is that it allows \( h \) to grow arbitrarily slowly with \( X \). In particular even for \( f \) equal to the Möbius function \( \mu \) is not implied by the Riemann Hypothesis. Nonetheless there are still a few drawbacks. First, if \( f \) is lacunary, the mean-value of \(|f|\) itself is \( o(1) \) and \( (1) \) is trivial. This is the case for many interesting multiplicative functions, such as for example the indicator function of integers that are representable as sums of two squares. Secondly, while it is not possible to replace \( o(1) \) in \( (1) \) by \( h^{-c} \) for some \( c > 0 \) we can still hope to show that the exceptional set of \( x \in [X,2X] \) for which \( (1) \) does not hold is \( \ll_X X h^{-c} \) for some \( c > 0 \). Thirdly, for many applications one requires \( (1) \) for complex valued multiplicative functions, and this requires a change in the main term. In this paper we address all these issues.

We will say that a subset \( \mathcal{N} \subset \mathbb{N} \) is multiplicative if for any \( m,n \geq 1 \) with \( (m,n) = 1 \) we have \( m,n \in \mathcal{N} \) if and only if \( mn \in \mathcal{N} \). For example one might think of \( \mathcal{N} = \mathbb{N} \) or \( \mathcal{N} \) equal to the set of integers that can be represented as sums of two squares. In general such a subset can be quite arbitrary and it is natural to require (from the point of view of sieve theory) that there exist a constant \( \alpha > 0 \) such that for all \( 2 \leq w \leq z \),

\[
\sum_{w<p \leq z} \frac{1}{p} > \alpha \sum_{w<p \leq z} \frac{1}{p} - O\left(\frac{1}{\log w}\right).
\]

If \( (2) \) holds, then the density of \( \mathcal{N} \) in \( [1,X] \) is approximately given by

\[
\delta(\mathcal{N};X) := \prod_{\substack{p \leq X \\ p \not\in \mathcal{N}}} \left(1 - \frac{1}{p}\right).
\]

so that the average spacing between consecutive elements of \( \mathcal{N} \cap [1,X] \) is \( \delta(\mathcal{N};X)^{-1} \).

We are now ready to state our first main result.

\(^1\) We focus on real-valued multiplicative functions for now, for the sake of exposition

\(^2\) It is reasonable to conjecture that this exceptional set is \( \ll_A X h^{-A} \) for any given \( A > 0 \), but this conjectures is far out of reach
Corollary 1.1. Let $\mathcal{N}$ be a multiplicative subset of $\mathbb{N}$. Let $f : \mathbb{N} \to [-1, 1]$ be a multiplicative function. Suppose that (2) holds for some $\alpha > 0$. Then there exists a constant $\kappa := \kappa(\alpha) > 0$, such that, for all $\delta \in (0, 1/1000)$ and $2 \leq h_0 \leq X$,

$$\left| \frac{1}{h_0} \sum_{x < n \leq x + h_0 \delta(N; X)^{-1}} f(n) - \frac{1}{X \delta(N; X)} \sum_{x < n \leq 2X, n \in \mathcal{N}} f(n) \right| < \delta$$

outside of a set of $x \in [X, 2X]$ of cardinality $\ll X h_0^{-\delta^c}$. Moreover if $\mathcal{N} = \mathbb{N}$ and $\delta \geq (\log h_0)^{-1/300}$, then the exceptional set is bounded by $\ll X(h_0^{-\delta/15} + X^{-\delta^4/16})$.

In [22] we obtained results only for $\mathcal{N} = \mathbb{N}$ and in that case the cardinality of our exceptional set was $\ll X h^{-c}$ for some $c > 0$ only for $h \leq \log^\nu X$ for some small $\nu > 0$. If $|f| \equiv 1$ then intervals of length $\delta(N; X)^{-1}$ are the shortest intervals for which Corollary 1.1 can hold. However if $|f|$ is not close to 1 then it is possible to obtain meaningful results for shorter intervals. This is accomplished in the more technical Theorem 1.9 below. Furthermore Theorem 1.9 describes explicitly the exponent $\kappa$ appearing in Corollary 1.1 and establishes results for complex valued multiplicative functions. On the other hand the special case $\mathcal{N} = \mathbb{N}$ follows immediately from Theorem 1.7 below.

It would be possible to prove a variant of Theorem 1.9 for multiplicative functions $f$ such that $f(n) = O_\varepsilon(n^\varepsilon)$ for every $n$ and $\varepsilon > 0$ and $f(p^k) = O_k(1)$ for every prime $p$ and integer $k \geq 1$. We refrain from doing this in this paper.

We can obtain much stronger results if we seek only the order of magnitude and not asymptotics.

Corollary 1.2. Let $\mathcal{N}$ be a multiplicative subset of $\mathbb{N}$. Suppose that (2) holds for some $\alpha > 0$ and all $w \leq z \leq X^\alpha$.

(i) Let $\varepsilon > 0$ be given. There exists a constant $\delta = \delta(\alpha, \varepsilon) > 0$ such that, for all $2 \leq h_0 \leq X$, the number of $x \in [X, 2X]$ for which

$$\sum_{x < n \leq x + h_0 \delta(N; X)^{-1}} 1 \leq \delta h_0$$

is $\ll_{\alpha, \varepsilon} X h_0^{-1/2 + \varepsilon}$.

(ii) Let $\gamma \in [1, 3/2)$ be given. If $1 \leq n_1 < n_2 < \ldots$ is an enumeration of elements of $\mathcal{N}$, then

$$\sum_{n_i \leq X} (n_{i+1} - n_i)^\gamma \asymp_{\alpha, \gamma} X \delta(N; X)^{1-\gamma}.$$
Corollary 1.3. Let $\theta > 0$ be given.

(i) Let $\varepsilon > 0$ be given. For all $2 \leq h \leq X$, the number of intervals $(x, x + h]$ with $x \in [X, 2X]$ that do not contain an $x^\theta$-smooth number is $\ll_{\varepsilon, \theta} Xh^{-1/2+\varepsilon}$.

(ii) Let $\gamma \in [1,3/2)$ be given. Let $1 \leq n_1 < n_2 < \ldots$ denote the sequence of integers $n$ such that all prime factors of $n$ are $\leq n^\theta$. Then

$$\sum_{n_i \leq x} (n_{i+1} - n_i)^\gamma \asymp_{\gamma, \theta} x.$$ 

Part (i) improves on the result in [22] where weaker bounds on the exceptional set are obtained. Moreover a minor modification of Corollary 1.3 also improves the result on sign changes of multiplicative functions in [22]. Part (ii) improves on a result of Heath-Brown [15, Theorem 2] who established the weaker upper bound $\ll_{\varepsilon} x^{1+\varepsilon}$ for any $\varepsilon > 0$.

1.3. Applications to norm-forms. Specializing Corollary 1.1 to the set of integers representable as sums of two squares improves on a result of Hooley [20] who showed that if $1 \leq s_1 < s_2 < \ldots$ is the sequence of integers representable as sums of two squares, then, for any $h_0 \to \infty$ with $X \to \infty$, one has

$$\sum_{x<s_i \leq x+h_0\sqrt{\log x}} 1 \asymp h_0$$

for almost all $x \in [X, 2X]$. Moreover in an earlier paper Hooley [19] established that

$$\sum_{s_n \leq x} (s_{n+1} - s_n)^\gamma \asymp x(\log x)^{1/2(\gamma-1)}$$

for $\gamma \in [1,5/3)$. The much more general Corollary 1.2 gives this only in the range $\gamma \in [1,3/2)$ but in a forthcoming work we will establish (4) for every $\gamma \in [1,2)$.

Sums of two squares are norm-forms of $\mathbb{Q}(i)$ and it is natural to wonder to what extent (3) and (4) generalize to norm-forms of other number fields. Recall that an integer $n$ is a norm-form of a number field $K$ if $n$ is equal to the norm of an algebraic integer in $K$. Alternatively the set of norm forms of $K$ corresponds to the image of the homogeneous polynomial $Q(x_1, \ldots, x_k) = N_{K/\mathbb{Q}}(x_1\omega_1 + \ldots + x_k\omega_k)$ where $x_1, \ldots, x_k$ ranges over integers and $\omega_1, \ldots, \omega_k$ is a $\mathbb{Z}$-basis of the ring of algebraic integers of $K$.

Following Odoni [28] the density in $[1, X]$ of norm-forms of an algebraic number field $K$ is

$$\delta_K(X) := \prod_{\substack{p \leq X \backslash \text{a integral ideal} \atop p \neq Na}} \left(1 - \frac{1}{p}\right)$$

If $K$ is a normal extension of $\mathbb{Q}$ of degree $k$, then $\delta_K(X) \asymp (\log X)^{-1+1/k}$.

The main arithmetic input in Hooley’s work on (3) and (4) is a solution to the shifted convolution problem,

$$\sum_{n \leq x} r_K(n)r_K(n + h)$$
with $r_K(n)$ the coefficients of the Dedekind zeta function of $K = \mathbb{Q}(i)$. Estimating (6) is completely open as soon as the degree of $K$ exceeds two. For this reason Hooley’s approach does not generalize beyond quadratic fields. Furthermore, when the class number of $K$ differs from one, being a norm-form is no longer a multiplicative condition\footnote{If $K$ is not a principal ideal domain, then a positive proportion of the prime factors of a typical norm-form are not themselves norm-forms}. This presents additional difficulties. Nonetheless we obtain the following generalization of Hooley’s result (3) to arbitrary number fields.

**Theorem 1.4.** Let $K$ be a number field over $\mathbb{Q}$. Let $\delta_K(X)$ be defined as in (5). Let $1 \leq n_1 < n_2 < \ldots$ be the sequence of non-negative norm-forms of $K$. Then, as $X \to \infty$, uniformly in $2 \leq h_0 \leq X$ and $\delta \in (0, 1/1000)$,

$$
\left| \sum_{x < n_k \leq x + h_0 \delta_K(X)^{-1}} 1 - C_K h_0 \right| \leq \delta h_0
$$

for all $x \in [X, 2X]$ with at most $O(X h_0^{-1+\varepsilon})$ exceptions where $C_K > 0$ and $c, \kappa > 0$ are three constants that depend solely on $K$.

Furthermore we obtain the following generalization of Hooley’s result (4) to arbitrary number fields.

**Theorem 1.5.** Let $K$ be a number field over $\mathbb{Q}$ and let $\delta_K(X)$ be as in (5). Let $1 \leq n_1 < n_2 < \ldots$ denote an enumeration of positive norm-forms of $K$.

(i) Let $\varepsilon > 0$ be given. There exists a constant $\delta = \delta(K, \varepsilon) > 0$ such that, for all $2 \leq h_0 \leq \delta_K(X) X$, the number of $x \in [X, 2X]$ for which

$$
\sum_{x < n_i \leq x + h_0 \delta_K(X)^{-1}} 1 \leq \delta h_0
$$

is $\ll_{\varepsilon, K} X h_0^{-1/2+\varepsilon}$. Moreover if the Riemann Hypothesis holds for all Hecke $L$-functions then the exceptional set has size $\ll_{\varepsilon, K} X h_0^{-1+\varepsilon}$.

(ii) Let $\gamma \in [1, 3/2)$ be given. Then

$$
\sum_{n_i \leq x} (n_{i+1} - n_i)^\gamma \asymp_{\gamma, K} x \delta_K(X)^{1-\gamma}.
$$

Moreover if the Riemann Hypothesis holds for all Hecke $L$-functions then the above holds for every $\gamma \in [1, 2)$.

As we pointed out already, previously there was not a single tuple $(K, \gamma)$ with $K$ a number field of degree $> 2$ and $\gamma > 1$ for which (8) or (7) was known. We believe that a remarkable feature of (8) is that the exponent $\gamma$ does not shrink when the degree $k = [K : \mathbb{Q}]$ increases. We note also that given the current technology $\gamma \leq 2$ is the best exponent for which one can hope. Incidentally note that (7) implies (8) for $\gamma < 1 + c$ with some $c > 0$.

1.4. **Applications to Fourier Uniformity.** We also note that the power-saving for the exceptional set that we obtain for example in Corollary 1.1 is an ingredient in
our forthcoming work on Fourier Uniformity [24], in which we establish that, for any given \( k \in \mathbb{N} \), and any multiplicative function \( f \) that is not \( \chi(n)n^it \) pretentious for some \( |t| \leq X^{k+1} \) and Dirichlet character \( \chi \) with bounded conductor,

\[
\int_2^{2X} \sup_{\substack{P(Y) \in \mathbb{R}[Y] \\
\deg P = k}} \left| \sum_{x \leq n \leq x + H} f(n)e(P(n)) \right| dx = o(HX)
\]

as \( X \to \infty \), uniformly in \( \exp(\log^{5/8+\varepsilon} X) \leq H \leq X^{1/2-\varepsilon} \). The results of the present work come into play when we prove the theorem for small \( H \), in particular when \( H \) is below the threshold \( \exp(\log^{2/3} X) \). The latter is a natural threshold because of the limitations of the Vinogradov-Korobov zero-free region.

1.5. Precise results for multiplicative functions. We are now ready to discuss the main theorems from which all of the previous corollaries eventually follow. In order to obtain results for complex-valued multiplicative functions \( f \) we introduce a parameter \( t_{f,X} \) that roughly measure the “complex part” of \( f \) in the sense that \( f(n)n^{-it_{f,X}} \) essentially behaves as a real-valued function for \( n \leq X \).

**Definition 1.6.** Let \( f : \mathbb{N} \to U := \{ z \in \mathbb{C} : |z| \leq 1 \} \) be a multiplicative function. We define

\[
\widehat{M}(f; X) := \min_{|t| \leq X} \sum_{p \leq X} \frac{|f(p)| - \Re f(p)p^{-it}}{p},
\]

and let \( \widehat{t}_{f,X} \) be (one of) \( t \in [-X, X] \) that attains the minimum. Similarly we define

\[
M(f; X) := \min_{|t| \leq X} \sum_{p \leq X} \frac{1 - \Re f(p)p^{-it}}{p},
\]

and let \( t_{f,X} \) be (one of) \( t \in [-X, X] \) that attains the minimum.

Moreover we will say that \( f \) is almost real-valued if

\[
\sum_{\substack{p \in \mathbb{P} \\
f(p) \not\in \mathbb{R}}} \frac{|f(p)|}{p} < \infty.
\]

We note that for the theorems that we are about to state the condition \( |t| \leq X \) in Definition 1.6 can be relaxed but not significantly: specifically the theorems remain true if we require that \( |t| \leq X/h^{1-\varepsilon} \) for some \( \varepsilon > 0 \), but become false if we require \( |t| \leq X/h^{1+\varepsilon} \).

We first record the following direct improvement of the main theorem from [22] which however does not yet address the case of sparse multiplicative functions \( f \).
Theorem 1.7. Let \( f : \mathbb{N} \rightarrow \mathbb{U} \) be a multiplicative function. Fix \( \rho < \rho_1 := 1/3 - 2/(3\pi) \). There exists a constant \( C' > 1 \) such that, for any \( 2 \leq h \leq X^{1/2} \) and \( \delta \in (0, 1/1000) \),

\[
\left| \frac{1}{h} \sum_{x < n < x+h} f(n) - \frac{1}{h} \int_x^{x+h} u^{it_f,X} du \cdot \frac{1}{X} \sum_{X < n \leq 2X} f(n)n^{-it_f,X} \right| 
\leq \delta + C' \frac{\log \log h}{\log h} + \frac{1}{(\log X)^{\rho/36}}
\]

for all but at most \( \ll \rho X \left( \frac{1}{h^{\delta/15}} + \frac{1}{X^{\delta^4/10^{16}}} \right) \) integers \( x \in [X, 2X] \). Moreover, if \( f \) is almost real-valued, then the claim also holds with \( t_{f,X} \) replaced by 0.

We notice that the theorem would not be true if \( t_{f,X} \) was the smallest real-number in \([-X/h^{1+\varepsilon}, X/h^{1+\varepsilon}]\) minimizing the expression inside the minimum in (10).

In order to extend Theorem 1.7 to multiplicative functions that vanish on many primes, we restrict our attention to a wide sub-class of multiplicative functions that we call \((\alpha, \Delta)-non-vanishing\). This is a weighted analogue of the condition (2).

Definition 1.8. Given \( \alpha \in (0, 1] \) and \( \Delta \geq 1 \), a multiplicative function \( f : \mathbb{N} \rightarrow \mathbb{U} \) is said to be \((\alpha, \Delta)-non-vanishing\) if, for all \( 2 \leq w < z \leq \Delta \), we have

\[
\sum_{w < p \leq z} \left| \frac{f(p)}{p} \right| \geq \alpha \sum_{w < p \leq z} \frac{1}{p} - O\left( \frac{1}{\log w} \right),
\]

where the implied constant is understood to be fixed, and other constants are allowed to depend on it.

Note that if \( f : \mathbb{N} \rightarrow [0, 1] \) is \((\alpha, X^\theta)-non-vanishing\) with \( \alpha \in (0, 1] \) and \( \theta > 0 \), then,

\[
\sum_{n \leq X} f(n) \asymp X \prod_{p \leq X} \left( 1 + \frac{f(p) - 1}{p} \right)
\]

with the implicit constant in \( \asymp \) depending only on \( \alpha, \theta \) and the implied constant in (12). One can think of (13) as a weighted version of the fundamental lemma of sieve theory. Finally, given a multiplicative function \( g : \mathbb{N} \rightarrow \mathbb{U} \), define

\[
H(g; X) := \prod_{p \leq X} \left( 1 + \frac{|g(p)| - 1}{p} \right)
\]

and given \( \alpha \in (0, 1] \) set,

\[
\rho_\alpha := \frac{\alpha}{3} - \frac{2}{3\pi} \sin \left( \frac{\pi \alpha}{2} \right) > 0.
\]

We are now ready to state our main theorem.

\footnote{see Lemma 10.5(iii) below for a stronger version of this claim}
Theorem 1.9. Let $\alpha \in (0, 1], \theta \in (0, 1/16]$ and $0 < \rho < \rho_\alpha$. Let $f : \mathbb{N} \to \mathbb{U}$ be an $(\alpha, X^\theta)$-non-vanishing multiplicative function. Given $h_0 \in [2, X^\theta]$ set $h := h_0 H(f; X)$. There exists a constant $C' > 1$ depending only on $\theta$ such that, for any $\delta \in (0, 1/1000)$,

$$
\left| \frac{1}{h} \sum_{x < n \leq x + h} f(n) - \frac{1}{h} \int_x^{x+h} u^{\tilde{f},X} \, du \cdot \frac{1}{X} \sum_{X < n \leq 2X} f(n)n^{-\tilde{f},X} \right|
\leq \left( \delta + C' \left( \frac{\log \log h_0}{\log h_0} \right)^\alpha + \frac{1}{(\log X)^{\alpha \rho/36}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right)
$$

(15)

for all but at most

$$
\ll \rho \theta X \left( \frac{1}{h_0^{(\delta/2000)^1/\alpha}} + \frac{1}{X^{\delta/2000}^{1/\alpha}} \right)
$$

integers $x \in [X, 2X]$. Moreover, if $f$ is almost real-valued, then the claim also holds with $\tilde{f},X$ replaced by 0.

A few features of this theorem deserve further comment.

First, one might believe that the shortest intervals for which Theorem 1.9 should hold are of length

$$
\prod_{p \leq X} \left( 1 - \frac{|f(p)| - 1}{p} \right)
$$

(16)

since this is the inverse of the mean-value of $|f|$. However this is larger than $H(f; X)$ unless $|f|$ is concentrated in $\{0, 1\}$! Therefore for functions $f$ such that $|f|$ is not concentrated in $\{0, 1\}$ we obtain a result in intervals shorter than one would naively expect.

In fact, it should be possible to obtain non-trivial results in intervals of length shorter than $H(f; X)$. The example $f(n) = (1 - \varepsilon)^{\Omega(n)}$ is in this respect instructive. It can be shown that the main contribution to the mean value of $f$ comes from integers in $[1, X]$ having $(1 - \varepsilon + o(1)) \log \log X$ prime factors. Since the mean-spacing of integers $n \leq X$ with $\Omega(n) = (1 - \varepsilon + o(1)) \log \log X$ is $(\log X)^{\varepsilon^2/2 + O(\varepsilon^3)}$ we expect that Theorem 1.9 should hold on intervals of length $\log X)^{\varepsilon^2/2 + O(\varepsilon^3)}$. For comparison Theorem 1.9 gives results in intervals of length $\gg H(f; X) = (\log X)^{\varepsilon^2}$ while the “naive length” (16) is $(\log X)^{\varepsilon}$. In this example it may actually be possible to reach shorter intervals than we do here by restricting first to integers that have $(1 - \varepsilon + o(1)) \log \log X$ prime factors (see [23] for such a maneuver at work and [9, 32] for results on the distribution of integers $n$ with $\omega(n) = k$ in almost all short intervals).

Secondly, in many applications we work with multiplicative functions for which $\sum_{X < n \leq 2X} f(n)n^{-\tilde{f},X}$ is small compared to $\sum_{X < n \leq 2X} |f(n)|$. In that case the main term in Theorem 1.9 can be removed. A simple sufficient condition for this to happen is that $\widehat{M}(f; X)$ is large. We provide for convenience the corollary below.
Corollary 1.10.  (i) Suppose that the assumptions of Theorem 1.9 hold. Then
\[
\left| \frac{1}{h} \sum_{x<n \leq x+h} f(n) \right| \leq \left( \delta + C' \left( \frac{\log \log h_0}{\log h_0} \right)^{\alpha} + C' \frac{\hat{M}(f; X)}{\alpha \exp(\hat{M}(f; X))} + \frac{1}{\alpha \log X^{\alpha/36}} \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right)
\]
for all but at most
\[
\ll_{\rho, \theta} X \left( \frac{1}{h_0^{(\delta/200)^{1/\alpha}}} + \frac{1}{X^{\theta(\delta/200)^{\rho/\alpha}}} \right)
\]
integers \( x \in [X, 2X] \).

(ii) Suppose that the assumptions of Theorem 1.7 hold. Then
\[
\left| \frac{1}{h} \sum_{x<n \leq x+h} f(n) \right| \leq \delta + C' \frac{\log \log h}{\log h} + C' \frac{M(f; X)}{\exp(M(f; X))} + \frac{1}{(\log X)^{\rho/36}}
\]
for all but at most
\[
\ll_{\rho, \theta} X \left( \frac{1}{h_0^{\delta/15}} + \frac{1}{X^{\delta^4/10^{10\varepsilon}}} \right)
\]
integers \( x \in [X, 2X] \).

Investigating the proofs rather than directly applying Theorems 1.7 and 1.9 one could obtain better log-powers for this corollary.

We also have the following “weighted” analogue of Corollary 1.2.

Theorem 1.11. Let \( \alpha \in (0, 1] \), \( \theta \in (0, 1/9) \) and \( \varepsilon > 0 \). Let \( f : \mathbb{N} \to [0, 1] \) be an \( (\alpha, X^\theta) \)-non-vanishing multiplicative function. Let \( 2 \leq h_0 \leq X/H(f; X) \). Then, there exists a positive constant \( \delta = \delta(\alpha, \theta, \varepsilon) \) such that the number of \( x \in [X, 2X] \) for which
\[
\frac{1}{h_0 H(f; X)} \sum_{x<n \leq x+h_0 H(f; X)} f(n) \leq \frac{\delta}{X} \sum_{x<n \leq 2X} f(n)
\]
is
\[
\ll_{\alpha, \varepsilon, \theta} X h_0^{-1/2+\varepsilon}
\]
Finally, in principle it would be possible to extend both Theorem 1.9 and Theorem 1.11 to unbounded multiplicative functions \( f \) satisfying \( f(n) = O_{\varepsilon}(n^{\varepsilon}) \) for every \( n \) and \( \varepsilon > 0 \) and \( f(p^k) = O_k(1) \) for every prime \( p \) and integer \( k \geq 1 \) though one might need to change the definition of \( H(f; X) \) somewhat. To obtain this extension requires one to follow through the proofs of Theorem 1.9 and Theorem 1.11 paying close attention to when the bound \(|f| \leq 1\) is being used. Moreover this extension requires one to use slightly more general sieve weights than the ones used in section 11 and to generalize the results of Section 5. We do not do this extension in this paper, since considering these new cases would increase the length and complexity of this paper.

We note that establishing Theorem 1.9 and Theorem 1.11 with optimally short intervals for general \( f \) is likely to be a difficult question requiring new ideas. At the
moment we do not have even a good conjectural understanding of what this shortest length should be, and the situation is well understood essentially only when $f$ is such that $|f(p)| \in \{0, 1\}$ for all primes $p$.

2. **Outline of the argument**

The notation employed throughout this outline might differ from the notation employed in the proofs. We therefore caution the reader to take this outline merely as a quick indication of the new and interesting points of our proof.

2.1. **The proof of Theorem 1.9.** To make the presentation simpler we will ignore some complications and focus only on the proof of Corollary 1.1 with an exceptional set $O_{\delta}(Xh_0^{-\kappa})$ for some $\kappa = \kappa(\delta)$. This is a special case of Theorem 1.9 but already highlights all the main ideas. Furthermore we will assume that the multiplicative function $f$ has mean-value zero and in fact does not pretend to be

$$|f(p)| \in \{0, 1\}$$

for all primes $p$.

Let $\varepsilon > 0$ be given. Let $S_{\varepsilon}$ denote the set of integers $n \in [X, 2X]$ that have a prime factor in intervals $(P_j, Q_j)$ for $2 \leq j \leq J$, where

$$P_j = \exp(j^{8j/\alpha^2}((\log Q_1)^{j-1} \log P_1)), \quad Q_j = \exp(j^{(8j+6)/\alpha^2}((\log Q_1)^j))$$

and $J$ is the largest index for which $Q_J \leq \exp(\sqrt{\log X})$, say. Moreover (as a novelty compared to [22]) we require that integers in $S_{\varepsilon}$ have two large prime factors, say in

$$(X^{\varepsilon^3}, X^{\varepsilon^2}) \text{ and } (X^{\varepsilon^2}, X^{\varepsilon})$$

respectively. The majority of integers $n \in [X, 2X]$ belongs to $S_{\varepsilon}$ provided that $\varepsilon$ and $\log P_1 / \log Q_1$ are sufficiently small.

Write $H = h_0\delta(N; X)^{-1}$. We start by noticing that if

$$\left| \sum_{x < n \leq x + H} f(n) \right| > \delta h_0$$

then either

$$(17) \quad \left| \sum_{x < n \leq x + H} f(n) \right| > \frac{\delta h_0}{2} \quad \text{or} \quad \left| \sum_{x < n \leq x + H} f(n) \right| > \frac{\delta h_0}{2},$$

where $S_{\varepsilon}^c$ denotes the complement of $S_{\varepsilon}$ in $[X, 2X]$. To handle the contribution of the second term we use a sharp sieve upper bound, bounding,

$$1_{n \in S_{\varepsilon}^c \cap N} \leq \sum_{d \leq X^\theta} \lambda_d$$
for some small $\theta > 0$. We construct these sieve majorants using the Brun-Hooley sieve (which is more clearly useful when proving the full Theorem 1.9, in fact our sieve majorants give an alternative to the construction used by Matthiesen [25]). Subsequently we use the work of Friedlander (see [8, Chapter 6.10]) to show that, after the application of these sieve majorants, the exceptional set of $x \in [X, 2X]$ for which the second inequality in (17) holds is bounded by $\ll \eta, \epsilon X h - 1 + \epsilon$. This is the optimal bound given the $L^2$ techniques that are currently available (in reality one would expect that the exceptional set is $\ll A X h - A$ for any given $A > 0$ but we have no idea how to prove this).

Therefore it remains to address the case in which the first inequality in (17) holds. By replacing $f(n)$ by $f(n)_{n \in \mathbb{N}}$, we can assume that $f$ is supported on $\mathcal{N}$. By Perron’s formula, we can more or less write

$$
\sum_{\frac{n}{X} \leq x \leq \frac{X}{X} + H \atop n \in S_\epsilon \cap \mathcal{N}} f(n) \approx \frac{1}{2\pi i} \int_{-X/H}^{X/H} \sum_{n \sim X \atop n \in S_\epsilon} f(n) \frac{(x + H)^{1+it} - x^{1+it}}{n^{1+it}} \frac{1}{1 + it} dt
$$

(18)

$$
\approx \frac{H}{2\pi i} \int_{-X/H}^{X/H} \sum_{n \sim X \atop n \in S_\epsilon} f(n) \frac{n^{1+it}}{x^{1+it}} dt.
$$

If one estimated the right hand side by adding absolute values, then, even with square-root cancellation, one would only obtain a bound like $O(X^{1/2})$ which is much worse than the trivial bound $O(H)$ for the left hand side (unless $h_0$ is very large).

Hence one must take advantage of the averaging over $x$ in the problem. Typically (for example in [22]) one studies the mean square of (18) over $x$, obtaining something like

$$
\frac{1}{X} \int_X^{2X} \left| \int_{-X/H}^{X/H} \sum_{n \sim X \atop n \in S_\epsilon} f(n) \frac{n^{1+it}}{x^{1+it}} dt \right|^2 dx
$$

(19)

$$
\approx \frac{1}{X} \int_X^{2X} \left| \int_{-X/H}^{X/H} \left( \sum_{n \sim X \atop n \in S_\epsilon} f(n) \frac{n^{1+it}}{x^{1+it}} dt \right)^2 dx \right| \approx \int_{-X/H}^{X/H} \left| \sum_{n \sim X \atop n \in S_\epsilon} f(n) \frac{n^{1+it}}{x^{1+it}} dt \right|^2 dt.
$$

To obtain the claim one would need the bound $O_\delta(\delta(\mathcal{N}; X)^2 h_0^{-\alpha})$ for this. However, this is not true in general — there might be points $t$, where the integrand has size like $\delta(\mathcal{N}; X)^2 (\log X)^{-\nu}$.

Our key new idea is to handle these “bad” points $t$ before taking the mean square. This is where the additional requirement (which is new compared to [22]) that $S_\epsilon$ consists of integers having two large prime factors comes into play. Using the fact
that integers in $S_\varepsilon$ have two large prime factors we can more or less write,

$$\sum_{x < n \leq x + H} f(n) \approx \frac{H}{2\pi i} \int_{-X/H}^{X/H} \sum_{n \sim X} f(n) \frac{1}{n^{1+it}} dt$$

(20)

$$\approx \sum_{P_1 \in \mathcal{X}^{x^2}, \mathcal{X}^{x^2}} \left( \sup_{|t| \leq 4X} \left| \sum_{n \sim X/(P_1 P_2)} f(n) \frac{1}{n^{1+it}} \right| \right) \cdot \left( \sum_{t \in \mathcal{T}_1} \left| \sum_{P_1 \sim P_1} f(p) \frac{1}{p^{1+it}} \right| \cdot \left| \sum_{P_2 \sim P_2} f(p) \frac{1}{p^{1+it}} \right| \right)$$

where $S'_\varepsilon$ is the set of integers having a prime factor in each interval $(P_j, Q_j]$ with $1 \leq j \leq J$.

The advantage that the introduction of these two large prime factors confers is that it essentially allows us to remove from the integration range, at the price of a negligible error term, any subset $T \subset [-X/H, X/H]$ of measure $\ll X^{1/2-\varepsilon}$ (more precisely: any set $T$ that can be covered by a union of $\ll X^{1/2-\varepsilon}$ unit intervals).

The reason for this is the following: Given an arbitrary subset $T \subset [-X/H, X/H]$ that can be covered by $\ll X^{1/2-\varepsilon}$ unit intervals we partition $T = T_1 \cup T_2$, where

(21)

$$T_1 := \left\{ t \in T : \left| \sum_{p \sim P_1} f(p) \frac{1}{p^{1+it}} \right| \leq P_1^{-\varepsilon} \right\}$$

and $T_2 = T \setminus T_1$. The contribution of $t \in T_2$ to the right hand side of (19) is negligible using (20), the definition of $T_1$, the Halász-Montgomery inequality (Lemma 4.1 below), and the assumption on the cardinality of $T$. On the other hand $T_2$ is a very small set of cardinality $\ll X^{3\varepsilon^6}$. We can bound the total contribution of $t \in T_2$ to the integral (20) by

$$\sum_{P_1 \in \mathcal{X}^{x^2}, \mathcal{X}^{x^2}} \left( \sup_{|t| \leq 4X} \left| \sum_{n \sim X/(P_1 P_2)} f(n) \frac{1}{n^{1+it}} \right| \right) \cdot \left( \sum_{t \in T_2'} \left| \sum_{P_1 \sim P_1} f(p) \frac{1}{p^{1+it}} \right| \cdot \left| \sum_{P_2 \sim P_2} f(p) \frac{1}{p^{1+it}} \right| \right)$$

where $T_2'$ is a set of $\ll X^{3\varepsilon^6}$ one-spaced points. Since we assumed in this sketch that $f$ does not pretend to be $n^{\varepsilon}$ for any $|t| \leq 4X$ we obtain a little bit of cancellation in the sum over $n \sim X/(P_1 P_2)$ (in case $f$ is pretentious we would need to handle a main term separately). As a result it remains to show that

(22)

$$\sum_{t \in T_2'} \left| \sum_{p \sim P_1} f(p) \frac{1}{p^{1+it}} \right| \cdot \left| \sum_{p \sim P_2} f(p) \frac{1}{p^{1+it}} \right| \ll \frac{1}{\log P_1 \log P_2}.$$
As a result of this operation we can take away an arbitrary set $T$ from $\mathcal{N}$ as long as this set consists of no more than $X^{1/2-\varepsilon}$ neighborhoods of well-spaced points. In particular, in view of (18), to prove the corollary it suffices to show that,

\begin{equation}
\frac{1}{X} \int_0^{2X} \left| \int_{t \leq X/H} \left( \sum_{n \leq X} f(n) \right) \cdot x^n dt \right|^2 \leq \delta(X;X)^2 \sum_{n \leq X} \frac{f(n)^2}{n^{1+\varepsilon}} dt \lesssim \frac{\delta(N;X)^2}{h_0^\kappa}
\end{equation}

for some $\kappa > 0$ and an essentially arbitrary $T$ of our choosing, as long as $T$ is not too large in measure.

We choose now $T$ to be the set of points $t$ at which at least one of the Dirichlet polynomials

\begin{equation}
\sum_{p \sim P} f(p)^2 P^{1+\varepsilon}, \quad X^{-\varepsilon} \leq P \leq X^\varepsilon
\end{equation}

with $P$ varying over powers of two in $[X^{\varepsilon^3}, X^\varepsilon]$ is $\gg P^{-1/4+\varepsilon}$. Taking moments we see that $T$ can indeed be covered by neighborhoods of fewer than $X^{1/2-\varepsilon}$ points. With this choice of $T$ we now repeat (with some minor technical innovations) the argument from our earlier paper [22] to bound (23). This produces a bound for (23) that saves $P_1^{-1/2+\varepsilon} + X^{-\varepsilon^3(1/2-\varepsilon)}$.

Two things are important to note. First, the bound $P_1^{-1/2+\varepsilon} + X^{-\varepsilon^3(1/2-\varepsilon)}$ that the argument of [22] produces is tied to our choice of the set $T$ as the set at which the Dirichlet polynomial in (24) is greater than $P^{-1/4+\varepsilon}$. More precisely if we had chosen $T$ as the set of $t$ on which the Dirichlet polynomial in (24) is greater than $P^{1-\beta}$ for some $\beta > 0$ then the argument from [22] can only produce a bound that is $P_1^{-2\beta} + X^{-2\beta}$ at best. The saving of $P_1^{-1/2+\varepsilon}$ with an exponent $\frac{1}{2}$ is important for the proof of our second result, Theorem 1.11. Secondly, unconditionally the point-wise bounds for (24) are weak (or unavailable for (24) if $f$ is arbitrary), but since we took the set $T$ away from the integral in (23), it is as if we had pointwise power-savings in (23). This accounts for the term $X^{-\varepsilon^3(1/2-\varepsilon)}$ in the bound $P_1^{-1/2+\varepsilon} + X^{-\varepsilon^3(1/2-\varepsilon)}$. As a result the arguments from [22] produce a saving in (23) that is of the form $P_1^{-1/2+\varepsilon} + X^{-\varepsilon^3(1/2-\varepsilon)}$. Choosing $P_1$ to be $h^{\varepsilon^3}$ and $Q_1 = h$ then gives the desired bound.

While running the argument from [22] we need to also introduce an additional modification. Specifically, we need to keep track of the fact that $n$ is supported on a sparse set of integers. We accomplish this by using throughout a mean-value theorem that incorporates sieve estimates for $\mathcal{N}$.

2.2. The proof of Theorem 1.11. Again for simplicity we will only discuss the proof of Corollary 1.2 as this already illustrates all the main ideas that also enter in the proof of Theorem 1.11. First, (ii) of Corollary 1.2 is an elementary consequence of (i), so we will only discuss the proof of (i). Second, unlike in the proof of Corollary 1.1 we no longer need to select $S_\varepsilon$ so that it consists of almost all the integers. Instead it suffices to choose a set $S_\varepsilon$ such that a positive proportion of integers belong to $S_\varepsilon$. 

For $h_0 \leq X^{e^3/20000}$ we take $S_\varepsilon$ similarly to the proof of Corollary [1.4] but with a narrow first interval $(P_1, Q_1] = (h_0^{1-\varepsilon}, h_0)$. Then,

\begin{equation}
(25) \sum_{x<n \leq x+h_0\delta(N;X)^{-1}} 1 \geq \sum_{n \in S_\varepsilon \cap N} 1 \geq \sum_{x<n \leq x+h_0\delta(N;X)^{-1}} \varepsilon H 2\pi i \int_{|t| \leq X/H} \prod_{m \in \mathbb{N}} \left( \sum_{p \sim P_m} \frac{1}{p^{1+it}} \right) \left( \sum_{m \in \mathbb{N}} \frac{1}{m^{1+it}} \right) x^{it} dt,
\end{equation}

and repeating the argument of the proof of Corollary [1.1] we can show that outside of an exceptional set of cardinality $\ll XP_1^{-1/2+\varepsilon} + X^{1-e^3/5} \ll X h_0^{-1/2+2\varepsilon}$ the left-hand side of (25) is $\gg \varepsilon h_0$. Therefore we are done for $h_0 \leq X^{e^3/20000}$.

Therefore in the remainder assume that $h_0 > X^{e^3/20000}$. In this case we pick $S_\varepsilon$ to consist of the set of integers in $[X, 2X]$ that can be written as $p_1 \ldots p_k m$ with $p_1, \ldots, p_k$ distinct primes in the interval $[X^{e^{10}(1-\varepsilon^{20})}, X^{e^{10}(1+\varepsilon^{20})}]$. We pick $k$ so large that $m$ is also essentially of size $X^{e^{10}}$.

Write $H = h_0 \delta(N;X)^{-1}$. We want to essentially bound, for some $\delta > 0$ depending only on $\alpha$ and $\varepsilon$, the frequency of those $x$ for which,

\begin{equation}
(26) \delta h_0 \geq \sum_{x<n \leq x+H \atop n \in S_\varepsilon \cap N} 1 \approx \sum_{P_1 \ldots P_k} \frac{H}{2\pi i} \int_{|t| \leq X/H} \prod_{m \in \mathbb{N}} \left( \sum_{p \sim P_m} \frac{1}{p^{1+it}} \right) \left( \sum_{m \in \mathbb{N}} \frac{1}{m^{1+it}} \right) x^{it} dt,
\end{equation}

where $P_i$ run over powers of two in $[X^{e^{10}(1-\varepsilon^{20})}, X^{e^{10}(1+\varepsilon^{20})}]$. The part of the integral with small $t$, say $|t| \leq T_0 := (\log X)^{\varepsilon'}$ for some small $\varepsilon' > 0$ contributes to the main term, which is larger than $\delta h$ provided that $\delta > 0$ is chosen sufficiently small in terms of $\alpha$ and $\varepsilon$. Therefore our main task is to show that the contribution of the integral with $|t| > T_0$ is bounded by $o(h_0)$ outside of an exceptional set of cardinality $\ll X h_0^{-1/2+\varepsilon}$.

In particular given $P_1, \ldots, P_k$ it suffices to show that outside of a small exceptional set of cardinality $\ll X h_0^{-1/2+\varepsilon}$,

\begin{equation}
(27) \int_{T_0}^{X/H} F(1 + it) x^{it} dt = o\left( \frac{\delta(N;X)}{\log^k X} \right)
\end{equation}

where $F(1 + it) = (P_1 \ldots P_k M)(1 + it)$,

$$P_i(s) := \sum_{p \sim P_i} \frac{1}{p^s}, \quad \text{and} \quad M(s) = \sum_{m \in \mathbb{N}} \frac{1}{m^s}.$$ 

We first show that for all $x$ we can exclude from the integral (27) the set of $t$ that belongs to either $\mathcal{U}_1$ or $\mathcal{U}_2$, where

$$\mathcal{U}_1 := \{ T_0 \leq |t| \leq X/H : |F(1 + it)| > X^{-\varepsilon^{100}} \}$$
$$\mathcal{U}_2 := \{ T_0 \leq |t| \leq X/H : X^{-\varepsilon^{100}} \geq |F(1 + it)| > h_0^{-1/2+\varepsilon/2} \}.$$
For this it is enough to show that
\begin{equation}
\left| \int_{t \in U_j} |F(1 + it)| \, dt \right| = o\left( \frac{\delta(N; X)}{\log^k X} \right),
\end{equation}
for \( j \in \{1, 2\} \).

The proof of (28) for \( j = 1 \) is similar to an argument that we described in the proof sketch of Corollary 1.1. Specifically, if \( |F(1 + it)| \) is large then at least one of \( P_i(1 + it) \) is large, consequently the set \( U_1 \) is small (because \( P_1 \) is short and therefore we can estimate the frequency with which \( P_1(1 + it) \) is large by taking high moments). We then apply a point-wise bound on \( M(1 + it) \) obtaining a small saving, and a variant of the Halász-Montgomery inequality on the remaining Dirichlet polynomials \( P_i \), showing thus that the remaining integral \( \int_{t \in U_0} \sum_{i \in U_1 \cup U_2} |P_i| \, dt \) is dominated by at most one term that exhibits no cancellations (the application of Halász-Montgomery inequality relies on the fact that the set \( U_1 \) is small). Since we obtained some cancellations in \( |M(1 + it)| \) we win.

The proof of (28) for \( j = 2 \) uses the fact that if \( |F(1 + it)| \) is larger than \( X^{-\beta} \) for some \( \beta \) then at least one of the Dirichlet polynomials \( |P_i(1 + it)| \) or \( |M(1 + it)| \) is larger than \( P_i^{-\beta} \) or \( M^{-\beta} \). For simplicity let us assume that \( |P_1(1 + it)| \) is larger than \( P_1^{-\beta} \). Since \( P_1 \) is short we can then apply Huxley’s large value estimate to \( P_1^k \) with \( k \) a conveniently chosen large power to estimate the frequency with which \( |P_1(1 + it)| > P_1^{-\beta} \). This allows to exploit the full strength of Huxley’s large value estimates. The process will involve an error of the size of the longest Dirichlet polynomial \( P_i \) or \( M \), and an additional fixed logarithmic loss, and here having \( h_0 > X^{3/20000} \) is useful in neutralizing these losses.

After these reductions, in view of the claim (27), we see that it is enough to show that
\[
\frac{1}{X} \int_X^{2X} \left| \int_{t \in U_0 \cup U_1 \cup U_2} \frac{F(1 + it)X^t \, dt}{t} \right|^2 \, dx \lesssim \int_{t \in U_1 \cup U_2} |F(1 + it)|^2 \, dt \lesssim \frac{1}{h_0^{-1/2 + \varepsilon/2}}.
\]
We separate the remaining values of \( t \not\in U_1 \cup U_2 \) into two sets,
\[
T_1 := \{ |t| \leq X/H : X^{-1/4+\varepsilon/8} \leq |F(1 + it)| \leq h_0^{-1/2 + \varepsilon/2} \}
\]
\[
T_2 := \{ |t| \leq X/H : |F(1 + it)| \leq X^{-1/4+\varepsilon/8} \}.
\]

Whenever \( |F(1 + it)| \leq X^{-1/4+\varepsilon/8} \) we can write \( F(1 + it) \) as \( R(1 + it)N(1 + it) \) with \( R(s) \) of length \( \leq h_0 \) and such that \( |R(1 + it)| \leq h_0^{-1/4+\varepsilon/4} \). There is only a bounded number of possible choices for \( R(s) \). As a result we can bound the integral over \( T_1 \) simply by applying the point-wise bound to \( R \) and the standard mean-value theorem to \( N \).

It remains to deal with the integral over the range \( T_2 \) and this is addressed once again by appealing to Huxley’s large value estimate. Since we now work with \( |F|^2 \) instead of \( |F| \) this leads to a slightly different choice of parameters, so the repeated application of Huxley’s estimate yields different result than when we applied it to deal with \( U_2 \).
2.3. The proofs of the corollaries. Regarding the result for norm-forms we notice that if \(K\) is a number field with class number one, then weaker versions of Theorems 1.4 and 1.5 in which we look at integers representable as \(|N_{K/Q}(x)|\) with \(x \in \mathcal{O}_K\) are immediate consequences of Corollaries 1.1 and 1.2.

Therefore the main difficulty that we are facing concerns number fields of class number exceeding one. We resolve this difficulty by showing that the indicator function \(g_K(n)\) of the event “\(n\) is a norm-form of \(K\)” can be expressed as a linear combination of multiplicative function. This is essentially implicit in the work of Odoni \([28]\) and we follow his argument to a large extent. Thanks to this we can prove Theorems 1.4 and 1.5 using similar arguments as in proofs of Theorems 1.9 and 1.11.

The proof of the conditional part of Theorem 1.5 is different depending on whether \(h\) is small or large. If \(h_0 \leq X^{\epsilon/20000}\), then the result follows from a minor modification of Corollary 1.1 which uses the fact that on the Riemann Hypothesis for Hecke \(L\)-functions we have square-root cancellation in

\[
\sum_{p \leq x} g_K(p)p^{it}.
\]

This allows us to show that, outside of an exceptional set of cardinality \(\ll \eta XP^{-1+\eta} + X^{1-\epsilon^3/20000}\), we have

\[
\sum_{x < n \leq x + h_0 \delta_K(X)^{-1}} g_K(n) \gg \epsilon h_0
\]

with \(S_\epsilon\) the set of integers that have a prime factor in every interval \([P_i, Q_i]\) with \(1 \leq i \leq J\) and \([P_1, Q_1] \subset [1, h_0]\). Choosing \(P_1 = h_0^{1-\epsilon}\) and \(Q_1 = h_0\) and the rest of the intervals \([P_i, Q_i]\) as in the proof of Corollary 1.1 then leads to the result for \(h_0 \leq X^{\epsilon^3/20000}\).

For \(h_0 > X^{\epsilon^3/20000}\) we use the fact that the Riemann Hypothesis for Hecke \(L\)-functions implies square-root cancellation in

\[
\sum_{n \leq x} g_K(n)n^{it}
\]

and the argument in this case is rather simple, relaying essentially only on this pointwise bound.
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3. Mean value theorem for sparse Dirichlet polynomials

For a Dirichlet polynomial $A(s) = \sum_{n \leq N} a_n n^{-s}$, the mean value theorem for Dirichlet polynomials (see [21, Theorem 9.1]) gives, for any $T \geq 1$,

$$\int_{-T}^{T} |A(it)|^2 dt = (2T + O(N)) \sum_{n \leq N} |a_n|^2.$$ (29)

On the right hand side the first term is supposed to reflect the contribution coming from $t$ with $|A(it)|^2$ of typical size. On the other hand the second term is supposed to reflect the contribution coming from a small set of $t$ for which $|A(it)|^2$ is close to its maximal size ($\sum_{n \leq N} |a_n|^2$), but when $a_n$ is supported on a thin set, $N \sum_{n \leq N} |a_n|^2$ is not a good approximation to this. In order to get optimal results, we need to be very careful about such losses, and for this reason we use the following variant of the mean value theorem. The lemma below has been previously used in [32, 9] to understand the distribution of integers with a fixed number of prime factors.

**Lemma 3.1.** Let $A(s) = \sum_{n \leq N} a_n n^{-s}$ and $T \geq 1$. Then

$$\int_{-T}^{T} |A(it)|^2 dt \ll T \sum_{n \leq N} |a_n|^2 + T \sum_{n \leq N} \sum_{0 < |k| \leq n/T} |a_n||a_{n+k}|$$

$$\ll T \sum_{n \leq N} |a_n|^2 + T \sum_{0 < |k| \leq N/T} \sum_{n \leq N} |a_n||a_{n+k}|.$$  

**Proof.** This follows from [21, Lemma 7.1] taking $Y = 10T$ and $x_m = \frac{1}{2\pi} \log m$ there. \(\square\)

To effectively use the previous lemma in our setting, we need to, for a multiplicative function $f$, understand the sums $\sum_{x<n \leq 2x} |f(n)|^2$ and $\sum_{0 < |k| \leq K} \sum_{x<n \leq 2x} |f(n)f(n+k)|$. The average of $|f(n)|^2$ as well as several other averages we will encounter can be estimated by the following result of Shiu [29].

**Lemma 3.2.** Let $\theta \in (0, 1)$ and let $f : \mathbb{N} \rightarrow \mathbb{U}$ be multiplicative. Then, for $x \geq y \geq x^\theta$, one has

$$\sum_{x<n \leq x+y} |f(n)| \ll_{\theta} y \prod_{p \leq x} \left(1 + \frac{|f(p)|-1}{p}\right).$$

The previous lemma as well as many results below actually work for a certain class of unbounded multiplicative functions but here we restrict our attention to the bounded functions. To estimate the shifted convolution sum we use the following lemma which is a consequence of the work of Henriot [17].
Lemma 3.3. Let $\theta \in (0, 1]$ and let $f : \mathbb{N} \to \mathbb{U}$ be multiplicative. Let $1 \leq r_1, r_2 \leq x^{3/7}$ be integers. Assume that $f(pm) = f(p)f(m)$ whenever $p | r_1 r_2$. Then, for all $x \geq y \geq x^\theta$ and $K \in [1, x]$, one has

$$\sum_{0 \neq |k| \leq K} \sum_{x < n \leq x + y} |f(n)f(n + k)| \ll \theta K \frac{f(r_1)f(r_2)}{r_1 r_2} y \prod_{p \leq x} \left(1 + \frac{2|f(p)| - 2}{p}\right) \prod_{p | r_1 r_2 \atop p > K} \left(1 - \frac{|f(p)|}{p}\right).$$

Proof. Writing $k = k_0(r_1, r_2)$ and $n = n_0(r_1, r_2)$, we can re-write the left hand side as

$$|f((r_1, r_2))|^2 \sum_{0 \neq |k| \leq K/(r_1, r_2)} \sum_{x_0 \leq x_1 \leq x_0 + y} \sum_{x_2} |f(n_0)f(n_0 + k_0)|.$$

Hence it suffices to prove the claim with the additional assumption that $(r_1, r_2) = 1$.

Write $n = r_1 m_1$ and $n + k = r_2 m_2$, so that $r_2 m_2 - r_1 m_1 = k$. The solutions of this system can be parametrised as

$$\begin{cases} m_1 = x_1(k) + lr_2 \\ m_2 = x_2(k) + lr_1, \end{cases}$$

where $l$ runs through $\mathbb{Z}$ and $(x_1(k), x_2(k))$ is any solution. Let us choose $x_1'$ and $x_2'$ such that $r_2 x_2' - r_1 x_1' = 1$. By Bezout’s theorem we can choose these such that $|x_1'| \leq r_2$ and $|x_2'| \leq r_1$ and furthermore necessarily $(x_1', x_2') = (x_1', r_2) = (x_2', r_1) = 1$.

Then we take $x_1(k) = k x_1'$ and $x_2(k) = k x_2'$ getting that

$$\begin{cases} n = r_1 m_1 = r_1 (k x_1' + lr_2) = r_1 \cdot (k, r_2) \cdot \left(\frac{k}{(k, r_2)} x_1' + \frac{r_2}{(k, r_2)} l\right) \\ n + k = r_2 m_2 = r_2 (k x_2' + lr_1) = r_2 \cdot (k, r_1) \cdot \left(\frac{k}{(k, r_1)} x_2' + \frac{r_1}{(k, r_1)} l\right). \end{cases}$$

Writing $S$ for the left hand side of the claim, we get

$$S \leq |f(r_1)f(r_2)| \sum_{0 \neq |k| \leq K} |f((k, r_2))f((k, r_1))| \cdot \sum_{x - r_1 k x_1' \leq l \leq x - r_1 k x_1'} \left|f\left(\frac{k}{(k, r_2)} x_1' + \frac{r_2}{(k, r_2)} l\right) f\left(\frac{k}{(k, r_1)} x_2' + \frac{r_1}{(k, r_1)} l\right)\right|.$$

(30)

We shall use Henriot’s result [17, Theorem 3] (see also [18]). In his notation we have $Q_1(n) = r_2 (k, r_2) n + \frac{k x_1'}{(k, r_2)}$, $Q_2(n) = r_1 (k, r_1) n + \frac{k x_2'}{(k, r_1)}$, $F(n_1, n_2) = |f(n_1)f(n_2)|$ and

$$D = \left(\frac{r_2}{(k, r_2)} \cdot \frac{k x_2'}{(k, r_1)} - \frac{r_1}{(k, r_1)} \cdot \frac{k x_1'}{(k, r_2)}\right)^2 = \left(k (r_2 x_2' - r_1 x_1')\right)^2 = \left(\frac{k (r_2 (k, r_2) - r_1 (k, r_1))}{(k, r_1) (k, r_2)}\right)^2.$$
so that in particular \( p \mid D \implies p \mid k \). Furthermore

\[
\rho_{Q_1}(p) = \begin{cases} 
1 & \text{if } p \nmid \frac{r_2}{(k, r_2)}; \\
0 & \text{otherwise},
\end{cases} \\
\rho_{Q_2}(p) = \begin{cases} 
1 & \text{if } p \nmid \frac{r_1}{(k, r_1)}; \\
0 & \text{otherwise},
\end{cases}
\]

and

\[
\rho(p) = \begin{cases} 
2 & \text{if } p \nmid \frac{r_1}{(k, r_1)} \frac{r_2}{(k, r_2)} D; \\
1 & \text{otherwise}.
\end{cases}
\]

Also

\[
\Delta_D = \prod_{p \mid D} \left(1 + \frac{O(1)}{p}\right).
\]

We get from [17, Theorem 3] that, uniformly for \( 0 \neq |k| \leq K \), the sum over \( l \) in (30) is bounded by

\[
\ll \theta \frac{y}{r_1 r_2} \Delta_D \prod_{p \leq x/(r_1 r_2)} \left(1 - \frac{\rho(p)}{p}\right) \sum_{n_1 n_2 \leq x/(r_1 r_2) \atop (n_1, n_2, D) = 1} |f(n_1) f(n_2)| \cdot \frac{\rho_{Q_1}(n_1) \rho_{Q_2}(n_2)}{n_1 n_2} \ll \frac{y}{r_1 r_2} \prod_{p \mid k} \left(1 + \frac{O(1)}{p}\right) \prod_{p \leq x} \left(1 - \frac{2}{p}\right) \prod_{p \mid r_1 r_2} \left(1 + \frac{|f(p)|}{p}\right) \prod_{p \mid r_1 r_2} \left(1 + \frac{1 - |f(p)|}{p}\right).
\]

Hence, by (30),

\[
S \leq \frac{y}{r_1 r_2} |f(r_1) f(r_2)| \sum_{0 \neq |k| \leq K} |f((k, r_2)) f((k, r_1))| \prod_{p \mid k} \left(1 + \frac{O(1)}{p}\right) \prod_{p \leq x} \left(1 + \frac{2|f(p)| - 2}{p}\right) \prod_{p \mid r_1 r_2} \left(1 + \frac{1 - |f(p)|}{p}\right).
\]

By Lemma 3.2,

\[
\sum_{0 < |k| \leq K} |f((k, r_1)) f((k, r_2))| \prod_{p \mid k} \left(1 + \frac{O(1)}{p}\right) \ll K \prod_{p \leq K \atop p \mid r_1 r_2} \left(1 + \frac{1 + \frac{O(1)}{p} - 1}{p}\right) \prod_{p \leq K \atop p \mid r_1 r_2} \left(1 + \frac{|f(p)| (1 + \frac{O(1)}{p}) - 1}{p}\right) \ll K \prod_{p \leq K \atop p \mid r_1 r_2} \left(1 + \frac{|f(p)| - 1}{p}\right),
\]

so we obtain the claim.

\[\square\]
Combining Lemmas 3.1–3.3 we get the following mean-value theorem, which we will use repeatedly.

**Lemma 3.4.** Let \( \theta \in (0, 1) \) and \( x \geq y \geq x^\theta \). Let \( f : \mathbb{N} \to \mathbb{U} \) be multiplicative and let
\[
A(s) = \sum_{x<n \leq x+y} \frac{a_n}{n^s},
\]
where \( |a_n| \leq |f(n)| \) for every positive integer \( n \). Then, for any \( T \geq 1 \),
\[
\int_{-T}^T |A(1 + it)|^2 dt \ll \frac{T y}{x^2} \prod_{p \leq x} \left( 1 + \frac{|f(p)|^2 - 1}{p} \right) + \frac{y}{x} \prod_{p \leq x} \left( 1 + \frac{2|f(p)| - 2}{p} \right).
\]

4. **Halász-Montgomery type mean-value theorems**

In addition to the mean value theorem (Lemma 3.4), we shall need some large value results for Dirichlet polynomials. We shall say that a set \( T \subset \mathbb{R} \) is one-spaced if \( |t - u| \geq 1 \) for all distinct \( t, u \in T \).

**Lemma 4.1** (Halász-Montgomery inequality for integers). Let \( A(s) = \sum_{n \leq N} a_n n^{-it} \), \( T \geq 1 \), and let \( T \subseteq [-T,T] \) be one-spaced. Then
\[
\sum_{t \in T} |A(it)|^2 \ll \left( N + |T| \sqrt{T} \right) \log 2T \sum_{n \leq N} |a_n|^2
\]

*Proof. See [21, Theorem 9.6].*

In the proofs of Theorems 1.5 and 1.11 we use Huxley’s large value theorem which we state now.

**Lemma 4.2.** Let \( N, T \geq 3 \). Let \( A(s) = \sum_{N<n \leq 2N} a_n n^{-s} \) be a Dirichlet polynomial of length \( N \), and write \( G = \sum_{N<n \leq 2N} \frac{|a_n|^2}{n^2} \). Let \( T \subset [-T,T] \) be a one-spaced set such that \( |A(1 + it)| \geq V^{-1} \) for every \( t \in T \). Then
\[
|T| \ll \left( GNV^2 + G^3 NTV^6 \right) (\log T)^6.
\]
In particular if \( |a_n| \leq 1 \) for all \( n \), then
\[
|T| \ll \left( V^2 + \frac{TV^6}{N^2} \right) (\log T)^6
\]

*Proof. See [21, Corollary 9.9].*

We will also need a Halász-Montgomery type result on the primes. Before stating it we state a standard linear sieve upper bound which we shall also need in a few other occasions.
Lemma 4.3. Let \( D \geq z \geq 1 \) and \( \mathcal{P} \subset \mathbb{P} \cap [1, z] \). Write \( P(z) = \prod_{p \in \mathcal{P}} p \). There exists a set \( S^+ \) satisfying the following three conditions.

(i) One has \( 1 \in S^+ \) and if \( d \in S^+ \), then \( d \leq D \) and \( d \mid P(z) \).

(ii) One has
\[
1_{\{n \mid P(z)\}} = \sum_{d \mid n, d \in S^+} \mu(d),
\]
where \( 1_A \) is the indicator of the claim/set \( A \).

(iii) For any multiplicative \( g \) such that \( g(p) \in [0, 1] \) for all \( p \in \mathbb{P} \) and
\[
\prod_{\substack{w \leq p < z \in \mathcal{P} \cap [1, z]}} (1 - g(p))^{-1} \leq \frac{\log z}{\log w} \left( 1 + \frac{L}{\log w} \right),
\]
for all \( 2 \leq w \leq z \) and some \( L \geq 1 \), one has
\[
\sum_{d \in S^+} \mu(d) g(d) \leq (F(s) + O_L((\log D)^{-1/6})) \prod_{p \mid P(z)} (1 - g(p)),
\]
where \( s = \frac{\log D}{\log z} \) and \( F : [1, \infty) \to [1, \infty) \) is a decreasing function such that \( F(s) = 2e^\gamma/s \) for \( s \in [1, 3] \).

Proof. See for example [8, Section 12.1] \( \square \)

Like [22, Lemma 11], the following lemma is optimized for very short polynomials. For longer polynomials, better results could be obtained by using different bounds for the zeta function at the end of the proof.

Lemma 4.4 (Halász-Montgomery inequality for primes). Let \( T \geq 3 \) and let \( T \subset [-T, T] \) be one-spaced. Let \( P(s) = \sum_{N < p \leq 2N} a(p) p^s \) be a Dirichlet polynomial of length \( N \leq T^2 \) whose coefficients are supported on primes. Then, for any \( \varepsilon, \eta \in (0, 1/2) \),
\[
\sum_{t \in T} |P(it)|^2 \ll_{\varepsilon, \eta} \left( \frac{N}{\log N} + |T| \cdot T^{2\eta^{3/2}} (\log T)^2 \cdot N^{1-\eta(1-\varepsilon)} \right) \sum_{N < p \leq 2N} |a(p)|^2.
\]

Remark. A result with \( T^{2\eta^{3/2}} \) replaced by \( T^{\eta^{3/2}/2+\varepsilon} \) can be obtained by using a more recent result of Heath-Brown [14] instead of Ford’s result [6] that we will use in the proof. However, in that variant the implied constant would depend on \( \varepsilon \) in the exponent of \( T \) which is not acceptable in our application.

Proof. Note that if \( \eta < 1/\log N \), then the claim is trivial. Hence by duality (see e.g. [26, Theorem 6 in Chapter 7]) it is enough to show that,
\[
\sum_{N < p \leq 2N} \left| \sum_{t \in T} \frac{a(t)}{p^t} \right|^2 \ll_{\varepsilon, \eta} \left( \frac{N}{\log N} + |T| \cdot N^{-1} \cdot T^{2\eta^{3/2}} (\log T)^{2/3} \cdot N^{1-\eta(1-\varepsilon)} \right) \sum_{t \in T} |a(t)|^2
\]
for arbitrary coefficients \( a(t) \in \mathbb{C} \). Let \( \Phi \geq 0 \) be a smooth function with \( \Phi(x) = 1 \) for \( 1 \leq x \leq 2 \) and \( \tilde{\Phi}(1+it) \ll_A (1+|t|)^{-A} \) for every \( A > 0 \) and \( t \in \mathbb{R} \), where
\[ \mathcal{F}(s) := \int_0^\infty \Phi(x)x^{s-1}dx \] denotes the Mellin transform of \( \Phi(x) \). In addition, let \( S^+ \) be as in Lemma 4.3 with \( D = z = N^\varepsilon \) and \( \mathcal{P} = [2, z] \cap \mathbb{P} \). We see that

\[
\sum_{N < p \leq 2N} \left\lfloor \sum_{t \in \mathcal{T}} \frac{a(t)}{p^{\mu t}} \right\rfloor^2 \leq \sum_{d \in S^+} \mu(d) \sum_{n} \left| \sum_{t \in \mathcal{T}} \frac{a(t)}{d(n)^{\mu t}} \right|^2 \Phi\left(\frac{dn}{N}\right).
\]

Now, for \( u, v \in \mathbb{R} \),

\[
\sum_{n} n^{iu-iv} \Phi\left(\frac{dn}{N}\right) = \frac{1}{2\pi i} \int_{1+\varepsilon-i\infty}^{1+\varepsilon+i\infty} \zeta(s-iu+iv) N^s \tilde{\Phi}(s) ds.
\]

Shifting the contour to \( \Re s = 1 - \eta \) we collect a pole at \( s = 1 + iu - iv \). We bound the remaining integral using a result of Ford [6, Theorem 1] which gives

\[
|\zeta(\sigma + it)| \ll 1 + |t|^{\frac{9}{2}(1-\sigma)^{3/2}} (\log(|t| + 2)^{2/3} \quad \text{for } 1/2 \leq \sigma \leq 1.
\]

This shows that

\[
\sum_{n} n^{iu-iv} \Phi\left(\frac{dn}{N}\right) = \frac{N^{1+iu-iv}}{d^{1+iu-iv}} \tilde{\Phi}(1+iu-iv) + O\left((1+|u|+|v|)^{\frac{9}{2}\eta^{3/2}} \log((|u|+|v|+2)^{2/3}\left(\frac{N}{d}\right)^{1-\eta}\right).
\]

Therefore, using \( |a(u)a(v)| \leq |a(u)|^2 + |a(v)|^2 \), the right hand side of (31) is equal to

\[
\sum_{d \in S^+} \frac{\mu(d)}{d} \sum_{u, v \in \mathcal{T}} a(u)a(v) N^{1+iu-iv} \tilde{\Phi}(1+iu-iv) + O\left(T^{\frac{9}{2} \eta^{3/2}} (\log T)^{2/3} \eta^{-1} N^{1-\eta} \cdot |\mathcal{T}| \sum_{t \in \mathcal{T}} |a(t)|^2\right).
\]

Using Lemma 4.3 (iii) with \( g(p) = 1/p \) and again the inequality \( |a(u)a(v)| \leq |a(u)|^2 + |a(v)|^2 \) we bound this further by

\[
\ll \varepsilon' \left(\frac{N}{\log N} + |\mathcal{T}| \cdot T^{\frac{9}{2} \eta^{3/2}} (\log T)^{2/3} \eta^{-1} N^{1-\eta(1-\varepsilon')}\right) \sum_{t \in \mathcal{T}} |a(t)|^2,
\]

as we claimed. \( \square \)

5. Halász Type Results

In this section we deduce Halász and Lipschitz type results for multiplicative functions taking values in \( \mathbb{U} \). Since the average of the absolute value of our function over \( (X, 2X] \) might be of order \( (\log X)^{-\alpha} \) with \( \alpha \in (0, 1) \), we cannot directly use the standard results in the literature which typically win a small power of logarithm, but we need to slightly modify the proofs of the existing results to take into account the average value of \( f \). Variants in a similar spirit can also be found from papers of Matthiesen [25] (see e.g. Lemma 4.6 there) and Tenenbaum [31] (see in particular Corollaire 2.1 there).

As usual, we will relate averages of a multiplicative function \( f \) to a Dirichlet series of the type

\[
F(s; X) := \prod_{p \leq X} \left(1 + \frac{f(p)}{p^s} + \frac{f(p^2)}{p^{2s}} + \cdots\right).
\]
To estimate \(|F(1 + it; X)|\), we notice that

\[(32) \quad |F(1 + it; X)| \ll \exp \left( \Re \sum_{p \leq X} \frac{f(p)p^{-it}}{p} \right),\]

and use Lemma 5.1 below to estimate the sum on the right hand side. Recall the definitions of \(t_{f,X}\) and \(\hat{t}_{f,X}\) from Definition 1.6 and the definition of \(\rho_\alpha\) from (14)—these quantities will occur several times in this section.

We also point the reader to the Appendix which contains a “trivial” inequality that will be used in the proof of the lemma below.

**Lemma 5.1.** Let \(f : \mathbb{N} \to \mathbb{U}\) be a multiplicative function.

(i) Assume that \(f\) is \((\alpha, X^\theta)\)-non-vanishing for some \(\alpha, \theta \in (0, 1]\). One has, for any \(|t| \leq X\), and any \(0 < \rho < \rho_\alpha\)

\[\sum_{p \leq X} \frac{|f(p)| - \Re f(p)p^{-it}}{p} \geq \rho \min\{\log \log X, 3\log(|t - \hat{t}_{f,X}| \log X + 1)\} + O_{\rho, \theta}(1).\]

(ii) One has, for any \(|t| \leq X\), and any \(0 < \rho < \rho_1\),

\[\sum_{p \leq X} \frac{1 - \Re f(p)p^{-it}}{p} \geq \rho \min\{\log \log X, 3\log(|t - t_{f,X}| \log X + 1)\} + O_{\rho}(1).\]

(iii) If \(f\) is almost real-valued, then (i) and (ii) hold also with \(\hat{t}_{f,X}\) and \(t_{f,X}\) replaced by 0.

**Proof.** We prove (i) and point out the differences in proofs of (ii) and (iii) at the end of the proof. The claim is trivial for \(|t - \hat{t}_{f,X}| < 2/(\theta \log X)\). Therefore we can assume that \(|t - \hat{t}_{f,X}| \geq 2/(\theta \log X)\). We start by using a similar argument as in works of Granville and Soundararajan (see e.g. [12, Proof of Lemma 2.3]). By definition of \(\hat{t}_{f,X}\), we know that

\[(33) \quad \sum_{p \leq X} \frac{|f(p)| - \Re f(p)p^{-it}}{p} \geq \frac{1}{2} \sum_{p \leq X} \frac{|f(p)| - \Re f(p)p^{-it}}{p} + \frac{1}{2} \sum_{p \leq X} \frac{|f(p)| - \Re f(p)p^{-\hat{t}_{f,X}}}{p}\]

\[= \sum_{p \leq X} \frac{|f(p)|}{p} - \Re \sum_{p \leq X} f(p)p^{-it + \hat{t}_{f,X}} \left( p^{\frac{|t - \hat{t}_{f,X}|}{2}} + p^{-\frac{|t - \hat{t}_{f,X}|}{2}} \right)\]

\[\geq \sum_{p \leq X} \frac{|f(p)|}{p} \left( 1 - \left| \cos \left( \frac{(t - \hat{t}_{f,X}) \log p}{2} \right) \right| \right)\]

\[\geq \sum_{Y < p \leq X^\theta} \frac{|f(p)|}{p} \left( 1 - \left| \cos \left( \pi \left( \frac{||t - \hat{t}_{f,X}|| \log p}{2\pi} \right) \right) \right| \right),\]

where \(||x||\) denotes the distance to the nearest integer, and

\[Y := \max\{\exp((\log X)^{2/3 + \epsilon}, \exp(1/|t - \hat{t}_{f,X}|))\} \]
for some small $\varepsilon > 0$.

One would expect that the right hand side of (33) is smallest among $(\alpha, X^\theta)$-non-vanishing $f$ when

$$|f(p)| = \begin{cases} 1 & \text{if } \left\| \frac{(t - \hat{t}_{f,X}) \log p}{2\pi} \right\| \leq \alpha/2; \\ 0 & \text{otherwise.} \end{cases}$$

(depending on the parameters, this might not be $(\alpha, X^\theta)$-non-vanishing but let us ignore this) and that

$$\sum_{Y < p \leq X^\theta} \frac{|f(p)|}{p} \left( 1 - \left| \cos \left( \pi \left\| \frac{(t - \hat{t}_{f,X}) \log p}{2\pi} \right\| \right) \right)$$

(34)

$$\geq 2 \int_0^{\alpha/2} (1 - \cos(\pi x)) dx \cdot \log \frac{X^\theta \log p}{\log Y} - O_{\rho, \theta}(1).$$

While (34) is a natural-looking inequality, the proof is a bit tedious, so we postpone the rigorous proof to an appendix (see Lemma A.1).

Once we have (34), we immediately obtain the claim (i) since

$$2 \int_0^{\alpha/2} (1 - \cos(\pi x)) dx = \alpha - \frac{2}{\pi} \sin(\frac{\pi}{2} \alpha).$$

In case (ii) one can run the same argument with 1 in place of $|f(p)|$ and $t_{f,X}$ in place of $\hat{t}_{f,X}$, getting that

$$\sum_{p \leq X} \frac{1 - \Re f(p) p^{-it}}{p} \geq \sum_{Y < p \leq X} \frac{1}{p} \left( 1 - \left| \cos \left( \pi \left( \frac{t - t_{f,X} \log p}{2\pi} \right) \right) \right) \right).$$

Now the claim follows from (34) and (35) with $\alpha = 1$ and $f$ identically 1.

In case (iii), we argue similarly, except we notice that when $f$ is almost real-valued, one has e.g.

$$\sum_{p \leq X} \frac{|f(p)| - \Re f(p) p^{-it}}{p} \geq \sum_{p \leq X} \frac{|f(p)| (1 - |\cos(t \log p)|)}{p} + O(1).$$

In the following, we often need to apply results on slight variants of the original multiplicative function $f$ where we have changed $f$ to be zero on some primes. This might affect the values of $t_{f,X}$ and $\hat{t}_{f,X}$ as well as the non-vanishing-condition. For those situations we have the following variant of Lemma 5.1.
Lemma 5.2. Let $f : \mathbb{N} \to U$ be a multiplicative function, and let $P \subset \mathbb{P} \cap (1, X]$.

(i) Assume that $f$ is $(\alpha, X^\theta)$-non-vanishing for some $\alpha, \theta \in (0, 1]$. One has, for any $|t| \leq X$, and any $0 < \rho < \rho_\alpha$,

$$
\sum_{\substack{p \leq X \\not\in P}} \mathbb{R} f(p) \frac{p^{-it}}{p} \leq \sum_{\substack{p \leq X}} \frac{|f(p)|}{p} - \frac{\rho}{2} \min \{ \log \log X, 3 \log(|t - \hat{t}_{f,X}| \log X + 1) \} + O_{\theta, \rho}(1).
$$

(ii) One has, for any $|t| \leq X$, and any $0 < \rho < \rho_1$,

$$
\sum_{\substack{p \leq X \\not\in P}} \mathbb{R} f(p) \frac{p^{-it}}{p} \leq \sum_{\substack{p \leq X}} \frac{1}{p} - \frac{\rho}{2} \min \{ \log \log X, 3 \log(|t - t_{f,X}| \log X + 1) \} + O_{\rho}(1).
$$

(iii) If $f$ is almost real-valued, then (i) and (ii) hold also with $\hat{t}_{f,X}$ and $t_{f,X}$ replaced by 0.

(iv) One has, for all $|t| \leq X$,

$$
\sum_{\substack{p \leq X \\not\in P}} \mathbb{R} f(p) \frac{p^{-it}}{p} \leq \sum_{\substack{p \leq X}} \frac{|f(p)|}{p} - \frac{1}{2} \hat{M}(f; X)
$$

and

$$
\sum_{\substack{p \leq X \\not\in P}} \mathbb{R} f(p) \frac{p^{-it}}{p} \leq \sum_{\substack{p \leq X}} \frac{1}{p} - \frac{1}{2} \hat{M}(f; X).
$$

Moreover, if $\sum_{p \in P} \frac{1}{p} = O(1)$, then the factors $\frac{1}{2}$ can be removed if one adds an additional term $O(1)$ to the right hand side.

Proof. To prove (i), we obtain two upper bounds: First by the trivial estimate

$$
\sum_{\substack{p \leq X \\not\in P}} \mathbb{R} f(p) \frac{p^{-it}}{p} \leq \sum_{\substack{p \leq X}} \frac{|f(p)|}{p} - \sum_{\substack{p \leq X \\not\in P}} \frac{|f(p)|}{p} =: B_1.
$$

Second, by Lemma 5.1(i),

$$
\sum_{\substack{p \leq X \\not\in P}} \mathbb{R} f(p) \frac{p^{-it}}{p} \leq \sum_{\substack{p \leq X}} \frac{|f(p)|}{p} - \sum_{\substack{p \leq X \not\in P}} \frac{|f(p)|}{p} + \sum_{\substack{p \leq X \not\in P}} \frac{|f(p)|}{p} + \sum_{\substack{p \leq X \not\in P}} \frac{|f(p)|}{p}
\leq -\rho_\alpha \min \{ \log \log X, 3 \log(|t - \hat{t}_{f,X}| \log X + 1) \} + O_{\theta, \rho}(1)
\leq \sum_{\substack{p \leq X}} \frac{|f(p)|}{p} + \sum_{\substack{p \leq X \not\in P}} \frac{|f(p)|}{p}
=: B_2.
$$

The joint upper bound $(B_1 + B_2)/2$ gives the claim.
Cases (ii) and (iii) follow similarly from Lemma 5.1(ii)–(iii), and the first two claims of case (iv) follow similarly using Definition 1.6. The last claim in case (iv) follows directly from Definition 1.6. □

Let us now state our variant of Halász’s theorem.

Lemma 5.3. Let \( f : \mathbb{N} \to \mathbb{U} \) be a multiplicative function, and let \( P \subset \mathbb{P} \cap (1, X] \).

(i) Assume that \( f \) is \((\alpha, X^\theta)\)-non-vanishing for some \( \alpha, \theta \in (0, 1] \). One has, for all \( |t| \leq X/2 \) and \( x \leq X \), and any \( 0 < \rho < \rho_\alpha \),

\[
\sum_{x < n \leq 2x \atop p | n \Rightarrow p \notin P} f(n) \ll_{\theta, \rho} \left( \frac{\log \log X}{|t - \hat{t}_{f,X}|^{1/2} + 1} + \frac{1}{(\log X)^{\rho/2}} \right) \frac{1}{\log x} \prod_{p \leq X} \left( 1 + \frac{|f(p)|}{p} \right)
\]

and

\[
\sum_{x < n \leq 2x \atop p | n \Rightarrow p \notin P} f(n) \ll_{\theta} \left( \frac{\hat{M}(f; X)}{\exp(\frac{1}{2} \hat{M}(f; X))} + \frac{1}{(\log X)^{\alpha}} \right) \frac{1}{\alpha \log x} \prod_{p \leq X} \left( 1 + \frac{|f(p)|}{p} \right).
\]

(ii) One has, for all \( |t| \leq X/2 \) and \( x \leq X \), and any \( 0 < \rho < \rho_1 \),

\[
\sum_{x < n \leq 2x \atop p | n \Rightarrow p \notin P} f(n) \ll_{\rho} \frac{\log \log X}{|t - t_{f,X}|^{1/2} + 1} + \frac{(\log X)^{1-\rho/2}}{\log x}.
\]

and

\[
\sum_{x < n \leq 2x \atop p | n \Rightarrow p \notin P} f(n) \ll \left( \frac{M(f; X)}{\exp(\frac{1}{2} M(f; X))} + \frac{1}{\log X} \right) \cdot \frac{\log X}{\log x}.
\]

(iii) If \( f \) is almost real-valued, then (i) and (ii) hold also with \( \hat{t}_{f,X} \) and \( t_{f,X} \) replaced by 0.

(iv) If \( \sum_{p \in P} \frac{1}{p} = O(1) \), the claims hold with \( \frac{1}{2} \hat{M}(f; X) \) and \( \frac{1}{2} M(f; X) \) replaced by \( \hat{M}(f; X) \) and \( M(f; X) \).

Proof. We prove the case (i) and point out the differences to cases (ii)–(iv) in the end of the proof.

By partial summation it is essentially enough to show the same bounds for

\[
\frac{1}{x} \left| \sum_{x < n \leq 2x \atop p | n \Rightarrow p \notin P} f(n)n^{-it} \right|.
\]

Let us first concentrate on the first claim of (i). Notice that we can assume that \( |t - \hat{t}_{f,X}| > \log \log X \) since otherwise the claim follows from Lemma 3.2.
We use intermediate results in Montgomery's refinement of the proof of Halász's theorem. Write, for $\Re s > 1$,

$$F(s) = \sum_{n \in \mathbb{N}, p|n \Rightarrow p \notin \mathcal{P}} \frac{f(n)}{n^s}$$

and

$$H(\beta)^2 = \sum_{k \in \mathbb{Z}} \frac{1}{k^2 + 1} \max_{|\tau - k| \leq 1/2} |F(1 + \beta + it + i\tau)|^2.$$ 

Now Montgomery's work (see [30, Theorem 4.7 in Section III.4.3]) gives

$$(36) \frac{1}{x} \sum_{n < x < 2x} f(n) n^{-it} \ll \frac{1}{\log x} \int_{1/\log x}^1 H(\beta) d\beta.$$

Similarly to [30, Formula (4.61) in Section III.4.3] we have

$$|F(1 + \beta + it + i\tau)| \ll \exp \left( \Re \sum_{p \leq \exp(1/\beta)} f(p) p^{1+it+i\tau} \right).$$

Hence

$$(37) H(\beta)^2 \ll \sum_{k \in \mathbb{Z}} \frac{1}{k^2 + 1} \max_{|\tau - k| \leq 1/2} \exp \left( 2\Re \sum_{p \leq \exp(1/\beta)} \frac{f(p)}{p^{1+it+i\tau}} \right).$$

Let us first note that, for $\frac{1}{\log x} \leq \beta \leq 1$,

$$\sum_{|k| > (|t - \hat{t}_{f,X}| + 1)/2} \frac{1}{k^2 + 1} \max_{|\tau - k| \leq 1/2} \exp \left( 2\Re \sum_{p \leq \exp(1/\beta)} \frac{f(p)}{p^{1+it+i\tau}} \right) \leq \sum_{|k| > (|t - \hat{t}_{f,X}| + 1)/2} \frac{1}{k^2 + 1} \exp \left( 2 \sum_{p \leq x} \frac{|f(p)|}{p} \right) \ll \frac{1}{|t - \hat{t}_{f,X}| + 1} \exp \left( 2 \sum_{p \leq X} \frac{|f(p)|}{p} \right),$$

so this part leads to an acceptable contribution to (36). Similarly $|k| \geq (\log X)^4$ lead to an acceptable contribution.

Let us now consider the contribution of $k$ with $|k| \leq (|t - \hat{t}_{f,X}| + 1)/2$ into $H(\beta)^2$. By Lemma [5.2.1] (taking $\mathcal{P}$ there to be $\mathcal{P} \cup (\exp(1/\beta), X] \cap \mathbb{P}$), recalling that $|t - \hat{t}_{f,X}| > \log \log X$,

$$2\Re \sum_{p \leq \exp(1/\beta)} \frac{f(p)}{p^{1+it+i\tau}} \leq 2 \sum_{p \leq X} \frac{|f(p)|}{p} - \rho' \log \log X + O_{\rho,\theta}(1),$$

where $\rho' = (\rho + \rho_\alpha)/2$. 

Combining the previous estimates we see that

\[ H(\beta)^2 \ll_{\rho, \theta} \left( \frac{1}{|t - \hat{t}_f, X| + 1} + \frac{1}{(\log X)^{\rho'}} \right) \exp \left( 2 \sum_{p \leq X} \frac{|f(p)|}{p} \right) \]

from which the claim follows by (36) since the integration over \( \beta \) contributes \( \log \log x \).

To prove the second claim of case (i) we again estimate \(|k| \geq (\log X)^4 \) in (37) trivially. Then we use Lemma 5.2(iv) for \( \beta \leq \exp(\hat{M}(f; X)/(2\alpha))/\log X \) whereas for larger \( \beta \) we use the trivial bound

\[ 2\Re \sum_{p \leq \exp(1/\beta), p \notin \mathcal{P}} \frac{f(p)}{p^{1+it+i\tau}} \leq 2 \sum_{p \leq X} \frac{|f(p)|}{p} - 2 \sum_{\exp(1/\beta) < p \leq X} \frac{|f(p)|}{p} \]

\[ \leq 2 \sum_{p \leq X} \frac{|f(p)|}{p} - 2\alpha \log(\beta \log X) + O_\theta(1). \]

Combining these with (36), we obtain

\[ \frac{1}{x} \left| \sum_{\substack{x<n \leq 2x \\text{dyadic} \\text{and} \ p|n \Rightarrow p \notin \mathcal{P}}} f(n)n^{-it} \right| \ll_{\theta} \frac{1}{\log x} \exp \left( \sum_{p \leq X} \frac{|f(p)|}{p} \right) \]

\[ \cdot \left( \int_{1/\log X}^{\exp(\hat{M}(f; X)/(2\alpha))} \frac{\exp(-\frac{1}{2}\hat{M}(f; X))}{\beta} d\beta + \int_{\exp(\hat{M}(f; X)/(2\alpha))}^{1} \frac{(\beta \log X)^{-\alpha}}{\beta} d\beta \right), \]

and the claim follows by executing the integrals.

Cases (ii)–(iv) follow similarly using Lemma 5.2(ii)–(iv). \( \square \)

We will also need to evaluate the average of \( f(n) \) on intervals slightly shorter than dyadic. For this we use the following Lipschitz type result which we deduce from work of Granville and Soundararajan [12] (compare in particular with [12, Theorem 4]). See also [25, Lemma 4.6] for another sparse version.
Lemma 5.4. Let \( f : \mathbb{N} \to \mathbb{U} \) be a multiplicative function, and let \( \mathcal{P} \subset \mathbb{P} \cap (1, X] \).

(i) Assume that \( f \) is \((\alpha, X^\theta)\)-non-vanishing for some \( \alpha, \theta \in (0, 1] \) and that \( |\hat{t}_{f, X}| \leq X/2 \). Let \( 0 < \rho < \rho \alpha \). One has, for all \( y \in [x/(\log X)^{\rho/2}, x] \) and \( x \in [X/2, X] \),

\[
\left| \frac{1}{y} \sum_{\substack{x \leq n \leq x+y \leq \log X \atop p|n \Rightarrow p \notin \mathcal{P}}} f(n)n^{-\hat{t}_{f, X}} - \frac{1}{X} \sum_{\substack{x \leq n \leq 2x \leq \log X \atop p|n \Rightarrow p \notin \mathcal{P}}} f(n)n^{-\hat{t}_{f, X}} \right| \ll_{\rho, \theta} \frac{X/y}{(\log X)^{\rho/2}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right). \tag{38}
\]

(ii) Let \( 0 < \rho < \rho_1 \). One has, for all \( y \in [x/(\log X)^{\rho/2}, x] \) and \( x \in [X/2, X] \),

\[
\left| \frac{1}{y} \sum_{\substack{x \leq n \leq x+y \leq \log X \atop p|n \Rightarrow p \notin \mathcal{P}}} f(n)n^{-\hat{t}_{f, X}} - \frac{1}{X} \sum_{\substack{x \leq n \leq 2x \leq \log X \atop p|n \Rightarrow p \notin \mathcal{P}}} f(n)n^{-\hat{t}_{f, X}} \right| \ll_{\rho} \frac{X/y}{(\log X)^{\rho/2}}. \tag{39}
\]

(iii) If \( f \) is almost real-valued, then (i) and (ii) hold also with \( \hat{t}_{f, X} \) and \( t_{f, X} \) replaced by \( 0 \).

Proof. We prove the case (i) and point out the differences to cases (ii)–(iii) in the end of the proof.

It suffices to show that, for any \( 1 \leq w \leq 4 \) and any \( X' \in [X/4, 4X] \), one has

\[
S := \left| \frac{1}{X} \sum_{\substack{n \leq X \atop p|n \Rightarrow p \notin \mathcal{P}}} f(n)n^{-\hat{t}_{f, X}} - \frac{1}{X/w} \sum_{\substack{n \leq X/w \atop p|n \Rightarrow p \notin \mathcal{P}}} f(n)n^{-\hat{t}_{f, X}} \right| \ll_{\rho, \theta} \frac{1}{(\log X)^{\rho/2}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right). \tag{38}
\]

from which the claim follows easily.

Let

\[
F(s) = \prod_{\substack{p \leq X \atop p \notin \mathcal{P}}} \left( 1 + \frac{f(p)}{p^s} + \frac{f(p^2)}{p^{2s}} + \cdots \right).
\]

By [12] Proposition 3.3 with \( T = \log X \), we get

\[
S \ll \frac{1}{\log X} \int_0^1 \min\{\log X, 1/\beta\} \left( \max_{|t| \leq T} |(1 - w^{-\beta-\hat{t}})F(1 + \beta + \hat{t}_{f, X} + it)| \right) d\beta \tag{39}
\]

\[+ O\left( \frac{\log \log X}{\log X} \right). \]

Next, as in [12] Proof of Theorem 4, we use [12] Lemma 2.2 but with \( a_n = f(n)1_{p|n \Rightarrow p \leq X, p \notin \mathcal{P}} \), which gives

\[
\max_{|t| \leq T} |(1 - w^{-\beta-\hat{t}})F(1 + \beta + \hat{t}_{f, X} + it)| \leq \max_{|t| \leq 2T} |(1 - w^{-it})F(1 + i\hat{t}_{f, X} + it)| + O(\beta) \]

The error term contributes to the right hand side of (39) only \( O\left( \frac{1}{\log X} \right) \). Hence we obtain that

\[
S \ll \frac{\log \log X}{\log X} \left( \max_{|t| \leq 2T} |(1 - w^{-it})F(1 + i\hat{t}_{f, X} + it)| + 1 \right). \tag{40}
\]
Now $|1 - w^{-it}| \ll \min\{1, |t| \log 2w\}$. Thus, writing $\rho' = (\rho + \rho_\alpha)/2$ and applying \eqref{32} and Lemma 5.2(i), we obtain

$$\max_{|t| \leq 2T} |(1 - w^{-it})F(1 + \widehat{t}_{f,X} + it)| \leq \rho, \theta \max_{|t| \leq 2T} \left\{ \min\{1, |t|\} \exp \left( \sum_{p \leq X} \frac{|f(p)|}{p} - \frac{\rho'}{2} \min\{\log \log X, 3\log(|t| \log X + 1)\} \right) \right\}$$

$$\leq \max_{|t| \leq 2T} \left\{ \min\{1, |t|\} \max\{\log(X)^{-\rho'/2}, (|t| \log X + 1)^{-3}\rho'/2\} \prod_{p \leq X} \left(1 + \frac{|f(p)|}{p}\right) \right\}$$

$$\leq (\log X)^{-\rho'/2} \prod_{p \leq X} \left(1 + \frac{|f(p)|}{p}\right).$$

The claim follows now from \eqref{40}.

Parts (ii) and (iii) follow similarly using Lemma 5.2(ii)–(iii). \hfill \Box

We will actually need to apply Lemma 5.3 in case $f$ has a non-multiplicative dependence on primes in a certain range $(P, Q)$. To this end, we have the following variant of [22, Lemma 3] which is tailored for large $P$ whereas [22, Lemma 3] was intended for somewhat smaller $P$ and $Q$.

**Lemma 5.5.** Let $A > 0$, $X \geq P \geq 2$. Let $f : \mathbb{N} \to \mathbb{U}$ be a multiplicative function. Let $r : \mathbb{N} \to \mathbb{U}$ depend only on prime factors of $n$ that are $> P$ (i.e. for $m \mid n$ one has $r(n) = r(m)$ whenever $p \mid n/m \implies p \leq P$). Let $\mathcal{P} \subset \mathbb{P} \cap (1, X]$ and write

$$F(s) = \sum_{\substack{x < n \leq 2x \\text{ and } p \mid n \implies p \not\in \mathcal{P}}} \frac{f(n)r(n)}{n^s}. $$

(i) Assume that $f$ is $(\alpha, X^\theta)$-non-vanishing for some $\alpha, \theta \in (0, 1]$. For any $|t| \leq X/2$, $x \in (P, X]$, and $0 < \rho < \rho_\alpha$,

$$|F(1 + it)| \ll_{\theta, \rho} \frac{1}{\log P} \left( \frac{1}{(\log X)^{\rho'/2}} + \frac{(\log \log X)^2}{(|t - \widehat{t}_{f,X}| + 1)^{1/2}} \right) \prod_{p \leq X} \left(1 + \frac{|f(p)|}{p}\right).$$

(ii) For any $|t| \leq X/2$, $x \in (P, X]$, and $0 < \rho < \rho_1$,

$$|F(1 + it)| \ll \frac{\log X}{\log P} \left( \frac{1}{(\log X)^{\rho'/2}} + \frac{(\log \log X)^2}{(|t - \widehat{t}_{f,X}| + 1)^{1/2}} \right).$$

(iii) If $f$ is almost real-valued, then (i) and (ii) hold also with $\widehat{t}_{f,X}$ and $t_{f,X}$ replaced by 0.

**Proof.** We write

$$F(1 + it) = \sum_{\substack{m \leq 2x \\text{ and } p \mid m \implies p > P, p \not\in \mathcal{P}}} \frac{f(m)r(m)}{m^{1+it}} \sum_{\substack{x/m < n \leq 2x/m \\text{ and } p \mid n \implies p \leq P, p \not\in \mathcal{P}}} \frac{f(n)}{n^{1+it}}.$$
In case (i) we get by Lemma \ref{lem:5.3} that, with \( \rho' = (\rho + \rho_\alpha)/2 \),

\[
|F(1+it)| \ll_{\rho, \theta} \sum_{m \leq 2x \atop p|m \Rightarrow p>P} \frac{1}{m \log x/m} \left( \frac{\log \log X}{(\log X)^{\rho'/2}} + \frac{1}{\log X^{\rho'/2}} \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)|}{p} \right)
\]

Now (41) follows by noting that

\[
\sum_{m \leq 2x \atop p|m \Rightarrow p>P} \frac{1}{m \log x/m} = \frac{1}{\log x} + \sum_{P < p \leq Q} \frac{1}{m \log x/m} \ll \frac{\log \log X}{\log P}.
\]

Cases (ii) and (iii) follow similarly from Lemma \ref{lem:5.3}(ii)-(iii).

\[\square\]

6. Decomposition of Dirichlet polynomials

In this section we establish a variant of \cite[Lemma 12]{22} which gives a Buchstab/Ramaré-type decomposition of a Dirichlet polynomial.

**Lemma 6.1.** Let \( H \geq 1 \), \( X^{1/5} \geq Q \geq P \geq 1 \). Let \( g: \mathbb{N} \to [0,1] \) be multiplicative and let \( a_m, b_m \) and \( c_p \) be sequences in \( \mathbb{U} \) such that

\[
\begin{align*}
|a_m|, |b_m|, |c_m| &\leq g(m) \quad \text{for all } m; \\
a_{mp} &= b_m c_p \quad \text{whenever } P < p \leq Q \text{ and } p \nmid m \\
a_m &= 0 \quad \text{if } m \text{ has no prime factor in the interval } (P, Q].
\end{align*}
\]

Let

\[
Q_{\nu,H}(s) = \sum_{P < p \leq Q \atop e^{\nu/H} < p \leq e^{(\nu+1)/H}} \frac{c_p}{p^s}
\]

and

\[
R_{\nu,H}(s) = \sum_{X e^{-\nu/H} < m \leq 2X e^{-\nu/H}} \frac{b_m}{m^s} \cdot \frac{1}{\#\{P < q \leq Q : q|m, q \in \mathbb{P} \} + 1}
\]

and let \( T \subseteq [-T, T] \). Then

\[
\int_T \left| \sum_{X < m \leq 2X} \frac{a_m}{m^{1+it}} \right|^2 dt \ll \left( H \log \left( \frac{Q}{P} \right) + 1 \right) \sum_{\nu \in I} \int_T |Q_{\nu,H}(1+it)R_{\nu,H}(1+it)|^2 dt
\]

\[
+ \frac{T}{X} \left( \frac{1}{H} + \frac{1}{P} \right) \prod_{p \leq X} \left( 1 + \frac{g(p)^2 - 1}{p} \right)
\]

\[
+ \left( \frac{1}{H} + \frac{1}{P} \right) \prod_{p \leq X} \left( 1 + \frac{2g(p) - 2}{p} \right)
\]

where \( I \) is the interval \( [H \log P] \leq \nu \leq H \log Q \).
Proof. Here and later we write

\[
\omega_{(P,Q)}(m) := \sum_{\substack{P < p \leq Q \atop p \mid m}} 1.
\]

Let us also write \( s = 1 + it \) and notice that since \( a_m \) are supported on numbers having a prime factor in \((P, Q)\], we have

\[
\sum_{X < m \leq 2X} \frac{a_m}{m^s} = \sum_{P < p \leq Q} \sum_{X/p < m \leq 2X/p} \frac{a_{mp}}{(mp)^s} \cdot \frac{1}{\omega_{(P,Q)}(m) + 1} + \sum_{X < mp \leq 2X} \frac{e_{mp}}{(mp)^s},
\]

where

\[
|e_{mp}| = \left| \frac{a_{mp}}{\omega_{(P,Q)}(m)} - \frac{b_mc_p}{\omega_{(P,Q)}(m) + 1} \right| \leq g(mp) + g(m)g(p).
\]

We split the first sum further into short intervals getting that it equals

\[
\sum_{\nu \in I} \sum_{\substack{e^{\nu}/H < p \leq (e^{\nu+1}/H) \atop P < p \leq Q}} \frac{c_p}{p^s} \sum_{Xe^{-(\nu+1)/H} < m \leq 2Xe^{-\nu/H}} \frac{b_m}{m^s} \cdot \frac{1}{\omega_{(P,Q)}(m) + 1}.
\]

We remove the condition \( X < mp \leq 2X \) overcounting at most by the integers \( mp \) in the ranges \((Xe^{-1/H}, X] \) and \((2X, 2Xe^{1/H}]\). Similarly, removing numbers with \( Xe^{-(\nu+1)/H} < m \leq Xe^{-\nu/H} \] we undercount at most by integers \( mp \) in the range \((Xe^{-1/H}, Xe^{1/H}]\). Therefore, for some \( d_m \) and \( e'_{m,p} \) with \( |d_m| \leq |g(m)| \) and \( |e'_{m,p}| \ll |g(mp)| + |g(m)g(p)| \), we have

\[
\sum_{X < m \leq 2X} \frac{a_m}{m^s} = \sum_{\nu \in I} \sum_{e^{\nu}/H < m \leq Xe^{1/H}} \frac{d_m}{m^s} \sum_{2X < m \leq 2Xe^{1/H}} \frac{d_m}{m^s} + \sum_{Xe^{-1/H} < mp \leq 2Xe^{1/H}} \frac{e'_{m,p}}{(mp)^s}.
\]

We square both sides of this equation, integrate over \( t \in T \) and then apply Cauchy-Schwarz on the first sum over \( \nu \) and Lemma 3.4 on the second and third sums (with \( y \approx X/H \)). These clearly lead to an acceptable contribution. For the fourth sum we
get from Lemma 3.1

\[ \int_{-T}^{T} \left| \sum_{X^{1/H} < mp \leq 2X^{1/H}} \frac{e_{m,p}'}{(mp)^s} \right|^2 dt \]

\[ \ll T \sum_{X/3 < n \leq 6X} \frac{1}{n^2} \sum_{p_1,p_2 \in (P,Q)} \sum_{n = p_1^2 m_1 = p_2^2 m_2} |e_{m_1 p_1, p_1} e_{m_2 p_2, p_2}| + T \sum_{0 < |k| \leq 6X/T} \sum_{X/3 < n \leq 6X} \sum_{p_1,p_2 \in (P,Q)} \sum_{p_1^2 m_1 = n} \sum_{p_2^2 m_2 = n+k} \frac{|e_{m_1 p_1, p_1} e_{m_2 p_2, p_2}|}{n(n + k)}. \]

Defining now, for each pair \((p_1, p_2)\), the multiplicative function \(g_{p_1, p_2}\) such that \(g_{p_1, p_2}(p) = g(p)\) when \(p \not\in \{p_1, p_2\}\) and \(g_{p_1, p_2}(p^\alpha) = 1\) when \(p \in \{p_1, p_2\}\) or \(\alpha > 1\), we obtain that the previous expression is

\[ \ll \frac{T}{X^2} \sum_{p_1,p_2 \in (P,Q)} \sum_{X^{1/H} < mp \leq 2X^{1/H}} g_{p_1,p_2}(n)^2 \]

\[ + \frac{T}{X^2} \sum_{p_1,p_2 \in (P,Q)} 0 < |k| \leq 6X/T \sum_{X/3 < n \leq 6X} \sum_{(p_1^2 p_2^2)|k} \sum_{p_1^2 m_1 = n} \sum_{p_2^2 m_2 = n+k} g_{p_1,p_2}(n) g_{p_1,p_2}(n + k). \]

Applying now, for each \(p_1, p_2\), Lemmas 3.2 and 3.3 we obtain that

\[ \int_{-T}^{T} \left| \sum_{X^{1/H} < mp \leq 2X^{1/H}} \frac{e_{m,p}}{(mp)^s} \right|^2 dt \]

\[ \ll \frac{T}{X} \sum_{p_1,p_2 \in (P,Q)} \frac{1}{[p_1, p_2]^2} \prod_{p \leq X} \left( 1 + \frac{g(p)^2 - 1}{p} \right) + \sum_{p_1,p_2 \in (P,Q)} \frac{1}{p_1^2 p_2^2} \prod_{p \leq X} \left( 1 + \frac{2g(p) - 2}{p} \right) \]

\[ \ll \frac{T}{XP} \prod_{p \leq X} \left( 1 + \frac{g(p)^2 - 1}{p} \right) + \frac{1}{P} \prod_{p \leq X} \left( 1 + \frac{2g(p) - 2}{p} \right). \]

\[ \square \]

7. Moment computation

In this section we prove an analogue of [22, Lemma 13]. Let us first introduce some relevant notation. Let \(X, Y_1, Y_2 \geq 2\), and consider,

\[ Q(s) = \sum_{Y_1 < p \leq 2Y_1} \frac{c_p}{p^s} \quad \text{and} \quad A(s) = \sum_{X/Y_2 < m \leq 2X/Y_2} \frac{a_m}{m^s}. \]
Lemma 7.1. Let \( \ell = \lceil \log \log Y_l \rceil \) and let \( g : \mathbb{N} \rightarrow [0,1] \) be multiplicative. Assume that \(|c_p| \leq 1 \) for all \( p \), \(|a_m| \leq g(m) \) for all \( m \), and \( Y_2 \leq X^{1/5} \). Then

\[
\int_{-T}^{T} |Q(1 + it)^\ell \cdot A(1 + it)|^2 dt \\
\ll \ell^2 \left( \frac{T}{X} \prod_{p \leq X} \left( 1 + \frac{|g(p)|^2 - 1}{p} \right) + \prod_{p \leq X} \left( 1 + \frac{2|g(p)| - 2}{p} \right) \right)
\]

Proof. The coefficients of the Dirichlet polynomial \( Q(s)^\ell A(s) \) are supported on the interval

\[ (Y_1^{-\ell} \cdot X/Y_2, (2Y_1)^{-\ell} \cdot 2X/Y_2) \subseteq (X, 2^{\ell+1} Y_1 X] \]

Let \( g^* \) be a multiplicative function such that \( g^*(p^\alpha) = g(p^\alpha) \) if \( p \not\equiv (Y_1, 2Y_1) \) and \( g^*(p^\alpha) = 1 \) if \( p \in (Y_1, 2Y_1) \). Using the improved mean-value theorem for Dirichlet polynomials (first inequality of Lemma 3.1) and then splitting the \( n \) sums dyadically, we see that

\[
\int_{-T}^{T} |Q(1 + it)^\ell \cdot A(1 + it)|^2 dt \\
\ll \sum_{X/2 < y < 2^{\ell+1} Y_1 X \atop y = 2^r} \left( \sum_{y < n < 2y} \frac{1}{n^2} \left( \sum_{n = mp_1 \cdots p_\ell} g^*(n) \right)^2 \right)
\]

\[
+ T \sum_{0 < |k| < 2y/T} \sum_{n = mp_1 \cdots p_\ell} g^*(n) \sum_{n+k = m' p'_1 \cdots p'_{\ell+1}} g^*(n+k) \sum_{Y_1 < p_1 \cdots p_{\ell+1} \leq 2Y_1, X/Y_2 < m \leq 2X/Y_2} \frac{1}{n+k}
\]

\[
\ll \sum_{X/2 < y < 2^{\ell+1} Y_1 X \atop y = 2^r} \left( \frac{T}{y^2} \sum_{Y_1 < p_1 \cdots p_{\ell} \leq 2Y_1} \frac{1}{|p_1 \cdots p_{\ell}|^2} \sum_{y < n < 2y} \frac{1}{|p_1 \cdots p_{\ell}|^2} g^*(n)^2 \right)
\]

\[
+ \sum_{Y_1 < p_1 \cdots p_{\ell} \leq 2Y_1} \sum_{Y_1 < p'_1 \cdots p'_{\ell} \leq 2Y_1} \sum_{0 < |k| < 2y/T} \sum_{y < n < 2y} \frac{1}{|p_1 \cdots p_{\ell}|} g^*(n) g^*(n+k)
\]

By Lemmas 3.2 and 3.3 we see that this is

\[
\ll \sum_{X/2 < y < 2^{\ell+1} Y_1 X \atop y = 2^r} \left( \frac{T}{y} \sum_{Y_1 < p_1 \cdots p_{\ell} \leq 2Y_1} \frac{1}{|p_1 \cdots p_{\ell}|} \prod_{p \leq X} \left( 1 + \frac{g(p)^2 - 1}{p} \right) \right)
\]

\[
+ \sum_{Y_1 < p_1 \cdots p_{\ell} \leq 2Y_1} \sum_{Y_1 < p'_1 \cdots p'_{\ell} \leq 2Y_1} \frac{1}{|p_1 \cdots p_{\ell}| \cdot |p'_1 \cdots p'_{\ell}|} \prod_{p \leq X} \left( 1 + \frac{2g(p) - 2}{p} \right)
\]
The claim follows since
\[
\sum_{y_1 < p_1, \ldots, p_\ell \leq 2y_1} \frac{1}{[p_1 \cdot \cdots \cdot p_\ell, p'_1 \cdot \cdots \cdot p'_\ell]}
\leq \sum_{r=1}^{\ell} \sum_{y_1 < p_1, \ldots, p_r \leq 2y_1} \frac{r!}{p_1 \cdot \cdots \cdot p_r} \left( \frac{\ell}{r} \right)^2 \sum_{y_1 < p_{r+1}, \ldots, p_\ell \leq 2y_1} \frac{1}{p_{r+1} \cdot \cdots \cdot p_\ell}
\leq \sum_{r=1}^{\ell} r! \left( \frac{\ell}{r} \right)^2 \ll \ell^2.
\]

8. Parseval bound

Let us first state a standard Parseval type bound that we will use frequently.

**Lemma 8.1.** Let \( T \subseteq \mathbb{R} \), let \( X \geq y \geq 1 \), and let \( A: \mathbb{C} \to \mathbb{C} \) be such that \( \sup_{t \in T} |A(1+it)| \leq g(X) \) for some \( g(X) \). Then
\[
\frac{1}{X y^2} \int_{X}^{2X} \left| \int_{T} A(1+it) \frac{(x+y)^{1+it} - x^{1+it}}{1+it} \, dt \right|^2 \, dx \ll \max_{T \geq X/y} \frac{X}{T} \int_{[-T,T] \cap T} |A(1+it)|^2 \, dt.
\]

**Proof.** This follows e.g. from the arguments in [22, Proof of Lemma 14]. \( \square \)

**Assumption 8.2.** Let \( X^{1/2-\varepsilon} \geq Q \geq P \geq Q' \geq P' \geq 1 \), and let \( f: \mathbb{N} \to \mathbb{U} \) be a multiplicative function. Let \( a_m, b_m, d_m \) and \( c_p \) be sequences in \( \mathbb{U} \) such that
\[
\begin{align*}
|a_m|, |b_m|, |c_m| & \leq |f(m)| \quad \text{for all } m; \\
a_{mp'} &= b_m c_p c_{p'} \quad \text{whenever } p \in (P,Q], p' \in (P',Q'] \text{ and } (pp', m) = 1; \\
a_m &= 0 \quad \text{if } \omega_{(P,Q]}(m) = 0 \text{ or } \omega_{(P',Q']} (m) = 0; \\
a_m &= d_m \quad \text{if } X/4 < m \leq 4X.
\end{align*}
\]

We set
\[
F_W(s) := \sum_{n} \frac{a_n}{n^s} \cdot W \left( \frac{n}{X} \right)
\]
with \( W(\cdot) \) a smooth function such that \( W(x) = 1 \) for \( 1 < x \leq 5/2 \) and \( W \) is compactly supported on \( (1/2, 4] \). This Dirichlet polynomial will be used for studying averages over short intervals. Let us first collect some properties of \( F_W(s) \).
Similarly to the Buchstab/Ramaré-type identity in Lemma 6.1 we get

\[
F_W(s) = \sum_{\substack{m \leq Q \atop P < p \leq Q}} a_{mpp'} W(mpp'/X) \frac{\omega(P,Q)(mpp') \omega(P',Q')(mpp')}{(mpp')^s} \\
= \sum_{\substack{m \leq Q \atop P < p \leq Q}} b_{m} c_{p} c_{p'} W(mpp'/X) \frac{1}{(mpp')^s(\omega(P,Q)(m) + 1)(\omega(P',Q')(m) + 1)} + F_{\square}(s),
\]

where

\[
F_{\square}(s) = \sum_{X/2 < mpp' \leq 4X} \frac{e_{m,p,p'}}{(mpp')^s}
\]

with \(|e_{m,p,p'}| \ll |f(mpp')| + |f(m)f(p)f(p')|\). Hence we obtain by Mellin inversion

\[
F_W(s) = \sum_{A,B,C} \frac{1}{2\pi i} \int_{-\infty}^{\infty} Q_{1,D}(s+iu)Q_{2,D}(s+iu)R_{D}(s+iu) \tilde{W}(iu) \cdot X^{iu} du + F_{\square}(s),
\]

where \(A, B, C\) traverses powers of two such that \(X/16 < ABC \leq 4X\), \(P/2 < A \leq Q\), \(P'/2 < B \leq Q'\), and where

\[
\tilde{W}(s) := \int_{0}^{\infty} W(x)x^{s-1} dx
\]

\[
Q_{1,D}(s) := \sum_{\substack{D < p \leq 2D \atop P < p \leq Q}} \frac{c_{p}}{p^{s}} \quad \text{and} \quad Q_{2,D}(s) := \sum_{\substack{D < p' \leq 2D \atop P' < p' \leq Q'}} \frac{c_{p'}}{p'^{s}}
\]

and

\[
R_{D}(s) := \sum_{\substack{D < m \leq 2D \atop m^{s}(\omega(P,Q)(m) + 1)(\omega(P',Q')(m) + 1) = 1}} \frac{b_{m}}{m^{s}}.
\]

The following proposition, which is a variant of [22, Lemma 14], shows that the behaviour of a sequence satisfying Assumption 8.2 in almost all very short intervals can be approximated by its behaviour in a long interval (when appropriately twisted) if the mean square of the corresponding Dirichlet polynomial is small. Compared to [22, Lemma 14], the following proposition allows us to discard some parts of the mean square integral which will allow us to get power-type savings in the exceptional set.
Proposition 8.3. Let \( \varepsilon > 0 \) be small, \( X^{1/2-\varepsilon} \geq Q \geq P \geq P' \geq 1, f, a_m, b_m, d_m \) and \( c_p \) be as in Assumption 8.2 and let \( W(x), F_W(s), Q_{j,D}(s) \) and \( R_D(s) \) be as above. Assume \( \nu_1 := \log P'/\log X \geq (\log X)^{-1/4} \). Let \( 1 \leq y_1 \leq y_2 \leq X \) and \( 1 \leq T_0 \leq X/10 \). Assume that \( y_2 > X^\varepsilon \). Let \( \mathcal{U} \subseteq [-X,X] \). Then, for any \( |t_0| \leq X \) and \( X < x \leq 2X \),

\[
\frac{1}{y_1} \sum_{x < n \leq x + y_1} a_n - \frac{1}{y_1} \int_x^{x+y_1} u^{i t_0} du \cdot \frac{1}{y_2} \sum_{x < n \leq x + y_2} a_n n^{-i t_0} \tag{45}
\]

\[
= A(x, y_1, y_2, t_0, \mathcal{U}) + O_x \left( \left( \frac{y_2 T_0^2}{X} + \frac{1}{y_1} + \left( 1 + \frac{\log \log P}{\log P} \right)^2 \cdot \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right)^2 \right) \\
+ O \left( (1 + \frac{\log \log P}{\log P})^2 \cdot \sup_{|t| \leq X/2, |t - t_0| \geq T_0} \left| R_C(1 + it) \right| \right)
\]

where \( A(x, y_1, y_2, t_0, \mathcal{U}) \) is such that

\[
\frac{1}{X} \int_X^{2X} |A(x, y_1, y_2, t_0, \mathcal{U})|^2 dx \ll \mathcal{I}(X, y_1) + \frac{1}{y_1} \prod_{p \leq X} \left( 1 + \frac{|f(p)|^2 - 1}{p} \right) \\
+ \frac{(\log X)^2}{X y_1^2 / 160} \max_{X/y_1 \leq T \leq X} \left( \left| \mathcal{U} + [-X, X^\varepsilon] \cap [-T, T] \cdot Q' \right| + 1 \right)
\]

with

\[
\mathcal{I}(X, y_1) = \max_{X/y_1 \leq T \leq X} \frac{X/y_1}{T} \int_{[-T,T] \setminus \mathcal{U}} \left| \sum_{X/100 < n \leq 100X} \frac{d_n}{n^{1+it}} \right|^2 dt,
\]

and where, for two sets \( A, B \subseteq \mathbb{R} \), we define \( A + B := \{ a + b : a \in A, b \in B \} \).

Proof. By Perron’s formula (see e.g. [13, Lemma 1.1])

\[
\frac{1}{y_1} \sum_{x < n \leq x + y_1} a_n = \frac{1}{y_1} \cdot \frac{1}{2\pi i} \int_{-X}^{X} F_W(1 + it) \cdot \frac{(x + y_1)^{1+it} - x^{1+it}}{1 + it} dt \\
+ O \left( \frac{1}{y_1} \min \left\{ 1, \frac{1}{X^5 \min \{ ||x||, ||x + y_1|| \} } \right\} \right)
\]

The square mean over \( x \in [X, 2X] \) of the error term is very small, and thus the error term can be included to \( A(x, y_1, y_2, t_0, \mathcal{U}) \).

We split the integration range \([-X^{10}, X^{10}] \) into three parts:

\[
\mathcal{V}_1 = \begin{cases} 
\{ t : |t - t_0| \leq T_0 \} & \text{if } |t_0| \leq X/3 \\
\emptyset & \text{otherwise.}
\end{cases}
\]

\[
\mathcal{V}_2 = [-X/8, X/8] \setminus \mathcal{V}_1
\]

\[
\mathcal{V}_3 = \{ X/8 \leq |t| \leq X^{10} \} \setminus \mathcal{V}_1.
\]
Writing, for $T \subset \mathbb{R}$,
\[
I_T(x) = \frac{1}{y_1} \cdot \frac{1}{2\pi i} \int_T F_W(1 + it) \cdot \frac{(x + y_1)^{1+it} - x^{1+it}}{1+it} dt,
\]
we thus need to prove the claim with \(\frac{1}{y_1} \sum_{x<n\leq x+y_1} a_n\) replaced by
\[
I_{V_1}(x) + I_{V_2}(x) + I_{V_3}(x).
\]

By Lemmas 8.1 and 3.4,
\[
\frac{1}{X} \int_X^{2X} |I_{V_3}(x)|^2 dx \ll \max_{X/8 \leq T \leq X^{10}} \frac{X/y_1}{T} \int_{-T}^{T} |F_W(1 + it)|^2 dt
\]
\[
\ll \max_{X/8 \leq T \leq X^{10}} \frac{X/y_1}{T} \prod_{p \leq X} \left(1 + \frac{|f(p)|^2 - 1}{p}\right) + \prod_{p \leq X} \left(1 + \frac{2|f(p)| - 2}{p}\right)
\]
\[
\ll \frac{1}{y_1} \prod_{p \leq X} \left(1 + \frac{|f(p)|^2 - 1}{p}\right),
\]
so that \(I_{V_3}(x)\) can be included into \(A(x, y_1, y_2, t_0, T_0, \mathcal{U})\).

In case \(V_1\) is empty, one has \(|t_0| > X/3\) and so
\[
\frac{1}{y_1} \int_x^{x+y_1} u^{it_0} du = \frac{1}{y_1} \frac{(x + y_1)^{1+it_0} - x^{1+it_0}}{1+it_0} \ll \frac{1}{y_1}.
\]

Hence in this case the second term on the left hand side of (45) leads by Shiu’s bound (Lemma 3.2) to an acceptable contribution
\[
\ll \frac{1}{y_1} \prod_{p \leq X} \left(1 + \frac{|f(p)| - 1}{p}\right).
\]

Therefore in case \(V_1 = \emptyset\), it suffices to show that \(I_{V_2}(x)\) can be written in the form on the right hand side of (45).

When \(V_1\) is non-empty, we borrow arguments from the on-going work [10]. In this case
\[
I_{V_1}(x) = \frac{1}{y_1} \cdot \frac{1}{2\pi i} \int_{-T_0}^{T_0} F_W(1 + it_0 + it) \cdot \frac{(x + y_1)^{1+it_0+it} - x^{1+it_0+it}}{1+it_0+it} dt
\]
\[
= \frac{1}{y_1} \cdot \frac{1}{2\pi i} \int_{-T_0}^{T_0} F_W(1 + it_0 + it) \cdot \int_x^{x+y_1} u^{it_0+it} du dt.
\]
For \(|t| \leq T_0\) and \(u \in [x, x + y_1]\), we have \(u^it = x^it + O(y_1T_0/x)\), so that, using also Lemma 3.2
\[
I_{V_1}(x) = \frac{1}{y_1} \int_x^{x+y_1} u^{it_0} du \cdot \frac{1}{2\pi i} \int_{-T_0}^{T_0} F_W(1+it_0+it)x^it dt + O\left(\frac{y_1T_0^2}{X} \prod_{p \leq X} \left(1 + \frac{|f(p)| - 1}{p}\right)\right).
\]
On the other hand, again by Perron’s formula, the sum \( \frac{1}{y_2} \sum_{x<n\leq x+y_2} a_n n^{-it_0} \) in the second term on the left hand side of (45) equals
\[
\frac{1}{y_2} \cdot \frac{1}{2\pi i} \int_{-X^{10}}^{X^{10}} F_W(1 + it_0 + it) \cdot \frac{(x + y_2)^{1+it} - x^{1+it}}{1 + it} \, dt
\]
except for an error term which has acceptable square mean over \( x \in [X, 2X] \). Arguing as above, the region \(|t| \geq X/8\) leads to an acceptable contribution, whereas the region \(|t| \leq T_0\) contributes a main term
\[
\frac{1}{2\pi i} \int_{-T_0}^{T_0} F_W(1 + it_0 + it) x^i t \, dt + O\left( \frac{y_2 T_0^2}{x} \prod_{p \leq x} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right).
\]
Since this main term corresponds to the main term from \( I_{\mathcal{V}_1}(x) \), it remains to study \( I_{\mathcal{V}_2}(x) \) and
\[
\frac{1}{y_2} \cdot \frac{1}{2\pi i} \int_{T_0 \leq |t| \leq X/8} F_W(1 + it_0 + it) \cdot \frac{(x + y_2)^{1+it} - x^{1+it}}{1 + it} \, dt.
\]
These can be treated similarly and we concentrate on \( I_{\mathcal{V}_2}(x) \).

Write
\[
\mathcal{U}_2 = \mathcal{V}_2 \cap \left( \mathcal{U} + [-X^{\varepsilon/2}, X^{\varepsilon/2}] \right) \quad \text{and} \quad \mathcal{T}_2 = \mathcal{V}_2 \setminus \mathcal{U}_2.
\]
Let us first consider \( I_{\mathcal{T}_2}(x) \) which will be included to \( A(x, y_1, y_2, t_0, T_0, \mathcal{U}) \) and leads to a term of the type \( I(X, y_1) \) there. By Lemma 8.1
\[
\frac{1}{X} \int_{X}^{2X} \left| I_{\mathcal{T}_2}(x) \right|^2 \, dx \ll \max_{X/y_1 \leq T \leq X/8} \frac{X/y_1}{T} \int_{T \in [-T, T]} |F_W(1 + it)|^2 \, dt.
\]
Now notice that, by Mellin inversion,
\[
F_W(1 + it) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \sum_{X/100 < n \leq 100X} \frac{d_n}{n^{1+it+iu}} \cdot X^{iu} \tilde{W}(iu) \, du.
\]
Due to the rapid decay of \( \tilde{W}(iu) \) we can truncate at \(|u| \leq X^{\varepsilon/3}\). Then applying Cauchy-Schwarz, we get that
\[
\int_{T \in [-T, T]} |F_W(1 + it)|^2 \, dt \ll \int_{-X^{\varepsilon/3}}^{X^{\varepsilon/3}} \int_{T \in [-T, T]+u} \left| \sum_{X/100 < n \leq 100X} \frac{d_n}{n^{1+it}} \right|^2 \, dt \cdot |\tilde{W}(iu)| \, du + O \left( \frac{1}{X^{10}} \right)
\]
\[
\ll \int_{-2T, 2T] \setminus \mathcal{U}} \left| \sum_{X/100 < n \leq 100X} \frac{d_n}{n^{1+it}} \right|^2 \, dt + O \left( \frac{1}{X^{10}} \right)
\]
since, by the definition of \( \mathcal{T}_2 \), we have \( t + u \notin \mathcal{U} \) whenever \( t \in \mathcal{T}_2 \) and \(|u| \leq X^{\varepsilon/3}\).
Now we are left with studying $I_{t\delta_2}$. Recalling (43), it equals, up to an error $O(X^{-10})$, 

\begin{equation}
\frac{1}{4\pi i} \sum_{A,B,C} \int_{X/2}^{X} \tilde{W}(iu)X^{iu} \int_{\mathcal{U}_2} Q_{1,A}(1 + it + iu)Q_{2,B}(1 + it + iu)R_C(1 + it + iu)du 
\cdot \frac{(x + y_1)^{1 + it} - x^{1 + it}}{1 + it}dt + \frac{1}{2\pi i} \int_{\mathcal{U}_2} F(1 + it) \cdot \frac{(x + y_1)^{1 + it} - x^{1 + it}}{1 + it}dt,
\end{equation}

where $F_C(s)$ is as in (42) and $A, B, C$ traverse powers of two such that $X/16 < ABC \leq 4X$ and $P/2 < A \leq Q$ and $P'/2 < B \leq Q'$. Let us first deal with the second term. By Lemma 8.1

\[\frac{1}{X} \int_{X}^{2X} \left| \frac{1}{y_1} \cdot \frac{1}{2\pi i} \int_{\mathcal{U}_2} F_C(1 + it) \cdot \frac{(x + y_1)^{1 + it} - x^{1 + it}}{1 + it}dt \right|^2 dx \lesssim \max_{X/y_1 \leq T \leq X} \frac{X/y_1}{T} \int_{-T}^{T} |F_C(1 + it)|^2 dt.\]

Arguing as in the end of proof of Lemma 6.1 this is

\[\lesssim \frac{1}{y_1 P^\nu} \prod_{p \leq X} \left( 1 + \frac{|f(p)|^2 - 1}{p} \right) + \frac{1}{P^\nu} \prod_{p \leq X} \left( 1 + \frac{2|f(p)| - 2}{p} \right) \lesssim \frac{1}{X^{\nu_1}}.\]

Hence the term involving $F_C(s)$ can be included to $A(x, y_1, y_2, t_0, T_0)$

Now we can concentrate on the first term in (47). In the region where $|t + u - t_0| < T_0/2$, we necessarily have $|u| > T_0/2$, and in this region we can use fast decay of $\tilde{W}$, trivial estimates for $Q_{1,A}(s)$ and $Q_{1,B}(s)$ and Lemma 3.2 for $R_C(s)$. This way we obtain that the contribution of the region $|t + u - t_0| < T_0/2$ is

\[\lesssim \left( 1 + \log \frac{\log Q}{\log P^\nu} \right)^2 \frac{T_0^{10}}{\prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right)}.
\]

Hence we can restrict our attention to

\[t + u \in \mathcal{U}^* := \{t : |t - t_0| > T_0/2\} \cap (\mathcal{U} + [-2X^{\varepsilon/2}, 2X^{\varepsilon/2}])\]

We write

\[\mathcal{T}^* = \{t \in \mathcal{U}^* : \max_B |Q_{2,B}(1 + it)| \leq X^{-\nu_4/320}\},\]

where $B$ runs through powers of $2$ in $(P'/2, Q']$. We split the integral in (47) according to whether $t + u \in \mathcal{T}^*$ or $t + u \in \mathcal{U}^* \setminus \mathcal{T}^*$. In the first case we can use the point-wise bound in the definition of $\mathcal{T}^*$ together with a Dirichlet polynomial large value result (Lemma 4.1). The second case is very rare and in that case we use a point-wise bound for $R_C(s)$ and another large value result (Lemma 4.3) which is applicable thanks to the rareness of large values of $Q_{2,B}(s)$.
For \( t + u \in \mathcal{T}^* \), Cauchy-Schwarz and Lemma \([5.1]\) give

\[
\frac{1}{X} \int_X^{2X} \frac{1}{y} \sum_{A,B,C} \int_{X^{1/2}}^{X} \hat{W}(iu)X^iu \int_{t+u \in \mathcal{T}^*} Q_{1,A}(1 + it + iu)Q_{2,B}(1 + it + iu)R_C(1 + it + iu)du \times \frac{(x + y_1)^{1 + it} - x^{1 + it}}{1 + it} \, dt \, dx 
\ll \left(1 + \log \frac{Q}{P} \right)^4 \max_{x/y_1 \leq T \leq X} \frac{X/y_1}{T} \int_{\mathcal{T}^* \cap [-T,T]} |Q_{1,A}(1 + it)Q_{2,B}(1 + it)R_C(1 + it)|^2 \, dt 
\ll (\log X)^4X^{-\nu_1^2/160} \max_{x/y_1 \leq T \leq X} \frac{X/y_1}{T} \int_{\mathcal{T}^* \cap [-T,T]} |Q_{1,A}(1 + it)R_C(1 + it)|^2 \, dt.
\]

Recalling that \( \mathcal{T}^* \) is contained in \( \mathcal{U}^* \), we get, discretising and applying Lemma \([4.4]\)

\[
\int_{\mathcal{T}^* \cap [-T,T]} |Q_{1,A}(1 + it)R_C(1 + it)|^2 \, dt \ll \left(A + T^{1/2} \cdot (\mathcal{U} + [-X^\varepsilon, X^\varepsilon]) \cap [-T,T] \right) \log \frac{X}{AC}.
\]

Since \( AC \geq X/(16Q') \), those \( t + u \in \mathcal{T}^* \) give an acceptable contribution.

Since

\[(48) \quad \left| \frac{(x + y)^{1 + it} - x^{1 + it}}{1 + it} \right| \ll \min \left\{ \frac{x}{1 + |t|}, y \right\},\]

the contribution of \( t + u \in \mathcal{U}^* \setminus \mathcal{T}^* \) to the first term in \((47)\) is

\[
\ll \max_{x/y_1 \leq T \leq X/2} \frac{x/y_1}{T} \sum_{A,B,C} \int_{(\mathcal{U}^* \setminus \mathcal{T}^*) \cap [-T,T]} |Q_{1,A}(1 + it)Q_{2,B}(1 + it)R_C(1 + it)| \, dt
\ll \left( \sup_{|t| \leq X/2, |t - t_0| > T_0/2} \frac{X}{16QQ'} \right) \cdot \sum_{A,B} \int_{\mathcal{U}^* \setminus \mathcal{T}^*} |Q_{1,A}(1 + it)Q_{2,B}(1 + it)| \, dt.
\]

Here, for certain one-spaced \( \mathcal{W}^* \subset \mathcal{U}^* \setminus \mathcal{T}^* \),

\[
\sum_{A,B} \int_{\mathcal{U}^* \setminus \mathcal{T}^*} |Q_{1,A}(1 + it)Q_{2,B}(1 + it)| \, dt \ll \left( \sum_{A,B} |Q_{1,A}(1 + it)|^2 \sum_{t \in \mathcal{W}^*} |Q_{2,B}(1 + it)|^2 \right)^{1/2}
\ll \left(1 + \log \frac{1}{P} \right) \cdot \left( \sum_A \log A \sum_{t \in \mathcal{W}^*} |Q_{1,A}(1 + it)|^2 \sum_B \log B \sum_{t \in \mathcal{W}^*} |Q_{2,B}(1 + it)|^2 \right)^{1/2}.
\]

Applying Lemma \([4.4]\) we see that, for any \( \eta \in (0, 1/2) \),

\[
X^{-\nu_1^2/160} |\mathcal{W}^*| \ll \sum_B \log B \sum_{t \in \mathcal{W}^*} |Q_{2,B}(1 + it)|^2 \ll \sum_B \left( \frac{1}{\log B} + |\mathcal{W}^*| X^{\nu_1^2/2} (\log X)^2 B^{-\eta_9/100} \right)
\ll 1 + \log \frac{1}{\log P'} + |\mathcal{W}^*| X^{\nu_1^2/2} (\log X)^3 \cdot P'^{-\eta_9/100}.
\]
Taking $\eta = \nu_1^2/45$, the first two terms must dominate. In particular

$$|W^*| \ll \left(1 + \log \frac{\log Q}{\log P'}\right) X^{\nu_1^2/100}.$$

As a result with this choice of $\eta$

$$\sum_B \log B \sum_{t \in W^*} |Q_{2,B}(1 + it)|^2 \ll 1 + \log \frac{\log Q}{\log P'},$$

and

$$\sum_A \log A \sum_{t \in W^*} |Q_{1,A}(1 + it)|^2 \ll 1 + \log \frac{\log Q}{\log P'} + |W^*| X_3^{\nu_2^3/2} (\log X)^3 \cdot P^{-\frac{99}{100}\eta},$$

Hence we obtain

$$\sum_{A,B} \int_{U^* \setminus T^*} |Q_A(1 + it)Q_B(1 + it)| dt \ll \left(1 + \log \frac{\log Q}{\log P'}\right)^2$$

and so the total contribution of $t + u \in U^* \setminus T^*$ is

$$\ll \left(1 + \log \frac{\log Q}{\log P'}\right)^2 \cdot \sup_{|t| \leq X/2, |t-t_0| > T_0/2 \atop X/(16QQ') < C \leq 16X/(PP')} |R_C(1 + it)|.$$

\[\square\]

9. **Theorem inside a set $S$**

We will deduce Theorem 1.9 from a variant where $n$ is restricted to $S \subset \mathbb{N}$ for which $S \cap (X, 2X]$ is dense and which contains only those $n$ which have prime divisors from certain convenient ranges.

To define $S$, we need to introduce some notation following [22, Section 2]. Let $1/6 > \nu_2 > \nu_1 > (\log X)^{-1/10}$. Let $\eta \in (0, 1/6 - \nu_2/3)$. Consider a sequence of increasing intervals $(P_j, Q_j)$ with $j = 1, \ldots, J + 2$ with $J \geq 1$, such that

- $P_{J+1} = X^{\nu_1}$, $Q_{J+1} = P_{J+2} = X^{\frac{\nu_1}{\nu_1+2}}$ and $Q_{J+2} = X^{\nu_2}$, and $P_1 \geq 3/2$.
- $P_j$ is large enough and $Q_j$ is small enough, precisely

\[P_j \geq (\log X)^{2/\eta} \text{ and either } J = 1 \text{ or } Q_j \leq \exp((\log X)^{1/2});\]

- The intervals are not too far from each other, precisely

\[\frac{\log \log Q_j}{\log P_{j-1}} - 1 \leq \frac{\eta}{4j^2} \text{ for } j = 2, \ldots, J.\]

- The intervals are not too close to each other, precisely

\[\frac{\eta}{j^2} \log P_j \geq 16 \log Q_{j-1} + 16 \log j \text{ for } j = 2, \ldots, J.\]
Note that (51) implies that necessarily $J \ll \log \log X / \log \log \log X$.

For example, given $(\log X)^{-1/10} < \nu_1 < \nu_2 < 1/6$, $\eta \in (0, 1/6 - \nu_2/3)$ and $\beta_0 \in (0, 1]$, choose first any $Q_1$ and $P_1$ with $X^{1/6} \geq Q_1 \geq P_1 \geq (\log Q_1)^{40/\eta}$ large enough in terms of $\eta$ and $\beta_0$. Then if $Q_1 \geq \exp((\log X)^{1/2})$, take $J = 1$ and otherwise choose $P_j$ and $Q_j$ for $j = 2, \ldots, J$ to be

$$(52) \quad P_j = \exp(j^{8j/\beta_0}(\log Q_1)^{j-1} \log P_1) \quad \text{and} \quad Q_j = \exp(j^{(8j+6)/\beta_0}(\log Q_1)^j)$$

with $J$ the largest index $j$ such that $Q_j \leq \exp((\log X)^{1/2})$.

Let $\mathcal{S} = \mathcal{S}_X$ be the set of integers $\leq 100X$ having at least one prime factor in each of the intervals $(P_j, Q_j]$ for $j \leq J + 2$.

In order to apply results on multiplicative functions to sums with the additional restriction $n \in \mathcal{S}$, we use the following immediate consequence of the inclusion-exclusion principle (which is also [22, Lemma 5]).

**Lemma 9.1.** For $\mathcal{J} \subseteq \{1, \ldots, J + 2\}$, let $g_{\mathcal{J}}$ be the completely multiplicative function

$$g_{\mathcal{J}}(p^j) = \begin{cases} 1 & \text{if } p \not\in \bigcup_{j \in \mathcal{J}}(P_j, Q_j] \\ 0 & \text{otherwise.} \end{cases}$$

Then, for any complex numbers $a_n$,

$$\sum_{X < n \leq 2X \atop n \in \mathcal{S}} a_n = \sum_{X < n \leq 2X} a_n \prod_{j=1}^{J+2} (1 - g_{\mathcal{J}}(n)) = \sum_{\mathcal{J} \subseteq \{1, \ldots, J+2\}} (-1)^{\# \mathcal{J}} \sum_{X < n \leq 2X} g_{\mathcal{J}}(n)a_n.$$

We shall prove the following variant of [22, Theorem 3].
Theorem 9.2. Let \( X \geq 2 \) and let \( \mathcal{S} \) be as above with \( \eta \in (0, 1/6 - \nu_2/3) \). Let \( 2 \leq h_0 \leq X^{1/2} \) and assume that \((P_1, Q_1) \subset (3/2, h_0)\). Write \( h_1 = H(f; X) \). Let \( f : \mathbb{N} \to \mathbb{U} \) be a multiplicative function.

(i) Assume that \( f \) is \((\alpha, X^\theta)\)-non-vanishing for some \( \alpha, \theta \in (0, 1] \), and let \( 0 < \rho < \rho_\alpha \). Then, for \( \delta \in (0, 1/1000) \),

\[
\left| \frac{1}{h_0h_1} \sum_{\substack{x < n \leq x + h_0h_1 \atop n \in \mathcal{S}}} f(n) - \frac{1}{h_0h_1} \int_{x}^{x+h_0h_1} u^{\hat{t}_f,X} \, du \cdot \frac{1}{X} \sum_{\substack{x < n \leq 2X \atop n \in \mathcal{S}}} f(n)n^{-\hat{t}_f,X} \right| \leq \left( \delta + \frac{1}{\nu_1(\log X)^{\rho/12}} \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right)
\]

for all but at most

\[
\ll_{\eta, \rho, \theta} \frac{X}{\delta^2} \cdot \frac{(\log h_0)^2}{P_1^{1/2 - \nu_2 - 3\eta}} + X^{1 - \nu^2/200}
\]

integers \( x \in [X, 2X] \). Moreover, if

\[
\sum_{u < p \leq v} \frac{f(p)}{p^{1/2 + \epsilon}} \ll \epsilon \sum_{u < p \leq v} \frac{|f(p)|}{p} \cdot \frac{1}{1 + |t|} + u^{-1/2 + \epsilon}
\]

for all \( \epsilon > 0 \) and for all \((u, v) \subset (P_J, Q_J)\), then the exceptional set is

\[
\ll_{\eta, \rho, \theta} \frac{X}{\delta^2} \cdot \frac{(\log h_0)^2}{P_1^{1 - 3\eta}} + X^{1 - \nu^2/200}.
\]

(ii) Let \( 0 < \rho < \rho_1 \). Then, for \( \delta \in (0, 1/1000) \),

\[
\left| \frac{1}{h_0} \sum_{\substack{x < n \leq x + h_0 \atop n \in \mathcal{S}}} f(n) - \frac{1}{h_0} \int_{x}^{x + h_0} u^{\hat{t}_f,X} \, du \cdot \frac{1}{X} \sum_{\substack{x < n \leq 2X \atop n \in \mathcal{S}}} f(n)n^{-\hat{t}_f,X} \right| \leq \delta + \frac{1}{\nu_1(\log X)^{\rho/12}}
\]

for all but

\[
\ll_{\eta, \rho} \frac{X}{\delta^2} \cdot \frac{(\log h_0)^2}{P_1^{1/2 - \nu_2 - 3\eta}} + X^{1 - \nu^2/200}
\]

integers \( x \in [X, 2X] \).

(iii) If \( f \) is almost real-valued, (i) and (ii) also hold with \( \hat{t}_f,X \) and \( t_f,X \) replaced by 0. In this case the main terms become simply

\[
\frac{1}{X} \sum_{\substack{x < n \leq 2X \atop n \in \mathcal{S}}} f(n)
\]

Remark. Note that if \( |\hat{t}_f,X| > X/2 \), then

\[
\frac{1}{h_0h_1} \int_{x}^{x + h_0h_1} u^{\hat{t}_f,X} \, du \ll \frac{1}{h_0h_1},
\]
and using also Shiu’s bound (Lemma 3.2), the main term in Theorem 9.2(i) becomes essentially negligible. On the other hand, for \(|\hat{f}_{f,X}| \leq X/2\), Halász’s theorem (Lemma 5.3 together with Lemma 9.1) implies that the main term has size

\[
\ll 2^J \left( \frac{\hat{M}(f;X)}{\exp(\frac{1}{2}\hat{M}(f;X))} + \frac{1}{(\log X)\alpha} \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right).
\]

This is \(o(\prod_{p \leq X}(1 + \frac{|f(p)| - 1}{p}))\) if \(\hat{M}(f;X)\) tends to infinity faster than \(2J\). In case \(\hat{M}(f;X)\) tends to infinity but more slowly, it seems to be more complicated to show in general that the main term is small. However, even in this case Corollary 1.10 provides a non-trivial bound without a main term. Similar remarks apply to part (ii).

**Proof of Theorem 9.2.** Let us first prove the case (i) and then discuss the differences in the cases (ii)–(iii) at the end. Let \(\rho' = (\rho + \rho_0)/2\). We shall apply Proposition 8.3 with \(\varepsilon = \eta/2\), \(t_0 = \hat{t}_{f,X}\), \(T_0 = (\log X)^{\rho'/6}, y_1 = h_0h_1, y_2 = X/(\log X)^{5\rho'/12}\), \(P' = P_{J+1}, Q' = Q_{J+1}, P = P_{J+2}, Q = Q_{J+2}\), \(a_m = f(m)1_{m \in S}, b_m = f(m)1_{m \in S^*}\) and \(c_p = f(p)\). Here \(S^*\) is the set of integers that have prime factor in each interval \((P_j, Q_j)\) for \(j = 1, \ldots, J\). We shall choose \(d_n\) and \(U\) later. The set \(U\) will be chosen so that, for any \(T \in [X/H, X]\), one has

\[
(54) \quad |(U + [-X^{\eta/2}, X^{\eta/2}]) \cap [-T, T]| \ll \frac{h_0h_1\sqrt{T}}{Q_{J+2}}
\]

which guarantees that the corresponding term in (46) is of acceptable size.

Let us first show that the main term in Proposition 8.3 corresponds to the main term in Theorem 9.2. With \(g_i\) as in Lemma 9.1, we have by Lemma 9.1 for \(y \in \{X, y_2\},

\[
\frac{1}{y} \sum_{X < n \leq X + y} f(n)n^{-\hat{t}_{f,X}} = \frac{1}{y} \sum_{J \subseteq \{1, \ldots, J+2\}} (-1)^{#J} \sum_{X < n \leq X + y} g_J(n)f(n)n^{-\hat{t}_{f,X}}.
\]

Applying Lemma 5.4(i) to the sum over \(n\) on the right hand side, we see that

\[
\frac{1}{X} \sum_{X < n \leq 2X} f(n)g_J(n)n^{-\hat{t}_{f,X}} = \frac{1}{y_2} \sum_{x < n \leq x + y_2} f(n)g_J(n)n^{-\hat{t}_{f,X}}
\]

\[
+ O\left( \frac{1}{(\log X)^{\rho'/12}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right)
\]

for all \(x \in [X, 2X]\). Summing back over subsets \(J \subset \{1, \ldots, J+2\}\) weighted by \((-1)^{#J}\) we conclude that,

\[
\frac{1}{X} \sum_{X < n \leq 2X} f(n)n^{-\hat{t}_{f,X}} = \frac{1}{y_2} \sum_{x < n \leq x + y_2} f(n)n^{-\hat{t}_{f,X}} + O\left( \frac{2^J}{(\log X)^{\rho'/12}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right).
\]
Letting $R_C(s)$ be as in \eqref{eq:R_C}, we get, using Lemmas \ref{lem:lemma1} and \ref{lem:lemma2} in similar fashion, that

\[
\sup_{|t| \leq X/2, |t-t_f,x| > T_3/2} \left| R_C(1 + it) \right| \leq \frac{2^j}{\log P_{j+1}} \left( \frac{1}{\log^{\rho'/2} X} + \frac{(\log \log X)^2}{T_0^{1/2}} \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)|}{p} \right)
\]

Recall that $J \ll \log \log X/\log \log X$, $\rho' > \rho$ and that we can assume that $X$ is large in terms of $\rho$. Combining the above, Proposition \ref{prop:prop1} implies that, for $x \in (X, 2X]$,\

\[
\left| \frac{1}{h_0 h_1} \sum_{x < n \leq x + h_0 h_1} f(n) - \frac{1}{h_0 h_1} \int_x^{x+h_0 h_1} \sum_{n \in S} f(n) n^{-i \hat{t}_f,x} \right| \leq \left( \frac{1}{2v_1 (\log X)^{\rho'/12}} + O \left( \frac{1}{h_0 h_1} \right) \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right),
\]

where $A(x, h_0 h_1, X/(\log X)^{5\rho'/12}, \hat{t}_f,x, T_0, \mathcal{U})$ satisfies \eqref{eq:A_bound}.

Now our claim is trivial unless $\delta \geq h_0^{-1/2}$, and so it suffices to show that\

\[
|A(x, h_0 h_1, X/(\log X)^{5\rho'/12}, \hat{t}_f,x, T_0, \mathcal{U})| \leq \left( \frac{1}{2v_1 (\log X)^{\rho'/12}} + \delta \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right)
\]

for all but at most $\ll \frac{X}{\mathcal{R}}$ integers $x \in [X, 2X]$, where $\mathcal{R} = (\log h_0)^2/P_1^{1-3\eta}$ or $\mathcal{R} = (\log h_0)^2/P_1^{1-2\eta-3\eta}$ depending on whether we assume \eqref{eq:assumption1} or not.

Thus by \eqref{eq:A_bound}, it suffices to show that, for some choice of $d_n$ and $\mathcal{U}$ such that $\mathcal{U}$ satisfies \eqref{eq:assumption1} and $d_n = f(n)1_{n \in S}$ for all $X/4 < n \leq 4X$, we have

\[
\int_{[-T, T] \setminus \mathcal{U}} \left| \sum_{X/100 < n \leq 100X} \frac{d_n}{n^{1+it}} \right|^2 \, dt \ll \frac{T}{X/(h_0 h_1)} \prod_{p \leq X} \left( 1 + \frac{2|f(p)| - 2}{p} \right) \mathcal{R}
\]

whenever $X/(h_0 h_1) \leq T \leq X$. Writing\

\[
\mathcal{G}(X, T, f) := \frac{T}{X} \prod_{p \leq X} \left( 1 + \frac{|f(p)|^2 - 1}{p} \right) + \prod_{p \leq X} \left( 1 + \frac{2|f(p)| - 2}{p} \right)
\]

and recalling the definition of $h_1$ and that $Q_1 \leq h_0$, it thus suffices to show that

\[
\int_{[-T, T] \setminus \mathcal{U}} \left| \sum_{X/100 < n \leq 100X} \frac{d_n}{n^{1+it}} \right|^2 \, dt \ll \mathcal{G}(X/Q_1, T, f) \mathcal{R}
\]

for all $X/(h_0 h_1) \leq T \leq X$. 


We write \( I_1 := \{ v : \lfloor \log P_1 / \log 2 \rfloor \leq v \leq \log Q_1 / \log 2 \} \) and choose

\[
d_n := \sum_{v \in I_1} \sum_{n=pm, 2^v < p \leq 2^{v+1}, P_1 < p \leq Q_1, m \in S_1} \frac{f(mp)}{\omega(p_1, q_1)(m) + 1}.
\]

where \( S_1 \) is the set of those \( n \) that have at least one prime factor in each of intervals \((P_j, Q_j]\) for \( j = 2, \ldots, J + 2 \). Now \( d_n = f(n)1_{n \in S} \) for all \( n \in (X/4, 4X] \) as requested.

We have

\[
d_n = \sum_{v \in I_1} \sum_{n=pm, 2^v < p \leq 2^{v+1}, P_1 < p \leq Q_1, m \in S_1} \frac{f(m)f(p)}{\omega(p_1, q_1)(m) + 1} + \sum_{n=mp, P_1 < p \leq Q_1, m \in S_1, (m,p)=p} e_{m,p},
\]

where

\[
|e_{m,p}| \leq |f(mp)| + |f(m)||f(p)|.
\]

The contribution of \( e_{m,p} \) to \( R \) in (55) is acceptable (of the order of \( 1/P_1 \)) as in end of proof of Lemma 6.1.

To handle the rest of (55) and define the set \( U \) we need to introduce some additional notation following [22, Proof of Theorem 3]. Pick a sequence \( \alpha_j \) for \( 1 \leq j \leq J \) differently depending on whether (53) holds or not. If (53) does not hold, choose

\[
\alpha_j = \frac{1}{4} - \frac{\nu}{2} - \eta\left(1 + \frac{1}{2j}\right).
\]

Notice that

\[
\frac{1}{4} - \frac{\nu}{2} - \frac{3}{2} \eta = \alpha_1 < \alpha_2 < \ldots < \alpha_J \leq \frac{1}{4} - \frac{\nu}{2} - \eta.
\]

If (53) holds then pick

\[
\alpha_j = \frac{1}{2} - \eta\left(1 + \frac{1}{2j}\right).
\]

Let

\[
H_1 = 1/\log 2, \quad \text{and for } \ j = 2, \ldots, J, \quad \text{let } \ H_j := j^2 P_1.
\]

For \( j = 1, \ldots, J \), let

\[
Q_{v,j}(s) := \sum_{e^{\nu/H_j} < p \leq e^{(v+1)/H_j}, P_j < p \leq Q_j} \frac{f(p)}{p^s}.
\]

Notice that this can be non-zero only when

\[
v \in I_j := \{ v : [H_j \log P_j] \leq v \leq H_j \log Q_j \}
\]

We write

\[
[-T, T] = \bigcup_{j=1}^J I_j \cup U
\]
as a disjoint union where \( t \in \mathcal{T}_j \) when \( j \) is the smallest index such that

\[
\text{for all } v \in \mathcal{I}_j : |Q_{v,j}(1 + it)| \leq e^{-\alpha_j v/H_j}
\]

and \( t \in \mathcal{U} \) if this does not hold for any \( j \leq J \).

Let us first show that \( \mathcal{U} \) satisfies (53). Note that if (53) holds then \( \mathcal{U} \subset [-Q_{j+2}^{1/2}, Q_{j+2}^{1/2}] \)
and \( Q_j \leq Q_{j+2} \leq X^{1/6} \). As a result (54) is automatically satisfied. On the other hand if (53) does not hold then it suffices to show that for any \( X/(h_0 h_1) \leq T \leq X \) and any one-spaced subset \( W \subset \mathcal{U} \cap [-T, T] \), we have \( |W| \ll T^{1/2} h_0 h_1 / X^{\nu_2 + \eta/2} \). For each \( t \in W \) there exists \( v \in \mathcal{I}_J \) such that \( |Q_{v,j}(s)| \gg e^{-\alpha_j v/H_j} \). By (49) we have \( Q_j \leq X^{o(1)} h_0 \), so applying (22, Lemma 8) to \( Q_{v,j}(s) \) for every \( v \in \mathcal{I}_J \) we get

\[
|W| \ll |\mathcal{I}_J| \cdot T^{2\alpha_j} Q_{j+2}^{2\alpha_j} X^\eta \ll (T h_0 h_1)^{2\alpha_j} X^{\eta + o(1)}
\]

\[
\ll (T h_0 h_1)^{1/2} (T h_0 h_1)^{-\nu_2 - 2\eta} X^{\eta + o(1)} \ll T^{1/2} (h_0 h_1)^{1/2} X^{-\nu_2 - \eta + o(1)}
\]

which is sufficient. Hence our choice for \( \mathcal{U} \) is legitimate and it suffices to show (55).

Write

\[
R_{v,1}(s) = \sum_{m \in S_1} \frac{f(m)}{m^s} \cdot \frac{1}{\omega(P_1 Q_1)(m) + 1}.
\]

Recalling (56) and that the contribution from \( e_n \) is acceptable, it suffices to show that

\[
\max_{v \in \mathcal{I}_1} \int_{[-T, T] \setminus \mathcal{U}} |Q_{v,1}(1 + it) R_{v,1}(1 + it)|^2 \, dt \ll \mathcal{S}(X/Q_1, T, f) P_1^{-2\alpha_1}.
\]

Our argument is similar to that in [22, Proof of Theorem 3] though we have taken out the smallest prime in \( p \in (P_1, Q_1] \) earlier to get better bounds (because this way we avoid splitting \( p \in (P_1, Q_1] \) into very short intervals) and use refined estimates for Dirichlet polynomials to take into account the average size of \( f(n) \).

Let us first consider the contribution of \( \mathcal{T}_1 \). We have

\[
\max_{v \in \mathcal{I}_1} \int_{\mathcal{T}_1} |Q_{v,1}(1 + it) R_{v,1}(1 + it)|^2 \, dt \ll P_1^{-2\alpha_1} \cdot \mathcal{S}(X/Q_1, T, f)
\]

by the definition of \( \mathcal{T}_1 \) and mean value theorem (Lemma 3.4) which is acceptable.

Let us now consider the contribution of \( \mathcal{T}_j \) to (59) for \( j \geq 2 \). We use Lemma 6.1

\[
a_m = \frac{f(m) \chi_{S_1}}{\omega(P_1 Q_1)(m) + 1}, \quad b_m = \frac{f(m) \chi_{S_1,j}}{\omega(P_1 Q_1)(m) + 1}, \quad \text{and} \quad c_p = f(p),
\]

where \( S_{1,j} \) is the set of those integers which have at least one prime factor in every interval \( (P_1, Q_i] \) with \( i \in \{2, \ldots, j+2\} \setminus \{j\} \). Estimating \( Q_{v,1}(1 + it) \) trivially, we see that

\[
\max_{v \in \mathcal{I}_1} \int_{\mathcal{T}_j} |Q_{v,1}(1 + it) R_{v,1}(1 + it)|^2 \, dt \ll \left( \frac{1}{H_j} + \frac{1}{P_j} \right) \mathcal{S}(X/Q_1, T, f)
\]

\[
+ (H_j \log Q_j)^2 \max_{v_1 \in \mathcal{I}_1, v \in \mathcal{I}_j} \int_{\mathcal{T}_j} |Q_{v,j}(1 + it) R_{v_1,v,j}(1 + it)|^2 \, dt,
\]

which is acceptable.
where
\[ R_{v_1,v,j}(s) = \sum_{Xe^{-v_1/H_1-v/H_j}/8 < m < 4Xe^{-v_1/H_1-v/H_j}} \frac{f(m)}{m^s} \cdot \frac{1}{\omega(p_j,q_j)(m) + 1} \cdot \frac{1}{\omega(1,p_j,q_j)(m) + 1}. \]

Here, by (51) and (58),
\[ \sum_{j=2}^{J} \left( \frac{1}{H_j} + \frac{1}{P_j} \right) \mathcal{G}(X/Q_1, T, f) \ll \mathcal{G}(X/Q_1, T, f) \frac{1}{P_1}. \]

Thus the claim follows once we have shown
\[ \sum_{2 \leq j \leq J} E_j \ll \frac{1}{P_1} \mathcal{G}(X/Q_1, T, f), \]
where, for \( 2 \leq j \leq J \),
\[ E_j := (H_j \log Q_j)^2 \cdot \max_{v_1 \in \mathcal{I}_1} \max_{v \in \mathcal{I}_j} \int_{T_j} |Q_{v,j}(1 + it)R_{v_1,v,j}(1 + it)|^2 dt \]
\[ \ll (H_j \log Q_j)^2 \max_{v_1 \in \mathcal{I}_1} \max_{v \in \mathcal{I}_j} e^{-2a_jv/H_j} \int_{T_j} |R_{v_1,v,j}(1 + it)|^2 dt. \]

Now we split further
\[ T_j = \bigcup_{r \in \mathcal{I}_{j-1}} T_{j,r}, \]
where
\[ T_{j,r} = \{ t \in T_j : |Q_{r,j-1}(1 + it)| > e^{-a_{j-1}r/H_{j-1}} \} \]
Note that (61) indeed holds since, by the definition of \( T_j \), for any \( t \in T_j \) there exists an index \( r \in \mathcal{I}_{j-1} \) such that \( |Q_{r,j-1}(1 + it)| > e^{-a_{j-1}r/H_{j-1}} \). Therefore, for some \( v_1 = v_1(j) \in \mathcal{I}_1, v = v(j) \in \mathcal{I}_j \) and \( r = r(j) \in \mathcal{I}_{j-1} \),
\[ E_j \ll (H_j \log Q_j)^2(H_{j-1} \log Q_{j-1}) \cdot e^{-2a_jv/H_j} \cdot \int_{T_{j,r}} |R_{v_1,v,j}(1 + it)|^2 dt \]
On \( T_{j,r} \) we have \( |Q_{r,j-1}(1 + it)| > e^{-a_{j-1}r/H_{j-1}} \). Therefore, for any \( \ell_{j,r} \geq 1 \), multiplying by the term \( (|Q_{r,j-1}(1 + it)|e^{a_{j-1}r/H_{j-1}}) \cdot e^{2\ell_{j,r}r/H_j} \cdot \geq 1 \), we get
\[ E_j \ll (H_j \log Q_j)^2(H_{j-1} \log Q_{j-1}) \cdot e^{-2a_jv/H_j} \cdot \exp \left( 2\ell_{j,r} \cdot \frac{a_jr}{H_{j-1}} \right) \int_{T_{j,r}} |Q_{r,j-1}(1 + it)\ell_{j,r}R_{v_1,v,j}(1 + it)|^2 dt. \]
Choosing
\[ \ell_{j,r} = \left\lceil \frac{v/H_j}{r/H_{j-1}} \right\rceil \leq \frac{H_{j-1}}{r} \cdot \frac{v}{H_j} + 1, \]
we get
\[
E_j \ll H_j^3 (\log Q_j)^3 \cdot \exp \left( 2v(\alpha_{j-1} - \alpha_j)/H_j + 2\alpha_{j-1}r/H_{j-1} \right) 
\cdot \int_{-T}^{T} |Q_{r,j-1}(1 + it)^{\ell_j} R_{v_1,v,j}(1 + it)|^2 dt. 
\]
(62)

Now we are in the position to use Lemma 7.1 which gives
\[
\int_{-T}^{T} |Q_{r,H_j-1}(1 + it)^{\ell_j} R_{v_1,v,j}(1 + it)|^2 dt 
\ll \ell_{j,r}^2 \left( \frac{T}{X/e^{\eta_j}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right) \prod_{p \leq X} \left( 1 + \frac{2|f(p)| - 2}{p} \right) 
\ll \exp(2\ell_{j,r} \log \ell_{j,r}) \mathcal{S}(X/Q_1, T, f). 
\]

Here by the mean value theorem and the definition of \( \ell_{j,r} \)
\[
\ell_{j,r} \log \ell_{j,r} \leq \frac{v}{H_j} \log \frac{v}{r/H_{j-1}} + \log \log Q_j + 1 
\leq \frac{v}{H_j} \log \log Q_j + \log \log Q_j + 1, 
\]
so that
\[
\int_{-T}^{T} |Q_{r,j-1}(1 + it)^{\ell_j} R_{v_1,v,j}(1 + it)|^2 dt 
\ll \exp \left( 2\frac{v}{H_j} \log \log Q_j \right) \log Q_j^2 \mathcal{S}(X/Q_1, T, f) 
\ll (\log Q_j)^2 \exp \left( \frac{\eta}{2j^2} \cdot \frac{v}{H_j} \right) \mathcal{S}(X/Q_1, T, f) 
\]
by (50). Note that (50) also implies that, for \( j \geq 2 \),
\[
\log \log Q_j \leq \frac{1}{4} \log \log Q_{j-1} \leq \log Q_j^{1/96} \implies \log Q_j \leq Q_j^{1/96}, 
\]
so that we have the bound
\[
H_j^3 (\log Q_j)^3 \exp(2\alpha_{j-1}r/H_j - 1) \ll H_j^3 (\log Q_j)^5 Q_{j-1} 
\ll H_j^3 Q_{j-1}^{3/2} \ll j^6 P_1^3 Q_{j-1}^{3/2} \ll j^6 Q_{j-1}^5. 
\]

Therefore, recalling also (62) and (63) we see that, for \( 2 \leq j \leq J \),
\[
E_j \ll j^6 Q_{j-1}^5 \exp \left( \frac{2v}{H_j} \left( \alpha_{j-1} - \alpha_j + \frac{\eta}{4j^2} \right) \right) \mathcal{S}(X/Q_1, T, f). 
\]
By (57) and (51) we see that

\[ E_j \ll j^6Q_j^{-1}\exp\left( - \frac{n}{2j^2}\log P_j \right) \mathcal{S}(X/Q_1, T, f) \]

\[ \ll \frac{1}{j^2Q_j^{-1}} \mathcal{S}(X/Q_1, T, f) \ll \frac{1}{j^2P_1} \mathcal{S}(X/Q_1, T, f) \]

This immediately implies (60) and thus part (i) of the theorem.

Parts (ii) and (iii) follow similarly, replacing applications of Lemmas 5.4(i) and 5.5(i) by parts (ii) and (iii) of those lemmas, and in case (ii) replacing applications of Lemma 3.4 by applications of (29).

\[ \Box \]

10. Sieve estimates

In order to deduce Theorems 1.7 and 1.9 from Theorem 9.2 we need to show that, once the parameters defining the set \( \mathcal{S} \) are appropriately selected, the numbers outside \( \mathcal{S} \) make an acceptable contribution. In case of Theorem 1.7 this is quite straightforward and was essentially shown in [22], but in case of Theorem 1.9 we need to use some sophisticated sieve majorants in order to obtain power savings in the exceptional set. In this section we provide the needed sieve bounds.

When \( g: \mathbb{N} \rightarrow [0, 1] \) is a multiplicative function, we define another multiplicative function \( g^\ast \) by requiring that \( g^\ast(p^\alpha) = 1 - g(p^\alpha) \). Note that, for any square-free \( n \), \( g^\ast(n) = \sum_{d | n} \mu(d)g(d) \). Let us first state a result of Alladi that we use for constructing majorants from sieves. It follows immediately from [1, Corollary 1].

**Lemma 10.1.** Suppose \( H: \mathbb{N} \rightarrow [0, 1] \) is multiplicative and suppose that \( \mathcal{P} \subset \mathbb{P} \) and \( \chi: \mathbb{N} \rightarrow [0, 1] \) are such that, for all \( n | \prod_{p \in \mathcal{P}} p \), one has

\[ H^\ast(n) = \sum_{d | n} \mu(d)H(d) \leq \sum_{d | n} \mu(d)\chi(d)H(d). \]

Then for any multiplicative \( h: \mathbb{N} \rightarrow [0, 1] \) satisfying \( h(n) \leq H(n) \) for all \( n | \prod_{p \in \mathcal{P}} p \), one has, for all \( n | \prod_{p \in \mathcal{P}} p \),

\[ h^\ast(n) = \sum_{d | n} \mu(d)h(d) \leq \sum_{d | n} \mu(d)\chi(d)h(d). \]

Let us now define the Brun-Hooley-type sieve that we are going to use. Let \( K \) be the largest integer for which \( 5\log_K X > 10^{10} \). Let \( I_1 = (1, X^{1/(\log \log X)^2}) \) and, for \( 2 \leq k < K \), take \( I_k = (X^{1/(\log k X)^2}, X^{1/(\log_{k+1} X)^2}) \), and let \( I_K = (X^{1/(\log K X)^2}, X^{1/7}) \) and \( I_K+1 = (X^{1/7}, 4X) \). For \( 1 \leq k \leq K - 1 \), let

\[ \chi_k(n) = \begin{cases} 0 & \text{if } \omega_{I_k}(n) > 30[\log_{k+1} X]; \\ 1 & \text{otherwise}, \end{cases} \]

\( 5\log_k x \) denotes the \( k \)-fold logarithm.
where \( \omega_{I_k}(n) := \sum_{p \mid n} 1 \). Furthermore, let \( \chi_K(n) = 1_{S^+}(n) \), where \( S^+ \) is as in Lemma 4.3 with \( D = X^{2/5 - 1/1000} \), \( \mathcal{P} = \mathbb{P} \cap I_K \) and \( z = X^{1/7} \), and let
\[
\chi_{K+1}(n) = \begin{cases} 
0 & \text{if } \omega_{I_{K+1}}(n) \geq 1 \\
1 & \text{otherwise.}
\end{cases}
\]
Write \( P(I_k) = \prod_{p \in I_k} p \), and define
\[
\chi(n) = \prod_{k=1}^{K+1} \chi_k(n).
\]

Note that we use the linear sieve for primes in \( I_K \) just to get a numerically better result.

Now according to Lemma 4.3(ii) and the Brun-Hooley sieve (see e.g. [7]), we have, for all \( n \in \mathbb{N} \),
\[
\sum_{d \mid n} \mu(d) \leq \prod_{k=1}^{K+1} 1_{(n, P(I_k)) = 1} \leq \prod_{k=1}^{K+1} \sum_{d \mid (n, P(I_k))} \mu(d) \chi_k(d) = \sum_{d \mid n} \mu(d) \chi(d).
\]
Furthermore, by definition, \( \chi(d) \) is supported on \( d \leq X^{2/5} \).

By Lemma 10.1 (with \( H^*(p) = 0 \) and \( h^*(p) = g(p) \) for all \( p \)), we have, for all \( n \),
\[
|\mu(n)||g(n)| \leq \sum_{d \mid n} \mu(d) g^*(d) \chi(d).
\]

This is the sieve majorant we shall use for multiplicative functions (different sieve majorants for multiplicative functions were constructed by Matthiesen in [25]).

We will need the following result of Friedlander (we follow [8]).

**Lemma 10.2.** Let \( \lambda_d \) be arbitrary complex numbers with \( |\lambda_d| \leq 1 \) and \( \lambda_1 = 1 \), and supported on \([1, D]\). Then, for any \( h \geq 1 \),
\[
\int_X^{2X} \left| \sum_{x < n \leq x + h} \left( \sum_{d \mid n} \lambda_d \right) - h \sum_d \frac{\lambda_d}{d} \right|^2 \, dx \ll_A Xh \cdot \sum_d \frac{1}{d} \left( \sum_{e \mid d} \frac{\lambda_d e}{e} \right)^2 + h^2 D^2 \left( \log X \right)^{A+8} + hX \left( \log X \right)^{-A}
\]
for any \( A \geq 1 \).

**Proof.** We get from [8, Proposition 6.25] that the left hand side of the claim equals
\[
2X \sum_d \gamma_d \left( \sum_{m \leq D \ (\text{mod} \ d)} \frac{\lambda_m}{m} \right)^2 + O_A \left( h^2 D^2 \left( \log X \right)^{A+8} + hX \left( \log X \right)^{-A} \right),
\]
where
\[
\gamma_d = \sum_{k \geq 1} \left( \frac{d}{\pi k} \sin \frac{\pi h k}{d} \right)^2 \ll \sum_{1 \leq k \leq \frac{d}{h}} \left( \frac{d}{k} \cdot \frac{h k}{d} \right)^2 + \sum_{k > \frac{d}{h}} \left( \frac{d}{k} \right)^2 \ll dh.
\]

Now
\[
2X \sum_d \gamma_d \left( \sum_{m \equiv 0 \pmod{d}} \frac{\lambda_m}{m} \right)^2 \ll hX \sum_{d \leq D} d \left( \sum_{m \leq D/d} \frac{\lambda_{dm}}{m} \right)^2 \ll hX \sum_d \frac{1}{d} \left( \sum_m \frac{\lambda_{dm}}{m} \right)^2
\]
and the claim follows. \(\square\)

**Lemma 10.3.** Let \(X\) be large. Let \(g : \mathbb{N} \to [0, 1]\) be a multiplicative function and let \(\chi\) be as in (64). Set \(\lambda_d = \mu(d) g^*(d) \chi(d)\). Then
\[
\sum_d \frac{\lambda_d}{d} \leq 9 \prod_{p \leq X} \left( 1 + \frac{g(p) - 1}{p} \right)
\]
and
\[
\sum_d \frac{1}{d} \left( \sum_e \frac{\lambda_{de}}{e} \right)^2 \ll \prod_{p \leq X} \left( 1 + \frac{g(p)^2 - 1}{p} \right).
\]

**Proof.** Let us first notice that, for \(d \leq 4X\), \(\lambda_d = \prod_{k = 1}^{K+1} \lambda(d, P(I_k))\). For the proof of the first claim, we notice that by this multiplicativity property and definition of \(\chi(n)\), we have
\[
\sum_d \frac{\lambda_d}{d} = \prod_{k \leq K-1} \left( \sum_{\omega_{I_k}(n) \leq 30 \log k + 1} \frac{\mu(n) g^*(n)}{n} \right) \cdot \left( \sum_{p|n} \frac{\mu(n) 1_{S^+}(n) g^*(n)}{n} \right)
\]
Now, for \(k \leq K - 1\)
\[
\sum_{\omega_{I_k}(n) > 30 \log k + 1} \frac{|\mu(n)|}{n} \leq \exp(-30 \log k + 1) \sum_{p|n} \frac{e^{\omega(n)} |\mu(n)|}{n} \leq \exp(-30 \log k + 1) \prod_{p \in I_k} \left( 1 + \frac{e}{p} \right) \leq 2 \cdot \exp(-30 \log k + 1) \leq \exp(-15 \log k + 1)
\]
and by Lemma 4.3
\[
\sum_{p|n} \frac{\mu(n) 1_{S^+}(n) g^*(n)}{n} \leq \frac{2e^{\gamma} + o(1)}{(\frac{7}{5} - \frac{1}{1000})/(1/7)} \cdot \prod_{p \in I_K} \left( 1 - \frac{g^*(p)}{p} \right) \leq 8.93 \prod_{p \in I_K \cup I_{K+1}} \left( 1 - \frac{g^*(p)}{p} \right).
\]
Hence, for some $|\theta_k| \leq 1$, recalling $g^*(p) \in [0,1]$ for all $p$, we get
\[
\sum_d \lambda_d \frac{d}{d} = \prod_{k=1}^{K-1} \left( \prod_{p \in I_k} \left( 1 - \frac{g^*(p)}{p} \right) + \frac{\theta_k}{(\log_k x)^{15}} \right) \cdot 8.93 \prod_{p \in I_K \cup I_{K+1}} \left( 1 - \frac{g^*(p)}{p} \right)
\leq 8.93 \prod_{p \leq X} \left( 1 - \frac{g^*(p)}{p} \right) \cdot \prod_{k=K-1} \left( 1 + \frac{2}{(\log_k x)^{15}} \right)
\leq 9 \prod_{p \leq X} \left( 1 - \frac{g^*(p)}{p} \right)
\]
as claimed.

For the proof of the second claim, write $\theta := \lambda \ast 1$ (i.e. $\theta = \sum_{d|b} \lambda_d$), so that $\lambda = \mu \ast \theta$, and write $P = \prod_{p \leq 4X} p$. The argument in [8, Proof of Lemma 6.18] shows that
\[
(66) \quad \sum_d \frac{1}{d} \left( \sum_e \frac{\lambda_{de}}{e} \right)^2 = \prod_{p|P} \left( 1 - \frac{1}{p^2} + \frac{1}{p^2} \right) \sum_{b|P} \frac{\theta^2_b}{b}.
\]
Recalling the multiplicativity property of $\lambda_d$ from the beginning of the proof and noting that, as a convolution, $\theta_b$ inherits this property, we obtain
\[
(67) \quad \sum_{b|P} \frac{\theta^2_b}{b} = \prod_{k=1}^{K+1} \left( \sum_{n|n \Rightarrow p \in I_k} \frac{\theta^2_n}{n} \right).
\]
Now $|\theta^2_n| \leq \tau(n)^2$ and, for $k \leq K - 1$, we have
\[
\sum_{\omega_{I_k}(n) > 30 \log_{k+1} X, p|n \Rightarrow p \in I_k} \frac{\tau(n)^2}{n} \ll 2^{-\frac{1}{2} \cdot 30 \log_{k+1} X} \sum_{n \Rightarrow p \in I_k} \frac{2^{\frac{3}{2} \Omega(n) + 2\Omega(n)}}{n}
\ll 2^{-45 \log_{k+1} X} \prod_{p \in I_k} \left( 1 + \frac{2^{7/2}}{p} \right)
\ll \exp(-45(\log 2) \log_{k+1} X + 2^{9/2} \log_{k+1} X) \ll \exp(-8 \log_{k+1} X).
\]
and furthermore, for $k = K, K + 1$,
\[
\sum_{n \Rightarrow p \in I_k} \frac{\tau(n)^2}{n} = O(1).
\]
Then write \( \#(\theta_n) \) of Proposition 10.4. There exists an absolute constant \( Combining this with (66), the claim follows. \hfill \Box

Now we are ready to prove the result that we will use to estimate the contribution of \( n \not\in S \) in Theorem 1.9.

**Proposition 10.4.** There exists an absolute constant \( C' > 0 \) such that the following holds. Let \( 1 \leq P \leq Q \leq X^{3/4} \), and let \( f : \mathbb{N} \to \mathbb{U} \) be a multiplicative function. Write \( h_1 = H(f; X) \), and let \( 2 \leq h \leq X^{1/6} \) and \( \Delta > 0 \).

Let \( \mathcal{E}(h) \) denote the set of integers \( x \in [X, 2X] \) for which

\[
\frac{1}{h} \sum_{\substack{x < n \leq x + h \\
p | n \Rightarrow p \not\in (P, Q) \land \sqrt{p} \geq \frac{h}{h_1}}} |f(n)| \geq \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \left( \Delta + 20 \prod_{p < p \leq Q} \left( 1 - \frac{|f(p)|}{p} \right) \right).
\]

Then

\[
|\mathcal{E}(h)| \leq C' \frac{X \log^2(2 + h/h_1)}{\Delta^2} \frac{1}{1 + h/h_1} \prod_{p \in (P, Q)} \left( 1 - \frac{|f(p)|^2}{p} \right).
\]

**Proof.** Write \( \mathcal{K} := \{ n \in \mathbb{N} : p | n \Rightarrow p^2 | n \} \). Note that, for any \( K \geq 1 \), we have \( \#(\mathcal{K} \cap (K, 2K]) \ll K^{1/2} \). Furthermore

\[
\sum_{k \in \mathcal{K}} \frac{1}{k} = \prod_{p \in \mathbb{P}} \left( 1 + \frac{1}{p^2} + \frac{1}{p^3} + \cdots \right) = \prod_{p \in \mathbb{P}} \left( 1 + \frac{1}{p^2 - 1} \right) \leq 1.95.
\]

Any \( n \) can be uniquely written as \( n = km \) where \( (k, m) = 1 \), \( k \in \mathcal{K} \), and \( |\mu(m)| = 1 \), so that

\[
\sum_{\substack{x < n \leq x + h \\
p | n \Rightarrow p \not\in (P, Q) \land \sqrt{p} \geq \frac{h}{h_1}}} |f(n)| = \sum_{\substack{x < km \leq x + h \land p \mid km \Rightarrow p \not\in (P, Q) \land \sqrt{p} \geq \frac{h}{h_1} \land (k, m) = 1 \land k \in \mathcal{K}}} |f(km)| \mu(m) f(km)|
\]
Write $K_0 := \max\{h/h_1, 1\}$. We split the sum over $k \in \mathcal{K}$ into three parts $\mathcal{K}_0, \mathcal{K}_1$ and $\mathcal{K}_2$, where

$$
\mathcal{K}_0 := \mathcal{K} \cap [1, K_0], \quad \mathcal{K}_1 := \mathcal{K} \cap (K_0, X^{2/5}] \quad \text{and} \quad \mathcal{K}_2 := \mathcal{K} \cap (X^{2/5}, 2X + h].
$$

First note that

$$
\frac{1}{X} \int_X^{2X} \sum_{x < km \leq x + h} |\mu(m)f(km)| \, dx \leq \frac{h}{X} \sum_{k \in \mathcal{K}_2} \sum_{X/k < m \leq (2X + h)/k} 1 \ll \frac{h}{X^{1/5}}.
$$

Since we can clearly assume that $\Delta \leq \log X$ (otherwise (68) can never hold for large $X$), this implies that

$$
\sum_{p|km \leq x + h} |\mu(m)f(km)| > \frac{\Delta}{100} \prod_{p \leq X} \left(1 + \frac{|f(p)| - 1}{p}\right)
$$

for at most $\ll X^{0.81}$ values $x \in [X, 2X]$. This exceptional set is acceptable since $h \leq X^{1/6}$.

Furthermore

$$
\int_X^{2X} \left( \sum_{x < km \leq x + h} |\mu(m)f(km)| \right)^2 \, dx \ll h \sum_{X < km \leq 2X + h} \sum_{p|km \Rightarrow pg(P,Q)} ||n\left|f(m)f(n)\right| || + h \sum_{k_1, k_2 \in \mathcal{K}_1} \sum_{(k_1, k_2) \leq h} \sum_{p|n+1 \Rightarrow pg(P,Q)} ||f(m)f(n)|.\]

Applying Lemma 3.2 to the first term, we see that it is

$$
\ll h \sum_{k \in \mathcal{K}_1} \frac{X}{k} \prod_{p \leq X} \left(1 + \frac{|f(p)|^2 - 1}{p}\right) \cdot \prod_{p \in \{P,Q\}} \left(1 - \frac{|f(p)|^2}{p}\right)
$$

$$
\ll \frac{hX}{K_0^{1/2}} \cdot h_1 \prod_{p \leq X} \left(1 + \frac{2|f(p)| - 2}{p}\right) \prod_{p \in \{P,Q\}} \left(1 - \frac{2|f(p)|}{p}\right).
$$

Applying Lemma 3.3 to the second term on the right hand side of (70), we see that it is

$$
\ll h^2 \sum_{k_1, k_2 \in \mathcal{K}_1} \frac{1}{k_1 k_2} \prod_{p \leq X} \left(1 + \frac{2|f(p)| - 2}{p}\right) \prod_{p \in \{P,Q\}} \left(1 - \frac{2|f(p)|}{p}\right) \prod_{p|k_1 k_2} \left(1 + \frac{1}{p}\right)
$$

$$
\ll h^2 \prod_{p \leq X} \left(1 + \frac{2|f(p)| - 2}{p}\right) \prod_{p \in \{P,Q\}} \left(1 - \frac{2|f(p)|}{p}\right)
$$

$$
\ll \frac{h^2}{K_0} \prod_{p \leq X} \left(1 + \frac{2|f(p)| - 2}{p}\right) \prod_{p \in \{P,Q\}} \left(1 - \frac{2|f(p)|}{p}\right).
$$
Hence it suffices to show that
\[ \sum_{x < km \leq x + h} |\mu(m) f(km)| > \frac{\Delta}{100} h \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right). \]
for at most
\[ \ll \frac{X}{\Delta^2 (h/h_1 + 1)} \prod_{p \in \{P,Q\}} \left( 1 - \frac{|f(p)|^2}{p} \right) \]
integers \( x \in [X, 2X] \).

Now we can concentrate to \( K_0 \) (note that if \( h < h_1 \), we are done now). Let \( g: \mathbb{N} \to [0,1] \) be the multiplicative function which is defined by \( g(p^a) = |f(p^a)| \mathbf{1}_{p \not\in \{P,Q\}} \). We shall apply Lemma \ref{lem:10.2} Let us take \( \lambda_d = \mu(d) g^* (d) \chi(d) \) with \( \chi \) as in \eqref{eq:64}. Note that, by \eqref{eq:65},
\[ \sum_{x < km \leq x + h} |\mu(m) f(km)| \leq \sum_{x < km \leq x + h} |\mu(m) g(m)| \leq \sum_{x < kn \leq x + h} \lambda_d \]
and, by Lemma \ref{lem:10.3} and \eqref{eq:69},
\[ \sum_{k \in K_0} \frac{h}{k} \sum_{d} \frac{\lambda_d}{d} \leq 18h \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \prod_{p \in \{P,Q\}} \left( 1 - \frac{|f(p)|^2}{p} \right). \]
Hence it suffices to show that
\[ \int_X^{2X} \left| \sum_{k \in K_0} \sum_{x / k < d n \leq (x+h)/k} \lambda_d - \frac{h}{k} \sum_{d} \frac{\lambda_d}{d} \right|^2 dx \]
\[ \ll \log^2 (2K_0) X h h_1 \prod_{p \leq X} \left( 1 + \frac{2|f(p)| - 2}{p} \right) \prod_{p \in \{P,Q\}} \left( 1 - \frac{|f(p)|^2}{p} \right). \]
Now, by Cauchy-Schwarz, the left hand side is
\[ \ll \sum_{k \in K_0} \frac{1}{k^{1/2}} \sum_{k \in K_0} k^{1/2} \int_X^{2X} \left| \sum_{x / k < d n \leq (x+h)/k} \lambda_d - \frac{h}{k} \sum_{d} \frac{\lambda_d}{d} \right|^2 dx \]
\[ \ll \log^2 (2K_0) \sum_{k \in K_0} k^{3/2} \int_{X/k}^{2X/k} \left| \sum_{x / d n \leq x + h / k} \lambda_d - \frac{h}{k} \sum_{d} \frac{\lambda_d}{d} \right|^2 dx. \]
By Lemmas \ref{lem:10.2} and \ref{lem:10.3} this is
\[ \ll \log^2 (2K_0) X h \sum_{k \in K_0} \frac{1}{k^{1/2}} \prod_{p \leq X} \left( 1 + \frac{|f(p)|^2 - 1}{p} \right) \prod_{p \in \{P,Q\}} \left( 1 - \frac{|f(p)|^2}{p} \right) \]
\[ \ll \log^2 (2K_0) X h h_1 \prod_{p \leq X} \left( 1 + \frac{2|f(p)| - 2}{p} \right) \prod_{p \in \{P,Q\}} \left( 1 - \frac{|f(p)|^2}{p} \right) \]
as desired. \( \square \)
We shall estimate long sums of multiplicative functions using the following lemma. Results in a similar spirit can be found in a recent paper of Elliott [5] but part (iii) is not implied by those results.

**Lemma 10.5.** Let $X$ be large and let $f : \mathbb{N} \to [0, 1]$ be a multiplicative function.

(i) One has
\[
\frac{1}{X} \sum_{X < n \leq 2X} f(n) \leq 10 \prod_{p \leq X} \left(1 + \frac{f(p) - 1}{p}\right).
\]

(ii) One has
\[
\frac{1}{3} \prod_{p \leq X} \left(1 + \frac{f(p)}{p}\right) \leq \sum_{n \leq X} \frac{f(n)}{n} \leq \prod_{p \leq X} \left(1 + \frac{f(p)}{p} + \frac{f(p^2)}{p^2} + \cdots \right).
\]

(iii) There exists a positive constant $\lambda$ such that the following holds for any $\delta > 0$. Assume that
\[
\sum_{X^{\delta} < p \leq X^{1/4}} \frac{f(p)}{p} \geq \lambda.
\]
Then
\[
\frac{1}{X} \sum_{X < n \leq 2X} f(n) \geq c \prod_{p \leq X} \left(1 + \frac{f(p) - 1}{p}\right)
\]
for a positive constant $c$ depending only on $\delta$.

**Remark.** An alternative proof of (i) can be obtained by appealing to [30, Theorem 3.5, Chapter III.3].

**Proof.** Part (i): We take $K = \{n \in \mathbb{N} : p \mid n \implies p^2 \mid n\}$, and write
\[
\sum_{X < n \leq 2X} f(n) \leq \sum_{k \in K} f(k) \sum_{X/k < n \leq 2X/k} |\mu(n)| f(n).
\]
Those $k$ with $k > X^{1/1000}$ make an acceptable contribution $O(X^{1-1/2000})$. Hence we concentrate on $k \leq X^{1/1000}$. Write $f^*$ for the completely multiplicative function such that $f^*(p) = 1 - f(p)$. Similarly to (65), we have, according to Lemma 10.1, with $S^+$ as in Lemma 4.3 with $D = z = X^{9/10}$ and $\mathcal{P} = \mathbb{P} \cap [1, z],$
\[
\sum_{X/k < n \leq 2X/k} |\mu(n)| f(n) \leq \sum_{X/k < n \leq 2X/k} \sum_{d \mid n} \mu(d) f^*(d) \leq \frac{X}{k} \sum_{d \in S^+} \mu(d) f^*(d) \leq \frac{X}{k} \sum_{d \in S^+} \frac{\mu(d) f^*(d)}{d} + O(X^{9/10}).
\]
By Lemma 4.3 (iii) this equals
\[
\frac{X}{k} (2e^\gamma + o(1)) \prod_{p \leq X^{9/10}} \left(1 + \frac{f(p) - 1}{p}\right),
\]
and the claim follows since $\frac{10}{9} \cdot 2e^\gamma \cdot \sum_{k \in K} \frac{k}{X^{9/10}} < 10$.

Part (ii): We generalise the argument in [11, Proof of Lemma 2.1]. The upper bound is immediate by multiplicativity. For the lower bound, let $f^*$ be multiplicative
function such that \( f^*(p) = 1 - f(p) \) and \( f^*(p^k) = 0 \) for \( k \geq 2 \). Note that

\[
\sum_{m \leq X} \frac{f^*(m)}{m} \leq \prod_{p \leq X} \left( 1 + \frac{f^*(p)}{p} \right)
\]

and so

\[
\sum_{n \leq X} \frac{f(n)}{n} \geq \sum_{n \leq X} \frac{f(n)}{n} \cdot \sum_{m \leq X} \frac{f^*(m)}{m} \prod_{p \leq X} \left( 1 + \frac{f^*(p)}{p} \right)^{-1}
\]

\[
\geq \sum_{n \leq X} \frac{f \ast f^*(n)}{n} \prod_{p \leq X} \left( 1 + \frac{f^*(p)}{p} \right)^{-1}
\]

\[
= \sum_{n \leq X} \frac{|\mu(n)|}{n} \prod_{p \leq X} \left( 1 + \frac{f(p)}{p} \right) \cdot \prod_{p \leq X} \left( 1 - \frac{1}{p} \right)
\]

\[
\geq \left( \frac{6}{\pi^2} + o(1) \right) \log X \prod_{p \leq X} \left( 1 + \frac{f(p)}{p} \right) \cdot \prod_{p \leq X} \left( 1 - \frac{1}{p} \right)
\]

\[
= \left( \frac{6e^{-\gamma}}{\pi^2} + o(1) \right) \prod_{p \leq X} \left( 1 + \frac{f(p)}{p} \right),
\]

where we used Mertens’ theorem.

Part (iii): This is a variant of [11, Theorem 1] and we quickly deduce it from that result. By choosing \( \lambda \) large enough, we can assume that

\[
(71) \prod_{X^\delta < p \leq X^{1/4}} \left( 1 + \frac{f(p)}{p} \right) \geq 20.
\]

Furthermore we also have, with \( \eta = \lambda/(2 \log(1/\delta)) \), and for any integer \( m \in [X^\delta, X^{1/4}] \),

\[
\sum_{X^\delta < p \leq X^{1/4}} \frac{1}{p^m} \geq \sum_{f(p) \geq \eta} \sum_{X^\delta < p \leq X^{1/4}} \frac{f(p)}{p^m} - \eta \sum_{X^\delta < p \leq X^{1/4}} \frac{1}{p^m} - \sum_{p \mid m} \frac{1}{p} \geq \lambda/3
\]

since \( \sum_{X^\delta \leq p \leq X^{1/4}} \frac{1}{p} = o(1) \). Hence, once \( \lambda \) is large enough, [11] Theorem 1 together with Remark 1.4] implies that, for any \( y \in [X^{1/2}, X] \), and any integer \( m \in [X^\delta, X^{1/4}] \),

\[
\frac{1}{y} \sum_{y^\delta < n \leq 2y} \frac{f(n)}{y} \sum_{p \mid n \Rightarrow p \in (X^\delta, X^{1/4})} \frac{\eta^{1/\delta}}{y} \sum_{y^\delta < n \leq 2y} \frac{1 + O(X^{-\delta/2})}{\log X},
\]
Now, for some constants \( c_1 = c_1(\delta) \) and \( c_2 = c_2(\delta) \), we get
\[
\frac{1}{X} \sum_{X < n \leq 2X} f(n) \geq c_1 \frac{1}{X} \sum_{X^{1/10} < m \leq X^{1/4}} f(m) \sum_{X/m < n \leq 2X/m} f(n)_{p|n \Rightarrow p \in (X^{1/4}, X^{1/10})} \geq c_2 \frac{1}{\log X} \left( \sum_{m \leq X^{1/4}} \frac{f(m)}{m} - \sum_{m \leq X^\delta} \frac{f(m)}{m} \right).
\]

By part (ii) the right hand side is at least
\[
c_2 \frac{1}{\log X} \prod_{p \leq X^\delta} \left( 1 + \frac{f(p)}{p} \right) \prod_{X^{1/4} < p \leq X^{1/10}} \left( 1 + \frac{f(p)}{p} - 1 \right) \geq \delta \prod_{p \leq X} \left( 1 + \frac{f(p) - 1}{p} \right)
\]
by (71).

11. Proof of Theorems 1.9 and 1.7 and Corollaries 1.10 and 1.11

Proof of Theorem 1.9. By adjusting \( \rho \), we can clearly assume that
\[
(72) \quad \delta \geq C_1 \left( \frac{\log \log h_0}{\log h_0} \right)^\alpha + \frac{C_1}{(\log X)^{\alpha\rho/36}}
\]
for a large constant \( C_1 \). Furthermore we can assume without loss of generality that \( h_0 \leq X^{1/10} \) as Theorem 1.9 for \( h_0 > X^{1/10} \) is implied by Theorem 1.9 with \( h_0 = X^{1/10} \).

Let us begin by choosing \( P_j \) and \( Q_j \) defining the set \( S \). Let \( \delta' = \delta/200 \). We take \( \nu_1 = \theta \delta'^{2/\alpha}, \nu_2 = \theta, \eta = 1/12, Q_1 = \min \{ h_0, X^{\eta} \} \), and \( P_1 = Q_1^{\theta^{1/\eta}} \). Note that by our assumption on \( \delta \), we have \( P_1 \geq (\log Q_1)^{\eta/\theta} \). If \( Q_1 \geq \exp((\log X)^{1/2}) \), we take \( J = 1 \). Otherwise we take, for \( j = 2, \ldots, J, P_j \) and \( Q_j \) as in (72) with \( \beta_0 = \alpha^2 \). Let \( S \) be as in Section 9.

We first reduce to averages over the set \( S \). We have
\[
\frac{1}{h_0 H(f; X)} \sum_{x < n \leq x + h_0 H(f; X)} |f(n)| \leq \sum_{j=1}^{J+2} \frac{1}{h_0 H(f; X)} \sum_{x < n \leq x + h_0 H(f; X)} |f(n)|_{p|n \Rightarrow p \not\in (P_j, Q_j)_{j=1}^J}.
\]

Write \( \delta_j = \delta'/(4j^2) \) for \( j = 1, \ldots, J \) and \( \delta_{J+1} = \delta_{J+2} = \delta'/4 \). If, for each \( j = 1, \ldots, J + 2 \) one has
\[
(73) \quad \frac{1}{h_0 H(f; X)} \sum_{x < n \leq x + h_0 H(f; X)} |f(n)| \leq \left( \delta_{j+2} + 20 \prod_{P \not\in (P_j, Q_j)_{j=1}^J} \left( 1 - \frac{|f(p)|}{p} \right) \right) \prod_{P \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right),
\]
then, recalling definitions of $P_j$ and $Q_j$ and that $f$ is $(\alpha, X')$-non-vanishing,

$$\frac{1}{h_0 H(f; X)} \sum_{n \leq x + h_0 H(f; X)} |f(n)| \leq \left( \frac{\delta'}{2} + \sum_{j=1}^{J} \frac{\delta'}{4j^2} + 20 \sum_{j=1}^{J+2} \prod_{p < p \leq Q_j} \left( 1 - \frac{|f(p)|}{p} \right) \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right)$$

$$\leq \frac{\delta}{2} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right).$$

On the other hand, by Proposition 10.4 the measure of $x \in [X, 2X]$ for which (73) fails for some $j$ is

$$\ll \sum_{j=1}^{J+2} \frac{X(\log h_0)^2}{\delta'^2 h_0} \cdot \prod_{p \in (P_j, Q_j]} \left( 1 - \frac{|f(p)|^2}{p} \right) \ll \frac{X}{\delta'^2 h_0^{9/10}} \ll \frac{X}{h_0^{4/5}}.$$

by (72).

Furthermore Lemma 10.5(i) implies that

$$\sum_{x < n \leq 2X \atop n \notin S} |f(n)| \leq 10X \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \cdot \sum_{j=1}^{J+2} \prod_{p \leq Q_j} \left( 1 - \frac{|f(p)|}{p} \right)$$

$$\leq \frac{\delta}{4} X \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right).$$

Hence the contribution of $n \notin S$ to the left hand side of (15) is acceptable and it suffices to bound the cardinality of the set of $x \in [X, 2X]$ for which

$$\left| \frac{1}{h_0 H(f; X)} \sum_{n \notin S} f(n) - \frac{1}{h_0 H(f; X)} \int_{x}^{x + h_0 H(f; X)} w^{\tilde{f}, x} du \cdot \frac{1}{X} \sum_{x < n \leq 2X \atop n \in S} f(n)n^{-\tilde{f}, x} \right|$$

$$> \frac{\delta}{4} \prod_{p \leq x} \left( 1 + \frac{|f(p)| - 1}{p} \right).$$

Recalling (72) and the definition of $\nu_1$, Theorem 9.2 gives the bound

$$\ll \rho \theta \frac{X}{\delta'^2} \cdot \frac{\log h_0^2}{P_1^{1/2 - \nu_1} - 3\nu} + X^{1 - \nu_1^2/200} \ll X \cdot \frac{(\log h_0)^4}{Q_1^{3\theta/4 \nu_1/16}} + X^{1 - \theta^3(\delta/2000)^6/\alpha}.$$

Recall (72) and that $Q_1 = \min \{h_0, X^{\nu_1} \}$. If $h_0 \leq X^{\nu_1}$, then the first term on the right hand side of (74) is $\ll X/h_0^{\delta^2/18} \ll X/h_0^{(\delta/2000)^{1/2}}$. On the other hand if $h_0 > X^{\nu_1}$, then the first term on the right hand side of (74) is $\ll X(\log X)^4/X^{3\theta/3\nu_1/16} \ll X^{1 - \theta^3(\delta/2000)^6/\alpha}$. Hence the claim follows.

The last claim concerning almost real-valued $f$ follows similarly using part (iii) of Theorem 9.2.
Proof of Theorem 1.7. By adjusting $\rho$, we can clearly assume that

$$\delta \geq C_1 \frac{\log \log h}{\log h} + \frac{C_1}{(\log X)^{\rho/36}}$$

for a large constant $C_1$.

This time we handle $n \in S$ following [22, Proof of Theorem 1 in Section 9] which is more efficient but only works in the dense setting. Let $S$ be any set as in Section 9 satisfying the assumptions of Theorem 9.2(ii). Arguing as in [22, Proof of Theorem 1 in Section 9] we see that

$$\left| \frac{1}{h} \sum_{x<n \leq x+h} f(n) - \frac{1}{h} \int_{x}^{x+h} u^{it_{f,x}} du \cdot \frac{1}{X} \sum_{x<n \leq 2X} f(n)n^{-it_{f,x}} \right|$$

$$\leq \frac{1}{h} \sum_{x<n \leq x+h} f(n) - \frac{1}{h} \int_{x}^{x+h} u^{it_{f,x}} du \cdot \frac{1}{X} \sum_{x<n \leq 2X} f(n)n^{-it_{f,x}}$$

$$+ \frac{1}{h} \sum_{x<n \leq x+h} 1 - \frac{1}{X} \sum_{x<n \leq 2X} 1 \right| + \frac{2}{X} \sum_{x<n \leq 2X} 1 + O(1/h).$$

Theorem 9.2(ii)-(iii) applied to $f(n)$ and to 1 implies that the first and second terms on the right hand side are both at most $\delta/100$ with at most

$$\ll_{\eta, \rho} \frac{X(\log h)^2}{\delta^2 P_1^{1/2-\nu_2-3\eta}} + X^{1-\nu_1^2/200}$$

exceptions.

By Lemma 4.3 (since $\nu_2 < 1/6$, we can take e.g. $D = X^{\nu_2(3-1/1000)}$ and $z = X^{\nu_2}$ so that $s = 3 - 1/1000$ and $F(s) \leq 1.19$), for all large enough $X$,

$$\sum_{x<n \leq 2X \atop n \notin S} 1 \leq \sum_{j=1}^{J+2} \sum_{x<n \leq 2X \atop p|n \Rightarrow p \notin \{P_j,Q_j\}} 1 \leq 1.195X \cdot \sum_{j=1}^{J+2} \prod_{j=1}^{J+2} \left(1 - \frac{1}{P_j}\right)$$

Let us now choose $P_j$ and $Q_j$ defining the set $S$. We take $\nu_1 = \delta^2/4000, \nu_2 = 1/10$, and $\eta = 1/150$. We choose $Q_1 = \min\{h_0, X^{\nu_1}\}$ and $P_1 = Q_1^{\delta/4}$. For $j = 2, \ldots, J$, we choose $P_j$ and $Q_j$ as in (52) with $\beta_0 = 1$. Then (76) and (78) imply that, with at most (77) exceptions, we have

$$\left| \frac{1}{h} \sum_{x<n \leq x+h} f(n) - \frac{1}{X} \sum_{x<n \leq 2X} f(n) \right|$$

$$\leq \delta/50 + \frac{12}{5} \cdot \frac{\log P_1}{\log Q_1} \cdot \sum_{j=1}^{J} \frac{1}{j^9} + \frac{12}{5} \cdot 2 \cdot \sqrt{\frac{\nu_1}{\nu_2}} \cdot \delta/4 + \frac{6}{25} \delta \leq \delta.$$

The exceptional set (77) is acceptable thanks to the assumption (75).
The last claim concerning almost real-valued $f$ follows similarly using part (iii) of Theorem 9.2.

Proof of Corollary 1.10. Let us concentrate on part (i). By Theorem 1.9 it clearly suffices to show that
\[
\left| \frac{1}{h} \int_x^{x+h} u \hat{f}_{t,X} du \cdot \sum_{n \leq 2X} f(n)n^{-\hat{f}_{t,X}} \right|
\ll \left( \frac{1}{\alpha \log X} + \frac{\widetilde{M}(f;X)}{\alpha \exp(\widetilde{M}(f;X))} \right) \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right).
\]
In case $|\hat{f}_{t,X}| \leq X/2$ this follows from Lemma 5.3(iv). On the other hand in case $|\hat{f}_{t,X}| > X/2$ we have
\[
\frac{1}{h} \int_x^{x+h} u \hat{f}_{t,X} du \ll \frac{1}{h},
\]
and the claim follows from Shiu’s bound (Lemma 3.2).

Part (ii) follows similarly from Theorem 1.7.

Proof of Corollary 1.1. Recall that $\delta$ is assumed to lie in $(0, 1/1000)$. We can assume that $\delta \geq C' \left( \frac{\log \log h_0}{\log h_0} \right)^{\alpha} + C' \frac{1}{2 (\log X)^{\alpha p_0/40}}$ for any large constant $C'$ since otherwise the claim is trivial taking $\kappa \geq 50/(\alpha p_0)$. We can also assume that $h_0 \leq X^{1/100}$.

In case
\[
\sum_{p \leq X \atop p \in \mathcal{N}} \frac{1 - |f(p)|}{p} > 5 + \log \frac{1}{\delta},
\]
we shall apply Proposition 10.4 with $P = Q$. Note that in this case
\[
\frac{\delta}{2} \delta(\mathcal{N}; X) \geq \frac{\delta}{2} \prod_{p \leq X \atop p \in \mathcal{N}} \left( 1 - \frac{1}{p} \right) \cdot \prod_{p \in \mathcal{N}} \left( 1 - \left( \frac{|f(p)| - 1}{p} \right)^2 \right)
\]
\[
= \prod_{p \leq X} \left( 1 + \frac{|f(p)|}{p} \right) \cdot \frac{\delta}{2} \prod_{p \leq X \atop p \in \mathcal{N}} \left( 1 - \frac{1 - |f(p)|}{p} \right)
\]
and

\[
\frac{h_0 \delta(N; X)^{-1}}{H(f 1_{n \in N}; X)} \geq \prod_{p \leq X} \left( 1 + \frac{1 - |f(p)| 1_{p \in N}}{p} \right) \prod_{p \leq X} \left( 1 - \frac{1}{p} \right) \gg \frac{h_0}{\prod_{p \leq X} \left( 1 + \frac{1 - |f(p)|}{p} \right)}.
\]

Hence Proposition 10.4 shows that the cardinality of the set of \( x \in [X, 2X] \) for which,

\[
\frac{1}{h_0 \delta(N; X)^{-1}} \sum_{x < n \leq x + h_0 \delta(N; X)^{-1}} |f(n)| \geq \frac{\delta}{2} \delta(N; X)
\]

is bounded by

\[
\ll \frac{X}{\delta^2 h_0^{1/2} \prod_{p \leq X} \left( 1 + \frac{1 - |f(p)|}{p} \right)^{3/2}} \ll \frac{X}{h_0^{1/4}}.
\]

Furthermore, when (80) holds, one has by Lemma 10.5(i),

\[
\frac{1}{X} \sum_{X < n \leq 2X \atop n \in N} |f(n)| \leq 10 \prod_{p \leq X} \left( 1 + \frac{1_{p \in N} |f(p)| - 1}{p} \right) < \frac{\delta}{2} \delta(N; X).
\]

Therefore we can assume that (80) does not hold. Then

\[
\sum_{p \leq X} \frac{(1_{p \in N} |f(p)| - 1)^2}{p} \leq \sum_{p \leq X} \frac{1 - 1_{p \in N} |f(p)|}{p} \leq 5 + \log \frac{1}{\delta} + \sum_{p \leq X \atop p \notin N} \frac{1}{p}
\]

As a result,

\[
H(f 1_{n \in N}; X) = \prod_{p \leq X} \left( 1 + \frac{|f(p)| 1_{p \in N} - 1}{p} \right) \leq \frac{500}{\delta} \delta(N; X)^{-1}
\]

Now the result follows from Theorem 1.9 with \( h_0 \delta(N; X)^{-1}/H(f 1_{n \in N}; X) \geq h_0^{1/2} \) in place of \( h_0 \).

\[\square\]

12. PROOF OF THEOREM 1.11 AND COROLLARY 1.2

We will split the proof of Theorem 1.11 into two parts, depending on the size of \( h_0 \). When \( h_0 \leq X^{3/20000} \) we can simply appeal to Theorem 1.9. However when \( h_0 > X^{3/20000} \) we need the following technical result.
Proposition 12.1. Let $\epsilon > 0$ be small. Let $f : \mathbb{N} \to \mathbb{U}$ be a multiplicative function that is $(\alpha, X^{\theta})$ non-vanishing for some $\alpha, \theta \in (0, 1]$. Let $X$ be large enough. Let $k = \lfloor \frac{1 - 2\epsilon}{\epsilon^2} \rfloor$, and let

$$P = \mathbb{P} \cap \left( X^{\epsilon 10(1-\epsilon^2)}, X^{\epsilon 10(1+\epsilon^2)} \right).$$

Let $0 < \rho < \rho_\alpha$ and let $h \in (X^{\epsilon^3/20000}, X/2]$. 

(i) If $f$ is almost real-valued, then for $x \in (X, 2X]$, we have

$$\left| \frac{1}{h} \sum_{x < p_1 \ldots p_k m \leq x + h \atop p_j \in P, m \in \mathbb{N}} f(p_1 \ldots p_k m) - \frac{1}{X} \sum_{x < p_1 \ldots p_k m \leq 2X \atop p_j \in P, m \in \mathbb{N}} f(p_1 \ldots p_k m) \right| \ll \epsilon, \rho, \theta \frac{1}{(\log x)^{\rho/12}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right)$$

with at most

$$\leq C \frac{X}{h^{1/2-\epsilon}}$$

exceptions, with $C$ a constant depending only on $\alpha, \epsilon, \theta$.

(ii) For $x \in (X, 2X]$, we have

$$\left| \frac{1}{h} \sum_{x < p_1 \ldots p_k m \leq x + h \atop p_j \in P, m \in \mathbb{N}} f(p_1 \ldots p_k m) \right| \ll \epsilon, \theta \left( \frac{\hat{M}(f, X)}{\exp(\hat{M}(f, X))} + \frac{1}{(\log X)^\alpha} \right) \frac{1}{\alpha} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right)$$

with at most

$$\leq C \frac{X}{h^{1/2-\epsilon}}$$

exceptions, with $C$ a constant depending only on $\alpha, \epsilon, \theta$.

**Proof.** We restrict to the case $h \in (X^{\epsilon^3/20000}, X^{1-\epsilon^2}]$, showing that in this range the claims hold with $\ll X/h^{1/2+3\epsilon/4}$ exceptions. The claims for $h \in (X^{1-\epsilon^2}, X]$ follow directly from this.

(i) Write $\rho' := (\rho + \rho_\alpha)/2$. We shall compare

$$S(x, y_j) := \frac{1}{y_j} \sum_{x < p_1 \ldots p_k m \leq x + y_j \atop p_j \in P, m \in \mathbb{N}} f(p_1) \ldots f(p_k) f(m) = \frac{1}{y_j} \sum_{x < p_1 \ldots p_k m \leq x + y_j \atop p_j \in P, m \in \mathbb{N}} f(p_1 \ldots p_k m) + O(1/X^{\epsilon 10/2})$$

for $y_1 := h$ and $y_2 := x/(\log X)^{5\rho'}/12$. The convolution of many short factors will give us lot of flexibility in dealing with Dirichlet polynomials.

Let us first show that $S(x, y_2)$ corresponds to the main term of the claim with an acceptable error: Moving the $m$ sum inside and applying Lemma 5.4(iii) (with $X$
replaced by \(X/(p_1 \cdots p_k)\) to it, we see that \(S(x, y_2)\) indeed equals

\[
(81) \quad \sum_{p_j \in \mathcal{P}} f(p_1) \cdots f(p_k) \left( \frac{1}{X} \sum_{m \in \mathbb{N}, X < p_1 \cdots p_k m \leq 2X} f(m) \right) + O_{\varepsilon, p, \theta} \left( \frac{1}{(\log X)^{\rho'/12}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right)
\]

\[
= \frac{1}{X} \sum_{p_j \in \mathcal{P}, m \in \mathbb{N}, X < p_1 \cdots p_k m \leq 2X} f(p_1 \cdots p_k m) + O_{\varepsilon, p, \theta} \left( \frac{1}{(\log X)^{\rho'/12}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right)
\]

Let \(T_0 = (\log X)^{\rho'/6}\). Arguing as in the beginning of the proof of Proposition 8.3, we see that, apart from an acceptable error, \(S(x, y_1) - S(x, y_2)\) equals the difference of \(j = 1\) and \(j = 2\) cases of

\[
(82) \quad \frac{1}{y_j} \cdot \frac{1}{2\pi i} \sum_{A_1, \ldots, A_k} \int_{T_0 \leq |t| \leq X/2} P_A(1 + it) \cdots P_{A_k}(1 + it) M_{X/(A_1 \cdots A_k)}(1 + it) \cdot \left( x + y_j \right)^{1+it} - x^{1+it} \, \frac{dt}{1 + it}
\]

where \(A_i\) traverse through powers of two such that

\[
\frac{X^{10(1-\varepsilon/20)}}{2} < A_i < X^{10(1+\varepsilon/20)},
\]

\[P_A(s) = \sum_{A < p \leq 2A} \frac{f(p)}{p^s}, \quad \text{and} \quad M_A(s) = \sum_{A/2^{k+1} < m \leq 4A} \frac{f(m)}{m^s}.
\]

We concentrate on the more difficult case \(j = 1\), and consider now \(A_1, \ldots, A_k\) fixed and write

\[
F(s) = P_{A_1}(s) \cdots P_{A_k}(s) M_{X/(A_1 \cdots A_k)}(s).
\]

Let

\[
T_1 = \{ t \in [-X/2, X/2] : |F(1 + it)| \leq X^{-1/4+\varepsilon/8} \};
\]

\[
T_2 = \{ t \in [-X/2, X/2] : X^{-1/4+\varepsilon/8} \leq |F(1 + it)| \leq h^{-1/2+\varepsilon/2} \};
\]

\[
U_1 = \{ t \in [-X/2, X/2] : h^{-1/2+\varepsilon/2} \leq |F(1 + it)| \leq X^{-\varepsilon/100} \} \setminus T_1
\]

and

\[
U_2 = \{ t \in [-X/2, X/2] : |t| \geq T_0, |F(1 + it)| \geq X^{-\varepsilon/100} \}.
\]

We split the integration range over \(t\) in (82) into these four sets. By Lemma 8.1 and (18), we see that it suffices to show, for \(j = 1, 2\), the \(L_1\)-bound

\[
(83) \quad \int_{U_j} \min\left\{ 1, \frac{X/h}{|t|} \right\} |F(1 + it)| \, dt = O\left( \frac{1}{(\log X)^{\rho'/12}} \prod_{p \leq X} \left( 1 + \frac{|f(p)| - 1}{p} \right) \right),
\]

and the \(L_2\) bound

\[
(84) \quad \max_{X/h < T \leq X/2} \frac{X/h}{T} \int_{|t| \leq T \cap [-T, T]} |F(1 + it)|^2 \, dt = O\left( h^{-1/2+2\varepsilon/3} \right).
\]

Let us first consider the integral over $\mathcal{U}_2$. Estimating $P_{A_3}(1 + it), \ldots, P_{A_k}(1 + it)$ trivially and $M_{X/(A_1 \cdots A_k)}(1 + it)$ using Lemma 5.3 we see that

$$\int_{t_0}^t |F(1 + it)|dt = \int_{t_0}^t |P_{A_1}(1 + it) \cdots P_{A_k}(1 + it)M_{X/(A_1 \cdots A_k)}(1 + it)|dt \leq \frac{1}{(\log X)^{k-2+\rho/12}} \prod_{p \leq X} \left(1 + \frac{|f(p)| - 1}{p}\right) \sum_{\ell \in W_2} \left(|P_{A_1}(1 + it)|^2 + |P_{A_2}(1 + it)|^2\right),$$

where $W_2 \subset \mathcal{U}_2$ is one-spaced. By Lemma 4.4,

$$|W_2|X^{-2 ; 100} \leq \sum_{\ell \in W_2} |P_{A_1}(1 + it)|^2 \leq \left(\frac{A_1}{\log A_1} + |W_2|X^{\frac{2}{2} + \eta/2} (\log X)^2 A_1^{1 - \eta/2}\right) \frac{1}{A_1 \log A_1},$$

and similarly for $P_{A_2}$. Taking $\eta = \varepsilon^{10}$ we obtain $|W_2| \ll X^{2 ; 100}$ and re-inserting this into the bound on the right-hand side we conclude that the right-hand side is $\ll (\log X)^{-2}$. Hence the contribution from the set $\mathcal{U}_2$ to (83) is acceptable.

We now turn to $\mathcal{U}_1$. For

$$\beta \in [\varepsilon^{10}, \min\{(1/2 - \varepsilon/2) \log h/ \log X, 1/4 - \varepsilon/8\}] \quad \text{and} \quad T \in [X/h, X],$$

we write

$$\mathcal{U}_{\beta, T} = \{ t \in \mathcal{U} \cap [-T, T] : |F(1 + it)| \in (X^{-\beta}, 2X^{-\beta})\}.$$  

Then, splitting (83) dyadically into $O((\log X)^2)$ integrals, it suffices to show that, for any such $\beta$ and $T$

$$|W_{\beta, T}| \ll \frac{T}{X/h} X^{\beta(1 - \varepsilon^6)}$$

whenever $W_{\beta, T} \subseteq \mathcal{U}_{\beta, T}$ is one-spaced. Now, for any $t \in W_{\beta, T}$, among $P_{A_j}$ and $M_{X/(A_1 \cdots A_k)}$ there exists a Dirichlet polynomial $A(s)$ of length $A \in [X^{\varepsilon^{10}(1 - \varepsilon^{10})}/3, 4X^{3\varepsilon^{10}}]$ such that $|A(1 + it)| \gg A^{-\beta}$. Since there is a bounded number of options for $A(s)$, by Lemma 4.2 applied for $A(s)^\ell$ with $\ell \in \mathbb{N}$, we see that

$$|W_{\beta, T}| \ll \left(A^{2\beta \ell} + \frac{T A^{6\beta \ell}}{A^{2\ell}}\right)(\log T)^{O_{\varepsilon}(1)}$$

for any positive integer $\ell = O_{\varepsilon}(1)$. To balance, we choose $\ell \geq 1$ to be the smallest integer such that

$$A^{2\beta \ell} \geq \frac{T A^{6\beta \ell}}{A^{2\ell}} \iff A^{2\beta \ell(1 - 2\beta)} \geq T^\beta \iff A^{2\beta \ell} \geq T^{\beta/(1 - 2\beta)},$$

so that

$$|W_{\beta, T}| \ll T^{\beta/(1 - 2\beta)} A^{2\beta} (\log T)^{O(1)}.$$  

Hence it suffices to show that

$$T^{\beta/(1 - 2\beta)} A^{2\beta} (\log T)^{O(1)} \ll \frac{T}{X/h} X^{\beta(1 - \varepsilon^6)}$$
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whenever $\beta$ and $T$ satisfy (85). First notice that in this range of $\beta$, we have $\beta/(1 - 2\beta) \leq 1$, so that it suffices to show the claim for $T = X/h$. In this case

$$X^{-\beta} \cdot T^{\beta/(1 - 2\beta)} A^2(\log T)^{O(1)} \leq \left(\frac{X^{2\beta}}{h}\right)^{\beta/(1 - 2\beta)} X^{10\beta^2 10} \leq h^{-\varepsilon\beta/(1 - 2\beta)} X^{10\beta^2 10} \leq X^{-\beta\varepsilon},$$

since $h \geq X^{\varepsilon/20000}$ and $\varepsilon$ is assumed to be small, so (88) holds.

Next we consider

$$\int_{[T_1 \cap [-T,T]]} |F(1 + it)|^2 dt$$

for $T \in [X/h, X]$. By definition of $T_1$, for each $t \in T_1$, one can find a subproduct $R(1 + it)$ of $P_{A_1}(1 + it) \cdots P_{A_k}(1 + it)M_{X/(A_1 \cdots A_k)}(1 + it)$ with length $\leq h$ such that $|R(1 + it)| \leq h^{-1/4 + \varepsilon/4}$. Write

$$F(s) = R(s)N(s).$$

Divide the set $T_1 \cap [-T,T]$ into $O_\varepsilon(1)$ subsets $T_R$ according to this polynomial $R(s)$. For each $R(s)$ one has

$$\int_{T_R \cap [-T,T]} |F(1 + it)|^2 dt \leq h^{-1/2 + \varepsilon/2} \int_{[-T,T]} |N(1 + it)|^2 dt \ll h^{-1/2 + \varepsilon/2} \cdot \frac{T}{X/h}$$

by the mean value theorem (see (29)), so (88) holds for $j = 1$.

Let us finally consider (84) for $j = 2$. Similarly to the case of $U_1$, it suffices to show that

$$|\mathcal{W}_{\beta,T}| \ll \frac{T}{X/h} X^{2\beta} h^{-1/2 + \varepsilon/2}$$

whenever

$$\beta \in [(1/2 - \varepsilon/2) \log h/\log X, 1/4 - \varepsilon/8] \quad \text{and} \quad T \in [X/h, X],$$

$\mathcal{W}_{\beta,T} \subseteq U_{\beta,T}$ is one-spaced and $U_{\beta,T}$ is as in (86).

Using (87), it suffices to show

$$T^{\beta/(1 - 2\beta)} A^{2\beta}(\log T)^{O(1)} \ll \frac{T}{X/h} X^{2\beta} h^{-1/2 + \varepsilon/2}$$

for these values of $T$ and $\beta$. Again we can reduce to the case $T = X/h$. Taking $(1 - 2\beta)^{th}$ power, the claim follows if

$$X^{10\varepsilon 10} \left(\frac{X}{h}\right)^{\beta} \ll X^{2\beta - 4\beta^2} h^{-1/2 + \beta + (1 - 2\beta)\varepsilon/2}.$$

This follows if

$$\beta - 4\beta^2 - 10\varepsilon 10 + (2\beta + (1 - 2\beta)\varepsilon/2 - 1/2) \log h/\log X \geq 0.$$

As a function of $\beta$, this is a quadratic polynomial with negative leading coefficient. Hence it suffices to show the inequality at the endpoints.

In case $\beta = (1/2 - \varepsilon/2) \log h/\log X$, we have $X^{2\beta} h^{-1/2 + \varepsilon/2} = X^\beta$ and the claim (88) follows from (85) which we already showed for this value of $\beta$. On the other hand, it is easy to see that (90) holds for $\beta = 1/4 - \varepsilon/8$. 
Case (ii) follows similarly except now we do not need to separate the integral with $|t| \leq T_0$ as there is no main term and Lemma 5.3 wins
\[ \frac{M(f; X)}{\alpha \exp(M(f; X))} + \frac{1}{\alpha (\log X)^{\alpha}} \] for all $t$.

We are now ready to prove Theorem 1.11.

**Proof of Theorem 1.11.** We can clearly assume that $h_0$ is large and $\varepsilon$ is small, in particular that $\varepsilon \in (0, \theta)$.

Let us first consider the case $h_0 \leq X^{\varepsilon^3/20000}$. In this case we shall apply Theorem 9.2, so let us fix the parameters defining the set $S$. We take $Q_1 = h_0, P_1 = h_0^{1-\varepsilon/1000}, \nu_2 = \varepsilon/3, \nu_1 = \nu_2(1-\varepsilon/1000)$, and $\eta = \varepsilon/1000$. If $Q_1 \geq \exp((\log X)^{1/2})$ we take $J = 1$. Otherwise we let $\delta'$ to be a small parameter to be fixed later and, for $j = 2, \ldots, J$, define

\[ P_j = \exp \left( \left( \frac{j}{\delta'} \right)^{8j/\alpha} (\log h_0)^j \right) \quad \text{and} \quad Q_j = \exp \left( \left( \frac{j}{\delta'} \right)^{(8j+6)/\alpha} (\log h_0)^j \right), \]

where $J$ is the largest index such that $Q_J \leq \exp((\log X)^{1/2})$. These choices satisfy the conditions (49)–(51) once $h_0$ is large enough in terms of $\alpha, \delta', \varepsilon$ as we can assume. Now

\[ \sum_{X < n \leq 2X, n \in S} f(n) \geq \sum_{P_1 < p_1 \leq Q_1} f(p_1) \sum_{P_j+1 < p_j+1 \leq Q_{j+1}} f(p_j+1) f(p_{j+2}) \sum_{\substack{x < n \leq 2X \ \exists \ p_1 \cdots p_J+1 \ p_{J+2} \ | \ n \ \text{with} \ \ p | n \implies p \notin (P_1, \ldots, P_J, Q_J) \ \text{and} \ x \in \mathbb{N}}} f(n), \]

where $S_{1,J+1,J+2}$ is the set of those $n$ that have at least one prime factor in each of the intervals $(P_j, Q_j)$ with $2 \leq j \leq J$. Now we can lower bound the innermost sum over $n$ by

\[ \sum_{\substack{x < n \leq 2X \ \exists \ p_1 \cdots p_J+1 \ p_{J+2} \ | \ n \ \text{with} \ \ p | n \implies p \notin (P_1, \ldots, P_J, Q_J) \ \text{and} \ x \in \mathbb{N}}} f(n) - \sum_{j=2}^{J} \sum_{\substack{x < n \leq 2X \ \exists \ p_1 \cdots p_J+1 \ p_{J+2} \ | \ n \ \text{with} \ \ p | n \implies p \notin (P_1, \ldots, P_{J-1}, Q_J) \ \text{and} \ x \in \mathbb{N}}} f(n). \]

Recalling that $f$ is $(\alpha, X^\theta)$-non-vanishing we can apply Lemma 10.5 and see that this is at least

\[ c_1 \cdot \frac{X}{p_1 p_J+1 p_{J+2}} \prod_{p \leq X} \left( 1 + \frac{f(p) - 1}{p} \right) - 20 \frac{X}{p_1 p_J+1 p_{J+2}} \prod_{p \leq X} \left( 1 + \frac{f(p) - 1}{p} \right) \sum_{j=2}^{J} \left( \frac{\delta'}{j} \right)^6 \]

\[ \gg \alpha, \theta, \varepsilon \cdot \frac{X}{p_1 p_J+1 p_{J+2}} \prod_{p \leq X} \left( 1 + \frac{f(p) - 1}{p} \right) \]

once $\delta'$ is small enough in terms of the constant $c_1$ which depended only on $\alpha$ and $\theta$. Hence, using again that $f$ is $(\alpha, X^\theta)$-non-vanishing and also Lemma 10.5(i), we get

\[ \sum_{X < n \leq 2X, n \in S} f(n) \geq c_{\alpha, \theta, \varepsilon} X \prod_{p \leq X} \left( 1 + \frac{f(p) - 1}{p} \right) \geq \frac{c_{\alpha, \theta, \varepsilon}}{10} X \sum_{X < n \leq 2X} f(n) \]
for some $c_{\alpha, \theta, \varepsilon} > 0$ depending only on $\alpha$, $\theta$ and $\varepsilon$. Hence in case $h_0 \leq X^{3/20000}$ the claim follows from Theorem 9.2 with the above choices and $\delta = c_{\alpha, \theta, \varepsilon}/20$.

Now in order to deal with $h_0 > X^{3/20000}$ we choose $\mathcal{P}$ as in Proposition 12.1. Since $f$ is $(\alpha, X^\theta)$-non-vanishing,

$$\frac{1}{X} \sum_{p_j \in \mathcal{P}, m \in \mathbb{N}_{X < p_1 \cdots p_k m \leq 2X}} f(p_1 \cdots p_k m) \gg \prod_{p \leq X} \left(1 + \frac{f(p) - 1}{p}\right) \sum_{p_j \in \mathcal{P}} f(p_1) \cdots f(p_k) p_1 \cdots p_k + O(1/X^{10/2})$$

$$\gg c_{\alpha, \theta, \varepsilon} \prod_{p \leq X} \left(1 + \frac{f(p) - 1}{p}\right) \gg \frac{1}{X} \sum_{X < n \leq 2X} f(n)$$

Therefore, for $\delta_0$ small enough in terms of $\alpha, \theta, \varepsilon$, the set of $x \in (X, 2X]$ for which

$$\frac{1}{h_0 H(f; X)} \sum_{x < p_1 \cdots p_k m \leq x + h_0 H(f; X)} f(p_1 \cdots p_k m) \leq \delta_0 \cdot \frac{1}{X} \sum_{X < n \leq 2X} f(n)$$

is of cardinality $\ll X h_0^{-1/2 + \varepsilon}$. The claim follows since

$$\frac{1}{h_0 H(f; X)} \sum_{x < n \leq x + h_0 H(f; X)} f(n) \gg \frac{1}{h_0 H(f; X)} \sum_{p_j \in \mathcal{P}, m \in \mathbb{N}_{X < p_1 \cdots p_k m \leq x + h_0 H(f; X)}} f(p_1 \cdots p_k m)$$

Proof of Corollary 1.3: The first part of Corollary 1.2 follows immediately from Theorem 1.11 so it is enough to prove the second part. Let $f : \mathbb{N} \to \{0, 1\}$ to be the multiplicative function taking value 1 if $n \in \mathcal{N}$ and 0 otherwise. Note that $f$ is $(\alpha, X^\alpha)$-non-vanishing. Now $1 = n_1 < n_2 < \cdots$ is the sequence of integers such that $f(n_i) = 1$. Then it suffices to show that

$$\sum_{n_i \leq X} (n_{i+1} - n_i)^\gamma \asymp_{\alpha, \gamma} X \left( \prod_{p \leq X, f(p) = 0} \left(1 + \frac{1}{p}\right) \right)^{\frac{\gamma - 1}{\gamma}}.$$

Let us consider first the lower bound which is straight-forward to show. By Lemma 10.5(iii) we know that $\mathcal{N} \cap (X/2, X] \neq \emptyset$. Hence, by Hölder’s inequality and the Shiu bound (Lemma 3.2),

$$X \ll \sum_{n_i \leq X} (n_{i+1} - n_i) \leq \left( \sum_{n_i \leq X} (n_{i+1} - n_i)^\gamma \right)^{1/\gamma} \cdot \left( \sum_{n_i \leq X} f(n) \right)^{(\gamma - 1)/\gamma}$$

$$\ll \left( \sum_{n_i \leq X} (n_{i+1} - n_i)^\gamma \right)^{1/\gamma} \left( X \prod_{p \leq X, f(p) = 0} \left(1 - \frac{1}{p}\right) \right)^{(\gamma - 1)/\gamma}.$$

Therefore it is enough to prove the upper bound. We follow [8, Proof of Corollary 6.30] with some modifications. Let $\gamma \in [1, 3/2]$. Writing $h_1 = \prod_{p \leq X, f(p) = 0} \left(1 + \frac{1}{p}\right)$, our
The claim is
\[
\sum_{n_i \leq X} (n_{i+1} - n_i)^\gamma \ll_{\alpha, \gamma} X h_1^{\gamma - 1}.
\]

By dyadic splitting it suffices to show this with the summation condition replaced by \( X < n_i \leq 2X \). We first estimate trivially the contribution of those \( n_i \) for which \( n_{i+1} - n_i < h_1 \). This contribution is
\[
\sum_{X < n_i \leq 2X \atop n_{i+1} - n_i < h_1} (n_{i+1} - n_i)^\gamma \ll h_1^{\gamma - 1} \sum_{n_i \leq 2X} (n_{i+1} - n_i) \ll X h_1^{\gamma - 1}.
\]

Next we note that by Theorem 1.11, we know that, for any \( w \geq h_1 \),
\[
M(w) := \sum_{X < n_i \leq 2X \atop n_{i+1} - n_i \geq w} (n_{i+1} - n_i)^\gamma \ll \frac{X}{(w/h_1)^{1/2 - \varepsilon}}.
\]

Now
\[
\sum_{X < n_i \leq 2X \atop n_{i+1} - n_i \geq h_1} (n_{i+1} - n_i)^\gamma = -\int_{h_1}^{X} w^{\gamma - 1} dM(w)
\]
\[
= h_1^{\gamma - 1} M(h_1) - X^{\gamma - 1} M(X) + \int_{h_1}^{X} M(w) dw^{\gamma - 1}
\]
by partial integration and the claimed bound follows from (91).

13. PROOFS OF RESULTS FOR NORM-FORMS

Norm-forms pose an additional challenge in that they are not multiplicative. However we are able to reduce ourselves back to a multiplicative setting through Lemma 13.1 below.

In this section we let, for a number field \( K \), \( g_K(n) \) be the indicator function of non-negative norm-forms of \( K \) and \( \Delta_K(n) \) be the multiplicative function such that
\[
\Delta_K(p^\nu) = \begin{cases} 1 & \text{if } p^\nu = N_{K/Q}(a) \text{ for } a \text{ an integral ideal of } K; \\ 0 & \text{otherwise.} \end{cases}
\]
Lemma 13.1. Let $K$ be a number field over $\mathbb{Q}$. There exist positive constants $\rho = \rho(K)$ and $\alpha = \alpha(K)$, non-negative integers $M = M(K)$, $R = R(K)$ and complex coefficients $c_i = c_i(K) \in \mathbb{C}$ for $i = 0, 1, \ldots, R$, such that

$$g_K(n) = \sum_{0 \leq \ell \leq M} c_\ell f_\ell(n) + \sum_{M < \ell \leq R} c_\ell f_\ell(n),$$

where each $f_\ell : \mathbb{N} \to U$ is multiplicative and

(i) Each $f_\ell$ is $(\alpha, X)$ non-vanishing

(ii) For all $\ell = 0, \ldots, R$ we have $|f_\ell(p)| = \Delta_K(p)$.

(iii) For all $\ell = 0, \ldots, M$ and $(p, \text{disc}(K/\mathbb{Q})) = 1$, we have $f_\ell(p) = \Delta_K(p)$ while for $p | \text{disc}(K/\mathbb{Q})$ the value of $f_\ell(p)$ is a root of unity. In particular each $f_\ell$ with $\ell = 0, \ldots, M$ is almost real-valued.

(iv) For each $f_\ell$ with $\ell = M + 1, \ldots, R$ we have

$$\hat{M}(f_\ell; X) \geq \rho \log \log X$$

(v) We have $\sum_{0 \leq \ell \leq M} c_\ell > 0$.

(vi) Let $\varepsilon > 0$. Assume the Riemann Hypothesis for all Hecke $L$-functions and let $W$ be any smooth function compactly supported in $[1/2, 3]$. Then, for every $\ell = 0, \ldots, R$,

$$\sum_n \frac{f_\ell(n)}{n^{1+\delta}} W\left(\frac{n}{N}\right) \ll_{A,W} \frac{1}{(1 + |t|)^A} + O_{\varepsilon}(N^{-1/2} \cdot (N(1 + |t|))^\varepsilon).$$

Consequently also

$$\sum_n \frac{g(n)}{n^{1+\delta}} W\left(\frac{n}{N}\right) \ll_{A,W} \frac{1}{(1 + |t|)^A} + O_{\varepsilon}(N^{-1/2} \cdot (N(1 + |t|))^\varepsilon).$$

Before proving Lemma 13.1 we introduce some notation and prove a more technical result (Lemma 13.3 below).

Definition 13.2. Let $K$ be a number field over $\mathbb{Q}$ of degree $k$, and let $C_1, \ldots, C_h$ be all the narrow ideal classes in the narrow ideal class group of $K$. For a $k \times h$-matrix $B = (b_{ij})$ consisting of non-negative integers $b_{ij}$, we write $p \leftrightarrow B$ if, for every $i, j$, the number of prime ideals $p$ of $K$ such that $p | p, N_{K/\mathbb{Q}}p = p^i$, and $p \in C_j$ is $b_{ij}$. Furthermore, for $p \in \mathbb{P}$, we write $B(p)$ for the (unique) $k \times h$-matrix $B$ for which $p \leftrightarrow B$. 
Lemma 13.3. Let the notation be as in Definition 13.2. Suppose that $B$ is such that there exists an unramified prime $p$ with $p \leftrightarrow B$. Then there exist constants $c(B) \in (0, 1]$ depending only on $B$ and $K$ and $\alpha(K) \in (0, 1]$ depending only on $K$ such that the following hold.

(i) For $\Re s > 1$,
\[
\sum_{p \leftrightarrow B} \frac{1}{p^s} = c(B) \log \zeta(s) + \sum_{\chi} c_\chi L(s, \chi) + H(s),
\]
where the sum over $\chi$ runs over a finite number of non-trivial primitive Hecke Größencharacters $\chi$, $L(s, \chi)$ is the Hecke $L$-functions associated to $\chi$, the coefficients $c_\chi \in \mathbb{Q}$, and, for any given $\varepsilon > 0$, $H(s)$ is analytic and uniformly bounded in $\Re s > \frac{1}{2} + \varepsilon$.

(ii) Let $\varepsilon > 0$ and $N_{X, \varepsilon} := \exp(\log^{2/3 + \varepsilon} X)$. Uniformly in $|t| \leq 4X$
\[
\sum_{N_{X, \varepsilon} \leq p \leq X} \frac{p^it}{p} = c(B) \sum_{N_{X, \varepsilon} \leq p \leq X} \frac{p^it}{p} + O_K(1)
\]

(iii) One has, for all $2 \leq w \leq z$,
\[
\sum_{w < p \leq z} \frac{g_K(p)}{p} = \alpha(K) \sum_{w < p \leq z} \frac{1}{p} + O_K\left(\frac{1}{\log w}\right).
\]

(iv) Assuming the Riemann Hypothesis for Hecke $L$-functions, we have, uniformly in $t \in \mathbb{R}$, and $P \geq 1$, and $I \subset [P, 2P]$ any interval,
\[
\sum_{p \in I} \frac{g_K(p)}{p^{1+it}} \ll \frac{1}{\log P} \cdot \frac{1}{1 + |t|} + P^{-1/2} \log^2(1 + |t|).
\]

Proof. Let $\overline{K}$ be the normal hull of $K/\mathbb{Q}$. Let $H(\overline{K})$ denote the narrow Hilbert classfield of $\overline{K}$. By [28, Theorem 4.1] given $B$ there exists a subset $S$ of conjugacy classes of $G := \text{Gal}(H(\overline{K})/\mathbb{Q})$ such that the condition $p \leftrightarrow B$ is equivalent to requiring that the Frobenius conjugacy class $\sigma_p$ of $p$, relative to the Galois extension $H(\overline{K})/\mathbb{Q}$ belongs to a conjugacy class $C$ with $C \in S$. Note that $S$ is non-empty because we assume that there is an unramified prime $p$ such that $p \leftrightarrow B$.

Let $\widehat{G}$ be the group of characters of $G$. Since $\chi \in \widehat{G}$ are class functions we have $\chi(g) = \chi(u)$ for all $g, u \in C$. In particular,
\[
-\sum_{C \in S} \frac{1}{|G|} \sum_{g \in C} \sum_{\psi \in \widehat{G}} \overline{\psi}(g) \log L(s, \psi, H(\overline{K})/\mathbb{Q}) = -\sum_{C \in S} \frac{|C|}{|G|} \sum_{\psi \in \widehat{G}} \overline{\psi}(g_C) \log L(s, \psi, H(\overline{K})/\mathbb{Q}).
\]

where $g_C \in C$ is an arbitrary element of $C$, $\psi$ runs over irreducible characters of $\widehat{G}$ and $L(s, \psi, H(\overline{K})/\mathbb{Q})$ denotes the Artin $L$-function attached to the character $\psi$ (for
a reference on Artin $L$-functions, see e.g. [16 Section 3]). Recall that
\[ \log L(s, \psi, H(K)/\mathbb{Q}) := \sum_{\text{unramified}} \frac{\psi(\sigma_p^f)}{\ell_p s}. \]

Therefore by orthogonality of characters the left-hand side of (93) is equal to
\[ \sum_{C \in S} \sum_{p^k \in C} \frac{1}{k \ell_p s} \]

If $\psi$ is the trivial character of $G = \text{Gal}(H(K)/\mathbb{Q})$ then by [27, §VII.10 Proposition 10.4 (i)] we have $L(s, \psi, H(K)/\mathbb{Q}) = \zeta(s)$. On the other hand for non-trivial $\psi$ we have by [16, Theorem 7] that
\[ \log L(s, \psi, H(K)/\mathbb{Q}) = \sum_{\Omega} \sum_{\chi \neq \chi_0} c(\psi, \chi, \Omega) \log L(s, \chi, H(K)/\Omega) \]

where the sum over $\Omega$ ranges over sub-fields $\Omega$ of $H(K)$ such that $H(K)/\Omega$ is a cyclic extension, the sum over $\chi$ ranges over non-trivial characters of $\text{Gal}(H(K)/\Omega)$ and the coefficients $c(\psi, \chi, \Omega) \in \mathbb{Q}$. By [3] the coefficients $c(\psi, \chi, \Omega)$ can be assumed to be integers, but we will not make use of this fact.

Since the extension $H(K)/\Omega$ is cyclic, every non-trivial character $\chi$ of $\text{Gal}(H(K)/\Omega)$ is irreducible and injective. Thus by [27, §VII.10 Theorem 10.6 and the remark following it] each Artin $L$-function $L(s, \chi, H(K)/\Omega)$ with non-trivial $\chi$ corresponds to $L(s, \tilde{\chi})$ with $\tilde{\chi}$ a primitive Größencharacter (mod $f$) with $f$ the conductor of $H(K)/\Omega$. This proves the first claim and shows that the coefficient of $\log \zeta(s)$ in (i) is given by
\[ c(B) = \sum_{C \in S} \frac{|C|}{|G|} > 0 \]

To prove the second claim it follows from [1] (see also [2]) that each $L(s, \tilde{\chi})$ admits a zero-free region of Vinogradov-Korobov type. Using the Hadamard product of each of the completed $L$-functions of $L(s, \tilde{\chi})$ we see that $\log L(\sigma + it, \tilde{\chi}) \ll \varepsilon \log^2(2 + |t|)$ as long as we stay within $\varepsilon / \log(2 + |t|)$ of the boundary of the zero free-region for any given $\varepsilon > 0$. In particular [1] admits an analytic continuation to a region of the form $\sigma > 1 - c(\varepsilon)(\log t)^{-2/3 - \varepsilon}$ for all $\varepsilon > 0$ and $c(\varepsilon) > 0$ and is bounded by $\ll_K \log^2(2 + |t|)$ within this region. Using this, it follows by a standard contour integration argument that for $|t| \leq 4X$ we have
\[ \sum_{\substack{N \leq \ell \leq X \atop \ell \to B}} \frac{p^it}{p} = c(B) \sum_{\substack{N \leq \ell \leq X \atop \ell \to B}} \frac{p^it}{p} + O_K(1) \]
where \( c(B) = |G|^{-1} \sum_{C \in S} |C| \). Moreover we find that, for any \( 2 \leq w \leq z \),

\[
\sum_{\substack{w < p \leq z \atop p \leftrightarrow B}} \frac{1}{p} = c(B) \sum_{w < p \leq z} \frac{1}{p} + O_K \left( \frac{1}{\log w} \right)
\]

Given an unramified prime \( p \) we denote by \( R(p) \) the set of ideal classes occupied by integral ideals of norm \( p \). We note that if \( p \leftrightarrow B \) then \( R(p) \) is determined. Moreover there exists a set \( \mathcal{N} \) of narrow ideal classes such that \( p \) is a norm form if and only if \( R(p) \cap \mathcal{N} \neq \emptyset \). Summing (95) over all \( B \) for which \( p \leftrightarrow B \) entails \( R(p) \cap \mathcal{N} \neq \emptyset \) shows that

\[
\sum_{w < p \leq z} g_K(p) \frac{1}{p} = \alpha \sum_{w < p \leq z} \frac{1}{p} + O_K \left( \frac{1}{\log w} \right)
\]

for some \( \alpha \in [0, 1] \). It remains to show that \( \alpha \neq 0 \). Let \( T \) denote the narrow Hilbert class field of \( K \). By Chebotarev’s density theorem for a positive density of primes \( p \) there is a degree 1 prime \( \mathfrak{B} \) of \( T \) above \( p\mathbb{Z} \). Then \( \mathfrak{B} \cap K \) is necessarily principal and \( \sigma(\mathfrak{B} \cap K) > 0 \) for all embeddings \( \sigma \) of \( K \) and therefore \( p \) is a norm-form of \( K \).

Finally to establish the last claim it remains to show that conditionally

\[
\sum_{p \in I \atop p \leftrightarrow B} \frac{1}{p^{1+it}} \ll \frac{1}{\log P} \cdot \frac{1}{1 + |t|} + P^{-1/2} \log^2(1 + |t|)
\]

for every unramified pattern \( B \) and interval \( I \subset [P, 2P] \). This follows from the fact that on the Riemann Hypothesis we have the bound

\[
\log L(\sigma + it, \chi) \ll \log X \cdot \log(2 + |t|)
\]

for all Hecke \( L \)-functions in the region \( \sigma > \frac{1}{2} + (\log X)^{-1} \) and \( |t| > 10 \), say, and a standard contour integration argument which we omit. \( \square \)

We are now ready to prove Lemma 13.1

**Proof of Lemma 13.1** The proof closely follows the original argument of Odoni [28], which we more or less reproduce here. Recall Definition 13.2 The set of possible matrices \( B(p) \) is finite and we denote it by \( B \).

For each \( n \) such that \( n = N_{K/Q} \mathfrak{a} \) with \( \mathfrak{a} \) an integral ideal of \( K \) we define \( R(n) \) to be the set of all ideal classes occupied by integral ideals \( \mathfrak{a} \) of \( K \) with \( N_{K/Q} \mathfrak{a} = n \). We define

\[
R(n)R(n') := \{ ab : a \in R(n), b \in R(n') \}.
\]

Then as shown by Odoni for \( (n, n') = 1 \) we have \( R(nn') = R(n)R(n') \) and in general \( R(n)R(n') \subseteq R(nn') \). Moreover, there exists a set of narrow ideal classes \( \mathcal{N} \) such that \( n \) is a norm-form if and only if \( R(n) \cap \mathcal{N} \neq \emptyset \).

We now write

\[
n = \prod_{B \in \mathfrak{B}} n_{\text{unram}, B} \prod_{B' \in \mathfrak{B}} n_{\text{ram}, B'},
\]

where if \( p \mid n_{\text{unram}, B} \) then \( B(p) = B \) and \( p \) is unramified in \( K \), while if \( p \mid n_{\text{ram}, B'} \) then \( B(p) = B' \) and \( p \) is ramified in \( K \). Write \( n_{\text{unram}} := \prod_{B \in \mathfrak{B}} n_{\text{unram}, B} \) and \( n_{\text{ram}} := \prod_{B' \in \mathfrak{B}} n_{\text{ram}, B'} \). Note that all prime divisors of \( n_{\text{ram}} \) must also divide \( \text{disc}(K/Q) \). Since
$n_{\text{unram}}$ and $n_{\text{ram}}$ are co-prime, the set of $n$ that are norm-forms of $K$ correspond to those $n$ for which,

$$\mathcal{N} \cap \left( \prod_{B \in \mathcal{B}} R(n_{\text{unram}},B) \prod_{B' \in \mathcal{B}} R(n_{\text{ram}},B') \right) \neq \emptyset$$

Let $\mathcal{A} = \mathcal{A}(K)$ be the set of all non-empty subsets of $\mathcal{B}$. Following Odoni [28] we make $\mathcal{A}$ into a semigroup by defining $AB := \{ab : a \in A, b \in B\}$ for $A, B \in \mathcal{A}$. For each $A \in \mathcal{A}$ and for each $B \in \mathcal{B}$ we assign a complex variable $z_{\text{unram}}(A, B)$ and a complex variable $z_{\text{ram}}(A, B)$. We then define a multiplicative function $f_z(n)$ in these complex variables by setting, for unramified primes $p$,

$$f_z(p^v) = \begin{cases} 
    z_{\text{unram}}(R(p^v), B(p)) & \text{if } p^v = N_{K/Q}a \text{ for an integral ideal } a \text{ of } K \\
    0 & \text{otherwise.}
  \end{cases}$$

and by setting for ramified primes $p$,

$$f_z(p^v) = \begin{cases} 
    z_{\text{ram}}(R(p^v), B(p)) & \text{if } p^v = N_{K/Q}a \text{ for an integral ideal } a \text{ of } K \\
    0 & \text{otherwise.}
  \end{cases}$$

Following Odoni we let $\mathcal{R}$ be the set of tuples $(r_{\text{ram}}(A, B), r_{\text{unram}}(A, B))_{A \subseteq A, B \subseteq \mathcal{B}}$ of non-negative integers such that,

$$\mathcal{N} \cap \left( \prod_{B \in \mathcal{B}} \prod_{A \in \mathcal{A}} A^{r_{\text{unram}}(A,B)} \prod_{B' \in \mathcal{B}} \prod_{A' \in \mathcal{A}'} (A')^{r_{\text{ram}}(A',B')} \right) \neq \emptyset$$

Then given a tuple $r = (r_{\text{ram}}(A, B), r_{\text{unram}}(A, B))_{A \subseteq A, B \subseteq \mathcal{B}}$ and a tuple of complex numbers $z = (z_{\text{ram}}(A, B), z_{\text{unram}}(A, B))_{A \subseteq A, B \subseteq \mathcal{B}}$ we define

$$z^r = \prod_{B \in \mathcal{B}} \prod_{A \in \mathcal{A}} z_{\text{unram}}(A, B)^{r_{\text{unram}}(A,B)} \prod_{B' \in \mathcal{B}} \prod_{A' \in \mathcal{A}'} z_{\text{ram}}(A', B')^{r_{\text{ram}}(A',B')}$$

We set $r_{\text{ram}}(A, B) = 0$ (resp. $r_{\text{unram}}(A, B) = 0$) if there exists no ramified prime $p$ (resp. unramified prime $p$) and no $v \geq 1$ such that $B(p) = p$ and $R(p^v) = A$. Odoni then shows that, for some integers $t_{\text{unram}}(A, B) \geq 1$ and $t_{\text{ram}}(A, B) \geq 1$,

$$R(z) := \sum_{r \in \mathcal{R}} z^r = P(z) \prod_{(A, B) \in S_{\text{unram}}} \frac{1}{1 - z_{\text{unram}}(A, B)^{t_{\text{unram}}(A,B)}} \prod_{(A', B') \in S_{\text{ram}}} \frac{1}{1 - z_{\text{ram}}(A', B')^{t_{\text{ram}}(A',B')}}$$

where $S_{\text{unram}}$ is the set of those $(A, B)$ for which there exists an unramified prime $p$ and an exponent $v$ such that $B(p) = B$ and $R(p^v) = A$. Similarly $S_{\text{ram}}$ is the set of those $(A, B)$ for which there exists a ramified prime $p$ and an exponent $v$ such that $B(p) = B$ and $R(p^v) = A$. Finally $P(z)$ is a polynomial in the variables $(z_{\text{unram}}(A, B), z_{\text{ram}}(A, B))$ and such that the degree of each $z_{\text{unram}}(A, B)$ (resp. $z_{\text{ram}}(A, B)$) is strictly less than $t_{\text{unram}}(A, B)$ (resp. $t_{\text{ram}}(A, B)$).

As we noticed before $n$ is a norm form if and only if [96] holds. Thus,

$$g_K(n) = \oint_{\mathcal{Z}} f_1(n) R(z) d\mu(z)$$
where $f_{1/z}$ corresponds to the multiplicative function $f$ as defined in \((97)\) and \((98)\) but with each $z_{\text{unram}}(A, B)$ replaced by $z_{\text{unram}}(A, B)^{-1}$ and each $z_{\text{ram}}(A, B)$ replaced by $z_{\text{ram}}(A, B)^{-1}$, and where the measure $\mu(z)$ corresponds to the product measure of $dz_{\text{ram}}(A, B)/(2\pi iz_{\text{ram}}(A, B))$ and $dz_{\text{unram}}(A, B)/(2\pi iz_{\text{unram}}(A, B))$. Each variable is integrated over the circle $|z| = 1 - \varepsilon$ with $0 < \varepsilon < 1$. We now shift the contour to $|z| \to \infty$ for each variable, and we collect a contribution of the poles at roots of unity. The remaining integral vanishes identically because the degree of the polynomial $P(z)$ in each variable is less than the degree of the denominator. Thus we see that $g_K(n)$ is a linear combination of multiplicative functions $f_\zeta(n)$ evaluated at roots of unity $\zeta$, say,

\begin{equation}
(99) \quad g_K(n) = \sum_{\ell=0}^{M} c_\ell f_\ell(n) + \sum_{\ell=M+1}^{R} c_\ell f_\ell(n)
\end{equation}

where $f_i(n)$ with $i = 0, \ldots, M$ are the multiplicative functions that correspond to setting $z_{\text{unram}}(R(p), B(p)) = 1$ for every unramified prime $p$, while the multiplicative functions $f_i$ with $i = M + 1, \ldots, R$ are the multiplicative functions for which for at least one unramified prime $p$ we have $f_i(p) \neq 1$. Notice that if $f_i$ is such that $f_i(p) \neq 1$ for at least one unramified prime $p$ then $f_i(p) = \zeta$ for some root of unity and we have $f_i(q) = \zeta$ for all unramified primes $q$ such that $B(q) = B(p)$ and $R(q) = R(p)$. Note that $R(p)$ is determined by the condition $p \leftrightarrow B$ so we simply have $f_i(p) = \zeta \neq 1$ for all $p \leftrightarrow B$ (in the notation of Lemma 13.3). By Lemma 13.3 and the inequality $\Re f(p) p^{it} - |f(p)| \leq 0$, we obtain for $M < i \leq R$ and $|t| \leq 4X$,

\[ \Re \sum_{p \leq X} \frac{f_i(p)p^{it} - |f_i(p)|}{p} \leq \Re \sum_{N_X, \varepsilon \leq p \leq X, p \leftrightarrow B} \frac{\zeta p^{it} - 1}{p} \leq c(B) \cdot \Re \sum_{N_X, \varepsilon \leq p \leq X} \frac{\zeta p^{it} - 1}{p} + O(1) \]

for some root of unity $\zeta \neq 1$ and where $N_X, \varepsilon := \exp(\log^{2/3+\varepsilon} X)$. In particular the above is always $\leq -\rho \log \log X$ for some $\rho > 0$ giving (iv).

To prove (v) we notice that on square-free $n$ with $(n, \text{disc}(K/\mathbb{Q})) = 1$ we have $f_i(n) = \Delta_K(n)$ for $0 \leq i \leq M$. Therefore, using Lemma 13.3(i), Lemma 10.5(iii) and part (iv) together with Lemma 5.3(i) it follows that, for $N \geq 1$,

\begin{equation}
(100) \quad \sum_{n \leq X \atop (n, \text{Ndisc}(K/\mathbb{Q})) = 1} g_K(n) \mu^2(n) = C_N \left( \sum_{0 \leq i \leq M} c_i \right) \cdot X (\log X)^{E(K)-1} + o(X (\log X)^{E(K)-1})
\end{equation}

for some constant $C_N > 0$, and where $E(K)$ is the Dirichlet density of those primes $p$ for which $\Delta_K(p) = 1$. It remains therefore to show that the left-hand side of \((100)\) is $\gg X (\log X)^{E(K)}$. We adapt the argument of Odoni. By the union bound,

\begin{equation}
(101) \quad \Delta_K(n) \leq \sum_{i=1}^{h} 1_{c_i \in R(n)}
\end{equation}
where $\mathcal{C}_h$ denotes the principal class. Pick primes $p_i$ such that $C_i^{-1} \in R(p_i)$ for all $i = 1, \ldots, h$. Then if $p_i \nmid n$ and $C_i \in R(n)$ then $\mathcal{C}_h \in R(np_i)$. As a result summing (101) over square-free integers co-prime to $\text{disc}(K/Q)p_1 \cdots p_h$, we find that

$$X(\log X)^{E(K)-1} \ll \sum_{i=1}^{h} \left( \sum_{n \leq X \atop (n,p_i) = 1} 1_{C_i \in R(n)} \right) \leq \sum_{i=1}^{h} \left( \sum_{n \leq Xp_i \atop (n,\text{disc}(K/Q)) = 1} 1_{C_i \in R(n)} \right)$$

If $\mathcal{C}_h \in R(n)$ then $n$ is a norm-form. Therefore using (100) we conclude that,

$$X(\log X)^{E(K)-1} \ll \left( \sum_{i=0}^{h} p_i \right) \left( \sum_{i=0}^{h} c_i \right) \cdot X(\log X)^{E(K)-1}$$

and the claim follows.

In order to prove (vi) we notice that, for each $0 \leq \ell \leq R$,

$$\sum_{(n,\text{disc}(K/Q)) = 1} f_{\ell}(n) \frac{\mu^2(n)}{n^s} = H(s) \prod_{B \in B_\ell} \prod_{p \leftrightarrow B} \left( 1 + \frac{\zeta_{B}}{p^s} \right)$$

where $B_\ell$ is some set of admissible $B$’s (depending on $\ell$), $\zeta_{B}$ is a root of unity depending on $B$ and for any given $\varepsilon > 0$ the function $H(s)$ is analytic and uniformly bounded in $\Re s > \frac{1}{2} + \varepsilon$. By Lemma [13,3](i) the above can be factorized as

$$H(s)\zeta(s)^{\alpha} \prod_{\chi} L(s, \chi)^{\chi}$$

for some exponent $\alpha > 0$ and $\chi$ a product over Größencharacters. In particular if we assume the Riemann Hypothesis for Hecke L-functions (102) is analytic in the region

$$\{ s : \frac{1}{2} \leq \Re s \leq 1, 3s \neq 0 \} \cup \{ s : \Re s > 1 \}$$

and for any given $\varepsilon > 0$ and $|t| > 10$ and $\sigma > \frac{1}{2} + \varepsilon$ the Dirichlet series (102) with $s = \sigma + it$ is bounded by $\ll_\varepsilon (1 + |t|)^{\varepsilon}$, see [211 Theorem 5.19]. Thus (vi) follows by a standard contour integration argument.

Now we are ready to show how Theorem 1.4 follows from Theorem 1.9.

**Proof of Theorem 1.4.** Write $g_K = c_0 f_0 + \ldots + c_R f_R$ as in Lemma 13.1. Each $f_\ell$ is an $(\alpha, X)$-non-vanishing multiplicative function for some $\alpha > 0$ depending only on $K$. Let $c' = \sum_{\ell=1}^{R} |c_\ell|$.

We can assume that

$$\delta > 2c'(R + 1)C' \left( \frac{\log \log h_0}{\log h_0} \right)^\alpha + \frac{2c'(R + 1)}{(\log X)^{\alpha_{\alpha}/40}}$$

6The infinitude of prime ideals $p$ of $K$ with $p \in C_i^{-1}$ follows from applying Chebotarev’s density theorem to $H/K$ with $H$ the narrow Hilbert class field of $K$. Note then that $p \cap \mathbb{Q}$ is a prime $p$ such that $C_i^{-1} \in R(p)$.
for any large constant $C'$ since otherwise the claim is trivial by taking e.g. $\kappa = 80/(\alpha \rho_\alpha)$.

Now, for every $\ell = 0, \ldots, M$, $f_\ell$ is almost real-valued and hence Theorem 1.9 implies

\begin{equation}
\left| \frac{1}{h_0} \sum_{x < n \leq x + h_0 \delta K(X)^{-1}} f_\ell(n) - \frac{\delta K(X)^{-1}}{X} \sum_{x < n \leq 2X} f_\ell(n) \right| < \frac{\delta}{2c'(R + 1)}
\end{equation}

for all $x \in [X, 2X]$ outside of a set of cardinality

\begin{equation}
\ll \frac{X}{h \delta^\kappa}
\end{equation}

for some $c, \kappa$ depending only on $K$.

Moreover, by Lemmas 13.1(iv) and 5.3(i) we have, for every $\ell = M + 1, \ldots, R$,

\begin{equation}
\left| \frac{1}{X} \sum_{x < n \leq 2X} f_\ell(n) \right| + \left| \frac{1}{X} \sum_{x < n \leq 2X} f_\ell(n) n^{-\alpha \rho_\alpha} \right| \ll \frac{\delta K(X)}{(\log X)^{\rho/3}}
\end{equation}

for some $\rho = \rho(K)$. Hence Theorem 1.9 implies that (103) holds also for each $\ell = M + 1, \ldots, R$ for every $x \in [X, 2X]$ outside of a set of cardinality (104).

It follows that for every $x \in [X, 2X]$ outside of an exceptional set of cardinality (104), the claim (103) holds for every $\ell = 1, \ldots, R$ simultaneously, and thus, summing over $\ell$ we obtain,

\begin{equation}
\left| \frac{1}{h} \sum_{x < n \leq x + h \delta K(X)^{-1}} g_K(n) - \frac{\delta K(X)^{-1}}{X} \sum_{x < n \leq 2X} g_K(n) \right| \leq \delta
\end{equation}

outside of an exceptional set of cardinality (104) as claimed. \hfill \Box

The proof of Theorem 1.5(i) is rather similar to the proof of Theorem 1.11 with only minor differences, which we indicate in detail in the proof below.

Proof of (i) of Theorem 1.5. Write $h := h_0 \delta K(X)^{-1}$. Let us first consider the case $h \leq X^{\varepsilon^4/20000}$. In this case we shall apply Theorem 9.2. We let $S$ be as in proof of Theorem 1.11.

Let us first show that

\begin{equation}
\frac{1}{X} \sum_{x < n \leq 2X} g_K(n) \mu^2(n) \geq \delta_{K, \varepsilon} \cdot \delta_K(X)
\end{equation}

\begin{equation}
n \in \mathcal{S} \quad (n, \text{disc}(K/Q)) = 1
\end{equation}
for some $\delta_{K,\varepsilon} > 0$ depending only on $K$ and $\varepsilon$. Since $g_K \geq 0$ and $g_K(m)g_K(n)$ for all $m, n$, we have

$$\sum_{X < n \leq 2X} g_K(n)\mu^2(n)$$

$$\geq \sum_{P_1 < p_1 \leq Q_1} g_K(p) \sum_{P_j+1 < p_{j+1} \leq Q_{j+1}} g_K(p_{j+1})g_K(p_{j+2}) \sum_{P_{j+2} < p_{j+2} \leq Q_{j+2}} g_K(n)\mu^2(n),$$

where $S_{1,J+1,J+2}$ is the set of those $n$ that have at least one prime factor in each of intervals $(P_j, Q_j)$ with $2 \leq j \leq J$. We can lower bound the innermost sum over $n$ by

$$\sum_{n \in S_{1,J+1,J+2}} g_K(n)\mu^2(n) - \sum_{j=2}^{J} \sum_{n \in S_{1,J+1,J+2}} g_K(n).$$

Using the upper bound $g_K(n) \leq \Delta_K(n)$ and recalling that $\Delta_K$ is $(\alpha, X)$-non-vanishing we can apply Lemma 10.5 and see that this is at least

$$\sum_{n \in S_{1,J+1,J+2}} g_K(n)\mu^2(n) - 20 \cdot \frac{X}{p_1p_{J+1}p_{J+2}} \prod_{p \leq X} \left(1 + \frac{\Delta_K(p) - 1}{p}\right) \sum_{j=2}^{J} \left(\frac{\delta'}{j}\right)^6$$

Recall that by Lemma 13.1 $g_K = c_0 f_0 + c_1 f_1 + \ldots + c_R f_R$ and on square-free $n$ co-prime to the discriminant of $K/\mathbb{Q}$ we have $f_\ell(n) = \Delta_K(n)$ for all $0 \leq \ell \leq M$. Using again that $\Delta_K$ is $(\alpha, X)$-non-vanishing we have that

$$\left(\sum_{0 \leq \ell \leq M} c_\ell\right) \sum_{n \in S_{1,J+1,J+2}} f_\ell(n)\mu^2(n) - \frac{20 \cdot X}{p_1p_{J+1}p_{J+2}} \prod_{p \leq X} \left(1 + \frac{\Delta_K(p) - 1}{p}\right) \sum_{j=2}^{J} \left(\frac{\delta'}{j}\right)^6$$

by Lemma 10.5(iii) once $\delta'$ is small enough in terms of $\sum_{0 \leq \ell \leq M} c_\ell > 0$ which depends only on $K$. On the other hand Lemmas 13.1(iv) and 5.3(i) imply that, for each $\ell = M + 1, M + 2, \ldots, R$,

$$c_\ell \sum_{n \in S_{1,J+1,J+2}} f_\ell(n)\mu^2(n) \ll \frac{X}{p_1p_{J+1}p_{J+2}} \cdot \frac{1}{(\log X)^{\rho/3}} \prod_{p \leq X} \left(1 + \frac{\Delta_K(p) - 1}{p}\right)$$
with \( \rho = \rho(K) > 0 \). Collecting everything, we obtain

\[
\frac{1}{X} \sum_{\substack{X < n \leq 2X \\ n \in \mathcal{S} \\ (n, \text{disc}(K/Q)) = 1}} g_K(n) \mu^2(n)
\]

\[
\gg K \sum_{p_1 < p_1 \leq Q_1} g_K(p_1) \sum_{\substack{p_{J+1} < p_{J+1} \leq Q_{J+1} \\ p_{J+2} < p_{J+2} \leq Q_{J+2}}} g_K(p_{J+1}) g_K(p_{J+2}) \frac{X}{p_1 p_{J+1} q_{J+1}} \prod_{p \leq X} \left(1 + \frac{\Delta_K(p) - 1}{p}\right).
\]

Summing over \( p_1, p_{J+1} \) and \( p_{J+2} \) using Lemma [13.3] we conclude that (105) indeed holds for some \( \delta_{K,\varepsilon} > 0 \) depending only on \( K \) and \( \varepsilon \).

Write \( c = \sum_{0 \leq \ell \leq R} \lceil ce \rceil \). By Theorem 9.2(iii) we have, for \( \ell = 0, \ldots, M \) and for all \( x \in [X, 2X] \), apart from an exceptional set of size \( \ll X h_0^{-1/2+\varepsilon} \),

\[
(106) \left| \frac{1}{h} \sum_{x < n \leq x+h \atop n \in \mathcal{S} \atop (n, \text{disc}(K/Q)) = 1} f_\ell(n) \mu^2(n) - \frac{1}{X} \sum_{X < n \leq 2X \atop n \in \mathcal{S} \atop (n, \text{disc}(K/Q)) = 1} f_\ell(n) \mu^2(n) \right| < \frac{\delta_{K,\varepsilon}}{2c(R+1)} \cdot \delta_K(X).
\]

By Lemmas [13.1(iv) and 5.3(i)] together with Lemma 9.1 we have, for \( i = M + 1, \ldots, R \) and for all \( x \in [X, 2X] \), apart from an exceptional set of size \( \ll X h_0^{-1/2+\varepsilon} \),

\[
\left| \frac{1}{X} \sum_{X < n \leq 2X \atop n \in \mathcal{S} \atop (n, \text{disc}(K/Q)) = 1} f_\ell(n) \mu^2(n) \right| + \left| \frac{1}{X} \sum_{X < n \leq 2X \atop n \in \mathcal{S} \atop (n, \text{disc}(K/Q)) = 1} f_\ell(n) \mu^2(n) n^{-\delta_{\ell,\ell,\ell}} \right| < \frac{\delta_{K,\varepsilon}}{4c(R+1)} \cdot \delta_K(X).
\]

Hence, by Theorem 9.2(i), (106) holds also for \( i = M + 1, \ldots, R \) for all \( x \in [X, 2X] \), apart from an exceptional size of \( \ll X h_0^{-1/2+\varepsilon} \). Hence, summing over \( \ell \), we obtain that, for all \( x \in [X, 2X] \) apart from this acceptable exceptional set,

\[
\left| \frac{1}{h} \sum_{x < n \leq x+h \atop n \in \mathcal{S} \atop (n, \text{disc}(K/Q)) = 1} g_K(n) \mu^2(n) - \frac{1}{X} \sum_{X < n \leq 2X \atop n \in \mathcal{S} \atop (n, \text{disc}(K/Q)) = 1} g_K(n) \mu^2(n) \right| < \frac{\delta_{K,\varepsilon}}{2} \cdot \delta_K(X)
\]

and the claim follows from (105).

Thanks to Lemma [13.1(vi)], the conditional claim in case \( h \leq X^{\varepsilon^2/20000} \) follows similarly from Theorem 9.2(ii).

It remains to deal with \( h > X^{\varepsilon^2/20000} \). To prove the unconditional part of the claim we choose \( \mathcal{P} \) as in Proposition [12.1]. Let us first show that

\[
(107) \frac{1}{X} \sum_{p_j \in \mathcal{P}, m \in \mathbb{N} \atop X < p_1 \ldots p_k m \leq 2X} g_K(p_1 \ldots p_k m) \geq \delta_{K,\varepsilon} \prod_{p \leq X} \left(1 + \frac{\Delta_K(p) - 1}{p}\right)
\]

for some \( \delta_{K,\varepsilon} > 0 \) depending only on \( K \) and \( \varepsilon \).
Note that \( g_K(p_1 \ldots p_k m) \geq g_K(p_1) \ldots g_K(p_k)g_K(m) \). Writing \( g_K = c_0 f_0 + \ldots + c_R f_R \) as in Lemma \([13.1]\) and applying Lemma \([10.5]\)(iii) for \( \ell = 0, \ldots, M \) and Lemma \([5.3]\) for \( \ell = M + 1, \ldots, R \) we find that

\[
\frac{1}{X} \sum_{p_j \in \mathcal{P}_j, m \in \mathcal{M}} g_K(p_1) \ldots g_K(p_k)g_K(m) \gg \prod_{p \leq X} \left(1 + \frac{\Delta_K(p) - 1}{p}\right) \sum_{p_j \in \mathcal{P}_j} g_K(p_1) \ldots g_K(p_k) \prod_{p \leq X} \left(1 + \frac{\Delta_K(p) - 1}{p}\right).
\]

since by Lemma \([13.3]\)(iii) we can control the sums over primes. In particular \((107)\) holds for some \( \delta_{K, \varepsilon} > 0 \) depending only on \( K \) and \( \varepsilon \).

Writing once again \( g_K = c_0 f_0 + \ldots + c_R f_R \) and applying Proposition \([12.1]\)(i) for each \( f_1, \ldots, f_M \) and Proposition \([12.1]\)(ii) together with Lemmas \([13.1]\)(iv) and \([5.3]\)(i) for each \( f_{M+1}, \ldots, f_R \), we get that

\[
\left| \frac{1}{h} \sum_{p_j \in \mathcal{P}_j, m \in \mathcal{M}} g_K(p_1 \ldots p_k m) \right| \leq \frac{\delta_{K, \varepsilon}}{2} \cdot \delta_K(X)
\]

with at most \( \ll_{K, \varepsilon} X h^{-1/2+\varepsilon} \) exceptions \( x \in [X, 2X] \). Since every integer of the form \( p_1 \ldots p_k m \) with \( p_j \in \mathcal{P} \) has \( O_{\varepsilon}(1) \) representations in such form, we get that, for some \( \delta > 0 \) depending only on \( K, \varepsilon \),

\[
\sum_{x < n \leq x+h} g_K(n) \geq \delta \cdot h_0
\]

with at most \( \ll_{K, \varepsilon} X h^{-1/2+\varepsilon} \) exceptions \( x \in [X, 2X] \).

Let us now concentrate on the conditional part of the claim in the case \( h_0 \in (X^{\varepsilon/20000}, X^{1-\varepsilon^2}) \) — we shall show that in this range the claim holds with \( \ll X h_0^{-1+\varepsilon/2} \) exceptions, and so the claim follows also for \( h_0 \geq X^{1-\varepsilon^2} \). We define

\[
S_0(x) := \frac{1}{h_0} \sum_{x < n \leq x+h_0 \delta_K(X)^{-1}} g_K(n) W \left( \frac{n}{X} \right)
\]

where \( W \) is a smooth function such that \( W(x) = 1 \) for \( x \in [1, 2] \) and \( W \) is compactly supported in \([1/2, 3]\). Let also

\[
M(x) := \frac{1}{2 \pi i h_0} \int_{-T_1}^{T_1} \left( \sum_m g_K(m) \frac{W(m/X)}{m^{1+it}} \right) \cdot \frac{(x + h_0 \delta_K^{-1}(X))^{1+it} - x^{1+it}}{1 + it} \, dt
\]

with \( T_1 := X^\varepsilon \), and \( \varepsilon \) a small constant depending only on \( K \).

Using Taylor expansion,

\[
\frac{(x + h_0 \delta_K(X)^{-1})^{1+it} - x^{1+it}}{1 + it} = h_0 \delta_K(X)^{-1} \cdot x^{it} + O \left( (1 + |t|) \frac{(h_0 \delta_K(X)^{-1})^2}{X} \right).
\]
By Lemma 13.1(vi) we see that the error term contributes \(o(X^{-\varepsilon/2})\) to \(M(x)\) since \(h_0 \leq X^{1-\varepsilon^2}\) and furthermore that the contribution of \(|t| \geq T_0 := (\log x)^{\varepsilon'}\) to \(M(x)\) is \(O_{\varepsilon',A}((\log X)^{-A})\) for any \(A \geq 0\). Hence

\[
M(x) = \frac{\delta_K(X)^{-1}}{2\pi i} \int_{-T_0}^{T_0} \left( \sum_m \frac{g_K(m)}{m^{1+it}} \frac{W(m/X)}{X} \right) x^i dt + O_K((\log X)^{-10}),
\]
say.

Let \(F(x) = (1 - |x|)_+\) be the triangular function so that \(F\) is compactly supported in \([-1, 1]\). Using the decay of the Dirichlet polynomial we can replace this

\[
\frac{\delta_K(X)^{-1}}{2\pi i} \int_{\mathbb{R}} F \left( \frac{t}{T_0} \right) \left( \sum_m \frac{g_K(m)}{m^{1+it}} \frac{W(m/X)}{X} \right) x^it dt
\]
at the price of an error term that is

\[
\ll_A \frac{\delta_K(X)^{-1}}{2\pi} \int_{|t| \leq T_0^{1/3}} \left| \frac{t}{T_0} \right| \delta_K(X) dt + T_0^{-A} \ll (\log x)^{-\varepsilon'/3}.
\]

As a result we see that

\[
M(x) = \delta_K(X)^{-1} \int_{-T_0}^{T_0} \sum_m \frac{g_K(m)}{m} \hat{F} \left( -\frac{T_0}{2\pi} \log \frac{x}{m} \right) W \left( \frac{m}{X} \right) + O(\log x)^{-\varepsilon'/3},
\]

where \(\hat{F}(\xi) = \int_{\mathbb{R}} F(x) e^{-2\pi i \xi x} dx\) is the Fourier transform. Since \(\hat{F}(x) \geq 0\) for all \(x \in \mathbb{R}\) and \(\hat{F}(x) \geq 1/2\) for \(|x| \leq 1/100\) we can select as a lower bound an interval \(|x-m| \leq x/(1000T_0)\). This gives

\[
M(x) \gg T_0 \delta_K(X)^{-1} \sum_{|x-m| \leq x/(1000T_0)} \frac{g_K(m)}{m} \cdot W \left( \frac{m}{X} \right).
\]

Once again we use Lemma 13.1 to write \(g_K(n) = c_0 f_0 + \ldots + c_R f_R\). Then we use Lemma 5.4(i) for each \(f_\ell\) (once \(\varepsilon'\) is small enough in terms of \(K\) it is applicable) and then Lemma 10.5(iii) for \(f_0, \ldots, f_M\) and Lemma 5.3(i) for \(f_{M+1}, \ldots, f_R\). This way we obtain \(M(x) \gg 1\) and it remains to show that

\[
\frac{1}{X} \int_X^{2X} |S_0(x) - M(x)|^2 dx \ll h_0^{-1+\varepsilon/3}
\]

for every \(\varepsilon > 0\). By Lemma 8.1 this ensues provided that we can show that,

\[
\max_{T \geq X/(h_0 \delta_K(X)^{-1})} \frac{X/(h_0 \delta_K(X)^{-1})}{T} \int_{T_1}^T \left| \sum_m \frac{g_K(m)}{m^{1+it}} \frac{W(m/X)}{X} \right|^2 dt \ll h_0^{-1+\varepsilon/3}
\]

for all \(\varepsilon > 0\). For \(T \geq X\) this follows trivially from the mean value theorem (see (29)). Since \(h_0 > X^{\varepsilon^2/20000}\) we notice that for the remaining \(T\) this follows from applying the point-wise bound of Lemma 13.1(vi).

Proof of (ii) of Theorem 1.5. This follows from Theorem 1.5(i) in the same way as Corollary 1.2(ii) followed from Corollary 1.2(i). □
A “trivial” inequality

In this appendix we prove (34), i.e. the following lemma.

Lemma A.1. Let $\varepsilon > 0$, let $f : \mathbb{N} \to \mathbb{U}$ be an $(\alpha, X^\theta)$-non-vanishing multiplicative function, let $|t| \in \left[\frac{2}{\theta \log X}, 2X\right]$, and let

$$Y := \max\{\exp((\log X)^{2/3+\varepsilon}), \exp(1/|t|)\}.$$ 

Then

$$\sum_{Y < p < X^\theta} \frac{|f(p)|}{p} \left(1 - \left|\cos\left(\frac{t \log p}{2\pi}\right)\right|\right) \geq \left(2 \int_0^{\alpha/2} (1 - \cos(\pi x))dx + O\left(\frac{1}{\log \log X}\right)\right) \log \log X^\theta,$$

where the implied constant depends only on $\theta$ and $\varepsilon$.

In the proof of this we will use the following simple auxiliary lemma based on the rearrangement inequality.

Lemma A.2. Let $N, N_0 \in \mathbb{N}$ with $N \geq N_0$. For $i = 1, \ldots, N$, let $\alpha_i \in [0, 1]$ and $b_i \in \mathbb{R}_\geq 0$. Assume that

(108) \[ \sum_{i=1}^N \alpha_i \geq N_0 \]

and write $b_i^*$ for the sequence $b_i$ rearranged in the increasing order. Then

$$\sum_{i=1}^N \alpha_i b_i \geq \sum_{i=1}^{N_0} b_i^*.$$ 

Proof. Decreasing some of $\alpha_i$ if necessary, we can assume that (108) holds with equality.

We fix $N_0$ and prove the claim by induction on $N$. In case $N = N_0$ one has $\alpha_i = 1$ for every $i$, and the claim is trivial. Let us now assume that the claim holds for some $N \geq N_0$ and prove it with $N + 1$ in place of $N$. By the rearrangement inequality

$$S := \sum_{i=1}^{N+1} \alpha_i b_i \geq \sum_{i=1}^{N+1} \alpha_i^* b_i^*,$$

where $\alpha_i^*$ is the sequence $\alpha_i$ in the decreasing order.

Since $\sum_{i=1}^{N+1} \alpha_i = N_0 \leq N$, one can write $\alpha_i^{N+1} = \sum_{i=1}^{N} \alpha_i'$ for some $\alpha_i' \in [0, 1]$ such that $\alpha_i^{N+1} + \alpha_i' \leq 1$ for every $i = 1, \ldots, N$. Thus

$$S \geq \alpha_i^{N+1} b_{N+1}^* + \sum_{i=1}^{N} \alpha_i^* b_i^* = \sum_{i=1}^{N} (\alpha_i^{N+1} b_i^* + \alpha_i' b_{N+1}^*) \geq \sum_{i=1}^{N} (\alpha_i^{N+1} b_i^* + \alpha_i' b_{N+1}^*) \geq \sum_{i=1}^{N_0} b_i^*,$$

where the last step followed from the induction hypothesis. \qed
Proof of Lemma A.1. First we note that by splitting \([Y, X^\theta]\) into shorter intervals, it suffices to prove that for any \(x \in [Y, X^\theta]\), one has

\[
S_x := \sum_{x < p \leq x \log x} \frac{|f(p)|}{p} \left(1 - \left|\cos \left(\pi \frac{t \log p}{2\pi}\right)\right|\right) \\
\geq \left(2 \int_0^{\alpha/2} (1 - \cos(\pi x)) dx + O\left(\frac{1}{\log \log x}\right)\right) \log \frac{\log (x \log x)}{\log x}.
\]

We further split the summation range \([x, x \log x]\) into shorter intervals in order to stabilize the weights and to control the behaviour of \(\cos(\pi \frac{t \log p}{2\pi})\). More precisely, we consider intervals \((w_r, w_{r+1}]\) with

\[
w_r := x \left(1 + \frac{1}{(\log x)^\nu}\right)^r \quad \text{for } r = 0, \ldots, R
\]

with

\[
R := \left\lfloor \frac{\log \log x}{\log(1 + 1/(\log x)^\nu)} \right\rfloor - 1 = (\log x)^\nu \log \log x + O(\log \log x).
\]

Here \(\nu \geq 2\) will be chosen later depending on the size of \(|t|\).

We also let \(J_r := \sum_{w_r < p \leq w_{r+1}} 1\). By the prime number theorem in short intervals, recalling that \(w_r \in [x, x \log x]\), we have, for each \(r = 0, \ldots, R\),

\[
\frac{J_r}{w_r} = \left(1 + O\left(\frac{1}{\log x}\right)\right) \frac{w_{r+1} - w_r}{w_r \log w_r} = \frac{1}{(\log x)^{\nu+1}} \left(1 + O\left(\frac{\log \log x}{\log x}\right)\right)
\]

In particular, for every \(r = 0, \ldots, R\)

\[
(109) \quad \frac{J_r}{w_r} = \left(1 + O\left(\frac{\log \log x}{\log x}\right)\right) \frac{J_0}{w_0}
\]

and

\[
(110) \quad (R + 1) \frac{J_0}{w_0} = \left(1 + O\left(\frac{\log \log x}{\log x}\right)\right) \sum_{r=0}^R \frac{J_r}{w_r} = \left(1 + O\left(\frac{\log \log x}{\log x}\right)\right) \sum_{x < p \leq x \log x} \frac{1}{p} = \frac{\log \log x}{\log x} + O\left(\frac{1}{\log x}\right).
\]

Furthermore, we define \(\alpha_r\) by the equality

\[
(111) \quad \sum_{w_r < p \leq w_{r+1}} |f(p)| = \alpha_r J_r.
\]

Note that \(\alpha_r \in [0, 1]\) for every \(r\). On one hand

\[
\sum_{x < p \leq x \log x} \frac{|f(p)|}{p} \geq \alpha \sum_{x < p \leq x \log x} \frac{1}{p} + O\left(\frac{1}{\log x}\right) \geq \alpha (R + 1) \frac{J_0}{w_0} + O\left(\frac{1}{\log x}\right).
\]
and on the other hand
\[
\sum_{x < p \leq x^\log} \frac{|f(p)|}{p} \leq \sum_{r=0}^{R} \alpha_r \frac{J_r}{w_r} + O \left( \frac{J_0}{w_0} \right) + O \left( \frac{\log \log x}{\log x} \right)^2.
\]
Hence
\[
\sum_{r=0}^{R} \alpha_r \geq \left( \alpha + O \left( \frac{1}{\log \log x} \right) \right) (R + 1).
\]
Now
\[
S_x = \sum_{r=0}^{R} \frac{1}{w_r} \sum_{u_r < p \leq u_{r+1}} |f(p)| \left( 1 - \left| \cos \left( \frac{t \log p}{2\pi} \right) \right| \right) + O \left( \frac{\log \log x}{\log x} \right).\]
We split into two cases according to the size of |t|. First consider the case \(2/(\theta \log X) \leq |t| \leq (\log X)^{10} \). In this case we choose \(\nu = 20\), so that, for any \(p \in (u_r, u_{r+1}]\), one has
\[
\frac{t \log p}{2\pi} = \frac{t \log w_r}{2\pi} + O \left( \frac{1}{(\log x)^4} \right)
\]
and hence
\[
S_x \geq \sum_{r=0}^{R} \frac{1}{w_r} \sum_{u_r < p \leq u_{r+1}} |f(p)| \left( 1 - \left| \cos \left( \frac{t \log w_r}{2\pi} \right) \right| \right) + O \left( \frac{\log \log x}{(\log x)^5} \right).
\]
Recalling also (111) and (109) we get that
\[
S_x \geq \sum_{r=0}^{R} \frac{\alpha_r J_r}{w_r} \left( 1 - \left| \cos \left( \frac{t \log w_r}{2\pi} \right) \right| \right) + O \left( \frac{\log \log x}{(\log x)^5} \right)
\]
\[
\geq \frac{J_0}{w_0} \sum_{r=0}^{R} \alpha_r \left( 1 - \left| \cos \left( \frac{t \log w_r}{2\pi} \right) \right| \right) + O \left( \frac{1}{(\log x)^2} \right).
\]
For \(r = 0, \ldots, R\), write
\[
b_r := 1 - \left| \cos \left( \frac{\pi r}{2\pi} \right) \right|.
\]
Note that \(\log w_r\) are evenly spaced by \(\log(1 + 1/(\log x)^\nu) = (\log x)^{-20} + O((\log x)^{-40})\), so that when \(b_r^*\) is \(b_r\) in increasing order, we have
\[
b_r^* = 1 - \cos \left( \frac{\pi r}{2R} \right) + O \left( \frac{1}{(\log x)^5} \right)
\]
Hence, by (112) and Lemma A.2
\[
S_x \geq \frac{J_0}{w_0} \sum_{r=0}^{R} \left( 1 - \cos \left( \frac{\pi r}{2R} \right) \right) + O \left( \frac{1}{\log x} \right) \geq 2R \frac{J_0}{w_0} \int_{0}^{\alpha/2} \left( 1 - \cos(\pi x) \right) dx + O \left( \frac{1}{\log x} \right)\]
and the claim follows from (110).

Now consider the case $|t| \geq (\log X)^{10}$. Choose in this case $\nu = 2$. We show that, for any $[\alpha, \beta] \subseteq [0, 1/2]$, one has

$$\# \left\{ p \in (w_r, w_{r+1}]: \left\| \frac{t \log p}{2\pi} \right\| \in [\alpha, \beta] \right\} = J_r \left( 2(\beta - \alpha) + O \left( \frac{1}{(\log x)^2} \right) \right).$$

To prove this we note that

$$e \left( \frac{kt \log p}{2\pi} \right) = p^{ikt}$$

and one has, for $x \in [Y, X]$,

$$\sum_{w_r < p \leq w_{r+1}} p^{-2ikt} = O \left( \frac{x}{(\log x)^{\nu}} \right)$$

for any $k \leq (\log x)^3$ by the zero-free region for the Riemann zeta function. Hence the claimed equidistribution follows from the Erdős-Turán inequality.

Now, if we write, for $p \in (w_r, w_{r+1}]$,

$$b_p = 1 - \left| \cos \left( \pi \left\| \frac{t \log p}{2\pi} \right\| \right) \right|,$$

then arranging $b_p$ in increasing order, the $j$th element will be

$$1 - \cos \left( \frac{j}{2J_r} \pi \right) + O \left( \frac{1}{(\log x)^2} \right).$$

Hence, applying Lemma A.2 to (113) and recalling (109)–(111), we obtain

$$S_x \geq 2 \sum_{r=0}^{R} \frac{1}{w_r} \sum_{j \leq J_r} \left( 1 - \cos \left( \frac{j}{2J_r} \pi \right) + O \left( \frac{1}{(\log x)^2} \right) \right)$$

$$= 2 \sum_{r=0}^{R} \frac{J_r}{w_r} \int_{0}^{\alpha_r/2} (1 - \cos(\pi x)) \, dx + O \left( \frac{\log \log x}{(\log x)^3} \right)$$

$$= 2 \sum_{r=0}^{R} \frac{J_r}{w_r} \int_{0}^{\alpha_r/2} (1 - \cos(\pi x)) \, dx + O \left( \frac{(\log \log x)^2}{(\log x)^2} \right).$$

Applying Jensen’s inequality to $F(x) = \int_{0}^{x} (1 - \cos(\pi x)) \, dx$, we obtain that the previous expression is

$$\geq 2 \frac{J_0}{w_0} (R + 1) \int_{0}^{\alpha_r/2} (1 - \cos(\pi x)) \, dx + O \left( \frac{(\log \log x)^2}{(\log x)^2} \right)$$

and the claim follows from (110) and (112). \qed
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