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Abstract

We derive multi-level concentration inequalities for polynomials in independent random variables with an \(\alpha\)-sub-exponential tail decay. A particularly interesting case is given by quadratic forms \(f(X_1,\ldots,X_n) = \langle X,AX \rangle\), for which we prove Hanson–Wright-type inequalities with explicit dependence on various norms of the matrix \(A\). A consequence of these inequalities is a two-level concentration inequality for quadratic forms in \(\alpha\)-sub-exponential random variables, such as quadratic Poisson chaos.

We provide various applications of these inequalities. Among them are generalizations of some results proven by Rudelson and Vershynin from sub-Gaussian to \(\alpha\)-sub-exponential random variables, i.e. concentration of the Euclidean norm of the linear image of a random vector and concentration inequalities for the distance between a random vector and a fixed subspace.
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1 Introduction

Let \(X_1,\ldots,X_n\) be independent random variables and \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) be a measurable function. One of the main and rather classical questions of probability theory consists in finding good estimates on the fluctuations of \(f(X_1,\ldots,X_n)\) around a deterministic value (e.g. its expectation or median), i.e. to determine a function \(h : [0, \infty) \rightarrow [0, 1]\) such that

\[
P(|f(X_1,\ldots,X_n) - \mathbb{E}f(X_1,\ldots,X_n)| \geq t) \leq h(t).
\]
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Of course, $h$ should take into account both the information given by $f$ as well as $X_1, \ldots, X_n$. Perhaps one of the most well-known concentration inequalities is the tail decay of the Gaussian distribution: if $X_1, \ldots, X_n$ are independent standard Gaussian random variables, and \( f(X_1, \ldots, X_n) = n^{-1/2} \sum_{i=1}^{n} X_i \), then $f(X_1, \ldots, X_n)$ is a standard Gaussian and satisfies

\[
P\left( |f(X_1, \ldots, X_n) - E f(X_1, \ldots, X_n)| \geq t \right) \leq 2 \exp \left( -\frac{t^2}{2} \right).
\]

Using the entropy method, it is possible to show that the estimate (1.2) remains true for any 1-Lipschitz function $f$ (see e.g. [24, Chapter 5]).

On the other hand, if $f$ is a quadratic form, then its tails are heavier. Indeed, the Hanson–Wright inequality (see [14], [35], [29]) states that for a quadratic form in independent, centered sub-Gaussian random variables $X_1, \ldots, X_n$ with $EX_i^2 = 1$ we have for some absolute constant $C > 0$

\[
P\left( \left| \sum_{i,j=1}^{n} a_{ij} X_i X_j - \text{trace}(A) \right| \geq t \right) \leq 2 \exp \left( -\frac{t^2}{C} \min \left( \frac{\|A\|_{\text{op}}^2}{\|A\|_{\text{HS}}^2}, \frac{t}{\|A\|_{\text{op}}} \right) \right).
\]

Here, $\|A\|_{\text{op}}$ is the operator norm and $\|A\|_{\text{HS}}$ the Hilbert–Schmidt norm (Frobenius norm) of $A$ respectively. Thus the tails of the quadratic form decay like $\exp(-ct/\|A\|_{\text{op}})$ for large $t$. There are inequalities similar to (1.3) for multilinear chaos in Gaussian random variables proven in [22] (and in fact, a lower bound using the same quantities as well), and in [4] for polynomials in sub-Gaussian random variables. Moreover, extensions of the Hanson–Wright inequality to certain types of dependent random variables have been considered in [17] and [2], for instance. However, a key component is that the individual random variables $X_i$ have a sub-Gaussian tail decay.

In recent works [6], [13], [12] we have studied similar concentration inequalities for bounded functions $f$ of independent and weakly dependent random variables. There, the situation is clearly different, since the distribution of $f(X_1, \ldots, X_n)$ has a compact support, and is thus sub-Gaussian, and the challenge is to give an estimate depending on different quantities derived from $f$ and $X$. However, there are many situations of interest where boundedness does not hold, such as quadratic forms in unbounded random variables as in (1.3). Here it seems reasonable to focus on certain classes of functions for which the tail behavior can directly be traced back to the tails of the random variables under consideration. Therefore, in this note we restrict ourselves to polynomials.

In the following results, the setup is as follows. We consider independent random variables $X_1, \ldots, X_n$ which have $\alpha$-sub-exponential tail decay, by which we mean that there exists two constants $c, C$ and a parameter $\alpha > 0$ such that for all $i = 1, \ldots, n$ and $t \geq 0$ it holds

\[
P(\{|X_i| \geq t\}) \leq c \exp(-Ct^\alpha).
\]

There are many interesting choices of random variables $X_i$ of this type, like bounded random variables (for any $\alpha > 0$), random variables with a sub-Gaussian (for $\alpha = 2$) or sub-exponential distribution ($\alpha = 1$) such as Poisson random variables, or “fatter” tails as present in Weibull random variables with shape parameter $\alpha \in (0, 1]$.

We reformulate condition (1.4) in terms of so-called (exponential) Orlicz norms, but we emphasize that these two concepts are equivalent. For any random variable $X$ and $\alpha > 0$ define the (quasi-)norm

\[
\|X\|_\Psi_\alpha := \inf \left\{ t > 0 : E \exp \left( \frac{|X|^\alpha}{t^\alpha} \right) \leq 2 \right\}.
\]
adhering to the standard definition \(\inf \emptyset = \infty\). Strictly speaking, this is a norm for \(\alpha \geq 1\) only, since otherwise the triangle inequality does not hold. Nevertheless, the above expression makes sense for any \(\alpha > 0\), and we choose to call it a norm in these cases as well. For some properties of the Orlicz norms we refer to Appendix A.

Throughout the article, we denote by \(C\) an absolute constant and by \(C_{l_1, \ldots, l_k}\) a constant that only depends on some parameters \(l_1, \ldots, l_k\). These constants may vary from line to line. Moreover, we frequently write \(X = (X_1, \ldots, X_n)\) for the vector consisting of the random variables under consideration.

Just to provide one example which might be of particular interest for applications, we start with a simplified version of a later result. More precisely, we present the following concentration inequality which may be considered as an analogue of the Hanson–Wright inequality (1.3) to quadratic forms in random variables with \(\alpha\)-sub-exponential tail decay.

**Proposition 1.1.** Let \(X_1, \ldots, X_n\) be independent random variables satisfying \(E X_i = 0, \ E X_i^2 = \sigma_i^2, \|X_i\|_{\psi_\alpha} \leq M\) for some \(\alpha \in (0, 1]\), and \(A = (a_{ij})\) be a symmetric \(n \times n\) matrix. For any \(t \geq 0\) we have

\[
P \left( \left\| \sum_{i,j} a_{ij} X_i X_j - \sum_{i=1}^n \sigma_i^2 a_{ii} \right\| \geq t \right) \leq 2 \exp \left( -\frac{t^2}{C_\alpha \left( M^4 \|A\|_{\text{HS}}^2, M^2 \|A\|_{\text{op}}^2 \right) \frac{\alpha}{2} } \right).
\]

As we will see in Corollary 1.4 (2), the tail decay \(\exp(-t^{\alpha/2}\|A\|_{\text{op}}^{-\alpha/2})\) (for large \(t\)) can be sharpened by replacing the operator norm by a smaller norm. Actually, the technical result contains up to four different regimes instead of two as above. Note that with slightly different techniques, it is possible to extend Proposition 1.1 to \(\alpha \in (0, 2]\), as was done in [30].

Our main results presented in the next section yield bounds for arbitrary polynomials in \(\alpha\)-sub-exponential random variables for \(\alpha \in (0, 1]\). These inequalities typically involve larger families of norms, resulting in refined tail estimates.

### 1.1 Main results

Let us first introduce some notation. Define \([n] := \{1, \ldots, n\}\), and let \(i = (i_1, \ldots, i_d) \in [n]^d\) be a multiindex (which we typically write in boldface letters). Let \(A = (a_{ij})_{i \in [n]^d}\) be a \(d\)-tensor and \(I \subset [d]\) a set of indices. Then, for any \(i = (i_j)_{j \in I}\), we denote by \(A_{I_i} = (a_{ij})_{j \in I}\) the \((d - |I|)\)-tensor defined by fixing \(i_j, j \in I\). For instance, if \(d = 4\), \(I = \{1, 3\}\) and \(i_1 = 1, i_3 = 2\), then \(A_{I_i} = (a_{1j2k})_{j,k}\). For \(I = [d]\), i.e., we fix all indices of \(i\), we interpret \(A_{I_i} = a_i\) as the \(i\)-th entry of \(A\). If \(I = \emptyset\), \(i_I\) does not indicate any specification, and \(A_{I_i} = A\).

Moreover, we write \(P_d\) for the set of all partitions of \([d]\) and \(P(I^c)\) for the set of all partitions of \(I^c\) for any \(I \subset [d]\). If \(J = \{J_1, \ldots, J_k\}\) is any partition, we denote by \(|J|\) the number of subsets it contains. For \(I = [d]\), by convention there is a single element \(J \in P(I^c)\) which we may call the “empty” partition, thus justifying that we set \(|J| := 0\).

Next we introduce a family of tensor-product matrix norms \(\|A\|_J\) for a \(d\)-tensor \(A\) and a partition \(J = \{J_1, \ldots, J_k\} \in P_d\). For each \(l = 1, \ldots, k\) we denote by \(x^{(l)}\) a vector in \(\mathbb{R}^{n^{\alpha_l}}\). Then, we set

\[
\|A\|_J := \sup \left\{ \sum_{i \in [n]^d} a_i \prod_{l=1}^k x^{(l)}_{i_l}: \sum_{i \in [n]^d} (a_i)_{i_1}^2 \leq 1 \text{ for all } l = 1, \ldots, k \right\}.
\]

In particular, this also defines norms \(\|A_{I_i}\|_J\) for any \(I \subset [d]\) and any \(J \in P(I^c)\). If \(I = [d]\), \(\|A_{I_i}\|_J = |a_i|\) is just the Euclidean norm of \(a_i\).

The family \(\|\cdot\|_J\) was first introduced in [22], where it was used to prove two-sided estimates for \(L^p\) norms of Gaussian chaos, and the definitions given above agree with the
ones from [22] and [4] (among others). We can regard the $\|A\|_I$ as a family of operator-type norms. In particular, it is easy to see that $\|A\|_{\{1,\ldots,d\}} = \|A\|_{\text{HS}} := (\sum_{i_1,\ldots,i_d} a_{i_1\ldots i_d}^2)^{1/2}$ (Hilbert–Schmidt norm) and $\|A\|_{\{1\},\ldots,\{d\}} = \|A\|_{\text{op}} := \sup\{\sum_{i_1,\ldots,i_d} a_{i_1\ldots i_d} x_{i_1}^{(1)} \cdots x_{i_d}^{(d)} : |x^{(l)}| \leq 1 \text{ for all } l = 1,\ldots, d\}$ (operator norm).

In fact, these norms are monotone with respect to the underlying partition in the following sense. For two partitions $I = \{I_1,\ldots,I_\mu\}$ and $J = \{J_1,\ldots,J_\nu\}$ of $[d]$, we say that $I$ is finer than $J$ if for any $j = 1,\ldots,\nu$ there is a $k \in \{1,\ldots,\mu\}$ such that $I_j \subseteq J_k$. In this case, it is easy to see that $\|A\|_I \leq \|A\|_J$. In particular, we always have

$$\|A\|_{\text{op}} = \|A\|_{\{1,\ldots,d\}} \leq \|A\|_J \leq \|A\|_{\{1,\ldots,d\}} = \|A\|_{\text{HS}}, \quad (1.6)$$

so that the two norms highlighted above can be regarded as "extremal cases" of the family $\|\cdot\|_J$.

Before stating our main theorem, let us recall a result by Kolesko and Latała which provides bounds for a $d$-homogeneous chaos in independent $\alpha$-sub-exponential random variables. By a $d$-th order homogeneous chaos, we mean the polynomial

$$f_{d,A}(X) := \sum_{i_1,\ldots,i_d} a_{i_1\ldots i_d} (X_{i_1} - EX_{i_1}) \cdots (X_{i_d} - EX_{i_d}). \quad (1.7)$$

Here, $A = (a_{i_1\ldots i_d})$ is a $d$-tensor which we assume to be symmetric (i.e. $a_{\sigma i_1\ldots i_d} = a_{i_\sigma i_1\ldots i_d}$ for any permutation $\sigma \in S_d$). Additionally, we often assume that $A$ has vanishing diagonal in the sense that $a_{i_1\ldots i_d} = 0$ whenever $i_1,\ldots,i_d$ are not pairwise different. Using the characterization of the $\Psi_\alpha$ norms in terms of the growth of $L^p$ norms (see Appendix A for details), [18, Corollary 2] yields the following result:

**Proposition 1.2.** Let $X_1,\ldots,X_n$ be a set of independent, centered random variables with $\|X_i\|_{\Psi_\alpha} \leq M$ for some $\alpha \in (0,1]$. A be a symmetric $d$-tensor with vanishing diagonal and consider $f_{d,A}$ as in (1.7). We have for any $t \geq 0$

$$\mathbb{P}(|f_{d,A}(X)| \geq t) \leq 2 \exp\left(-\frac{t}{\min_{\emptyset \neq J \subseteq [d]} \min_{\emptyset \neq I \subseteq J} \left(\frac{\min_{\emptyset \neq I \subseteq J} \|A_{I,J}\|_{\text{op}}}{M^d \max_{I \subseteq J} \|A_{I,J}\|_J}\right)^{\frac{\alpha}{2}}\right).$$

Our main result generalizes Proposition 1.2 to arbitrary polynomials in random variables with bounded Orlicz norms. For sub-Gaussian random variables, i.e. $\alpha = 2$, such a result has been obtained in [4, Theorem 1.4]. Our next theorem can be regarded as an analogous result for $\alpha \in (0,1]$. To fix some notation, if $f: \mathbb{R}^n \to \mathbb{R}$ is a function in $C^D(R^n)$, for $d \leq D$ we denote by $f^{(d)}$ the (symmetric) $d$-tensor of its $d$-th order partial derivatives.

**Theorem 1.3.** Let $X_1,\ldots,X_n$ be a set of independent random variables satisfying $\|X_i\|_{\Psi_\alpha} \leq M$ for some $\alpha \in (0,1]$. Let $f: \mathbb{R}^n \to \mathbb{R}$ be a polynomial of total degree $D \in \mathbb{N}$. Then, for any $t \geq 0$,

$$\mathbb{P}(|f(X) - Ef(X)| \geq t) \leq 2 \exp\left(-\frac{t}{C_{D,\alpha} \min_{1 \leq d \leq D} \min_{I \subseteq [d]} \min_{\emptyset \neq J \subseteq I} \left(\frac{t}{M^d \max_{I \subseteq J} \|A_{I,J}\|_{\text{op}}^J}\right)^{\frac{\alpha}{2}}\right).$$

Note that if $f(X) = f_{d,A}(X)$ as in (1.7), only the $D$-th order tensor gives a contribution, i.e. we retrieve Proposition 1.2. We discuss Theorem 1.3 and compare it to known results in Subsection 1.2. For illustration, let us consider some simple cases next. The following corollary evaluates the cases of $d = 1,2$.

**Corollary 1.4.** Let $X_1,\ldots,X_n$ be a set of independent, centered random variables with $\|X_i\|_{\Psi_\alpha} \leq M$ for some $\alpha \in (0,1]$. Then,

1. Let $a \in \mathbb{R}^n$. For any $t \geq 0$ it holds

$$\mathbb{P}\left(\sum_{i=1}^n a_i X_i \geq t\right) \leq 2 \exp\left(-\frac{t^2}{C_{\alpha} M^2 |a|^2} - \frac{t^\alpha}{M^\alpha \max_i |a_i|^\alpha}\right).$$
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2. Let $A$ be a symmetric matrix. Writing $\mathbb{E} X_i^2 = \sigma_i^2$, we have for any $t \geq 0$

$$\mathbb{P}\left( \left| \sum_{i,j} a_{ij} X_i X_j - \sum_{i=1}^n \sigma_i^2 a_{ii} \right| \geq t \right) \leq 2 \exp \left( - \frac{t}{\|A\|_{\text{HS}}^2} \right),$$

where, setting $\|A\|_\infty := \max_{i,j}|a_{ij}|$, we have

$$\eta(A, \alpha, t) := \min \left( \frac{t^2}{\|A\|_{\text{HS}}^2}, \frac{t}{\|A\|_{\text{op}}}, \frac{t}{\max_{i=1,\ldots,n}(a_{ii})} \right)^{\frac{1}{\alpha}}, \left( \frac{t}{\|A\|_{\infty}} \right)^{\frac{2}{\alpha}}.$$

Let us complement these results by some simple observations. First, up to constants, Corollary 1.4 (1) gives back a classical result for the tails of a linear form in random variables with sub-exponential tails for $\alpha = 1$. For more general functions and similar results under a Poincaré-type inequality, we refer to [7] (the first order case) and [11] (the higher order case).

Moreover, Corollary 1.4 (2) is a sharpened version of Proposition 1.1. In comparison, the more refined version contains two additional terms. The respective norms $\max_{i=1,\ldots,n}(\|a_{ij}\|_2)$ and $\|A\|_\infty$ can no longer be written in terms of the eigenvalues of $A$ (in contrast to $\|A\|_{\text{HS}}$ and $\|A\|_{\text{op}}$). Indeed, we have $\|A\|_\infty = \max_{i,j}|e_i, A e_j|$ for the standard basis $(e_i)_i$ of $\mathbb{R}^n$, and it can easily be seen that $\max_{i=1,\ldots,n}(\|a_{ij}\|_2) = \|A\|_{2 \to \infty} := \max_{\|x\|_2=1}\|A x\|_\infty$. Moreover, the norms might have a very different scaling in $n$. For example, for $e = (1, \ldots, 1)$ and $A = e^T e - I d$ we have $\|A\|_{\text{HS}} \sim \|A\|_{\text{op}} \sim n$, $\max_i(\|a_{ij}\|_2) \sim n^{1/2}$ and $\|A\|_\infty = 1$.

Furthermore, let us provide a simplified version of Theorem 1.3 which only involves Hilbert–Schmidt norms. These norms are typically easiest to calculate, and another benefit is that in this situation, we may extend our results to any $\alpha \in (0, 2]$.

**Theorem 1.5.** Let $X_1, \ldots, X_n$ be independent random variables satisfying $\|X_i\|_{\Psi_\alpha} \leq M$ for some $\alpha \in (0, 2]$ and let $f : \mathbb{R}^n \to \mathbb{R}$ be a polynomial of total degree $D \in \mathbb{N}$. Then for all $t \geq 0$ it holds

$$\mathbb{P}(\|f(X) - \mathbb{E} f(X)\| \geq t) \leq 2 \exp \left( - \frac{t}{\mathbb{E} \|f(X) - \mathbb{E} f(X)\|_{\text{HS}}^2} \right).$$

In particular, if $\|\mathbb{E} f^{(d)}(X)\|_{\text{HS}} \leq 1$ for $d = 1, \ldots, D$, then

$$\mathbb{E} \exp \left( - \frac{t}{\mathbb{E} \|f(X) - \mathbb{E} f(X)\|_{\text{HS}}^2} \right) \leq 2,$$

or equivalently $\|f(X) - \mathbb{E} f(X)\|_{\Psi_\alpha} \leq C_{D, \alpha} M^D$.

Intuitively, Theorem 1.5 states that a polynomial in random variables with tail decay as in (1.4) also exhibits $\alpha$-sub-exponential tail decay whenever the Hilbert–Schmidt norms in (1.8) are not too large. Moreover, the tail decay is “as expected”, i.e. one just needs to account for the total degree $D$ by taking the $D$-th root. For a $d$-th order homogeneous chaos, Theorem 1.5 reads as follows:

**Corollary 1.6.** Let $X_1, \ldots, X_n$ be independent random variables with $\|X_i\|_{\Psi_\alpha} \leq M$ for some $\alpha \in (0, 2]$ and let $A$ be a symmetric $d$-tensor with vanishing diagonal and $\|A\|_{\text{HS}} \leq 1$. Then it holds

$$\mathbb{E} \exp \left( - \frac{1}{\mathbb{E} \|f_{d, A}(X)\|_{\text{HS}}^2} \right) \leq 2.$$
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throughout the literature. For example, [27, Lemma A.6] is an immediate consequence of Corollary 1.4 (combined with Lemma A.1 for $f(X, X') = X_1 X'_1$). In a similar way, one can deduce [36, Lemma C.4] by applying Corollary 1.4 to the random variable $Z_i := X_i Y_i$, whenever $(X_i, Y_i)$ is a vector with sub-exponential marginal distributions. More generally, one can consider a linear form (or higher order polynomial chaoses) in a product of $k$ random variables $X_1, \ldots, X_k$ with sub-exponential tails, for which Lemma A.1 provides estimates for the $\Psi_{\frac{1}{\alpha}}$ norm. Lastly, the results in [9, Appendix B] can be sharpened for $\alpha \in (0, 1]$ by a more general version of Corollary 1.4 (2), using the same arguments as in [29, Section 3] to treat complex-valued matrices.

1.2 Discussion of related literature

Inequalities for the $L^p$-norms of polynomial chaos have been established in various works. From these $L^p$ norm inequalities one can quite easily derive concentration inequalities. For a thorough discussion on inequalities involving linear forms in independent random variables we refer to [8, Chapter 1].

Starting with linear forms, generalizations to certain classes of random variables as well as multilinear forms of higher degree were shown. Among these are the two classes of random variables with either log-convex or log-concave tails (i.e. $t \mapsto \log P(|X| \geq t)$ is convex or concave, respectively). Two-sided $L^p$ norm estimates for the log-convex case were derived in [15] for linear forms and in [18] for chaoses of all orders. On the other hand, for measures with log-concave tails similar two-sided estimates were proven in [10, 20, 21, 23, 3] under different conditions. Moreover, two-sided estimates for non-negative random variables have been derived in [25] and for chaos of order two in symmetric random variables satisfying the inequality $\|X\|_{2p} \leq A\|X\|_p$ in [26].

Our approach is closer to the work of Adamczak and Wolff [4], where the case of polynomials in sub-Gaussian random variables has been treated. Lastly, let us mention the two results [9, Lemma B.2, Lemma B.3] and [34, Corollary 1.6], proving concentration inequalities for quadratic forms in independent random variables with $\alpha$-sub-exponential tails.

To be able to compare our results to the results listed above, let us discuss their conditions. Firstly, the conditions of a bounded Orlicz norm and log-convex or log-concave tails cannot be compared in general. It is known that random variables with log-concave tails satisfy $\|X\|_{\Psi_{\alpha}} < \infty$. On the other hand, the tail function of any discrete random variable $X$ is a step function (for example, if $X$ has the geometric distribution, then $\log P(X \geq t) = -[x] \log (1/(1-p)))$, which is neither log-convex nor log-concave but can still have a finite $\Psi_{\alpha}$ norm for some $\alpha$. For example, a Poisson-distributed random variable $X$ satisfies $\|X\|_{\Psi_{\alpha}} < \infty$.

Secondly, the condition $\|X\|_{2p} \leq \alpha \|X\|_p$ for all $p \geq 1$ and some $\alpha > 1$ used in the works of Meller implies the existence of the $\Psi_{\alpha}$-norm for $\alpha := (\log_2 \alpha)^{-1}$. Especially in the case $\alpha = 2^d$ this yields the existence of the $\Psi_{1/2}$ norm. However, we want to stress that the results in [3, 18, 25, 26] are two-sided and require very different tools.

Finally, the two works of Schudy and Sviridenko [32, 33] contain concentration inequalities for polynomials in moment bounded random variables. Therein, a random variable $Z$ is called moment bounded with parameter $L > 0$, if for all $i \geq 1$ it holds $E|Z|^i \leq iL E|Z|^{i-1}$. Actually, using Stirling’s formula, it is easy to see that it implies $\|Z\|_{\Psi_{\alpha}} < \infty$, but it is not clear whether the converse implication also holds. However, there is no inequality of the form $L \leq C\|X\|_{\Psi_{\alpha}}$, as can be seen in the Bernoulli case $X \sim \text{Ber}(p)$. Considering the case of quadratic forms in random variables $X$ which are moment bounded and centered, one can easily see that (apart from the constants) the bound in Corollary 1.4 (2) is sharper than the corresponding inequality in [33, Theorem 1.1]. Since for log-convex distributions there are two-sided estimates, Corollary 1.4 (2)
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is sharp in this class. Apart from quadratic forms, due to the different conditions and quantities, it is difficult to compare [33] and Theorem 1.3 in general.

1.3 Outline

In Section 2 we formulate and prove several applications which can be deduced from the main results. Section 3 contains the proofs of the results from Section 1. Lastly, Appendix A contains some elementary properties of the Orlicz norms in particular for $\alpha \in (0,1]$.

2 Applications

In the following, we provide some applications of our main results. In particular, all the results in this section follow from either Proposition 1.1 or Corollary 1.4 (2).

2.1 Concentration of the Euclidean norm of a vector with independent components

As a start, Proposition 1.1 can be used to give concentration properties of the Euclidean norm of a linear transformation of a random vector $X$ consisting of independent, normalized random variables with $\alpha$-sub-exponential tails. We give two different forms thereof. The first form is inspired by the results in [29] for the sub-Gaussian case.

**Proposition 2.1.** Let $X_1, \ldots, X_n$ be independent random variables satisfying $\text{E} X_i = 0, \text{E} X_i^2 = 1, \|X_i\|_{\Psi_\alpha} \leq M$ for some $\alpha \in (0,1]$ and let $B \neq 0$ be an $m \times n$ matrix. For any $t \geq 0$ we have

$$
P \left( \|BX\|_2 - \|B\|_{\text{HS}} \geq t \right) \leq 2 \exp \left( -\frac{1}{C_\alpha M^4} \min \left( \frac{t^2}{\|B\|_{\text{HS}}^2 \|B\|_{\text{op}} \alpha}, \frac{t^\alpha}{\|B\|_{\text{op}}} \right) \right). \quad (2.1)$$

**Proof.** First, we additionally assume that $\|B\|_{\text{HS}} = 1$. In this situation, let us apply Proposition 1.1 to the matrix $A := B^T B$. An easy calculation shows that $\text{trace}(A) = \text{trace}(B^T B) = \|B\|_{\text{HS}}^2 = 1$, so that we have

$$
P \left( \|BX\|_2^2 - 1 \geq t \right) \leq 2 \exp \left( -\frac{1}{C_\alpha M^4} \min \left( \frac{t^2}{\|B\|_{\text{op}}^2}, \left( \frac{t}{\|B\|_{\text{op}}} \right)^\alpha \right) \right), \quad (2.2)$$

Here, in the first step we have used the estimates $\|A\|_{\text{HS}}^2 \leq \|B\|_{\text{op}}^2 \|B\|_{\text{HS}}^2 = \|B\|_{\text{op}}^2$ and $\|A\|_{\text{op}} \leq \|B\|_{\text{op}}^2$ as well as the fact that by Lemma A.2, $\text{E} X_i^2 = 1$ for any $i$ implies $M \geq C_\alpha > 0$, while the second step follows from $\|B\|_{\text{op}} < 1$.

Now, as in [29], we use the inequality $|z - 1| \leq \min(|z^2 - 1|, |z^2 - 1|^{1/3})$, giving for any $t \geq 0$

$$
P \left( \|BX\|_2^2 - 1 \geq t \right) \leq P \left( \|BX\|_2^2 - 1 \geq \max(t, t^2) \right). \quad (2.3)$$

Hence, a combination of (2.2), (2.3) and $\min(\max(t, t^2), \max(t, t^2)^\alpha/2) = \min(t^2, t^\alpha)$ yields

$$
P \left( \|BX\|_2^2 - 1 \geq t \right) \leq 2 \exp \left( -\frac{1}{C_\alpha M^4} \min(t^2, t^\alpha) \right),$$

i.e. (2.1) for $\|B\|_{\text{HS}} = 1$. The general case now follows by considering $\tilde{B} := B\|B\|_{\text{HS}}^{-1}$, noting that

$$
P \left( \|BX\|_2^2 - \|B\|_{\text{HS}} \geq t \right) = P \left( \|\tilde{B}X\|_2^2 - 1 \geq t\|B\|_{\text{HS}}^{-1} \right). \quad \square$$
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The next corollary provides an alternative estimate for $\|BX\|_2^2$.

**Corollary 2.2.** Let $X_1, \ldots, X_n$ be independent, centered random variables satisfying $\|X_i\|_{\phi_\alpha} \leq M$ for some $\alpha \in (0,1]$ and $\mathbb{E} X_i^2 = \sigma_i^2$. For an $n \times n$ matrix $B$ let $A = B^T B = (a_{ij})$. Then, for any $x > 0$, with probability at least $1 - 2 \exp(-x/C_\alpha)$ we have

$$\|BX\|_2^2 - \sum_{i=1}^n \sigma_i^2 \sum_{j=1}^n b_{ij}^2 \leq M^2 \max \left( \sqrt{x} \|A\|_{\text{HS}}, x \|A\|_{\text{op}}, x^{2+n} \max_{i=1,\ldots,n} \|a_{ij}\|_2, x^2 \|A\|_\infty \right).$$

Let us briefly compare this result to the bound we obtain if we assume $\|X_i\|_{\phi_\alpha} \leq M$ instead. In this case, proceeding in the same way as in the proof below but using the Hanson–Wright inequality (1.3) yields

$$\|BX\|_2^2 - \sum_{i=1}^n \sigma_i^2 \sum_{j=1}^n b_{ij}^2 \leq M^2 (\sqrt{x} \|A\|_{\text{HS}} + x \|A\|_{\text{op}})$$

with probability $1 - 2 \exp(-x/C)$. In particular, we have similar terms corresponding to $\sqrt{x}$ and $x$, whereas in the $\alpha$-sub-exponential case we need two additional tails to account for the heavier tails of its components.

**Proof.** Define the quadratic form

$$Z := \|BX\|_2^2 = \langle BX, BX \rangle = \langle X, B^T BX \rangle = \langle X, AX \rangle.$$  

Using Corollary 1.4 (2) with the matrix $A$ gives with probability $1 - 2 \exp(-x/C_\alpha)$

$$|Z - \mathbb{E}Z| \leq M^2 \max \left( \sqrt{x} \|A\|_{\text{HS}}, x \|A\|_{\text{op}}, x^{2+n} \max_{i=1,\ldots,n} \|a_{ij}\|_2, x^2 \|A\|_\infty \right).$$

Noting that $\mathbb{E}Z = \mathbb{E}\langle X, AX \rangle = \sum_{i=1}^n \sigma_i^2 \sum_{j=1}^n b_{ij}^2$ finishes the proof. \qed

### 2.2 Projections of a random vector and distance to a fixed subspace

It is possible to apply Proposition 1.1 to any matrix $A$ associated to an orthogonal projection. In this case, the norms involved can be explicitly calculated, and they do not depend on the structure of the subspace onto which one projects, but merely on its dimension. This leads to the following corollary.

**Corollary 2.3.** Let $X_1, \ldots, X_n$ be independent random variables satisfying $\mathbb{E} X_i = 0$, $\mathbb{E} X_i^2 = 1$ and $\|X_i\|_{\phi_\alpha} \leq M$ for some $\alpha \in (0,1]$. Furthermore, let $m < n$ and let $P$ denote a random orthogonal projection onto an $m$-dimensional subspace of $\mathbb{R}^n$, independent of $X$. For any $x > 0$, with probability at least $1 - 2 \exp(-x/C_\alpha)$, we have

$$\big|\|PX\|_2^2 - m \big| \leq M^2 \max \left( \sqrt{x m}, x^2 \right).$$

**Proof of Corollary 2.3.** This is an application of Proposition 1.1. First, note that we have for any fixed projection $P$ onto an $m$-dimensional subspace

$$\mathbb{E}_X \|PX\|_2^2 = \mathbb{E}_X \langle X, PX \rangle = \sum_{i,j} P_{ij} \mathbb{E}_X X_i X_j = \text{tr}(P) = \sum_{i=1}^n \lambda_i(P) = m,$$

as well as $\|P\|_{\text{HS}}^2 = \sum_{i=1}^n \lambda_i(P)^2 = m$ and $\|P\|_{\text{op}}^2 = 1$. Consequently, by conditioning on $P$ and using the independence of $X$ and $P$ we have

$$\mathbb{P} \left( \big|\|PX\|_2^2 - m \big| \geq t \mid P \right) \leq 2 \exp \left( - \frac{1}{C_\alpha} \min \left( \frac{t^2}{M^4 m}, \left( \frac{t}{M^2} \right)^2 \right) \right).$$

Finally, it remains to integrate with respect to $P$. \qed
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A very similar result which follows from Proposition 2.1 is the following variant of [29, Corollary 3.1]. We use the notation $d(x, E) = \inf_{e \in E} d(x, e)$ for the distance between an element $x$ and a subset $E$ of a metric space $(M, d)$.

**Corollary 2.4.** Let $X_1, \ldots, X_n$ be independent random variables satisfying $E X_i = 0, E X_i^2 = 1$ and $\|X_i\|_{\Psi_1} \leq M$ for some $\alpha \in (0, 1]$, and let $E$ be a subspace of $\mathbb{R}^n$ of dimension $d$. For any $t > 0$ we have

$$
\Pr\left(\left|d(X, E) - \sqrt{n - d}\right| \geq t\right) \leq 2 \exp\left(-\frac{1}{C_n M^2} \min\left(\frac{t^2}{(n-d)^{2-\alpha/2}}, t^\alpha\right)\right).
$$

**Proof.** This follows exactly as in [29, Corollary 3.1] by using Proposition 2.1. \hfill $\Box$

### 2.3 Special cases

To pick out one example of random variables with finite $\Psi_1$ norms, it is possible to apply all results to random variables having a Poisson distribution, i.e. $X_i \sim \text{Poi}(\lambda_i)$ for some $\lambda_i \in (0, \infty)$. By using the moment generating function of the Poisson distribution, it is easily seen that

$$
\|X_i\|_{\Psi_1} = \frac{1}{\log(\log(2)\lambda_i^{-1} + 1)}.
$$

The function $g$ is increasing and satisfies $g(x) \sim \log(1/x)$ (for $x \to 0$) and $g(x) \sim x/\log(2)$ (for $x \to \infty$). More generally, if the random variable $|X|$ has a moment generating function $\varphi_{|X|}$ in a suitably large neighborhood of 0, it can be used to explicitly calculate the $\Psi_1$-norm. Indeed, we have $E \exp(|X|/t) = \varphi_{|X|}(t^{-1})$, and so $\|X\|_{\Psi_1} = 1/\varphi_{|X|}^{-1}(2)$. Moreover, it follows from Lemma A.3 that

$$
\|X_i - E X_i\|_{\Psi_1} \leq \left(1 + \frac{2}{e \log(2)}\right) \frac{1}{\log(\log(2)\lambda_i^{-1} + 1)} =: g(\lambda_i).
$$

Thus, as a special case of Corollary 1.4 (2), we obtain the following corollary.

**Corollary 2.5.** Let $X_i \sim \text{Poi}(\lambda_i)$, $B := g(\max_{i=1,\ldots,n} \lambda_i)$ and $A = (a_{ij})$ be a symmetric $n \times n$ matrix. We have for any $t \geq 0$

$$
P\left(\left|\sum_{i,j} a_{ij}(X_i - \lambda_i)(X_j - \lambda_j) - \sum_{i=1}^n a_{ii}\lambda_i\right| \geq B^2 t\right)
\leq 2 \exp\left(-\frac{1}{C} \min\left(\frac{t^2}{\|A\|_{\text{HS}}^2}, \frac{t}{\|A\|_{\text{op}}}, \left(\frac{t}{\max_{i,j} \|a_{ij}\|_2}\right)^{1/2}, \left(\frac{t}{\|A\|_{\infty}}\right)^{1/2}\right)\right).
$$

For Poisson chaos of arbitrary order $d \in \mathbb{N}$, one may derive similar results by evaluating Proposition 1.2 (for $\alpha = 1$). Note though that already for $d = 1$, we lose a logarithmic factor in the exponent.

Let us compare Corollary 2.5 to [16, Section 4], where results for $U$-statistics of order 2 for Poisson processes are shown (related estimates for higher orders can be found in [1, Section 4]). For simplicity, we assume $\lambda_1 = \ldots = \lambda_n = \lambda$. Let $(N_t)_{t \geq 0}$ be a Poisson process with intensity $\lambda$ and compensator $(\lambda t)_{t \geq 0}$, and write $M_t := N_t - \lambda t$. Taking

$$
f(x, y) := \sum_{i < j} a_{ij} \mathbb{1}_{(i-1,j)}(x) \mathbb{1}_{(j-1,i)}(y)
$$
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and \( t = n \), the functional \( Z_n \) from [16] reads \( Z_n = \sum_{i < j} a_{ij}(X_i - \lambda_i)(X_j - \lambda_j) \), i.e. we obtain a quadratic form without diagonal. In a slightly rewritten form, [16, Theorem 4.2] now yields that for any \( \varepsilon, u > 0 \),
\[
P(Z_n > u) \leq 2.77 \exp\left( - \min\left( \frac{v^2}{4(1 + \varepsilon)^3C^2}, \frac{u}{2\eta(\varepsilon)D}\left( \frac{u}{\beta(\varepsilon)B} \right)^{2/3}, \left( \frac{u}{\gamma(\varepsilon)A} \right)^{1/2} \right) \right).
\]
Here, \( \eta(\varepsilon), \beta(\varepsilon) \) and \( \gamma(\varepsilon) \) are \( \varepsilon \)-dependent quantities which can be read off [16], while it not hard to relate the quantities \( A, B, C \) and \( D \) to the norms which appear in Corollary 2.5. Therefore, up to constants, we arrive at a result similar to Corollary 2.5.

Other interesting examples of sub-exponential random variables arise in stochastic geometry. Apart from standard examples like the uniform distribution or more generally log-concave measures on convex bodies, let us mention the cone measure. Indeed, if \( K \subseteq \mathbb{R}^n \) is an isotropic, convex body and \( X \) is distributed according to the cone measure on \( K \), then \( \|\langle X, \theta \rangle\|_{\Psi_2} \leq c \) for some constant \( c \) and any \( \theta \in S^{n-1} \). For the details and the proof we refer to [28, Lemma 5.1].

3 Proofs

To begin with, let us introduce some notation. For any subset \( C \subseteq [d] \) with cardinality \( |C| > 1 \), we may introduce the “generalized diagonal” of \([n]^d\) with respect to \( C \) by
\[
\{ i \in [n]^d : i_k = i_l \text{ for all } k, l \in C \}.
\]
(3.1)

This notion of generalized diagonals naturally extends to \( d \)-tensors \( A = (a_{i_1i_2...i_d})_{i_1,i_2,...,i_d \in [n]^d} \) (obviously, the generalized diagonal of \( A \) with respect to \( C \) is the set of coefficients \( a_{i_1i_2...i_d} \) such that \( i \) lies on the generalized diagonal of \([n]^d\) with respect to \( C \)). If \( d = 2 \) and \( C = \{1, 2\} \), this gives back the usual notion of the diagonal of an \( n \times n \) matrix. Moreover, write
\[
[n]^d := \{ i \in [n]^d : i_1, \ldots, i_d \text{ are pairwise different} \}.
\]

If \( A, B \) are \( d \)-tensors, we define \( \langle A, B \rangle = \sum_{i \in [n]^d} a_{i} b_{i} \). Given a set of \( d \) vectors \( v^1, \ldots, v^d \in \mathbb{R}^n \), we write \( v^1 \otimes \cdots \otimes v^d \) for the outer product
\[
(v^1 \otimes \cdots \otimes v^d)_{11...1d} := \prod_{j=1}^{d} v^j_{i_j}.
\]

To prove Theorem 1.3, we need a number of auxiliary results. The first group of them provides \( L^p \) norm estimates. In the proof of [4, Theorem 1.4], moments of sums of sub-Gaussian random variables are compared to moments of Gaussian random variables (cf. (3.2) below). A similar result is needed for \( \alpha \)-sub-exponential random variables, but here we have to replace Gaussian by symmetric Weibull variables with shape parameter \( \alpha \) (and scale parameter 1), i.e. symmetric random variables \( w \) with \( \Pr[|w| \geq t] = \exp(-t^{\alpha}) \). Of course, in particular we have \( \|w\|_{\Psi_2} < \infty \). We now have the following lemma:

**Lemma 3.1.** For any \( k \in \mathbb{N} \), any \( \alpha > 0 \) and any \( p \geq 1 \) the following holds. For any set of independent, symmetric random variables \( Y_1, \ldots, Y_n \) satisfying \( \|Y_i\|_{\Psi_2} \leq M \) we have
\[
\left\| \sum_{i=1}^{n} a_i Y_i \right\|_p \leq 2c_{\alpha,k} M \left\| \sum_{i=1}^{n} a_i w_{i,1} \cdots w_{i,k} \right\|_p,
\]
where \( w_{i,j} \) are symmetric i.i.d. Weibull random variables with shape parameter \( \alpha \) and \( c_{\alpha,k} \) := \( (k/(1 - \log(2)))^{k/\alpha} \).
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Recall that if \( \alpha = 2 \), by [4, Lemma 5.4] we have

\[
\| \sum_{i=1}^{n} a_i Y_i \|_p \leq C_k M \| \sum_{i=1}^{n} a_i g_{i,1} \cdots g_{i,k} \|_p,
\]

(3.2)

where \( g_{i,j} \) are independent standard Gaussians. In particular, this allows to prove analogues of Proposition 1.2 and Theorem 1.3 if \( \alpha = 2/q \) for some \( q \in \mathbb{N} \) solely based on the use of Gaussian random variables. We will not pursue this idea further in this note.

**Proof of Lemma 3.1.** Due to homogeneity we assume \( M = 1 \), and for brevity we set \( c := c_{\alpha,k} \). By Markov’s inequality we have \( P(|Y_i| \geq t) \leq 2 \exp(-t^{\alpha/k}) \) for any \( i \in [n] \) and all \( t \geq 0 \).

The inclusion \( \{c^{1/k}|w_{i,1}| \geq t^{1/k}, \ldots, c^{1/k}|w_{i,k}| \geq t^{1/k}\} \subseteq \{c|w_{i,1}| \cdots |w_{i,k}| \geq t\} \) holds for any \( i \in [n] \) and \( t \geq 0 \). This yields for all \( t \geq 1 \)

\[
P(c|w_{i,1} \cdots w_{i,k}| \geq t) \geq \prod_{j=1}^{k} P(c^{1/k}|w_{i,j}| \geq t^{1/k}) = \exp \left( -k \left( \frac{t}{c} \right)^{\alpha/k} \right) = \exp \left( - (1 - \log(2)) t^{\alpha/k} \right) \geq P(|Y_i| \geq t),
\]

where the second inequality requires the condition \( t \geq 1 \). Now the rest follows exactly as in [4, Proof of Lemma 5.4].

Alternatively, one can extend the inequality to all \( t \geq 0 \) by multiplying the left hand side by a constant. Indeed, it is easy to see (by observing \( P(c|w_{i,1} \cdots w_{i,k}| \geq 1) \geq 2/e \)) that for all \( t \geq 0 \) it holds

\[
P(|Y_i| \geq t) \leq \frac{e}{2} P(c|w_{i,1} \cdots w_{i,k}| \geq t).
\]

Thus, the contraction principle [19, Theorem 1] tells us that for any \( p \geq 1 \) we have

\[
\| \sum_{i=1}^{n} a_i Y_i \|_p \leq \frac{e}{2} c_{\alpha,k} \| \sum_{i=1}^{n} a_i w_{i,1} \cdots w_{i,k} \|_p.
\]

Moreover, we shall need estimates for the \( L^p \) norms of multilinear forms in Weibull random variables. Adapting [18, Example 3] yields the following lemma:

**Lemma 3.2.** Let \( A = (a_{i})_{i \in [n]}^{d} \) be a \( d \)-tensor and \( (w_{i}^{t}) \), \( i \leq n, j \leq d \), an array of i.i.d. Weibull variables with shape parameter \( \alpha \in (0,1] \). Then, for every \( p \geq 2 \),

\[
C_{\alpha,d}^{-1} \sum_{\mathcal{I} \subseteq [d]} \sum_{\mathcal{J} \in \mathcal{P}(\mathcal{I})} p^{\frac{1}{\alpha} + \frac{\mathcal{J}}{2}} \max_{i_{\mathcal{J}}} \|A_{i_{\mathcal{J}}}\|_{\mathcal{J}} \leq \left\| \sum_{i=1}^{n} a_i w_{i,1} \cdots w_{i,d} \right\|_{p} \leq C_{\alpha,d} \sum_{\mathcal{I} \subseteq [d]} \sum_{\mathcal{J} \in \mathcal{P}(\mathcal{I})} p^{\frac{1}{\alpha} + \frac{\mathcal{J}}{2}} \max_{i_{\mathcal{J}}} \|A_{i_{\mathcal{J}}}\|_{\mathcal{J}}.
\]

Note that a similar result for Weibull variables with shape parameter \( \alpha > 1 \) is not known yet if \( d > 3 \), which explains the restriction to \( \alpha \in (0,1] \) in this article. The case of \( \alpha \in [1,2] \) and polynomials of total degree \( D \leq 3 \) has been discussed in [4, Proposition 6.2].

In the proof of Theorem 1.3, we actually show \( L^p \) estimates for \( f(X) \). The following proposition provides the link to concentration inequalities. Results of this type are by now standard, and we cite them in the form given in [31] with some smaller modifications to address the situation considered in the present note.
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**Proposition 3.3.** Assume that a random variable \(Z\) satisfies for every \(p \geq 2\)

\[
\|Z - \mathbb{E}Z\|_p \leq \sum_{k=1}^{\nu} (C_k p)^{\gamma_k}
\]

for some \(\nu \in \mathbb{N}\), some constants \(C_1, \ldots, C_\nu \geq 0\) and some exponents \(\gamma_k \in (0, \infty)\) for which we assume \(\gamma_1 \leq \cdots \leq \gamma_{\nu}\). Let \(L := \{k : C_k > 0\}\) and \(r := \min\{k \in \{1, \ldots, \nu\} : C_k > 0\}\). Then, for any \(t \geq 0\)

\[
\mathbb{P}(\|Z - \mathbb{E}Z\| \geq t) \leq 2\exp\left(-\frac{\log(2)}{2(Le)^{1/\gamma_r}} \min_{k=1,\ldots,\nu} \left\{ \frac{1}{C_k} \right\}\right).
\]

In the second group of auxiliary results, we discuss some properties of the norms \(\|A\|_{\mathcal{J}}\). To this end, recall the Hadamard product of two \(d\)-tensors \(A, B\) given by \(A \circ B := (a_ib_i)_{i \in [n]^d}\). For any \(C \subset [n]^d\), we may define “indicator tensors” \(1_C\), by setting \(1_C = (a_i)_{i \in C}\) with \(a_i = 1\) if \(i \in C\) and \(a_i = 0\) otherwise. If \(|\mathcal{J}| > 1\), we do not have

\[
\|A \circ 1_C\|_{\mathcal{J}} \leq \|A\|_{\mathcal{J}}
\]

in general. However, [4, Lemma 5.2 and Corollary 5.3] show a number of situations in which such an inequality does hold, e.g. “generalized rows” or “generalized diagonals” as well as certain sets \(L(K)\). Here, for any partition \(K = \{K_1, \ldots, K_\nu\}\) of \([d]\) we define

\[
L(K) = \{i \in [n]^d : i_k = i_l \Leftrightarrow \exists j : k, l \in K_j\}.
\]

That is, \(L(K)\) is the set of those indices for which the partition into level sets is equal to \(K\).

We need to extend these results to the “restricted” tensors \(A_{1_C}\). That is, we examine whether (a modification of) the inequality

\[
\|A \circ 1_C\|_{\mathcal{J}} \leq \|A_{1_C}\|_{\mathcal{J}}
\]

still holds in the situation where \(\mathcal{J}\) is a partition of \(I^c\). Additionally, we show an analogue of [4, Lemma 5.1].

**Lemma 3.4.** Let \(A = (a_i)_{i \in [n]^d}\) be a \(d\)-tensor; \(I \subset [d]\) and \(i_l \in [n]^I\) fixed.

1. If \(C = \{i : i_{k_1} = j_1, \ldots, i_{k_l} = j_l\}\) for some \(1 \leq k_1 < \ldots < k_l \leq d\) (“generalized row”), then (3.5) holds.
2. If \(C = \{i : i_k = i_l \forall k, l \in K\}\) for some \(K \subset [d]\) (“generalized diagonal”), then (3.5) holds.
3. If \(C_1, C_2 \subset [n]^d\) are such that (3.5) holds for any \(d\)-tensor \(A\), then so is \(C_1 \cap C_2\).
4. If \(K \in P_d\), then \(\|(A \circ 1_{L(K)})_{1_{I^c}}\|_{\mathcal{J}} \leq 2^{K\mathcal{J}^\mathcal{J}}\|A_{1_{I^c}}\|_{\mathcal{J}}\).
5. For any vectors \(v_1, \ldots, v_d \in \mathbb{R}^n\), \(\|(A \circ \otimes_{i=1}^d v_i)_{1_{I^c}}\|_{\mathcal{J}} \leq \|A_{1_{I^c}}\|_{\mathcal{J}} \prod_{i=1}^d \|v_i\|_{\infty}\).

**Proof.** To see (1), we may assume that \(\{k_1, \ldots, k_l\} \cap I = \emptyset\) (note that if \(\{k_1, \ldots, k_l\} \cap I \neq \emptyset\), either the conditions are not compatible, in which case \((A \circ 1_C)_{1_{I^c}} = 0\), or we can remove some of the conditions and obtain a subset with \(\{k_1, \ldots, k_l\} \cap I = \emptyset\)). In this case, if \(C\) is a generalized row, then \((A \circ 1_C)_{1_{I^c}} = A_{1_{I^c}} \circ 1_{C^c}\) for some generalized row \(C^c\) in \(I^c\), proving (1).

If \(C\) is a generalized diagonal, we have to consider two situations. Assuming \(K \cap I = \emptyset\), i.e. \(K\) is subset of \(I^c\), we immediately obtain (2). On the other hand, if \(K \cap I \neq \emptyset\), then
We may assume $M$ where the constants satisfy

$$c \text{ leads to the estimate } \pi \text{ monomial by } \tilde{\|}$$

by definitions. For any multiindex $i$ let $|i| := \sum j i_j$. For the sake of brevity we define

$$I_{m,d} := \{ (i_1, \ldots, i_m) \in \mathbb{N}^m : |i| = d \},$$

$$I_{m,\leq d} := \{ (i_1, \ldots, i_m) \in \mathbb{N}^m : |i| \leq d \},$$

where by convention $0 \notin \mathbb{N}$. Given two multiindices $k, l$ of equal size, we write $k \leq l$ if $k_j \leq l_j$ for all $j$, and $k < l$ if $k \leq l$ and there is at least one index such that $k_j < l_j$. Lastly, by $f \lesssim g$ we mean an inequality of the form $f \leq C_D \cdot g$.

Proof of Theorem 1.3. The proof works by finding suitable estimates for the $L^p$ norms $\|f(X) - Ef(X)\|_p$, from which we derive concentration bounds using Proposition 3.3. We may assume $M = 1$. For the general case, given random variables $X_1, \ldots, X_n$ with $\|X_i\|_{\Psi_2} \leq M$, define $Y_i := M^{-1} X_i$. The polynomial $f = f(X)$ can be written as a polynomial $f = f(Y)$ by appropriately modifying the coefficients, i.e. multiplying each monomial by $M^r$, where $r$ is its total degree. Now it remains to see that $\partial_{i_1 \ldots i_r} f(Y) = M^r \partial_{i_1 \ldots i_r} f(X)$.

Step 1. First, we reduce the problem to generalizations of chaos-type functionals (1.7). Indeed, by sorting according to the total grade, $f$ may be represented as

$$f(x) = \sum_{d=1}^D \sum_{i=1}^d \sum_{k \in I_{d,i}} \sum_{\pi \in S_{\pi}} c^{(d)}_{(i_1, k_1), \ldots, (i_{k}, k_{\pi})} x_{i_1} \cdots x_{i_{k_{\pi}}} + c_0,$$

where the constants satisfy $c^{(d)}_{(i_1, k_1), \ldots, (i_{k}, k_{\pi})} = c^{(d)}_{(i_{\pi'}, k_{\pi'})}$ for any permutation $\pi \in S_{\pi}$. As in [4], by rearranging and making use of the independence of $X_1, \ldots, X_n$, this leads to the estimate

$$|f(X) - Ef(X)| \leq \sum_{d=1}^D \sum_{i=1}^d \sum_{k \in I_{d,i}} \sum_{\pi \in S_{\pi}} a_i^{k} (X_{i_1}^{k_1} - \mathbb{E}X_{i_1}^{k_1}) \cdots (X_{i_{k_{\pi}}}^{k_{\pi}} - \mathbb{E}X_{i_{k_{\pi}}}^{k_{\pi}}),$$

where

$$a_i^{k} = \sum_{m=k+i}^D \sum_{k_{\pi} \geq 0} \sum_{i_{\pi} = \ldots = i_m} \left( \frac{m}{\nu} \right) c^{(k_1 + \ldots + k_{\pi})}_{(i_1, k_1), \ldots, (i_{k_{\pi}}, k_{\pi})} \prod_{\beta=\nu+1}^{m} \mathbb{E}X_{i_\beta}^{k_{\pi}}.$$
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Step 2. Let $X^{(1)},\ldots,X^{(d)}$ be independent copies of the random vector $X$. Take a set of i.i.d. Rademacher variables $(\varepsilon_i^{(j)})$, $i \leq n$, $j \leq d$, which are independent of the $(X^{(j)})_j$. By standard decoupling and symmetrization inequalities (see [8, Theorem 3.1.1] and [8, Lemma 1.2.6]) we have

$$
\left\| f(X) - Ef(X) \right\|_p \leq \sum_{d=1}^{D} \sum_{i=1}^{d} \left\| \sum_{k \in \mathcal{I}_{[d]}} a_k^{(d)} (X^{(1)}_i)^{k_1} \cdots (X^{(d)}_i)^{k_d} - \mathbb{E} f(X^{(1)}_i)^{k_1} \cdots \mathbb{E} f(X^{(d)}_i)^{k_d} \right\|_p
$$

$$
\leq \sum_{d=1}^{D} \sum_{i=1}^{d} \left\| \sum_{k \in \mathcal{I}_{[d]}} a_k^{(d)} (X^{(1)}_i)^{k_1} \cdots (X^{(d)}_i)^{k_d} \mathbb{E} f(X^{(1)}_i)^{k_1} \cdots \mathbb{E} f(X^{(d)}_i)^{k_d} \right\|_p
$$

Noting that $\|X_n^k\|_{\Phi_\alpha/n} = \|X_i\|_{\Phi_\alpha/n} \leq 1$ (cf. Appendix A), an iteration of Lemma 3.1 hence leads to

$$
\left\| f(X) - Ef(X) \right\|_p \leq \sum_{d=1}^{D} \sum_{i=1}^{d} \left\| \sum_{k \in \mathcal{I}_{[d]}} a_k^{(d)} (w^{(1)}_{i,1} \cdots w^{(1)}_{i,k_1}) \cdots (w^{(n)}_{i,1} \cdots w^{(n)}_{i,k_n}) \right\|_p.
$$

Here, $(w^{(j)}_{i,k})$ is an array of i.i.d. symmetric Weibull variables with shape parameter $\alpha$.

Moreover, the family $(a_k^{(d)})_{k \in \mathcal{I}_{[d]}}$ gives rise to a $d$-tensor $A_d$ as follows. Given any index $i = (i_1,\ldots,i_d)$ there is a unique number $\nu \in \{1,\ldots,d\}$ of distinct elements $j_1,\ldots,j_\nu$ with each $j_l$ appearing exactly $k_l$ times in $i$. Consequently, we set $a_{i_1\cdots i_d} = a^{(k_1\cdots k_\nu)}_{j_1\cdots j_\nu}$, and $A_d = (a_i)_{i \in [n]^d}$. Note that this is well-defined due to the symmetry assumption.

For any $k \in \mathcal{I}_{[d]}$ denote by $K(k) = K(k_1,\ldots,k_\nu) \in P_d$ the partition which is defined by splitting the set $\{1,\ldots,d\}$ into consecutive intervals of length $k_1,\ldots,k_\nu$. In other words, $K(k) = \{K_1,\ldots,K_{\nu}\}$ with $K_l = \{\sum_{j=1}^{l-1} k_j + 1,\ldots,\sum_{j=1}^{l} k_j + 1,\ldots,\sum_{j=1}^{l} k_j\}$, $l = 1,\ldots,\nu$. Now, recalling the definition of $L(K)$ (3.4), rewriting and applying Lemma 3.2 together with Lemma 3.4 (4) yields

$$
\left\| f(X) - Ef(X) \right\|_p \leq \sum_{d=1}^{D} \sum_{i=1}^{d} \left\| (A_d \circ 1_{L(K(k_1,\ldots,k_\nu))}) \otimes_{\nu=1}^{\nu} (w^{(j)}_{i,k})_{k \leq n} \right\|_p
$$

$$
\leq \sum_{d=1}^{D} \sum_{i=1}^{d} \left\| (A_d \circ 1_{L(K(k_1,\ldots,k_\nu))})_{k \leq n} \right\|_p
$$

$$
\leq \sum_{d=1}^{D} \sum_{i=1}^{d} \left\| (A_d)_{k \leq n} \right\|_p
$$

Step 3. Next, we replace $\|A_d\|_J$ by $\|Ef^{(d)}(X)\|_J$. To this end, first note that for $i \in [n]^d$ with distinct indices $j_1,\ldots,j_\nu$ which are taken $l_1,\ldots,l_\nu$ times, we have

$$
\mathbb{E} \partial^{d'} f = \sum_{k \in \mathcal{I}_{[d]}} \sum_{\nu=1}^{\nu} \nu \sum_{\nu \leq D} \mathbb{E} X^{k_1}_j \cdots \mathbb{E} X^{k_\nu}_j \prod_{\beta=1}^{\nu} (k_\beta - l_\beta)!
$$

$$
= \nu l_1! \cdots l_\nu! a_1 + R^{(d)}_d,
$$

where the “remainder term” $R^{(d)}_d$ corresponds to the set of indices $k$ satisfying $k > 1$. If $d = D$, we clearly have $R^{(d)}_d = 0$, and therefore

$$
\mathbb{E} \partial^{D} f = \nu l_1! \cdots l_\nu! a_1 = \nu l_1! \cdots l_\nu! a_1,
$$

(3.6)
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where $\mathcal{I} = \{I_1, \ldots, I_r\}$ is the partition given by the level sets of the index $i$. It follows that for any $I \subset [D]$ and any partition $\mathcal{J} \in P(\mathcal{I})$,

$$
\| (A_D)_{i_{\mathcal{I}}} \|_{\mathcal{J}} \leq \sum_{K \in \mathcal{P}_D} \| (A_D \circ 1_{L(K)})_{i_{\mathcal{I}}} \|_{\mathcal{J}} \leq \sum_{K \in \mathcal{P}_D} \| (E_f^{(D)}(X) \circ 1_{L(K)})_{i_{\mathcal{I}}} \|_{\mathcal{J}}
$$

(3.7)

using the partition of unity $1 = \sum_{K \in \mathcal{P}_D} 1_{L(K)}$ and the triangle inequality in the first, equation (3.6) in the second and Lemma 3.4 (4) in the last step.

The proof is now completed by induction. More precisely, in the next step we show that for any $d = 1, \ldots, D - 1$, any $I \subset [d]$ and any partitions $\mathcal{I} \in P_d$, $\mathcal{J} \in P([d] \setminus I)$,

$$
\| (R^{(d)})_{i_{\mathcal{I}}} \|_{\mathcal{J}} \lesssim \sum_{k=d+1}^D \sum_{K \in P([k] \setminus I)} \| (A_k)_{i_{\mathcal{I}}} \|_{K},
$$

(3.8)

Actually, one can see below that it is possible to restrict the second sum to partitions $\mathcal{K}$ with $|\mathcal{K}| \in \{|\mathcal{J}|, |\mathcal{J}| + 1\}$. Once having proven (3.8), it follows from reverse induction that

$$
\sum_{d=1}^D \sum_{I \subset [d]} \sum_{J \in P(\mathcal{I})} \max_{i_{\mathcal{I}}} \| (A_d)_{i_{\mathcal{I}}} \|_{J} \leq \sum_{d=1}^D \sum_{I \subset [d]} \sum_{J \in P(\mathcal{I})} \max_{i_{\mathcal{I}}} \| (E_f^{(d)}(X))_{i_{\mathcal{I}}} \|_{J}.
$$

Here, performing the induction, we consider sums $\sum_{d=k}$ and proceed from $k = D$ to $k = 1$. The base case $k = D$ then immediately follows from (3.7). In the induction step we moreover use that for any $p \geq 2$ and any $|\mathcal{K}| \geq |\mathcal{J}|$ we have $p^{(|\mathcal{J}|/2} \leq p^{|\mathcal{K}|/2}$. In view of Step 2 and Proposition 3.3, this finishes the proof.

**Step 4.** Instead of (3.8), we actually show

$$
\| (R^{(d)} \circ 1_{L(\mathcal{I})})_{i_{\mathcal{I}}} \|_{\mathcal{J}} \lesssim \sum_{k=d+1}^D \sum_{K \in P([k] \setminus I)} \| (A_k)_{i_{\mathcal{I}}} \|_{K},
$$

from which (3.8) easily follows (cf. the arguments used in (3.7)). To this end, let us analyze the “remainder tensors” $R^{(d)}$ in more detail. Fix $d \in \{1, \ldots, D - 1\}$, $I \subset [d]$, $i_I$ and partitions $\mathcal{I} = \{I_1, \ldots, I_r\} \in P_d$, $\mathcal{J} = \{J_1, \ldots, J_p\} \in P([d] \setminus I)$. Here we assume $\mathcal{I}$ to be “admissible” in the sense that there exists some $j \in L(\mathcal{I})$ such that $j_I = i_I$ (otherwise $(R^{(d)} \circ 1_{L(\mathcal{I})})_{i_{\mathcal{I}}} = 0$). For instance, if $d = 3$, $I = \{1, 2\}$ and $i_I = (1, 1)$, $\mathcal{I} = \{\{1, 2, 3\}\}$ is admissible but $\mathcal{I} = \{\{1\}, \{2, 3\}\}$ is not. Moreover, let $I$ be the vector with $I_{\beta} := |I_{\beta}|$ (which implies $|I| = d$).

For any $k \in I_{\nu}, \nu \leq D$ with $k > 1$, we define a $d$-tensor $S^{(d,k)}_{\mathcal{I}} = (s^{(d,k_1,\ldots,k_\nu)}_{i_{\mathcal{I}}})_{i_{\mathcal{I}}} \in [n]^d = (s^{(d,i_{\mathcal{I}})}_{i_{\mathcal{I}}})_{i_{\mathcal{I}}} \in [n]^d$ as follows:

$$
s^{(d)}_{i_{\mathcal{I}}} = 1_{E(\mathcal{I})} \sum_{m, k_{1}+k_{2}+\cdots+k_{m} \geq D} \sum_{k_{1}+\cdots+k_{m} = D} \left( \begin{array}{c} m \\ k_{1},k_{2},\ldots,k_{m} \end{array} \right) \prod_{j=1}^{m} E_{X,j_{\beta}} \prod_{j=1}^{m} E_{X,j_{\beta}}.
$$

Here, for $\beta \leq \nu$ we denote by $j_{\beta}$ the value of $i$ on the level set $I_{\beta}$. Clearly,

$$
R^{(d)} \circ 1_{L(\mathcal{I})} = \sum_{k \in I_{\nu}, \nu \leq D} \mu^{1_{E(\mathcal{I})}} \cdot \frac{k^{1_{E(\mathcal{I})}}}{k^{1_{E(\mathcal{I})}}} \cdot \frac{k^{1_{E(\mathcal{I})}}}{k^{1_{E(\mathcal{I})}}} \cdot \frac{k^{1_{E(\mathcal{I})}}}{k^{1_{E(\mathcal{I})}}} \cdot S^{(d,k)}_{\mathcal{I}}.
$$

Therefore, it remains to prove that there is a partition $\mathcal{K} \in P([k] \setminus I)$ with $|\mathcal{K}| \in \{|\mathcal{J}|, |\mathcal{J}| + 1\}$ such that

$$
\| (S^{(d,k)}_{\mathcal{I}})_{i_{\mathcal{I}}} \|_{\mathcal{J}} \lesssim \| (A_{\mathcal{K}})_{i_{\mathcal{I}}} \|_{\mathcal{K}}
$$

(3.9)
for any $i_r$. To this end, we introduce an auxiliary tensor which is given by an appropriate embedding of $S^{(d,k)}_{|\bar{I}|}$. Choose any partition $\bar{I} = \{I_1, \ldots, I_{r}\} \in P_{|\bar{I}|}$ with $|I_\beta| = k_\beta$ and $I_\beta \subset \bar{I}_\beta$ for all $\beta$. Embedding the $d$-tensor $S^{(d,k)}_{|\bar{I}|}$ into the space of $|k|$-tensors is done by defining a new tensor $\widetilde{S}^{(d,k)}_{|I|}$ given by

$$\widetilde{s}^{(d,k)}_i = s^{(d,k)}_{|\bar{I}|} \in L(I).$$

(3.10)

We now define the partition $K = \{K_1, \ldots, K_{\mu+1}\}$ as follows: for $j = 1, \ldots, \mu$, we add all elements of $J_j$ to $K_j$, so that it remains to assign the elements $r \in \{d+1, \ldots, |k|\}$ to the sets $K_j$. Since $\widetilde{I}$ is a partition of $|k|$, there is a unique $k \in \{1, \ldots, \nu\}$ such that $r \in \bar{I}_k$. Take the smallest element $t =: \pi(r)$ in $\bar{I}_k$ (since $I_k \subset \bar{I}_k$, we have $t \in \{d\}$). If $t \in I^c$, it follows that $t \in K_j$ for some set $K_j$ and we add $r$ to $K_j$. If $t \in I$, we assign $r$ to an "extra set" $K_{\mu+1}$. In particular, it may happen that $K_{\mu+1} = \emptyset$. In this case, we ignore $\beta = \mu + 1$ in the rest of the proof.

Figure 1: An illustration of the procedure of producing the partition $K$ for $d = 6$, $|k| = 8$, $I = \{2, 3\}$, $J = \{\{1\}, \{4\}, \{5, 6\}\}$ and $\bar{I} = \{\{1, 2, 5\}, \{3, 6, 8\}, \{4, 7\}\}$. In both figures we used shapes to encode the partitions under consideration. In the first step (left figure), we assign all elements of $J$ to $K$. In the second step (right figure) we use the partition $\bar{I}$ to assign the elements 7 and 8. Here, $\pi(7) = 4$ and $\pi(8) = 3$, so that 7 is added to $K_2$ (see the left figure) and 8 is added to $K_4$ as $3 \in I$.

First off, we claim

$$\|\langle S^{(d,k)}_{|\bar{I}|} \rangle_{I^c} \|_\mathcal{J} \leq \|\langle \widetilde{S}^{(d,k)}_{|I|} \rangle_{I^c} \|_K.$$  

(3.11)

To see (3.11), let $x = (x_\beta^{(\beta)})$ be such that $\max_{\beta=1,\ldots,\mu} \|x^{(\beta)}\|_2 \leq 1$. Based on this, we define vectors $y = (y_\beta^{(\mu)})_{\beta=1,\ldots,\mu+1}$ via

$$y_\beta^{(\mu)} = \begin{cases} x_\beta^{(\beta)} \prod_{r \not\in \beta \cap |d|} 1_{i_r = \pi(r)} & \beta = 1, \ldots, \mu \\ \prod_{r \in K_{\mu+1}} 1_{i_r = \pi(r)} & \beta = \mu + 1. \end{cases}$$

As $y^{(\mu+1)}$ only has a single non-zero element, it is easy to see that $\max_{\beta=1,\ldots,\mu+1} \|y^{(\beta)}\|_2 \leq 1$. Moreover, by the definition of the matrix $\widetilde{S}^{(d,k)}_{|I|}$ and the fact that if $i \in L(\bar{I})$, then for $r > d$, $i_r = \pi(r)$, which implies $y_\beta^{(\mu+1)} = x_\beta^{(\beta)}$ for $\beta \leq \mu$ as well as $y_\beta^{(\mu+1)} = 1$ we have

$$\langle S^{(d,k)}_{|\bar{I}|} \rangle_{I^c} \otimes x^{(\beta)} = \langle \widetilde{S}^{(d,k)}_{|I|} \rangle_{I^c} \otimes y^{(\beta)}.$$  

(3.12)

Hence, the supremum on the left hand side of (3.11) is taken over a subset of the unit ball with respect to $\max_{\beta=1,\ldots,\mu+1} \|x^{(\beta)}\|_2$.

Finally, it remains to prove

$$\|\langle \widetilde{S}^{(d,k)}_{|I|} \rangle_{I^c} \|_K \lesssim \|\langle A_{|I|} \rangle_{I^c} \|_K$$  

(3.13)

for any partition $K \in P(I^c)$. To see this, note that $i \in L(\bar{I})$ implies $\widetilde{s}^{(d,k)}_i = a_i^{(d,k)} \prod_{\beta=1}^{\mu+1} \E_x^{k_{\beta} - |I_\beta|}$. As a consequence,

$$\widetilde{S}^{(d,k)}_{|I|} = (A_{|I|} \circ 1_{L(\bar{I})}) \circ \otimes_{\beta=1}^{\mu+1} |I_\beta|,$$
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where the vectors $v_\beta$ are defined by $v_\beta = (E X_i^{k_x - \beta})_{i \leq n}$ if $\beta \in \{ \min I_1, \ldots, \min I_\nu \}$ and $v_\beta = (1, \ldots, 1)$, otherwise. In particular, recalling $M = 1$ we always have $\|v_\beta\|_\infty \lesssim 1$, and therefore, by Lemma 3.4 (5),

$$\|\hat{S}^k\|_\kappa \lesssim \|A_{k}\| \circ 1_{L(\bar{z})}\|_\kappa,$$

from where we easily arrive at (3.13) by applying Lemma 3.4 (4).

Combining (3.11) and (3.13) yields (3.9), which finishes the proof.

It remains to prove the corollary-type results presented in Section 1.

**Proof of Proposition 1.1 and Corollary 1.4.** Corollary 1.4 follows directly from Theorem 1.3 by calculating the derivatives. Moreover, Proposition 1.1 follows directly from Corollary 1.4 (2).

**Proof of Theorem 1.5.** First let $\alpha \in (0, 1]$ and consider the bound given by Theorem 1.3. Fix any $d = 1, \ldots, D$. Then, for any $I \subset [d]$, any $i_I$ and any $J \in P(I^\circ)$, we have

$$\| (E f^{(d)}(X))_{I,I} \|_{J} \leq \| (E f^{(d)}(X))_{I,I} \|_{HS} \leq \| E f^{(d)}(X) \|_{HS}$$

(using (1.6)) as well as

$$\frac{\alpha}{d} \leq \frac{2\alpha}{2|I| + \alpha|J|} \leq 2.$$

If $\|E f^{(d)}(X)\|_{HS} \geq 1$, this immediately yields the result. Otherwise, note that the tail bound given in Theorem 1.5 is trivial. (In fact, here one needs to ensure that $C_{D, \alpha}$ is sufficiently large, e.g. $C_{D, \alpha} \geq 1$. It is not hard to see that in general this condition will be satisfied anyway.)

To prove the result for $\alpha \in (1, 2]$, we need to modify the proof of Theorem 1.3. Here we only provide a sketch, since many of the arguments can be easily adapted. We continue working with symmetric Weibull variables with shape parameter $\alpha$. As Lemma 3.1 holds true for any $\alpha > 0$, the central task is to find a replacement for Lemma 3.2 (or more precisely, an upper bound on $\| (A, w^1 \otimes \ldots \otimes w^d) \|_p$). Here we begin with the case of $d = 1$. Using the notation from the lemma, we may deduce from [20, Theorem 1] that

$$\|\langle A, w \rangle\|_p \leq C(\|\langle A, w \rangle\|_1 + \|A\|_{N,p}),$$

where, writing $x_i = x_i, I(|x_i| \leq 1) + x_i, I(|x_i| > 1) = \tilde{x}_i + \hat{x}_i$,

$$\|A\|_{N,p} = \sup \left\{ \sum_{i=1}^{n} a_i x_i : \sum_{i=1}^{n} \min(x_i^2, |x_i|^\alpha) \leq p \right\}$$

$$\leq \|A\|_{2} \leq p^{1/2} + \|\hat{x}\|_2 \leq p^{1/\alpha}$$

$$\leq 2p^{1/\alpha} \|A\|_{2},$$

which together with $\|\langle A, w \rangle\|_1 \leq \|\langle A, w \rangle\|_2 \leq C_{\alpha} \|A\|_2$ leads to

$$\|\langle A, w \rangle\|_p \leq C_{\alpha} p^{1/\alpha} \|A\|_2 \tag{3.14}$$

for any $p \geq 1$. This may be iterated to arrive at

$$\|\langle A, w^1 \otimes \ldots \otimes w^d \rangle\|_p \leq C_{\alpha} d p^{d/\alpha} \|A\|_{HS} \tag{3.15}$$
for any $d$-tensor $A$ and any $p \geq 2$ with the same constant $C_\alpha$ as in (3.14). Indeed, assuming we have proven (3.15) up to order $d - 1$, we obtain that

$$
\left\| \sum_{i_1, \ldots, i_d} a_{i_1 \ldots i_d} X_1^{(1)} \cdots X_d^{(d)} \right\|_p^2 \leq C_\alpha^2 (d-1)^{2(d-1)/\alpha} \left\| \sum_{i_1, \ldots, i_d} \left( \sum_{i_{d+1} = 1}^n a_{i_1 \ldots i_d} X_d^{(d)} \right)^2 \right\|_p^{1/2}
$$

$$
= C_\alpha^2 (d-1)^{2(d-1)/\alpha} \left\| \sum_{i_1, \ldots, i_d} \left( \sum_{i_{d+1} = 1}^n a_{i_1 \ldots i_d} X_d^{(d)} \right)^2 \right\|_p^{1/2}
$$

$$
\leq C_\alpha^2 (d-1)^{2(d-1)/\alpha} \sum_{i_1, \ldots, i_d} \left\| \left( \sum_{i_{d+1} = 1}^n a_{i_1 \ldots i_d} X_d^{(d)} \right)^2 \right\|_p^{1/2}
$$

$$
= C_\alpha^2 (d-1)^{2(d-1)/\alpha} \sum_{i_1, \ldots, i_d} \left\| \sum_{i_{d+1} = 1}^n a_{i_1 \ldots i_d} X_d^{(d)} \right\|_p^2
$$

$$
\leq C_\alpha^2 d^{2d/\alpha} \sum_{i_1, \ldots, i_d} \left\| a_{i_1 \ldots i_d} \right\|_{\alpha}^2 = C_\alpha^2 d^{2d/\alpha} \| A \|_{HS}^2.
$$

Here we have used the assumption in the first step and (3.14) in the last inequality. This establishes (3.15). Following the proof of Theorem 1.3 using (3.15), the conclusion of Step 2 (in particular recalling the $d$-tensor $A_d$ introduced there) reads

$$
\| f(X) - E f(X) \|_p \lesssim \sum_{d=1}^D d^{d/\alpha} \| A_d \|_{HS}.
$$

The rest of the proof is easily adapted.

From here, the exponential moment bound follows by standard arguments, see for example [6, Proof of Theorem 1.1].

**A Properties of Orlicz quasinorms**

As mentioned in the introduction, the Orlicz norms (1.5) satisfy the triangle inequality only for $\alpha \geq 1$. However, for $\alpha \in (0, 1)$ it is still a quasinorm, which for many purposes is sufficient. We shall collect some elementary results on Orlicz quasinorms in this appendix. The first result is a Hölder-type inequality.

**Lemma A.1.** Let $X_1, \ldots, X_k$ be random variables such that $\| X_i \|_{\psi_{\alpha_i}} < \infty$ for some $\alpha_i > 0$ and let $t := (\sum_{i=1}^k \alpha_i^{-1})^{-1}$. Then $\| \prod_{i=1}^k X_i \|_{\psi_t} < \infty$ and

$$
\| \prod_{i=1}^k X_i \|_{\psi_t} \leq \prod_{i=1}^k \| X_i \|_{\psi_{\alpha_i}}.
$$

**Proof.** By homogeneity we can assume $\| X_i \|_{\psi_{\alpha_i}} = 1$ for all $i = 1, \ldots, k$. We will need the general form of Young’s inequality, i.e. for all $p_1, \ldots, p_k > 1$ satisfying $\sum_{i=1}^k p_i^{-1} = 1$ and any $x_1, \ldots, x_k \geq 0$ we have

$$
\prod_{i=1}^k x_i \leq \sum_{i=1}^k p_i^{-1} x_i^{p_i},
$$

which follows easily from the concavity of the logarithm. If we apply this to $p_i := \alpha_i t^{-1}$ and use the convexity of the exponential function, we obtain

$$
E \exp \left( \sum_{i=1}^k |X_i|^{p_i} \right) \leq E \exp \left( \sum_{i=1}^k p_i^{-1} |X_i|^{\alpha_i} \right) \leq \sum_{i=1}^k p_i^{-1} E \exp \left( \frac{|X_i|^{\alpha_i}}{2} \right) \leq 2.
$$

Consequently, we have $\| \prod_{i=1}^k X_i \|_{\psi_t} \leq 1$.\qed
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The random variables \( X_1, \ldots, X_k \) need not be independent, i.e. we can consider a random vector \( X = (X_1, \ldots, X_k) \) with marginals having \( \alpha \)-sub-exponential tails. The special case \( \alpha_i = \alpha \) for all \( i = 1, \ldots, k \) gives

\[
\left\| \prod_{i=1}^k X_i \right\|_{\psi_{\alpha/k}} \leq \prod_{j=1}^k \left\| X_i \right\|_{\psi_{\alpha}}.
\]

To state the other lemmas, for any \( \alpha > 0 \) define

\[
d_\alpha := (ae)^{-1/\alpha}/2 \quad \text{and} \quad D_\alpha := (2(\alpha \wedge 1)e)^{1/\alpha}. \tag{A.1}
\]

**Lemma A.2.** For any \( \alpha > 0 \) we have

\[
d_\alpha \sup_{p \geq 1} \frac{\|X\|_p}{p^{1/\alpha}} \leq \|X\|_{\psi_{\alpha}} \leq D_\alpha \sup_{p \geq 1} \frac{\|X\|_p}{p^{1/\alpha}}. \tag{A.2}
\]

For \( \alpha \geq 1 \), we obtain \( \alpha \)-independent lower and upper bounds on \( d_\alpha \) and \( D_\alpha \), i.e. \( d_\alpha \geq 1/2 \) and \( D_\alpha \leq 2e \), agreeing with the bounds proven in [5, Section 8]. In the proof below, we will closely follow the proof therein, but keep track of the \( \alpha \)-dependent constants.

**Proof.** We begin with the left inequality. By homogeneity, we assume \( \|X\|_{\psi_{\alpha}} = 1 \). First let us show that we have

\[
g(x) := (ae)^{-1/\alpha} e^{x^\alpha} - x \geq 0 \quad \text{for} \quad x \geq 0. \tag{A.3}
\]

Note that \( g \) is continuous on \([0, \infty)\) and differentiable on \((0, \infty)\) with \( g(0) > 0 \) and \( g(x) \to \infty \) as \( x \to \infty \). Therefore, it suffices to find the critical points. We can rewrite the condition \( g'(x) = 0 \) as \( e^{x^\alpha} y = y^{1/\alpha} \); \( (ae)^{-1/\alpha} \alpha^{-1}(ae)^{1/\alpha} \), setting \( y := x^\alpha \). From this representation it can be seen that there can be at most two points \( x_0 \) and \( x_1 \) satisfying this condition. One of these points is \( x_0 := \alpha^{-1/\alpha} \), and we have \( g(x_0) = 0 \). A short calculation shows that \( g''(x_0) = \alpha^{1/\alpha+1} > 0 \), so that \( x_0 \) is a global minimum, from which \( g \geq 0 \) follows.

Next, from this we can infer for all \( p \geq 1 \) and \( \alpha > 0 \)

\[
x^p \leq \left( \frac{p}{ae} \right)^{p/\alpha} e^{x^\alpha}.
\]

Indeed, by a transformation \( y = x^\alpha \) and the change \( \tilde{\alpha} = \frac{\alpha}{p} \) this is just an application of (A.3). Consequently, for any \( p \geq 1 \) we have

\[
\|X\|_p \leq \left( \frac{p}{ae} \right)^{p/\alpha} E \exp \left( |X|^\alpha \right) \leq 2 \left( \frac{p}{ae} \right)^{p/\alpha} \leq 2^p \left( \frac{p}{ae} \right)^{p/\alpha}. \tag{A.4}
\]

For the second inequality in (A.2), again assume that \( \sup_{p \geq 1} \frac{\|X\|_p}{p^{1/\alpha}} = 1 \). First, we consider the case of \( \alpha < 1 \) and extend the supremum to \( p \in [\alpha, \infty) \) as follows. For any \( p \in [\alpha, 1] \) we have

\[
\frac{\|X\|_p}{p^{1/\alpha}} \leq \frac{\|X\|_1}{p^{1/\alpha}} \leq \frac{1}{p^{1/\alpha}} \leq \sup_{p \geq \alpha} \frac{\|X\|_p}{p^{1/\alpha}} \leq \frac{1}{\alpha^{1/\alpha}}. \tag{A.5}
\]

Now, by Taylor’s expansion and using the inequality \( n^n \leq e^n n! \) gives

\[
E \exp \left( \frac{|X|^\alpha}{t^\alpha} \right) = 1 + \sum_{n=1}^{\infty} E \frac{|X|^{\alpha n}}{n! t^{\alpha n}} \leq 1 + \sum_{n=1}^{\infty} \frac{n^n}{n! t^{\alpha n}} \leq 1 + \sum_{n=1}^{\infty} \left( \frac{e}{t} \right)^n = \frac{1}{1 - e^{t-\alpha}}.
\]

For \( t = (2e)^{1/\alpha} \) this is less or equal to 2, proving the assertion. These arguments can easily be adapted to the case of \( \alpha \geq 1 \).
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**Lemma A.3.** For any $\alpha > 0$ and any random variables $X, Y$ we have

\[
\|X + Y\|_{\psi_{\alpha}} \leq K_{\alpha} \left( \|X\|_{\psi_{\alpha}} + \|Y\|_{\psi_{\alpha}} \right), \tag{A.4}
\]

\[
\|E X\|_{\psi_{\alpha}} \leq \frac{1}{d_{\alpha}(\log 2)^{1/\alpha}} \|X\|_{\psi_{\alpha}}, \tag{A.5}
\]

\[
\|X - E X\|_{\psi_{\alpha}} \leq K_{\alpha} \left( 1 + (d_{\alpha} \log 2)^{-1/\alpha} \right) \|X\|_{\psi_{\alpha}}, \tag{A.6}
\]

where $K_{\alpha} := 2^{1/\alpha}$ if $\alpha \in (0, 1)$ and $K_{\alpha} = 1$ if $\alpha \geq 1$.

**Proof.** First assume $\alpha \in (0, 1)$, let $K := \|X\|_{\psi_{\alpha}}$ and $L := \|Y\|_{\psi_{\alpha}}$ and define $t := 2^{1/\alpha}(K + L)$. We have

\[
E \exp \left( \frac{|X + Y|^\alpha}{t^\alpha} \right) \leq E \exp \left( \frac{(|X| + |Y|)^\alpha}{t^\alpha} \right) \leq E \exp \left( \frac{|X|^\alpha + |Y|^\alpha}{2(K + L)^\alpha} \right)
\]

\[
\leq E \exp \left( \frac{|X|^\alpha}{2K^\alpha} \right) \exp \left( \frac{|Y|^\alpha}{2L^\alpha} \right)
\]

\[
\leq \frac{1}{2} E \exp \left( \frac{|X|^\alpha}{K^\alpha} \right) + \frac{1}{2} E \exp \left( \frac{|Y|^\alpha}{L^\alpha} \right) \leq 2.
\]

Here, the second step follows from the inequality $(x + y)^\alpha \leq x^\alpha + y^\alpha$ valid for all $x, y \geq 0$ and $\alpha \in [0, 1]$, and the fourth one is an application of Young’s inequality $ab \leq a^2/2 + b^2/2$ for all positive $a, b$.

For $\alpha \geq 1$ it is easy to see that $\psi(x) = \exp(x^\alpha) - 1$ satisfies $\psi(0) = 0$, is convex and non-decreasing on $[0, \infty)$. As a consequence, for $K := \|X\|_{\psi_{\alpha}}$ and $L := \|Y\|_{\psi_{\alpha}}$, we have

\[
\psi \left( \frac{|X + Y|}{K + L} \right) \leq \psi \left( \frac{|X| + |Y|}{K + L} \right) \leq \frac{K}{K + L} \psi \left( \frac{|X|}{K} \right) + \frac{L}{K + L} \psi \left( \frac{|Y|}{L} \right),
\]

and it remains to integrate this with respect to $\psi$.

To see (A.5), assuming $\|X\|_{\psi_{\alpha}} < \infty$, an application of Lemma A.2 gives

\[
\|E X\|_{\psi_{\alpha}} = \left\| \frac{|E X|}{(\log 2)^{1/\alpha}} \right\| \leq \frac{\|X\|_{\psi_{\alpha}}}{(\log 2)^{1/\alpha}} \leq \frac{1}{d_{\alpha}(\log 2)^{1/\alpha}} \|X\|_{\psi_{\alpha}}.
\]

From here, (A.6) follows readily. 

\[ \square \]
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