Sentiment Analysis for Zoning System Admission Policy Using Support Vector Machine and Naïve Bayes Methods
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Abstract. Indonesia have low quality of education. According Trend International Mathematics and Science Study, Indonesian student’s mathematical literacy is ranked 36 from 49 countries. For Science literacy, Indonesia is ranked 35 from 49 countries. To increase quality of education in Indonesia, Indonesia’s government make a new policy for new student admission called zoning system. Zoning system is a new student admission according distance from house to school. Zoning system is new policy in Indonesia and there are still many pros and cons of the zoning system. Sentiment analysis is used to know whether Indonesia’s people agree or disagree about zoning system policy. In this study, we use supervised statistical learning methods that are Support Vector Machine (SVM) and Naïve Bayes for sentiment analysis of zoning system admission policy. The results show that Indonesia’s people tend to disagree with the zoning system admission policy because negative opinion is greater than positive opinion. Furthermore, accuracy rates of SVM and Naïve Bayes are 92.93% and 79.86% respectively. So, SVM is better than Naïve Bayes for sentiment analysis of zoning system admission policy.

1. Introduction

Human resources with good quality is important element to improve the quality of the country. Education is needed to improve quality if human resources. Education is systematic process to improve holistic human dignity [1]. The purpose of education is to preparing children for life. Therefore, education is a tool to develop the potential of each individual [2]. Nowadays, Indonesia have bad quality of education. It can be seen from study result of Trends International Mathematics and Science Study which shows student in Indonesia do not have achievement. Based on that study, mathematic literacy Indonesian student is ranked 36 from 49 countries with score 405 and still below the international average score. Furthermore, Science literacy of Indonesian student in rank 35 from 49 countries with score 433 and still below the international average score. The results obtained are worse than Egyptian student which in rank 35 [3].

To improve quality of education in Indonesia, Indonesia’s government make a new policy called zoning system admission policy. Zoning system admission policy is student admission policy according distance between school and house [4]. The purpose of zoning system admission is to create equitable quality of education where student who have many achievements not gathered in favorite school [5]. Furthermore, zoning system admission can eliminate favorite school terms [6]. Zoning system admission policy is new policy in Indonesia and many people talk about this policy. There are Indonesian people who agree with zoning system and there are Indonesian people who disagree with zoning system admission policy. To know whether Indonesian people agree or disagree with zoning
system admission policy, we can use sentiment analysis. Sentiment analysis is field of study which analyze opinion, sentiment, assessment, evaluation, attitude, and emotion of someone related to a topic, public service, individual, organization, or some activity [7]. We need text mining for sentiment analysis that used text data from twitter. Text mining is the process of extracting information from unstructured data text [8]. Based on text mining, information about zoning system admission policy from twitter can be obtained.

For classifying data, we can use statistical learning that is a fundamental ingredient in the training of a modern data scientist. The statistical learning can be classified as supervised or unsupervised learnings. The supervised statistical learning builds a statistical model for predicting, or estimating, an output based on one or more inputs. The unsupervised statistical learning where there are inputs but no supervising output. Related to the supervised statistical learning for classifying medical data, [9] improved classification accuracy of cyst and tumor using local polynomial estimator, [10] identified Glaucoma on fundus retinal images using statistical modelling approach, [11] classified Choroidal Neovascularization on fundus retinal images by using Local Linear Estimator and [12] classified Lung Tumor on Human Chest X-Ray using statistical modelling approach. Based on [9-12] results, their accuracy rates by using statistical modelling approaches is higher than mathematical computation approaches. The other methods in supervised statistical learning are Support Vector Machine (SVM) and Naïve Bayes. Previous research [13] shown that by using SVM and Naïve Bayes method for classifying positive or negative sentiment analysis of political discourse in media social has accuracy rate 90.50% and 59.98%, respectively. It means that SVM method is better than Naïve Bayes method for classifying positive or negative sentiment of political discourse in media social.

Based on description above, in this research, we use SVM and Naïve Bayes methods to analyze opinion Indonesian people about zoning system admission from twitter. With sentiment analysis in zoning system admission policy can be known whether Indonesian people agree or disagree with zoning system admission policy. Furthermore, we compare between SVM and Naïve Bayes methods based on accuracy rate of classifying positive or negative sentiment for zoning system admission policy.

2. Literature Review

2.1. K fold Cross Validation
K fold cross validation is method where data is randomly divided into k parts then do training on classifier using some part and do testing using another parts. The usual number of k is 10 and it called 10-fold cross validation. In 10-fold cross validation, data divided into 10 parts \((S_1, S_2, ..., S_{10})\). In first iteration, training is done using \(S_1\) until \(S_9\) classifier result from training then tested using \(S_{10}\). In second iteration, training is done using \(S_1\) until \(S_9\) and \(S_{10}\), classifier result from training then tested using \(S_{10}\). Illustration of this method can be explained in figure 1:

![Figure 1. Illustration of 10-fold cross validation](image-url)
Final accuracy of classifier is average from $k$ process [14].

2.2. Support Vector Machine

Support Vector Machine (SVM) is non probabilistic binary linear classifier. SVM is used to analyze vector data based on word to determine hyperplane [15]. The best hyperplane can be determined with measure margin of hyperplane and find maximum point. Margin is distance between hyperplane with closest pattern from each class. The closest pattern is called support vector [16]. Illustration of hyperplane margins in 2-dimension room can be explained in figure 2:

![Figure 2. Illustration of Hyperplane Margin](image)

In two linearly separated class category, hyperplane with bigger room is better than with hyperplane which too closest with one of category or with both category class. Criteria for determining the decision area in SVM are determined through maximum distance from a point to the hyperplane [17]. Separation vector which have two different classes in some $m$ documents can be formulated as follows:

\[
(y_1, x_1), \ldots, (y_m, x_m), x \in R^n, y \in [-1 + 1]
\]  

With definition of hyperplane is:

\[
(w, x) + b = 0
\]  

$w$ is weighting vector with $w = \{w_1, w_2, w_3, \ldots, w_n\}$. $n$ is number of attributes, $x$ is input dataset which used as attribute, and $b$ is scalar for additional weighting. If two delimiters field represented on inequality, so that obtained equation as follows:

\[
y_i[(w, x_i) + b] - 1 \geq 0
\]  

Distance between each hyperplane according formula of distance line to center point is:

\[
\frac{2}{||w||}
\]  

This distance is maximized with still fulfilling equation (2). Maximized $\frac{1}{||w||}$ is same with minimize $||w||^2$. Furthermore, searching best hyperplane with biggest margin can be formulated into constrain optimization as follow:

\[
\min \frac{1}{2} ||w||^2
\]  

which $y_i[(w, x_i) + b] - 1 \geq 0$ and limitation function as follow:

\[
\sum_{i=1}^{m} a_i[y_i(w, x + b) - 1]
\]
The problem can be solved easily use Lagrange multiplier method. Equation (6) can be transformed into form of Lagrange multiplier function as follow:

\[
L(w, b, a) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{m} a_i [w \cdot x_i + b] y_i - 1
\]

(7)

With \(a_i \geq 0\) is lagrange coefficient. Based on equation (2) obtained equation as follow:

\[
L(w, b, a) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{m} a_i [w \cdot x_i + b] y_i - 1 + \sum_{i=1}^{m} a_i
\]

(8)

To calculate value of Lagrange coefficient, need to calculate L optimum with minimize \(L\) w and b. That value obtains with calculate partial derivative L to \(w\) and \(b\). so that obtain equation as follow:

\[
\min \left( \frac{\partial}{\partial w} L(w, b, a) = 0 \right) \Rightarrow \sum_{i=1}^{m} a_i x_i y_i = 0
\]

(9)

Substitute equation (9) into equation (8) and obtained equation as follow:

\[
L(\alpha) = \sum_{i=1}^{m} a_i - \frac{1}{2} \sum_{i=1}^{m} a_i a_j y_i y_j (x_i \cdot x_j)
\]

(10)

Best hyperplane can be formulated as follow:

\[
\max (L(\alpha)) = \sum_{i=1}^{m} a_i - \frac{1}{2} \sum_{i=1}^{m} a_i a_j y_i y_j (x_i \cdot x_j)
\]

(11)

With constraint function \(\sum_{i=1}^{m} a_i y_i = 0\) and \(a_i \geq 0\) for \(i = 1, 2, \ldots, m\) equation (11) became:

\[
\hat{w} = \sum_{i=1}^{m} \hat{a}_i x_i y_i
\]

(12)

Furthermore, [18] obtain value of \(b\) as follow:

\[
\hat{b} = -\frac{1}{2} \hat{w} \cdot [x_r + x_s]
\]

(13)

where \(x_r\) and \(x_s\) are support vectors that fulfil each class, for \(\hat{a}_r, \hat{a}_s > 0, y_r = 1, y_s = -1\). Decision function obtained based on equation (12) and (13) is:

\[
f(x) = \text{sign}(\hat{w} \cdot x + \hat{b})
\]

(14)

2.3. Naive Bayes

Naïve Bayes is classification method based on probability. This method calculates a set of probabilities with add up the frequency and value combination from dataset. This method using Bayes theorem and assume all independent attribute [14].

More concrete if assume have document \(D = \{d_1 | i = 1, 2, \ldots, n_d\} = \{d_1, d_2, \ldots, d_{n_d}\}\) and categories \(V = \{v_l | i = 1, 2, \ldots, n_v\} = \{v_1, v_2, \ldots, v_{n_v}\}\). Naive Bayes done by find probabilities \(P(V = v_j | D = d_i)\), is probabilities of categories \(v_j\) if known document \(d_i\). The document \(d_i\) seen as tuple from word in document, that is \(A = \{a_k | k = 1, 2, \ldots, n\} = \{a_1, a_2, \ldots, a_n\}\) which frequency of emergence assume as random variable with multinomial distribution [19].

Determining the best category is based on high posterior probability or called maximum a posteriori (MAP) value which is calculated from the following optimization:

\[
V_{\text{MAP}} = \arg \max_{v_j \in V} P(v_j | a_1, a_2, \ldots, a_n)
\]

(15)

Bayes theorem states about the conditional probability that:
By applying Bayes theorem concept, we can write equation (16) as follows:

\[ P(B|A) = \frac{P(A|B)P(B)}{P(A)} \]  

\[ (16) \]

\[ V_{MAP} = \max_{v_j \in V} \frac{P(a_1, a_2, ..., a_n|v_j)P(v_j)}{P(a_1, a_2, ..., a_n)} \]  

\[ (17) \]

Because value of \( P(a_1, a_2, ..., a_n) \) to all \( v_j \) is same, so its value can be ignored and equation (17) can be written as follows:

\[ V_{MAP} = \max_{v_j \in V} P(a_1, a_2, ..., a_n|v_j)P(v_j) \]  

\[ (18) \]

With assume that each word in \( \{a_1, a_2, ..., a_n\} \) is independent, so that \( P(v_j|a_1, a_2, ..., a_n)P(v_j) \) in equation (19) can be written as follows:

\[ P(a_1, a_2, ..., a_n|v_j) = \prod_i P(a_i|v_j) \]  

\[ (19) \]

So that equation (18) can be written:

\[ V_{MAP} = \max_{v_j \in V} P(v_j) \prod_i P(a_i|v_j) \]  

\[ (20) \]

Value of \( P(v_j) \) is approach with :

\[ P(v_j) = \frac{N_{v_j}}{N} \]  

\[ (21) \]

With \( N_{v_j} \) is the number of documents which have \( j \) category in training. Furthermore, \( N \) is the number of document which used for training.

According [20], term does not always appear in one of category when classification so the value \( P(a_k|v_j) \) result is 0. To solve that problem, used add-one smoothing or Laplace smoothing, that is adding term frequency as much as 1. So that calculation \( P(a_k|v_j) \) became:

\[ P(a_k|v_j) = \frac{N_{jk} + 1}{N_j + B} \]  

\[ (22) \]

With \( N_{jk} \) is frequency of occurrence of \( a_k \) in document which category \( v_j \). Furthermore, value of \( N_j \) is the total number of all word in document with category \( v_j \), and \( B \) is many variation word in training.

**2.4. Performance Evaluation**

Performance evaluation is method to know accuracy rate from classification. Below is calculation method used to performance evaluation:

**2.4.1. Apparent Error Rate**

Apparent Error Rate (APPER) is a method to see the probability of error in classifying object. Calculation of APPER based on result of classification which has been summarized into clarification table. Below is clarification table for 2 categories:

| Observation | Prediction | Category 1 | Category 2 | Total |
|-------------|------------|------------|------------|-------|
| Category 1  |            | \( n_{11} \) | \( n_{12} \) | \( n_{11} + n_{12} \) |
| Category 2  | \( n_{21} \) | \( n_{22} \) | \( n_{21} + n_{22} \) |
| Total       | \( n_{11} + n_{21} \) | \( n_{12} + n_{22} \) | \( n_{11} + n_{12} + n_{21} + n_{22} \) |
According Table 1, error in classification can be calculated with using APPER [21] which is defined as follow:

\[
APPER = \frac{n_{22} + n_{21}}{n_{11} + n_{12} + n_{21} + n_{22}} \times 100\% \quad (23)
\]

Formula to see the chance of accuracy in classification can be written as follow:

\[
Accuracy\ of\ classification = 100\% - APPER \quad (24)
\]

The accuracy of classification value in Eq. (24) show result of evaluation to measure accuracy rate of classification.

3. Research Method

3.1. Data Resources

Data used for this study is tweet about zoning system admission policy with keyword “zonasi”. Retrieval of tweets using website crawling with Application Program Interface (API) which has been already provided by Twitter. Tweet about zoning system admission policy around 1000 tweet. Tweet that obtained are cleared from ethnic and racial issues. The amount of tweet after cleared from ethnic and racial issues is 440 tweets. The period of tweets taken from July 2019 until September 2019.

3.2. Research Variables

Research variable divided into predictor variable and response variable. Predictor variable is text data about zoning system admission policy. Furthermore, response variable is sentiment classification (positive or negative). Text data about zoning system admission divided into training data and testing data using method in section 2.1.

3.3. Data Analysis Procedure

The procedure to sentiment analysis about zoning system admission policy using SVM and Naïve Bayes is given as follow:

1. Get tweets about zoning system admission policy from twitter with period of tweet July 2019 until September 2019.
2. Cleaning the text data from hashtag (#), url, emoticon, number, symbol, slang words, and stop words.
3. Labelling text data with negative or positive manually.
4. Divided text data that has been cleaned into training data and testing data using k fold cross validation in section 2.1 which number of k is 10.
5. Classifying training data using SVM and Naïve Bayes method in section 2.2 and section 2.3 based on negative or positive sentiment.
6. Testing the result of classification from training data in testing data
7. Calculating accuracy of classification by using equation (24)

4. Results and Discussion

The text data is tweet about zoning system admission policy from twitter with period July 2019 until September 2019. The amount of text data obtained is 440 tweets. After get text data, text data cleaned from hashtag (#), url, emoticon, number, symbol, slang word, and stop word to get key word about negative and positive tweets. The text data that has been cleaned, Text data is given a negative or positive label according keyword that has been obtained by manually. The text data is divided into 10 part and text data divided into data training and data testing based on Fig.1. The text data is classified using SVM and Naïve Bayes for 10 iterations. Each iteration is calculated accuracy of classification using equation 24 and calculated average of accuracy for determine accuracy of classification method.
The results of sentiment analysis for zoning system admission policy by using SVM method can be seen in Table 2.

Table 2. Result of Sentiment Analysis Using SVM

| Iteration | Accuracy | Category Majority | Total Accuracy |
|-----------|----------|-------------------|---------------|
|           | Training | Testing          |               |
| Iteration 1 | 95.71% | 77.27% | Negative | 93.86% |
| Iteration 2 | 95.71% | 63.64% | Negative | 92.5% |
| Iteration 3 | 95.45% | 70.45% | Negative | 92.95% |
| Iteration 4 | 95.45% | 59.09% | Negative | 91.82% |
| Iteration 5 | 95.71% | 63.64% | Negative | 92.5% |
| Iteration 6 | 96.21% | 63.64% | Negative | 92.95% |
| Iteration 7 | 96.21% | 75% | Negative | 93.64% |
| Iteration 8 | 95.45% | 70.45% | Negative | 92.95% |
| Iteration 9 | 95.71% | 72.73% | Negative | 93.41% |
| Iteration 10 | 95.71% | 65.91% | Negative | 92.79% |

Average Accuracy 92.93%

Table 2 shown that category majority for zoning system admission using SVM is negative. It means the majority of Indonesian people who use Twitter have bad opinion about zoning system admission policy. The average accuracy rate of sentiment analysis using SVM for zoning system admission policy is 92.93%. It shown that sentiment analysis using SVM for zoning system admission policy can classify text data precisely as much 409 text data.

Below the result table of sentiment analysis for zoning system admission policy using Naïve Bayes method:

Table 3. Result of Sentiment Analysis Using Naïve Bayes

| Iteration | Accuracy | Category Majority | Total Accuracy |
|-----------|----------|-------------------|---------------|
|           | Training | Testing          |               |
| Iteration 1 | 81.57% | 77.27% | Negative | 81.14% |
| Iteration 2 | 82.07% | 61.36% | Negative | 80.00% |
| Iteration 3 | 81.57% | 63.64% | Negative | 79.77% |
| Iteration 4 | 81.57% | 58.14% | Negative | 79.09% |
| Iteration 5 | 80.56% | 63.64% | Negative | 78.86% |
| Iteration 6 | 81.82% | 61.36% | Negative | 79.77% |
| Iteration 7 | 80.30% | 75% | Negative | 79.77% |
| Iteration 8 | 81.57% | 75% | Negative | 80.91% |
| Iteration 9 | 81.82% | 71.11% | Negative | 80.91% |
| Iteration 10 | 80.56% | 59.09% | Negative | 78.41% |

Average Accuracy 79.86%

Table 3 shown that category majority for zoning system admission using Naïve Bayes is negative. It means the majority of Indonesian people who use Twitter have bad opinion about zoning system admission policy. The average accuracy rate of sentiment analysis using Naïve Bayes for zoning system admission policy is 79.86%. It shown that sentiment analysis using Naïve Bayes for zoning system admission can classify text data precisely as much as 351 text data.

5. Conclusion
Based on both methods, majority classification for zoning system admission policy is negative. It means majority of Indonesian people who use Twitter have bad opinion and tend to disagree with zoning system admission policy for improve quality of education in Indonesia. The average of
accuracy rates for SVM and Naïve Bayes are 92.93% and 79.86%, respectively. It means that the analysis sentiment for zoning system admission policy by using SVM is better than Naïve Bayes.
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