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Abstract
The Berger-Wang formula establishes equality between the joint and generalized spectral radii of a set of matrices. For matrix products whose multipliers are applied not arbitrarily but in accordance with some Markovian law, there are also known analogs of the joint and generalized spectral radii. However, the known proofs of the Berger-Wang formula hardly can be directly applied in the case of Markovian products of matrices since they essentially rely on the arbitrariness of appearance of different matrices in the related matrix products. Nevertheless, as has been shown by X. Dai [1] the Berger-Wang formula is valid for the case of Markovian analogs of the joint and the generalized spectral radii too, although the proof in this case heavily exploits the more involved techniques of multiplicative ergodic theory. In the paper we propose a matrix theory construction allowing to deduce the Markovian analog of the Berger-Wang formula from the classical Berger-Wang formula.
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1. Introduction

Let \( K = \mathbb{R}, \mathbb{C} \) be the field of real or complex numbers, and \( \mathcal{A} = \{A_1, A_2, \ldots, A_N\} \) be a finite set of \((d \times d)\)-matrices with the elements from \( K \). Given a sub-multiplicative norm\(^1\) \( \|\cdot\| \) on \( \mathbb{K}^{d \times d} \), the limit

\[
\rho(\mathcal{A}) := \limsup_{n \to \infty} \rho_n(\mathcal{A}) = \lim_{n \to \infty} \rho_n(\mathcal{A}) = \inf_{n \geq 1} \rho_n(\mathcal{A}),
\]

(1)
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\(^1\)A norm \( \|\cdot\| \) on a space of linear operators is called sub-multiplicative if \( \|AB\| \leq \|A\| \cdot \|B\| \) for any operators \( A \) and \( B \).
where

\[ \rho_n(\mathcal{A}) := \sup \left\{ \|A_{i_n} \cdots A_{i_1}\|^{1/n} : \ i_j \in \{1, 2, \ldots, N\} \right\}, \]

is called the joint spectral radius of the set of matrices \(\mathcal{A}\) [2]. This limit always exists and does not depend on the norm \(\| \cdot \|\). If \(\mathcal{A}\) is a singleton set then (1) turns into the known Gelfand formula for the spectral radius of a linear operator. By this reason sometimes (1) is called the generalized Gelfand formula [3].

The generalized spectral radius of the set of matrices \(\mathcal{A}\) is the quantity defined by a similar to (1) formula in which instead of the norm is taken the spectral radius \(\hat{\rho}(\cdot)\) of the corresponding matrices [4, 5]:

\[ \hat{\rho}(\mathcal{A}) := \lim_{n \to \infty} \sup \hat{\rho}_n(\mathcal{A}) = \sup_{n \geq 1} \hat{\rho}_n(\mathcal{A}), \tag{2} \]

where

\[ \hat{\rho}_n(\mathcal{A}) := \sup \left\{ \rho(A_{i_n} \cdots A_{i_1})^{1/n} : \ i_j \in \{1, 2, \ldots, N\} \right\}. \]

As has been noted by M. Berger and Y. Wang [6] the quantities \(\rho(\mathcal{A})\) and \(\hat{\rho}(\mathcal{A})\) for bounded sets of matrices \(\mathcal{A}\) in fact coincide with each other:

\[ \hat{\rho}(\mathcal{A}) = \rho(\mathcal{A}). \tag{3} \]

This fundamental formula has numerous applications in the theory of joint/generalized spectral radius. In particular, it implies the continuous dependence of the joint/generalized spectral radius on the set of matrices \(\mathcal{A}\). Another important consequence of the Berger-Wang formula (3) is the fact that the quantities \(\hat{\rho}_n(\mathcal{A})\) and \(\rho_n(\mathcal{A})\), for any \(n\), form the lower and upper bounds respectively for the joint/generalized spectral radius of the set of matrices \(\mathcal{A}\):

\[ \hat{\rho}_n(\mathcal{A}) \leq \hat{\rho}(\mathcal{A}) = \rho(\mathcal{A}) \leq \rho_n(\mathcal{A}), \tag{4} \]

which may serve as the basis for estimating the accuracy of computation of the joint/generalized spectral radius.

The characteristic feature of the definitions (1) and (2) is that the matrix products \(A_{i_n} \cdots A_{i_1}\) in them correspond to all the possible sequences of indices \((i_1, \ldots, i_n)\). Much more complicated is the situation when the matrix products \(A_{i_n} \cdots A_{i_1}\) in formulae (1) and (2) are subjected to some additional restrictions, for example, some combinations of matrices in them are forbidden. Let us describe in more details a situation of the kind.

Given an \((N \times N)\)-matrix \(\Omega = (\omega_{ij})\) with the elements from the binary set \(\{0, 1\}\) then the finite sequence \((i_1, \ldots, i_n)\) taking the values in \(\{1, 2, \ldots, N\}\) will be called \(\Omega\)-admissible if \(\omega_{i_j, i_{j+1}} = 1\) for all \(1 \leq j \leq n - 1\) and there exists \(i_* \in \{1, 2, \ldots, N\}\) such that \(\omega_{i_* i_n} = 1\). Denote by \(W_{N,\Omega}\) the set of all \(\Omega\)-admissible sequences \((i_1, \ldots, i_n)\). The matrix products \(A_{i_n} \cdots A_{i_1}\) corresponding to the \(\Omega\)-admissible sequences \((i_1, \ldots, i_n)\) will be called Markovian since the products of matrices of the kind arise naturally in the theory of matrix cocycles over the topological Markov chains, see, e.g., [7, 8].
Now, define analogs of formulae (1) and (2) for the $\Omega$-admissible products of matrices. The limit

$$\rho(\mathcal{A}, \Omega) := \limsup_{n \to \infty} \rho_n(\mathcal{A}, \Omega),$$

(5)

where

$$\rho_n(\mathcal{A}, \Omega) := \sup \left\{ \|A_{i_n} \cdots A_{i_1}\|^{1/n} : (i_1, \ldots, i_n) \in W_{N,\Omega} \right\},$$

will be called the Markovian joint spectral radius of the set of matrices $\mathcal{A}$ defined by the matrix of admissible transitions $\Omega$. If, for some $n$, the set of all $\Omega$-admissible sequences $(i_1, \ldots, i_n)$ is empty then put $\rho_n(\mathcal{A}, \Omega) = 0$. In this case for each $k \geq n$ the sets of all $\Omega$-admissible sequences $(i_1, \ldots, i_k)$ will be also empty, and hence $\rho(\mathcal{A}, \Omega) = 0$. The question whether there exist arbitrarily long $\Omega$-admissible sequences can be resolved in a finite number of steps. In particular, the set $W_{N,\Omega}$ has arbitrarily long sequences if each column of the matrix $\Omega$ contains at least one nonzero element.

The limit (5) always exists and does not depend on the norm $\| \cdot \|$. To justify this, let us note that the quantity $\rho_n^{*}(\mathcal{A}, \Omega)$ is sub-multiplicative in $n$. Then, like in the case of formula (1), by the Fekete Lemma [9] (see also [10, Ch. 3, Sect. 1]) there exist $\lim_{n \to \infty} \rho_n(\mathcal{A}, \Omega)$ and $\inf_{n \geq 1} \rho_n(\mathcal{A}, \Omega)$, and both of them are equal to the limit (5):

$$\rho(\mathcal{A}, \Omega) := \lim_{n \to \infty} \rho_n(\mathcal{A}, \Omega) = \lim_{n \to \infty} \rho_n(\mathcal{A}, \Omega) = \inf_{n \geq 1} \rho_n(\mathcal{A}, \Omega).$$

The quantity

$$\hat{\rho}(\mathcal{A}, \Omega) := \limsup_{n \to \infty} \hat{\rho}_n(\mathcal{A}, \Omega),$$

(6)

where

$$\hat{\rho}_n(\mathcal{A}, \Omega) := \sup \left\{ (A_{i_n} \cdots A_{i_1})^{1/n} : (i_1, \ldots, i_n) \in W_{N,\Omega} \right\},$$

will be called the Markovian generalized spectral radius of the set of matrices $\mathcal{A}$ defined by the matrix of admissible transitions $\Omega$. Here again we put $\hat{\rho}_n(\mathcal{A}, \Omega) = 0$ if the set of $\Omega$-admissible sequences of indices $(i_1, \ldots, i_n)$ is empty. Like in the case of formula (2), the limit (6) coincides with $\sup_{n \geq 1} \hat{\rho}_n(\mathcal{A}, \Omega)$.

For the Markovian products of matrices there are valid the inequalities

$$\hat{\rho}(\mathcal{A}, \Omega) \leq \hat{\rho}(\mathcal{A}, \Omega) \leq \rho(\mathcal{A}, \Omega) \leq \rho_n(\mathcal{A}, \Omega),$$

(7)

similar to (4). However the question whether there is valid the equality

$$\hat{\rho}(\mathcal{A}, \Omega) = \rho(\mathcal{A}, \Omega),$$

(8)

similar to the Berger-Wang equality (3), becomes more complicated. The reason is that the known proofs [3, 6, 11–13] of the classical Berger-Wang formula (3) essentially use the fact that different matrices in the related matrix products can be multiplied in an arbitrary order. Impossibility to multiply matrices in an arbitrary order, in the Markovian case, requires to develop a different approach. The arising difficulties have
been overcome by X. Dai in [1] by using the techniques of the multiplicative ergodic theory. To formulate the related assertion we need some auxiliary definitions.

An $\Omega$-admissible finite sequence $(i_1, \ldots, i_n)$ will be referred to as periodically extendable if $\omega_{i_1} \cdots \omega_{i_n} = 1$. In general, not every $\Omega$-admissible finite sequence can be periodically extended. However, if there are arbitrarily long $\Omega$-admissible sequences then there exist also arbitrarily long $\Omega$-admissible periodically extendable sequences. The set of all $\Omega$-admissible periodically extendable sequences will be denoted by $W^{(\text{per})}_{N,\Omega}$.

Define the quantity
\[
\hat{\rho}^{(\text{per})}_n(A, \Omega) := \sup \left\{ \rho(A_{i_1} \cdots A_{i_n})^{1/n} : (i_1, \ldots, i_n) \in W^{(\text{per})}_{N,\Omega} \right\},
\]
and set\(^2\)
\[
\hat{\rho}^{(\text{per})}(A, \Omega) := \limsup_{n \to \infty} \hat{\rho}^{(\text{per})}_n(A, \Omega).
\]

Dai’s Theorem [1]. $\hat{\rho}^{(\text{per})}(A, \Omega) = \rho(A, \Omega)$.

Since $W^{(\text{per})}_{N,\Omega} \subseteq W_{N,\Omega}$ then $\hat{\rho}^{(\text{per})}_n(A, \Omega) \leq \hat{\rho}_n(A, \Omega)$ for each $n \geq 1$, and therefore $\hat{\rho}^{(\text{per})}(A, \Omega) \leq \hat{\rho}(A, \Omega)$. This last inequality together with (7) by Dai’s Theorem then implies the Markovian analog (8) of the Berger-Wang formula (3).

The goal of the paper is to propose a matrix theory approach, called for brevity in the next section the “$\Omega$-lift of the set of matrices $\mathcal{A}$”, which will allow to reduce consideration of the Markovian products of matrices to consideration of arbitrary (all possible) products of some auxiliary matrices. Thereby we will be able deduce the Markovian analog of the Berger-Wang formula from the classical Berger-Wang formula.

2. $\Omega$-lift of the set of matrices $\mathcal{A}$

Recall that $\mathcal{A} = \{A_1, A_2, \ldots, A_N\}$ is a finite set of $(d \times d)$-matrices with the elements from the field $\mathbb{K} = \mathbb{R}, \mathbb{C}$ of real or complex numbers, and $\Omega = (\omega_{ij})$ is an $(N \times N)$-matrix with the elements 0 or 1 which defines admissibility of consecutive co-multipliers in the products of matrices from $\mathcal{A}$.

For each $i = 1, 2, \ldots, d$ define the $(N \times N)$-matrix
\[
\Omega_i = \omega_i^T \delta_i,
\]
where the row-vectors $\omega_i$ and $\delta_i$ are of the form
\[
\omega_i = \{\omega_{i1}, \omega_{i2}, \ldots, \omega_{Ni}\}, \quad \delta_i = \{\delta_{i1}, \delta_{i2}, \ldots, \delta_{Ni}\},
\]
with $\delta_{ij}$ being the Kronecker symbol, and the upper index “$T$” denotes transposition of a vector. Then all the nonzero elements of the matrix $\Omega_i$, if any, belong to the $i$-th column of the matrix, and what is more, these elements coincide with the corresponding elements of the matrix $\Omega$.

\(^2\)Like in the definitions of the Markovian joint and generalized spectral radii we put $\hat{\rho}^{(\text{per})}_n(A, \Omega) = 0$ if the set of all the periodically extendable sequences of length $n$ is empty.
Now, define the set $\mathcal{A}_\Omega \subset \mathbb{K}^{Nd \times Nd}$ of block $(N \times N)$-matrices $A^{(i)} := \Omega_i \otimes A_i$ whose elements are $(d \times d)$-matrices, i.e.,

$$\mathcal{A}_\Omega := \{ \Omega_i \otimes A_i : i = 1, 2, \ldots, N \},$$

where $\otimes$ stands for the Kronecker products of matrices [14]. The set of matrices $\mathcal{A}_\Omega$ will be called the $\Omega$-lift of the set of matrices $\mathcal{A}$.

**Example 1.** Let $N = 4$ and

$$\Omega = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{pmatrix}.$$

Then

$$\Omega_1 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \Omega_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix},$$

$$\Omega_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \Omega_4 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

and

$$A^{(1)} = \begin{pmatrix} A_1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ A_1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad A^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ A_2 & 0 & 0 \\ 0 & A_2 & 0 \end{pmatrix},$$

$$A^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & A_3 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & A_3 & 0 \end{pmatrix}, \quad A^{(4)} = \begin{pmatrix} 0 & 0 & 0 & A_4 \\ 0 & 0 & 0 & A_4 \\ 0 & 0 & 0 & A_4 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

Given a sub-multiplicative norm $\| \cdot \|$ on the space of $(d \times d)$-matrices $\mathbb{K}^{d \times d}$, define the norm $\| \cdot \|$ on $\mathbb{K}^{Nd \times Nd}$ by setting, for a block $(N \times N)$-matrix $M = (m_{ij})$ with the elements $m_{ij} \in \mathbb{K}^{d \times d}$,

$$\|M\| := \max_{1 \leq i \leq N} \sum_{j=1}^{N} \|m_{ij}\|.$$

The norm $\| \cdot \|$ is also sub-multiplicative which is seen from the following inequalities for
block matrices $B = (b_{ij})$ and $C = (c_{ij})$:

$$\|BC\| = \max_{1 \leq i \leq N} \sum_{j=1}^{N} \sum_{k=1}^{N} |b_{ik}c_{kj}| \leq \max_{1 \leq i \leq N} \sum_{j=1}^{N} \sum_{k=1}^{N} \|b_{ik}\||c_{kj}|| \leq \max_{1 \leq i \leq N} \sum_{j=1}^{N} \sum_{k=1}^{N} \|b_{ik}\|\|c_{kj}\| = \max_{1 \leq i \leq N} \sum_{j=1}^{N} \sum_{k=1}^{N} (\|b_{ik}\|\|c_{kj}\|) = \max_{1 \leq i \leq N} \sum_{j=1}^{N} \sum_{k=1}^{N} (\|b_{ik}\|\|c_{kj}\|) = \max_{1 \leq i \leq N} \sum_{j=1}^{N} \sum_{k=1}^{N} (\|b_{ik}\|\|c_{kj}\|).$$

**Theorem 1.** The quantities

$$\rho_n(\mathcal{A}_\Omega) := \sup \left\{ \|A^{(i_1)} \cdots A^{(i_n)}\|^{1/n} : A^{(i_1)} \in \mathcal{A}_\Omega \right\},$$

$$\hat{\rho}_n(\mathcal{A}_\Omega) := \sup \left\{ \rho(A^{(i_1)} \cdots A^{(i_n)})^{1/n} : A^{(i_1)} \in \mathcal{A}_\Omega \right\},$$

$$\rho_n(\mathcal{A}_\Omega) := \sup \left\{ \|A^{(i_1)} \cdots A^{(i_n)}\|^{1/n} : (i_1, \ldots, i_n) \in W_{N,\Omega} \right\},$$

$$\hat{\rho}_n^{(per)}(\mathcal{A}_\Omega) := \sup \left\{ \rho(A^{(i_1)} \cdots A^{(i_n)})^{1/n} : (i_1, \ldots, i_n) \in W_{N,\Omega}^{(per)} \right\},$$

for each $n \geq 1$ satisfy the equalities

$$\rho_n(\mathcal{A}_\Omega) = \rho_n(\mathcal{A}_\Omega), \quad \hat{\rho}_n(\mathcal{A}_\Omega) = \hat{\rho}_n^{(per)}(\mathcal{A}_\Omega).$$

This theorem together with the Berger-Wang formula (3) implies the claim of Dai’s Theorem: $\hat{\rho}^{(per)}(\mathcal{A}_\Omega) = \rho(\mathcal{A}_\Omega)$. As was mentioned by X. Dai in a private communication to the author, from Theorem 1 it follows also the Lipschitz continuity of the Markovian joint spectral radius with respect to $\mathcal{A}$. Specifically, there is valid the following Markovian analog of Wirth’s Theorem from [15].

**Corollary 1.** The map $\mathcal{A} \mapsto \rho(\mathcal{A}_\Omega)$ is locally Lipschitz continuous on the set of all $\mathcal{A}$ for which the set of matrices $\mathcal{A}_\Omega$ is irreducible\(^3\).

To prove Corollary 1 it suffices to note that the classical joint spectral radius is locally Lipschitz continuous on the variety of all the irreducible matrix sets [15] [16], and the map $\mathcal{A} \mapsto \mathcal{A}_\Omega$ is also Lipschitz continuous. This, by Theorem 1, implies the claim of Corollary 1.

Let us remark that irreducibility of the set of matrices $\mathcal{A}_\Omega$ depends not only on irreducibility of $\mathcal{A}$ but also on the structure of the matrix of admissible transitions $\Omega$. In general, neither irreducibility of $\mathcal{A}_\Omega$ nor irreducibility of $\mathcal{A}_\Omega$ implies irreducibility of $\mathcal{A}$.

\(^3\)A set of matrices is called irreducible if all the matrices from this set do not have common invariant subspaces except the trivial zero space and the whole space.
3. Proof of Theorem 1

To prove Theorem 1 we need the following.

**Lemma 1.** Given matrices \( \Omega_{ik}, k = 1, 2, \ldots, n \), then

(i) it is valid the representation:
\[
\Omega_{in} \Omega_{in-1} \cdots \Omega_{i1} = (\omega_{in_{n-1}} \cdots \omega_{i21}) \cdot \omega_{i1}^T \delta_{i1},
\]
where the vectors \( \omega_i \) and \( \delta_i \) are of the form (11);

(ii) \( \Omega_{in} \Omega_{in-1} \cdots \Omega_{i1} \neq 0 \) if and only if the sequence \((i_1, \ldots, i_n)\) is \( \Omega \)-admissible, i.e.,
\[
\omega_{i_{k+1} i_k} = 1, \quad k = 1, 2, \ldots, n - 1,
\]
and there exists \( i_* \) such that \( \omega_{i_1 i_*} = 1 \). In this case only the \((i_*, i_1)\)-th elements of the matrix \( \Omega_{n_{n-1}} \Omega_{n-1} \cdots \Omega_{i1} \) satisfying \( \omega_{i_* i_n} = 1 \) are other than zero;

(iii) if condition (13) holds then the matrix \( \Omega_{in} \Omega_{in-1} \cdots \Omega_{i1} \) has a diagonal nonzero element if and only if the sequence \((i_1, \ldots, i_n)\) is \( \Omega \)-admissible and periodically extendable, i.e., \( \omega_{i1 i_n} = 1 \). In this case the nonzero diagonal element of the matrix \( \Omega_{in} \Omega_{in-1} \cdots \Omega_{i1} \) belongs to the \( i_1 \)-th row and column.

**Proof.** By using representations (10) for the matrices \( \Omega_{ik} \) we get
\[
\Omega_{in} \Omega_{in-1} \cdots \Omega_{i1} = \omega_{in}^T \delta_{i_n} \omega_{i_{n-1}}^T \delta_{i_{n-1}} \cdots \omega_{i1}^T \delta_{i_1},
\]
where the vectors \( \omega_{ik} \) and \( \delta_{ik} \) are defined by equalities (11). Here \( \delta_{i_k+1} \omega_{i_k}^T = \omega_{i_k i_{k+1}} \) for each \( k = 1, 2, \ldots, n - 1 \) from which equality (12) follows. Assertion (i) is proved.

By (12) \( \Omega_{in} \Omega_{in-1} \cdots \Omega_{i1} \neq 0 \) if and only if condition (13) holds and besides \( \omega_{i_n}^T \delta_{i_1} \neq 0 \). But \( \omega_{i_n}^T \delta_{i_1} \neq 0 \) if and only if there exists \( i_* \) such that \( \omega_{i_* i_n} = 1 \). From here assertion (ii) follows.

At last, if condition (13) holds then from assertion (ii) it follows that the matrix \( \Omega_{in} \Omega_{in-1} \cdots \Omega_{i1} \) has a diagonal nonzero element if and only if \( \omega_{i_1 i_n} = 1 \). This last equality together with condition (13) means that the sequence of indices \((i_1, \ldots, i_n)\) is not only \( \Omega \)-admissible but also periodically extendable. Assertion (iii) is proved.

Let us illustrate the statement of Lemma 1 by an example.

**Example 2.** Let \( \Omega \) be the same matrix as in Example 1. Then \( \Omega_4 \Omega_2 \Omega_1 = 0 \) because of \( \omega_{21} = 0 \) and therefore the sequence of indices \((1, 2, 4)\) is not \( \Omega \)-admissible.

At the same time \( \omega_{31} = 1, \omega_{43} = 1, \omega_{44} = 1 \). Then the sequence of indices \((1, 3, 4)\) is \( \Omega \)-admissible and periodically extendable. Hence by Lemma 1 \( \Omega_4 \Omega_2 \Omega_1 \neq 0 \) and the diagonal element of the matrix \( \Omega_4 \Omega_2 \Omega_1 \) belonging to the 1-st row and column is other than zero. This conclusion is supported by the following expression:
\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]
Now, start proving Theorem 1. Fix an $n$, and for a sequence of indices $(i_1, \ldots, i_n)$ consider the matrix $A^{(i_n)} A^{(i_{n-1})} \cdots A^{(i_1)}$. By using the identity
\[
(P \otimes Q)(R \otimes S) \equiv (PR) \otimes (QS)
\]
which, in particular, holds for any matrices $P, R$ of dimensions $N \times N$ and matrices $Q, S$ of dimensions $d \times d$ (see [14, Lemma 4.2.10]) we obtain
\[
A^{(i_n)} A^{(i_{n-1})} \cdots A^{(i_1)} = \Omega_n \Omega_{i_{n-1}} \cdots \Omega_{i_1} \otimes A_{i_n} A_{i_{n-1}} \cdots A_{i_1}. \tag{14}
\]
First prove the inequality
\[
\rho_n(\mathcal{A}_\Omega) \leq \rho_n(\mathcal{A}, \Omega). \tag{15}
\]
Let us note that the products of matrices $A^{(i_k)}$ for which $A^{(i_k)} A^{(i_{k-1})} \cdots A^{(i_1)} = 0$ do not contribute to the computation of the quantity $\rho_n(\mathcal{A}_\Omega)$. Therefore it suffices to consider the case when $A^{(i_k)} A^{(i_{k-1})} \cdots A^{(i_1)} \neq 0$. By (14) the latter may happen only in the case when $\Omega_n \Omega_{i_{n-1}} \cdots \Omega_{i_1} \neq 0$. But, by assertions (i) and (ii) of Lemma 1, $\Omega_n \Omega_{i_{n-1}} \cdots \Omega_{i_1} \neq 0$ if and only if the sequence of indices $(i_1, \ldots, i_n)$ is $\Omega$-admissible, that is, $(i_1, \ldots, i_n) \in W_{N, \Omega}$. In this case equality (14) by assertion (i) of Lemma 1 can be rewritten in the form:
\[
A^{(i_n)} A^{(i_{n-1})} \cdots A^{(i_1)} = (\omega^T_{i_n} \delta_{i_1}) \otimes A_{i_n} A_{i_{n-1}} \cdots A_{i_1}, \tag{16}
\]
where $(\omega^T_{i_n} \delta_{i_1}) \neq 0$. So, in the right-hand part of (16) stands a block matrix all the block elements of which belong to a single column and coincide with $A_{i_n} A_{i_{n-1}} \cdots A_{i_1}$.

From here and from the definition of the norm $\| \cdot \|$ it follows that
\[
\|A^{(i_n)} A^{(i_{n-1})} \cdots A^{(i_1)}\|^{1/n} = \|A_{i_n} A_{i_{n-1}} \cdots A_{i_1}\|^{1/n} \leq \rho_n(\mathcal{A}, \Omega).
\]
These last relations hold for any set of block matrices $A^{(i_k)} \in \mathcal{A}_\Omega$, $k = 1, 2, \ldots, n$, satisfying $\|A^{(i_n)} A^{(i_{n-1})} \cdots A^{(i_1)}\| \neq 0$, and therefore they imply (15).

Prove the inequality reciprocal to (15). As has been already proved the product of matrices $A^{(i_k)}$ can be represented in the form (14). Then by assertions (i) and (ii) of Lemma 1 for an $\Omega$-admissible sequence $(i_1, \ldots, i_n)$ (i.e., such that $(i_1, \ldots, i_n) \in W_{N, \Omega}$) holds equality (16), where $(\omega^T_{i_n} \delta_{i_1}) \neq 0$. Then
\[
\|A_{i_n} A_{i_{n-1}} \cdots A_{i_1}\|^{1/n} = \|A^{(i_n)} A^{(i_{n-1})} \cdots A^{(i_1)}\|^{1/n} \leq \rho_n(\mathcal{A}_\Omega).
\]
But since these last relations are valid for any $\Omega$-admissible sequence $(i_1, \ldots, i_n)$ then
\[
\rho_n(\mathcal{A}_\Omega) \leq \rho_n(\mathcal{A}_\Omega). \tag{17}
\]
From (15) and (17) we obtain the first claim Theorem 1 $\rho_n(\mathcal{A}_\Omega) = \rho_n(\mathcal{A}, \Omega)$.

To prove the second claim of Theorem 1 let us observe that by assertion (i) of Lemma 1 the block matrix in the right-hand part of (14) may have nonzero elements only in one (block) column. In this case its spectral radius may be nonzero only in the case when it has nonzero diagonal element. By assertion (iii) of Lemma 1 the latter may happen if
and only if the sequence \((i_1, \ldots, i_n)\) is \(Ω\)-admissible and periodically extendable, that is, \((i_1, \ldots, i_n) \in W_{N,Ω}^{(per)}\). By (16) in this case it is valid the following equality

\[
ρ(A^{(i_n)}A^{(i_{n-1})} \cdots A^{(i_1)}) = ρ(A_{i_n}A_{i_{n-1}} \cdots A_{i_1}).
\] (18)

Let us note that equality (18) is valid for any set of block matrices \(A^{(i_k)} \in AΩ\) satisfying \(\|A^{(i_k)}A^{(i_{k-1})} \cdots A^{(i_1)}\| \neq 0\) as well as for any sequence \((i_1, \ldots, i_n) \in W_{N,Ω}\) and the corresponding set of matrices \(A^{(i_k)} \in AΩ\). From here, like in the case of the first claim of the theorem, we get

\[
\hat{ρ}_n(AΩ) = \hat{ρ}_n(A, Ω).
\]

Theorem 1 is proved.

4. Concluding remarks

In this section we shall discuss alternative definitions of the Markovian joint spectral radius, and also the possibility to apply the techniques of \(Ω\)-lifts of the set of matrices \(A\) in the cases not mentioned above.

4.1. Alternative definitions of the Markovian joint spectral radius

The definition (5) of the Markovian joint spectral radius is essentially depends on the fact over which sets of matrices the norms of the products of matrices are maximized during computing the quantities \(ρ_n(A, Ω)\), i.e., on how is the notion of \(Ω\)-admissible sequences defined.

For example, we could treat a finite sequence \((i_1, \ldots, i_n)\) \(Ω\)-admissible if \(ω_{i_{j+1}i_j} = 1\) was carried out for all \(1 \leq j \leq n - 1\) (not assuming existence of \(i_n\) such that \(ω_{i_ni_n} = 1\)). The set of all the finite sequences \((i_1, \ldots, i_n)\), \(Ω\)-admissible in this sense, will be denoted by \(W_{N,Ω}^{(per)}\).

Also, we could treat a finite sequence \((i_1, \ldots, i_n)\) \(Ω\)-admissible if it was a starting interval of some infinite to the right sequence \((i_1, \ldots, i_n, \ldots)\) for which the relations \(ω_{i_{j+1}i_j} = 1\) were valid for all \(j \geq 1\). The set of all the finite sequences \((i_1, \ldots, i_n)\), \(Ω\)-admissible in this sense, will be denoted by \(W_{N,Ω}^{(∞)}\).

Clearly,

\[
W_{N,Ω}^{(per)} \subseteq W_{N,Ω}^{(∞)} \subseteq W_{N,Ω}^{(0)}.
\]

Then

\[
ρ_n^{(per)}(A, Ω) \leq ρ_n^{(∞)}(A, Ω) \leq ρ_n^{(0)}(A, Ω), \quad n \geq 1,
\] (19)

where

\[
ρ_n^{(per)}(A, Ω) := \sup \left\{ \|A_{i_n} \cdots A_{i_1}\|^{1/n} : (i_1, \ldots, i_n) \in W_{N,Ω}^{(per)} \right\},
\]

\[
ρ_n^{(∞)}(A, Ω) := \sup \left\{ \|A_{i_n} \cdots A_{i_1}\|^{1/n} : (i_1, \ldots, i_n) \in W_{N,Ω}^{(∞)} \right\},
\]

\[
ρ_n^{(0)}(A, Ω) := \sup \left\{ \|A_{i_n} \cdots A_{i_1}\|^{1/n} : (i_1, \ldots, i_n) \in W_{N,Ω}^{(0)} \right\}.
\]
and the quantity \( \rho_n(\mathcal{A}, \Omega) \) has been defined already as

\[
\rho_n(\mathcal{A}, \Omega) := \sup \left\{ \| A_{i_1} \cdots A_{i_n} \|^{1/n} : (i_1, \ldots, i_n) \in W_{N,\Omega} \right\}.
\]

Observe that \( \| A_{i_n} A_{i_{n-1}} \cdots A_{i_1} \| \leq \alpha \| A_{i_{n-1}} \cdots A_{i_1} \| \) with \( \alpha = \max_{1 \leq i \leq N} \| A_i \| \), and besides \((i_1, \ldots, i_{n-1}) \in W_{N,\Omega}\) for any \((i_1, \ldots, i_n) \in W_{N,\Omega}^{(0)} \). Then

\[
\sup \left\{ \| A_{i_1} \cdots A_{i_n} \| : (i_1, \ldots, i_n) \in W_{N,\Omega}^{(0)} \right\}
\leq \alpha \sup \left\{ \| A_{i_{n-1}} \cdots A_{i_1} \| : (i_1, \ldots, i_{n-1}) \in W_{N,\Omega} \right\}, \quad n > 1,
\]

and therefore

\[
\rho_n^{(0)}(\mathcal{A}, \Omega) \leq \alpha^{1/n} \rho_n^{-1}(\mathcal{A}, \Omega)^{(n-1)/n}, \quad n > 1. \tag{20}
\]

From (19) and (20), and from the evident inequality \( \rho_n^{(\text{per})}(\mathcal{A}, \Omega) \leq \rho_n^{(\text{per})}(\mathcal{A}, \Omega) \leq \rho_n^{(\infty)}(\mathcal{A}, \Omega) \leq \rho_n^{(0)}(\mathcal{A}, \Omega) \leq \alpha^{1/n} \rho_n^{(\infty)}(\mathcal{A}, \Omega)^{(n-1)/n} \) for any \( n > 1 \). Then, by passing to the upper limits in these last inequalities, by Dai’s Theorem we obtain the following generalization of the definition of the Markovian joint spectral radius:

\[
\rho(\mathcal{A}, \Omega) := \limsup_{n \to \infty} \rho_n(\mathcal{A}, \Omega) = \limsup_{n \to \infty} \rho_n^{(\text{per})}(\mathcal{A}, \Omega) = \limsup_{n \to \infty} \rho_n^{(\infty)}(\mathcal{A}, \Omega) = \limsup_{n \to \infty} \rho_n^{(0)}(\mathcal{A}, \Omega). \tag{21}
\]

At last, by observing that quantities \( (\rho_n(\mathcal{A}, \Omega))^n \), \( (\rho_n^{(\text{per})}(\mathcal{A}, \Omega))^n \), \( (\rho_n^{(\infty)}(\mathcal{A}, \Omega))^n \) and \( (\rho_n^{(0)}(\mathcal{A}, \Omega))^n \) are sub-multiplicative in \( n \), we by the Fekete Lemma [9], like in the case of formula (1), can replace in (21) all upper limits by limits:

\[
\rho(\mathcal{A}, \Omega) := \lim_{n \to \infty} \rho_n(\mathcal{A}, \Omega) = \lim_{n \to \infty} \rho_n^{(\text{per})}(\mathcal{A}, \Omega) = \lim_{n \to \infty} \rho_n^{(\infty)}(\mathcal{A}, \Omega) = \lim_{n \to \infty} \rho_n^{(0)}(\mathcal{A}, \Omega).
\]

4.2. Products of matrices defined by subshifts of finite type

In the symbolic dynamics the topological Markov chains are a particular case of the so-called \( k \)-step topological Markov chains [7] § 1.9] or the subshifts of finite type [8]. Here, by a \( k \)-step topological Markov chain or a subshift of finite type is meant the restriction of the shift operator in the space \( \{1, 2, \ldots, N\}^\mathbb{Z} \) (or \( \{1, 2, \ldots, N\}^\mathbb{N} \)) to the set of all the sequences \((i_1, i_2, \ldots)\) in which admissibility of appearance of the symbol \( i_n \) is defined not by the immediately preceding symbol \( i_{n-1} \), as in the usual topological Markov shifts, but by the sequence of \( k \) preceding symbols \((i_{n-k}, \ldots, i_{n-1})\).

The \( k \)-step topological Markov chains may be treated as usual (1-step) Markov chains over the alphabet \( \{1, 2, \ldots, N\}^k \) [7] § 1.9]. Therefore the described above approach of \( \Omega \)-lifts of sets of matrices is applicable for consideration of the joint/generalized spectral radius of sets of matrices in which admissibility of matrix products is defined in accordance with some \( k \)-step topological Markov chains or subshifts of finite type.
4.3. Another characteristics of matrix products

It seems the approach of $\Omega$-lifts of sets of matrices can be applied to analyze some other Markovian analogs of formulae for computing the joint spectral radius, e.g., for computing the Markovian joint spectral radius via the trace of matrix products [17].

At the same time the specific feature of the proposed approach is that all the matrices from $\mathcal{A}_\Omega$ are degenerate, and among the products of matrices from $\mathcal{A}_\Omega$ may occur zero matrices. This makes improbable applying the proposed approach to study, for example, the Markovian analogs of the lower joint spectral radius [18–22] introduced in [23].

4.4. Infinite sets of matrices

In the paper we confined ourselves to consideration of only finite sets of matrices $\mathcal{A}$ although neither in the definitions of the joint or generalized spectral radii (both usual and Markovian) nor in the classical Berger-Wang Theorem [6] the finiteness of the set of matrices $\mathcal{A}$ is not required. In connection with this there arises a question about possibility of applying the techniques of $\Omega$-lifts to infinite sets of matrices $\mathcal{A}$.

The main difficulty here is that for infinite sets of matrices $\mathcal{A}$ the related matrix of admissible transitions $\Omega$ is also infinite. Then the matrices from $\mathcal{A}_\Omega$ are also become infinite, that is, more adequately they should be treated as linear operators in some infinite-dimensional spaces. But, when passing to linear operators in infinite-dimensional spaces, the relationship between the joint and generalized spectral radii becomes more complicated [24–26].

In connection with this the applicability of the techniques of $\Omega$-lifts for infinite sets of matrices $\mathcal{A}$, as well as the validity of Dai’s Theorem in this case, remains to be an open question.

4.5. Barabanov’s norms

A prominent tool in analysis of convergence of matrix products is the so-called Barabanov’s norm [27] which, for a finite set of matrices $\mathcal{A}$ is defined to be a vector norm $\| \cdot \|$ such that for some $\rho$ (necessary coinciding with $\rho(\mathcal{A})$) holds the identity $\rho\|x\| \equiv \max_i \|A_i x\|$.

Known proofs of existence of the Barabanov norm, see, e.g., [27,29], essentially use the fact of arbitrariness of appearance of different matrices in the related matrix products. To the best of the author’s knowledge, for the case of Markovian joint spectral radius there are no analogs of the Barabanov norm. At the same time, by using the procedure of $\Omega$-lifts, for matrices from $\mathcal{A}_\Omega$ all the products are allowed! Hence for such matrices it is possible to define the norm of Barabanov.

To which extent this consideration might be useful for investigation of the Markovian joint spectral radius will show the future.
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