Exploring Deep Spiking Neural Networks for Automated Driving Applications
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Abstract: Neural networks have become the standard model for various computer vision tasks in automated driving including semantic segmentation, moving object detection, depth estimation, visual odometry, etc. The main flavors of neural networks which are used commonly are convolutional (CNN) and recurrent (RNN). In spite of rapid progress in embedded processors, power consumption and cost is still a bottleneck. Spiking Neural Networks (SNNs) are gradually progressing to achieve low-power event-driven hardware architecture which has a potential for high efficiency. In this paper, we explore the role of deep spiking neural networks (SNN) for automated driving applications. We provide an overview of progress on SNN and argue how it can be a good fit for automated driving applications.

1 INTRODUCTION

Autonomous driving is a rapidly progressing area of automobile engineering that aims to gradually reduce human interaction in automobile driving. Divided into 5 levels of autonomy, level 4 and 5 target the ultimate goal of automated driving, namely complete removal of human interaction in vehicle driving. The overall task of autonomous driving may be subdivided into 3 key groups of activities - (1) Environmental sensing, (2) Environmental perception from sensor data and (3) Actuation of drive action according to perception. More often than not, it has been seen that the type of sensor and its output, define the approach most suitable for perception of the environmental from the sensor data.

CNN (Convolutional Neural Networks) has made huge leaps in accuracy for various computer vision tasks like object recognition and semantic segmentation (Siam et al., 2017). They are also becoming dominant in geometric tasks like depth estimation, motion estimation, visual odometry, etc. It has played a major role in achieving high accuracy for various computer vision tasks which is critical for safe automated driving systems. However, they are computationally expensive and power consumption is becoming a bottleneck. For example, the recently announced Nvidia platform Xavier provides 30 Tera-ops (TOPS) of compute power but consumes 30 Watts. This necessitates an active cooling system which will consume more power and add to operating costs.

SNN (Spiking Neural networks) have been progressing gradually as a power efficient neural network. The functional capabilities of SNN neuron model is discussed in detail in (Chou et al., 2018). SNNs were proven to be effective in several problems but it remained less competitive compared to CNNs. Recently (Sengupta et al., 2018) demonstrated that a deep SNN can achieve better accuracy than CNN on a challenging dataset ImageNet. A detailed overview of deep learning in SNN is discussed in (Tavanaei et al., 2018). (Wunderlich et al., 2018) discuss the power consumption advantages of SNN when implemented in neuromorphic hardware. In (Zhou and Wang, 2018), SNN was shown to be effective for LiDAR object detection directly on analog signals. Motivated by the recent progress in SNN, we study the potential of SNN for automated driving applications in this paper.

The rest of the paper is structured as follows. Section 2 provides an overview of Spiking neural networks (SNN) and compares it with popular version...
of NNs namely CNNs and RNNs. Section 3 discusses opportunities of SNNs for automated driving applications and provides motivating use cases. Finally, section 4 summarizes the paper and provides potential future directions.

2 RELATED WORK ON SNN

Sensors such as camera, lidar and radar generate enormous amounts of data. Machine learning has proven to be highly successful in tasks involving such high dimensional data. Since most objects in the environment can be grouped into certain classes such as pedestrian, cars etc., the data presents a pattern, which can be used to train classifiers that can then classify objects with great accuracy. Historically, Convolutional Neural Networks (CNNs) have been the mainstay of all major machine learning approaches to object detection. Some prominent models that make use of CNNs for object detection are Fast R-CNN (Girshick, 2015) which uses the fine-tuned CNN to extract features from object proposals and Support Vector Machines (SVM) to classify them.

R-CNN based algorithms use a two-step process for object detection namely - region proposal and region classification. Recently one-shot methods have also been proposed such as YOLO (Redmon et al., 2016) and SSD. All these methods generate feature maps which make up the bulk of the computation and then classification of the feature maps.

Spiking Neural Networks (SNNs) are the most recent addition to the family of neural networks and machine learning. Considering the fact that they are still in a preliminary stage of research, large scale practical applications and implementations on hardware are rather few. Some of the most notable applications include (Diehl et al., 2015) that use conversion techniques for converting a CNN into SNN to achieve impressive error rate of 0.9% in MNIST digit recognition application. Another notable application is (Hunsberger and Eliasmith, 2015) where Leaky Integrate and Fire (LIF) neuron model with smoothened response is used to convert a CNN to SNN for object recognition application on CIFAR-10 dataset.

2.1 Overview of SNN

Widely considered as the third generation of neural models, Spiking Neural models differ from conventional neural models in the very way that information is represented and processed by them. This is inspired by information representation and processing in biological neurons where information is converted into a voltage spike train generally of equal amplitude. The duration and timing of the spikes encodes the actual information. In its very basic form, information arrives at a neuron from preceding neurons in the form of spikes, which are integrated over time. Once accumulated voltage reaches a certain threshold, a voltage spike is sent out as the output from the neuron. Figure 1 illustrates a basic representation of a spiking neuron model.

Spiking networks are capable of processing a large pool of data using a small number of spikes (Thorpe et al., 2001). Previous work has demonstrated that SNNs can be applied to all common tasks to which CNNs are applied and can do so in an effective way (Maass, 1997). Spiking neuron models are highly motivated by biological neurons and the way they function (Bois-Reymond et al., 1848). There are 3 main characteristics: (1) It accept inputs from many incoming synapses and produce single output spike. (2) Inputs can be excitatory - if they increase the firing rate of a neuron or inhibitory - if they reduce firing rate of a neuron. (3) The neuron model is governed by at least one state variable. In spiking models, the spike timings carry the information rather than the amplitude or shape (Gerstner and Kistler, 2002).

A spike train can be described as

$$S(t) = \sum \delta(t - t_f)$$  \hspace{1cm} (1)

where $f = 1, 2, \ldots$ is the label of the spike and $\delta(.)$ is a Dirac function as defined below whose area is 1.

$$\delta(t) = \begin{cases} 1, & \text{if } t = 0, \\ 0, & \text{if } t \neq 0. \end{cases}$$  \hspace{1cm} (2)

Neuron models are used to represent the dynamics of signal processing in a neuron mathematically. In case of Spiking neurons, three commonly used models are - Hodgkin-Huxley model, Izhikevich model and Integrate and Fire model. While the Hodgkin-Huxley model provides the closest modelling of actual biological neurons, it’s mathematical complexity makes it
unsuitable for use in applications. A version of the Integrate and Fire model known as the Leaky Integrate and Fire (LIF) model is the most widely used neuronal model for spiking neurons as it provides a balance between mathematically complexity of implementation and closeness to biological process (Gerstner and Kistler, 2002). LIFs are mathematically represented as:

\[ \frac{du(t)}{dt} = \frac{-u(t)}{R} + i_o(t) + \sum w_{ij}(t) \]

where \( u(t) \): state variable (membrane potential), \( C \): membrane capacitance, \( R \): input resistance, \( i_o(t) \): is the external current, \( i_j(t) \): is the input current from the \( j \)-th synaptic input \( w_{ij} \): strength of the \( j \)-th synapse. A neuron fires a spike at time \( t \), if membrane potential \( u \) reaches threshold(\( v \)). Immediately after a spike the membrane potential is reset to a value less than the threshold and held for the time known as the refractory period. SNN can be represented as a directed graph \((V, S)\), with \( V \) being a set of neurons and \( S \) representing a set of synapses (Maass, 1997). The set \( V \) contains a subset of input and output neurons.

**Spiking Network Topologies:**

1. **Feedforward** networks - The data flows from input to output in a unidirectional manner across several layers. Applications include sensory systems, e.g. in vision (Escobar et al., 2009), olfaction (Fu et al., 2007) or tactile sensing (Cassidy and Ekana-yake, 2006).

2. **Recurrent** networks - In this case, neuron groups have feedback connections. This allows dynamic temporal behavior of the network. However, this feedback arrangement makes control more difficult in such networks (Hertz et al., 1991).

3. **Hybrid** networks - Some of the neurons have feedback connections while other are connected in a feed-forward fashion.

**Spike Coding Techniques:**

Generally information available from sensors is not in a form suitable for SNN processing. Hence, coding such data into spike trains is a major factor in the entire architecture. To address this problem several neural coding strategies based on spike timing have been proposed. Some of these strategies are listed below and visualized in Figure 2. In some cases like event based camera data, data arrives in a form more suitable for SNNs.

1. **Time to First Spike** Information is encoded as time between the beginning of stimulus and the time of the first spike in response. As can be seen from Figure 2-a, a group of three neurons N1, N2 and N3 spike in response to a stimulus. The time between the start of the stimulus to the first spike by neuron N2 encodes the type of the stimulus. Such encoding scheme is generally applied in applications such as artificial tactile and olfactory sensors (Chen et al., 2011).

2. **Rank-Order Coding (ROC)** Here, information is coded by the firing order of spikes from the group of neurons that encode the information. As seen in Figure 2-b, the neurons fire in the order N1 followed by N3 and N2 respectively. This sequence of firing of the three neurons encodes the type of stimulus.

3. **Latency Code** Information is coded by the difference in time between firing of neurons. It is a highly efficient method of encoding large amounts of information using only a few spikes (Borst and Theu-nissen, 1999). This is because, a slight change in the timings can be used to encode a completely different data sample. Figure 2-c shows the latency between firing of neuron N1 and N2 as \( \delta(t) \). Similarly, the latency in firing of N3 after N2 is depicted as \( \delta(t) \).

**Training Spiking Neurons:** The connections between subsequent neurons are called synapses. In spiking neuron models, these connections or synapses have certain weights or strength associated with them that determine the strength of the input that the post-synaptic neuron receives from it’s pre-synaptic neuron. These weights can be changed and this phenomenon is called synaptic plasticity. Several strategies for adjusting the plasticity have been suggested such as depending upon the history of a neuron’s response to certain inputs from a particular pre-synaptic neuron. Other variants may use the simultaneous firing of a pre-synaptic and post-synaptic neuron as a criteria for increasing the synaptic weight etc. Synaptic plasticity is the key principle by which learning is achieved in SNNs. Both supervised and unsupervised forms of learning can be modelled using synaptic plasticity. Figure 3 shows a sample application of supervised learning using the ReSuMe algorithm. Here the objective was to learn the target firing times of a group of 10 spiking neurons. As seen in the figure, after 15 epochs, most of the neurons have achieved the desired firing times depicted as gray lines.

We briefly review the main unsupervised learning algorithm. Donald Hebb famously formulated a rule for changing synaptic weights depending on pre-synaptic and post-synaptic activity. According to Hebb’s formula the synaptic weight between neurons...
(a) Time to first spike

(b) Rank-order coding

(c) Latency code

Figure 2: Different encoding schemes of information in spikes - adapted from (Ponulak and Kasinski, 2011).

**2.2 CNN vs SNN**

CNNs have shown tremendous progress in their suitability to vision and image based tasks such as image recognition, object detection, pattern recognition. However, the key elements of the networks, convolution, feature map generation, max pooling etc, involve a lot of matrix multiplication and addition and are compute intensive. Also, the frame based operation of CNNs involves processing the entire input in a batch, hence individual input channels have to wait till the entire frame of inputs is available. This introduces latency. Further, the inputs are processed in a layered fashion and an output can only be produced when all layers have finished processing a batch of inputs. This causes latency in the output side. Due to these latencies and compute intensive operations, inference in data sets such as ImageNet (Russakovsky et al., 2015) are not real-time and computationally un-economic. However, meeting real-time on such targets is mandatory for autonomous driving applications.

Unlike CNNs, SNNs are event based, i.e., events are processed as they are generated. This reduces...
latency in input processing. Also, only those input channels are evaluated and processed that have had a change or an event. This reduces the number of inputs that have to be processed in each cycle, as sensors do not typically produce new data on every channel. This reduces computational load and power consumption greatly (Farabet et al., 2012).

CNNs can be implemented both in software and in hardware and due to their frame based information processing, the hardware resources can be multiplexed. Thus, higher memory bandwidth and faster data transfer are key for real-time performance. Unlike CNNs, SNNs process events instead of frames, hence hardware needs to be always available as event generation is not predictive. Though it may seem to be a limitation, this means, the network is tightly coupled to the hardware and can produce faster response than an equivalent CNN. To improve the efficiency of a SNN architecture, a modular and re-configurable hardware is more suitable. (Farabét et al., 2012).

Given the potential benefits of SNNs, a general question arises on whether CNNs can be adapted to SNNs? In fact, adapting pre-trained CNNs to equivalent SNNs is easier and produces better results that building a SNN with STDP and unsupervised or supervised learning. Such adaptations have some key benefits:

1) A spiking convolution operator, analogous to the convolution operator in CNNs would operate much faster due to event based processing, while producing similar results as traditional CNN.

2) Since events are asynchronous, each convolution operator, supported by its linked modules can operate independent of others, if it has an event for processing. This eliminates the need for a global synchronization among the operators. Such an asynchronous convolution operator may be then implemented as a standard block in hardware for re-usability.

3) Since information is processed on a per-event basis, power is also consumed on a per-event basis. Since sensors typically produce a lot of redundant and sparse data, this could bring a significant reduction in power consumption and computational load.

Finally SNNs can be queried for results anytime after the first spikes are produced at the output since information processing is not frame based (Rueckauer et al., 2017). Several implementations of deep SNNs on neuromorphic hardware such as SpiNNaker and BrainChip have demonstrated sensor applications that support this potential of SNNs.

Some evidence to support the strong possibilities in research of SNN based networks for object detection is presented in Table 1. It is based on an implementation by (Rueckauer et al., 2017). It presents a comparison of classification error rates for CNNs and SNN implementation on state of the art data sets (Cao et al., 2015).

### 3 SNNs IN AUTOMATED DRIVING

#### 3.1 Use Cases in Automated Driving

**Event Driven Computing:** Automated driving has a wide variety of scenarios. At high level, the main scenarios are parking, highway driving and urban driving (Heimberger et al., 2017). The scene dynamics and understanding is typically different for these scenarios and a customized model is generally used for these scenarios. There are also various scenarios based on weather condition like rainy, day or night, foggy, etc. The combination of various environmental condition is exponential and difficult to have a customized model for each scenario. At the same time, transfer function can be shared across these different scenarios and event triggered mechanism can be used to adapt the regions used. This can be accomplished loosely using shared encoder and gating mechanisms within CNN. However, SNN naturally captures event triggered model. There is a class of cameras called event based cameras which encode information at the sensor level. Recently, deep learning algorithms were demonstrated on event based camera data (Maqueda et al., 2018).

**Point Cloud:** Light Detection and Ranging (LiDAR) sensors have recently gained prominence as state of the art sensors in sensing the environment. They produce a 3D representation of the objects in the field of view as distances of points from the source. This collection of points over a 3D space is called a 3D Point Cloud. Though cameras have been used for a long time and they provide a more direct representation of

| Data set  | ANN error rate (%) | SNN error rate (%) |
|-----------|--------------------|--------------------|
| MNIST [12]| 0.86               | 0.86               |
| CIFAR-10  | 11.13              | 11.18              |
| ImageNet  | 23.88              | 25.4               |
the surrounding. LiDARs have gained ground because of some critical advantages such as long range, robustness to ambient light conditions and accurate localization of objects in 3D space. They produce sparse data and hence suitable for SNNs.

3.2 Opportunities

SNNs have shown great potential to either aid or replace CNNs in real-time tasks such as object detection, posture recognition etc. (Hu et al., 2016). Large SNN architectures can be implemented on neuromorphic spiking platforms such as TrueNorth (Benjamin et al., 2014) and SpiNNaker (Furber et al., 2014). The TrueNorth has demonstrated to consume as low as couple hundred mW power while packing a million neurons in it (Sawada et al., 2016). Driven by the strong motivation to reduce power consumption of integrated circuits, implementations of spiking models have shown to consume in the order of nJ or even pJ (Azghadi et al., 2014) for signal transmission and processing (Indiveri et al., 2006). Some neuromorphic designs also feature on-chip learning (Indiveri and Fusi, 2007).

Spiking applications and spike based learning is also suited to dynamic applications like speech recognition systems. In such systems, training is not sufficient at manufacture as it has to adapt to dynamic conditions such as accents. Other similar sensors are event based Dynamic Vision Sensor (DVS) (Lichtsteiner et al., 2008) (Lenero-Bardallo et al., 2010). Some of the applications especially in the object detection and perception based tasks that are of direct relevance to the automotive industry as mentioned briefly below.

1. Object classification on the CIFAR-10 data set: (Cao et al., 2015) designed a Spiking equivalent model of a CNN for object detection on the CIFAR-10 data set. The CNN was trained on the dataset and the trained model was then converted into spiking with each individual block such as convolution, max pooling, ReLU, being replaced by spiking equivalents. Their transformed model achieves an error rate of 22.57%. CIFAR-10 is a collection of 60,000 labeled images of 10 classes of objects (Cao et al., 2015) The network architecture is illustrated in Figure 4.

2. Human action recognition: (Zhao et al., 2015) constructed a network to recognize human actions and posture and successfully tested it. The network was trained on an event-based dataset of small video sequences with simple human actions like sitting, walking or bending. They achieved a detection accuracy of 99.48%. This work is an indication of how SNNs may be applied to such event based inference tasks.

We summarize the key benefits of SNN for automated driving:

- Event driven mechanism which brings adaptation for different scenarios.
- Low power consumption when realized as neuromorphic hardware.
- Simpler learning algorithm which leads to possibility of on-chip learning for longer term adaptation.
- Ability to integrate directly to analog signals leading to tightly integrated system.
- Lower latency in algorithm pipeline which is important for high speed braking and maneuvering.

4 CONCLUSION

Spiking Neural Networks (SNN) are biologically inspired where the neuronal activity is sparse and event driven in order to optimize power consumption. In this paper, we provide an overview of SNN and compare it with CNN and argue how it can be useful in automated driving systems. Overall power consumption over the driving cycle is a critical constraint which has to be efficiently used especially for electric vehicles. Event driven architectures for various scenarios in automated driving can also have accuracy advantages.
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