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Abstract

We give an example of a long range Bernoulli percolation process on a group non-quasi-isometric
with $\mathbb{Z}$, in which clusters are almost surely finite for all values of the parameter. This random graph
admits diverse equivalent definitions, and we study their ramifications. We also study its expected
size and point out certain phase transitions.

1 Introduction

We consider an instance of (long range) Bernoulli percolation on the group $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$, providing the first
example of Bernoulli percolation that is subcritical for every value of the parameter on a group non
quasi-isometric with $\mathbb{Z}$. We observe that this random graph arises in other contexts, and point out
further interesting properties.

Most random graph models studied enjoy some form of invariance. For example, the distribution of
the Erdős–Rényi random graph on the vertex set $[n]$ is invariant under permutations of $[n]$, and this is
also true in much more general models, see e.g. \cite{12}. Percolation theory provides further examples where
a random graph is invariant under the action of some group, e.g. $\mathbb{Z}^d$, on the set of vertices. In a random
geometric graph in the sense of \cite{15}, the group does not act on the vertex set directly, but on an ambient
space in which the vertices live. These models display a ‘spatial invariance’, but there are also examples
of ‘temporal invariance’: any random (regular) rooted graph arising as a limit of a sequence of finite
cycles in the sense of Benjamini & Schramm \cite{3} is invariant under taking a step of simple random walk
from the root and then declaring the destination to be the root. Dynamic percolation \cite{16} serves as an
example of a model with both spatial and temporal invariance. The random graphs introduced in this
paper also enjoy both spatial and temporal invariance, but we need to use two seemingly unrelated –
and a-posteriori equivalent – definitions to see this.

The ‘spatial’ definition is via percolation on $\Gamma = \bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$, i.e. the direct sum of infinitely many
copies of the group with two elements: we join each pair $x, y \in \Gamma$ with a random number of (parallel)
edges with distribution $\text{Po}(2\lambda 4^{-h(x,y)})$, where $\lambda \in \mathbb{R}_+$ is the parameter of the model (proportional to
the average degree of a vertex), $h(x,y)$ is the first coordinate at which $x, y$ differ, and $\text{Po}(\mu)$ denotes
the Poisson distribution with mean $\mu$. The reader is not yet expected to appreciate why $2\lambda 4^{-h(x,y)}$ was
the right choice; for the time being we just note that this random (multi-)graph is invariant under the
natural action of $\Gamma$ on itself, and apart from that it is hard to say anything about it.

The ‘temporal’ definition of this model is given by the following proposition.
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Proposition 1. For every $\lambda \in \mathbb{R}_+$, there is a unique rooted connected random multi-graph $(G(\lambda), o)$ with finite average degree which is invariant under the following operation.

Replace each vertex $v$ of $G(\lambda)$ (including the root $o$) by two vertices $v_1, v_2$, and join $v_1$ to $v_2$ with a random number of edges with distribution $\text{Po}(\lambda/2)$.

Moreover, replace each edge $uv$ of $G(\lambda)$, with one of the four edges $v_iu_j$, $i, j \in \{1, 2\}$, chosen uniformly at random. All these random experiments are made independently from each other.

Choose the root of the resulting graph to be each of $o_1, o_2$ with probability $\frac{1}{2}$.

Here, we tacitly assume that if operation (1) disconnects the graph, then the components not containing the root are discarded.

It turns out that $(G(\lambda), o)$ has the same distribution as the component (aka. cluster) of the origin in the aforementioned percolation model on $\Gamma$. (In fact, it is possible to obtain a statement similar to Proposition 1 when all components are retained, and the corresponding disconnected random graph has the same distribution as our percolation on all of $\Gamma$.) The fact that these two random multi-graphs coincide is far from clear at first sight; we prove this by showing (in Section 5) that they both coincide with a third random graph. The vertices of the latter random graph are the leaves of an infinite tree $T_\infty$ (the canopy tree, defined in Section 2.1). Following the general construction of Group Walk Random Graphs (GWRGs) [7], the choice of which pairs to connect with an edge is made using an experiment involving random walks on $T_\infty$. Thus the choice of the coefficients $2\lambda\kappa^{h(x,y)}$ above was dictated by the behaviour of random walk. This choice is also unique in that it makes the two aforementioned models coincide, and ‘critical’ in a sense explained in Section 1.1.

In fact this ‘third’ definition (given in detail in Section 2) was the starting point of our work. The general motivation is that GWRGs link groups to geometric random graphs, and studying the interactions could be fruitful; we refer the interested reader to [7] for more details on the background of this construction.

Despite having several equivalent definitions, it is very hard to say anything about the structure of $G(\lambda)$. It is not even obvious whether it is finite or infinite, but our first main result (proved in Section 5) implies that it is almost surely finite:

**Theorem 1.** The expected number of vertices $\chi(\lambda)$ of $G(\lambda)$ satisfies

$$e^{c\lambda} < \chi(\lambda) < e^{c'\lambda}$$

for some constants $c, C > 0$.

These bounds leave an enormous gap, but it seems to be very hard to improve them significantly. Computer simulations we performed for $\lambda \leq 12$ suggest that $\chi(\lambda)$ might be of order $\lambda^3$. Conjecturing that $\chi(\lambda) \sim \lambda^3$ lead us to wonder whether $\chi$ is a continuous/smooth function of $\lambda$. By adapting a well-known technique of Kesten [11], the first author and C. Panagiotis (paper in preparation) proved that $\chi(\lambda)$ is an analytic function at every $\lambda \in \mathbb{R}_{>0}$, and this statement holds in the full generality of all Bernoulli long or short range percolation models on groups.

Thus $G(\lambda)$ displays no phase transitions, at least as far as $\chi$ is concerned. Still, we observed some rougher phase transition phenomena. We consider finite versions of our percolation model on $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}$ obtained, roughly speaking, by restriction to finite subgroups, and determine the threshold value of $\lambda$ for obtaining a connected graph. We prove that there is a phase transition for connectedness, occurring at a threshold $\lambda_{\text{conn}}$ logarithmic in the size of the graph, while the transition occurs in a window of width proportional to the logarithm of $\lambda_{\text{conn}}$ (Section 5). We remark that this restriction on finite subgroups of $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}$ is somewhat related to percolation on Hamming hypercubes (which are Cayley graphs of such subgroups), which has attracted a lot of interest recently, see [17, 18] and references therein.

1.1 Percolation on groups

A well-known conjecture of Benjamini & Schramm [3] postulates that $p_c < 1$ holds for Bernoulli percolation on every Cayley graph of a group which is not a finite extension of $\mathbb{Z}$. Our result that $G(\lambda)$ is almost surely finite for every $\lambda$ means that the analogue of this conjecture for long range percolation is false. To explain what we mean by long range percolation, let $\mu$ be a probability measure on a (countable) group.
Every generating measure $\mu$ naturally defines a percolation process on $\Gamma$ as follows. Given $\lambda \in \mathbb{R}_+$, we define a random (multi-)graph $\Gamma_{\mu}(\lambda)$ with vertex set $\Gamma$, by letting the number of (parallel) edges between two elements $g, h \in \Gamma$ be an independent Poisson random variable with mean $\lambda \mu(g^{-1}h)$ (we may as well remove any parallel edges to obtain a simple graph). Such models were already considered e.g. in \cite{1}.

Note that $\Gamma_{\mu}(\lambda)$ is a $\Gamma$-invariant percolation model, i.e. the natural action of $\Gamma$ on $\Gamma_{\mu}(\lambda)$ defined by multiplication from the left preserves the probability distribution of $\Gamma_{\mu}(\lambda)$.

Similarly to the standard percolation threshold $p_c$, we define

$$
\lambda_c = \lambda_c(\mu) := \sup\{\lambda \mid P(\Gamma_{\mu}(\lambda) \text{ has an infinite component}) = 0\}.
$$

We remark that $\lambda_c$ may be infinite, as is the case with our $G(\lambda)$. Another result of this paper implies however that $\lambda_c < \infty$ for other choices of $\mu$ on the same group $\Gamma = \bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$: suppose $\mu(g)$ is proportional to $\alpha^{-\ell(g)}$, where $\ell(g)$ denotes the index of the last non-zero coordinate of $g \in \bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$. Then for $\alpha = 4$ we obtain $G(\lambda)$ as the component of the origin by the definitions. Moreover, we prove that this $\alpha$ is ‘critical’ in the sense that percolation does occur – for large enough $\lambda$ – for any $\alpha \in (2, 4)$, but not for $\alpha \geq 4$ (Section 3).

It is interesting to compare this fact with long range percolation on $\Gamma := \mathbb{Z}$, which is the most studied instance of this model. Let $\mu(i) = \lambda / |i|^s$, with $s \in (1, \infty)$, and $\lambda$ a suitable normalising constant that matters little. It has been proved that for $s > 2$ we have no percolation, i.e. $\lambda_c = \infty$ \cite{3}, while for $s \in (1, 2]$ we have $\lambda_c < \infty$ \cite{4}. The case $s = 2$ is of particular interest, and is considered as the ‘critical’ case, indeed, when $s = 2$, the percolation density is discontinuous at $\lambda_c$ \cite{5}.

Interestingly, this case is related to our critical case $\alpha = 4$ in Example 3 above. Indeed, if we enumerate the elements of $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$ appropriately, namely by thinking of the elements of $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$ as natural numbers expressed in the binary system, then for pairs of ‘numbers’ $x, y$ far apart, the probability to join $x$ to $y$ with an edge decays like $|x - y|^{-2}$ in both models. (But when $|x - y|$ is small, then in our example, this probability can be much smaller than the corresponding probability for $\mathbb{Z}$).

But perhaps a more interesting connection is that, as mentioned in \cite{7}, the critical ($s = 2$) case for $\Gamma := \mathbb{Z}$ can be obtained as a special case of GWRG, just as the critical ($\alpha = 4$) case for $\Gamma := \bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$. This raises the question of whether there is a general method for finding critical generating measures for other groups, which we hope to explore in future work.

### 1.2 An asynchronous version of \cite{1}

In the definition of $G(\lambda)$ given via Proposition 1, the splitting operation \cite{1} is applied simultaneously to all vertices. What if each vertex can split independently? For example, we can endow the vertices with i.i.d. exponential clocks, and let each of them obtain an offspring whenever its clock ticks. We prove, in Section 3, that as time goes to infinity, there is again a unique random multi-graph, independent of the original network, towards which the component of a fixed vertex converges in distribution. This random multi-graph $M(\lambda)$ is almost surely finite too, but does not coincide with $G(\lambda)$ \cite{6}.

The aforementioned result that $\chi(\lambda)$ is analytic cannot be applied to $M(\lambda)$, because it is important in the proof that $G(\lambda)$ coincides with a percolation model on a group, which we cannot assume for $M(\lambda)$. In fact, we do not even know how to prove that the expected size of $M(\lambda)$ is finite.

### 1.3 Outline of the paper

This paper is structured as follows. In Section 2, we make precise the definition of our model via the canopy tree, and the closely-related model arising from GWRGs. In Section 3, we prove Proposition 1 by showing that the cluster of the origin obtained by iterating \cite{1} converges in distribution to that of the model defined in Section 2. We also prove, in Section 4, an analogue of Proposition 1 for the asynchronous model of Section 1.2 (Theorem 1).

\footnote{We like to call $M(\lambda)$ the mafia model; we think of vertices as godfathers, bequeathing some of their businesses to their offspring, and starting new businesses with them only.}
In Section 4 we analyse the model of Section 1 more generally, showing that the exponent $\alpha = 4$ is critical for percolation to occur (Theorem $\blacksquare$); we also give more precise bounds on the critical window (Theorem $\blacksquare$). In Section 5 we give the lower and upper bounds required for Theorem $\blacksquare$.

In Section 8 we establish sharp thresholds for connectedness in the finite versions of the models of Section 2 (Theorems $\blacksquare$ and $\blacksquare$), and in Section 9 we do the same for the finite version of the asynchronous model of Section 1 (Theorem $\blacksquare$). In two cases the threshold for connectedness coincides with the threshold at which no isolated vertices remain. Perhaps surprisingly, for the model arising from a GWRG this is not the case.

All above results are proved more generally with $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$ replaced by $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_b$ for any $b \geq 2$; in $\blacksquare$, every vertex can be replaced by an arbitrary (but fixed) number $b$ of new vertices, with Po($\lambda/b$) new edges being added between each pair of new vertices.

## 2 Random graph models based on random walk on trees

In this section we provide the third alternative definition of the random graph $G(\lambda)$ from the introduction. This definition, called the Poisson edge model, will be useful in our proof of Proposition $\blacksquare$ in Section 3. This Poisson edge model is closely related to an instance of ‘group-walk random graphs’ as introduced in Section 9.

### 2.1 Some notation for trees

Fix an integer $b \geq 2$. We inductively define the $b$-ary tree $T_h$ of height $h$ as follows. Let $T_0$ be the one-vertex tree with single vertex $v_0$. For each $h \geq 0$, $T_{h+1}$ is the graph obtained from $T_h$ by adding $b - 1$ additional copies of $T_h$ and a new vertex $v_{h+1}$, and adding edges between $v_{h+1}$ and the vertices of degree $b$ (or 0) in $b$ copies of $T_h$. Note that $T_h$ has $b^h$ leaves and $(b^{h+1} - 1)/(b - 1)$ vertices. Define the ($b$-ary) canopy tree $T_\infty$, as $T_\infty = \bigcup_h T_h$, where we think of $T_h$ as a subtree of $T_{h+1}$. For $h \in \mathbb{N} \cup \{\infty\}$, write $L_h$ for the set of leaves of $T_h$.

Note that for each $h > 0$ removing the vertex $v_h$ divides $T_\infty$ into $b$ finite components and one infinite component, which contains $v_{h+1}$. Therefore $T_\infty$ contains a unique infinite path starting at any vertex. Moreover, the group $G = \bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$ from the introduction – or more generally, the group $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_b$ – can be realised as a subgroup of the automorphism group of $T_\infty$ acting transitively and faithfully on the set of leaves $L_\infty$ of $T_\infty$. Indeed, if we label the edges of $T_\infty$ with 0, 1, …, $b - 1$, in such a way that for each non-leaf $v$, each label appears exactly once among the offspring of $v$, and all edges along the unique infinite path from $v_0$ are labelled 0, then every element $g$ of $G$ can be identified with the unique leaf $v_g$ in $L_\infty$ such that the sequence of labels along the unique infinite path in $T_\infty$ starting at $v_0$ coincides with the sequence $g$. With this identification, multiplication with an element $h$ of $G$ defines an automorphism of $T_\infty$.

We define the height $h(v)$ of a vertex $v$ in $T_\infty$ (or $T_h$) as the distance to the nearest leaf. The apex of $T_h$ is the unique vertex of height $h$. Each vertex in $T_\infty$ has a unique higher neighbour, its parent. We say that two distinct vertices are siblings if they have the same parent. $x$ is a descendant of $y$ if there is a path $x \cdots y$ in which each vertex except the first is the parent of the previous one; we include the possibility of a path of length 0, so that $x$ is a descendant of itself. We say that $x$ is an ancestor of $y$ if $y$ is a descendant of $x$.

### 2.2 The two models and their relationship

We define a random multi-graph $G_n(\lambda)$ for every $n \in \mathbb{N} \cup \{\infty\}$ and $\lambda \in \mathbb{R}_+$ as follows. The vertex set of $G_n(\lambda)$ is the set $L_n$ of leaves of $T_n$. For every pair $x, y \in L_n$, the number of $x$-$y$ edges in $G_n(\lambda)$ is a random variable with distribution $\text{Po}(\lambda \sum_{y \neq x} b^{d(x,y)})$ where $d(x,y)$ is the distance between $x, y$ in $T_n$. Note that in the case $n = \infty$ we have $\sum_{y \neq x} b^{d(x,y)} = 1$. Since $L_\infty$ can be identified with the group $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_b$ (see the remark above), $G_\infty(\lambda)$ can be obtained as a special case of our long range percolation model from Section 1. We call $G_n(\lambda)$ the Poisson edge model. If no $n$ is specified in the context, then the term Poisson edge model will refer to $G_\infty(\lambda)$.

Next, we describe an instance of the random graph model of $\blacksquare$, which will turn out to be very similar to the Poisson edge model.
Define a random multi-graph $G_n^*(\lambda)$ for every $n \in \mathbb{N} \cup \{\infty\}$ and $\lambda \in \mathbb{R}_+$ as follows. The vertex set of $G_n^*(\lambda)$ is again the set $L_n$ of leaves of $T_n$. The edge set of $G_n^*(\lambda)$ is determined by the following random experiment. At each vertex $v \in L_n$, we start a number of particles, and these numbers are i.i.d. random variables with distribution $\text{Po}(\lambda/2)$. These particles perform simple random walks on $T_n$, and are stopped upon their first return to $L_n$. For each of these particles $p$, we put an edge $e_p$ in $G_n^*(\lambda)$ connecting the vertex at which $p$ started to the last vertex of its random walk. We call this random multi-graph $G_n^*(\lambda)$ the Poisson particle model. (We choose $\lambda/2$ as the mean of the number of particles started at $v$ so that the number of edges at $v$, i.e. the number of particles starting or ending at $v$, has mean $\lambda$.)

It is possible to show that $G_n(\lambda)$ converges in distribution to $G_\infty(\lambda)$ and likewise for $G_n^*(\lambda)$ and $G_\infty^*(\lambda)$ we will not use or prove this fact directly, but a lot of the intuition underlying this paper was based on it.

It is not too hard to see that the expected number of $x-y$ edges in the Poisson particle model decays like $\lambda b^{1-d(x,y)}$; in Section 2 we provide some precise calculations. This implies that there are constants $0 < c < C$ such that the Poisson edge model with parameter $\lambda$ lies between $G_{\infty}^*(c\lambda)$ and $G_{\infty}^*(C\lambda)$ for every $\lambda$ (in the sense that the three processes may be coupled so that the three edge sets are nested as $E(G_{\infty}^*(c\lambda)) \subseteq E(G_{\infty}(\lambda)) \subseteq E(G_{\infty}^*(C\lambda)))$; see Lemma 13 and the remark after it.

3 Proof of Proposition 1

For $n \in \mathbb{N} \cup \{\infty\}$, let $C_n(\lambda)$ denote the component of $v_0$ – the unique vertex of $T_0$ – in the Poisson edge model $G_n(\lambda)$. Since the automorphism group of $T_n$ acts transitively on its leaves and this action preserves the probability distributions of edges between pairs of vertices, the component of any fixed vertex has the same distribution, up to isomorphism, as $C_n(\lambda)$.

First we show that $C_\infty(\lambda)$ is almost surely finite by showing that there is almost surely some $n < \infty$ such that $V(C_\infty(\lambda)) \subseteq L_n$, where as in Section 2 $L_n$ denotes the set of leaves of $T_n$, which we think of as a subset of the leaves of $T_{h+1}$, and therefore of $T_\infty$.

Lemma 2. For any $m > n$ (including the case $m = \infty$) we have $\mathbb{P}(V(C_m(\lambda)) \subseteq L_n) > 1 - (1 - e^{-\lambda}/b)^n$.

Proof. It is sufficient to prove the case $m = \infty$, since we may obtain $G_m(\lambda)$ as an induced subgraph of $G_\infty(\lambda)$.

For each $i \in \mathbb{N}$ let $e_i$ be the edge from $T_i$ to $T_{\infty} \setminus T_i$. For each $i$ write $E_i$ for the event that at least one edge of $G_\infty(\lambda)$ starts and finishes on different sides of $e_i$, i.e. starts in $L_i$ and finishes outside it or vice versa. It suffices to show that

$$\mathbb{P}\left(\bigcap_{i=1}^{n} E_i\right) < (1 - e^{-\lambda}/b)^n,$$

since whenever $V(C_m(\lambda)) \not\subseteq L_n$, the events $E_1, \ldots, E_n$ must all hold.

Note that $\mathbb{P}(E_i) = (1 - e^{-\lambda})$. We claim that, given $\bigcup_{j \leq i} E_j$, the probability that every edge which crosses $e_i$ also crosses $e_{i+1}$ is less than $1/b$. The number of edges crossing $e_i$ but not $e_{i+1}$ is given by a Poisson random variable of mean $\lambda(b-1)/b$, and the number of edges crossing both $e_i$ and $e_{i+1}$ by an independent Poisson random variable of mean $\lambda/b$. Thus, conditional on there being $k$ edges which cross $e_i$, the number of edges crossing both $e_i$ and $e_{i+1}$ has distribution $\text{Bin}(k, 1/b)$. The probability that every edge which crosses $e_i$ also crosses $e_{i+1}$ is therefore $b^{-k}$; conditional on $k \geq 1$ this is at most $1/b$.

Now we proceed as follows. Set $k_0 = 1$. For each $i$, we look sequentially, first for edges which cross $e_k$, but not $e_{k+1}$, then for edges which cross $e_k, e_{k+1}$ but not $e_{k+2}$, and so on. If we eventually find such an edge, let $e_{k+1}$ be the first edge it doesn’t cross and move on to $i + 1$; otherwise stop the process and set $k = k_i$. Note that the event $E_{k+1}$ is independent of the information we have after finding an edge which crosses $e_k$, since edges between different pairs of vertices occur independently. Now $E_k$ is the first event which does not occur, and $k$ is dominated by the variable $X = \sum_{i=1}^{Y} Z_i$, where $Y \sim \text{Geo}(e^{-\lambda})$.

\[\text{We thank Gourab Ray for this observation.}\]
\[\text{We thank Omer Angel for this observation.}\]
and $Z_i \sim \text{Geo}(1/b)$ are independent. Writing $p = e^{-\lambda}$ and $q = 1/b$, the generating function of $Y$ is $f_Y(s) = ps/(1 - (1 - p)s)$, and that of each $Z_i$ is $f_Z(s) = qs/(1 - (1 - q)s)$. Then

$$f_X(s) = f_Y(f_Z(s))$$

$$= p \cdot \frac{qs}{1 - (1 - q)s} \cdot \frac{1}{1 - (1 - p)s} = \frac{pq}{1 - (1 - q)s - (1 - p)qs} = \frac{pq}{1 - (1 - pq)s},$$

so $X \sim \text{Geo}(pq)$, giving the required result.

**Remark.** It follows that $C_n(\lambda)$ converges in distribution to $C_\infty(\lambda)$, since there is a natural coupling for which $C_n(\lambda)$ is always a subgraph of $C_\infty(\lambda)$, and for which Lemma 2 gives almost sure convergence.

We now prove Proposition 1 by showing that $C_\infty(\lambda)$ is the unique random multi-graph with finite average degree invariant under 1.

For this, note that if we add an extra layer $L'_\infty$ to $T_\infty$ by attaching two new leaves $u_1, u_2$ to each leaf $u$ of $T_\infty$, then the resulting tree $T'_\infty$ is isomorphic to $T_\infty$. Therefore, if we repeat the definition of $G_\infty(\lambda)$ using $T'_\infty$ instead of $T_\infty$, we obtain a random multi-graph $G'_\infty(\lambda)$ which is identically distributed with $G_\infty(\lambda)$. Moreover, it is straightforward to check that if we apply operation 1 to $G_\infty(\lambda)$ we obtain a realisation of $G'_\infty(\lambda)$, because of the choice of the rates $2^{1-2\lambda}$ at which edges appear. It follows that if we let $G(\lambda)$ denote $C_\infty(\lambda)$, then $G(\lambda)$ is indeed invariant under 1, as 1 can be thought of as choosing the component of $o_1$ in $G'_\infty(\lambda)$, which is identically distributed with the component of $o$ in $G_\infty(\lambda)$.

To prove the uniqueness of $G(\lambda)$, let $(X, o)$ be another random rooted multi-graph – possibly depending on $\lambda$ – with these properties. Let $\delta$ denote the expected degree of $o$ in $X$, and recall that we are assuming that $\delta$ is finite. This means that with positive probability $q$, the root will become isolated if we perform operation 1 on $(X, o)$; indeed, the root becomes isolated whenever all edges of $o$ are inherited by one of its offspring $o_1$, no new edges are formed between $o_1$ and the other offspring $o_2$, and we choose $o_2$ as the new root. Moreover, if we perform 1 once more on the resulting graph, then the probability to obtain an isolated root is still $q$. As the choices we make each time we apply 1 are independent from what happened in earlier applications, it follows that for every $\varepsilon > 0$ there is $N \in \mathbb{N}$ such that if we perform $N$ times on $(X, o)$, then the probability to obtain an isolated root at least once is at least $1 - \varepsilon$. Note that if the root is an isolated vertex, then performing 1 $N$ times on $(X, o)$ yields a random graph with the law of the component $C_M(\lambda)$. But as $C_M(\lambda)$ converges in distribution to $C_\infty(\lambda)$, and the distribution of $(X, o)$ is preserved after performing 1 any number of times, it follows that this distribution coincides with $C_\infty(\lambda)$. This proves Proposition 1.

We have just proved that $G(\lambda)$ coincides with $G_\infty(\lambda)$. Since the leaves $L_\infty$ of $T_\infty$ can be identified with the elements of the group $\bigoplus_{n \in \mathbb{N}} \mathbb{Z}_b$ as remarked in Section 2.1, it follows that the Poisson edge model $G_\infty(\lambda)$ for $b = 2$ coincides with the percolation model on $\bigoplus_{n \in \mathbb{N}} \mathbb{Z}_2$ defined in the introduction, and hence also with $G(\lambda)$ as claimed there.

We next show that the assumption of finite average degree is necessary for Proposition 1 to hold: without this restriction $G(\lambda)$ is not unique.

**Proposition 3.** There is a random connected rooted multigraph with infinite degrees which is invariant under 1.

**Proof.** Let $\Gamma^*$ be the group whose elements are the two-way infinite sequences $x^{(i)} \in \mathbb{Z}$ over $\mathbb{Z}_2$ such that $\{i : x^{(i)} = 1\}$ is finite and $x^{(i+2i)} = 0$ for every $i > 0$; the group operation is componentwise addition in $\mathbb{Z}_2$. Let $\mu^*(x) = 2^{1-\ell^*(x)}$, where $\ell^*(x) = \min \{i : x^{(i)} = 1\}$. Let $G$ be the random graph obtained by applying 1 to $\Gamma^*_\mu(\lambda)$, where the vertices of $G$ are $\{x_1, x_2 \mid x \in \Gamma^*\}$; note that $G$ is almost surely connected. We may define a bijection between the vertices of $G$ and of $\Gamma^*_\mu(\lambda)$ as follows: $x_1 \mapsto y$ where $y^{(0)} = 0$ and $y^{(i)} = x^{i-2}$ for $i \neq 0$; $x_2 \mapsto z$ where $z^{(0)} = 1$ and $z^{(i)} = x^{i-2}$ for $i \neq 0$. It is easy to check that this bijection preserves the rates of all edges, and so $\Gamma^*_\mu(\lambda)$ is also invariant under 1. \qed
4 Percolation on $\bigoplus_{i \in \mathbb{N}} \mathbb{Z}_b$

The group $G := \bigoplus_{i \in \mathbb{N}} \mathbb{Z}_b$ consists of all sequences of elements of $\mathbb{Z}_b$ which have only finitely many non-zero terms, endowed with the operation of componentwise addition, where $\mathbb{Z}_b = \mathbb{Z}/b\mathbb{Z}$ is the cyclic group of order $b$ (the reader will lose nothing by assuming that $b = 2$ throughout this section).

In this section we study the question of whether percolation occurs in $G_\mu(\lambda)$ for large enough $\lambda$ for various generating measures $\mu$ on $G$. More precisely, the aim of this section is to determine the critical asymptotic decay for $\mu$ that separates the $\lambda_c = \infty$ from the $\lambda_c < \infty$ regime. We shall sometimes neglect to normalise $\mu$ to be a probability measure; this does not affect the results of this section since normalising $\mu$ is equivalent to rescaling $\lambda$.

For $y \in G$, write $\ell(y)$ for the position of the last non-zero term of $y$ (we take $\ell(0) = 0$). We will concentrate on generating measures $\mu(y)$ that depend on $\ell(y)$ only, and are monotone decreasing in $\ell(y)$: given a real number $\alpha > b$, we define a generating measure $\mu_\alpha$ by letting $\mu(y) = \mu_\alpha(y) := \alpha^{-\ell(y)}$. The reason why we do not consider $\alpha \leq b$ is that $\mu_\alpha$ fails to be a finite measure in that case, since $G$ has $b^{k-1}$ elements $y$ with $\ell(y) = k$.

We consider the percolation process $G_\mu(\lambda)$ as defined in Section 2.1. In this case percolation does not occur for too small $\lambda$, since an exploration of the component of the identity is dominated by a subcritical Galton–Watson tree.

The Poisson edge model of Section 2.2 is obtained by taking $\alpha = b^2$, and by Lemma 2 there is no percolation, i.e. $\lambda_c = \infty$, in this case. Easily, the same arguments imply that $\lambda_c = \infty$ when $\alpha > b^2$ as well. Our next result shows that this value $\alpha = b^2$ is in a sense critical.

**Theorem 2.** For $\alpha \in (b, \infty)$, the percolation model $G_\mu(\lambda)$ satisfies $\lambda_c < \infty$ if $\alpha < b^2$ and $\lambda_c = \infty$ if $\alpha \geq b^2$.

**Proof.** The second statement follows from Lemma 2 and so we may assume $\alpha < b^2$. Write $V_k$ for $\{x \in G \mid \ell(x) \leq k\}$, and $X_k$ for the component of the identity in the subgraph of $G_\mu(\lambda)$ spanned by $V_k$. Fix a real $\beta$ with $\alpha/b < \beta < b$. We aim to show that for large enough $\lambda$ we have $\mathbb{P}(|X_k| \geq \beta^k)$ for every $k > 0$. In fact, we shall show that $\mathbb{P}(|X_{k_i}| \geq k_i \beta^{k_i}$ for every $i > p$ for some $p > 0$ and a strictly increasing sequence $(k_i)_{i \geq 0}$ chosen so that

$$\beta^{k_{i+1}} \leq k_i \beta^{k_i}.$$ (2)

This is sufficient since if $k_i < k < k_{i+1}$ then $|X_k| \geq |X_{k_i}| \geq k_i \beta^{k_i} \geq \beta^{k_{i+1}} > \beta^k$. We defer the choice of $k_0$ until later, but given $k_0$, we will choose $(k_i)_{i \geq 0}$ to be as large as possible given (2); this will mean that $k_{i+1} = [k_i + \log_\beta k_i]$.

Write $p_i$ for $\mathbb{P}(|X_{k_i}| \geq j \beta^{k_i}$ for every $j \leq i)$. Now $V_{k_{i+1}}$ consists of $b^{k_{i+1} - k_i}$ cosets of $V_{k_i}$, and $b^{k_{i+1} - k_i} \approx b^{\log_\beta k_i} = k_i^{\log_\beta b}$; note that $\log_\beta b > 1$.

The number of edges of $X_{k_i}$ to any given coset $xV_{k_i}$, where $k_i < \ell(x) \leq k_{i+1}$, is given by a Poisson random variable with mean at least $\lambda|X_{k_i}|b^{k_i} \alpha^{-k_{i+1}}$. So if $|X_{k_i}| \geq k_i \beta^{k_i} \geq \beta^{k_{i+1}}$, then the probability that there is no such edge is at most $q_i := \exp \left(-\lambda b^{k_i} \alpha^{-k_{i+1}} \beta^{k_{i+1}}\right)$.

Call a coset $xV_{k_i}$ good if there is an edge from $X_{k_i}$ to a component of size at least $k_i \beta^{k_i}$ in the graph restricted to $xV_{k_i}$. Thus each coset independently has probability at least $(1 - q_i)p_i$ of being good, and $(1 - q_i) p_i b^{k_i} \log_\beta b > 2k_{i+1}$ provided $p_i > p$ and $k_0$ is sufficiently large. Consequently, by the multiplicative Chernoff bound the probability of at least $k_{i+1}$ cosets being good is at least $1 - e^{k_{i+1}}$ for some absolute constant $c < 1$. This event is sufficient to imply that $|X_{k_{i+1}}| \geq k_{i+1} \beta^{k_{i+1}}$, so

$$p_{i+1} \geq p_i (1 - e^{k_{i+1}})$$

for each $i \geq 0$, and hence

$$p_i \geq p_0 \prod_{j=1}^i (1 - e^{k_j}) \geq p_0 \prod_{k=k_0}^\infty (1 - e^k).$$

We may choose $k_0$ sufficiently large that $\prod_{k=k_0}^\infty (1 - e^k) > 1 - p$, and then if $p_0$ is sufficiently close to 1 this will imply $p_i > p$ for all $i$. But by choosing $\lambda$ appropriately we may ensure $p_0$ is large enough. $\square$
Thus we have proved that for generating measures of the form \( \mu(y) = \alpha^{-\ell(y)} \), the value \( \alpha = b^2 \) is critical for the occurrence of percolation for large enough \( \alpha \). Our next result ‘zooms into’ the critical case \( \alpha = b^2 \) by considering measures \( \mu(y) \) that decay as \( (b^2 - o(1))^{-\ell(y)} \). We give a class of such measures for which percolation does occur. Our previous proof of non-percolation in the critical case was based on the existence of arbitrarily large sets of constant ‘boundary’, i.e. finite subsets \( S_k \) of \( G \), namely those of the form \( S_k := \{ y \mid \ell(y) \leq k \} \), such that the total \( \mu \)-measure of edges with exactly one endvertex in \( S_k \) is bounded above. We will show that in some cases there is no percolation even though the minimum size of the boundary of a set of size \( n \) tends to infinity with \( n \).

**Theorem 3.** Let \( \mu(y) = b^{-2\ell(y)} f(\ell(y)) \), where \( f(\ell) \) is an increasing function. Then the percolation model \( G_\mu(\lambda) \) satisfies

(a) \( \lambda_c < \infty \) if \( f(\ell) = \Omega(\alpha^{\sqrt{\ell}}) \) for some \( \alpha > 0 \);

(b) \( \lambda_c = \infty \) if \( f(\ell) = o(\log \ell) \) and \( f(\ell) \) is ultimately concave.

**Remark.** In particular, if \( f(\ell) = \frac{\log \ell}{\log \log \ell} \) then percolation does not occur even though large sets of constant boundary do not exist.

**Proof.** For (a), we follow a similar argument to Theorem 2. Define a sequence \( (k_i)_{i \geq 0} \) where \( k_0 \) is to be chosen later, and for each \( i \geq 0 \) we choose \( k_{i+1} \) as large as possible so that \( k_{i+1} - k_i \leq (\log a) \sqrt{k_{i+1}/4} \) (we will choose \( k_0 \) sufficiently large that \( k_{i+1} > k_i \) for each \( i \)). We aim to show that \( P(|X_{k_i}| \geq b^{k_i} a^{-\sqrt{k_{i+1}/4}} \) for every \( i \)) \( \geq 0 \) for some fixed \( p \) \( > 0 \). Provided \( X_{k_i} \geq b^{k_i} a^{-\sqrt{k_{i+1}/4}} \), we again consider the cosets \( xV_{k_i} \) contained in \( V_{k_{i+1}} \). Call \( xV_{k_i} \) good if there is an edge from \( x \) to \( V_{k_i} \) to a component of size at least \( b^{k_i} a^{-\sqrt{k_{i+1}/4}} \) in the graph restricted to \( xV_{k_i} \). Provided there are at least \( a^{\sqrt{k_{i+1}/4}} \) good cosets, we must have \( |X_{k_{i+1}}| \geq b^{k_i} a^{-\sqrt{k_{i+1}/4}} \). Again, provided \( X_{k_i} \geq b^{k_i} a^{-\sqrt{k_{i+1}/4}} \), the number of edges from \( x \) to any good coset of \( V_{k_i} \) within \( V_{k_{i+1}} \) is given by a Poisson random variable with mean at least

\[
\lambda b^{k_i} a^{-\sqrt{k_{i+1}/4}} b^{k_i} a^{\sqrt{k_{i+1}/4}} > \lambda a^{3\sqrt{k_{i+1}/4}};
\]

again we write \( q_i = \exp(-\lambda a^{3\sqrt{k_{i+1}/4}}) \) and \( p_i = P(|X_{k_i}| \geq b^{k_i} a^{-\sqrt{k_{i+1}/4}} \) for every \( j < i \). Then the expected number of good cosets is at least \( (1 - q_k) p_k b^{k_{i+1} - k_i} \).

Since \( \sqrt{k_{i+1}/4 + \log a/10}^2 < k_{i+1} + a\sqrt{k_{i+1}/4} \) provided \( k_0 \) (and hence \( k_i \)) is sufficiently large, by a suitable choice of \( k_0 \) we may ensure that \( \sqrt{k_{i+1}} > \sqrt{k_i} + \log a/10 \) for all \( i \). We may also choose \( k_0 \) and \( p \) large enough that \( (1 - q_i) b^{k_{i+1} - k_i} > 1 + \varepsilon \) for all \( i \), for some \( \varepsilon > 0 \). Then by the Chernoff bound the probability of at least \( a^{\sqrt{k_{i+1}/4}} \) good cosets exceeds \( 1 - \exp(\delta b^{k_{i+1} - k_i}) \) for some \( \delta > 0 \). As before, we can find some sufficiently large \( k_0 \) and some \( p' \) sufficiently close to 1 that \( p_0 > p' \) will ensure \( p_i > p \) for each \( i \). Since \( p_0 > p' \) for some sufficiently large \( \lambda \), this completes the proof of (a).

For (b), we use a similar approach to Lemma 2. In order for the component of the identity to be infinite, there must be an edge crossing \( e_k \) for every \( k \); write \( E_k \) for the event that \( e_k \) is crossed. The total rate at which edges crossing \( e_k \) appear is

\[
(b - 1) \sum_{h \geq k} b^{h - h} f(h) = b \sum_{j \geq 1} \left( 1 - 1/b \right) \left( 1/b \right)^{j-1} f(k + j - 1) = bE(f(k + J - 1)),
\]

where \( J \) is a geometric random variable with mean \( b/(b - 1) \). Since \( f \) is ultimately concave, this is at most \( b f(k + 1) \), and so \( \mathbb{P}(E_k) \leq 1 - e^{-\lambda b f(k + 1)} \) for every sufficiently large \( k \).

Define a random sequence \( k_i \) where \( k_0 \) is a constant to be chosen later. For each \( i \), we look sequentially, first for edges which cross \( e_{k_i} \) but not \( e_{k_i+1} \), then for edges which cross \( e_{k_i}, e_{k_i+1} \) but not \( e_{k_i+2} \), and so on. If we eventually find such an edge, let \( e_{k_i+1} \) be the first edge it doesn’t cross and move on to \( i + 1 \); otherwise stop the process. The event \( E_{k_{i+1}} \) only depends on the presence or absence of edges which have not yet been revealed, so it is independent of the previous process. Also, the rate at which edges crossing \( e_{k_i}, \ldots, e_{k_i+h} \) but not \( e_{k_{i+1}} \) appear is \( (b - 1) b^{-h} f(k_i + h) \). Since \( f \) is ultimately concave and increasing, \( f(k + 1) = \left( 1 + o(1) \right) f(k) \), so provided \( k_0 \) is sufficiently large, edges crossing \( e_{k_i}, \ldots, e_{k_i+h} \) but not \( e_{k_{i+1}} \) appear at least \( 3/2 \) times as often as edges that cross \( e_{k_i}, \ldots, e_{k_i+h+1} \) but not \( e_{k_{i+1}} \) (any constant between 1 and 2 would do). Thus \( \mathbb{P}(k_{i+1} = k_i + h + 1) \geq 3\mathbb{P}(k_{i+1} = k_i + h + 2)/2 \), and,
conditional on the existence of \( k_{i+1} \), we can bound the distribution of \( k_{i+1} - k_i \) by a geometric random variable with fixed mean \( m \). Thus the probability that \( k_i \) exists and exceeds \( k_0 + 2im \) is bounded by the probability that a negative binomial random variable exceeds twice its mean, which is at most \( c' \) for some constant \( c < 1 \) by the Chernoff bound. Consequently,

\[
P\left( \bigcup_{j \leq i} E_{k_j} \land (k_i > k_0 + 2im) \right) \leq c'
\]

and

\[
P\left( \bigcup_{j \leq i} E_{k_j} \land (k_i \leq k_0 + 2im) \right) \leq P\left( \bigcup_{j < i} E_{k_j} \right)(1 - \exp(-\lambda bf(k_0 + 2im + 1)) ,
\]

so, writing \( P_i = P\left( \bigcup_{j \leq i} E_{k_j} \right) \), we have \( P_i \leq (1 - \exp(-\lambda bf(k_0 + 2im + 1)))P_{i-1} + c' \). Since \( f(k) = o(\log k) \), and \( b \) and \( \lambda \) are fixed, if \( i \) is sufficiently large \( \exp(-\lambda bf(k_0 + 2im + 1)) > (k_0 + 2im + 1)^{-1} \). Thus \( \sum_{i \geq 1} \exp(-\lambda bf(k_0 + 2im + 1)) = \infty \), and so Lemma 4 below gives the required result.

Lemma 4. Let \((x_i)_{i \geq 0}\) and \((y_i)_{i \geq 1}\) be sequences of positive real numbers with \( y_i < 1 \) for each \( i \). Define \((z_i)_{i \geq 1}\) as follows: \( z_0 = x_0 \) and \( z_i = x_i + (1 - y_{i-1})z_{i-1} \) for \( i > 0 \). Then provided \( \sum_i x_i < \infty \) and \( \sum y_i = \infty \), we have \( \lim_{i \to \infty} z_i = 0 \).

Proof. Fix \( \varepsilon > 0 \). For some \( N, \sum_{i \geq N} x_i < \varepsilon / 2 \). For each \( i < N \), choose \( n_i \) sufficiently large that \( x_i \prod_{j=i+1}^{n_i} (1 - y_j) < \varepsilon / 2N \); this is possible since \( \prod_{j>i}(1 - y_j) = 0 \). Now if \( n \geq \max\{N, \max_i \{n_i\}\} \), then

\[
z_n = \sum_{i \leq n} \left( x_i \prod_{j=i+1}^{n} (1 - y_j) \right)
\]

\[
\leq \sum_{i < N} \left( x_i \prod_{j=i+1}^{n} (1 - y_j) \right) + \sum_{i \geq N} x_i
\]

\[
< \varepsilon .
\]

5 Expected size of \( G(\lambda) \)

The aim of this section is to prove Theorem 1. Here we will prove the corresponding bounds for \( C_{\infty}(\lambda) \), the component of \( v_0 \) in the Poisson edge model \( G_{\infty}(\lambda) \) defined in Section 2, which we proved in Section 3 coincides with \( G(\lambda) \).

5.1 Lower bound

The lower bound of Theorem 1 is given by the following result.

Proposition 5. There exists \( k > 0 \) such that \( \mathbb{E}(|C_{\infty}(\lambda)|) = \Omega(e^{k\lambda}) \) as \( \lambda \to \infty \).

In order to prove Proposition 5 we will need the following result on coupled variables with identical distributions.

Lemma 6. Suppose \( X \) and \( Y \) are identically distributed variables taking values in \( \mathbb{Z}^+ \) such that \( \mathbb{P}(X = bY) \geq 1 - p \). Then \( \mathbb{E}(X) \geq f(p) \) where \( f(1/n) = \frac{b^{-1} - 1}{n(b - 1)} \) for \( n \in \mathbb{Z}^+ \) and \( f(p) \) is linear between such points (so \( f(p) \geq \frac{b^{1-p} - 1}{b^{-1} - 1} \)).

For ease of reading we proceed directly with the proof of Proposition 5 proving Lemma 6 afterwards.

Proof of Proposition 5 We will prove that

\[
\mathbb{E}(|C_{\infty}(\lambda)|) \geq \frac{(e^{(b-1)\lambda/b} - 1)b \log b}{(b-1)^2 \lambda} ,
\]

for \( \lambda \) sufficiently large.
Let $G_{1,\infty}(\lambda)$ be the random graph on the set of vertices $B_1$ of $T_\infty$ at height $1$ (i.e. the neighbours of $L_\infty$) in which the number of $x$-$y$ edges has a Poisson distribution with mean $b^{1-2(h-1)\lambda}$, where $h$ is the height in $T_\infty$ of the lowest common ancestor of $x$ and $y$. Let $C_{1,\infty}(\lambda)$ denote the component of $v_1$, the parent of $v_0$, in $G_{1,\infty}(\lambda)$. Note that $G_{1,\infty}(\lambda)$ is identically distributed with $G_\infty(\lambda)$, and so $C_{1,\infty}(\lambda)$ is identically distributed with $C_\infty(\lambda)$.

We can couple $G'_\infty(\lambda)$ and $G_{1,\infty}(\lambda)$ as follows. Sample $G_{1,\infty}(\lambda)$ first. Replace each of its edges $xy$ by an edge $x'y'$ where $x'$ is one of the two children of $x$ chosen uniformly at random, and similarly for $y'$. For every pair of siblings $u,v \in L_\infty$, put $Po(\lambda/2)$ edges $uv$ in independently (of other pairs, and of $G_{1,\infty}(\lambda)$). Let $G'_\infty(\lambda)$ be the resulting graph on $L_\infty$, and let $C'_\infty(\lambda)$ denote the component of $v_0$ in $G'_\infty(\lambda)$. It is straightforward to check that $G'_\infty(\lambda)$ is identically distributed with $G_\infty(\lambda)$, and so $C'_\infty(\lambda)$ is identically distributed with $C_\infty(\lambda)$.

For $v \in B_1$, let $F(v)$ be the event that the subgraph of $G'_\infty(\lambda)$ induced by the children of $v$ is disconnected. For $b=2$ this is just the event that there are no edges between the two children of $v$, so has probability $e^{-\lambda/b}$. If $b>2$ we may bound $P(F(v))$ by the probability of the event that some child of $v$ has no edges to the other children of $v$. By Bonferroni’s inequality this occurs with probability at least $b(e^{-(b-1)\lambda/b} - (b-2)e^{-(2b-3)\lambda/b}) = (b-1)e^{-(b-1)\lambda/b}$ as $\lambda \to \infty$ (since $2b-3 > b-1$). Thus for any $b \geq 2$ and $\lambda$ sufficiently large we have $P(F(v)) \geq e^{-(b-1)\lambda/b} - b^{-1}$.

We consider two cases. Suppose first that $P(\exists v \in C_{1,\infty}(\lambda) : F(v) \text{ occurs}) \geq \frac{b \log b}{(b-1)^2 \lambda}$. Then, for $\lambda$ sufficiently large

$$P(\exists v \in C_{1,\infty}(\lambda) : F(v) \text{ occurs}) \leq E(\# \{ v \in C_{1,\infty}(\lambda) : F(v) \text{ occurs} \})$$

$$= E(|C_{1,\infty}(\lambda)|)P(F(v))$$

$$= E(|C_{1,\infty}(\lambda)|)(b-1)e^{-(b-1)\lambda/b}$$,

since the events $(F(v))_{v \in B_1}$ are independent of $C_{1,\infty}(\lambda)$. So we must have $E(|C_{1,\infty}(\lambda)|) \geq \frac{e^{(b-1)\lambda/b \log b}}{(b-1)^2 \lambda}$.

The second case is where $P(\exists v \in C_{1,\infty}(\lambda) : F(v) \text{ occurs}) \leq \frac{b \log b}{(b-1)^2 \lambda}$. Then the complementary event, that $F(v)$ fails for all $v \in C_{1,\infty}(\lambda)$, occurs with probability greater than $1 - \frac{b \log b}{(b-1)^2 \lambda}$, and in this event we have $|C'_\infty(\lambda)| = b|C_{1,\infty}(\lambda)|$. But these two variables are identically distributed, and so, by Lemma 2

$$E(|C_{1,\infty}(\lambda)|) \geq \frac{b \log b}{(b-1)^2 \lambda}$$,

as required. \hfill \Box

Remark. The same argument can be used to prove that if $C'_\infty(\lambda)$ is the component of $v_0$ in the subgraph of $G'_\infty(\lambda)$ obtained by deleting all edges between siblings of $T_\infty$, then $E(C'_\infty(\lambda))$ is also at least exponential in $\lambda$.

We now give the deferred proof of Lemma 3.

Proof of Lemma 3. For each $m$ which is not divisible by $b$, write $Z_m$ for the set $\{m, bm, b^2m, \ldots\}$. Suppose that $P(X \in Z_m) > 0$ and $P(X = bY \mid X \in Z_m) = 1 - q_m$.

First we claim $\max_x P(X = x \mid X \in Z_m) \leq q_m$. Suppose not, and $P(X = x \mid X \in Z_m) = q_m + \varepsilon$. For some $y > 0$ we have $P(X = b^y x \mid X \in Z_m) < \varepsilon$. Now

$$P((X \neq bY) \land (X \in Z_m)) \geq \sum_{y=0}^{y-1} P(X = b^y x \land Y \neq b^{y+1} x)$$

$$\geq \sum_{y=0}^{y-1} (P(X = b^y x) - P(Y = b^{y+1} x))$$

$$= P(X = x) - P(X = b^y x)$$

$$> q_m P(X \in Z_m).$$

But $P((X \neq bY) \land (X \in Z_m)) = q_m P(X \in Z_m)$. This proves the claim. Now it follows that $P(X > b^k m \mid X \in Z_m) \geq 1 - kq_m$, and so the variable $X \mid X \in Z_m$ dominates the variable which takes the value
$b^k m$ with probability $q_m$ if $k \leq \lceil q_m^{-1} \rceil$, 0 if $k > \lceil q_m^{-1} \rceil + 1$, and $1 - q_m \lceil q_m^{-1} \rceil$ if $k = \lfloor q_m^{-1} \rfloor$. This variable has expectation $mf(q_m)$.

Finally, $p = \sum_m \mathbb{P}(X \in Z_m)q_m$, and $\mathbb{E}(X) = \sum_m \mathbb{P}(X \in Z_m)mf(q_m) \geq \sum_m \mathbb{P}(X \in Z_m)f(q_m)$. This is at least $f(p)$ by Jensen’s inequality.

\[\square\]

5.2 Upper bound

In order to bound the expected size of $C_\infty(\lambda)$, we first show that this is equivalent to bounding the limit as $n \to \infty$ of the expected size of $C_n(\lambda)$.

**Lemma 7.** For any $m > n$ (including the case $m = \infty$) we have

$$
\mathbb{E}(|C_n(\lambda)|) < \mathbb{E}(|C_m(\lambda)|) < (1 + o(1))\mathbb{E}(|C_n(\lambda)|)
$$

as $n \to \infty$.

**Remark.** In particular, taking $m = \infty$ and $n$ sufficiently large gives $\mathbb{E}(|C_\infty(\lambda)|) < \infty$.

**Proof.** The first inequality follows from the fact that $G_n(\lambda)$ can be obtained as an induced subgraph of $G_m(\lambda)$. For the second inequality, we can obtain $G_m(\lambda)$ by first running $G_n(\lambda)$ on each copy of $T_n$, then adding edges between copies. We know from Lemma 2 that the probability that the component (in $G_n(\lambda)$) of a randomly-chosen vertex in a copy of $T_n$ having an edge in the second stage is $o(1)$. If it does, the expected number of additional edges it has in the second stage is at most the expected number of edges from the whole of that copy of $T_n$, which is about $\lambda$. So the expected number of edges the component of a randomly-chosen vertex receives in the second stage is also $o(1)$. We now consider a branching process: start from the component of $v_0$ in its copy of $T_n$; the next generation is the set of components we reach with one long edge, and so on. We can bound this from above by assuming that all edges go to new, different components. This is subcritical, since the expected number of offspring is $o(1)$, and so the total expected number of components merged is $1 + o(1)$. Each component has expected size at most $\mathbb{E}(|C_n(\lambda)|)$, giving the required bound.

The upper bound of Theorem 4 follows from the following result.

**Proposition 8.** \(\log \mathbb{E}(|C_\infty(\lambda)|) = O(e^h \log \lambda)\).

**Proof.** By Lemma 7 it is sufficient to show that this bound applies to $\mathbb{E}(|C_h(\lambda)|)$ for every $h < \infty$. Write $d_h(\lambda) = \mathbb{E}(|C_h(\lambda)|)/|L_h|$. Then $d_h(\lambda) \to 0$ as $h \to \infty$, since by Lemma 2 there exists $k$ such that the probability that the component escapes $L_k$ is at most $\varepsilon$, and so for $h$ sufficiently large we have $d_h(\lambda) < \varepsilon + b^{k-h} < 2\varepsilon$.

In particular, let $k = \lceil b \log((2b + 4)\lambda) e^h \rceil$ and $h = k + \log_b((2b + 4)\lambda)$. Lemma 2 gives

$$
\mathbb{P}(C_h \not\subseteq L_k) < (1 - e^{-\lambda}/b^{b \log((2b + 4)\lambda) e^h}) < (e^{-1})^{(2b + 4)\lambda}
$$

Therefore $d_h(\lambda) < \lambda^{-1}/(2b + 4) + b^{-h} = \lambda^{-1}/(b + 2)$.

Suppose $\lambda d_h(\lambda) < (b^{j} + b^{2} + b^{j+1})^{-1}$, for some $j \geq 0$. We can bound $d_{h+1}(\lambda)$ by first generating two independent copies of $G_h(\text{Po}(\lambda))$, and then adding edges between the two, with each pair getting $\text{Po}(b^{1-2h}\lambda)$ edges (call these the “long” edges). Now we use a similar branching-process argument to Lemma 7 the component of $v_0$ is $C_{h+1}(\lambda) = \bigcup_{i \geq 1} C_i$, where $C_1$ is the component of the root in the first half, $C_2$ is the union of all components in the second half having a long edge to $C_1$, $C_3$ is the union of components in the first half which are not in $C_1$ but are joined by a long edge to $C_2$, and so on. The expected number of long edges between $C_1$ and $C_i$, and therefore also the expected number of components in $C_{i+1}$, is at most $\lambda b^{1-h} |C_i|$. The expected total size of $C_{i+1}$ is therefore at most $b\lambda d_h(\lambda) |C_i|$, since every time we reach a new vertex, the expected size of the component containing that
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vertex is at most \( b^h d_h(\lambda) \), as all edges are independent. So \( \mathbb{E}(\lambda|b^{-h}) \leq \frac{1}{b}(b\lambda d_h(\lambda))^i \), and

\[
\lambda d_{h+1}(\lambda) = \frac{1}{b} \sum_{i \geq 1} \mathbb{E}(b^{-h}|C_i) \\
\leq \frac{1}{b^2} \sum_{i \geq 1} (b\lambda d_h(\lambda))^i \\
= \frac{\lambda d_h(\lambda)}{b(1 - b\lambda d_h(\lambda))} \\
< \frac{1}{b^2 + b^2/(b + 1)} \cdot \frac{b^i + b^2/(b - 1)}{b(b^i + b^2/(b - 1))} \\
= \frac{1}{b^{i+1} + b^2/(b - 1)}.
\]

Consequently \( \lambda d_{h+1}(\lambda) < (b^{i+1} + b^2/(b - 1))^{-1} \) and so

\[
\mathbb{E}(C_\infty(\lambda)) \leq \lim_{i \to \infty} b^{h+i} d_{h+1}(\lambda) \\
< \lim \lambda^{-1} b^{h+i}/(b^{i+1} + b^2/(b - 1)) \\
= \lambda^{-1} b^{h-j}.
\]

In particular we have \( j = 0 \) for \( h = \lceil b \log((2b + 4)\lambda)e^\gamma \rceil + \log_2((2b + 4)\lambda) \), and so \( \log \mathbb{E}(|C_\infty(\lambda)|) \leq \log(\lambda^{-1}b^h) = O(e^{\gamma} \log \lambda) \). \( \square \)

This completes the proof of Theorem 1.

5.3 Finite expectation not true for every binary tree

In this section we present an example showing that our results on the upper bound on \( \mathbb{E}(|C_\infty(\lambda)|) \) do not hold if we replace the full binary tree (or canopy tree in the limit) with an arbitrary tree.

To construct this example, we modify the canopy tree \( T_\infty \) as follows. We subdivide each edge \( e \) of \( T_\infty \) into two edges using a new vertex \( v_e \), and attach a new leaf \( l_e \) to each such vertex \( v_e \). Let \( T' \) denote the resulting tree. We may construct a random graph \( G' = G'(\lambda) \) on the set \( L' \) of leaves of \( T' \) analogously to either the Poisson edge model or Poisson particle model. In either case it is easy to see that there is some constant \( c > 0 \) such that for any \( x, y \in L' \) with \( d_{T'}(x, y) \leq 4 \), the probability that \( x \) and \( y \) are adjacent in \( G' \) is at least \( 1 - e^{-c\lambda} \).

Let \( o \) be a leaf of \( T' \) that was also a leaf of \( T_\infty \), and let \( C_o(\lambda) \) be its component in \( G'(\lambda) \).

**Proposition 9.** There is \( \lambda_0 \in \mathbb{R}_+ \) such that \( \mathbb{E}(|C_o(\lambda)|) = \infty \) for every \( \lambda > \lambda_0 \).

**Proof.** We will lower bound the probability \( p_k \) that a leaf \( x \in L' \cap L_\infty \) (that was also a leaf of \( T_\infty \)) is in \( C_o(\lambda) \) as a function of the height \( k \) of the confluent \( o \land x \) of \( o \) and \( x \) in \( T_\infty \) — it would have been more natural to work with the height in \( T' \), but it is a bit more convenient to work with the height in \( T_\infty \).

Since there are \( 2^{k-1} \) vertices \( x \in L' \cap L_\infty \) with \( h(o \land x) = k \), linearity of expectation yields

\[
\mathbb{E}(|C_o(\lambda)|) \geq \sum_k 2^{k-1} p_k.
\]  \( (3) \)

To lower bound \( p_k \), we consider the event that a specific \( x \land o \) path \( P'_x \) is present in \( G'(\lambda) \). Let \( P_z \) be the unique \( x \land o \) path in \( T_\infty \), and enumerate its edges as \( e_1, e_2, \ldots e_{2k} \) in the order they appear in \( P_z \). Then \( P'_x \) is the path \( x e_1 e_2 \ldots e_{2k} o \) going through the leaves we attached to the \( e_i \) in the definition of \( T' \). Since each edge of \( P'_x \) joins leaves of distance at most 4 in \( T' \), the occurrences of different edges in \( G' \) are independent, and \( |P'_x| = 2k + 1 \), the probability that \( P'_x \) is a subgraph of \( G'(\lambda) \) is at least \( (1 - e^{-c\lambda})^{2k+1} \). Since this is a lower bound for \( p_k \), choosing \( \lambda_0 \) large enough that \( 1 - e^{-c\lambda} > 1/2 \), we deduce that each term in the right hand side of \( (3) \) contributes at least a constant, proving that \( \mathbb{E}(|C_o(\lambda)|) = \infty \) for \( \lambda > \lambda_0 \). \( \square \)

**Question.** For which underlying trees does \( C_o(\lambda) \) have finite expectation for all \( \lambda ? \)
6 Average degree

Define the multi-degree of a vertex $x$ to be the number of edges incident with $x$, and the simple degree of $x$ to be the number of vertices sending an edge to $x$. Thus in a simple graph the two notions coincide, but the multi-degree can be larger due to parallel edges.

The average multi-degree of a vertex of $G_\infty(\lambda)$ is $\lambda$ by the definitions. In this section we compute the average simple degree $\delta$ of the root $o$ of $G_\infty(\lambda)$. Our computation applies to the Poisson particle model as well. We will prove the following result of independent interest, which is not used in the rest of the paper.

**Proposition 10.** As $\lambda \to \infty$, $\delta = E(d_{\text{simple}}(o))$ satisfies

$$\delta = \Theta(\sqrt{\lambda}). \quad (4)$$

An asymptotic description of the full distribution of the simple degree has been obtained by C. Jahel [9].

**Proof.** Let $p_x$ denote the probability that there is at least one edge between $o$ and another vertex $x$. For $x \in L_h \setminus L_{h-1}$, the number of $x-o$ edges has distribution $\text{Po}(\lambda b^{1-2h})$, and so we have $p_x = (1 - e^{-\lambda b^{1-2h}})$.

The average simple degree of $o$ is the sum of $p_x$ for every $x$ by linearity of expectation:

$$\delta = \sum p_x = \sum_{h \in \mathbb{N}} \sum_{x \in L_h \setminus L_{h-1}} p_x = \sum_{h \in \mathbb{N}} (b-1)b^{h-1}(1 - e^{-\lambda b^{1-2h}}).$$

For any $N \in \mathbb{N}$, we can split this sum into two as

$$\delta = \sum_{h \leq N} (b-1)b^{h-1}(1 - e^{-\lambda b^{1-2h}}) + \sum_{h > N} (b-1)b^{h-1}(1 - e^{-\lambda b^{1-2h}}), \quad (5)$$

and it turns out that for $N = \frac{1}{\lambda} + \frac{1}{2} \log \lambda$ the two sums are of the same order $\Theta(\sqrt{\lambda})$. To see this, note that for $h \leq N = \frac{1}{\lambda} + \frac{1}{2} \log \lambda$ the factor $1 - e^{-\lambda b^{1-2h}}$ is at least $1 - e^{-1}$, and so the contribution of the first sum is of order

$$\sum_{h \leq \frac{1}{\lambda} + \frac{1}{2} \log \lambda} b^h \leq e^{\frac{1}{\lambda} + \frac{1}{2} \log \lambda} = \Theta(\sqrt{\lambda}). \quad (6)$$

For the second sum, note that for $h \gg N$ the factor $1 - e^{-\lambda b^{1-2h}}$ is of order $\lambda b^{1-2h}$. Thus

$$\sum_{h > \frac{1}{\lambda} \log \lambda} b^h(1 - e^{-\lambda b^{1-2h}}) = \Theta\left( \sum_{h > \frac{1}{\lambda} \log \lambda} b^h \lambda b^{1-2h} \right)$$

$$= \Theta\left( \lambda \sum_{h > \frac{1}{\lambda} \log \lambda} b^{1-h} \right)$$

$$= \Theta(\lambda b^{\frac{1}{\lambda} - \frac{1}{2} \log \lambda})$$

$$= \Theta(\lambda/\sqrt{\lambda}) = \Theta(\sqrt{\lambda}).$$

Combining this with (5) and (6) yields (4). \( \square \)

7 Calculations on the Poisson particle model

In this section we provide some calculations concerning the behaviour of the random walks used in the definition of the Poisson particle model, which we will use in Section 8 where we study connectedness thresholds for the finite versions of the model. These calculations will also show that $G_\infty^*(\lambda)$ may be coupled between $G_\infty(c\lambda)$ and $G_\infty(C\lambda)$ for some suitable $C > c > 0$, and so the results of Section 8 also apply to the Poisson particle model.

Recall that edges of the Poisson particle model are given by random walks on $T_h$, for some fixed $h \in \mathbb{N} \cup \{\infty\}$, starting and ending in $L_h \subseteq L_\infty$. For $x, y \in L_\infty$, write $x \xrightarrow{w} y$ for the event that a random
walk starting from \(x\) finishes at \(y\). When discussing the probability of such events we use \(\mathbb{P}_h\) to indicate that the random walk in question occurs in \(T_h\). Note that the probability that a particle, starting from a vertex of height 1, reaches height \(k \leq h\) before height 0 is \((b - 1)/(b^k - 1)\). This is because, provided the walk has not yet reached height \(h\), \(b^{\ell(u_i)}\) is a martingale, where \(u_i\) is the position of the particle after \(i\) steps, and so if we run the process until the first time \(\tau\) with \(h(u_\tau) \in \{0, k\}\), we have
\[
b^k \mathbb{P}(h(u_\tau) = k) + \mathbb{P}(h(u_\tau) = 0) = b.
\]

**Lemma 11.** Let \(x\) and \(y\) be two vertices with lowest common ancestor having height \(k\) (if \(x = y\) we have \(k = 1\)). Then
\[
\mathbb{P}_\infty(x \xrightarrow{\omega} y) = \sum_{h \geq k} \frac{(b - 1)^2}{(b^{h+1} - 1)(b^h - 1)}.
\]

**Proof.** We condition on the maximum height \(H\) reached. As before, \(\mathbb{P}(H \geq h) = (b - 1)/(b^h - 1)\), so
\[
\mathbb{P}(H = h) = \frac{b - 1}{b^h - 1} - \frac{b - 1}{b^{h+1} - 1} = \frac{(b - 1)^2 b^h}{(b^h - 1)(b^{h+1} - 1)}.
\]
Now given that \(H = h\), any of the \(b^h\) vertices having a common ancestor with \(x\) at height \(h\) are equally probable endpoints of the walk. So
\[
\mathbb{P}(x \xrightarrow{\omega} y) = \sum_{h \geq k} \mathbb{P}(H = h) \mathbb{P}(x \xrightarrow{\omega} y \mid H = h) = \sum_{h \geq k} \frac{(b - 1)^2}{(b^{h+1} - 1)(b^h - 1)}.
\]

Write \(\zeta_h\) for \(\mathbb{P}_\infty(x \xrightarrow{\omega} y)\) where \(x\) and \(y\) have lowest common ancestor at height \(h\). We can use Lemma 11 to get good bounds on \(\zeta_h\).

**Lemma 12.** For every \(1 \leq i < h\), we have \(\zeta_{i+1} < \zeta_i/b^2\).

**Proof.** Note that
\[
\zeta_i = \sum_{j \geq i} \frac{(b - 1)^2}{(b^j - 1)(b^{j+1} - 1)} < \sum_{j \geq i} \frac{(b - 1)^2}{(b^j - b^{j-1})(b^{j+1} - b^{j-1})} = \sum_{j \geq i} b^{2j-2i}(b^j - 1)(b^{j+1} - 1) = \frac{(b - 1)^2}{(b^i - 1)(b^{i+1} - 1)} \sum_{j \geq 0} b^{-2j} \leq \frac{(b - 1)^2 b^2}{(b^i - 1)(b^{i+1} - 1)(b^2 - 1)}.
\]
Consequently
\[
\zeta_i - \zeta_{i+1} = \frac{(b - 1)^2}{(b^i - 1)(b^{i+1} - 1)} > \frac{b^2 - 1}{b^2} \zeta_i,
\]so \(\zeta_{i+1} < \zeta_i/b^2\). \(\square\)

**Remark.** If leaves \(x_1, \ldots, x_h\) are siblings, then \(\zeta_1 = \mathbb{P}(x_1 \xrightarrow{\omega} x_j)\) for each \(i\), so we must have \(\zeta_1 < 1/b\) whence \(\zeta_i < b^{1-2i}\) for each \(i\).

Our next lemma provides upper and lower bounds on \(\zeta_h\), showing that it decays roughly like \(b^{1-2h}\).
Lemma 13. For each $h \geq 1$ we have
\[
\left(\frac{b-1}{b+1}\right)\left(b^{1-2h} + b^{1-3h}\right) < \zeta_h < \left(1 + \frac{1}{b_h-1}\right)\left(1 + \frac{1}{b_{h+1}-1}\right)\frac{b-1}{b+1}b^{1-2h}.
\]

Proof. By Lemma 11 we have
\[
\zeta_h = \sum_{j \geq h} \left(1 + \frac{1}{b_j-1}\right)\left(1 + \frac{1}{b_{j+1}-1}\right)\frac{(b-1)^2}{b_{j+1}}.
\]
The first two factors are close to 1, and we bound them by their maximum values to get
\[
\zeta_h < \sum_{j \geq h} \left(1 + \frac{1}{b_h-1}\right)\left(1 + \frac{1}{b_{h+1}-1}\right)\frac{(b-1)^2}{b_{j+1}}
= \left(1 + \frac{1}{b_h-1}\right)\left(1 + \frac{1}{b_{h+1}-1}\right)\frac{b-1}{b+1}b^{1-2h}.
\]
Moreover, noting that $\frac{1}{m-1} = \frac{1}{m} + \frac{1}{m(m-1)}$, we have
\[
\zeta_h = \sum_{j \geq h} \frac{(b-1)^2}{(b^j-1)(b^{j+1}-1)}
= (b-1)^2 \sum_{j \geq h} \left(\frac{1}{b^j} + \frac{1}{b_j(b-1)}\right)\left(\frac{1}{b_j+1} + \frac{1}{b_{j+1}(b-1)}\right).
\]
We may bound $\frac{1}{b^j(b-1)} > \frac{1}{b^{j+1}}$ and expand (neglecting the lowest-order term) to get
\[
\zeta_h > (b-1)^2 \sum_{j \geq h} \left(b^{2j-1} + b^{3j-2}\right)
= \frac{b-1}{b+1}b^{1-2h} + \frac{b-1}{b^2+b+1}(b^{2-3h} + b^{1-3h})
> \left(\frac{b-1}{b+1}\right)(b^{1-2h} + b^{1-3h})\] \[\square \]

The independence between the particles implies that the number of particles going from $x$ to $y$ has a Poisson distribution with rate $\frac{1}{2} P(x \rightarrow y)$, and so the total number of edges between $x$ and $y$ is a Poisson random variable with mean $\lambda P(x \rightarrow y)$. Furthermore, the total number of edges $vw$ and the total number of edges $xy$ are independent Poisson random variables whenever $\{v, w\} \neq \{x, y\}$.

Remark. Since both the lower and upper bound for $\zeta_h$ is of order a constant times $b^{1-2h}$, this proves our claim that by choosing the parameters $\lambda$ appropriately, the Poisson edge model can dominate the Poisson particle model and vice-versa.

In $G^*_{\infty}(\lambda)$, the number of edges between $x$ and $y$ has distribution $\text{Po}(\zeta_h \lambda)$ where $k$ is the height of the lowest common ancestor of $x, y$, and consequently the number of edges from $x$ to other vertices has distribution $\text{Po}(\lambda \sum_{h \geq 0} (b-1)b^{k-1} \zeta_h)$. Write $\Xi_0$ for $\sum_{h \geq 0} (b-1)b^{h-1} \zeta_h$. Similarly, if we fix a vertex $v \in T_\infty$ with height $k$, write $\Xi_k$ for the value such that the number of edges in $G^*_{\infty}(\lambda)$ between descendants of $v$ and the rest of the graph has distribution $\text{Po}(\Xi_k \lambda)$. Each descendant of $v$ has $\text{Po}(\lambda \sum_{h \geq k} (b-1)b^{h-1} \zeta_h)$ edges to the rest of the graph, and there are $b^k$ descendants, so $\Xi_k = (b-1)b^k \sum_{h \geq k} b^{h-1} \zeta_h$.

We will need some bounds on the value of $\Xi_k$.

Lemma 14. $\Xi_k$ is strictly decreasing with $\lim_{k \to \infty} \Xi_k = (b-1)/(b+1)$. Moreover,
\[
\frac{b-1}{b+1} \left(1 + \frac{b^{-k}}{b+1}\right) < \Xi_k < \frac{b-1}{b+1} \left(1 + \frac{1}{b^{k+1}-1}\right)\left(1 + \frac{1}{b^{k+2}-1}\right).
\]
Proof. By Lemma \[12\] we have \(b^{i+1} \xi_{i+1} < b^i \xi_i / b\) for every \(i\), and so \(\sum_{h=k+1}^\infty b^h \xi_h < \sum_{h=k}^\infty b^h \xi_h / b\), i.e. \(\Xi_{k+1}/((b-1)b^{k+1}) < \Xi_k/((b-1)b^k)\). So \(\Xi_k\) is strictly decreasing. Also, by Lemma \[13\] we have

\[
\Xi_k = (b-1)b^k \sum_{h>k} b^{h-1} \xi_h < (b-1)b^k \sum_{h>k} \left(1 + \frac{1}{b^h - 1}\right) \left(1 + \frac{1}{b^{h+1} - 1}\right) \frac{b-1}{b+1} b^{-h}.
\]

We can easily calculate \(\sum_{h>k} \frac{b-1}{b+1} b^{-h}\); the other factors are close to 1, so we bound them by their maximum values, which occur at \(h = k + 1\).

\[
\Xi_k < (b-1)b^k \sum_{h>k} \left(1 + \frac{1}{b^{h+1} - 1}\right) \left(1 + \frac{1}{b^{h+2} - 1}\right) \frac{b-1}{b+1} b^{-h} = \frac{b-1}{b+1} \left(1 + \frac{b^{-k}}{b+1}\right).
\]

Finally, using the lower bound from Lemma \[13\] we have

\[
\Xi_k > (b-1)b^k \left(\frac{b-1}{b+1}\right) \sum_{h>k} (b^{-h} + b^{-2h}) = \frac{b-1}{b+1} \left(1 + \frac{b^{-k}}{b+1}\right).
\]

Since these upper and lower bounds tend to \((b-1)/(b+1)\), so does \(\Xi_k\).

\[\square\]

Remark. The upper bound gives \(\Xi_k < \frac{b^k - b^{-1}}{b+1} < 1\) for all \(k \geq 0\). Also, since \(\frac{b(b-1)}{(b+1)^2}\) is increasing and \(b \geq 2\), the lower bound gives \(\Xi_k > \frac{b^k}{b+1} + \frac{b^{k-1}}{b+1}\).

Finally, we prove bounds on the corresponding parameters for the finite model. Write \(\xi_n^{(k)}\) for the value such that the number of edges in \(G^*_n(\lambda)\) from the descendants of a vertex at height \(k\) to other vertices is distributed \(\text{Po}(\lambda \xi_n^{(k)})\), i.e. \(\xi_n^{(k)}\) is \(b^k\) times the probability that a random walk starting from a descendant of \(v\) ends at a non-descendant.

**Lemma 15.**

\[
\Xi_k - b^{2k-2n} < \xi_n^{(k)} < \Xi_k.
\]

**Proof.** We prove that

\[
\xi_n^{(k)} = \Xi_k - (b-1) \sum_{h>n} b^{h-n+2k-1} \xi_h;
\]

which clearly implies the upper bound. The lower bound follows since \(\xi_h < b^{1-2h}\), and so

\[
\sum_{h>n} b^{h-n+2k-1} \xi_h < b^k \sum_{h>n} b^{h-n} = \frac{b^{2k-2n}}{b-1}.
\]

Write \(D(v)\) for the descendants of \(v\). We couple random walks on \(T_n\) and \(T_\infty\) as follows. Start by running the two walks identically. At any point when the walk on \(T_\infty\) leaves \(T_n\), pause the walk on \(T_\infty\) at the apex until the walk on \(T_\infty\) next reaches a vertex at height \(n\). The descendants of this vertex form a copy of \(T_n\); so long as the second walk stays within that copy, duplicate all its steps in the walk on \(T_n\). Now the first random walk ends in \(D(v)\) if and only if the second walk ends at a vertex in the translation of \(D(v)\) to the subtree formed by the descendants of some vertex at height \(n\). There are \((b-1) b^{h-n-1+k}\) such vertices whose lowest common ancestor with \(T_n\) is at height \(h\), for every \(h > n\), and so for any \(x \in D(v)\)

\[
\mathbb{P}_n(x \xrightarrow{w} D(v)) = \mathbb{P}_\infty(x \xrightarrow{w} D(v)) + \sum_{h>n} (b-1) b^{h-n-1+k} \xi_h.
\]

Since \(\xi_n^{(k)} = b^k (1 - \mathbb{P}_n(x \xrightarrow{w} D(v)))\) and \(\Xi_k = b^k (1 - \mathbb{P}_\infty(x \xrightarrow{w} D(v)))\), the result follows.

\[\square\]
In particular, $\xi_n^{(k)} \to \Xi_k$. Also, provided $2n \geq 3k + 5$, we may combine the bounds of Lemma 15 and Lemma 14 to get

$$\xi_n^{(k)} > \Xi_k - b^{2k-2n} \geq \Xi_k - b^{-k-5} > \frac{b-1}{b+1} + \frac{2}{9} b^{-k-1} - b^{-k-5} > \frac{b-1}{b+1} + \frac{1}{4} b^{-k-1}.$$  

8 Phase transitions for our finite models.

In this section we study the threshold $\lambda$ at which our Poisson particle model $G_\lambda^*(\lambda)$ and Poisson edge model $G_n(\lambda)$ become connected for finite $n$. We will prove that there is a phase transition for the connectedness of $G_\lambda^*(\lambda)$ and $G_n(\lambda)$ occurring at $\lambda = \sigma_{\text{crit}} n$ where $\sigma_{\text{crit}}$ is a constant (different for the two models) depending on $b$ only. This phase transition occurs in a window of width logarithmic in $n$ (Theorem 5 and Theorem 6). Similarly, for a finite version of the asynchronous model of Section 9 we establish the connectedness threshold for the Poisson particle model in Section 8.1, and the Poisson edge model is treated in Section 8.2 in a similar fashion. Finally, we consider the connectedness problem for the asynchronous model in Section 9.1.

The following lemma bounds the probability of isolated vertices in a wide range of random graph settings where different edges appear with different probability.

**Lemma 16.** Let $G$ be a random graph on vertex set $[n]$, where each edge $ij$ is independently present with probability $p_{ij}$ and absent with probability $q_{ij} = 1 - p_{ij}$. Write $I_i$ for the event that $i$ is isolated, and $N$ for the number of isolated vertices. If $P(I_i) = q$ for every $i$ then $P(N = 0) < 2/(2 + nq)$.

**Proof.** Note that $P(I_i) = \prod_{j \neq i} q_{ij}$, so this product equals $q$ for each $i$. Also,

$$\mathbb{E}(N^2) = \sum_{i,j} P(I_i \land I_j) = \sum_i \left( q + \sum_{j \neq i} \left( q \prod_{k \neq i,j} q_{jk} \right) \right) = \sum_i \left( q + \sum_{j \neq i} q^{-1} q_{ij} \right).$$

Now $q_{ij}^{-1} \geq 1$ for each $j \neq i$, and $\prod_{j \neq i} q_{ij}^{-1} = q^{-1}$, so $\sum_{j \neq i} q_{ij}^{-1}$ is maximised when one of the terms is $q^{-1}$ and the others are all 1. To see this, note that if $q_{ij}^{-1}, q_{ik}^{-1} > 1$ for distinct $j, k$ then we increase the sum by replacing $q_{ij}^{-1} + q_{ik}^{-1}$ by $1 + q_{ij}^{-1} q_{ik}^{-1}$; by a sequence of operations of this form we continue increasing the sum until only one term exceeds 1. So

$$\mathbb{E}(N^2) \leq n(q + q^2(q^{-1} + n - 2)) = n(2q - 2q^2 + nq^2) < 2nq + \mathbb{E}(N)^2,$$

and so $\text{Var}(N) < 2nq$. Consequently, by Cantelli’s inequality,

$$P(N = 0) \leq \text{Var}(N)/(\text{Var}(N) + \mathbb{E}(N)^2) < 2/(2 + nq).$$
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Remark. In particular, if \( nq \rightarrow \infty \) as \( n \rightarrow \infty \), \( P(N = 0) \rightarrow 0 \). The converse is also true. Suppose \( nq \leq c \) infinitely often. The event that an individual vertex meets some edges is an increasing event, and so, by Harris’s inequality, all such events are positively correlated. So \( P(N = 0) \geq (1 - q)^n \geq (1 - c/n)^n \) infinitely often, and this bound approaches \( e^{-c} > 0 \). Trivially if \( nq \rightarrow 0 \) then \( P(N = 0) \rightarrow 1 \); again the converse is true since a non-trivial lower bound on \( nq \) gives a non-trivial upper bound on \( 2/(2 + nq) \).

Remark. Suppose that each vertex has an additional probability \( r \) of being active, and we are interested in the number of active isolated vertices. Now the expected number is \( nqr \) and a similar analysis gives a bound of \( (1 + r)/(1 + r + nqr) \leq 2/(2 + nqr) \).

We next prove a sufficient condition for connectedness which will be the key ingredient in establishing the supercritical region for each model.

First, we introduce some notation. Let \( T \) be an arbitrary finite \( b \)-ary tree (we initially think of \( T \) being \( T_n \), but will need this extra generality in Section 8.1), and let \( v, w \) be two vertices of \( T \). We say \( v \) is a \( k \)-uncle of \( w \) if a sibling of \( v \) is an ancestor of \( w \) at distance \( k \) or less. We say \( v \) and \( w \) are \( k \)-cousins if there exists \( w' \) which is an ancestor of \( w \) at distance \( k \) or less such that \( w' \) is a \( k \)-uncle of \( v \) (note that this definition is symmetric, since some sibling \( v' \) of \( w' \) is a \( k \)-ancestor of \( v \) and \( k \)-uncle of \( w \)). If \((x_1, \ldots, x_b)\) and \((y_1, \ldots, y_b)\) are two disjoint \( b \)-tuples of siblings then we say \((x_1, \ldots, x_b)\) and \((y_1, \ldots, y_b)\) are \( k \)-cousins if \( x_1 \) and \( y_1 \) are \( k \)-cousins (which will also imply that all other pairs are \( k \)-cousins).

Now let \( G \) be a graph whose vertex set is \( L(T) \), the set of leaves of \( T \). We say that two vertices \( x, y \in V(T) \) are linked by \( G \) if there exist vertices \( x', y' \in L_n \) such that \( x \) is an ancestor of \( x' \), \( y \) is an ancestor of \( y' \), and there is an edge (in \( G \)) from \( x' \) to \( y' \). If \( X = \{x_1, \ldots, x_b\} \) is a set of siblings in \( T \), we say \( X \) is strongly linked by \( G \) if the graph \( H_X \) on vertex set \( X \) with edges between linked pairs is connected, and weakly linked if \( H_X \) has two components and there exist \( i, j \) such that \( x_i \) and \( x_j \) are in different components and some \( z \) which is a \( k \)-uncle of \( x_i, x_j \) such that the pairs \( x_i, z \) and \( x_j, z \) are both linked.

Lemma 17. Suppose that \( G \) has the following properties, for some fixed \( k \):

(i) every set of siblings in \( T \) is either strongly linked or weakly linked by \( G \);

(ii) for any two sets of siblings which are \( k \)-cousins, at least one of them is strongly linked by \( G \);

(iii) any set of siblings within the top \( k \) layers of \( T \) are strongly linked by \( G \).

Then \( G \) is connected.

Proof. Define the depth of a vertex \( v \in V(T) \) to be the distance from the apex of \( T \), and the height \( h(v) \) to be the difference between the depth of \( v \) and the maximum depth (note that this coincides with our earlier definition for \( T = T_n \)). We show by induction on \( j \) that for every vertex \( v \in V(T) \) with \( h(v) = j \), all the leaves of \( T \) which are descendants of \( v \) are in the same component of \( G \). This is trivial for \( j = 0 \), and whenever \( v \) is a leaf. Suppose it is true for \( 0, \ldots, j - 1 \), let \( v \) be a non-leaf vertex at height \( j \), and let \( x_1, \ldots, x_b \) be its neighbours at height \( j - 1 \). Every descendant of \( v \) is a descendant of some \( x_i \), and for each \( i \) all descendants of \( x_i \) are in one component. If \( x_1, \ldots, x_b \) are strongly linked then there is an edge between a descendant of \( x_i \) and \( x_j \) for \( x_i, x_j \in E(H_X) \), and these connect all the components so all descendants of \( v \) are in the same component. If not, the descendants of \( v \) are in at most two components, and there is some \( z \) which is linked to both components and is a \( k \)-uncle of \( x_1, \ldots, x_b \). It is sufficient to prove that all descendants of \( z \) are in one component. If \( h(z) < j \) then this is true by the induction hypothesis. If \( h(z) \geq j \) we use a subsidiary induction to show that all descendants of \( z' \) are in the same component whenever \( z' \) is a descendant of \( z \) at height \( i \); this is true for \( i = j - 1 \), and may be extended to each successive \( i \) by noting that if \( z_1', \ldots, z_b' \) are siblings which are descendants of \( z \) at height at least \( j - 1 \) then \((x_1, \ldots, x_b)\) and \((z_1', \ldots, z_b')\) are \( k \)-cousins, so \((z_1', \ldots, z_b')\) are strongly linked by (ii). □

8.1 Connectedness threshold for the Poisson particle model

We will show that, unlike the Erdős-Rényi random graph model, isolated vertices are not the main obstacle to connectedness in \( G^*_p (L) \).

The bounds of Section 7 will allow us to give, for a fixed height \( k \), a threshold dividing regimes where there is a component of the form \( D(v) \) for some vertex \( v \) at height \( k \) with high probability from regimes where there is no such component with high probability. In fact, of all sets of vertices with
lowest common ancestor \(v\), \(D(v)\) is the most likely to be separated from the rest of the graph, and so we can show that in the latter regime there is actually no component with a common ancestor of height at most \(k\) with high probability. There may be such a component even if other descendants of the common ancestor are not disconnected from the rest of the graph, so this is a genuinely stronger statement.

**Lemma 18.** Let \(x \in L_k\) and \(\emptyset \neq A \subset L_k\). If \(k \leq m < n \leq \infty\) then \(\mathbb{P}_m(x \xrightarrow{w} A) > \mathbb{P}_n(x \xrightarrow{w} A)\).

**Proof.** We couple the random walks on \(T_m\) and \(T_n\) as in the proof of Lemma 15, duplicate every step made in the bottom \(m\) layers of \(T_n\), but pause the walk in \(T_m\) while the walk in \(T_n\) is above that level. The walk in \(T_m\) reaches \(A\) if and only if the walk in \(T_n\) reaches the translation of \(A\) to the \(m\)-subtree it finishes in.

**Lemma 19.** Let \(A\) be any nonempty subset of \(L_k\). Then the probability that there are no edges between \(A\) and the rest of \(G^*_n(\lambda)\) is maximised when \(A = L_k\), for any \(n \geq k\) or for \(n = \infty\).

**Proof.** We use induction on \(k\); it is clearly true for \(k = 0\) since there is no choice of \(A\). Assume it is true for \(k - 1\). Note that

\[
\mathbb{P}(e(A, V \setminus A) = 0) = \exp\left( -\lambda \sum_{x \in A} \mathbb{P}(x \xrightarrow{w} V \setminus A) \right),
\]

since \(e(A, V \setminus A)\) has a Poisson distribution with the appropriate mean. Write \(P(A)\) for \(\sum_{x \in A} \mathbb{P}(x \xrightarrow{w} V \setminus A)\). Now

\[
P(A) - P(L_k) = \sum_{x \in L_k \setminus A} \left( \left( \sum_{y \in A} \mathbb{P}(y \xrightarrow{w} x) \right) - \mathbb{P}(x \xrightarrow{w} V \setminus L_k) \right).
\]

By Lemma 18, \(\mathbb{P}(y \xrightarrow{w} x)\) is minimised and \(\mathbb{P}(x \xrightarrow{w} V \setminus L_k)\) maximised in the case \(n = \infty\), so it is sufficient to prove \(P(A) - P(L_k) > 0\) in this case.

\[
P(A) - P(L_k) \geq \sum_{x \in L_k \setminus A} \left( |A| \zeta_k - \sum_{y \not\in L_k} \mathbb{P}(x \xrightarrow{w} y) \right)
= \sum_{x \in L_k \setminus A} \left( |A| \zeta_k - \sum_{h \geq k} (b - 1)b^{h-1}\zeta_h \right)
\geq \sum_{x \in L_k \setminus A} \left( |A| \zeta_k - \sum_{h \geq k} (b - 1)b^{h-1}2^{k-2h}\zeta_k \right)
= (b^k - |A|) |A| b^{k-1} \zeta_k,
\]

so the result follows for all \(A\) with \(|A| \geq b^{k-1}\). If \(|A| < b^{k-1}\), we claim that \(\min_{|B| = |A|} P(B)\) is achieved when \(B\) consists of the first \(|A|\) elements of \(L_k\). Then, since \(B \subset L_{k-1}\), we have \(P(A) \geq P(B) \geq P(L_{k-1})\) by induction, and \(P(L_{k-1}) > P(L_k)\) since \(|L_{k-1}| = b^{k-1}\).

To prove the claim, note that

\[
P(B) = |B| - \sum_{x \in B} \mathbb{P}(x \xrightarrow{w} B)
= |B| - \sum_{x,y \in B} \mathbb{P}(x \xrightarrow{w} y)
= |B| - \sum_{x,y \in B} \zeta_h(x,y),
\]

where \(h(x,y)\) is the height of the lowest common ancestor of \(x\) and \(y\). Since \(\zeta_h\) is decreasing, it is sufficient to prove that an initial segment maximises \(|\{(x, y) \in B^2 : h(x, y) \leq h\}|\) for each \(h\). Separate \(L_k\) into chunks of length \(b^h\), and write \(b_1, \ldots, b_r\) for the number of vertices of \(b\) in each chunk. Then \(|\{(x, y) \in B^2 : h(x, y) \leq h\}| = \sum b_i^2\). If \(b_i > b_j \geq 0\) then this can be increased by replacing \(b_i, b_j\) with \(b_i + 1, b_j - 1\). Consequently \(P(B)\) is minimal only if at most one chunk is neither full nor empty for every \(h\). There is a unique (up to reordering of the chunks) sequence \(b_1, \ldots, b_r\) which achieves this, so any \(B\) which achieves this for every \(h\) has the same value of \(P(B)\), which is minimal; in particular the initial segment is one such \(B\). \(\square\)
Write $D_k$ for the event that there is some $v \in T_n$ at height $k$ such that the descendants of $v$ are disconnected from the rest of $G_n^*(\lambda)$. Write $C_k$ for the event that $G_n^*(\lambda)$ has some component with a common ancestor at height $k$ (not necessarily the lowest common ancestor, so $C_k \subset C_{k+1}$).

**Theorem 4.** There exist values $\sigma_0 < \sigma_1 < \cdots$ with $\lim_{k \to \infty} \sigma_k = \sigma_{\text{crit}} = \frac{\lambda + 1}{\nu - 1} \log b$ such that

(a) $\lambda = \sigma_k n$ is a sharp threshold for both $C_k$ and $D_k$, and

(b) $\lambda = \sigma_k n$ is a sharp threshold for connectedness of $G_n^*(\lambda)$.

Further, if $\lambda = \sigma_k n$ then $\mathbb{P}(D_k)$ and $\mathbb{P}(C_k)$ are bounded away from 0 and 1.

**Remark.** In particular the sharp thresholds for the existence of isolated vertices ($\lambda = \sigma_0 n$) and for connectedness ($\lambda = \sigma_{\text{crit}} n$) do not coincide.

**Proof.** For (a), since $D_k \subset C_k$, it is sufficient to show that, for $\lambda = \sigma_k$, $D_k$ holds with high probability if $\sigma < \sigma_k$ and $C_k$ fails with high probability if $\sigma > \sigma_k$.

Write $G_n^{(j)}(\lambda)$ to be the graph whose vertices are the vertices at height $j$ in $T_n$, with the number of edges between $v$ and $w$ in $G_n^{(j)}(\lambda)$ being equal to the number of edges between descendants of $v$ and descendants of $w$ in $G_n^*(\lambda)$. Then $G_n^{(0)}(\lambda) = G_n^*(\lambda)$ and $v$ is isolated in $G_n^{(b+1)}(\lambda)$ if and only if its descendants are disconnected from the rest of $G_n^*(\lambda)$. Note that adjacencies in $G_n^{(j)}(\lambda)$ are independent events with varying probabilities.

Suppose $\sigma \xi_k > \log b$. For $n$ sufficiently large, also $\sigma \xi_n^{(k)} > \log b$. The probability that a given vertex $v$ of height $h \leq k$ will be isolated in $G_n^{(h)}(\sigma n)$ is $\exp(-\xi_n^{(k)} \sigma n) \leq \exp(-\xi_n^{(k)} b^{-n}) = o(b^{-n})$. By Lemma 12 each possible subset of $D(v)$ is a component of $G_n^*(\sigma n)$ with probability $o(2^{-n})$. There are less than $b^{h+1}$ such vertices $v$, and at most $2^h = O(1)$ subsets of $D(v)$ in each case, so $\mathbb{P}(C_k) = o(1)$.

Conversely, suppose $\sigma \xi_k < \log b$. The probability that a given vertex $v$ at height $k$ will be isolated in $G_n^{(k)}(\sigma n)$ is $\exp(-\xi_n^{(k)} \sigma n)$. But $\sigma \xi_n^{(k)} < \log b$, and so this probability is $\omega(b^{-n})$. There are $b^{n-k}$ vertices in $G_n^{(k)}(\sigma n)$, and so the expected number of isolated vertices is $\omega(1)$. By Lemma 12 $\mathbb{P}(D_k) = 1 - o(1)$. Thus (a) holds for $\sigma_k = \xi_k^{-1} \log b$.

Now suppose $\sigma = \sigma_k = \xi_k^{-1} \log b$. Write $N_{D_k}$ for the number of vertices at height $k$ which are isolated in $G_n^{(k)}(\sigma n)$. Then

$$
\mathbb{E}(N_{D_k}) = b^{n-k} \exp(-\xi_n^{(k)} \sigma n) > b^{n-k} \exp(-\xi_n b^{2k-2n}) > b^{-k} \exp(b^{2k-2n} \sigma n) = b^{-k} (1 + o(1))
$$

Consequently, by the remarks following Lemma 12 $\mathbb{P}(D_k)$ is bounded away from 0.

For each nonempty set $S \subseteq L_k$, write $N_S$ for the number of clones of $S$ which are disconnected from the rest of the graph. By Lemma 13 for each such $S$ we have $\mathbb{E}(N_S) \geq \mathbb{P}(N_{D_k}) = b^{n-k}(1 + o(1))$. Also, we can consider this as counting isolated, active vertices in some graph $\Gamma$ which whose vertices are the vertices at height $k$ in $T_n$, with an edge between two vertices if there is an edge in $G_n^*(\sigma n)$ between the clones of $S$ descended from them, and a vertex being active if there is no edge from the clone of $S$ descended from it to any vertex which is not part of one of the clones of $S$. Thus, by the remarks following Lemma 12 since $\mathbb{E}(N_S)$ is bounded, we have $\mathbb{P}(N_S = 0) > \varepsilon > 0$ for some $\varepsilon$. Now the events $(N_S = 0)_{S \subseteq L_k}$ are all decreasing events, so positively correlated by Harris’s inequality. Thus $\mathbb{P}(N_S = 0$ for every $S) > \varepsilon^{|S|}$, and so $\mathbb{P}(C_k)$ is bounded away from 1. Since $\mathbb{P}(C_k) > \mathbb{P}(D_k)$, both bounds apply to both events, as required.

Since $\xi_k \to \frac{\lambda}{\nu}$ from above, we have $\sigma_{\text{crit}} = \lim_{k \to \infty} \sigma_k = \frac{\lambda + 1}{\nu - 1} \log b$. If $\sigma < \sigma_{\text{crit}}$ then for some $k$ we have $\sigma < \sigma_k$, and so $G_n^*(\sigma n)$ is disconnected with high probability. It remains to show that $G_n^*(\sigma n)$ is connected with high probability for any $\sigma > \sigma_{\text{crit}}$.

Fix $\sigma > \sigma_{\text{crit}}$ and let $G = G_n^*(\sigma n)$ and $T = T_n$. It suffices to show that there is some fixed $k$ for which $G$ satisfies (i), (ii) and (iii) of Lemma 17 with high probability. Let $\varepsilon > 0$ be such that $\sigma = (1 + \varepsilon)\sigma_{\text{crit}}$. 20
First we show that with high probability every group of siblings which is not strongly linked has one sibling which is not linked to any of the others, but all other pairs linked. It is sufficient to show that with high probability there is no group of siblings containing \( b \) unlinked pairs.

Fix siblings \( x_1, \ldots, x_b \) at height \( h - 1 \); for any pair \( x'_i, x'_j \) of descendants of \( x_i, x_j \) where \( i \neq j \), the number of edges between \( x'_i \) and \( x'_j \) is \( \text{Po}(\zeta_h \sigma n) \). Consequently the total number of such edges, over all possible pairs \( (x'_i, x'_j) \), is \( \text{Po}(b^{2h-2} \zeta_h \sigma n) \). Recalling our bounds on \( \zeta_h \) from Lemma \( \text{[12]} \) \( b^{2h-2} \zeta_h > \frac{b}{b+1} \).

Consequently, the probability that \( x_i \) and \( x_j \) are not linked is \( \exp(-b^{2h-2} \zeta_h \sigma n) < \exp\left( -\frac{b}{b+1} \sigma n \right) \).

Therefore, writing \( N_{x_1, \ldots, x_b} \) for the number of pairs \( i \neq j \) such that \( x_i \) and \( x_j \) are not linked,

\[
\mathbb{P}(N_{x_1, \ldots, x_b} \geq b) \leq \binom{b}{2} \exp\left( -\frac{b-1}{b+1} \sigma n \right) = O(b^{-(1+\varepsilon)n}),
\]

and so the probability that this holds true for some set of siblings is \( O(b^{-\varepsilon n}) = o(1) \).

Similarly, the probability that any given set of siblings has one sibling which is not linked to any of the others, but all other pairs linked, is at most \( b \exp\left( -\frac{(b-1)^2}{b(b+1)} \sigma n \right) \). This probability is \( o(1) \), and there are only a constant number of groups of siblings at height \( n - k \) or above, so certainly (iii) is satisfied with high probability.

Suppose \( x_1, \ldots, x_b \) are siblings below this point, and write \( \{z_1^{(1)}, \ldots, z_b^{(1)}\}, \ldots, \{z_1^{(k)}, \ldots, z_b^{(k)}\} \) for the groups of \( k \)-uncles of \( x_1, \ldots, x_b \) (in increasing order of height). The number of edges which link \( z_i^{(j)} \) to \( x_m \) is \( \text{Po}(b^{2h+j-2} \zeta_{h+j-1} \sigma n) \) and so

\[
\mathbb{P}(x_m, z_i^{(j)} \text{ linked}) = 1 - \exp(-b^{2h+j-2} \zeta_{h+j-1} \sigma n) > 1 - \exp\left( -\frac{b-1}{b^{j+1}(b+1)} \sigma n \right).
\]

Consequently, since edges between different pairs of vertices are independent,

\[
\mathbb{P}(\exists m : x_m, z_i^{(j)} \text{ not linked}) \leq 1 - \left( 1 - \exp\left( -\frac{b-1}{b^{j+1}(b+1)} \sigma n \right) \right)^b.
\]

The event \( X_{x_1, \ldots, x_b} \) that \( x_1, \ldots, x_b \) are neither strongly linked nor weakly linked therefore satisfies

\[
\mathbb{P}(X_{x_1, \ldots, x_b}) < b \exp\left( -\frac{(b-1)^2}{b(b+1)} \sigma n \right) \prod_{j=1}^{b} \prod_{i=1}^{j-1} b \exp\left( -\frac{(b-1)}{b^{j+1}(b+1)} \sigma n \right)
= b \exp\left( -\frac{(b-1)^2}{b(b+1)} \sigma n \right) \prod_{j=1}^{b} b^{j-1} \exp\left( -\frac{(b-1)^2}{b^{j+1}(b+1)} \sigma n \right)
= b^{b^2-k+1} \exp\left( -\sum_{j=0}^{k} \frac{(b-1)^2}{b^{j+1}(b+1)} \sigma n \right)
= b^{b^2-k+1} \exp\left( -(1-b^{-k-1})\frac{(b-1)}{b+1} \sigma n \right)
= b^{b^2-k+1} \exp(-{(1-b^{-k-1})(1+\varepsilon)n\log b})
\]

For some value of \( k \) which depends only on \( \varepsilon \) we have \( \mathbb{P}(X_{x_1, \ldots, x_b}) = O(b^{(1+\varepsilon/2)n}) \). Thus the expected number of such events which occur is \( O(b^{n/2}) \) i.e. the probability that (i) fails to be satisfied is \( o(1) \).

Likewise, if the groups of siblings \( x_1, \ldots, x_b \) and \( y_1, \ldots, y_b \) are \( k \)-cousins, the probability that both groups have a single vertex not linked to any of the others is at most \( b^2 \exp\left( -\frac{(b-1)^2}{b(b+1)} \sigma n \right) \) (since these are independent events), and for any given \( x_1, \ldots, x_b \) there are fewer than \( k(b-1)b^k \) possible choices for \( y_1, \ldots, y_b \), since any \( k \)-cousins of \( x_1, \ldots, x_b \) are in a copy of \( T_b \) with apex a \( k \)-uncle of \( x_1, \ldots, x_b \).
Consequently the probability that (ii) fails is at most \( k(b-1)b^{n+k+2} \exp \left( -\frac{(b-1)^2}{k(b+1)} \sigma \right) \). Since \( \frac{(b-1)^2}{k(b+1)} \sigma \geq (1+\varepsilon) \log b \), this probability is \( o(1) \), as required.

Thus the conditions of Lemma 17 hold with high probability for this choice of \( k \), and so (b) holds. \( \square \)

We can improve the results of Theorem 4 to give a logarithmic window in which connectedness occurs.

**Theorem 5.** For any fixed \( \alpha > b+1 \), \( G_n^{*}(\sigma_{\text{crit}}(\alpha) + \log n) \) is connected with high probability and for any fixed \( \beta > \frac{b+1}{b-1} \), \( G_n^{*}(\sigma_{\text{crit}} - \beta \log n) \) is disconnected with high probability.

**Proof.** We follow the proof of Theorem 4 but instead of taking \( k \) constant, set \( k = k_n = \log_b n \) (note that this logarithm is to base \( b \) but the \( \log n \) in the statement of the theorem is natural). This is the right multiple to take: if \( k = \gamma \log_b n \) then \( \gamma < 1 \) doesn’t work and \( \gamma > 1 \) forces \( \alpha, \beta \) to be higher.

For \( G_n^{*}(\sigma_{\text{crit}} + \alpha \log n) \), we need to show that with high probability (i), (ii) and (iii) still apply. As before, for any group of siblings \( x_1, \ldots, x_b \),

\[
P(N_{x_1, \ldots, x_b} \geq b) \leq \binom{\frac{\log n}{b}}{b} \exp \left( -\frac{b-1}{b+1}(\sigma_{\text{crit}} + \alpha \log n) \right) = O(b^{-n}b^{(b-1)/(b+1)}) ,
\]

and so with high probability no group of siblings fails to be strongly connected except by having one vertex not linked to any of the others. Also,

\[
P(X_{x_1, \ldots, x_b}) < b^{b-k+1} \exp \left( -(1-b^{-k-1}) \frac{b-1}{b+1}(\sigma_{\text{crit}} + \alpha \log n) \right) = bn^{-n^{-\alpha(b-1)/(b+1)}} \frac{b^k}{n} \Theta(1) .
\]

As \( \alpha > b+1 \), this is \( o(b^{-n}) \), and so with high probability (i) holds for every group \( x_1, \ldots, x_b \).

As before, the probability of a particular group of siblings not being strongly linked is at most \( b \exp \left( -\frac{(b-1)^2}{k(b+1)}(\sigma_{\text{crit}} + \alpha \log n) \right) < b^{-(b-1)n/b} \). Since there are fewer than \( b^k = n \) pairs of siblings in the top \( k \) layers, the probability that some such pair are not linked is at most \( nb^{-(b-1)n/b} = o(1) \), so (iii) holds with high probability.

Since the events of different groups of siblings being strongly linked are independent, for any groups of siblings \( x_1, \ldots, x_b \) and \( y_1, \ldots, y_b \) which are \( k \)-cousins, the probability that both groups have a vertex not linked to any of the others is at most \( b^{k+1} \exp \left( -\frac{(b-1)^2}{k(b+1)}(\sigma_{\text{crit}} + \alpha \log n) \right) \leq b^{-n^{-\alpha(b-1)^2/(b+1)}} \).

Since \( \alpha > b+1 \) and \( b \geq 2 \), we have \( \alpha(b-1)^2/(b+1)) - 1 = \delta > 0 \). There are at most \( b^n \) choices for \( x_1, \ldots, x_b \), and for any such choice at most \( b(b-1) b^k \) possible choices of \( y_1, \ldots, y_b \), so the probability that (ii) fails is \( O(n^{-\delta \log n}) = o(1) \), as required.

For \( G_n^{*}(\sigma_{\text{crit}} - \beta \log n) \), we show that with high probability some vertex of height \( k \) is isolated in \( G_n^{(k)}(\sigma_{\text{crit}} - \beta \log n) \). Write \( I_c \) for the event that a given vertex \( v \) is isolated. Noting that \( \xi_{n}^{(k)} < \Xi_{n} < \frac{b^{-1}}{k+1}(1 + \frac{k}{b+1}) \),

\[
P(I_c) = \exp(-(\xi_{n}^{(k)}(\sigma_{\text{crit}} - \beta \log n))) > \exp \left( -\frac{b-1}{b+1} \left( 1 + \frac{n^{-1}}{b+1} \right) (\sigma_{\text{crit}} - \beta \log n) \right) = \exp \left( -n \log b + \frac{\beta(b-1)}{b+1} \log n - \frac{\log b}{b+1} + O(n^{-1} \log n) \right) = \Theta(b^{-n \beta(b-1)/(b+1)}) .
\]

Since this is \( \omega(b^{-n}) \), by Lemma 16 there is at least one such \( v \) with high probability. \( \square \)

### 8.2 Connectedness threshold for the Poisson edge model

In this section we consider the connectedness threshold for the Poisson edge model restricted to \( T_n \). This gives a random graph \( G_n(\lambda) \). Now write \( \xi_{n}^{(k)} \) for the value such that the number of edges from the
descendants of a vertex at height $k$ to other vertices has distribution $\text{Po}(\lambda \hat{\xi}_n^{(k)})$. Now

$$\hat{\xi}_n^{(k)} = \sum_{h=k+1}^{n} b^h (b-1)b^{h-1}b^{1-2h}$$

$$= (1-b^{-n})$$

Consequently $\hat{\xi}_k = \lim_{n \to \infty} \hat{\xi}_n^{(k)} = 1$ for each $k$, so all the thresholds seen in the previous section coincide. Adapting Theorem 5 to this setting gives the following result, saying in particular that $\lambda = n \log b$ is a tight threshold for connectivity.

**Theorem 6.** Set $\lambda = n \log b + f(n)$. Then $G_n(\lambda)$ has isolated vertices with high probability if $f(n) \to -\infty$, and with probability bounded away from 0 and 1 if $f(n) = O(1)$, whereas if $f(n) \geq \alpha \log n$ then $G_n(\lambda)$ is connected with high probability.

**Proof.** Write $X$ for the expected number of isolated vertices. Then

$$\mathbb{E}(X) = b^n \exp(-((1-b^{-n})\lambda))$$

$$= b^n \exp(-(1-b^{-n})f(n))$$

$$= (1+o(1))\exp(-(1-b^{-n})f(n)),$$

so $(1+o(1))^{-f(n)} \leq \mathbb{E}(X) \leq (1+o(1))^{-f(n)}$. Therefore $\mathbb{E}(X) \to 0$ if $f(n) \to -\infty$, and $\mathbb{E}(X) = \Theta(1)$ if $f(n) = O(1)$. In either case, by Lemma 16 we have the required result.

It remains to show that $G_n(n \log b + \alpha \log n)$ is connected with high probability. We follow the same approach as in proving Theorem 5 set $k = \log_b n$ and show that conditions (i), (ii) and (iii) of Lemma 17 are satisfied. In the Poisson edge model, the probability that siblings $x_i, x_j$ at height $k$ are not linked is $e^{-k/b}$ and hence for any set of siblings $x_1, \ldots, x_b$ we have $\mathbb{P}(N_{x_1, \ldots, x_b} \geq b) = O(e^{-k}) = O((b^{n\alpha}) = o(b^n))$, so with high probability this does not occur for any set of siblings. The probability that $x_1, \ldots, x_b$ has some vertex not linked to any of the others is at most $b^{-k} = o(n^{-1})$, so with high probability none of the $b^k = n$ sets in the top $k$ layers fail to be strongly linked, and (iii) holds.

If $x_1, \ldots, x_b$ are siblings below this point, by a similar calculation to that in Theorem 5 we get

$$\mathbb{P}(X_{x_1, \ldots, x_b} < b^{b-k+1} \exp(-((1-b^{-k-1})n \log b + \alpha \log n))$$

$$= \frac{b^{b-k+1} \exp(-(1-b^{-k-1})(n \log b + \alpha \log n))}{b^{b-k+1} \exp(-(1-b^{-1})(n \log b + \alpha \log n))}.$$ 

Since $\alpha > b - 1$, this probability is $o(b^{-n})$. Consequently with high probability this does not occur for any set of siblings, so (i) holds.

Since the events of different groups of siblings being strongly linked are independent, for any group of siblings $x_1, \ldots, x_b$ and $y_1, \ldots, y_b$ which are $k$-cousins, the probability that both groups have a vertex not linked to any of the others is at most $b^2 e^{-2k(1) = b^2 (b^{2n\alpha} - 2n)} \exp(1)$. There are at most $b^2$ choices for $x_1, \ldots, x_b$, and for any such choice at most $k(b-1) b^k = (b-1)n \log b$ possible choices of $y_1, \ldots, y_b$. Since $(b-1)/b \geq 1/2$ and $\alpha > 1$, we have that the expected number of pairs $(x_1, \ldots, x_b), y_1, \ldots, y_b$ which are $k$-cousins and neither of which are strongly linked is $o(1)$. Consequently (ii) also holds with high probability.

9 The asynchronous version

In this section we prove the analogue of Proposition 6 for the ‘asynchronous’ version of the operation $\mathbb{H}$ in that theorem, as described in Section 1.2.

Fix $\lambda \in \mathbb{R}_+$. For a rooted connected multi-graph, $(G, o)$, consider the random process $(G_t, o_t)_{t \geq 0}$ defined as follows. Set $(G_0, o_0) = (G, o)$. Give each vertex $v$ a splitting time $\tau_x$, where splitting times are i.i.d. $\text{Exp}(1)$ variables. When $t = \tau_x$, replace $v$ with two new vertices $v_1, v_2$, and give each a splitting time of $t + \text{Exp}(1)$ (as above, we could split $v$ into an arbitrary fixed number of new vertices, but we will stay with two for simplicity in this section). Add $\text{Po}(\lambda/2)$ edges between $v_1$ and $v_2$. Moreover, replace each edge of the form $uv$ with one of the edges $uv_1, uv_2$ chosen uniformly at random. If $v$ was
the root, update the root to be $v_1$ or $v_2$, each with probability $1/2$. All these random choices are made independently from each other. As in the model of Proposition 1, we assume that whenever the graph becomes disconnected, only the component containing the root is retained and all other components are deleted from the graph. We call this random process $(G_t, o_t)_{t \geq 0}$ the mafia process.

Let $(G, o)$ be a random rooted graph such that $\mathbb{E}(d(o))$ is finite. Let $(G', o)$ be the single-vertex loopless graph with the same root $o$. Run the mafia process $(G_t, o_t)$ described above, and let $H_t$ be the subgraph of $G_t$ induced by descendants of $o$. Note that $o_t \in H_t$ and $(H_t, o_t)$ evolves according to the law of the mafia process $(G_t^2, o_t)$, so has the same distribution.

**Lemma 20.** With probability 1, for sufficiently large $t$ we have $(G_t, o_t) = (H_t, o_t)$.

**Proof.** We refer to edges of $G_t$ which were added after time 0 as new edges, and those which correspond (after replacements when vertices split) to edges of $G$ as old edges. Let $e \in E(G)$ be an edge from the root, and let the corresponding edge at time $t$ meet $o_t'$, where $o_t'$ is a descendant of the root. We say that $e$ has been killed by time $t$ if, for some $s \leq t$, we have $o_t' \neq o_s$ and no new edges meet $o_t'$. If $e$ has been killed by time $t$, then at time $s$ all paths from $o_s$ to $o_t'$ must use at least one old edge, and this property is preserved by splitting events, so the same is true for $t$. If all such edges have been killed by time $t$ then there can be no path from the root which uses any old edge, since otherwise the first old edge used would be connected to the root by a path using no old edges, which contradicts its having been killed. Consequently there is no edge in $G_t$ between a descendant of the root and any other vertex. Since $G_t$ is connected by definition, we have that all remaining vertices of $G_t$ are descendants of the root, and so $G_t = H_t$.

For a specified edge $e$, consider the first time that the root splits and $o_t' \neq o_t$; call this $t_1$. At this point $o_t'$ meets a random number of new edges with distribution $\text{Po}(\lambda(1 - 2^{-K})t)$, where $K$ is the number of times the root has split by $t$, so the number of new edges meeting $o_t'$ dominates by $\text{Po}(\lambda(t))$. If there are no such edges, $e$ has been killed; otherwise, mark each new edge meeting $o_t'$ as seen. Now consider the next point at which no marked edges meet $o_t'$ (call this $t_2$). The number of new edges meeting $o_t'$ has distribution $\text{Po}(\lambda(1 - 2^{-K})t)$, where $K$ is the number of times that $o_t'$ split with $t \in (t_1, t_2)$. Again, this is dominated by $\text{Po}(\lambda(t))$. If there are no such edges, $e$ has been killed, and otherwise we define $K_3, t_3$ in the same manner.

Now we have

- $\mathbb{P}(e \text{ not killed by time } t_n) < (1 - e^\lambda)^n$.
- For $n \geq 1$, given that $e$ has not been killed by time $t_n$, $K_{n+1}$ is bounded by a specific distribution with finite mean (the maximum of $X$ i.i.d. Geo(1/2) random variables, where $X$ is a $\text{Po}(\lambda)$ variable conditioned to be non-zero).
- Given the values of $K_1, K_2, \ldots$, the distribution of $t_n$ is given by $\Gamma(K_1 + \cdots + K_n, 1)$.

Thus for some constant $c$, the probability that $t_{\lfloor ct \rfloor} < t$ and the probability that $e$ has been killed given $t_{\lfloor ct \rfloor} < t$ both tend to 1 as $t \to \infty$. It follows that the expected number of old edges from the root which have not been killed tends to 0, giving the required result.

The main result of this section is

**Theorem 7.** For each $\lambda \in \mathbb{R}_+$ there is a unique rooted connected random multi-graph $(M(\lambda), o)$ with finite average degree which is invariant under the mafia process, in the sense that $(M(\lambda), o)$ has the same distribution for any $t \geq 0$.

**Proof.** We will construct a random multi-graph $(M(\lambda), o)$ with the property that $(M(\lambda), o)$ has the same distribution for any $t \geq 0$. To show uniqueness, we will show that $(G_t^n, o_t)$ converges in distribution to $(M(\lambda), o)$, and apply Lemma 20.

Our construction of $(M(\lambda), o)$ will follow the lines of the Poisson edge model of Section 2.2. For this, rather than working with the canonical tree $T_\infty$ as we did in Section 2.2, we now have to work with a random tree $T$. (This tree can be thought of as the local limit of the ball $B(t)$ of radius $t$ in first passage percolation, with an Exp(1) random variable on each edge, on the full binary tree after re-rooting $B(t)$ at a leaf.)
To begin with, we construct some finite random trees $T(t)$ that will form the building blocks in the construction of $T$. Given a parameter $t > 0$, we define a random finite rooted binary tree $T(t)$ as follows. Start from a single-vertex rooted tree, with an exponential clock of rate 1 on the root. Whenever a clock on a vertex $v$ rings, add two children of $v$, each with their own independent exponential clocks of rate 1 (do not replace the clock on $v$; each vertex rings at most once). Continue until time $t$.

Next we construct an infinite random tree $T$. Start from an infinite path $P = v_0v_1 \cdots$, and label its edges with an infinite sequence $s_1, s_2, \ldots$ of i.i.d. $\text{Exp}(1)$ random variables. For each $i > 0$, sample a copy $T_i$ of $T(\sum_{j \leq s_j})$, denote its root by $v_i$, and join $T_i$ to $P$ with the edge $v_iv_{i+1}$. Here each $T_i$ is sampled independently.

Having constructed $T$, we define a random multi-graph whose vertex set $L$ is the set of leaves of $T$, with $\text{Po}(\lambda 2^{1-d(x,y)})$ many parallel edges between $x$ and $y$, independently for each pair $x, y \in L$, where $d(x,y)$ denotes the distance between $x, y$ in $T$ (note that our parameter $\lambda 2^{1-d(x,y)}$ is the same as in the Poisson edge model). We let $M(\lambda)$ be the component of $v_0$ in this random multi-graph, and let $v_0$ be the root of $M(\lambda)$. Note that the probability that $M(\lambda)$ includes vertices from more than one component of $T - v_n$ is less than $(1 - e^{-\lambda/2})^n$ (exactly the same proof as Lemma 2).

We claim that $(M(\lambda)_t, o_t)$ has the same distribution as $(M(\lambda)_0, o_0)$. Recall that the construction of $M(\lambda)$ was based on the randomly edge-labelled path $P$. Let us denote by $G(P, \lambda)$ the random graph constructed from any path $P$ with edges bearing positive real labels by following the above procedure. To compare $M(\lambda)$ with $M(\lambda)_t$, we will express the latter as $G(P, \lambda)$ for an appropriate randomly labelled path $P_t$: consider a Poisson point process $R = (-t_1, -t_2, \ldots, -t_k), k \geq 0$ on the interval $[-t, 0]$ (where we assume that $t_i \geq t_{i+1}$) governed by Lebesgue measure and with duration 1. We obtain $P_t$ from $P$ as follows. We change the label $s_1$ of the first edge of $P$ into $s_1 + t_0$ if $k \geq 1$, or into $s_1 + t$ if $k = 0$. Moreover, we append $k$ edges at the start of $P$, and label them as follows. The first edge is labelled $t - t_1$, and for $i = 2, \ldots, k$, the $i$th edge is labelled $t_{i-1} - t_i$. It is straightforward to check that $G(P, \lambda)$ is identically distributed with $(M(\lambda)_t, o_t)$ by identifying the times at which the root is split with the reversal $t_k, \ldots, t_2, t_1$ of $R$, using the fact that $t_{i-1} - t_i$ has distribution $\text{Exp}(1)$, and so does $t_k$ and $t - t_1$.

To finish the proof that $(M(\lambda)_t, o_t) = G(P, \lambda)$ has the same distribution as $(M(\lambda), o) = G(P, \lambda)$, it suffices to prove that $P_t$ has the same distribution as $P$. To prove this, note that we can sample the labels $s_1, s_2, \ldots$ of $P$ as a Poisson point process on the real axis $[0, \infty)$ governed by Lebesgue measure and with duration 1. Similarly, we can sample the labels of $P$ as the gaps of a Poisson point process on $[-t, \infty]$. But these two Poisson point processes are identically distributed once we shift by $t$, finishing our proof.

Next, we show that $G(t)$ converges in distribution to $M(\lambda)$. To begin with, we can obtain $G(t)$ by a construction similar to that of $M(\lambda)$, by keeping track of the genealogical tree $T_t$ of the vertices of $G(t)$: the vertex set of $T$ comprises all vertices that appeared throughout the process $G(t), 0 \leq s \leq t$, and if a vertex $v$ was replaced with $v_1, v_2$ at some time $s \leq t$, we join $v$ with an edge to each of $v_1, v_2$. Note that the vertex set of $G(t)$ is contained in the set of leaves of $T_t$. To sample the edges of $G(t)$, we put $\text{Po}(2^{1-d_{R^t}(x,y)}\lambda)$ many parallel edges independently between any two leaves $x, y$ of $T_t$, and identify $G(t)$ with the component of $o$ in the resulting multi-graph.

The times $t_1, \ldots, t_k$ when the root of $G(t)$ splits are, by definition, given by a Poisson point process on $[0, t]$ governed by Lebesgue measure on that interval. Note that the ‘reversed’ sequence of times $t - t_k, \ldots, t - t_1$ has the same distribution as $t_1, \ldots, t_k$ by the definition of our Poisson point process. Using this fact, we may equivalently construct $G(t)$ using $t - t_k, \ldots, t - t_1$ as the splitting times of the root, while leaving the rest of the construction unchanged. This realisation of $G(t)$ coincides, by definition, with the following construction. Start with a random path $P_t$ with $k$ edges $e_1, \ldots, e_k$, where as above $k$ is the number of splittings of $o$ in the time interval $[0, t]$, labelling $e_i$ with the time gap $s_i = t_{i+1} - t_{i-1}$ if $i = 2, \ldots, k$ or $s_i = t - t_k$ if $i = 1$. Attach to the endvertex $v_i$ of $e_i$ an independent copy of $T(\sum_{j \leq s_i} s_j)$ as above, and finally define a random graph on the leaves of this tree as above by independently putting $\text{Po}(2^{1-d_{R^t}(x,y)}\lambda)$ edges between any two leaves $x$ and $y$.

Appropriately coupled, $M(\lambda)$ and $G(t)$ therefore give the same result so long as the component of the root of $G(t)$ does not reach the end of the finite path $P_t$ in the above construction. Given $\varepsilon > 0$, choose $n$ such that $(1 - e^{-\lambda/2})^n < \varepsilon/2$ and $t$ such that $\mathbb{P}(\text{Po}(t) < n) < \varepsilon/2$. Write $E_n$ for the event that the component of the root in $M(\lambda)$ does not extend past $v_n$, i.e. it has no vertex in $T_t$ for $i \geq n$. 
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For any set of isomorphism classes of rooted connected graphs $S$, we have
\[
\mathbb{P}(G^*_t \in S) \leq \mathbb{P}(M(\lambda) \in S \land E_n \land (s_1 + \cdots + s_n < t)) + \mathbb{P}(E^\circ_n) + \mathbb{P}(s_1 + \cdots + s_n \geq t)
\]
\[< \mathbb{P}(M(\lambda) \in S) + \varepsilon,\]
and
\[
\mathbb{P}(G^*_t \in S) \geq \mathbb{P}(M(\lambda) \in S \land E_n \land (s_1 + \cdots + s_n < t))
\]
\[\geq \mathbb{P}(M(\lambda) \in S) - \mathbb{P}(E^\circ_n) - \mathbb{P}(s_1 + \cdots + s_n \geq t)
\]
\[> \mathbb{P}(M(\lambda) \in S) - \varepsilon.\]

This proves that $G^*_t$ converges in distribution to $M(\lambda)$ as $t \to \infty$. The uniqueness of $M(\lambda)$ now follows from Lemma 20, since letting $G$ be a graph with $G_t$ identically distributed for every $t$ in that lemma implies that the distribution of $G$ is the limit of the distribution of $G^*_t$.

The process $M(\lambda)$ described above is genuinely different from the limit process $G(\lambda)$ for the ‘asynchronous’ case given by Proposition 1. To see this, it is sufficient to consider the probability, conditional on $d(o) = 2$, of a double edge from the root.

For $M(\lambda)$ this is $\sum_{x \not= s} 4^{1-d(o,x)}$, where the sum is taken over all other leaves of the random tree $T$. Note that the probability that $w_1$ is a leaf is $\mathbb{P}(\tau(w_1) < s_1)$, where $\tau(w_1)$ is the length of $w_1$’s clock. Since $\tau(w_1)$ and $s_1$ are i.i.d., we have $\mathbb{P}(w_1 \text{ a leaf}) = 1/2$; clearly $w_i$ is less likely to be a leaf than $w_1$ if $i > 1$, so each $w_i$ is a leaf with probability at most 1/2. For each $i \geq 1$, the probability of a double edge to a descendant of $w_i$ is $4^{-i}$ if $w_i$ is a leaf, and at most $4^{-i-1}$ otherwise (being maximised when both its offspring are leaves). So the probability of a double edge is at most $\sum_{i\geq1}(4^{-i} + 4^{-i-1})/2 = 1/4$.

For the synchronous version $G(\lambda)$, the probability of a double edge is $\sum_{h\geq1}2^{h-1}4^{h-2h} = 2/7$, and so the asynchronous version $M(\lambda)$ has a strictly smaller double-edge probability.

We know much less about $M(\lambda)$ than we do about $G(\lambda)$; see Problem 2.

9.1 Connectedness threshold for the finite model

In this section we obtain the asynchronous version of the connectedness results of Section 8.2. We may think of the result of Section 8.2 as describing what happens if we start from a loopless single-vertex graph and apply operation (1) for some time $t$.

In this section we obtain the asynchronous version of the connectedness results of Section 8.2. We may think of the result of Section 8.2 as describing what happens if we start from a loopless single-vertex graph and apply operation (1) for some time $t$.

We therefore first prove bounds on the number of these leaves.

Lemma 21. Let $f(t) : \mathbb{R}_+ \to \mathbb{R}_+$ be any function with $f(t) \to +\infty$ as $t \to \infty$. Then with high probability we have $e^{-f(t)} < \mathbb{P}(t_n) < e^{f(t)}$.

Proof. Recall that $T(t)$ is produced, starting from a single-vertex rooted tree, with an exponential clock of rate 1 on the root, by running a process until time $t$ wherein whenever a clock on a vertex $v$ rings, $v$ gains two children, each with their own independent exponential clocks of rate 1. In this setting $t$ is fixed and $|T(t)|$ is a random variable. Consider instead running this process forever, and let $t_n$ be the time at which the total number of leaves first exceeds $n$; note that the number of leaves increases by 1 each time a clock rings, so $t_n$ is the time of the $n$th ring. Then for each $n$ we have $\mathbb{P}(T(t) \leq n) = \mathbb{P}(t_n > t)$.
Note that $t_1$ is an exponential random variable of rate 1, $t_2 - t_1$ is an independent exponential random variable of rate 2, and so on. Therefore $E(t_n) = 1 + \frac{1}{1} + \cdots + \frac{1}{n} = \log n + \Theta(1)$, and $\text{Var}(t_n) = 1 + \frac{1}{2^2} + \cdots + \frac{1}{n^2} < \frac{\pi^2}{6}$. Thus, setting $n_1 = \lceil e^{f(t)} \rceil$ we have
\[
\frac{t - E(t_{n_1})}{\text{Var}(t_{n_1})} = \Theta(f(t)) - \Theta(1) = \omega(1),
\]
and so Chebyshov’s inequality gives $P(t_{n_1} > t) = o(1)$. Similarly, setting $n_2 = \lceil e^{f(t)} \rceil$ we have $P(t_{n_2} < t) = o(1)$, which completes the proof. \hfill \Box

We now obtain the threshold for the existence of isolated vertices in $\hat{G}_t^n(\lambda)$. In fact we will find it more convenient to work with the random graph $\hat{G}_t^n(\lambda)$, which differs from $G_t^n(\lambda)$ by adding Po($\lambda$) edges (rather than Po($\lambda/2$)) between the offspring of the initial vertex of the graph when that vertex splits; for all other vertices, we add Po($\lambda/2$) edges between their offspring as usual. The canonical coupling makes $\hat{G}_t^n(\lambda)$ a spanning subgraph of $G_t^n(\lambda)$. This slight change ensures that the vertex degrees of $G_t^n(\lambda)$ are identically distributed Po($\lambda$) random variables, while the average degree of $G_t^n(\lambda)$ starts near $\lambda/2$ for $t$ small, and converges to $\lambda$ as $t \to \infty$.

Lemma 22. Let $f(t) : \mathbb{R}_+ \to \mathbb{R}_+$ be any function with $f(t) \to +\infty$ as $t \to \infty$. If $\lambda < t - f(t)$ then with high probability $\hat{G}_t^n(\lambda)$, and hence also $G_t^n(\lambda)$, has an isolated vertex.

Proof. Write $X$ for the event that no vertex is isolated. We condition on $T(t)$. By Lemma 21 with high probability $|L(t)| \geq e^{t-f(t)/2}$. Given $T(t)$, by Lemma 16 we have $P(X \mid T(t)) \leq 2/(2 + |L(t)| e^{-\lambda})$, and so
\[
P(X \mid |L(t)| \geq e^{t-f(t)/2}) \leq 2/(2 + e^{t-f(t)/2} e^{-\lambda}) \leq \frac{2}{2 + e^{f(t)/2}} = o(1).
\]
Since $P(X) \leq P(|L(t)| \geq e^{t-f(t)/2})P(X \mid |L(t)| \geq e^{t-f(t)/2}) + P(|L(t)| < e^{t-f(t)/2})$, the result follows. \hfill \Box

We now use Lemma 17 to show that with high probability $\hat{G}_t^n(\lambda)$ is connected soon after this point.

Lemma 23. For any $\alpha > 1$, if $\lambda \geq t + \alpha \log t$ then $\hat{G}_t^n(\lambda)$ is connected with high probability.

Proof. It suffices to show that conditions (i), (ii) and (iii) of Lemma 17 are satisfied for $T(t)$ with high probability, for some appropriate choice of $k$. Choose $\alpha' > 0$ such that $\alpha - \alpha' > 1$; then with high probability $|L(t)| < e^{t+\alpha' \log t}$ and consequently with high probability
\[
|T(t)| < 2 e^{t+\alpha' \log t}.
\]

Suppose (ii) holds, and set $k = \log_2 t$. The probability that a particular pair of siblings fails to be strongly linked (with the terminology used in Lemma 17) is $e^{-\lambda/2}$, and since each pair of siblings has at most $k2^k = t \log_2 t$ pairs of $k$-cousins, the total number of ways to choose two pairs of siblings which are $k$-cousins is at most $e^{t+\alpha' \log t} \log_2 t e^{t+\alpha' \log t} \log_2 t = o(e^\lambda)$. For each such choice, the probability that neither pair is strongly linked by $\hat{G}_t^n(\lambda)$ is $e^{-\lambda}$ and so with high probability (ii) holds. The number of pairs of siblings in the top $k$ layers of $T(t)$ is at most $t$, and so (iii) also holds with high probability.

Finally, for a fixed pair of siblings below this point the probability that they are neither strongly linked nor weakly linked by $\hat{G}_t^n(\lambda)$ is
\[
e^{-\lambda/2} (1 - (1 - e^{-\lambda/4})^2) \cdots (1 - (1 - e^{-\lambda/2^k - 1})^2) < 2^{k-1} e^{-\lambda(1-2^{-k})}.
\]
Thus the probability that some pair fails to be strongly or weakly linked is at most
\[
2^k e^{-\lambda(1-2^{-k})} e^{t+\alpha' \log t} = t e^{(t+\alpha' \log t) - (t+\alpha \log t)(1-1/t)} = O(t^{1+\alpha'-\alpha}) = o(1). \hfill \Box
\]
As a consequence of Lemmas 22 and 23, $\lambda = t$ is a sharp threshold both for the existence of isolated vertices and for connectedness, in both $G^c_t(\lambda)$ and $\tilde{G}^c_t(\lambda)$, proving Theorem 8.

**Remark.** It follows from Lemma 22 that for $t > \lambda - 2\log \lambda$, with high probability $G^c_t(\lambda)$ contains all vertices which are descendants of the root of $G^c_t-(\lambda-2\log \lambda)(\lambda)$, and by Lemma 24 there are with high probability at least $o(1^{\lambda})$ such vertices. Consequently we have $\mathbb{E}(\mathcal{M}(\lambda)) \geq o(1^{\lambda})$.

**Remark.** We may define a similar asynchronous process where each vertex splits into $b$, rather than 2, offspring when its clock rings. In this case $T(t)$ will be a random $b$-ary tree, and $t_n$ will be the time until the $\frac{b^n}{b-1}$th ring, so

$$\mathbb{E}(t_n) = 1 + \frac{1}{b} + \cdots + \frac{1}{(b-1)^\frac{b^n}{b-1}} + 1 = \frac{1}{b-1} \left( 1 + \frac{1}{2} + \cdots + \frac{1}{n} \right) + \Theta(1).$$

The methods of Lemmas 24, 22 and 23 can therefore be used to show that $\lambda = (b-1)t$ is a sharp threshold for connectedness in this case.

10 **Open problems**

We have proved (Theorem 1) an exponential lower bound and a doubly exponential upper bound on the expected size $\chi(\lambda)$ of the random graph $G(\lambda)$ of Proposition 1. Simulations suggest that $\chi(\lambda)$ might be of order $\lambda^\lambda$. We would be very interested in any progress:

**Problem 1.** Determine the growth of $\chi(\lambda)$, or provide better bounds.

We know much less about the asynchronous version of Section 9.

**Problem 2.** Is the expected size of the graph $M(\lambda)$ of Theorem 7 finite or infinite? If finite, is it a continuous/analytic function of $\lambda$?

We conjecture it is finite. In fact, we see no reason why it should be significantly larger than the expected size of $G(\lambda)$.

We conclude with some rather general problems for percolation on groups. A well-known conjecture of Benjamini & Schramm states that every Cayley graph of a group which is not virtually $\mathbb{Z}$ satisfies $p_c < 1$. A proof by Duminil-Copin et al. appeared while these lines were being written. In a similar spirit, we ask

**Problem 3.** Does every countable group admit a generating measure $\mu$ with $\lambda_c(\mu) < \infty$?

Here $\mu$ and $\lambda_c$ are as introduced in Section 1.4. Note that we do not have to make an exception for groups that are virtually $\mathbb{Z}$ this time, because, as shown by known results on long range percolation (see Section 1.1), $\mathbb{Z}$ does admit such a $\mu$. Thus Problem 3 is only open for groups having no infinite finitely generated subgroup.

Another conjecture of [3] states that almost transitive graphs with isoperimetric dimension greater than 1 satisfy $p_c < 1$, where the isoperimetric dimension of a graph $G$ is defined as

$$\dim(G) := \sup \left\{ d > 0 \mid \inf_{S \subseteq V(G)} \frac{|\partial S|}{|S|} > 0 \right\}.$$  \hspace{1cm} (8)

Here, $S \subseteq V(G)$ means that $S$ is a finite set of vertices of $G$, and $|\partial S|$ denotes the number of edges with exactly one endvertex in $S$. In our set-up, we can define the isoperimetric dimension $\dim(\mu)$ of a generating measure $\mu$ similarly, by letting $|\partial S|$ denote the total measure of the edges with exactly one endvertex in $S$, i.e. by letting $|\partial S| := \sum_{g \in S, h \in S} \mu(g^{-1} h)$, and otherwise leaving (8) unchanged. We can then ask

**Problem 4.** Does $\dim(\mu) > 1$ imply $\lambda_c(\mu) < \infty$?

In fact, the example of long range percolation suggests that a much weaker isoperimetric condition might be sufficient for percolation (cf. [3] Conjecture 3):
Problem 5. Let $\mu$ be generating measure on a group $G$ such that $|\partial S| > c \log |S|$ holds for some constant $c > 0$ and every $S \subset V(G)$. Must $\lambda_c(\mu) < \infty$ hold?

We can define the percolation threshold of a group $G$ by

$$\lambda_c(G) := \inf_{\mu} \lambda_c(\mu),$$

where the infimum ranges over all generating measures $\mu$ on $G$. It is not hard to see that $\lambda_c(G) \geq 1$ by comparing with the Poisson branching process. Some nice features of $\lambda_c(G)$ are that it is a group invariant, monotone with respect to the subgroup and the quotient group relations. Yet, it is unclear whether this is a trivial concept:

Problem 6. Is there a group $G$ with $\lambda_c(G) \neq 1$?

This problem is the opposite extreme of Problem 3 which asks whether $\lambda_c(G) < \infty$ for every $G$.

A generating measure $\mu$ also naturally defines a random walk on $\Gamma$, by letting the transition probability from an element $g$ to an element $h$ be $\mu(g^{-1} h)$. Identifying properties of this random walk that are determined by $\Gamma$ and are independent from the choice of $\mu$ is an interesting and widely studied topic \cite{10, 19}. It would be interesting to compare the behaviour of the random walk to that of our percolation model for the same $\mu$. In fact, the same $\mu$ can be used to define to and compare with other models of statistical mechanics, e.g. first passage percolation, and one can consider corresponding group invariants analogous to $\lambda_c(G)$. We hope to pursue these ideas in future research.
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