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Abstract
A priori error bounds have been derived for different balancing-related model reduction methods. The most classical result is a bound for balanced truncation and singular perturbation approximation that is applicable for asymptotically stable linear time-invariant systems with homogeneous initial conditions. Recently, there have been a few attempts to generalize the balancing-related reduction methods to the case with inhomogeneous initial conditions, but the existing error bounds for these generalizations are quite restrictive. Particularly, it is required to restrict the initial conditions to a low-dimensional subspace, which has to be chosen before the reduced model is constructed. In this paper, we propose an estimator that circumvents this hard constraint completely. Our estimator is applicable to a large class of reduction methods, whereas the former results were only derived for certain specific methods. Moreover, our approach yields to significantly more effective error estimation, as also will be demonstrated numerically.
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1 Introduction
We consider linear time-invariant systems with inhomogeneous initial conditions

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t), \quad x(0) = x_0,
\end{align*}
\]

with \( A \in \mathbb{R}^{N,N} \), \( B \in \mathbb{R}^{N,q} \) and \( C \in \mathbb{R}^{N,p} \). The matrix \( A \) is assumed to be Hurwitz, which is equivalent to the asymptotic stability of the system. We refer to (1) as the full order model (FOM) and assume that the state \( x \) is high-dimensional compared to the dimension of the input \( u \) and output \( y \) \((N \gg p,q)\). The latter motivates the use of model reduction, which is a methodology to construct a surrogate model with lower computational costs, the so-called reduced model (ROM). The standard projection-based ansatz relies on Petrov-Galerkin projection, which is realized with appropriate reduction bases \( V, W \in \mathbb{R}^{N,n} \), \( n \ll N \). Under the usual bi-orthogonality assumption \( W^T V = I_n \), the ROM then takes the form

\[
\begin{align*}
\dot{\hat{x}}(t) &= \hat{A}\hat{x}(t) + \hat{B}u(t) \\
\hat{y}(t) &= \hat{C}\hat{x}(t), \quad \hat{x}(0) = W^T x_0,
\end{align*}
\]

with \( \hat{A} = W^T A V \), \( \hat{B} = W^T B \) and \( \hat{C} = CV \). The foremost aim is a high fidelity approximation of the output, \( y(t) \approx \hat{y}(t) \), for all scenarios of interest.

Balancing-related model reduction methods, such as balanced truncation (BT) or singular perturbation approximation, are powerful model reduction methods. Originally, they were derived for linear systems with homogeneous initial conditions, i.e., (1) with \( x_0 = 0 \). In this setting, a priori error bounds can be shown [11,1,7]. But the treatment of inhomogeneous initial conditions is non-standard for balancing-related and other system-theoretic methods, which represents a limitation for their practical use in the time-domain analysis. Recently, a few attempts have been made to alleviate this limitation and to implement inhomogeneous initial conditions in system-theoretic methods [6,9,4,14]. The basic idea these works pursue is a training of the models towards a predefined space of expected initial conditions. Error bounds have been derived for the respective methods, but they strictly require the initial conditions to lie in the space the reduced models have been trained for.
In this paper, we propose an error estimator that is applicable for arbitrary initial conditions, i.e., completely circumvents the necessity of posing restrictions or assuming prior knowledge on the simulation setups. Consequently, our estimator can be used to certify or reject a ROM on the fly for any given scenario, without the need of costly recomputations. Moreover, as we will demonstrate, our estimator is more effective than the existing ones, in the sense that it estimates the error significantly sharper. In addition, it is applicable to any asymptotically stable ROM, whereas the ones from \[6,9,4,14\] can only be used in combination with the specific method considered there. The results in the cited works strongly rely on a control-type viewpoint and the reinterpretation of the initial condition as an additional impulsive input. We consider the error estimation problem as an observability problem instead. More specifically, the reduction error is split into a controlled part (independent of the initial conditions) and an uncontrolled part (independent of the inputs) and derive an explicit representation of the uncontrolled reduction error in terms of the observability Gramian. This yields a perfect error prediction when the Gramian can be calculated exactly and no other round-off errors are present. When only an approximation on the Gramian is available—certainly the more realistic scenario in a large-scale setting—our approach yields an error estimator that is as effective as the Gramian approximation omits. Our approach can be implemented in an online-efficient way, without any restrictions on the initial conditions. The required offline computations are also moderate given the (approximate) observability Gramian is available. This makes our approach particularly well-suited for the combination with the augmented BT approach \[9\] as well as for the splitted reduction approach \[4\], in which the controlled and uncontrolled parts are separately reduced. For the splitted approach, we assume that BT is used for the controlled part, which implies that the Gramian has to be determined anyway. But, notably, no restrictions on the reduction of the uncontrolled part have to be posed apart from asymptotic stability of the resulting ROM.

The remainder of the paper is structured as follows. The system-theoretic concepts needed in this paper are outlined in Section 2. The BT method for systems with homogeneous initial conditions and the use of low-rank approximation in this context are briefly explained in Section 3. The main result of this paper, i.e., our proposed error estimator related to inhomogeneous initial conditions, is presented in Section 4. Then different reduction methods that account for inhomogeneous initial conditions are recapitulated from literature (Section 5). The effectiveness and wide applicability of our estimator is demonstrated in Section 6 using different methods and examples, particularly also a larger-scale problem where the required Gramian is only approximately determined.

2 System-theoretic concepts

Let the input \(u\) be square-integrable in time \(t \in [0, \infty)\). Then the respective output of the ROM (1) is also square-integrable, and its \(L^2\)-norm is defined by

\[
||y||_{L^2} = \sqrt{\int_0^\infty ||y(t)||^2 dt}.
\]

Here and in the following, \(|| \cdot ||\) denotes the Euclidean vector norm. The few system-theoretic results we utilize in this paper are summarized in the upcoming, see \[1,7\] for details. As the system matrix \(A\) of (1) is assumed to be Hurwitz, the observability Gramian \(Q \in \mathbb{R}^{N,N}\) and the controllability Gramian \(P \in \mathbb{R}^{N,N}\) are well-defined, symmetric positive semi-definite and given as the unique solutions of the two Lyapunov equations

\[
A^T Q + QA = -C^T C, \quad AP + PA^T = -BB^T. \tag{3}
\]

In particular, the observability Gramian has the representation

\[
Q = \int_0^\infty e^{tA^T} C^T C e^{tA} dt.
\]

The output energy for a system of form (1) with trivial input, \(u(t) = 0\) for \(t \geq 0\), is given by

\[
||y||_{L^2}^2 = \int_0^\infty (C e^{tA} x_0)^T (C e^{tA} x_0) dt = x_0^T Q x_0. \tag{4}
\]

Thus, \(Q\) describes a measure for the observability of a given (initial) state \(x_0\). Similar considerations motivate that \(P\) induces a measure for controllability. The Gramians depend on the given state representation and, consequently, change under state transformations. But the eigenvalues of the matrix \((PQ)\) are invariants of the system. Their square-roots \(\sigma_1 \geq \ldots \geq \sigma_N \geq 0\), known as the Hankel singular values, play a crucial role in system-theoretic model reduction.

The input-output map \(u \mapsto y\) of a system with homogeneous initial conditions (i.e., (1) with \(x_0 = 0\)) is also invariant under state transformations. In frequency space it is characterized by the transfer function, \(G(s) = C(sI - A)^{-1}B\) for \(s \in \mathbb{C}\). According to the Plancherel theorem, the \(L^2\)-norms in time and frequency space are equal, which implies the bound

\[
||y||_{L^2} \leq ||G||_{H_\infty} ||u||_{L^2}.
\]

The expression \(||G||_{H_\infty}\) refers to the \(H_\infty\)-norm of the transfer function, which is the operator-norm induced by the \(L^2\)-norm for the input-output map.
3 (Approximate) balanced truncation

BT is a widely used system-theoretic model reduction method for systems with homogeneous initial conditions. It provably preserves asymptotic stability and, even more important in practice, comes with an a priori error bound. Here, we summarize the rudimentary ideas of the standard method [11] and its approximate version [5], which is typically used in the large-scale setting.

3.1 Balanced truncation

The basic idea behind BT is to construct reduced models that relate to a truncation of the FOM in a balanced form. Balanced in this context refers to a realization, for which the observability and controllability Gramians are both equal to the diagonal matrix that has the Hankel singular values $\sigma_1 \geq \ldots \geq \sigma_N \geq 0$ in descending order as diagonal entries. For ease of presentation, let us assume $\sigma_n > \sigma_{n+1}$. Then the output $\hat{y}$ of the ROM of order $n$ that is obtained by BT can be shown to fulfill

$$||y - \hat{y}||_{\mathcal{L}^2} \leq \alpha ||u||_{\mathcal{L}^2}, \quad \text{with} \quad \alpha = 2 \sum_{i=n+1}^{N} \sigma_i \quad (5)$$

for any square-integrable input $u$. This bound can also be specified as $||G - \hat{G}||_{\mathcal{H}_\infty} \leq \alpha$, whereby $\hat{G}$ denotes the transfer function of the ROM, see [1,11] for details.

3.2 Low-rank approximation of Gramians

In order to perform the full balancing, the Gramians $Q$ and $P$ need to be determined. This is by far the most computational demanding step in the implementation of BT. When the system matrix $A$ is high-dimensional and sparse, a typically much more efficient and numerically robust approach is obtained by replacing the exact Gramians with low-rank approximations, e.g., for the observability Gramian

$$Q \approx U^T U, \quad U \in \mathbb{R}^{m \times N}, \quad m \ll N. \quad (6)$$

The factors $U$ are constructed such that $U^T U$ solve the Lyapunov equations (3) up to a small approximation error. Note that the product never needs to be formed explicitly in the implementation, but all operations can be directly performed on $U$. The ADI-based and projection-based approaches [15,13] have shown to be very reliable and efficient in determining low-rank factors that yield high fidelity approximations. As also shown in the context of model reduction [5,2], the low-rank errors are negligible in many practical examples. But it should be mentioned that the asymptotic stability preserving property and the bound (5) cannot be proven by the standard results on BT any longer when not the exact Gramians are used. The error analysis revolving around low-rank solvers is a topic on its own, cf. [3,15], and not further addressed in this paper.

4 Proposed error estimator for inhomogeneous initial conditions

This section presents our main result. We show that the reduction error related to the initial conditions can be effectively estimated for a large class of reduced models, given the (approximate) observability Gramian is available. As a preliminary step, a splitting of the FOM, respectively the reduction error, into a control-dependent part and an uncontrolled part is needed (Section 4.1). The estimator itself is derived in Section 4.2.

4.1 Splitting of the reduction error

Starting point for our considerations is the following well-known splitting of the FOM output, cf. [4,5],

$$y(t) = C e^{tA} x_0 + \int_0^t C e^{(t-\tau)A} B u(\tau) d\tau$$ \quad (7a)

$$y_{x_0}(t) = Cz(t), \quad y_u(t) = C x_u(t).$$

The related split state representations read

$$\dot{z}(t) = Az(t), \quad z(0) = x_0, \quad (7b)$$

$$\dot{x}_u(t) = Ax_u(t) + Bu(t), \quad x_u(0) = 0 \quad (7c)$$

particularly, (7c) describes the controlled part (with homogeneous initial conditions), and (7b) the uncontrolled part (with inhomogeneous initial conditions).

We assume that the reduced output $\hat{y}$ allows for a similar split representation,

$$\dot{\hat{y}}(t) = \dot{\hat{y}}_{x_0}(t) + \dot{\hat{y}}_u(t) = \hat{C} \dot{z}(t) + \hat{C}_u \dot{x}_u(t) \quad (8a)$$

with the uncontrolled and a controlled reduced part described by

$$\dot{\hat{z}}(t) = \hat{A} \hat{z}(t), \quad \hat{z}(0) = W^T x_0, \quad (8b)$$

$$\dot{\hat{x}}_u(t) = \hat{A}_u \hat{x}_u(t) + \hat{B}_u u(t), \quad \hat{x}_u(0) = 0 \quad (8c)$$

For the standard approach according to (2), the reduction bases $W$, $V$ are used to reduce the system as a whole, or equivalently (8b)-(8c) are both constructed with the same bases (i.e., $\hat{A} = \hat{A}_u = W^T A V$, $\hat{B}_u = W^T B$ and $C = C_u = CV$). Let us stress that our results are also valid in the more general setting that the reduction of the controlled and the uncontrolled is performed separately (i.e., $\hat{A} \neq \hat{A}_u$ and $C \neq C_u$), even when certain non-projection-based approaches are used, e.g., the singular perturbation approximation.
Subtracting the split FOM and ROM from each other and applying the triangle inequality yields the estimate

$$\|y - \hat{y}\|_{L^2} \leq \|y_{x_0} - \hat{y}_{x_0}\|_{L^2} + \|u - \hat{u}\|_{L^2}$$

(9)

for the reduction error. The term $\|u - \hat{u}\|_{L^2}$ is the one that is well-studied for system-theoretic model reduction. Given that a balancing-related method is used for it, which we assume throughout the paper, the a priori error bounds from literature can be applied. Thus, we are only concerned with $\|y - \hat{y}\|_{L^2}$, the reduction error of the uncontrolled part. The error estimator we derive is well-posed under the following assumption.

**Assumption 1** The matrices $A$ and $\hat{A}$ of the FOM (7b) and the ROM (8b) are both assumed to be Hurwitz.

The estimator depends explicitly on the (approximate) observability Gramian of the FOM. This further motivates to combine our approach with a balancing-related method, applied to either reduce the full system or to at least one of its parts. In this situation, the additional computational costs for the estimator are moderate, as the Gramian has already been determined during the construction of the ROM.

### 4.2 Derivation of proposed estimator

We derive an estimator for $\|y_{x_0} - \hat{y}_{x_0}\|_{L^2}$, the reduction error related to the initial conditions. Subtracting the uncontrolled parts of the FOM and the ROM, i.e. (7b) and (8b), we obtain

$$\begin{align*}
\dot{z}(t) &= Az(t), \quad z(0) = x_0 \\
\dot{\hat{z}}(t) &= \hat{A}\hat{z}(t), \quad \hat{z}(0) = W^Tx_0 \\
y_{x_0}(t) - \hat{y}_{x_0}(t) &= Cz(t) - \hat{C}\hat{z}(t).
\end{align*}
$$

Equation (10) describes an uncontrolled system in the extended state $\tilde{z} = [z^T, \hat{z}^T]^T$, which can also be stated as

$$\begin{align*}
\dot{\tilde{z}}(t) &= \tilde{A}\tilde{z}(t), \quad \tilde{z}(0) = \tilde{z}_0, \\
\tilde{y}(t) &= C\tilde{z}(t) = \tilde{C}\tilde{z}(t)
\end{align*}
$$

where

$$\tilde{A} = \begin{bmatrix} A & 0 \\ \hat{A} & 0 \end{bmatrix}, \quad \tilde{z}_0 = \begin{bmatrix} x_0 \\ W^Tx_0 \end{bmatrix}, \quad \tilde{C} = \begin{bmatrix} C & -\hat{C} \end{bmatrix}.$$

Under Assumption 1, the observability Gramian $Q$ of the error system is well-defined, symmetric positive semi-definite and the solution of the Lyapunov equation

$$A^TQ + QA = -C^TC$$

(11a)

$$A^T\hat{Q} + QA = C^TC$$

(11b)

$$\hat{A}^T\hat{Q} + QA = -C^TC.$$  

(11c)

The latter is equivalent to the three equations

$$\begin{align*}
A^TQ + QA &= -C^TC \\
A^T\hat{Q} + QA &= C^TC \\
\hat{A}^T\hat{Q} + QA &= -C^TC.
\end{align*}$$

Applying the notion of observability to (10) and defining $\bar{x}_0 = WX_0$ yields

$$\begin{align*}
\|y_{x_0} - \hat{y}_{x_0}\|_{L^2}^2 &= \|\bar{x}_0^T Q \bar{x}_0 + 2\bar{x}_0^T \hat{Q} \bar{x}_0 + \bar{x}_0^T \hat{Q} \hat{Q} \bar{x}_0 \| \\
&\leq \Delta_{x_0}^2 + \|Q - U^T U\|_2\|x_0\|^2,
\end{align*}$$

(12)

cf. Section 2. By replacing the observability Gramian $Q$ of the FOM with a low-rank approximation, we obtain the following error bound and error estimator, respectively.

**Theorem 2 (Error bound and estimator)** Let Assumption 1 hold. Let $Q$, $\hat{Q}$ and $\hat{Q}$ be the solutions to (11), and let $U \in \mathbb{R}^{m,N}$ with $m \leq N$ define the approximation $Q \approx U^T U$. Then the output error defined by (10) fulfills

$$\|y_{x_0} - \hat{y}_{x_0}\|_{L^2} \leq \sqrt{\Delta_{x_0}^2 + \|Q - U^T U\|_2\|x_0\|^2},$$

whereby $\Delta_{x_0}$ reads

$$\Delta_{x_0} = \sqrt{\|UX_0\|^2 + 2x_0^T Q W^T x_0 + x_0^T W Q W^T x_0}.$$

**Proof.** It holds $x_0^T Q x_0 = x_0^T Q_a x_0 + x_0^T (Q - Q_a) x_0$ for any $Q_a \in \mathbb{R}^{N,N}$. Using this for $Q_a = U^T U$ and using (12) the assertion can be derived.

We propose $\Delta_{x_0} \approx \|y_{x_0} - \hat{y}_{x_0}\|_{L^2}$ as error estimation. Our estimator is exact (up to small round-off errors) when $U$ is chosen as the Cholesky factor of $Q$, which can be done in a small-scale setting. In other cases, the effectivity of our estimator is determined by the fidelity of the Gramian approximation. Fortunately, the low-rank solvers yield very high-fidelity approximations in most relevant settings, cf. Section 3.2. Our estimator allows for an efficient offline-online decomposition, by simply precalculating the matrices $U$, $Q$ and $Q$. As we assume a balancing-related method to be used (cf. Section 5), $U$ is already determined in the reduction step. The calculation of the other two matrices is less computationally demanding. Particularly, $Q$ is the solution of a low-dimensional Lyapunov equation and can be obtained without difficulty. To obtain $Q$, the sparse-dense Sylvester equation (11b) is solved using the algorithm proposed in [16,12]: First the complex Schur decomposition of $\hat{A}$ is determined, and then a small number of equation solves of dimension $N$ are performed.
Remark 3 (Relation to $\mathcal{H}_2$-optimization) The equations (11) also play a crucial role in the iterative $\mathcal{H}_2$-optimal model reduction method IRKA [2] and its so-called TSIA implementation [18]. The iterative procedures these algorithms consist of implicitly require solving equations of the form (11b)-(11c) multiple times.

5 System-theoretic model reduction with inhomogeneous initial conditions

The existing extensions of system-theoretic reduction methods for inhomogeneous initial conditions [9,6,4,14] rely on a training towards a user-defined set of expected initial values. A training matrix $X_0 \in \mathbb{R}^{N,N_0}$ with $N_0 \ll N$ is chosen, and the expected initial values are those that can be written as

$$x_0 = X_0 v_0, \quad \text{for } v_0 \in \mathbb{R}^{N_0}. \quad (13)$$

The impact of $x_0$ on the dynamics is then formally rewritten as an additional impulsive input, so that a system-theoretic methods can be used. We visit two different approaches that follow this scheme and comment on the error bounds proposed in former works.

5.1 Reduction relying on augmentation

The method from [9] is abbreviated as BT-aug in the upcoming. It is based on the augmented system

$$\dot{x}(t) = Ax(t) + B_{\text{aug}} u_{\text{aug}}(t)$$
$$y_{\text{aug}}(t) = Cx(t), \quad x(0) = 0,$$

with $B_{\text{aug}} = [B, X_0]$, which has homogeneous initial conditions and is formally equivalent to the FOM (1) when $u_{\text{aug}}(t) = [u(t)^T, v(t)^T]^T$ is chosen, with $\delta$ denoting the Dirac impulse. Reduction bases $V, W$ are constructed by using BT on the augmented system and the ROM is obtained following the standard projection ansatz (2). It should be mentioned that $u_{\text{aug}}$ is not square-integrable, and thus the standard error bound for BT (i.e., (5)) is not applicable. The reference [9] derives an alternative error bound under the restriction (13) on the initial value $x_0$. It is of the form

$$||y - \hat{y}_{\text{BT-aug}}||_{L^2} \leq \alpha_{\text{aug}} ||u||_{L^2} + \beta_{\text{aug}} ||v_0||,$$  \quad (14)

whereby $\alpha_{\text{aug}}$ depends on the truncated Hankel singular values for the augmented system. The constant $\beta_{\text{aug}}$ depends nonlinearly on $\alpha_{\text{aug}}$ and the matrices $X_0$ and $A$, we refer to [9] for details.

5.2 Reduction relying on splitting

The approach suggested in [4] is based on the splitting (7) of the FOM. It reduces the controlled part and the uncontrolled part individually. The use of BT is proposed for the controlled part (7c). For the reduction of the uncontrolled part (7b), the auxiliary system

$$\dot{z}(t) = Az(t) + B_{x_0} u_{x_0}(t)$$
$$y_{x_0}(t) = Cz(t), \quad z(0) = 0$$

with $B_{x_0} = X_0$ is considered, which is formally equivalent to the uncontrolled system using $u_{x_0}(t) = v_0 \delta(t), t \geq 0$. The reference [4] suggests this reduction by either BT or IRKA. The method variant that uses BT for the uncontrolled part is abbreviated as BT-BT from here on. It guarantees asymptotic stability, and an error bound for it is stated in the reference, which holds under restriction (13) on $x_0$. It takes the form

$$||y - \hat{y}_{\text{BT-BT}}||_{L^2} \leq \alpha_{\text{spl}} ||u||_{L^2} + \beta_{\text{spl}} ||v_0||,$$ \quad (15)

with $\alpha_{\text{spl}}$ obtained by the standard result on BT (Section 3.1). Note that the explicit determination of $\beta_{\text{spl}}$ requires a fully balanced realization of the uncontrolled FOM part (7b), which makes it only feasible in a small-scale setting.

The other method variant using IRKA for the uncontrolled part has the disadvantage that no a priori stability guarantees can be given. We therefore propose an asymptotic stability preserving modification, namely to use ISRK [8,12] for the reduction of the uncontrolled part. This algorithm is very similar to IRKA. The difference lies in the additional constraint $W = QV (V^T QV)^{-1}$, which is used in ISRK to determine $W$ from $V$ in every step of the underlying iteration. Note that ISRK is computationally more demanding than IRKA when used as a standalone reduction method, because of the necessity of the Gramian $Q$. However, for the splitted reduction approach considered here, the latter is no concern, as the Gramian has already been determined to perform BT for the controlled part.

5.3 Comparison of proposed and existing error bounds

In case the Gramians can be determined exactly, our estimator yields a strict bound, which is applicable under the same assumptions as the bounds for BT-aug (14) and BT-BT (15) from literature. But our result is also applicable to other ROMs and under more general settings. Particularly, it does not require the restriction (13) on the initial value $x_0$.

Corollary 4 Let the assumptions of Theorem 2 hold, and let additionally $Q = U^T U$, i.e. U be the exact Cholesky factor of Q. Then the output error (9) for a ROM constructed by BT-aug or by the splitted method (BT-BT or another method from Section 5.2) fulfills the error bound

$$||y - \hat{y}||_{L^2} \leq \tilde{\alpha} ||u||_{L^2} + \Delta_{x_0},$$

with $\tilde{\alpha} = \alpha_{\text{aug}}$ for BT-aug, and $\tilde{\alpha} = \alpha_{\text{spl}}$ for splitted ROMs.
For a more illustrative comparison of our estimator and the ones from literature, we state the following corollary.

**Corollary 5** Let the assumptions of Theorem 2 hold, and let $\mathbf{X}_0 \in \mathbb{R}^{n_{\mathbf{X}}}$ and $\mathbf{v}_0 \in \mathbb{R}^{n_{\mathbf{V}}}$. Then our error estimator fulfills for $\mathbf{x}_0 = \mathbf{X}_0 \mathbf{v}_0$ that

$$\Delta_{\mathbf{x}_0} = \sqrt{\mathbf{v}_0^T \mathbf{Z} \mathbf{v}_0} \leq \sqrt{||\mathbf{Z}||_2} ||\mathbf{v}_0||,$$

where $\mathbf{Z} \in \mathbb{R}^{n_{\mathbf{X}} \times n_{\mathbf{V}}}$ is given by

$$\mathbf{Z} = \mathbf{X}_0^T \left( \mathbf{U}^T \mathbf{U} + \mathbf{Q} \mathbf{W}^T + \mathbf{W} \mathbf{Q}^T + \mathbf{W} \mathbf{Q} \mathbf{W}^T \right) \mathbf{X}_0.$$

The corollary follows straight forwardly from Theorem 2. Notably, our result is sharp in the sense that it holds $\Delta_{\mathbf{x}_0} = \sqrt{||\mathbf{Z}||_2} ||\mathbf{v}_0||$ for $\mathbf{x}_0 = \mathbf{X}_0 \mathbf{v}_0$ with $\mathbf{v}_0$ chosen as an eigenvector of $\mathbf{Z}$ to the biggest eigenvalue. Let us also stress again that our estimator is applicable for arbitrary initial values and an efficient offline-online decomposition that is independent of the initial values is possible, based on the formula stated in Theorem 2.

6 Numerical results

Our numerical studies aim to illustrate the effectivity of our error estimator, which holds independently of the reduction method as well as in the small- and the large-scale setting. In Section 6.1, a small-scale problem from literature is used and direct comparisons to the error estimators from literature are made. The efficiency and reliability in the presence of low-rank approximation errors in the observability Gramian is demonstrated at a larger-scale problem in Section 6.2.

All numerical results have been generated using MATLAB Version 9.1.0 (R2016b) on an Intel Core i5-7500 CPU with 16.0GB RAM and the MESS toolbox [13] for the sparse solvers and the reduction routines, which are partly based on [17]. For better reproducibility, the code and the benchmark data are provided in [10].

The reduction errors up to a time $t > 0$ are defined as

$$E(t) = \sqrt{\int_0^t ||\mathbf{y}(\tau) - \hat{\mathbf{y}}(\tau)||^2 d\tau}$$

$$E_{\mathbf{x}_0}(t) = \sqrt{\int_0^t ||\mathbf{y}_{\mathbf{x}_0}(\tau) - \hat{\mathbf{y}}_{\mathbf{x}_0}(\tau)||^2 d\tau}$$

for the output $\mathbf{y}$ and its uncontrolled part $\mathbf{y}_{\mathbf{x}_0}$, respectively. By construction, $E(t) \leq ||\mathbf{y} - \hat{\mathbf{y}}||_c^2$ for $t \geq 0$, as the latter is the limit for $t \to \infty$. For uncontrolled scenarios, it holds $E(t) = E_{\mathbf{x}_0}(t)$. We evaluate the errors by simulating the models with the MATLAB built-in integrator ode45 and then approximating the integrals with a trapezoidal rule. Given a final simulation time $T$, these numerical approximations are performed on a time mesh that is highly resolved around the origin, consisting of 10 000 logarithmically distributed points between $10^{-20} T$ and $T$, and zero as starting point.

6.1 Beam equation

We consider the beam example from the SLICOT benchmark collection [5, Section 24], which is also used in [14]. The system matrices have the dimensions $n = 349$ and $q = p = 1$, i.e., it is a small-scale problem with a single input and a single output. As in [14], we choose $X_0 = [X_0^{(i,j)}] \in \mathbb{R}^{n,2}$ with $X_0^{(5,1)} = 1$, $X_0^{(101,2)} = 100$ and zeros elsewhere as training matrix for the ROMs. For the simulation, we consider two different setups.

- **Trained case:** The initial value $\mathbf{x}_0 = \mathbf{X}_0 \mathbf{v}_0$ is chosen with $\mathbf{v}_0 = [10, -1]^T$. The final simulation time is given by $T = 1000$, and the input by

  $$u(t) = \begin{cases} 1, & t \in [100, 200] \\ 0, & \text{else.} \end{cases}$$

- **Not trained case:** The initial condition and end time are set to $\mathbf{x}_0 = [5, 5, \ldots, 5]^T$ and $T = 10 000$, respectively. No input is used, yielding an uncontrolled scenario.

We first consider the trained case, which is very similar to the scenario considered in [14]. The only difference is the interval in which the input is non-zero. The ROM output is illustrated in Fig. 1. Two reduced models of dimension $n = 30$ are constructed. The first one is obtained by BT-BT with 15 degrees of freedom for the controlled and uncontrolled part each, the other by BT-aug. Comparing Fig. 2 and Fig. 3, it is seen that BT-aug yields errors of an order lower in this parameter setting, but the error estimator for BT-BT (15) shows significantly less overestimation than the one for BT-aug (14). Without any doubt, our proposed estimator $\Delta_{\mathbf{x}_0}$ is the most effective in predicting the error. When only considering the uncontrolled part, the difference in the effectivity becomes even more evident. Table 1 shows that our estimator predicts the three leading digits correctly, whereas the estimate BT-BT from literature overestimates the error by one order and the one for BT-aug even by two orders.

Next, the not trained case is considered. As restriction (13) is violated for this case, the bounds (14)-(15) are no longer applicable. Further, as this is an uncontrolled problem, BT-BT and BT-aug yield the same ROM, which can also be interpreted as reducing the uncontrolled system by BT. We compare this ROM with the ones obtained using IRKA and ISRK instead. The errors $E(T)$ for varying order $n$ are stated in Table 2 (upper entries). The
overall fidelity of the IRKA models is worst, only for the largest dimension $n = 30$ the quality of the IRKA and the BT model are comparable. ISRK performs similar to BT, the highest order model with $n = 30$ is best for ISRK, which we would consider as the most favorable choice here. Our error estimator predicts all errors with a very high precision, the relative distance between estimation and error is about a thousandth at worst, see Table 2 (lower entries).

6.2 Convection-diffusion equation

We consider a convection-diffusion equation on the unit square $\Omega = [0, 1] \times [0, 1]$. For $0 < t \leq T$, $T = 1$, and $\xi = (\xi_1, \xi_2) \in \Omega$, the dynamics is described by

$$\partial_t z(t, \xi) = (\partial_{\xi_1} \xi_1 + \partial_{\xi_2} \xi_2) z(t, \xi) + \frac{1}{2} \xi_1^2 \xi_2 \partial_{\xi_1} z(t, \xi).$$

The initial and boundary conditions are chosen as

$$z(0, \xi) = x_0(\xi), \quad \xi \in \Omega,$$

and $z(t, \xi_{\xi_1, \xi_2} = 0, \xi_2 > 0) = 0, \quad t > 0$.

The output $y(t) = [y_1(t), \ldots, y_9(t)]^T$ is defined by

$$y_{\ell}(t) = \int_{\pi} z(t, \xi) d\xi, \quad \ell = 1, \ldots, 9,$$

$$K_{\ell} = \left[ \frac{9}{20}, \frac{11}{20} \right] \times \left[ \frac{\ell}{10} - \frac{1}{50}, \frac{\ell}{10} + \frac{1}{50} \right].$$

For the training of the ROM, the initial values

$$\tilde{x}_0^\mu(\xi) = \frac{1}{4} \xi_1 \xi_2^2 (1 - \xi_1)(1 - \xi_2) + e^{\xi_1 \xi_2 / \mu}$$

with $\mu = 2 + k/20$ for $k = 0, \ldots, 20$ are used. The training matrix after space discretization has the dimension $X_0 \in \mathbb{R}^{N \times 21}$. The simulation setup uses $x_0 = \tilde{x}_0^\mu$ with $\mu = 3$, which lies in the column-span of $X_0$. The space discretization is done with standard finite differences on the uniform mesh with $n = 150$ inner points in each direction, which yields a ROM of dimension $N = 22500$ with no input ($B = 0$) and $C \in \mathbb{R}^{9 \times N}$. For this uncontrollable large-scale problem, we examine reduced models obtained by BT, IRKA and ISRK, respectively. The Gramians are determined using the sparse solvers from the MESS toolbox. The reduction results shown in Table 3 suggest that all three methods yield comparable and overall satisfactory results in terms of fidelity. Again, we find ISRK as the most favorable choice, because the
fixed point iteration underlying the construction of the dashed line) for varying order $n$.

| $n$  | 12   | 18   | 24   | 30   |
|------|------|------|------|------|
| BT   | $3.3 \times 10^{-6}$ | $2.9 \times 10^{-7}$ | $5.3 \times 10^{-6}$ | $4.2 \times 10^{-9}$ |
|      | $1.6 \times 10^{-6}$ | $2.2 \times 10^{-6}$ | $6.9 \times 10^{-6}$ | $4.5 \times 10^{-4}$ |
| IRKA | $2.0 \times 10^{-6}$ | $2.7 \times 10^{-7}$ | $3.9 \times 10^{-6}$ | $5.3 \times 10^{-9}$ |
|      | $1.6 \times 10^{-6}$ | $1.6 \times 10^{-6}$ | $8.2 \times 10^{-6}$ | $9.0 \times 10^{-4}$ |
| ISRK | $2.3 \times 10^{-6}$ | $2.8 \times 10^{-7}$ | $5.4 \times 10^{-6}$ | $4.3 \times 10^{-9}$ |
|      | $1.6 \times 10^{-6}$ | $2.5 \times 10^{-6}$ | $7.5 \times 10^{-6}$ | $4.6 \times 10^{-3}$ |

Table 3

Convection-diffusion equation. Error $E(T)$ and its relative difference to estimator $|\Delta x_0 - E(T)|/E(T)$ (separated by dashed line) for varying order $n$.

Conduction

We showed that the reduction error related to inhomogeneous initial conditions can be estimated very effectively using the observability Gramian of the error system. Our results are applicable for the reduction of linear time invariant systems that yield asymptotically stable models and can be efficiently implemented given the observability Gramian of the full order model is available. As such, they could be a building block for certified model reduction with inhomogeneous initial conditions. Possible related topics for future research are e.g., the application in the reduction of switched systems or the adaption of our approach to time-limited model reduction.
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