Pump-and-probe optical transmission phase shift as a quantitative probe of the Bogoliubov dispersion relation in a nonlinear channel waveguide
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Abstract. We theoretically investigate the dispersion relation of small-amplitude optical waves superimposing upon a beam of polarized monochromatic light propagating along a single-mode channel waveguide characterized by an instantaneous and spatially local Kerr nonlinearity. These small luminous fluctuations propagate along the waveguide as Bogoliubov elementary excitations on top of a one-dimensional dilute Bose quantum fluid evolve in time. They consequently display a strongly renormalized dispersion law, of Bogoliubov type. Analytical and numerical results are found in both the absence and the presence of one- and two-photon losses. Silicon and silicon-nitride waveguides are used as examples. We finally propose an experiment to measure this Bogoliubov dispersion relation, based on a stimulated four-wave mixing and interference spectroscopy techniques.

1 Introduction

The dynamics of small-amplitude perturbations on top of a weakly interacting Bose quantum fluid may be described within the framework of Bogoliubov’s theory [1–3]: the elementary excitations of the fluid are collective bosonic excitations whose direct- and reciprocal-space profiles may be obtained by linearizing the Heisenberg equation of the system around the equilibrium state. In the broadest sense of the term, the Bogoliubov dispersion relation is the energy-momentum law of these Bogoliubov fluctuations. This physical quantity is conceptually important in physics. In particular, it is at the heart of the physics of Bose-Einstein condensation and superfluidity [1–3].

The first most prominent application of the Bogoliubov theory of elementary excitations was formulated by Bogoliubov himself to qualitatively explain the superfluid behavior of strongly interacting quantum fluids like liquid helium [4]. In this dense system, the elementary-excitation dispersion relation displays a phonon and roton behavior and was measured by means of experiments based on cold-neutron scattering [5,6]. The quantitative experimental verification of the theory came later on with the realization of Bose-Einstein condensates in ultracold vapors of weakly interacting atoms [7,8]. In these dilute systems, the Bogoliubov dispersion relation presents a phonon and free-particle behavior and was experimentally obtained thanks to experiments based on two-photon Bragg scattering [9–16].

In the last few years, the physics of quantum fluids extended to nonlinear photonics, embracing a novel class of systems, the so-called quantum fluids of light [17]: in the presence (i) of a significant spatial confinement, and/or of a weak diffraction and a strong degree of monochromaticity, and (ii) of a substantial Kerr optical nonlinearity, light and matter may combine to generate photonlike particles that, differently from vacuum photons, are characterized by sizeable (i) effective masses and (ii) mutual interactions; in this case, a many-photon system may behave collectively as a quantum fluid of matter, with novel features stemming from its intrinsically nonequilibrium nature.

While the connection between hydrodynamics and nonlinear and laser optics started being exploited a few decades ago [18], the field of quantum fluids of light received a further boost with the advent of semiconductor microcavities in the regime of strong light-matter coupling [19]. These systems exhibit exciton polaritons [17] as weakly interacting bosonic quasiparticles that, most remarkably, were experimentally demonstrated to condense and display long-range spatial coherence at cryogenic temperatures [20–23]. As they are naturally subject to driving and dissipation, these dilute cavity exciton-polariton condensates are characterized by Bogoliubov
dispersion relations with several novel out-of-equilibrium features that were widely investigated at both the theoretical [24–31] and the experimental [32,33] level.

An optical platform alternative to these microcavity devices – and which presently attracts a growing interest within the quantum-fluid-of-light community (see, e.g., Refs. [34–45] to cite a few recent works) – consists in a paraxial beam of quasimonochromatic light propagating in a cavityless, bulk, Kerr medium. In contrast to the intrinsically driven-dissipative dynamics of the field in laser media and/or cavities [17,18], in such propagating geometries, it is well known that the complex amplitude of the optical field is a slowly varying function of space and time whose propagation is ruled by a nonlinear Schrödinger equation [46–48] mathematically identical, in the absence of losses, to the conservative Gross-Pitaevskii equation of dilute atomic Bose-Einstein condensates [1–3] after exchanging the roles played by the time parameter and the propagation coordinate (see, e.g., Refs. [49–54] to cite other recent works). This nonlinear propagation equation has been extensively used to describe many interesting nonlinear-optics dynamical phenomena such as the formation and the evolution of solitons [55,56], of small-amplitude waves [57,58], and of modulation instabilities [59]. In this latter case in particular, the wave equation predicts a modulation-instability spectrum [46–48] formally analogous to the Bogoliubov dispersion relation of a quantum gas of weakly attractive atom bosons [1–3].

While this spectrum has been widely used to obtain the modulation-instability gain in nonlinear-fiber optics [47,60–62], so far, no special attention has been devoted to its study in its own right – in particular in terms of dispersion relation of the elementary excitations of a propagating quantum fluid of light – and to its measurement, exception made for the preliminary experimental work [38], which was based on the nonlocal thermal optical nonlinearity of a liquid medium. In this article, we push this research line forward by theoretically investigating the Bogoliubov dispersion relation of a fluid of light propagating along a nonlinear single-mode channel [63] waveguide and by proposing an experimental setup to measure it. Because it is nonperturbatively coupled to its four-wave-mixed partner, a weak-power probe on top of a strong-power pump acquires a dispersion relation with peculiar collective features such as a sound-like shape at low detuning. In contrast to reference [38] where the effective mass of the photons originates from paraxial diffraction in the plane transverse to the propagation axis, and then where the transverse-plane branch of the Bogoliubov law is considered, in our one-dimensional guiding geometry, we focus on the temporal branch of the dispersion because the effective mass originates from the second-order dispersion properties of the material, as recently reviewed by two of us in references [39,41]. Additionally, by considering realistic materials for the waveguide, and in particular the photon losses that characterize them, we quantify the conditions needed to extract the Bogoliubov dispersion relation of the propagating fluid of light, based on the experimental setup that we propose to measure it.

The paper is organized as follows. To begin with, we present in Section 2 the considered theoretical model, fully accounting for one- and two-photon losses. We then solve it in Section 3 in the ideal case of a beam of monochromatic light. In Section 4, we study both analytically (partly on the basis of Appendix A) and numerically the dispersion relation of small-amplitude fluctuations on top of the previously-found monochromatic solution, within the framework of Bogoliubov’s theory. Realistic examples of waveguides fabricated within the silicon-photonics technology [64,65] are reported. We propose in Section 5 a pump-and-probe experiment [66] to measure this Bogoliubov-type dispersion relation, based on interference spectroscopy techniques. Finally, we sum up our results in Section 6.

2 Model

In this section, we introduce the theoretical model investigated in this work, of light propagation along a nonlinear and realistically lossy single-mode channel waveguide. Section 2.1 is devoted to the presentation of the corresponding wave equation, of dissipative Gross-Pitaevskii type, and Section 2.2 puts on its modulus-phase formulation within Madelung’s approach of wave mechanics.

2.1 Dissipative Gross-Pitaevskii equation

We consider the propagation in the positive-\(z\) direction of a spectrally narrow beam of linearly polarized (e.g., along the \(x\) axis) light of central angular frequency \(\Omega\) and propagation constant \(\beta_0 = \beta(\omega = \Omega)\) along a single-mode channel waveguide of dispersion law \(\beta(\omega)\) and whose core displays an instantaneous and spatially local Kerr nonlinearity as well as one-photon losses and two-photon absorption at \(\Omega\). In this case, the amplitude \(A(t,z)\) of the light wave’s complex electric field [47]

\[
F(x,y) A(t,z) e^{-i\beta_0 t} e^{i\beta_0 z},
\]

(1)

where \(F(x,y)\) denotes the normalized-to-unity transverse distribution of the waveguide’s fundamental mode and is a slowly varying scalar function of the time parameter \(t\) and of the propagation coordinate \(z\) which satisfies the generalized nonlinear Schrödinger equation [47]

\[
i \frac{\partial A}{\partial z} = \frac{\beta_2}{2} \frac{\partial^2 A}{\partial t^2} - \gamma |A|^2 A - i \left( \alpha_0 + \alpha_2 |A|^2 \right) A,
\]

(2)

written here in the retarded frame, that is, the frame moving at the group velocity \(1/\beta_1 = 1/[d\beta(\omega = \Omega)/d\omega]\) of the electric wave. This propagation equation makes use of the standard notations of nonlinear-fiber optics [47]. In particular, \(\beta_2 = d^2\beta(\omega = \Omega)/d\omega^2 \geq 0\) denotes the group-velocity-dispersion parameter, \(\gamma \geq 0\) is the Kerr非linearity coefficient, \(\alpha_0 \geq 0\) is a linear coefficient describing one-photon propagation losses, and \(\alpha_2 \geq 0\) is a nonlinear parameter describing two-photon absorption
losses. These parameters are evaluated at the operating angular frequency $\Omega$ and are expressed in terms of the vacuum speed of light $c$, the Kerr index $n_2$ (expressed here in m$^2$/V$^2$), the effective area $A_{\text{eff}} = 1/\int_{-\infty}^{\infty} dx \, dy |F(x, y)|^4$ of the transverse mode, and the first- and third-order electric-susceptibility tensors $\chi^{(1)}$ and $\chi^{(3)}$ as [47]

$$\gamma = \frac{\Omega}{c} n_2 / A_{\text{eff}}$$

$$\begin{bmatrix}
\alpha_1 \\
\alpha_2
\end{bmatrix} = \frac{\Omega}{c} \left[ 1 + \frac{1}{2} \text{Re}(\chi^{(1)}_{x,x}) \right]$$

$$\times \left[ \begin{bmatrix}
\frac{3}{4} \text{Re}(\chi^{(3)}_{x,x,x,x}) / A_{\text{eff}} \\
\frac{3}{4} \text{Im}(\chi^{(1)}_{x,x}) / A_{\text{eff}}
\end{bmatrix} \right].$$

Higher-order dispersion terms [47] are not included in the model and free-carrier absorption may be neglected (see, e.g., Refs. [67,68]). Equation (2), which is of complex Ginzburg-Landau type, is nothing but the usual wave equation of nonlinear-fiber optics in the realistic case where one- and two-photon losses occur at $\Omega$ [47]. It is used to model many nonlinearity effects in one-dimensional optical waveguides, including, e.g., four-wave mixing, self-phase modulation, stimulated Raman scattering, or the formation of temporal solitons.

Most particularly, aside from the loss terms proportional to $\alpha_0$ and $\alpha_2$, it is formally analogous to the Gross-Pitaevskii equation of quasi-one-dimensional dilute atomic Bose-Einstein condensates [1–3] — hence the title of the present section —, generally used to describe nonlinear phenomena in one-dimensional atomic Bose quantum fluids such as, e.g., the formation of spatial solitons and shock waves, chaos effects, or nonlinear-tunneling superfluid-like phenomena and matter-wave Anderson localization in the presence of inhomogeneities. The mathematical analogy is here based on the five following points:

1. The time parameter and the position along the propagation axis, $t$ and $z$, play exchanged roles as spatial and temporal coordinates.
2. The complex amplitude of the electric field, $A(t, z)$, corresponds to the macroscopic single-particle wavefunction of the quasi-one-dimensional atomic condensate.
3. The opposite of the inverse of the second-order dispersion parameter, $-1/\beta_2$, is the analog of the atom mass.
4. The opposite of the optical nonlinearity parameter, $-\gamma$, corresponds to the atom–atom interaction constant in the zero-range-pseudopotential approximation.
5. As a boundary condition, the temporal profile of the incident beam of light, given by $A(t, z = 0)$, determines the initial condition on the solution of equation (2), of first order in the timelike parameter $z$.

Accordingly, in what follows, we shall often employ the language as well as mathematical techniques (mostly) specific to quantum hydrodynamics. For example, we will sometimes speak of “fluid of light” in place of “beam of light,” following the terminology used in the introductory Section 1, and in particular, we will use Bogoliubov’s theory to describe the dispersion relation of the elementary excitations of the propagating beam. As far as we know, this has never been studied theoretically in its own right, neither within the nonlinear-optics community nor within the mathematical-physics one, be it in the nonlinear Schrödinger framework or the complex Ginzburg-Landau one.

2.2 Madelung’s formulation

Working within Madelung’s formulation [69,70] of the dissipative Gross-Pitaevskii-type equation (2) helps the analytical analysis of the here-investigated problem. To do so, one begins with writing the unknown of equation (2) in the following way:

$$A(t, z) = \sqrt{\rho(t, z)} e^{i \theta(t, z)},$$

where $\rho(t, z)$ and $\theta(t, z)$ are real fields which physically correspond to the instantaneous, local power $P(t, z) = \frac{c}{\varepsilon_0 n_0} \rho(t, z)$ ($\varepsilon_0$ is the vacuum permittivity and $n_0$ is the effective refractive index of the propagating medium at $\Omega$) and to the instantaneous, local phase of the beam of light. Substituting the transformation (4) into equation (2) and separating the imaginary and real parts, we respectively get the following coupled equations for $\rho(t, z)$ and $\theta(t, z)$:

$$\frac{\partial \rho}{\partial z} = \beta_2 \frac{\partial^2}{\partial t^2} \left( \rho \frac{\partial \rho}{\partial t} \right) - (\alpha_0 + \alpha_2 \rho) \rho,$$

$$\frac{\partial \theta}{\partial z} = -\beta_2 \frac{\partial^2}{\partial t^2} \sqrt{\rho} + \frac{\beta_2}{2} \left( \frac{\partial \theta}{\partial t} \right)^2 + \gamma \rho.$$  

Within the $t \rightarrow z$ mapping discussed previously, equations (5) correspond to Euler’s equations of quantum hydrodynamics [69,70] for the densitylike, $\rho(t, z)$, and velocitylike, $-\beta_2 \partial \theta(t, z)/\partial t$, fields: equation (5a) expresses the “nonconservation” of the “current” $\rho(t, z) \times -\beta_2 \partial \theta(t, z)/\partial t$ under the effect of the losses — it is a bona fide “conservation” equation only when $\alpha_0$ and $\alpha_2$ are zero — and the derivative of equation (5b) with respect to the spacelike coordinate $t$ corresponds to Newton’s second law in an “energy” landscape given by the opposite of the right-hand side of equation (5b), the first (second, third) term of which being the equivalent of the so-called quantum potential (the kinetic energy, the interaction energy).

3 Monochromatic beam

In this section, we solve equations (5) in the ideal configuration where the beam of light is monochromatic at $\Omega$. Accordingly, the slowly varying amplitude $A(t, z)$ of the complex electric field (1) does not depend on time:

$$A(t, z) = A_0(z) = \sqrt{\rho_0(z)} e^{i \theta_0(z)},$$

(6)
Table 1. Optical parameters at the 1.55 μm telecommunication wavelength of single-mode channel waveguides whose cores are made of silicon (middle column) and of silicon nitride (right column). These figures are obtained from numerical integrations of the differential equations describing the nondegenerate four-wave mixing in silicon-based optical waveguides (see, e.g., Ref. [71]). The simulations are based on the finite-element-method engine of COMSOL Multiphysics®. In the table below, “TM” (“TE”) stands for “transverse magnetic” (“transverse electric”), indicating a configuration for which there is no magnetic (electric) field in the direction of propagation. Note that the negative (positive) β stands for “transverse magnetic” (“transverse electric”), indicating a configuration for which there is no magnetic (electric) field in the direction of propagation.

| Parameter | Silicon (Si) waveguide | Silicon-nitride (Si₃N₄) waveguide |
|-----------|------------------------|----------------------------------|
| Effective refractive index, \( n_0 \) | \( \simeq 1.8 \) (TM mode) | \( \simeq 1.5 \) (TM mode) |
| | \( 2.3 \) (TE mode) | \( 1.6 \) (TE mode) |
| Group-velocity-dispersion parameter, \( \beta_2 \) | \( \simeq 13.0 \, \text{ps}^2 \, \text{m}^{-1} \) (TM mode) | \( \simeq -0.6 \, \text{ps}^2 \, \text{m}^{-1} \) (TM mode) |
| | \( -1.3 \, \text{ps}^2 \, \text{m}^{-1} \) (TE mode) | \( 0.3 \, \text{ps}^2 \, \text{m}^{-1} \) (TE mode) |
| Kerr index, \( n_2 \) | \( \simeq \frac{1}{2} c \varepsilon_0 n_0 \times 10^{-18} \, \text{m}^2 \, \text{V}^{-2} \) | \( \simeq \frac{1}{2} c \varepsilon_0 n_0 \times 10^{-19} \, \text{m}^2 \, \text{V}^{-2} \) |
| Effective mode area, \( A_{\text{eff}} \) | \( \simeq 0.2 \, \mu\text{m}^2 \) | \( \simeq 2.0 \, \mu\text{m}^2 \) |
| Kerr-nonlinearity coefficient, \( \gamma \) | \( \simeq \frac{1}{2} c \varepsilon_0 n_0 \times 20.3 \, \text{m}^{-1} \, \text{V}^{-2} \) | \( \simeq \frac{1}{2} c \varepsilon_0 n_0 \times 20.3 \times 10^{-2} \, \text{m}^{-1} \, \text{V}^{-2} \) |
| One-photon-loss coefficient, \( \alpha_0 \) | \( \simeq 3.5 \, \text{dB cm}^{-1} \) | \( \simeq 0.2 \, \text{dB cm}^{-1} \) |
| Two-photon-loss coefficient, \( \alpha_2 \) | \( \simeq 0.2 \, |\gamma| \) | \( -0 \) |

where \( \rho_0(z) \) and \( \theta_0(z) \) are solutions of the \( t \)-independent versions of equations (5), i.e.,

\[
\frac{d\rho_0}{dz} = - (\alpha_0 + \alpha_2 \rho_0) \rho_0, \quad (7a)
\]

\[
\frac{d\theta_0}{dz} = \gamma \rho_0. \quad (7b)
\]

Integrating equation (7) yields the following analytical expressions for \( \rho_0(z) \) and \( \theta_0(z) \) as a function of the propagation coordinate \( z \in [0, L] \) along the waveguide of length \( L \):

\[
\rho_0(z) = \rho_0(0) \frac{e^{-\alpha_0 z}}{1 + \frac{\alpha_2 \rho_0(0)}{\alpha_0} (1 - e^{-\alpha_0 z})}, \quad (8)
\]

and, defining the space average \( \langle f(z) \rangle_z = \frac{1}{L} \int_0^L dz' f(z') \) of some \( z \)-dependent quantity \( f(z) \),

\[
\theta_0(z) = \theta_0(0) + \gamma \langle \rho_0(z) \rangle_z z, \quad (9a)
\]

\[
\langle \rho_0(z) \rangle_z = \frac{1}{\alpha_2} \ln \left[ 1 + \frac{\alpha_2 \rho_0(0)}{\alpha_0} (1 - e^{-\alpha_0 z}) \right]. \quad (9b)
\]

The graphical representations of equations (8) and (9) are shown in Figure 1 for typical nonlinear-silicon photonics [64,65] optical parameters in the 1.55 μm telecommunication range. We particularly consider the propagation of a TM mode along waveguides with silicon (plain curves) and silicon-nitride (dashed curves) cores, the optical constants of which are listed in the middle and right columns of Table 1. The silicon \( \rho_0(z) \) and \( \theta_0(z) \) vary more rapidly than the silicon-nitride ones because one-photon losses – that give \( 1/\alpha_0 \) as one of the typical scales of variation for \( \rho_0(z) \) and \( \theta_0(z) \) (cf. Eqs. (8) and (9)) – is more important in silicon than in silicon nitride (see the next-to-the-last row of Tab. 1).

![Graph](image)

**Fig. 1.** Power \( P_0(z) = \frac{1}{2} c \varepsilon_0 n_0 \rho_0(z) \) (Panel A; Eq. (8)) and phase \( \theta_0(z) - \theta_0(0) \) (Panel B; Eqs. (9)) of the beam of monochromatic light as a function of the propagation distance \( z \in [0, 20 \, \text{cm}] \). The plain (dashed) curves are obtained for a TM mode at 1.55 μm propagating along a channel waveguide with a silicon (silicon-nitride) core, the optical parameters of which are listed in the middle (right) column of Table 1.

### 4 Bogoliubov dispersion relation

In this section, we investigate the dispersion relation of weak-amplitude deviations from the \( t \)-independent and \( z \)-dependent power-phase pattern given in equations (8) and (9). In Section 4.1, we derive the propagation equations of these fluctuations within Bogoliubov’s theory of elementary excitations. We then solve them in Sections 4.2 and 4.3 and get the corresponding dispersion...
law – the so-called Bogoliubov dispersion relation – in, respectively, the lossless ($\alpha_0, \alpha_2 = 0$) and the lossy ($\alpha_0, \alpha_2 \neq 0$) configuration. For a CW beam of light, time translational symmetry makes the Bogoliubov dispersion relation be a function of the angular frequency $\omega$ of the modulation of the incident beam’s complex amplitude, at $z = 0$. The Bogoliubov law measured after propagation along the waveguide, at $z = L$, is the key quantity of the experiment proposed and detailed in Section 5.

4.1 Dissipative Bogoliubov-de Gennes equations
Let us consider $t$-dependent departures from the steady profiles (8) and (9). This amounts to search for the solutions $\rho(t, z)$ and $\theta(t, z)$ of equation (5) in the form

$$\rho(t, z) = \rho_0(z) + \vartheta(t, z), \quad \theta(t, z) = \theta_0(z) + \vartheta(t, z),$$

where $\vartheta(t, z)$ and $-\beta_2 \partial \vartheta(t, z)/\partial t$ are real fluctuating fields that are in addition assumed to be small [69,70]. Inserting equations (10) and (11) into equation (5), linearizing the corresponding system around $[\rho(t, z), -\beta_2 \partial \vartheta(t, z)/\partial t] = [\rho_0(z), 0]$, and Fourier expanding $\vartheta(t, z)$ and $\vartheta(t, z)$ as [69,70]

$$\vartheta(t, z) = \sqrt{\rho_0(z)} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left[ a(\omega) f_+(\omega, z) e^{-i\omega t} + a^*(\omega) f_-(\omega, z) e^{i\omega t} \right],$$

we straightforwardly obtain the following matrix differential equation for the Fourier amplitudes $f_{\pm}(\omega, z)$:

$$i \frac{\partial}{\partial z} \begin{bmatrix} f_+ \\ f_- \end{bmatrix} = -K \begin{bmatrix} f_+ \\ f_- \end{bmatrix},$$

(14a)

$$K(\omega, z) = \begin{bmatrix} \frac{1}{2} [\alpha_0 + 3 \alpha_2 \rho_0(z)] & -\frac{\beta_2}{2} \omega^2 \\ -\frac{\beta_2}{2} \omega^2 + 2 \gamma \rho_0(z) & \frac{1}{2} [\alpha_0 + \alpha_2 \rho_0(z)] \end{bmatrix}. \quad (14b)$$

The $a(\omega)$’s in equations (12) and (13) are chosen to be $z$ independent and homogeneous to a voltage times a time so that the $f_{\pm}(\omega, z)$’s encapsulate all the $z$ dependence of the fluctuations and are by construction dimensionless. In the absence of photon losses ($\alpha_0, \alpha_2 = 0$), equation (14a) and the opposite of equation (14b) are formally analogous to the Bogoliubov-de Gennes matrix equation and the Bogoliubov-de Gennes Hamiltonian of dilute atomic Bose gases within Madelung’s picture [69,70]. When present, one-photon losses ($\alpha_0$ terms) enter the matrix propagation equation (14a) of the fluctuations into diagonal terms, in a similar fashion to the gain of a laser medium in the matrix propagation equation of the modulations of a paraxial optical field [46]; while accounting for the effect of a gain would indeed correspond to consider a diagonal propagation term of the form $(\partial f_{\pm}/\partial z)_{\text{gain}} = G f_{\pm}$, with $G > 0$, thus describing an amplification of the modulations of the optical field, the diagonal one-photon-loss terms come out with a $-\gamma$ sign in equation (14a) and have on the contrary the tendency to make the amplitude of the modulations decrease in the course of the propagation of the beam of light along the waveguide. On the other hand, two-photon losses ($\alpha_2$ terms) enter equation (14a) into intensity-dependent diagonal terms exactly acting as gain-saturation terms in laser media. Finally, note that as $K(\omega, z)$ is an even function of $\omega$, its eigenelements determined after will be so too.

4.2 Lossless waveguide
Let us first analyze the simplest situation where $\alpha_0, \alpha_2 = 0$. In this ideal, lossless, case, there is no power loss in the course of the propagation of the beam of light along the waveguide:

$$\rho(z) \overset{(8)}{=} \rho_0(0) = \rho_0 = \text{const},$$

and the phase of the beam consequently grows linearly with the propagation distance $z$:

$$\theta_0(z) \overset{(9)}{=} \theta_0(0) + \gamma \rho_0 z.$$  

(16)

Accordingly, in addition to having zero diagonal terms, the Bogoliubov-de Gennes-type matrix (14b) is homogeneous, so that the Fourier components $f_{\pm}(\omega, z)$ of the density and phase fluctuations of the fluid of light, solutions of equation (14a), are plane waves with $\omega$-dependent amplitudes $\tilde{f}_{\pm}(\omega)$ and wave number $k(\omega)$ along the propagation, $z$, axis:

$$f_{\pm}(\omega, z) = \tilde{f}_{\pm}(\omega) e^{i k(\omega) z}.$$  

(17)

Inserting the physical ansatz (17) into the differential equation (14a) straightforwardly yields the eigenelement problem

$$k(\omega) \begin{bmatrix} \tilde{f}_+ (\omega) \\ \tilde{f}_- (\omega) \end{bmatrix} = K(\omega) \begin{bmatrix} \tilde{f}_+ (\omega) \\ \tilde{f}_- (\omega) \end{bmatrix},$$

(18a)

$$K(\omega) = \begin{bmatrix} \frac{\beta_2}{2} \omega^2 & 0 \\ 0 & \frac{\beta_2}{2} \omega^2 + 2 \gamma \rho_0 \end{bmatrix}.$$  

(18b)

Its two eigenvalues $k(\omega)$, roots of the characteristic polynomial $\det[K(\omega) - X \mathbf{1}_2] = X^2 + \det[K(\omega)]$, are by construction symmetrically opposite – corresponding to a positive, “+,” branch and a negative, “−,” one [1] – and read

$$k(\omega) = \pm \sqrt{-\det[K(\omega)]}$$

(19a)

$$= \pm \sqrt{\frac{\beta_2}{2} \omega^2 \left( \frac{\beta_2}{2} \omega^2 + 2 \gamma \rho_0 \right)}.$$  

(19b)

Equation (19b) is nothing but the wave-number–angular-frequency relation of the power and phase fluctuations,
that is, by definition, the Bogoliubov dispersion relation, of the homogeneous beam of monochromatic light (15) and (16). Note that this quantity may a priori be complex, depending on the sign of the group-velocity-dispersion parameter $\beta_2$ and on the one of the Kerr-nonlinearity coefficient $\gamma$.

When $\beta_2$ and $\gamma$ are of same sign, i.e., when $\beta_2 > 0$ (normal group-velocity dispersion) and $\gamma > 0$ (self-focusing Kerr nonlinearity) or when $\beta_2 < 0$ (anomalous group-velocity dispersion) and $\gamma < 0$ (self-defocusing Kerr nonlinearity), the dispersion law $k(\omega)$ given in equation (19b) is a real function of $\omega$ that directly corresponds, within the $t \leftrightarrow z$ mapping (then within the angular-frequency $\omega$ wave-number mapping), to the dispersion relation of the elementary excitations propagating on top of a homogeneous dilute atomic Bose-Einstein condensate at rest [38,39,41]. The latter is linear, or “phononlike” [1–3] within the atomic-gas framework, at small $\omega$’s and quadratic, “particlelike” [1–3], at large $\omega$’s:

$$ k(\omega) \simeq \pm \begin{cases} v^{-1} |\omega|, & |\omega| \ll 1/\tau, \\ \frac{|\beta_2|}{2} \omega^2 + |\gamma| \rho_0, & |\omega| \gg 1/\tau, \end{cases} $$

where the parameters

$$ v^{-1} = \sqrt{\beta_2 \gamma \rho_0}, $$

$$ \tau = \sqrt{\frac{\beta_2}{\gamma \rho_0}} = \frac{|\beta_2|}{v^{-1}}, $$

respectively homogeneous to the inverse of a velocity and to a time, are within the $t \leftrightarrow z$ mapping the respective optical analogs of the Bogoliubov speed of sound and of the healing length [1–3] of a homogeneous dilute atomic Bose gas (recalling that $-1/\beta_2$, $-\gamma$, and $\rho_0$ play the role of the mass, of the interaction constant, and of the uniform density of the quantum fluid, respectively). We plot in Figure 2A $k(\omega)/(|\gamma| \rho_0)$ against $\omega \tau > 0$, as given by equation (19b) for $\beta_2$’s and $\gamma$’s having the same sign. The red curves on this graph indicate the low- and high-$\omega$ approximations (20) for the positive, “$+$,” branch of the Bogoliubov dispersion relation. According to Landau’s criterion for superfluidity [72,73], a zero-temperature conservative Bose-Einstein condensate flowing with a velocity smaller than the Bogoliubov speed of sound is energetically stable against the presence of a weakly perturbing impurity [2,3]; thus,

$$ v^{-1} = \min_{\omega \in \mathbb{R}} \left| \frac{k(\omega)}{\omega} \right|, \tag{23} $$

defined in equation (21) may be regarded as a direct optical equivalent of Landau’s critical velocity for superfluidity, as recently investigated in the different optical configuration where a paraxial beam of monochromatic light propagates in a waveguide-free nonlinear medium [38]. Finally, note that the $\omega$-independent Hartree-type shift $\pm |\gamma| \rho_0$ in the second row of equation (20) corresponds to the naive nonlinearity-induced correction to the dispersion-induced fluctuation $\pm |\beta_2| \omega^2/2$ of the beam’s propagation constant $\beta_0$; the rigorous Bogoliubov analysis carried out here shows that this is valid in the $|\omega| \gg 1/\tau$ limit only and that the full propagation constant’s fluctuation $k(\omega)$ is in fact gapless, i.e., that it vanishes at $\omega = 0$, as one may verify in the first row of equation (20) and in Figure 2A.

When $\beta_2$ and $\gamma$ are of opposite signs, $k(\omega)$ given in equation (19b) is a complex function of $\omega$ that we plot in Figure 2B within the dimensionless units of $\omega \tau$. In this case, one has the following noticeable identities:

$$ \text{Re}[k(\omega)] = 0 \quad \text{for} \quad |\omega| < 2/\tau, \tag{24a} $$

$$ \text{Im}[k(\omega)] = 0 \quad \text{for} \quad |\omega| > 2/\tau, \tag{24b} $$

$$ |\text{Im}[k(\pm \sqrt{2}/\tau)]| = |\gamma| \rho_0, \tag{24c} $$

the latter being indicated by means of a red marker for the positive branch of the Bogoliubov law’s imaginary part. Within the quantum-fluid, “Gross-Pitaevskii,” framework, the fact that the Bogoliubov dispersion relation possesses an imaginary part signals that the evolving
fluid of light is dynamically unstable [1–3], very especially at the angular frequencies \(\omega\) such that \(\text{Im}[k(\omega)] < 0\), for which \(|f_\pm(\omega, z)| = |f_\pm(\omega)| e^{-i\text{Im}[k(\omega)]z}\) diverges as the time-like parameter \(z\) increases. Within the original nonlinear-optics, “nonlinear Schrödinger,” framework, this corresponds to the situation where the propagation of the light beam in the positive-\(z\) direction is not robust against the formation of modulation instabilities (also called sideband instabilities) [46–48,60–62]. In that case, deviations from the background pattern (15) and (16) are reinforced by the Kerr optical nonlinearity of the underlying medium, leading to the generation of spectral sidebands and the eventual breakup of the wave profile into a train of pulses.

4.3 Lossy waveguide

Now, let us analyze the realistic configuration for which one- and two-photon losses occur at the operating angular frequency \(\Omega\); \(\alpha_0, \alpha_2 \neq 0\). In Section 4.3.1 first, we analytically investigate the case where the effective evolution of the Bogoliubov fluctuations in the positive-\(z\) direction is adiabatic. To do so, we will make use of an optical version of the adiabatic theorem of quantum mechanics [74–76], derived in detail in Appendix A. In Section 4.3.2 then, we numerically treat the general case where this effective evolution might possibly be nonadiabatic. We illustrate and discuss our results on the basis of the two concrete nonlinear-silicon-photonics examples of Table 1.

4.3.1 Adiabatic evolution

A \(z\)-dependent configuration for which analytical solutions of the dissipative Bogoliubov-de Gennes differential system (14a) may still be easily obtained gets along with the case where the corresponding effective evolution along the propagation, \(z\), axis is adiabatic. From Appendix A and as mathematically formulated in the third paragraph of the present section, the constraint for having such an adiabatic effective evolution is that the nondiagonal elements of the rate of change of (14b) in the normalized basis of the (14b)’s eigenvectors and in units of the difference of the two (14b)’s eigenvalues must be smaller than this difference. In this case, each (14b)’s eigenvector is a local function of \(z\) that strictly “follows” the variations of its corresponding eigenvalue as a function of \(z\).

Accordingly, as the effective evolution (14) is not cyclic, i.e., as \(K(\omega, L) \neq K(\omega, 0)\) (simply because \(\rho_0(L) \neq \rho_0(0)\); see Eq. (8) or Fig. 1A), Appendix A demonstrates that the adiabatic solutions \(f_\pm(\omega, z)\) of equation (14a) may be written in the generic form

\[
\begin{align*}
f_\pm(\omega, z) &= f_\pm(\omega, z) e^i f_\pm(\omega, z) t(\omega, z) e^i K(\omega, z) z, \\
&= f_\pm(\omega, z) e^i K(\omega, z) z, 
\end{align*}
\]

where the local amplitudes \(f_\pm(\omega, z)\) and the local wave number \(k(\omega, z)\) along the \(z\) axis are eigenvalues of the two-by-two matrix \(K(\omega, z)\) given in equation (14b):

\[
k(\omega, z) \begin{bmatrix} f_+(\omega, z) \\ f_-(\omega, z) \end{bmatrix} = K(\omega, z) \begin{bmatrix} f_+(\omega, z) \\ f_-(\omega, z) \end{bmatrix}.
\]

Equation (26) admits nontrivial solutions when \(k(\omega, z)\) is a root of the characteristic polynomial \(\det[K(\omega, z) - X \mathbf{I}_2] = X^2 - \text{tr}[K(\omega, z)] X + \det[K(\omega, z)],\) i.e., when

\[
k(\omega, z) = \frac{\text{tr}[K(\omega, z)]}{2} \pm \sqrt{\frac{\text{tr}^2[K(\omega, z)]}{4} - \det[K(\omega, z)]}
\]

from which we deduce the Bogoliubov dispersion relation \(\langle k(\omega, z) \rangle\) of the adiabatically evolving fluid of light, as appearing through equation (25b).

These results hold when the adiabatic constraint texually formulated in the first paragraph of the present section is satisfied. By analogy with equation (A.9), this condition may be written in the form

\[
\max_{z \in [0, L]} \left| \frac{\langle f_\pm(\omega, z) \rangle}{\langle f_\mp(\omega, z) \rangle} \right| \frac{\partial K}{\partial z}(\omega, z) \leq \min_{z \in [0, L]} |k_\pm(\omega, z) - k_\mp(\omega, z)|,
\]

where \(k_\pm(\omega, z)\) refers to the “±” branch of \(k(\omega, z)\) in equation (27b) and \(\langle f_\pm(\omega, z) \rangle \propto \langle f_\mp(\omega, z) \rangle \) to the corresponding eigenvector, normalized to unity. 

In the very particular case where one- and two-photon losses are absent, i.e., in the case where \(\alpha_0, \alpha_2 = 0\), \(\partial K(\omega, z)/\partial z\) identically vanishes, making the left-hand side of (28) zero, and then the latter inequality perfectly satisfies, as it has to be in such a configuration; accordingly, the Bogoliubov dispersion relation \(\langle k(\omega, z) \rangle\) reduces to \(k(\omega)\) given in equation (19b), as one readily checks from equation (27b).

4.3.2 Arbitrary evolution

When the effective evolution of the Bogoliubov fluctuations in the positive-\(z\) direction is not adiabatic, the results derived in Section 4.3.1 do not hold, as a consequence of which one generically has to rely on a numerical resolution of the dissipative Bogoliubov-de Gennes-type problem (14). This is what we do in the next paragraph.

We start by writing the general solution of equation (14a) in the formal matrix exponential form

\[
\begin{bmatrix} f_+(\omega, z) \\ f_-(\omega, z) \end{bmatrix} = \exp[i K_{\text{eff}}(\omega, z) z] \begin{bmatrix} f_+(\omega, 0) \\ f_-(\omega, 0) \end{bmatrix},
\]
Fig. 3. Real (upper row; black plain style as in Fig. 2) and imaginary (lower row; black dashed style as in Fig. 2) parts of the Bogoliubov dispersion relation $k_{\text{eff}}(\omega \geq 0, z = L)$ of “TM” (left column) and “TE” (right column) fluids of light exiting a $L = 2$ cm-long silicon-core single-mode channel waveguide. The plots result from the numerical diagonalization of $K_{\text{eff}}(\omega, L)$ defined in equation (30b) and the red curves indicate the adiabatic predictions of Section 4.3.1. The operating wavelength equals 1.55 $\mu$m, the incident power is of 100 mW, and the corresponding silicon’s parameters are given in the middle column of Table 1. The dispersions are horizontally symmetric: the upper (lower) branches correspond to the “+” (“−”) sign in the second row of equation (27b) and are called in the text “positive (negative) branches.”

Fig. 4. Same as Figure 3 for a $L = 20$ cm-long silicon-nitride-core single-mode channel waveguide, the parameters of which are given in the right column of Table 1.

where the $\omega$, $z$-dependent two-by-two matrix $K_{\text{eff}}(\omega, z)$ is defined through

$$
\exp[i K_{\text{eff}}(\omega, z) z] = Z \left\{ \exp \left[ i \int_0^z dz' K(\omega, z') \right] \right\} \quad (30a)
$$

$$
= \lim_{N \to \infty} \prod_{n=N}^{0} \exp[i K(\omega, z_n) \delta z]. \quad (30b)
$$

In equation (30a), $Z \{ \cdot \}$ is the equivalent of the chronological ordering [77] for time-dependent quantum-mechanical systems; it standardly appears because $K(\omega, z)K(\omega, z') \neq K(\omega, z')K(\omega, z)$ for all $z' \neq z$ and may be defined through the infinite, reversely ordered product (30b), where $z_n = n \delta z = n z/N$ ($n \in [0, N]$). In this case, the Bogoliubov dispersion relation of the fluid of light corresponds to the local eigenvalues $k_{\text{eff}}(\omega, z)$ of the effective propagation matrix $K_{\text{eff}}(\omega, z)$, that we determine from the numerical
diagonalization of the latter by means of equation (30b). We plot in Figures 3 and 4 the real (upper panels; black plain style as in Fig. 2) and imaginary (lower panels; black dashed style as in Fig. 2) parts of \( k_{\text{eff}}(\omega \geq 0, z = L) \) in the case of a \( L = 2 \) cm-long silicon-core and a \( L = 20 \) cm-long silicon-nitride-core, respectively, single-mode channel waveguide supporting a TM (left panels) or a TE (right panels) mode. The incident light beam operates at 1.55 \( \mu \text{m} \) and 100 mW, and the waveguides’ parameters are given in Table 1. As stated in the introduction of Section 4, the Bogoliubov dispersion relation \( k_{\text{eff}}(\omega, z) \) is here displayed at \( z = L \) because the beam of light is typically imaged at the exit of the waveguide, precisely where \( z = L \).

By plotting in red the real and imaginary parts of the adiabatic Bogoliubov dispersion relation \( \langle k(\omega, z) \rangle_L \) on top of the exact \( \text{Re}[k_{\text{eff}}(\omega, L)] \) and \( \text{Im}[k_{\text{eff}}(\omega, L)] \), we note that the agreement between the predictions of Section 4.3.1 and the present numerical results is good, although the two nonlinear-silicon-photonics examples examined here fall into the a priori unfavorable situation where one-photon losses dominate the Kerr nonlinearity: for the waveguide made of a silicon (silicon-nitride) core, \( \gamma \rho_0(0) \approx 2.0 \text{ m}^{-1} \) (\( \approx 2.0 \times 10^{-2} \text{ m}^{-1} \)) while \( \alpha_0/2 \approx 40.3 \text{ m}^{-1} \) (\( \approx 2.3 \text{ m}^{-1} \)). We numerically check from equations (14b) and (26) that the adiabatic-evolution constraint (28) is verified for a wide range of Bogoliubov angular frequencies \( \omega \) and that the ratio of its left-hand side by its right-hand one is as small as \( 1/\omega^2 \) is when \( \omega \) is large. Accordingly, in the discussions below, we will use the adiabatic identification

\[
k_{\text{eff}}(\omega, L) = \langle k(\omega, z) \rangle_L = \frac{1}{L} \int_0^L dz \, k(\omega, z), \tag{31}
\]

to quantitatively describe the silicon and silicon-nitride Bogoliubov dispersions shown in Figures 3 and 4.

Figures 3A, 3C, and 4A (3B, 3D, and 4B) display the same qualitative behavior for the real (imaginary) part of the Bogoliubov dispersion relation of the fluid of light exiting the waveguide. In sharp contrast to the linear dispersion of the propagating phononike mode in the lossless \( (\alpha_0 \text{ and } \alpha_2 \text{ null}) \), stable \( (\beta_2 \text{ and } \gamma \text{ as same sign}) \) configuration of Section 4.2 (see the first row of Eq. (20) and Fig. 2A), the Bogoliubov fluctuations show here an overdamped, nonpropagating, behavior at low \( \omega \), as already described theoretically in the context of semiconductor-microcavity-exciton-polariton quantum fluids [17–26–31]. In this regime indeed, the real part of the Bogoliubov law is dispersionless, equal to zero. The latter starts being nonzero and symmetric with respect to zero at large \( \omega \) while the imaginary part becomes \( \omega \)-dependent. The latter remains anyhow nonzero and positive, as it is in the low-\( \omega \) regime where it is symmetric with respect to its large-\( \omega \) value. This positivity indicates that the Bogoliubov waves oscillating on top of the fluid of light are exponentially damped at any \( \omega \) according to \( e^{-\text{Im}[k_{\text{eff}}(\omega, L)]} \). On the other hand, the noticed horizontal symmetry of the curves directly refers to the \( \pm \) sign in the second row of equation (27b): for each plot, the upper, \( \pm \) branch corresponds to what we call the positive branch of the Bogoliubov dispersion relation and the lower, \( - \), one to its negative branch.

A quantitative difference exists between Figures 3B and 3D: the low-\( \omega \) behavior of \( \text{Im}[k_{\text{eff}}(\omega, L)] \) differs from one plot to the other. From equations (27b) and (31), we easily check that

\[
\text{Im}[k_{\text{eff}}(\omega \rightarrow 0, L)] \approx \text{Im}[k_{\text{eff}}(\omega = 0, L)] \pm \text{sign}(\beta_2)\left(\frac{1}{\alpha_0^2}\right)\omega^2, \tag{32}
\]
at the second order in \( \omega \rightarrow 0 \), where “\( \mp \)” refers to the \( \pm \) branch of the Bogoliubov dispersion relation, and we recall that \( \gamma \) and \( \alpha_2 \) are both positive (see Tab. 1). In the TM-mode case of Figure 3B, \( \text{sign}(\beta_2) = 1 \), as a result of which the imaginary part of the \( \pm \) (’’ –’’) branch of the dispersion approaches quadratically its \( \omega = 0 \) value from below (above). In the TE-mode case of Figure 3D, \( \text{sign}(\beta_2) = -1 \) and one then has the contrary behavior: the imaginary part of the \( + \) (’’ –’’) branch of the dispersion tends quadratically to its \( \omega = 0 \) value from above (below).

There is also a quantitative difference between Figures 4B and 3B and 3D: the \( \omega = 0 \) value of \( \text{Im}[k_{\text{eff}}(\omega, L)] \) equals its large-\( \omega \)-one in Figure 4B whereas it does not in Figures 3B and 3D. This low-\( \omega \) behavior distinctness originates from two-photon absorption that is negligible in silicon nitride while really present in silicon (see Tab. 1). Indeed, from equations (27b) and (31), it is easy to demonstrate that

\[
\text{Im}[k_{\text{eff}}(\omega = 0, L)] = \text{Im}[k_{\text{eff}}(\omega \rightarrow \infty, L)] \pm \frac{\alpha_2}{2}(\rho_0(z))_L. \tag{33}
\]

Thus, the \( \omega = 0 \) and \( |\omega| \rightarrow \infty \) imaginary parts of \( k_{\text{eff}}(\omega, L) \) are equal when \( \alpha_2 = 0 \), i.e., in the absence of two-photon absorption (silicon nitride), and different when \( \alpha_2 \neq 0 \), i.e., in the presence of two-photon absorption (silicon).

The Bogoliubov dispersion relation plotted in Figures 4C and 4D is as for it different from the ones shown in Figures 3, 4A, and 4B, but its real part nevertheless looks like the lossless, stable result of Figure 2A. This may be quantitatively investigated by making use of the \( \alpha_2 \rightarrow 0 \), i.e., \( \omega \)-independent imaginary parts of \( k_{\text{eff}}(\omega, L) \) are equal at \( \omega = 0 \), i.e., in the absence of two-photon absorption (silicon nitride), and different when \( \alpha_2 \neq 0 \), i.e., in the presence of two-photon absorption (silicon).
does not depend on \( \omega \) and, defining the respective local, z-dependent, versions
\[
v^{-1}(z) = \sqrt{\beta_2 \gamma \rho_0(0)e^{-\alpha_0z}}, \quad (35) \\
\tau(z) = \sqrt{\frac{\beta_2}{\gamma \rho_0(0)e^{-\alpha_0z}}} = \frac{\beta_2}{v^{-1}(z)}, \quad (36)
\]
of equations (21) and (22) for a \( \rho_0(z) \) given by the \( \alpha_2 \to 0 \) limit of equation (8), one finds the following low- and large-\( \omega \) behaviors for \( \text{Re}[k_{\text{eff}}(\omega, L)] \):
\[
\text{Re}[k_{\text{eff}}(\omega, L)] = \pm \sqrt{\frac{\beta_2}{2 \omega^2} \left[ \frac{\beta_2}{2} \omega^2 + 2 \gamma \rho_0(0)e^{-\alpha_0z} \right]} \\
\simeq \pm \left( \frac{v^{-1}(z)}{L} \right)_{L} |\omega|, \quad |\omega| < 1/\tau(L), \\
\left( \frac{\beta_2}{2} \omega^2 + \gamma \langle \rho_0(0)e^{-\alpha_0z} \rangle_L, \quad |\omega| > 1/\tau(L), \quad (37a)
\]
\[
\langle v^{-1}(z) \rangle_L = \frac{z_{\text{eff}}(L/2)}{L/2} v^{-1}(0) \\
\simeq 6.25 \times 10^{-2} \text{ ps m}^{-1}, \quad (38a)
\]
and
\[
\gamma \langle \rho_0(0)e^{-\alpha_0z} \rangle_L = \frac{z_{\text{eff}}(L)}{L} \gamma \rho_0(0) \\
\simeq 1.32 \times 10^{-2} \text{ m}^{-1}, \quad (39a)
\]

where \( 1/\tau(L) \approx 0.16 \text{ ps}^{-1}, \quad 1/\tau(0) \approx 0.26 \text{ ps}^{-1}, \)
\[
\langle v^{-1}(z) \rangle_L = \frac{z_{\text{eff}}(L/2)}{L/2} v^{-1}(0) \\
\simeq 6.25 \times 10^{-2} \text{ ps m}^{-1}, \quad (38b)
\]

and
\[
\gamma \langle \rho_0(0)e^{-\alpha_0z} \rangle_L = \frac{z_{\text{eff}}(L)}{L} \gamma \rho_0(0) \\
\simeq 1.32 \times 10^{-2} \text{ m}^{-1}, \quad (39b)
\]

\( z_{\text{eff}}(z) = (1 - e^{-\alpha_0z})/\alpha_0 \leq z \) denoting the effective length [47] of a portion of waveguide of length \( z \in [0, L] \).

For visibilily’s sake, we do not display the asymptotic approximations (37b) in Figure 4C.

### 5 Proposed experiment

In this section, we propose an experiment [66] by means of which the Bogoliubov dispersion relation investigated in Section 4 can be measured. In Section 5.1 first, we theoretically deal with the physical observable that has to be measured to get the Bogoliubov dispersion relation. In Section 5.2 then, we present the basics of the experimental setup and how the theoretical ingredients of Section 5.1 practically take part in the experiment.

#### 5.1 Observable to measure

As defined through equation (17) (lossless configuration), equation (25b) (adiabatic lossy configuration), or equation (29) (generic, possibly nonadiabatic, lossy configuration), the Bogoliubov dispersion relation, denoted in each case as \( k(\omega), (k(\omega, z))_z, \) and \( k_{\text{eff}}(\omega, z) \), is related to the phase of the \( z \)-dependent angular-frequency components \( f_\pm(\omega, z) \) of the fluctuations \( \vartheta(t, z) \) and \( \varphi(t, z) \) of the power and the phase of the light beam in the waveguide. Then, it should be possible to extract it from a measurement of the phase \( \phi_L(\omega) \) that a perturbation of the amplitude of the complex electric field accumulates during propagation along the waveguide. This accumulated phase is measured at \( z = L \) as a function of the fluctuation’s angular frequency \( \omega \).

Considering that the amplitude \( A(t, z) \) of the in-air, \( z \notin [0, L] \), complex optical field weakly deviates as
\[
A(t, z) = \tilde{A}_0(z) + e^{i\vartheta_0(z)} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(\omega, z) e^{-i\omega t}, \quad (40)
\]
from the \( t \)-independent piecewise-constant mean field
\[
\tilde{A}_0(z) = \sqrt{\rho_0(z)} e^{i\vartheta_0(z)} = \left\{ \begin{array}{ll}
\sqrt{\rho_0} e^{i\vartheta_0}, & z < 0, \\
\sqrt{\rho_0} e^{i\vartheta_0}, & z > L,
\end{array} \right. \quad (41)
\]
the accumulated phase \( \phi_L(\omega) \) introduced above should then read as
\[
\phi_L(\omega) \equiv \text{Arg} \left[ \frac{\tilde{A}(\omega, L^+)}{\tilde{A}(\omega, 0^-)} \right] + \Delta\theta \quad (\text{mod} \ 2\pi), \quad (42)
\]
where \( \text{Arg}(X) \in [-\pi, \pi] \) denotes the principal argument of some complex number \( X \) and \( \Delta\theta = \theta_L - \theta_0 \). Here, the constants \( \rho_0 \leq \theta_0 \) correspond to the power and the phase of the in-air beam of light before (“<”) and after (“>”) propagation along the nonlinear waveguide. The Bogoliubov dispersion relation enters the formula (42) through the first term in the right-hand side, that is, through the relation linking the output Fourier component \( \tilde{a}(\omega, L^+) \) of the in-air perturbation \( \tilde{A}(t, z) - \tilde{A}_0(z) \) to its input, \( \tilde{a}(\omega, 0^-) \), one.

This relation may be deduced from the matching of the Poynting vector at the \( z = 0 \), L air-waveguide interfaces, that is, within the slowly-varying-envelope approximation used in this work, from the system [41]
\[
\tilde{A}(t, 0^-) = \sqrt{\tilde{a}_0}(t, 0), \quad (43a) \\
\sqrt{\tilde{a}_0} A(t, L) e^{i\vartheta_0} = A(t, L^+) e^{i\vartheta_0} e^{-i\Delta L/\gamma_0}. \quad (43b)
\]

Linearizing the Madelung representation (4) of the amplitude \( A(t, z) \) of the in-waveguide, \( z \in [0, L] \), complex electric field according to equations (10) and (11) yields, making use of equations (12) and (13),
\[
A(t, z) = A_0(z) + e^{i\vartheta_0(z)} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} a(\omega) u(\omega, z) e^{-i\omega t} \\
+ a^*(\omega) v^*(\omega, z) e^{i\omega t}], \quad (44)
\]
where \( u(\omega, z) \) and \( v(\omega, z) \), defined through [69,70]
\[
u(\omega, z) \pm v(\omega, z) = f_\pm(\omega, z), \quad (45)
\]
are the Bogoliubov amplitudes [1–3], as appearing in the context of dilute atomic Bose gases. In the absence of one- and two-photon losses, the non-Hermitianity of the Bogoliubov-de Gennes-type matrix (14b) makes
the so-called Bogoliubov wavefunction \([u, v]\) obey the normalization condition \(|u|^2 − |v|^2 = \pm 1\) [1], where the “+” (“−”) sign refers to the “positive” (“negative”) branch of the Bogoliubov dispersion relation \(\k(\omega); \) since \(|u|^2 − |v|^2 = \text{Re}(f^*_f \cdot f_−)\) from Eq. (45), this normalization constraint directly transfers to the \(f_±\) ’s as \(\text{Re}(f^*_f \cdot f_−) = \pm 1\). In the general case where one- and two-photon losses occur at the carrier angular frequency \(\Omega\), the Bogoliubov wavefunction obeys a related, yet formally more cumbersome (see Eq. (29)) normalization condition that one may generically write in the form

\[
|u(\omega, z)|^2 − |v(\omega, z)|^2 = N(\omega, z) \in \mathbb{R},
\]

where, according to the discussion above, \(N(\omega, z) = \pm 1\) for all \(z\) as long as \(\alpha_0, \alpha_2 = 0\); from equations (45) and (46), one has the normalization constraint \(\text{Re}(f^*_f(z, \omega) \cdot f_−(z, \omega)) = N(\omega, z)\) for the \(f_±\) ’s in the presence of photonic losses. Combining equations (6), (40), (41), (43), (44), and (46), we eventually find

\[
\rho_− = n_0 \rho_0(0), \quad \theta_− = \theta_0(0), \quad \rho_+ = n_0 \rho_0(L), \quad \theta_+ = \theta_0(L) + (1 − 1/n_0) \beta_0 L, \quad (48)
\]

and, most importantly,

\[
\bar{a}(\omega, L^+) = \frac{U(\omega)}{N(\omega_0)} \bar{a}(\omega, 0^-) + \frac{V^*(\omega)}{N(\omega_0)} \bar{a}^*(-\omega, 0^-), \quad (49)
\]

where we have defined

\[
U(\omega) = u(\omega, L) u^*(\omega, 0) − v^*(\omega, L) v(\omega, 0), \quad (50)
\]

\[
V(\omega) = v(\omega, L) u^*(\omega, 0) − u^*(\omega, L) v(\omega, 0). \quad (51)
\]

We now fix the input, \(z = 0^-\), condition for the perturbation \(\tilde{A}(t, z) = \tilde{A}_0(z)\) on top of \(\tilde{A}_0(z)\) as

\[
\bar{a}(\omega, 0^-) ≠ 0 \quad \text{while} \quad \bar{a}^*(-\omega, 0^-) = 0, \quad (52)
\]

which physically amounts to consider that a single perturbation oscillating at \(+\omega\) is injected into the waveguide, in accordance with the pump-and-probe experiment described in Section 5.2. As a result, according to equation (49), the formula (42) for the phase accumulated by the Bogoliubov fluctuations along the waveguide reduces to

\[
\phi_L(\omega) ≡ \text{Arg}[U(\omega)] + \Delta \theta \quad \text{mod} \; 2\pi. \quad (53)
\]

This congruence is strictly speaking valid in the case where \(N(\omega_0) > 0\); when \(N(\omega_0) < 0\), an extra \(+\pi\) shift appears in the right-hand side but the latter may be absorbed in \(\Delta \theta\), as a result of which (53) remains structurally valid also in the case where \(N(\omega_0) < 0\). From the generic diagonalization of Section 4.3.2 and making use of equations (45)–(48) and (50), inverting equation (53) should in principle yield the Bogoliubov dispersion relation. We illustrate this in Sections 5.1.1 and 5.1.2 in the previously-studied physically interesting cases where the (real part of the) Bogoliubov dispersion relation displays a linear, soundlike, behavior at low \(\omega\), that is, in the lossless configuration of Figure 2A and the lossy situation of Figures 4C and 4D, respectively.

5.1.1 Lossless waveguide

In the lossless, \(\alpha_0, \alpha_2 = 0\), situation treated in Section 4.2, letting

\[
u(\omega, z) = \bar{u}(\omega) e^{i k(\omega) z}, \quad (54)
\]

\[
v(\omega, z) = \bar{v}(\omega) e^{i k(\omega) z}, \quad (55)
\]

equation (50) transforms into

\[
U(\omega) = |\bar{u}(\omega)|^2 e^{i k(\omega) L} − |\bar{v}(\omega)|^2 e^{-i k^*(\omega) L}. \quad (56)
\]

Considering for the sake of simplicity the positive, “+,” branch of \(k(\omega)\) in equation (19b) and that the parameters \(\beta_2\) and \(\gamma\) entering it are both positive, \(k(\omega)\) is positive for all \(\omega\) and the Bogoliubov weights \(\bar{u}(\omega)\) and \(\bar{v}(\omega)\), such that \(\bar{u}(\omega) ± \bar{v}(\omega) = \bar{f}_±(\omega)\) (see the definitions (17) and (45)), are real functions of \(\omega\) satisfying

\[
\bar{u}(\omega) ± \bar{v}(\omega) = \left(\frac{\omega^2 + \tau^2}{\omega^2 + \tau^2 + \frac{1}{4}}\right)^{\pm \frac{1}{2}} \left(\frac{\sqrt{1 + |k(\omega)/(\gamma \rho_0)|^2} − 1}{k(\omega)/(\gamma \rho_0)}\right)^{\pm \frac{1}{2}}, \quad (57a)
\]

where \(\tau\) is defined in equation (22). From equations (19b), (53), (54), and (57), we plot in Figure 5 the phase \(\phi_L(\omega) − \Delta \theta\) as a function of \(\omega τ > 0\) (from Eq. (57a)) and as a function of \(k(\omega)/(\gamma \rho_0)\) (from Eq. (57b)).

In the low-\(|\omega| \tau ≪ 1\) regime where \(k(\omega)/(\gamma \rho_0) ≃ |\omega| τ\) (first row of Eq. (29)), a lengthy Taylor expansion of equation (53) yields

\[
\phi_L(\omega) − \Delta \theta = \frac{\ell}{2} \left(\frac{k(\omega)}{\gamma \rho_0}\right)^2 + \cdots, \quad (58)
\]

\[
\ell ≳ 1, \quad k(\omega) ≃ e^{-1} |\omega| \quad \text{may be extracted from the phase} \; \phi_L(\omega) − \Delta \theta \; \text{by Taylor expanding the latter at the second order} − \text{at least} − \text{in} \; |\omega| \tau ≪ 1.
\]
At the angular frequencies $\omega \geq 0$ such that

$$\text{Arg}[U(\omega \mp)] = \pm \pi \mp \text{ or }$$

$$\text{Arg}[U(\omega)] = 0, \quad \text{} \tag{62}$$

the graph of $\phi_L(\omega) - \Delta \theta$ presents inflection points of ordinates

$$[\phi_L(\omega) - \Delta \theta]_n = n \pi, \quad \text{where } n \in \mathbb{N}^*. \text{ On the other hand, in between two successive inflection points, } \phi_L(\omega) - \Delta \theta \text{ smoothly varies around the discrete plateaux}$$

$$[\phi_L(\omega) - \Delta \theta]_{n'} = 2n' \pi + 2 \arctan \left( \frac{\ell}{1 + \sqrt{1 + \ell^2}} \right) \quad \text{(64a)}$$

$$\simeq \begin{cases} 2n' \pi \mp \ell, & \ell \ll 1, \\ 2n' \pi \mp \pi/2, & \ell \gg 1, \end{cases} \quad \text{(64b)}$$

where $n' \in \mathbb{N}^*$. This explains the smooth staircase structures observed in Figure 5. When $\ell \ll 1$, one shows that the points of ordinates (64a) almost coincide with the inflection points of ordinates (63) with $n = 2n'$, as one notes (for the ordinates) in the first row of equation (64b); in this case, the staircase features disappear, as exemplified by the $\ell = 0.75$ curves of Figure 5. When $\ell \gg 1$, the plateaux (64a) are on the contrary very distinct from (63), as shown in the second row of equation (64b) and illustrated by, e.g., the $\ell = 17.5$ curves of Figure 5.

In the large-$\omega$, $|\omega| \tau \gg 1$, regime where $k(\omega)/(\gamma \rho_0) \approx \omega^2 \tau^2/2 + 1$ (second row of Eq. (20)), one has from equations (57) the zeroth-order approximations $\hat{u}(\omega) \simeq 1$ and $\hat{v}(\omega) \simeq 0$, which leads to the very simple approximation

$$\phi_L(\omega) - \Delta \theta \simeq k(\omega) L = \frac{k(\omega)}{\gamma \rho_0} \ell, \quad \text{(65)}$$

all the more satisfied as the right-hand side is large, i.e., as $|\omega| \tau \gg 1 \gg 1/\sqrt{\ell}$. From equation (65), it is very easy to extract the large-$\omega$ Bogoliubov dispersion relation $k(\omega)$ of the uniform fluid of light.

This discussion shines interesting new light on the theoretical interpretation of the experiment of reference [38], where the Bogoliubov dispersion relation in a waveguide-free paraxial-propagation geometry was directly extracted from the transmission phase. For the sake of uniformity with the rest of the paper, we carry out this discussion in terms of $k(\omega)$, but a translation to the situation of reference [38] is straightforward (see the second paragraph of Sect. 6). In the large-$\omega$ limit where $\hat{u}(\omega) \simeq 1$ and $\hat{v}(\omega) \simeq 0$, the Bogoliubov dispersion relation is mostly particlelike and the plateau structure gives a negligible correction to $\phi_L(\omega)$. As one can see in Figure 5, the situation is different at lower $\omega$'s where the plateaux are very pronounced and may introduce dramatic deviations from the simple approximation (65).

While the experiment [38] could not access the deep sonic regime where the correction is the most important, still the presence of plateaux may explain the slight deviation between experiments and theoretical expectations. In any case, it is immediate to see from the analytical expression (56) and from Figure 5 that the coarse-grained shape of $\phi_L(\omega)$ when the plateaux structure is smoothed out recovers the Bogoliubov dispersion $k(\omega)$ for almost all the $\omega$'s, except in the vicinity of $\omega = 0$ where the first plateau remains.

### 5.1.2 Lossy waveguide

In the lossy, $\alpha_0, \alpha_2 \neq 0$, situation treated in Section 4.3, letting

$$u(\omega, z) = \hat{u}(\omega, z) e^{ik_{\text{eff}}(\omega, z)z}, \quad \text{(66)}$$

$$v(\omega, z) = \hat{v}(\omega, z) e^{ik_{\text{eff}}(\omega, z)z}, \quad \text{(67)}$$
In the low-ω, i.e., |ω| ≪ 1/τ(L) ≃ 0.16 ps⁻¹, regime where Re[k_{eff}(ω, L)] ≪ 1.10 × 10⁻² m⁻¹ is soundlike, approximately given by the first row of equation (37b), \( \phi_L(ω) - Δθ \) obeys a Taylor expansion similar to equation (58):

\[
\phi_L(ω) - Δθ = 2 \arctan \left( \frac{ℓ}{1 + \sqrt{1 + ℓ^2}} \right)
+ \frac{ℓ (3 + 2 ℓ^2)}{6 (1 + ℓ^2)} \left( \frac{\text{Re}[k_{\text{eff}}(ω, L)]}{C(α_0) γ \langle ρ_0(0) e^{-α_0 z} \rangle L} \right)^2 + \cdots
\]

\( (70a) \)

\[
\simeq 2.51 \times 10^{-3} + 7.95 \text{Re}^2[k_{\text{eff}}(ω, L)] + \cdots
\]

\( (70b) \)

where the parameters

\[
C(α_0) = \frac{1}{\cosh^2(α_0 L/4)} \simeq 0.95,
\]

\[
ℓ = C(α_0) γ \langle ρ_0(0) e^{-α_0 z} \rangle L \simeq 2.51 \times 10^{-3},
\]

and \( \text{Re}[k_{\text{eff}}(ω, L)] \) is expressed in m⁻¹. Note that as \( α_0 \to 0 \), the expansion (70a) reduces to the lossless result (58).

Contrary to the graphs plotted in Figure 5, the phase \( \phi_L(ω) - Δθ \) in Figure 6 displays no staircase feature. Following the fourth paragraph of Section 5.1.1, this may be explained by the fact that the normalized length \( ℓ \) is in the present case very small, of the order of 10⁻³.

In the large-ω, i.e., |ω| ≫ 1/τ(L) ≃ 0.26 ps⁻¹, regime where Re[k_{eff}(ω, L)] ≳ 1.92 × 10⁻² m⁻¹ is particlelike, approximately given by the second row of equation (37b), \( \tilde{u}(ω, z) \simeq \sqrt{N(ω, z)} \) and \( \tilde{v}(ω, z) \simeq 0 \), as a result of which \( \phi_L(ω) - Δθ \) reduces to

\[
\phi_L(ω) - Δθ ≃ \text{Re}[k_{\text{eff}}(ω, L)] L = 0.20 \text{Re}[k_{\text{eff}}(ω, L)],
\]

where \( \text{Re}[k_{\text{eff}}(ω, L)] \) is once more expressed in m⁻¹.

5.2 Experimental setup

The experimental setup [66] that we propose to measure the accumulated phase (42) and in turn, as detailed in Section 5.1, the Bogoliubov dispersion relation of the beam of light propagating along the channel waveguide is sketched in Figure 7. It basically consists in a free-space Mach-Zehnder interferometer [78] illuminated by a large-power pump beam of angular frequency \( Ω \) and a collinear low-power probe beam of angular frequency \( Ω + ΔΩ \) (with \( ΔΩ \gg 0 \)). One of the two arms of the Mach-Zehnder interferometer, denoted “A,” is focused on the channel waveguide encompassed in between \( z = 0 \) and \( z = L \) while the other one, denoted “B,” is free. The high- and low-power beams nonlinearly interact in the waveguide through a four-wave mixing. The total intensity \( I_p \)
of the probe “p” measured at one of the light detectors of the Mach-Zehnder interferometer after filtering out all other frequency components (namely, the pump at $\Omega$ and the Kerr-induced idler at $\Omega - \Delta \omega$)

\[ I_p = I_A + I_B + 2 \sqrt{I_A I_B} \cos[\phi_L(\Delta \omega) + \cdots] \tag{74} \]

where $I_A(I_B)$ is the intensity measured in the arm “A” (“B”) by switching off the arm “B” (“A”) by means of an optical shutter and $\phi_L(\Delta \omega)$ denotes the dephasing between the arm “A” and the arm “B,” induced most particularly by the presence of the waveguide along the arm “A.” Making use of a well-adjusted delay line for making the interferometer perfectly balanced [66], the latter dephasing reduces to the phase

\[ \phi_L(\Delta \omega) \equiv \text{Arg} \left[ \frac{A_p(\Delta \omega, L^\perp)}{A_p(\Delta \omega, 0^\perp)} \right] \pmod{2\pi} \tag{75} \]

accumulated by the probe in the course of its propagation along the waveguide, hence the use of the suspension dots in equation (74).

The notations used in equation (75) are identical to those used in equation (42) for the simple and good reason that the quantities (75) and (42) are strictly equal: the weak-power probe on top of the strong-power pump in the zoomed window of Figure 7 corresponds to the weak-power probe on top of the strong-power pump in the simple and good reason that the quantities (75) and (42) are strictly equal:

\[ A(t, z) = A_0(z) + \tilde{A}_p(\Delta \omega, z) e^{-i\Delta \omega t} e^{i\Delta \beta_p(\Delta \omega) z} \]

Similarly, the Bogoliubov wave on top of the stationary mean field $A_0(z)$ in equation (44) corresponds to the linear superposition of the signal “s” at $[\Omega + \Delta \omega, \beta_0 + \Delta \beta_s(\Delta \omega)]$ and the idler “i” at $[\Omega - \Delta \omega, \beta_0 + \Delta \beta_i(\Delta \omega)]$:

\[ A(t, z) = A_0(z) + \tilde{A}_s(\Delta \omega, z) e^{-i\Delta \omega t} e^{i\Delta \beta_s(\Delta \omega) z} \]

where the signal’s and idler’s amplitudes $\tilde{A}_s(\Delta \omega, z)$ and $\tilde{A}_i(\Delta \omega, z)$ are defined through

\[
\begin{align*}
\left[ a(\omega) u(\omega, z) \right] & = 2\pi \delta(\omega - \Delta \omega) \left[ A_s(\omega, z) \right] e^{-i\theta_s(z)}, \tag{79a} \\
\left[ a^*(\omega) v^*(\omega, z) \right] & = 2\pi \delta(\omega - \Delta \omega) \left[ A_i(\omega, z) \right] e^{-i\theta_i(z)}, \tag{79b}
\end{align*}
\]

In this Mach-Zehnder-interferometry pump-and-probe experiment, one measures the probe dephasing $\phi_L(\Delta \omega)$ as a function of the angular-frequency detuning $\Delta \omega$ – i.e., the angular frequency $\omega$ of the Bogoliubov fluctuation, from the $\delta$ peak in the definition (79a) –, from which one deduces the Bogoliubov dispersion relation of the fluid of light as a function of $\Delta \omega$, making use of the recipe detailed in Section 5.1.

6 Conclusion

Making use of Bogoliubov’s theory of dilute Bose quantum fluids, we have investigated the dispersion relation of small luminous fluctuations on top of a beam of polarized monochromatic light propagating along a single-mode channel waveguide displaying an instantaneous and spatially local Kerr nonlinearity as well as one- and two-photon losses. Analytical and numerical results have been derived in both the ideal situation where the photonic losses are absent and the realistic case where...
they are present. Two types of nonlinear-silicon-photronics
waveguides with silicon and silicon-nitride cores have been
used to illustrate our theoretical predictions. Additionally,
we have proposed a Mach-Zehnder-interferometry pump-
and-probe experiment [66] to measure the dispersion law
of the Bogoliubov excitations of the beam of light: a
weak-power probe beam (the analogous Bogoliubov wave)
copropagates along the waveguide with a strong-power
pump beam (the analogous background Bose quantum
fluid) and accumulates a phase delay in the course of its
propagation, from which the Bogoliubov dispersion rela-
tion is derived.

Importantly, note that our one-dimensional results
in the time domain are conceptually very general and
may be transferred (modulo ad-hoc changes in the no-
tations) to the full three-dimensional generalized non-
linear Schrödinger problem (see, e.g., Refs. [39,48] for the
$\alpha_0,\alpha_2 = 0$ situation)
\[
\frac{i}{\hbar} \frac{\partial E}{\partial z} = -\frac{1}{\beta_0} \left( \frac{\partial^2 E}{\partial x^2} + \frac{\partial^2 E}{\partial y^2} \right) + \beta_2 \frac{\partial^2 E}{\partial z^2} - g |E|^2 E - \frac{i}{2} (\alpha_0 + \alpha_2 |E|^2) E,
\]
that describes the propagation of the slowly varying enve-
lope of the total complex Electric field of a paraxial beam of
quasimonochromatic light in a waveguide-free, local, and
lossy Kerr medium. In addition to its direct interest for
nonlinear optics as a tool to probe novel effects in the
optical phase, the experiment we propose holds the promise
to highlight a very general feature of the generalized non-
linear Schrödinger equation.
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Appendix A: Adiabatic theorem
for z-dependent propagating optical systems

In this appendix, we reformulate the adiabatic theorem of
quantum mechanics [74,75] within the optical language.
The derivation of the final result (A.13) is illustratively
made in the standard case of a Hermitian effective evolu-
tion along the propagation, $z$, axis but there exists a simi-
lar identity in the non-Hermitian case (see, e.g., Ref. [76]).

Let us consider that the propagation in the positive-$z$
direction of some (scalar or vector) complex optical field
$\Psi(z \in [0,L])$ is ruled by the generic Schrödinger-type
equation
\[
\frac{d}{dz} \Psi(z) = -\mathcal{Q}(z) |\Psi(z)\rangle,
\]
here written in Dirac’s notations, where the Hamilton-
type operator $-\mathcal{Q}(z)$ is a function of the timelike coor-
dinate $z$ and is supposed to be Hermitian. Denoting by
$\{q_n(z)\}_{n \in \mathbb{N}}$ the set of the (real) eigenvalues of $\mathcal{Q}(z)$,
assumed discrete, and by $\{|\psi_n(z)\rangle\}_{n \in \mathbb{N}}$ the one of the cor-
responding eigenvectors, assumed to constitute an or-
thonormal basis: $\langle \psi_n(z) | \psi_m(z) \rangle = \delta_{n,m}$, the solution of
equation (A.1) may be generically expanded as
\[
|\Psi(z)\rangle = \sum_n \alpha_n(z) e^{i\theta_n(z)} |\psi_m(z)\rangle,
\]
denotes the “dynamic” phase of the propagating state
$\alpha_n(z) e^{i\theta_n(z)} |\psi_m(z)\rangle$.

Substituting equation (A.2) into equation (A.1), one
gets, making use of the eigenvalue equation $\mathcal{Q}(z) |\psi_n(z)\rangle =
q_n(z) |\psi_n(z)\rangle$, in such a way that, projecting onto the $n$th eigenstate
$|\psi_n(z)\rangle$ of $\mathcal{Q}(z)$,
\[
\sum_n \alpha_n(z) e^{i\theta_n(z)} |\psi_m(z)\rangle = -\sum_n \alpha_n(z) e^{i\theta_n(z)} |\psi_m(z)\rangle,
\]
in such a way that, projecting onto the $n$th eigenstate
$|\psi_n(z)\rangle$ of $\mathcal{Q}(z)$,
\[
\alpha_n(z) = -\langle \psi_n(z) | \psi_n(z) \rangle \alpha_n(z) + \mathcal{R}_n(z),
\]
where the rest
\[
\mathcal{R}_n(z) = -\sum_{m \neq n} \langle \psi_n(z) | \psi_m(z) \rangle e^{i(\theta_m(z) - \theta_n(z))} \alpha_m(z)
\]
Equation (A.6b) is obtained from the projection of the
derivative with respect to $z$ of the eigenvalue equation
$\mathcal{Q}(z) |\psi_n'(z)\rangle = q_n(z) |\psi_n'(z)\rangle$ onto the $|\psi_n(z)\rangle$ eigenstate
($n \neq n'$) of $\mathcal{Q}(z)$:
\[
\langle \psi_n(z) | \mathcal{Q}(z) | \psi_n'(z) \rangle + \langle \psi_n(z) | \mathcal{Q}(z) | \psi_n'(z) \rangle
= q_n(z) \langle \psi_n(z) | \psi_n'(z) \rangle,
\]
and from the identity
\[ \langle \psi_n(z) \right| Q(z) \left| \psi_{n'}(z) \rangle = q_n(z) \langle \psi_n(z) \right| \psi_{n'}(z) \rangle. \] (A.8)

In the particular case where \( Q(z) \) is an adiabatically varying function of \( z \), the off-diagonal components of the rate of change of \( Q(z) \) in the \( \{ |\psi_m(z)\rangle \}_m \) eigensystem and in units of the corresponding eigenvalue gap is small compared this gap [74,75], i.e.,
\[ \max_{z \in [0,L]} \left| \frac{\langle \psi_n(z) \right| Q(z) \left| \psi_{n'}(z) \rangle}{q_{n'}(z) - q_n(z)} \right| \ll \min_{z \in [0,L]} |q_{n'}(z) - q_n(z)|, \] (A.9)
for all \((n, n' \neq n)\). Accordingly, \( R_n(z) \) in equation (A.5) may be neglected, yielding
\[ \alpha_n(z) \simeq \alpha_n(0) e^{i \gamma_n(z)}, \] (A.10)
where
\[ \gamma_n(z) = i \int_0^z dz' \langle \psi_n(z') | \psi_{n'}(z') \rangle. \] (A.11)

The latter is a real quantity because \( \langle \psi_n(z) | \psi_{n'}(z) \rangle \) is a purely imaginary number, as it can be demonstrated from the differentiation of the normalization condition \( \langle \psi_n(z) | \psi_n(z) \rangle = 1 \). Inserting equation (A.10) into equation (A.2), one eventually obtains
\[ |\Psi(z)\rangle \simeq \sum_m \alpha_m(0) e^{i \theta_{mn}(z)} e^{i \gamma_m(z)} |\psi_m(z)\rangle. \] (A.12)

As a result, in the case where the optical wave is initially in the \( n \)-th eigenstate \( |\psi_n(z)\rangle \), i.e., if \( |\Psi(0)\rangle = A_n |\psi_n(0)\rangle \), all the \( \alpha_m(0)'s \) in equation (A.12) are equal to \( A_m \delta_{m,n} \) and the system then remains in the \( |\psi_n(z)\rangle \) state:
\[ |\Psi(z)\rangle \simeq A_n e^{i \theta_n(z)} e^{i \gamma_n(z)} |\psi_n(z)\rangle, \] (A.13)
as it would do in the case of a z-independent process, only picking up a couple of phase factors in the course of the propagation along the \( z \) axis. When the adiabatic effective evolution is not cyclic, i.e., when \( Q(L) \neq Q(0) \), the phase factor \( e^{i \gamma_n(z)} \) can be canceled out by a trivial choice of gauge for the eigenvectors, that is, \( |\psi_n(z)\rangle \mapsto \langle \psi_n(z) | e^{i \gamma_n(z)} |\psi_n(z)\rangle \). In the contrary case, \( \gamma_n(z) \) becomes a gauge-invariant geometrical quantity known in quantum mechanics as the Berry phase [79].
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