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Abstract

We prove that an action $\rho : A \to M(C_0(G) \otimes A)$ of a locally compact quantum group on a $C^*$-algebra has a universal equivariant compactification, and prove a number of other category-theoretic results on $G$-equivariant compactifications: that the categories compactifications of $\rho$ and $A$ respectively are locally presentable (hence complete and cocomplete), that the forgetful functor between them is a colimit-creating left adjoint, and that epimorphisms therein are surjective and injections are regular monomorphisms.

When $G$ is regular coamenable we also show that the forgetful functor from unital $G$-$C^*$-algebras to unital $C^*$-algebras creates finite limits and is comonadic, and that the monomorphisms in the former category are injective.
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Introduction

Consider a continuous action

$$\pi : G \times X \to X$$

of a topological group on a topological space. While there is always a universal, functorial map $X \to \beta X$ into a compact Hausdorff space (the Stone-Čech compactification of $X$ [29, §38]), it is
only very rarely that the induced action \( G \times \beta X \to \beta X \) is continuous. The original motivation for the present paper was the fact that nevertheless, there is always a universal \( G \)-equivariant compactification of \( X \). In short (and more precisely), the inclusion functor

\[
\text{CH}^G \to \text{Top}^G
\]

from compact Hausdorff \( G \)-spaces into topological \( G \)-spaces has a left adjoint; see [14, §2.8] or the much more extensive discussion in [13, §4.3]. That left adjoint then specializes back to \( X \mapsto \beta X \) when \( G \) is trivial. The (greatest) ambit of \( G \) ([11, Introduction]), featuring in the title of this paper, is the result of applying that left adjoint to the translation self-action \( G \times G \to G \).

The aim here is to examine the same types of questions in the context of non-commutative topology (i.e. \( C^* \)-algebras). Topological groups, in particular, are now locally compact quantum groups (LCQGs) in the sense of [22, Definition 4.1]:

**Definition 0.1** A locally compact quantum group \( G \) consists of a \( C^* \)-algebra \( C = C_0(G) \) equipped with a non-degenerate morphism

\[
\Delta = \Delta_G : C \to M(C \otimes C)
\]

such that

- we have \((\Delta \otimes \text{id})\Delta = (\text{id} \otimes \Delta)\Delta\) as maps \( C \to M(C \otimes^3)\);
- the sets

\[
\{(\omega \otimes \text{id})\Delta(a) \mid \omega \in C^*, \ a \in A\} \quad \text{and} \quad \{(\text{id} \otimes \omega)\Delta(a) \mid \omega \in C^*, \ a \in A\}
\]

are contained in \( A \) and span dense subsets therein;
- and \( C \) is equipped with left and right-invariant approximate KMS weights.

The weights in last item are analogues of the left and right Haar measures on a locally compact group (hence the name: *Haar weights*); we will have no need to elaborate on the precise meaning of that part of the definition, as it plays only an indirect role in the discussion below.

Apart from whatever intrinsic interest generalization for its own sake might hold, recasting topological results in \( C^* \)-algebraic terms occasionally has the effect of sharpening the proofs by divorcing them from some of the unnecessary point-set topological baggage. Additionally, this type of generalization can also raise its own peculiar problems that might have been difficult to notice or appreciate in the “classical” setup of ordinary spaces/actions.

With this in mind, the dictionary is as follows:

- in place of an ordinary space \( X \) we have a possibly non-commutative \( C^* \)-algebra \( A = C_0(X) \) (of “continuous functions vanishing at infinity” on a non-commutative space);
- \( G \) is a locally compact quantum group as above, reified as its own function algebra \( C_0(G) \);
- \( \pi \) becomes instead an action

\[
\rho : A \to M(C_0(G) \otimes A),
\]

in the sense of Definition 1.8 below, where \( M(-) \) denotes the *multiplier algebra* construction [10, §II.7.3];
and (perhaps as expected from perusing the classical machinery), a $\mathbb{G}$-equivariant compactification of $\rho$ (Definitions 2.1 and 2.2) is a $\mathbb{G}$-action on a unital $C^*$-algebra $B$ “sandwiched” equivariantly between $A$ and its multiplier algebra $M(A)$ (the latter being the non-commutative analogue of $\beta X$).

One of the results of this paper, then, is that equivariant compactifications exist in the non-commutative setup sketched above (Corollary 2.7):

**Theorem** Every action by a locally compact quantum group on a $C^*$-algebra admits a universal equivariant compactification.

The proof is essentially category-theoretic, and suggests its own separate line of investigation into the nature of various categories of quantum actions or spaces. Specifically, given an action $(0,1)$, we focus in Section 2 on the category

- $\text{cpct}(\rho)$ of equivariant compactifications of $A$;
- $\text{cpct}(A)$ of compactifications of (the noncommutative space underlying) $A$;
- and $A \downarrow C_1^*$, of $C^*$ morphisms from $A$ into unital $C^*$-algebras.

These are progressively poorer in structure, with forgetful functors pointing down the chain as listed here (see Definitions 2.1 and 2.2 and subsequent discussion). A brief summary of some of the results (Theorems 2.4, 3.1, 3.4 and 4.4 and Corollaries 4.5 and 4.6) reads:

**Theorem** Let $(0,1)$ be an action of an LCQG on a $C^*$-algebra.

(a) The categories $\text{cpct}(\rho)$, $\text{cpct}(A)$ and $A \downarrow C_1^*$ are all locally presentable, hence also complete and cocomplete.

(b) The forgetful functors

$$\text{cpct}(\rho) \to \text{cpct}(A) \to A \downarrow C_1^*$$

are all left adjoints and create colimits.

(c) In any of these categories, the epimorphisms are the surjections.

(d) And injective morphisms are equalizers (i.e. regular monomorphisms).

Although on a first encounter local presentability (Definition 4.1) might appear a little technical, it reflects fairly reasonable intuition (that the category can be recovered via colimits from “small” objects) and is extremely valuable in practice in proving the kinds of universality results we are concerned with here: as the proofs of Corollaries 4.5 and 4.6 make it clear for instance, local presentability delivers limits and adjoint functors essentially “for free”.

In Section 5 we focus on the forgetful functor $C_1^{*G} \to C_1^*$ from actions $(0,1)$ on unital $C^*$-algebras to (again unital) $C^*$-algebras; it is recoverable from the previous discussion as

$$\text{cpct}(\rho) \to \text{cpct}(A),$$

where $A$ is the zero algebra $\{0\}$. Much of Section 5 specializes to coamenable $\mathbb{G}$ ([8, Definition 3.1] and Definition 5.4). On the one hand, this is a non-trivial constraint; on another though, it is also an instance of the phenomenon noted above, of encountering purely non-commutative phenomena when generalizing results from classical point-set topology: ordinary locally compact groups are all coamenable, so the issue was invisible in the classical setting.

The main results there are (Theorems 5.9 and 5.13 and Corollary 5.11):
Theorem Let $G$ be a regular coamenable locally compact quantum group.

(a) The forgetful functor $C^*_1 \rightarrow C^*_1$ creates finite limits and is comonadic.

(b) And the monomorphisms in $C^*_1$ are the injections.

As explained in §5.1, the comonadicity claim formalizes the intuition that a non-commutative $G$-space is precisely a non-commutative space equipped with additional “algebraic operations”, and that the forgetful functor forgets that additional algebraic structure.
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1 Preliminaries

We make casual use of operator-algebraic background, as available, say, in [10, 31, 37] and numerous other good sources; the references are more precise where appropriate. References for locally compact quantum groups include [22, 5, 28], again with more specific citations in the text below.

The unadorned tensor-product symbol ‘$\otimes$’, placed between $C^*$-algebras, denotes the minimal or spatial $C^*$ tensor product [10, §II.9.1.3]. We will, on occasion, also refer to the maximal $C^*$ tensor product $\overline{\otimes}$ [10, §II.9.2].

1.1 Multipliers and categories of $C^*$-algebras

A morphism between unital $C^*$-algebras can only, reasonably, mean one thing: a continuous, unital, $\ast$-preserving, multiplicative and linear map. We denote the resulting category by $C^*_1$, to remind the reader of the unitality.

Non-unital $C^*$-algebras form categories in a number of competing ways (all collapsing back to $C^*_1$ in the unital case):

(a) $C^*$, where morphisms are as in $C^*_1$, simply dropping the unitality requirement (which no longer makes sense). This category is not frequently useful as-is, so there are variants to consider.

(b) $C^*_\ast$, where the morphisms are those of $C^*$ which are additionally proper [16, §2.1]: $f : A \rightarrow B$ is proper if
\[
\overline{f(A)B} = B = \overline{Bf(A)}.
\] (1-1)

As explained on [16, p.80], in the classical case (i.e. for commutative $C^*$-algebras) these dualize precisely to the proper continuous maps between locally compact Hausdorff spaces.

(c) $\overline{C^*}$ (the most useful version in quantum-group theory, it seems), where a morphism $A \rightarrow B$ is by definition a non-degenerate morphism $A \rightarrow M(B)$ into the multiplier algebra of $B$, where recall [23, p.15] that non-degeneracy is here the selfsame condition (1-1).

The set of such morphisms $A \rightarrow B$ in $\overline{C^*}$ is often denoted by Mor$(A, B)$: [42, §0], [27, Definition A.4], [12, §1.1], etc. Such a morphism extends uniquely [23, Proposition 2.5] to a unital $C^*$-morphism $M(A) \rightarrow M(B)$ that is furthermore strictly continuous on the unit ball of $M(A)$ (or equivalently [38, Corollary 2.7], just plain strictly continuous). This then allows for composition of morphisms.
We will usually denote extensions $M(A) \to M(B)$ of non-degenerate $f : A \to M(B)$ by the same symbol, relying on context for telling the two apart.

**Remark 1.1** Note that the proper morphisms $A \to B$ are precisely the non-degenerate morphisms $A \to M(B)$ that actually take values in $B$. This means that we have an inclusion

$$\mathcal{C}^* \subseteq \overline{\mathcal{C}^*}$$

of categories. Neither, though, is comparable with $\mathcal{C}^*$.

It will also pay off to introduce notation that singles out certain subalgebras of multiplier algebras. In [5, paragraph preceding Définition 0.1] the authors of that paper write

$$M(A; J) := \{ x \in M(A) \mid xJ + Jx \subseteq J \}$$

for an ideal $J \subseteq A$. As noted there, in addition to being a $C^*$-subalgebra of $M(A)$ by definition, $M(A; J)$ can also be regarded as a $C^*$-subalgebra of $M(J)$ via the multiplier-restriction morphism

$$M(A; J) \subseteq M(A) \to M(J).$$

The claim here is that this composition is one-to-one; we leave that as an exercise, and henceforth take it for granted.

Of particular interest, in defining actions [5, Définition 0.2], will be algebras of the form

$$M(B \otimes A^+; B \otimes A) = M(B \otimes \tilde{A}; B \otimes A),$$

where $A^+$ and $\tilde{A}$ are as in [41, Propositions 2.1.3 and 2.1.7]:

- $A^+ = A \oplus \mathbb{C}$ with $A$ as an ideal and $(0, 1)$ as the unit;
- $\tilde{A}$ is the *smallest unitization* of $A$, i.e. $A$ itself if the latter was already unital and $A^+$ otherwise.

There is a tradition (e.g. [24, paragraph following Lemma 1.1] or [33, §1]) of writing

$$\tilde{M}(A \otimes B) = M(\tilde{A} \otimes B; A \otimes B).$$

Since this paper’s conventions demand that the affected tensorand $A$ be placed on the right (rather than left), we decorate ‘$M$’ with that tensorand as a subscript instead, to the notation. Thus:

$$M_A(A \otimes B) := M(\tilde{A} \otimes B; A \otimes B) = M(A^+ \otimes B; A \otimes B),$$

$$M_A(B \otimes A) := M(B \otimes \tilde{A}; B \otimes A) = M(B \otimes A^+; B \otimes A),$$

(1-2)

etc.

**Remark 1.2** Naturally, when $A$ is unital $M_A(B \otimes A)$ specializes back to the usual multiplier algebra $M(B \otimes A)$.

Although, as mentioned above, the $C^*$ categories $\mathcal{C}^*$ and $\overline{\mathcal{C}^*}$ tend to be more useful in practice than $\mathcal{C}^*$, the latter does feature in the following observation.
Lemma 1.3  For a fixed $C^*$-algebra $C$, the construction
\[ A \mapsto M_A(C \otimes A) \] (1-3)
is an endofunctor on $C^*$.

Furthermore, that functor preserves morphism injectivity.

Proof  We just focus on how the functor applies to morphisms; the fact that it respects compositions and identities will then be routine.

Consider a $C^*$-morphism $f : A \to B$ (in $C^*$; no non-degeneracy assumptions, etc.). It then extends \[10, \text{§II.1.2.3}] uniquely to a unital morphism
\[ \text{id} \otimes f : C \otimes A^+ \to C \otimes \tilde{B} \] which is proper in the sense of (b) in the above discussion on categories. This means that it extends strictly continuously to a unital morphism
\[ \text{id} \otimes f : M(C \otimes A^+) \to M(C \otimes \tilde{B}), \] (1-4)
and finally to (1-3) because this last extension has the requisite multiplier property: for $x \in M_A(C \otimes A^+)$ and $c \in C$ we have
\[ (\text{id} \otimes f)(x)(c \otimes 1) = (\text{id} \otimes f)(x(c \otimes 1)) \]
\[ \in (\text{id} \otimes f)(C \otimes A) \quad \text{because } x \in M_A(C \otimes A^+) \]
\[ \subseteq C \otimes B. \]

As this happens for arbitrary $c \in C$, (1-4) indeed restricts to a morphism
\[ M_A(C \otimes A) \to M_B(C \otimes B). \]

As for the injectivity-preservation claim, recall first \[37, \text{Proposition IV.4.22}] that $f : A \to B$ injective $\Rightarrow$ $\text{id} \otimes f : C \otimes A \to C \otimes B$ is injective.

The conclusion then follows from the fact that the latter morphism extends to $M_A(C \otimes A)$, wherein $C \otimes A$ is an essential ideal: the kernel of that extension, if non-trivial, would intersect $C \otimes A$ non-trivially.

\[ \blacksquare \]

Remark 1.4  It is observed in \[24, \text{Lemma 1.4}] that for $C^*$-algebras $A$ and $C$ and an ideal $I \trianglelefteq A$ the restriction morphism
\[ M(C \otimes A) \to M(C \otimes I) \]
identifies the ideal
\[ \{ m \in M_A(C \otimes A) \mid mx, \ xm \in C \otimes I, \ \forall x \in C \otimes A \} \subseteq M_A(C \otimes A) \]
with $M_I(C \otimes I) \subseteq M(C \otimes I)$. That identification (or rather its inverse) is easily seen to be precisely the embedding
\[ M_I(C \otimes I) \to M_A(C \otimes A) \]
provided by Lemma 1.3.
A few further remarks on multiplier algebras follow, for occasional future reference.
Recall [41, §1.4] that an essential ideal in a C*-algebra is one having non-zero intersection with every non-zero ideal. A well-known result, recorded here for future reference.

**Lemma 1.5** If $I \subseteq A$ and $J \subseteq B$ are essential C*-ideals then so is $I \otimes J \subseteq A \otimes B$.

Equivalently, the morphism

$$A \otimes B \rightarrow M(I \otimes J) \quad (1.5)$$

obtained by realizing $A \otimes B$ as an algebra of multipliers on $I \otimes J$ is one-to-one.

**Proof** That the two claims are equivalent is part of [41, Proposition 2.2.14]. [36, Proposition 5.1] proves the statement for $A = M(I)$ and $B = M(J)$. $A \rightarrow M(I)$ and $B \rightarrow M(J)$ are embeddings by the same [41, Proposition 2.2.14] and minimal C* tensor products preserve map injectivity [37, Proposition IV.4.22], so the injectivity of (1-5) follows from writing as a composition of two injective maps

$$A \otimes B \subseteq M(I) \otimes M(J) \subseteq M(I \otimes J).$$

In particular, applying Lemma 1.5 to the essential ideals $A \subseteq M(A)$ and $B \subseteq B$ we obtain

**Corollary 1.6** For C*-algebras $A$ and $B$ the canonical morphism

$$M(M(A) \otimes B) \rightarrow M(A \otimes B) \quad (1.6)$$

resulting from realizing $M(A) \otimes B$ as an algebra of multipliers on $A \otimes B$ is one-to-one.

**Remark 1.7** The discussion in [40, §3.1, second paragraph] traces the general failure of an action $A \otimes G$ to extend to $M(A) \otimes G$ to the fact that in general, (1-6) is a proper embedding. Recall the distinction between the two sides in the “half-classical” case when $B = C_0(X)$ for some locally compact space $X$:

- $M(A \otimes B) = M(C_0(X, A))$ is the algebra of bounded, strictly continuous functions $X \rightarrow M(A)$ [4, Corollary 3.4];

- whereas by the same result, $M(M(A) \otimes B) = M(C_0(X, M(A)))$ is the algebra of bounded norm-continuous functions $X \rightarrow M(A)$.

Since the latter, norm-continuity requirement is generally stronger than strict continuity, (1-6) will indeed generally be a proper embedding.


1.2 Actions

**Definition 1.8** Let $A$ be a C*-algebra and $G$ a locally compact quantum group. An action $A \otimes G$ is a non-degenerate morphism $\rho : A \rightarrow M(C_0(G) \otimes A)$ such that

(a) $(\text{id} \otimes \rho)\rho = (\Delta_G \otimes \text{id})\rho$ as morphisms $A \rightarrow M(C_0(G) \otimes^2 A)$;

(b) $\rho$ takes values in $M_A(C_0(G) \otimes A)$ (notation as in (1-2)), so that

$$\rho(A)(C_0(G) \otimes \mathbb{C}) \subseteq C_0(G) \otimes A;$$

(c) we have

$$\bar{\rho(A)(C_0(G) \otimes \mathbb{C})} = C_0(G) \otimes A. \quad (1.7)$$
We will occasionally also denote such a gadget by $\rho : A \triangleright \triangleleft \mathbb{G}$.

**Remark 1.9** The notation $A \triangleright \triangleleft \mathbb{G}$ is meant to suggest the left-right switch that occurs every time we pass from a space to its associated function algebra, and from an action to a coaction. Thus:

- a *left* coaction $\rho : A \to M(C_0(\mathbb{G}) \otimes A)$ as in Definition 1.8;
- counts as a *right* action of $\mathbb{G}$ on $A$;
- and hence a *left* action of $\mathbb{G}$ on the “noncommutative space” dual to $A$.

**Remark 1.10** The non-degeneracy requirement in Definition 1.8 might be needed to make sense of condition (a) (so as to be able to define the relevant compositions, etc.), but assuming conditions (b) and (c), non-degeneracy follows:

$$C_0(\mathbb{G}) \otimes A = C_0(\mathbb{G}) \otimes A^2$$ by Cohen factorization [17, Theorem (32.22)]; $A^2 = A$

$\subseteq \rho(A)(C_0(\mathbb{G}) \otimes \mathbb{C})(\mathbb{C} \otimes A)_{||\cdot||}$ by (1-7)

$\subseteq \rho(A)(C_0(\mathbb{G}) \otimes A)_{||\cdot||}$,

as desired.

For this reason, when checking candidate actions against Definition 1.8, we will not belabor degeneracy much.

**Example 1.11** The comultiplication

$$\Delta_\mathbb{G} : C_0(\mathbb{G}) \to M(C_0(\mathbb{G}) \otimes C_0(\mathbb{G}))$$

is the *regular* action $C_0(\mathbb{G}) \triangleright \triangleleft \mathbb{G}$. That it is indeed an action follows, for instance, from [43, Proposition 5.1] and [22, Proposition 6.10].

**Example 1.12** Similarly, the *universal* function algebra $C_0^u(\mathbb{G})$ ($A_u$ in [21, §5], where $A$ is our $C_0(\mathbb{G})$) also comes equipped with a $\mathbb{G}$-action

$$(\pi \otimes \text{id})\Delta^u_\mathbb{G} : C_0^u(\mathbb{G}) \to M(C_0^u(\mathbb{G}) \otimes C_0^u(\mathbb{G})).$$

Here,

$$\Delta^u_\mathbb{G} : C_0^u(\mathbb{G}) \to M(C_0^u(\mathbb{G}) \otimes C_0^u(\mathbb{G}))$$

is the universal version of the comultiplication [21, Proposition 6.1], $\pi : C_0^u(\mathbb{G}) \to C_0(\mathbb{G})$ is the canonical surjection [21, Notation 5.1], and the fact that once more this is an action in the sense of Definition 1.8 follows from [21, Proposition 6.1].

We will also have to consider morphisms of $C^*$-algebras equipped with actions by some fixed $\mathbb{G}$. The notion of equivariance with respect to $\mathbb{G}$-actions makes sense for a broader class of morphisms than those that make up any of the three categories discussed above: arbitrary $C^*$-morphisms $A \to M(B)$ will do. Cf. [40, §4.3], where the concept (of equivariance) is essentially the same: there too, possibly-degenerate morphisms $A \to M(B)$ are considered.
Definition 1.13 Let \( \rho_A : A \circlearrowleft G \) and \( \rho_B : B \circlearrowleft G \) be two actions by an LCQG. A \( C^* \)-morphism \( f : A \to M(B) \) is \((G,\cdot)\)equivariant if the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{f} & M(B) \\
\downarrow{\rho_A} & & \downarrow{\rho_B} \\
M_A(C_0(G) \otimes A) & \xrightarrow{id \otimes f} & M(C_0(G) \otimes M(B)) \\
\end{array}
\]

commutes, where
- the bottom arrow \( id \otimes f \) is that provided by the functor of (1-3), having identified
  \[
  M(C_0(G) \otimes M(B)) = M_{M(B)}(C_0(G) \otimes M(B))
  \]
  (because \( M(B) \) is unital);
- the bottom right-hand inclusion is that of Corollary 1.6.

\[\blacksquare\]

2 Categories of noncommutative structured spaces

As noted in [14, §2.8] one approach to proving that for a topological group \( G \) every (classical) \( G \)-space admits a universal \( G \)-equivariant Hausdorff compactification is to proceed categorically (via adjoint functor theorems in the style of [25, §V.6 Theorem 2 or §V.8 Theorem 2]), for instance. The present section applies the same category-theoretic approach to the non-commutative setting that is our focus.

Apart from \( C^*_1 \) and its various other flavors discussed above, we will encounter a number of other categories.

Recall [14, Introduction] that a compactification of a space \( X \) is a compact Hausdorff space \( K \) together with a dense-image continuous map \( X \to K \). Casting possibly-non-unital \( C^* \)-algebras as non-commutative locally compact spaces, we work with the following analogue.

Definition 2.1 Let \( A \) be a (possibly non-unital) \( C^* \)-algebra. A compactification of (the non-commutative space underlying) \( A \) is a triple \((B, \ell, r)\) fitting into a commutative diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\ell} & B \\
& \searrow & \swarrow \\
& & M(A) \\
\end{array}
\]

where
- \( r \) is a morphism in the category \( C^*_1 \) of unital \( C^* \)-algebras;
- \( \ell \) is a morphism in \( C^* \);
- and the bottom arrow is the canonical inclusion.

Compactifications of \( A \) from a category \( \text{cpct}(A) \) in the obvious fashion, with morphisms

\[
(B, \ell, r) \to (B', \ell', r')
\]

consisting of those unital \( C^* \)-morphisms \( B \to B' \) making the appropriate four-vertex diagram commute.

\[\blacksquare\]
There are also equivariant versions of the various categories.

**Definition 2.2** Let \( G \) be an LCQG.

(a) \( C^*_G \) is the category of unital \( C^* \)-algebras equipped with an action (Definition 1.8) by a fixed LCQG \( G \), with \( G \)-equivariant unital morphisms in the sense of Definition 1.13.

(b) For an action \( \rho : A \ctimes G \) on a (possibly non-unital) \( C^* \)-algebra \( A \) the category \( \text{cpct}(\rho) \) of \textit{equivariant compactifications of} \( A \) \textit{(or \( \rho \))} consists of quadruples \( (B, \ell, r, \rho_B) \) where

- the triple \( (B, \ell, r) \) is an object of \( \text{cpct}(A) \), as in Definition 2.1;
- the unital \( C^* \)-algebra \( B \) additionally carries a \( G \) action \( \rho_B : B \ctimes G \);
- and all maps in (2-1) are \( G \)-equivariant in the sense of Definition 1.13.

The morphisms are as in \( \text{cpct}(A) \), but also \( G \)-equivariant. ♦

There are also the \textit{comma categories} \( A \downarrow C^*_1 \) of \([25, \S II.6] \): the objects are \( C^* \)-morphisms \( A \rightarrow B \) for unital \( B \), with unital morphisms that make the relevant triangles commute.

The statement of Theorem 2.4 refers to the following notion, dual to \([25, \S V.1, \text{Definition}] \) (slightly adapted for our use here).

**Definition 2.3** A functor \( F : C \rightarrow C' \) \textit{creates colimits} if for every functor \( S : D \rightarrow C \) from a small diagram, a colimiting cocone for \( F \circ S : D \rightarrow C' \) is the image of a unique (up to isomorphism) cocone on \( S \), and that cocone is a colimit for \( S \). ♦

**Theorem 2.4** Let \( \rho : A \ctimes G \) be an LCQG action on a \( C^* \)-algebra. The three categories in the diagram

\[
\begin{array}{c}
\text{cpct}(\rho) \xrightarrow{\text{forget}} \text{cpct}(A) \xrightarrow{\text{forget}} A \downarrow C^*_1
\
(B, \ell, r, \rho_B) \xrightarrow{\text{forget}} (B, \ell, r) \xrightarrow{\text{forget}} A = B
\end{array}
\]

are all cocomplete, and the forgetful functors depicted therein all create colimits.

**Proof** \( C^*_1 \) has coequalizers and coproducts \([30, \S 2.1] \) (which discusses \textit{cokernels}, but coequalizers are described similarly), so it is indeed cocomplete by, say, \([25, \S V.2, \text{Theorem 1}] \) or \([1, \text{Theorem 12.3}] \). That its comma category

\[
A \downarrow C^*_1 \simeq A^+ \downarrow C^*_1
\]

is also cocomplete is then a simple exercise: the colimit of a functor \( S : \mathcal{D} \rightarrow A^+ \downarrow C^*_1 \) is identifiable with the colimit of

\[
S' : \mathcal{D}' \rightarrow C^*_1,
\]

where

- \( \mathcal{D}' \) is \( \mathcal{D} \) with an additional initial object \( * \);
- and \( S' \) restricts to \( S \) on \( \mathcal{D} \subset \mathcal{D}' \), sends \( * \mapsto A^+ \) and the unique morphisms \( * \rightarrow d \) to the morphisms constituting the objects \( S(d) \in A^+ \downarrow C^*_1 \).
We prove the colimit-creation claim for the overall forgetful functor
\[ U : \text{cpct}(\rho) \to C_1^*, \]
i.e. the composition of all of the functors in the diagram (2-2). No additional subtleties emerge in working with the individual functors, so the relevant ingredients will all feature in this single proof.

Denote \( \mathcal{C} := \text{cpct}(\rho) \) for brevity and consider a functor \( S : \mathcal{D} \to \mathcal{C} \) from a small category \( \mathcal{D} \). The cocompleteness of \( C_1^* \) ensures the existence of a colimit
\[ B := \lim_{\rightarrow} US \in C_1^*, \]
i.e. a unital \( C^* \)-algebra equipped with a colimiting \( US \)-cocone in \( C_1^* \) consisting of unital \( C^* \) morphisms
\[ \iota_d : B_d \to B, \quad \text{where } B_d := S(d) \text{ for } d \in \mathcal{D}. \]
We will equip \( B \) with all of the desired structure (an action by \( \mathbb{G} \), etc.), in the only way possible, given the various compatibility constraints.

(1): a \( \mathbb{G} \)-action \( \rho : B \circlearrowright \mathbb{G} \). Denoting by \( \rho_d : B_d \circlearrowright \mathbb{G} \) the individual actions on the \( C^* \)-algebras \( B_d \), we want an action \( \rho : B \circlearrowright \mathbb{G} \) that fits into commutative diagrams
\[ B_d \xrightarrow{\iota_d} M(C_0(\mathbb{G}) \otimes B_d) \xrightarrow{\text{id} \otimes \iota_d} M(C_0(\mathbb{G}) \otimes B) \]
for \( d \in \mathcal{D} \) and is further compatible in the obvious fashion with the morphisms
\[ S(f) : B_d \rightarrow B_{d'} \text{ for } d \xrightarrow{f} d' \in \mathcal{D}. \]
That such a \( \varphi \) exists follows immediately from the universality property of the colimit (2-3). It is of course unital and hence non-degenerate, and its coassociativity
\[ (\text{id} \otimes \rho) \circ \rho = (\Delta \otimes \text{id}) \circ \rho \]
follows again from the universality property of the colimit (2-3) and the diagrams
\[ B_d \xrightarrow{(\text{id} \otimes \rho_d) \iota_d} M(C_0(\mathbb{G}) \otimes C_0(\mathbb{G}) \otimes B_d) \xrightarrow{\text{id} \otimes \text{id} \otimes \iota_d} M(C_0(\mathbb{G}) \otimes C_0(\mathbb{G}) \otimes B), \]
where either morphism in (2-5) will do to fill in the arrow marked ‘\( \bullet \)’.

We also need to verify the continuity of the action \( \rho : B \circlearrowright \mathbb{G} \), i.e. condition (c) of Definition 1.8 with \( B \) in place of \( A \). This follows from the commutativity of (2-4) and the analogous conditions
\[ \rho_d(B_d)(C_0(\mathbb{G}) \otimes \mathbb{C})^{\| \|} = C_0(\mathbb{G}) \otimes B_d, \]
for the individual \( \rho_d \), and the fact that
\[ \iota_d(B_d) \subseteq B, \quad d \in \mathcal{D} \]
generate \( B \) as a \( C^* \)-algebra.
(2): an equivariant morphism $\ell : A \to B$. We already have equivariant morphisms $\ell_d : A \to B_d$, so simply setting

$$\ell := A \xrightarrow{\ell_d} B_d \xrightarrow{\iota_d} B$$

will do: the commutativity of the diagrams

$$A \xleftarrow{\ell_d} B_d \xrightarrow{S(f)} B_{d'}$$

for $f : d \in d'$ ensures that this definition does not depend on $d$, and the equivariance follows from that of $\ell_d$ and $\iota_d$.

(3): an equivariant morphism $r : B \to M(A)$. We have equivariant morphisms $r_d$ fitting into commutative diagrams

$$B_d \xleftarrow{S(f)} B_{d'} \xrightarrow{r_{d'}} M(A)$$

so the universality property of the colimit (2-3) provides $r : B \to M(A)$, along with its equivariance.

(4): colimit creation. That what we have just constructed is indeed a colimit in

$$C = \text{cpct}(\rho)$$

is obvious from the construction itself, which at every stage leverages a universality property. On the other hand, the uniqueness (up to isomorphism) of the resulting $S$-cocone required by Definition 2.3 is also a consequence of the selfsame universality of Definition 2.3:

- the obligate commutativity of (2-4) (for all $d \in D$) defines $\rho$ uniquely;
- similarly, the requisite commutativity of

$$B_d \xleftarrow{\iota_d} B \xrightarrow{r} M(A)$$

determines $r$;
- and once more,

$$A \xleftarrow{\iota_d} B_d \xrightarrow{\ell} B$$

returns a unique $\ell$.

This finishes the proof. $\blacksquare$

It is perhaps worth spelling out an “absolute” version of Theorem 2.4, involving $G$ alone (and no action $\rho$).

Note, incidentally, that the same arguments also give colimits and colimit creation absent $A$; we only record the statement, as the proof essentially recapitulates (in part) that of Theorem 2.4.

**Corollary 2.5** For any LCQG $G$ the category $C^*_1G$ is cocomplete and the forgetful functor

$$C^*_1G \to C^*_1$$

creates colimits.
Proof Simply set $A = \{0\}$ in Theorem 2.4. This is a unital $C^*$-algebra (in fact the terminal object of $C^*_1$ [1, Definition 7.4], admitting exactly one morphism from every other object), and the right-hand forgetful functor in (2-2) becomes an equivalence, while the left-hand functor specializes to $C^*_1 \to C^*_1$. ■

Remark 2.6 Corollary 2.5 is very much in the spirit of [13, Theorem 3.2.4], to the effect that the forgetful functor from topological $\mathbb{G}$-spaces to $\mathbb{G}$-spaces creates limits: the categories of $C^*$-algebras under consideration here are intuitively dual to those of “spaces”. ♦

Theorem 2.4 will help prove that among all compactifications of an action $\rho : A \otimes \mathbb{G}$ there is a “largest” one, analogous to its classical counterpart discussed in [14, §2.8].

Corollary 2.7 For an LCQG action $\rho$ the category $\text{cpct}(\rho)$ has a terminal object.

Proof Given the cocompleteness provided by Theorem 2.4, (the dual to) [25, §V.6, Theorem 1] reduces the claim to the solution-set condition: there is a set (as opposed to a proper class) of objects

$$x_i := (B_i, \ell_i, r_i, \rho_i) \in \text{cpct}(\rho)$$

so that every object of $\text{cpct}(\rho)$ admits a morphism to some $x_i$. We will argue that the $x_i$ can be chosen so that the right-hand morphisms $r_i : B_i \to M(A)$ are embeddings; clearly, then, they constitute a set, since there is an upper bound on the cardinalities of all of the structures involved.

Consider an arbitrary object $(B, \ell, r, \rho_B)$ in $\text{cpct}(\rho)$. The equivariance (Definition 1.13) of $r : B \to M(A)$ provides the commutative diagram

$$\begin{array}{ccc}
B & \xrightarrow{r} & M(A) \\
\downarrow{\rho_B} & & \downarrow{\rho_A} \\
M(C_0(\mathbb{G}) \otimes B) & \xrightarrow{id \otimes r} & M(C_0(\mathbb{G}) \otimes M(A)) \\
\end{array}$$

whence it follows that the restriction of

$$\rho_A : M(A) \to M(C_0(\mathbb{G}) \otimes A)$$

to the unital $C^*$-subalgebra $r(B) \subseteq M(A)$ takes values in $M(C_0(\mathbb{G}) \otimes r(B))$. That restriction, henceforth denoted by $\rho_{r(B)}$, then fits into a commutative diagram

$$\begin{array}{ccc}
B & \xrightarrow{r} & r(B) \\
\downarrow{\rho_B} & & \downarrow{\rho_{r(B)}} \\
M(C_0(\mathbb{G}) \otimes B) & \xrightarrow{id \otimes r} & M(C_0(\mathbb{G}) \otimes r(B)) \\
\end{array}$$

The requisite coassociativity of $\rho_{r(B)}$ follows immediately from that of $\rho_B$ and the surjectivity of $r : B \to r(B)$, as does the action-continuity condition

$$\rho_{r(B)}(r(B))(C_0(\mathbb{G}) \otimes \mathbb{C}) = C_0(\mathbb{G}) \otimes r(B).$$

We thus have a morphism in $\text{cpct}(\rho)$ from the arbitrary object $(B, \ell, r, \rho_B)$ to the object

$$(r(B), r \circ \ell, (r(B) \subseteq M(A)), \rho_{r(B)}) \in \text{cpct}(\rho).$$

As explained above, the fact that the third component of this new object is an embedding into $M(A)$ completes the proof. ■
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We can now define, in the present quantum context, versions of classical action-compactifications (see [14, §2.8] for arbitrary actions and [11, Introduction] for compactifications of regular self-actions, i.e. *ambits*).

**Definition 2.8** The greatest (or maximal, or equivariant) compactification of an LCQG action \( \rho : A \otimes \mathbb{G} \) is the terminal object of \( \text{cpct}(\rho) \) provided by Corollary 2.7.

The greatest ambit of a locally compact quantum group \( \mathbb{G} \) is the maximal compactification of its regular action

\[
\Delta_\mathbb{G} : C_0(\mathbb{G}) \to M(C_0(\mathbb{G}) \otimes C_0(\mathbb{G}))
\]

discussed in Example 1.11.

3 Equivariant epimorphisms and regular monomorphisms

Recall [1, Definitions 7.32 and 7.39] that a morphism \( f : A \to B \) in a category is

- **monic** (or a *monomorphism*) if it is left-cancellable: for every parallel pair \( f_i : A' \to A, \ i = 1, 2 \) we have

  \[
f f_1 = f f_2 \Rightarrow f_1 = f_2.
  \]

- dually, **epic** (or an *epimorphism*) if it is right-cancellable: for every parallel pair \( f_i : B \to B', \ i = 1, 2 \) we have

  \[
f_1 f = f_2 f \Rightarrow f_1 = f_2.
  \]

The notions are meant to recast, in purely categorical terms, those of injection and surjection respectively.

In concrete categories [1, Definition 5.1] such as those of Theorem 2.4 (i.e. those consisting of sets with additional structure, where morphisms are structure-respecting functions) surjections are always epimorphisms, but the converse is occasionally interesting and non-trivial: [35, Theorem 2] and [18, Corollary 4], for instance, prove this converse (epimorphisms are surjective) for \( C^*_1 \). We extend the result to the categories studied in Theorem 2.4, after some preparation.

**Theorem 3.1** For any locally compact quantum group \( \mathbb{G} \) and action \( \rho : A \otimes \mathbb{G} \), the epimorphisms in any of the categories \( \text{cpct}(\rho), \text{cpct}(A) \) and \( A \downarrow C^*_1 \) are those whose underlying \( C^* \)-morphism is surjective.

Recall first the following well-known characterization of monomorphisms.

**Lemma 3.2** Let \( f : A \to B \) be a morphism in a category, and assume its self-pullback

\[
A \times_B A \xrightarrow{\pi_1} A \xrightarrow{f} B
\]

exists. The following are equivalent:

(a) \( f \) is monic;

(b) \( \pi_1 \) is monic;

(c) both \( \pi_i \) are monic;
(d) \( \pi_1 \) is an isomorphism;
(e) both \( \pi_i \) are isomorphisms.

**Proof** That (b) \( \iff \) (c) and (d) \( \iff \) (e) follows from the fact that \( A \times_B A \) has an automorphism interchanging the factors and the \( \pi_i \), the equivalence (a) \( \iff \) (e) is noted in [26, §I.2, discussion on kernel pairs], and given that \( \pi_1 \) is a retraction [1, Definition 7.24] (i.e. it has a right inverse, namely the map \( A \to A \times_B A \) with identity components), it is an isomorphism precisely when it is monic [1, Proposition 7.36].

Naturally, there is a dual version of Lemma 3.2 relating epimorphisms and pushouts, etc. As a consequence, we have

**Lemma 3.3** (a) Pullback-preserving functors defined on categories with pullbacks also preserve monomorphisms.

(b) Dually, pushout-preserving functors defined on categories with pushouts preserve epimorphisms.

**Proof** Immediate from Lemma 3.2 and its dual version.

**Proof of Theorem 3.1** Theorem 2.4 and Lemma 3.3 reduce the problem to the rightmost category in (2-2), i.e. the comma category \( A \downarrow C^*_1 \). Consider an epimorphism in that category, consisting of a morphism \( f : B \to C \) in \( C^*_1 \) fitting into a commutative triangle

\[
\begin{array}{ccc}
A & \xleftarrow{f'} & B \\
\downarrow & \searrow f & \downarrow \searrow \downarrow \\
 & C
\end{array}
\]

Factoring \( f = f'f'' \) through its image, \( f' \) is also epic [1, Proposition 7.41]; there is no loss of generality, then, in assuming that \( f \) itself is an embedding. As such, it must be an equalizer in \( C^*_1 \) by [18, Theorem 6]. Because for any object \( c \in C \) in complete category the forgetful functor

\[
c \downarrow C \to C
\]

is easily seen to create limits, \( f \) is also an equalizer in

\[
A \downarrow C^*_1 \simeq A^+ \downarrow C^*_1.
\]

An epic equalizer is an isomorphism [1, Proposition 7.54], so we are done.

As noted in the proof of Theorem 3.1, [18, Theorem 6] shows that embeddings of \( C^* \)-algebras are equalizers. It is not difficult to show that, dually to [35, Theorem 2] or [18, Corollary 4], in \( C^*_1 \) the monomorphisms (or monic morphisms [1, Definition 7.32]; the notion dual to that of ‘epimorphism’) are exactly the embeddings.

Going back to monomorphisms in \( C^*_1 \),

- observe that the forgetful functor \( C^*_1 \to \text{Set} \) preserves finite limits;
- so the pullback of a \( C^*_1 \)-morphism \( f : A \to B \) along itself is simply the set-theoretic pullback \( A \times_B A \);
- whence the two projections \( A \times_B A \to A \) can be isomorphisms (i.e. \( f \) is monic, per Lemma 3.2) only when \( A \to B \) is one-to-one.
In view of this, [18, Theorem 6] says that in $\mathcal{C}_1^*$ monomorphisms are \textit{regular} [3, §0.5]. I do not know whether monomorphisms in any of the categories from Theorem 2.4 are injective (more on this below), but [18, Theorem 6] does generalize: those that \textit{do} happen to be injective are equalizers.

**Theorem 3.4** Let $G$ be a locally compact group and $\rho: A \circlearrowleft G$ an action. In any of the categories $\text{cpct} \,(\rho)$, $\text{cpct}(A)$ and $A \downarrow \mathcal{C}_1^*$, the morphisms whose underlying $C^*$-algebra maps are injective are equalizers.

**Proof** Consider a morphism $\iota: x \to y$ in any of the categories in question, mapped to an injection by the forgetful functor to $\mathcal{C}_1^*$. We saw, in the course of the proof of Theorem 3.1, that $\iota$ is an equalizer in $A \downarrow \mathcal{C}_1^*$ (by forgetting to $\mathcal{C}_1^*$, etc.). But then it is also the equalizer (in $A \downarrow \mathcal{C}_1^*$ again) of its own self-pushout

$$
\begin{array}{c}
x \\ \iota \end{array} \quad \begin{array}{c} y \\ \iota_1 \end{array} \quad \begin{array}{c} y \coprod_x y: \\ \iota_2 \end{array}
$$

this is the observation dual to [1, Proposition 11.33]. Now, since by Theorem 2.4 the forgetful functors from any of our categories down to $A \downarrow \mathcal{C}_1^*$ all create colimits, the equalizer

$$
\begin{array}{c}
x \\ \iota \end{array} \quad \begin{array}{c} y \\ \iota_1 \end{array} \quad \begin{array}{c} y \coprod_x y \\ \iota_2 \end{array}
$$

can be reinterpreted as one in $\text{cpct}(\rho)$ or $\text{cpct}(A)$, as appropriate.

\[\square\]

4 Local presentability

We recalled in the course of the proof of Theorem 2.4 that the category $\mathcal{C}_1^*$ of unital $C^*$-algebras is cocomplete; it is in fact a great deal more than that: as noted in [15, Remark 6.10], $\mathcal{C}_1^*$ is \textit{locally $\aleph_1$-presentable} in the sense of [3, Definition 1.17]. This follows, for instance, from [3, Theorem 3.28] and the fact that $\mathcal{C}_1^*$ is a \textit{variety of algebras} equipped with $\aleph_0$-ary operations [32, Theorem 2.4].

We recall some category-theoretic background from [3], assuming some of the more basic material (e.g. (co)limits) covered, say, in [25]. Recall [3, paragraph preceding Definition 1.13] that a \textit{regular} cardinal $\kappa$ is one which cannot be written as a union of fewer than $\kappa$ sets, each of cardinality $< \kappa$.

We will often think of posets $(I, \leq)$ as categories, with one arrow $i \to j$ whenever $i \leq j$ (as in [25, §I.2]). An aggregate of [3, Definitions 1.13 and 1.17] now reads

**Definition 4.1** Let $\kappa$ be a regular cardinal. A poset is $\kappa$-\textit{directed} if every set of $< \kappa$ elements has an upper bound.

Let $\mathcal{C}$ be a category.

(a) A $\kappa$-\textit{directed diagram} in $\mathcal{C}$ is a functor $(I, \leq) \to \mathcal{C}$ for a $\kappa$-directed poset $(I, \leq)$.

(b) A $\kappa$-\textit{directed colimit} in $\mathcal{C}$ is the colimit of a $\kappa$-directed diagram.

(c) An object $c \in \mathcal{C}$ is $\kappa$-\textit{presentable} if $\text{hom}(c, -)$ preserves $\kappa$-directed colimits, and it is \textit{presentable} if it is $\kappa$-presentable for some regular cardinal $\kappa$.

(d) $\mathcal{C}$ is $\kappa$-\textit{presentable} if
• it is cocomplete (i.e. has arbitrary small colimits; dual to [25, §V.1]);
• and has a set $S$ of $\kappa$-presentable objects such that every object is a $\kappa$-directed colimit of
objects in $S$.

(e) $\mathcal{C}$ is \textit{locally presentable} if it is locally $\kappa$-presentable for some regular cardinal $\kappa$.

We might, on occasion, drop the modifier ‘locally’ and speak instead of ‘presentable categories’,
etc.

\textbf{Remark 4.2} As observed, $\mathcal{C}_1^*$ is locally $\aleph_1$-presentable, hence its comma category

$$A \downarrow \mathcal{C}_1^* \simeq A^+ \downarrow \mathcal{C}_1^*$$

must also be $\aleph_1$-presentable [3, Proposition 1.57].

Presentability is of interest here in part because it facilitates existence proofs for various uni-
versal structures: limits, adjoint functors, etc. Per [3, Remark 1.56], a presentable category is

• complete (in addition to being, by definition, cocomplete);
• \textit{well-powered} (i.e. every object has only a set of subobjects [25, §V.8]) and dually, \textit{co-well-
powered}.

All of this renders presentable categories well-behaved enough to automatically satisfy the
requirements of Freyd’s \textit{Special Adjoint Functor Theorem (SAFT)} [25, §V.8, Theorem 2]: in the
present context, the dual of that result reads

\textbf{Proposition 4.3} A functor defined on a locally presentable category is a left adjoint if and only if
it is cocontinuous. ■

\textbf{Theorem 4.4} For an LCQG action $\rho : A \triangleleft \mathbb{G}$ the categories \textit{cpct($\rho$)}, \textit{cpct($A$)} and $A \downarrow \mathcal{C}_1^\mathbb{G}$ are
all locally presentable.

First, the consequences noted above:

\textbf{Corollary 4.5} For an LCQG action $\rho : A \triangleleft \mathbb{G}$ the categories \textit{cpct($\rho$)}, \textit{cpct($A$)} and $A \downarrow \mathcal{C}_1^\mathbb{G}$ are
complete, well-powered and co-well-powered.

\textbf{Proof} Immediate from Theorem 4.4 and [3, Remark 1.56]. ■

And again:

\textbf{Corollary 4.6} The forgetful functors in (2-2) are left adjoints.

\textbf{Proof} This follows from Theorems 2.4 and 4.4 and Proposition 4.3. ■

Rather than attack Theorem 4.4 as-is, we make some preparations. These are mostly intended to
avoid extensive work with directed diagrams of non-injective $C^*$ morphisms, which do not play well
with minimal $C^*$-algebra tensor products: [10, §II.9.6.5], for instance, notes that the endofunctor
$C \otimes -$ of $C^*$ preserves directed colimits of injections but not arbitrary directed colimits.

To mitigate the problem we rely on the theory of \textit{locally generated categories}, as covered in [3,
§1.E] and extended in [2, Definition]. The latter source generalizes the narrower concept of the
former in the context of a \textit{factorization system}, which notion we recollect.
Definition 4.7 A factorization system on a category $\mathcal{C}$ is a pair $(\mathcal{E}, \mathcal{M})$ of classes of morphisms in $\mathcal{C}$ such that

1. $\mathcal{E}$ and $\mathcal{M}$ are both closed under composition;
2. the isomorphisms of $\mathcal{C}$ are contained in both $\mathcal{E}$ and $\mathcal{M}$;
3. and $\mathcal{C}$ has (essentially) unique $(\mathcal{E}, \mathcal{M})$-factorizations in the sense that every morphism $f$ factors as $f = m \circ e$, $m \in \mathcal{M}$, $e \in \mathcal{E}$, and this factorization is unique up to unique isomorphism: two such factorizations on the outside of the diagram admit a unique vertical isomorphism making the diagram commute.

Given morphism properties $P$ and $Q$, a factorization system $(\mathcal{E}, \mathcal{M})$ is $(P, Q)$ if $\mathcal{E}$ consists of morphisms having property $P$ and $\mathcal{M}$ consists of morphisms having property $Q$. Example: $(\text{epi}, \text{mono})$ factorization systems are those in which $\mathcal{E}$ consists of epimorphisms and $\mathcal{M}$ of monomorphisms.

Remark 4.8 The apparently-stronger notion of factorization system of [1, Definition 14.1] is equivalent by [1, Proposition 14.7]. On a related note, [1, Proposition 14.6] shows that in fact the class of isomorphisms precisely coincides with $\mathcal{E}\cap\mathcal{M}$ (rather than only being contained therein, as initially assumed).

(Epi, mono) factorization systems in the sense of Definition 4.7 are essentially the gadgets introduced in [19, §III] modulo different language and coincide with the notion defined in passing in [2, discussion preceding Definition]. We will work mostly with (epi, mono) factorizations. The alternative take on locally presentable categories, given a factorization system $(\mathcal{E}, \mathcal{M})$, is as follows ([2, Definition] and also [15, Definition 2.5]):

Definition 4.9 Let $(\mathcal{E}, \mathcal{M})$ be a factorization system on a category $\mathcal{C}$ and $\kappa$ a regular cardinal.

(a) An object $c \in \mathcal{C}$ is $\mathcal{M}$-$\kappa$-generated or $\kappa$-generated with respect to (wrt) $\mathcal{M}$ if $\text{hom}(c, -)$ preserves $\kappa$-directed colimits with connecting morphisms in $\mathcal{M}$.

(b) $c$ is $\mathcal{M}$-generated or generated with respect to $\mathcal{M}$ if it is $\mathcal{M}$-$\kappa$-generated for some regular cardinal $\kappa$.

(c) $\mathcal{C}$ is $\mathcal{M}$-locally $\kappa$-generated if
   • it is cocomplete;
   • and has a set $S$ of $\mathcal{M}$-$\kappa$-generated objects such that every object is a $\kappa$-directed colimit of objects in $S$ with connecting morphisms in $\mathcal{M}$.

(d) $\mathcal{C}$ is $\mathcal{M}$-locally generated if it is $\mathcal{M}$-locally $\kappa$-generated for some regular cardinal $\kappa$. [2, Theorem 1] says that local presentability is equivalent to $\mathcal{M}$-local generation for any factorization system $(\mathcal{E}, \mathcal{M})$. To bring that result in scope, then, we need such factorization systems.
Proposition 4.10  For any locally compact quantum group $\mathcal{G}$, the category $C^*_1\mathcal{G}$ has a factorization system $(\mathcal{E}, \mathcal{M})$ where

- $\mathcal{E}$ is the class of surjective morphisms in $C^*_1\mathcal{G}$;
- and $\mathcal{M}$ is the class of injective morphisms.

Proof  The first two conditions in Definition 4.7 are self-evident: composition preserves both surjectivity and injectivity, and isomorphisms enjoy both properties; it thus remains to discuss (unique) factorization.

Let $\rho_A : A \circlearrowright \mathcal{G}$ and $\rho_B : B \circlearrowright \mathcal{G}$ be two objects in $C^*_1\mathcal{G}$. A $\mathcal{G}$-equivariant unital-$C^*$-algebra morphism $f : A \to B$ factors as

$$
\begin{array}{c}
A \xrightarrow{f} C \xleftarrow{\iota} B
\end{array}
$$

through its image as a surjection followed by an embedding, so we will have factorization as soon as we equip $C$ with a $\mathcal{G}$-action making both $\pi$ and $\iota$ equivariant.

By Lemma 1.3 we have an embedding

$$
id \otimes \iota : M(C_0(\mathcal{G}) \otimes C) \subseteq M(C_0(\mathcal{G}) \otimes B)
$$

(we can drop the subscripts on the multiplier-algebra symbols by Remark 1.2 because $C$, $B$, etc. are unital). The commutativity of the diagram

$$
\begin{array}{c}
\rho_A \ M(C_0(\mathcal{G}) \otimes A) \xrightarrow{id \otimes \pi} M(C_0(\mathcal{G}) \otimes C) \xrightarrow{id \otimes \iota} M(C_0(\mathcal{G}) \otimes B),
\end{array}
$$

expressing the equivariance of $f$, ensures that $\rho_B$ restricts to a (unital, hence non-degenerate) morphism

$$
\rho_C : C \to M(C_0(\mathcal{G}) \otimes C)
$$

so that furthermore $\pi : A \to C$ is $\rho_A$-$\rho_C$-equivariant:

$$
\begin{array}{c}
A \xrightarrow{\rho_A} M(C_0(\mathcal{G}) \otimes A) \xrightarrow{id \otimes \pi} M(C_0(\mathcal{G}) \otimes C) \xrightarrow{\rho_C} C
\end{array}
$$

The coassociativity of $\rho_C$ follows from that of $\rho_B$ restricted to $C$, together with the fact that

$$
id \otimes \iota : M(C_0(\mathcal{G}) \otimes C) \rightarrow M(C_0(\mathcal{G}) \otimes B)
$$

is an embedding (Lemma 1.3 again). Finally, the continuity condition (Definition 1.8 (c))

$$
\|\rho_C(C)(C_0(\mathcal{G}) \otimes C)\| = C_0(\mathcal{G}) \otimes C
$$

follows from its analogue for $A$, the commutativity of (4-2), and the surjectivity of $\pi$. 
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Thus far we have a factorization
\[ f = m \circ e, \ m \in \mathcal{M}, \ e \in \mathcal{E} \]
for an arbitrary morphism (4-1) in \( \mathcal{C}_1^G \). Uniqueness is clear: for every such factorization the image of \( e \) can be identified with the image \( C \subseteq B \) of \( f \) as above, and the \( G \)-action on that image is then uniquely defined by the requirement that
\[
\begin{array}{c}
\rho \ C \\
\downarrow \ \\
 M(C_0(G) \otimes C) \\
\downarrow \ \\
 C \\
\downarrow \ \\
 B \\
\downarrow \ \\
 M(C_0(G) \otimes B).
\end{array}
\]

Proof of Theorem 4.4 \( \text{cpct}(A) \) is a particular instance of \( \text{cpct}(\rho) \) (for trivial \( G \)). On the other hand, this latter category can be recovered from \( \mathcal{C}_1^G \) through a double iteration of the comma-category construction:
\[
\text{cpct}(\rho) \simeq \left( A^+ \downarrow \mathcal{C}_1^G \right) \downarrow \left( A^+ \rightarrow M(A) \right),
\]
where \( A^+ \) is regarded as an object in \( \mathcal{C}_1^G \) in the obvious fashion. Since local presentability transports over to comma categories [3, Proposition 1.57], it will suffice to focus on \( \mathcal{C}_1^G \).

We already know from Corollary 2.5 that \( \mathcal{C}_1^G \) is cocomplete, so by [2, Theorem 1] it will be enough to argue that it is also \( \mathcal{M} \)-locally generated for the (surjection, injection) factorization system \((\mathcal{E}, \mathcal{M})\) of Proposition 4.10. The claim is twofold.

(1) For some regular cardinal \( \kappa \) depending only on \( G \), every object in \( \mathcal{C}_1^G \) is the closed \( \kappa \)-directed union of its subobjects generated, as \( C^* \)-algebras, by fewer than \( \kappa \) elements; we refer to these as \( \kappa \)-capped objects.

(2) Every object of \( \mathcal{C}_1^G \) is \( \mathcal{M} \)-generated in the sense of Definition 4.9 (b).

Given (1) and (2), the conclusion follows: for \( \kappa \) as in (1), there is, by (2), a regular cardinal \( \kappa' > \kappa \) such that all \( \kappa \)-capped objects are \( \kappa' \)-presentable (we can always raise the index of generation by [3, Definition 1.13, last paragraph]). But then \( \mathcal{C}_1^G \) is \( \mathcal{M} \)-locally \( \kappa' \)-generated by definition, and we are done.

It thus remains to prove (1) and (2). The former is relegated to Lemma 4.11, so the rest of the proof is devoted to the latter: every \( \mathcal{C}_1^G \)-object is generated with respect to the class of injective morphisms.

Let
\[
A \rightarrow B := \lim_{\longleftarrow} B
\]
be a morphism in \( \mathcal{C}_1^G \), where the colimit (again in \( \mathcal{C}_1^G \)) on the right-hand side is \( \kappa \)-directed and its connecting morphisms \( B_i \to B_j \), \( i \leq j \) are injective.

We have already noted that \( \mathcal{C}_1 \) is locally \( \aleph_1 \)-presentable, so every object therein is presentable [3, Remark 1.30 (1)]. It follows that for some \( i \), the morphism (4-3) factors (uniquely, by the injectivity of \( B_i \rightarrow B \)) through \( B_i \). We will be done once we show that the resulting \( \mathcal{C}^* \), thus far) morphism \( A \rightarrow B_i \) is \( G \)-equivariant. This, though, follows from the fact that (4-3) itself is equivariant by assumption, and hence
\[
\begin{array}{c}
A \ \\
M(C_0(G) \otimes A) \ \\
\downarrow \ \\
M(C_0(G) \otimes B_i) \\
\downarrow \ \\
B_i
\end{array}
\]
commutes after further composition with the injection (Lemma 1.3)
\[ M(C_0(G) \otimes B_i) \to M(C_0(G) \otimes B). \]
This completes the proof of the theorem, modulo Lemma 4.11.

Lemma 4.11 Let \( G \) be a locally compact quantum group. There is a regular cardinal \( \kappa = \kappa(G) \) such that every object
\[ \rho : A \otimes G \in C^*_G \]
is the closed \( \kappa \)-directed union of its subobjects generated, as \( C^* \)-algebras, by fewer than \( \kappa \) elements.

Proof We want to produce, for each \( a \in A \), a unital \( C^* \)-subalgebra \( a \in B \subseteq A \) generated by fewer than \( \kappa \) elements such that
(a) the action structure map \( \rho : A \to M_A(C_0(G) \otimes A) \) maps \( B \) to
\[ M_B(C_0(G) \otimes B) \subseteq M_A(C_0(G) \otimes A) \]
(making implicit use of the embedding claim in Lemma 1.3);
(b) and furthermore, the action-continuity condition
\[ \overline{\rho(B)(C_0(G) \otimes \mathbb{C})} = C_0(G) \otimes B \]
is met.

We will start with the unital \( C^* \)-subalgebra of \( A \) generated by \( a \) and enlarge it recursively. As it will be apparent from the construction that the procedure produces \( C^* \)-algebras generated by \( < \kappa \) elements for an appropriately large cardinal \( \kappa \) depending only on \( G \), we henceforth omit any mention of cardinals, referring only to “small” \( C^* \)-subalgebras; this means generated by \( < \kappa \) elements for some large but fixed cardinal number depending on nothing but \( G \).

The above-mentioned enlargement procedure is recursive, taking turns in ensuring we have (a) and (b) and passing to a colimit. The two conditions are each provided by a separate recursive construction; we describe these in turn.

Step (1): enlarging a small \( B' \subseteq A \) to a small \( B \subseteq A \) satisfying (a). This is done recursively, as follows:

• Start with \( B_0 := B' \).
• Let \( B_1 \) be the \( C^* \)-subalgebra of \( A \) generated by \( B_0 \) and
\[ (\omega \otimes \text{id})\rho(B_0)(C_0(G) \otimes \mathbb{C}) \subseteq A \]
as \( \omega \) ranges over \( C_0(G)^* \).
• Similarly, \( B_2 \) is the \( C^* \)-subalgebra of \( A \) generated by \( B_1 \) and
\[ (\omega \otimes \text{id})\rho(B_1)(C_0(G) \otimes \mathbb{C}) \subseteq A, \ \omega \in C_0(G)^*. \]
• Continuing the process, we obtain a unital \( C^* \)-subalgebra
\[ B := \bigcup_{i \geq 0} B_i \]
of \( A \).
It is clear by construction that we have
\[ \rho(B)(C_0(\mathbb{G}) \otimes \mathbb{C}) \subseteq C_0(\mathbb{G}) \otimes B, \]
concluding Step (1).

**Step (2): enlarging a small \( B' \subseteq A \) to a small \( B \subseteq A \) satisfying both (a) and (b).**

Initially, \( B_0 := B' \) might have the drawback that
\[ \rho(B_0)(C_0(\mathbb{G}) \otimes \mathbb{C}) \| \cdot \| \subsetneq C_0(\mathbb{G}) \otimes B_0. \]
Nevertheless, because we do have (1-7), \( B_0 \) can be enlarged to a (still small) \( C^* \)-algebra \( B'_0 \) with
\[ \rho(B'_0)(C_0(\mathbb{G}) \otimes \mathbb{C}) \| \cdot \| \supseteq C_0(\mathbb{G}) \otimes B_0. \]
Furthermore, Step (1) allows us to further extend \( B'_0 \) to \( B_1 \) satisfying both (a) and
\[ \rho(B_1)(C_0(\mathbb{G}) \otimes \mathbb{C}) \| \cdot \| \supseteq C_0(\mathbb{G}) \otimes B_0. \]
As before, continue the process recursively: \( B_{n+1} \) is to \( B_n \) as \( B_1 \) is to \( B_0 \). The resulting (small) \( C^* \)-algebra
\[ B := \bigcup_{i \geq 0} B_i \| \cdot \| \]
will have both desired properties: (a) and (b). \( \blacksquare \)

## 5 Limit preservation and (co)monads

To reiterate and slightly amplify Remark 2.6, Theorem 2.4 and Corollary 4.6 are, jointly, analogous to [13, Theorem 3.2.4]: for any topological group \( \mathbb{G} \), the forgetful functor
\[ \text{Top}^G \rightarrow \text{Top} \]  \hspace{1cm} (5-1)
for topological \( \mathbb{G} \)-spaces to plain topological spaces has a left adjoint and creates colimits. It is natural to consider the dual problem of whether it creates/preserves limits, has a right adjoint, etc. As it happens, when \( \mathbb{G} \) is locally compact (which setup we are generalizing here), all of these questions have affirmative answers: [13, Theorem 3.4.3].

Dualizing from spaces to algebras, the analogue for us would be the question of whether the forgetful functor
\[ C^*_1 \rightarrow C^*_1 \]  \hspace{1cm} (5-2)
creates and/or preserves limits. There are several confounding factors making that discussion more involved than that of (5-1).

First, [13, Proposition 3.4.2] says that (5-1) always creates coproducts, whether the topological group \( \mathbb{G} \) is locally compact or not. In (5-2), on the other hand, in working with unital \( C^* \)-algebras, we are intuitively dualizing the category \( \text{CH} \) of compact Hausdorff spaces. While in \( \text{Top} \) coproducts are simply disjoint unions, in \( \text{CH} \) they are formed by first taking the disjoint union and then applying the Stone-Čech compactification
\[ \text{Top} \ni X \mapsto \beta X \in \text{CH}, \]
i.e. the left adjoint of the inclusion functor \( \text{CH} \subset \text{Top} \) ([29, §38] and [25, §V.8, following Corollary]). In that setup, even classically (for compact \( \mathbb{G} \) and commutative unital \( C^* \)-algebras), the analogue of functor (5-2) cannot create coproducts.
**Example 5.1** Consider the additive group
\[ G := \lim_{n} \mathbb{Z}/2^n \]
of 2-adic integers, acting on each of its quotient groups \( X_n := \mathbb{Z}/2^n \) by translation.

Consider a continuous \( \{0, 1\} \)-valued function \( f \) on \( \beta Y \) where \( Y := \coprod_n X_n \)
defined by extending the function taking the value 0 at every trivial element \( 0_n \in X_n \) and 1 elsewhere on \( Y \). We will make some reference to *ultrafilters* on a set \( S \) (i.e. the elements of \( \beta S \)), for which the reader will find a very pithy recollection in [9, Introduction]. For any such ultrafilter \( U \in \beta \mathbb{N} \)
the \( U \)-limit [9, §7]
\[ x := U - \lim_n 0_n \in \beta Y \]
belongs by construction to \( f^{-1}(0) \). On the other hand, because every subgroup \( 2^n \mathbb{Z}_2 \subset \mathbb{Z}_2, \ m \in \mathbb{N} \)
moves all \( 0_n \) for sufficiently large \( n \), the action of any such subgroup on \( x \) moves the latter into \( f^{-1}(1) \).

The conclusion is that no neighborhood of \( 0 \in \mathbb{Z}_2 \), no matter how small, keeps \( x \) in the neighborhood \( f^{-1}(0) \ni x \). In short, the action
\[ \mathbb{Z}_2 \times \beta Y \to \beta Y \]
is not continuous, and hence (5-2) cannot create arbitrary (infinite) products.

In light of Example 5.1, it is only reasonable to inquire into *finite* limit preservation by (5-2).

With that caveat, products are unproblematic:

**Proposition 5.2** For any locally compact quantum group \( G \) the forgetful functor \( C^*_i \to G \rightarrow C^*_i \) creates finite products.

We leave the following simple preliminary remark to the reader.

**Lemma 5.3** For any \( C^* \)-algebra \( C \in C^* \) the endofunctors \( C \otimes - \) and (1-3) of \( C^* \) both preserve finite products.

**Proof of Proposition 5.2** Let \( \rho_i : A_i \otimes G, i \in I \) be a family of \( G \)-actions on unital \( C^* \)-algebras, and write
\[ C^*_i \ni A := \prod_i A_i \]
for the product, equipped with the product-structure morphisms \( \pi_i : A \to A_i, i \in I \). By Lemma 5.3 we have a canonical identification (the finiteness of \( I \) is crucial!)
\[ M(C_0(G) \otimes A) = M \left(C_0(G) \otimes \prod_i A_i \right) \cong \prod_i M(C_0(G) \otimes A_i), \]
so there is a unique morphism $\rho : A \to M(C_0(G) \otimes A)$ making all squares

$$
\begin{array}{ccc}
A & \xrightarrow{\rho} & M(C_0(G) \otimes A) \\
\pi_i & \searrow & \downarrow \text{id} \otimes \pi_i \\
& & A_i \xrightarrow{\rho_i} M(C_0(G) \otimes A_i)
\end{array}
$$

commute. Its coassociativity follows from the fact that

$$(\text{id} \otimes \rho) \rho \quad \text{and} \quad (\Delta \otimes \text{id}) \rho : A \to M(C_0(G) \otimes^2 A)$$

both fit as the unique upper left-hand map rendering all

$$
\begin{array}{ccc}
A & \xrightarrow{\rho} & M(C_0(G) \otimes^2 A) \\
\pi_i & \searrow & \downarrow \text{id} \otimes \pi_i \\
& & A_i \xrightarrow{\rho_i} M(C_0(G) \otimes^2 A_i) \xrightarrow{(\text{id} \otimes \rho_i) \rho_i} (\Delta \otimes \text{id}) \rho_i
\end{array}
$$

commutative, while the continuity condition (1-7) for $\rho$ follows from the analogous conditions for its individual $A_i$-components (the finiteness of $I$ once more being essential). ■

In the presence of finite products (taken care of by Proposition 5.2), finite-limit creation/preservation amounts to creating, or, respectively preserving, either pullbacks or, equivalently, equalizers [1, Theorem 12.4 and Proposition 13.3].

Changing perspective slightly, recall that the issue of whether or not monomorphisms in $C^*_1G$ are injective was left standing in Section 3; as Lemma 3.2 makes clear, in order to make that assessment one would need to understand pullbacks in $C^*_1G$. Pullbacks (or, what amounts essentially to the same thing, equalizers) are also what mandates local compactness in the aforementioned [13, Theorem 3.4.3]: while (5-1) always creates coproducts [13, Theorem 3.4.2], it does not, in general, preserve pushouts [13, §3.4.4 and Theorem 3.4.5].

Here, the nature problem is slightly different: we are already working with locally compact quantum groups, so one should presumably expect equalizer creation/preservation for $C^*_1G \to C_1^*$ (recall that this forgetful functor is to be thought of as a bi-opposite analogue of (5-1), hence the passage from colimits to limits, etc.). The quantum setup, though, has its own peculiar difficulties:

(a) the tensor-product functor $C_0(G) \otimes -$ does not play well with equalizers;

(b) and in general, the structure map

$$\rho : A \to M(C_0(G) \otimes A)$$

need not be injective (this issue occasionally comes up in the types of arguments we carry out below).

In relation to this latter observation, it is not uncommon for some authors to either require injectivity for the classes of actions of interest (what [5, Définition 0.2] or [40, §3.1] would call $C_0(G)$-algebras, for instance, require injectivity), or to at least specialize to injective actions in specific results (e.g. [28, §6]).

There is a convenient way to address both issues simultaneously, by specializing to a class of LCQGs still wider than that of classical locally compact groups ([8, Definition 3.1]):
**Definition 5.4** A locally compact quantum group $\mathbb{G}$ is *coamenable* if $C_0(\mathbb{G})$ has a counit: a $C^*$-algebra morphism

$$\varepsilon = \varepsilon_\mathbb{G} : C_0(\mathbb{G}) \to \mathbb{C}$$

such that

$$(\text{id} \otimes \varepsilon)_\mathbb{G} = \text{id} = (\varepsilon \otimes \text{id})_\mathbb{G} = \text{id}.$$ \hfill (5-3)

As explained in the discussion following [8, Definition 3.1], it is enough to require one of the equalities in (5-3); the other follows. ♦

For coamenable LCQGs the defining property (5-3) of the counit extends to actions, familiar from the theory of comodule algebras over bialgebras [34, §11.3]. We will also have to assume henceforth that our locally compact quantum groups are regular ([5, Définition 3.3], [39, Definition 2.8]). We refer to [39, §2.1] (and its sources) for the background necessary for the definition below; the notion will play here only a technical, black-box role.

**Definition 5.5** Let $\mathbb{G}$ be an LCQG and denote by

- $L^2 = L^2(\mathbb{G})$ the carrier Hilbert space of the GNS representation attached to the left Haar weight;
- and

$$W = W_\mathbb{G} \in B(L^2 \otimes L^2)$$

the *multiplicative unitary* implementing the comultiplication of $\mathbb{G}$ by

$$C_0(\mathbb{G}) \ni x \mapsto \Delta_\mathbb{G}(x) = W^*(1 \otimes x)W \in M(C_0(\mathbb{G}) \otimes C_0(\mathbb{G})) \subset B(L^2 \otimes L^2).$$

$\mathbb{G}$ is *regular* if the norm-closed span of

$$\left\{ (\text{id} \otimes \omega)(\text{flip}(W)) \mid \omega \in K(L^2)^* \right\}$$

is precisely the $C^*$-algebra $K(L^2)$ of compact operators on $L^2$. ♦

**Proposition 5.6** Let $\mathbb{G}$ be a coamenable LCQG and $\varepsilon = \varepsilon_\mathbb{G}$ its counit.

(a) For any action $\rho : A \otimes \mathbb{G}$ on a $C^*$-algebra the map

$$(\varepsilon \otimes \text{id})_\rho : M(A) \to M(A)$$

is the identity.

(b) If $\mathbb{G}$ is in addition regular, then conversely, a non-degenerate $\rho : A \to M(C_0(\mathbb{G}) \otimes A)$ satisfying conditions (a) and (b) of Definition 1.8 is an action provided

$$(\varepsilon \otimes \text{id})_\rho = \text{id}_{M(A)}. \hfill (5-4)$$

**Proof** (a) Denote

$$r := (\varepsilon \otimes \text{id})_\rho : M(A) \to M(A).$$

This is a strictly-continuous unital $C^*$ morphism, and an application of $\varepsilon \otimes \text{id}$ to the two sides of (1-7) shows that $r|_A$ has norm-dense image in $A$, so that $r$ has strictly-dense image. Next, composing

$$(\text{id} \otimes \rho)_\mathbb{G} = (\Delta_\mathbb{G} \otimes \text{id})_\rho : M(A) \to M(C_0(\mathbb{G}) \otimes A),$$

25
with $\varepsilon \otimes \varepsilon \otimes \text{id}$ also shows (via (5-3)) that $r : M(A) \to M(A)$ is idempotent. But now we are done: being idempotent $r$ is the identity on a strictly-dense subset

$$r(M(A)) \subseteq M(A),$$

so it must be the identity everywhere by strict continuity.

(b) The assumption (5-4) implies the weak continuity condition of [6, discussion preceding Proposition 5.8], so under the regularity assumption the conclusion follows from [6, Proposition 5.8]. This finishes the proof of the two claims.

Remark 5.7 In Proposition 5.6 (b) regularity matters: the quantum $E(2)$ group studied in [20] is

- coamenable [20, Theorem 3.2.29];
- and semi-regular in the sense of [20, Definition 1.3.3] by [20, Corollary 2.8.25];
- so the example of [6, Proposition 5.8] applies.

That example is of a “not-quite-action” that is easily checked to satisfy (5-4) but not Definition 1.8 (c) (hence not an action).

Proposition 5.6 will be particularly useful when attempting to restrict actions to $C^*$-subalgebras, ensuring that we again obtain actions.

Lemma 5.8 Let $G$ be a regular coamenable LCQG and $\rho : A \otimes G$ an action. If $A' \leq A$ is a $C^*$-subalgebra for which

$$\rho(A') \subseteq M_A(C_0(G) \otimes A') \subseteq M_A(C_0(G) \otimes A)$$

and $\rho|_{A'}$ is non-degenerate as a map to $M(C_0(G) \otimes A')$, then the restriction $\rho' := \rho|_{A'}$ is a $G$-action.

Proof By Proposition 5.6 (a) $\rho$ satisfies (5-4), and hence so does its restriction $\rho'$ to $A'$. But then Proposition 5.6 (b) applies, and we are done.

We can now revisit (and resolve) the two bothersome items (a) and (b) above:

(a*) When $G$ is coamenable its function algebra $C_0(G)$

- is nuclear by [8, Theorem 3.3], in the sense of [10, §IV.3.1]: full and reduced $C^*$ tensor products by $C_0(G)$ coincide canonically;
- hence also exact [10, §II.9.6.6]: $C_0(G) \otimes -$ preserves short exact sequences;
- so that $C_0(G) \otimes -$ preserves pullbacks [30, Theorem 3.9].

(b*) Any action $\rho : A \to M(C_0(G) \otimes A)$ is indeed injective, by Proposition 5.6 (a).

Theorem 5.9 For a regular coamenable LCQG $G$ the forgetful functor $C^*_1 \to C^*_1$ creates finite limits.

We first need the arbitrary-finite-limit version of Lemma 5.3.

Lemma 5.10 For any exact $C^*$-algebra $C \in C^*$ the endofunctors $C \otimes -$ and (1-3) of $C^*$ both preserve finite limits.
Proof Having disposed of finite products (Lemma 5.3), it will be enough to handle either pullbacks or equalizers \([1, \text{Proposition } 13.3]\) (we will switch between the two freely). For \(C \otimes -\) this is precisely what \([30, \text{Theorem } 3.9]\) does, so we are left having to show that assuming \(C\) is exact,

\[
  C^* \ni A \mapsto M_A(C \otimes A) \in C^*
\]
preserves equalizers. To that end, consider a parallel pair \(\iota_i : B \to B', i = 1, 2\) of morphisms in \(C^*\) together with their equalizer \(\iota : A \to B\). That \(M_A(C \otimes A)\) maps (injectively: Lemma 1.3) to

\[
  X := \text{equalizer of } \text{id} \otimes \iota_i : M_B(C \otimes B) \to M_{B'}(C \otimes B'), \ i = 1, 2
\]

follows from the universality property of that equalizer; it thus remains to argue that that canonical map is onto or, equivalently, that every element

\[
  x \in X \subseteq M_B(C \otimes B)
\]
in fact belongs to \(M_A(C \otimes A)\). This, by definition, means that \(x(c \otimes 1) \in C \otimes A\) for arbitrary \(c \in C\). Since \(x(c \otimes 1)\) certainly belongs to the equalizer of

\[
  \text{id} \otimes \iota_i : C \otimes B \to C \otimes B',
\]

the conclusion follows from the claim on \(C \otimes -\).

Proof of Theorem 5.9 Once more, an application of \([1, \text{Proposition } 13.3]\) and the fact that we already have the claim for finite \textit{products} reduces the discussion to equalizers. We thus fix actions

\[
  \rho_B : B \otimes G \quad \text{and} \quad \rho_{B'} : B' \otimes G
\]
in \(C_1^G\) and equivariant morphisms \(\iota_i : B \to B', i = 1, 2\), as well as their equalizer \(\iota : A \to B\) in \(C^*_1\).

Write \(C := C_0(G)\). First, assuming an action \(\rho := \rho_A : A \otimes G\) making \(\iota : A \to B\) equivariant, that equivariance condition

\[
  \begin{array}{ccc}
  A & \xrightarrow{\rho} & M(C \otimes A) \\
  \iota & \downarrow & \downarrow \text{id} \otimes \iota \\
  B & \xleftarrow{\rho_B} & M(C \otimes B)
  \end{array}
\]

will determine \(\rho\) uniquely by the injectivity of the upper right-hand arrow map (Lemma 1.3). The \textit{creation} part of the claim thus follows, assuming we actually construct such an action \(\rho_A\).

Furthermore, the selfsame desired constraint (5-5) shows that \(\rho\) must be the restriction of \(\rho_B\) to \(A\). On the other hand, assuming \(\rho_B\) does indeed map \(A\) to \(M(C \otimes A)\) it will be an action by Lemma 5.8. In conclusion, all we need is

\[
  \rho_B(A) \subseteq M(C \otimes A) \leq M(C \otimes B).
\]

To see that this is indeed the case note that

- the upper right-hand arrow in (5-5) is the equalizer of

\[
  \text{id} \otimes \iota_i : M(C \otimes B) \to M(C \otimes B'), \quad (5-6)
\]

(Lemma 5.10);
• and the lower composition $\rho_B i$ equalizes the two morphisms (5-6).

As remarked, this finishes the proof.

As noted before, Theorem 5.9 has a bearing on the description of monomorphisms in the category $C^*_G$.

**Corollary 5.11** For any regular coamenable locally compact group $G$ the monomorphisms in $C^*_G$ are precisely the injective morphisms.

**Proof** As in the discussion preceding Theorem 3.1, that injectivity implies the property of being monic is immediate. The converse follows from the criterion in Lemma 3.2 together with the fact that by Theorem 5.9 pullbacks in $C^*_G$ are computed as in $C^*_1$ (and hence as in Set).

5.1 The action comonad

Classically, (5-1) is a good deal more than a limit-creating right adjoint: according to the proof of [13, Theorem 3.2.4] it is monadic. We recall some of the language; some of the numerous sources include [25, Chapter VI], [7, Chapter 3], [1, §V.20] and [13, §0.4].

**Definition 5.12** Let $C$ be a category.

(a) A *monad* or *triple* on $C$ is an endofunctor $T : C \to C$ equipped with natural transformations

$$\eta : \text{id} \to T \quad \text{and} \quad \mu : T^2 \to T$$

making $T$ into a *unital algebra* in the monoidal category of $C$-endofunctors. In other words, we require associativity

$$T^3 \xrightarrow{\mu} T^2 \xrightarrow{\mu} T \quad \text{and} \quad T^2 \xrightarrow{\mu} T \xrightarrow{\mu} T.$$

and unitality:

$$T^2 \xrightarrow{\mu} T \xrightarrow{\mu} T \quad \text{and} \quad T \xrightarrow{\mu} T \xrightarrow{\mu} T.$$

(b) For a monad $T$ a *$T$-algebra* is a pair $(c, s)$ consisting of an object $c \in C$ and a morphism $s : Tc \to c$ in $C$ satisfying the conditions

$$T^2c \xrightarrow{\mu} Tc \xrightarrow{s} c$$

and

$$c \xrightarrow{\mu} Tc \xrightarrow{s} c.$$
(c) The $T$-algebras form a category $C^T$ (the Eilenberg-Moore category of $T$), having as morphisms $(c, s) \rightarrow (c', s')$ those maps $f : c \rightarrow c'$ in $C$ that make

$$
\begin{array}{ccc}
Tc & \xrightarrow{Tf} & Tc' \\
\downarrow s & & \downarrow s' \\
c & \xrightarrow{f} & c'
\end{array}
$$

commute.

(d) A functor $D \rightarrow C$ is monadic or tripleable if it is naturally isomorphic to the forgetful functor $C^T \rightarrow C$ for a monad $T$ on $C$.

We have dual notions: comonads $S$ on $C$, corresponding categories $C_S$ of $S$-coalgebras, comonadic functors, and so on, which we leave it to the reader to unpack. One can dispatch them all formally by simply noting that a comonad on $C$ is a monad on the opposite category $C^{op}$.

As explained in [1, discussion preceding Definition 20.1] and further illustrated in [1, §24], monadic functors are meant to capture the intuition of “forgetting some algebraic structure”. To wit, examples of monadic functors include (by [25, §VI.8, Theorem 1]), for instance, the forgetful functors from

- groups;
- or monoids;
- or rings;
- or Lie algebras;

etc. etc. to $\text{Set}$. There is also the motivating (for us, here) example of (5-1), which fits into the same framework of forgetting algebraic structure (namely the structure consisting of the operators on a space induced by a $G$-action). The following result recasts that monadicity result in its appropriate non-commutative context, keeping in mind the requisite dualization in passing from spaces to $C^*$-algebras.

**Theorem 5.13** For any regular coamenable locally compact quantum group $G$ the forgetful functor $C^*_G \rightarrow C^*_1$ is comonadic.

**Proof** This will be a straightforward application of Beck’s monadicity theorem ([7, §3.3, Theorem 10]). We have to check that

- the forgetful functor is a left adjoint, which we know from Corollary 4.6;
- and reflects isomorphisms, which is obvious: in either category isomorphisms are bijective morphisms;
- and that $C^*_G$ has certain equalizers which the forgetful functor then preserves.

We are not concerned here with the precise class of equalizers one is usually interested in: we already know they all exist (Corollary 4.5) and (for coamenable $G$) are all preserved (Theorem 5.9).

This finishes the proof.
References

[1] Jiří Adámek, Horst Herrlich, and George E. Strecker. Abstract and concrete categories: the joy of cats. Repr. Theory Appl. Categ., (17):1–507, 2006. Reprint of the 1990 original [Wiley, New York; MR1051419].

[2] Jiří Adámek and Jiří Rosický. What are locally generated categories? In Category theory (Como, 1990), volume 1488 of Lecture Notes in Math., pages 14–19. Springer, Berlin, 1991.

[3] Jiří Adámek and Jiří Rosický. Locally presentable and accessible categories, volume 189 of London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 1994.

[4] Charles A. Akemann, Gert K. Pedersen, and Jun Tomiyama. Multipliers of $C^*$-algebras. J. Functional Analysis, 13:277–301, 1973.

[5] Saad Baaj and Georges Skandalis. Unitaires multiplicatifs et dualité pour les produits croisés de $C^*$-algèbres. Ann. Sci. École Norm. Sup. (4), 26(4):425–488, 1993.

[6] Saad Baaj, Georges Skandalis, and Stefaan Vaes. Non-semi-regular quantum groups coming from number theory. Comm. Math. Phys., 235(1):139–167, 2003.

[7] Michael Barr and Charles Wells. Toposes, triples and theories, volume 278 of Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, New York, 1985.

[8] E. Bédos and L. Tuset. Amenability and co-amenability for locally compact quantum groups. Internat. J. Math., 14(8):865–884, 2003.

[9] Vitaly Bergelson. Ultrafilters, IP sets, dynamics, and combinatorial number theory. In Ultrafilters across mathematics, volume 530 of Contemp. Math., pages 23–47. Amer. Math. Soc., Providence, RI, 2010.

[10] B. Blackadar. Operator algebras, volume 122 of Encyclopaedia of Mathematical Sciences. Springer-Verlag, Berlin, 2006. Theory of $C^*$-algebras and von Neumann algebras, Operator Algebras and Non-commutative Geometry, III.

[11] Robert B. Brook. A construction of the greatest ambit. Math. Systems Theory, 4:243–248, 1970.

[12] Matthew Daws, Paweł Kasprzak, Adam Skalski, and Piotr M. Sołtan. Closed quantum subgroups of locally compact quantum groups. Adv. Math., 231(6):3473–3501, 2012.

[13] J. de Vries. Topological transformation groups. 1. Mathematical Centre Tracts, No. 65. Mathematisch Centrum, Amsterdam, 1975. A categorical approach.

[14] Jan de Vries. Equivariant embeddings of $G$-spaces. In General topology and its relations to modern analysis and algebra, IV (Proc. Fourth Prague Topological Sympos., Prague, 1976), Part B, pages 485–493, 1977.

[15] Ivan Di Liberti and Jiří Rosický. Enriched locally generated categories, 2020. http://arxiv.org/abs/2009.10980v2.
[16] Søren Eilers, Terry A. Loring, and Gert K. Pedersen. Morphisms of extensions of $C^*$-algebras: pushing forward the Busby invariant. *Adv. Math.*, 147(1):74–109, 1999.

[17] Edwin Hewitt and Kenneth A. Ross. *Abstract harmonic analysis. Vol. II: Structure and analysis for compact groups. Analysis on locally compact Abelian groups*. Die Grundlehren der mathematischen Wissenschaften, Band 152. Springer-Verlag, New York-Berlin, 1970.

[18] K. H. Hofmann and K.-H. Neeb. Epimorphisms of $C^*$-algebras are surjective. *Arch. Math. (Basel)*, 65(2):134–137, 1995.

[19] J. R. Isbell. Some remarks concerning categories and subspaces. *Canadian J. Math.*, 9:563–577, 1957.

[20] Arnoud Jacobs. *The quantum E(2) group*. PhD thesis, Katholieke Universiteit Leuven, 2005. accessed 2022-04-26.

[21] Johan Kustermans. Locally compact quantum groups in the universal setting. *Internat. J. Math.*, 12(3):289–338, 2001.

[22] Johan Kustermans and Stefaan Vaes. Locally compact quantum groups. *Ann. Sci. École Norm. Sup. (4)*, 33(6):837–934, 2000.

[23] E. C. Lance. *Hilbert $C^*$-modules*, volume 210 of *London Mathematical Society Lecture Note Series*. Cambridge University Press, Cambridge, 1995. A toolkit for operator algebraists.

[24] M. B. Landstad, J. Phillips, I. Raeburn, and C. E. Sutherland. Representations of crossed products by coactions and principal bundles. *Trans. Amer. Math. Soc.*, 299(2):747–784, 1987.

[25] Saunders Mac Lane. *Categories for the working mathematician*, volume 5 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, second edition, 1998.

[26] Saunders Mac Lane and Ieke Moerdijk. *Sheaves in geometry and logic*. Universitext. Springer-Verlag, New York, 1994. A first introduction to topos theory, Corrected reprint of the 1992 edition.

[27] T. Masuda, Y. Nakagami, and S. L. Woronowicz. A $C^*$-algebraic framework for quantum groups. *Internat. J. Math.*, 14(9):903–1001, 2003.

[28] Ralf Meyer, Sutanu Roy, and Stanisław Lech Woronowicz. Homomorphisms of quantum groups. *Münster J. Math.*, 5:1–24, 2012.

[29] James R. Munkres. *Topology*. Prentice Hall, Inc., Upper Saddle River, NJ, 2000. Second edition of [ MR0464128].

[30] Gert K. Pedersen. Pullback and pushout constructions in $C^*$-algebra theory. *J. Funct. Anal.*, 167(2):243–344, 1999.

[31] Gert K. Pedersen. *$C^*$-algebras and their automorphism groups*. Pure and Applied Mathematics (Amsterdam). Academic Press, London, 2018. Second edition of [ MR0548006], Edited and with a preface by Søren Eilers and Dorte Olesen.

[32] Joan Wick Pelletier and Jiří Rosický. Generating the equational theory of $C^*$-algebras and related categories. In *Categorical topology and its relation to analysis, algebra and combinatorics (Prague, 1988)*, pages 163–180. World Sci. Publ., Teaneck, NJ, 1989.
[33] John C. Quigg. Full C*-crossed product duality. *J. Austral. Math. Soc. Ser. A*, 50(1):34–52, 1991.

[34] David E. Radford. *Hopf algebras*, volume 49 of *Series on Knots and Everything*. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2012.

[35] G. A. Reid. Epimorphisms and surjectivity. *Invent. Math.*, 9:295–307, 1969/70.

[36] Paul Skoufranis. An introduction to multiplier algebras, 2014. available at https://pskoufr.info.yorku.ca/files/2016/07/Multiplier-Algebras.pdf (accessed 2022-03-03).

[37] M. Takesaki. *Theory of operator algebras. I*, volume 124 of *Encyclopaedia of Mathematical Sciences*. Springer-Verlag, Berlin, 2002. Reprint of the first (1979) edition, Operator Algebras and Non-commutative Geometry, 5.

[38] Donald Curtis Taylor. The strict topology for double centralizer algebras. *Trans. Amer. Math. Soc.*, 150:633–643, 1970.

[39] Stefaan Vaes. A new approach to induction and imprimitivity results. *J. Funct. Anal.*, 229(2):317–374, 2005.

[40] Roland Vergnioux. *KK-théorie équivariante et opérateur de Julg-Valette pour les groupes quantiques*. PhD thesis, Université Paris-Diderot - Paris VII, 2002. available at https://tel.archives-ouvertes.fr/tel-00001809 (accessed 2022-02-27).

[41] N. E. Wegge-Olsen. *K-theory and C*-algebras*. Oxford Science Publications. The Clarendon Press, Oxford University Press, New York, 1993. A friendly approach.

[42] S. L. Woronowicz. Unbounded elements affiliated with C*-algebras and noncompact quantum groups. *Comm. Math. Phys.*, 136(2):399–432, 1991.

[43] S. L. Woronowicz. From multiplicative unitaries to quantum groups. *Internat. J. Math.*, 7(1):127–149, 1996.

Department of Mathematics, University at Buffalo, Buffalo, NY 14260-2900, USA

E-mail address: achirvas@buffalo.edu