FROBENIUS W-ALGEBRAS AND TRACES OF FROBENIUS HEISENBERG CATEGORIES
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ABSTRACT. To each symmetric graded Frobenius superalgebra we associate a W-algebra. We then define a linear isomorphism between the trace of the Frobenius Heisenberg category and a central reduction of this W-algebra. We conjecture that this is an isomorphism of graded superalgebras.
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1. Introduction

The Heisenberg category (of central charge −1) was first introduced by Khovanov [Kho14] as a powerful tool for studying the representation theory of the symmetric group. It was conjectured by Khovanov, and then proved in [BSW18], that the Grothendieck ring of Khovanov’s Heisenberg category is isomorphic to the Heisenberg algebra (of central charge −1). Since then, the definition of the Heisenberg category has been generalized to arbitrary central charge [MS18, Bru18] and with the incorporation of a Frobenius algebra [RS17, Sav19, BSW20a]. Namely, to each graded Frobenius superalgebra $A$ and central charge $k \in \mathbb{Z}$, one can define a Frobenius Heisenberg category $\text{Heis}_k(A)$. The Grothendieck ring of $\text{Heis}_k(A)$ was shown in [BSW20a] to be isomorphic to a lattice Heisenberg algebra, with lattice coming from the Grothendieck group of the category of projective modules of the Frobenius algebra.

The Grothendieck ring provides one method of decategorification of a linear monoidal category; another is the trace, or zeroth Hochschild homology. The trace of Khovanov’s original Heisenberg category was computed in [CLLS18], and shown to be isomorphic to a central reduction of the universal enveloping algebra of the W-algebra $\mathfrak{W}_{1+\infty}$, which is the unique central extension of the Lie algebra of regular differential operators on the circle. When $A$ is the two-dimensional Clifford superalgebra, the trace of the even part of $\text{Heis}_{-1}(A)$ was computed in [OR17], where it is shown to be isomorphic to a subalgebra of $\mathfrak{W}_{1+\infty}$.

The goal of the current paper is to explore the traces $\text{Tr}(\text{Heis}_k(A))$ of general Frobenius Heisenberg categories. To each symmetric graded Frobenius superalgebra $A$ we associate a W-algebra $\mathfrak{W}(A)$. This can be viewed as a generalization of $\mathfrak{W}_{1+\infty}$ in the sense that when $A$ is the ground field $\mathbb{k}$, we have $\mathfrak{W}(\mathbb{k}) \cong \mathfrak{W}_{1+\infty}$ (Proposition 3.3). The general definition of $\mathfrak{W}(A)$ involves $A$ in a highly nontrivial way, and does not seem to have appeared in the literature before. However, if $A$ is either semisimple or has a nontrivial positive grading,
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then the presentation of $\mathfrak{g}(A)$ becomes much simpler; see Proposition 3.5 and Example 3.7. The algebra $\mathfrak{g}(A)$ contains a Heisenberg algebra depending on the cocenter of $A$ (as opposed to the lattice Heisenberg algebra appearing in the Grothendieck ring of $\mathcal{H}eis_k(A)$) and a “Frobenius Virasoro algebra”.

The main result of the current paper (Theorem 6.1) is that we have a linear isomorphism

\begin{equation}
W(A)/(C - k) \cong \text{Tr}(\mathcal{H}eis_k(A)),
\end{equation}

where $W(A)$ is the universal enveloping algebra of $\mathfrak{g}(A)$, and $C$ is a certain central element. The key ingredient in our proof is to use the action of $\text{Tr}(\mathcal{H}eis_k(A))$ on the center of the category $\mathcal{H}eis_k(A)$, together with the basis theorem [BSW20a, Th. 7.2] for $\mathcal{H}eis_k(A)$. In particular, this action gives a new way of computing the cocenter of the degenerate affine Hecke algebra, in contrast to the methods of Solleveld [Sol10], whose work was used in [CLLS18]. See Remark 6.11 for details.

We conjecture that the map (1.1) is an isomorphism of graded superalgebras (Conjecture 6.9). When $k = -1$ and $A = \mathbb{k}$, this essentially corresponds to the main result of [CLLS18]. The difficulty in proving the general conjecture is that the necessary diagrammatic computations become quite involved. In the special case handled in [CLLS18], the authors are able to avoid most of these direct computations by utilizing the fact that $W(\mathbb{k})$ has a fairly small set of generators, and then computing the action of these generators on the faithful Fock space representation. Unfortunately, these methods do not work in the general case; see Section 7.1 for further discussion. Nevertheless, we provide some evidence for the conjecture in Section 7.3, where we compute some commutation relations in $\text{Tr}(\mathcal{H}eis_k(A))$ and see that they match with those of $\mathfrak{g}(A)$.

When the graded Frobenius superalgebra $A$ is a zigzag algebra, the category $\mathcal{H}eis_{-1}(A)$ was shown in [CL12] to act on derived categories of coherent sheaves on Hilbert schemes of points on ALE spaces. It follows that $\text{Tr}(\mathcal{H}eis_k(A))$ acts on the zeroth Hochschild homology of this derived category. Thus, it would follow from Conjecture 6.9 that $W(A)$ acts here. For more general values of $k$, this action should be related to the AGT correspondence for moduli spaces of instantons on resolutions of Kleinian singularities. This potential application is one of the motivations for the current work.

Quantum versions of Heisenberg categories have been introduced in [LS13, BSW20b]. The trace of the category defined in [LS13] was computed in [CLL+18], where it was shown to be isomorphic to half of a central extension of a certain specialization of the elliptic Hall algebra. We expect that the trace of the larger quantum Heisenberg category of [BSW20b] should yield the full central extension. (This is work in progress.) More generally, it would be interesting to explore the trace of the quantum Frobenius Heisenberg categories introduced in [BSW20c], which are built from the quantum affine wreath product algebras of [RS20]. These should suggest a definition of elliptic Hall algebras depending on a Frobenius algebra.

Conventions. Throughout the document, we fix a field $\mathbb{k}$ of characteristic zero. Unadorned tensor products should always be interpreted as tensor products over $\mathbb{k}$, and algebras are associative $\mathbb{k}$-algebras unless otherwise specified. The term graded means $\mathbb{Z}$-graded. We will generally consider graded superalgebras. These are $(\mathbb{Z} \times \mathbb{Z}_2)$-graded algebras with super structure (e.g. in tensor products of algebras) coming from the $\mathbb{Z}_2$-grading. For a homogeneous element $a$ of a graded superalgebra, we let $\deg(a) \in \mathbb{Z}$ denote its degree and let $\bar{a} \in \mathbb{Z}_2$ denote its parity. If $\bar{a} = 0$, we say $a$ is even; if $\bar{a} = 1$, we say $a$ is odd. We say that the grading is positive if the negative degree pieces of $A$ are all zero.

Recall that a superalgebra is supercommutative if $ab = (-1)^{\bar{a}\bar{b}}ba$ for all homogeneous $a, b \in A$. Whenever we write equations involving degrees or parities of elements, we implicitly assume that these elements are homogeneous, and we extend by linearity. We let $\mathbb{N}$ denote the set of non-negative integers and let $\mathbb{N}_+$ denote the set of positive integers.

We will work freely in the language of string diagrams for $\mathbb{k}$-linear graded monoidal supercategories. We refer the reader to [Sav] for a brief overview of these concepts, to [TV17, Ch. 1.2] for a more in-depth treatment, and to [BE17] for a detailed discussion of signs in the analogous super setting.
Hidden details. For the interested reader, the tex file of the arXiv version of this paper includes hidden details of some straightforward computations and arguments that are omitted in the pdf file. These details can be displayed by switching the details toggle to true in the tex file and recompiling.

Acknowledgements. The authors would like to thank A. Licata, Y. Mousaaid, R. Muth, P. Samuelson, and W. Wang for helpful conversations. A.S. was supported by Discovery Grant RGPIN-2017-03854 from the Natural Sciences and Engineering Research Council of Canada.

2. Cocenters and traces

In this section we review some basic facts about cocenters of superalgebras and traces of monoidal supercategories. We also show how one can endow the cocenter of a Frobenius superalgebra with trace map of degree $-2d$. In other words, we have an even $\mathbb{k}$-linear map

$$\mathrm{tr}: A \to \mathbb{k}$$

of degree $-2d$ satisfying

$$\mathrm{tr}(ab) = (-1)^{\hat{a} \hat{b}} \mathrm{tr}(ba),$$

such that $\ker \mathrm{tr}$ contains no nonzero left ideals. It follows immediately that we have an induced $\mathbb{k}$-linear map

$$\mathrm{tr}: C(A) \to \mathbb{k}, \quad \mathrm{tr}(a) = \langle \mathrm{tr}(a) \rangle, \quad a \in A.$$

The center of $A$ is

$$Z(A) := \{ a \in A : ab = (-1)^{\hat{a} \hat{b}} ba \text{ for all } b \in A \}.$$

For $a, b \in A$ and $c \in Z(A)$, we have

$$c \left( ab - (-1)^{\hat{a} \hat{b}} ba \right) = (ca)b - (-1)^{\hat{b}(\hat{a}+\hat{c})} b(ca).$$

Thus, we have an action of $Z(A)$ on $C(A)$ defined by

$$c \langle a \rangle = \langle a \rangle c := \langle ca \rangle = \langle ac \rangle, \quad a \in A, \ c \in Z(A).$$
Fix a homogeneous basis $\mathbf{B}_A$ of $A$. We define the dual basis elements $a^\vee$, $a \in \mathbf{B}_A$, by
\[ \text{tr}(a^\vee b) = \delta_{a,b}, \quad a, b \in \mathbf{B}_A. \]

It is straightforward to verify that $\sum_{b \in \mathbf{B}_A} b \otimes b^\vee$ is independent of the choice of basis $\mathbf{B}_A$. Furthermore, the dual of the basis $\mathbf{B}_A^\vee = \{ b^\vee : b \in \mathbf{B}_A \}$ is given by
\[ (b^\vee)^\vee = (-1)^\bar{b} b. \]

For all $a \in A$, we have
\[ \sum_{b \in \mathbf{B}_A} \text{tr}(b^\vee a) b = a = \sum_{b \in \mathbf{B}_A} \text{tr}(ab)b^\vee. \]

It follows that we have the important “teleportation” properties
\[ \sum_{b \in \mathbf{B}_A} ab \otimes b^\vee = \sum_{b \in \mathbf{B}_A} b \otimes b^\vee a \quad \text{and} \quad \sum_{b \in \mathbf{B}_A} ba \otimes b^\vee = \sum_{b \in \mathbf{B}_A} b \otimes ab^\vee. \]

For $a, b \in A$ and $r \in \mathbb{N}$, define a binary operation $\diamond$ on $A$ by
\[ a \diamond b := \sum_{c \in \mathbf{B}_A} (-1)^\bar{c} acbc^\vee. \]

Note that this is an operation of degree $2d$. We define
\[ \kappa = \kappa_A := \sum_{a \in \mathbf{B}_A} a \diamond a^\vee = \sum_{a, b \in \mathbf{B}_A} (-1)^\bar{a}aba^\vee b^\vee. \]

It is straightforward to verify that $\kappa$ is independent of the chosen basis $\mathbf{B}_A$, and it follows from (2.5) that $\kappa \in Z(A)$. Note that $\deg(\kappa) = 4d$. Hence, when $A$ is nontrivially positively graded, we have $\kappa = 0$ (since the top degree of $A$ is $2d$).

**Proposition 2.1.** The binary operation
\[ C(A) \times C(A) \rightarrow C(A), \quad \langle (a), (b) \rangle \mapsto \langle a \diamond b \rangle, \]

is well defined, bilinear, associative, and commutative.

**Proof.** For $a, a', b, b' \in A$, we have
\[ \langle (aa') \diamond b \rangle = \sum_{c \in \mathbf{B}_A} (-1)^\bar{c}(aa'cbc^\vee) = \sum_{c \in \mathbf{B}_A} (-1)^\bar{c} \text{tr}(e^\vee a'c)\langle aebe^\vee \rangle = \sum_{c \in \mathbf{B}_A} (-1)^{\bar{b}+\bar{a}+\bar{c}} \text{tr}(e^\vee a'c)\langle aebe^\vee \rangle \]
\[ \overset{(2.4)}{=} \sum_{c \in \mathbf{B}_A} (-1)^{\bar{c}+\bar{b}+\bar{a}} \langle aebe^\vee a' \rangle = \sum_{c \in \mathbf{B}_A} (-1)^{\bar{b}+\bar{a}+\bar{c}} \langle aebe^\vee \rangle = (-1)^{\bar{a}} \langle (a') \diamond b \rangle, \]

where, in the third equality, we used the fact that $\text{tr}(aebe^\vee) = 0$ unless $c = \bar{e} + \bar{a}'$. Similarly,
\[ \langle a \diamond (bb') \rangle = \sum_{c \in \mathbf{B}_A} (-1)^{\bar{b}+\bar{b}'} \langle acbb'e^\vee \rangle = \sum_{c \in \mathbf{B}_A} (-1)^{\bar{b}+\bar{b}'+\bar{c}} \langle acbb'e^\vee \rangle = (-1)^{\bar{b}'} \langle a \diamond (b'b) \rangle. \]

Thus the operation is well defined. It is clear that it is bilinear. For $a, b, c \in A$, we have
\[ \langle (a \diamond b) \diamond c \rangle = \sum_{e, f \in \mathbf{B}_A} (-1)^{\bar{b}+\bar{c}+\bar{e}} \langle aebe^\vee fce^\vee \rangle = \sum_{e, f \in \mathbf{B}_A} (-1)^{\bar{f}+\bar{e}+\bar{b}+\bar{c}} \langle aebe^\vee fce^\vee \rangle = \langle a \diamond (b \diamond c) \rangle. \]

Hence the operation is associative. Finally,
\[ \langle a \diamond b \rangle = \sum_{c \in \mathbf{B}_A} (-1)^{\bar{b}} \langle acbc^\vee \rangle = \sum_{c \in \mathbf{B}_A} (-1)^{\bar{b}+\bar{c}+\bar{e}} \langle bc^\vee ac \rangle \overset{(2.3)}{=} \sum_{c \in \mathbf{B}_A} (-1)^{\bar{b}} \langle bcac^\vee \rangle = (-1)^{\bar{b}} \langle b \diamond a \rangle. \]

Thus the operation is supercommutative. \( \square \)
Remark 2.2. In general, $A$ is not a unital algebra under the operation $\circ$ since it may not possess a unit element for the multiplication. For example, if $d > 0$, then $\circ$ cannot possess a unit element since it is a binary operation of degree $2d$.

Remark 2.3 (Change of trace map). If $(A, \text{tr}_1)$ and $(A, \text{tr}_2)$ are symmetric graded Frobenius superalgebras with the same underlying graded superalgebra $A$, then there exists an even, degree zero, invertible element $e \in Z(A)$ such that

\begin{equation}
(2.7) \quad \text{tr}_1(a) = \text{tr}_2(ea) \quad \text{for all } a \in A.
\end{equation}

If $\{b^{\vee,1} : b \in B_A\}$ and $\{b^{\vee,2} : b \in B_A\}$ denote the dual bases of $B_A$ with respect to $\text{tr}_1$ and $\text{tr}_2$, respectively, then $b^{\vee,2} = eb^{\vee,1}$ for $b \in B_A$. Using subscripts to indicate the trace map in question, we then have

\begin{equation}
(2.8) \quad a \circ_2 b = ea \circ_1 b, \quad a, b \in A, \quad \kappa_2 = e^2\kappa_1.
\end{equation}

Hence we have an isomorphism of graded associative (not necessarily unital) superalgebras

\begin{equation*}
(C(A), \circ_1) \to (C(A), \circ_2), \quad a \mapsto e^{-1}a, \quad a \in A.
\end{equation*}

2.3. Examples. We now consider some examples of symmetric graded Frobenius superalgebras that are of particular interest. First note that if $A$ and $B$ are two symmetric graded Frobenius superalgebras with trace maps $\text{tr}_A$ and $\text{tr}_B$, then their direct product $A \times B$ is also a symmetric graded Frobenius superalgebra with trace map $(a, b) \mapsto \text{tr}_A(a) + \text{tr}_B(b)$, $a \in A, b \in B$. Then $C(A \times B) \cong C(A) \times C(B)$ and $\kappa_{A \times B} = (\kappa_A, \kappa_B)$.

Example 2.4 (Matrix algebras). For $n \in \mathbb{N}_+$, the algebra $M_n(\mathbb{k})$ of $n \times n$ matrices with entries in $\mathbb{k}$ (with trivial grading) is a symmetric Frobenius algebra with the usual trace map. It is straightforward to verify that $C(M_n(\mathbb{k})) \cong \mathbb{k}^{n^2}$ as algebras and $\kappa = 1$.

Example 2.5 (Semisimple algebras). If $\mathbb{k}$ is algebraically closed, then any semisimple algebra is isomorphic to a product of matrix algebras by Wedderburn’s Structure Theorem. Hence if $A$ is a symmetric Frobenius algebra whose underlying algebra is semisimple, we have $C(A) \cong \mathbb{k}^n$ for some $n$. Again $\kappa$ is the identity element of $\mathbb{k}^n$.

Example 2.6 (Group algebras). Suppose $\Gamma$ is a finite group, and let $A = \mathbb{k}\Gamma$ be its group algebra (with trivial grading). This is a symmetric Frobenius algebra with trace map given by $\text{tr}(\sum_{g \in \Gamma} \alpha_g g) = \alpha_{1\Gamma}$. Furthermore, $1\Gamma$ is a multiplicative unit for the operation $\circ$, and so $C(A)$ is a commutative unital algebra. Let $R(\Gamma)$ denote the space of class functions on $\Gamma$. The standard bilinear form on $R(\Gamma)$ is given by

\begin{equation*}
\langle f, g \rangle = \frac{1}{|\Gamma|} \sum_{y \in \Gamma} f(y)g(y^{-1}), \quad f, g \in R(\Gamma).
\end{equation*}

The convolution product on $R(\Gamma)$ is given by

\begin{equation*}
(f \circ g)(z) = \sum_{y \in \Gamma} f(zy^{-1})g(y), \quad f, g \in R(\Gamma), \quad z \in \Gamma.
\end{equation*}

The map

\begin{equation*}
\varphi : C(A) \to R(\Gamma), \quad \langle \alpha \rangle \mapsto \langle z \mapsto \text{tr}(\alpha \circ z) \rangle,
\end{equation*}

is an isomorphism of algebras and

\begin{equation*}
\langle \varphi(\alpha), \varphi(\beta) \rangle = \text{tr}(\alpha \circ \beta), \quad \alpha, \beta \in C(A).
\end{equation*}

We have

\begin{equation*}
\kappa = \sum_{g, h \in \Gamma} ghg^{-1}h^{-1}.
\end{equation*}

On the other hand, by Maschke’s Theorem, $\mathbb{k}(\Gamma)$ is semisimple. Thus, if $\mathbb{k}$ is algebraically closed, we can choose a trace map as in Examples 2.4 and 2.5 so that $\kappa = 1$. 

Example 2.7 (Zigzag algebras). Let $\Gamma = (\Gamma_0, \Gamma_1)$ be a connected graph without loops or multiple edges, and let $D\Gamma$ be the doubled directed graph, which has the same set of vertices as $\Gamma$, and, for each edge $\{i, j\} \in \Gamma_1$, directed edges $a_{i,j}$ from $j$ to $i$ and $a_{j,i}$ from $i$ to $j$. We fix a collection of orientation coefficients $e_{i,j} \in \k$, $\{i, j\} \in \Gamma_0$, satisfying $e_{i,j} = 0$ iff $\{i, j\} \not\subset \Gamma_1$ and $e_{i,j} = -e_{j,i}$ for all $i, j \in \Gamma_0$.

If $\Gamma$ has at least 2 vertices, let $A(\Gamma)$ denote the quotient of the path algebra of $D\Gamma$ modulo the following relations:

- all paths of length three or greater are zero;
- all paths of length two that are not cycles are zero;
- $e_{i,j}a_{i,j}a_{j,i} = e_{i,j}a_{j,i}a_{i,j}$ for all $\{i, j\}, \{i, l\} \in \Gamma_1$.

The algebra $A(\Gamma)$ is a skew-zigzag algebra; see [HK01, §4.6] and [Cou16, §5]. (In certain cases, e.g. if $\Gamma$ is bipartite, then $A(\Gamma)$ is isomorphic to a zigzag algebra.)

The algebra $A(\Gamma)$ is generated by the length zero paths $e_i, i \in \Gamma_0$, and the length one paths $a_{i,j}, \{i, j\} \in \Gamma_1$. For $i \in \Gamma_1$, define

$$c_i = e_{i,j}a_{i,j}a_{j,i} \quad \text{for some } j \text{ such that } \{i, j\} \in \Gamma_1.$$

The defining relations of $A(\Gamma)$ imply that $c_i$ is independent of the choice $j$. It is easily verified (see, for example, [Cou16, Prop. 3.7]) that $A(\Gamma)$ has basis

$$\{a_{i,j} : \{i, j\} \in \Gamma_1\} \cup \{e_i : i \in \Gamma_0\} \cup \{c_i : i \in \Gamma_0\}.$$

The algebra $A(\Gamma)$ is graded by path length, so that $\deg(e_i) = 0, \deg(a_{i,j}) = 1$, and $\deg(c_i) = 2$. We give it the $\mathbb{Z}_2$-grading induced by this $\mathbb{Z}$-grading. Then $A(\Gamma)$ is a symmetric Frobenius superalgebra, with even trace map $\text{tr}$ of degree $-2$ satisfying

$$\text{tr}(e_i) = \text{tr}(a_{j,i}) = 0, \quad \text{tr}(c_i) = 1, \quad i \in \Gamma_0, \quad \{j, l\} \in \Gamma_1.$$

It follows that the duals of the basis elements are given by

$$e_i^\vee = c_i, \quad a_{i,j}^\vee = e_{i,j}a_{j,i}.$$

As in Remark 2.2, $C(A(\Gamma))$ does not have a unit with respect to the $\circ$ operation, and $\kappa = 0$.

We can explicitly compute the commutators of the basis elements:

$$a_{i,j}a_{l,m} + a_{l,m}a_{i,j} = \delta_{i,j}\delta_{l,m}e_{i,j}(c_i - c_j), \quad a_{i,j}e_l - e_la_{i,j} = \delta_{j,l}a_{i,j} - \delta_{i,j}a_{l,j},$$

$$e_ie_j - e_je_i = c_i(c_j - c_j)c_i = e_i(c_j - c_j)e_i = a_{i,j} - a_{j,i} = 0.$$

It follows that $C(A(\Gamma))$ has basis $\{\langle c \rangle, \langle e_i \rangle : i \in \Gamma_0\}$, where $c = c_i$ for any $i \in \Gamma_0$. (The class $\langle c \rangle$ is independent of $i$. ) For all $i, j \in \Gamma_0$, we have

$$\langle c \rangle \circ \langle e_i \rangle = 0, \quad \langle e_i \rangle \circ \langle e_j \rangle = \begin{cases} \langle c \rangle & \text{if } \{i, j\} \in \Gamma_1, \\ 2\langle c \rangle & \text{if } i = j, \\ 0 & \text{otherwise.} \end{cases}$$

Indeed, the first relation follows from the fact that $\circ$ is homogeneous of degree 2, and any element of degree 3 or greater is 0 in $A(\Gamma)$, while the second relation follows from the computation

$$\langle e_i \circ e_j \rangle = \sum_{\{l,m\} \in \Gamma_1} \langle e_{l,m}e_{i,l}e_{j,m} + e_{l,m}e_{i,m}e_{j,l}a_{i,j} \rangle + \sum_{l \in \Gamma_0} \langle e_ie_j e_i + e_ie_j e_i \rangle$$

$$= \sum_{\{l,m\} \in \Gamma_1} \langle \delta_{i,j}\delta_{l,m}c + \delta_{l,m}\delta_{j,i}c \rangle + 2\sum_{l \in \Gamma_0} \langle \delta_{l,m}\delta_{j,i}c \rangle.$$

If $\Gamma$ has a single vertex, we define $A(\Gamma) = \k[c]/(c^2)$ with $c$ even of degree 2 and $\text{tr}(c) = 1, \text{tr}(1) = 0$. Then $A(\Gamma)$ is commutative, hence $C(A(\Gamma)) = A(\Gamma) = \k[c]/(c^2)$ as $\k$-modules; we have $1 \circ 1 = 2c$ and $c \circ c = c \circ 1 = 0$. 


2.4. Cocoments of locally unital algebras. A \textit{locally unital graded superalgebra} is a graded associative (but not necessarily unital) \(\mathbb{k}\)-superalgebra \(R\) equipped with a system of mutually orthogonal idempotents \(\{1_X : X \in R\}\) such that

\[ R = \bigoplus_{X,Y \in R} 1_Y R 1_X. \]

We define

\[ R_{\text{diag}} := \bigoplus_{X \in R} 1_X R 1_X, \quad [R,R]_{\text{diag}} = \sum_{X,Y \in R} [1_X R 1_Y, 1_Y R 1_X]. \]

\textbf{Lemma 2.8.} If \(R\) is a locally unital graded superalgebra, then the inclusion \(R_{\text{diag}} \hookrightarrow R\) induces an isomorphism of graded \(\mathbb{k}\)-supermodules

\[ R_{\text{diag}}/[R,R]_{\text{diag}} \cong C(R). \]

\textbf{Proof.} If \(X, Y \in R\) with \(X \neq Y\), then \(1_X R 1_Y = [1_X R 1_Y, 1_Y] \subseteq [1_X R 1_Y, 1_Y R 1_Y]\). Thus \([R,R] = [R,R]_{\text{diag}} \oplus \bigoplus_{X \neq Y} 1_X R 1_Y\), and the result follows. \(\square\)

For the remainder of this section, we assume that \(R\) is a locally unital graded superalgebra with a system of mutually orthogonal idempotents \(\{1_n : n \in \mathbb{N}\}\). We also assume that we have subsets \(D_{m,n} \subseteq 1_m R 1_n, m,n \in \mathbb{N}\), and \(D_k \subseteq 1_k R 1_k, k \in \mathbb{N}\), whose elements are homogeneous, with the following properties:

(B1) We have \(D_{n,n} = \{1_n\}\) for all \(n \in \mathbb{N}\), and \(B_{m,n} := \bigcup_{k=0}^{\min(m,n)} D_{m,k} D_{k,n}\) is a basis of \(1_m R 1_n\) for each \(m,n \in \mathbb{N}\). (Part of our assumption here is that the sets \(D_m, D_{1,n}\) are disjoint.)

(B2) For all \(n \in \mathbb{N}\), \(R_n := \text{Span}_\mathbb{k} D_n\) is a subalgebra of \(1_n R 1_n\).

For \(m,n \in \mathbb{N}\), define \(B_{m,n}^- := \bigcup_{k=0}^{m-1} D_{m,k} D_{k,n}\) and let

\[ B_{m,n}' := B_{m,n} \setminus B_{m,n}^- = \begin{cases} D_m D_{m,n} & \text{if } m < n, \\ D_{m,n} D_n & \text{if } m > n, \\ D_n & \text{if } m = n. \end{cases} \]

In other words, \(B_{m,n}^-\) is the subset of \(B_{m,n}\) consisting of elements that factor through \(1_l\) for some \(l < \min(m,n)\). It follows from the above that we have a decomposition of \(\mathbb{k}\)-modules

\[ 1_n R 1_n = R_n \oplus I_n, \quad I_n := \sum_{m < n} 1_m R 1_m R 1_n = \text{Span}_\mathbb{k} B_{n,n}^-. \]

Note that \(I_n\) is an ideal of \(1_n R 1_n\).

\textbf{Lemma 2.9.} With the above assumptions and notation, we have

\[ [R,R]_{\text{diag}} = \bigoplus_{n \in \mathbb{N}} [R_n, R_n] + \sum_{m,n} \text{Span}_\mathbb{k} [D_{m,k} D_{k,n}, D_{m,n}]. \]

\textbf{Proof.} For \(q \in \mathbb{N}\), let \(V_q := \sum_{m \leq q} \text{Span}_\mathbb{k} B_{m,n}^-\). We first show that, for all \(m \leq n\), we have

\[ [1_m R 1_n, 1_n R 1_m] \subseteq V_n \quad \text{or, equivalently,} \quad [B_{m,n}, B_{n,m}^\leq] \subseteq V_n \quad \text{and} \quad [B_{m,n}, B_{n,m}] \subseteq V_n. \]

We prove (2.11) by induction on \(n\). The case \(n = 0\) is immediate, since \(B_{0,0}^\leq = \emptyset\). Fix \(N \geq 1\) and suppose (2.11) holds for \(m \leq n \leq N - 1\). We will show it holds for \(m \leq n = N\) by induction on \(m\). The case \(m = 0\) is straightforward since \(B_{N,0}^\leq = B_{0,N}^- = \emptyset\). Now suppose that \(1 \leq M \leq N\) and that (2.11) holds for all \(m < M\) and \(n = N\). By definition, an arbitrary element of \(B_{N,M}^\leq\) can be written in the form \(gh\) for \(g \in 1_N R 1_l, h \in 1_l R 1_M, l < M\). Then, for \(f \in B_{M,N}\), we have

\[ [f,gh] = [fg,h] + [hf,g] \in [1_M R 1_l, 1_l R 1_M] + [1_l R 1_N, 1_N R 1_l] \subseteq V_N, \]

where the final inclusion follows from the induction hypotheses. This proves that \([B_{M,N}, B_{N,M}^\leq] \subseteq V_N\). The proof that \([B_{M,N}, B_{N,M}] \subseteq V_N\) is analogous. This completes the proof of (2.11).
Now let \( W \) be the right-hand side of (2.10). For all \( m \leq n \), we must show that \([1_m R_{1n}, 1_n R_{1m}] \subseteq W\). By (2.11), it suffices to show that \( V_n \subseteq W \) for all \( n \in \mathbb{N} \). We prove this by induction on \( n \). The case \( n = 0 \) is immediate, since \( V_0 = [R_0, R_0] \). Suppose that \( N \geq 1 \) and that \( V_n \subseteq W \) for all \( n < N \). Since \( V_N = V_{N-1} + \sum_{m \leq N} \text{Span}_{\mathbb{k}} \{ B'_{m,N}, B'_{N,m} \} \), we must show that \([ B'_{m,N}, B'_{N,m}] \subseteq W \) for all \( m \leq N \).

First suppose that \( m < N \). Then \([ B'_{m,N}, B'_{N,m}] = [D_mD_{m,N}, D_{N,m}D_m] \). Now, for \( f \in D_mD_{m,N} \), \( g \in D_{N,m} \), \( h \in D_m \), we have

\[
[f, gh] = [fg, h] + [hf, g] \in [1_m R_{1m}, R_m] + \text{Span}_{\mathbb{k}} [D_mD_{m,N}, D_{N,m}] \subseteq V_m + W \subseteq W,
\]

where we have used (B2) to conclude that \( hf \in \text{Span}_k D_mD_{m,N} \), together with the induction hypothesis. Thus \([ B'_{m,N}, B'_{N,m}] \subseteq W \) when \( m < N \). On the other hand, we have \([ B'_{N,N}, B'_{N,N}] = [D_N, D_N] \subseteq W \). This completes the proof of the inductive step.

**Lemma 2.10.** We have

\[
(\bigoplus_{n \in \mathbb{N}} R_n) \cap \left( \sum_{m<n} \text{Span}_{\mathbb{k}} [D_mD_{m,N}, D_{N,m}] \right) = 0.
\]

**Proof.** Consider an arbitrary nonzero element

\[
\sum_{m<n} \sum_{f \in D_m, \ g \in D_{m,N}, \ h \in D_{m,N}} c_{f,g,h} [fg, h], \quad c_{f,g,h} \in \mathbb{k},
\]

of the second sum in (2.12). Choose the largest \( N \in \mathbb{N} \) such that \( c_{f,g,h} \neq 0 \) for some \( f \in D_m \), \( g \in D_{m,N} \), \( h \in D_{N,m} \), \( m < N \), and consider the following decomposition of (2.13):

\[
\sum_{m<n} \sum_{f \in D_m, \ g \in D_{m,N}, \ h \in D_{m,N}} c_{f,g,h} [fg, h] + \sum_{m<n} \sum_{f \in D_m, \ g \in D_{m,N}, \ h \in D_{m,N}} c_{f,g,h} (fg - hf).
\]

By (B1), the elements \( hfg \in I_N \) for \( f \in D_m \), \( g \in D_{m,N} \), \( h \in D_{N,m} \), are linearly independent. Since all the other terms appearing in (2.14) lie in \( \bigoplus_{m < N} 1_m R_{1m} \), the element (2.13) cannot lie in \( \bigoplus_{n \in \mathbb{N}} R_n \). \( \square \)

**Proposition 2.11.** Under the above assumptions on \( R \), the inclusion \( \bigoplus_{n \in \mathbb{N}} R_n \hookrightarrow R \) induces an isomorphism of graded \( \mathbb{k} \)-supermodules

\[\bigoplus_{n \in \mathbb{N}} C(R_n) \cong C(R).\]

**Proof.** In light of Lemma 2.8, we consider the composition

\[\varphi : \bigoplus_{n \in \mathbb{N}} R_n \hookrightarrow R_{\text{diag}} \twoheadrightarrow R_{\text{diag}}/[R, R]_{\text{diag}}.\]

By Lemmas 2.9 and 2.10, we have \( \ker(\varphi) = [R, R]_{\text{diag}} \cap \bigoplus_{n \in \mathbb{N}} R_n = \bigoplus_{n \in \mathbb{N}} [R_n, R_n] \).

It remains to be shown that \( \varphi \) is surjective. We do this by showing that \( \bigoplus_{n \in \mathbb{N}} 1_n R_{1n} + [R, R]_{\text{diag}} \) is contained in \( \text{im}(\varphi) \) by induction on \( N \). The result is clearly true for \( N = 0 \) since \( I_0 = 0 \), implying that \( 1_0 R_{10} = 0 \). Now assume \( N > 0 \). We have

\[I_N + [R, R]_{\text{diag}} = \sum_{n < N} 1_N R_{1n} R_{1N} + [R, R]_{\text{diag}} = \sum_{n < N} 1_n R_{1N} R_{1n} + [R, R]_{\text{diag}}.\]

Thus

\[1_N R_{1N} + [R, R]_{\text{diag}} = \left( R_N + [R, R]_{\text{diag}} \right) + (I_N + [R, R]_{\text{diag}}) = \left( R_N + [R, R]_{\text{diag}} \right) + \sum_{n < N} 1_n R_{1N} R_{1n} + [R, R]_{\text{diag}} \subseteq (R_N + [R, R]_{\text{diag}}) + \left( \bigoplus_{n < N} 1_n R_{1n} + [R, R]_{\text{diag}} \right).
\]

It then follows from the induction hypothesis that \( \bigoplus_{n \leq N} 1_n R_{1n} + [R, R]_{\text{diag}} \subseteq \text{im}(\varphi) \). Hence \( \varphi \) is surjective. \( \square \)
2.5. **Traces of linear categories.** Suppose \( C \) is a \( \k \)-linear graded supercategory. The *trace*, or zeroth Hochschild homology, of \( C \) is the graded \( \k \)-module

\[
\text{Tr}(C) := \left( \bigoplus_X \text{End}_C(X) \right) / \text{Span}_\k \{ f \circ g - (-1)^{\bar{f}\bar{g}} g \circ f \},
\]

where the sum is over all objects \( X \) of \( C \), and \( f \) and \( g \) run through all pairs of morphisms \( f : X \to Y \) and \( g : Y \to X \) in \( C \). We let \( \langle f \rangle \in \text{Tr}(C) \) denote the class of an endomorphism \( f \in \text{End}_C(X) \). If \( C \) is a \( \k \)-linear graded monoidal supercategory, then \( \text{Tr}(C) \) is a graded \( \k \)-superalgebra with multiplication given by

\[
\langle f \rangle \cdot \langle g \rangle = \langle f \otimes g \rangle.
\]

As shown in [BGHL14, Prop. 3.2], the trace is invariant under passage to the additive Karoubi envelope:

\[
\text{Tr}(\text{Kar}(C)) \cong \text{Tr}(C).
\]

The data of a \( \k \)-linear graded supercategory \( \mathcal{R} \) is the same as the data of a locally unital graded superalgebra \( R \). Under this identification, \( R \) is the object set of \( \mathcal{R} \), the identity endomorphism of the object \( X \), \( 1_Y R_{1_X} := \text{Hom}_R(X, Y) \), and multiplication in \( R \) is induced by composition in \( \mathcal{R} \). It then follows from Lemma 2.8 that

\[
\text{Tr}(\mathcal{R}) = C(R).
\]

If \( \mathcal{R}^\text{op} \) denotes the opposite supercategory of \( \mathcal{R} \), then (2.1) implies that we have an isomorphism of graded superalgebras

\[
\text{Tr}(\mathcal{R}) \cong \text{Tr}(\mathcal{R}^\text{op}).
\]

Let \( C^\text{rev} \) denote the reverse category of \( C \). This is the \( \k \)-linear graded monoidal supercategory that is equal to \( C \) as a \( \k \)-linear graded supercategory, but with tensor product given by \( X^\text{rev} \otimes Y^\text{rev} := (Y \otimes X)^\text{rev} \) and \( f^\text{rev} \otimes g^\text{rev} = (-1)^{\bar{f}\bar{g}} (g \otimes f)^\text{rev} \) for objects \( X, Y \) and morphisms \( f, g \). It follows that we have an isomorphism of graded superalgebras

\[
\text{Tr}(C^\text{rev}) \cong \text{Tr}(C) ^\text{op}, \quad \langle f^\text{rev} \rangle \mapsto \langle f \rangle.
\]

3. **Frobenius \( \mathcal{W} \)-algebras**

In this section we fix a symmetric graded Frobenius superalgebra \( A \). Our goal in this section is to associate to \( A \) a \( \mathcal{W} \)-algebra.

3.1. **Definition.**

**Lemma 3.1.** For \( f(X), g(X) \in \k[X] \) and \( m, n \in \mathbb{Z} \), we have

\[
f \left( X + \frac{m}{2} Y \right) g \left( X - \frac{n}{2} Y \right) - f \left( X - \frac{n}{2} Y \right) g \left( X + \frac{m}{2} Y \right) \in Y \k \subseteq \k[X, Y].
\]

**Proof.** Since the given expression is \( \k \)-linear in both \( f(X) \) and \( g(X) \), it suffices to consider the case where \( f(X) = X^r \) and \( g(X) = X^s \) for some \( r, s \in \mathbb{N} \). Then we have

\[
\left( X + \frac{m}{2} Y \right)^r \left( X - \frac{n}{2} Y \right)^s - \left( X - \frac{n}{2} Y \right)^r \left( X + \frac{m}{2} Y \right)^s = \sum_{i=0}^{\frac{s}{2}} \sum_{j=0}^{\frac{r}{2}} (-1)^{i+j} \left( \begin{array}{c} s/2 \\ i \end{array} \right) \left( \begin{array}{c} r/2 \\ j \end{array} \right) X^{r+s-i-j} \left( \frac{m}{2} \right)^i \left( \frac{n}{2} \right)^j Y^{i+j}.
\]

Since \( (-1)^{i+j} = (-1)^i \) when \( i + j \) is even, the result follows.

For \( f(X), g(X) \in \k[X] \) and \( m, n \in \mathbb{Z} \), define

\[
f(X) \star_{m,n} g(X) := \left. \frac{f \left( X + \frac{m}{2} Y \right) g \left( X - \frac{n}{2} Y \right) - f \left( X - \frac{n}{2} Y \right) g \left( X + \frac{m}{2} Y \right)}{Y} \right|_{Y^2 = \k} \in Z(A)[X].
\]
Now let $\mathfrak{D}(A)$ denote the Lie algebra with underlying vector space $C(A[X, z]$, and with Lie bracket
\begin{equation}
[af(X)z^m, bg(X)z^n] = (a \circ b)(f(X) \star_{m,n} g(X))z^{m+n},
\end{equation}
where we use the action (2.2) of the center on the cocenter. If $u$ and $v$ are indeterminates, we can write the relation (3.2) in terms of generating functions as
\begin{equation}
[a \exp(uX)z^m, b \exp(vX)z^n] = 2a \circ b \frac{\sinh\left(\frac{u}{2}u - \frac{v}{2}v\right)Y}{Y^{y^2 = k}} \exp(uX + vX)z^{m+n}.\end{equation}

It is a routine verification to check that this bracket is bilinear, alternating, and satisfies the Jacobi identity. We can extend the grading on $A$ to a Lie superalgebra grading on $\mathfrak{D}(A)$ by declaring $X$ to be even of degree $2d$.

Now, for $m \in \mathbb{N}$ and $f(X) \in \mathbb{k}[X]$, define
\begin{equation}
f_{(m)}(X^2) := \sum_{j=1}^{m} f\left(\frac{m+1-2j}{2}X\right) \in \mathbb{k}[X^2].
\end{equation}

By convention, $f_{(0)}(X^2) = 0$. We then define $f_{(m)}(X)$ to be the element of $Z(A)$ obtained from $f_{(m)}(X^2)$ by evaluating at $X^2 = \kappa$. Define $\Psi: \mathfrak{D}(A) \times \mathfrak{D}(A) \to \mathbb{k}$ by
\begin{equation}
\Psi(af(X)z^m, bg(X)z^n) = \begin{cases}
\text{tr}((fg)_{(m)}(k)a \circ b) & \text{if } m = -n \geq 0, \\
-\text{tr}((fg)_{(n)}(k)a \circ b) & \text{if } m = -n < 0, \\
0 & \text{if } m \neq -n.
\end{cases}
\end{equation}

In terms of generating functions, we have
\begin{equation}
\Psi(a \exp(uX)z^m, b \exp(vX)z^n) = \delta_{m,-n} \text{tr}\left(a \circ b \frac{\sinh\left(\frac{u}{2}(u+v)X\right)}{\sinh\left(\frac{v}{2}(u+v)X\right)}\big|_{X^2 = k}\right).
\end{equation}
(Note that, after cancelling a factor of $X$ from both the numerator and denominator of the ratio of hyperbolic sines, the denominator has nonzero constant term, hence is invertible.) It is a straightforward computation to verify that $\Psi$ is a 2-cocycle on $\mathfrak{D}(A)$.

We then define $\mathfrak{B}(A)$ to be the corresponding central extension of $\mathfrak{D}(A)$ by a one-dimensional vector space with generator $C$:
\begin{equation}
0 \to \mathbb{k}C \to \mathfrak{B}(A) \to \mathfrak{D}(A) \to 0.
\end{equation}

Thus, the Lie bracket on $\mathfrak{B}(A)$ is given by
\begin{equation}
[af(X)z^m, bg(X)z^n] = (a \circ b)(f(X) \star_{m,n} g(X))z^{m+n} + \Psi(az^m f(X), bz^n g(X))C,
\end{equation}
with the element $C$ being central. In terms of generating functions, we have
\begin{equation}
[a \exp(uX)z^m, b \exp(vX)z^n] = 2a \circ b \frac{\sinh\left(\frac{u}{2}(u+v)X\right)}{Y^{y^2 = k}} \exp(uX + vX)z^{m+n} + \delta_{m,-n} \text{tr}\left(a \circ b \frac{\sinh\left(\frac{v}{2}(u+v)X\right)}{\sinh\left(\frac{v}{2}(u+v)X\right)}\big|_{X^2 = k}\right)C.
\end{equation}

We extended the grading on $\mathfrak{D}(A)$ to one on $\mathfrak{B}(A)$ by putting $C$ in degree zero.

Let $W(A)$ denote the universal enveloping algebra of $\mathfrak{B}(A)$. For $m \in \mathbb{Z}$, $r \in \mathbb{N}$, and $a \in C(A)$, let
\begin{equation}
L_{m,r}(a) = aX^r z^m \in \mathfrak{B}(A).
\end{equation}

In addition to the degree grading, we define the rank grading and order filtration on $\mathfrak{B}(A)$ by setting
\begin{equation}
\text{rank } L_{m,r}(a) = m, \quad \text{ord } L_{m,r}(a) = r, \quad \text{rank } C = \text{ord } C = 0.
\end{equation}
When $A = \mathbb{k}$, these reduce to the usual rank grading and order filtration on $\mathfrak{W}_{1+\infty}$ (see [SV13, F.2]) under the isomorphism of Proposition 3.3 below.

Note that, for $m, n \in \mathbb{Z}$, $r, s \in \mathbb{N}$, $a, b \in C(A)$,

$$
\Psi(L_{m,0}(a), L_{n,0}(b)) = \delta_{m,-n} m \text{ tr}(a \circ b),
$$

$$
\Psi(L_{m,1}(a), L_{n,1}(b)) = \delta_{m,-n} \frac{m^3 - m}{12} \text{ tr}(\kappa a \circ b),
$$

$$
\Psi(L_{1,r}(a), L_{-1,s}(b)) = \delta_{r+s,0} \text{ tr}(a \circ b),
$$

$$
\Psi(L_{0,r}(a), L_{n,s}(b)) = 0, \quad \text{when } r + s \text{ is odd},
$$

$$
\Psi(L_{m,r}(a), L_{n,s}(b)) = 0 \quad \text{when } \kappa = 0 \text{ and } r + s > 0.
$$

Thus, for all $m, n \in \mathbb{Z}$, $r, s \in \mathbb{N}$, and $a, b \in C(A)$, we have

$$
[L_{m,0}(a), L_{n,0}(b)] = \delta_{m,-n} m \text{ tr}(a \circ b)C,
$$

$$
[L_{m,1}(a), L_{n,1}(b)] = (n-m)L_{m+n+1,1}(a \circ b) + \delta_{m,-n} \frac{m^3 - m}{12} \text{ tr}(\kappa a \circ b)C,
$$

$$
[L_{m,1}(a), L_{n,0}(b)] = nl_{m+n+1,0}(a \circ b),
$$

$$
[L_{0,2}(a), L_{n,r}(b)] = 2nL_{n,r+1}(a \circ b),
$$

$$
[L_{1,r}(a), L_{-1,s}(b)] = -\sum_{i=0}^{\lfloor \frac{r+s}{2} \rfloor} \binom{r+s}{2i+1} (\frac{\kappa}{4})^i L_{0,r+s-2i-1}(a \circ b) + \delta_{r+s,0} \text{ tr}(a \circ b)C,
$$

$$
[L_{1,0}(a), L_{n,r}(b)] = -\sum_{i=0}^{\lfloor \frac{r}{2} \rfloor} \binom{r}{2i+1} (\frac{\kappa}{4})^i L_{n+1,r-2i-1}(a \circ b) + \delta_{n,-1} \delta_{r,0} \text{ tr}(a \circ b)C.
$$

We see from (3.7) that algebra generated by the $L_{m,0}(a), m \in \mathbb{Z}$, $a \in C(A)$, is an analogue of an oscillator algebra. In particular, the $L_{m,0}(a), m \in \mathbb{Z} \setminus \{0\}, a \in C(A)$, generate a lattice Heisenberg algebra based on the lattice $C(A)$ with bilinear form $(a, b) \mapsto \text{ tr}(a \circ b)$. (See [LRS18, §2.1].) In addition, we see from (3.8) that the $L_{m,1}(a), m \in \mathbb{Z}, a \in C(A)$, generate an analogue of a Virasoro algebra.

**Remark 3.2** (Change of trace map). Suppose $(A, \text{tr}_1)$ and $(A, \text{tr}_2)$ are symmetric graded Frobenius superalgebras with the same underlying graded superalgebra $A$. As in Remark 2.3, we use subscripts to distinguish between the two, and define $e \in A$ as in (2.7). It is a straightforward computation to verify that we have an isomorphism of Lie algebras

$$
\mathfrak{W}_2(A) \xrightarrow{\sim} \mathfrak{W}_1(A), \quad af(X)z^n \mapsto af(eX)z^n, \quad C \mapsto C.
$$

Hence $\mathfrak{W}(A)$ and $W(A)$ are independent of the trace map on $A$, up to isomorphism. However, different choices of trace map give rise to different basis elements $L_{m,r}(a)$ of $\mathfrak{W}(A)$, and hence different presentations of $W(A)$.

### 3.2 Special cases

We now discuss some special cases of the Frobenius W-algebra $\mathfrak{W}(A)$ that are of particular importance. First, as we now explain, $\mathfrak{W}(A)$ is a Frobenius algebra generalization of the W-algebra $\mathfrak{W}_{1+\infty}$, which is the unique, up to isomorphism, central extension of the Lie algebra of regular differential operators on the circle. The Lie algebra $\mathfrak{W}_{1+\infty}$ has basis $\{C, w_{n,r} : n \in \mathbb{Z}, r \in \mathbb{Z}\}$ and, given formal variables $u$ and $v$, the relations are given by $w_{n,r} = D^r z^n$ with

$$
[\exp(uD)z^n, \exp(vD)z^m] = (\exp(mu) - \exp(mv)) \exp(uD + vD)z^{m+n} + \delta_{m,-n} \frac{\exp(-mu) - \exp(-nv)}{1 - \exp(u + v)} C.
$$

(See [KR93, (2.2.2)] and [SV13, F.2].)
Proposition 3.3. The linear map \( \mathcal{W}(\mathbb{k}) \to \mathcal{W}_{1+\infty} \) determined by
\[
X'z^n \mapsto \left(D + \frac{n+1}{2}\right)^r z^n, \quad C \mapsto C,
\]
is an isomorphism of Lie algebras.

Proof. We have
\[
[\exp(uX)z^m, \exp(vX)z^n] = \exp\left(\frac{m+1}{2}u + \frac{n+1}{2}v\right) [\exp(uD)z^m, \exp(vD)z^n]
\]
\[
= \exp\left(\frac{m+1}{2}u + \frac{n+1}{2}v\right) (\exp(mu) - \exp(mv)) \exp(uD + vD)z^{m+n}
\]
\[
+ \delta_{m,-n} \exp\left(\frac{m+1}{2}u + \frac{n+1}{2}v\right) \frac{\exp(-mu) - \exp(-mv)}{1 - \exp(u + v)} C
\]
\[
= \left(\exp\left(\frac{m}{2}u - \frac{n}{2}v\right) - \exp\left(\frac{m}{2}v - \frac{n}{2}u\right)\right) \exp(uX + vX)z^{m+n}
\]
\[
+ \delta_{m,-n} \frac{\exp\left(\frac{m+1}{2}u\right) - \exp\left(\frac{n+1}{2}v\right)}{1 - \exp(u + v)} C
\]
\[
= 2 \sinh\left(\frac{m}{2}u - \frac{n}{2}v\right) \exp(uX + vX)z^{m+n} + \delta_{m,-n} \frac{\sinh\left(\frac{m+1}{2}u\right)}{\sinh\left(\frac{n+1}{2}v\right)} C.
\]
Comparing to (3.5) and noting that \( \kappa = 1 \) completes the proof. \( \square \)

Remark 3.4. The linear map defined in Proposition 3.3 is related to the family of automorphisms \( \Theta_s, s \in \mathbb{k}, \) of \( \mathcal{W}_{1+\infty} \) defined in [KWY98, (2.11)], which fixes \( z \) and sends \( D \mapsto D + s \). In light of Proposition 3.3, the map \( \Theta_s \) can be viewed as an automorphism of \( \mathcal{W}_{1+\infty} \) sending \( D \) to \( X \).

In many cases of interest, the presentation of \( \mathcal{W}(A) \) simplifies considerably, as we now explain.

Proposition 3.5. If \( A \) is semisimple and \( \mathbb{k} \) is algebraically closed, then
\[
\mathcal{W}(A) \cong (C(A) \otimes \mathcal{W}_{1+\infty}) / (aC - \text{tr}(a)C : a \in C(A))
\]
as graded superalgebras, where \( C(A) \otimes \mathcal{W}_{1+\infty} \) is endowed with the Lie bracket
\[
[a \otimes x, b \otimes y] = (a \circ b)[x, y], \quad a, b \in C(A), \ x, y \in \mathcal{W}_{1+\infty}.
\]

Proof. By Remark 3.2 and Example 2.5, we may assume \( \kappa = 1 \). The result then follows from (3.4), as in the proof of Proposition 3.3. \( \square \)

Remark 3.6. Proposition 3.5 implies that \( \mathcal{W}(\mathbb{k} \Gamma) \) is isomorphic to the \( W \)-algebra introduced by Wang [Wan04] in his study of wreath products. However, if one chooses the trace map that is projection onto the identity element, as in Example 2.6, then \( \kappa = \sum g, h \Gamma ghg^{-1}h^{-1} \), and so the generating elements \( L_{m,r}(a) \) of a skew-zigzag algebra. Then we have
\[
X' \ast_{m,n} X^r = (rn - sm)X^{r+s-1},
\]
and (3.5) becomes
\[
\left[ a \exp(uX)z^m, b \exp(vX)z^n \right] = (a \circ b) (nu - mv) \exp(uX + vX)z^{m+n} + m\delta_{m,-n} \text{tr}(a \circ b) C.
\]
In particular,
\[
\left[ L_{m,r}(a), L_{n,s}(b) \right] = (rn - sm)L_{m+n,r+s-1}(a \circ b) + m\delta_{m,-n}\delta_{r+s,0} \text{tr}(a \circ b) C \quad \text{when} \ k = 0.
\]

Example 3.7 (Case \( \kappa = 0 \)). Suppose \( \kappa = 0 \). For instance, this is the case whenever \( A \) is nontrivially positively graded (in particular, when \( A \) is a skew-zigzag algebra). Then we have
\[
X' \ast_{m,n} X^r = (rn - sm)X^{r+s-1},
\]
and (3.5) becomes
\[
\left[ a \exp(uX)z^m, b \exp(vX)z^n \right] = (a \circ b) (nu - mv) \exp(uX + vX)z^{m+n} + m\delta_{m,-n} \text{tr}(a \circ b) C.
\]
3.3. Basis. Fix an ordered homogeneous basis $B_{C(A)}$ of $C(A)$. Note that $\mathfrak{W}(A)$ has a linear basis given by

\[ \{ L_n, a : n \in \mathbb{Z}, r \in \mathbb{N}, a \in B_{C(A)} \}. \]

**Definition 3.8.** Let $\triangleright$ be the order on $\mathbb{Z}$ given by

\[ \cdots \triangleright -2 \triangleright -1 \triangleright \cdots \triangleright 3 \triangleright 2 \triangleright 1 \triangleright 0. \]

In other words,

- $n \triangleright m$ if $n < 0$ and $m \geq 0$,
- $n \triangleright m$ if $n < m < 0$, and
- $n \triangleright m$ if $n > m \geq 0$.

Then let $\triangleright$ also denote the lexicographic order on $\mathbb{Z} \times \mathbb{N} \times B_{C(A)}$, using the order $\triangleright$ on $\mathbb{Z}$, the usual order $\triangleright$ on $\mathbb{N}$, and the given order $\triangleright$ on the basis $B_{C(A)}$. Finally, define the relation $\triangleright$ on $\mathbb{Z} \times \mathbb{N} \times B_{C(A)}$ by declaring that $(n_1, r_1, a_1) \triangleright (n_2, r_2, a_2)$ if

- $(n_1, r_1, a_1) \triangleright (n_2, r_2, a_2)$, or
- $d_1 = 0$ and $(n_1, r_1, a_1) = (n_2, r_2, a_2)$.

Then the PBW Theorem for Lie superalgebras implies the following proposition.

**Proposition 3.9.** Fix $k \in \mathbb{Z}$. As a $k$-module, the algebra $W(A)/(C - k)$ has basis

\[ \{ L_{m, r_1} (a_1) L_{m, r_2} (a_2) \cdots L_{m, r_t} (a_t) : t \in \mathbb{N}, (n, r, a) \in \mathbb{Z} \times \mathbb{N} \times B_{C(A)}, (n_1, r_1, a_1) \triangleright (n_2, r_2, a_2) \triangleright \cdots \triangleright (n_t, r_t, a_t) \}. \]

3.4. Symmetries. Note that, for $f(X), g(X) \in k[X]$ and $m, n \in \mathbb{Z}$, we have

\[ f(X) \ast_{-m-n} g(X) = -g(X) \ast_{m,n} f(X) \quad \text{and} \quad \Psi(a z^{-m} f(X), b z^{-n} g(X)) = -\Psi(a z^m f(X), b z^n g(X)). \]

It follows that we have an automorphism of graded algebras

\[ \omega : W(A) \cong W(A), \quad a f(X) z^n \mapsto (-1)^{m-1} a f(X) z^{-m}, \quad C \mapsto -C. \]

We also have an isomorphism of graded algebras

\[ \varphi : W(A) \cong W(A)_{op}, \quad a f(X) z^n \mapsto a f(X) z^{-n}, \quad C \mapsto C. \]

In particular, we have

\[ \omega(L_{m, r}(a)) = (-1)^{n-1} L_{-n, r}(a) \quad \text{and} \quad \varphi(L_{m, r}(a)) = L_{-n, r}(a). \]

4. The affine wreath product category

We recall here the affine wreath product category, which is the main building block of the Frobenius Heisenberg category to be discussed in Section 5. We continue to fix a graded Frobenius superalgebra $A$ with trace map of degree $-2d$.

4.1. Affine wreath product algebras. View $k[x_1, \ldots, x_n]$ as a graded algebra with each $x_i$ even of degree $2d$. Let $P_s(A)$ denote the graded algebra $A^\otimes k[x_1, \ldots, x_n]$ (tensor product of graded superalgebras), i.e. the algebra of polynomials in the commuting variables $x_1, \ldots, x_n$ with coefficients in $A^\otimes n$. Let $s_{i,j} \in S_n$ be the transposition of $i$ and $j$, and define $s_i := s_{i,j+1}$. The symmetric group $S_n$ acts on $A^\otimes n$ by superpermutations; so that

\[ s_i(a_n \otimes \cdots \otimes a_1) = (-1)^{\bar{a}_i a_{i+1}} a_n \otimes \cdots \otimes a_{i+2} \otimes a_i \otimes a_{i+1} \otimes a_{i-1} \otimes \cdots \otimes a_1. \]

Note that we number factors from right to left.

For $a \in A$ and $1 \leq i \leq n$, define

\[ a^{(i)} := 1^\otimes (n-i) \otimes a \otimes 1^\otimes (i-1) \in A^\otimes n. \]
Then, for $1 \leq i < j \leq n$, define
\begin{equation}
\tau_{i,j} := \sum_{b \in B_A} b^{(j)} (b^\vee)^{(i)}, \quad \tau_i := \tau_{i,i+1}.
\end{equation}

Note that the $\tau_{i,j}$ do not depend on the choice of basis $B_A$. It follows from (2.4) that
\begin{equation}
\tau_{i,j} \lambda = s_{i,j}(\lambda) \tau_{i,j}, \quad \lambda \in A^\otimes n.
\end{equation}

In particular, this gives that $\tau_i \lambda = s_i(\lambda) \tau_i$.

For $i = 1, \ldots, n-1$, define the Demazure operator $\partial_i: P_n(A) \to P_n(A)$ to be the even degree zero homogeneous linear map defined by
\begin{equation}
\partial_i(p) := \tau_i a \frac{p - s_i(p)}{x_{i+1} - x_i} = s_i(a) \tau_i \frac{p - s_i(p)}{x_{i+1} - x_i}, \quad a \in A^\otimes n, \quad p \in k[x_1, \ldots, x_n].
\end{equation}

Equivalently, we have that
\begin{equation}
\partial_i(f) = \frac{\tau_i f - s_i(f) \tau_i}{x_{i+1} - x_i}, \quad f \in P_n(A).
\end{equation}

Note also that the Demazure operators satisfy the twisted Leibniz identity
\begin{equation}
\partial_i(f g) = \partial_i(f) g + s_i(f) \partial_i(g), \quad f, g \in P_n(A).
\end{equation}

(See also [Sav20, §4.1].)

The affine wreath product algebra $W_{r_n}^\text{aff}(A)$ is the graded vector superspace $P_n(A) \otimes kS_n$ viewed as a graded superalgebra with multiplication defined so that $P_n(A)$ and $kS_n$ are subsuperalgebras and
\begin{equation}
s_i f = s_i(f) s_i + \partial_i(f), \quad f \in P_n(A), \quad i \in \{1, 2, \ldots, n-1\}.
\end{equation}

Up to isomorphism, $W_{r_n}^\text{aff}(A)$ depends only on the underlying graded superalgebra $A$, and not on the trace map; see [Sav20, Lem. 3.2].

We have a filtration of graded superalgebras of $W_{r_n}^\text{aff}(A)$ given by
\begin{equation}
W_{r_n}^\text{aff}(A)_0 \subseteq W_{r_n}^\text{aff}(A)_1 \subseteq \cdots,
\end{equation}

where $W_{r_n}^\text{aff}(A)_{\leq r}$ is the subsuperalgebra of $W_{r_n}^\text{aff}(A)$ spanned by elements $f \otimes \pi$, where $\pi \in kS_n$ and $f \in P_n(A)$ has polynomial degree (i.e. degree in the $x_i$) less than or equal to $r$.

4.2. The affine wreath product category. The affine wreath product category $W_{r_n}^\text{aff}(A)$ is a strict graded monoidal category whose nonzero morphism spaces are the algebras $W_{r_n}^\text{aff}(A)$ for all $n \geq 0$. Formally, it is the strict $k$-linear graded monoidal category generated by one object $\uparrow$, morphisms
\begin{equation}
\begin{array}{ccc}
\uparrow: & \uparrow \to \uparrow, & \otimes: \uparrow \otimes \uparrow \to \uparrow \otimes \uparrow, \\
\uparrow^a: & \uparrow \to \uparrow, & a \in A,
\end{array}
\end{equation}

of degrees
\begin{equation}
\deg(\uparrow) = 2d, \quad \deg(\otimes) = 0, \quad \deg(\uparrow^a) = \deg a,
\end{equation}

parities $0$, $0$, and $\bar{a}$ (respectively), and subject to the relations
\begin{equation}
\begin{array}{r}
\uparrow + \mu \uparrow = \lambda \uparrow + \mu \uparrow, \quad a \uparrow = \mu a, \quad \lambda, \mu \in k, \\
\uparrow = \uparrow, \quad \mu \uparrow = \lambda \uparrow + \mu \uparrow, \quad a \uparrow = a \uparrow,
\end{array}
\end{equation}

\begin{equation}
\begin{array}{r}
a \otimes = a \otimes, \quad b \otimes = b \otimes, \quad a \otimes = a \otimes, \quad a, b \in A.
\end{array}
\end{equation}
We refer to the morphisms \( \downarrow a \) as tokens and the morphisms \( \uparrow \) as dots. It is immediate from this definition that there is an isomorphism of graded algebras

\[
\tau_n : \text{Wr}_n^{\text{aff}}(A) \to \text{End}_{\text{Wr}_n^{\text{aff}}(A)}(\uparrow^{\otimes n})
\]

sending \( s_i \) to a crossing of the \( i \)-th and \((i + 1)\)-st strings, \( x_j \) to a dot on the \( j \)-th string, and \( a^{(j)} \) to a token labelled \( a \) on the \( j \)-th string. Here we number strings by 1, 2, \ldots from right to left. Using \( \tau_n \), we can identify the algebra \( \text{Wr}_n^{\text{aff}}(A) \) with \( \text{End}_{\text{Wr}_n^{\text{aff}}(A)}(\uparrow^{\otimes n}) \). Since \( \text{Hom}_{\text{Wr}_n^{\text{aff}}(A)}(\uparrow^{\otimes m}, \uparrow^{\otimes n}) = 0 \) when \( m \neq n \), we have an isomorphism of graded \( k \)-modules

\[
(\tau_n)_{n \in \mathbb{N}} : \bigoplus_{n \in \mathbb{N}} C(\text{Wr}_n^{\text{aff}}(A)) \xrightarrow{\cong} \text{Tr}(\text{Wr}_n^{\text{aff}}(A)).
\]

We refer to the morphisms in \( \text{Wr}_n^{\text{aff}}(A) \) defined by the elements \( \tau_{i,j} \in \text{Wr}_n^{\text{aff}}(A)_{2d} \) from (4.2) as teleporters, and denote them by a line segment connecting tokens on strings \( i \) and \( j \):

\[
\tau_{i,j} = \sum_{b \in B_A} b \quad \tau_{i,j} \quad \tau_{i,j} = \sum_{b \in B_A} \bar{b} \quad \tau_{i,j} = \sum_{b \in B_A} \bar{b} \quad \tau_{i,j}.
\]

Note that we do not insist that the tokens in a teleporter are drawn at the same horizontal level, the convention when this is not the case being that \( b \) is on the higher of the tokens and \( \bar{b} \) is on the lower one. We will also draw teleporters in larger diagrams. When doing so, we add a sign of \((-1)^{\bar{y}}\) in front of the \( b \) summand in (4.15), where \( y \) is the sum of the parities of all morphisms in the diagram vertically between the tokens labeled \( b \) and \( \bar{b} \). For example,

\[
a \uparrow \quad \tau_{i,j} \quad \tau_{i,j} = \sum_{b \in B_A} (-1)^{\bar{a}+\bar{c}} \bar{b} \quad a \uparrow \quad \tau_{i,j} = \sum_{b \in B_A} \bar{b} \quad \tau_{i,j} = \sum_{b \in B_A} \bar{b} \quad \tau_{i,j}.
\]

This convention ensures that one can slide the endpoints of teleporters along strands:

\[
a \uparrow \quad \tau_{i,j} \quad \tau_{i,j} = a \uparrow \quad \tau_{i,j} \quad \tau_{i,j} = a \uparrow \quad \tau_{i,j} = \tau_{i,j} \quad \tau_{i,j} = a \uparrow \quad \tau_{i,j} = a \uparrow \quad \tau_{i,j}.
\]

Using teleporters, the first relation in (4.12) can now be written as

\[
\tau_{i,j} - \tau_{i,j} = \tau_{i,j}.
\]

Composing with the crossing on the top and bottom, we see that we also have the relation

\[
\tau_{i,j} - \tau_{i,j} = \tau_{i,j}.
\]

It follows from (4.3) that tokens can “teleport” across teleporters (justifying the terminology) in the sense that, for \( a \in A \), we have

\[
\tau_{i,j} = \tau_{i,j} = \tau_{i,j} = \tau_{i,j} = \tau_{i,j} = \tau_{i,j} = \tau_{i,j}.
\]

where the strings can occur anywhere in a diagram (i.e. they do not need to be adjacent). The endpoints of teleporters slide through crossings and dots, and they can teleport too. For example we have

\[
\tau_{i,j} = \tau_{i,j} = \tau_{i,j} = \tau_{i,j} = \tau_{i,j} = \tau_{i,j}.
\]
5. The Frobenius Heisenberg category

We now recall the definition of the Frobenius Heisenberg category. We follow the definition of [BSW20a, Def. 5.1], which is a slight modification of the original definition in [Sav19]. When $k = -1$, this category was introduced earlier in [RS17].

**Definition 5.1.** The Frobenius Heisenberg category $\mathcal{Heis}_k(A)$ of central charge $k \in \mathbb{Z}$ is the strict graded monoidal category generated by objects $\uparrow$ and $\downarrow$ and morphisms

\[
\uparrow: \uparrow \to \uparrow, \quad \bigotimes: \uparrow \otimes \uparrow \to \uparrow \otimes \uparrow, \quad a: \uparrow \to \uparrow, \quad a \in A, \\
\bigcup: \bigotimes \to \bigotimes, \quad \bigcup: \uparrow \otimes \downarrow \to \downarrow, \quad \bigcup: \downarrow \otimes \uparrow \to \downarrow,
\]

subject to certain relations. The degree and parities of the dot, crossing, and token are as in (4.9), while the cups/caps are even of degrees

\[
(5.1) \quad \deg(\bigcup) = kd, \quad \deg(\bigcap) = -kd, \quad \deg(\uparrow) = -kd, \quad \deg(\downarrow) = kd.
\]

The defining relations are (4.10) to (4.12), plus the following additional relations:

\[
(5.2) \quad \bigcup = \bigcup, \quad \bigcap = \bigcap,
\]

\[
(5.3) \quad a \otimes \bigcap = -\delta_{r,k-1} \text{tr}(a) \quad \text{if} \ 0 \leq r < k, \quad a \bigcap = \delta_{r,-k-1} \text{tr}(a) \quad \text{if} \ 0 \leq r < -k,
\]

\[
(5.4) \quad \bigotimes = \delta_{k,0} \quad \text{if} \ k \leq 0, \quad \bigotimes = \delta_{k,0} \quad \text{if} \ k \geq 0,
\]

\[
(5.5) \quad \bigcup = \bigcup + \sum_{r,s \geq 0} \bigotimes, \quad \bigcap = \bigcap + \sum_{r,s \geq 0} \bigotimes.
\]

Note that the relations (5.5) involve some diagrammatic shorthands which have not yet been defined. In particular, we are using the left and right crossings defined by

\[
(5.6) \quad \bigotimes := \bigcup \bigcap, \quad \bigotimes := \bigcap \bigcup.
\]

In addition, the sums in (5.5) also involve negatively-dotted bubbles. To interpret these, one first uses the second relation in (4.12) to collect the tokens which arise on expanding the definitions of the teleporters into a single token. Then the negatively-dotted bubbles labelled by $a \in A$ are defined by

\[
(5.7) \quad r \bigotimes_a := \sum_{b_1, \ldots, b_r \in \mathbb{B}_A} \det \left( b_{i+j+k}^{b_i b_j} \right)_{i,j=1}^{r+1}, \quad r < k,
\]

\[
(5.8) \quad r+1 \bigotimes_a := (-1)^r \sum_{b_1, \ldots, b_r \in \mathbb{B}_A} \det \left( b_{i+j-k}^{i-j-k} b_i b_j \right)_{i,j=1}^{r+1}, \quad r < -k,
\]

with the convention that $b_0^\vee := a$ and $b_{r+1} := 1$. The determinants here mean the usual Laplace expansions keeping the non-commuting variables in each monomial ordered in the same way as the columns from which they are taken (see [Sav19, (17)]), and we interpret them as $\text{tr}(a)$ if $r + 1 = 0$ or as 0 if $r + 1 < 0$. Note in particular that the sums in (5.5) are actually finite according to these definitions. This concludes the definition of $\mathcal{Heis}_k(A)$.

Up to isomorphism, $\mathcal{Heis}_k(A)$ depends only on the underlying graded superalgebra $A$, and not on its trace map; see [BSW20a, Lem. 5.3]. As explained in the proof of [Sav19, Th. 1.2], the defining relations
of $\Heis_k(A)$ imply that the following, which is a $(1 + k \dim A) \times 1$ matrix or a $1 \times (1 - k \dim A)$ matrix, respectively, is an isomorphism in the additive envelope of $\Heis_k(A)$:

\[
\begin{cases}
0 \leq r \leq k - 1, \ b \in B_A \ : \ : \uparrow \otimes \downarrow \otimes \uparrow \oplus b^{k \dim A} & \text{if } k \geq 0, \\
0 \leq r \leq -k - 1, \ b \in B_A \ : \ : \uparrow \otimes \downarrow \otimes \uparrow \oplus (-k \dim A) & \text{if } k < 0.
\end{cases}
\]  

(5.9)

Remark 5.2. (a) The category $\Heis_{-1}(\mathbb{k})$ is the original Heisenberg category introduced in [Kho14]. The definition was extended to arbitrary central charge $k$ in [MS18, Bru18].

(b) The category $\Heis_0(\mathbb{k})$ is the affine oriented Brauer category of [BCNR17]. The categories $\Heis_0(A)$ can be viewed as Frobenius algebra deformations of the affine oriented Brauer category.

(c) When $A$ is a skew-zigzag algebra, the category $\Heis_{-1}(A)$ was studied in [CL12, §6.1].

We will need some other relations, which are proved in [Sav19, Th. 1.3]. The relation (5.2) means that $\downarrow$ is right dual to $\uparrow$ (in the appropriate graded sense). In fact, we also have

\[\downarrow \uparrow = \downarrow, \quad \uparrow \downarrow = \uparrow,\]

(5.10)

and so $\downarrow$ is also left dual to $\uparrow$. Thus $\Heis_k(A)$ is rigid. In fact, $\Heis_k(A)$ admits a strictly pivotal structure. We define downward tokens, dots, and crossings by

\[
\begin{align*}
\downarrow \alpha := & \downarrow \alpha = \downarrow \alpha, & \downarrow \beta := & \downarrow \beta = \downarrow \beta, \\
\downarrow \gamma := & \downarrow \gamma = \downarrow \gamma = \downarrow \gamma = \downarrow \gamma.
\end{align*}
\]

It follows that dots, tokens, and crossings slide over cups and caps. We will sometimes draw dots and tokens at the critical point of cups and caps since this causes no ambiguity.

There is a natural symmetry between the categories $\Heis_k(A)$ and $\Heis_{-k}(A)$ that we now describe. For an object $X$ in $\Heis_k(A)$, let $\Omega_k(X)$ be the object of $\Heis_{-k}(A)$ obtained by replacing all $\uparrow$’s with $\downarrow$’s and $\downarrow$’s with $\uparrow$’s. Now let $f: X \to Y$ be a morphism in $\Heis_k(A)$ represented by some diagram. Let $x$ be the total number of crossings and let $y$ be the total number of odd tokens in the diagram. Then let $\Omega_k(f): \Omega_k(Y) \to \Omega_k(X)$ be the morphism in $\Heis_{-k}(A)$ defined by the reflection of the diagram $f$ in a horizontal axis multiplied by $(-1)^{x+y}$. Then there is an isomorphism of strict graded monoidal categories

\[\Omega_k: \Heis_k(A) \rightarrow \Heis_{-k}(A)^{\text{op}}, \quad X \mapsto \Omega_k(X), \quad f \mapsto \Omega_k(f)^{\text{op}}.\]

(5.11)

We also have an isomorphism

\[\Phi_k: \Heis_k(A) \rightarrow (\Heis_k(A)^{\text{op}})^{\text{rev}} = (\Heis_k(A)^{\text{rev}})^{\text{op}}\]

(5.12)

given by rotating diagrams through $180^\circ$, then multiplying by $(-1)^y$, where $y$ is the number of odd tokens.

The bubbles (both genuine and fake) satisfy the infinite grassmannian relations: for $a, b \in A$, we have

\[a \widehat{\otimes} b = -\delta_{r,k-1} \operatorname{tr}(a) \quad \text{if } r \leq k - 1, \quad \otimes_a^r = \delta_{r,-k-1} \operatorname{tr}(a) \quad \text{if } r \leq -k - 1,\]

(5.13)

\[\sum_{r \in \mathbb{Z}} a \hat{\otimes}^r b = -\delta_{n,0} \operatorname{tr}(ab) 1_{\mathbb{Z}}.\]

(5.14)
We also have the curl relations
\begin{equation}
\epsilon_{a} \otimes \epsilon_{s} = \sum_{s \geq 0} r_{s-1} \otimes \epsilon_{s}, \quad \epsilon_{r} = - \sum_{s \geq 0} \epsilon_{s} \otimes r_{s-1},
\end{equation}
the bubble slide relations
\begin{equation}
\begin{aligned}
\epsilon_{a} \otimes \epsilon_{s} &= \epsilon_{a} \otimes \epsilon_{s} - \sum_{r \geq 0} r_{s-t} \otimes \epsilon_{a}, \\
\epsilon_{s} \otimes \epsilon_{a} &= \epsilon_{s} \otimes \epsilon_{a} - \sum_{r \geq 0} \epsilon_{s} \otimes r_{s-t},
\end{aligned}
\end{equation}
and the alternating braid relation
\begin{equation}
\begin{aligned}
\epsilon_{a} \otimes \epsilon_{s} - \epsilon_{s} \otimes \epsilon_{a} &= \sum_{r \geq 0} r_{s-t} \otimes \epsilon_{a}, \\
&\quad + \sum_{s \geq 0} \epsilon_{s} \otimes r_{s-t}.
\end{aligned}
\end{equation}

The center of $\text{Heis}_{k}(A)$, consisting of closed diagrams, is a Frobenius analogue of the ring of symmetric functions, as we now explain. Let $\text{Sym}(A)$ denote the graded symmetric superalgebra generated by the graded super vector space $C(A)[x]$, where $x$ here is an even indeterminate of degree 2. For $n \in \mathbb{Z}$ and $a \in A$, let $h_{n}(a) \in \text{Sym}(A)$ denote
\begin{equation}
h_{n}(a) := \begin{cases}
0 & \text{if } n < 0, \\
\text{tr}(a) & \text{if } n = 0, \\
(a) x^{n-1} & \text{if } n > 0.
\end{cases}
\end{equation}
This defines an even homogeneous linear map $h_{n} : A \to \text{Sym}(A)$ of degree $2(n-1)$. Since $h_{n}(a)$ depends only on the image of $a \in C(A)$, we can define $h_{n}(a) = h_{n}(a)$. If $B_{C(A)}$ is a homogeneous basis of $C(A)$, then $\text{Sym}(A)$ is the graded supercommutative superalgebra generated freely by the elements $h_{r}(a)$, $r \geq 1$, $a \in B_{C(A)}$, with deg($h_{r}(a)$) = $2d(r-1) + \deg(a)$ and $\overline{h_{r}}(a) = \overline{a}$.

**Lemma 5.3 ([BSW20a, Lem. 7.1]).** For each $n \in \mathbb{Z}$, there is a unique even homogeneous linear map $e_{n} : A \to \text{Sym}(A)$ of degree $(n-1)d$ such that
\[ \sum_{e \in B_{C}} e(a;u)h(c;v)b;u) = \text{tr}(ab), \quad \text{for all } a, b \in A, \]
where we are using the generating functions
\[ e(a;u) := \sum_{n \geq 0} e_{n}(a)u^{-n}, \quad h(a;u) := \sum_{n \geq 0} h_{n}(a)u^{-n} \in \text{Sym}(A)[u^{-1}]. \]

For $r \in \mathbb{Z}$, we define a map
\begin{equation}
p_{r} : A \to \text{Sym}(A), \quad p_{r}(a) := \begin{cases}
0 & \text{if } r \leq 0, \\
\sum_{s \geq 1} \sum_{b \in B_{C}} (-1)^{s-1} s^r_{r-s}(b)e_{s}(b;v)a) & \text{if } r > 0.
\end{cases}
\end{equation}

**Corollary 5.4.** We have an isomorphism of graded commutative algebras
\begin{equation}
\beta_{k} : \text{Sym}(A) \to \text{End}_{\text{Heis}_{k}(A)}(1),
\end{equation}
\begin{equation}
e_{r}(a) \mapsto (-1)^{r-1} \otimes \epsilon_{a}, \quad h_{r}(a) \mapsto r_{r-1} \otimes \epsilon_{a}, \quad p_{r}(a) \mapsto \sum_{s \geq 0} s \otimes r_{s-t} \otimes \epsilon_{a}, \quad r \in \mathbb{Z}, \ a \in A.
\end{equation}

**Proof.** It follows from Lemma 5.3 and (5.14) that we have a well-defined homomorphism of graded algebras with image of $e_{r}(a)$ and $h_{r}(a)$ as in (5.20). The fact that $\beta_{k}$ is an isomorphism follows from the basis theorem [BSW20a, Th. 7.2] for $\text{Heis}_{k}(A)$. The expression for the image of $p_{r}(a)$ follows from (5.19). \(\square\)
Extraordinary W-algebras and traces of Frobenius Heisenberg categories. Example 5.5. We can identify \( \text{Sym}(\mathbb{k}) \) with the ring of symmetric functions with coefficients in \( \mathbb{k} \) by identifying \( e_n(1) \) with the \( n \)-th elementary symmetric function. Then \( h_n(1) \) is the \( n \)-th homogeneous symmetric function (this follows from [Mac95, (2.6)]) and \( p_n(1) \) is the \( n \)-th power sum symmetric function (see [Mac95, p. 33]).

Recalling the symmetries (5.11) and (5.12), we see that

\[
\beta_{-1}^{-1} \circ \Omega_k \circ \beta_k : e_r(a) \mapsto (-1)^{r-1} h_r(a), \quad h_r(a) \mapsto (-1)^{r-1} e_r(a), \quad p_r(a) \mapsto -p_r(a),
\]

(5.21)

\[
\beta_{-1}^{-1} \circ \Phi_k \circ \beta_k = \text{id}_{\text{Sym}(A)}.
\]

(5.22)

It follows from the basis theorem [BSW20a, Th. 7.2] for \( \text{Heis}_k(A) \) that the natural functor

\[
t_n : \mathcal{W}_{\text{aff}}(A) \to \text{End}_{\text{Heis}_k(A)}(\uparrow^\otimes n),
\]

(5.23)

which we also denote by \( t_n \).

Similarly, viewing \( A^{\text{op}} \) as a graded Frobenius superalgebra with trace map \( \text{tr} \) being the same underlying linear map as for \( A \), we have a faithful functor of \( \mathbb{k} \)-linear graded monoidal supercategories

\[
j : \mathcal{W}_{\text{aff}}(A^{\text{op}}) \to \text{Heis}_k(A),
\]

(5.25)

taking \( \uparrow \) to \( \downarrow \) and mapping each string diagram in \( \mathcal{W}_{\text{aff}}(A) \) to the same diagram in \( \text{Heis}_k(A) \), a faithful functor of \( \mathbb{k} \)-linear graded monoidal supercategories

\[
j_n : \mathcal{W}_{\text{aff}}(A^{\text{op}}) \to \text{End}_{\text{Heis}_k(A)}(\downarrow^\otimes n)
\]

(5.26)

sending \( -s_i \) to the crossing of the \( i \)-th and \( (i+1) \)-st strings, \( x_j \) to a dot on the \( j \)-th string, and \( a^{(j)} \) to a token labelled \( a \) on the \( j \)-th string.

6. Trace of the Frobenius Heisenberg category

In this section we prove our main result: a linear isomorphism between the trace of the Frobenius Heisenberg category and a central reduction of the Frobenius W-algebra.

For \( n \geq 1 \), \( r \in \mathbb{N} \), and \( a \in A \), define

\[
\hat{L}_{n,r}(a) := t_n \left( a^{(1)} \left( \frac{x_1 + x_2 + \cdots + x_n}{n} \right)^r \rho_n \right),
\]

(6.1)

\[
L_{n,r} := \left( \hat{L}_{n,r} \right) \in \text{Tr}(\text{Heis}_k(A)),
\]

\[
\hat{L}_{n,r}(a) := (-1)^{n-1} j_n \left( a^{(1)} \left( \frac{x_1 + x_2 + \cdots + x_n}{n} \right)^r \rho_n \right),
\]

(6.2)

\[
L_{n,r} := \left( \hat{L}_{n,r} \right) \in \text{Tr}(\text{Heis}_k(A)),
\]

where \( \rho_n \) is the cycle \((1, 2, \ldots, n) \in S_n \) and \( a^{(1)} \) is defined as in (4.1). (In fact, it follows from (4.10) and (4.12) that we could replace \( a^{(1)} \) by \( a^{(i)} \) for any \( 1 \leq i \leq n \).) For \( r \in \mathbb{N} \), \( a \in C(A) \), we recursively define \( \hat{L}_{0,r}(a) \) by

\[
\hat{L}_{0,r}(a) := \frac{-1}{r+1} \beta_k(p_{r+1}(a)) - \frac{1}{r+1} \sum_{i=1}^{\left\lfloor r/2 \right\rfloor} \binom{r+1}{2i+1} \hat{L}_{0,r-2i}(ak^i/4^i),
\]

(6.3)

and set \( L_{0,r} = \left( \hat{L}_{0,r}(a) \right) \). In particular, we have

\[
\hat{L}_{0,0}(a) = \bigotimes_{a}^k \bigotimes_{a}^k = \bigotimes_{a}^k \bigotimes_{a}^k,
\]

(6.4)

\[
\hat{L}_{0,1}(a) = \bigotimes_{a}^{1-k} - \frac{1}{2} \left( \bigotimes_{a}^{1-k} - \frac{1}{2} \right),
\]

(6.5)
\[
(6.6) \quad \hat{L}_{0,2}(a) = \circlearrowright_{a}^{2-k} - \circlearrowleft_{a}^{1-k} + \frac{1}{1-k} - \frac{1}{1-k} - \frac{1}{1-k} \cdot
\]

Note that, for \( n \in \mathbb{Z}, \ r \in \mathbb{N}, \) and \( a \in A, \) the element \( \hat{L}_{n,r}(a) \) depends only on \( n, \ r, \) and the image \( a \) of \( a \) in \( C(A). \) So we can define \( \hat{L}_{n,r}((a)) := \hat{L}_{n,r}(a) \) and \( \hat{L}_{n,r}((a)) = \hat{L}_{n,r}(a). \)

The superalgebra \( \text{Tr}(\text{Heis}_k(A)) \) inherits the degree grading from \( \text{Heis}_k(A). \) In also has a rank grading given by the total number of up strands minus the total number of down strands, and an order filtration given by number of dots. In particular, rank \( \hat{L}_{m,r}(a) = m \) and \( \hat{L}_{m,r}(a) \) lives in order \( \leq r. \) (Compare to (3.6).)

Recall the order \( \geq \) on \( \mathbb{Z} \times \mathbb{N} \times B_{C(A)} \) from Definition 3.8. The main result of the current section is the following.

**Theorem 6.1.** As a \( k \)-module, the algebra \( \text{Tr}(\text{Heis}_k(A)) \) has basis

\[
\{\hat{L}_{n_1,r_1}(a_1)\hat{L}_{n_2,r_2}(a_2)\cdots\hat{L}_{n_t,r_t}(a_t) : t \in \mathbb{N}, \ (n_i, r_i, a_i) \in \mathbb{Z} \times \mathbb{N} \times B_{C(A)}, \quad (n_1, r_1, a_1) > (n_2, r_2, a_2) > \cdots > (n_t, r_t, a_t)\}.
\]

Therefore, the map

\[
(6.7) \quad \zeta_k : W(A)/(C - k) \to \text{Tr}(\text{Heis}_k(A)),
\]

\[
\hat{L}_{n_1,r_1}(a_1)\hat{L}_{n_2,r_2}(a_2)\cdots\hat{L}_{n_t,r_t}(a_t) \mapsto \hat{L}_{n_1,r_1}(a_1)\hat{L}_{n_2,r_2}(a_2)\cdots\hat{L}_{n_t,r_t}(a_t),
\]

\( t \in \mathbb{N}, \ (n_1, r_1, a_1) > (n_2, r_2, a_2) > \cdots > (n_t, r_t, a_t) \), is an isomorphism of \( k \)-modules. This map preserves the degree grading, rank grading, and order filtration.

The proof of Theorem 6.1 will occupy the remainder of this section. Our first step is to give a triangular decomposition of \( \text{Tr}(\text{Heis}_k(A)) \).

Since the maps \( \iota_n \) and \( j_n \) defined in (5.23) and (5.25) are homomorphisms of graded algebras, they induce homomorphisms of graded \( k \)-modules

\[
\langle \iota_n \rangle : C(W^n_{\text{aff}}(A)) \to \text{Tr}(\text{Heis}_k(A)), \quad \langle \iota_n \rangle (\langle y \rangle) = \langle \iota_n(y) \rangle, \quad y \in W^n_{\text{aff}}(A),
\]

\[
\langle j_n \rangle : C(W^n_{\text{aff}}(A^{\text{op}})) \to \text{Tr}(\text{Heis}_k(A)), \quad \langle j_n \rangle (\langle y \rangle) = \langle j_n(y) \rangle, \quad y \in W^n_{\text{aff}}(A^{\text{op}}).
\]

Define

\[
\langle i \rangle := \langle \iota_n \rangle_{n \in \mathbb{N}} : \bigoplus_{n \in \mathbb{N}} C(W^n_{\text{aff}}(A)) \to \text{Tr}(\text{Heis}_k(A)),
\]

\[
\langle j \rangle := \langle j_n \rangle_{n \in \mathbb{N}} : \bigoplus_{n \in \mathbb{N}} C(W^n_{\text{aff}}(A^{\text{op}})) \to \text{Tr}(\text{Heis}_k(A)).
\]

In addition, since \( \text{Sym}(A) \) is supercommutative, hence canonically isomorphic to its cocenter, we have a homomorphism of graded \( k \)-modules

\[
\langle \beta_k \rangle : \text{Sym}(A) \to \text{Tr}(\text{Heis}_k(A)), \quad \langle \beta_k \rangle (\langle f \rangle) = \langle \beta_k(f) \rangle, \quad f \in \text{Sym}(A).
\]

**Proposition 6.2.** We have isomorphisms of graded \( k \)-modules

\[
\langle j \rangle \otimes \langle i \rangle \otimes \langle \beta_k \rangle : \bigoplus_{m,n \in \mathbb{N}} C(W^m_{\text{aff}}(A^{\text{op}})) \otimes C(W^n_{\text{aff}}(A)) \otimes \text{Sym}(A) \cong \text{Tr}(\text{Heis}_k(A)), \quad \text{if } k \geq 0,
\]

\[
\langle i \rangle \otimes \langle j \rangle \otimes \langle \beta_k \rangle : \bigoplus_{m,n \in \mathbb{N}} C(W^m_{\text{aff}}(A^{\text{op}})) \otimes C(W^n_{\text{aff}}(A^{\text{op}})) \otimes \text{Sym}(A) \cong \text{Tr}(\text{Heis}_k(A)), \quad \text{if } k \leq 0.
\]

**Proof.** Suppose \( k \geq 0, \) the case \( k \leq 0 \) being analogous. It follows from (5.9) that every object of \( \text{Heis}_k(A) \) is isomorphic to a direct sum of objects of the form \( \downarrow \otimes \uparrow \otimes \downarrow, \) \( m, n \in \mathbb{N}. \) Let \( C \) be the full subcategory of \( \text{Heis}_k(A) \) whose objects are \( \downarrow \otimes \uparrow \otimes \downarrow, \) \( m, n \in \mathbb{N}. \) Then, by [BHLW17, Lem. 2.1], we have \( \text{Tr}(\text{Heis}_k(A)) \cong \text{Tr}(C). \)
Now, for $m \in \mathbb{Z}$, let $C^{(m)}$ be the full subcategory of $\mathcal{Heis}_k(A)$ whose objects are $\bigoplus_{i \geq 0} \otimes^{m+n} \uparrow^n$ for $n \geq \max(0, -m)$. Then there are no morphisms between objects in $C^{(m)}$ and $C^{(n)}$ for $m \neq n$. In other words, $C = \bigoplus_{m \in \mathbb{Z}} C^{(m)}$. Hence $\text{Tr}(C) = \bigoplus_{m \in \mathbb{Z}} \text{Tr}(C^{(m)})$.

As in Section 2.5, we can view $C^{(m)}$ as a locally unital graded superalgebra $R$ with system of idempotents $\{1_n := 1_{X_n} : n \geq \max(0, -m)\}$, where $X_n := \bigoplus_{i \geq 0} \otimes^{m+n} \uparrow^n$. For each $n_1, n_2 \geq \max(0, -m)$, an $(X_{n_1}, X_{n_2})$-matching is a bijection between the sets

\[ \{\uparrow \text{ in } X_{n_1}\} \cup \{\downarrow \text{ in } X_{n_2}\} \text{ and } \{\downarrow \text{ in } X_{n_1}\} \cup \{\uparrow \text{ in } X_{n_2}\}. \]

A reduced lift of an $(X_{n_1}, X_{n_2})$-matching is a string diagram representing a morphism $X_{n_1} \to X_{n_2}$ such that

- the endpoints of each string are points which correspond under the given matching;
- there are no floating bubbles and no dots or tokens on any string;
- there are no self-intersections of strings and no two strings cross each other more than once.

Fix a set $D(n_2, n_1)$ consisting of a choice of reduced lift for each $(X_{n_1}, X_{n_2})$-matching. Then choose a basis $B_1$ of $\text{End}_{\mathcal{Heis}_k(A)}(1)$. Now, for $n, n_1, n_2 \geq \max(0, -m)$, define the following:

- If $n_1 > n_2$, let $D_{n_2, n_1}$ denote the set of all morphisms that can be obtained from the elements of $D(n_2, n_1)$ containing no cups by adding to each string involved in a cap a nonnegative number of dots near the terminus of the string and one element of $B_A$ to the string.
- If $n_1 < n_2$, let $D_{n_2, n_1}$ denote the set of all morphisms that can be obtained from the elements of $D(n_2, n_1)$ containing no cups by adding to each string involved in a cap a nonnegative number of dots near the terminus of the string and one element of $B_A$ to the string.
- Let $D_{n, n} = \{1_{X_n}\}$.
- Let $D_n$ denote the set of all morphisms that can be obtained from the elements of $D(n, n)$ containing no cups or caps by adding to each string a nonnegative number of dots near the terminus of the string and one element of $B_A$ to the string, and then placing an element of $B_\pi$ to the right of all the strings.

It follows from the basis theorem [BSW20a, Th. 7.2] for $\mathcal{Heis}_k(A)$ that the sets $D_{n_2, n_1}$, $D_n$ satisfy the conditions (B1) and (B2) from Section 2.4, where

\[ R_n = J\left(\text{Wr}_{m+n}^\text{aff}(A^{\text{op}})\right) \otimes I\left(\text{Wr}_n^\text{aff}(A)\right) \otimes \text{End}_{\mathcal{Heis}_k(A)}(1). \]

In fact, in [BSW20a, Th. 7.2], the basis elements of $\mathcal{Heis}_k(A)$ have dots near the termini of the strands connecting the top and bottom of the diagram, whereas here we place the dots on such strands in the middle of the diagram, above all the caps and below all the cups. But the proof of [BSW20a, Th. 7.2] goes through with this modification, or we can use the fact that dots slide through crossings modulo diagrams with fewer dots. Now the proposition follows from Proposition 2.11. \hfill \Box

In light of Proposition 6.2, in order to compute $\text{Tr}(\mathcal{Heis}_k(A))$ as a graded $k$-supermodule, it suffices to compute $C(\text{Wr}_n^\text{aff}(A))$. By (4.14), we may instead compute $\text{Tr}(\text{Wr}_n^\text{aff}(A))$.

For $n \geq 1$, $r \in \mathbb{N}$, and $a \in A$, define, via the map (4.13),

\[ \mathcal{L}_{n, r}(a) := t_n \left( a^{(1)} X_r \rho_n \right) \in \text{End}_{\text{Wr}_n^\text{aff}(A)}(\uparrow^{m+n}), \quad \mathcal{L}'_{n, r}(a) := \left( \mathcal{L}'_{n, r}(a) \right) \in \text{Tr}(\text{Wr}_n^\text{aff}(A)). \]

As for $\mathcal{L}_{n, r}(a)$, the element $\mathcal{L}'_{n, r}(a)$ depends only on the image $\langle a \rangle$ of $a$ in $C(A)$. So we may define $\mathcal{L}'_{n, r}(\langle a \rangle) := \mathcal{L}'_{n, r}(a)$.

**Proposition 6.3.** The trace $\text{Tr}(\text{Wr}_n^\text{aff}(A))$ is spanned over $k$ by the elements

\[ (6.8) \quad \mathcal{L}'_{n_1, r_1}(a_1) \mathcal{L}'_{n_2, r_2}(a_2) \cdots \mathcal{L}'_{n_t, r_t}(a_t), \quad t \in \mathbb{N}, \quad (n_i, r_i, a_i) \in \mathbb{Z}_{\geq 0} \times \mathbb{N} \times B_C(A), \quad (n_1, r_1, a_1) > (n_2, r_2, a_2) > \cdots > (n_t, r_t, a_t). \]
Proof. We will suppress the map \( t_n \) and identify \( W_{n}^{\text{aff}}(A) \) with \( \text{End}_{W^{\text{aff}}_{n}}( \uparrow^m \otimes \downarrow^n ) \). Since
\[
\text{Hom}_{W^{\text{aff}}_{n}}( \uparrow^m \otimes \downarrow^n , \uparrow^m \otimes \downarrow^n ) = 0 \quad \text{for} \quad m \neq n,
\]
it suffices to fix \( n \in \mathbb{N} \), and show that every element of \( C(W^{\text{aff}}_{n}(A)) \) is a linear combination of elements of the form (6.8).

We proceed by induction on the filtration (4.8). First consider \( W^{\text{aff}}_{n}(A)_0 = A^\otimes n \rtimes \mathcal{S}_n \). Let \( a \in A^\otimes n \) and \( \pi \in \mathcal{S}_n \). Conjugating by the appropriate permutation, we have that \( \langle a \pi \rangle = \langle a_{i_1} \rho_{n_1} \rangle \cdots \langle a_{i_t} \rho_{n_t} \rangle \) for some \( a_{i_1}, \ldots, a_{i_t} \in A^\otimes n \) and \( n_1 \geq \cdots \geq n_t \). Then, using the fourth relation in (4.10), together with the trace relation, we can move all tokens to the rightmost string in each cycle. This completes the argument for \( W^{\text{aff}}_{n}(A)_0 \).

Now suppose that \( l \geq 1 \) and that \( C \left( W^{\text{aff}}_{n}(A)_{\leq l-1} \right) \) is spanned by elements of the form (6.8). Suppose \( f \in P_n(A) \) has polynomial degree \( r \) and \( \pi \in \mathcal{S}_n \). Again, conjugating by an appropriate permutation, we can assume \( \pi \) is a product of cycles of weakly decreasing length, modulo terms in \( W^{\text{aff}}_{n}(A)_{l-1} \). (Here we use the fact that dots slide through crossings, modulo terms with fewer dots.) Then we move all tokens to the rightmost strand in each cycle. Finally, we slide all dots to the rightmost strand, again using the fact that dots slide through modulo terms with fewer dots.

Finally, if \( a \) is odd, then
\[
\hat{L}_{n,t}^c(a) \hat{L}_{n,t}^h(a) = \frac{1}{2} [ \hat{L}_{n,t}^c(a), \hat{L}_{n,t}^h(a) ] \in \left[ W^{\text{aff}}_{n}(A), W^{\text{aff}}_{n}(A) \right].
\]
\( \square \)

Corollary 6.4. The trace \( \text{Tr}(W^{\text{aff}}_{n}(A)) \) is spanned over \( \mathbb{k} \) by the elements
\[
L_{n_1, r_1}(a_1) L_{n_2, r_2}(a_2) \cdots L_{n_t, r_t}(a_t), \quad t \in \mathbb{N}, \quad (n_i, r_i, a_i) \in \mathbb{Z}_{>0} \times \mathbb{N} \times \mathcal{B}_{C(A)},
\]
\[
(n_1, r_1, a_1) \gg (n_2, r_2, a_2) \gg \cdots \gg (n_t, r_t, a_t).
\]

Proof. As in the proof of Proposition 6.3, it suffices to show that every element of \( C(W^{\text{aff}}_{n}(A)) \) is a linear combination of elements of the form (6.9). Choose an order on the set
\[
\{(n_1, r_1, a_1), \ldots, (n_t, r_t, a_t) : t \in \mathbb{N}, (n_i, r_i, a_i) \in \mathbb{Z}_{>0} \times \mathbb{N} \times \mathcal{B}_{C(A)}, n_1 + \cdots + n_t = n\}
\]
compatible with the partial order given by the total number \( \sum_i r_i \) of dots. This order induces an order on the corresponding elements (6.8) and (6.9). Since dots on cycles can be slid to the rightmost strand modulo diagrams with fewer dots, we see that the transition matrix from the elements (6.8) to (6.9) is unitriangular. Hence the corollary follows from Proposition 6.3. \( \square \)

For \( n \geq 1 \), define the nested right cups and left caps
\[
cup_n := \uparrow^{\otimes n} \otimes \downarrow^{\otimes n} = \underbrace{1 \to \uparrow^{\otimes n} \otimes \downarrow^{\otimes n} \to 1}_{\vdots}, \quad \text{cap}_n := \downarrow^{\otimes n} \otimes \uparrow^{\otimes n} = \underbrace{1 \to \uparrow^{\otimes n} \otimes \downarrow^{\otimes n} \to 1}_{\vdots}.
\]

We define \( \cup_0 = \text{cap}_0 = 1 \). Then, for \( n \in \mathbb{N} \), consider the \( \mathbb{k} \)-linear map
\[
W_{n}^{\text{aff}}(A) \to \text{End}_{\mathcal{A}_{\text{aff}}}(\mathbf{1}), \quad z \mapsto \text{cap}_n \circ (z \otimes 1_{\mathcal{A}}) \circ \cup_n.
\]
Diagrammatically, this map closes a diagram off to the right. This map factors through the cocenter \( C(W_{n}^{\text{aff}}(A)) \), and so we have the induced map
\[
\theta_k : C \left( W_{n}^{\text{aff}}(A) \right) \to \text{Sym}(A), \quad \langle z \rangle \mapsto \beta_k^{-1} \left( \text{cap}_n \circ (z \otimes 1_{\mathcal{A}}) \circ \cup_n \right).
\]
of degree \(-2kdn\).

Recall that \( \text{Sym}(A) \) is a supercommutative superalgebra freely generated by \( h_i(a), r \geq 1, a \in \mathcal{B}_{C(A)} \), where the generator \( h_i(a) \) has degree \( 2d(r - 1) + \text{deg}(a) \) and parity \( \bar{a} \). Thus \( \text{Sym}(A) \) has a basis given by the monomials
\[
h_{r_1}(a_1) h_{r_2}(a_2) \cdots h_{r_t}(a_t), \quad t \in \mathbb{N}, \quad r_1 \geq \cdots \geq r_t, \quad a_1, \ldots, a_t \in \mathcal{B}_{C(A)}, \quad a_i \neq a_{i+1} \quad \text{when} \quad r_i = r_{i+1}.
\]

Consider another grading on \( \text{Sym}(A) \), which we call \textit{bubble number}, given by \( \text{bub}(h_i(a)) = r - 1 \). Thus, amongst monomials the elements (6.11) of a given degree, the elements with the smallest bubble number
are those with the smallest value of $\sum_{i=1}^t \deg(a_i)$. We now fix an order $\leq$ on the set of monomials (6.11) compatible with the partial order given by degree and, amongst monomials of the same degree, compatible with the partial order given by bubble number. When we speak of higher order terms below, we mean with respect to the order $\leq$. 

**Proposition 6.5.** Assume $k \leq 0$, and suppose, $t \in \mathbb{N}, a_1, \ldots, a_t \in B_{C(A)}, n_1, \ldots, n_t \geq 1$ and $f_i \in \mathbb{k}[x_1, \ldots, x_{n_i}]$ is a monomial of polynomial degree $r_i$ for $1 \leq i \leq t$. Then

$$
\theta_k \left( (f_1 a_1^{(1)} \rho_{n_1}) \otimes \cdots \otimes (f_t a_t^{(1)} \rho_{n_t}) \right) = \pm h_{r_1-1}(a_1) h_{r_2-2}(a_2) \cdots h_{r_t-1}(a_t) + \text{higher order terms}.
$$

**Proof.** We prove the result by induction on $n := n_1 + \cdots + n_t$. The case $n = 0$ (i.e. $t = 0$) is trivial, so suppose $n \geq 1$. Let $\theta'_k = \beta_k \circ \theta_k$ and set $z = (f_1 a_1^{(1)} \rho_{n_1}) \otimes \cdots \otimes (f_t a_t^{(1)} \rho_{n_t})$. Suppose $n_t \geq 2$ and define $r \in \mathbb{N}$ and $f'_i \in \mathbb{k}[x_1, \ldots, x_{n_i-1}]$ such that $f_i = f'_i \otimes a_i^{(1)} x_{n_i}$. Then, using square brackets to denote the closure of a diagram to the right as in (6.10), we have

$$
\theta'_k(z) = \left[ f'_1 a_1 \cdots f'_t a_t \right] + \text{higher order terms}.
$$

Repeating this process, we have

(6.12) \hspace{1cm} \theta'_k(z) = \left[ f'_1 a_1 \cdots f'_{t-1} a_{t-1} \right] + \text{higher order terms}.

In addition, if $n_t = 1$, we immediately have (6.12). We then use the bubble slide relations (5.16) and the induction hypothesis to see that

$$
\theta'_k(z) = \left[ f'_1 a_1 \cdots f'_{t-1} a_{t-1} \right] \otimes a_t \otimes r_{t+(1-n_t)k} + \text{higher order terms}.
$$

Since

$$
\beta_k^{-1} \left( a_t \otimes r_{t+(1-n_t)k} \right) = h_{r_t-1}(a_t),
$$

the result now follows by induction. \hfill \Box

**Corollary 6.6.** The elements (6.9) are a basis for $\text{Tr}(W^\text{aff}_k(A))$ as a $\mathbb{k}$-module.

**Proof.** In light of Corollary 6.4, it remains to show that the elements (6.9) are linearly independent. Consider a finite collection of these elements. Choose $k \in \mathbb{Z}$ such that $-k$ is larger than all the $r_i$ appearing in this finite collection. Then Proposition 6.5 implies that this set of elements is linearly independent. \hfill \Box

**Lemma 6.7.** For $r \in \mathbb{N}$ and $a \in C(A)$, we have that

$$
\widehat{L}_{0,r}(a) - \bigoplus_{a}^{r-k}
$$

is contained in the subalgebra of $\text{End}_{\text{Frob}(A)}(\mathbb{1})$ generated by $\bigoplus_{a}^{s-k}, 0 \leq s < r, b \in C(A)$. 

Proof. Let $R_r$ be the subalgebra of $\text{End}_{\mathcal{H}\text{eis}}(A)(1)$ generated by $\bigotimes_{b}^{a} r^{-k}$, $0 \leq s < r, b \in A$. First note that

$$\beta_k(p_{r+1}(a)) \equiv (5.13) -(r+1) \bigotimes_{s+t=r+1}^{a} s^{-k} + \sum_{s+t=r+1}^{a} s \bigotimes_{s+t=r+1}^{a} r^{-k} + R_r.$$ 

The lemma then follows from (6.3) by induction on $r$. \hfill \square

**Corollary 6.8.** The elements

$$\tilde{L}_{0, l_1}(a_1) \tilde{L}_{0, l_2}(a_2) \cdots \tilde{L}_{0, l_t}(a_t), \quad t \in \mathbb{N}, \ (r_1, a_1) \in \mathbb{N} \times B_C(A), \ (0, r_1, a_1) \gg \cdots \gg (0, r_1, a_t),$$

form a basis for $\text{End}_{\mathcal{H}\text{eis}}(A)(1)$.

**Proof.** This follows from Lemma 6.7 and Corollary 5.4, together with the fact that $\text{Sym}(A)$ is a polynomial algebra in the $e_r(a), r \in \mathbb{N}, a \in B_C(A)$. \hfill \square

**Proof of Theorem 6.1.** Theorem 6.1 now follows from Proposition 6.2 and Corollaries 6.6 and 6.8. \hfill \square

**Conjecture 6.9.** The map (6.7) is an isomorphism of graded superalgebras.

We discuss some evidence for Conjecture 6.9 in Section 7.

We can now see that the symmetries (5.11) and (5.12) of the Frobenius Heisenberg category correspond to the involutions (3.16) and (3.17). The maps (3.16) and (3.17) induce isomorphisms of graded algebras

$$\omega_k: W(A)/(C-k) \xrightarrow{\cong} W(A)/(C+k) \quad \text{and} \quad \varphi_k: W(A)/(C-k) \xrightarrow{\cong} (W(A)/(C-k))^{op}.$$ 

**Proposition 6.10.** We have

$$\zeta_k \circ \omega_k = \langle \Omega_k \rangle \circ \zeta_k \quad \text{and} \quad \zeta_k \circ \varphi_k = \langle \Phi_k \rangle \circ \zeta_k.$$ 

**Proof.** It follows from (6.1) and (6.2) that $\langle \Omega_k\rangle(L_{n,r}(a)) = (-1)^{n-1} L_{n,r}(a)$ and $\langle \Phi_k\rangle(L_{n,r}(a)) = L_{n,r}(a)$ for $n \neq 0$. This matches (3.18). The case $n = 0$ follows from (5.21), (5.22), and (6.3). \hfill \square

**Remark 6.11.** When $A = \mathbb{k}, W_n^{\text{aff}}(\mathbb{k})$ is the degenerate affine Hecke algebra, whose cocenter was first computed by Solleveld in [Sol10]. Solleveld’s result was a key ingredient in the arguments of [CLLS18]. The methods of the current paper give a completely different approach to computing this cocenter, and make the arguments here independent of [Sol10]. This new approach utilizes the action of the trace of $\mathcal{H}\text{eis}_k(A)$ on its center, together with the basis theorem [BSW20a, Th. 7.2] for $\mathcal{H}\text{eis}_k(A)$. Note that to compute the cocenter of $W_n^{\text{aff}}(A)$, whose definition is independent of $k$, we perform computations in $\mathcal{H}\text{eis}_k(A)$ for large values of $|k|$. This illustrates the value of a thorough knowledge of the Frobenius Heisenberg category at arbitrary central charge.

7. Comments on the conjecture

In this section we discuss Conjecture 6.9, including giving some evidence for its veracity.

7.1. Special cases. When $A = \mathbb{k}, W_n^{\text{aff}}(\mathbb{k})$ is the degenerate affine Hecke algebra, whose cocenter was first computed by Solleveld in [Sol10]. Solleveld’s result was a key ingredient in the arguments of [CLLS18]. The methods of the current paper give a completely different approach to computing this cocenter, and make the arguments here independent of [Sol10]. This new approach utilizes the action of the trace of $\mathcal{H}\text{eis}_k(A)$ on its center, together with the basis theorem [BSW20a, Th. 7.2] for $\mathcal{H}\text{eis}_k(A)$. Note that to compute the cocenter of $W_n^{\text{aff}}(A)$, whose definition is independent of $k$, we perform computations in $\mathcal{H}\text{eis}_k(A)$ for large values of $|k|$. This illustrates the value of a thorough knowledge of the Frobenius Heisenberg category at arbitrary central charge.

(7.1)

$$\bigotimes_{b}^{a} = 0.$$ 

By (6.4), the bubble on the right-hand side of (7.1) is $\tilde{L}_{0,0}(1)$. For this reason, the isomorphism in [CLLS18, Th. 1] is between the trace of Khovanov’s Heisenberg category and $\mathcal{W}_{1+\infty}(C-1, \omega_{0,0})$ (see the discussion above Proposition 3.3 for notation); the quotienting by $w_{0,0}$ corresponding to the relation (7.1). There are also some sign differences between the treatment in [CLLS18] and that of the current paper. These arise from the fact that, in [CLLS18], they consider the central charge $k = -1$ Heisenberg category, but compare to the $C = 1$ quotient of $\mathcal{W}_{1+\infty}$. 

---

**MICHAEL REEKS AND ALISTAIR SAVAGE**
The obstacle to employing the methods of [CLLS18] to compute the trace of the general Frobenius Heisenberg category $\mathcal{Heis}_k(A)$ is that the proof of [CLLS18, Th. 1] does not involve directly showing that the map from the trace of the Heisenberg category to $\mathcal{W}_{1+\infty}/(C-1, w_{0,0})$ is an algebra isomorphism. Rather, it uses the fact that $\mathcal{W}_{1+\infty}$ has a rather small set of generators, and computes the action of these generators (and their counterparts in the trace of the Heisenberg category) on a faithful Fock space representation. When one moves to the setting of general central charge $k$ or to a more general Frobenius algebra $A$, one needs a much larger set to generate the corresponding algebra $\mathcal{W}(A)$. The computation of the required relations involving these generators is much more complicated.

Nevertheless, when $k = \pm 1$ and the operation $\diamond$ has a unit element (e.g. when $A$ is the group algebra of a finite group as in Example 2.6), one can use the methods of [CLLS18] to prove Conjecture 6.9. More precisely, one can show that $\mathcal{W}(A)$ is generated by $L_{-1,0}(a), L_{1,0}(a), L_{0,2}(a), a \in C(A)$. Then the diagrammatic computations in Section 7.3 are sufficient to mimic the arguments of [CLLS18].

7.2. The single cycle phenomenon. We can view the Lie algebra $\mathfrak{g}(A)$ naturally as the Lie subalgebra of $\mathcal{W}(A)$ (with the usual commutator as Lie bracket) spanned by the $L_{m,r}(a)$, $m \in \mathbb{Z}$, $r \in \mathbb{N}$, $a \in C(A)$, and the central element $C$. Under the isomorphism $\zeta_k$ of Theorem 6.1, $\mathfrak{g}(A)$ then corresponds to the span of the $L_{m,r}(a)$. In other words, the image of $\mathfrak{g}(A)$ under the map $\zeta_k$ is spanned by the classes of single cycles (the $L_{m,r}(a)$, $m \neq 0$) and the $\beta_k(p_r(a))$, $r \in \mathbb{N}_+$ (see (6.3)). Thus, Conjecture 6.9 would imply that, when one computes the commutator $[L_{n,r}(a), L_{m,s}(b)]$, for $m + n \neq 0$, one can write it as the image in the trace of polynomial in dots and tokens on the single cycle of length $|n + m|$, where the strands are oriented up if $n + m > 0$ and down if $n + m < 0$.

Now suppose that the Frobenius superalgebra $A$ is nontrivially positively graded. Then $k = 0$ and, by (3.15), we have $[L_{m,r}(a), L_{n,s}(b)] = (mn - sm)L_{m+n,r+s-1}(a \circ b)$ when $m + n \neq 0$. If we somehow knew that the commutator $[L_{m,r}(a), L_{n,s}(b)]$ could be written as a single cycle, it would not be hard to see that $[L_{m,r}(a), L_{n,s}(b)] = (mn - sm)L_{m+n,r+s-1}(a \circ b)$. The coefficient of $mn - sm$ arises from moving the $r$ dots in $L_{m,r}(a)$ past the $n$ strands in $L_{n,s}(b)$ and the $s$ dots in $L_{n,s}(b)$ past the $m$ strands in $L_{m,r}(a)$, using (4.16) and (4.17). Then, by degree considerations, we know that the commutator cannot involve the element $L_{m+n,r}(c)$ for any $t < r + s - 1$, $c \in C(A)$. Thus, we can rearrange the dots on the $(m + n)$-cycle at will, knowing that all error terms (the terms coming from the teleporter in (4.16) and (4.17)) must cancel. In this way we obtain $(mn - sm)L_{m+n,r+s-1}(a \circ b)$.

7.3. Some diagrammatic commutation relations. As evidence towards Conjecture 6.9, we compute here some diagrammatic commutation relations. As noted in Section 7.1, these are sufficient to prove Conjecture 6.9 in the case that $k = \pm 1$ and $\diamond$ has a unit element. To keep the computations as uncluttered as possible, we will omit the angled brackets indicating the image of an element in the trace.

The first computation is a diagrammatic analogue of (3.10).

Lemma 7.1. For $n \in \mathbb{Z}$, $r \in \mathbb{N}$ and $a, b \in A$, we have

$$[L_{0,2}(a), L_{n,r}(b)] = 2nL_{n,r+1}(a \circ b).$$

Proof. The result is clear if $n = 0$, since then $\hat{L}_{0,2}(a), \hat{L}_{n,r}(b) \in \text{End}_{\mathcal{Heis}_k(A)}(1)$, which is supercommutative. Now suppose $n > 0$. A straightforward computation using the bubble slide relations (5.16) shows that

$$\hat{L}_{0,2}(a) \xrightarrow{b} = (-1)^{ab} \xrightarrow{a} \hat{L}_{0,2}(a) + 2 \xrightarrow{a \circ b} \hat{L}_{n,r}(b).$$

Then (7.2) follows by using this relation to commute $\hat{L}_{0,2}(a)$ past each strand appearing in $\hat{L}_{n,r}(b)$. The case $n < 0$ is analogous.

The next result should be compared to (3.11) and (6.3).
Proposition 7.2. For $r, s \geq 0$, in $\text{Tr}(\text{Heis}_s(A))$ we have

$$[\mathcal{L}_{r,s}(a), \mathcal{L}_{-r,s}(b)] = \frac{a}{r + s + r - u} \frac{b}{s + u} - (1)\frac{a}{r + s + r - u} \frac{b}{s + u} = \beta_k(p_{r,s}(a \circ b)) + \delta_{r+s,0}k \text{tr}(a \circ b).$$

Proof. In $\text{Tr}(\text{Heis}_s(A))$, we compute

$$\frac{a}{r + s + r - u} \frac{b}{s + u} - \sum_{t \geq r+1} (t - r) a \frac{b}{s + u}$$

$$= \sum_{t \geq r+1} (t - r) a \frac{b}{s + u} - \sum_{t \geq r+1} (t - r) a \frac{b}{s + u}$$

$$= \sum_{t \geq r+1} (t - r) a \frac{b}{s + u} - \sum_{t \geq r+1} (t - r) a \frac{b}{s + u}$$

$$= \sum_{t \geq r+1} (t - r) a \frac{b}{s + u} - \sum_{t \geq r+1} (t - r) a \frac{b}{s + u}$$

The result then follows from (5.19).\qed
The following result should be compared to (3.9).

**Lemma 7.3.** For \( m, n \in \mathbb{N} \) and \( a, b \in A \), we have

\[
[\mathcal{L}_{m,1}(a), \mathcal{L}_{n,0}(b)] = n\mathcal{L}_{m+n,0}(a \circ b).
\]

**Proof.** When \( n = 0 \), (7.3) follows immediately from the fact that \( \hat{\mathcal{L}}_{0,0}(b) \) is strictly central by (5.16). The bubble slide relations (5.16) also imply that

\[
\mathcal{L}_{0,1}(a) \uparrow^b = (-1)^{\delta b} \mathcal{L}_{0,1}(a) + \uparrow^{a e b}.
\]

Then (7.3) follows for \( m = 0, n \geq 1 \), by using the above relation to commute \( \hat{\mathcal{L}}_{0,1}(a) \) past each strand in \( \hat{\mathcal{L}}_{n,0}(b) \).

It remains to consider the case \( m, n \geq 1 \). In order to make the diagrams easier to read, we draw them in the case \( m = 4, n = 3 \); the general case is analogous. In \( \text{Tr}(\text{Heis}_s(A)) \), we have

\[
(7.4)
\]

where the dot is on an arbitrary strand in the \( m \)-cycle. We now slide this dot towards the top of the diagram. As it passes through each of the \( n \) crossings, the relation (4.17) gives an extra term which is an \( (m+n) \)-cycle with no dots and a token \( a \circ b \). Relation (7.3) follows. \( \square \)

Finally, note that it follows from (3.4) that \( [L_{m,r}(a), L_{n,s}(b)] = 0 \) whenever \( a \circ b = 0 \). The diagrammatic analogue of this is the following.

**Proposition 7.4.** If \( m, n \in \mathbb{Z}, r, s \in \mathbb{N}, a, b \in A \), and \( a \circ b = 0 \), then

\[
[L_{m,r}(a), L_{n,s}(b)] = 0.
\]

**Proof.** To compute this commutation relation, we begin as in (7.4), except that our diagrams can carry more dots, and our strands can be oriented in opposite directions. Each time we slide a dot through a crossing, we pick up terms that are a single cycle with a token labeled \( a \circ b \), which is zero. Thus, dots slide through strands, giving the desired relation. \( \square \)
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