Interest in understanding and factorizing learned embedding spaces is growing. For instance, recent concept-based explanation techniques analyze a machine learning model in terms of interpretable latent components. Such components have to be discovered in the model’s embedding space, e.g., through independent component analysis (ICA) or modern disentanglement learning techniques. While these unsupervised approaches offer a sound formal framework, they either require access to a data generating function or impose rigid assumptions on the data distribution, such as independence of components, that are often violated in practice. In this work, we link conceptual explainability for vision models with disentanglement learning and ICA. This enables us to provide first theoretical results on how components can be identified without requiring any distributional assumptions. From these insights, we derive the disjoint attributions (DA) concept discovery method that is applicable to a broader class of problems than current approaches, but yet possesses a formal identifiability guarantee. In an extensive comparison against component analysis and over 300 state-of-the-art disentanglement models, DA stably maintains superior performance, even under varying distributions and correlation strengths.

1 Introduction

Modern computer vision systems represent images in high-dimensional embedding spaces. To unveil why an image is considered to be similar to a certain class, interest in understanding these embeddings, e.g., via conceptual explanations [25, 28, 12, 47, 1, 22], is increasing. The goal is to scrutinize a given encoder by decomposing its embedding space into individual directions which correspond to exactly one interpretable concept of an image at a time. Yet, the problem of concept discovery, i.e., finding such interpretable directions, is hard and its definition is still a topic of discussion [31, 47].

Concurrently, disentanglement learning [17, 8, 32] offers a more formal perspective on the problem. Here, it is also assumed that there exist interpretable ground-truth components, which are analogous to concepts from a conceptual explanations viewpoint [23]. The images are seen as random samples from the distribution of these components, which are decoded into the image-domain via an image-generating process. The goal is to subsequently build a generative model and an embedding-space that is disentangled, i.e., each latent dimension corresponds to precisely one ground-truth component. There is a growing body of literature on the conditions under which this can be theoretically
In this work, we show that such a trace imprinted on the functional form of the data-generating process will also be visible in how a given encoder processes the data. Yet, we show that the prominent independent mechanisms property leaves no distinct enough trace. Thus, we propose a novel property on the data-generating process, and prove that its trace within corresponding encoders, termed disjoint attributions (DA), is strong enough to ensure identifiability of the disentangled components.

In summary, our work offers the following contributions: (1) We propose a transfer lemma that transfers functional traces from the disentanglement literature to encoder embedding spaces. (2) We propose the disjoint attributions criterion and prove the disentanglement of the original components up to permutation and scale. (3) We utilize DA for a concept discovery algorithm for encoder embedding spaces that has a theoretical identifiability guarantee without requiring distributional assumptions. (4) To test its identifiability promise in practice, we first apply it to the aforementioned correlated disentanglement setting [45], where it shows increased performance against an extensive collection of state-of-the-art disentanglement approaches [17, 26, 30]. The performance is upheld across datasets and various correlations and even when approaches are composed with post-hoc ICA. (5) We put DA to the test with an encoder trained on a purely discriminative task and further apply it on the high-dimensional, real-world CUB-200-2011 dataset [45] with a ResNet50 [16] classifier.
2 Related work

From the multitude of works conducted on the identification and interpretation of components in latent spaces, our work is motivated by conceptual explanations but technically closest to the domains of disentanglement learning and ICA. We briefly review these domains in the following paragraphs.

Concept discovery for explainable AI. Recently, conceptual explanations [28, 25, 12, 47, 1] have gained popularity within the XAI community. They constitute a novel explanation technique that aims to explain a trained machine learning model post-hoc in terms of human-friendly, high-level concepts [25]. These concepts are sometimes provided along with the dataset in different forms of annotations [28, 26, 22], whereas other works rely on clustering techniques to solve the more general unsupervised case [12, 47, 1]. However, there are no theoretical guarantees for identifiability and the results are not always meaningful [31, 47]. Our approach can be used for unsupervised concept discovery and has a formal guarantee on identifiability rooted in disentanglement learning.

Disentanglement and ICA. The goal of disentanglement learning is finding a data-generating mechanism that has a formal guarantee on identifiability rooted in disentanglement learning. Our approach can be used for unsupervised concept discovery and solving the more general unsupervised case [12, 47, 1]. However, there are no theoretical guarantees for identifiability along with the dataset in different forms of annotations [28, 26, 22], whereas other works rely on clustering techniques within the XAI community. They constitute a novel explanation technique that aims to explain a trained machine learning model post-hoc in terms of human-friendly, high-level concepts [25].

Identifiability results. It has been previously shown that unsupervised disentanglement, without further assumptions, is impossible [20, 32]. However, one way to make it feasible is to add additional supervision. Identifiability has been shown when having access to an additional observed variable [21, 24] or to tuples of observations that differ in only a limited number of components [33]. Another strain of work constraints the form of the generating process. Horan et al. [18] showed that the assumption of isotropy for the generating process together with non-Gaussian distributed, independent components suffices to identify a disentangled representation. Recently, Gresele et al. [15] and Zheng et al. [48] introduced a functional independence assumption on the data generator, that requires the output changes for infinitesimal variations in each component to be orthogonal to each other. However, [15, 48] only consider the case of independently distributed components and assume access to a generator function, which limits the applicability of their methods to discriminatively or contrastively trained embedding spaces. Our work fills this gap by providing initial results for the most general case without distributional assumptions and transfers them to encoder-only setups.

3 Identifiability without distributional assumptions

The aim of this section is to find a distribution-agnostic trace that a concept discovery method can utilize to guarantee the identification of disentangled components. To this end, we first formalize the problem (Sec. 3.1). Then, we transfer the independent mechanism principle from disentanglement learning to our setting and show that it is insufficient to guarantee identifiability (Sec. 3.2). Consequently, we strengthen it and derive the disjoint attributions criterion. We prove that it enables a concept discovery method to identify disentangled components (Sec. 3.3).

3.1 Problem formalization

Let us first formalize the problem setup visualized in Fig. 2. Let there be $K$ ground-truth components whose scores are stored in $z \in \mathbb{Z} \subset \mathbb{R}^K$. Let there further be a function $g : \mathbb{Z} \to \mathbb{X}$ that generates images $x = g(z) \in \mathbb{X} \subset \mathbb{R}^L$ from the components $z$, where $L \gg K$. Let there be a known encoder $f : \mathbb{X} \to \mathbb{E}$ that we want to scrutinize, where $e = f(x) \in \mathbb{E} \subset \mathbb{R}^K$ is the embedding of each image. We suppose that $f$ is differentiable, so that Jacobians $J_f(x)$ exist, at least for all $x \in \{g(z) | z \in \mathbb{Z}\}$.

To be able to disentangle the original components, we first need to assume that they all exist in $f$’s embedding space, albeit in unknown linear directions. That is, $(f \circ g)(z) = Dz$, where $D \in \mathbb{R}^{K \times K}$. As a shorthand, we write $f \circ g = D$, where $D$ also refers to the corresponding linear operator. This linearity is common in interpretability literature [25, 47] and based on the frequent observation that concepts tend to be linearly encoded in embedding spaces [42, 3, 2, 5]. A linear de-mixture operation $M \in \mathbb{R}^{K \times K}$ is said to disentangle the original concepts if it undoes the effect of $D$, i.e., after applying it to the embeddings, each dimension of $Me$ corresponds to a component dimension in $z$. Formally, we want that $Mf \circ g = PS$, where $P \in \mathbb{R}^{K \times K}$ is a permutation matrix that has one 1 per row and column and is otherwise 0, and $S \in \mathbb{R}^{K \times K}$ is a diagonal scaling matrix.
We seek a method that provably delivers such a disentangled de-mixing operation, i.e., that identifies it among all possible operations. Besides just the embeddings \( \{e_n\}_{n=1}^{N} \), we also provide this method the \( N \) images \( \{x_n\}_{n=1}^{N} \) and the (imperfect) encoder \( f \). This task can be seen as a linear ICA problem on the mixture \( f \circ g \), but there are some distinctive characteristics due to our embedding-space motivation that render the problem unidentifiable by existing approaches:

1. The distribution \( p(z) \) is unconstrained. Inter alia, the components may be correlated and Gaussian and thus the method cannot rely on distributional traces to disentangle them.
2. \( g \) is an unknown and complicated function "of nature", and we will not approximate it. Therefore, we have to utilize traces imprinted on it in an indirect way.
3. Both \( g \) and \( f \) are non-linear functions.
4. Our approach is unsupervised in terms of \( z \).

### 3.2 Independent mechanisms do not ensure identifiability

With these constraints, we will have to try to find traces in the functional properties of the encoder \( f \) that allow disentangling the original components. To this end, let us first define how an ideal encoder \( f^* \) that is already disentangled would look like.

**Definition 3.1 (Minimal disentangled encoder (MDE)).** Let \( g \) be fixed. \( f^* : \mathcal{X} \rightarrow \mathcal{E} \) is a minimal disentangled encoder (MDE) of \( g \) if:

1. \( f^* \circ g = PS \), where \( P \in \mathbb{R}^{K \times K} \) is a permutation and \( S \in \mathbb{R}^{K \times K} \) is a scaling matrix.
2. \( f^* \) has minimal total variation (min TV) within \( \mathfrak{G} := \{ f | f \circ g = PS \} \) [6].

The principle of total variation [36] and the variant for vectorized functions that we use [6], stem from classical computer vision. It constrains the norm of the gradients to be minimal and can be seen a technical condition for the upcoming proofs. Intuitively, it ensures that \( f^* \) does not rely on component-unrelated information, such as noise, in the high-dimensional image space \( (L \gg K) \).

Since \( f \circ g = D \), in our case, \( f^* \) will be a linearly processed form of the given \( f \), i.e., \( f^* = MF \), but for the sake of generality, let us first understand \( f^* \) and \( g \) as arbitrary encoders and decoders. As previously discussed, we will not be able to use functional traces in \( g \) directly. Thus, we first need a way to transfer these properties to \( f^* \). This is done by the following lemma which shows that if \( f^* \) is an MDE of \( g \), they must share the structure of their Jacobians.

**Lemma 3.1 (Transfer lemma).** Let \( g \) be fixed and let \( f^* \) be an MDE of \( g \), where both Jacobians \( J_{f^*}(g(z)) \in \mathbb{R}^{K \times L} \) and \( J_g(z) \in \mathbb{R}^{L \times K} \) exist \( \forall z \in Z \). Then, \( J_{f^*}(g(z)) = PSJ_g(z)^T \forall z \in Z \), where \( P \in \mathbb{R}^{K \times K} \) is a permutation and \( S \in \mathbb{R}^{K \times K} \) is a diagonal matrix.

**Proof idea.** Since \( f^* \circ g = PS \), the Jacobians behave analogously. Further, the min TV condition of \( f^* \) prevents \( J_{f^*} \) from containing kernel elements of \( J_g \). The detailed proof is in Appendix B.1.

Intuitively, this lemma says that if the original concepts leave a trace on the structure of the Jacobian of \( g \), this trace is also imprinted on the Jacobian \( J_{f^*} \) of any MDE \( f^* \). Concretely, one such trace that natural generators are argued to fulfill [15] is the independent mechanisms property:
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\textbf{Definition 3.2} (Independent mechanisms (IMA)). \( g \) is said to generate \( x \) from its components \( z \) via independent mechanisms if the Jacobian \( J_g(z) \) of \( g \) exists and its columns (one per component) are orthogonal \( \forall z \in Z \), i.e., \( J_g(z)^T J_g(z) = S \), where \( S \in \mathbb{R}^{K \times K} \) is a diagonal matrix. \cite{15}

The transfer lemma allows to directly transfer this functional characteristic to an MDE encoder.

\textbf{Corollary 3.1} (Orthogonal attributions (OA)). If \( g \) adheres to IMA, then the Jacobian \( J_f^\ast(g(z)) \) of any MDE \( f^\ast \) must have orthogonal rows \( \forall z \in Z \), that is, \( J_f^\ast(g(z))^T = S \), where \( S \in \mathbb{R}^{K \times K} \) is a diagonal matrix.

Now we have a characteristic property at hand that an MDE \( f^\ast \) necessarily fulfills. We could use this trace in our problem setup to find a de-mixture matrix \( H \) that has OA. However, this search would not be guaranteed to identify the MDE matrix \( M \) that disentangles the components, since an \( H \) with the OA property actually can only be guaranteed to find any rotated (and scaled) version of \( M \), which breaks the axis-alignment of the disentangled components of \( Mf \):

\textbf{Theorem 3.1} (Non-identifiability under IMA). Let \( g \) adhere to IMA. Let \( f \) be given with \( f \circ g = D \), where both \( J_f(g(z)) \) and \( J_g(z) \) exist \( \forall z \in Z \). If there exists an MDE \( f^\ast = Mf \), where \( M \in \mathbb{R}^{K \times K} \) has full rank, then an \( f' = Hf \) with a full-rank \( H \in \mathbb{R}^{K \times K} \) and orthogonal rows in its Jacobian \( J_f^\ast(g(z)) \) \( \forall z \in Z \) must be a rotated, scaled version of \( f^\ast \). I.e., \( H = RSM \), where \( R \in \mathbb{R}^{K \times K} \) is an orthogonal rotation and \( S \in \mathbb{R}^{K \times K} \) is a diagonal scaling matrix.

\textbf{Proof idea.} With Corollary 3.1, an MDE of an IMA process must have orthogonal rows in its Jacobian. Indeed, this can only be achieved if \( H \) is a rotated and scaled \( f^\ast \). Hence, \( Hf \) fulfills the IMA condition on \( g \).

\textbf{3.3 Disjoint mechanisms ensure identifiability}

The previous theorem means that the trace that the IMA condition leaves is too weak to ensure identifiability in our problem setup. However, to obtain a more distinct trace, it suffices to slightly strengthen the IMA condition. This results in the \textit{disjoint mechanisms} principle.

\textbf{Definition 3.3} (Disjoint mechanisms (DMA)). \( g \) is said to generate \( x \) from its components \( z \) via disjoint mechanisms if the Jacobian \( J_g(z) \) exists and is a block matrix \( \forall z \in Z \). That is, the columns of \( J_g(z) \) are non-zero at disjoint rows, i.e., \( |J_g(z)|^T |J_g(z)| = S \), where \( S \in \mathbb{R}^{K \times K} \) is a diagonal matrix and \( |\cdot| \) takes the element-wise absolute value.

Note that each DMA process is also IMA. Thus, we now have a strengthened property at hand and we can again apply the transfer lemma to obtain a stronger characteristic trace for \( f^\ast \).

\textbf{Corollary 3.2} (Disjoint attributions (DA)). If \( g \) adheres to DMA, then the rows of the Jacobian \( J_f^\ast(g(z)) \) of any MDE \( f^\ast \) must be disjoint \( \forall z \in Z \), that is, \( |J_f^\ast(g(z))|^T |J_f^\ast(g(z))| = S \), where \( S \in \mathbb{R}^{K \times K} \) is a diagonal scaling matrix and \( |\cdot| \) takes the element-wise absolute value.

Indeed, as opposed to OA, this is not only a necessary property of \( f^\ast \), but a trace that \textit{only} an MDE shows. Thus, we can identify a disentangled \( M \) by checking which \( H \) fulfills that \( Hf \) has DA.

\textbf{Theorem 3.2} (Identifiability under DMA). Let \( g \) adhere to DMA. Let \( f \) be given with \( f \circ g = D \), where both \( J_f^\ast(g(z)) \) and \( J_g(z) \) exist \( \forall z \in Z \). If there exists an MDE \( f^\ast = Mf \), where \( M \in \mathbb{R}^{K \times K} \) has full rank, then an \( f' = Hf \) with a full-rank \( H \in \mathbb{R}^{K \times K} \) and disjoint rows in its Jacobian \( J_f^\ast(g(z)) \) \( \forall z \in Z \) must be an MDE.

\textbf{Proof idea.} Corollary 3.2 yields that an MDE of a DMA process must have disjoint rows in its Jacobian. In fact, the only matrices \( H \) that lead to orthogonal rows are permutations and scales of \( M \). Hence, \( Hf \) must be an MDE itself. The detailed proof is in Appendix B.3.

\textbf{In summary}, the DMA condition on \( g \), other than IMA, is sufficient to ensure that an \( f' = Hf \) with disjoint rows in its Jacobian will be an MDE and will thus disentangle the components in our problem setup. This property can be used as a functional trace to identify the de-mixture matrix \( M \).

\section{Efficient post-hoc disentanglement via disjoint attributions}

In this section, we give an efficient implementation for a method that identifies MDEs via the DA property. Further, we generalize our method and motivate why it is named \textit{disjoint attributions}.

Suppose again that we are provided with a trained encoder \( f : \mathbb{R}^L \to \mathbb{R}^K \) with existing Jacobians \( J_f(x) \in \mathbb{R}^{K \times L} \) and \( N \) images \( \{x_n\}_{n=1,...,N} \). Let \( H \in \mathbb{R}^{K \times K} \) be a matrix that contains \( K \) directions in the latent space, one in each
row. The function $Hf(x)$ projects the output of $f$ to the directions contained in $H$, thus giving scores for each found component. To disentangle the original components, we now optimize for the matrix $H$ that leads to the most disjoint Jacobians $J_{Hf}(x)$, i.e.,

$$\min_H \sum_{n=1}^{N} \left\| HJ_{f}(x) \right\|_{F} - I_{K} \right\|_{F}^{2}. \quad (1)$$

An important detail is that $\bar{x}$ denotes the row-wise normalization to unit length. Thus, the above comparison to the unit matrix $I_{K}$ ensures that off-diagonal elements are zero, which is the disjointness property, and diagonal elements are non-zero. This rules out solutions where $H$ has no full rank or even $H = 0$, but does not constraint the scale and thus does not enforce, e.g., an isometry.

So far, the objective is unsuitable for optimization with gradient descent, as computing its gradient w.r.t. $H$ would require deriving the Jacobian, demanding second-order gradients. However, since $J_{f}$ is homogeneous, i.e., $J_{Hf}(x) = HJ_{f}(x)$, we can rearrange the terms such that the Jacobians are independent of $H$ (and thus, constants in the optimization), which allows for efficient optimization:

$$\min_H \sum_{n=1}^{N} \left\| HJ_{f}(x) \right\|_{F} - I_{K} \right\|_{F}^{2}. \quad (2)$$

Now, intuitively, $J_{f} = \nabla_{x}(f(x))$ contains input gradients (termed grad in the remainder) which can be thought of as a simple form of attribution for each component [39, 38]. Thus, on a more general level, our proposed approach optimizes for the disjointness of attributions. This corresponds to the intuition that the original components control independent aspects of the image and that their attributions, which reflect their most influenced image regions, should thus also be independent. Thus, we may use other forms of homogeneous attributions in place of $J_{f}$. These are local attribution methods $A_{f} : \mathbb{R}^{L} \rightarrow \mathbb{R}^{K \times L}$ for the encoder $f$ with $A_{Hf}(x) = HA_{f}(x)$ that map an instance $x$ to a matrix of attributions for each latent dimension. Besides the above input gradients, this class contains other popular methods such as integrated gradients (IG) [41] and smoothed gradients (SG) [40] (cf. Appendix B.4 for a proof). Thus, we can formulate a generalized disjoint attributions objective:

$$\min_H \sum_{n=1}^{N} \left\| HA_{f}(x) \right\|_{F} - I_{K} \right\|_{F}^{2}. \quad (3)$$

Note that one can remove the absolute value to obtain an orthogonal attributions objective based on IMA. DA fulfills the three desiderata established in the introduction, i.e., distributional robustness, post-hoc applicability, and a theoretical identifiability guarantee. Thereby, it is able to discover disentangled components that can be easily mapped to semantically meaningful real-world concepts.

## 5 Experiments

To put these theoretical insights to a practical test, we conduct a large-scale comparison of DA to component analysis and disentanglement approaches on two correlated datasets (Sec. 5.2). We further study its robustness under increasing correlations and distributional challenges (Sec. 5.3) as well as in embedding spaces of discriminatively trained encoders (Sec. 5.4). Finally, we scale up from these controlled experiments and make an initial attempt on the real-world CUB-200-2011 (Sec. 5.5).

### 5.1 Experimental setup

Across the first three experiments, we use correlated versions of the common Shapes3D [7] as well as the recently published MPI3D-real dataset [13]. These datasets show images of objects that vary in 6, resp. 7, components describing their colors, shape, orientation, and background. These ground truths are not leveraged at train time but allow quantifying the disentanglement of the estimated to the true components through the DCI score [11] implemented in the disentanglement kits [32]. Results in other metrics are shown in the appendix. In a fourth experiment, we evaluate on CUB-200-2011 [45] (cf. Appendix C.5). Unless otherwise noted, we used SG attributions [40] for our method, which we found to deliver the most stable results. In the first two experiments, we obtain the embedding spaces from four disentanglement variants of VAEs (BetaVAE [17], FactorVAE [26], BetaTCVAE [9], DipVAE [30]) from a recent study [32] with equal encoder and decoder architectures (cf. Appendix C.2). In the latter two experiments, we use discriminative models. They are trained on five random initialization seeds with hyperparameters tuned via grid-search (cf. Appendix C.6). In total, we trained and disentangled 315 models, requiring about 124 Nvidia RTX2080Ti GPU days.
In this section, we test the robustness of our approach to stronger distributional challenges to analyze whether it is as the baselines on all but one setup, impressively highlighting that it works regardless of the disentanglement method.

We first consider the setup of [43] where the datasets are resampled such that two components $z_i, z_j \in [0, 1]$ follow $z_j - z_j \sim \mathcal{N}(0, s^2)$. Lower $s$ results in a stronger correlation where only few pairs of component values co-occur frequently. We train the disentanglement models on these resampled datasets and subsequently apply ICA, PCA, and our DA and OA methods on their embedding spaces ($K \in \{6, 7\}$). They are challenged with different pairs of correlated components, e.g., nominal/nominal, nominal/ordinal, ordinal/ordinal, and those encoded in the same image areas.

Tab. 1 shows the DCI scores for a moderate correlation of $s = 0.4$. Note that differences as small as 0.05 in the metric can mean a big improvement in disentanglement (cf. Figure 1), because the metric is computed across all components but disentanglement might already be achieved for the non-correlated components. On Shapes3D, DA outperforms the baselines on all but one setup, impressively highlighting that it works regardless of the disentanglement method used and components correlated. Within our approaches, DA outperforms OA on all but one setup on Shapes3D. On the more challenging MPI3D-real dataset, the rather shallow encoder and decoder architectures of the disentanglement models struggle to reconstruct the images (cf. Appendix D.1) and thus offer a low disentanglement in their embeddings. However, DA still leads to improvement for the BetaVAE model and the DipVAE model, while PCA and ICA beat neither the plain model nor DA.

### 5.3 Sensitivity to Gaussianity and multiple correlations

In this section, we test the robustness of our approach to stronger distributional challenges to analyze whether it is as distribution-agnostic as the theory predicts. To this end, we lay a Gaussian prior over the components of the Shapes3D dataset (cf. Appendix C.2) which contains correlations $\rho$.

First, we increase the correlation strength between floor and background color. In Fig. 3, the BetaVAE handles low correlations well but starts deteriorating from a strength of $\rho > 0.5$, along with ICA. The DCI of our methods is an average constant of $+0.145$ above the BetaVAE’s for $\rho \leq 0.85$. After this, it returns to the BetaVAE’s DCI, possibly because the two components collapsed in the underlying BetaVAE’s embedding space. For Fig. 3b, we gradually added more moderately correlated pairs to the Gaussian’s covariance matrix until eventually all components were correlated. Again, our models show a constant benefit over the underlying BetaVAE’s DCI curve. This demonstrates that a post-hoc method’s performance depends on the underlying model but that it can outperform it consistently. A second observation is that BetaVAE’s and ICA’s initial decay is faster than in the previous experiment. This reveals their struggle in settings where multiple components are naturally correlated.

| Dataset  | Correlated factors | Shapes3D | MPI3D-real |
|----------|--------------------|----------|------------|
|          | floor vs. background | orientation vs. background | orientation vs. size | background vs. object color | background vs. robot arm dof-1 | robot arm dof-2 |
| BetaVAE  | 0.497 ± 0.028 | 0.581 ± 0.044 | 0.491 ± 0.049 | 0.340 ± 0.027 | 0.277 ± 0.026 | 0.300 ± 0.046 |
| BetaVAE+PCA | 0.258 ± 0.028 | 0.330 ± 0.029 | 0.314 ± 0.040 | 0.116 ± 0.008 | 0.174 ± 0.021 | 0.154 ± 0.015 |
| BetaVAE+ICA | 0.569 ± 0.043 | 0.526 ± 0.084 | 0.576 ± 0.039 | 0.237 ± 0.042 | 0.205 ± 0.023 | 0.180 ± 0.021 |
| BetaVAE+Ours (OA) | 0.438 ± 0.127 | 0.605 ± 0.049 | 0.583 ± 0.030 | 0.355 ± 0.033 | 0.349 ± 0.015 | 0.337 ± 0.038 |
| BetaVAE+Ours (DA) | 0.593 ± 0.094 | 0.623 ± 0.054 | 0.626 ± 0.031 | 0.205 ± 0.022 | 0.239 ± 0.017 | 0.171 ± 0.005 |
| FactorVAE | 0.507 ± 0.105 | 0.502 ± 0.076 | 0.712 ± 0.010 | 0.179 ± 0.010 | 0.234 ± 0.012 | 0.171 ± 0.006 |
| FactorVAE+PCA | 0.361 ± 0.074 | 0.481 ± 0.050 | 0.560 ± 0.033 | 0.066 ± 0.009 | 0.090 ± 0.006 | 0.073 ± 0.011 |
| FactorVAE+ICA | 0.294 ± 0.071 | 0.268 ± 0.030 | 0.305 ± 0.073 | 0.201 ± 0.019 | 0.226 ± 0.010 | 0.191 ± 0.011 |
| FactorVAE+Ours (OA) | 0.561 ± 0.040 | 0.509 ± 0.033 | 0.587 ± 0.051 | 0.184 ± 0.013 | 0.218 ± 0.016 | 0.180 ± 0.013 |
| FactorVAE+Ours (DA) | 0.600 ± 0.027 | 0.493 ± 0.044 | 0.575 ± 0.029 | 0.383 ± 0.022 | 0.359 ± 0.026 | 0.309 ± 0.036 |
| BetaTCVAE | 0.619 ± 0.008 | 0.613 ± 0.041 | 0.659 ± 0.005 | 0.356 ± 0.022 | 0.328 ± 0.017 | 0.295 ± 0.038 |
| BetaTCVAE+PCA | 0.402 ± 0.029 | 0.422 ± 0.067 | 0.443 ± 0.063 | 0.245 ± 0.041 | 0.260 ± 0.024 | 0.170 ± 0.045 |
| BetaTCVAE+ICA | 0.567 ± 0.014 | 0.478 ± 0.046 | 0.619 ± 0.022 | 0.323 ± 0.025 | 0.316 ± 0.029 | 0.271 ± 0.033 |
| BetaTCVAE+Ours (OA) | 0.620 ± 0.021 | 0.643 ± 0.026 | 0.637 ± 0.037 | 0.327 ± 0.027 | 0.325 ± 0.025 | 0.272 ± 0.033 |
| BetaTCVAE+Ours (DA) | 0.670 ± 0.014 | 0.667 ± 0.021 | 0.749 ± 0.027 | 0.235 ± 0.019 | 0.181 ± 0.049 | 0.232 ± 0.040 |
| DipVAE | 0.631 ± 0.018 | 0.652 ± 0.017 | 0.548 ± 0.036 | 0.900 ± 0.005 | 0.088 ± 0.028 | 0.091 ± 0.011 |
| DipVAE+PCA | 0.148 ± 0.012 | 0.165 ± 0.018 | 0.188 ± 0.027 | 0.234 ± 0.019 | 0.180 ± 0.048 | 0.232 ± 0.041 |
| DipVAE+ICA | 0.629 ± 0.018 | 0.651 ± 0.017 | 0.542 ± 0.033 | 0.230 ± 0.022 | 0.182 ± 0.048 | 0.230 ± 0.042 |
| DipVAE+Ours (OA) | 0.642 ± 0.017 | 0.615 ± 0.017 | 0.562 ± 0.050 | 0.249 ± 0.026 | 0.188 ± 0.049 | 0.253 ± 0.051 |
| DipVAE+Ours (DA) | 0.682 ± 0.010 | 0.682 ± 0.013 | 0.601 ± 0.055 | 0.249 ± 0.026 | 0.188 ± 0.049 | 0.253 ± 0.051 |

Table 1: Mean ± std. err. of the DCI scores of different post-hoc methods applied to the embedding spaces of four disentanglement models on two datasets with different pairs of correlated variables.
5.4 Discriminative latent spaces

A fundamental advantage of our approach over disentanglement learning is that it can be applied post-hoc to latent spaces of classification models that were trained in a purely discriminative manner, e.g., the feature space of a CNN model. To investigate this setting, we set up an 8-class classification problem on the Shapes3D dataset, where the combination of the four binarized components object color, wall color (blue/red vs. yellow/green), shape (cylinder vs. cube) and orientation (left vs. right) determines the class (cf. Appendix C.3). To make the setting even more realistic, we artificially add labeling noise close to the decision boundary, correlations as in Sec. 5.2, and an L2-regularizer on the embeddings to constrain them to a reasonable range. We train a simple CNN with a $K=6$-dimensional embedding space before the final classification layer.

The discriminative loss leads to a clustered distribution in the embedding space. Tab. 2 shows that ICA expectedly works very well in this highly non-Gaussian distribution. However, tables turn as we increasingly correlate the floor and background color. Starting at $s = 0.2$, DA significantly outperforms ICA. This demonstrates that our method is applicable to purely discriminative latent spaces and, in line with the previous experiment, that it is more robust to correlations than ICA.

5.5 Real-world concept discovery

In this section, we combine the previous challenges and scale them up: we investigate a ResNet50 classifier [16] trained on CUB-200-2011 [45]. This poses a discriminative space, non-linear component dependencies of varying strengths across multiple variables, and a large 512-dimensional embedding space. One restriction is that CUB has no data-generating components to compare against, so we cannot report DCI scores. However, we qualitatively show that DA can deliver interpretable components in this large-scale setup by matching them to annotated attributes of CUB.

To this end, we applied DA to discover $K=30$ components of which three are shown exemplarily in Fig. 4. The images with the highest positive scores on the first component (on the right) consistently show white birds. The other end of the component comprises birds whose primary color is black. This gives a high Spearman rank correlation with the CUB attribute “primary color: white”. The other two components are similarly interpretable. We provide an initial quantitative evaluation in Appendix D.5, which indicates that ICA and PCA have problems providing such components. While the construction of further quantitative evaluation schemes goes beyond the scope of this work, these promising results show that DA is applicable to high-dimensional, real-world datasets.

6 Discussion and conclusion

Our work constructs a bridge between disentanglement, ICA, and conceptual explanations. We conclude by discussing the implications of our results on these domains, as well as our limitations.

Implications for disentanglement during training. Our method searches for linearly embedded concepts in post-hoc and thus depends on the given encoder’s ability to fulfill $f \circ g = D$. Experimentally, DA’s DCI score thus rose and fell in sync with its given encoder’s DCI. However, note that this assumption was neither used in the transfer lemma nor in Corrolaries 3.1 and 3.2. Thus, if we have access to the encoder during training, e.g., in disentanglement learning, we may regularize it according to DA or OA directly, thus making the $f \circ g = D$ assumption redundant. In this light, our
identifiability result under disjoint Jacobians becomes relevant to the recent branch of literature pursuing orthogonality of $J_g$’s columns, both directly [15, 46, 34] and indirectly [35, 29].

**An ICA perspective and a perspective for ICA.** From an ICA perspective, we have a linear mixture $m : \mathcal{Z} \rightarrow \mathcal{E}$ with $m = f \circ g$. The key modification over traditional ICA is that the mixture comprises a decoder and an encoder and that they have traces in their Jacobians. This approach might find applications in non-linear ICA: As we allow $g$ to be an unknown and non-linear function, it may be interpreted as a non-linear mixture function itself. Our results thus motivate de-mixing $g$ by learning an encoder $f$ that imitates properties and thus functional traces that the components leave in $g$.

**Limitations.** For future work, we want to carefully investigate the condition of linear disentanglement. Empirically, we saw that it works well for single-object contexts, but it may need to be rethought for some more complex cases, e.g., in multi-object scenes and when we face non-linearly encoded components. Furthermore, we look forward to a standardized evaluation procedure for disentanglement on large-scale real-world datasets such as CUB. While we saw qualitatively meaningful results, a precise quantification would allow to better benchmark disentanglement in the wild.

**Conclusion.** We derived DA, an efficient method to find disentangled components in generative (e.g., VAE-based) and discriminative models. We theoretically proved that it identifies disentangled components in a linear entanglement setting, relying on a purely functional, distribution-agnostic principle. Our extensive experiments reveal that DA is applicable to various disentanglement learning and discriminative models and remains relatively unaffected by distributional challenges.
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A Additional Related Work

Orthogonality constraints for generative models. In the context of generative adversarial networks (GANs) [14], the problem of analyzing directions has been studied recently [44]. Wen et al. [46] have proposed an orthogonality regularization of the Jacobian, which resulted in more interpretable generative abilities. Ramesh et al. [34] constrain the right-singular vectors of a generator Jacobian to be unit directions, which corresponds to column-wise orthogonal generator Jacobians. We go beyond these works, by providing rigorous results on identifiability and by extending the scope to a much broader class of models.

B Proofs

B.1 Transfer lemma

Let \( z \in \mathbb{Z} \) be arbitrary. Since \( (f^* \circ g)(z) = PSz \), it must be that \( J_{f^*}(g(z))J_g(z) = PS \).

Now, let us write \( J_{f^*}(g(z)) = [v_1, \ldots, v_K]^\top \) with \( v_i \in \mathbb{R}^L \). Similarly, we can write \( J_g(z) = [w_1, \ldots, w_K] \) with \( w_i \in \mathbb{R}^L, i = 1, \ldots, K \). Let \( S = \text{diag}(\alpha_1, \ldots, \alpha_K) \) with \( \alpha_k \in \mathbb{R}_{>0}, k = 1, \ldots, K \).

Let us focus on an individual row of \( J_{f^*} \), i.e., let \( k \in \{1, \ldots, K\} \) be a fixed index of a row. Since \( J_{f^*}(z)J_g(z) = PS \) and \( P \) is a permutation matrix with exactly one 1 per row, there is precisely one column index \( k' \) such that the \( k \)-th row and \( k' \)-th column of \( PS \) is non-zero. This setup allows drawing certain conclusions about the vector \( v_k \). Let \( j = 1, \ldots, K \) denote an arbitrary column of \( PS \). Then,

1. If \( j = k' \), then \( v_j^\top w_j = \alpha_{k'} \neq 0 \). In consequence, \( v_k \neq 0 \), \( w_k \neq 0 \) and we can decompose \( v_k = a_k + b_k \), where \( a_k \in \text{span}\{w_k\} \setminus \{0\} \) and \( b_k \in \text{span}\{w_k\}^\perp \), where \( \perp \) denotes the orthogonal complement. Because \( \text{span}\{w_k\} = \{\mu w_k | \mu \in \mathbb{R}\} \), we know that \( a_k = \frac{\alpha_{k'}}{|w_{k'}|^2} w_{k'} \).

2. If \( j \neq k' \), then \( v_j^\top w_j = 0 \). With (i), it follows that \( b_k \in \text{span}\{w_1, \ldots, w_K\}^\perp = \ker(J_g^\top(z)) \).

So, we know that each row of \( J_{f^*} \) must correspond to a (scaled) column of \( J_g \), plus possibly an element of the kernel of the columns of \( J_g \). What is left to prove is that this kernel element is zero due to the min TV property, i.e., \( b_k = 0 \).

The principle of total variation for vector-valued function that \( f^* \) fulfills states that \( \|J_{f^*}\|_F \) should be minimal. \( \sqrt{\|J_{f^*}\|_F^2} = \sqrt{\sum_{k=1}^K \|a_k + b_k\|_2^2} = \sqrt{\sum_{k=1}^K \|a_k\|_2^2 + \|b_k\|_2^2} \), due to the orthogonality of \( a_k \) and \( b_k \). The unique solution for minimizing this expression that maintains \( f^* \circ g = PS \) (that means fulfilling (i) and (ii)) is \( b_k = 0 \), \( \forall k = 1, \ldots, K \). Hence, \( v_k = a_k + 0 = \frac{\alpha_{k'}}{|w_{k'}|^2} w_{k'} + 0 \) for our selected row \( k \). Globally, this means \( J_{f^*}(g(z)) = P^* S^* J_g(z)^\top \), with some scaling matrix \( S^* \) and permutation matrix \( P^* \).

B.2 Theorem 1 (non-identifiability)

(1) Since \( f^* = Mf \) is an MDE and \( g \) is IMA, by Corrolary 1 we know that \( MJ_f \) must have orthogonal rows. Thus, we can write \( (MJ_f)(MJ_f)^\top = S^* \), where \( S^* \in \mathbb{R}^{K \times K} \) is a diagonal matrix.

(2) Now, we will show that \( H \) must be a rotated and scaled variant of \( M \), i.e., it must be \( H = RSM \), where \( R \) denotes an orthogonal rotation and \( S \) denotes a diagonal scaling matrix.

Since \( M \) and \( H \) have full rank, there exist exactly one pair of a scaling matrix \( S \) and a matrix with normalized rows \( E \) such that \( H = SEM \).

Suppose for contradiction that some rows of \( E \) were not orthogonal.

Now, \((HJ_f)(HJ_f)^\top = (SEMJ_f)(SEMJ_f)^\top = SE(MJ_f)(MJ_f)^\top E^\top S^\top = SES^* E^\top S \). Thus, if two rows of \( E \) were not orthogonal, the corresponding off-diagonal entry of the above expression would be non-zero, and thus \( HJ_f \) could not be orthogonal, contradicting the assumption. Thus, \( E \) must have orthogonal rows and we can write \( H = RSM \).

(3) Further, it is apparent that any other rotation and scale \( S' R' \) would maintain the orthogonal rows condition of \( H' J_f \) with \( H' = S'R'M \), while it would not be an MDE anymore since \( S'R'Mf \circ g = S'R'PS = R''S'' \), where \( S'' \) is a diagonal scaling and \( R'' \) is a rotation – and crucially, not just a permutation – matrix.

In summary, (1) shows that \( H \) is identifies the MDE up to rotation and scale, but (2) shows that it does not identify it up to permutation and scale, which is required for an MDE.  \( \square \)
**B.3 Theorem 2 (identifiability)**

(1) We start similar to the proof of the previous theorem. Since $Mf$ is an MDE and $g$ is DMA, we can follow via Corrolary 2 that $MJ_f$ must have disjoint rows.

(2) Now, we will show that $H$ must be a permuted and scaled variant of $M$, i.e., it must be $H = PSM$, where $P$ denotes a permutation and $S$ denotes a diagonal scaling matrix.

Since $M$ and $H$ have full rank, there exist exactly one pair of a scaling matrix $S$ and a matrix with normalized rows $E$ such that $H = SEM$.

Suppose for contradiction that $E$ was not just a permutation matrix. This means that without loss of generality, that the first row must contain at least two columns that are not equal to zero.

Since $E$ has full rank, there must be a second row with a non-zero entry in at least one of the columns. Since $MJ_f$ has disjoint rows, $EMJ_f$ and thus $SEMJ_f = HJ_f$ can no longer have disjoint rows. This contradicts the assumption. Hence, it must be $H = P' S'M$. Thus, $H f \circ g = P' S'M f \circ g = P' S' P S = P'' S''$, where $P''$ is a permutation and $S''$ is a diagonal scaling matrix. $H f$ also fulfills the min TV criterion, because it is a linear transform of the min TV encoder $M f$. Thus, $H f$ is an MDE. 

**B.4 IG and SG attributions are homogeneous**

**Integrated Gradients.** The Integrated Gradient (IG) attributions for a single model input dimension (e.g., pixel) $i$ are defined as the integral of the gradients over the path from the input $x$ to some user-defined baseline $x'$ for a trained model $F: \mathbb{R}^L \rightarrow \mathbb{R}$ [41]:

$$\text{IG}_i(F, x) := (x_i - x'_i) \int_{\alpha=0}^{1} \frac{\partial F(x' + \alpha(x - x'))}{\partial x_i}. \tag{4}$$

With the trained encoder $f : \mathbb{R}^L \rightarrow \mathbb{R}^K$, we compute a different attribution for each output dimension $j = 1, \ldots, K$. Let $h \in \mathbb{R}^K$, we define $h^\top f(x) := \sum_{j=1}^{K} h_j f_j(x)$ and obtain the Integrated Gradients

$$\text{IG}_i(h^\top f, x) = (x_i - x'_i) \int_{\alpha=0}^{1} \frac{\partial h^\top f(x' + \alpha(x - x'))}{\partial x_i} \tag{5}$$

$$= (x_i - x'_i) \int_{\alpha=0}^{1} \sum_{j=1}^{K} \frac{\partial f_j(x' + \alpha(x - x'))}{\partial x_i} h_j \tag{6}$$

$$= \sum_{j=1}^{K} h_j (x_i - x'_i) \int_{\alpha=0}^{1} \frac{\partial f_j(x' + \alpha(x - x'))}{\partial x_i} \tag{7}$$

$$= \sum_{j=1}^{K} h_j \text{IG}_i(f_j, x) = h^\top \text{IG}_i(f, x), \tag{8}$$

where $\text{IG}_i(f, x) \in \mathbb{R}^K$ is a column vector with the attributions for each latent dimension. Applying the above for each row of a matrix $H \in \mathbb{R}^{R \times K}$, we arrive at

$$\text{IG}_i(H f, x) = H \text{IG}_i(f, x). \tag{9}$$

**Smoothed Gradients.** Smoothed Gradients (SG) were proposed to mitigate noise in plain gradient attributions. They add noise around the input $x$. For the trained model $F : \mathbb{L}^n \rightarrow \mathbb{R}$ as follows [40]:

$$\text{SG}_i(F, x) := \mathbb{E}_{\epsilon \sim N(0, \sigma^2)} \left[ \frac{\partial F(x + \epsilon)}{\partial x_i} \right]. \tag{10}$$

Multiplying with a vector $h \in \mathbb{R}^K$ as before, we obtain

$$\text{SG}_i(h^\top f, x) = \mathbb{E}_{\epsilon \sim N(0, \sigma^2)} \left[ \frac{\partial h^\top f(x + \epsilon)}{\partial x_i} \right] \tag{11}$$

$$= \mathbb{E}_{\epsilon \sim N(0, \sigma^2)} \left[ \sum_{j=1}^{K} h_j \frac{\partial f_j(x + \epsilon)}{\partial x_i} \right] \tag{12}$$

$$= \sum_{j=1}^{K} h_j \mathbb{E}_{\epsilon \sim N(0, \sigma^2)} \left[ \frac{\partial f_j(x + \epsilon)}{\partial x_i} \right] = h^\top \text{SG}_i(f, x). \tag{13}$$
Figure 5: Exemplary correlated densities of the components floor color and object scale under the correlated sampling setup of [15] (a – c) and with our Gaussian sampling (d – f). The correlation strength is indicated on top. Purple denotes a low and yellow a high density.

We can apply this equality for rows of the matrix $H \in \mathbb{R}^{R \times K}$ again which analogously yields

$$SG_i(Hf, x) = HSG_i(f, x).$$

(14)

Remark: Note that if this relation holds for attributions of a single pixel $i$, it will also hold for the $\mathbb{R}^{K \times L}$ attribution matrix $A(f, x) = [SG_1(f, x), \ldots, SG_L(f, x)]$, i.e., $A(Hf, x) = HA(f, x)$.

C Experimental Details

C.1 Architectures

For the disentanglement models, we use the implementations provided by the open source library disentanglement-pytorch\(^2\). For the evaluation measures, we use the implementation of disentanglement\_lib\(^3\) with their respective default parameters. We use a simple encoder and decoder architecture, that consists of five and six feed-forward convolutional layers respectively and relies on the ReLU activation function.

C.2 Correlated sampling

In this paper, we use two methods to introduce correlations between the ground truth components. Both methods rely on proportional resampling: We first draw a batch that has multiple times the final batch size (we use factors from 3-6 depending on the non-uniformity of the distribution), then compute the (unnormalized) probability of each sample under a given distribution over the component values, and then resample a final batch (with replacement) proportional to these probabilities.

\(^2\)https://github.com/amir-abdi/disentanglement-pytorch
\(^3\)https://github.com/google-research/disentanglement_lib
The two methods differ in the probability distribution assigned to the component values. The first setting (used in Sec. 5.2) uses the approach of [43]: As visualized in Fig. 5(a) to (c), we pick two components \( z_1 \) and \( z_2 \), create the grid of possible values, and then lay a diagonal line over this grid. Along this line, we set a normal distribution with a standard deviation \( s \). A higher \( s \) means that the distribution gives a higher probability to more component combinations of the grid, whereas a smaller \( s \) is more restrictive. Mathematically, it is defined by [43] as:

\[
p(z_1, z_2) \propto \exp\left(-\frac{(z_1 - \alpha z_2)^2}{2s^2}\right),
\]

where \( \alpha = \frac{z_1^{\text{max}}}{z_2^{\text{max}}} \) brings the components to a same scale and \( s \) is similarly normalized to the maximum values that \( z_1 \) and \( z_2 \) can take. The remaining components \( z_i, i > 2 \), are marginalized out of this distribution and thus continue to be sampled uniformly at random.

This setting is limited to one pair of components and also introduces a non-Gaussian distribution over all components. To tackle these limitations and thus to make the distributional challenge harder, we use a different probability distribution in Sec. 5.3. Here, we lay a normal distribution over all components, i.e., \( z \sim \mathcal{N}(\mu, \Sigma) \), where \( \mu \) is centered in the middle of the possible values, i.e., \( \mu = \frac{z_1^{\text{max}} + z_2^{\text{max}}}{2} \). \( \Sigma \) is similarly normalized, since we decompose it into \( \Sigma = \text{diag}(\sigma^2)\Gamma \).

The vector \( \sigma \in \mathbb{R}_+^6 \) gives standard deviations for each component via \( \sigma^2 = \left(\frac{\mu + 0.5}{2}\right)^2 \) such that the distribution stretches across the grid of possible values. Note that the +0.5 is because the values are assumed to be zero-indexed. \( \Gamma \) is a correlation matrix with 1 on its diagonal. In the first experiment in Sec. 5.3, we correlate only one pair of variables and set their corresponding off-diagonal entries in \( \Gamma \) to \( \rho \). Fig. 5 (d) to (f) show the corresponding marginal distributions of these components. In the second experiment, we fill \( \Gamma \) with several correlations in the following order:

\[
\begin{pmatrix}
z_1 & 1 & 4 & 12 & 14 & 9 \\
z_2 & 11 & 5 & 10 & 6 \\
z_3 & 3 & 8 & 15 & \\
z_4 & 13 & 7 & \\
z_5 & 2 & \\
z_6 & \\
\end{pmatrix}
\]

where the component order of the rows and columns is \( z_1 = \text{floor.color}, z_2 = \text{background.color}, z_3 = \text{object.color}, z_4 = \text{object.scale}, z_5 = \text{object.shape}, z_6 = \text{orientation} \). Here, it is important to ascertain that the covariance matrix stays positive definite. Thus, we start with \( \rho = 0.7 \), check if the lowest eigenvalue of \( \Sigma \) is at least 0.2, and if not, reduce \( \rho \) by a factor of 0.9 until the eigenvalue fulfills this property. While technically it would be enough to have the smallest eigenvalue anywhere above 0, we found that 0.2 helps in numerical stability, for instance when inverting the covariance matrix to compute the multivariate normal distribution density.

### C.3 Discriminative setup

The decision tree that is used to generate the class distribution is shown in Figure 6. It relies on 4 (binarized) components. We trained a simple CNN classifier for this problem using the cross-entropy loss. In addition to the classification loss terms, we add a regularizer \( ||z||^2 \), which constrains the latent codes to not grow arbitrarily large, during training. To create a realistic setup, we sub-sample the dataset to follow a normal distribution as shown in Fig. 5d. We also add label noise near the decision boundary: For objects which have an orientation that is nearly centered, we follow each branch (left/right) with a probability of 50\%. With increasing left-orientatedness, the probability of following the left branch increases to almost 100\% in form of a sigmoid function over the actual orientation. We follow the same procedure for the remaining features. We train the classifier for 10k iterations at a batch size of 24 and verify that it reaches an accuracy close to the best-possible one taking the mislabeled samples into account. We add correlations by increasing the chance of the the factors \textit{obj. color} and \textit{floor color} taking the same binary value. We use our disjoint attributions approach to find a \( H \in \mathbb{R}^{4 \times 6} \) matrix that should map the 6-dimensional latent space of the model to the four binary concepts that are used in the classification task. For the unit directions, we take the first four unit directions of the latent space, for PCA and ICA, we take the most prominent for components discovered for the evaluation with the four annotated ground truth concepts.

### C.4 Evaluation scores

Several scores to quantify disentanglement have been proposed in the literature and often emphasize a different aspect of disentanglement [37]. Among the most common scores are the DCI [11], MIG [9], SAP [30] and the FactorVAE metric [26]. However, it is unclear which of these metrics (or if any) also provide useful results in the correlated setting [43]. Therefore, to compute the reliable evaluations, we train the model (and the post-processing methods such
Figure 6: The decision tree setup that we use for the discriminative classification problem. Each image is assigned one out of eight class labels $y$ according to the following decision tree.

as PCA, ICA, OA, DA) on the correlated dataset, but compute the metrics on samples from the full, uncorrelated datasets to avoid distortion in our scores. Triable et al. noted that the DCI scores were able to discover entanglement between 2 variables [43, Figure 11, Appendix], whereas most other metrics failed even in this case. Therefore, we mainly rely on this score for our experiments but also report results for the other scores in Experiment Sec. 5.2 that show a similar picture in this appendix (Appendix D.3).

C.5 CUB experiments

CUB-200-2011 is a fine-grained dataset containing a total of 11,788 images of 200 bird species (5994 for training and 5794 for testing). We trained a ResNet-50 with two fully-connected (fc) layers (the second fc layer served as a bottleneck layer and took 2048-dim feature vectors as input and output 512-dim ones) on CUB for 100 epochs using a SGD optimizer with an initial learning rate of 0.001. The input images were center cropped to $224 \times 224$ pixels. Trained on a standard cross-entropy loss, the ResNet achieved a classification accuracy of on average 77.47% on five random seeds, indicating proper training. After training the classifier, we applied our proposed method to discover components in the embedding space.

CUB provides no ground-truth components since it is a real-world dataset. It does, however, contain 312 attributes semantically describing the bird classes, e.g., wing color or beak shape. These attributes have no guarantee to be complete, but they offer 312 interpretable components. This allows for an attempt to quantify whether our discovered components are interpretable and meaningful by comparing whether they match some of these interpretable ones.

Formally, we are given a set of image feature embeddings $\{e_n\}_{n=1,\ldots,N}$, $e_n \in \mathbb{R}^L$ and a found matrix $H = (h_1, \ldots, h_K) \in \mathbb{R}^{L \times K}$ that contains the directions of discovered components ($L = 512$, $K = 30$). A score $s_n^k$ of $n$-th image for the $k$-th discovered component can be calculated by projecting the feature embeddings on that component direction, i.e., $s_n^k = \langle e_n, h_k \rangle$. One pitfall is that $s_n^k$ can be negative, indicating, e.g., a non-black bird for the component "primary color: black", but this opposite attribute is usually encoded in a separate attribute in CUB, e.g., "primary color: white". Thus, we separate the negative and positive values into two components, resulting in $2 \cdot K$ positive scores for each image.

To compare these component scores with the attributes, we make use of the numerical attribute values provided in CUB. First, we average the $2 \cdot K$ component values of all images of a class, to be comparable with the class-wise attributes provided by CUB. This gives us a numerical $2 \cdot K$ dimensional component description and a 312 dimensional attribute description per class. Now, we match the discovered components to the attributes. We compare each discovered component to each attributes via the Spearman’s rank correlation coefficient and consider the attribute with the highest score to match the component. These are the matches used in Sec. 5.5. We further use the (average) Spear-
man’s rank correlation across all components to their best-matching attributes to quantify how well the components match to interpretable attributes in Appendix D.5.

### C.6 Hyperparameters for the disentanglement models

We orient our hyperparameter ranges by the works [43, 32]. The exact ranges are provided in Tab. 3. We find the best hyperparameters in the ranges for each correlation strength/dataset/model triple separately. Then we train five models from independent seeds to run our experiments. We use the Adam optimizer for all model with a learning rate of $10^{-4}$, batch size of 64 and train for 300k iterations (equiv. to 40 epochs on Shapes3D).

For the optimization of the post-hoc disentanglement problem, we use slightly different hyperparameters. We use the RMSProp optimizer with learning rate of $10^{-3}$ and a batch size of 48.

## D Additional results

### D.1 Reconstruction quality

In Sec. 5.2, we saw low disentanglement scores of both the base and post-hoc models on MPI3D-real compared to the performance on Shapes3D. This implies that the embedding spaces of the VAEs was not trained well. In fact, this is supported by the reconstruction quality on both Shapes3D and MPI3D-real. Figures 7 and 8 show the original images on the left and the reconstructions of a randomly chosen BetaVAE on the right. On Shapes3D, the BetaVAE is able to reconstruct the image from its embedding representation. On MPI3D-real, it is able to reconstruct the big image parts shared across many pictures (ground, background stripe and background), but becomes blurry in the smaller and more nuanced robot arm and object shapes. This indicates that the information on these components might not be stored in the embedding space and is thus hardly disentangable. A longer training (800k instead of 300k iterations) did not resolve the issue. The issue might arise, following [13], because the input images were scaled down to 64x64 pixels making the detailed objects hard to perceive, and because the same architecture as in the Shapes3D experiments was used, which might not be expressive enough.
SAP score. We use the SG-Variant of our orthogonal attribution loss for the optimization in all plots. For MIG, we

Table 4 – 7 show the results of the experiment in Sec. 5.2 measured in the alternative metrics MIG, FactorVAE and

Regarding the attributions, there is no clear picture, but Grad and

Table 4: Mean ± std. err. of the DCI score of the experiments in Sec. 5.2 for the first correlated component pair (floor

disentanglement metrics

Tables 5 – 7 show the results of the experiment in Sec. 5.2 measured in the alternative metrics MIG, FactorVAE and SAP score. We use the SG-Variant of our orthogonal attribution loss for the optimization in all plots. For MIG, we

D.2 Correlation strengths and attribution methods in first experiment

In this section we provide additional ablations for the rectification experiment in Sec. 5.2. We investigate the impact of the choice of attribution method and the correlation strength s. The values (DCI scores) are shown in Tab. 4. As expected, our approach offers the highest gains over the baseline when the correlation is higher. Starting at s = 0.4, our runs start to reliably outperform the baselines. Regarding the attributions, there is no clear picture, but Grad and SG seem to yield good results more stably across runs. DA usually outperforms OA, which supports our theoretical results on identifiability.

D.3 Further disentanglement metrics

Figure 8: Random example images (left) and their reconstructions (right) of a BetaVAE on MPI3D-real.
D.4 Qualitative results on Shapes3D

In this section, we want to show another traversal plot like the one in Fig. 1 and more thoroughly analyze its latent space. We chose another architecture (BetaTCVAE) and $s = 0.2$ with the usual correlated factors floor color and background color. Out of the 5 independent runs, we selected the one with the highest DCI score (of the base model) for the analysis.

Linear entanglement matrix. To study which factors are encoded in which latent dimension, we compute a matrix of linear entanglement. By our linear entanglement hypothesis, $z' = Dz$, where the matrix $D = \{d_1, \ldots, d_k\} \in \mathbb{R}^{K \times K}$ contains the directions $d_i \in \mathbb{R}^K$, in which the ground truth concepts are encoded. Changing the component $i$ (entry $z_i$) by one unit will change the resulting embedding by $d_i$. To find these $d_i$, we take the factors at the origin of the traversal plot and alter only a single component $i$. We then encode the image corresponding to that change, and measure the change in embeddings to find the linear direction $d_i$ that the corresponding component is encoded in (to be precise, we sample several changes and take the largest eigenvector of the embedding changes covariance). Thus, we can estimate the matrix $D$. To estimate which factors are changing, when a unit direction of the (plain or postprocessed) embedding space is followed (a change in $z'_i$), we can invert the equation to $z = D^{-1}z'$. The columns in $D^{-1}$ correspond to the change in ground truth components that going one unit in the latent space coordinate $i$ will entail. We refer to this matrix $D^{-1}$, that shows which ground truth components will be altered by moving along one latent dimension as linear entanglement matrix.

Figure 9 shows the traversals along with the corresponding linear entanglement matrices that correspond well to the changes observed. For the plain method, the components that were correlated are deeply entangled (upper line). However, our method (DA, SG, lower line) is able to separate them well, which is testified both by the traversal and the linear disentanglement matrix.
Table 6: Mean ± std. err. of the FactorVAE scores of four post-hoc methods applied to the embedding spaces of four disentanglement models on two datasets with different pairs of correlated variables.

| Dataset       | Shapes3D | MPI3D-real |
|---------------|----------|------------|
| Correlated factors | floor vs. background | orientation vs. background | orientation vs. size | background vs. color | background vs. robot arm dof-1 | robot arm dof-1 vs. robot arm dof-2 |
| BetaVAE +PCA | 0.722 ± 0.060 | 0.689 ± 0.047 | 0.017 ± 0.056 | 0.127 ± 0.025 |
| +ICA         | 0.797 ± 0.036 | 0.775 ± 0.053 | 0.794 ± 0.022 | 0.059 ± 0.004 |
| +Ours (OA)   | 0.767 ± 0.108 | 0.808 ± 0.060 | 0.832 ± 0.022 | 0.054 ± 0.004 |
| +Ours (DA)   | 0.813 ± 0.087 | 0.829 ± 0.068 | 0.826 ± 0.020 | 0.051 ± 0.004 |
| FactorVAE +PCA | 0.627 ± 0.071 | 0.680 ± 0.027 | 0.652 ± 0.024 | 0.050 ± 0.004 |
| +ICA         | 0.619 ± 0.059 | 0.446 ± 0.146 | 0.200 ± 0.148 | 0.044 ± 0.006 |
| +Ours (OA)   | 0.663 ± 0.022 | 0.661 ± 0.028 | 0.644 ± 0.051 | 0.051 ± 0.004 |
| +Ours (DA)   | 0.646 ± 0.026 | 0.637 ± 0.023 | 0.619 ± 0.026 | 0.051 ± 0.004 |
| BetaTCVAE +PCA | 0.676 ± 0.012 | 0.814 ± 0.052 | 0.877 ± 0.015 | 0.517 ± 0.001 |
| +ICA         | 0.761 ± 0.035 | 0.738 ± 0.063 | 0.794 ± 0.037 | 0.505 ± 0.001 |
| +Ours (OA)   | 0.834 ± 0.004 | 0.761 ± 0.051 | 0.806 ± 0.051 | 0.493 ± 0.001 |
| +Ours (DA)   | 0.837 ± 0.004 | 0.849 ± 0.015 | 0.879 ± 0.013 | 0.493 ± 0.001 |
| DipVAE +PCA | 0.826 ± 0.006 | 0.839 ± 0.006 | 0.785 ± 0.033 | 0.517 ± 0.001 |
| +ICA         | 0.671 ± 0.019 | 0.603 ± 0.064 | 0.653 ± 0.039 | 0.505 ± 0.001 |
| +Ours (OA)   | 0.824 ± 0.007 | 0.812 ± 0.018 | 0.785 ± 0.029 | 0.503 ± 0.001 |
| +Ours (DA)   | 0.822 ± 0.006 | 0.850 ± 0.012 | 0.809 ± 0.045 | 0.505 ± 0.001 |

Table 7: Mean ± std. err. of the SAP scores of four post-hoc methods applied to the embedding spaces of four disentanglement models on two datasets with different pairs of correlated variables.

| Dataset       | Shapes3D | MPI3D-real |
|---------------|----------|------------|
| Correlated factors | floor vs. background | orientation vs. background | orientation vs. size | background vs. robot arm dof-1 | robot arm dof-1 vs. robot arm dof-2 |
| BetaVAE +PCA | 0.086 ± 0.003 | 0.119 ± 0.004 | 0.100 ± 0.005 | 0.127 ± 0.014 |
| +ICA         | 0.047 ± 0.005 | 0.002 ± 0.006 | 0.006 ± 0.006 | 0.027 ± 0.005 |
| +Ours (OA)   | 0.007 ± 0.001 | 0.013 ± 0.001 | 0.019 ± 0.004 | 0.017 ± 0.006 |
| +Ours (DA)   | 0.099 ± 0.026 | 0.114 ± 0.008 | 0.112 ± 0.007 | 0.131 ± 0.011 |
| FactorVAE +PCA | 0.072 ± 0.006 | 0.059 ± 0.006 | 0.064 ± 0.001 | 0.127 ± 0.014 |
| +ICA         | 0.060 ± 0.006 | 0.066 ± 0.004 | 0.057 ± 0.004 | 0.065 ± 0.008 |
| +Ours (OA)   | 0.003 ± 0.002 | 0.008 ± 0.001 | 0.006 ± 0.002 | 0.002 ± 0.000 |
| +Ours (DA)   | 0.077 ± 0.012 | 0.052 ± 0.005 | 0.054 ± 0.017 | 0.054 ± 0.006 |
| BetaTCVAE +PCA | 0.052 ± 0.002 | 0.107 ± 0.013 | 0.096 ± 0.016 | 0.151 ± 0.017 |
| +ICA         | 0.073 ± 0.004 | 0.075 ± 0.011 | 0.107 ± 0.015 | 0.148 ± 0.018 |
| +Ours (OA)   | 0.015 ± 0.000 | 0.010 ± 0.001 | 0.011 ± 0.002 | 0.011 ± 0.004 |
| +Ours (DA)   | 0.105 ± 0.003 | 0.119 ± 0.012 | 0.130 ± 0.023 | 0.055 ± 0.017 |
| DipVAE +PCA | 0.083 ± 0.004 | 0.084 ± 0.003 | 0.070 ± 0.002 | 0.056 ± 0.011 |
| +ICA         | 0.027 ± 0.003 | 0.034 ± 0.006 | 0.043 ± 0.004 | 0.023 ± 0.004 |
| +Ours (OA)   | 0.006 ± 0.001 | 0.003 ± 0.002 | 0.030 ± 0.002 | 0.011 ± 0.005 |
| +Ours (DA)   | 0.098 ± 0.012 | 0.082 ± 0.005 | 0.077 ± 0.002 | 0.060 ± 0.008 |
|         | 0.114 ± 0.003 | 0.105 ± 0.008 | 0.084 ± 0.007 | 0.051 ± 0.008 |
Figure 9: Traversal plots from another model (BetaTCVAE) trained on the correlated data set. As for all traversal plots in this paper, we manually permuted the dimensions to match across plots. In addition, we compute a matrix of linear entanglement that shows which ground truth factors are changed when moving into a certain direction (brightness corresponds to magnitude of change). While none of the post-hoc methods manages to disentangle shape and size (most likely due to their non-linear encoding), our model resolves the linearly entangled factors floor hue and wall hue fairly well, which can also be seen from the entanglement matrix.
D.5 Further results on CUB

In Tab. 8, we report the quantitative comparison on CUB introduced in Appendix C.5 of our methods with PCA, ICA, and a baseline of randomly sampled directions. ICA failed to discover meaningful components, while PCA was only capable of discovering very few high-variance ones in the beginning, but begins to fail for $K > 10$. This is possibly because in PCA, the directions are required to be orthogonal. Surprisingly, both PCA and ICA were not much better than the random baseline. Our method constantly discovered components and surpassed all three baselines. In particular, our method (DA) with IG attributions leads to good performance. Figure 10 illustrates the correlation between the ground-truth attribute representation (scores) and predicted representation by using our model (using plain gradients) for the top discovered component. The two components are clearly correlated, but more in a block-sense: Classes with low scores on the attribute received low scores on the discovered component. The same holds for high scores, but within these, we observe stronger noise, which explains why the Spearman’s correlation values were imperfect. This can be due to a certain degree of arbitrage in the ground-truth attribute values of each class. Here, Fig. 11, just like Fig. 4 in the main paper, shows qualitative examples, including the ground-truth values which appear to fluctuate. We emphasize that this analysis should be viewed as a take on quantifying the quality of interpretable components, but that a refined benchmark is material for future work.

| Num. components | K=1 | K=10 | K=20 | K=30 | K=40 | K=50 | K= 60 |
|-----------------|-----|------|------|------|------|------|-------|
| Baseline (random) | 0.659 ± 0.017 | 0.618 ± 0.012 | 0.585 ± 0.011 | 0.559 ± 0.011 | 0.536 ± 0.010 | 0.516 ± 0.009 | 0.492 ± 0.010 |
| PCA             | 0.789 ± 0.024 | 0.602 ± 0.007 | 0.497 ± 0.005 | 0.440 ± 0.006 | 0.402 ± 0.004 | 0.372 ± 0.004 | 0.346 ± 0.004 |
| ICA             | 0.515 ± 0.028 | 0.442 ± 0.005 | 0.412 ± 0.006 | 0.390 ± 0.007 | 0.370 ± 0.007 | 0.353 ± 0.007 | 0.335 ± 0.006 |
| Ours-DA,Grad    | 0.701 ± 0.045 | 0.626 ± 0.029 | 0.585 ± 0.028 | 0.559 ± 0.011 | 0.535 ± 0.029 | 0.515 ± 0.030 | 0.490 ± 0.030 |
| Ours-DA,IG      | 0.710 ± 0.020 | 0.657 ± 0.008 | 0.615 ± 0.013 | 0.587 ± 0.016 | 0.562 ± 0.018 | 0.539 ± 0.021 | 0.514 ± 0.021 |
| Ours-DA,SG      | 0.686 ± 0.020 | 0.641 ± 0.031 | 0.610 ± 0.032 | 0.584 ± 0.032 | 0.561 ± 0.033 | 0.540 ± 0.033 | 0.516 ± 0.033 |

Table 8: Quantitative comparison of discovered components using our methods, PCA, ICA and a random baseline. Mean correlation score of top-K (K in column) discovered components are shown in (mean ± std.) for five runs. "Ours-best" uses the best attribution method in each run. Bold indicates the best result.

Figure 10: Correlation between ground-truth attribute scores and our predicted scores for the best matched component. Each dot represents a class.
Figure 11: Examples of discovered components on CUB. The corresponding ground-truth attribute is shown under images and the ground-truth value of each image is depicted above the image. “+/−” indicate the positive/negative direction along the discovered concept.