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Abstract
We describe the creation of the Artie Bias Corpus, an English dataset of expert-validated <audio, transcript> pairs with demographic tags for {age, gender, accent}. We also release open software which may be used with the Artie Bias Corpus to detect demographic bias in Automatic Speech Recognition systems and can be extended to other speech technologies. The Artie Bias Corpus is a curated subset of the Mozilla Common Voice corpus, which we release under a Creative Commons CC-0 license – the most open and permissive license for data. This article contains information on the criteria used to select and annotate the Artie Bias Corpus in addition to experiments in which we detect and attempt to mitigate bias in end-to-end speech recognition models. We observe a significant accent bias in our baseline DeepSpeech model, with more accurate transcriptions of US English compared to Indian English. We do not, however, find evidence for a significant gender bias. We then show significant improvements on individual demographic groups from fine-tuning.
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1. Introduction
Speech technologies such as Automatic Speech Recognition (ASR) and Speaker Verification have become an everyday part of life in many countries. However, as the technology becomes more common we are discovering how fragile it can be. Environmental noise is a clear source of performance degradation, but other (less visible) sources of degradation stem from demographic factors such as age, gender, and accent (Hashimoto et al., 2018; Garnerin et al., 2019; Tatman, 2017; Tatman and Kasten, 2017). A speech technology exhibits demographic bias when performance is worse for one demographic group relative to another. Demographic sources of bias in speech technology are usually the result of imbalanced training datasets. Most research and development in Automatic Speech Recognition for English has been performed on datasets comprised of a majority of white American English speakers. Even though this is a known problem, to the best of our knowledge there exist no free and open resources to diagnose (in an attempt to mitigate) this bias. The current lack of resources is the motivation behind the Artie Bias Corpus† and associated tool.‡

2. Prior work
2.1. Bias detection
Previous work in the detection of demographic bias in Speech Recognition models can be found in Tatman (2017) and Tatman and Kasten (2017). In Tatman (2017) the author studies performance of the proprietary ASR systems used in Youtube automated captioning on a collection of “accent tag challenge” videos. The corpus used to identify bias was a crowd-sourced set of speakers self-identifying their accent and then reading a list of isolated words known to have high variation in pronunciation. This corpus was relatively small (62 words read in isolation by 80 people), and was not released with an open license. In Tatman and Kasten (2017), the authors evaluate Youtube captioning and Bing Speech API on the Dialects of English Archive (Meier, 2019). Even though these works are valuable in their findings, neither of the datasets used are released under a Creative Commons license, which greatly limits their usefulness. Furthermore, these corpora are not representative of the kind of speech seen in consumer-facing speech technology. The Artie Bias Corpus addresses these issues by releasing crowd-sourced speech data under an open license.

The techniques and tools outlined here can be easily ported over to any language in Common Voice. English currently dominates speech technology research, but it is in many ways a typological outlier. Generalizations from English to all languages should be taken with a grain of salt (Ben- der, 2009). We hope future work will extend the Artie Bias Corpus to other languages.

3. Corpus Design
The Artie Bias Corpus consists of 1,712 audio clips (≈ 2.4 hours) along with their transcripts and (self-identified, opt-in) demographic data about the speaker. The Artie Bias Corpus in most cases useful as a test set, rather than a training or validation set.

The validity of these transcripts was first vetted by crowd-sourced votes on the Mozilla Common Voice platform, and then a second-round of vetting was performed by trained experts (the authors of this paper). This two-step validation process results in a much higher certainty of the transcripts. The validity of the demographic tags was not able to be investigated.

3.1. Filtering Common Voice
The Artie Bias Corpus is a subset of the test set of the English Common Voice corpus, which was released on June

†The Artie Bias Corpus is available for download: ml-corpora.artie.com/artie-bias-corpus.tar.gz
‡Code for performing bias detection is available here: https://github.com/artie-inc/artie-bias-corpus
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12, 2019. The Common Voice corpus was collected and validated via a web interface. Collection was performed by presenting text sentences on the screen, and capturing audio from the user’s microphone as they read the text. Validation was performed by listeners confirming or rejecting the validity of a <audio, transcript> pair. After two volunteers confirm that a clip matches its transcript, the pair is marked “valid”. If a clip first reaches two down-votes, the recording is marked as “invalid” and is not included in the train, test, or development datasets. Participants were prompted (though not required) to give a small amount of demographic information: “accent”, “age”, and “gender”. The Artie Bias Corpus contains all clips from this test corpus which are labeled with at least one piece of demographic information. The resulting subset contained 1,903 English test utterances. These 1,903 sentences have already been validated by volunteers, but we found that these validated clips contain numerous false-positives.

3.2. Annotation of Artie Bias Corpus

We re-validated these 1,903 testset audio clips and transcriptions with a team of trained native speakers of American English (i.e. the authors of this paper). Only clips which passed with two out of three expert votes were included in the Artie Bias Corpus. We validated the audio clips with a fork of the original web interface.

The Artie Bias Corpus contains a total of 1,712 audio clips (∼2.4 hours). As a result of validation, we removed 167 clips. The Kappa statistic for our inter-annotator agreement can be found in Table 1 for our top three pairs of annotators. As per Viera et al. (2005), we reached “fair” to “moderate” agreement. Given that all annotators were native speakers of American English, we looked at the summary statistics of our rejections to identify annotation bias towards a certain demographic, and these statistics can be found in Appendix (1). We do not find strong evidence for an annotation bias against a certain demographic.

### Table 1: Inter-annotator Agreement: Kappa Statistic

| Annotator Pair | Number of Shared Clips | Kappa Statistic |
|----------------|------------------------|----------------|
| <A,B>          | 1449                   | 0.51           |
| <A,C>          | 1014                   | 0.28           |
| <B,C>          | 620                    | 0.29           |

In addition, we excluded 22 clips containing children’s speech. 1 clip which was sung, and 1 clip which contained problematic text. For privacy concerns we do not include children’s speech in the Artie Bias Corpus.

With regard to accents in the Artie Bias Corpus, the set of labels only contains English accents linked to country or geographic region (e.g. American English vs. Welsh English). Most of these labels are tied to countries in which English is an official language. There was no option for “non-native” accent, but our impression is that a large percentage of speakers had non-native accents, and these speakers may have marked their accent as “other” or left the field “NA”. Identifying the accent of a speaker without knowledge of speaker identity is a non-trivial problem, and we chose to not make judgments on the validity of these accent tags. As shown in Figure 1 and Appendix (1), the most common label for accent in the Artie Bias Corpus is “NA” (562 clips). In a close second comes speakers of United States English (558 clips). The third most common accent is Indian English (264 clips) and then English English (131 clips), and all other accents have less than 50 clips each.

### 3.3. Corpus Demographics

The Artie Bias Corpus contains information on 17 gender classes, 17 English accents, and 8 age ranges. For each demographic dimension, there is the possibility that participants chose not to share their information. As such, there is also the “NA” label present for many clips. With regard to gender we find that the Artie Bias Corpus is heavily skewed towards male contributors (1,431 clips) over females (257 clips). We also observe 20 clips without gender information (i.e. “NA”) and 4 clips whose speakers marked gender as “other”. Figure 1 displays the proportions of these gender classes. With regard to the age of speakers, we find that the Artie Bias Corpus is skewed towards people in their twenties (c.f. Figure 1).

Figure 1: Gender Distribution in the Artie Bias Corpus.

In order to test the capabilities of the Artie Bias Corpus in detecting bias in speech applications, we choose ASR as a

### 4. ASR Experiments

In order to test the capabilities of the Artie Bias Corpus in detecting bias in speech applications, we choose ASR as a
We demonstrate the ability of the Artie Bias Corpus to detect bias in the v0.5.1 release of Mozilla’s DeepSpeech\textsuperscript{10}. We then attempt to mitigate that bias via fine-tuning and detect that improvement with the Artie Bias Corpus.

For this study we investigate an open model for two reasons. Firstly, because using open models is good for replicability, and secondly because using closed models leads to dubious conclusions. Closed models are updated on an unknown schedule and any results have little lasting power. We have already seen conflicting results on gender bias in Youtube caption systems (Tatman, 2017; Tatman and Kasten, 2017), and there are too many unknowns to determine the cause of this discrepancy. Furthermore, we don’t have knowledge of the demographics of closed training corpora. Using free and open ASR models increases the replicability and accessibility of this research.

Our primary metric of ASR model quality is the Character Error Rate (CER)\textsuperscript{11}, computed as percentage of incorrectly transcribed characters as per the Levenshtein distance between the source transcript and the predicted transcript (Fiscus et al., 2006). For a sufficiently large corpus, the CER of individual samples will follow a normal distribution \( N(\mu, \sigma) \). The parameters \( \mu \) and \( \sigma \) depend on both the model and corpus.

Given a partition of a corpus into \( C_1 \) and \( C_2 \) (for example, by demographic), we define bias in an ASR model between \( C_1 \) and \( C_2 \) as the difference in the two distributions \( N(\mu_1, \sigma_1) \) and \( N(\mu_2, \sigma_2) \). Given a partitioned corpus \( C = C_1 \cup C_2 \) and samples \( S_1 \) and \( S_2 \) from the two corpora, we can use the well-studied ANOVA null-hypothesis test to determine whether two samples have a significantly different CER.

\textsuperscript{9}The code needed to perform statistics can be found here: https://github.com/artie-inc/artie-bias-corpus
\textsuperscript{10}DeepSpeech v0.5.1: https://github.com/mozilla/DeepSpeech/releases/tag/v0.5.1
\textsuperscript{11}We report Character Error Rate as opposed to Word Error Rate because the former is more language-agnostic (i.e. useful for non-English languages). Many languages do not use whitespace to delimit words, and there is no clear definition of “word” in a multilingual context. Even though we present data for English, we encourage our methods to be applied to more languages for which words are not an appropriate level of measurement.
4.1. Background on Baseline Model

Our baseline model is the off-the-shelf v0.5.1 release of Mozilla’s DeepSpeech. This model architecture was introduced by Baidu (Amodei et al., 2016) and implemented by Mozilla (Morais, 2018). This DeepSpeech is a 6-layer neural network with a single uni-directional LSTM layer, trained end-to-end via the Connectionist Temporal Classification (Graves et al., 2006) loss function.

This baseline model was trained on three large corpora: Fisher (Cieri et al., 2004), LibriSpeech (Panayotov et al., 2015), and Switchboard (Godfrey et al., 1992). The Fisher Corpus is heavily skewed towards North American English, and slightly skewed towards women (53% female). There are no statistics on the accents of LibriSpeech, but it was explicitly designed to skew towards US English, and is slightly biased towards men (48% female). The Switchboard corpus is entirely US English, and also slightly biased towards men (44% female). Given that DeepSpeech was trained on these corpora, we expect it to be biased towards US English, but it’s hard to make an a priori prediction on gender bias.

4.2. Bias Detection Experiments

To investigate the bias in our baseline, we choose to limit our statistical analyses to five major demographic groups: women, men, Indian accents, English accents, and American accents. These are the groups for which we have most data in the Artie Bias Corpus. Given the training data used in the baseline model, we have reason to believe an accent bias exists. Given previous research on gender bias in ASR, we are interested in whether or not gender bias exists in this particular baseline.

Figure 4: Gender Bias in Baseline Model: We do not find evidence for a statistically significant difference between error rates for male vs. female speakers. Results come from testing on the Artie Bias Corpus.

We decoded all of the Artie Bias Corpus with the aforementioned off-the-shelf release of DeepSpeech (using the pre-trained n-gram language model). Results are shown for gender in Figure 4 and for accent in Figure 5. We do not find a statistically significant difference between men and women ($p = 0.061$), with women having a mean CER of 30.14% and men having a mean CER of 27.40%. We do, however, find a significant difference ($p = 8.54e−32$) between Indian English (40.50% CER) and US English (21.50% CER). We did not find evidence for a statistically significant difference ($p = 0.808$) between US accents and English accents (25.06% CER).

Figure 5: Accent Bias in Baseline Model: We find that the baseline model performs significantly better on American English speakers compared to Indian English speakers. However, we do not find a significant difference in performance on speech from England vs. the United States. Results come from testing on the Artie Bias Corpus.

In summary, we found that this baseline model does exhibit bias with regard to accent: better performance on US English compared to Indian English. However, we did not find evidence for a gender bias (men vs. women), or a bias for US English vs. English English. In the following experiments, we attempt to mitigate this found accent bias via fine-tuning, and measure improvement with the Artie Bias Corpus. We also demonstrate that it is possible to inadvertently create bias via fine-tuning.

4.3. Bias Mitigation Experiments

In the following experiments we attempt to mitigate the bias detected in the previous section. We demonstrate that fine-tuning on a target demographic can be an effective method in bias mitigation. All results come from testing on the Artie Bias Corpus.

4.3.1. Fine-tuning Datasets

We create the fine-tuning datasets shown in Table 3 from the English Common Voice train and development sets. We did not perform any extra validation of these <audio,transcript> pairs. The “All CV” row refers to all audio from Common Voice, including clips which have no demographic labels. The rows following (i.e. “male”, “female”, “American”, “Indian”, “English”) only include audio clips from the designated demographic group.

The fine-tuning train and development sets are not included in the Artie Bias Corpus. The Artie Bias Corpus refers exclusively to the test set.
Table 2: Bias Mitigation Results (% Character Error Rate): Each column represents a subset of the Artie Bias Corpus, and each row represents a different DeepSpeech model. A bolded value represents a fine-tuned model which performed significantly better than the baseline on a certain demographic ($p < 0.05$ as per one-way ANOVA). The baseline is an off-the-shelf release, and the following rows were fine-tuned as described in Section (4.3). We observe improvement on all demographic groups except for English English. Blank cells represent values which are not of interest in the current study (i.e. demographic interaction effects).

| Testing Condition | Male    | Female   | American | Indian | English |
|-------------------|---------|----------|----------|--------|---------|
| BASELINE          | Mozilla Release |       | 27.40    | 30.14  | 21.50   | 40.50   | 25.06   |
| INITIAL FINE-TUNING | + All CV |         | 23.70    | 27.25  | 19.96   | 34.45   | 22.05   |
|                    | + Male   |         | 22.69    | 25.80  |         |         |         |
|                    | + Female |         | 23.09    | 25.91  |         |         |         |
| SECONDARY FINE-TUNING | + American |         | 18.90    | 33.48  | 21.26   |         |         |
|                    | + Indian  |         | 19.44    | 32.77  | 21.65   |         |         |
|                    | + English |         | 19.33    | 33.90  | 21.07   |         |         |

Table 3: Number of audio clips per Training and Development set.

| Fine-Tuning Subset | Demographic | Train | Dev |
|--------------------|-------------|-------|-----|
|                    | All CV      | 62,718| 8,013|
|                    | Male        | 12,957| 4,364|
|                    | Female      | 9,858 | 766 |
|                    | American    | 24,788| 1,931|
|                    | Indian      | 4,527 | 501 |
|                    | English     | 5,238 | 447 |

4.3.2. Experimental Method

The following experiments come from a two-step fine-tuning approach. First, we fine-tune the v0.5.1 pre-trained release of Mozilla’s DeepSpeech to all of Common Voice. This first-pass of fine-tuning was performed to adjust the entire model to the general characteristics of the Artie Bias Corpus (e.g. speaking style, noisiness), which are significantly different from the training corpora used for the pre-trained model. We use a dropout rate of 15% and a learning rate of $1e^{-5}$ over 100 epochs. The dropout rate was chosen to match that of the original DeepSpeech training, and the learning rate was found to be best over a sweep from $1e^{-3}$ to $1e^{-6}$. Second, we perform further fine-tuning to each target demographic individually, with an extra 20 epochs of backpropagation with a dropout rate of 15% and a learning rate of $1e^{-6}$. We end up with a total of seven models as a result: 1 baseline model, 1 model fine-tuned to Common Voice, and 5 models fine-tuned to a certain demographic (male, female, US accent, Indian accent, English accent).

4.3.3. Results

Results from the seven ASR models are displayed in Table (2). The rows represent different models and the columns represent demographics from the Artie Bias Corpus. In this section we are interested in differences between models rather than intra-model differences. Intra-model differences (i.e. bias) are investigated in Section (4.2). In the first row of Table (2), we report results from the baseline Mozilla DeepSpeech model. This is the same model in which we identified bias in Section (4.2). The following experiments are an attempt to decrease the percent CER on each demographic via fine-tuning.

In the second row of Table (2) we present our results after fine-tuning the baseline to the entire Common Voice corpus (hence the row label “All CV”). This model was able to significantly outperform the baseline on male speakers and Indian English speakers, but there was no significant difference for women, US English, or English English.

Lastly, in rows 3 through 6 of Table (2) we performed further fine-tuning to individual demographic subsets. For example, the row headed by “Female” represents a model that was initially fine-tuned to all audio, and then fine-tuned to only female speakers in Common Voice. With this extra step of fine-tuning we improve performance on women and US compared to the baseline. The improvements in male speech and Indian English still hold from the initial fine-tuning to all audio. We are never able to find significant improvement for English English.

4.3.4. Creating Unintended Bias

Even though we made improvements for individual demographic groups, in one case we inadvertently created significant bias. In the baseline model, we did not originally find evidence for a gender bias even with a 2.74% CER difference between male and female group means (c.f. Figure (4)). However, after fine-tuning this difference became significant.

After an initial fine-tuning to all of Common Voice, we find a significant difference in accuracy on gender ($p = 0.042$), with a gap in CER at 3.55%. This finding actually makes sense, given that we first fine-tune to a male-skewed dataset (i.e. all of Common Voice). After secondary fine-tuning to female voices the gender gap decreases to a 2.8% difference in CER, but the gap remains significant.

5. Limitations

There are two main limitations we have identified with regard to this study. Firstly, we have a statistical power limitation. As mentioned in Section (4), ANOVA statistical
In this paper we introduced the Artie Bias Corpus – a collection of <audio, transcript> pairs released under a Creative Commons license. The Artie Bias Corpus is intended for demographic bias detection in speech technologies such as Automatic Speech Recognition and Speaker Verification. We outlined the design, annotation, and content of the corpus in Section 4.3. We demonstrated that the Artie Bias Corpus is capable of detecting demographic bias in Automatic Speech Recognition applications in Section 4.2. We further demonstrated the corpus is able to detect improvements in model performance on demographic groups in Section 4.3. This is the first version of the Artie Bias Corpus, and we welcome its growth to more languages and more data.
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A  Demographics of Removed Clips

The data found in Table (4) display the summary statistics on the amount of audio clips removed from the Common Voice corpus to create the Artie Bias Corpus. We find higher than average rejection rates for clips marked with “Other” for either accent or gender, but we do not find a large difference between men and women rejections, and we do not find a large difference in rejection rates between the three largest accent groups: US English, Indian English and English English.

Table 4: Statistics on Removed Clips per Demographic

| Demographic | Original Number of Clips | Number of clips in Artie Bias Corpus | Percent Clips Removed |
|-------------|--------------------------|--------------------------------------|-----------------------|
| Teens       | 221                      | 187                                  | 15.38                 |
| Twenties    | 900                      | 827                                  | 8.11                  |
| Thirties    | 410                      | 366                                  | 10.73                 |
| Forties     | 171                      | 152                                  | 11.11                 |
| Fifties     | 107                      | 101                                  | 5.61                  |
| Sixties     | 53                       | 46                                   | 13.21                 |
| Seventies   | 20                       | 18                                   | 10.00                 |
| Eighties    | 3                        | 0                                    | 100.00                |
| Nineties    | 1                        | 1                                    | 0.00                  |
| NA          | 17                       | 14                                   | 17.65                 |
| Female      | 281                      | 257                                  | 8.54                  |
| Male        | 1591                     | 1431                                 | 10.06                 |
| Other       | 9                        | 4                                    | 55.56                 |
| NA          | 22                       | 20                                   | 9.09                  |
| African     | 25                       | 24                                   | 4.00                  |
| Australia   | 20                       | 19                                   | 5.00                  |
| Bermuda     | 10                       | 10                                   | 0.00                  |
| Canada      | 55                       | 42                                   | 23.64                 |
| England     | 151                      | 131                                  | 13.25                 |
| Hongkong    | 11                       | 10                                   | 9.09                  |
| Indian      | 281                      | 264                                  | 6.05                  |
| Ireland     | 23                       | 21                                   | 8.70                  |
| Malaysia    | 11                       | 9                                    | 18.18                 |
| New Zealand | 11                       | 11                                   | 0.00                  |
| Philippines | 10                       | 7                                    | 30.00                 |
| Scotland    | 12                       | 12                                   | 0.00                  |
| Singapore   | 2                        | 2                                    | 0.00                  |
| South Atlantic | 3              | 3                                    | 0.00                  |
| United States | 616                   | 558                                  | 9.42                  |
| Wales       | 3                        | 3                                    | 0.00                  |
| Other       | 33                       | 24                                   | 27.27                 |
| NA          | 626                      | 562                                  | 10.22                 |