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Abstract

Adapting pre-trained representations has become the go-to recipe for learning new downstream tasks with limited examples. While literature has demonstrated great successes via representation learning, in this work, we show that substantial performance improvement of downstream tasks can also be achieved by appropriate designs of the adaptation process. Specifically, we propose a modular adaptation method that selectively performs multiple state-of-the-art (SOTA) adaptation methods in sequence. As different downstream tasks may require different types of adaptation, our modular adaptation enables the dynamic configuration of the most suitable modules based on the downstream task. Moreover, as an extension to existing cross-domain 5-way k-shot benchmarks (e.g., miniImageNet → CUB), we create a new high-way (100) k-shot benchmark with data from 10 different datasets. This benchmark provides a diverse set of domains and allows the use of stronger representations learned from ImageNet. Experimental results show that by customizing adaptation process towards downstream tasks, our modular adaptation pipeline (MAP) improves 3.1% in 5-shot classification accuracy over baselines of finetuning and Prototypical Networks.

1. Introduction

In few-shot learning (FSL), the task of building models using limited examples, adapting pre-trained representations has demonstrated successful applications in computer vision and natural language processing [9, 46, 33, 15]. Finetuning pre-trained networks and learning classifiers on top of these embeddings leads to highly accurate classifiers even for data scarce conditions. An ideal pre-trained representation to start with is one that is learned in domains relevant to the target task or sufficiently diverse to enable effective transfer. However, in practice, relevant data is scarce and there is often a certain degree of domain shifts between the pretext and downstream tasks, where label ontology, viewpoint, image style, and/or input modality may differ. As such, cross-domain FSL [43, 13, 44] recently brings renewed interest to this classical transfer learning problem focusing on the low data regime.

Existing studies show that depending on the characteristics of the underlying domain shifts, different downstream tasks may favor different adaptation methods, either finetuning-based [4, 13] or metric learning-based approaches [41, 5]. For finetuning-based methods, the degree of finetuning required may also depend on the domain differences [22, 1, 14] and the amount of training data available in the target domain [18]. As a result, developing a one-size-fits-all cross-domain FSL approach has been challenging, if not entirely infeasible. To facilitate the appropriate design of cross-domain few-shot algorithms, a deeper understanding of domains, algorithms and their relationships is critical.

In this work, we propose a modular approach for cross-domain few-shot adaptation that can be dynamically customized based on domain characteristics as an alternative to commonly used one-size-fits-all solutions. We refer to our method as the Modular Adaptation Pipeline (MAP, Figure 1). To build MAP, we first standardize few-shot adaptation methods into modules, where each module takes as the input a model and the adaptation datasets, and produces an adapted model as the output. Given a downstream task, which adaptation modules should be applied as well as the hyperparameters of each selected module can be flexibly configured and automatically optimized via Bayesian optimization.

MAP can, thus, be considered as applying different loss terms according to the chosen methods sequentially to progressively adjust the input model towards the target downstream task. MAP enables flexible and customized integration of various SOTA techniques, whereas schemes based on joint optimization with an integrated loss function (e.g., weighted combination of multiple loss terms) may find it...
Figure 1. Block diagram of our proposed modular adaptation pipeline (MAP). MAP dynamically selects the most appropriate modules and their hyperparameters based on the characteristics of the given downstream task. MAP applies these selected modules in sequence to adapt the pre-trained models towards the target downstream task.

difficult to accommodate such diverse methods. Furthermore, while, in theory, our modular approach sacrifices global optimality due to step-wise optimization, schemes based on joint optimization, in practice, may also find it difficult to arrive at the global optima simply because of the complexity of the loss landscape, which can be further complicated by the involvement of module hyper-parameters. As a result, our modular and sequential approach stands in contrast to methods based on joint optimization as an arguably better design choice for practical problems.

As an exemplar realization of MAP, we integrate a collection of metric-based, finetuning, semi-supervised, and domain adaptation methods such as Prototypical Networks [36, 5], batchnorm tuning [13], FixMatch [37], power transform, and semi-supervised embedding propagation [17, 51]. This allows us to study their importance in different cross-domain few-shot adaptation tasks, providing empirical insights for a deeper understanding of adaptation algorithms, domain characteristics, and their relationships.

Our major contributions include:

1) We introduce a modularized approach for cross-domain few-shot adaptation to integrate a wide range of SOTA adaptation methods and apply them in sequence. In comparison to one-size-fits-all solutions, our method can dynamically select a sequence of the most suitable modules based on the characteristics of downstream tasks. In comparison to solutions based on joint optimization with combined losses, our method can work with a more diverse set of adaptation methods and achieve a balanced capability between finding the (sub)optimal solution and handling complex loss landscape.

2) Our empirical analysis on the cross-domain performance of MAPs optimized for different domains shed insightful light on the similarities among downstream tasks, which varies depending on domain shifts and the availability of training data.

3) We show that by customizing the adaptation process based on the target domain and availability of training examples, MAP produces on average a 3.1% improvement in 5-shot classification accuracy over few-shot and finetuning baselines on a large-scale 100-way ImageNet → 10 datasets benchmark.

2. Related work

2.1. Cross-domain few-shot learning

SOTA FSL approaches use a combination of representation learning for improving the pre-trained representation [41, 5, 26, 11, 51, 2], meta-learning for building more generalizable pre-trained models via episodic training [46, 10, 36], and flexible adaptation such as prototype-based [34, 17] and graph-based [35, 24]. FSL benchmarks to date often split datasets into two disjoint sets of classes, one for pre-training and the other for adaptation. In practice, however, we often need to adapt SOTA pre-trained representations to learn classifiers using limited training examples on a different domain. Studies show that approaches designed for same-domain few-shot learning may not perform better than simple finetuning when there is a large domain gap between the pretext and downstream tasks [4, 13]. As such, recent works [43, 13, 44] start to design more effective cross-domain FSL algorithms and more realistic cross-domain FSL benchmarks.

Our modular adaptation approach focuses on cross-domain few-shot adaptation and advances existing work by providing a framework for integrating various adaptation methods. We show that cross-domain FSL approaches could benefit from customizing the adaptation algorithm towards the target domain through hyperparameter adaptation. We also introduce a larger-scale cross-domain FSL benchmark that adapts ImageNet pre-trained representations for downstream tasks with more classes (100-way vs. existing 5-way) to bridge the gap between existing small-scale cross-domain FSL benchmarks and the needed large-scale transfer learning.
2.2. Adaptation methods in transfer learning

In transfer learning, a variety of approaches for adapting pre-trained classifiers to downstream tasks have been developed, such as fine-grained control of finetuning [23, 14] and network scaling [49, 18]. However, studies have shown that their performance depends heavily on hyperparameters, which may vary substantially according to the dataset size and the domain gap [22].

In contrast, our work shows that multiple adaptation methods and their hyperparameters can be configured under few-shot settings through cross validation and by transferring hyperparameters from similar tasks. This paves a distinctive path for integrating sophisticated adaptation methods in a more robust manner.

2.3. Automatic transfer learning

Inspired by the successes of automatic machine learning (AutoML), automatic transfer learning (i.e., automatically building models for new downstream tasks while leveraging models trained on pretext tasks) has gained increasing interests. Relevant work includes automatically identifying relevant sources [52, 50], pre-trained model selection and empirical selection of hyperparameters for transfer learning [18, 22].

Our work focuses on the automated selection of adaptation methods along with their hyperparameters. The cross-domain performance of domain-specific MAPs can also be used as a post-hoc criterion for source selection.

3. Approach

In this work, we focus on the problem of adapting a pre-trained model to perform image classification on a different dataset in a new domain (i.e., the target domain). Specifically, given 1) a pre-trained image classifier $F$ which takes in an image $I$ and outputs scores of classes $s = F(I)$, 2) an N-way K-shot labeled training set $D_l$, and 3) a set of unlabeled samples in the target domain $D_u$, the task is to build an updated image classifier $F'$ in the target domain to predict categories of testing samples.

At the meta level, an adaptation approach can be abstracted into a module $F' = M(F, D_l, D_u)$ or equivalently in operator form $F' = M(D_l, D_u) \circ F$. Multiple modules can be chained for a composite adaptation approach.

$$F' = M_n(D_l, D_u) \circ \cdots \circ M_1(D_l, D_u) \circ F \quad \Delta = M(D_l, D_u) \circ F$$

Chaining multiple modules corresponds to adapting a pretrained model using a collection of adaptation methods sequentially. In this work, we propose one such design, namely MAP, and study the benefits and challenges in constructing “pipelined” adaptation methods.

We treat the configuration that switches on and off adaptation methods as additional hyperparameters to be learned during training. These configuration parameters are learned jointly with the hyperparameters of each selected module. While transfer learning and meta-learning have studied adapting model parameters to downstream tasks, adapting hyperparameters remains an under-explored area. However, hyperparameters should be adapted to the target domain, since studies indicate that the optimal effective learning rate in finetuning [18, 22] and the effectiveness of different types of adaptation algorithms [43, 4, 13] both depend on domain similarity and the amount of training data. In this regard, MAP not only searches for the most suitable modules but also their hyperparameters for improved domain transfer.

Combining multiple adaptation methods via learnable configuration leads to a large search space, where traditional gradient descend may find difficult to handle. To fully leverage the potential of MAP, we design a simple yet effective protocol to learn hyperparameters based on cross validation and transferring hyperparameters across tasks.

In Section 3.1 and 3.2, we introduce the design space of our MAP including its building blocks and pipeline. We describe the proposed MAP search protocol in Section 3.3.

3.1. Building blocks

We implement seven modules based on adaptation methods with demonstrated successes in literature. The goal is to cover a diverse set of techniques such as FSL, domain adaptation and semi-supervised learning. A full list of options provided by each module is available in Appendix A.

**Finetuning.** Finetune both the encoder (i.e., networks that map the input to an embedding feature space) and the classifier layers. The choice of optimizer (e.g., Adam or SGD), learning rate, momentum, weight decay, data augmentation, batch size, number of epochs and learning rate stepping schedule are set as hyperparameters. We also included the option of re-initializing the classification network with a fully connected layer.

**Transductive ProtoNet (TransPN).** Prototypical Networks with scaled cosine distance [5], embedding power scaling [17], and CIPA [51] prototype propagation for transductive learning. These algorithms have been shown to reach SOTA on FSL datasets. The cosine distance scaling factor, power scaling factor and the toggle of transductive learning are part of the hyperparameters. TransPN reduces the classification layer to simply comparing the embedding of a test sample against class prototypes based on scaled cosine similarity.

**Finetuning batchnorm layer (TuneBN).** Updating batchnorm statistics with unlabeled data from the target domain helps model adaptation in few-shot settings [28, 13]. Network weights are frozen while batches of unlabeled data are passed through the network to update batchnorm statis-
Figure 2. An exemplar realization of MAP based on seven adaptation methods of different types including FSL, domain adaptation (DA), finetuning and semi-supervised learning. These modules are chained sequentially with a fixed ordering and can be “switched off” using a skip connection. ProtoNet for FSL and finetuning for transfer learning can be implemented as special cases of MAP.

3.2. Pipeline design

Figure 2 depicts an exemplar realization of our MAP. It consists of 11 modules. Finetuning is followed by semi-supervised learning with BatchNorm and ProtoNet modules in-between. Each module can be switched on or off. When switched off, a module is replaced with a skip connection, i.e., $F' = F$. While our empirical pipeline design does not cover all possible combinations of the building blocks, it supports a rich and compact set of configurations for selecting various methods. It covers standard baselines such as BatchNorm + ProtoNet and BatchNorm + finetuning. It also follows best practices such as finetuning the network before semi-supervised learning.

The search space of hyperparameters consists of switches, $\{\text{on, off}\}^{n}$, and the hyperparameters for each module, 126 hyperparameters in total. By keeping the number of modules in our pipeline fixed, standard Bayesian hyperparameter search techniques can be used to optimize MAP given a downstream task. Neural architecture search [55] and hyperparameter search transfer learning [30] may enable further expansion of the search space and potentially result in better pipelines. In this work, we focus on studying the feasibility and impacts of MAP and leave the aforementioned further improvements to future work.

3.3. Search protocol

Given a downstream task $\{D_t, D_u\}$, the goal of domain dependent adaptation is to obtain an optimal set of MAP hyperparameters. The standard approach is to optimize $k$-fold cross validation performance: first construct multiple cross validation splits by randomly dividing $D_t$ into training splits $D_{t}^{\text{train},i}$ and validation splits $D_{t}^{\text{val},i}$, $i = 1, \ldots, k$, and then perform adaptation on $\{D_{t}^{\text{train},i}, D_u\}$ and optimize performance on $D_{t}^{\text{val},i}$ using Bayesian hyperparameter optimization. Herein, the large search space presents a major challenge. For our exemplar MAP with 11 modules, there are $2^{11} = 2048$ possibilities in just deciding which modules should be turned on. From our experiments, we find that MAP optimization from scratch typically requires >300 iterations to converge, which often takes days on a single GPU. As reference, finetuning and ProtoNet, on the other hand, often converge within 30 iterations.

To speed up MAP optimization, we propose to transfer MAP hyperparameters across domains. Intuitively, a MAP optimized for one adaptation problem may also perform well on similar problems with similar requirements. It, therefore, could serve as a better starting point of hyperparameter search than from scratch. A set of MAPs optimized for a diverse set of domains could readily cover a large variety of adaptation problems so that satisfactory performance could be reached by simply selecting the best performing MAP out of the set for a given new downstream task.

Specifically, we first collect an initial set of 20 to 50 high-performing MAPs on N-way K-shot adaptation tasks sampled from a diverse collection of datasets (excluding the tar-
Figure 3. Example images in our ImageNet → 10 datasets cross-domain FSL benchmark. The datasets cover a wide variety of qualitatively different domains to assist the development of few-shot adaptation approaches.

get dataset), by running MAP hyperparameter search from scratch for 500 iterations. Building the initial collection of MAPs may take weeks across multiple GPUs. However, during adaptation, only MAPs in the collection are evaluated on the crossval splits \( D_{\text{train},i} \) and \( D_{\text{val},i} \) to select the most suitable MAP for the given downstream task. We show in experiments that transferring with a set of MAPs reaches similar accuracy as searching from scratch most of the times but converges more than \( 10 \times \) faster.

Our search protocol is related to hyperparameter transfer learning [30] and BiT-Hyperrule [18], an empirical rule for determining finetuning hyperparameters. Different from [30] which learns a transferable embedding space of hyperparameters, our approach simply finds hyperparameters that addresses a diverse set of tasks. MAP creates a more extended hyperparameter space than finetuning, which may open opportunities for deriving more sophisticated domain-dependent hyperparameter rules.

### 4. Experiment

#### 4.1. Experimental Setup

**Dataset.** SOTA FSL has benefited from improving pre-trained representations on miniImageNet [46, 33, 43] through improved architectures [15, 31], episodic meta-training [10, 5], knowledge distillation [41] and self-supervised learning [11, 26, 51]. Improvements on miniImageNet representations have been shown to be orthogonal to improvements in few-shot adaptation [17, 51], but are to a certain degree disconnected from the representation learning community where the focus is on ImageNet [18, 42, 32, 3] and beyond [8]. To fully benefit from representation learning, we introduce a new large-scale 100-way 2- to 20-shot ImageNet → 10 datasets benchmark for cross-domain few-shot learning. These 10 adaptation datasets include DomainNet→{real, clipart, sketch, quickdraw, infographic, painting} [29], CIFAR-100 [20], DTD-textures [6], FGVC-aircraft [25] and GTSRB-traffic signs [38]. Figure 3 illustrates example images from the respective datasets. The choice of datasets is inspired by the VTAB [53] and Meta-Dataset [43] benchmarks but with focus on fixed-way fixed-shot to study domain-dependent adaptation strategies.

All classes in the respective datasets are used except for DomainNet, where only the top 100 most frequent classes are used as there are insufficient testing examples for categories towards the tail of the class distribution. We randomly sample images to create \( K \in \{2, 5, 10, 20\} \)-shot adaptation tasks with 20 test examples per class. The process is repeated over 5 random seeds to create 5 splits for each of the N-way K-shot problem. Accuracy is reported per-dataset per-shot, averaged over the 5 random splits. Following existing FSL conventions, unlabeled test examples are available for semi-supervised and/or transductive learning [34, 24]. The splits are available at [https://github.com/frkl/modular-adaptation](https://github.com/frkl/modular-adaptation).

We also benchmark our approach using existing cross-domain few-shot datasets including the VL3 challenge [13] (5-way 5- to 20-shot miniImageNet → CropDisease [27], EuroSAT [16], ISIC [7] and ChestX [48]) and the four datasets from the LFT work [44] (5-way 1-&5- shot miniImageNet → CUB [47], Cars [19], Places [54] and Plantae [45]).

**Backbone architecture.** We focus on adaptation from publicly available standard backbones for each benchmarking datasets. For VL3 and LFT, we used the baseline ResNet-10 pre-trained on miniImageNet provided by [1] and [44], respectively. For our ImageNet → 10 datasets settings, we used an EfficientNet-B0 [39] pre-trained on ImageNet provided by the EfficientNet-pytorch model zoo [48]. Input image resolutions are \( 224 \times 224 \).

**Baselines.** We choose two baselines 1) finetuning (FT)

---

1 [https://github.com/johncai117/Meta-Fine-Tuning](https://github.com/johncai117/Meta-Fine-Tuning)
2 [https://github.com/hytseng0509/CrossDomainFewShot](https://github.com/hytseng0509/CrossDomainFewShot)
3 [https://github.com/lukemelas/EfficientNet-PyTorch](https://github.com/lukemelas/EfficientNet-PyTorch)
where only TuneBN and finetuning modules are enabled and 2) prototypical networks (PN) where only TuneBN and Transductive ProtoNet modules are enabled as illustrated in Figure 2. These two baselines are selected as their search space can sufficiently cover SOTA cross-domain few-shot adaptation techniques.

**Search strategy.** Hyperparameters are determined through 5-split cross validation on the adaptation set (each split with 50% training and 50% validation). As described in Section 3.3, to save computations of online adaptation, we start from a set of pre-selected high-performing 1-, 2-, 5- and 10-shots pipelines on the 10 adaptation datasets\(^4\), total 40 pipelines for a reduced search space and, thus, decreased online computational complexity. Accordingly, we compare two hyperparameter selection strategies, one with the set of pre-selected pipelines (referred to as the transfer setting), and the other with a set of best-performing pipelines optimized for lower shots on the adaptation dataset to approximate hyperparameter search from scratch (referred to as the from-scratch setting). To verify the effectiveness of cross validation, we also design a third oracle setting where hyperparameters are searched and evaluated directly on test data. For example, for 10-shot CIFAR-100 experiments, the transfer setting selects pipelines from 1-, 2-, 5- and 10-shots from other datasets such as DomainNet-Clipart. The from-scratch setting uses the pipelines optimized for 1-, 2-, and 5-shots on CIFAR-100. The oracle setting uses the pipeline for 10-shot on CIFAR-100.

### 4.2. Experimental results

**Comparison against baselines.** Table 1 compares the performance of MAP vs. baselines (i.e., PN, FT) on the ImageNet \(\rightarrow\) 10 datasets cross-domain task. Between PN and FT, we observe that PN, a FSL method, and FT, a transfer learning method, performs better on lower-shots (i.e., 2-shot) with similar domain and higher-shots (i.e., 5-, 10-, 20-shots) with disjoint domain, respectively. This agrees with the underlying designs of these methods and the general observations in literature. Thanks to its modularized design that supports online pipeline reconfiguration, MAP on average outperforms both PN and FT for 2-, 5-, 10-shots by 3.96%, 3.13% and 1.04%, respectively. For 20-shot, MAP achieves comparable performance as FT. As the number of shots increases, the performance gain achieved by MAP degrades. This is expected since in general FT outperforms few-shot methods given sufficient labeled data.

In Table 1, DomainNet domains are arranged based on their realism with QDraw being the most abstract and Real the most realistic. Studying the performance across these domains, we notice that adaptation accuracy improves as the domain becomes more realistic. This is because the source domain is ImageNet. MAP achieves improved performance for all the domains except for QDraw, indicating that MAP’s step-wise sequential optimization may be trapped into local optima at the earlier stage of the pipeline for scenarios with a large disparity between the source and target domains.

We compare the performance of our MAP against existing approaches using the same backbone architectures on the LFT (Table 2) and VL3 (Table 3) cross-domain FSL benchmarks.\(^5\) We achieve competitive performance against SOTA on the small-scale 5-way datasets, especially for the LFT benchmark. Notably, on ISIC and ChestX in the VL3 benchmark, which are datasets of medical imagery, MAP performance is still relatively lower than the baselines. This is because our exemplar MAP does not include strong domain adaptation modules (the only domain adaptation comes from BatchNorm). By incorporating additional domain adaptation modules, we expect MAP performance to be further improved on these two datasets.

---

\(^4\)Using HyperOPT https://github.com/hyperopt/hyperopt

\(^5\)Additional implementation details are available in Appendix C.
Comparison across search strategies. Table 2 compares averaged performance of PN, FT, MAP across the six domains in DomainNet under the from-scratch, transfer, and oracle settings for 2-, 5-, 10-, and 20-shots.6 Our experiments under the oracle setting show that the improvement margin between MAP and PN/FT on DomainNet is approximately 4.04%, 2.72%, and 0.85%, for 2-, 5-, and 10-shots, respectively. MAP under both from-scratch and transfer settings has achieved such improvement, suggesting that despite the large number of additional parameters introduced by dynamic pipeline configuration, MAP seems not yet suffer from over-fitting (i.e., similar improvement is achieved on the holdout fold of cross-validation). This allows for a larger search space by adding more modules into the MAP pipeline (e.g., self-supervised learning).

Comparing between from-scratch and transfer, transfer achieves similar performance to from-scratch. The fact that the performance difference is marginal also verifies our conjecture that initializing from a set of pre-selected pipelines is a practical and effective alternative to searching the whole parameter space for reduced online computation. Figure 4 shows the convergence rate of transfer against vanilla Bayesian hyperparameter search on 5-shot DomainNet-Clipart, where transfer yields an approximately 20× reduction in online computation.

Comparison across domains. The domain-specific nature of MAPs allows for the study of which domains favors which adaptation methods. Table 5 shows the cross-domain performance of six MAPs optimized for 5-shot on Domain-QDraw, -Infgrph, -Sketch, -Clipart, -Pnting, and -Real. In general, the best performance is achieved using the MAP optimized for the same or similar domains. Figure 5
Table 5. Cross-domain performance of six MAPs for 100-way 5-shot ImageNet → DomainNet tasks.

| MAP          | QDraw | Infgrph | Sketch | Clipart | Pnting | Real |
|--------------|-------|---------|--------|---------|--------|------|
| DN-QDraw-5   | 47.75 | 9.05    | 26.55  | 39.00   | 25.95  | 25.95|
| DN-Infgrph-5 | 38.15 | 14.80   | 38.15  | 48.80   | 46.40  | 70.45|
| DN-Sketch-5  | 42.65 | 17.20   | 41.75  | 54.65   | 50.55  | 71.95|
| DN-Clipart-5 | 38.65 | 17.50   | 41.45  | 56.75   | 53.45  | 73.65|
| DN-Pnting-5  | 37.75 | 14.45   | 38.40  | 56.80   | 52.40  | 75.20|
| DN-Real-5    | 33.95 | 16.05   | 39.05  | 54.10   | 49.70  | 73.15|

Figure 5. MAPs optimized for 5-shot on DomainNet-Clipart (top) and DomainNet-QDraw (bottom).

The cross-domain performance of these MAPs with high domain specificity by design can be used to measure domain similarity. In this regard, we collected MAPs optimized on ImageNet → 10 datasets for 1-, 2-, 5-, and 10-shots. In total, we have 40 MAPs. We run these MAPs against 100-way {1, 2, 3, 5, 8, 10, 16, 20, 32}-shot tasks on those 10 datasets. For the $i^{th}$ task with a specific combination of the number of shots and target domain, we compute the relative performance ranking of these 40 MAPs: $\bar{r}_i = \{r_{ij}\}, j = 1, \ldots, 40$. We visualize these $\bar{r}_i$ via t-SNE in Figure 6, using rank-correlation $\rho$ between $\bar{r}_i$ and $\bar{r}_j$ as the distance $d = \sqrt{1 - \rho(\bar{r}_i, \bar{r}_j)}$. In so doing, domains that tend to favor the same set of adaptation methods would cluster in a closer neighborhood, as shown in Figure 6. We have the following insightful observations.

1) For each domain, varying the number of shots forms a continuous trajectory in the embedding space, suggesting that different adaptation methods are selected depending on the number of available labeled samples.

2) As the number of shots increases, trajectories from multiple domains converge to several attractors (highlighted by green circles in Figure 6). This is consistent with the observation that finetuning gradually emerges as the most effective adaptation method for high shots.

3) DomainNet-QDraw, FGVC-Aircraft and Traffic signs datasets emerge as a distinctive cluster. One signature that sets these datasets apart from others is that they all require recognition of strokes or silhouettes as opposed to textures. This also explains why it is difficult to generalize MAPs from other DomainNet datasets to DomainNet-QDraw (see cross-domain performance in Table 5). Towards further improving the effectiveness of hyperparameter transfer, having a set of diverse MAPs with sufficient coverage of the embedding space is desired.

5. Conclusions

We developed MAPs as an alternative to one-size-fits-all solutions for cross-domain FSL. Via MAP, we showed 1) that various adaptation methods can be unified under a common framework to achieve greater adaptation performance; and 2) that given a specific downstream task with limited training examples, which adaptation methods to apply can be configured and optimized dynamically and efficiently through hyperparameter transfer. Additionally, thanks to their domain specificity by design, the cross-domain performance of MAPs optimized for different domains revealed new perspectives to the similarity between domains. The effectiveness of MAPs was verified via an average 3.1% improvement over finetuning on 5-shot ImageNet → 10 datasets benchmark and competitive performance against SOTA on LFT and VL3. Encouraged by these demonstrated advantages of MAP, promising directions for future research include speeding up online hyperparameter adaptation, improving hyperparameter generalization across datasets, and architectures and empirical rules for predicting hyperparameters.
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A. Additional Details on MAP Modules

A.1. Finetuning

Implementation details

- Choice of Adam/SGD+momentum optimizers.
- Separate learning rates for embedding and classifier layers.
- Choice of reinitializing the classifier layer with a new fully connected layer.
- Choice of data augmentation algorithms.
- Learning rate stepping. Decrease learning rate to $0.1 \times lr$ after a portion of total runtime.

Hyperparameters

- switch: \{on, off\}
- reinitialize: \{yes, no\}
- optimizer: \{sgd, adam\}
- aug: \{norm, normal, weak1, weak2, strong1, strong2\}
- lr_classifier: \[1e-5, 1e-1\]
- lr_embed: \[1e-5, 1e-1\]
- step: \[0.2, 1.0\]
- decay: \[1e-7, 1e-3\]
- momentum: \[0.7, 0.99\]
- epochs: \[1, 90\]
- batch_size: \[8, 48\]

A.2. Transductive ProtoNet (TransPN)

Implementation details

- Add a per-dimensional power scaling layer to the embedding network, $y = \text{sgn}(x)|x|^p$ following [17].
- Implement prototypical networks with scaled cosine distance following [5]. This approach first computes the average embedding of all examples within that class as “prototype” embeddings (following ProtoNet [36]). Then, the classification layer of the input network is replaced with by selecting the closest prototypes based on scaled cosine distance.
- Option to perform CIPA transductive prototype embedding propagation following [51] for transductive learning. Given unlabeled test examples, CIPA first predicts the class probabilities of the test examples, then use the test examples weighted by their class probabilities in the computation of the prototype embeddings to update the classifier. This process is repeated over multiple rounds using the updated classifier to refine the weights on the test examples in the prototype embeddings.

Hyperparameters

- switch: \{on, off\}
- power scaling factor $p$: \[0.2, 4.0\]
- cosine distance weight $\tau$: \[5.0, 32.0\]
- CIPA switch: \{on, off\}
- CIPA rounds: \[1, 32\]
- CIPA weight on unlabeled examples: \[0.001, 10.0\]

A.3. Finetuning batchnorm layer (TuneBN)

Implementation details

- Configure the momentum of BatchNorm layers 1) upon entry to control how much statistics are updated within the layer and 2) before output to control how much statistics are updated in all future layers.
- BatchNorm statistics are updated by forwarding batches of random unlabeled examples through the network for a number of iterations.

Hyperparameters

- switch: \{on, off\}
- momentum upon entry: \[1e-5, 1.0\]
- iterations: \[1, 50\]
- batch_size: \[8, 48\]

A.4. Semi-supervised learning with pseudo labels (SSL-PseudoLabel)

Implementation details

- Pseudo labels of unlabeled examples that passes a confidence threshold are weighted and used along with ground truth labels for training.
- Adam optimizer.
- Data augmentation algorithms are searched separately for labeled and unlabeled examples.
Hyperparameters

- switch: \{on, off\}
- weight on pseudo labels: [0.0,1.0]
- threshold: [0.5,1.0]
- lr: [1e-5,0.1]
- epochs: [1,20]
- batch size: [8,48]
- aug labeled: \{norm, normal, weak1, weak2, strong1, strong2\}
- aug unlabeled: \{norm, normal, weak1, weak2, strong1, strong2\}

**A.5. Semi-supervised learning with entropy minimization (SSL-Entropy)**

Implementation details

- Entropy on unlabeled examples are used along with cross entropy on labeled examples as the objective for finetuning.
- Entropy on unlabeled examples are thresholded, to focus on examples with low entropy (high confidence).
- Adam optimizer.

Hyperparameters

- switch: \{on, off\}
- weight on entropy: [0.0,1.0]
- threshold: [0.0,0.6]
- lr: [1e-5,0.1]
- epochs: [1,20]
- batch size: [8,48]
- aug labeled: \{norm, normal, weak1, weak2, strong1, strong2\}
- aug unlabeled: \{norm, normal, weak1, weak2, strong1, strong2\}

**A.6. Semi-supervised learning with student-teacher (SSL-MeanTeacher)**

Implementation details

- Based on SSL-PseudoLabel, but use a moving average “teacher” network to produce the pseudo labels.
- Choice of Adam/SGD+momentum optimizers.
- Choice of reinitializing the classifier layer with a new fully connected layer.
- Data augmentation algorithms are searched separately for labeled and unlabeled examples.

Hyperparameters

- switch: \{on, off\}
- reinitialize: \{yes, no\}
- optimizer: \{sgd, adam\}
- weight on pseudo labels: [0.0,1.0]
- threshold: [0.5,1.0]
- lr: [1e-5,0.1]
- decay: [1e-7,1e-3]
- momentum: [0.7,0.99]
- epochs: [1,20]
- batch size: [8,48]
- aug labeled: \{norm, normal, weak1, weak2, strong1, strong2\}
- aug unlabeled: \{norm, normal, weak1, weak2, strong1, strong2\}

**A.7. Semi-supervised learning with FixMatch (SSL-FixMatch)**

Implementation details

- Adopt the FixMatch objective [37] for semi-supervised finetuning. FixMatch uses pseudo labels generated using weakly augmented examples to guide predictions on strongly augmented examples.
- Choice of Adam/SGD+momentum optimizers.
- Configurable ratio of labeled/unlabeled examples for each batch.
- Choice of reinitializing the classifier layer with a new fully connected layer.
- Choice of using a moving average “teacher” network to produce the pseudo labels.
- WarmUpCosine learning rate schedule.

Hyperparameters

- switch: \{on, off\}
- reinitialize: \{yes, no\}
- optimizer: \{sgd, adam\}
- weight on pseudo labels: [0.0,1.0]
- pseudo label threshold: [0.5,1.0]
• lr: [1e-5, 0.1]
• decay: [1e-7, 1e-3]
• momentum: [0.7, 0.99]
• epochs: [1, 20]
• batch size: [8, 48]
• label/unlabeled ratio: [1:1, 1:10]

B. Per-dataset results of oracle and from scratch on the 10-dataset benchmark

Table S1 compares MAP with PN/FT under oracle and from scratch hyperparameter configurations, across \{2, 5, 10, 20\}-shots on the ImageNet \(\rightarrow\) 10 datasets benchmark. Table 4 in the main paper has presented the average result on DomainNet datasets in Table S1.

C. Setup details of LFT and VL3 benchmarks

For MAP, PN and FT, we follow identical setups as the the 100-way ImageNet \(\rightarrow\) 10 datasets experiments for 5-way 5-shot LFT and 5-way 5/20-shot VL3 experiments.

Hyperparameters are configured using transfer with 5-split cross validation. Due to time constraints, we reused pipelines preselected for the 100-way ImageNet \(\rightarrow\) 10 datasets with Efficient-B0 backbone, but apply to 5-way tasks with ResNet10 backbones. As a result, LFT and VL3 results also demonstrate that such preselected pipelines are transferrable across backbone architecture and number of classes.

Experiments are repeated over 150 5-way K-shot splits. Mean and standard deviation are reported in Table 2 and Table 3 in the main paper. The introduction of fully automated hyperparameter configuration leads to higher computational cost. Due to limited time, we performed fewer rounds than existing literature (often 900+ rounds) and resulted in larger confidence intervals.
Table S1. Performance of PN/FT/MAP under from-scratch and oracle setups. Results on DomainNet datasets are averaged to create Table 4 in the main paper.