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ABSTRACT
In a decision-making study, design alternatives are compared with respect to cost, performance, and reliability, and the best is selected. Often, due to the time constraints imposed by the design schedule and budget restrictions, the number of design alternatives considered is limited. This research focuses on composite flooring systems for multi-story buildings and the application of value techniques to the construction industry. The study uses data that obtained from the RSMeans Assemblies Books for the period 1997–2019. The data obtained from RSMeans consists of assembly cost ($/s.f. of floor) as the dependent variable; and the structural span (ft.), superimposed load (p.s.f), unit cost of sheet metal ($/LF of sheet), unit cost of concrete ($/CY), unit cost of steel structural ($/ton), and total load (p.s.f) as the independent variables. A simple computer model is designed for recommending the optimal composite flooring system of a multi-story building, during the preliminary design stage. The value engineering (VE) team to achieve the VE goals mentioned above can use the model.

1. Introduction
Over the past number of decades, various floor systems have been used in the building of many types of multi-story buildings. Since a large segment of the public and private sectors’ funds and time is spent on construction, especially on the construction of such projects, it is essential to plan how resources can be used effectively within the construction industry. The design phase is the very first phase of a construction project; it precedes all other construction activities and profoundly affects construction costs, the project schedule, and the construction method. Selecting the best design alternative can result in large savings. Therefore, choosing the optimal floor system for the construction of multi-story buildings is strongly recommended. Composite buildings can be defined as buildings with some structural elements made of reinforced concrete and other structural elements made of steel or as buildings containing structural elements made of both steel and concrete, as shown in Figure 1.

Floor slabs are usually made of reinforced concrete or a composite of concrete and steel. Thus, it is a general practice to use concrete or reinforced concrete in slabs. Floor slabs in steel buildings are generally composite, and those in reinforced concrete or composite buildings are usually either reinforced concrete or composite. Normally, composite floor slabs are usually composed of a metal deck (a trapezoidal steel plate) with a concrete or reinforced concrete topping. Composite floor slabs generally support structural steel or steel trusses.

One of the biggest challenges in performing decision-making activities is the development of accurate preliminary cost estimates, during the preliminary study. If poor cost information is used, the basis for value engineering evaluation is hampered (Dell’Isola 1982). In order to improve the effectiveness of decision-making activities, there is a need to develop new methods for estimating construction costs of an adequate number of alternatives early on during the design phase. Although multi-story structures, especially steel and composite structures, are quite prevalent these days, many techniques are still invoked to select an optimal methodology for creating and maintaining each one. One of the best ways to achieve optimum value maybe through the ring analysis technique. Many other methods have been used over the years, and our proposed method has not been discussed yet.

2. Objective
The main purpose of our research is to present a methodology that integrates artificial intelligence for developing accurate preliminary cost estimates for composite flooring systems of multi-story buildings. AI helps the decision makers to identify the optimal...
3. Literature review and background

(Klanˇsek and Kravanja 2006a) presented self-manufacturing cost estimation, cost optimization and competitiveness of different composite floor systems: composite I beam, composite trusses produced from rolled channel sections and composite trusses made from cold-formed hollow sections. The optimization was performed by the nonlinear programming approach, NLP. The parametric optimization was made for simply supported beams of different spans, loads, steel costs (prices) and different hourly labor costs (Klanˇsek and Kravanja 2006a). Using the general-purpose finite element package ABAQUS, a 3-D finite element model representing 20 story buildings to perform the progressive collapse analysis. Shell elements and beam elements were used to simulate the whole building incorporating nonlinear material characteristics and nonlinear geometric behavior (Fu 2009). The cost optimization of a composite floor system was performed utilizing the harmony search algorithm and an improved harmony search algorithm. A composite floor system was designed by the LRFD/AISC method, using a unit consisting of a reinforced concrete slab and steel beams. The objective function was considered as the cost of the structure, which is minimized subjected to serviceability and strength requirements (Kaveh and Abadi 2010). Cost efficiencies of various steel frameworks were investigated for the economical design of multistory buildings. A total of 13 steel frames that incorporate various types of beam-column connection and bracing configuration were considered for detailed and comparative cost analyses. The three multistory buildings consisting of 10, 20 and 30 floors are stiffened according to each of the 13 steel frameworks to yield 39 test frames for numerical applications (Hasançebi 2017).

(Kim, Seo, and Hyun 2012) presented a practical hybrid conceptual cost estimating model for large building projects, including multiple mixed-use buildings.

4. Background for applications of ANNs in construction engineering

A number of researchers have applied ANNs in construction management, principally for decision-making, forecasting, and optimization. Cost is one of the major criteria in decision-making in the early stages of a building design process. Traditional cost estimating procedures follow a quantity takeoff, while comparative cost estimating relies on parameters such as type, size, and capacity of the building. While traditional cost estimating makes use of blueprints and specifications, comparative cost estimating assumes a linear relationship between the final cost and the basic design variables of the project (Gunaydin and Dogan 2004). Developments in computer and software technology have facilitated novel approaches for cost estimation. By the emergence of AI tools (i.e., neural networks) possible multilinear and nonlinear relationships can now be investigated. The overall cost of a multistory residential building may come down considerably if the structural system is designed efficiently. It is understandable that both architects and structural engineers should exercise optimum care in making design decisions for the structural system. Developed and tested a model of cost estimating for the structural systems of reinforced concrete skeleton buildings in the early design phase via the application of artificial neural networks (ANN). The combination of AI and traditional techniques, to develop accurate estimates of the resources needed in a project (e.g., construction material quantities). It was used to estimate the amount of concrete, reinforcement, and structural steel required for the construction of tall-frame structures (Garcia De Soto and Adey 2016). In 2018, Jassim submitted a report for the study to the artificial neural networks as a general and principal concept (Jassim 2018). The purview of ANNs in which the given hazy information can be effectively interpreted in order to arrive at meaningful conclusions. Table 1 shows a summary of the knowledge gaps in some of the earlier researches.

5. Research methodology

A thorough review of the existing literature was performed in this study to identify existing techniques and
uncover factors relevant to selecting an optimal methodology for planning, creating, and maintaining multistory buildings. Our study suggests how to design a flexible model that uses the capabilities of MathWorks’ MATLAB® software as a decision-making tool. The model can be used to select an optimal composite flooring system for multistory buildings based on multiple criteria that may change independently and in concert with value engineering. Multistory buildings are used for various purposes, and their structural design is subject to a broad range of loading requirements that may not be included in widely available estimating books such as those published by RSMeans. Such buildings are becoming more and more prevalent as people continue to move to cities. Although concrete, steel, and composite systems can be used in buildings as discussed above, this research has focused on three composite systems for flooring systems since they are very popular around the world. The VE analysis usually evaluates various design alternatives. The VE analysis usually evaluates various design alternatives. For example, when selecting the composite flooring system of multistory buildings, there are many systems to choose from (composite beams and cast in place slab, composite beams, deck and slab, and W shape, composite deck and slab).

5.1. Collection the data

To provide preliminary construction cost estimates to designers, RSMeans publishes an Assemblies Cost Book on an annual basis. The Assemblies Cost Book provides the cost of various construction systems, allowing the designer to make informed decisions before committing to a specific construction or system type (RSMeans 2019). The data collection process and the type of data collected are described in this section. The data used in this study are obtained from the RSMeans Assemblies Cost Books for the period 1997 to 2019, as shown in Table 2. (RSMeans 2019) Assemblies Cost Data book, compare system costs in the budgetary phase of any project. Cost data from the most trusted source in North America. It is aimed primarily at commercial and industrial projects or large multi-family housing projects costing US$3,500,000 and up. For civil engineering structures such as bridges, dams, highways, or the like. The engineers at RSMeans suggest the products and services as companion information resources to RSMeans Assemblies Cost Data.
ANN requires a large amount of data for accurate training; therefore, we used data from over a 20-year period. Such a large volume of data also ensures that cost variation patterns over the historical years are adequately captured and accurately reflected in future predictions through the ANN model. Since adequate data from real construction projects are often not available to researchers, the data from RSMeans are used as a synthetic data source to prove the feasibility and usefulness of developing intelligent ANN models during the value engineering phase for preliminary construction estimation. In addition, RSMeans is a comprehensive and reliable source of construction cost data, which makes it extremely suitable for use in our research. The collected information from RSMeans is used to build and test the neural networks ensemble model. This artificial intelligence (AI) techniques are briefly introduced in the following sections.

5.2. Proposed system

Cost is one of the major criteria in decision-making in the early stages of a building design process. In today’s globally competitive world, diminishing profit margins and decreasing market shares, cost control plays a major role in being competitive while maintaining high-quality levels. Current practice shows that the design of a building and the selected materials bear a significant impact on the cost of a building (Mohamed and Celik 2002). The cost of a building is impacted significantly by decisions made at the design phase. While this influence decreases through all phases of the building project, the committed costs increase. Increasing construction costs render effective and efficient decision-making on cost issues a sine qua non for designers. To this end, designers use a number of cost estimating techniques and intuitive judgments by utilizing both their experience and data from previous projects. Several cost estimating methods for the different phases of a project can be observed in the literature, including: traditional detailed breakdown cost estimation; simplified breakdown cost estimation; cost estimation based on cost functions; activity-based cost estimation; cost index method; and expert systems.

A system that utilizes AI techniques for developing accurate preliminary cost estimates was developed and described in this study. AI has been used previously in construction applications as described in the following section. The estimating system utilizes a neural network to estimate the cost of various alternatives for composite flooring systems for multistory buildings. The system can handle various loading requirements and structural spans and permits the rapid estimation of the cost of several design alternatives in order to select the least expensive. The cost estimate produced by the system is accurate because it is based on actual building configurations, real superimposed loads and local components’ unit costs. To provide preliminary construction cost estimates to designers, RSMeans publishes an Assemblies Cost Book on an annual basis. The Assemblies Cost Book provides the cost of various construction systems allowing the designer to make informed decisions before committing to a specific construction or system type (RSMeans 2019). Although the Assemblies Cost Book provides cost information for many of the systems used in a building (i.e. structural flooring, exterior wall, roofing, architectural flooring, etc.), there is a limited number of configurations included in the book. For example, for the structural flooring system, cost information is only provided for a limited number of structural spans and superimposed load. Furthermore, RSMeans utilizes unit costs for the various components comprising the various assemblies based on the average unit costs from different cities around the US. On a real project, however, the superimposed loads and building configuration may not be the exact values included in the Assemblies Cost Book. Moreover, the local unit costs may differ from the unit costs used by RSMeans. In such a case, the use of the Assemblies Cost Book can lead to inaccurate cost estimates. **Summary for ANNs model from RSMeans Data, as shown in Table 3:**

Output – Assemblies Cost Book Per S.F.

- Y: Total Cost
  - Materials Cost
  - Installation Cost

Input – Assemblies Book

- X1: Bay Size 1 (FT)
- X2: Bay Size 2 (FT)
- X3: Superimposed Load (P.S.F)
- X4: Total Load (P.S.F)
- X5 – X12: System Components

| Composite flooring system | Load (PSF) | Span | Area (FT²) |
|---------------------------|-----------|------|------------|
| Composite beams and cast in place slab | 40 | 200 | 20 × 25 | 35 × 40 | 500–1400 |
| Composite beams, deck and slab | 40 | 200 | 20 × 25 | 35 × 40 | 500–1400 |
| W shape, composite deck and slab | 40 | 200 | 15 × 20 | 35 × 40 | 500–1400 |
Table 3. Details for the variables.

| Variable ID # | Variable unit | Beams and cast in place slab | Beams, deck and slab | W shape, deck and slab |
|---------------|---------------|-----------------------------|---------------------|------------------------|
| X1            | Ft.           | Bay size 1                  | Bay size 1          | Bay size 1             |
| X2            | Ft.           | Bay size 2                  | Bay size 2          | Bay size 2             |
| X3            | lb/sq. ft.    | Superimposed load           | Superimposed load   | Superimposed load      |
| X4            | lb/sq. ft.    | Total load                  | Total load          | Total load             |
| X5            | $/sq. ft.     | Unit cost: Structural Steel | Unit cost: structural steel | Unit cost: structural steel |
| X6            | $/sq. ft.     | Unit cost: Welded shear     | Unit cost: welded beam and sheet connector 3/4” diameter 3–3/8” long | Unit cost: metal decking, non-cellular composite, galv 3” deep, 20 gauge |
| X7            | $/sq. ft.     | Unit cost: Floor slab forms hung from steel interior beams | Unit cost: metal decking, non-cellular composite, galv 3” deep, 22 gauge W/2 bends, 18 GA, galv | Unit cost: sheet metal edge closure form, 12” W/2 bends, 18 GA, galv |
| X8            | $/sq. ft.     | Unit cost: Edge forms 6” high on elevated slabs | Unit cost: Sheet metal edge closure form, 12” W/2 bends, 18 GA, galv | Unit cost: Welded wire fabric rolls 6 x 6 – W1.4 x W1.4 (10 x 10), 21 lb./CSF roll, 10% lap |
| X9            | $/sq. ft.     | Unit cost: Elevated slabs, #4 to #7 | Unit cost: welded wire fabric rolls 6 x 6 – W1.4 x W1.4 (10 x 10), 21 lb./CSF roll, 10% lap | Unit cost: ready mix concrete (3000 psi) |
| X10           | $/sq. ft.     | Unit cost: Ready mix concrete (3000 psi) | Unit cost: ready mix concrete (3000 psi) | Unit cost: elevated slabs less than 6” thick, pump |
| X11           | $/sq. ft.     | Unit cost: Elevated slabs less than 6” thick, pump | Unit cost: elevated slabs less than 6” thick, pump | Unit cost: elevated slabs less than 6” thick, pump |
| X12           | $/sq. ft.     | Total assembly cost          | Total assembly cost  | Total assembly cost    |
| Y             | $/sq. ft.     | Total assembly cost          | Total assembly cost  | Total assembly cost    |

5.3. Description of the methodology

To train the ANN, a large number of cost data of various design alternatives is needed. Therefore, as illustrated in Chart 1;

The first step (Step 1), to develop the ANN model starts with the preparation of cost data (assemblies and units) of the three structural flooring systems, e.g., a composite beams and cast in place slab, composite beams, deck and slab, and W shape, composite deck and slab. It is needless to say that although these three particular structural systems are considered here, other systems could be subsequently incorporated into such a model if appropriate data is available.

The data used in this study are obtained from the RSMeans Assemblies Books for the period 1997 to 2019. The data obtained from RSMeans consist of assembly cost ($/sf of floor) as the dependent variable; and the structural span (ft), superimposed load (p.s.f.), unit cost of sheet metal ($/LF of sheet), unit cost of concrete ($/CY), unit cost of steel structural ($/ton), and total load (p.s.f) as the independent variables. As discussed previously, ANN requires a large amount of data for accurate training; therefore, we used data from over a 20-year period. Such a large volume of data also ensures that cost variation patterns over the historical years are adequately captured and accurately reflected in future predictions through the ANN model. Since adequate data from real construction projects are often not available to researchers, the data from RSMeans are used as a synthetic data source to prove the feasibility and usefulness of developing intelligent ANN models during the value engineering phase for preliminary construction estimation. In addition, RSMeans is a comprehensive and reliable source of construction cost data, which makes it extremely suitable for use in our research.

The second step (Step 2), shown in Chart 1, deals with a random division of the entire dataset prepared in Step 1 into three subsets for training, validation, and testing. This technique is followed to prevent the ANN model from problems related to over-fitting and under-fitting. The concepts of over-fitting vs. under-fitting are discussed in detail in (Chakraborty, Elzarka, and Bhatnagar 2016). The training subset is used for computing the gradient and updating the ANN weights and biases. The validation set is used to monitor the error during the training process and adjust the weights and biases accordingly. The validation error normally decreases during the initial phase of training, as does the training set error. However, when the network begins to over-fit the data, the error on the validation set typically begins to rise.

The network weights and biases are saved at the minimum of the validation set error. The testing set is not used during training, but it is used to estimate the final accuracy of the model vis-à-vis to analyze the “generalization error”. That is to say, what the error will be for any future predictions that are made using the resulting ANN model. This process is also known as cross-validation.

The third step (Step 3), shown in Chart 1, performs the actual training of the ANN model. ANNs have biologically inspired structures. The human brain consists of neurons that are connected to each other via synapses where the actions of neurons depend on the stimuli coming from different synapses. The similarity between (ANN) and the human brain is only limited to its structure. The figure illustrates a neural network model, which consists of n feature neurons (one for each independent variable), one hidden layer containing k neurons and one target neuron (for the dependent variable). Neurons in the hidden layer perform nonlinear transformations. As shown in Figure 2,
the process is carried out by neurons in the hidden layer takes a set of inputs (F1, F2, ..., Fn) and each input is then multiplied with its corresponding weight (w1, w2, ..., wn). These weighted inputs are summed up, adjusted by a bias value, and treated by an activation function and passed on to neurons in the next layer.

The fourth step (Step 4), shown in Chart 1, performs a critical function, i.e. it aids in the adjustment of the weights and biases of the network such that the accuracy of the ANN is increased. Thus, protecting the ability of the ANN to generalize to non-training data by reducing the chances for over-fitting. It stops the training process when the error rate on the non-training validation subset increases continuously for six consecutive repetitions.

The fifth step (Step 5), shown in Chart 1, uses the testing data to estimate the final performance of the ANN model after training and validation. This step helps to realize how well the model will perform when the user implements it in practice, i.e. how accurately it will predict the assembly cost when it is supplied with a set of new data corresponding to the independent variables.
**5.4. Activation function**

N = artificial neuron calculates the “weighted sum” of its inputs and adds a bias, as shown in the Figure 3 below by the net input.

**5.4.1. Mathematically**

\[
\text{Net Input} = \sum (\text{Weight} \times \text{Input}) + \text{BIAS} \quad (1)
\]

The activation function is a nonlinear transformation that we do over the input before sending it to the next layer of neurons or finalizing it as output. Several different types of activation functions are used in Deep Learning. Our activation function is a Sigmoid Function that is a widely used activation function is defined as:

**5.4.2. Graphically**

The most frequently used ANN for the modeling as shown in Figure 3, (a) architecture of the three-layer MLPANN, (b) calculation in a single artificial neuron, (c) sigmoidal and linear activation functions used in modeling studies (Bagheri, Akbari, and Mirbagheri 2019).

This is a smooth function and is continuously differentiable. The biggest advantage that it has over step and linear function is that it is nonlinear. This is an incredibly cool feature of the sigmoid function. This essentially means that when I have multiple neurons having a sigmoid function as their activation function – the output is nonlinear as well. The function ranges from 0 to 1 having an “S” shape.

- Equation/Function from Matlab is
  \[
  \text{Tansig (a)} = \frac{2}{1 + \exp(-2a)} - 1
  \]
  \[
  \text{Tansig (x)} = \frac{2}{1 + \exp(-2x)} - 1 \quad (2)
  \]

**6. Discuss the results**

The development of the ANN was carried out in MathWorks® MATLAB® software using the Neural Fitting app, which allowed us to select the data, create and train a network, and evaluate its performance using mean square error and regression analysis. Mean square error is the average squared difference between the actual values and the predicted values of the dependent variable, which is mathematically represented by below Equation foe mean square error. Lower values are better and zero means that there was no error in the model predictions. Regression R-values measure the correlation between the actual values and the predicted values of the dependent variable, which is mathematically represented by the below Equations. An R-value of 1 suggests that there is a close relationship, whereas, 0

![Figure 3. Illustration of the architecture of the most frequently applied ANN for the modeling (Bagheri, Akbari, and Mirbagheri 2019).](image-url)
suggests a random relationship between the actual and the predicted values.

\[
\text{Mean Square Error} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2
\]

\[
R = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{Y_i - \mu_Y}{\sigma_Y} \right) \left( \frac{\hat{Y}_i - \mu_{\hat{Y}}}{\sigma_{\hat{Y}}} \right)
\]

**Table 4.** Details for the database (data points, training, validation, and testing).

| Structural system                      | No. of Inputs | Data Points | Training | Validation | Testing |
|----------------------------------------|---------------|-------------|----------|------------|---------|
| Composite beams and cast in place slab | 12            | 988         | 692      | 148        | 148     |
| Composite beams, deck and slab         | 12            | 1008        | 706      | 151        | 151     |
| W shape, composite deck and slab        | 12            | 1344        | 940      | 202        | 202     |

where \( n \) is the total number of data points under consideration; \( i \) is the iterator; \( \mu_Y \) and \( \sigma_Y \) are the mean and standard deviation of \( Y \), respectively, and \( \mu_{\hat{Y}} \) and \( \sigma_{\hat{Y}} \) are the mean and standard deviation of \( \hat{Y} \).

In this research, a two-layer (with one hidden and one output layer) feed-forward neural network with sigmoid activation function in the hidden neurons and linear output neurons was used, as shown in Figure 4. This choice of the neural network was influenced by some of the existing research works done by (Chao and Skibniewski 1994). Although the number of hidden layers in a neural network is not restricted, Hegazy, Fazio, and Moselhi (1994) proposed that a single hidden layer is sufficient to generate an adequate multi-dimensional mapping between the independent and dependent variables, provided that the data is consistent and there are enough neurons in its hidden layer. This network was trained with a Levenberg-Marquardt backpropagation learning algorithm.

Although the gradient descent–based backpropagation algorithms have been used in the past for cost estimation tasks (Hegazy, Fazio, and Moselhi 1994), more recently, the Levenberg–Marquardt–based backpropagation algorithm has been shown to significantly outperform the gradient descent technique (Roweis 1996) which is the reason it was chosen as the learning algorithm in this research.

The dataset used in this study consisted of the number of data points, which were divided into training, validation, and testing subsets, each containing the number of samples, as shown in Table 4. The number of neurons required in the hidden layer was determined through the cross-validation process. We found that 50 neurons in the hidden layer were the optimal choice for both the floors’ structural system datasets.

The results are tabulated in Table 3 for the floors’ structural system in the following tables. Note that the performance of the ANN models starts to deteriorate when the number of neurons is increased beyond the optimal values, which are mentioned above. Finally, the optimum mean square error is very close to zero and the optimum R-value is very close to 1 for the respective datasets, as shown in Table 3, which suggests that the ANN models can accurately capture the unknown patterns in the dataset and make predictions that match very well with the actual values. Note that the choice of the architecture of the neural network (i.e. the number of hidden layers and neurons) together with the choice of the learning algorithm can have a large number of possibilities if not infinite and hence, finding the (global) best can be extremely time-consuming if not impossible.

However, evaluating all such possibilities was deemed unnecessary in this case as we obtained very impressive results with our choice of the architecture and the learning algorithm. Especially for a medium-size problem like the one considered in our research (i.e. the number of the data points is less than a thousand), it is better to opt for a simpler neural network architecture so as to minimize the chances of overfitting.

**Figure 5** views the error histogram to obtain additional verification of network performance. The blue bars represent training data, the green bars represent validation data, and the red bars represent testing data. The histogram can give us an indication of outliers, which are data points where the fit is significantly worse than the majority of data. In our case, as shown in Table 5, (x-axis) we can see that while most errors fall (y-axis), there is an error for a training point, validation points, and test points. These outliers are also visible on the testing regression plot. It is a good idea to check the outliers to determine if the data are bad, or if those data points are different than the rest of the data set. If

![Figure 4](image-url). View of the network diagram.
the outliers are valid data points but are unlike the rest of the data, then the network is extrapolating for these points. Figure 6 shows the Regression, this is used to validate the network performance. The following regression plots display the network outputs with respect to targets for training, validation, and test sets. For a perfect fit, the data should fall along a 45-degree line, where the network outputs are equal to the targets. For this problem, the fit is reasonably good for all data sets, with $R$ values in each case of 0.995 or above, as shown in Figure 6. If even more accurate results were required, we could retrain the network. This will change the initial weights and biases of the network and may produce an improved network after retraining. Figure 7 shows the Performance figures and the best validation performance occurs, a plot of the training errors, validation errors, and test errors appears, for all structural systems included in this study.

The resulting ANN model is shown to be capable of estimating the cost of the composite flooring systems for different combinations of structural spans, superimposed loads based on local unit costs of metal deck, concrete, and steel structures. This model can expedite and improve
the quality of the cost estimates permitting the consideration of several design alternatives that can be compared to select the least expensive. For example, a user can quickly evaluate the effect of increasing the beam span on cost and the effect of using different flooring systems. Currently, only three (3) structural systems are included in this study. However, the proposed model can be easily expanded and modified to include other structural systems that can be used for multistory buildings. In addition, the proposed model can be used for substructure system and other superstructure systems. The scope of the proposed model can also be expanded by using cost data from real projects as they become readily available in the future. Another advantage of the ANN model is that it can generate accurate preliminary cost estimates without detailed structural design. The cost of structural systems depends on its structural dimensions, which in turn depend on the span and the superimposed loads. Because the ANN model is trained with a large number of costs of various designs that were completed by the RSMeans engineers, it is capable of producing accurate preliminary cost estimates without the need for more detailed structural designs.

7. Conclusion

Multistory buildings are used for various purposes, and their structural design is subject to a broad range of
loading requirements that may not be included in widely available estimating books such as those published by RSMeans. Although composite systems can be used in buildings as discussed above, this research has focused on three composite systems for flooring systems since they are very popular around the world. This study aims to introduce recommendations for the optimum composite flooring system for multistory buildings to help decision-makers in the preliminary design stage from a perspective of the total cost (materials cost and installation cost), span, load, and the purpose of the building. In order to investigate the relationship between the statuses of conceptual design for the structural systems and cost estimating, data is collected through a survey for RSMEANS (Assemblies Cost Data) from 1997 to 2019. The dimensions and the cost of such flooring systems depend on many variables including the superimposed load and the structural span. The nature of multistory buildings makes it ideal to automate the process of developing accurate cost estimates for their systems. The data obtained from RSMeans consist of assembly cost ($/sf of floor) as the dependent variable; and the structural span (ft), superimposed load (p.s.f), unit cost of sheet metal ($/LF of sheet), unit cost of concrete ($/CY), unit cost of steel structural ($/ton), and total load (p.s.f) as the independent variables. A simple computer model is designed for recommending the optimal composite flooring system of a multistory building during the preliminary design stage. This model was created based on multiple criteria that may change independently and in concert with value engineering.

The results show that conceptual design status can be effectively used to predict the cost of project success and the proposed AI models produce satisfactory prediction results. In this study, we presented an ANN model for predicting the assembly cost of composite flooring systems based on the structural characteristics and the unit cost of materials. We have used a synthetic dataset generated from the RSMeans repository to produce the model and assess the feasibility of the model. Although we have demonstrated the feasibility of the

---

**Figure 7.** Performance figures and the best validation performance occurs.
model using data for three structural systems (floor systems), the scope of the model can be easily expanded to include other structural systems as well.

Our results suggest that the proposed ANN model is capable of producing cost predictions very quickly and accurately when a substantial amount of data is available for model training. In addition, once the model is trained, it does not require in-depth knowledge about the inner ANN mechanism to apply it in real projects. In such cases, the estimator can simply enter the basic structural properties and the corresponding unit cost of the materials to produce an accurate output of the structural assembly cost. Such quick and accurate cost predictions are envisioned to be extremely beneficial during the value-engineering phase of construction projects. Thus, enabling estimators to evaluate various design alternatives and strike the right balance between the cost, performance, and reliability of the structural systems.

8. Recommendations for future works

This model has been successfully applied to construction project management, project performance, and decision-making in construction. The information from the model can be utilized to aid in making decisions related to value engineering where construction industry practitioners often underestimate the impacts. The model will enable project managers to address issues by simulating their impacts on the project before they become problems. Details and further analysis of the structural models are kept for further reference and can be discussed as needed.
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