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Abstract. We investigate the possibility of applying machine learning techniques to images of strongly lensed galaxies to detect a low mass cut-off in the spectrum of dark matter subhalos within the lens system. We generate lensed images of systems containing substructure in seven different categories corresponding to lower mass cut-offs ranging from $10^9 M_\odot$ down to $10^6 M_\odot$. We use convolutional neural networks to perform a multi-classification sorting of these images and see that the algorithm is able to correctly identify the lower mass cut-off within an order of magnitude to better than 93% accuracy.
1 Introduction

The quest to uncover the fundamental nature of Dark Matter (DM) is an ongoing struggle at the intersection of Astrophysics, Particle Physics and Cosmology. No direct evidence for the existence of DM has been obtained so far from terrestrial [1–3] astrophysical [3–6] or collider searches [7, 8] which makes gravitational effects deduced from astrophysical observations the only avenue to probe the properties of this invisible particle [9].

The widely accepted and well defined paradigm of Cold Dark Matter in the context of the \( \Lambda \)CDM model describes DM as a cold slow-moving and collision-less particle which emits no electromagnetic radiation. Observations of the universe varying from galaxy clustering [10], supernova luminosities [11] and the shape of Cosmic Microwave Background (CMB) correlation function [12] are all well explained by the \( \Lambda \)CDM framework [13]. The model provides an excellent description of the observed distribution of the matter on large scales and predicts a hierarchical growth of structures (small structures collapse under their own self gravity and subsequently merge to form consecutively larger structures) - a paradigm which is supported by various observations [12, 14, 15]. This means that large dark matter halos like galaxies should be composed of many smaller virialised halos with progressively smaller masses, spanning many orders of magnitude in mass [16].

Since we can only measure dark matter through its gravitational effect upon baryons, most probes of its properties only exist on mass scales equal to or above that of the regions which collapse to form the smallest galaxies containing stars. Alternatives to CDM like warm DM [17–19], self-interacting DM [20] and fuzzy DM [21, 22] behave differently on small scales [12]. In particular they predict a lack of smaller galaxies since dark matter halos would be unable to form below characteristic scales defined by the underlying particle physics of the dark matter. This would correspond to the free streaming scale in the case of warm dark matter [23] and similar effects on the halo mass function occur for ultralight or fuzzy dark matter [24, 25]. The effect of self interacting dark matter upon the number of smaller mass
sub halos is less clear [26]. It is however of paramount importance to identify the presence or absence of smaller mass dark matter halos.

The dark matter dominated low mass end of the halo mass function is challenging to probe due a lack of stars, in fact the smallest halo we expect to contain Baryons is around $10^9 M_\odot$ [27]. Nevertheless, there have been suggestions that there are anomalies on small scales which might hint at behaviour beyond cold dark matter paradigm [28]. For example, it has been claimed that dwarf galaxies may possess cores [29], but this depends upon Jeans modelling [30] and may also be related to observational perspective effects [31] and the history of star formation in dwarf galaxies [32, 33]. There have also been claims that there are a lack of satellite galaxies observed in the local group relative to the number predicted in N-body simulations of dark matter [34], although recently observations have shown the presence of many more of these small galaxies [35] while re-analysis of the problem has found different conclusions [36].

It is therefore imperative to find ways to measure the presence or absence of very small ($<10^8 M_\odot$) dark matter halos in galaxies. One promising avenue which has been pursued in some detail is that of streams of stars being perturbed by smaller subhalos tidally disrupting their structure [37] and there are tentative indications of halos as small in mass as $10^7 M_\odot$ being detected in perturbed streams around the Milky Way [38]. In this work, we will be looking at the possibility of detecting substructure in the dark matter of galactic halos by the effect of such subhalos upon strong lensing signals. We are not the first people to consider this so let us first look at previous work in this direction.

1.1 Previous Related Work by other Authors

Gravitational lensing, a direct consequence of General Relativity, is the deflection of light rays in the presence of massive bodies. It has emerged as a powerful tool in Cosmology and Astrophysics since its observational confirmation on galactic scales in 1979 [39]. Lensing can be used to measure the distribution of mass at a higher redshifts spanning a wide range of scales in the Universe. Multiple images of a source are produced by what is known as a strong lens system, weak lenses only produce small distortions in the shape of faraway sources and microlensing can amplify the light curves of the source.

The gravitational lensing methods detailed in [40, 41] are used to attempt to detect dark substructure by studying small perturbations on the highly magnified Einstein rings and arcs produced by strong lensing by galaxies. These techniques were shown to be able to detect mass substructure down to $10^8 M_\odot$. The authors of [42, 43] proposed that the flux ratios in the lens system are affected by the substructure in the lens galaxy by analysing the gravitationally lensed images of a quasar lying behind it. Other substructure detection methods using gravitationally lensed quasars include [44, 45]. In all of these analyses, it is necessary to model the smooth component of the lens galaxy before doing inference on the substructure properties [13].

Statistical methods which have been used to explore the substructure in lensed images included measuring the power spectrum and applying Bayesian analysis to the lensed images/systems. [46] measures the correlation between shape and amplitude of the power spectrum with the abundance, density profile and mass function of subhalos using lensed image residuals. Two point correlation functions are used in [47] to study substructure convergence power spectrum for CDM and self interacting dark matter (SIDM) populations. References [46, 47] also study how the subhalo abundance, mass function, internal density profile, and concentration affect the amplitude and shape of the substructure power spectrum. The sub-
structure power spectrum and how it is related to redshift is explored using high-resolution simulations in [48]. The authors of [49] measure the lensing convergence power spectrum in simulated galaxies using semi-analytic subhalo populations. They propose that the slope and amplitude of the power spectrum are good parameters to distinguish between various dark matter models.

Bayesian inference can also be used to quantify the substructure content and to classify between different dark matter models. [50] use Approximate Bayesian Computing on the quadrupole lens system of a quasar (RXJ1131-1231) and report a lower limit for the mass of thermal relic dark matter of $m_{TH} = 2\, keV$ at $2\sigma$ confidence level. The density profile, number of subhalos and their properties are explored using a Bayesian approach in [51]. Other pieces of literature which use statistical methods in computing the distribution of lensing potentials, modeling of strongly lensed systems and substructure detection using likelihood ratio estimators are [52], [53] and [9] respectively. The statistical approach in general studies the residuals obtained between the data and smooth lens models in order to infer parameters of the subhalo population [13].

1.2 Machine Learning approaches

In recent years, there has been an increasing interest in applying Machine Learning to physics ranging from quantum physics to cosmology [54, 55]. Applications of machine learning to the identification of substructure probing include [9, 13, 15, 56, 57]. Reference [9] trains a neural network to estimate the likelihood function for the detection of subhalos whereas [13, 15, 57] use image recognition algorithms such as Convolutional Neural Network (CNN) to study the dark subhalos. The authors of [58] propose an approach to predict dark matter halo formation using Deep learning.

Reference [56] presents a fully differentiable lensing pipeline which combines variational autoencoder (VAE)-based source and physical lens which could be useful in probing subhalo effects computationally cheaply.

Lensed images are used to infer likelihood ratio estimates of substructure parameters (like mass fraction $f_{sub}$ and slope $\beta$ of the mass function) in [9].

The work in [15] uses a 3D CNN to find the subhalo-induced patterns in spatial and velocity distributions of stars. The network gained an accuracy of 97.1% in classifying uniformly distributed subhalos with the mass in a range of $[3 \times 10^6, 10^7] \, M_\odot$. The CNN fails to train the maps below this $3 \times 10^6 \, M_\odot$.

Various CNN architectures are used in [57] to classify different substructure classes from lensed images to find the position, mass and other properties of substructures. The multi-class classifier classifies the lensed images into ‘vortex’, ‘spherical’ and ‘no- substructure’ images with a fixed number of subhalos (25). The images are classified into the classes with an area-under-curve (AUC) scores of 0.998, 0.985 and 0.968 for the three classes respectively.

In [13], the authors propose three methods in using CNN for subhalo detection in the vicinity of an Einstein ring. The lensed images are generated with a single subhalo, with subhalo sample drawn from a Gaussian distribution and fixing the mass fraction with varying the number of subhalos. All these images are classified with images of the host lens without any substructure. Their network was able to probe subhalos of mass $\geq 5 \times 10^9 M_\odot$ with an accuracy of 75%. Other recent machine learning applications in the strong lensing regime include [59–66].
1.3 Our Approach

In our work, we have a different approach to other efforts in the literature. First, rather than attempting to look at one particular single mass of subhalos, we only consider distributions of subhalos of different masses which represent accurately the distribution observed in N-body simulations.

We employ widely used image recognition algorithms to classifying between lensing images generated for different mass ranges of subhalos. The mass ranges we considered were $10^6 M_\odot - 10^{13} M_\odot$, $10^{6.5} M_\odot - 10^{13} M_\odot$, $10^7 M_\odot - 10^{13} M_\odot$, $10^{7.5} M_\odot - 10^{13} M_\odot$, $10^8 M_\odot - 10^{13} M_\odot$, $10^{8.5} M_\odot - 10^{13} M_\odot$ and $10^9 M_\odot - 10^{13} M_\odot$ so that all of the distributions have different lower mass cut-offs. The subhalos are populated across the host halos according to the best available predictions for their spatial distribution. We then use multilabel-classification to determine between the mass ranges.

The remaining part of the paper is organised as follows: Section 2 describes the generation of the lensing data sets which we will subsequently attempt to distinguish between. Section 3 will explain the different CNN architectures used in the study. In Section 4 we discuss the results, conclusions and outlook for the future works.

2 Data Generation

We would like to create simulated images of strongly lensed systems with different amounts of sub structure and then see if we are able to identify different situations from each other using machine learning algorithms. In order to do this, we look at seven different situations, in particular when the subhalo lower mass cut-off corresponds to $10^9$, $10^{8.5}$, $10^8$, $10^{7.5}$, $10^7$, $10^{6.5}$ and $10^6 M_\odot$ respectively. We also want to vary the properties of the source as well as the lens, before generating the lensed images.

2.1 Properties of the Strong Lens Models

We assume that the total mass of the lensing system (mass of host halo + mass of the subhalos) is kept to a constant ($1.10 \times 10^{13} M_\odot$). In order to create a strong lens, given that we are not including baryons in the lens, we have to give the main halo quite a high concentration parameter of $c = 15$. The subhalos are generated with minimum mass varying from $10^6 M_\odot$ to $10^9 M_\odot$. The masses of the subhalos are simulated from the halo mass function, as given by the expression

$$\frac{dn(z)}{d \ln m} \propto \left( \frac{m}{M_\odot} \right)^A \exp \left[ -B \left( \frac{m}{M_\odot} \right)^3 \right]$$

(2.1)

where we use the values from [67, 68]. Here, $M$ is the host halo mass and $m$ is the subhalo mass. The parameters $A (-0.9)$ and $B (12.2715)$ represent the slope and exponential cutoff parameter respectively. We generate halos which form a significant fraction of the mass of the halo, the fraction is consistent with the results from [67] and we put the number of halos and the fractional mass in subhalos in table 1. Because we randomly sample the distribution (2.1) we have a range of number of subhalos for each mass range.

Subhalos are randomly distributed around the host galaxy, within a radius $2 \times r_{vir}$ where $r_{vir}$ is the virial radius of the host halo according to the Einasto profile with scale radius of 0.81 $r_{vir}$ and a slope $\alpha = 1.1$ such that they follow a probability distribution function $P(r)$ of the form.

$$P(r) \propto r^2 \exp \left\{ \frac{-2}{\alpha} \left[ \left( \frac{r}{0.81 \times r_{vir}} \right)^\alpha - 1 \right] \right\}$$

(2.2)
The parameters here are chosen to be consistent with simulations [67–70]. The distribution of subhalos is shown in figure 1 where the horizontal units are expressed in arcseconds, the conversion to which will be explained below.

We closely follow the image generation parameters as set out in [13]. The host and all subhalos are modelled with the Navarro–Frenk–White (NFW) profile. The host halo ($M$) is set to have a fixed concentration parameter of 15 ($c = 15$). The subhalo concentrations ($c$) are obtained using the formula given below

$$c = \left[ 0.0279 \times \left( \frac{m_{\text{sub}}}{10^{10} M_\odot} \right)^{0.36} + 1.942 \times 10^{-5} \times \left( \frac{m_{\text{sub}}}{3 \times 10^{-3} M_\odot} \right)^{0.0879} \right]^{-0.3333}$$  \hspace{1cm} (2.3)

which is a fit to the results of [71].

### 2.2 Source Modelling

We use the Sersic Elliptic profile to model the source galaxy behind the Lens

$$I(R) = I_e \exp \left\{ - \left( \frac{2n - 1}{3} \right) \left[ \left( \frac{R}{R_{\text{sersic}}} \right)^{1/n} - 1 \right] \right\}$$  \hspace{1cm} (2.4)

and as in [13], the source is different in each image. We keep the Sersic index $n = 1$ while the half-light radius ($R_{\text{sersic}}$) is randomly generated in a uniform range

$$R_{\text{sersic}} \sim U[0.1 \text{kpc}, 1 \text{kpc}]$$  \hspace{1cm} (2.5)

and the components of ellipticity ($e_x, e_y$) are also drawn from a random distribution

$$e_x, e_y \sim U[-0.5, 0.5] \text{ with } \sqrt{e_x^2 + e_y^2} \leq 0.4$$  \hspace{1cm} (2.6)

coordinates of the center ($x, y$) relative to the central line through the centre of mass of the lenses are drawn from uniform distributions given below.

$$x, y \sim U[-0.1'', 0.1'']$$  \hspace{1cm} (2.7)

Having defined the nature of the lens and the source, we then go on to generate the lensed images.
Figure 1. Distribution of subhalos in different mass ranges around the host according to the Einasto profile.

2.3 Lensed image

The scale radius $r_s$ and the deflection angle (in arcseconds) for the host halo and subhalos are obtained from LENSTRONY by specifying the mass and concentration parameter as
described in subsection 2.1. The scale radius and the deflection angle of the host are fixed due to its constant mass and concentration parameter to 7.4517" (0.02537 Mpc) and 1.6641" (0.00567 Mpc) respectively. We assume a source redshift of \( z_s = 0.6 \) and the lens redshift of \( z_l = 0.2 \).

To generate the lensed images, we use LENSTRONOMY \cite{lenstronomy}, which is a python package to model strong gravitational lenses. The images are 79 × 79 pixel in size and span a 5" × 5" window with a resolution of 0.06" as in \cite{13}.

Image model class in LENSTRONOMY create lensed images using the lens and source arguments provided. Additionally, a Gaussian point source function is given to blur the image modelling class. The full width-half maximum of the Gaussian PSF is kept as 0.1" \cite{13, lenstronomy}.

We generate 100,000 images per class before we attempt to train a CNN to distinguish between them.

3 Machine Learning: Image recognition

Convolutional Neural Networks \cite{73} are extensions of the conventional neural network typically used to process images. Images are convolved through filters the parameters of which acts as weights in traditional neural networks. As the network progress from each layer, the high-level features of the input images are learned by the network. Non-linear activations are used in the convolutional layer to obtain these feature maps. The dimensionality of the output of the convolutional layer is reduced by pooling layers. After a series of convolutional (and pooling) layers, a set of fully-connected layers are attached to combine all the features learned and to classify the images. The weights of each layer are optimized during training via backpropagation. Recent reviews on CNN are \cite{74, 75}.

We implemented various CNN architectures to classify the images generated from LENSTRONOMY. TENSORFLOW 2.1 was used to create the model \cite{76}. Models were trained using NVIDIA GeForce GTX 1080Ti and RTX 2080Ti GPUs running CUDA 10.2 \cite{77}.

The first two models (hereby CNN1 and CNN2) are optimized for a different context \cite{78–80}. VGG-like architecture and ResNet-like architecture is also adopted in this study. The following subsections briefly explain the architecture and parameters of each network.

CNN1

The network has three convolutional layers and two fully connected layers. The filter size is 64 for all the convolutional layers. The 2D convolution window has a shape of (8, 8) for the first layer and (4, 4) for the remaining layers. The weight matrix is initialised with the TENSORFLOW/KERAS default values \cite{81}. Spatial dropout is applied to each convolutional layer to avoid overfitting. A (2, 2) maxpooling is applied to each layer. Two fully connected layers have a size of 128 nodes.

CNN2

The network has two CNN blocks each with two convolutional layers. The blocks are separated with maxpooling layers of filter size (2, 2). The four convolutional layers have filter sizes 128, 64, 64, 64 respectively. The shape of the filters is kept to be (4, 4). The blocks are followed by three dense layers with sizes 64, 256 and 256.
Figure 2. Strong lensed images generated from LENSTRONOMY with the data generation method in 2. Each row corresponds to a different subhalo mass range. For example, first row images have subhalo mass range varying from $10^9 M_\odot$ – $10^{13} M_\odot$.

VGG-like
As the name suggests, the network has a similar structure to the VGG network introduced in [82]. The network is deep compared to CNN1 and CNN2 and has seven convolutional layers
followed by three fully connected layers. The convolutional layers are split into three blocks each consisting of two, two and three convolutional layers. As in CNN2, blocks are separated by maxpooling layer and spatial dropout. The filter shape is kept constant (3, 3) throughout the network with size varying in each block. The filter sizes are 64, 128 and 256 respectively for each block. Three dense layers have 4096 nodes.

**ResNet-like**

The “Skip Connection” presented in [83] is applied in this network which makes this network ResNet-like in architecture. A ResNet block contains two convolutional layers each followed by Batch Normalization [84]. The input layer of the block is concatenated to the output layer forming a skip connection.

Ten residual blocks are applied after two convolutional layers of filter size 32 and 64.
The convolutional layers in the residual blocks have a filter size of 64. After the residual blocks, there is a convolutional layer with global average pooling. Dropout is applied only to the final dense layer of size 256.

The activation function used for the inner layers of all the networks is ReLU [85] and the output is softmaxed [86] to obtain probability values. The Adam optimizer [87] is used with a learning rate of 0.001 in CNN1 and ResNet-like while the learning rate adopted for the VGG-like network is 0.0001. CNN2 is implemented with Adadelta [88] using a learning rate of 0.3. Binary cross-entropy is applied as the loss function for all the networks. The dropout applied in different parts of the above networks have a value of 0.1 (90% of the image is kept and 10% is randomly removed to avoid overfitting) [89]. The networks are trained for 100 epochs with an early patience of 10.

Multi-label classification was performed on these images. 560k images were used for training, 140k images for validation and 70,000 images for testing.

3.1 Things we tried which didn’t work.

Before moving on to the results, we would like to list some approaches we attempted but which were less successful than what we will present in the next section.

In the early stages of this work, we approached the problem as a multi-class classification with four classes (\(10^6 \, M_\odot \to 10^{13} \, M_\odot\), \(10^7 \, M_\odot \to 10^{13}\), \(10^8 \, M_\odot \to 10^{13}\), \(10^9 \, M_\odot \to 10^{13} \, M_\odot\)) and considered all the classes to be mutually exclusive. The average model accuracy was 0.56732, mainly because intermediate ranges were hard to identify using this method - the algorithm could identify the extreme classes at each end of whatever range we chose but not the intermediate classes.

Actually, multiple labels can be associated with each image as the mass ranges are not mutually exclusive. This is actually to be expected - \(10^6 \, M_\odot \to 10^{13} \, M_\odot\) images contain subhalos of mass \(10^7 \, M_\odot\). All mass ranges acts as a subset of \(10^6 \, M_\odot \to 10^{13} \, M_\odot\) mass ranges and all images contains \(10^9 \, M_\odot\) subhalos. We therefore decided to switch to multi-label classification where the algorithm doesn’t assume the classes are mutually exclusive but merely provides a probability for each.

The multi-label classification then performed on the four classes resulted in an average class-wise accuracy of 0.8764 and average subset accuracy of 0.5601. Even though the class-wise accuracy was on the better side the subset accuracy was not implying a satisfactory performance. When we went to seven classes, the increased quantity of data to train on resulted in a much better performance.
Table 2. The area-under-curve (AUC) values for our multi-label classification ROC curves. Larger values of AUC imply better classification and AUC=1 corresponds to a perfect classifier. $10^6 M_\odot - 10^{13} M_\odot$ images are labelled as signal according to the multi-labelling of the data, hence acts as a perfect classifier with AUC=1.

Binary classification was also applied to this earlier dataset to compare classes with each other, again assuming that the categories were mutually exclusive. This yielded fairly low accuracies.

To investigate the capability of the networks used, we tried training with Fast Fourier Transforms (FFT) of the images. The networks were trained on grayscale images with pixel intensity being the magnitude of the complex array elements after performing the Fourier transform. We also tried training on colour images by feeding the magnitude and phase as two different colour channels. No significant improvement in the performance was evident with either of these approaches.

4 Results

Receiver Operating Characteristics (ROC) curves play a crucial role in measuring the performance of a classifier along with its area-under-curve (AUC). ROC curves are considered to be an important visualising, organising technique to evaluate the performance of a model. The true positive rate (signal efficiency) and false positive rate (background rejection) of a classifier is plotted for each classification threshold to obtain the ROC curves with AUC value evaluating the probability of the classifier in ranking a randomly chosen positive instance higher than a negative instance [90, 91].

The ROC curves for our multi-label classifiers are presented in Figure 7. The area-under-curve values are tabulated in Table 2. The results, as shown in Table 2, indicate that the networks considered can distinguish lensed images with subhalo masses in the range $10^6 M_\odot - 10^{13} M_\odot$.

In general, the multi-label classifier can differentiate between each class with an average subset accuracy (when labels match exactly with the predicted values) of 0.7307. The average accuracy value of the model when calculated with individual class label is 0.9509. It is clear from the results that the features learned from the images are the same irrespective of the architecture.

This is very interesting but perhaps detracts from the main physics question we are looking to solve which is how well the algorithm can classify an image into the correct class corresponding to its actual mass. Figure 9 presents the distribution of how the images are being classified into different classes. Each test sample contains 10,000 images. It is clear from the histograms that all networks can identify the features of the images from various classes and usually correctly predict the correct class. The histograms are combined to form
Figure 7. ROC curves for multi label classification of the lensed images.

Figure 8. Correlation plot of predicted results from the ResNet-like CNN. 10000 test images are used to predict the probability values of each class.

the correlation plot shown in Figure 8 with diagonal elements representing the fraction of correctly classified images. From Figure 9 it is evident that ResNet like CNN identifies the classes more accurately than other three networks. Notably, for those images which are misclassified, they are usually placed into adjacent classes, so that it is rare for example for an image generated from a lens containing substructure down to $10^{6.5} M_\odot$ to be misclassified as a halo with a cut-off at $10^9 M_\odot$, rather it is more likely to be classified as a lens with a
Table 3. The second column represents the fraction of correctly predicted images (for example, what fraction of $10^7 M_\odot$ images were identified as $10^7 M_\odot$ images.) The third column combined the probability of adjacent classes (for example, what fraction of $10^7 M_\odot$ images were identified as either $10^6.5$, $10^7$ or $10^7.5 M_\odot$ images.) This was obtained from the ResNet-like CNN as pictorially represented in Figure 8.

| Sample            | Fraction correctly identified | Fraction identified within adjacent ranges |
|-------------------|-------------------------------|------------------------------------------|
| $10^6 M_\odot - 10^7 M_\odot$ | 0.7421                        | 0.9364                                   |
| $10^6.5 M_\odot - 10^{13} M_\odot$ | 0.7119                        | 0.9586                                   |
| $10^7 M_\odot - 10^{13} M_\odot$ | 0.7804                        | 0.9643                                   |
| $10^7.5 M_\odot - 10^{13} M_\odot$ | 0.7901                        | 0.9634                                   |
| $10^8 M_\odot - 10^{13} M_\odot$ | 0.8138                        | 0.9756                                   |
| $10^8.5 M_\odot - 10^{13} M_\odot$ | 0.8536                        | 0.9917                                   |
| $10^9 M_\odot - 10^{13} M_\odot$ | 0.9251                        | 0.9846                                   |

For example, the fraction of correctly predicted $10^7 M_\odot - 10^{13} M_\odot$ images is 0.7804 but the probability of misclassifying the same as adjacent mass ranges ($10^6.5 M_\odot - 10^{13} M_\odot$ and $10^7.5 M_\odot - 10^{13} M_\odot$) are 0.0835 and 0.1004 respectively, meaning that the algorithm predicts that the cut-off lies between $10^6.5 - 10^7.5$ with a probability of 0.9643.

The images generated following the procedure in Section 2 are normalized and fed into the CNN without any other preprocessing steps. No data augmentation is being applied while training the networks.

5 Discussion and Conclusion

In this work, we have generated simulated images of galaxies which have been lensed by dark matter halos with substructure in order to see if machine learning techniques can tell between different kinds of substructure. Within the confines of this restricted numerical experiment, we came to the conclusion that they can.

We considered a spectrum of subhalos within the main lensing halo with distributions that match what is predicted from N-body simulations. In particular we had seven separate classes of simulated images for each of which the substructure spectra had different lower mass cut-offs with different minimum masses. These lower cut-offs ranged from $10^6 M_\odot$ to $10^9 M_\odot$.

We then trained CNN image networks on these simulated lensed images to distinguish between the different classes. It was shown that we were able to correctly identify the category of cut-off in the vast majority of cases and for those cases when there was a mis-identification, the halo was wrongly identified usually as being in a adjacent class, so that the identification of the cut-off was not so bad.

Ultimately one would hope that by applying machine learning algorithms trained on fake data and then applied to real data that one could identify the lower mass cut-off in the spectrum of sub halos, which would have extremely important implications for the behaviour and ultimate nature of dark matter. In this paper, we are still quite far from this - we have performed a controlled numerical experiment which for the time being ignores many of the real problems that would be important in such a study. For example the effects of the non uniform emission of light from both the source and the lens are likely to vary on spatial
distances comparable to variations due to the lensing explored here. In order to quantify whether such effects render such an approach completely unusable when applied to real data, we would have to make use of much more detailed simulations which provided realistically distributed emission of light from baryonic origins in the source and the lens.

We view the current work therefore as an encouraging proof of concept, which could be improved upon and developed further.

There are also further computational avenues which could be investigated in future work, we could use pre-trained CNNs to see if they were more efficient at categorisation and could in principle use GANs to generate more training data less expensively, although we have improved the speed at which images are generated. We could look at building a model to predict the subhalo mass using ordinal regression and also could launch a comparison between RNN, CNN and cloud network approaches applied to the same problem. We also noted that when we went from four classes to seven classes, the classification power of the algorithm increased, so it would be interesting to experiment with different numbers of classes and images within those classes to see how much accuracy could be improved without overtraining.

Finding the minimum mass of dark matter substructure inside halos may be one of the most important pieces of evidence not only for the existence of dark matter but also for a clue into its particle nature and origin. It is not clear what approach will end up helping realise this goal. With this work, we hope to help develop one of those approaches.

Acknowledgments

We would like to thank Alexey Boyarsky, David Harvey and Jorge Penarrubia for useful discussions and valuable comments. The work of MF was supported partly by the STFC GrantST/L000326/1. SV and MF are also funded by the European Research Council under the European Union’s Horizon 2020 programme (ERC Grant Agreement no.648680 DARK-HORIZONS). SV was the recipient of a Rick Trainor PhD Scholarship at the start of her studies. JF worked extensively on this project as part of King’s Undergraduate Research Fellowship scheme (KURF).

References

[1] D. S. Akerib et al., “Results from a search for dark matter in the complete LUX exposure,” Phys. Rev. Lett., vol. 118, no. 2, p. 021303, 2017.
[2] M.-Y. Cui, Q. Yuan, Y.-L. S. Tsai, and Y.-Z. Fan, “Possible dark matter annihilation signal in the AMS-02 antiproton data,” Phys. Rev. Lett., vol. 118, no. 19, p. 191101, 2017.
[3] E. Aprile et al., “Dark Matter Search Results from a One Ton-Year Exposure of XENON1T,” Phys. Rev. Lett., vol. 121, no. 11, p. 111302, 2018.
[4] L. J. Chang, M. Lisanti, and S. Mishra-Sharma, “Search for dark matter annihilation in the Milky Way halo,” Phys. Rev., vol. D98, no. 12, p. 123004, 2018.
[5] M. Lisanti, S. Mishra-Sharma, N. L. Rodd, and B. R. Safdi, “Search for Dark Matter Annihilation in Galaxy Groups,” Phys. Rev. Lett., vol. 120, no. 10, p. 101101, 2018.
[6] A. Albert et al., “Searching for Dark Matter Annihilation in Recently Discovered Milky Way Satellites with Fermi-LAT,” Astrophys. J., vol. 834, no. 2, p. 110, 2017.
[7] A. M. Sirunyan et al., “Search for dijet resonances in proton–proton collisions at $\sqrt{s}$ = 13 TeV and constraints on dark matter and other models,” Phys. Lett., vol. B769, pp. 520–542, 2017. [Erratum: Phys. Lett.B772,882(2017)].
[8] M. Aaboud et al., “Constraints on mediator-based dark matter and scalar dark energy models using $\sqrt{s} = 13$ TeV $pp$ collision data collected by the ATLAS detector,” JHEP, vol. 05, p. 142, 2019.

[9] J. Brehmer, S. Mishra-Sharma, J. Hermans, G. Louppe, and K. Cranmer, “Mining for Dark Matter Substructure: Inferring subhalo population properties from strong lenses with machine learning,” 2019.

[10] S. Alam et al., “The clustering of galaxies in the completed SDSS-III Baryon Oscillation Spectroscopic Survey: cosmological analysis of the DR12 galaxy sample,” Mon. Not. Roy. Astron. Soc., vol. 470, no. 3, pp. 2617–2652, 2017.

[11] D. M. Scolnic et al., “The Complete Light-curve Sample of Spectroscopically Confirmed SNe Ia from Pan-STARRS1 and Cosmological Constraints from the Combined Pantheon Sample,” Astrophys. J., vol. 859, no. 2, p. 101, 2018.

[12] N. Aghanim et al., “Planck 2018 results. VI. Cosmological parameters,” 2018.

[13] A. Diaz Rivero and C. Dvorkin, “Direct Detection of Dark Matter Substructure in Strong Lens Images with Convolutional Neural Networks,” Phys. Rev., vol. D101, no. 2, p. 023515, 2020.

[14] S. Chabanier, M. Millea, and N. Palanque-Delabrouille, “Matter power spectrum: from Lyman alpha forest to CMB scales,” Monthly Notices of the Royal Astronomical Society, vol. 489, pp. 2247–2253, 08 2019.

[15] M. Petac, “Hunt for dark subhalos in the galactic stellar field using computer vision,” 2019.

[16] J. Diemand, B. Moore, and J. Stadel, “Earth-mass dark-matter haloes as the first structures in the early Universe,” Nature, vol. 433, pp. 389–391, 2005.

[17] S. Dodelson and L. M. Widrow, “Sterile neutrinos as dark matter,” Phys. Rev. Lett., vol. 72, pp. 17–20, Jan 1994.

[18] P. Bode, J. P. Ostriker, and N. Turok, “Halo formation in warm dark matter models,” The Astrophysical Journal, vol. 556, pp. 93–107, jul 2001.

[19] D. Hooper, M. Kaplinghat, L. E. Strigari, and K. M. Zurek, “MeV dark matter and small scale structure,” Phys. Rev. D, vol. 76, p. 103515, Nov 2007.

[20] S. Tulin and H.-B. Yu, “Dark Matter Self-interactions and Small Scale Structure,” Phys. Rept., vol. 730, pp. 1–57, 2018.

[21] W. Hu, R. Barkana, and A. Gruzinov, “Fuzzy cold dark matter: The wave properties of ultralight particles,” Phys. Rev. Lett., vol. 85, pp. 1158–1161, Aug 2000.

[22] L. Hui, J. P. Ostriker, S. Tremaine, and E. Witten, “Ultralight scalars as cosmological dark matter,” Phys. Rev. D, vol. 95, p. 043541, Feb 2017.

[23] P. Bode, J. P. Ostriker, and N. Turok, “Halo Formation in Warm Dark Matter Models,” ApJ, vol. 556, pp. 93–107, July 2001.

[24] X. Du, C. Behrens, and J. C. Niemeyer, “Substructure of fuzzy dark matter haloes,” Mon. Not. Roy. Astron. Soc., vol. 465, no. 1, pp. 941–951, 2017.

[25] M. Safarzadeh and D. N. Spergel, “Ultra-light Dark Matter is Incompatible with the Milky Way’s Dwarf Satellites,” 6 2019.

[26] M. Rocha, A. H. Peter, J. S. Bullock, M. Kaplinghat, S. Garrison-Kimmel, J. Onorbe, and L. A. Moustakas, “Cosmological Simulations with Self-Interacting Dark Matter I: Constant Density Cores and Substructure,” Mon. Not. Roy. Astron. Soc., vol. 430, pp. 81–104, 2013.

[27] T. Sawala et al., “The chosen few: the low-mass haloes that host faint galaxies,” Mon. Not. Roy. Astron. Soc., vol. 456, no. 1, pp. 85–97, 2016.
[28] J. S. Bullock and M. Boylan-Kolchin, “Small-Scale Challenges to the LCDM Paradigm,” *Ann. Rev. Astron. Astrophys.*, vol. 55, pp. 343–387, 2017.

[29] M. G. Walker and J. Penarrubia, “A Method for Measuring (Slopes of) the Mass Profiles of Dwarf Spheroidal Galaxies,” *Astrophys. J.*, vol. 742, p. 20, 2011.

[30] T. Richardson and M. Fairbairn, “On the dark matter profile in Sculptor: breaking the β degeneracy with Virial shape parameters,” *Mon. Not. Roy. Astron. Soc.*, vol. 441, no. 2, pp. 1584–1600, 2014.

[31] A. Genina, A. Benítez-Llambay, C. S. Frenk, S. Cole, A. Fattahi, J. F. Navarro, K. A. Oman, T. Sawala, and T. Theuns, “The core-cusp problem: a matter of perspective,” MNRAS, vol. 474, pp. 1398–1411, Feb. 2018.

[32] J. Read, M. Walker, and P. Steger, “Dark matter heats up in dwarf galaxies,” *Mon. Not. Roy. Astron. Soc.*, vol. 484, no. 1, pp. 1401–1420, 2019.

[33] A. Genina, J. I. Read, C. S. Frenk, S. Cole, A. Benitez-Llambay, A. D. Ludlow, J. F. Navarro, K. A. Oman, and A. Robertson, “To beta or not to beta: can higher-order Jeans analysis break the mass-anisotropy degeneracy in simulated dwarfs?,” 11 2019.

[34] M. Boylan-Kolchin, J. S. Bullock, and M. Kaplinghat, “The Milky Way’s bright satellites as an apparent failure of LCDM,” *Mon. Not. Roy. Astron. Soc.*, vol. 422, pp. 1203–1218, 2012.

[35] A. Drlica-Wagner et al., “Eight Ultra-faint Galaxy Candidates Discovered in Year Two of the Dark Energy Survey,” *Astrophys. J.*, vol. 813, no. 2, p. 109, 2015.

[36] J. Read and D. Erkal, “Abundance matching with the mean star formation rate: there is no missing satellites problem in the Milky Way above $M_{\odot} \sim 10^9 M_{\odot}$,” *Mon. Not. Roy. Astron. Soc.*, vol. 487, no. 4, pp. 5799–5812, 2019.

[37] J. Bovy, D. Erkal, and J. L. Sanders, “Linear perturbation theory for tidal streams and the small-scale CDM power spectrum,” *Mon. Not. Roy. Astron. Soc.*, vol. 466, no. 1, pp. 628–668, 2017.

[38] N. Banik, J. Bovy, G. Bertone, D. Erkal, and T. de Boer, “Evidence of a population of dark subhalos from Gaia and Pan-STARRS observations of the GD-1 stream,” 11 2019.

[39] D. Walsh, R. F. Carswell, and R. J. Weymann, “0957+561 A, B: twin quasistellar objects or gravitational lens?,” Nature, vol. 279, pp. 381–384, May 1979.

[40] L. V. E. Koopmans, “Gravitational-mass imaging of CDM substructure,” *Mon. Not. Roy. Astron. Soc.*, vol. 363, p. 1136, 2005.

[41] S. Vegetti and L. V. E. Koopmans, “Bayesian Strong Gravitational-Lens Modelling on Adaptive Grids: Objective Detection of Mass Substructure in Galaxies,” *Mon. Not. Roy. Astron. Soc.*, vol. 392, p. 945, 2009.

[42] S.-d. Mao and P. Schneider, “Evidence for substructure in lens galaxies?,” *Mon. Not. Roy. Astron. Soc.*, vol. 295, pp. 587–594, 1998.

[43] R. B. Metcalf and P. Madau, “Compound Gravitational Lensing as a Probe of Dark Matter Substructure within Galaxy Halos,” *ApJ*, vol. 563, pp. 9–20, Dec 2001.

[44] J.-W. Hsueh, W. Enzi, S. Vegetti, M. Auger, C. D. Fassnacht, G. Despali, L. V. E. Koopmans, and J. P. McKean, “SHARP – VII. New constraints on the dark matter free-streaming properties and substructure abundance from gravitationally lensed quasars,” 2019.

[45] L. A. Moustakas and R. B. Metcalf, “Detecting dark matter substructure spectroscopically in strong gravitational lenses,” *Mon. Not. Roy. Astron. Soc.*, vol. 339, p. 607, 2003.

[46] Y. Hezaveh, N. Dalal, G. Holder, T. Kisner, M. Kuhlen, and L. Perreault Levasseur, “Measuring the power spectrum of dark matter substructure using strong gravitational lensing,” *JCAP*, vol. 1611, no. 11, p. 048, 2016.
A. Díaz Rivero, F.-Y. Cyr-Racine, and C. Dvorkin, “Power spectrum of dark matter substructure in strong gravitational lenses,” *Phys. Rev.*, vol. D97, no. 2, p. 023001, 2018.

A. Díaz Rivero, C. Dvorkin, F.-Y. Cyr-Racine, J. Zavala, and M. Vogelsberger, “Gravitational Lensing and the Power Spectrum of Dark Matter Substructure: Insights from the ETHOS N-body Simulations,” *Phys. Rev.*, vol. D98, no. 10, p. 103517, 2018.

S. Brennan, A. J. Benson, F.-Y. Cyr-Racine, C. R. Keeton, L. A. Moustakas, and A. R. Pullen, “Quantifying the power spectrum of small-scale structure in semi-analytic galaxies,” *Mon. Not. Roy. Astron. Soc.*, vol. 488, no. 4, pp. 5085–5092, 2019.

S. Birrer, A. Amara, and A. Refregier, “Lensing substructure quantification in RXJ1131-1231: A 2 keV lower bound on dark matter thermal relic mass,” *JCAP*, vol. 1705, no. 05, p. 037, 2017.

B. J. Brewer, D. Huijser, and G. F. Lewis, “Trans-Dimensional Bayesian Inference for Gravitational Lens Substructures,” *Mon. Not. Roy. Astron. Soc.*, vol. 455, no. 2, pp. 1819–1829, 2016.

F.-Y. Cyr-Racine, L. A. Moustakas, C. R. Keeton, K. Sigurdson, and D. A. Gilman, “Dark census: Statistically detecting the satellite populations of distant galaxies,” *Phys. Rev. D*, vol. 94, p. 043505, Aug 2016.

T. Daylan, F.-Y. Cyr-Racine, A. D. Rivero, C. Dvorkin, and D. P. Finkbeiner, “Probing the small-scale structure in strongly lensed systems via transdimensional inference,” *The Astrophysical Journal*, vol. 854, p. 141, Feb 2018.

G. Carleo, I. Cirac, K. Cranmer, L. Daudet, M. Schuld, N. Tishby, L. Vogt-Maranto, and L. Zdeborová, “Machine learning and the physical sciences,” 2019.

P. Mehta, M. Bukov, C.-H. Wang, A. G. Day, C. Richardson, C. K. Fisher, and D. J. Schwab, “A high-bias, low-variance introduction to machine learning for physicists,” *Physics Reports*, vol. 810, p. 1–124, May 2019.

M. Chianese, A. Coogan, P. Hofma, S. Otten, and C. Weniger, “Differentiable Strong Lensing: Uniting Gravity and Neural Nets through Differentiable Probabilistic Programming,” 2019.

S. Alexander, S. Gleyzer, E. McDonough, M. W. Toomey, and E. Usai, “Deep Learning the Morphology of Dark Matter Substructure,” 2019.

M. Bernardini, L. Mayer, D. Reed, and R. Feldmann, “Predicting dark matter halo formation in N-body simulations with deep regression networks,” 2019.

T.-Y. Cheng, N. Li, C. J. Conselice, A. Aragón-Salamanca, S. Dye, and R. B. Metcalf, “Identifying Strong Lenses with Unsupervised Machine Learning using Convolutional Autoencoder,” 2019.

M. Shirasaki, N. Yoshida, S. Ikekda, T. Oogi, and T. Nishimichi, “Decoding Cosmological Information in Weak-Lensing Mass Maps with Generative Adversarial Networks,” 2019.

S. Madireddy, N. Li, N. Ramachandra, P. Balaprakash, and S. Habib, “Modular Deep Learning Analysis of Galaxy-Scale Strong Lensing Images,” 2019.

C. Schaefer, M. Geiger, T. Kuntzer, and J. P. Kneib, “Deep convolutional neural networks as strong gravitational lens detectors,” A&A, vol. 611, p. A2, Mar 2018.

A. Davies, S. Serjeant, and J. M. Bromley, “Using convolutional neural networks to identify gravitational lenses in astronomical images,” MNRAS, vol. 487, pp. 5263–5271, Aug 2019.

Y. D. Hezaveh, L. Perreault Levasseur, and P. J. Marshall, “Fast automated analysis of strong gravitational lenses with convolutional neural networks,” Nature, vol. 548, pp. 555–557, Aug 2017.
[65] L. Perreault Levasseur, Y. D. Hezaveh, and R. H. Wechsler, “Uncertainties in Parameters Estimated with Neural Networks: Application to Strong Gravitational Lensing,” ApJ, vol. 850, p. L7, Nov 2017.

[66] W. R. Morningstar, Y. D. Hezaveh, L. Perreault Levasseur, R. D. Blandford, P. J. Marshall, P. Putzky, and R. H. Wechsler, “Analyzing interferometric observations of strong gravitational lenses with recurrent and convolutional neural networks,” arXiv e-prints, p. arXiv:1808.00011, Jul 2018.

[67] C. Giocoli, G. Tormen, R. K. Sheth, and F. C. van den Bosch, “The substructure hierarchy in dark matter haloes,” MNRAS, vol. 404, pp. 502–517, May 2010.

[68] G. Despali and S. Vegetti, “The impact of baryonic physics on the subhalo mass function and implications for gravitational lensing,” Mon. Not. Roy. Astron. Soc., vol. 469, no. 2, pp. 1997–2010, 2017.

[69] J. Einasto, “On the Construction of a Composite Model for the Galaxy and on the Determination of the System of Galactic Parameters,” Trudy Astrofizicheskogo Instituta Alma-Ata, vol. 5, pp. 87–100, Jan 1965.

[70] V. Springel, J. Wang, M. Vogelsberger, A. Ludlow, A. Jenkins, A. Helmi, J. F. Navarro, C. S. Frenk, and S. D. M. White, “The Aquarius Project: the subhaloes of galactic haloes,” MNRAS, vol. 391, pp. 1685–1711, Dec 2008.

[71] C. A. Correa, J. S. B. Wytche, J. Schaye, and A. R. Duffy, “The accretion history of dark matter haloes - III. A physical model for the concentration-mass relation,” MNRAS, vol. 452, pp. 1217–1232, Sept. 2015.

[72] S. Birrer and A. Amara, “Lenstronomy: multi-purpose gravitational lens modelling software package,” 2018.

[73] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and L. D. Jackel, “Backpropagation applied to handwritten zip code recognition,” Neural Comput., vol. 1, p. 541–551, Dec. 1989.

[74] Y. Ren and X. Cheng, “Review of convolutional neural network optimization and training in image processing,” in Tenth International Symposium on Precision Engineering Measurements and Instrumentation (J. Tan and J. Lin, eds.), vol. 11053, pp. 788 – 797, International Society for Optics and Photonics, SPIE, 2019.

[75] W. Rawat and Z. Wang, “Deep convolutional neural networks for image classification: A comprehensive review,” Neural Computation, vol. 29, pp. 1–98, 06 2017.

[76] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. J. Goodfellow, A. Harp, G. Irving, M. Isard, Y. Jia, R. Józefowicz, L. Kaiser, M. Kudlur, J. Levenberg, D. Mané, R. Monga, S. Moore, D. G. Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner, I. Sutskever, K. Talwar, P. A. Tucker, V. Vanhoucke, V. Vasudevan, F. B. Viégas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke, Y. Yu, and X. Zheng, “Tensorflow: Large-scale machine learning on heterogeneous distributed systems,” CoRR, vol. abs/1603.04467, 2016.

[77] J. Nickolls, I. Buck, M. Garland, and K. Skadron, “Scalable parallel programming with cuda,” Queue, vol. 6, pp. 40–53, Mar. 2008.

[78] P. T. Komiske, E. M. Metodiev, and M. D. Schwartz, “Deep learning in color: towards automated quark/gluon jet discrimination,” JHEP, vol. 01, p. 110, 2017.

[79] S. Macaluso and D. Shih, “Pulling Out All the Tops with Computer Vision and Deep Learning,” 2018.

[80] L. Moore, K. Nordström, S. Varma, and M. Fairbairn, “Reports of My Demise Are Greatly
Exaggerated: N-subjettiness Taggers Take On Jet Images,” SciPost Phys., vol. 7, no. 3, p. 036, 2019.

[81] F. Chollet et al., “Keras.” https://keras.io, 2015.

[82] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” in 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings (Y. Bengio and Y. LeCun, eds.), 2015.

[83] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” CoRR, vol. abs/1512.03385, 2015.

[84] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep network training by reducing internal covariate shift,” CoRR, vol. abs/1502.03167, 2015.

[85] V. Nair and G. E. Hinton, “Rectified linear units improve restricted boltzmann machines,” in Proceedings of the 27th International Conference on International Conference on Machine Learning, ICML’10, (USA), pp. 807–814, Omnipress, 2010.

[86] J. S. Bridle, “Probabilistic interpretation of feedforward classification network outputs, with relationships to statistical pattern recognition,” in Neurocomputing (F. F. Soulié and J. Hérault, eds.), (Berlin, Heidelberg), pp. 227–236, Springer Berlin Heidelberg, 1990.

[87] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” CoRR, vol. abs/1412.6980, 2014.

[88] M. D. Zeiler, “ADADELTA: an adaptive learning rate method,” CoRR, vol. abs/1212.5701, 2012.

[89] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Dropout: A simple way to prevent neural networks from overfitting,” Journal of Machine Learning Research, vol. 15, pp. 1929–1958, 2014.

[90] T. Fawcett, “An introduction to roc analysis,” Pattern Recognition Letters, vol. 27, no. 8, pp. 861 – 874, 2006. ROC Analysis in Pattern Recognition.

[91] A. P. Bradley, “The use of the area under the roc curve in the evaluation of machine learning algorithms,” Pattern Recogn., vol. 30, p. 1145–1159, July 1997.
Figure 9. Distribution of predicted classes of various test image samples (10k images).