Systematic generation of the cascade of anomalous dynamical first and higher-order modes in Floquet topological insulators
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After extensive investigation on the Floquet second-order topological insulator (FSOTI) in two dimension (2D), here we propose two driving schemes to systematically engineer the hierarchy of Floquet first-order topological insulator, FSOTI, and Floquet third-order topological insulator in three dimension (3D). Our driving protocols allow these Floquet phases to showcase regular 0, anomalous $\pi$, and hybrid 0-$\pi$-modes in a unified phase diagram, obtained for both 2D and 3D systems, while starting from the lower order topological or non-topological phases. Both the step drive and the mass kick protocols exhibit the analogous structure of the evolution operator around the high symmetry points. These eventually enable us to understand the Floquet phase diagrams analytically and the Floquet higher order modes numerically based on finite size systems. The number of 0 and $\pi$-modes can be tuned irrespective of the frequency in the step drive scheme while we observe frequency driven topological phase transitions for the mass kick protocol. We topologically characterize some of these higher order Floquet phases (harboring either 0 or anomalous $\pi$ mode) by suitable topological invariant in 2D and 3D cases.

I. INTRODUCTION

With the discovery of the quantum Hall effect [1], the topological electronic materials have gained immense attention for their gapless boundary modes as caused by the non-trivial winding of the ground state wavefunction of the gapped bulk systems [2]. Instead of the applying an external magnetic field, the quantum anomalous Hall effect then opens up a new avenue of research to be ventured in future [3]. The introduction of spin-orbit coupling further enriches the research activity in this field when the time reversal symmetry (TRS) preserves quantum spin Hall insulator [4–6], thus giving birth to the famous idea of topological insulator (TI) [7–9]. Consequently, the concept of TI has been contextualized in several real materials [10–12] paving the way for the realization of bulk-boundary correspondence where the gapless boundary modes are the outcome of the topological band structure of the bulk crystal. These can be exemplified for the first-order TI. Very recently, the concept of higher-order topological insulators (HOTIs) [13–25] have received enormous attention in modern quantum condensed matter research. The bulk-boundary correspondence is generalized such that a $d$-dimensional $n^{th}$ order HOTI is portrayed by the emergence of $(d - n)$-dimensional boundary modes. In particular, a two (three)-dimensional (2D (3D)) second-order topological insulator (SOTI) hosts zero (one) dimensional (0D (1D)) corner (hinge) modes, whereas a three-dimensional third-order topological insulator (TOTI) hosts 0D corner modes.

Moving our attention to the systems out of equilibrium, we emphasize that periodically driven quantum systems [26, 27] exhibit intriguing properties as compared to their static counterparts, such as dynamical localization [28–30], many-body localization [31–33], Floquet time crystals [34, 35], and higher harmonic generation [36, 37] etc. Intriguingly, nondissipative dynamical boundary modes, owing to the time translational symmetry, can be contrived in Floquet topological insulator [38–43] and Floquet topological superconductor [44–47], which are the prime focus of interest in recent times. The nontrivial winding of the wavefunction for these driven systems in the time direction further allows one to have anomalous boundary modes namely, $\pi$-modes at finite energy. The prodigious experimental development of Floquet systems based on solid-state setup [48], acoustics systems [49, 50], photonic platforms [51, 52] etc., add further merits to this field towards their realization and possible device application. Interestingly, the Floquet engineering also enables one to achieve Floquet HOTI (FHOTI) and HOT superconductor phases starting from a lower order or non-topological phase by suitably tuning appropriate driving protocols [53–68].

Given the above background on the static and driven topological systems, we would like to emphasize that the question on the systematic generation of the anomalous HOTI phases (anchoring both regular 0 and anomalous $\pi$-mode), in both 2D and 3D, has not been explored so far, to the best of our knowledge. Although, a few attempts have been made by activating the tight-binding piece-wisely in a step-like manner to show the emergence of anomalous $\pi$ corner modes in 2D [57, 63, 64]. We note that the FHOTI states are not necessarily formulated from the underlying lower-order topological state. On the other hand, very recently, regular static zero-energy corner and gapless hinge modes are being shown in a hierarchical manner starting from the lower-order topological
states [53, 61, 69]. Therefore, merging the above two aspects together, an immediate question arises that how to generate the flow of anomalous first-order topological insulator (FOTI) and HOTI phases starting from a trivial or static topological phase in both 2D and 3D. We refer to these phases as Floquet FOTI (FFOTI), Floquet SOTI (FSOTI), and Floquet TOTI (FTOTI). Ours is the first attempt to address these intriguing issues which have not been reported so far in the literature.

In this article, we consider a step-like driving scheme, incorporating appropriate Wilson-Dirac mass terms in a simple tight-binding model to explore the appearance of the dynamical FFOTI as well as all the FHOTI phases in 2D and 3D. Interestingly, we find that the FFOTI phase diagrams, hosting 0, π in 2D and 3D. Therefore, merging the above two as-

ologies, phase diagrams in 2D (3D) conceiv-

ing 0, π, or π corner (hinge and corner) modes as shown in Fig. 2 (Figs. 4 and 5). Without restricting ourselves to the above particular driving scheme, we also exemplify the identical findings by considering mass kick pro-

ocol (see Fig. 6), where we find frequency-driven topologi-

al phase transitions in addition to the parameter-


driven phase transitions. We analytically analyze the possibility behind such systematic formulation of the FFOTI and FHOTI phases from the Floquet operator that can signal the non-equilibrium phase dia-

gram unanimously. We characterize some of these phases by appropriate topological invariant such as, tangential polarization and octupolar moments (see Fig. 7). Fur-

thermore, we illustrate the mosaic phase diagram, con-

sisting of phases with different numbers of 0 and π modes, as a function of parameters associated with the driving (see Fig. 8). We discuss several ancillary aspects of our analysis such as high-frequency limit, consequences of laser driving, effect of disorder etc., to highlight the im-

portance of our findings. We believe that our work is experimentally viable provided the recent advancements in solid-state materials [70, 71], mechanics [72], acous-

tics [73], microwaves [74], photonics [75], and electrical circuits [76] etc.

The remainder of the paper is structured as follows. In Sec. II, we introduce our two types of driving protocols along with the model Hamiltonians. Sec. III is devoted to the discussion of the main results of the paper, where we present the anomalous dynamical modes both in 2D and 3D for the FFOTI and the FHOTI. In Sec. IV, we discuss the topological characterization of the FHOTI phases. After that, we discuss other possible approaches to engineer HOTI phases and their stabilization against disorder and a few related aspects in Sec. V. We finally summarize and conclude our paper in Sec. VI.

II. DRIVING PROTOCOLS

Here we enlist our driving protocols in the form of step drive and periodic mass kick for both 2D and 3D.

A. Step drive

The step drive, consisting of two Hamiltonians that one can employ piece-wise within the time period to generate the FFOTI and the FHOTI phases. The driving scheme is explicitly demonstrated below

\[
H_{dd} = J_1^d h_{1,dd}(\mathbf{k}), \quad t \in \left[0, \frac{T}{2}\right]
\]

\[
= J_2^d h_{2,dd}(\mathbf{k}), \quad t \in \left(\frac{T}{2}, T\right),
\]

where, \(J_1^d\) and \(J_2^d\) carry the dimension of energy. We work with the natural unit, which allows us to set \(\hbar = c = 1\). The drive, however, is controlled by the dimensionless parameters \((J_1, J_2) = (J_1T, J_2T)\), where, \(T\) being the period of the drive. This is related to the driving frequency \(\Omega\) as \(T = 2\pi/\Omega\). Here, \(J_i^d h_{i,dd}(\mathbf{k})\) represents the Hamiltonian of the system at the \(i^{th}\) step in \(d\)-dimension. In particular, to generate a 2D topological phase [53], we consider

\[
h_{1,2D}(\mathbf{k}) = \sigma_2 + \mu \sigma_z + \Theta, \quad T = \frac{2}{\pi}
\]

\[
\Theta = \Theta(x) = \Theta_0 \cos(k_x + k_y) + \Theta_1 \cos(k_x - k_y)
\]

\[
\Theta_0, \Theta_1, \mu \text{ and } k_x, k_y \text{ being the period of the drive. This is}
\]

\[
\text{related to the driving frequency } \Omega \text{ as } T = 2\pi/\Omega.
\]

The three Pauli matrices \(\mathbf{\mu}, \mathbf{\sigma}\) and \(\Theta\) act on sublattice \((A, B)\), orbital \((a, b)\), and spin \((\uparrow, \downarrow)\) degrees of freedom, respectively.

Note that the first (second) step Hamiltonian \(J_1^d h_{1,dd}(\mathbf{k}) \) \(J_2^d h_{2,dd}(\mathbf{k})\) is composed of on-site (hopping) terms only. We sometime refer to \(h_{1,dd}(\mathbf{k})\) as \(h_{1,dd}\) due to its on-site nature. The \(\alpha\) and \(\beta\) independent cosine terms \(\cos k_x, k_y\) arise due to the nearest-neighbor hopping while the spin orbit coupling is represented by the sine terms \(\sin k_x, k_y\). The on-site mass term of strength \(\mu\) becomes very important for topological phase transition that we discuss below. The first step Hamiltonian, thus preserves the necessary symmetries while the second step Hamiltonian is found to be responsible for breaking certain symmetries. The latter becomes very much useful to achieve the FHOTI phases. For \(\alpha = \beta = 0\), \(h_{1,dd}(\mathbf{k})\) respects TRS generated by \(\mathbf{T} = i\hbar \mathbf{K}\); \(\mathbf{K}\) being the complex-conjugation operator. Although when \(\alpha \neq 0\), the corresponding term, thereby \(h_{2,dd}(\mathbf{k})\) breaks both TRS and four-fold rotation \((C_4)\) symmetry while preserving the combined \(C_2T\) symmetry. Importantly, \(h_{1,dd}(\mathbf{k})\) respects unitary chiral \(\mathbf{C} = \sigma_y, \sigma_z(= \mu_\sigma_0\sigma_8)\) and anti-unitary particle-hole symmetry \(\mathbf{P} = \sigma_y, \sigma_z(= \mu_\sigma_8\sigma_0\mathbf{K})\) for 2D (3D) such that \(\mathbf{C} h_{1,dd}(\mathbf{k})\mathbf{C}^{-1} = -h_{1,dd}(\mathbf{k})\) and \(\mathbf{P} h_{1,dd}(\mathbf{k})\mathbf{P}^{-1} = -h_{1,dd}(\mathbf{k})(\mathbf{K})\). It is to be noted that the term associated with \(\alpha\) further breaks the mirror symmetry.

Before translating to the dynamical limit, we would like to point out the various static phases accessible to our model, depending upon the values of different param-
eters of the system. One can contemplate the following Hamiltonians in 2D and 3D as

$$H_\text{Static}^{2D}(k) = J'_1 h_{1,2D}(k) + J'_2 h_{2,2D}(k), \quad (2)$$

$$H_\text{Static}^{3D}(k) = J'_1 h_{1,3D}(k) + J'_2 h_{2,3D}(k), \quad (3)$$

where, $H_\text{Static}^{2D}(k)$ represents the Hamiltonian of a 2D quantum spin Hall insulator (QSHI) with propagating 1D helical edge states, when $\alpha = 0$ and $0 < |J'_1| < 2|J'_2|$, [7, 10]. However, for any non-zero value of $\alpha$, the edge states of the QSHI are gapped out by the corresponding Wilson-Dirac mass term proportional to $\alpha$ in such a way that two consecutive edges incorporate opposite mass terms. Using the generalized Jackiw-Rebbi index theorem [77], one can show the emergence of zero-modes at the corners of the system, i.e., the system resides in the SOTI phase [17, 53].

In 3D, we have access to an additional HOT phase namely, TOTI for $\alpha, \beta \neq 0$ as compared to the 2D case with $\alpha \neq 0$ only, where one can reach up to the SOTI. We here point out this hierarchy one by one. In absence of the Wilson-Dirac masses, i.e., $\alpha = \beta = 0$, $H_\text{Static}^{3D}(k)$ hosts gapless 2D surface states in the strong TI phase provided $0 < |J'_1| < 3|J'_2|$, [11, 61, 69]. On top of the 3D TI phase, if we allow $\alpha$ to be non-zero, the surface states of the underlying TI are gapped out by the corresponding term, and we procure gapless states along the 1D hinge of the system in the $z$-direction [13, 17, 61, 69]. This is the signature of a 3D SOTI. On the other hand, in presence of non-zero values of $\alpha$ and $\beta$, the first order 3D TI phase transmutes into a 3D TOTI, harboring 0D corner modes [13, 61, 69].

### B. Periodic mass kick

In our periodic kick protocol, we consider the Hamiltonian $\mathcal{H}_d$ in $d$-dimension between two successive kicks. Afterwards, we introduce the driving protocol in the form of an on-site mass kick as

$$m_0(t) = m h_{1,dD} \sum_{r=1}^{\infty} \delta(t - r T), \quad (4)$$

where, $m$ denotes the strength of the kicking parameter, $t$ denotes time, and $T$ symbolizes the time-period of the drive. Following the periodic kick, we can write down the exact Floquet operator, $U_{dD}(k, T)$ using the time-ordered notation as

$$U_{dD}(k, T) = \mathcal{T}_0 \exp \left[ -i \int_0^T dt \left( \mathcal{H}_{dD}(k) + m_0(t) \right) \right] = \exp(-i \mathcal{H}_{dD}(k)T) \exp(-im h_{1,dD}) \quad (5)$$

We choose $\mathcal{H}_{2D}(k) = J'h_{2,2D}(k)$ in 2D and $\mathcal{H}_{3D}(k) = J'h_{2,3D}(k)$ in 3D. Also, $h_{1,2D}$ $h_{1,3D}$ are defined earlier. Here, $J'$ carries the dimension of energy. However we use the dimensionless parameter $J = JT$ along with $m$ to control the drive. Similar to Eqs.(2) and (3), one can obtain the analogous static Hamiltonian for this case as

$$H_{\text{Static}}^{2D}(k) = m h_{1,2D} + J'h_{2,2D}(k). \quad (6)$$

Note that, one can achieve the mass kick (Eq.(4)) protocol from the limiting case of step drive protocol (Eq.(1)) with infinitesimal duration of the first step Hamiltonian $J'h_{1,2D}$.

### III. ANOMALOUS DYNAMICAL MODES

Here we present our key findings regarding the generation of dynamical FHOTI phases in 2D and 3D, employing the step drive and periodic mass kick protocols.

#### A. Step drive

Within the step drive protocol, we can generate the jets of FFOTI, FSOTI, and FTOTI by tuning some specific parameters, which we discuss in the upcoming subsections in detail.

#### 1. 2D

To begin with 2D, following step drive protocol, we can write down the full Floquet evolution operator $U_{2D}(k,T)$ after one full period $T$ as

$$U_{2D}(k,T) = \exp \left( -i \frac{J_2}{2} h_{2,2D}(k) \right) \exp \left( -i \frac{J_1}{2} h_{1,2D}(k) \right), \quad (6)$$

where, we can express $U_{2D}(k,T)$ as $U_{2D}(k,T) = f_{2D}(k)\mathbb{1} + ig_{2D}(k)$, such that

$$f_{2D}(k) = \cos \left( \gamma_{2D}(k) \frac{J_1}{2} \right) \cos \left( \lambda_{2D}(k) \frac{J_2}{2} \right) - \sin \left( \gamma_{2D}(k) \frac{J_1}{2} \right) \sin \left( \lambda_{2D}(k) \frac{J_2}{2} \right) \chi_{2D}(k), \quad (7)$$

$$g_{2D}(k) = -\frac{1}{\gamma_{2D}(k) \lambda_{2D}(k)} \sin \left( \gamma_{2D}(k) \frac{J_1}{2} \right) \sin \left( \lambda_{2D}(k) \frac{J_2}{2} \right) \eta_{2D}(k) - \sin \left( \gamma_{2D}(k) \frac{J_1}{2} \right) \cos \left( \lambda_{2D}(k) \frac{J_2}{2} \right) \frac{h_{1,2D}(k)}{\gamma_{2D}(k)}. \quad (8)$$

Here, we have suppressed the implicit $T$ dependence in $f_{2D}(k)$ and $g_{2D}(k)$. We have defined
\[ \begin{align*}
\gamma_{2D}(k) &= |h_{1,2D}(k)|, \\
\lambda_{2D}(k) &= |h_{2,2D}(k)|, \\
\chi_{2D}(k) &= \frac{\cos k_x + \cos k_y}{\gamma_{2D}(k) \lambda_{2D}(k)}, \quad \text{and} \\
\eta_{2D}(k) &= \sin k_x \sigma_y \sin k_y \sigma_z + \alpha (\cos k_x - \cos k_y) \sigma_y \sigma_z.
\end{align*} \]

From the eigenvalue equation for \( U_{2D}(k, T) \): \( U_{2D}(k, T) |\psi\rangle = e^{i E(k)} |\psi\rangle \), one obtains the condition

\[ \cos E(k) = f_{2D}(k), \]

with each band being two-fold degenerate. Now, the band gap closes at \( k = k^* = (0, 0) \) or \( (\pi, \pi) \), for \( f_{2D}(k^*) = \pm 1 \) such that \( E(k^*) = n \pi \) with \( n = 0, 1, 2, 3, \ldots \) being an integer. The interesting point to note here is that we can cast \( f_{2D}(k) \) in terms of a single cosine function such as \( f_{2D}(k^*) = \cos(\gamma_{2D}(k^*) \frac{\pi}{2} \pm \lambda_{2D}(k^*) \frac{\pi}{2}) \). Furthermore, the structure of \( \chi_{2D}(k^*) \) term here serves as an essential ingredient to continue with the above analysis. To be precise, at these momentum points \( \gamma_{2D}(k^*), \lambda_{2D}(k^*) \), and \( \chi_{2D}(k^*) \) take the values as follows:

\[ \begin{align*}
\gamma_{2D}(0, 0) &= \gamma_{2D}(\pi, \pi) = 1, \\
\lambda_{2D}(0, 0) &= \lambda_{2D}(\pi, \pi) = 2, \\
\chi_{2D}(0, 0) &= -\chi_{2D}(\pi, \pi) = 1.
\end{align*} \]

These special momentum modes continue playing pivotal role for dynamics in addition to the static counterpart as given in Eqs. (2) and (3). This enables us to write the right hand side (RHS) of Eq. (7) in a compact form as

\[ \cos \left( \frac{J_1}{2} \pm J_2 \right) = \cos n \pi, \]

where, \( n \) is an integer. From Eq. (10), we obtain the gap closing conditions in terms of the dimensionless parameters \( J_1 \) and \( J_2 \) as

\[ |J_2| = \frac{|J_1|}{2} + n \pi. \]

Here, Eq. (11) signifies the topological phase boundaries between various dynamic phases, as depicted in Figs. 1(a) and 2(a). The phase boundaries divide the phase diagram into four parts: region 1 (R1) with 0-mode, region 2 (R2) with no modes, region 3 (R3) with \( \pi \)-mode, and region 4 (R4) hosting both 0 and \( \pi \)-modes. Interestingly, the phase boundaries remain the same for both FFOTI and FSOTI due to the absence of any \( \alpha \) dependent term in Eq. (11). Instead of considering two step drive, one can also think about a three step drive protocol as discussed in Ref. [57] and end up obtaining a relation akin to Eq. (11). The underlying reason for this can be attributed to the fact that the structure of \( f_{2D}(k^*) \) remains unaltered in both cases. With the help of Eqs. (6), (7), and (8), we can write the Floquet effective Hamiltonian \( H_{2D,\text{Floq}} \) as

\[ H_{2D,\text{Floq}} = -\frac{\epsilon_{2D}(k)}{\sin |\epsilon_{2D}(k)|} g_{2D}(k), \]

where, \( \epsilon_{2D}(k) = \frac{\pi}{2} \cos^{-1} |f_{2D}(k)| \).

Note that the ladder of FFOTI including FFOTI can be engineered by selectively incorporating the Wilson-Dirac masses in \( h_{2,2D}(k) \). To be precise, \( \alpha = 0 \) (\( \alpha \neq 0 \)) in \( h_{2,2D}(k) \) leads to FFOTI (FSOTI) phases. After analytical understanding of the emergence of FFOTI and FSOTI phases, we further support our findings by numerical analysis for finite size systems (see text for discussion).

Case 1: FFOTI

As mentioned earlier, in order to obtain the FFOTI phase, we set \( \alpha = 0 \). The FFOTI is characterized by the presence of gapless edge modes at its 1D boundary. To uncover the subsistence of gapless dispersive edge modes, we resort to slab geometry i.e., periodic boundary condition (PBC) along one direction (say \( y \)) and open boundary condition (OBC) in the other direction (say \( x \)). We numerically diagonalize the Floquet operator \( U_{2D}(k_y, T) \) and depict the quasi-energy spectrum as a function of \( k_y \) for regions R1, R2, R3, and R4 in Figs. 1(d), (e), (f), and (g), respectively. It is evident that the gapless modes appear at \( k_y = 0, \pi \) as discussed in the mathematical analysis before. With reference to the phase diagram, Fig. 1(a), obtained analytically from Eq.(11) and verified numerically from \( U_{2D}(k_y, T) \) (Eq.(6)), one can observe only 0-mode, no mode, only \( \pi \)-mode and both 0 and \( \pi \)-mode in R1, R2, R3, and R4, respectively. The real-space quasi-energy spectrum associated with R4 is depicted in Fig. 1(b). There one can identify the FFOTI modes at both \( E_m = 0 \) and \( E_m = \pm \pi \). As discussed above, one expect to notice FFOTI modes separately at \( E_m = 0 \) \( (E_m = \pm \pi) \) for R1 (R3) and no modes either at \( E_m = 0 \) or \( E_m = \pi \) for R2. Although

FIG. 1. (a) (Color online) Phase diagram is depicted in the \( J_1 - J_2 \) plane for 2D FFOTI, which is guided by Eq.(11). (b) Quasi-energy spectrum for a finite system and as a function of the state index \( m \), is depicted when the system is in the phase R4. One can clearly identify modes close to quasi-energies 0 and \( \pm \pi \). (c) The LDOS is shown for a finite-size system corresponding to quasi-energies \( E_m = 0, \pm \pi \) in R4. The quasi-energy spectra \( E_m \), considering slab geometry, for R1, R2, R3, and R4 are shown in panels (d), (e), (f), and (g), respectively. We choose the parameters as \( (J_1, 2J_2) = [(\frac{\pi}{4}, \frac{\pi}{2}), (\frac{\pi}{2}, \frac{\pi}{4}), (\frac{\pi}{4}, \frac{\pi}{4}), (\frac{\pi}{4}, \frac{\pi}{4})] \) for R1, R2, R3, and R4, respectively.
FIG. 2. (Color online) (a) Phase diagram is demonstrated in the $J_1 - J_2$ plane for 2D FSOTI. (b) LDOS is shown for a finite-size system corresponding to quasi-energies $E_m = 0$, $\pm \pi$ in R4. (c) Quasi-energy spectrum $E_m$, considering slab geometry for our system, is depicted as a function of $k_y$ for R4. One can observe that both the 0 and $\pi$ edge modes are gapped out due to inclusion of the Wilson-Dirac mass term $\alpha$.

The quasi-energy spectra $E_m$ for the finite-size system, corresponding to R1, R2, R3, and R4 are presented as a function of the state index $m$ in panels (d), (e), (f), and (g), respectively. We use the same parameters as mentioned in Fig. 1.

we prefer not to show them here. The local density of states (LDOS) for a system with OBC in both directions is illustrated in Fig. 1(c), for quasi-states with $E_m = 0$, $\pm \pi$ (within numerical accuracy) corresponding to R4. The LDOS remains unaltered for quasi-states corresponding to $E_m = 0$ (R1) and $E_m = \pm \pi$ (R3). These $E_m = \pm \pi$ (at frequency $\pm \Omega/2$) gapless modes refer to the dynamical ones as reported earlier for other systems with different driving scheme [78, 79].

Turning our focus to 2D FSOTI phase that can be obtained by considering $\alpha \neq 0$, the corresponding phase diagram comes out to be unaltered as depicted in Fig. 2(a).

To probe the footprints of FSOTI via the LDOS, we resort to OBC in both directions. We show the LDOS for quasi-states with $E_m = 0$, $\pm \pi$ in Fig. 2(b). It is evident that corner localized modes appear at quasi-energies $E_m = 0$, $\pm \pi$. The quasi-energy spectra are shown in Fig. 2(d), (e), (f), and (g) for the phase R1, R2, R3, and R4, respectively. As mentioned earlier, when we set $\alpha$ to be non-zero, the 1D edge-modes of FFOTI should be gapped out by the Wilson-Dirac mass term $(\cos k_x - \cos k_y)$ and the corresponding 0, $\pi$ modes appear at the corners of the system. This is clearly visible for the present case while comparing Fig. 1(g) with Fig. 2(c), where we depict the gapped edge-mode in R4 employing slab geometry. Note that, there exist 4 (2) quasi-states at quasi-energy $E_m = 0$, $(\pm \pi)$ for the 2D FSOTI phase.

2. 3D

In 3D, we comprehensively unveil, how to systematically generate the cascade of FFOTI, FSOTI, and FTOTI phase, by suitably tuning the Wilson-Dirac mass perturbations. In 3D, the Floquet evolution operator for the step drive protocol reads as

$$U_{3D}(k, T) = \exp \left(-i \frac{J_2}{2} h_{2,3D}(k)\right) \exp \left(-i \frac{J_1}{2} h_{1,3D}(k)\right). \tag{13}$$

Similar to the 2D case, one can find the Floquet evolution operator $U_{3D}(k, T)$ as $U_{3D}(k, T) = f_{3D}(k)\mathbb{I} + ig_{3D}(k)$, with

$$f_{3D}(k) = \cos \left(\gamma_{3D}(k) \frac{J_1}{2}\right) \cos \left(\lambda_{3D}(k) \frac{J_2}{2}\right) - \sin \left(\gamma_{3D}(k) \frac{J_1}{2}\right) \sin \left(\lambda_{3D}(k) \frac{J_2}{2}\right) \chi_{3D}(k), \tag{14}\n$$

$$g_{3D}(k) = -\frac{1}{\gamma_{3D}(k) \lambda_{3D}(k) \eta_{3D}(k)} \sin \left(\gamma_{3D}(k) \frac{J_1}{2}\right) \sin \left(\lambda_{3D}(k) \frac{J_2}{2}\right) - \sin \left(\gamma_{3D}(k) \frac{J_1}{2}\right) \cos \left(\gamma_{3D}(k) \frac{J_1}{2}\right) \chi_{3D}(k) \left(\frac{h_{1,3D}(k)}{\gamma_{3D}(k)}\right), \tag{15}$$

where, $\gamma_{3D}(k) = |h_{1,3D}(k)|$, $\lambda_{3D}(k) = |h_{2,3D}(k)|$, $\chi_{3D}(k) = \cos k_x + \cos k_y + \cos k_z$, and $\eta_{3D}(k) = \sin k_x \sin k_y + \sin k_y \sin k_z + \sin k_z \sin k_x - \alpha (\cos k_x - \cos k_y) \alpha - \beta (2 \cos k_z - \cos k_x - \cos k_y \mu) \alpha$. From the eigenvalue equation of $U_{3D}(k, T)$: $U_{3D}(k, T) |\Psi\rangle = e^{iE(k)} |\Psi\rangle$, one obtains

$$\cos E(k) = f_{3D}(k), \tag{16}$$

with each band being four-fold degenerate. Now, the band gap closes at $k = k^* = (0, 0, 0)$ or $(\pi, \pi, \pi)$, when $f_{3D}(k) = \pm 1$. At these points $\gamma_{3D}(k)$, $\lambda_{3D}(k)$, and $\chi_{3D}(k)$ take the values as follows $\gamma(0, 0, 0) = \gamma(\pi, \pi, \pi) = 1$, $\lambda(0, 0, 0) = \lambda(\pi, \pi, \pi) = 3$, and $\chi(0, 0, 0) = -\chi(\pi, \pi, \pi) = 1$. This enables us to write the right hand side of Eq. (14), following the similar line of arguments discussed for 2D case, as

$$\cos \left(\frac{J_1}{2} \pm \frac{3J_2}{2}\right) = \cos n\pi, \tag{17}$$
From the above relation (Eq. (17)), we obtain the gap closing relations in terms of $J_1$ and $J_2$ as

$$\frac{3|J_2|}{2} = \frac{|J_1|}{2} + n\pi ,$$  

where, $n$ is an integer. Note that, Eq. (18) serves the purpose of topological phase boundary in case of 3D. It is worth mentioning here that the phase diagrams, in the $J_1 - J_2$ plane to obtain different type of first and higher order modes, remain the same for FFOTI, FSOTI, and FTOTI (see Figs. 3(a), 4(a), and 5(a), respectively). This can be attributed to the fact that gap-closing conditions are independent of $\alpha$ and $\beta$. This is a generic feature of this particular driving protocol. However, the special structures of $\chi_{3D}(k^*)$ and $f_{3D}(k^*)$ are held responsible for the above robust nature of these phase diagrams. Although, depending upon the choice of the driving scheme, one can obtain FHOTI phase diagram as a function of mass terms $\alpha$ and $\beta$. Using Eqs.(13), (14), and (15), we can write the Floquet effective Hamiltonian $H_{3D, Flq}$ as

$$H_{3D, Flq} = -\epsilon_{3D}(k)\sin[f_{3D}(k)]\gamma_{3D}(k),$$

where, $\epsilon_{3D}(k) = \frac{1}{\Gamma}\cos^{-1}[f_{3D}(k)]$.

Similar to the earlier case for 2D system, we below systematically explore the emergence of FFOTI and FHOTI phases by numerically diagonalizing the Floquet operator (Eq.(13)) implementing appropriate finite geometries.

**Case 1: FFOTI**

In order to obtain the FFOTI phase in 3D, we set both $\alpha = 0$ and $\beta = 0$. The FFOTI phase is characterized by the appearance of gapless 2D surface-states. The quasi-energy spectra for a finite-size system with OBC along $x$, $y$ and $z$-directions residing in R4, is shown in Fig. 3(b), as a function of the state index $m$. We depict the signature of the surface states in the LDOS corresponding to quasi-states with $E_m = 0, \pm \pi$ for R4 in Fig. 3(c). For a better understanding of the nature of the surface states, we employ slab geometry, by considering OBC along one direction (say $z$-direction), while remaining two directions obey PBC (say $x$ and $y$-direction). We depict the gapless surface states along $\Gamma-X-S-Y-\Gamma$ points, for R1, R2, R3, and R4 in Figs. 3(d), (e), (f), and (g), respectively. Here, $\Gamma = (0,0), X = (\pi,0), S = (\pi,\pi), Y = (0,0)$.

**Case 2: FSOTI**

To realize the FSOTI phase, we set $\alpha$ to a non-zero value, while keeping $\beta = 0$. We first explore the quasi-energy spectra under OBC in all directions as shown in Fig. 4(b), where the existence of both 0 and $\pi$-modes in R4 are clearly visible as a function of the state index $m$. We further illustrate the LDOS corresponding to quasi-states with $E_m = 0, \pm \pi$ for R4, in Fig. 4(c). One can notice that the mode is populated throughout the hinge along the $z$-direction of the system. To exhibit the dispersive nature of the gapless hinge modes, we tie up to rod geometry i.e., considering OBC in two directions ($x$ and $y$-direction) and PBC in the remaining direction ($z$-direction). The corresponding quasi-energy spectra for this system are shown in the rod geometry for R1, R2, R3, and R4 in Figs. 4(d), (e), (f), and (g), respectively.
These numerical findings can be analytically understood as well from the bulk. The first Wilson-Dirac mass term proportional to \((\cos k_x - \cos k_y)\) is able to gap out the surface modes over all the three \(xy\), \(yz\) and \(xz\) surfaces except along \(x = \pm y\) for any value of \(z\) [61].

**Case 3: FTOTI**

The FTOTI phase can further be obtained when both the mass terms \(\alpha\) and \(\beta\) are non-zero. The corresponding phase diagram in \(J_1 - J_2\) plane is shown in Fig. 5(a).

In Fig. 5(b), we further depict the signature of corner modes at \(E_m = \pm \pi\) for \(R4\) via the LDOS spectrum. This has been computed considering OBC in all directions. In the FTOTI phase, one obtains 0 or \(\pi\) mode only at the corners of the system, while both surface and hinge modes are gapped out. We show the quasi-energy spectrum for this system, employing rod geometry (OBC along \(x\) and \(y\)-directions, PBC along \(z\)-direction), in Fig. 5(c) (corresponding to \(R4\)). It is evident that, both 0 and \(\pi\) hinge modes are gapped out (see Fig. 5(c)). Therefore, this is in contrast to the FSOTI phase as shown in Fig. 4(g). The second Wilson-Dirac mass term \(\beta (2 \cos k_z - \cos k_x - \cos k_y)\) gaps out the hinge mode except at the body diagonal position \(\pm x = \pm y = \pm z\) where corner modes appear [61].

The presence of dynamical corner modes can be better understood by exploring the quasi-energy spectra for a system obeying OBC in all three directions. We show the corresponding quasi-energy spectra as a function of the state index \(m\), employing OBC for \(R1, R2, R3,\) and \(R4\) in Figs. 5(d), (e), (f), and (g), respectively. Note that, there exists 8 (4) quasi-states at \(E_m = 0, (\pm \pi)\) for the FTOTI phase which contribute to the corner localized LDOS.

### B. Periodic mass kick

After extensive discussion on the hierarchy of FHOTI phases starting from FFOTI phases (under step drive scheme), we now proceed to analyze our findings for the mass kick protocol as given in Eq. (4). In the periodic mass kick formalism, the Floquet operator \(U_{dD}(\mathbf{k}, T)\) can be cast in the form: \(U_{dD}(\mathbf{k}, T) = f_{dD}(\mathbf{k}) + ig_{dD}(\mathbf{k})\), with

\[
\begin{align*}
    f_{2D}(\mathbf{k}) &= \cos (\gamma_{2D}(\mathbf{k})m) \cos (\lambda_{2D}(\mathbf{k}) J) - \sin (\gamma_{2D}(\mathbf{k})m) \sin (\lambda_{2D}(\mathbf{k}) J) \chi_{2D}(\mathbf{k}) , \\
    g_{2D}(\mathbf{k}) &= -\frac{1}{\gamma_{2D}(\mathbf{k})\lambda_{2D}(\mathbf{k})} \eta_{2D}(\mathbf{k}) \sin (\gamma_{2D}(\mathbf{k})m) \sin (\lambda_{2D}(\mathbf{k}) J) - \sin (\gamma_{2D}(\mathbf{k})m) \cos (\lambda_{2D}(\mathbf{k}) J) \frac{h_{1,2D}(\mathbf{k})}{\gamma_{2D}(\mathbf{k})} \\
    f_{3D}(\mathbf{k}) &= \cos (\gamma_{3D}(\mathbf{k})m) \cos (\lambda_{3D}(\mathbf{k}) J) - \sin (\gamma_{3D}(\mathbf{k})m) \sin (\lambda_{3D}(\mathbf{k}) J) \chi_{3D}(\mathbf{k}) , \\
    g_{3D}(\mathbf{k}) &= -\frac{1}{\gamma_{3D}(\mathbf{k})\lambda_{3D}(\mathbf{k})} \eta_{3D}(\mathbf{k}) \sin (\gamma_{3D}(\mathbf{k})m) \sin (\lambda_{3D}(\mathbf{k}) J) - \sin (\gamma_{3D}(\mathbf{k})m) \cos (\lambda_{3D}(\mathbf{k}) J) \frac{h_{1,3D}(\mathbf{k})}{\gamma_{3D}(\mathbf{k})} ,
\end{align*}
\]

for 2D and 3D systems can be obtained as

\[
\begin{align*}
    H_{2D,Flq} &= -\frac{\epsilon_{2D}(\mathbf{k})}{\sin [\epsilon_{2D}(\mathbf{k}) T]} g_{2D}(\mathbf{k}) , \\
    H_{3D,Flq} &= -\frac{\epsilon_{3D}(\mathbf{k})}{\sin [\epsilon_{3D}(\mathbf{k}) T]} g_{3D}(\mathbf{k}) ,
\end{align*}
\]
where, $\epsilon_{2D}(k) = \frac{1}{2}\cos^{-1}[f_{2D}(k)]$ and $\epsilon_{3D}(k) = \frac{1}{2}\cos^{-1}[f_{3D}(k)].$

As discussed earlier, the gap closing conditions can be obtained using the right hand side of Eqs. (20) and (22) in 2D and 3D as

$$2|J| = |m| + n\pi : \text{in 2D},$$

$$3|J| = |m| + n\pi : \text{in 3D}. \quad (26)$$

Like the step drive case, the nature of phase boundary remains same for all the topological orders in every dimension. To be precise, in 2D, the phase boundary for both FFOTI and FSOTI is guided by Eq. (26), whereas, in 3D, the same is controlled by Eq. (27). The corresponding phase boundaries for 2D and 3D are shown in Figs. 6(a) and (c), respectively.

Here, we intend to compare our findings between mass kick and step drive protocols. The factor $\chi_{2D}(k)$, computed at the high symmetry point $k = k^*$, plays important role in case of both the drives. This factor eventually allows $f_{2D}(k^*)$ to acquire simple form in terms of a single cosine function. Once $\chi_{2D}(k^*)$ inherits complicated mathematical form, $f_{2D}(k^*)$ cannot be written in a compact way. More importantly, in order to observe the regular 0-mode and anomalous $\pi$-mode together in the driven system, the condition $|\chi_{2D}(k^*)| = 1$ becomes very important. The condition $E(k^*) = 0$ ($E(k^*) = \pm \pi$) yields the condition for obtaining 0-mode ($\pi$-mode). Another crucial point to note here is that gap closing transition in the quasi-energy spectrum has to take place at the high-symmetry points i.e., $k = k^*$. This is an essential requirement to procure the anomalous FHOTI modes. This further leads to the generic gap-closing condition, as represented by Eqs. (10) and (17), $\cos(E(k^*)) = (-1)^n$, with $n = 0, 1, 2, 3, \ldots$. Thus the compact form of phase boundaries eventually can be portrayed as $d|J| = |J_0| + 2n\pi$ ($d|J| = |m| + n\pi$) for step drive (mass kick) with $d$ being the dimension. The above discussion is not restricted to any specific driving protocol, discussed here, rather it is applicable to a variety of driving schemes [57, 63, 64].

For completeness, we briefly discuss the numerical results for this particular driving in 2D and 3D. To start with 2D, we obtain the FFOTI phase by setting $\alpha = 0$. However, the quasi-energy spectra in the slab geometry qualitatively remains the same as of step drive case for R1, R2, R3, and R4 phase as depicted in Figs. 1(d), (e), (f), and (g), respectively. To procure the FSOTI, we set $\alpha$ to a non-zero value and the corresponding quasi-energy spectra encompassing the corner modes (at $E_m = 0, \pm \pi$) for a finite-size system turns out to be similar to that shown in Figs. 2(d), (e), (f), and (g) for the sectors R1, R2, R3, and R4, respectively.

In 3D, the FFOTI emerges when both $\alpha$ and $\beta$ are zero. The surface states can be found out by realizing the corresponding lattice model in the slab geometry (see Figs. 3(d), (e), (f), and (g)). The qualitative nature of these surface states remain the same as obtained implementing the step drive protocol. Furthermore, the system manifests FSOTI hosting gapless hinge modes when $\alpha \neq 0$ but $\beta = 0$. The corresponding signature is highlighted in the quasi-energy spectrum that has been calculated using rod geometry (see Figs. 4 (d), (e), (f), and (g)). To obtain the FTOTI phase, both $\alpha$ and $\beta$ are set to a non-zero value. The footprints of the corner localized modes (at $E_m = 0, \pm \pi$) in the FTOTI phase is found out in the quasi-energy spectrum for a finite-size system (see Figs. 5(d), (e), (f), and (g)).

One intriguing difference regarding topological phase boundary equations between step drive and periodic kick is absence of the time-period $T$ in the latter case. Importantly, for the step drive, the time period $T$ is coupled to both the driving parameters $J_{1,2}$ such that $J_{1,2}$ becomes the effective parameter to characterize the dynamical system. On the other hand, for periodic kick, there exists two effective driving parameters $J = J'T$ and $m$ where only one of them is renormalized by $T$ while the other remains unaltered. This, in fact, allows us to seek for a frequency driven topological phase transition in the system (see Fig. 6(b)). We begin with a parameter set: $(m, J') = (0.4\pi, 0.5\pi)$, such that we belong to R2 with no modes. Afterwards, we decrease (increase) the frequency (time period) of the drive, while keeping both $m$ and $J'$ fixed. Thus, we move towards R1, where the 0-mode appears, and then to R4, where both the 0 and $\pi$-mode emerge. Therefore, the topological phase transition, mediated by the driving parameters, is a common feature for step driving [57, 63, 64] while the kick protocol can further give rise to the frequency driven topological phase transition [42].

IV. TOPOLOGICAL CHARACTERIZATION

The topological protection of corner modes in 2D SOTI can be traced down by the position resolved tangent polarization [14]. Owing to the fact that quadrupole can be thought of in terms of dipole pumping, the fractional corner charge in 2D can be traced back to tangential polarization, defined in the semi-infinite geometry with OBC ($L_x$ number of sites) along one of
the direction (say \(x\)). Motivated by the above analogy in static system, we below examine the tangential polarization for the driven case to characterize FSOTI [18]. To compute the following, we first construct the Wilson loop operator \([14]\) in the slab geometry (considering PBC along \(y\)-direction and OBC along \(x\)-direction) as \(W_y = F_{y,k_y} + (N_y - 1) \Delta k_y \cdots F_{y,k_y + \Delta k_y} F_{y,k_y}\) with \(F_{y,k_y}\) \(\equiv \langle \psi_{n,k_y} \exp[\psi_{m,k_y}]_y, \) where \(\Delta k_y = 2\pi/N_y (N_y\) being the number of discrete points considered inside the Brillouin zone (BZ) along \(k_y\)), \(|\psi_{m,k_y}\rangle\) is the \(n^{th}\) occupied quasi-energy state of the Floquet operator \(U_{2D}(k_y,T)\), and \(k_y\) denotes the base point from which we start to construct the Wilson loop operator.

FIG. 7. (Color online) Tangential polarisation \(p_y(x_i)\) is demonstrated for FSOTI for R1, R2, R3, and R4 in panels (a), (b), (c), and (d) respectively, choosing the same parameters demonstrated for FSOTI for R1, R2, R3, and R4 in panels (a), respectively (see earlier text and Fig. 2(a)), respectively. In the R1 and R3 phase, the system exhibits corner modes at quasi-energy \(E_m = 0\) or \(\pm \pi\) (see Figs. 2(d) and (f)). In these cases, the tangential polarisation is able to portray the topological nature of corner modes. In particular, the edge-polarization, \(p_y^{\text{edge}} = \sum_{x_i} p_y(x_i)\) exhibits a quantized value of 0.5, which is the signature of second-order topological phase [14]: \(L_x\) being the number of lattice sites along the \(x\)-direction. In contrast, \(p_y^{\text{edge}}\) remains at 0 for both the trivial phase R2 and the non-trivial phase R4 (hosting both 0 and \(\pm \pi\) modes) and hence unable to conclude any apprehensible distinction between them [57]. The dynamical quadrupolar motion introduced in Ref. [57], however, can unambiguously reveal the presence of corner mode at 0 or \(\pi\)-gap. But to evaluate the said invariant, one needs to own mirror symmetry present in the system, which is not the case here. Therefore, calculation of a topological indicator for a mirror symmetry broken model system remains an open question.

We here emphasize that the breaking of mirror symmetries in \(h_{2D}(k)\) severely affect the quadrupole and octupole motion that otherwise can distinguish regular 0-mode from anomalous \(\pi\)-mode by exhibiting gapless crossing with time and accurately capturing the bulk boundary correspondence for the driven systems [57, 80]. The above two quantities serve as the legitimate bulk invariants for the FHOTI phases following the construction of dynamical nested Wilson loop. We cannot resort to these bulk invariants for their gapped profile due to the absence of mirror symmetry in our case. Therefore, we continue with the edge-polarization (Eq. (28)) which turns out to be an inappropriate bulk invariant for dynamics and thus the bulk boundary correspondence cannot be fully captured for all the dynamical phases discussed here.

For a FTOTI in 3D, considering PBC in the real space geometry, one can calculate the octupole moment, defined as [81]

\[
O_{xzy} = \text{Re} \left[ -\frac{i}{2\pi} \text{Tr} \left( \ln \left( \Psi_0^\dagger \exp \left[ 2\pi i \sum_r \hat{\alpha}_{xzy}(r) \right] \Psi_0 \right) \right) \right].
\]
proper dynamical characterization. Therefore, octupole moment (Eq. (29)) as well cannot refer to the accurate bulk boundary correspondence for driven system similar to the edge-polarization (Eq. (28)).

V. DISCUSSIONS AND OUTLOOK

Extended phase diagram: First our aim is to generalize the topological phase diagram as displayed in Fig. 2(a). In order to contemplate the extended phase diagram, we extend the scale of \((J_1, J_2)\) so that one can obtain various phases \(|J_2| = |J_1|/2 + n\pi\) with different values of \(n\). We know that there exist 4 (2) regular 0 (anomalous \(\pi\), residing at \(E_m = +\pi\) or \(-\pi\))-mode in the FSOTI phase. By changing the parameter set \((J_1, J_2)\), one can in principle reach to several other FSOTI phases where the number of 0 and \(\pi\) modes can be varied. This is extensively demonstrated in Fig. 8. The 0 (\(\pi\))-gap closings are indicated by the blue (red) lines. As a result, one can clearly finds that the dynamical topological phases, separated by blue (red) lines, are hosting the identical number of \(\pi\) (0)-mode. The blue (red) lines are associated with \(n = 0, 2, 4, \cdots\) \((n = 1, 3, 5, \cdots)\) provided \(J_1, J_2\) being positive. More interestingly, this phase diagram is invariant with the time period \(T\) as the effective dynamics controlling parameters \((J_1, J_2)\) are both renormalized by the time period \(T\). One can hence think of this extended phase diagram is equally valid for the other step drive protocols [57, 63, 64]. However, the above discussion is applicable for all the other phase diagrams for step drive scheme presented in this work. Therefore, in future it would be an interesting open question to characterize these phase with appropriate dynamical topological invariant.

High frequency approximation: Having discussed and analyzed our findings at a given frequency, we now present the high frequency effective Hamiltonians for both the driving protocols. In the high-frequency limit \(i.e., T \rightarrow 0\), the effective Hamiltonians for 2D and 3D in case of step drive and the periodic mass kick boil down to the following form [82]:

\[
H_{2D,\text{step}}^{\text{eff}}(\mathbf{k}) = \frac{J'_1}{2}h_{1,2D}(\mathbf{k}) + \frac{J'_2}{2}h_{2,2D}(\mathbf{k}) + \frac{J'_1 J'_2}{4}\eta_{2D}(\mathbf{k}) ,
\]

\[
H_{3D,\text{step}}^{\text{eff}}(\mathbf{k}) = \frac{J'_1}{2}h_{1,3D}(\mathbf{k}) + \frac{J'_2}{2}h_{2,3D}(\mathbf{k}) + \frac{J'_1 J'_2}{4}\eta_{3D}(\mathbf{k}) ,
\]

\[
H_{2D,\text{kick}}^{\text{eff}}(\mathbf{k}) = J'h_{2,2D}(\mathbf{k}) + \frac{m}{T}h_{1,2D}(\mathbf{k}) + mJ'\eta_{2D}(\mathbf{k}) ,
\]

\[
H_{3D,\text{kick}}^{\text{eff}}(\mathbf{k}) = J'h_{2,3D}(\mathbf{k}) + \frac{m}{T}h_{1,3D}(\mathbf{k}) + mJ'\eta_{3D}(\mathbf{k}) .
\]

For the mass kick protocol, we also approximate \(m \rightarrow 0\) such that \(m/T\) becomes finite. One can observe that the static Hamiltonians \(H_{2D}^{\text{static}}(\mathbf{k})\) and \(H_{3D}^{\text{static}}(\mathbf{k})\) (Eqs. (2) and (3)) resemble the high-frequency effective Hamiltonians \(H_{2D,\text{step}}^{\text{eff}}(\mathbf{k})\) and \(H_{3D,\text{step}}^{\text{eff}}(\mathbf{k})\) (Eqs. (30) and (31)), except the appearance of the additional term associated with \(\eta_{3D}(\mathbf{k})\) in the latter case. In the high frequency limit, the effective Hamiltonians are quasi-static in the sense that no long range hopping has been incorporated with the inclusion of this additional term proportional to \(\eta_{3D}(\mathbf{k})\). This might allow us to work with the static definition of topological invariant that are equally trustworthy to characterize the dynamical phases such as Floquet quadrupole moment [53, 58, 61, 65, 66, 69]. We note that the 0 mode is expected to survive even in presence of this extra factor as the effective Hamiltonians preserve particle-hole symmetry: \(\mathcal{P}H_{2D,\text{step}}^{\text{eff}}(\mathbf{k})\mathcal{P}^{-1} = -H_{2D,\text{step}}^{\text{eff}}(-\mathbf{k})\) with \(\mathcal{P} = \text{step, kick} [53, 83]\). Interestingly, with decreasing frequency, different Floquet zones can come closer that might results in the anomalous \(\pi\)-mode. However, the above statement is not equally applicable to different kinds of driving. It might be useful in future to analyze the dynamical topological phases, with appropriate topological characterization, in the intermediate frequency range where one can consider \(O(T^n)\) for \(n > 1\) terms.

Other possible driving schemes to engineer FFOTI: We know that one can architect the FFOTI phase by employing laser driving as extensively discussed for 2D lattice systems [36, 38, 40, 79, 84, 85]. Very recently, the emergence of FSOTI phases in 2D has been introduced using laser driving [58]. On the other hand, periodic driving through phonon mediated spin-orbit coupling is shown to exhibit FSOTI phase when the underlying static system has reflection symmetry [86]. The manipulation of TRS using Floquet-Zeeman term becomes instrumental to experience Floquet second order topolog-

![Fig. 8. (Color online) Extended phase diagram is illustrated in the \(J_2 - J_1\) plane in case of a 2D FFOTI/FSOTI. Here, \((i, j)\) represent the number of 0, \(\pi\)-modes present at that parameter regime.](image)
ical superconductor phase [87]. The role of mirror symmetry is also emphasized in order to achieve the FSOTI phase [56]. Having discussed a handful of examples including $C_4$ symmetry breaking perturbations [17, 53], we can comment that only a few of the available dynamical protocols are able to produce the anomalous $\pi$ mode in the FHOTI phases. In this context, the gap-structure of the quasi-energy spectrum at the high symmetry point might become very important as we discuss previously. Our approach is successfully able to portray the series of FHOTI phases, FFOTI $\rightarrow$ FSOTI $\rightarrow$ FTOTI, while incorporating different symmetry breaking terms only in one of steps (mid-kick) Hamiltonian for step (kick)-protocol. In the present case, Floquet operator satisfies anti-unitary symmetry $PU_{\text{id}}(k, T)P^{-1} = U_{\text{id}}(-k, T)$ referring to the fact that the 0 and $\pi$-modes in FFOTI and FHOTI phases protected by the particle-hole symmetry [88]. It remains an open question so far that how one can engineer the hierarchy of FHOTI phases (hosting dynamical $\pi$-modes) in 3D employing other drive protocols (e.g., laser driving).

We now compare our findings with another related work where systematic generation of regular FHOTI phases with zero quasi-energy modes has been demonstrated [61]. The periodic kick with high-frequency, compared to the band width of the system, in the Wilson-Dirac mass term there leads to the zero quasi-energy Floquet hinge and corner modes. A quantitative investigation, adopted from a specific case with the kick in the second order Wilson-Dirac mass term $V_1 = \sqrt{3}\Delta_1(\cos k_x - \cos k_y)$ ($\Delta_1 < t_0$), suggests that to observe regular FHOTI phase with zero quasi-energy, the time period $T$ has to be small compared to the band width of the static system with $t_0$ and $m$ being hopping amplitude and first order mass term, respectively. Interestingly, the anomalous phase (with $\pi$-mode) cannot be embedded in the high-frequency phase diagram following the above drive protocol [61]. This is in stark contrast to our present case with step drive protocol where all four dynamic phases R1, R2, R3, and R4 have emerged irrespective of the frequency regime.

Having compared the various Floquet engineering of HOT phases, we now highlight the structural tunability of Floquet hinge modes. It has been shown that the SOTI phase in 3D can host connected hinge modes, preserved by a nonsymmorphic space-time symmetry namely, time glide symmetry, under harmonic drive [59]. To be precise, the hinge modes are localized at the intersections of the two sets of surfaces that are related by the reflection part of the time-glide symmetry. The harmonic drive induces opposite masses in these sets of surfaces leading to connected hinge at their intersections along $\tilde{x}$, $\tilde{z}$, and $\tilde{y}$-directions provided the crystal cuts are not along the principle axes. We do not encounter such hinge modes in our case where four disconnected hinge modes appear only along $z$-direction as $xz$ and $yz$-surfaces are gapped out with opposite mass terms. Therefore, the SOTI is manufactured out of the FOTI by gapping out the surface modes except at the hinges in 3D due to the Wilson Dirac mass term $(\cos k_x - \cos k_y) \mu_x\sigma_y$ [17, 21, 61, 66]. Importantly, the SOTI phase is preserved by $C_4T$ symmetry. The above mechanism also holds for the FSOTI phase as long as lattice termination remains compatible with the $C_4$ symmetry, respecting the principle axes. The Floquet dynamics can be simply understood by the fact that the FFOTI is elevated to FSOTI followed by FTOTI while the HOT mass terms are appropriately incorporated in $h_{2,3D}(k)$. Therefore, one can in principle engineer disconnected and connected hinge modes by suitably choosing the Wilson-Dirac mass and/or Floquet driving and/or lattice configuration.

**Effect of disorder:** In recent years, the disorder mediated HOTI phases have attracted significant attention [89–92]. In particular, random on-site disorder in 2D system, with chiral symmetry, can induce a quadrupolar topological insulating phase with interesting localization properties [90]. On the other hand, for driven systems, the concept of Floquet Anderson insulator is introduced where topologically protected non-equilibrium transport phenomenon is observed [93, 94]. In this context, the effect of weak disorder has been investigated in Floquet quasi-static second order topological superconductor phase [66]. This is an emerging field of research where strong disorder effects can lead to significantly different phenomena in the context of FHOTI phases [95, 96]. The appropriate definition of topological invariant would become very important to characterize these phases which remains an open field of research.

**VI. SUMMARY AND CONCLUSION**

To summarize, in this article we consider simple periodic drive protocols and illustrate the systematic generation of series of FHOTI phases including the FFOTI phase, both in 2D and 3D. To begin with, we consider the two-step drive protocol where the first half is comprised of on-site terms only and the second half contains all the off-diagonal hopping terms. With such an admixture of tight binding Hamiltonians, we first show the appearence of FFOTI phase in absence of the discrete symmetry breaking Wilson-Dirac mass terms. Upon systematic inclusion of these terms in the second step Hamiltonian, we obtain the FSOTI followed by FTOTI phases in 3D. In the process, we also exemplify the 2D case where one can reach upto corner modes in FSOTI phase. Most interestingly, we find regular quasi-static 0-mode, similar to the static case, as well as anomalous (dynamical) $\pi$-mode, unlike to the static case, in all the above phases. We analytically study the evolution operator and the corresponding topological phase diagram, consisting of 0, $\pi$, 0-$\pi$-modes in different parameter regime. The latter is successfully explained by the appropriate gap closing conditions from the evolution operator. We support our analytical findings by numerical computation for finite-size system with appropriate boundary condi-
tions. We further continue with another driving scheme namely, mass kick to recheck the robustness of the above findings. The qualitatively identical phase diagram, obtained under the above driving scheme, can be attributed to the special structure of the identity term in the evolution operator at the high symmetry points. Most interestingly, the number of 0 and $\pi$-modes can vary in the step drive case while frequency driven topological phase transition is witnessed for the mass kick protocol. We employ tangential polarization (Floquet octupolar moment) to topologically characterize the FSOTI (FTOTI) in 2D (3D) with either 0 or $\pm \pi$ corner modes. However, our topological invariants are incapable of characterizing the dynamical phase hosting regular 0 and anomalous $\pi$-mode simultaneously.

In recent times, significant experimental advancement has been put together in case of HOTI based on solid state materials [70, 71], acoustic systems [72, 73, 97, 98], classical electrical circuits [76] etc. Although, the experimental observation of FHOTI phases in 2D and 3D is still in its infancy [99]. Neverthess, given the experimental progress in this research field, we believe that our theoretical model and driving protocols to generate the series of FHOTI phases (anchoring 0 and $\pi$ modes) is timely and may be possible to realize in future experiments. However, the exact description of experimental techniques and prediction of candidate material are not the subjects of our present manuscript.
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