Oil Spill Detection Using LBP Feature and K-Means Clustering in Shipborne Radar Image
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Abstract: Oil spill accidents have seriously harmed the marine environment. Effective oil spill monitoring can provide strong scientific and technological support for emergency response of law enforcement departments. Shipborne radar can be used to monitor oil spills immediately after the accident. In this paper, the original shipborne radar image collected by the teaching-practice ship Yukun of Dalian Maritime University during the oil spill accident of Dalian on 16 July 2010 was taken as the research data, and an oil spill detection method was proposed by using LBP texture feature and K-means algorithm. First, Laplacian operator, Otsu algorithm, and mean filter were used to suppress the co-frequency interference noises and high brightness pixels. Then the gray intensity correction matrix was used to reduce image nonuniformity. Next, using LBP texture feature and K-means clustering algorithm, the effective oil spill regions were extracted. Finally, the adaptive threshold was applied to identify the oil films. This method can automatically detect oil spills in shipborne radar image. It can provide a guarantee for real-time monitoring of oil spill accidents.
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1. Introduction

With the rapid development of offshore industries of oil exploitation and transportation, oil spill accidents occurred frequently [1,2]. Oil spills are very harmful to the marine environment [3–5]. It is of great significance to carry out oil spill monitoring and early warning quickly and effectively. At present, there are five deployment modes of remote sensing sensors in oil spill monitoring and early warning, which are space-based, air-based, shore-based, ship-based, and platform-based [6,7]. Satellite sensors are widely used to detect oil films in large-area [8]. Due to the periodicity of satellite data acquisition, they are impossible to monitor oil spills in real-time. With the rapid development of unmanned aerial vehicle (UAV) technology, the oil spill monitoring technology of airborne sensors have boomed [9]. However, the UAV monitoring manners are still restricted by the weather and sea states, often unable to carry out the missions. Shipborne radar can be installed on shores, ships, and platforms. It can execute large-scale oil spill monitoring and early warning missions under severe weather. It is one of the most effective sensors that can arrive at the site at once after the oil spill accident for cooperation with the emergency command and the clean-up action, which has broad application value and promotion prospect.

In shipborne radar images with sea clutter information, oil films show relatively dark image features compared to the surroundings. These features can be used to extract
the oil films. The development of oil spill monitoring and early warning technology of shipborne radar is still in its infancy. In 1988, Tennyson proved the possibility of the shipborne radar oil spill detection under the appropriate sea states [10]. After that, he attempted to extract the oil spill information from the shipborne radar image by selectively intercepting the sea clutter image [11]. In 1991, Atanassov et al. verified the feasibility of using shipborne radar to identify the size, shape, and dynamic information of oil spills based on statistical analysis [12]. Since then, there have been commercial products used for oil spill monitoring and early warning, such as Sigma of Rutter company [13–15]. However, due to the confidentiality policy of commercial companies, the core technologies have not yet been published. Since 2010, based on the shipboard radar images collected in the oil spill accident of Dalian on July 16, 2010, the researchers of Dalian Maritime University have successively published the achievements of oil spill monitoring by using adaptive threshold methods, active contour models, and machine learning methods [16–23].

Machine learning has been successfully applied in image pattern recognition, and it has also been well verified in oil film identification of spaceborne and airborne images. Cao et al. developed an oil spill automatic classification system through active learning (AL) based on a relatively small number of samples. They extracted oil spill points from 198 RadarSat images covering the east and west coasts of Canada from 2004 to 2013 [24]. In 2014, based on the adaptive Weibull multiplicative model and multi-layer perceptron (MLP) neural network, Alireza and Natascha carried out automatic oil spill detection and classification for the images of ENVISAT and the second European Space Agency satellite [25]. Liu et al. realized the automatic classification of oil films in airborne visible infrared imaging spectrometer (AVIRIS) hyperspectral images based on the classification model of spectral indexes-based band selection and convolution neural network [26]. Based on layered unsupervised training, Chen et al. used machine learning methods such as layered self-coding and deep belief network to classify the oil spills from RadarSat-2 SAR images acquired during the oil spill prevention and control exercise of Norwegian in 2011 [27]. Xu et al. classified oil spills based on artificial neural network (ANN), generalized additive model (GAM), penalty linear discriminant Analysis (PLDA), and other machine learning classifiers in the RadarSat-1 images of eastern and western coasts of Canada from 2004 to 2008 [28]. Chen and Lu identify the oil films from the images of the optical camera on a UAV using subcategory perceptual feature selection and SVM classifier [29].

Because of the relatively dark characteristics of the oil spills compared to sea waves in the shipborne radar images, the automatic segmentation of the oil films is difficult. Machine learning used in oil film identification of shipborne radar image is infrequent. An oil spill detection method was proposed by using machine learning method in this paper. After image preprocessing, LBP texture feature and K-means clustering algorithm were used to extract the oil spill effective monitoring regions. Then, the adaptive threshold was applied to recognize the oil films. This method can be completed automatically and has a certain promotional value.

The remainder of this paper is composed as follows: Section 2 presents experimental image, procedures, and related theoretical methods. The experimental result is shown in Section 3. The discussion and comparisons are elaborated in Section 4. The last part is a conclusion.

2. Materials and Methods

2.1. Original Shipborne Radar Image

On 16 July 2010, an oil pipeline exploded in Dalian (Figure 1), China. At least 1500 tons of crude oil spilled into the sea, seriously harming the ecological environment, tourism, and fishery. Operations of emergency rescue and decontamination continued for a long time.
On 16 July 2010, an oil pipeline exploded in Dalian (Figure 1), China. At least 1500 tons of crude oil spilled into the sea, seriously harming the ecological environment, tourism, and fishery. Operations of emergency rescue and decontamination continued for a long time.
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Figure 1. The oil spill accident of Dalian on July 16, 2010; (a) emergency rescue; (b) physical recovery of oil spill.

The experimental image was collected by the teaching-practice ship *Yukun* (Figure 2) of Dalian Maritime University during the cruise mission on 21 July 2010, as shown in Figure 3. The size of the image is 1024 × 1024 pixels. The acquisition time is 23:19:58. The detection range is 0.75 nautical miles (NM). The parameters of radar hardware are shown in Table 1. The experimental software platform is Matlab.

Figure 2. The teaching-practice ship *Yukun* of Dalian Maritime University.

![Original shipborne radar image in the polar coordinate system](image1.png)

Figure 3. Original shipborne radar image in the polar coordinate system.
Table 1. Parameters of shipborne radar.

| Parameter                  | Value                        |
|---------------------------|------------------------------|
| Product type              | Sperry Marine B.V.           |
| Band                      | X-band                       |
| Detection range           | 0.5/0.75/1.5/3.6/12 NM       |
| Antenna type              | Waveguide split antenna      |
| Polarization mode         | Horizontal                   |
| Horizontal detection angle| 360°                         |
| Rotation speed            | 28–45 revolutions/min        |
| Length of antenna         | 8 ft                         |
| Pulse repetition frequency| 3000 Hz/1800 Hz/785 Hz       |
| Pulse width               | 50 ns/250 ns/750 ns          |

2.2. Experimental Procedures

The experimental flow is shown in Figure 4. The original shipborne radar image was converted from the polar coordinate system (the position is described with distance and azimuth) to the Cartesian coordinate system (the horizontal axis is in angle and the vertical axis is in meter). Then, Laplace operator and Otsu algorithm were used to extract the co-frequency interferences and highlight pixels. And mean filter was used to suppress them. Next, the gray intensity correction matrix (GICM) was used to reduce image nonuniformity. After that, the local contrast of the image was enhanced to obtain the preprocessed image. Then, LBP texture feature and K-means clustering algorithm were applied to extract the effective oil spill region. And the local adaptive threshold was used to segment the oil films. Finally, the result was converted to the polar coordinate system.

![Figure 4. Experimental procedures.](image)

2.3. Methods of Data Preprocessing

2.3.1. Coordinate System Transformation

The original shipborne radar image was acquired in the Cartesian coordinate system, as shown in Figure 5. This image was difficult for non-professionals to understand. For real application, it was transformed into a polar coordinate system (Figure 3). However, there were many image features that were prominent in the Cartesian coordinate system. For example, in the Cartesian coordinate system, the co-frequency interferences were only the highlight rays in the vertical axis direction, as shown in Figure 6.
2.3. Methods of Data Preprocessing

2.3.1. Coordinate System Transformation

The original shipborne radar image was acquired in the Cartesian coordinate system, and after the image gray level adjustment to increase the local contrast information of the oil film, it was transformed into a polar coordinate system (Figure 3). However, there were many image features that were prominent in the Cartesian coordinate system.

2.3.2. Laplace Operator

The Laplace operator was used to enhance the co-frequency interferences as follows:

$$\nabla^2 f = 4f(x, y) - [f(x + 1, j) + f(x - 1, j) + f(x, y + 1) + f(x, y - 1)] \tag{1}$$

where \( x \) and \( y \) are the abscissa and ordinate of the image, respectively.

2.3.3. Mean Filter

The mean filter was calculated to suppress the highlight pixel by two horizontal nearest non-noise pixels as:

$$f(x, y) \leftarrow \frac{f(x - m - 1, y) + f(x + n + 1, y)}{2} \tag{2}$$

where \( m \) is the number of horizontal noise pixels on the left side of the target pixel, \( n \) is the number of horizontal noise pixels on the right side.

2.3.4. GICM

Subtraction between the noise reduction image and its GICM can reduce image nonuniformity. The generation method of GICM used is as shown in Figure 7.

![Figure 5](https://example.com/figure5.png)

**Figure 5.** Original shipborne radar image of the Cartesian coordinate system.

![Figure 6](https://example.com/figure6.png)

**Figure 6.** Directional characteristics of co-frequency interference noises.

| 120 | 126 | 138 | 148 | 133 |
|-----|-----|-----|-----|-----|
| 168 | 192 | 204 | 156 | 180 |
| 84  | 80  | 88  | 72  | 81  |
| 203 | 205 | 220 | 192 | 205 |

Noise reduction image

| 133 | 133 | 133 | 133 |
|-----|-----|-----|-----|
| 180 | 180 | 180 | 180 |
| 81  | 81  | 81  | 81  |
| 205 | 205 | 205 | 205 |

GICM

![Figure 7](https://example.com/figure7.png)

**Figure 7.** Generation of gray intensity correction matrix (GICM) model.
2.3.5. CLAHE

The contrast limited adaptive histogram equalization (CLAHE) [30] model was used after the image gray level adjustment to increase the local contrast information of the oil film area. The implementation of CLAHE model is shown in Figure 8.

Figure 8. The implementation of CLAHE model. (a) Values larger than threshold (β) are clipped off, and (b) excess is distributed to others.

2.4. Methods of Oil Film Segmentation

2.4.1. Local Binary Pattern

Texture is a kind of visual feature that reflects the same characteristics in the image. It is expressed by the gray distribution characteristics of the pixel and its neighborhood, that is, local texture information. Therefore, the neighborhood window must be defined first. Ojala et al. proposed a local binary pattern (LBP) for texture feature extraction [31–33]. An LBP has the advantages of simple calculation and easy extraction. It is widely used for machine vision detection.

The gray image is divided into neighborhoods with the local window size (the size of the analysis region), such as 3 × 3 for LBP. The feature information of any pixel in the image is calculated from itself and its neighborhood. And the gray values of the center and its neighbors in each local window are compared. If the gray value of the neighbor is greater than the center pixel, it is marked as “1.” Otherwise, the neighbor is encoded by “0.” Then, the center value of this local window is replaced by the decimal LBP feature value for classification as Figure 9.

LBP operator can be defined as:

\[ LBP(x, y) = \sum_{p=0}^{n} 2^{s(p - i)} \]

where \((x, y)\) denotes the center pixel of the neighborhood, \(i\) and \(i_p\) denote the gray values of the center pixel and neighbors. \(n\) is the number of neighbors. \(s()\) denotes a symbolic function:

\[ s(x) = \begin{cases} 1 & \text{if } x \geq 0 \\ 0 & \text{else} \end{cases} \]
2.4.2. K-Means

MacQueen proposed the K-means unsupervised learning classification algorithm after summarizing the research of Cox, Fisher, and Sebestyen in 1967 [34–37]. K-means algorithm divides the data into K classes with minimum and maximum similarity within classes through iterations. The algorithm flow is as follows:

a. K initial cluster centers \( c_i (i = 1, 2, \ldots, K) \) are selected randomly from the set \( S = \{x_1, x_2, \ldots, x_n\} \).

b. According to the similarity, the distance from each remaining instance to each cluster center is calculated and classified into the nearest cluster center category.

c. The arithmetic mean of each cluster is recalculated as a new cluster center as:

\[
    c_i = \frac{1}{|S_i|} \sum_{x_j \in S_i} X_j
\]

(5)

where \( |S_i| \) is the total number of instances that are in cluster \( i \).

d. Judge the convergence of data clustering, if it tends to be stable, the clustering is over, otherwise continue to iterative calculation steps (b) and (c).

K-means algorithm is easy to implement and widely used in image segmentation [38–40], but it has some limitations. The final clustering will depend on the arbitrary selection of the cluster center and the size of \( K \) value. The random initial cluster center will lead to different clustering results and even lead to the clustering results falling into the local optimal value. In this paper, the K-means algorithm is used for image classification, the distance is the difference between their intensity levels.

2.4.3. Local Adaptive Threshold

Niblack proposed a local thresholding method for digital image segmentation [41] as:

\[
    T = m + k \times s
\]

(6)

where \( m \) is the local mean, \( s \) is the local standard deviation, and \( k \) is a user-defined parameter, which takes negative values. Sauvola modified the method to realize adaptive document image binarization [42] as:

\[
    T = m \times \left[ 1 + k \left( \frac{s}{R} - 1 \right) \right]
\]

(7)

where \( R \) is the dynamic range of standard deviation, and the parameter \( k \) gets positive values. Phansalskar [43] modified Sauvola method to deal with low contrast images as follows:

\[
    T = m \times \left[ 1 + pe^{-q \cdot m} + k \left( \frac{s}{R} - 1 \right) \right]
\]

(8)

where \( p \) and \( q \) are constants. The value of \( q \) is above a particular value of the local mean, the exponential term becomes negligible. Phansalkar recommended \( k = 0.25, R = 0.5, p = 2 \), and \( q = 10 \). Because of the gray correction of the experimental data in the preprocessing stage, the image contrast is reduced. So, we use this method to segment the preprocessed image.

3. Results

3.1. Data Preprocessing

After Laplace operator convolution and Otsu segmentation of the shipborne radar image in Cartesian coordinate system, the highlighted pixels were extracted. The mean filter was used to suppress the highlighted pixels, as shown in Figure 10.
Then, the GICM model of noise reduction image was used to adjust the gray distribution of the image as Figure 11a. The CLAHE algorithm was applied to enhance the local contrast of the oil film regions as Figure 11c. The oil films were more obvious in the color pattern image, as shown in Figure 11d.

3.2. Oil Spill Segmentation

Phansalskar’s local adaptive threshold was used to segment the preprocessed image (Figure 11c) as Figure 12. Because there were some false positive segmentation targets in the ship wake and regions with long distance. So, the effective oil spill regions were chosen at first.

Figure 10. Noise reduction image. (a) Convolution of Laplace operator, (b) Otsu method, and (c) mean filter.
Figure 11. Preprocessed result. (a) GICM of Figure 10d, (b) gray correction image, (c) enhancement the local contrast, and (d) oil spill regions in color pattern image.

Figure 12. Segmentation of local adaptive threshold.
LBP feature of preprocessed image (Figure 11c) was extracted as Figure 13a. The local window was $256 \times 256$ pixels. Then the image was divided into 3 classes (black, gray, and white) by K-means clustering method as Figure 13b. Keep the middle class as the oil spill regions and remove the regions far away and the ship’s wake in the image, as shown in Figure 13d.

Segmentation of local adaptive threshold was cropped by Figure 13c for rough extraction of oil films as Figure 14a. The image was reversed, and the speckles were removed to...
get precise oil film results as Figure 14b. Then oil film results and noise reduction image (Figure 10c) were synthesized as Figure 14c. Finally, the synthesis image was converted to a polar coordinate system.

Figure 14. Oil film detection results. (a) Rough extraction of oil films, (b) precise extraction of oil films, (c) oil film synthesis image, and (d) final result of polar coordinate system.
4. Discussion

4.1. Comparison of the Texture Features Applicability of LBP and GLCM

The gray level co-occurrence matrix (GLCM) and K-means clustering algorithm were also used to classify the texture features of the preprocessed image (Figure 11c), as shown in Figure 15. The computing time of our classification method was 11.6 s. It was extremely faster than the combination method of GLCM and K-means, which took 226.3 s. In addition, the pixels of middle-class extracted by GLCM and K-means method were not the effective regions for oil film identification, as shown in Figure 15b. If the top-class pixels were determined as the effective regions of oil films, the region of ship wake remained, and some oil spill regions might be lost, as shown in Figure 15c. Therefore, the LBP feature is more suitable for classifying the effective oil spill regions in the preprocessed image.

![Figure 15. Classification result of GLCM and K-means. (a) K-means clustering method of GLCM texture features, (b) middle-class information, and (c) top-class information.](image-url)

4.2. Local Window Dimension Selection for Texture Feature Extraction

LBP window sizes of $64 \times 64$, $128 \times 128$, and $512 \times 512$ were used to extract the effective oil spill regions as Figure 16, and the compute time were shown in Table 2. Due to the computing process of the LBP texture feature, with the local window dimension enlarged, the running time increased. However, from the extraction of effective oil spill regions, the $256 \times 256$ window had the best effect between Figures 13d and 16. Therefore, we recommend that the LBP window size here was $256 \times 256$. If the sea condition changes dramatically, such as abundant rain or high waves existed, the overall characteristics of the shipborne radar images will change greatly, and the size of the LBP window should be...
adjusted accordingly. It will increase the robustness of the proposed method that collecting adequate shipborne radar images with oil spill information in different sea conditions and establishing an adaptive parameter model. This is one of the priorities of future work.

![Image](image_url)

**Figure 16.** The effective oil spill identification regions of different LBP window dimensions. (a) 64 × 64, (b) 128 × 128, and (c) 512 × 512.

**Table 2.** Compute time of different LBP window dimensions.

| Window Dimension (Pixels) | Compute Time (Second) |
|---------------------------|-----------------------|
| 64 × 64                   | 3.3                   |
| 128 × 128                 | 7.4                   |
| 256 × 256                 | 23.2                  |
| 512 × 512                 | 88.1                  |

4.3. **Comparison between Local Adaptive Threshold and Single Threshold**

Zhu et al. [16] proposed to extract oil films from the X-band shipborne radar image after gray-scale adjustment by selecting a gray threshold manually (called Method 1 here). Method 1 was used to detect the oil spills of Figure 13d, and the gray threshold values were “80,” “100,” and “120,” respectively, as shown in Figure 17. When the threshold setting was lower (“80”), the entire oil films cannot be identified, as shown in Figure 17a. When the threshold setting was higher (120), a large number of error results appeared, as shown...
in Figure 17c. When the threshold was set to “100,” the result was fine and similar to our method, as shown in Figure 17b. However, false results were still obtained in areas without sea waves. Therefore, manual selection requires a lot of comparisons among results for the appropriate threshold. The local adaptive threshold can automatically extract the oil films from the shipborne radar image with better applicability.

4.4. Comparison with Other Local Adaptive Thresholds

There are many methods of image adaptive threshold segmentation. For example, Bernsen proposes a threshold segmentation method for gray image [44]. The local Otsu (called Method 2 here) and Bernsen (called Method 3 here) methods are compared with the Phansalkar method here, and the segmentation results are shown in Figure 18a,b. Compared with Figure 12, Methods 2 and 3 used larger local thresholds, which results in more false-positive oil films Furthermore, the final results of both methods were also unideal as Figure 18c,d.

4.5. Comparison with Other Machine Learning Oil Spill Detection Method

Xu et al. [23] proposed an oil spill detection method of shipborne radar image based on SVM (called Method 4 here), as shown in Figure 19. Method 4 uses SVM method to classify ocean waves and then determines the effective monitoring range of oil spill according to gray gradient matrix. Due to the application of gray gradient matrix, the ship wake influence region cannot be eliminated as in Figure 19c. Therefore, it is necessary to eliminate the ship wake influence region in the result as Figure 19d. It means that Method 4 contains two effective oil spill region selection processes. Compared with their methods, we use LBP feature and K-means algorithm to select the effective area of oil film and eliminate the interference area of ship wake at the same time. In addition, when selecting the effective oil spill area, Method 4 needs to choose a suitable threshold through manual comparison. But our approach allows the whole process to be automated. Therefore, our method has obvious advantages in terms of efficiency and automatic calculation.

Figure 17. Single threshold method. (a–c) are results of gray threshold of ’80’, ’100’ and ’120’, respectively.
Figure 18. Results of other local adaptive threshold methods. (a,b) are the rough segmentation of Methods 2 and 3, respectively. (c,d) are the final segmentation of Methods 2 and 3, respectively.
Figure 19. Results of Method 4. (a) Classification of sea wave and background based on SVM; (b) Gray gradient matrix; (c) Preliminary extraction of oil film; (d) Final oil films.

4.6. Comparison with ACM

Active contour model (ACM) extracts the edge of the target by setting an initial contour and inverting it continuously. Xu et al. [22] proposed an improved LBF model [45]...
for oil film recognition of shipborne radar images (called Method 5 here). LBF model is a region-based ACM with a variable level set formulation. Starting with a pre-set contour $C$, a local window $I(x)$: $\Omega \rightarrow R$ of the image around $y$ is divided into two regions of the target $R_{in}$ and background $R_{out}$. The energy function is defined:

$$e^{LBF}(C, f_1(x), f_2(x)) = \lambda_1 \int_{R_{in}} K(x - y)||I(x) - C_{in}||^2 dx + \lambda_2 \int_{R_{out}} K(x - y)||I(x) - C_{out}||^2 dx$$

(9)

where $\lambda_1$ and $\lambda_2$ are previously defined. $C_{in}$ and $C_{out}$ are constants. $f_1(x)$ and $f_2(x)$ are fitting functions. $K$ is a kernel function with the localization property of $K(u)$ decreases and approaches zero as $|u|$ increases. A Gaussian kernel was chosen as $K(x)$ with a standard deviation of $\sigma$:

$$K_\sigma(x) = \frac{1}{(2\pi)^{n/2}|\sigma^n|} e^{-|x|^2/2\sigma^2}$$

(10)

Due to the localization property of $K(u)$, the contribution of $I(x)$ to the LBF energy decreases to zero as $y$ moves away from the central point $x$. Method 5 put forward dual-threshold method to eliminate the irregular spots segmented from LBF model as:

$$D(x) = \begin{cases} A(R_{out}) < T_{out} \\ A(R_{in}) < T_{in} \end{cases}$$

(11)

where $A$ is the area of continuous pixels, $T_{in}$ and $T_{out}$ are the area thresholds of $R_{in}$ and $R_{out}$, respectively. We use method 5 to extract the oil film target edges of Figure 13d, as shown in Figure 20. The window size of Gauss kernel was $9 \times 9$, $\sigma = 2$, $\lambda_1 = 1$, $\lambda_2 = 2$, $i$ (iterations) $= 20$, $T_{in} = 10$, and $T_{out} = 10$.

*Figure 20.* Results of Method 5. (a) Image slice samples; (b,e,h) are the pre-set contours of tiles; (c,f,i) are the ACM results of 5 iterations; (d,g,j) are the ACM results of 20 iterations.
It took a long time to extract the oil film edges from the whole radar image using ACM. In addition, as the radar gray level becomes weaker from the near to the distant, and the gray distribution is also very uneven. Therefore, it is suggested here that the concerned oil films were extracted after slicing the image as in Figure 20a. From the segmentation results, when the number of iterations reaches 5, ACM can extract the rough edges of the targets. When the number of iterations reaches 20, the accurate edges of the concerned oil films can be obtained. Therefore, ACM is suitable for the extraction of specific oil films in the local window of shipborne radar gray image. It is worth mentioning that in the local window, the time consumed by 20 iterations of ACM is between 0.3 s and 0.4 s. So, the computational efficiency ACM is relatively high.

In general, ACM can accurately extract the oil film edge in the local window, but it was very difficult to extract all the oil films in the whole shipborne radar gray image at once. Our method is more suitable for the overall segmentation of the oil films in the shipborne radar image, and the processing requires less computation in the effective area screening.

4.7. Advantages and Disadvantages of Shipborne Radar Oil Spill Detection Technology

The advantages of shipborne radar oil spill monitoring technology include: (a) Installed with the ship, it can go to the scene of the accident immediately for real-time auxiliary operation. (b) It can monitor in a large range in all directions (360 degrees). (c) Without changing the original functions of navigation and collision avoidance, it can monitor the oil spills depends on signal duplication. (d) It can overcome the bad weather. For example, in cloudy and rainy weather, the satellite data may be blocked, and the aircraft or UAV may not be able to take off. The shipborne radar oil spill monitoring system for the emergency disposal of ships will become a reliable technical means.

There are also bottlenecks in this technology that need to be overcome, including: (a) If the sea surface is too calm or the wave is high, the effect of oil film suppressing the wave will be greatly reduced. And the image features will be difficult to support the oil film recognition. (b) If there is a high-rise strong reflector, the information behind the strong reflector will not be available. Therefore, the radar antenna is often placed on the top of the ship to reduce the blind zone. In addition, installing radar on oil platforms for all-day monitoring is an important application direction. However, there are numerous small offshore drilling platforms around the comprehensive oil platforms, resulting in huge blind zones. Regular cruising of ships with shipborne oil spill monitoring system can effectively reduce the blind zones of data collection.

5. Conclusions

Machine learning was applied here to extract the effective oil spill regions and the adaptive threshold was used to segment the oil films. K-means is an unsupervised learning algorithm, which is used here for monitoring effective area screening. The machine learning techniques were not extensively used in this research, especially not used in the oil spill segment section. In future work, we will continue to try machine learning methods in oil spill classification of shipborne radar images.
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