This paper describes the procedure of semantic role labeling and the development of the first manually annotated Persian Proposition Bank (PerPB) which added a layer of predicate-argument information to the syntactic structures of Persian Dependency Treebank (known as PerDT). Through the process of annotating, the annotators could see the syntactic information of all the sentences and so they annotated 29982 sentences with more than 9200 unique verbs. In the annotation procedure, the direct syntactic dependents of the verbs were the first candidates for being annotated. So we did not annotate the other indirect dependents unless their phrasal heads were propositional and had their own arguments or adjuncts. Hence besides the semantic role labeling of verbs, the argument structure of 1300 unique propositional nouns and 300 unique propositional adjectives were annotated in the sentences, too. The accuracy of annotation process was measured by double annotation of the data at two separate stages and finally the data was prepared in the CoNLL dependency format.
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1. Introduction

As we know, the amount of information obtained from the syntactic analyses of sentences is limited and one needs to go to a higher level which is semantic analyses to achieve the propositional content of the sentence. The following examples elaborate on the necessity of semantic role labeling.

1. Ali broke the window.
   OBJ
2. The window broke.
   SBJ

In the above sentences, the active verb "to break" has two different syntactic realizations. In the first sentence "the window" is the verb’s direct object and its subject in the second one. Although "the window" has two different syntactic roles in these sentences, it plays the same underlying semantic role (PATIENT) in both. Conversely, in some cases the same syntactic realizations may result in different meanings.

3. ?ali be so?al baamigadad
   Ali to question gets back
   ‘Ali gets back to the question.’
ARG0: ?ali (Ali)
ARG1: be so?al (to the question)
REL: baamigadad (gets back)

4. mozu? be baunamerizi baamigadad
   issue to planning gets back
   ‘The issue gets back to planning.’
ARG1: mozu? (issue)
ARG2: be baunamerizi (to planning)
REL: baamigadad (gets back)

As it is obvious from the examples (3) and (4), the syntactic realizations of the both sentences are the same (\{[subject, prepositional object (to)]\} but the assigned numbered arguments are different and so there are semantically two different verbs. As a result the semantic analysis of the sentences is essential to achieve propositional content.

The first Persian Proposition Bank like the other Proposition Banks (Kingsbury & Palmer, 2002; Palmer et al., 2005; Burchardt et al., 2006; Xue & Palmer, 2009; Palmer et al., 2008; Ohara et al., 2004; Taulé et al., 2008) aims to construct the argument structure of the predicates and in order to analyze the sentences semantically, the functional tags are specified too. All of these Proposition Banks which are mainly constructed according to the verb classification of Levin (1993) and Dang et al. (2000), serve as the basis of the machine learning classifiers in the natural language processing tasks such as Surdeanu et al. (2008), Hajič et al. (2009) and Gildea & Jurafsky (2002).

2. Persian Proposition Bank

Persian Proposition Bank added a layer of predicate-argument information to the syntactic structures of PerDT (Rasooli et al. 2013), a manually syntactically annotated Persian corpus. The data was 29982 sentences which were syntactically annotated according to dependency grammar in which each word had one head and the head of the sentence, often the verb, was the dependent of an artificial object called the root word (Kühler et al. 2009).

In PerPB the first candidates for semantic role labelling were the dependents of the verbs which had been specified in PerDT. It is notable to mention that our semantic approach to define a verb was different from the syntactic approach and so there may be some changes in argument selection and annotation. In the other words, each event or action regardless of its syntactic form was treated as verb in PerPB. For example in PerDT there is a metaverb
"dadan" to give which has a meta syntactic structure as shown below:

[[subject, object, prepositional object (to)]]

5. Ali book ACM1 be sawdad dad
   'Ali gave the book to Maryam.'

In the above sentence, the word "dad" as the head of the sentence has three dependents which have been specified with three different colors and three different syntactic labels. The direction of the dependency graph is from the head to the (head of) dependent. For example, "be" to as the head of the prepositional phrase "be marjam" to Maryam is considered as one of the dependents of "dad".

According to the syntactic approach of PerDT, some word sequences like "col dadan" (promise + to give) to promise and "bedžaze dadan" (allow + to give) to allow have been considered to have the above-mentioned structure in which the words "col" and "bedžaze" are the objects of the simple verb "dadan" not the non-verbal elements of the complex predicate "col dadan" or "bedžaze dadan"; more clearly the above word sequences are not considered as complex predicates and considered just as a combination of a noun (with the syntactic role object) and a simple verb. However since in PerPB every event or action with inflectional properties of the verbs in the Persian is treated as the verb, the previously mentioned sequences are considered individual verbs. In the other words, many of the verb complements in PerDT now have become non-verbal element of a new complex predicate in PerPB. A non-verbal element is the first part of a compound verb or complex predicate which is a noun, an adjective or a preposition; for example, in the Persian compound verb "tezol kardan" (sending + to do) to send, "tezol" is considered as a non-verbal element. These changes in the approach of the verb or complex predicate definition resulted in an increase in the number of the verbs from more than 4500 to more than 9200 unique verbs while the sentences in the syntactic corpus did not change. The mentioned differences of the two approaches are represented below by the means of dependency graphs:

6. tu be sawdol dad beravad he to Sara promise gave go
   'He promised Sara to go.'

7. tu be sawdol dad beravad he to Sara promise gave go
   'He promised Sara to go.'

Sentence (6) shows the syntactic approach in which to the word "col" promise the label object with OBJ abbreviation has been assigned and the clause "beravad" with the label

---

1 Accusative case marker

---
annotated. As an example consider the phrase "manabe?e mod?ud dai ?i?an" available resources in Iran. Since the attributive adjective "mod?ud" available has argument structure it belongs to propositional adjectives. The two arguments of the adjective are ARG1 (manabe?I resources) and ARG2 (dai ?i?an in Iran).

3. Semantic Roles

The basis of the names and definitions of the semantic roles in the PerPB is the work of Fillmore (1976), Fillmore & Atkins (1998) and Fillmore & Baker (2001). Additionally, the basis of the (verbal, nominal and adjectival) predicate classification of the PerPB is the verb classification of Levin (1993) and Verbrugge (Kipper et al., 2006). The 26 semantic roles (AGENT, PATIENT, THEME, EXPERIENCER, etc.) of the PerPB have been grouped together to form the numbered arguments in the way of PropBank (Kingsbury & Palmer, 2002). So there exists two different kinds of labels. The first is the numbered arguments that begins from 0 and ends at 5 and each of the numbered arguments corresponds to some specific semantic roles while the second one is the labels denoting adverbial elements and some discourse labels (ARGM).

ARG0 is generally an argument that Dowty (1991) called prototypical AGENT and includes the participants that volitionally involve in the event or state, cause something to happen or have movement relative to the position of another participant. In PerPB, ARG0 corresponds to four semantic roles of AGENT, CAUSE, STIMULUS and EXPERIENCER. In Dowty’s view, the semantic roles PATIENT and THEME which are generally affected by another participant or are stationary relative to the movement of another participant are considered as the prototypes of ARG1. ARG2 generally plays the ATTRIBUTE, RECIPIENT role or the starting point of an action when the ARG1 has been already present in the sentence. ARG3 and ARG4 are mainly related to the verbs of motion. ARG3 is usually the starting point of an action or event while ARG4 is usually the ending point of an action or event. ARG5 is the other numbered argument in PropBank but as the incorporation of objects with the verbs is a usual phenomenon in Persian, the maximum number of arguments for a given verb is five and ARG5 does not exist in PerPB. In addition to numbered arguments, there is another argument called ARGA which is the CAUSE of action verbs. Accordingly for the verbs with two animate AGENTS, the CAUSE is annotated as ARGA and the AGENT as ARG0.

9. Ali walked his dog.
ARGA: Ali
ARG0: his dog
REL: walk

The second kind of labels in PerDT are either adverb or adjunct. These optional and non-required elements of PerDT including circumstantial, mood and textual adjuncts are annotated as the functional tags in PerPB. Table 1 shows the list of these adjuncts.

| ADV: | Adverbials |
|-----|------------|
| CAU: | Cause |
| COM: | Comitative |
| CON: | Conditional |
| DIR: | Directional |
| DIS: | Discourse |
| EXT: | Extent |
| GOL: | Goal |
| INS: | Instrument |
| LOC: | Locative |
| MNR: | Manner |
| MOD: | Modal |
| NEG: | Negation |
| PRD: | Secondary Predication |
| PRP: | Purpose |
| RCL: | Relative Clause Link |
| REC: | Reciprocals |
| RPT: | Repetition |
| TMP: | Temporal |
| TOP: | Topicality |

Table 1: Functional tags in Persian PropBank

Circumstantial adjuncts represent additional information about TIME, LOCATION, CAUSE, PURPOSE, DIRECTION, MANNER, EXTENT, REPETITION and so on. Comment and mood adjuncts show the view of the speaker or the writer about the proposition or proposal, like modal verbs that indicate the degree of either the possibility or probability of the verb realization. Finally textual adjuncts function as the connectors between the clauses or sentences like discourse adjuncts.

We have three other types of adverbs which are related to the participants (the numbered arguments) and so they are different from the other functional tags. These adverbs are COMITATIVES, RECIPROCALS and SECONDARY PREDICATIONs. COMITATIVE modifier indicates either a natural person or a legal one who accompanies the participant of the main event (typically ARG0):

10. ?ali ba dust -a? be p?uk
    Ali with friend his to park
    went
    ‘Ali went to the park with his friend.’

ARG0: ?ali (Ali)
ARGM-COM: ba dusta? (with his friend)
ARG4: be p?uk (to the park)
REL: ja?l (went)

RECIPROCALS which include reflexives and reciprocal pronouns (e.g. himself, itself, themselves and each other) usually have overt antecedences annotated as the numbered arguments in the sentences but in the pro-drop Persian language it is possible that some of the reflexives lose their antecedent by the deletion of the subject pronoun in the
sentence. Even in this case, they are annotated as RECIPROCAL, not as numbered argument and the antecedent is inferable by the subject-verb agreement:

11. xodaʃ be daneʃqad ʃaft himself to university went
   *Himself went to the university.

ARGM-REC: xodaʃ (himself)
ARG4: be daneqad (to the university)
REL: ʃaft (went)

Sentence (13) is an example in which the reflexive "himself" has been accompanied with its antecedent (Ali) but in the above sentence, the antecedent of the reflexive pronoun "himself" has been omitted and the sentence is still grammatical in Persian (not in English). Even in this case that the reflexive plays the syntactic role of subject, it is annotated as RECIPROCAL in PerPB.

SECONDARY PREDICATION is an adjunct that modifies an argument of a verb instead of the verb itself or the whole sentence. This kind of adjunct semantically plays the role of attribute for the argument which it modifies.

12. ṭali ʃegetfzade vaed -e ṭotag ūd Ali surprised enter EZ room did
   '(While) surprised, Ali entered the room.'

ARGG0: ṭali (Ali)
ARGM-PRD: ʃegetfzade (surprised)
ARG4: ṭotag (room)
REL: vaed ūd (entered)

The following example shows the assignment of some of the mentioned roles in a Persian sentence.

13. ṭali xodaʃ diuz kado ʃa
   Ali himself yesterday gift ACM
   ṭaz fovuʃqad bataj -e
   from market for EZ
   madar -ʃaʃ xarid
   mother his bought

   'Ali bought the gift from the market for his mother yesterday.'

ARGG0: ṭali (Ali)
ARGM-REC: xodaʃ (himself)
ARGM-TMP: diuz (yesterday)
ARG1: kado ʃa (the gift)
ARG2: ṭaz fovuʃqad (from the market)
ARGM-GOL: bataj-ʃaʃ madar-ʃaʃ (for his mother)
REL: xarid (bought)

Based on their semantic functions, GOAL and INSTRUMENT modifiers are very similar to the arguments; however the difference between them and the arguments is that they do not belong to the argument structure of the verbs. GOAL adjunct like a BENEFICIARY argument is an animate endpoint of a transferred item but like the other adjuncts it is not in the argument structure of the verb. INSTRUMENT is a medium whereby the action of a verb is accomplished. Now in this section we want to briefly compare the functional tags of PerPB with PropBank. Unlike PropBank, adverbs of frequency (eg. baʃzi oʃiʃ sometimes, hamifte always, hargez never) and repetition (dobare again) belongs to the functional tag REPETITION While in PropBank these concepts belong to the label TEMPORAL with the exception of never which is considered as a member of NEGATION label. Unlike many languages like German, English, Italian, Russian, etc., in Persian the negation particle is not an autonomous constituent inserted before or after a verb phrase but it is a prefix which attaches to the verb; so a morphological analysis would be needed prior to annotation and negation can't be annotated again in this level and the only NEGATION label in PerPB is just used for "na... na..." not... not..., constructions. In PropBank, conditionals are the members of the ADVERBIAL functional tag, however they constitute the CONDITIONAL label in PerPB. Persian as an analytic language represents some different relational meanings and grammatical categories by using two or more words rather than inflection. Accordingly in analytic form of operators, the label OP is used to show the fragmented operator of the verbs.

14. saa ʃar hale neveʃtan ūʃt
   Sara in situation to write is
   'Sara is writing'

In (14) the progressive mood has been encoded by more than one word ("ʃar hale X budan"); so the OP label is used. MOD is a more comprehensive concept in PerPB in comparison with Propbank. MODS are modal verbs in PropBank but in PerPB they are any realization of the epistemic or evidential concepts whether as a modal verb, an adverb, dependent clause, prepositional phrase, etc. So in PerPB perhaps, may, it's possible, etc. are MOD. Finally, it should be mentioned that Persian is a free word order language and most of the syntactic movements are applied to express some discourse functions. In PerPB these meaningful movements are specified with two labels, TOPICALITY and RELATIVE CLAUSE LINK. The first label is used to annotate the topicalized constituents and the second one deals with the distance between a relative clause and its head. It means that if the relative clause is strictly adjacent to its head, the label RCL0 is assigned to it; however in cases where at least one constituent appears between the relative clause and its head, the relative clause receives the label RCL1. TOP and RCL labels are so useful to clearly show the relationship between the separated parts of an argument. The three following examples represent how these labels are assigned.

---

3 The asterisk (*) denotes the ungrammaticality of a structure.
15.  "Ali, his friends I saw"

16.  "the one who smiles is happy"

17.  "the one who is happy smiles"

4. Annotation Procedure

Since the time of PerPB project there were not any Persian semantic datasets neither in the form of PropBank nor in the form of VerbNet, a combination of PropBank and VerbNet approach was applied in PerPB semantic role annotation which resulted in one of the most important by-products of the project named as Persian Semantic Valency Lexicon (Mirzaei & Moloodi, 2015); In the annotation procedure, propositional heads were annotated based on both numbered approach of PropBank and semantic roles approach of VerbNet. So a detailed and comprehensive guideline including the accurate definition of semantic roles and their systematic correspondences to numbered arguments and abundant examples to elaborate them was prepared. Through the process of semantic role labeling, the syntactic description of the sentences was available to the annotators. The process of semantic role labelling by the annotators can be stated like this: At first, the annotators chose the verbs or any other propositional heads having at least an argument or adjunct and then the direct syntactic dependents of all verbs or propositional heads were selected as the first candidates for being annotated. The third stage of semantic role annotating was the assigning of a label to the selected dependents based on their semantic function in the sentences or phrases. In this stage, all the arguments were annotated both by numbered approach and semantic roles approach and a considereable attention was payed by the annotators to correctly annotate all the non-verbal element dependents in PerDT as one of the verb arguments in PerPB.

Considering the annotation procedure, there is a significant difference between PerPB and PropBank. The annotation procedure of latter one began by defining the Frame Files first. This was also true for the tectogrammatic tagging of the Prague Dependency Treebank (Hajič, 2005) in which at first a valency lexicon was prepared and then it was used as a guide to annotate sentences. However, in PerPB there were no Frame Files prior to the building of the corpus and the construction of the valency lexicon was done simultaneously as the corpus annotation was proceeded. It also has to be noted that some sentences were annotated twice by two different annotators at two different phases, one at the beginning of the annotating process (about 4000 sentences) and the other at the end (about 2000 sentences). If the annotations were different, they were reported to two supervisors (the authors of the present article) who would select the correct one or if they were both incorrect, they would introduce the correct annotation. It is noteworthy that the double annotation phase was completely separate from the correction phase; in the other words, for measuring the inter-annotator agreement (introduced in section 6) the double annotated sentences were preserved as a separate version of the corpus.

5. Annotators

The annotators consisted of four PhD candidates (linguistics), and five MA graduates (three linguistics graduates, one Persian language and literature graduate and one computational linguistics graduate) who were native Persian speakers. Annotators were presented and trained with a comprehensive guideline, describing all the semantic roles with abundant examples.

6. Annotators Agreement

Agreement between the two annotators is measured using the kappa statistics (Cohen, 1960), which is defined with respect to the probability of inter-annotator agreement, P(A), and the agreement expected by chance, P(E):

\[ k = \frac{P(A) - P(E)}{1 - P(E)} \]

The measurements were performed in two individual phases, once at the beginning and once at the end of the work.

| role classification | K (Arg) | K (ArgM) |
|---------------------|---------|----------|
| first               | 0.899057| 0.863363 |
| second              | 0.910157| 0.904402 |

| role identification | K       |
|---------------------|---------|
| First               | 0.939316|
| Second              | 0.954103|

Table 2: Inter-annotator agreement

Considering any direct dependent of the verb and non-verbal element as a candidate for semantic role labeling led the agreement to be much higher than the chance and this made us measure the statistics of role classification and role identification separately. The Kappa statistics for role identification and classification are shown in Table 2. As the table shows, agreement on the role identification and the role classification is very high in two stages.

---

4 Indefinite marker
7. Statistics

Finally 29982 sentences were manually annotated. The total number of annotated distinct verbs was about 9200 and the total number of annotated nouns and adjectives was about 1300 and 300 respectively.

| Table 3: Statistics about the frequency of words in the PerPB |
|-------------------------------------------------------------|
| Number of Sentences | 29982 |
| Average Sentence Length | 16.61 |
| Number of Verbs | 62889 |
| Number of Verb Lemmas | >9200 |
| Number of distinct propositional Nouns | 1300 |
| Number of distinct propositional Adjectives | 300 |

Table 4: The eight most frequent semantic roles

To simplify reading of table 6, one of its five rows is explained. For example, the fifth row shows that the semantic role ARG2 has five syntactic counterparts with different percentages of occurrence in the corpus; in other words, 26.4 percent of the semantic role ARG2 had the syntactic label preposition of noun (NPP) and so forth.

| Table 5: The ten most frequent functional roles |
|-----------------------------------------------|
| Ext | 18.4% |
| TMP | 15.3% |
| ADV | 10.5% |
| MNR | 10.1% |
| LOC | 8.1% |
| PRD | 7.5% |
| RPT | 4.8% |
| CON | 4.01 |
| PRP | 4% |
| CAU | 3.3% |

Table 6: The five most frequent semantic labels and their corresponding syntactic roles (percentages)

Table 7: The five most frequent syntactic labels and their corresponding semantic roles (percentages)

---

5 The semantic or syntactic adjective beside the NVE (non-verbal element) label in the tables represents the two afore-mentioned (section 2) different approaches in the complex predicate definition.

6 attribute
As the statistics shows, like PropBank Arg1 is the most frequent label among different semantic roles and the most frequent syntactic counterpart of Arg1 is object. As the table 4 shows, among the numbered arguments, in PerPB like PropBank, Arg1, Arg0 and Arg2 respectively are the most frequent arguments.

8. Conclusion
This paper presented the procedure of the development of the first Persian Proposition Bank, which added semantic role labels to PerDT. In order to achieve the highest accuracy, the annotators were presented with a detailed and comprehensive guideline and several guide notes and their annotations were checked continuously by the supervisors. In purpose to evaluate the accuracy of annotation, we calculated the inter-annotator agreement that was assessed as very high in two different stages.

Besides the semantic role labeling of verbs in the present corpus, the dependents of propositional nouns and adjectives were semantically annotated too. As mentioned in the annotation procedure section, the data was prepared based on a combination of VerbNet and PropBank approach. The different approaches led to two separate data packs. The first one like PropBank comprises of the numbered arguments and the functional tags of propositional heads, while the second one like VerbNet consists of specific semantic roles and the functional tags of propositional heads. For more information about the release of the first version of PerPB we introduce the website http://www.peykaregan.com.
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