Quantum phases of a one-dimensional Majorana-Bose-Hubbard model
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Majorana zero modes (MZM-s) occurring at the edges of a 1D, p-wave, spinless superconductor, in absence of fluctuations of the phase of the superconducting order parameter, are quintessential examples of topologically-protected zero-energy modes occurring at the edges of 1D symmetry-protected topological phases. In this work, we numerically investigate the fate of the topological phase in the presence of phase-fluctuations using the density matrix renormalization group (DMRG) technique. To that end, we consider a one-dimensional array of MZM-s on mesoscopic superconducting islands at zero temperature. Cooper-pair and MZM-assisted single-electron tunneling, together with finite charging energy of the mesoscopic islands, give rise to a rich phase-diagram of this model. We show that the system can be in either a Mott-insulating phase, a Luttinger liquid (LL) phase of Cooper-pairs or a second gapless phase. In contrast to the LL of Cooper-pairs, this second phase is characterized by nonlocal string correlation functions which decay algebraically due to gapless charge-\(e\) excitations. The three phases are separated from each other by phase-transitions of either Kosterlitz-Thouless or Ising type. Using a Jordan-Wigner transformation, we map the system to a generalized Bose-Hubbard model with two types of hopping and use DMRG to analyze the different phases and the phase-transitions.

I. INTRODUCTION

Topological phases of matter cannot be characterized by a local order parameter and fall outside the celebrated symmetry-breaking paradigm of Landau. Investigation of these novel phases of matter has been central to a better comprehension of collective behaviors of strongly interacting many-particle systems. Certain topological phases in 2D have been predicted to host quasiparticles with anyonic exchange statistics, which are valuable for quantum computation.1–5 For the latter, Majorana zero modes (MZM-s) occurring in vortex defects in 2D chiral p-wave superconductors6,7 are promising candidates. Braiding of these MZM-s, together with ‘magic state distillation’ can be used to perform the operations necessary for universal quantum computation.7 These MZM-s are also predicted to occur at the edges of a 1D spinless, p-wave superconductor.8 In the latter incarnation, a 2D array of these MZM-s on mesoscopic superconducting islands gives rise to the \(Z_2\) toric code9–13, one of the most promising platforms for quantum computation.

MZM-s are the key feature of the topological phase of a 1D spinless, p-wave superconductor. However, in modeling the latter, it was assumed that the 1D superconductor is in contact with a bulk 3D superconductor which removes the phase-fluctuations of the superconducting order parameter and suppresses phase-slip rates exponentially with the system size14. This raises the question: does the topological phase survive when these assumptions are relaxed? This question has previously been addressed in the context of the existence of topological-protection of MZM-s in a number-conserving theory using field theory (bosonization) computations14,15 (see also Refs. 16–18). Furthermore, number-conserving Hamiltonians giving rise to topologically-protected edge-modes have also been proposed.19,20

In this work, we numerically investigate the fate of the topological phase when the 1D spinless, p-wave superconductor is in contact with a 1D s-wave superconductor using the density matrix renormalization group (DMRG) technique. We model the 1D s-wave superconductor by a chain of mesoscopic superconducting islands separated by tunnel junctions. Each mesoscopic island contains two MZM-s. Cooper pairs tunnel between the superconducting islands at a rate \(E_I\), while the presence of MZM-s leads to the coherent tunneling of single electrons at a rate \(E_M\). Furthermore, the mesoscopic nature of each island gives rise to a finite charging energy, set by the scale: \(E_C = (2e)^2/2C\) where \(C\) is the self-capacitance of each island to a common ground. It is this charging energy of the islands that gives rise to fluctuations of the phase of the superconducting order parameter. Throughout, we assume a homogeneous array without any disorder and neglect inter-island capacitances. As we will show in this work, the phase-diagram of this model – hereafter referred to as the Majorana-Bose-Hubbard (MBH) model – is rich and various limiting cases of this model have been analyzed before. This is explained below.

First, consider the limit of vanishing single electron tunneling \((E_M = 0)\). In this case, the MZM-s decouple completely from the remaining degrees of freedom and play no role in the phase-diagram. The resulting model is the Bose-Hubbard model in the limit of high-occupancy of each site.21,22 The Cooper-pairs tunneling between the islands play the role of the bosons hopping between the sites, while the charging energy of each island is the onsite-repulsion. The role of the chemical potential is played by a gate-voltage on each island. The phase-diagram of this model is well-established.23–25 For \(E_I \gg E_C\), the system is a 1D superconductor or a charge-\(2e\) Luttinger liquid (LL). The latter phase is characterized by the power-law correlation of the Cooper-pair creation and annihilation operators, the exponent of the power law depending on the Luttinger parameter. Low-
ering $E_J/E_C$ causes the system to undergo a quantum phase-transition of Kosterlitz-Thouless (KT) type into a Mott-insulating (MI) phase. In the MI phase, the charge on each island is pinned to an integer value in units of Cooper pairs. Physically, this transition is driven by an unbinding of $2\pi$ quantum phase-slips. The latter causes tunneling between the minima of the Josephson potential and can be viewed as vortices in space-time. These vortices become free in the MI phase. Equivalently, one can map the problem to a 2D classical XY model at finite temperature using the transfer-matrix method. In this classical picture, the LL phase corresponds to the (low temperature) superconducting phase. The transition is classical in this phase.

Now consider the limit of vanishing Cooper-pair tunneling ($E_J = 0$). In this case, there is no tunneling of Cooper pairs and only single electrons tunnel between neighboring islands. For $E_M \gg E_C$, the system is in a gapless phase. However, in contrast to the charge-2$e$ LL of Cooper-pairs, this phase is characterized by non-local string correlation functions, which decay algebraically in this phase. As will be explained later, this algebraic decay is due to gapless charge-$e$ excitations and is generic for phases in the proximity of a topological phase. Lowering $E_M/E_C$ causes the system to undergo a quantum phase-transition to a MI phase. In the MI phase, the charge on each island is pinned to half-integer values in units of Cooper pairs. This is because unpaired electrons can be hosted in the fermionic modes built out of the MZM-s. The nature of the phase-transition is again KT, but this transition is driven by an unbinding of $4\pi$ quantum phase-slips. This is best seen using a Jordan-Wigner (JW) transformation which reduces this model to a variation of the Bose-Hubbard model. In this model, charge-$e$ bosons hop between the mesoscopic islands. The nonlocal string correlation function is then mapped to a local correlation function of charge-$e$ bosons and in this JW-transformed picture, the gapless phase can be thought of as a charge-$e$ LL. Thus, we will use this name to refer to it. For this limit, while some aspects of the phase-diagram have been predicted, several questions regarding characterization of the two phases remain open.

The main goal of this work is to perform a numerical analysis of the different phases and the phase-transitions of the MBH model using DMRG. We consider the general case of both $E_J, E_C$ being nonzero. Using a JW transform, we map the model to a generalized Bose-Hubbard model with hopping of bosons carrying either charge $e$ or $2e$, on which DMRG is performed. From the DMRG analysis of the JW-transformed model, we straightforwardly infer the properties of the fermionic model. As will be shown in this work, this model can be mapped to a generalized classical XY model with $2\pi$ and $4\pi$ vortices, using the transfer-matrix method. This will allow us to verify several of the DMRG results concerning the phase-diagram by comparing to the Monte Carlo results of the classical model. While the phase-transitions remain the same under this transfer-matrix mapping, the properties of the different phases of the MBH model are naturally completely different from the classical model. We show that depending on the ratios $E_J/E_C$ and $E_M/E_C$, the system can be either a MI, a charge-2$e$ LL or a charge-$e$ LL. The three phases can be distinguished as follows (see Table I for more details). Generalizing the nonlocal string correlation functions proposed in Ref. 28 to include phase-fluctuations, we show that the charge-$e$ LL phase is characterized by an algebraic decay of a nonlocal correlation function. The latter comprises a string of bosonic operators terminated by fermionic ones. In contrast, this nonlocal correlation function decays exponentially in the MI and the charge-2$e$ LL phases. The algebraic vs. exponential decay directly follows from the gapless vs. gapped nature of the charge-$e$ excitation spectrum. The MI and the charge-2$e$ LL phases are then distinguished by the Cooper-pair correlation function, which decays exponentially in the MI phase and algebraically in the charge-2$e$ LL phase, the last algebraic decay being a signature of the gapless 2$e$ excitation spectrum. Note that the Cooper-pair correlation function also decays algebraically in the charge-$e$ LL phase. This is because the gapless charge-$e$ excitation spectrum necessarily implies a gapless 2$e$ excitation spectrum.

After characterizing the different phases, we analyze the phase-transitions that separate them. As expected, we find the transition between the charge-2$e$ LL and the MI phases to be of KT type. The transition from the two LL phases is of Ising type. As the system transitions between the two phases both with gapless $U(1)$ degrees of freedom, an emergent $\mathbb{Z}_2$ degree of freedom turns gapless, causing the transition. Physically, this Ising degree of freedom transforms the $2\pi$-periodic charge-2$e$ LL phase to a $4\pi$-periodic charge-$e$ LL phase. We note that similar results have been previously obtained for a 2D version of this model, a generalized classical XY model as well as for several lattice gauge theory models. Interestingly, the nature of the transition from the charge-$e$ LL to the MI phase depends on the magnitude of $E_J/E_C$. The Ising transition line that separates the two LL phases continues to separate part of the MI phase from the charge-$e$ LL phase. At this somewhat remarkable phase-transition, occurring at $E_J/E_C \sim 1$, both the $U(1)$ and $\mathbb{Z}_2$ degrees of freedom simultaneously undergo long-wavelength fluctuations. This result is consistent with the Monte Carlo simulations of the classical generalized XY model. As $E_J/E_C$ is lowered to 0, this Ising transition line turns into a KT transition line. Then the latter separates the charge-$e$ LL and the MI phases. It is this KT type transition that can be understood as the usual unbinding of $4\pi$ quantum phase-slip transition and was predicted in Ref. 9.
scribes model after JW transformation. In Sec. II C, we provide an intuitive picture of the expected phase-diagram. Sec. III provides our DMRG results. In Sec. IV, we discuss to what extent the charge-\( e \) LL phase can be considered as a topological phase. In Sec. V, we summarize our results and provide concluding perspectives. Appendix A discusses the generalization of our model to four MZM-s on each superconducting island. Appendix B provides additional details concerning the DMRG simulations.

II. THE MAJORANA-BOSE-HUBBARD MODEL

A. Description of the model

Consider a 1D array of \( L \) mesoscopic superconducting islands, each having the same charging energy, \( E_C \) (see Fig. 1). The superconducting phase and the excess number of fermions, in units of Cooper pairs, on each island are denoted by \( \phi_i \) and \( n_i \), which obey canonical conjugate commutation relations: \( \{ \phi_i, n_j \} = i \delta_{ij}, \ i,j = 1, \ldots, L \). The exponential of the phase-operators are bosonic operators which alter number of the fermions on each island by one Cooper-pair: \( e^{\pm i \phi_i} | n_i \rangle = | n_i \pm 1 \rangle \). In what follows, we will denote them as \( b_i = e^{-i \phi_i}, b_i^\dagger = e^{i \phi_i} \). On each island, there are two MZM-s, denoted by \( \gamma_i^a, \gamma_i^b \), which obey the fermionic commutation relations: \( \{ \gamma_i^\alpha, \gamma_j^\beta \} = 2 \delta_{ij} \delta_{\alpha \beta}, \ i,j = 1, \ldots, L \) and \( \alpha, \beta = a, b \).

The Hamiltonian describing the system is given by

\[
H = H_C + H_J + H_M + H_g,
\]

\[
H_C = E_C \sum_{i=1}^{L} n_i^2,
\]

\[
H_J = -E_J \sum_{i=1}^{L-1} \cos(\phi_i - \phi_{i+1}),
\]

\[
H_M = E_M \sum_{i=1}^{L-1} i^ai^b_i \gamma_i^a \gamma_i^b \cos \left( \frac{\phi_i - \phi_{i+1}}{2} \right),
\]

\[
H_g = -E_g \sum_{i=1}^{L} n_i.
\]

Here, \( E_J (E_M) \) denote the rate of tunneling of Cooper-pairs (single-electrons) and \( E_g \) is the gate voltage. Clearly, the Josephson tunneling term [Eq. (3)] denotes a boson-hopping term \( b_i b_i^\dagger + \text{H.c.} \). The single-electron tunneling term [Eq. (4)] is more complex. The factor of \( 1/2 \) in the cosine argument indicates that one-half of the charge of the Cooper-pair hops between neighboring islands, while the fermionic operators keep track of the change of the fermion number parity associated with the transfer of these electrons. The fermion parity on each island is given by \( P_i = i \gamma_i^a \gamma_i^b \). The physical Hilbert space is spanned by wavefunctions satisfying

\[
\psi(\phi_i + 2\pi n_i) = e^{2\pi i n_i} \psi(\phi_i) = P_i \psi(\phi_i).
\]

Note that the wave-function and the Hamiltonian are invariant under \( \phi \to \phi + 4\pi \). This implies that the conjugate variables, \( n_i \)-s, can be half-integers. Physically, \( n_i \) is a half-integer when there is an unpaired electron on the \( i \)-th island occupying the fermionic mode built out of the two MZM-s \( \gamma_i^a, \gamma_i^b \). As explained in the introduction, for \( E_J, E_M \ll E_C \), the system is a MI. Increasing \( E_J, E_M \) causes the system to undergo a quantum phase transition to either a charge-2\( e \) LL or a charge-\( e \) LL. To distinguish the different phases, we introduce the following correlation functions. First, consider the correlation function of Cooper-pair creation and annihilation operators:

\[
S_b(i,j) = \langle b_i b_j^\dagger \rangle.
\]

In the MI phase, the charge-2\( e \) excitation spectrum is gapped. Hence, \( S_b \) decays exponentially with the separation \( |i-j| \). However, the charge-2\( e \) excitation spectrum is gapless in both the charge-2\( e \) LL and the charge-\( e \) LL. As a result, \( S_b \) decays algebraically in these phases. Next, we define two further nonlocal string correlation functions:

\[
S_{\text{triv}}(i,j) = \left\langle \prod_{k=i+1}^{j} e^{2\pi i n_k} \right\rangle = \left\langle \prod_{k=i+1}^{j} P_k \right\rangle,
\]

\[
S_{\text{top}}(i,j) = \left\langle e^{-i \phi_i} \gamma_i^a \gamma_j^b \left( \prod_{k=i+1}^{j-1} e^{2\pi i n_k} \right) e^{i \phi_j} \gamma_j^a \right\rangle,
\]

where the second equality of Eq. (8) follows from Eq. (6). These two nonlocal correlation functions are appropriate generalizations of the string correlation functions introduced in Ref. 28 to account for phase-fluctuations (hence, the inclusion of the appropriate phase-factors). The correlation functions, \( S_{\text{triv}} \) and \( S_{\text{top}} \), are able to distinguish between topological and trivial phases. The value of \( S_{\text{triv}} \) (\( S_{\text{top}} \)) is nonzero (zero) in a trivial phase and zero (nonzero) in a topological phase. We will use these order parameters to distinguish between the different phases of our model. However, in contrast to the case considered in Ref. 28, it is not the asymptotic value of the correlation functions, but the nature of the decay that distinguishes...
the different phases of our model. Next, we summarize the behaviors of the two nonlocal correlation functions in the three phases. The detailed justification is given in the next subsection.

The trivial correlation function, $S_{\text{triv}}$, is nonzero in both the MI and the charge-2e LL phases. On the other hand, $S_{\text{triv}}$ decays algebraically to zero in the charge-e LL phase. While at first sight, this might indicate that the charge-e LL phase is topological, $S_{\text{top}}$ indicates a more subtle behavior. For large enough distances, $S_{\text{top}}$ decays to zero in all the three phases, but the nature of the decay is different. In the MI and the charge-2e LL phase, $S_{\text{top}}$ decays to zero exponentially, while in the charge-e LL phase, the decay is algebraic. The two different types of decay are due to the gapped vs. gapless nature of the charge-e spectrum. The characteristics of the different order parameters in the different phases are summarized in Table I. Further discussion on the ramification of the algebraic nature of the decays of $S_{\text{top}}$ and $S_{\text{triv}}$ in the charge-e LL phase is given in Sec. IV.

| phases  | MI       | charge-2e LL | charge-e LL |
|---------|----------|--------------|-------------|
| $S_0$   | exponential | algebraic | algebraic |
| $S_{\text{triv}}$ | does not decay | does not decay | algebraic |
| $S_{\text{top}}$ | exponential | exponential | algebraic |

TABLE I. Nature of the decay of the various order parameters in the three phases. The Cooper-pair correlation function, $S_0$ [Eq. (7)] decays exponentially (algebraically) in the MI phase (both the LL phases) since the 2e spectrum is gapped (gapless). The trivial correlation function, $S_{\text{triv}}$ [Eq. (8)], is nonzero and constant in both the MI and charge-2e LL phases, while decaying algebraically in the charge-e LL phase. Finally, the topological correlation function, $S_{\text{top}}$ [Eq. (9)], decays exponentially in both the MI and the charge-2e LL phases, where the charge-e spectrum remains gapped. The latter spectrum is gapless in the charge-e LL phase, where $S_{\text{top}}$ decays algebraically.

To provide quantitative predictions of the characteristics of the phases and the phase-transitions that separate the different phases, it is convenient to use the JW transformed model. This is described next. As we will see, the nonlocal correlation functions have rather simple interpretations in the JW transformed model and provide justifications for the different behaviors of the various correlation functions given in the previous subsection.

We map the fermions to spins as follows:

$$\gamma_i^a = \left(\prod_{j<i} Z_j\right) X_i, \quad \gamma_i^b = \left(\prod_{j<i} Z_j\right) Y_i,$$

where $X_i, Y_i$ and $Z_i$ are the Pauli operators, $i = 1, \ldots, L$. An additional unitary transformation leads to the wavefunctions to be $2\pi$ periodic:

$$H \rightarrow \Omega^\dagger H \Omega, \quad \psi \rightarrow \Omega^\dagger \psi, \quad \Omega = \prod_{i=1}^L e^{i(1-P_i)\phi_i/4}. \quad (11)$$

These manipulations transform the Majorana-assisted single-electron tunneling term of Eq. (4) to a hopping of charge-e bosons: $\tilde{b}_i \tilde{b}_i^\dagger + \text{H.c.}$, where $\tilde{b}_i = b_i \sigma_i^+ + \sigma_i^-$. As a result, the Hamiltonian becomes that of a generalized Bose-Hubbard model with two types of hopping terms:

$$H_C = E_C \sum_{i=1}^L \tilde{n}_i^2, \quad H_J = -\frac{E_J}{2} \sum_{i=1}^{L-1} (\tilde{b}_i \tilde{b}_{i+1}^\dagger + \text{H.c.}), \quad (12)$$

$$H_M = -\frac{E_M}{2} \sum_{i=1}^{L-1} (\tilde{b}_i \tilde{b}_{i+1}^\dagger + \text{H.c.}), \quad H_g = -E_g \sum_{i=1}^L \tilde{n}_i. \quad (13)$$

In the above equation, $\tilde{n}_i$ denotes the excess number of fermions on the $i$th island, which can be half-integers. It is given by $\tilde{n}_i = n_i + (1 + Z_i)/4$, where $n_i$ is the excess number of Cooper pairs, the latter being integers. If there is an excess electron on the $i$th island, then $Z_i = +1$ and $\tilde{n}_i$ is a half-integer, as expected. The following commutation relations hold between the operators $b_i, b_i^\dagger$ and the number operators $\tilde{n}_i$:

$$[\tilde{n}_i, \tilde{b}_j^\dagger] = \frac{1}{2} \delta_{ij} \tilde{b}_j^\dagger, \quad [\tilde{n}_i, \tilde{b}_j] = \delta_{ij} b_j^\dagger. \quad (14)$$

The transformations also make the symmetries of the model explicit. In addition to time-reversal symmetry, the model has a conserved $U(1)$ charge $\tilde{n}_i$. As explained above, physically, this charge is the electronic charge in units of Cooper-pairs. Note that there is also conservation of the overall parity: $\prod_{i=1}^L Z_i$. However, the conservation of the latter is not independent of the conservation of the $U(1)$ charge.

Under the JW mapping, the order parameters introduced above are transformed as follows. The Cooper-pair correlation function, $S_0$, is left unchanged. On the other hand, $S_{\text{triv}}$ and $S_{\text{top}}$ are transformed to

$$S_{\text{triv}}(i,j) = \left\langle \prod_{k=i+1}^j Z_k \right\rangle, \quad S_{\text{top}}(i,j) = \left\langle \tilde{b}_i \tilde{b}_j^\dagger \right\rangle. \quad (15)$$

where we have dropped overall minus signs which are not relevant for the analysis of the phase-diagram. From the above formulas, we can infer the behavior of the $S_{\text{triv}}$ and $S_{\text{top}}$. First, the trivial correlation function, $S_{\text{triv}}$, since it is given by the exponential of the excess number of fermions ($\tilde{n}_i$) on each island, is pinned to a constant nonzero value in the MI phase. Second, in the charge-2e LL phase, the excess number of fermions modulo 2 is still pinned since the system is a superconductor of Cooper pairs. This is because the charge-e spectrum remains gapped. Third, $S_{\text{triv}}$ decays algebraically when
the charge-\(e\) spectrum is gapless. A quantitative justification for this behavior is obtained by noting that \(S_{\text{triv}}\) is actually related to the average of the exponential of the field dual to \(\phi\) (up to constants). This is because \(\phi, n\) are canonically conjugate. Finally, \(S_{\text{top}}\) is merely the charge-\(e\) boson correlation function. As a result it decays exponentially when the charge-\(e\) spectrum is gapped and algebraically when the same is gapless.

The Hamiltonian of Eqs. (12, 13) can be mapped using the standard transfer-matrix method\(^{26}\) to a classical generalized XY model at finite temperature\(^{30,31}\). The resultant classical action has two interactions of the form:

\[
\mathcal{A} = -\Delta_M \sum_{\langle i,j \rangle} \cos \left( \frac{\theta_i - \theta_j}{2} \right) - \Delta_J \sum_{\langle i,j \rangle} \cos (\theta_i - \theta_j),
\]

where \(\Delta_M, J\) are the couplings of the classical model corresponding to \(E_M, J\) and the \(\{\theta_i\}\)-s are the (classical) \(U(1)\) degrees of freedom. The phase-diagram of this model has been analyzed in Ref. 31 using a Monte Carlo method. As we will show below, our DMRG analysis of the quantum model is entirely compatible with the Monte Carlo results.

Now, we discuss the anticipated phases and the phase-transitions of the JW-transformed model of Eqs. (12, 13). The consequences for the original fermionic model can directly be inferred from the following discussion.

\section{C. Anticipated Phase-diagram of the MBH Model}

We start by discussing some limiting cases of the model. Consider the case \(E_M = 0\). Then, the spins decouple from the rotors and play no role in the phase-transitions of the model. The phase-diagram is simply that of the Bose-Hubbard model in the limit of high-occupancy of the boson sites\(^{21,22,38}\) [see Eqs. (12), (13)]. The phase-diagram consists of lobes within which the system is a MI (see Fig. 2). In this phase, the occupation of each island is pinned to an integer value. Both charge-\(e\) and charge-\(2e\) spectra are gapped. Thus, \(S_b(i, j)\) and \(S_{\text{top}}(i, j)\) decay exponentially with \(|i - j|\). On the other hand, \(S_{\text{triv}}(i, j)\) is a pinned to a constant (nonzero) value. Outside the lobes, the system is a charge-\(2e\) LL. In the latter phase, the charge-\(e\) spectra remains gapped, while the charge-\(2e\) spectra is gapless. In the scaling limit, the LL phase is described by a conformal field theory (CFT) with central charge \(c = 1\), whose (euclidean) action is given by

\[
S = \frac{1}{2\pi K_2} \int d^2 x (\partial_x \phi)^2,
\]

where repeated summation with euclidean metric is assumed and we have set the velocity of the plasmons to be unity. From this action, it straightforwardly follows that the bosonic operators \(b_i\) show a characteristic power-law decay with an exponent given by the LL-parameter, \(K_2\) (see, for instance, Chap. 9 of Ref. 39)

\[
S_b \sim \frac{1}{|i - j|^K_2/2}.
\]

In this phase, \(S_{\text{top}}\) is exponentially decaying, while \(S_{\text{triv}}\) is again pinned to a constant (nonzero) value. The transition between the MI and the charge-\(2e\) LL occurs at constant density through the tips of the lobes. The latter transition is of KT type.\(^{25,40}\) At the transition point, \(K_2 = 1/2\). The transition occurring through the sides of the lobes occur with a change in the density. For this transition, \(K_2 = 1\).

Next, consider the limit: \(E_J = 0\). Replacing \(b\) by \(\tilde{b}\) in the above argument, one can again conclude that the phase-diagram consists of lobes where the system is a MI and a charge-\(e\) LL elsewhere. In the MI phase, the occupation of each island is pinned to half-integer values. In the charge-\(e\) LL phase, the \(\phi\) field and the \(\phi, n\) are canonically conjugate. Finally, \(S_{\text{triv}}\) is a constant. In the charge-\(e\) LL phase, the charge-\(e\) spectrum is gapless, which implies the same for the charge-\(2e\) spectrum. In the scaling limit, the system is again described by Eq. (17). Now, all correlation functions decay algebraically:

\[
S_{\text{triv}} \sim \frac{1}{|i - j|^K_{2'}}; \quad S_{\text{top}} \sim \frac{1}{|i - j|^K_1/2}
\]

and the behavior of \(S_b\) is given in Eq. (18). From dimensional analysis, it follows that \(K_1 = K_2/4\) and \(K' = 1/K_1\). The nature of the transitions is the same as in the previous case and \(K_2\) should be replaced by \(K_1\). Furthermore, since the binding energy of a 4\(\pi\) vortex-antivortex pair is four times larger than that of a 2\(\pi\) vortex-antivortex pair (see, for instance, Chap. 9 of Ref. 41), the critical point occurs at about four-times smaller energy:

\[
(E_M/E_C)_{\text{crit}} \sim \frac{1}{4} (E_J/E_C)_{\text{crit}}
\]

Finally, consider the limit when both \(E_J, E_M\) are nonzero. From the above considerations, the system has three phases: MI, charge-\(2e\) LL and the charge-\(e\) LL. Tuning these tunneling rates with respect to \(E_C\) leads to a phase-transition between the different phases. We show that the transition between the charge-\(2e\) LL phase and the MI phase is always of KT type. The transition between the two LL phases (both \(c = 1\) CFT-s) is an Ising type transition. Physically, this Ising degree of freedom emerges to transition the system from a 2\(\pi\)-periodic to a 4\(\pi\) periodic phase. At this transition, both the \(U(1)\) and the Ising degrees of freedom undergo long-wavelength fluctuations. As a result, the total effective central charge at the transition is 3/2. Interestingly, the Ising transition line continues beyond the phase-boundary between the charge-\(2e\) LL and the MI phases. In this region, the system directly undergoes a transition from the MI to the charge-\(e\) LL phase. Finally, this Ising line turns into
a KT line. We note that similar results were obtained with Monte Carlo method for the corresponding classical model\textsuperscript{41).

Now, we present the DMRG results for the MBH model.

III. DMRG RESULTS

The DMRG simulations were performed using the TeNPy package\textsuperscript{42}. We simulated the JW transformed model given in Eqs. (12-13). Technical details regarding the DMRG simulations are provided in Appendix B.

Fig. 2 shows the phase-diagram of the system for the two limiting cases of $E_M = 0$ (left panel) and $E_J = 0$ (right panel) respectively obtained using DMRG calculations. The phase-diagram consists of the Mott lobes within which the system is in an insulating phase, where the average occupation on each island is pinned to integer (half-integer) value for $E_M(J) = 0$. As $E_J(M)$ increased, the system undergoes a transition from the MI phase to a charge-2e(e)-LL phase. Across the sides of the lobe, the phase-transition is accompanied by a change in the density. The location of the sides are obtained by computing the cost of adding an extra particle/hole and setting this to be equal to the gate voltage. To that end, we simulated system sizes: $L = 32, 64, 96$ and 128 and used finite-size scaling to obtain the gate voltages at the boundaries of the Mott lobes. Note that the single-particle/hole excitation gap scales linearly with inverse of the system size as in the conventional 1D Bose-Hubbard model.\textsuperscript{40} A maximum bond-dimension of 120 was used to keep the truncation errors in the order of $10^{-8}$. The phase-transition through the tip of the lobe is at constant density and is of KT type. To improve precision, the location of this phase-transition is determined by calculating the Luttinger parameter $K_{2(1)}$ and checking when it crosses 1/2. The Luttinger parameter was obtained by computing the correlation functions, $S_{k_{(top)}}$, given in Eqs. (18), (19) and fitting on a log-log scale. While the lobes were obtained by doing finite system simulations, these correlation functions were computed using infinite-DMRG (iDMRG) to reduce finite-size effects (see Appendix B1 for more details). The location of the KT transition points for the left and right panels of Fig. 2 are given by

$$
\frac{E_J}{E_C}\text{crit} = 1.780 \pm 0.005,
$$

$$
\frac{E_M}{E_C}\text{crit} = 0.432 \pm 0.002,
$$

which satisfy the rough estimate given in Eq. (20).

The phase-diagram for both $E_J, E_M \neq 0$ is shown in Fig. 3. We only show the case $E_g/E_C = \rho = 0$ for the ease of presentation. We used a combination of finite and infinite DMRG techniques. The DMRG results validate the anticipated phase-diagram explained in Sec. II.C. For $E_M/E_C \ll 1$, upon increasing $E_J/E_C$, the system transitions from the MI phase to the charge-2e LL phase through a KT transition (blue squares). Along this transition line, $K_2 = 1/2$. Increasing $E_M/E_C$ while being in the charge-2e LL phase causes the system to transition to the charge-e LL phase through an Ising transition (violet-red stars). Upon lowering $E_J/E_C$, this Ising line continues beyond the phase-boundary of the charge-2e LL and the MI phases and also separates the MI and the charge-e LL phase. Further lowering $E_J/E_C$, this Ising line turns into a KT line that emerges from below (blue dots). Along this KT line, $K_1 = 1/2$. A zoom in on the region where the three phases meet is shown in the inset of Fig. 3.

Next, in Fig. 4, we show the fundamentally different nature of the phase-transitions occurring as the system enters the charge-e LL phase. For $E_J/E_C \simeq 0.48$ (left half of Fig. 4), the system is a MI inside the lobe, where both charge-e and charge-2e spectra are gaped. For any nonzero $E_M/E_C \neq 0$, at the sides and the tip of the lobe, both the e, 2e gaps close simultaneously. This is indicated by the overlap of the green squares and the dark red dots. The nature of the phase-transition across the tip is of KT type and is driven by binding of 4v vortices, when $K_1 = 1/2$ [Fig. 4(c)]. In Fig. 4(e), we show the scaling of entanglement entropy ($S$) vs. log of the correlation length ($\xi$) in the charge-e LL phase. From the scaling, we extract a central charge of 1.03 ± 0.02. Now, consider

![Phase-diagram of the MBH model for $E_M = 0$ (left panel) and $E_J = 0$ (right panel) obtained using DMRG.](image_url)
the case when $E_J/E_C = 2$ (right half of Fig. 4). The 2e spectrum is already gapless for this parameter choice (the tiny gap visible between the green squares is of the order of $10^{-3}$ and is a finite size effect; we checked that there was a systematic decrease in this gap as larger system sizes were simulated). The charge-e excitation gap closes as $E_M/E_C$ is increased from zero. Note that the charge-e excitation gap in the charge-2e LL phase can be as small as $10^{-4}$ [Fig. 4(b)]. Thus, to obtain the charge-2e LL lobe, we computed the charge-e excitation gap for system sizes: 80, 128, 256, 320, 400 and used finite-size scaling to obtain the gap. Furthermore, we chose a maximum bond-dimension of 400 to keep truncation errors below $10^{-8}$. The charge-e gap closes at the sides and the tip of the lobe. The transition at the tip of the lobe is of Ising type. While in the two LL phases on either side of the transition, only a $U(1)$ degree of freedom is gapless, at the transition, an emergent Ising degree of freedom becomes gapless. As a result, the effective central charge rises from 0 on either side of the transition to 3/2 at the transition.

To capture this, we compute the central charge as we tune $E_M/E_C$ across the transition using iDMRG [Fig. 4(f)]. From the scaling of $S$ vs. $\xi$, we extract a central charge of $1.48 \pm 0.03$ at the transition occurring at $E_M/E_C \approx 0.0016$. For comparison, we have also shown the $S$ vs. $\ln \xi$ scaling for $E_M/E_C \approx 0.0018$, when the system is in the charge-e LL phase. At the latter point, the central charge turns out to be $0.99 \pm 0.03$. To verify that the transition is not of KT type, we computed the Luttinger parameters, $K_1, K_2$, across the transition. As shown in Fig. 4(d), $K_2$ is below 1/2 for this range of parameters. The value of $K_1$ drops abruptly to below 1/2 from > 10 (these large values are not shown in figure to focus on

FIG. 3. The phase-diagram of the MBH model for nonzero $E_J/E_C, E_M/E_C$. We chose $E_g = \rho = 0$. The charge-2e LL phase and the MI phase are separated by a KT transition (blue squares), where $K_2 = 1/2$. This KT transition line meets an Ising transition line (violet-red stars), which separates the two LL phases. This Ising line continues beyond the KT line and separates part of the MI and the charge-e LL phases. Finally, this line turns into a KT line (blue dots). At the latter KT transition, $K_1 = 1/2$. (Inset) Zoom in on the region where the three phases meet.

FIG. 4. Qualitatively different phase-transitions the system undergoes to enter the charge-e LL phase from the MI and the charge-2e LL phase. We chose $\rho = 0$. (a,c,e) Transition from the MI to the charge-e LL. We chose $E_J/E_C \simeq 0.48$. (a) The system is a MI inside the lobe and a charge-e LL everywhere else. Both charge-e (dark red dots) and charge-2e (green squares) excitation gaps are computed to obtain the gate voltages at the boundary of the lobe. For any nonzero $E_M/E_C$, both the charge-e and charge-2e spectra are gapless simultaneously at the sides and the tip of the lobe. (c) Zoom in at the tip of the lobe (blue dot). The nature of the phase-transition is of KT type, where $K_1$ (dark red diamonds) = 1/2 (blue line). (e) Scaling of entanglement entropy ($S$) vs. log of correlation length ($\xi$) in the charge-e LL phase used to extract the central charge (c). (b,d,f) Transition from the charge-2e LL to the charge-e LL. We chose $E_J/E_C = 2$. (b) The system is a charge-2e LL inside the white lobe, while being a charge-e LL everywhere else. (d) Zoom in around the tip of the lobe. The Luttinger parameter $K_2$ is below 1/2, while $K_1$ abruptly drops from > 10 in the charge-2e LL phase (not shown) to below 1/2. (f) Scaling of $S$ vs. $\ln \xi$ used to confirm the nature of the transition at the lobe-tip (in violet-red) contrasted with the same outside the lobe (in purple). The extra 1/2 in the central charge at the tip of lobe indicates the additional gapless Ising degree of freedom on top of the gapless $U(1)$. 

We chose $E_g = \rho = 0$. The charge-2e LL phase and the MI phase are separated by a KT transition (blue squares), where $K_2 = 1/2$. This KT transition line meets an Ising transition line (violet-red stars), which separates the two LL phases. This Ising line continues beyond the KT line and separates part of the MI and the charge-e LL phases. Finally, this line turns into a KT line (blue dots). At the latter KT transition, $K_1 = 1/2$. (Inset) Zoom in on the region where the three phases meet.
EI using iDMRG technique. We chose the MI, charge-2K decay algebraically. The extracted Luttinger parameters are:

\[ S \] parameter values of E not see the fidelity of the ground state for two successive first-order transition. To rule out first order transitions, compared to the KT transition; more details are provided in capture the Ising transition increases substantially compared to the other hand, S is exponentially decaying. On the other hand, S is exponentially decaying. The extracted Luttinger parameter is: K \( \simeq \) 0.41. (c) In the charge-2LL phase, all the three correlators are exponentially decaying. (d) Variation of the entanglement entropy (S) with the log of the correlation length (\( \xi \)) in the charge-2LL phases. Both phases show the characteristic linear dependence with the extracted central charge c = 1 (with precision to the second decimal place).

While the numerics was done only for the tip of the lobe, the nature of the transition at the sides of the lobe is presumably also Ising, based on purely symmetry considerations. The complexity of the numerical simulations to capture the Ising transition increases substantially compared to the KT transition; more details are provided in Appendix B2. We saw similar behavior for the remaining points of the Ising transition and did not observe any first-order transition. To rule out first order transitions, we also computed the fidelity susceptibility. We did not see the fidelity of the ground state for two successive parameter values of E/Ec to dip to zero, as would be the case for a first-order transition. Our results are compatible with the Monte Carlo results for the generalized XY model of Ref. 31, who also observe only a continuous Ising transition.

After the different phase-transitions that separate the different phases, we turn to characterize the latter. In particular, we compute the three order parameters, S, S_{triv} and S_{top} in the three different phases, shown in Fig. 5. We chose E_1/E_C = 0, E_M/E_C = 0.02 for the MI phase, E_1/E_C = 0, E_M/E_C = 0.6 for the charge-e LL phase and E_1/E_C = 1, E_M/E_C = 2 \times 10^{-4} in the charge-2e LL phase. (a) In the MI phase, S_{triv} is constant and nonzero, while both S_{top}, S_e are exponentially decaying. (b) In the charge-2e LL phase, S_{triv} is constant and nonzero, while S_{top} is exponentially decaying. On the other hand, S_i decays algebraically. The extracted Luttinger parameter is: K \( \simeq \) 0.36, K \( \simeq \) 1.43 and K \( \simeq \) 2.82. (d) Variation of the entanglement entropy (S) with the log of the correlation length (\( \xi \)) in the charge-e, 2e LL phases. Both phases show the characteristic linear dependence with the extracted central charge c = 1 (with precision to the second decimal place).

As explained in Sec. II C, the rates of the algebraic decay of the three correlators in the charge-e LL phase, given by the three Luttinger parameters, K_1, K_2, K', are related to each other. Fig. 6 shows the verification of the relationships using DMRG. We chose E_1/E_C = 0 and varied E_M/E_C. Fitting the obtained values of K_2 and 1/K' with K_1, we obtain the relations: K_2 = 4K_1 and K' = 1/K_1, which validate the predictions of Sec. II C.

IV. THE NATURE OF CORRELATIONS IN THE CHARGE-e LL PHASE

We have analyzed the phase-diagram of the MBH model in the previous section. In this section, we discuss the nature of the correlations in the charge-e LL phase and how it relates to the topological phase of the Kitaev chain. The Hamiltonian of the Kitaev chain can be...
tained by adding a term of the form $E^b_j \sum_{i=1}^L \cos \phi_i$ and considering the limit $E^b_j \gg E_j, E_M, E_C$. Physically, this would correspond to adding a large bulk superconductor under the mesoscopic islands. This bulk superconductor breaks the $U(1)$ symmetry of the model discussed in this work, reducing it to $Z_2$. The Kitaev chain has two phases: the gapped, trivial phase and the gapped, topological phase, the latter characterized by the existence of topologically protected zero-energy edge-modes. The nonlocal string correlation function, $S_{\text{triv}}(S_{\text{top}})$, is zero (nonzero) in the topological phase and the other way around in the trivial phase.

In contrast, for the MBH model, both $S_{\text{top}}$ and $S_{\text{triv}}$ decay algebraically in the charge-$e$ LL phase, the rate of decay being $K_1$ and $1/K_1$. For the Hamiltonian given by Eq. (1), the $K_1$ is always $\leq 1$. This is best seen from the JW-transformed model of Eqs. (12, 13). As is well-known, in the presence of only onsite-repulsion, the LL phase of the Bose-Hubbard model always has Luttinger parameter smaller than unity, i.e., the LL is attractive\textsuperscript{44}. If computed inside the MI phase, the Luttinger parameter is larger than unity, but in this phase, the Gaussian action of Eq. (17) ceases to be a good description of the system. Thus, for the model analyzed, the decay of $S_{\text{top}}$ is always slower than that of $S_{\text{triv}}$.

However, this behavior can be altered by adding local perturbations. Adding nearest neighbor repulsion of the form $V \sum_{i=1}^{L-1} n_i n_{i+1}$ can cause the system to transition to a repulsive LL phase, where the Luttinger parameter $K_1 > 1$.\textsuperscript{25,40} For the repulsive LL, $S_{\text{triv}}$ decays more slowly than $S_{\text{top}}$. The attractive and repulsive LLs are separated by a phase-transition only in the following sense. In the presence of an impurity, the transport signatures are different.\textsuperscript{45–48} Consider the case when there is an impurity in the LL. In the superconducting context, this can be done by adding a weak-link junction between two halves of the charge-$e$ LL. Then, for an attractive (repulsive) LL, the impurity disappears (cuts the LL in half).\textsuperscript{25,45}

The decay of $S_{\text{triv}}$ vs. $S_{\text{top}}$ in the attractive and repulsive charge-$e$ LL phases indicates the proximity of these phases to a topological phase. Upon inclusion of the $U(1)$-symmetry breaking perturbation of the form $E^b_j \sum_{i=1}^L \cos \phi_i$, the attractive (repulsive) charge-$e$ LL is transformed into a topological (trivial) phase. We emphasize that the charge-$e$ LL is not a “topological” or “quasi-topological” phase, but is in the proximity of a topological phase.

There are also no zero-energy edge-modes in the charge-$e$ LL phase. This is again a consequence of the fact that there is no way to break the parity symmetry $\prod_{i=1}^L Z_i$ without breaking the $U(1)$ symmetry. We checked this using DMRG. For finite systems with open boundary conditions, we see that the energy required to create a fermionic excitation or a bosonic one is the same. As a result, the levels are split in the same way as the bulk excitation spectrum $\sim 1/L$ (this $1/L$ scaling was used to get the Mott lobes in the first place). We point out that this result is in contrast to those obtained by bosonization calculations of a proximitized superconductor.\textsuperscript{14} While the bosonization calculations predict a fermionic gap despite the presence of gapless bosonic excitations, our results indicate gapless bosonic and fermionic excitations. We note that this behavior for this model was already predicted in Ref. 9. The source of this difference is due to the fact that we treat a fundamentally different model, that of an inherent $p$-wave superconductor with phase-fluctuations, instead of a proximitized nanowire. It will be interesting to verify the results of the bosonization computation using DMRG as well and we hope to return to this problem in the future.

V. CONCLUSION AND PERSPECTIVES

To summarize, we have numerically investigated the fate of the topological phase of a 1D spinless, $p$-wave superconductor at zero temperature in the presence of phase-fluctuations using the DMRG technique. We consider the phase-fluctuations that occur when the $p$-wave superconductor is in contact with a 1D $s$-wave superconductor, as opposed to a 3D bulk $s$-wave superconductor.\textsuperscript{8} The discretized model used is the MBH model, which describes the interactions of a 1D array of MZM-$s$ on mesoscopic superconducting islands. The chain of mesoscopic islands models the quasi-long-range order of the 1D $s$-wave superconductor with power-law phase-correlations. Cooper-pair and MZM-assisted single-electron tunneling, together with the finite charging energy of the mesoscopic islands, lead to a rich phase-diagram of the model. We show that the system can be in a MI, a charge-$2e$ LL or a charge-$e$ LL phase. The first two phases are separated by a KT transition. Upon tuning of the single-electron tunneling rate, the system undergoes quantum phase-transitions to a charge-$e$ LL, which can be either KT or Ising type. This charge-$e$ LL phase is in the proximity of the topological phase of Ref. 8. Nonlocal string correlation functions, suitably generalized to include the effect of phase-fluctuations, show the fundamental difference between the nature of ordering that occurs due to the presence of phase-fluctuations. We show that the relevant nonlocal string correlation function decays algebraically in the charge-$e$ LL phase due to the presence of gapless charge-$e$ excitations. This should be contrasted to the topological phase of Ref. 8 where it is constant and nonzero asymptotically. Furthermore, we show that the MBH model can be mapped to other known models of quantum and classical statistical mechanics. By performing a JW transform, together with additional gauge transformations, we map the MBH model to a generalized Bose-Hubbard model with two types of hopping. Subsequently, standard transfer-matrix mapping shows that the critical properties of the MBH model are identical to that of a generalized classical XY model at finite temperature.\textsuperscript{30,31} Our DMRG results are compatible with the Monte Carlo computations of the classical
model.
Before concluding, we discuss some generalizations of the MBH model which show interesting properties and are of current research interest. First, consider 2α (α > 1) instead of two MZM-s on each island. This corresponds to a stacking of Kitaev chains in the presence of phase-fluctuations. By appropriately choosing the JW transformation contour, these models can be reduced to the case analyzed in this work. We do this explicitly for the case α = 2 in Appendix A. Due to the presence of an extensive number of conserved quantities, the Hilbert space of the model splits into sectors, with only certain sectors of the Hilbert space having access to the whole phase-diagram. Second, the case of four MZM-s on each mesoscopic islands in 2D shows an even more interesting phase-diagram. There are again three phases which are the 2D counterparts of the 1D case analyzed in this work: MI, topological superconductor and ordinary superconductor. Furthermore, the MI and the ordinary superconducting phases exhibit toric code ordering, which is one of the most promising platforms for quantum computation. The field theory calculations for the phase-diagram of this model and the associated charge-response have been done. The field theory computations predict a couple of tricritical points and first-order transitions between the Ising and the KT transitions that separate the topological superconductor from the ordinary superconductor and the MI. This should be contrasted with results obtained in this work where the Ising transition smoothly merges with the KT line. It will be interesting to see if the numerical analysis of the 2D model supports the field-theory calculations. We hope to report on this in the future.
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Appendix A: Generalization to four MZM-s on each superconducting island

In this section, we generalize the above model to the case when four MZM-s are present on the same mesoscopic island (see Fig. 7). The Hamiltonian describing the system is given by \( H = H_C + H_J + H_M + H_g \), where \( H_C \), \( H_J \) and \( H_g \) are still given by Eqs. (2), (4). The MZM assisted single-electron tunneling Hamiltonian is now given by

\[
H_M = E_M \sum_{i=1}^{L-1} (\gamma_i^a \gamma_{i+1}^a + \gamma_i^d \gamma_{i+1}^d) \cos \frac{\phi_i - \phi_{i+1}}{2}.
\]

The constraint on the physical wavefunction is still given by Eq. (6), but now the parity operator on the \( i \)th island is given by \( P_i = -\gamma_i^\gamma_i^\gamma_i^\gamma_i^t \).

As before, we again map the fermions to spins using a JW transformation. We take the JW string such that first the fermions on the top-row \((\gamma_i^a, \gamma_i^b)\) are traversed from left to right and then those on the bottom row \((\gamma_i^c, \gamma_i^d)\) are traversed right to left. Explicitly, the mapping is given by

\[
\begin{align*}
\gamma_i^a &= \left( \prod_{j<i} Z_j \right) X_i, \\
\gamma_i^b &= \left( \prod_{j<i} Z_j \right) Y_i, \\
\gamma_i^c &= \left( \prod_{j=1}^{L} Z_j \right) \left( \prod_{k=L}^{i+1} \bar{Z}_k \right) X_i, \\
\gamma_i^d &= \left( \prod_{j=1}^{L} Z_j \right) \left( \prod_{k=L}^{i+1} \bar{Z}_k \right) \bar{Y}_i,
\end{align*}
\]

where we have used \( X(\bar{X}), Y(\bar{Y}) \) and \( Z(\bar{Z}) \) to denote the spins on the upper (lower) row. The parity operator is transformed to \( P_i = Z_i \bar{Z}_i \), while Eq. (A1) is transformed to

\[
H_M = -E_M \sum_{i=1}^{L-1} (X_i X_{i+1} - \bar{X}_i \bar{X}_{i+1}) \cos \frac{\phi_i - \phi_{i+1}}{2}.
\]

It is easy to see that \( \bar{X}_i X_i, i = 1, \ldots, L \) commutes with the Hamiltonian and is thus, conserved. To make this symmetry more explicit, we rewrite the operators for the two spins on each island in a Bell-basis, described below. We define a sign qubit \( s \) and a target qubit \( t \) on each island, whose joined state is given by \( |\psi_{s,t}\rangle \equiv |s,t\rangle:

\[
|s = 0, t = 0\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle),
\]

\[
|s = 0, t = 1\rangle = \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle),
\]

FIG. 7. Schematic of a 1D array of mesoscopic superconducting islands (denoted by yellow boxes) with MZM-s (denoted by red dots). In addition to the rotor degrees of freedom, \( \phi_i, n_i \), each island has four MZM-s, denoted by \( \gamma_i^a, \gamma_i^b, \gamma_i^c, \gamma_i^d \).
where on the right-hand side of the above equations, the first (second) position in the kets refer to the spin on the upper (lower) row on each island. Thus, $s$ is the sign bit and the $t$ is the two-qubit parity bit of information in the superposition. In this basis, the operators $X_i, X_i, Z_i, \bar{Z}_i$ get mapped to:

$$X_i|s,t\rangle = X_i^t Z_i^s |s,t\rangle, \quad \bar{X}_i|s,t\rangle = X_i^s |s,t\rangle,$$

$$Z_i|s,t\rangle = X_i^t Z_i^s |s,t\rangle, \quad \bar{Z}_i|s,t\rangle = Z_i^t |s,t\rangle,$$

(A4)

where $X_i^{s(t)}, Z_i^{s(t)}$ are the Pauli operators for the sign (target) qubits. Under this mapping, the conserved quantity of Eq. (11). After some algebra, we arrive

$$H_C = E_C \sum_{i=1}^{L} \tilde{n}_i^2, \quad H_J = -\frac{E_J}{2} \sum_{i=1}^{L-1} (b_i^+ b_{i+1}^+ + H.c.), \quad (A5)$$

$$H_M = -\frac{E_M}{2} \sum_{i=1}^{L-1} (Z_i^t Z_{i+1}^t - 1)(b_i^+ b_{i+1}^+ + H.c.), \quad (A6)$$

$$H_g = -E_g \sum_{i=1}^{L} \tilde{n}_i, \quad (A7)$$

Here, $\tilde{n}_i = n_i + (1 + Z_i^t)/4$ and $\tilde{b}_i = b_i^+ \sigma_{i,t}^+ + \sigma_{i,t}^-$, where $\sigma_{i,t}^\pm$ are the operators of the $i^{th}$ target qubit. Note that only the conserved $Z_i^t$ operators of the sign qubits are present in the Hamiltonian, while $\tilde{b}_i$-s are built out of only the target qubit operators $\sigma_{i,t}^\pm$ and the Cooper-pair operators $b_i$. For $Z_i^t Z_{i+1}^t = 1$, the single-electron tunneling term disappears and the system can be either in the MI or the charge-2e LL phase. On the other hand, for $Z_i^t Z_{i+1}^t = -1$, the system can be in either MI, charge-e LL or the charge-2e LL phase. As before, time-reversal symmetry and the $U(1)$ symmetry corresponding to the conservation of $\tilde{n}_i$ are also present for this model.

Thus, the phase-diagram of this model is qualitatively similar to the MBH model with only two MZM-s on each island. The difference is that only certain sectors of the Hilbert space have access to the entire phase-diagram. While we do the analysis for four MZM-s, a similar analysis can presumably be carried out for 2$\alpha$ MZM-s for positive integer values of $\alpha$.

Appendix B: Additional information regarding the DMRG simulations

In this section, we provide additional information regarding the DMRG simulations and additional data which were not presented in the main-text for brevity. We simulated the JW transformed model describing spins coupled to rotors after the gauge transformation, given in Eqs. (12, 13). To simulate the rotors, a truncation of 9 states per site ($n_i = -4, -3, \ldots, 3, 4$) was used. Together with the spin, thus, the local Hilbert space at each site was 18. We set $E_g = 0$ while performing the simulations. The values of $E_g$ obtained to get the location of the boundaries of the Mott lobes were obtained by computing the cost of adding a particle/hole to the system (see below). We discuss the case when $E_J = \rho = 0$; other cases were done similarly. Note that in contrast to the ordinary Bose-Hubbard model, here the densities can take negative values too. This is because here the particle number corresponds to the extra number of fermions, which can be negative. Physically, this corresponds to creating a hole in the superconducting condensate present on each island.

1. The Mott-lobes and the KT transition

We describe the procedure for obtaining the lobes whose boundaries indicate the closing of the charge-e excitation gap. Similar analysis is done for the charge-2e gap.

The ground state in the MI phase zero filling was obtained by starting with a state:

$$|\psi_{\text{init}}(0)\rangle = \bigotimes_{i=1}^{L} |0, \downarrow_i\rangle,$$

(B1)

where $|\downarrow_i\rangle$ corresponds to the spin-down state on the
of the $i^{th}$ island. Subsequently, the ground state was obtained by performing DMRG on this state while conserving the $U(1)$ charge $\sum_{i=1}^{L} \tilde{n}_i$ (see Sec. IIIB). Denote the energy of the ground state so obtained by $\mathcal{E}_g(0)$, where the 0 denotes that $\sum_{i=1}^{L} \tilde{n}_i = 0$ for the corresponding state. The boundaries of the lobes for different fillings were obtained by looking at the cost of adding an particle or a hole to the system and setting it equal to the gate voltage. For the upper (lower) boundary of the lobe, first, a particle (hole) was created by applying the operator $\hat{b}_i^\dagger(\hat{b}_i)$ on the state $|\psi_{\text{init}}(0)\rangle$, where $j \simeq L/2$. Subsequently, DMRG was used to get the energy starting from this state. Denoting the particle (hole) case by $\mathcal{E}_g(\pm 1)$, we arrive at

$$\mathcal{E}_g(+1) - \mathcal{E}_g(0) = E_g^{p}(0),$$

$$\mathcal{E}_g(0) - \mathcal{E}_g(-1) = E_g^{h}(0),$$

(B2)

where $E_g^{p(h)}$ denotes the value of the gate-voltage at the boundary upper (lower) boundary of the lobe. This way, the gap to the first-excited state of the Hamiltonian given in Eqs. (12, 13) is zero as the system transitions from a gapped MI to a gapless charge-$e$ LL phase. While this way of obtaining the phase-boundary is sufficient for upper and lower sides of the Mott-lobes, the location of the tip of the lobe requires more work.10 This is because the phase-transition at the sides and the tips of the lobes are of a fundamentally different nature, the latter being the phase-transition at the sides and the tips of the lobes. For the upper (lower) boundary of the lobe, first, a particle (hole) was created by applying the operator $\hat{b}_i^\dagger(\hat{b}_i)$ on the state $|\psi_{\text{init}}(0)\rangle$, where $j \simeq L/2$. Subsequently, DMRG was used to get the energy starting from this state. Denoting the particle (hole) case by $\mathcal{E}_g(\pm 1)$, we arrive at

$$\mathcal{E}_g(+1) - \mathcal{E}_g(0) = E_g^{p}(0),$$

$$\mathcal{E}_g(0) - \mathcal{E}_g(-1) = E_g^{h}(0),$$

(B2)

where $E_g^{p(h)}$ denotes the value of the gate-voltage at the boundary upper (lower) boundary of the lobe. This way, the gap to the first-excited state of the Hamiltonian given in Eqs. (12, 13) is zero as the system transitions from a gapped MI to a gapless charge-$e$ LL phase. While this way of obtaining the phase-boundary is sufficient for upper and lower sides of the Mott-lobes, the location of the tip of the lobe requires more work.10 This is because the phase-transition at the sides and the tips of the lobes are of a fundamentally different nature, the latter being of KT type. The energy gap closes much more slowly (exponentially) with change of the parameter $E_M/E_C$ across the tip of the lobe. To ensure improved accuracy, we compute the change in the Luttinger parameter $K_1$. At the KT transition-point, $K_1 = 1/2$. The results for $E_J = \rho = 0$ are shown in Fig. 8 for the phase-transition across the tip of the lobe. The maximum bond-dimension was chosen to be 280 to keep truncation errors of the order of $10^{-8}$. This was chosen to ensure that the correlation functions computed up to a distance of $|i-j| = 50$ were free of any truncation effects. For larger $|i-j|$, larger bond-dimensions will be necessary. The tip of the lobe is obtained by interpolating between the two points closest to 1/2 (see top left panel). This yields the critical point to be $E_M/E_C = 0.432 \pm 0.002$. In the top right panel, the linear dependence of $\ln S_{\text{top}}$ with $|i-j|$ is shown for three of the largest values of $E_M/E_C$ of the top left panel. The central charge ($c$) is obtained by looking at the scaling of the entropy $S$ with $\ln \xi$, where $\xi$ is the correlation length of the system. In the scaling regime, for a gapless system, $S$ scales linearly with $\ln \xi$ with a slope of $c/6$. The variation of $S$ with $\ln \xi$ for the three largest values of $E_M/E_C$ is shown in the bottom right panel. Similar results were obtained to infer the phase-transition for the $E_M = 0$ case with $S_b$ evaluated instead of $S_{\text{top}}$; we do not show these for brevity.

2. The Ising transition

In this appendix, we provide additional numerical evidence capturing the Ising phase-transition separating the charge-$e$ LL phase from the other two phases. The complexity of the numerical simulations increases substantially to fully capture this phase-transition for the following reasons. First, the charge-$e$ excitation gap is much smaller than unity in the charge-$2e$ LL phase. As shown in Fig. 4, this gap can be as small as $\sim 10^{-3} - 10^{-4}$. As a consequence, the system sizes needed to reliably obtain the aforementioned excitation gaps are rather large. To obtain the lobe of the right panel of Fig. 4, system sizes up to 400 was simulated. Furthermore, for the parameters $E_J/E_C, E_M/E_C$, the ground state is highly entangled. As a result, to obtain truncation errors of the order of $10^{-8}$, a maximum bond-dimension of 400 was necessary. Second, we verified the central charge across the transition by using iDMRG and computing the scaling of entanglement entropy vs. the logarithm of the correlation length. To reach the regime where we could reliably capture the Ising transition, we needed to simulate up to a maximum bond-dimension of 1050 with truncation errors of the order of $\sim 10^{-8}$.
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