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Abstract—We consider the problem of accurate channel estimation for OTFS based systems with few transmit/receive antennas, where additional sparsity due to large number of antennas is not a possibility. For such systems the sparsity of the effective delay-Doppler (DD) domain channel is adversely affected in the presence of channel path delay and Doppler shifts which are non-integer multiples of the delay and Doppler domain resolution. The sparsity is also adversely affected when practical transmit and receive pulses are used. In this paper we propose a Modified Maximum Likelihood Channel Estimation (M-MLE) method for OTFS based systems which exploits the fine delay and Doppler domain resolution of the OTFS modulated signal to decouple the joint estimation of the channel parameters (i.e., channel gain, delay and Doppler shift) of all channel paths into separate estimation of the channel parameters for each path. We further observe that with fine delay and Doppler domain resolution, the received DD domain signal along a particular channel path can be written as a product of a delay domain term and a Doppler domain term where the delay domain term is primarily dependent on the delay of this path and the Doppler domain term is primarily dependent on the Doppler shift of this path. This allows us to propose another method termed as the two-step method (TSE), where the joint two-dimensional estimation of the delay and Doppler shift of a particular path in the M-MLE method is further decoupled into two separate one-dimensional estimation for the delay and for the Doppler shift of that path. Simulations reveal that the proposed methods (M-MLE and TSE) achieve better channel estimation accuracy at lower complexity when compared to other known methods for accurate OTFS channel estimation.
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I. INTRODUCTION

Next generation wireless communication technologies are expected to support reliable and high throughput communication even for very high mobility scenarios (e.g., high speed train, aircraft-to-ground communication, Unmanned Aerial Vehicle (UAV) communication systems) [1]. However, fifth generation (5G) communication technologies are based on Orthogonal Frequency Division Multiplexing (OFDM), which suffers from high inter carrier interference (ICI) (and therefore performance degradation) due to the Doppler spread in high mobility scenarios [2]. Recently Orthogonal Time Frequency Space (OTFS) modulation has been proposed, which has been shown to be robust to mobility induced Doppler spread [3]–[5]. This robustness towards Doppler spread is due to the fact that in OTFS modulation the information symbols are embedded in the delay-Doppler domain where the effective channel matrix is sparse which allows for joint demodulation of all information symbols. A derivation of OTFS modulation from first principles has been recently presented in [6].

Low complexity detection of OTFS signals has been considered in [7]–[13]. However, the performance of joint detection of all information symbols is dependent on the availability of accurate channel estimates of the effective DD domain channel. The robustness of OTFS to mobility induced Doppler spread is primarily due to the sparseness of the DD domain channel matrix. The effective DD domain channel matrix is sparse only when the delay and Doppler domain resolutions are sufficiently good, i.e., the number of sub-divisions (M) along the delay domain and the number of sub-divisions (N) along the Doppler domain are both large. With large (M, N) and fractional delay/Doppler spread\(^1\), the effective DD domain channel is a large $MN \times MN$ sparse matrix, which still has several non-zero entries that need to be estimated.

Several methods have been proposed for estimating the effective DD domain channel matrix. In [4], an estimation method has been proposed based on the transmission of impulse in the DD domain as a pilot signal. The received DD domain signal can then be used to estimate the effective DD domain channel. This impulse based method has been extended to OTFS MIMO systems in [11]. Later, in [14] a method was proposed where the pilot impulse was transmitted along with information symbols in the same OTFS frame, in order to reduce the channel estimation overhead. As the DD domain channel matrix is sparse, several methods have been proposed where the channel estimation problem is formulated as a sparse recovery problem, which is solved using Orthogonal Matching Pursuit (OMP) [15].

OMP based OTFS channel estimation has been considered in [16]–[18]. In [16], the channel sparsity of a downlink OTFS massive MIMO system in the 3D delay-Doppler-angle domain is considered and a 3D-structured OMP (3D-SOMP) algorithm is proposed for estimation of the downlink OTFS massive MIMO channel. The work in [16] considers random pilots. This work has been extended in [17] where deterministic pilots have been used instead of random pilots. In [18], an OMP based estimation has been proposed for multiuser uplink communication where both the user terminals (UTs) and the base station (BS) have single-antenna each.

The OMP based methods achieve good estimation accuracy only when the effective channel is sparse in some domain. The level of channel sparsity in the DD domain is reduced when we consider non-ideal transmit and receive pulses and when the channel path delay and Doppler shifts are non-

\(^1\)Fractional delay and Doppler refers to a general scenario where the channel path delays are not integer multiples of the delay domain resolution and the path Doppler shifts are not integer multiple of the Doppler domain resolution.
integer multiples of the delay and Doppler domain resolution. Additional sparsity is achieved in OTFS based massive MIMO systems where the signal received from different paths can also be differentiated in the angle domain, as has been considered in [16], [17]. However, for single-antenna systems, the angle domain sparsity cannot be exploited and achieving good channel estimation accuracy is a challenge. In this paper, we consider this problem of low-complexity channel estimation in OTFS based single-antenna systems where additional sparsity due to large number of antennas at the BS is not a possibility.

For OTFS based single-antenna systems (where there is no additional sparsity due to multiple antennas), recently a parametric channel estimation approach has been considered in [19]–[21], where instead of estimating the elements of the DD domain channel matrix, the channel path parameters (i.e., path gain, path delay and Doppler shifts) are estimated from the received pilot signals. The effective DD domain channel matrix can then be reconstructed from the estimated channel path parameters. As the number of channel path parameters is usually much smaller than the number of significant energy elements of the effective DD domain channel matrix, these parameters can be estimated effectively (without the need for additional sparsity) based on the sparse Bayesian learning (SBL) method [22], [23]. SBL based OTFS channel estimation has been considered in [19]–[21].

Although [19], [20] propose an SBL based OTFS channel estimation method, they consider the channel path delays to be integer multiples of the delay domain resolution which is not a practical assumption for realistic scenarios. The SBL based OTFS channel estimation in [21] considers non-integer delay and Doppler shifts and is shown to achieve good channel estimation accuracy in single-antenna systems. However, SBL based OTFS channel estimation methods have high complexity due to the requirement of inversion of large sized matrices.

OTFS modulation based systems are expected to have fine delay and Doppler domain resolution. This is because, the robustness of OTFS modulation to channel induced delay and Doppler shifts is primarily due to the joint demodulation of all DD domain information symbols, which is practically feasible only when the effective DD domain channel is sparse, which in turn is possible when the delay and Doppler domain resolution is good. In this paper, we exploit the fine delay and Doppler domain resolution of OTFS based systems to propose two low-complexity channel estimation methods for single-antenna systems, which are shown to acquire accurate channel estimates with practical rectangular transmit and receive pulses in channel scenarios where the delay and Doppler shifts are non-integer multiples of the delay and Doppler domain resolution respectively. The novel contributions of this paper are as follows.

1) In this paper we consider the parametric estimation of the channel path gain, delay and Doppler shifts based on the received OTFS signals when an impulse like DD domain pilot is transmitted. We consider joint maximum likelihood (ML) estimation of these parameters. In Section III we observe that with fine delay and Doppler domain resolution, the joint ML estimation of all paths decouples into separate estimation of the path gain, delay and Doppler shift of each path. Based on this observation we propose a low-complexity Modified Maximum Likelihood Estimation (M-MLE) method in Section III.

2) The proposed M-MLE method is an iterative method which in a given iteration estimates the channel path gain, delay and Doppler shift of the strongest channel path from the residual received signal in that iteration and then subtracts a reconstructed estimate of the contribution of this channel path from the residual received signal, resulting in the received signal for the next iteration.

3) In Section III-B we further observe that the contribution of a given channel path to the received DD domain pilot signal can be expressed as the product of a delay domain term and a Doppler domain term, where the delay domain term depends primarily on the delay of that channel path and the Doppler domain term depends primarily on the Doppler shift of that path. This allows us to further decouple the joint estimation of the delay and Doppler shift of the strongest channel path in each iteration of the M-MLE method into separate single-dimensional estimation of the path delay and the path Doppler shift. This method, termed as the two-step method (TSE) has even lower complexity than the M-MLE method.

4) In Section IV we compare the Normalized Mean Square Error (NMSE) performance of the proposed channel estimation methods (M-MLE and TSE) with that of the Impulse based channel estimation method in [14], the OMP method proposed in [11] and the SBL method proposed in [21], for the time-varying wireless channel between an arriving aircraft and the ground station. Through simulations we observe that with fine delay and Doppler domain resolution, the proposed methods achieve better NMSE performance when compared to the other considered methods (Impulse, OMP and SBL). We also compare the uncoded Symbol Error Rate (SER) performance achieved with the proposed channel estimates to that achieved with the other considered methods. It is observed that the SER performance achieved with the proposed methods is better than that achieved with the other considered methods and is close to the SER performance achieved with perfect channel state information (CSI). Further, the proposed estimation methods do not require matrix inversion and have significantly lower complexity when compared to the complexity of OMP and SBL based methods.

Notations: The following notations are used: $v$, $V$ and $V$ represent a scalar, vector and matrix respectively; $v[n]$ and $V[m,n]$ represent the $n$-th and $(m,n)$-th element of $v$ and $V$ respectively. The sign $\odot$ represents the Hadamard product (element wise multiplication). $V^H$, $V^T$ and $V^*$ denote the Hermitian transpose, transpose, and complex conjugate of $V$ respectively. $vec(V)$ is column-wise vectorization of matrix $V$ and $invec_{M,N}(v)$ is invertorization of vector $v$ into a $M \times N$ matrix by filling the matrix column-wise. Also, $V[:,k]$ denotes
the \( k \)-th column of the matrix \( V \). For integers \( q \) and \( M, [q]_M \)
denotes the smallest non-negative integer which is congruent to \( q \) modulo \( M \). Also, for any real number \( x \), \([x]\) denotes the
greatest integer less than or equal to \( x \).

II. SYSTEM MODEL

We consider a single-user OTFS modulation based system where the transmitter and receiver have a single antenna each. In OTFS systems, information symbols are embedded in the delay-Doppler (DD) domain. The DD domain is \( T \) seconds wide along delay domain and \( \Delta f = 1/T \)
Hz wide along Doppler domain. The delay domain is divided into \( M \) equal parts (each \( T/M \) seconds wide) and
the Doppler domain is divided into \( N \) equal parts (each \( \Delta f/N \) Hz wide). The combination of a division along the delay domain and a division along the Doppler domain is
called a Delay Doppler Resource Element (DDRE). There are therefore \( MN \) DDREs. The \((l, k)\)-th DDRE consists of the interval \([2lT/2M, (2l+1)T/2M)\) along the delay domain and the interval \([2k\Delta f/2N, (2k+1)\Delta f/2N)\)
along the Doppler domain. To the \((l, k)\)-th DDRE we assign a unique point \((lT/M, k\Delta f/N)\), which lies at the centre of the
DDRE. The collection of \( MN \) centre points corresponds to all the \( MN \) DDREs is then referred to as the Delay Doppler Grid (DDG) which is given by the set of points \( \Lambda \), i.e.

\[
\Lambda = \left\{ \left( \frac{lT}{M}, \frac{k\Delta f}{N} \right) \mid l = 0, 1, \ldots, M - 1, k = 0, 1, \ldots, N - 1 \right\}.
\]  

(1)

Each DDRE can carry one information symbol. Let \( x[l, k] \)
denote the information symbol transmitted on the \((l, k)\)-th DDRE, i.e., there are totally \( MN \) information symbols.
In OTFS modulation, DD information symbols \( x[l, k], l = 0, 1, \ldots, M - 1, k = 0, 1, \ldots, N - 1 \) are firstly
transformed to Time-Frequency (TF) symbols \( X[m, n], m = 0, 1, \ldots, M - 1, n = 0, 1, \ldots, N - 1 \) through the inverse
Symplectic Finite Fourier Transform (ISFFT) [3], i.e.

\[
X[m, n] = \frac{1}{MN} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[l, k] e^{-j2\pi \left( \frac{mk}{M} + \frac{ln}{N} \right)}. 
\]

(2)

For a given \( T > 0 \) and \( \Delta f = 1/T \), these TF symbols are then used to generate the time-domain (TD) transmit signal
which is given by the Heisenberg transform [3], i.e.

\[
x(t) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} X[m, n] g(t - nT) e^{j2\pi mn\Delta f(t - nT)} 
\]

(3)

where \( g(\cdot) \) is the transmit pulse. When \( g(t) \) is approximate
time-limited to \([0, T]\), the Heisenberg transform in (3) is
similar to OFDM where \( X[m, n] \) is the symbol transmitted on the
\( m \)-th sub-carrier \((m = 0, 1, \ldots, M - 1)\) of the \( n \)-th OFDM symbol \((n = 0, 1, \ldots, N - 1)\). Each OFDM symbol
is of duration \( T \) and the sub-carrier spacing is \( \Delta f \), i.e., each
OTFS frame has duration \( NT \) and occupies bandwidth \( M\Delta f \).

The multi-path wireless channel between the transmitter and the receiver consists of \( L \) paths, where the complex channel gain,
delay and Doppler shift of the \( i \)-th path \((i = 1, 2, \ldots, L)\) are denoted by \( h_i, \tau_i, (0 < \tau_i < T) \) and \( \nu_i \), respectively. In this
paper, we denote the vector of channel path gains, channel
delays and Doppler shifts by \( \mathbf{h} \triangleq [h_1, h_2, \ldots, h_L]^T \), \( \tau \triangleq \tau_1, \tau_2, \ldots, \tau_L \)
and \( \nu \triangleq [\nu_1, \nu_2, \ldots, \nu_L]^T \) respectively. The delay-Doppler channel is given by [24]

\[
h(\tau, \nu) = \sum_{i=1}^{L} h_i \delta(\tau - \tau_i) \delta(\nu - \nu_i).
\]

(4)

The channel delay and Doppler shift taps of the \( i \)-th path are
\( \tau_i = \frac{\nu_i + \kappa_i}{\Delta f/2} \) and \( \nu_i = \frac{\kappa_i - \nu_i}{\Delta f} \) where \( \tau_i \) and \( \nu_i \) are the
integer delay and Doppler indices of the \( i \)-th channel path and
\( \kappa_i \in [-0.5, 0.5] \) are the fractional delays and Doppler shifts respectively. In each OTFS frame a
cyclic prefix (CP) of length \( \tau_{\text{max}} \triangleq \max_i \tau_i \) is included, i.e., for \( \tau_{\text{max}} \leq t \leq 0 \), \( x(t) = x(t + NT) \). Then, with \( x(t) \) as the transmitted signal, the received signal is given by [24]

\[
y(t) = \sum_{i=1}^{L} h_i x(t - \tau_i) e^{j2\pi n_i(t - \tau_i)} + n(t)
\]

(5)

where \( n(t) \) is additive white Gaussian noise (AWGN) with
power spectral density \( N_0 \). Most prior work consider a two-step
OTFS receiver which is compatible with OFDM receivers and
where the received TD signal \( y(t) \) is first converted to a discrete TF signal through the Wigner transform [3], i.e.,
\( \tilde{y}[l', k'] \triangleq \frac{1}{M-1} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} Y[m, n] e^{j2\pi \frac{mk'}{M} + j\frac{ln}{N}}, k' = 0, 1, \ldots, M - 1, l' = 0, 1, \ldots, M - 1 \) [3]. In this paper we consider the rectangular
Symplectic Finite Fourier Transform (SFFFT) i.e.,
\( \tilde{x}[l', k'] = \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[l, k] \tilde{h}[l', k' - l, k] + \tilde{n}[l', k'] \) (7)

where \( \tilde{n}[l', k'] \) are the DD domain noise samples and the expression
of \( \tilde{h}[l', k' - l, k] \) is given by (8) (see top of next page).
In (8), for any real \( x, \sin(x) \triangleq \sin(\pi x)/\pi x \). Further, \( \tilde{n}[l', k'] \) are i.i.d. \( CN(0, MNN_0) \). The DD domain input-
output relationship in (7) can be expressed in terms of the
vector of transmitted and received DD domain symbols i.e., \( \tilde{x} \) and \( \tilde{n} \) respectively (see (10) on top of next page), i.e.

\[
\tilde{x} = \sum_{q=1}^{NM} \mathbf{B}_q(\tau, \nu) \mathbf{h} \cdot x[q] + \tilde{n} = \mathbf{G} \cdot x + \tilde{n}
\]

(9)

where \( x[q] \) is the \( q \)-th element of the DD domain
information symbol vector \( x \) (see (10) on top of next page) and
\( \mathbf{B}_q(\tau, \nu) \in \mathbb{C}^{NM \times L} \). The element of \( \mathbf{B}_q(\tau, \nu) \) in its
\((k'M + l' + 1)-\text{th} \) row and \( i \)-th column is denoted by \( b_{q, i, l', k'} \)
which is given by

\[
b_{q, i, l', k'} = e^{-j2\pi \nu_i l'/M} \left[ \sum_{n=0}^{N-1} e^{-j2\pi n \left( \nu_i - \frac{l' - q - 1}{M} \right)} \right] \left[ \sum_{m=0}^{M-1} e^{j2\pi \frac{k'M}{M} \frac{m}{n}} \right] \left( \delta_{\tau_i, \nu_i} \left( \frac{l' - q - 1}{M} \right) \right) \left( \delta_{\tau_i, \nu_i} \left( \frac{k'M}{M} \right) \right)
\]

(11)
\[
\tilde{h}[l', k', l, k] = \sum_{i=1}^{L} h_i e^{-j2\pi \frac{\nu_i}{T} l} e^{-j2\pi \nu_i \frac{N-1}{M} l} e^{j2\pi \nu_i \frac{M}{L} l} f_{r_{\tau, \nu_i}, k', l}(m)
\]

where \( f_{r_{\tau, \nu_i}, k', l}(\cdot) \) is given by (8) (see top of this page). In (9), the effective DD domain channel matrix is denoted by \( G \) and its \( q \)-th column is \( B_q(\tau, \nu) h \).

### III. CHANNEL ESTIMATION

In this section we propose two different low complexity methods to estimate the channel parameters \((h, \tau, \nu)\). In the first method discussed in section III-A, we consider a modified Maximum Likelihood (ML) objective function which we optimize over a refined delay-Doppler grid in order to obtain accurate channel estimates at low complexity. In the second method discussed in section III-B, we propose a two-step estimation method, where in the first step we only estimate the channel paths delays, followed by the second step where we estimate the complex channel path gains and the Doppler shifts for each path detected in the first step.

#### A. Proposed Modified-ML Estimator (M-ML)

We consider a pilot only OTFS frame for the purpose of channel estimation. In this frame, a pilot is only transmitted on the \((l = l_p, k = k_p)\)-th DDRE, i.e., the DD domain pilot symbols are given by

\[
x_p[l, k] = \begin{cases} M N E_p & , l = l_p, k = k_p, \\ 0 & , \text{otherwise} \end{cases}
\]

where \( E_p \) is the energy of the corresponding transmitted TD pilot signal. From (7) it follows that the received DD domain pilot signal is given by

\[
\tilde{x}_p[l', k'] = \sqrt{M N E_p} \tilde{h}[l', k', l, k] + \tilde{n}[l', k'].
\]

We next organize \( \tilde{x}_p[l', k'] \), \( k' = 0, 1, \ldots, N-1, l' = 0, 1, \ldots, M-1 \) into a vector \( \tilde{x}_p \) such that the \((k' M + l')\)-th element of this vector is \( \tilde{x}_p[l', k'] \). From (9) and (13) we get

\[
\tilde{x}_p = A(\tau, \nu) h + \tilde{n} = \sum_{i=1}^{L} h_i a(\tau_i, \nu_i) + \tilde{n}
\]

where \( A(\tau, \nu) \) is the \((M N \times 1)\) matrix which corresponds to the channel parameters \((\tau, \nu)\) (the element of \( B_{k_p M + l_p + 1}(\tau, \nu) \) in its \( k' M + l' + 1 \)-th row and \( i \)-th column is given by \( b_{q, i, l', k'} \) in (11) with \( q = (k_p M + l_p + 1) \) and \( a(\tau_i, \nu_i) \in \mathbb{C}^{MN \times 1} \) is the \( i \)-th column of \( A(\tau, \nu) h \). Since the additive noise in (14) is i.i.d. \( \mathcal{CN}(0, M N N_0) \), the ML estimate of the channel parameters \((h, \tau, \nu)\) is given by

\[
(\hat{h}, \hat{\tau}, \hat{\nu}) = \arg \min_{(h, \tau, \nu)} \| \tilde{x}_p - A(\tau, \nu) h \|^2.
\]

From (15) it follows that, for a given \((\tau, \nu)\), the ML estimate of the vector of channel gains is given by

\[
\hat{h}(\tau, \nu) = \arg \min_{h} \| \tilde{x}_p - A(\tau, \nu) h \|^2 = (A(\tau, \nu)^H A(\tau, \nu))^{-1} A(\tau, \nu)^H \tilde{x}_p,
\]

Using (16) in (15), the ML estimate of \((\tau, \nu)\) is then given by

\[
(\hat{\tau}, \hat{\nu}) = \arg \max_{\tau, \nu} \left[ \tilde{x}_p^H A(\tau, \nu) (A(\tau, \nu)^H A(\tau, \nu))^{-1} A(\tau, \nu)^H \tilde{x}_p \right].
\]

Using (16) and (17), the ML estimate of \( h \) is then given by

\[
\hat{h} = \hat{\tau}(\hat{\nu}) = \left( A(\hat{\tau}, \hat{\nu})^H A(\hat{\tau}, \hat{\nu}) \right)^{-1} A(\hat{\tau}, \hat{\nu})^H \tilde{x}_p.
\]

In practical systems based on OTFS modulation, \((M, N)\) are large due to which we have fine delay and Doppler domain resolution (i.e., small \((1/(M N \Delta f))\) and \((1/(N T))\) respectively. With large \((M, N)\), the matrix \( A(\tau, \nu)^H A(\tau, \nu) \) is diagonally dominant (i.e., \( A(\tau, \nu)^H A(\tau, \nu) \) is almost a scaled identity matrix). In Appendix A we have mathematically shown that as \( N \to \infty \) (i.e., with Doppler domain resolution \((1/(N T)) \to 0\)), any two columns of \( A(\tau, \nu) \) corresponding to two channel paths having different Doppler shifts are asymptotically \((N \to \infty)\) orthogonal to each other. From the analysis in Appendix A, it also follows that the two columns are almost orthogonal if \( \frac{1}{N T} \ll |\nu_1 - \nu_2| \) where \( \nu_1 \) and \( \nu_2 \) are the Doppler shifts of the two paths (i.e., the Doppler domain resolution is fine enough to resolve the two paths into different DDREs.
along the Doppler domain). Therefore, a good approximation to the exact ML estimator in (17) is given by

$\hat{h} = \frac{A(\hat{\tau}, \hat{\nu})^H \hat{x}_p}{MNE_p}$

(20)

Here we have also used the fact that for any $A(\tau, \nu)$, the diagonal terms of $A(\tau, \nu)^H A(\tau, \nu)$ are equal to $MNE_p$, as explained in the following. From (14) it follows that, the received DD domain signal vector along the $i$-th channel path is $h_i a(\tau_i, \nu_i)$ and therefore the total received energy along this path is $|h_i|^2 a(\tau_i, \nu_i)$ where $A(\tau, \nu)$ is the $(i, p)$-th diagonal element of the matrix $A(\tau, \nu)^H A(\tau, \nu)$. Since the signal processing operations at the receiver (i.e., Wigner transform and SFFT) are inverse of the operations at the transmitter (i.e., ISFFT and Heisenberg transform), the total received energy along the $i$-th path is $|h_i|^2$ times the total transmitted pilot energy in the DD domain i.e., $MNE_p$ (see (12)). Hence, it follows that the diagonal entries of $A(\tau, \nu)^H A(\tau, \nu)$ are equal to $MNE_p$. In (19) we observe that the objective function depends on the parameters $(\tau_i, \nu_i)$ of the $i$-th channel path, only through the $i$-th term $|a(\tau_i, \nu_i)|^2$ in the summation in the R.H.S. of (19). Therefore, we propose to estimate the delay and Doppler shift of each path separately which significantly reduces the estimation complexity when compared to the joint estimation of the delay and Doppler shifts of all paths in (17).

This separability of the joint estimation of multi-path delay and Doppler shifts is primarily due to the fine delay and Doppler domain resolution in OTFS based systems, due to which the pilot signal received along different channel paths are resolvable into different DDREs. We illustrate this through a simple example of a two-path channel. We consider two scenarios, i) coarse delay-Doppler resolution where due to small $M$ and $N$ the received pilot signal along the two paths are not resolvable into different DDREs (i.e., $|\tau_1 - \tau_2| < 1/(M \Delta f)$ and $|\nu_1 - \nu_2| < 1/(N T)$), and ii) fine delay-Doppler resolution where due to large $M$ or $N$ the received pilot signal along the two paths are resolvable into different DDREs. For this example, we plot the magnitude of the received DD domain pilot signal (i.e., $|\hat{x}_p[l', k']|$) for the coarse and fine delay-Doppler resolution scenarios in Fig. 1 and Fig. 2 respectively (the value of $\Delta f = 1/T$ and the values of the path gain, delay and Doppler shifts for both the paths, is the same for both these scenarios). From these figures it is observed that for the coarse delay-Doppler resolution scenario ($M = N = 16$) the received DD domain pilot signal along the two channel paths are not resolvable whereas with large $M = N = 64$ (i.e., fine delay-Doppler resolution scenario) we observe two clearly separate and distinct peaks for the pilot signal received along the two channel paths.

With the separability of the joint estimation of multi-path delay and Doppler shifts, the proposed estimator of the channel path gain, path delay and Doppler shift of the $i$-th path is given by

$\hat{h}_i = \frac{A(\hat{\tau}_i, \hat{\nu}_i)^H \hat{x}_p}{MNE_p}$

(21)

Note that $a(\tau_i, \nu_i) \in \mathbb{C}^{MN \times 1}$ and its $(k'M + l')$-th element is equal to $b_{q,i,l',k'}$ in (11) (with $q = k_p M + l_p + 1$). We note that the proposed estimator in (21) has much lower complexity than the ML estimator in (17), since firstly the ML estimator in (17) needs to perform the inverse of $(A(\tau, \nu)^H A(\tau, \nu))$ and secondly that it is a $2L$-dimensional joint estimation of $2L$ parameters (i.e., $L$ path delays and $L$ Doppler shifts).

Although the proposed estimator in (21) has lower complexity than the ML estimator in (17), it still needs to search over continuous valued path delay ($\tau$) and Doppler shift ($\nu$). We therefore propose to perform the maximization in (21) over a refined version of the original DDG $\Lambda$ (defined in (1)). We refine the DD domain centre point corresponding to the $(l, k)$-th DDRE (i.e. $(\frac{l \Delta f}{M}, \frac{k \Delta f}{N})$) in the original DDG $\Lambda$ into $(2[m_r/2] + 1)(2[n_r/2] + 1)$ new DD domain points (refined points). The set of these new refined points in the $(l, k)$-th DDRE is given by (22) (see top of next page). For this refinement, we further sub-divide each DDRE into
\[
\Lambda^{(l,k)} = \left\{ \left( \frac{IT}{M} + \frac{\gamma T}{m} - \frac{k \Delta f}{N} + \frac{\chi \Delta f}{n_{\nu} N} \right) \mid \gamma = -\left\lfloor \frac{m_{\tau}}{2} \right\rfloor, \ldots, 0, \ldots, \left\lfloor \frac{m_{\tau}}{2} \right\rfloor, \chi = -\left\lfloor \frac{n_{\nu}}{2} \right\rfloor, \ldots, 0, \ldots, \left\lfloor \frac{n_{\nu}}{2} \right\rfloor \right\}
\]  

(2 \lfloor m_{\tau}/2 \rfloor + 1) equal sub-divisions along the delay domain and
(2 \lfloor n_{\nu}/2 \rfloor + 1) equal sub-divisions along the Doppler domain.

In the proposed estimator, we estimate the delay, Doppler shift and complex channel gain of one path at a time, starting with the channel path along which highest energy is received in the DD domain. After estimating the path delay, Doppler shift and complex channel gain of this highest received energy path, we subtract its contribution from the received DD signal. We then repeat this process with the channel path along which the next highest energy is received. We therefore propose an iterative algorithm, where in each iteration, a path delay, Doppler shift, and channel gain is estimated and the contribution of the estimated path is cancelled from the received vector \( \hat{x}_p \) to get the residual vector.

Let \( \hat{x}_p^{(t)} \), denote the residual received DD domain vector at the start of the \( t \)-th iteration. Using (21), the objective function for the \( t \)-th iteration is denoted by
\[
\Phi^{(t)}(\tau, \nu) = \left| a(\tau, \nu)^H \hat{x}_p^{(t)} \right|^2.
\]  

A listing of the proposed algorithm (M-MLE) is provided in Algorithm 1. In the \( t \)-th iteration, we firstly compute the energy received in each DDRE. The received energy at the \( (l,k) \)-th DDRE is the squared absolute value of the DD domain symbol received in this DDRE i.e. \( |\hat{x}_p^{(l)}| [kM + l + 1]^2 \) (see step 4 in Algorithm 1). Next, we find the DDRE having the highest received energy in the \( t \)-th iteration. Let the Doppler and delay domain index of this DDRE be denoted by \( k^{(t)} \) and \( l^{(t)} \) respectively (see steps 5 to 7 in Algorithm 1). Next, we maximize the objective function \( \Phi^{(t)}(\tau, \nu) \) (defined in (23)) for \( (\tau, \nu) \) restricted to the refined DDG in the \((l^{(t)} - l_p, k^{(t)} - k_p)\)-th DDRE, i.e. \( (\tau, \nu) \in \Lambda^{(l^{(t)} - l_p, k^{(t)} - k_p)} \) (see (22)). This maximization is given by step 8 in Algorithm 1. Let \( \hat{\tau} \) and \( \hat{\nu} \) denote the estimated path delay and Doppler shift of the path detected in the \( t \)-th iteration (see steps 8, 9 and 10 in Algorithm 1). Using (21), the estimated complex channel gain for this detected path is then given by \( \hat{h} = a(\hat{\tau}, \hat{\nu})^H \hat{x}_p^{(t)} / (MNE_p) \) (see step 11 in Algorithm 1). From (14), we know that the contribution of the \( t \)-th channel path to the received DD domain vector \( \hat{x}_p \) is \( h_t a(\tau_t, \nu_t) \). Therefore, in the proposed algorithm, before moving to the next iteration, we cancel the contribution of the path detected in this iteration, i.e., we subtract the contribution \( \hat{h} a(\hat{\tau}, \hat{\nu})^H \hat{x}_p^{(t)} \) of the estimated channel path from \( \hat{x}_p^{(t)} \) resulting in the residual received DD domain vector \( \hat{x}_p^{(t+1)} \) (see step 13 in Algorithm 1). Next we compute the total energy of this residual received signal and normalize it by the average received pilot signal power (see step 14). The algorithm terminates if either, i) the maximum number of allowed iterations in Algorithm 1 (i.e. \( T_{max} \)) is reached or, ii) the difference between the normalized energy of the residual received vector in the current iteration and that of the previous iteration is less than a pre-determined threshold \( \epsilon \) (subsequently referred to as the convergence tolerance parameter).

**Algorithm 1** Proposed Modified ML Algorithm (M-MLE)

1. **Input**: Received DD domain vector \( \hat{x}_p \), Refinements \( m_{\tau}, n_{\nu} \), Pilot location \( (k_p, l_p) \)
2. **Initialization**: Convergence tolerance \( \epsilon \), Counter \( t = 1 \), Maximum iteration \( T_{max} \), Residual received vector \( \hat{x}_p^{(t)} = \hat{x}_p \), Normalized energy of residual vector \( e^{(t)} = \frac{\hat{h} a(\hat{\tau}, \hat{\nu})^H \hat{x}_p^{(t)}}{\text{Avg. Rs. Pilot Signal Power}} \) Vector of estimated parameters \( \hat{\tau}, \hat{\nu} \).
3. **repeat**
4. \( \mathcal{E}^{(t)} = \hat{x}_p \odot \hat{x}_p^{(t)} \)
5. \( q^{(t)} = \arg \max_{q} \mathcal{E}^{(t)}(q) \)
6. \( k^{(t)} = \left\lfloor \frac{q^{(t)} - 1}{1} \right\rfloor \) mod \( M \)
7. \( l^{(t)} = \left\lfloor (q^{(t)} - 1) \right\rfloor \) mod \( M \)
8. \( \mathcal{P}^{(t)} = \max_{(\tau, \nu) \in \Lambda^{(l^{(t)} - l_p, k^{(t)} - k_p)}} \Phi^{(t)}(\tau, \nu) \)
9. \( \hat{\tau} = r^{(t)} \)
10. \( \hat{\nu} = \nu^{(t)} \)
11. \( \hat{h} = a(\hat{\tau}, \hat{\nu})^H \hat{x}_p^{(t)} / (MNE_p) \)
12. \( \hat{x}_p = h \cdot \hat{x}_p \)
13. \( \hat{x}_p^{(t+1)} = \hat{x}_p - \hat{h} a(\hat{\tau}, \hat{\nu})^H \hat{x}_p^{(t)} \)
14. \( e^{(t+1)} = \frac{\hat{h} a(\hat{\tau}, \hat{\nu})^H \hat{x}_p^{(t+1)}}{\text{Avg. Rs. Pilot Signal Power}} \)
15. \( t = t + 1 \)
16. **until** \( t = T_{max} \) or \( |e^{t} - e^{t-1}| \leq \epsilon \)
17. **Output**: Estimated Parameters \( \hat{\tau}, \hat{\nu} \).

The maximum number of iterations \( T_{max} \) is chosen to be larger than the maximum possible number of significant paths generally observed in the channel of interest. At the same time \( T_{max} \) should not be too large due to complexity constraints. The quality of the proposed channel estimate depends on the convergence tolerance parameter \( \epsilon \). If \( \epsilon \) is large, then the proposed algorithm would run for fewer number of iterations due to which all paths may not be detected, resulting in inaccurate estimation of the effective DD domain channel matrix \( \mathbf{G} \) and therefore a high NMSE (Normalized Mean Square Error) value. The NMSE is given by
\[
\text{NMSE} = \mathbb{E} \left[ \left\| \mathbf{G} - \hat{\mathbf{G}} \right\|_F^2 \left\| \mathbf{G} \right\|_F^2 \right]
\]  

where \( \hat{\mathbf{G}} \) is the reconstructed channel matrix whose \( q \)-th column is \( \mathbf{B}_q \left( \hat{\tau}, \hat{\nu} \right) \) \( \hat{\mathbf{h}} \) and \( \left\| \mathbf{G} \right\|_F \) denotes the Frobenius norm of \( \mathbf{G} \).

On the other hand a large value of \( \epsilon \) may result in detection of false paths. Although at high SNR, these false paths are...
weaker than the detected true paths, they result in small degradation in the value of NMSE. In Fig. 3 we have plotted NMSE vs $1/\epsilon$ for the proposed M-MLE algorithm. We have considered a channel model for the aircraft arrival scenario based on the model in [25]. The details of this channel model is described in the third paragraph of Section IV. In Fig. 3, we consider five channel paths. The OTFS modulation parameters are $M = 64$, $N = 32$ and $T_{\text{max}} = 50$. In Fig. 3, we observe that indeed as discussed above, the NMSE reduces when $\epsilon$ is reduced from 1 to $10^{-4}$, after which further reduction in $\epsilon$ results in slight increase in the NMSE. For a given pilot SNR (i.e., ratio of the received power of the time-domain pilot signal to the AWGN power at the receiver), we therefore choose $\epsilon$ in such a way that we achieve the minimum NMSE.

From the listing of the proposed M-MLE algorithm, we observe that its total complexity is determined by step 8 where we maximize the objective function $\Phi(\tau, \nu)$ on a refined grid. From (23) we know that computing the objective function at a grid point $(\tau, \nu) \in \Lambda^{(\tau-1, \nu-1)}$ involves the computation of an inner product between the received DD domain vector $\mathbf{x}_{\nu}^{\text{T}}$ and $\mathbf{a}(\tau, \nu)$ which has complexity $O(MN)$. However, the delay and Doppler spread for each path is less than the maximum delay spread $\tau_{\text{max}}$ and Doppler spread $\nu_{\text{max}}$ respectively. Due to this, most of the received energy of the transmitted DD domain pilot symbol is localized in a small contiguous rectangular region of the DD domain, consisting of roughly $M_r = \lceil M \Delta f \tau_{\text{max}} \rceil + 1$ DDREs along the delay domain and $N_r = 2\lceil \nu_{\text{max}} NT \rceil + 1$ DDREs along the Doppler domain. The order of complexity of step 8 and therefore that of each iteration of the proposed M-MLE algorithm is $O(m_r n_r M_r N_r)$. The complexity of the other steps is also reduced due to the localization of the received energy of the DD domain pilot. Since there are roughly $O(P)$ number of iterations, the total complexity of the proposed M-MLE algorithm is $O(P m_r n_r M_r N_r)$. Note that the proposed M-MLE algorithm does not require any matrix inversion and since its complexity scales only linearly with $M_r$ and $N_r$, this proposed method is applicable to channels where delay and Doppler spread is high.

In the next section, we propose another estimation method (referred to as the Two-Step estimator (TSE)) which has lower complexity than the M-MLE method. In the proposed TSE method, for each channel path, we estimate its path delay in the first step, followed by the estimation of the Doppler shift and the channel path gain in the second step. This two step approach has lower complexity than the proposed M-MLE method as it does not involve the joint estimation of channel path delay and Doppler shift (see the two-dimensional optimization in step 8 of the proposed M-MLE algorithm).

### B. Proposed Two-Step Estimator (TSE)

In this proposed TSE method, the transmitted DD domain pilot signal is the same as the received DD domain vector (see (12)) and therefore the received DD domain signal $\hat{x}_p[l, \cdot]$ is given by (13). We arrange $\hat{x}_p[l', k']$, $l' = 0, 1, \cdots, M - 1$, $k' = 0, 1, \cdots, N - 1$ into a matrix $\mathbf{X}_p \in \mathbb{C}^{M \times N}$, such that the element of this matrix is its $(l'+1)$-th row and $(k'+1)$-th column is $\hat{x}_p[l', k']$. In TSE, we firstly find the DDRE where the highest energy is received. This DDRE location is given by

$$
(l'', k'') = \arg \max_{(l, k)} \| \hat{x}_p[l, k] \|^2. \tag{25}
$$

It is observed that the spreading of energy from the $(l'', k'')$-th DDRE to the other $(M N - 1)$ DDREs is mostly localized to the DDREs $(l, k')$ $(l = 0, 1, \cdots, M - 1)$ (i.e. entries in $(k'' + 1)$-th column of matrix $\mathbf{X}_p$) and the DDREs $(l', k)$ $(k = 0, 1, \cdots, N - 1)$ (i.e. entries in the $(l'' + 1)$-th row of the matrix $\mathbf{X}_p$). This is evident from the expression of the received DD domain symbol in the $(l', k')$-th DDRE (i.e. $\hat{x}_p[l', k']$) in (13) where the noise-free term in the R.H.S. is the received pilot symbol multiplied with the effective channel gain $\hat{h}[l', k', l, k]$. The energy of the received DD domain symbol in the $(l', k')$-th DDRE is therefore proportional to $|\hat{h}[l', k', l, k]|^2$ whose expression from (8) depends on the product of the delay domain term $\left( \frac{1}{M} \sum_{m=0}^{M-1} e^{j 2 \pi n f (l'-l_m-\Delta f)} f_{\tau, \nu, \kappa, k, p, l'}(m) \right)^2$ and the Doppler domain term $\left( \frac{1}{N} \sum_{n=0}^{N-1} e^{-j 2 \pi n k' (\nu' - \nu N)} \right)^2$ for the $i$-th channel path. Let $\tau'$ and $\nu'$ denote the delay and Doppler shift of the strongest channel path. Then, as the highest energy is received in the $(l'', k'')$-th DDRE, it is expected that with high probability $(l'' - l_m - M \tau' \Delta f) \in [-0.5, 0.5]$ and $(k'' - k_0 - \nu' N) \in [-0.5, 0.5]$. For any $(l, k')$-th DDRE $(l = 0, 1, \cdots, M - 1)$, the energy of the DD domain signal received in this DDRE (i.e., $|\hat{x}_p[l, k']|^2$, see (13)), depends on $|\hat{h}[l, k', l, k]|^2$ which in turn depends on the Doppler domain term $\left( \frac{1}{N} \sum_{n=0}^{N-1} e^{-j 2 \pi n (\nu' - \nu N)} \right)^2$ (as the expression of $\hat{h}[l, k', l, k]$ would contain contribution from the strongest channel path having delay and Doppler shift $\tau'$ and $\nu'$ respectively, see (8)). From the discussion in the
Fig. 4: Received DD domain pilot signal for a single channel path having delay \( \tau' \) and Doppler shift \( \nu'/M \) \( (M = 64, N = 32) \).

previous paragraph, we know that with high probability
\( (k'' - k_p - \nu'NT) \in [−0.5, 0.5] \) and therefore the Doppler domain term

\[
\sum_{p=0}^{N-1} e^{-j2\pi n \left( \frac{k'' - k_p - \nu'NT}{N} \right)}
\]

will have significant value due to which \( |x_p[l, k'']|^2 \) will have significant value for all \( l = 0, 1, \ldots, M - 1 \). Similarly, for any \( (k = 0, 1, \ldots, N - 1) \), the energy received in the \( (l'', k'') \)-th DDREs will also be significant. This is illustrated in Fig. 4 for a single channel path (having delay \( \tau' \) and Doppler shift \( \nu'/M \)), where significant pilot energy is received in the DDREs along the two light coloured lines and the maximum energy is received at the intersection of these two lines at the \( (l'', k'') \)-th DDRE \( (l'' ≈ l_p + \tau'M\Delta f = 33, k'' ≈ [k_p + \nu'NT] = 18) \).

In (8) we also note that for each channel path, the path delay affects the effective DD domain channel gain primarily through the corresponding delay domain term and the path Doppler shift affects the effective DD domain channel gain primarily through the Doppler domain term. As discussed above, due to the strongest channel path with delay and Doppler shift \( \tau' \) and \( \nu'/M \) respectively, the Doppler domain term

\[
\frac{1}{N} \sum_{n=0}^{N-1} e^{-j2\pi n \left( \frac{k'' - k_p - \nu'NT}{N} \right)}
\]

appears in the expression of the channel gain of all the \( (l'', k'') \)-th DDREs, \( l'' = 0, 1, \ldots, M - 1 \). Similarly, the delay domain term

\[
\frac{1}{M} \sum_{m=0}^{M-1} e^{j2\pi \frac{m(l'' - l_p - M\tau'M\Delta f)}{M}} f_{\tau', \nu', k_p, l''}(m)
\]

appears in the expression of the channel gain of all the \( (l'', k'') \)-th DDREs, \( k = 0, 1, \ldots, N - 1 \). As the delay domain term

\[
\frac{1}{M} \sum_{m=0}^{M-1} e^{j2\pi \frac{m(l'' - l_p - M\tau'M\Delta f)}{M}} f_{\tau', \nu', k_p, l''}(m)
\]

due to the strongest channel path is the same for the received DD domain signal in all the \( (l'', k'') \)-th DDREs \( (k = 0, 1, \ldots, k'' M, \ldots, N - 1) \) and the \( (l'', k'') \)-th DDRE (where the maximum energy has been received) is also in this list of DDREs, we can estimate the Doppler shift of the strongest channel path from the DD domain symbols received in all these \( (l'', k'') \)-th DDREs \( (k = 0, 1, \ldots, N - 1) \), i.e., from the entries in the \( (l'' + 1) \)-th row of the matrix \( \tilde{X}_p \). Similarly, the delay of the strongest channel path can be estimated from the DD domain symbols received in the \( (l, k'') \)-th DDREs \( (l = 0, 1, \ldots, M - 1) \), i.e., from the entries in the \( (k'' + 1) \)-th column of the matrix \( \tilde{X}_p \).

1) Delay Estimation: Let \( \tilde{d}_{k''} \) denote the \( (k'' + 1) \)-th column of \( \tilde{X}_p \) where \( k'' \) is given by (25) (see also paragraph above (25)). Then from (14) we have

\[
\tilde{d}_{k''} = \sum_{i=1}^{L} h_i a_{k'', \nu'}(\tau_i, \nu) + \tilde{n}_{k''}
\]

where \( a_{k'', \nu'}(\tau_i, \nu) \in \mathbb{C}^{M \times 1} \) and its \( (l + 1) \)-th element \( l = 0, 1, \ldots, M - 1 \) is the \( (k'' + l + 1) \)-th element of \( a(\tau_i, \nu) \). Similarly, \( \tilde{n}_{k''} \in \mathbb{C}^{M \times 1} \) and its \( (l + 1) \)-th element \( l = 0, 1, \ldots, M - 1 \) is the \( (k'' + l + 1) \)-th element of \( \tilde{n} \). Due to the fine delay-Doppler domain resolution of OTFS modulation, in the R.H.S. of (26) we separate the term corresponding to the strongest channel path, i.e.

\[
\tilde{d}_{k''} \approx h' a_{k'', \nu'}(\tau', \nu') + \tilde{n}_{k''}
\]

where \( \tau' \) and \( \nu' \) are the delay and Doppler shift of the strongest channel path. As the Doppler domain term

\[
\frac{1}{M} \sum_{m=0}^{M-1} e^{j2\pi \frac{m(l'' - l_p - M\tau'M\Delta f)}{M}} f_{\tau', \nu', k_p, l''}(m)
\]

appears in the expression of the channel gain of all the \( (l'', k'') \)-th DDREs, \( l'' = 0, 1, \ldots, M - 1 \). Similarly, the delay domain term

\[
\frac{1}{N} \sum_{n=0}^{N-1} e^{-j2\pi n \left( \frac{k'' - k_p - \nu'NT}{N} \right)}
\]

appears in the expression of the channel gain of all the \( (l'', k'') \)-th DDREs, \( k = 0, 1, \ldots, N - 1 \).

Note that \( \tilde{n}_{k''} \) consists of the DD domain AWGN samples and the received DD domain symbols along the other weaker paths. Since \( h' \) and \( \tilde{n}_{k''} \) do not depend on the delay \( \tau' \), we propose the following estimate of the delay of the strongest channel path, i.e.

\[
\hat{\tau} = \arg \max_{\tau} \left| a_{k''}(\tau, (\frac{k'' - k_p}{N})\Delta f) \right|^2 \tilde{d}_{k''}
\]

which is motivated by considering \( \tilde{n}_{k''} \) to consists of contributions from several weak paths and can therefore be considered to have a statistical distribution like the zero mean complex Gaussian distribution. For practical implementation, we consider the maximization in (29) over finite/discrete values of \( \tau \) in the vicinity of the most likely delay of the strongest channel path i.e., \( (l'' - l_p)/T/M \). That is, the estimate of the delay of the strongest channel path is then given by

\[
\hat{\tau} = \arg \max_{\tau \in \mathbb{A}_{\tau''}} \left| a_{k''}(\tau, (\frac{k'' - k_p}{N})\Delta f) \right|^2 \tilde{d}_{k''}
\]
where, for any \( l \in (0,1, \cdots , M-1) \), the set of discrete delay values \( \Lambda^{(l)}_\nu \) is given by
\[
\Lambda^{(l)}_\nu = \left\{ \frac{lf}{M} + \frac{c}{m} \right\} \quad \text{where} \quad c = \left\lfloor \frac{m}{2} \right\rfloor, \cdots , 0, \cdots \left\lfloor \frac{m}{2} \right\rfloor \right\}. \tag{31}
\]

2) Doppler shift and Channel gain Estimation: After the estimation of the delay of the strongest channel path we estimate the Doppler shift of this strongest channel path from the \((l''+1)\)-th row of the received \( M \times N \) pilot matrix \( \mathbf{X}_p \). Let \( \hat{c}_\nu \in \mathbb{C}^{N \times 1} \) denote the \((l''+1)\)-th column of \( \mathbf{X}_p^\tau \) where \( l'' \) (given by (25)) is the delay domain index of the DDRE where the highest energy is received. Then from (14) we have
\[
\hat{c}_\nu = \sum_{i=1}^{L} h_i \mathbf{b}_\nu (\tau_i, \nu_i) + \hat{\mathbf{n}}_\nu \tag{32}
\]
where \( \mathbf{b}_\nu (\tau_i, \nu_i) \in \mathbb{C}^{N \times 1} \) and its \((k+1)\)-th element \((k = 0,1, \cdots , N-1)\) is the \((kM + l'')\)-th element of \( a(\tau_i, \nu_i) \). Similarly, \( \hat{\mathbf{n}}_\nu \in \mathbb{C}^{N \times 1} \) and its \((k+1)\)-th element \((k = 0,1, \cdots , N-1)\) is the \((kM + l''+1)\)-th element of \( \hat{\mathbf{n}} \). Just as for delay estimation in the previous subsection, for Doppler estimation also, in (32) we separate the term corresponding to the strongest channel path, i.e.
\[
\hat{\mathbf{c}}_\nu = h' \mathbf{b}_\nu (\tau', \nu') + \hat{\mathbf{n}}_\nu \tag{33}
\]
where \( \tau' \) and \( \nu' \) are the delay and Doppler shift of the strongest channel path. With accurate estimation of the delay of the strongest channel path using (30), we can further approximate \( \hat{\mathbf{c}}_\nu \) in (33) by replacing \( \tau' \) in the R.H.S. of (33) by the proposed delay estimate \( \hat{\tau} \), i.e.
\[
\hat{\mathbf{c}}_\nu \approx h' \mathbf{b}_\nu (\hat{\tau}, \nu) + \hat{\mathbf{n}}_\nu. \tag{34}
\]
Since \( h' \) and \( \hat{\mathbf{n}}_\nu \) do not depend on the Doppler shift \( \nu' \), we propose the following estimate of the Doppler shift of the strongest channel path, i.e.
\[
\tilde{\nu} = \arg \max_{\nu} \left| \mathbf{b}_\nu (\hat{\tau}, \nu) \mathbf{H} \hat{c}_\nu \right|^2. \tag{35}
\]
For practical implementation of (35), consider the optimization in (35) over discrete Doppler shift values in the vicinity of the most likely Doppler shift of the strongest channel path i.e. \((k'' - k_p) f / N\). The proposed estimate of the Doppler shift of the strongest path is then given by
\[
\hat{\nu} = \arg \max_{\nu \in \Lambda^{(k''-k_p)}_\nu} \left| \mathbf{b}_\nu (\hat{\tau}, \nu) \mathbf{H} \hat{c}_\nu \right|^2 \tag{36}
\]
where, for any \( k \in (0,1, \cdots , N-1) \), the set of discrete Doppler shift values \( \Lambda^{(k)}_\nu \) is given by
\[
\Lambda^{(k)}_\nu \triangleq \left\{ \frac{k f / N + \chi f / n, N}{n} \right\} \quad \text{where} \quad \chi = -\frac{n \nu}{2} , \cdots , 0, \cdots \frac{n \nu}{2} \right\}. \tag{37}
\]
After estimating the delay and Doppler shift of the strongest channel path, its complex channel gain is estimated using (21), i.e., the estimate of the complex channel gain of the strongest channel path is given by
\[
\tilde{h}_r = a(\hat{\tau}, \tilde{\nu})^H \hat{x}_p / (M N p) \tag{38}
\]
where the vector of received DD domain pilots (i.e. \( \hat{x}_p \)) is given by (14).

As we have seen above, in the proposed TSE method, the estimation of the delay and Doppler shift of the strongest channel path is done separately as two different single dimensional optimization (see (30) and (36)). Due to the single dimensional optimization, the overall complexity of TSE is lower than that of M-MLE where two dimensional optimization is performed to jointly estimate the delay and Doppler shift of the strongest channel path (see step 8 in Algorithm 1). We will discuss the overall complexity comparison between M-MLE and TSE later in this section.

Just as in M-MLE, for TSE also we propose iterative estimation of the channel gain, delay and Doppler shifts of the channel paths. In each iteration, we estimate the delay, Doppler shifts and the complex channel gain of the strongest channel path and then using these estimates we subtract the reconstructed DD domain signal received along the strongest channel path from the received DD domain signal.

The listing of the proposed TSE method is provided in Algorithm 2. In steps 4 to 7 we find the delay and Doppler index where the maximum energy is received in the DD domain. In the \( t \)-th iteration, these delay and Doppler domain indices are denoted by \( l(t) \) and \( k(t) \) respectively. In step 9, using (30) we estimate the delay of the strongest channel path. In the \( t \)-th iteration this estimate is denoted by \( \hat{\tau}(t) \). In step 10, this estimated channel path delay is stored in the vector of estimated path delays \( \hat{\tau} \). In step 12, using (36) and the estimated path delay \( \hat{\tau}(t) \), we estimate the Doppler shift of the strongest channel path. Next, in step 13, this estimated Doppler shift is stored in the vector of the estimated Doppler shifts \( \hat{\nu} \). In step 14, the complex channel gain path of the strongest channel path is estimated using (38). In the \( t \)-th iteration this complex channel gain path is denoted by \( \tilde{h}(t) \). In step 16, we reconstruct the DD domain vector received from the strongest channel path (i.e. \( \tilde{h}(t) \hat{a}(\hat{\tau}(t), \tilde{\nu}(t)) \)) and subtract this vector from the residual received vector of the previous iteration (i.e. \( \check{x}_p(t) \)). After this subtraction we get the new residual received vector \( \check{x}_p^{(t+1)} \). The algorithm terminates if the maximum number of allowed iterations (i.e. \( T_{max} \)) is reached or the difference between the normalized energy of the residual received vector in the current iteration and that in the previous iteration is less than a predetermined threshold \( \epsilon \).

The complexity of the proposed TSE method is \( O(T M_p N_p) + O(P M_p N_p) + O(P M_r N_r) \) as discussed in the following. The complexity of step 4 and step 5 of each iteration is \( O(M_r N_r) \) since most of the energy of the pilot signal is received only over an interval of \( M_r \) DDREs along the delay domain and \( N_r \) DDREs along the Doppler domain.

We show that the complexity of delay estimation in step 9 of each iteration is \( O(m_r M_r) \). This is because, firstly there are \((2\lfloor m_r/2 \rfloor + 1)\) different delay values in the set \( \Lambda^{(k''-k_p)}_\nu \) for
Algorithm 2 Proposed Two-Step Algorithm (TSE)

1: **Input:** Matrix of received DD domain symbols $\tilde{X}_p$, refinements ($m_\tau, n_\nu$) and pilot location ($k_p, l_p$)
2: **Initialization:** Convergence tolerance $\epsilon$, Counter $t = 1$, Maximum iteration $T_{max}$, Residual received signal $\tilde{X}_p^{(t)} = X_p$, Residual received vector $\tilde{x}_p^{(t)} = vec(\tilde{X}_p^{(t)})$, Normalized energy of residual received signal $\tilde{e}^{(t)} = \bar{\tilde{X}}_p^{(t)}H\tilde{X}_p^{(t)}$. Vector of estimated parameters $\hat{h} = [\cdot], \hat{\tau} = [\cdot], \hat{\nu} = [\cdot]$
3: repeat
4: $E^{(t)} = (\tilde{x}_p^{(t)} \odot \tilde{x}_p^{(t)})$
5: $q^{(t)} = \arg \max_q E^{(t)}(q)$
6: $k^{(t)} = \left\lceil \frac{q^{(t)} + 1}{2} \right\rceil$
7: $l^{(t)} = (q^{(t)} - 1) \mod M$
8: $\hat{d}^{(t)} = \tilde{X}_p^{(t)}(:, k^{(t)} + 1)$
9: $\hat{e}^{(t)} = \arg \max_{\tau \in \Lambda_{\nu}^{(t)}/\nu} \left| \hat{a}^{(t)}(\tau, (k^{(t)} - k_p)/NT)H\hat{d}^{(t)} \right|^2$
10: $\hat{\tau} = \hat{\tau}^{(t)}$
11: $\hat{\nu} = \hat{\nu}^{(t)}$
12: $\tilde{X}_p^{(t+1)} = \tilde{X}_p^{(t)} - \hat{h} \hat{a}^{(t)}(\hat{\tau}, \hat{\nu})$
13: $\tilde{X}_p^{(t+1)} = inv\text{vec}(\hat{\nu})$\left(\tilde{X}_p^{(t+1)}\right)$
14: $\epsilon^{(t+1)} = \epsilon^{(t)}$
15: $t = t + 1$
until $t = T_{max}$ or $|\epsilon^{(t)} - \epsilon^{(t-1)}| \leq \epsilon$
21: **Output:** Estimated Parameters $\hat{h}, \hat{\tau}, \hat{\nu}$.

while the inner product $\hat{a}^{(t+1)}(\tau, (k^{(t)} - k_p)/NT)H\hat{d}^{(t+1)}$ needs to be computed. Further, the complexity of computing the inner product for a given delay value $\tau \in \Lambda_{\nu}^{(t)}$ is $O(M_\tau)$ since the number of elements of the vector $\hat{a}^{(t+1)}(\tau, (k^{(t)} - k_p)/NT)H\hat{d}^{(t+1)}$ having significant energy is $O(M_\tau)$ where $M_\tau = \lceil M\Delta f_{t_{max}} \rceil + 1$. Similarly, the complexity of the Doppler estimation in step 12 is $O(n_\nu N_\nu)$ since the number of delay values in the set $\Lambda_{\nu}^{(t)}$ is $(2n_\nu/2) + 1$ and the number of significant energy elements of the vector $\hat{d}^{(t+1)}(\hat{\tau}, \hat{\nu})$ is $O(N_\nu)$ ($N_\nu = 2[N_{\nu}MAX NT] + 1$). Since there are roughly $O(P)$ number of iterations where $P$ is the number of channel paths, the total complexity of the proposed TSE method is $O(P(n_\nu M_\tau) + O(P(M_\nu N_\nu) + O(P(M_\nu N_\nu)$ The complexity of the TSE method is less than that of the M-MLE method, due to the fact that in the TSE method, delay and Doppler shift of each path is estimated through separate single-dimensional optimization, whereas in the M-MLE method they are jointly estimated.

| Method       | Matrix Inversion | Complexity |
|--------------|------------------|------------|
| Impulse [14] | -                | $O(M_{\nu} N_\nu)$ |
| OMP [18]     | $P \times P$     | $O(P^3) + O(P^2 M N)$ + $O(P M^2 N^2)$ |
| SBL [21]     | $M_\nu N_\nu \times M_\nu N_\nu$ | $O(M_{\nu}^2 N_\nu^2)$ |
| M-MLE        | -                | $O(P(n_\nu M_\nu N_\nu)$ |
| TSE          | -                | $O(P(n_\nu M_\nu N_\nu)$ + $O(P M_\nu N_\nu)$ |

C. Comparison of Channel Estimation Complexity with Impulse/OMP/SBL Methods

In Table-I we list the complexity of the proposed methods (M-MLE and TSE) along with that of the other OTFS channel estimation methods in prior literature. We specifically consider the Impulse method, the OMP method and the SBL method proposed in [14], [18] and [21] respectively. In the Impulse method proposed in [14], the channel estimation pilot signal consists of energy transmitted on a single DDRE in the DD domain (i.e., an impulse in the DD domain). The DD domain channel is then estimated at the receiver from the symbols received on the DDREs around the pilot DDRE (i.e., the DDRE where the pilot signal energy was transmitted). As the received pilot energy is localized around the pilot DDRE in a region of width $M_\nu$ DDREs along the delay domain and $N_\nu$ DDREs along the Doppler domain, the total complexity of this impulse method is $O(M_\nu N_\nu)$. In the OMP method proposed in [14], in each iteration, the product of a $MN \times MN$ matrix with a $MN \times 1$ vector is required which has a per-iteration complexity of $O(M^2 N^2)$ (which is high for large $(M, N)$). In addition, inversion of a $P \times P$ matrix is also required in the OMP method. In the SBL method proposed in [21], the inversion of a $M_\nu N_\nu \times M_\nu N_\nu$ matrix is required which has a complexity of $O(M_{\nu}^2 N_\nu^2)$ (which is high for large $(M, N)$).

From Table-I, we observe that the complexity of the proposed methods (M-MLE and TSE) is significantly smaller than that of the OMP and the SBL methods when $(M, N)$ is large. Also, although the complexity of the Impulse based method is smaller than that of the proposed methods, its NMSE and error-rate performance are significantly inferior to that of the proposed TSE and M-MLE methods (see Section IV).

Regarding the pilot overhead required for channel estimation, it is observed that most of these methods use impulse like pilots in the DD domain for which only a region of $O(M_\nu N_\nu)$ DDREs out of the total $MN$ DDREs needs to be reserved/dedicated in the OTFS frame. The remaining DDREs could be used for transmission of information. Additionally, since the effective DD domain channel varies slowly, frequent DD domain channel estimation is generally not required, i.e., we need not send pilots in each OTFS frame.

IV. Numerical Results

In this section, we present the results of numerical studies carried out by us to assess the quality of the estimate of the effective DD domain channel obtained using our proposed methods (M-MLE and TSE) when compared to other channel...
estimation methods known in prior literature (i.e., Impulse method [14], OMP method [18] and the SBL method [21]). A comparison of the channel estimation complexity of the proposed M-MLE and TSE methods with that of the Impulse, OMP and SBL methods is given in Table-I.

For the proposed methods (M-MLE and TSE) and the Impulse and SBL methods, we consider rectangular transmit and receive pulses. The SBL method considered in this section is the “1D Off-grid SBL” method proposed in [21]. In [21], this method has been proposed for ideal transmit and receive pulses which are not realizable in practice. Therefore, for the comparison here, we have adapted this method for practical rectangular pulses. The OMP method presented in [18] assumes ideal transmit and receive pulses and it is difficult to adapt it for non-ideal pulses. Therefore, the presented OMP simulation results serve as an upper bound on the best possible performance of this OMP method with practical non-ideal pulses.

We consider OTFS modulation with $\Delta f = 30$ KHz and $T = 1/\Delta f = 33.33 \mu s$. For the numerical studies we consider the wireless channel between an aircraft and the ground station during the aircraft’s arrival. The channel model for this aircraft arrival scenario is based on the model in [25]. We consider $P = 5$ paths, where the delay of the first path i.e., direct line-of-sight path (LOS) path is $\tau_1 = 0$ and the delay of all other paths is distributed uniformly in $(0, 7 \mu s)$. A Rice-factor of $K = 15$ dB is considered and therefore the fixed absolute squared value of the channel gain of the LOS path is $|h_1|^2 = K/(K+1)$. The mean squared value of the channel gains of the other paths are modelled using an exponential power delay profile given by equation (7) in [25] with $\tau_{\text{slope}} = 1 \mu s$. The channel gains corresponding to the other paths (i.e., $h_i, i = 2, \ldots, P$) are modelled as i.i.d. Rayleigh faded and their mean squared values are normalized so that the sum of the mean squared values of the channel gains of these other paths is $1/(K+1)$. The Doppler shift of the direct LOS path is taken to be $\nu_1 = \nu_{\text{max}}$ while for the other paths $\nu_i = \nu_{\text{max}} \cos(\theta_i)$ where $\theta_i$ is distributed uniformly in $(0, 2\pi]$. We consider an arrival speed of 100 m/s (i.e., 360 Km/hr) and a carrier frequency of $f_c = 5.1$ GHz which corresponds to $\nu_{\text{max}} = 1700$ Hz.

We firstly compare the normalized mean square error (NMSE) of the effective DD domain channel estimate obtained using the proposed method with that of the NMSE of other estimators known in prior literature. For any estimator, the corresponding NMSE is given by $\mathbb{E}\left[\frac{\|G - \hat{G}\|^2}{\|G\|^2}\right]$ where $G$ denotes the actual effective DD domain channel matrix and $\hat{G}$ denotes the estimated matrix. Also, in the following, pilot signal-to-noise ratio (PSNR) is defined as the ratio of the average power of the transmitted time-domain pilot signal to the AWGN power at the receiver. For example, for the proposed methods, $E_p$ is the total energy of the transmitted time-domain pilot signal of duration $NT$ seconds, and therefore its power is $E_p/(NT)$ (see (12) and the sentence after it). Since the communication bandwidth is $M\Delta f$ Hz and the noise power spectral density is $N_0$, the total noise power at the receiver is $M\Delta f N_0$ and hence the PSNR is the ratio of $E_p/(NT)$ to $M\Delta f N_0$ which is $E_p/(MN N_0)$. Since the channel path gains are normalized (i.e., $\sum_i |h_i|^2 = 1$), the ratio of the average received pilot power to the AWGN power is also $E_p/(MN N_0)$.

For the proposed M-MLE and TSE methods, through Fig. 5 and Fig. 6 we show that it suffices to consider $m_\tau = n_\nu = 6$. For the proposed methods we consider the maximum number of allowed iterations to be $T_{\text{max}} = 15$ for all results presented in this section. In Fig. 5, we plot the NMSE of the proposed methods as a function of increasing $n_\nu$, for a fixed $M = 64, N = 32$, PSNR = 20 dB and $m_\tau = 6$. It is observed that with increasing $n_\nu$, the NMSE decreases due to the improvement in the refinement of the possible Doppler shift values. However, with further increase in $n_\nu$, the amount of decrease in NMSE is insignificant for $n_\nu \geq 4$. Since a large $n_\nu$ also implies higher estimation complexity, we therefore consider $n_\nu = 6$ for the subsequent numerical studies reported in this section for both the proposed methods.

In Fig. 6 we plot the NMSE of the proposed methods as a function of increasing $m_\tau$, for a fixed $M = 64, N = 32$, PSNR = 20 dB and $n_\nu = 6$. It is observed that with increasing $m_\tau$, as expected the NMSE decreases although the amount of decrease is insignificant for $m_\tau \geq 4$. Since a large $m_\tau$ also implies higher complexity, we therefore consider $m_\tau = 6$ for the subsequent numerical studies reported in this section for both the proposed methods.

In Fig. 7 we plot the NMSE of the proposed methods and also that of the other methods known in prior literature, as a function of increasing PSNR for $M = 64, N = 32$. In Fig. 7 it is observed that the proposed methods achieve better NMSE performance than the other methods. Although the NMSE performance of the SBL method is close to that of the proposed method, the SBL method has a significantly higher complexity compared to the proposed methods as it requires the inversion of a large $M_\tau N_\nu \times M_\tau N_\nu$ matrix whereas the proposed

\[^2\]In [18], due to ideal pulses, the effective DD domain channel is a 2-D convolution in the DD domain which reduces the maximum possible number of DD domain channel coefficients from $M^2 N^2$ in case of non-ideal/practical transmit and receive pulses to only $MN$ with ideal pulses. As the method proposed in [18] is based on the 2-D convolutive DD domain channel model, it is difficult to adapt it for non-ideal pulses.
This improvement appears to be due to the improvement in the Doppler domain resolution (i.e., $\Delta f/N$) of the delay domain resolution (i.e., $\Delta \nu/max$) and the Doppler domain resolution (i.e., $\Delta f/N$) respectively. However, in our numerical studies we consider non-integer delay and Doppler shifts, and this is why in Fig. 7 the performance of the OMP method is inferior to that of the proposed methods. One reason is that the channel estimation accuracy of the OMP based method relies on the sparsity of the effective DD domain channel matrix for a channel scenario with integer delay and Doppler shifts (i.e., where the multi-path delay and Doppler shifts are integer multiples of the delay domain resolution (i.e., $T/M$) and the Doppler domain resolution (i.e., $\Delta f/N$)). However, in the presence of non-integer delay and Doppler shifts, the effective DD domain channel is not as sparse as that in an ideal scenario with integer delay and Doppler shifts, and this is why in Fig. 7 the performance of the OMP method is poor as it is based only on the estimation of the channel gains of the effective DD domain channel matrix. In [18], the OMP method is shown to achieve accurate estimation of the effective DD domain channel matrix for a channel scenario with integer delay and Doppler shifts (i.e., where the multi-path delay and Doppler shifts are integer multiples of the delay domain resolution (i.e., $T/M$) and the Doppler domain resolution (i.e., $\Delta f/N$)).

In Fig. 8, just as in Fig. 7 we again compare the NMSE performance of all methods versus PSNR, but for a higher $M = 128$. We observe that at high PSNR, when compared with Fig. 7, the NMSE performance of all methods improve. This improvement appears to be due to the improvement in the delay domain resolution $T/M$ when $M$ is doubled from $M = 64$ in Fig. 7 to $M = 128$ in Fig. 8. For a fixed PSNR of 20 dB, the reduction in the NMSE (when compared to Fig. 7) is roughly 2 dB for both the proposed methods whereas it is only about 1.0 dB for both the SBL and the OMP methods.

In Fig. 9 we plot the NMSE performance as a function of increasing $N$ for a fixed $M = 64$ and a fixed PSNR = 20 dB. For all methods, it is observed that the NMSE reduces with increasing $N$. This reduction is primarily due to the improvement in the Doppler domain resolution $\Delta f/N$ with increasing $N$. It is also observed that, although for small $N \leq 16$ (i.e., insufficient Doppler domain resolution) the NMSE of the proposed methods (M-ML and TSE) is inferior to that of the SBL method, for sufficiently large $N$ ($N \geq 32$), the NMSE of the proposed methods is better than that of SBL and the other considered methods. It is known that the robustness of OTFS modulation to channel path delay and Doppler shifts is primarily due to the joint demodulation of all DD domain information symbols which is practically feasible only when the effective DD domain channel is sparse and for which the delay and Doppler domain resolution should be sufficiently large [4], [6]. Hence, $(M, N)$ would anyways be large in OTFS based systems and for such practical scenarios the estimation accuracy (i.e., NMSE) of the proposed methods is observed to be better than that of the other estimation methods (see Fig. 7, Fig. 8 and Fig. 9).

In Fig. 10 we plot the uncoded 4-QAM symbol error rate (SER) performance of the considered methods as a function of increasing signal-to-noise ratio (SNR), when a DD domain message passing (MP) detector (see [7]) is used at the receiver. MP detection is performed with the estimated effective DD domain channel matrix $\hat{G}$. We have also plotted the SER performance when the effective DD domain channel matrix...
is known perfectly at the receiver (see “Perfect CSI” in the legend of Fig. 10). We consider a fixed \( M = 64, N = 32, \) \( \text{PSNR} = 15 \) dB. SNR is the ratio of the average total received signal power (i.e., of the information carrying time-domain OTFS modulated signal) to the AWGN power at the receiver. It is observed that the SER performance with the proposed estimation methods (M-MLE and TSE) and the SBL method is same as the SER performance with perfect channel estimates. The SER performance with the OMP and the Impulse estimation methods is however inferior to that achieved with the proposed and the SBL method. This is expected as in Fig. 7, Fig. 8, and Fig. 9 we have seen that the NMSE performance of the proposed methods is the best among all considered methods. In Fig. 11, we plot the uncoded 4-QAM SER for all the considered methods for the same setting as in Fig. 10, but with a higher \( M = 128. \) With \( M = 128, \) the SER performance of the proposed methods is better than that of the other methods and is close to the ideal SER performance with perfect CSI. Note that with \( M = 128, \) at high SNR the SER performance of the proposed methods is slightly better than that of the SBL method.

![Fig. 9: NMSE vs. N. M = 64, PSNR = 20 dB.](image)

![Fig. 10: SER vs. SNR. M = 64, N = 32, PSNR = 15 dB.](image)

From the numerical results presented in this section and the complexity comparison in Section III-C, it can be concluded that with sufficiently large \((M, N)\), the proposed estimation methods achieve the best NMSE and SER performance (among the considered methods) at low complexity. The closeness of the SER achieved by the proposed methods to the SER achieved with perfect CSI reveals the effectiveness of the proposed channel estimation methods.

**V. Conclusion**

In this paper, we have proposed two low-complexity channel estimation methods (M-MLE and TSE) for OTFS based systems. These estimation methods are based on the observation that, due to the fine delay and Doppler domain resolution in OTFS based systems, the high complexity joint ML estimation of the multi-path channel gain, delay and Doppler shifts can be decoupled into separate ML estimation of the gain, delay and Doppler shift of each path. The proposed methods do not require matrix inversion and have lower complexity than that of other methods known to achieve good channel estimation accuracy (i.e., OMP and SBL). Through simulations, we also show that the proposed methods achieve better channel estimation accuracy than other known methods when the delay and Doppler domain resolution is sufficiently fine.

**Appendix A**

**Asymptotic Orthogonality of Columns of \( \mathbf{A} (\tau, \nu) \)**

Let us consider two columns of \( \mathbf{A} (\tau, \nu) \) corresponding to two channel paths having delay and Doppler shifts \((\tau_1, \nu_1)\) and \((\tau_2, \nu_2)\) respectively. These columns are then given by \( \mathbf{a}(\tau_1, \nu_1) \) and \( \mathbf{a}(\tau_2, \nu_2) \) respectively where \( \mathbf{a}(\tau, \nu) \) is defined in the paragraph after (14). The expression for \( |\mathbf{a}(\tau_1, \nu_1)\mathbf{a}(\tau_2, \nu_2)| \) is given by (39) (see top of next page). Step (a) of (39) follows from the fact that \( q = (k_pM + l_p + 1) \) (see paragraph after (14)). The definition of \( g_{i,l'} \) follows from the expression of \( b_{q,i,l',k'} \) in (11) for \( q = (k_pM + l_p + 1). \) In Step (b) we separate the delay domain term (summation index \( l' \)) and the Doppler domain term (summation indices \( n_1, n_2, k' \)). In the Doppler domain term we change the order of summation (i.e., the summation over \( k' \) is now the innermost summation). This innermost summation is \( \delta[n_1 - n_2] \) where, \( \delta[n] = 1 \) if \( n = 0 \) and is zero otherwise. Therefore, the innermost summation over \( k' \) is non-zero only when \( n_1 = n_2. \) Step (c) then follows from this fact. As (39) is valid for any \((\tau_1, \nu_1)\) and any
\[ \begin{align*}
|a(\tau_1, \nu_1)\rangle^H a(\tau_2, \nu_2) | &= MNE_p \sum_{l'=0}^{M-1} \sum_{l=0}^{N-1} b_{q_1, l', k'} b_{q_2, l, k} \\
&= MNE_p \sum_{l'=0}^{M-1} \sum_{l=0}^{N-1} \left[ \frac{1}{N^2} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} e^{j2\pi(n_1-n_2)N^{-1}} e^{-j2\pi(n_1\nu_1-n_2\nu_2)} \right] g_1[l'] g_2[l'] \\
&= MNE_p \sum_{l'=0}^{M-1} g_1[l'] g_2[l'] \\
&= MNE_p \sum_{l'=0}^{M-1} \left[ \frac{1}{N} \sum_{n=0}^{N-1} e^{j2\pi \frac{l'}{N} M\nu_1} \right] \left[ \frac{1}{N} \sum_{n=0}^{N-1} e^{-j2\pi \frac{l}{N} M\nu_2} \right] \\
&= MNE_p \sum_{l'=0}^{M-1} \sum_{l=0}^{N-1} g_1[l'] g_2[l'] \\
&= MNE_p \sum_{l'=0}^{M-1} \sum_{l=0}^{N-1} \sin(\pi N(\nu_1 - \nu_2)T) \\
&= MNE_p \sum_{l'=0}^{M-1} \sum_{l=0}^{N-1} \frac{\sin(\pi N(\nu_1 - \nu_2)T)}{N \sin(\pi(\nu_1 - \nu_2)T)} \\
&= 0
\end{align*} \]

(39)

\((\tau_2, \nu_2)\), for the special case of \(\tau_2 = \tau_1\) and \(\nu_2 = \nu_1\) we get,

\[ \|a(\tau_1, \nu_1)\|_2^2 = \langle a(\tau_1, \nu_1)\rangle^H a(\tau_1, \nu_1) = MNE_p \sum_{l'=0}^{M-1} |g_1[l']|^2. \]

Similarly, we also get \(\|a(\tau_2, \nu_2)\|_2^2 = MNE_p \sum_{l'=0}^{M-1} |g_2[l']|^2\). For \(\nu_1 \neq \nu_2\), using (39) we get

\[ \lim_{N \to \infty} \|a(\tau_1, \nu_1)\|_2 \|a(\tau_2, \nu_2)\|_2 = \sqrt{\sum_{l'=0}^{M-1} |g_1[l']|^2 \sum_{l'=0}^{M-1} |g_2[l']|^2} \]

\[ \lim_{N \to \infty} \frac{\sin(\pi N(\nu_1 - \nu_2)T)}{N \sin(\pi(\nu_1 - \nu_2)T)} = 0 \]

which shows that \(a(\tau_1, \nu_1)\) and \(a(\tau_2, \nu_2)\) are asymptotically orthogonal if \(\nu_1 \neq \nu_2\). In (40), the last step follows from the fact that

\[ \lim_{N \to \infty} \frac{\sin(\pi N(\nu_1 - \nu_2)T)}{N \sin(\pi(\nu_1 - \nu_2)T)} = \frac{\sin(\pi(\nu_1 - \nu_2)T)}{\pi(\nu_1 - \nu_2)T} \]

\[ \lim_{N \to \infty} \frac{\sin(\pi(\nu_1 - \nu_2)T)}{\pi(\nu_1 - \nu_2)T} = 0 \]

since \(\lim_{x \to \infty} \sin(x) = 0\). Since \(\sin(x)\) is small for \(|x| > 1\), from (41) it follows that the two columns \(a(\tau_1, \nu_1)\) and \(a(\tau_2, \nu_2)\) are almost orthogonal if \(N(\nu_1 - \nu_2)T \gg 1\) i.e., if

\[ \frac{1}{\Delta T} \ll |\nu_1 - \nu_2| \]

REFERENCES

[1] IMT Vision - Framework and Overall Objectives of the Future Deployment of IMT for 2020 and beyond, Recommendation ITU-R M-2083-0, Sept. 2015 (www.itu.int).

[2] Fifth Generation New Radio (5G NR), Third Generation Partnership Project (3GPP), www.3gpp.org.

[3] R. Hadani, S. Rakib, M. Tsatsanis, A. Monk, A. J. Goldsmith, A. F. Molisch, “Orthogonal Time Frequency Space Modulation,” IEEE Wireless Comm. and Networking Conference (WCNC’17), March 2017.

[4] A. Monk, R. Hadani, M. Tsatsanis and S. Rakib, “OTFS - Orthogonal Time Frequency Space: A Novel Modulation Meeting 5G High Mobility and Massive MIMO Challenges,” arXiv:1608.02993 [cs.IT] 9 Aug. 2016.

[5] R. Hadani and A. Monk, “OTFS: A New Generation of Modulation Addressing the Challenges of 5G,” arXiv:1802.02623[cs.IT], www.arxiv.org, Feb. 2018.

[6] S. K. Mohammed, “Derivation of OFTS Modulation from First Principles,” IEEE Transactions on Vehicular Technology, vol. 70, no. 8, August 2021.

[7] P. Raviteja, K. T. Phan, Y. Hong and E. Viterbo, “Interference Cancellation and Iterative Detection for Orthogonal Time Frequency Space Modulation,” IEEE Trans. on Wireless Comm., vol. 17, no. 10, Oct. 2018.

[8] P. Raviteja, K. T. Phan, Q. Jin, Y. Hong and E. Viterbo, “Low-Complexity Iterative Detection for Orthogonal Time Frequency Space Modulation,” in Proc. IEEE Wireless Comm. and Net. Conf. (WCNC’18), Apr. 2018.

[9] L. Li, Y. Liang, P. Fan and Y. Guan, “Low Complexity Detection Algorithms for OTFS under Rapidly Time-Varying Channel,” in Proc. IEEE Vehicular Technology Conf. (VTC2019-Spring), Apr-May. 2019.

[10] L. Gaudio, M. Kobayashi, C. Gaire and G. Colavolpe, “On the Effectiveness of OTFS for Joint Radar Parameter Estimation and Communication,” IEEE Trans. on Wireless Comm., vol. 19, no. 9, Sept. 2020.

[11] M. K. Ramchandran and A. Chockalingam, “MIMO-OTFS in high-doppler fading channels: Signal detection and channel estimation,” in Proc. IEEE Global Commun. Conf. (GLOBECOM), Kansas City, MO, USA, Dec. 2018, pp. 206-212.

[12] S. Tiwari, S. S. Das and V. Rangamargi, “Low Complexity MMSE Receiver for OTFS,” IEEE Comm. Letters, vol. 23, no. 12, Dec. 2019.

[13] W. Yuan, Z. Wei, J. Yuan and D. K. Ng, “A Simple Variational Bayes Learning for Massive MIMO, IEEE Trans. on Vehicular Tech., vol. 69, no. 7, pp. 7976-7980, July 2020.

[14] P. Raviteja, K. T. Phan, Y. Hong and E. Viterbo, “Embedded Pilot-Aided Channel Estimation for OTFS in Delay-Doppler Channels,” IEEE Transactions on Vehicular Technology, vol. 68, no. 5, May 2019.

[15] J. A. Tropp and A. C. Gilbert, “Signal Recovery from Random Measurements via Orthogonal Matching Pursuit,” IEEE Transactions on Information Theory, vol. 53, no. 12, December 2007.

[16] W. Shen, L. Dai, J. An, P. Fan and R. W. Heath, “Channel Estimation for Orthogonal Time Frequency Space (OTFS) Massive MIMO,” IEEE Trans. on Signal Processing, vol. 67, no. 16, pp. 4204-4217, Aug. 2019.

[17] D. Shi, W. Wang, L. You, X. Song, Y. Hong, X. Gao and G. Fettweis, “Deterministic Pilot Design and Channel Estimation for Downlink Massive MIMO-OTFS Systems in Presence of the Fractional Doppler,” IEEE Transactions on Wireless Communications, Early Access, May 2021.

[18] O. K. Rasheed, G. D. Sarabhi and A. Chockalingam, “Sparse Delay-Doppler Channel Estimation in Rapidly Time-Varying Channels for Multiuser OTFS on the Uplink,” 2020 IEEE 91st Vehicular Technology Conference (VTC2020-Spring), 2020.

[19] L. Zhao, W.-J. Gao and W. Guo, “Sparse Bayesian Learning of Delay-Doppler Channel Estimation for OTFS System,” IEEE Communications Letters, vol. 24, no. 12, Dec. 2020.

[20] F. Liu, Z. Yuan, Q. Guo, Z. Wang and P. Sun, “Message Passing Based Structured Sparse Signal Recovery for Estimation of OTFS Channels with Fractional Doppler Shifts,” IEEE Transactions on Wireless Communications, Early Access, June 2021.

[21] Z. Wei, W. Yuan, S. Li, J. Yuan, D. Wing Kwan Ng, “Off-grid Channel Estimation with Sparse Bayesian Learning for OTFS Systems,” arXiv:2101.05629[cs.IT], 2021.

[22] M. E. Tipping, “Sparse Bayesian Learning and the Relevance Vector Machine,” Journal of Machine Learning Research, vol. 1, pp. 211-244, 2001.
[23] S. Ji and L. Carin, “Bayesian Compressive Sensing,” *IEEE Transactions on Signal Processing*, vol. 56, no. 6, June 2008.
[24] P. A. Bello, “Characterization of Randomly Time-Variant Linear Channels,” *IEEE Trans. Comm. Syst.*, vol. 11, pp. 360-393, 1963.
[25] E. Haas, “Aeronautical channel modeling,” in IEEE Transactions on Vehicular Technology, vol. 51, no. 2, pp. 254-264, March 2002.