Semidefinite programs (SDPs) are convex optimization programs with vast applications in control theory, quantum information, combinatorial optimization and operational research. Noisy intermediate-scale quantum (NISQ) algorithms aim to make an efficient use of the current generation of quantum hardware. However, optimizing variational quantum algorithms is a challenge as it is an NP-hard problem that in general requires an exponential time to solve and can contain many far from optimal local minima. Here, we present a current term NISQ algorithm for solving SDPs. The classical optimization program of our NISQ solver is another SDP over a lower dimensional ansatz space. We harness the SDP based formulation of the Hamiltonian ground state problem to design a NISQ eigensolver. Unlike variational quantum eigensolvers, the classical optimization program of our eigensolver is convex, can be solved in polynomial time with the number of ansatz parameters and every local minimum is a global minimum. We find numeric evidence that NISQ SDP can improve the estimation of ground state energies in a scalable manner. Further, we efficiently solve constrained problems to calculate the excited states of Hamiltonians, find the lowest energy of symmetry constrained Hamiltonians and determine the optimal measurements for quantum state discrimination. We demonstrate the potential of our approach by finding the largest eigenvalue of up to $2^{300}$ dimensional matrices and solving graph problems related to quantum contextuality. We also discuss NISQ algorithms for rank-constrained SDPs. Our work extends the application of NISQ computers onto one of the most successful algorithmic frameworks of the past few decades.

I. INTRODUCTION

The panorama of quantum computing has been transformed enormously in the last forty years. Once acknowledged as a theoretical pursuit, quantum computers with a few dozen qubits are now a reality. Advancement at the hardware frontier has led to the demonstration of “computational quantum supremacy” for contrived tasks [1, 2]. We sit at the edge of the noisy intermediate-scale quantum (NISQ) era [3, 4]. In recent years, significant effort has been put towards designing algorithms for practically relevant tasks which can be implemented on NISQ devices [4, 5]. Canonical examples of these NISQ algorithms are variational quantum algorithms (VQAs) such as the variational quantum eigensolver (VQE) [6–8] and the quantum approximate optimization algorithm (QAOA) [9, 10]. NISQ algorithms have been developed for various tasks such as finding the ground state of Hamiltonians [6–8, 11–22], combinatorial optimization [9, 10], quantum simulation [23–36], quantum metrology [37, 38] and machine learning [39–43]. These algorithms have been investigated in detail with a comprehensive exposition on possible hurdles [44–49] and corresponding countermeasures [49–52]. A thorough study of possible applications of NISQ devices is expected to unravel the potential as well as limitations of such devices. Moreover, in the quest for practical quantum advantage in the NISQ era it is pertinent to investigate novel NISQ algorithms for practically relevant tasks.

A major challenge in the NISQ era is the optimization program for VQAs, where a classical optimizer is searching for the parameters of a quantum state that minimizes a cost function. For the VQA to be successful, one requires an ansatz that is expressible enough to approximate the optimal solution of the corresponding optimization problem. However, even if such ansatz has been found, the optimization program of the VQA is NP-hard and in contrast to classical neural networks the optimization landscape contains numerous far from optimal local minima [48, 53, 54]. The highly non-convex nature of landscape renders optimization difficult even for VQAs involving logarithmically many qubits or classically easy problems such as free fermions. Further, VQAs struggle to optimize problems where the solution space is constrained due to symmetries such as for chemistry problems [7, 55–59].

In the last few decades, semidefinite programs (SDPs) have led to ground breaking developments in mathematical optimization [60, 61]. The study of SDPs has uncovered numerous applications in theoretical computer science, control theory and operations research. Many problems in quantum information such as state discrimination [62–64], dimension witness [65] and self-testing [66–70] can be investigated using SDPs. While SDPs can be solved efficiently in polynomial time on classical computers, high dimensional problems may still be out of scope for classical computers. For example,
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finding the ground state of a Hamiltonian can be framed as a SDP, however it is intractable for classical computers due to the exponential scaling of the dimension of the problem. To explore possible quantum advantages for solving SDPs with quantum computers, quantum SDP solvers have been studied comprehensively [71–77]. However, existing quantum SDP solvers cannot be executed on NISQ devices as they require extensive quantum resources.

Here, we propose the NISQ SDP Solver (NSS) as a hybrid quantum-classical algorithm to solve SDPs. The NSS encodes a SDP onto a quantum computer combined with an optimization routine on a classical computer. The classical optimization part of the NSS is also a SDP with its dimension given by the size of the ansatz space. The quantum computational part of the NSS has no classical-quantum feedback loop and requires the quantum computer only for estimating overlaps, which can be done efficiently on current NISQ devices. We showcase the NSS for a wide range of problems. We design a NISQ SDP based quantum eigensolver (NSE) to find the ground state of quantum Hamiltonians. In contrast to VQE, the classical optimization part of the NSE can be solved in polynomial time without the local minima problem. We find numerical evidence that the NSE improves the estimation of the ground state energy by a constant factor for any number of qubits for a non-integrable one-dimensional Ising model combined with a quantum annealing ansatz. Furthermore, the NSS is capable of efficiently implementing constraints in the optimization program in order to calculate excited states and solve symmetry constrained problems. In addition, we provide an NSS for determining optimal measurements for quantum state discrimination. The NSS can be also find the largest eigenvalue of matrices, which we demonstrate for matrices as large as 21000. Finally, we show the NSS for various important problems related to quantum information such as Bell non-local games and the Lovász Theta number. We also provide the extension of the NSS for rank-constrained SDPs.

One can argue that SDPs are solvable efficiently in polynomial time on classical computers and hence why should one construct a NISQ algorithm for SDPs. We would like to stress that the polynomial runtime is in terms of the input matrix size and the number of constraints. For problems with exponential input size, polynomial of exponential would be still exponential and hence classical SDPs would be unable to process such cases. To begin, the Hamiltonian ground state problem is an SDP, but that does not mean it is tractable. In other words, while SDPs can be solved in polynomial time and memory, when the problem scales exponentially classical computers are unable to process it. For example, no classical computer in the world is able to store a problem of size 260. However, quantum computers can store this vector efficiently within a quantum state of 60 qubits, which is the current state of the art of NISQ computers. Here, our NSS algorithm offers the potential to outperform any classical SDP solver.

II. BACKGROUND

We now highlight the key difference between VQA and NSS in Fig.1 by using the ground state problem as an example. Finding the ground state of a Hamiltonian can be framed as a SDP using density matrices (see program 10), however the SDP suffers from exponential scaling of the dimension of the quantum state and thus it is difficult to solve on classical computers. To address the scaling of the quantum state, VQE and NSE map the quantum state onto a quantum computer. VQE uses a quantum circuit parameterized by the parameter $\theta$. Then, the VQE minimizes the energy of the quantum state by variationally adjusting the parameter $\theta$ via a classical optimization routine in a feedback loop. However, this minimization task is challenging as the corresponding optimization program is non-convex and NP-hard [48]. In contrast to classical neural networks, the optimization landscape of VQEs is characterised by local minima far from the global minima, where optimization routines are unlikely to find reasonable approximations of the global minima [53]. Only for overparameterized circuits the landscape becomes favorable, which for most types of circuits requires an exponential amount of parameters and exponentially deep circuits [50, 78].

In contrast, the NSS uses a hybrid density matrix Eq. (4). It consists of a linear combination of a $M$-dimensional set of ansatz quantum states with classical combination coefficients $\beta$. In the NSS, the $\beta$ parameters are optimised to minimize the energy. The optimization of the coefficients $\beta$ is another SDP with dimension $M$ only, which can be efficiently optimised in polynomial time on a classical computer. The ansatz preserves the convexity of the landscape and hence any local minimum is also a global minimum.

III. SEMIDEFINITE PROGRAM

SDPs can be thought of as generalization of the “standard form” linear programming (LP). The “standard form” of LP is given by

$$\min c^T x$$
$$s.t \ a_i^T x = b_i \ \forall i \in [m]$$
$$x \in \mathbb{R}_+^n,$$

where the set $[m]$ is given by $[m] \equiv \{1, 2, 3, \ldots, m\}$. Here, $\mathbb{R}_+^n := \{x \in \mathbb{R}^n | x \geq 0\}$. The set $\mathbb{R}_+^n$ is known as nonnegative orthant. The phrase “standard form” hints that there are other possible non-standard representations of LPs. Any LP in non-standard form, however, can be converted into standard form by following a few tricks. These tricks include change of
variables, transforming the inequalities into equalities and switching maximum to minimum.

In a SDP, the non-negativity constraint \( x \geq 0 \) is replaced by positive semidefinite cone constraint \( X \succeq 0 \). SDPs involve optimization of a linear function of matrix \( X \) over the affine slice of the cone of positive semidefinite matrices. The standard form of a SDP is given by

\[
\begin{align*}
\text{min} & \quad \text{Tr} \left( CX \right) \\
\text{s.t.} & \quad \text{Tr} \left( A_i X \right) = b_i \quad \forall i \in [m] \\
& \quad X \in S^n_+.
\end{align*}
\]

Here, \( S^n_+ \) denotes the set of \( n \times n \) symmetric positive semidefinite matrices. Mathematically speaking, \( S^n := \{ X \in \mathbb{R}^{n \times n} | X \succeq 0 \} \). The matrices \( C \) and \( A_i \) belong to the set of symmetric matrices \( S^n \) for \( i \in [m] \). The \( i \)-th element of vector \( b \in \mathbb{R}^m \) is denoted by \( b_i \).

Duality is one of the oldest and most fruitful ideas in mathematics. The duality principle of mathematical optimization theory suggests that mathematical optimization problems can be viewed from either of two perspectives, namely the primal problem or the dual problem. For a given primal minimization problem \( P \), the solution to the corresponding dual problem problem \( D \) provides a lower bound to the solution of \( P \). The standard form of the dual of the SDP in program 2 is given by

\[
\begin{align*}
\text{max} & \quad b^T y \\
\text{s.t.} & \quad \sum_{i=1}^m y_i A_i \leq C \\
& \quad y \in \mathbb{R}^m.
\end{align*}
\]

The SDPs in programs 2 and 3 constitute a primal-dual pair. SDPs can be extended to complex-valued matrices via a cone of Hermitian positive semidefinite matrices \( X \in \mathcal{H}_+^n \). Here, \( \mathcal{H}_+^n \) denotes the set of \( n \times n \) Hermitian positive semidefinite matrices. Since SDPs for complex-valued matrices are more general than SDPs for real valued matrices, we will consider the former case in this work.

**IV. THE NSS**

We now outline the NSS, which consists of three distinct steps, namely ansatz selection, overlap measurement and post-processing. First, we select a set of quantum states \( S = \{ |\psi_j \rangle \in \mathcal{H} \} \), over a Hilbert space \( \mathcal{H} \), where the set contains \( M \) quantum states \( |S| = M \). Now, our NISQ semidefinite programming solver (NSS) uses the following hybrid density matrix ansatz

\[
X_\beta = \sum_{(|\psi_i \rangle, |\psi_j \rangle) \in S \times S} \beta_{i,j} |\psi_i \rangle \langle \psi_j |,
\]

where \( \beta_{i,j} \in \mathbb{C} \). Note that the quantum states in \( S \) are prepared by a quantum system while the coefficients \( \beta_{i,j} \) are stored on some classical device as matrix \( \beta \). For \( \beta \in \mathcal{H}_+^M \), we have \( X_\beta \in \mathcal{H}_+^n \) (see Appendix B). We now assume that \( C \) and constraint matrices \( A_i \) of program 2 can be written as a sum of unitaries

\[
C = \sum_k s_k U_k, \quad A_i = \sum_l f_{i,l} U_l(i).
\]

As second step of the NSS, we measure the following overlaps on the quantum system

\[
D_{a,b} = \sum_k s_k \langle \psi_b | U_k | \psi_a \rangle \quad \text{(5)}
\]

\[
E_{a,b}^{(i)} = \sum_l f_{i,l} \langle \psi_b | U_l(i) | \psi_a \rangle \quad \text{(6)}
\]

The overlaps can be measured using the Hadamard test or with direct measurement methods [79]. An alternative
NISQ-friendly method that requires only sampling in the computational basis has been proposed in [21], which we use in the following. This method assumes that the unitaries \( U_k \) and \( U_j^{(i)} \) are Pauli strings \( P = \bigotimes_{j=1}^N \sigma_j \) with \( \sigma \in \{ I, \sigma^x, \sigma^y, \sigma^z \} \). As the Pauli strings form a complete basis, any matrix can be decomposed into a linear combination of Pauli strings. Further, we assume that the ansatz space is generated by an initial state \( |\psi\rangle \) and a set of \( M \) different Pauli strings \( \{ P_1, \ldots, P_M \} \) via \( \mathcal{S} = \{ P_j |\psi\rangle \}_{j=1}^M \). Now, each overlap element in Eq. (5), Eq. (6) can be written as a sum of expectation values of Pauli strings \( \langle P_i |P'| |\psi\rangle = a(\psi|P'|\psi) \), where we use that a product of Pauli strings can be written as a single Pauli string \( P' \) with a prefactor \( a \in \{ +1, -1, +i, -i \} \). Then, one can efficiently calculate the overlap elements by measuring the expectation values of Pauli strings. On NISQ computers, this can be done by preparing the initial state \( |\psi\rangle \), performing single-qubit rotations into the eigenbasis of the Pauli operator and then sampling in the computational basis \( N_Q \) times. We note that sampling from quantum circuits is general intractable for classical computers [80]. The additive error \( \Delta P \) of estimating the expectation value of Pauli strings scales as \( \Delta P \propto N_Q^{-\frac{1}{2}} \) according to Hoeffding’s inequality and is independent of the number of qubits [49].

The third and final step of the NSS consists of post-processing on a classical computer. Here, we write the standard form primal SDP in terms of the measured overlaps

\[
\begin{align*}
\min \ & \text{Tr} (D \beta) \quad (7) \\
\text{s.t.} \ & \text{Tr} \left( \mathcal{E}^{(i)} \beta \right) = b_i \quad \forall i \in [m] \\
& \beta \in \mathcal{H}_+^M.
\end{align*}
\]

This is a SDP over \( \beta \) with the corresponding hybrid density matrix is given by Eq. (4). The dual of the SDP in program 7 is given by

\[
\begin{align*}
\max \ & b^T y \quad (8) \\
\text{s.t.} \ & \sum_{i=1}^m y_i \mathcal{E}^{(i)} \preceq D.
\end{align*}
\]

The SDPs in program 7 and 8 constitute a primal-dual pair over the ansatz space that can be solved in polynomial time on a classical computer. In the case where the ansatz states \( |\psi_i\rangle \) are linear independent and cover the whole Hilbert space, the programs 7 and 8 over the ansatz space recover the SDPs over the entire space corresponding to programs 2 and 3.

V. EXTENSIONS TO RANK-CONSTRAINED SDPS

Rank constrained SDPs find numerous applications in combinatorics [81], control theory [82] and quantum information [65]. Many problems in optimization theory can be modelled as rank-constrained SDPs [60, 83]. The rank-constraint turns the optimization program into a non-convex and NP-hard problem, which is in general intractable to solve. The optimization program for rank constrained SDPs is given by

\[
\begin{align*}
\min \ & \text{Tr} (CX) \\
\text{s.t.} \ & \text{Tr} (A_i X) = b_i \quad \forall i \in [m] \\
& \text{rank}(X) \leq k \\
& X \in \mathcal{S}^n_+.
\end{align*}
\]

Notice that the only difference between the regular SDP in program 2 and the rank-constrained SDP in program 9 is the presence of the rank constraint \( \text{rank}(X) \leq k \) in the latter. Intuitively speaking, the aforementioned rank constraint means that the optimizer of the program 9 must have a rank of at most \( k \). The famous Max-Cut problem can be modelled as a rank constrained SDP for \( k = 1 \) (see Appendix C). We defer the extension of the NSS for the rank constrained SDPs in Appendix C.

VI. EXAMPLES

We now demonstrate the NSS for various problems of interest.

A. Ground State Problem

First, we demonstrate the NSE solver to find the ground state of Hamiltonians. For Hamiltonian \( H = \sum_k s_k U_k \) and density matrix \( \rho \), the problem of finding the ground state can be written as

\[
\begin{align*}
\min \ & \text{Tr} (\rho H) \quad (10) \\
\text{s.t.} \ & \text{Tr} (\rho) = 1 \\
& \rho \succeq 0.
\end{align*}
\]

The dual formulation for Program 10 is given by

\[
\begin{align*}
\max \ & \lambda \quad (11) \\
\text{s.t.} \ & (H - \lambda I) \succeq 0.
\end{align*}
\]

The optimum value of \( \lambda \) corresponds to the ground state energy. In the ansatz space generated by \( \mathcal{S} \), the primal SDP for the Hamiltonian ground state problem is given by

\[
\begin{align*}
\min \ & \text{Tr} (\beta D) \\
\text{s.t.} \ & \text{Tr} (\beta \mathcal{E}) = 1 \\
& \beta \in \mathcal{H}_+^M,
\end{align*}
\]

with \( \mathcal{E}_{a,b} = \langle \psi_b |\psi_a \rangle \) and \( D_{a,b} = \sum_k s_k \langle \psi_b |U_k|\psi_a \rangle \). The dual program of Program 12 is given by

\[
\begin{align*}
\max \ & \lambda \quad (13) \\
\text{s.t.} \ & (D - \lambda \mathcal{E}) \succeq 0.
\end{align*}
\]
Notice that the primal optimization program over $\beta$ is convex and hence exhibits a unique minimum value. This is unlike the case of VQE, where optimization is non-convex and there can be multiple local minima [48]. In the NSE, the classical optimization finds the optimal solution in time polynomial in the number of ansatz parameters, given that the solution is contained in the ansatz space. On the other hand, in VQAs such as VQE and QAOA, even if the optimal solution is contained in the ansatz space, the classical optimization can be NP-hard [48]. Moreover, the primal optimal solution is equal to the dual optimal solution.

Claim 1. The primal optimal solution corresponding to the SDP in Program 12 is equal to its dual optimal solution (Program 13). In other words, the SDP in Eq. (12) admits strong duality.

Proof. To show that the SDP in Program 12 admits strong duality, we need to show that the interior is non-empty [84]. The non-empty interior can be established via the existence of a full rank feasible solution for Program 12. Consider

$$\mathcal{L} = \mathbb{I}_M.$$ 

Clearly, $\mathcal{L}$ is feasible and full rank. This completes the proof. \hfill $\square$

Now we demonstrate the NSE for finding the ground state of a non-integrable model, namely the one-dimensional Ising model of $N$ qubits with transverse field $h$ and longitudinal field $g$

$$H_{\text{ising}} = H_z + H_x = -\sum_{n=1}^N [\sigma_n^z \sigma_{n+1}^z + g \sigma_n^z] - \sum_{n=1}^N h \sigma_n^z \quad (14)$$

with $H_z = -\sum_{n=1}^N [\sigma_n^z \sigma_{n+1}^z + g \sigma_n^z]$ and $H_x = -\sum_{n=1}^N h \sigma_n^z$. First, we prepare an initial state on the quantum computer, which we then use to construct the ansatz space. As initial state, we either choose a hardware efficient circuit $|\psi_{\text{rand}}\rangle$ consisting $p$ layers of randomized $y$-rotations and CNOT gates arranged in a chain topology (see Appendix A), a product state $|+\rangle^\otimes N$ and a discretized quantum annealing state

$$|\psi_{QA}\rangle = \prod_{k=1}^P e^{-iT \sum_{n=1}^N H_x e^{-i T \sum_{n=1}^N H_z} |+\rangle}^\otimes N, \quad (15)$$

where $p$ is the number of layers of the circuit and $T$ the quantum annealing time. The state is constructed by evolving with Eq. (14), where we stepwise evolve with the non-commuting parts $H_x$ and $H_z$. This state is a discretized form of a quantum annealing protocol, where one starts with the ground state of $H_x$, and then slowly increases $H_z$ until one reaches the target Hamiltonian Eq. (14). In the limit $p \rightarrow \infty$, the adiabatic theorem guarantees that this state becomes the exact ground state [85]. A similar type of ansatz with additional variational parameters is used for QAOA and VQE [9, 86].

To generate the ansatz space for Eq. (4), we use a NISQ-friendly adaption of the Krylov subspace approach [18, 19, 87, 88]. In the original Krylov subspace approach, the ground state is approximated by a sum of powers of the Hamiltonian $H^k$ applied on the initial state $|\psi\rangle$ prepared on the quantum computer with appropriate coefficients $\alpha_k$ and truncated up to order $K$

$$|\xi(\alpha)\rangle^{(K)} = \alpha_0 |\psi\rangle + \alpha_1 H |\psi\rangle + \cdots + \alpha_K H^K |\psi\rangle. \quad (16)$$

However, on NISQ computers it is challenging to measure $H^k$. To simplify this approach, we use the fact that the Ising Hamiltonian is a sum of Pauli strings $P_i$. We decompose the power of the Hamiltonian $H^k = (\sum_k P_i)^k = \sum_{i_1, \ldots, i_k} c_{i_1 \ldots i_k} P_{i_1} \cdots P_{i_k}$ into a sum of products of Pauli strings. We then take each product of Pauli string $P_{i_1} \cdots P_{i_k} |\psi\rangle$ and add each unique term to the set $\mathcal{S}$ [21]. Note that a product of Pauli strings is again a Pauli string. We do this for each power of the Hamiltonian up to order $K$. The generated set $\mathcal{S}$ contains the original Krylov subspace. However, it can be easily measured on NISQ devices as the corresponding overlaps are simple measurements of Pauli strings. We show as example the first order of the ansatz states for Eq. (14) with $M = 3N$ states

$$\mathcal{S}^1_{\text{ising}} = \{\sigma_1^z |\psi\rangle, \ldots, \sigma_N^z |\psi\rangle, \sigma_1^z \sigma_2^z |\psi\rangle, \ldots, \sigma_N^z \sigma_1^z |\psi\rangle, \sigma_1^z |\psi\rangle, \ldots, \sigma_N^z |\psi\rangle\}.$$ 

We use a subset of $M$ states from $\mathcal{S}$ to run the NSE and investigate the convergence of our approach, where we select the first $M$ states in ascending order of the order of the Krylov subspace $k$.

In Fig. 2a, we investigate the error $\Delta E_{\text{NSE}} = E_{\text{NSE}} - E_g$ between the energy via the NSE $E_{\text{NSE}}$ and the exact ground state energy $E_g$ as function of $M$. We find that with increasing $M$ the energy decreases and beyond a threshold $M$ the exact ground state is reached. The quality of the approximation highly depends on the choice of initial state. We find that the random circuit state $|\psi_{\text{rand}}\rangle$ converges slowly and only finds the exact ground state when $M$ becomes the same order as the Hilbert space. In contrast, the quantum annealing state converges much faster to a small error and yields a good approximation of the energy even at modest $M$.

In Fig. 2b, we investigate the scaling of the NSE with number of qubits $N$. We prepare the quantum annealing ansatz $|\psi_{QA}\rangle$ with $p = N/2$ layers with energy $E_{QA} = \langle\psi_{QA}|H_{\text{ising}}|\psi_{QA}\rangle$. Now, we apply the NSE with initial state $|\psi_{QA}\rangle$ to improve the energy estimation by using the first order of the NISQ-friendly Krylov subspace Eq. (16). We show the improvement of NSE in estimating the energy $\Delta E_{QA}/\Delta E_{\text{NSE}}$ relative to the error of quantum annealing $\Delta E_{QA} = E_{QA} - E_g$. With increasing number of ansatz states $M$, $\Delta E_{QA}/\Delta E_{\text{NSE}}$ improves non-linearly. For any number of qubits, $\Delta E_{QA}/\Delta E_{\text{NSE}}$ collapses to a single curve as function of number of ansatz states.
FIG. 2. a) Error $\Delta E_{NSE} = E_{NSE} - E_g$ of the energy $E_{NSE}$ found via NSE and the exact ground state energy $E_g$ for the Ising model (Eq. (14), $h = g = 1$) plotted against number of ansatz states $M$. The $M$ ansatz states are generated using a Krylov subspace approach from an initial state. The initial state of $N = 8$ qubits is either a hardware efficient circuit $|\psi_{rand}\rangle$ composed of $p = 4$ layers of random single qubit $y$ rotations and CNOT gates arranged in a chain topology, a product state $|+\rangle^{\otimes N}$ or a quantum annealing state $|\psi_{QA}\rangle$ with $p = 4$ layers. b) Scaling with number of qubits $N$ of the relative improvement $\Delta E_{QA}/\Delta E_{NSE}$ of estimation error of NSE $\Delta E_{NSE}$ and quantum annealing $\Delta E_{QA} = E_{QA} - E_g$. The relative improvement collapses to a single curve for varying number of ansatz states $M^* = M/(3N)$ divided by number of qubits. The initial state is the quantum annealing state $|\psi_{QA}\rangle$ with $p = N/2$ layers. We fit with $\Delta E_{QA}/\Delta E_{NSE} = 3.6M^{-4} + 1.2M^* + 1$.

$M^* = M/(3N)$ normalised by the number of qubits $N$. This suggests that we can achieve a scalable improvement in energy estimation $\Delta E_{QA}/\Delta E_{NSE}(M \propto N) = \text{const}$ when the number of ansatz states $M$ scales linearly with $N$. For example, we achieve a factor of 6 improvement for $M = 3N$ ansatz states for any $N$. This demonstrates that the NSE can substantially enhance the accuracy of finding the ground state energy even for larger system sizes. In the Appendix E, we show that the same scaling appears for different parameters of the Hamiltonian and the quantum annealing state.

B. Excited states

We now adapt the NSS solver to find the excited states of the Hamiltonian. We assume that we already found approximations for ground state $\rho_0$ and the first first $N_E \geq 0$ excited states $\rho_n$ with the coefficients $\beta_i$, $i \in \{0, \ldots, N_E\}$. To find the $N_E + 1$ excited state $\rho_{N_E+1}$ with coefficient $\beta_{N_E+1}$, we run the NSS with the added constraint that the overlap between $\beta_{N_E+1}$ and the already found states is zero with $\sum_{n=0}^{N_E} \text{tr}(\rho_n \rho_{N_E+1}) = \sum_{n=0}^{N_E} \text{tr}(\beta_n \mathcal{E}_{N_E+1} \mathcal{E}) = 0$. The state with the smallest energy that satisfies the constraints is the approximation of the $N_E + 1$ excited state. The NSS solver for excited states is given by

$$\begin{align*}
\min_{\rho} & \quad \text{Tr} (\beta_{N_E+1} \mathcal{D}) \\
\text{s.t.} & \quad \text{Tr} (\beta_{N_E+1} \mathcal{E}) = 1 \\
& \quad \sum_{n=0}^{N_E} \text{tr}(\beta_n \mathcal{E} \mathcal{E}_{N_E+1} \mathcal{E}) = 0 \\
& \quad \beta \in \mathcal{H}^M。
\end{align*}$$

We can be run Program 17 iteratively with the output of the previous iterations to find up to $M - 1$ excited states.

C. Symmetry-resolved lowest eigenenergy

Quantum many-body Hamiltonians $H$ often have symmetries. Each symmetry corresponds to a particular symmetry operator $S$ which commutes with the Hamiltonian $[S, H] = 0$. Under time evolution with $H$, the expectation value of $S$ is conserved. A common task encountered in quantum many-body physics and quantum chemistry is to find the eigenstate with lowest energy that is simultaneously an eigenstate of the symmetry $S$ with a conserved quantity $s_k$. One common approach to solve this problem is use an ansatz that respects the symmetry operator $S$ initialised with the desired $s_k$ [89, 90]. However, finding such an ansatz can be difficult and the optimisation is more challenging compared to a general ansatz that breaks the symmetry [90, 91]. Another approach is to add penalty terms to the Hamiltonian, but this is known to render the optimization far more challenging [55, 59].

Our SDP solver opens up a new way to find the lowest eigenenergy with the conserved quantity. We constrain the minimization problem of the Hamiltonian $H$ to the subspace where $S$ takes the eigenvalue $s_k$

$$\begin{align*}
\min_{\rho} & \quad \text{Tr} (\rho H) \\
\text{s.t.} & \quad \text{Tr} (\rho) = 1 \\
& \quad \text{Tr} (S\rho) = s_k \\
& \quad \text{Tr} (S^2\rho) = s_k^2 \\
& \quad \rho \succeq 0.
\end{align*}$$

Here, we demand that the expectation value of the symmetry operator and its square are fixed to the conserved quantity, i.e. $\langle S \rangle = s_k$ and $\langle S^2 \rangle = s_k^2$. Here, $S^2$ is needed to make sure that we find an eigenstate of the symmetry operator. We now give the corresponding formulation as NSS

$$\begin{align*}
\min_{\beta} & \quad \text{Tr} (\mathcal{D} H) \\
\text{s.t.} & \quad \text{Tr} (\mathcal{E} \beta) = 1 \\
& \quad \text{Tr} (R\beta) = s_k \\
& \quad \text{Tr} (T\beta) = s_k^2 \\
& \quad \beta \succeq 0.
\end{align*}$$
Here, we define \( R_{a,b} = \langle \psi_b | S | \psi_a \rangle \) and \( T_{a,b} = \langle \psi_b | S^2 | \psi_a \rangle \), where \( S \) and \( S^2 \) can be decomposed into a sum of unitaries. In contrast to VQE, SDPs with constraints are convex and can be efficiently solved.

We implement our solver for two important quantum many-body problems, the transverse Ising model Eq. (14) and the Heisenberg model

\[
H = \sum_{n=1}^{N} \left( \sigma^x_n \sigma^x_{n+1} + \sigma^y_n \sigma^y_{n+1} + h \sigma^z_n \sigma^z_{n+1} \right). \tag{20}
\]

As demonstration, for the transverse Ising model (\( g = 0 \)) we consider its parity symmetry \( P = \prod_{n=1}^{N} \sigma^z_n \) with conserved quantities \( p = \pm 1 \). For the Heisenberg model, we consider the conservation of number of particles \( Q = \sum_{n=1}^{N} \sigma^z_n \) with \( q_k = \{-N, -N+2, \ldots, N-2, N\} \). We run the NSS with a random hardware efficient circuit and the NISQ-friendly adaption of the Krylov subspace approach to construct the ansatz states. In Fig.3 we solve for the lowest eigenenergy within a particular symmetry sector for varying number of ansatz states \( M \). For low \( M \), the constrained NSE does not find any solution as the ansatz is unable to satisfy the constraints for the symmetry. Above a specific \( M \), we find an appropriate solution, which for further increase of \( M \) converges to the lowest eigenenergy \( E_0^S \) for the given conserved quantity. For the Heisenberg model, we find that higher particles \( Q \) require a larger number of ansatz states \( M \) to find a feasible solution. We believe that by replacing the random hardware efficient circuit with a better suited initial state, the convergence of the energy can be tremendously improved.

\[M\]\[M\]

**FIG. 3.** Lowest eigenenergy and eigenstate of a Hamiltonian within a symmetry sector. We solve for the lowest eigenenergy using Eq. (19) where we fix the conserved quantities to a particular value. As reference, we also show the unconstrained NSS solver. We show the energy of the Hamiltonian \( \langle H \rangle \) in reference to the lowest eigenenergy of the symmetry sector \( E_0^S \) as function of the number of ansatz states \( M \). The ansatz is randomized quantum circuit. **a)** One-dimensional transverse Ising Hamiltonian Eq. (14) \( (h = 1, g = 0) \) with parity \( P \) and \( N = 8 \) qubits. **b)** One-dimensional Heisenberg model Eq. (20) with conserved number of particles \( Q \) for \( N = 8 \) qubits.

\[M\]

**D. Largest Eigenvalue**

Our next task is to find the largest eigenvalue of a sparse matrix \( C \) by maximizing Program 12. We assume that \( C \) is of size \( N = 2^N \) and is represented by a combination of \( S \) Pauli string \( C = \sum_{i=1}^{S} c_i P_i \), where the Pauli strings are given by \( P_i = \otimes_{j=1}^{N} \sigma_j \) with \( \sigma_j \in \{ I, \sigma^x, \sigma^y, \sigma^z \} \) and \( c_i \) is a prefactor. To numerically demonstrate the performance of NSS, we uniformly sample the Pauli operators for each qubit, choose random \( c_i \in [-1, 1] \) and use the \( N \)-bit state with all zeros \( |0 \rangle \otimes N \) as ansatz state. Using the Krylov subspace idea for finding the ground state, we similarly construct the ansatz space \( S \). While the expectation values can be calculated classically for the product state, it becomes an intractable problem when using highly entangled quantum states as ansatz states. In Fig.4, we plot the difference between the largest eigenvalue found by NSE and the exact solution \( \Delta \lambda \) as function of the number of states \( M \) within the ansatz space for different matrix dimensions \( N \). For small \( M \), we find that the error decreases approximately with \( (\Delta \lambda) \propto M^{-0.77} \). Beyond a threshold \( M \), we find very good convergence even for matrix dimensions \( 2^{1000} \).

\[M\]

**FIG. 4.** NSS for calculating the largest eigenvalue of a matrix \( C \) consisting of \( S = 8 \) random Pauli strings. We show average difference \( \langle \Delta \lambda \rangle \) between largest eigenvalue found by NSE and exact largest eigenvalue as function of the size of the ansatz space \( M \) for different matrix sizes \( N \). Shaded area is standard deviation of \( \Delta \lambda \) averaged over 20 random instances of \( C \). The black dots are a fit for small \( M \).

**E. Unambiguous state discrimination**

The task of state discrimination is to identify \( N \) states drawn randomly from a set \( \mathcal{G} = \{ \rho_n \}_{n=1}^{N} \) by performing a measurement on the state. General measurements are described by positive operator-valued measures (POVMs) \( F_n \geq 0 \) with the condition \( \sum_n F_n = I \). If all the states are pure and pairwise orthogonal,
one can simply measure with the projectors on the individual states \( \Pi_a = |\psi_n\rangle\langle \psi_n| \). However, for non-orthogonal states this naive approach will result in classification errors. However, we can find a set of \( N_S + 1 \) POVMs that can unambiguously classify pure states. The POVMs are of the form \( \sum_{n=1}^{N_S+1} F_n = I \) with \( F_{N_S+1} = I - \sum_{n=1}^{N_S} F_n \). When we measure the outcome \( n \in \{1, \ldots, N_S\} \) associated to POVM \( F_n \) with probability \( Q_n(\rho) = \text{tr}(\rho F_n) \), we classify the measured state as \( \rho_n \). If we measure the outcome \( N_S + 1 \) with POVM \( F_{N_S+1} \), then we say that we are unable to classify the state. The problem of finding the optimal set of POVMs can be formulated as an SDP. Our goal is to optimize POVMs in respect to the average probability \( Q_{\text{correct}} = \frac{1}{N_S} \sum_{n=1}^{N_S} Q_n(\rho_n) \) to correctly classify the states. Further, we demand that the probability of wrongly classifying state \( \rho_k \) is bounded by \( Q_{\text{error}} = \sum_{n \neq k} Q_n(\rho_k F_n) \leq \epsilon, \forall k \) with \( \epsilon \geq 0 \). The SDP is given by

\[
\max_{F_1, \ldots, F_{N_S}} \frac{1}{N_S} \sum_{n=1}^{N_S} \text{Tr}(F_n \rho_n) \\
\text{s.t.} \sum_{n \neq k} \text{Tr}(\rho_k F_n) \leq \epsilon, \forall k \in \{1, \ldots, N_S\} \\
N_S \sum_{n=1}^{N_S} F_n = I \\
F_k \succeq 0, \forall k \in \{1, \ldots, N_S + 1\}.
\]

We can formulate the problem as a NSS. We assume we are given a set of \( N_S \) states to be discriminated written in the form of hybrid states \( \rho_n = \sum_{i,j} \beta^n_{i,j} |\psi_i\rangle\langle \psi_j| \) with the \( M \times M \) matrix \( \beta^n \succeq 0 \) and \( M \) ansatz states \( \mathcal{S} = \{ |\psi_i\rangle \}_{j=1}^{M} \). To get valid density matrices, we have \( \text{tr}(\rho_n) = \text{tr}(\mathcal{E} \beta^n) = 1 \), \( \mathcal{E}_{a,b} = |\psi_b\rangle\langle \psi_a| \) and \( \mathcal{E} \succeq 0 \). We write the \( N_S \) POVMs to be optimized as hybrid POVMs

\[
F_n = \sum_{i,j} \gamma^n_{i,j} |\psi_i\rangle\langle \psi_j|
\]

with \( \gamma^n \succeq 0 \). The last POVM for the case where we are unable to classify the state is given by \( F_{N_S+1} = I - \sum_{n=1}^{N_S} F_n \). We demand that \( F_{N_S+1} \succeq 0 \) is positive semidefinite, which is always fulfilled when \( B = \mathcal{E} - \sum_{n=1}^{N_S} \mathcal{E} \gamma^n \mathcal{E} \succeq 0 \). \( F_{N_S+1} \) is positive semidefinite when for any state \( |x\rangle \) we have \( \langle x|F_{N_S+1}|x\rangle \geq 0 \). We can write arbitrary states as \( |x\rangle = \sum_{i,j} \alpha_{i,j} |\psi_i\rangle + \alpha_{\perp} |\psi_{\perp}\rangle \) with state \( |\psi_{\perp}\rangle \) being orthogonal to the subspace spanned by the ansatz states and normalised coefficients \( \alpha \), \( \alpha_{\perp} \). A straightforward calculation shows \( \langle x|F_{N_S+1}|x\rangle = \alpha^\dagger B \alpha + |\alpha_{\perp}|^2 \geq \alpha^\dagger B \alpha \), which is non-negative when \( B \succeq 0 \). The program of the NSS for state discrimination is now given by

\[
\max_{\gamma^1, \ldots, \gamma^{N_S}} \frac{1}{N_S} \sum_{n=1}^{N_S} \text{Tr}(\mathcal{E} \gamma^n \mathcal{E}) \\
\text{s.t.} \sum_{n \neq k} \text{Tr}(\mathcal{E} \beta^n \mathcal{E}) \leq \epsilon, \forall k \in \{1, \ldots, N_S\} \\
B = \mathcal{E} - \sum_{n=1}^{N_S} \mathcal{E} \gamma^n \mathcal{E} \succeq 0 \\
\gamma^k \succeq 0, \forall k \in \{1, \ldots, N_S\}.
\]

As both the states and POVMs are constructed from the same ansatz space, it is unsurprising that Program 23 finds the optimal POVMs for unambiguous state discrimination for any number of qubits.

We demonstrate in Fig. 5 our algorithm by classifying two pure states generated by a hardware efficient quantum circuit \( |\psi_{\text{rand}}\rangle \) (see Appendix A), which is intractable to simulate for large number of qubits. The two states \( \rho_1 \) and \( \rho_2 \) are prepared as \( |\psi_k\rangle = \sum_{i,j} \beta_{i,j} |\psi_i\rangle\langle \psi_j|, \forall i,j \in \mathcal{S} \) where \( \mathcal{P} \) is a set of \( M \) Pauli strings. The matrix \( \mathcal{E} \) can be efficiently measured on NISQ computers as shown in Sec. IV. In Fig.5a, we show the probability \( Q_{\text{correct}} \) of correctly identifying the states as function of the angle \( \phi = \arccos(\sqrt{\text{tr}(\rho_1 \rho_2)}) \) between the two states. We find that for demanding zero misclassification error \( \epsilon = 0 \), our NSS finds the analytically known optimal POVMs with \( Q_{\text{correct}} = 1 - \cos(\phi) \). In Fig.5b, we show the average probability \( Q_{\text{unknown}} = \frac{1}{N_S} \sum_{n=1}^{N_S} \text{tr}(\rho_n F_{N_S+1}) \) that we cannot make a decision. The change in slope of the classification probability for \( \epsilon > 0 \) seen in Fig.5a coincides with \( Q_{\text{unknown}} = 0 \).
F. Lovász Theta Number

Graph invariants are properties that depend only on the abstract structure of a graph. The Lovász Theta number is such a graph invariant that was first introduced by László Lovász in the breakthrough 1979 paper titled “On the Shannon capacity of a Graph” [93]. The Lovász Theta number provides an upper bound on the abstract structure of a graph. The Lovász graph invariants are properties that depend only on the abstract structure of a graph. The Lovász Theta number is such a graph invariant that was first introduced by László Lovász in the breakthrough 1979 paper titled “On the Shannon capacity of a Graph” [93].

The Lovász Theta number is given by

$$\max \ Tr (JX)$$

s.t. \( X_{i,j} = 0 \) \ \forall \ E_{i,j} = 1 \)

\( Tr(X) = 1 \)

\( X \succeq 0 \).

Here, \( J \) is an all one matrix. Since \( X \) is real valued, the ansatz space can be taken as real valued, which can be achieved within NSS by demanding that the ansatz quantum states are real valued. To demonstrate the NSS, we calculate the Lovász Theta number for the graph shown in Fig. 6. To generate the ansatz states \( S \), we apply a set of Pauli operators on a quantum state. We use the zero state \( |0\rangle = |0\rangle^N \) or representative examples of randomized states generated via hardware efficient quantum circuits \( |\psi_{\text{rand}}\rangle \) (see Appendix A).

Then, the set of basis states is generated by applying \( M \) different combinations of Pauli strings on the state \( S = \{ P^x_i |\psi\}^M_{i=1} \), where \( P^x_i = \otimes_{j=1}^N \sigma_j \) with \( \sigma_j \in \{ I, \sigma^x \} \). In Fig 7a we show the error of the NSS. We calculate the error as the difference between the exact solution \( C_{\text{exact}} \), including the constraints of the problem, and the expectation values \( \langle C \rangle \) gained from the quantum state via NSS. We observe an improvement with increasing number of ansatz states \( M \), reaching the optimal solution latest when the number of basis states reaches the dimension of the problem. Depending on the choice of initial state, the optimal solution can be reached with a lower number of ansatz states.

G. Bell Non-Localarity

Finally we apply the NSS to calculate the quantuminvolved bell achievable success probability for the canonical Bell nonlocal game: the Clauser-Horn Shimony Holt (CHSH) game [98–101]. The CHSH game involves two spacelike separated parties, say Alice and Bob. A referee asks the players uniformly random pairs of questions \( x, y \in \{0, 1\} \). The players have to answer \( a, b \in \{0, 1\} \) such that

$$a \oplus b = x \land y.$$ (25)

Here \( \oplus \) denotes addition modulo 2 and \( \land \) is the logical AND operator. Using classical strategies, the maximum probability of success for the CHSH game is upper bounded by 0.75. However, using quantum resources such as entangled states, the players can win the game with probability \( \cos^2 \left( \frac{\pi}{4} \right) \). The success probability for the CHSH game can be calculated using a SDP. For details, see Appendix D. We implemented the aforementioned SDP using NSS in Fig 7b using the same ansatz as for the Lovász Theta number and find that for sufficient number of basis states \( M \) we achieve the correct result.

VII. CONCLUSION

We presented the NSS for solving SDPs, including rank-constrained SDPs. Our algorithm runs on NISQ
devices without the need for classical-quantum feedback loops, requiring only the measurement of overlaps on the quantum computer. When the ansatz space is generated by expanding an initial state $|\psi\rangle$ with Pauli strings, these overlaps can be measured by sampling the initial state $|\psi\rangle$ in a Pauli rotated basis (see Sec.IV).

The ground state problem expressed in terms of density matrices is a SDP and hence a convex optimization program. However, the SDP corresponding to the ground state problem suffers from exponential scaling of the dimension of the quantum state, rendering it difficult to solve on classical computers. To tackle the exponential scaling of the dimension, VQEs employ optimization over smaller dimensional ansatz space. However, the classical optimization corresponding to VQEs is NP-hard, and the landscape contains numerous far from optimal persistent local minima [48, 53, 54]. We employed our NSS to develop the NSE, a NISQ algorithm for the ground state problem. The key idea of our NSE is to optimize over a smaller number of parameters while preserving the convexity of the original problem. Unlike VQEs, our optimization program is convex, and thus every local minimum is a global minimum. Moreover, the classical optimization program of the NSE is a SDP that can be solved in polynomial-time. Further, our NSS can efficiently implement constraints on the solution space, which is a well known challenge for VQAs [59].

The previously proposed quantum assisted eigensolver and iterative quantum assisted eigensolvers [20, 21] are special cases of our rank constrained SDP solver with unit rank (see Appendix C). With our NSS, it is now possible to solve many important problems that can be formulated in terms of SDPs in a NISQ setting. Our work unlocks the possibility of running one of the most important algorithmic frameworks of classical computing on NISQ computers and exploring the capabilities of the current generation quantum computers. We can use it to find approximation of the ground state and use it to find eigenvalues of Hamiltonians, as well as solve symmetry constrained problems. Further, we show how to use NISQ computers to find POVMs that unambiguously discriminate states. We also implemented the NSS to calculate Lovász Theta number, a graph invariant with discriminating states. We also implemented the NSS to find approximation of the ground state and the set of basis states $S$ used to construct the hybrid density matrix will help improve as well as understand the NSS and its rank constrained variants. It would be fascinating to study our algorithms in the presence of noise [103]. Further, analysing our algorithms to render complexity-theoretic statements is another exciting direction for further investigation.

The ground state problem can be thought of as quantum native problem in the sense that the exponential scaling of the Hilbert space size makes it challenging to solve with classical devices. This problem can be framed as a convex optimization program over density matrices. Thus, we could conceive the ground state problem as a “convex quantum native problem”. In future, it would be interesting to employ techniques from our work to other convex quantum native problems from disciplines such as quantum chemistry, condensed matter physics and quantum information. As we numerically find a clear scaling law in number of qubits for the NSE, we believe rigorous guarantees for the performance of our algorithm for large system sizes can be proven.

The Quantum interior-point method [74] and quantum multiplicative weight approaches [71–73] have been proposed in the literature to solve SDPs. It would be interesting to develop the corresponding NISQ algorithms. Extending our work to the general case of cone programming seems another exciting direction.

Python code for the numerical calculations performed are available at [104].
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Appendix A: Hardware Efficient Circuit

In Fig. 8, we show the randomized quantum circuit that we use as one of our ansatz states for our demonstration examples for the NSS.
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|---|------------------|
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FIG. 8. Circuit of $N$ qubits to generate ansatz state $|\psi\rangle$. It consists of $p$ layers of $N$ single qubit rotations around the $y$ axis with randomized parameters $\theta_{l,i}$, followed by CNOT gates arranged in a nearest-neighbor chain topology.

Appendix B: Proof for Positive Semidefinite Hybrid Density Matrix

Here, we show that the hybrid density matrix $X_\beta$ is positive semidefinite when the coefficient matrix $\beta$ is positive semidefinite.

Claim 2. $X_\beta \succeq 0$ if and only if $\beta \succ 0$. 

[References]

[67] K. Bharti, M. Ray, A. Varvitsiotis, N. A. Warsi, A. Cabello, and L.-C. Kwek, Physical review letters 122, 250403 (2019).
[68] K. Bharti, M. Ray, Z.-P. Xu, M. Hayashi, L.-C. Kwek, and A. Cabello, arXiv preprint arXiv:2104.13035 (2021).
[69] T. H. Yang, T. Vértesi, J.-D. Bancal, V. Scarani, and M. Navascués, Physical review letters 113, 040401 (2014).
[70] J.-D. Bancal, M. Navascués, V. Scarani, T. Vértesi, and T. H. Yang, Physical Review A 91, 022115 (2015).
[71] F. G. Brandão, A. Kalev, T. Li, C. Y.-Y. Lin, K. M. Svore, and X. Wu, arXiv preprint arXiv:1710.02581 (2017).
[72] J. Van Apeldoorn, A. Gilyén, S. Gribling, and R. de Wolf, in 2017 IEEE 58th Annual Symposium on Foundations of Computer Science (FOCS) (IEEE, 2017) pp. 403–414.
[73] J. van Apeldoorn and A. Gilyén, arXiv preprint arXiv:1804.05058 (2018).
[74] I. Kerenidis and A. Prakash, ACM Transactions on Quantum Computing 1, 1 (2020).
[75] F. G. Brandao and K. M. Svore, in 2017 IEEE 58th Annual Symposium on Foundations of Computer Science (FOCS) (IEEE, 2017) pp. 415–426.
[76] S. Chakrabarti, A. M. Childs, T. Li, and X. Wu, Quantum 4, 221 (2020).
[77] J. van Apeldoorn, A. Gilyén, S. Gribling, and R. de Wolf, arXiv:1809.00643 (2018).
[78] M. Larocca, N. Ju, D. García-Martín, P. J. Coles, and M. Cerezo, arXiv:2109.11676 (2021).
[79] K. Mitarai and K. Fujii, Physical Review Research 1, 013006 (2019).
[80] S. Aaronson and L. Chen, arXiv preprint arXiv:1612.05903 (2016).
[81] E. Marianna, M. Laurent, A. Varvitsiotis, et al., in Discrete Geometry and Optimization (Springer, 2013) pp. 105–120.
[82] S. Boyd, L. El Ghaoui, E. Feron, and V. Balakrishnan, Linear matrix inequalities in system and control theory (SIAM, 1994).
[83] M. F. Anjos and J. B. Lasserre, Handbook on semidefinite, conic and polynomial optimization, Vol. 166 (Springer Science & Business Media, 2011).
[84] S. Boyd and L. Vandenberghe, Convex optimization (Cambridge university press, 2004).
[85] T. Kadowaki and H. Nishimori, Physical Review E 58, 5355 (1998).
[86] R. Wiersema, C. Zhou, Y. de Sereville, J. F. Carrasquilla, Y. B. Kim, and H. Yuen, PRX Quantum 1, 020319 (2020).
[87] C. Lanczos, Journal of Research of the National Bureau of Standards 45 (1950).
[88] Y. Saad, SIAM Journal on Numerical Analysis 29, 209 (1992).
[89] B. T. Gard, L. Zhu, G. S. Barron, N. J. Mayhall, S. E. Economou, and E. Barnes, npj Quantum Information 6, 1 (2020).
[90] C. Kokail, C. Maier, R. van Bijnen, T. Brydges, M. K. Joshi, P. Jurcevic, C. A. Muschik, P. Silvi, R. Blatt, C. F. Roos, et al., Nature 569, 355 (2019).
[91] A. Choquette, A. Di Paolo, P. K. Barkoutsos, D. Sénéchal, I. Tavernelli, and A. Blais, Physical Review Research 3, 023092 (2021).
Proof. We have 
\[ X_\beta \succeq 0 \iff \sum \beta_{i,j} \langle x | \psi_i \rangle \langle \psi_j | x \rangle \geq 0 \quad \forall \ | x \rangle \in H. \]

For a vector \( c^x \) of size M, defined via \( c^x_i \equiv \langle x | \psi_i \rangle \), we have 
\[ X_\beta \succeq 0 \iff (c^x)^\dagger \beta c^x \geq 0 \quad \forall \ | x \rangle \in H. \]

Thus, 
\[ X_\beta \succeq 0 \iff \beta \succeq 0. \]

\[ \square \]

Appendix C: Rank Constrained SDPs

We now study rank constrained SDPs. Note that solving rank-constrained SDPs is NP-hard. The famous max cut problem with \( n \times n \) weight matrix \( W \) admits the following rank one constrained SDP.

\[
\begin{align*}
\text{max } & \frac{1}{2} \text{Tr} (W X) \\
\text{s.t. } & X_{i,i} = 1 \quad \forall i \in [n], \\
& X \succeq 0, \\
& \text{rank}(X) \leq 1.
\end{align*}
\]

1. The Rank 1 Case

We have the following ansatz
\[ x_\alpha = \sum_i \alpha_i | \psi_i \rangle \]
\[ X_\alpha = x_\alpha x_\alpha^\dagger \]
\[ X_\alpha = \sum_{i,j} \alpha_i^\dagger \alpha_j | \psi_i \rangle \langle \psi_j | \]

By construction,
\[ X_\alpha \succeq 0 \]

This corresponds to the positive semidefinite cone constraint and holds for all values of \( \alpha \). Also notice that
\[ X_\alpha^\dagger = X_\alpha \]

by construction and thus \( X_\alpha \) is Hermitian. Let us assume that
\[ C = \sum_k \beta_k U_k \]

and
\[ A_i = \sum_l f_{i,l} U_{l}^{(i)} \]

\[ \text{Tr} (CX_\alpha) \] translates to
\[ \alpha^\dagger D \alpha, \]

where
\[ D_{a,b} = \sum_k s_k \langle \psi_b | U_k | \psi_a \rangle. \]

The constraints \( \text{Tr} (A_i X_\alpha) = b_i \) translate to
\[ \alpha^\dagger E^{(i)} \alpha = b_i \]

where
\[ E^{(i)}_{a,b} = \sum_l f_{i,l} \langle \psi_b | U_{l}^{(i)} | \psi_a \rangle. \]

Thus, in the ansatz space, the standard form rank-constrained SDP reduces to

\[
\begin{align*}
\min & \alpha^\dagger D \alpha \\
\text{s.t. } & \alpha^\dagger E^{(i)} \alpha = b_i \quad \forall i \in [m].
\end{align*}
\]

This is a quadratically constrained quadratic program (QCQP). The quantum assisted eigensolver and iterative quantum assisted eigensolver \cite{20, 21} can be framed as QCQP of the form of program C2.

2. The Rank k Case

We have the following ansatz.
\[ x_\alpha^p = \sum_i \alpha_i^p | \psi_i \rangle \]
\[ X_{\alpha,\gamma} = \sum_{p=1}^k \gamma_p x_\alpha^p x_\alpha^{p\dagger} \]

\[ X_{\alpha,\gamma} = \sum_{i,j,p} \gamma_p \alpha_i^p \alpha_j^{p\dagger} | \psi_i \rangle \langle \psi_j | \]

By construction,
\[ X_{\alpha,\gamma} \succeq 0 \]

for \( \gamma_p \geq 0 \quad \forall p \in [k] \). This corresponds to the positive semidefinite cone constraint and holds for all values of \( \alpha^p \). Also notice that
\[ X_{\alpha,\gamma}^\dagger = X_{\alpha,\gamma} \]

by construction and thus \( X_{\alpha,\gamma} \) is Hermitian. Let us assume that
\[ C = \sum_k s_k U_k \]
and
\[ A_i = \sum_i f_i U_l^{(i)}. \]

\[ \text{Tr}(CX_{\alpha, \gamma}) \text{ translates to} \]
\[ \sum_{p=1}^{k} \gamma^p \alpha^{p!} D_p \alpha^p, \]

where
\[ D_{a,b}^p = \sum_k s_k (\psi_b^p | U_k | \psi_a^p). \]

The constraints \( \text{Tr}(A_i X_{\alpha, \gamma}) = b_i \) translate to
\[ \sum_{p=1}^{k} \gamma^p \alpha^{p!} \mathcal{E}_{p(i)} \alpha^p = b_i \]

where
\[ \mathcal{E}_{a,b}^{p(i)} = \sum_l f_{i,l} (\psi_b^p | U_l^{(i)} | \psi_a^p). \]

Thus, in the ansatz space, the standard form rank-constrained SDP for general \( k \) reduces to
\[ \min \sum_{p=1}^{k} \gamma^p (\alpha^{p!} D_p \alpha^p) \text{ s.t. } \sum_{p=1}^{k} \gamma^p (\alpha^{p!} \mathcal{E}_{p(i)} \alpha^p) = b_i \forall i \in [m] \]
\[ \gamma^p \geq 0 \forall p \in [k]. \]

**Appendix D: XOR Games SDP Formulation**

**Definition 3.** Two prover game: Given a predicate \( V : \mathcal{X} \times \mathcal{Y} \times A \times B \rightarrow \{0, 1\} \) and a probability distribution \( \pi \) on \( \mathcal{X} \times \mathcal{Y} \), a two prover game \( \mathcal{G} = (\mathcal{X}, \mathcal{Y}, A, B, V, \pi) \) involves two provers and one verifier, which proceeds as follows:

1. The verifier samples a pair of questions \( (x, y) \in \mathcal{X} \times \mathcal{Y} \) according to the probability distribution \( \pi \).
2. The verifier sends \( x \) and \( y \) to the two provers and receives answers \( a \in A \) and \( b \in B \) respectively.
3. The verifier applies the predicate \( V : \mathcal{X} \times \mathcal{Y} \times A \times B \rightarrow \{0, 1\} \) and accepts the answers if the outcome is 1, rejects otherwise.

The size of the sets \( A \) and \( B \), say some integer value \( k \) is assumed to be equal and is referred to as alphabet size of the two prover game.

**Definition 4.** Unique two prover game: A two prover game \( \mathcal{G} = (\mathcal{X}, \mathcal{Y}, A, B, V, \pi) \) where the predicate \( V : \mathcal{X} \times \mathcal{Y} \times A \times B \rightarrow \{0, 1\} \) returns value 1 iff \( b = \pi_{x,y}(a) \), 0 otherwise for \( (x, y) \in \mathcal{X} \times \mathcal{Y} \) and outputs \( a, b \in A \times B \). Here \( \pi_{x,y} \) is a permutation of \( [k] \).

**Definition 5.** XOR game: A unique two prover game with alphabet size 2 is known as XOR game. XOR games are restricted form of two prover nonlocal game where \( A = B = \{0, 1\} \) and the predicate \( V \) takes the form
\[ V(a, b, x, y) = \begin{cases} 1 & \text{if } a \oplus b = f(x, y) \\ 0 & \text{if } a \oplus b \neq f(x, y) \end{cases} \] (D1)

for some given function \( f : \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\} \). The function \( f \) determines whether the two parties should agree or disagree for each question pair \( (x, y) \).

The maximum probability of success that the two provers can achieve is known as value of the game and often denoted by \( \text{val}(\mathcal{G}) \). For a given XOR game \( \mathcal{G} \) and any strategy, the bias of that strategy is the probability it wins minus probability it loses. The bias of a XOR game \( \mathcal{G} \) is the supremum bias over all possible strategies. Let us denote the supremum bias as \( \epsilon(\mathcal{G}) \). It is easy to see that
\[ \text{val}(\mathcal{G}) = 0.5 + 0.5 \times \epsilon(\mathcal{G}) \] (D2)

For every XOR game \( \mathcal{G} \), we further define a matrix \( D \) as
\[ D(x, y) = \pi(x, y)(-1)^f(x, y) \] (D3)

where \( f \) determines the value of the predicate \( V \) according to \( \text{D1} \). Using \( D \), one can further define a symmetric matrix \( H \) as
\[ H = \frac{1}{2} \begin{pmatrix} 0 & D \\ D^T & 0 \end{pmatrix}. \] (D4)

The bias of an XOR game is formulated via \( H \) as the following SDP
\[ \max \text{Tr}(HZ), \text{ s.t. } Z_{i,i} = 1 \forall i \in [h], \]
\[ Z \succ 0, \]
\[ Z \in S_n^+. \]

Here, \( h \) denotes the size of the \( H \) matrix. For the CHSH game, we have \( f_{\text{CHSH}}(x, y) = x \wedge y \) where \( \wedge \) is the logical AND operator. Thus, the \( D \) matrix for the CHSH game is given by
\[ D_{\text{CHSH}} = \begin{pmatrix} 0.25 & 0.25 \\ 0.25 & -0.25 \end{pmatrix}. \]

**Appendix E: Scaling of NSE for transverse and longitudinal Ising model**

Here, we study the non-integrable Ising model with transverse and longitudinal fields combined with a
discretized quantum annealing state as function of number of qubits $N$. We vary the parameters of the Hamiltonian and the number of layers of the quantum annealing state. The initial state has an error $\Delta E_{QA} = E_{QA} - E$, where $E_{QA}$ is the energy of the quantum annealing state and $E$ the exact ground state. We plot the improvement $\Delta E_{QA}/\Delta E_{NSE}$ of NSE in estimating the ground state. We find for all cases that $\Delta E_{QA}/\Delta E_{NSE}$ collapses to a single curve for sufficient number of qubits when plotted against number of ansatz states divided by number of qubits $M^* = M/3N$. The result is shown in Fig. 9. We find a collapse to a single curve for all cases for sufficiently large $N$. We find that the NSE yields even better results when increasing the field $h$ of the Ising model or layers $p$ of the quantum annealing state. For $h = \frac{1}{2}$, we find that the collapse becomes evident only for larger number of qubits $N$ compared to the other cases, which we suspect is due to quantum annealing providing worse estimates of the ground state energy when $h$ is small.

FIG. 9. We show the scaling with $N$ of the relative improvement $\Delta E_{QA}/\Delta E_{NSE}$. Here, $\Delta E_{NSE}$ is the error $\Delta E_{NSE} = E_{NSE} - E$ of the NSE and $\Delta E_{QA} = E_{QA} - E$ the error of the quantum annealing state. The relative improvement collapses to a single curve for varying number of ansatz states $M^* = M/(3N)$ divided by number of qubits. We vary transverse field $h$ and number $p = cN$ of layers of quantum annealing. a) $h = 2$ and $p = N/2$ with fit $\Delta E_{QA}/\Delta E_{NSE} = 9M^*^6 + 1.5M^* + 1$. b) $h = \frac{1}{2}$ and $p = N/2$ with fit $\Delta E_{QA}/\Delta E_{NSE} = 0.7M^* + 1$. c) $h = 1$ and $p = N$ with fit $\Delta E_{QA}/\Delta E_{NSE} = 4.2M^*^3 + 1.2M^* + 1$. d) $h = 1$ and $p = N/4$ with fit $\Delta E_{QA}/\Delta E_{NSE} = 1.4M^*^3 + 1.2M^* + 1$. We fix the field $g = 1$ for all curves.