I. INTRODUCTION

State preparation is a task of central importance in quantum computing. In particular, the preparation of finite-temperature thermal mixed states of a given Hamiltonian can be used for quantum simulation, quantum machine learning, and dynamics simulations of open systems [1–5]. This is challenging, and likely no efficient algorithm exists to solve the problem generally due to the complexity. Nevertheless, there are several proposed methods for sampling from thermal states of physically relevant Hamiltonians [4, 6–10]. Many of these methods, however, require use of costly quantum subroutines like quantum phase estimation or the estimation of von Neumann entropy, limiting prospects of thermal state preparation on near-term quantum hardware.

Variational quantum algorithms (VQAs) are a class of classical/quantum hybrid algorithms in which a quantum circuit is trained via classical optimization in order to reduce the value of some objective function which is evaluated on a quantum computer [11–14]. These variational algorithms have been adapted to a variety of different quantum computing tasks, including quantum state preparation. The use of VQAs for thermal state preparation may allow for a reduction in the quantum resources required at the expense of performing a classical optimization. There has been interest recently in using VQAs to prepare Gibbs states [15–21].

The Gibbs state for a data system $D$ represented by $N_D$ qubits with associated Hilbert space $H_D$ and Hamiltonian $H$ at temperature $T$ is defined as the density operator $\rho_G = e^{-\beta H}/Z$, where $\beta = \frac{1}{k_B T}$ is the inverse temperature, $k_B$ is Boltzmann’s constant, and $Z = \text{Tr}(e^{-\beta H})$ is the partition function. Because the target Gibbs state $\rho_G$ is a mixed state in general, deterministically preparing the thermal state requires entangling the data system $D$ with a purifying ancillary subsystem $A$ consisting of $N_A$ qubits with associated Hilbert space $H_A$. The problem of Gibbs state preparation then resolves to preparing a pure state $|\psi\rangle \in H_D \otimes H_A$ such that $\text{Tr}_A |\psi\rangle \langle \psi| = \rho_G$. This can be done variationally by preparing suitably-parameterized states $|\theta\rangle \in H_D \otimes H_A$ and classically optimizing the parameters $\theta$ to minimize an appropriate objective function $C(|\theta\rangle)$.

Variational Gibbs state preparation typically relies on the well-known fact that the Gibbs state $\rho_G$ exactly minimizes the Gibbs free energy $\mathcal{F}$:

$$F(\rho) = E(\rho) - k_B T S(\rho) = \text{Tr}(\rho H) + \beta^{-1} \text{Tr}(\rho \ln(\rho)).$$

However, the von Neumann entropy $S(\rho)$ and its gradients are difficult to measure on real quantum hardware [18, 22, 23], with the cost scaling exponentially with system size, particularly in the case of Gibbs states, as eigenvalues of the target state $\rho_G$ are exponentially suppressed [21, 22]. This makes the implementation of variational Gibbs state preparation too demanding for near-term quantum processors, especially at low temperatures.

In this paper, we address this issue by introducing a new objective function which is minimized by the Gibbs state but, unlike the Gibbs free energy, does not require estimation of the von Neumann entropy. We then describe two different adaptive variational approaches for arbitrary-temperature Gibbs state preparation which make use of our new objective function. Rather than using pre-defined variational ansätze, we take inspiration from the recently-introduced Adaptive Derivative-Assembled Problem-Tailored Variational Quantum Algorithms (ADAPT-VQAs), which systematically build adaptive ansätze which are tailored to the given problem, providing better performance at lower circuit depth [26–28]. We present numerical results demonstrating that both algorithms are capable of preparing high-fidelity Gibbs states across a range of temperatures for a few different Hamiltonians. Finally, we discuss evaluation of our new objective function on near-term quantum hardware.
II. OBJECTIVE FUNCTION

To avoid the challenge of estimating $S(\rho)$, we introduce a new objective function:

$$C(\rho) = -\text{Tr}(\rho G) + \frac{1}{2} \text{Tr}(\rho^2)$$

$$= -\frac{1}{Z} \text{Tr}(e^{-\beta H} \rho) + \frac{1}{2} \text{Tr}(\rho^2).$$

Like the free energy, this new objective function is easily shown to be minimized by $\rho_0$. Unlike the free energy, however, measuring this objective function does not require estimating the von Neumann entropy. Instead, it relies only on the ability to measure an observable of the data system and the state purity, which can be measured using e.g. the SWAP test [29, 31].

At first glance, this new objective function may appear to be of questionable value, as it seems to require prior knowledge of the operator $e^{-\beta H}$ and its trace, the partition function. As we will discuss later, however, we find that by Taylor expanding this operator and then truncating the resulting series, a suitable objective function for high-fidelity Gibbs states can still be obtained. This reduces the requirements for objective function estimation to measuring the purity and the first few powers of $H$.

In addition to evaluation of the objective function itself, evaluation of objective function gradients is of considerable importance for optimization algorithms. This is especially true for ADAPT-VQAs, which use information about objective function gradients to construct variational ansätze. In addition to permitting finite-difference methods of gradient estimation, in the special case that our parameterized state is of the form $|\theta\rangle = e^{iG\theta} |\psi_0\rangle$ where $G$ is an Hermitian operator with exactly two distinct eigenvalues $e_0$ and $e_1$, the exact gradient $\frac{\partial}{\partial \theta} C(\rho(\theta))$, where $\rho(\theta) = \text{Tr}_A |\theta\rangle \langle \theta|$, can be computed using a parameter-shift rule [16, 33]. By introducing the auxiliary function

$$\tilde{C}(\theta, \phi) = -\text{Tr}(\rho G \rho(\phi)) + \text{Tr}(\rho(\theta) \rho(\phi)),$$

which can be estimated with the same expectation value measurement and SWAP test circuits [29, 31] used to estimate $C(\rho(\theta))$, we can relate

$$\frac{\partial}{\partial \theta} C(\rho(\theta)) = r \left[ \tilde{C}\left(\theta + \frac{\pi}{4r}, \theta\right) - \tilde{C}\left(\theta - \frac{\pi}{4r}, \theta\right) \right],$$

where $r = \frac{1}{2} (e_1 - e_0)$.

III. PRIOR WORK

Ref. [13] found success in preparing Gibbs states using a layered QAOA-like ansatz of the form

$$|\vec{\alpha}_n, \vec{\gamma}_n\rangle = \prod_{k=1}^n e^{iL_k H_{AD} e^{i\gamma_n (H_A + H_D)/2}} |\psi_0\rangle,$$

where $H_A + H_D = H \otimes I + I \otimes H$ is the problem Hamiltonian applied to both $A$ and $D$. $H_{AD} = \sum_{k=1}^{N_D} (X_{D_k} X_{A_k} + Y_{D_k} Y_{A_k} + Z_{D_k} Z_{A_k})$ is an operator whose ground state $|\psi_0\rangle$ exhibits maximal entanglement between $A$ and $D$, and is thus equivalent to the Gibbs state as $\beta \to 0$. Like the original QAOA algorithm, the algorithm of Ref. [13] is assumed to work via a combination of the adiabatic theorem and trotterization, with the chosen operators allowing interpolation between $|\psi_0\rangle$—the ground state of $H_{AD}$—and the ground state of $H_A + H_D$, which is the $\beta \to \infty$ thermal state. This presumably allows preparation of thermal states at any temperature. However, based on this intuition, one would expect this approach to require an increasingly larger number of layers as one goes to lower temperatures, where entanglement is lowest. Essentially, the state preparation circuit is largely ‘undoing’ all the entanglement that was purposely built in earlier by the circuit. This is borne out by the numerical results of Ref. [13], where the authors find that $N_D/2$ layers are needed to realize high fidelity at low temperatures for a few different models, with faster convergence at higher temperatures. This is especially significant given that Gibbs state preparation is most challenging, and thus most interesting, at low temperatures. It may be possible to lessen the number of layers required by starting from a partially-entangled state, but as one would no longer be starting from a known thermal state, it is unclear that this ansatz structure would continue to see success. In addition, the ansatz structure and initial maximally-entangled state used in Ref. [13] necessarily require $N_A = N_D$. While exact Gibbs state preparation at nonzero temperature is possible only when $N_A \geq N_D$, at low temperatures, many of the eigenvalues of $\rho_G$ become vanishingly small, implying that high-fidelity approximate Gibbs state preparation using smaller ancilla systems is possible [16]. As we show below, if taken advantage of, this yields considerable quantum resource savings.

IV. ADAPT-VQE-GIBBS ALGORITHM

To limit the circuit depth of the state preparation circuit, we design a dynamically generated ansatz, which is by construction compact. Inspired by the success of the ADAPT-VQE and qubit-ADAPT-VQE algorithms in finding effective, low-depth variational ansätze for molecular VQE problems [26, 27], as well as the lack of restrictions the algorithm imposes on the initial reference state, we first present the ADAPT-VQE-Gibbs algorithm to prepare Gibbs states. After choosing an appropriate initial state $|\psi_{ref}\rangle$, the ansatz is grown iteratively, with only one additional operator $\tau_i = -\tau_i^{\dagger}$ added at each iteration. After the $n$-th iteration, the ansatz takes the form

$$|\tilde{\theta}_n\rangle = e^{\theta_n \tau_n} \ldots e^{\theta_2 \tau_2} e^{\theta_1 \tau_1} |\psi_{ref}\rangle.$$
At the end of each iteration, an ordinary fixed-ansatz VQA optimization is employed to minimize the value of the objective function with respect to each of the classical parameters $\theta_i$. We call the optimized state after the $n$-th iteration $|\tilde{\theta}_n\rangle$.

The operators $\tau_i$ are all chosen from a pre-defined operator pool and selected based on a gradient criterion, i.e. $\tau_n$ is chosen to maximize

$$\left|\frac{\partial}{\partial \theta_n} C\left(\text{Tr}_A |\tilde{\theta}_n\rangle\langle\tilde{\theta}_n|\right)\right|_{\tilde{\theta}_n=(0 \dot\theta_n^*)}.$$ (7)

This process of iteratively adding pool operators and doing fixed-ansatz minimization is repeated until the norm of the vector of pool operator gradients falls below some pre-defined threshold $\epsilon$.

To maximize the resource savings offered by utilizing the parameter-shift rule, as well as to reduce final circuit complexity, we choose a pool consisting of all 1- and 2-qubit Pauli strings acting on our combined data/ancilla system. Such a pool is clearly “complete” in that it suffices to construct any unitary on the full data/ancilla system given enough layers, though more compact complete pools have been shown to exist for any number of qubits $\psi_{\text{ref}} = \prod_{i=1}^{N_d} \prod_{j=D}^{D} \text{CNOT}_{A,D},$ (8)

where $\text{CNOT}_{A,D}$ is a CNOT gate with qubit $i$ in $A$ as the control and qubit $j$ in $D$ as the target. These random values $\alpha_i \in [0, 2\pi]$ are chosen at the beginning and serve only to provide a means of creating a suitable partially-entangled state. They are not optimized during subsequent steps. An unfortunate choice in these initial parameters may inadvertently lead to a situation as described above, where pool operator gradients end up vanishing despite not being near a thermal state, leading to premature termination of the algorithm. To guard against this, we repeat the algorithm several times, each with a different choice for the initial parameters, and postselect the preparation which best minimizes the objective function.

To investigate the effectiveness of this approach, we simulate ADAPT-VQE-Gibbs for data systems consisting of $N_d = 4$ qubits for two Hamiltonians of interest: a 1-dimensional spin-1/2 Ising chain with periodic boundary conditions (i.e. $Z_{D,N_D+1} = Z_{D,1}$): $H_I = -\sum_{i=1}^{N_d} Z_{D,i}Z_{D,i+1},$ (9)

as well as a 1-dimensional spin-1/2 $XY$ chain with periodic boundary conditions: $H_{XY} = -\sum_{i=1}^{N_d} X_{D,i}X_{D,i+1} + Y_{D,i}Y_{D,i+1}.$ (10)

These two Hamiltonians have different spectra and eigenstates, leading to quite different thermal states. Additionally, as $H_I$ has degenerate ground states, preparing its Gibbs state requires nontrivial entanglement between $A$ and $D$ even in the limit $\beta \rightarrow \infty$. To investigate the effectiveness of this approach at restricted ancilla system size, we simulate for $N_A = \{1, 2, 3, 4\}$. At each temperature and each ancilla system size, we run ADAPT-VQE-Gibbs in its entirety five times, then postselect the best-performing ansatz. To evaluate performance of the final ansatz, we calculate the fidelity of the final optimized state relative to the true Gibbs state $F = |\langle \psi_{\text{ref}} | \psi_{\text{ref}} \rangle|$.
FIG. 1. Plot of final Gibbs state fidelities and final ansatz CNOT counts across a range of temperatures for ADAPT-VQE-Gibbs with gradient threshold $\epsilon = 10^{-3}$ for (a) the periodic Ising Hamiltonian $H_I$ (b) the periodic XY Hamiltonian $H_{XY}$. The solid lines in the fidelity plots indicate the highest possible fidelity using a purifying system of $N_A$ qubits. CNOT counts for our ansatz include the $N_D N_A$ CNOTs used to prepare the reference state, as well as two CNOTs for every 2-qubit Pauli generator chosen to grow the ansatz. The dashed black lines in the CNOT count plots indicate the number of CNOTs required to execute the ansatz from Ref. [15], assuming the full $N_D/2$ layers are required, as they are at low temperatures.

$$\text{Tr} \left[ \sqrt{\rho_G} \text{Tr}_A \left( \left| \tilde{\theta}^*_{n_{\text{max}}} \right\rangle \left\langle \tilde{\theta}^*_{n_{\text{max}}} \right| \right) \sqrt{\rho_G} \right]^2,$$

where $n_{\text{max}}$ is the number of layers required to reach the gradient threshold $\epsilon$. We show the results of these simulations in Fig. 1. We find that, for $N_A = N_D$, ADAPT-VQE-Gibbs is able to consistently achieve $\geq 99\%$ fidelity. For reduced $N_A$, ADAPT-VQE-Gibbs is still able to reach the largest possible fidelity given the restricted space of accessible purified data system states. While this gives quite poor fidelity at high temperatures, very high fidelities can still be reached with reduced $N_A$ at low temperatures, allowing for a considerable reduction in quantum resources. Additionally, at low temperatures for $H_{XY}$, we find that our algorithm reaches high fidelity using fewer CNOTs than the ansatz used by Ref. [15] for a system of this size. This is true even for $N_A = N_D$, where perfect Gibbs state preparation is guaranteed to be possible. For $H_I$, Ref. [15] permits reducing the entangling Hamiltonian to $H_{AD} = \sum_{k=1}^{N_D} X_{D_k} X_{A_k}$, allowing for a sizable reduction in the number of CNOTs used. In this case, our algorithm actually uses more two-qubit operations at $N_A = N_D$. At reduced $N_A$, however—particularly for $N_A = 1$ or 2—we still see a reduction in the number of CNOTs used over Ref. [15] without sacrificing fidelity.

V. ADAPT-QAOA-GIBBS ALGORITHM

At higher temperatures, ADAPT-VQE-Gibbs requires an increasing number of resources, particularly at $N_A = N_D$. These are also the conditions under which the ansatz of Ref. [15] converges fastest, often requiring fewer than $N_D/2$ layers to reach high fidelity. Thus, at intermediate to large temperatures, ADAPT-VQE-Gibbs may offer little to no advantage. It may still be possible, however, to realize an improvement over the ansatz of Ref. [15] at these temperatures using an ADAPT-VQA which still utilizes a QAOA-like structure.

Inspired by the successes of ADAPT-QAOA in finding efficient ansätze for combinatorial QAOA problems [29], we now introduce ADAPT-QAOA-Gibbs—a modification of the ADAPT-QAOA algorithm that can be used to prepare Gibbs states. To briefly review: in ADAPT-QAOA, the layered structure of the QAOA ansatz (each layer consisting of evolution under the cost Hamiltonian followed by evolution under a mixer operator) is retained, but the use of a single, fixed mixer operator is abandoned. Instead, the ansatz is grown iteratively, layer by layer, with each layer’s mixer chosen adaptively from a predefined pool based on gradients of the cost Hamiltonian. This yields a problem-tailored ansatz which outperforms the original QAOA ansatz. Similarly, in ADAPT-QAOA-Gibbs, we retain the QAOA-like layered structure em-
ployed by Ref. [13] (Eq. 5), with each layer consisting of evolution under the problem Hamiltonian followed by evolution under an entangling Hamiltonian. Instead of using the fixed entangling Hamiltonian \( H_{AD} \), however, we will similarly select entangling operators \( \tau_i = -\tau_i^\dagger \) from a pre-defined pool, adaptively generating a problem-tailored ansatz, which at the \( n \)-th iteration takes the form

\[
|\bar{\alpha}_n, \bar{\gamma}_n\rangle = \prod_{k=1}^n e^{\alpha_k \tau_k} e^{\gamma_k (H_A + H_D)/2} |\psi_0\rangle.
\] (11)

For ADAPT-QAOA-Gibbs, we always choose \( N_A = N_D \), and start in the maximally-entangled reference state \(|\psi_0\rangle\). After each iteration, an ordinary fixed-ansatz VQA is employed to minimize the objective function with respect to each of the classical parameters \( \alpha_i \) and \( \gamma_i \). We call the optimized state after the \( n \)-th iteration \(|\bar{\alpha}_n, \bar{\gamma}_n\rangle\).

For ADAPT-QAOA-Gibbs, we choose an operator pool consisting of all 2-qubit Pauli strings which act nontrivially on both \( A \) and \( D \), as well as the operator \( \tau H_{AD} \). Exactly which operator is used for a given layer is determined by measuring gradients of the objective function and choosing the pool operator which yields the largest gradient, i.e., \( \tau_n \) is chosen to maximize

\[
\frac{\partial}{\partial \alpha_i} C(\langle \bar{\alpha}_n, \bar{\gamma}_n|\bar{\alpha}_n, \bar{\gamma}_n\rangle) \bigg|_{\bar{\alpha}_n = (0 \bar{\alpha}_{n-1}^*, \bar{\gamma}_{n-1}^*), \bar{\gamma}_n = \gamma_0}.
\] (12)

where \( \gamma_0 \in [0, \pi/2] \) is chosen randomly at the beginning of the algorithm and remains constant throughout. To guard against unfortunate choices of \( \gamma_0 \), we run the algorithm several times and postselect the ansatz which best minimizes the objective function. All of these gradients can be measured via the parameter-shift rule, Eq. 4. This can be done directly for all of the Pauli string operators. The remaining operator \( H_{AD} \) is a sum of mutually-commuting Pauli strings, and its gradient can be decomposed into the sum of gradients of those operators [33]. The presence of the operator \( H_{AD} \) in the entangler pool, while not necessary to reach convergence, ensures that ADAPT-QAOA-Gibbs generates ansätze which differ from those of Ref. [15] only in the event that another operator in the pool is found to have a larger gradient. It is thus reasonable to assume that the final generated ansätze will converge to the Gibbs state at least as quickly as those of Ref. [13]. As every other operator in the pool other than \( H_{AD} \) can be implemented using fewer 2-qubit interactions, this implies that our ansätze can be implemented on quantum hardware using equal or fewer resources.

To investigate the effectiveness of this approach, we simulate ADAPT-QAOA-Gibbs at a variety of temperatures for a data system consisting of \( N_D = 6 \) qubits under a 1-dimensional spin-1/2 Ising chain Hamiltonian with periodic boundary conditions [6]. For each temperature, we execute four iterative steps of the ADAPT-QAOA-Gibbs algorithm for eight different initializations of \( \gamma_0 \), and postselect the best-performing ansatz. To evaluate performance, after each layer, we compute the fidelity of the optimized state \(|\bar{\alpha}_n, \bar{\gamma}_n\rangle\) relative to the true Gibbs state. The results of these simulations are shown in Fig. 2. We find that we achieve \( > 99\% \) fidelity across a range of temperatures using three layers or fewer, reaching convergence more quickly at larger temperatures. This is consistent with the \( N_D/2 \) layers cited by Ref. [15]. We also find that, with the exception of \( \beta^{-1} = 2.6 \), ADAPT-QAOA-Gibbs simply reproduces the ansätze of Ref. [13], providing no circuit advantage. At \( \beta^{-1} = 2.6 \), however, we find that savings of 10 CNOT gates is achieved. We expect that larger savings should be possible for larger systems, which tend to require more layers.

![FIG. 2. (a) Layer-by-layer performance of ADAPT-QAOA-Gibbs for a periodic Ising chain with size \( N_D = 6 \). Gibbs state fidelity exceeding 99% is achieved by the third layer or sooner for all temperatures. (b) Number of CNOTs required to reach \( \geq 99\% \) at each temperature. Dashed line indicates number of CNOTs required by the ansatz used in Ref. [13] to reach \( \geq 99\% \).](image-url)
VI. MEASURING THE OBJECTIVE FUNCTION

Measurement of the objective function \( C(\rho) \) requires estimation of the expectation value \( \text{Tr}(\rho_G \rho) \), and the state purity \( \text{Tr}(\rho^2) \). The state purity is easily measured using e.g. the SWAP test, which requires preparation of two identical copies of the prepared state, as well as a circuit consisting of \( N_A \) cSWAP gates [29]. Estimation of the expectation value \( \text{Tr}(\rho_G \rho) \) presents more of a challenge, as the Hermitian operator \( e^{-\beta H} \) is not typically known exactly \emph{a priori}. Assuming, however, that measurements of \( H^n \) are accessible for small integers \( n \), we can approximate this operator by Taylor expanding and then truncating to finite order \( m \): \[
e^{-\beta H} \approx \sum_{n=0}^{m} \frac{1}{n!} (-\beta)^n H^n. \tag{13}\]

This truncated operator divided by its trace can be used to define a truncated objective function that can be used for Gibbs state preparation.

This truncation shifts the minimum of the objective function away from the desired exact Gibbs state, limiting the fidelity of the final prepared state. We explore the effect of this truncation for our adaptive Gibbs state preparation algorithms in Fig. 3. While very low-order truncations yield unfavorable results, performance at \( m = 5 \) is found to be on par with the non-truncated infinite series despite the considerable error in approximating the operator \( \rho_G \) in the objective function. This suggests that even moderately low-order truncation is still suitable for high-fidelity Gibbs state preparation. While not shown, performance of ADAPT-QAOA-Gibbs is similar.

Assuming the number of operators in \( H \) scales as \( \mathcal{O}(N_D) \), measuring \( H^k \) requires estimating \( \mathcal{O}(N_D^k) \) different observables. The exact cost of estimating the truncated objective function for Gibbs state preparation then depends on the truncation order \( m \) required to achieve high-fidelity Gibbs states.

VII. CONCLUSIONS

To conclude, we have introduced a new objective function suitable for variational Gibbs state preparation which does not rely upon measurement of the von Neumann entropy—a task which is known to be quite difficult. We also introduced two new ADAPT-VQAs capable of using our objective function to adaptively generate effective ansätze for the preparation of high-fidelity Gibbs states. Our first algorithm was able to produce high-fidelity Gibbs states with significant resource savings compared to previous methods at low temperature, while our second algorithm was able to squeeze additional performance out of known methods at intermediate temperatures. This suggests that ADAPT-VQAs utilizing novel objective functions could provide a path to near-term thermal state preparation.
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