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Abstract

We prove the existence of self-similar fundamental solutions (SSF) of the anisotropic porous medium equation in the suitable fast diffusion range. Each of such SSF solutions is uniquely determined by its mass. We also obtain the asymptotic behaviour of all finite mass solutions in terms of the family of self-similar fundamental solutions. Time decay rates are derived as well as other properties of the solutions, like quantitative boundedness, positivity and regularity. The combination of self-similarity and anisotropy is essential in our analysis and creates serious mathematical difficulties that are addressed by means of novel methods.
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1 Introduction

This paper focuses on the study of the existence and uniqueness of self-similar fundamental solutions to the following anisotropic porous medium equation (APME)

\[ u_t = \sum_{i=1}^{N} (u^{m_i})_{x_i x_i} \quad \text{in} \quad Q := \mathbb{R}^N \times (0, +\infty) \]

with \( N \geq 2 \) and \( m_i > 0 \) for \( i = 1, \ldots, N \). In case all exponents are the same we recover the well-known equation

\[ u_t = \Delta u^m, \quad m > 0, \]

which for \( m = 1 \) is just the classical heat equation. For \( m \neq 1 \) it is a well-studied model for nonlinear diffusion and heat propagation. For \( m > 1 \) the equation is degenerate parabolic and is called the Porous Medium Equation, PME, see [40]. On the other hand, for \( m < 1 \) the equation is singular parabolic and is called the Fast Diffusion Equation, FDE, see [16, 41]. The solutions are assumed to be nonnegative; this restriction makes sense in view of applications where \( u \) is an evolving mass density.

According to standard terminology, a fundamental solution is a finite mass solution of the Cauchy problem having the Dirac mass as its initial trace, more precisely \( u(x,t) \to M \delta(x) \) as \( t \to 0 \) in the sense of distributions. The typical fundamental solution is the one with constant \( M = 1 \). The concept plays a central role in the theory of linear PDEs. Fundamental solutions are also important in nonlinear parabolic problems of diffusion type, where they are also called source-type solutions, a main reference being Barenblatt’s [3], see also [23, 39, 42]. Once constructed, the self-similar fundamental solutions are shown to be the asymptotic attractors of all nonnegative solutions with finite mass for a number of relevant PDEs. It is our purpose to show that this phenomenon occurs in the anisotropic equation APME.

Equation (1.1) and similar ones appear for instance in hydrology as simplified models for the motion of water in anisotropic media, see [4, 21, 33, 34, 35, 36]. If the conductivities of the media may be different in different directions, the constants \( m_i \) in (1.1) may be different from each other. Note that the spatial operator in (1.1) is the sum of independent 1-dimensional Laplacians along the different coordinate directions, each applied to a possibly different power of \( u \). We will consider solutions to the Cauchy problem for (1.1) with nonnegative initial data

\[ u(x,0) = u_0(x), \quad x \in \mathbb{R}^N. \]

We will assume that \( u_0 \in L^1(\mathbb{R}^N) \), \( u_0 \geq 0 \), and we put \( M := \int_{\mathbb{R}^N} u_0(x) \, dx \), so-called total mass. We look for solutions \( u \geq 0 \).
Experience with the isotropic PME shows that the existence and behaviour of special solutions strongly depends on the range of exponents [41], and so happens with their role in the theory. In this paper we will focus on the fast diffusion range

\[(H1)\quad 0 < m_i < 1 \quad \text{for all } i = 1,\ldots,N.\]

Note that this is a condition of “fast diffusion in all directions” that is made here for convenience of exposition since it allows for a unified theory with clear-cut results. We will refer to the equation in that range as AFDE. As a natural extension, we also consider at the end of the paper cases where some exponents are 1, i.e., linear diffusion in some directions, but this is not our main interest. Note that when all \(m_i = m < 1\) are equal, we recover the classical (isotropic) Fast Diffusion Equation, and when \(m = 1\) the classical Heat Equation.

We need a further assumption on the exponents. We recall that in the isotropic fast diffusion equation (i.e., equation (1.1) with \(m_1 = \ldots = m_N = m < 1\)), there is a well-known critical exponent,

\[(1.3)\quad m_c := 1 - \frac{2}{N},\]

such that \(m > m_c\) is a necessary and sufficient condition for the existence of fundamental solutions, see for instance [41]. In the same spirit, in this work we will always assume the average condition

\[(H2)\quad \bar{m} := \frac{1}{N} \sum_{i=1}^{N} m_i > m_c.\]

This can be written as \(\sum_{i=1}^{N} m_i > N - 2\). This condition is crucial in our paper. Indeed, we will show that (H2) alone ensures the existence of the self-similar fundamental solution (SSFS) in the anisotropic FDE case. The fact that the fundamental solution has a self-similar form will be a consequence of the analysis we perform, based on the scaling invariance satisfied by the equation. See details in Subsection [1.1]. Let us point out that condition (H2) may allow for some \(m_i\) to be less than \(m_c\) in dimensions 3 or more. In any case we take \(m_i > 0\). In dimension \(N = 2\) condition (H2) implies no restriction.

The problem we discuss came to our attention years ago during a visit of Prof. B. H. Song to Madrid. He then published a number of works on the issue, mentioned above. Of interest here are [36] where solutions with finite mass are constructed, and [35] where a fundamental solution is constructed for general initial data, i.e., a solution with a Dirac delta as initial data. It was supposed to be the basis of asymptotic long-time analysis.

We contribute the missing analysis of self-similarity, which produces a critical amount of extra information and paves the way to the asymptotic behaviour. We note the presence of the anisotropy produces several difficulties that cannot be approached by classical tools.
as in the isotropic case, hence the problem had remained open for all these years. Indeed, the combination of self-similarity and anisotropy is an uncommon topic in the literature, see an example in [30], far from our field. However, it is rich in details and consequences.

Here, we construct a supporting theory and prove two main results. Firstly, we establish the existence of a unique fundamental solution of self-similar type (SSFS), one for every mass $M > 0$. We do it by using a new fixed-point argument and the mass difference analysis, which are flexible techniques that could be useful in a broad variety of situations. This allows to identify in a very precise way not only the decay and propagation exponents in every direction, but also the whole asymptotic profile $F$, which is shown to be a solution to an anisotropic nonlinear elliptic problem of Fokker-Planck type:

$$(1.4) \quad \sum_{i=1}^{N} \left[ (F^{m_i})_{y_i y_i} + \alpha \sigma_i (y_i F)_{y_i} \right] = 0.$$ 

Explicit solutions of this nonlinear elliptic equation are not known so far, but we prove that $F$ is a positive and $C^\infty$ smooth function. The proof of the result relies on tools like a comparison principle and the construction of an explicit anisotropic upper barrier, an important tool used to have an upper control of general solutions. A specific feature for the fixed point argument is the use of a suitable quantitative positivity lemma for solutions of the rescaled equation which lie below the anisotropic upper barrier at the initial time. Furthermore, numerical studies highlighted in Section 9 confirm the nonstandard shape of the self-similar profiles $F$ for different choices of the initial data.

The second main result shows the role of the self-similar solutions we have just constructed as attractors. Thus, we are able to establish the sharp asymptotic convergence of any nonnegative solution with finite mass towards the self-similar solution with the same mass, this being the other main result of the paper (see Section 8). In this way we complete for our equation the program outlined by G. Barenblatt in [3] about scaling, self-similarity, and intermediate asymptotics.

The case of partial linear diffusion, where some $m_i = 1$, has some special features that we will briefly discuss at the end of the paper. The case where slow diffusion exponents $m_i > 1$ appear deserves separate analysis and is not treated in this work.

1.1 Self-similar solutions

We present next in an informal way the main functions to be constructed and studied. The formal justification will be done in this paper in the framework of weak energy solutions. That concept is well known in the theories of nonlinear diffusion, but we will review the needed theory for the reader’s benefit in Section 2 which contains existence, uniqueness
and useful properties of such solutions for the Cauchy problem. Later results on regularity and positivity, proved in the paper, simplify the issue.

Let us examine our main construction. The common type of self-similar solution of equation (1.1) has the form

$$ U(x,t) = t^{-\alpha} F(t^{-a_1}x_1, \ldots, t^{-a_N}x_N) $$

with constants $\alpha > 0$, and $a_1, \ldots, a_n \geq 0$ to be chosen below. We look for this type as model solutions for our equation (1.1). As announced before, we will restrict the study to nonnegative solutions. Note that, after writing $y = (y_1, \ldots, y_N)$ and $y_i = x_i t^{-a_i}$, we have

$$ U_t = -t^{-\alpha-1} \left[ \alpha F(y) + \sum_{i=1}^{N} a_i y_i F_{y_i} \right] $$

and

$$ \sum_{i=1}^{N} (U_{x_i}^{m_i}) x_i x_i = \sum_{i=1}^{N} t^{-(am_i+2a_i)} (F^{m_i})_{y_i y_i}. $$

Therefore, equation (1.1) becomes

$$ -t^{-\alpha-1} \left[ \alpha F(y) + \sum_{i=1}^{N} a_i y_i F_{y_i} \right] = \sum_{i=1}^{N} t^{-(am_i+2a_i)} (F^{m_i})_{y_i y_i}. $$

We see that time is eliminated as a factor in the resulting equation on the condition that:

$$ \alpha(m_i - 1) + 2a_i = 1 \quad \text{for all } i = 1, 2, \ldots, N. $$

We also want integrable solutions that will enjoy the mass conservation property, which implies $\alpha = \sum_{i=1}^{N} a_i$. Imposing both conditions, and putting $a_i = \sigma_i \alpha$, we determine in a unique way the values for the exponents $\alpha$ and $\sigma_i$ (a lucky fact):

$$ \alpha = \frac{N}{N(m-1) + 2}, $$

and

$$ \sigma_i = \frac{1}{N} + \frac{m - m_i}{2}. $$

**Definition 1.1** A mass-preserving self-similar solution to (1.1) is just a solution $U$ to (1.1) of the form (1.5), where $a_i = \alpha \sigma_i$ for all $i = 1, \ldots, N$, and $\alpha$ and $\sigma_i$ satisfy (1.8) and (1.9).
In what follows we will usually skip writing mass-preserving, because all solutions considered in this paper enjoy the property (unless mention to the contrary). Observe that by Condition (H2) imposed in the Introduction we have $\alpha > 0$, so that the self-similar solution will decay in time in maximum value like a power of time. This is a typical feature of many diffusion processes.

As for the $\sigma_i$ exponents, that control the expansion of the solution in the different coordinate directions with time, we easily see that $\sum_{i=1}^{N} \sigma_i = 1$, and in particular $\sigma_i = 1/N$ in the isotropic case. Conditions (H1) and (H2) on the $m_i$ ensure that $\sigma_i > 0$. This means that the self-similar solution expands as time passes, or at least does not contract, along any of the space coordinate variables.

With these choices, and working again at the formal level for brevity, the profile function $F(y)$ must satisfy the nonlinear anisotropic stationary equation (1.4) in $\mathbb{R}^N$.

**Proposition 1.1** $U(x,t)$ is a self-similar solution to (1.1) of the form (1.5) where $a_i = \alpha \sigma_i$ for all $i = 1, \ldots, N$ and $\alpha$ and $\sigma_i$ satisfy (1.8) and (1.9) if and only if its profile $F$ satisfies the stationary equation (1.4). Moreover, $\int U(x,t) \, dx = \int F(y) \, dy = M$ for $t > 0$.

**Proof.** Under our choices of exponents $\alpha$ and $\sigma_i$ given by (1.8) and (1.9), equation (1.6) becomes (1.4). Besides, the conservation of mass follows by a change of variables. \qed

The profile $F$ is an interesting mathematical object in itself, as a solution of a nonlinear anisotropic Fokker-Planck equation. It is our purpose to prove that there exists a suitable solution of this elliptic equation, which is the anisotropic version of the equation of the Barenblatt profiles in the standard PME/FDE, cf. [3, 39, 40]. Again, the general theory deals with weak energy solutions, but we will prove later that the self-similar profiles are even $C^\infty$ smooth functions (see Subsection 6.5). The solution is indeed explicit in the isotropic case:

$$F(y; m) = \left( C + \frac{\alpha(1 - m)}{2mN} |y|^2 \right)^{-1/(1-m)},$$

with a free constant $C > 0$ that fixes the total mass $M$ of the solution, $C = C(M)$. An explicitly expression of $C(M)$ is given in [12] and in [40]. Moreover, we refer the reader to Subsection 2.3 for more details on the mass changing rule. It is clear that this formula breaks down for $m \leq m_c$ (called very fast diffusion range), where many new developments occur, see the monograph [41] and papers [8, 10]. We will not enter into that range and its features. This explains our insistence on restriction (H2).

Here is the main result of the present paper, dealing with the theory of self-similar solutions.
Theorem 1.1 Under the restrictions (H1) and (H2), for any mass \( M > 0 \) there is a unique self-similar fundamental solution \( U_M(x,t) \geq 0 \) of equation (1.1) with mass \( M \). The profile \( F_M \) of such a solution is an SSNI (separately symmetric and nonincreasing) positive function. Moreover, \( 0 < F_M(y) \leq G_k(y) \), for a suitable choice of the barrier function \( G_k \) given in formula (3.6).

Remarks. 1) We recall that by solution we understand a weak energy solution, see the theory in Section 2. In the end, the solution of this class is proved to be smooth, so the weak energy solution is indeed a classical solution of the equation.

2) For the concept of separately symmetric and nonincreasing function (SSNI for short) see Section 4. The proof of the main theorem will be done in Section 6.

3) We will not get any explicit formula for \( F_M \) in the anisotropic case, but we have suitable estimates, in particular regularity and decay in space. Thus, we get a clean upper bound for the behaviour of \( F_M \) at infinity: \( F_M(y) \leq O(|y|^{-2/(1-m_i)}) \). Anisotropy will be evident in the graphics of the level lines, see also the Numerical Section 9.

4) The existence of a fundamental solution, not necessary self-similar, was proved in [35] with a different approach. There is to our knowledge no proof of uniqueness for such a general concept of solution. Uniqueness is a crucial aspect in the study of asymptotic behaviour to be done later.

5) As in the isotropic case, there is an algebraic way to pass from any mass \( M_1 > 0 \) to another mass \( M_2 > 0 \), see Subsection 2.4. Thus, all the \( F_M \) functions are rescalings of \( F = F_1 \), of the form \( F_M(y) = kF(k^{\alpha_i}y_i) \) with suitable constants \( k = k(M) \) and \( \nu_i > 0 \).

The following result shows that self-similar solutions of the type (1.5) are actually fundamental solutions to (1.1).

Lemma 1.1 If \( U(x,t) = t^{-\alpha}F(t^{-a_1}x_1,\ldots,t^{-a_N}x_N) \) is the self-similar function defined in (1.5), where \( a_i = \alpha \sigma_i \) for all \( i = 1,\ldots,N \), and also \( \alpha \) and \( \sigma_i \) satisfy (1.8) and (1.9), then it is a fundamental solution of the Cauchy Problem (1.1)-(1.2) if \( F \geq 0 \), \( F \in L^1(\mathbb{R}^N) \) and it satisfies equation (1.4).

Proof. We recall that a self-similar fundamental solution with mass \( M \) to the Cauchy Problem (1.1)-(1.2) is just a self-similar solution to (1.1) that tends to the Dirac delta with mass \( M \) as time goes to \( t = 0 \) in a suitable weak sense. Thus, we only have to check the convergence of \( U(x,t) \) to \( \delta(x) \) in the sense of measures, i.e.

\[
\lim_{t \to 0} \int_{\mathbb{R}^N} U(x,t)\varphi(x) \, dx = M\varphi(0)
\]

for all \( \varphi \) continuous, nonnegative and bounded in \( \mathbb{R}^N \). This follows from the self-similarity formula and the integrability of \( F \). \( \square \)
1.2 Self-similar variables

In several instances in the sequel it will be convenient to pass equation (1.1) to self-similar variables, by zooming the original solution according to the self-similar exponents (1.8)-(1.9). More precisely, the change is done by the set of anisotropic formulas

\[(1.10) \quad v(y, \tau) = (t + t_0)^\alpha u(x, t), \quad \tau = \log(t + t_0), \quad y_i = x_i(t + t_0)^{-\sigma_i} \quad i = 1, \ldots, N,\]

with \(\alpha\) and \(\sigma_i\) as calculated before. We recall that all of these exponents are positive. There is a free time parameter \(t_0 \geq 0\) (a time shift) that can be used at convenience, normally \(t_0 = 0\) or \(t_0 = 1\). See in this regard the discussion in [41].

**Lemma 1.2** If \(u(x, t)\) is a solution (resp. supersolution, subsolution) of (1.1), then \(v(y, \tau)\) is a solution (resp. supersolution, subsolution) of

\[(1.11) \quad v_\tau = \sum_{i=1}^{N} \left[ (v^{m_i})_{y_i} y_i + \alpha \sigma_i (y_i v)_y \right] \text{ in } \mathbb{R}^N \times (\tau_0, +\infty).\]

This equation will be a key tool in our study. Note that the rescaled equation does not change with the time-shift \(t_0\) but the initial value of the new time does, \(\tau_0 = \log(t_0)\). If \(t_0 = 0\) then \(\tau_0 = -\infty\) and the \(v\) equation is defined for all \(\tau \in \mathbb{R}\).

We stress that this change of variables preserves the \(L^1\) norm: the mass of the \(v\) solution at new time \(\tau := \log(t + t_0) \geq \tau_0 := \log t_0\) equals that of the \(u\) at the corresponding time \(t \geq t_0\):

\[\int_{\mathbb{R}^N} v(y, \tau) \, dy = \int_{\mathbb{R}^N} u(x, t) \, dx \quad \text{if } \tau = \log(t + t_0).\]

We recall that so far the approach is similar to the one used in the works that deal with the isotropic PME and FDE, as explained in great detail in [40, 41].

1.3 Outline of later sections

After the introduction of the problem, conditions, and concept of self-similarity done in this section, we devote Section 2 to establish the basic theory of weak energy solutions to be used and its main properties. The theory follows ideas used in the isotropic case but there are some special features and derivations that we explain in some detail and they lead to Theorem 2.1.

Section 3 contains the construction of the Anisotropic Upper Barrier, a key tool in the proof of existence of a self-similar fundamental solution. This is followed by two technical sections on Aleksandrov’s Principle and local positivity.
After this preparation, we are ready for the statement and proof of existence and uniqueness of a self-similar fundamental solution, contained in the important Section 6. This proof faces several difficulties that are not found in previous works on degenerate parabolic equations of porous medium or fast diffusion type. A number of novel ideas are introduced; some similar ideas were recently used in [42]. We also prove monotonicity, positivity and regularity of the profile.

Section 7 deals with the strict positivity of nonnegative solutions, a typical fast diffusion feature. Regularity follows.

In Section 8 we establish the asymptotic behaviour of finite mass solutions, another goal of this paper. Solution is understood in the sense of Theorem 2.1, Section 2.

**Theorem 1.2** Let \( u(x, t) \) be the unique solution of the Cauchy problem for equation (1.1) with nonnegative initial data \( u_0 \in L^1(\mathbb{R}^N) \) under the restrictions (H1) and (H2). Let \( U_M \) be the unique self-similar fundamental solution with the same mass as \( u_0 \). Then,

\[
\lim_{t \to \infty} \|u(t) - U_M(t)\|_1 = 0.
\]

The convergence holds in the \( L^p \) norms, \( 1 \leq p < \infty \), in the proper scale

\[
\lim_{t \to \infty} t^{\frac{(p-1)\alpha}{p}} \|u(t) - U_M(t)\|_p = 0,
\]

where \( \alpha = N/\left(N(m-1) + 2\right) \) is the constant in (1.8). Finally, under certain conditions of the initial data, convergence (1.13) holds also for \( p = \infty \), see Theorem 8.1.

At the time the present article was written, a number of similar ideas were used in the study of nonlocal nonlinear diffusion in [43] and then they appeared in the simpler study of anisotropic \( p \)-Laplacian local diffusion in [20].

As a complement to this information, numerical studies are produced in Section 9 to make clear the effect of anisotropy on the shape of the solutions. We briefly discuss the case of partial linear diffusion in Section 10. The paper ends with a section on comments and open problems.

## 2 Preliminaries. Basic theory

Even in the case of the isotropic FDE the existence of classical solutions is not granted a priori, so the basic existence and uniqueness theory deals with solutions in some generalized sense using the techniques of Nonlinear Analysis. This approach is followed here. The simplest concept of solution of the APME is in principle the *distributional solution* where
we consider a function \( u \geq 0 \) defined in \( Q = \mathbb{R}^N \times (0, +\infty) \), such that \( u, u^{m_i} \in L^1_{\text{loc}}(Q) \) for all \( i = 1, ..., N \), and equation (1.1) is solved the distributional sense, i.e.,

\[
\int_0^T \int_{\mathbb{R}^N} u \varphi_t \, dx \, dt + \sum_{i=1}^N \int_0^T \int_{\mathbb{R}^N} u^{m_i} \varphi_{x_i} \, dx \, dt = \int_{\mathbb{R}^N} u(x,T) \varphi(x,T) \, dx - \int_{\mathbb{R}^N} u_0(x) \varphi(x,0) \, dx,
\]

for all the compactly supported test functions \( \varphi \in C^\infty(\overline{Q}) \) and every \( T > 0 \).

The need to prove uniqueness and a number of extra properties for the class of solutions we actually use leads in this section to the introduction of more restrictive concept of solution. Thus, for the isotropic PME/FDE the class of mild solutions described by Crandall-Liggett in [14] with \( L^1 \) initial data provides a general concept that enjoys the properties of uniqueness, comparison, smoothing effect, energy estimates and conservation of mass, among others. See also Bénilan’s approach with his integral solutions in [5]. For the application to the theory of the PME we refer to [40]. Like in the PME/FDE the absence of a right-hand side in the equation allows to conclude that a more suitable subclass of distributional solutions enjoys existence and uniqueness as well as good estimates. This is the class of weak energy solutions contained in Theorem 2.1.

We recall here that the existence and uniqueness of suitable solutions of our Cauchy problem with integrable nonnegative data was solved by Song and Jian in [36] after a fundamental solution was constructed in [35]. Thus, their Theorem 1.2 proves that, under some assumptions on the problem, for any nonnegative \( u_0 \in L^1(\mathbb{R}^N) \) there is a unique function \( u \) such that \( u, u^{m_i} \in L^1_{\text{loc}}(Q) \) for all \( i = 1, ..., N \), solving equation (1.1) in the distributional sense on \( Q = \mathbb{R}^N \times (0, +\infty) \), with the following properties:

- \( u \in C([0, \infty) : L^1(\mathbb{R}^N)), \ u \in C(Q) \cap L^\infty(\mathbb{R}^N \times [\tau, \infty)) \) for each \( \tau > 0 \),
- \( u \) takes the initial data in the sense that \( u(x,t) \to u_0(x) \) in \( L^1(\mathbb{R}^N) \) as \( t \to 0 \).
- The solution preserves the total mass, \( M = \int_{\mathbb{R}^N} u_0(x) \, dx = \int_{\mathbb{R}^N} u(x,t) \, dx \).

They call this type of solution the \( L^1 \)-regular solution.

This is the complete statement of the results we use in the paper.

**Theorem 2.1** Let the exponents \( m_i \) satisfy assumptions (H1) and (H2). Then, for any nonnegative \( u_0 \in L^1(\mathbb{R}^N) \) there is a unique function \( u \in C([0, \infty) : L^1(\mathbb{R}^N)) \) such that \( u, u^{m_i} \in L^1_{\text{loc}}(Q) \) for all \( i = 1, ..., N \), and equation (1.1) holds in the distributional sense in \( Q = \mathbb{R}^N \times (0, +\infty) \), with the following additional properties:

1) \( u(x,t) \) is a uniformly bounded function for each \( \tau > 0 \) with an estimate of the form \( \|u(\cdot, t)\|_{\infty} \leq Ct^{-\alpha} \). The precise estimate is given in (2.14).
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2) Let $Q_\tau = \mathbb{R}^N \times (\tau, \infty)$. We have $\partial_t u^{m_i} \in L^2(Q_\tau)$ for every $i$ and the energy estimates (2.4) are satisfied. Equation (1.1) holds in the weak sense of (2.2) applied in $Q_\tau$ for every $\tau > 0$.

3) Consequently, the maps $S_t : u_0 \mapsto u(\cdot, t)$ generate a semigroup of $L^1$ ordered contractions in $L^1_+(\mathbb{R}^N)$. The $L^1$-contraction estimates (2.12) are satisfied. The maximum principle applies.

4) Conservation of mass holds: for all $t > 0$ we have $\int u(x, t) \, dx = \int u_0(x) \, dx$. Assumption (H2) is crucial.

5) If we start with initial data $u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ we may also conclude item 2) with $\tau = 0$ and $u(x, t)$ is uniformly bounded and continuous in space and time.

Below, we will follow an approach to existence that is self-contained. Indeed, we want to establish the existence of a non-negative solution $u(x, t)$ with nonnegative initial datum $u_0$ by a method of smooth positive approximations for better-behaved approximate problems with bounded positive data. Though this theory is not the main scope of the paper, in view of the previous results by Song et al. and the current state of the theory of nonlinear diffusion equations, we hope it will be enlightening for the reader and useful in justifying the above items and different results and proofs in what follows.

2.1 Construction of solutions by approximation

We start with initial data $u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ and construct an ($L^2$) weak energy solution $u$, in the sense that $u \in L^2(Q)$, $\partial_t u^{m_i} \in L^2(Q)$ for all $i = 1, \ldots, N$ and it satisfies

\[
\int_0^T \int_{\mathbb{R}^N} u \varphi_t \, dx \, dt - \sum_{i=1}^N \int_0^T \int_{\mathbb{R}^N} (u^{m_i})_x \varphi_x \, dx \, dt \\
= \int_{\mathbb{R}^N} u(x, T) \varphi(x, T) \, dx - \int_{\mathbb{R}^N} u_0(x) \varphi(x, 0) \, dx,
\]

for all the test functions $\varphi \in C^1(Q)$ with $\varphi(x, t) \to 0$ as $|x| \to \infty$ for all $t$. Moreover, these solutions will enjoy the energy estimates

\[
4 \sum_{j=1}^N \frac{m_i m_j}{(m_i + m_j)^2} \int_0^T \int_{\mathbb{R}^N} \left| \frac{\partial}{\partial x_j} \left( u^{m_i + m_j} \right) \right|^2 \, dx \, dt \\
\leq \int_{\mathbb{R}^N} \left[ \frac{1}{m_i + 1} u_0^{m_i + 1} \right] \, dx - \int_{\mathbb{R}^N} \left[ \frac{1}{m_i + 1} u^{m_i + 1}(x, T) \right] \, dx
\]
for all $i = 1, \ldots, N$ and $T > 0$. Since all the terms in the left-hand side are nonnegative we get in particular

$$
(2.4) \int_{0}^{T} \int_{\mathbb{R}^N} \left| \frac{\partial}{\partial x_i} u^m_i \right|^2 \, dx \, dt \leq \int_{\mathbb{R}^N} \left[ \frac{1}{m_i + 1} u_0^{m_i + 1} \right] \, dx - \int_{\mathbb{R}^N} \left[ \frac{1}{m_i + 1} u^{m_i + 1}(x,T) \right] \, dx
$$

for all $i = 1, \ldots, N$ and $T > 0$. This estimate is called the energy estimate.

(i) Sequence of approximate Cauchy-Dirichlet problems in a ball. We now consider the following sequence of approximate Cauchy-Dirichlet problems

$$(P_n) \begin{cases}
(u_n)_{t} = \sum_{i=1}^{N} (a_{i}^{m_{i}}(u_n))(u_n)_{x_i} x_i & \text{in } Q_n := B_n(0) \times (0, +\infty), \\
u_n(x,0) = u_{0n}(x) & \text{for } |x| \leq n, \\
u_n(x,t) = 0 & \text{for } |x| = n, t \geq 0,
\end{cases}$$

where $B_n(0) := \{ x : |x| < n \}$, and $u_{0n} \geq 0$ is a suitable approximation of $u_0$ in $B_n(0)$. This is a rather standard method. However, solving the problem in this formulation encounters the difficulty that the equation is not uniformly parabolic at the level $u = 0$ because of the lack of regularity of the powers $u^{m_i}$ at such level, i.e., the diffusion coefficients $m_i u^{m_i - 1}$ blow up when $u \to 0$. This is well-known in the isotropic PME case, see Theorem 5.5 in [40]. To avoid this degenerate parabolic character we will use a rather standard regularization approach. Instead of solving $(P_n)$ we begin by constructing a sequence of approximate initial data $u_{0n,\varepsilon}$ which do not take the value $u = 0$. We will avoid the singularity of the equation by moving up the initial and boundary data. Thus, we replace problem $(P_n)$ by

$$(P_{n,\varepsilon}) \begin{cases}
(u_{n,\varepsilon})_{t} = \sum_{i=1}^{N} (a_{i}^{m_{i}}(u_{n,\varepsilon}))(u_{n,\varepsilon})_{x_i} x_i & \text{in } Q_n, \\
u_{n,\varepsilon}(x,0) = u_{0n,\varepsilon}(x) & \text{for } |x| \leq n, \\
u_{n,\varepsilon}(x,t) = \varepsilon & \text{for } |x| = n, t \geq 0,
\end{cases}$$

where, for definiteness, we put $u_{0n,\varepsilon} = u_{0n} + \varepsilon$. We recall that we are assuming $u_0$ bounded. The new diffusion coefficients $a_{i}^{m_{i}}(u_{n,\varepsilon})$ are chosen to be bounded and uniformly bounded from below and the nonlinearities are such that $a_{i}^{m_{i}}(z) = m_{i} z^{m_{i} - 1}$ for $z \in [\varepsilon, \text{sup } u_0 + \varepsilon]$.

Since problem $(P_{n,\varepsilon})$ is uniformly parabolic, we can apply the standard quasilinear theory, see [27], to find a unique solution $u_{n,\varepsilon}(x,t)$, which is bounded from below by $\varepsilon > 0$ in view of the Maximum Principle. Moreover, the solutions $u_{n,\varepsilon}$ in this step are $C^\infty(Q_n)$ by bootstrap arguments based on repeated differentiation and interior regularity results for
parabolic equations. Using again the Maximum Principle we conclude that $\varepsilon \leq u_{n,\varepsilon} \leq \sup u_0 + \varepsilon$. It follows by the definition of $a_i^\varepsilon$ that we can then replace $a_i^\varepsilon(u_{n,\varepsilon}) \partial_{x_i}^\varepsilon(u_{n,\varepsilon})$ by $\partial_{x_i}(u^{m_i})$ in the equation of $(P_{n,\varepsilon})$, as planned from the beginning.

Moreover, we get monotonicity in time for different norms of these solutions. Indeed, we easily obtain for $u = u_{n,\varepsilon}$

$$
(2.5) \quad \frac{d}{dt} \int_{B_n(0)} (u - \varepsilon)^p(x, t) \, dx = -p(p-1) \sum_{i=1}^N m_i \int_{B_n(0)} (u - \varepsilon)^{p-2} u^{m_i-1} |u_{x_i}|^2 \, dx \leq 0,
$$

from which we conclude that the $L^p$ norms $\|u(\cdot, t) - \varepsilon\|_p$ are nonincreasing in time for every $p > 1$, and in the limit also for $p = 1$ and $p = \infty$. This will be recalled and extended in Proposition 2.1 and other places.

In order to get energy estimates that are uniform in $\varepsilon$ and $n$, we proceed as follows. We multiply the equation in $(P_{n,\varepsilon})$ by $\eta = u_{n,\varepsilon}^q = u_{n,\varepsilon}^q - \varepsilon^q$ with $q = m_i$ for some $i$. Integrating by parts in $B_n(0) \times (0, T)$ and recalling the non-negativity of the solutions, we get

$$
(2.6) \quad 4 \sum_{j=1}^N \frac{m_i m_j}{(m_i + m_j)^2} \int_0^T \int_{B_n(0)} \left| \frac{\partial}{\partial x_j} \left( \frac{m_i+m_j}{u_{n,\varepsilon}} \right) \right|^2 \, dx \, dt
$$

$$
\leq \int_{B_n(0)} \left[ \frac{1}{m_i + 1} u_{0,n,\varepsilon}^{m_i+1} - \varepsilon^{m_i} u_{0,n,\varepsilon} \right] \, dx
$$

$$
- \int_{B_n(0)} \left[ \frac{1}{m_i + 1} u_{n,\varepsilon}^{m_i+1}(x, T) - \varepsilon^{m_i} u_{n,\varepsilon}(x, T) \right] \, dx
$$

for each $i$ with $T > 0$. We can sum in $i = 1, \ldots, N$ to get a joint inequality.

(ii) Passage to the limit as $n \to \infty$. We let the ball $B_n(0)$ expand into the whole space for fixed $\varepsilon > 0$. The family $\{u_{n,\varepsilon} : n \geq 1\}$ is uniformly bounded in $Q_n$ and also uniformly away from 0. We recall that each $u_{n,\varepsilon}$ is a non-negative solution of problem $(P_{n,\varepsilon})$. Since $u_{n,\varepsilon}(x, t) \leq u_{n+1,\varepsilon}(x, t)$ on the boundary of the cylinder $Q_n$, applying the classical comparison principle we get $u_{n,\varepsilon}(x, t) \leq u_{n+1,\varepsilon}(x, t)$ in $Q_n$. Thus, we obtain the monotonicity of $u_{n,\varepsilon}$ in $n$ and we are able to pass to the limit as $n \to \infty$. Moreover, estimate (2.6) guarantees a uniform estimate of $\partial_{x_i}(u^{m_i}_{n,\varepsilon})$ in $L^2(B_n(0) \times (0, \infty))$ for all $i$. Using the interior regularity for uniformly parabolic equations (already quoted), we may pass to the limit and get

$$
u_{\varepsilon}(x, t) = \lim_{n \to \infty} u_{n,\varepsilon}(x, t),
$$

which is a classical solution of (1.1) in the whole space. Since

$$
\varepsilon \leq u_{n,\varepsilon}(x, t) \leq \sup u_0 + \varepsilon \quad \text{in} \quad Q_n
$$
the same inequalities apply to \( u_\varepsilon(x,t) \) in \( Q = \mathbb{R}^N \times (0, \infty) \).

It is easy to see that the monotonicity in time of the norms \( ||u - \varepsilon||_p \) is kept in the limit. In order to pass to the limit in the energy inequalities we have to find an expression in the right-hand side of (2.6) that is uniformly bounded in \( n \) and allows for passage to the limit \( n \to \infty \). We proceed as follows with \( u = u_{n,\varepsilon} \): the mentioned right-hand term in (2.6) can be written as

\[
\cdots \leq \frac{1}{m_i + 1} \int_{B_n(0)} (u_{0,n,\varepsilon}^{m_i} - \varepsilon^{m_i}) u_{0,n,\varepsilon} \, dx + \frac{m_i}{m_i + 1} \int_{B_n(0)} \varepsilon^{m_i} (u_{n,\varepsilon}(x,T) - u_{n,\varepsilon}(x,0)) \, dx - \frac{1}{m_i + 1} \int_{B_n(0)} (u_{n,\varepsilon}^{m_i}(x,T) - \varepsilon^{m_i}) u_{n,\varepsilon}(x,T) \, dx
\]

\[
=: I_1 + I_2 + I_3.
\]

We may neglect the last term since the integrand is non-negative. We can pass to the limit as \( n \to \infty \) in the remaining expression, because both integrals \( I_1, I_2 \) can be bounded by a constant not depending on \( n \). Indeed, by the mean value theorem (recall that \( u_{0,n,\varepsilon} = u_{0,n} + \varepsilon \)) we have

\[
I_1 \leq \frac{1}{\varepsilon} \frac{m_i}{m_i + 1} \int_{B_n(0)} (u_{0,n} + \varepsilon)^{m_i} u_{0,n} \, dx \leq C_1(\varepsilon, N)
\]

Moreover, the \( L^p \) monotonicity of the norm (2.5) gives \( I_2 \leq 0 \).

Now, since \( T \) is arbitrary, it follows that \( \{ \frac{\partial}{\partial x_i} u_{n,\varepsilon}^{m_i} \} \) is uniformly bounded in \( L^2(Q) \) for all \( i \). Therefore, a subsequence of it converges to some limit \( \psi_{\varepsilon,i} \) weakly in \( L^2(Q) \). Since \( u_{n,\varepsilon} \to u_\varepsilon \) for \( n \to \infty \) everywhere, we can identify \( \psi_{\varepsilon,i} = \frac{\partial}{\partial x_i} u_\varepsilon^{m_i} \) in the sense of distributions. Therefore we can pass to the limit in the energy estimate (2.6) and obtain

\[
4 \sum_{j=1}^{N} \frac{m_i m_j}{(m_i + m_j)^2} \int_{0}^{T} \int_{\mathbb{R}^N} \left| \frac{\partial}{\partial x_j} \left( u_\varepsilon^{m_i+m_j} \right) \right|^2 \, dx \, dt
\]

\[
\leq \int_{\mathbb{R}^N} \left[ \frac{1}{m_i + 1} (u_0 + \varepsilon)^{m_i+1} - \varepsilon^{m_i} (u_0 + \varepsilon) \right] \, dx
\]

\[
- \int_{\mathbb{R}^N} \left[ \frac{1}{m_i + 1} u_\varepsilon^{m_i+1}(x,T) - \varepsilon^{m_i} u_\varepsilon(x,T) \right] \, dx.
\]

(iv) Passage to the limit as \( \varepsilon \to 0 \). We notice that the family \( \{u_\varepsilon\} \) is monotone in \( \varepsilon \) by the construction of the initial data. We may then define the limit function

\[
u(x,t) = \lim_{\varepsilon \to 0} u_\varepsilon(x,t)
\]
as a monotone limit in $Q$ of bounded non-negative (smooth) functions. We see that $u_\varepsilon$ converges to $u$ in a.e. in $Q$ and also in $L^p(0,T;L^p(K))$ for every $1 \leq p < \infty$, every finite $T$ and compact set $K \subset \mathbb{R}^N$. We want to show that the limit $u$ is a weak energy solution of Problem $(P_n)$ with initial datum $u_0$. Passing to the limit in (2.8) as $\varepsilon \to 0$, we get the following anisotropic energy inequalities:

\[
4 \sum_{j=1}^{N} \frac{m_i m_j}{(m_i + m_j)^2} \int_0^T \int_{\mathbb{R}^N} \left| \frac{\partial}{\partial x_j} \left( u^{m_i/m_j} \right) \right|^2 dx \, dt + \frac{1}{m_i + 1} \int_{\mathbb{R}^N} u^{m_i+1}(x,T) \, dx 
\leq \frac{1}{m_i + 1} \int_{\mathbb{R}^N} u_0^{m_i+1} \, dx
\]

for all $i$ and $T > 0$. Finally, since $u_\varepsilon$ is a classical solution, it clearly is a weak solution with initial datum $u_{0\varepsilon}$. Letting $\varepsilon \to 0$ in the weak formulation we get that $u$ is a weak solution $(P_n)$ with initial datum $u_0$, in the sense that $u$ satisfies the equality

\[
\int_0^T \int_{B_n(0)} u \varphi_t \, dx \, dt - \sum_{i=1}^{N} \int_0^T \int_{B_n(0)} (u^{m_i}) x_i \varphi_x \, dx \, dt = \int_{B_n(0)} u(x,T) \varphi(x,T) \, dx - \int_{B_n(0)} u_0(x) \varphi(x,0) \, dx,
\]

for all the compactly supported test functions $\varphi \in C^1(\mathbb{R}^N \times [0,\infty])$.

We remark that all the solutions $u_\varepsilon$ are bonded in $L^p(Q_T)$, $Q_T = \Omega \times (0,T)$ for all $1 \leq p \leq \infty$, while $\nabla u \in L^2(Q_T)$ since for all $i$

\[
\partial_x u_\varepsilon = \frac{1}{m_i} u_\varepsilon^{1-m_i} (u_\varepsilon^{m_i}) x_i \in L^2(0,T;L^2(\Omega)).
\]

As for regularity in the time derivative we get weaker information. We have $u_t = \sum_i \partial_t w_i$ with $w_i = (u^{m_i}) x_i$, hence we have $u_t \in L^2(0,T;X)$ with $X = W^{-1,2}(\Omega)$, for any open bounded set $\Omega$ of $\mathbb{R}^N$. Then the famous Aubin-Lions-Simon lemma [11 32] that, in an adapted form, says that if a sequence $u_\varepsilon$ is bounded in $L^2(0,T;H^1(\Omega))$ and $\partial_t u_n$ is bounded in $L^p(0,T;X)$, $p \geq 1$ with any $X$ some Banach space containing $L^2(\Omega)$, then it is precompact in $L^2([0,T];L^2(\Omega))$. If $p = \infty$ it is precompact in $C([0,T];L^2(\Omega))$. We conclude that $u = \lim_{\varepsilon \to 0} u_\varepsilon \in L^2([0,T];L^2(\Omega))$ with a.e. limit.

**Conclusion.** We may call this limit the **constructed solution**, which is a weak energy solution obtained as a monotone limit of positive classical solutions. In the literature we find the name SOLA (i.e., solution obtained as limit of approximations) for a similar situation, see for instance [15 26]. Note that this object has been defined in a unique way by the above construction. Besides, such a type of limit solution is sometimes called in the
technical literature a maximal solution, a property derived from our way of approximation. We are going to prove next a more general uniqueness result so that these labels will not be needed. Note that up to this point we are dealing with bounded solutions.

2.1.1 Comparison of constructed solution with the $L^1$ regular solution

Let us go back to the results of [36]. The existence of an $L^1$ regular solution is solved there by a approximation method from below that starts by treating the case of initial data that are bounded and also compactly supported. For such data the two still missing properties: $u \in C([0, \infty) : L^1(\mathbb{R}^N))$ and conservation of mass are proved. The proofs depend on the existence of an integrable barrier, see [36, Theorem 1.2]. The uniqueness of the $L^1$ regular solution follows.

Now we want to compare the $L^1$ regular solution for an initial datum $u_0 \geq 0$ with is bounded and compactly supported in $\mathbb{R}^N$, let us call it $u_0$, with the $\varepsilon$ approximation $u_\varepsilon$ of our constructed solution, called here $u_c$. The idea is to use the fact that $u_\varepsilon$ is classical and a strict supersolution for our data so it must be easy to put it on top of other solutions. Here is an argument: we recall ([33, 34, 36]) that the $L^1$ regular solution $u$ can be obtained as the limit of a sequence $u_k$ of classical approximations to the equation with initial data $u_k(x,0) = \min\{u(x),1/k\}$ in some ball $B_R(0)$, $R_k \geq R$, and boundary data $u_k = 1/k$ on $|x| = R_k$. We choose $R_k \to \infty$. By a standard comparison theorem, using the fact that $u_\varepsilon(x,t) \geq \varepsilon$ everywhere, we conclude that for all large $k$ we have $u_k \leq u_\varepsilon$ everywhere in $Q_k = B_R \times (0, \infty)$. In the limit $k \to \infty$ we get $u \leq u_\varepsilon$ for every $\varepsilon > 0$, and the inequality holds in $Q$. Letting now $\varepsilon \to 0$,

$$u(x,t) \leq u_c(x,t).$$

But conservation of mass for the first solution implies that mass must also be conserved for the second since mass cannot increase. Therefore, $\int (u_c(x,t) - u(x,t)) \, dx = 0$ for all $t$. But then $u \equiv u_c$.

This equivalence is extended by approximation and passage to the limit to all non-negative bounded data $u_0$. We conclude that the constructed weak energy solutions are the same as the $L^1$ regular solutions. We have uniqueness of such solutions. In what follows we may simply refer to them as the solutions.

Finally, let us recall that by [21, Theorem 1] we have plain continuity, $u \in C(Q)$. Let us also add that at all points where $u_0$ is continuous, the constructed solution also is by a simple barrier argument based on comparison that we leave to the reader.
2.2  $T$-contraction in $L^1$ norm

Let us first recall the property the $L^p$ boundedness, that follows from formula (2.5) in the limit, plus conservation of mass for $p = 1$.

**Proposition 2.1** Let $u$ be the constructed solution with $u_0 \in L^1(\mathbb{R}^N) \cap L^p(\mathbb{R}^N)$ for $p \in [1, +\infty]$. Then, $u(t) \in L^p(\mathbb{R}^N)$ and

\begin{equation}
\|u(t)\|_p \leq \|u_0\|_p.
\end{equation}

Under conditions (H1) and (H2) we have equality for $p = 1$.

The next result shows that the set of constructed solutions enjoys the property of $L^1$ contraction in time in the strong form proposed by Bénilan [5] as $T$-contraction, a property that implies comparison.

**Theorem 2.2** For every two constructed solutions $u_1$ and $u_2$ to (1.1) with respective initial data $u_{0,1}$ and $u_{0,2}$ in $L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ we have

\begin{equation}
\int_{\mathbb{R}^N} (u_1(t) - u_2(t))_+ \, dx \leq \int_{\mathbb{R}^N} (u_{0,1} - u_{0,2})_+ \, dx.
\end{equation}

In particular, if $u_{0,1} \leq u_{0,2}$ for a.e. $x$, then for every $t > 0$ we have $u_1(t) \leq u_2(t)$ for all $x \in \mathbb{R}^N$ and $t > 0$.

**Proof.** (i) The proof follows a rather typical idea for estimating evolution in $L^1(\mathbb{R}^N)$. See the arguments from [40, Prop. 9.1] in the isotropic case. Formally, we may proceed as follows. This will work for classical solutions.

**Lemma 2.1** Suppose that $u_1$ and $u_2$ are classical nonnegative solutions to (1.1) defined in a bounded or unbounded spatial domain $\Omega$, with smooth boundary, living for a time interval $0 \leq t \leq T$ and suppose that $u_1 \leq u_2$ on $\partial \Omega$. Then the contraction result holds. If we have $\int_{\Omega}(u_{0,1} - u_{0,2})_+ \, dx = \infty$ there is no assertion.

**Proof of the lemma.** Let $p = p(s)$ be a smooth approximation of the positive part of the sign function $\text{sign}(s)$, with $p(s) = 0$ for $s \leq 0$, $0 \leq p(s) \leq 1$ for all $s \in \mathbb{R}$ and $p'(s) \geq 0$ for all $s \geq 0$. Let us multiply (1.1) by $\varphi(x,t) = p(u_1 - u_2)$ and integrate over $\Omega$, for each solution $u_1, u_2$. After subtracting the resulting equations, we then have

\[ \int_{\Omega} (u_1 - u_2) t \, p(u_1 - u_2) \, dx = \sum_{i=1}^N \int_{\Omega} (u_1^{m_i} - u_2^{m_i})_+ \, dx \, p(u_1 - u_2) \, dx. \]
Letting now \( p \) tend to \( \text{sign}^+ \) and observing that
\[
\frac{\partial}{\partial t}(u_1 - u_2)_+ = \text{sign}^+(u_1 - u_2) \frac{\partial}{\partial t}(u_1 - u_2),
\]
we get after performing the time integration
\[
\frac{d}{dt} \int_\Omega (u_1(t) - u_2(t))_+ \, dx = \sum_{i=1}^N \int_\Omega (u_{1i}^m - u_{2i}^m)_{x_i} \text{sign}^+(u_1 - u_2) \, dx.
\]
Now, the well-known Kato’s inequality implies that for all \( i = 1, \ldots, N \)
\[
\partial_{x_i x_i} (u_{1i}^m - u_{2i}^m)_+ \geq [\text{sign}^+(u_{1i}^m - u_{2i}^m)](u_{1i}^m - u_{2i}^m)_{x_i x_i},
\]
and we recall that \( \text{sign}^+(u_1 - u_2) = \text{sign}^+(u_{1i}^m - u_{2i}^m) \). Thus,
\[
\frac{d}{dt} \int_\Omega (u_1(t) - u_2(t))_+ \, dx \leq \sum_{i=1}^N \int_\Omega \partial_{x_i x_i} (u_{1i}^m - u_{2i}^m)_+ \, dx
\]
\[
= \sum_{i=1}^N \int_{\partial \Omega} \partial_{x_i} (u_{1i}^m - u_{2i}^m)_+ \nu_i \, dx,
\]
where \( \nu_i \) is the \( i \).th component of the external normal to \( \partial \Omega \). The last integrand is negative for all \( i \) since \((u_{1i}^m - u_{2i}^m)_+ \geq 0\) in \( \Omega \) and it vanishes on the boundary. We observe that
\[
\partial_{x_i} (u_{1i}^m - u_{2i}^m)_+ \nu_i = |\nu_i|^2 \partial_{\nu_i} (u_{1i}^m - u_{2i}^m)_+ \leq 0.
\]
Therefore,
\[
\frac{d}{dt} \int_\Omega (u_1(t) - u_2(t))_+ \, dx \leq 0.
\]
This ends the proof for classical solutions. In fact, we get for all \( 0 \leq s \leq t \)
\[
(2.13) \quad \int_\Omega (u_1(t) - u_2(t))_+ \, dx \leq \int_\Omega (u_1(s) - u_2(s))_+ \, dx.
\]

(ii) Using this lemma the result will be justified for the constructed weak solutions. Recalling the approximation procedure of Section 2.1 we will first prove the result for the solutions of the approximated problems \( (P_{n,\epsilon}) \) posed in the ball \( \Omega = B_n(0) \) with data \( \bar{u}_{0,1}(x) = u_{0,1}(x) + \epsilon \) and \( \bar{u}_{0,2}(x) = u_{0,2}(x) + \epsilon \). Recall that they are smooth solutions of equation (1.1) with the same boundary data. Hence, by the previous result we have for all \( 0 \leq s \leq t \)
\[
\int_{B_n(0)} (\bar{u}_1(t) - \bar{u}_2(t))_+ \, dx \leq \int_{B_n(0)} (\bar{u}_1(s) - \bar{u}_2(s))_+ \, dx.
\]
It is easy to justify that we can pass to the limit first in \( n \to \infty \) and then in \( \epsilon \to 0 \) to get the same result (2.12) for the constructed solutions in \( \mathbb{R}^N \). \( \square \)
Remark 2.1 To obtain this result we do not need the solutions to be the limit of classical solutions. In order to justify the first formal step (i) the solutions only have to be weak solutions with energy estimates and all involved derivatives in $L^1_{loc}(\Omega \times (0,T))$ with the equation satisfied a.e. in $Q = \Omega \times (0,T)$ so that Kato’s result can be used. This is usually called a strong solution.

Remark 2.2 In the next section we shall need Lemma 2.1 applied also to equation (1.11) in the self-similar variables, which is true. Moreover, the proof of Lemma 2.1 holds to compare a supersolution and a subsolution as well.

2.3 Theory in $L^1$. The $L^1$ to $L^\infty$ estimate

The main step into a theory with unbounded data $u_0 \in L^1(\mathbb{R}^N)$ is a result which is usually known as the $L^1$ to $L^\infty$ smoothing effect.

Theorem 2.3 If $u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$, then the constructed solution $u$ to (1.1)-(1.2) under assumptions (H1) and (H2) satisfies

\begin{equation}
\|u(t)\|_{\infty} \leq Ct^{-\alpha}\|u_0\|_{1}^{2a/N} \quad \forall t > 0,
\end{equation}

where the exponent $\alpha$ is defined in (1.8) and $C = C(N, m_1, ..., m_N)$.

This important result can be found in [36]. For our proof see the Appendix.

Definition of solution with $L^1$ data. Once we know bound (2.14) with a right-hand side that does not involve the $L^\infty$ norm, we may construct the solution of equation (1.1) in $Q = \mathbb{R}^N \times (0, \infty)$ with initial data $u_0 \in L^1(\mathbb{R}^N)$ as the monotone limit of the approximate solutions $u_k$ with initial data $u_{0,k}, k \geq 1$ such that $u_{0,k} = \min\{u_0(x), k\}$. Then,

\begin{equation}
(2.15) \quad u(x,t) = \lim_{k \to \infty} u_k(x,t).
\end{equation}

Theorem 2.4 The solution defined in (2.15) satisfies the conditions of Theorem 2.1.

Proof. The limit is obtained as a non-decreasing limit of bounded functions in $C([0, \infty] : L^1(\mathbb{R}^N))$, hence it belongs to the same class. We leave the rest of the details to the reader or see [36].
Remark 2.3 From Proposition 2.1 and Theorem 2.3 we have that for $u_0 \in L^1 \cap L^\infty$, the rescaled evolution solution $v$ of (1.10) is uniformly bounded in time: indeed, for a fixed $\tau_1 > 0$, Theorem 2.3 implies, for $\tau > \tau_1$,

$$|v(y, \tau)| \leq C(\tau_1) \|u_0\|_1^{2\alpha/N}$$

while Proposition 2.1 yields, for $\tau \leq \tau_1$,

$$|v(y, \tau)| \leq C_1(\tau_1) \|u_0\|_\infty.$$

We will take into account the dependence of the constants on $\tau_1$ in what follows.

2.4 Scaling

Equation (1.1) is invariant under the scaling transformation

$$(2.16) \quad \hat{u}(x, t) = k^\alpha u(k^\alpha x_1, \ldots, k^\alpha x_N, kt), \quad k > 0,$$

assuming that (1.7) holds. This is of course related to self-similarity. But we can have other choices different from (1.8) and (1.9). Suppose we put $a_i = \alpha \omega_i$ and

$$\omega_i(c) = \frac{c}{N} + \frac{m - m_i}{2}$$

for some $c > 0$. Then $\sum_i \omega_i(c) = c$ and we can get

$$\alpha(c) = \frac{1}{m - 1 + (2c/N)}$$

For $c = 1$ we retrieve the old scaling exponents that conserve mass (see (1.8) and (1.9)). Indeed, conservation of mass does not hold unless $c = 1$ since

$$M(\hat{u}) := \int_{\mathbb{R}^N} \hat{u}(t) \, dx = k^{\alpha(c)[1-\sum_i \omega_i(c)]} \int_{\mathbb{R}^N} u(kt) \, dx,$$

hence, $M(\hat{u}) = k^{\alpha(c) (1-c)} M(u)$.

- Scaling for the stationary equation. The following transformation changes (super) solutions into new (super) solutions of the stationary equation (1.4) and it also changes the mass. We put

$$(2.17) \quad T_k F(y) = F_k(y) = k F(k^{\nu} y_i).$$
The equation is invariant under this transformation if $m_i + 2 \nu_i = 1$ for all $i$, hence $\nu_i = (1 - m_i)/2$. Note that this changes the mass (or the $L^1$ norm)

\begin{equation}
\int_{\mathbb{R}^N} F_k(y) dy = k \int_{\mathbb{R}^N} F(y_i k^{\nu_i}) dy = k^\beta \int_{\mathbb{R}^N} F(z) dz
\end{equation}

where

\begin{equation}
\beta = 1 - \sum_i \nu_i = 1 - N(1 - m)/2 = \frac{N}{2}(m - m_c) \in (0, 1).
\end{equation}

Changing $F_1 = \overline{F}$ into the rescaled version $T_kF_1$ we can make $T_kr$ (where $r$ is the radius of the anisotropic domain) as small as we want, and both the mass and the maximum of $T_kF_1$ will grow according to the rates $k^\beta$ and $k$ respectively. This transformation will be used in the sequel to reduce the calculations with self-similar solutions to the case of mass $M = 1$.

### 3 Anisotropic upper barrier construction

We first observe that our hypotheses (H1), (H2) and formula (1.9) guarantee that

\begin{equation}
\frac{1}{\sigma_i} < \frac{2}{1 - m_i}.
\end{equation}

The construction of an upper barrier in an outer domain will play a key role in the proof of existence of the self-similar fundamental solution in Section 6.

**Proposition 3.1** Let us assume $m_i < 1$ for all $i$. The function

\begin{equation}
\overline{F}(y) = \left( \sum_{i=1}^N \gamma_i |y_i|^{\frac{2}{1-m_i}} \right)^{-1}
\end{equation}

with

\begin{equation}
0 < \gamma_i \leq \left[ \frac{\alpha}{N} \left( \min_i \frac{2}{1 - m_i} \right) - 1 \right] \left( \frac{(1 - m_i)^2}{4m_i(m_i + 1)} \right)^{\frac{1}{1 - m_i}}
\end{equation}

is a weak supersolution to (1.4) in $\mathbb{R}^N \setminus B_R(0)$ and a classical supersolution in $\mathbb{R}^N \setminus \{0\}$, with $B_R(0)$ being a any ball of radius $R > 0$. Moreover, $\overline{F} \in L^p(\mathbb{R}^N \setminus B_R(0))$ for every $p \geq 1$.  
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We say that $F$ is a weak (energy) supersolution to (1.4) in $\mathbb{R}^N \setminus B_R(0)$ if $F \in L^2(\mathbb{R}^N \setminus B_R(0))$, $(F^m)_y \in L^2(\mathbb{R}^N \setminus B_R(0))$ for all $i = 1, \ldots, N$ and the following inequality holds

$$\sum_{i=1}^N \int_{\mathbb{R}^N \setminus B_R(0)} [(F^m)_y \phi_y + \alpha \sigma_i y_i F \phi_y] \, dy \geq 0$$

for all the nonnegative functions $\phi \in C_c(\mathbb{R}^N \setminus B_R(0))$. A classical supersolution occurs when

$$\sum_{i=1}^N [(F^m)_y y_i + \alpha \sigma_i (y_i F)_y] \leq 0$$

everywhere in the chosen domain. The opposite signs apply to subsolutions. Similar definitions hold for the parabolic problem.

We need the following technical lemma (see [35, Lemma 2.2] for the proof):

**Lemma 3.1** Let $\alpha > 0$ and $\vartheta_i > 0$ for all $i = 1, \ldots, N$ such that $\sum (\vartheta_i \alpha)^{-1} < 1$. Then the function

$$\Upsilon(y) = \left( \sum_{i=1}^N \vartheta_i |y_i|^{\vartheta_i} \right)^{-\alpha}$$

belongs to $L^1(\mathbb{R}^N \setminus B_R(0))$ for every $R > 0$.

**Proof of Proposition 3.1.** We observe that Lemma 3.1 guarantees the summability of $F$ outside any ball centered at the origin.

Denoting $X = \sum_{j=1}^N \gamma_j |y_j|^{2/(1-m_j)}$, for $y \in \mathbb{R}^N \setminus \bigcup_{i=1}^N \{ y \in \mathbb{R}^N : y_i = 0 \}$ and stressing that $2/(1-m_i) \geq 2$ we have

$$I := \sum_{i=1}^N \left[ (F^m)_y y_i + \alpha \sigma_i (y_i F)_y \right]$$

$$\leq \sum_{i=1}^N 4m_i (m_i + 1) \left( \frac{\gamma_i}{1 - m_i} \right)^2 X^{-(m_i + 2)} |y_i|^{2(m_i + 1)/(1-m_i)} + \alpha X^{-2} \sum_{i=1}^N \frac{\sigma_i \gamma_i}{1 - m_i} |y_i|^{2/(1-m_i)}$$

$$= X^{-1} \left[ \sum_{i=1}^N 4m_i (m_i + 1) \left( \frac{\gamma_i}{1 - m_i} \right)^2 X^{-(m_i + 1)} |y_i|^{2(m_i + 1)/(1-m_i)} + \alpha \sum_{i=1}^N \sigma_i \gamma_i \left| \frac{\gamma_i}{1 - m_i} |y_i|^{2/(1-m_i)} \left( 1 - \min_{i} \{ \sigma_i \} \right)^2 \right| \right]$$

$$\leq X^{-1} \left[ \sum_{i=1}^N 4m_i (m_i + 1) \left( \frac{\gamma_i}{1 - m_i} \right)^2 X^{-(m_i + 1)} |y_i|^{2(m_i + 1)/(1-m_i)} + \alpha \left( \frac{2}{1 - m_i} \right) \right]$$
Since for every \( i \) we have
\[
\gamma_i |y_i|^{2/(1-m_i)} \leq \sum_{j=1}^{N} \gamma_j |y_j|^{2/(1-m_j)} = X,
\]
it follows that
\[
|y_i|^{2(1+m_i)/(1-m_i)} \leq X^{(m_i+1)} \gamma_i^{-(m_i+1)},
\]
then
\[
I \leq X^{-1} \sum_{i=1}^{N} \left[ 4m_i(m_i + 1) \left( \frac{\gamma_i}{1 - m_i} \right)^2 \gamma_i^{-(m_i+1)} + \alpha \frac{1}{N} \left( 1 - \min_i \{ \sigma_i \gamma_i^{2 / (1-m_i)} \} \right) \right],
\]
where \( 1 - \min_i \{ \sigma_i \gamma_i^{2 / (1-m_i)} \} < 0 \) by (3.1). In order to conclude that \( I \leq 0 \) it is enough to show that
\[
4m_i(m_i + 1) \left( \frac{\gamma_i}{1 - m_i} \right)^2 \gamma_i^{-(m_i+1)} + \alpha \frac{1}{N} \left( 1 - \min_i \{ \sigma_i \gamma_i^{2 / (1-m_i)} \} \right) \leq 0
\]
for every \( i = 1, \ldots, N \), i.e. (3.3). It is easy to check that computations works for \( y \in \mathbb{R}^N \setminus \{0\} \). Finally, we stress that \( (F^{m_i})_{y_i} \in L^2(\mathbb{R}^N \setminus B_R(0)) \) with \( R > 0 \) and then we can easily conclude that \( \overline{F} \) is a weak supersolution as well.

**Scaling for** \( \bar{F} \). The change of mass (2.17) gives
\[
\int_{\mathbb{R}^N \setminus \mathcal{T}_k B_r(0)} F(y) dy = k \int_{\mathbb{R}^N \setminus \mathcal{T}_k B_r(0)} F(y, k^{\nu_1}) dy = k^\beta \int_{\mathbb{R}^N \setminus B_r(0)} F(z) dz
\]
for any \( r > 0 \), where \( \beta \) is given by (2.19) and
\[
\mathcal{T}_k B_r(0) = \{ y : (k^{\nu_1} y_1, \ldots, k^{\nu_N} y_N) \in B_r(0) \}.
\]

We will replace \( F \) with the rescaled version \( \mathcal{T}_k \overline{F} \) with some large \( k \), and both the mass and the maximum of \( \mathcal{T}_k \overline{F} \) will grow according to the rates \( k^\beta \) and \( k \) respectively. Moreover, it is easy to check that the following property holds:

**Lemma 3.2** If \( 0 < k_1 < k_2 \), then \( \mathcal{T}_{k_1} \overline{F}(y) < \mathcal{T}_{k_2} \overline{F}(y) \) in the common domain, where \( \overline{F} \) is given by (3.2).

**Remark 3.1** We stress that we can replace the ball \( B_r(0) \) with an “anisotropic ball” \( \tilde{B}_r(0) = \{ y : \sum_{i=1}^{N} \gamma_i |y_i|^{2/(1-m_i)} < r \} \), obtaining that \( \overline{F} \) is a weak supersolution to (1.4) in \( \mathbb{R}^N \setminus \tilde{B}_r(0) \).
3.1 Upper comparison

We are ready to prove a comparison theorem that is needed in the proof of existence of the self-similar fundamental solution. We rely on the construction of a suitable upper barrier. We take as first candidate a suitable rescaled version of the function $F(y)$ given in (3.2) according to formula (2.17), i.e., $\mathcal{T}_k F(y)$. For fixed $r > 0$ and $k > 0$ we denote the rescaled set of $\tilde{B}_r(0) = \{y : \sum_{i=1}^N \gamma_i |y_i|^{2-m_i} < r\}$ by

$$\mathcal{T}_k \tilde{B}_r(0) = \{y \in \mathbb{R}^N : (k^{\gamma_1} y_1, \cdots, k^{\gamma_N} y_N) \in \tilde{B}_r(0)\}. \quad (3.5)$$

In order to have a bounded global barrier $G_k$, we define $G_k$ in $\mathcal{T}_k \tilde{B}_r(0)$ as a constant equal to the value $\mathcal{T}_k F$ takes at the boundary of $\mathcal{T}_k \tilde{B}_r(0)$. Thus, for fixed $r > 0$ and $k > 0$ we define

$$G_k(y) = \min \{\mathcal{T}_k F(y), \max_{\mathbb{R}^N \setminus \mathcal{T}_k \tilde{B}_r(0)} \mathcal{T}_k F(y)\}. \quad (3.6)$$

Recall that $\mathcal{T}_k$ is defined in (2.17) and $F$ is given in (3.2).

The following comparison result is stated in terms of the solutions $v$ of rescaled equation (1.11). We recall that the relation between $u$ and $v$ is given by (1.10) and the equation is invariant under time shift $t_0$. We also recall that $\tau_0 = \log t_0$ (for every $t_0 \in \mathbb{R}$) is the initial time for the Cauchy problem for (1.11), i.e. $v(y, \tau_0) = v_0(y)$.

**Theorem 3.1 (Barrier comparison)** Let $v$ be a solution of (1.11) with a nonnegative initial datum $v(y, \tau_0) = v_0(y) \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ such that

(i) $v_0(y) \leq L_1$ a.e. in $\mathbb{R}^N$

(ii) $\int v_0(y) \, dy \leq M$,

where $M > 0$ and $L_1 > 0$. Then there exists $k$ large enough such that

$$v_0(y) \leq G_k(y) \quad \text{a.e in } \mathbb{R}^N \setminus \mathcal{T}_k \tilde{B}_r(0)$$

implies

$$v(y, \tau) \leq G_k(y) \quad \text{for } y \in \mathbb{R}^N, \tau > \tau_0, \quad (3.7)$$

**Proof.** (a) Without loss of generality we fix $t_0 = 1$ and then $\tau_0 = 0$. Let us pick some $\tau_1 > 0$ to consider first the time $\tau \geq \tau_1$ and later the interval $[0, \tau_1]$. We denote by $F_* = \max \{\mathcal{T}_k F(y) : y \in \mathbb{R}^N \setminus \mathcal{T}_k \tilde{B}_r(0)\}$ and we choose $k \geq 1$ such that

$$\max \{L_1 e^{\alpha \tau_1}, CM^{2\alpha/N}(1 - e^{-\tau_1})^{-\alpha}\} \leq F_* \equiv \max_{\mathbb{R}^N \setminus \mathcal{T}_k \tilde{B}_r(0)} \mathcal{T}_k F(y). \quad (3.8)$$
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Using the smoothing effect (2.14) and the scaling transformation (1.10), we get that

\[ v(y, \tau) = (t + 1)^\alpha u(x, t) \leq CM^{2\alpha/N}((t + 1)/t)^\alpha = CM^{2\alpha/N}(1 - e^{-\tau})^{-\alpha}, \]

where \( C \) is the constant that appears in (2.14). By (3.8) we have \( \|v(\tau)\|_\infty \leq F_* \) for all \( \tau \geq \tau_1 \).

(b) For \( 0 \leq \tau < \tau_1 \) we argue as follows: from \( v_0(y) \leq L_1 \) we get \( u_0(x) \leq L_1 \), so by Proposition 2.1 we have \( u(x, t) \leq L_1 \), therefore by (3.8)

\[ \|v(\tau)\|_\infty \leq L_1(t + 1)^\alpha = L_1e^{\alpha\tau} \leq F_* . \]

(c) Under this choice we get \( \|v(\tau)\|_\infty \leq F_* \) for every \( \tau > 0 \), which gives a comparison between \( v(y, \tau) \) with \( G_k(y) \) in the interior cylinder \( Q_{int} := T_k\widetilde{B}_r(0) \times (0, \infty) \). In the outer cylinder \( Q_{ext} := (\mathbb{R}^N \setminus T_k\widetilde{B}_r(0)) \times (0, \infty) \) we use the comparison principle for the \( v \) variable as in Lemma 2.1 which applies for solutions and supersolutions defined in \( Q_{ext} \) and ordered on the parabolic boundary, which consists of the initial time border and the lateral border. We conclude that

\[ v(y, \tau) \leq T_k\widetilde{F}(y) \quad \text{for} \quad y \in \mathbb{R}^N \setminus T_k\widetilde{B}_r(0), \quad \tau > 0, \]

using Lemma 3.2. The comparison for \( y \in T_k\widetilde{B}_r(0) \) has been already proved, hence the result (3.7). \( \square \)

**Remark 3.2** Note that when \( v_0 \in C^\infty_c(\mathbb{R}^N) \) there exists an integral bounded barrier depending only on \( L_1 \) and \( M \). The existence of some integrable barrier is essential to prove that the solution constructed in Section 2.1 is in \( C([0, \infty) : L^1(\mathbb{R}^N)) \), see an instance in the proof of [36, Theorem 1.2]. See also subsequent sections here, where the accurateness of the asymptotic behavior as \( |x| \to \infty \) plays an important role.

### 4 Aleksandrov’s reflection principle

This is an auxiliary section used in the proof of Aleksandrov’s symmetry principle so we will skip unneeded generality. Let \( H^+_j = \{ x \in \mathbb{R}^N : x_j > 0 \} \) be the positive half-space
with respect to the $x_j$ coordinate for any fixed $j \in \{1, \ldots, N\}$. Its boundary is the hyperplane $H_j = \{x_j = 0\}$ that divides $\mathbb{R}^N$ into the half spaces $H_j^+ = \{x_j > 0\}$ and $H_j^- = \{x_j < 0\}$. We denote by $\pi_{H_j}$ the specular symmetry that maps a point $x \in H_j^+$ into $\hat{x} = \pi_{H_j}(x) \in H_j^-$, its symmetric image with respect to $H_j$, where $\hat{x}_j = -x_j$, $\hat{x}_i = x_i$ for $i \neq j$. We have the following important result:

**Proposition 4.1** Let $u$ be a nonnegative solution of the Cauchy problem for (1.1) with nonnegative initial data $u_0 \in L^1(\mathbb{R}^N)$. If for a given hyperplane $H_j$ with $j = 1, \ldots, N$ we have

$$u_0(\pi_{H_j}(x)) \leq u_0(x) \text{ for all } x \in H_j^+$$

then

$$u(\pi_{H_j}(x), t) \leq u(x, t) \text{ for all } (x, t) \in H_j^+ \times (0, \infty).$$

**Proof.** We first observe that if $u(x, t)$ is a solution to Cauchy problem with initial datum $u_0(x)$, then $\overline{u}(x, t) = u(\pi_{H_j}(x), t)$ is a solution to Cauchy problem with initial datum $u_0(\pi_{H_j}(x))$. By approximation we may assume that the solutions are continuous and even smooth, and continuous at $t = 0$ as explained in Subsection 2.1. We consider in $Q^+ = H_j^+ \times (0, +\infty)$ the solution $u_1(x, t) = u(x, t)$ and a second solution $u_2(x, t) = u(\pi_{H_j}(x), t)$. Our aim is to show that

$$u_2(x, t) \leq u_1(x, t) \text{ for all } (x, t) \in H_j^+ \times (0, \infty).$$

By assumption the initial values satisfy $u_2(x, 0) \leq u_1(x, 0)$ and the boundary values on $\partial H_j^+ \times [0, +\infty)$ are the same. Then Lemma 2.1 yields the assertion. \hfill $\square$

We now introduce the concept of separately symmetric and nonincreasing function, SSNI. Precisely, a function $g : \mathbb{R}^N \to \mathbb{R}$ is SSNI if it is a symmetric function in each variable $x_i$ and a nonincreasing function in $|x_i|$ for all $i$, i.e.

$$g(x_1, \cdots, x_N) = g(|x_1|, \cdots, |x_N|) \quad \forall x \in \mathbb{R}^N,$$

and for all $j = 1, \cdots, N$

$$g(|x_1|, \cdots, |x_j|, \cdots, |x_N|) \leq g(|x_1|, \cdots, |\hat{x}_j|, \cdots, |x_N|) \quad \text{if } |\hat{x}_j| \leq |x_j|.$$

We say that the evolution function $u(x, t)$ is SSNI if it is an SSNI function with respect to the space variable for all $t > 0$. The next result states the conservation in time of the SSNI property under the AFDE flow.

**Proposition 4.2** Let $u$ be a nonnegative solution of the Cauchy problem for (1.1) with nonnegative initial data $u_0 \in L^1(\mathbb{R}^N)$. If $u_0$ is a symmetric function in each variable $x_i$, and also a nonincreasing function in $|x_i|$ for all $i$, then $u(x, t)$ is also symmetric and a nonincreasing function in $|x_i|$ for all $i$ for all $t$. 
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Proof. By Proposition 4.1 the solution $u(x, t)$ is a function in $|x_i|$. Finally, Lemma 2.1 applied in $H^+_i$, to $u(x, t)$ and to $\hat{u}(x, t) = u(x_1, \cdots, x_i + h, \cdots, x_N, t)$ yields that $u$ is a nonincreasing function in $|x_i|$. □

5 A quantitative positivity lemma

As a consequence of mass conservation and the existence of the upper barrier we obtain a positivity lemma for certain solutions of the equation. This is the uniform positivity that is needed in the proof of existence of self-similar solutions, it avoids the fixed point from being trivial. A similar but simpler barrier construction was done in \cite{42} where radial symmetry was available. It is convenient to use the rescaled variable $v$ of (1.10) instead of $u$.

Lemma 5.1 Let $v$ be the solution of the rescaled equation (1.11) with a nonnegative SSNI initial datum $v_0 \in L^\infty(\mathbb{R}^N) \cap L^1(\mathbb{R}^N)$ with mass $M > 0$, such that $v_0 \leq G_k$ a.e. in $\mathbb{R}^N \setminus T_k \tilde{B}_r(0)$, where $G_k$ is a suitable barrier defined as in (3.6) and $T_k \tilde{B}_r(0)$ is defined in (3.5). Then, there is a continuous nonnegative function $\zeta(y)$, positive in a ball of radius $r_0 > 0$, such that

$$v(y, \tau) \geq \zeta(y) \quad \text{for all } y \in \mathbb{R}^N, \; \tau > 0.$$ 

In particular, we may take $\zeta(y) \geq c_1 > 0$ in $B_{r_0}(0)$ for suitable $r_0$ and $c_1 > 0$, to be computed below.

Proof. We know that for every $\tau > 0$ the solution $v(\cdot, t)$ will be nonnegative, and also by the previous section it is SSNI. By Theorem 3.1 there is an upper barrier $G(y) = G_k(y)$ for $v(y, \tau)$ for every $\tau$. We stress that we need $v_0$ to be below a suitable barrier to use Theorem 3.1. Since $G$ is integrable, there is a large box $Q = \{y : |y_i| \leq R\}$ such that in the outer set $O = \mathbb{R}^n \setminus Q$ we have a small mass:

$$\int_O v(y, \tau) \, dy \leq \int_O G(y) \, dy < M/5,$$

for all $\tau > 0$. On the other hand, we consider the set $A_i(r_0) = \{y \in Q : |y_i| \leq r_0\}$. Since for small $r_0$ this set has a volume of the order of $r_0 R^{N-1}$ and the function $G$ is bounded by a constant $C_1$ we have

$$\int_{A_i(r_0)} v(y, \tau) \, dy \leq \int_{A_i(r_0)} G(y) \, dy \leq C_1 R^{N-1} r_0$$

for all $\tau > 0$. By choosing $r_0 > 0$ small we can get this quantity to be less than $M/4N$. This calculation is the same for all $i$. 27
Now we look at the integral in the complement of the above sets, i.e., the remaining set $D = \{y : r_0 < |y| < R \text{ for all } i\}$. Note that this set is composed of $2^N$ symmetrical copies (see Figure 2 for the two dimensional case). Using the mass conservation we get

$$\int_D v(y, \tau) \, dy \geq M - M/5 - M/4 > M/2.$$ 

Since $v$ is an SSNI function, we get in each of the $2^N$ copies the same result, so if $D^+ = \{y \in D : y_i > 0 \text{ for all } i\}$ (see Figure 2) we get

$$\int_{D^+} v(y, \tau) \, dy > M/2^{N+1}.$$ 

Now we use the monotonicity in all variables to show that at the bottom-left corner point of $D^+$ we obtain a maximum, hence

$$v(r_0, r_0, ..., r_0, \tau)(R - r_0)^N \geq M/2^{N+1}.$$ 

Using again the separate monotonicity and symmetry of $v(\cdot, \tau)$, we conclude that

$$v(y, \tau) \geq c_1 \quad \text{for all } |y_i| \leq r_0, \ \tau > 0,$$

with $c_1 = M \, 2^{-(N+1)}(R - r_0)^{-N}$. The function $\zeta$ can be constructed as cut-off function, whose value is $c_1$ in the ball $B_{r_0/2}(0)$ and vanishing outside $B_{r_0}(0)$. This concludes the proof. $\square$

6 Self-similar fundamental solution. Existence, uniqueness and properties

Here we prove one of the main results of the present paper, Theorem 1.1, concerning the existence of a unique fundamental solution $U_M(x, t)$ of the self-similar type (1.5) with mass $M$, $M > 0$. We start by the uniqueness part, Subsection 6.1. The existence part will be discussed in Subsection 6.2. Precise monotonicity, positivity and regularity properties occupy the final subsections.
6.1 Proof of uniqueness of the self-similar fundamental solution

We settle the issue regarding the uniqueness of the self-similar fundamental solution stated in Theorem 1.1. We recall that the profile \( F_M \) of a self-similar fundamental solution \( U_M \) is nonnegative, bounded and goes to zero as \( |y| \to \infty \) with a certain multi-power rate.

The proof combines a number of different arguments.

- **Step 1.a. Aleksandrov’s principle.** We first recall the following anisotropic version of the monotonicity result [10, Proposition 14.27]. It uses another version of Aleksandrov’s principle.

**Lemma 6.1** Let \( u \geq 0 \) be a solution of the Cauchy problem for equation (1.1) with initial data supported in a box \( Q_R = [-R, R]^N, R > 0 \). Then for every \( x, \tilde{x} \in \mathbb{R}^N, x, \tilde{x} \notin Q_{2R} \) such that for some fixed \( i \), the \( i \)-th coordinates satisfy \( |\tilde{x}_i| \geq |x_i| + 2R \), while the other components, labeled \( j \), are equal, i.e. \( \tilde{x}_j = x_j \) for all \( j \neq i \). Then we have

\[
(6.1) \quad u(x, t) \geq u(\tilde{x}, t).
\]

**Proof.** We consider the hyperplane \( H \) which is the mediatix between the points \( x \) and \( \tilde{x} \) and let \( H^+ \) and \( H^- \) be the two half-spaces such that \( x \in H^+ \) and \( \tilde{x} \in H^- \). We denote by \( \pi_H \) the specular symmetry that maps a point \( x \in H^+ \) into a point \( \pi_H(x) \in H^- \) as in Proposition 4.1. Let \( u_1(x, t) = u(x, t) \) in \( H^+ \times (0, +\infty) \) and \( u_2(x, t) = u_1(\pi_H(x), t) \). By our choice of \( \tilde{x} \) and \( x \) the initial value of \( u_2 \) at \( t = 0 \) is zero because the support of \( u(\cdot, 0) \) is inside \( Q_R \) while the initial value of \( u_1 \) is nonnegative in \( H^+ \). Moreover the values on \( H \times (0, +\infty) \) and on \( \partial Q_{2R} \times (0, +\infty) \) are the same by construction. Then by Lemma 2.1 with \( \Omega = H^+ \setminus Q_{2R} \) we get (6.2).

- **Step 1.b. SSNI property of the self-similar solutions.** Now we can prove the following property of the self-similar solutions.

**Lemma 6.2** Any non-negative self-similar solution \( U_M(x, t) \) with finite mass \( M \) is SSNI.

**Proof.** We use two general ideas:

i) SSNI is an asymptotic property of many solutions,

ii) self-similar solutions necessarily verify asymptotic properties for all times.

Let us consider a non-negative self-similar solution, \( U_M(x, t) \), of the self-similar form \( U_M(x, t) = t^{-\alpha} F_M(t^{-a_1} x_1, \ldots, t^{-a_N} x_N) \), see (1.5). We must prove that it fulfills the SSNI property. This is done by approximation, rescaling, and passing to the limit. We start by approximating \( U_M \) at time \( t = 1 \) with a sequence of bounded, compactly supported
functions $u_n(x,1)$ with increasing supports and converging to $U_M(x,1)$ in $L^1(\mathbb{R}^N)$. We consider the corresponding solutions $u_n(x,t)$ to (1.1), for times $t \geq 1$.

(1) Because of their compact support at $t = 1$, the Aleksandrov principle implies that these functions $u_n(\cdot, t)$ satisfy for all $t > 1$ an approximate version of the SSNI properties as follows. If the initial support at $t = 1$ is contained in the box $Q_{R_n} = [-R_n, R_n]^N$, $R_n > 0$, then by Lemma 6.1 we have that for all $t > 1$ and for every $x, \tilde{x} \in \mathbb{R}^N$, $x, \tilde{x} \notin Q_{2R_n}$, it holds

\begin{equation}
(6.2) \quad u_n(x, t) \geq u_n(\tilde{x}, t)
\end{equation}

on the condition that for every fixed $i$ $|\tilde{x}^i| \geq |x^i| + 2R_n$ and $\tilde{x}^j = x^j$ for all $j \neq i$. The length $2R_n$ plays here the role of error in the SSNI property in what regards monotonicity in every coordinate direction.

(2) Since the self-similar solution has typical penetration length $x_i \sim t^{a_i}$ in each direction and $a_i > 0$, the previously detected error length $2R_n$ becomes comparatively negligible. It is now convenient to pass to rescaled variables as in (1.10) (with $t_0 = 0$, so that $t = 1$ means $\tau = 0$, and $y_j = x_i t^{-a_i}$). Then, the monotonicity properties, as just derived for $u_n$ by Aleksandrov, keep being valid in terms of $(y_1, \ldots, y_N)$ with the reformulation:

\begin{equation}
(6.3) \quad v_n(y, \tau) \geq v_n(\bar{y}, \tau)
\end{equation}

for $y, \bar{y} \notin \prod_{i=1}^N [-R_n t^{-a_i}, R_n t^{-a_i}]$ on the condition that for every fixed $i$ $|\bar{y}_i| \geq |y_i| + 2R_n t^{-a_i}$ and $\bar{y}_j = y_j$ for all $j \neq i$, $\tau = \log(t)$. Similarly, symmetry comparisons are true up to a displacement $R_n t^{-a_i}$. We also note that by the contraction principle, for $\tau \geq 0$ and $n \geq n(\varepsilon)$ we have after an easy computation

\[ \|v_n(\cdot, \tau) - F_M\|_{L^1(\mathbb{R}^N)} \leq \|u_n(1) - U_M(1)\|_{L^1(\mathbb{R}^N)} \leq \varepsilon. \]

(3) Now we pass to the limit in $n, \tau$ and $\varepsilon$ to translate the asymptotic approximate properties into exact properties. We first let $\tau \to \infty$ with $\varepsilon$ and $n \geq n(\varepsilon)$ fixed. We observe that $v_n(y, \tau)$ converges to some $V_n(y)$ along some subsequence $\tau_k \to \infty$, using the smoothing effect (2.14). The necessary compactness of the orbit $v_n(\cdot, \tau)$ follows from the energy estimates (2.4) for equation (1.1) after translating them to the $v$-equation, an operation that keeps the estimates uniformly bounded. Compactness in time follows from the Aubin-Lions-Simon lemma, used as in Subsection 2.

We stress that $R_n t_{-a_i} := R_n e^{-\tau_k a_i} \to 0$ as $\tau_k \to \infty$. From (6.3) we get

\begin{equation}
(6.4) \quad V_n(y) \geq V_n(\bar{y})
\end{equation}

on the condition that for every fixed $i$ $|\bar{y}_i| \geq |y_i|$ and $\bar{y}_j = y_j$ for all $j \neq i$. We also have by Fatou’s lemma that $\|V_n - F_M\|_{L^1(\mathbb{R}^N)} \leq \varepsilon$. This implies after letting $\varepsilon \to 0$ (hence, $n(\varepsilon) \to \infty$) that

\[ F_M(y) \geq F_M(\bar{y}) \]
for almost every $y, \tilde{y}$ such that for every fixed $i$, $|\tilde{y}_i| \geq |y_i|$ and $\tilde{y}_j = y_j$ for all $j \neq i$. Therefore, the continuity of $F_M$ implies that such monotonicity is preserved for all the points $y, \tilde{y}$ with the previous property.

By a similar argument, $F_M$ is symmetric with respect to each $y_i$ and the full SSNI applies to $F$, hence to the original $U_M$. □

In the proof of the uniqueness, we need the following lemma on the set of positivity of profile $F_M$.

**Lemma 6.3** The set $\Omega_0 = \{y \in \mathbb{R}^N : F_M(y) > 0\}$ is star-shaped from the origin, i.e., for all $y^0 \in \Omega_0$ the line segment from 0 to $y^0$ lies in $\Omega_0$.

**Proof.** We stress that $F_M(0) > 0$, then 0 $\in$ $\Omega_0$. Let us take $y^0 \in \Omega_0$ and consider the segment $y_i = \frac{y^0}{s_0} s$ for $i = 1, \cdots, N$ and $s \in [0, s_0]$. Recalling that $F_M$ is SSNI (see Lemma 6.2), then $F_M(y) = F_M(\frac{y^0}{s_0} s, \cdots, \frac{y^0}{s_0} s) \geq F_M(\frac{y^0}{s_0} s_0, \cdots, \frac{y^0}{s_0} s_0) = F(y^0) > 0$. □

**Step 2. Mass Difference Analysis.** We enter the main steps in the proof of uniqueness. The first one is the mass difference analysis.

(i) Let us suppose that $U_1$ and $U_2$ are two self-similar fundamental solutions with the same mass $M_1 = M_2 = M > 0$ and profiles $F_1, F_2$. We introduce the functional

$$J(U_1, U_2)(t) = \int_{\mathbb{R}^N} (U_1(x,t) - U_2(x,t))_+ dx.$$  

By the accretivity of the operator this is a Lyapunov functional, i.e., it is nonnegative and nonincreasing in time. Observe that we have the formula,

$$J(U_1, U_2)(t) = \int_{\mathbb{R}^N} (F_1(x) - F_2(x))_+ dx,$$

i.e. $J(U_1, U_2)$ must be constant in time for self-similar solutions, that is

$$J(U_1, U_2)(t) = c_0$$

for a suitable constant $c_0 \geq 0$.

(ii) The main point is that such different solutions with the same mass must intersect. We argue as follows: we define at the time $t = 1$, the maximum of the two profiles $G^* = \max\{F_1, F_2\}$, and the minimum $G_* = \min\{F_1, F_2\}$. Let $U^*$ and $U_*$ the corresponding solutions of (1.1) for $t > 1$. By Theorem 2.2 we have for every such $t > 1$

$$U_*(x,t) \leq U_1(x,t), U_2(x,t) \leq U^*(x,t).$$
We claim that \( U^*(x, t), t > 1 \), is a self-similar solution that equals the maximum of the two solutions \( U_1 \) and \( U_2 \), and similarly, \( U_*(x, t_1), t > 1 \), is a self-similar solution that equals the minimum of the two solutions. First, note that

\[
(6.9) \quad U^* \geq \max\{U_1, U_2\} \text{ for all } (x, t) \in \mathbb{R}^N \times [1, +\infty)
\]

by Theorem 2.2. Next, by the mass preservation, we get

\[
(6.10) \quad \int_{\mathbb{R}^N} U^*(x, t) \, dx = \int_{\mathbb{R}^N} U^*(x, 1) \, dx = \int_{\mathbb{R}^N} G^*(x) \, dx
\]

for all \( t \geq 1 \). Since

\[
\max\{U_1, U_2\}(x, t) = t^{-\alpha} \max\{F_1, F_2\}(t^{-\alpha} x_1, \ldots, t^{-\alpha} x_N)
\]

we have

\[
\int_{\mathbb{R}^N} \max\{U_1, U_2\}(x, t) \, dx = \int_{\mathbb{R}^N} \max\{F_1, F_2\}(x) \, dx = \int_{\mathbb{R}^N} G^*(x) \, dx
\]

for all \( t > 0 \). Consequently,

\[
\int_{\mathbb{R}^N} U^*(x, t) \, dx = \int_{\mathbb{R}^N} \max\{U_1, U_2\}(x, t) \, dx
\]

for all \( t \geq 1 \). Combining last inequality and (6.9) we conclude that

\[
U^*(x, t) = \max\{U_1, U_2\}(x, t) \text{ for all } (x, t) \in \mathbb{R}^N \times [1, +\infty).
\]

Similarly,

\[
U_*(x, t) = \min\{U_1, U_2\}(x, t) \text{ for all } (x, t) \in \mathbb{R}^N \times [1, +\infty).
\]

Note that both are self-similar solutions.

• Step 3. Strong Maximum Principle. Finally, we use the strong maximum principle (SMP for short) to show that the last conclusion is impossible in our setting.

(iii) Since \( U^*(x, 1) = G^*(x) \), we have that

- \( U^*(x, 1) \geq U_1(x, 1) \) and \( U^*(x, 1) \geq U_2(x, 1) \) for all \( x \in \mathbb{R}^N \).
- \( U^*(0, 1) \) equals \( U_1(0, 1) \) or \( U_2(0, 1) \)

Now we make the observation that for self-similar solutions touching at \( x = 0 \) for \( t = 1 \) implies touching at \( x = 0 \) for every \( t > 1 \).
We observe that for every $t \geq 1$ both $U_1(x,t), U_2(x,t) > 0$ are strictly positive at $x = 0$ because they are SSNI (see Lemma 6.2) and they have positive mass. By continuity $U_1(x,t), U_2(x,t) > c > 0$ in a neighbourhood $I(0)$ of 0 for all $t \geq 1$, $t$ close to 1.

We stress that in the open set $I(0)$ the solutions $U_1, U_2$ and $U^*$ are positive, so that we can prove locally smoothness for them since the equation is not degenerate (see [27, Theorem 6.1, Chapter V]). As a consequence, we can apply the evolution strong maximum principle (see [29, 31]) in $I(0) \times [1, t_1]$ for $t_1 > 1$, $t_1 - 1$ small, applying it to the ordered solutions $U^*$ and $U_1$, or to $U^*$ and $U_2$.

Suppose that $U^*$ and $U_1$ touch for $t = 1$ at $x = 0$, i.e., $U^*(0,1) = U_1(0,1)$. The SMP implies that they cannot touch again for $t > 1$ at $x = 0$ unless they are locally the same. However, both are self-similar so that the touching point is preserved. Indeed, since they are self-similar, if $U^*(0,1) = U_1(0,1)$ then $U^*(0,t) = U_1(0,t)$ for all $t > 1$. We conclude that $U^* = U_1$ in the whole open set $\Omega_1 = \{x: U_1(x,t_1) > 0\}$ and the SMP can be applied (and it holds also on its closure by continuity). By the definition of maximum of two solutions, it means that $U_1(x,t_1) \geq U_2(x,t_1)$ in $\Omega_1$.

If $\Omega_1$ is the whole of $\mathbb{R}^N$, we arrive at the conclusion that $U_1(x,t_1) \geq U_2(x,t_1)$ everywhere. This implies by equality of mass that $U_1 = U_2$ at $t = t_1$. In that case we must have that $c_0 = 0$, where $c_0$ is the constant appearing in (6.7), therefore $U_1 \leq U_2$ for all $x$ all times. By mass conservation we finally have $U_1 = U_2$ (for all $x$ and all $t$). The proof on uniqueness concludes in this case.

iv) We still have to consider the case where the positivity set of $U_1$, $\Omega_1$, is not known to be $\mathbb{R}^N$. Lemma 6.3 guarantees that the set where $U_1$ is positive is star-shaped from the origin. If $U^*$ and $U_1$ touch for $t = 1$ at $x = 0$ and $\Omega_1$ is the not whole $\mathbb{R}^N$, then for every unit vector $\vec{e} \in \mathbb{R}^N$ there is a point $x = s_0 \vec{e}$ with $s_0 > 0$ that belongs to the boundary of $\Omega_1$ and is such that $U_1(x,t_1) > 0$ if $x = s \vec{e}$ with $s < s_0$ and $U_1(x,t_1) = 0$ if $x = s \vec{e}$ with $s \geq s_0$. We conclude as in the previous analysis that $U_1(x,t_1) \geq U_2(x,t_1)$ on $\partial \Omega_1$, which means by the property SSNI applied to $U_2$ that $U_2 = 0$ is zero outside of $\Omega_1$. Hence, $U_1 \geq U_2$ everywhere. By equality of mass $U_1 = U_2$.

v) A similar argument applies when $U^*(0,1) = U_2(0,1)$. At the end in every case $U_1 = U_2$ and we conclude the proof of uniqueness. 

6.2 Proof of existence of a self-similar solution

- A remark. We start the existence proof with the following remark. Let $\phi \geq 0$ bounded, symmetrically decreasing with respect to $x_1$ with total mass $M$. We consider the solution $u_1$ (uniqueness is given by Theorem 2.2) with such initial datum, i.e. $u_1(x,0) = \phi$, and
denote

\[(6.11)\]

\[u_k(x, t) = \mathcal{R}_k u_1(x, t) = k^\alpha u_1(k^{\sigma_1 \alpha} x_1, ..., k^{\sigma_N \alpha} x_N, kt)\]

for every \(k > 1\), which solves the main equation \((1.1)\). We want to let \(k \to \infty\). In terms of rescaled variables \((1.10)\) (with \(t_0 = 1\)) we have

\[v_k(y, \tau) = e^{\alpha \tau} u_k(y_1 e^{\alpha \sigma_1 \tau}, ..., y_N e^{\alpha \sigma_N \tau}, e^\tau) = e^{\alpha \tau} k^\alpha u_1(k^{\sigma_1 \alpha} y_1 e^{\tau \sigma_1 \alpha}, ..., k^{\sigma_N \alpha} y_N e^{\tau \sigma_N \alpha}, ke^\tau),\]

where \(t = e^\tau, \tau > 0\). Put \(k = e^h\) so that \(k^{\sigma_i \alpha} e^{\tau \sigma_i \alpha} = e^{(\tau + h)\sigma_i \alpha}\). Then

\[v_k(y, \tau) = e^{(\tau + h)\alpha} u_1(y_1 e^{(\tau + h)\sigma_1 \alpha}, ..., y_N e^{(\tau + h)\sigma_N \alpha}, e^{(\tau + h)}) .\]

Putting \(v_1(y', \tau') = t^\alpha u_1(x, t)\) with \(y'_i = x_i t^{-\alpha \sigma_i}, \tau' = \log t\), then

\[v_k(y, \tau) = e^{(\tau + h - \tau')\alpha} v_1(y_1 e^{(\tau + h - \tau')\sigma_1 \alpha}, ..., y_N e^{(\tau + h - \tau')\sigma_N \alpha}, \tau + h).\]

Setting \(\tau' = \tau + h\), we get

\[(6.12)\]

\[v_k(y, \tau) = v_1(y, \tau + h).\]

This means that the transformation \(\mathcal{R}_k\) becomes a forward time shift in the rescaled variables that we call \(\mathcal{S}_h\), with \(h = \log k\).

- **Step 1. Fixed point argument.** The next steps prepare the setting to obtain a fixed point of \(\mathcal{S}_h\).

  i) We let \(X = L^1(\mathbb{R}^N)\). We consider an important subset of \(X\) defined as follows.

  Let us fix a large constant \(L_1 > 0\) and consider the barrier \(G_{k(L_1)}\) as in Theorem \(3.1\) (with \(k\) related to \(L_1\) and \(M = 1\)). We define \(\mathcal{K} = \mathcal{K}(L_1)\) as the set of all \(\phi \in L^1_+([\mathbb{R}^N] \cap L^\infty(\mathbb{R}^N)\) such that:

  a) \(\int \phi(y) dy = 1\),

  b) \(\phi\) is SSNI (separately symmetric and nonincreasing w.r. to all coordinates),

  c1) \(\phi\) is uniformly bounded above by \(L_1\).

  c2) \(\phi\) is bounded above by the fixed barrier function \(G_{k(L_1)}\), i.e. \(\phi(x) \leq G_{k(L_1)}(x)\) for all \(x \in \mathbb{R}^N\).

  We stress that we can reduce ourselves to the case of unit mass, because we can pass from any mass \(M > 0\) to mass \(M = 1\) (see Subsection \(2.4\) and \(3.4\)).

  It is easy to see that \(\mathcal{K}(L_1)\) is a non-empty, convex, closed and bounded subset of the Banach space \(X\).
Next, we prove the existence of periodic orbits. For all \( \phi \in K(L_1) \) we consider the solution \( v(y, h) \) to equation \((1.11)\) starting at \( \tau = 0 \) with data \( v(y, 0) = \phi(y) \). We now consider for \( h > 0 \) the semigroup map \( S_h : X \to X \) defined by \( S_h(\phi) = v(y, h) \). The following lemma collects the facts we need.

**Lemma 6.4** Given \( h > 0 \) there exists a value of \( L_1(h) = L_1 \) such that \( S_h(K(L_1)) \subset K(L_1) \). Under such situation, for every \( \phi \in K(L_1) \)

\[
S_h\phi(y) \geq \zeta_h(y) \quad \text{for} \quad y \in \mathbb{R}^N, \quad h > 0.
\]

where \( \zeta_h \) is a fixed function as in Lemma 5.1 which depends only on \( h \).

**Proof.** Fix a small \( h > 0 \), and let \( L_1 = L_1(h) \) such that

\[
L_1 \geq C(1 - e^{-h})^{-\alpha},
\]

where \( C \) is the constant in the smoothing effect \((2.14)\). We take \( \tau_1 = h \) in the proof of Theorem 3.1 and choose the rescaled \( T_k F \) such that \( F_\star = F_\star(h) \), the maximum of \( T_k F \) on the complement of \( T_k \tilde{B}_r(0) \), fulfills

\[
L_1 e^{\alpha h} \leq F_\star.
\]

Then using \((6.14)\) we have

\[
C(1 - e^{-h})^{-\alpha} \leq F_\star,
\]

whence \((3.8)\) is satisfied. This ensures the existence of a barrier \( G_{k(h)}(y) \) (defined in \((3.6)\)), such that for \( \phi \in K(L_1(h)) \) and any \( \tau > 0 \) we have \( S_\tau(\phi) \leq G_{k(h)}(y) \) a.e.. Then \( S_h(\phi) \) obviously verifies (c2), while (a) is a consequence of mass conservation and (b) follows by Proposition 4.2. Moreover, \((6.14)\) ensures that from \((3.9)\) we immediately find \( S_h(\phi) \leq L_1 \) a.e., that is property (c1). The last estimate \((6.13)\) comes from Lemma 5.1 which holds once a fixed barrier is determined.

**Lemma 6.5** The image set \( Y = S_h(K(L_1)) \) is relatively compact in \( X \).

**Proof.** The image set \( S_h(K) \) is bounded in \( L^1(\mathbb{R}^N) \) and \( L^\infty(\mathbb{R}^N) \) by already established estimates using the definition of \( v \) in terms of \( u \). The Fréchet-Kolmogorov theorem says that a subset \( Y \) is relatively compact in \( L^1(\mathbb{R}^N) \) if and only if the following two conditions hold

(A) (Equi-continuity in \( L^1 \) norm)

\[
\lim_{|z| \to 0} \int_{\mathbb{R}^N} |f(y) - f(y + z)| \, dy = 0
\]
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and the limit is uniform on \( f \in Y \).

(B) (Equi-tightness)

\[
\lim_{R \to \infty} \int_{|x| > R} |f(y)| \, dy = 0
\]

and the limit is uniform on \( f \in Y \).

In our case the second property comes from the uniform upper bound by a common function \( G_{k(h)} \). So for every \( \varepsilon > 0 \) we can find \( R(\varepsilon) > 0 \) such that \( \int_{|x| > R(\varepsilon)} |f| \, dy < \varepsilon \) for all \( f = S_t \phi \) and all \( t > 0 \).

For the proof of (A) we proceed as follows. Let \( v(\cdot, t) = S_t \phi \). As a consequence of the energy estimates (2.4), all the derivatives \( \partial_i v^{m_i} \) are bounded in \( L^2(0, T : L^2(\mathbb{R}^N)) \). Since \( \partial_i v = (1/m_i) v^{1-m_i} \partial_i v^{m_i} \) and \( v \) is bounded in this time interval we conclude that \( |\nabla v| \) is bounded in \( L^2(0, h : L^2(\mathbb{R}^N)) \). This means that for some \( \tau_0 \in (h/2, h) \) the integral

\[
\int_{\mathbb{R}^N} |\nabla v(y, \tau_0)|^2 \, dy \leq \frac{2}{h} \int_{h/2}^h \int_{\mathbb{R}^N} |\nabla v(y, \tau)|^2 \, dy \, d\tau \leq C_2/h,
\]

where \( C_2 \) depends only on \( L_1 \). By an easy functional immersion this implies that for every small displacement \( z \) with \( |z| \leq \delta \) we have and for every \( R > 0 \)

\[
\int_{B_R(0)} |v(y, \tau_0) - v(y + s, \tau_0)| \, dy \leq \delta C_3
\]

and \( C_3 \) is a constant that depends only \( R, h \) and on \( C_2 \). This equi-continuity bound in the interior is independent of the particular initial data in \( \phi \in \mathcal{K} \). Putting \( R = R(\varepsilon) \) and using the uniform bound \( S_t \phi \leq G_{k(h)} \) we get full equi-continuity at \( \tau = \tau_0 \):

\[
\int_{\mathbb{R}^N} |v(y, \tau_0) - v(y + z, \tau_0)| \, dy \leq 2\varepsilon
\]

uniformly on \( \phi \in \mathcal{K} \) if \( \delta \) is small enough. Since both \( v(y, \tau) \) and \( v(y + z, \tau) \) are solutions of the renormalized equation, we conclude from the \( L^1 \) contraction property (2.2) that

\[
\int_{\mathbb{R}^N} |v(y, \tau_0) - v(y + z, \tau_0)| \, dy \leq 2\varepsilon
\]

uniformly on \( \phi \in \mathcal{K} \) for all \( \tau \geq \tau_0 \), in particular for \( \tau = h \). This makes the set \( S_h(\mathcal{K}) \) precompact in \( L^1(\mathbb{R}^N) \). \( \square \)

We resume the proof of existence. It now follows from the Schauder Fixed Point Theorem, see [19], Section 9, that there exists at least a fixed point \( \phi_h \in \mathcal{K} \), i. e., \( S_h(\phi_h) = \phi_h \). The
fixed point is in $\mathcal{K}$, so it is not trivial because its mass is 1. Iterating the equality we get periodicity for the orbit $V_h(y, \tau)$ starting at $\tau = 0$ from $V_h(y, 0) = \phi_h(y)$:

$$V_h(y, \tau + k h) = V_h(y, \tau) \quad \forall \tau > 0,$$

This is valid for all integers $k \geq 1$. It is not a trivial orbit, $V_h \not\equiv 0$.

- **Step 2. Periodicity of solutions.** The next result examines the role of periodic solutions.

**Lemma 6.6** Any periodic solution of our renormalized problem, like $V_h$, must be stationary in time. We will write $V_h(y, \tau) = F(y)$.

**Proof.** The proof follows the lines of the uniqueness proof of previous subsection. Thus, if $V_1$ is periodic solution that is not stationary, then $V_2(y, \tau) = V_1(y, \tau + c)$ must be different from $V_1$ for some $c > 0$, and both have the same mass. With notations as above we consider the functional defined in (6.5) evaluated at $V_1, V_2$:

$$J[V_1, V_2](\tau) = \int_{\mathbb{R}^N} (V_1(x, \tau) - V_2(x, \tau))_+ dx.$$

As recalled before, by the accretivity of the operator this is a Lyapunov functional, i.e., it is nonnegative and nonincreasing in time. By the periodicity of $V_1$ and $V_2$, this functional must be periodic in time. Combining those properties we conclude that it is constant, say $C \geq 0$, and we have to decide whether $C$ is a positive constant or zero. In case $C = 0$ we conclude that $V_1 = V_2$ and we are done.

To eliminate the other option, $C > 0$, we may argue as in the uniqueness result. We will prove that for two different solutions with the same mass this functional must be strictly decreasing in time. The main point is that such different solutions with the same mass must intersect. We argue as in Subsection 6.1 where the difference is due to the fact that our solutions are not in the self-similar form: we define at a certain time, say $\tau = 0$, the maximum of the two profiles $V^*(0) = \max\{V_1(0), V_2(0)\}$, and the minimum $V_*(0) = \min\{V_1(0), V_2(0)\}$. Let $V^*$ and $V_*$ the corresponding solutions for $\tau > 0$. We have for every such $\tau > 0$

$$V_*(y, \tau) \leq V_1(y, \tau), V_2(y, \tau) \leq V^*(y, \tau). \quad (6.15)$$

On the other hand, it easy to see by the definitions of $V^*(0), V_*(0)$ that

$$\int_{\mathbb{R}^N} V^*(y, 0) dy = M + J[V_1, V_2](0), \quad \int_{\mathbb{R}^N} V_*(y, 0) dy = M - J[V_1, V_2](0).$$
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Since $V^*(y,0)$ and $V_*(y,0)$ are ordered, this difference of mass is conserved in time: for $\tau > 0$

\[
\int_{\mathbb{R}^N} (V^*(y,\tau) - V_*(y,\tau)) \, dy = 2J[V_1,V_2](0).
\]

Now, since $V_1$, $V_2$ have the same mass, (6.15) and (6.16) imply that for $\tau > 0$

\[
\int_{\mathbb{R}^N} (V_2(y,\tau) - V_1(y,\tau))_+ \, dy = \int_{\mathbb{R}^N} (V_1(y,\tau) - V_2(y,\tau))_+ \, dy \leq J[V_1,V_2](0),
\]

but the constancy of $J[V_1,V_2]$ forces to have an equality, occurring only if the solution $V^*(y,\tau)$ equals the maximum of the two solutions $V_1$ and $V_2$, and the solution $V_*(x,\tau)$ equals the minimum of the two solutions.

We argue then as in Subsection 6.1, in order to show that the constant defining $J$ is actually zero, therefore $V_1 = V_2$. We need only to recall that $V_1$ and $V_2$ are SSNI. \[\square\]

• **Step 3. Conclusion.** Thus, we take as profile the just defined $F(y) = V_h(y, 0)$, where $V_h$ is the fixed point found above. Going back to the original variables, it means that the corresponding function

\[
U(x,t) = t^{-\alpha} F(x_1t^{-\sigma_1\alpha}, \ldots, x_Nt^{-\sigma_N\alpha})
\]

is a self-similar solution of equation (1.1) by construction. Indeed, it is defined as a self-similar function in (6.17) and the profile $F$ verifies the stationary equation (1.4), see Lemma 1.1. Actually $U$ has mass 1, but we can get a self-similar solution of any fixed mass by using the scaling (2.16).

From this moment on we will denote the fundamental solution with mass $M$ by the label $U_M(x,t)$ and its profile, given by (1.5), by $F_M(y)$. The subscript $M$ will be omitted at times when explicit mention is not needed.

### 6.3 Property of monotonicity with respect to the mass

We conclude this section with some properties of the self-similar fundamental solution $U_M$ of mass $M$ and on its profile $F_M$, both built in the previous subsection. First we prove the monotonicity property with respect to the total mass. This property will be needed below.

**Proposition 6.1** The profile $F_M$ depends monotonically on the mass $M$. 
Proof. Let us suppose $M_2 > M_1 > 0$. We will prove that $F_{M_2}(y) \geq F_{M_1}(y)$ for all $y$.

i) By uniqueness of the profile of every mass (see Section 6.1 and (2.17), we have

$$F_{M_2}(y) = kF_{M_1}(k(1-m_1)/2y_1, \ldots, k(1-m_N)/2y_N)$$

where $k > 1$ is such that $M_2 = M_1k^{N(m-m_c)}/2$. Then $F_{M_2}(0) > F_{M_1}(0)$. Moreover $F_{M_2}(0), F_{M_1}(0) > 0$ and by continuity $F_{M_1}, F_{M_2}$ are positive in a neighbourhood of zero $I(0)$.

ii) We are as in the conclusion of the proof of uniqueness (Subsection 6.1). Let us consider $F^*(y) = \max\{F_{M_1}, F_{M_2}\}$. It is a solution of the equation and $F^*(y) = F_{M_2}(y)$ in $y = 0$. We stress that in the open set $I(0)$ the solutions $F^*, F_{M_2}$ are positive, so that we can prove locally smoothness for them since the equation is not degenerate (see [27, Theorem 6.1, Chapter V]). As a consequence, we can apply the strong maximum principle in the whole open set $\Omega_2$, where $F_{M_2} > 0$. We conclude that $F^*(y) = F_{M_2}(y)$ in $\Omega_2$. If $\Omega_2$ is the whole of $\mathbb{R}^N$, we have arrived at the conclusion that $F_{M_2}(y) \geq F_{M_1}(y)$ for all $y$.

iii) We still have to consider the case where $\Omega_2$ is a proper subset of $\mathbb{R}^N$. We observe that by Lemma [6.3] the set $\Omega_2$ is star-shaped sets from the origin. Then for every unit direction $\vec{e}$ there is a point $x = s_0\vec{e}$, $s_0 > 0$, that belongs to the boundary of $\Omega_2$ and is such that $F_{M_2}(s\vec{e}) > 0$ if $s < s_0$ and $F_{M_2}(s\vec{e}) = 0$ if $s \geq s_0$. We conclude from the previous analysis that $F_{M_1}(y) \leq F_{M_2}(y) = 0$ on $\partial \Omega_2$, which means by the property SSNI applied to $F_{M_1}$ that $F_{M_1} = 0$ is zero outside of $\Omega_2$. The conclusion is that $F_{M_2}(y) \geq F_{M_1}(y)$ everywhere. \qed

6.4 Positivity of the self-similar fundamental solutions

Now we prove the strict positivity of the self-similar fundamental solution.

**Theorem 6.1** The self-similar fundamental solution $U_M(x, t)$ is strictly positive for every $x \in \mathbb{R}^N$, $t > 0$. Its profile function $F_M(y)$ is a $C^\infty$ and positive function everywhere in $\mathbb{R}^N$. Moreover, there are sharp lower estimates of the asymptotic behaviour when $|y| \to \infty$ in the form

$$(6.18) \quad F_1(y) \geq c \min_i \{|y_i|^{-2/(1-m_i)}\}. $$

**Proof.** (i) We first recall that the mass changing transformation (2.17) with $\nu_i = (1-m_i)/2$ maps solutions of the stationary equation (1.4) of mass $M$ into solutions of the same equation of mass $k^\beta M$ with $\beta = \frac{N}{2}(m-c)$ for every $k > 0$. In particular, if $F_1(y) \geq 0$ is the profile of the self-similar solution with unit mass, then $F_{M}(y) = (T_kF_1)(y)$ is the profile of the self-similar solution with mass $M = k^\beta$. 39
(ii) Now, by Proposition 6.1 we know that the family $F_M(y)$ is monotone nondecreasing in $M$, hence with respect to $k$. It follows that for every choice of initial point $y_0 = (y_0^1, \ldots, y_N^0)$ the function

$$f(k) = kF_1(y_0^1 k^{\nu_1}, \ldots, y_N^0 k^{\nu_N})$$

is increasing as $k$ increases. By the quantitative positivity lemma, Lemma 5.1, we also know that the function $F_1(y)$ is positive in a small box $Q_{r_0} = [-r_0, r_0]^N$:

$$F_1(y) \geq \varepsilon > 0 \quad \text{for all} \quad y \in \mathbb{R}^N, \quad |y_i| \leq r_0 \quad \forall i.$$

(iii) Pick now any point $Y = (Y_1, \ldots, Y_N)$ outside of $Q_{r_0}$ and find the parameter $k$ such that $|k^{-\nu_i} Y_i| \leq r_0$, for all $i$, i.e.,

$$k = \max_i \left( \{ |Y_i|/r_0 \}^{2/(1-m_i)} \right).$$

We stress that $k > 1$, because $Y \notin Q_{r_0}$. Let us take $(\tilde{Y}_1, \ldots, \tilde{Y}_N) = (k^{-\nu_1} Y_1, \ldots, k^{-\nu_N} Y_N)$. Since we have $\tilde{Y} \in Q_{r_0}$, we get

$$k F_1(Y) = k F_1(k^{\nu_1} \tilde{Y}_1, \ldots, k^{\nu_N} \tilde{Y}_N) \geq F_1(\tilde{Y}) \geq \varepsilon.$$

Therefore, $F_1(Y)$ is also positive for every $Y \notin Q_{r_0}$. Moreover, the quantitative estimate $F_1(Y) \geq \varepsilon/k$ can be written in the form:

$$F_1(Y) \geq c \min_i \{|Y_i|^{2/(1-m_i)}\},$$

with $c = \varepsilon \min_i r_0^{2/(1-m_i)} = c(N, m_i)$.

(iii) Using transformation (2.17) with $\nu_i = (1 - m_i)/2$ we generalize this lower estimate to $F_M(y)$ for all $M > 0$. Note that the lower bound (6.19) is not affected by the change of mass, a curious propagation property that was already known in isotropic fast diffusion (where the self-similar solutions are explicit). What we find here is the correct form that is compatible with anisotropy.

(iv) The global positivity of $U_M(x, t)$ is immediate. We have

$$U_M(x, t) \geq c t^{-\alpha} \min_i \{|x_i|^{2/(1-m_i)}t^{2a_i/(1-m_i)}\},$$

with $\alpha$ and $a_i$ as in (1.8) and (1.9). \qed
6.5 Regularity of the self-similar solution

The profile $F_M$ solves the quasilinear elliptic equation of the form (1.4) which is singular in principle due to the nonlinearities $F_M^{m_i}$ with $0 < m_i < 1$. However, the regularity theory developed in great detail for nonsingular and non-degenerate elliptic equations, \[17, 28\], applies to this case since it has a local form and we known that $F_M$ is positive with quantitative positive upper and lower bounds in any neighbourhood of any point $y \in \mathbb{R}^N$. Using well-known bootstrap arguments we may conclude

**Theorem 6.2** The self-similar profile $F_M(y)$ is a $C^\infty$ function of $y$ in the whole space.

7 Positivity for general nonnegative solutions

We have just proved the strict positivity of self-similar solutions and given a positive lower bound for the rescaled function $v(y, \tau)$ introduced in (1.10) taking $t_0 = 1$ and then $\tau_0 = \log t_0 = 0$.

**Theorem 7.1** (Infinite propagation of positivity) Any solution with nonnegative data and positive mass is continuous and positive everywhere in $\mathbb{R}^N \times (0, \infty)$. More precisely, in terms of the $v$ variable, for every $R > 0$ and $\tau_0 > 0$ there exists a constant $C_2 = C_2(v_0, R, \tau_0) > 0$ such that $v(y, \tau) \geq C_2$ for $y \in B_R(0)$ and any $\tau > \tau_0$.

**Proof.** By solution we understand the solutions constructed in Theorem 2.1. We split it the proof into two cases.

1. Special data. The positivity result is true if the initial function $u_0$ is continuous, SSNI and compactly supported in a neighbourhood of the origin.

   (1) We take those special data and get a lower estimate in small balls. For SSNI see definition in Section 4. Arguing in terms of the rescaled variables, the assumptions guarantee that the rescaled solution $v(y, \tau) = (t + 1)^{\alpha}u(x, t)$ has initial data $u_0 = v_0 \leq T_k \bar{F}$, where $T_k \bar{F}$ is a suitable barrier (supersolution) to (1.4) in a certain outer domain $\mathbb{R}^N \setminus T_k \tilde{B}_r(0)$ obtained by cutting and rescaling $\bar{F}$ defined by (3.2) (see Section 3 and formula (2.17)). Then, we can apply the qualitative lower estimate, Lemma 5.1, and conclude that $v(y, \tau) \geq \zeta(y) \geq c_1 > 0$ in a neighbourhood of $y = 0$ for any time. We stress that $c_1$ depends on the $L^1$ norm of $u_0$ and on the radii $R$ and $r_0$ that are defined and used in Lemma 5.1.

   (2) In the sequel we must also work with $u$, since it satisfies a translation invariant equation, and this property is useful. From the lower bound for $v$ a corresponding lower bound formula holds for $u(x, t)$ in any time interval $0 < t < t_1$, but this bound cannot be
uniform in time. Indeed, the lower bound for $u$, let us call it $c_1(u)$, depends on the final time $t_1$. We stress that we can make $t_1$ as large as we want by taking $c_1(u)$ small enough. As a compensation, the decaying lower estimate applies to $u(x, t)$ in $x$-balls that expand coordinate-wise like powers of time. This is a consequence of the rescaling in space.

Moreover, note that the argument works if we displace the origin and assume that $u_0$ is SSNI around some $x_0 \neq 0$. In order to get a convenient definition of the rescaled variables $v(y, \tau)$ we must use the shifted space transformation $y_i = (x_i - x_0)t^{-\alpha \sigma_i}$. The previous argument shows that this $v$ will be uniformly positive in a given small neighbourhood of 0 for all times. We conclude from this step that under the present assumptions $u(x, t)$ will be positive forever in time in a suitable $x$-ball centered at $x_0$ that expands power-like with time, though the upper bound for $u$ decays like a power of time.

(3) We now get an outer estimate under the previous assumptions ($u_0$ is continuous, compactly supported and SSNI). By using the positivity of the self-similar fundamental solution (see Theorem 6.1) we will prove that $u(x, t)$ is also positive in an outer cylinder $Q_o = D \times (0, t_2)$, where $D$ is the complement of the ball of small radius $R_1$. The idea is to find a small self-similar solution $U_A(x, t)$ and prove that

$$u(x, t) \geq U_A(x, t) > 0$$

for $(x, t) \in Q_o$. Since both are solutions of the equation in $Q_o$ we will check the comparison at the initial time and at the lateral boundary, and then we may apply the comparison principle Lemma 2.1 to conclude that $u(x, t) \geq U_A(x, t) > 0$ in the whole outer cylinder $Q_o$.

The initial comparison is trivial since the fundamental solution vanishes for $t = 0$ if $x \neq 0$ and $u_0 \geq 0$ in $D$. Comparison at the lateral boundary is more delicate. We use the fact that

$$v(y, \tau) \geq c_1 > 0$$

in the ball $y \in B_{2R_1}(0)$. Therefore,

$$u(x, t) \geq c_1 (t + 1)^{-\alpha}$$

for $x \in B_{2R_1}(0), \ t > 0$.

We now use the scaling transformation (2.17) of the profile $F_1$ of the self-similar fundamental solution $U$ of mass $M = 1$ and write, for every parameter $A > 0$,

$$F_A(y) = A F_1(A^\alpha y_i)$$

and let us consider the corresponding self-similar fundamental solution $U_A$. Since

$$\lim_{t \to 0} U_A(x, t) = 0 \quad \text{for} \ x \neq 0,$$
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we can choose \( t < \bar{t} \), where \( \bar{t} < t_2 \), such that for any \( x \) with \( |x| = R_1 \) one has
\[
U_A(x, t) < c_1 \left( \frac{t_2}{t_2 + 1} \right)^\alpha, \quad t < \bar{t}.
\]

On the other hand, if \( t \in [\bar{t}, t_2] \) we have
\[
U_A(x, t) \leq \frac{1}{t^\alpha} F_A(0) \leq \frac{A}{t^\alpha} F_1(0).
\]

At this point we can take \( A \) so small (depending on \( t_2 \)) such that
\[
U_A(x, t) \leq \frac{c_1}{(t_2 + 1)^\alpha}.
\]

We have chosen so far a positive self-similar solution \( U_A \) such that for all \( t \in (0, t_2) \) we find
\[
u(x, t) \geq U_A(x, t)
\]
for \( |x| = R_1 \). Given the initial and boundary comparisons between \( u \) and \( U_A \), we may apply the comparison principle on exterior domains to conclude that \( u(x, t) \geq U_A(x, t) \) in the whole outer cylinder \( D \times (0, t_2) \), hence the positivity of \( u \) in that set. The length of \( t_2 \) depends on the boundary conditions of the functions we compare. But using a solution with larger constant \( A \) we can take \( t_2 \) as large as we like, with a worse lower estimate valid up to \( t = t_2 \). This concludes the proof of positivity in the case of solutions with special data.

(4) As for the quantitative aspect, we can combine the bounds in a small domain and the corresponding outer domain into an estimate of the form
\[
u(x, t) \geq U_M(x, t + t_1)
\]
valid for some \( t \geq t_1, x \in \mathbb{R}^N \) and \( M > 0 \) small enough. Translating into the \( v \) variable the quantitative estimate follows.

II. General data. Let us consider a general integrable initial datum \( u_0 \geq 0 \) with positive mass.

(1) According of regularity of weak solutions (see Subsection 2.1) the nonnegative solutions are continuous in space and time for all positive times. Since the mass of the solution is preserved in time and the solution is continuous, then given any \( t_0 > 0 \) we may pick some \( x_0 \in \mathbb{R}^N \) such that \( u(x, t) \geq c_1 \) for some constant \( c_1 > 0 \) in a neighborhood of \((x_0,t_0)\). We can choose a small function \( w(x) \) that is SSNI around \( x_0 \), compactly supported and such that \( w(x) \leq u(x, t) \) for \( \bar{t} \) close to \( t_0 \). By the proof of the special case we have that for \( \varepsilon > 0 \) small enough the solution \( u_1(x, t) \) starting at \( \bar{t} = t_0 - \varepsilon \) with initial
value $u_1(x, t_0 - \varepsilon) = w(x)$ is positive, and by comparison $u(x, t) \geq u_1(x, t) > 0$ for all $x$ and for $t_0 - \varepsilon < t < t_0 + t_2 - \varepsilon$. After checking that $t_2$ does not depend on $\varepsilon$ we conclude that $u(x, t_0) > 0$ for all $x$. We have obtained the infinite propagation of positivity of $u$ because $t_0$ is any positive time.

(2) A careful analysis of the argument shows that given any finite radius $R$ and $\tau_0$ small enough, we can find a uniform lower bound for $v(y, \tau)$ valid for $y \in B_R(0)$ and any $\tau > \tau_0$.

Remark 7.1 We cannot obtain a uniform lower bound from below in the whole space since the solutions are supposed to decay as $|y| \to \infty$, like in the fundamental solution, see Theorem 1.1.

Remark 7.2 As a consequence of Theorem 7.1 and (2.14) we have that $v(y, \tau)$ has a lower and upper bound in a every space ball or in every space cube $Q(R)$ of side $R > 0$ for every $\tau$ big enough ($\tau > \tau_1$). This means that in this interior parabolic cylinder $Q(R) \times (\tau_1, \infty)$, the solution is bounded above and below away from zero, so it is the solution of a quasilinear non-degenerate equation, so that according to the standard regularity theory for uniform elliptic and parabolic equations, see [27], the solutions are smooth inside the cylinder with uniformly local estimates on the derivatives.

8 Asymptotic behaviour

Once the unique self-similar fundamental solution $U_M$ of the form (1.5) is determined for any mass $M > 0$, the experience in Nonlinear Diffusion dictates that it is natural to expect it to be the candidate to be attractor for a large class of solutions to the Cauchy problem for equation (1.1). We have stated the result in Theorem 1.2 and we will prove it here. We recall that $U_M$ is a self-similar fundamental solution stated in Theorem 1.1.

Proof of Theorem 1.2. The proof follows a method that is similar to the so-called “four-step method”, a general plan to prove asymptotic convergence devised by Kamin-Vázquez [24] and applied to the isotropic case, see also [40, Theorem 18.1]. Here, a number of variations are needed to take care of the peculiarities of the anisotropy. For example, here we have uniqueness only for self-similar fundamental solutions with fixed mass $M$, while in the isotropic case we know the uniqueness of the fundamental solution.

The main effort will be concentrated on proving the asymptotic convergence for $p = 1$:

$$
\lim_{t \to \infty} \|u(t) - U_M(t)\|_{L^1(\mathbb{R}^N)} = 0.
$$
(1) We introduce the family of *rescaled* solutions given by the $u_k$'s in (6.11), namely

$$u_\lambda(x,t) = R_\lambda(x,t) = \lambda^\alpha u(\lambda^{\sigma_1}\alpha x_1, ..., \lambda^{\sigma_N}\alpha x_N, \lambda t).$$

We observe that the mass conservation and the $L^1$-$L^\infty$ smoothing effect (2.14) allow to find by interpolation the uniform boundedness of the norms $\|u_\lambda(\cdot,t)\|_p$ for all $p \in [1, \infty]$ and $t > 0$. Moreover, using (2.4) and the algebraic identity (1.7) we find, for all $t > t_0 > 0$,

$$\int_{t_0}^t \int_{\mathbb{R}^N} \left| \frac{\partial u_{\lambda, i}^{m_i}}{\partial x_i} \right|^2 \, dx \, d\tau = \lambda^{(2m_i+2\sigma_i-1)-1} \int_{\lambda t_0}^\lambda \int_{\mathbb{R}^N} \left| \frac{\partial u_\lambda^{m_i}}{\partial x_i} \right|^2 \, dx \, d\tau$$

$$\leq \lambda^{(2m_i+2\sigma_i-1)-1} \int_{\mathbb{R}^N} |u(x, \lambda t_0)|^{m_i+1} \, dx \leq M \lambda^{\alpha m_i} \|u(\cdot, \lambda t_0)\|^{m_i}_{L^\infty},$$

and using the smoothing effect (2.14) we get

$$(8.2) \int_{t_0}^t \int_{\mathbb{R}^N} \left| \frac{\partial u_{\lambda, i}^{m_i}}{\partial x_i} \right|^2 \, dx \, d\tau \leq CM^{1+2m_\lambda t_{-\alpha m_i}},$$

an estimate that is independent of $\lambda$. Thus, for all $i$ the derivatives $\partial_{x_i}(u_\lambda^{m_i})$ are equi-bounded in $L^2_{x,t}$ locally in time. Moreover, the $L^1$-$L^\infty$ smoothing effect (2.14) implies that $\{u_\lambda\}$ is equi-bounded in $L^\infty$ for $t \geq \varepsilon$.

(2) We continue with an equi-continuity argument. We may use Remark 7.2 to derive the uniform local equi-continuity of the function $v(y, \tau)$ defined by (1.10). Then, along subsequences $\tau_k \to \infty$, we get (let us use $t_0 = 1$)

$$v(y, \tau_k) \to \hat{F}(y) \quad \text{as} \quad \tau_k \to +\infty,$$

uniformly on compact sets on $\mathbb{R}^N$. We can easily check that $u_\lambda(x,t)$ is related to the $v(y, \tau)$ by the formula

$$u_\lambda(x,t) = \lambda^\alpha (\lambda t + 1)^{-\alpha} v(\lambda^{\sigma_1}\alpha (\lambda t + 1)^{-\alpha}\sigma_1 x_1, ..., \log(\lambda t + 1))$$

We now let $\lambda$ be large enough and consider a fixed finite range $t_1 < t < t_2$. The relation then simplifies into

$$u_\lambda(x,t) \approx t^{-\alpha} v(t^{-\alpha}\sigma_1 x_1, ..., t^{-\alpha}\sigma_N x_N, \log t + \log \lambda)$$

as $\lambda \to +\infty$, which immediately shows that $\lambda$ only appears significantly as a time shift in $\tau$, the rest of the expression is almost the same.

We also need to consider the dependence in time to conclude that the family $\{u_\lambda\}$ is relatively compact in $L^1_{t_0}((\mathbb{R}^N \times (0, \infty))$. We may use the argument of Lemma 6.5 to that purpose. We conclude that along a subsequence $\lambda_k \to +\infty$
there is a continuous function $\widetilde{U}(x,t)$ such that
\[
\tag{8.3} u_{\lambda_k}(x,t) \to \widetilde{U}(x,t) \quad \text{as} \quad \lambda_k \to +\infty
\]
uniformly in each compact subset of $\mathbb{R}^N \times (0, +\infty)$. The positivity theorem 7.1 implies that $\widetilde{U}$ is continuous.

(3) We prove that $\widetilde{U}$ is a solution to (1.1). In order to pass to the weak limit in the weak formulation for the $u_{\lambda}$'s, we use the locally uniform convergence and uniform-in-time energy estimates of the spatial derivatives $\partial_{x_i} u_{\lambda_i}^m$ for all $i = 1, \cdots, N$, obtained in (8.2). Hence, adapting the proof of [40, Lemma 18.3] yields that $\widetilde{U}$ solves (1.1) for all $t > 0$. It must have a certain mass $M_1$ at each time $t > 0$.

(3b) Now we show that the mass of $\widetilde{U}$ is just $M$. Arguing as in [40, Theorem 18.1], first we further assume that $u_0$ is bounded and compactly supported in a ball $B_R(0)$ with mass $M$. Let us take $L_1 > \sup u_0$ and a larger mass $M' > M$ such that the upper barrier $G_k(y)$ defined in (3.6) is such that $u_0(y) \leq G_k(y)$. We recall that $G_k(y) \in L^1(\mathbb{R}^N)$. By Theorem 3.1 and change of variables (with $t_0 = 1$) it follows that
\[
\tag{8.4} u(x,t) \leq (t + 1)^{-\alpha} G_k(x_1(t + 1)^{-\alpha}, \cdots, x_N(t + 1)^{-\alpha})
\]
for all $t > 0$ and for all $x \in \mathbb{R}^N$. Then
\[
\tag{8.5} \lim_{\lambda \to +\infty} \lambda^\alpha (\lambda t + 1)^{-\alpha} G_k(\lambda^{-\alpha} x_1(\lambda t + 1)^{-\alpha}, \cdots, \lambda^{-\alpha} x_N(\lambda t + 1)^{-\alpha}) = t^{-\alpha} G_k(t^{-\alpha} x_1, \cdots, t^{-\alpha} x_N)
\]
and the mass is preserved. The previous facts, the convergence $u_{\lambda} \to \widetilde{U}$ a.e. in $\mathbb{R}^N$ and (8.4) allow to apply Lebesgue dominated convergence Theorem, obtaining
\[
u_{\lambda}(t) \to \widetilde{U}(t) \quad \text{in} \quad L^1(\mathbb{R}^N),
\]
which means in particular that the mass of $\widetilde{U}$ is equal to $M$ at any positive time $t$. Thus, we have obtained that $\widetilde{U}$ is a fundamental solution with initial mass $M$. If we knew this fundamental solution to be self-similar, then the uniqueness theorem would imply $\widetilde{U}(x,t) = U_M(x,t)$.

(4) We need another step to make sure that $\widetilde{U}(x,t) = U_M(x,t)$. In order to use ideas that are already in the paper we may use the Lyapunov functional
\[
J[u, U_M](t) = \int_{\mathbb{R}^N} |u(x,t) - U_M(x,t)| \, dx.
\]
This is known to be nonnegative and non-increasing in time along solutions \( u(x, t) \). Using the rescaling we get for all \( \lambda > 1 \)

\[
J[u_\lambda, U_M](t) = \int_{\mathbb{R}^N} |u_\lambda(x, t) - U_M(x, t)| \, dx = \int_{\mathbb{R}^N} |u(y, \lambda t) - U_M(y, \lambda t)| \, dy = J[u, U_M](\lambda t)
\]

(we use the scaling invariance \((U_M)_\lambda = U_M\)), which proves that \( J[u_\lambda, U_M](t) \) is non-increasing in \( \lambda \) for fixed \( t > 0 \). Therefore, we have the common limit

\[
\lim_{\lambda \to \infty} J[u_\lambda, U_M](t) = \lim_{t \to \infty} J[u, U_M](t) = C_\infty \geq 0.
\]

**Lemma 8.1** We necessarily have \( C_\infty = 0 \).

**Proof.** We exclude the case \( C_\infty > 0 \) as follows. Let \( \lambda_k \) the sequence mentioned above that produces the limit \( \tilde{U} \) as in (8.3). Passing to the limit \( \lambda_k \to \infty \) we get for every \( t > 0 \)

\[
J[\tilde{U}, U_M](t) = \lim_{k \to \infty} J[u_{\lambda_k}, U_M](t) = C_\infty > 0.
\]

This is a peculiar situation where two solutions with the same mass have constant \( L^1 \) difference in time. We exclude the situation by considering \( U^* \) the maximum of the two solutions and checking, as in point (iii) of the existence proof in Subsection 6.2 (see also the uniqueness proof in Subsection 6.1), that \( U^* \) must also be a solution of the equation. The argument follows by observing that \( U_M \) is positive everywhere, hence also \( U^* \) is positive, and both are bounded for \( t \geq 1 \) by the smoothing effect. Moreover, \( \tilde{U} \) and \( U^* \) are not the same for any \( t > 1 \) since they differ in \( L^1 \) norm. Hence, they must intersect and there must be a point \( x_0 \in \mathbb{R}^N \) such \( U^*(x_0, 1) = U_M(x_0, 1) = \tilde{U}(x_0, 1) \). By continuity we know that \( U^*(x, t) \) and \( U_M(x, t) \) are bounded above and below away from zero in some neighbourhood \( D \) of \( (x_0, 1) \), so they solve a quasilinear non-degenerate parabolic equation in divergence form in \( D \). Since \( U^*(x, t) \geq U_M(x, t) \), we can apply the strong maximum principle \([27, 31]\) to conclude that \( U^*(x_0, 1) = U_M(x_0, 1) \) is only possible if they also agree on a maximal connected domain, in particular for all \( x \in \mathbb{R}^N \) and \( t = 1 \). This is a contradiction, hence \( C_\infty = 0 \).

\( \square \)

(4b) Once we have \( C_\infty = 0 \) we may join this and (8.3) to get the conclusion that for any limit of a subsequence \( \tilde{U} = U_M \), and this is the \( L^1 \) convergence formula (1.12) that we were aiming at. We recall that this was proved under the assumption that \( u_0 \) is bounded and has compact support. The general case \( u_0 \in L^1(\mathbb{R}^N), u_0 \geq 0 \) follows as in [40, Theorem 18.1] by approximation of the initial data, using the \( L^1 \)-contractivity of the flow and
the continuity of $U_M$ with respect to $M$. Recall that given two self-similar fundamental solutions $U_{M_1}, U_{M_2}$ with two different masses $M_1$ and $M_2$ we get
$$\|U_{M_1} - U_{M_2}\|_1 = \|F_{M_1} - F_{M_2}\|_1,$$
where $F_{M_1}, F_{M_2}$ are their profiles respectively. Proposition 6.1 guarantees that for $M_1 > M_2$ we have $F_{M_1} \geq F_{M_2}$ so that
$$\|F_{M_1} - F_{M_2}\|_1 = \int_{\mathbb{R}^N} (F_{M_1}(x) - F_{M_2}(x)) \, dx = M_1 - M_2.$$

$L^p$-convergence for $p > 1$. This is an easy consequence of the convergence in $L^1$ and uniform boundedness in $L^\infty$ by observing that
$$\|u(\cdot, \lambda) - U_M(\cdot, \lambda)\|_p \leq \|u(\cdot, \lambda) - U_M(\cdot, \lambda)\|_1 \|u(\cdot, \lambda) - U_M(\cdot, \lambda)\|_{p-1}^{p-1}.$$ 

The first factor is estimated by the $L^1$ convergence (1.12) as $o(1)$ when $t \to \infty$, while the terms $\|u(\cdot, \lambda)\|_{\infty}$ and $\|U_M(\cdot, \lambda)\|_{\infty}$ are estimated as a constant times $t^{-\alpha}$ by the smoothing effect of Theorem 2.3. In this way we get (1.13). Note that in rescaled variables it reads
$$\|v(\cdot, \lambda) - F_M(\cdot)\|_p \to 0 \quad \text{as} \quad \lambda \to \infty,$$
recalling that $U_M$ is given by (1.5) in terms of the self-similar profile $F_M$. \hfill \Box

Remark 8.1  
i) We stress that no Bénilan-Crandall estimate for the time derivative $\partial_t u$ [6] is available (contrary to the isotropic case), therefore in the proof we need a novel argument to obtain relative compactness in $L^1_{\text{loc}}(\mathbb{R}^N \times (0, \infty))$.

ii) Since $\cup_{L_1 \geq 0} \mathcal{K}(L_1)$ is dense in $L^1(\mathbb{R}^N)$, we could start to prove Theorem 1.2 for initial data in $\mathcal{K}(L_1)$, where $\mathcal{K}(L_1)$ is defined in Step 1 of Proof of existence of a self-similar solution (Section 6.2). Then, we could conclude by density and by $L^1$-contraction.

Actually, we have a stronger asymptotic convergence result under extra conditions.

Theorem 8.1 If the initial datum $u_0$ is nonnegative, bounded and compactly supported, then we also have
$$\lim_{t \to \infty} t^\alpha \|u(t) - U_M(t)\|_{\infty} = 0,$$
where $\alpha$ is given by (1.8).
Proof. From the proof of Theorem 1.2 we already know that the solution \( v(y, \tau) \) converges uniformly on the compact sets of \( \mathbb{R}^N \) to \( F_M(y) \) as \( \tau \to +\infty \), thus the only thing to check is the control of the tails. We can use the explicit upper barriers of Section 3 or a large rescaling thereof to bound above our solution for all times and thus control the decay of our solution at spatial infinity for all times (see Theorem 3.1). If \( Q(R) \) is the space cube of side \( R > 0 \), we deduce that \( \forall \varepsilon > 0 \) there exist \( R = R(\varepsilon) \) such that

\[
\|v(\cdot, \tau)\|_{L^\infty(\mathbb{R}^N \setminus Q(R))} \leq \varepsilon \text{ for all } \tau > 0.
\]

Then we conclude that

\[
\|v(\cdot, \tau) - F_M(y)\|_{L^\infty(\mathbb{R}^N)} \to 0,
\]

which translates into (8.6).

9 Numerical studies

In this section we show the results of numerical computations with the evolution process that show the appearance of an elongated self-similar profile. We compute in 2 dimensions for simplicity and plot the level lines to show the anisotropy.

Figure 3: Evolution from radial data to an anisotropic self-similarity
10 Fast diffusion combined with partial linear diffusion

This section contains a number of remarks when some of the \( m_i \) equals one. If we revise the general theory: existence, uniqueness, continuity, smoothing effects and Aleksandrov principle, we see they work fine when one (or several exponents) are 1. Indeed it is possible to build an upper barrier (see Proposition (10.1)) and the self-similarity works in the same way as before. Only the lower bound cannot be the same.

Let us make some computations. In particular, \( m_1 = 1 \) implies that

\[
\sigma_1 = \frac{1}{N} + \frac{\overline{m} - 1}{2}, \quad a_1 = \alpha \sigma_1 = \frac{1}{2},
\]

which is the heat equation scaling. On the other hand, if we write \( x = (x_1, x') \), integrate in the rest of the variables \( x' = (x_2, \cdots, x_N) \), and put

\[
w(x_1, t) = \int_{\mathbb{R}^{N-1}} u(x_1, x', t) \, dx_2 \cdots dx_N,
\]

it is easy to see that \( w \) satisfies a 1D Heat Equation: \( w_t = w_{x_1 x_1} \). When we apply the
previous argument to a fundamental solution we will find the 1D fundamental solution
\[ W(x_1, t) = (4\pi t)^{-1/2} e^{-x_1^2/4t}. \]

If we write this formula in terms of the fundamental solution profile we get
\[ \int_{\mathbb{R}^{N-1}} F(y_1, y') dy_2 \ldots dy_N = (4\pi)^{-1/2} e^{-y_1^2/4}. \]

This means that in this direction the fundamental solution decreases in average like a negative quadratic exponential and not like a power.

As announced before, when some \( m_i = 1 \) we need to build a different barrier.

**Proposition 10.1** Let \( \alpha, a_i, \sigma_i \) be defined in (1.8)-(1.9). Take \( \delta > 0 \) and \( \theta_i \geq 2 \) such that
\[ \frac{1}{\sigma_i} < \delta \theta_i < \frac{2}{1 - m_i}. \]

Let \( \Omega_r = \{ y \in \mathbb{R}^N : \sum_{i=1}^N |y_i|^{\theta_i} \geq r \} \) be an anisotropic outer domain, where \( r > 0 \) is given by
\[ r := \max_i \left( \frac{N \delta m_i (\delta m_i + 1) \theta_i^2}{\delta \min_i \{\sigma_i \theta_i\} - 1} \right)^{1/(1-m_i)}. \]

Then the function
\[ F(y) = \left( \sum_{i=1}^N |y_i|^{\theta_i} \right)^{-\delta} \]
is a supersolution to equation (1.4) in the domain \( \Omega_r \) and \( F \in L^1(\Omega_r) \).

**Remarks.** 1) We observe that under the assumptions \( 0 < m_i \leq 1 \) for all \( i \), (H2) and recalling (1.9), condition (3.1) fulfills, where \( 1/(1-m_i) := +\infty \) if \( m_i = 1 \).

2) In the choice of exponents for the supersolution we can take \( \theta_i \delta \) as close as we want to the dimensional exponent \( 2/(1-m_i) \).

3) Completing \( F \) inside the inner domain \( D_r = \mathbb{R}^N \setminus \Omega_r \) by the constant \( \max_{y \in \Omega_r} F(y) \) we obtain the global function
\[ G = \min \{ F(y), \max_{y \in \Omega_r} F(y) \} \in L^1(\mathbb{R}^N) \]
This is the type of function we will use, after a suitable rescaling, as a barrier in our comparison theorem (see Theorem 3.1).

4) For another upper barrier construction see [33, Lemma 2.3]. 

**Proof of Proposition 10.1** If we put \( X = \sum_{j=1}^{N} |y_j|^{\theta_j} \), then since \( \theta_i \geq 1 \) we get

\[
I := \sum_{i=1}^{N} \left[ (F^{m_i})_{y_i} + a_i \left( y_i F \right)_{y_i} \right] 
\leq \sum_{i=1}^{N} \delta m_i (\delta m_i + 1) \theta_i^2 X^{-\delta m_i - 2} X^{2-2/\theta_i} + \alpha \left[ 1 - \delta \min_i \{ \sigma_i \theta_i \} \right] X^{-\delta},
\]

where \( 1 - \delta \min_i \{ \sigma_i \theta_i \} < 0 \) by (10.1). In order to conclude that \( I \leq 0 \) it is enough to show that

\[
\left[ \delta m_i (\delta m_i + 1) \theta_i^2 X^{\delta - \delta m_i - 2/\theta_i} + \frac{\alpha}{\theta_i} \left( 1 - \delta \min_i \{ \sigma_i \theta_i \} \right) \right] \leq 0
\]

for every \( i = 1, \ldots, N \), where \( \delta - \delta m_i - 2/\theta_i < 0 \) by (10.1). Then we have to require \( X \geq r \) with \( r \) given by (10.2). This together with Lemma 3.1 completes the proof.

In this range we set as barrier a suitable rescaled (according to formula (2.17)) \( T_k F(y) \) of \( F(y) \), the function given in (10.3) defined in the exterior domain \( \Omega_r \), defined in Proposition 10.1 (see Fig. (1)). We stress that in (2.17) \( \nu_i = (1 - m_i)/2 \nu_i = 0 \) if \( m_i = 1 \). In this way the inner hole \( D = \mathbb{R}^N \setminus \Omega_r \) changes into

\[
T_k D = \{ y = (y_1, \ldots, y_N) \in \mathbb{R}^N : \sum_i (k^{\gamma_i} y_i)^{\theta_i} < r \}
\]

that we can make as small as we want if \( k \) is large. Note that this changes the mass (or the \( L^1 \) norm)

\[
\int_{T_k \Omega_r} F_k(y) dy = k \int_{T_k \Omega_r} F(y, k^{\nu_i}) dy = k^{\beta} \int_{\Omega_r} F(z) dz,
\]

where \( \beta = 1 - \sum_i \nu_i = 1 - N(1 - m)/2 \in (0, 1) \) and we denote the rescaled set of \( \Omega_r \) by

\[
T_k \Omega_r = \{ y \in \mathbb{R}^N : (k^{\gamma_1} y_1, \ldots, k^{\gamma_N} y_N) \in \Omega_r \} = \{ y \in \mathbb{R}^N : \sum_{i=1}^{N} k^{\gamma_i} |y_i|^{\theta_i} \geq r \}.
\]

In order to have a global barrier, we will extend \( T_k F(y) \) outside \( T_k \Omega_r \) by \( \max \{ T_k F(y) : y \in T_k \Omega_r \} \), i.e., the value it takes at the boundary of \( T_k \Omega_r \). Then in Theorem 3.1 the barrier (3.6) has to be replaced by

\[
G_k(y) = \min \{ T_k F(y), \max_{T_k(\Omega_r)} T_k F(y) \}
\]
for every \( k > 0 \), where \( T_k \) is defined in (2.17) and \( F \) is given in (10.3).

Finally we observe that Theorem 2.2 holds if some \( m_i = 1 \) as well but we will do some modifications to its proof.

**Proof of Theorem 2.2 if some \( m_i = 1 \).** We need a variant of the argument of point (ii) presented in Subsection 2.2. We may assume that \( m_i = 1 \) for \( i = 1, \ldots, j_0, j_0 < N \), and \( m_i < 1 \) for all \( i > j_0 \).

The idea is to fix the scaling of \( \zeta_1 \) as a factor \( n^{-(1-m_i)} \) for the directions with \( m_i < 1 \) (as before), and insert a factor \( 1/n^{\delta} \) for all \( m_i = 1 \): to be more precise, we set
\[
\zeta_n(x) = \zeta_1(n^{-\delta}x_1, \ldots, n^{-\delta}x_{j_0}, n^{-(1-m_{j_0}+1)}x_{j_0+1}, \ldots, n^{-(1-m_N)}x_N).
\]

Here, \( \delta > 0 \) is small, as needed below. Repeating the above calculation, the terms with \( m_i = 1 \) contribute to the formula. Then we have
\[
dX_n dt \leq \sum_{i=1}^{j_0} \int_{\mathbb{R}^N} (u_1 - u_2)_+ |\partial_{x_i} \zeta_n(x)| dx + \sum_{i=j_0+1}^N \int_{\mathbb{R}^N} (u_1^{m_i} - u_2^{m_i})_+ |\partial_{x_i} \zeta_n(x)| dx.
\]

First we estimate the first term in the right-hand side of (10.7) obtaining
\[
\sum_{i=1}^{j_0} \int_{\mathbb{R}^N} (u_1 - u_2)_+ |\partial_{x_i} \zeta_n(x)| dx \leq C \frac{1}{n^{2\delta}} \int_{\mathbb{R}^N} (u_1 - u_2)_+ dx,
\]
that goes to zero as \( n \to \infty \). Moreover, the second term in the right-hand side of (10.7), takes into account contribution of the terms with \( m_i < 1 \). Then, arguing similarly as for the estimate (10) we find
\[
dX_n dt \leq C \frac{1}{n^{2\delta}} \int_{\mathbb{R}^N} (u_1 - u_2)_+ dx + c\varepsilon X_n(t) + \max_i C(\varepsilon, m_i) K'_n,
\]
where
\[
K'_n = \sum_{i=j_0+1}^N (1-m_i) \int_{\mathbb{R}^N} (\zeta_n^{-m_i} |\partial_{x_i} \zeta_n|)^{1/(1-m_i)} dx.
\]

As in (iv) it is easy to see that \( K'_n = K'_1 n^{-\gamma'} \) with
\[
\gamma' = 2 - \sum_{i=j_0+1}^N (1-m_i) - j_0 \delta.
\]

This quantity is still larger than zero if \( \delta \) is small enough. We conclude as in Subsection 2.2.\]
There is no novelty in the Aleksandrov principle or the quantitative positivity lemma of Section 5 so that the proof of existence and uniqueness of a solution as in Theorem 1.1 can be done as in Section 6. However, the quantitative study of positivity and the ensuing regularity need new work that we will address here because the paper is already long and the issue bears on different type of estimates.

11 Comments, extensions and open problems

• We can get explicit solutions with infinite mass and decay estimates in terms of one-dimensional traveling waves. These solutions are explicit and decay in a chosen coordinate direction like

\[ u(x, t) \sim C(x_i - ct)^{-1/(1-m_i)}, \quad x_i > ct. \]

Note that the decay of the self-similar solution in \( N \) variables along the \( x_i \) axis is \( u(x, t) \sim |x_i|^{-2/(1-m_i)} \), while here the decay exponent is half as much. In any case the decay rate depends on the coordinate exponent. Note also that this fast diffusion wave is only defined in a moving domain \( \{ x_i > ct \} \) with a strong singularity on the lateral border of that domain. The solution is classical inside its domain.

We can also compare solutions for different dimensions.

• We have the project of studying the existence of self-similar fundamental solutions for the slow case, also called Porous Medium case, where at least some of the \( m_i \) are greater than 1. The main difference is the existence of compact support in some directions.

• A very detailed analysis of the so-called anisotropic \( p \)-Laplacian evolution of fast diffusion type was done subsequently by the authors in [20] following the main ideas of this paper. Variants, improvements and further details of the technique were described, as well as a comparison between results for both types of equation. For more information on quite general anisotropic \( p \)-Laplacian equations see for instance [2].

• We have not studied what happens in the anisotropic FDE when \( \overline{m} \leq m_c \). The isotropic case is well-known by now and it is full of new phenomena and difficulties. See [11] and [16].

• Can we accept negative powers \( m_i < 0? \) See as references in the isotropic case [8, 38].

• Question: do we have explicit solutions in some cases? This happened in the isotropic case, where ODE methods could be used, see [7, 11].

• An interesting problem consists of posing our anisotropic equation in a bounded domain with suitable boundary conditions. We did not find an interesting relationship to our problem (1.1)–(1.2).

• Another open question: which anisotropic Gagliardo-Nirenberg-Sobolev inequalities
would be natural ones associated to this anisotropic fast diffusion equation flow?

- The isotropic analogue of asymptotic behaviour proposed in Theorem 1.2 is optimal (no rates in general are possible). Indeed, sending the center of mass at infinity destroys any rate. Does the same phenomenon happen here?

Moreover, in the isotropic case the convergence in relative error or any Global Harnack principle holds true, as conjectured by Carrillo-Vázquez [13] and proven in [12]. Finally in literature appropriate tail conditions allow to have sharp rates of convergence to equilibrium in rescaled variables (for example via a nonlinear entropy method). These two questions could be investigated in the anisotropic case.

12 Appendix: proof of the smoothing effect

The proof of Theorem 2.3 is given in Theorem 1.2 of Song-Jima [36], but for reader’s convenience we give more details. In order to do this we recall some anisotropic Sobolev inequalities.

Let us denote \( \tilde{r} \) the harmonic mean of \( r_1, \cdots, r_N \geq 1 \), i.e. \( \frac{1}{\tilde{r}} = \sum_{i=1}^{N} \frac{1}{r_i} \).

**Proposition 12.1** (see [18]) Let \( \lambda_i > 0 \) and \( 1 \leq \tilde{p} < N \). Then for every nonnegative function \( u \in C_0^\infty(\mathbb{R}^N) \) we have

\[
\left\| u^{\lambda} \right\|_{L^{\tilde{r}^*}} \leq C_S \left\| \left( \prod_{i=1}^{N} |\partial_{x_i} u^{\lambda_i}| \right)^{1/N} \right\|_{L^{\tilde{p}}},
\]

where \( \tilde{r}^* = \frac{N\tilde{r}}{N-\tilde{r}}, \tilde{x} = \frac{1}{N} \sum_{i=1}^{N} \lambda_i \) and \( C_S \) is a positive constant depending on \( N \) and \( \tilde{r} \).

We stress that in [18] inequality (12.1) is proved for Lorentz norms. A proof using directly Sobolev norm can be obtained adapting Trois’s proof [37]. Now we use the following lemma to obtain the usual form of anisotropic inequalities that involves the product of the norms of the partial derivatives in \( L^{r_i} \) with \( r_1, \cdots, r_N \geq 1 \) (see [37]).

**Lemma 12.1** (see [25, page 43]) Let \( X \) be a rearrangement invariant space and let \( 0 \leq \theta_i \leq 1 \) for \( i = 1, \ldots, M \), such that \( \sum_{i=1}^{M} \theta_i = 1 \), then

\[
\left\| \prod_{i=1}^{M} |f_i|^{\theta_i} \right\|_{X} \leq \prod_{i=1}^{M} \left\| f_i \right\|_{X}^{\theta_i} \quad \forall f_i \in X.
\]
Indeed taking $\frac{1}{\tilde{r}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{r_i}$, $X = L^{\tilde{r}}(\Omega)$, $\theta_i = \frac{\tilde{r}}{r_i\bar{r}}$, Lemma 12.1 and (12.1) yield that

$$\|u^\Delta\|_{L^{\tilde{r}}} \leq C_S \prod_{i=1}^{N} \|\partial_{x_i} u^{\lambda_i}\|_{L^{r_i}}^{1/N} \quad \forall u \in C_0^\infty(\mathbb{R}^N).$$

Finally using the well-known inequality between geometric and arithmetic means we get

$$\|u^\Delta\|_{L^{\tilde{r}}} \leq \frac{C_S}{N} \sum_{i=1}^{N} \|\partial_{x_i} u^{\lambda_i}\|_{L^{r_i}}^{1/N} \quad \forall u \in C_0^\infty(\mathbb{R}^N).$$

In the case $\tilde{r} = N$ the following result holds.

**Proposition 12.2** Let $\lambda_i \geq 0$ (but not both identically zero) and $r_1, \ldots, r_N \geq 1$ be such that $\tilde{r} = N$. Then for every nonnegative functions $u \in C_0^\infty(\mathbb{R}^N)$ we have

$$\|u^\Delta\|_{L^p} \leq \frac{K_S}{N} \left[ \|u^\Delta\|_{L^N} + \sum_{i=1}^{N} \|\partial_{x_i} u^{\lambda_i}\|_{L^{r_i}} \right]$$

for all $q \geq N$ and $K_S$ is a positive constant depending on $N$ and $r_1, \ldots, r_N$.

**Proof.** We can argue as in [9, Corollary IX.11] starting from (12.1) with $\tilde{r} = 1$. At the end we apply Lemma 12.1 and the well-known inequality between geometric and arithmetic means to conclude.

As a first step we obtain a bound of the $L^\infty$ norm in terms of the $L^p$ norm of the initial datum for every $p > 1$.

**Theorem 12.1** Let assume $m_1, \ldots, m_n > 0$ such that (H1) and (H2) is in force and take $p > \max\{1, (1 - \bar{m})N/2\}$. Then for every $u_0 \in L^1(\mathbb{R}^N) \cap L^p(\mathbb{R}^N)$, the solution to problem (1.1) satisfies

$$\|u(t)\|_{L^\infty} \leq C t^{-\gamma_p} \|u_0\|_{L^p}^{\delta_p}$$

with $\gamma_p = (\bar{m} - 1 + 2p/N)^{-1}$, $\delta_p = 2p\gamma_p/N$, the constant $C$ depends on $\bar{m}, p$ and $N$.

**Proof.** We use a classical parabolic Moser iterative technique. Without lost of generality we can assume that $u$ is smooth. Indeed such assumption can be removed by approximation as in Subsection 2.1.
Case 1: \( N > 2 \).

Let \( t > 0 \) be fixed, and consider the sequence of times \( t_k = (1 - 2^{-k})t \). As in the proof of Proposition 2.1, we multiply the equation by \( \|u_t\|^2 u \), \( p_k \geq p_0 > 1 \), we integrate in \( \mathbb{R}^N \times [t_k, t_{k+1}] \). Using Sobolev inequality (12.3) with \( r_i = 2 \) and \( \lambda_i = \frac{m_i + p_k - 1}{2} \) and the decay of the \( L^p \) norms given in Proposition 2.1, we get

\[
\|u(t_{k+1})\|_{p_{k+1}} \leq \left[ 4C_S p_k (p_k - 1) \min_i \frac{m_i}{(m_i + p_k - 1)^2} 2^{-(k+1)t} \right]^{\frac{s}{p_k}} \|u(t_k)\|_{p_k}^{\frac{sp_k}{p_{k+1}}},
\]

where \( p_k + 1 = s(p_k + \bar{m} - 1) \) and \( s = \frac{N}{N - 2} \).

First of all we observe that taking as starting exponent \( p_0 = p > \max\{1, \frac{N}{2}(1 - \bar{m})\} \) it is easy to obtain the value of the sequence of exponents,

\[
p_k = A(s^k - 1) + p, \quad \text{with } A = p + (\bar{m} - 1) \frac{N}{2} > 0.
\]

In particular we get \( p_{k+1} > p_k \), with \( \lim_{k \to +\infty} p_k = +\infty \). Observe that

\[
\frac{1}{p_k(p_k - 1) \min_i \frac{m_i}{(m_i + p_k - 1)^2}} = \frac{(m_j + p_k - 1)^2}{p_k(p_k - 1)m_j} \leq \frac{(m_j + p_k - 1)^2}{(p_k - 1)^2m_j}
\]

for some \( j \). Moreover,

\[
\frac{1}{2C_S} \frac{(m_j + p_k - 1)^2}{(p_k - 1)^2m_j} \leq \frac{1}{2C_S} \frac{(m_j + p - 1)^2}{(p - 1)^2m_j} = c
\]

Now, if we denote \( U_k = \|u(t_k)\|_{p_k} \), we have

\[
U_{k+1} \leq 2^{\frac{k+1}{2}} \frac{s}{p_k + 1} t^{-\frac{s}{p_k + 1}} U_k^{\frac{sp_k}{p_{k+1}}},
\]

This implies

\[
U_k \leq 2^{\alpha_k} c^\beta_k t^{-\beta_k} U_0^{\delta_k}
\]

with the exponents

\[
\alpha_k = \frac{1}{p_k} \sum_{j=1}^{N-1} (k - j) s^j \to \frac{N(N - 2)}{4A},
\]

\[
\beta_k = \frac{1}{p_k} \sum_{j=1}^{N} s^j = \frac{1}{A(s^k - 1) + p} \frac{s^k - 1}{s - 1} s \to \frac{s}{A(s - 1)}
\]

\[
\delta_k = \frac{s^k}{p_k} \to \frac{p}{A}.
\]
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We conclude that
\[ \|u(t)\|_\infty = \lim_{k \to +\infty} U_k \leq Ct^{-\frac{2}{N}U_0^2} \]
i.e. (12.5).

Case 2: \( N = 2 \). Starting from Sobolev inequality (12.4) instead of (12.3) with \( p_i = 2 \) and \( \lambda_i = \frac{m_i + p - 1}{2} \) we get
\[ \|u(t)\|_q \leq Ct^{-1} \left[ \bar{m} - 1 + p \left(1 - \frac{2}{q}\right)\right] \|u_0\|_{p_i} \left( \bar{m} - 1 + p \left(1 - \frac{2}{q}\right)\right) \]
for every \( q > 2 \). We conclude passing to the limit on \( q \) as \( q \to +\infty \).

The constant in the previous calculations blows up both as \( p \to 1^+ \). Nevertheless, an interpolation argument allows to obtain the desired \( L^1 - L^\infty \) smoothing effect.

**Proof of Theorem (2.3).** Putting \( \tau_k = 2^{-k}t \), estimate (12.5) with (for instance) \( p = 2 \) applied in the interval \([\tau_1, \tau_0]\) gives
\[ \|u(t)\|_\infty \leq c(t/2)^{-\gamma_2} \|u(\tau_1)\|_2^{4\gamma_2/N} \leq c(t/2)^{-\gamma_2} \|u(\tau_1)\|_1^{2\gamma_2/N} \|u(\tau_1)\|_\infty^{2\gamma_2/N}. \]

We now apply the same estimate in the interval \([\tau_2, \tau_1]\), thus getting
\[ \|u(t)\|_\infty \leq c(t/2)^{-\gamma_2} \|u(\tau_1)\|_2^{4\gamma_2/N} \leq c(t/2)^{-\gamma_2} \|u(\tau_1)\|_1^{2\gamma_2/N} \left( c(t/4)^{-\gamma_2} \|u(\tau_1)\|_1^{2\gamma_2/N} \right)^{2\gamma_2/N}. \]

Iterating this calculation in \([\tau_k, \tau_{k-1}]\), using Proposition 2.1, we obtain
\[ \|u(t)\|_\infty \leq c^k a_k b_k (t)^{-d_k} \|u(0)\|_1^{f_k} \|u(\tau_k)\|_2^{f_k}. \]

Recalling that \( \bar{m} > m_c \) (i.e. \( 2\gamma_2/N < 1 \)), we see that the exponents satisfy, in the limit \( k \to +\infty \),
\[ a_k = \sum_{j=0}^{k-1} \left( \frac{2\gamma_2}{N}\right)^j \longrightarrow \frac{2\alpha}{N} + 1 \]
\[ b_k = \sum_{j=0}^{k-1} \frac{\gamma_2(j+1)}{2} \left( \frac{2\gamma_2}{N}\right)^j \longrightarrow \frac{(\bar{m} - 1)N + 4}{[(\bar{m} - 1)N + 2]^2} \]
\[ d_k = \gamma_2 a_k \longrightarrow \alpha, \]
\[ e_k = a_k - 1 \longrightarrow \frac{2\alpha}{N}, \]
\[ f_k = 2 \left( \frac{2\gamma_2}{N}\right)^k \longrightarrow 0. \]
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