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ABSTRACT

Subject heading is a controlled vocabulary that describes the topic of a document, which is important to find and organize library resources. Assigning appropriate subject headings to a document, however, is a time-consuming process. We therefore conduct a novel study on the effectiveness of information retrieval models, i.e., language model (LM) and vector space model (VSM), to automatically generate a ranked list of relevant subject headings, with the aim to give a recommendation for librarians to determine the subject headings effectively and efficiently. Our results show that there are a high number of our queries (up to 61%) that have relevant subject headings in the ten top-ranked recommendations; and on average, the first relevant subject heading is found at the early position (3rd rank). This indicates that document retrieval methods can help the subject heading assignment process. LM and VSM are shown to have comparable performance, except when the search unit is title, VSM is superior to LM by 8-22%. Our further analysis exhibits three faculty pairs that are potential to have research collaboration as their students’ thesis often have overlap subject headings: i) economy and business-social and political sciences, ii) nursing-public health, and iii) medicine-public health.
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1. INTRODUCTION

Universitas Indonesia (UI) Library archives some document collections, such as: thesis, and book. It is crucial to organize these collections in order to help users easily find the resources that they need. One way to organize library collection is called cataloguing, conducted by creating bibliographic records to represent documents [1]. A part of cataloguing process that is usually performed by librarians is subject analysis (or subject cataloguing), which require them to find the subject headings of a particular library resource [1]-[4].

Subject heading is a controlled topical vocabulary that is assigned to bibliographic records to find and organize library materials based on topics [5]-[7]. It is important especially when searchers have limited information about the title or authors of documents, so that they can still find documents by their topics. A few studies have investigated the benefit of subject headings for library users [8], [9]. Lee-Smeltzer and Hackleman [8] found that library users preferred keyword searching in subject fields over other catalog searching methods. later, sapon-white and hansbrough [9] showed that the dissertations with subject headings are found to be more likely to circulate than those without subject headings. Some researchers have also studied subject heading for various purposes, such as: analysing subjects listed in different subject heading
list [10]-[12], generating map of science [13], [14], developing simplified subject heading list [15], [16], and assigning subject heading automatically [17]-[19].

Determining an accurate subject heading for a document is a complex process. It is because a librarian needs to determine the topic/subject of the document by conducting a thorough subject analysis; then find controlled vocabularies from the subject heading list to assign appropriate subject headings [1]. Therefore, not all librarians are capable to do this task accurately [20]. In addition, different persons may use different interpretations of the subject as they use different vocabularies to represent it. This issue is confirmed in the results of previous study that shown that humans often assigning classes or keywords to bibliographic records in an inconsistent manner, both compared to themselves and compared to other humans [21].

Based on the aforementioned problem, this research aims to help librarians to conduct the subject heading assignment process by providing a recommendation list of subject headings for a given document. The librarians then can look at the recommendation list and decide which subject headings are relevant to be assigned to a document. It is expected that librarians can find relevant subject headings from the recommendation list, or at the very least they can obtain some insight about the topics of similar documents in the collection. Finally, the goal of this study is to enable the subject heading assignment process to run more effectively and efficiently by librarians.

Our work is different to text categorization [22], [23] since we do not categorize documents into certain topics. Some previous work that are mostly related to our work are summarized in Table 1. They investigated the ways to assign subject headings automatically [17]-[19]. Our work is different to them in which we formulate our task as a subject heading recommendation/retrieval instead of subject heading assignment or classification. Therefore, we do not assign a subject heading to a document, but we rank the subject headings of similar documents in the collection in order to generate subject headings recommendation list. In a typical document retrieval system, the search results are the ranked list of documents, however in this work, the results are the ranked list of subject headings from similar documents. The evaluation is therefore performed on the unit of subject headings instead of documents, which further differentiates this work with a standard document retrieval task.

| Task                        | Method                                                                 | Type   |
|-----------------------------|------------------------------------------------------------------------|--------|
| Kavuluru and He [17]        | Subject heading assignment Using named entity recognition, relationship extraction, and output label co-occurrence frequencies of medical subject heading term pairs. | Unsupervised |
| Kavuluru and Lu [18]        | Subject heading assignment & classification Using term co-occurrence frequencies and latent term association | Unsupervised |
| Golub et al. [19]           | Subject heading classification Using machine learning algorithm (e.g., SVM) | Supervised |
| Our work                    | Subject heading recommendation / retrieval Using information retrieval methods, i.e., LM and VSM | Unsupervised |

Our idea is supported by Golub et al. [19] who concluded that automatic subject heading assignment should never be implemented on its own; instead, a system should combine the efficiency of automatic suggestions with quality of human decisions at the final stage. They found that applying purely automatic subject heading classification does not work, because there are a large number of subject headings classes. For this reason, they limit to use only top three levels in dewey decimal classification (DDC) subject heading list (by using 803 instead of 14,413 classes), which therefore does not reflect the operational system. Based on this reason, we propose to produce a system that can recommend a list of relevant subject headings, and then let the librarians to decide which of those are appropriate to be assigned to a given document. Here, we use information retrieval methods, i.e., query likelihood language model (LM) [24], [25] and vector space model (VSM) [26], [27], to generate the recommendation list.

In summary, our contributions are as follows: i). We conduct a novel study on the effectiveness of information retrieval models, i.e., LM and VSM, to automatically generate a ranked list of relevant subject headings, with the goal to give a recommendation for librarians in determining the subject headings effectively and efficiently. To the best of our knowledge, none of the previous published work have reported about this study. ii). We perform an empirical evaluation to test the effectiveness of LM and VSM retrieval methods in generating subject headings recommendation using our collection of bachelor thesis from Universitas Indonesia and three different search units: title, abstract, and title+abstract. iii). We analyze different faculties that often share similar subject headings. The result of this analysis can suggest the potential research collaboration between these faculties.
2. PROBLEM STATEMENT

The task that is studied in this work is subject heading recommendation/retrieval problem, aimed to help librarians in assigning subject headings more effectively and efficiently. Our general framework is illustrated in Figure 1. Given a document metadata (that will be assigned the subject headings) as a query, we will retrieve a ranked list of subject headings from the most similar document metadata in the collection using LM and VSM retrieval methods as the output. It is expected that the output can display relevant subject headings in the early position of the recommendation list, so that librarians can find them quickly. The basic idea of utilizing document retrieval methods to generate subject heading recommendation is that “two documents that are assigned similar subject headings usually describe about the same topics and therefore they may have high document similarity”. The similarity between documents is assessed using title and abstract text representation, since our dataset does not have the full text of documents (see Section 4.1).

![Figure 1. Our general framework](image)

Initially our indexing data is indexed using field indexing [28], [29], so we have title and abstract fields in the index. This enables us to search on title and abstract parts individually. More specifically, the title of queries is compared against the title field of the index, and the abstract of queries is compared against the abstract field of the index. This way, in general we calculated similarity on the titles and abstracts of documents. The LM and VSM retrieval methods will rank k document metadata in the collection that are most similar to the query according to the titles and abstracts. Then, the subject headings of the k top-ranked documents are extracted as the subject heading recommendation list. Note that a metadata may have several subject headings. As a result, there could be more than one subject heading at every rank in the top k recommendation list. The number of metadata retrieved in the top rank (k) can be set according to people needs. In our experiments, we retrieve 1, 5, and 10 documents in the top rank, and take their subject headings in the recommendation list.

3. RETRIEVAL METHODS

3.1. Query likelihood language model (LM)

Language model (LM) uses probabilistic concept to estimate the probability of relevance of documents to user queries [24], [25]. A language model \( M_d \) for each document \( d \) is inferred and then used to estimate the probability of generating the query according to the model \( p(q|M_d) \). This probability is also referred to as query generation probability. Documents in the collection are then ranked according to these probabilities. The higher the probability of a document, the more probable the query can be generated from the document, which implies that the more relevant the document to the query. The probability of producing the query \( q \) given the language model of document \( d \), i.e., \( M_d \), using Maximum Likelihood Estimate and Dirichlet smoothing can be computed as follows (1):

\[
\log p(q|M_d) = \sum_{t \in q} \log \frac{t_{f.t.d} + \mu c_{f.t}}{|d| + \mu}
\]

where \( t \) is a term in query \( q \), \( t_{f.t.d} \) denotes the frequency of term \( t \) in query \( q \), \( p(t|M_d) \) is probability of generating term \( t \) from document language model \( M_d \), and \( |d| \) denotes total number of terms in document \( d \). \( |C| \) denotes the total terms in the collection, \( c_{f.t} \) denotes the frequency of term \( t \) in the collection. Dirichlet smoothing is a default smoothing technique provided in the search engine library Indri (default \( \mu \) value is 2500).
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3.2. Vector space model (VSM)

Vector space model (VSM) represents documents as vectors of terms in the vector space [26], [27]. Cosine similarity is then used to calculate the similarity between two document vectors in the vector space. When two documents share many similar words, then their vectors in the vector space is close (the angle between them is small). As a result, the cosine of the angle between them is high. Two identical documents will have cosine similarity score of 1. The greater the similarity between two documents, the cosine similarity score will be getting closer to 1. The range of cosine similarity score is between 0 and 1. The formula to compute cosine similarity is as follows (2):

\[ sim(d_a, d_b) = \frac{\sum_{k=a}^{\text{max}(na, nb)} w_{ka} \cdot w_{kb}}{\sqrt{\sum_{k=1}^{na} w_{ka}^2} \cdot \sqrt{\sum_{k=1}^{nb} w_{kb}^2}} \]

where \( w_{ka} \) is the weight of term \( k \) in document \( d_a \); \( w_{kb} \) is the weight of term \( k \) in document \( d_b \); \( na \) is the number of terms in document \( d_a \); and \( nb \) is the number of terms in document \( d_b \). The weight of terms is calculated using TF-IDF formula.

4. EXPERIMENT

4.1. Dataset

This work uses a metadata collection of bachelor thesis of UI students as our dataset. This metadata collection was crawled from UI library website (http://lib.ui.ac.id/) in the section “UI - Skripsi (Open)” using a program written in Perl and LWP module. This collection contains document metadata of bachelor thesis from 14 faculties in UI during 2008-2011, with a total of 14,722 metadata. It is important to note that we used document metadata, instead of full text, because most of documents in the website do not have full text (and some full text of documents cannot be accessed since they are securely encrypted).

We only crawl four information for each metadata that is needed by our method: title, abstract, faculty, and subject heading. Abstract contains the summary of the thesis. Title and abstract information are important as the metadata representation for indexing and querying purpose. Related metadata in the collection are determined by our methods based on the similarity on these text. Faculty information is important for our analysis on cross-faculty similar documents. Subject heading information is surely important as this will be extracted from related metadata to produce recommendation. In addition, it is also used as a gold standard in the evaluation process. It is important to note that one document may be assigned several subject headings.

Figure 2 describes an example of subject headings from two metadata in our dataset. To help readers understand the context of the metadata where this subject heading come from, we also display the title of metadata. These two metadata have more than one subject heading that are delimited with “;” character. For the second metadata, it has the subject heading “Maternal-Child Nursing” that is composed of main subject heading “Maternal” and additional subject heading “Child Nursing”.

As we require each metadata in our dataset to have title, abstract, subject heading, and faculty information, so we exclude all metadata that do not have any of this information. It results in 9,261 metadata in our dataset. The statistics of total documents for each faculty is described in Table 2. We can see from the table that most metadata in our dataset comes from Faculty of Engineering. This may be due to the high number of study program in this faculty which results in the high number of students. According to the data of UI’s bachelor student admission in 2020, the Faculty of Engineering has the highest number of students among all faculties in UI. To ensure that each faculty has enough metadata, we decide to exclude the ones that have a small number of metadata. We make a justification of 100 documents as our lower bound of the
number of metadata for each faculty. This causes the metadata from four faculties (i.e., Faculty of Pharmacy, Faculty of Computer Science, Faculty of Dentistry, and Faculty of Administrative Science) to be filtered out from our dataset. They respectively have 95, 94, 84, and 35 documents. Finally, there are 8,953 metadata that comes from 10 faculties at UI in our final dataset.

Table 3 describes the term statistics in our dataset. On average, title contains around 23 terms, which is quite long for a title. We found this happened because some metadata has a mixed of Indonesian and English titles in the website, which makes the overall title long. The average term in abstract is around 205 words. The average number of subject headings in a metadata is 1.5. This denotes that most of metadata are assigned more than one subject headings that consists of 3 terms on average.

Table 2. The statistics of total metadata for each faculty in our dataset

| Faculty of Engineering | Eng | 13 | 2,400 |
|------------------------|-----|----|-------|
| Faculty of Humanities  | Hum | 15 | 1,487 |
| Faculty of Mathematics and Natural Science | Math | 9 | 1,188 |
| Faculty of Social and Political Sciences | Soc | 7 | 1,081 |
| Faculty of Public Health | PubH | 4 | 971 |
| Faculty of Law | Law | 1 | 712 |
| Faculty of Economy and Business | Eco | 5 | 521 |
| Faculty of Psychology | Psy | 1 | 253 |
| Faculty of Medicine | Med | 1 | 219 |
| Faculty of Nursing | Nurs | 1 | 121 |
| **Total** | | | **9,261** |

Table 3. The statistics of terms and subject headings in our dataset

| Average terms for each title | 23.12 |
|-----------------------------|-------|
| Average terms for each abstract | 205.16 |
| Average terms for each subject heading | 3.17 |
| Average number of subject headings for each metadata | 1.51 |

Our dataset is split into 2 parts: indexing data and queries. This is important because we have to ensure that the metadata to be queried (evaluated) do not appear in the index. Otherwise, the retrieval system will always obtain perfect match as the most-relevant metadata found is basically the metadata input itself. For this reason, the dataset has to be split. We take a random sample of 30 metadata for each faculty, resulting 300 metadata as the queries. Then the remaining data with the total of 8,653 metadata is used for indexing.

4.2. Implementation

We use a search engine library Indri version 5.12 for indexing and retrieval using LM retrieval method. Then, we use a search engine library Lucene version 8.7.0 to implement indexing and retrieval using VSM retrieval method. For each method, index is built for title and abstract fields. For each method, index is built for title and abstract fields. When the search unit is title, we compute title similarities between query’s title and documents’ title in the index. When the search unit is abstract, we compute abstract similarities between query’s abstract and documents’ abstract in the index. When the search unit is title+abstract, then we compute both title similarities and abstract similarities between query and documents in the index. To examine which one is more important between title relevance and abstract relevance, we experimented with different γ values in the range of 0-1 with the step of 1. Indri query operators #combine and #weight is used for computing title and abstract relevance using LM. #combine operator is used to combine all terms in the title or abstract, while #weight operator is used to give the importance of title relevance and abstract relevance. The following is Indri query formula for field retrieval:

\[
\text{#weight}(1-\gamma \ #\text{combine}\{\text{title}\}(t_1,\text{title} t_2,\text{title} \ldots t_n,\text{title}) \\
\gamma \ #\text{combine}\{\text{abstract}\}(t_1,\text{abstract} t_2,\text{abstract} \ldots t_n,\text{abstract}))
\]

The \( t_{i,j} \) indicates the \( i \)-th term in the \( j \) field. The \( \gamma \) value denotes the importance of title relevance and abstract relevance in the relevance. The lower the \( \gamma \) value, the more importance the title relevance to the final relevance score. When \( \gamma \) equals to 0, then the querying process only consider the title relevance. Otherwise, when \( \gamma \) equals to 1, then we only take into account the abstract relevance.
To compute title and abstract relevance using VSM method, we use BoostQuery class in Lucene library. It needs two parameters: instance of TermQuery which contains the query terms and the index field in which the search will be performed, and γ value which denotes the weight of the relevance score for the query terms.

4.3. Evaluation

Evaluation is performed by comparing the subject headings in the recommendation list with the ground truth subject headings, which are obtained from the actual subject headings of the queries. Recall that a metadata may have several subject headings. Therefore, if subject headings retrieved in the specified position of the recommendation list contains any ground truth subject headings of the queries, then we consider such retrieved subject headings as relevant. For example: given the actual subject headings for a query is “Breastfeeding: Maternal--Child Nursing”, then we consider there are three ground truth subject headings for this query: “breastfeeding”, “maternal”, and “child nursing”. If subject headings retrieved in the first rank of the recommendation is “Breastfeeding--Social aspects; Breast milk”, then it means that it consists of three subject headings: “breast feeding”, “social aspects”, and “breast milk”. Since it contains one ground truth subject heading for the given query, i.e., “breast feeding”, then it is considered as relevant.

Some retrieval measures are used to evaluate the effectiveness of LM and VSM retrieval methods to retrieve the k top-ranked subject headings in the recommendation list $R_k$. In our experiment, we set k value to 1, 5, and 10 as we focus on the subject headings extracted from highly ranked documents.

$\text{Found}@k$ measure is proposed by authors to demonstrate the number of queries that the relevant subject headings can be found in the recommendation list $R_k$. The higher the $\text{Found}@k$ score, the more probable the system to retrieve relevant subject headings for queries. This measure may suggest the applicability of the system to help in the subject heading assignment process.

$$\text{Found}@k = \#\text{query that has relevant subject headings in } R_k$$

$\text{Precision}@k$ measure highlights how accurate the method to put many relevant subject headings in the top rank of the recommendation list $R_k$. This is a standard metric that has been used in many information retrieval researches in previous work.

$$P@k = \frac{\#\text{relevant subject headings in } R_k}{k}$$

$\text{MRR}$ measure observes the reciprocal rank of the position where the first relevant subject heading is found. The higher the $\text{MRR}$ score indicates that the relevant subject headings can be found in the early position in the recommendation list. The lower the score indicates that the relevant subject headings are retrieved in the lower rank in the recommendation list, which causes users need to scroll down the list further in order to find the relevant results. In this work, we limit the $\text{MRR}$ calculation to the 10 top-ranked subject headings as this is the highest number of retrieved documents in our experiment. This is a standard metric that has been used in many information retrieval researches in previous work.

$$\text{MRR} = \frac{1}{\text{rank of the first relevant subject heading found}}$$

5. RESULTS AND DISCUSSION

5.1. Effectiveness of LM and VSM methods in generating subject heading recommendation list

The $\text{Found}@k$ scores for LM and VSM methods are shown in Figure 3. The results for Title+Abstract are the best results among all γ value between 0-1 with the step of 1. The results using each of these γ values are presented later in Section 5.2. For both methods, we can see that using abstract as a search unit produces more effective recommendation rather than using title in most cases. This is because taking the similarities between abstracts are more accurate to determine the similarity between two metadata documents, as opposed to taking the similarities between titles. Since abstracts are more detail, therefore two metadata with high similarity in abstracts tend to be more similar than those with high similarity in title. Using both title and abstract as a search unit can slightly improve the results of using abstract only. This indicates that combining similarities between titles and similarities between abstracts is more accurate to find relevant metadata. When using title only as the search unit, VSM is shown to be little superior to LM for all $\text{Found}@k$ metrics by 8-22%. This can be understood because LM uses probabilistic concept in which it is less accurate when the size of data used to produce the probability score is small. Note that when the search unit is title only, then the language model used to compute query generation probability is built only using
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metadata titles in the collection. When the search unit is abstract only or title+abstract, both LM and VSM methods seem to be comparable. This result demonstrates that LM and VSM are comparable when using longer text as the search unit, but VSM is preferred when using smaller text.

![Figure 3](image_url)

Figure 3. The number of queries that the relevant subject heading can be found in the recommendation list

Table 4 describe the effectiveness of LM and VSM methods based on standard retrieval measures. We can see that in general, this result is consistent to that presented in Figure 3. For both methods, using abstract as a search unit gains higher retrieval scores than using title. Then, combining similarities between titles and similarities between abstracts can further slightly enhance the results. An important finding from the table is that based on MRR scores, on average the first relevant subject heading is found at the 3rd rank in the recommendation list. This can benefit librarians as they can find relevant subject in the top rank of the recommendation list, so it could save their time.

An additional experiment was performed by performing stopping and stemming (using Sastrawi tools) in the pre-processing step to understand the effect of these steps to the effectiveness of subject headings recommendation results. However, we found that the effect of this steps to the results is not clear. In some cases, it can slightly increase the scores (but it is not statistically significant), and in some cases, it can decrease the score. Because of page length constraint, the results of this experiment are not shown in this paper.

| Search Unit     | LM MRR | P@1 | P@5 | P@10 | VSM MRR | P@1 | P@5 | P@10 |
|-----------------|--------|-----|-----|------|--------|-----|-----|------|
| Title           | 0.324  | 0.220 | 0.164 | 0.154 | 0.359  | 0.247 | 0.200 | 0.167 |
| Abstract        | 0.407  | 0.323 | 0.215 | 0.184 | 0.401  | 0.310 | 0.219 | 0.184 |
| Title+Abstract  | 0.410  | 0.330 | 0.229 | 0.199 | 0.409  | 0.320 | 0.232 | 0.197 |

5.2. Effectiveness of LM and VSM methods on different γ values

To examine the most optimal γ value for LM and VSM methods, we conduct an experiment using varying γ values between 0 and 1 with a step of 0.1. The results are reported in Table 5. We found different γ values that results in the best performance for LM and VSM methods. The most optimal γ values for LM are between 0.5 and 0.9, while for VSM it is between 0.1 and 0.3. So, the optimal γ value for LM tend to be middle or high, and it tends to be low for VSM. Note that the higher the γ values, the more importance the abstract similarities. Otherwise, the lower the γ values, the more importance the title similarities.

The optimal γ value for LM tends to be middle or high because as has been shown earlier, using title similarities in LM produces much worse results than using abstract similarities. This is because LM uses probabilistic concept in which it is less accurate when the size of data used to produce the probability score is small. Therefore, using abstract similarities gives much improvement over using title similarities, which is by 30.5% on average, since the query generation probability is built using bigger data. Then for VSM, the optimal γ value for LM tend to be low because as has been shown in the earlier section, using title similarities in VSM already produced fairly good results. This is because VSM can capture well the document similarities even by using small text unit, since it is based on term overlap between two documents that is computed using dot product of the documents’ vectors, i.e., cosine similarity. Therefore, using abstract similarities only give slight improvement over using title similarities, which is by 14.6% on average.
5.3. Analysis of subject headings overlaps of documents from different faculties

It is interesting to examine whether it is possible that a query has relevant subject headings that come from documents of different faculties. The findings from this analysis may give insights on different faculties that may share similar topics in their students’ thesis. For this analysis, we examine the subject headings recommendation generated from top 10 retrieved metadata for all queries. We analyze the faculty of queries and the faculty of those documents metadata that share similar subject headings. As there are 10 retrieved metadata and 300 queries, therefore in total, there are 3000 faculty pairs to be examined. We found there are 4% cases where the faculty of queries is different to the faculty of top 10 retrieved metadata, but they share similar subject headings. Here, there are 133 cases (using LM) and 128 cases (using VSM).

Both LM and VSM agree on the top five pairs of faculties that often have overlap subject headings as shown in Table 6. This finding can therefore encourage the possibility of research collaboration between these faculties. The pair of faculties that is most often to have similar subject headings are Faculty of Economy and Business and the Faculty of Social and Political Science. We analyze that although two metadata from these two faculties contain similar topics, but they discuss them on different perspectives. Figure 4 shows an example of two metadata from Faculty of Economy and Faculty of social and political science that share similar subject heading, i.e., mutual funds. We can see from the titles of these metadata that although both metadata contains information about market timing, stock selection, and equity funds, but the first metadata discuss them on economy perspectives, while the second metadata discuss them on social perspectives.

| Table 6. Five pairs of different faculties that are most often to have similar subject headings in our results |
|-----------------------------------------------|
| **LM** | **VSM** |
| **Faculty Pairs** | **Total** | **Faculty Pairs** | **Total** |
| Eco - Soc | 29 | Eco - Soc | 31 |
| Nurs-PubH | 28 | Nurs-PubH | 27 |
| Med-PubH | 13 | Med-PubH | 10 |
| Med-Nurs | 11 | Med-Nurs | 10 |
| Nurs-Psy | 7 | Nurs-Psy | 6 |

Figure 4. Example of two metadata of different faculties that share similar subject headings
In future, user studies could be performed to test whether librarians can find relevant subject headings from the recommendation list or not. We can also ask their preference on the subject headings recommendation generated using LM and VSM methods. Different retrieval methods, such as: probabilistic BM25 [30], [31] and sequential dependence model (SDM) [32], [33] can be considered for further study. The possibility of combining semantic information [25], [34], [35] or social media [36], [37] into the retrieval model to address lexical mismatch problem is a great challenge to be explored.

6. CONCLUSION

We conduct a novel study on the use of document retrieval methods, i.e., query likelihood language models (LM) and vector space models (VSM), to generate subject headings recommendation list for a given document. The aim of this study is to help librarians to assign appropriate subject headings to a document more effectively and efficiently. Our results shows that information retrieval methods can help the subject heading assignment process. There are a high number of queries (up to 61%) that have relevant subject headings in the ten top-ranked recommendation list, which suggest the applicability of the system. Next, on average, the first relevant subject heading is found in the 3rd rank in the recommendation list. This is an interesting finding that indicates that librarians can find relevant subject headings quickly as they do not need to scroll down too far in the recommendation list. Both LM and VSM has comparable effectiveness when using longer text as the search unit. However, VSM is superior to LM by 8-21% when using smaller text as the search unit. Our analysis then reveals three pairs of faculties with the highest number of subject headings overlap are: i) Faculty of Economy and Business-Faculty of Social and Political Sciences, ii) Faculty of Nursing-Faculty of Public Health, and iii) Faculty of Medicine-Faculty of Public Health. This finding may suggest the potential research collaboration between these faculties.
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