Oscillations in the Height of the Yule Tree and Application to the Binary Search Tree
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ABSTRACT: For a particular case of a branching random walk with lattice support, namely the Yule branching random walk, we prove that the distribution of the centred maximum oscillates around a distribution corresponding to a critical travelling wave in the following sense: there exist continuous functions \( t \mapsto a_t \) and \( x \mapsto \varphi(x) \) such that:

\[
\lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(X(t) \leq a_t + x) - \varphi(x - \lfloor a_t + x \rfloor)| = 0,
\]

where \( \lfloor x \rfloor = x - [x] \) and \( X(t) \) is the height of the Yule tree. We also show that similar oscillations occur for \( \mathbb{E}(f(X(t) - a_t)) \), when \( f \) is in a large class of functions. This process is classically related to the binary search tree, thus yielding analogous results for the height and for the saturation level of the binary search tree. © 2016 Wiley Periodicals, Inc. Random Struct. Alg., 51, 90–120, 2017
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1. INTRODUCTION

We denote by \( \mathbb{N} \) the set \( \{0, 1, 2,...\} \) and by \( \mathbb{N}^* \) the set \( \mathbb{N} \setminus \{0\} \). The binary search tree \( (T_n)_{n \in \mathbb{N}^*} \) is a discrete time Markov process on the space of binary trees that can be constructed as follows: \( T_1 \) is a tree made of a single leaf. Given \( T_n \), the next state \( T_{n+1} \) is obtained by uniformly choosing a leaf of \( T_n \) which we change into an internal node with two leaves attached. The binary search tree is a natural structure to store data and is related with the Quicksort algorithm. For a general reference on the binary search tree, see for instance the monograph of Mahmoud [30].
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One can easily transform \((T_n)_{n \in \mathbb{N}^*}\) into a continuous time Markov process simply by Poissonizing the jump times. More precisely, let \((N_t)_{t \in \mathbb{R}_+}\) be a pure birth process independent of \((T_n)_{n \in \mathbb{N}^*}\) which jumps from state \(n\) to state \(n + 1\) at rate \(n\). Then

\[
(T^c_t)_{t \in \mathbb{R}_+} := (T_{N_t})_{t \in \mathbb{R}_+}
\]

is called the Yule tree process. It is also a model of a random growing binary tree and is clearly a Markov process. Observe that we can give the following alternative description of the Yule tree process. At time 0, the tree is reduced to a leaf. Each leaf lives for a random time with exponential distribution with parameter 1 independent of the other leaves. When it dies, it is replaced by an internal node with two leaves. For more details and other constructions see e.g. [11, 34].

Note that \(N_t\) is the cardinal of \(\mathcal{N}_t\), the set of leaves alive at time \(t\), and that if we introduce the stopping time

\[
\tau_n = \inf\{t > 0, N_t = n\},
\]

Eq. (1) yields:

\[
(T_n)_{n \in \mathbb{N}} = (T^c_{\tau_n})_{n \in \mathbb{N}}
\]

so one can go from one model to the other.

From the Yule tree process we can make a branching random walk in the following way: for a leaf \(u \in \mathcal{N}_t\), let \(X_u(t)\) be its height in the tree (or its generation). Define \((X(t))_{t \in \mathbb{R}_+}\), the measure valued process by:

\[
X(t) := \sum_{u \in \mathcal{N}_t} \delta_{X_u(t)}, \forall t \in \mathbb{R}_+.
\]

\(X\) is then simply a branching random walk in continuous time with lattice-integer support which we call the Yule branching random walk (sometimes it is called the Yule-time process as in [12]). Each particle lives for an exponential(1) time and is then replaced by two daughter particles situated one unit of distance further. Fix \(0 \leq t_0 \leq t_1 \leq t_2\). As usual, for \(u \in \mathcal{N}_{t_1}\), we set \(X_u(t_0) = X_v(t_0)\), where \(v\) is the unique ancestor of \(u\) in \(\mathcal{N}_{t_0}\). Furthermore, for convenient we set \(X_u(t_2) = X_v(t_1)\), even if \(u\) is not alive at time \(t_2\). We will also write \(v < u\) when \(v\) is the an ancestor of \(u\).

The main focus of the present work is the study of the asymptotic behaviour, of the height (i.e. the highest generation of a leaf) and of the saturation level (i.e. the maximal level \(l\) such that there are no leaves for all levels up to \(l\)) of the Yule tree and the binary search tree. We point out that for the branching random walks we will talk about maximum and minimum rather than height and saturation level which are reserved to trees.

Our paper is organized as follows. In Section 2, we state the main results. In Section 3, we review the relevant literature and discuss our results. Section 4 is dedicated to the proofs of results concerning the Yule branching random walk and Section 5 to the application of these results to the binary search tree.

### 2. MAIN RESULTS

Let us define \(\overline{X}(t) := \max_{u \in \mathcal{N}_t} X_u(t)\) and \(\underline{X}(t) := \min_{u \in \mathcal{N}_t} X_u(t)\).
For \((x, t) \in \mathbb{R} \times \mathbb{R}^+\), set:

\[
\begin{align*}
\bar{h}(x, t) &:= \mathbb{P}(\bar{X}(t) \leq x) = \mathbb{P}(\bar{X}(t) \leq \lfloor x \rfloor) \\
h(x, t) &:= \mathbb{P}(X(t) \geq x) = \mathbb{P}(X(t) \geq \lceil x \rceil)
\end{align*}
\] (5)

**Proposition 2.1.** \(\bar{h}\) and \(h\) solve the equation:

\[
\partial_t h(x, t) = h^2(x - 1, t) - h(x, t), (x, t) \in \mathbb{R} \times \mathbb{R}^+.
\] (6)

The connection between the Yule branching random walk and Eq. (6) is analogue to that between the branching Brownian motion and the F-KPP equation described in next section. We say that \(x \mapsto \phi(x)\) is a travelling-wave solution of (6) with speed \(c \in \mathbb{R}\) if \((x, t) \mapsto \phi(x - ct)\) is a solution of (6). One can easily check that \(\phi\) is a travelling-wave solution of (6) with speed \(c \in \mathbb{R}\) if and only if it solves the differential equation:

\[
c\phi'(x) = \left(\phi(x) - \phi^2(x - 1)\right), \quad x \in \mathbb{R}.
\] (7)

We will see in the next section that in the case of the branching Brownian motion and the F-KPP equation, the key result proved by Kolmogorov et al. in [24] is that \(t \mapsto \mathbb{P}(X(t) \leq x + mt)\) (where \(m\) is an appropriate centring term) converges uniformly in \(x\) to \(\omega^*\), the critical traveling wave.

In the case of the Yule branching random walk, the functions \(\bar{h}\) and \(h\) defined in (5) are continuous in \(t\) but piecewise constant in \(x\), which implies that whatever the centring is, the distribution cannot converge. However, we see in the following theorem that the asymptotic distributions oscillate around the critical travelling-waves.

For \(\theta \in \mathbb{R}^+\), introduce

\[
c_\theta := \frac{2e^\theta - 1}{\theta}.
\] (8)

We denote by \(\theta^+\) (respectively by \(\theta^-\)) the largest (resp. the smallest) solution of \(c_\theta = 2e^\theta\). We also set \(c^+ := c_{\theta^+}\) and \(c^- := c_{\theta^-}\). Numerically, [17] we have:

\[
\begin{align*}
c^+ &= 4.311... \\
\theta^+ &= 0.768...
\end{align*}
\]

\[
\begin{align*}
c^- &= 0.373... \\
\theta^- &= -1.678...
\end{align*}
\]

**Theorem 2.2.** Let \(a_t = c^+ t - \frac{3\log(t)}{2\theta^+}\), \(b_t = c^- t - \frac{3\log(t)}{2\theta^-}\) (recall that \(\theta^- < 0\)) and \([x] = x - \lfloor x \rfloor\).

There exist a monotone travelling-wave solution \(\bar{\phi}\) at speed \(c^+\) and a monotone travelling-wave solution \(\phi\) at speed \(c^-\) of (6) such that:

\[
\lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(\bar{X}(t) \leq a_t + x) - \bar{\phi}(x - \{a_t + x\})| = 0
\] (9)

and:

\[
\lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(X(t) \geq b_t + x) - \phi(x - \{b_t + x\})| = 0.
\] (10)

Observe that (9) is equivalent to:

\[
\lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(\bar{X}(t) \leq x) - \bar{\phi}([x] - a_t)| = 0
\] (11)
and a similar formulation holds for (10). We will now extend Theorem 2.2. For each piecewise continuous function \( f \) we define \( G_f, P_f \) and \( r_f \) by:

\[
\begin{align*}
G_f(t) & := \mathbb{E}\left[f\left(\overline{X}(t) - a_t\right)\right], \quad t > 0, \\
P_f(s) & := \sum_{k \in \mathbb{Z}} f(k-s) \left(\phi(k) - \phi(k-1)ight), \quad s \in \mathbb{R}, \\
r_f(t) & := P_f(a_t), \quad t > 0,
\end{align*}
\]

(12)

when these functions are well-defined. Note that \( P_f \) is clearly 1-periodic. Before stating the theorem, let us give some notations. We denote by \( f^{(i)} \) the \( i \)th derivative of a function \( f \in C^i(\mathbb{R}) \). For two real functions \( f \) and \( g \), we write:

\[
f(x) = o_x(g(x)),
\]

when there exists a function \( \epsilon \) such that \( \lim_{x \to +\infty} \epsilon(x) = 0 \) and such that \( f(x) = \epsilon(x)g(x) \) and

\[
f(x) = o_{x \to \pm \infty}(g(x)),
\]

when the function \( \epsilon \) also satisfies \( \lim_{x \to -\infty} \epsilon(x) = 0 \).

**Theorem 2.3.** There exists \( \delta > 0 \) such that for each piecewise continuous function \( f \) which satisfies \( f(x) = o_{x \to \pm \infty}(e^{\delta|x|}) \), \( G_f, P_f \) and \( r_f \) are well-defined and we have:

\[
\lim_{t \to +\infty} |G_f(t) - r_f(t)| = 0.
\]

Furthermore, if \( f \in C^k(\mathbb{R}) \) satisfies \( f^{(i)}(x) = o_{x \to \pm \infty}(e^{\delta|x|}) \), for \( 0 \leq i \leq k \), we have that \( G_f, P_f, r_f \in C^k(\mathbb{R}^+) \) and:

\[
\lim_{t \to +\infty} |G_f^{(k)}(t) - r_f^{(k)}(t)| = \lim_{t \to +\infty} |G_f^{(k)}(t) - (c^+)^k P_f^{(k)}(a_t)| = 0.
\]

(14)

Similar results for the minimum also hold. Observe that by taking, for \( x \) fixed, \( f \) defined by \( f(y) = 1_{y \leq x} \) in Theorem 2.3 we find the result of Theorem 2.2 (if we omit the uniformity of the convergence).

It is interesting to see what Theorem 2.3 means in some particular cases. Set \( \tilde{F}_t := \text{Card}\{u \in N_t, \ X_u(t) = \overline{X}(t)\} \).

\( \tilde{F}_t \) is the so-called "fringe" which has been studied by Roberts in [35] and by Drmota in [17] (see next section for more details). Applying Theorem 2.3 with power functions yields the following corollary.

**Corollary 2.4.** There exist three 1-periodic smooth functions \( Q_1, Q_2 \) and \( Q_3 \) such that:

\[
\mathbb{E}(\overline{X}(t)) = a_t + Q_1(a_t) + o_t(1),
\]

\[
\text{Var}(\overline{X}(t)) = Q_2(a_t) + o_t(1),
\]

\[
\mathbb{E}(\tilde{F}_t) = Q_3(a_t) + o_t(1).
\]

(16) (17) (18)

To prove Eq. (18), we use the following lemma:
Lemma 2.5. Let $w(t) := \mathbb{E}(\overline{X}(t))$, $\forall t \geq 0$. $w$ is a smooth function whose derivative is:

$$w'(t) = \mathbb{E}(\tilde{F}_t), \forall t \geq 0.$$  

Let us now turn to the binary search tree. Using (1) we show that Theorem 2.2 translates into an analogous oscillation result for the asymptotic distributions of the height (i.e. the highest generation of a leaf) and the saturation level (i.e. the maximal level $l$ such that there are no leaves for all levels up to $l$) of a binary search tree. We call $\partial Z^+_\infty$ and $\partial Z^-\infty$ the limit of the derivative martingales of the binary search tree defined in (A13), and for $K > 0$:

$$\psi^+_K(x) := \mathbb{E}\left[\exp\left(-Ke^{-\theta^+x}\partial Z^+_\infty\right)\right],$$ $$\psi^-_K(x) := \mathbb{E}\left[\exp\left(-Ke^{-\theta^-x}\partial Z^-\infty\right)\right].$$

Let $H_n$ be the height of a random binary search tree with $n$ nodes and $l_n$ its saturation level.

Theorem 2.6. There exist $K^+, K^- > 0$ such that:

$$\lim_{n \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(H_n \leq \lceil a\log(n) + x \rceil) - \psi^+_K(x - \{a\log(n) + x\})| = 0,$$

and:

$$\lim_{n \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(l_n \geq \lceil b\log(n) + x \rceil) - \psi^-_K(x - \{b\log(n) + x\})| = 0.$$  

We will further see in next section that Theorem 2.6 and results by Drmota allow us to obtain an analogue of Corollary 2.4. Let $F_n$ be the number of particles at the highest position for a binary search tree with $n$ leaves. Note that $F_n$ is linked to $\tilde{F}_t = F_{N_t}$.

Corollary 2.7. There exist three 1-periodic functions $R_1$, $R_2$ and $R_3$ such that:

$$\mathbb{E}(H_n) = a_{\log(n)} + R_1(a_{\log(n)}) + o_n(1),$$ $$\text{Var}(H_n) = R_2(a_{\log(n)}) + o_n(1),$$ $$\mathbb{E}(F_n) = R_3(a_{\log(n)}) + o_n(1).$$

3. PREVIOUS RESULTS AND DISCUSSION

3.1. Extremal Particles in a Branching Process

The position of the extremal particles in a branching process has been studied intensively. The case of the branching Brownian motion is the prototypical example. In that setting, it is then well known [31] that $p(x, t) = \mathbb{P}(X(t) \leq x)$, where $X(t)$ is the position of the maximum at time $t$, solves the Fisher-Kolmogorov-Petrovskii-Piskunov (F-KPP) equation:

$$\partial_t p(x, t) = \frac{1}{2} \partial_{xx} p(x, t) + \left(p^2(x, t) - p(x, t)\right).$$

Kolmogorov, Petrovskii and Piskunov [24] show that, for a good centring term $m_t$,

$$\lim_{t \to +\infty} p(x + m_t, t) = \omega^*(x),$$
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where $\omega^* \in C^2(\mathbb{R})$ is the unique function (up to a shift) such that $\tilde{p}(x, t) := \omega^*(x - \sqrt{2t}), \forall (x, t) \in \mathbb{R} \times \mathbb{R}_+$ is a solution of (26). One possible choice for $m_t$ is the median $m_t = \inf\{x \in \mathbb{R} : p(t, x) = 1/2\}$. Bramson [7] later shows famously that any valid centring term must be of the form

$$m_t = \sqrt{2t} - \frac{3}{2\sqrt{2}} \log t + C + o(1).$$

(28)

The study of the minimum (or equivalently of the maximum) of a branching random walk also has a long story. Let us mention some remarkable results on $M_n$, the minimum of a branching random walk. For simplicity, we consider a branching random walk satisfying suitable assumptions and which survives almost surely. Hammersley [20] shows that

$$\left(\frac{M_n}{n}\right) \text{ converges almost surely to a constant } \gamma_1.$$

The almost sure behaviour of the minimum is refined by Hu and Shi [22] who show that there exists a constant $\gamma_2 > 0$ such that:

$$\liminf_{n \to +\infty} \frac{M_n - n\gamma_1}{\log n} = \frac{\gamma_2}{2} \text{ a.s.}, \quad \limsup_{n \to +\infty} \frac{M_n - n\gamma_1}{\log n} = \frac{3\gamma_2}{2} \text{ a.s.}$$

(29)

As far as the average of the minimum is concerned, Addario-Berry and Reed [1] show that:

$$E(M_n) = \gamma_1n + \frac{3\gamma_2}{2} \log n + O_n(1).$$

(30)

They also show that the minimum centred around its mean is tight and that its distribution has exponential tails, that is there exist $C, \delta > 0$ such that:

$$\mathbb{P}(|M_n - E(M_n)| \geq x) \leq Ce^{-\delta x}, \forall x \geq 0.$$  

(31)

Aïdékon [2] proves a result similar to (27) for a large class of branching random walks in the non-lattice case. He shows that there exists $K > 0$ such that for all $x \in \mathbb{R}$:

$$\lim_{n \to +\infty} \mathbb{P}\left(M_n \geq \gamma_1n + \frac{3\gamma_2}{2} \log n + x\right) = \mathbb{E}\left(\exp\left(-Ke^{-x/\gamma_2}D_\infty\right)\right),$$

(32)

where $D_\infty$ is the limit of the derivative martingale whose definition is given in (B6). The results of Addario-Berry and Reed (31) and of Aïdékon (32) will be useful for some proofs. They are therefore stated in more details in Appendix B.

Bramson, Ding and Zeitouni [8] give an alternative proof of Aïdékon’s Theorem in a slightly less general case. In particular, they assume that the displacements of each offspring of a particle are independent. Furthermore, the authors claim that their method works in the lattice case. Note that, even if we consider a discretized version of the Yule branching random walk, since the displacements of the particles after a split are not independent in our framework, we cannot expect to use directly the method of [8].

Let us now mention a work in the lattice case. Lifshits considers the following branching random walk in [26]. At time $n = 0$, a particle is at 0. At each time $n \in \mathbb{N}$, every particle produces two particles which are translated by 1 from their parents with probability $0 < p < 1$ and by $-1$ with probability $1 - p$. He proves that when $p > \frac{1}{2}$, the distribution of the centred maximum converges, but when $p = \frac{1}{2}$, oscillations as in (9) exist except that the centring term is not explicit (it involves the median).

In that context, Theorem 2.2 provides an example of oscillations of the centred distribution of the maximum of a lattice branching random walk around a function (the critical
travelling-wave) with an explicit centring term. We have already mentioned Aïdékon’s result which shows that this kind of oscillations does not appears in the non-lattice case. It is interesting to see in Theorem 2.3 how this phenomena of oscillations extends to a large set of functions applied to \( \overline{X}(t) - a_i \). Indeed, Theorem 2.2 only yields (13) for very restrictive classes of functions, for instance the class of continuous functions with compact support.

Nevertheless, we point out that for a given function \( f \), we cannot be sure, in general, that we have real oscillations in the sense that \( P_f \) defined in (12) can be constant. In some specific cases, we can determinate whether \( P_f \) is constant or not.

For instance, if \( f \) is defined by \( f(x) = 1 \) for \( x \leq y \), then \( P_f(x) = \phi(y - \{y - x\}) \), and thus we have non-constant oscillations. Similarly, if we assume that \( f \) is a non-constant 1-periodic function, then we have \( P_f(x) = f(-x) \) and thus \( P_f \) is also non-constant. However, for \( f(x) = \phi(x) + \phi(x - 1) \), we have that:

\[
P_f(x) = \sum_{k \in \mathbb{Z}} \phi^2(k - x) - \phi^2(k - x - 1).
\]

Since \( P_f \) is a telescoping sum, we have that \( P_f(x) = 1, \forall x \in \mathbb{R} \).

These examples are quite anecdotal but show that there is no trivial general answer to that issue. The examples of Corollary 2.4 seem more interesting. Whether \( \mathbb{E}(\overline{X}(t) - a_i) \), \( \text{Var}(\overline{X}(t)) \) and \( \mathbb{E}(\tilde{F}_i) \) converge or not to a constant is still an open problem. The proof of Corollary 2.4 shows that \( Q_1 = c^+ + c^+Q_1 \) which implies that \( \mathbb{E}(\overline{X}(t) - a_i) \) converges to a constant if and only if \( \mathbb{E}(\tilde{F}_i) \) also converges to a constant. Indeed, since \( Q_i \) is 1-periodic, \( Q_i \) is constant if and only if \( Q'_i \) is constant.

Furthermore, the asymptotic behaviour of \( \mathbb{E}(\tilde{F}_i) \) is especially interesting because it is related to a more general question, namely the convergence of the extremal point process. In the case of the branching Brownian motion, it has been shown independently by Aïdékon, Berestycki, Brunet and Shi [3] and Arguin, Bovier and Kistler [5] that the extremal point process of branching Brownian motion converges and Madaule [29] proved the analogous result for branching random walks with non-lattice support. The lattice case has not been dealt with and the behaviour of \( \mathbb{E}(\tilde{F}_i) \) could shed a first light on this case.

Analogous questions for the binary search tree will also be discussed in a next section.

3.2. Yule Generation Process

One of the key step in studying the Yule branching random walk is to switch our point of view by swapping the role of space and time. We thus introduce the Yule-generation process defined as follows. Let \( \mathcal{M}_n \) be the set of the particles of the \( n \)th generation. For \( n \in \mathbb{N} \) and for \( u \in \mathcal{M}_n \) define

\[
T_u(n) = \inf\{t > 0, X_u(t) = n\} \quad \text{and} \quad T(n) = \sum_{u \in \mathcal{M}_n} \delta_{T_u(n)}.
\]

Observe that \( T(n) \) is itself a branching random walk with discrete time and continuous spatial position with the following branching mechanism.

At time \( n = 0 \), a particle is at 0. At time \( n = 1 \), the particle dies and gives birth to the point process: \( \xi := 2\delta_E \) where \( E \) is distributed as an exponential variable with parameter 1. We interpret \( \xi \) as two particles, both in position \( E \). At each time \( n \), the particles of the previous generation die and give birth to particles whose displacements from the parents are given by i.i.d. copies of \( \xi \).
This connection was established by Chauvin and Rouault [12] and allowed them to prove the existence and uniqueness of travelling-waves.

The proof of Theorem 2.2 relies on the correspondence between the Yule branching random walk and the Yule generation process defined in (33). An advantage of such a change of point of view is that, as already mentioned, the non-lattice case is better understood. In particular, if we call $T(n) = \inf\{T_u(n), u \in \mathcal{M}_n\}$, Aïdékon’s result can be transposed from the non-lattice case to our case thanks to the relation:

$$P(T(n) \leq t) = P(X(t) \geq n).$$  \hspace{1cm} (34)

Indeed, the event $\{T(n) \leq t\}$ means that before $t$ there exists a particle whose generation is $n$, which is equivalent to the fact that the maximal generation of a particle at time $t$ is greater than $n$. To avoid confusions later on, we emphasize that if we take the complementaries of these events, (34) yields:

$$P(T(n + 1) \geq t) = P(X(t) \leq n).$$  \hspace{1cm} (35)

An illustration of this correspondence is given in Fig. 1. The generation of the particle $u$ (the big circle) at time $t = 4$ is 2 and the reaching time of the second generation for $u$ is $T_u(2)$.

![Fig. 1. Correspondence between the Yule branching random walk and the Yule generation process.](image)

### 3.3. Binary Search Tree

The average and the variance of the height and of the saturation level have been studied by many authors. Initially, Robson [36, 37] proved that $(\mathbb{E}(H_n) / \log n)$ converges to a constant between 3.6 and $c^*$ and in 1995, Devroye and Reed [15] showed that $\text{Var}(H_n) = O_n((\log \log n)^2)$. These asymptotics have been improved [13, 14, 16, 32] until Reed [34] and Drmota [17] independently proved that

$$\mathbb{E}(H_n) = a_{\log(n)} + O_n(1) \text{ and } \text{Var}(H_n) = O_n(1),$$  \hspace{1cm} (36)
where we recall that \( a_t = c^+ t - \frac{3 \log(t)}{2t^2}, \ \forall t \geq 0. \) Moreover for \( n \in \mathbb{N}, \) let \( \Upsilon_n \) be the generating function of \( (\mathbb{P}(H_k \leq n))_{k \in \mathbb{N}}, \) that is:

\[
\Upsilon_n(x) := \sum_{k=0}^{+\infty} \mathbb{P}(H_k \leq n)x^k, \ \forall x \in \mathbb{R}.
\]  

(Drmota [17])

Drmota proves the convergence of the distribution of the height in the following sense.

**Theorem** (Drmota [17]). There exists a decreasing function \( \Psi : \mathbb{R}^+ \rightarrow (0, 1] \) with \( \Psi(0) = 1 \) and \( \lim_{x \rightarrow +\infty} \Psi(x) = 0 \) satisfying the integral equation

\[
y\Psi(y/e^{1/(c^+)}) = \int_{0}^{y} \psi(z)\Psi(y-z)dz
\]

such that

\[
\lim_{k \rightarrow +\infty} \sup_{n \in \mathbb{N}} \left| \mathbb{P}(H_k \leq n) - \Psi\left(\frac{k}{\Upsilon_n(1)}\right) \right| = 0.
\]  

See also Drmota [19] and Chauvin and Drmota [10]. Moreover, Chauvin and Rouault [12] show that there exists a connection between \( \Psi, \) the function defined in Drmota’s Theorem, and the derivative martingale of the binary search tree \( \partial Z_{\infty}^+ \) defined in (A13). Indeed, there exists \( K > 0 \) such that

\[
\Psi(x) = \mathbb{E} \left[ \exp \left( -Kx^+ \partial Z_{\infty}^+ \right) \right].
\]  

Observe that (40) tells us that \( \psi_K^+(x) = \Psi(e^{-\frac{x}{K}}), \) \( \psi_K^+ \) being defined in (20).

The main difference between Drmota’s Theorem and Theorem 2.6 is that \( \Upsilon_n(1) \) defined in (37) is implicit while \( \delta_{\log n} \) is explicit. However, Drmota provides a good approximation of \( \Upsilon_n(1) \) by showing that:

\[
\Upsilon_n(1) = e^{c^+ + \frac{3 \log n}{2(c^+ - 1)} + \kappa_n + o_n(1)},
\]  

where \( (\kappa_n) \) is a bounded sequence such that \( \kappa_{n+1} - \kappa_n \rightarrow 0. \) He also proves that if there exists \( \kappa_{\infty} \in \mathbb{R} \) such that the better asymptotic

\[
\Upsilon_n(1) = e^{c^+ + \frac{3 \log n}{2(c^+ - 1)} + \kappa_{\infty} + o_n(1)},
\]  

holds then Corollary 2.7 also holds. By comparing Drmota’s Theorem and Theorem 2.2 we can give an equivalent to \( \Upsilon_n(1) \) and show that (42) holds thus yielding Corollary 2.7.

Drmota also gives more details about \( F_n. \) He shows in [18] that the oscillations of \( \mathbb{E}(F_n) \) around \( c^+ \) are at most of order \( 10^{-4}. \) Moreover, in the same paper, he tells us that \( \mathbb{E}(F_n) \) is increasing until \( n = 100000. \) If \( \mathbb{E}(F_n) \) were increasing on \( \mathbb{N} \) we could easily prove that \( \mathbb{E}(F_n) \) converges. Whether or not \( \mathbb{E}(F_n) \) is increasing and whether or not \( \mathbb{E}(F_n) \) converges are still open questions.

The issue of the almost sure behaviour of the height and of the saturation level for the binary search tree has been dealt with by Roberts in [35], where he shows, relying on [22], that:

\[
\frac{1}{2\theta^+} = \lim_{n \rightarrow +\infty} \frac{c^+ \log(n) - H_n}{\log \log(n)} < \lim_{n \rightarrow +\infty} \frac{c^+ \log(n) - H_n}{\log \log(n)} = \frac{3}{2\theta^+}.
\]  
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and the analogous result for the saturation level. Roberts’s result yields a similar
behaviour for the maximum and minimum of the Yule branching random walk.

As far as the almost sure behaviour of $F_n$ is concerned, Roberts shows [35] that:

$$\lim_{n \to +\infty} F_n = +\infty.$$ (44)

4. RESULTS ON THE YULE BRANCHING RANDOM WALK

4.1. Proof of Proposition 2.1

This is a simple transposition of McKean’s proof for the branching Brownian motion [31].

Proof of Proposition 2.1. We recall that the first division time $\tau_2$ defined in (2) has an
exponential law with parameter 1. Consider $k \in \mathbb{Z}$ and $t \geq 0$.

- If $k < 0$ then $\widetilde{h}(k, t) = P(\overline{X}(t) \leq k) = 0, \forall \tau \geq 0$ and thus Eq. (6) is satisfied when $k < 0$.
- If $k = 0$, $\widetilde{h}(0, t) = P(\overline{X}(t) \leq 0) = P(\tau_2 \geq t) = e^{-t}$. Therefore

$$\partial_t \widetilde{h}(0, t) = -e^{-t} = -\widetilde{h}(0, t) = \widetilde{h}^2(-1, t) - \widetilde{h}(0, t).$$

- If $k > 0$, we decompose the event $\{\overline{X}(t) \leq k\}$ in two parts depending on whether $\tau_2 \leq t$ or not. Since the event $\{\tau_2 > t\}$ is included in $\{\overline{X}(t) \leq k\}$, we have:

$$P(\overline{X}(t) \leq k) = P(\tau_2 > t) + P(\{\overline{X}(t) \leq k\} \cap \{\tau_2 \leq t\})$$
$$= e^{-t} + P(\{\overline{X}(t) \leq k\} \cap \{\tau_2 \leq t\}).$$

By strong Markov property, the event $\{\overline{X}(t) \leq k\} \cap \{\tau_2 \leq t\}$ is equal to $\{\overline{X}^{(1)}(t - \tau_2) \leq k - 1\} \cap \{\overline{X}^{(2)}(t - \tau_2) \leq k - 1\} \cap \{\tau_2 \leq t\}$, where $\overline{X}^{(1)}$ and $\overline{X}^{(2)}$ are two independent copies of $\overline{X}$ which are also independent of $\tau_2$. Therefore,

$$P(\overline{X}(t) \leq k) = e^{-t} + \int_0^t e^{-s}P(\overline{X}(t - s) \leq k - 1)^2 \, ds$$
$$= e^{-t} + \int_0^t e^{-(t-s)}P(\overline{X}(s) \leq k - 1)^2 \, ds$$
$$\Rightarrow e^t P(\overline{X}(t) \leq k) = 1 + \int_0^t e^s P(\overline{X}(s) \leq k - 1)^2 \, ds.$$

By differentiating with respect to $t$, we obtain:

$$e^t \left( \partial_t \widetilde{h}(k, t) + \overline{h}(k, t) \right) = e^t \overline{h}^2(k - 1, t)$$
$$\partial_t \widetilde{h}(k, t) = \overline{h}^2(k - 1, t) - \overline{h}(k, t),$$

which is Eq. (6).

We thus have proved that Eq. (6) holds for $k \in \mathbb{Z}$. Since $\overline{h}(x, t) = \overline{h}([x], t)$, we have also proved that this equation holds for $x \in \mathbb{R}$.  

---
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4.2. Proof of Theorem 2.2

Since the proof of (9) is analogous to that of (10), we will just prove (9). We know that the critical travelling-waves are of the form $\phi_K, \theta +$, (see (A6)), where $K > 0$. In order to simplify the notations, we will write $\phi_K$ instead of $\phi_{K, \theta +}$ from now on. We thus want to prove that there exists $K > 0$ such that:

$$\lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |P(X(t) \leq [at + x]) - \phi_K([at + x] - at)| = 0,$$

where $a_t = e^t - \frac{3 \log(t)}{2\theta^+}$.

Furthermore, remember that the branching random walk $(T(n))$ is obtained by switching time and space in the process $(X(t))$ (see (33)). The advantage of such a change of point of view is that $(T(n))$ is non-lattice and therefore, after some renormalizations, we can apply Aïdékon’s Theorem (Appendix B.2) and finally use the relation (34) to prove (45).

**Proof of Theorem 2.2.** Consider $T'$ defined by:

$$T'(n) = \sum_{u \in \mathcal{M}_n} \delta_{(c^+ - 1)T_u(n) - \theta^+ n}, \quad \forall n \in \mathbb{N}. \quad (46)$$

$T'$ is a branching random walk which can also be described as follows. At time $n = 0$, a particle is at 0. For every $n \in \mathbb{N}$, each particle alive at time $n$ splits into two particles at time $n + 1$. The displacement of the two new particles with respect to their parent is given by two independent random variables which have the same law as $(c^+ - 1)E - \theta^+$, where $E$ is an exponentially distributed random variable with parameter 1.

We will first ensure that $T'$ satisfies Aïdékon’s assumptions. Since the proofs of (B4) and (B5) are very close to that of Assumption (B3), we will omit them. The first part of Assumption (B3) is obvious since there is two particles at each division. Now consider $E$ an exponentially distributed random variable with parameter 1. We recall that the Laplace transform of $E$ is given by:

$$\mathbb{E}(e^{-\lambda E}) = \frac{1}{1 + \lambda}. \quad (47)$$

The term of the second part of Assumption (B3) is:

$$\mathbb{E}\left(\sum_{u \in \mathcal{M}_1} e^{-T_u(1)}\right) = 2\mathbb{E}\left(e^{-[(c^+ - 1)E - \theta^+]}ight)$$

$$= 2e^{\theta^+} \frac{1}{1 + (c^+ - 1)} = 2e^{\theta^+} \frac{1}{c^+}.$$

By definition of $c^+$ and $\theta^+$, we have $c^+ = 2e^{\theta^+}$. Therefore:

$$\mathbb{E}\left(\sum_{u \in \mathcal{M}_1} e^{-T_u(1)}\right) = 1 \quad (48)$$

and thus the second part of (B3) is proved. By differentiating (47) with respect to $\lambda$, we get:

$$\mathbb{E}(Ee^{-\lambda E}) = \frac{1}{(1 + \lambda)^2}. \quad (49)$$
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This yields:

$$\mathbb{E}\left( \sum_{u \in \mathcal{M}_1} T_u^{(1)} e^{-T_u^{(1)}} \right) = 2\mathbb{E}\left( \left[ (c^+ - 1) E - \theta^+ \right] e^{-\left[ (c^+ - 1) E - \theta^+ \right]} \right)$$

$$= 2e^{\theta^+} \left( \frac{c^+ - 1}{(c^+)^2} - \theta^+ \right).$$

Using the fact that $c^+ = 2e^{\theta^+}$ and $c^+ = (2e^{\theta^+} - 1)/\theta^+$, we get:

$$\mathbb{E}\left( \sum_{u \in \mathcal{M}_1} T_u^{(1)} e^{-T_u^{(1)}} \right) = 2e^{\theta^+} - \frac{1}{c^+} - \theta^+$$

$$= 0.$$

Hence, $T'$ satisfies the assumptions of Aïdékon’s Theorem. Now consider the derivative martingale $(D_n)$ defined in (B6) in the particular case of the branching random walk $(T'(n))$:

$$D_n = \sum_{u \in \mathcal{M}_n} T_u'(n) e^{-T_u'(n)}$$

$$= \sum_{u \in \mathcal{M}_n} ((c^+ - 1)T_u(n) - \theta^+ n) e^{-((c^+ - 1)T_u(n) - \theta^+ n)}$$

$$= \theta^+ \partial W_n^{GEN}(\theta^+),$$

where $\partial W_n^{GEN}(\theta^+)$ is defined in (A8). Furthermore, the relation (A10) yields:

$$D_\infty = \theta^+ \partial W_\infty(\theta^+). \quad (50)$$

For $n \in \mathbb{N}$ and $x \in \mathbb{R}$, we define:

$$t_n = \frac{n}{c^+} + \frac{3 \log(n)}{2c^+ \theta^+} \quad \text{and} \quad d_n(x) = \mathbb{P}\left( T'(n) \geq t_n - \frac{x}{c^+} \right). \quad (51)$$

After straightforward computations, we can show that

$$d_n(x) = \mathbb{P}\left( T'(n) \geq \frac{3}{2} \log n + x \right),$$

where $T'(n) = \min\{T'_u(n), u \in \mathcal{M}_n\}$. Aïdékon’s result (B7) and Eq. (50) yield that there exists $K > 0$ such that:

$$\lim_{n \to +\infty} d_n(x) = \phi_K(x), \forall x \in \mathbb{R}. \quad (52)$$

Moreover, for each $n \in \mathbb{N}$, the fact that $d_n$ is a cumulative distribution function and the form of $\phi_K$ (A6) ensure that $(d_n)$ and $\phi_K$ satisfy the assumptions of Theorem C.1. Therefore:

$$\lim_{n \to +\infty} \sup_{x \in \mathbb{R}} |d_n(x) - \phi_K(x)| = 0. \quad (53)$$

We will now use (35) to prove (45). We start by proving that there exists $K > 0$ such that for all $x \in \mathbb{R}$:

$$\lim_{t \to +\infty} |\mathbb{P}(X(t) \leq \lfloor a_t + x \rfloor) - \phi_K(\lfloor a_t + x \rfloor - a_t)| = 0. \quad (54)$$
We first rewrite \( P(\overline{X}(t) \leq |a_t + x|) \) by using (35):

\[
P(\overline{X}(t) \leq |a_t + x|) = P\left( T(|a_t + x| + 1) \geq t \right)
= P\left( T(|a_t + x| + 1) \geq t_{[a_t+x]+1} + t - t_{[a_t+x]+1} \right)
= P\left( T(|a_t + x| + 1) \geq t_{[a_t+x]+1} + \frac{c^+(t_{[a_t+x]+1} - t)}{c^+} \right)
= d_{[a_t+x]+1}\left( c^+ \left( t_{[a_t+x]+1} - t \right) \right).
\]

A straightforward computation gives:

\[
c^+(t_{[a_t+x]+1} - t) = |a_t + x| - a_t + 1 + \frac{3 \log(c^+)}{2\theta^+} + o_t(1),
\]

where \( o_t(1) = \frac{3}{2\sigma^+} \log \left( \frac{|a_t+x|+1}{a_t+x+1} \right) \). By the triangle inequality:

\[
\left| d_{[a_t+x]+1}(c^+(t_{[a_t+x]+1} - t)) - \phi_K\left( |a_t + x| - a_t + 1 + \frac{3 \log(c^+)}{2\theta^+} \right) \right|
\leq \left| d_{[a_t+x]+1}(c^+(t_{[a_t+x]+1} - t)) - \phi_K\left( c^+(t_{[a_t+x]+1} - t) \right) \right|
+ \left| \phi_K\left( c^+(t_{[a_t+x]+1} - t) \right) - \phi_K\left( |a_t + x| - a_t + 1 + \frac{3 \log(c^+)}{2\theta^+} \right) \right|
\]

where \( K \) is fixed by (52). The first term on the right hand side goes to 0 by uniform convergence of \( (d_n) \) to \( \phi_K \), see (53), and the second goes to 0 by uniform continuity of \( \phi_K \) (by (A6) it is a continuous function with finite limits as \( x \to \pm \infty \)).

We thus have proved that for all \( x \in \mathbb{R} \):

\[
\lim_{t \to +\infty} \left| P(\overline{X}(t) \leq |a_t + x|) - \phi_K\left( |a_t + x| - a_t + 1 + \frac{3 \log(c^+)}{2\theta^+} \right) \right| = 0,
\]

which is (54) (since the travelling-wave is defined up to an additive translation in the argument, we can incorporate \( 1 + \frac{3 \log(c^+)}{2\theta^+} \) into \( K \)).

With the help of (54), we will now prove (45). For that purpose, we start by proving that there exist \( t_0, x_0, x_1 \in \mathbb{R}, x_0 < x_1 \) such that:

\[
\sup_{x \in [-\infty, x_0], [x_1, +\infty]} \left| P(\overline{X}(t) \leq |a_t + x|) - \phi_K\left( |a_t + x| - a_t \right) \right| < \epsilon, \forall t > t_0.
\]

First observe that:

\[
x \leq |a_t + x| - a_t < x + 1, \forall x \in \mathbb{R}, \forall t > 0.
\]

Furthermore, \( \phi_K \) is increasing and tends to 0 when \( x \) goes to \( -\infty \). Therefore, for \( \epsilon > 0 \), there exists \( x_0 \in \mathbb{R} \) such that:

\[
0 < \phi_K\left( |a_t + x| - a_t \right) < \epsilon/3, \forall t > 0, \forall x \leq x_0.
\]

Equation (54) yields the existence of \( t_1 > 0 \) such that:

\[
\left| P(\overline{X}(t) \leq |a_t + x_0|) - \phi_K\left( |a_t + x_0| - a_t \right) \right| < \epsilon/3, \forall t > t_1.
\]
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The functions $x \mapsto \mathbb{P}(\bar{X}(t) \leq [a_i + x])$ is non-decreasing and tends to 0 when $x$ goes to $-\infty$. Therefore, Eqs. (57) and (58) yield
\[
|\mathbb{P}(\bar{X}(t) \leq [a_i + x])| < 2\varepsilon/3, \forall x \leq x_0, \forall t > t_1.
\] (59)
Moreover, using the triangle inequality and with the help of (57) and (59), we get:
\[
|\mathbb{P}(\bar{X}(t) \leq [a_i + x]) - \phi_K([a_i + x] - a_i)| < \varepsilon, \forall x \leq x_0, \forall t > t_1.
\] (60)
We can prove in a similar way that there exists $t_2 > 0$ and $x_1 > x_0$ such that:
\[
|\mathbb{P}(\bar{X}(t) \leq [a_i + x]) - \phi_K([a_i + x] - a_i)| < \varepsilon, \forall x \geq x_1, \forall t > t_2.
\] (61)
By taking $t_0 = \max\{t_1, t_2\}$, we thus have (56). Moreover, since $[x_0, x_1] \cap \mathbb{Z}$ is finite, we have that:
\[
\lim_{t \to +\infty} \sup_{x \in [x_0, x_1] \cap \mathbb{Z}} |\mathbb{P}(\bar{X}(t) \leq [a_i + x]) - \phi_K([a_i + x] - a_i)| = 0.
\] (62)
For fixed $t, x \mapsto |\mathbb{P}(\bar{X}(t) \leq [a_i + x]) - \phi_K([a_i + x] - a_i)|$ is constant on each interval of the form: $[[a_i] - a_i + k, [a_i] - a_i + k + 1]$, and then for fixed $t$
\[
\sup_{x \in [x_0, x_1] \cap \mathbb{Z}} |\mathbb{P}(\bar{X}(t) \leq [a_i + x]) - \phi_K([a_i + x] - a_i)|
\]
\[
= \sup_{x \in [x_0, x_1]} |\mathbb{P}(\bar{X}(t) \leq [a_i + x]) - \phi_K([a_i + x] - a_i)|.
\] (63)
Combining (56), (62) and (63) we obtain:
\[
\lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(\bar{X}(t) \leq [a_i + x]) - \phi_K([a_i + x] - a_i)| = 0.
\] (64)

4.3. Proof of Theorem 2.3

To prove Theorem 2.3, we first need to establish estimates on the tails of the distribution of the maximum to determine a class of functions $f$ sufficiently large for which $G_f$ and $P_f$ (12) are well defined. Again, we will work with the Yule generation process. More precisely, we rely on a result due to Addario-Berry and Reed [1] (see Appendix B.1) which shows that the maximum of a branching random walk with i.i.d. displacements has exponential tails.

Proof of Theorem 2.3. Although the process $T$ does not have independent displacements, it is very easy to modify it to fit the hypothesis of Addario-Berry and Reed’s Theorem (see Appendix B.1). We can consider $(T^{(2)}(n))$ defined by:
\[
T^{(2)}(n) = \frac{1}{2} \sum_{u \in \mathcal{M}_{n+1}} \delta_{T_{u}(n+1)-t_2}, \quad \forall n \geq 0,
\] (65)
where $t_2$ is defined in (2). Note that $(T^{(2)}(n))$ is just a translation of $(T(n))$ where we remove one element of each couple of particles. The branching random walk $(T^{(2)}(n))$ can also be described as in Appendix B.1 by taking $B = 2$ and $Y = E$, where $E$ is an exponential random variable with parameter 1. Furthermore, $(T^{(2)}(n))$ satisfies the assumptions of Addario-Berry and Reed’s Theorem. Indeed, Assumptions 1, 2 and 3 are clearly satisfied. By taking
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\( \lambda_1 = -e^{+\theta^+} \), we can also show, after straightforward computations, that Assumption 4 is satisfied.

Let \( T^{(2)} = \min\{T_u^{(2)}(n), u \in M_n\} \) and recall that \( t_u \) is defined by (51). Since the branching random walk \( T^{(2)} \) almost surely survives, Addario-Berry and Reed’s Theorem yields that there exists a bounded sequence \( \rho \) such that:

\[
\mathbb{E}(T^{(2)}(n)) = t_n + \rho_n, \quad \forall n \geq 1 \tag{66}
\]

and that there exist \( C, \alpha > 0 \) such that for all \( n \geq 1 \) and \( x \in \mathbb{R}^+ \):

\[
\mathbb{P}(|T^{(2)}(n) - t_n - \rho_n| \geq x) \leq Ce^{-\alpha x}. \tag{67}
\]

Since for each \( x \in \mathbb{R}^+, \alpha \mapsto e^{-\alpha x} \) is non-increasing we can suppose that \( \alpha < 1 \). Furthermore, the relation (65) clearly implies:

\[
T(n) = T^{(2)}(n-1) + \tau_2 \tag{68}
\]

and that \( \tau_2 \) is independent of \( T^{(2)} \). Therefore, for \( n \geq 2 \) and \( x \in \mathbb{R} \) we get by the triangular inequality:

\[
\mathbb{P}\left( |T^{(2)}(n-1) - t_{n-1} - \rho_{n-1}| \geq x - \tau_2 \gtrless \tau_2 \right) \leq Ce^{-\alpha(x - \tau_2)}
\]

\[
\Rightarrow \mathbb{P}\left( |T^{(2)}(n-1) - t_{n-1} - \rho_{n-1}| + \tau_2 \geq x \gtrless \tau_2 \right) \leq Ce^{\alpha \tau_2} e^{-\alpha x}
\]

\[
\Rightarrow \mathbb{P}\left( |T(n) - t_n + t_{n-1} - \rho_{n-1}| \geq x \gtrless \tau_2 \right) \leq Ce^{\alpha \tau_2} e^{-\alpha x}. \tag{70}
\]

The sequence \(|t_n - t_{n-1} - \rho_{n-1}|\) is bounded, therefore there exists \( M > 0 \) such that:

\[
\mathbb{P}\left( |T(n) - t_n - M| \geq x \gtrless \tau_2 \right) \leq Ce^{\alpha \tau_2} e^{-\alpha x}
\]

\[
\Rightarrow \mathbb{P}\left( |T(n) - t_n| \geq x \gtrless \tau_2 \right) \leq Ce^{\alpha M} e^{\alpha \tau_2} e^{-\alpha x}. \tag{69}
\]

We have assumed that \( \alpha < 1 \) and thus \( \mathbb{E}(e^{\alpha \tau_2}) < +\infty \). This yields that there exists \( C_2 > 0 \) such that:

\[
\mathbb{P}\left( |T(n) - t_n| \geq x \right) \leq C_2 e^{-ax}. \tag{69}
\]

Fix \( \eta > 0 \). Since \( a \) is not bounded in the neighbourhood of 0, we will now choose our times \( t \) in the set \([\eta, +\infty)\). With the help of (34) and (69), we now want to obtain that there exist \( C_3 > 0 \) and \( \alpha' > 0 \) such that for all \( t \geq \eta \) and all \( k \in \mathbb{N} \):

\[
\mathbb{P}\left( |X(t) - |a|_1| \geq k \right) \leq C_3 e^{-\alpha' k}. \tag{70}
\]

For that purpose, it suffices to prove that there exist \( C_4, C_5 > 0 \) such that:

\[
\mathbb{P}\left( X(t) - |a|_j \geq k \right) \leq C_4 e^{-\alpha' k} \quad \text{and} \quad \mathbb{P}\left( X(t) - |a|_j \leq -k \right) \leq C_5 e^{-\alpha' k}. \tag{71}
\]

Let us prove the first part of (71). By taking \( n = |a|_j + k \) in (69), we get:

\[
\mathbb{P}\left( |T(|a|_j + k) - t_{|a|_j+k}| \geq x \right) \leq C_2 e^{-ax}
\]

\[
\Rightarrow \mathbb{P}\left( |T(|a|_j + k) \geq t_{|a|_j+k} - x \right) \leq C_2 e^{-ax}. \tag{72}
\]
Equation (34) yields:
\[ P \left( \bar{X} (t_{[a_j] + k} - x) \geq |a_j| + k \right) \leq C_2 e^{-\alpha x}. \]
By taking \( x = t_{[a_j] + k} - t \), we obtain:
\[ P \left( \bar{X}(t) - |a_j| \geq k \right) \leq C_2 e^{-\alpha t_{[a_j] + k} - t}. \]
A straightforward computation shows that:
\[ t_{[a_j] + k} - t = \frac{1}{e^\theta} \left[ k + |a_j| - a_t + \frac{3}{2e^\theta} \log(e^\theta) \right] + o(1), \]
and thus the first part of (71) follows. Since the proofs of the two parts of (71) are similar, we omit the second. Eq. (70) shows that the distribution of the centred maximum has exponentially bounded asymptotics. Moreover, we precisely know the asymptotics of \( \tilde{\varphi} \) by [12] and (A2):
\[ 1 - \tilde{\varphi}(x) \sim \begin{cases} xe^{-\delta x} & \text{and} \quad \tilde{\varphi}(x) \sim e^{\frac{x}{e^\theta}}. \end{cases} \quad (72) \]
Using these facts we will prove (13). Let \( \delta > 0 \), such that \( \delta < \min \left((\theta, \frac{1}{e^\theta}, \alpha') \right) \). Let \( f \) be a piecewise continuous function, such that \( f(x) = o \left( e^{\delta |x|} \right) \) and for \( k \in \mathbb{Z}, \) let \( g_k \) and \( p_k \) be defined by:
\[ g_k(t) = f(k - a_t) P \left( \bar{X}(t) = k \right) = f(k - a_t) \left[ \bar{h}(k, t) - \bar{h}(k - 1, t) \right], \quad \forall t > 0 \quad (73) \]
and
\[ p_k(s) = f(k - s) \left[ \tilde{\varphi}(k - s) - \tilde{\varphi}(k - 1 - s) \right], \quad \forall s \in \mathbb{R}. \quad (74) \]
We will first show that \( G_\delta \) and \( P_\delta \) are well-defined. For \( k \in \mathbb{Z} \) and \( t \geq \eta \), we have:
\[ P \left( \bar{X}(t) = k + |a_j| \right) \leq P \left( |\bar{X}(t) - |a_j|| = |k| \right) \leq P \left( |\bar{X}(t) - |a_j|| \geq |k| \right) \leq C_3 e^{-\alpha |k|}, \quad (75) \]
where (75) is a direct consequence of (70). Furthermore, the assumptions on \( f \) and (75) imply that there exists \( C_\delta > 0 \) such that:
\[ g_{k+|a_j|}(t) \leq C_\delta e^{-(\alpha - \delta)|k|}, \quad \forall k \in \mathbb{Z}, \forall t \geq \eta. \quad (76) \]
Similarly the asymptotics in (72) and the assumptions on \( f \) yield that there exists \( (\delta', C_\gamma) \in \left( \mathbb{R}^+ \right)^2 \) such that:
\[ p_{k+|a_j|}(a_t) \leq C_\gamma e^{-\delta'|k|}, \quad \forall k \in \mathbb{Z}, \forall t \geq \eta. \quad (77) \]
We see that the sums \( P_\delta \) and \( G_\delta \) defined in (12) are invariant by translation by an integer. Thus:
\[ G_\delta(t) = \sum_{k \in \mathbb{Z}} g_{k+|a_j|}(t) \quad \text{and} \quad r_\delta(t) = P_\delta(a_t) = \sum_{k \in \mathbb{Z}} p_{k+|a_j|}(a_t). \quad (78) \]
The upper bounds (76) and (77) ensure that \( G_\delta \) and \( r_\delta \) are well-defined on \([\eta, +\infty)\), for each \( \eta > 0 \). Therefore, \( G_\delta \) and \( r_\delta \) are well-defined on \( \mathbb{R}_+^* \). We can also observe that if we further
suppose that \( f \) is continuous on \( \mathbb{R} \), since (76) and (77) yields the normal convergence of the series in (78), \( G_f \) and \( r_f \) are continuous and by a simple change of variables it is also the case for \( P_f \). Let us now prove (13). The upper bounds (76) and (77) yield that for \( \epsilon > 0 \), there exist \( k_0 \in \mathbb{Z}_- \) and \( k_1 \in \mathbb{N} \) such that for all \( t \geq \eta \):

\[
\sum_{k=-\infty}^{k_0} g_{k+\lfloor a_j \rfloor}(t) + \sum_{k=k_1}^{+\infty} g_{k+\lfloor a_j \rfloor}(t) < \epsilon,
\]

(79)

and

\[
\sum_{k=-\infty}^{k_0} p_{k+\lfloor a_j \rfloor}(a_t) + \sum_{k=k_1}^{+\infty} p_{k+\lfloor a_j \rfloor}(a_t) < \epsilon.
\]

(80)

Furthermore, since there is a finite number of integers between \( k_0 \) and \( k_1 \), Theorem 2.2 ensures that :

\[
\lim_{t \to +\infty} \sum_{k=k_0}^{k_1} |g_{k+\lfloor a_j \rfloor}(t) - p_{k+\lfloor a_j \rfloor}(a_t)| = 0.
\]

(81)

Equations (79), (80) and (81) thus yield that for all \( \epsilon > 0 \); there exists \( t_0 > 0 \) such that for all \( t > t_0 \)

\[
\sum_{k=-\infty}^{+\infty} |g_{k+\lfloor a_j \rfloor}(t) - p_{k+\lfloor a_j \rfloor}(a_t)| < 3\epsilon,
\]

(82)

which is equivalent to (13).

We have yet to deal with (14). For \( m \in \mathbb{N} \), let \( f \in C^m(\mathbb{R}) \) with:

\[
f^{(i)}(x) = o\left(e^{x|t|}\right), \quad \forall \; 0 \leq i \leq m.
\]

(83)

The fact that \( f \in C^m(\mathbb{R}) \) obviously implies that: \( t \mapsto p_{k_j}(a_t) \) and \( g_{k_j} \) belong to \( C^m(\mathbb{R}_+^*) \). We want to prove that \( G_f \) and \( P_f \) belong to \( C^m(\mathbb{R}_+^*) \). For that purpose, we will prove that, for each \( i \in \{1, \ldots, m\} \), the series \( \sum g_k^{(i)} \) and \( \sum p_k^{(i)} \) converge uniformly on every compact subset of \( \mathbb{R}_+^* \).

For \( k \in \mathbb{Z} \), define \( \tilde{f}_k \) by:

\[
\tilde{f}_k(t) = f(k - a_t), \forall t > 0.
\]

(84)

By an induction, we can show that for each \( i \in \{1, \ldots, m\} \), there exists a sequence of \( i - 1 \) polynomial functions \( \{R_{j,i}\}_{j=1}^{i-1} \) with \( i \) variables such that:

\[
\tilde{f}_k^{(i)}(t) = \sum_{j=1}^{i-1} R_{j,i}(a', \ldots, a_{t}^{(i)}) f^{(i)}(k - a_t) + (-a')_i f^{(i)}(k - a_t)
\]

(85)

and

\[
R_{j,i}(a', \ldots, a_{t}^{(i)}) = o_i(1), \forall j \in \{1, \ldots, i - 1\}.
\]

(86)

Equation (86) is simply a consequence of the fact that \( a'_j = c^+ + o_i(1) \) and \( a_{t}^{(i)} = o_i(1) \), \( \forall j \geq 2 \). We can also observe that the derivatives of \( a \) are bounded on \([\eta, +\infty)\). Therefore the hypothesis (83) on \( f \) and Eq. (85) give us the existence of \( \tilde{C}_i > 0 \) such that we have:

\[
\tilde{f}_k^{(i)}(t) \leq \tilde{C}_e e^{(k-a_t)}, \quad \forall t \geq \eta.
\]

(87)
We now want to give by induction an upper bound to ∂(OSCILLATIONS IN THE HEIGHT OF THE YULE TREE)
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Let us now prove (14). Recall the definition of \( r_f \) in (12). As for \( \tilde{f} \), a induction yields for each \( i \in \{1, \ldots, m\} \), the existence of a sequence of \( i - 1 \) polynomial functions \( (\tilde{R}_{j,i})_{j \in \{1, \ldots, i-1\}} \) with \( i \) variables such that:

\[
  r_f^{(i)}(t) = a_i^{(i)} P_f^{(i)}(a_i) + \sum_{j=0}^{i-1} \tilde{R}_{j,i}(a_i', \ldots, a_{i}^{(i-1)}) P_f^{(j)}(a_i) \tag{95}
\]

and

\[
  \tilde{R}_{j,i}(a_i', \ldots, a_{i}^{(i-1)}) = o_i(1), \ \forall j \in \{1, \ldots, i-1\}. \tag{96}
\]

Since the derivatives of \( P_f \) are periodic, they are bounded. Therefore (95) and (96) yield:

\[
  r_f^{(i)}(t) = a_i^{(i)} P_f^{(i)}(a_i) + o_i(1) = (c^+)^i P_f^{(i)}(a_i) + o_i(1). \tag{97}
\]

We recall that \( P_f \) and \( G_f \) are invariant by a translation by an integer. Therefore:

\[
  r_f^{(i)}(t) - G_f^{(i)}(t) = \sum_{k=-\infty}^{+\infty} \left[ (c^+)^i P_k^{(i)}(a_i) - G_k^{(i)}(t) \right] + o_i(1) = \sum_{k=-\infty}^{+\infty} \left[ (c^+)^i P_{k+[a_i]}^{(i)}(a_i) - G_{k+[a_i]}^{(i)}(t) \right] + o_i(1). \tag{98}
\]

where

\[
  (c^+)^i P_{k+[a_i]}^{(i)}(a_i) = \sum_{j=0}^{i} \left[ \binom{i}{j} f^{(j)}(k - \{a_i\})(-c^+)^i \times \right.
  \left. \left( \tilde{\phi}^{(i-j)}(k - \{a_i\}) - \tilde{\phi}^{(i-j)}(k - 1 - \{a_i\}) \right) \right] \tag{99}
\]

and

\[
  G_{k+[a_i]}^{(i)}(t) = \sum_{j=0}^{i} \left[ \binom{i}{j} f^{(j)}(k - \{a_i\})(-c^+)^j \times \right.
  \left. (\partial_j^{(i-j)} \tilde{h}(k + [a_i], t) - \partial_j^{(i-j)} \tilde{h}(k + [a_i] - 1, t)) \right] + o_i(1). \tag{100}
\]

To prove the final part of the Theorem, we can again cut the sum in (98) in three terms and proceed as for the proof of (13). We will simply show by induction that:

\[
  \lim_{t \to +\infty} \sup_{k \in \mathbb{Z}} \left| \tilde{\partial}_j^{(i)} \tilde{h}(k + [a_i], t) - (c^+)^j \tilde{\phi}^{(i)}(k - \{a_i\}) \right| = 0. \tag{101}
\]

The base case \( i = 0 \) is Theorem 2.2. If we assume that the result holds for the rank \( i - 1 \), we can rewrite (92):

\[
  \frac{\tilde{\partial}_j^{(i)} \tilde{h}(k, t)}{(-c^+)^{i-1}} = \sum_{j=0}^{i-1} \binom{i-1}{j} \tilde{\phi}^{(i)}(k - 1 - \{a_i\}) \tilde{\phi}^{(j-1)}(k - 1 - \{a_i\})
  - \tilde{\phi}^{(i-1)}(k - \{a_i\}) + o_i(1), \tag{102}
\]
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where \( o_t(1) \) is uniform in \( k \). Differentiating \( i - 1 \) times \( \eqref{eq:7} \) and combining the result with \( \eqref{eq:102} \), we obtain \( \eqref{eq:101} \).

The end of the proof is identical as for the proof of \( \eqref{eq:13} \).

For the minimum the proof is the same except that one of the asymptotics of \( \tilde{\phi} \) \( \eqref{eq:72} \) is different from those of \( \bar{\phi} \). Indeed, \( \phi \) is decreasing and thus \( \eqref{eq:7} \) implies that for all \( x \in \mathbb{R} \),

\[
\bar{\phi}(x) \leq \tilde{\phi}^2(x - 1).
\]

Consequently, there is \( 0 < A < 1 \) such that:

\[
\bar{\phi}(x) \leq A^x, \quad \forall x > 0.
\]

**4.4. Proof of Corollary 2.4**

We just prove Lemma 2.5. Indeed, if we suppose that Lemma 2.5 holds, and if we define \( f \) and \( g \) by \( f(x) = x \) and \( g(x) = x^2 \), Theorem 2.3 yields:

\[
\begin{align*}
\mathbb{E}(\bar{X}(t) - a_t) &= G_f(t) \\
\text{Var}(\bar{X}(t)) &= \text{Var}(\bar{X}(t) - a_t) = G_g(t) - G_f^2(t) \\
\mathbb{E}(\tilde{F}_t) &= G_f'(t) + a'_t = G_f'(t) + c^+ + o_t(1)
\end{align*}
\]

and Corollary 2.4 immediately follows.

**Proof of Lemma 2.5.** Let \( t \geq 0 \) and \( h > 0 \). We first recall that Theorem 2.3 applied to the identity ensures that \( w : t \mapsto \mathbb{E}(\bar{X}(t)) \) is well-defined and differentiable. We will show that \( w'(t) = \mathbb{E}(\tilde{F}_t) \). For this purpose, we divide \( \bar{X}(t + h) - \bar{X}(t) \) into three parts depending on the number \( J_{t,h} \) of jump of \( (N_t) \) between \( t \) and \( t + h \). When a particle dies, it gives birth to 2 particles and thus \( J_{t,h} = N_{t+h} - N_t \).

First consider \( v_0(t,h) := (\bar{X}(t + h) - \bar{X}(t)) \mathbb{1}_{\{N_{t+h} - N_t = 0\}} \). If there is no division between \( t \) and \( t + h \), \( \bar{X}(t + h) = \bar{X}(t) \). Therefore, \( v_0(t,h) = 0 \).

Now set \( v_1(t,h) := (\bar{X}(t + h) - \bar{X}(t)) \mathbb{1}_{\{N_{t+h} - N_t = 1\}} \). By construction of the Yule tree process, when there is a division, the particle which splits is chosen uniformly and independently of the number of particles. Furthermore, \( \bar{X} \) increases by 1 after a split if and only the split occurs for a particle situated at the maximal position. Therefore,

\[
\mathbb{E}(v_1(t,h)|\mathcal{F}_t) = \frac{\tilde{F}_t}{N_t} \mathbb{P}(N_{t+h} - N_t = 1|\mathcal{F}_t).
\]

Since \( (N_t) \) is a pure birth process, we have:

\[
\mathbb{P}(N_{t+h} - N_t = 1|\mathcal{F}_t) = N_t h + o_h(h), \quad \text{uniformly for all } t.
\]

Consequently,

\[
\mathbb{E}(v_1(t,h)) = h \mathbb{E}(\tilde{F}_t) + o_h(h).
\]

Finally, consider \( v_2(t,h) = (\bar{X}(t + h) - \bar{X}(t)) \mathbb{1}_{\{N_{t+h} - N_t \geq 2\}} \). Since at each split \( (N_t) \) increases by one and \( \bar{X} \) increases at most by one, we have

\[
v_2(t,h) \leq (N_{t+h} - N_t) \mathbb{1}_{\{N_{t+h} - N_t \geq 2\}}
\]
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By replacing $1_{\{N_{t+h} - N_t \geq 2\}}$ by $1 - 1_{\{N_{t+h} - N_t = 1\}} - 1_{\{N_{t+h} - N_t = 0\}}$, we obtain
\[ (N_{t+h} - N_t) 1_{\{N_{t+h} - N_t \geq 2\}} = N_{t+h} - N_t - 1_{\{N_{t+h} - N_t = 1\}}. \] (107)

By taking the expectation of the terms of Eq. (107), we get:
\[ E \left( (N_{t+h} - N_t) 1_{\{N_{t+h} - N_t \geq 2\}} \right) = e^{t+h} - e^t - h e^t + o_h(h) 
= o_h(h). \]
Therefore,
\[ E(\nu_2(t, h)) = o_h(h). \] (108)

By grouping $\nu_0$, $\nu_1$ and $\nu_2$, we get:
\[ E(X(t+h) - X(t)) = hE(\tilde{F}_t) + o_h(h), \] (109)
which concludes the proof.

5. APPLICATION TO THE BINARY SEARCH TREE

We recall that by (3) the binary search tree is embedded into the Yule tree. Consequently, if $H_n$ is the height of a random binary search tree and if $\tau_n$ is defined as in (2), we have:
\[ H_n = X(\tau_n). \] (110)

Drawing our inspiration from Lalley and Selke [25] and with the help of Theorem 2.2, we will prove Theorem 2.6.

Proof of Theorem 2.6. For $x \in \mathbb{R}$, recall that $\{x\} := x - \lfloor x \rfloor$. Our proof is divided into two steps.

Step 1: First, we will show that:
\[ \exists K > 0 : \forall \epsilon > 0 \exists s_0 > 0 : \forall s > s_0 \exists t_s > 0 : \forall t > t_s : 
\begin{align*}
&\mathbb{P} \left( X(t + s - \log(W_s)) \leq \lfloor a_{t+s} + x \rfloor \right) \\
&- E \left( \exp \left( -Ke^{-\theta(\lfloor a_{t+s} + x \rfloor - a_{t+s})} \partial Z_{\infty}^+ \right) \right) \leq \frac{\epsilon}{3},
\end{align*} \] (111)
where $W_s = W_s(0)$. By Markov property, we have for $t, s > 0$ and $x \in \mathbb{R}$ that:
\[ \mathbb{P} \left( X(t + s - \log(W_s)) \leq a_{t+s} + x \right| \mathcal{F}_t) \]
\[ = \prod_{u \in N_s} \mathbb{P} \left( X^u(t - \log(W_s)) \leq a_{t+s} + x - X_u(s) \right) \]
\[ = \prod_{u \in N_s} \mathbb{P} \left( X^u(t - \log(W_s)) \leq a_{t-log W_s} + a_{t+s} + x - X_u(s) - a_{t-log W_s} \right), \] (112)
where the processes $\overline{X}^u$, defined by $\overline{X}^u(t) = \max\{X_v(t + s), v \in \mathcal{N}_{t+s}, u < v\}$, $\forall t > 0$, $\forall u \in \mathcal{N}_t$ are independent of $\mathcal{F}_t$ and identically distributed. For a fixed $s$, we have by Theorem 2.2 that almost surely:

$$\lim_{t \to +\infty} \left| \mathbb{P} \left( \overline{X} (t + s - \log(W_s)) \leq a_{t+s} + x \right) \right| = 0,$$

where $\phi_K(x) = \mathbb{E} \left( \exp \left( -Ke^{-\theta^+ x} \partial W_\infty(\theta^+) \right) \right) = \overline{\phi}(x)$. Observe that the argument of $\phi_K$ can be rewritten as:

$$[a_{t+s} + x] - a_{t-\log W_s} - X_u(s) = a_{t+s} + x - [a_{t+s} + x] - a_{t-\log W_s} - X_u(s)$$

$$= \log W_s + R_{s,t,s} + S_{s,t} - X_u(s),$$

where

$$R_{s,t,s} = x - [a_{t+s} + x] \quad \text{and} \quad S_{s,t} = \frac{3 \log c}{2 \theta^+}.$$

Moreover, $S_{s,t}$ goes to 0 when $t$ goes to infinity. $\phi_K$ is continuous and bounded by 1, and therefore by dominated convergence:

$$\lim_{t \to +\infty} \left| \mathbb{P} \left( \overline{X} (t + s - \log(W_s)) \leq a_{t+s} + x \right) \right| = 0.$$

We will now rewrite the product of the terms from (114):

$$\prod_{u \in \mathcal{N}_s} \phi_K(c^+ s + c^+ \log W_s + R_{s,t,s} - X_u(s))$$

$$= \prod_{u \in \mathcal{N}_s} \mathbb{E} \left( \exp \left( -Ke^{-\theta(c^+ s + c^+ \log W_s + R_{s,t,s} - X_u(s))} \partial W_\infty(\theta^+) \right) \right)$$

$$= \mathbb{E} \left( \exp \left( -Ke^{-\theta(c^+ \log W_s + R_{s,t,s})} \sum_{u \in \mathcal{N}_s} e^{\theta(X_u(s) - c^+ s)} \partial W_\infty(\theta^+) \right) \right) ,$$

where $\partial W_\infty(\theta^+)$ are independent copies of $\partial W_\infty(\theta^+)$ and independent of $\mathcal{F}_t$. Moreover we know (12) and (A14)) that:

$$\sum_{u \in \mathcal{N}_s} e^{\theta(X_u(s) - c^+ s)} \partial W_\infty(\theta^+) = \partial W_\infty(\theta^+) = \frac{W_\infty(0)c^+}{\Gamma(c^+)} \partial Z^+.$$

The definition of $c^+$ means that $c^+ \theta^+ = c^+ + 1$ and thus:

$$\prod_{u \in \mathcal{N}_s} \phi_K(c^+ s - X_u(s) + c^+ \log W_s + R_{s,t,s})$$
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\[ = \mathbb{E}\left( \exp \left( -K e^{-\theta^+ (c^+ \log W_{s,t} + R_{s,t})} \frac{W_\infty(0)^{c^+ + 1}}{\Gamma(c^+)} \partial Z^+ \right) \bigg| \mathcal{F}_s \right) \]
\[ = \mathbb{E}\left( \exp \left( -K' e^{-\theta^{+\prime} R_{s,t}} \left( \frac{W_\infty(0)}{W_s(0)} \right)^{c^+ + 1} \partial Z^+ \right) \bigg| \mathcal{F}_s \right), \]  

(119)

with \( K' = \frac{K}{\Gamma(c^+)} \). Let \( \mu_K'(R,s) = \mathbb{E}\left( \exp \left( -K' e^{-\theta^{+\prime} R} \left( \frac{W_\infty(0)}{W_s(0)} \right)^{c^+ + 1} \partial Z^+ \right) \bigg| \mathcal{F}_s \right) \). By dominated convergence:
\[ \lim_{s \to +\infty} \mu_K'(R,s) = \psi(R). \]

Moreover, for fixed \( s, \mu(s,s) \) is increasing and
\[ \lim_{s \to +\infty} \mu(x,s) = 1 \quad \text{and} \quad \lim_{s \to -\infty} \mu(x,s) = 0. \]

Thus by Theorem C.1:
\[ \lim_{s \to +\infty} \sup_{R \in \mathbb{R}} |\mu_K'(R,s) - \psi(R)| = 0. \]

We then have:
\[ \lim_{s \to +\infty} \sup_{r > 0} \left| \mathbb{E}\left( \prod_{a \in A_s} \phi_K(c^+ s - X_a(s) + c^+ \log W_s + R_{s,t}) \right) - \psi_K'(R_{s,t}) \right| = 0. \]  

(120)

So from Eqs. (114) and (120) we deduce (111).

Step 2: Noticing that \( \log(n) - \log(W_{tn}(0)) = \tau_n \), we have by (110):
\[ \mathbb{P}(H_n \leq [a_{\log(n)} + x]) = \mathbb{P}(X(\tau_n) \leq [a_{\log(n)} + x]) \]
\[ = \mathbb{P}(X(\log(n) - \log(W_{tn}(0))) \leq [a_{\log(n)} + x]). \]  

(121)

For every \( K > 0, \psi_K \) is uniformly continuous and hence for \( \epsilon > 0 \) there is \( \eta > 0 \) such that for all \( (x,y) \in \mathbb{R} \) such that \( |x - y| < \eta \),
\[ |\psi_K(x) - \psi_K(y)| < \frac{\epsilon}{3}. \]  

(122)

For \( \eta' > 0 \), we may choose \( s_1 > s_0 \) (where \( s_0 \) is defined in (111)) such that for every \( s > s_1 \):
\[ \mathbb{P} \left( |\log(W_s(0)) - \log(W_\infty(0))| > \frac{\eta'}{2} \right) < \frac{\epsilon}{6}, \]  

(123)

by the almost sure convergence of \( W_s(0) \) to a positive random variable. In the same way, there exists \( n_1 \in \mathbb{N} \) such that: \( \log(n_1) > t_{s_1} + s_1 \) and such that for all \( n \geq n_1 \):
\[ \mathbb{P} \left( |\log(W_{tn}(0)) - \log(W_\infty(0))| > \frac{\eta'}{2} \right) < \frac{\epsilon}{6}. \]  

(124)

Introducing the approximations (123) and (124) in Eq. (121) and using the monotonicity of \( \psi_K' \) (where \( K' \) is defined in (119)) we obtain for \( n \geq n_1 \):
\[ \mathbb{P}(H_n \leq [a_{\log(n)} + x]) \leq \mathbb{P}(X(\log(n) - \log(W_{s_1}(0)) - \eta') \leq [a_{\log(n)} + x]) + \frac{\epsilon}{3} \]
\[ \leq \psi_K'([a_{\log(n)} + x] - a_{\log(n) - \eta'}) + \frac{2\epsilon}{3}, \]  

(125)
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where Eq. (125) is a consequence of (111). So, taking \( \eta' > 0 \) such that for all \( n \geq n_1, |a_{\log(n)} - \eta'| < \eta \), we obtain:

\[
\mathbb{P}(H_n \leq \lfloor a_{\log(n)} + x \rfloor) \leq \psi_{K'}(\lfloor a_{\log(n)} + x \rfloor - a_{\log(n)}) + 2\epsilon \left( \frac{1}{3} \right),
\]

by (122). Similarly, we obtain:

\[
\psi_{K'}(\lfloor a_{\log(n)} + x \rfloor - a_{\log(n)}) - \epsilon \leq \mathbb{P}(H_n \leq \lfloor a_{\log(n)} + x \rfloor),
\]

and then for \( x \in \mathbb{R} \),

\[
\lim_{n \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(H_n \leq \lfloor a_{\log(n)} + x \rfloor) - \psi_{K'}(\lfloor a_{\log(n)} + x \rfloor - a_{\log(n)})| = 0.
\]

By the same arguments as in the proof of Theorem 2.2, we have, in fact, that:

\[
\lim_{n \to +\infty} \sup_{x \in \mathbb{R}} |\mathbb{P}(H_n \leq \lfloor a_{\log(n)} + x \rfloor) - \psi_{K'}(\lfloor a_{\log(n)} + x \rfloor - a_{\log(n)})| = 0. \tag{128}
\]

\section*{APPENDIX A: TRAVELLING-WAVES AND MARTINGALES}

\subsection*{A.1. Travelling-Waves and Martingales of the Yule Branching Random Walk}

It is well-known that travelling waves and some martingales play a key role in the study of the extremal particles of the branching random walk. In this appendix we define the relevant objects in our context and recall the pertinent results.

\textbf{Theorem} (Chauvin, Rouault [12]). \textit{Equation (7) has monotone and bounded travelling-wave solutions at speed} \( c \), in \( C^1(\mathbb{R}) \) if and only if \( c \leq c^- \) or \( c \geq c^+ \). Moreover, uniqueness holds for each such \( c \neq 0 \) (up to an additive constant in the argument). For \( c = 0 \), the whole set of solutions is:

\[
\{ x \mapsto P(x)^{2t} | P \text{ is 1-periodic and nonnegative} \}. \tag{A1}
\]

\textbf{Remark 1.} Let us point out that this result is stated in a slightly different form in [12]. Indeed, Chauvin and Rouault proved uniqueness for this equation up to a decreasing change of variables and in the class of Laplace transforms. The key to their proof was an application of Liu [27, 28]. More recently, Alsmeyer, Biggins and Meiners [4] showed that there is uniqueness among decreasing functions in \([0, 1]\). We observe that the set of monotone bounded solutions of (7) is in fact the set of monotone solutions in \([0, 1]\). The proof that no travelling wave exist for \( c \in (c^-, c^+) \) can be lifted as is from Harris[21] for the branching Brownian motion.

Since it is useful for our proofs, let us mention that the method used in [12] also allows us to determine the left tail of the travelling-waves \( \phi \) with speed \( c \geq c^+ \) of (7):

\[
\phi(x) \sim e^{\frac{x}{\epsilon}}. \tag{A2}
\]
We now define the derivative martingale and the additive martingale. For that purpose, let us consider the natural filtration \((\mathcal{F}_t)_{t \geq 0}\) defined by \(\mathcal{F}_t := \sigma \{ X_u(s), u \in T_t^c, 0 \leq s \leq t \}, \forall t \geq 0\). We also fix \(\text{sgn}(x) = 1\), when \(x \geq 0\) and \(\text{sgn}(x) = -1\) when \(x < 0\).

**Theorem** (Chauvin, Klein, Marckert and Rouault [11]). For \(\theta \in \mathbb{R}\), the process \((W_t(\theta))_{t \geq 0}\) defined by

\[
W_t(\theta) = \sum_{u \in \mathcal{N}_t} e^{\theta (X_u(t) - c_{\theta} t)}, \quad (A3)
\]

is a \((\mathcal{F}_t)\)-martingale called the additive martingale. Moreover, this martingale converges to an almost surely positive random variable \(W_{\infty}(\theta)\) when \(\theta \in (\theta^-, \theta^+)\). In particular, the limit of the martingale is an exponential random variable with parameter 1 when \(\theta = 0\).

Similarly, the process \((\partial W_t(\theta))_{t \geq 0}\) defined by

\[
\partial W_t(\theta) = \text{sgn}(\theta) \sum_{u \in \mathcal{N}_t} (2e^{\theta t} - X_u(t))e^{\theta (X_u(t) - c_{\theta} t)}, \quad (A4)
\]

is a \((\mathcal{F}_t)\)-martingale called the derivative martingale. Moreover, for \(\theta \in \{\theta^-, \theta^+\}\), the limit \(\partial W_{\infty}(\theta)\) of the derivative martingale exists and is almost surely positive.

Note that the derivative martingale of the Yule tree (A4) is the derivative with respect to \(\theta\) (up to a change of sign for \(\theta < 0\)) of the additive martingale. We now recall the link between travelling waves and these martingales.

**Theorem** (Chauvin, and Drmota [10]). For \(\theta \in (\theta^-, \theta^+)\), the travelling-wave at speed \(c_{\theta}\) has the following representation:

\[
\phi_{K,\theta}(x) = \mathbb{E} \left( \exp \left( -Ke^{-\theta x}W_{\infty}(\theta) \right) \right), \quad (A5)
\]

where \(K > 0\) fixes the choice of the travelling wave.

For \(\theta \in \{\theta^-, \theta^+\}\), the travelling-wave at speed \(c_{\theta}\) has the following representation:

\[
\phi_{K,\theta}(x) = \mathbb{E} \left( \exp \left( -Ke^{-\theta x}W_{\infty}(\theta) \right) \right), \quad (A6)
\]

where \(K > 0\) fixes the choice of the travelling wave.

### A.2. Martingales of the Yule Generation Process

We now define the additive and derivative martingales for the Yule generation process. First consider the filtration \((\mathcal{F}_n^{\text{GEN}})\) defined by \(\mathcal{F}_n^{\text{GEN}} = \sigma \{ T_u(k), u \in \mathcal{M}_k, k \leq n \}\). For \(\theta \in \mathbb{R}\), let \((W_n^{\text{GEN}}(\theta))\) be defined by:

\[
W_n^{\text{GEN}}(\theta) = e^{\theta n} \sum_{u \in \mathcal{M}_n} e^{-\theta c_{\theta} T_u(n)}, \quad \forall n \in \mathbb{N}. \quad (A7)
\]

Similarly, define \((\partial W_n^{\text{GEN}}(\theta))\) by:

\[
\partial W_n^{\text{GEN}}(\theta) = \text{sgn}(\theta)e^{\theta n} \sum_{u \in \mathcal{M}_n} (2e^{\theta T_u(n)} - n)e^{-\theta c_{\theta} T_u(n)}, \quad \forall n \in \mathbb{N}. \quad (A8)
\]
The following theorem groups together several results from [12]. We recall that $W_\infty(\theta)$ and $\partial W_\infty(\theta)$ are the limits of the additive and derivative martingales defined in (A3) and in (A4).

**Theorem (Chauvin, Rouault [12]).** For $\theta \in \mathbb{R}$, the process $(W_{n}^{\text{GEN}}(\theta))$ is a $(\mathcal{F}_{n}^{\text{GEN}})$-martingale called the additive martingale of the Yule generation process. Similarly, $(\partial W_{n}^{\text{GEN}}(\theta))$ is a $(\mathcal{F}_{n}^{\text{GEN}})$-martingale called the derivative martingale of the Yule generation process.

Furthermore, for $\theta \in (\theta^- , \theta^+)$:

$$\lim_{n \to +\infty} W_{n}^{\text{GEN}}(\theta) = W_\infty(\theta) \text{ a.s.} \quad (A9)$$

and for $\theta \in \{\theta^- , \theta^+\}$:

$$\lim_{n \to +\infty} \partial W_{n}^{\text{GEN}}(\theta) = \partial W_\infty(\theta) \text{ a.s.} \quad (A10)$$

For the sake of brevity, we refrain from mentioning the idea of stopping lines in this article, we simply mention that the additive and the derivative martingales of the Yule generation process are the additive and the derivative martingales of the Yule branching random walk stopped on the sequence of stopping lines $M_n$ which partially explains Eqs. (A9) and (A10). For more references about stopping lines see for instance [9].

### A.3. Martingales of the Binary Search Tree

Let us first define the additive martingale and the derivative martingale for the binary search tree. Let $L_n$ be the set of leaves of $T_n$ and define $\mathcal{F}_{n}^{\text{BST}} = \sigma(\{u \in T_i, i \leq n, u \in T\})$ where $T$ is the complete binary tree. For $u \in L_n$, we denote by $|u|$ the height of $u$. For $z \in \mathbb{R} \setminus \mathbb{N} / 2$, we fix:

$$U_0(z) = 1 \quad \text{and} \quad U_n(z) = \prod_{k=0}^{n-1} \frac{k + 2z}{k + 1}.$$  

Then, the process $(Z_n(z))$ introduced by Jabbour [23] and defined by

$$Z_n(z) = \frac{1}{U_n(z)} \sum_{u \in L_n} z^{|u|}, \quad (A12)$$

is a $(\mathcal{F}_{n}^{\text{BST}})$-martingale, which we will call the additive martingale of the binary search tree. The derivative martingale of the binary search tree is then simply defined by

$$\partial Z_n(z) = \frac{dZ_n(z)}{dz}. \quad (A13)$$

The following theorem due to Chauvin and Rouault illuminates the connection between the Yule process and the derivative martingale (A13).

**Theorem (Chauvin, Rouault [12]).** The martingale $(\partial Z_n(z))$ converges as $n \to +\infty$ to a positive random variable $\partial Z_\infty^+$ for $z = e^{\theta^+}$ (resp. to $\partial Z_\infty^-$ for $z = e^{\theta^-}$). Moreover, by embedding the binary search tree into the Yule process, we have:

$$\partial W_\infty(\theta^+) = \frac{e^{-\theta^+} W_\infty(0) e^{\theta^+}}{\Gamma(c^+)} \partial Z_\infty^+ \quad (A14)$$
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and:
\[
\partial W_\infty(\theta^-) = \frac{e^{-\theta} - W_\infty(0)e^{-1}}{\Gamma(e^-)} \partial Z_\infty^-,
\]
where the limit of the additive martingale \(W_\infty(0)\) has a random exponential 1 law and is independent of \(\partial Z_\infty^+\) and \(\partial Z_\infty^-\).

**APPENDIX B: RESULTS ON THE MAXIMUM OF A BRANCHING RANDOM WALK**

Since Addario-Berry and Reed’s result [1] and Aïdékon’s result [2] are central to our argument, we here state them in more details than in Section 3.

**B.1. Addario-Berry and Reed’s Result**

Consider a branching random walk defined as follows. A particle is at 0 at time 0. This particle dies at time 1 and give birth to a random number of particles \(B \in \mathbb{N}\) whose displacements are independent copies of a random variable \(Y\). Then, for each \(n \in \mathbb{N}\), each particle \(u\) of the \(n\)th generation gives birth to \(B_u\) particles, where \(B_u\) is an independent copy of \(B\), and the displacement of each new particle with respect to its parent is a copy of \(Y\) independent of the others. We also define \(\Lambda\) by \(\Lambda(\lambda) := \log(\mathbb{E}(e^{\lambda Y}))\) and \(D_\Lambda^\circ\) the interior of the set of value for which \(\Lambda(\lambda)\) is finite. Finally, we fix \(M_n\) the minimum of the branching random walk and \(\mathcal{S}\) the survival event.

**Theorem** (Addario-Berry and Reed [1]). Consider a branching random walk satisfying the following assumptions:

1. \(\mathbb{E}(B) > 1\),
2. there exists \(d \geq 2\), such that \(\mathbb{P}(B \leq d) = 1\),
3. there exists \(\lambda_0 > 0\), such that \(\mathbb{E}(e^{\lambda Y}) < +\infty\),
4. there exists \(\lambda_1 \in D_\Lambda^\circ \cap \mathbb{R}^+_\), such that \(\lambda_1 \Lambda'(\lambda_1) - \Lambda(\lambda_1) = \log(\mathbb{E}(B))\).

Then
\[
\mathbb{E}(M_n|\mathcal{S}) = \Lambda(\lambda_1)n - \frac{3}{2\lambda_1}\log n + O_n(1). \quad (B1)
\]
Furthermore, there exist \(C, \delta > 0\) such that:
\[
\mathbb{P}(|M_n - \mathbb{E}(M_n|\mathcal{S})| \geq x|\mathcal{S}) \leq Ce^{-\delta x}, \forall x \geq 0. \quad (B2)
\]

**B.2. Aïdékon’s Result**

The class of branching random walks in Aïdékon’s article is slightly different. As before, a particle is at 0 at time 0. This particle dies at time 1 and give birth this time to a non-lattice point process \(L\). Then, for each \(n \in \mathbb{N}\), the particles of generation \(n\) give birth to independent copies of \(L\), translated to their position. We call \(\mathbb{T}\) the genealogical tree of the process and for each \(u \in \mathbb{T}\), we denote by \(|u|\) its generation and by \(V(u)\) its position on the real line. We conserve the other notations of Addario-Berry and Reed’s result.
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Aïdékon considers the boundary case, which is quite general after some renormalizations, and which corresponds to the following assumptions:

\[ \mathbb{E} \left( \sum_{|u|=1} 1 \right) > 1, \quad \mathbb{E} \left( \sum_{|u|=1} e^{-V(u)} \right) = 1, \quad \mathbb{E} \left( \sum_{|u|=1} V(u) e^{-V(u)} \right) = 0. \]  

(B3)

Furthermore, if we set \( E_1 := \sum_{|u|=1} e^{-V(u)} \) and \( E_2 := \sum_{|u|=1} V(u) e^{-V(u)} \), where \( y_+ = \max(0, y) \), the suppositions that:

\[ \mathbb{E} \left( \sum_{|u|=1} V(u)^2 e^{-V(u)} \right) < +\infty \]  

(B4)

and

\[ \mathbb{E} \left( E_1 \left( \log_+ E_1 \right)^2 \right) < \infty, \quad \mathbb{E} \left( E_2 \log_+ E_2 \right) < \infty \]  

(B5)

are made. We now introduce the derivative martingale:

\[ D_n := \sum_{|u|=n} V(u) e^{-V(u)}, \quad \forall n \in \mathbb{N}. \]  

(B6)

It is known [6] that \((D_n)\) converges to a positive limit \( D_\infty \). Finally, still writing \( M_n \) for the minimum of the branching random walk. Aïdékon shows under Assumptions (B3), (B4) and (B5) the following theorem:

**Theorem** (Aïdékon [2]). There exists \( C > 0 \) such that:

\[ \lim_{n \to +\infty} \mathbb{P} \left( M_n \geq \frac{3}{2} \log(n) + x \right) = \mathbb{E} \left( e^{-C e^{D_\infty}} \right). \]  

(B7)

**APPENDIX C: A THEOREM OF UNIFORM CONVERGENCE**

**Theorem C.1.** Let \((f_n)\) be a sequence of non-decreasing functions from \( \mathbb{R} \) to \([0, 1]\), such that:

\[ \lim_{x \to -\infty} f_n(x) = 0 \quad \text{and} \quad \lim_{x \to +\infty} f_n(x) = 1. \]

If \((f_n)\) converges pointwise to a continuous function \( f \) such that for all \( n \in \mathbb{N} \):

\[ \lim_{x \to -\infty} f(x) = 0 \quad \text{and} \quad \lim_{x \to +\infty} f(x) = 1, \]

then the convergence is uniform.

This theorem is a simple extension of the following result (Problem 127 of [33]).

**Theorem C.2.** Fix \( a, b \in \mathbb{R} \) such that \( a < b \). Let \((f_n)\) be a sequence of non-decreasing functions from \([a, b]\) to \( \mathbb{R} \). If \((f_n)\) converges pointwise to a continuous function \( f \), then the convergence is uniform.
Proof of Theorem C.1. Let \((f_n)\) and \(f\) be defined as in the statement of Theorem C.1. Fix \(\epsilon > 0\). By hypothesis, there exists \(x_0 \in \mathbb{R}\) such that \(0 \leq f(x_0) < \epsilon / 6\). By pointwise convergence of \((f_n)\) to \(f\) there exists \(n_0\) such that for all \(n \geq n_0\):

\[
|f_n(x_0) - f(x_0)| < \epsilon / 6. \tag{C1}
\]

The choice of \(x_0\) and Eq. (C1) imply that for all \(n \geq n_0\),

\[
0 \leq f_n(x_0) < \epsilon / 3. \tag{C2}
\]

Since \((f_n)\) is a sequence of non-decreasing functions and since the limit of such a sequence is itself non-decreasing, we get that for all \(n \geq n_0\) and \(x \leq x_0\):

\[
0 \leq f_n(x) < \epsilon / 3 \text{ and } 0 \leq f(x) \leq \epsilon / 6. \tag{C3}
\]

This yields:

\[
|f_n(x) - f(x)| < \epsilon, \forall x \leq x_0, \forall n \geq n_0. \tag{C4}
\]

Similarly, we can show that there exists \(x_1 > x_0\) and \(n_1 \in \mathbb{N}\) such that:

\[
|f_n(x) - f(x)| < \epsilon, \forall x \geq x_1, \forall n \geq n_1. \tag{C5}
\]

We can directly apply Theorem C.1 to the sequence \((f_n)\) restricted to \([x_0, x_1]\), which gives the existence of \(n_2 \in \mathbb{N}\), such that:

\[
|f_n(x) - f(x)| < \epsilon, \forall x \in [x_0, x_1], \forall n \geq n_2. \tag{C6}
\]

By taking \(n_3 = \max\{n_0, n_1, n_2\}\), and combining (C4), (C5) (C6) we get:

\[
|f_n(x) - f(x)| < \epsilon, \forall x \in \mathbb{R}, \forall n \geq n_3, \tag{C7}
\]

which concludes the proof.
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