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Abstract
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\textsuperscript{*}langlois@apc.univ-paris7.fr
\textsuperscript{†}renaux@apc.univ-paris7.fr
\textsuperscript{‡}steer@apc.univ-paris7.fr
1 Introduction

Although inflation is today the main mechanism with which to describe the very early universe, the nature of the field or fields responsible for inflation still remains an open question. In particular, inflation model building in the context of string theory has proved rather challenging (for recent reviews, see e.g. [1, 2, 3, 4, 5]), one of the reasons being that inflation usually requires an extremely flat potential. An interesting way to bypass this problem is to resort to non-standard kinetic terms e.g. [8, 9], and these arise naturally in inflation associated with the motion of a D-brane in a higher-dimensional spacetime. Indeed, the Dirac-Born-Infeld (DBI) action, which is a part of the full D-brane action, contains non-standard kinetic terms of a specific form. In the context of warped geometries with moving D3-branes, they can lead to a phase of inflation, dubbed DBI-inflation [10, 11, 12, 13].

In DBI-inflation, the coordinates of the brane in the higher-dimensional spacetime give rise to scalar fields from the effective four-dimensional point of view. Although initial works studied the motion of the brane along a single direction (namely the radial direction in the context of warped conical compactifications), it is interesting to consider the more general motion of the brane in all compact dimensions (namely the angular directions also). This effectively leads to multiple field inflationary scenarios.

DBI inflation, and more generally inflation with non-standard kinetic terms, can lead to significant non-Gaussianity which could potentially be observable in the future measurements of the CMB by the Planck satellite. The cosmological perturbations generated in such scenarios have been investigated in single-field inflation (see e.g. [14, 15] for a general analysis), and in multi-field inflation [16, 17, 18, 19]. In the latter case, entropy modes can be generated during inflation, in addition to the usual adiabatic modes, and these entropy modes can affect the final curvature perturbation if there is a transfer from entropy modes into adiabatic modes. As we also showed in the context of multi-field DBI inflation, this transfer also affects the amplitude of non-Gaussianities, although the shape is the same as in the single-field case (assuming a small sound speed).

In our previous works on multi-field DBI-inflation [17, 18], we ignored the presence of NS-NS and R-R form fields in the bulk, as well as the $U(1)$ gauge field confined on the brane: these fields, however, are generically present in typical bulk solutions, for example the Klebanov-Strassler solution [20, 21], and they contribute to the D3-brane action through both the DBI and Wess-Zumino terms. One of the goals of this paper is thus to investigate the consequences of the bulk form fields on scalar-type cosmological perturbations, both at linear and non-linear order. We find that for the second-order and third-order actions involving scalar perturbations, the terms arising from the coupling between the bulk forms and the brane position scalar fields are exactly compensated by the terms due to the fluctuations of the $U(1)$ gauge field confined on the brane. This implies that our previous results for the primordial spectra and the non-Gaussianities remain unchanged in this more general context. We also study the two vector degrees of freedom associated with the $U(1)$ gauge field on the brane and investigate in which case their quantum fluctuations can be

\footnote{Recently, the slow down of scalar fields by particle production was also revived in [6, 7].}
amplified during inflation.

Finally, we consider the observational constraints on DBI-inflation models, based on a combination of their predictions for the scalar spectral index, non-Gaussianities and gravitational waves. By confronting an upper bound on the amount of gravitational waves [22] (typically negligible in the original models of DBI inflation [23]) with a lower bound related to the deviation of the scalar spectrum from scale-invariance [24], it has been argued that most models of single-field ultra-violet DBI inflation are ruled out. In the multi-field case, however, the second constraint can be relaxed when there is a transfer from entropy into adiabatic modes meaning that these models are not excluded.

The plan of the present paper is the following. In the next section we derive the effective multi-field DBI action, paying particular attention to the various bulk form fields. In Sec. 3 we focus on the homogeneous background evolution. The second-order action is calculated in Sec. 4 and in Sec. 5 we focus on linear scalar perturbations, comparing our results to those of [18]. In Sec. 6 we concentrate on the vector perturbations associated with the abelian gauge field confined on the brane. Sec. 7 is devoted to the predictions for non-Gaussianity, based on the third-order action. In Sec. 8, we revisit arguments which disfavour single field ultra-violet DBI inflation, and show how a multi-field scenario can overcome those difficulties. We draw our conclusions in Sec. 9.

2 The effective multi-field DBI action

In this section we derive the four-dimensional effective action associated with the motion of a probe D3-brane moving through a compact space with coordinates $y^K (K = 1, \ldots, 6)$. The non-compact space-time coordinates are denoted by $x^\mu (\mu = 0, 1, 2, 3)$.

Although we do not use any specific geometry and remain as general as possible, we have in mind warped flux compactifications in type IIB string theory [25] and consider a ten-dimensional metric of the general form

$$ds^2 = h^{-1/2}(y^K) \ g_{\mu\nu}(x^\lambda) \ dx^\mu dx^\nu + h^{1/2}(y^K) \ g_{IJ}(y^K) \ dy^I dy^J \equiv \gamma_{AB} \ dY^A dY^B. \quad (1)$$

Here $Y^A = \{ x^\mu, y^I \}$, and the warp factor $h$ and metric $\tilde{g}_{IJ}$ depend only on the compact coordinates $y^K$. In a general flux compactification, the dilaton $\Phi$ may be non-trivial and all fluxes may be turned on: the R-R forms $F_{n+1} = dC_n$ for $n = 0, 2, 4$ (and their duals), as well as the NS-NS flux $H_3 = dB_2$. In order to maintain four-dimensional local Lorentz invariance, the three-fluxes $F_3$ and $H_3$ have only compact components and the axion $C_0$ and dilaton $\Phi$ are allowed to vary only along the compact manifold. As a consequence, in the following, we choose a gauge in which $C_2$ and $B_2$ have non-trivial components only along the compact directions, whereas $C_4$ has components only along the non-compact spacetime dimensions. Thus

$$B_{IJ} \neq 0 \quad B_{\mu I} = B_{I\mu} = 0, \quad (2)$$
$$C_{IJ} \neq 0 \quad C_{\mu I} = C_{I\mu} = 0, \quad (3)$$
$$C_{\mu\nu\rho\sigma} \neq 0 \quad \text{with all other components vanishing.}$$
The action for a single D3-brane, with tension $T_3$, in this background is

$$S_{\text{brane}} = S_{\text{DBI}} + S_{\text{WZ}}$$

where the Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) actions are given by

$$S_{\text{DBI}} = -T_3 \int d^4x \sqrt{-\det \left( \hat{\gamma}_{\mu\nu} + \hat{B}_{\mu\nu} + 2\pi\alpha' F_{\mu\nu} \right)}$$

$$S_{\text{WZ}} = -T_3 \int_{\text{brane}} \sum_{n=0,2,4} \hat{C}_n \wedge e^{(\hat{B}_2 + 2\pi\alpha' F_2)} \left|_4 \text{form} \right.$$  

Here and in the following, a hat denotes a pull-back onto the brane so that $\hat{\gamma}_{\mu\nu}$, for example, is the induced metric on the brane. In the Wess-Zumino term, one keeps only the 4-forms resulting from the wedge product, and $F_2$ is the field strength of the worldvolume $U(1)$ gauge field, i.e. $F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu$. Note that it enters the brane’s action only through the combination

$$F_{\mu\nu} = \hat{B}_{\mu\nu} + 2\pi\alpha' F_{\mu\nu}$$

as is required from gauge invariance under the NS gauge transformation $B_2 \rightarrow B_2 + d\Sigma_1$, $2\pi\alpha' F_2 \rightarrow 2\pi\alpha' F_2 - d\Sigma_1$. Thus only $\mathcal{F}_{\mu\nu}$ as a whole is the physical, i.e. gauge-invariant, field strength on the brane. This implies, in particular, that one cannot take into account the perturbations of $\hat{B}_{\mu\nu}$ without doing so for $F_{\mu\nu}$: this point will have important consequences below. Finally, the brane embedding is defined by the functions

$$Y^A_{(b)}(x^\mu) = (x^\mu, \varphi^I(x^\mu))$$

where we have chosen the brane spacetime coordinates $x^\mu$ to coincide with the first four bulk coordinates.

It will be useful for the following discussion to consider the DBI and WZ actions separately.

### 2.1 DBI action

Using (1) and (2), the metric and two-form induced on the brane are given by

$$\hat{\gamma}_{\mu\nu} = \gamma_{AB} \partial_\mu Y^A (b) \partial_\nu Y^B (b) = h^{-1/2} \left( g_{\mu\nu} + h\tilde{g}_{IJ} \partial_\mu \varphi^I \partial_\nu \varphi^J \right)$$

$$\hat{B}_{\mu\nu} = B_{AB} \partial_\mu Y^A (b) \partial_\nu Y^B (b) = B_{IJ} \partial_\mu \varphi^I \partial_\nu \varphi^J.$$  

Now let us use the following rescalings

$$\phi^I = \sqrt{T_3} \varphi^I, \quad G_{IJ} = e^{-\Phi} \tilde{g}_{IJ} \quad b_{IJ} = \frac{h^{1/2}}{T_3} B_{IJ}.$$  

Then on defining the functions

$$f(\phi^K) \equiv e^\Phi \frac{h}{T_3}, \quad \lambda(\phi^K) = 2\pi\alpha'h^{1/2}$$  

$$S_{\text{brane}} = S_{\text{DBI}} + S_{\text{WZ}}$$

where the Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) actions are given by

$$S_{\text{DBI}} = -T_3 \int d^4x \sqrt{-\det \left( \hat{\gamma}_{\mu\nu} + \hat{B}_{\mu\nu} + 2\pi\alpha' F_{\mu\nu} \right)}$$

$$S_{\text{WZ}} = -T_3 \int_{\text{brane}} \sum_{n=0,2,4} \hat{C}_n \wedge e^{(\hat{B}_2 + 2\pi\alpha' F_2)} \left|_4 \text{form} \right.$$  

Here and in the following, a hat denotes a pull-back onto the brane so that $\hat{\gamma}_{\mu\nu}$, for example, is the induced metric on the brane. In the Wess-Zumino term, one keeps only the 4-forms resulting from the wedge product, and $F_2$ is the field strength of the worldvolume $U(1)$ gauge field, i.e. $F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu$. Note that it enters the brane’s action only through the combination

$$F_{\mu\nu} = \hat{B}_{\mu\nu} + 2\pi\alpha' F_{\mu\nu}$$

as is required from gauge invariance under the NS gauge transformation $B_2 \rightarrow B_2 + d\Sigma_1$, $2\pi\alpha' F_2 \rightarrow 2\pi\alpha' F_2 - d\Sigma_1$. Thus only $\mathcal{F}_{\mu\nu}$ as a whole is the physical, i.e. gauge-invariant, field strength on the brane. This implies, in particular, that one cannot take into account the perturbations of $\hat{B}_{\mu\nu}$ without doing so for $F_{\mu\nu}$: this point will have important consequences below. Finally, the brane embedding is defined by the functions

$$Y^A_{(b)}(x^\mu) = (x^\mu, \varphi^I(x^\mu))$$

where we have chosen the brane spacetime coordinates $x^\mu$ to coincide with the first four bulk coordinates.

It will be useful for the following discussion to consider the DBI and WZ actions separately.

### 2.1 DBI action

Using (1) and (2), the metric and two-form induced on the brane are given by

$$\hat{\gamma}_{\mu\nu} = \gamma_{AB} \partial_\mu Y^A (b) \partial_\nu Y^B (b) = h^{-1/2} \left( g_{\mu\nu} + h\tilde{g}_{IJ} \partial_\mu \varphi^I \partial_\nu \varphi^J \right)$$

$$\hat{B}_{\mu\nu} = B_{AB} \partial_\mu Y^A (b) \partial_\nu Y^B (b) = B_{IJ} \partial_\mu \varphi^I \partial_\nu \varphi^J.$$  

Now let us use the following rescalings

$$\phi^I = \sqrt{T_3} \varphi^I, \quad G_{IJ} = e^{-\Phi} \tilde{g}_{IJ} \quad b_{IJ} = \frac{h^{1/2}}{T_3} B_{IJ}.$$  

Then on defining the functions

$$f(\phi^K) \equiv e^\Phi \frac{h}{T_3}, \quad \lambda(\phi^K) = 2\pi\alpha'h^{1/2}$$
which depend only on the scalar fields, we can rewrite the DBI action Eq. (5) as

$$S_{\text{DBI}} = \int d^4x \sqrt{-g} \left( -\frac{1}{f} \sqrt{D} \right),$$

with the determinant

$$D \equiv \det (\delta_{\mu}^{\nu} + f G_{IJ} \partial^{\mu} \phi^I \partial_{\nu} \phi^J + b_{IJ} \partial^{\mu} \phi^I \partial_{\nu} \phi^J + \lambda F^\mu_{\nu}),$$

where the greek indices are raised and lowered with the ‘spacetime’ metric $g_{\mu\nu}$. We can rewrite this determinant in the form

$$D = \det (I + S + B),$$

where $I$ is the four-dimensional identity matrix, and from Eq. (14) the matrices $S$ and $B$ are defined through their components

$$S^\mu_{\nu} = f G_{IJ} \partial^{\mu} \phi^I \partial_{\nu} \phi^J \quad (S_{\mu\nu} = S_{\nu\mu})$$

and

$$B^\mu_{\nu} = b_{IJ} \partial^{\mu} \phi^I \partial_{\nu} \phi^J + \lambda F^\mu_{\nu} = \frac{\lambda}{2\pi\alpha'} g^{\mu\lambda} F_{\lambda\nu} \quad (B_{\mu\nu} = -B_{\nu\mu})$$

where $F_{\mu\nu}$ was defined in Eq. (7).

Computing the determinant in Eq. (15) yields

$$D = D_S - \frac{1}{2} \text{Tr}(B^2) (1 + \text{Tr}S) + \text{Tr}(SB^2) (1 + \text{Tr}S) - \text{Tr}(S^2B^2)$$

$$- \frac{1}{4} \text{Tr}(B^2)[(\text{Tr}S)^2 - \text{Tr}(S^2)] - \frac{1}{2} \text{Tr}(SBSB)$$

$$+ \frac{1}{8} \left[(\text{Tr}(B^2))^2 - 2\text{Tr}(B^4)\right]$$

where

$$D_S \equiv 1 + \text{Tr}S + \frac{1}{2}[(\text{Tr}S)^2 - \text{Tr}(S^2)] + S^{[\alpha}_{\beta} S^\beta_{\gamma} S^\gamma_{\delta} + S^{[\alpha}_{\beta} S^\beta_{\gamma} S^\gamma_{\delta} S^\delta_{\epsilon}].$$

When $S$ vanishes, $D$ reduces to the determinant of standard Born-Infeld theory [20]. On the other hand, when the brane and bulk form fields are ignored, $D$ reduces to $D_S$, which depends only on the scalar fields. As we showed in [17, 18], it can be written in the form

$$D_S = 1 - 2f G_{IJ} X^{IJ} + 4f^2 X^I_X^J X^{JI} - 8f^3 X^I_X^J X^{KJ} + 16f^4 X^I_X^J X^K_X^L,$$

where we have defined

$$X^{IJ} \equiv -\frac{1}{2} \partial^{\mu} \phi^I \partial_{\mu} \phi^J, \quad X^J_I = G_{IK} X^K_J,$$

and where the brackets denote antisymmetrisation of the field indices. Above and in the following, field indices are raised and lowered with the field space metric $G_{IJ}$ defined in (11).
2.2 WZ action

Let us now turn to the Wess-Zumino part. The explicit expression given in Eq. (6) is

\[
S_{WZ} = -T_3 \left[ \int_{\text{brane}} \hat{C}_4 + \int_{\text{brane}} \hat{C}_2 \wedge \left( \hat{B}_2 + 2\pi \alpha' F_2 \right) \right] + \frac{1}{2} \int_{\text{brane}} C_0 \left( \hat{B}_2 \wedge \hat{B}_2 + 4\pi \alpha' \hat{B}_2 \wedge F_2 + (2\pi \alpha')^2 F_2 \wedge F_2 \right) \]

\equiv S_{WZ}^{[4]} + S_{WZ}^{[2]},

where we have separated out the part \(S_{WZ}^{[4]}\) coming from the 4-form \(\hat{C}_4\), and the remainder \(S_{WZ}^{[2]}\) containing the 2-forms \(\hat{C}_2, \hat{B}_2\) and \(F_2\). The 4-form \(\hat{C}_4\) is given by

\[
\hat{C}_4 = \mathcal{V} \epsilon_4,
\]

where \(\epsilon_4\) is the fully antisymmetric tensor associated with the four-dimensional metric \(g_{\mu\nu}\) (so that \(\epsilon_{0123} = \sqrt{-g}\)) and the coefficient \(\mathcal{V}\) depends only on the compact coordinates. Therefore the first term on the right hand side of Eq. (22) yields, in the effective four-dimensional action, a potential term depending on the scalar fields \(\phi^I\) characterizing the brane position in the compact space:

\[
S_{WZ}^{[4]} = -T_3 \int_{\text{brane}} \hat{C}_4 = -\int d^4x \sqrt{-g} T_3 \mathcal{V}(\phi^I).
\]

There are five terms in \(S_{WZ}^{[2]}\). The first, involving \(\hat{C}_2\), is proportional to

\[
\int_{\text{brane}} \hat{C}_2 \wedge \hat{B}_2 = -\frac{1}{4} \int d^4x \sqrt{-g} \epsilon^{\mu\nu\rho\sigma} C_{AB} \frac{\partial Y^A (b)}{\partial x^\mu} \frac{\partial Y^B (b)}{\partial x^\nu} B_{CD} \frac{\partial Y^C (b)}{\partial x^\rho} \frac{\partial Y^D (b)}{\partial x^\sigma}
\]

\[
= -\frac{1}{4T_3^2} \int d^4x \sqrt{-g} C_{IJ} B_{KL} \epsilon^{\mu\nu\rho\sigma} \partial_\mu \phi^I \partial_\nu \phi^J \partial_\rho \phi^K \partial_\sigma \phi^L
\]

where we have used the brane embedding given in Eq. (8) as well as the fact that \(\hat{C}_2\) has only compact indices. The next term is proportional to

\[
\int_{\text{brane}} \hat{C}_2 \wedge F_2 = -\frac{1}{4T_3^2} \int d^4x \sqrt{-g} C_{IJ} \epsilon^{\mu\nu\rho\sigma} \partial_\mu \phi^I \partial_\nu \phi^J F_{\rho\sigma}.
\]

We do not write explicitly the two following terms involving \(\hat{B}_2 \wedge \hat{B}_2\) and \(\hat{B}_2 \wedge F_2\), since they are analogous to (25) and (26), respectively. The final term, involving \(C_0\), is given by

\[
\int_{\text{brane}} C_0 F_2 \wedge F_2 = -\frac{1}{4} \int d^4x \sqrt{-g} C_0 \epsilon^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma} = -\frac{1}{2} \int d^4x \sqrt{-g} C_0 F_{\mu\nu} \tilde{F}^{\mu\nu},
\]

where we have introduced the dual of the field strength \(\tilde{F}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}\). As is clear from the last equality, we refer to \(C_0\) as the axion.
2.3 Full action

In the rest of this paper, we thus work with the four-dimensional effective action given by

\[ S = \int d^4x \sqrt{-g} \left( (4)R + S_{\text{brane}} \right) \]

\[ = \int d^4x \sqrt{-g} \left[ (4)R - \frac{1}{f(\phi^I)}(\sqrt{D} - 1) - V \right] + S_{\text{WZ}}^{[2]}, \tag{28} \]

where we have set \( M_P \equiv (8\pi G)^{-1/2} = 1 \), \( D \) is given explicitly in Eq. (18), and we have defined the potential

\[ V \equiv T_3 V + \frac{1}{f} \tag{29} \]

so that in the small velocity limit for the scalar field, the action reduces to the usual difference between the kinetic energy and potential energy. In the following we will keep \( V \) general so that it can incorporate other terms coming, for example, from moduli stabilization effects or interactions with other branes.

3 Background evolution

In this section, we assume the spacetime to be homogeneous and isotropic, and described by a spatially flat FLRW (Friedmann-Lemaître-Robertson-Walker) geometry with metric

\[ g_{\mu\nu} dx^\mu dx^\nu = -dt^2 + a(t)^2 d\mathbf{x}^2, \tag{30} \]

where \( t \) is cosmic time.

Since there is no preferred spatial direction, the scalar fields can be only time-dependent, \( \phi^I = \bar{\phi}^I(t) \), and the field strength on the brane must vanish, \( F_{\mu\nu} = 0 \). This implies that the tensor \( B^\mu_\nu \), defined in Eq. (17), vanishes (since \( b_{IJ} \bar{\phi}^I \bar{\phi}^J = 0 \) by antisymmetry of \( b_{IJ} \)) and that the only non-zero component of the matrix \( S \) is \( S_{00} \). As a result, there are only two non-zero terms in the determinant \( D \) of Eq. (14), and they are the first two terms of \( D_S \). Thus the DBI action in (28) reduces to the simple form

\[ S_{\text{DBI}} = -\int d^4x \sqrt{-g} \frac{1}{f(\phi^I)} \sqrt{1 - f G_{IJ} \bar{\phi}^I \bar{\phi}^J} \tag{31} \]

where a dot denotes a derivative with respect to \( t \). Consider now the WZ terms given in Eq. (22). All terms involving \( F_{\mu\nu} \) are automatically zero. Moreover, the terms with \( \hat{C}_2 \wedge \hat{B}_2 \) and \( \hat{B}_2 \wedge \hat{B}_2 \) also vanish, by antisymmetry (see Eq. (25)). Hence \( S_{\text{WZ}}^{[2]} \) vanishes on the background. Thus, to summarize, the background dynamics is described by the four-dimensional action

\[ S_0 = \int d^4x \sqrt{-g} \left[ (4)R - \frac{1}{f(\phi^I)} \left( \sqrt{1 - f G_{IJ} \bar{\phi}^I \bar{\phi}^J} - 1 \right) - V(\bar{\phi}^I) \right] \tag{32} \]

which is independent of the bulk form fields. Let us now define

\[ \bar{\sigma} \equiv \sqrt{G_{IJ} \bar{\phi}^I \bar{\phi}^J} \tag{33} \]
(note that $\dot{\sigma}$ is not the time derivative of any field in general but merely a notational convenience) as well as

$$c_s \equiv \sqrt{1 - f^2\dot{\sigma}^2},$$

which will later be interpreted as the propagation speed of the perturbations, i.e. as an effective sound speed. Then the background equations of motion are

$$H^2 = \frac{1}{3} \left( V + \frac{1 - c_s}{fc_s} \right)$$

$$\dot{H} = -\frac{\dot{\sigma}^2}{2c_s}$$

$$\ddot{\phi}^I + \Gamma^I_{JK} \dot{\phi}^J \dot{\phi}^K + \left( 3H - \frac{\dot{c}_s}{c_s} \right) \dot{\phi}^I + c_s G^{IJ} \left( V_J - \frac{f_J}{f^2} \frac{(c_s - 1)^2}{2c_s} \right) = 0$$

where $\Gamma^I_{JK}$ is the Christoffel symbol constructed from the field space metric $G_{IJ}$.

## 4 Dynamics of linear perturbations

We now study linear perturbations. Their dynamics is described by the action quadratic in the perturbations, obtained by expanding Eq. (28) to second order about the homogeneous and isotropic background described in the previous section.

In addition to the scalar fields describing the brane position in the compact dimensions, our dynamical system contains general relativity as well as a non-linear $U(1)$ gauge theory. As a consequence, the linear dynamics is described by the perturbations of the scalar fields $\phi^I$, of the metric $g_{\mu\nu}$ and of the gauge field $A_\mu$, which are all coupled. The perturbations can be decomposed into scalar, vector and tensor modes, following the standard terminology in cosmological perturbation theory. These three sectors are completely decoupled at the linearized level and we will not consider tensor perturbations, i.e. gravitational waves, as they obey the usual equations.

It is convenient to work in the Arnowitt-Deser-Misner (ADM) formalism, in which the metric is written in the form

$$ds^2 = -N^2 dt^2 + h_{ij}(dx^i + N^i dt)(dx^j + N^j dt).$$

The gauge invariance of general relativity under spacetime diffeomorphisms manifests itself in the fact that the lapse function $N$ and the shift vector $N^i$ are not dynamical degrees of freedom (they appear without time derivatives in the action). The variation of this action with respect to the lapse and shift, yields, respectively, the energy constraint and the momentum constraint. Similarly, we write the four-dimensional vector potential $A_\mu$ in ‘3+1’ form

$$A_\mu \equiv (A_0, A_i)$$

where, since $A_\mu$ vanishes on the background (up to gauge transformations), $A_0$ and $A_i$ are perturbations. On imposing the Coulomb gauge $\nabla^i A_i = 0$, it follows that $A_i$
is transverse and contains only two vector-like modes. The scalar time component \(A_0\) is not dynamical and the variation of the action with respect to it leads to a third constraint.

In the following, we work in the flat gauge

\[
h_{ij} = a^2(t)\delta_{ij},
\]

where we denote the scalar field perturbations as \(Q^I\):

\[
\phi^I = \phi^I + Q^I.
\]

We also decompose the lapse and shift into scalar and vector perturbations

\[
N = 1 + \delta N, \quad N_i = \psi_i + \bar{N}_i, \quad \partial^i \bar{N}_i = 0.
\]

We now expand the full action up to second order in the scalar perturbations \(\delta N, \psi, A_0\) and \(Q^I\) and vector perturbations \(\bar{N}_i, A_i\). On using the scalar components of the energy, momentum and gauge field constraints, we can express \(\delta N, \psi\) and \(A_0\) in terms of the scalar field perturbations \(Q^I\), which represent the true scalar degrees of freedom. Similarly, the vector-like part of the shift \(\bar{N}_i\) will be determined in terms of \(A_i\), via the momentum constraint equations, so that the true vector degrees of freedom will be the two polarizations of the brane gauge field.

### 4.1 DBI determinant

As an intermediate step in the calculation of the second-order action, it is necessary to expand, up to second order, the determinant which appears in the DBI Lagrangian. One can either use Eq. (18) or more directly work with the DBI determinant of the form given in Eq. (43):

\[
S_{\text{DBI}} = -T_3 \int d^4x e^{-\Phi} \sqrt{-\det (\hat{\gamma}_{\mu\nu} + \mathcal{F}_{\mu\nu})}
= -T_3 \int d^4x e^{-\Phi} \sqrt{-\hat{\gamma}} \sqrt{\det (\delta_{\mu\nu} + \hat{\gamma}_{\mu\lambda} \mathcal{F}_{\lambda\nu})}.
\]

Expanding to second order yields

\[
S_{\text{DBI}}^{(2)} = -T_3 \int d^4x \left( \delta^{(2)} \left( e^{-\Phi} \sqrt{-\hat{\gamma}} \right) + e^{-\Phi} \sqrt{-\hat{\gamma}} \frac{1}{4} \mathcal{F}_{\mu\nu} \gamma^{\mu\alpha} \gamma^{\nu\beta} \mathcal{F}_{\alpha\beta} \right)
\]

where \(\gamma_{\mu\nu}\) is the background induced metric

\[
\gamma_{\mu\nu} dx^\mu dx^\nu = \frac{e^{\Phi/2}}{\sqrt{T_3}} (-c_s^2 dt^2 + a^2(t) d\vec{x}^2).
\]

(From now on we drop bars on background quantities when there is no ambiguity). The perturbations of \(\gamma_{\mu\nu}\) are not relevant here since \(\mathcal{F}\) is already first order. We have already computed the first term of Eq. (44) in [18] and thus concentrate on the second term which, modulo the coupling to the dilaton, is very similar to the usual electromagnetic action, though now the generalized field strength \(\mathcal{F}_{\mu\nu}\) couples to the...
induced metric $\gamma_{\mu\nu}$ rather than $g_{\mu\nu}$ (this can be seen as a specific manifestation of the so-called open string metric [30]).

The non vanishing components of $F$, at linear order, are given by

\begin{equation}
F_0^i = 2\pi\alpha' \left[ \frac{1}{\chi} b_{IJ} \phi^J \partial_i Q^I + F_{0i} \right] = 2\pi\alpha' \left[ -\frac{1}{\chi} \partial_i \Lambda + \dot{A}_i \right],
\end{equation}

\begin{equation}
F_{ij} = 2\pi\alpha' F_{ij} = 2\pi\alpha' \left( \partial_i A_j - \partial_j A_i \right),
\end{equation}

where all scalar modes appear in the combination

\begin{equation}
\Lambda \equiv -b_{IJ} \dot{\phi}^J Q^I + \lambda A_0.
\end{equation}

On substituting the induced metric (45) and the components (46) into the second-order action (44), one finds that the scalar contribution is given by

\begin{equation}
S_{DBI}^{(2)\text{scalar}} \supseteq \frac{1}{2} \int dt \, d^3 x \, \frac{a}{f c_s} (\partial \Lambda)^2.
\end{equation}

and the vector contribution by

\begin{equation}
S_{DBI}^{(2)\text{vector}} = \frac{T_3 (2\pi\alpha')^2}{2} \int dt \, d^3 x \left[ e^{-\Phi} \frac{a^3}{c_s} \left( \frac{1}{a^2} \dot{A}_i \dot{A}_i + \frac{c_s}{a^4} A_i \Delta A_i \right) \right].
\end{equation}

Here and in the following, we use the convention that repeated (lower) spatial indices are summed over: for example, $A_i \Delta A_i \equiv \sum_i A_i \Delta A_i$.

4.2 WZ terms

We now examine the contribution of the WZ terms to the second-order action. To lowest order in perturbations, the term $\int C \wedge \tilde{B}$ given in Eq. (25) is third order (since the partial derivatives $\partial_\mu \phi^I$ are first-order except for $\mu = 0$). Hence this term does not contribute to the second order action. The same conclusion applies to the term $\int C_0 B_2 \wedge \tilde{B}_2$. The term $\int C \wedge F_2$ given in Eq. (26) yields, to second-order,

\begin{equation}
\int C \wedge F_2 \propto \int d^4 x \, a^3 C_{IJ} \dot{\phi}^I \epsilon^{ijk} \partial_i Q^J F_{jk} = \int d^4 x \, \partial_i \left( a^3 C_{IJ} \dot{\phi}^I \epsilon^{ijk} Q^J F_{jk} \right) = 0
\end{equation}

up to total spatial derivative (our sign convention is $\epsilon^{ijk} = -\epsilon^{0ijk}$). A similar result holds for the term $\int C_0 \tilde{B}_2 \wedge F_2$. Finally, we must consider (see Eq. (27))

\begin{align*}
\int C_0 F_2 \wedge F_2 &= -\frac{1}{2} \int d^4 x \sqrt{-g} \, C_0 F_{\mu\nu} \tilde{F}^{\mu\nu} = -\frac{1}{2} \int d^4 x \sqrt{-g} \, C_0 \epsilon^{\mu\nu\rho\sigma} \partial_\mu (F_{\nu\rho} A_\sigma) \\
&\approx \int d^4 x \, a^3 C_0 \epsilon^{ijk} (\partial_i A_j) A_k
\end{align*}

where the last equality is obtained by integrating by parts and restricting to second order. In conclusion, the contribution to the second-order action coming from the WZ terms contains only vector perturbations and reads

\begin{equation}
S_{(2)\text{vector}}^{WZ} = -\frac{T_3 (2\pi\alpha')^2}{2} \int dt \, d^3 x \, a^3 C_0 \epsilon^{ijk} (\partial_i A_j) A_k.
\end{equation}
5 Linear scalar perturbations

As discussed above, the new terms in the second order scalar action come only from the DBI determinant and depend on $A_0$ through $(\partial \Lambda)^2$. Thus, if we now vary the action with respect to $A_0$, we simply obtain the constraint $\partial^2 \Lambda = 0$ or

$$\Lambda = 0 \iff A_0 = \frac{1}{\lambda} b_{IJ} \dot{\phi}^I \dot{Q}^J. \quad (53)$$

(Note that $A_0$ vanishes in the case of a single field but is non-zero in general.) Thus the contribution scalar second-order action Eq. (48) vanishes.

As a consequence, the energy and momentum constraints are exactly the same as those of [17], and the linear expressions for $\delta N$ and $\psi$ are

$$\delta N = \frac{1}{2Hc_s} \dot{\phi}^I Q^I, \quad (54)$$

$$\psi = -\frac{a^2}{2H} \partial^{-2} \left[ \frac{1}{c_s} \dot{\phi}^I \left( \dot{Q}^I + \Gamma^I_{JK} \dot{\phi}^J Q^K \right) + V_{,I} Q^I + \frac{(1-c_s)(1+c_s-2c_s^2)}{2f^2c_s^3} f_{,I} Q^I \right.
+ \left. \left( 3H^2 - \frac{a^2}{2c_s^3} \right) \frac{\dot{\phi}^I Q^I}{Hc_s} \right] \quad (55)$$

(as well as $\tilde{N}_i = 0$). Hence on substituting Eq. (53) as well as Eqs. (54)-(55) back in the scalar second-order action, all new terms arising from the bulk forms vanish, and one obtains exactly the same second-order action as in our previous works [17, 18].

Let us summarize those results, which will be useful in Sec. 8. First define the unit vector (with respect to the metric $G_{IJ}$) tangent to the background trajectory in field space

$$e^I \equiv \frac{\dot{\phi}^I}{\dot{\sigma}} \quad (56)$$

where $\dot{\sigma}$ was defined in Eq. (33), and

$$\tilde{G}_{IJ} = \frac{1}{c_s^2} e_I e_J + (G_{IJ} - e_I e_J). \quad (57)$$

The second-order action for the scalar perturbations $Q^I$ then takes the form [17]

$$S^{(2)\text{scalar}} = \frac{1}{2} \int dt \, \dot{a}^3 x^3 a^3 \left[ \frac{1}{c_s} \left( \tilde{G}_{IJ} \mathcal{D}_I Q^I \mathcal{D}_J Q^J - c_s^2 \tilde{G}_{IJ} \dot{h}^{ij} \partial_i Q^I \partial_j Q^J \right) - \tilde{\mathcal{M}}_{IJ} Q^I Q^J 
+ \frac{f_{,I} \dot{a}^2}{c_s^3} \dot{\phi}^I Q^I \mathcal{D}_I Q^J \right], \quad (58)$$

where we have introduced the time covariant derivative $\mathcal{D}_I Q^I \equiv \dot{Q}^I + \Gamma^I_{JK} \dot{\phi}^J Q^K$ (and $\mathcal{R}_{IKLJ}$ will denote the Riemann tensor associated to $G_{IJ}$). The mass matrix which appears above is

$$\tilde{\mathcal{M}}_{IJ} = \mathcal{D}_J \mathcal{D}_I V - \frac{(1-c_s^2)^2}{2c_s} \mathcal{D}_I \mathcal{D}_J f \frac{f}{f^2} - \frac{(1-c_s)^2(1+3c_s)}{4c_s^3} \frac{f_{,I} f_{,J}}{f^3} + 2H \mathcal{R}_{IKLJ} e^K e^L$$
$$\quad + \frac{(1-c_s^2)^2}{2c_s^2 f^2 H} f_{,I} \dot{\phi}^I + \frac{\dot{H}}{2H^2 c_s^4} \left( 1 - c_s^2 \right) \dot{\phi}^I \dot{\phi}_J - \frac{1}{a^3} \mathcal{D}_I \left[ \frac{a^3}{2H c_s^4} \left( 1 + c_s^2 \right) \dot{\phi}^I \dot{\phi}_J \right]. \quad (59)$$
The fact that the time and spatial gradient terms in Eq. (58) are multiplied by the same factor $\tilde{G}_{IJ}$ implies that all scalar perturbations propagate at the same speed, namely the speed of sound $c_s$.

We can gain a better intuition for the dynamics of perturbations described by the action (58) by restricting our attention to a two-field system, $I = 1, 2$. Then one can unambiguously decompose perturbations into (instantaneous) adiabatic and entropic modes by projecting respectively, parallel and perpendicular to the background trajectory in field space. In other words, we introduce the basis $\{e_\sigma, e_s\}$ where $e^J_\sigma = e^I$, and $e^J_s$ is the entropy unit vector orthogonal to $e^I_\sigma$:

$$e^I_\sigma \equiv e^I, \quad G_{IJ}e^I_\sigma e^J_\sigma = 1, \quad G_{IJ}e^I_\sigma e^J_\sigma = 0.$$  \hspace{1cm} (60)

It is then convenient, after going to conformal time $\tau = \int dt/a(t)$, to work in terms of the canonically normalized fields given by

$$v_\sigma = \frac{a}{c_s^{3/2}} e_{\sigma I} Q^I, \quad v_s = \frac{a}{\sqrt{c_s}} e_{s I} Q^I.$$  \hspace{1cm} (61)

In particular, in terms of these the scalar action Eq. (58) simplifies remarkably [16, 17] to

$$S_{(2)\text{scalar}} = \frac{1}{2} \int d\tau \, d^3x \left[ v'_\sigma^2 + v'_s^2 - 2 \xi v'_\sigma v_s - c_s^2 \left[ (\partial v_\sigma)^2 + (\partial v_s)^2 \right] + \frac{z''}{z} v_\sigma^2 + \left( \frac{z''}{z_s} - a^2 \mu_s^2 \right) v_s^2 + 2 \frac{z'}{z} \xi v_\sigma v_s \right].$$  \hspace{1cm} (62)

where a prime denotes a derivative with respect to conformal time, leading to the equations of motion (in Fourier space):

$$v''_\sigma - \xi v'_s + \left( c_s^2 k^2 - \frac{z''}{z} \right) v_\sigma - \frac{(z')'}{z} v_\sigma = 0,$$

$$v''_s + \xi v'_\sigma + \left( c_s^2 k^2 - \frac{z''}{z_s} + a^2 \mu_s^2 \right) v_s - \frac{z'}{z} \xi v_\sigma = 0.$$  \hspace{1cm} (63, 64)

Here we have introduced the two background-dependent functions

$$z = \frac{a \dot{\sigma}}{H c_s^{3/2}}, \quad z_s = \frac{a}{\sqrt{c_s}};$$  \hspace{1cm} (65)

the coupling between $v_\sigma$ and $v_s$ depends on

$$\xi = -a \sqrt{\frac{f}{1 - c_s^2}} \left[ \frac{(1 - c_s)^2}{f^2} f_s + (1 + c_s^2) V_s \right]$$  \hspace{1cm} (66)

(where $V_s \equiv e'_s D_1 V$, $V_{ss} \equiv e'_s e'_s D_1 D_s V$ and similarly in the following), and finally the effective mass appearing above is given by

$$\mu_s^2 \equiv c_s V_{ss} - \frac{f}{1 - c_s^2} V_s - \frac{(1 - c_s)^3}{4 (1 + c_s) f^3} f_s - \frac{(2 + c_s)(1 - c_s)}{(1 + c_s) f} f_s V_s$$

$$- \frac{(1 - c_s)^2}{2 f^2} f_{ss} + \frac{1}{2} \dot{\sigma}^2 \xi.$$  \hspace{1cm} (67)
$\mathcal{R}_G$ is the scalar Riemann curvature in field space.)

Following the standard procedure (see e.g. [31, 32]), Eqs. (63) and (64) can be used as the starting point to quantize the perturbations and derive the scalar and tensor spectra generated during two-field DBI inflation. Note that the amplification of the quantum fluctuations occurs when the scales cross out the sound horizon, i.e. when $kc_s = aH$, as in k-inflation [14]. The scalar spectrum depends on the slow-varying parameters

$$
\epsilon \equiv -\frac{\dot{H}}{H^2}, \quad \eta = \frac{\dot{\epsilon}}{H \epsilon}, \quad s = \frac{\dot{c}_s}{Hc_s},
$$

which are assumed to be small. The scalar amplitude, expressed in terms of the comoving curvature perturbation $R = v_\sigma / z$ is given by

$$
\mathcal{P}_R = \frac{\mathcal{P}_{R^*}}{\cos^2 \Theta} = \left( \frac{H^2}{8\pi^2 \epsilon c_s} \right) \frac{1}{\cos^2 \Theta},
$$

where the index * means that the corresponding quantity is evaluated at sound horizon crossing, and the parameter $\Theta$ quantifies the amplification of the curvature perturbation after horizon crossing as a consequence of the transfer of entropy perturbations into curvature perturbations. This feeding of the curvature perturbation by the entropy modes is a characteristic feature of multi-field inflation, either with standard kinetic terms or with non standard kinetic terms (see [33] and [34, 35, 36, 37, 38] for other recent illustrations in the context of string inflation). For $\Theta = 0$ there is no transfer and Eq. (69) reduces to the standard result of single field DBI inflation. From Eq. (69) the spectral index is given by [17]

$$
n_R - 1 \equiv \frac{d \ln \mathcal{P}_R}{d \ln k} = -2\epsilon_* - \eta_* - s_* - \alpha_* \sin(2\Theta) - 2\beta_* \sin^2 \Theta
$$

with

$$
\alpha = \frac{\xi}{aH}, \quad \beta \simeq \frac{s}{2} - \frac{\eta}{2} - \frac{1}{3H^2} \left( \mu_s^2 + \frac{\Xi^2}{c_s^2} \right), \quad \Xi \equiv \frac{c_s \xi}{a},
$$

and where we have kept only the leading order terms in the expression for $\beta$. Finally, the power spectrum for tensor modes in multifield DBI inflation is unmodified relative to standard multifield inflation, and hence the tensor to scalar ratio is given by

$$
r \equiv \frac{\mathcal{P}_T}{\mathcal{P}_R} = 16 \epsilon c_s \cos^2 \Theta.
$$

We will return to the above quantities in Section 8 where we discuss various theoretical and observational constraints.

### 6 Linear vector perturbations

In this section we consider the vector perturbations $A_i$ which, at linear order, are decoupled from scalar perturbations.

The second order action for vector perturbations has two parts: that coming from the DBI determinant given in Eq. (49) as well as the contribution from the
The WZ term given in Eq. (52). In the same way as for the scalar perturbations in the previous section, we work in conformal time $\tau$ and introduce the canonically normalized fields

$$v_i = \frac{2\pi \alpha'}{\sqrt{T_3}} \left( \frac{e^{-\Phi/2}}{\sqrt{c_s}} \right) A_i .$$  

(73)

After an integration by parts, the second-order action for vector perturbations becomes

$$S_{(2)\text{vector}} = \frac{1}{2} \int d\tau d^3x \left[ v_i'' - c_s^2 (\partial v_i)^2 + \frac{\chi''}{\chi} v_i^2 - \frac{1}{\chi} C_0' \epsilon^{ijk} v_i \partial_j v_k \right]$$  

(74)

where

$$\chi \equiv e^{-\Phi/2} \sqrt{c_s} .$$  

(75)

(Actio $n (74)$ for vector perturbations if the analogue of action (62) for scalar perturbations.) When $C_0' = 0$, each Fourier mode satisfies the equation of motion

$$v_i'' + \left( k^2 c_s^2 - \frac{\chi''}{\chi} \right) v_i = 0 .$$  

(76)

One can see that the vector perturbations again propagate at the sound speed $c_s$. Eq. (76) is very similar to those for the scalar perturbations Eqs. (63) and (64) — however, while scalar perturbations are amplified, there is no amplification of the vector modes. The reason is that the term in $\chi''/\chi$ can simply be absorbed by a suitable redefinition of the time derivative, as was already noticed in [39]. A more intuitive way to understand this result is to rewrite the homogeneous induced metric given in Eq. (45) in a form which is manifestly conformal to the Minkowski metric

$$\gamma_{\mu\nu} dx^\mu dx^\nu = \frac{e^{\Phi/2}}{\sqrt{T_3}} a^2 \left( -d\eta^2 + d\vec{x}^2 \right) ,$$  

(77)

and which naturally defines a new time variable $\eta$ by $c_s dt = a d\eta$. In terms of $\eta$ and the canonically normalized field

$$\psi_i = \sqrt{c_s} v_i = 2\pi \alpha' \sqrt{T_3} e^{-\Phi/2} A_i$$  

(78)

the action indeed simplifies to

$$S_{(2)\text{vector}} = \frac{1}{2} \int d\eta d^3k \left( \frac{d\psi_i}{d\eta} \frac{d\psi_i}{d\eta} + \psi_i \Delta \psi_i + e^{\Phi/2} \frac{d^2 e^{-\Phi/2}}{d\eta^2} \psi_i \psi_i - \frac{dC_0}{d\eta} e^\Phi \epsilon^{ijk} \psi_i \partial_j \psi_k \right) .$$  

(79)

As usual we now expand the vector field in terms of annihilation and creation operators, $\hat{a}_{p\mathbf{k}}$ and $\hat{a}_{p\mathbf{k}}^\dagger$

$$\psi_i(\eta, \mathbf{x}) = \int \frac{d^3k}{(2\pi)^{3/2}} \sum_{p=1}^2 \epsilon_{ip}(\mathbf{k}) \left[ \psi_p(\eta) \hat{a}_{p\mathbf{k}} e^{i\mathbf{k} \cdot \mathbf{x}} + \psi_p^*(\eta) \hat{a}_{p\mathbf{k}}^\dagger e^{-i\mathbf{k} \cdot \mathbf{x}} \right] ,$$  

(80)

where the transverse polarization vectors $\epsilon_{ip}(\mathbf{k})$ defined by

$$\sum_{p=1}^2 \epsilon_p^i(\mathbf{k}) \epsilon_{jp}(\mathbf{k}) = \delta_j^i - \frac{k^i k^j}{k^2}$$  

(81)
are introduced for a consistent quantization in the Coulomb gauge. The last term in Eq. (79) introduces a mixing between the two linear polarization degrees of freedom of the photon \( \psi_p \). This interaction can be diagonalized by considering instead the two circular polarization degrees of freedom

\[
\psi_{(\pm)} = \psi_1 \pm i\psi_2
\]  

(82)

so that the corresponding equations of motion are

\[
\frac{d^2 \psi_{(\pm)}}{d\eta^2} + \left( k^2 - e^{4\phi} \frac{d^2 e^{-\frac{1}{2}\phi}}{d\eta^2} \mp k \frac{d C_0}{d\eta} e^{\phi} \right) \psi_{(\pm)} = 0.
\]  

(83)

Thus, when the dilaton and axion are \( \eta \)-independent, or equivalently homogeneous in the compact dimensions, there is no amplification of the vector field. The underlying reason is that the action, written in terms of the induced metric, is still conformally invariant (see Eq. (44)) in the same way that standard electromagnetic theory is conformally invariant \([40]\). From Eq. (83), on the other hand, a time-varying dilaton and/or axion causes the vector field to be amplified.

Indeed, other than the replacement of \( \eta \) by conformal time \( \tau \), Eq. (83) is identical to that obtained in standard electromagnetism coupled to a dilaton and an axion \([41, 42]\). In that case, Eq. (83) has been used to compute the amplitude of quantum fluctuations generated during inflation, with the aim of addressing the question of the generation of primordial magnetic fields (see e.g. Refs. \([43, 44, 45]\) for reviews). In the context of DBI inflation, the gauge field \( A_\mu \) is localized on the D-brane responsible for inflation, and is not obviously related to our standard electromagnetic field: hence the applicability of Eq. (83) to magnetogenesis is not immediate. In particular the brane responsible for inflation is not usually the standard model brane, and understanding how perturbations of the gauge field in one throat might couple to perturbations of electromagnetic fields on the standard model brane in a (possibly) different throat, is a challenging open question.

### 7 Non-Gaussianities

In this section, we analyse the effects of the NS-NS and R-R bulk fields on non-Gaussianities. We thus calculate the third-order action for the scalar-type perturbations. In order to do so, it is sufficient to calculate \( N, N_i \) and \( A_0 \) to first order: \( A_0 \) is given in Eq. (53) and \( \delta N \) and \( \psi \) are given respectively in Eqs. (54) and (55) (and \( \bar{N}_i = 0 \)).

First recall that since \( \Lambda = 0 \), the scalar part of \( \mathcal{F} \) vanishes to linear order (see Eq. (40)). Furthermore since \( \mathcal{F} \) enters the DBI action Eq. (18) at least quadratically, the third-order DBI action for the purely scalar perturbations \( Q^I \) is exactly the same as in \([17, 18]\). Let us now turn to the WZ action. The potential term Eq. (21) and its non-linearities were already considered in our previous work, hence we focus on the remaining part, \( S_{WZ}^{[2]} \) given in Eq. (22) and which can be rewritten as

\[
S_{WZ}^{[2]} = -T_3 \left[ \int_{\text{brane}} \hat{C}_2 \wedge \left( \hat{B}_2 + 2\pi\alpha' F_2 \right) \right]
\]
\[ \frac{1}{2} \int_{\text{brane}} C_0 \left( \hat{B}_2 + 2\pi \alpha' F_2 \right) \wedge \left( \hat{B}_2 + 2\pi \alpha' F_2 \right). \] (84)

Since the scalar part of \( F \) is at least second order in perturbations, the same is true for \( \hat{B}^2 + 2\pi \alpha' F_2 \). Therefore, the second line in Eq. (84) does not contribute to the third-order scalar action. As for the first term, its contribution is

\[ S_{(3) \text{ scalar}} \supset -\frac{1}{2T_3} \int d^4x \ a^3 C_{ij} B_{KL} \dot{\phi}_I \epsilon^{ijk} \partial_i Q^I \partial_j Q^K \partial_k Q^L \]

\[ = -\frac{1}{2T_3} \int d^4x \partial_i \left( a^3 C_{ij} B_{KL} \dot{\phi}_I \epsilon^{ijk} Q^J \partial_j Q^K \partial_k Q^L \right), \] (85)

and hence is a total spatial derivative. Thus we obtain the remarkable result that the action, at second and third order in scalar perturbations, is not at all modified by the bulk forms. In the two-field case, the scalar third-order action in the small sound speed limit is given by [17, 18]

\[ S_{(3) \text{ scalar}}^{(\text{main})} = \int dt d^3x \left\{ \frac{a^3}{2c_s^2 \sigma} \left[ \left( \dot{Q}_\sigma \right)^3 + c_s^2 \dot{Q}_\sigma \dot{Q}_s \right] \right. \]

\[ - \frac{a}{2c_s^2 \sigma} \left[ \dot{Q}_\sigma (\nabla Q_\sigma)^2 - c_s^2 \dot{Q}_\sigma (\nabla Q_s)^2 + 2c_s^2 \dot{Q}_s \nabla Q_\sigma \nabla Q_s \right] \} \] (86)

where

\[ Q_\sigma \equiv e_{\sigma I} Q^I, \quad Q_s \equiv e_{s I} Q^I \] (87)

are the instantaneous adiabatic and entropic perturbations respectively.

From Eq. (86) one can calculate the bispectrum of the curvature perturbation [17]. It has the same shape — equilateral — as in single field DBI inflation, but the corresponding non-Gaussianity parameter \( f_{\text{NL}}^{eq} \) is reduced by the multiple-field effects:

\[ f_{\text{NL}}^{eq} = -\frac{35}{108} \frac{1}{c_s^2} \frac{\cos^2 \Theta}{\cos^2 \Theta} \approx -\frac{\cos^2 \Theta}{3c_s^2} \quad (c_s \ll 1) \] (88)

where the transfer parameter \( \Theta \) was introduced in Eq. (69). Of course, at third-order in the action, there are non-trivial interactions between the scalars \( Q^I \) and the vector modes \( A_i \), which lead, via loop effects, to corrections to the spectrum and bispectrum, as was explored recently in a different context [46]. Such a study is beyond beyond the scope of the present paper and we leave it for future work.

A local-type contribution to primordial non-Gaussianities can also be expected, due to the nonlinear evolution of perturbations on superhorizon scales. It could be estimated by using the non-linear formalism developed in [47] and recently extended to a wide class of multifield inflationary models with non-standard kinetic terms in [48].

Besides its amplitude and shape, the scale dependence of non-Gaussianities is also an interesting probe of the early universe physics and its effects on cosmological structures, in particular, have been studied recently in e.g. [49]. We therefore define

\[ n_{NG}^{eq} = \frac{d \ln f_{\text{NL}}^{eq}}{d \ln k}, \] (89)
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which is insensitive to the model-dependent non-Gaussianities of local type. From Eq. (88), it follows that to leading order

\[ n_{\text{eq}}^{\text{NG}} = -2s_* + \alpha_* \sin(2\Theta) + 2\beta_* \sin^2 \Theta \]  

(90)

which reduces to the well known single field result for \( \Theta = 0 \). We now turn to the observational constraints on multi-field DBI inflation.

8 Gravitational wave constraints on DBI inflation

The constraints on the tensor to scalar ratio \( r \) in the case of single-field DBI inflation are very severe, essentially meaning that the simplest single-field UV DBI inflation models are ruled out. Indeed, two bounds on \( r \) have been obtained [23, 24]. The first is a lower bound, valid when \( c_s \ll 1 \), and given by \( r > 0.1(1 - n_R) \). For \( n_R \) given by the best fit value obtained by WMAP5 [50] this becomes \( r \gtrsim 10^{-3} \). The second bound is an upper bound, typically \( r \lesssim 10^{-7} \), applicable in standard type IIB compactifications. Clearly these are not easily compatible! More elaborate (though still effectively single-field) models have been considered in order to evade these bounds, involving wrapped branes [51, 52, 53, 54, 55] or multiple branes [56, 57] rather than a single D3-brane. Here, however, we stick with a single D3-brane, but consider the multi-field aspects: we show that the constraints mentioned above are not incompatible in this more general context.

We now discuss the origin of the upper bound, originally due to Lyth [22], in the context of multi-field DBI inflation. The starting point is the deceleration parameter \( \epsilon \) defined in Eq. (68)

\[ \epsilon = \frac{\dot{\sigma}^2}{2c_s^2 H^2 M_P^2} \]  

(91)

where we have reinstated the Planck mass \( M_P \) (previously put to unity) and where \( \dot{\sigma}^2 = G_{IJ}\dot{\phi}^I\dot{\phi}^J \), as defined in Eq. (33). Note that in single-field DBI \( \dot{\sigma}^2 \) reduces to \( \dot{\phi}^2 \) where \( \phi \) is the inflaton. Using Eq. (72), the tensor to scalar ratio can be written as

\[ r = 8 \frac{\dot{\sigma}^2}{H^2 M_P^2} \cos^2 \Theta = 8 \left( \frac{d\sigma}{dN} \right)^2 \cos^2 \Theta, \]  

(92)

where \( N \) is the number of e-folds and \( d\sigma \) is the infinitesimal distance along the background trajectory in field space, \( d\sigma = \dot{\sigma} dt \). Let us define

\[ N_{\text{eff}} \equiv \int_0^{N_{\text{end}}} dN \left( \frac{r}{r_{\text{CMB}}} \right)^{1/2} \left( \frac{1}{\cos \Theta} \right) = \frac{4}{r_{\text{CMB}}^{1/2}} \int_0^{N_{\text{end}}} dN \sqrt{c_s} \]  

(93)

where \( N_{\text{end}} \) is the number of e-folds from the time the present Hubble scale exits the horizon to the end of inflation, and \( r_{\text{CMB}} \) corresponds to the observable tensor to scalar ratio. Our definition (93) differs from that given in [23] only by the inclusion of \( \cos \Theta \). Combining Eqs. (92) and (93), \( r_{\text{CMB}} \) is thus related to the distance along the background trajectory \( \Delta \sigma = \int_0^{N_{\text{end}}} d\sigma \) by the expression

\[ r_{\text{CMB}} = \frac{8}{N_{\text{eff}}^2} \left( \frac{\Delta \sigma}{M_P} \right)^2. \]  

(94)
In single-field DBI, $\Delta \sigma = \Delta \phi$, and since the field variation is limited by the size of the throat, one obtains the upper bound cited above [24]. With respect to single field DBI inflation, multi-field effects act in two opposite directions. The entropy-adiabatic transfer tends to increase $N^2_{\text{eff}}$ (assuming the same evolution $r(N)$), which leads to a smaller $r_{\text{CMB}}$. However, in warped flux compactifications with a conical throat, the field variation can now be larger than in the single-field case (corresponding to a purely radial motion) since the size of the throat limits only the radial displacement of the brane, not the angular displacement.

In fact the exact size of the upper bound on $r$ is not the crucial component of this discussion. The most dramatic change comes from the second constraint (formerly a lower bound), to which we now turn. For that purpose, note that using the definitions given in Eq. (68), $\eta$ can be reexpressed in terms of the two other parameters $\epsilon$ and $s$, as well as the time derivative of the warp factor $f$. Indeed, the time derivative of $\epsilon$ in Eq. (91) gives

$$\eta = \frac{2 \dot{\sigma}}{H \dot{\sigma}} - s + 2 \epsilon = 2 \epsilon - \frac{1 + c_s^2 s - \dot{f}}{H f},$$

where we have used the relation $\dot{\sigma}^2 = (1 - c_s^2)/f$ and its derivative for the second equality. After substitution in (70), and using $r = 16 \epsilon \cos^3 \Theta/\sqrt{3|f_{\text{NL}}|}$, one obtains

$$1 - n_{\text{R}} \simeq \frac{\sqrt{3}|f_{\text{NL}}| r}{4 \cos^3 \Theta} - \frac{\dot{f}}{H f} + \alpha_s \sin(2 \Theta) + 2 \beta_s \sin^2 \Theta$$

where we have neglected a term proportional to $c_s^2 s_s$, since $s_s$ is small and we work in the relativistic regime ($c_s^2 < 1$). Note that the last two terms in (96) are related to the observables $n_{\text{NG}}^\text{eq}$ and $s_s$ through Eq. (90).

In the UV single field case, in which $\dot{f} > 0$ and $\Theta = 0$, the last two terms in Eq. (96) vanish, and this leads to the lower bound

$$r > \frac{4}{\sqrt{3|f_{\text{NL}}|}} (1 - n_{\text{R}}) \quad \text{(single field)}$$

From the upper bound on $|f_{\text{NL}}|$ from WMAP5

$$-151 < f_{\text{NL}}^\text{equil} < 253 \quad \text{at 95\% C.L.},$$

one obtains $r \gtrsim 0.1 (1 - n_{\text{R}}) \gtrsim 10^{-3}$.

In the multi-field case, still assuming a UV scenario with $\dot{f} > 0$, one immediately sees that the detection of a deviation from scale-invariance is no longer incompatible with a very low prediction for the amount of gravitational waves. Indeed, when there is a non-negligible transfer between entropy and adiabatic modes ($\Theta \neq 0$), the last two terms of Eq. (96) can now give a significant contribution to $(1 - n_{\text{R}})$, even when $r$ is too small to be detected. This shows that the very stringent constraint Eq. (97) no longer applies in a multi-field setup.

9 Conclusions

In the present work, we have analysed the generation of primordial perturbations in the context of multi-field DBI inflation, by taking into account the various bulk
form fields, which influence the dynamics of a D3-brane moving in a six-dimensional compact space.

For linear perturbations of the scalar type, we have shown that, in the presence of a bulk form $B_2$, the fluctuations of the scalar fields (i.e. fluctuations of the brane position in the compact space) induce fluctuations of the $U(1)$ gauge field confined on the brane. This precise relation between the two entails an exact compensation in the second-order scalar action between the terms coming from the perturbations of $F_2$ and the terms coupling the scalar field perturbations to the bulk fields. As a consequence, the second-order action expressed in terms of the true scalar degrees of freedom is exactly the same as that obtained by ignoring the bulk form fields and the $U(1)$ gauge field on the brane. The same cancellation occurs in the third-order scalar action.

A new feature is the presence of two vector degrees of freedom arising from the $U(1)$ gauge field confined on the brane. If the dilaton and axion are trivial, i.e. homogeneous along the compact dimensions, the dynamics of the (linear) vector modes is governed by an action which is quite similar to that of standard electromagnetism, with the exception that gauge field is coupled to the induced background metric rather than the usual FLRW metric. This property, well-known in other contexts and which we have applied to cosmology here, explains in a transparent way why the gauge field quantum fluctuations are not amplified, as has been pointed out recently. Amplification is possible with a non-trivial dilaton or axion, as in similar mechanisms proposed to generate primordial magnetic fields in the very early Universe. However, since the gauge field under consideration is a priori distinct from any standard model gauge field, its relevance to magnetogenesis remains to be established.

Finally, we have extended the constraints on gravitational waves for *multi-field* DBI-inflation. This analysis is especially important as it has been shown that typical UV *single-field* DBI inflation is ruled out by incompatible constraints on the tensor to scalar ratio: on the one hand, the amount of gravitational waves generated in most models derived from string theory is extremely small; on the other hand, the deviation of the scalar spectrum from exact scale invariance, which is now favoured by CMB observations, implies a non-negligible amount of gravitational waves, at least much higher than the typical theoretical predictions.

For multi-field DBI inflation, the upper bound for the predicted amount of gravitational waves can change, but no dramatically so in general. However, the second constraint on gravitational waves is no longer valid in multi-field inflation since the observed spectral index depends not only on $r$ but also on the transfer between entropy and adiabatic modes. Therefore, a tiny amount of gravitational waves is perfectly compatible with a deviation from scale invariance if an entropy-adiabatic transfer took place while the cosmological perturbations observed today were generated during inflation.

**Acknowledgements**

We would like to thank Emilian Dudas, Elias Kiritsis and Francesco Nitti, and particularly Costas Bachas, for useful discussions.
References

[1] L. McAllister and E. Silverstein, “String Cosmology: A Review,” arXiv:0710.2951 [hep-th].

[2] C. P. Burgess, “Lectures on Cosmic Inflation and its Potential Stringy Realizations,” PoS P2GC (2006) 008 [Class. Quant. Grav. 24 (2007) S795 arXiv:0708.2865 [hep-th]].

[3] R. Kallosh, “On Inflation in String Theory,” Lect. Notes Phys. 738 (2008) 119 arXiv:hep-th/0702059.

[4] J. M. Cline, “String cosmology,” arXiv:hep-th/0612129.

[5] S. H. Henry Tye, “Brane inflation: String theory viewed from the cosmos,” arXiv:hep-th/0610221.

[6] N. Barnaby, Z. Huang, L. Kofman and D. Pogosyan, arXiv:0902.0615 [hep-th].

[7] D. Green, B. Horn, L. Senatore and E. Silverstein, arXiv:0902.1006 [hep-th].

[8] C. Armendariz-Picon, T. Damour and V. F. Mukhanov, Phys. Lett. B 458, 209 (1999) arXiv:hep-th/9904075.

[9] G. W. Gibbons, Phys. Lett. B 537 (2002) 1 arXiv:hep-th/0204008.

[10] E. Silverstein and D. Tong, Phys. Rev. D 70, 103505 (2004) arXiv:hep-th/0310221.

[11] M. Alishahiaha, E. Silverstein and D. Tong, Phys. Rev. D 70, 123505 (2004) arXiv:hep-th/0404084.

[12] X. Chen, Phys. Rev. D 71 (2005) 063506 arXiv:hep-th/0408084.

[13] X. Chen, JHEP 0508 (2005) 045 arXiv:hep-th/0501184.

[14] J. Garriga and V. F. Mukhanov, Phys. Lett. B 458, 219 (1999) arXiv:hep-th/9904176.

[15] X. Chen, M. x. Huang, S. Kachru and G. Shiu, JCAP 0701 (2007) 002 arXiv:hep-th/0605045.

[16] D. Langlois and S. Renaux-Petel, JCAP 0804 (2008) 017 arXiv:0801.1085 [hep-th].

[17] D. Langlois, S. Renaux-Petel, D. A. Steer and T. Tanaka, Phys. Rev. D 78, 063523 (2008) arXiv:0806.0336 [hep-th].

[18] D. Langlois, S. Renaux-Petel, D. A. Steer and T. Tanaka, Phys. Rev. Lett. 101 (2008) 061301 arXiv:0804.3139 [hep-th].

[19] F. Arroja, S. Mizuno and K. Koyama, JCAP 0808 (2008) 015 arXiv:0806.0619 [astro-ph].
[20] I. R. Klebanov and M. J. Strassler, JHEP 0008 (2000) 052 [arXiv:hep-th/0007191].

[21] C. P. Herzog, I. R. Klebanov and P. Ouyang, [arXiv:hep-th/0108101].

[22] D. H. Lyth, Phys. Rev. Lett. 78 (1997) 1861 [arXiv:hep-ph/9606387].

[23] D. Baumann and L. McAllister, Phys. Rev. D 75 (2007) 123508 [arXiv:hep-th/0610285].

[24] J. E. Lidsey and I. Huston, JCAP 0707 (2007) 002 [arXiv:0705.0240 [hep-th]].

[25] S. B. Giddings, S. Kachru and J. Polchinski, Phys. Rev. D 66 (2002) 106006 [arXiv:hep-th/0105097].

[26] R. G. Leigh, Mod. Phys. Lett. A 4 (1989) 2767.

[27] C. P. Bachas, “Lectures on D-branes,” [arXiv:hep-th/9806199].

[28] J. Polchinski, “String theory. Vol. 1: An introduction to the bosonic string,” Cambridge, UK: Univ. Pr. (1998) 402 p

J. Polchinski, “String theory. Vol. 2: Superstring theory and beyond,” Cambridge, UK: Univ. Pr. (1998) 531 p

[29] M. Born and L. Infeld, Proc. Roy. Soc. Lond. A 144 (1934) 425.

[30] N. Seiberg and E. Witten, JHEP 9909 (1999) 032 [arXiv:hep-th/9908142].

[31] V. F. Mukhanov, H. A. Feldman and R. H. Brandenberger, Phys. Rept. 215, 203 (1992).

[32] D. Langlois, “Inflation, quantum fluctuations and cosmological perturbations,” in Cargese 2003, Particle physics and cosmology, p. 235-278 [arXiv:hep-th/0405053].

[33] A. A. Starobinsky and J. Yokoyama, gr-qc/9502002.

[34] Z. Lalak, D. Langlois, S. Pokorski and K. Turzynski, JCAP 0707, 014 (2007) [arXiv:0704.0212 [hep-th]].

[35] A. C. Vincent and J. M. Cline, JHEP 0810, 093 (2008) [arXiv:0809.2982 [astro-ph]].

[36] A. Ashoorioon, A. Krause and K. Turzynski, [arXiv:0810.4660 [hep-th]].

[37] H. Y. Chen, J. O. Gong and G. Shiu, JHEP 0809 (2008) 011 [arXiv:0807.1927 [hep-th]].

[38] S. H. Tye, J. Xu and Y. Zhang, [arXiv:0812.1944 [hep-th]].

[39] K. Bamba, N. Ohta and S. Tsujikawa, Phys. Rev. D 78 (2008) 043524 [arXiv:0805.3862 [astro-ph]].
[40] L. Parker, Phys. Rev. Lett. 21 (1968) 562.
[41] B. Ratra, Astrophys. J. 391 (1992) L1.
[42] W. D. Garretson, G. B. Field and S. M. Carroll, Phys. Rev. D 46 (1992) 5346 arXiv:hep-ph/9209238.
[43] P. P. Kronberg, Rept. Prog. Phys. 57 (1994) 325.
[44] D. Grasso and H. R. Rubinstein, Phys. Rept. 348 (2001) 163 arXiv:astro-ph/0009061.
[45] L. M. Widrow, Rev. Mod. Phys. 74 (2002) 775 arXiv:astro-ph/0207240.
[46] D. Seery, arXiv:0810.1617 [astro-ph].
[47] D. Langlois and F. Vernizzi, JCAP 0702, 017 (2007) arXiv:astro-ph/0610064.
[48] S. Renaux-Petel and G. Tasinato, JCAP 0901 (2009) 012 arXiv:0810.2405 [hep-th].
[49] M. LoVerde, A. Miller, S. Shandera and L. Verde, JCAP 0804 (2008) 014 arXiv:0711.4126 [astro-ph].
[50] E. Komatsu et al. [WMAP Collaboration], arXiv:0803.0547 [astro-ph].
[51] M. Becker, L. Leblond and S. E. Shandera, Phys. Rev. D 76 (2007) 123516 arXiv:0709.1170 [hep-th].
[52] T. Kobayashi, S. Mukohyama and S. Kinoshita, JCAP 0801 (2008) 028 arXiv:0708.4285 [hep-th].
[53] E. Silverstein and A. Westphal, arXiv:0803.3085 [hep-th].
[54] L. McAllister, E. Silverstein and A. Westphal, arXiv:0808.0706 [hep-th].
[55] A. Avgoustidis and I. Zavala, arXiv:0810.5001 [hep-th].
[56] A. Krause, JCAP 0807 (2008) 001 arXiv:0708.4414 [hep-th].
[57] I. Huston, J. E. Lidsey, S. Thomas and J. Ward, arXiv:0802.0398 [hep-th].