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Abstract

We pursue our work on the asymptotic regimes of the Landau-Lifshitz equation for biaxial ferromagnets. We put the focus on the cubic Schrödinger equation, which is known to describe the dynamics in a regime of strong easy-axis anisotropy. In any dimension, we rigorously prove this claim for solutions with sufficient regularity. In this regime, we additionally classify the one-dimensional solitons of the Landau-Lifshitz equation and quantify their convergence towards the solitons of the one-dimensional cubic Schrödinger equation.
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1 Introduction

Introduced by Landau and Lifshitz in [20], the Landau-Lifshitz equation

$$\partial_t m + m \times (\Delta m - J(m)) = 0, \quad (\text{LL})$$

describes the macroscopical dynamics of the magnetization $m = (m_1, m_2, m_3) : \mathbb{R}^N \times \mathbb{R} \to \mathbb{S}^2$ in a ferromagnetic material. The possible anisotropy of the material is taken into account by the diagonal matrix $J := \text{diag}(J_1, J_2, J_3)$, but dissipation is neglected (see e.g. [19]). The dynamics is Hamiltonian and the corresponding Hamiltonian is the Landau-Lifshitz energy

$$E_{\text{LL}}(m) := \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla m|^2 + \lambda_1 m_1^2 + \lambda_3 m_3^2).$$

The characteristic numbers $\lambda_1 := J_2 - J_1$ and $\lambda_3 := J_2 - J_3$ give account of the anisotropy since they determine the preferential orientations of the magnetization with respect to the canonical axes. For biaxial ferromagnets, all the numbers $J_1, J_2$ and $J_3$ are different, so that $\lambda_1 \neq \lambda_3$ and $\lambda_1 \lambda_3 \neq 0$. Uniaxial ferromagnets are characterized by the property that only two of the numbers $J_1, J_2$ and $J_3$ are equal. For instance, let us fix $J_1 = J_2$, which corresponds to $\lambda_1 = 0$ and $\lambda_3 \neq 0$, so that the material has a uniaxial anisotropy in the direction corresponding to the unit vector $e_3 = (0, 0, 1)$. In this case, the ferromagnet owns an easy-axis anisotropy along the vector $e_3$ if $\lambda_3 < 0$, while the anisotropy is easy-plane along the plane $x_3 = 0$ if $\lambda_3 > 0$. In the isotropic case...
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\( \lambda_1 = \lambda_3 = 0 \), the Landau-Lifshitz equation reduces to the well-known Schrödinger map equation (see e.g. [13] [26] [8] [1] and the references therein).

In dimension one, the Landau-Lifshitz equation is completely integrable by means of the inverse scattering method (see e.g. [14]). In this setting, it is considered as a universal model from which it is possible to derive other completely integrable equations. Sklyanin highlighted this property in [24] by deriving two asymptotic regimes corresponding to the Sine-Gordon equation and the cubic Schrödinger equation.

In a previous work [12], we provided a rigorous derivation of the Sine-Gordon regime in any dimension \( N \geq 1 \). This equation appears in a regime of a biaxial material with strong easy-plane anisotropy, where the anisotropy parameters are given by

\[
\lambda_1 = \sigma \varepsilon, \quad \text{and} \quad \lambda_3 = \frac{1}{\varepsilon}.
\]

Here and in the sequel, \( \varepsilon \) refers as usual to a small positive number, and \( \sigma \) is a fixed positive constant. More precisely, we introduced a hydrodynamic formulation of the Landau-Lifshitz equation for which the solutions \( m \) write as

\[
m = ((1 - u^2)^{\frac{1}{2}} \sin(\phi), (1 - u^2)^{\frac{1}{2}} \cos(\phi), u),
\]

and we established that the rescaled functions \( (U_\varepsilon, \Phi_\varepsilon) \) given by

\[
u(x, t) = \varepsilon U_\varepsilon(\varepsilon^{\frac{1}{2}} x, t), \quad \text{and} \quad \phi(x, t) = \Phi_\varepsilon(\varepsilon^{\frac{1}{2}} x, t),
\]

satisfy the Sine-Gordon system

\[
\begin{cases}
\partial_t U = \Delta \Phi - \frac{\sigma}{2} \sin(2\Phi), \\
\partial_t \Phi = U,
\end{cases}
\]

in the limit \( \varepsilon \to 0 \) (under suitable smoothness assumptions on the initial datum). We refer to [12] for more details.

We now focus on the cubic Schrödinger equation, which is obtained in a regime of strong easy-axis anisotropy. For this purpose, we consider a uniaxial material in the direction corresponding to the vector \( e_2 = (0, 1, 0) \) and we fix the anisotropy parameters as

\[
\lambda_1 = \lambda_3 = \frac{1}{\varepsilon}.
\]

For this choice, the complex map \( \tilde{m} = m_1 + im_3 \) and the function \( m_2 \) corresponding to a solution \( m \) to the Landau-Lifshitz equation satisfy \footnote{Here as in the sequel, the notation \( \langle z_1, z_2 \rangle_\mathbb{C} \) stands for the canonical real scalar product of the two complex numbers \( z_1 \) and \( z_2 \), which is given by

\[
\langle z_1, z_2 \rangle_\mathbb{C} = \Re(z_1) \Re(z_2) + \Im(z_1) \Im(z_2) = \Re(z_1 \bar{z}_2).
\]}

\[
\begin{cases}
i \partial_t \tilde{m} + m_2 \Delta \tilde{m} - \tilde{m} \Delta m_2 - \frac{1}{\varepsilon} m_2 \tilde{m} = 0, \\
\partial_t m_2 - \langle i \tilde{m}, \Delta \tilde{m} \rangle_\mathbb{C} = 0.
\end{cases}
\]

Let us introduce the complex-valued function \( \Psi_\varepsilon \) given by

\[
\Psi_\varepsilon(x, t) = \varepsilon^{-\frac{1}{2}} \tilde{m}(x, t) e^{\frac{i}{\varepsilon} \Phi}.
\]
This function is of order 1 in the regime where the map $m_1$ is of order $\varepsilon^{\frac{1}{2}}$. When $\varepsilon$ is small enough, the function $m_2$ does not vanish in this regime, since the solution $m$ is valued into the sphere $S^2$. Assuming that $m_2$ is everywhere positive, it is given by the formula

$$m_2 = (1 - \varepsilon |\Psi_\varepsilon|^2)^{\frac{1}{2}},$$

and the function $\Psi_\varepsilon$ is solution to the nonlinear Schrödinger equation

$$i\partial_t \Psi_\varepsilon + (1 - \varepsilon |\Psi_\varepsilon|^2)^{\frac{1}{2}} \Delta \Psi_\varepsilon + \frac{|\Psi_\varepsilon|^2}{1 + (1 - \varepsilon |\Psi_\varepsilon|^2)^{\frac{1}{2}}} \Psi_\varepsilon + \varepsilon \text{div} \left( \frac{\langle \Psi_\varepsilon, \nabla \Psi_\varepsilon \rangle \mathcal{E}}{1 + (1 - \varepsilon |\Psi_\varepsilon|^2)^{\frac{1}{2}}} \right) \Psi_\varepsilon = 0. \quad \text{(NLS}_\varepsilon)$$

As $\varepsilon \to 0$, the formal limit equation is the focusing cubic Schrödinger equation

$$i\partial_t \Psi + \Delta \Psi + \frac{1}{2} |\Psi|^2 \Psi = 0. \quad \text{(CS)}$$

Our main goal in the sequel is to justify rigorously this cubic Schrödinger regime of the Landau-Lifshitz equation.

We first recall some useful facts about the Cauchy problems for the Landau-Lifshitz and cubic Schrödinger equations. Concerning this latter equation, we refer to [7] for an extended review of the corresponding Cauchy problem. In the sequel, our derivation of the cubic Schrödinger equation requires additional smoothness, so that we are mainly interested in smooth solutions for which a fixed-point argument provides the following classical result.

**Theorem** ([7]). Let $k \in \mathbb{N}$, with $k > N/2$. Given any function $\Psi^0 \in H^k(\mathbb{R}^N)$, there exist a positive number $T_{\max}$ and a unique solution $\Psi \in C^0([0, T_{\max}], H^k(\mathbb{R}^N))$ to the cubic Schrödinger equation with initial datum $\Psi^0$, which satisfies the following statements.

(i) If the maximal time of existence $T_{\max}$ is finite, then

$$\lim_{t \to T_{\max}} \|\Psi(\cdot, t)\|_{H^k} = \infty, \quad \text{and} \quad \limsup_{t \to T_{\max}} \|\Psi(\cdot, t)\|_{L^{\infty}} = \infty.$$

(ii) The flow map $\Psi^0 \mapsto \Psi$ is well-defined and Lipschitz continuous from $H^k(\mathbb{R}^N)$ to $C^0([0, T], H^k(\mathbb{R}^N))$ for any number $0 < T < T_{\max}$.

(iii) When $\Psi^0 \in H^\ell(\mathbb{R}^N)$, with $\ell > k$, the solution $\Psi$ lies in $C^0([0, T], H^\ell(\mathbb{R}^N))$ for any number $0 < T < T_{\max}$.

(iv) The $L^2$-mass $M_2$ and the cubic Schrödinger energy $E_{CS}$ given by

$$M_2(\Psi) = \int_{\mathbb{R}^N} |\Psi|^2, \quad \text{and} \quad E_{CS}(\Psi) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla \Psi|^2 - \frac{1}{4} \int_{\mathbb{R}^N} |\Psi|^4,$$

are conserved along the flow.

The Cauchy problem for the Landau-Lifshitz equation is much more involved. In view of the definition of the Landau-Lifshitz energy, it is natural to solve it in the energy set defined as

$$\mathcal{E}(\mathbb{R}^N) := \{ v \in L^1_{\text{loc}}(\mathbb{R}^N, S^2) : \nabla v \in L^2(\mathbb{R}^N) \text{ and } (v_1, v_3) \in L^2(\mathbb{R}^N)^2 \}.$$

This set appears as a subset of the vector space

$$Z^1(\mathbb{R}^N) := \{ v \in L^1_{\text{loc}}(\mathbb{R}^N, \mathbb{R}^3) : \nabla v \in L^2(\mathbb{R}^N), v_2 \in L^\infty(\mathbb{R}^N) \text{ and } (v_1, v_3) \in L^2(\mathbb{R}^N)^2 \},$$

which is naturally endowed with the norm

$$\|v\|_{Z^1} := \left( \|v_1\|_{H^1}^2 + \|v_2\|_{L^\infty}^2 + \|\nabla v_2\|_{L^2}^2 + \|v_3\|_{H^1}^2 \right)^{\frac{1}{2}}.$$
To our knowledge, the well-posedness of the Landau-Lifshitz equation for general initial data in \( \mathcal{E}(\mathbb{R}^N) \) remains an open question. This difficulty is related to the fact that the Landau-Lifshitz equation is an anisotropic perturbation of the Schrödinger map equation, and the Cauchy problem for this class of equations is well-known to be intrinsically difficult due to their geometric nature (see e.g. [1] and the references therein).

On the other hand, our derivation of the cubic Schrödinger equation requires additional smoothness, so that in the sequel, we do not address the Cauchy problem for the Landau-Lifshitz equation in \( \mathcal{E}(\mathbb{R}^N) \). Instead, we focus on the well-posedness for smooth solutions. Given an integer \( k \geq 1 \), we set

\[
\mathcal{E}^k(\mathbb{R}^N) := \{ v \in \mathcal{E}(\mathbb{R}^N) : \nabla v \in H^{k-1}(\mathbb{R}^N) \},
\]

and we endow this set with the metric structure provided by the norm

\[
\|v\|_{\mathcal{E}^k} := \left( \|v_1\|^2_{H^k} + \|v_2\|^2_{L^\infty} + \|\nabla v_2\|^2_{H^{k-1}} + \|v_3\|^2_{H^k} \right)^{\frac{1}{2}},
\]

of the vector space

\[
\mathcal{Z}^k(\mathbb{R}^N) := \{ v \in L^1_{\text{loc}}(\mathbb{R}^N, \mathbb{R}^3) : (v_1, v_3) \in L^2(\mathbb{R}^N)^2, v_2 \in L^\infty(\mathbb{R}^N) \text{ and } \nabla v \in H^{k-1}(\mathbb{R}^N) \}. \tag{3}
\]

Observe that the energy set \( \mathcal{E}(\mathbb{R}^N) \) then identifies with \( \mathcal{E}^1(\mathbb{R}^N) \).

When \( k \) is large enough, local well-posedness of the Landau-Lifshitz equation in the set \( \mathcal{E}^k(\mathbb{R}^N) \) follows from the next statement of [12].

**Theorem 1** ([12]). Let \( \lambda_1 \) and \( \lambda_3 \) be non-negative numbers, and \( k \in \mathbb{N} \), with \( k > N/2 + 1 \). Given any function \( m^0 \in \mathcal{E}^k(\mathbb{R}^N) \), there exist a positive number \( T_{\text{max}} \) and a unique solution \( m : [0, T_{\text{max}}) \to S^2 \) to the Landau-Lifshitz equation with initial datum \( m^0 \), which satisfies the following statements.

(i) The solution \( m \) is in the space \( L^\infty([0, T], \mathcal{E}^k(\mathbb{R}^N)) \), while its time derivative \( \partial_t m \) is in \( L^\infty([0, T], H^{k-2}(\mathbb{R}^N)) \), for any number \( 0 < T < T_{\text{max}} \).

(ii) If the maximal time of existence \( T_{\text{max}} \) is finite, then

\[
\int_0^{T_{\text{max}}} \|\nabla m(\cdot, t)\|^2_{L^\infty} \, dt = \infty. \tag{4}
\]

(iii) The flow map \( m^0 \mapsto m \) is locally well-defined and Lipschitz continuous from \( \mathcal{E}^k(\mathbb{R}^N) \) to \( C^0([0, T], \mathcal{E}^{k-1}(\mathbb{R}^N)) \) for any number \( 0 < T < T_{\text{max}} \).

(iv) When \( m^0 \in \mathcal{E}^\ell(\mathbb{R}^N) \), with \( \ell > k \), the solution \( m \) lies in \( L^\infty([0, T], \mathcal{E}^\ell(\mathbb{R}^N)) \), with \( \partial_t m \in L^\infty([0, T], H^{\ell-2}(\mathbb{R}^N)) \) for any number \( 0 < T < T_{\text{max}} \).

(v) The Landau-Lifshitz energy is conserved along the flow.

In other words, there exists a unique local continuous flow corresponding to smooth solutions of the Landau-Lifshitz equation. The proof of this property is based on combining a priori energy estimates with a compactness argument. For the Schrödinger map equation, the same result was first proved in [8] when \( N = 1 \), and in [21] for \( N \geq 2 \) (see also [28, 26, 13] for the construction of smooth solutions). In the more general context of hyperbolic systems, a similar result is expected when \( k > N/2 + 1 \) due to the fact that the critical regularity of the equation is given by the condition \( k = N/2 \) (see e.g. [27 Theorem 1.2]).

Going on with our rigorous derivation of the cubic Schrödinger regime, we now express the previous statements in terms of the nonlinear Schrödinger equation (NLS) satisfied by the rescaled function \( \Psi_\epsilon \).
Corollary 2. Let $\varepsilon$ be a fixed positive number, and $k \in \mathbb{N}$, with $k > N/2 + 1$. Consider a function $\Psi_0 \in H^k(\mathbb{R}^N)$ such that
\[ \varepsilon^{\frac{1}{2}} \|\Psi_0\|_{L^\infty} < 1. \] (5)
Then, there exist a positive number $T_\varepsilon$ and a unique solution $\Psi_\varepsilon : \mathbb{R}^N \times [0, T_\varepsilon) \to \mathbb{C}$ to $\text{[NLS]}$ with initial datum $\Psi_0$, which satisfies the following statements.

(i) The solution $\Psi_\varepsilon$ is in the space $L^\infty([0, T], H^k(\mathbb{R}^N))$, while its time derivative $\partial_t \Psi_\varepsilon$ is in $L^\infty([0, T], H^{k-2}(\mathbb{R}^N))$, for any number $0 < T < T_\varepsilon$.

(ii) If the maximal time of existence $T_\varepsilon$ is finite, then
\[ \int_0^{T_\varepsilon} \|\nabla \Psi_\varepsilon(\cdot, t)\|_{L^\infty}^2 dt = \infty, \quad \text{or} \quad \varepsilon^{\frac{1}{2}} \lim_{t \to T_\varepsilon} \|\Psi_\varepsilon(\cdot, t)\|_{L^\infty} = 1. \] (6)

(iii) The flow map $\Psi_0 \mapsto \Psi_\varepsilon$ is locally well-defined and Lipschitz continuous from $H^k(\mathbb{R}^N)$ to $C^0([0, T], H^{k-1}(\mathbb{R}^N))$ for any number $0 < T < T_\varepsilon$.

(iv) When $\Psi_0 \in H^\ell(\mathbb{R}^N)$, with $\ell > k$, the solution $\Psi_\varepsilon$ lies in $L^\infty([0, T], H^\ell(\mathbb{R}^N))$, with $\partial_t \Psi_\varepsilon \in L^\infty([0, T], H^{\ell-2}(\mathbb{R}^N))$ for any number $0 < T < T_\varepsilon$.

(v) The nonlinear Schrödinger energy $\mathcal{E}_\varepsilon$ given by
\[ \mathcal{E}_\varepsilon(\Psi_\varepsilon) = \frac{1}{2} \int_{\mathbb{R}^N} \left( |\Psi_\varepsilon|^2 + \varepsilon |\nabla \Psi_\varepsilon|^2 + \frac{\varepsilon^2 (\Psi_\varepsilon, \nabla \Psi_\varepsilon)^2}{2 - \varepsilon |\Psi_\varepsilon|^2} \right) \]
is conserved along the flow.

(vi) Set
\[ m_0 = \left( \varepsilon^{\frac{1}{2}} \text{Re} (\Psi_0), \left( 1 - \varepsilon |\Psi_0|^2 \right)^{\frac{1}{2}}, \varepsilon^{\frac{1}{2}} \text{Im} (\Psi_0) \right). \]
The function $m : \mathbb{R}^N \times [0, T_\varepsilon) \to \mathbb{S}^2$ given by
\[ m(x, t) = \left( \varepsilon^{\frac{1}{2}} \text{Re} (e^{-\frac{\varepsilon}{2} \Psi_\varepsilon(x, t)}), \left( 1 - \varepsilon |\Psi_\varepsilon(x, t)|^2 \right)^{\frac{1}{2}}, \varepsilon^{\frac{1}{2}} \text{Im} (e^{-\frac{\varepsilon}{2} \Psi_\varepsilon(x, t)}) \right), \] (7)
for any $(x, t) \in \mathbb{R}^N \times [0, T_\varepsilon]$, is the unique solution to $\text{[LL]}$ with initial datum $m_0$ of Theorem 1.

Remark 3. Coming back to the proof of Theorem 1 in [12] and using standard interpolation theory, one can check that the flow map $\Psi_0 \mapsto \Psi_\varepsilon$ is locally well-defined and continuous from $H^k(\mathbb{R}^N)$ to $C^0([0, T], H^{k-1}(\mathbb{R}^N))$ for any number $0 < T < T_\varepsilon$ and any number $s < k$.

Corollary 2 also provides the existence of a unique local continuous flow corresponding to smooth solutions to $\text{[NLS]}$. Its proof relies on the equivalence between the Landau-Lifshitz equation and the nonlinear Schrödinger equation (NLS), when condition (5) is satisfied (see statement (vi) above). We refer to Subsection 3.1 for a detailed proof of this result.

With Corollary 2 at hand, we are now in position to state our main result concerning the rigorous derivation of the cubic Schrödinger regime of the Landau-Lifshitz equation.

Theorem 4. Let $0 < \varepsilon < 1$ be a positive number, and $k \in \mathbb{N}$, with $k > N/2 + 2$. Consider two initial conditions $\Psi_0 \in H^k(\mathbb{R}^N)$ and $\Psi_\varepsilon \in H^{k+3}(\mathbb{R}^N)$, and set
\[ \kappa_\varepsilon := \|\Psi_0\|_{H^k} + \|\Psi_\varepsilon\|_{H^{k+3}} + \varepsilon^{\frac{1}{2}} \|\nabla \Psi_\varepsilon\|_{H^k} + \varepsilon \|\Delta \Psi_\varepsilon\|_{H^k}. \]
Then, there exists a positive number $A$, depending only on $k$, such that, if the initial data $\Psi_0$ and $\Psi_\varepsilon$ satisfy the condition
\[ A \varepsilon^{\frac{1}{2}} \kappa_\varepsilon \leq 1, \] (8)
we have the following statements.

(i) There exists a positive number

\[ T_\varepsilon \geq \frac{1}{A(K_0^2)^2}, \]

such that both the unique solution \( \Psi_\varepsilon \) to \((\text{NLS}_\varepsilon)\) with initial datum \( \Psi_0^0 \), and the unique solution \( \Psi \) to \((\text{CS})\) with initial datum \( \Psi^0 \) are well-defined on the time interval \([0, T_\varepsilon]\).

(ii) We have the error estimate

\[ \| \Psi_\varepsilon(\cdot, t) - \Psi(\cdot, t) \|_{H^{k-2}} \leq \left( \| \Psi_\varepsilon - \Psi_0^0 \|_{H^{k-2}} + A\varepsilon K_0^2 (1 + (K_0^2)^3) \right) e^{A(K_0^2)^2 t}, \]

for any \( 0 \leq t \leq T_\varepsilon \).

Theorem 4 does not only rigorously state the convergence of the Landau-Lifshitz equation towards the cubic Schrödinger equation in any dimension. It also quantifies this convergence in the spirit of what we already proved for the Sine-Gordon regime in \cite{12} (see statement (iv) of \cite{12} Theorem 1). The assumptions \( k > N/2 + 2 \) in Theorem 4 originates in our choice to quantify this convergence. They are tailored in order to obtain the \( \varepsilon \) factor in the right-hand side of the error estimate \((10)\) since we expect this order of convergence to be sharp.

This claim relies on the study of the solitons of the one-dimensional Landau-Lifshitz and cubic Schrödinger equations. In Appendix A we classify the solitons \( m_{c,\omega} \) with speed \( c \) and angular velocity \( \omega \) of the Landau-Lifshitz equation when \( \lambda = \lambda_1 = \lambda_3 \) (see Theorem A.1). We then prove that their difference with respect to the corresponding bright solitons \( \Psi_{c,\omega} \) of the cubic Schrödinger equation is of exact order \( \varepsilon \) as the error factor in \((10)\) (see Proposition A.3).

It is certainly possible to show only convergence under weaker assumptions by using compactness arguments as for the derivation of similar asymptotic regimes (see e.g. \cite{23, 10, 15} concerning Schrödinger-like equations).

Observe that smooth solutions for both the Landau-Lifshitz and the cubic Schrödinger equations are known to exist when the integer \( k \) satisfies the condition \( k > N/2 + 1 \). The additional assumption \( k > N/2 + 2 \) in Theorem 4 is related to the fact that our proof of \((10)\) requires a uniform control of the difference \( \Psi_\varepsilon - \Psi \), which follows from the Sobolev embedding theorem of \( H^{k-2}(\mathbb{R}^N) \) into \( L^\infty(\mathbb{R}^N) \).

Similarly, the fact that \( \Psi_0^0 \) is taken in \( H^{k+3}(\mathbb{R}^N) \) instead of \( H^{k+2}(\mathbb{R}^N) \), which is enough to define the quantity \( K_0^0 \), is related to the loss of one derivative for establishing the flow continuity in statement \((iii)\) of Corollary 2.

Finally, the loss of two derivatives in the error estimate \((10)\) can be partially recovered by combining standard interpolation theory with the estimates in Proposition 2.4 and Lemma 2.5. Under the assumptions of Theorem 4, the solutions \( \Psi_\varepsilon \) converge towards the solution \( \Psi \) in \( C^0([0, T_\varepsilon], H^s(\mathbb{R}^N)) \) for any \( 0 \leq s < k \), when \( \Psi_\varepsilon \) tends to \( \Psi_0^0 \) in \( H^{k+2}(\mathbb{R}^N) \) as \( \varepsilon \to 0 \), but the error term is not necessarily of order \( \varepsilon \) due to the interpolation process.

Note here that condition \((\text{CS})\) is not really restrictive in order to analyze such a convergence. At least when \( \Psi_\varepsilon \) tends to \( \Psi_0^0 \) in \( H^{k+2}(\mathbb{R}^N) \) as \( \varepsilon \to 0 \), the quantity \( K_0^0 \) tends to twice the norm \( \| \Psi_0^0 \|_{H^k} \) in the limit \( \varepsilon \to 0 \), so that condition \((\text{CS})\) is always fulfilled. Moreover, the error estimate \((10)\) is available on a time interval of order \( 1/\| \Psi_0^0 \|_{H^k}^2 \), which is similar to the minimal time of existence of the smooth solutions to the cubic Schrödinger equation (see Lemma 2.5 below).

Apart from the intrinsic interest of Theorem 4, it is well-known that deriving asymptotic regimes is a powerful tool in order to tackle the analysis of intricate equations. In this direction,
we expect that our rigorous derivation of the cubic Schrödinger regime will be a useful tool in order to describe the dynamical properties of the Landau-Lifshitz equation, in particular the role played by the solitons in this dynamics (see e.g. [6, 16] where this strategy was developed in order to prove the asymptotic stability of the dark solitons of the Gross-Pitaevskii equation by using its link with the Korteweg-de Vries equation [10, 4, 5]).

The rest of the paper is mainly devoted to the proof of Theorem 4. In Section 2 we explain our strategy for this proof. Section 3 gathers the proof of Corollary 2 as well as the detailed proofs of the main steps in the proof of Theorem 4. Finally, Appendix A deals with the classification of the solitons of the Landau-Lifshitz equation when \( \lambda = \lambda_1 = \lambda_3 \), and with their convergence towards the bright solitons of the cubic Schrödinger equation.

## 2 Strategy of the proof of Theorem 4

The proof relies on the consistency between the Schrödinger equations (NLS\(_{\varepsilon} \)) and (CS) in the limit \( \varepsilon \to 0 \). Indeed, we can recast (NLS\(_{\varepsilon} \)) as

\[
i\partial_t \Psi_\varepsilon + \Delta \Psi_\varepsilon + \frac{1}{2} |\Psi_\varepsilon|^2 \Psi_\varepsilon = \varepsilon \mathcal{R}_\varepsilon,
\]

where the remainder term \( \mathcal{R}_\varepsilon \) is given by

\[
\mathcal{R}_\varepsilon := \frac{|\Psi_\varepsilon|^2}{1 + (1 - \varepsilon |\Psi_\varepsilon|^2)^{\frac{1}{2}}} \Delta \Psi_\varepsilon - \frac{|\Psi_\varepsilon|^4}{2(1 + (1 - \varepsilon |\Psi_\varepsilon|^2)^{\frac{1}{2}})^2} \Psi_\varepsilon - \text{div} \left( \frac{\langle \Psi_\varepsilon, \nabla \Psi_\varepsilon \rangle \varepsilon}{(1 - \varepsilon |\Psi_\varepsilon|^2)^{\frac{1}{2}}} \right) \Psi_\varepsilon.
\]

In order to establish the convergence towards the cubic Schrödinger equation, our main goal is to control the remainder term \( \mathcal{R}_\varepsilon \) on a time interval \([0, T_\varepsilon]\) as long as possible. In particular, we have to show that the maximal time \( T_\varepsilon \) for this control does not vanish in the limit \( \varepsilon \to 0 \).

The strategy for reaching this goal is reminiscent from a series of papers concerning the rigorous derivation of long-wave regimes for various Schrödinger-like equations (see [23, 8, 4, 10, 5, 2, 9, 15, 12] and the references therein). The main argument is to perform suitable energy estimates on the solutions \( \Psi_\varepsilon \) to (NLS\(_{\varepsilon} \)). These estimates provide Sobolev bounds for the remainder term \( \mathcal{R}_\varepsilon \), which are used to control the differences \( u_\varepsilon := \Psi_\varepsilon - \Psi \) with respect to the solutions \( \Psi \) to (CS). This further control is also derived from energy estimates.

Concerning the estimates of the solutions \( \Psi_\varepsilon \), we rely on the equivalence with the solutions \( m \) to (LL) in Corollary 2. Using this equivalence, we can go back to the computations made in [12] for the derivation of the Sine-Gordon regime of the Landau-Lifshitz equation. More precisely, given a positive number \( T \) and a sufficiently smooth solution \( m : \mathbb{R}^N \times [0, T] \to S^2 \) to (LL), we define the energy \( E_{\varepsilon}^k \) of order \( k \geq 2 \) as

\[
E_{\varepsilon}^k(t) := \frac{1}{2} \left( \| \partial_t m(\cdot, t) \|^2_{H^{k-2}} + \| \Delta m(\cdot, t) \|^2_{H^{k-2}} + (\lambda_1 + \lambda_3) \left( \| \nabla m_1(\cdot, t) \|^2_{H^{k-2}} + \| \nabla m_3(\cdot, t) \|^2_{H^{k-2}} \right) + \lambda_3 \left( \| m_1(\cdot, t) \|^2_{H^{k-2}} + \| m_3(\cdot, t) \|^2_{H^{k-2}} \right) \right),
\]

for any \( t \in [0, T] \). In the regime \( \lambda_1 = \lambda_3 = 1/\varepsilon \), we can prove the following improvement of the computations made in [12] Proposition 1.

**Proposition 2.1.** Let \( 0 < \varepsilon < 1 \), and \( k \in \mathbb{N} \), with \( k > N/2 + 1 \). Assume that

\[
\lambda_1 = \lambda_3 = \frac{1}{\varepsilon},
\]
and that $m$ is a solution to (LL) in $C^0([0, T], \mathcal{E}^{k+4}(\mathbb{R}^N))$, with $\partial_t m \in C^0([0, T], H^{k+2}(\mathbb{R}^N))$. Given any integer $2 \leq \ell \leq k + 2$, the energies $E^k_{LL}$ are of class $C^1$ on $[0, T]$, and there exists a positive number $C_k$, depending possibly on $k$, but not on $\varepsilon$, such that their derivatives satisfy

$$[E^k_{LL}]'(t) \leq C_k \left( \|m_1(\cdot, t)\|_{L^\infty}^2 + \|m_3(\cdot, t)\|_{L^\infty}^2 + \|\nabla m(\cdot, t)\|_{L^\infty}^2 \right) \left( E^k_{LL}(t) + E^k_{LL}^{-1}(t) \right),$$

for any $t \in [0, T]$. For $\ell = 1$, the quantity $E^1_{LL}(t)$ in this expression is equal to the Landau-Lifshitz energy $E_{LL}(m(\cdot, t))$.

As for the proof of [12] Proposition 1, the estimates in Proposition 2 rely on the following identity. Under assumption (2.3), we derive from (LL) the second-order equation

$$\partial_t m + \nabla^2 m - \frac{2}{\varepsilon} \left( \Delta m e_1 + \Delta m e_3 \right) + \frac{1}{\varepsilon^2} \left( m_1 e_1 + m_3 e_3 \right) = F_\varepsilon(m),$$

where

$$F_\varepsilon(m) := \sum_{1 \leq i, j \leq N} \left( \partial_i (2m_{i} \partial_j m)_{R^3} \partial_j m - |\partial_j m|^2 \partial_i m \right) - 2\partial_{ij} \left( (\partial_i m, \partial_j m)_{R^3} m \right)$$

$$- \frac{1}{\varepsilon} \left( m_1^2 + 3m_3^2 \right) \Delta m e_1 + (3m_1^2 + m_3^2) \Delta m e_3 - 2m_1m_3(\Delta m e_3 + \Delta m e_1)$$

$$+ (m_1^2 + m_3^2) \Delta m e_2 - |\nabla m|^2 (m_1 e_1 + m_3 e_3) + \nabla (m_1^2 + m_3^2) \cdot \nabla m.$$  

Note here that the computation of this formula uses the pointwise identities

$$\langle m, \partial_i m \rangle_{R^3} = \langle m, \partial_i m \rangle_{R^3} + |\partial_i m|^2 = \langle m, \partial_i m \rangle_{R^3} + 2\langle \partial_i m, \partial_i m \rangle_{R^3} + \langle \partial_i m, \partial_i m \rangle_{R^3} = 0,$$

which hold for any $1 \leq i, j \leq N$, due to the property that $m$ is valued into the sphere $S^2$.

Since $\lambda_1 = \lambda_3$, the expression of the function $F_\varepsilon(m)$ in (2.4) is simpler than the one that was computed in [12]. In contrast with the formula in [12] Proposition 1, the multiplicative factor in the right-hand side of (2.5) now only depends on the uniform norms of the functions $m_1, m_3$ and $\nabla m$. This property is crucial in order to use these estimates in the cubic Schrödinger regime.

The next step of the proof is indeed to express the quantities $E^k_{LL}$ in terms of the functions $\Psi_\varepsilon$. Assume that these functions $\Psi_\varepsilon : \mathbb{R}^N \times [0, T] \to \mathbb{C}$ are smooth enough. In view of (2) and (NLS), it is natural to set

$$\mathcal{E}_\varepsilon^k(t) := \frac{1}{2} \left( \left\| \Psi_\varepsilon(\cdot, t) \right\|^2_{H^{k-2}} + \varepsilon \left\| \nabla \Psi_\varepsilon(\cdot, t) \right\|^2_{H^{k-2}} + \varepsilon^2 \left\| \Delta \Psi_\varepsilon(\cdot, t) \right\|^2_{H^{k-2}} + \varepsilon \left( \left\| \partial_t (1 - \varepsilon |\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \right\|^2_{H^{k-2}} + \left\| \Delta (1 - \varepsilon |\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \right\|^2_{H^{k-2}} + 2 \left\| \nabla \Psi_\varepsilon(\cdot, t) \right\|^2_{L^\infty} \right) \right)$$

for any $k \geq 2$ and any $t \in [0, T]$. Combining the local well-posedness result of Corollary 2 and the computations in Proposition 2.1, we obtain

**Corollary 2.2.** Let $0 < \varepsilon < 1$, and $k \in \mathbb{N}$, with $k > N/2 + 1$. Consider a function $\Psi^0_\varepsilon \in H^{k+5}(\mathbb{R}^N)$ satisfying condition (14), and let $\Psi_\varepsilon : \mathbb{R}^N \times [0, T_\varepsilon] \to \mathbb{C}$ be the corresponding solution to (NLS). Given any integer $2 \leq \ell \leq k + 2$ and any number $0 \leq T \leq T_\varepsilon$, the energies $\mathcal{E}_\varepsilon^\ell$ are of class $C^4$ on $[0, T]$, and there exists a positive number $C_k$, depending possibly on $k$, but not on $\varepsilon$, such that their derivatives satisfy

$$[\mathcal{E}_\varepsilon^\ell]'(t) \leq C_k \left( \left\| \Psi_\varepsilon(\cdot, t) \right\|^2_{L^\infty} + \left\| \nabla \Psi_\varepsilon(\cdot, t) \right\|^2_{L^\infty} + \varepsilon \left\| \nabla \Psi_\varepsilon(\cdot, t) \nabla \Psi_\varepsilon(\cdot, t) \right\|^2_{L^\infty} \right) \left( \mathcal{E}_\varepsilon^\ell(t) + \mathcal{E}_\varepsilon^{\ell-1}(t) \right),$$

for any $t \in [0, T]$. Combining the local well-posedness result of Corollary 2 and the computations in Proposition 2.1, we obtain
for any $t \in [0, T]$. For $\ell - 1 = 1$, the quantity $\mathcal{C}_\varepsilon^1(t)$ in this expression is equal to the nonlinear Schrödinger energy $\mathcal{E}_\varepsilon(t)$.

In order to gain a control on the solutions $\Psi_\varepsilon$ to \((\text{NLS}_\varepsilon)\) from inequality \((2.9)\), we now have to characterize the Sobolev norms, which are controlled by the energies $\mathcal{C}_\varepsilon^k$. In this direction, we show

**Lemma 2.3.** Let $0 < \varepsilon < 1$, $T > 0$ and $k \in \mathbb{N}$, with $k > N/2 + 1$. Consider a solution $\Psi_\varepsilon \in C^0([0, T], H^{k+4}(\mathbb{R}^N))$ to \((\text{NLS}_\varepsilon)\) such that the unique solution $\Psi_\varepsilon \in C^0([0, T], H^{k+4}(\mathbb{R}^N))$ to \((\text{NLS}_\varepsilon)\) such that

$$\sigma_T := \varepsilon^{\frac{1}{2}} \max_{t \in [0, T]} \|\Psi_\varepsilon(\cdot, t)\|_{L^\infty} < 1. \quad (2.10)$$

There exists a positive number $C$, depending possibly on $\sigma_T$ and $k$, but not on $\varepsilon$, such that

$$\frac{1}{2} \left( \|\Psi_\varepsilon(\cdot, t)\|_{H^{k-2}}^2 + \varepsilon \|\nabla \Psi_\varepsilon(\cdot, t)\|_{H^{k-2}}^2 + \varepsilon^2 \|\Delta \Psi_\varepsilon(\cdot, t)\|_{H^{k-2}}^2 \right) \leq \mathcal{C}_\varepsilon(t) \leq C \left( \|\Psi_\varepsilon(\cdot, t)\|_{H^{k-2}}^2 + \varepsilon \|\nabla \Psi_\varepsilon(\cdot, t)\|_{H^{k-2}}^2 + \varepsilon^2 \|\Delta \Psi_\varepsilon(\cdot, t)\|_{H^{k-2}}^2 \right), \quad (2.11)$$

for any $2 \leq \ell \leq k + 2$ and any $t \in [0, T]$. Moreover, we also have

$$\frac{1}{2} \left( \|\Psi_\varepsilon(\cdot, t)\|_{L^2}^2 + \varepsilon \|\nabla \Psi_\varepsilon(\cdot, t)\|_{L^2}^2 \right) \leq \mathcal{C}_\varepsilon(t) \leq C \left( \|\Psi_\varepsilon(\cdot, t)\|_{L^2}^2 + \varepsilon \|\nabla \Psi_\varepsilon(\cdot, t)\|_{L^2}^2 \right), \quad (2.12)$$

for any $t \in [0, T]$.

With Corollary 2.2 and Lemma 2.3 at hand, we are now in position to provide the following control on the solutions $\Psi_\varepsilon$ to \((\text{NLS}_\varepsilon)\).

**Proposition 2.4.** Let $0 < \varepsilon < 1$, $0 < \sigma < 1$ and $k \in \mathbb{N}$, with $k > N/2 + 1$. There exists a positive number $C_\varepsilon$, depending possibly on $\sigma$ and $k$, but not on $\varepsilon$, such that if an initial datum $\Psi_0^\varepsilon \in H^{k+3}(\mathbb{R}^N)$ satisfies

$$C_\varepsilon \varepsilon^{\frac{1}{2}} \left( \|\Psi_0^\varepsilon\|_{H^k} + \varepsilon^{\frac{1}{2}} \|\nabla \Psi_0^\varepsilon\|_{H^k} + \varepsilon \|\Delta \Psi_0^\varepsilon\|_{H^k} \right) \leq 1, \quad (2.13)$$

then there exists a positive time

$$T_\varepsilon \geq \frac{1}{C_\varepsilon \left( \|\Psi_0^\varepsilon\|_{H^k} + \varepsilon^{\frac{1}{2}} \|\nabla \Psi_0^\varepsilon\|_{H^k} + \varepsilon \|\Delta \Psi_0^\varepsilon\|_{H^k} \right)^2},$$

such that the unique solution $\Psi_\varepsilon$ to \((\text{NLS}_\varepsilon)\) with initial condition $\Psi_0^\varepsilon$ satisfies the uniform bound

$$\varepsilon^{\frac{1}{2}} \|\Psi_\varepsilon(\cdot, t)\|_{L^\infty} \leq \sigma,$$ as well as the energy estimate

$$\|\Psi_\varepsilon(\cdot, t)\|_{H^k} + \varepsilon^{\frac{1}{2}} \|\nabla \Psi_\varepsilon(\cdot, t)\|_{H^k} + \varepsilon \|\Delta \Psi_\varepsilon(\cdot, t)\|_{H^k} \leq C_\varepsilon \left( \|\Psi_0^\varepsilon\|_{H^k} + \varepsilon^{\frac{1}{2}} \|\nabla \Psi_0^\varepsilon\|_{H^k} + \varepsilon \|\Delta \Psi_0^\varepsilon\|_{H^k} \right), \quad (2.14)$$

for any $0 \leq t \leq T_\varepsilon$. 
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An important feature of Proposition 2.4 lies in the fact that the solutions \( \Psi \) are controlled uniformly with respect to the small parameter \( \varepsilon \) up to a loss of three derivatives. This loss is usual in the context of asymptotic regimes for Schrödinger-like equations (see e.g. [1, 5] and the references therein). It is related to the property that the energies \( E_{\text{Li}}^k \) naturally scale according to the right-hand side of (2.14) in the limit \( \varepsilon \to 0 \). This property is the origin of a loss of two derivatives. The extra loss is due to the requirement to use the continuity of the \( (\text{NLS}_\varepsilon) \) flow with respect to the initial datum in order to prove Proposition 2.4, and this continuity holds with a loss of one derivative\(^2\) in view of statement (iii) in Corollary 2.

We now turn to our ultimate goal, which is to estimate the error between a solution \( \Psi_\varepsilon \) to \( (\text{NLS}_\varepsilon) \) and a solution \( \Psi \) to \( (\text{CS}) \). Going back to (2.1), we check that their difference \( u_\varepsilon := \Psi_\varepsilon - \Psi \) satisfies the equation

\[
\begin{align*}
  i\partial_t u_\varepsilon + \Delta u_\varepsilon + \frac{1}{2}(|u_\varepsilon + \Psi|^2(u_\varepsilon + \Psi) - |\Psi|^2\Psi) &= \varepsilon R_\varepsilon. \\
  \text{(2.15)}
\end{align*}
\]

In view of (2.2), we can invoke Proposition 2.4 in order to bound the remainder term \( R_\varepsilon \) in suitable Sobolev norms. On the other hand, we also have to provide a Sobolev control of the solution \( \Psi \) to \( (\text{CS}) \) on a time interval as long as possible. In this direction, we can show the following classical result (see e.g. [7]), by performing standard energy estimates on the \( H^k \)-norms of the solution \( \Psi \).

**Lemma 2.5.** Let \( k \in \mathbb{N} \), with \( k > N/2 \), and \( \Psi^0 \in H^k(\mathbb{R}^N) \). There exists a positive number \( C_k \), depending possibly on \( k \), such that there exists a positive time

\[
  T_* \geq \frac{1}{C_k \|\Psi_0\|_H^2},
\]

for which the unique solution \( \Psi \) to \( (\text{CS}) \) with initial condition \( \Psi^0 \) satisfies the energy estimate

\[
  \|\Psi(\cdot,t)\|_{H^k} \leq C_k \|\Psi^0\|_{H^k},
\]

for any \( 0 \leq t \leq T_* \).

Finally, we can perform standard energy estimates in order to control the difference \( u_\varepsilon \) according to the following statement.

**Proposition 2.6.** Let \( 0 < \varepsilon < 1 \), \( 0 < \sigma < 1 \) and \( k \in \mathbb{N} \), with \( k > N/2 + 2 \). Given an initial condition \( \Psi_0^\varepsilon \in H^{k+3}(\mathbb{R}^N) \), assume that the unique corresponding solution \( \Psi_\varepsilon \) to \( (\text{NLS}_\varepsilon) \) is well-defined on a time interval \([0,T]\) for some positive number \( T \), and that it satisfies the uniform bound

\[
  \varepsilon^{\frac{1}{2}} \|\Psi_\varepsilon(\cdot,t)\|_{L^\infty} \leq \sigma,
\]

for any \( t \ [0,T] \). Assume similarly that the solution \( \Psi \) to \( (\text{CS}) \) with initial datum \( \Psi^0 \in H^k(\mathbb{R}^N) \) is well-defined on \([0,T]\). Set \( u_\varepsilon := \Psi_\varepsilon - \Psi \) and

\[
  \mathcal{K}_\varepsilon(T) := \|\Psi_\varepsilon\|_{C^0([0,T],H^k)} + \|\Psi_\varepsilon\|_{C^0([0,T],H^k)} + \varepsilon^{\frac{1}{2}} \|\nabla \Psi_\varepsilon\|_{C^0([0,T],H^k)} + \varepsilon \|\Delta \Psi_\varepsilon\|_{C^0([0,T],H^k)}.
\]

Then there exists a positive number \( C_\star \), depending possibly on \( \sigma \) and \( k \), but not on \( \varepsilon \), such that

\[
  \|u_\varepsilon(\cdot,t)\|_{H_{k-2}} \leq \left(\|u_\varepsilon(\cdot,0)\|_{H_{k-2}} + \varepsilon \mathcal{K}_\varepsilon(T)\left(1 + \mathcal{K}_\varepsilon(T)^3\right)\right) e^{C_\star \mathcal{K}_\varepsilon(T)^2},
\]

for any \( t \in [0,T] \).

\(^2\)In view of Remark 3, continuity actually holds with any positive loss of fractional derivatives, which translates by a loss of at least one classical derivative.
We are now in position to conclude the proof of Theorem 4.

**Proof of Theorem 4.** Under the assumptions of Theorem 4, we can apply Proposition 2.4 (with \( \sigma = 1/2 \) for instance) and Lemma 2.5. They provide the existence of a positive number \( C_1 \), depending only on \( k \), and a corresponding number \( T_\varepsilon \), with

\[
T_\varepsilon \geq \frac{1}{C_1(K_\varepsilon^0)^2},
\]

such that, under assumption (3) (with \( A \) replaced by \( C_1 \)), the solution \( \Psi_\varepsilon \) to (NLS) with initial datum \( \Psi_\varepsilon^0 \), and the solution \( \Psi \) to (CS) with initial datum \( \Psi^0 \) are well-defined on the time interval \([0, T_\varepsilon]\). Moreover, the function \( \Psi_\varepsilon \) satisfies condition (2.16) with \( \sigma = 1/2 \) on \([0, T_\varepsilon]\), and the quantity \( K_\varepsilon(T_\varepsilon) \) in Proposition 2.6 is controlled by

\[
K_\varepsilon(T_\varepsilon) \leq C_1K_\varepsilon^0.
\]  

(2.18)

As a consequence, we can invoke Proposition 2.6 with \( \sigma = 1/2 \), which gives the existence of another positive number \( C_2 \), depending only on \( k \), such that

\[
\| \Psi_\varepsilon(\cdot, t) - \Psi(\cdot, t) \|_{H^{k+2}} \leq \left( \| \Psi_\varepsilon^0 - \Psi^0 \|_{H^{k+2}} + \varepsilon K_\varepsilon(T_\varepsilon) (1 + K_\varepsilon(T_\varepsilon)^3) \right)e^{C_2K_\varepsilon(T_\varepsilon)^3t},
\]

for any \( t \in [0, T_\varepsilon] \). Statement (iii) in Theorem 4 follows, with \( A = \max\{C_1, C_1^4, C_2^2C_2\} \). This completes the proof of Theorem 4.

\[\square\]

3 Details of the proofs

3.1 Proof of Corollary 2

The proof essentially reduces to translate the statements in Theorem 4 in terms of the nonlinear Schrödinger equation (NLS). Indeed, consider an initial datum \( \Psi_\varepsilon^0 \in H^k(\mathbb{R}^N) \) satisfying the assumptions of Corollary 2. Coming back to the scaling in (2), we set

\[
m_1^0 = \varepsilon^{\frac{1}{2}} \text{Re}(\Psi_\varepsilon^0) \quad \text{and} \quad m_3^0 = \varepsilon^{\frac{1}{2}} \text{Im}(\Psi_\varepsilon^0),
\]

while we can define the function

\[
m_3^0 = (1 - |\Psi_\varepsilon^0|^2)^{\frac{1}{2}},
\]

due to condition (5). The initial datum \( m^0 = (m_1^0, m_2^0, m_3^0) \) then lies in \( E^k(\mathbb{R}^N) \). Hence, there exists a positive number \( T_{\text{max}} \) and a unique solution \( m \) to (LL) with initial datum \( m^0 \), which satisfies the five statements in Theorem 4. As in (2), we then set

\[
\Psi_\varepsilon(x, t) = \varepsilon^{-\frac{1}{2}}e^{it\frac{m}{2}}(m_1(x, t) + im_3(x, t)).
\]

In view of statement (iii) in Theorem 4, the Sobolev embedding theorem guarantees that the function \( \Psi_\varepsilon \) belongs to \( C^0([0, T_{\text{max}}], C^0_b(\mathbb{R}^N)) \). In particular, we are able to define the number

\[
T_\varepsilon := \sup \{ T \in [0, T_{\text{max}}) \text{ such that } \varepsilon^{\frac{1}{2}} \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} < 1 \text{ for any } t < T \} \leq T_{\text{max}},
\]

and this number is positive due to condition (5). Note here that either \( T_\varepsilon = T_{\text{max}} \), or

\[
\varepsilon^{\frac{1}{2}} \lim_{t \to T_\varepsilon} \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} = 1.
\]
With these definitions at hand, statements (i), (ii) and (iv) of Corollary 2 literally follow from the same statements in Theorem 1. Moreover, the function $m_2$ is continuous on $\mathbb{R}^N \times [0, T_\varepsilon)$ by statement (iii) in Theorem 1 and it does not vanish on this set by definition of the number $T_\varepsilon$ due to the fact that $m$ is valued in $\mathbb{S}^2$. Therefore, we deduce from (3.1) that

$$m_2 = (1 - \varepsilon|\Psi_\varepsilon|^2)^{\frac{1}{2}}, \quad (3.2)$$

on $\mathbb{R}^N \times [0, T_\varepsilon)$. Recall here that the map $m$ is solution to (LL). Since this equation holds with $m \in L^\infty([0, T_{\text{max}}), \mathcal{E}^k(\mathbb{R}^N))$ and $\partial_\alpha m \in L^\infty([0, T_{\text{max}}), H^{k-2}(\mathbb{R}^N))$, we can check that the functions $\tilde{m}$ and $m_2$ solve (1), and it is enough to apply the chain rule theorem to $m_2$ in order to derive that the function $\Psi_\varepsilon$ is solution to (NLS) with initial datum $\Psi_\varepsilon^0$. A direct computation then provides the identity

$$|\nabla m|^2 + \frac{1}{\varepsilon}(m_1^2 + m_3^2) = |\Psi_\varepsilon|^2 + \varepsilon|\nabla \Psi_\varepsilon|^2 + \frac{\varepsilon^2(\Psi_\varepsilon, \nabla \Psi_\varepsilon)^2}{1 - \varepsilon|\Psi_\varepsilon|^2}, \quad (3.3)$$

and the conservation of the energy $\mathcal{E}_\varepsilon$ in statement (v) follows from the same statement in Theorem 1. Note finally that this construction of solution $\Psi_\varepsilon$ to (NLS) guarantees the local Lipschitz continuity of the flow map in statement (iv) of Corollary 2 due to the same property in Theorem 1.

Concerning uniqueness, the argument is similar. Given another possible solution $\tilde{\Psi}_\varepsilon$ to (NLS) with initial data $\Psi_\varepsilon^0$ as in Corollary 2 we set

$$\tilde{m}(x, t) = \left(\varepsilon^\frac{1}{2} \text{Re} \left(e^{-i\varepsilon \tilde{\Psi}_\varepsilon(x, t)}\right), (1 - \varepsilon|\tilde{\Psi}_\varepsilon(x, t)|^2)^{\frac{1}{2}}, \varepsilon^\frac{1}{2} \text{Im} \left(e^{-i\varepsilon \tilde{\Psi}_\varepsilon(x, t)}\right)\right),$$

and we check that the maps $\tilde{m}$ are solutions to (LL) and that they satisfy the statements in Theorem 1 (on time intervals of the form $[0, T_\varepsilon)$). In view of the uniqueness statement in Theorem 1 and of the previous construction of the solution $\Psi_\varepsilon$ to (NLS), we obtain that $\tilde{\Psi}_\varepsilon = \Psi_\varepsilon$, that is the uniqueness of the solution $\Psi_\varepsilon$. Statement (vi) follows from the same argument. This concludes the proof of Corollary 2.

### 3.2 Proof of Proposition 2.1

Let us first recall the Moser estimates

$$\|\partial_x^\alpha f_1 \partial_x^\alpha f_2 \cdots \partial_x^\alpha f_j\|_{L^2} \leq C_{j, k} \max_{1 \leq i \leq j} \|f_m\|_{L^\infty} \|f_i\|_{H^t}, \quad (3.4)$$

which hold for any integers $(j, t) \in \mathbb{N}^2$, any $\alpha = (\alpha_1, \ldots, \alpha_j) \in \mathbb{N}^j$, with $\sum_{i=1}^j \alpha_i = \ell$, and any functions $(f_1, \ldots, f_j) \in L^\infty(\mathbb{R}^N)^j \cap H^t(\mathbb{R}^N)^j$ (see e.g. [22, 18]). Under the assumptions of Proposition 2.1 we derive from these estimates that the second-order derivative $\partial_\alpha m$ belongs to $C^0([0, T], H^k(\mathbb{R}^N))$. Hence, the energies $E_{LL}^\ell$ are of class $C^1$ on $[0, T]$. Moreover, in view of (2.1), integrating by parts provides the formula

$$[E_{LL}^\ell]_t(t) = \langle \partial_\alpha m(\cdot, t), F_\varepsilon(m)(\cdot, t) \rangle_{H^{t-2}} = \sum_{|\alpha| = \ell-2} \int_{\mathbb{R}^N} \langle \partial_\alpha \partial_\alpha f_\varepsilon m(x, t), \partial_\alpha F_\varepsilon(m)(x, t) \rangle_{\mathbb{R}^3} dx, \quad (3.5)$$

for any $t \in [0, T]$. In order to obtain (2.5), we now have to control the derivatives $\partial_\alpha^2 F_\varepsilon(m)$ with respect to the various terms in the quantities $E_{LL}^\ell$ and $E_{LL}^{\ell-1}$. Here, we face the difficulty that the derivative $\partial_\alpha F_\varepsilon(m)$ contains partial derivatives of order $\ell + 1$ of the function $m$, which cannot be bounded with respect to the quantities $E_{LL}^\ell$ and $E_{LL}^{\ell-1}$. In order to by-pass this difficulty,
we bring to light a hidden geometric cancellation in the scalar product in the right-hand side of (3.5).

Let us decompose the derivative $\partial_x^2 F_x(m)$ as

$$\partial_x^2 F_x(m) = -2 \sum_{1 \leq i, j \leq N} \partial_{ij} ((\partial_i m, \partial_j m)_{\mathbb{R}^3}) m + G_1(m) - \frac{1}{\varepsilon} G_2(m) + \frac{1}{\varepsilon^2} G_3(m),$$

(3.6)

according to the definition of $F_x(m)$ in (2.4). By the Leibniz formula, the quantity $G_1(m)$ is here given by

$$G_1(m) := \sum_{1 \leq i, j \leq N} \left( \partial_x^2 \partial_i ((2(\partial_i m, \partial_j m)_{\mathbb{R}^3}) \partial_j m - |\partial_j m|^2 \partial_i m) \right) - 2 \sum_{0 \leq \beta \leq \alpha, \beta \neq 0} \left( \partial_x^{\alpha-\beta} ((\partial_i m, \partial_j m)_{\mathbb{R}^3}) \partial_x^\beta m \right),$$

where $\partial_x^\alpha := \partial_x^a \partial_j$. As a consequence, we directly infer from the Leibniz formula and the Moser estimates (3.4) that

$$\|G_1(m)\|_{L^2} \leq C_k \|\nabla m\|_{L^\infty} \|\nabla m\|_{H^{k-1}}.$$  

(3.7)

Here as in the sequel, the notation $C_k$ refers to a positive number depending only on $k$. Observe that the uniform boundedness of the gradient $\nabla m$ is a consequence of the Sobolev embedding theorem and the assumption $k > N/2 + 1$. Similarly, we have

$$\|G_2(m)\|_{L^2} \leq C_k \left( \|\nabla m\|_{H^{k-1}} (\|m_1\|_{L^\infty}^2 + \|m_3\|_{L^\infty}^2) + \|\nabla m\|_{L^\infty} (\|m_1\|_{H^{k-2}} + \|m_3\|_{H^{k-2}}) \right.$$  

$$\left. + \|\nabla m\|_{L^\infty} \|\nabla m\|_{H^{k-2}} (\|m_1\|_{L^\infty} + \|m_3\|_{L^\infty}) \right),$$

(3.8)

for the quantity

$$G_2(m) := \partial_x^2 \left( (m_1^2 + 3m_3^2) \Delta m_1 e_1 + (3m_1^2 + m_3^2) \Delta m_3 e_3 - 2m_1 m_3 (\Delta m_1 e_3 + \Delta m_3 e_1) \right.$$  

$$+ (m_1^2 + m_3^2) \Delta m_2 e_2 - |\nabla m|^2 (m_1 e_1 + m_3 e_3) + \nabla \left( m_1^2 + m_3^2 \right) \cdot \nabla m \right),$$

and

$$\|G_3(m)\|_{L^2} \leq C_k (\|m_1\|_{L^\infty}^2 + \|m_3\|_{L^\infty}^2) (\|m_1\|_{H^{k-2}} + \|m_3\|_{H^{k-2}}),$$

(3.9)

where

$$G_3(m) := \partial_x^2 \left( (m_1^2 + m_3^2) (m_1 e_1 + m_3 e_3) \right).$$

We then deal with the remaining term of decomposition (3.10). Coming back to (3.5), we integrate by parts in order to write

$$\int_{\mathbb{R}^N} \left( \partial_t \partial_x^2 m, \partial_x^2 \partial_j ((\partial_t m, \partial_j m)_{\mathbb{R}^3}) m \right)_{\mathbb{R}^3}$$  

$$= - \int_{\mathbb{R}^N} \partial_x^2 \partial_j ((\partial_t m, \partial_j m)_{\mathbb{R}^3}) \left( \partial_t \partial_x^2 \partial_j m, m \right)_{\mathbb{R}^3} + \left( \partial_t \partial_x^2 m, \partial_j m \right)_{\mathbb{R}^3},$$

(3.10)

for any $1 \leq i, j \leq N$. Arguing as before, we first obtain

$$\left| \int_{\mathbb{R}^N} \partial_x^2 \partial_j ((\partial_t m, \partial_j m)_{\mathbb{R}^3}) \left( \partial_t \partial_x^2 m, \partial_j m \right)_{\mathbb{R}^3} \right| \leq C_k \|\nabla m\|_{L^\infty}^2 \|\nabla m\|_{H^{k-1}} \|\partial_t \partial_x^2 m\|_{L^2}. $$  

(3.11)
On the other hand, it follows from the Landau-Lifshitz equation and the Leibniz formula that
\[
\partial_x^\alpha \partial_j (\langle \partial_t m, \partial_t m \rangle_{\mathbb{R}^3}) - \partial_t \partial_x^\alpha m, m \rangle_{\mathbb{R}^3} \\
= - \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} \partial_x^\alpha \partial_j (\langle \partial_t m, \partial_t m \rangle_{\mathbb{R}^3}) \langle \partial_t^\beta m \times \partial_x^{\alpha - \beta} (\Delta m - \frac{1}{v}(m_1 e_1 + m_3 e_3)), m \rangle_{\mathbb{R}^3},
\]
where \( \partial_x^\alpha := \partial_x^\alpha \partial_j \). The right-hand side of this formula vanishes when \( \beta = 0 \). Due to this cancellation, we can deduce as before from the Leibniz formula and the Moser estimates (3.4) that
\[
\left| \int_{\mathbb{R}^N} \partial_x^\alpha \partial_j (\langle \partial_t m, \partial_t m \rangle_{\mathbb{R}^3}) \langle \partial_t \partial_x^\alpha m, m \rangle_{\mathbb{R}^3} \right| \leq C_k \left( \| \nabla m \|_{L^\infty}^2 \| \nabla m \|_{H_{t-2}}^2 + \frac{1}{v} \| \nabla m \|_{L^\infty} \| \nabla m \|_{H_{t-1}} \times \right. \\
\left. \times \left( \| \nabla m \|_{L^\infty} (\| m_1 \|_{H_{t-2}} + \| m_3 \|_{H_{t-2}}) + \| \nabla m \|_{H_{t-2}} (\| m_1 \|_{L^\infty} + \| m_3 \|_{L^\infty}) \right) \right).
\]
We finally collect this estimate with (3.7), (3.8), (3.9) and (3.11) in order to bound the right-hand side of (3.5). Using definition (2.3), the fact that \( 0 < \varepsilon < 1 \), and the Young inequality \( 2ab \leq a^2 + b^2 \), we obtain (2.6). This completes the proof of Proposition 2.1.

3.3 Proof of Corollary 2.2

In order to establish inequality (2.4), we rewrite (2.6) in terms of the function \( \Psi_t \). Given an initial datum \( \Psi_0 \in H^{k+5}(\mathbb{R}^N) \) satisfying (1), the corresponding solution \( \Psi_t \) to (NLS) is in \( C^0([0, T_\varepsilon), H^{k+4}(\mathbb{R}^N)) \) by Corollary 2. Here, the characterization of the maximal time \( T_\varepsilon \) guarantees that
\[
\varepsilon^{\frac{1}{2}} \| \Psi_t (\cdot, t) \|_{L^\infty} < 1,
\]
for any \( 0 \leq t < T_\varepsilon \). In particular, it follows from the continuity properties of the solution \( \Psi_t \) and the Sobolev embedding theorem that
\[
\sigma_T := \varepsilon^{\frac{1}{2}} \max_{t \in [0, T]} \| \Psi_t (\cdot, t) \|_{L^\infty} < 1,
\]
for any \( 0 \leq T < T_\varepsilon \).

In another direction, the function \( m \) defined by (7) solves \( (LL) \) for the corresponding initial datum \( m^0 \), and we can prove that it is in \( C^0([0, T], \mathbb{R}^{k+4}(\mathbb{R}^N)) \), with \( \partial_t m \in C^0([0, T], H^{k+2}(\mathbb{R}^N)) \). Indeed, the fact that \( m_1 \) and \( m_3 \) belong to \( C^0([0, T], H^{k+4}(\mathbb{R}^N)) \) is a direct consequence of their definition and of the continuity properties of the function \( \Psi_t \). Concerning the function \( m_2 \), we write it as
\[
m_2 = \eta(\varepsilon^{\frac{1}{2}} \Psi_t).
\]
In view of (3.12), the function \( \eta \) in this formula can be chosen as a smooth function such that
\[
\eta(x) = (1 - |x|^2)^{\frac{1}{2}},
\]
when \( |x| \leq \sigma_T \), and \( \eta(x) = (1 + \sigma_T)/2 \) for \( |x| \) close enough to 1. As a consequence, we have
\[
m_2(t, \cdot) - m_2(\cdot, s) = \varepsilon^{\frac{1}{2}} \int_0^t \eta'(\varepsilon^{\frac{1}{2}} (1 - \tau) \Psi_t (\cdot, s) + \tau \Psi_t (\cdot, t)) (\Psi_t (\cdot, t) - \Psi_t (\cdot, s)) d\tau,
\]
for any \( 0 \leq s \leq t \leq T \). By the Sobolev embedding theorem, we infer that
\[
\| m_2(t, \cdot) - m_2(\cdot, s) \|_{L^\infty} \leq \varepsilon^{\frac{1}{2}} \| \eta' \|_{L^\infty} \| \Psi_t (\cdot, t) - \Psi_t (\cdot, s) \|_{L^\infty} \leq \varepsilon^{\frac{1}{2}} \| \eta' \|_{L^\infty} \| \Psi_t (\cdot, t) - \Psi_t (\cdot, s) \|_{H^{k+4}}.
\]
At this stage, let us recall the Moser estimate
\[
\|F(f)\|_{\dot{H}^\ell} \leq Ce\|f\|_{\dot{H}^\ell} \max_{1 \leq m \leq \ell} \|F^{(m)}\|_{L^\infty} \|f\|_{L^m}^{m-1},
\]
which holds for $\ell \geq 1$, $f \in L^\infty(\mathbb{R}^N) \cap \dot{H}^\ell(\mathbb{R}^N)$, and $F \in C^\ell(\mathbb{R})$, with bounded derivatives up to order $\ell$ (see e.g. [22] [18]). Applying this estimate, (3.14) and (3.12) to (3.14), we get the existence of a positive number $A$, also depending only on $k$, $\eta$ and $\sigma_T$, such that
\[
\|m_2(\cdot, t) - m_2(\cdot, s)\|_{\dot{H}^\ell} \leq A\varepsilon^{\frac{1}{2}} \left(\|\Psi_\varepsilon(\cdot, t) - \Psi_\varepsilon(\cdot, s)\|_{\dot{H}^\ell} + \varepsilon^{\frac{1}{2}} \|\Psi_\varepsilon(\cdot, t) - \Psi_\varepsilon(\cdot, s)\|_{L^\infty} + \|\Psi_\varepsilon(\cdot, t)\|_{L^\infty} + \|\Psi_\varepsilon(\cdot, s)\|_{L^\infty}\right),
\]
for any $1 \leq \ell \leq k + 4$. Combining with (3.3), we finally deduce that $m$ is continuous on $[0, T]$, with values in $\mathbb{R}^{k+4}(\mathbb{R}^N)$. Since this map is solution to (LL), it follows from (3.3) and the Sobolev embedding theorem that its time derivative $\partial_t m$ is in $C^0([0, T], H^{k+2}(\mathbb{R}^N))$.

As a consequence, we are in position to apply Proposition 2.1 for the solution $m$. Coming back to (7), we express the various terms in inequality (2.5) as
\[
\varepsilon E_{LL}^\ell(t) = \mathcal{E}_\varepsilon^\ell(t),
\]
for any $2 \leq \ell \leq k + 2$, and
\[
\|m_1(\cdot, t)\|_{L^\infty} + \|m_3(\cdot, t)\|_{L^\infty} + \|\nabla m(\cdot, t)\|_{L^\infty}^2 = \varepsilon \left(\|\Psi_\varepsilon(\cdot, t)\|_{L^\infty}^2 + \|\nabla \Psi_\varepsilon(\cdot, t)\|_{L^\infty}^2 + \varepsilon \|\varepsilon \Psi_\varepsilon(\cdot, t)\|_{L^\infty}^2 \right) + \frac{\varepsilon \sigma_\varepsilon^2 \|\varepsilon \Psi_\varepsilon(\cdot, t)\|_{L^\infty}^2}{1 - \varepsilon^2},
\]
Note also that $E_{LL}^\ell(t) = \mathcal{E}_\varepsilon^\ell(t)$ by (3.3). In conclusion, the continuous differentiability of the energies $\mathcal{E}_\varepsilon^\ell$, as well as inequality (2.9), readily follow from Proposition 2.1. This completes the proof of Corollary 2.2.

3.4 Proof of Lemma 2.3

We first infer from the proof of Corollary 2.2 that the energies $\mathcal{E}_\varepsilon^\ell$ are well-defined on $[0, T]$ for $1 \leq \ell \leq k + 2$, when the solution $\Psi_\varepsilon$ to (NS) lies in $C^0([0, T], H^{k+4}(\mathbb{R}^N)$ and satisfies condition (2.10). We also observe that the left-hand side inequalities in (2.11) and (2.12) are direct consequences of the definitions of the energies $\mathcal{E}_\varepsilon^\ell$. Concerning the right-hand side inequalities, we first deal with (2.11), for which condition (2.10) guarantees that
\[
\frac{\varepsilon^2 \langle \Psi_\varepsilon(x, t), \nabla \Psi_\varepsilon(x, t) \rangle_{\mathbb{R}^N}}{1 - \varepsilon^2 \|\Psi_\varepsilon(x, t)\|^2} \leq \frac{\varepsilon^2 \|\nabla \Psi_\varepsilon(x, t)\|^2}{1 - \sigma^2},
\]
for any $(x, t) \in \mathbb{R}^N \times [0, T]$. The inequality then follows, with $C = 1/(2 - 2\sigma^2)$.

We argue similarly for the right-hand side inequality in (2.11). We take advantage of the uniform bound given by (2.10) in order to control the space derivatives of the function $(1 - \varepsilon^2 \|\nabla \Psi_\varepsilon\|^2)^{1/2}$. As in the proof of Corollary 2.2 we introduce a smooth function such that
\[
\eta(x) = (1 - |x|^2)^{\frac{1}{2}},
\]
when $|x| \leq \sigma_T$, and $\eta(x) = (1 + \sigma_T)/2$ for $|x|$ close enough to 1. Since $(1 - \varepsilon^2 \|\nabla \Psi_\varepsilon\|^2)^{1/2} = \eta(\varepsilon^{\frac{1}{2}} \Psi_\varepsilon)$ by (2.10), we again deduce from the Moser estimate (3.10) that
\[
\|\Delta (1 - \varepsilon^2 \|\nabla \Psi_\varepsilon\|^2)^{\frac{1}{2}}\|_{\dot{H}^{t-2}} \leq C\varepsilon^{\frac{1}{2}} \|\Delta \Psi_\varepsilon(\cdot, t)\|_{\dot{H}^{t-2}} + \varepsilon^{m-1} \max_{1 \leq m \leq \ell} \|\Psi_\varepsilon(\cdot, t)\|_{L^\infty}^{m-1},
\]
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where $C$ refers, here as in the sequel, to a positive number depending only on $k$ and $\sigma_T$ (once the choice of the function $\eta$ is fixed). Condition (2.10) then provides

$$
\varepsilon \| \Delta(1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \|^2_{H^{\ell-2}} \leq C^2 \varepsilon^2 \| \Delta \Psi_\varepsilon(\cdot, t) \|^2_{H^{\ell-2}}. \tag{3.17}
$$

At this stage, we are left with the estimates of the two terms in (2.8), which depend on the time derivative of the function $\Psi_\varepsilon$. Concerning the first one, we rewrite (NLS) as

$$
i \varepsilon \partial_t \Psi_\varepsilon + \varepsilon \text{div} \left( (1 - \varepsilon|\Psi_\varepsilon|^2)^{\frac{1}{2}} \nabla \Psi_\varepsilon - \nabla (1 - \varepsilon|\Psi_\varepsilon|^2)^{\frac{1}{2}} \Psi_\varepsilon \right) + (1 - (1 - \varepsilon|\Psi_\varepsilon|^2)^{\frac{1}{2}}) \Psi_\varepsilon = 0,$$

so that

$$
\| \varepsilon \partial_t \Psi_\varepsilon(\cdot, t) - i\Psi_\varepsilon(\cdot, t) \|_{H^\ell-2} \leq \varepsilon \| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \nabla \Psi_\varepsilon(\cdot, t) \|_{H^{\ell-1}}
+ \varepsilon \| \nabla (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \Psi_\varepsilon(\cdot, t) \|_{H^{\ell-1}} + \| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \Psi_\varepsilon(\cdot, t) \|_{H^{\ell-2}}. \tag{3.18}
$$

Invoking the Moser estimate (3.4), we have

$$
\left\| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \nabla \Psi_\varepsilon(\cdot, t) \right\|_{H^{\ell-1}} + \left\| \nabla (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \Psi_\varepsilon(\cdot, t) \right\|_{H^{\ell-1}}
\leq C \left( \| \Psi_\varepsilon(\cdot, t) \|_{H^\ell} + \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} \right) \left\| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \right\|_{H^\ell},$$

so that (2.10) and (3.17) provide

$$
\left\| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \nabla \Psi_\varepsilon(\cdot, t) \right\|_{H^{\ell-1}} + \left\| \nabla (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \Psi_\varepsilon(\cdot, t) \right\|_{H^{\ell-1}} \leq C \| \Delta \Psi_\varepsilon(\cdot, t) \|_{H^{\ell-2}}.
$$

Similarly, we can bound the last term in the right-hand side of (3.18) by $\| \Psi_\varepsilon \|_{H^{\ell-2}}$ if $\ell = 2$, and by

$$
\left\| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \Psi_\varepsilon(\cdot, t) \right\|_{H^{\ell-2}} \leq C \left( \| \Psi_\varepsilon(\cdot, t) \|_{H^{\ell-2}} + \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} \right) \left\| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \right\|_{H^{\ell-2}},
$$

otherwise. Since $\ell - 2 \geq 1$ in this case, we again infer from (2.10) and (3.16) that

$$
\left\| \Psi_\varepsilon(\cdot, t) \right\|_{L^\infty} \left\| (1 - \varepsilon|\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}} \right\|_{H^{\ell-2}} \leq C \| \Psi_\varepsilon(\cdot, t) \|_{H^{\ell-2}}.
$$

Gathering the previous estimates of the right-hand side of (3.18), we finally get

$$
\varepsilon \| \partial_t \Psi_\varepsilon(\cdot, t) - i\Psi_\varepsilon(\cdot, t) \|^2_{H^{\ell-2}} \leq C \left( \varepsilon^2 \| \Delta \Psi_\varepsilon(\cdot, t) \|^2_{H^{\ell-2}} + \| \Psi_\varepsilon(\cdot, t) \|^2_{H^{\ell-2}} \right). \tag{3.19}
$$

We now turn to the last term in (2.8). Coming back to (NLS), we infer that

$$
\partial_t (1 - \varepsilon|\Psi_\varepsilon|^2)^{\frac{1}{2}} = \varepsilon \text{div}(i\Psi_\varepsilon, \nabla \Psi_\varepsilon) \in C,
$$

and we again deduce from (2.10) and (3.4) that

$$
\varepsilon \| \partial_t (1 - \varepsilon|\Psi_\varepsilon|^2)^{\frac{1}{2}} \|^2_{H^{\ell-2}} \leq \varepsilon^3 \| \Psi_\varepsilon(\cdot, t) \|^2_{L^\infty} \| \Delta \Psi_\varepsilon(\cdot, t) \|^2_{H^{\ell-2}} \leq C \varepsilon^2 \| \Delta \Psi_\varepsilon(\cdot, t) \|^2_{H^{\ell-2}}.
$$

Combining this inequality with (3.18) and (3.19), we conclude that the energy $\mathcal{E}_\varepsilon(t)$ can be bounded from above according to (2.11). This completes the proof of Lemma 2.3. \qed
3.5 Proof of Proposition 2.4

The proof relies on a continuation argument, which is based on the Sobolev control of the solution \( \Psi_\varepsilon \) provided by the energies \( \mathcal{E}_\varepsilon \). Assume first that the initial condition \( \Psi_\varepsilon^0 \) lies in \( H^{k+\delta}(\mathbb{R}^N) \) and satisfies condition (2.13) for a positive number \( C \), to be fixed later. In this case, Corollary 2 yields the existence of a maximal time \( T_{\text{max}} \) and of a unique solution \( \Psi_\varepsilon \in C^0([0, T_{\text{max}}), H^{k+\delta}(\mathbb{R}^N)) \) to (NLS) with initial datum \( \Psi_\varepsilon^0 \). In particular, we infer from Corollary 2.2 that the quantity \( \Sigma^{k+2}_\varepsilon \) defined by
\[
\Sigma^{k+2}_\varepsilon := \sum_{\ell=1}^{k+2} e^{\ell},
\]
is well-defined and of class \( C^1 \) on \([0, T_{\text{max}})\). On the other hand, we can invoke the Sobolev embedding theorem so as to find a positive number \( C_1 \), depending only on \( k \), such that
\[
\varepsilon^{\frac{1}{2}} \| \Psi_\varepsilon^0 \|_{L^\infty} \leq \varepsilon^{\frac{1}{2}} C_1 \| \Psi_\varepsilon^0 \|_{H^{k-1}}.
\]
Assuming that condition (2.13) holds for a number \( C_\ast \) such that \( \sigma C_\ast \geq 2 C_1 \), we obtain
\[
\varepsilon^{\frac{1}{2}} \| \Psi_\varepsilon^0 \|_{L^\infty} \leq \frac{C_1}{C_\ast} \leq \frac{\sigma}{2}.
\]
As a consequence of the continuity properties of the quantity \( \Sigma^{k+2}_\varepsilon \) and of the solution \( \Psi_\varepsilon \), we deduce that the stopping time
\[
T_\ast := \sup \{ t \in [0, T_{\text{max}}) : \varepsilon^{\frac{1}{2}} \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} \leq \sigma \text{ and } \Sigma^{k+2}_\varepsilon(\tau) \leq 2 \Sigma^{k+2}_\varepsilon(0) \text{ for any } \tau \in [0, t] \}
\]
is positive.

At this stage, we go back to inequality (2.43) in order to find a further positive number \( C_2 \), also depending only on \( k \), such that
\[
[\Sigma^{k+2}_\varepsilon]'(t) \leq C_2 \left( \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty}^2 + \| \nabla \Psi_\varepsilon(\cdot, t) \|_{L^\infty}^2 + \varepsilon \left( \frac{|\Psi_\varepsilon(\cdot, t)| \nabla |\Psi_\varepsilon(\cdot, t)|}{(1 - |\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}}} \right)^2 \right) \Sigma^{k+2}_\varepsilon(t),
\]
for any \( 0 \leq t < T_\ast \). Due to the definition of \( T_\ast \), we observe that
\[
\varepsilon \left( \frac{|\Psi_\varepsilon(\cdot, t)| \nabla |\Psi_\varepsilon(\cdot, t)|}{(1 - |\Psi_\varepsilon(\cdot, t)|^2)^{\frac{1}{2}}} \right)^2 \leq \frac{1}{1 - \sigma^2} \| \nabla \Psi_\varepsilon(\cdot, t) \|_{L^\infty}^2.
\]
Combining these inequalities with the Sobolev embedding theorem, we are led to
\[
[\Sigma^{k+2}_\varepsilon]'(t) \leq \frac{C_1^2 C_2}{1 - \sigma^2} \Sigma^{k+2}_\varepsilon(t)^2.
\]
Setting
\[
T_\varepsilon := \frac{1 - \sigma^2}{2 C_1^2 C_2 \Sigma^{k+2}_\varepsilon(0)}
\]
and integrating the previous inequality, we infer that
\[
\Sigma^{k+2}_\varepsilon(t) \leq \frac{(1 - \sigma^2) \Sigma^{k+2}_\varepsilon(0)}{1 - \sigma^2 - C_1^2 C_2 \Sigma^{k+2}_\varepsilon(0) t} \leq 2 \Sigma^{k+2}_\varepsilon(0),
\]
for any \( t < T_\varepsilon \). Invoking once again the Sobolev embedding theorem and the definition of the quantity \( \Sigma^{k+2}_\varepsilon \), we also get
\[
\varepsilon^{\frac{1}{2}} \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} \leq C_1 \varepsilon^{\frac{1}{2}} \Sigma^{k+2}_\varepsilon(t)^{\frac{1}{2}} \leq \sqrt{2} C_1 \varepsilon^{\frac{1}{2}} \Sigma^{k+2}_\varepsilon(0)^{\frac{1}{2}}.
\]
In view of Lemma 2.3, we infer the existence of a positive number $C_3$, depending only on $k$ and $\sigma$, such that

$$\varepsilon^{\frac{1}{2}} \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} \leq \sqrt{2} C_1 C_3 \varepsilon^{\frac{1}{2}} \left( \| \Psi_\varepsilon^0 \|_{H^k} + \varepsilon^{\frac{1}{2}} \| \nabla \Psi_\varepsilon^0 \|_{H^k} + \varepsilon \| \Delta \Psi_\varepsilon^0 \|_{H^k} \right),$$

again when $t < T_\varepsilon$. Enlarging $C_*$ so that $\sqrt{2} C_1 C_3 \leq \sigma C_*$, we deduce that

$$\varepsilon^{\frac{1}{2}} \| \Psi_\varepsilon(\cdot, t) \|_{L^\infty} \leq \sigma. \quad (3.23)$$

In view of (3.22), a continuation argument then guarantees that either $T_\varepsilon \leq T_* \leq T_{\max}$, or $T_* = T_{\max} < T_\varepsilon$. In this latter case, it results from the conditions in (3) and from (3.23) that

$$\int_0^{T_{\max}} \| \nabla \Psi_\varepsilon(\cdot, t) \|_{L^\infty}^2 dt = \infty. \quad (3.24)$$

On the other hand, as a further consequence of the Sobolev embedding theorem, of Lemma 2.3 and of (3.22), we have

$$\int_0^{T_{\max}} \| \nabla \Psi_\varepsilon(\cdot, t) \|_{L^\infty}^2 dt \leq C_1^2 \int_0^{T_{\max}} \| \Psi_\varepsilon(\cdot, t) \|_{H^k}^2 dt \leq 4 C_1^2 \Sigma_\varepsilon^{k+2}(0) T_{\max}.$$ When $T_{\max} < T_\varepsilon$, definition (3.21) yields

$$\int_0^{T_{\max}} \| \nabla \Psi_\varepsilon(\cdot, t) \|_{L^\infty}^2 dt \leq \frac{2 - 2\sigma^2}{C_2} < \infty,$$

which contradicts (3.21). As a conclusion, the stopping time $T_*$ is at least equal to $T_\varepsilon$, and we derive from Lemma 2.3 and from (3.22) that

$$\| \Psi_\varepsilon(\cdot, t) \|_{H^k}^2 + \varepsilon \| \nabla \Psi_\varepsilon(\cdot, t) \|_{H^k}^2 + \varepsilon^2 \| \Delta \Psi_\varepsilon(\cdot, t) \|_{H^k}^2$$

$$\leq 2 \Sigma_{\varepsilon}^{k+2}(t) \leq 4 \Sigma_{\varepsilon}^{k+2}(0) \leq 4 C_3^2 \left( \| \Psi_\varepsilon^0 \|_{H^k}^2 + \varepsilon \| \nabla \Psi_\varepsilon^0 \|_{H^k}^2 + \varepsilon^2 \| \Delta \Psi_\varepsilon^0 \|_{H^k}^2 \right),$$

for any $0 \leq t \leq T_\varepsilon$. Similarly, we derive from (3.21) that

$$T_\varepsilon \geq \frac{1}{2 C_1 C_2 C_3^2 \left( \| \Psi_\varepsilon^0 \|_{H^k}^2 + \varepsilon \| \nabla \Psi_\varepsilon^0 \|_{H^k}^2 + \varepsilon^2 \| \Delta \Psi_\varepsilon^0 \|_{H^k}^2 \right)}.$$ It then remains to again enlarge the number $C_*$ so that $C_* \geq 4 C_3^2$ and $C_* \geq 2 C_1^2 C_2 C_3^2$ in order to complete the proof of Proposition 2.4 provided that $\Psi_\varepsilon^0 \in H^{k+5}(\mathbb{R}^N)$. In view of the continuity of the (NLS) flow with respect to the initial datum in Corollary 2 we can extend this result to arbitrary initial conditions $\Psi_\varepsilon^0 \in H^{k+3}(\mathbb{R}^N)$ by a standard density argument. This ends the proof of Proposition 2.4.

\section*{3.6 Proof of Lemma 2.5}

Assume first that the initial condition $\Psi^0$ belongs to $H^{k+2}(\mathbb{R}^N)$ and consider the corresponding solution $\Psi \in C^0([0, T_{\max}), H^{k+2}(\mathbb{R}^N))$ to (CS). In this case, the derivative $\partial_t \Psi$ is in $C^0([0, T_{\max}), H^k(\mathbb{R}^N))$, so that the quantity

$$\delta_k(t) = \frac{1}{2} \| \Psi(\cdot, t) \|_{H^k}^2,$$
is well-defined and of class $C^1$ on the interval $[0,T_{\text{max}})$.
In view of (CS), its derivative is equal to
$$\mathcal{G}'_k(t) = \left\langle - \Delta \Psi(\cdot, t) - \frac{1}{2} |\Psi(\cdot, t)|^2 \Psi(\cdot, t), i\Psi(\cdot, t) \right\rangle_{H^k},$$
for any $0 \leq t \leq T_{\text{max}}$. Since we have
$$-\left\langle \Delta \Psi(\cdot, t), i\Psi(\cdot, t) \right\rangle_{H^k} = \left\langle \nabla \Psi(\cdot, t), i\nabla \Psi(\cdot, t) \right\rangle_{H^k} = 0,$$
by integration by parts, we can combine the Moser estimates in (3.4) and the Sobolev embedding theorem to any arbitrary initial datum
$$\Psi(\cdot, r) \leq \max \langle k \rangle^{\kappa},$$
for any $k$. Setting
$$T_* := \frac{1}{2C_k \mathcal{G}_k(0)} = \frac{1}{C' \|\Psi\|^2_{H^k}},$$
we conclude that
$$\mathcal{G}_k(t) \leq \frac{\mathcal{G}_k(0)}{1 - C_k t \mathcal{G}_k(0)} \leq 2 \mathcal{G}_k(0) = \|\Psi\|^2_{H^k},$$
as long as $t \leq T_*$. Invoking again the Sobolev embedding theorem, we also have
$$\|\Psi(\cdot, t)\|_{L^\infty} \leq C_k \mathcal{G}_k(t)^{\frac{1}{2}} \leq C_k \|\Psi\|^2_{H^k} < \infty,$$
and a continuation argument as in the proof of Proposition 2.4 guarantees that the maximal time of existence $T_{\text{max}}$ is greater than $T_*$. In view of (3.25) and (3.26), this completes the proof of Lemma 2.5 when $\Psi^0 \in H^{k+2}(\mathbb{R}^N)$. Using the uniform lower bound on the maximal time of existence provided by $T_*$, we can finally perform a standard density argument to extend this lemma to any arbitrary initial datum $\Psi^0 \in H^k(\mathbb{R}^N)$. This concludes the proof of Lemma 2.5.

### 3.7 Proof of Proposition 2.6

Set
$$\mathcal{G}_{k-2}(t) = \frac{1}{2} \|u_{\varepsilon}(\cdot, t)\|^2_{H^{k-2}},$$
for any $t \in [0,T]$. Under the assumptions of Proposition 2.6, the functions $u_{\varepsilon}$ and $\partial_t u_{\varepsilon}$ lie in $C^0([0,T],H^k)$ and in $C^0([0,T],H^{k-2})$, respectively. Hence, the function $\mathcal{G}_{k-2}$ is of class $C^1$ on $[0,T]$. In view of (2.13), its derivative is given by
$$\mathcal{G}'_{k-2}(t) = \left\langle - \Delta u_{\varepsilon}(\cdot, t) - G_{\varepsilon}(\cdot, t) + \varepsilon \mathcal{R}_{\varepsilon}(\cdot, t), iu_{\varepsilon}(\cdot, t) \right\rangle_{H^{k-2}},$$
where we denote
$$G_{\varepsilon} := \frac{1}{2} (|u_{\varepsilon} + \Psi|^2 - |\Psi|^2 \Psi).$$
Integrating by parts, we see that
$$\langle \Delta u_{\varepsilon}, iu_{\varepsilon} \rangle_{H^{k-2}} = - \langle \nabla u_{\varepsilon}, i\nabla u_{\varepsilon} \rangle_{H^{k-2}} = 0,$$
so that the Cauchy-Schwarz inequality leads to
$$|\mathcal{G}'_{k-2}(t)| \leq \sqrt{2} \mathcal{G}_{k-2}(t)^{\frac{1}{2}} \left\langle \|G_{\varepsilon}(\cdot, t)\|_{H^{k-2}} + \varepsilon \|\mathcal{R}_{\varepsilon}(\cdot, t)\|_{H^{k-2}} \right\rangle.$$

(3.27)
At this point, we notice that
\[ G_\varepsilon = \frac{1}{2}(|u_\varepsilon|^2 u_\varepsilon + |u_\varepsilon|^2 \Psi + 2\langle u_\varepsilon, \Psi \rangle_C (u_\varepsilon + \Psi) + |\Psi|^2 u_\varepsilon), \]
and we invoke the Moser estimates \((3.4)\), as well as the Young inequality \(2ab \leq a^2 + b^2\), in order to obtain
\[ \|G_\varepsilon\|_{H^{k-2}} \leq C_k \left( \|u_\varepsilon\|_{H^{k-2}} \left( \|u_\varepsilon\|_{L^\infty}^2 + \|\Psi\|_{L^\infty}^2 \right) + \|\Psi\|_{H^{k-2}} \|u_\varepsilon\|_{L^\infty} + \|\Psi\|_{L^\infty} \right), \]
Here as in the sequel, the notation \(C_k\) refers to a positive number depending only on \(k\). Due to the assumption \(k > N/2 + 2\), the Sobolev embedding of \(H^{k-2}(\mathbb{R}^N)\) into \(L^\infty(\mathbb{R}^N)\) then leads to
\[ \|G_\varepsilon(\cdot, t)\|_{H^{k-2}} \leq C_k \mathcal{S}_{k-2}(t)^{\frac{1}{2}} K_\varepsilon(T)^2. \]

We now turn to the remainder term \(R_\varepsilon\), which we decompose as \(R_\varepsilon := R_{\varepsilon,1} - R_{\varepsilon,2} - R_{\varepsilon,3}\) according to the three terms in the right-hand side of \((2.2)\). We introduce a smooth function \(\chi\) such that
\[ \chi(x) = \frac{1}{1 + (1 - |x|^2)^{\frac{1}{2}}}, \]
when \(|x| \leq \sigma\), and we use \((2.16)\) to recast \(R_{\varepsilon,1}\) as
\[ R_{\varepsilon,1} = |\Psi_\varepsilon|^2 \Delta \Psi_\varepsilon \chi(\varepsilon^{\frac{1}{2}} \Psi_\varepsilon). \]
We next apply the Moser estimate \((3.16)\) and invoke again \((2.16)\) to obtain
\[ \|\chi(\varepsilon^{\frac{1}{2}} \Psi_\varepsilon)\|_{H^\ell} \leq C_{k,\sigma} \|\Psi_\varepsilon\|_{H^\ell}, \]
when \(1 \leq \ell \leq k - 2\). Here as in the sequel, the notation \(C_{k,\sigma}\) refers to a positive number depending only on \(k\) and \(\sigma\). In view of \((3.4)\), this gives
\[ \|R_{\varepsilon,1}\|_{H^{k-2}} \leq C_{k,\sigma} \|\Psi_\varepsilon\|_{L^\infty} \left( \|\Delta \Psi_\varepsilon\|_{L^\infty} \left( 1 + \|\Psi_\varepsilon\|_{L^\infty} \right) \|\Psi_\varepsilon\|_{H^\ell} + \|\Psi_\varepsilon\|_{L^\infty} \|\Psi_\varepsilon\|_{H^{\ell+2}} \right). \]
Since
\[ \|R_{\varepsilon,1}\|_{L^2} \leq \|\Psi_\varepsilon\|_{L^\infty} \|\Psi_\varepsilon\|_{H^2}, \]
due to \((2.16)\), we deduce from the condition \(k > N/2 + 2\) and the Sobolev embedding theorem that
\[ \|R_{\varepsilon,1}\|_{H^{k-2}} \leq C_{k,\sigma} K_\varepsilon(T)^3 \left( 1 + K_\varepsilon(T) \right). \]
We argue similarly for the term
\[ R_{\varepsilon,2} = \frac{1}{2} |\Psi_\varepsilon|^4 \chi(\varepsilon^{\frac{1}{2}} \Psi_\varepsilon)^2 \Psi_\varepsilon, \]
which we bound as
\[ \|R_{\varepsilon,2}\|_{H^{k-2}} \leq C_{k,\sigma} K_\varepsilon(T)^5 \left( 1 + K_\varepsilon(T) \right). \]
Concerning the term \(R_{\varepsilon,3}\), we introduce a further smooth function \(\rho\) such that
\[ \rho(x) = \frac{1}{1 - (1 - |x|^2)^{\frac{1}{2}}}, \]
when \(|x| \leq \sigma\), and we write
\[ R_{\varepsilon,3} = \left( (\langle \Psi_\varepsilon, \Delta \Psi_\varepsilon \rangle_C + |\nabla \Psi_\varepsilon|^2) \rho(\varepsilon^{\frac{1}{2}} \Psi_\varepsilon) + \varepsilon^{\frac{1}{2}} \langle \Psi_\varepsilon, \nabla \Psi_\varepsilon \rangle_C \cdot \nabla \Psi_\varepsilon \rho'(\varepsilon^{\frac{1}{2}} \Psi_\varepsilon) \right) \Psi_\varepsilon. \]
Arguing as for the function $\chi$, we have
\[
\|\rho(x^2)\Psi_\varepsilon\|_{H^\ell} + \|\rho'(x^2)\Psi_\varepsilon\|_{H^\ell} \leq C_{k,\sigma}\|\Psi_\varepsilon\|_{H^\ell},
\]
for $1 \leq \ell \leq k - 2$, and we infer as before that
\[
\|\mathcal{R}_\varepsilon,3\|_{H^{k-2}} \leq C_{k,\sigma}K_\varepsilon(T)^3 \left(1 + K_\varepsilon(T)\right).
\]
We conclude that
\[
\|\mathcal{R}_\varepsilon\|_{H^{k-2}} \leq C_{k,\sigma}K_\varepsilon(T)^3 \left(1 + K_\varepsilon(T)^3\right).
\]
Coming back to (3.27) and using (3.28), as well as the Young inequality, we obtain
\[
\mathcal{S}'_{k-2}(t) \leq C_{k,\sigma}K_\varepsilon(T)^2 \left(\mathcal{S}_{k-2}(t) + \varepsilon^2K_\varepsilon(T)^2(1 + K_\varepsilon(T))^6\right).
\]
Estimate (2.17) finally follows from the Gronwall inequality.

\[\hfill \square\]

## A Solitons of the Landau-Lifshitz equation

In this appendix, we focus on the correspondence between the solitons of the one-dimensional Landau-Lifshitz equation and of the one-dimensional cubic Schrödinger equation. Concerning this latter equation, it is well-known that it owns bright solitons (see e.g. [25]). Up to a space translation and a phase shift, they are given by
\[
\Psi_{c,\omega}(x,t) = \frac{(4\omega - c^2)^{1/2} e^{i\varepsilon(x-ct)}}{\cosh \left(\frac{(4\omega-c^2)^{1/2}}{2}(x-ct)\right)} e^{i\omega t}, \tag{A.1}
\]
for any $(x,t) \in \mathbb{R}^2$. In this formula, the speed $c \in \mathbb{R}$ and the angular velocity $\omega \in \mathbb{R}$ satisfy the condition $4\omega > c^2$. In the sequel, our goal is to exhibit solitons for the one-dimensional Landau-Lifshitz equation, which converge towards the bright solitons $\Psi_{c,\omega}$ in the cubic Schrödinger regime that we have derived in Theorem 4.

Going back to the scaling in (2) and to formula (A.1), we look for solitons to (11) under the form
\[
\tilde{m}_{c,\omega}(x,t) = \tilde{V}_{c,\omega}(x - ct)e^{i\omega t} \quad \text{and} \quad |m_{c,\omega}|^2(x,t) := |\tilde{V}_{c,\omega}|^2(x - ct), \tag{A.2}
\]
for any $(x,t) \in \mathbb{R}^2$. Here, we have set, as before, $\tilde{V}_{c,\omega} = |\tilde{V}_{c,\omega}|1 + i|\tilde{V}_{c,\omega}|3$. The speed $c$ and the angular momentum $\omega$ are real numbers. In order to simplify the analysis, we also assume that $\lambda := \lambda_1 = \lambda_3 > 0$ as in the cubic Schrödinger regime. Using the equivalent formulation of the one-dimensional Landau-Lifshitz equation given by
\[
m \times \partial_t m - \partial_{xx}m - \left(\partial_x m|^2 + \lambda(m_1|^2 + m_3|^2)\right)m + \lambda(m_1e_1 + m_3e_3) = 0,
\]
we observe that the functions $\tilde{V}_{c,\omega}$ and $|\tilde{V}_{c,\omega}|^2$ solve the ordinary differential system
\[
\begin{cases}
-\dddot{v} + ic(v_2\dot{v}' - v_2'\dot{v}) - (|\dot{v}'|^2 + |v_2'|^2 + \lambda|\dot{v}|^2)\dot{v} + \lambda\dot{v} + \omega v_2\dot{v} = 0, \\
-\dddot{v}' + c(i\dot{v}, \dot{v}')C - (|\dot{v}'|^2 + |v_2'|^2 + \lambda|\dot{v}|^2)v_2 - \omega|\dot{v}|^2 = 0.
\end{cases} \tag{TW_{c,\omega}}
\]
This system appears as a perturbation of the harmonic maps equation, which corresponds to the case $c = \lambda = \omega = 0$. It is invariant by translations and by phase shifts (of the function $\dot{v}$). In the energy space $\mathcal{E}(\mathbb{R})$, the unique constant solutions to (TW_{c,\omega}) are the trivial solutions $e_2 = (0,1,0)$ and $-e_2 = (0,-1,0)$. Moreover, we are able to classify all the non-trivial solutions in this space according to the possible values of the parameters $c$, $\lambda$ and $\omega$. 
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Theorem A.1. Let $\lambda > 0$ and $(c, \omega) \in \mathbb{R}^2$. Up to the invariance by translations and phase shifts (of the map $\tilde{V}_{c,\omega}$), the unique non-trivial solutions $V_{c,\omega}$ to $(TW_{c,\omega})$ in the energy space $E(\mathbb{R})$ are given by the following formulae:

(i) For $\omega = c = 0$,
\[
\forall x \in \mathbb{R}, \quad \tilde{\Phi}_{0,0}(x) = \frac{1}{\cosh(\frac{1}{2}x)}, \quad \text{and} \quad [\tilde{\Phi}_{0,0}]_2(x) = \delta \tanh \left( \frac{\lambda}{2} x \right),
\]
with $\delta \in \{\pm 1\}$.

(ii) For $0 < -\omega \delta < \lambda$ and $c^2 < 4(\lambda + \omega \delta)$, or for $\omega \delta \geq 0$ and $0 < c^2 < 4(\lambda + \omega \delta)$,
\[
\forall x \in \mathbb{R}, \quad \tilde{\Phi}_{c,\omega}(x) = \frac{(4(\lambda + \omega \delta) - c^2)^{\frac{1}{2}} e^{\frac{ic \delta x}{2}}}{2\lambda + \delta \omega + (\lambda c^2 + \omega^2)^{\frac{1}{2}} \cosh \left((4(\lambda + \omega \delta) - c^2)^{\frac{1}{2}} x \right)} \times \left( \left(2(\lambda c^2 + \omega^2)^{\frac{1}{2}} + c^2 - 2\delta \omega \right)^{\frac{1}{2}} \cosh \left((\lambda + \delta \omega) - \frac{c^2}{4}\right)^{\frac{1}{2}} x \right) + i \text{sign}(\delta) \delta \left(2(\lambda c^2 + \omega^2)^{\frac{1}{2}} + c^2 - 2\delta \omega \right)^{\frac{1}{2}} \sinh \left((\lambda + \delta \omega) - \frac{c^2}{4}\right)^{\frac{1}{2}} x \right),
\]
and
\[
\forall x \in \mathbb{R}, \quad [\tilde{\Phi}_{c,\omega}]_2(x) = \delta \left(1 - \frac{4(\lambda + \omega \delta) - c^2}{2\lambda + \delta \omega + (\lambda c^2 + \omega^2)^{\frac{1}{2}} \cosh \left((4(\lambda + \omega \delta) - c^2)^{\frac{1}{2}} x \right)} \right),
\]
with $\delta \in \{\pm 1\}$. Moreover, when $c \neq 0$, the map $\tilde{V}_{c,\omega}$ can be lifted as $\tilde{V}_{c,\omega} = [\tilde{\Phi}_{c,\omega}]_{\epsilon \varphi_{c,\omega}},$ with
\[
\varphi_{c,\omega}(x) = \frac{c \delta x}{2} + \text{sign}(\delta) \delta \arctan \left(\frac{2(\lambda c^2 + \omega^2)^{\frac{1}{2}} + c^2 - 2\delta \omega}{2(\lambda c^2 + \omega^2)^{\frac{1}{2}} + c^2 - 2\delta \omega} \right)^{\frac{1}{2}} \tanh \left((\lambda + \delta \omega) - \frac{c^2}{4}\right)^{\frac{1}{2}} x \right).
\]

Remark A.2. Observe that the numbers $\delta = \pm 1$ in this statement give account of the limit when $x \to +\infty$ of the function $[\tilde{V}_{c,\omega}]_2$.

Proof. The proof follows the approach developed in [11]. By classical regularity theory (see e.g. [17]), all the solutions $v = (v_1, v_2, v_3)$ to $(TW_{c,\omega})$ in $E(\mathbb{R})$ are smooth, and all their derivatives are bounded. Given a non-trivial solution $v$ in $E(\mathbb{R})$, this implies that
\[
v_2(\pm \infty) := \lim_{x \to \pm \infty} v_2(x) \in \{-1, 1\}, \quad \text{and} \quad \lim_{x \to \pm \infty} |v'(x)| = 0.
\]
Taking the complex scalar product of the first equation of $(TW_{c,\omega})$ by $\tilde{v}'$, multiplying the second one by $v'_2$, and summing the resulting identities, we obtain
\[
(|v'|^2)' = -2\omega v'_3 - 2\lambda v_2 v'_2,
\]
due to the fact that $|v| = 1$. Integrating this expression from either $-\infty$ or $+\infty$ gives
\[
|v'|^2 = \lambda (1 - v^2_2) - 2\omega (v_2 - v_2(\pm \infty)).
\]
(A.3)

In particular, we observe that
\[
v_2(-\infty) = v_2(+\infty),
\]
except possibly when $\omega = 0$. As a consequence, we infer that the energy density
\[
e(v) := \frac{1}{2} (|v'|^2 + \lambda |\tilde{v}|^2)
\]

By the intermediate value theorem, we also know that $v$.

Taking the complex scalar product of the first equation of (TW) by $\bar{v}$ and integrating the resulting expression leads to

$$\langle i\bar{v}, \bar{v}' \rangle_c = c(v_2(\pm \infty) - v_2),$$  
(A.5)

and we observe that $c$ is also equal to 0 in case $v_2(\pm \infty) \neq v_2(\mp \infty)$. Introducing (A.4) and (A.5) in the second equation of (TW), we finally obtain the second-order differential equation for the function $v_2$

$$-v''_2 + (v_2 - v_2(\pm \infty))(2\lambda v_2^2 + (2\lambda v_2(\pm \infty) + 3\omega)v_2 - c^2 + v_2(\pm \infty)\omega) = 0.$$  
(A.6)

At this stage, we split the analysis into two cases according to the values of $v_2(-\infty)$ and $v_2(+\infty)$. If they are different, we know that $c = \omega = 0$, and (A.6) reduces to

$$-v''_2 - 2\lambda v_2(1 - v_2^2) = 0.$$

Multiplying this equation by $v'_2$ and integrating, we get

$$-\left(\frac{v'_2}{2}\right)^2 - 2\lambda v_2^2 + \lambda v_2^4 + \lambda = 0.$$  

By the intermediate value theorem, we also know that $v_2$ vanishes. Up to a translation, we can assume that $v_2(0) = 0$. Hence, $v'_2(0)$ is equal to $\pm \lambda^{1/2}$. Coming back to (A.6) and invoking the Cauchy-Lipshitz theorem, we conclude that there exist only two possible solutions depending on the value of $v'_2(0)$. Finally, we check that the functions

$$v_2(x) = \pm \tanh \left(\lambda^{1/2} x\right),$$  
(A.7)

are these two possible solutions. We next go back to the first equation in (TW) and use (A.4) in order to write

$$-v''_2 + \lambda(2v_2^2 - 1)v_2 = 0.$$  
(A.8)

Again by (A.4), we obtain

$$\frac{|v'(0)|^2}{2} = \lambda(1 - v_2(0)^2) - v'_2(0)^2 = 0.$$  
We are now reduced to invoke the Cauchy-Lipshitz theorem as before, and then to solve explicitly (A.8), so as to prove the existence of a complex number $\alpha$ such that

$$\tilde{v}(x) = \frac{\alpha}{\cosh(\lambda^{1/2} x)},$$  
(A.9)

for any $x \in \mathbb{R}$. Since $|\tilde{v}|^2 = 1 - v_2^2$, we infer that $|\alpha| = 1$, and up to a phase shift of the function $\tilde{v}$, we can assume that $\alpha = 1$. Statement (i) in Theorem A.1 then follows from formulae (A.7) and (A.9).

We now assume that $v_2(-\infty) = v_2(+\infty) := v_2^\infty \in \{-1, 1\}$. Multiplying (A.6) by $v'_2$ and integrating, we have

$$v'^2_2 = (v_2 - v_2^\infty)^2 \left(\lambda(v_2 + v_2^\infty)^2 + 2\omega(v_2 + v_2^\infty) - c^2\right),$$  
(A.10)

so that

$$\lambda(v_2(x) + v_2^\infty)^2 + 2\omega(v_2(x) + v_2^\infty) - c^2 \geq 0.$$  
(A.11)
for any $x \in \mathbb{R}$. Taking the limit $x \to \infty$, we obtain the necessary condition
\[ c^2 \leq 4(\lambda + \omega v_2^\infty), \]
for having a non-trivial solution, and we assume this condition to be fulfilled in the sequel.

At this stage, we also know that $v_2$ owns a global minimum when $v_2^\infty = 1$, respectively maximum when $v_2^\infty = -1$. This optimum is different from $\pm 1$, otherwise it follows from applying the Cauchy-Lipschitz theorem to (A.6) that the solution $v$ is trivial. Up to a translation, we can assume that this optimum is attained at $x = 0$, so that $v_2'(0) = 0$, with $-1 < v_2(0) < 1$. In view of (A.12), this gives
\[ \lambda (v_2(0) + v_2^\infty)^2 + 2\omega (v_2(0) + v_2^\infty) - c^2 = 0. \]
Using (A.11), we deduce that
\[ v_2(0) = \frac{1}{\lambda} \left( v_2^\infty (\omega^2 + c^2\lambda)^{\frac{1}{2}} - \omega - \lambda v_2^\infty \right). \]
In particular, the inequality $-1 < v_2(0) < 1$ leads to the strongest necessary conditions
\[ \omega v_2^\infty < 0, \] and
\[ c^2 < 4(\lambda + \omega v_2^\infty), \]
which we assume in the sequel. In view of (A.12), and since $v_2'(0) = 0$, applying the Cauchy-Lipschitz theorem to (A.6) then provides the uniqueness, if existence, of the solution $v_2$. Note also that, as a further consequence of the Cauchy-Lipschitz theorem, the function $v_2$ is even.

In order to construct this solution, we set $y = 1 - v_2^\infty v_2$. The function $y$ is even, positive and owns a global maximum at $x = 0$. Rewriting (A.10) in terms of the function $y$ and taking the square root of the resulting expression, we deduce that
\[ y'(x) = -y(x)(\lambda y(x)^2 - 2(\omega v_2^\infty + 2\lambda)y(x) + 4(\lambda + \omega v_2^\infty) - c^2)^{\frac{1}{2}}, \]
for any $x \geq 0$. Observe here that the polynomial $P(X) = \lambda X^2 - 2(\omega v_2^\infty + 2\lambda)X + 4(\lambda + \omega v_2^\infty) - c^2$ owns two distinct roots
\[ X_+ := 2 + \frac{1}{\lambda} \left( \sqrt{\omega^2 + \lambda c^2 + \omega v_2^\infty} \right) \geq 2 > X_- := 2 - \frac{1}{\lambda} \left( \sqrt{\omega^2 + \lambda c^2 - \omega v_2^\infty} \right), \]
due to (A.13). Since $y(0) = X_- \leq 0$ by (A.12) and since $y$ attains its global maximum at $x = 0$, it follows that the quantity $P(y(x))$ in the right-hand side of (A.14) is positive for any $x \neq 0$. In view of (A.13), we are also allowed to write
\[ \frac{d}{dy} \left( \arccosh \left( \frac{4(\lambda + \omega v_2^\infty) - c^2 - (\omega v_2^\infty + 2\lambda)y}{y\sqrt{\omega^2 + \lambda c^2}} \right) \right) = \frac{-4(\lambda + \omega v_2^\infty) - c^2)^{\frac{1}{2}}}{y\sqrt{P(y)}}, \]
for any $0 < y < X_-$. The existence of the solution $v_2$, as well as its expression in Statement $(ii)$ of Theorem A.1, then follow from combining this formula with (A.14).

We next proceed with the first equation in (TWc,ω). Inserting (A.4) in this equation, we obtain the second-order linear differential equation
\[ -\dot{v}'' + icv_2 \dot{v}' + \left( 2\lambda v_2^2 - icv_2^2 + 3\omega v_2 - \lambda - 2\omega v_2^\infty \right) \dot{v} = 0. \]
(A.15)
Since $|\dot{v}|^2 = 1 - v_2^2$, the function $|\dot{v}|^2$ owns a global maximum for $x = 0$, which is given by
\[ |\dot{v}(0)|^2 = \frac{2(\lambda + \omega v_2^\infty)((\omega^2 + c^2\lambda)^{\frac{1}{2}} - \omega v_2^\infty) - c^2\lambda}{\lambda^2} \neq 0, \]
in view of (A.12). Using the invariance by phase shift of the function \( \tilde{v} \), we can assume that

\[
\tilde{v}(0) = \frac{1}{\lambda} \left( 2(\lambda + \omega v_2^\infty) \left( (\omega^2 + c^2 \lambda) \frac{1}{2} - \omega v_2^\infty \right) - c^2 \lambda \right)^{\frac{1}{2}},
\]

(A.16)

By maximality at \( x = 0 \), we also know that

\[
\langle \tilde{v}(0), \tilde{v}'(0) \rangle_C = 0,
\]

while (A.5) provides

\[
\langle i\tilde{v}(0), \tilde{v}'(0) \rangle_C = c(v_2^\infty - v_2(0)).
\]

Hence, we have

\[
\tilde{v}'(0) = icv_2^\infty - v_2(0) \langle \tilde{v}(0) \rangle^2 \tilde{v}(0) = icv_2^\infty \left( \frac{2\lambda + \omega v_2^\infty - (\omega^2 + c^2 \lambda)^{\frac{1}{2}}}{(\omega^2 + c^2 \lambda)^{\frac{1}{2}} - \omega v_2^\infty} \right)^{\frac{1}{2}}.
\]

(A.17)

In view of (A.16) and (A.17), we deduce as before from the Cauchy-Lipschitz theorem that there exists at most one solution \( \tilde{v} \) to (A.15).

In order to conclude the proof, we are left with the construction of this solution. We split the analysis into two cases. When \( c = 0 \), equation (A.15) reduces to

\[
-\tilde{v}'' + (2\lambda v_2^2 + 3\omega v_2 - \lambda - 2\omega v_2^\infty) \tilde{v} = 0.
\]

(A.18)

Taking the real and imaginary parts of this equation, we infer that \( v_1 \) and \( v_3 \) also solve it.

By (A.16) and (A.17), we have \( v_3(0) = v_3'(0) = 0 \). By the Cauchy-Lipschitz theorem once again, the function \( v_3 \) identically vanishes, and we obtain

\[
v_1(x)^2 = 1 - v_2(x)^2 = \frac{-8v_2^\infty \omega(\lambda + v_2^\infty \omega)(1 + \cosh(2(\lambda + v_2^\infty \omega)^{\frac{1}{2}} x))}{(2\lambda - v_2^\infty \omega(\cosh(2(\lambda + v_2^\infty \omega)^{\frac{1}{2}} x) - 1))^2},
\]

for any \( x \in \mathbb{R} \). Here, we have used the property that \( |\omega| = -v_2^\infty \omega \) due to conditions (A.13).

Since \( v_1'(0) = 0 \) and

\[
v_1(0) = -\frac{2\sqrt{2}}{\lambda} (\omega v_2^\infty \lambda + \omega^2)^{\frac{1}{2}},
\]

by (A.16) and (A.17), we infer that

\[
\tilde{v}(x) = v_1(x) = \frac{4(\lambda + v_2^\infty \omega - \omega^2)^{\frac{1}{2}} \cosh((\lambda + v_2^\infty \omega)^{\frac{1}{2}} x)}{2\lambda + v_2^\infty \omega(\cosh(2(\lambda + v_2^\infty \omega)^{\frac{1}{2}} x) - 1)},
\]

is the desired solution to (A.15).

We finally turn to the case \( c \neq 0 \). We now compute

\[
|\tilde{v}(x)|^2 = \frac{(4(\lambda + v_2^\infty \omega) - c^2) \left( (2c^2 + \omega^2)^{\frac{1}{2}} \cosh((4(\lambda + v_2^\infty \omega) - c^2)^{\frac{1}{2}} x) + c^2 - 2v_2^\infty \omega \right)}{(2\lambda + v_2^\infty \omega + (\lambda c^2 + \omega^2)^{\frac{1}{2}} \cosh((4(\lambda + v_2^\infty \omega) - c^2)^{\frac{1}{2}} x))^2},
\]

for any \( x \in \mathbb{R} \). In this case, we observe that the function \( \tilde{v} \) does not vanish on \( \mathbb{R} \), so that we can lift it as \( \tilde{v} = |\tilde{v}|e^{i\varphi} \) with a smooth phase function \( \varphi \). Coming back to (A.5), we compute

\[
\varphi'(x) = \frac{c}{v_2^\infty + v_2(x)} = \frac{cv_2^\infty}{2} \left( 1 + \frac{4(\lambda + v_2^\infty \omega) - c^2}{2(\lambda c^2 + \omega^2)^{\frac{1}{2}} \cosh((4(\lambda + v_2^\infty \omega) - c^2)^{\frac{1}{2}} x) + c^2 - 2v_2^\infty \omega} \right).
\]
Since \( \hat{v}(0) > 0 \) by (A.10), we can also assume that \( \varphi(0) = 0 \). Checking that

\[
\frac{d}{dy} \left( \frac{2a}{b(1-d^2)^{\frac{1}{2}}} \arctan \left( \left( \frac{1-d}{1+d} \right)^{\frac{1}{2}} \tanh \left( \frac{ay}{2} \right) \right) \right) = \frac{a^2}{b(\cosh(ay)+d)},
\]

for any \( y \in \mathbb{R} \), and any coefficients \( a > 0, b > 0 \) and \(-1 < d < 1\), we conclude that the phase function \( \varphi \) is given by the formula in Statement (ii) of Theorem A.1. Finally, the formula for the map \( \hat{v} \) follows from the ones for \( |\hat{v}| \) and \( \varphi \) using the identities

\[
\forall x \in \mathbb{R}, \cos(\arctan(x)) = \frac{1}{(1+x^2)^{\frac{1}{2}}}, \quad \text{and} \quad \sin(\arctan(x)) = \frac{x}{(1+x^2)^{\frac{1}{2}}}.
\]

This concludes the proof of Theorem A.1. \( \square \)

We now go back to the cubic Schrödinger regime of the Landau-Lifshitz equation. In view of the classification in Theorem A.1, the solitons \( \Psi_{c,\omega} \) of (CS) can be obtained in this regime as the limit of the solitons \( m_{c,\omega_{\varepsilon}} \) of (LL) for the choice of parameters

\[
c_{\varepsilon} = c, \quad \delta_{\varepsilon} = 1, \quad \lambda_{\varepsilon} = \frac{1}{\varepsilon}, \quad \text{and} \quad \omega_{\varepsilon} = \omega - \frac{1}{\varepsilon}, \quad (A.19)
\]

Indeed, fix \( \omega > 0 \) and \( c \geq 0 \), with \( 4\omega > c^2 \), so that the soliton \( \Psi_{c,\omega} \) is well-defined. The assumptions \( 0 < -\omega_{\varepsilon}\delta_{\varepsilon} \) and \( c_{\varepsilon}^2 < 4\left(\lambda_{\varepsilon} + \omega_{\varepsilon}\delta_{\varepsilon}\right) \) then hold for \( \varepsilon \) small enough. By Theorem A.1 there exist non-trivial solutions \( V_{c,\omega_{\varepsilon}} \) to (TW) with

\[
\dot{V}_{c,\omega_{\varepsilon}}(x) = \frac{\varepsilon^{\frac{1}{4}} \left(4\omega-c^2\right)^{\frac{1}{4}} e^{\frac{i\omega t}{4}}}{1 + \omega_{\varepsilon} + \left(1 + (c^2 - 2\omega)\varepsilon + \omega^2\varepsilon^2\right)^{\frac{1}{2}} \cosh \left(\left(4\omega-c^2\right)^{\frac{1}{2}} x\right)} \times \left( \left(2 + (c^2 - 2\omega)\varepsilon + \omega^2\varepsilon^2\right)^{\frac{1}{2}} + 2 + (c^2 - 2\omega)\varepsilon \right)^{\frac{1}{2}} \cosh \left(\left(\omega - \frac{c^2}{4}\right)^{\frac{3}{2}} x\right) + i \text{sign}(c) \left(2 + (c^2 - 2\omega)\varepsilon + \omega^2\varepsilon^2\right)^{\frac{1}{2}} - 2 + (2\omega - c^2)\varepsilon \right)^{\frac{1}{2}} \sinh \left(\left(\omega - \frac{c^2}{4}\right)^{\frac{3}{2}} x\right) \right). \quad (A.20)
\]

Coming back to the scaling in (2), we observe that the corresponding function

\[
\Upsilon_{\varepsilon}(x,t) := \varepsilon^{-\frac{1}{2}} \hat{m}_{c,\omega_{\varepsilon}}(x,t)e^{\frac{\mu}{\varepsilon}} = \varepsilon^{-\frac{1}{2}} \dot{V}_{c,\omega_{\varepsilon}}(x - ct)e^{i\omega t}, \quad (A.21)
\]

satisfies

\[
\Upsilon_{\varepsilon}(x,t) \to \Psi_{c,\omega}(x,t),
\]

as \( \varepsilon \to 0 \). Moreover, we can control the difference between the functions \( \Upsilon_{\varepsilon} \) and \( \Psi_{c,\omega} \) by a factor of order \( \varepsilon \) as in Theorem 4.

**Proposition A.3.** Let \( k \in \mathbb{N}, c \geq 0 \) and \( \omega > 0 \), with \( 4\omega > c^2 \). Given any number \( 0 < \varepsilon < 1/\omega \), consider the function \( \Upsilon_{\varepsilon} \) defined by (A.21), with the choice of parameters \( c_{\varepsilon}, \delta_{\varepsilon}, \lambda_{\varepsilon} \) and \( \omega_{\varepsilon} \) given by (A.19). There exists a positive number \( C_k \), depending only on \( k, c \) and \( \omega \), such that

\[
\| \Upsilon_{\varepsilon}(\cdot,t) - \Psi_{c,\omega}(\cdot,t) \|_{H^k_{\varepsilon \to 0}} \sim C_k \varepsilon,
\]

for any \( t \in \mathbb{R} \).
Proof. Given any real number \( t \), we infer from (A.1) and (A.21) that

\[
\| \Upsilon(\cdot, t) - \Psi_{\epsilon, \omega}(\cdot, t) \|_{H^k} = \| \varepsilon^{-\frac{1}{2}} \dot{V}_{\epsilon, \omega} - U_{\epsilon, \omega} \|_{H^k}, \tag{A.22}
\]

where we have set

\[
U_{\epsilon, \omega}(x) = \frac{2 \alpha e^{\frac{\alpha x}{\varepsilon}}}{\cosh (\alpha x)},
\]

with \( \alpha := (\omega - c^2/4)^{1/2} \). In view of (A.20), we have

\[
\varepsilon^{-\frac{1}{2}} \dot{V}_{\epsilon, \omega}(x) - U_{\epsilon, \omega}(x) = \varepsilon W_{\epsilon, \omega}(x) + \varepsilon^2 R_{\epsilon}(x), \tag{A.23}
\]

where the first-order term \( W_{\epsilon, \omega} \) is equal to

\[
W_{\epsilon, \omega}(x) := \frac{\alpha e^{\frac{\alpha x}{\varepsilon}}}{4 \cosh(\alpha x)^2} \left( (4\alpha^2 - c^2) \cosh(\alpha x) - \frac{8\alpha^2}{\cosh(\alpha x)} + 4i\alpha \sinh(\alpha x) \right),
\]

whereas the remainder term \( R_{\epsilon} \) is given by

\[
R_{\epsilon}(x) := \frac{\alpha e^{\frac{\alpha x}{\varepsilon}}}{2 \cosh(\alpha x)^2} \left( 2(\Gamma_{\epsilon} - 2N_{\epsilon} - \nu_{\epsilon} \gamma_{\epsilon}) \cosh(\alpha x)^3 - \left( \gamma_{\epsilon}(\omega - \nu_{\epsilon}) - 2N_{\epsilon} \right) \cosh(\alpha x) 
+ i \text{sign}(\epsilon) \sinh(\alpha x) \left( 2(K_{\epsilon} - \nu_{\epsilon} \kappa_{\epsilon}) \cosh(\alpha x)^2 - (\omega - \nu_{\epsilon}) \kappa_{\epsilon} \right) 
+ \frac{(\omega - \nu_{\epsilon} + 2\nu_{\epsilon} \cosh(\alpha x))^2}{2(1 + \varepsilon \nu_{\epsilon})} \left( (2 + \varepsilon \gamma_{\epsilon}) \cosh(\alpha x) + i \varepsilon \text{sign}(\epsilon) \kappa_{\epsilon} \sinh(\alpha x) \right) \right).
\]

In this expression, we have set

\[
\gamma_{\epsilon} := \frac{c^2 - 2\omega}{2} + \varepsilon \Gamma_{\epsilon} := \frac{1}{\varepsilon} \left( (2(1 + (c^2 - 2\omega)\varepsilon + \omega^2\varepsilon^2)\frac{1}{2} + (c^2 - 2\omega)\varepsilon)\frac{1}{2} - 2 \right),
\]

\[
\kappa_{\epsilon} := |c|(4\omega - c^2)^{1/2}, \quad \varepsilon K_{\epsilon} := \frac{1}{\varepsilon} \left( 2(1 + (c^2 - 2\omega)\varepsilon + \omega^2\varepsilon^2)\frac{1}{2} - 2 + (2\omega - c^2)\varepsilon \right)^{1/2},
\]

and

\[
\nu_{\epsilon} := \frac{c^2 - 2\omega}{2} + \varepsilon N_{\epsilon} := \frac{1}{\varepsilon} \left( (1 + (c^2 - 2\omega)\varepsilon + \omega^2\varepsilon^2)\frac{1}{2} - 1 \right).
\]

Since

\[
\Gamma_{\epsilon} \to 4\frac{c^4 - 4\omega^2}{8}, \quad K_{\epsilon} \to \frac{|c|(2\omega - c^2)(4\omega - c^2)^{1/2}}{8}, \quad \text{and} \quad N_{\epsilon} \to \frac{c^2(4\omega - c^2)}{8},
\]

as \( \varepsilon \to 0 \), it follows from the smoothness and the exponential decay of the remainder term \( R_{\epsilon} \) that its \( H^k \)-norm remains bounded as \( \varepsilon \to 0 \). In view of (A.23), we deduce that

\[
\| \varepsilon^{-\frac{1}{2}} \dot{V}_{\epsilon, \omega} - U_{\epsilon, \omega} \|_{H^k} \sim \varepsilon \| W_{\epsilon, \omega} \|_{H^k}.
\]

It is then enough to set \( C_k := \| W_{\epsilon, \omega} \|_{H^k} \) and to use (A.22) so as to complete the proof of Proposition A.3. \( \square \)

Acknowledgments. The authors acknowledge support from the project “Dispersive and random waves” (ANR-18-CE40-0020-01) of the Agence Nationale de la Recherche, and from the grant “Qualitative study of nonlinear dispersive equations” (Dispeq) of the European Research Council. André de Laire was partially supported by the Labex CEMPI (ANR-11-LABX-0007-01) and the MathAmSud program.
References

[1] I. Bejenaru, A.D. Ionescu, C.E. Kenig, and D. Tataru. Global Schrödinger maps in dimensions $d \geq 2$: Small data in the critical Sobolev spaces. *Annals of Math.*, 173(3):1443–1506, 2011.

[2] F. Béthuel, R. Danchin, P. Gravejat, J.-C. Saut, and D. Smets. Les équations d’Euler, des ondes et de Korteweg-de Vries comme limites asymptotiques de l’équation de Gross-Pitaevskii. *Sémin. Équ. Dériv. Partielles 2008-2009*, Exp. N° 1:12 pp., 2010.

[3] F. Béthuel, R. Danchin, and D. Smets. On the linear wave regime of the Gross-Pitaevskii equation. *J. Anal. Math.*, 110(1):297–338, 2009.

[4] F. Béthuel, P. Gravejat, J.-C. Saut, and D. Smets. On the Korteweg-de Vries long-wave approximation of the Gross-Pitaevskii equation I. *Int. Math. Res. Not.*, 2009(14):2700–2748, 2009.

[5] F. Béthuel, P. Gravejat, J.-C. Saut, and D. Smets. On the Korteweg-de Vries long-wave approximation of the Gross-Pitaevskii equation II. *Commun. Partial Differential Equations*, 35(1):113–164, 2010.

[6] F. Béthuel, P. Gravejat, and D. Smets. Asymptotic stability in the energy space for dark solitons of the Gross-Pitaevskii equation. *Ann. Sci. Éc. Norm. Sup.*, 48(6), 2015.

[7] T. Cazenave. *Semilinear Schrödinger equations*, volume 10 of *Courant Lecture Notes in Mathematics*. Amer. Math. Soc., Providence, 2003.

[8] N.-H. Chang, J. Shatah, and K. Uhlenbeck. Schrödinger maps. *Comm. Pure Appl. Math.*, 53(5):590–602, 2000.

[9] D. Chiron. Error bounds for the (KdV)/(KP-I) and the (gKdV)/(gKP-I) asymptotic regime for nonlinear Schrödinger type equations. *Ann. Inst. Henri Poincaré, Analyse Non Linéaire*, 31(6):1175–1230, 2014.

[10] D. Chiron and F. Rousset. The KdV/KP-I limit of the nonlinear Schrödinger equation. *SIAM J. Math. Anal.*, 42(1):64–96, 2010.

[11] A. de Laire. Nonexistence of traveling waves for a nonlocal Gross-Pitaevskii equation. *Indiana Univ. Math. J.*, 61(4):1451–1484, 2012.

[12] A. de Laire and P. Gravejat. The Sine-Gordon regime of the Landau-Lifshitz equation with a strong easy-plane anisotropy. *Ann. Inst. Henri Poincaré, Analyse Non Linéaire*, 35(7):1885–1945, 2018.

[13] W. Ding and Y. Wang. Schrödinger flow of maps into symplectic manifolds. *Sci. China Ser. A*, 41(7):746–755, 1998.

[14] L.D. Faddeev and L.A. Takhtajan. *Hamiltonian methods in the theory of solitons*. Classics in Mathematics. Springer-Verlag, Berlin, 2007. Translated by A.G. Reyman.

[15] P. Germain and F. Rousset. Long wave limit for Schrödinger maps. *Preprint*, 2016. [http://arxiv.org/abs/1604.05710](http://arxiv.org/abs/1604.05710).

[16] P. Gravejat and D. Smets. Asymptotic stability of the black soliton for the Gross-Pitaevskii equation. *Proc. London Math. Soc.*, 111(2):305–353, 2015.
[17] F. Hélein. *Harmonic maps, conservation laws and moving frames*, volume 150 of *Cambridge Tracts in Mathematics*. Cambridge University Press, Cambridge, second edition, 2002. With a foreword by James Eells.

[18] L. Hörmander. *Lectures on nonlinear hyperbolic differential equations*, volume 26 of *Mathématiques et Applications*. Springer-Verlag, Berlin, 1997.

[19] A.M. Kosevich, B.A. Ivanov, and A.S. Kovalev. Magnetic solitons. *Phys. Rep.*, 194(3-4):117–238, 1990.

[20] L.D. Landau and E.M. Lifshitz. On the theory of the dispersion of magnetic permeability in ferromagnetic bodies. *Phys. Zeitsch. der Sow.*, 8:153–169, 1935.

[21] H. McGahagan. An approximation scheme for Schrödinger maps. *Commun. Partial Differential Equations*, 32(3):375–400, 2007.

[22] J. Moser. A rapidly convergent iteration method and non-linear differential equations. II. *Ann. Scuola Norm. Sup. Pisa (3)*, 20(3):499–535, 1966.

[23] J. Shatah and C. Zeng. Schrödinger maps and anti-ferromagnetic chains. *Comm. Math. Phys.*, 262(2):299–315, 2006.

[24] E.K. Sklyanin. On complete integrability of the Landau-Lifshitz equation. Technical Report E-3-79, Leningrad Department of Steklov Institute of Mathematics of the USSR Academy of Sciences, 1979.

[25] C. Sulem and P.-L. Sulem. *The nonlinear Schrödinger equation. Self-focusing and wave collapse*, volume 139 of *Applied Mathematical Sciences*. Springer-Verlag, New York, 1999.

[26] P.-L. Sulem, C. Sulem, and C. Bardos. On the continuous limit for a system of classical spins. *Comm. Math. Phys.*, 107(3):431–454, 1986.

[27] M.E. Taylor. *Partial differential equations III*, volume 117 of *Applied Mathematical Sciences*. Springer-Verlag, New York, Second edition, 2011.

[28] Y.L. Zhou and B.L. Guo. Existence of weak solution for boundary problems of systems of ferro-magnetic chain. *Sci. China Ser. A*, 27(8):799–811, 1984.