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ABSTRACT

We use convolutional neural networks (CNNs) and recurrent neural networks (RNNs) to estimate the parameters of strong gravitational lenses from interferometric observations. We explore multiple strategies, including training a feed-forward CNN on dirty images, and find that neural networks can simultaneously adapt to dirty images generated from vastly different $uv$-coverages. We find that the best results are obtained when the effects of the dirty beam are first removed from the images with a deconvolution performed with an RNN-based structure before estimating the parameters. For this purpose, we use the recurrent inference machine (RIM) introduced in Putzky \& Welling (2017). This provides a fast and automated alternative to the traditional CLEAN methods. We obtain the uncertainties of the estimated parameters using variational inference with Bernoulli distributions. We test the performance of the networks with a simulated test dataset as well as with five ALMA observations of strong lenses. For the observed ALMA data we compare our estimates with values obtained from a maximum-likelihood lens modeling method which operates in the visibility space and find consistent results. We show that we can estimate the lensing parameters with high accuracy using a combination of an RNN structure performing image deconvolution and a CNN performing lensing analysis, with uncertainties less than a factor of two higher than those achieved with maximum-likelihood methods. Including the deconvolution procedure performed by RIM, a single evaluation can be done in about a second on a single GPU, providing a more than six orders of magnitude increase in analysis speed while using about eight orders of magnitude less computational resources compared to maximum-likelihood lens modeling in the $uv$-plane. We conclude that this is a promising method for the analysis of mm and cm interferometric data from current facilities (e.g., ALMA, JVLA) and future large interferometric observatories (e.g., SKA), where an analysis in the $uv$-plane could be difficult or unfeasible.
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1. INTRODUCTION

Strong gravitational lensing provides a unique opportunity to investigate many subjects, including the distribution of matter in lensing galaxies (e.g., Treu \& Koopmans 2004), the properties of distant galaxies by magnifying their images (e.g., Jones et al. 2010), and the expansion rate of the universe (e.g., Suyu et al. 2014). Over the past few years, the Atacama Large Millimeter/sub-Millimeter Array (ALMA) has proven to be a unique, powerful tool for imaging sub-millimeter-bright gravitational lenses. ALMA observations of this population of lenses, which were discovered in wide area surveys (Vieira et al. 2010; Negrello et al. 2010; Vieira et al. 2013; Hezaveh et al. 2013), are now allowing significant advances in our understanding of star formation in some of the most active high redshift galaxies (e.g., Marrone et al. 2018), as well as detailed matter distribution in the foreground structures (Wong et al. 2015; Hezaveh et al. 2016; Inoue et al. 2016; Wong et al. 2017). These studies owe their success to the high sensitivity of these observations and the high resolutions obtained with long baseline interferometry.

The exploitation of strong lensing systems for these studies, however, requires a knowledge of the lensing distortions, traditionally obtained using maximum-likelihood (or a posteriori) lens modeling, a procedure in which the posterior of a simulated model given the data is maximized. In these methods the values of a set of parameters which describe the true morphology of the background source and the matter distribution in the foreground lens are explored in order to produce a simulated model that best matches the observations.

Generally, the analysis of lenses with maximum likelihood methods is both slow and technically involved. For example, accurate modeling of optical data requires several data preparation steps, including point spread function (PSF) modeling, subtraction of the lens light, and sophisticated modeling codes. The analysis of interferometric data is even more challenging due to the incomplete sampling of the Fourier space ($uv$-space), where data is measured. The most accurate methods fit the data directly in the $uv$-space. However, due to the large number of the measured visibilities and the large number of lensing parameters, these methods require extremely expensive computations (e.g., see Hezaveh et al. 2016).

Even with a state-of-the-art pipeline, finding the most probable parameters is a lengthy and resource-intensive process, as it involves using optimizers, requiring a large number of computationally expensive evaluations in the complex, multidimensional space of parameters. Depending on the initial conditions given to these optimizers, they can frequently spend extended periods of time exploring sub-optimal local minima, demanding active human involvement and supervision to expedite convergence to the global solution. In addition, estimating the parameter uncertainties are typically performed with Markov Chain Monte Carlo (MCMC) methods,
Recently, Hezaveh et al. (2017) and Perreault Levasseur et al. (2017) showed that deep convolutional neural networks could estimate the parameters of strong lenses along with their uncertainties for optical data in an extremely fast and automated manner. These methods construct a direct map from the observed data to the lens parameters using a training set and as such do not require the production of simulated models for the analysis of new data.

Convolutional neural networks (LeCun et al. 1989) are a class of deep learning methods that process images through a series of convolutional layers. In each layer, the images from the previous layer are convolved with a number of filters (network weights) and processed with a nonlinear activation function to produce a feature map. Typically, after a large number of convolutional layers the feature maps are unraveled and fed into a series of fully connected layers. The activations of the last fully connected layer are then interpreted as the predictions of the network for values of interest. The values of the convolutional filters determine the specific mapping between the input and output data. These values are determined in a process called training, where a set of training data, with known correct input-output pairs (labeled data), are presented to the networks. The values of the network weights are then adjusted to allow the networks to find a successful mapping between the input-output pairs for the training data. In practice, this is done by optimizing a cost function. Since the value of the cost function depends on the network weights, by calculating its gradient with respect to these weights one could find the weights which optimize the cost function. These gradients are generally calculated using back-propagation.

Typically, neural networks are used for point estimation of the outputs of interest. However, it is also possible to obtain the uncertainties of their predictions. An approximate uncertainty estimate could be obtained by training networks to predict their own uncertainties. In practice, this can be done by training networks to predict the parameters of an approximating parameter probability distribution. For example, if a Gaussian distribution is used, the networks are required to predict the mean and the variance of the probability distribution of the output parameters. However, since networks can make errors in their own uncertainty estimates, it is essential to marginalize over these network-dependent sources of errors. This can be done using Bayesian neural networks (Neal 1996; MacKay 1992). In Bayesian neural networks, instead of fixed deterministic values, the networks weights are defined by probability distributions. In this way, the probability of the weights represents the probability of a certain output. By marginalizing over these distributions then we can marginalize over the network-dependent sources of errors. By using new approximating methods like variational inference (Gal & Ghahramani 2016), Perreault Levasseur et al. (2017) showed that deep convolutional networks could accurately estimate the uncertainties of lens parameters.

In this paper, we expand these studies to the analysis of interferometric observations of gravitational lenses. We explore the use of feed-forward deep convolutional neural networks for estimating the lens parameters from dirty images as well as images produced from deconvolving the effects of the primary beam using a recurrent neural network structure. We do this using the recurrent inference machine (Putzky & Welling 2017). We obtain the uncertainties of our predictions using the methodology outlined in Perreault Levasseur et al. (2017). In Section 2 we describe the methods and the models that have been explored. In Section 3 we report our results, by testing the performance of the networks on simulated and real ALMA data. Finally, in section 4 we discuss the results and the future directions for this work.

2. METHODS

In this section we describe the training data, the architecture of the networks, the strategies explored for training the networks, and the performance tests.

We explore the estimation of lensing parameters from dirty images produced from interferometric observations. Dirty images are obtained by a simple inverse Fourier transform of the visibilities and in essence hold the same information content as the visibilities. However, due to the incomplete sampling of the Fourier space, the resulting beam (the point spread function) is not localized and includes numerous side lobes. This results in the smearing of the signal and the noise over the dirty images, causing correlated structures across the images. In principle, an accurate analysis of interferometric data from dirty images is possible, however, this requires convolving the sky models with the dirty beam and including a dense, correlated noise covariance matrix in the computations of the likelihood functions. This is a complex and computationally expensive task, so many methods in the past have resorted to CLEAN images. In this case, a non-linear algorithm is used to remove the long-range correlations caused by the side-lobes of the dirty beam, resulting in images that resemble CCD images. The CLEAN beam and uncorrelated noise are then used to do the analysis of the data, similar to the analysis of CCD images. These deconvolution methods, in essence, predict the missing Fourier modes of the image that are not sampled during observations, by assuming certain priors on the spatial structures of the observed targets. The traditional CLEAN algorithm (Högstrom 1974), for example, assumes that the targets are composed of a collection of distinct point sources. Therefore it provides good results for point sources, but its performance is degraded for targets with extended structures. In all cases, these methods are approximate, complex, non-linear and irreversible procedures that can introduce unknown artifacts in the images, causing biases in the inferred parameters, which cannot be trivially quantified and corrected for. This is why some works have chosen to directly model the visibilities in a space where noise is simple, Gaussian, and uncorrelated (Hezaveh et al. 2013; Bussmann et al. 2013; Rybak et al. 2015; Hezaveh et al. 2016).

In this work we explore the analysis of dirty images using convolutional neural networks. Instead of using a likelihood function, these networks find a mapping between their input data and the outputs of interest through training. They have been shown to be able to adapt to complex structures in their inputs, such as highly correlated images, or correlated noise. It is therefore possible that they can learn to perform an accurate analysis from the highly correlated dirty images. However, since different observations sample different modes in the uv-space (due to numerous factors, e.g., observation length, antenna positions, etc.), the resulting dirty images for different observations of the same source can have sharply different appearances and correlations. Here we examine to what extent convolutional neural networks can ignore these structures in a general way. We also explore the prediction of the true sky emission (deconvolved images) directly from the visibilities using the recurrent inference machine prior to estimating the parameters.
Figure 1. Examples of test image simulations. The leftmost column shows the true sky emission created using ray-tracing simulations. Succeeding columns show the randomly produced $uv$-coverages of the observations, the resulting dirty beams, the dirty images, and the noisy dirty images. Qualitatively, the images in column 5 appear significantly different from each other due to the convolution with different beams with significant side lobes.
2.1. Training Set

We use the simulated, strongly lensed images of background galaxies described in Hezaveh et al. (2017) and Perreault Levasseur et al. (2017) to produce a sample of dirty images for training. Here we briefly summarize the procedure used to simulate these images. Real images of local and high-redshift galaxies from the GalaxyZoo and GREAT03 datasets are lensed with an Singular Isothermal Ellipsoid (SIE, Kormann et al. 1994) profile plus external shear. Here, we use 200,000 unique lensed images. In each case, we ensure that the images have a minimum flux magnification of 3, and that the entire flux is contained within the images. The lens parameters are chosen from uniform random distributions ranging from 0.1 to 3.0 arcseconds in Einstein radius ($\theta_E$), 0 to 1 in ellipticity, -0.5 to 0.5 in x and y position, and -0.3 to 0.3 in both components of the external shear. To avoid the degeneracy of the orientation angle by $\pi$, instead of estimating an angle for ellipticity and external shear, we predict the real and imaginary components of complex ellipticity and shear ($\epsilon_x, \epsilon_y, \gamma_x, \gamma_y$). In addition to the seven parameters of the SIE and external shear model, the networks also estimate the total lensing flux magnification ($\mu_F$).

These images are then used to produce dirty images resulting from randomly generated $uv$-coverages. We first randomly choose the parameters of the observations: observation start time, duration, source position, the number of antennas used in the observation, and the positions of those antennas. Assuming an integration time of 60 seconds we then simulate the $uv$-coverage of the observations. This is a sufficient condition to ensure that no baseline in our training set moves more than a single antenna diameter between separate time steps, and thus any shorter integration time would only add redundant information. In principle, one should then compute the direct Fourier transform of the sky image to predict these visibilities. To produce a dirty image in a fast way, however, these visibilities are typically binned on a regular grid to allow the use of a Fast Fourier Transform (FFT) algorithm. In this work, we introduce an approximation in our production of these dirty images, by first binning our ungridded $uv$-points, and then predicting the visibilities on this regularly-spaced $uv$-grid, using FFT, and then again using FFT to perform the inverse Fourier transform. In practice, this means that we first apply FFT to the sky images, then apply a weighting to the resulting Fourier maps. We simply set the un-sampled modes to zero and scale the measured modes by a weight depending on the number of measured visibilities in that bin. In all cases, we assume similar noise variance in each un-binned visibility. Therefore the noise for a binned visibility is scaled by the square-root of the number of the visibilities contained in it. Random, uncorrelated Gaussian noise is then added to the real and imaginary components of the visibilities. The noise rms is chosen from a uniform random distribution such that the images have peak signal to noise ratios between 10 and 1000. We then obtain the dirty images by taking the inverse Fourier transform of this map using FFT. To produce a range of effective resolutions during training and to accommodate the variety of $uv$-coverages, we used maximum baselines ranging from 125$\lambda$ to 2.2M$\lambda$, resulting in effective resolutions ranging from ~0.09 to 1.6 arcseconds. This corresponds to a maximum baselines of 400$m$ to 2$km$ at 350 GHz. We use natural weighting for producing the dirty images. Figure 1 shows a few examples from the test dataset. For each example, the true sky, the $uv$-coverage, the dirty beam, the dirty image, and the noisy dirty image are presented.

We use stochastic gradient descent to train the networks. At each iteration, we optimize the cost function using a mini-batch of 50 dirty images. Each dirty image is produced from a different, randomly chosen $uv$-coverage and noise realization. Since these observational effects are generated randomly during training, the networks never encounter the same $uv$-coverage or noise realization more than once during training, reducing the risk of overfitting.

We follow the method described in Perreault Levasseur et al. (2017) to train the networks to estimate their uncertainties. We optimize a cost function given by the gaussian log-likelihood of the ground truth given the predicted mean and uncertainty from the network

$$ L = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \exp(-s_i) + s_i, $$

where $y_i$ is the true value of the $i$-th parameter, and $\hat{y}_i$ is the value of that parameter predicted by the network. In this expression $s_i = |\log \sigma_i^2|$, where $\sigma_i^2$ is the variance of the predicted Gaussian distribution representing the network uncertainty for the $i$-th parameter. The values of $\sigma_i$ are never provided to the networks (unlabeled outputs) but are implicitly learned by optimizing the cost function. The second term in equation 1 ensures that large values of $\sigma_i$ are penalized, while the first term discriminates against small values. This ensures that in the absence of network errors, for a truly Gaussian parameter estimation the predicted $\sigma$ is the rms of the uncertainties.

To marginalize over network-dependent sources of errors, we use variational inference with Bernoulli distributions for the network weights, using dropout layers before every weight layer. At test time, we perform Monte Carlo dropout to marginalize over these distributions: we feed the same input multiple times to the network and collect the predictions. We then add the predicted uncertainties given by $\sigma_i$ to these samples. The resulting distributions represent the probability distributions of the output parameters.

2.2. Training strategies

As is shown in Figure 1, different $uv$-coverages of different observations result in significant differences in the appearance of the images. To test the ability of CNNs to adapt to such variable long-range correlations, we have performed tests with four different models. These models are as follows:

**Model 1:** We first consider training a network specifically optimized to estimate the lensing parameters for a particular ALMA observation. Therefore, we produce training dirty images that result from sampling the specific $uv$-coverage of the observation under consideration. To do this, we calculate a dirty beam using a direct Fourier transform of the $uv$-coordinates and convolve the true sky emission with this beam to produce a dirty image. We also produce noise maps resulting from random, Gaussian, uncorrelated noise in the measured visibilities and randomly add them with different over-all scaling to the dirty images. The use of direct Fourier transform ensures that no artifacts from visibility binning are introduced.

**Model 2:** We then consider training a network to estimate the lensing parameters from multiple distinct ALMA observations with different $uv$-coverages simultaneously. The generation of training examples for this network is the same as Model 1, but instead of using a single $uv$-configuration to generate the dirty images, we use noise maps and dirty beams.
Figure 2. Three example image reconstructions through time from the recurrent inference machine. The dirty image (left column) is the inverse Fourier transform of the visibilities and contains significant correlated structures. Through successive passes to the RIM, the underlying signal is iteratively reconstructed. The second column from the right shows the output of the RIM after 10 iterations, which is then fed to the parameter estimation network. The right column shows the ground truth images for comparison.

Table 1

| Parameter | \( \theta_g \) | \( \epsilon_x \) | \( \epsilon_y \) | \( x \) | \( y \) | \( \gamma_x \) | \( \gamma_y \) | \( \mu \) |
|-----------|----------------|----------------|----------------|--------|--------|----------------|----------------|--------|
| Model 1   | 0.05           | 0.11           | 0.10           | 0.06   | 0.06   | 0.04           | 0.04           | 1.12   |
| Model 2   | 0.05           | 0.11           | 0.10           | 0.06   | 0.06   | 0.04           | 0.04           | 1.12   |
| Model 3   | 0.06           | 0.12           | 0.11           | 0.06   | 0.06   | 0.04           | 0.04           | 1.28   |
| Model 4   | 0.03           | 0.08           | 0.07           | 0.04   | 0.04   | 0.02           | 0.02           | 0.80   |
| Model 4 bias | \( 2 \times 10^{-4} \) | \( 4 \times 10^{-3} \) | \( 1 \times 10^{-3} \) | \( -1 \times 10^{-3} \) | \( -5 \times 10^{-3} \) | \( 1 \times 10^{-3} \) | \( 2 \times 10^{-3} \) | 0.3 |

Note. — Median root-mean-squared uncertainties of network estimated parameters produced by sampling the network predictions on a simulated test set. We also show the bias on each parameter found using Model 4. This bias is always substantially smaller than the uncertainty.

from five separate \( uv \)-configurations given by ALMA Cycle 2 observations of five strong gravitational lenses. The \( uv \)-coverages used for a given training example is selected randomly from the five choices with equal probability.

Model 3: Next we consider training a network to estimate the lensing parameters for any ALMA observation with an arbitrary \( uv \)-coverage. To do this, during training, we randomly generate dirty images from different \( uv \)-configurations as described in section 2.1.

Model 4: Finally, we consider using a network to remove the effects of the dirty beam (deconvolution) prior to parameter estimation. To do this, we use the framework of a recurrent inference machine (RIM) developed in Putzky & Welling (2017) to reconstruct the image. This network performs an iterative procedure, using recurrent convolutional neural networks, to iteratively solve the linear equation \( y = Ax + n \) for \( x \), where \( y \) is a vector of measurements, \( A \) is a corruption matrix, and \( n \) is an additive noise vector. In the present application, \( x \) is the true sky emission, \( y \) is the observed visibilities, \( A \) is a Fourier transform matrix, and \( n \) is a vector of additive uncorrelated Gaussian noise.

We refer the reader to Putzky & Welling (2017) for further details, but in principle, the RIM architecture solves this equation by using the gradient of the log-likelihood of \( y \) given \( x \) with respect to \( x \), evaluated at the current estimate of \( x \), in a fashion analogous to the Newton’s method for optimization. Here we compute the visibilities of the model image with FFT and calculate the log-likelihood in the visibility space:

\[
\mathcal{L}(I) = [V_{obs} - \mathcal{F}(I)]^T C_N^{-1} [V_{obs} - \mathcal{F}(I)],
\]

where \( \mathcal{F} \) denotes the operation of predicting the visibilities from the sky emission, \( I \) is the predicted image, \( C_N \) is the noise covariance matrix, and \( V_{obs} \) are the observed visibilities. We then take the gradient of this likelihood with respect to the image pixels. To reduce the error introduced by using FFTs instead of direct Fourier transforms and the periodic boundary conditions of FFT, we pad the input images to obtain higher resolution results in the visibility space. The errors on the resulting dirty image pixel values produced by this gridding are less than 0.1% of the peak image value and more than 100 times smaller than the typical noise rms. The resulting deconvolved images are then fed to a separate, feed-forward convo-
lutional neural network that estimates the lensing parameters.

Because the purpose of the RIM is to produce deconvolved images, we use the mean-squared error over all the pixels and over all time steps as a cost function. By optimizing over all time steps, we allow gradients to propagate back through the network more easily. This facilitates more efficient training, especially in the early stages of the optimization. We train the RIM separately from the CNN. Once it is adequately trained, we then fix all of its parameters, and use its output to train the feed-forward CNN. Similar to Model 3, Model 4 is trained using randomly generated \( uv \)-configurations as described in Section 2.1.

All models were implemented in TensorFlow (Abadi et al. 2015). For all models, for estimating the lensing parameters, we use the architecture of AlexNet (Krizhevsky et al. 2012), which is of relatively modest size (16 million parameters) and has been shown to perform well for lens analysis (Hezaveh et al. 2017). The last layer of the network predicts 16 values, corresponding to the eight parameters of interest and their marginalized uncertainties.

We train our network using the Adam optimizer (Kingma & Ba 2014). This algorithm uses an exponentially weighted average of the past gradients as a "momentum" and updates the network parameters using the momentum rather than the gradient itself. This causes individual training steps to be smoothed out, reducing the stochasticity of the optimization process and allowing for more efficient minimization of the cost function. We use a learning rate schedule, starting at \( 2 \times 10^{-5} \) for 200,000 training steps, and subsequently stepping down by a factor of two every 50,000 training steps.

The dropout rate is tuned as a hyperparameter that can be empirically adjusted to calibrate the predicted uncertainties, following the procedure described in Perreault Levasseur et al. (2017). We train an ensemble of networks, each with a different dropout rate (ranging from 0.5 to 0.0, or equivalently a keep rate of 0.5 to 1.0). We then calculate the coverage probabilities of the resulting uncertainties for each trained network with a validation set. We then select a keep rate that results in coverage probabilities equal to the 1-, 2-, and 3-\( \sigma \) confidence levels (i.e. the 68% confidence interval should have a coverage probability of 68% by construction). We find that the coverage probabilities are best matched with a keep rate of 99%. We therefore adopt a dropout rate of 1% for the rest of this work.

2.3. Performance tests

To quantify the performance of the networks, we test their predictions on a separate test set of \( \sim 1400 \) simulated lensed images. In all cases, while the lensed images are different from the images in the training set, they undergo the same data processing as the training data prior to being fed to the network. This means that to test models 1 and 2 we use the same dirty beams that were used in training, and for models 3 and 4 we produce dirty images from randomly generated \( uv \)-coverages.

In addition to simulated data, we also test the performance of the networks on real ALMA observations of gravitational lenses. We use ALMA observations of five gravitational lenses observed during ALMA Cycle 2 (2013.1.00880.S, PI: Hezaveh). These observations are approximately 40 minutes in duration and were taken using 37 ALMA antennae with a maximum baseline of 1500m at a frequency of 145 GHz (ALMA Band 4). For comparison, we also model these targets with a maximum a posteriori lens modeling pipeline that treats the background source as a vector of pixels (Hezaveh et al. 2016).

3. RESULTS

Table 1 shows the median uncertainty produced by the four training strategies. Models 1 and 2 perform similarly well but slightly better than model 3. This is to be expected, given that the network in Model 3 has to adapt to any arbitrary \( uv \)-coverage, while Models 1 and 2 have been specialized to one or a small subset of relatively similar \( uv \)-coverages.

Model 4 outperforms all the other models. We attribute this to the ability of the RIM to remove the effects of the dirty beam in a general way, producing consistent images for the parameter estimation network. As a measure of the bias of the parameter estimation network, we calculate the mean of the difference between the predicted and true values of the lens model parameters and report them in Table 1. Figure 2 shows example reconstructions of the sky images using the
RIM. For each example, the original dirty image and the output of the RIM at different iterations are shown and compared to the true sky emission. Compared to the dirty images, which have substantially different properties due to the beam and correlated noise, the RIM outputs appear qualitatively similar except for the differences due to lensing. Figure 3 shows the output of the final step of the RIM reconstruction applied to ALMA observations.

Figure 4 shows the predicted parameter values for Model 4 for the simulated data against the ground truth values. The mean values of the predicted parameters for all the 1400 examples are shown with small dots. The light and dark blue bands show the intervals containing 68 and 95% of these mean values. For a small subset of the examples, the 1σ uncertainties of the predictions are also shown with error bars. The square points show the predicted parameter values and their uncertainties for the five ALMA Cycle 2 observations of strongly lensed sources. For these sources, the values on the x-axis and their uncertainties are obtained by a maximum a posteriori (MAP) modeling of the observations.

For most examples the predictions are an excellent approximation to the true values. The estimates with the largest errors also have large uncertainties associated with them, such that the overall coverage probabilities are equal to their confidence limits for which they are calculated. By examining the images in the test set with the largest errors, we find that they consist of instances of doubly-imaged lenses with no extended arcs or images in naked-cusp configuration. It is well known that these configurations typically have less constraining power compared to configurations with more extended arcs and counter images and result in larger uncertainties with MAP modeling method as well (Nightingale et al. 2018).

Figure 5 shows the probability distributions for each parameter obtained with model 4 and MAP modeling for one of the sources from ALMA Cycle 2 data. We find that the neural networks produce distributions that are consistent with MAP models but slightly broader. However they only take of order 1 second to fully sample the network posterior on a single GPU. Compared to over a month on ∼1000 CPU cores required to sample the posteriors of these observations with traditional lens modeling methods, this results in more than 6 orders of magnitude speed-up of the analysis. Of course, in reality the gains are even larger due to the time required for finding the global optimum and MCMC convergence.

4. DISCUSSION AND CONCLUSION

The results presented in the previous section demonstrate that neural networks can accurately estimate lensing model parameters from interferometric observations in an extremely fast manner. The uncertainties obtained using a Recurrent Inference Machine and Convolutional Neural Network (model 4) are typically less than a factor of two higher than the uncertainties obtained from MAP modeling, however, they provide more than six orders of magnitude speed-up in wall clock time while using about eight orders of magnitude less computational resources.

Although the use of the RIM for deconvolving the dirty beam is somewhat similar to the CLEAN algorithm, it has several advantages. First, the morphology of the images in the training data act as a prior for the reconstructions. This can result in improved performance when the test images have similar properties to those of the training data. Second, once trained, this is a fully automated procedure and does not require any manual adjustments (e.g., mask defining, stopping criteria). Third, as was done in this work, because of the high speed (of order 1 second) and the fully automated nature of the RIM, it is possible to produce large uniform samples from it and train an analysis network with their outputs. This ensures that if there are systematic errors introduced by
the RIM, the analysis networks can learn to ignore them and include their effects in their final uncertainties. This is a significant improvement to traditional deconvolution algorithms like CLEAN, where possible artifacts could depend on user-defined settings and can not be tracked or included in the final uncertainties. Fourth, since the deconvolved image is produced by maximizing the likelihood in the visibility space, this results in output images with better fidelity to the original measured visibilities compared to the CLEAN algorithm.

More generally, the speed of the predictions and the calibration of the uncertainties ensures that the coverage probabilities calculated over a large set of examples are equal to the confidence limits for which they are calculated. In other words, this means that these uncertainties include the contributions of systematic errors. It is well known that MAP lens modeling can sometimes result in biased parameter recovery due to numerous effects including the choice of source parameterization. It is therefore likely that the parameters recovered with these networks can be more accurate than those predicted with MAP methods.

Perhaps the most important element in this analysis is the design of the training data. In particular, since we have used simulated data to train a network, which is then used for the interpretation of real data, special care should be given to understanding the structure and the statistical properties of real data and to define a training set which encompasses the variations of all possible effects in the real data. In this work, we used a few approximations to produce the training set (e.g., gridding the \(uv\)-coordinates prior to predicting the visibilities). For the purpose of the demonstration of the method in this paper, these approximations seem justified, given that the recovered parameters for real ALMA observations of SPT sources are consistent with their values from MAP modeling. However, if these methods are going to be widely used for real data analysis, it is preferable to produce even more realistic training data. In addition, it is possible to use domain adaptation methods (e.g., Ben-David et al. 2007) to generalize the learning of the networks from simulated examples to real data with different statistical properties.

We explored strategies for the analysis of strong gravitational lenses from interferometric data with neural networks. We found that it is possible to train simple feed-forward convolutional neural networks on dirty images produced from the measured visibilities, however, the best results were obtained when a recurrent neural network-based architecture was first used to remove the effects of the convolution of the sky emission with the dirty beam prior to estimating the parameters using feed-forward models. This method produced estimates with a median precision comparable to MAP modeling (typically less than a factor of two lower), while resulting in orders of magnitude improvement in speed and the use of computational resources. Given the large number of observations expected to be executed by ALMA and other interferometric facilities, these methods can be a crucial tool for the interpretation of future data.
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