Railway Anomaly detection model using synthetic defect images generated by CycleGAN
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Abstract—Although training data is essential for machine learning, railway companies are facing difficulties in gathering adequate images of defective equipment due to their proactive replacement of would be defective equipment. Nevertheless, proactive replacement is indispensable for safe and undisturbed operation of public transport. In this research, we have developed a model using CycleGAN to generate artificial images of defective equipment instead of real images. By adopting these generated images as training data, we verified that these images are indistinguishable from real images and they play a vital role in enhancing the accuracy of the defect detection models.
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I. INTRODUCTION

Railway companies have been working on defect detection of railway equipment. However the equipment is replaced early to ensure the smooth operation of the railway with safety as a priority, leading to railway companies facing a common issue of having a lack of images of defective equipment. We developed a defect detection model that is able to identify railway defects by utilizing the images captured by the railway monitoring system [1] installed on the commercial trains of East Japan Railway Company. However, we faced a problem in which the detection accuracy could not be improved due to the lack of training data for a certain type of defects.

II. DEFECT DETECTION PIPELINE FOR MULTIPLE TYPES OF TRACK DEFECTS USING RESNET [2]

The sample images of scratch, inside-scratch and shelling defect are shown in Fig.1. The number of images used for training the defect detection model are shown in TableI. It is evident that the data of shelling defect is considerably less compared to the scratch and inner side scratch defect.

|          | Normal | Scratch Defect | Inside-scratch Defect | Shelling Defect |
|----------|--------|----------------|-----------------------|-----------------|
| Training data | 4500   | 992            | 1160                  | 82              |
| Test data  | 100    | 50             | 50                    | 10              |

TABLE I: Number of images used for defect detection model

Fine-tuning is a method of relearning the weights of a neural network by replacing the final output layer with an existing model trained in a different domain. The structure of the anomaly detection model is shown in Fig.2.

The defect detection model was unable to identify 1 incident of a superficial shelling defect. The accuracy of the defect detection model is shown in Fig.3 while the image of the shelling that was not detected is shown in Fig.4.

![Fig. 2: The structure of the anomaly detection model](image)

![Fig. 3: Accuracy of defect detection model](image)

![Fig. 4: Image of shelling that was not detected](image)
III. RAILWAY DEFECT GENERATION MODEL USING CYCLEGAN

Due to the lack of adequate training data in order to generate images of railway defects, we have chosen an algorithm known as CycleGAN. CycleGAN is a type of style transfer method where an image is generated based on original input with its characteristics altered. The examples of images generated by CycleGAN and the algorithm used are shown in Fig. 5 and the configuration of the Generator and Discriminator used in this research is shown in Fig. 6.

Fig. 5: Examples of images generated by CycleGAN [3]

Fig. 6: Configuration of Generator and Discriminator

The image conversion using CycleGAN model is shown in Fig. 7. The images converted by CycleGAN were difficult for human eyes to distinguish from actual images on rails. From the 1000 images generated by CycleGAN model, 70 of them which were similar to the undetected shelling defect, were chosen and added to the defect detection model as training data. The accuracy of detecting shelling defects was successfully improved and the test data showed that the average area under the curve was 1, higher compared with 0.993 of Fig. 3. The test results are shown in Fig. 8.

IV. VISUALIZATION CLASS ACTIVATION MAPPING USING CAM [4] AND T-SNE [5]

In order to visually confirm the changes that occurred following the addition of training data to the defect detection model, we have utilized a method known as Class Activation Model (CAM) to create a heat map. This is a visual representation of which part of the image the defect detection model focused on when classifying the images. The parts that were used to classify the images are shown in red while the parts that were not are shown in blue. The results are shown in Fig. 9.

As shown in Fig. 9, the defect detection model before the input of images generated by CycleGAN reacted strongly towards the linear parts other than the defects on the rails. It can be thought that small shelling defects were not detected as such due to the lack of data on images of defective equipment. It is evident that adding the generated images of shelling defects as training data enables the neural network to focus on the shelling defects and identify them as such. t-SNE was used to perform classification analysis (clustering) on the data of 2048-dimensions immediately before the generation of final results by the defect detection model. The results are shown in Fig. 10.

After the addition of images of shelling defect as training data, the aforementioned image was categorized in the same group as other images of shelling defect, showing that the
Fig. 10: t-SNE graph input of images generated by CycleGAN (0: normal, 1: scratch, 2: inside-scratch, 3: shelling defects)

defect detection model identified the image as similar to other images of shelling defect.

V. CONCLUSION AND FUTURE IMPLICATIONS

In this research, the accuracy of the defect detection model was successfully improved by using CycleGAN to generate images of defective equipment that were indistinguishable from real images and using them as training data. Detecting defects on rails were the subject of this study but we think these findings are applicable to defect detection of various equipment. We plan to conduct further studies with the aim of improving defect detection accuracy using CycleGAN not only for railway tracks but railway equipment in general.
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