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Abstract

While dropout is known to be a successful regularization technique, insights into the mechanisms that lead to this success are still lacking. We introduce the concept of weight expansion, an increase in the signed volume of a parallelootope spanned by the column or row vectors of the weight covariance matrix, and show that weight expansion is an effective means of increasing the generalization in a PAC-Bayesian setting. We provide a theoretical argument that dropout leads to weight expansion and extensive empirical support for the correlation between dropout and weight expansion. To support our hypothesis that weight expansion can be regarded as an indicator of the enhanced generalization capability endowed by dropout, and not just as a mere by-product, we have studied other methods that achieve weight expansion (resp. contraction), and found that they generally lead to an increased (resp. decreased) generalization ability. This suggests that dropout is an attractive regularizer, because it is a computationally cheap method for obtaining weight expansion. This insight justifies the role of dropout as a regularizer, while paving the way for identifying regularizers that promise improved generalization through weight expansion.

1 Introduction

Research on why dropout is so effective in improving the generalization ability of neural networks has been intensive. Many intriguing phenomena induced by dropout have also been studied in this research (Gao et al., 2019; Lengerich et al., 2020; Wei et al., 2020). In particular, it has been suggested that dropout optimizes the training process (Baldi & Sadowski, 2013; Wager et al., 2013; Helmbold & Long, 2015; Kingma et al., 2015; Gal & Ghahramani, 2016; Helmbold & Long, 2017; Nalisnick et al., 2019) and that dropout regularizes the inductive bias (Cavazza et al., 2018; Mianjy et al., 2018; Mianjy & Arora, 2019; 2020).

A fundamental understanding of just how dropout achieves its success as a regularization technique will not only allow us to understand when (and why) to apply dropout, but also enable the design of new training methods. In this paper, we suggest a new measure, weight expansion, which both furthers our understanding and allows the development of new regularizers. Broadly speaking, the application of dropout leads to non-trivial changes in the weight covariance matrix. As the weight covariance matrix is massively parameterized and hard to comprehend, we abstract it to the signed volume of a parallelootope spanned by the vectors of the matrix—weight volume (normalized generalized variance (Kocherlakota & Kocherlakota, 2004)) for short. Dropout increases this weight volume. Figure 1 illustrates the weight expansion obtained by dropout and visualizes how it improves the generalization ability.

This leads to our hypotheses that (1) weight expansion reduces the generalization error of neural networks (Section 3.1), and that (2) dropout leads to weight expansion (Section 3.2). We hypothesize that weight expansion can be an indicator of the increased generalization ability and dropout is ‘merely’ an efficient way to achieve it.

The weight volume is defined as the normalized determinant of the weight covariance matrix (determinant of weight correlation matrix), which is the second-order statistics of weight vectors when treated as a multivariate random variable. For example, when the weight vector is an isotropic Gaussian, the weight volume is large and the network generalizes well. Likewise, if the weights are highly correlated, then the weight volume is...
small and the network does not generalize well. Technically, as a determinant, the weight volume serves as a measure of the orthogonality of the rows/columns of the weight covariance matrix. The more orthogonal the rows/columns are, the larger is the weight volume—which makes the different classes more distinguishable. Figure 1 visualizes that, with increasing weight volume, the decision boundaries of different classes become clearer. Note that, this is different from the “weight orthogonality” proposed in Saxe et al. (2013); Mishkin & Matas (2015); Bansal et al. (2018): Weight volume is a statistical property of weight matrices treated as random variables, while orthogonality treats weight matrices as deterministic variables (more discussions are provided in Appendix B).

In addition to our theoretical arguments that weight expansion promotes generalization and dropout leads to weight expansion (Section 3), our empirical results also support our hypotheses. To mitigate estimation errors, we consider two independent weight volume estimation methods in Section 4, i.e., sampling method and Laplace approximation. Section 5.1 demonstrates that the two methods lead to consistent results, which show that using dropout brings about weight expansion (coherence to hypothesis (2)) and generalization-improvement (coherence to hypothesis (1)) across data sets and networks.

Then, we embed the weight volume (a measurable quantity) to a new complexity measure that is based on our adaptation of the PAC-Bayesian bound (Section 3.1). Our experiments in Section 5.2, conducted on 3 × 288 network configurations, show that, comparing to existing complexity measures which do not consider weight volume, the new complexity measure is most closely correlated with generalization (coherence to hypothesis (1)) and dropout (coherence to hypothesis (2)) for these dropout networks with different dropout rates.

Finally, we use disentanglement noises (Section 4.1) to achieve weight expansion and further to improve generalization (or other noises to achieve contraction and further to destroy generalization, Section 5.3). This in particular supports hypothesis (1) and indicates that weight expansion is a key indicator for a reduced generalization error, while dropout is a computationally inexpensive means to achieve it. (Disentanglement noises, e.g., are more expensive.)

2 Preliminaries

Notation. Let $S$ be a training set with $m$ samples drawn from the input distribution $D$, and $s \in S$ a single sample. Loss, expected loss, and empirical loss are defined as $\ell(f_W(s))$, $\mathcal{L}_D(f_W) = \mathbb{E}_{s \sim D}[\ell(f_W(s))]$, and $\mathcal{L}_S(f_W) = \frac{1}{m} \sum_{s \in S} \ell(f_W(s))$, respectively, where $f_W(\cdot)$ is a learning model. Note that, in the above notation, we omit the label $y$ of the sample $s$, as it is clear from the context. Let $W$, $W_l$, and $w_{ij}$ be the model weight matrix, the weight matrix of $l$-th layer, and the element of the $i$-th row and the $j$-th column
in $W$, respectively. Note that we omit bias for convenience. To make a clear distinction, let $w_l$ be the multivariate random variable of $\text{vec}(W_l)$ (vectorization of $W_l$), and $w_{ij}$ be the random variable of $w_{ij}$. $W^0$ and $W^F$ denote the weight matrix before and after training, respectively. Further, we use $W^*$ to represent the maximum-a-posteriori (MAP) estimate of $W$. Note that $W^F$ can be seen as an approximation of $W^*$ after training. We consider a feedforward neural network $f_{W^*}(\cdot)$ that takes a sample $s_0 \in S$ as input and produces an output $h_L$, after $L$ fully connected layers. At the $l$-th layer ($l = 1, \ldots, L$), the latent representation before and after the activation function is denoted as $h_l = W_l a_{l-1}$ and $a_l = \text{act}_l(h_l)$, respectively, where $\text{act}_l(\cdot)$ is the activation function.

**Node Dropout.** We focus on node dropout (Hinton et al., 2012; Srivastava et al., 2014), a popular version of dropout that randomly sets the output of a given activation layer to 0. We adopt a formal definition of node dropout from Wei et al. (2020), which is more general than the usual Bernoulli formalism. For the layer $l$ with the output of the activation function $a_l \in \mathbb{R}^{N_l}$ and a given probability $q_l \in [0, 1)$, we sample a scaling vector $\eta_l^{do} \in \mathbb{R}^{N_l}$ (do is short for dropout) with independently and identically distributed elements

$$
(\eta_l^{do})_i = \begin{cases} 
-1 & \text{with probability } q_l, \\
\frac{q_l}{1-q_l} & \text{with probability } 1 - q_l.
\end{cases}
$$

for $i = 1, \ldots, N_l$, where $N_l$ is the number of neurons at the layer $l$. With a slight abuse of notation, we denote by $\eta_l^{do}$ a vector of independently distributed random variables, each of which has a zero mean, and also a vector with each element being either $-1$ or $\frac{q_l}{1-q_l}$ when referring to a specific realization. As such, applying node dropout, we compute the updated output after the activation as $a_l^{do} = (1 + \eta_l^{do}) \odot a_l$. That is, with probability $q_l$, an element of the output with node dropout $a_l^{do}$ is reset to 0, and with probability $1 - q_l$ it is rescaled with a factor $\frac{1}{1-q_l}$. The index of the layer $l$ will be omitted when it is clear from the context.

### 3 Dropout and weight expansion

In this section, we first formally define the weight volume, which has been informally introduced in Figure 1. We aim to answer the following two questions: 1. Why does large weight volume promote generalization? 2. Why does dropout expand the weight volume?

By modeling weights of neural network as random variables $\{w_l\}$, we have the following definition.

**Definition 3.1 (Weight Volume)** Let $\Sigma_l \equiv \mathbb{E}((w_l - \mathbb{E}(w_l))(w_l - \mathbb{E}(w_l))^\top)$ be the weight covariance matrix in a neural network. The weight volume (also called as normalized generalized variance or determinant of weight correlation matrix) is defined as

$$
\text{vol}(w_l) \triangleq \frac{\det(\Sigma_l)}{\prod_i |\Sigma_l|_{ii}} \in [0, 1],
$$

where the denominator is the product of the diagonal elements in $\Sigma_l$.

Intuitively, the weight volume comes from the geometric interpretation of the determinant of the matrix $\det(\Sigma_l)$, with normalization over the diagonal elements of the matrix. Because $\Sigma_l$ is a covariance matrix and thus positive semi-definite, we have $\text{vol}(w_l) \in [0, 1]$ since $0 \leq \det(\Sigma_l) \leq \prod_i |\Sigma_l|_{ii}$. We note that $\text{vol}(w_l) = 0$ implies that the the weight covariance matrix does not have full rank, suggesting that some weights are completely determined by the others, while $\text{vol}(w_l) = 1$ suggests that the weights $w_l$ are uncorrelated. The larger $\text{vol}(w_l)$ is, the more dispersed are the weights.

---

1The modeling of neural network weights as random variables has been widely adopted in the literature for mutual information estimation (Xu & Raginsky, 2017; Negrea et al., 2019), PAC-Bayesian analysis (McAllester, 1999; Langford & Caruana, 2002; Dziugaite & Roy, 2017), to name just a few. Under DNN PAC-Bayesian framework, previous works (sharpness PAC-Bayes in Jiang et al. (2019), Flatness PAC-Bayes in Dziugaite et al. (2020b)) assume Gaussian random weights scatter around the DNN, with the condition that their generalization performance is similar to the DNN’s, to compute the bound in practice. The networks parameterized by these random weights can be considered to lie in the same local minima as they are close and have similar generalization performance. We also follow this assumption and estimate weight volume in Section 4.
Before presenting empirical results, we first provide theoretical support for our first hypothesis by adapting the PAC-Bayesian theorem (McAllester, 1999; Dziugaite & Roy, 2017) (Section 3.1): We show that a larger weight volume leads to a tighter bound for the generalization error. In Section 3.2, we argue that dropout can expand weight volume through the theoretical derivation.

### 3.1 Why does large weight volume promote generalization?

First, we support hypothesis (1) on the relevance of weight expansion through an extension of the PAC-Bayesian theorem, and then verify it empirically in Section 5. The PAC-Bayesian framework, developed in McAllester (1999); Neyshabur et al. (2017); Dziugaite & Roy (2017), connects weights with generalization by establishing an upper bound on the generalization error with respect to the Kullback-Leibler divergence ($D_{KL}$) between the posterior distribution $Q$ and the prior distribution $P$ of the weights. In the following, we extend this framework to work with vol($\mathbf{w}_l$).

Let $P$ be a prior and $Q$ be a posterior over the weight space. For any $\delta > 0$, with probability $1 - \delta$ over the draw of the input space, we have (Dziugaite & Roy, 2017)

$$E_{\mathbf{w} \sim Q}[\mathcal{L}_D(f_\mathbf{w})] \leq E_{\mathbf{w} \sim P}[\mathcal{L}_S(f_\mathbf{w})] + \sqrt{\frac{D_{KL}(Q||P) + \ln \frac{P}{2}}{2(m-1)}}. \quad (3)$$

Given a learning setting, Dziugaite & Roy (2017); Neyshabur et al. (2017); Jiang et al. (2019) assume $P = \mathcal{N}(\mu_P, \Sigma_P)$ and $Q = \mathcal{N}(\mu_Q, \Sigma_Q)$. Thus, $D_{KL}(Q||P)$ can be simplified to

$$D_{KL}(Q||P) = \frac{1}{2} \left( \text{tr}(\Sigma_P^{-1}\Sigma_Q) - k + (\mu_P - \mu_Q)^T(\Sigma_P)^{-1}(\mu_P - \mu_Q) + \ln \frac{\det(\Sigma_P)}{\det(\Sigma_Q)} \right), \quad (4)$$

where $k$ is the dimension of $\mathbf{w}$, tr denotes the trace, and det denotes the determinant. The derivation is given in Appendix D. To simplify the analysis, Neyshabur et al. (2017; 2018a) instantiate the prior $P$ to be a vec($W^0$) (or 0) mean and $\sigma^2$ variance Gaussian distribution, and assume that the posterior $Q$ to also be a vec($W^F$) mean spherical Gaussian with variance $\sigma^2$ in each direction.

**Lemma 3.1 (Weight expansion reduces $D_{KL}(Q||P)$)** We relax their assumption by letting $Q$ be a non-spherical Gaussian (the off-diagonal correlations for same layer are not 0, whereas those for different layers are 0), while retaining the assumption on the $\sigma^2$ variation in every direction (but allowing arbitrary covariance between them). This retains both $\text{tr}(\Sigma_P^{-1}\Sigma_Q) = k$ and $\Pi_l[(\Sigma_l,P)_{ii}] = \Pi_l[(\Sigma_l,Q)_{ii}]$ for all $l$, which provides the following equation,

$$D_{KL}(Q||P) = \frac{1}{2} \sum_l \left( \frac{||W^F_l - W^0_l||_F^2}{\sigma_l^2} + \ln \frac{1}{\text{vol}(\mathbf{w}_l)} \right). \quad (5)$$

Details of the derivation are provided in Appendix D. From Equations (3) (5), we notice that the PAC-Bayesian upper bound of the generalization error becomes smaller when vol($\mathbf{w}_l$) increases, which is also demonstrated by wide experiments in Section 5.

### 3.2 Why does dropout expand the weight volume?

In the above PAC-Bayesian framework, we assume the (non-spherical) Gaussian distributed weights and connect weight volume with generalization. In this subsection, to connect weight volume with dropout through correlation (of gradient updates and weights), and further to support hypothesis (2), we consider the arbitrarily distributed (with finite variance) gradient updates of $l$-th layer, $\Delta_l$ for a normal network and $\Delta_l^{\text{do}}$ for the corresponding dropout network (all learning settings are same except for dropout). That is, vec($\Delta_l$) $\sim \mathcal{M}_\Delta(\mu_\Delta, \Sigma_\Delta)$, and dropout noise $\eta_l^{\text{do}}$ is applied on gradient updates through

$$\text{vec}(\Delta_l^{\text{do}}) = (1 + 1 \otimes \eta_l^{\text{do}}) \odot \text{vec}(\Delta_l^{\text{do}}'),$$

where the random vector $(1 + 1 \otimes \eta_l^{\text{do}}) \in \mathbb{R}^{|\mathbf{W}_l| \times |\mathbf{N}_l|}$ with $\otimes$ being Kronecker product. As we aim to study the impact of $\eta_l^{\text{do}}$ on the correlation of gradient updates, we assume that vec($\Delta_l^{\text{do}}$') also obeys the distribution
Figure 2: We train two small NNs (64-32-16-10 network with/without dropout) on MNIST. (b) shows the changes in weight volume along with epochs. There are four sampling points (①②③④) to track the absolute normalized covariance matrix of normal gradient updates (a) and dropout gradient updates (c). The results for VGG16 on CIFAR-10 are provided in Appendix C.

Let $\Delta_{ij}$ and $\Delta_{i'j'}$ be the gradient updates for $w_{ij}$ and $w_{i'j'}$ of some layer in a normal network, where $i \neq i'$. Then the (absolute) correlation between $\Delta_{ij}^{do}$ and $\Delta_{i'j'}^{do}$ in a dropout network can be upper bounded by that in the normally trained network with the same setting, i.e.,

$$|\rho_{\Delta_{ij}^{do}, \Delta_{i'j'}^{do}}| \leq (1-q)|\rho_{\Delta_{ij}, \Delta_{i'j'}}|.$$  \hspace{1cm} (6)

Details of the proof are given in Appendix E. The equality holds if, and only if, $q = 0$ or $\rho_{\Delta_{ij}, \Delta_{i'j'}} = 0$. Lemma 3.2 shows that the dropout noise decreases correlation among gradient updates, which is also shown by experiments in Figure 2 and Appendix C. That is, the correlation among gradient updates in a normal network (Figure 2a) is obviously larger than the correlation in a dropout network (Figure 2c). Next, Lemma 3.2 leads to the following lemma.

**Lemma 3.3 (Dropout reduces correlation of updated weights)** The (absolute) correlation of updated weights in a dropout network is upper bounded by that in the normal network. That is,

$$|\rho_{w_{ij}+\Delta_{ij}^{do}, w_{i'j'}+\Delta_{i'j'}^{do}}| \leq |\rho_{w_{ij}+\Delta_{ij}, w_{i'j'}+\Delta_{i'j'}}|.$$  \hspace{1cm} (7)

The equality holds if and only if $q = 0$ or $\text{Cov}(w_{ij}+\Delta_{ij}, w_{i'j'}+\Delta_{i'j'}) = 0$, and the full proof is given in Appendix F. It is clear that weight volume (equals the determinant of weight correlation matrix) is one of measures of correlation among weights (refer to Figure 1), and small correlation can lead to large weight volume. We also provide more discussions about the relationship between correlation and weight volume in Appendix G. Consistent with Lemma 3.3, we show in addition, that gradient updates with large correlation (Figure 2a, normal network) can lead to a large correlation of weights—and thus to a small weight volume (Figure 2b), while gradient updates with small correlation (Figure 2c, dropout network) can lead to a small correlation of weights—and thus to a large weight volume.

### 4 Weight volume approximation

To mitigate estimation errors, we use two methods to estimate the weight volume. One is the sampling method, and the other is Laplace approximation (Botev et al., 2017; Ritter et al., 2018) of neural networks,
Algorithm 1 Sampling Method.

**Input:** Convergent network \(f_W\), data set \(S\), iterations \(n\), Convergent network loss \(\mathcal{L}(f_W)\)

\[\begin{align*}
\text{\textbf{W}'} &\leftarrow \text{W} \\
\textbf{for } i = 1 \text{ to } n \text{ do} &
\text{vec}(\textbf{W}') \leftarrow \text{vec}(\textbf{W'}) + \mathcal{N}(0, 0.01 \cdot \mathbf{I}) \\
&\textbf{W}' \text{ is updated by } f_{W'}(S) \text{ with 1 epoch, 0.0001 learning rate} \\
&\text{Collect } \textbf{W}' \text{ as a sample if } |\mathcal{L}(f_{W'}) - \mathcal{L}(f_W)| \leq \epsilon \\
\textbf{end for}
\end{align*}\]

which models dropout as a noise in the Hessian matrix. Laplace approximation enables us to generalize dropout to other disentanglement noises (Section 4.1). Both sampling method and Laplace approximation follow the assumption in Footnote 1. Note that some of other popular regularizers, e.g., weight decay and batch normalization, improve generalization not through weight expansion (more discussions are provided in Appendix H).

**Sampling Method.** First, we use a sharpness-like method (Keskar et al., 2016; Jiang et al., 2019) to get a set of weight samples drawn from \((\mathbf{W} + \mathbf{U})\) such that \(|\mathcal{L}(f_{W+U}) - \mathcal{L}(f_W)| \leq \epsilon\), where \(\text{vec}(\mathbf{U}) \sim \mathcal{N}(0, \sigma_U^2 \mathbf{I})\) is a multivariate random variable obeys zero mean Gaussian with \(\sigma_U = 0.1\). To get the samples from the posterior distribution steadily and fastly, we train the convergent network with learning rate 0.0001 and noise \(\mathbf{U}\), then collect corresponding samples. We also provide the pseudo-code for sampling method in Algorithm 1. As the samples are stabilized at training loss but with different weights, we can treat them as the samples from same posterior distribution. The covariance between \(\mathbf{w}_{lj}\) and \(\mathbf{w}_{lj'}\) can then be computed by Cov\((\mathbf{w}_{lj}, \mathbf{w}_{lj'}) = \mathbb{E}[(\mathbf{w}_{lj} - \mathbb{E}[\mathbf{w}_{lj}])(\mathbf{w}_{lj'} - \mathbb{E}[\mathbf{w}_{lj'}])]\). Finally, we can estimate \(\text{vol}(\mathbf{w})\) according to Equation (2).

**Laplace Approximation.** Laplace approximation has been used in posterior estimation in Bayesian inference (Bishop, 2006; Ritter et al., 2018). It aims to approximate the posterior distribution \(p(\mathbf{w}|S)\) by a Gaussian distribution, based on the second-order Taylor approximation of the ln posterior around its MAP estimate. Specifically, for layer \(l\) and given weights with an MAP estimate \(W_l^*\) on \(S\), we have

\[
\ln p(\mathbf{w}_l|S) \approx \ln p\left(\text{vec}(W_l^*)|S\right) - \frac{1}{2} (\mathbf{w}_l - \text{vec}(W_l^*))^\top \Sigma_l^{-1} (\mathbf{w}_l - \text{vec}(W_l^*)),
\]

where \(\Sigma_l^{-1} = \mathbb{E}_s[H_l]\) is the expectation of the Hessian matrix over input data sample \(s\), such that the Hessian matrix \(H_l\) is given by \(H_l = \frac{\partial^2 \ell(f_{W'}(s))}{\partial \text{vec}(W_l') \partial \text{vec}(W_l')}\).

It is worth noting that the gradient is zero around the MAP estimate \(W^*\), so the first-order Taylor polynomial is inexistent. Taking a closer look at Equation 8, one can find that its right hand side is exactly the logarithm of the probability density function of a Gaussian distributed multivariate random variable with mean \(\text{vec}(W_l^*)\) and covariance \(\Sigma_l\), i.e., \(\mathbf{w}_l \sim \mathcal{N}(\text{vec}(W_l^*), \Sigma_l)\), where \(\Sigma_l\) can be viewed as the covariance matrix of \(\mathbf{w}_l\).

Laplace approximation suggests that it is possible to estimate \(\Sigma_l\) through the inverse of the Hessian matrix, because \(\Sigma_l^{-1} = \mathbb{E}_s[H_l]\). Recently, Botev et al. (2017); Ritter et al. (2018) have leveraged insights from second-order optimization for neural networks to construct a Kronecker factored Laplace approximation. Differently from the classical second-order methods (Battiti, 1992; Shepherd, 2012), which suffer from high computational costs for deep neural networks, it takes advantage of the fact that Hessian matrices at the \(l\)-th layer can be Kronecker factored as explained in Martens & Grosse (2015); Botev et al. (2017). I.e.,

\[
H_l = \mathcal{A}_{l-1} \mathcal{A}_{l-1}^\top \otimes \frac{\partial^2 \ell(f_{W'}(s))}{\partial h_l \partial h_l} = \mathcal{A}_{l-1} \otimes H_l,
\]

where \(\mathcal{A}_{l-1} \in \mathbb{R}^{N_{l-1} \times N_{l-1}}\) indicates the subspace spanned by the post-activation of the previous layer, and \(H_l \in \mathbb{R}^{N_l \times N_l}\) is the Hessian matrix of the loss with respect to the pre-activation of the current layer, with \(N_{l-1}\) and \(N_l\) being the number of neurons at the \((l-1)\)-th and \(l\)-th layer, respectively. Further, through the derivation in Appendix I, we can estimate \(\text{vol}(\mathbf{w}_l)\) efficiently by having

\[
\det(\Sigma_l) \approx \det ((\mathbb{E}_s[\mathcal{A}_{l-1}])^{-1})^{N_l} \cdot \det ((\mathbb{E}_s[H_l])^{-1})^{N_{l-1}}
\]
We have conducted a number of experiments to test our hypotheses that (1) weight expansion helps reduce the generalization error and (2) dropout increases the weight volume. More than 900 networks are trained. First, we confirm the role of weight expansion in connecting dropout and generalization by estimating the weight volume with two independent methods (Section 5.1). Second, we extend the PAC-Bayesian theorem with the awareness to weight volume, and show that the new complexity measure can significantly improve the prediction of the generalization error for dropout networks (Section 5.2). Finally, we consider other noises that can lead to either weight expansion or weight contraction, and study their respective impact on the generalization performance (Section 5.3). All empirical results are both significant and persistent across the models and data sets we work with, and support either hypothesis (1) or hypothesis (2) or both. In our experiments, we consider VGG-like models (Simonyan & Zisserman, 2014) and AlexNet-like models (Krizhevsky et al., 2012) for CIFAR-10/100 (Krizhevsky et al., 2009), ImageNet-32 (Deng et al., 2009), and ImageNet-64 (Deng et al., 2009).
Table 1: Weight volume on VGG networks.

| Method         | VGG11 | VGG11(dropout) | VGG16 | VGG16(dropout) | VGG19 | VGG19(dropout) |
|----------------|-------|----------------|-------|----------------|-------|----------------|
| Sampling       | 0.06±0.02 | 0.13±0.02     | 0.05±0.02 | 0.12±0.02     | 0.04±0.02 | 0.12±0.02     |
| Laplace        | 0.0568  | 0.1523         | 0.0475  | 0.1397         | 0.0453  | 0.1443         |
| Generalization Gap | 0.8030 | 0.5215         | 0.8698  | 0.2996         | 1.1087  | 1.055          |
| Sampling       | 0.07±0.02 | 0.14±0.02     | 0.06±0.02 | 0.14±0.02     | 0.04±0.02 | 0.12±0.02     |
| Laplace        | 0.0547  | 0.1578         | 0.0409  | 0.1620         | 0.0506  | 0.1409         |
| Generalization Gap | 3.1208 | 2.1635         | 3.7541  | 1.2714         | 4.4787  | 0.4373         |

2009), and SVHN (Netzer et al., 2011). For sampling method, we default to the settings of $\epsilon = 0.05$ for CIFAR-10/SVHN, and $\epsilon = 0.1$ for CIFAR-100/ImageNet-32.

5.1 Measuring weight volume

First experiment studies the correlation between weight volume and the application of dropout during training. Weight volume is hard to measure exactly, so we use two different, yet independent, estimation methods—Laplace approximation and the sampling method as in Section 4—to improve our confidence in the results and robustly test our hypotheses.

Table 1 presents the estimated weight volume and the generalization gap (loss gap) on several VGG networks on CIFAR-10/100. We see that dropout leads, across all models, to a persistent and significant increase of the weight volume (hypothesis (2)). At the same time, the generalization error is reduced (hypothesis (1)). We default to the setting of weight decay with 0 in the experiments of Table 1, Figure 3, and also present similar results with weight decay 0.0005 (and more results on ImageNet-32) in Appendix J, text classification experiments in Appendix M.

After confirming the qualitative correlation between weight volume and dropout, we consider the quantitative effect of the dropout rate on the weight volume. As Figure 3 shows, for the 4 VGG16 models with dropout rate 0.0, 0.15, 0.3, 0.45, respectively, we see a clear trend on CIFAR-10/100 that the weight volume increases with the dropout rate (hypothesis (2)). The generalization gap is also monotonically reduced (CIFAR-10: 0.86, 0.51, 0.30, 0.16; CIFAR-100: 3.75, 2.14, 1.07, 0.39) (hypothesis (1)).

In summary, these experiments provide evidence to the correlation between dropout, weight expansion, and generalization. This raises two follow-up questions: (1) can the weight volume serve as a proxy for the generalization gap? and (2) can techniques other than dropout exhibit a similar behavior? Sections 5.2, 5.3 answer these questions in the affirmative, shedding light on the nature of the correlation between these concepts.

5.2 Performance of the new complexity measure

A complexity measure can predict generalization gap without resorting to a test set. Inspired by the experiments in Jiang et al. (2019), we have trained $288^3 \times 864$ dropout networks (with different rates: 0, 0.15, 0.3) on CIFAR-10 for VGG-like and AlexNet-like structures and CIFAR-100 for VGG-like structures to compare our new complexity measure—which incorporates the weight volume—with a set of existing complexity measures, including PAC-Sharpness, which was shown in Jiang et al. (2019) to perform better overall than many others. Following Jiang et al. (2019); Dziugaite et al. (2020b), we use mutual information (MI) to measure the correlation between various complexity measures, and dropout and generalization gap (GG, defined as $L_{S_{test}} - L_{S_{train}}$). The details of experimental settings (e.g., $GG(|\omega|=2)$) and MI are given in Appendix K.1.
Table 2: Mutual Information of complexity measures on CIFAR-10.

| Complexity Measure | VGG \(|\omega|=0\) | VGG \(|\omega|=1\) | VGG \(|\omega|=2\) | AlexNet \(|\omega|=0\) | AlexNet \(|\omega|=1\) | AlexNet \(|\omega|=2\) |
|--------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Dropout            | 0.0233         | 0.0243         | 0.0237         | 0.0039         | 0.0644         | 0.0289         |
| Spectral Norm      | 0.0231         | 0.0274         | 0.0139         | 0.0001         | 0.1046         | 0.0837         |
| Parameter Norm     | 0.0535         | 0.0252         | 0.0122         | 0.0008         | 0.0567         | 0.0814         |
| Path Norm          | 0.0697         | 0.0129         | 0.0053         | 0.0027         | 0.1530         | 0.0425         |
| Sharpness \(\alpha'\) | 0.1605       | 0.0127         | 0.0053         | 0.0001         | 0.1583         | 0.0877         |
| PAC-Sharpness      | 0.0797         | 0.0200         | 0.0109         | 0.0023         | 0.1277         | 0.0552         |
| PAC-S(Laplace)     | 0.5697         | 0.0837         | 0.0623         | 0.0446         | 0.7325         | 0.1248         |
| PAC-S(Sampling)    | 0.6606         | 0.0857         | 0.0623         | 0.0443         | 0.5917         | 0.1014         |

We compare our new complexity measures (Equation (5), with Laplace approximation and sampling method respectively) with some existing ones, including Frobenius (Frob) Distance, Parameter Norm (Dzinglei & Roy, 2017; Neyshabur et al., 2018b; Nagarajan & Kolter, 2019), Spectral Norm (Yoshida & Miyato, 2017), Path Norm (Neyshabur et al., 2015a;b), Sharpness \(\alpha'\), and PAC-Sharpness (Keskar et al., 2016; Neyshabur et al., 2017; Pitas et al., 2017). Among them, PAC-Sharpness is suggested in Jiang et al. (2019) as the the most promising one in their experiments.

Table 2 presents the MI as described above on CIFAR-10 for VGG-like models and AlexNet-like models. Details of the above complexity measures are given in Appendix K.2. More empirical results on CIFAR-100 are given in Appendix K.3. We can see that, for most cases concerning the generalization error, i.e., \(|\omega|=0,1,2\) (fix 0, 1, 2 hyper-parameters respectively, and compute corresponding expected MI over sub-spaces, details are shown in Appendix K.1), our new measures, PAC-S(Laplace) and PAC-S(Sampling), achieve the highest MI with GG among all complexity measures. On AlexNet, the MI of other complexity measures increase, but our new measures still perform the best. Generally, the MI with GG for our measures are significantly higher than those for others (which supports hypothesis (1)), because our complexity measures can predict generalization-improvement from weight expansion, which is mainly caused by dropout in our network configurations. Meanwhile, hypothesis (2) is also empirically verified as our complexity measures are most closely correlated with dropout (see MI between our complexity measures and dropout). In summary, the above results demonstrate that weight expansion can be regarded as an indicator of the enhanced generalization capability (see MI with GG) endowed by dropout (see MI with dropout).

5.3 Disentanglement noise other than dropout

The experiments in Sections 5.1, 5.2 provide support to the hypotheses (1)&(2) that dropout, weight expansion, and generalization are correlated, with an indication that weight expansion is the proxy to the connection between dropout and the generalization error. Our final experiment is designed to test this observation by considering the replacement of dropout.

We consider the disentanglement noise as presented in Algorithm 2, and train a set of VGG16 networks and AlexNet on CIFAR-10, CIFAR-100, Imagenet-32 and SVHN, with normal training, dropout training, disentanglement noise training (volume expansion), and stochastic noise training (volume contraction), respectively. As stochastic noises on weights may lead to either weight volume contraction or leave it unchanged, we collect the contraction cases for our experiments.

Figure 4 shows that volume expansion improves generalization performance, similar to dropout. Likewise, volume contraction leads to a worse generalization performance. This relation, which further supports hypothesis (1), is persistent across the examined networks and data sets. This suggests that the weight expansion, instead of dropout, can serve as a key indicator of good generalization performance, while dropout provides one method to implement volume expansion. Disentanglement noises may be one of valid replacements for dropout.

6 Related work

From the perspectives of optimizing the training process, related work includes Baldi & Sadowski (2013); Wager et al. (2013); Kingma et al. (2015); Helmbold & Long (2015; 2017); Gal & Ghahramani (2016). For
Figure 4: **Disentanglement noise vs. dropout.** We have trained 2 VGG16 networks (Left) and 2 AlexNet (Right) on ImageNet-32 and CIFAR-100 respectively, with normal training, dropout training, disentanglement noise training (volume expansion) and stochastic noise training (volume contraction). For each data set, we present their test losses in different plots. More experiments on the CIFAR-10, SVHN are given in Appendix L.

For example, Wager et al. (2013) considers dropout training as adaptive regularization; Gal & Ghahramani (2016) re-parameterizes noise on the weights as uncertainty in the hidden units, and proposes variational dropout, a generalization of Gaussian dropout. Nalisnick et al. (2019) generalizes dropout to multiplicative noise and shows that, by assuming a Gaussian prior on the weights, multiplicative noise induces a Gaussian scale mixture. Instead of considering directly, and mostly qualitatively, how dropout improves the training as above, we understand dropout and generalization through a measurable quantity – weight volume.

Recent research has started to provide a narrative understanding of dropout’s performance (Zhang et al., 2021), and providing variational dropout (Wang & Manning, 2013; Kingma et al., 2015; Gal & Ghahramani, 2016; Gal et al., 2017; Achille & Soatto, 2018; Fan et al., 2020; Lee et al., 2020; Pham & Le, 2021; Fan et al., 2021). For example, Gao et al. (2019) suggests that dropout can be separated into forward dropout (for the forward pass) and backward dropout (for the backward pass), and different dropout ratios might be needed to fully utilize the benefit of these two passes. Wei et al. (2020) empirically and theoretically explains the effectiveness of dropout on LSTM and transformer architectures from two entangled sources of regularization. It is unclear if this also holds for convolutional networks. considers input and activation dropout, suggesting that dropout reduces spurious high order interaction between input features. Different from these, we consider explaining dropout through the rigorously defined concept of weight expansion.

Providing a theoretical analysis to understand dropout from the perspective of regularizing the inductive bias, Cavazza et al. (2018) considers dropout for matrix factorization, and shows that dropout achieves the global minimum of a convex approximation problem with (squared) nuclear norm regularization. This is extended to deep linear network (Mianjy et al., 2018), deep linear networks with squared loss (Mianjy & Arora, 2019), and the case that dropout is applied to only the last layer of a DNN (Arora et al., 2019). Mianjy & Arora (2020) presents precise iteration complexity results for dropout training in two-layer ReLU networks, using the logistic loss when the data distribution is separable in the RKHS induced by the neural tangent kernel. However, it is unclear how to extend this framework to large networks.

Other than dropout, there are works studying how other factors affect the generalization of neural networks (Neyshabur et al., 2018a; Chatterji et al., 2020; Dziugaite et al., 2020a; Wu et al., 2020; Yang et al., 2020; Harutyunyan et al., 2020; Haghiham et al., 2020; Menon et al., 2020; Montero et al., 2020), and the relation between gradient noises and generalization (Keskar et al., 2016; Keskar & Socher, 2017; Jastrzębski et al., 2017; Smith & Le, 2017; Xing et al., 2018; Chaudhari & Soatto, 2018; Jastrzębski et al., 2018; Li et al., 2019; Zhu et al., 2019) was studied. For example, Wen et al. (2019) adds diagonal Fisher noise to large-batch gradient updates, making it match the behavior of small-batch SGD. Moreover, Jin et al. (2020) studies the relation between generalization and a definition of correlation on weight matrices. There was also a NeurIPS 2020 Competition on Predicting Generalization in Deep Learning (Jiang et al., 2020; Lassance et al., 2020; Natekar & Sharma, 2020).

Since the invention of the PAC-Bayesian framework (McAllester, 1999), there have been a number of canonical works developed in the past decades, including the parametrization of the PAC-Bayesian bound with Gaussian distribution (Seeger, 2002; Langford & Caruana, 2002; Langford & Shawe-Taylor, 2003), the early works about generalization error bounds for learning problems (Maurer, 2004; Germain et al., 2009; Welling & Teh, 2011;
Parrado-Hernández et al., 2012) and the recent works about PAC-Bayes for machine learning models (Dwork et al., 2015a;b; Blundell et al., 2015; Alquier et al., 2016; Thiemann et al., 2017; Dziugaite & Roy, 2018; Rivasplata et al., 2019; Letarte et al., 2019; Rivasplata et al., 2020; Pérez-Ortiz et al., 2021b; Haddouche et al., 2021; Pérez-Ortiz et al., 2021a). Specifically, Langford & Shawe-Taylor (2003); Germain et al. (2009); Parrado-Hernández et al. (2012) demonstrate that one can obtain tight PAC-Bayesian generalization bounds through multiplying the weight vector norm with a constant, this is different with the idea of expanding weight volume, as weight volume is a property of the weight covariance matrix, while weight vector norm is a property directly over weights. It is interesting that Alquier et al. (2016) also optimizes PAC-Bayesian bound through a Gaussian posterior with a full covariance matrix. We use a similar assumption (correlated Gaussian posterior) but the main differences are: we develop it under another PAC-Bayesian branch (Dziugaite & Roy, 2017; Neyshabur et al., 2017; 2018a) and apply it on DNNs with connection to dropout noise.

7 Conclusion and future work

The paper introduces ‘weight expansion’, an intriguing phenomenon that appears whenever dropout is applied during training. We have provided both theoretical and empirical arguments, which show that weight expansion can be one of the key indicators of the reduced generalization error, and that dropout is effective because it is (an inexpensive) method to obtain such weight expansion.

For the next steps, we believe the following few directions are worthy of exploration and research. First, at the moment, we consider weights as a vector, without taking into consideration the structural information that the weights can be closely coupled according to the structures of the layers. It is interesting to know whether or not weight volume may capture some structural information of network (e.g., convolutional layer). Second, it will be useful to develop more PAC-Bayesian optimization methods (Dziugaite & Roy, 2017; Letarte et al., 2019; Pérez-Ortiz et al., 2021b) to help expand weight volume. While the methods in the paper have been shown effective and efficient, they are by no means optimal. It is not hard to see that such optimization problem is highly intractable, so an optimal solution may not be practical. Nevertheless, we believe there are rooms for improvement, and any progress in this direction will be significant for not only the problem in this paper but also other problems that may involve PAC-Bayesian optimization. Third, activation functions have been argued to have significant impact on not only the trained models but also the training process, related to the first point, it is interesting to understand how weight volume is related to activation functions (e.g., ReLU, tanh). Last but not least, it can be a significant topic to study whether the weight volume – when combined with the PAC-Bayesian adversarial generalization bound (Farnia et al., 2018) – can provide any guidance to the hot topic of adversarial generalization.
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Figure 5: We have trained two VGG16 networks (with/without dropout) on CIFAR-10. (b) shows the changes in weight volume along with epochs. There are four sampling points (①②③④) to track the absolute normalized covariance matrix of normal gradient updates (a) and dropout gradient updates (c).

Table 3: Network Structure for Figure 1.

|                  | Normal CNN           | Dropout CNN          |
|------------------|----------------------|----------------------|
| Conv-64-(3,3)    | Conv-128-(3,3)       | Conv-128-(3,3)       |
| MaxPool-(7,7)    | Dense-128            | Dense-2              |
| Dense-2          | Softmax              | Dense-2              |
|                  | Dropout-0.3          | Softmax              |

A Details of Figure 1

As Table 3 shows, we use the above two networks to train MNIST with ReLU activation function, 0.01 learning rate, 128 minibatch size, stochastic gradient descent (SGD), 150 epochs, with and without dropout. Normal CNN and dropout CNN contain multiple convolutional layers with 64 and 128 channels, following with 128 and 2 hidden units. We visualize the features of Dense-2 layer (layer with 2 units) in Figure 1.

B Weight volume and weight orthogonality

For clarification, weight volume is not the orthogonality of weight matrices, but the “normalized generalized variance” of weight matrices. It is a statistical property of weight matrices when treated as random variables, which is different from the orthogonality technique in Saxe et al. (2013); Mishkin & Matas (2015); Bansal et al. (2018) that treat weight matrices as deterministic variables.

Specifically, by treating the elements in weight matrices as random variables (to fit the PAC-Bayes framework), the weight volume is defined as the determinant of the “covariance matrix” of weight matrices (see Definition 3.1). The optimization of the determinant of the covariance will not necessarily lead to orthogonality of weight matrices. It appears that weight volume considers the statistical correlation between any two weights (treated as random variables), whereas weight orthogonality considers the linear space correlation between any two columns in weight matrices.

E.g., multivariate random variable \( \mathbf{w} \) is made up of two terms, say \( \mathbf{w} = \text{vec}(W) + \mathbf{U}_W \), where \( \text{vec}(W) \) is the vectorization of weight matrix and \( \mathbf{U}_W \) is the 0 mean multivariate random variable. Weight volume relies on the covariance matrix of \( \mathbf{U}_W \), while weight orthogonality depends on \( W \).

C Supplementary for Figure 2

Figure 5 also shows that the correlation among gradient updates in the normal network (Figure 5a) is larger than the correlation in dropout network (Figure 5c) and large correlation of gradient updates can lead to small weight volume (large correlation of weights), while small correlation of gradient updates can lead to large weight volume (small correlation of weights).
\section{Detailed derivation of PAC-Bayes}

McAllester (1999); Dziugaite & Roy (2017) consider a training set $S$ with $m \in \mathbb{N}$ samples drawn from a distribution $D$. Given the prior and posterior distributions $P$ and $Q$ on the weights $w$ respectively, for any $\delta > 0$, with probability $1 - \delta$ over the draw of training set, we have

$$
\mathbb{E}_{w \sim Q}[\mathcal{L}_D(f_w)] \leq \mathbb{E}_{w \sim Q}[\mathcal{L}_S(f_w)] + \frac{\sqrt{\text{KL}(Q||P) + \ln \frac{m}{\delta}}}{2(m - 1)}.
$$

\textbf{Equation 4:} Let $P = \mathcal{N}(\mu_P, \Sigma_P)$ and $Q = \mathcal{N}(\mu_Q, \Sigma_Q)$, we can get

$$
D_{\text{KL}}(\mathcal{N}(\mu_Q, \Sigma_Q)||\mathcal{N}(\mu_P, \Sigma_P)) = \int [\ln Q(x) - \ln P(x)]Q(x)dx
= \int \left[ \frac{1}{2} \ln \frac{\det \Sigma_P}{\det \Sigma_Q} - \frac{1}{2} (x - \mu_Q)^T \Sigma_Q^{-1} (x - \mu_Q) + \frac{1}{2} (x - \mu_P)^T \Sigma_P^{-1} (x - \mu_P) \right] Q(x)dx
= \frac{1}{2} \ln \frac{\det \Sigma_P}{\det \Sigma_Q} - \frac{1}{2} \text{tr} \left\{ \mathbb{E}[(x - \mu_Q)(x - \mu_Q)^T] \Sigma_Q^{-1} \right\} + \frac{1}{2} \text{tr} \left\{ \mathbb{E}[(x - \mu_P)(x - \mu_P)^T] \Sigma_P^{-1} \right\}
= \frac{1}{2} \left[ \text{tr}(\Sigma_P^{-1} \Sigma_Q) + (\mu_Q - \mu_P)^T \Sigma_P^{-1} (\mu_Q - \mu_P) - k + \ln \frac{\det(\Sigma_P)}{\det(\Sigma_Q)} \right].
$$

\textbf{Equation 5:} Neyshabur et al. (2017); Jiang et al. (2019) instantiate the prior $P$ to be a vec($W^0$) mean, $\sigma^2$ variance Gaussian distribution and the posterior $Q$ to be a vec($W^F$) mean spherical Gaussian with variance $\sigma^2$ in each direction. Relax their assumption, we assume $Q$ is a non-spherical Gaussian (the off-diagonal correlations for same layer are not 0, those for different layers are 0), then we can get

$$
D_{\text{KL}}(Q||P) = \frac{||W^F - W^0||_F^2}{2\sigma^2} + \frac{1}{2} \ln \frac{\det(\Sigma_P)}{\det(\Sigma_Q)}
= \sum_i \frac{||W^F_i - W^0_i||_F^2}{2\sigma^2} + \frac{1}{2} \ln \prod_i \frac{\det(\Sigma_{i,P})}{\det(\Sigma_{i,Q})}
= \frac{1}{2} \sum_i \left( \frac{||W^F_i - W^0_i||_F^2}{\sigma^2} + \ln \frac{\det(\Sigma_{i,P})}{\det(\Sigma_{i,Q})} \right)
= \frac{1}{2} \sum_i \left( \frac{||W^F_i - W^0_i||_F^2}{\sigma^2} + \ln \frac{\prod_i \det(\Sigma_{i,P})}{\prod_i \det(\Sigma_{i,Q})} \right)
= \frac{1}{2} \sum_i \left( \frac{||W^F_i - W^0_i||_F^2}{\sigma^2} + \ln \frac{1}{\text{vol}(w_i)} \right).
$$
E  Proof of Lemma 3.2

Proof E.1 Let $\Delta_{ij}$, $\Delta_{ij'}$ be the gradient updates for $w_{ij}$, $w_{ij'}$ of some layer in a normal network, $i \neq i'$, $\Delta_{ij}^{do}$ and $\Delta_{ij'}^{do}$ be the gradient updates for $w_{ij}$, $w_{ij'}$ in the same setting dropout network. Let $\text{vec}(\Delta) \sim \mathcal{M}_\Delta(\mu_\Delta, \Sigma_\Delta)$ and $\text{vec}(\Delta^{do}) = (1 + 1 \otimes \eta^{do}) \otimes \text{vec}(\Delta^{do})$, $\text{vec}(\Delta^{do}) \sim \mathcal{M}_\Delta(\mu_\Delta, \Sigma_\Delta)$. Note that, as we aim to study the impact of $\eta^{do}$ on the correlation among gradient updates, we assume $\text{vec}(\Delta)$ and $\text{vec}(\Delta^{do})$ obey the same arbitrary distribution $\mathcal{M}_\Delta$. As dropout noises for different nodes (units) are independent, we have

$$
\text{Cov}(\Delta_{ij}, \Delta_{ij'}^{do}) = \mathbb{E}_{\Delta^{do}}[(\Delta_{ij}^{do} - \mu_{\Delta_{ij}^{do}})(\Delta_{ij'}^{do} - \mu_{\Delta_{ij'}^{do}})]
$$

$$
= (1 - q)^2 \mathbb{E}_{\Delta^{do'}}\left[\frac{\Delta_{ij}^{do'}}{1 - q} - \mu_{\Delta_{ij}}\right]\left[\frac{\Delta_{ij'}^{do'}}{1 - q} - \mu_{\Delta_{ij'}}\right] + (1 - q)q \mathbb{E}_{\Delta^{do'}}\left[\frac{\Delta_{ij}^{do'}}{1 - q} - \mu_{\Delta_{ij}}\right]\left[-\mu_{\Delta_{ij'}}\right]
$$

$$
+ q^2 \left[-\mu_{\Delta_{ij}}\right]\left[-\mu_{\Delta_{ij'}}\right]
$$

$$
= \mathbb{E}_{\Delta^{do'}}\left[(\Delta_{ij}^{do'} - \mu_{\Delta_{ij}})(\Delta_{ij'}^{do'} - \mu_{\Delta_{ij'}})\right]
$$

$$
= \mathbb{E}_{\Delta}[\left(\Delta_{ij} - \mu_{\Delta_{ij}}\right)(\Delta_{ij'} - \mu_{\Delta_{ij'}})]
$$

$$
= \text{Cov}(\Delta_{ij}, \Delta_{ij'}),
$$

and

$$
\text{Var}(\Delta_{ij}^{do}) = \mathbb{E}_{\Delta^{do}}[(\Delta_{ij}^{do} - \mu_{\Delta_{ij}^{do}})^2]
$$

$$
= (1 - q)\mathbb{E}_{\Delta^{do'}}\left[\frac{\Delta_{ij}^{do'}}{1 - q} - \mu_{\Delta_{ij}}\right]^2 + q(-\mu_{\Delta_{ij}})^2
$$

$$
= \mathbb{E}_{\Delta^{do'}}\left[(\Delta_{ij}^{do'} - \mu_{\Delta_{ij}})^2\right] + q\mu_{\Delta_{ij}}^2
$$

$$
= \mathbb{E}_{\Delta}[\left(\Delta_{ij} - \mu_{\Delta_{ij}}\right)^2] + q\mu_{\Delta_{ij}}^2
$$

$$
= \frac{\text{Var}(\Delta_{ij})}{1 - q} + q\mu_{\Delta_{ij}}^2
$$

(16)

Similarly, $\text{Var}(\Delta_{ij'}^{do}) = \frac{\text{Var}(\Delta_{ij'})}{1 - q} + q\mu_{\Delta_{ij'}}^2$. Thus, we have

$$
|\rho_{\Delta_{ij}^{do}, \Delta_{ij'}^{do}}| = \frac{|\text{Cov}(\Delta_{ij}^{do}, \Delta_{ij'}^{do})|}{\sqrt{\text{Var}(\Delta_{ij}^{do}) \text{Var}(\Delta_{ij'}^{do})}}
$$

$$
= \frac{|\text{Cov}(\Delta_{ij}, \Delta_{ij'})|}{\sqrt{\left(\frac{\text{Var}(\Delta_{ij})}{1 - q} + q\mu_{\Delta_{ij}}^2\right)\left(\frac{\text{Var}(\Delta_{ij'})}{1 - q} + q\mu_{\Delta_{ij'}}^2\right)}}
$$

$$
\leq \frac{(1 - q)|\text{Cov}(\Delta_{ij}, \Delta_{ij'})|}{\sqrt{\text{Var}(\Delta_{ij}) \text{Var}(\Delta_{ij'})}}
$$

$$
= (1 - q)|\rho_{\Delta_{ij}, \Delta_{ij'}}|
$$

$$
\leq |\rho_{\Delta_{ij}, \Delta_{ij'}}|.
$$

(17)
F  Proof of Lemma 3.3

Proof F.1 As $w \sim N_w$, we have

$$\text{Cov}(w_{ij}, \Delta^{do}_{i'j'}) = \mathbb{E}_w \Delta^{do} \left[ (w_{ij} - \mu_{w_{ij}})(\Delta^{do}_{i'j'} - \mu_{\Delta^{do}_{i'j'}}) \right]$$

$$= (1 - q) \mathbb{E}_w \Delta^{do} \left[ (w_{ij} - \mu_{w_{ij}})(\frac{\Delta^{do}_{i'j'}}{1 - q} - \mu_{\Delta^{do}_{i'j'}}) \right] + q \mathbb{E}_w \left[ (w_{ij} - \mu_{w_{ij}})(-\mu_{\Delta^{do}_{i'j'}}) \right]$$

$$= \mathbb{E}_w \Delta^{do} \left[ (w_{ij} - \mu_{w_{ij}})(\Delta^{do}_{i'j'} - \mu_{\Delta^{do}_{i'j'}}) \right]$$

(18)

Also, we demonstrate the relationship between weight volume and correlation of weights, but they have a rough negative relationship. Take a simple example, let $G$ weight volume and correlation

$$\text{Correlation} = \text{average absolute correlation with 10000 samples for a 3-dimensional correlation matrix (Figure 6a) and 4-dimensional correlation matrix (Figure 6b) respectively. Although weight volume is not monotonically increasing as (absolute) correlation decreases, we can find a rough negative relationship.}

G  Weight volume and correlation

Since the definition of weight volume in Definition 3.1, the weight volume equals the determinant of the weight correlation matrix.

It is difficult to theoretically argue an 'exact' relationship (e.g., perfect positive or negative) between weight volume and correlation of weights, but they have a rough negative relationship. Take a simple example, let $n$-dimensional weight correlation matrix $C$ have the same correlation $\rho$, it is easy to infer that (absolute) correlation is negative related with weight volume, as

$$\text{det}(C) = (1 - \rho)^{n-1}(1 + (n - 1)\rho),$$

(19)

where $\frac{\text{d} \text{det}(C)}{\text{d} \rho} = (n - n^2)\rho(1 - \rho)^{n-2}$ and $n \geq 2$. Also, we demonstrate the relationship between weight volume and average (absolute) correlation with 10000 samples for a 3-dimensional correlation matrix (Figure 6a) and a 4-dimensional correlation matrix (Figure 6b) respectively. Although weight volume is not monotonically increasing as (absolute) correlation decreases, we can find a rough negative relationship.
Figure 6: (a) We sample 10000 3-dimensional correlation matrices and show their determinant and average absolute correlation. (b) We sample 10000 4-dimensional correlation matrices and show their determinant and average absolute correlation. (c) We train four small NNs (64-32-16-10 with normal, dropout, weight decay, and batch normalization, respectively) on MNIST. The figure shows the changes in weight volume along with epochs for these four networks.

H Other regularizers with weight volume

As dropout can generate independent noises but other regularizers, like weight decay and batch normalization, cannot. Thus, dropout can introduce randomness into the network, while weight decay and batch normalization cannot (these two regularizers improve generalization not through weight volume, through other keys). We have described in detail why this dropout noise can expand weight volume and why weight volume is correlated with generalization, theoretically (Section 3) and empirically (Section 5, Figures 2, 5).

Also, in Figure 6c, we can see that dropout expands weight volume compared with normal network, while weight decay and batch normalization have hardly any impact on weight volume.

I Estimate weight volume

The approximation of $\mathbb{E}[H_l]$ is two-fold: (1) Only the diagonal blocks of the weight matrix are captured, so that the correlation between blocks is decoupled; (2) Assume $A_{l-1}$ and $H_l$ are independent (Botev et al., 2017; Ritter et al., 2018). Then, we have

$$\mathbb{E}[H_l] = \mathbb{E}[A_{l-1} \otimes H_l] \approx \mathbb{E}[A_{l-1}] \otimes \mathbb{E}[H_l].$$ \hfill (20)

Finally, $\Sigma_l$ can be approximated as follows:

$$\Sigma_l = (\mathbb{E}[H_l])^{-1} \approx (\mathbb{E}[A_{l-1}])^{-1} \otimes (\mathbb{E}[H_l])^{-1}. \hfill (21)$$

Therefore, by separately computing the matrix inverse of $\mathbb{E}[A_{l-1}]$ and $\mathbb{E}[H_l]$, whose sizes are significantly smaller, we can estimate $\Sigma_l \in \mathbb{R}^{N_l \times N_l \times N_l \times N_l}$ efficiently.

Further, the weight volume can be approximated by using

$$\det(\Sigma_l) \approx \det\left((\mathbb{E}[A_{l-1}])^{-1}\right)^{N_l} \cdot \det\left((\mathbb{E}[H_l])^{-1}\right)^{N_l-1}$$ \hfill (22)

and

$$\prod_i [\Sigma_l]_{ii} \approx \left(\prod_c \left((\mathbb{E}[A_{l-1}])^{-1}\right)_{cc}\right)^{N_l} \cdot \left(\prod_d \left((\mathbb{E}[H_l])^{-1}\right)_{dd}\right)^{N_l-1}. \hfill (23)$$

J Supplementary for Section 5.1

As Appendix 4 shows, on the ImageNet-32, dropout still leads to persistent, and significant, increase on the weight volume, across all three models. At the same time, the generalization error is reduced.
In addition, we show the VGG network structures in Tables 5, 6, 7, and also demonstrate the details (including training loss, training accuracy, test loss, test accuracy) of the VGG experiments on ImageNet-32 (Tables 8, 9) and CIFAR-10/100 (Tables 10, 11). All models for CIFAR-10/100 are trained for 140 epochs using SGD with momentum 0.9, batch size 128, weight decay 0 or $5 \times 10^{-4}$, and an initial learning rate of 0.1 that is divided by 2 after every 20 epochs. All models for ImageNet-32 are trained for 100 epochs using SGD with
We consider both VGG-like models, with dropout rate={0.0, 0.15, 0.30}, parameterized over $I$ which has the same parameters except that depth={7, 9, 10}. Therefore, either VGG or AlexNet has weight decay={0.0, 0.0005}, width={1.0, 0.5} $\times$ 2 is the random variable for network depth.

To quantify the relation between random variables $V_{\text{co}}$ and $V_{\text{pa}}$ with some of the hyper-parameters fixed, i.e., $\partial V_{\text{GG}} \cap \{\text{GG}\}$, where ‘co’ denotes complexity measure and ‘GG’ generalization gap. For example, $V_{\text{depth}}$ is the random variable for network depth.

Given a set of models, we have their associated hyper-parameter or generalization gap $\{\text{pa}(f_{W,\psi} | \psi \in \Psi)\}$, and their respective values of the complexity measure $\{\text{co}(f_{W,\psi} | \psi \in \Psi)\}$. Let $V_{\text{co}}(\psi_1, \psi_2) \triangleq \text{sign}(\text{co}(f_{W,\psi_1}) - \text{co}(f_{W,\psi_2}))$, $V_{\text{pa}}(\psi_1, \psi_2) \triangleq \text{sign}(\text{pa}(f_{W,\psi_1}) - \text{pa}(f_{W,\psi_2}))$. We can compute their joint probability $p(V_{\text{co}}, V_{\text{pa}})$ and marginal probabilities $p(V_{\text{co}})$ and $p(V_{\text{pa}})$. The MI between $V_{\text{co}}$ and $V_{\text{pa}}$ can be computed as

$$I(V_{\text{co}}, V_{\text{pa}}) = \sum_{V_{\text{co}}} \sum_{V_{\text{pa}}} p(V_{\text{co}}, V_{\text{pa}}) \log \frac{p(V_{\text{co}}, V_{\text{pa}})}{p(V_{\text{co}})p(V_{\text{pa}})}$$

where $I(V_{\text{co}}, V_{\text{pa}})$ can be further normalized as $I(V_{\text{co}}, V_{\text{pa}})$ to enable a fair comparison between complexity measures, $H(\cdot)$ is the marginal entropy. For the generalization gap, we consider not only $I(V_{\text{co}}, V_{\text{GG}})$, but also the MI with some of the hyper-parameters fixed, i.e., $E_{\omega \subset \Omega}(I(V_{\text{co}}, V_{\text{GG}} | \omega))$, for the cases of $|\omega| = 0, 1, 2$. Note that, when $|\omega| = 0$, it is the same as $I(V_{\text{co}}, V_{\text{GG}})$. Intuitively, $E_{\omega \subset \Omega}(I(V_{\text{co}}, V_{\text{GG}} | \omega))$ with $|\omega| = 2$ is the expected value of $I(V_{\text{co}}, V_{\text{GG}})$ when 2 hyper-parameters in $\Omega$ are fixed. Note that, as we aim to study the relationship between dropout and generalization, we only compute $E_{\omega \subset \Omega}(I(V_{\text{co}}, V_{\text{GG}} | \omega))$ with $|\omega| = 0, 1, 2$ and $I(V_{\text{co}}, V_{\text{dropout}})$ for all complexity measures.

Table 11: Weight volume on VGG networks (weight decay = 0.0005).

| Method           | VGG11 | VGG11(dropout) | VGG16 | VGG16(dropout) |
|------------------|-------|----------------|-------|----------------|
| Sampling         | 0.0540| 0.13±0.02      | 0.051±| 0.13±0.02      |
| Laplace          | 0.0512| 0.1427         | 0.0433| 0.1346         |
| Train Loss       | 0.2146| 0.2984         | 0.1739| 0.2438         |
| Test Loss        | 0.6368| 0.3997         | 0.5346| 0.4788         |
| Loss Gap         | 0.1202| 0.3013         | 0.3607| 0.2350         |
| Train Acc        | 0.9940| 0.9801         | 0.9958| 0.9875         |
| Test Acc         | 0.9048| 0.9118         | 0.9234| 0.9340         |
| Acc Gap          | 0.0892| 0.0683         | 0.0724| 0.0538         |

All results in Tables 8, 9, 10, 11 also suggest that dropout can expand the weight volume and narrow generalization gap.

**K Details of experiments in Section 5.2**

**K.1 Experimental settings for Section 5.2**

We consider both VGG-like models, with dropout rate={0.0, 0.15, 0.30}, parameterized over $\Omega_{\text{VGG}}=$\{batch size={64, 256}, initial learning rate={0.1, 0.03}, activation function={ReLU, tanh}, weight decay={0.0, 0.0005}, width={1.0, 0.5} $\times$ 2\}, and AlexNet-like models, parameterized over $\Omega_{\text{Alex}}$, which has the same parameters except that depth={7, 9, 10}. Therefore, either VGG or AlexNet has 2 $\times$ 2 $\times$ 3 $\times$ 2 $\times$ 2 $\times$ 3 = 288 configurations. Let $\Psi$ be the set of configurations.

Formally, we use a normalized MI to quantify the relation between random variables $V_{\text{co}}$ and $V_{\text{pa}}$ with $V_{\text{pa}}$ $\in \Omega \cup \{\text{GG}\}$, where ‘co’ denotes complexity measure and ‘GG’ generalization gap. For example, $V_{\text{depth}}$ is the random variable for network depth.

For VGG-like models, width = 1 means the model has 64, 128, 256, 512, 512 channels in its structure, while width = 0.5 means that the model has 32, 64, 128, 256, 256 channels in its structure.

momentum 0.9, batch size 1024, weight decay 0 or 5 $\times$ 10$^{-4}$, and an initial learning rate of 0.1 that is divided by 2 for each 20 epochs, and learning rate of 0.0005 after 50th epoch.
Table 12: Mutual Information of Complexity Measures on CIFAR-100.

| Complexity Measure | Dropout | GG($|\omega|=2$) | GG($|\omega|=1$) | GG($|\omega|=0$) |
|--------------------|---------|-----------------|-----------------|-----------------|
| VGG                |         |                 |                 |                 |
| Frob Distance      | 0.0128  | 0.0172          | 0.0068          | 0.0001          |
| Spectral Norm      | 0.0109  | 0.0237          | 0.0141          | 0.0074          |
| Parameter Norm     | 0.0122  | 0.0168          | 0.0086          | 0.0042          |
| Path Norm          | 0.0370  | 0.0155          | 0.0025          | 0.0009          |
| Sharpness $\alpha'$| 0.0333  | 0.0342          | 0.0166          | 0.0019          |
| PAC-Sharpness      | 0.0399  | 0.0446          | 0.0166          | 0.0019          |
| PAC-S(Laplace)     | 0.6225  | 0.1439          | 0.1256          | 0.1083          |
| PAC-S(Sampling)    | 0.5364  | 0.1001          | 0.0852          | 0.0787          |

Figure 7: Disentanglement noise vs. dropout. We train 2 VGG16 networks (Left) and 2 AlexNet (Right) on CIFAR-10 and SVHN respectively, with normal training, dropout training, disentanglement noise training (volume expansion) and stochastic noise training (volume contraction). For each dataset, we present their test losses in different plots.

K.2 Complexity measures

In the following, we show the details of complexity measures.

**Frobenius (Frob) Distance and Parameter Norm** (Dziugaite & Roy, 2017; Nagarajan & Kolter, 2019; Neyshabur et al., 2018b):

\[
\text{co}_\text{Frob}(f_W) = \sum_l ||W^F_l - W^0_l||^2_F. \tag{25}
\]

\[
\text{co}_\text{Para}(f_W) = \sum_l ||W^F_l||^2_F. \tag{26}
\]

**Spectral Norm** (Yoshida & Miyato, 2017):

\[
\text{co}_\text{Spec}(f_W) = \sum_l ||W^F_l - W^0_l||^2. \tag{27}
\]

**Path Norm:** Path-norm was introduced in (Neyshabur et al., 2015b) as an scale invariant complexity measure for generalization and is shown to be a useful geometry for optimization (Neyshabur et al., 2015a).

To calculate path-norm, we square the parameters of the network, do a forward pass on an all-ones input and then take square root of sum of the network outputs. We define the following measures based on the path-norm:

\[
\text{co}_\text{Path}(f_W) = \sum_l f_{W^2}(1), \tag{28}
\]

where $W^2 = W \circ W$ is the element-wise square operation on the parameters.

**Sharpness-based PAC-Bayes:**

\[
\text{co}_\text{PAC-S}(f_W) = \sum_l \frac{||W^F_l - W^0_l||^2_F}{2\sigma^2_l}, \tag{29}
\]

where $\sigma$ is estimated by sharpness method. That is, let $\text{vec}(U') \sim \mathcal{N}(\mu_U, \sigma^2 I)$ be a sample from a zero mean Gaussian, where $\sigma$ is chosen to be the largest number such that $\max_{r', r \leq \sigma} |\mathcal{L}(f_{W+U'}) - \mathcal{L}(f_W)| \leq \epsilon$ (Keskar et al., 2016; Pitas et al., 2017; Neyshabur et al., 2017; Jiang et al., 2019).
PAC-Bayes with Weight Volume:

\[ c_{o_{PAC-S(Laplace/Sampling)}}(f_w) = \sum_l \left[ \frac{\|W_l^F - W_l^0\|^2}{2\sigma_l^2} + \ln \frac{1}{\text{vol}(w_l)} \right], \]

where \(\text{vol}(w_l)\) is estimated by Laplace approximation (PAC-S(Laplace)) and sampling method (PAC-S(Sampling)).

K.3 Supplementary for Section 5.2

As Table 12 shows, for all cases concerning the generalization error on CIFAR-100 (VGG), i.e., \(|\omega| = 0,1,2\), PAC-S(Laplace) or PAC-S(Sampling) is still a clear winner and is also closely correlated with dropout.

L Supplementary for Experiment 5.3

As Figure 7 shows, on the CIFAR-10 and SVHN, weight volume expansion improves generalization performance, similar to dropout. This is in contrast to volume contraction, which leads to worse generalization performance.

M Experiments on Text Classification

| Method   | FastText | FastText(dropout) | TextRNN | TextRNN(dropout) | TextCNN | TextCNN(dropout) |
|----------|----------|-------------------|---------|------------------|---------|------------------|
| Sampling | 0.04±0.02| 0.08±0.02         | 0.03±0.02| 0.06±0.02        | 0.05±0.02| 0.09±0.02        |
| Train Loss | 0.03 | 0.08 | 0.04 | 0.07 | 0.02 | 0.04 |
| Test Loss  | 0.66 | 0.25 | 0.46 | 0.29 | 0.61 | 0.42 |
| Loss Gap   | 0.63 | 0.17 | 0.42 | 0.22 | 0.59 | 0.38 |
| Train Acc  | 99.98 | 98.84 | 98.84 | 99.04 | 99.14 | 98.59 |
| Test Acc   | 90.11 | 92.17 | 90.37 | 91.02 | 90.22 | 91.29 |
| Acc Gap    | 0.0947 | 0.0627 | 0.0804 | 0.0649 | 0.0922 | 0.0770 |

To make our empirical results more robust, we also implement FastText (Bojanowski et al., 2017; Joulin et al., 2016; 2017), TextRNN (Liu et al., 2016) and TextCNN (Kim, 2014) to classify THUCNews data set (Sun et al., 2016) (180000 training data, 10000 validation data, 10000 test data) with and without dropout. The results of these text classification tasks in Table 13 also indicate that dropout noise can narrow generalization gap and expand the weight volume.