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Abstract: This paper studies how policy interventions and economic factors affect COVID-19 infections and deaths, using generalized linear regression (GLM) models. We seek to explain the containment differences by countries' inherent economic factors, especially the labor market structure, utilizing data from multiple sources. The results show that countries heavily relying on the service sector and international trade suffer more from the spreading, possibly due to the fact that COVID-19 is a communicable disease and spreads quickly through physical contact. Further, we find that these countries could benefit more from stringent policies compared to others.
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1. Introduction

The COVID-19 pandemic has caused significant public health, social, and global economic disruption with a rather fast spreading speed. However, it has transmitted at different rates in different parts of the world. Interestingly, we have witnessed counterintuitive facts that some countries, despite their existing economic and healthcare advantages, suffer more severely from the pandemic than others. To control the speed of spread, countries have undertaken a significant number of policy interventions such as lockdown, social distancing, quarantine, and use of masks since the beginning of the COVID-19 outbreak. Therefore, it is important for us to explore and understand the possible factors that affect the pandemic severity, not only in terms of policy interventions but also those factors from socio-economic perspectives that can inherently contribute to the spreading speed. These economic factors could also interact with the conducted policies and impact containment effectiveness. In this regard, this study explores both the direct and indirect effects of the economic factors on pandemic spreading speed, controlling for policy interventions and other related variables.

Socio-economic conditions add a significant amount of variability in the containment of any disease spread, especially, how that could inherently affect person-to-person contacts. Due to the nature of human-transmitted diseases, physical contacts create direct exposure to the viruses and naturally raise the risks of infection. People who are subject to significant numbers of physical contacts in their normal working schedules therefore will suffer higher exposure to virus transmissions. Several of the economic variables that catch our interest include the service sector percentages among all employment, international trade, and domestic savings percentages. These variables capture three aspects of different economies: labor market (employment) structure, reliance on international trade, and potential financial buffering.

We believe these economic factors that could significantly impact the degree of physical contact on the country level, and thus affect the pandemic spreading speed. First, employees in the service sectors will inevitably have more frequent physical contacts, and this higher than regular exposure could lead to faster than usual spread, especially without...
personal protection equipment (PPE). Second, frequent international trade could also lead to more infections because that allows the virus to transmit through international services or contaminated cargo surfaces. Studies suggest that COVID-19 survives on surfaces as well as in the air [1]. Some reports pointed out that it could survive for several days [2]. Third, the domestic savings will serve as a good financial buffer, and higher saving percentages of GDP should lead to lower spreading rates.

On the policy side, the stringency index can measure the impacts on direct contact frequencies; the economic support index can capture the financial buffering governments provide, which will enable people to sustain their everyday needs and stay at home even after unemployment shocks, this will, in turn, reduce the chances of contacts during the pandemic. Thus, greater measurements of these two indices should help reduce the infection as well as death rates.

We also adopt several other socio-economic-related factors as the control variables, including the percentage of population covered by safely managed sanitation, international tourism arrivals, area of the country, and percentage of the population living in urban areas that aggregate to more than one million.

COVID-19 case and death information were obtained from the Johns Hopkins University database. The dataset consists of 183 countries between 22 January 2020 to 15 November 2020, which covers 40 weeks of spreading observation periods. Country-specific socio-economic indicators are obtained from the World Development Indicators database documented by the World Bank. Policy variables, the stringency index, and the economic support index were obtained from the OxCGRT database at Oxford University.

The motivation of this study comes from Figure 1. In the figure, it is noticeable that some countries (such as the United States, United Kingdom, Spain, France) have suffered from a higher average case growth rate per million population (displayed in natural logarithm term) than lower-income countries. This is counter-intuitive because developed nations are believed to have better healthcare systems and infrastructure facilities for sanitation services that are crucial to containing the disease quickly. In that context, this is the first study, to the best of our knowledge, that identifies various socio-economic factors that cause different COVID-19 spreading rates between countries with different economic advantages. These factors include, but are not limited to, the size of employment in service sectors, trade percentage of GDP, domestic saving percentage, and coverage of safely managed sanitation services, etc.

![Figure 1. Distribution of COVID-19 average growth rate by income classification.](image-url)
Methodologically, we use the generalized linear regression models to analyze the data in order to investigate the relationship between the weekly case and death growth rates and country-specific characteristics. To take population into account, when we study the spreading patterns, the case growth and death rates are standardized per million population. Namely, to measure the severity of the pandemic, we use weekly case growth per million population, and weekly death growth rate per million population.

The results show that the case and death growth rates of COVID-19 spread are positively associated with the percentage of service-sector employment in a given country. The percentage of international trade to GDP is also positively associated with the growth rates. In addition, both domestic saving percentages and safely managed sanitation coverages have negative impacts on the speed of growth. The results indicate that the more likelihood of extended personal contacts and interactions are involved, the higher the growth rate of COVID-19 cases is expected. Our results do suggest that countries heavily relying on service-sector employment can benefit more from the stringent policies than those with less service involvement.

This study provides an insight into the factors that the governments can consider for an additional look as the potential contributors to the spread of the disease, inferring possible populations that are vulnerable to the disease due to social and economic structures, even economically and medically advanced areas. The policy implications of our study also suggest ensuring sanitation facilities to the general public, and in the meantime, paying extra attention to people who work in service sectors.

This study contributes to the literature in four ways: first, we seek to differentiate COVID-19 spreading among countries with different characteristics, to explain the containment differences by the inherent factors in their economic structure. Second, benefiting from longer observation periods, we are able to take advantage of the weekly data (instead of daily data) to generate better estimates by alleviating the issues from measurement errors, and delayed reports. We are also able to explore the impact of economic factors and policies by constructing the analysis based on different time periods so that to demonstrate the effects in the immediate short term, short term, or long term. Third, we investigate the effectiveness of policy interventions and their interactions with the existing economic structures within different time periods. Finally, this study also contributes to sustainable development. It is directly related to one of the seventeen goals of sustainable development, which is “good health and well-being”. Controlling the spread of COVID-19 could assist in promoting the health and well-being of people in different countries in the world. The findings of this study can be used to formulate more targeted policies and deploy the available resources for the future occurrence of a similar pandemic.

The remainder of the paper is organized as follows: Section 2 provides the background, literature review, and motivation; Section 3 presents the methodology and data sources; Section 4 presents the empirical results; Section 5 concludes and discusses limitations.

2. Motivation and Literature Review

The extent to which COVID-19 tolls vary by country is dependant on the overall effectiveness of countries’ policies towards COVID-19 management. In the different time periods of the COVID-19 outbreak, countries have applied various policies to control COVID-19 infections and mortality. To track such policies, ref. [3] developed the Oxford COVID-19 Government Response Tracker (OxCGRT). This provides a standardized methodology to assess the various government policies on COVID-19. It systematically collects information on several different common policy responses that governments have taken to respond to the pandemic on 18 indicators such as school closures and travel restrictions and covers more than 180 countries. We only focus on two of the indices, the stringency index and the economic support index. The stringency index includes school closures, workplace closing, cancelled public events, restrictions on gatherings, public transportation, stay at home orders, restrictions on internal movement, international travel...
controls, and public information campaigns. The economic support index covers income support and debt/contract relief for households.

The COVID-19 spread illustrates the role of mass gatherings in the exacerbation of the scope of pandemics. Cancellation or suspension of mass gatherings would be critical to pandemic mitigation [4]. However, it is more difficult to adopt these policies when the nature of employment is such that large gatherings cannot be easily avoided. In particular, the domination of the industrialized economies by service sectors adds more to this problem [5]. Welsch [6] examines the relationship between mask usage and COVID-19 deaths at the county level in the US and finds that a one percentage point increase in the number of individuals who wear a mask when within six feet of people will reduce COVID-19 deaths in a county by 10.5 percent on average.

However, there are some inherent socio-economic characteristics in the country that accelerate COVID-19 cases and deaths. Since it is a communicable disease, the spreading of COVID-19 is directly associated with human contact frequencies. For instance, urban areas are highly populated, and as a result, the likelihood of getting COVID-19 in such areas is high. Similarly, people in regions with a large flow of trade and with more people employed in service sectors would also have a higher chance of getting infected from this disease. Other factors that influence COVID-19 transmission rates could be the size of the aging population, people with chronic diseases or other underlying conditions, and access to basic sanitation services [7,8].

With a large COVID-related literature, the existing research on the impact of socio-economic status on COVID-19 cases and death, however, is limited. Using a panel dataset from 80 countries up to May 2020, ref. [9] finds that socio-economic circumstances have a strong negative association with COVID-19 confirmed daily cases and deaths. Additionally, the paper finds that social distancing measures policy and generous income support programs help lower the cases and deaths in countries with poor socio-economic conditions. Ashraf used a similar dataset to this paper; however, our focuses are different. For one thing, we are focusing on the socio-economic factors to explain the distinctive facts of spreading across 180 countries, while controlling for the different policies. Second, our paper uses weekly data up till November 2020 to handle the potential measurement errors and unnecessary daily fluctuations. Third, we provide comparisons of analysis across different time periods to demonstrate the effects of policies in the short term vs. long term. Other differences include the selection of variables, policies, and interaction terms.

Using the data on daily infection cases at the county level in the US, [10] finds that population density is associated with higher rates of COVID-19 transmission. This paper also suggests that there is a significant role of urban characteristics such as public transportation and local incomes in the speed of transmission. Ref. [11] study the spread of COVID-19 at the county level for the United States using data from the US Census Bureau and find that the prevalence of the disease and the death rate are correlated with the local socio-economic conditions.

According to [12], regardless of the lockdown, the number of COVID-19 cases in India increased by 80 percent. Furthermore, there was a differential impact across states, depending on the extent of healthcare facilities and preparedness [12–14]. This suggests that COVID-19 focused public policies may not work equally in all countries, and we can conclude that country-level underlying characteristics also play a vital role in the speed of spreading.

Developing countries generally have a younger population on average whereas developed countries have older ones. The relatively bigger size of younger people in developing countries gives them an advantage in facing the disease since the COVID-19 has the harshest impact on the elderly. On the other hand, developing countries have a lower quality of healthcare and less access to clean drinking water and sanitation [15], which leads to easy exposure to this disease.

Researchers have also explored the causes of death rates from this disease. For instance, ref. [16] suggests that the outcomes of this disease in developed countries may not
be generalizable to developing countries, and a greater share of reported COVID-19 deaths occurs at younger ages in low- and middle-income countries compared to high-income countries. [17] suggest that the share of COVID-19 deaths in developed countries may increase sharply as the pandemic matures.

We present the policy indicators from OxCGRT by income classifications. Referring to Figures 2 and 3, we have plotted the average stringency index and economic support index by country income groups. The four groups are high-income, upper-middle, lower-middle, and low-income groups. The stringency index does not demonstrate a clear difference between the different groups; however, the economics support index does reveal the trend that countries with economic advantages tend to provide higher economic support overall than those other counterparts. The similarities in the stringency index could be explained that most countries follow World Health Organization (WHO) advice in shutdowns or restrictions during the pandemic period, the consistent trends therefore would provide reasonably identical stringency. In the meantime, countries with economic advantages are able to provide reasonable economic support. Since there are no dramatic distinctions in the average policy measurements, but vast differences in case growth and death, we, therefore, want to explore the effects of policy interventions in different countries and different time periods in explaining the differentiated outcomes in disease control. We believe that stringency policy is expected to have a direct negative impact on the prevalence of COVID-19, through limiting physical contact and in turn reducing infections and deaths. On the other hand, Economic Support Policy is aimed to provide financial buffering during the pandemic, and it could provide an indirect effect on death rates by affording better healthcare. In the meantime, even with the same level of restriction or economic support, different countries might get impacted differently through the targeted policy interventions, due to different country-specific socio-economic characteristics. For instance, countries with economic disadvantages may benefit more from the same level of economic support compared to their counterparts. Therefore, we propose our first and second testable hypotheses as follows:

\[ \text{Hypothesis 1 (H1). The stringency index and economic support index are negatively associated with COVID-19 case growth and death rates.} \]

\[ \text{Hypothesis 2 (H2). Countries with different socio-economic statuses benefit from the stringency index and economic support index differently in alleviating COVID-19 case growth and death rates.} \]

In general, policy intervention is subject to both administrative and operational delay, and it takes time before the policy creates a noticeable impact. Due to the lagged nature of policy effects, we are also interested in exploring the impacts along different time span. Therefore, it leads us to test the following hypothesis:

\[ \text{Hypothesis 3 (H3). The impact of the stringency index and economic support index policies varies over time.} \]

![Figure 2. Distribution of average stringency index by income classification.](image-url)
We present various socio-economic indicators that help explain the differences in factors that may influence the spread. We are most interested in the role that labor market structure plays, where the employment percentage in the service sector serves as a proxy. The service sector requires more frequent physical contact among people than other sectors, this makes the employees in the service sector more vulnerable to the pandemic. Figure 4 shows employment percentages in service sectors across different countries, and we see quite distinctive weights of the service sector among them. Based on this logic, countries with different dependencies on service sectors could get impacted differently from COVID-19. We suggest that larger dependency on the service sector could contribute positively to infection numbers, at least in the short run when the pandemic outbreaks. Thus, we propose our fourth hypothesis as:

Hypothesis 4 (H4). A larger employment percentage in service sectors is positively associated with COVID-19 case growth and death rates.

Figure 3. Distribution of average economic support index by income classification.

Hypothesis 1 (H1). The stringency index and economic support index are negatively associated with COVID-19 case growth and death rates.

Hypothesis 2 (H2). Countries with different socio-economic statuses benefit from the stringency index and economic support index differently in alleviating COVID-19 case growth and death rates.

In general, policy intervention is subject to both administrative and operational delay, and it takes time before the policy creates a noticeable impact. Due to the lagged nature of policy effects, we are also interested in exploring the impacts along different time span. Therefore, it leads us to test the following hypothesis:

Hypothesis 3 (H3). The impact of the stringency index and economic support index policies varies over time.

We present various socio-economic indicators that help explain the differences in factors that may influence the spread. We are most interested in the role that labor market structure plays, where the employment percentage in the service sector serves as a proxy. The service sector requires more frequent physical contact among people than other sectors, this makes the employees in the service sector more vulnerable to the pandemic.
Hypothesis 4 (H4). A larger employment percentage in service sectors is positively associated with COVID-19 case growth and death rates.

Other factors that naturally increase physical contact frequencies would also be closely linked to the spread of COVID-19. These factors include, for instance, the dependency of international trade, and population density. In addition, sanitation level is directly related to the protection level for communicable disease, and we expect that higher percentage coverage of the sanitation service to be negatively associated with COVID-19 case and death growth. These socio-economic factors used in our study are treated as control variables.

Figure 5 provides the percentage of international trade to GDP. Similarly, we can see that such a share is bigger in high-income countries than their counterparts. Figure 6 shows the percentage of the population covered with safely managed sanitation services by income classifications. It shows that countries with economic advantages have higher coverage than those countries with lower income.

Referring to Figures 4–6, the process of economic development provides a trend of expansion in service sectors, promoting and forcing more frequent physical contacts and interactions. The economic attractiveness of the developed countries further promotes international trade. By nature, COVID-19 is a type of communicable disease, so the population crowd will intuitively be positively correlated with the spreading speed of the disease. Our key point here is not that developed countries are at a disadvantage of this disease because they averaged with higher income, but the fact that countries with higher levels of economic development may be vulnerable to COVID-19 due to the increasing physical contacts and interactions due to their economic structure. Countries with economic disadvantages would still suffer from high infection rates as long as the pattern of economic development encourages more contacts, such as higher service sector percentages and higher international trade dependency. For example, Brazil and India both stand out in the average growth rate, demonstrated by Figure 1.
percentages and higher international trade dependency. For example, Brazil and India both stand out in the average growth rate, demonstrated by Figure 1.

Figure 5. International trade share of GDP by income classification.

3. Methodology and Data

In this study, we have collected data from multiple sources. The COVID-19 data is obtained from Johns Hopkins University’s CSSE COVID-19 Dataset at GitHub (https://github.com/CSSEGISandData/COVID-19/tree/master/csse_covid_19_data, accessed on 22 November 2020). For our research purposes, the time series summary is used for the
global confirmed cases. In total, we have weekly information for 183 countries or areas, from 22 January to 15 November 2020.

Country-specific attributes are obtained from the World Development Indicators (WDI) database, which is the World Bank’s premier compilation of cross-country data on development. The database contains annual information on GDP per capita, GNP per capita, employment percentages in different sectors, international trade volume, sanitation levels, population, etc. We have utilized the variables’ three-year averages to construct our measurement in socio-economic status. In addition, the World Bank assigns the world’s economies into four income groups—low, lower-middle, upper-middle, and high-income countries. The classifications are updated each year on July 1 and are based on GNI per capita in the current USD, using the Atlas method exchange rate. Our categorization of the world’s economies by income is based on GNI per capita cutoff values of 1025, 3395, and 12,375 respectively.

In addition, we have obtained policy-related data collected by the Blavatnik School of Government at the University of Oxford. The groups of indices provided by the OxCGRT database record the number and strictness of government policies, and are varying over time. Specifically, we focused on two indices that emphasized two different aspects of government policy, the stringency index and the economic support index.

The data statistics in Table 1, including the weekly case information from Johns Hopkins University, OxCGRT, and the country attributes from WDI.

| Statistic               | N     | Mean       | St. Dev.  | Min   | Max     |
|------------------------|-------|------------|-----------|-------|---------|
| Case.Num               | 6093  | 94,633.030 | 496,388.100 | 1     | 8,576,725 |
| Death.Num              | 6093  | 3273.042   | 14,682.210 | 0     | 224,899  |
| Stringency             | 5944  | 61.075     | 22.176    | 0.000 | 100.000  |
| EconomicSupportIndex   | 5945  | 47.540     | 30.628    | 0.000 | 100.000  |
| Weeks                  | 6093  | 19.161     | 10.428    | 1     | 40       |
| Case.growth            | 6093  | 7864.991   | 37,121.360 | 0     | 646,263  |
| Death.growth           | 6093  | 201.984    | 884.493   | 0     | 18,302   |
| Employment.services.pct| 5780  | 55.751     | 17.827    | 6.444 | 87.139   |
| G.pct                  | 4443  | 26.290     | 10.805    | 0.0002| 63.771   |
| GDP.per.capita          | 5923  | 16,859.240 | 24,443.480 | 218.334| 191,363.200 |
| GNI.per.capita          | 5039  | 15,416.860 | 19,629.190 | 218.338| 94,780.290 |
| Savings.pct            | 5610  | 19.515     | 16.075    | -63.698| 58.170   |
| International.tourism.arrivals | 5642 | 14.694 | 1.756 | 9.922 | 18.268 |
| Safely.managed-sanitation.pct | 3122 | 69.443 | 28.320 | 9.322 | 100.000 |
| Pop.in.urban.agg.more.than.1m.pct | 4270 | 25.409 | 16.509 | 3.932 | 100.000 |
| Pop                     | 6093  | 45,368,089.000 | 155,959,648.000 | 33,558.000 | 1,382,252,500.000 |
| Trade.pct              | 5714  | 86.655     | 51.627    | 21.390| 396.552  |
| Case.Per.Million        | 6093  | 285.141    | 707.665   | 0.000 | 9285.033 |
| Death.Per.Million       | 6093  | 5.307      | 14.767    | 0     | 447      |
| Country.Area           | 6027  | 783,952.700 | 2,034,921.000 | 2.008 | 16,376,870.000 |

Note: Monetary values are given in USD.

In Appendix A, Figure A1 presents the cumulative COVID-19 cases by week across countries, and those nations with quite concerning trends are marked out with labels. Similarly, the graph depicting cumulative death cases by week is provided in an identical fashion in Figure A2. Table A1 displays the variable definitions from the WDI database, which are used in our regression analysis.

Our regression model is based on the time series of the global case data, seeking to identify the relationship between the weekly growth of COVID-19 cases and death numbers and country-specific characteristics so as to shed light on the reasons why some countries have better control of the pandemic spreading. We define the weekly change normalized by population size as our main variable of interest, growth rate, both for infection and death.
The conceptual framework is displayed as follows:

\[
\text{Growth Rate}_{it} = \alpha_0 + \alpha_1 \times \text{Cumulative case}_{i(t-1)} + \sum_{k=1}^{2} \beta_k \times \text{Policy}_{i(t-2)} + \\
\sum_{j=1}^{J} \gamma_j \times X^j_i + \sum_{k=1}^{2} \sum_{j=1}^{J} \theta_{kj} \times \text{Policy}_{i(t-2)} \times X^j_i + \\
\sum_{m=1}^{M} \omega_m \times X^m_i + NG_{it} + \epsilon_{it} \tag{1}
\]

For country \( i \) on week \( t \), the observed COVID-19 growth (death) rates depend on the lagged cumulative cases in that country, social and economic status of interest, country-specific attributes as control variables, and the time-dependent disturbance term. \( X^j_i \) are \( J \) numbers of the variables of interest for each country \( i \), which include the percentage of employment in service sectors, trade percentage of GDP, percentage of the population with safely managed sanitation services, and GDP per capita. \( X^m_i \) are the \( M \) numbers of country-specific control variables, including gross domestic savings as a percentage of GDP, tourism inflows (captured by the annual numbers of international tourism arrivals), geographic area of each country \( i \), and percentage of the population in urban areas that aggregated more than 1 million people. We have also included the time fixed-effect term in our models, which is the time dummy, and it will be discussed in the result sections. To consider the impact of policies on the spreading trend through socio-economic factors, we include interaction terms of stringency policy and economic support policy with employment percentage in the service sector and GDP per capita. Since we started our work from a question of spreading between developed and developing countries, the GDP per capita can serve as a reasonable control, and the employment percentage in the service sector can capture the labor market structures, which reveals physical contact involvement among the workers.

For simplicity of explanation, we denote the normalized weekly cases and death changes as growth rates, since they are measuring the changing rates in consecutive weeks. Both variables are calculated based on the cumulative cases, and defined in the following two ways as described in Equations (2) and (3):

\[
\text{Case Growth Rate}_{t} = \text{Case per Million}_{t} = \frac{\text{Case}_t - \text{Case}_{t-1}}{\text{Population}} \tag{2}
\]

\[
\text{Death Growth Rate}_{t} = \text{Death per Million}_{t} = \frac{\text{Death}_t - \text{Death}_{t-1}}{\text{Population}} \tag{3}
\]

The COVID-19 case growth rate (CPM), is the weekly increase of COVID-19 cases per million of the population for one specific country \( i \). The design of our growth rates is aimed to capture the case change ratios (severity of the spread) along with each country so that to provide stable indices that can be used to track the trend of COVID-19. Since the case measurement across weekdays and weekends may not be consistent, we believe the weekly aggregation will suffer less from measurement errors of daily fluctuations, and would in turn serve better to reveal the actual trend of case growth. Further, the COVID-19 death growth rate (DPM), is the weekly increase of death per million of population. The design also takes into account the population size of each country, so as to reveal the severity of the pandemic. An alternative way to capture the COVID-19 trend, other than the growth rates that we use, is the ratio of case change of a specific day over the cumulative cases up to that day. However, this alternative variable generally has a downward trend and drops quickly if the cumulative cases rise fast enough, this makes the variable fail to capture the trend of interest (in the case of the United States, the quick increase in cumulative cases makes this alternative variable approach zero, even when the daily increments of COVID-19 cases are as high as 20,000).
Based on the nature of unbalanced panels, and the fact that country-specific attributes (GDP per capita, country area, etc.) are available in the annual format from the World Bank database, the only dynamics we have in the timely fashion is the variations in weekly case numbers and policy changes. Thus, we proceeded with generalized linear regressions using the “PLM” package from R, and estimated the coefficients through the maximum likelihood method using the time fixed-effect model. Our identification strategy is to utilize the time-lagged term as explanatory variables (including government policies, infection numbers, and historical country-specific characters) so that to resolve concerns on the potential endogeneity issues. Hence, we believe our models are correctly identified.

4. Results

This section presents results that investigate the relationship between country-level socio-economic factors and the growth rate of COVID-19 cases. Table 2 demonstrates the regression results showing the correlation between the growth rate of COVID-19 cases and the economic status of a specific country. Here, the reference group is developing country groups (which include upper-middle, lower-middle-income countries, as well as low-income countries). The results show that in general, developed countries have higher growth rates compared to those developing countries, and the result is robust across different time periods. For instance, the coefficients of developed country groups on case growth rates are statistically significant at a 1 percent level. This is the starting point of our research—we seek to explain the counterintuitive fact that developed countries, despite the advantages they have in many aspects, are actually quite vulnerable to the COVID-19 pandemic due to the fact that it is a communicable disease and will spread quickly through contacts and interactions.

Table 2. COVID-19 case growth rates—developed vs. developing countries.

| Dependent Variable | CPM |
|--------------------|-----|
|                    | 1–10 week | 1–20 week | 1–30 week | 1–40 week |
| developed          | 110.627 *** | 158.668 *** | 141.985 *** | 255.257 *** |
|                    | (9.297)    | (13.867)   | (12.157)   | (17.871)   |
| Fixed effect       | Yes       | Yes       | Yes       | Yes       |
| Observations       | 1299      | 2708      | 4110      | 5059      |
| R²                 | 0.099     | 0.046     | 0.032     | 0.039     |
| F Statistic        | 141.593 *** | 130.928 *** | 136.414 *** | 204.007 *** |

Note: * p < 0.1; ** p < 0.05; *** p < 0.01.

Table 3 follows the same fashion as in Table 2, we are providing a more detailed categorization of the countries by the World Bank GNI standard. Here, the base group is the low-income country group. Identically, we have used the time fixed-effect model. To visualize, we have also provided plots on case growth rates in Figure 1. The graph shows the comparisons between some representative countries with the highest level of case growth rates (normalized by population size) along with income classifications. We have also pinpointed the outlier countries (with unusually high infections) for references. The results show that countries with relatively higher income levels have higher growth rates compared to the low-income country groups. For example, compared to low-income countries, the average growth rates of high-income and upper-middle-income countries are significantly higher, across different types of growth rate measurements and models. The results are statistically significant at 1 percent level, and quite consistent across different categories of income levels. This leads us to further explore the specific attributes these countries (who have better economic advantages) have.
### Table 3. COVID-19 case growth rate by income categories.

| Dependent Variable | Case Per Million |
|--------------------|------------------|
|                    | 1–10 week | 1–20 week | 1–30 week | 1–40 week |
| High-income        | 137.063 *** | 220.551 *** | 251.483 *** | 380.289 *** |
|                    | (13.720)   | (20.291)   | (17.508)   | (26.545)   |
| Upper Middle       | 59.525 ***  | 138.466 *** | 234.872 *** | 270.533 *** |
|                    | (14.535)   | (21.472)   | (18.522)   | (28.055)   |
| Lower Middle       | 11.072     | 27.598     | 57.998 *** | 57.345 **  |
|                    | (14.170)   | (20.936)   | (18.072)   | (27.486)   |
| Fixed effect       | Yes        | Yes        | Yes        | Yes        |
| Observations       | 1299       | 2708       | 4110       | 5059       |
| R²                 | 0.114      | 0.065      | 0.078      | 0.062      |

Note: * p < 0.1; ** p < 0.05; *** p < 0.01.

Tables 4 and 5 demonstrate the main results of this paper. We have provided two types of COVID tracking indexes including case growth rate and death growth rate, both defined as per million of the population to reveal the time trend of increments. Specifically, we categorized the spreading of COVID-19 by intervals of 10 weeks, and seek to explore the effect of different social-economic factors in influencing the spreading or mortality of the disease. We estimated model coefficients using time fixed-effect models, through maximum likelihood estimation. Each column demonstrates regression results within a specific time period, the first ten weeks, the first twenty weeks, etc. The values displayed without parentheses are the estimated coefficients, and values in the parenthesis are standard errors. Our main interest is the role socio-economic status plays in the pandemic; therefore, we have utilized the data from the World Bank in characterizing different economies. One of our major focuses is the percentage of employment in the service sector, since a larger proportion of employment in services contributes positively towards personal interactions, and thus could lead to faster spreading of the disease. Furthermore, countries heavily involved in international trade will naturally have more personal interactions and contacts and therefore could lead to faster spread. Last but not least, the percentage coverage of safely managed sanitation services reveals the differentiations among countries as the sanitation availability background. Intuitively, nations with higher coverage in these services should help reduce the spreading speed. In the meantime, we are also interested in the effects of government policies and the interaction of socio-economic factors with the policies. We focus on two policies: the stringency policy index covers the restriction imposed by governments on closures/shutdowns, as well as in the public information disclosures/announcements; the economic support index covers the financial relief that governments are providing. According to the regression results, the percentage of employment in the service sector contributes positively across different time periods. Higher international trade percentage of GDP is positively related to the spreading, this seems to be intuitive since countries relying heavily on imports and exports tend to have a higher frequency of interactions and contacts, which would, in turn, accelerate the spreading of the disease. Coverage of sanitation services contributes consistently negatively to the spreading, demonstrating the benefit of wide coverage in safely managed sanitation.

On the other hand, the effects of government policies differ. The stringency policy has provided a significant reduction in case growth rate along the different time periods during the pandemic. The economic support policy, measured by the economic support index, does contribute negatively to the growth rates, however, are weakly significant and only in the early periods. The effect of the economic support index is not statistically significant in the immediate short run, possibly due to the feasible unemployment benefits that people can secure, and the effects fade away once we are looking at relatively long-term periods.

Each percentage point increase in the service sector employment will increase the weekly infection by about 4 percent in the fixed-effect models. Each unit increase in the stringency index (two period lagged) helps reduce 10 percent infection (case per million
population), and each unit increase in economic support index (two period lagged) helps reduce about 3 percent in case growth rates.

Table 4. Regression analysis on death growth rates.

| Dependent Variable | Log (Death Per Million) |
|--------------------|-------------------------|
|                    | 1–10 week (1) | 1–20 week (2) | 1–30 week (3) | 1–40 week (4) |
| log(lag.case)      | 0.3 ***      | 0.4 ***      | 0.4 ***      | 0.5 ***      |
|                    | (0.02)       | (0.01)       | (0.01)       | (0.01)       |
| Stringency.Policy  | −0.01        | −0.03 *      | −0.04 ***     | −0.1 ***     |
|                    | (0.02)       | (0.02)       | (0.02)       | (0.02)       |
| EconomicSupport.Policy | −0.04 **  | −0.05 ***     | −0.1 ***     | −0.04 ***    |
|                    | (0.003)      | (0.003)      | (0.002)      | (0.002)      |
| Employment.services.pct | 0.02 ***  | 0.03 ***     | 0.02 ***     | 0.01 ***     |
|                    | (0.003)      | (0.001)      | (0.001)      | (0.001)      |
| Trade.pct          | 0.002 **     | 0.003 ***    | 0.002 ***    | 0.003 ***    |
|                    | (0.003)      | (0.003)      | (0.002)      | (0.002)      |
| Savings.pct        | 0.000        | −0.01 ***    | −0.01 ***    | −0.01 ***    |
|                    | (0.003)      | (0.003)      | (0.002)      | (0.002)      |
| Safely.managedsanitation.pct | −0.002  | −0.002      | −0.004 ***   | −0.004 ***   |
|                    | (0.002)      | (0.001)      | (0.001)      | (0.001)      |
| International.tourism.arrivals | −0.05    | −0.1 ***    | −0.1 ***    | −0.1 ***    |
|                    | (0.03)       | (0.02)       | (0.02)       | (0.02)       |
| log(area)          | −0.02        | 0.1 ***      | 0.04 **      | −0.004       |
|                    | (0.02)       | (0.02)       | (0.02)       | (0.01)       |
| Pop.in.urban.agg.more.than.1m.pct | −0.01 *** | −0.01 ***   | −0.001      | −0.005 ***   |
|                    | (0.002)      | (0.001)      | (0.001)      | (0.001)      |
| Stringency:Emp.services.pct | −0.001 *  | 0.000      | 0.000  | 0.000      |
|                    | (0.000)      | (0.000)      | (0.000)      | (0.000)      |
| EconSupport:Emp.services.pct | −0.000   | 0.000      | 0.000  | 0.000      |
|                    | (0.000)      | (0.000)      | (0.000)      | (0.000)      |
| Stringency:log(GDP.per.capita) | 0.01 *   | 0.01 **    | 0.01 **    | 0.01 ***    |
|                    | (0.003)      | (0.003)      | (0.003)      | (0.003)      |
| EconSupport:log(GDP.per.capita) | 0.01   | 0.01      | 0.01 *    | 0.005      |
|                    | (0.003)      | (0.003)      | (0.003)      | (0.003)      |
| Time Fixed effect  | Yes          | Yes          | Yes         | Yes         |
| Observations       | 545          | 1174         | 1802        | 2289        |
| R²                  | 0.6          | 0.6          | 0.5         | 0.5         |
| Adjusted R²        | 0.6          | 0.6          | 0.5         | 0.5         |
| F Statistic        | 54.5 ***     | 105.1 ***    | 137.8 ***   | 151.5 ***   |

Note: * p < 0.1; ** p < 0.05; *** p < 0.01.

To explore the effect of employment percentage in service through different policies, we interact policies with the service percentages. The results show that the coefficients on the interaction term are significantly negative at the 5 percent level, meaning that countries with a larger proportion of the service sector will benefit more from the stringency policies. However, we do not find evidence of consistently significant results on the effect of employment percentage in service through economic support policies. These results provide policy implications to encourage countries with higher percentages of labor force employing in the service sector (countries that rely heavily on service sectors) to adopt restrictive policies in mitigating the pandemic. Additionally, it is also quite intuitive that economic support, such as sending out stimulus checks, could help strengthen population confidence and follow restrictive orders (without worrying about income) in the fairly short run. Since the government cannot provide consecutive economic support to individuals, this type of policy would not be effective in the relatively long term.
We also include other variables to serve as controls, including savings percentages of GDP, countries’ geographic area (km squares), international tourism arrivals, and population in urban areas that aggregate for more than 1 million. We have found that the savings percentage of GDP has a negative significant effect on the case growth rate, suggesting that countries would benefit from higher levels of savings, possibly due to the financial buffering effect. Additionally, the geographic areas have negative effects on the growth rate (per million population), which could be explained that larger geographic areas provide less person-to-person contacts and interactions, and thus help reduce the spreading. The empirical evidence shows that countries with a higher frequency of interactions (higher employment percentage in service, higher trade percentages, etc.) could face faster spreading due to their existing economic structures as a result, while those with better sanitation coverages have an advantage in handling the spreading.

Table 4 provides regression results of death growth rate, measured as death weekly increase per million population, and delivers quite consistent results as in Table 5 for case growth rates. Here the stringency policy’s effect to reduce death is still statistically significant especially when we focus on the long term. The economic support policy, on the other hand, provides long-lasting effects, possibly because of the lagged nature of death following infection. Even if the economic support may not help people reduce chances of infection, the effects will be delivered through better healthcare after the diagnosis of

| Table 5. Regression analysis on case growth rates. |
|-----------------------------------------------|
| **Dependent Variable** | 1–10 week | 1–20 week | 1–30 week | 1–40 week |
| Log (lag.case) | 0.7 *** | 0.8 *** | 0.7 *** | 0.7 *** |
| (0.02) | (0.02) | (0.02) | (0.02) |
| Stringency:Policy | −0.1 *** | −0.1 *** | −0.1 *** | −0.1 *** |
| (0.02) | (0.02) | (0.02) | (0.02) |
| EconomicSupport:Policy | −0.03 | −0.04 * | −0.04 * | −0.02 |
| (0.02) | (0.02) | (0.02) | (0.02) |
| Employment:services.pct | 0.04 *** | 0.04 *** | 0.04 *** | 0.04 *** |
| (0.005) | (0.004) | (0.003) | (0.003) |
| Trade.pct | 0.004 *** | 0.01 *** | 0.01 *** | 0.01 *** |
| (0.001) | (0.001) | (0.001) | (0.001) |
| Savings.pct | −0.000 | −0.01 *** | −0.02 *** | −0.02 *** |
| (0.002) | (0.002) | (0.002) | (0.002) |
| Safely:managed-sanitation.pct | −0.001 | −0.01 *** | −0.01 *** | −0.01 *** |
| (0.004) | (0.003) | (0.003) | (0.003) |
| International.tourism.arrivals | −0.2 *** | −0.2 *** | −0.2 *** | −0.2 *** |
| (0.03) | (0.03) | (0.03) | (0.03) |
| log(area) | −0.1 ** | −0.02 | −0.1 *** | −0.2 *** |
| (0.03) | (0.03) | (0.02) | (0.02) |
| Pop.in.urban.agg.more.than.1m.pct | −0.01 *** | 0.01 *** | 0.01 *** | −0.003 |
| (0.003) | (0.002) | (0.002) | (0.002) |
| Stringency:Emp.services.pct | −0.001 *** | −0.001 *** | −0.001 ** | −0.001 ** |
| (0.000) | (0.000) | (0.000) | (0.000) |
| EconSupport:Emp.services.pct | −0.000 | −0.000 | −0.000 | −0.000 |
| (0.000) | (0.000) | (0.000) | (0.000) |
| Stringency:log(GDP.per.capita) | 0.02 *** | 0.02 *** | 0.02 *** | 0.02 *** |
| (0.004) | (0.004) | (0.004) | (0.004) |
| EconSupport:log(GDP.per.capita) | 0.004 | 0.01 | 0.01 | 0.004 |
| (0.004) | (0.005) | (0.005) | (0.005) |
| Time Fixed effect | Yes | Yes | Yes | Yes |
| Observations | 545 | 1174 | 1802 | 2289 |
| R² | 0.7 | 0.7 | 0.6 | 0.6 |
| Adjusted R² | 0.7 | 0.7 | 0.6 | 0.6 |
| F Statistic | 110.5 *** | 166.6 *** | 221.1 *** | 231.0 *** |

Note: * p < 0.1; ** p < 0.05; *** p < 0.01.
infection, and eventually, help reduce death cases. The employment percentage in the service sector again reveals positive and significant effects on death growth rates. The negative signs on the interaction term of employment in the service sector still demonstrate the fact that countries with a higher proportion of employment in services would benefit more from higher stringency (more restricted policies) than those countries with less service employment. Again, we included variables like GDP per capita, trade percentages, savings percentages, safely managed sanitation coverage, geographic areas, international tourism arrivals, and the percentage of the population in urban areas that aggregate for more than 1 million. The results are in general robust compared to our regressions of case growth rate.

5. Discussion and Conclusions

This study identifies various socio-economic factors that could contribute to the COVID-19 spread. To identify such factors, we use Johns Hopkins University's COVID-19 Dataset, OxCGRT database of government response, and World Development Indicators (WDI) from the World Bank. Empirically, we use generalized linear regression models and estimated the coefficients using the maximum likelihood methods. Our results show that economic structures play an important role. For instance, the percentage of employment in service sectors, and international trade percentages are positively associated with the growth and death rates in COVID-19 cases. On the other hand, the domestic saving percentages and percentage of population covered by safely managed sanitation services are negatively associated with the spreading. In the meantime, both stringency policies and economic support policies have effects in alleviating the spreading speed and death rates. The overall trend of employment transformation along economic growth leads to expansions in service sectors. Despite the economic prosperity that the service sector brings, this type of employment structure forces more physical contact involvement, and therefore would make these countries more vulnerable under the current kind of communicable disease pandemic, at least in the short run. However, our results do suggest that countries heavily relying on service-sector employment can benefit more from the stringent policies than those with less service involvement. One of the central issues in the current sustainability debate is the balancing of economic development and social considerations. There might be a trade-off between economic and social dimensions of sustainable development because of the availability of resources. On one hand, economic development focuses on productivity, efficiency, investment, employment, trade openness, etc. On the other hand, social considerations are related to accessibility, affordability, disparities, and safety. To achieve sustainable development, we need to balance these two dimensions. If one dimension is weak, the propensity of controlling infectious diseases such as COVID-19 would decrease, in turn, it negatively impacts the sustainability goals.

Similarly, the role of institutions, both the formal and informal, in shaping economic as well as social behavior is crucial. The rules, norms, values, policies, routines, etc., influence the behavior of people in societies. As a result, strong institutions may cause to reduce the spread of infectious diseases including COVID-19.

This study provides an insight into the factors that the governments can consider for an additional look as the potential contributors to the spread of the disease, inferring possible populations that are vulnerable to the disease due to social and economic structures, even economically and medically advanced areas. The policy implications of our study suggest ensuring sanitation facilities to the general public, and in the meantime, pay extra attention to people who work in service sectors, and those without enough coverage of safely managed sanitation services.

However, this paper has some caveats. There are some other potential factors in the public health literature that could make people vulnerable to COVID-19, including the size of the aging population, preconditions of chronic disease, past surgery histories, other cardiovascular diseases, etc. These are not our main focus and will not be discussed here. Additionally, the number of confirmed cases would be dependent on the number of tests given and the general availability of testing. Therefore, it is possible that the changes in
the infection and death rate in the paper might be driven by cross-country differences in testing capacities. If the country has inadequate or low testing levels, both the infection and death cases may also be underreported, making them less representative indicators. Next, due to data limitations on the test-availability data, we use the observed case numbers to proxy the actual cases. We believe this will not significantly bias our results because this study focuses on the COVID-19 trend from a relatively long-term perspective. Lastly, the COVID-19 death classification could be different among different countries, induced by either technological, medical, or sometimes even political reasons. Again, we assume the reported death counts can serve as a good approximation of the actual deaths due to COVID-19, at least in the relatively long run.
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Appendix A

Figure A1. Cumulative COVID-19 case numbers time trend.
Figure A2. Cumulative COVID-19 death numbers time trend.

Table A1. WDI variable description.

| Variable Name               | WDI Variable Name                                                                 | WDI Variable Definition                                                                                                                                                                                                 |
|-----------------------------|----------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Employment.services.pct     | Employment in service (percentage of total employment) (modeled ILO estimate)    | Employment is defined as persons of working age who were engaged in any activity to produce goods or provide services for pay or profit, whether at work during the reference period or not at work due to temporary absence from a job, or to working-time arrangement. The services sector consists of wholesale and retail trade and restaurants and hotels; transport, storage, and communications; financing, insurance, real estate, and business services; and community, social, and personal services, in accordance with divisions 6–9 (ISIC 2) or categories G–Q (ISIC 3) or categories G–U (ISIC 4). |
| Employment.industry.pct     | Employment in industry (percentage of total employment) (modeled ILO estimate)   | Employment is defined as persons of working age who were engaged in any activity to produce goods or provide services for pay or profit, whether at work during the reference period or not at work due to temporary absence from a job, or to working-time arrangement. The industry sector consists of mining and quarrying, manufacturing, construction, and public utilities (electricity, gas, and water), in accordance with divisions 2–5 (ISIC 2) or categories C–F (ISIC 3) or categories B–F (ISIC 4). |
| Pop.in.urban.agg.more.than.1m.pct | Population in urban agglomerations of more than 1 million (percentage of total population) | Population in urban agglomerations of more than one million is the percentage of a country’s population living in metropolitan areas that in 2018 had a population of more than one million people.                                                                                                   |
| GDP.per.capita              | GDP per capita (constant 2010 US$)                                               | GDP per capita is gross domestic product divided by midyear population. GDP is the sum of gross value added by all resident producers in the economy plus any product taxes and minus any subsidies not included in the value of the products. It is calculated without making deductions for depreciation of fabricated assets or for depletion and degradation of natural resources. Data are in constant 2010 USD. |
Table A1. Cont.

| Variable Name                  | WDI Variable Name                                      | WDI Variable Definition                                                                                                                                                                                                 |
|-------------------------------|--------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Tourism. inflows               | International tourism, number of arrivals              | International inbound tourists (overnight visitors) are the number of tourists who travel to a country other than that in which they usually reside, and outside their usual environment, for a period not exceeding 12 months and whose main purpose in visiting is other than an activity remunerated from within the country visited. When data on the number of tourists are not available, the number of visitors, which includes tourists, same-day visitors, cruise passengers, and crew members, is shown instead. |
| safely managed sanitation services (percentage of population) | People using safely managed sanitation services (percentage of population) | The percentage of people using improved sanitation facilities that are not shared with other households and where excreta are safely disposed of in situ or transported and treated offsite. Improved sanitation facilities include flush/pour flush to piped sewer systems, septic tanks, or pit latrines: ventilated improved pit latrines, compositing toilets or pit latrines with slabs. |
| Trade.pct                     | Trade (percentage of GDP)                              | Trade is the sum of exports and imports of goods and services measured as a share of gross domestic product.                                                                                                          |
| Savings.pct                   | Gross domestic savings (percentage of GDP)             | Gross domestic savings are calculated as GDP less final consumption expenditure (total consumption).                                                                                                                   |
| Trade.pct                     | Trade (percentage of GDP)                              | Trade is the sum of exports and imports of goods and services measured as a share of gross domestic product.                                                                                                          |
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