Forecasting of Wind Induced Pressure on Setback Building Using Artificial Neural Network
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Abstract
The wind load on an irregular plan shape tall building is quite different compared to a conventional plan shape tall building. Especially the aerodynamic parameters have extreme change due to the variety of setbacks at one or more the disparity of level. This paper highlights the prediction of pressure coefficient on square, single (20 %) setback and double (10 %) setback buildings for any wind incidence angle by CFD simulation and validated with Artificial Neural Network (ANN) and fast Fourier transform. The ANN is a widely used and efficient tool for different types of analyses. The 0° to 180° wind incidence angles (WIAs) considered as input data and respective face wise pressure coefficient ($C_p$) used as target data. The Levenberg-Marquardt training function and Mean Square Error (MSE) performance function used to train the target data. The face wise graphs of CFD, ANN and FFT are plotted in a single graph and the $C_p$ of the surface checked by any random WIAs. Amazingly, the $C_p$ of random WIA by ANN is almost similar to CFD. Furthermore, the error of ANN is 0.6 % to 2.5 %, which is negligible. According to this predicted graph, the design $C_p$ of any WIA can be easily calculated and implement directly in the design.
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1 Introduction
Wind flow around the unconventional shape, tall buildings are quite different compared to the uniform plan shape tall buildings. The wind pressure on the wall and the roof of an unconventional tall building has a huge difference concerning regular plan shape tall building. The number of setbacks also take an important part on pressure variation on wall. Kim et al. [1] studied high-frequency force balance wind tunnel tests on the square, setback and the taper model and suggested the across wind acceleration of a setback and taper model was higher than the square model. Tanaka et al. [2] covered twenty-eight numbers of different unconventional tall buildings in closed-circuit type wind tunnel to determine the aerodynamic forces, and wind pressures. Bairagi and Dalui [3] investigated the optimum distance on parallel high-rise buildings where the interference effects nullify with different orientations using CFD. The number of researchers (Roy and Kumar Bairagi [4], Elshaer et al. [5], Cui and Caracoglia [6], Li et al. [7], Bairagi and Dalui [8–10], Rajasekarababu et al. [11]) already studied the wind load on unconventional tall buildings by LES, $k$-$\varepsilon$ methods and estimated the effects of spectral density, moment, drag, and lift coefficients on different face and rooftop of the buildings. Bitsuamlak et al. [12] found the combined CFD and numerical–neural network (NN) approach and to speeded-up the ratios for a wide range of topographic features like single and multiple hills, escarpments, and valleys. Wang and Cheng [13] determined wind spectra on rectangular cross-section buildings by the ANN method. There have been many researches on setback tall buildings and most of them are symmetry about two axes. Verma et al. [14] determined the wind pressure coefficients on the windward face of 30 m × 30 m × 180 m tall building by Back Propagation Neural Network (BPNN) and compared the data with the experimental result. Elshaer et al. [15] presented the aerodynamic shape optimization procedure on CFD, optimization algorithm and Artificial Neural Network (ANN). The 200 input data used to train the network and evaluated the objective function. The study covered two optimization problems. Problem 1 used to find the optimal
tall building cross-section to reduce the drag force due to wind and problem 2 used to found the optimal cross-section to reduce the wind lateral vibration. The optimization tool already takes a large role and used to predict the interference effect minimization (Kar et al. [16]), folded curve tool already takes a large role and used to predict the interaction to reduce the wind lateral vibration. The optimization wind and problem 2 used to found the optimal cross-section and validated with IS 875 (Part-3) [20]. Elshaer moment and shear force variation on tall buildings by ANN researches. Dhote and Varghese [19] analyzed the bending moment and shear force variation on tall buildings by ANN method, and validated with IS 875 (Part-3) [20]. Elishaer and Bitsuamlak [21] optimized the aspect ratio and opening distances between different rectangular slot type buildings. The prototype models are studied by the CFD package of STAR CCM+, employed the LES method, and validated with the ANN method simultaneously. Bahattacharyya and Dalui [22] introduced the graphical method to estimate the pressure coefficient on ‘E’ plan shape tall building. The researchers studied the face pressure coefficients at any intermediate wind angle by Fast Fourier series and validated with wind tunnel data. The present study suggests the face pressure coefficient at any intermediate wind angle by using both the Fast Fourier series and Artificial Neural Network (ANN) method. The ANNs is a multi-disciplinary as well as user-friendly system and presently use in different engineering and technological regions. Kaveh and Iranmanesh [23] compared the backpropagation neural net (BPN) and the improved counter propagation neural net (CPN) to the analysis and design of large-scale space structures. Iranmanesh and Kaveh [24] presented the neurocomputing strategy, which combines the data processing capabilities of neural networks and numerical structural optimization. Kaveh and Khalegi [25], Kaveh et al. [26], Rofooei et al. [27] studied the concrete specimen and concrete moment resisting frame structure by backpropagation of neural network. A Paral et al. [28] introduced the ANNs to identify the structural damage in share frame building. The number of researchers (Kaveh and Servati [29], Kaveh et al. [30], Fernández-Cabán et al. [31], Nikose and Sonparote [32, 33], Mallick et al. [34]) already applied the neural network in the different field of studies likes grid base structure, transmission tower design, predict the magnitude and roof pressure, the dynamic-wind response on high rise buildings. Not only that the optimal shape of the building also found by the ANN method. This paper highlights the estimation of pressure coefficient at any angle of single and double setback tall building by Computational Fluid Dynamics (CFD) and validated with ANN and FFT method. Furthermore, the pressure coefficients at a different surface of any intermediate wind angle can easily be estimate by the graph.

2 Description of model

Three sets of models considered in this study. One regular square plan shape building, and two setback buildings. All the buildings have the same ratio of length: breadth: height (1:1:2). The three models are shorted as M1, M2, and M3. The M1 model considered as regular square plan shape model. The M2 model has 0.2L (20 %) setback distance at the H/2 level and the M3 model has two 0.1L (10 %) setbacks at H/3 and 2H/3 level. Where H is the height of the model and L is the length of the model. In this connection, the summation of the setback area and roof top area of the M2 and M3 models are same as the roof top area of M1 model. Therefore, the total roof area including top and setback roof of the entire models are same. The models M2 and M3 have symmetry about a single plane (YZ), therefore wind incidence angles (WIAs) are considered as 0°, 15°, 30°, 45°, 60°, 75°, 90°, 105°, 120°, 135°, 150°, 165°, and 180°. The along wind considered in Y-axis and across wind in X-axis. The adopted windward faces are A and D for the X-axis and Y-axis, respectively. Similarly, the leeward faces are C and B for the same respective axes. The single setback model (M2) has two different roofs (R1 and R2) and different faces are D1 and D2. Similarly, the double setback model (M3) has three different roofs (R1, R2, and R3) and three faces are D1, D2, and D3. The D1, D2 and D3 faces of M2 and M3 models are considered as "Face D" to minimize the complicity. The respective face names and WIAs of the models are shown in Fig. 1.

3 Numerical method

The k-ε turbulence model is the most widely used in the fluid dynamic scenario. Jones and Launder [35] first introduced this model and determined the turbulence viscosity significantly by local values of density, turbulence kinetic energy (k) and turbulence length scale (l) to fix up the uniform dimension and expressed in Eq. (1).

![Fig. 1 Conventional square model (M1), single setback model (M2) and double setback model (M3) with different WIAs used in the present study](image-url)
\[ \mu_t = C_{\mu} \rho k^{0.5}, \]

where, \( \mu_t \) and \( k \) is nonzero, \( \rho \) is fluid density \( C_{\mu} \) is a constant. The equation of turbulence energy accessed by a scalar product of momentum equation and velocity vector and it may be articulated as in Eq. (2).

\[ \rho \frac{D k}{Dt} = \frac{\partial}{\partial y} \left( \frac{\mu_t}{\sigma_k} \frac{\partial k}{\partial y} \right) + \mu_t \left( \frac{\partial u}{\partial y} \right)^2 - \rho \varepsilon \]

(2)

and the equation of energy dissipation in Eq. (3).

\[ \rho \frac{D \varepsilon}{Dt} = \frac{\partial}{\partial y} \left( \frac{\mu_t}{\sigma_k} \frac{\partial \varepsilon}{\partial y} \right) + C_1 \frac{\varepsilon}{k} \mu_t \left( \frac{\partial u}{\partial y} \right)^2 - C_2 \frac{\rho \varepsilon^2}{k} \]

(3)

The \( \varepsilon \) may be assumed proportional to \( \rho k^{1.5}/l \) for higher amount of Reynolds number. Thus, the Eq. (1) may be replaced in Eq. (4).

\[ \mu_t = \frac{C_{\mu} \rho k^2}{\varepsilon} \]

(4)

The turbulence model constants are \( C_{\mu} = 0.09, C_1 = 1.55, C_2 = 2.0, \sigma_k = 1.0, \sigma_\varepsilon = 1.3. \)

4 Analytical setups

4.1 Boundary condition

Computation Fluid Dynamics (CFD) simulation is a widely accepted method for analytical study. This study, based on CFD simulation, where the analytical models are placed inside the domain. The inlet and sidewalls of the domain fixed at 5H from the extreme edge of the model and outlet wall considered at 1SIH for the model. The domain height is 6H from the bottom of the model as directed by Franke et al. [36] and Revuz et al. [37]. The velocity of the fluid at the wall boundary is set to zero and no-slip condition for the model wall. The Power law used to calculate the velocity profile of the atmospheric boundary layer as per SP 64 (S&T) [38] and IS 875 (Part 3) [20]. The equations of power-law and turbulence intensity as shown in Eqs. (5–6), respectively.

\[ U_z = \frac{U'}{U} = \left( \frac{Z}{Z_R} \right)^{\alpha}, \]

(5)

\[ I = \frac{u'}{U} = \frac{2k}{3U}, \]

(6)

where \( U_z \) is the horizontal wind speed at an elevation \( Z \), \( U_R \) is the speed at the reference elevation \( Z_{ref} \) which was 10 m/s; \( \alpha \) is the power-law index (0.133) for Category 2, \( Z_{ref} \) is 1.0 m. \( k \) is the turbulence energy, \( u' \) is the root mean square of turbulence velocity and \( U \) is the mean velocity.

4.2 Computational mesh and grid

Tetrahedron meshing used in this study and fine discretized mesh also used for satisfactory results. The dimension of the computational domain used in this study is 10.25 m × 5.25 m × 3.0 m. The blockage ratio in this study is 0.4 %, which is less than the recommended value of Franke et al. [39] and Tominaga et al. [40]. Large, coarse, medium, and fine grids are used in this analytical study, namely GR1, GR2, GR3, and GR4, respectively. The initial grid of domain considered as 5.21 million elements and finally fixed with 12.51 million elements. The variation of pressure (\( C_p \)), force (\( C_f \)) and moment (\( C_m \)) coefficients according to the variation of grid sizes shown in Table 1. The values of \( C_p, C_f \) and \( C_m \) converge in the fine grid size of the domain. Finally, the fine grid size of the domain considered for further study.

4.3 Validation of analytical study

4.3.1 Comparison of flow characteristics with the previous study

The similar type of model studied by Bairagi and Dalui [8] and validated the CFD simulation of pressure and force coefficient with Australia/New Zealand standard, American standard, European standard, British standard, and Indian standard codes. Furthermore, the present analytical study also validated with an experimental study by Kim and Kanda [41]. The experiments conducted by Eiffel-type wind tunnel at the University of Tokyo. The tunnel section was 1.8 m × 1.8 m and 12.5 m in length. The experimental model was \( L \times B \times H = 100 \text{ mm} \times 100 \text{ mm} \times 400 \text{ mm} \) of length scale 1/400 and \( \alpha = 0.13 \). The blockage ratio was 1.2 % with wind flow at 6.5 m/s. A square prism placed

| Mesh quality | Grid mark | Element | Windward | \% of error | Windward | \% of error | Windward | \% of error |
|--------------|-----------|---------|----------|------------|----------|------------|----------|------------|
| Large        | GR1       | 5210569 | 0.70     | 8.7        | 1.13     | 3.5        | 1.34     | 3.54       |
| Coarse       | GR2       | 11578493| 0.74     | 3.0        | 1.15     | 1.6        | 1.37     | 1.6        |
| Medium       | GR3       | 12093078| 0.77     | 0.05       | 1.17     | 0.02       | 1.38     | 0.01       |
| Fine         | GR4       | 12513045| 0.77     | --         | 1.17     | --         | 1.39     | --         |
in the analytical domain with the same aspect ratio as well as the same experimental constants with large to fine grid consideration. Finally, the GR4 grid serves the satisfactory results. Finally, the velocity and turbulence intensity compared with GR4 grid model and the experimental study by Kim and Kanda [41] as shown in Fig. 2(a). The power spectra at the top of the model shown in Fig. 2(b), which agree with the Karman type spectra.

4.3.2 Comparison of the present study with past experimental data

The non-dimensional turbulence kinetic profile and mean stream wise velocity on (1:1:2) (length:breadth:height) square plan shape analytical model further validated with Meng and Hibi [42] and Wang et al. [43]. The 80 mm × 80 mm × 160 mm (1:1:2) experimental model was studied by Meng and Hibi [42] and 2.64 m × 0.9 m × 0.9 m domain dimensions used by Wang et al. [43]. These experimental results also used by Tominga et al. [44] by the k-ε model, Gosseau et al. [45] by the LES method and Wang et al. [43] by both Large Eddy Simulation (LES) and Combination Random Flow Generation (CRFG) method. The non-dimensional profile locations are considered x/b = -0.75; -0.25; 0.5; 1.25 and 3.25 as stated by Meng and Hibi [42]. However, in this study along wind direction considered on the y-axis. So, the profile locations are fixed at y/b = -0.75; -0.25; 0.5; 1.25 and 3.25. In this case, the bluff body was placed inside the domain (Franke et al. [39] and Tominaga et al. [40]). The turbulence kinetic profile in Fig. 3(a) and mean stream wise velocity profile in Fig. 3(b)–(f) are displayed the comparison between experimental (EXP.), CRFG and k-ε model. These figures acceptably acknowledged the EXP, CRFG and present k-ε study of the bluff body. If anyone interested to know, the comparative study between EXP and LES method then refers to Gosseau et al. [45]. Because the study also has same experimental data. According to this validation, it said that the further analytical study of square model and setback models also produce authentic data.

![Fig. 2](a) Comparative study of velocity and turbulence inside the domain with Kim and Kanda [41] and mathematical expression. (b) Power spectral density with Karman type expression

![Fig. 3](Comparison of present study and experimental study (Meng and Hibi [42]) of (a) turbulence kinetic profile at y/b = -0.75, -0.25, 0.5, 1.25, 3.25 and mean stream wise velocity profile at y/b, (b) -0.75, (c) -0.25, (d) 0.5, (e) 1.25, (f) 3.25)
5 Analytical results

5.1 Kinetic turbulence and velocity profile
The non-dimensional stream wise velocity profile at
\( y/b = -0.75, -0.25, 0.5, 1.25, \) and \( 3.25 \) (Meng and Hibi [42] and Gosseau et al. [45]) observed for M1, M2, and M3 models. The vertical dotted lines placed at their respective y/b locations. The positive values of y/b fixed at the right side of the vertical dotted line and negative values placed on the left side of the same line. The building model placed at y/b = 0 and along with wind flow considered from the y-axis. Fig. 4(a) represents the non-dimensional variation of velocity along \( z/b = 0 \) to 3 (top of the domain) at different y/b profiles. For the 0° wind angle at y/b = -0.75 profile, an enormous amount (41.27% at z/b = 1.38) of velocity fluctuation observed for M2 and M3 models compared with the M1 model. Again, at y/b = -0.25 location have 68.31% higher velocity observed on both M2 and M3 models. Nevertheless, an interesting velocity variation detected at the y/b = 1.25 profile. In this profile, the maximum velocity difference observed at z/b = 1.03 and 2.07 between M1 and M2 models. At the location y/b = 3.25, have 26% less velocity compared to M1 model at z/b = 1.72. Fig. 4(b) represents the velocity profile for 90° WIA. The velocity gradually decreased at profile y/b = 0.5, 1.25 and 3.25. At the profile y/b = 0.5, the velocity decreased 18.8% on the M2 model compare to the M1 model and the model M3 has 36.3% less velocity at z/b = 2.41. Similarly, at y/b = 1.25 have 40.7% and 58.39% less velocity for M2 and M3 models, respectively. At the extreme profile at y/b = 3.25, the maximum 56.6% velocity deflection observed on M3 model and 38.6% for M2 model at z/b = 2.07. No conspicuous change of velocity observed at the profiles for 180° wind as shown in Fig. 4(c). Only 43.4% velocity fluctuation noticed at z/b = 1.38 for the M2 and M3 models.

5.2 Concept of CFD, FFT and ANN

5.2.1 Computational Fluid Dynamics (CFD)
The analytical value of the pressure coefficient \( (C_p) \) calculated by CFD simulation. The Eq. (7) used to estimate the \( C_p \) of windward, leeward, side face and rooftop of the models.

\[
C_p = \frac{P_{cal}}{\frac{1}{2} \rho U_z^2},
\]

where \( P_{cal} \) is the calculated pressure taken from simulation, \( \rho \) is the density of air (1.18 kg/m\(^3\) for 25°C).

5.2.2 Fast Fourier Transform (FFT)
The mean pressure of different faces for the respective WIAs calculated by the FFT method. The curve fitting tools of MATLAB used to fit the \( C_p \) at different WIAs by Fast Fourier Transform (FFT). The Fourier series expression represented by the sum of the series of sine and cosine functions. Equation (8) represents the Fourier series transform

\[
f(x) = \frac{a_0}{2} + \sum_{i=1}^{a} \left( a_i \cos \omega_0 x + b_i \sin \omega_0 x \right),
\]

where \( a_0, a_i, b_i \) are Fourier coefficients, \( \omega_0 \) is the frequency of the signal and represented by \( 2\pi \) to the time period, \( \alpha \) is the index starts with \( i = 1 \) to infinity, \( x \) is several wind incidences angles and \( f(x) \) represents the mean face pressure. The number index is chosen for the proper harmonic polynomial start from 1 to 4. Therefore, the expression of Fourier transforms for each face of the models is express in Eq. (9).
\[ f(x) = a_0 + a_1 \cos(\omega_1 x) + b_1 \sin(\omega_1 x) + a_2 \cos(2\omega_2 x) + b_2 \sin(2\omega_2 x) + \ldots + a_4 \cos(4\omega_4 x) + b_4 \sin(4\omega_4 x) \] 

The fitted curves attractively balanced with the analytical statistics. The statistical results of different errors also calculate in MATLAB. The sum of square due to regression (SSR) in Eq. (10) has been estimated the slope of regression from the horizontal to the mean of the sample. The mathematical method of the sum of square error (SSE) in Eq. (11) used to calculate the best-fit function of the series of pressure coefficients for their respective WIAs. The value of the error is staying 0.0087 for M1, 0.035 for M2 and 0.014 for the M3 model. So, all the SSE values are appreciable for the analytical model. The total sum of square (SSTO) is the sum of SSR and SSE, which use to determine by the coefficient of determination \( R^2 \) in Eqs. (12–13). As the \( R^2 \) always between 0 to 1, so that the analytical values are <1 for M1, M2, and M3 models. Therefore, the data of \( C_p \) perfectly fall on the line of regression. Again, \( R^2 \) is simply the square of correlation coefficient \( R \). The root mean square error (RMSE) in Eq. (14) calculate the number of errors for the sets of \( C_p \) for M1, M2 and M3 models. The RMS error range for the M1 model between 0.044 to 0.054. Similarly, for M2 model has 0.108 for face A and 0.033 for face C. Again, the minimum error is 0.028 for face A and 0.068 for both C and D faces on M3 models. The correlation coefficients ranged from 0.94 to 0.999, which seems high accuracy of the result.

Where \( y_i \) is \( N \) number of observations time series and \( f(x) \) is the estimated time series, \( \bar{y} \) is the mean of the sample. The fitted curves for different WIAs at different faces of M1, M2, and M3 models are shown in Section 5.3.

### 5.2.3 Artificial Neural Networks (ANNs)

Neurons are the structural and functional units of the nervous system. Which back and forth the response to the brain. The cell body, axon, and Dendron are the principal components, which connect to another neuron, and forward the response via axon-axon or Dendron-axon connection and create the biological neuron network. The Artificial Neural Networks (ANNs) is a machine learning technique, which based on the biological neuron network. The anatomy of biological and artificial neural network as shown in Fig. 5. The ANN assembled with elements called neurons and composed with input layer, hidden layer, and output layers. The single layer network has an input layer of source nodes and an output layer of neurons. The multi-layer network has one or more than one hidden layers of neurons. The accuracy of result depends upon the higher number of neurons and this is the essential part for large number of input data. Paral et al. [28] characterized the three key features of ANN. (a) network architecture which is the pattern of connections between neurons, (b) learning algorithm that is utilized to determine the weights of the connections, and (c) activation function which is an internal state of neurons. This training process performed by a single input or multiple input system. It also can be classified as single or multi hidden layers.

![Fig. 5](image-url)
The ANNs have three types of network architectures, single layer feed-forward networks, multilayer feed-forward networks, and recurrent networks. In single layer feed-forward networks, the neurons are formulated in the form of layers. The input layer of source node directly projects the signal to output layer of neurons or computational nodes but not conversely. The multilayer feed-forward network has one or more hidden layers. The hidden layers are not directly seen from either input or output of the network. The recurrent network has similarity with feed-forward network, but it has at least one feedback loop by which the output signal back to the input node of all other neurons (Haykin, [46]). The learning may be supervised or unsupervised feed-forward depending upon the topology of ANNs and the feed-forward neural network usually trained by supervised training procedures (Kaveh and Raissi Dehkorid [47]). The feed-forward with a single hidden layer network considered in this study. Three definite functional operations take place in this single neuron system. Demuth and Beale [48], Beale et al. [49] demonstrated the architecture of single and multiple input neuron systems shown in Fig. 6 (a–b). At first, the term \( p \) is a scaler unit, which multiplied with scalar weight \( w \) and forms a product \( wp \). Next, the weighted input \( wp \) is added with the scalar bias \( b \) to develop a net input \( n \). Finally, the net input \( n \) cross through the transfer function \( f \) which formed a scalar output \( a \). The output of \( a \) for single input system shown in Eq. (15).

\[ a = f(wp + b) \]  

These three processes called the weight function, the net input function and transfer function (Beale et al. [49]). For multiple input neurons have individual inputs \( p_1, p_2, \ldots, p_R \), are weighted by \( w_{1,1}, w_{1,2}, \ldots, w_{1,R} \) and formed a weight matrix \( W \). The neuron bias \( b \) summed with the weighted matrix and formed net input \( n \) shown in Eq. (16).

\[ n = w_{1,1}p_1 + w_{1,2}p_2 + w_{1,3}p_3 + \ldots + w_{1,R}p_R + b \]  

The expression of single neuron can be written in matrix form in Eq. (17).

\[ n = Wp + b \]  

Therefore, the neuron output \( a \) written in Eq. (18).

\[ a = f(Wp + b) \]  

For \( R \) number of input and \( S \) number of neurons, the weighted matrix written in Eq. (19).

\[ W = \begin{bmatrix} w_{1,1} & w_{1,2} & \cdots & w_{1,R} \\ w_{2,1} & w_{2,2} & \cdots & w_{2,R} \\ \vdots & \vdots & \ddots & \vdots \\ w_{S,1} & w_{S,2} & \cdots & w_{S,R} \end{bmatrix} \]  

**ANN Method in pressure coefficient**

Three independent Artificial Neural Networks used to train the pressure coefficients (\( C_p \)) at different faces of M1, M2, and M3 models according to the WIAs 0° to 180° at 15° intervals. Therefore, 13 numbers of input data (WIAs) like 0°, 15°, 30°, 45°, 60°, 75°, 90°, 105°, 120°, 135°, 150°, 165°, 180° and 13 numbers of face wise target data (\( C_p \)) are considered. The MATLAB package used in this study to train the ANN model by NNTOOL command. The power of neural networks depends upon the number of connections and the neural network architectures vary with the complexity and efficiency (Hunter et al. [50]). The neural network architecture for a single hidden layer and the flow diagram of the network as shown in Fig. 7(a–b) respectively. The feed-forward neural network used for the simple classification. In this method, the input data travel in a single direction and reach the output nodes via artificial neural nodes. In this condition, no backpropagation considered. The number of layers depends upon the complexity of the function (Haykin [46]). In this study only have 13 numbers of input and target data. Therefore, the feed-forward neural network is appropriate for this study.
The single hidden layer considered due to little amount of data with the gradually increasing number of neurons from 5, 7, 10, 12 and 15. The Levenberg-Marquardt (TRAINLAM) training function and Mean Square Error (MSE) performance function used to train the target data. Initially, the train starts with 500 epochs and gradually increased the epoch numbers until the coefficient of correlation ($R$) reach 0.99–1.0.

5.3 Comparison of pressure coefficient

The pressure coefficient ($C_p$) of different faces according to WIAs on M1, M2, and M3 models compared with CFD, FFT and ANN methods by MATLAB package. The models simulated inside the domain for $0^\circ$, $15^\circ$, $30^\circ$, $45^\circ$, $60^\circ$, $75^\circ$, $90^\circ$, $105^\circ$, $120^\circ$, $135^\circ$, $150^\circ$, $165^\circ$ and $180^\circ$ WIAs and the pressure coefficients are calculated by Eq. (7). Furthermore, the CFD results validated by the FFT method after that, the CFD results trained by the ANN model. The comparison of pressure coefficient on different faces for M1, M2, and M3 models are showcased in Figs. 8–10. The top and bottom dotted lines represent the 95 % prediction bound of the FFT results. The coefficient of correlation ($R$) of neural network training presents an appreciable value of 0.99998. Fig. 11 presents the comparison of $R$ between FFT and ANN method on different faces of M1, M2 and M3 models. The correlation coefficient by FFT on face C has the highest variation than the ANN method. It seems that the ANN results are more accurate compared to the FFT results. Now it is time to check the pressure coefficient at an intermediate angle except the considered one. Therefore, two intermediate WIAs $25^\circ$ and $145^\circ$ considered and simulated in CFD analysis for the M1, M2 and M3 models. Then the intermediate WIAs are plotted in their respective graphs. Finally, the
calculated $C_p$ of the particular models for their respective WIA models and errors are shown in Table 2. The ANN method supply more accurate result compared to the FFT method and the face wise pressure coefficient graph easily solved the intermediate pressure coefficient result of 1:1:2 ($l:b:h$) model.

### Table 2 Comparison of pressure coefficient errors between CFD, FFT and ANN for W1As 25° and 145°

| WIA | Model | Face name | A | B | C | D |
|-----|-------|-----------|---|---|---|---|
|     |       |           | CFD | FFT | ANN | FFT | ANN |
| 25° | M1    | A         | 0.645 | -0.563 | -0.480 | -0.209 |
|     |       | B         | 0.644 | -0.600 | -0.411 | -0.241 |
|     |       | C         | 0.649 | -0.558 | -0.480 | -0.210 |
|     |       | D         | 0.237 | 6.659  | 12.760 | 13.632 |
|     |       | FFT error (%) | 0.237 | 6.659 | 12.760 | 13.632 |
|     |       | ANN error (%) | 0.642 | 0.746 | 1.756 | 1.020 |
| 145°| M2    | A         | -0.2052 | -0.419 | -0.520 | 0.622 |
|     |       | B         | -0.2699 | -0.3488 | -0.4822 | 0.595 |
|     |       | C         | -0.2029 | -0.4143 | -0.5114 | 0.624 |
|     |       | D         | 30.091 | 16.664 | 7.285 | 4.774 |
|     |       | FFT error (%) | 30.091 | 16.664 | 7.285 | 4.774 |
|     |       | ANN error (%) | 1.100 | 1.032 | 1.660 | 0.179 |
|     |       | M3        | 0.0677 | 0.5489 | -0.5370 | -0.5216 |
|     |       | A         | 0.645 | -0.563 | -0.480 | -0.209 |
|     |       | B         | 0.644 | -0.600 | -0.411 | -0.241 |
|     |       | C         | 0.649 | -0.558 | -0.480 | -0.210 |
|     |       | D         | 0.237 | 6.659  | 12.760 | 13.632 |
|     |       | FFT error (%) | 0.237 | 6.659 | 12.760 | 13.632 |
|     |       | ANN error (%) | 0.642 | 0.746 | 1.756 | 1.020 |
|     |       | M3        | 0.0966 | 0.5540 | -0.5410 | -0.5477 |
|     |       | A         | 0.645 | -0.563 | -0.480 | -0.209 |
|     |       | B         | 0.644 | -0.600 | -0.411 | -0.241 |
|     |       | C         | 0.649 | -0.558 | -0.480 | -0.210 |
|     |       | D         | 0.237 | 6.659  | 12.760 | 13.632 |
|     |       | FFT error (%) | 0.237 | 6.659 | 12.760 | 13.632 |
|     |       | ANN error (%) | 0.642 | 0.746 | 1.756 | 1.020 |

**Fig. 10** Comparative study of pressure coefficient between CFD, FFT and ANN on M3 model for different W1As (a) face A, (b) face B, (c) face C and (d) face D

**Fig. 11** Comparative studies of $R$ between FFT and ANN method on face A, B, C and D
5.4 Comparison of drag and lift coefficient

The drag and lift coefficient for 0° to 180° WIAs at 15° intervals by CFD analysis, ANN method and the error between CFD and ANN presented in Fig. 12. The drag coefficient equation explained by Simiu and Scanlan [51] reflected in Eq. (20).

$$F_D(t) = \frac{1}{2} \rho v^2(t) B^2 C_d,$$

where $F_D(t)$ is the time-varying drag on a body, $\rho$ is the density of the fluid, $v(t)$ is the speed of the object relative to the fluid varying with time, $B$ is the typical body dimension and $C_d$ is the drag coefficient. Drag and lift coefficients are marked as $C_{fx}$ and $C_{fy}$ in this study and computed by the CFD method shown in Figs. 12(a) and (d). Only the drag and lift coefficient of CFD and ANN method presented here. After that, the neural network method applied to evaluate the $C_{fx}$ and $C_{fy}$ as shown in Figs. 12(b) and (e) respectively. The WIAs considered as input data then $C_{fx}$ and $C_{fy}$ used as training data. Both the CFD and ANN results are presented appreciable results. The correlation coefficient reflected the amount of accuracy between the FFT and ANN methods. Furthermore, two intermediate angles 25° and 145° WIAs used to check the accuracy of the graph. This reflects the 0.18 % to 2.5 % errors for the ANN method but the FFT method has a maximum 42.7 % error. Similarly, less percentage of error for drag and lift coefficient standardized the efficiency of the ANN method. According to this face wise graphs, the pressure coefficient at any intermediate angles of the 1:1:2 ($l:b:h$) model can be easily estimated. The accuracy of the result increase with the increase of input and training data in the ANN method.

6 Conclusions

The graphical presentation of pressure coefficient for 0° to 180° WIAs at 15° intervals are estimated by CFD, FFT and ANN methods. The comparative study between those methods are quite interesting and the ANN method reflects the high accuracy of the result, which perfectly matched with the CFD study with less percentage of error. The correlation coefficient reflected the amount of accuracy between the FFT and ANN methods. Furthermore, two intermediate angles 25° and 145° WIAs used to check the accuracy of the graph. This reflects the 0.18 % to 2.5 % errors for the ANN method but the FFT method has a maximum 42.7 % error. Similarly, less percentage of error for drag and lift coefficient standardized the efficiency of the ANN method. According to this face wise graphs, the pressure coefficient at any intermediate angles of the 1:1:2 ($l:b:h$) model can be easily estimated. The accuracy of the result increase with the increase of input and training data in the ANN method.
Fig. 13 Regression plots of 15 neurons training samples for M1, M2 and M3 models due to (a) drag coefficient and (b) lift coefficient

Fig. 14 Error distribution of drag (a, c, and e) and lift (b, d, and f) for M1, M2 and M3 models
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