VALUE-DISTRIBUTION OF LOGARITHMIC DERIVATIVES OF QUADRATIC TWISTS OF AUTOMORPHIC $L$-FUNCTIONS
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ABSTRACT. Let $d \in \mathbb{N}$, and let $\pi$ be a fixed cuspidal automorphic representation of $GL_d(\mathbb{A}_\mathbb{Q})$ with unitary central character. We determine the limiting distribution of the family of values $-\frac{L'}{L}(1 + it, \pi \otimes \chi_D)$ as $D$ varies over fundamental discriminants. Here, $t$ is a fixed real number and $\chi_D$ is the real character associated with $D$. We establish an upper bound on the discrepancy in the convergence of this family to its limiting distribution. As an application of this result, we obtain an upper bound on the small values of $\left| \frac{L'}{L}(1, \pi \otimes \chi_D) \right|$ when $\pi$ is self-dual.

1. INTRODUCTION

Bohr and Jessen showed in [3] that the values $\log \zeta(\sigma + it)$ for a fixed $\sigma > \frac{1}{2}$ as $t$ varies in $\mathbb{R}$ have a limiting distribution with a continuous density in the complex plane. In [16], Jessen and Wintner revisited this problem from a more general perspective using ideas from probability theory and Fourier analysis machinery, which allowed them to reveal detailed information on the distribution function in Bohr-Jessen’s theorem (see [16, Theorem 19]). In recent years, this line of research was pursued further by many authors studying the distribution of $\log \zeta(\sigma + it)$ in the critical strip (e.g. [8], [9], [18] and [21]). We focus here on the work of Lamzouri, Lester, and Radziwiłł [21] in which the authors investigate the discrepancy between the distributions of $\log \zeta(\sigma + it)$ and that of an adequately chosen random series $\log \zeta(\sigma, X)$. More precisely, let $\{X_p\}_{p \text{ prime}}$ be a sequence of independent random variables uniformly distributed on the unit circle. Consider the random Euler product $\zeta(\sigma, X) = \prod_p (1 - X_p p^{-\sigma})^{-1}$ which converges almost surely for $\sigma > \frac{1}{2}$. We can ask whether $\zeta(\sigma, X)$ is a good model for the Riemann zeta function. The authors of [21] answer this question affirmatively.

Theorem 1.1. [21, Theorem 1.1] Let $\frac{1}{2} < \sigma < 1$ be fixed. Then we have

$$\mathbb{D}_\sigma(\log \zeta; T) := \sup_{R \subseteq \mathbb{C}} |\mathbb{P}_T (\log \zeta(\sigma + it) \in R) - \mathbb{P}(\log \zeta(\sigma, X) \in R)| \ll \frac{1}{(\log T)\sigma}. $$

For $\sigma = 1$, we have

$$\mathbb{D}_1(\log \zeta; T) := \sup_{R \subseteq \mathbb{C}} |\mathbb{P}_T (\log \zeta(1 + it) \in R) - \mathbb{P}(\log \zeta(1, X) \in R)| \ll \frac{\log \log T}{\log T}. $$

Here $R$ varies over all rectangles in $\mathbb{C}$ with sides parallel to the axes, and

$$\mathbb{P}_T (f(t) \in R) = \frac{1}{T} \text{meas}\{T \leq t \leq 2T : f(t) \in R\}. $$
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This improves on the result in [8] where the authors prove that for any $\epsilon > 0$, we have 

$$D_{\sigma}(\log \xi; T) \ll \frac{1}{(\log T)^{\frac{2+\epsilon}{1+\epsilon}}} ,$$

provided that $\frac{1}{2} < \sigma \leq 1$. Recently Xiao and Zhai extended the result of [21], for $\frac{1}{2} < \sigma < 1$ to the case of $L$-functions attached to Hecke eigenforms of level 1.

In another direction, Mine [24] studied the discrepancy $D_{\sigma}(\log L_f; q)$ in the value distribution at a fixed point $s = \sigma + it$ of averages and harmonic averages of the values of logarithm of the $L$-functions $L_f(s)$ attached to the primitive cusp forms $f$ of weight 2 and prime level $q$, as $q \to \infty$. In [24, Theorem 1.4] it is proved that

$$D_{\sigma}(\log L_f; q) \ll \begin{cases} 
(\log \log q)/\log q & \text{if } \sigma > 1, \\
(\log \log q)(\log \log \log q)/\log q & \text{if } \sigma = 1, \\
1/(\log q)^{\sigma} & \text{if } \frac{1}{2} < \sigma < 1,
\end{cases}$$

generalizing a special case of a 1-dimensional result of Cogdell and Michel [4, Corollary 1.16] and a 1-dimensional discrepancy estimate of Golubeva [5, Theorem 1]. The reader is referred to [24, Equations (1.16) and (1.17)] for the exact definition of $D_{\sigma}(\log L_f; q)$.

Inspired by studying the small values of the Euler-Kronecker constants of the cyclotomic fields $Q(\zeta_q)$, Lamzouri and Languasco [20] proved a discrepancy estimate for the distribution of $L_f^*(1,\chi)$ where $\chi$ varies over non-trivial Dirichlet characters mod $q$ (prime). By defining a suitable random series $Ld(1, \mathbb{X})$ associated to a certain random sequence $\mathbb{X}$ and setting

$$D_{1} \left( L_f^*/L_f; q \right) = \sup_{\mathbb{R} \subset \mathbb{C}} \frac{1}{q - 1} \left\{ \chi \neq \chi_0 \mod q : \frac{L_f^*}{L}(1, \chi) \in \mathcal{R} \right\} - P(Ld(1, \mathbb{X}) \in \mathcal{R} \right\},$$

where the supremum is taken over all rectangles of the complex plane with sides parallel to the coordinate axes, they proved in [20, Theorem 1.5] that

$$D_{1} \left( L_f^*/L_f; q \right) \ll \frac{(\log \log q)^2}{\log q}, \text{ as } q \to \infty; q \text{ prime.}$$

In [7], Hamieh and Mcclenagan, determined an asymptotic distribution function for the values $L_f^*(\sigma, \chi_D)$ as $D$ varies over all fundamental discriminants $D$, with $|D| \leq N$, for a fixed real number $\frac{1}{2} < \sigma < 1$, removing the dependence on GRH in a result of Mourtada and Murty [25]. Here $\chi_D = (D)$ is the Kronecker symbol for $D$, and $L(s, \chi_D)$ is the associated Dirichlet $L$-function. In addition, in [7, Theorem 1.3] they proved

$$D_{\sigma} \left( L_{\chi_D}^*/L_{\chi_D}; N \right) \ll \left( \frac{\log \log N}{\log N} \right)^{\sigma},$$

where

$$D_{\sigma} \left( L_{\chi_D}^*/L_{\chi_D}; N \right) = \sup_{z \in \mathbb{R}} \left| P_{N} \left( \frac{L_f^*}{L}(\sigma, \chi_D) \leq z \right) - P(\text{Ld}(\sigma, \mathbb{X}) \leq z) \right|$$

is the discrepancy between the value-distribution of quadratic twists and that of a random series $Ld(\sigma, \mathbb{X})$ attached to a random sequence $\mathbb{X}$ described in the introduction of [7]. Here

$$P_{N} \left( \frac{L_f^*}{L}(\sigma, \chi_D) \leq z \right) = \frac{1}{|\mathcal{F}(N)|} \left\{ D \in \mathcal{F}(N) : \frac{L_f^*}{L}(\sigma, \chi_D) \leq z \right\},$$

where $\mathcal{F}(N)$ denotes the collection of the fundamental discriminants $D$ with $|D| \leq N$. Note that we have (see [6, page 1017])

$$|\mathcal{F}(N)| = \frac{6}{\pi^2} N + O \left( N^\frac{1}{2} \right).$$
In this paper, we consider the analogous problem for logarithmic derivatives of quadratic twists of automorphic $L$-functions. Let $\pi$ be a cuspidal automorphic representation of $\text{GL}_d(\mathbb{A}_Q)$ with unitary central character. Let $L(s, \pi) = \sum_{n=1}^{\infty} a_\pi(n)n^{-s}$ be the associated Dirichlet series. In particular, we have

\begin{equation}
L(s, \pi) = \prod_{p} \prod_{j=1}^{d} \left( 1 - \frac{\alpha_{j,\pi}(p)}{p^s} \right)^{-1},
\end{equation}

where $\alpha_{j,\pi}(p)$'s are the Satake parameters of $\pi$. Thus, $a_\pi(p) = \sum_{j=1}^{d} \alpha_{j,\pi}(p)$. By a result of Rudnick and Sarnak [27], we know that

\begin{equation}
|\alpha_{j,\pi}(p)| \leq p^{\frac{1}{2} - \frac{1}{d+1}}
\end{equation}

for all $j \in \{1, 2, \ldots, d\}$. We set

\begin{equation}
\lambda_\pi(n) = \begin{cases} 
\sum_{j=1}^{d} \alpha_{j,\pi}(p)^m & \text{if } n = p^m, \\
0 & \text{otherwise}.
\end{cases}
\end{equation}

Corresponding to a representation $\pi$, there is a dual representation $\bar{\pi}$. The collection of the Satake parameters for $\bar{\pi}$ coincides with the collection of the complex conjugates of the Satake parameters for $\pi$, and thus $a_{\bar{\pi}}(n) = \bar{a}_\pi(n)$. We call a cuspidal representation $\pi$ self-dual if $\pi \simeq \bar{\pi}$.

For $\Re(s) > 1$ and a fundamental discriminant $D \in \mathcal{F}(N)$, we set

\begin{equation}
L(s, \pi \otimes \chi_D) = \sum_{n=1}^{\infty} \frac{a_\pi(n)\chi_D(n)}{n^s}
\end{equation}

and

\begin{equation}
-\frac{L'}{L}(s, \pi \otimes \chi_D) = \sum_{n=1}^{\infty} \frac{\Lambda(n)\lambda_\pi(n)\chi_D(n)}{n^s}.
\end{equation}

These functions have meromorphic continuations to the entire complex plane.

Let $\mathcal{R}$ be a rectangle in $\mathbb{C}$ with sides parallel to the coordinate axes. We denote by $1_{\mathcal{R}}(\cdot)$ the characteristic function of $\mathcal{R}$. For $t \in \mathbb{R}$ we define

\begin{equation}
\mathbb{P}_N \left( \frac{L'}{L}(1 + it, \pi \otimes \chi_D) \in \mathcal{R} \right) = \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} 1_{\mathcal{R}} \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right).
\end{equation}

Thus, $\mathbb{P}_N \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \in \mathcal{R} \right)$ is the proportion of the fundamental discriminants $D$ for which $-\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \in \mathcal{R}$.

Let us now introduce the probabilistic random model which we use to approximate the distribution of the arithmetic values $-\frac{L'}{L}(1 + it, \pi \otimes \chi_D)$ described above. Consider the sequence of independent random variables $\{X_p\}_{p \text{ prime}}$ given by

\begin{equation}
\mathbb{P}(X_p = a) = \begin{cases} 
\frac{p}{2(p+1)} & \text{if } a = \pm 1, \\
\frac{1}{p+1} & \text{if } a = 0.
\end{cases}
\end{equation}

We set $X_n = \prod_{p \mid n} X_p^{\nu_p(n)}$, where $\nu_p(n)$ is the $p$-adic valuation of $n$. The sequence $X = \{X_n\}_{n \in \mathbb{N}}$ was first introduced in [6] for the purpose of studying the distribution of the extreme values of $L(1, \chi_D)$ as $D$ varies over all fundamental discriminants. We denote the underlying probability measure on
the sample space associated to $X$ by $P$. For a representation $\pi$ as above and $t \in \mathbb{R}$, we associate the random series

$$-\text{Ld}(1 + it, \pi, X) = \sum_{n=1}^{\infty} \frac{\Lambda(n)\Lambda(n)X_n}{n^{1+it}}.$$ 

Our main theorem gives an upper bound on the discrepancy between the distribution of the random series $-\text{Ld}(1 + it, \pi, X)$ and that of $-\frac{L'}{L}(1 + it, \pi \otimes \chi_D)$ as $D$ varies in $\mathcal{F}(N)$. Notice that if $\pi \cong \tilde{\pi} \otimes |\det|^{2it}$, then the distribution under consideration is 1-dimensional since the values involved are necessarily real. To see this, observe that for all primes $p$ and all $m \in \mathbb{N}$, we have

$$\lambda_\pi(p^m)p^{-\text{mit}} = p^{-\text{mit}} \sum_{j=1}^{d} \alpha_{j,n}(p)^{m} = p^{-\text{mit}} \sum_{j=1}^{d} \left(\alpha_{j,n}(p)p^{2it}\right)^{m} = \lambda_\pi(p^m)p^{\text{mit}},$$

which implies that $\lambda_\pi(p^m)p^{\text{mit}} \in \mathbb{R}$. Otherwise, our distributions are 2-dimensional. We denote the discrepancy by $\mathbb{D}_{1+it} \left(L'_{\pi \otimes \chi_D}/L_{\pi \otimes \chi_D}; N \right)$ and define it as

$$\sup_{x \in \mathbb{R}} \left| \mathbb{P}_N \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \leq x \right) - \mathbb{P}(-\text{Ld}(1 + it, \pi, X) \leq x) \right|$$

in the 1-dimensional case, and

$$\sup_{\mathcal{R} \subset \mathbb{C}} \left| \mathbb{P}_N \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \in \mathcal{R} \right) - \mathbb{P}(-\text{Ld}(1 + it, \pi, X) \in \mathcal{R}) \right|,$$

where $\mathcal{R}$ varies over all rectangles in $\mathbb{C}$ with sides parallel to the coordinate axes, in the 2-dimensional case.

**Theorem 1.2.** Let $\pi$ be a fixed cuspidal automorphic representation of $\text{GL}_d(\mathbb{A}_{\mathbb{Q}})$ with unitary central character. Suppose that the Satake parameters of $\pi$ satisfy $|\alpha_{j,n}(p)| \leq p^\theta$ with $0 \leq \theta < \frac{1}{4}$ for all $j = 1, 2, \cdots, d$. Then we have

$$\mathbb{D}_{1+it} \left(L'_{\pi \otimes \chi_D}/L_{\pi \otimes \chi_D}; N \right) \ll \frac{(\log \log N)^2}{\log N}.$$

It is clear from (1.2) that the above theorem holds if $d = 1$. Moreover, it holds if $d = 2$ since $\theta < \frac{2}{24}$ by [14]. Indeed, we get the following automorphic analogue of [21, Theorem 1.1] for logarithmic derivatives.

**Corollary 1.3.** Let $\pi$ be a fixed cuspidal automorphic representation of $\text{GL}_1(\mathbb{A}_{\mathbb{Q}})$ or $\text{GL}_2(\mathbb{A}_{\mathbb{Q}})$ with unitary central character. Then we have

$$\mathbb{D}_{1+it} \left(L'_{\pi \otimes \chi_D}/L_{\pi \otimes \chi_D}; N \right) \ll \frac{(\log \log N)^2}{\log N}.$$ 

**Remarks 1.4.** (i) We give the proof of Theorem 1.2 only in the 2-dimensional case, i.e., $\pi \neq \pi \otimes |\det|^{2it}$. The proof in the 1-dimensional case follows analogous arguments.

(ii) The condition on the bound for the Satake parameters in Theorem 1.2 is needed in the proof of the exponential decay for the characteristic function of our random series (Proposition 6.1) which is a crucial ingredient in our argument. In some other parts of the argument, we only require Hypothesis H (see Section 2.1) which follows readily from the assumed bound on the Satake parameters in our main Theorem.

(iii) Similar results can be obtained for the values of $\log L(1 + it, \pi \otimes \chi_D)$ by following the proof of Theorem 1.2.

(iv) By examining the proof of Theorem 1.2, we can see that its assertion also holds when $1 + it$ is replaced by $\sigma + it$ with $1 - c_\pi < \sigma < 1$ for some constant $c_\pi > 0$. The expected discrepancy
bound in this case would be of size $O\left(\left(\frac{\log \log N}{\log N}\right)^{\sigma}\right)$. The lower bound on $\sigma$ is imposed by the zero density estimate used in the proof (see Lemma 2.9 and Proposition 2.11) and the domain of convergence of $-Ld(s, \pi, \chi)$.

(v) In some special cases, Corollary 1.3 holds with a discrepancy bound of size $O\left(\left(\frac{\log \log N}{\log N}\right)^{\sigma}\right)$ for a range of $\sigma$ that is wider than the one indicated in the previous remark when $1 + it$ is replaced by $\sigma + it$. In fact, one can fix $\sigma$ to be much closer to $\frac{1}{2}$ if a suitable zero density result is available for the family $L(s, \pi \otimes \chi_D)$. For instance, [10, Theorem 3] was used in [7] to prove a discrepancy result for $-\frac{\zeta'}{\zeta}(\sigma, \chi_D)$ (which can be considered as a special case of Corollary 1.3) that is valid for any $\frac{1}{2} < \sigma < 1$. Using the zero density theorem in [26], one could achieve a similar result for $-\frac{\zeta'}{\zeta}(\sigma, f \otimes \chi_D)$ when $f$ is primitive cusp form of weight 2.

We also use Theorem 1.2 to derive an asymptotic bound for the small values of $|L'(1 + it, \pi \otimes \chi_D)|$ when $\pi \equiv \bar{\pi} \otimes |\det|^{2it}$. The following result is an analogue of [7, Corollary 1.4], and [20, Theorem 1.1] where the authors investigate the small values of $|L'(1, \chi)|$ for non-principal Dirichlet characters $\chi$ modulo $q$, as $q \to \infty$ over the primes.

**Theorem 1.5.** Let $t \in \mathbb{R}$ be fixed, and let $\pi$ be a cuspidal automorphic representation of $GL_d(A_Q)$ with unitary central character such that $\pi \equiv \bar{\pi} \otimes |\det|^{2it}$. Suppose that $|\alpha_{j, \pi}(p)| \leq p^\theta$ with $0 \leq \theta < \frac{1}{4}$ for all $j = 1, 2, \ldots, d$. Let $m_N = \min_{D \in F(N)} \left(\left|\frac{L'}{L}(1 + it, \pi \otimes \chi_D)\right|\right)$. As $N \to \infty$, we have

$$m_N \ll \frac{(\log \log N)^2}{\log N}.$$  

More precisely, there are at least $N(\log \log N)^2/\log N$ for which

$$\left|\frac{L'}{L}(1 + it, \pi \otimes \chi_D)\right| \ll \frac{(\log \log N)^2}{\log N}.$$  

**Remark 1.6.** We derive our upper bound for the small values of $|L'(1 + it, \pi \otimes \chi_D)|$ by an application of Theorem 1.2 and using the positivity at the origin of the density function of the associated distribution. The assumption of these two facts together will result in

$$m_N(1 + it) := \min_{D \in F(N)} \left(\left|\frac{L'}{L}(1 + it, \pi \otimes \chi_D)\right|\right) \ll \mathcal{D}_{1+it} \left(\frac{L'_{\pi \otimes \chi_D}}{L_{\pi \otimes \chi_D}}; N\right)$$  

for 1-dimensional distributions and

$$m_N(1 + it) \ll \sqrt{\mathcal{D}_{1+it} \left(\frac{L'_{\pi \otimes \chi_D}}{L_{\pi \otimes \chi_D}}; N\right)}$$  

for 2-dimensional distributions. The restriction to $\pi \equiv \bar{\pi} \otimes |\det|^{2it}$ in Theorem 1.5 is due to the fact that, in Lemma 8.2, we are able to prove the positivity of the density function for 1-dimensional distributions only.

The proof of Theorem 1.5 is given in Section 8 as an application of Theorem 1.2. While our proof of Theorem 1.2 follows the approach devised in [21], we deviate from their method in the last step of the proof. In order to avoid the need for a large deviation result for our family, we employ a 2-dimensional version of the classical Berry-Esseen inequality instead of the Beurling-Selberg functions used in [21, Section 6] to relate the distribution functions under consideration to their characteristic functions. In Section 7, we show how this 2-dimensional Berry-Esseen inequality yields an upper bound for the discrepancy between $\mathbb{P}_N \left(-\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \in \mathcal{R}\right)$ and $\mathbb{P} \left(-Ld(1 + it, \pi, \chi)\right)$ in terms of the difference between their associated characteristic functions.
In doing so, we adopt some of the ideas outlined in [24, Section 4.3]. In Section 6 we prove a rapid decay estimate for the characteristic function of the random series \(-\operatorname{Ld}(1 + it, \pi, \mathcal{X})\) which is crucial for applying the Berry-Esseen inequality. In Section 5, we prove Theorem 5.1 which shows that the characteristic function of the joint distribution of \(\Re\left(-\frac{1}{\pi} \chi_D(1 + it, \pi \otimes \chi_D)\right)\) and \(\Im\left(-\frac{1}{\pi} \chi_D(1 + it, \pi \otimes \chi_D)\right)\) can be very well approximated by the corresponding characteristic function of the random series \(-\operatorname{Ld}(1 + it, \pi, \mathcal{X})\). The point of departure in the proof of Theorem 5.1 is a result asserting that \(-\frac{1}{\pi} \chi_D(1 + it, \pi \otimes \chi_D)\) can be approximated by a short Dirichlet polynomial outside a set of fundamental discriminants \(D\) of size \(o(N)\). The proof of this approximation, although mostly standard, entails few complications arising from the fact that we do not assume the Generalized Ramanujan Conjecture in our work. We deal with these subtleties by employing a truncated Perron’s formula for automorphic \(L\)-functions [22, Theorem 2.1], a Brun-Titchmarsh type inequality [30, Theorem 2.4], and a recent zero density estimate [12, Theorem 1.1]. In view of this result, Theorem 5.1 can be extracted from a key result, Proposition 4.2, that compares the characteristic functions of short Dirichlet polynomials of the form

\[
\sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \chi_D(n)}{n^{1+it}} \quad \text{and} \quad \sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \chi_a(n)}{n^{1+it}}.
\]

In Section 4, we prove Proposition 4.2. More precisely, we show that

\[
\frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} \exp \left( z_1 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \chi_D(n)}{n^{1+it}} + z_2 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \chi_a(n)}{n^{1+it}} \right)
\]

can be well approximated by

\[
\mathbb{E} \left[ \exp \left( z_1 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \chi_n}{n^{1+it}} + z_2 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \chi_a(n)}{n^{1-\it}} \right) \right]
\]

for all complex numbers \(z_1, z_2\) satisfying \(|z_1|, |z_2| \ll \frac{\log N}{(\log \log N)^c}\). We mention here that widening the range of \(|z_1|, |z_2|\) in Proposition 4.2 would lead to an improvement in the discrepancy bound in Theorem 1.2. In view of the Taylor expansion of the exponential function, the proof of Proposition 4.2 requires upper bounds of integral moments of the partial sums (1.6) which we establish in Section 2 and Section 3.

**Conventions and Notation.** Given two functions \(f(x)\) and \(g(x)\), we shall interchangeably use the notation \(f(x) = O(g(x))\) and \(f(x) \ll g(x)\) to mean that there exists \(M > 0\) such that \(|f(x)| \leq M|g(x)|\) for all sufficiently large \(x\). We write \(f(x) \approx g(x)\) to mean that the estimates \(f(x) \ll g(x)\) and \(g(x) \ll f(x)\) hold simultaneously. Sometimes we will use the notation \(f(x) \ll_t g(x)\), or alternatively \(f(x) = O_t(g(x))\) to emphasize the dependence of the \(O\)-constant on the parameter \(t\). Most of our \(O\)-constants depend on \(\pi\) and \(t\), although we sometimes drop the subscript to simplify the exposition. We use the notation \(f(x) = o(g(x))\) if \(\lim_{x \to \infty} f(x)/g(x) = 0\). Finally, the letter \(p\) will always be used to denote a prime number.

**Acknowledgements.** The authors would like to thank Jesse Thorner and Asif Zaman for useful correspondences related to this work.

2. Preliminary Results

In this section, we introduce some notation and preliminary results pertaining to the arithmetic setting of automorphic \(L\)-functions, quadratic twists and logarithmic derivatives.
2.1. Prime Number Sums. The Generalized Ramanujan Conjecture (GRC) for a cuspidal automorphic representation \( \pi \) of \( \GL_d(\mathbb{A}_Q) \) asserts that \( |\alpha_{j,\pi}(p)| \leq \xi \) for all \( j = 1, \ldots, d \) and all primes \( p \). The following condition which follows from GRC is known as Hypothesis H (see [27, page 281]).

**Hypothesis H:** For any fixed \( k \geq 2 \), we have

\[
\sum_{p} \frac{(\log p)^2 |\lambda_{k}(p^k)|^2}{p^k} < \infty.
\]

Observe that Hypothesis H holds if \( |\alpha_{j,\pi}(p)| \leq p^\theta \) with \( 0 \leq \theta < \frac{1}{4} \) for all \( j = 1, 2, \ldots, d \), which is the assumption we make in Theorem 1.2. In this work we make frequent use of the following prime number theorem for automorphic representations.

**Theorem 2.1.** Let \( \pi \) and \( \pi' \) be cuspidal automorphic representations of \( \GL_d(\mathbb{A}_Q) \) and \( \GL_{d'}(\mathbb{A}_Q) \) respectively, and assume that they satisfy Hypothesis H. Set

\[
\theta_{\pi,\pi'}(u) = \sum_{p \leq u} (\log p) \lambda_{\pi}(p) \overline{\lambda_{\pi'}(p)}.
\]

Then for any \( 0 < \epsilon < 1 \), we have

\[
\theta_{\pi,\pi'}(u) = \begin{cases} 
\frac{u^{1+ir_0}}{1+ir_0} + O\left(\frac{u}{\log u}\right) & \text{if } \pi' \cong \pi \otimes |\det|^{ir_0} \text{ for some } \tau_0 \in \mathbb{R}, \\
O_u\left(\frac{1}{\log u}\right) & \text{if } \pi' \not\cong \pi \otimes |\det|^{it} \text{ for any } t \in \mathbb{R}.
\end{cases}
\]

If \( d, d' \leq 4 \), then (2.1) is true without assuming Hypothesis H.

**Remark 2.2.** The first case of Theorem 2.1 can be found in [31, Theorem 3]. It follows from [22, Theorem 2.3] and uses Hypothesis H to bound the contributions of composite prime powers in the sum \( \sum_{n \leq u} \Lambda(n)\lambda_{\pi}(n)\lambda_{\pi'}(n) \) by \( O\left(\frac{u}{\log u}\right) \). The condition that at least one of \( \pi \) and \( \pi' \) is self-dual in [22] and [31] can be removed by applying the recent zero-free region result of Humphries and Thorner [11, Theorem 2.1]. The second case of Theorem 2.1 can be derived from [17, Theorem 2.6] by using Hypothesis H to bound the contribution of composite prime powers. We note that the exponent \( \frac{1}{24} \) can be replaced by 1 if \( \pi \) or \( \pi' \) is self-dual [31, Theorem 3].

Using this theorem, we derive the following lemmas.

**Lemma 2.3.** Assume Hypothesis H. As \( X \to \infty \), we have

\[
\sum_{p > X} \frac{(\log p)^2}{p^2} |\lambda_{\pi}(p)|^2 = \frac{\log X}{X} + O\left(\frac{1}{X}\right).
\]

**Proof.** The proof follows from Theorem 2.1 and an application of Abel’s summation formula. \( \Box \)

**Lemma 2.4.** Assume Hypothesis H. The following assertions hold.

(i) If \( \pi \cong \tilde{\pi} \otimes |\det|^{ir_0} \) for some \( \tau_0 \in \mathbb{R} \), then

\[
\sum_{p > X} \frac{(\log p)^2}{p^{2+2it}} \lambda_{\pi}(p)^2 = \frac{\log X}{(1 - 2it + i\tau_0)X^{1-2it+i\tau_0}} + O\left(\frac{1}{X}\right),
\]

as \( X \to \infty \).

(ii) If \( \pi \not\cong \tilde{\pi} \otimes |\det|^{it} \) for any \( \tau \in \mathbb{R} \), then there exists \( 0 < \alpha < 1 \) such that

\[
\sum_{p > X} \frac{(\log p)^2}{p^{2+2it}} |\lambda_{\pi}(p)|^2 \ll \frac{(\log X)^\alpha}{X},
\]

as \( X \to \infty \).
Proof. Let \( \pi = \pi \otimes |\text{det}|^{-u} \) and \( \bar{\pi} \) be its dual representation. Then \( \lambda_{\bar{\pi}}(p) = \frac{\lambda_{\pi}(p)}{\lambda_p(p)}p^\theta \). We have

\[
\theta_{\pi,\bar{\pi}}(u) = \sum_{p \leq u} (\log p)\lambda_{\pi}(p)\lambda_{\bar{\pi}}(p) = \sum_{p \leq u} (\log p)\lambda_{\pi}(p)^2p^{-2u}.
\]

By Theorem 2.1, for any \( 0 < \epsilon < 1 \), we have

\[
\theta_{\pi,\bar{\pi}}(u) = \sum_{p \leq u} (\log p)\lambda_{\pi}(p)^2p^{-2u} = \begin{cases} \frac{\lambda_{\pi}}{\lambda_p} + O \left( \frac{u}{\log u} \right) & \text{if } \pi \cong \bar{\pi} \otimes |\text{det}|^{i\tau_0} \text{ for some } \tau_0 \in \mathbb{R}, \\ O \left( \frac{u}{(\log u)^{3\epsilon}} \right) & \text{if } \pi \neq \bar{\pi} \otimes |\text{det}|^{i\tau} \text{ for any } \tau \in \mathbb{R}. \end{cases}
\]

If \( \pi \cong \bar{\pi} \otimes |\text{det}|^{i\tau_0} \) for some \( \tau_0 \in \mathbb{R} \), we have

\[
\sum_{p > X} \frac{(\log p)^2}{p^{2+2u}}\lambda_{\pi}(p)^2 = \left[ \frac{\log u}{u^2}\theta_{\pi,\bar{\pi}}(u) \right]_X^\infty + \int_X^\infty \theta_{\pi,\bar{\pi}}(u)\frac{2\log u - 1}{u^3} du
\]

\[
= -\frac{\log X}{X^2} \left( \frac{X^{1+i\tau_0} - 2it}{1 + it0 - 2it} + O \left( \frac{X}{\log X} \right) \right)
\]

\[
+ \int_X^\infty \left( \frac{u^{1+i\tau_0} - 2it}{1 + it0 - 2it} + O \left( \frac{u}{\log u} \right) \right) \frac{2\log u - 1}{u^3} du
\]

\[
= \frac{\log X}{(1 + it0 - 2it)X^{1-i\tau_0+2it}} + O \left( \frac{1}{X} \right).
\]

If \( \pi \neq \bar{\pi} \otimes |\text{det}|^{i\tau} \), we have

\[
\sum_{p > X} \frac{(\log p)^2}{p^{2+2u}}\lambda_{\pi}(p)^2 = \left[ \frac{\log u}{u^2}\theta_{\pi,\bar{\pi}}(u) \right]_X^\infty + \int_X^\infty \theta_{\pi,\bar{\pi}}(u)\frac{2\log u - 1}{u^3} du
\]

\[
= O \left( \frac{(\log X)^\epsilon}{X} \right),
\]

where \( \alpha \) can be taken to be \( 1 - \frac{1}{a\epsilon} \) for any \( 0 < \epsilon < 1 \). \( \square \)

2.2. Rankin-Selberg L-functions. For a pair of automorphic representations \( \pi \) and \( \pi' \) of \( GL_d(\mathbb{A}_Q) \) and \( GL_{d'}(\mathbb{A}_Q) \) respectively, the associated Rankin-Selberg L-function is

\[
L(s, \pi \times \pi') = \prod_p \prod_{j=1}^{d} \prod_{j'=1}^{d'} \left( 1 - \frac{\alpha_{j,j',\pi \times \pi'}(p)}{p^s} \right)^{-1} = \sum_{n=1}^{\infty} a_{\pi \times \pi'}(n)\frac{1}{n^s},
\]

where \( \Re(s) > 1 \) and the parameters \( \alpha_{j,j',\pi \times \pi'}(p) \) are indexed so that \( \alpha_{j,j',\pi \times \pi'}(p) = \alpha_{j,\pi}(p)\alpha_{j',\pi'}(p) \) for all but finitely many primes \( p \).

We continue with the following two results from [30].

Lemma 2.5. [30, Lemma 2.2] Let \( \pi \) be a cuspidal automorphic representation of \( GL_d(\mathbb{A}_Q) \). Then

\[
|\lambda_{\pi}(n)| \leq \sqrt{\lambda_{\pi \times \bar{\pi}}(n)} \leq \frac{1}{2}(1 + \lambda_{\pi \times \bar{\pi}}(n)).
\]

Lemma 2.6. [30, Theorem 2.4] Let \( \pi \) be a cuspidal automorphic representation of \( GL_d(\mathbb{A}_Q) \). If \( Y \gg_d C(\pi \times \bar{\pi})^{2df} \) and \( 1 \leq H \leq Y^{1/2d} \), then

\[
\sum_{Y < n \leq Y^H} \Lambda(n)\lambda_{\pi \times \bar{\pi}}(n) \ll_d \frac{Y}{H},
\]
Since $\lambda_{\pi \chi}(n) \geq 0$ (see [27, page 318]), then as a direct corollary of the above theorem we have

$$
\sum_{Y < n < Y + \frac{Y}{\varpi}} \Lambda(n) \lambda_{\pi \chi}(n) \leq \sum_{Y < n < Y + \frac{Y}{\varpi}} \Lambda(n) \lambda_{\pi \chi}(n) \leq \frac{Y}{H}
$$

under the conditions of Lemma 2.6 on $Y$ and $H$.

2.3. Short Dirichlet polynomials. In order to prove that the values $\frac{L'}{L}(1 + it, \pi \otimes \chi_D)$ can be approximated by short Dirichlet polynomials outside a set of fundamental discriminants $D$ of size $o(N)$, we require the following lemmas.

**Lemma 2.7.** Let $T > 1$, $\frac{1}{2} < \sigma, \tau < 1$, and $s = \sigma + it$. Suppose that $L(s, \pi \otimes \chi_D)$ has no zeros in the region $\sigma \geq \sigma_0$ and $|t| \leq T$. Then for all $\sigma \geq \sigma_0$ we have

$$
\frac{L'}{L}(s, \pi \otimes \chi_D) \ll \frac{\log(D(|t| + 2))}{\sigma - \sigma_0}.
$$

**Proof.** The result follows by adapting the proof of [19, Lemma 2.2] to the setting of quadratic twists of automorphic $L$-functions. \hfill \Box

**Lemma 2.8.** Let $t \in \mathbb{R}$, $Y \gg \frac{1}{T}, D \in \mathcal{F}(N)$, and $0 < \delta \leq \frac{1}{Y^2}$. Assume that $L(s, \pi \otimes \chi_D)$ has no zeros on $\Re(s) > 1 - \delta$ and $|\Im(s)| \leq \frac{1}{Y^{1/2}}$. Then, we have

$$
-L'(1 + it, \pi \otimes \chi_D) = \sum_{n \leq Y} \frac{\Lambda(n) \lambda_{\pi}(n) \chi_D(n)}{n^{1+it}} + O \left( Y^{-\frac{1}{2}} \log N \right).
$$

**Proof.** By [22, Theorem 2.1] and for $c = 1/\log Y$, $Y \gg 2$, $T \gg 2$, and $H \geq 2$, we have

$$
\sum_{n \leq Y} \frac{\Lambda(n) \lambda_{\pi}(n) \chi_D(n)}{n^{1+it}} = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} -L'(w + 1 + it, \pi \otimes \chi_D) \frac{Y^w}{w} dw + O \left( \sum_{Y^{-\frac{1}{2}} < n < Y+\frac{Y}{\varpi}} \frac{\Lambda(n) \lambda_{\pi}(n)}{n} \right) + O \left( \frac{HB(c)}{T} \right),
$$

where $B(c) = \sum_{n=1}^{\infty} \frac{\Lambda(n) \lambda_{\pi}(n)}{n^{1+it}}$. By [22, Formula (6.3)] we have $B(c) \ll \log Y$ and thus, the last error term in (2.3) is

$$
O \left( \frac{H \log Y}{T} \right).
$$

To handle the first error term in (2.3) observe that by Lemma 2.5 we have

$$
\sum_{Y^{-\frac{1}{2}} < n < Y+\frac{Y}{\varpi}} \frac{\Lambda(n) \lambda_{\pi}(n)}{n} \ll \frac{1}{Y} \left( \sum_{Y^{-\frac{1}{2}} < n < Y+\frac{Y}{\varpi}} \frac{\Lambda(n)}{n} + \sum_{Y^{-\frac{1}{2}} < n < Y+\frac{Y}{\varpi}} \frac{\Lambda(n) \lambda_{\pi \chi}(n)}{n} \right)
$$

$$
\ll \frac{1}{Y} \left( \sum_{Y^{-\frac{1}{2}} < n < Y+\frac{Y}{\varpi}} \Lambda(n) \chi_D(n) + \sum_{Y^{-\frac{1}{2}} < n < Y+\frac{Y}{\varpi}} \Lambda(n) \lambda_{\pi \chi}(n) \right).
$$

Now if $1 \leq H \leq Y^{\frac{1}{10}}$, then by Lemma 2.6 and the Brun-Titchmarsh inequality (e.g. see [13, Theorem 6.6]) applied to the sums involving $\Lambda(n) \lambda_{\pi \chi}$ and $\Lambda(n)$ respectively, we have

$$
\sum_{Y^{-\frac{1}{2}} < n < Y+\frac{Y}{\varpi}} \frac{\Lambda(n) \lambda_{\pi}(n)}{n} \ll \frac{1}{H}.
$$
Next we deal with the integral in (2.3). For $\delta > 0$ assume that $L(w, \pi \otimes \chi_D)$ does not have any zeros in the box $$R_\delta := \{(u, v); \ 1 - \delta \leq u \leq 1, \ |v| \leq T\}.$$ Letting $c_0 = -\frac{\delta}{2}$ and applying the residue theorem yields

$$\frac{1}{2\pi} \int_{c-iT}^{c+iT} - \frac{L'}{L}(w + 1 + it, \pi \otimes \chi_D) \frac{Y^w}{w} dw = - \frac{L'}{L}(1 + it, \pi \otimes \chi_D)$$

(2.6)

$$- \frac{1}{2\pi i} \left( \int_{c-iT}^{c+iT} (...) - \int_{c-iT}^{c+iT} (...) - \int_{c_0-iT}^{c_0+iT} (...) \right).$$

We now estimate the integrals in (2.6). By employing Lemma 2.7 we have

$$\left| \int_{c_0+iT}^{c_0-iT} - \frac{L'}{L}(w + 1 + it, \pi \otimes \chi_D) \frac{Y^w}{w} dw \right| \ll \int_{T}^{1/T} \frac{\log(|D|(|v| + 2))}{(1 - \delta) \sqrt{v^2 + \frac{v^2}{4}}} dv$$

$$\ll \delta^{-\frac{1}{2}} Y^{-\frac{1}{2}} \log(|D|(T + 2)) \log(T + 2).$$

(2.7)

For the two remaining integrals on the right-hand side of (2.6), by using Lemma 2.7, we have

$$\left| \int_{c+iT}^{c+iT} - \frac{L'}{L}(w + 1 + it, \pi \otimes \chi_D) \frac{Y^w}{w} dw \right| \ll \int_{\frac{1}{2}\log Y}^{1/T} \frac{\log(|D|(|T + 2))}{(1 + u) \sqrt{u + 1}} \frac{u}{T} du$$

$$\ll \delta \frac{\log(|D|(T + 2))}{T \log Y},$$

(2.8)

Thus, from (2.3), (2.4), (2.5), (2.6), (2.7), and (2.8) and under the assumption that $L(w, \pi \times \chi_D)$ does not have any zero in $R_\delta$, we get

$$- \frac{L'}{L}(1 + it, \pi \otimes \chi_D) = \sum_{n \leq Y} \frac{\Lambda(n) \Lambda(n) \chi_D(n)}{n^{1+it}} + O \left( \frac{H \log Y}{T} \right) + O \left( \frac{1}{H} \right)$$

(2.9)

$$+ O \left( \frac{Y^{-\frac{1}{2}} \log(|D|(T + 2))}{T \log Y} \right),$$

for $1 \leq H \leq Y^{\frac{1}{2}+\varepsilon}$. The result follows by setting $H = Y^{\frac{1}{2}+\varepsilon}$ and $T = Y^{\frac{1}{2}}$ in (2.9).

We also require the following zero-density estimate which is a direct application of [12, Theorem 1.1].

**Lemma 2.9.** Let $\pi$ be a cuspidal automorphic representation of $\text{GL}_d(\mathbb{A}_Q)$ with unitary central character, and let $C(\pi)$ be the analytic conductor of $\pi$ (as defined in [13, page 95]). Let $T, N \geq 1$, and set

$$N_{\pi\otimes\chi_D}(\sigma, T) = \left| \{\rho = \beta + iy; L(\rho, \pi \otimes \chi_D) = 0, \beta \geq \sigma, \ |y| \leq T\} \right|.$$ 

For $\varepsilon > 0$, we have

$$\sum_{D \in \mathcal{F}(N)} N_{\pi\otimes\chi_D}(\sigma, T) \ll_{\varepsilon, d} (C(\pi)NT)^{\frac{1}{2d}(1-\sigma)+\varepsilon},$$

(2.10)

provided that $\frac{1}{2} \leq \sigma \leq 1$.

**Remark 2.10.** An application of [12, Theorem 1.1] will give a result similar to (2.10) for $N_{\pi \times \chi_D}(\sigma, T)$ attached to the zeros of the Rankin-Selberg $L$-function $L(s, \pi \times \chi_D)$. We know that the local $L$-functions $L_p(s, \pi \otimes \chi_D)$ and $L_p(s, \pi \otimes \chi_D)$ coincide for primes $p \nmid (q_s, D)$, where $q_s$ is the conductor of $\pi$. Moreover, the local parameters $a_{\pi \times \chi_D}$ (for $1 \leq j \leq d$) satisfy the bound (1.2). Therefore, $N_{\pi \times \chi_D}(\sigma, T) = N_{\pi\otimes\chi_D}(\sigma, T)$ for $\sigma > \frac{1}{2} - \frac{1}{d+1}$ and thus (2.10) holds.
We finally arrive at the desired approximation.

**Proposition 2.11.** There are positive constants $\delta_\pi$ and $\eta_\pi$ (depending only on $\pi$) such that for all but $O(N^{3/2})$ fundamental discriminants $D$ in $\mathcal{F}(N)$, we have

$$
(2.11) \quad \frac{L'}{L}(1 + it, \pi \otimes \chi_D) = \sum_{n \leq Y} \frac{\Lambda(n)\lambda_\pi(n)\chi_D(n)}{n^{1+it}} + O(Y^{-\delta_\pi}),
$$

whenever $(\log N)^{\eta_\pi} \ll Y < N^{3\delta_\pi}$.

**Proof.** Let $T = \frac{Y}{\sqrt{D}}$ where $Y \ll N^{3\delta^2}$, $0 < \delta < \min\left\{\frac{1}{4\kappa\delta}, \frac{1}{4}\right\}$, and $\epsilon = \frac{1}{4}$. Then as a direct corollary of Lemmas 2.8 and 2.9 we conclude that (2.2) holds for all but $O(N^{3\delta})$ fundamental discriminants in $\mathcal{F}(N)$. \hfill $\square$

In the rest of the paper, we shall denote by $\mathcal{A}(N)$ the subset of $\mathcal{F}(N)$ for which (2.11) holds for some $\delta_\pi$ and $\eta_\pi$. We also define $\mathcal{E}(N)$ by writing $\mathcal{A}(N) = \mathcal{F}(N) \setminus \mathcal{E}(N)$.

### 2.4. More Lemmas

In what follows, we compute upper bounds for $2k$-th moments of sums associated with the short Dirichlet polynomials appearing in Proposition 2.11.

**Lemma 2.12.** Let $2 \leq y \leq z$. Then, uniformly for $k \leq \frac{\log N}{6\log z}$, we have

$$
\frac{1}{N} \sum_{D \in \mathcal{F}(N)} \left| \sum_{y \leq p \leq z} \frac{(\log p)\lambda_\pi(p)\chi_D(p)}{p^{1+it}} \right|^{2k} \ll k! \left( \sum_{y \leq p \leq z} \frac{(\log p)^2|\lambda_\pi(p)|^2}{p^2} \right)^k.
$$

**Proof.** The proof closely follows [29, Lemma 3]. We have

$$
\left( \sum_{y \leq p \leq z} \frac{(\log p)\lambda_\pi(p)\chi_D(p)}{p^{1+it}} \right)^k = \sum_{y^k \leq n \leq z^k} \frac{a_{k,y,z}(n)}{n^{1+it}},
$$

where

$$
a_{k,y,z}(n) = \begin{cases} 
(\alpha_1, \ldots, \alpha_k) \prod_{i=1}^k (\log p)\lambda_\pi(p)\chi_D(p)^{\alpha_i} & \text{if } n = p_1^{\alpha_1} \cdots p_r^{\alpha_r}, \text{ } p_i's \text{ distinct, } y \leq p_i \leq z, \\
0 & \text{otherwise}.
\end{cases}
$$

Thus, we get

$$
(2.12) \quad \frac{1}{N} \sum_{D \in \mathcal{F}(N)} \left| \sum_{y \leq p \leq z} \frac{(\log p)\lambda_\pi(p)\chi_D(p)}{p^{1+it}} \right|^{2k} = \sum_{y^k \leq n \leq z^k} \frac{a_{k,y,z}(m)\overline{a_{k,y,z}(n)}}{(mn)^{1+it}} \left( \frac{1}{N} \sum_{D \in \mathcal{F}(N)} \chi_D(mn) \right).
$$

From [6, Lemma 4.1] we know that if $mn$ is not a perfect square, then

$$
(2.13) \quad \sum_{D \in \mathcal{F}(N)} \chi_D(mn) \ll N^{3/2}(mn)^{3/2}(\log (mn))^{2/3}.
$$

Applying this upper bound in (2.12) yields

$$
(2.14) \quad \left| \sum_{y^k \leq n \leq z^k} \frac{(\log p)\lambda_\pi(p)\chi_D(p)}{p^{1+it}} \right|^{2k} \ll \sum_{y^k \leq n \leq z^k} \frac{|a_{k,y,z}(n)|^2}{n^2} + N^{-\frac{1}{3}} \sum_{\substack{y^k \leq m,n \leq z^k \\ mn \neq 0}} \frac{|a_{k,y,z}(m)||a_{k,y,z}(n)|}{(mn)^{3/2}}(\log (mn))^{2/3}.
$$
Observe that
\[ 2 \frac{|a_{k,y,z}(m)||a_{k,y,z}(n)|}{(mn)^{\frac{1}{2}}} \leq \frac{|a_{k,y,z}(m)|^2}{m^2} + \frac{|a_{k,y,z}(n)|^2}{n^2}. \]

By application of this inequality in the last term of (2.14), we have

\[
\frac{1}{N} \sum_{D \in \mathcal{F}(N)} \left| \sum_{y^k \leq n \leq z^k} \frac{(\log p) \lambda_n(p)\chi_D(p)}{p^{1+\epsilon}} \right|^{2k} \ll \sum_{y^k \leq n \leq z^k} \frac{|a_{k,y,z}(n)|^2}{n^2} + N^{-\frac{1}{2}} \sum_{y^k \leq n \leq z^k} \frac{|a_{k,y,z}(n)|^2}{n^2} \left( \log(mn) \right)^{\frac{1}{2}}.
\]

We deduce from (2.15) that

\[
\frac{1}{N} \sum_{D \in \mathcal{F}(N)} \left| \sum_{y^k \leq n \leq z^k} \frac{(\log p) \lambda_n(p)\chi_D(p)}{p^{1+\epsilon}} \right|^{2k} \ll \sum_{y^k \leq n \leq z^k} \frac{|a_{k,y,z}(n)|^2}{n^2} + N^{-\frac{1}{2}} \sum_{y^k \leq n \leq z^k} \frac{|a_{k,y,z}(n)|^2}{n^2} \left( \log(z^{2k}) \right)^{\frac{1}{2}} \sum_{y^k \leq n \leq z^k} \frac{|a_{k,y,z}(n)|^2}{n^2}
\]

since \( k \leq (\log N)/(6 \log z) \). The desired result follows from (2.16) since by an argument similar to the one given in the proof of [29, Lemma 3] we have

\[
\sum_{y^k \leq n \leq z^k} \frac{|a_{k,y,z}(n)|^2}{n^2} \leq k! \left( \sum_{y^k \leq n \leq z^k} \frac{(\log p)^2|\lambda_n(p)|^2}{p^{2 \epsilon}} \right)^k.
\]

\[ \Box \]

**Lemma 2.13.** Let \( A \geq 1 \) be fixed and set \( Y = (\log N)^A \). Let \( k \) be an integer satisfying \( 2 \leq k \leq \frac{\log N}{6A \log \log N} \). Under the assumption of Hypothesis H, we have

\[
\frac{1}{N} \sum_{D \in \mathcal{F}(N)} \left| \sum_{n \in Y} \frac{\Lambda(n)\lambda_n(n)\chi_D(n)}{n^{1+\epsilon}} \right|^{2k} \ll (C \log k)^{2k}
\]

for some positive constant \( C \) that depends only on \( \pi \).

**Proof.** We have

\[
\frac{1}{N} \sum_{D \in \mathcal{F}(N)} \left| \sum_{n \in Y} \frac{\Lambda(n)\lambda_n(n)\chi_D(n)}{n^{1+\epsilon}} \right|^{2k} = \frac{1}{N} \sum_{D \in \mathcal{F}(N)} \left| \sum_{p \in \{k \log k \leq n \leq Y \}} \frac{(\log p)\lambda_n(p)\chi_D(p)}{p^{1+\epsilon}} \right|^{2k} + \sum_{k \log k \leq n \leq Y} \frac{(\log p)\lambda_n(p)\chi_D(p)}{p^{1+\epsilon}} + \sum_{n \geq 2} \frac{(\log p)^2|\lambda_n(p)|^2}{p^{2 \epsilon}} \chi_D(p^{p^2})^{2k}.
\]
It follows that
\[
\frac{1}{N} \sum_{D \in F(N)} \left| \sum_{n \leq Y} \Lambda(n) \lambda_n(n) \chi_D(n) \right|^{2k} \leq \frac{9^k}{N} \sum_{D \in F(N)} \left( \sum_{p \leq k \log k} \frac{\log p \lambda_n(p) \chi_D(p)}{p^{1+\epsilon}} \right)^{2k} + \frac{9^k}{N} \sum_{D \in F(N)} \left( \sum_{k \log k < p \leq Y} \frac{\log p \lambda_n(p) \chi_D(p)}{p^{1+\epsilon}} \right)^{2k} + \frac{9^k}{N} \sum_{D \in F(N)} \left( \sum_{\substack{n \geq 2 \; \rho \leq Y}} \frac{\log p \lambda_n(p^n) \chi_D(p^n)}{p^{\rho+\epsilon \rho}} \right)^{2k}.
\]

By Lemma 2.12, we know that
\[
\frac{1}{N} \sum_{D \in F(N)} \left| \sum_{\substack{\log \pi \leq p \leq Y}} \frac{(\log p) \lambda_n(p) \chi_D(p)}{p^{1+\epsilon}} \right|^{2k} \ll k! \left( \sum_{\frac{\log \pi \leq p \leq Y}{p^2}} \frac{(\log p)^2 \lambda_n(p)}{p^2} \right)^k.
\]

Hence,
\[
\frac{1}{N} \sum_{D \in F(N)} \left| \sum_{n \leq Y} \frac{\Lambda(n) \lambda_n(n) \chi_D(n)}{n} \right|^{2k} \ll 9^k \left( \sum_{p \leq k \log k} \frac{(\log p) \lambda_n(p)}{p} \right)^{2k} + 9^k k! \left( \sum_{\substack{\log \pi \leq p \leq Y}} \frac{(\log p)^2 \lambda_n(p)}{p^2} \right)^k + 9^k \left( \sum_{\substack{n \geq 2 \; \rho \leq Y}} \frac{(\log p) \lambda_n(p^n)}{p^n} \right)^{2k}.
\]

(2.17)

We have
\[
\left( \sum_{p \leq k \log k} \frac{(\log p) \lambda_n(p)}{p} \right)^{2k} \leq \left( \sum_{p \leq k \log k} \frac{\log p}{p} \right)^k \left( \sum_{p \leq k \log k} \frac{(\log p)^2 \lambda_n(p)}{p} \right)^k \leq (C_1 \log(k/\log k))^{2k},
\]

where \(C_1\) is a positive constant that depends only on \(\pi\), and for the last inequality we use [2, page 150] to bound \(\sum_{p \leq k \log k} \frac{(\log p) \lambda_n(p)}{p}\).

Now Abel’s summation formula yields
\[
\sum_{\frac{\log \pi \leq p \leq Y}{p^2}} \frac{(\log p)^2 \lambda_n(p)}{p^2} = A(Y) \frac{\log Y}{Y^2} - A(k/\log k) \frac{\log(k/\log k)}{(k/\log k)^2} - \int_{\frac{\log \pi}{k \log k}}^Y A(t) \left( \frac{1 - 2 \log t}{t^3} \right) \, dt,
\]
where $A(t) = \sum_{p \leq t} \log p |\lambda_\pi (p)|^2$. Since $A(t) \ll t$ (see [2, page 150]), with our choices for $k$ and $Y$, we have

$$\sum_{k \leq p \leq Y} \frac{(\log p)^2 |\lambda_\pi (p)|^2}{p^2} \leq C_2 \frac{\log (k/\log k)}{k/\log k},$$

for some positive constant $C_2$ that depends only on $\pi$. Hence, the second sum on the RHS of (2.17) is bounded by

$$\frac{k!}{k^k} (9C_2 \log k \log (k/\log k))^k \leq (9C_2 \log^2 k)^k.$$

For the last sum in (2.17), we use the inequality

$$|\lambda_\pi (n)| \leq \frac{1}{2} (1 + |\lambda_\pi (n)|^2)$$

and [2, Equation (2)] to get

$$\sum_{n \geq 2, \, p' \leq Y} \frac{(\log p) |\lambda_\pi (p^n)|}{p^n} \leq \frac{1}{2} \sum_{n \geq 2, \, p' \leq Y} \frac{(\log p) |\lambda_\pi (p^n)|}{p^n} + \frac{1}{2} \sum_{n \geq 2, \, p' \leq Y} \frac{(\log p) |\lambda_\pi (p^n)|^2}{p^n} = O(1).$$

In this argument, Hypothesis H is required for the application of [2, Equation (2)]. Combining all these estimates gives the desired result. \qed

We end this section by providing an upper bound for the second moment of the values $L'(1 + it, \pi \otimes \chi_D)$ as $D$ varies in the set $\mathcal{A}(N)$ which was introduced after Proposition 2.11. This result is used in the proof of Theorem 1.2 in Section 7.

**Lemma 2.14.** Assume Hypothesis H. As $N \to \infty$, we have

$$\frac{1}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} \left| \frac{L'}{L} (1 + it, \pi \otimes \chi_D) \right|^2 \ll \pi 1.$$

**Proof.** Let $D \in \mathcal{A}(N)$. By Proposition 2.11, there exist $\delta_\pi, \eta_\pi > 0$ such that

$$L'(1 + it, \pi \otimes \chi_D) \leq \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(p)}{n^{1+it}} + O \left( Y^{-\delta_\pi} \sum_{n \leq Y} \frac{\Lambda(n) |\lambda_\pi(n)|}{n} \right) + O(Y^{-2\delta_\pi}),$$

provided that $(\log N)^{\eta_\pi} \ll Y \ll N^{3d^2}$. It follows from (2.18) and (2.19) that

$$\left| \frac{L'}{L} (1 + it, \pi \otimes \chi_D) \right|^2 \leq \left| \sum_{p \leq Y} \frac{(\log p) \lambda_\pi(p) \chi_D(p)}{p^{1+it}} \right|^2 + \left| \sum_{n \geq 2, \, p' \leq Y} \frac{(\log p) \lambda_\pi(p^n) \chi_D(p^n)}{p^{n+it}} \right|^2$$

$$+ O \left( Y^{-\delta_\pi} \sum_{n \leq Y} \frac{\Lambda(n)}{n} \right) + O \left( Y^{-\delta_\pi} \sum_{n \leq Y} \frac{\Lambda(n) |\lambda_\pi(n)|^2}{n} \right) + O(Y^{-2\delta_\pi}).$$

Since $\sum_{n \leq Y} \frac{\Lambda(n)}{n}$ and $\sum_{n \leq Y} \frac{\Lambda(n) |\lambda_\pi(n)|^2}{n}$ are both $O(\log Y)$ by Mertens’ bound and [2, Equation (3)] respectively, we get

$$\left| \frac{L'}{L} (1 + it, \pi \otimes \chi_D) \right|^2 \ll \left| \sum_{p \leq Y} \frac{(\log p) \lambda_\pi(p) \chi_D(p)}{p^{1+it}} \right|^2 + \left| \sum_{n \geq 2, \, p' \leq Y} \frac{(\log p) \lambda_\pi(p^n) \chi_D(p^n)}{p^{n+it}} \right|^2 + O(Y^{-\eta_\pi}),$$
for some $\nu_\pi > 0$ depending on $\pi$. Assuming Hypothesis H, by (2.18) we have
\[
\left| \sum_{p^n \leq Y, \nu \geq 2} \left( \lambda_\pi(p^n) \chi_D(p^n) \right) \right|^2 \ll \left( \sum_{p^n \leq Y, \nu \geq 2} \left| \lambda_\pi(p^n) \right|^2 \right) \left( \sum_{p^n \leq Y, \nu \geq 2} \frac{\lambda_\pi(p^n)}{p^n} \right)^2 \\
\ll \left( \sum_{p^n \leq Y, \nu \geq 2} \frac{\log p}{p^n} + \sum_{p^n \leq Y, \nu \geq 2} \frac{(\log p) |\lambda_\pi(p^n)|}{p^n} \right)^2 \\
\ll 1.
\]
Hence, under Hypothesis H we have
\[
\left| \frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right|^2 \ll \left( \sum_{p^n \leq Y, \nu \geq 2} \frac{\lambda_\pi(p^n)}{p^{1+\nu}} \right)^2 + O_\pi(1).
\]
Taking the average over $\mathcal{A}(N)$ gives
\[
\frac{1}{|\mathcal{A}(N)|} \left| \sum_{D \in \mathcal{A}(N)} \frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right|^2 \ll \frac{1}{|\mathcal{A}(N)|} \left( \sum_{D \in \mathcal{A}(N)} \frac{1}{|\mathcal{A}(N)|} \left| \sum_{p^n \leq Y} \left( \frac{\log p}{p^n} \right)^2 + O_\pi(1) \right. \right. \\
\left. \left. \left. \sum_{p^n \leq Y} \frac{(\log p)^2 |\lambda_\pi(p^n)|}{p^n} + O_\pi(1) \right) \right. \right. \\
\ll \frac{1}{|\mathcal{A}(N)|} \left. \sum_{D \in \mathcal{A}(N)} \left| \frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right|^2 \right| \ll 1
\]
as desired. \hfill \Box

3. The Random Model

Recall the definition of the random model $\mathcal{X} = \{\mathcal{X}_n\}_{n \in \mathbb{N}}$ given by
\[
\mathcal{X}_n = \prod_{p | n} \mathcal{X}'_{p, \nu(p)}
\]
where $\nu_p(n)$ is the $p$-adic valuation of $n$, and $\mathcal{X}_p$ is the sequence of independent random variables given by
\[
\mathbb{P}(\mathcal{X}_p = a) = \begin{cases} \frac{\nu_p(a+1)}{2p} & \text{if } a = \pm 1, \\ \frac{1}{2(p+1)} & \text{if } a = 0. \end{cases}
\]
The random variables $\mathcal{X}_n$ satisfy
\[
\mathbb{E} [\mathcal{X}_n] = \begin{cases} \prod_{p | n} \left( \frac{p}{p+1} \right) & \text{if } n \text{ is a square,} \\ 0 & \text{otherwise}. \end{cases}
\]
The random sum $- \text{Ld}(1 + it, \pi, \mathcal{X})$ given by
\[
- \text{Ld}(1 + it, \pi, \mathcal{X}) = \sum_{n=1}^\infty \frac{\Lambda(n) \lambda_\pi(n) \mathcal{X}_n}{n^{1+\nu}}
\]
can be written as $\sum_p \frac{(\log p) \Lambda_p(p) \mathcal{X}_n}{p^{1+it}} + O(1)$, and the latter sum is almost surely convergent by the Menshov-Rademacher Theorem (see for example [15, Proposition B.10.5]). Moreover, the random sum

$$\sum_{j=1}^d \sum_p \frac{\alpha_{jx}(p) \mathcal{X}_n \log p}{p^{1+u} - \alpha_{jx}(p) \mathcal{X}_n}$$

is almost surely convergent by Kolmogorov’s Theorem (see for example [15, Proposition B.10.1]). More generally, let $\tau > 1 - \frac{1}{p^{1+u}}$, and let $U_\tau = \{ s \in \mathbb{C}; \Re(s) > \tau \}$. It follows from the Menshov-Rademacher theorem that the random series

$$\sum_{n=1}^{\infty} \frac{\Lambda(n) \lambda_q(n) \mathcal{X}_n}{n^s}$$

is almost surely convergent on $U_\tau$, and so it defines an almost surely holomorphic function there. We also consider the random series

$$\sum_{j=1}^d \sum_p \frac{(\log p) \alpha_{jx}(p) \mathcal{X}_n}{p^{1+u} - \alpha_{jx}(p) \mathcal{X}_n},$$

which, by Kolmogorov’s theorem, is almost surely convergent on $U_\tau$, and so it defines a holomorphic function there. One could easily verify that the series (3.5) and (3.6) are equal for all $s$ with $\Re(s) > 1$. By analytic continuation, we see that

$$\sum_{n=1}^{\infty} \frac{\Lambda(n) \lambda_q(n) \mathcal{X}_n}{n^s} = \sum_{j=1}^d \sum_p \frac{(\log p) \alpha_{jx}(p) \mathcal{X}_n}{p^{1+u} - \alpha_{jx}(p) \mathcal{X}_n},$$

almost surely in $U_\tau$. In particular, we have

$$-\log(1 + it, \pi, \mathcal{X}) = \sum_{n=1}^{\infty} \frac{\Lambda(n) \lambda_q(n) \mathcal{X}_n}{n^{1+it}} = \sum_{j=1}^d \sum_p \frac{(\log p) \alpha_{jx}(p) \mathcal{X}_n}{p^{1+u} - \alpha_{jx}(p) \mathcal{X}_n}.$$  

In what follows we will be considering the partial random sums

$$\sum_{n \in Y} \frac{\Lambda(n) \lambda_q(n) \mathcal{X}_n}{n^{1+it}}.$$

We need the following lemmas involving sums of the above form.

**Lemma 3.1.** Let $2 \leq y \leq z$. Then, uniformly for any positive integer $k$ we have

$$\mathbb{E} \left[ \sum_{y \leq p \leq z} \frac{(\log p) \Lambda_p(p) \mathcal{X}_n}{p^{1+it}} \right] \leq k! \left( \sum_{y \leq p \leq z} \frac{(\log p)^2 \Lambda_p(p)^2}{p^2} \right)^k.$$

**Proof.** The proof of this lemma is similar to the proof of Lemma 2.12 where we use (3.2) in lieu of the Polya-Vinogradov type inequality (2.13).

**Lemma 3.2.** Let $A > 1$ be fixed and set $Y = (\log N)^A$. Let $k \geq 2$ be any integer. Under Hypothesis $H$, we have

$$\mathbb{E} \left[ \sum_{n \in Y} \frac{\Lambda(n) \lambda_q(n) \mathcal{X}_n}{n^{1+it}} \right] \leq (C \log k)^{2k},$$

for some positive constant $C$ that depends only on $\pi$.

**Proof.** This lemma follows an argument similar to the one used in the proof of Lemma 2.13. We use Lemma 3.1 in lieu of Lemma 2.12.
Lemma 3.3. Suppose that $|\lambda_n(p)| \ll p^\theta$ for some $0 \leq \theta < \frac{1}{2}$. Let $0 < \epsilon < \frac{1}{2} - \theta$ be given. Then if $u$ and $v$ are real numbers such that $|u| + |v| \leq Y^{\frac{1}{4} - (\theta + \epsilon)}$, we have

$$
\mathbb{E} \left[ \exp(\text{i}u\Re(-\text{Ld}(1 + it, \pi, X))) + \text{i}v\Im(-\text{Ld}(1 + it, \pi, X)) \right]
= \mathbb{E} \left[ \exp \left( \text{i}u\Re \left( \sum_{n \leq Y} \frac{\Lambda(n)\lambda_n(n)\chi_n}{n^{1+it}} \right) + \text{i}v\Im \left( \sum_{n \leq Y} \frac{\Lambda(n)\lambda_n(n)\chi_n}{n^{1+it}} \right) \right) \right] + O \left( \frac{|u| + |v|}{Y^{\frac{1}{4} - (\theta + \epsilon)}} \right).
$$

Proof. To simplify the exposition, we demonstrate the argument for $\mathbb{E} \left[ \exp(\text{i}u\Re(-\text{Ld}(1 + it, \pi, X))) \right]$ rather than $\mathbb{E} \left[ \exp(\text{i}u\Re(-\text{Ld}(1 + it, \pi, X))) + \text{i}v\Im(-\text{Ld}(1 + it, \pi, X)) \right]$, for otherwise the expressions would become quite lengthy. We have

$$
\mathbb{E} \left[ \exp(\text{i}u\Re(-\text{Ld}(1 + it, \pi, X))) \right] = \mathbb{E} \left[ \exp \left( \text{i}u\Re \left( \sum_{p^m \leq Y} \frac{(\log p)\lambda_n(p^m)\chi_{p^m}}{p^{m(1+it)}} \right) + \sum_{p > Y} \frac{(\log p)\lambda_n(p)\chi_p}{p^{1+it}} + \sum_{m \geq 2} \frac{(\log p)\lambda_n(p^m)\chi_{p^m}}{p^{m(1+it)}} \right) \right].
$$

It follows that, for $\epsilon > 0$,

$$
\sum_{m \geq 2} \frac{(\log p)\lambda_n(p^m)\chi_{p^m}}{p^{m(1+it)}} \ll \sum_{m \geq 2} \frac{1}{m} \sum_{p \geq Y} \frac{1}{p^{m(1-\theta - \epsilon)}} \ll \sum_{m \geq 2} \frac{1}{m} \left( \frac{Y^{\frac{1}{4} - (1-\theta - \epsilon)}}{m(1-\theta - \epsilon) - 1} \right) \ll Y^{\theta + \epsilon} Y^{-\theta} \sum_{m \geq 2} \frac{1}{m^2} \ll \frac{Y^{\theta + \epsilon}}{Y^{\frac{1}{2}}}.
$$

Hence,

$$
\mathbb{E} \left[ \exp(\text{i}u\Re(-\text{Ld}(1 + it, \pi, X))) \right] \ll Y^{\frac{1}{2} - \theta - \epsilon} \sum_{m \geq 2} \frac{1}{m^2} \ll \frac{Y^{\theta + \epsilon}}{Y^{\frac{1}{2}}}.
$$

(3.7)

Now if $|u| \leq Y^{\frac{1}{2} - \theta - \epsilon}$ and $p > Y$, then

$$
\mathbb{E} \left[ \exp \left( \text{i}u\Re \left( \frac{(\log p)\lambda_n(p)\chi_p}{p^{1+it}} \right) \right) \right] = \mathbb{E} \left[ 1 + \text{i}u\Re \left( \frac{(\log p)\lambda_n(p)\chi_p}{p^{1+it}} \right) + \sum_{m = 2}^{\infty} \frac{(\text{i}u)^m \Re \left( \frac{(\log p)\lambda_n(p)\chi_p}{p^{1+it}} \right)}{m!} \right] = 1 + O \left( \frac{|\log p||u|^2}{p^{2-2\theta}} \right).
$$

(3.8)

It follows from (3.7) and (3.8) that

$$
\mathbb{E} \left[ \exp(\text{i}u\Re(-\text{Ld}(1 + it, \pi, X))) \right] = \mathbb{E} \left[ \exp \left( \sum_{p^m \leq Y} \frac{(\log p)\lambda_n(p^m)\chi_{p^m}}{p^{m(1+it)}} \right) + \log \left( 1 + O \left( \frac{|\log p||u|^2}{p^{2-2\theta}} \right) \right) \right] + O \left( \frac{|u|}{Y^{\frac{1}{2} - (\theta + \epsilon)}} \right).
$$

(3.9)
Now since
\[
\sum_{p > Y} \log \left( 1 + O \left( \frac{(\log p) |u|^2}{p^{2-2\theta}} \right) \right) \ll |u|^2 Y^{-1+2\theta+\epsilon} \ll |u| Y^{-\frac{1}{2}+\epsilon},
\]
by (3.9), we get
\[
\mathbb{E} \left[ \exp \left( i u \Re \left( - Ld(1 + it, \pi, \mathbb{X}) \right) \right) \right]
\]
\[
= \mathbb{E} \left[ \exp \left( i u \Re \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda(n) X_D(n)}{n^{1+it}} \right) + O \left( \frac{|u|}{Y^{\frac{1}{2} - \theta - \epsilon}} \right) \right) \right]
\]
\[
= \mathbb{E} \left[ \exp \left( i u \Re \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda(n) X_D(n)}{n^{1+it}} \right) \right) \right] + O \left( \frac{|u|}{Y^\frac{1}{2} - \theta - \epsilon} \right).
\]

One can easily check that the above argument applied to
\[
\mathbb{E} \left[ \exp \left( i u \Re \left( - Ld(1 + it, \pi, \mathbb{X}) \right) \right) + i u \Im \left( - Ld(1 + it, \pi, \mathbb{X}) \right) \right]
\]
yields the desired result. \hfill \square

4. Bridging Lemmas

In this section, we prove two results which serve a crucial role as a bridge between the arithmetic setting and the probabilistic random setting developed in the previous sections.

**Lemma 4.1.** Let \( A \geq 1 \) be fixed and set \( Y = (\log N)^A \). Then for any positive integers \( j, \ell \) such that \( j + \ell \leq \frac{\log N}{6A \log \log N} \), we have
\[
\frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\mathbb{X}(n) X_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\mathbb{X}(n) X_D(n)}{n^{1-it}} \right)^\ell
\]
\[
= \mathbb{E} \left[ \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\mathbb{X}(n) X_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\mathbb{X}(n) X_D(n)}{n^{1-it}} \right)^\ell \right] + O \left( \frac{Y^\frac{1}{2} \log Y}{{N^\frac{1}{2}}} \right).
\]

**Proof.** We have
\[
\frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\mathbb{X}(n) X_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\mathbb{X}(n) X_D(n)}{n^{1-it}} \right)^\ell
\]
\[
= \sum_{p_1^{m_1} \cdots p_{\ell}^{m_{\ell}} \leq Y} (\log p_1) \cdots (\log p_\ell) (\log q_1) \cdots (\log q_\ell) \lambda_\mathbb{X}(p_1^{m_1}) \cdots \lambda_\mathbb{X}(p_\ell^{m_{\ell}}) X_D(p_1^{m_1(1+it)} \cdots p_{\ell}^{m_{\ell}(1+it)}) q_1^{n_1(1-it)} \cdots q_{\ell}^{n_{\ell}(1-it)}
\]
\[
\times \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} X_D \left( p_1^{m_1} \cdots p_{\ell}^{m_{\ell}} q_1^{n_1} \cdots q_{\ell}^{n_{\ell}} \right).
\]

Note that
\[
\sum_{D \in \mathcal{F}(N)} X_D(m^2) = \sum_{D \in \mathcal{F}(N)} 1 = \frac{6}{\pi^2 N} \prod_{p \mid m} \left( \frac{p}{p+1} \right) + O(N^{\frac{1}{2}} \tau(m)),
\]
where \( \tau(m) \) is the divisor function.
where \( \tau(m) \) is the divisor function (see for example [6, page 1017]). In view of (3.2) and (4.2), we see that (4.1) equals
\[
= \mathbb{E} \left[ \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \mathcal{Z}_n}{n^{1+it}} \right) \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_x(n) \mathcal{Z}_n}{n^{1-it}} \right) \right] + \sum_{p_1^{m_1} \cdots p_j^{m_j} \leq Y} \prod_{i=1}^{j} (\log p_i) \Lambda_x(p_i^{m_i}) \prod_{i=1}^{j} (\log q_i) \Lambda_x(q_i^{m_i}) \\
+ \sum_{p_1^{m_1} \cdots p_j^{m_j} \leq Y} \prod_{i=1}^{j} (\log p_i) \Lambda_x(p_i^{m_i}) \prod_{i=1}^{j} (\log q_i) \Lambda_x(q_i^{m_i}) \times \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} \chi_D \left( p_1^{m_1} \cdot \cdots \cdot p_j^{m_j} \cdot q_1^{n_1} \cdots q_\ell^{n_\ell} \right) + O \left( N^{-\frac{1}{2}} \right).
\]

Let us now analyze the contribution of non-squares. By (2.13), we get
\[
\sum_{p_1^{m_1} \cdots p_j^{m_j} \leq Y} \prod_{i=1}^{j} (\log p_i) \Lambda_x(p_i^{m_i}) \prod_{i=1}^{j} (\log q_i) \Lambda_x(q_i^{m_i}) \times \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} \chi_D \left( p_1^{m_1} \cdot \cdots \cdot p_j^{m_j} \cdot q_1^{n_1} \cdots q_\ell^{n_\ell} \right) \ll \frac{(j + \ell) \log Y}{N^{\frac{1}{2}}} \\
\sum_{p_1^{m_1} \cdots p_j^{m_j} \leq Y} \prod_{i=1}^{j} (\log p_i) \Lambda_x(p_i^{m_i}) \prod_{i=1}^{j} (\log q_i) \Lambda_x(q_i^{m_i}) \times \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{F}(N)} \chi_D \left( p_1^{m_1} \cdot \cdots \cdot p_j^{m_j} \cdot q_1^{n_1} \cdots q_\ell^{n_\ell} \right).
\]

Observe that (4.3) is
\[
\ll \frac{(j + \ell) \log Y}{N^{\frac{1}{2}}} \left( \sum_{p^{m} \leq Y} \log p \left| \Lambda_x(p^m) \right| \right)^{j+\ell} \\
\ll \frac{(j + \ell) \log Y}{N^{\frac{1}{2}}} \left( \sum_{p^{m} \leq Y} \log p \left| \Lambda_x(p^m) \right|^2 \right)^{\frac{j+\ell}{2}} \left( \sum_{p^{2m} \leq Y} \log p \right)^{\frac{j+\ell}{2}}.
\]

Since \( \sum_{p^{m} \leq Y} \frac{\log p |\Lambda_x(p^m)|^2}{p^{2m}} = O(\log Y) \) (see [2, Equation (3)]) and \( \sum_{p^{m} \leq Y} \frac{\log p}{p^{2m}} = O(Y^{\frac{1}{2}} \log Y) \), we conclude that (4.3) is
\[
\ll \frac{(j + \ell) \log Y}{N^{\frac{1}{2}}} \left( \frac{(j + \ell) \log Y}{N^{\frac{1}{2}}} \right)^{\frac{j+\ell}{2}} \\
\ll \frac{(j + \ell) \log Y}{N^{\frac{1}{2}}} \left( \frac{(j + \ell) \log Y}{N^{\frac{1}{2}}} \right)^{\frac{j+\ell}{2}}.
\]

\[\square\]

**Proposition 4.2.** Let \( A \geq 1 \) and \( Y = (\log N)^A \). Assume Hypothesis H. Then there exist positive constants \( b_0 = b_0(A) \) and \( c_0 = c_0(A) \) such that for all complex numbers \( z_1, z_2 \) with \( |z_1|, |z_2| \leq
where we used the identity $ho C$

We have

Let $k = \max(|z_1|, |z_2|)$ and $M = \left\lfloor \frac{\log N}{c \log \log N} \right\rfloor$, where $c$ is a suitably large positive constant. We have

$$
\frac{1}{|\mathcal{F}(N)|} \sum_{\mathcal{F}(N)} \exp \left( z_1 \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1+\iota}} + z_2 \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1-\iota}} \right) + O \left( \exp \left( \frac{-b_0 \log N}{\log \log N} \right) \right).
$$

**Proof.** Let $k = \max(|z_1|, |z_2|)$ and $M = \left\lfloor \frac{\log N}{c \log \log N} \right\rfloor$, where $c$ is a suitably large positive constant. We have

$$
\frac{1}{|\mathcal{F}(N)|} \sum_{\mathcal{F}(N)} \exp \left( z_1 \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1+\iota}} + z_2 \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1-\iota}} \right)
\leq \sum_{j+\ell \leq M} \frac{z_1^{j} z_2^{\ell}}{j! \ell! |\mathcal{F}(N)|} \sum_{\mathcal{F}(N)} \left( \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1+\iota}} \right)^j \left( \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1-\iota}} \right)^\ell + E_1,
$$

where

$$
E_1 = \sum_{j+\ell > M} \frac{z_1^{j} z_2^{\ell}}{j! \ell! |\mathcal{F}(N)|} \sum_{\mathcal{F}(N)} \left( \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1+\iota}} \right)^j \left( \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1-\iota}} \right)^\ell.
$$

Observe that for $Y = (\log N)^A$ we have

$$
\left| \sum_{n \in Y} \frac{\Lambda(n) \lambda_\pi(n) \chi_D(n)}{n^{1+\iota}} \right| \leq \sum_{n \in Y} \frac{\Lambda(n) |\lambda_\pi(n)|}{n} \leq \left( \frac{1}{2} \sum_{n \in Y} \frac{\Lambda(n)}{n} + \frac{1}{2} \sum_{n \in Y} \frac{\Lambda(n) |\lambda_\pi(n)|^2}{n} \right) \leq C_0 \log \log N,
$$

where $C_0$ is a positive constant that depends only on $A$ and $\pi$. Hence,

$$
E_1 \ll \sum_{j+\ell > M} \frac{k^{j+\ell}}{j! \ell!} \left( C_0 \log \log N \right)^{j+\ell} \leq \sum_{n > M} \left( \frac{2C_0 k \log \log N} {n!} \right)^n,
$$

where we used the identity $\sum_{j=0}^{n} \binom{n}{j} = 2^n$. By Stirling’s inequality $\frac{1}{n!} \leq \left( \frac{e}{n} \right)^n$, we get

$$
E_1 \leq \sum_{n > M} \left( \frac{2C_0 e k \log \log N}{n} \right)^n.
$$

Assuming $k \leq c_0 \frac{\log N}{(\log \log N)^2}$, where we choose $c_0 \leq \frac{e^{-1}}{\alpha c_0}$, we deduce that

$$
E_1 \ll \sum_{n > M} \left( 6c_0 C_0 \right)^n \ll e^{-M}.
$$
To analyze the main term of (4.4), note that, by Lemma 4.1, we have

\[
\frac{1}{|F(N)|} \sum_{D \in F(N)} \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right)^\ell = E \left[ \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right)^\ell \right] + O \left( \frac{(Y^{1/2} \log Y)^{j+\ell} (\log N)^{1/2}}{N^{1/2}} \right)
\]

for \( j + \ell \leq M \). Hence, we have

\[
\frac{1}{|F(N)|} \sum_{D \in F(N)} \exp \left( z_1 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} + z_2 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right) = \sum_{j+\ell \leq M} \frac{z_1^{j/2} z_2^\ell}{j! \ell!} E \left[ \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right)^\ell \right] + O \left( \frac{(Y^{1/2} \log Y)^{j+\ell} (\log N)^{1/2}}{N^{1/2}} \right).
\]

Observe that

\[
\sum_{j+\ell \leq M} \frac{z_1^{j/2} z_2^\ell}{j! \ell!} \left( \frac{Y^{1/2} \log Y)^{j+\ell} (\log N)^{1/2}}{N^{1/2}} \right) \leq \frac{(Y^{1/2} \log Y)^M (\log N)^{1/2}}{N^{1/2}} \sum_{n \leq M} \frac{(2k)^n}{n!} \leq Y^{-cM} \exp(2k) < \exp \left( -\frac{eA}{c} \log N + 2c_0 \frac{\log N}{(\log \log N)^2} \right),
\]

provided that \( N^{1/2} \gg Y^{(1+c)M} \) which is possible by choosing \( c \) suitably large. It follows that

\[
\frac{1}{|F(N)|} \sum_{D \in F(N)} \exp \left( z_1 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} + z_2 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right) = \sum_{j+\ell \leq M} \frac{z_1^{j/2} z_2^\ell}{j! \ell!} E \left[ \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right)^\ell \right] + O \left( \exp \left( -\frac{eA}{c} \log N + 2c_0 \frac{\log N}{(\log \log N)^2} \right) \right).
\]

Now the main term in (4.6) can be written as

\[
\sum_{j+\ell \leq M} \frac{z_1^{j/2} z_2^\ell}{j! \ell!} E \left[ \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right)^\ell \right] = E \left[ \exp \left( z_1 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} + z_2 \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right) \right] + E_2,
\]

where

\[
E_2 = - \sum_{j+\ell > M} \frac{z_1^{j/2} z_2^\ell}{j! \ell!} E \left[ \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1+it}} \right)^j \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_\sigma(n) \chi_D(n)}{n^{1-it}} \right)^\ell \right].
\]
Observe that

\[ E_2 \ll \sum_{j+\ell > M} \frac{k^{j+\ell}}{j!m!} \left( \sum_{n \leq Y} \frac{\Lambda(n) \lambda_n(n) \mathcal{X}_n}{n^{1+\ell}} \right)^j \frac{1}{2^j}. \]

Using Lemma 3.2 we get

\[ E_2 \ll \sum_{m > M} \left( \frac{2k}{m!} (C \log m)^m \right). \]

By Stirling’s formula and our choices for \( k \) and \( M \), we deduce that

\[ (4.8) \quad E_2 \ll \sum_{m > M} \left( \frac{6Ck \log m}{m} \right)^m \ll \sum_{m > M} \left( \frac{6Cc_0 \log N \log M}{M (\log \log N)^2} \right)^m \ll \sum_{m > M} (6Cc_0)^m \ll e^{-M}, \]

where the last inequality follows from choosing \( c_0 \leq \frac{e^{-\frac{1}{3}}}{6C}. \)

From (4.4), (4.5), (4.6), (4.7), and (4.8) we obtain the desired result. \( \square \)

5. THE CHARACTERISTIC FUNCTION

We set

\[ \Phi_{F(N)}(u, v) := \frac{1}{|F(N)|} \sum_{D \in F(N)} \exp \left( iuv \left( \frac{-L'}{L}(1 + it, \pi \otimes \chi_D) \right) + iv\mathfrak{S} \left( \frac{-L'}{L}(1 + it, \pi \otimes \chi_D) \right) \right) \]

and

\[ \Phi_{\mathcal{A}(N)}(u, v) := \frac{1}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} \exp \left( iuv \left( \frac{-L'}{L}(1 + it, \pi \otimes \chi_D) \right) + iv\mathfrak{S} \left( \frac{-L'}{L}(1 + it, \pi \otimes \chi_D) \right) \right), \]

where \( \mathcal{A}(N) \) is the set of fundamental discriminants introduced after Proposition 2.11. We also define

\[ \Phi_{\text{rand}}(u, v) := \mathbb{E} \left[ \exp \left( iuv \left( -Ld(1 + it, \pi, \chi) \right) + iv\mathfrak{S} \left( -Ld(1 + it, \pi, \chi) \right) \right) \right]. \]

**Theorem 5.1.** Let \( A \geq 1 \) be fixed. Under the assumption of the Hypothesis H, there exists a positive constant \( c_0 = c_0(A) \) such that for \( |u|, |v| \leq c_0 \frac{\log N}{(\log \log N)^2} \), we have

\[ (5.1) \quad \Phi_{F(N)}(u, v) = \Phi_{\text{rand}}(u, v) + O \left( \frac{1}{(\log \log N)^2 (\log N)^A} \right). \]

Moreover, the asymptotic formula (5.1) holds if we replace \( \Phi_{F(N)}(u, v) \) by \( \Phi_{\mathcal{A}(N)}(u, v) \).

**Proof.** From Proposition 2.11 we know that for all but \( O(N^{\frac{1}{2}}) \) elements \( D \in F(N) \), there are positive constants \( \delta_\pi \) and \( \eta_\pi \) such that for \( (\log N)^{\eta_\pi} \ll Y \ll N^{\delta_\pi} \), we have

\[ (5.2) \quad \frac{L'}{L}(1 + it, \pi \otimes \chi_D) = \sum_{n \leq Y} \frac{\Lambda(n) \lambda_n(n) \chi_D(n)}{n^{1+\ell}} + O(Y^{-\delta_\pi}). \]

Recall that \( \mathcal{A}(N) \) is the set of elements for which (5.2) holds. Let \( 0 \leq \theta < \frac{1}{2} \) be such that \( |\lambda_n(p)| \ll p^\theta \) (such \( \theta \) exists because of (1.2)). Let \( 0 < \epsilon < \frac{1}{2} - \theta \), and choose \( 0 < \delta < \min \left( \frac{1}{2} - \theta - \epsilon, \delta_\pi \right) \).
such that $\delta_{n \pm 1} \geq \eta_n$, and set $Y = (\log N)^{1/11}$. Applying (5.2) and the inequality $|e^{ia} - e^{ib}| \leq |b - a|$, we get

\begin{equation}
\Phi_{\mathcal{F}(N)}(u, v) = \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{A}(N)} \exp \left( iu \Re \left( -\frac{L'}{L} (1 + it, \pi \otimes \chi_D) \right) + iv \Im \left( -\frac{L'}{L} (1 + it, \pi \otimes \chi_D) \right) \right) + O(N^{-\frac{4}{5}})
\end{equation}

\begin{equation}
= \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{A}(N)} \exp \left( iu \Re \left( \sum_{n \in \mathcal{Y}} \Lambda(n) \lambda_{\pi}(n) \chi_D(n) \right) \frac{1}{n^{1+\theta}} \right) + iv \Im \left( \sum_{n \in \mathcal{Y}} \Lambda(n) \lambda_{\pi}(n) \chi_D(n) \right) \frac{1}{n^{1+\theta}} \right) + O\left( (|u| + |v|) Y^{-\delta} \right) + O(N^{-\frac{4}{5}}).
\end{equation}

Notice that

$$
\exp \left( O \left( (|u| + |v|) Y^{-\delta} \right) \right) = 1 + O \left( (|u| + |v|) (\log N)^{-\frac{1}{(A+1)}} \right)
$$

whenever $|u| + |v| < (\log N)^{A+1}$. If we assume further that $|u| + |v| \leq c_0 \log N \log \log N$ for some $c_0 > 0$, from (5.3), we get

\begin{equation}
\Phi_{\mathcal{F}(N)}(u, v) = \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{A}(N)} \exp \left( iu \Re \left( \sum_{n \in \mathcal{Y}} \Lambda(n) \lambda_{\pi}(n) \chi_D(n) \right) \frac{1}{n^{1+\theta}} \right) + iv \Im \left( \sum_{n \in \mathcal{Y}} \Lambda(n) \lambda_{\pi}(n) \chi_D(n) \right) \frac{1}{n^{1+\theta}} \right) + O \left( \frac{1}{(\log \log N)^2 (\log N)^A} \right).
\end{equation}

Here we used the fact that $|\mathcal{F}(N)|_{\mathcal{A}(N)} = O(N^{\frac{4}{5}})$ by Proposition 2.11.

Next, since $|u|, |v| \leq c_0 \log N \log \log N$, Proposition 4.2 with $z_1 = \frac{i}{2} (u + iv)$ and $z_2 = \frac{i}{2} (u - iv)$ gives

\begin{equation}
\Phi_{\mathcal{F}(N)}(u, v) = \mathbb{E} \left[ \exp \left( z_1 \sum_{n \in \mathcal{Y}} \frac{\Lambda(n) \lambda_{\pi}(n) \chi_D(n)}{n^{1+\theta}} \right) + z_2 \sum_{n \in \mathcal{Y}} \frac{\Lambda(n) \lambda_{\pi}(n) \chi_D(n)}{n^{1-\theta}} \right) \right] + O \left( \frac{1}{(\log \log N)^2 (\log N)^A} \right) + O \left( \exp \left( -b_0 \frac{\log N}{\log \log N} \right) \right)
\end{equation}

for some $b_0 > 0$. Now employing Lemma 3.3 in (5.4) yields

$$
\Phi_{\mathcal{F}(N)}(u, v) = \mathbb{E} \left[ \exp \left( iu \Re \left( -Ld(1 + it, \pi, \chi) \right) + iv \Im \left( -Ld(1 + it, \pi, \chi) \right) \right) \right]
\end{equation}

\begin{equation}
+ O \left( \frac{1}{(\log \log N)^2 (\log N)^{\frac{4}{5} (1+\theta-\epsilon)-1}} \right) + O \left( \frac{1}{(\log \log N)^2 (\log N)^A} \right).
\end{equation}

The desired error term is achieved since we assume that $\delta < \frac{1}{2} - \theta - \epsilon$.

The same asymptotic formula holds for $\Phi_{\mathcal{A}(N)}(u, v)$ since $\Phi_{\mathcal{F}(N)}(u, v) = \Phi_{\mathcal{A}(N)}(u, v) + O(N^{-\frac{4}{5}})$.

6. The Exponential Decay

In this section we prove a decay bound for $\Phi_{\text{rand}}(u, v)$. Recall that we are working under the assumption that the distributions are 2-dimensional, hence, $\pi \not= \bar{\pi} \otimes |\det|^{2\theta}$. The following proposition implies among other things that the distribution function associated with our random series admits a smooth density function.
Proposition 6.1. Let \( z = u + iv \) and assume that \( |\lambda_\pi(p)| \ll p^\theta \) for some \( 0 \leq \theta < \frac{1}{4} \). Let \( 0 < \epsilon < 2 - 8\theta \) be given. Then there exist positive constants \( C_\epsilon \) and \( a_\epsilon \) depending only on \( \epsilon \) such that for \( |z| \) large enough we have

\[
\Phi_{\text{rand}}(u, v) \ll \exp(-C_\epsilon |z|^\epsilon).
\]

Proof. By employing (3.1), we get that

\[
\Phi_{\text{rand}}(u, v) = \prod_p M_p(u, v),
\]

where

\[
M_p(u, v) = \frac{1}{p + 1} + \frac{p}{2(p + 1)} \exp \left( i \log p \Re \left( \sum_{j=1}^d \frac{\overline{\alpha}_j\pi(p)}{p^{1+u} - \alpha_j\pi(p)} \right) \right) \frac{p}{2(p + 1)} \exp \left( -i \log p \Re \left( \sum_{j=1}^d \frac{\overline{\alpha}_j\pi(p)}{p^{1+u} + \alpha_j\pi(p)} \right) \right).
\]

We observe that \( \prod_p M_p(u, v) \ll \prod_{p > X} |M_p(u, v)| \) since \( |M_p(u, v)| \ll 1 \) for all \( p \). Moreover,

\[
\frac{\alpha_j\pi(p)}{p^{1+u} - \alpha_j\pi(p)} - \frac{\alpha_j\pi(p)}{p^{1+u}} = \frac{\alpha_j^2\pi(p)}{p^{1+u} (p^{1+u} - \alpha_j\pi(p))} = O \left( \frac{|\alpha_j\pi(p)|^2}{p^2} \right).
\]

Hence,

\[
M_p(u, v) = \frac{1}{p + 1} + \frac{p}{2(p + 1)} \exp \left( i \log p \Re \left( \sum_{j=1}^d \frac{\overline{\alpha}_j\pi(p)}{p^{1+u}} \right) \right) \frac{p}{2(p + 1)} \exp \left( -i \log p \Re \left( \sum_{j=1}^d \frac{\overline{\alpha}_j\pi(p)}{p^{1+u}} \right) \right) + O \left( \frac{(\log p)|z|}{p^2} \sum_{j=1}^d |\alpha_j\pi(p)|^2 \right).
\]

Next by using the Taylor expansion of the exponential function and simplifying the resulting expressions, from the above we get

\[
M_p(u, v) = 1 - \frac{p}{2(p + 1)} (\log p)^2 \Re \left( \sum_{j=1}^d \frac{\overline{\alpha}_j\pi(p)}{p^{1+u}} \right) + \frac{p}{2(p + 1)} (\log p)^2 \sum_{j=1}^d |\alpha_j\pi(p)|^4 + \frac{p}{2} \frac{(\log p)|z|}{p^2} \sum_{j=1}^d |\alpha_j\pi(p)|^2 \right),
\]
provided that \((\log p) \big| \mathcal{X} \left( \sum_{j=1}^{d} \frac{\tau_{\alpha_{j,p}(p)}}{p^{1+\tau}} \right) \big| < 1\). Hence, for sufficiently large \(X\), we have

\[
\prod_{p \mid X} M_{\pi}(u, v) = \prod_{p \mid X} \exp \left( \log \left( 1 - \frac{p}{2(p+1)} (\log p)^2 \mathcal{R}^{2} \left( \sum_{j=1}^{d} \frac{\tau_{\alpha_{j,p}(p)}}{p^{1+\tau}} \right) \right) \right)
\]

\[+ O \left( \sum_{p \mid X} \frac{2}{p+1} (\log p)^2 \mathcal{R}^{2} \left( \frac{\tau_{\alpha_{p}(p)}}{p^{1+\tau}} \right) \right),
\]

where in the above estimations we used \(\log(1 - x) \leq -x\) for all \(0 < x < 1\). In order to estimate this expression, we need to first consider the sum \(\sum_{p \mid X} \frac{2}{p+1} (\log p)^2 \mathcal{R}^{2} \left( \frac{\tau_{\alpha_{p}(p)}}{p^{1+\tau}} \right)\). To simplify exposition, we will consider instead the sum \(\sum_{p \mid X} \frac{(\log p)^2}{p^2} \mathcal{R}^{2} \left( \frac{\tau_{\alpha_{p}(p)}}{p^{1+\tau}} \right)\). Observe that

\[
\sum_{p \mid X} \frac{(\log p)^2}{p^2} \mathcal{R}^{2} \left( \frac{\tau_{\alpha_{p}(p)}}{p^{1+\tau}} \right) = \frac{1}{2} |z|^{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2}} \left| a_{\pi}(p) \right|^{2}
\]

\[+ \frac{1}{2} |z|^{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2}} \left| a_{\pi}(p) \right|^{2} + \frac{1}{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2-2}} \left| a_{\pi}(p) \right|^{2}.
\]

Note that by Lemma 2.3 we have

\[
\frac{1}{2} |z|^{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2}} \left| a_{\pi}(p) \right|^{2} = \frac{1}{2} |z|^{2} \left( \frac{\log X}{X} \right) + O \left( \frac{|z|^{2}}{X} \right).
\]

If \(\pi \neq \pi \otimes |\det|^{i\tau}\) for any \(\tau \in \mathbb{R}\), then Lemma 2.4 gives

\[
\frac{1}{2} |z|^{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2}} \left| a_{\pi}(p) \right|^{2} + \frac{1}{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2-2}} \left| a_{\pi}(p) \right|^{2} \ll |z|^{2} (\log X)^{\alpha},
\]

for some \(0 < \alpha < 1\), and so

\[
\sum_{p \mid X} \frac{(\log p)^2}{p^2} \mathcal{R}^{2} \left( \frac{\tau_{\alpha_{p}(p)}}{p^{1+\tau}} \right) = |z|^{2} \log X.
\]

If \(\pi \cong \pi \otimes |\det|^{i\tau_{0}}\) for some \(\tau_{0} \in \mathbb{R}\), then Lemma 2.4 gives

\[
\frac{1}{2} |z|^{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2+2}} \left| a_{\pi}(p) \right|^{2} + \frac{1}{2} \sum_{p \mid X} \frac{(\log p)^2}{p^{2-2}} \left| a_{\pi}(p) \right|^{2} = \frac{1}{2} |z|^{2} \left( \frac{\log X}{1-2it + i\tau_{0}} \right)
\]

\[+ \frac{1}{2} |z|^{2} \left( \frac{\log X}{1+2it - i\tau_{0}} \right) + O \left( \frac{|z|^{2}}{X} \right).
\]

In this case, we get

\[
\sum_{p \mid X} \frac{(\log p)^2}{p^2} \mathcal{R}^{2} \left( \frac{\tau_{\alpha_{p}(p)}}{p^{1+\tau}} \right) = \frac{1}{2} |z|^{2} \log X \left( 1 + \mathcal{R} \left( \frac{\tau}{z} \cdot \frac{X^{2it - i\tau_{0}}}{X^{1-2it + i\tau_{0}}} \right) \right) + O \left( \frac{|z|^{2}}{X} \right).
\]
Note that \( 1 + \Re \left( \frac{x}{\zeta} \cdot \frac{X^{2d-\theta_0}}{T_{2d+\theta_0}} \right) \approx 1 \) since \( \tau_0 \neq 2t \) (notice that if \( \tau_0 = 2t \), then the distribution is 1-dimensional). Hence, in all cases, we have

\[
(6.1) \quad \sum_{p > X} \frac{(\log p)^2}{p^2} \Re \left( \frac{\zeta_d(p)}{p^h} \right) \approx |z|^2 \frac{\log X}{X}.
\]

Next, we note that

\[
(6.2) \quad |z|^4 \sum_{p > X} \frac{(\log p)^4}{p^4} \sum_{j=1}^{d} |\alpha_{j,x}(p)|^4 \ll |z|^4 \sum_{p > X} \frac{(\log p)^4}{p^{4-\theta}} \ll |z|^4 \frac{(\log X)^3}{X^{\theta}}
\]

and

\[
(6.3) \quad |z| \sum_{p > X} \frac{\log p}{p^2} \sum_{j=1}^{d} |\alpha_{j,x}(p)|^2 \ll |z| \sum_{p > X} \frac{(\log p)^4}{p^{2-\theta}} \ll \frac{|z|}{X^{1-\theta}}.
\]

Thus, choosing \( X = \left| \frac{2\theta - \theta_0}{1-\theta} \right| \) in (6.1), (6.2) and (6.3) guarantees that

\[
\prod_{p} M_p(u, v) \leq \prod_{p > X} M_p(u, v) \ll \exp \left( -C \varepsilon \left| \frac{2\theta - \theta_0}{1-\theta} \right| \right),
\]

for some positive constant \( C \varepsilon \). Since \( 0 \leq \theta < \frac{1}{4} \), we have the desired result. \( \square \)

7. PROOF OF THEOREM 1.2

In this section we prove Theorem 1.2 in the case when the distributions are 2-dimensional. Our proof of Theorem 1.2 follows from Theorem 5.1 by an application of a 2-dimensional version of Berry-Esseen inequality which we state in Proposition 7.1. The proof of Theorem 1.2 in the 1-dimensional case follows the same argument and uses the more common 1-dimensional version of Berry-Esseen inequality (see for example [23]). We denote by \( \mathcal{B}(S) \) the collection of the Borel sets of a topological space \( S \).

**Proposition 7.1.** [28, Theorem 1] Let \( \mu \) and \( \nu \) be probability measures on \( (\mathbb{R}^2, \mathcal{B}(\mathbb{R}^2)) \) with distribution functions

\[
F(x, y) = \mu \left( (-\infty, x] \times (-\infty, y] \right) \quad \text{and} \quad G(x, y) = \nu \left( (-\infty, x] \times (-\infty, y] \right).
\]

Suppose that \( G \) is partially differentiable, and put

\[
A_1 = \sup_{(x,y)\in\mathbb{R}^2} G_x(x,y) \quad \text{and} \quad A_2 = \sup_{(x,y)\in\mathbb{R}^2} G_y(x,y).
\]

Denote by \( f \) and \( g \) the characteristic functions associated with \( \mu \) and \( \nu \) respectively. Let \( \hat{f}(u, v) = f(u, v) - f(0, 0) f(0, v) \) and \( \hat{g}(u, v) = g(u, v) - g(u, 0) g(0, v) \). Then we have

\[
\sup_{(x,y)\in\mathbb{R}^2} |F(x, y) - G(x, y)| \leq \frac{2}{(2\pi)^2} \int_{-R}^{R} \int_{-R}^{R} \left| \frac{\hat{f}(u, v) - \hat{g}(u, v)}{uv} \right| \, du \, dv
\]

\[
+ \frac{2}{\pi} \int_{-R}^{R} \left| \frac{f(u, 0) - g(u, 0)}{u} \right| \, du + \frac{2}{\pi} \int_{-R}^{R} \left| \frac{f(0, v) - g(0, v)}{v} \right| \, dv
\]

\[
+ \left( 3 \sqrt{2} + 4 \sqrt{3} \right) \frac{2(A_1 + A_2)}{R}
\]

for any \( R > 0 \).
Recall that $\mathcal{A}(N)$ is the subset of $\mathcal{F}(N)$ for which (2.11) holds. We define the probability space $(\mu_{\mathcal{A}(N)}, \mathbb{C}, \mathcal{B}(\mathbb{C}))$ where the probability measure $\mu_{\mathcal{A}(N)}(A)$ is given by

$$\mu_{\mathcal{A}(N)}(A) = \frac{1}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} 1_A \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right).$$

We also define a probability space $(\mu_{\text{rand}}, \mathbb{C}, \mathcal{B}(\mathbb{C}))$, where the probability measure $\mu_{\text{rand}}$ is given by

$$\mu_{\text{rand}}(A) = \mathbb{P} \left( - Ld(1 + it, \pi, \mathcal{X}) \in A \right).$$

Let $F_{\mathcal{A}(N)}(x, y)$ and $G_{\text{rand}}(x, y)$ be the distribution functions associated with $\mu_{\mathcal{A}(N)}$ and $\mu_{\text{rand}}$ respectively. Their characteristic functions are given by

$$\Phi_{\mathcal{A}(N)}(u, v) = \frac{1}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} \exp \left( iu \Re \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right) + iv \Im \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right) \right)$$

and

$$\Phi_{\text{rand}}(u, v) = \mathbb{E} \left[ \exp \left( iu \Re \left( -Ld(1 + it, \pi, \mathcal{X}) \right) + iv \Im \left( -Ld(1 + it, \pi, \mathcal{X}) \right) \right) \right].$$

It follows from Proposition 6.1 that the distribution function $G_{\text{rand}}(x, y)$ admits a smooth density function $M_{\text{rand}}(u, x)$ (see [1, Theorem 2.1]) such that

$$G_{\text{rand}}(x, y) = \int_{-\infty}^{x} \int_{-\infty}^{y} M_{\text{rand}}(u, v) \, du \, dv.$$

Hence, $G_{\text{rand}}(x, y)$ is partially differentiable. Moreover, $A_1 = \sup_{(x, y) \in \mathbb{R}^2} G_x(x, y)$ and $A_2 = \sup_{(x, y) \in \mathbb{R}^2} G_y(x, y)$ are finite in view of the identity

$$\int_{\mathbb{R}^2} M_{\text{rand}}(u, v) \, du \, dv = 1.$$

Now we have all the tools to prove our main theorem.

**Proof of Theorem 1.2.** Applying Proposition 7.1 with $\mu = \mu_{\mathcal{A}(N)}$ and $\nu = \mu_{\text{rand}}$ by identifying $\mathbb{C}$ with $\mathbb{R}^2$, we get

$$\sup_{(x, y) \in \mathbb{R}^2} \left| F_{\mathcal{A}(N)}(x, y) - G_{\text{rand}}(x, y) \right| \ll \int_{-R}^{R} \int_{-R}^{R} \frac{|\Phi_{\mathcal{A}(N)}(u, v) - \Phi_{\text{rand}}(u, v)|}{uv} \, du \, dv$$

$$+ \int_{-R}^{R} \frac{|\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)|}{u} \, du$$

$$+ \int_{-R}^{R} \frac{|\Phi_{\mathcal{A}(N)}(0, v) - \Phi_{\text{rand}}(0, v)|}{v} \, dv$$

for any $R > 0$. We take $R = c_0 \frac{\log N}{(\log \log N)^2}$ as in Theorem 5.1. We have

$$I_1 = \int_{-R}^{R} \int_{-R}^{R} \frac{|\Phi_{\mathcal{A}(N)}(u, v) - \Phi_{\text{rand}}(u, v)|}{uv} \, du \, dv$$

(7.1)

$$= \int \int_{[-R,R]^2 \setminus C(r)} \frac{|\Phi_{\mathcal{A}(N)}(u, v) - \Phi_{\text{rand}}(u, v)|}{uv} \, du \, dv$$

$$+ \int \int_{C(r)} \frac{|\Phi_{\mathcal{A}(N)}(u, v) - \Phi_{\text{rand}}(u, v)|}{uv} \, du \, dv,$$

where we take $r = \frac{1}{(\log N)^2}$ for some $B > 1$ and $C(r) = \{(u, v) : -R \leq u \leq R, \, v \leq r, \, u \leq r \}$.  

We set
\[
I_{11} = \int \int_{[-R,R]^2 \cap C(r)} \left| \frac{\Phi_{\mathcal{A}}(u,v) - \Phi_{\text{rand}}(u,v)}{uv} \right| \, du \, dv.
\]
Observe that
\[
I_{11} \ll \left( \log \left( \frac{R}{r} \right) \right)^2 \sup_{(u,v) \in [-R,R]^2} \left| \frac{\Phi_{\mathcal{A}}(u,v) - \Phi_{\text{rand}}(u,v)}{uv} \right|.
\]
Moreover, we have
\[
\left| \Phi_{\mathcal{A}}(u,v) - \Phi_{\text{rand}}(u,v) \right| \\
= \left| \Phi_{\mathcal{A}}(u,v) - \Phi_{\mathcal{A}}(u,0) \Phi_{\mathcal{A}}(0,v) - \Phi_{\text{rand}}(u,v) + \Phi_{\text{rand}}(u,0) \Phi_{\text{rand}}(0,v) \right| \\
\leq \left| \Phi_{\mathcal{A}}(u,v) - \Phi_{\text{rand}}(u,v) \right| + \left| \Phi_{\mathcal{A}}(u,0) \Phi_{\mathcal{A}}(0,v) - \Phi_{\text{rand}}(u,0) \Phi_{\text{rand}}(0,v) \right| \\
\leq \left| \Phi_{\mathcal{A}}(u,v) - \Phi_{\text{rand}}(u,v) \right| + \left| \Phi_{\mathcal{A}}(u,0) - \Phi_{\text{rand}}(u,0) \right| + \left| \Phi_{\mathcal{A}}(0,v) - \Phi_{\text{rand}}(0,v) \right| \\
\ll \frac{1}{(\log N)^A},
\]
where the last estimate follows from Theorem 5.1. Hence,
\[
(7.3) \quad I_{11} \ll \frac{1}{(\log N)^A} \left( \log \left( c_0 \frac{\log N}{(\log \log N)^B} \right) \right)^2 \ll (\log N)^{-A} (\log \log N)^2.
\]
Next we set
\[
I_{12} = \int \int_{C(r)} \left| \frac{\Phi_{\mathcal{A}}(u,v) - \Phi_{\text{rand}}(u,v)}{uv} \right| \, du \, dv
\]
in (7.2). We have
\[
\Phi_{\mathcal{A}}(u,v) = (\Phi_{\mathcal{A}}(u,v) - \Phi_{\mathcal{A}}(u,0) \Phi_{\mathcal{A}}(0,v) + 1) - (\Phi_{\mathcal{A}}(u,0) - 1) (\Phi_{\mathcal{A}}(0,v) - 1) \\
= \int \int_{\mathbb{R}^2} (e^{iuv} - 1)(e^{jv} - 1) \, d\mu_{\mathcal{A}}(x,y) \\
- \left( \int \int_{\mathbb{R}^2} (e^{iuv} - 1) \, d\mu_{\mathcal{A}}(x,y) \right) \left( \int \int_{\mathbb{R}^2} (e^{jv} - 1) \, d\mu_{\mathcal{A}}(x,y) \right).\]
Notice that \(e^{i\theta} - 1 \ll |\theta|\) for any \(\theta \in \mathbb{R}\). Thus,
\[
\Phi_{\mathcal{A}}(u,v) \ll |uv| \int \int_{\mathbb{R}^2} |x| \, d\mu_{\mathcal{A}}(x,y) + |uv| \left( \int \int_{\mathbb{R}^2} |x| \, d\mu_{\mathcal{A}}(x,y) \right) \left( \int \int_{\mathbb{R}^2} |y| \, d\mu_{\mathcal{A}}(x,y) \right) \\
\ll |uv| \int \int_{\mathbb{R}^2} (x^2 + y^2) \, d\mu_{\mathcal{A}}(x,y) + |uv| \left( \frac{1}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} \left| \frac{L}{E} (1 + it, \pi \otimes \chi_D) \right|^2 \right)^2 \\
\ll |uv|,
\]
where the last estimate follows from Lemma 2.14. Similarly, we have \(\Phi_{\text{rand}}(u,v) \ll |uv|\). It follows that
\[
(7.4) \quad I_{12} \ll \text{meas}(C(r)) \ll rR = (\log N)^{-B} \frac{\log N}{(\log \log N)^2} \ll (\log N)^{-B+1}.
\]
Hence, by (7.3) and (7.4), we have
\[
(7.5) \quad I_1 \ll \max \left( (\log N)^{-B+1}, (\log N)^{-A} (\log \log N)^2 \right).
\]
Let us now estimate
\[ I_2 = \int_{-R}^R \left| \frac{\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)}{u} \right| \, du. \]

We have
\[ I_2 = \int_{-R}^{-r} \left| \frac{\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)}{u} \right| \, du + \int_{r}^R \left| \frac{\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)}{u} \right| \, du \]
\[ + \int_{-r}^{r} \left| \frac{\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)}{u} \right| \, du. \]

Observe that
\[ \int_{-R}^{-r} \left| \frac{\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)}{u} \right| \, du \ll \log \left( \frac{R}{r} \right) \sup_{u \in [-R,R]} |\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)| \]
\[ \ll (\log N)^{-A} \log \log N. \]

Also notice that
\[ \Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0) = \int_{\mathbb{R}^2} (e^{iux} - 1) \, d\mu_{\mathcal{A}(N)}(x, y) - \int_{\mathbb{R}^2} (e^{iu\cdot\mathbf{x}} - 1) \, d\mu_{\text{rand}}(x, y) \]
\[ \ll |u| \left( \int_{\mathbb{R}^2} x^2 \, d\mu_{\mathcal{A}(N)}(x, y) \right)^{\frac{1}{2}} + |u| \left( \int_{\mathbb{R}^2} x^2 \, d\mu_{\text{rand}}(x, y) \right)^{\frac{1}{2}} \]
\[ \ll |u|. \]

For the last estimate, we used the bound
\[ \frac{1}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} \mathbb{R}^2 \left( \frac{L'}{L} (1 + it, \pi \otimes \chi_D) \right) \ll 1, \]
which follows from Lemma 2.14. Therefore,
\[ \int_{-r}^{r} \left| \frac{\Phi_{\mathcal{A}(N)}(u, 0) - \Phi_{\text{rand}}(u, 0)}{u} \right| \, du \ll r = (\log N)^{-B}, \]
and so
(7.6) \[ I_2 \ll (\log N)^{-B}, (\log N)^{-A} \log \log N. \]

Similarly, we have
(7.7) \[ I_3 \ll (\log N)^{-B}, (\log N)^{-A} \log \log N. \]

Taking \( A = B = 2 \) and applying the estimates (7.5), (7.6), and (7.7) in (7.1) give
\[ \sup_{(x,y) \in \mathbb{R}^2} |F_{\mathcal{A}(N)}(x, y) - G_{\text{rand}}(x, y)| \ll \frac{(\log N)^2}{\log N}. \]

Next let \( \mathcal{R} = [a, b] \times [c, d] \), then we can write
\[ |\mu_{\mathcal{A}(N)}(\mathcal{R}) - \mu_{\text{rand}}(\mathcal{R})| \leq |F_{\mathcal{A}(N)}(b, d) - G_{\text{rand}}(b, d)| - |F_{\mathcal{A}(N)}(a, d) - G_{\text{rand}}(a, d)| \]
\[ - |F_{\mathcal{A}(N)}(b, c) - G_{\text{rand}}(b, c)| + |F_{\mathcal{A}(N)}(a, c) - G_{\text{rand}}(a, c)|. \]

It follows that
(7.8) \[ \sup_{\mathcal{R} \subset \mathbb{C}} |\mu_{\mathcal{A}(N)}(\mathcal{R}) - \mu_{\text{rand}}(\mathcal{R})| \ll \frac{(\log \log N)^2}{\log N}. \]
where $\mathcal{R}$ varies over all rectangles in $\mathbb{C}$ with sides parallel to the axes.

Finally since $\mathcal{A}(N) = \mathcal{F}(N) \setminus \mathcal{E}(N)$ and, by Theorem 2.9, $\mathcal{E}(N) \ll N^{\frac{3}{4}}$, we have

\begin{equation}
\sup_{\mathcal{R} \subset \mathbb{C}} |\mu_{\mathcal{F}(N)}(\mathcal{R}) - \mu_{\text{rand}}(\mathcal{R})| = \sup_{\mathcal{R} \subset \mathbb{C}} \left| \frac{1}{|\mathcal{F}(N)|} \sum_{D \in \mathcal{A}(N)} 1_{\mathcal{R}} \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right) \right|
+ \sup_{\mathcal{R} \subset \mathbb{C}} \left| \frac{|\mathcal{A}(N)|}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} 1_{\mathcal{R}} \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right) - \mu_{\text{rand}}(\mathcal{R}) \right|
\ll N^{-\frac{1}{4}} + \sup_{\mathcal{R} \subset \mathbb{C}} \left| \frac{1}{|\mathcal{A}(N)|} \sum_{D \in \mathcal{A}(N)} 1_{\mathcal{R}} \left( -\frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right) - \mu_{\text{rand}}(\mathcal{R}) \right|.
\end{equation}

Now from (7.8) and (7.9), we conclude that

$$\sup_{\mathcal{R} \subset \mathbb{C}} |\mu_{\mathcal{F}(N)}(\mathcal{R}) - \mu_{\text{rand}}(\mathcal{R})| \ll \frac{(\log \log N)^2}{\log N}.$$  \(\square\)

### 8. Proof of Theorem 1.5

In this section, we prove Theorem 1.5. We need the following lemmas, the second of which (Lemma 8.2) asserts that the smooth density function $M_{\text{rand}}$ associated with $\mu_{\text{rand}}$ is positive. For the proof of Lemma 8.2, we follow in parts the idea sketched in the remark on [16, page 60]. We use the notion of convolution and infinite convolution of distribution functions, the definitions of which can be found in [16, Sections 2, 4] or [1, Section 2] among other references.

**Lemma 8.1.** Let $\sum x_n$ be a conditionally convergent series of real numbers. Let $\alpha$ and $\epsilon > 0$ be fixed. Then there exists a series $\sum y_n$, where $y_n \in \{0, x_n, -x_n\}$ such that

$$|\sum y_n - \alpha| < \epsilon.$$

**Proof.** Let $\alpha > 0$ and $0 < \epsilon < 2\alpha$ be given. By our assumptions, there exist positive integers $k$ and $N$ large enough such that

$$\alpha - \frac{\epsilon}{2} \leq \sum_{n=k}^{N} |x_n| \leq \alpha + \frac{\epsilon}{2}$$

and

$$-\frac{\epsilon}{2} \leq \sum_{n=k+1}^{\infty} x_n \leq \frac{\epsilon}{2}.$$  

We get the desired result by choosing

$$y_n = \begin{cases} 0 & \text{if } 1 \leq n \leq N - 1, \\ |x_n| & \text{if } N \leq n \leq k, \\ x_n & \text{if } n \geq k + 1. \end{cases}$$

If $\alpha < 0$, we get the result by applying the previous argument to $-\alpha$. Finally, if $\alpha = 0$ we set

$$y_n = \begin{cases} 0 & \text{if } 1 \leq n \leq N - 1, \\ x_n & \text{if } n \geq N, \end{cases}$$

where $N$ is chosen so that $-\epsilon \leq \sum_{n=N}^{\infty} x_n \leq \epsilon$. \(\square\)
**Lemma 8.2.** Let \( X_p \) be a sequence of discrete random variables such that
\[
P(X_p = a) = \begin{cases} \frac{a_p}{b_p}, & \text{if } a = \pm 1, \\ b_p, & \text{if } a = 0, \end{cases}
\]
where \( 0 < a_p, b_p < 1 \) and \( 2a_p + b_p = 1 \). Let \( f(z) = \sum_{k=1}^{\infty} l_k z^k \) be an analytic function in a disk \( |z| < \rho \). Consider the random series
\[
\sum_p \lambda_p f(r_p X_p),
\]
where the sequences \( \{\lambda_p\} \) and \( \{r_p\} \) are such that \( 0 < |r_p| < \rho \) and \( \lambda_p f(r_p X_p) \in \mathbb{R} \). Assume that this random series is almost surely convergent with distribution function \( F \). In addition, assume that
\[
F = *_p F_p = (*_{p \in P_1} F_p) (*_{p \in P_2} F_p)
\]
is the infinite convolution of the distribution functions attached to the random variables \( \lambda_p f(r_p X_p) \), and \( P_1 \) and \( P_2 \) are two disjoint subsets of primes such that \( P_1 \cup P_2 \) is the set of all prime numbers. Assume that \( F, *_{p \in P_1} F_p, \) and \( *_{p \in P_2} F_p \) are absolutely continuous with continuous density functions \( h, h_1, \) and \( h_2 \) respectively. If \( \sum_p \sum_{k=1}^{\infty} |l_k \lambda_p r_p^k| \) is divergent, then \( h(x) > 0 \) for all \( x \in \mathbb{R} \).

**Remark 8.3.** Note that a sufficient condition for the divergence of \( \sum_{p,k \geq 1} |l_k \lambda_p r_p^k| \) is that \( l_1 \neq 0, \sum_p |\lambda_p r_p| = \infty \), and \( \sum_{p,k \geq 1} |l_k \lambda_p r_p^k| < \infty \).

**Proof of Lemma 8.2.** Since \( \sum_{p,k \geq 1} |l_k \lambda_p r_p^k| \) is divergent and \( \sum_p \lambda_p f(r_p X_p) \) is almost surely convergent, then
\[
\left\{ \sum_p \lambda_p f(r_p X_p) < \infty, \ X_p \in \{-1, 0, 1\} \right\}
\]
is dense in \( \mathbb{R} \) by Lemma 8.1. Thus, by [15, Proposition B.10.8], the support of \( \sum_p \lambda_p f(r_p X_p) \) is all of \( \mathbb{R} \). Therefore, \( \int_{-b}^{a} h(x) \, dx > 0 \) for all \( a, b \in \mathbb{R} \) with \( a < b \). Hence, \( h(u) \) is not identically zero on any interval \( (a, b) \). Now since \( \sum_p \sum_{k=1}^{\infty} |l_k \lambda_p r_p^k| \) is divergent, we can assume without loss of generality that \( \sum_{p \in P_1} \sum_{k=1}^{\infty} |l_k \lambda_p r_p^k| \) is divergent as well. By another application of Lemma 8.1 and [15, Proposition B.10.8], we have that \( h_1(u) \) is not identically zero on any interval \( (a, b) \). By our assumption, we have
\[
h(x) = \int_{\mathbb{R}} h_1(x-u) h_2(u) \, du.
\]
Since \( \int_{\mathbb{R}} h_2(u) \, du = 1 \) and \( h_2 \) is continuous, there is an interval \( (c, d) \) such that \( h_2(u) > 0 \) on \( (c, d) \). Since also \( h_1(x-u) > 0 \) on some subinterval \( (c', d') \) of \( (c, d) \), then
\[
h(x) = \int_{\mathbb{R}} h_1(x-u) h_2(u) \, du \geq \int_{c'}^{d'} h_1(x-u) h_2(u) \, du > 0.
\]
Thus, \( h(x) > 0 \) for any \( x \in \mathbb{R} \). \( \square \)

Applying this lemma to the random series
\[
-Ld(1 + it, \pi, X) = \sum_p \log p \sum_{j=1}^{d} \frac{\alpha_{j,s}(p) X_p}{p^{s+\frac{d}{2}} X_p}
\]
yields:

**Corollary 8.4.** Let \( t \in \mathbb{R} \) be fixed, and let \( \pi \) be a cuspidal automorphic representation of \( \text{GL}_d(\mathbb{A}_Q) \) with unitary central character such that \( \pi \cong \bar{\pi} \otimes \det^{2i t} \). Then \( -Ld(1 + it, \pi, X) \) has an absolutely continuous distribution with a positive density function.
We are now ready to prove Theorem 1.5.

Proof of Theorem 1.5. Let $\eta = \eta(N)$ be a positive parameter which will be chosen so that $\eta(N) \to 0$ as $N \to \infty$. Let

$$\Psi_N(\eta) = \left| \left\{ D \in \mathcal{F}(N) : \left| \frac{L'}{L}(1 + it, \pi \otimes \chi_D) \right| \leq \eta \right\} \right|.$$ 

By Theorem 1.2, we have

$$\frac{\Psi_N(\eta)}{\mathcal{F}(N)} = \mu_{\text{rand}}\left((- \eta, \eta)\right) + O\left(\frac{(\log \log N)^2}{\log N}\right).$$

Let $M_{\text{rand}}$ be the smooth density function associated with $\mu_{\text{rand}}$. By Corollary 8.4, we know that $M_{\text{rand}}(x) > 0$ for all $x \in \mathbb{R}$. It follows that

$$\mu_{\text{rand}}\left((- \eta, \eta)\right) = \int_{-\eta}^{\eta} M_{\text{rand}}(x) \, dx \gg \eta.$$

Choosing $\eta = C \frac{(\log \log N)^2}{\log N}$ for some large enough positive constant $C$ yields

$$\frac{\Psi_N(\eta)}{\mathcal{F}(N)} \gg \frac{(\log \log N)^2}{\log N}.$$ 

Hence, we get $m_N \ll \frac{(\log \log N)^2}{\log N}$ as desired. \qed
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