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Abstract

Measurements of electroweak precision observables at future electron-position colliders, such as the CEPC, FCC-ee, and ILC, will be sensitive to physics at multi-TeV scales. To achieve this sensitivity, precise predictions for the Standard Model expectations of these observables are needed, including corrections at the three- and four-loop level. In this article, results are presented for the calculation of a subset of three-loop mixed electroweak-QCD corrections, stemming from diagrams with a gluon exchange and two closed fermion loops. The numerical impact of these corrections is illustrated for a number of applications: the prediction of the W-boson mass from the Fermi constant, the effective weak mixing angle, and the partial and total widths of the Z boson. Two alternative renormalization schemes for the top-quark mass are considered, on-shell and $\overline{\text{MS}}$. 
1 Introduction

The term electroweak precision observable (EWPO) refers to a class of quantities that are intimately connected to properties of the electroweak $W$ and $Z$ bosons. These quantities can be measured with high precision, and they permit a clean and robust theoretical description within the Standard Model (SM), with negligible non-perturbative contributions. Therefore they can be used to put severe constraints on many models beyond the SM. A widely used set of EWPOs includes (a) the $W$-boson mass, $M_W$, which can be predicted within the SM from the Fermi constant for muon decay, $G_\mu$, (b) the partial widths of the $Z$-boson into different fermion final states, $\Gamma_f$, extracted from measurements of the cross-section for $e^+e^- \rightarrow f\bar{f}$ at the $Z$ peak, and (c) the effective weak mixing angle $\sin^2 \theta_{\text{eff}}$, which is related to the ratio of the vector/axial-vector $Zff$ couplings and can be determined from measurements of parity-violating asymmetries at the $Z$ peak. Predictions for these observables within the SM are currently known up to full two-loop level [1–10], and partial three- and four-loop level, where “partial” refers to contributions that are enhanced by powers of the top Yukawa coupling, $\alpha_t = \frac{y_t}{4\pi}$ [11–13].

It has been proposed that future high-luminosity $e^+e^-$ colliders may re-measure these EWPOs with significantly increased precision. These proposals include the circular colliders CEPC [14] and FCC-ee [15], as well as the linear collider ILC/Giga-Z [16]. Hence the further effort from the theory side is desirable. In Ref. [17], it has argued that the most important missing higher-order corrections are the three-loop contributions given at $\mathcal{O}(\alpha^3)$, $\mathcal{O}(\alpha^2\alpha_s)$, $\mathcal{O}(\alpha\alpha_s^2)$, where $\alpha$ and $\alpha_s$ refer to EW and QCD couplings, respectively. These corrections can be further classified according to the number of closed fermion loops in the diagrams. Contributions with multiple fermion loops are especially important since they are numerically enhanced by powers of the top-quark mass and the total flavor number of fermion flavors.

In [18], results have been presented for the three-loop electroweak corrections with the maximal number of fermion loops. In this article, we report on the computation of the leading fermionic correction at the order $\mathcal{O}(\alpha\alpha_s^2)$, which involves diagrams with two closed fermion loops and one gluon exchange. It is demonstrated that the size of the leading fermionic corrections at $\mathcal{O}(\alpha\alpha_s^2)$ are comparable to those at the order $\mathcal{O}(\alpha^3)$, as expected from Ref. [17].

This paper is organized as follows. In section 2, we introduce the renormalization schemes we adopted and illustrate the types of diagrams relevant for the mixed EW–QCD contributions considered in this calculation. Section 3 discusses the definition of each EWPOs that we compute. We describe the methods used for the calculation, with a discussion of several technique aspects, in section 4. Numerical results for each EWPO are given in section 5 and section 6 for two different definitions on the top-quark mass: on-shell and $\overline{\text{MS}}$. Finally, our summary is given in section 7.

2 Renormalization

In this work, the on-shell (OS) renormalization scheme is adopted for electroweak radiative corrections. However, when computing $\mathcal{O}(\alpha^2\alpha_s)$ corrections to electroweak observables, one
needs to include QCD corrections in the renormalization of the top-quark mass, and the modified minimal subtraction (\(\overline{\text{MS}}\)) scheme is more commonly used for QCD calculations. Therefore, we consider two alternative schemes for the top-quark mass, OS, and \(\overline{\text{MS}}\). The OS mass is closely related to the experimental top-quark mass determined by using the template fit approach \[19\]. However, the OS top mass is subject to the renormalon ambiguity and other non-perturbative QCD effects. In contrast, the \(\overline{\text{MS}}\) mass is protected from such long-distance phenomena and thus preferable from a theoretical point of view. Therefore, it is worth to perform the calculation in both mass renormalization schemes. The values of the top-quark mass in these two schemes are related by a non-divergent function, which has been computed up to four-loop level \[20\].

In the on-shell scheme, the electromagnetic charge is defined as the electromagnetic coupling strength in the Thomson limit, and on-shell external fields are renormalized to unity. Furthermore, renormalized masses are defined through the location of the propagator poles. However, for an unstable massive particle, the pole of the propagator is complex, in which case the renormalized mass coincides with the real part of the complex pole, while the imaginary part is associated with the decay width of the particle as follows,

\[ s_0 \equiv M^2 - i M \Gamma, \]  

where \(M\) is the on-shell mass, while \(\Gamma\) is the decay width of an unstable massive particle\[\ast\].

Including radiative corrections, the inverse massive gauge boson two-point function can be written as

\[ D(p^2) = p^2 - M^2 - \delta Z(p^2 - M^2) + \Sigma(p^2) - \delta M^2, \]  

where \(\Sigma(p^2)\) is the transverse part of the gauge boson self-energy, and \(\delta M^2\) is the mass counterterm. Quantity \(\delta Z\) describes the counterterm contributions of the field strength. For simplicity we set \(\delta Z = 0\) for the massive gauge bosons, which is justified by the fact that, being unstable, they appear only as internal particles in a physical process\[\dagger\].

In the on-shell scheme, setting \(D(s_0) = 0\) and using eqs. (1) and (2) leads to the conditions

\[ \delta M^2 = \text{Re} \Sigma(M^2 - i M \Gamma), \]  

\[ \Gamma = \frac{1}{M} \text{Im} \Sigma(M^2 - i M \Gamma). \]

Expanding eq. (3) and eq. (4) iteratively in orders of perturbation theory, the W-mass counterterm is found to be

\[ \delta M^2_{W(\alpha, \alpha)} = \text{Re} \Sigma_{W(\alpha, \alpha)}(M_W^2), \]  

\[ \delta M^2_{W(\alpha, \alpha^2)} = \text{Re} \Sigma_{W(\alpha, \alpha^2)}(M_W^2) + [\text{Im} \Sigma_{W(\alpha, \alpha)}(M_W^2)] [\text{Im} \Sigma'_{W(\alpha)}(M_W^2)]. \]

\[\ast\]We would like to remind the reader that this definition of the mass and width is theoretically well-defined and gauge-invariant \[21\], but it differs from the definition used in experimental analyses. Due to this difference, the experimental mass and width \(M, \Gamma\), respectively, are related to \(M, \Gamma\) by the relations \(\overline{M} = M/\sqrt{1 + \Gamma^2/M^2}, \overline{\Gamma} = \Gamma/\sqrt{1 + \Gamma^2/M^2}\) \[22\].

\[\dagger\]In our calculations, we have checked explicitly that any field renormalization counterterms for the massive gauge bosons cancel in the result for a physical observable.
Here and in the following the subscripts in parenthesis denote the loop order. Furthermore, Σ' denotes the derivative of the self-energy with respect to the external momentum. Due to the γ–Z mixing effects, deriving the Z-mass counterterm is more subtle (see detailed discussion in Ref. [18]):

\[
\begin{align*}
\delta M^2_{Z(\alpha_s,\alpha)} &= \text{Re} \Sigma_{Z(\alpha_s,\alpha)}(M^2_Z), \\
\delta M^2_{Z(\alpha_s,\alpha^2)} &= \text{Re} \Sigma_{Z(\alpha_s,\alpha^2)}(M^2_Z) + \text{Im} \Sigma_{Z(\alpha_s,\alpha)}(M^2_Z) \text{Im} \Sigma'_{Z(\alpha_s,\alpha)}(M^2_Z) \\
&+ \frac{2}{M^2_Z} \text{Im} \Sigma_{\gamma Z(\alpha_s,\alpha)}(M^2_Z) \text{Im} \Sigma_{\gamma Z(\alpha_s,\alpha)}(M^2_Z) + \frac{1}{2} M^2_Z \delta Z^\gamma_{(\alpha)} \delta Z^\gamma_{(\alpha_s,\alpha)}. 
\end{align*}
\]

The self-energies receive contributions from one and two-loop diagrams with counterterm insertions shown in Fig. [1].

For counterterm insertions on internal fermionic lines, one needs to derive the mass counterterms for massive fermions. Writing the inverse massive fermion two-point function as

\[
D_\psi(p) = \frac{1}{p - M + \Sigma_{\psi}(p^2) + \delta Z_{\psi}(p - M) - \delta M_\psi} \\
= \frac{1}{p + [1 + \Sigma_{V}(p^2) + \delta Z_{\psi}] + M \left[-1 + \Sigma_{S}(p^2) - \delta Z_{\psi} - \frac{\delta M}{M}\right]},
\]

where \(\Sigma_{\psi}(p^2) = \psi \Sigma_{V}(p^2) + M \Sigma_{S}(p^2)\) is the fermion self-energy, which can be split into a vector and a scalar part. In this work, the masses of all fermions except the top quark is set to zero. The OS top mass is defined by imposing the condition \(D_t(p)|_{p^2 = M_t^2 - i\delta M_t} = 0\) and expanding up to one-loop order (in which case the top width can be neglected), leading to

\[
\delta M_t(\alpha_s) = M_t [\text{Re} \Sigma_{V(\alpha_s)}(M_t^2) + \text{Re} \Sigma_{S(\alpha_s)}(M_t^2)].
\]

Alternatively, in the \(\overline{\text{MS}}\) scheme the counterterm only contains the divergent piece along with \(\text{log} 4\pi\) and the Euler number \(\gamma_E\). At one-loop order it reads:

\[
\delta m_t(\alpha_s) = -\frac{3 C_F g_s^2}{16 \pi^2} \left(\frac{1}{\epsilon} + \text{log} 4\pi - \gamma_E\right) m_t(\mu).
\]

Here the lower case \(m\) is used to denote \(\overline{\text{MS}}\) quantities, and \(\mu\) is the renormalization scale.

At one-loop level, the relation between the OS and \(\overline{\text{MS}}\) mass can be easily derived from these formulae, with the result

\[
\frac{M_t}{m_t} = 1 + \frac{\alpha_s C_F}{4\pi} \left(3 \text{log} \frac{M_t^2}{\mu^2} - 4\right) + \mathcal{O}(\alpha_s^2).
\]

\(^\dagger\text{Here we have ignored parity-violating interactions since for our purposes we only need QCD corrections to the fermion masses.}\)

\(^\S\text{In our practical calculations, we excluded the dependence on log 4π and γ_E to match the conventions used in TVID 2.1.}\)
\[ \Sigma_{t(\alpha_s)} = \text{Figure 1: Diagrams with closed fermion loops contributing to self-energies at different orders.} \]

\[ \Sigma_{V_1V_2(\alpha_s\alpha)} = \text{Vertices "⊕" and "×" indicate the counterterms at the loop order } O(\alpha_s\alpha) \text{ and } O(\alpha) \text{ or } O(\alpha_s), \text{ respectively. Note that there are no actual three-loop diagrams with two explicit closed fermion loops at the order } O(\alpha_s\alpha^2) \text{, but instead, all contributions stem from sub-loop counterterm insertions.} \]

\[ \delta Z_{e(\alpha_s\alpha^2)} = 3 \delta Z_{e(\alpha)} \delta Z_{e(\alpha_s\alpha)}, \]

where \( \Pi_{\gamma\gamma}(q^2) = \frac{\Sigma_{\gamma\gamma}(q^2)}{q^2}. \)

Here \( \Sigma_{\gamma\gamma}' \) denotes the derivative of the massive-top loop contribution to the photon self-energy. The symbol \( \Delta \alpha \) in eq. (11) stems from light-fermion two-loop contributions in the photon vacuum polarization,

\[ \Delta \alpha = \Pi_{\gamma\gamma}(M_Z^2) - \Pi_{\gamma\gamma}(0), \]

where \( \Pi_{\gamma\gamma}(q^2) \) can be further divided into a leptonic part, which is perturbatively calculable [23], and a hadronic part that becomes non-perturbative for small \( q^2 \). With the help of dispersion relation, one can extract the hadronic contribution from experimental measurements of \( e^+e^- \rightarrow \text{had.} \) [24]. Given that \( \Delta \alpha \) is inherently non-perturbative, it is not strictly associated with any loop order in (11)–(13), but one can maintain the correct book-keeping by including it in the one-loop counterterm.
3 Computation of observables

In the SM the Fermi constant is defined through

\[ G_\mu = \frac{\pi \alpha}{\sqrt{2} s_W^2 M_W^2} (1 + \Delta r), \]

(16)

where \( s_W^2 = 1 - M_W^2/M_Z^2 \) and \( \Delta r \) includes the contribution from radiative corrections. When focusing on corrections with maximal number of closed fermion loops, \( \Delta r \) receives contributions from the \( W \)-boson self-energy and counterterms for the \( W \) mass and \( W \ell \nu \) vertex, see Ref. [18] for details.

\( G_\mu \) can be determined with high precision from measurements of the muon decay lifetime [25]. This measurement together with eq. (16) can then be used to obtain a prediction for the \( W \)-boson mass within the SM.

The effective weak mixing angle and the partial decay widths are both related to the effective vector and axial-vector couplings of the \( Z \)-boson to \( f \bar{f} \), denoted \( v_f \) and \( a_f \), respectively. When limiting ourselves to corrections with closed fermion loops, \( v_f \) and \( a_f \) receive contributions from vertex counterterms, as well as photon–\( Z \) mixing. See Ref. [18] for explicit expressions.

In terms of these effective couplings, the effective weak mixing angle is given by

\[ \sin^2 \theta^f_{\text{eff}} = \frac{1}{4 |Q_f|} \left( 1 + \text{Re} \frac{v_f}{a_f} \right)_{s=M_Z^2}. \]

(17)

The derivation of the partial width, \( \Gamma_f \), for \( Z \to f \bar{f} \) is more involved and requires the use of the optical theorem. Its has the general form

\[ \Gamma_f = \frac{N_f^f M_Z}{12 \pi} C_Z \left[ \mathcal{R}^f_V |v_f|^2 + \mathcal{R}^f_A |a_f|^2 \right]_{s=M_Z^2}. \]

(18)

Here \( N_f^f = 3(1) \) for quarks (leptons), and the radiator functions \( \mathcal{R}_{V,A} \) represent final-state QCD and QED corrections. For contributions with maximal number of closed fermion loops they are simply \( \mathcal{R}_{V,A} = 1 \). \( C_Z \) depends on \( Z \) self-energy contributions and must be determined recursively order-by-order [18]. At \( \mathcal{O}(\alpha^2 \alpha_s) \) one finds

\[ \Delta \Gamma_{f, (\alpha^2 \alpha_s)} = \frac{N_f^f M_Z}{12 \pi} C_Z \left[ \Delta F^f_{V, (\alpha^2 \alpha_s)} + \Delta F^f_{A, (\alpha^2 \alpha_s)} \right]_{s=M_Z^2}, \]

(19)

\[ \delta F^f_{V, (\alpha^2 \alpha_s)} = v_f^2(0) \left[ 2 (\text{Re} \Sigma^\prime_{Z(\alpha)}) (\text{Re} \Sigma^\prime_{Z(\alpha)}) - \text{Re} \Sigma^\prime_{Z(\alpha \alpha^2)} \right] - \frac{1}{2} (\text{Im} \Sigma_{Z(\alpha)}) (\text{Im} \Sigma^\prime_{Z(\alpha)}) - \frac{1}{2} \delta Z^{(\alpha)}_{\gamma Z} \delta Z^{(\alpha)}_{\gamma Z} \]

\[ + 2 \text{Re} (v_f(0) v_f(\alpha)) (-\text{Re} \Sigma_{Z(\alpha)}) + 2 \text{Re} (v_f(0) v_f(\alpha \alpha^2)) (-\text{Re} \Sigma^\prime_{Z(\alpha)}) \]

\[ + 2 \text{Re} (v_f^*(\alpha) v_f(\alpha \alpha^2)) + 2 \text{Re} (v_f(0) v_f(\alpha \alpha^2)), \]

(20)
and analogously for $\delta F^f_A(\alpha_s \alpha^2)$. Note that $\Sigma_Z$ includes $Z-\gamma$ mixing effects, given by

$$\Sigma_Z(p^2) = \Sigma_{ZZ}(p^2) - \frac{[\hat{\Sigma}_{\gamma Z}(p^2)]^2}{p^2 + \hat{\Sigma}_{\gamma \gamma}(p^2)}, \quad (21)$$

$$\hat{\Sigma}_{\gamma Z}(p^2) = \Sigma_{\gamma Z}(p^2) + \frac{1}{2} \delta Z^\gamma Z(p^2 - \overline{M}_Z^2 - \delta \overline{M}_Z^2) + \frac{1}{2} \delta Z^\gamma Z p^2, \quad (22)$$

$$\hat{\Sigma}_{\gamma \gamma}(p^2) = \Sigma_{\gamma \gamma}(p^2) + \frac{1}{4} [\delta Z^\gamma Z]^2 (p^2 - \overline{M}_Z^2 - \delta \overline{M}_Z^2). \quad (23)$$

Furthermore, when neglecting light fermion masses, $\text{Im} \Sigma''_Z = 0$ at 1- and 2-loop order.

### 4 Technical aspects of the calculation

![Diagram](image)

**Figure 2:** *The master integral basis chosen in our calculation, with notation taken from [30].*

Most algebraic computations in this project are carried out by computer tools due to the lengthy expressions, within the framework of MATHEMATICA. FEYNARTS 3.3 [26] and FEYNCalc 9.2.0 [27] have been employed for generating amplitudes and computing some of the Dirac and tensor algebra. The reduction of two-loop amplitudes to a set of master integrals has been performed with two independent methods, one using integration-by-parts (IBP) identities as implemented in FIRE6 [28], and the other using the integral reduction techniques of Ref. [29]. The two-loop master integral topologies used in this work are shown in Fig. 2. TVID 2.1 [30] is used for the numerical evaluation of these master integrals. The masses and Yukawa couplings of all fermions except the top-quark have been neglected. Furthermore, CKM mixing of the top quark with other quark generations has been ignored.

For the computation of the renormalization counterterms, one needs the derivatives of two-loop self-energy functions, see e. g. eqs. (5),(6),(11),(12). The procedure for taking the
derivative at zero external momentum is different from the situation with non-zero momentum. Let us define $I(\nu_1, \nu_2, \ldots, m_1, m_2, \ldots; p^2)$ as one of the two-loop master integrals according to

$$I(\nu_1, \nu_2, \ldots, m_1, m_2, \ldots; p^2) = \int \frac{d^D q_1 \, d^D q_2}{(q_1^2 - m_1^2)^{\nu_1}((q_1 + p)^2 - m_2^2)^{\nu_2}((q_2 - q_1)^2 - m_3^2)^{\nu_3}(q_2^2 - m_4^2)((q_2 + p)^2 - m_5^2)^{\nu_5}}. \tag{24}$$

For $p^2 = 0$, one has $[31]$

$$\frac{\partial}{\partial p^2} I(...; p^2 = 0) = \frac{1}{2D} \frac{\partial^2}{\partial p_\mu \partial p^\mu} I(...; p^2) \bigg|_{p^2=0} = \frac{2}{D} \left[ (1 + \nu_2 + \nu_5 - \frac{D}{2}) (\nu_2 I(\nu_2 + 1) + \nu_5 I(\nu_5 + 1)) + m_2^2 \nu_2 (\nu_2 + 1) I(\nu_2 + 2) + m_2^4 \nu_5 (\nu_5 + 1) I(\nu_5 + 2) + \nu_2 \nu_5 (m_2^2 - m_3^2 + m_5^2) I(\nu_2 + 1, \nu_5 + 1) - I(\nu_2 + 1, \nu_3 - 1, \nu_5 + 1) \right]_{p^2=0}, \tag{25}$$

whereas for $p^2 \neq 0$, one obtains $[9]$

$$\frac{\partial}{\partial p^2} I(...; p^2 \neq 0) = -\frac{1}{2p^2} p^\mu \frac{\partial}{\partial p^\mu} I(...; p^2) = -\frac{1}{2p^2} \left[ (\nu_2 + \nu_5) I - \nu_2 I(\nu_1 - 1, \nu_2 + 1) - \nu_5 I(\nu_4 - 1, \nu_5 + 1) \right. \tag{26}$$

Then by using IBP identities, one can reduce the new $I(...; p^2)$ to a linear combination of the chosen master integrals. This can be carried out, for example, with the help of FIRE6.

All steps of the calculations described above have been carried out in two independent implementations. Due to the ambiguity in the choice of master integrals, the final algebraic expressions in terms of these basis functions may not be unique, so that a comparison at this level is difficult. However, numerical comparisons with the help of TVID yielded very good agreement between the two results. The cancellation of UV divergencies in TVID can be checked algebraically.

5 Numerical results in the on-shell scheme

To illustrate the numerical impact of the leading fermionic $\mathcal{O}(\alpha^2 \alpha_s)$ corrections, this section presents results for the input parameters listed in Tab. 1. The results do not depend very strongly on the choice of input values within experimentally allowed ranges. The numerical evaluation of master integrals has been carried out with TVID 2.1. Some $\mathcal{O}(D - 4)$ coefficients from scalar one-loop integrals have been computed by following Eq. 4.1 in Ref. 33.
\begin{align*}
M_Z &= 91.1876 \text{ GeV} \quad \Rightarrow \quad M_Z = 91.1535 \text{ GeV} \\
\Gamma_Z &= 2.4952 \text{ GeV} \\
M_W &= 80.358 \text{ GeV} \quad \Rightarrow \quad M_W = 80.331 \text{ GeV} \\
\Gamma_W &= 2.089 \text{ GeV} \\
M_t &= 173.0 \text{ GeV} \\
M_{f \neq t} &= 0 \\
\alpha_s &= 0.1179 \\
\alpha &= 1/137.035999084 \\
\Delta \alpha &= 0.05900 \\
G_\mu &= 1.1663787 \times 10^{-5} \text{ GeV}^{-2}
\end{align*}

**Table 1:** Benchmark values for the input parameters used in the numerical analysis, based on Ref. [32].

The correction to \( \Delta r \) is found to be

\[
\Delta r_{(\alpha^2 \alpha_s)} = -0.000109. \quad (27)
\]

Using eq. (16), this can be translated into a shift for the predicted value of the \( W \)-boson mass, given by

\[
\Delta M_{W(\alpha^2 \alpha_s)} \approx \frac{\pi \alpha M_Z^2}{2\sqrt{2} G_\mu M_W(M_Z^2 - 2M_W^2)} \Delta r_{(\alpha^2 \alpha_s)} = 1.70 \text{ MeV}. \quad (28)
\]

For the effective weak mixing angle and partial decay widths one obtains

\[
\Delta \sin^2 \theta_{\text{eff},(\alpha^2 \alpha_s)}^f = 1.31 \times 10^{-5}, \quad \text{[independent of the fermion type \( f \)]} \quad (29)
\]

\[
\Delta \Gamma_{f,(\alpha^2 \alpha_s)} = N_c^f \left[ -7.9 \times 10^{-4} (I_3^f)^2 + 2.69 \times 10^{-3} I_3^f Q_f - 0.0168 Q_f^2 \right] \text{ MeV},
\]

\[
\Delta \Gamma_{\ell,(\alpha^2 \alpha_s)} = -0.0157 \text{ MeV},
\]

\[
\Delta \Gamma_{\nu,(\alpha^2 \alpha_s)} = -2.0 \times 10^{-4} \text{ MeV},
\]

\[
\Delta \Gamma_{d,(\alpha^2 \alpha_s)} = -0.0049 \text{ MeV},
\]

\[
\Delta \Gamma_{u,(\alpha^2 \alpha_s)} = -0.0203 \text{ MeV},
\]

\[
\Delta \Gamma_{\text{tot},(\alpha^2 \alpha_s)} = -0.103 \text{ MeV}. \quad (30)
\]

In these results, \( M_W \) is taken as an independent input parameter. However, one can also assume that \( M_W \) is predicted from \( G_\mu \), in which case one needs to include the leading effect
Table 2: This table demonstrates the future experimental accuracies projected for CEPC, FCC-ee, and ILC for three EWPOs [14–16]. For ILC, the GigaZ option is considered, which is a Z-pole run with 100 fb$^{-1}$.

|                  | CEPC | FCC-ee | ILC/GigaZ |
|------------------|------|--------|-----------|
| $M_W$ [MeV]      | 1    | 1      | 2.5       |
| $\Gamma_Z$ [MeV] | 0.5  | 0.1    | 1.0       |
| $\sin^2 \theta_{\text{eff}}$ $[10^{-5}]$ | 2.3  | 0.6    | 1         |

The results presented above have been computed in terms of the gauge-invariant complex-pole definitions of the gauge-boson masses and widths, see the footnote on page 2. However, when translating the conventional (unbarred) mass and width definition, the results to not change within the significant digits quoted above, since $\Gamma^2/M^2$ is less than $10^{-3}$ for the $W$ and $Z$ bosons.

Compared with the current experimental precision for the EWPOs listed above, mainly from LEP, SLD and LHC, the mixed EW–QCD fermionic three-loop corrections computed here are negligible. For example, the direct measurements of the $W$ mass, effective weak mixing angle, and $Z$ width are $\delta M_W^{\exp} = 0.012$ GeV, $\delta \sin^2 \theta_{\text{eff}}^{\exp} = 0.00016$ and $\delta \Gamma_Z^{\exp} = 0.0023$ GeV. These are at least one order of magnitude larger than the corrections in eqs. (28), (31) and (33). However, for the anticipated precision of future high-luminosity $e^+e^-$ colliders, such as FCC-ee, CEPC or ILC [14–16], the corrections computed in this paper cannot be ignored, see Tab. 2.

In particular, when combining with the recently computed leading fermionic electroweak three-loop corrections [18], see Tab. 3 we observe significant corrections for $\Delta M_W$ and $\Delta \Gamma_Z$, while $\Delta' \sin^2 \theta_{\text{eff}}$ is rather small due to an accidental cancellation.
Table 3: This table shows the numerical results of the leading fermionic three-loop corrections to EWPOs at $O(\alpha^3)$ from Ref. \cite{18} and at $O(\alpha^2\alpha_s)$ presented here. One can see that the two contributions have comparable size, except for $\Delta M_W$, where the mixed EW–QCD three-loop correction is about four times larger in magnitude than the pure EW three-loop.

6 Numerical results in terms of the $\overline{\text{MS}}$ top mass

The numerical evaluation of the leading fermionic $O(\alpha^2\alpha_s)$ corrections in terms of the $\overline{\text{MS}}$ top mass keeps all input parameters the same given in Tab. \ref{tab:input}, except the top-quark mass, which we set to

$$m_t(\mu = m_t) = 163.229 \text{ GeV}.$$  \hfill (34)

The numerical results are summarized in Tab. \ref{tab:results}. While they have the same order of magnitude as the OS results in section 5, the specific numerical values differ noticeably. Overall, the fermionic $O(\alpha^2\alpha_s)$ corrections are smaller in magnitude when using the $\overline{\text{MS}}$ top-quark mass rather than the OS mass. This matches the pattern in previous calculations of $O(\alpha\alpha_n)$, where a better convergence behavior was observed for the $\overline{\text{MS}}$ top mass \cite{12,13}.

When using $\overline{\text{MS}}$ renormalization for the top-quark mass at $O(\alpha^2\alpha_s)$, one must also use the $\overline{\text{MS}}$ top-quark mass, eq. (34), as input at the lower order $O(\alpha^2)$, for the sake of consistency. The leading fermionic $O(\alpha^2)$ contributions have previously been computed in Refs. \cite{2,3,6,7,9} and re-evaluated in Ref. \cite{18}. The corresponding numbers of both perturbative orders are listed in Table 5. One can see that the numerical changes at $O(\alpha^2)$ and $O(\alpha^2\alpha_s)$ partially compensate each other when going from the OS to the $\overline{\text{MS}}$ scheme. This is expected since the all-order results should be identical in both schemes (up to non-perturbative effects).

The difference of the sum $O(\alpha^2) + O(\alpha^2\alpha_s)$ between the two schemes could be used as an

| $\Delta \sin^2 \theta_{\text{eff}}$ | $\Delta \Gamma_{\ell,\nu}$ | $\Delta \Gamma_d,\Gamma_u,\Gamma_{\text{tot}}$ |
|---------------------------|---------------------|----------------------|
| -0.50                     | 0.75                | -0.76                |
| -0.003                   | 0.0047               | 0.0223               |
| 0.009                    | 0.0086               | 0.0183               |
| -0.0018                 | -0.0029              | 0.0143               |

Table 4: Leading fermionic three-loop corrections to EWPOs at $O(\alpha^2\alpha_s)$ with $\overline{\text{MS}}$ prescription for the top mass.
Table 5: Numerical comparison of leading fermionic $\mathcal{O}(\alpha^2)$ and $\mathcal{O}(\alpha^2 \alpha_s)$ results between the on-shell and $\overline{\text{MS}}$ top-quark mass prescriptions. See text for more details.

|               | on-shell $M_t$ | $\overline{\text{MS}} m_t$ |
|---------------|----------------|----------------------------|
| $\Delta r$ [10^{-4}] | 7.85 | 7.56 |
| $\Delta \sin^2 \theta_{\text{eff}}$ [10^{-5}] | 30.98 | 31.18 |
| $\Delta \Gamma_\ell$ [MeV] | 0.2412 | 0.2284 |
| $\Delta \Gamma_\nu$ [MeV] | 0.4145 | 0.4152 |
| $\Delta \Gamma_d$ [MeV] | 0.6666 | 0.6780 |
| $\Delta \Gamma_u$ [MeV] | 0.4964 | 0.4911 |
| $\Delta \Gamma_{\text{tot}}$ [MeV] | 4.951 | 4.947 |

Conclusions

This article reports on the calculation of mixed electroweak–QCD $\mathcal{O}(\alpha^2 \alpha_s)$ corrections with two closed fermion loops to several important electroweak precision observables: the W-boson mass predicted from the Fermi constant, the partial and total decay widths of the Z-boson, and the effective weak mixing angle. On a technical level, this required the calculation of one- and two-loop self-energy integrals, as well as the derivation of the appropriate renormalization counterterms. To ensure gauge invariance, the complex pole scheme is adopted for the W- and Z-boson mass renormalization. Numerical results were presented for two definitions of the top-quark mass: in eqs. (27)–(33) for the on-shell scheme, and in Tab. 4 for the $\overline{\text{MS}}$ scheme.

The numerical size of the corrections was found to be small compared to the experimental precision for direct measurements of these quantities today. However, they will be important for electroweak studies at future $e^+e^-$ colliders, such as CEPC, FCC-ee, or ILC/GigaZ. The order of magnitude of the corrections in the on-shell scheme matches expectations from previous estimates [17, 34]. It is also observed that the magnitude of the leading fermionic $\mathcal{O}(\alpha^2 \alpha_s)$ contributions is reduced when using the $\overline{\text{MS}}$ scheme for the top-quark mass.

Overall, the numerical $\mathcal{O}(\alpha^2 \alpha_s)$ corrections are smaller than what one would estimate from naive counting of pre-factors, $\mathcal{O}(\alpha^2 \alpha_s) \sim (N_c n_q + n_\ell) \alpha \times N_c n_q \alpha \times C_F \alpha_s \sim 4 \times 10^{-3}$, where $n_q$ and $n_\ell$ are the numbers of quark and lepton flavors, respectively, and $N_c = 3$. This indicates that there are cancellations between diagrams. Consequently, the remaining $\mathcal{O}(\alpha^2 \alpha_s)$ corrections with only one closed fermion loop may be comparable in magnitude to the results presented in this article, and it will be important to compute them for the physics goals of future $e^+e^-$ colliders. These contributions require the evaluation of genuine 3-loop
integrals and thus significant additional work.
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