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Abstract In this paper, we establish a strong maximum principle for fractional diffusion equations with multiple Caputo derivatives in time, and investigate a related inverse problem of practical importance. Exploiting the solution properties and the involved multinomial Mittag-Leffler functions, we improve the weak maximum principle for the multi-term time-fractional diffusion equation to a stronger one, which is parallel to that for its single-term counterpart as expected. As a direct application, we prove the uniqueness for determining the temporal component of the source term with the help of the fractional Duhamel’s principle for the multi-term case.
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1 Introduction and main results

Let \( T > 0 \) and \( \Omega \subset \mathbb{R}^d \) (\( d = 1, 2, 3 \)) be an open bounded domain with a smooth boundary (for example, of \( C^\infty \) class). Fix a positive integer \( m \) and let \( \alpha_j, q_j \) (\( j = 1, \ldots, m \)) be positive constants such that \( 1 > \alpha_1 > \cdots > \alpha_m > 0 \) and \( q_1 = 1 \) without loss of generality. Consider the following initial-boundary value problem for a time-fractional diffusion equation

\[
\begin{aligned}
\sum_{j=1}^{m} q_j \partial_{t^{\alpha_j}} u(x,t) + Au(x,t) &= F(x,t) \quad (x \in \Omega, \ 0 < t \leq T), \\
u(x,0) &= a(x) \quad (x \in \Omega), \\
u(x,t) &= 0 \quad (x \in \partial \Omega, \ 0 < t \leq T),
\end{aligned}
\]

(1.1)

where \( \partial_{t^{\alpha_j}} \) denotes the Caputo derivative defined by

\[
\partial_{t^{\alpha_j}} f(t) := \frac{1}{\Gamma(1-\alpha_j)} \int_0^t f'(s) (t-s)^{-\alpha_j} \, ds,
\]

and \( \Gamma(\cdot) \) denotes the Gamma function. Here \( A \) is an elliptic operator defined for \( f \in D(A) := H^2(\Omega) \cap H_0^1(\Omega) \) as

\[
A f(x) = - \sum_{i,j=1}^{d} \partial_j (a_{ij}(x) \partial_i f(x)) + c(x) f(x) \quad (x \in \Omega),
\]

(1.2)

---
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where $a_{ij} = a_{ji} \in C^1(\Omega^d)$ (1 ≤ i, j ≤ d) and $c \in C(\Omega)$. Moreover, it is assumed that $c \geq 0$ in $\Omega$ and there exists a constant $\delta > 0$ such that
\[
\sum_{i,j=1}^{d} a_{ij}(x)\xi_i\xi_j \geq \delta \sum_{i=1}^{d} \xi_i^2 \quad (\forall x \in \Omega, \forall (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d).
\]

The assumptions on the initial value $a$ and the source term $F$ will be specified later. For later convenience, we abbreviate $\alpha := (\alpha_1, \ldots, \alpha_m)$ and $q := (q_1, \ldots, q_m)$.

The governing equation in problem (1.1) is called a single-term time-fractional diffusion equation for $m = 1$ and is called a multi-term one for $m \geq 2$. Especially, the single-term case of (1.1) has been utilized extensively as a model for the anomalous diffusion phenomena in heterogeneous media (see e.g. [1,16,20] and the references therein). As a natural generalization, the multi-term case is expected to improve the modeling accuracy for the anomalous diffusion, which has also drawn increasing attentions of mathematicians. In Luchko [16] and [17], explicit solutions to (1.1) were given for $m = 1$ and $m \geq 2$ respectively. Sakamoto and Yamamoto [22] established the fundamental well-posedness theory for (1.1) with $m = 1$, which was parallelly extended to the case of $m \geq 2$ in Li, Liu and Yamamoto [10]. Regarding numerical treatments, we refer to [8,14] for the single-term case and [7] for the multi-term case. Meanwhile, although mainly restricted to the single-term case, (1.1) has also gained population among the inverse problem researchers in the last few years; recent literatures include [9,12,19]. Comparing the solutions of fractional diffusion equations with that of classical parabolic equations (i.e., $m = \alpha = 1$ in (1.1)) especially on the regularity and asymptotic behavior, one can easily conclude from the existing works that they differ considerably from each other in the senses of the smoothing effect in space and the decay rate in time.

In contrast with the above mentioned aspects, it reveals that fractional diffusion equations possess certain similarity to their integer prototypes on the maximum principle. In retrospect, Luchko [15] established a weak maximum principle for (1.1) with $m = 1$, which was generalized to the case of $m \geq 2$ in [17]. As further extensions, a similar weak maximum principle for the multi-term time-space Riesz-Caputo fractional differential equations was proved in [24], and Al-Refai and Luchko [2] obtained a strong maximum principle for multi-term time-fractional diffusion equations with Riemann-Liouville derivatives. Very recently, Liu, Rundell and Yamamoto [13] proved a strong maximum principle for the single-term case of (1.1) and shown the uniqueness for a related inverse source problem as a direct application.

As a generalization of [13], this paper aims at the establishment of parallel results for the fractional diffusion equations with multiple Caputo derivatives in time. Taking advantage of the weak maximum principle obtained in [17] (see Lemma 2.5), first we can validate the following strong maximum principle for the initial-boundary value problem (1.1).

**Theorem 1.1** Let $a \in L^2(\Omega)$ satisfy $a \geq 0$ and $a \neq 0$, $F \in L^\infty(0, \infty; L^2(\Omega))$, and $u$ be the solution to (1.1).

(a) If $F = 0$, then for any $x \in \Omega$, the set $E_x := \{t > 0; u(x,t) \leq 0\}$ is a finite set. Further, we have $u > 0$ a.e. in $\Omega \times (0, \infty)$.

(b) If $F \geq 0$, then $u > 0$ a.e. in $\Omega \times (0, \infty)$.
Sobolev embedding and Lemma 2.3(a) that \( u \) allows a pointwise definition in Theorem 1.1(a) and thus the set \( \mathcal{E}_x \) is well-defined. Parallely to the single-term case, \( \mathcal{E}_x \) is actually the set of zero points of \( u(x, t) \) as a function of \( t > 0 \), which contains at most finite elements according to Theorem 1.1(a). Unfortunately, the desired strict positivity, i.e., \( \mathcal{E}_x = \emptyset \ (\forall x \in \Omega) \), still remains open due to technical difficulties, although the following result can be easily demonstrated.

**Corollary 1.2** Let \( a \in L^2(\Omega) \) satisfy \( a > 0 \) a.e. in \( \Omega \), \( F \in L^\infty(0, \infty; L^2(\Omega)) \) be non-negative, and \( u \) be the solution to (1.1). Then \( u > 0 \) a.e. in \( \Omega \times (0, \infty) \).

Similarly to 1.3, we can investigate a related inverse source problem and give a uniqueness result by applying Theorem 1.3.

**Theorem 1.3** Fix \( x_0 \in \Omega \) and \( T > 0 \) arbitrarily and let \( u \) be the solution to (1.1) with \( a = 0 \) and \( F(x, t) = \rho(t) g(x) \). Assume that \( \rho \in C^1[0, T] \), \( g \in D(A^\varepsilon) \) with some \( \varepsilon > 0 \) (see Section 2 for the definition of \( D(A^\varepsilon) \)), \( g \geq 0 \) and \( g \not\equiv 0 \). Then \( u(x_0, t) = 0 \ (0 \leq t \leq T) \) implies \( \rho(t) = 0 \ (0 \leq t \leq T) \).

The above theorem gives an affirmative answer to the inverse problem on the reconstruction of the temporal component \( \rho \) in the inhomogeneous term \( F(x, t) = \rho(t) g(x) \) in (1.1) by the single point observation. As was explained in 1.3, such an inverse source problem simulates the situation of determining the time evolution pattern of the anomalous diffusion caused by the space-dependent source \( g \) of contaminants. On the same problem, a double-sided stability estimates was already obtained in 22 under the assumption that \( x_0 \in \text{supp} \, g \). However, from a practical viewpoint, it is preferable that the monitoring point \( x_0 \) locates far away from the support of \( g \). In this sense, Theorem 1.3 seems more realistic because the choice of \( x_0 \) is arbitrary.

Nevertheless, we emphasize that in the case of \( x_0 \notin \text{supp} \, g \), the non-negative and non-vanishing assumptions of \( g \) in Theorem 1.3 is essential for the uniqueness. Similarly to that constructed in 1.3, we can also take advantage of the explicit solution to give a simple counterexample for the multi-term case where the data on \( \{x_0\} \times [0, T] \) does not guarantee the uniqueness. Here we omit the details.

The rest of this paper is organized as follows. In Section 2 we recall the necessary ingredients concerning problem (1.1) from existing works and show a key lemma for proving the main results. Sections 3 is devoted to the proofs of Theorem 1.1 and Corollary 1.2 and the proof of Theorem 1.3 is given in Section 4.

### 2 Preliminaries

We start from introducing the general notations for self-completeness. Let \( L^2(\Omega) \) be the usual \( L^2 \)-space equipped with the inner product \((\cdot, \cdot)\) and \( H^1_0(\Omega) \), \( H^2(\Omega) \) denote the Sobolev spaces. Let \( \{(\lambda_n, \varphi_n)\}_{n=1}^\infty \) be the eigensystem of the symmetric uniformly elliptic operator \( A \) in (1.1) such that \( 0 < \lambda_1 < \lambda_2 \leq \cdots, \lambda_n \to \infty \) as \( n \to \infty \) and \( \{\varphi_n\} \subset H^2(\Omega) \cap H^1_0(\Omega) \) forms a complete orthonormal basis of \( L^2(\Omega) \). Then we can define the fractional power \( A^\gamma \) for \( \gamma \geq 0 \) as

\[
D(A^\gamma) = \left\{ f \in L^2(\Omega) : \sum_{n=1}^\infty |\lambda_n^\gamma (f, \varphi_n)|^2 < \infty \right\}, \quad A^\gamma f := \sum_{n=1}^\infty \lambda_n^\gamma (f, \varphi_n) \varphi_n,
\]
and \( D(\mathcal{A}^\gamma) \) is a Hilbert space with the norm
\[
\|f\|_{D(\mathcal{A}^\gamma)} = \left( \sum_{n=1}^{\infty} |\lambda_n^\gamma(f, \varphi_n)|^2 \right)^{1/2}.
\]

For \( 1 \leq p \leq \infty, 0 < T \leq \infty \) and a Banach space \( X \), we say that \( f \in L^p(0, T; X) \) provided
\[
\|f\|_{L^p(0, T; X)} := \begin{cases}
\left( \int_0^T \|f(\cdot, t)\|_X^p \, dt \right)^{1/p} & \text{if } 1 \leq p < \infty, \\
\sup_{0 < t < T} \|f(\cdot, t)\|_X & \text{if } p = \infty.
\end{cases}
\]

Similarly, for \( 0 \leq t_0 < T < \infty \), we say that \( f \in C([t_0, T]; X) \) provided
\[
\|f\|_{C([t_0, T]; X)} := \max_{t_0 \leq t \leq T} \|f(\cdot, t)\|_X < \infty.
\]

In addition, we define
\[
C((0, T]; X) := \bigcap_{0 < t_0 < T} C([t_0, T]; X), \quad C([0, \infty); X) := \bigcap_{T > 0} C([0, T]; X).
\]

To represent the explicit solution of (1.1), we first recall the multinomial Mittag-Leffler function defined as follows. For \( \beta_0 > 0, \beta = (\beta_1, \ldots, \beta_m) \in (0, 1)^m \) and \( z = (z_1, \ldots, z_m) \in \mathbb{C}^m \), define (see Luchko and Gorenflo [18])
\[
E_{\beta, \beta_0}(z) := \sum_{k=0}^{\infty} \sum_{k_1 + \cdots + k_m = k} \frac{(k; k_1, \ldots, k_m) \prod_{j=1}^{m} z_j^{k_j}}{\Gamma(\beta_0 + k \cdot \beta)}, \quad (2.1)
\]
where \( k := (k_1, \ldots, k_m), k \cdot \beta := \sum_{j=1}^{m} k_j \beta_j \) and \( (k; k_1, \ldots, k_m) \) denotes the multinomial coefficient
\[
(k; k_1, \ldots, k_m) := \frac{k!}{k_1! \cdots k_m!}, \quad \text{with } k = \sum_{j=1}^{m} k_j, \; k_j \geq 0 \; (1 \leq j \leq m).
\]

Obviously, the above definition is a natural generalization of the traditional one with \( m = 1 \) (see, e.g., Podlubny [21]). For later use, we state several important properties of the multinomial Mittag-Leffler function.

**Lemma 2.1** (a) Let \( \beta_0 > 0, \beta \in (0, 1)^m \) and \( z \in \mathbb{C}^m \) be fixed. Then
\[
E_{\beta, \beta_0}(z) = \frac{1}{\Gamma(\beta_0)} + \sum_{j=1}^{m} z_j E_{\beta, \beta_0 + \beta_j}(z).
\]

(b) Let \( \beta_0 > 0 \) and \( 1 > \alpha_1 > \cdots > \alpha_m > 0 \) be given. Let \( z \in \mathbb{C}^m \) satisfy \( \mu \leq |\text{arg } z_1| \leq \pi \) and \(-K \leq z_j < 0 \; (j = 2, \ldots, m)\) for some fixed \( \mu \in (\alpha_1 \pi/2, \alpha_1 \pi) \) and \( K > 0 \). Then there exists a constant \( C > 0 \) depending only on \( \mu, K, \alpha_j \; (j = 1, \ldots, m) \) and \( \beta_0 \) such that
\[
E_{(\alpha_1, \alpha_1 - \alpha_2, \ldots, \alpha_1 - \alpha_m), \beta_0}(z) \leq \frac{C}{1 + |z_1|}.
\]
We observe that the above properties are almost identical to [10, Lemmata 3.1–3.2] except that the restriction $\beta_0 \in (0, 2)$ is relaxed to $\beta_0 > 0$. In fact, one can show Lemma 2.1 with $\beta_0 > 0$ by the same arguments as that in [10], and here we omit the details.

Now we concentrate more on Lemma 2.1(a), which provides a link between multinomial Mittag-Leffler functions with different coefficients. Since $1/\Gamma(\beta_0)$ is the first term in the series by which $E_{\beta, \beta_0}(z)$ is defined, we see

$$\sum_{j=1}^{m} z_j E_{\beta, \beta_0+\beta_j}(z) = \sum_{k=1}^{\infty} \sum_{k_1+\ldots+k_m=k} \frac{(k; k_1, \ldots, k_m) \prod_{j=1}^{m} z_j^j}{\Gamma(\beta_0 + k \cdot \beta)},$$

that is, the remainder after the first term in (2.1) can be written by a linear combination of multinomial Mittag-Leffler functions. Actually, the following lemma reveals that the same result holds for any remainder in (2.1).

**Lemma 2.2** Denote by $R_{\beta, \beta_0}^\ell(z)$ the remainder after the $\ell$th term in (2.1), i.e.,

$$R_{\beta, \beta_0}^\ell(z) := \sum_{k=\ell}^{\infty} \sum_{k_1+\ldots+k_m=k} \frac{(k; k_1, \ldots, k_m) \prod_{j=1}^{m} z_j^j}{\Gamma(\beta_0 + k \cdot \beta)} \quad (\ell = 1, 2, \ldots).$$

Then there holds

$$R_{\beta, \beta_0}^\ell(z) = \sum_{\ell_1+\ldots+\ell_m=\ell} \prod_{j=1}^{m} z_j^{\ell_j} E_{\beta, \beta_0+\ell \cdot \beta}(z) \quad (\ell = 1, 2, \ldots) \quad (2.2)$$

where $\ell := (\ell_1, \ldots, \ell_m)$.

**Proof.** It is natural to show by induction with respect to $\ell = 1, 2, \ldots$ because the case of $\ell = 1$ is verified in Lemma 2.1(a).

Now suppose that (2.2) is valid for some $\ell$. Then it suffices to verify that the summation after the $(\ell + 1)$th term in (2.1) preserves the form of (2.2), that is,

$$R_{\beta, \beta_0}^{\ell+1}(z) = \sum_{\ell_1+\ldots+\ell_m=\ell+1} \prod_{j=1}^{m} z_j^{\ell_j} E_{\beta, \beta_0+\ell \cdot \beta}(z) \quad \rightarrow \quad R_{\beta, \beta_0}^{\ell+1}(z) = \sum_{\ell_1+\ldots+\ell_m=\ell+1} \prod_{j=1}^{m} z_j^{\ell_j} E_{\beta, \beta_0+\ell \cdot \beta}(z).$$

To this end, we apply Lemma 2.1(a) to (2.2) to deduce

$$R_{\beta, \beta_0}^\ell(z) = \sum_{\ell_1+\ldots+\ell_m=\ell} \prod_{j=1}^{m} z_j^{\ell_j} E_{\beta, \beta_0+\ell \cdot \beta}(z)$$

$$= \sum_{\ell_1+\ldots+\ell_m=\ell} \prod_{j=1}^{m} z_j^{\ell_j} \left\{ \frac{1}{\Gamma(\beta_0 + \ell \cdot \beta)} + \sum_{j=1}^{m} z_j E_{\beta, \beta_0+\ell \cdot \beta+\beta_j}(z) \right\}$$

$$= \sum_{\ell_1+\ldots+\ell_m=\ell} \prod_{j=1}^{m} z_j^{\ell_j} \frac{1}{\Gamma(\beta_0 + \ell \cdot \beta)} + \sum_{j=1}^{m} z_j E_{\beta, \beta_0+\ell \cdot \beta+\beta_j}(z)$$

$$+ \sum_{j=1}^{m} \sum_{\ell_1+\ldots+\ell_m=\ell, \ell_j < \ell} \prod_{j=1}^{m} z_j^{\ell_j} E_{\beta, \beta_0+\ell \cdot \beta+\beta_j}(z) \quad (2.3)$$

$$\sum_{k=\ell}^{\infty} \sum_{k_1+\ldots+k_m=k} \frac{(k; k_1, \ldots, k_m) \prod_{j=1}^{m} z_j^j}{\Gamma(\beta_0 + k \cdot \beta)} \quad (\ell = 1, 2, \ldots).$$
followings hold true.

\[ (\ell; \ell_1, \ldots, \ell_{m}) \prod_{i=1}^{m} z_i^{\ell_i} \frac{\Gamma(\beta_0 + \ell \cdot \beta)}{\Gamma(\beta_0 + \ell + 1) \cdot \beta} + \sum_{j=1}^{m} z_j^{\ell+1} E_{\beta, \beta_0 + (\ell+1) \beta}(z) \]

\[ + \sum_{j=1}^{m} (\ell; \ell_1, \ldots, \ell_j, \ell_j - 1, \ell_j + 1, \ldots, \ell_{m}) \prod_{i=1}^{m} z_i^{\ell_i} E_{\beta, \beta_0 + \ell \cdot \beta}(z) \]

\[ = \sum_{\ell_1 + \cdots + \ell_m = \ell} (\ell; \ell_1, \ldots, \ell_{m}) \prod_{i=1}^{m} z_i^{\ell_i} \frac{\Gamma(\beta_0 + \ell \cdot \beta)}{\Gamma(\beta_0 + \ell + 1) \cdot \beta} + \sum_{j=1}^{m} z_j^{\ell+1} E_{\beta, \beta_0 + (\ell+1) \beta}(z) \]

\[ + \sum_{\ell_1 + \cdots + \ell_{m} = \ell + 1} (\ell + 1; \ell_1, \ldots, \ell_{m}) \prod_{i=1}^{m} z_i^{\ell_i} E_{\beta, \beta_0 + \ell \cdot \beta}(z) \]

where we distill the case of \( \ell_j = \ell \) in the \( j \)th term in (2.3), and substitute \( \ell_j + 1 \) with \( \ell_j \) in the other terms to obtain (2.4). For (2.5), we apply the multinomial coefficient formula (see, e.g., [10] Equation (5.1))

\[ \sum_{j=1}^{m} (\ell; \ell_1, \ldots, \ell_{j-1}, \ell_j - 1, \ell_j + 1, \ldots, \ell_{m}) = (\ell + 1; \ell_1, \ldots, \ell_{m}) \text{ with } \ell + 1 = \sum_{j=1}^{m} \ell_j. \]

Therefore, (2.2) also holds true for \( \ell + 1 \) and the proof is completed.

The above fact, together with the boundedness result in Lemma 2.1 (b), will play a crucial role in the proof of the strong maximum principle.

Concerning some important existing results of the solution to (1.1), we shall prepare several lemmata for later use. First we state the well-posedness and the long-time asymptotic behavior of the solution to (1.1).

**Lemma 2.3** (see [10]) Fix \( T > 0 \) arbitrarily. Concerning the solution \( u \) to (1.1), the followings hold true.

(a) Let \( a \in L^2(\Omega) \) and \( F = 0 \). Then there exists a unique solution \( u \in C([0, T]; L^2(\Omega)) \cap C((0, T]; H^2(\Omega) \cap H_0^1(\Omega)) \), which is explicitly written as

\[ u(\cdot, t) = \sum_{n=1}^{\infty} \left( 1 - \lambda_n t^{\alpha_1} E_{\alpha_1+1}(t) \right) (a, \varphi_n) \varphi_n \]

in \( C([0, T]; L^2(\Omega)) \cap C((0, T]; H^2(\Omega) \cap H_0^1(\Omega)) \), where \( \{(\lambda_n, \varphi_n)\}_{n=1}^{\infty} \) is the eigensystem of \( A \) and

\[ E_n^{(n)}(t) := E_{\alpha_1+1}(t) = (a_0, a_1, \ldots, a_m, t^{\alpha_1}, -a_0 t^{\alpha_2}, \ldots, -a_m t^{\alpha_1}). \]

Moreover, there exists a constant \( C > 0 \) independent of \( a \) such that

\[ \|u(\cdot, t)\|_{L^2(\Omega)} \leq C\|a\|_{L^2(\Omega)}, \quad \|u(\cdot, t)\|_{H^2(\Omega)} \leq C t^{-\alpha_1}\|a\|_{L^2(\Omega)} \quad (0 < t \leq T). \]
In addition, there holds
\[
\left\| u(\cdot,t) - \frac{q_m}{\Gamma(1-\alpha_m)} t^{\alpha_m} A^{1-\alpha_m} \right\|_{H^2(\Omega)} \leq \frac{C\|a\|_{L^2(\Omega)}}{t^{\min\{\alpha_m-1, 2\alpha_m\}}} \quad \text{as } t \to \infty.
\]

(b) Let \( a = 0 \) and \( F \in L^\infty(0,T;L^2(\Omega)) \). Then there exists a unique solution \( u \in L^2(0,T;H^2(\Omega) \cap H_0^1(\Omega)) \) such that
\[
\lim_{t \to 0} \|u(\cdot,t)\|_{L^2(\Omega)} = 0.
\]

Regarding the time-analyticity of the solution to (1.1), we have the following result.

Lemma 2.4 Let \( a \in L^2(\Omega) \), \( F = 0 \) and \( u \) be the solution to (1.1). Then for arbitrarily small \( \varepsilon > 0 \), \( u \colon (0,T] \to D(A^{1-\varepsilon}) \) can be analytically extended to a sector \( \{ z \in \mathbb{C} ; z \neq 0, \ |\arg z| < \pi/2 \} \).

We note that the above statement is stronger than [11, Theorem 4.1] which asserts the analyticity up to \( H_0^1(\Omega) \). Indeed, one can improve the regularity to arbitrarily close to \( H^2(\Omega) \cap H_0^1(\Omega) \) by a more delicate reasoning, but here we skip the details.

Finally, we recall the weak maximum principle for (1.1), which is the starting point of this paper.

Lemma 2.5 Let \( a \in L^2(\Omega) \) and \( F \in L^\infty(0,\infty;L^2(\Omega)) \) be nonnegative, and \( u \) be the solution to (1.1). Then there holds \( u \geq 0 \) a.e. in \( \Omega \times (0,\infty) \).

Similarly to that explained in [11], the above conclusion is a special case of [17, Theorem 3] but the settings here are more general. Since the same argument still works in our case, again we omit the proof here.

3 Proof of Theorem 1.1 and Corollary 1.2

Now we have collected all the necessities to investigate the strong maximum principle. Some parts of this sections are basically parallel to that in [13], but essential difficulties occur with the appearance of the multinomial Mittag-Leffler functions.

In view of the weak maximum principle and the superposition principle, first we concentrate on the homogeneous problem, that is,
\[
\begin{align*}
\sum_{j=1}^{m} q_j \partial_{x_j}^{\alpha_j} v + Av &= 0 \quad \text{in } \Omega \times (0,\infty), \\
v &= a \quad \text{in } \Omega \times \{0\}, \\
v &= 0 \quad \text{on } \partial \Omega \times (0,\infty). 
\end{align*}
\]

(3.1)

Henceforth we denote the solution to (3.1) as \( v_a \) to emphasize its dependency upon the initial value \( a \).

To begin with, we first show the strict positivity of the solution to (3.1) with a non-negative and non-vanishing initial value after sufficiently long time.

Lemma 3.1 Let \( v_a \) be the solution to (3.1) with \( a \in L^2(\Omega) \) satisfying \( a \geq 0 \) and \( a \neq 0 \). Then for any \( x \in \Omega \), there exists \( T > 0 \) sufficiently large such that
\[
v_a(x,t) > 0 \quad (\forall t \geq T).
\]

(3.2)
Proof. According to the asymptotic behavior \( [23] \) and the Sobolev embedding \( H^2(\Omega) \to C(\Omega) \) for \( d \leq 3 \), we obtain
\[
\left| v_n(x, t) - \frac{q_m}{\Gamma(1 - \alpha_m)^{T_m}} b(x) \right| \leq C \left\| v_n(\cdot, t) - \frac{q_m}{\Gamma(1 - \alpha_m)^{T_m}} b \right\|_{H^2(\Omega)} \leq \frac{C \| a \|_{L^2(\Omega)}}{\min(a_{m-1}, 2a_m)}
\]
and thus
\[
v_n(x, t) \geq \frac{q_m}{\Gamma(1 - \alpha_m)^{T_m}} b(x) - \frac{C \| a \|_{L^2(\Omega)}}{\min(a_{m-1}, 2a_m)} (3.3)
\]
for any \( x \in \Omega \) as \( t \to \infty \), where \( b := A^{-1}a \), i.e., \( b \) solves the boundary value problem
\[
\begin{cases}
Ad = a & \text{in } \Omega, \\
b = 0 & \text{on } \partial \Omega.
\end{cases}
(3.4)
\]
Since \( a \geq 0 \), \( a \not\equiv 0 \) and the coefficient \( c \) in the elliptic operator \( A \) is non-negative (see \( [12] \)), the strong maximum principle (see Gilbarg and Trudinger \( [5, \text{Chapter 3}] \)) for the elliptic equation \( (3.4) \) indicates \( b > 0 \) in \( \Omega \). Now that \( b(x) > 0 \) and \( \alpha_m < \min(\alpha_{m-1}, 2\alpha_m) \), there exists a sufficiently large \( T > 0 \) such that the right-hand side of \( (3.3) \) keeps strictly positive for all \( t \geq T \), implying \( (3.2) \) immediately. \( \square \)

Next we study the Green function of problem \( (3.1) \). Using the multinomial Mittag-Leffler function and the eigensystem \( \{ (\lambda_n, \varphi_n) \}_{n=1}^{\infty} \), for \( N \in \mathbb{N} \) we set
\[
G_N(x, y, t) := \sum_{n=1}^{N} \left( 1 - \lambda_n t^{\alpha_1} E^{(n)}_{\alpha_1 + \alpha_2}(t) \right) \varphi_n(x) \varphi_n(y) \quad (x, y \in \Omega, \ t > 0).
\]
Then it follows from Lemma \( 2.3 \) (a) that
\[
v_n(x, t) = \lim_{N \to \infty} \int_{\Omega} G_N(x, y, t) a(y) \, dy
\]
in \( C([0, \infty); L^2(\Omega)) \cap C((0, \infty); H^2(\Omega) \cap H^1_0(\Omega)) \) for any \( a \in L^2(\Omega) \) and any \( t > 0 \). Therefore, \( v_n(x, t) \) allows a pointwise definition and thus \( G_N(x, \cdot, t) \) converges weakly to
\[
G(x, y, t) := \sum_{n=1}^{\infty} \left( 1 - \lambda_n t^{\alpha_1} E^{(n)}_{\alpha_1 + \alpha_2}(t) \right) \varphi_n(x) \varphi_n(y) \quad (3.5)
\]
as a series of functions with respect to \( y \). In particular, we obtain \( G(x, \cdot, t) \in L^2(\Omega) \) for all \( x \in \Omega \) and all \( t > 0 \). Moreover, we can rewrite the solution to \( (3.1) \) as
\[
v_n(x, t) = \int_{\Omega} G(x, y, t) a(y) \, dy \quad (x \in \Omega, \ t > 0). \quad (3.6)
\]
On the other hand, the same reasoning as that in \( [3] \) and Lemma \( 2.5 \) indicate \( G(x, \cdot, t) \geq 0 \) a.e. in \( \Omega \) for arbitrarily fixed \( x \in \Omega \) and \( t > 0 \), and we summarize the above observations as follows.

**Lemma 3.2** Let \( G(x, y, t) \) be the Green function defined in \( (3.5) \). Then for arbitrarily fixed \( x \in \Omega \) and \( t > 0 \), we have
\[
G(x, \cdot, t) \in L^2(\Omega) \quad \text{and} \quad G(x, \cdot, t) \geq 0 \text{ a.e. in } \Omega.
\]
Now we are well prepared to prove the strong maximum principle.

Proof of Theorem 1.1  (a) We first deal with the homogeneous problem (3.1), i.e., \( F = 0 \). Fix an initial value \( a \in L^2(\Omega) \) such that \( a \geq 0 \) and \( a \not\equiv 0 \). By Lemma 2.2(a) and the Sobolev embedding \( H^2(\Omega) \subset C(\overline{\Omega}) \) for \( d \leq 3 \), we have \( u \in C(\overline{\Omega} \times (0, \infty)) \). Meanwhile, the weak maximum principle stated in Lemma 2.3 indicates \( v_\alpha \geq 0 \) in \( \Omega \times (0, \infty) \) and hence

\[
E_x := \{ t > 0; v_\alpha(x,t) \leq 0 \} = \{ t > 0; v_\alpha(x,t) = 0 \},
\]

namely, \( E_x \) is the zero point set of \( v_\alpha(x,t) \) as a non-negative function of \( t > 0 \). Further, since Lemma 3.1 guarantees a sufficiently large \( T > 0 \) such that (3.2) holds, we conclude that the possible elements in \( E_x \) distribute in the finite interval \( (0, T) \).

Assume contrarily that there exists \( x_0 \in \Omega \) such that \( E_{x_0} \) is not a finite set. Then \( E_{x_0} \) contains at least an accumulation point. We first deal with the case of a positive accumulation point. According to Lemma 2.4 we have the analyticity of \( v_\alpha : (0, \infty) \to D(A^{1-\epsilon}) \subset C(\overline{\Omega}) \) for arbitrarily small \( \epsilon > 0 \), indicating that \( v_\alpha(x_0, t) \) is analytic with respect to \( t > 0 \). Therefore, \( v_\alpha(x_0, t) \) should vanish identically if its zero points accumulate at some \( t > 0 \), which contradicts with Lemma 3.1.

If the zero points of \( v_\alpha(x_0, t) \) accumulate at \( t = 0 \), we should argue separately since \( v_\alpha(x_0, t) \) is not analytic at \( t = 0 \). Henceforth \( C > 0 \) denotes generic constants independent of \( n \in \mathbb{N} \) and \( t \geq 0 \), which may change line by line.

By assumption, there is a sequence \( \{ t_i \}_{i=1}^\infty \subset E_{x_0} \) such that \( t_i \to 0 \) \((i \to \infty)\) and, by the representation (3.3),

\[
v_\alpha(x_0, t_i) = \int_\Omega G(x_0, y, t_i) a(y) \, dy = 0 \quad (i = 1, 2, \ldots).
\]

Since \( a \geq 0 \) and \( G(x_0, \cdot, t_i) \geq 0 \) by Lemma 3.2, we deduce \( G(x_0, y, t_i) a(y) = 0 \) for all \( i = 1, 2, \ldots \) and almost all \( y \in \Omega \). Moreover, the non-vanishing assumption on \( a \) implies that \( G(x_0, \cdot, t_i) \) should vanish in the subdomain \( \omega := \{ a > 0 \} \) whose measure is positive. In view of the representation (3.3), this indicates

\[
\sum_{n=1}^\infty \left( 1 - \lambda_n \ell^{\alpha_1} E^{(n)}_{\alpha,1+\alpha_1} (t_i) \right) \varphi_n(x_0) \varphi_n = 0 \quad \text{a.e. in} \ \omega \ \ (i = 1, 2, \ldots).
\]  

(3.7)

Now we choose \( \psi \in C^\infty_0(\omega) \) arbitrarily as the initial data of (3.1) and investigate

\[
v_\psi(x_0, t) = \int_\Omega G(x_0, y, t) \psi(y) \, dy = \sum_{n=1}^\infty \left( 1 - \lambda_n \ell^{\alpha_1} E^{(n)}_{\alpha,1+\alpha_1}(t) \right) \psi_n,
\]

(3.8)

where we abbreviate \( \psi_n := (\psi, \varphi_n) \varphi_n(x_0) \). By the same estimates as that in [13], we employ Lemma 2.4(b) to conclude that the series in (3.3) is well-defined in \( C[0, T] \). Moreover, repeating the same argument, it is not difficult to find

\[
\sum_{n=1}^\infty |\lambda_n^{\epsilon_1} E^{(n)}_{\alpha,\beta}(t) \psi_n| < \infty \quad (\forall \ell = 0, 1, \ldots, \forall \beta > 0, \forall t \in [0, T], \forall \psi \in C^\infty_0(\omega)).
\]  

(3.9)

Now we can substitute (3.7) into (3.8) to deduce

\[
v_\psi(x_0, t_i) = \sum_{n=1}^\infty \left( 1 - \lambda_n \ell^{\alpha_1} E^{(n)}_{\alpha,1+\alpha_1}(t_i) \right) \psi_n = 0 \quad (i = 1, 2, \ldots, \forall \psi \in C^\infty_0(\omega)).
\]
Passing $i \to \infty$ and using the boundedness of $\sum_{n=1}^{\infty} \lambda_n E^{(n)}_{\alpha',1+\alpha_1}(t_i) \psi_n$, we obtain

$$
\psi(x_0) = \sum_{n=1}^{\infty} (\psi, \varphi_n) \varphi_n(x_0) = \sum_{n=1}^{\infty} \psi_n = 0,
$$

(3.10)

implying

$$
v_\psi(x_0, t) = -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n E^{(n)}_{\alpha',1+\alpha_1}(t) \psi_n.
$$

(3.11)

Meanwhile, since $\psi \in C_0^\infty(\omega)$ is arbitrarily chosen, (3.10) indicates that the only possibility is $x_0 \notin \omega$. Therefore, there holds for all $\ell = 0, 1, \ldots$ that

$$
\sum_{n=1}^{\infty} \lambda_n^\ell \psi_n = \sum_{n=1}^{\infty} (\psi, A^\ell \varphi_n) \varphi_n(x_0) = \sum_{n=1}^{\infty} (A^\ell \psi, \varphi_n) \varphi_n(x_0) = A^\ell \psi(x_0) = 0.
$$

(3.12)

In the next step, we continue the treatment for (3.11). Our aim is to demonstrate

$$
v_\psi(x_0, t) = 0 \quad (0 \leq t \leq T, \ \forall \psi \in C_0^\infty(\omega)).
$$

(3.13)

To this end, recall the notation $R_{\beta,0}^\ell(z)$ for the remainder after the $\ell$th term in the series by which the multinomial Mittag-Leffler function is defined (see Lemma 2.2). Similarly, here we denote the remainder of $E^{(n)}_{\alpha',1+\alpha_1}(t)$ by $R^{(n)}_{\alpha',1+\alpha_1}(t)$. We claim that

$$
v_\psi(x_0, t) = -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n R^{(n)}_{\alpha',1+\alpha_1}(t) \psi_n \quad (\forall \ell = 1, 2, \ldots)
$$

(3.14)

in the sense of $C[0,T]$. To this end, we proceed by induction. In the case of $\ell = 1$, it follows from (3.12) and Lemma 2.2 with $\ell = 1$ that

$$
v_\psi(x_0, t) = -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n R^{(n)}_{\alpha',1+\alpha_1}(t) \psi_n = -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n R^{(n)}_{\alpha',1+\alpha_1}(t) \psi_n
$$

$$
= -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n E^{(n)}_{\alpha',1+2\alpha_1}(t) \psi_n + \sum_{j=2}^{\infty} q_j t^{2\alpha_1-1} \sum_{n=1}^{\infty} \lambda_n E^{(n)}_{\alpha',1+2\alpha_1-\alpha_j}(t) \psi_n,
$$

where the involved summations with respect to $n$ are all absolutely convergent in $[0,T]$ by (3.9).

Now suppose that (3.14) is valid for some $\ell$. Then we directly calculate

$$
R^{(n),\ell}_{\alpha',1+\alpha_1} = (-1)^\ell \sum_{\ell_1 + \cdots + \ell_m = \ell} \frac{(\ell; \ell_1, \ldots, \ell_m) \lambda_n^{\ell_1+t^{\alpha_1}t_j \prod_{j=2}^{m} (q_j t^{\alpha_j})^{\ell_j}}{\Gamma(1+\alpha_1+\ell \cdot \alpha')} + R^{(n),\ell+1}_{\alpha',1+\alpha_1}(t).
$$

Substituting the above equality into (3.14), we again employ (3.12) and Lemma 2.2 to deduce

$$
v_\psi(x_0, t) = -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n R^{(n),\ell+1}_{\alpha',1+\alpha_1}(t) \psi_n
$$

$$
= -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n R^{(n),\ell+1}_{\alpha',1+\alpha_1}(t) \psi_n
$$

$$
= -t^{\alpha_1} \sum_{n=1}^{\infty} \lambda_n R^{(n),\ell+1}_{\alpha',1+\alpha_1}(t) \psi_n
$$
\[(\ell + 1; \ell_1, \ldots, \ell_m) t^{\alpha_1(t+1)} \prod_{j=2}^{m} (q_j t^{-\alpha_j}) t^{\ell} \sum_{n=1}^{\infty} \lambda_n^{\ell + 1} E^{(n)}_{\alpha', 1 + \alpha_1}(t) \psi_n,\]

where, again, all of the involved summations with respect to \( n \) are absolutely convergent in \([0, T]\) by (3.9). Therefore, (3.14) also holds true for \( \ell + 1 \) and thus holds for all \( \ell = 1, 2, \ldots \).

To conclude (3.13), now it suffices to show
\[
\lim_{\ell \to \infty} \sum_{n=1}^{\infty} \lambda_n R^{(n), \ell}_{\alpha', 1 + \alpha_1}(t) \psi_n = 0 \quad (0 \leq t \leq T).
\]

Actually, we note the fact that \( R^{(n), \ell}_{\alpha', 1 + \alpha_1}(t) \) stands for the remainder of the series defining the multinomial Mittag-Leffler function \( E^{(n)}_{\alpha', 1 + \alpha_1}(t) \), which converges uniformly in \([0, T]\) for all \( n = 1, 2, \ldots \). In other words, we have
\[
\lim_{\ell \to \infty} R^{(n), \ell}_{\alpha', 1 + \alpha_1}(t) = 0 \quad (\forall n = 1, 2, \ldots, 0 \leq t \leq T),
\]

which, together with the boundedness of \( \sum_{n=1}^{\infty} |\lambda_n \psi_n| \), yields (3.15) immediately. Since \( v_\psi(x_0, t) \) is independent of \( \ell \), we apply (3.15) to (3.14) to obtain
\[
v_\psi(x_0, t) = -t^{\alpha_1} \lim_{\ell \to \infty} \sum_{n=1}^{\infty} \lambda_n R^{(n), \ell}_{\alpha', 1 + \alpha_1}(t) \psi_n = 0 \quad (0 \leq t \leq T, \forall \psi \in C^0_0(\omega)),
\]

that is, (3.13). Note that the choice of \( T > 0 \) is arbitrary.

As the final step, we specify \( \psi_0 \in C^0_0(\omega) \) such that \( \psi_0 \geq 0 \) and \( \psi_0 \not\equiv 0 \). Then the application of Lemma 3.1 guarantees a sufficiently large constant \( T_0 > 0 \) such that \( v_\psi(x_0, t) > 0 \) for all \( t \geq T_0 \). However, taking \( \psi = \psi_0 \) and \( T = T_0 \) in (3.13), we are led to \( v_{\psi_0}(x_0, T_0) = 0 \), which is a contradiction. Consequently, we have proved that \( t = 0 \) cannot be an accumulation point of \( E_{x_0} \).

Therefore, for any \( x \in \Omega \), we have excluded all the possibilities for \( E_x \) to possess any accumulation point in \([0, \infty)\), indicating that \( E_x \) is a finite set. To further conclude \( u > 0 \) a.e. in \( \Omega \times (0, \infty) \), it suffices to show that \( D := \{(x, t) \in \Omega \times (0, \infty); u(x, t) \leq 0\} \) is a set of zero measure. Since \( D \cap \{(x, t) \times (0, \infty)\} = E_x \) and the characterization function \( \chi_{E_x} = 0 \) a.e. in \((0, \infty)\), it follows immediately from Fubini’s theorem that
\[
\text{meas}(D) = \int_{\Omega \times (0, \infty)} \chi_D(x, t) \, dx \, dt = \int_{\Omega} \int_0^\infty \chi_{E_x}(t) \, dt \, dx = 0.
\]

(b) Now we turn to the inhomogeneous problem with a non-negative source term \( F \). Due to the linearity of the problem with respect to \( a \) and \( F \), we know \( u = v_a + w \), where \( v_a \) and \( w \) solve (3.1) and
\[
\begin{align*}
\sum_{j=1}^{m} q_j \partial_x^{\alpha_j} w + Aw &= F \quad \text{in } \Omega \times (0, T], \\
w &= 0 \quad \text{in } \Omega \times \{0\}, \\
w &= 0 \quad \text{on } \partial \Omega \times (0, T],
\end{align*}
\]

respectively. Then it follows immediately from (a) that \( v_a > 0 \) a.e. in \( \Omega \times (0, \infty) \). On the other hand, since \( F \geq 0 \), the weak maximum principle (see Lemma 2.2) implies \( w \geq 0 \) a.e. in \( \Omega \times (0, \infty) \). Hence, it is readily seen that \( u = v_a + w > 0 \) a.e. in \( \Omega \times (0, \infty) \). \( \square \)
Proof of Corollary 1.2] The argument basically follows the same line as that for [13 Corollary 1.1]. Similarly to the proof of Theorem 1.1(b), it suffices to investigate the homogeneous problem \( \{ \) whose initial data \( a \in L^2(\Omega) \) is strictly positive. Recall that in this case we have \( v_\alpha \in C(\Omega \times (0, \infty)) \), and its non-negativity is guaranteed by Lemma 2.3.

Assume on the contrary that there exists a pair \( (x_0, t_0) \in \Omega \times (0, \infty) \) such that \( v_\alpha(x_0, t_0) = 0 \). Taking advantage of the representation \([3.0]\), we have \( \int_\Omega G(x, y, t_0) a(y) \, dy = 0 \). Since \( G(x, \cdot, t_0) \geq 0 \) by Lemma 3.2 and \( a > 0 \) by assumption, there should hold \( G(x, \cdot, t_0) = 0 \) in \( \Omega \), that is,

\[
\sum_{n=1}^{\infty} \left( 1 - \lambda n t_0^\alpha \right)^{E(n)} \varphi_n(x_0) \varphi_n = 0 \quad \text{in } \Omega.
\]

Then the complete orthogonality of \( \{ \varphi_n \} \) in \( L^2(\Omega) \) immediately yields

\[
\left( 1 - \lambda n t_0^\alpha \right)^{E(n)} \varphi_n(x_0) = 0, \quad \forall n = 1, 2, \ldots,
\]

especially, \( (1 - \lambda_1 t_0^\alpha E^{(1)}_{\alpha, 1+\alpha}(t_0)) \varphi_1(x_0) = 0 \). However, we know \( \varphi_1(x_0) > 0 \) because the first eigenfunction \( \varphi_1 \) is strictly positive (see, e.g., Evans [4]). On the other hand, Bazhlekovova [3, Theorem 3.2] asserts that the function \( 1 - \lambda_1 t_0^\alpha E^{(1)}_{\alpha, 1+\alpha}(t) \) is completely monotone for \( t \geq 0 \) and thus also keeps strictly positive, which results in a contradiction. Consequently, we see that such a pair \( (x_0, t_0) \) does not exist, which completes the proof.

\[ \square \]

4 Proof of Theorem 1.3

Now we proceed to the proof of the uniqueness of the inverse source problem for the following initial-boundary value problem

\[
\begin{aligned}
\sum_{j=1}^{m} q_j \partial^\alpha_j u(x, t) + Au(x, t) &= \rho(t) g(x) \quad (x \in \Omega, \ 0 < t \leq T), \\
u(x, 0) &= 0 \quad (x \in \Omega), \\
u_x(x, 0) &= 0 \quad (x \in \partial \Omega, \ 0 < t \leq T).
\end{aligned}
\] (4.1)

Recall that the unknown temporal component \( \rho \) is assumed to be in \( C^1[0, T] \), and the known spatial component \( g \) satisfies \( g \in D(A^\varepsilon) \) with some \( \varepsilon > 0 \), \( g \geq 0 \) and \( g \not\equiv 0 \).

Parallelly to the strategy in [13 Section 4], we shall first develop a fractional Duhamel’s principle for \([4.1]\) to relate the inhomogeneous problem with the homogeneous one, so that we can apply the established strong maximum principle. Nevertheless, to deal with the multi-term case, we shall invoke the Riemann-Liouville derivative

\[
D^\beta h(t) := \frac{d}{dt} t^{1-\beta} h(t), \quad J^{1-\beta} h(t) := \frac{1}{\Gamma(1-\beta)} \int_0^t h(s) \left( \frac{t}{t-s} \right)^\beta \, ds \quad (0 < \beta < 1)
\] (4.2)

and turn to the following lemma concerning the related fractional ordinary differential equation.

**Lemma 4.1** Let \( \alpha_j, q_j \) be the constants as that in [4.1] and \( h_j \in \mathbb{R} \ (j = 1, 2, \ldots, m) \) also be constants. Regarding the initial value problem

\[
\begin{aligned}
\sum_{j=1}^{m} q_j D^{\alpha_j} h(t) &= f(t) \quad (0 < t \leq T < \infty), \\
J^{1-\alpha_j} h(0) &= h_j \quad (j = 1, 2, \ldots, m),
\end{aligned}
\] (4.3)
the followings hold true.

(a) If \( f \in L^1(0, T) \), then (4.3) has a unique solution \( h \in L^1(0, T) \).

(b) If \( f \in C[0, T] \) and \( h_j = 0 \) \((j = 1, 2, \ldots, m)\), then (4.3) has a unique solution \( h \in C[0, T] \).

(c) Let \( \tilde{h}(t) \) be the solution to

\[
\begin{aligned}
\sum_{j=1}^{m} q_j J_1^{1-\alpha_j} \tilde{h}(t) &= f(t) \quad (0 < t \leq T), \\
J_1^{1-\alpha_1} \tilde{h}(0) &= \bar{h}_j \quad (j = 1, 2, \ldots, m).
\end{aligned}
\]

Then the difference between the solution \( h(t) \) of (4.3) and \( \tilde{h}(t) \) is dominated as

\[
|h(t) - \tilde{h}(t)| \leq \sum_{j=1}^{m} |h_j - \tilde{h}_j| t^{\alpha_j-1} \quad (0 < t \leq T).
\]

The above lemma collects the corresponding results in [21, Chapter 3] where slightly more general cases were treated. But this is sufficient for proving the following fractional Duhamel’s principle for (4.1).

**Lemma 4.2** Let \( u \) be the solution to (4.1), where \( \rho \in C^1[0, T] \) and \( g \in \mathcal{D}(A^\varepsilon) \) with some \( \varepsilon > 0 \). Then \( u \) allows the representation

\[
u(\cdot, t) = \int_0^t \mu(t-s) v_g(\cdot, s) \, ds \quad (0 < t \leq T),
\]

where \( v_g \) solves the homogeneous problem (3.1) with \( g \) as the initial data, and \( \mu \) satisfies

\[
\sum_{j=1}^{m} q_j J_1^{1-\alpha_j} \mu(t) = \rho(t) \quad (0 < t \leq T) \tag{4.4}
\]

(see (4.2) for the definition of \( J_1^{1-\alpha_j} \)). Moreover, there exists a unique \( \mu \in L^1(0, T) \) satisfying (4.4), and there is a constant \( C > 0 \) independent of \( t \) such that

\[
|\mu(t)| \leq C t^{\alpha_1-1} \quad \text{a.e. } t \in (0, T). \tag{4.5}
\]

**Proof.** Henceforth \( C > 0 \) denotes generic constants independent of the spatial component \( g \) and the time \( t \). To investigate the unique existence of the solution to (4.4) with \( \rho \in C^1[0, T] \), we differentiate both sides of (4.4) to get an equivalent form

\[
\sum_{j=1}^{m} q_j D_1^{\alpha_j} \mu(t) = \rho'(t) \quad (0 < t \leq T), \tag{4.6}
\]

\[
\sum_{j=1}^{m} q_j J_1^{1-\alpha_j} \mu(0) = \rho(0).
\]

By simple analysis of the singularity at \( t = 0 \), it reveals that the initial condition above can be reduced to

\[
J_1^{1-\alpha_1} \mu(0) = \rho(0), \quad J_1^{1-\alpha_j} \mu(0) = 0 \quad (j = 2, \ldots, m). \tag{4.7}
\]

Then (4.6)–(4.7) becomes an initial value problem for an ordinary differential equation with multiple Riemann-Liouville derivatives. Further, since \( \rho' \in C[0, T] \subset L^1(0, T) \), it immediately follows from Lemma 4.1(a) that there exists a unique solution \( \mu \in L^1(0, T) \).
In order to show the estimate \((4.5)\), we introduce the auxiliary problem

\[
\begin{cases}
\sum_{j=1}^{m} q_j D_t^{\alpha_j} \tilde{\mu}(t) = \rho'(t) & (0 < t \leq T), \\
J^{1-\alpha_j} \tilde{\mu}(t) = 0 & (j = 1, \ldots, m),
\end{cases}
\]

that is, equation \((4.6)\) with the homogeneous initial condition. By the continuity of \(\rho'\), we have \(\tilde{\mu} \in C[0, T]\) according to Lemma 2.1(b). Moreover, Lemma 4.1(c) indicates that the difference between \(\mu\) and \(\tilde{\mu}\) is dominated by \(C t^{\alpha_1-1}\) a.e. in \((0, T)\). In summary, we obtain

\[|\mu(t)| \leq |\mu(t) - \tilde{\mu}(t)| + |\tilde{\mu}(t)| \leq C t^{\alpha_1-1} + C \leq C t^{\alpha_1-1} \quad \text{a.e. } t \in (0, T).\]

Now we consider the initial-boundary value problems \((4.1)\) and \((3.1)\) for \(u\) and \(v_g\). Since \(\rho g \in L^\infty(0, T; L^2(\Omega))\), Lemma 2.3(b) gives

\[u \in L^2(0, T; H^2(\Omega) \cap H_0^1(\Omega)), \quad \lim_{t \to 0} \|u(\cdot, t)\|_{L^2(\Omega)} = 0.\]

By setting

\[
\tilde{u}(\cdot, t) := \int_0^t \mu(t-s) v_g(\cdot, s) ds,
\]

we shall demonstrate

\[u = \tilde{u} \text{ in } L^2(0, T; H^2(\Omega) \cap H_0^1(\Omega)), \quad \lim_{t \to 0} \|\tilde{u}(\cdot, t)\|_{L^2(\Omega)} = 0.\]

To this end, we first investigate \(v_g\). Since \(g \in \mathcal{D}(\mathcal{A}^\varepsilon) \subset L^2(\Omega)\), the application of estimate \((2.7)\) in Lemma 2.3(a) yields

\[\|v_g(\cdot, t)\|_{L^2(\Omega)} \leq C \|g\|_{L^2(\Omega)}, \quad \|v_g(\cdot, t)\|_{H^2(\Omega)} \leq C \|g\|_{L^2(\Omega)} t^{-\alpha_1} \quad (0 < t \leq T).\]

Then we utilize \((4.5)\) and \((4.8)\) to estimate

\[
\|\tilde{u}(\cdot, t)\|_{L^2(\Omega)} \leq \int_0^t |\mu(t-s)| \|v_g(\cdot, s)\|_{L^2(\Omega)} ds \leq C \|g\|_{L^2(\Omega)} \int_0^t s^{\alpha_1-1} ds \\
\leq C \|g\|_{L^2(\Omega)} t^{\alpha_1} \to 0 \quad (t \to 0),
\]

\[
\|\tilde{u}(\cdot, t)\|_{H^2(\Omega)} \leq \int_0^t |\mu(t-s)| \|v_g(\cdot, s)\|_{H^2(\Omega)} ds \leq C \|g\|_{L^2(\Omega)} \int_0^t (t-s)^{-\alpha_1-1} s^{-\alpha_1} ds \\
\leq C \|g\|_{L^2(\Omega)} \quad (0 < t \leq T),
\]

which indicates \(\tilde{u} \in L^\infty(0, T; H^2(\Omega) \cap H_0^1(\Omega)) \subset L^2(0, T; H^2(\Omega) \cap H_0^1(\Omega))\). On the other hand, according to the explicit representation \((2.6)\) and the identity (see \(10\) Lemma 3.3)

\[
\frac{d}{dt} \left\{ t^{\alpha_1} E^{(n)}_{\alpha,1+\alpha_1}(t) \right\} = t^{\alpha_1-1} E^{(n)}_{\alpha,\alpha_1}(t),
\]

we obtain

\[
\partial_t v_g(\cdot, t) = -t^{\alpha_1-1} \sum_{n=1}^{\infty} \lambda_n E^{(n)}_{\alpha,\alpha_1}(t) (g, \varphi_n) \varphi_n.
\]

By Lemma 2.1(b) and the fact \(g \in \mathcal{D}(\mathcal{A}^\varepsilon)\) with \(\varepsilon > 0\), we estimate for \(0 < t \leq T\) that

\[
\|\partial_t v_g(\cdot, t)\|_{L^2(\Omega)}^2 \leq t^{2(\alpha_1-1)} \sum_{n=1}^{\infty} |\lambda_n E^{(n)}_{\alpha,\alpha_1}(t) (g, \varphi_n)|^2
\]
by the definition of Caputo derivatives, (4.10) and (4.4) to conclude

\[ t^{2(\alpha_1-1)} \sum_{n=1}^{\infty} |\lambda_n^{1-\varepsilon} P_n^{(n)}(t) |^2 |\lambda_n^{\varepsilon}(g, \varphi_n)|^2 \]

\[ \leq (C t^{\alpha_1-1}) \sum_{n=1}^{\infty} \frac{|\lambda_n^{1-\varepsilon} P_n^{(n)}(t) |^2 |\lambda_n^{\varepsilon}(g, \varphi_n)|^2 \leq \left( C \|g\|_{D(A')} t^{\alpha_1-1} \right)^2. \]  \hspace{1cm} (4.9)

To show \( u = \tilde{u} \), now it suffices to verify that \( \tilde{u} \) also solves the initial-boundary value problem which has a unique solution (see Lemma 2.8). To calculate \( \partial_t^\varepsilon \tilde{u} \), first we formally calculate

\[ \partial_t \tilde{u}(\cdot, t) = \partial_t \int_0^t \mu(s) v_g(\cdot, t-s) \, ds = \int_0^t \mu(s) \partial_t v_g(\cdot, t-s) \, ds + \mu(t) g. \]  \hspace{1cm} (4.10)

Then we employ (4.5) and (4.9) to estimate

\[ \|\partial_t \tilde{u}(\cdot, t)\|_{L^2(\Omega)} \leq \int_0^t |\mu(t-s)||\partial_t v_g(\cdot, s)|_{L^2(\Omega)} \, ds + |\mu(t)||g|_{L^2(\Omega)} \]

\[ \leq C \|g\|_{D(A')} \int_0^t (t-s)^{\alpha_1-1}s^{\alpha_1-1} \, ds + C \|g\|_{L^2(\Omega)} t^{\alpha_1-1} \]

\[ \leq C \|g\|_{D(A')} t^{\alpha_1(1+\varepsilon)-1} + C \|g\|_{L^2(\Omega)} t^{\alpha_1-1} \leq C \|g\|_{D(A')} t^{\alpha_1-1} \ (0 < t \leq T), \]

implying that the above differentiation makes sense in \( L^2(\Omega) \) for \( 0 < t \leq T \). Finally, we calculate by the definition of Caputo derivatives, (4.10) and (4.14) to conclude

\[ \sum_{j=1}^{m} q_j \partial_t^{\alpha_j} \tilde{u}(\cdot, t) = \sum_{j=1}^{m} \frac{q_j}{\Gamma(1-\alpha_j)} \int_0^t \frac{\partial_s \tilde{u}(\cdot, s)}{(t-s)^{\alpha_j}} \, ds \]

\[ = \sum_{j=1}^{m} \frac{q_j}{\Gamma(1-\alpha_j)} \int_0^t \frac{1}{(t-s)^{\alpha_j}} \int_0^s \mu(\tau) \partial_s v_g(\cdot, s-\tau) \, d\tau \, ds \]

\[ + g \sum_{j=1}^{m} \frac{q_j}{\Gamma(1-\alpha_j)} \int_0^t \frac{\mu(s)}{(t-s)^{\alpha_j}} \, ds \]

\[ = \sum_{j=1}^{m} \frac{q_j}{\Gamma(1-\alpha_j)} \int_0^t \mu(\tau) \int_0^\tau \frac{\partial_s v_g(\cdot, s-\tau)}{(t-\tau)^{\alpha_j}} \, d\tau \, d\tau + g \sum_{j=1}^{m} q_j j^{1-\alpha_j} \mu(t) \]

\[ = \sum_{j=1}^{m} \int_0^t \frac{\mu(\tau)}{\Gamma(1-\alpha_j)} \int_0^{t-\tau} \frac{\partial_s v_g(\cdot, s)}{((t-\tau)-s)^{\alpha_j}} \, d\tau \, d\tau + \rho(t) g \]

\[ = \int_0^t \mu(\tau) \sum_{j=1}^{m} q_j \partial_t^{\alpha_j} v_g(\cdot, t-t) \, d\tau + \rho(t) g \]

\[ = - \int_0^t \mu(\tau) A v_g(\cdot, t-t) \, d\tau + \rho(t) g = -A \int_0^t \mu(\tau) v_g(\cdot, t-t) \, d\tau + \rho(t) g \]

\[ = -A \tilde{u}(\cdot, t) + \rho(t) g, \]

that is, \( \tilde{u} \) also satisfies (4.14). The proof of Lemma 4.2 is completed. \( \square \)

At this stage, we are ready to show Theorem 1.3 by applying the above fractional Duhamel’s principle and the strong maximum principle.

**Completion of the Proof of Theorem 1.3** We follow the same argument as the proof of Theorem 1.2. Recall the assumptions \( \rho \in C^1[0, T], g \in D(A') \) with some \( \varepsilon > 0, g \geq 0, g \neq 0, \)
and the solution $u$ to (4.11) vanishes in $\{x_0\} \times [0, T]$ for some $x_0 \in \Omega$. Taking advantage of Lemma 4.2, we have

$$u(x_0, t) = \int_0^t \mu(t-s)v_g(x_0, s)\,ds = 0 \quad (0 \leq t \leq T),$$

(4.11)

where $\mu$ was defined in (4.11) and $v_g$ is the solution to (5.1) with the initial data $g$. Now we use the estimate (2.7) in Lemma 2.3(a) and the Sobolev embedding to deduce

$$|v_g(x_0, t)| \leq C\|v_g(\cdot, t)\|_{H^1(\Omega)} \leq C\|g\|_{L^2(\Omega)} t^{-\alpha_1} \quad (0 < t \leq T),$$

implying $v_g(x_0, \cdot) \in L^1(0,T)$. On the other hand, Lemma 4.2 gives $\mu \in L^1(0,T)$. Therefore, the application of the Titchmarsh convolution theorem (see (2.11)) guarantees two constants $T_1, T_2 \geq 0$ satisfying $T_1 + T_2 \geq T$ such that $\mu = 0$ a.e. in $(0, T_1)$ and $v_g(x_0, \cdot) = 0$ a.e. in $(0, T_2)$. However, since the initial value $g$ is non-negative and non-vanishing, Theorem 1.1 asserts that $v_g(x_0, \cdot) > 0$ a.e. in $(0, T)$. As a result, the only possibility is $T_2 = 0$ and thus $T_1 = T$, that is, $\mu = 0$ a.e. in $(0, T)$. Finally, we apply Young’s inequality to the relation (4.11) to conclude

$$\|\rho\|_{L^1(0,T)} \leq \sum_{j=1}^m q_j \|f^{1-\alpha_j}\mu\|_{L^1(0,T)} \leq C \sum_{j=1}^m \left\|\int_0^t \frac{\mu(s)}{(t-s)^\alpha_j} \,ds\right\|_{L^1(0,T)} \leq C\|\mu\|_{L^1(0,T)} = 0,$$

which finishes the proof. 
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