Brane-world extra dimensions in light of GW170817
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The search for extra dimensions is a challenging endeavor to probe physics beyond the Standard Model. The joint detection of gravitational waves (GW) and electromagnetic (EM) signals from the merging of a binary system of compact objects like neutron stars (NS), can help constrain the geometry of extra dimensions beyond our 3+1 spacetime ones. A theoretically well-motivated possibility is that our observable Universe is a 3+1-dimensional hypersurface, or brane, embedded in a higher 4+1-dimensional Anti-de Sitter (AdS5) spacetime, in which gravity is the only force which propagates through the infinite bulk space, while other forces are confined to the brane. In these types of brane-world models, GW and EM signals between two points on the brane would, in general, travel different paths. This would result in a time-lag between the detection of GW and EM signals emitted simultaneously from the same source. We consider the recent near-simultaneous detection of the GW event GW170817 from the LIGO/Virgo collaboration, and its EM counterpart, the short gamma-ray burst GRB170817A detected by the Fermi Gamma-ray Burst Monitor and the INTEGRAL Anti-Coincidence Shield spectrometer. Assuming the standard Λ-Cold Dark Matter (ΛCDM) scenario and performing a likelihood analysis which takes into account astrophysical uncertainties associated to the measured time-lag, we set an upper limit of ℓ < 0.535 Mpc at 68% confidence level on the AdS5 radius of curvature ℓ. Although the bound is not competitive with current Solar System constraints, it is the first time that data from a multi-messenger GW-EM measurement is used to constrain extra-dimensional models. Thus, our work provides a proof-of-principle for the possibility of using multi-messenger astronomy for probing the geometry of our space-time.

I. INTRODUCTION

The era of Gravitational Wave (GW) astronomy has come to its mature stage, following the first detections of GWs from binary black hole (BH) mergers [1–5] by the Advanced Laser Interferometer Gravitational Wave Observatory (LIGO) [6] and, more recently, by the Advanced Virgo [7] detectors. These discoveries were recently awarded the 2017 Nobel Prize in physics and sparked the search for exciting astrophysical phenomena [8–12]. The use of three interferometers dramatically improves the localization of the source, as the detection of the event GW170814 showed [5].

Besides BHs, stellar compact objects such as neutron stars (NS) can also be seen through the detection of GWs released when NS-NS or NS-BH binaries merge. Compact object binaries have since long been of interest as they provide important constraints on the structure and the formation of these extreme objects. Among the first NS binaries observed, one included a radio pulsar partner [13] whose close orbit was later observed to decay as predicted by Einstein’s General Relativity. This observation was an indirect confirmation of the existence of GWs and was awarded the 1993 Nobel Prize in physics. The collision of NS binaries might also explain the short-duration gamma-ray bursts (SGRBs) observed [14, 15].

The direct detection of GWs from a NS-NS merger, the event GW170817 in NGC 4993, has just been announced by the LIGO-Virgo network [16, 17] with very high significance. The masses of the involved NSs have been measured to be respectively $M_1 = (1.36 - 1.60)$ and $M_2 = (1.17 - 1.36)$ solar masses. The Fermi Gamma-ray Burst Monitor and the Anti-Coincidence Shield of the the International Gamma-Ray Astrophysics Laboratory (INTEGRAL) spectrometer have also just detected a SGRB transient in NGC 4993, the event GRB170817A [16–18], which has been associated to the GW event from the NS-NS merger with high significance. The associated energetics, variability and light curves, have also been shown to be highly consistent with a NS-NS merger [19]. The transient signal in the optical has been independently observed within an hour from the detection of the GW and
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GRB events by the SWOPE telescope, allowing for a precise location of the host galaxy [16, 20]. Further observations later detected the signal in the X-ray and radio wave spectra. The time delay between the detection of the GW and the GRB counterpart shows a measured time-lag \( \delta t_{\text{meas}} = (1.734 \pm 0.054) \) s, with the observed duration of the gamma-ray emission lasting \((2.0 \pm 0.5)\) s, consistent with what is expected from a GRB.

The combination of GW and EM signals from a binary merger can be used to probe the geometry of extra dimensions beyond our 3+1 spacetime ones. The possibility that additional dimensions exist was first postulated by Kaluza and Klein [21–23] while attempting to unify gravity and electromagnetism. An intriguing possibility is that our observable spacetime is actually a 3+1 hypersurface (or \textit{brane}) embedded in a higher 4+1 dimensional bulk space. The idea that our 3+1 spacetime is a boundary or brane of a higher dimensional space was brought up in the Hořava-Witten theory [24], and was soon used as an attempt to explain the mass scale hierarchy problem [25]. Randall and Sundrum [26] proposed a five-dimension AdS space (AdS\(_5\)) brane-world model where the extra dimension has an infinite size and a negative bulk cosmological constant \(\Lambda_{\text{bulk}}\). The tension on the brane \(\sigma\) is tuned so that general relativity is recovered in the low-energy regime [27, 28]. Such extra dimensions, not necessarily warped, can also yield important astrophysical consequences [29–32]. See e.g. [33] for a review on brane-world gravity models.

In a subset of theories with extra dimensions, gravity propagates through the bulk while other fields like matter or radiation are confined to travel on the brane. In a seminal paper, Chung and Freese [34] showed that gravitational waves might travel along an extra-dimensional null geodesic, so that a GW signal would reach us in a shorter time compared to a luminous signal emitted simultaneously, the latter being constrained to propagate on our three-brane. In short, null-geodesics in the five-dimensional space might causally connect two space-time points A and B otherwise not in causal contact on the usual four-dimensional manifold. As a result, there might be a lag in the measurement of GW and EM signals emitted from the same source. A measurement of differing speeds of GW and EM signals might then arise from the existence of an extra dimension other than our 3+1 spacetime ones.

Causality within the brane Universe has been further discussed in Refs. [35–37], while additional work on GW in extra-dimensions was explored in Refs. [38–41]. Solar System tests show that Newtonian gravity is in agreement with data down to scales of the order of a tenth of a millimeter [42–45].

In this article we follow closely the calculation done by Caldwell and Langlois in Ref. [35], restricting ourselves to the case of a Λ-Cold Dark Matter (ΛCDM) scenario. Using the time delay between the signals detected by LIGO/Virgo and \textit{Fermi}/\textit{INTEGRAL}, we set a limit on the radius of curvature of the extra dimension.

This paper is structured as follows: in Sec. (II) we compute the distance travelled by a GW signal along an extra dimensional geodesic, and hence the expected time-lag between the GW and the corresponding EM signal. In Sec. (III), we describe the analysis method we use to analyse the time-lag measured in conjunction with the GW170817 event and constrain the physics of extra dimensions. In Sec. (IV) we present our results, and in particular the bounds on the AdS\(_5\) radius of curvature \(\ell\). Conclusions are drawn in Sec. (V).

## II. COMPUTING THE SHORTCUT LENGTH

Following the set up in Ref. [35] we consider a spacetime metric analogous to the Friedmann-Robertson-Walker (FRW) metric, which describes the evolution of the Universe as a three-brane embedded in a five-dimensional, infinite, Anti-deSitter (AdS\(_5\)) space [27, 28]. We assume that I) the three-brane representing our Universe is homogeneous and isotropic, and II) the branes are sufficiently distant so that we can approximate the bulk as being empty. Under these assumptions, the metric is given by

\[
ds^2 = -f(R)dt^2 + f^{-1}(R)R^2 + R^2 d\Sigma^2 ,
\]

where \(d\Sigma^2\) is the maximally-symmetric metric for a three-dimensional space and \(f(R)\) is a scale factor. Following the language of general relativity, the coordinates \((T, R)\) are referred to as “curvature coordinates”, with the time-like coordinate \(T\) being the “Killing time” [46].

Defining the proper time for the comoving observers on the three-brane

\[
dt = f(R)dt^2 - \frac{dR^2}{f(R)} ,
\]

the metric describing the motion of a particle confined to the three-brane is \(ds^2 = -dt^2 + R^2 d\Sigma^2\), corresponding to a FRW metric in four dimensions with the scale factor \(R(T) \equiv a(t)\). In this model, the expansion rate differs from the usual Friedmann expression [27, 28], which is recovered in the low energy limit \(\rho \ll \sigma\), where \(\rho\) is the matter energy density and \(\sigma\) is the brane tension, as

\[
\left(\frac{\dot{a}}{a}\right)^2 = \frac{\rho}{3M_{Pl}^2} , \quad \text{(low-energy limit)}.
\]

We have introduced the reduced Planck mass \(M_{Pl} = 1/\sqrt{8\pi G}\).

We assume that a GW signal is emitted at some point A on the brane, travels on a radial null-geodesic through the bulk, and is received at point B also lying on the brane. Defining the Hubble rate \(H = (dR/dt)/R\), the Killing time spent when traveling between the source and the detector is

\[
T_B - T_A = \int_{t_A}^{t_B} dt' \sqrt{\frac{1}{f(R)} + \frac{H^2 R^2}{f^2(R)}} .
\]
We assume a flat three-dimensional space for which \( d\Sigma^2 = dr^2 + r^2 d\Omega^2 \), where \( r \) is the radial coordinate and \( d\Omega \) is the differential solid angle. The scale factor is \( f(R) = (R/\ell)^2 \), and \( \ell \) defines the constant AdS\(_5\) curvature radius.\(^1\) We focus on radial geodesics, for which the metric in Eq. (1) reduces to

\[
ds^2 = -f(R) dt^2 + f^{-1}(R) dR^2 + R^2 dr^2.
\]

Given an affine parameter \( \lambda \), this geodesic allows for two Killing vectors, with conserved quantities \( E \) and \( P \),

\[
k_T = -f(R) \frac{dT}{d\lambda} = -E, \quad \text{and} \quad k_r = R^2 \frac{dr}{d\lambda} = P.
\]

For null geodesics \( ds^2 = 0 \), Eq. (5) with the conserved quantities above gives

\[
\left( \frac{dR}{dx} \right)^2 = E^2 - \frac{f(R)}{R^2} P^2.
\]

Combining Eq. (7) with the Killing vector \( k_r \) gives us a relation between the distances on the three-brane and the radial coordinate in the five-dimensional space, which can be integrated from \( R_A \) to \( R_B \) to obtain \( (r = r_B - r_A) \)

\[
\frac{1}{R_A} - \frac{1}{R_B} = \sqrt{\frac{E^2}{P^2} - \frac{1}{\ell^2}} r.
\]

Similarly, using the Killing vector \( k_T \) into Eq. (7) and integrating the resulting expression gives

\[
r = \frac{P}{E\ell^2} (T_B - T_A).
\]

Combining Eqs. (8) and (9) to get rid of the constants of motion, using Eq. (4) and the identity

\[
\frac{1}{R_A} - \frac{1}{R_B} = \int_{t_A}^{t_B} \frac{dt'}{R} H = \int_{R_A}^{R_B} \frac{dR'}{R'},
\]

results in

\[
r_g^2 = \left( \int_{t_A}^{t_B} \frac{dt'}{R} \sqrt{1 + \ell^2 H^2} \right)^2 - \left( \int_{t_A}^{t_B} \frac{dt'}{R} H \right)^2.
\]

Our Eq. (11) coincides with Eq. (19) in Ref. [35]. We express the integrals over \( dt'/R \) in terms of the redshift of the object from the source,

\[
1 + z = \frac{R_B}{R_A},
\]

where we assume that the source is located at redshift \( z \), while the detector is located at redshift zero. Using the identity \( dt/R = dR/R^2 H = -dz/H \), we expand Eq. (11) around \( H \ell \ll 1 \), which is the low-energy limit in which the usual Friedmann equation is recovered. Keeping only terms up to order \( \ell^2 \), we obtain

\[
r_g^2 \approx \left( \int_0^z \frac{dz'}{H} \right)^2 + \ell^2 \left( \int_0^z \frac{dz'}{H} \right) \left( \int_0^z dz' H \right) - \ell^2 z^2.
\]

The first integral expression corresponds to the distance traveled by the luminous signal on the brane,

\[
r_\gamma = \int_{t_A}^{t_B} \frac{dt'}{R} = \int_0^z \frac{dz'}{H(z')}.
\]

To approximate the second integral in Eq. (13), we use the expression for the Hubble rate valid after matter-radiation equality, within a flat \( \Lambda \)CDM scenario,

\[
H \simeq H_0 (\Omega_m (1 + z)^3 + \Omega_\Lambda)^{1/2},
\]

where \( \Omega_\Lambda = 1 - \Omega_m \), with \( \Omega_m \) and \( \Omega_\Lambda \) the matter and dark energy density parameters respectively. Further assuming that the source lies within \( z \ll 1 \) gives, it can be expanded around \( z = 0 \),

\[
\int_0^z \frac{dz H_0}{H} \approx z - \frac{3}{4} \Omega_m z^2 - \frac{\Omega_m}{2} - \frac{9 \Omega_m^2}{8} z^3,
\]

\[
\int_0^z \frac{dz H}{H_0} \approx z + \frac{3}{4} \Omega_m z^2 + \left[ \frac{\Omega_m}{2} - \frac{3 \Omega_m^2}{4} \right] z^3.
\]

Finally, Eq. (13) is approximated at low redshift and small curvature radius \( H\ell \ll 1 \):\(^\star\)

\[
r_g^2 \approx r_\gamma^2 + \ell^2 \frac{3 \Omega_m^2 z^4}{16}, \quad \text{or} \quad \frac{r_g - r_\gamma}{r_\gamma} \approx \frac{3 \ell^2 \Omega_m^2 z^4}{32 r_\gamma^2}.
\]

This expression differs from that obtained in Ref. [35], where the results are given for a single fluid component with equation of state \( \omega = P/\rho \). Here instead, we specify the flat \( \Lambda \)CDM Hubble rate in Eq. (15). The contribution to the time-delay given by the Shapiro delay [48] is discussed in the Appendix and it is found to be subdominant.

### III. ANALYSIS METHOD

The LIGO and Virgo collaborations have just announced that the NS-NS merger event with corresponding gravitational wave emission GW170817 occurred at a luminosity distance \( r_g = 40^{+8}_{-14} \) Mpc [16, 17]. Notice that at the very low redshifts under consideration \( (z \ll 0.1) \), the luminosity distances and comoving distances approximately coincide. The EM signal GRB170817A measured by the Fermi Gamma-ray Burst Monitor and the INTEGRAL Anti-Coincidence Shield spectrometer arrived

\(^1\)An additional term \( \mu/R^2 \) can be added to the scale factor \( f(R) \), with the term \( \mu \) describing the mass of a black hole for a Schwarzschild-like solution of the AdS\(_5\) metric [47]. For simplicity we have neglected the possibility that a black hole affects the metric in the bulk by setting \( \mu = 0 \) throughout the present work.
within a time-lag $\delta t_{\text{meas}} = (1.734 \pm 0.054)\,\text{s}$ from the detection of the associated GW signal [16, 17]. The time-lag has been used to probe exotic physics such as modified gravity scenarios [16, 49–87].

Here, we use the measured time-lag to probe the size of extra dimensions, in particular the AdS$_5$ radius of curvature $\ell$. However, in performing this analysis it is of vital importance to keep in mind that most of the time-lag is expected to be due to astrophysical processes involved in the merger of the two NSs. These processes, which are associated with the collapse of the hypermassive neutron star (HMNS) $^2$, in most cases result in the SGRB being emitted after the GW signal [16]. Therefore, it is hard to determine what proportion of the time-delay is due to the difference in the emission time of SGRB and GW signals, and to what extent that could result from differences in the propagation time of the two. It is also worth noting that the intergalactic medium dispersion is expected to have negligible impact on the EM propagation speed [16].

The above discussion makes it clear that quantifying the contribution of astrophysical processes to the measured time-delay is crucial to performing a correct analysis. We follow the approach of [16], where the size of astrophysical uncertainties associated with the measurement of the time-delay is conservatively quantified as $\simeq 10\,\text{s}$. This estimate of the astrophysical uncertainty is also the one used when deriving the constraints on the fractional GW-EM speed difference reported in [16]. It is worth noticing that there exist more exotic models for binary NS merger events where the size of the time-lag due to astrophysical processes can be of the order of $100$-$1000\,\text{s}$ [88, 89] (although see [90] where the feasibility of the physical picture leading to time-lags of this order has been questioned). Conversely there are also models where the sign of the time-lag is reversed (i.e. the EM signal emission occurs before the GW signal) [91]. In most of these models, the larger time-lag is due to the binary NS merger producing a long-lived HMNS, or even a “supramassive” neutron star. However, the large amount of ejecta produced in the event that we are considering, as well as the absence of emissions powered by the NS spin-down, suggest that the HMNS produced collapsed within $O(10^{-3}\,\text{s})$. Hence, the exotic models described above are unlikely to correctly describe the binary NS merger associated to GW170817 [92].

In light of this discussion, we conclude that a safe and conservative choice for the size of the astrophysical uncertainties associated to the measured time-lag is $\sigma_{\text{astro}} = 10\,\text{s}$; the same choice made in the joint LIGO/Virgo/Fermi/INTEGRAL analysis [16]. Nevertheless, it is clear that a more precise characterization of the dynamics of binary NS mergers (through ever-increasingly accurate magnetohydrodynamic simulations, e.g. [93]), is necessary to separate astrophysical contributions to the EM-GW time-lag from those of exotic physics.

We constrain the size of the AdS$_5$ radius of curvature by performing a simple likelihood analysis on the available data. We sample the 4-dimensional parameter space spanned by the parameters $r_\gamma$, $\Omega_m$, $z$, and $\ell$, which we collectively refer to as $\theta$. The available data consists of the time-lag measurement $\delta t_{\text{meas}}$, which we refer to as $d$. Our likelihood $L$ then consists of the probability of observing the measured data, given the parameters $\theta$: $L(\theta) = \text{Pr}(d|\theta)$.

We construct our likelihood $L$ as an univariate Gaussian centered around $\delta t = \delta t_{\text{meas}}$, i.e.:

$$L(\theta) = \exp\left\{ -\frac{[\delta t_{\text{th}}(\theta) - \delta t_{\text{meas}}]^2}{2\sigma_{\text{tot}}^2} \right\}. \quad (19)$$

In Eq. (19), $\delta t_{\text{th}}$ denotes the theoretically expected value for the time-lag in the presence of extra dimensions, which is computed by identifying $r_\gamma - r_\gamma \approx \sigma \delta t$ in Eq. (18):

$$\delta t_{\text{th}}(\ell, \Omega_m, z, r_\gamma) = \frac{3c^2\Omega_m^2 z^4}{32c r_\gamma}. \quad (20)$$

Finally, in Eq. (19) we have indicated with $\sigma_{\text{tot}}$ the total uncertainty, comprising both the measurement uncertainty $\sigma_{\text{meas}} = 0.054\,\text{s}$, as well as the astrophysical uncertainty which we have quantified as $\sigma_{\text{astro}} = 10\,\text{s}$ following [16]. Since the two uncertainties are completely independent (the first one is associated to the measurement process, whereas the second one is astrophysical in nature), we can combine them in quadrature to estimate the total uncertainty:

$$\sigma_{\text{tot}} = \sqrt{\sigma_{\text{meas}}^2 + \sigma_{\text{astro}}^2} \simeq 10\,\text{s}, \quad (21)$$

which, as expected given the difference in order of magnitude between the two, is entirely dominated by the size of the astrophysical uncertainty.

We impose a top-hat prior between 0 and 5 Mpc for $\ell$. $^3$ We impose Gaussian priors on the remaining three parameters, conforming to their measured values. For $r_\gamma$ and $z$ we use the priors $(42.9 \pm 3.2)\,\text{Mpc}$ and $z = 0.0080 \pm 0.0025$ respectively, as determined by the joint LIGO/Virgo/Fermi/INTEGRAL analysis in [17] and consistent with the distance to the host galaxy of GW170817 (NGC4993) [17]. $^4$ We also use the prior inferred by the Planck collaboration 2015 data release

$^2$ Often the collapse results in a rapidly rotating BH surrounded by a hot torus.

$^3$ We have numerically verified that the data, through the likelihood, cuts the distribution of $\ell$ well before 5 Mpc. Therefore the upper bound of the top-hat prior does not cut the distribution of $\ell$ where it is significantly non-zero.

$^4$ Notice that the value of $r_\gamma$ provided in [17] was evaluated combining the ratios of the Hubble flow velocity of NGC4993 to the two most widely used estimates of the Hubble constant.
\( \Omega_m = 0.315 \pm 0.013 \) \(^5\), coming from a combination of temperature and large-scale polarization data (Planck TT+lowP) [94, 95]. Notice that for \( z \) we have used the symmetric error bar when imposing the prior, but have explicitly verified that using the non-symmetric error bar provided by the measurement has virtually no effect on our conclusions.

The posterior distribution of the parameters given the data is then constructed as the product of the likelihood and the priors. We sample the posterior distribution using Markov Chain Monte Carlo (MCMC) methods, by implementing the Metropolis-Hastings algorithm. We do so by using the cosmological MCMC sampler Montepython [96], configured to act as a generic sampler. We use the generated chains to compute joint and marginalized posterior probability distributions of the four parameters and, in particular, of the curvature radius \( \ell \). From the marginalized posterior distribution of \( \ell \) we obtain the upper 68% and 95% confidence level (C.L.) upper limits on this quantity which we quote.

**IV. RESULTS**

Here, we report the results of the likelihood analysis performed with the methodology described in the previous section. The posterior probability distribution we find for \( \ell \) shown in Fig. 1 is, as expected, sharply peaked at 0 Mpc and falls as \( \ell \) increases. In particular, we find a 68% C.L. upper limit of \( \ell < 0.535 \) Mpc and a 95% C.L. upper limit of \( \ell < 1.997 \) Mpc.

The upper bound of \( \ell < 0.535 \) Mpc at 68% C.L. is a very poor constraint on the AdS\(_5\) radius of curvature, since it is well known from experiments within the Solar System that Newtonian gravity works on the submillimeter scale [42-45]. However, the novelty of these results rests upon the fact that it is the very first time that multi-messenger GW-EM astronomy is being used to probe the geometry of extra dimensions. Therefore, our results serve as an important proof of principle that multi-messenger astronomy can indeed be used to put constraints on the geometry of extra dimensions. We focused on the brane-world extra dimensional paradigm, however Refs. [97, 98] put constraints on different models with extra-dimensions.

A natural question to ask is then: which aspects need the most improvement for the bound on the size of extra dimensions to be refined with future observations? Certainly a greater sample of multi-messenger GW-EM events beyond the one we have so far would help: assuming perfect control of systematics (which is clearly an idealized case), \( N \) events would improve the uncertainty by \( \approx \sqrt{N} \).

Another important possibility is that the parameters determining the physics of the time-lag (namely, \( \Omega_m, z, \) and \( r_s \)) will eventually be measured to greater accuracy. For which of these parameters would an improved determination be especially useful for better constraining \( \ell \)? We can answer this question by examining the correlations between \( \ell \) and the other 3 parameters in our likelihood analysis. Parameters which are more strongly correlated with \( \ell \) will affect its marginalized posterior distribution more strongly.

We expect a strong inverse correlation between \( \ell \) and \( z \), since \( \delta t \) depends on the combination \( \ell^2 z^4 \) in Eq. (20). Therefore, it is possible to obtain the same \( \delta t \) from various combinations of \( \ell \) and \( z \). In particular, if one of the two parameters is increased/decreased, the other will have to decrease/increase respectively in order to maintain \( \delta t \) fixed. That is, the two parameters will be negatively correlated. In Fig. (2), we plot the 2D joint posterior distribution in the \( \ell-z \) parameter space. The likelihood analysis confirms our expectation that \( \ell \) and \( z \) are negatively correlated, which can be inferred by the orientation of the \( \ell-z \) contour.

We also compute the correlation coefficients among each of the 4 parameters in \( \theta \). The correlation coefficient between two parameters \( i \) and \( j \), \( R_{ij} \), is given by:

\[
R_{ij} \equiv \frac{C_{ij}}{\sqrt{C_{ii} C_{jj}}},
\]

\(^5\) Notice that, in principle, the large size of the extra dimension we will derive in Sec. IV might be expected to affect the interpretation of cosmological observations and correspondingly the parameters inferred by Planck, including the adopted prior on \( \Omega_m \). We defer further investigation of this issue to future work.
with \( C \) being the covariance matrix of the cosmological parameters, estimated from the MCMC chains. In Fig. (3), we plot a heatmap of the correlation matrix. The strongest correlation among the parameters is that between \( \ell \) and \( z \), with a magnitude of about \(-0.6\). We conclude that an improved determination of the redshift of future multi-messenger GW-EM events will be especially useful for obtaining more stringent bounds on the physics of extra dimensions. The use of multiple detectors will prove extremely helpful in this direction.

The next-to-strongest correlation is that between \( \ell \) and \( \Omega_m \), which are also negatively correlated. Here, improvements in the determination of the matter energy density \( \Omega_m \) will be possible thanks to measurements of the CMB temperature, polarization, and lensing anisotropy spectra from future ground-based CMB experiments such as Simons Observatory [99] and CMB-S4 [100], in combination with BAO and clustering measurements (matter power spectrum and/or shear power spectrum) from future galaxy redshift surveys and future weak lensing surveys such as DESI [101], LSST [102], and Euclid [103], as well as measurements of cross-correlations between CMB lensing convergence and galaxy clustering (which will improve the determination of \( \Omega_m \) due to the improved determination of parameters which are mildly degenerate with it, such as \( \sigma_8 \), see e.g. [104]). Therefore, improvements in the determination of cosmological parameters will also help to better constrain the physics of extra dimensions using multi-messenger GW-EM events.
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FIG. 2: Joint posterior distribution in the \( \ell \)-\( z \) parameter space, with \( \ell \) the AdS\(_5\) radius of curvature and \( z \) the redshift of the GW-EM event. The dark blue (light blue) regions correspond to 68% (95%) C.L. contours respectively. From the figure it is clear that the two parameters are strongly negatively correlated, due to the fact that increasing/decreasing one and correspondingly decreasing/increasing the other can lead to the same value of the time-lag \( \delta t \).
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FIG. 3: Heatmap of the correlation matrix of the 4 parameters \((\ell, \Omega_m, z, r_{\gamma})\) we are examining. We visually see that the strongest correlation is the negative correlation between \( \ell \) and \( z \), discussed in the text (see also the caption of Fig. 2).

V. CONCLUSIONS

The search for extra dimensions is motivated by theoretical speculations on the nature of our space-time and of gravity. It is possible that our four-dimensional universe might consist of the boundary to a “bulk” space where gravity is the only force which can propagate. In some models, GWs propagate through the bulk, taking a “shortcut” through the extra dimension, while EM signals travel on a null-geodesic confined to the brane. A consequence of such models is that a simultaneous event such as the emission of GWs and EM radiation from the merging of a compact object binary would be detected at Earth with a time-lag due to the different path of the two signals, despite their propagating with the same speed. The LIGO/Virgo collaboration measured the time-lag between the GW event GW170817 [16, 17] and the corresponding EM counterpart, the SGRB event GRB170817A detected by Fermi and INTEGRAL [16]. Using this measurement, we investigated the five-dimensional brane-world scenario described in Ref. [35] focusing on the flat \( \Lambda \)CDM model.

Performing a likelihood analysis which takes into account astrophysical uncertainties related to the emission of the SGRB associated to the GW event, as well as the measured time-lag, we have determined an upper bound of \( \ell \lesssim 0.535 \)Mpc at 68% C.L. on the radius of curvature of AdS\(_5\). Although the bound obtained with this method is much weaker than the one obtained from measurements in the Solar System, the results acquired from the binary NS merger provide an independent test using data gathered from beyond our Solar System. Moreover, our results provide a proof-of-principle analysis applied to real data of the possibility of using multi-messenger astronomy to constrain the physics of extra dimensions.
Our work also highlights the importance of robustly quantifying the contribution of astrophysical processes (such as the collapse time of the hypermassive neutron star generated by the merger) to the time-lag.

We remark that our analysis has been obtained within the $\Lambda$CDM model, assuming only one extra dimension exists. However, such an analysis can be extended to include more than one extra dimension, as well as metrics differing from AdS$_5$. The era of multi-messenger astronomy has just begun and it is exciting to notice how we can already use the available data to probe physics describing the very structure of our space-time, in the form of extra dimensions beyond those our senses are able to experience.
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Note added

After our paper appeared on arXiv, the analysis of Ref. [105] was posted. In this work, constraints on the number of spacetime dimensions are placed by using the independent measurements of the luminosity distance to the GW170817 signal have been discussed in Refs. [58, 106–108].

The line element for the AdS$_5$ spacetime in Eq. (1), with the AdS$_5$ scale factor $f(R) = R^2/\ell^2$, can be rewritten as

$$ds^2 = \frac{R^2}{\ell^2} \left[ \eta_{\mu\nu}dx^\mu dx^\nu + \frac{\ell^4}{R^4}dR^2 \right],$$

where $\eta_{\mu\nu}$ is the metric for a flat four-dimensional space-time. It is possible to generalize the line element in Eq. (A.1) by replacing $\eta_{\mu\nu}$ with any metric $g_{\mu\nu}$ that describes a vacuum solution in General Relativity [109, 110]. To quantify the importance of the Shapiro delay, we consider the Schwarzschild metric for $g_{\mu\nu}$, which describes the four-dimensional spacetime near a point mass $M$. The corresponding line element in Eq. (A.1) reads [47, 109, 110]

$$ds^2 = \frac{R^2}{\ell^2} \left[ -U(r)dt^2 + U^{-1}(r)dr^2 + r^2d\Omega^2 + \frac{\ell^4}{R^4}dR^2 \right],$$

where $U(r) = 1 - 2M/r$. This solution describes a mass line extending infinitely along the R-direction. Following the standard derivation for the Shapiro delay [48], we look for a null-geodesic for which $ds^2 = 0$. The proper time on the bulk is

$$dT^2 = U^{-2}(r)dr^2 + U^{-1}(r)r^2d\Omega^2 + U^{-1}(r)\frac{\ell^4}{R^4}dR^2.$$  

The first two terms in Eq. (A.3) reproduce the Shapiro delay experienced by the luminous signal propagating on the brane,

$$dt_{\text{brane}}^2 = \frac{dr^2}{(1 - \frac{2M}{r})^2} + \frac{r^2d\Omega^2}{(1 - \frac{2M}{r})}.$$  

while the extra term $U^{-1}(r)\frac{\ell^4}{R^4}dR^2$ describes the correction to the delay accrued by the gravitational wave signal. This latter correction is proportional to $(H\ell)^4\delta t^2$, thus it is of a higher order in $H\ell$ than the bulk effect we have discussed in Eq. (18). We therefore conclude that the difference in Shapiro delay between the propagating light and gravitational waves is subdominant in our analysis.

Appendix: Shapiro delay

In this section we discuss the effect of the Shapiro delay [48] on our analysis. The effects of the Shapiro delay on
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