TOPOLOGICAL INVARIANTS FOR WORDS OF LINEAR FACTOR COMPLEXITY

JASON P. BELL

Abstract. Given a finite alphabet Σ and a right-infinite word w over the alphabet Σ, we construct a topological space Rec(w) consisting of all right-infinite recurrent words whose factors are all factors of w, where we work up to an equivalence in which two words are equivalent if they have the exact same set of factors (finite contiguous subwords). We show that Rec(w) can be endowed with a natural topology and we show that if w is word of linear factor complexity then Rec(w) is a finite topological space. In addition, we note that there are examples which show that if f : N → N is a function that tends to infinity as n → ∞ then there is a word whose factor complexity function is O(nf(n)) such that Rec(w) is an infinite set. Finally, we pose a realization problem: which finite topological spaces can arise as Rec(w) for a word of linear factor complexity?
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1. Introduction

An important feature in the study of combinatorics of words is the search for meaningful invariants, which give insight into the underlying complexity and structure of given words. There are numerous examples of such invariants in the theory, such as the critical exponent [6], cyclic complexity [9], arithmetical complexity [2], abelian complexity [12], Lie complexity [4], Lempel-Ziv complexity [14], letter and word frequencies [1, Chapt. 1], and the factor complexity [1, Chapt. 10].

We recall that, given a right-infinite word w over a finite alphabet Σ, the factor complexity function of w, pw : N → N, is the map whose value at n is the number of distinct factors (contiguous finite-length subwords) of w of length n. A result of Morse and Hedlund (see [1, Theorem 10.2.6]) shows there is a striking gap: either the factor complexity function of a word w is uniformly bounded, in which case w is eventually periodic; or pw(n) ≥ n + 1 for all n.
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For this reason, it is an especially important project within the field of combinatorics of words to better understand the class of words whose complexity functions lie just on the other side of this gap. In particular, the Sturmian words are the words \( w \) for which \( p_w(n) = n + 1 \) for all \( n \) and their study is an important area of focus within the field of combinatorics on words. More generally, there is the class of words of linear factor complexity, which have the property that there is a positive constant \( C \) such that \( p_w(n) \leq Cn \). This class of words contains many classical examples of words, including all automatic words and all Sturmian words \([1, \text{Chapt. 10}]\).

Much is now known about words of linear factor complexity, and there has been a long history of studying this class of words (see, for just a few examples, \([1, \text{Chapt. 10}]\) and \([8, 7, 15]\)). The object of this paper is to introduce new topological invariants, which we hope will provide a coarse taxonomy of words of linear factor complexity, which can then be used to gain greater insight into this important class of words.

We recall that if \( w \) is a right-infinite word, then we have a set \( \text{Fac}(w) \), which is the collection of factors of \( w \). Then we have \( p_w(n) = \#\{u \in \text{Fac}(w) : |u| = n\} \), where \( |\cdot| \) is the usual length function.

Given two right-infinite words \( w, w' \) over \( \Sigma \), we declare that \( w \) is equivalent to \( w' \) if \( \text{Fac}(w) = \text{Fac}(w') \). This induces an equivalence relation \( \sim \) on the set of right-infinite words over \( \Sigma \), and we let \([w] \) denote the equivalence class of \( w \). The collection of subsets of \( \text{Fac}(w) \) is a poset under inclusion and this allows us to put a partial order on equivalence classes of right-infinite words over \( \Sigma \) by declaring that

\[
[w] \preceq [w'] \quad \text{if} \quad \text{Fac}(w) \supseteq \text{Fac}(w'),
\]

and we have \([w] \preceq [w'] \) and \([w'] \preceq [w] \) if and only if \([w] = [w'] \).

We recall that a right-infinite word \( w \) is recurrent if each factor of \( w \) occurs infinitely many times in \( w \); \( w \) is uniformly recurrent if for each factor \( u \) of \( w \), there is some \( N = N(u) \) such that every length-\( N \) factor of \( w \) contains \( u \) as a subfactor; \( w \) is periodic if \( w = uuu \cdots = u\omega \) for some finite word \( u \). These properties are all preserved under this notion of equivalence (see Lemma 2.1) and in particular, we can speak unambiguously about equivalence classes being recurrent, uniformly recurrent, and periodic.

The sets that we study in this work are given below.

Let \( w \) be a right-infinite word over \( \Sigma \). We define the following sets:

- the total spectrum of \( w \) is the set
  \[
  \text{Tot}(w) = \{[v] : [w] \preceq [v]\};
  \]

- the recurrent spectrum of \( w \) is the set
  \[
  \text{Rec}(w) = \{[v] : v \text{ recurrent}, [w] \preceq [v]\};
  \]

- the uniformly recurrent spectrum of \( w \) is the set
  \[
  \text{URec}(w) = \{[v] : v \text{ recurrent}, [w] \preceq [v]\};
  \]

- the periodic spectrum of \( w \) is the set
  \[
  \text{Per}(w) = \{[v] : v \text{ periodic}, [w] \preceq [v]\};
  \]
In particular, we have the containments
\[
\text{Tot}(w) \supseteq \text{Rec}(w) \supseteq \text{URec}(w) \supseteq \text{Per}(w).
\] (1.6)

Observe that \(\text{Tot}(w), \text{Rec}(w), \text{URec}(w), \) and \(\text{Per}(w)\) are all posets under the ordering \(\preceq\). The main result of this paper is the following.

**Theorem 1.1.** Let \(w\) be a right-infinite word over a finite alphabet \(\Sigma\) and suppose that there is a constant \(C\) such that \(p_w(n) \leq Cn\) for all \(n \geq 1\). Then \(\#\text{Rec}(w)\) is finite and we have the upper bounds
\[
\#\text{Rec}(w) \leq \left( \limsup_{n \to \infty} p_w(n + 1) - p_w(n) \right) + \lceil C \rceil^2
\]
and
\[
\#\text{URec}(w) \leq \left( \limsup_{n \to \infty} p_w(n + 1) - p_w(n) + 1 \right) + C^2.
\]

Upper bounds for \(\text{Per}(w)\) have been obtained previously [4], where it is shown that \(\#\text{Per}(w) \leq \limsup_{n \to \infty} p_w(n + 1) - p_w(n) + 1\), which a result of Cassaigne [8] shows is finite when \(w\) has linear factor complexity. Bounds for \(\text{Per}(w)\) had been previously considered in other contexts [13].

We also note that if \(f\) is a weakly increasing function that tends to \(\infty\) then there exists a word \(w\) with \(p_w(n) = O(n f(n))\) such that \(\text{Per}(w)\) and \(\text{Rec}(w)\) are infinite (see Remark 5.9 for details).

We also show that the space \(\text{Rec}(w)\) can be endowed with a natural topology, reminiscent of the Zariski topology in algebraic geometry. The appeal of having a topology is that one can consider continuous maps and use the additional topological structure to obtain new results for words. For example, we show the factor complexity function gives a continuous map from \(\text{Rec}(w)\) to the space of \(\mathbb{N}\)-valued sequences in a natural sense (see Theorem 4.5).

The outline of this paper is as follows. In §2, we prove basic properties of the four spectra defined in Equations (1.2)–(1.5). In §3, we define the radical of a word, which we later relate to the uniformly recurrent spectrum. In §4, we develop the basic topological results about \(\text{Rec}(w)\) and prove a result about continuity of the factor complexity function in this framework. In §5 we prove Theorem 1.1 and we conclude by posing questions about these constructions in §6.

## 2. Basic properties of spectra

Let \(\Sigma = \{x_1, \ldots, x_d\}\) be a finite set with \(d \geq 2\). Let \(w\) be a right-infinite word over \(\Sigma\). We recall that
\[
\text{Fac}(w) = \{v \in \Sigma^* : v \text{ is a factor of } w\},
\]
which we call the factor set of \(w\). If we adjoin an absorbing element \(0\), \(\text{Fac}(w) \cup \{0\}\) is a monoid, where we declare that \(0 \cdot z = z \cdot 0 = 0\) for every \(z \in \text{Fac}(w)\), \(0 \cdot 0 = 0\), and for \(z, y \in \text{Fac}(w)\), and \(z \cdot y\) is the concatenation of \(z\) and \(y\) if it is a factor of \(w\) and is \(0\) otherwise. We thus occasionally call \(\text{Fac}(w)\) the factor monoid of \(w\) when we wish to emphasize the monoidal structure, with the understanding that we are then adjoining a zero element. We then define the set
\[
I(w) = \Sigma^* \setminus \text{Fac}(w),
\] (2.1)
which we call the ideal of $w$. Then $I(w)$ is closed under left and right concatenation by words in $\Sigma^*$. In particular, if we let $\mathbb{Q}\{x_1, \ldots, x_d\}$ denote the free associative $\mathbb{Q}$-algebra on $\Sigma$ then the $\mathbb{Q}$-span of elements of $I(w)$ will be a two-sided ideal, $(I(w))$, of $\mathbb{Q}\{x_1, \ldots, x_d\}$ and we define the algebra

$$A_w := \mathbb{Q}\{x_1, \ldots, x_d\}/(I(w)), \quad (2.2)$$

which we call the monomial algebra associated to $w$.

The partial order $\preceq$ on the equivalence classes of right-infinite words over $\Sigma$ given in Equation (1.1) can be stated in terms of ideals as follows:

$$[w] \preceq [w'] \quad \text{if} \quad I(w) \subseteq I(w'). \quad (2.3)$$

Although equivalent words can be very different from one another in general, many natural combinatorial properties are preserved under this equivalence as the following result shows.

**Lemma 2.1.** Let $\Sigma$ be a finite alphabet and let $w$ and $w'$ be equivalent right-infinite words over $\Sigma$. Then the following hold:

1. $w$ is recurrent if and only if $w'$ is recurrent;
2. $w$ is uniformly recurrent if and only if $w'$ is uniformly recurrent;
3. $w$ is periodic if and only if $w'$ is periodic.

**Proof.** Suppose that $w$ is recurrent and that $w'$ is not. Then there is some factor $z$ of $w'$ that does not reoccur in $w'$. But since $w$ is recurrent and since $z$ is also a factor of $w$, there is some factor $y$ of $w$ such that $zyz$ is a factor of $w$ and hence of $w'$, contradicting that $z$ does not reoccur in $w'$. Uniform recurrence is proved similarly: if $w$ is uniformly recurrent and $z$ is a factor of $w$ then there is some $N = N(z)$ such that all factors of $w$ of length $N$ contain $z$ as a subfactor; but $\text{Fac}(w) = \text{Fac}(w')$ and so all factors of $w'$ of length $N$ contain $z$ too, and thus $w'$ is uniformly recurrent. Finally, if $\text{Fac}(w) = \text{Fac}(w')$ then $p_w(n) = p_{w'}(n)$ for all $n$ and since a right-infinite word is periodic if and only if it is recurrent and has uniformly bounded factor complexity function, we see that $w$ is periodic if and only if $w'$ is periodic. \qed

In light of Lemma 2.1, we say that an equivalence class $[w]$ is recurrent (resp. uniformly recurrent, resp. periodic) if a representative, and hence every representative, is recurrent (resp. uniformly recurrent, resp. periodic).

We now develop the theory of the spectra defined in Equations (1.2)–(1.5). As noted before, $\text{Tot}(w)$, $\text{Rec}(w)$, $\text{URec}(w)$, and $\text{Per}(w)$ are posets under $\preceq$; furthermore, all elements of $\text{URec}(w)$ and $\text{Per}(w)$ are maximal, which is an immediate consequence of the following lemma.

**Lemma 2.2.** Let $\Sigma$ be a finite alphabet and let $w$ be a right-infinite word over $\Sigma$. Then $[v] \in \text{Tot}(w)$ is maximal with respect to the order $\preceq$ if and only if $[v]$ is uniformly recurrent. Moreover, for every $[u] \in \text{Tot}(w)$, there is some $[v]$ in $\text{URec}(w)$ with $[u] \preceq [v]$.

**Proof.** Let $[u] \in \text{Tot}(w)$. Then by Furstenberg’s theorem [11] (see also [1, Exercise 2, p. 337] and see [3, Theorem 4.4.9] for an algebraic proof), there is some uniformly recurrent word $v$ over $\Sigma$ such that $\text{Fac}(v) \subseteq \text{Fac}(u)$ and so $[u] \preceq [v]$. Thus it suffices to prove that elements of $\text{URec}(w)$ are maximal elements of $\text{Tot}(w)$. To this end, let $[v] \in \text{URec}(w)$ and let $[v'] \in \text{URec}(w)$ with $\text{Fac}(v') \subseteq \text{Fac}(v)$. Let $z \in \text{Fac}(v)$. Since $v$ is uniformly recurrent, there is some natural number $N$ such that all factors
of $v$ of length $N$ have $z$ as a subfactor. In particular, $z$ is a factor of every length $N$ factor of $v'$ and so $z \in \text{Fac}(v')$ and so $\text{Fac}(v) = \text{Fac}(v')$, which shows that $[v]$ is maximal in $\text{Tot}(w)$. \hfill \Box

3. The radical of a word

A quantity that appears to be particularly useful in understanding the structure of infinite words is a subset of the collection of factors of a word that we call the radical of a word, due to its connection with the nil radical in ring theory.

**Definition 3.1.** Let $\Sigma$ be a finite alphabet and let $w$ be a right-infinite word over $\Sigma$. We define the radical of $w$ to be the set of factors $z$ of $w$ with the property that for every finite set $\{y_1, \ldots, y_n\}$ of factors of $w$, each of which has $z$ as a subfactor, there is some natural number $N = N(y_1, \ldots, y_n)$ such that $y_1 \cdots y_n \in I(w)$ for every $(i_1, \ldots, i_N) \in \{1, \ldots, n\}^N$.

It is immediate from the definition that if $z \in \text{Rad}(w)$ then so is every factor of $w$ that contains $z$. In particular, the set $\text{Rad}(w) \cup \{0\}$ is an ideal of the factor monoid.

**Example 3.2.** Let $\Sigma = \{x, y\}$ and let $w = x y x^2 y x^4 y x^8 y x^{16} y \cdots$. Then $\text{Rad}(w)$ is the set of factors of $w$ that contain $y$.

**Proof.** Let $z_1, \ldots, z_n$ be factors of $w$ that contain $y$ and let $M = \max(|z_1|, \ldots, |z_n|)$. Then a concatenation of $4^M$ elements of $\{z_1, \ldots, z_n\}$ has length at least $4^M$ and length at most $M \cdot 4^M$. Notice that the last $2M$ letters of this concatenation must have at least two copies of $y$, but this is impossible. $x y x^2 y \cdots x^{2M} y$ is a prefix of $w$ of length $< 4^M - 2M$ and all subsequent occurrences of $y$ occur at least $2M^2 > 2M$ positions apart. It follows that every factor of $w$ containing $y$ is in $\text{Rad}(w)$. On the other hand, a factor of $w$ not containing $y$ is of the form $x^i$ and since arbitrarily large powers of $x$ occur in $w$, we obtain the claim. \hfill \Box

The following result gives a useful characterization of the radical of a word.

**Proposition 3.3.** Let $w$ be a right-infinite word over a finite alphabet $\Sigma$. Then $z$ is in $\text{Rad}(w)$ if and only if for every natural number $n \geq |z|$ there is some $N = N(n)$ such that all factors of $w$ of length at least $N$ have a subfactor of length $n$ that does not contain $z$ as a factor.

**Proof.** Suppose that $z \in \text{Rad}(w)$ and let $n \geq |z|$. Let $u_1, \ldots, u_m$ be the factors of $w$ of length $n$ that contain $z$ as a factor. Then there is some $N$ such that every concatenation of $N$ elements from $\{u_1, \ldots, u_m\}$ is not in $\text{Fac}(w)$. In particular, every factor of $w$ of length $Nn$ must have some subfactor of length $n$ that does not contain $z$ as a factor. Conversely, suppose that $z$ is not in $\text{Rad}(w)$. Then there exist factors $a_1, \ldots, a_m$ of $w$ that contain $z$ as a factor such that there are arbitrarily long concatenations of elements from $\{a_1, \ldots, a_p\}$ that are in $\text{Fac}(w)$. Let $T$ denote the collection of words over $\{a_1, \ldots, a_p\}$ that are factors of $w$. Then $T$ is a factor-closed infinite set and thus by König’s infinity lemma there is some right-infinite word $v$ with $\text{Fac}(v) \subseteq \text{Fac}(w)$ and such that every factor of $v$ of length $C := 2 \cdot \max(|a_1|, \ldots, |a_p|)$ contains some $a_i$ (and hence $z$) as a subfactor. Thus there does not exist a number $N$ such that every factor of $w$ of length at least $N$ has some subfactor of length $C$ that does not contain $z$ as a factor. The result follows. \hfill \Box
4. Topology on \(\text{Rec}(w)\)

In this section, we put a natural topology on the set \(\text{Rec}(w)\). This definition should not be regarded as new, as it is really derived from the Zariski topology on a subspace of the prime spectrum of an associated noncommutative ring. We nevertheless give a full proof that this proposed topology does indeed fulfill the requirements of being a topological space to illustrate the results.

Let \(w\) be a right-infinite word over a finite alphabet \(\Sigma\). For each subset \(S\) of \(\text{Fac}(w)\) that is closed under the process of taking factors, we define a set

\[
\mathcal{C}(S) = \{[u] \in \text{Rec}(w) : \text{Fac}(u) \subseteq S\}.
\]

**Proposition 4.1.** Let \(\Sigma\) be a finite alphabet and let \(w\) be a right-infinite word over \(\Sigma\). Then we have a topology on \(\text{Rec}(w)\) in which the closed subsets are precisely the sets of the form \(\mathcal{C}(S)\) with \(S \subseteq \text{Fac}(w)\) a set closed under the process of taking factors.

**Proof.** Notice that \(\text{Rec}(w) = \mathcal{C}(\text{Fac}(w))\) and \(\emptyset = \mathcal{C}(\emptyset)\), and so the empty set and \(\text{Rec}(w)\) are closed sets. Let \(\{S_\alpha : \alpha \in J\}\) be a collection of subsets of \(\text{Fac}(w)\) in which each set is closed under the process of taking factors. Then

\[
\bigcap_{\alpha \in J} \mathcal{C}(S_\alpha) = \mathcal{C}\left(\bigcap_{\alpha \in J} S_\alpha\right),
\]

and this shows that our collection of sets is closed under arbitrary intersections. We now show that our sets are closed under finite unions, which is where we need the use of recurrence in our words. Let \(S_1, \ldots, S_k\) be a finite collection of subsets of \(\text{Fac}(w)\) that are closed under the process of taking factors. Then we claim that \(\mathcal{C}(\bigcup S_i) = \bigcup_{i=1}^k \mathcal{C}(S_i)\). To see this, suppose that \([v] \in \bigcup_{i=1}^k \mathcal{C}(S_i)\). Then there is some \(i\) such that every factor of \(v\) is in \(S_i\) and so \([v] \in \mathcal{C}(S_i)\). Conversely, if \([v] \in \mathcal{C}(\bigcup S_i)\), then every factor of \(v\) lies in \(S_1 \cup \cdots \cup S_k\). Now suppose that there does not exist an \(i\) such that \(\text{Fac}(v) \subseteq S_i\). Then for each \(i \in \{1, \ldots, k\}\) there is some factor \(v_i\) of \(v\) such that \(v_i \notin S_i\). Since \(v\) is recurrent, there exists factors \(a_1, a_2, \ldots, a_k\) such that \(v_1a_1v_2a_2\cdots a_{k-1}v_k\) is a factor of \(v\). By definition this means \(v_1a_1v_2a_2\cdots a_{k-1}v_k \in S_i\) for some \(i\), which is impossible, since \(S_i\) is closed under the process of taking factors and \(v_i \notin S_i\). \(\square\)

**Remark 4.2.** The topology above is closely related to the Zariski topology. Given a right-infinite word \(w\) over a finite alphabet \(\Sigma\), one can form the algebra \(A_w\) as in Equation (2.2). Then it is a classical result that the collection of prime ideals in a ring can be endowed with the Zariski topology. An element \([v] \in \text{Rec}(w)\) naturally corresponds to a prime ideal of \(A\), by taking the image of ideal \(I(v)\) in \(A\). Then if we identify \(\text{Rec}(w)\) with this distinguished subset of the prime ideals of \(A_w\), then the topology on \(\text{Rec}(w)\) is exactly the subspace topology\(^1\) when we endow the set of prime ideals of \(A_w\) with the Zariski topology.

We recall that a subset \(Y\) of a topological space \(X\) is **dense** if every closed subset of \(X\) that contains \(Y\) is necessarily all of \(X\); equivalently, every non-empty open subset of \(X\) intersects \(Y\) non-trivially.

---

\(^1\)Given a topological space \(X\), a subset \(Y\) inherits a topological structure from \(X\) in which the open subsets of \(Y\) are precisely the sets of the form \(U \cap Y\) with \(U\) an open subset of \(X\); we call this topology the **subspace topology**.
Remark 4.3. If $w$ is a recurrent word, then $[w]$ is a dense point of $\text{Rec}(w)$; that is, a closed set that contains $[w]$ is necessarily all of $\text{Rec}(w)$. Equivalently $[w]$ is in every non-empty open subset of $\text{Rec}(w)$.

Remark 4.4. Lemma 2.2 gives that a point $[v]$ of $\text{Rec}(w)$ is closed if and only if $[v]$ is uniformly recurrent.

Given a factor $z \in \text{Fac}(w)$ we have a set
\[
\mathcal{U}(z) = \{[v] \in \text{Rec}(w) : z \in \text{Fac}(v)\}. \tag{4.2}
\]
Then the complement of $U(z)$ is the set $\mathcal{C}(S_z)$, where $S_z$ is the factor-closed subset of $\text{Fac}(w)$ consisting of factors of $w$ that do not have $z$ as a subfactor. Thus $\mathcal{U}(z)$ is an open set, and we call sets of this form principal open subsets of $\text{Rec}(w)$. Notice that every open subset of $\text{Rec}(w)$ can be written as a union of principal open sets, since if $U$ is an open subset of $\text{Rec}(w)$ then $U$ is the complement of $\mathcal{C}(S)$ for some factor-closed subset $S$ of $\text{Fac}(w)$. If $[v] \in U$, then by definition of $U$ there is some factor $z$ of $v$ that is not in $S$. Then $\mathcal{U}(z) \subseteq U$ and it contains $[v]$. Thus $U$ can indeed be expressed as a union of principal open subsets.

The collection of maps from $\mathbb{N}$ to itself can be identified with $\mathbb{N}^\mathbb{N}$ via the correspondence
\[
f : \mathbb{N} \to \mathbb{N} \mapsto \{f(n)\}_{n \in \mathbb{N}}.
\]
There are several natural topologies on $\mathbb{N}$, but since we wish to emphasize its structure as an ordered set, we use the poset topology (also called the Alexandrov topology), in which the non-empty open subsets of $\mathbb{N}$ are precisely the right-infinite rays $U_a := \{a, a + 1, a + 2, \ldots\}$ for $a \geq 0$. Then it is not difficult to check that $\mathbb{N}$ becomes a topological space with these sets, along with the empty set, as the open sets. It is then natural to give $\mathbb{N}^\mathbb{N}$ the product topology, which is the unique topology that makes $\mathbb{N}^\mathbb{N}$ a product of copies of $\mathbb{N}$ in the category of topological spaces. The open subsets of $\mathbb{N}^\mathbb{N}$ are then those sets that can be written as unions of sets $U_{a_1, \ldots, a_s, b_1, \ldots, b_s}$, where $s \geq 1$ and $a_1, \ldots, a_s, b_1, \ldots, b_s \in \mathbb{N}$ and $U_{a_1, \ldots, a_s, b_1, \ldots, b_s}$ is the set of maps $f : \mathbb{N} \to \mathbb{N}$ such that $f(a_i) \geq b_i$ for $i = 1, \ldots, s$. We call this the Alexandrov product topology on $\mathbb{N}^\mathbb{N}$.

We recall that a function $f$ from a topological space $X$ to another topological space $Y$ is continuous if $f^{-1}(U)$ is an open subset of $X$ for every open subset $U$ of $Y$.

Theorem 4.5. The factor complexity map $p : \text{Rec}(w) \to \mathbb{N}^\mathbb{N}$, which sends $[v] \in \text{Rec}(w)$ to the factor complexity function $p_v : \mathbb{N} \to \mathbb{N}$, is an order-reversing continuous map when $\mathbb{N}^\mathbb{N}$ is endowed with the Alexandrov product topology.

Proof. If $[v] \preceq [v']$ then $\text{Fac}(v') \subseteq \text{Fac}(v)$ and so $p_{v'}(n) \leq p_v(n)$ for every $n$, which gives that $p$ is order-reversing. It suffices to show that the preimage of an open set of $\mathbb{N}^\mathbb{N}$ under $p$ is open. Since open sets are unions of principal open sets, it considers to prove this for such sets.

Consider
\[
V := p^{-1}(U_{a_1, \ldots, a_s, b_1, \ldots, b_s}) = \{[v] \in \text{Rec}(w) : p_v(a_i) \geq b_i \text{ for } i = 1, \ldots, s\}.
\]
Let $S_i$ denote the set of distinct factors of $w$ of length $a_i$. Then let $\mathcal{T}$ denote the finite collection of sets $(T_1, T_2, \ldots, T_s)$, where $T_i \subseteq S_i$ and $|T_i| = b_i$. Then $[v] \in V$ if and only if there is some $(T_1, \ldots, T_s) \in \mathcal{T}$ such that each $T_i$ is contained in the set
of distinct factors of $v$ of length $a_1$. Thus $[v]$ is in the open set

$$\mathcal{U}(T_1, \ldots, T_s) := \bigcap_{z \in \bigcup_{i=1}^{s} T_i} \mathcal{U}(z).$$

Hence $V$ is the union of the open sets $\mathcal{U}(T_1, \ldots, T_s)$ as we range over $(T_1, \ldots, T_s) \in \mathcal{T}$, which is open.

**Corollary 4.6.** Let $\Sigma$ be a finite alphabet and let $w$ be a right-infinite word over $\Sigma$. If $h : \mathbb{N} \to \mathbb{N}$ is a map then the set of $[v] \in \text{Rec}(w)$ such that $p_i(n) < h(n)$ for every $n$ is a closed subset of $\text{Rec}(w)$.

**Proof.** For each $i$, the set $S_i$ of maps $g : \mathbb{N} \to \mathbb{N}$ with $g(i) < h(i)$ is a closed set of $\mathbb{N}^\mathbb{N}$, as it is the complement of the open set $U_{i,h(i)}$. The preimage of $S_i$ under the map $p$ given in the statement of Theorem 4.5 is closed by Theorem 4.5 and thus $\{[v] \in \text{Rec}(w) : p_i(n) < h(n)\}$ is closed. Since an intersection of closed sets is again closed, we obtain the result. \qed

The next result shows that when the radical of a word is trivial, the uniformly recurrent spectrum is dense in the recurrent spectrum. This is a translation of a well known results about the structure of rings (in particular, results about radicals).

**Proposition 4.7.** Let $\Sigma$ be a finite alphabet and let $w$ be a right-infinite word over $\Sigma$. Then $\text{UREc}(w)$ is a dense subset of $\mathcal{C}(S)$, where $S = \text{Fac}(w) \setminus \text{Rad}(w)$. In particular, if $\text{Rad}(w)$ is empty, then $\text{UREc}(w)$ is dense in $\text{Rec}(w)$.

**Proof.** Recall $\text{Rad}(w) \cup \{0\}$ is an ideal of the factor monoid and so $S := \text{Fac}(w) \setminus \text{Rad}(w)$ is a factor-closed set. Thus $\mathcal{C}(S)$ is a closed subset of $\text{Rec}(w)$. We first claim that if $v$ is uniformly recurrent then $[v] \in \mathcal{C}(S)$. To see this, observe that if $v \not\in \mathcal{C}(S)$ then $v$ has a factor $z$ that is in $\text{Rad}(w)$. Since $v$ is uniformly recurrent, there is some $N$ such that every factor of $v$ of length $N$ contains $z$ as a factor. Let $u_1, \ldots, u_m$ denote the factors of $v$ of length $N$. Then by definition of the radical, there is some $M$ such that $u_1 \cdots u_M \in I(w) \subseteq I(v)$ for every $i_1, \ldots, i_M \in \{1, \ldots, m\}$. But this is a contradiction, since $v$ is a right-infinite word over the alphabet $\{u_1, \ldots, u_m\}$. Thus $\text{UREc}(w) \subseteq \mathcal{C}(S)$.

Now suppose that $\text{UREc}(w)$ is not dense in $\mathcal{C}(S)$. Then there is an open set $U$ of $\text{Rec}(w)$ that intersects $\mathcal{C}(S)$ non-trivially and which intersects $\text{UREc}(w)$ trivially. Since open sets of $\text{Rec}(w)$ are unions of principal open sets, we may assume without loss of generality that there is some factor $z$ of $w$ such that $U = \mathcal{U}(z)$. Now let $\mathcal{T}$ denote the set of factors of $w$ that contain $z$ as a subfactor and are not in $\text{Rad}(w)$. Then $\mathcal{T}$ is infinite since $z$ is not in the radical of $w$. Now since $z$ is not in the radical of $w$, there are factors $y_1, \ldots, y_d$ of $w$, each of which contains $z$ as a subfactor, such that there are arbitrarily long concatenations of $y_1, \ldots, y_d$ that lie in $\text{Fac}(w)$. We choose such $y_1, \ldots, y_d$ with $d$ minimal.

If $d = 1$ then by assumption $y_1^N$ is a factor of $w$ for every $n$ and hence $[y_1^N] \in U$, which contradicts the fact that $U$ contains no uniformly recurrent classes. Thus we may assume $d \geq 2$. Now we claim that $y_1, \ldots, y_d$ are in $\mathcal{T}$. To see this, suppose that some $y_i$ is not in $\mathcal{T}$. After reindexing, we may assume that $i = d$, and so $y_d \in \text{Rad}(w)$. Then by minimality of $d$, there is some $N$ such that all concatenations of $\{y_1, \ldots, y_{d-1}\}$ of length $N$ lie outside of $\text{Fac}(w)$. Thus every concatenation of length $\geq N$ of elements of $\{y_1, \ldots, y_d\}$ that lies in $\text{Fac}(w)$ is a concatenation of elements from the finite set $\{uy_1u'\}$ where $u$ and $u'$ range over (possibly empty) concatenations of $\{y_1, \ldots, y_{d-1}\}$ of length at most $N - 1$. Then since each $uy_1u'$
is in the radical, we see there is some $M$ such that all $M$-fold concatenations of elements from $\{y_1, \ldots, y_d\}$ lie outside of $\text{Fac}(w)$, which contradicts our assumption that there are arbitrarily long concatenations of $y_1, \ldots, y_d$ that lie in $\text{Fac}(w)$.

Now we let $X$ denote the set of factors of concatenations of elements from $\{y_1, \ldots, y_d\}$ that lie in $\text{Fac}(w)$. Then $X$ is factor-closed and infinite and so by König’s infinity lemma there is some right-infinite word $v = y_1 y_2 \cdots$ such that $\text{Fac}(v) \subseteq \text{Fac}(w)$. Moreover, since each $y_i$ contains $z$ as a factor, there is some $N$ such that every factor of $v$ of length $N$ contains $z$ as a subfactor. By Furstenberg’s theorem [11], there is some uniformly recurrent word $v'$ with $\text{Fac}(v') \subseteq \text{Fac}(v)$ and since $z$ is uniformly recurrent in $v$, $z$ is necessarily a factor of $v'$ and so $v' \in \mathcal{U}(z)$, a contradiction. The result follows. □

5. Words of linear factor complexity

Given a right-infinite word $w$ over $\Sigma$, we let $p_w(n)$ denote the number of elements of $\text{Fac}(w)$ of length $n$. Then either $p_w(n) = O(1)$ or $p_w(n) \geq n + 1$ for every $n$. We now consider words $w$ with the property that there is some $C > 1$ such that $n + 1 \leq p_w(n) \leq Cn$ for $n \geq 1$. Then for such words we have the following result, which shows that in some sense the recurrent spectrum of $w$ is well behaved.

Theorem 5.1. Let $\Sigma$ be a finite word and let $w$ be a right-infinite word over $\Sigma$ of linear factor complexity. Then the following hold:

1. lengths of chains in $\text{Rec}(w)$ are uniformly bounded;
2. if $w$ is recurrent then the union of factor sets of strictly larger recurrent words is proper; i.e.,
   \[ \bigcup \{ [v] \in \text{Rec}(w), [v] \neq [w] \} \text{Fac}(v) \subseteq \text{Fac}(w); \]
3. if $w$ is recurrent then $\#\text{Per}(w) \leq \limsup_{n \to \infty} p_w(n)/n$.

Remark 5.2. A subset $V$ of a topological space $X$ is locally closed if $V$ is the intersection of an open subset and a closed subset of $X$. Then Theorem 5.1 says that points in $\text{Rec}(w)$ are locally closed. To see this, observe that if $v \in \text{Rec}(w)$, then $[v]$ is either periodic, in which case it is closed (and hence locally closed), or it has linear factor complexity, in which case

\[ Y := \bigcup \{ [u] \in \text{Rec}(v), |u| \neq |v| \} \text{Fac}(u) \subseteq \text{Fac}(v). \]

Then since every recurrent word whose factors are strictly contained in $\text{Fac}(v)$ has factors contained in $Y$, we have

\[ \{ [v] \} = \mathcal{C}(Y)^c \cap \mathcal{C}(\text{Fac}(v)). \]

In fact, finiteness of $\text{Per}(w)$ holds for every word of linear factor complexity [4], without requiring the assumption that $w$ be recurrent, although the bound will not, in general, be as good as the one we obtain in the recurrent case.

We begin with a lemma. We let $<$ denote strict inequality and $\leq$ to denote non-strict inequality of equivalence classes. Given a factor $u$ of a right-infinite word $w$, we let $p_w(n; u)$ denote the number of factors of $w$ of length $n$ that contain $u$. We use an estimate that is a translation of estimates from [5].
Lemma 5.3. Let $w$ be a right-infinite aperiodic recurrent word with linear factor complexity and let $u$ be a factor of $w$. Then $p_w(n; u) \geq n + 1 - |u|$ for all sufficiently large $n$.

Proof. For $p, q \geq 0$ we let $W_{p,q}$ denote the set of factors of $w$ of the form $aub$ with $|a| = p$, $|b| = q$. Suppose first that for each $(p, q)$ we have $W_{p,q}$ is not contained in the union

$$\bigcup_{(p', q') \in \{ (p' + q' = p + q, p' < p) \}} W_{p', q'}.$$

Then for each $(p, q) \in \mathbb{N}^2$ we can pick a word $w_{p,q}$ in $W_{p,q}$ that is not in

$$\bigcup_{(p', q') \in \{ (p' + q' = p + q, p' < p) \}} W_{p', q'},$$

and so by construction the words $u_{p,q}$ are distinct and we have at least $n + 1$ distinct factors of $w$ that contain $u$ of length $n + |u|$, which gives that $p_w(n; u) \geq n + 1 - |u|$ for $n \geq |u|$.

Hence we may assume that there exists $(p, q) \in \mathbb{N}^2$ such that $W_{p,q}$ is contained in the union of $W_{p', q'}$ as $(p', q')$ ranges over the set with $p' < p$ and $p' + q' = p + q$. We may assume without loss of generality that $p \geq q$. We now claim that every factor of $w$ that contains $u$ can be expressed in the form $aub$ with $|a| < p$ or $|b| < q$. To see this, suppose that this is not the case and pick a factor $y = aub$ of $w$ that contains $u$ that is not of this form with $|a|$ minimal. Then $|a| \geq p$ and $|b| \geq q$. So we may write $a = a_1a_0$ and $b = b_0b_1$ with $|a_0| = p$ and $|b_0| = q$. Since $a_0ub_0 \in W_{p,q}$, there exist $a_0'$ and $b_0'$ with $|a_0'| = p' < p$ such that $a_0ub_0 = a_0'b_0'b_1$. But $|a_1a_0'| < |a|$, which contradicts the minimality of $|a|$ and so we obtain the claim.

We now show that in this case that all factors of $w$ of length at least $\max(p, q) + |u|$ must have $u$ as a factor. To see this, let $y$ be a factor of $w$ of length $\geq \max(p, q) + |u|$. Since $w$ is recurrent, there exist words $a$ and $b$ such that $yauby$ is a factor of $w$. But every factor of $w$ that contains $u$ can be written in the form $cud$ with $|c| < p$ or $|d| < q$ and since $y$ is both a prefix and suffix of $yauby$ and it has length at least $\max(p, q) + |u|$, we see $y$ must contain $u$ as a factor. Thus $p_w(n; u) = p_w(n) \geq n + 1$ whenever $n \geq \max(p, q) + |u|$. The result follows. \hfill $\Box$

Corollary 5.4. Let $w$ be a right-infinite recurrent word with linear factor complexity. If $|w| \prec |v|$ then

$$\limsup_{n \to \infty} p_v(n)/n \leq \left( \limsup_{n \to \infty} p_w(n)/n \right) - 1.$$ 

Proof. Since $I(v)$ strictly contains $I(w)$, there is some $u \in \Sigma^*$ that is a factor of $w$ but not of $v$. Let $C$ denote the length of $u$. Then by Lemma 5.3, for sufficiently large $n$, there are at least $n - C + 1$ words of length $n$ in Fac$(w)$ that contain $u$ as a factor. Since none of these words can be factors of $v$, we have

$$p_w(n) \geq p_v(n) + n - C + 1$$

for $n$ sufficiently large, and so for every $\epsilon > 0$ we have $p_w(n)/n \geq p_v(n)/n + 1 - \epsilon$ for $n$ sufficiently large, which gives the result. \hfill $\Box$

We recall that a poset $(P, \leq)$ satisfies the ascending chain condition if whenever

$$p_1 \leq p_2 \leq \cdots$$

then $p_1 = p_2 = \cdots$. 

is a chain of elements of $P$, there is some $n$, which depends upon the chain, such that $p_n = p_{n+1} = \cdots$. The descending chain condition is defined analogously. The following result immediately gives Theorem 5.1 (1).

**Corollary 5.5.** Let $w$ be a right-infinite word of linear factor complexity. Then all chains in $\text{Rec}(w)$ have length at most $1 + \limsup_{n \to \infty} p_w(n)/n$. In particular, $\text{Rec}(w)$ satisfies both the ascending and descending chain conditions.

**Proof.** Suppose that $[v_0] < [v_1] < \cdots < [v_n]$ is a strictly ascending chain in $\text{Rec}(w)$. Let $C = \limsup_{n \to \infty} p_w(n)/n$. Then we must show that $m \leq C$. To see this, since $\text{Fac}(v_0) \subseteq \text{Fac}(w)$, we have $\limsup_{n \to \infty} p_v(n)/n \leq C$. Then since $v_i \in \text{Rec}(v_0)$ and $[v_i] < [v_0]$, $\limsup_{n \to \infty} p_{v_i}(n)/n \leq C - 1$ by Corollary 5.4. An induction argument using Corollary 5.4 then gives that $\limsup_{n \to \infty} p_{v_i}(n)/n \leq C - i$ for $i = 1, \ldots, m$ and so $0 \leq \limsup_{n \to \infty} p_{\text{Rec}(w)}(n)/n \leq C - m$, which gives the result. □

**Proof of Theorem 5.1 (2).** Let $C = \limsup_{n \to \infty} p_w(n)/n$. For a factor $u$ of $w$, we let $p_u(n; w)$ denote the factors of $w$ of length $n$ that contain $u$. Then since $w$ is recurrent, by Lemma 5.3 we have $p_u(n; w) \geq n + 1 - |u|$. In particular, $\alpha_u := \liminf_{n \to \infty} p_u(n; w)/n$ in $[1, C)$ for every factor $u$ of $w$. Let $\alpha$ denote the infimum of all $\alpha_u$ with $u$ a factor of $w$.

Then we claim that if $\alpha_u < \alpha + 1$ then $u$ cannot be a factor of $v$ when $[v] \in \text{Rec}(w)$ is not periodic and $[v] \neq [w]$. To see this, suppose that $[v] \in \text{Rec}(w)$ is not periodic and $[v] \neq [w]$ and suppose that $u$ is a factor of $v$. Pick $\epsilon \in (0, 1 + \alpha - \alpha_u)$. Then from Lemma 5.3 $p_u(v; n) \geq n + 1 - |u|$. Pick a factor $y$ of $w$ that is not a factor of $v$. Then since $w$ is recurrent, there is a factor of $w$ of the form $yuw$ and this is not a factor of $v$. Now consider the number of factors of $w$ of length $n$ that contain $u$, $p_w(n; uw)$. Since a factor of $w$ that contains $yuw$ is never a factor of $v$, we have

$$p_w(n, u) \geq p_w(n; uw) + p_w(n, yuw).$$

By definition of $\alpha$ we have $p_w(n, yuw) \geq (\alpha - \epsilon)n$ for all sufficiently large $n$ and so

$$p_w(n, u) \geq n + 1 - |u| + (\alpha - \epsilon)n,$$

which gives $\alpha_u \geq 1 + \alpha - \epsilon > \alpha_u$, a contradiction. Thus we obtain the claim.

Now we pick a factor $u'$ of $w$ with $\alpha_u' < \alpha + 1$. By [4] there are only finitely many $[v] \in \text{Per}(w)$ and since $w$ is recurrent we can then pick a factor $u''$ of $w$ that contains $u'$ as a factor and is not a factor of any of the elements of $\text{Per}(w)$. Then by construction, $\alpha_u' \leq \alpha_u'' < \alpha + 1$ and thus $u''$ is not a factor of $v$ for $[v] \in \text{Rec}(w)$ with $[v] \neq [w]$ and so we obtain the desired result. □

**Proof of Theorem 5.1 (3).** Pick a positive integer $C$ such that $p_w(n) < Cn$ for $n$ sufficiently large. We claim that $\#\text{Per}(w) \leq C$. To see this, suppose that there are pairwise distinct $[w_{i_1}^1], \ldots, [w_{i_{k-1}}^1]$ in $\text{Per}(w)$. Then we can pick a positive integer $D$ such that no cyclic permutation of $u_i^D$ is a factor of $u_i^j$ for $i \neq j$. We may also assume that no $u_i$ is a power of a strictly shorter word. Let $L$ be the maximum of the lengths of $u_{i_1}^D, \ldots, u_{i_{k-1}}^D$. Since $w$ has linear factor complexity and each of $u_{i_1}^D, \ldots, u_{i_{k-1}}^D$ have factor complexities that are $O(1)$, there exists a factor $y$ of $w$ of length $2L$ such that none of $u_{i_1}^D, \ldots, u_{i_{k-1}}^D$ are factors of $y$. Then since $w$ is recurrent, for each $n \geq D$ and each $i \in \{1, 2, \ldots, C + 1\}$, we can find a factor $u_i^ayyb$ of $w$ with $|b| \geq n$. In particular, since $u_i^D$ is not a factor of $y$, we see that $u_i^ayyb$
is necessarily of the form $u_{n}^{P}b'$ with $n'\geq n$ and $b'$ not having $u_{n}^{P}$ as a prefix and $|b'|\geq n$. In particular, $u_{n}^{P}b'$ has a factor of the form

$$z_{n,i} := u_{i}^{n/|u_{i}|}c$$

with $|c| \geq n$ and $u_{i}$ not a prefix of $c$. Then for each $1 \leq p < q \leq |z_{n,i}|$, we let $z_{n,i}(p,q)$ denote the factor of $z_{n,i}(p,q)$ consisting of the word beginning at the $i$-th position of $z_{n}$ and ending at the $j$-th position. Then we claim that

$$\{z_{n,i}(p,p+n) : i = 1, \ldots, C + 1, 1 \leq p \leq n - 3L\}$$

are pairwise distinct. By construction, these are factors of $w$ of length $n$ and so $p_{w}(n) \geq (C + 1)(n - 3L) > Cn$ for $n$ sufficiently large, so once we have established the claim, we get a contradiction and obtain the result.

Notice that the first $n - |u_{i}|$ letters of $z_{n,i}$ is a prefix of $u_{i}^{n}$ and so if $p \leq n - 3L \leq n - 2L - |u_{i}|$, then $z_{n,i}(p,p+n)$ has a prefix of length $\leq 2L$ that contains $u_{n}^{P}$ and does not contain $u_{n}^{P}$ for $j \neq i$. In particular, if $i \neq j$ then $z_{n,i}(p,p+n) \neq z_{n,j}(p',p'+n)$ for $p, p' \leq n - 3L$. Thus it suffices to show that for a fixed $i$ the words $z_{n,i}(p,p+n)$ with $1 \leq p \leq n - 3L$ are pairwise distinct. So suppose that $z_{n,i}(p,p+n) = z_{n,j}(p',p'+n)$ for some $p, p'$ with $1 \leq p < p' \leq n - 3L$. Since some cyclic permutation of $u_{i}$ is a prefix of $z_{n,i}(p,p+n)$ for $p \leq n - 3L$, and since the cyclic permutation depends upon $p \pmod{|u_{i}|}$ and since all cyclic permutations of $u_{i}$ are distinct, we see that $p' \equiv p \pmod{|u_{i}|}$. Then there is some $r \in \{0, \ldots, |u_{i}| - 1\}$ such that $p = |u_{i}|m_{0} + 1 + r$ and $p' = |u_{i}|m_{1} + r$ with $0 \leq m_{0} < m_{1}$. Let $a$ denote the last $|u_{i}| - r$ letters of $u_{i}$. Then by construction $z_{n,i}(p,p+n) = au_{i}^{n/|u_{i}|} - m_{0} - 1c_{0}$ for some prefix $c_{0}$ of $c$ and $z_{n,j}(p',p'+n) = au_{i}^{n/|u_{i}|} - m_{1} - 1c_{1}$ for some prefix $c_{1}$ of $c$. Then since $m_{1} > m_{0}$ we see that $u_{i}$ must be a prefix of $c_{1}$, a contradiction. The result follows.

**Lemma 5.6.** Let $s$ be a positive integer and suppose that $v_{1}, \ldots, v_{s}$ are right-infinite recurrent words over a common finite alphabet such that $[v_{i}] \not\preceq [v_{j}]$ for $i \neq j$. Then there are factors $y_{1}, \ldots, y_{s}$ of $v_{1}, \ldots, v_{s}$ respectively such that $y_{i}$ is not a factor of $v_{j}$ for $i \neq j$.

**Proof.** By hypothesis, for each $i \neq j$ there is some factor $z_{i,j}$ of $v_{i}$ that is not a factor of $v_{j}$. Then there necessarily a finite prefix $y_{i}$ of $v_{i}$ that contains each $z_{i,j}$ as a subfactor for $j \neq i$. Then by construction $y_{i}$ is a factor of $v_{i}$ but is not a factor of $y_{j}$ for $j \neq i$.

**Lemma 5.7.** Let $w$ be a word with $p_{w}(n) \leq Cn$. Then the poset $\text{Rec}(w)$ has at most $C$ non-periodic minimal elements.

**Proof.** Suppose that there are pairwise distinct non-periodic minimal elements

$$[v_{1}], \ldots, [v_{s}]$$

with $s > C$ of $\text{Rec}(w)$. Then since $[v_{i}] \not\preceq [v_{j}]$ for $i \neq j$, by Lemma 5.6 there are factors $y_{1}, \ldots, y_{s}$ of $v_{1}, \ldots, v_{s}$, respectively, such that $y_{i}$ is not a factor of $v_{j}$ for $i \neq j$. Now since each $v_{i}$ is aperiodic and recurrent, $p_{v_{i}}(n; y_{i}) \geq n + 1 - |y_{i}|$ for all $n$, by Lemma 5.3. Moreover, if $S_{i}$ denotes the set of factors of $v_{i}$ that contain $y_{i}$ as a factor, then by construction $S_{1}, \ldots, S_{s}$ are pairwise disjoint and so

$$p_{w}(n) \geq \sum_{i=1}^{s} p_{v_{i}}(n; y_{i}) > Cn$$

for $n$ sufficiently large, a contradiction.
Theorem 5.8. Let \( w \) be a right-infinite word and suppose that there is a positive constant \( C \) such that \( p_w(n) \leq Cn \) for all \( n \geq 1 \). Then \( \#\text{Rec}(w) \) is at most \( \#\text{Per}(w) + [C']^2 - 1 \).

Proof. We define \( \text{Rec}_{ap}(u) = \text{Rec}(u) \setminus \text{Per}(u) \) for a right-infinite word \( u \). Notice that the result is vacuously true for \( C \in (0,1) \). Suppose that this is not the case for larger \( C \). Then let \( C_0 \) denote the infimum of all real numbers \( C \) of the form \( \lim \sup_{n \to \infty} p_w(n)/n \) as \( w \) ranges over right-infinite words of linear factor complexity for which \( \#\text{Rec}(w) \) is larger than the stated bound. Then we can pick a right-infinite word \( w \) with \( \lim \sup_{n \to \infty} p_w(n)/n := C < C_0 + 1/2 \), and with \( C > 1 \).

By Corollary 5.5, \( \text{Rec}(w) \) satisfies the descending chain condition and therefore every \( [v] \in \text{Rec}(w) \) has the property that there is some minimal element \( v' \) of the poset such that \( [v] \geq [v'] \). By Lemma 5.7, \( \text{Rec}(w) \) has at most \( C \) non-periodic minimal elements. Thus we see that \( \text{Rec}_{ap}(w) \) has exactly \( t \) minimal elements for some integer \( t \leq C \), and we let \( v_1, \ldots, v_t \) denote these elements. Now applying Lemma 5.7 again, the poset \( \text{Rec}_{ap}(v_i) \setminus \{v_i\} \) contains at most \( C \) minimal elements for \( i = 1, \ldots, t \) and by Corollary 5.4 if \( u_i \) is an aperiodic minimal element of the poset \( \text{Rec}(v_i) \setminus \{v_i\} \), then \( \lim \sup_{n \to \infty} p_{u_i}(n)/n \leq C - 1 < C_0 - 1/2 \). Then by our choice of \( C_0 \), we see that \( \text{Rec}_{ap}(u_i) \leq [C - 1]^2 - 1 \) and since \( \text{Rec}_{ap}(v_i) = [v_i] \cup \bigcup \text{Rec}_{ap}(u_i) \), where \( u \) ranges over all minimal elements of \( \text{Rec}(v_i) \setminus \{v_i\} \). In particular, we see that

\[
|\text{Rec}_{ap}(v_i)| \leq 1 + C([C - 1]^2 - 1) < C[C - 1]^2,
\]

since \( C > 1 \) and \( C - 1 < C_0 - 1/2 \). Since \( \text{Rec}_{ap}(w) = \bigcup_{i=1}^t \text{Rec}_{ap}(v_i) \) and since \( t \leq C \), we see that

\[
|\text{Rec}_{ap}(w)| < C^2[C - 1]^2 \leq [C']^2.
\]

Since \( |\text{Rec}_{ap}(w)| \) is an integer, we obtain the desired inequality. \( \square \)

We may now prove our main result.

Proof of Theorem 1.1. The inequality for \( \#\text{Rec}(w) \) follows from Theorem 5.8 along with the inequality \( \#\text{Per}(w) \leq \lim \sup_{n \to \infty} (p_w(n+1) - p_w(n) + 1) \) from [4]. For the inequality for \( \#\text{URec}(w) \), observe that it again suffices to show that \( \#\text{URec}(w) - \#\text{Per}(w) \leq C^2 \). Lemma 5.7 shows that the collection of minimal elements of the poset \( \text{Rec}(w) \setminus \text{Per}(w) \) is at most \( C \). We let \( [v_1], \ldots, [v_s] \) denote these minimal elements, where \( s \leq C \). We claim that there are at most \( C \) aperiodic uniformly recurrent elements in \( \text{URec}(v_i) \). Once we have established this claim, we will then have \( \#(\text{URec}(w) \setminus \text{Per}(w)) \leq s \cdot C \leq C^2 \), as desired. To establish the claim, suppose that for some \( i \), \( \text{URec}(v_i) \) has aperiodic uniformly recurrent pairwise distinct elements \( [z_1], \ldots, [z_t] \) with \( t > C \). Then by Lemma 2.2, \( [z_1], \ldots, [z_t] \) are maximal elements of \( \text{Rec}(v_i) \) and hence \( [z_i] \nsubseteq [z_j] \) for \( i \neq j \). Thus by Lemma 5.6, for each \( j \) there is a factor \( y_j \) of \( z_j \) that is not a factor of \( z_k \) for \( k \neq j \). By the uniformly recurrent property, there is some \( N \) such that every factor of \( z_j \) of length \( N \) contains \( y_j \) for \( j = 1, \ldots, t \). It follows that for \( n \geq N \) the factors of \( z_1, \ldots, z_t \) of length \( n \) are disjoint sets and so for \( n \geq N \),

\[
Cn \geq p_{v_i}(n) \geq \sum_{j=1}^t p_{z_j}(n) \geq t \cdot (n + 1),
\]

and so we get a contradiction. The result now follows. \( \square \)
Remark 5.9. The construction given in [4, §5] shows that for every weakly increasing function \( f : \mathbb{N} \to \mathbb{N} \), there is a word \( w = w(f) \), with \( p_w(n) = O(nf(n)) \) such that \( \#\text{Per}(w) = \infty \). In particular, \( \#\text{Rec}(w) \) is infinite for these words.

6. Concluding Remarks

Theorem 1.1 shows that \( \text{Rec}(w) \) is a finite poset whenever \( w \) is a word of linear factor complexity. An interesting question is to characterize the posets that can arise.

Question 6.1. Can one give a characterization of the posets that can be realized as \( \text{Rec}(w) \) where \( w \) is a word of linear factor complexity?

The software Walnut [16] has had a revolutionary impact on the theory of automatic words. Applying the software in practice requires expressing potential theorem statements in a first-order language (see [10]). It would be interesting to know whether there are related algorithms for determining \( \#\text{Rec}(w) \), \( \#\text{URec}(w) \), and \( \#\text{Per}(w) \) for automatic words.

Question 6.2. Can one give a decision procedure that takes automatic words \( w \) as input and outputs the sizes of \( \#\text{Rec}(w) \), \( \#\text{URec}(w) \), and \( \#\text{Per}(w) \) as output?
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