Construction by bosonization of a fermion-phonon model
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Abstract

We discuss an extension of the (massless) Thirring model describing interacting fermions in one dimension which are coupled to phonons and where all interactions are local. This fermion-phonon model can be solved exactly by bosonization. We present a construction and solution of this model which is mathematically rigorous by treating it as a limit of a Luttinger-phonon model. A self-contained account of the mathematical results underlying bosonization is included, together with complete proofs.

1 Introduction

Exactly solvable models have played an important role in the history of condensed matter physics. A famous example is the Luttinger model [24, 37, 38] solved in an important paper by Mattis and Lieb [27]. The key to this solution is a collection of mathematical results commonly known as bosonization (another common name is boson-fermion correspondence). In the case of the Luttinger model, bosonization is particularly powerful: not only all energy eigenstates and eigenvalues but any quantity of physical interest can be computed exactly by analytical means; see [18] and references therein. Moreover, as shown in [25], a non-trivial limit of this solution of the Luttinger model is equivalent to Johnson’s solution [19] of the massless Thirring model [37].

Bosonization is today a standard tool in condensed matter physics, and it has allowed physicists to obtain interesting results even in situations where exact solutions are not available. However, it is not always easy to judge the mathematical status of such results in the physics literature. One difficulty is that bosonization has a complicated history, and papers developing its mathematical foundations were written with a focus on other applications, notably the representation theory of infinite dimensional Lie algebras and string theory; see e.g. [4, 6, 13, 20, 29]. There exist excellent reviews and textbooks on
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bosonization in the condensed matter physics literature, including [11, 14, 15, 17, 22, 32, 33, 35, 36, 39, 41], which provide the reader with practical knowledge on how bosonization is used in applications. However, to our knowledge, the existing literature lacks a self-contained account of all mathematical details needed to promote formal bosonization results in condensed matter physics to rigorous mathematical statements. One aim of the present paper is to fill this gap, and for this we combine different approaches found in the mathematics literature [6, 20, 34].

In this paper we discuss a model of interacting fermions coupled to acoustic phonons which can be solved exactly by bosonization. Our program is to develop all mathematical tools which are needed to give this result, known in the condensed matter physics literature since a long time [8, 12, 40], a rigorous mathematical foundation. In particular, we include a self-contained account of bosonization, where we try to remain close to how bosonization is used in condensed matter physics, but, at the same time, also address the relevant functional analytic issues.

The fermion-phonon model we consider is formally defined on the real line $\mathbb{R}$ by the Hamiltonian

$$H = \int dx \left( v_F \sum_{r=\pm} :\psi_r^\dagger(x) r (-i\partial_x) \psi_r(x) : + \frac{1}{2} (\Pi_P(x)^2 + v_P^2 [\partial_x \Phi_P(x)]^2) : + \lambda :\psi^\dagger_+ (x) \psi_+ (x) : + \frac{1}{2} g \sum_{r=\pm} :\psi^\dagger_r (x) \psi_r (x) : \partial_x \Phi_P(x) \right) \quad (1.1)$$

with fermion fields $\psi^{(f)}_{\pm}(x)$ satisfying canonical anticommutation relations (CAR):

$$\{ \psi_r (x), \psi^\dagger_{r'} (y) \} = \delta_{r,r'} \delta(x-y), \quad \{ \psi_r (x), \psi_{r'} (y) \} = 0, \quad (1.2)$$

and phonons described by Hermitian boson fields $\Phi_P(x)$ and $\Pi_P(x)$ satisfying canonical commutation relations (CCR):

$$[\Phi_P(x), \Pi_P(y)] = i \delta(x-y), \quad [\Phi_P(x), \Phi_P(y)] = [\Pi_P(x), \Pi_P(y)] = 0, \quad (1.3)$$

and which commute with the fermion fields. The colons in (1.1) indicate normal ordering, which for an operator $A$ is formally defined as $:A: = A - \langle A \rangle$ where $\langle A \rangle$ is the ground state expectation value of $A$. The fermion-phonon model has four parameters: the Fermi velocity $v_F > 0$, the phonon velocity $v_P > 0$ with $v_P < v_F$ (typically $v_P \ll v_F$), the fermion-fermion coupling constant $\lambda$, and the fermion-phonon coupling constant $g$. As will be shown, if the coupling constants are in the range

$$\lambda < 2\pi v_F, \quad 2 (g/v_P)^2 < 2\pi v_F + \lambda, \quad (1.4)$$

then this model can be constructed and solved by bosonization. (If these conditions are not fulfilled, the model describes an unstable system.)

$^1$The notation used here is common in the physics literature but suppresses mathematical details.
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We note that, in our approach to the fermion-phonon model, we follow previous work on the construction and exact solution of a two-dimensional interacting fermion model by bosonization in [9]; see [10] for a review. However, these papers only stated the mathematical results underlying bosonization, and thus one motivation for the present paper is to provide self-contained proofs of these results.

The fermion-phonon model in (1.1)–(1.4) is interesting since it has zero-temperature phase transitions to charge-density-wave and superconducting states, and its phase diagram can be determined from certain fermion four-point correlation functions [8, 40]. From a mathematical point of view, this model is an extension of the massless Thirring model, which (essentially) corresponds to the limiting case $g = 0$. However, as opposed to this limiting case, the fermion-phonon model is not relativistically invariant, which is obvious since its correlation functions depend on two different velocities $\tilde{v}_F$ and $\tilde{v}_P$; see (1.5) below. Nevertheless, as will be discussed, this model shares many properties with relativistically invariant quantum field theory models. Since many effective low-energy models in condensed matter physics happen to be relativistically invariant, this is an interesting counterexample.

As a further motivation of the bosonization techniques presented in this paper, we mention recent mathematical work on bosonization based on functional integral techniques; see e.g. [2] and references therein. These methods allow for treating even models which need not be exactly solvable, but they have been restricted, up to now, to models with fermions only. It would be interesting to extend these results to models where fermions are coupled to bosons. We hope that the results in the present paper can serve as a useful guide in this direction.

As will be shown, the fermion-phonon model can be made mathematically precise by introducing cutoffs $L > 0$ and $a > 0$, which have the physical interpretation as system size and interaction range, respectively. The regularized model thus obtained is an exactly solvable extension of the Luttinger model. To obtain the correlation functions for the model in (1.1)–(1.4), one has to pass to both the continuum limit $a \to 0^+$ and the thermodynamic limit $L \to \infty$; this is a generalization of the limit in [25] where the Thirring model is constructed from the Luttinger model. As will be shown, the continuum limit is non-trivial in that it requires additive and multiplicative renormalizations. However, passing to these limits simplifies the correlation functions significantly, and physical arguments suggest that the result is universal in the following sense: the physical properties of the fermion-phonon model at intermediate distances do not depend on the regularization, i.e. on short-distance details. For example, after multiplicative renormalization, the fermion two-point correlation functions we obtain in these limits are

$$\langle \psi_r(t,x)\psi_{r'}^\dagger(0,0) \rangle = \frac{1}{2\pi \ell} \prod_{X=F,P} \left( \frac{i\ell}{r_X - \tilde{v}_X t + i0^+} \right)^{\rho_F^2 X} \left( \frac{i\ell}{-r_X - \tilde{v}_X t + i0^+} \right)^{\rho_P^2 X}$$

(1.5)

with parameters $\tilde{v}_F, \rho_F^2, \sigma_F^2$ and $\tilde{v}_P, \rho_P^2, \sigma_P^2$ determined by the model parameters (see Proposition 4.4); $\ell > 0$ is an arbitrary length parameter introduced by the multiplicative renormalization.
The rest of the paper is organized as follows. The collection of mathematical results known as bosonization are presented and proved in Sections 2 and 3. For this we use an infrared cutoff $L > 0$ corresponding to the length of space, i.e. the real line $\mathbb{R}$ is replaced by the interval $[-L/2, L/2]$. These results are used in Section 4 to construct and solve the fermion-phonon model described above. Section 5 contains concluding remarks. In order to abbreviate our formulas certain variables are reserved to belong to specific sets as given by the following table:

| Variables | Set |
|-----------|-----|
| $r, r'$   | $\{+, -\}$ |
| $x, x'$   | $[-L/2, L/2]$ |
| $k, k'$   | $(2\pi/L)(\mathbb{Z} + 1/2)$ |
| $p, p'$   | $(2\pi/L)\mathbb{Z}$ |
| $X, X'$   | $\{F, P\}$ |

We also use the convention that sums over variables in this table range over all allowed values, unless specified otherwise. These and other conventions are summarized in Appendix A. In Appendix B we give a summary of bosonization using a formal notation common in the physics literature, in order to connect our results with the latter. It also contains comments on the history of this subject. Results from functional analysis which we need are collected in Appendix C.

## 2 From fermions to bosons

The results referred to as bosonization state that two different quantum field theory models, one describing fermions and the other bosons, are actually the same. There are two approaches to this: one can start with the fermions and construct the bosons, or one can start with the bosons and construct the fermions. Regardless of this choice, the same collection of results is obtained in the end. In our opinion, the second approach is simpler from a mathematical point of view. The first approach is, however, more natural from the point of view of condensed matter physics, and this is why we follow it in this paper; see e.g. [5, 35] for the second approach.

![Figure 1: Symbolic illustration of bosonization.](image)

The present section is concerned with the construction of the bosons from the fermions; the reconstruction of the fermions from the bosons is addressed in the next
section. We remind the reader that some notational conventions used throughout this paper are explained in Appendix A.

2.1 Fermion Fock space and Hamiltonian

Our first aim is to construct a Hilbert space \( F \), the so-called fermion Fock space, giving a precise mathematical meaning to the quantum field theory model defined by the Hamiltonian\(^2\)

\[
H_0 \equiv \sum_r \sum_k \frac{2\pi}{L} r k : \hat{\psi}_r^\dagger(k) \hat{\psi}_r(k):
\]

(2.1)

for \( r = \pm \) and \( k \in (2\pi/L)(\mathbb{Z} + 1/2) \), with fermion field operators \( \hat{\psi}_r(k) \) and \( \hat{\psi}_r^\dagger(k) \equiv \hat{\psi}_r(k)^\dagger \) characterized by the CAR

\[
\{ \hat{\psi}_r(k), \hat{\psi}^\dagger_{r'}(k') \} = \frac{L}{2\pi} \delta_{r,r'} \delta_{k,k'}, \quad \{ \hat{\psi}_r(k), \hat{\psi}_{r'}(k') \} = 0.
\]

(2.2)

The physical requirement underlying this construction is that \( H_0 \) must have a ground state. This is ensured by requiring that there is a distinguished element \( \Omega \) in \( F \), the so-called vacuum, which satisfies

\[
\hat{\psi}_r(rk) \Omega = \hat{\psi}_{r'}(-rk) \Omega = 0 \quad \forall k > 0
\]

(2.3)

and is normalized, i.e. \( \langle \Omega, \Omega \rangle = 1 \), where \( \langle \cdot, \cdot \rangle \) is the inner product in \( F \). The Hilbert space \( F \) is fully determined by these conditions, and it is such that \( H_0 \) defines a self-adjoint operator on \( F \) bounded from below. We now recall how this can be substantiated.

To construct \( F \) we use fermion creation operators \( c^\dagger_r(k) \) satisfying the conditions:

\[
\{ c_r(k), c^\dagger_{r'}(k') \} = \delta_{r,r'} \delta_{k,k'}, \quad \{ c_r(k), c_{r'}(k') \} = 0, \quad c_r(k) \Omega = 0,
\]

(2.4)

with \( c_r(k) = c^\dagger_r(k)^\dagger \) and a normalized state \( \Omega \in F \). Assuming that \( c^\dagger_r(k) \) are operators on \( F \), one can construct other states in \( F \) as follows:

\[
c^\dagger_r(k_1) \cdots c^\dagger_r(k_{N_r}) c^\dagger_{r'}(k'_1) \cdots c^\dagger_{r'}(k'_{N_{r'}}) \Omega
\]

for \( k_1 > \ldots > k_{N_r}, k'_1 > \ldots > k'_{N_{r'}} \),

(2.5)

where \( N_\pm \) are non-negative integers. Using the relations in (2.4), it is straightforward to prove by induction over \( N_+ \) and \( N_- \) that these states are orthonormal. Let \( \mathcal{D}_F \) denote the vector space of all finite linear combinations of the states in (2.5). This set forms a pre-Hilbert space, and \( F \) is obtained from \( \mathcal{D}_F \) by norm-completion; see e.g. [30].

We find it convenient to introduce the following notation for the states in (2.5):

\[
\eta_n^F \equiv \left( \prod_{r,k} c^\dagger_r(k)^{n_r(k)} \right) \Omega, \quad n_r(k) \in \{0,1\}
\]

(2.6)

\(^2\)We note that this Hamiltonian corresponds to an important model in particle physics describing relativistic fermions in 1+1 dimensions; cf. Remark B.1 in Appendix B.
where only finitely many of the quantum numbers \( n_r(k) \) are non-zero and \( \mathbf{n} \) denotes the infinite vector \((n_r(k))_{r,k}\). The arrow over the product symbol indicates that the fermion operators are ordered as in (2.5).

The above definitions allow us to write formulas in a compact way. For instance, orthonormality and completeness of the states in (2.5) can be expressed as

\[
\langle \eta^F_n, \eta^F_{n'} \rangle = \delta_{n,n'}, \quad \sum_n \eta^F_n \langle \eta^F_n, \cdot \rangle = I.
\] (2.7)

Note that the states \( \eta^F_n \) are common eigenstates of \( c_r^{\dagger}(k)c_r(k) \), i.e.

\[
c_r^{\dagger}(k)c_r(k)\eta^F_n = n_r(k)\eta^F_n
\] (2.8)

(this follows from the CAR in (2.4) and the definition in (2.6)).

**Remark 2.1.** It is not difficult to construct a bijection between the set of quantum numbers \( \mathbf{n} \) and \( \mathbb{N} \) to prove that the Hilbert space \( \mathcal{F} \) thus constructed is separable. ♦

We are now ready to give a precise meaning to the model defined in (2.1)–(2.3). The method we employ is *construction by exact solution* in the sense that self-adjointness of the Hamiltonian is shown by constructing all its eigenstates and eigenvalues.

Using the relations in (2.4) it is easy to check that the operators

\[
\hat{\psi}_r(k) \equiv \begin{cases} \sqrt{\frac{L}{2\pi}}c_r(k) & \text{if } rk > 0, \\ \sqrt{\frac{L}{2\pi}}c_r^{\dagger}(k) & \text{if } rk < 0, \end{cases} \quad \hat{\psi}_r^{\dagger}(k) \equiv \hat{\psi}_r(k)^\dagger,
\] (2.9)

satisfy the relations in (2.2)–(2.3). Moreover, we make the normal ordering in the introduction precise as follows:

\[
: A : \equiv A - \langle \Omega, A\Omega \rangle.
\] (2.10)

This implies

\[
: \hat{\psi}_r^{\dagger}(k)\hat{\psi}_r(k) : = \text{sgn}(rk)\frac{L}{2\pi}c_r^{\dagger}(k)c_r(k),
\] (2.11)

which allows us to cast the Hamiltonian in (2.1) in a manifestly positive-definite form:

\[
H_0 = \sum_r \sum_k |k|c_r^{\dagger}(k)c_r(k).
\] (2.12)

**Remark 2.2.** The CAR in (2.4) and the eigenvalue equation (2.8) imply that the fermion operators \( c_r^{(t)}(k) \) are bounded on \( \mathcal{F} \) with operator norm equal to unity, and thus \( c_r^{\dagger}(k) \) is the Hilbert space adjoint of \( c_r(k) \). It follows that \( \hat{\psi}_r^{(t)}(k) \) are also bounded operators. This implies that the algebra generated by the fermion field algebra is a \( C^* \)-algebra, which is the starting point of an elegant mathematical approach to fermion quantum field theories; see e.g. [3]. However, to remain self-contained, we follow a more pedestrian approach avoiding \( C^* \)-algebra techniques. ♦

From the equations above one can deduce several important properties of \( H_0 \), which we summarize as follows.
Lemma 2.3. The Hamiltonian $H_0$ in (2.1) defines a self-adjoint operator on $\mathcal{F}$, and it satisfies the following commutation relation on $\mathcal{D}_F$:

$$[H_0, \hat{\psi}_r^\dagger(k)] = rk\hat{\psi}_r^\dagger(k).$$

Moreover, all states in (2.6) are eigenstates of $H_0$ with corresponding eigenvalues

$$E_n^F = \sum_r \sum_k |k|n_r(k).$$

In particular, $\Omega$ is the ground state of $H_0$ with ground state energy zero: $H_0\Omega = 0$.

Proof of Lemma 2.3. The eigenvalue equation

$$H_0\eta_n^F = E_n^F \eta_n^F$$

follows from (2.8) and (2.12). This implies that $H_0$ is a self-adjoint operator (this is a consequence of a simple general result stated in Lemma C.3).

We note that the commutation relation in (2.13) is easily motivated by formal computations using the definition of $H_0$ in (2.1) and the CAR in (2.2) if we ignore normal ordering. To make these computations precise we introduce a cutoff $\Lambda > 0$ and study the regularized Hamiltonian

$$H_0^\Lambda = \sum_r \sum_k \frac{2\pi}{L} r k :\hat{\psi}_r^\dagger(k)\hat{\psi}_r(k): \Theta(\Lambda - |k|)$$

$$= \sum_r \sum_{|k|\leq \Lambda} \frac{2\pi}{L} r k\hat{\psi}_r^\dagger(k)\hat{\psi}_r(k) + E_\Lambda,$$

where $E_\Lambda = (L/(2\pi))\Lambda^2 + O(\Lambda)$ is a positive constant which diverges with increasing $\Lambda$. The second equality is obtained using $:\hat{\psi}_r^\dagger(k)\hat{\psi}_r(k): = \hat{\psi}_r^\dagger(k)\hat{\psi}_r(k) - (L/(2\pi))\Theta(-rk)$, where $\Theta(\cdot)$ is the Heaviside function (this is a simple consequence of the definitions).

Since the regularized Hamiltonian $H_0^\Lambda$ is a finite sum of bounded operators, it is bounded, and thus commutation relations, etc., can be safely derived by formal computations using the CAR in (2.2). In particular, it is obvious that $\lim_{\Lambda \to \infty} H_0^\Lambda \to H_0$ on $\mathcal{D}_F$ (in a sense made precise in Definition C.5).

We now observe that, for each state $\eta_n^F$ in (2.6),

$$[H_0, \hat{\psi}_r^\dagger(k)] \eta_n = [H_0^\Lambda, \hat{\psi}_r^\dagger(k)] \eta_n$$

independent of $\Lambda$ for sufficiently large values. It follows that the result obtained by formal computations is correct if interpreted as an identity on the domain $\mathcal{D}_F$ (this follows from a simple general result stated in Lemma C.6).
Remark 2.4. Throughout this paper we use the same strategy to establish commutation relations for unbounded operators $A$: we introduce a cutoff $\Lambda > 0$ and approximate $A$ by a family of bounded operators $\{A^{\Lambda}\}_{\Lambda > 0}$ such that $A = \lim_{\Lambda \to \infty} A^{\Lambda}$. This strategy is simple in that it avoids topological arguments to make precise mathematical sense of such limits. To not have to repeat the same technicalities each time we use this strategy, we state the precise definition of this limit, together with a simple abstract lemma, in Appendix C.2; see Definition C.5 and Lemma C.6.

2.2 Fermion densities

We now introduce the fermion densities
\[
\hat{J}_r(p) \equiv \sum_k \frac{2\pi}{L} \hat{\psi}_r^\dagger(k) \hat{\psi}_r(k + p): \quad (2.18)
\]
for $p \in (2\pi/L)\mathbb{Z}$, which we regard as a definition motivated by the Fourier transform of the formal fermion densities $\hat{\psi}_r^\dagger(x) \hat{\psi}_r(x)$: in the introduction (cf. (B.3) and (B.12)).

Proposition 2.5. The fermion densities $\hat{J}_r(p)$ in (2.18) are well-defined operators on $\mathcal{F}$ mapping $\mathcal{D}_F$ to $\mathcal{D}_F$. Moreover, they satisfy
\[
\hat{J}_r(p) = \hat{J}_r(-p), \quad (2.19)
\]
\[
\hat{J}_r(rp)\Omega = 0 \quad \forall p \geq 0, \quad (2.20)
\]
together with the following commutation relations on $\mathcal{D}_F$:
\[
\left[ \hat{J}_r(p), \hat{\psi}_r^\dagger(k) \right] = \delta_{r,r'} \hat{\psi}_r^\dagger(k - p), \quad (2.21a)
\]
\[
\left[ H_0, \hat{J}_r(p) \right] = -rp \hat{J}_r(p), \quad (2.21b)
\]
\[
\left[ \hat{J}_r(p), \hat{J}_r'(p') \right] = r \delta_{r,r'} \frac{Lp}{2\pi} \delta_{p,-p'}. \quad (2.21c)
\]

In particular, the zero modes $\hat{J}_r(0)$ are self-adjoint operators, and all states in (2.6) are eigenstates of $\hat{J}_r(0)$ with corresponding eigenvalues
\[
g_{r,n} = \sum_k \text{sgn}(rk)n_r(k). \quad (2.22)
\]

Proof. Using (2.9) one can write
\[
\hat{J}_r(0) = \sum_k \text{sgn}(rk)c_r^\dagger(k)c_r(k), \quad (2.23)
\]
and thus (2.8) imply that the states in (2.6) are eigenstates of $\hat{J}_r(0)$ with eigenvalues given by (2.22). This also proves that $J_r(0)$ are self-adjoint operators (cf. Lemma C.3).
It is easy to motivate (2.19) and the commutation relations in (2.21a)–(2.21b) by formal computations using \( \hat{\psi}_{r}^{\dagger}(k) = \hat{\psi}_{r}(k)^{\dagger} \) and the CAR in (2.2). However, the commutation relation in (2.21c) is non-trivial (a formal computation suggests that it is zero), and this highlights the need for precise arguments.

A potential difficulty with the fermion densities is that the sum on the r.h.s. in (2.18) is infinite. As for \( H_{0} \) in the previous section (recall Remark 2.4), we deal with this by introducing regularized fermion densities

\[
\hat{J}^{\Lambda}_{r}(p) \equiv \sum_{k} \frac{2\pi}{L} \hat{\psi}_{r}^{\dagger}(k) \hat{\psi}_{r}(k + p) \Theta(\Lambda - |k + \frac{p}{2}|),
\]

(2.24)

where \( \Lambda > 0 \) is a cutoff and \( \Theta(\cdot) \) is the Heaviside function. Note that these operators are bounded for \( \Lambda < \infty \) by the same argument as for \( \hat{H}_{0}^{\Lambda} \) in the proof of Lemma 2.3.

We use (2.9) to write, for all \( p > 0 \),

\[
\hat{J}_{r}(rp) = \sum_{rk > 0} c_{r}^{\dagger}(k)c_{r}(k + rp) + \sum_{-p < rk < 0} c_{r}(k)c_{r}(k + rp) - \sum_{rk < -p} c_{r}^{\dagger}(k + rp)c_{r}(k),
\]

\[
\hat{J}_{r}(-rp) = \sum_{rk > 0} c_{r}^{\dagger}(k)c_{r}(k - rp) + \sum_{0 < rk < p} c_{r}^{\dagger}(k)c_{r}(k - rp) - \sum_{rk < 0} c_{r}^{\dagger}(k - rp)c_{r}(k).
\]

(2.25)

This and (2.23) make manifest that all \( \hat{J}_{r}(p) \) are well-defined operators mapping \( D_{F} \) to \( D_{F} \). It also proves (2.20) and implies that, for each state \( \eta_{n}^{F} \) in (2.6),

\[
\hat{J}_{r}(p)\eta_{n}^{F} = \hat{J}^{\Lambda}_{r}(p)\eta_{n}^{F}
\]

(2.26)

independent of \( \Lambda \) for sufficiently large values. Thus, \( \lim_{\Lambda \to \infty} \hat{J}^{\Lambda}_{r}(p) = \hat{J}_{r}(p) \) on \( D_{F} \) (in the sense of Definition C.5). Since it follows from the definitions that \( \hat{J}^{\Lambda}_{r}(p)^{\dagger} = \hat{J}^{\Lambda}_{r}(-p) \), this implies (2.19).

Straightforward computations using the CAR in (2.2) imply

\[
[\hat{J}^{\Lambda}_{r}(p), \hat{\psi}_{r}^{\dagger}(k)] = \delta_{r,r'} \hat{\psi}_{r}^{\dagger}(k - p) \Theta(\Lambda - |k - \frac{p}{2}|).
\]

(2.27)

Acting with this identity on a fixed state \( \eta_{n}^{F} \), for fixed \( k \) and \( p \), the r.h.s. is independent of \( \Lambda \) for sufficiently large values. This proves the commutation relation in (2.21a) on \( D_{F} \) (cf. Lemma C.6).

To prove (2.21b) we use the CAR in (2.2) to compute

\[
[H^{\Lambda}_{0}, \hat{J}^{\Lambda}_{r}(p)] = \sum_{k} \frac{2\pi}{L} \rho(k_{\Lambda} - (k + p)_{\Lambda}) \hat{\psi}_{r}^{\dagger}(k) \hat{\psi}_{r}(k + p) \Theta(\Lambda' - |k + \frac{p}{2}|),
\]

(2.28)

where \( k_{\Lambda} \equiv k\Theta(\Lambda - |k|) \). As a simple consequence of the definition of normal ordering,

\[
\hat{\psi}_{r}^{\dagger}(k) \hat{\psi}_{r}(k') = :\hat{\psi}_{r}^{\dagger}(k) \hat{\psi}_{r}(k'):+ \frac{L}{2\pi} \delta_{k,k'} \Theta(-rk).
\]

(2.29)
It follows that $\hat{\psi}_L^\dagger(k)\hat{\psi}_r(k+p)$ on the r.h.s. of (2.28) can be replaced by $\hat{\psi}_L^\dagger(k)\hat{\psi}_r(k+p)$: (this is obvious for $p \neq 0$, and it is also true for $p = 0$ since then the r.h.s. is identically zero anyway). Acting with the identity thus obtained on a fixed state $\eta_n^F$, for fixed $p$, the r.h.s. becomes independent of $\Lambda$ and $\Lambda'$ when both are sufficiently large, and this implies (2.21b) (cf. Lemma C.6).

We are left to prove (2.21c). The case $r \neq r'$ is trivial, and we therefore only consider the case $r = r'$. By straightforward computations,

$$
\left[ J_r^\Lambda(p), J_r^{\Lambda'}(p') \right] = \sum_k \frac{2\pi}{L} \left( \Theta(\Lambda - |k + \frac{p}{2}|)\Theta(\Lambda' - |k + p + \frac{p'}{2}|) \right.
- \left. \Theta(\Lambda' - |k + \frac{p}{2}|)\Theta(\Lambda - |k + p + \frac{p'}{2}|) \right) \hat{\psi}_L^\dagger(k)\hat{\psi}_r(k + p + p').
$$

(2.30)

The r.h.s. can be cast in a normal-ordered form by inserting (2.29). It is thus equal to a sum of two terms: the first is equal to the r.h.s. in (2.30) but with $\hat{\psi}_L^\dagger(k)\hat{\psi}_r(k + p + p')$ replaced by $\hat{\psi}_L^\dagger(k)\hat{\psi}_r(k + p + p')$, and the second is the C-number term coming from normal ordering. Acting with the identity thus obtained on a fixed state $\eta_n^F$ we find that, for fixed $p$ and $p'$ and sufficiently large $\Lambda$ and $\Lambda'$, the contribution of the first term is independent of the cutoffs and thus zero. The only remaining contribution is therefore the second term:

$$
\left[ J_r^\Lambda(p), J_r^{\Lambda'}(p') \right] \eta_n^F = \delta_{p+p',0} \sum_k \left( \Theta(\Lambda - |k + \frac{p}{2}|) - \Theta(\Lambda - |k - \frac{p}{2}|) \right) \Theta(-rk) \eta_n^F.
$$

(2.31)

assuming $\Lambda' > \Lambda$, without loss of generality. For sufficiently large $\Lambda$, the r.h.s. in (2.31) is independent of $\Lambda$ and equal to $\delta_{p+p',0} (rpL/(2\pi)) \eta_n^F$. This implies the result (cf. Lemma C.6). \qed

### 2.3 Bosons, charges, and Klein factors

In this section, the physical interpretation of the fermion densities $\hat{J}_r(p)$ as bosons (for $p \neq 0$) and chiral charge operators (for $p = 0$) is explained. We also discuss how this motivates the introduction of the Klein factors $R_\pm$ as charge-changing operators.

Consider operators $b^{(1)}(p)$ defined for $p \neq 0$ as follows:

$$
b(p) \equiv \begin{cases} 
-\sqrt{\frac{2\pi}{L|p|}} \hat{J}_+(p) & \text{if } p > 0, \\
\sqrt{\frac{2\pi}{L|p|}} \hat{J}_-(p) & \text{if } p < 0,
\end{cases}

b^\dagger(p) \equiv b(p)^\dagger.
$$

(2.32)

Proposition 2.5 implies that these are well-defined and obey standard relations for boson annihilation and creation operators on $D_F$:

$$
\left[ b(p), b^\dagger(p') \right] = \delta_{p,p'}, \quad \left[ b(p), b(p') \right] = 0, \quad b(p)\Omega = 0.
$$

(2.33)

The zero modes $\hat{J}_\pm(0)$ play a special role as chiral charge operators, and the notation

$$
Q_\pm \equiv \hat{J}_\pm(0)
$$

(2.34)
From fermions to bosons

Our aim is to generate the fermion Fock space \( \mathcal{F} \) from the vacuum \( \Omega \) using bosons. However, since the zero modes \( Q_\pm \) commute with the boson operators \( b^{\dagger}(p) \) and since \( Q_\pm \Omega = 0 \) (cf. (2.21c) and (2.20)), the boson operators in (2.32) are not enough: they can only generate states \( \eta \) with charge zero \( (Q_\pm \eta = 0) \). This problem is solved by the Klein factors \( R_\pm \), which are unitary operators on \( \mathcal{F} \) commuting with all boson operators but not with the zero modes:

\[
Q_r R_\pm R_{r'} = R_{r'}(Q_r + r\delta_{r,r'}).
\]

(2.35)

This implies that, if \( \eta \) is a zero-charge state \( (Q_\pm \eta = 0) \), then \( R_\pm \eta \) is a state with charges \( (q_+, q_-) \):

\[
Q_r R_{q_+} R_{-q_-} \eta = q_r R_{q_+} R_{-q_-} \eta
\]

(2.36)

for all integer pairs \( (q_+, q_-) \), where \( R_{q} \equiv (R_1)^q \) for all integers \( q \).

Remark 2.6. The picture above can be summarized as follows:

\[
\mathcal{F} = \bigoplus_{(q_+, q_-) \in \mathbb{Z}^2} \mathcal{F}^{(q_+, q_-)},
\]

(2.37)

where \( \mathcal{F}^{(q_+, q_-)} \) is the subspace of \( \mathcal{F} \) containing all states \( \eta \) such that \( Q_r \eta = q_r \eta \), and the unitary operator \( R_{q_+} R_{-q_-} \) maps the zero-charge subspace \( \mathcal{F}^{(0,0)} \) bijectively to \( \mathcal{F}^{(q_+, q_-)} \). The subspaces \( \mathcal{F}^{(q_+, q_-)} \) are known as charge sectors or superselection sectors.

A construction of the Klein factors, together with proofs of properties needed in practical computations, is given in Section 2.4; see Proposition 2.7. One important result underlying bosonization is that the boson operators \( b^{\dagger}(p) \), together with the Klein factors \( R_\pm \), generate \( \mathcal{F} \); see Proposition 2.12.

In the remainder of this section we elaborate on the physical interpretation of \( Q_\pm \) as chiral charge operators. This interpretation is based on Dirac’s hole theory and can be skipped without loss of continuity.

The model in (2.1)–(2.3) describes a system of fermions with one-particle states labeled by pairs of quantum numbers \( (r, k) \) and with one-particle energies \( rk \). The many-body ground state \( \Omega \) is a Dirac sea where all one-particle states with negative energy are filled and all one-particle states with positive energy are empty; this is expressed by (2.3), where the second relation is a consequence of the Pauli principle. The physical interpretation of (2.9) is that \( \hat{\psi}_r(k) \) is a creation operator for a particle if \( rk > 0 \) and an annihilation operator for a hole if \( rk < 0 \). Similarly, \( \hat{\psi}_r(k) \) is an annihilation operator for a particle if \( rk > 0 \) and a creation operator for a hole if \( rk < 0 \). Moreover, the quantum numbers \( n_r(k) \) used to label the states in (2.6) correspond to the excitation numbers of the one-particle states \( (r, k) \); the excitations are particles for \( rk > 0 \) and holes for \( rk < 0 \). Finally, \( c^{\dagger}_r(k)c_r(k) \) are excitation-number operators with eigenvalues equal to either 0 or 1 (this corresponds to the Pauli principle). It is natural, from a
physical point of view, to assign charge numbers +1 to particles and −1 to holes (Dirac proposed this interpretation in a particle physics context where the holes correspond to antiparticles). This suggests to interpret \( Q_r \) as an operator which measures the charge of particles and holes with chirality \( r \) (cf. (2.23) and (2.34)).

It is also worth to mention a beautiful mathematical interpretation of the fermion densities and the Klein factors as implementers of gauge transformations. This interpretation clarifies that the Klein factors exist due to topological reasons; see the final paragraph in Section 3.1.

### 2.4 Construction of the Klein factors

This section contains a construction of the Klein factors \( R_\pm \). We start with a summary of the main results:

**Proposition 2.7. (Klein factors)** There exist unitary operators \( R_\pm \) on \( \mathcal{F} \) mapping \( \mathcal{D}_F \) to \( \mathcal{D}_F \) and satisfying the commutation relations

\[
\left[ \hat{J}_r(p), R_{r'} \right] = r \delta_{r,r'} \delta_p, 0 R_r,  
\]

\[
\left[ H_0, R_r \right] = r \pi \frac{\hat{J}_r(0), R_r}{L}  
\]

on \( \mathcal{D}_F \), together with

\[
R_+ R_+ = -R_- R_. 
\]

(A constructive proof is given further below.)

Note that (2.38) summarizes properties of the Klein factors mentioned in the previous section: choosing \( p \neq 0 \), it implies that \( R_\pm \) commute with the boson operators in (2.32), and choosing \( p = 0 \), it implies (2.35) (recall that \( Q_r \equiv \hat{J}_r(0) \)).

The following corollary of Proposition 2.7 contains a list of identities which we state for later reference:

**Corollary 2.8.** For all \( q_\pm \in \mathbb{Z} \) and \( c \in \mathbb{C} \), the following identities hold true:

\[
R_+^{q_+} R_-^{-q_-} = (-1)^{-q_+ q_-} R_-^{-q_-} R_+^{q_+}, 
\]

\[
Q_r R_+^{q_+} R_-^{-q_-} = q_r R_+^{q_+} R_-^{-q_-}, 
\]

\[
e^{icQ_r} R_+^{\pm q_\pm} = e^{icq_r \delta_{r, \pm}} R_+^{\pm q_\pm} e^{icQ_r} 
\]

on \( \mathcal{D}_F \), together with:

\[
Q_r R_+^{q_+} R_-^{-q_-} = q_r R_+^{q_+} R_-^{-q_-}, 
\]

\[
H_0 R_+^{q_+} R_-^{-q_-} = \frac{\pi}{L} (q_+^2 + q_-^2) R_+^{q_+} R_-^{-q_-}, 
\]

and

\[
\langle \Omega, R_+^{q_+} R_-^{-q_-} \Omega \rangle = \delta_{q_+, 0} \delta_{q_-, 0}. 
\]
Lemma C.4). By taking the adjoint of (2.43) and replacing \( k \) in Lemma 2.11 with the constant \( R \) operators result is obviously in \( D \) and (2.44) becomes
\[
R^+ \Omega = \sqrt{\frac{2\pi}{L}} \hat{\psi}^+_\pm(\frac{\pi}{L}) \Omega, \quad R^- \Omega = \sqrt{\frac{2\pi}{L}} \hat{\psi}_-^*(\frac{\pi}{L}) \Omega.
\] (2.44)

In our proof of Proposition 2.7 below we show that these conditions define unique operators with the stated properties.

Remark 2.9. Equation (2.43) is a simple example of a defining condition for an implementer of a Bogoliubov transformation; see [31] for a unified construction of such implementers.

Remark 2.10. The conditions in (2.43)–(2.44) are not minimal [31] and are chosen so as to allow for a simple proof.

In our proof of Proposition 2.7 we make repeated use of the following technical result:

Lemma 2.11. Let \( C \) be a linear operator from \( D_F \) to \( D_F \) satisfying the following two conditions: \( C \) commutes with all fermion field operators \( \hat{\psi}^{(1)}_r(k) \), and \( C \Omega = c \Omega \) for some constant \( c \in \mathbb{C} \). Then \( C = c I \).

Proof. The first condition and (2.9) imply that \( C \) commutes with all operators \( \hat{c}^{(1)}_r(k) \). The action of \( C \) on a fermion state \( \eta^F_m \) in (2.6) is then fully determined by its action on \( \Omega \), and the second condition then implies that \( C \eta^F_m = c \eta^F_m \). The assertion follows from linearity.

Proof of Proposition 2.7. We rewrite the defining conditions of \( R^\pm \) in terms of the operators \( \hat{c}^{(1)}_r(k) \) using (2.9). The identities in (2.43) take the following form:
\[
R^+_r c^+_r(k) = \begin{cases} 
\hat{c}^+_r(\frac{\pi}{L}) R^+_r & \text{if } k = -\frac{\pi}{L}, \\
\hat{c}^+_r(k + \frac{2\pi}{L}) R^+_r & \text{otherwise}, 
\end{cases}
R^-_r c^-_r(k) = \begin{cases} 
\hat{c}^-_r(\frac{\pi}{L}) R^-_r & \text{if } k = -\frac{\pi}{L}, \\
\hat{c}^-_r(k + \frac{2\pi}{L}) R^-_r & \text{otherwise}, 
\end{cases}
\] (2.45)

and (2.44) becomes
\[
R^+_r \Omega = \hat{c}^+_r(\frac{\pi}{L}) \Omega.
\] (2.46)

Using this, the action of \( R^\pm \) on the fermion states \( \eta^F_m \) in (2.6) can be computed, and the result is obviously in \( D_F \). It then follows that (2.43)–(2.44) determine two unique linear operators \( R^\pm \) mapping \( D_F \) to \( D_F \).

We now show that both \( R^+_r R^+_r \) and \( R^+_r R^-_r \) satisfy the conditions of the operator \( C \) in Lemma 2.11 with the constant \( c = 1 \), which then implies unitarity: \( R^+_r = R^-_r = 1 \) (cf. Lemma C.4). By taking the adjoint of (2.43) and replacing \( k \) with \( k - \frac{2\pi}{L} \) we obtain
\[
R^+_r \hat{\psi}^{(1)}_\pm(k) = \hat{\psi}^{(1)}_\pm(k - \frac{2\pi}{L}) R^+_r, \quad R^+_r \hat{\psi}^{(1)}_\pm(k) = -\hat{\psi}^{(1)}_\pm(k) R^+_r,
\] (2.47)
which together with (2.43) implies that $R_r R_r^\dagger$ and $R_r^\dagger R_r$ commute with all fermion field operators $\hat{\psi}^{(1)}_r(k)$. To check the second condition, we compute the inner product of $R_r^\dagger R_r^\dagger \Omega$ with the fermion states in (2.6). Using (2.45), (2.46), and the CAR in (2.4) we find

$$\langle \eta^F_n, R_r^\dagger R_r^\dagger \Omega \rangle = \langle R_r \eta^F_n, \Omega \rangle = \begin{cases} 1 & \text{if } \eta^F_n = c_r^\dagger(-\frac{\pi}{L}) \Omega, \\ 0 & \text{otherwise} \end{cases}$$

(2.48)

(to see this, we observe that $R_r c_r^\dagger(-\frac{\pi}{L}) \Omega = c_r(\frac{\pi}{L}) R_r \Omega = c_r(\frac{\pi}{L}) c_r^\dagger(-\frac{\pi}{L}) \Omega = \Omega$ and that no other inner product can yield a non-zero result), which is only possible if

$$R_r^\dagger R_r^\dagger \Omega = c_r(\frac{\pi}{L}) \Omega.$$ (2.49)

It follows that $R_r^\dagger R_r^\dagger \Omega = R_r^\dagger c_r^\dagger(\frac{\pi}{L}) \Omega = c_r^\dagger(-\frac{\pi}{L}) R_r^\dagger \Omega = \Omega$ and similarly $R_r^\dagger R_r^\dagger \Omega = \Omega$. This concludes the proof of the unitarity of the Klein factors.

We now turn to the commutation relation in (2.38). Using the defining properties of the Klein factors in (2.43) and the regularized fermion densities in (2.24) to compute

$$(R_r^\dagger \hat{J}_r^\Lambda(p) R_r^\dagger - \hat{J}_r^\Lambda(p)) \eta$$

for an arbitrary $\eta \in \mathcal{D}_F$, one finds that this is equal to

$$\delta_{r,r'} \sum_k \frac{2\pi}{L} \left( \Theta(\Lambda - |k - \frac{2\pi}{L}|) - \Theta(\Lambda - |k + \frac{2\pi}{L}|) \right) \hat{\psi}^\dagger_r(k) \hat{\psi}_r(k + p) \eta.$$ (2.51)

The fermion bilinear above can be cast in a normal-ordered form by inserting (2.29) and, by a similar argument as the one following (2.31), we conclude that (2.51) is equal to

$$\delta_{r,r'} \sum_k \left( \Theta(\Lambda - |k - \frac{2\pi}{L}|) - \Theta(\Lambda - |k + \frac{2\pi}{L}|) \right) \Theta(-rk) \eta = -r \delta_{r,r'} \eta$$ (2.52)

for sufficiently large $\Lambda$. This proves $R_r^\dagger \hat{J}_r^\Lambda(p) R_r^\dagger - \hat{J}_r^\Lambda(p) = -r \delta_{r,r'}$ on $\mathcal{D}_F$ (cf. Lemma C.6), which is equivalent to (2.38).

The commutation relation in (2.39) can be proved in a similar manner by showing that $H_0^\Lambda - R_r H_0^\Lambda R_r^\dagger = (\pi/L)(\hat{J}_r^\Lambda(0) + R_r^\dagger \hat{J}_r^\Lambda(0) R_r^\dagger)$ on $\mathcal{D}_F$. For this we use (2.16), (2.24), and (2.29) to compute

$$\left( H_0^\Lambda - R_r H_0^\Lambda R_r^\dagger - r \frac{\pi}{L} \left[ \hat{J}_r^\Lambda(0) + R_r^\dagger \hat{J}_r^\Lambda(0) R_r^\dagger \right] \right) \eta$$

$$= \sum_k \left( \frac{2\pi}{L} r (k - \frac{\pi}{L}) \left( \Theta(\Lambda - |k|) - \Theta(\Lambda - |k - \frac{2\pi}{L}|) \right) \hat{\psi}^\dagger_r(k) \hat{\psi}_r(k) \right.$$

$$+ \left. r \frac{\pi}{L} \left( \Theta(\Lambda - |k - \frac{2\pi}{L}|) + \Theta(\Lambda - |k|) \right) \right) \Theta(-rk) \eta.$$ (2.53)
for an arbitrary \( \eta \in \mathcal{D}_F \). As before, the fermion bilinear can be cast in a normal-ordered form by inserting (2.29), and, by a similar argument as the one following (2.31), we find that the r.h.s. in (2.53) is equal to

\[
 r \sum_{k} \left( k \Theta(\Lambda - |k|) - \left( k - \frac{2\pi}{L} \right) \Theta(\Lambda - |k - \frac{2\pi}{L}|) \right) \Theta(-rk) \eta = 0 \tag{2.54}
\]

for sufficiently large \( \Lambda \), which proves the result (cf. Lemma C.6).

Finally, equation (2.40) can be proved by showing that \( R_+R_-R_+^\dagger R_-^\dagger \) satisfies the conditions of the operator \( C \) in Lemma 2.11 with the constant \( c = -1 \). This implies that \( R_+R_-R_+^\dagger R_-^\dagger = -I \), and the result then follows by multiplication with \( R_-R_+ \) from the right. Indeed, it is easily verified using (2.43) and (2.47) that \( R_+R_-R_+^\dagger R_-^\dagger \) commutes with all fermion field operators \( \hat{\psi}^{(\dagger)}_r(k) \). Moreover, (2.45)–(2.46) and (2.49) imply that \( R_+R_-R_+^\dagger R_-^\dagger \Omega = c(\frac{\pi}{L})c_+(\frac{\pi}{L})c_-(\frac{\pi}{L})c_+^\dagger(\frac{\pi}{L})c_-^\dagger(\frac{\pi}{L})\Omega = -\Omega \), where the CAR in (2.4) was used in the last step.

### 2.5 Boson-fermion correspondence

We are now ready to explain in which sense the fermion Fock space \( \mathcal{F} \) is identical with a boson Fock space. For this we recall the boson creation and annihilation operators \( b_+^\dagger(p) \) and \( b_-(p) \) in (2.32). Since the Klein factors commute with the boson operators (this is a simple consequence of (2.38)), all states \( R_+R_-R_+^\dagger R_-^\dagger \Omega \), where \( q_\pm \in \mathbb{Z} \), constitute a possible boson vacuum:

\[
b_+(p)R_+^q_-R_-^q_-\Omega = 0 \quad \forall p \neq 0. \tag{2.55}\]

This suggests to introduce boson states

\[
\eta^B_m \equiv \left( \prod_{p \neq 0} \frac{b_+^\dagger(p)^{m(p)}}{\sqrt{m(p)!}} \right) R_+^{q_+}R_-^{q_-}\Omega, \quad q_{\pm} \in \mathbb{Z}, \quad m(p) \in \mathbb{N}_0, \tag{2.56}\]

where \( m \) is short for the vector \((m(p))_{p \neq 0}, q_+, q_-\) and where only a finite number of the quantum numbers \( m(p) \) are non-zero.

Our main result in this section is that the boson states in (2.56) comprise a complete orthonormal basis in the fermion Fock space \( \mathcal{F} \):

\[
\langle \eta^B_m, \eta^B_{m'} \rangle = \delta_{m,m'}, \quad \sum_m \eta^B_m \langle \eta^B_m, \cdot \rangle = I. \tag{2.57}\]

Orthonormality is easy to check (it follows from the commutation relations in (2.33), the vacuum condition in (2.55), and the unitarity of the Klein factors). The non-trivial part is therefore completeness.

Recall that \( \mathcal{D}_F \) is the vector space of all finite linear combinations of the fermion states in (2.6). Since the boson creation operators \( b_+^\dagger(p) \) and the Klein factors map \( \mathcal{D}_F \) to \( \mathcal{D}_F \), it is clear that all boson states in (2.56) are in \( \mathcal{D}_F \). The converse is also true:
Proposition 2.12. The vector space of all finite linear combinations of the boson states in (2.56) is identical with $D_F$.

Our proof of Proposition 2.12 is based on the following:

Lemma 2.13. All boson states $\eta_m^B$ in (2.56) are eigenstates of the fermion Hamiltonian $H_0$ in (2.1) with corresponding eigenvalues

$$E_m^B = \frac{\pi}{L} (q_n^2 + q_n^2) + \sum_{p \neq 0} |p|m(p). \quad (2.58)$$

Proof. The definition of the boson operators $b^{(1)}(p)$ in (2.32) and the commutation relations in (2.21b) imply

$$[H_0, b^{(p)}] = |p|b^{(p)} \quad \forall p \neq 0 \quad (2.59)$$
on $D_F$. This, together with (2.42b), yields the eigenvalue equation $H_0 \eta_m^B = E_m^B \eta_m^B$. \qed

Proof of Proposition 2.12. Let $E$ be a fixed eigenvalue of $H_0$. Denote by $\dim_F(E)$ the number of distinct fermion eigenstates $\eta_n^F$ such that $E_n^F = E$ (cf. Lemma 2.3). Correspondingly, denote by $\dim_B(E)$ the number of distinct boson eigenstates $\eta_m^B$ such that $E_m^B = E$ (cf. Lemma 2.13). It follows from (2.14) and (2.58) that both $\dim_F(E)$ and $\dim_B(E)$ are finite.

We now prove that

$$\dim_F(E) = \dim_B(E) \quad (2.60)$$

for all eigenvalues $E$ of $H_0$. To this end, we introduce the generating functions

$$Z_X^\beta \equiv \sum_E \dim_X(E)e^{-\beta E} \quad (X = B, F) \quad (2.61)$$

for some parameter $\beta > 0$, where the sum is over all distinct eigenvalues $E$ of $H_0$. (As the symbols suggest, $\beta$ and $Z_X^\beta$ have physical interpretations as inverse temperature and partition functions, respectively.)

The generating functions can be computed as follows:

$$Z_F^\beta = \sum_n e^{-\beta E_n^F}, \quad Z_B^\beta = \sum_m e^{-\beta E_m^B}. \quad (2.62)$$

From the explicit expression for the eigenvalues in (2.14) we obtain

$$Z_F^\beta = \prod_r \prod_k \sum_{n_r(k) \in \{0,1\}} e^{-\beta |n_r(k)|}$$

$$= \left( \prod_{n \in \mathbb{Z}} \left( 1 + e^{-\beta \frac{2\pi}{L}|n+\frac{1}{2}|} \right) \right)^2 = \left( \prod_{n=1}^\infty \left( 1 + e^{-\beta \frac{2\pi}{L} (2n-1)} \right) \right)^4, \quad (2.63)$$
and similarly, using (2.58),

\[
Z^\beta_B = \sum_{q+q- \in \mathbb{Z}, p \neq 0} \prod_{m(p)=0} \sum_{q \in \mathbb{Z}} e^{-\beta \frac{\pi}{L} (q_+^2 + q_-^2)} e^{-\beta |p|m(p)}
\]

\[
= \left( \sum_{q \in \mathbb{Z}} e^{-\beta \frac{\pi}{L} q^2} \prod_{n=1}^{\infty} \sum_{m=0}^{\infty} e^{-\beta \frac{2\pi}{L} n m} \right)^2 = \left( \sum_{q \in \mathbb{Z}} e^{-\beta \frac{\pi}{L} q^2} \prod_{n=1}^{\infty} \frac{1}{1 - e^{-\beta \frac{2\pi}{L} n}} \right)^2.
\]  

(2.64)

Hence, \(Z^\beta_F = Z^\beta_B\) is equivalent to

\[
\left( \prod_{n=1}^{\infty} (1 + z^{2n-1}) \right)^2 = \left( \sum_{q \in \mathbb{Z}} z^q \right) \left( \prod_{n=1}^{\infty} \frac{1}{1 - z^{2n}} \right)
\]  

(2.65)

with \(z = e^{-\beta \pi/L}\). The latter is a special case of a mathematical identity known as Jacobi’s triple product; see e.g. Chapter 16 in [1]. It follows that \(Z^\beta_F = Z^\beta_B\) holds true, which proves (2.60).

In conclusion, we have proved that every fermion state \(\eta^F_n\) can be written as a linear combination of boson states \(\eta^B_m\) such that \(E^B_m = E^F_n\), and there is only a finite number of such boson states. The converse is obvious (see the above).

\[\square\]

### 2.6 Boson Hamiltonian

From the results in the previous section it is easy to deduce that the fermion Hamiltonian \(H_0\) in (2.1) can be written as a boson Hamiltonian: the commutation relations in (2.33) and (2.42b) imply that the boson states \(\eta^B_m\) in (2.56) are eigenstates of the operator

\[
H^B_0 = \frac{\pi}{L} (Q_+^2 + Q_-^2) + \sum_{p \neq 0} |p| b^\dagger(p) b(p)
\]  

(2.66)

with corresponding eigenvalues \(E^B_m\) in (2.58). Thus, due to Lemma 2.13, it follows that \((H_0 - H^B_0)\eta^B_m = 0\) for all boson states. Since these states form a complete orthonormal basis in \(\mathcal{F}\), we conclude that \(H_0 = H^B_0\) on \(\mathcal{F}\). Expressing the operators \(b^\dagger(p)\) and \(Q_\pm\) in terms of the fermion densities (cf. (2.32) and (2.34)) we can state this result as follows.

**Proposition 2.14. (Kronig’s identity)** The following holds true as an identity of self-adjoint operators on \(\mathcal{F}\):

\[
H_0 = \sum_r \left( \frac{\pi}{L} \hat{J}_r(0)^2 + \sum_{p>0} \frac{2\pi}{L} \hat{J}_r(-p) \hat{J}_r(rp) \right) = \sum_r \sum_{p>0} \frac{\pi}{L} :\hat{J}_r(-p) \hat{J}_r(p):.
\]  

(2.67)

**Remark 2.15.** Mathematical physicists often write Kronig’s identity in (2.67) with boson normal ordering, i.e. with \(\times \hat{J}_r(-p) \hat{J}_r(p) \times\) instead of \(:\hat{J}_r(-p) \hat{J}_r(p):\). We note that for expressions containing only factors with at most two field operators, as in this case, both normal orderings give the same result. However, for other expressions it is important to distinguish between boson and fermion normal ordering.

\[\diamondsuit\]
We conclude this section by making precise how this is related to a conventional boson Hamiltonian. It is natural to introduce the following operators:

\[
\hat{\Pi}(p) = -\frac{1}{\sqrt{2}} \left( \hat{J}_+(p) - \hat{J}_-(p) \right),
\]

\[
\hat{\Phi}(p) = \frac{1}{ip\sqrt{2}} \left( \hat{J}_+(p) + \hat{J}_-(p) \right) \quad (p \neq 0)
\]

which obey CCR of neutral bosons:

\[
[\hat{\Phi}(p), \hat{\Pi}^\dagger(p')] = i\frac{L}{2\pi} \delta_{p,p'}, \quad [\hat{\Phi}(p), \hat{\Phi}^\dagger(p')] = [\hat{\Pi}(p), \hat{\Pi}^\dagger(p')] = 0,
\]

where \( \hat{\Pi}^\dagger(p) \equiv \hat{\Pi}(-p) \) and \( \hat{\Phi}^\dagger(p) \equiv \hat{\Phi}(-p) \). Furthermore, they allow Kronig’s identity to be written in the form

\[
H_0 = \frac{\pi}{L} (Q_+^2 + Q_-^2) + \sum_p \frac{\pi}{L} :\left( \hat{\Pi}^\dagger(p)\hat{\Pi}(p) + p^2 \hat{\Phi}^\dagger(p)\hat{\Phi}(p) \right):.
\]

A difficulty with this interpretation is that the operator \( \hat{\Phi}(0) \) is not defined. This does not matter for Kronig’s identity, but it is a problem for the CCR. One natural solution to this is as follows. The non-trivial commutation relation in (2.35) implies

\[
(R_+R_-)(Q_+ + Q_-)(R_+R_-)^\dagger = Q_+ + Q_-,
\]

\[
(R_+R_-)\hat{\Pi}(0)(R_+R_-)^\dagger = \hat{\Pi}(0) + \sqrt{2}.
\]

This suggests to formally identify \( R_+R_- \) with

\[
\exp \left( -i \frac{2\sqrt{2}\pi}{L} \hat{\Phi}(0) \right)
\]

since this is compatible with (2.71) and the CCR in (2.69) for \( p = p' = 0 \). The natural interpretation of \( \hat{\Phi}(0) \) is thus in the form of a variable on a circle with radius \( L/(2\sqrt{2}\pi) \), i.e. \( \hat{\Phi}(0) \) should be identified with \( \hat{\Phi}(0) + L/\sqrt{2} \). We note that this interpretation is also compatible with the discrete spectrum \((1/\sqrt{2})\mathbb{Z}\) of \( \hat{\Pi}(0) \).

3 From bosons to fermions

This section is dedicated to the reconstruction of the fermion field operators \( \psi_r^{(1)}(k) \) from the fermion densities \( \hat{J}_r(p) \) and the Klein factors \( R_r \). The main objects of study will be so-called vertex operators

\[
\hat{\chi} R_r^w \exp \left( i \sum_p \frac{2\pi}{L} \alpha(p) \hat{J}_r(-p) \right) \hat{\chi}.
\]

\footnote{We note that this Hamiltonian corresponds to an important model in particle physics describing relativistic bosons in 1+1 dimensions; cf. Remark B.1 in Appendix B.}
with integers \( w \) and complex parameters \( \alpha(p) \). The crosses in (3.1) indicate boson normal ordering which is defined in (3.6) below. Our goal is to prove that the vertex operators
\[
\psi_r(x; \epsilon) = \frac{1}{\sqrt{L}} v_r^{-\epsilon} \exp \left( \frac{2\pi i}{L} \left( \hat{J}_r(0)x - \sum_{p \neq 0} \frac{\hat{J}_r(-p)}{ip} e^{-ipx-\epsilon|p|/2} \right) \right)
\]
converge in the limit \( \epsilon \to 0^+ \) to the formal fields \( \psi_r(x) \) in the introduction (in a sense made precise in Proposition 3.7). Using this we will also develop tools needed to compute fermion correlation functions. We note that the formula in (3.2) appeared in the condensed matter physics literature in [23, 26] and in the mathematics literature in [34].

Remark 3.1. The name of the objects in (3.1) is motivated by the study of vertex operator algebras in the mathematics literature; see e.g. [20].

3.1 Vertex operators

We consider periodic functions \( e^{i f} \) on the space \([-L/2, L/2]\) given by
\[
f(y) = w \frac{2\pi}{L} y + \sum_p \frac{2\pi}{L} \alpha(p) e^{ipy} \quad (y \in [-L/2, L/2]),
\]
where \( w \in \mathbb{Z} \) and \( \alpha(p) \in \mathbb{C} \) satisfying the following conditions:
\[
\alpha(p) = \alpha(-p), \quad \sum_p \frac{2\pi}{L} |p| |\alpha(p)|^2 < \infty.
\]
The first condition is equivalent to requiring that \( f \) must be real-valued, i.e. \( f(y) = \overline{f(y)} \) for all \( y \in [-L/2, L/2] \), and the second is a weak smoothness condition on \( f \).\footnote{Functions satisfying the second condition in (3.4) are sometimes said to be \( C^{1/2} \); this condition is weaker than differentiability, but stronger than continuity.} We denote by \( \mathcal{G} \) the set of all functions \( e^{i f} \) satisfying these conditions.

For each \( e^{i f} \in \mathcal{G} \), we define
\[
\Gamma_r(e^{i f}) \equiv e^{i\pi\alpha(0)\hat{J}_r(0)/L} R^w_r e^{i\pi\alpha(0)\hat{J}_r(0)/L} \exp \left( i \sum_{p \neq 0} \frac{2\pi}{L} \alpha(p) \hat{J}_r(-p) \right).
\]
If \( f \) is real-valued, then the properties of the fermion densities \( \hat{J}_r(p) \) and the Klein factors \( R_r \) derived in the previous section suggest that \( \Gamma(e^{i f}) \) defines a unitary operator. As we will show, this is indeed the case.

Remark 3.2. We note that, in order for \( e^{i f} \) to be periodic with period \( L \), it is enough to require that \( f \) is periodic on \([-L/2, L/2]\) up to an integer multiple of \( 2\pi \). It follows that, since \( w = \lfloor f(L/2) - f(-L/2) \rfloor / (2\pi) \) and since \( \alpha(p) \) are the Fourier coefficients of the periodic function \( f(y) - w2\pi y / L \), the parameters \( (w, (\alpha(p))_p) \) are in a one-to-one correspondence with such functions \( e^{i f} \). This integer \( w \) is often referred to as winding number.
Remark 3.3. It is easy to verify that $\mathcal{G}$ forms a group under multiplication (with $e^{i \beta_1} e^{i \beta_2} = e^{i \beta_1 + \beta_2}$, $(e^{i \beta})^{-1} = e^{-i \beta}$, etc.). In fact, this group is an important example of a so-called loop group, and $\Gamma_r(e^{i \beta})$ in (3.5) corresponds to a projective representation of $\mathcal{G}$ [5].

The vertex operators in (3.1) are related to $\Gamma_r(e^{i \beta})$ in the sense that the former can be written as $\hat{x} \Gamma_r(e^{i \beta}) \hat{x}$. The precise definition of $\hat{x} \cdots \hat{x}$ is as follows:

$$\hat{x} \Gamma_r(e^{i \beta}) \hat{x}^x = e^{iJ^+(\alpha)/2} R_{\hat{r}} e^{iJ^B(\alpha)/2} e^{-iJ^-(\alpha)}$$

(3.6)

with $\alpha$ short for $(\alpha(p))_p$ and

$$J^\pm(\alpha) \equiv \sum_{p > 0} \frac{2\pi}{L} \alpha(\mp rp) \hat{J}_r(\mp rp), \quad J^0_r(\alpha) \equiv \frac{2\pi}{L} \alpha(0) \hat{J}_r(0).$$

(3.7)

As a motivation, we note that Proposition 2.5 suggests that

$$J^-(\alpha) \Omega = J^+(\alpha)! \Omega = 0,$$

(3.8)

and it is therefore natural to regard $J^+(\alpha)$ and $J^-(\alpha)$ as creation and annihilation operators, respectively. We conclude that (3.6) indeed is a normal ordering prescription: all creation operators are to the left of the annihilation operators, and the zero-mode parts, namely $J^0_r(\alpha)$ and the Klein factors $R_{\hat{r}}$, are placed symmetrically in the middle.

We find it convenient to introduce the shorthand notation

$$c_r(\alpha_1, \alpha_2) \equiv \sum_{p > 0} \frac{2\pi}{L} p\alpha_1(-rp)\alpha_2(rp),$$

(3.9)

$$C_r(e^{i \beta_1}, e^{i \beta_2}) \equiv e^{i\pi r(w_{\alpha_1}(0) - w_{\alpha_2}(0))/L} e^{-c_r(\alpha_1, \alpha_2)}.$$

(3.10)

Note that the second condition in (3.4) is equivalent to requiring that $c_r(\alpha, \alpha)$ is finite. Moreover, if both $\alpha_1(p)$ and $\alpha_2(p)$ satisfy this condition, then $c_r(\alpha_1, \alpha_2)$ is finite (by the Cauchy-Schwarz inequality).

The following proposition summarizes important properties of the vertex operators which we will need:

**Proposition 3.4.** For each $e^{i \beta} \in \mathcal{G}$, $\Gamma_r(e^{i \beta})$ in (3.5) defines a unitary operator on $\mathcal{F}$ satisfying

$$\Gamma_r(e^{i \beta}) = e^{-c_r(\alpha, \alpha)/2} \hat{x} \Gamma_r(e^{i \beta}) \hat{x},$$

(3.11a)

$$\hat{x} \Gamma_r(e^{i \beta}) \hat{x}^x = \hat{x} \Gamma_r(e^{-i \beta}) \hat{x},$$

(3.11b)

and

$$R_{\pm} \hat{x} \Gamma_\pm(e^{i \beta}) \hat{x} = e^{\mp 2\pi i \alpha_0(0)/L} \hat{x} \Gamma_\pm(e^{i \beta}) \hat{x} R_{\pm},$$

(3.12a)

$$R_{\pm} \hat{x} \Gamma_\mp(e^{i \beta}) \hat{x} = (-1)^w \hat{x} \Gamma_\mp(e^{i \beta}) \hat{x} R_{\pm},$$

(3.12b)

As will be shown, the $J^\pm(\alpha)$ are well-defined as quadratic forms on $\mathcal{D}_F$, and this gives a precise meaning to the relations in (3.8); see Section 3.4 and also Appendix C.
together with the following commutation relation on $D_F$:

$$\left[ \hat{J}_r(p), \hat{\Gamma}_r(e^{ij}) \right] = i r \delta_{r,r'} \rho_\alpha(p) \hat{\Gamma}_r(e^{ij}) \hat{\psi}_r(x) .$$

Moreover, the following identities hold true:

$$\hat{\Gamma}_\pm(e^{ij}) \hat{\psi}_r(x) = C_\pm(e^{ij}, e^{ij'}) \hat{\psi}_r(e^{ij+i+j'}) \hat{\psi}_r(x) ,$$

and

$$\langle \Omega, \hat{\Gamma}_+(e^{ij}) \hat{\psi}_r(x) \hat{\psi}_r(x) \hat{\Gamma}_-(e^{ij'}) \hat{\psi}_r(x) \hat{\psi}_r(x) \rangle = \delta_{w,0} \delta_{w',0}$$

for all $e^{ij}, e^{ij'} \in \mathcal{G}$.

(The proof is given in Section 3.4.)

Equation (3.11a) implies that the operator $\hat{\Gamma}_r(e^{ij}) \hat{\psi}_r(x)$ is bounded for all $e^{ij} \in \mathcal{G}$ (since it is equal to a unitary operator multiplied by a finite constant). Therefore, as long as the conditions in (3.4) are satisfied, formal computations with vertex operators are safe. However, as we will see, in order to reconstruct the fermion field operators using vertex operators, it is necessary to pass to the non-trivial limit $|\alpha(p)| \to 1/|p|$.

We now state a simple implication of (3.14a), which, together with (3.14b)–(3.14c), functions as a working horse for computing fermion correlation functions.

**Corollary 3.5.** Let $N > 1$ be an integer and consider $e^{ij} \in \mathcal{G}$ for $j = 1, 2, \ldots, N$. Then the following holds true:

$$\hat{\Gamma}_r(e^{ij_1}) \hat{\psi}_r(x) \cdots \hat{\Gamma}_r(e^{ij_N}) \hat{\psi}_r(x) = \left( \prod_{1 \leq j < j' \leq N} C_r(e^{ij_j}, e^{ij_{j'}}) \right) \hat{\Gamma}_r(e^{ij_1 + \cdots + ij_N}) \hat{\psi}_r(x)$$

with $C_r(\cdot, \cdot)$ defined in (3.10).

(The proof follows by a simple induction argument and is therefore omitted.)

As a closing remark we mention that, for the formal fermion field operators $\hat{\psi}_r(x)$ in the introduction (cf. also (3.2)ff), the following formal identity holds true:

$$\Gamma_r(e^{ij}) \hat{\psi}_r(x) \Gamma_r(e^{ij}) = \begin{cases} e^{ij(x)} \hat{\psi}_r(x) \quad & \text{if } r' = r, \\ \hat{\psi}_r(x) \quad & \text{if } r' \neq r . \end{cases}$$

This has a natural interpretation as a chiral gauge transformation, and, for this reason, $\Gamma_r(e^{ij})$ are sometimes referred to as implementers of gauge transformations in the literature. In the case of the space $[-L/2, L/2]$, there exist so-called large gauge transformations where $f(L/2) - f(-L/2)$ is a non-zero integer multiple of $2\pi$. It follows that the Klein factors $R_w$ correspond to the implementers of large gauge transformations given by the functions $f(y) = w2\pi y/L$.

**Remark 3.6.** The observation that the Klein factors $R_w$ and the fermion densities $\hat{J}_r(p)$ function as implementers of gauge transformations makes clear that they should be treated on an equal footing. This is also the reason why we sometimes use the word bosons to refer to both of these operators together.
3.2 Reconstruction of the fermion field operators

Let $\epsilon > 0$ be a regularization parameter and consider functions

$$f_{x,\epsilon}(y) = \frac{2\pi}{L} (y - x) + \sum_{p \neq 0} \frac{2\pi}{L} \frac{1}{ip} e^{ip(y-x) - \epsilon |p|/2} \quad (y \in [-L/2, L/2]) \quad (3.17)$$

parametrized by a variable $x \in [-L/2, L/2]$. Since these functions satisfy the conditions in (3.4), it follows that they can be used to define vertex operators $\hat{\Gamma}_r(e^{-irf_{x,\epsilon}})\chi$. Our main result in this section is that these allow us to reconstruct the fermion field operators.

**Proposition 3.7.** The following holds true as an identity on $D_F$:

$$\hat{\psi}_r(k) = \lim_{\epsilon \to 0} \frac{1}{\sqrt{2\pi L}} \int_{-L/2}^{L/2} dx \hat{\Gamma}_r(e^{-irf_{x,\epsilon}})\chi e^{-ikx}. \quad (3.18)$$

(The proof is given in Section 3.5.)

One important observation is that the r.h.s. in (3.18) is a well-defined operator mapping $D_F$ to $D_F$ (since this is true for the l.h.s.). Combining this with the Fourier transform in (B.12) justifies (3.2) since the r.h.s. in the latter is equal to $(1/\sqrt{L}) \hat{\Gamma}_r(e^{-irf_{x,\epsilon}})\chi$, and it is natural to denote this operator by $\psi_r(x; \epsilon)$ since it converges to $\psi_r(x)$ in the limit $\epsilon \to 0^+$ in a sense made precise by (3.18) and Remark 3.9.

For the sake of computations, it is useful to write (3.2) in the following form:

$$\psi_r(x; \epsilon) = N_\epsilon e^{i\pi r x Q_r/L} R_r^{-r} e^{i\pi r x Q_r/L} \exp \left( -r \frac{2\pi}{Lp} \hat{J}_r(-p) e^{-ipx - \epsilon |p|/2} \right) \quad (3.19)$$

with

$$N_\epsilon \equiv \sqrt{\frac{2\pi \epsilon / L}{1 - e^{-2\pi \epsilon / L}}} = 1 + O(\epsilon / L) \quad (3.20)$$

(this follows from (3.11a); cf. also (A.4)). Since one is usually only interested in the limit $\epsilon \to 0$, the constant $N_\epsilon$ is often ignored. For later reference we also state the Hermitian conjugate of (3.18):

$$\hat{\psi}_r^\dagger(k) = \lim_{\epsilon \to 0} \frac{1}{\sqrt{2\pi L}} \int_{-L/2}^{L/2} dx \hat{\Gamma}_r(e^{irf_{x,\epsilon}})\chi e^{ikx} \quad (3.21)$$

(this follows from (3.11b)).

**Remark 3.8.** Note that $f_{x,\epsilon}(y)$ are $C^\infty$-functions which converge to the distribution $\pi \text{sgn}(y - x)$ in the limit $\epsilon \to 0^+$. It is remarkable that this $\epsilon$-regularization gives the operator-valued distribution $\psi_r(x)$ as a limit of a bounded operator $\psi_r(x; \epsilon)$. ♦

---

6The precise meaning of the limit in (3.18) is given in Remark 3.9.
Remark 3.9. The limit in (3.18) is in the strong operator topology [30]. We emphasize that one can use other regularizations than the damping factor $\exp(-\epsilon |p|/2)$ in (3.17). For instance, this factor can be replaced with a sharp cutoff $\Theta(\Lambda - |p|)$. This would have the advantage that the corresponding limit $\Lambda \to \infty$ in (3.18) would be in the sense of Definition C.5, which is somewhat stronger. However, the $\epsilon$-regularization is easier from a computational point of view. ☐

3.3 Correlation functions

To introduce some notation and techniques needed in Section 4, we demonstrate how the results in the previous sections can be used to compute fermion correlation functions. For simplicity, we restrict ourselves to equal-time correlation functions.

Proposition 3.7 and the discussion directly after suggest to use the regularized fermion operators $\psi_{\epsilon}^{(1)}(x; \epsilon)$ in (3.2) to define the correlation functions

$$
\langle \Omega, \psi_{\epsilon}^{(2)}(x_1; 0^+) \ldots \psi_{\epsilon}^{(2)}(x_N; 0^+) | \Omega \rangle = \lim_{\epsilon_1, \ldots, \epsilon_N \to 0^+} \langle \Omega, \psi_{\epsilon_1}^{(1)}(x_1; \epsilon_1) \ldots \psi_{\epsilon_N}^{(1)}(x_N; \epsilon_N) | \Omega \rangle
$$

(3.22)

for $r_j, q_j = \pm$ and $x_j \in [-L/2, L/2]$, where we use the following convenient notation:

$$
\psi_\epsilon^+(x; \epsilon) \equiv \psi_\epsilon^1(x; \epsilon), \quad \psi_\epsilon^-(x; \epsilon) \equiv \psi_\epsilon(x; \epsilon).
$$

(3.23)

As will be seen, with this definition, one automatically obtains prescriptions of how to interpret certain singular functions as distributions; see Proposition 3.10. Moreover, it follows from (3.18) and (3.21) that $\psi_{\epsilon}^{(1)}(x; \epsilon) = (1/\sqrt{L}) \Gamma(e^{iqf(x,\epsilon)})$ with $f(x,\epsilon(y)$ in (3.17).

To compute the fermion correlation functions we use the following two special cases of (3.14a) and (3.14c), respectively:

$$
\psi_{\epsilon}^q(x; \epsilon) \psi_{\epsilon}^{q'}(x'; \epsilon') = \left( \frac{i \exp \left( \frac{\pi}{2} \epsilon + \epsilon' \right)}{2 \sin \left( \frac{\pi}{2} |r(x - x') + q + q'| \right)} \right)^{-q'q} \times \psi_{\epsilon}^q(x; \epsilon) \psi_{\epsilon}^{q'}(x'; \epsilon')
$$

(3.24)

(this follows using (A.4)) and

$$
\langle \Omega, \psi_{\epsilon}^{q_1}(x_1; 0^+) \ldots \psi_{\epsilon}^{q_N}(x_N; 0^+) | \Omega \rangle = \langle \Omega, R_{r_1}^{q_1} \ldots R_{r_N}^{q_N} | \Omega \rangle.
$$

(3.25)

The r.h.s. in (3.25) is a sign factor which is either 0, 1, or $-1$, and we note that it is zero unless both $\sum_{n=1}^N q_n \delta_{r_n,+}$ and $\sum_{n=1}^N q_n \delta_{r_n,-}$ are zero (this follows from the identities in Corollary 2.8). In particular,

$$
\langle \Omega, R_{r_1}^{q_1} R_{r_2}^{q_2} \Omega \rangle = \delta_{r_1,r_2} \delta_{q_1,-q_2},
$$

(3.26)

$$
\langle \Omega, R_{r_1}^{q_1} R_{r_2}^{q_2} R_{r_3}^{q_3} R_{r_4}^{q_4} \Omega \rangle = \delta_{r_1,r_2,r_3,r_4} \delta_{q_1,-q_2} \delta_{q_3,-q_4} - \delta_{r_1,r_3} \delta_{r_2,r_4} \delta_{q_1,-q_3} \delta_{q_2,-q_4} - \delta_{r_1,r_4} \delta_{r_2,r_3} \delta_{q_1,-q_4} \delta_{q_2,-q_3}.
$$

(3.27)

Using Corollary 3.5 we get the following result:
Proposition 3.10. The fermion correlation functions in (3.22)–(3.23) are equal to
\[
\langle \Omega, R_{r_1}^{q_1r_1} \ldots R_{r_N}^{q_Nr_N} \Omega \rangle \prod_{1 \leq n < m \leq N} \left( \frac{i}{2L \sin \left( \frac{\pi}{L} r(x_n - x_m) + i0^+ \right)} \right)^{-q_n q_m \delta_{r_n, r_m}}. \tag{3.28}
\]

In the proof of this, and also in Section 4, we need the following:

Lemma 3.11. Let \( q_n, r_n = \pm, n = 1, \ldots, N \), be such that \( \langle \Omega, R_{r_1}^{q_1r_1} \ldots R_{r_N}^{q_Nr_N} \Omega \rangle \) is non-zero for some \( N \in \mathbb{N} \). Then
\[
\sum_{1 \leq n < m \leq N} q_n q_m \delta_{r_n, r_m} = -N/2, \quad \sum_{1 \leq n < m \leq N} q_n q_m \delta_{r_n, -r_m} = 0. \tag{3.29}
\]

Proof. As mentioned above, the condition implies \( \sum_m q_m \delta_{r_m, r} = 0 \) for \( r = \pm \), and thus \( \sum_{n < m} q_n q_m \delta_{r_n, r_m} = 0 \) is equal to
\[
\frac{1}{2} \sum_n q_n \delta_{r_n, r} \left( \sum_{m \neq n} q_m \delta_{r_m, r} \right) = \frac{1}{2} \sum_{n, r} q_n \delta_{r_n, r} \left( -q_n \delta_{r_n, r} \right) = -\frac{N}{2}. \tag{3.30}
\]
Similarly, \( \sum_{n < m} q_n q_m \delta_{r_n, -r_m} = (1/2) \sum_{n, r} q_n \delta_{r_n, r} \left( -q_n \delta_{r_n, -r} \right) = 0. \]

Proof of Proposition 3.10. We are left to show that
\[
\left( \frac{1}{\sqrt{L}} \right)^N = \prod_{1 \leq n < m \leq N} L^{q_n q_m \delta_{r_n, r_m}} \quad \text{if} \quad \langle \Omega, R_{r_1}^{q_1r_1} \ldots R_{r_N}^{q_Nr_N} \Omega \rangle \neq 0, \tag{3.31}
\]
but this is true according to Lemma 3.11. \( \Box \)

Note that, due to (3.31), the thermodynamic limit \( L \to \infty \) of the correlation functions in (3.28) exists and is equal to
\[
\langle \Omega, R_{r_1}^{q_1r_1} \ldots R_{r_N}^{q_Nr_N} \Omega \rangle \left( \frac{1}{2\pi} \right)^{N/2} \prod_{1 \leq n < m \leq N} \left( \frac{i}{r(x_n - x_m) + i0^+} \right)^{-q_n q_m \delta_{r_n, r_m}}. \tag{3.32}
\]

Remark 3.12. A careful reader might wonder how the result in Proposition 3.10 can be consistent with Wick’s theorem, which applies to the present model and states that any \( N \)-point correlation function can be expressed as a linear combination of products of two-point correlation functions. It can be shown that one only needs to check the cases \( N = 2M \) with \( (r_n, q_n) = (r, +) \) and \( (r_{M+n}, q_{M+n}) = (r, -) \) for \( 1 \leq n \leq M \). The result in Proposition 3.10 is then equivalent to the one obtained by Wick’s theorem if and only if
\[
\frac{\prod_{1 \leq n < m \leq M} \sin(U_n - U_m) \sin(V_m - V_n)}{\prod_{n, m=1}^M \sin(U_n - V_m)} = \det_{1 \leq n, m \leq M} \left( \frac{1}{\sin(U_n - V_m)} \right) \tag{3.33}
\]
for \( U_n = \pi x_n / L \) and \( V_n = \pi x_{2M+1-n} / L \). The latter is a well-known variant of Cauchy’s determinant identity and thus holds true. \( \Diamond \)
3.4 Proof of Proposition 3.4

The identities in Proposition 3.4 can easily be derived using the following special cases of the Baker-Campbell-Hausdorff formula:

\[
\begin{align*}
  e^A e^B &= e^{e^B e^A}, \\
  e^A e^B &= e^{c/2} e^{A+B}, \\
  [A, e^B] &= ce^B, \\
\end{align*}
\]

if \([A, B] = cI, \ c \in \mathbb{C},\] (3.34)

To prove these identities we give a precise meaning to the vertex operators in (3.6) as well-defined as quadratic forms on \(D_F\) and that the identities (3.34) hold true for such quadratic forms; see Lemma 3.14. Note that, formally, the definition of \(J_\pm^\alpha(\alpha)\) in (3.7) are unbounded operators, but the identities in (3.34) can only be used in such a way for bounded operators. Moreover, it is not obvious how the exponentials of the unbounded operators \(J_\pm^\alpha(\alpha)\) should be defined (or that they can be defined at all).

Our strategy of proof is as follows. We start by showing that the vertex operators

\[
\tilde{\times} e^{iJ^+(\alpha)+iJ^-(\alpha)} = e^{iJ^+(\alpha)} e^{iJ^-(\alpha)}
\]

are well-defined as quadratic forms on \(D_F\) and that the identities

\[
\begin{align*}
  \left(\tilde{\times} e^{iJ^+(\alpha)+iJ^-(\alpha)}\tilde{\times}\right)^\dagger &= \tilde{\times} e^{-iJ^+(\alpha)-iJ^-(\alpha)}\tilde{\times}, \\
  \tilde{\times} e^{iJ^+(\alpha_1)+iJ^-(\alpha_1)}\tilde{\times} e^{iJ^+(\alpha_2)+iJ^-(\alpha_2)}\tilde{\times} &= \tilde{\times} e^{-c_r(\alpha_1,\alpha_2)}\tilde{\times} e^{iJ^+(\alpha_1+\alpha_2)+iJ^-(\alpha_1+\alpha_2)}\tilde{\times}, \\
  \left[J_r(p), \tilde{\times} e^{iJ^+(\alpha)+iJ^-(\alpha)}\tilde{\times}\right] &= irpa(p)\tilde{\times} e^{iJ^+(\alpha)+iJ^-(\alpha)}\tilde{\times}
\end{align*}
\] (3.35a, 3.36a, 3.36b)

hold true for such quadratic forms; see Lemma 3.14. Note that, formally, the definition of \(J_\pm^\alpha(\alpha)\) in (3.7) and the commutation relation in (2.21c) imply

\[
\begin{align*}
  \left[J^-_r(\alpha_1), J^+_r(\alpha_2)\right] &= c_r(\alpha_1, \alpha_2), \\
  \left[J_r(p), J^+_r(\alpha) + J^-_r(\alpha)\right] &= irpa(p),
\end{align*}
\]

(3.37a, 3.37b)

with \(c_r(\alpha_1, \alpha_2)\) in (3.9). The identities in (3.36b) and (3.36c) thus follow from the first and third identities in (3.34). However, we need to justify the use of these identities for quadratic forms.

In the next step, we show that, for \(\alpha = (\alpha(p))_p\) satisfying the conditions in (3.4), the quadratic form

\[
\tilde{\times} e^{iJ^+(\alpha)+iJ^-(\alpha)} = e^{-c_r(\alpha,\alpha)/2}\tilde{\times} e^{iJ^+(\alpha)+iJ^-(\alpha)}\tilde{\times}
\]

(3.38)

can be identified with a unitary operator on \(F\); see Lemma 3.17. (We emphasize that we regard (3.38) as a definition motivated by the second identity in (3.34).) Since there is no risk of confusion, we can thereafter use the same symbol \(e^{iJ^+(\alpha)+iJ^-(\alpha)}\) for this unitary operator. With these results in place, the proof of Proposition 3.4 is straightforward.

---

7See e.g. Appendix C in [41] for proofs of these identities valid for bounded operators \(A\) and \(B\).
Remark 3.13. It is interesting to note that our proof of (3.36a)–(3.36c) does not require the conditions in (3.4): the quadratic form in (3.35) is well-defined for any $\alpha \equiv (\alpha(p))_p$, i.e. no reality or decay condition is needed, and (3.36a) (with $\alpha$ on the r.h.s. replaced by $\bar{\alpha}$) and (3.36c) are always true. Moreover, (3.36b) holds true provided that
\[ \sum_{p>0} p|\alpha_1(-rp)||\alpha_2(rp)| < \infty. \] (3.39)

While we do not make use of these more general results, they are important in conformal field theory; see e.g. [20].

A simple way to make the vertex operators in (3.35) precise is as quadratic forms, with the exponentials defined as Taylor series:

**Lemma 3.14.** Let $\alpha \equiv (\alpha(p))_p$ satisfy the conditions in (3.4). Then the vertex operator
\[ \times e^{iJ^+(\alpha)+iJ^-(\alpha)} \equiv \sum_{n,m=0}^{\infty} \frac{[iJ^+(\alpha)]^n}{n!} \frac{[iJ^-(\alpha)]^m}{m!} \] (3.40)
is well-defined as a quadratic form on $\mathcal{D}_F$. Moreover, for $\alpha_1$ and $\alpha_2$ similarly defined, (3.36a)–(3.36c) hold true as identities of quadratic forms on $\mathcal{D}_F$.

**Proof.** Note that, for boson states $\eta^B_{m}$ and $\eta^B_{n}$ as in (2.56),
\[ \langle \eta^B_{m}, (J^+_r(\alpha))^n(J^-_r(\alpha))^m \eta^B_{n} \rangle = \langle (J^+_r(\bar{\alpha}))^n \eta^B_{m}, (J^-_r(\alpha))^m \eta^B_{n} \rangle \] (3.41)
is well-defined for all $(n,m) \in \mathbb{N}_0^2$ and that it is non-zero only for finitely many such pairs (this follows from (2.21c) and (3.8)). This together with Proposition 2.12 implies that (3.40) is well-defined as a quadratic form on $\mathcal{D}_F$.

As a consequence of this and $(J^+_r(\alpha))^\dagger = J^-_r(\bar{\alpha})$ (this follows from (2.19) and (3.7)) we conclude that (3.36a) holds true.

To prove (3.36b), we note that, by a similar argument as above,
\[ e^{iJ^-_r(\alpha)} \eta \in \mathcal{D}_F \quad \forall \eta \in \mathcal{D}_F. \] (3.42)

Indeed, for all boson states $\eta^B_{m}$ as in (2.56) and $n \in \mathbb{N}$, $(J^-_r(\alpha))^n \eta^B_{m}$ is a linear combination of such boson states, and it is non-zero only for finitely many $n$ (this follows again from (2.21c) and (3.8)). Thus, by Proposition 2.12, $e^{iJ^-_r(\alpha)} \eta = \sum_{n=0}^{\infty} \frac{1}{n!} (iJ^-_r(\alpha))^n \eta$ is well-defined and in $\mathcal{D}_F$. Therefore, to prove the validity of (3.36b) in the sense of quadratic forms, we only need to show that
\[ \langle \eta, e^A e^B \eta' \rangle = e^c(\eta, e^B e^A \eta') \quad \forall \eta, \eta' \in \mathcal{D}_F \] (3.43)
for $A \equiv iJ^-_r(\alpha_1)$, $B \equiv iJ^+_r(\alpha_2)$, and $c \equiv -c_r(\alpha_1, \alpha_2)$. We note that (3.37a) is equivalent to $[A, B] = c$, which is obviously well-defined as an identity of quadratic forms on $\mathcal{D}_F$. 
Moreover, this implies that

$$A^n B^m = \sum_{l=0}^{\min(n,m)} \frac{n!}{l! \left( \frac{m}{l} \right)} \left( \frac{n}{l} \right) e^{l B^m - l A^{n-l}}$$

(3.44)

holds true as an identity of quadratic forms on $\mathcal{D}_F$. Recalling that $\langle \eta, B^m A^n \eta \rangle$ is non-zero only for finitely many $(n, m) \in \mathbb{N}_0^2$, one can expand the exponentials on both sides in (3.43) as Taylor series and use (3.44) to compute the l.h.s. One thus finds that both sides are well-defined and identical.9

The proof of (3.36c) is similar, but simpler, and thus omitted. □

Lemma 3.15. Given $\alpha \equiv (\alpha(p))_p$ satisfying the conditions in (3.4), the quadratic form $e^{iJ^r_0(\alpha)+iJ^r_-(\alpha)}$ defined in (3.38) can be identified with a unitary operator on $\mathcal{F}$.

Proof. Using the definition and (3.36a)–(3.36b) we compute

$$e^{iJ^r_0(\alpha)+iJ^r_-(\alpha)} \left( e^{iJ^r_0(\alpha)+iJ^r_-(\alpha)} \right)^\dagger = e^{-c_\alpha(a,\alpha) \times e^{iJ^r_0(\alpha)+iJ^r_-(\alpha)} \times e^{-iJ^r_0(\alpha)-iJ^r_-(\alpha)}} = I,$$

(3.45)

and similarly

$$\left( e^{iJ^r_0(\alpha)+iJ^r_-(\alpha)} \right)^\dagger e^{iJ^r_0(\alpha)+iJ^r_-(\alpha)} = I.$$

(3.46)

This and a general result for quadratic forms (see Lemma C.4) imply the result. □

Proof of Proposition 3.4. It follows from the self-adjointness of $Q_r$ and the unitarity of $R_r$ that $e^{iJ^r_0(\alpha)/2} R_r w e^{iJ^r_0(\alpha)/2}$ is a unitary operator. Equations (2.21c) and (2.38) imply that this operator commutes with $e^{iJ^r_0(\alpha)+iJ^r_-(\alpha)}$. From this and Lemma 3.15 it follows that $\Gamma_r(e^{iJ^r})$ in (3.5) defines a unitary operator on $\mathcal{F}$, and (3.38) then implies that (3.11a) holds true. The identity in (3.11b) thus follows directly from (3.4)–(3.5) and (3.36a).

The remaining identities can be proven using Proposition 2.5, Proposition 2.7, and Corollary 2.8. As an example we prove the last three identities. Equation (2.41c) implies that

$$e^{iJ^r_0(\alpha_1)/2} R_r w_1 e^{iJ^r_0(\alpha_1)/2} e^{iJ^r_0(\alpha_2)/2} R_r w_2 e^{iJ^r_0(\alpha_2)/2} = e^{i\pi r(w_{\alpha_1(0)}-w_{\alpha_2(0)})/L} e^{iJ^r_0(\alpha_1+\alpha_2)/2} R_r w_{\alpha_1+w_2} e^{iJ^r_0(\alpha_1+\alpha_2)/2},$$

(3.47)

8The identity in (3.44) can be proved by induction over $m \in \mathbb{N}_0$ for fixed $n \in \mathbb{N}_0$ using standard relations for the binomial coefficients.

9The key identity is

$$\sum_{n=0}^{N} \sum_{m=0}^{M} \frac{1}{n! m!} \langle \eta, A^n B^m \eta \rangle = \sum_{n=0}^{N} \sum_{m=0}^{M} \sum_{l=0}^{\min(N,M)} \frac{1}{n! m! l!} e^{l \langle \eta, A^n B^m \eta \rangle} \quad (N, M \in \mathbb{N}).$$
which together with (3.36b) yields the identity in (3.14a). The identity in (3.14b) follows from (2.41a). Lastly, we note that the l.h.s. of (3.14c) is equal to

\[ \langle e^{iJ_+^{(a')}}|e^{iJ_+^{(a')}}\Omega, e^{iJ_+^{(a')}}R_+^{(\alpha)}/2e^{iJ_+^{(a')}/2}e^{iJ_+^{(a')}}/2R_+^{(\alpha)}/2 \langle e^{iJ_+^{(a')}}e^{iJ_+^{(a')}}\Omega, e^{iJ_+^{(a')}}R_+^{(\alpha)}/2e^{iJ_+^{(a')}/2}e^{iJ_+^{(a')}}/2R_+^{(\alpha)}/2 \rangle = \langle \Omega, R_+^{(\alpha)}R_+^{(\alpha)} \rangle \] (3.48)

(where we have used (3.8) and \( Q_r \Omega = 0 \)), and the r.h.s. then follows from (2.42c).

### 3.5 Proof of Proposition 3.7

We divide the proof into three steps. In the first step we show that the r.h.s. in (3.18) is a well-defined operator, which we denote by \( \hat{V}_r(k) \), satisfying a list of four identities (see Lemma 3.16) which are identical with identities satisfied by the fermion field operators \( \hat{\psi}_r(k) \). In the second step we show that all matrix elements of \( \hat{V}_r(k) \) with respect to fermion states in (2.6) can be computed using only the identities in this list (see Lemma 3.17). We thus conclude in the third step that both sides in (3.18) agree as quadratic forms on \( D_F \), and we argue that this is only possible if they agree as operators on \( D_F \).

**Lemma 3.16.** Denote the r.h.s. in (3.18) by \( \hat{V}_r(k) \). Then \( \hat{V}_r(k) \) is a well-defined operator mapping \( D_F \) to \( D_F \) and satisfying the following identities:

\[ \hat{V}_r(r k) \Omega = \hat{V}_r(\bar{r} k) \Omega = 0 \quad \forall k > 0, \] (3.49)

with \( \hat{V}_r^\dagger(k) \equiv \hat{V}_r^\dagger(k) \), together with

\[ \left[ \hat{J}_r(p), \hat{V}_r^\dagger(k) \right] = \delta_{r,r'} \hat{V}_r^\dagger(k - p), \] (3.50)

\[ R_\pm \hat{V}_\pm(k) = \hat{V}_\pm(k + \frac{2\pi}{L}) R_\pm, \quad R_\pm \hat{V}_\mp(k) = -\hat{V}_\mp(k) R_\pm \] (3.51)
on \( D_F \), and

\[ \langle R_+^{(\alpha)} \Omega, \hat{V}_+(\pm \frac{\pi}{L}) \Omega \rangle = \sqrt{\frac{L}{2\pi}}, \quad \langle R_- \Omega, \hat{V}_-(\frac{\pi}{L}) \Omega \rangle = \sqrt{\frac{L}{2\pi}} \] (3.52)

(The proof is given below.)

It is important to note that the identities in Lemma 3.16 are also satisfied by the fermion field operators \( \hat{\psi}_r(k) \): (3.49), (3.50), and (3.51) correspond to (2.3), (2.21a), and (2.43), respectively, and the identities corresponding to (3.52) are

\[ \langle R_+^{(\alpha)} \Omega, \hat{\psi}_+(\pm \frac{\pi}{L}) \Omega \rangle = \sqrt{\frac{L}{2\pi}}, \quad \langle R_- \Omega, \hat{\psi}_-(\frac{\pi}{L}) \Omega \rangle = \sqrt{\frac{L}{2\pi}} \] (3.53)

(the latter follow from (2.2)–(2.3) and (2.43)–(2.44)).
Proof of Lemma 3.16. The vertex operators $\hat x \Gamma_r(e^{-ir f_{x,\epsilon}}) \hat x$ can be written in the form

$$
\hat x \Gamma_r(e^{-ir f_{x,\epsilon}}) \hat x = V^+_r(x; \epsilon)e^{irxQ_r/L}R^-_r e^{irxQ_r/L} V^-_r(x; \epsilon),
$$

(3.54)

$$
V^\pm_r(x; \epsilon) \equiv \prod_{p>0} \exp \left( \pm \frac{2\pi}{Lp} j_r(\mp rp)e^{\mp irp - \epsilon p/2} \right).
$$

(3.55)

We note that $V^+_r(x; \epsilon)$ and $V^-_r(x; \epsilon)$ correspond to creation and annihilation operators, respectively, since

$$
V^-_r(x; \epsilon)\Omega = V^+_r(x; \epsilon)\Omega = \Omega,
$$

(3.56)

as suggested by (3.8) (this is proved below). The exponentials in (3.55) are well-defined as Taylor series: we can represent $V^\pm_r(x; \epsilon)$ as sums over integer vectors $\nu_\pm \equiv (\nu_\pm(p))_{p>0}$ with elements $\nu_\pm(p) \in \mathbb{N}_0$,

$$
V^\pm_r(x; \epsilon) = \sum_{\nu_\pm} U_r(\nu_\pm)e^{\pm irre^{\nu_\pm P - \epsilon P(\nu_\pm)/2}},
$$

(3.57)

using the shorthand notation

$$
U_r(\nu_\pm) \equiv \prod_{p>0} \frac{1}{\nu_\pm(p)!} \left( \frac{2\pi}{Lp} j_r(\mp rp) \right)^{\nu_\pm(p)}, \quad P(\nu_\pm) \equiv \sum_{p>0} \nu_\pm(p).
$$

(3.58)

We note that (3.57) is well-defined as a quadratic form on $D_F$: for fixed finite linear combinations $\eta$ and $\eta'$ of boson states in (2.56), $\langle \eta, \hat x \Gamma_r(e^{-ir f_{x,\epsilon}}) \hat x \eta' \rangle$ can be computed using (3.54) and (3.57)–(3.58), and one finds that only a finite number of the terms in the resulting $\nu_\pm$-sums are non-zero, which implies that the same holds true for all $\eta, \eta' \in D_F$ (cf. Proposition 2.12). Moreover, using (3.57)–(3.58), the identity in (3.56) follows from Proposition 2.5.

We now fix a boson state

$$
\eta^B_m = B_m R^q_+ R^{-q-}_- \Omega, \quad B_m \equiv \prod_{p \neq 0} \frac{b_l(p)^{m(p)}}{m(p)!},
$$

(3.59)

and compute $\hat x \Gamma_r(e^{-ir f_{x,\epsilon}}) \hat x \eta^B_m$ with the help of (3.54)–(3.58). It follows from (2.41c) that

$$
e^{iaQ_r} R^q_+ R^{-q-}_- \Omega = e^{iaq_r} R^q_+ R^{-q-}_- \Omega \quad \forall a \in \mathbb{R},
$$

(3.60)

which together with the above identities yields

$$
\hat x \Gamma_r(e^{-ir f_{x,\epsilon}}) \hat x \eta^B_m = \sum_{\nu_+,\nu_-} U_r(\nu_+)U_r(\nu_-)e^{ixW_r(q_r,\nu_\pm)}e^{-\epsilon[P(\nu_+) + P(\nu_-)]/2} R^-_r \eta^B_m
$$

(3.61)

with the shorthand notation

$$
W_r(q_r, \nu_\pm) \equiv \frac{2\pi}{L} \left( q_r - \frac{r}{2} \right) - r [P(\nu_+) - P(\nu_-)].
$$

(3.62)
The integral over \([-L/2, L/2]\) in (3.18) and the \(\nu_\pm\)-sums can now be exchanged (this is allowed due to the \(\epsilon\)-regularization). Hence, for fixed \(k\), the integral
\[
\frac{1}{\sqrt{2\pi L}} \int_{-L/2}^{L/2} e^{-ikx} e^{ixW_r(q_r,\{\nu_\pm\})} = \sqrt{\frac{L}{2\pi}} \delta_{k,W_r(q_r,\{\nu_\pm\})}
\]
implies the following constraint on the \(\nu_\pm\)-sums in (3.61):
\[
k = \frac{2\pi}{L} \left( q_r - \frac{r}{2} \right) - r \left[ P(\nu_+) - P(\nu_-) \right].
\]
(3.64)
For any boson state, there is at most a finite number of \(\nu_-\)-terms which give a non-zero contribution to (3.61) (this follows from (2.20) and (2.56)). Hence, there exists some \(P < \infty\) such that \(P(\nu_+) \leq P\) for all \(\nu_-\)-terms. It follows that (3.64) restricts the \(\nu_+\)-sum in (3.61) to a finite number, which means that all non-zero contributions are given by pairs \((\nu_+,\nu_-)\) belonging to some finite set determined by the constraint in (3.64).

In conclusion, both \(\nu_\pm\)-sums in (3.61) are finite, and the limit \(\epsilon \to 0^+\) in (3.18) can therefore be taken without problem. The result is
\[
\hat{V}_r(k)\eta^B_m = \sqrt{\frac{L}{2\pi}} \sum_{\nu_+,\nu_-} U_r(\nu_+)U_r(\nu_-)R_r^{-r}\eta^B_m,
\]
(3.65)
where the tilde above the summation symbol indicates that the \(\nu_\pm\)-sums are restricted by (3.64); the corresponding formula for \(\hat{V}_r(k)\) can be derived in a similar manner (we omit the details). It follows that \(\hat{V}_r(k)\) is a well-defined operator mapping \(D_F\) to \(D_F\), and we are only left to show that this operator satisfies the stated identities.

Let \(\eta^B_m = \Omega\) in (3.59) and use (3.65) to compute \(\hat{V}_r(k)\Omega\). All non-zero \(\nu_-\)-vectors will give a zero contribution to the \(\nu_-\)-sum in (3.65), and the constraint in (3.64) therefore simplifies to
\[
k = -\frac{\pi}{L} - \frac{r}{2} P(\nu_+).
\]
(3.66)
If \(rk > 0\), then no \(\nu_+\)-vector can satisfy (3.66), which implies that
\[
\hat{V}_r(k)\Omega = 0 \quad \forall k : rk > 0.
\]
(3.67)
This proves the first identity in (3.49); the second follows from a similar argument applied to \(\hat{V}_r^\dagger(k)\Omega\). If \(k = -r\pi/L\), only the solution \(P(\nu_+) = 0\) is allowed, in which case (3.65) yields
\[
R_+^{-1}\Omega = \sqrt{\frac{2\pi}{L}} \hat{V}_r(-\frac{\pi}{L})\Omega, \quad R_-\Omega = \sqrt{\frac{2\pi}{L}} \hat{V}_r(\frac{\pi}{L})\Omega.
\]
(3.68)
This and the unitarity of \(R_+\) imply (3.52).

Equation (3.13) implies that
\[
\left[ \hat{J}_r(p), \gamma^r_\nu(e^{-ipx_\nu})^\dagger \right] = -\delta_{r,r'} e^{-ipx} e^{-|p|^2/2} \gamma^r_\nu(e^{-ipx_\nu})^\dagger,
\]
(3.69)
which together with (3.18) yields
\[ [\hat{J}_r(p), \hat{V}_r(k)] = -\delta_{r,r'}\hat{V}_r(k + p). \] (3.70)

By taking the adjoint of this identity and using (2.19) we obtain (3.50).

From (3.12a) and (3.12b) we obtain
\[ R_{\pm} \hat{\Gamma}_{\mp} (e^{\pm i\pi x / L}) \hat{\Gamma}_{\pm} e^{-2\pi i x / L} R_{\mp} = R_{\pm} \hat{\Gamma}_{\mp} (e^{\mp i\pi x / L}) \hat{\Gamma}_{\pm} R_{\mp}, \] (3.71a)
\[ R_{\pm} \hat{\Gamma}_{\mp} (e^{\pm i\pi x / L}) \hat{\Gamma}_{\pm} e^{-2\pi i x / L} R_{\mp} = -R_{\pm} \hat{\Gamma}_{\mp} (e^{\pm i\pi x / L}) \hat{\Gamma}_{\pm} R_{\mp}, \] (3.71b)

and this yields (3.51) by recalling that \( \hat{V}_r(k) \) is defined as the r.h.s. of (3.18). \( \square \)

**Lemma 3.17.** For all \( \eta, \eta' \in \mathcal{D}_F \), the matrix element \( \langle \eta, \hat{V}_r(k) \eta' \rangle \) is uniquely determined by the identities in (3.49)–(3.52).

**Proof.** Due to Proposition 2.12 we can restrict ourselves to the boson states in (2.56).

We thus set \( \eta = \eta_{m}^B \) and \( \eta' = \eta_{m'}^B \) which we write as (cf. (3.59))
\[ \eta_{m}^B = B_{(m,+)} B_{(m,-)} R_+^{q_+} R_-^{q_-} \Omega, \quad B_{(m,r)} = \prod_{p>0} b_+(rp)^{m(rp)} \left( \frac{2\pi}{L[p]} \right)^r, \] (3.72)

and similarly for \( \eta_{m'}^B \). The matrix elements \( \langle \eta_{m}^B, \hat{V}_r(k) \eta_{m'}^B \rangle \) can thus be written
\[ \langle B_{(m,+)} B_{(m,-)} R_+^{q_+} R_-^{q_-} \Omega, \hat{V}_r(k) B_{(m',+)} B_{(m',-)} R_+^{q'_{+}} R_-^{q'_{-}} \Omega \rangle, \] (3.73)
which is non-zero only if \( q_{+} - q_{-} = q'_{r} - q'_{-} \) and \( q_{r} = q'_{r} - r \) (this follows from (2.41a), (2.42c), and (3.65) since \( R_{\pm} \) and \( b_+(p) \) commute).

Furthermore, from (2.32) and (3.70) it follows that
\[ \hat{V}_r(k) b_+(r'p) = b_+(r'p) \hat{V}_r(k) + i r \delta_{r,r'} \sqrt{\frac{2\pi}{L[p]}} \hat{V}_r(k - r p), \] (3.74)

which implies that the matrix elements in (3.73) are non-zero only if \( B_{(m,-)} = B_{(m',-)} \).

It follows that we can restrict ourselves to states \( \eta_{m}^B \) and \( \eta_{m'}^B \) with \( (q_{+}, q_{-}) = (q, r, 0) \) and \( (q_{r}, q'_{r}) = (q, 0) \) for some \( q \in \mathbb{Z} \) and \( B_{(m,-)} = B_{(m',-)} = I \): all non-zero matrix elements in (3.73) can be written in the form
\[ \langle B_{(m,r)} R_+^{q_{r}} \Omega, \hat{V}_r(k) B_{(m',r)} R_+^{q'_{r}} \Omega \rangle. \] (3.75)

By repeated use of (3.74) we can write (3.75) as a linear combination of matrix elements
\[ \langle B_{(m,r)} R_+^{q_{r}} \Omega, B_{(m'-m''_r,r)} \hat{V}_r(k - r P(m''_r)) R_+^{q'_{r}} \Omega \rangle, \] (3.76)
where \( P(m''_r) \) is defined as in (3.58) and \( m''_r \) is any integer vector satisfying \( 0 \leq m''_r(p) \leq m'(rp) \) for \( p > 0 \) and \( m''_r(p) = 0 \) for \( p \leq 0 \). Using (2.33), we see that (3.76) is non-zero only if \( B_{(m,r)} = B_{(m'-m''_r,r)} \). Hence, only the matrix elements
\[ \langle R_+^{q_{r}} \Omega, \hat{V}_r(k - r P(m''_r)) R_+^{q'_{r}} \Omega \rangle \] (3.77)
need to be considered. These can be computed using (3.51) as follows:

\[
\langle R_{r}^{-q} \Omega, \hat{V}_{r} (k - r P (m_{r}^{\mu})) R_{r}^{q} \Omega \rangle = \langle R_{r}^{-q} \Omega, R_{r}^{-q} \hat{V}_{r} (k - r P (m_{r}^{\mu})) R_{r}^{q} \Omega \rangle \\
= \langle R_{r}^{-q} \Omega, \hat{V}_{r} (k') \Omega \rangle,
\]

(3.78)

where \( k' \equiv k - q \frac{2 \pi}{L} - r P (m_{r}^{\mu}) \). We are left to compute the matrix element on the r.h.s. of (3.78). For \( r k' > 0 \), this matrix element is zero due to (3.67). For \( r k' = -\pi / L \), it is equal to \( \sqrt{L / (2 \pi)} \) due to (3.52) and the unitarity of \( R_{r} \). For \( r k' < -\pi / L \), we can rearrange the r.h.s. of (3.78) as

\[
\langle R_{r}^{-q} \Omega, \hat{V}_{r} (k') \Omega \rangle = \langle \Omega, \hat{V}_{r} (k' + r \frac{2 \pi}{L}) R_{r}^{q} \Omega \rangle = \langle \hat{V}_{r}^{\dagger} (k' + r \frac{2 \pi}{L}) \Omega, R_{r}^{q} \Omega \rangle
\]

(3.79)

(the second identity follows from (3.51)), and it thus follows from (3.49) that this is zero since \( r(k' + r \frac{2 \pi}{L}) < 0 \).

\[\square\]

**Proof of Proposition 3.7.** Lemmas 3.16 and 3.17 imply that

\[
\langle \eta, \hat{V}_{r} (k') \eta \rangle = \langle \eta, \hat{\psi}_{r} (k') \eta \rangle \quad \forall \eta, \eta' \in \mathcal{D}_{F},
\]

(3.80)

and by general results for quadratic forms it follows that (3.18) holds true as an operator identity on \( \mathcal{D}_{F} \) (see Appendix C). This concludes the proof of Proposition 3.7 and our presentation of the mathematics of bosonization.

\[\square\]

### 4 Fermion-phonon model

In this section we use the mathematical results developed in Sections 2 and 3 to study the fermion-phonon model described in the introduction. As will be shown, this model is exactly solvable in the sense that not only the eigenstates and eigenvalues of the Hamiltonian, but also all correlation functions, can be computed by analytical means; we will, however, be content with discussing fermion correlation functions.

#### 4.1 Definition and summary of results

We give a precise definition of the fermion-phonon model in Fourier space using fermion field operators \( \hat{\psi}_{r}^{(1)} (k) \) (\( r = \pm \)) and phonon field operators \( \hat{\Phi}_{P} (p) \) and \( \hat{\Pi}_{P} (p) \). We recall that \( L > 0 \) is an infrared cutoff which constrain the fermion and boson momenta such that \( k \in (2 \pi / L)(\mathbb{Z} + 1/2) \) and \( p \in (2 \pi / L)\mathbb{Z} \), respectively. The interactions are given by the fermion-fermion and the fermion-phonon coupling constants \( \lambda \) and \( g \), respectively, and they are regularized using an ultraviolet cutoff \( a > 0 \); see (4.3) below. The other two model parameters \( v_{F} > 0 \) and \( v_{P} > 0 \) with \( v_{P} < v_{F} \) correspond to the Fermi velocity and the phonon velocity, respectively. As will be shown, the four model parameters must satisfy the conditions in (1.4). For reasons explained in Remark 4.3, we also introduce a less important infrared cutoff \( \omega_{0} > 0 \). We remind the reader that some of our notation is summarized in Appendix A.
Definition 4.1. The fermion-phonon model is defined by the Hamiltonian

\[
H \equiv v_F \sum_{r} \sum_{k} \frac{2\pi}{L} r k : \hat{\psi}_r^\dagger(k) \hat{\psi}_r(k) : + \sum_{p} \frac{\pi}{L} : \left( \hat{\Pi}_p(p) \hat{\Pi}_p(p) + \omega_p^0(p)^2 \hat{\Phi}_p(p) \hat{\Phi}_p(p) \right) : + \sum_{p} \frac{2\pi}{L} \left( \frac{\lambda_a(p)}{2\pi} \hat{j}_+^\dagger(p) \hat{j}_-(p) + \frac{\hat{g}_a(p)}{\sqrt{2\pi}} i p \hat{\Phi}_p(p) \right)
\]

(4.1)

with the fermion densities \( \hat{J}_r(p) = \sum_{k} (2\pi/L) : \hat{\psi}_r^\dagger(k) \hat{\psi}_r(k) : \), where the colons indicate normal ordering defined in (2.10), the free-phonon dispersion relations \( \omega_p^0(p) \equiv \lambda \Theta(\pi/a - |p|) \), \( \hat{g}_a(p) \equiv g \Theta(\pi/a - |p|) \).

The fermion and phonon field operators satisfy the following CAR and CCR:

\[
\left\{ \hat{\psi}_r(k), \hat{\psi}_r^\dagger(k') \right\} = \frac{L}{2\pi} \delta_{r,r'} \delta_{k,k'}, \quad \left\{ \hat{\psi}_r^\dagger(k), \hat{\psi}_r(k') \right\} = \left\{ \hat{\psi}_r^\dagger(k), \hat{\psi}_r^\dagger(k') \right\} = 0,
\]

(4.4a)

\[
\left[ \hat{\Phi}_p(p), \hat{\Pi}_p^\dagger(p') \right] = \frac{iL}{2\pi} \delta_{p,p'}, \quad \left[ \hat{\Phi}_p(p), \hat{\Phi}_p(p') \right] = \left[ \hat{\Pi}_p(p), \hat{\Pi}_p(p') \right] = 0,
\]

(4.4b)

\[
\left[ \hat{\Phi}_p^\dagger(p), \hat{\psi}_r^\dagger(k) \right] = \left[ \hat{\Pi}_p^\dagger(p), \hat{\psi}_r^\dagger(k) \right] = 0,
\]

(4.4c)

where \( \hat{\psi}_r^\dagger(k) \equiv \hat{\psi}_r(k^\dagger) \),

\[
\hat{\Phi}_p^\dagger(p) = \hat{\Phi}_p(p)^\dagger = \hat{\Phi}_p(-p), \quad \hat{\Pi}_p^\dagger(p) = \hat{\Pi}_p(p)^\dagger = \hat{\Pi}_p(-p),
\]

(4.5)

and these are represented on a Hilbert space \( F \) which contains a normalized state \( \Omega \), i.e. \( \langle \Omega, \Omega \rangle = 1 \) with the inner product \( \langle \cdot, \cdot \rangle \) in \( F \), such that

\[
\hat{\psi}_r(rk) \Omega = \hat{\psi}_r^\dagger(-rk) \Omega = 0 \quad \forall k > 0,
\]

\[
\left( i \hat{\Pi}_p(p) + \omega_p^0(p)^2 \hat{\Phi}_p(p) \right) \Omega = 0 \quad \forall p.
\]

(4.6)

We refer to \( F \) as the fermion-phonon Fock space.

It is important to note that we use the regularized interactions in (4.3) only as a specific example to simplify our notation. As will become clear, all computations in the regularized model can be done without specifying the explicit form of \( \lambda_a(p) \) and \( g_a(p) \). In fact, our results for the regularized model hold true for a large class of such potentials: the only restriction is that these potentials vanish sufficiently fast as \( |p| \to \infty \) and that \( |\lambda_a(p)| < |\lambda| \) for all \( p \) and similarly for \( g_a(p) \). Moreover, we expect that our results are universal in the sense that they are (essentially) independent of the regularization in the
limit $a \to 0^+$ as long as $\lim_{a \to 0^+} \lambda_a(p) \to \lambda$ (independent of $p$) and similarly for $\tilde{g}_a(p)$. However, a proof of this is beyond the scope of the present paper.

We begin with a summary of the results obtained in this section. The first set of results concerns the regularized model with $\omega_0 > 0$, $a > 0$, and $L < \infty$:

- We show that the fermion-phonon Hilbert space $\mathcal{F}$ is fully specified by the conditions in (4.4)–(4.6); see Section 4.2.
- We prove that the Hamiltonian $H$ in (4.1)–(4.3) defines a self-adjoint operator on $\mathcal{F}$ with pure point spectrum and non-degenerate ground state, and we construct all its eigenstates and eigenvalues; see Corollary 4.6.
- We develop tools by which any fermion correlation function can be computed; see (4.33)–(4.36).

The second set of results concerns the limit where $\omega_0 \to 0^+$, $a \to 0^+$, and $L \to \infty$, which leads to simpler formulas. The physical motivation is that this limiting description is adequate for describing properties at intermediate length scales which are much larger than the interaction range $a$ and much smaller than the system size $L$. The price to pay for this simplification are divergencies which appear in formal treatments. However, these divergencies can be eliminated by additive and multiplicative renormalizations:

- We construct a renormalized fermion-phonon model in the continuum limit $a \to 0^+$; see Proposition 4.8. Our construction makes manifest that the Hilbert spaces for $a > 0$ and $a = 0$ are not unitarily equivalent.
- We obtain explicit formulas for all fermion correlation functions in the limit $a \to 0^+$ and $L \to \infty$; see Corollary 4.10.

### 4.2 Fermion-phonon Fock space

To construct the Hilbert space $\mathcal{F}$ from the vacuum $\Omega$ we follow the method in Section 2. In the present case, we need both fermion and boson creation operators $c_r(k)$ and $b_p(p)$, respectively; these are operators on $\mathcal{F}$ satisfying the conditions

\[
\begin{align*}
\{c_r(k), c_{r'}(k')\} &= \delta_{r,r'} \delta_{k,k'}, \quad \{c_r(k), c_r(k')\} = 0, \quad c_r(k) \Omega = 0, \\
\left[b_p(p), b_{p'}(p')\right] &= \delta_{p,p'}, \quad \left[b_p(p), b_p(p')\right] = 0, \quad b_p(p) \Omega = 0, \\
\left[c_r(k), b^\dagger_{p}(p)\right] &= 0, \quad \left[c_r(k), b^\dagger_{p}(p)\right] = 0,
\end{align*}
\]

with $c_r(k) \equiv c^\dagger_r(k)$ and $b_p(p) \equiv b^\dagger_p(p)$. Using these we can construct the following states in $\mathcal{F}$:

\[
\eta^{FP}_{n} \equiv \left(\prod_{r,k} c^\dagger_r(k)^{n_{r,F}(k)}\right) \left(\prod_{p} \frac{b^\dagger_{p}(p)^{m_{p}(p)}}{\sqrt{m_{p}(p)!}}\right) \Omega, \quad n_{r,F}(k) \in \{0, 1\}, \quad m_{p}(p) \in \mathbb{N}_0,
\]

(4.8)
where only finitely many of the quantum numbers \(n_{r,F}(k)\) and \(m_P(p)\) are non-zero, and where \(n\) is short for the infinite vector \((n_{r,F}(k))_{r,k}, (m_P(p))_p\).\(^{10}\) The relations above imply that the states in (4.8) are orthonormal, and they also determine the action of the creation and annihilation operators on these states. Let \(D\) denote the vector space of all finite linear combinations of the states in (4.8). This set forms a pre-Hilbert space, and \(\mathcal{F}\) is obtained from \(D\) by norm-completion [30].

Remark 4.2. The Hilbert space \(\mathcal{F}\) thus constructed can (of course) be identified with the tensor product \(\mathcal{F}_F \otimes \mathcal{F}_P\) of a fermion Fock space and a phonon Fock space. The Fock space \(\mathcal{F}_F\) is identical with the fermion Fock space constructed in Section 2.1, and the states in (4.8) correspond to a tensor product of the fermion states in (2.6) with phonon states. It is thus clear that all bosonization results developed in Sections 2 and 3 can be used for the fermion-phonon model.

The representation of the field operators used in our definition of the fermion-phonon model is such that the free fermion-phonon Hamiltonian \(H_0\), which is obtained from the Hamiltonian in (4.1) by setting \(\hat{\lambda}_a(p) = \hat{g}_a(p) = 0\), is a (positive-definite) self-adjoint operator with eigenstates \(\eta_{FP}^{n}\) in (4.8). To see this we note that the fermion field operators can be constructed as in (2.9), and for the phonon operators the corresponding formulas are

\[
\hat{\Pi}_P(p) \equiv -i \sqrt{\frac{L}{2\pi}} \sqrt{\frac{\omega_0^0(p)}{2}} \left( b_P(p) - b_P^\dagger(-p) \right),
\]

\[
\hat{\Phi}_P(p) \equiv \sqrt{\frac{L}{2\pi}} \frac{1}{\sqrt{2\omega_0^0(p)}} \left( b_P(p) + b_P^\dagger(-p) \right).
\]

(4.9)

Indeed, one can verify that this implies that all the conditions in (4.4)–(4.5) are fulfilled and that the free fermion-phonon Hamiltonian can be written as

\[
H_0 = \sum_{r,k} v_F |k|^2 c_r^\dagger(k) c_r(k) + \sum_p \omega_0^0(p) b_P^\dagger(p)b_P(p).
\]

(4.10)

Moreover, as the latter formula makes manifest, the states in (4.8) are exact eigenstates of \(H_0\) with corresponding eigenvalues \(\sum_{r,k} v_F |k|^2 n_{r,F}(k) + \sum_p \omega_0^0(p)m_P(p) \geq 0\). It follows that \(H_0\) can be identified with a self-adjoint operator on \(\mathcal{F}\) (cf. Lemma C.3) and that it is positive definite.

Remark 4.3. The significance of the cutoff \(\omega_0\) can be explained as follows. The contribution from the zero mode \(\Pi_P(0)^2 + \omega_0^2 \hat{\Phi}_P(0)^2\) to the free fermion-phonon Hamiltonian is a harmonic oscillator Hamiltonian with a discrete spectrum for \(\omega_0 > 0\) but a free-particle Hamiltonian with a continuous spectrum for \(\omega_0 = 0\). Although the latter is easy to treat, with \(\omega_0 > 0\) we avoid a separate discussion of the phonon zero modes which would be of no consequence for the results we are interested in.

\(^{10}\)Some of the notation used here is explained after (2.6).
4.3 Bosonized Hamiltonian

To bosonize the fermion-phonon Hamiltonian in (4.1)–(4.3), we use the boson operators arising from the fermion densities and Kronig’s identity; see (2.32), (2.68), and (2.70) (the latter uses the free-fermion Hamiltonian $H_0$ in (2.1)). If we use boson flavor indices $X, X' = F, P$ and define

$$
\hat{\Pi}_F(p) \equiv -\frac{\sqrt{v_F}}{2} \left( \hat{J}_+(p) - \hat{J}_-(p) \right) = -i \frac{L}{2\pi} \sqrt{\frac{\omega_F(p)}{2}} \left( b_F(p) - b_F^\dagger(-p) \right),
$$

$$
\hat{\Phi}_F(p) \equiv \frac{1}{i p \sqrt{2 v_F}} \left( \hat{J}_+(p) + \hat{J}_-(p) \right) = \frac{L}{2\pi} \frac{1}{\sqrt{2 \omega_F(p)}} \left( b_F(p) + b_F^\dagger(-p) \right),
$$

(4.11)

for $p \neq 0$, then the bosonized Hamiltonian can be written

$$
H = \pi \frac{\hat{\Pi}_F(p)}{L} \left( v_F \left( Q_+^2 + Q_-^2 \right) + \frac{\lambda_\alpha(0)}{\pi} Q_+ Q_- + : \hat{\Pi}_F(0)^2 + \omega_F^0 \hat{\Phi}_F(0)^2 : \right) + \sum_X \sum_{p \neq 0} \frac{\pi}{L} \left( \hat{\Pi}_X(p) \hat{\Pi}_X(p) + \omega_X^0 (p) \hat{\Phi}_X(p) \hat{\Phi}_X(p) \right) + \sum_{p \neq 0} \frac{\lambda_\alpha(p)}{2 \pi v_F} \left( \hat{\Pi}_F(p) \hat{\Pi}_F(p) + \omega_F^0 (p) \hat{\Phi}_F(p) \hat{\Phi}_F(p) \right) + \sum_{p \neq 0} \frac{\tilde{\lambda}_\alpha(p)}{L v_F \sqrt{\pi v_F}} \omega_F^0 (p) \omega_F^0 (p) \left( \hat{\Phi}_F(p) \hat{\Phi}_F(p) + \hat{\Phi}_F(p) \hat{\Phi}_F(p) \right),
$$

(4.12)

where we have collected all zero modes in the first line (recall that $Q_{\pm} \equiv \hat{J}_{\pm}(0)$) and introduced

$$
\omega_F^0(p) \equiv v_F |p|.
$$

(4.13)

We note that, for both fermions ($X = F$) and phonons ($X = P$), the operators $\hat{\Phi}_X(p)$ and $\hat{\Pi}_X(p)$ satisfy the same CCR:

$$
\left[ \hat{\Phi}_X(p), \hat{\Pi}_X(p') \right] = \frac{L}{2\pi} \delta_{X,X'} \delta_{p,p'}, \quad \left[ \hat{\Phi}_X(p), \hat{\Phi}_X(p') \right] = \left[ \hat{\Pi}_X(p), \hat{\Pi}_X(p') \right] = 0
$$

(4.14)

(this follows from (2.69) and (4.4)), and similarly for the boson creation and annihilation operators:

$$
\left[ b_X(p), b_X^\dagger(p') \right] = \delta_{X,X'} \delta_{p,p'}, \quad \left[ b_X(p), b_X(p') \right] = 0, \quad b_X(p) \Omega = 0.
$$

(4.15)

As a consequence of the results in Sections 2.5 and 4.2, the states

$$
\eta_{BP}^{m} \equiv \left( \prod_{X} \prod_{p \neq 0} b_X^\dagger(p)^{m_X(p)} \frac{1}{\sqrt{m_F(p)!}} b_F(0)^{m_F(0)} \sqrt{m_P(0)!} R^q_+ R^q_- \Omega, \quad m_X(p) \in \mathbb{N}_0, \quad q_+ \in \mathbb{Z},
$$

(4.16)

where only finitely many of the $m_F(p)$ and $m_P(p)$ are non-zero, and where $m$ is short for the infinite vector $((m_F(p))_{p \neq 0}, (m_P(p))_p, q_+, q_-)$, provide a complete orthonormal basis for the fermion-phonon Fock space. These states are also exact eigenstates of the free fermion-phonon Hamiltonian $H_0$ (cf. (4.10)) in its bosonized form.
4.4 Exact solution

We now turn to the exact solution of the regularized fermion-phonon model. The Hamiltonian in (4.12) describes two boson fields with linear coupling terms. Such a Hamiltonian can always be diagonalized by a Bogoliubov transformation; see e.g. Appendix C.1 in [9]. The present case is particularly simple since the computations can be reduced to diagonalizing $2 \times 2$ matrices (the details can be found in Section 4.6).

To state our results we find it convenient to introduce the following parameters:

$$\gamma_1 \equiv \frac{\lambda}{2\pi v_F}, \quad \gamma_2 \equiv \frac{g}{v_P \sqrt{\pi v_F}}, \quad (4.17)$$

which are dimensionless, and

$$W \equiv \sqrt{\left( v_F^2 \left( 1 - \gamma_1^2 \right) - v_P^2 \right)^2 + 4v_F^2 v_P^2 \gamma_2^2 \left( 1 - \gamma_1 \right)} \quad (4.18)$$

which has the dimension of velocity squared. We note that the conditions in (1.4) are equivalent to $\gamma_1 < 1$ and $\gamma_2^2 < 1 + \gamma_1$, which guarantees that $W$, and all other parameters given below, are well-defined.

We also introduce operators

$$\hat{J}_{r,X}(p) \equiv \begin{cases} i\sqrt{\frac{L}{2\pi}} b_X(p) & \text{if } r = +, \\ i\sqrt{\frac{L}{2\pi}} b_X^\dagger(p) & \text{if } r = -, \end{cases} \quad \hat{J}_{r,X}^\dagger(p) \equiv \hat{J}_{r,X}(-p) \quad (p > 0). \quad (4.19)$$

This notation is motivated by the following: $J_{r,F}(p) = J_r(p)$ (cf. (2.32)), and

$$[\hat{J}_{r,X}(p), \hat{J}_{r',X'}(p')] = r \delta_{r,r'} \delta_{X,X'} \frac{pL}{2\pi} \delta_{p,-p'}. \quad (4.21)$$

The mathematical properties of the phonon operators $\hat{J}_{r,P}(p)$ are thus identical with those of the fermion densities $J_{r,F}(p)$. For this reason, they can also be used to construct phonon vertex operators $\hat{\exp}(i \sum_{p \neq 0} (2\pi/L)\alpha(p)J_{r,P}(-p)) \hat{\exp}$ (cf. (3.5) for $\alpha(0) = w = 0$), and the mathematical results obtained for the fermion vertex operators in Section 3.1 are equally true for such phonon vertex operators.

We are now ready to formulate a key result towards the exact solution:

**Proposition 4.4.**

(a) There exists a unitary operator $U$ on $F$ diagonalizing the Hamiltonian in (4.12):

$$U^\dagger H U = \mathcal{E}_0 + \frac{\pi v_F}{L} \left( Q_+^2 + Q_-^2 + 2\gamma_1 Q_+ Q_- \right) + \omega_0 b_P(0)b_P(0) + \sum_X \sum_{p \neq 0} \hat{\nu}_X(p)|p|b_X^\dagger(p)b_X(p) \quad (4.22)$$

with

$$\mathcal{E}_0 \equiv \frac{1}{2} \sum_X \sum_{0 < |p| \leq \pi/a} (\hat{\nu}_X - v_X)|p|, \quad (4.23)$$
\[ \hat{v}_X(p) \equiv \begin{cases} \hat{v}_X & \text{if } |p| \leq \pi/a, \\ v_X & \text{otherwise}, \end{cases} \] 

(4.24)

where

\[ \hat{v}_F = \sqrt{\frac{v_F^2 (1 - \gamma_1^2) + v_P^2 + W}{2}}, \quad \hat{v}_P = \sqrt{\frac{v_F^2 (1 - \gamma_1^2) + v_P^2 - W}{2}}. \] 

(4.25)

(b) The unitary operator \( \mathcal{U} \) commutes with the Klein factors \( R_r \) and the fermion charge operators \( Q_r \). Moreover,

\[ \mathcal{U} \hat{J}_r(p) \mathcal{U} = \sum_X \rho_X(p) \hat{J}_{r,X}(p) - \sigma_X(p) \hat{J}_{-r,X}(p), \] 

(4.26)

where

\[ \rho_X(p) = \begin{cases} \rho_X & \text{if } 0 < |p| \leq \pi/a, \\ \delta_{X,F} & \text{otherwise}, \end{cases} \quad \sigma_X(p) = \begin{cases} \sigma_X & \text{if } 0 < |p| \leq \pi/a, \\ 0 & \text{otherwise}, \end{cases} \] 

(4.27)

with the parameters

\[ \rho_F = \frac{v_F}{v_F} \frac{\gamma_2 v_P (\hat{v}_F + v_F (1 - \gamma_1))}{1 - \gamma_1^2}, \quad \rho_P = -\frac{v_F}{v_F} \frac{\gamma_2 v_P (\hat{v}_P + v_F (1 - \gamma_1))}{1 - \gamma_1^2}, \] 

\[ \sigma_F = \frac{v_F}{v_F} \frac{\gamma_2 v_P (\hat{v}_F - v_F (1 - \gamma_1))}{1 - \gamma_1^2}, \quad \sigma_P = -\frac{v_F}{v_F} \frac{\gamma_2 v_P (\hat{v}_P - v_F (1 - \gamma_1))}{1 - \gamma_1^2}. \] 

(4.28)

which satisfy the identity

\[ \rho_F^2 - \sigma_F^2 + \rho_P^2 - \sigma_P^2 = 1. \] 

(4.29)

(The proof is given in Section 4.6.)

The formulas for \( \hat{v}_X, \rho_X, \) and \( \sigma_X \) in terms of the model parameters constitute the main computational result. We note that the notation we use for the parameters in (4.28) is inspired by [7]. Moreover, the dispersion relations for the fermion-phonon model are

\[ \omega_X(p) \equiv \hat{v}_X(p)|p|, \] 

(4.30)

from which it follows that \( \hat{v}_F \) and \( \hat{v}_P \) have the physical interpretation of renormalized fermion and phonon velocities, respectively. One can show, although it is not manifest, that our formulas simplify to

\[ \hat{v}_F = v_F \sqrt{1 - \gamma_1^2}, \quad \hat{v}_P = v_P, \] 

\[ \rho_F = \sqrt{\frac{v_F + \hat{v}_F}{2\hat{v}_F}}, \quad \sigma_F = \sqrt{\frac{v_F - \hat{v}_F}{2\hat{v}_F}}, \quad \rho_P = \sigma_P = 0 \] 

(4.31)

in the limiting case \( \gamma_2 = 0 \) where the phonons decouple from the fermions. These can be used to check that we recover Johnson’s solution of the massless Thirring model [19, 25] (cf. the special case \( \lambda_{K\text{laiber}} = 0 \) of Klaiber’s solution as in [7], which corresponds to the solution by Johnson [21]).

\[ ^{11}\text{Note that } \hat{v}_X > 0 \text{ if and only if } \gamma_1 < 1 \text{ and } \gamma_2^2 < 1 + \gamma_1. \]
Rem. 4.5. The limit $\gamma_2 \to 0$ is tricky due to the possibility of incorrectly identifying fermions as phonons and vice versa (cf. (4.25)). One way to avoid this is to restrict the coupling constants further, as compared to (1.4), and require that $(\lambda/(2\pi))^2 < v_F^2 - v_P^2$, which corresponds to $\gamma_1^2 < 1 - v_F^2/v_P^2$. It then follows that $W \to v_F^2 \left(1 - \gamma_1^2\right) - v_P^2$ in the limit $\gamma_2 \to 0$, which gives the correct identification as in (4.31).

We now turn to the exact eigenstates and eigenvalues of the regularized fermion-phonon Hamiltonian. A simple consequence of Proposition 4.4 is the following:

Corollary 4.6. The exact eigenstates of the Hamiltonian $H$ in (4.1) are given by $U_{\eta_m BP}$ with the states $\eta_m BP$ in (4.16), and the corresponding eigenvalues are

$$E_m \equiv E_0 + \frac{\pi v_P}{L} \left(q_+^2 + q_-^2 + 2\gamma_1 q_+ q_-\right) + \omega_0 m_P(0) + \sum_X \sum_{p \neq 0} \bar{v}_X(p)|p| m_X(p).$$

(4.32)

Thus $H$ defines a self-adjoint operator with pure point spectrum.

As a special case of this corollary, $\hat{\Omega} \equiv U\Omega$ is the ground state of $H$ with corresponding eigenvalue $E_0$, i.e. $E_0$ has the physical interpretation as ground state energy.

Proof of Corollary 4.6. It is clear from (2.42a) and (4.22) that $H\eta_m BP = E_m \eta_m BP$. Since the states in (4.16) form a complete orthonormal basis in $\mathcal{F}$, the same holds true for these eigenstates. This implies all other results (cf. Lemma C.3).

To compute fermion correlation functions we use the same notation as in (3.23) and the regularized fermion field operators in (3.2); see Section 3.3 for motivation and further explanations. We thus define

$$\langle \hat{\Omega}, \psi_{r_1}^{q_1}(x_1, t_1; 0^+) \ldots \psi_{r_N}^{q_N}(x_N, t_N; 0^+) \hat{\Omega} \rangle \equiv \lim_{\epsilon_1, \ldots, \epsilon_N \to 0^+} \langle \hat{\Omega}, \psi_{r_1}^{q_1}(x_1, t_1; \epsilon_1) \ldots \psi_{r_N}^{q_N}(x_N, t_N; \epsilon_N) \hat{\Omega} \rangle,$$

(4.33)

where $\hat{\Omega}$ is the ground state of the fermion-phonon Hamiltonian $H$ and the time evolution is given by $H$, i.e. $\psi_\xi(x, t; \epsilon) \equiv \exp(iHt)\psi_\xi(x; \epsilon)\exp(-iHt)$. The following result reduces the computation of any such correlation function to an exercise in normal ordering products of vertex operators:

Corollary 4.7. The fermion correlation functions in (4.33) are equal to

$$\langle \Omega, \tilde{\psi}_{r_1}^{q_1}(x_1, t_1; 0^+) \ldots \tilde{\psi}_{r_N}^{q_N}(x_N, t_N; 0^+) \Omega \rangle$$

(4.34)

with

$$\tilde{\psi_\xi}(x, t; \epsilon) \equiv \frac{Z_{a,\epsilon}}{\sqrt{L}} R_x^{q_r} e^{-2\pi i q(x-v_F t)Q_r + \gamma_1 v_F t Q_-} / L_x \times$$

$$\prod_X \zeta \exp \left( qr \sum_{p \neq 0} \frac{2\pi}{L_P} \rho_X(p) \hat{J}_{r,X}(-p) e^{-ip(x-r \hat{v}_X(p)t) - |p|^2/2} \right)^\zeta \times$$

$$\prod_X \zeta \exp \left( -qr \sum_{p \neq 0} \frac{2\pi}{L_P} \sigma_X(p) \hat{J}_{r,-X}(-p) e^{-ip(x+r \hat{v}_X(p)t) - |p|^2/2} \right)^\zeta$$

(4.35)
We are left to compute the time evolution given by \( \hat{\Omega} \) with \( \hat{\Omega} \) using (3.19)–(3.20) and Proposition 4.4 as follows. Since \( U \) where it follows from (4.26) and (4.21) that the rightmost exponential is equal to

\[
\exp \left( -\sum_{x,T} \frac{2\pi}{L_p} (\sigma_F^x + \sigma_P^x) e^{-|p|/2} \right).
\]

(The proof can be found further below.)

By arguments similar to those in Section 3.3, it follows from the corollary above that the correlation functions in (4.33) are equal to

\[
\langle \Omega, R_{r_1}^{q_1} \cdots R_{r_N}^{q_N} Q_N \rangle \left( \frac{Z_{a,0}}{\sqrt{L}} \right)^{N/2} \prod_{1 \leq n < m \leq N} C_{r_n,r_m}^{q_n,q_m} (x_n - x_m, t_n - t_m; 0^+) \tag{4.37}
\]

with building blocks \( C_{r,r'}^{q,q'} (\cdot, \cdot, \cdot) \) which can be computed by normal ordering products of two operators of the form in (4.35):

\[
\tilde{\psi}_{\tau}^q (x, t; \epsilon) \tilde{\psi}_{\tau'}^q (x', t'; \epsilon') = C_{r,r'}^{q,q'} (x - x', t - t'; \epsilon + \epsilon') \tilde{\psi}_{\tau}^q (x, t; \epsilon) \tilde{\psi}_{\tau'}^q (x', t'; \epsilon') \tag{4.38}
\]

In the next section, we give explicit formulas for these building blocks and for all fermion correlation functions in the continuum and thermodynamic limit \( a \to 0^+ \) and \( L \to \infty \). Fermion two-point correlation functions for \( a > 0 \) and \( L < \infty \) can be found in [28].

**Proof of Corollary 4.7.** To obtain (4.34) we insert \( \hat{\Omega} = \mathcal{U} \Omega \) and \( I = \mathcal{U} \mathcal{U}^\dagger \) into (4.33) and introduce

\[
\tilde{\psi}_{\tau}^q (x, t; \epsilon) \equiv \mathcal{U} \tilde{\psi}_{\tau}^q (x, t; \epsilon) \mathcal{U} = e^{i \hat{H} t} \tilde{\psi}_{\tau}^q (x; \epsilon) e^{-i \hat{H} t} \tag{4.39}
\]

with \( \hat{H} \equiv \mathcal{U} \hat{H} \mathcal{U}^\dagger \) in (4.22). The explicit form of the operators in (4.39) can be computed using (3.19)–(3.20) and Proposition 4.4 as follows. Since \( \mathcal{U} \) commutes with \( R_r \) and \( Q_r \),

\[
\tilde{\psi}_{\tau}^q (x; \epsilon) = \frac{N_x}{\sqrt{2\pi}} e^{2\pi i q \sqrt{x}/L_x} \exp \left( \frac{2\pi}{L_p} \sum_{p \neq 0} \rho_X (p) \hat{J}_{r,r} (p) e^{-i p x - |p|/2} \right), \tag{4.40}
\]

where it follows from (4.26) and (4.21) that the rightmost exponential is equal to

\[
\prod_X \exp \left( \frac{2\pi}{L_p} \sum_{p \neq 0} \rho_X (p) \hat{J}_{r,r} (p) e^{-i p x - |p|/2} \right) \times \prod_X \exp \left( -\frac{2\pi}{L_p} \sigma_X (p) \hat{J}_{r,r} (p) e^{-i p x - |p|/2} \right). \tag{4.41}
\]

We are left to compute the time evolution given by \( \hat{H} \): for the density operators,

\[
e^{\mathcal{U} \hat{H} \mathcal{U}^\dagger} \mathcal{U} \tilde{\psi}_{\tau}^q (x; \epsilon) \mathcal{U}^\dagger = \tilde{\psi}_{\tau}^q (x; \epsilon) e^{-i \hat{P}^\dagger X (p) t}, \tag{4.42}
\]

\[\text{This can be shown by differentiating the l.h.s. of (4.42) with respect to } t, \text{ computing the commutator of } \hat{J}_r (p) \text{ with } \hat{H} \equiv \mathcal{U} \hat{H} \mathcal{U}^\dagger \text{ by recalling (4.19), and by integrating the resulting differential equation.}\]
and for the Klein factors,\textsuperscript{13}
\[ e^{iHt}R_re^{-iHt} = \tilde{R}_re^{2\pi\text{i}v_F(Q_r+\gamma_1Q_r)t/L^2}. \] (4.43)

Combining these with (4.39)–(4.41) yields the result in (4.35); all that remains is to write
this expression in a boson-normal-ordered form using (3.11a) and (3.9), which gives rise
to the factor
\[ \sqrt{1 - e^{-2\pi\epsilon/L}} \exp \left( -\sum_{0<p\leq\pi/a} \frac{\pi}{Lp} \left( \rho_P^2 + \sigma_P^2 + \rho_P^2 + \sigma_P^2 - 1 \right) e^{-\epsilon p} \right) = \frac{\sqrt{2\pi\epsilon/L}}{N_c} Z_{a,\epsilon} \] (4.44)
(this follows from (3.20), (4.29), and (4.36)).

\subsection*{4.5 Continuum limit}

As mentioned after Corollary 4.7, all fermion correlation functions in the fermion-phonon
model can be computed from the results in the previous section. These formulas are in
general complicated, but if one is interested in intermediate length scales they can be
simplified. One way to compute such simplified formulas is as limits \( a \to 0^+ \) and \( L \to \infty \)
of the fermion correlation functions in the regularized model; this is, however, demanding
from a computational point of view. In this section we construct a renormalized model
which corresponds to the continuum limit \( a \to 0^+ \) of the regularized fermion-phonon
model. Using this renormalized model, the continuum-limit results for the fermion corre-
lation functions can be obtained with less computational effort, but, as will be discussed,
the continuum limit requires additive and multiplicative renormalizations.

To see that the limit \( a \to 0^+ \) is non-trivial, note that the ground state energy \( E_0 \) in
(4.23) diverges like \( O(L/a^2) \) in this limit. Moreover, for \( \epsilon = 0 \), the constant in (4.36) is
divergent as well:
\[ Z_{a,0} = \left( e^{\gamma} \frac{L}{2a} \right)^{-(\sigma_P^2 + \sigma_P^2)} \left( 1 + O \left( \frac{a}{L} \right) \right) \] (4.45)
with the Euler-Mascheroni constant \( \gamma = 0.5572 \ldots \textsuperscript{14} \). The reason for these difficulties is
that the unitary operator \( \mathcal{U} \) in Proposition 4.4 does not exist in this limit. It is therefore
remarkable that all these divergencies can be eliminated in a simple way after a similarity
transformation with \( \mathcal{U} \) using additive and multiplicative renormalizations as follows. We
define a renormalized Hamiltonian
\[ \tilde{H}_{\text{ren}} \equiv \lim_{a \to 0^+} \left( \mathcal{U}^\dagger H \mathcal{U} - E_0 \right) \] (4.46)
and renormalized fields
\[ \Psi_q(x,t;\epsilon) \equiv \lim_{a \to 0^+} Z_{a,\epsilon}^{-1} \left( \frac{2\pi\ell}{L} \right)^{(\sigma_P^2 + \sigma_P^2)} \mathcal{U}^\dagger \psi_q(x,t;\epsilon) \mathcal{U}, \] (4.47)
\textsuperscript{13}This can be computed using (2.38) for \( p = 0 \); the computation is similar to that of the time evolution
of the density operators.
\textsuperscript{14}This follows from \( \sum_{n=1}^{N} 1/n = \gamma + \ln(N) + O(1/N) \).
where $\ell > 0$ is an arbitrary length parameter introduced for dimensional reasons. It follows from the results in the previous section that these define a renormalized fermion-phonon model in the following sense:

**Proposition 4.8.**

(a) The Hamiltonian in (4.46) and the fields in (4.47) are equal to

$$H_{\text{ren}} = \frac{\pi v_F}{L} \left( Q_+^2 + Q_-^2 + 2\gamma_1 Q_+ Q_- \right) + \omega_0 b_+^\dagger(0)b_-(0) + \sum_X \sum_{p \neq 0} \omega_X(p) b_X^\dagger(p)b_X(p)$$

and

$$\Psi_\sigma(x, t; \epsilon) = \frac{1}{\sqrt{L}} \left( \frac{2\pi \ell}{L} \right)^{\sigma_+^2 + \sigma_-^2} \frac{1}{Z} \sum_{q} \rho_X \hat{J}_{r,X}(x, t; \epsilon) e^{-i q \cdot \hat{Q}} \Psi_{\sigma_X}^q(x, t; \epsilon)$$

and they define self-adjoint and unitary operators on $F$, respectively.

(b) The renormalized fermion correlation functions

$$\lim_{L \to \infty} \lim_{a \to 0^+} \left( e^{\gamma \pi \ell/a} \right)^{N(\sigma_+^2 + \sigma_-^2)} \langle \hat{\Omega}, \Psi_{\sigma_X}^q(x_1, t_1; 0^+) \ldots \Psi_{\sigma_X}^q(x_N, t_N; 0^+) \hat{\Omega} \rangle$$

exist and are identical with

$$\lim_{L \to \infty} \langle \hat{\Omega}, \Psi_{\sigma_X}^q(x_1, t_1; 0^+) \ldots \Psi_{\sigma_X}^q(x_N, t_N; 0^+) \hat{\Omega} \rangle$$

as functions away from singularities.\(^{16}\)

(The proof can be found at the end of this section.)

**Remark 4.9.** We only prove that the correlation functions in (4.50) and (4.51) are identical as functions away from the singularities. To see why, we emphasize that the second expression is shown to equal

$$\lim_{L \to \infty} \lim_{\epsilon_1, \ldots, \epsilon_N \to 0^+} \lim_{a \to 0^+} \left( e^{\gamma \pi \ell/a} \right)^{N(\sigma_+^2 + \sigma_-^2)} \langle \hat{\Omega}, \Psi_{\sigma_X}^q(x_1, t_1; \epsilon_1) \ldots \Psi_{\sigma_X}^q(x_N, t_N; \epsilon_N) \hat{\Omega} \rangle$$

Note that $Z^{-1}(2\pi \ell/L)^{\sigma_+^2 + \sigma_-^2} \to \left( e^{\gamma \pi \ell/a} \right)^{\sigma_+^2 + \sigma_-^2} \left( 1 + O(a/L) \right)$ in the limit $\epsilon \to 0^+$.\(^{15}\)

This is the strongest statement of this identity which we prove in this paper; see Remark 4.9.
in the proof of Proposition 4.8, and this differs from the first by the order in which the limits \( \epsilon_j \to 0^+ \) and \( a \to 0^+ \) are taken. We cannot exclude the possibility that these limits cannot be interchanged, and, if that would be the case, then the correlation functions in (4.50) and (4.51) would define different distributions.\footnote{This is analogous to the situation for \( 1/(1 \pm 0^+) \) and \( \mathcal{P}(1/x) \) which are identical as functions away from the singularity in \( x = 0 \) but define different distributions.} We emphasize that, from a physical point of view, the correct order of limits is as in (4.50).

As for the regularized model, the renormalized Hamiltonian \( \tilde{H}_{\text{ren}} \) determines the time evolution of the renormalized fields, i.e. \( \Psi^\phi_q(r;\epsilon) = \exp(i\tilde{H}_{\text{ren}})\Psi^\phi_q(r;\epsilon) \exp(-i\tilde{H}_{\text{ren}}) \). It would be interesting to extend this renormalized fermion-phonon model to allow for an efficient computation of boson correlation functions. Another interesting use would be to compute correlation functions at finite temperature; see [9] for such results for a similar model. However, this is beyond the scope of the present paper.

Let us briefly discuss the physical interpretation of the renormalized fermion-phonon model. Our construction of the regularized fermion-phonon model is on the Fock space for the corresponding non-interacting model, and the Fock vacuum \( \Omega \) has the physical interpretation as ground state of the latter model. The ground state \( \tilde{\Omega} \) of the interacting model with local interactions (which corresponds to the limit \( a \to 0^+ \)) does not exist in this Fock space; this is clear since, for example, the ground state energy diverges. However, using a similarity transformation with the unitary operator \( U \), one can construct a new Hilbert space which is such that, by definition, it contains the model ground state: the definition is such that the transformation maps \( \Omega = U\tilde{\Omega} \) to the Fock vacuum \( \Omega = U^\dagger \tilde{\Omega} \). Since the normal ordering was defined with reference to the original Fock vacuum, the additive and multiplicative renormalizations can be interpreted as changing the normal ordering such that it uses the interacting ground state as reference instead. The difference between these two normal orderings diverge in the limit \( a \to 0^+ \), but this is to be expected since the similarity transformation maps the original Fock vacuum to the state \( U^\dagger \tilde{\Omega} \) which does not exist in this limit.

The renormalized model can be used to efficiently compute the continuum and thermodynamic limits \( a \to 0^+ \) and \( L \to \infty \) of the renormalized fermion correlation functions. The strategy is the same as described for the regularized model at the end of the previous section. The computational advantage of working with the renormalized model is that each of the renormalized fields \( \Psi^\phi_q(r;\epsilon) \) in (4.49) is essentially a product of four vertex operators of the form

\[
W^\nu_{r,X}(x;\epsilon) \equiv \hat{\exp} \left( \nu \sum_{p \neq 0} \frac{2\pi}{Lp} \hat{\mathcal{J}}_{r,X}(p)e^{-ipx-\epsilon|p|/2} \right) \hat{x}
\]

(4.53)

with different real parameters \( \nu \) (cf. (4.49)). We also have the following general formula for writing products of such vertex operators in a normal-ordered form:

\[
W^\nu_{r,X}(x;\epsilon)W^\nu'_{r,X}(x';\epsilon') = \left( \frac{i\exp\left(-\pi^2/\nu^2[x-x']^2 + \epsilon^2/\nu^2(\epsilon + \epsilon')\right)}{2\sin\left(\pi/\nu^2[x-x']^2 + \epsilon^2/\nu^2(\epsilon + \epsilon')\right)} \right)^{-\nu\nu'} \hat{x} \cdots \hat{x}
\]

(4.54)
with $\tilde{c}\cdots\tilde{c}$ meaning boson normal ordering of the l.h.s. and

$$
\frac{2\pi\ell}{L} \times i \exp \left( -\frac{i\pi}{L} [rx + \frac{i}{2} \ell] \right) \frac{L \to \infty}{\epsilon \to 0^+} \frac{i\ell}{rx + i0^+}
$$

(4.55)

(this follows from (3.14a) using (A.4)). Moreover, it is useful to note that the zero-mode contributions when normal ordering products of the renormalized fields $\Psi^q_{\rho}(x, t; \epsilon)$ can be ignored in the limit $L \to \infty$ (since they always come with a factor $1/L$); see Remark 4.11 for a discussion of the zero-mode contributions for $L < \infty$. It thus follows that

$$
\Psi^q_{\rho}(x, t; \epsilon)\Psi^q_{\rho}(x', t'; \epsilon') = C_{r,r'}(x - x', t - t'; \epsilon + \epsilon')^{-\rho q^q} \tilde{c}^r \Omega^q(x, t; \epsilon)\Omega^q(x', t'; \epsilon')^q
$$

(4.56)

with

$$
\left( \frac{2\pi\ell}{L} \right)^{\sigma^p_{\rho} + \sigma^p_{\rho} + \sigma^p_{\rho}} C_{\pm,\pm}(x, t; \epsilon) \frac{L \to \infty}{\epsilon \to 0^+} \prod_{r,X} \left( \frac{i\ell}{rx - \vartheta_X t + i0^+} \right)^{\rho X \delta_{r,\pm} + \sigma^p_X \delta_{r,\mp}}
$$

(4.57)

$$
\left( \frac{2\pi\ell}{L} \right)^{2(\rho X \sigma_{\rho} + \rho X \rho_{\rho})} C_{\pm,\pm}(x, t; \epsilon) \frac{L \to \infty}{\epsilon \to 0^+} \prod_{r,X} \left( \frac{i\ell}{rx - \vartheta_X t + i0^+} \right)^{\rho X \sigma_X}
$$

As we mentioned after Corollary 4.7, by arguments similar to those in Section 3.3, this implies the following:

**Corollary 4.10.** In the thermodynamic limit $L \to \infty$, the renormalized fermion correlation functions in (4.51) are

$$
\lim_{L \to \infty} \langle \Omega, \Psi^q_{\rho}(x_1, t_1; 0^+) \cdots \Psi^q_{\rho}(x_N, t_N; 0^+) \Omega \rangle = \langle \Omega, R^q_{r_1} \cdots R^q_{r_N} \Omega \rangle
$$

$$
\times \left( \frac{1}{2\pi\ell} \right)^{N/2} \prod_{0 \leq n < m \leq N} \prod_{r,X} \left( \frac{r(x_n - x_m) - \vartheta_X (t_n - t_m) + i0^+}{i\ell} \right)^{-q_m \rho_{c_X r_n r_m}}
$$

(4.58)

with

$$
c_{r,X;\pm,\mp} \equiv \rho^2_X \delta_{r,\pm} + \sigma^2_X \delta_{r,\mp}, \quad c_{r,X;\pm,\mp} \equiv \rho_X \sigma_X,
$$

(4.59)

where the first factor on the r.h.s. of (4.58) is a sign factor (cf. (3.25)ff).

**Proof.** The formulas for $c_{r,X;\pm,\mp}$ follow from the exponents in (4.57), and we are thus left to prove that the factors $(2\pi\ell/L)^{\sigma^p_{\rho} + \sigma^p_{\rho}}$ from the renormalized fields in (4.49) exactly match the factors needed for the limit $L \to \infty$ to exist. This is equivalent to showing that

$$
\left( \frac{1}{\sqrt{L}} \right)^{\left( \frac{2\pi\ell}{L} \right)^{\sigma^p_{\rho} + \sigma^p_{\rho}}} = \left( \frac{1}{2\pi\ell} \right)^{N/2} \prod_{1 \leq n < m \leq N} \left( \frac{2\pi\ell}{L} \right)^{-q_m \rho_{c_X r_n r_m}}
$$

(4.60)

if $\langle \Omega, R^q_{r_1} \cdots R^q_{r_N} \Omega \rangle \neq 0$, which is true by Corollary 3.11.
The explicit expressions for all fermion correlation functions can be found from Corollary 4.10. For example, the special case $N = 2$ gives the two-point correlation functions stated in the introduction (cf. (1.5)). Similarly, as an example of a four-point correlation function ($N = 4$), we find

$$
\lim_{L \to \infty} \langle \Omega, \Psi^\dagger(x_1, t_1; 0^+) \Psi (x_2, t_2; 0^+) \Psi^\dagger(x_3, t_3; 0^+) \Psi^\dagger(x_4, t_4; 0^+) \Omega \rangle
$$

$$
= \left( \frac{1}{2\pi \ell} \right)^2 \prod_{r, X} \left( \frac{rx_{13} - \tilde{\nu}_X t_{13} + i0^+}{rx_{12} - \tilde{\nu}_X t_{12} + i0^+} \right)^{\rho_X \sigma_X} \left( \frac{rx_{24} - \tilde{\nu}_X t_{24} + i0^+}{rx_{34} - \tilde{\nu}_X t_{34} + i0^+} \right)^{\rho_X \sigma_X}
$$

$$
\times \prod_{X} \left( \frac{i\ell}{x_{14} - \tilde{\nu}_X t_{14} + i0^+} \right)^{\rho_X^2} \left( \frac{i\ell}{-x_{14} - \tilde{\nu}_X t_{14} + i0^+} \right)^{\sigma_X^2}
$$

$$
\times \prod_{X} \left( \frac{i\ell}{x_{23} - \tilde{\nu}_X t_{23} + i0^+} \right)^{\sigma_X^2} \left( \frac{i\ell}{-x_{23} - \tilde{\nu}_X t_{23} + i0^+} \right)^{\rho_X^2}
$$

(4.61)

using the shorthand notation $x_{nm} \equiv x_n - x_m$ and $t_{nm} \equiv t_n - t_m$.

Remark 4.11. One can get simple formulas even without passing to the thermodynamic limit: for the fermion two-point correlation functions we checked that the zero-mode contributions exactly cancel the $(x \pm r\tilde{\nu}_X t)$-dependence from the numerator in (4.54) by using the identity

$$
(\rho_F^2 + \sigma_F^2) \tilde{\nu}_F + (\rho_p^2 + \sigma_p^2) \tilde{\nu}_p = v_F,
$$

(4.62)

which can be derived from (4.28). We expect that a similar cancelation takes place for all fermion correlation functions.

Proof of Proposition 4.8. The states in (4.16) form a complete set of orthonormal eigenstates of the renormalized Hamiltonian in (4.48), and the corresponding eigenvalues are $\lim_{a \to 0^+} (E_m - E_0)$ with $E_m$ in (4.32). It follows that $\tilde{H}_{\text{ren}}$ defines a self-adjoint operator on $\mathcal{F}$ (cf. Lemma C.3). This also shows that the limit in (4.46) is in the strong sense on the domain of finite linear combinations of the states in (4.16).

Equation (4.47) implies (4.49) for the renormalized fields. They are thus proportional to a product of unitary operators (this follows from Proposition 3.4) and are therefore also unitary. This completes the proof of Part (a).

The limit in (4.47) is in the weak sense on $\mathcal{F}$, and it thus follows that the correlation functions in (4.51) and (4.52) are equal. This proves Part (b) (see Remark 4.9 for further explanations).

4.6 Proof of Proposition 4.4

One important feature allowing to solve the fermion-phonon model exactly is that bosons with different magnitude of momentum $p$ decouple. To make this manifest we write the Hamiltonian in (4.12) as

$$
H = \sum_{p \geq 0} h_p
$$

(4.63)
exists a unitary matrix $\gamma$ which is also positive definite if and only if
\[
\text{using the following matrix notation:}
\]
\[
\begin{align*}
\tilde{\Pi}(p) & \equiv \left(\tilde{\Pi}_F(p), \tilde{\Pi}_P(p)\right)^T, \\
\Phi(p) & \equiv \left(\Phi_F(p), \Phi_P(p)\right)^T, \\
A(p) & \equiv \begin{pmatrix} 1 - \gamma_1(p) & 0 \\ 0 & 1 \end{pmatrix}, \\
B(p) & \equiv p^2 \begin{pmatrix} v_F^2 [1 + \gamma_1(p)] & v_F v_P \gamma_2(p) \\ v_F v_P \gamma_2(p) & v_P^2 \end{pmatrix},
\end{align*}
\]
with the shorthand notation $\gamma_{1,2}(p) \equiv \gamma_{1,2}(\pi/a - |p|)$. To ensure that this describes a stable system, we must require that both matrices $A(p)$ and $B(p)$ are positive definite. This is true if and only if $\gamma_1 < 1$ and $\gamma_2^2 < 1 + \gamma_1$, which, as we mentioned, are equivalent to the conditions in (1.4).

The parts with $p = 0$ and $p > \pi/a$ are already diagonal:
\[
\begin{align*}
h_0 & = \frac{\pi v_F}{L} (Q_+^2 + Q_-^2 + 2\gamma_1 Q_+ Q_-) + \tilde{\Pi}_P(0)^2 + \omega_0^2 \tilde{\Phi}_P(0)^2 \right) - \frac{1}{2} \omega_0 
\end{align*}
\]
\[
\begin{align*}
h_{p>\pi/a} & = \sum_X \omega_X^0(p) \left( b_X^1(p)b_X(p) + b_X^1(-p)b_X(-p) \right). 
\end{align*}
\]
The task of diagonalizing the parts $h_{0<p<\pi/a}$ can be reduced to diagonalizing the matrix
\[
C(p) \equiv A(p)^{1/2} B(p) A(p)^{1/2} = p^2 \begin{pmatrix} v_F^2 (1 - \gamma_1^2) & v_F v_P \gamma_2 \sqrt{1 - \gamma_1} \\ v_F v_P \gamma_2 \sqrt{1 - \gamma_1} & v_P^2 \end{pmatrix},
\]
which is also positive definite if and only if $\gamma_1 < 1$ and $\gamma_2^2 < 1 + \gamma_1$. It follows that there exists a unitary matrix $U$ and a diagonal matrix $\omega(p) = \text{diag}(\omega_F(p), \omega_P(p))$ such that
\[
C(p) = U \omega(p)^2 U^\dagger.
\]
Indeed, one can write
\[
\begin{align*}
h_{0<p<\pi/a} & = \frac{2\pi}{L} \left( \tilde{\Pi}_P(0)^2 + \tilde{\Phi}_P(0)^2 \omega_0^2 \tilde{\Phi}_P(0)^2 \right) - \omega_0^2 \tilde{\Phi}_P(0)^2 
\end{align*}
\]
\[
\begin{align*}
\tilde{\Pi}(p) & \equiv U A^{1/2} \tilde{\Pi}(p), \\
\tilde{\Phi}(p) & \equiv U^\dagger A^{-1/2} \tilde{\Phi}(p)
\end{align*}
\]
defined in the same way as in (4.66). This can be shown to be a canonical transformation, i.e. one can show that the operators $\tilde{\Pi}_X(p)$ and $\tilde{\Phi}_X(p)$ satisfy CCR similar to (4.14). By introducing boson operators $\hat{b}_X^{(\dagger)}(p)$ corresponding to the ones in (4.9) and (4.11):
\[
\begin{align*}
\tilde{\Pi}_X(p) & \equiv -i \sqrt{\frac{L}{2\pi}} \sqrt{\frac{\omega_X(p)}{2}} \left( \hat{b}_X(p) - \hat{b}_X^\dagger(-p) \right), \\
\tilde{\Phi}_X(p) & \equiv \sqrt{\frac{L}{2\pi}} \frac{1}{\sqrt{2\omega_X(p)}} \left( \hat{b}_X(p) + \hat{b}_X^\dagger(-p) \right),
\end{align*}
\]
This follows since $(h_p + h_{-p})/2 = h_p$ with the zero-mode part
\[
\begin{align*}
h_0 & = \frac{\pi}{L} \left( v_F (Q_+^2 + Q_-^2 + 2\gamma_1 Q_+ Q_-) + \tilde{\Pi}_P(0)^2 + \omega_0^2 \tilde{\Phi}_P(0)^2 \right) - \frac{1}{2} \omega_0 
\end{align*}
\]
and the parts with momenta $p > 0$ written as
\[
\begin{align*}
h_p & = \frac{2\pi}{L} \left( \tilde{\Pi}_P(0) A(p) \tilde{\Pi}(p) + \Phi_P(p) B(p) \Phi(p) \right) - \left( \omega_F^0(p) + \omega_P^0(p) \right)
\end{align*}
\]
one obtains
\[ h_{0 < p \leq \pi/a} = \sum_X \left( \omega_X(p) \left( \tilde{b}_X^\dagger(p) \tilde{b}_X(p) + \tilde{b}_X(-p) \tilde{b}_X(-p) \right) + \left( \omega_X(p) - \omega_X^0(p) \right) \right). \] (4.75)

It is known that there exist unitary operators \( U_p \) such that
\[ U_p^\dagger \tilde{b}_X^\dagger(\pm p) U_p = b_X^\dagger(\pm p), \] (4.76)
which can be constructed using the operators \( b_X^\dagger(\pm p) \); see e.g. Appendix C.1 in [9] for an explicit construction of these unitary operators. It follows that the unitary operator
\[ U \equiv \prod_{0 < p \leq \pi/a} U_p \] (4.77)
satisfies (4.22)–(4.23) (note that this is a finite product and thus well-defined). Moreover, one can easily verify (4.24)–(4.25) by computing the eigenvalues of the matrix in (4.70) (cf. (4.30) and (4.71)). This completes the proof of Part (a) of Proposition 4.4.

To prove Part (b), invert (4.73) and write the resulting equations in component form:
\[ \hat{\Pi}_X(p) = \sum_{X'} (M_{\Pi})_{X,X'} \hat{\Pi}_{X'}(p), \quad \hat{\Phi}_X(p) = \sum_{X'} (M_{\Phi})_{X,X'} \hat{\Phi}_{X'}(p) \] (4.78)
using matrices \( M_{\Pi} \equiv A^{-1/2} U^\dagger \) and \( M_{\Phi} \equiv A^{1/2} U \) (as before, we restrict our discussion to the non-trivial case \( 0 < |p| \leq \pi/a \)). Using (4.9), (4.11), and (4.74) one finds
\[ b_X(p) = \sum_{X'} \left( C_{X,X'} \hat{b}_{X'}(p) - S_{X,X'} \hat{b}_{X'}^\dagger(-p) \right) \] (4.79)
with
\[ C_{X,X'} \equiv \frac{1}{2} \left[ \sqrt{\frac{v_X}{v_{X'}}} (M_{\Phi})_{X,X'} + \sqrt{\frac{v_X'}{v_X}} (M_{\Pi})_{X,X'} \right], \]
\[ S_{X,X'} \equiv -\frac{1}{2} \left[ \sqrt{\frac{v_X}{v_{X'}}} (M_{\Phi})_{X,X'} - \sqrt{\frac{v_X'}{v_X}} (M_{\Pi})_{X,X'} \right]. \] (4.80)

It thus follows from (4.76)–(4.77) that
\[ U^\dagger b_X(p) U = \sum_{X'} \left( C_{X,X'} b_{X'}(p) - S_{X,X'} b_{X'}^\dagger(-p) \right), \] (4.81)
and recalling the relation between \( b_X^{(1)}(p) \) and \( \hat{J}_{r,X}(p) \) in (4.19) we obtain
\[ U^\dagger \hat{J}_{r,X}(p) U = \sum_{X'} \left( C_{X,X'} \hat{J}_{r,X'}(p) - S_{X,X'} \hat{J}_{r,X'}^\dagger(p) \right), \] (4.82)
which, for \( X = F \), implies (4.26)–(4.27) with \( \rho_{X'} \equiv C_{F,X'} \) and \( \sigma_{X'} \equiv S_{F,X'} \). The explicit expressions in (4.28) follow from (4.80) by straightforward computations which we omit. Lastly, the consistency of (4.81) with the CCR in (4.15) implies
\[ \sum_{X'} \left( |C_{X,X'}|^2 - |S_{X,X'}|^2 \right) = 1 \] (4.83)
which, for \( X = F \), is equivalent to the identity in (4.29).
5 Concluding remarks

We constructed and solved a one-dimensional fermion-phonon model using bosonization. We also gave a self-contained account of the mathematical basis of bosonization together with complete proofs. Our main results include a renormalized model in the continuum limit, which was obtained by additive and multiplicative renormalizations (cf. Proposition 4.8), and explicit formulas for all fermion correlation functions in the continuum and thermodynamic limits using this renormalized model (cf. Corollary 4.10). We emphasize that positivity of our correlation functions is manifest from the method by which they were computed: the renormalized model we derived is analogous to the one used by Carey, Ruijsenaars, and Wright [7] to prove positivity of Klaiber’s $N$-point correlation functions for the massless Thirring model [21], and their argument also applies to our model.

As an application of the tools developed in this paper, we address one point which was raised in the introduction: we mentioned that certain fermion four-point correlation functions can be used to study physical properties of the fermion-phonon model related to charge-density-wave (CDW) and superconducting (SC) instabilities [8, 40]. The correlation functions of interest are $\lim_{L\to\infty} \langle \Omega, O_{\text{CDW}}(x, t)O_{\text{CDW}}^\dagger(0, 0)\Omega \rangle$ for $O_{\text{CDW}}(x, t) \equiv \bar{\hat{\Psi}}_+(x, t; 0^+)\hat{\Psi}_+(x, t; 0^+)\bar{\hat{\Psi}}_+$ and $O_{\text{SC}}(x, t) \equiv \bar{\hat{\Psi}}_-(x, t; 0^+)\hat{\Psi}_-(x, t; 0^+)\bar{\hat{\Psi}}_-$. We emphasize that these operators must be in a boson-normal-ordered form for the correlation functions to exist, and this corresponds to an additional multiplicative renormalization. Using Corollary 4.10 we find

$$\lim_{L\to\infty} \langle \Omega, O_{\text{CDW}}(x, t)O_{\text{CDW}}^\dagger(0, 0)\Omega \rangle = \left(\frac{1}{2\pi\ell}\right)^2 \prod_X \left(\frac{\ell^2}{x^2 - (\tilde{v}_X t - i0^+)^2}\right)^{(\rho_x - \sigma_x)^2} (5.1)$$

and

$$\lim_{L\to\infty} \langle \Omega, O_{\text{SC}}(x, t)O_{\text{SC}}^\dagger(0, 0)\Omega \rangle = \left(\frac{1}{2\pi\ell}\right)^2 \prod_X \left(\frac{\ell^2}{x^2 - (\tilde{v}_X t - i0^+)^2}\right)^{(\rho_x + \sigma_x)^2} (5.2)$$

which are of interest in physics since they allow to construct phase diagrams [8, 40].

We derived our results using a particular regularization, but, as we mentioned, there exist a vast number of different regularizations. Physical arguments suggest that the correlation functions in the continuum and thermodynamic limits are universal in the sense that they are independent of the details of the regularization. It would be interesting to prove this universality conjecture. A related question is if the correlation functions obtained by passing to the continuum limit are identical as distributions to the continuum limit of the correlation functions for the regularized model. (We only proved the equality of these functions in a weaker sense.) As for the previous question, physical arguments suggest that this is the case, but to prove this conjecture one would have to show that the correlation functions in (4.50) and (4.51) are identical as distributions. To our knowledge, both of these questions are open even for the massless Thirring model.
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Appendix A  Notation and conventions

The symbols $\mathbb{C}$, $\mathbb{R}$, and $\mathbb{Z}$ denote the sets of complex, real, and integer numbers, and $\mathbb{N}$ and $\mathbb{N}_0$ denote the positive and non-negative integers, respectively. The symbol $\partial_x$ is short for $\partial/\partial x$. We write “≡” to emphasize a definition. The complex conjugate of $c \in \mathbb{C}$ is $\overline{c}$. The Heaviside function $\Theta(\cdot)$ is defined such that $\Theta(x) = 1$ for $x \geq 0$ and $\Theta(x) = 0$ for $x < 0$. We use the symbols $[a, b] \equiv ab - ba$ and $\{a, b\} \equiv ab + ba$ for the commutator and anticommutator, respectively. We write $I$ for the identity operator, but often identify $c \in \mathbb{C}$ with $cI$. Two symbols † and ∗ are used for Hermitian conjugation of operators: the first is used in cases where operator domains are well-defined or of no concern, and the second in a weaker sense such that, if $A$ is an operator defined on a dense domain $\mathcal{D}$, then $"A"$ means “$A$ restricted to $\mathcal{D}$”.

Unless otherwise stated, and when there is no risk of confusion, a free variable or index in an identity can take any allowed value. For example, the relations in (2.2) hold true for all $k, k' \in (2\pi/L)(\mathbb{Z} + 1/2)$ and $r, r' = \pm$, whereas (2.3) holds true for $r = \pm$ but only those $k \in (2\pi/L)(\mathbb{Z} + 1/2)$ which satisfy the given condition.

Parameters: The following parameters are used:

| Parameter | Physical significance |
|-----------|-----------------------|
| $L$       | infrared cutoff (length of space) |
| $a$       | ultraviolet cutoff (interaction range) |
| $v_F$     | Fermi velocity |
| $v_P$     | phonon velocity |
| $\lambda$ | fermion-fermion coupling constant |
| $g$       | fermion-phonon coupling constant |

Variables: The following variable names are reserved for particular sets:

| Variables | Set           | Physical interpretation |
|-----------|---------------|-------------------------|
| $r, r', r_j$ | $\{+, -\}$ | chirality               |
| $x, x', y, x_j$ | $[-L/2, L/2]$ | positions               |
| $k, k', k_j$ | $(2\pi/L)(\mathbb{Z} + 1/2)$ | fermion momenta        |
| $p, p', p_j$ | $(2\pi/L)\mathbb{Z}$ | boson momenta          |
| $X, X'$ | $\{F, P\}$ | boson flavor indices    |
Appendix B  Bosonization in a nutshell

**Summation conventions:** The following abbreviations are used:

| Abbreviation | Meaning |
|--------------|---------|
| $\sum_r$     | $\sum_{r=\pm}$                               |
| $\sum_k$     | $\sum_{k \in \frac{2\pi}{L}(\mathbb{Z}+\frac{1}{2})}$ |
| $\sum_{p \neq 0}$ | $\sum_{p \in \frac{2\pi}{L}\mathbb{Z}\setminus\{0\}}$ |

(etc.)

**Useful formula:** The following formula is used repeatedly:

$$\sum_{p > 0} \frac{2\pi}{L} e^{-\xi_p} = -\ln \left( 1 - e^{-2\pi\xi/L} \right) \quad (\text{Re}(\xi) > 0).$$

(A.4)

Appendix B  Bosonization in a nutshell

In this appendix we give a survey of the results developed in this paper using a formal notation common in the physics literature. It serves to connect the results in this paper to the latter and as a summary. We also include remarks on the history of bosonization.

### B.1 Bosonization

The collection of mathematical results known as bosonization concern the quantum field theory model formally defined by the Hamiltonian

$$H_0 \equiv \int_{-L/2}^{L/2} dx \, v_F \sum_r :\psi_r^\dagger(x) r(-i\partial_x) \psi_r(x):$$

with fermion fields $\psi_r^{(1)}(x)$ satisfying antiperiodic boundary conditions and the CAR

$$\{ \psi_r(x), \psi_r^\dagger(y) \} = \delta_{r,r'} \delta(x - y), \quad \{ \psi_r(x), \psi_{r'}(y) \} = 0. \quad (B.2)$$

The fermion densities are formally defined as

$$J_r(x) \equiv :\psi_r^\dagger(x) \psi_r(x): .$$

(B.3)

By *bosonization* we mean the following three identities:

**The fermion densities obey non-trivial commutation relations:**

$$[J_r(x), J_{r'}(y)] = r \frac{1}{2\pi i} \delta_{r,r'} \partial_x \delta(x - y).$$

(B.4)
The Hamiltonian can be expressed in terms of fermion densities:

\[ H_0 = \pi v_F \sum_r \int_{-L/2}^{L/2} dx :J_r(x)^2:. \]  

(B.5)

The fermion fields can be expressed in terms of fermion densities:

\[ \psi_r(x) = \exp \left( r2\pi i\partial_x^{-1}J_r(x) \right). \]  

(B.6)

The r.h.s. of (B.4) is an example of a quantum field theory anomaly known as a *Schwinger term*, and the result in (B.5) is known by the name *Kronig’s identity*. Moreover, the inverse differential operator \( \partial_x^{-1} \) in (B.6) hides an important integration constant, which includes an infinite normalization constant and a so-called Klein factor (cf. (3.2)). Note that all three identities are consequences of mathematical subtleties related to normal ordering.

To explain the name *bosonization* we note that

\[
\Pi_F(x) \equiv -\sqrt{v_F}\pi \left[ J_+(x) - J_-(x) \right], \quad \Phi_F(x) \equiv \partial_x^{-1} \sqrt{\frac{\pi}{v_F}} \left[ J_+(x) + J_-(x) \right]
\]

are boson field operators since they are Hermitian and satisfy CCR:

\[
[\Phi_F(x), \Pi_F(y)] = i\delta(x-y), \quad [\Phi_F(x), \Phi_F(y)] = [\Pi_F(x), \Pi_F(y)] = 0,
\]

and it follows from (B.5) that the fermion Hamiltonian in (B.1) is identical with a boson Hamiltonian:

\[
H_0 = \frac{1}{2} \int_{-L/2}^{L/2} dx :\left( \Pi_F(x)^2 + v_F^2 \left[ \partial_x \Phi_F(x) \right]^2 \right):.
\]

(B.9)

Finally, the identity in (B.6) can be used to express all fermion correlation functions in terms of boson correlation functions, and the latter can be computed exactly.

Remark B.1. By interpreting \( v_F \) as the vacuum speed of light, the Hamiltonians in (B.1) and (B.9) define important models in particle physics: the former corresponds to massless Dirac fermions, and the latter to massless Klein-Gordon bosons, both in 1+1 dimensions. The inverse differential operator in (B.7), however, hides certain complications related to zero modes; see the closing discussion in Section 2 for details.

Remark B.2. From the point of view of particle physics described in the previous remark, the fermion densities in (B.3) correspond to fermion currents in light-cone coordinates. This explains why we use the symbol \( J_r(x) \) for these operators.

Remark B.2. From the point of view of particle physics described in the previous remark, the fermion densities in (B.3) correspond to fermion currents in light-cone coordinates. This explains why we use the symbol \( J_r(x) \) for these operators.

---

18Actually, what is usually called Kronig’s identity is

\[
\int_{-L/2}^{L/2} dx :\psi_r^\dagger(x)r(-i\partial_x)\psi_r(x): = \pi \int_{-L/2}^{L/2} dx :J_r(x)^2:.
\]

However, we only need the somewhat weaker form stated in (B.5).
B.2 Formal solution of the fermion-phonon model

The formal bosonization results in (B.1)–(B.9) can be used to bosonize the fermion-phonon model in (1.1)–(1.4) as follows. By restating the model with an infrared cutoff \( L > 0 \), we note that the free-fermion Hamiltonian in (B.1) is part of the fermion-phonon Hamiltonian with the cutoff in place. As a result, this entire Hamiltonian can be cast in the form

\[
H = \int_{-L/2}^{L/2} dx \left( \frac{1}{2} (\Pi_F(x)^2 + v_F^2 [\partial_x \Phi_F(x)]^2) + \frac{1}{2} (\Pi_P(x)^2 + v_P^2 [\partial_x \Phi_P(x)]^2) + \frac{\lambda}{2\pi v_F} (\Pi_P(x)^2 + v_P^2 [\partial_x \Phi_P(x)]^2) + g \sqrt{\frac{v_F}{\pi}} [\partial_x \Phi_F(x)][\partial_x \Phi_P(x)] \right) \tag{B.10}
\]

consisting only of bosons field operators \( \Phi_X(x) \) and \( \Pi_X(x) \) in the sense that the latter are Hermitian and satisfy CCR:

\[
\left[ \Phi_X(x), \Pi_Y(y) \right] = i\delta(x - y), \quad \left[ \Phi_X(x), \Phi_Y(y) \right] = \left[ \Pi_X(x), \Pi_Y(y) \right] = 0. \tag{B.11}
\]

A Hamiltonian of this type can be diagonalized by a Bogoliubov transformation. Moreover, as in the free-fermion case, all fermion correlation functions can be computed using the identity in (B.6). In the formal discussion given here, we have ignored serious mathematical difficulties. For instance, it is standard practice to construct a Hilbert space for the non-interacting model, i.e. the Hamiltonian in (1.1) with \( \lambda = g = 0 \). However, this Hilbert space does not contain the ground state of the interacting model. Furthermore, one can show that the exact fermion two-point correlation functions for the interacting model are inconsistent with the CAR in (B.2). This was discussed by Wilson in [42] for the massless Thirring model, which corresponds to the special case \( g = 0 \), and it is equally true for \( g \neq 0 \).

B.3 From formal to precise results

To avoid difficulties with the distributional nature of quantum fields, we work with field operators in Fourier space:

\[
\hat{\psi}_r(k) = \frac{1}{\sqrt{2\pi}} \int_{-L/2}^{L/2} dx \psi_r(x)e^{-ikx}, \quad \hat{J}_r(p) = \int_{-L/2}^{L/2} dx J_r(x)e^{-ipx}, \tag{B.12}
\]

where \( k \in (2\pi/L)(\mathbb{Z} + 1/2) \) and \( p \in (2\pi/L)\mathbb{Z} \) are fermion and boson momenta, respectively. (Note that one can regard \( \hat{\psi}_r^{(t)}(k) \) and \( \hat{J}_r(p) \) as fermion field operators and density operators, respectively, smeared out by test functions, the latter being plane waves.) This can be used to write down and prove precise versions of the formal bosonization results above; see Sections 2 and 3. Similarly, as in the case of free fermions, our strategy to
make the fermion-phonon model precise is also to work in Fourier space:

\[
\hat{\Pi}_P(p) = \frac{1}{\sqrt{2\pi}} \int_{-L/2}^{L/2} dx \Pi_P(x) e^{-ipx}, \quad \hat{\Phi}_P(p) = \frac{1}{\sqrt{2\pi}} \int_{-L/2}^{L/2} dx \Phi_P(x) e^{-ipx}, \quad (B.13)
\]

\[
\hat{\lambda}_a(p) = \int_{-L/2}^{L/2} dx \lambda_a(x) e^{-ipx}, \quad \hat{g}_a(p) = \int_{-L/2}^{L/2} dx g_a(x) e^{-ipx}. \quad (B.14)
\]

This and (B.12) can be used to obtain the precise formulation of the fermion-phonon model in Section 4 from the formal definition in the introduction.

**Appendix C  Operators and quadratic forms**

Many non-trivial mathematical questions in quantum physics are due to unbounded (Hilbert space) operators. For instance, products and commutators of unbounded operators need not be defined, formally symmetric operators need not be self-adjoint, etc.; see e.g. [30]. To keep this paper self-contained, we collect a number of results which allow us to settle such questions for the operators encountered in the main text.

**C.1 Quadratic forms**

Consider a complex Hilbert space \( F \) with inner product \( \langle \cdot, \cdot \rangle \), and let \( \mathcal{D} \) be a dense subset of \( F \). A quadratic form \( q \) on \( \mathcal{D} \) is a map \( \mathcal{D} \times \mathcal{D} \to \mathbb{C} \), \( (f, g) \mapsto q(f, g) \) such that \( q(\cdot, g) \) is conjugate linear and \( q(f, \cdot) \) is linear; see e.g. Section VIII.6 in [30].

Choose some fixed complete orthonormal basis in \( F \) labeled by a countable set of quantum numbers; we write this basis as \( \{ \eta_n \}_{n \in \mathbb{N}} \), without loss of generality. We are mainly interested in the case where \( F \) is a fermion Fock space and \( \{ \eta_n \}_{n \in \mathbb{N}} \) are either the fermion states in \((2.6)\) or the boson states in \((2.56)\).

Let \( \mathcal{D} \) be the set of all finite linear combinations of the basis states \( \eta_n \),\(^{19}\) and let

\[
A \equiv (A_{n,m})_{n,m \in \mathbb{N}} \quad (C.1)
\]

be some infinite matrix with complex entries. Such a matrix can always be identified with a well-defined quadratic form on \( \mathcal{D} \) as follows:

\[
q_A(f, g) = \sum_{n,m=1}^{\infty} A_{n,m} \langle f, \eta_n \rangle \langle \eta_m, g \rangle \quad (f, g \in \mathcal{D}) \quad (C.2)
\]

(note that this sum is always finite). Moreover, the adjoint \( A^\dagger \) of \( A \), given by

\[
(A^\dagger)_{m,n} \equiv A_{n,m}, \quad (C.3)
\]

\(^{19}\)To be precise, \( \mathcal{D} \) is the set of all states \( \eta = \sum_{n=1}^{N} c_n \eta_n \) with \( c_n \in \mathbb{C} \) and finite \( N \in \mathbb{N} \).
is always well-defined as a quadratic form. However, to be able to identify this quadratic form with an operator on \( \mathcal{F} \):

\[
Af \equiv \sum_{n,m=1}^{\infty} A_{n,m} \eta_n \langle \eta_m, f \rangle \quad (f \in \mathcal{F}),
\]

one has to impose certain restrictions on the matrix elements \( A_{n,m} \). Note that we abuse notation and use the same symbol \( A \) for the matrix in (C.1), the corresponding quadratic form in (C.2), and, if it exists, the corresponding operator on \( \mathcal{F} \). If a quadratic form \( A \) can be identified with an operator, then the matrix elements correspond to expectation values of this operator:

\[
A_{n,m} = \langle \eta_n, A \eta_m \rangle.
\]

It should be noted that the product of two quadratic forms \( A \) and \( B \) need not be a well-defined operator even if both forms can be identified with operators. However, under certain restrictions on the matrix elements, it is true. In such cases, the operator product corresponds to the matrix product:

\[
(AB)_{n,m} = \sum_{k=1}^{\infty} A_{n,k} B_{k,m}.
\]

### C.2 Four lemmas

We now define a set of quadratic forms as in (C.2) satisfying conditions which rule out many of the possible difficulties mentioned.

**Definition C.1.** Let \( \mathcal{O}_f \) be the set of all matrices \( A \) as in (C.1) such that there exists an \( M < \infty \) such that, for all \( n \in \mathbb{N} \),

\[
A_{n,m} = A_{m,n} = 0 \quad \forall m > M.
\]

From this definition it follows that \( A \in \mathcal{O}_f \) if and only if \( A \eta, A^\dagger \eta \in \mathcal{D} \) for all \( \eta \in \mathcal{D} \).

It is, furthermore, easy to see that also the converse holds true. The following result is therefore obvious:

**Lemma C.2.** The set \( \mathcal{O}_f \) can be identified with a \( \ast \)-algebra of operators on \( \mathcal{F} \) with involution \( \dagger \) and identity \( I \) (i.e. \( I_{n,m} = \delta_{n,m} \)).

The above lemma makes precise in which sense many of the products and commutators of operators in the main text are well-defined.

It should be noted that an operator \( A \in \mathcal{O}_f \) satisfying \( A = A^\dagger \) does not necessarily define a self-adjoint operator; see e.g. [16] for the stronger conditions needed to ensure this. However, there is one important special case where this is trivially true:

**Lemma C.3.** Given \( A \in \mathcal{O}_f \) such that

\[
A \eta_n = a_n \eta_n \quad \text{with} \quad a_n \in \mathbb{R} \quad \forall n \in \mathbb{N}.
\]

Then \( A \) is the restriction of a unique self-adjoint operator on \( \mathcal{F} \).
(This is a simple consequence of the definition of self-adjoint operators; see e.g. [30].)

We often abuse notation and use the same symbol for the self-adjoint extension of such an operator \( A \).

In the main text we introduce vertex operators as quadratic forms of the kind discussed above, and we show that the product in (C.6) of two such quadratic forms is well-defined. There is an important case when one can conclude from this that a quadratic form can be identified with a unitary operator:

**Lemma C.4.** Let \( A \) be a quadratic form as defined in (C.1)–(C.2) and such that \( A^\dagger A \) and \( AA^\dagger \) both are well-defined and equal to the identity \( I \). Then \( A \) can be identified with a unique unitary operator on \( F \).

If this is the case we abuse notation and use the same symbol for the unitary operator extending \( A \).

**Proof.** Let \( f \in \mathcal{F} \) and \( f^{(n)} \), \( n \in \mathbb{N} \), a Cauchy sequence in \( D \) converging to \( f \). Then \( A^\dagger A = I \) implies that \( Af^{(n)} \) is also a Cauchy sequence in \( D \) with a unique limit \( \lim_{n \to \infty} Af^{(n)} \equiv Af \) depending only on \( f \). In a similar manner, \( AA^\dagger = I \) implies that \( A^\dagger \) has a unique extension from \( D \) to \( \mathcal{F} \). It is easy to see that these extensions satisfy \( A^\dagger Af = AA^\dagger f = f \) for all \( f \in \mathcal{F} \).

In the main text we use a simple strategy to establish commutation relations of unbounded operators with a common dense invariant domain \( D \): we introduce a cutoff \( \Lambda \) to approximate the unbounded operators by bounded ones (for which domain questions can be ignored), and we derive the result by taking the limit where the cutoff is removed; see also Remark 2.4. For the convenience of the reader we state a definition and a lemma underlying this strategy.

**Definition C.5. (Operator convergence)** Suppose \( A \in \mathcal{O}_f \) and let \( \{A^\Lambda\}_{\Lambda > 0} \) be a family of bounded operators. Then

\[
A = \lim_{\Lambda \to \infty} A^\Lambda \text{ on } D
\]  

(C.9)

means the following: for fixed \( f \in D \), the identity \( A^\Lambda f = Af \) holds independent of \( \Lambda \) for sufficiently large values (i.e. \( \exists \Lambda_0 < \infty \) such that \( A^\Lambda f = Af \ \forall \Lambda > \Lambda_0 \)).

**Lemma C.6.** Let \( \{A^\Lambda\}_{\Lambda > 0} \) be a family of bounded operators and suppose \( A \in \mathcal{O}_f \) such that (C.9) holds true, and similarly for \( \{B^\Lambda\}_{\Lambda > 0} \) and \( B \) (if \( B \) is bounded one can set \( B^\Lambda = B \)). For fixed \( f \in D \), assume there exists some \( C \in \mathcal{O}_f \) such that

\[
\left[ A^\Lambda, B^\Lambda \right] f = Cf
\]

(C.10)

holds true independent of \( \Lambda \) and \( \Lambda' \) for sufficiently large values. Then \( [A, B] = C \) on \( D \).

(The proof is straightforward and thus omitted.)
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