Quantum gravity with ghost pairs
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Abstract: We explicitly show that general local higher-derivative theories with only complex conjugate ghosts and normal real particles are unitary at any perturbative order in the loop expansion. The proof presented here relies on integrating the loop energies on complex paths resulting from the deformation of the purely imaginary paths, when the external energies are continued from imaginary to real values. Contrary to the case of nonlocal theories, where the same integration path was first proposed, for the classes of theories studied here the same procedure is not analytic, but the resulting theory is unitary and unique when the complex ghosts are present in pairs. As an explicit application, a special class of higher-derivative super-renormalizable or finite gravitational and gauge theories turns out to be unitary at any perturbative order if we exclude the complex ghosts from the spectrum of the theory, as it is normally accepted for Becchi–Rouet–Stora–Tyutin (BRST) ghosts. Finally, we propose an analogy between confined gluons in quantum Yang–Mills theory and classical complex pairs in local higher-derivative theories. According to such interpretation, complex ghosts will not appear on shell as asymptotic states because confined in what is natural to name “ghostballs.”
In 1977, K. Stelle proposed and extensively studied the most general four-derivative theory for pure gravity in four dimensions, namely [1]

\[ \mathcal{L} \propto R + \alpha R^2 + \beta \text{Ric}^2, \]  

(1.1)

where Ric is the Ricci tensor. Such theory shows good quantum properties such as renormalizability and asymptotic freedom [2–4], but the presence of a massive spin-two ghost instability at the classical level makes the theory non-unitary in its original quantization based on the Feynman prescription [1]. However, recently a new quantum prescription, based on the Cutkosky, Landshoff, Olive, and Polkinghorne [5] approach to Lee–Wick theories [6, 7], was proposed by Anselmi and Piva [8, 9]. This new prescription allows one
to get rid of the ghost instability and the unitarity problem is solved at any perturbative order in the loop expansion \([10]\). At the classical level, the ghost (which Anselmi and Piva named “fakeon” since it can only appear as a virtual or fake particle) is removed from the spectrum by solving its equations of motion by means of advanced plus retarded Green’s functions. Consistently, also the homogeneous solution \([11, 12]\) is fixed to zero. This is the classical equivalent of removal of ghosts in the quantum theory from the spectrum of allowed asymptotic states. In this respect, we will make shortly a comparison with the BRST ghosts.

The prescription described above is very general and can be applied not only to real as well as complex ghosts, but also to normal real particles. In particular, it can be applied to achieve perturbative unitarity in the theories with only complex conjugate poles proposed in \([13, 14]\) and based on the general higher-derivative (with more than four derivatives) action advanced in \([15]\). Thus, we end up with a large class of super-renormalizable or finite and unitary higher-derivatives theories of quantum gravity. In order to guarantee tree-level unitarity, the theory originally proposed in \([13, 14]\) was designed to have only complex conjugate massive poles in the propagator, besides the massless graviton. However, any higher-derivative theory turns out to be unitary according to the Anselmi–Piva prescription (AP). Similarly to Stelle’s theory, at the classical level the real ghosts (fakeons) are removed from the spectrum by solving their equations of motion by means of advanced plus retarded Green’s functions and by fixing to zero the homogeneous solution \([11, 12]\).

It is worth mentioning that Stelle’s theory \([1]\) with the AP prescription \([8, 9]\) is the only strictly renormalizable (i.e., not super-renormalizable or finite) and unitary theory of gravity in four dimensions. On the other hand, the theories proposed in \([14, 15]\) represent an infinite countable class of super-renormalizable or finite models for quantum gravity. However, a new approach to the early Universe recently proposed requires the fundamental theory to be finite and conformal invariant at the classical as well as at the quantum level \([16, 17]\). Therefore, we believe that the theories beyond Stelle’s are favored in such respect.

Let us here expand on the uniqueness issue in local as well as nonlocal quantum gravity. What really matters in quantum gravity is not the specific theory, but the universality class similarly to condense matter physics. Indeed, in the presence of integer-order derivatives we recognize three equivalence classes: (i) the four-derivative theory with AP prescription, which can be asymptotically free when coupled to higher-spin matter; (ii) local higher-derivative or nonlocal theories that could be super-renormalizable or (iii) finite. In the former case, the theories can be asymptotically free, while in the latter case they are certainly conformal invariant. Therefore, we have two possible scenarios: (i) all the fundamental interactions vanish in the ultraviolet regime or (ii) we end in a Weyl conformal phase at high energy. We can also distinguish local from nonlocal theories on the basis of the analyticity of scattering amplitudes. Indeed, contrary to the nonlocal theories the amplitudes in local theories show up cusps of nonanalyticity at the creation threshold of virtual particles.

From the physical point of view, we would like to present local quantum gravity with the AP prescription in analogy with the discovery of antimatter. If we take as our starting point the wave equation, in the beginning only matter was known to theoretical physicists.
because the Galilean relativity principle was perfectly compatible with Schrödinger’s wave equation, which is linear in the time derivative. However, Klein and Gordon first and Dirac afterwards proposed a two-derivate theory for particles compatible with the special relativity principle. The outcome was the discovery of antimatter. In our case, we are going beyond two-derivative theories with wave equations that have more than two derivatives. The outcome is the discovery of a new form of matter that exists only off-shell: the above-mentioned fakeons (see also the end of section 6 about the absence of fakeons in the spectrum of asymptotic states). Hence, we end up with a clear picture of all the theories with any number of derivatives that were discarded in the past because of the Ostrogradsky instability.

A last comment is about the analogy with gauge theories and BRST invariance. In any gauge-invariant theory, the gauge-fixing procedure leads to BRST invariance and, as an unavoidable consequence, to the presence of BRST ghosts. However, nobody questions the choice of fix the ghost number to be zero. In other words, we always assume that BRST ghosts do not go on-shell, i.e., that they never show up as asymptotic states. However, why this is actually correct? Because in the cut diagrams the BRST ghosts cancel with the longitudinal and temporal nonphysical degrees of freedom of the gauge fields, and, hence, they cannot be regenerated at any loop order in the loop expansion. Therefore, it is consistent to remove such ghost states from the spectrum because they will never reappear at any loop order. The same argument applies to fakeons, which can be consistently removed from the spectrum of the asymptotic states because the AP prescription guarantees that they will never appear again at any perturbative loop order.

In this paper, we focus on theories with only complex conjugate poles and we prove unitarity at any perturbative order, implementing the same procedure successfully applied to nonlocal field theories [18, 19]. Such procedure consists of integrating the internal loop energies on paths, in the complex hyperplane, that emerge analytically when external energies move from purely imaginary to real values. Contrary to the case of nonlocal theories, the same deformation of the path in local theories turns out to be a nonanalytic procedure because of the presence of complex conjugate poles, that do not allow to deform analytically the integration path in the loop amplitudes. Indeed, the extra complex poles (in the energy hyperplane) coming from different propagators pinch the integration path when the energies are real. Nevertheless, such singularities in the loop amplitudes are integrable, so that unitarity is fulfilled exactly because the ghosts appear in complex pairs.

2 Special classes of higher-derivative theories

In this section, we review three examples of local higher-derivative theories: a simple scalar, a gauge, and a gravitational higher-derivative field. However, for the sake of simplicity we will derive the Cutkosky rules only for the scalar field theory, while the generalization to the gauge and gravitational cases is straightforward making use of the Ward identities. The simplest higher-derivative scalar field theory with one real degree of freedom and a
pair of complex ghosts is described by the following Lagrangian,

\[ L_\phi = -\frac{1}{2} \phi \left[ \left( \Box - \frac{M^2}{2} \right)^2 + 1 \right] (\Box + m^2) \phi - \lambda \sum_{n=4}^{N} \frac{c_n}{n!} \phi^n, \quad N \in \mathbb{N}, \tag{2.1} \]

where \( M \) is a fundamental mass scale. A generalization of the theory is obtained by means of the following replacement in (2.1),

\[ \left[ \left( \Box - \frac{M^2}{2} \right)^2 + 1 \right] \rightarrow P(\Box), \tag{2.2} \]

where \( P \) is a polynomial of integer degree \( \gamma \) with only complex-conjugate zeros. The quantum theory becomes more convergent when increasing the degree \( \gamma \) of the polynomial \( P \). Moreover, the tree-level unitarity is secured as proved in [13, 14].

A local super-renormalizable gauge theory with complex ghosts was proposed in [13, 14] as a special polynomial limit of nonlocal gauge and/or gravitational theories [20–25], and afterwards a generalization of such theory was shown to be finite in [26, 27]. The action for the finite nonlocal Yang–Mills theory in flat spacetime reads

\[ S_{YM} = -\frac{1}{2g_{YM}^2} \int d^D x \text{tr} \left[ F P(D_M^2)F + s_g \frac{M^4}{F^2} (D_M^2)^{\gamma-2} F^2 \right], \quad \gamma \in \mathbb{N}, \tag{2.3} \]

where we used the gauge-covariant box operator defined by \( D_M^2 = D_\mu D^\mu / M^2 \), in which \( D_\mu \) is a gauge-covariant derivative (in the adjoint representation) acting on gauge-covariant field strength \( F := F_{\rho\sigma} = F_{\rho\sigma}^a T^a \) of the gauge potential \( A_\mu \) (where \( T^a \) are the generators of the gauge group in the adjoint representation). Moreover, \( M \) is an extra, likely large, mass scale, \( s_g \) is a dimensionless parameter, and \( \gamma \) is an integer that can be selected in order to have divergences only at one loop for a suitable choice of the degree \( \gamma \) of \( P \).

The action for gravity [21, 22, 24] consists of the Einstein–Hilbert term, a local operator that is quadratic in the Ricci tensor and Ricci scalar, and a potential at least cubic in the Riemann tensor, namely

\[ S_g = -\frac{1}{2\kappa^2} \int d^D x \sqrt{|g|} \left[ R + G_{\rho\sigma}^a R^a_{\rho\sigma} + V(\mathcal{R}) \right]. \tag{2.4} \]

where \( \kappa^2 = 8\pi G \) and \( R, R_{\rho\sigma}, \) and \( G_{\rho\sigma}^a \) are the Ricci scalar, Ricci curvature, and the Einstein tensor, respectively. Moreover, \( V(\mathcal{R}) \) is a generalized potential and \( \mathcal{R} \) stands for scalar, Ricci, or Riemann curvatures, and derivatives thereof. We work in signature \((+, -, \ldots, -)\). The local form factor \( \gamma(\Box) \) depends on the scale \( M \) and is defined in terms of a polynomial \( P(\Box) \) by

\[ \gamma(\Box) = \frac{P(\Box) - 1}{\Box}. \tag{2.5} \]

The minimal six-derivative super-renormalizable theory has been proposed for the first time in [14] and extensively studied at quantum level in [29]. The action reads

\[ S_g = -\frac{1}{2\kappa^2} \int d^D x \sqrt{|g|} \left[ R + \frac{G_{\rho\sigma}^a R^a_{\rho\sigma}}{M^4} + V(\mathcal{R}) \right]. \tag{2.6} \]
The propagators of the gauge and graviton fields are modified by the local form factors, but introducing only extra complex conjugate poles besides the real gauge fields and the graviton. Therefore, in momentum space \((k_\mu)\) the propagators for the theories \((2.3)\) and \((2.4)\), respectively, read

\[
G(k)^{YM}_{\mu\nu\ ab} = -i\delta_{ab}\frac{1}{P(k^2)\left(k^2 + i\epsilon\right)} \left(\eta_{\mu\nu} - \frac{k_\mu k_\nu}{k^2}\right) + \left(-\delta_{ab}\right)i\xi_{ym}\frac{k_\mu k_\nu}{\omega_{ym}(k^2)(k^2 + i\epsilon)} ,
\]

\[
G(k)^g = i\frac{1}{P(k^2)\left(k^2 + i\epsilon\right)} \left(P^{(2)} - \frac{1}{D - 2} P^{(0)}\right) + \frac{i\xi_g(2P^{(1)} + \bar{P}^{(0)})}{2(k^2 + i\epsilon)\omega_g(k^2)} ,
\]

where \(\xi_{ym}, \xi_g\) are gauge parameters and \(\omega_{ym}(k^2), \omega_g(k^2)\) are gauge-fixing weighting functions [22]. The vertices in the gauge theory \((2.3)\) and in the gravitational theory \((2.4)\) are very involved in order to preserve gauge and general coordinate invariance. However, they are harmless to unitarity because both theories are gauge-invariant or BRST-invariant. Therefore, it will be straightforward to prove their unitarity once it is proved for the higher-derivative scalar field theory \((2.1)\).

### 3 Cutkosky rules for a local scalar field theory

In this section, we compute the discontinuity of the amplitude for the scalar theory \((2.1)\) with \(n = 3\), namely, we focus on cubic interactions, at one and two loops, to finally state the general Cutkosky rules. The Cutkosky rules are an intermediate step towards the proof of unitarity and to formulate them we will need to calculate the imaginary part of the amplitudes.

The propagator in momentum space for the theory \((2.1)\) is easily obtained inverting the kinetic operator, and it reads

\[
G(k) = i\Delta_F(k) = \frac{iM^4}{(k^2 - m^2 + i\epsilon) \left[(k^2)^2 + M^4\right]} ,
\]

where we have introduced the usual Feynman prescription for the real pole. We do not introduce any prescription for the complex conjugate poles, but we simply modify the integration contour on the energies (one by one) from a purely imaginary one to a deformed complex path when the external energies are changed to real ones.

#### 3.1 One-loop bubble diagram

For the one-loop bubble diagram, the amplitude reads:

\[
\mathcal{M} = -\frac{i\lambda^2}{2} \left[\frac{M^4}{M^4 + m^4}\right]^2 \int \frac{d^4k}{(2\pi)^4} \frac{M^4}{(k^2 - m^2 + i\epsilon) \left[(k^2)^2 + M^4\right]} \times \frac{M^4}{[(p - k)^2 - m^2 + i\epsilon] \left[((p - k)^2)^2 + M^4\right]} ,
\]

\[
\text{(3.2)}
\]
where the two overall factors $M^4/(M^4 + m^4)$ come from the two external legs when the LSZ formula is employed. We will omit such constant from now on.

The one-loop integral (3.2) shows a total number of twelve poles in the $k^0$-plane. Six poles come from the first propagator in (3.2), and they read

$$
\bar{k}^0_{1,2} = \pm \sqrt{k^2 + m^2 - i\epsilon}, \quad k^0_{1,2} = \sqrt{k^2 \pm iM^2}, \quad k^0_{3,4} = -\sqrt{k^2 \pm iM^2},
$$

where normal real poles are denoted by $\bar{k}^0$ and complex poles are denoted simply by $k^0$. All the above poles (3.3) are fixed in the $k^0$-plane when we change the external energy $p^0$ from purely imaginary to real. On the other hand, the poles corresponding to the second propagator move in the $k^0$-plane when $p^0$ becomes real. Such poles are

$$
k^0_{3,4} = p^0 \pm \sqrt{(p - k)^2 + m^2 - i\epsilon},
\quad k^0_{5,6} = p^0 + \sqrt{(p - k)^2 \pm iM^2},
\quad k^0_{7,8} = p^0 - \sqrt{(p - k)^2 \pm iM^2}.
$$

For the sake of simplicity, we can assume the external momentum to be $p = 0$. In the continuation of the external energy from purely imaginary to real values, at some point the pole $k^0_7$ coincides with the pole $k^0_2$ and, at the same time, the pole $k^0_8$ coincides with the pole $k^0_1$. At such moment, the integration path $C$ is pinched and the amplitude becomes nonanalytic. In the left panel of Fig. 1, we show the positions of the poles before the pinching, while in the right panel we display the poles after the pinching. For $p \neq 0$, the position of the poles changes, but the pinching is unavoidable.
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**Figure 1.** Integration path for the one-loop bubble diagram in the complex energy plane $k^0$ before and after the pinching. The poles $k^0_8$ and $k^0_7$ move from the left to the right (left panel) till they pinch the integration path and they swap with the the poles $k^0_1$ and $k^0_2$, respectively (right panel). As proven in the main text, the pinching singularity is integrable and does not give any contribution to the imaginary part of the amplitude, but it contributes to the real part, as evident in Figs. 2 and 3. Notice that also $\bar{k}^0_3$ and $\bar{k}^0_4$ move towards the right.
According to Fig. 1 and Cauchy’s theorem, the integral along the path in the figure consists of three contributions: the integration along the imaginary axis, one residue contribution coming from one of the moving normal real poles, namely $k_4^0$, and the residue contribution coming from the left moving complex pair $k_{7,8}^0$. Indeed,

$$
\int_{-\infty}^{-i\infty} \cdots + \int_{+\infty}^{+i\infty} \cdots = (2\pi i) \text{Res}(k_4^0) + (2\pi i) \text{Res}(k_4^0) + (2\pi i) \text{Res}(k_8^0),
$$

$$
\int_C \cdots = \int_{-\infty}^{+\infty} \cdots + (2\pi i) \text{Res}(k_4^0) + (2\pi i) \text{Res}(k_7^0) + (2\pi i) \text{Res}(k_8^0). \quad (3.5)
$$

Schematically, we can write the amplitude as

$$
\mathcal{M} = \mathcal{M}_I + \mathcal{M}_{\text{ResR}} + \mathcal{M}_{\text{ResC}}. \quad (3.6)
$$

### 3.1.1 Imaginary part

Let us now compute the imaginary part of the above integral (3.6).

**Amplitude $\mathcal{M}_I$** — The integral $\mathcal{M}_I$ is purely real because all the poles are far from the imaginary axis. For the sake of simplicity, we take $p = 0$ and we use indiscriminately $p^0 = p_0$ thanks to our choice of metric signature ($\eta_{00} = +1$). Moreover, we replace $k^0 = i k_4$.

Hence, the integral $\mathcal{M}_I$ reads

$$
\mathcal{M}_I = -\frac{i\lambda^2 M^8}{2(2\pi)^4} \int dk_4 d^3k \frac{1}{(-k_4^2 - k^2 - m^2 + i\epsilon) \left[ (-k_4^2 - k^2)^2 + M^4 \right]} 
\times \frac{1}{\rho_0^2 - k_4^2 - k^2 - m^2 + i(\epsilon - 2p_0k_4)}
\times \frac{1}{\left( \rho_0^2 - k_4^2 - k^2 \right)^2 - (2p_0k_4)^2 + M^4 - i \left[ 2(\rho_0^2 - k_4^2 - k^2)(2p_0k_4) \right]} \quad (3.7)
$$

Taking the limit for $\epsilon \to 0$ (we will come back to this point after showing the result),

$$
\mathcal{M}_I = \lim_{\epsilon \to 0} \frac{\lambda^2 M^8}{2(2\pi)^4} \int dk_4 d^3k \frac{1}{(-k_4^2 - k^2 - m^2) \left[ (-k_4^2 - k^2)^2 + M^4 \right]} 
\times \frac{\rho_0^2 - k_4^2 - k^2 - m^2 + i(2p_0k_4)}{(\rho_0^2 - k_4^2 - k^2 - m^2)^2 + (2p_0k_4)^2}
\times \frac{\rho_0^2 - k_4^2 - k^2 - (2p_0k_4)^2 + M^4 + i \left[ 2(\rho_0^2 - k_4^2 - k^2)(2p_0k_4) \right]}{\left[ (\rho_0^2 - k_4^2 - k^2)^2 - (2p_0k_4)^2 + M^4 \right]^2 + \left[ 2(\rho_0^2 - k_4^2 - k^2)(2p_0k_4) \right]^2} \quad (3.8)
$$

We notice that the imaginary part of the integral above is an odd function of $k_4$. Therefore, for $\epsilon = 0$

$$
\text{Im } \mathcal{M}_I = 0 \quad (3.9)
$$

because we are integrating an odd function of $k_4$ on an even domain. For $\epsilon \neq 0$ the imaginary part is non zero, but we can safely take the limit $\epsilon \to 0$ in (3.7). Indeed, the first denominator is never zero because $k_4^2 + k^2 + m^2$ is always positive, while the third denominator for $k_4 \neq 0$ is never zero because it has a nonvanishing imaginary part. On the
other hand, the $k_4 = 0$ case is a zero-measure contribution to the integral. Let us expand on the latter case and focus on the third denominator in (3.7), which we can rewrite in the following way:

\[
\int_{-\tilde{\epsilon}}^{-\tilde{\epsilon}} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 + i(\epsilon - 2p_0k_4)} + \int_{\tilde{\epsilon}}^{+\tilde{\epsilon}} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 + i(\epsilon - 2p_0k_4)} + \int_{+\tilde{\epsilon}}^{+\infty} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 + i(\epsilon - 2p_0k_4)}.
\] (3.10)

In the first and third integral, we can take $\epsilon = 0$ because $k_4$ is nonvanishing and, then, the denominator is never zero, too, since it has a nonvanishing imaginary contribution $-2i\epsilon p_0 k_4$. Hence, the integral above (3.10) simplifies to

\[
\int_{-\tilde{\epsilon}}^{-\tilde{\epsilon}} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 - i2p_0k_4} + \int_{\tilde{\epsilon}}^{+\tilde{\epsilon}} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 + i(\epsilon - 2p_0k_4)} + \int_{+\tilde{\epsilon}}^{+\infty} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 - i2p_0k_4}.
\] (3.11)

On the other hand, for $\epsilon \to 0$ the second integral in (3.11) reads

\[
\lim_{\epsilon \to 0} \lim_{\tilde{\epsilon} \to 0} \int_{-\tilde{\epsilon}}^{+\tilde{\epsilon}} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 + i(\epsilon - 2p_0k_4)} = \lim_{\epsilon \to 0} \lim_{\tilde{\epsilon} \to 0} \int_{-\tilde{\epsilon}}^{+\tilde{\epsilon}} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 - i(\epsilon - 2p_0k_4)} + \int_{\tilde{\epsilon}}^{+\tilde{\epsilon}} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 + i(\epsilon - 2p_0k_4)} + \int_{+\tilde{\epsilon}}^{+\infty} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 - i2p_0k_4}\]

\[
\lim_{\epsilon \to 0} 2\tilde{\epsilon} \left[ PV \frac{1}{p_0^2 - k_4^2 - m^2} - i\pi \delta(p_0^2 - k_4^2 - m^2) \right] (\ldots) |_{k_4 = 0} = 0,
\] (3.12)

where in the next-to-last step we evaluated the integrand in $k_4 = 0$ for $\tilde{\epsilon} \to 0$, and at the last step we made use of the following identity for distributions: $\lim_{\epsilon \to 0} \tilde{\epsilon} \delta(z) = 0$. Indeed, in the space of distributions for finite $f(0)$

\[
\lim_{\tilde{\epsilon} \to 0} \int d\tilde{\epsilon} \tilde{\epsilon} \delta(z) f(z) = \lim_{\tilde{\epsilon} \to 0} \tilde{\epsilon} f(0) = 0.
\] (3.13)

Therefore, the second integral does not contribute to (3.11), and we can replace (3.11) with:

\[
\int_{-\infty}^{+\infty} \frac{dk_4 (\ldots)}{p_0^2 - k_4^2 - k_4^2 - m^2 - i2p_0k_4}.
\] (3.14)

In other words, we can take $\epsilon = 0$ in the third denominator of (3.7). Coming back to the first denominator in (3.7), but for $m = 0$, in a similar manner we can show that the contribution to the integral in $k_4$ is of zero measure.

**Amplitude $M_{\text{Res}}$** — We now evaluate the contribution of $M_{\text{Res}}$ to the imaginary part of the integral. For that purpose, we have to pick up the residue at the pole $k_4^0$, namely

\[
M_{\text{Res}} = (2\pi i) \text{Res}(k_4^0) \sigma(\text{Re} k_4^0)
\]
\[
\begin{align*}
\mathcal{M}_{\text{ResR}} &= -\frac{\lambda^2 M^8}{2(2\pi)^2 m^4 + M^4} \int_m^{p_0} dE \left[ \text{PV} \left( \frac{\sqrt{E^2 - m^2}}{p_0(p_0 - 2E)} \right) \frac{1}{(p_0^2 - 2p_0E + m^2)^2 + M^4} \right] \\
&= -\frac{\lambda^2 M^8}{2(2\pi)^2 m^4 + M^4} \int_m^{p_0} dE \left[ \text{PV} \left( \frac{\sqrt{E^2 - m^2}}{p_0(p_0 - 2E)} \right) \frac{1}{(p_0^2 - 2p_0E + m^2)^2 + M^4} \right] \\
&\quad - i\pi \frac{\sqrt{E^2 - m^2}}{p_0} \frac{\delta(p_0 - 2E)}{(p_0^2 - 2p_0E + m^2)^2 + M^4} \\
&= -\frac{\lambda^2 M^8}{2(2\pi)^2 m^4 + M^4} \int_m^{p_0} dE \left[ \text{PV} \left( \frac{\sqrt{E^2 - m^2}}{p_0(p_0 - 2E)} \right) \frac{1}{(p_0^2 - 2p_0E + m^2)^2 + M^4} \right] \\
&\quad - i\pi \frac{\sqrt{E^2 - m^2}}{p_0} \frac{\delta[-2(E - p_0/2)]}{(p_0^2 - 2p_0E + m^2)^2 + M^4}.
\end{align*}
\]

Evaluating the second integrand in \(E\),

\[
\begin{align*}
\mathcal{M}_{\text{ResR}} &= -\frac{\lambda^2 M^8}{2(2\pi)^2 m^4 + M^4} \int_m^{p_0} dE \text{ PV} \left( \frac{\sqrt{E^2 - m^2}}{p_0(p_0 - 2E)} \right) \frac{1}{(p_0^2 - 2p_0E + m^2)^2 + M^4} \\
&\quad + \left( -\frac{\lambda^2 M^8}{2(2\pi)^2 m^4 + M^4} \right) (-i\pi) \frac{\sqrt{(\frac{p_0}{2})^2 - m^2}}{2p_0} \frac{1}{(p_0^2 - 2p_0E + m^2)^2 + M^4}.
\end{align*}
\]

Finally,

\[
\begin{align*}
\mathcal{M}_{\text{ResR}} &= \frac{\lambda^2 M^8}{2(2\pi)^2 m^4 + M^4} \int_m^{p_0} dE \text{ PV} \left( \frac{\sqrt{E^2 - m^2}}{p_0(p_0 - 2E)} \right) \frac{1}{(p_0^2 - 2p_0E + m^2)^2 + M^4} \\
&\quad + \frac{\lambda^2}{32\pi} \frac{M^8}{m^4 + M^4} \sqrt{1 - \frac{4m^2}{p_0^2}} \sigma(p - 2m).
\end{align*}
\]
Therefore, the imaginary part of $\mathcal{M}_{\text{ResR}}$ can be written as:

$$\text{Disc } \mathcal{M}_{\text{ResR}} \equiv 2i \Im \mathcal{M}_{\text{ResR}} = -\frac{i\lambda^2}{2} \frac{M^8}{(m^4 + M^4)^2} \int \frac{d^4k}{(2\pi)^4} (-2\pi i) \delta^4(k^2 - m^2) (-2\pi i) \delta^4[(p - k)^2 - m^2],$$

(3.19)

where “Disc” stands for discontinuity. For the sake of completeness, we now show that the second contribution to (3.18) and (3.19) are equivalent, i.e.,

$$\text{Disc } \mathcal{M}_{\text{ResR}} = -\frac{i\lambda^2}{2} \frac{M^8}{(m^4 + M^4)^2} \int \frac{d^4k}{(2\pi)^4} (-2\pi i) \delta^4(k^2 - m^2) (-2\pi i) \delta^4[(p - k)^2 - m^2]$$

$$= -\frac{i\lambda^2}{2} \frac{M^8}{(m^4 + M^4)^2} \int \frac{d^4k}{(2\pi)^4} \frac{1}{4E^2} \delta(k_0^2 - E^2) \delta[(p_0 - k_0)^2 - E^2]$$

$$= \frac{i\lambda^2}{2} \frac{4\pi^2 M^8}{(m^4 + M^4)^2} \int \frac{d^4k}{(2\pi)^4} \frac{1}{4E^2} \delta(k_0^2 - E^2) \delta[(p_0 - k_0)^2 - E^2]$$

$$\times [\delta(k_0 + E) + \delta(k_0 - E)] [\delta(p_0 - k_0 + E) + \delta(p_0 - k_0 - E)]$$

$$+ \delta(k_0 - E) \delta(p_0 - k_0 + E) + \delta(k_0 - E) \delta(p_0 - k_0 - E)] \right].$$

(3.20)

Since $p_0 > 0$, the above integral simplifies to:

$$\text{Disc } \mathcal{M}_{\text{ResR}} = \frac{i\lambda^2}{2} \frac{4\pi^2 M^8}{(m^4 + M^4)^2} \int \frac{d^4k}{(2\pi)^4} \frac{1}{4E^2} \delta(k_0^2 - E^2) \delta[(p_0/2 - E)]$$

$$\times \left[ \delta(p_0 + 2E) + \delta(p_0) + \delta(p_0 - 2E) \right]$$

(3.16)

$$= \frac{i\lambda^2}{2} \frac{4\pi^2 M^8}{(m^4 + M^4)^2} \int \frac{dE}{(2\pi)^4} \frac{4\pi \sqrt{E^2 - m^2}}{4E} \frac{\delta(p_0/2 - E)}{2}$$

$$= \frac{i\lambda^2}{16\pi} \frac{M^8}{(m^4 + M^4)^2} \sqrt{1 - \frac{4m^2}{p_0^2}} \sigma(p_0 - 2m)$$

$$= 2i \Im \mathcal{M}_{\text{ResR}}. \right.$$

(3.21)

It deserves to be noticed that the real part of the amplitude $\mathcal{M}_{\text{ResR}}$ [namely the first integral in (3.18)] is singular in $E = p_0/2$. However, such singularity can be integrated splitting the integration domain into three regions: (here $\varepsilon$ is not the same of the Feynman prescription at the real pole):

$$\int_m^\infty dE (\ldots) = \int_m^{p_0/2 - \varepsilon} dE (\ldots) + \int_{p_0/2 - \varepsilon}^{p_0/2 + \varepsilon} dE (\ldots) + \int_{p_0/2 + \varepsilon}^\infty dE (\ldots).$$

(3.22)

It turns out that the second integral above is zero when properly computed by the mean of the principal value. Indeed, we can explicitly perform the first integral in (3.18):

$$\int_{p_0/2 - \varepsilon}^{p_0/2 + \varepsilon} dE (\ldots) = \int_{p_0/2 - \varepsilon}^{p_0/2 + \varepsilon} dE \frac{\sqrt{E^2 - m^2}}{p_0(p_0 - 2E)} \frac{1}{(p_0^2 - 2p_0 E + m^2)^2 + M^4},$$

(3.23)
which for \( E \simeq p_0/2 \) can be approximated with (we make the replacement \( E \simeq p_0/2 \) everywhere except when the integral is singular)

\[
\int_{p_0/2-\epsilon}^{p_0/2+\epsilon} dE \left( \ldots \right) = \int_{p_0/2-\epsilon}^{p_0/2+\epsilon} dE \frac{\sqrt{(p_0/2)^2 - m^2}}{p_0(p_0 - 2E)} \frac{1}{(p_0^2 - 2p_0(p_0/2) + m^2)^2 + M^4} = \frac{\sqrt{(p_0/2)^2 - m^2}}{-2p_0(m^4 + M^4)} \int_{p_0/2-\epsilon}^{p_0/2+\epsilon} dE \frac{1}{E - p_0/2} = \frac{\sqrt{(p_0/2)^2 - m^2}}{-2p_0(m^4 + M^4) \ln |\epsilon|} = 0. \tag{3.24}
\]

**Amplitude \( \mathcal{M}_{\text{ResC}} \)** — In order to get \( \mathcal{M}_{\text{ResC}} \), we have to pick up the residues at the poles in \( k_7^0, k_8^0 \):

\[
\mathcal{M}_{\text{ResC}} = -\frac{i\lambda^2}{2} (2\pi i) \left[ \text{Res}(k_7^0) \sigma(\text{Re } k_7^0) + \text{Res}(k_8^0) \sigma(\text{Re } k_8^0) \right] . \tag{3.25}
\]

Let us now compute the two contributions above one by one. The first residue reads

\[
\text{Res}(k_7^0) = M^8 \int \frac{d^3k}{(2\pi)^4} \frac{1}{p_0^2 - 2p_0\sqrt{k^2} + iM^2 + iM^2 - m^2} \times \frac{1}{(p_0^2 - 2p_0\sqrt{k^2} + iM^2 + iM^2)^2 + M^4} \frac{1}{iM^2 - m^2 - 4iM^2 \sqrt{k^2} + iM^2} . \tag{3.26}
\]

The second residue reads

\[
\text{Res}(k_8^0) = M^8 \int \frac{d^3k}{(2\pi)^4} \frac{1}{p_0^2 - 2p_0\sqrt{k^2} - iM^2 - iM^2 - m^2} \times \frac{1}{(p_0^2 - 2p_0\sqrt{k^2} - iM^2 - iM^2)^2 + M^4} \frac{1}{-iM^2 - m^2 - 4iM^2 \sqrt{k^2} - iM^2} . \tag{3.27}
\]

Since \( \text{Res}(k_7^0) \) and \( \text{Res}(k_8^0) \) are complex conjugate functions, it turns out that the sum of the two residues is purely real, namely

\[
\mathcal{M}_{\text{ResC}} = \frac{\lambda^2}{2} (2\pi) 2 \text{Re } \text{Res}(k_7^0) \quad \text{or} \quad \mathcal{M}_{\text{ResC}} = \frac{\lambda^2}{2} (2\pi) 2 \text{Re } \text{Res}(k_8^0) . \tag{3.28}
\]

Finally,

\[
\mathcal{M}_{\text{ResC}} = \lambda^2 M^8 \text{Re} \left\{ \int \frac{d^3k}{(2\pi)^4} \frac{\sigma(\text{Re } k_7^0)}{p_0^2 - 2p_0\sqrt{k^2} + iM^2 + iM^2 - m^2} \times \frac{1}{(p_0^2 - 2p_0\sqrt{k^2} + iM^2 + iM^2)^2 + M^4} \frac{1}{iM^2 - m^2 - 4iM^2 \sqrt{k^2} + iM^2} \right\} . \tag{3.29}
\]

So far we have showed that only the real “normal” particle contributes to the imaginary part of the amplitude:

\[
\text{Disc } \mathcal{M} = 2i \text{Im } \mathcal{M} = 2i \text{Im } (\mathcal{M}_1 + \mathcal{M}_{\text{ResR}} + \mathcal{M}_{\text{ResC}}) = 2i \text{Im } \mathcal{M}_{\text{ResR}}
\]
\[ \int \frac{\lambda^2 M^8}{(m^4 + M^4)^2} \int \frac{d^4k}{(2\pi)^4} (-2\pi i) \delta(k^2 - m^2)(-2\pi i)\delta[(p - k)^2 - m^2]. \quad (3.30) \]

However, the amplitudes (3.26) and (3.27) are not analytic because of the pinching singularity that occurs for \( k_0^2 = k_2^0 \) or \( k_0^3 = k_3^0 \).

Since \( k \) and \( p_0 \) are real, the first and third denominators in (3.29) are regular everywhere, while the second denominator in (3.29) is singular in \( k = |k| = \sqrt{p_0^2 - 4M^4} \) (pinching singularity), as we are going to show. The second denominator reads:

\[
0 = \left( p_0^2 - 2p_0 \sqrt{k^2 + iM^2 + iM^2} \right)^2 + M^4
= \left( p_0^2 - 2p_0 \sqrt{k^2 + iM^2 + iM^2} \right) \left[ \left( p_0^2 - 2p_0 \sqrt{k^2 + iM^2 + iM^2} \right) - iM^2 \right].
\quad (3.31)

Therefore, the only real solution for \( k \) is

\[
k = \frac{\sqrt{p_0^2 - 4M^4}}{2p_0}. \quad (3.32)
\]

However, we can prove that such singularity is integrable by dividing the whole integration region in (3.29) into three sectors (here \( \epsilon \) is not the same of the Feynman prescription):

\[
\int_0^\infty dk (\ldots) = \int_0^{\alpha - \epsilon} dk (\ldots) + \int_0^{\alpha + \epsilon} dk (\ldots) + \int_0^{\infty} dk (\ldots), \quad \alpha = \frac{\sqrt{p_0^2 - 4M^4}}{2p_0}. \quad (3.33)
\]

The integrand is well defined in the first and third integration domain, but it meets a singularity in the second region. However, when we send \( \epsilon \) to zero, such integrand is antisymmetric with respect to the point \( k = \alpha \), and, thus, it vanishes. On the other hand, the first and third integrals can be computed numerically taking \( \epsilon \) to be smaller and smaller and showing that the result is independent of such parameter (we got the same result varying in the range \( \epsilon = 10^{-10} - 10^{-20} \)).

Let us now show that the integral \( \int_0^{\alpha - \epsilon} dk (\ldots) \) in (3.33) is zero. Around the pinching at \( k = \alpha \), the radial variable \( k \) in the integrand can be replaced by \( \alpha \) everywhere except in the second denominator of (3.29), which turns out to be singular. Therefore, the integral simplifies to

\[
\int_0^{\alpha + \epsilon} dk (\ldots) \propto \int_0^{\alpha + \epsilon} \frac{1}{(p_0^2 - 2p_0 \sqrt{k^2 + iM^2 + iM^2})^2 + M^4}
= \int_0^{\alpha + \epsilon} \frac{1}{(p_0^2 - 2p_0 \sqrt{k^2 + iM^2 + iM^2}) + iM^2}
\times \frac{1}{(p_0^2 - 2p_0 \sqrt{k^2 + iM^2 + iM^2}) - iM^2}. \quad (3.34)
\]

Rationalizing the first term at the denominator of (3.34),

\[
\int_0^{\alpha + \epsilon} dk (\ldots) \propto \int_0^{\alpha + \epsilon} \frac{1}{p_0^2 - 2p_0 \sqrt{k^2 + iM^2 + 2iM^2}} \frac{1}{p_0^2 - 2p_0 \sqrt{k^2 + iM^2}}
\]
Performing the change of variables \( k \rightarrow k' = k^2 \), \( dk' = 2k\,dk \), and introducing the new small parameter \( \varepsilon' = 2\alpha\varepsilon > 0 \),

\[
\begin{align*}
& \int_{\alpha-\varepsilon}^{\alpha+\varepsilon} dk \, (\ldots) \\
& \propto \int_{\alpha-\varepsilon'}^{\alpha+\varepsilon'} \frac{dk'}{2\sqrt{k'}} \frac{p_0^2 + 2iM^2 + 2p_0\sqrt{k'} + iM^2}{p_0^4 - 4M^4 - 4p_0^2k'} \frac{1}{p_0^2 - 2p_0\sqrt{k'} + iM^2} \\
& \approx \frac{p_0}{\sqrt{p_0^4 - 4M^4}} \frac{p_0^2 + 2iM^2 + p_0^2 + 2iM^2}{2\alpha} \frac{1}{-4p_0^2(k' - \alpha^2)} \frac{1}{p_0^2 - (p_0^2 + 2iM^2) \int_{\alpha-\varepsilon'}^{\alpha+\varepsilon'} \frac{dk'}{k' - \alpha^2}} \\
& = -i \frac{p_0^2 + 2iM^2}{4p_0M^2 \sqrt{p_0^4 - 4M^4}} \int_{\alpha-\varepsilon'}^{\alpha+\varepsilon'} \frac{dk'}{k' - \alpha^2} \\
& = -i \frac{p_0^2 + 2iM^2}{4p_0M^2 \sqrt{p_0^4 - 4M^4}} \ln \left( \frac{|\varepsilon'|}{|\varepsilon'| - \varepsilon'} \right) = 0. 
\end{align*}
\]

### 3.1.2 Real part

The real part of the amplitudes is evaluated implementing numerically the prescriptions (3.22) and (3.33) in the expression

\[
\text{Re } \mathcal{M} = \text{Re } \mathcal{M}_1 + \text{Re } \mathcal{M}_{\text{ResR}} + \text{Re } \mathcal{M}_{\text{ResC}}. 
\]  

The real part of the total amplitude around the pinching is plotted in Fig. 2. The cusp located at \( p_0 = 2m \) corresponds to the normal threshold, while the little cusp at \( p_0 = \sqrt{2}M \) corresponds to the threshold at the pinching singularity. In the left panel of Fig. 3, we consider the case \( m = M = 1 \), in which the two mass scales coincide. The two cusps are now of the same of magnitude, but are not equal. Finally, in the right panel of Fig. 3 the two thresholds coincide for \( m = 1/\sqrt{2} \) and \( M = 1 \).

For the sake of completeness, in Appendix A we also explicitly compute the discontinuity of the one-loop triangular and square amplitudes.

### 3.2 Two-loop amplitude

In this section, we study the two-loop bubble amplitude for the \( \phi^4 \) theory. The two-loop amplitude consists of three internal propagators and two vertices:

\[
\mathcal{M} = -\frac{\lambda^2 M^{12}}{2} \int \frac{id^4 k_2 \, id^4 k_1}{(2\pi)^4 \sqrt{(k_1^2 - m^2 + i\epsilon)(k_1^2 + M^4)(k_2^2 - m^2 + i\epsilon)(k_2^2 + M^4)}} \\
\times \frac{1}{[(p - k_1 - k_2)^2 - m^2 + i\epsilon][(p - k_1 - k_2)^4 + M^4]},
\]  

where, according to the definition of the quantum theory, we assumed purely imaginary external energy and integrated both the internal energies \( k_1^0 \) and \( k_2^0 \) along the imaginary
Figure 2. Left panel: real part of the amplitude around the pinching at $k_{01}^0 = k_{2}^0$ (or $k_{8}^0 = k_{1}^0$) for $m = 3$ and $M = 1$. Right panel: real part of the amplitude for $m = 0.1$, $M = 1$. The plot explicitly shows that the amplitude is nonanalytic also at the threshold $p_0 = \sqrt{2M} = \sqrt{2}$.

Figure 3. Left panel: real part of the amplitude with $m = M = 1$. The real physical threshold is at $p_0 = 2$ and the virtual threshold at $p_0 = \sqrt{2}$. Right panel: real part of the amplitude with $m = 1/\sqrt{2}$ and $M = 1$. For such values of the masses, the two cusps overlap.
paths $C_1$ and $C_2$, respectively,

$$
\mathcal{M} = -\frac{\lambda^2 M^{12}}{2} \int_{C_2 \times \mathbb{R}^3} \frac{id^4 k_2}{(2\pi)^4} \int_{C_1 \times \mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_2^2 - m^2 + i\epsilon)(k_2^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_1^2 - m^2 + i\epsilon)(k_1^4 + M^4)} \frac{1}{(p - k_1 - k_2)^2 - m^2 + i\epsilon} \frac{1}{(p - k_1 - k_2)^4 + M^4} .
$$

(3.39)

Let us first consider the twelve poles in the $k_0^0$-plane, i.e.,

$$
k_{1,1,2}^0 = \pm \sqrt{k_1^2 + m^2 - i\epsilon}, \quad k_{1,3,4}^0 = p^0 - k_2^0 \pm \sqrt{k_1^2 + m^2 - i\epsilon}, \quad k_{1,5,6}^0 = p^0 - k_2^0 + \sqrt{(k_1 + k_2)^2} \pm iM^2, \quad k_{1,7,8}^0 = p^0 - k_2^0 - \sqrt{(k_1 + k_2)^2} \pm iM^2,
$$

(3.40)

where normal poles are denoted by $k_{1,1,2}^0$ and complex poles are denoted by $k_{1,3,4}^0$. Moreover, we again take $p = 0$. As in the case of the one-loop amplitude, only the poles $k_{1,1,4}^0$, $k_{1,7,7}^0$, and $k_{1,8,8}^0$ move across the imaginary axis when we move the external energy from purely imaginary to real values. Therefore, $k_{1,1,4}^0$, $k_{1,7,7}^0$, and $k_{1,8,8}^0$ will contribute to the residues, and, accordingly, the amplitude (3.39) can be divided into four terms:

$$
\mathcal{M} \equiv \mathcal{M}_1 + \mathcal{M}_2 + \mathcal{M}_3 + \mathcal{M}_4 .
$$

(3.41)

When we implement the Cauchy theorem in the above formula, the $\mathcal{M}_1$ contribution is the integral along the imaginary axis:

$$
\mathcal{M}_1 = -\frac{\lambda^2 M^{12}}{2} \int_{C_2 \times \mathbb{R}^3} \frac{id^4 k_2}{(2\pi)^4} \int_{C_1 \times \mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_1^2 - m^2 + i\epsilon)(k_1^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_2^2 - m^2 + i\epsilon)(k_2^4 + M^4)} \frac{1}{(p - k_1 - k_2)^2 - m^2 + i\epsilon} \frac{1}{(p - k_1 - k_2)^4 + M^4} .
$$

(3.42)

The $\mathcal{M}_2$ term is the contribution of the residue evaluated in $k_{1,1,4}^0$:

$$
\mathcal{M}_2 = -\frac{\lambda^2 M^{12}}{2} \int_{C_2 \times \mathbb{R}^3} \frac{id^4 k_2}{(2\pi)^4} \int_{C_1 \times \mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_1^2 - m^2 + i\epsilon)(k_1^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^3 k_1}{(2\pi)^4} (2\pi i) \frac{1}{(k_2^2 - m^2 + i\epsilon)(k_2^4 + M^4)} \frac{1}{(p - k_1 - k_2)^2 - m^2 + i\epsilon} \frac{1}{m^4 + M^4} \sigma [\text{Re}(k_{1,1,4}^0)] .
$$

(3.43)

The $\mathcal{M}_3$ term comes from the residue evaluated in $k_{1,7,7}^0$:

$$
\mathcal{M}_3 = -\frac{\lambda^2 M^{12}}{2} \int_{C_2 \times \mathbb{R}^3} \frac{id^4 k_2}{(2\pi)^4} \int_{C_1 \times \mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_1^2 - m^2 + i\epsilon)(k_1^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^3 k_1}{(2\pi)^4} (2\pi i) \frac{1}{(k_1^2 - m^2 + i\epsilon)(k_1^4 + M^4)} \frac{1}{(k_1^2 - m^2 + i\epsilon)(k_1^4 + M^4)} \frac{1}{m^4 + M^4} \sigma [\text{Re}(k_{1,7,7}^0)] .
$$

\[\text{(3.43)}\]
The amplitude $\mathcal{M}_4$ term comes from the residue evaluated in $k_{1,8}^0$:

$$
\mathcal{M}_4 = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{C} \times \mathbb{R}^3} \frac{id^4 k_2}{(2\pi)^4} \frac{1}{(k_2^2 - m^2 + i\varepsilon)(k_2^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^3 k_1}{(2\pi)^4} (2\pi i) 
$$

$$
\times \frac{1}{\sqrt{(k_1^2 + k_2^2)^2 + iM^2}} \sigma[\text{Re}(k_{1,8}^0)].
$$

(3.44)

Notice that the pole structure in the $k_2^0$-plane for each of the above four terms is different. Hence, we have to discuss each term $\mathcal{M}_i$ ($i = 1, 2, 3, 4$) separately.

**Amplitude $\mathcal{M}_1$** — The amplitude $\mathcal{M}_1$ has twelve poles in the $k_2^0$ plane, namely

- $k_{2,1,2}^0 = \pm \sqrt{k_2^2 + m^2 - i\varepsilon}$,  
- $k_{2,3,4}^0 = p^0 - k_1^0 \pm \sqrt{k_1^2 + m^2 - i\varepsilon}$;
- $k_{2,3,4}^0 = \sqrt{k_2^2 \pm iM^2}$,  
- $k_{2,3,4}^0 = -\sqrt{k_2^2 \pm iM^2}$,
- $k_{2,5,6}^0 = p^0 - k_1^0 + \sqrt{(k_1 + k_2)^2 \pm iM^2}$,
- $k_{2,7,8}^0 = p^0 - k_1^0 - \sqrt{(k_1 + k_2)^2 \pm iM^2}$.

(3.46)

As we expected, only the poles $k_{2,4}^0$, $k_{2,7}^0$, and $k_{2,8}^0$ move across the imaginary axis, contributing to the residues. Therefore, $\mathcal{M}_1$ can be subdivided into four terms, too,

$$
\mathcal{M}_1 = \mathcal{M}_{11} + \mathcal{M}_{12} + \mathcal{M}_{13} + \mathcal{M}_{14}.
$$

(3.47)

$\mathcal{M}_{11}$ is the integral of $k_2^0$ along the imaginary axes:

$$
\mathcal{M}_{11} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{C} \times \mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_1^2 - m^2 + i\varepsilon)(k_1^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^3 k_2}{(2\pi)^4} (2\pi i) 
$$

$$
\times \frac{1}{\sqrt{(k_2^2 - m^2 + i\varepsilon)(k_2^4 + M^4)}} [(p - k_1 - k_2)^2 - m^2 + i\varepsilon][(p - k_1 - k_2)^4 + M^4].
$$

(3.48)

The $\mathcal{M}_{12}$ term is the contribution at the pole $k_{2,4}^0$:

$$
\mathcal{M}_{12} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{C} \times \mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_1^2 - m^2 + i\varepsilon)(k_1^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^3 k_2}{(2\pi)^4} (2\pi i) 
$$

$$
\times \frac{1}{(k_{2,4}^0)^2 - k_2^2 - m^2 + i\varepsilon} \frac{1}{[(k_{2,4}^0)^2 - k_2^4] + M^4} 
$$

$$
\times \frac{1}{-2\sqrt{(k_1 + k_2)^2 + m^2 - i\varepsilon}} \frac{1}{m^4 + M^4} \sigma[\text{Re}(k_{2,4}^0)].
$$

(3.49)

The $\mathcal{M}_{13}$ term is the contribution at the pole $k_{2,7}^0$:

$$
\mathcal{M}_{13} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{C} \times \mathbb{R}^3} \frac{id^4 k_1}{(2\pi)^4} \frac{1}{(k_1^2 - m^2 + i\varepsilon)(k_1^4 + M^4)} \int_{\mathbb{R}^3} \frac{id^3 k_2}{(2\pi)^4} (2\pi i) 
$$

$$
\times \frac{1}{(k_{2,7}^0)^2 - k_2^2 - m^2 + i\varepsilon} \frac{1}{[(k_{2,7}^0)^2 - k_2^4] + M^4} 
$$

$$
\times \frac{1}{-2\sqrt{(k_1 + k_2)^2 + m^2 - i\varepsilon}} \frac{1}{m^4 + M^4} \sigma[\text{Re}(k_{2,7}^0)].
$$

(3.48)
\[
\frac{1}{(k_{2;7}^0)^2 - k_2^0 - m^2 + i\epsilon [(k_{2;7}^0)^2 - k_2^0]^2 + M^4} \frac{1}{iM^2 - m^2} \times -4iM^2 \sqrt{(k_1 + k_2)^2 + iM^2} \sigma[\text{Re}(k_{2;7}^0)].
\]

The \(\mathcal{M}_{14}\) term is the contribution at the pole \(k_{2;8}^0\):

\[
\mathcal{M}_{14} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^4} \frac{id^4 k_1}{(2\pi)^4} \left( \frac{1}{k_1^2 - m^2 + i\epsilon} \right) \int_{\mathbb{R}^4} \frac{id^4 k_2}{(2\pi)^4} \left( \frac{1}{k_2^2 - m^2 + i\epsilon} \right) \frac{1}{(k_{2;8}^0)^2 - k_2^0 - m^2 + i\epsilon [(k_{2;8}^0)^2 - k_2^0]^2 + M^4} \frac{1}{-iM^2 - m^2} \times -4iM^2 \sqrt{(k_1 + k_2)^2 + iM^2} \sigma[\text{Re}(k_{2;8}^0)].
\]

**Amplitude \(\mathcal{M}_2\)** — The amplitude \(\mathcal{M}_2\) has nine poles in the \(k_2^0\) plane, namely

\[
\begin{align*}
k_{2;1,2}^0 &= \pm \sqrt{k_2^0 + m^2 - i\epsilon}, \\
k_{2;3}^0 &= p^0 - \sqrt{k_1^0 + m^2 - i\epsilon} - \sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon}, \\
k_{2;1,2}^0 &= \sqrt{k_2^0 \pm iM^2}, \\
k_{2;3,4}^0 &= -\sqrt{k_2^0 \pm iM^2}, \\
k_{2;5,6}^0 &= p^0 - \sqrt{k_1^0 \pm iM^2} - \sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon},
\end{align*}
\]

of which the poles \(k_{2;3}^0, k_{2;5}^0,\) and \(k_{2;6}^0\) move across the imaginary axis \(k_2^0\) and contribute to the residues when applying Cauchy’s theorem. Therefore, \(\mathcal{M}_2\) can be divided into four terms,

\[
\mathcal{M}_2 = \mathcal{M}_{21} + \mathcal{M}_{22} + \mathcal{M}_{23} + \mathcal{M}_{24}.
\]

\(\mathcal{M}_{21}\) is the integral of \(k_2^0\) along the imaginary axis:

\[
\mathcal{M}_{21} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^4} \frac{id^4 k_1}{(2\pi)^4} \left( \frac{1}{(k_{1;4}^0)^2 - k_1^0 - m^2 + i\epsilon} \right) \int_{\mathbb{R}^4} \frac{id^4 k_2}{(2\pi)^4} \left( \frac{1}{k_2^2 - m^2 + i\epsilon} \right) \frac{1}{(k_{1;4}^0)^2 - k_1^0 - m^2 + i\epsilon} \frac{1}{(k_{2;8}^0)^2 - k_2^0 - m^2 + i\epsilon} \times -2\sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon} \frac{1}{m^4 + M^4} \sigma[\text{Re}(k_{1;4}^0)].
\]

The \(\mathcal{M}_{22}\) term is the contribution at the pole \(k_{2;3}^0\):

\[
\mathcal{M}_{22} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^4} \frac{id^4 k_1}{(2\pi)^4} \left( \frac{1}{(k_{2;3}^0)^2 - k_2^0 - m^2 + i\epsilon} \right) \int_{\mathbb{R}^4} \frac{id^4 k_2}{(2\pi)^4} \left( \frac{1}{(k_{2;3}^0)^2 - k_2^0 - m^2 + i\epsilon} \right) \frac{1}{(k_{2;3}^0)^2 - k_2^0 - m^2 + i\epsilon} \times -2\sqrt{k_1^2 + m^2 - i\epsilon} \frac{1}{m^4 + M^4} \sigma[\text{Re}(k_{2;3}^0)].
\]
\[ \left( p^0 - \tilde{k}_{2;3}^0 - \sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon} \right)^2 - k_1^2 + M^4 \]

\[ \times \frac{1}{-2\sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon}} \frac{1}{\sigma[\text{Re}(\tilde{k}_{2;3}^0)]} \]

\[ \text{The } M_{23} \text{ term is the contribution at the pole } k_{2;3}^0: \]

\[ M_{23} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{ik^4}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{ik^4}{(2\pi)^4} \frac{1}{\sigma[\text{Re}(\tilde{k}_{2;3}^0)]} \]

\[ \times \frac{1}{(k_{2;3}^0)^2 - k_2^2 - m^2 + i\epsilon} \frac{1}{iM^2 - m^2} \frac{1}{4iM^2 \sqrt{k_1^2 + iM^2}} \]

\[ \times \frac{1}{-2\sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon}} \frac{1}{m^4 + M^4 \sigma[\text{Re}(\tilde{k}_{2;3}^0)]}. \]  

\[ \text{Amplitude } M_3 \text{ — The amplitude } M_3 \text{ has also nine poles in the } k_2^0 \text{ plane, namely} \]

\[ k_{2;1,2}^0 = \pm \sqrt{k_2^2 + m^2 - i\epsilon}, \]

\[ k_{2;3}^0 = p^0 - \sqrt{k_2^2 + m^2 - i\epsilon - \sqrt{(k_1 + k_2)^2 + iM^2}}, \]

\[ k_{2;1,2}^0 = \sqrt{k_2^2 \pm iM^2}, \]

\[ k_{2;3,4}^0 = -\sqrt{k_2^2 \pm iM^2}, \]

\[ k_{2;5,6}^0 = p^0 - \sqrt{k_1^2 \pm iM^2 - \sqrt{(k_1 + k_2)^2 + iM^2}}, \]  

\[ \text{of which only the poles } \tilde{k}_{2;3}^0, k_{2;5,6}^0, \text{ and } k_{2;6}^0 \text{ can move across the imaginary axis. Therefore, } \]

\[ M_3 = M_{31} + M_{32} + M_{33} + M_{34}. \]  

\[ \text{In } M_{31}, \text{ we integrate } k_2^0 \text{ along the imaginary axis:} \]

\[ M_{31} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{ik^4}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{ik^4}{(2\pi)^4} \frac{1}{\sigma[\text{Re}(\tilde{k}_{2;3}^0)]} \]

\[ \times \frac{1}{(k_{1;7}^0)^2 - k_1^2 - m^2 + i\epsilon} \frac{1}{[(k_{1;7}^0)^2 - k_1^2 - m^2 + iM^2]} \]

\[ \times \frac{1}{[(k_{1;7}^0)^2 + M^2].} \]
\[
\times \frac{1}{-4iM^2 \sqrt{(k_1 + k_2)^2 + iM^2}} \sigma[\text{Re}(k_{1,7}^0)].
\] (3.64)

The \(\mathcal{M}_{32}\) term is the contribution at the pole \(\vec{k}_{2,3}^0\):

\[
\mathcal{M}_{32} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^3} (2\pi i) \int_{\mathbb{R}^3} \frac{id^3k_2}{(2\pi)^3} (2\pi i) \frac{1}{(k_{2,3}^0 - k_2^2 - m^2 + i\epsilon)}
\times \frac{1}{[(k_{2,3}^0)^2 - k_2^2]^2 + M^4} \frac{1}{-2\sqrt{k_1^2 + m^2 - i\epsilon}} \frac{1}{m^4 + M^4} \frac{1}{iM^2 - m^2}
\times \frac{1}{-4iM^2 \sqrt{(k_1 + k_2)^2 + iM^2}} \sigma[\text{Re}(\vec{k}_{2,3}^0)].
\] (3.65)

The \(\mathcal{M}_{33}\) term is the contribution at the pole \(k_{2,5}^0\):

\[
\mathcal{M}_{33} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^3} (2\pi i) \int_{\mathbb{R}^3} \frac{id^3k_2}{(2\pi)^3} (2\pi i) \frac{1}{(k_{2,5}^0 - k_2^2 - m^2 + i\epsilon)}
\times \frac{1}{[(k_{2,5}^0)^2 - k_2^2]^2 + M^4} \frac{1}{iM^2 - m^2} \frac{1}{-4iM^2 \sqrt{k_1^2 + iM^2}} \frac{1}{iM^2 - m^2}
\times \frac{1}{-4iM^2 \sqrt{(k_1 + k_2)^2 + iM^2}} \sigma[\text{Re}(k_{2,5}^0)].
\] (3.66)

The \(\mathcal{M}_{34}\) term is the contribution at the pole \(k_{2,6}^0\):

\[
\mathcal{M}_{34} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^3} (2\pi i) \int_{\mathbb{R}^3} \frac{id^3k_2}{(2\pi)^3} (2\pi i) \frac{1}{(k_{2,6}^0 - k_2^2 - m^2 + i\epsilon)}
\times \frac{1}{[(k_{2,6}^0)^2 - k_2^2]^2 + M^4} \frac{1}{-iM^2 - m^2} \frac{1}{4iM^2 \sqrt{k_1^2 - iM^2}} \frac{1}{iM^2 - m^2}
\times \frac{1}{-4iM^2 \sqrt{(k_1 + k_2)^2 + iM^2}} \sigma[\text{Re}(k_{2,6}^0)].
\] (3.67)

**Amplitude \(\mathcal{M}_4\)** — The amplitude \(\mathcal{M}_2\) has nine poles in the \(k_2^0\) plane, namely

\[
\begin{align*}
\vec{k}_{2,1,2}^0 &= \pm \sqrt{k_2^2 + m^2 - i\epsilon}, \\
\vec{k}_{2,3}^0 &= p^0 - \sqrt{k_1^2 + m^2 - i\epsilon - \sqrt{(k_1 + k_2)^2 - iM^2}}, \\
k_{2,1,2}^0 &= \sqrt{k_2^2 \pm iM^2}, \\
k_{2,3,4}^0 &= -\sqrt{k_2^2 \pm iM^2}, \\
k_{2,5,6}^0 &= p^0 - \sqrt{k_1^2 \pm iM^2 - \sqrt{(k_1 + k_2)^2 - iM^2}},
\end{align*}
\] (3.68)

of which the poles \(\vec{k}_{2,3}^0\), \(k_{2,5}^0\), and \(k_{2,6}^0\) can move across the imaginary axis. Hence, \(\mathcal{M}_4\) can be divided into four terms:

\[
\mathcal{M}_4 = \mathcal{M}_{41} + \mathcal{M}_{42} + \mathcal{M}_{43} + \mathcal{M}_{44}.
\] (3.69)
In $\mathcal{M}_{41}$, we integrate $k_0^0$ along the imaginary axis:

$$
\mathcal{M}_{41} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{id^4k_2}{(2\pi)^4} \frac{1}{k_2^2 - M^2 + i\epsilon} \frac{1}{k_0^0 + M^4 - iM^2 - m^2} \\
\times \frac{1}{(k_{1,8}^0 - k_1^0 + m^2 + i\epsilon)} \frac{1}{[(k_{1,8}^0 - k_1^0)^2 + M^4 - iM^2 - m^2]} \times \frac{1}{4iM^2 \sqrt{(k_1 + k_2)^2 - iM^2}} \sigma[\text{Re}(k_{1,8}^0)].
$$

(3.70)

The $\mathcal{M}_{42}$ term is the contribution at the pole $k_{2,3}^0$:

$$
\mathcal{M}_{42} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{id^4k_2}{(2\pi)^4} \frac{1}{(k_{2,3}^0 - k_2^0)^2 - m^2 + i\epsilon} \frac{1}{m^4 + M^4 - iM^2 - m^2} \\
\times \frac{1}{[(k_{2,3}^0 - k_2^0)^2 + M^4 - iM^2 - m^2]} \times \frac{1}{m^4 + M^4 - iM^2 - m^2} \times \frac{1}{4iM^2 \sqrt{(k_1 + k_2)^2 - iM^2}} \sigma[\text{Re}(k_{2,3}^0)].
$$

(3.71)

The $\mathcal{M}_{43}$ term is the contribution at the pole $k_{2,5}^0$:

$$
\mathcal{M}_{43} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{id^4k_2}{(2\pi)^4} \frac{1}{(k_{2,5}^0 - k_2^0)^2 - m^2 + i\epsilon} \frac{1}{iM^2 - m^2} \frac{1}{-4iM^2 \sqrt{k_1^2 + iM^2}} \frac{1}{-iM^2 - m^2} \\
\times \frac{1}{4iM^2 \sqrt{(k_1 + k_2)^2 - iM^2}} \sigma[\text{Re}(k_{2,5}^0)].
$$

(3.72)

The $\mathcal{M}_{44}$ term is the contribution at the pole $k_{2,6}^0$:

$$
\mathcal{M}_{44} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{id^4k_2}{(2\pi)^4} \frac{1}{(k_{2,6}^0 - k_2^0)^2 - m^2 + i\epsilon} \frac{1}{-iM^2 - m^2} \frac{1}{4iM^2 \sqrt{k_1^2 - iM^2}} \frac{1}{-iM^2 - m^2} \\
\times \frac{1}{4iM^2 \sqrt{(k_1 + k_2)^2 - iM^2}} \sigma[\text{Re}(k_{2,6}^0)].
$$

(3.73)

In the limit $\epsilon \to 0$, the following amplitudes form six complex conjugate pairs:

$$
\mathcal{M}_{13} = \mathcal{M}_{14}^*, \quad \mathcal{M}_{23} = \mathcal{M}_{24}^*, \quad \mathcal{M}_{31} = \mathcal{M}_{41}^*, \quad \mathcal{M}_{32} = \mathcal{M}_{42}^*, \quad \mathcal{M}_{33} = \mathcal{M}_{14}^*, \quad \mathcal{M}_{34} = \mathcal{M}_{43}^*.
$$

(3.74)

Therefore, their sum does not contribute to the imaginary part of the amplitude at two loops. However, this statement requires to check that all the denominators containing $i\epsilon$ in the amplitudes (3.74) are never zero.

In $\mathcal{M}_{13}$ (3.50), the parameter $\epsilon$ appears in the first and second denominators. The first denominator $k_1^2 - m^2 + i\epsilon$ is nonzero for the integration variable $k_1^0 \neq 0$ because
\( k_1^0 \in \mathbb{C} \), while for \( k_1^0 = 0 \) the contribution to the integral is of zero measure. The second denominator \((k_{1,2})^2 - k_2^2 - m^2 + i\epsilon\) is zero only when the integration variable \( k_1^0 = -\text{Im} \sqrt{(k_1 + k_2)^2 + iM^2} \). However, it is again a zero-measure subset when we integrate in \( k_1^0 \).

In \( \mathcal{M}_{23} \) (3.60), the parameter \( \epsilon \) appears in the first and fifth denominators. Integrating in the real variables \( k_1 \) and \( k_2 \), the first denominator \((k_{2,5})^2 - k_2^2 - m^2 + i\epsilon\) is never zero because \( k_1 \) and \( k_2 \) are real while the imaginary part of the denominator \( iM^2 \) is nonzero (see \( k_{2,5}^0 \)). The fifth denominator is nonzero because of the mass term \( m^2 \). For \( m = 0 \), the integral vanishes anyway because the subset of singularities at \( k_1 + k_2 = 0 \) has zero measure.

In \( \mathcal{M}_{31} \) (3.64), the parameter \( \epsilon \) appears in the first and third denominators. The first denominator \((k_{2,3})^2 - m^2 + i\epsilon\) is never zero for the integration variable \( k_3^0 \neq 0 \) because \( k_3^0 \in \mathbb{C} \). For \( k_3^0 = 0 \), the denominator vanishes, but the contribution to the integral is of zero measure. The denominator \((k_{1,7})^2 - k_1^2 - m^2 + i\epsilon\) is zero only when the integration variable takes the value \( k_1^0 = -\text{Im} \sqrt{(k_1 + k_2)^2 + iM^2} \), which is a zero-measure subset for the integration domain of \( k_2^0 \).

In \( \mathcal{M}_{32} \) (3.65), the parameter \( \epsilon \) appears in the first, second, and third denominators. Integrating in \( k_1 \) and \( k_2 \), the denominators \((k_{2,3})^2 - k_2^2 - m^2 + i\epsilon\) and \([k_{2,3}^0]^2 - k_2^2 + M^4\) are never zero because \( k_{2,3}^0 \) always takes complex values (see the \( M^2 \) contribution in \( k_{2,3}^0 \)), while the integration variables \( k_1 \) and \( k_2 \) are real. The third denominator \(-2\sqrt{k_1^2 + m^2 - i\epsilon}\) is never zero for \( m^2 > 0 \), while for \( m = 0 \) and \( k_1 \neq 0 \) such denominator is nonzero because \( k_1 \) is real. For \( m = 0 \), the \( k_1 \) = 0 subset is of zero measure in the integration domain of \( k_1 \).

In \( \mathcal{M}_{33} \) (3.66), the parameter \( \epsilon \) appears in the first and second denominators. Both the denominators \((k_{1,5})^2 - k_2^2 - m^2 + i\epsilon\) and \([k_{1,5}^0]^2 - k_2^2 + M^4\) never vanish because \( k_{1,5}^0 \) always takes complex values (see the \( M^2 \) contribution), while the integration variables \( k_1 \) and \( k_2 \) are real.

In \( \mathcal{M}_{34} \) (3.66), the parameter \( \epsilon \) appears in the first and second denominators. The first denominator \((k_{2,6})^2 - k_2^2 - m^2 + i\epsilon\) reaches zero only for \( k_2^2 = (k_1 + k_2)^2 \). In fact, the imaginary part of the first denominator is \(-\text{Im} \sqrt{k_1^2 - iM^2} - \text{Im} \sqrt{(k_1 + k_2)^2 + iM^2}\), which is zero when \( k_2^2 = (k_1 + k_2)^2 \). Once we make sure the imaginary part vanishes, we can further manipulate the value of \( p^0 \) to make the real part of the first denominator vanish, too. However, for fixed \( k_1 \), the \( k_2 \) the condition above forms a two-dimensional sphere, which is a zero-measure subset in the three-dimensional integration domain over \( k_2 \). The second denominator \([k_{2,6}^0]^2 + M^4\) is never zero because \( k_{2,6}^0 \) always takes complex values (see the \( M^2 \) contribution in \( k_{2,6}^0 \)), while the integration variables \( k_1 \) and \( k_2 \) are real.

Therefore, the complex conjugate pairs (3.74) do not give any imaginary contribution to the two-loop amplitude.

Next, we have to check whether \( \mathcal{M}_{11}, \mathcal{M}_{12}, \mathcal{M}_{21}, \) and \( \mathcal{M}_{22} \) give any imaginary contribution. The imaginary part of the integrand of \( \mathcal{M}_{11} \) is an odd function of \( (k_1^0 + k_2^0) \). Let us replace \( k_1^0 \) and \( k_2^0 \) with \( ik_1^4 \) and \( ik_2^4 \), respectively. We know that the first and second denominators are real, so that the imaginary contribution comes from the third denominator.
We can rewrite the latter as
\[
\frac{1}{[(p - k_1 - k_2)^2 - m^2 + i\epsilon]((p - k_1 - k_2)^2 + M^4)}
= \frac{1}{[(p - i k_1^4 - i k_2^4)^2 - (p - k_1 - k_2)^2 - m^2 + i\epsilon]((p - i k_1^4 - i k_2^4)^2 - (p - k_1 - k_2)^2 + M^4)}
= \frac{1}{(p^0)^2 - (k_1^4 + k_2^4)^2 - (p - k_1 - k_2)^2 - m^2 + i\epsilon((p - i k_1^4 + i k_2^4)]
\times f(p, k)
= \frac{1}{(p^0)^2 - (k_1^4 + k_2^4)^2 - (p - k_1 - k_2)^2 - m^2 + i\epsilon((p - i k_1^4 + i k_2^4)]}
\times f^*(p, k)
\]
where
\[
f(p, k) = [(p^0)^2 - (k_1^4 + k_2^4)^2 - (p - k_1 - k_2)^2 - [2p^0(1 + k_1^4 + k_2^4)]^2 + M^4
- 2i[(p^0)^2 - (k_1^4 + k_2^4)^2 - (p - k_1 - k_2)^2][2p^0(1 + k_1^4 + k_2^4)]
\]
If we keep tracking with the term carrying imaginary label \( i \), we found that such term is always an odd function of \( (k_1^4 + k_2^4) \) (we consider \( \epsilon = 0 \)). It is quite straightforward since \( i \) always appears associated with \( (k_1^4 + k_2^4) \). When we integrate \( k_1^4 \) and \( k_2^4 \) from \(-\infty \) to \( \infty \), we get a zero result. Therefore, the imaginary part of \( M_{11} \) is zero. Similarly, for \( M_{12} \) and \( M_{21} \), the imaginary part of the integrands are odd functions of \( k_1^4 \) and \( k_0^4 \), giving zero as a final result. Let us take \( M_{12} \) as an example. The \( i \) terms come from the third and the fourth denominators:
\[
\frac{1}{[(k_0^2)^2 - k_2^4 - m^2 + i\epsilon]((k_0^2)^2 - k_2^4 + M^4)}
= \frac{1}{(p^0 - i k_1^4 - \sqrt{k_1^4 + m^2 - i\epsilon})^2 - k_2^4 - m^2 + i\epsilon}
\times \frac{1}{(p^0 - i k_1^4 - \sqrt{k_1^4 + m^2 - i\epsilon})^2 - k_2^4 + M^4}
\]
The key idea to take from this formula is that, since \( i \) factors always appear with \( k_1^4 \), the imaginary part of the integrand is an odd function of \( k_1^4 \). Therefore, the integral in \( dk_1^4 \) vanishes and the imaginary part of \( M_{12} \) is zero. Similarly, since the imaginary part of the integrand of \( M_{21} \) is an odd function of \( k_2^4 \), the whole imaginary part of \( M_{21} \) is zero. Finally, the imaginary part of the whole amplitude comes only from \( M_{22} \), and the full two-loop amplitude (3.39) satisfies the following Cutkosky rule (see Appendix B):
\[
\text{Disc } M = 2i \Im M = \frac{\lambda^2}{2} M_{12}^{12} \int \frac{id^4k_1}{(2\pi)^4} \int \frac{id^4k_2}{(2\pi)^4} (-2\pi i)^3 \delta(k_1^2 - m^2) \delta(k_2^2 - m^2)
\times \delta((p - k_1 - k_2)^2 - m^2). \tag{3.75}
\]

### 3.3 General Cutkosky rules

Having checked the Cutkosky rules for several amplitudes, we can now state the general result that we will later use to prove unitarity for the scalar field theory with cubic interactions \( \phi^3 \). The generalization to \( \phi^n \) is straightforward.
The final statement for the Cutkosky rules in an higher-derivative theory with normal real particles and complex pairs is
\[
\lim_{\epsilon \to 0} [\mathcal{M}(E_h, \epsilon) - \mathcal{M}(E_h, \epsilon)^*] \equiv \text{Disc} \mathcal{M}(E_h),
\]

\[
\text{Disc} \mathcal{M}(E_h) = -\frac{\lambda^N}{S_\#} \sum_{i} \int_{\Omega_i} \cdots \int_{\Omega_L} \prod_{i=1}^{L} \frac{i d^4k_i}{(2\pi)^4} \prod_{k=1}^{N} (-2\pi i) \delta(Q_k^2 - m^2) \sigma(Q_k^0) \times
\]

\[
\times \prod_{j=1}^{I-N} \frac{i M^4}{(Q_j^2 - m^2 + i\epsilon)} \left[ Q_j^4 + M^4 \right] B(k_i, p_h),
\]

(3.76)

where the \( Q_k \) are the momenta corresponding to internal lines (\( I \) is the number of internal lines). Each term in the sum in (3.76) corresponds to a cut diagram in which \( N \) propagators of real particles (never complex particles) are on-shell while \( I - N \) are not on-shell. \( E_h = p_h^0 \) are the external energies not involved in the cut. Moreover, for each term, the \( i \)-th integration region \( \Omega_i \) can be \( \mathbb{R}^4 \) or \( \mathbb{I} \times \mathbb{R}^3 \), depending on whether the corresponding momenta \( k_i \) are contained in the propagator of one of the cut lines or not. Finally, \( B(k_i, p_h) \) is a general function of the loop momenta, internal, and external energies. In the \( \phi^3 \)-theory studied in this paper, the function \( B(k_i, p_h) \) is just a constant, but it is non-trivial in the gauge theory (2.3) and in the gravitational theory (2.4), or even in scalar theories with derivatives in the vertices.

4 Perturbative unitarity

The Cutkosky rules are only the first of the two pieces needed to prove unitarity, which requires the \( S \)-matrix to satisfy
\[
S^\dagger S = 1.
\]

(4.1)

In order to properly state the unitarity condition, we need to review a basic result for the scalar field theory. The equations of motion for free particles in the theory (2.1) reads
\[
\left[ \left( \frac{\Box}{M^2} \right)^2 + 1 \right] (\Box + m^2) \phi = 0,
\]

(4.2)

whose solutions are plane waves (normal real particles or stable perturbations at classical level),

\[
(\Box + m^2) \phi = 0 \quad \Rightarrow \quad \phi(x) = \int \frac{d^3p}{(2\pi)^3 \sqrt{2\omega_p}} \left( a_p e^{-ip\cdot x} + a^*_p e^{ip\cdot x} \right), \quad p^2 = m^2,
\]

(4.3)

and damped or runaway solutions,

\[
\left[ \left( \frac{\Box}{M^2} \right)^2 + 1 \right] \phi = 0 \quad \Rightarrow \quad \phi \sim e^{ip\cdot x}, \quad \text{for} \quad p^2 = iM^2,
\]

(4.4)
which we can discard from the spectrum of the asymptotic states because they cannot be regenerated in the loop amplitudes, as explained in the introduction and according to the Cutkosky rules (3.76). Imposing the canonical commutation relations

\[ [\phi(x,t), \Pi(y,t)] = i\delta^3(x-y), \quad (4.5) \]

we find the following commutation relations for \( a_p \) and \( a_p^\dagger \),

\[ [a_p, a_k^\dagger] = (2\pi)^3\delta^3(p-k). \quad (4.6) \]

Therefore, the one-particle state of momentum \( p \) reads

\[ a_p^\dagger|0\rangle = \frac{1}{\sqrt{2\omega_p}}|p\rangle, \quad (4.7) \]

and the scalar product in the momentum Hilbert space is

\[ \langle p|k \rangle = 2\omega_p (2\pi)^3\delta^3(p-k). \quad (4.8) \]

Finally, the identity operator for one-particle states in momentum space is

\[ \int \frac{d^3p}{(2\pi)^32\omega_p}|p\rangle\langle p| = 1. \quad (4.9) \]

We now introduce the definition of amplitude \( T \), namely

\[ S = 1 + iT. \quad (4.10) \]

Hence, from the unitarity condition (4.1) we get

\[ S^\dagger S = 1 \quad \Rightarrow \quad T - T^\dagger = iT^\dagger T. \quad (4.11) \]

We now take the expectation value of Eq. (4.11) between an initial and a final state and we plug the completeness relation in between \( T^\dagger \) and \( T \) in (4.11), making use of the following short notation for (4.9):

\[ \sum_{\ell=1}^n |\ell\rangle \langle \ell| = 1. \quad (4.12) \]

We obtain

\[ \langle f|T|i \rangle - \langle f|T^\dagger|i \rangle = i \sum_{\ell=1}^n \langle f|T^\dagger|\ell\rangle \langle \ell T|i \rangle \quad \Rightarrow \]

\[ T_{fi} - T_{fi}^\dagger = i \sum_{\ell=1}^n T_{\ell f}^\dagger T_{\ell i} = i \sum_{\ell=1}^n \frac{1}{s_n} \int \prod_{\ell=1}^n \frac{d^3p_\ell}{(2\pi)^32E_\ell} T_{\ell f}^\dagger T_{\ell i}, \quad (4.13) \]

where \( E_\ell = \omega_p \). Notice that the sum in (4.13) now involves all possible \( n \) intermediate states having fixed the initial and final states. We also introduced the symmetry factor \( 1/s_n \), which can be reinterpreted as the symmetry factor for identical bosons in the final
Hence, the unitarity condition in four dimensions turns into

\begin{equation}
(2\pi)^4 \delta^4(p_f - p_i) M_{fi} - (2\pi)^4 \delta^4(p_i - p_f) M_{if}^*
\end{equation}

\begin{equation}
= i \sum_{n} \frac{1}{s_n} \int \left[ \prod_{\ell=1}^{n} \frac{d^3 p_{\ell}}{(2\pi)^3 2E_{\ell}} \right] \left(2\pi\right)^4 \delta^4 \left(p_i - \sum_{\ell=1}^{n} p_{\ell}\right) \times \left(2\pi\right)^4 \delta^4 \left(p_f - \sum_{\ell=1}^{n} p_{\ell}\right) \mathcal{M}_{fj} \mathcal{M}_{\ell i},
\end{equation}

where, for the sake of shortness, we introduced the notation

\begin{equation}
\sum_{n} \frac{1}{s_n} \int = \mathcal{F}.
\end{equation}

Now we integrate in the momentum variable $p_n$, which means that we have to replace $p_n = p_i - \sum_{\ell=1}^{n-1} p_{\ell}$ in the Dirac deltas:

\begin{equation}
(2\pi)^4 \delta^4(p_f - p_i) M_{fi} - (2\pi)^4 \delta^4(p_i - p_f) M_{if}^*
\end{equation}

\begin{equation}
= i \mathcal{F} \left[ \prod_{\ell=1}^{n-1} \frac{d^3 p_{\ell}}{(2\pi)^3 2E_{\ell}} \right] \int \frac{d^3 p_n}{(2\pi)^3 2E_n} \left(2\pi\right)^4 \delta^4 \left(p_i^0 - \sum_{\ell=1}^{n} p_{\ell}^0\right) \delta^3 \left(p_i - \sum_{\ell=1}^{n} p_{\ell}\right) \times \left(2\pi\right)^4 \delta^4 \left(p_f^0 - \sum_{\ell=1}^{n} p_{\ell}^0\right) \mathcal{M}_{fj} \mathcal{M}_{\ell i},
\end{equation}

Let us now recall the following identity in the space of distributions:

\begin{equation}
\delta(x - z)\delta(y - z) = \delta(x - y)\delta(x - z).
\end{equation}

The proof is simple. Integrating in the $z$ variable the left-hand side of (4.18) with the insertion of a fast-decreasing test function $f(z)$, we get

\begin{equation}
\int dz f(z) \delta(x - z)\delta(y - z) = \delta(x - y)f(y).
\end{equation}
On the other hand, integrating in the $z$ variable the right-hand side of (4.18) with the insertion of the same test function, we get

$$\int dz f(z) \delta(x - y) \delta(x - z) = \delta(x - y) f(x).$$

(4.20)

Therefore, (4.19) = (4.20).

Using (4.18) with the identifications

$$z = \sum_{\ell=1}^{n} p_{\ell}^0, \quad x = p_i^0, \quad y = p_f^0,$$

(4.21)

we can rewrite (4.17) as

$$(2\pi)^4 \delta^4 (p_f - p_i) \mathcal{M}_{fi} - (2\pi)^4 \delta^4 (p_i - p_f) \mathcal{M}_{fi}^* =$$

$$= i \sum \left[ \prod_{\ell=1}^{n-1} \frac{d^3 p_{\ell}}{(2\pi)^3 2E_{\ell}} \right] \frac{1}{(2\pi)^3 2E_n} (2\pi)^4 \delta \left( p_i^0 - \sum_{\ell=1}^{n} p_{\ell}^0 \right) \mathcal{M}_{fi} \mathcal{M}_{\ell i}^*$$

$$= i \sum \left[ \prod_{\ell=1}^{n-1} \frac{d^3 p_{\ell}}{(2\pi)^3 2E_{\ell}} \right] \frac{1}{(2\pi)^3 2E_n} (2\pi)^4 \delta (p_i - p_f) \mathcal{M}_{fi} \mathcal{M}_{\ell i}^*$$

$$= i (2\pi)^4 \delta^4 (p_i - p_f) \sum \left[ \prod_{\ell=1}^{n-1} \frac{d^3 p_{\ell}}{(2\pi)^3 2E_{\ell}} \right] \frac{1}{(2\pi)^3 2E_n}$$

$$\times (2\pi)^4 \delta \left( p_i^0 - \sum_{\ell=1}^{n} p_{\ell}^0 \right) \mathcal{M}_{fi} \mathcal{M}_{\ell i}^*.$$

(4.22)

Factoring out the Dirac delta for energy-momentum conservation on both sides, we finally get

$$\mathcal{M}_{fi} - \mathcal{M}_{fi}^* = i \sum \left[ \prod_{\ell=1}^{n-1} \frac{d^3 p_{\ell}}{(2\pi)^3 2E_{\ell}} \right] \frac{1}{(2\pi)^3 2E_n} (2\pi)^4 \delta \left( p_i^0 - \sum_{\ell=1}^{n} p_{\ell}^0 \right) \mathcal{M}_{fi} \mathcal{M}_{\ell i}^*.$$  (4.23)

In order to apply the formula (4.23) to higher-derivative theories with complex ghosts, we must introduce the following factor for each internal line:

$$\frac{M^4}{M^4 + m^4}.$$

Therefore, the unitarity condition becomes

$$\mathcal{M}_{fi} - \mathcal{M}_{fi}^* = i \sum \left[ \prod_{\ell=1}^{n-1} \frac{d^3 p_{\ell}}{(2\pi)^3 2E_{\ell}} \frac{M^4}{M^4 + m^4} \right] \frac{1}{(2\pi)^3 2E_n}$$

$$\times \frac{M^4}{M^4 + m^4} (2\pi)^4 \delta \left( p_i^0 - \sum_{\ell=1}^{n} p_{\ell}^0 \right) \mathcal{M}_{fi} \mathcal{M}_{\ell i}^*.$$  (4.24)
4.1 Unitarity at one loop

Let us now apply (4.24) to the one-loop bubble diagram. In this case, we denote the initial and final states by \( i = f = 1 \). Hence, according to (3.21) the left-hand side of (4.24) reads:

\[
\text{Disc} \mathcal{M}_{11} = 2i \text{Im} \mathcal{M}_{11} = i \frac{\lambda^2}{16\pi} \frac{M^8}{(m^4 + M^4)^2} \sqrt{1 - \frac{4m^2}{p_0^2}} \sigma(p_0 - 2m) .
\] (4.25)

Now we work out the right-hand side of (4.24) for \( n = 2 \), corresponding to the two internal lines of the bubble diagram:

\[
i \frac{1}{s_2} \int \frac{d^4p}{(2\pi)^4} \frac{i \lambda}{2E_1} \frac{M^4}{M^4 + m^4} \frac{1}{(2\pi)^3} \frac{M^4}{2E_2} \frac{1}{M^4 + m^4} (2\pi)^4 \delta(p^0 - E_1 - E_2) \mathcal{M}_{21}^* \mathcal{M}_{21} .
\] (4.26)

where \( p^0 \equiv p_0^0 \) is the initial external bosonic energy. Moreover, the symmetry factor is \( 1/s_2 = 1/2 \) because we have two identical bosonic particles as a final state of the amplitude \( \mathcal{M}_{12} \).

In order to complete the proof, we need the scattering amplitude for one particle into two, namely

\[
S^{(1)}_{12} = 1 + i T^{(1)}_{12} = 1 + i \frac{(-\lambda)}{3!} 3!(2\pi)^4 \delta^4(p_i - p_1 - p_2)
\]

\[= 1 - i\lambda(2\pi)^4 \delta^4(p_i - p_1 - p_2) ,
\] (4.27)

where \( p_i = (p^0, p) \). Therefore,

\[
\mathcal{M}_{12} = -\lambda ,
\] (4.28)

where, again, we omitted the two factors \( M^4/(M^4 + m^4) \) coming from the external legs. Such constant cancels the same contribution present on the left hand side of the unitarity condition (4.23).

In order to simplify the integral in \( p_1 \) in (4.26) we set \( p = 0 \). Hence, the momentum conservation for the process (4.27) implies \( p = p_1 + p_2 = 0 \), or \( p_1 = -p_2 \), which, together with \( E_1 = \sqrt{p_1^2 + m^2} \) and \( E_2 = \sqrt{p_2^2 + m^2} \), finally gives \( E_1 = E_2 \). Now the amplitude (4.26) in spherical coordinates reads

\[
i \frac{1}{2} \int \frac{d|p_1| 4\pi |p_1|^2}{(2\pi)^3} \frac{M^4}{2E_1} \frac{1}{M^4 + m^4} \frac{1}{(2\pi)^3} \frac{M^4}{2E_2} \frac{1}{M^4 + m^4} (2\pi)^4 \delta(p^0 - E_1 - E_2) \mathcal{M}_{21}^* \mathcal{M}_{21} .
\] (4.29)

We now make the following change of variables,

\[
E_1^2 = p_1^2 + m^2 , \quad E_1 dE_1 = |p_1| dp_1 ,
\] (4.30)

in the integral (4.29), which turns into (notice that \( E_2 = E_1 \))

\[
i \frac{1}{2} \left( \frac{M^4}{M^4 + m^4} \right)^2 \int \frac{dE_1 4\pi |p_1| E_1}{(2\pi)^3} \frac{1}{2E_1} \frac{1}{(2\pi)^3} \frac{1}{2E_1} (2\pi)^4 \delta(p^0 - 2E_1) \mathcal{M}_{21}^* \mathcal{M}_{21}
\]
\[
= i \left( \frac{M^4}{M^4 + m^4} \right)^2 \int \frac{dE_1}{(2\pi)^3} \frac{4\pi |p_1|E_1}{2E_1^2} \frac{1}{(2\pi)^3 2E_1} (2\pi)^6 \delta \left( p^0 - 2E_1 \right) \mathcal{M}_{21}^2 \mathcal{M}_{21} \cdot (4.31)
\]

Replacing \(|p_1| = \sqrt{E_1^2 - m^2}\) in (4.31),

\[
= i \left( \frac{M^4}{M^4 + m^4} \right)^2 \frac{1}{4\pi} \int dE_1 \sqrt{E_1^2 - m^2} \frac{1}{E_1} \delta \left( p^0 - 2E_1 \right) \mathcal{M}_{21}^2 \mathcal{M}_{21}
\]

\[
= i \left( \frac{M^4}{M^4 + m^4} \right)^2 \frac{1}{4\pi} \int dE_1 \sqrt{E_1^2 - m^2} \frac{1}{E_1} \delta \left( \frac{p^0}{2} - E_1 \right) \mathcal{M}_{21}^2 \mathcal{M}_{21}
\]

\[
= i \lambda^2 \frac{1}{2 \pi} \frac{M^8}{2 (M^4 + m^4)^2} \frac{1}{4\pi} \sqrt{1 - \frac{4m^2}{E_1^2} \sigma(p^0 - 2m)}
\]

\[
= i \lambda^2 \frac{M^8}{16\pi} \frac{1}{2 (M^4 + m^4)^2} \frac{1}{4\pi} \sqrt{1 - \frac{4m^2}{E_1^2} \sigma(p^0 - 2m)}, \quad (4.32)
\]

which is identical to the left-hand side of the unitarity condition (4.24). That is to say, (4.32) coincides with (4.25).

5 Perturbative unitarity of gauge theories and gravity

The Cutkosky rules (3.76) and the unitarity condition (4.24) have been derived for a scalar field theory. However, in order to prove the unitarity of local higher-derivative gauge or gravitational theories, we have to take into account of gauge invariance and diffeomorphism invariance, respectively. Therefore, we need to show the cancellation of unphysical cuts, namely, that the unphysical longitudinal and timelike degrees of freedom cannot go on-shell. Actually, such a proof is not so different from the one performed for the two-derivative gauge or gravity case. In the scalar field theory, the tensorial structure is trivial, but in local higher-derivative gauge and gravitational theories some of the components of the propagators seem to violate unitarity at the cuts when the Cutkosky rules are implemented. However, this is not the case because of the presence of the Fadeev–Popov ghosts that also contribute to the cuts and exactly cancel unphysical degrees of freedom. Hence, when we cut the loop amplitudes only physical states (physical gauge-invariant transverse polarizations) can go on-shell.

In order to prove unitarity, we need to use the Ward identities that have been derived for a general field theory in \([4\text{, Sec. 2.7}]\) and more recently in \([32]\). The proof of the cancellation of unphysical cuts relies only on the gauge or diffeomorphism (or their quantum BRST version) invariance of the action, and it is usually stated at the formal level of the path-integral independence of the gauge-fixing term, which, of course, holds here as well.

For local higher-derivative gauge and gravitational theories, in the loop amplitudes we have the sum on the contributions coming from gauge bosons and the Fadeev–Popov ghosts, but all the amplitudes are (non)analytically continued in the same way regardless
of the particle species, and the Cutkosky rules are the same derived for the real scalar field up to an overall tensorial structure. Unitarity is guaranteed by the Ward identities, that imply the cancellation of the longitudinal degrees of freedom for the gauge bosons and the graviton with equal contributions coming from the BRST ghosts.

Therefore, the Cutkosky rules proved here together with gauge invariance imply unitarity.

6 Conclusions

In this paper, we focused on the unitarity issue in a class of theories with propagators having the usual real poles (normal particles) and also complex conjugate ghostlike poles. At the tree level, the complex conjugate poles do not contribute to the discontinuity of the amplitudes, while in the loop amplitudes we achieved unitarity applying the same technique successfully implemented in nonlocal field theories [19]. The latter procedure consists in integrating the internal energies in loop diagrams along special paths (in the complex hyperplane of dimension $L$, where $L$ is the number of loops) resulting from the deformation of the integrals along the imaginary axes when the external energies move from purely imaginary to real values. Making use of the above integration domain in the loop amplitudes, we derived the Cutkosky rules for higher derivative theories with complex conjugate ghosts.

The key feature of these theories resides in the presence of complex conjugate poles. Indeed, the absence of such compensation would violate unitarity in our (non)analytic deformation. The nonanalyticity shows up when the complex poles overlap at the threshold for the production of the complex ghosts that, however, do not go on-shell because the imaginary part of the amplitudes is zero. The proof given here is very characteristic of complex conjugate poles and it does not work for real ghosts such as the one present in Stelle’s theory (1.1).

Unitarity is proved using the Cutkosky rules and removing by hand the complex ghosts from the spectrum of the asymptotic states. Although this construction is partially a definition of the theory, its consistency is shown by the Cutkosky rules themselves: Once the ghosts are removed from the asymptotic spectrum, they cannot be generated again in loop amplitudes.

The results obtained for the scalar field theory can be easily extended to gauge and gravitational theories making use of the Ward identities.

To complement our findings with a physical interpretation and future directions, we compare the behaviour of conjugate ghosts with that of gluons. In quantum Yang–Mills theories and chromodynamics, it is often stated [33] (and references therein) that the violation of reflection positivity is related to the confinement of gluons in the glueballs or of quarks in hadrons. Such statement is mainly based on the nonperturbative propagator for gluons. It turns out that the classical propagator for a complex pair of ghosts present in the theory studied in this paper is exactly the same of the nonperturbative propagator for the gluons up to the opposite overall sign. Indeed, we can rewrite the two-point function
For $m^2 < M^2$, the second propagator has complex conjugate poles and it exactly looks like the one that emerges in Yang–Mills theory at the nonperturbative level (see [34] and references therein). The only difference is the overall negative sign. The form of the quantum nonperturbative propagator for gluons is usually taken as evidence for the confinement of gluons in glueballs. Therefore, directly exporting such interpretation in higher-derivative theories, one might conjecture that also complex ghosts undergo some sort of confinement into “ghostballs.” Such a mechanism would exclude the complex pairs from the asymptotic spectrum of free particles as found here and, most importantly, it would not undermine the stability of the vacuum. Clarifying the existence of ghost confinement in this theory of quantum gravity, as it may happen in other nonlocal models [35], will require further study.

Note added. While our paper was under completion, we became aware of ref. [36], where the topic of complex ghosts and their confinement is studied within nonlocal and Lee–Wick theories. These results might help to answer some of the questions posed in our concluding section.
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A Triangle and square amplitudes

We complete the unitarity analysis with two other relevant diagrams: the triangle diagram and the square diagram in the $\phi^3$ theory.

A.1 Discontinuity of the triangular amplitude

For the triangular diagram, we assume that the particle with momentum $p_1$ corresponds to the initial state, while the particles with momenta $p_2$ and $p_3$ correspond to the final state. We have three internal propagators carrying momenta $k$, $p_1 - k$, and $p_3 - k$, respectively. Hence, the whole amplitude reads

$$
\mathcal{M}_{\text{triangle}} = -\frac{\lambda^3}{2} \int_{C \times \mathbb{R}^3} \frac{i d^4 k}{(2\pi)^4} \frac{1}{k^2 - m^2 + i\epsilon} \frac{1}{k^4 + M^4} \frac{1}{(p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_1 - k)^4 + M^4} 
\times \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^4 + M^4}.
$$

(A.1)
The above triangle amplitude (A.1) has eighteen poles in the $k^0$-plane. The poles of all the propagators in (A.1) are located at

six poles of the first propagator: \[
\begin{align*}
\begin{cases}
\bar{k}_{1,2}^0 = \pm \sqrt{k^2 + m^2 - i\epsilon}, \\
\bar{k}_{1,2}^0 = \sqrt{k^2 + iM^2}, \\
\bar{k}_{3,4}^0 = -\sqrt{k^2 + iM^2},
\end{cases}
\end{align*}
\] (A.2)

six poles of the second propagator: \[
\begin{align*}
\begin{cases}
\bar{k}_{5,6}^0 = p_1^0 \pm \sqrt{(p_1 - k)^2 + m^2 - i\epsilon}, \\
\bar{k}_{5,6}^0 = p_1^0 + \sqrt{(p_1 - k)^2 \pm iM^2}, \\
\bar{k}_{7,8}^0 = p_1^0 - \sqrt{(p_1 - k)^2 \pm iM^2},
\end{cases}
\end{align*}
\] (A.3)

six poles of the third propagator: \[
\begin{align*}
\begin{cases}
\bar{k}_{9,10}^0 = p_3^0 \pm \sqrt{(p_3 - k)^2 + m^2 - i\epsilon}, \\
\bar{k}_{9,10}^0 = p_3^0 + \sqrt{(p_3 - k)^2 \pm iM^2}, \\
\bar{k}_{11,12}^0 = p_3^0 - \sqrt{(p_3 - k)^2 \pm iM^2}.
\end{cases}
\end{align*}
\] (A.4)

Among these eighteen poles, only six will move across the imaginary axis during the deformation of the path. Such poles are $\bar{k}_{4,6}^0$ and $\bar{k}_{7,8,11,12}^0$. Therefore, the amplitude can be recast into the following form:

\[
M_{\text{triangle}} = -\frac{\lambda^3}{2} \int_{\mathbb{R}^3} \frac{i d^3 k}{(2\pi)^3} \frac{1}{k^2 - m^2 + i\epsilon} k^4 + M^4 \frac{1}{(p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon}
\]

\[
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i d^3 k}{(2\pi)^3} \frac{1}{(k_4^0)^2 - k^2 - m^2 + i\epsilon} \frac{1}{(k_4^0)^2 - k^2 - m^2 + i\epsilon} \frac{1}{((k_4^0)^2 - k^2)^2 + M^4} \frac{1}{(p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon}
\]

\[
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i d^3 k}{(2\pi)^3} \frac{1}{4iM^2 \sqrt{(p_1 - k)^2 + iM^2}} \frac{1}{(p_1^0 - k_4^0)^2 - (p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{((k_4^0)^2 - k^2)^2 + M^4}
\]

\[
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i d^3 k}{(2\pi)^3} \frac{1}{4iM^2 \sqrt{(p_1 - k)^2 - iM^2}} \frac{1}{(p_1^0 - k_4^0)^2 - (p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{((k_4^0)^2 - k^2)^2 + M^4}
\]

\[
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i d^3 k}{(2\pi)^3} \frac{1}{(k_6^0)^2 - k^2 - m^2 + i\epsilon} \frac{1}{(k_6^0)^2 - k^2 - m^2 + i\epsilon} \frac{1}{((k_6^0)^2 - k^2)^2 + M^4}
\]

\[
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i d^3 k}{(2\pi)^3} \frac{1}{4iM^2 \sqrt{(p_1 - k)^2 + iM^2}} \frac{1}{(p_1^0 - k_6^0)^2 - (p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{((k_6^0)^2 - k^2)^2 + M^4}
\]

\[
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i d^3 k}{(2\pi)^3} \frac{1}{4iM^2 \sqrt{(p_1 - k)^2 - iM^2}} \frac{1}{(p_1^0 - k_6^0)^2 - (p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{((k_6^0)^2 - k^2)^2 + M^4}
\]
\[
\times \frac{1}{(p_1^0 - k_{6}^{0})^2 - (p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{[(p_1^0 - k_{6}^{0})^2 - (p_1 - k)^2]^2 + M^4} \\
\times \frac{1}{-2\sqrt{(p_3 - k)^2 + m^2 - i\epsilon} m^4 + M^4} \\
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i\,d^3k}{(2\pi)^3} \frac{1}{(k_{11}^{0})^2 - k^2 - m^2 + i\epsilon} \left[ \frac{1}{[(k_{11}^{0})^2 - k^2]^2 + M^4} \right] \\
\times \frac{1}{iM^2 - m^2 - 4iM^2\sqrt{(p_3 - k)^2 + iM^2}} \\
+ (2\pi i) \int_{\mathbb{R}^3} \frac{i\,d^3k}{(2\pi)^3} \frac{1}{(k_{12}^{0})^2 - k^2 - m^2 + i\epsilon} \left[ \frac{1}{[(k_{12}^{0})^2 - k^2]^2 + M^4} \right] \\
\times \frac{1}{-iM^2 - m^2 - 4iM^2\sqrt{(p_3 - k)^2 - iM^2}}. \\
\tag{A.5}
\]

Notice that the term carrying \(k_6^0\) and the term carrying \(k_8^0\) are complex conjugate to each other when \(\epsilon = 0\). Therefore, since the terms

\[
(k_6^0)^2 - k^2 - m^2, \quad (p_3^0 - k_7^0)^2 - (p_3 - k)^2 - m^2, \\
(k_8^0)^2 - k^2 - m^2, \quad (p_3^0 - k_8^0)^2 - (p_3 - k)^2 - m^2, \\
\tag{A.6}
\]

are never zero for finite values of \(M\), we can safely send \(\epsilon \to 0\). Also the term with \(k_{11}^0\) and the term with \(k_{12}^0\) are complex conjugate. Since the first term of the amplitude \(\mathcal{M}_{\triangle}\) is real (same arguments of (3.8)), the imaginary part of the amplitude comes only from the second and the fifth term of \(\mathcal{M}_{\triangle}\). The second term of \(\mathcal{M}_{\triangle}\) can be expressed as

\[
(2\pi i) \int_{\mathbb{R}^3} \frac{i\,d^3k}{(2\pi)^3} \frac{\sigma \left[ \text{Re}(k_{6}^0) \right]}{(k_{6}^0)^2 - k^2 - m^2 + i\epsilon} \frac{1}{[(k_{6}^0)^2 - k^2]^2 + M^4} - \frac{1}{2\sqrt{(p_1 - k)^2 + m^2 - i\epsilon} m^4 + M^4} \\
\times \frac{1}{m^4 + M^4} \frac{1}{(p_3^0 - k_{7}^0)^2 - (p_3 - k)^2 - m^2 + i\epsilon} \left[ \frac{1}{[(p_3^0 - k_{7}^0)^2 - (p_3 - k)^2]^2 + M^4} \right] \\
= (-2\pi i) \int_{\mathbb{R}^4} \frac{i\,d^4k}{(2\pi)^4} \frac{\sigma(p_1^0 - k^0)}{(k_{6}^0)^2 - k^2 - m^2 + i\epsilon} \frac{1}{k^4 + M^4} \sigma(p_1^0 - k^0) \delta((p_1 - k)^2 - m^2) \\
\times \frac{1}{m^4 + M^4} \frac{1}{(p_3 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^4 + M^4}, \\
\tag{A.7}
\]

while the fifth term of \(\mathcal{M}_{\triangle}\) can be recast into

\[
(2\pi i) \int_{\mathbb{R}^3} \frac{i\,d^3k}{(2\pi)^3} \frac{\sigma \left[ \text{Re}(k_{6}^0) \right]}{(k_{6}^0)^2 - k^2 - m^2 + i\epsilon} \frac{1}{[(k_{6}^0)^2 - k^2]^2 + M^4} \\
\times \frac{1}{(p_1^0 - k_6^0)^2 - (p_1 - k)^2 - m^2 + i\epsilon} \left[ \frac{1}{[(p_1^0 - k_6^0)^2 - (p_1 - k)^2]^2 + M^4} \right] \\
\times \frac{1}{(p_3^0 - k_{7}^0)^2 - (p_3 - k)^2 - m^2 + i\epsilon} \left[ \frac{1}{[(p_3^0 - k_{7}^0)^2 - (p_3 - k)^2]^2 + M^4} \right] \\
\tag{A.8}
\]
the momenta $k$

Therefore, the imaginary part of the amplitude can be expressed as

$$\mathcal{M}_{\text{triangle}} - \mathcal{M}_{\text{triangle}}' = -\frac{\lambda^3}{2} (-2\pi i)^2 \int_{\mathbb{R}^4} \frac{i d^4k}{(2\pi)^4} \left( \frac{\delta((p_3 - k)^2 - m^2)}{k^2 - m^2 + i\epsilon} + \frac{\delta(k^2 - m^2)}{(p_3 - k)^2 - m^2 + i\epsilon} \right) \sigma(k^0) \sigma(p_1^0 - k^0) \delta((p_1 - k)^2 - m^2) \frac{1}{k^4 + M^4} \frac{1}{m^4 + M^4} \frac{1}{(p_3 - k)^4 + M^4}. \quad (A.9)$$

Since the kinematical condition requires that $p_1^2 > p_2^2 + p_3^2$, only the propagators involving the momenta $k$ and $p_1 - k$ can go on-shell together. Hence, finally we get

$$\mathcal{M}_{\text{triangle}} - \mathcal{M}_{\text{triangle}}' = -\frac{\lambda^3}{2} (-2\pi i)^2 \int_{\mathbb{R}^4} \frac{i d^4k}{(2\pi)^4} \frac{\delta(k^2 - m^2)}{(p_3 - k)^2 - m^2 + i\epsilon} \delta((p_1 - k)^2 - m^2) \frac{1}{k^4 + M^4} \frac{1}{m^4 + M^4} \frac{1}{(p_3 - k)^4 + M^4}. \quad (A.10)$$

### A.2 Discontinuity of the square amplitude

We assume the initial state to consist of two particles with momenta $p_1$ and $p_2$, while the final state consists of two particles with momenta $p_3$ and $p_4$. We have four internal propagators carrying momenta $k, p_1 - k, p_3 - k,$ and $p_1 + p_2 - k$, respectively. Therefore, the whole amplitude reads

$$\mathcal{M}_{\text{box}} = -\frac{\lambda^3}{2} \int_{\mathbb{R}^4} \frac{i d^4k}{(2\pi)^4} \frac{1}{k^2 - m^2 + i\epsilon} \frac{1}{k^4 + M^4} \frac{1}{(p_1 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_3 - k)^4 + M^4} \frac{1}{(p_1 + p_2 - k)^2 - m^2 + i\epsilon} \frac{1}{(p_1 + p_2 - k)^4 + M^4}. \quad (A.11)$$

The amplitude (A.11) has a total of 24 poles in the $k^0$-plane:

the six poles of the first propagator:

$$\begin{align*}
k_{1,2}^0 &= \pm \sqrt{k^2 + m^2 - i\epsilon}, \\
k_{1,2}^1 &= \sqrt{k^2 \pm iM^2}, \\
k_{3,4}^0 &= -\sqrt{k^2 \pm iM^2},
\end{align*} \quad (A.12)$$
six poles of the second propagator:
\[
\begin{align*}
\kappa_{3,4}^0 &= p_1^0 \pm \sqrt{(p_1 - k)^2 + m^2 - i \epsilon}, \\
\kappa_{5,6}^0 &= p_2^0 + \sqrt{(p_1 - k)^2 \pm i M^2}, \\
\kappa_{7,8}^0 &= p_3^0 - \sqrt{(p_1 - k)^2 \pm i M^2},
\end{align*}
\] (A.13)

six poles of the third propagator:
\[
\begin{align*}
\kappa_{9,10}^0 &= p_4^0 + \sqrt{(p_1 + p_2 - k)^2 \pm i M^2}, \\
\kappa_{11,12}^0 &= p_5^0 - \sqrt{(p_1 + p_2 - k)^2 \pm i M^2}.
\end{align*}
\] (A.14)

six poles of the fourth propagator:
\[
\begin{align*}
\kappa_{13,14}^0 &= p_6^0 + p_7^0 + \sqrt{(p_1 + p_2 - k)^2 \pm i M^2}, \\
\kappa_{15,16}^0 &= p_8^0 + p_9^0 - \sqrt{(p_1 + p_2 - k)^2 \pm i M^2}.
\end{align*}
\] (A.15)

Out of the 24 poles, eight move across the imaginary axis during the continuation. Such poles are \( \kappa_{4,6,8}^0 \) and \( \kappa_{7,8,11,12,15,16}^0 \). Hence, the amplitude can be divided into nine terms. Similarly to the triangular amplitude, the terms that come from the same pair are indeed complex conjugate to each other for \( \epsilon = 0 \), and we can safely send \( \epsilon \to 0 \) as we stated in the section about the triangle amplitude. Moreover, only the propagators with momenta \( k \) and \( p_1 + p_2 - k \) can go on-shell together because of the kinematical condition. Therefore, the imaginary part of the amplitude can be recast into

\[
\mathcal{M}_{\text{box}} - \mathcal{M}_{\text{box}}^\ast = \frac{\lambda^4}{2} (2\pi i)^2 \int_{R^4} \frac{i d^4 k}{(2\pi)^4} \frac{\delta(k^2 - m^2)}{(p_1 - k)^2 - m^2 + i\epsilon} \frac{\delta((p_1 + p_2 - k)^2 - m^2)}{(p_3 - k)^2 - m^2 + i\epsilon} \sigma(k^0) \sigma(p_1^0 + p_2^0 - k^0) \frac{1}{k^4 + M^4} \frac{1}{(p_3 - k)^4 + M^4} \frac{1}{m^4 + M^4}.
\] (A.16)

\section*{B Explicit derivation of the discontinuity of the amplitude at two-loops}

In this section, we explicitly compute the discontinuity of the amplitude (3.59). First of all, we extract the imaginary part of \( \mathcal{M}_{22} \). In the limit \( \epsilon \to 0 \), only the first propagator in (3.59) can be singular, namely

\[
\frac{1}{(k^0_{2,3})^2 - k_2^2 - m^2 + i\epsilon}.
\]

Hence, using the Sokhotski–Plemelj formula, we get

\[
\lim_{\epsilon \to 0} \frac{1}{(k^0_{2,3})^2 - k_2^2 - m^2 + i\epsilon} = \frac{1}{k^0_{2,3} + \sqrt{k_2^2 + m^2}} \left[ \text{PV} \frac{1}{k^0_{2,3} - \sqrt{k_2^2 + m^2}} - i\pi \delta(k^0_{2,3} - \sqrt{k_2^2 + m^2}) \right] = \frac{1}{k^0_{2,3} + \sqrt{k_2^2 + m^2}} \text{PV} \frac{1}{k^0_{2,3} - \sqrt{k_2^2 + m^2}} - i\pi \frac{\delta(k^0_{2,3} - \sqrt{k_2^2 + m^2})}{2\sqrt{k_2^2 + m^2}}.
\] (B.1)
Using the above limit in (3.59), the imaginary part of the amplitude reads

\[
\text{Im} \mathcal{M}_{22} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{id^3k_2}{(2\pi)^4} (-\pi) \frac{\delta(k_{2,3}^0 - \sqrt{k_2^2 + m^2})}{2\sqrt{k_2^2 + m^2}} \\
\times \frac{1}{[(k_{2,3}^0)^2 - k_2^2] + M^4} \frac{1}{-2\sqrt{k_1^2 + m^2 - i\epsilon}} \\
\times \frac{1}{\bigg[ \left( p^0 - k_{2,3}^0 - \sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon} \right)^2 - k_2^2 \bigg] + M^4} \\
\times -2\sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon} \sigma \left[ \text{Re}(\bar{k}_{2,3}^0) \right] \frac{1}{m^4 + M^4}.
\]

(B.2)

Replacing \( \bar{k}_{2,3}^0 \) in the Dirac delta distribution above,

\[
\text{Im} \mathcal{M}_{22} = -\frac{\lambda^2 M^{12}}{2} \int_{\mathbb{R}^3} \frac{id^3k_1}{(2\pi)^4} \int_{\mathbb{R}^3} \frac{id^3k_2}{(2\pi)^4} (-\pi) \frac{\delta(p^0 - \sqrt{k_1^2 + m^2 - \sqrt{(k_1 + k_2)^2 + m^2 - \sqrt{k_2^2 + m^2}})}{2\sqrt{k_2^2 + m^2}} \\
\times \frac{1}{m^4 + M^4} \frac{1}{2\sqrt{k_1^2 + m^2 - i\epsilon}} \frac{1}{m^4 + M^4} \\
\times \frac{1}{2\sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon}} \sigma \left[ p^0 - \sqrt{k_1^2 + m^2 - \sqrt{(k_1 + k_2)^2 + m^2}} \right] \frac{1}{m^4 + M^4}.
\]

(B.3)

We can now rewrite the integral \( d^3k_1/(2\sqrt{k_1^2 + m^2 - i\epsilon}) \) as \( d^4k_1 \sigma(k_1^0) \delta(k_1^2 - m^2) \), so that the imaginary part becomes

\[
\text{Im} \mathcal{M}_{22} = -\frac{\lambda^2 M^{12}}{2 (m^4 + M^4)^3} \int_{\mathbb{R}^4} \frac{id^4k_1}{(2\pi)^4} \int_{\mathbb{R}^4} \frac{id^4k_2}{(2\pi)^4} (-\pi) \frac{\delta(p^0 - k_1^0 - \sqrt{(k_1 + k_2)^2 + m^2 - \sqrt{k_2^2 + m^2}})}{2\sqrt{k_2^2 + m^2}} \\
\times \frac{1}{2\sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon}} \sigma \left[ p^0 - k_1^0 - \sqrt{(k_1 + k_2)^2 + m^2} \right].
\]

(B.4)

Similarly, we rewrite the three-dimensional integral

\[
d^3k_2 \frac{1}{2\sqrt{(k_1 + k_2)^2 + m^2 - i\epsilon}} \sigma \left[ p^0 - k_1^0 - \sqrt{(k_1 + k_2)^2 + m^2} \right],
\]

as the-dimensional integral

\[
d^4k_2 \sigma(p^0 - k_1^0 - k_2^0) \delta[(p - k_1 - k_2)^2 - m^2] \sigma \left[ p^0 - k_1^0 - (p^0 - k_1^0 - k_2^0) \right],
\]

and the imaginary part turns into

\[
\text{Im} \mathcal{M}_{22} = -\frac{\lambda^2 M^{12}}{2 (m^4 + M^4)^3} \int_{\mathbb{R}^4} \frac{id^4k_1}{(2\pi)^4} \int_{\mathbb{R}^4} \frac{id^4k_2}{(2\pi)^4} (-\pi)
\]
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Finally, we have

$$\begin{align}
\delta \left[p^0-k_i^0-(p^0-k_i^0-k_2^0) - \sqrt{k_2^2 + m^2}\right] \sigma(k_i^0) \delta(k_i^2 - m^2)
\times \sigma(p^0-k_i^0-k_2^0) \delta[(p-k_1-k_2)^2 - m^2] \sigma[p^0-k_i^0-(p^0-k_i^0-k_2^0)]
\end{align}$$

$$\begin{align}
&= -\frac{\lambda^2}{2} \frac{M_{12}^4}{(m^4+M^4)^3} \int_{\mathbb{R}^4} \frac{id^4k_1}{(2\pi)^4} \int_{\mathbb{R}^4} \frac{id^4k_2}{(2\pi)^4} (-2\pi i)^3 (-\pi)\delta(k_2^2 - m^2)
\times \sigma(k_1^0) \delta(k_2^2 - m^2) \sigma(p^0-k_i^0-k_2^0) \delta[(p-k_1-k_2)^2 - m^2] \sigma(k_2^0). \quad \text{(B.5)}
\end{align}$$

Finally, we have

$$\text{Disc } \mathcal{M} = 2i \text{ Im } \mathcal{M} = 2i \text{ Im } \mathcal{M}_{22}$$

$$\begin{align}
&= -\frac{\lambda^2}{2} \frac{M_{12}^4}{(m^4+M^4)^3} \int_{\mathbb{R}^4} \frac{id^4k_1}{(2\pi)^4} \int_{\mathbb{R}^4} \frac{id^4k_2}{(2\pi)^4} (-2\pi i)^3 \sigma(k_1^0) \delta(k_1^2 - m^2)
\times \sigma(k_2^0) \delta(k_2^2 - m^2) \sigma(p^0-k_i^0-k_2^0) \delta[(p-k_1-k_2)^2 - m^2]. \quad \text{(B.6)}
\end{align}$$
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