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Introduction
In this paper we continue our study of a complex variables version of Hilbert’s seventeenth problem by generalizing some of the results from [CD]. Given a bihomogeneous polynomial \( f \) of several complex variables that is positive away from the origin, we proved that there is an integer \( d \) so that \( \|z\|^{2d}f(z, \overline{z}) \) is the squared norm of a holomorphic mapping. Thus, although \( f \) may not itself be a squared norm, it must be the quotient of squared norms of holomorphic homogeneous polynomial mappings. The proof required some operator theory on the unit ball. In the present paper we prove that we can replace the squared Euclidean norm by squared norms arising from an orthonormal basis for the space of homogeneous polynomials on any bounded circled pseudoconvex domain of finite type. To do so we prove a compactness result for an integral operator on such domains related to the Bergman kernel function. Recall that the Bergman kernel function \( B \) for a domain \( \Omega \) is the integral kernel for the operator \( P \) that projects \( L^2(\Omega) \) to the closed subspace \( A^2(\Omega) \) of holomorphic functions in \( L^2(\Omega) \).

We prove the following results.

**Proposition 1.** Suppose that \( \Omega \) is a bounded pseudoconvex domain in \( \mathbb{C}^n \) for which the \( \overline{\partial} \)-Neumann operator \( N \) is compact. Let \( M \) be a pseudodifferential operator of order 0. Then the commutator \([P, M]\) is compact on \( L^2(\Omega) \).

**Theorem 1.** Suppose that \( \Omega \) is a smoothly bounded pseudoconvex domain of finite type in \( \mathbb{C}^n \), with Bergman kernel \( B(z, \overline{z}) \). Let \( g \) be a smooth function on \( \overline{\Omega} \times \overline{\Omega} \) that vanishes on the boundary diagonal. Then the operator on \( L^2(\Omega) \) with integral kernel \( gB \) is compact.

**Theorem 2.** Suppose that \( \Omega \) is a smoothly bounded pseudoconvex circled domain in \( \mathbb{C}^n \) of finite type. For each integer \( d \), let \( \Phi^d = (\Phi^d_1, ..., \Phi^d_N) \) denote an orthonormal basis for the homogeneous polynomials of degree \( d \) on \( \Omega \). Let \( f \) be a bihomogeneous polynomial that is positive away from the origin. Then there is an integer \( d_0 \) (depending on \( f \)) such that, for each \( d \geq d_0 \), there is a homogeneous polynomial mapping \( h \) such that

\[ \|\Phi^d(z)\|^2 f(z, \overline{z}) = \|h(z)\|^2 \]

In section III we interpret Theorem 2 and the theorem from [CD] in terms of Hermitian line bundles over complex projective space. In a future paper we will prove a related differential geometric theorem involving metrics on Hermitian line bundles over compact complex manifolds.
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I. Needed facts about compact operators.
In this section we write \((u, v)\) for the inner product on a Hilbert space, and \( \|u\|^2 \) for the squared norm. An operator \( A : H_1 \to H_2 \) between Hilbert spaces is compact if
whenever $f_j$ is a bounded sequence in $H_1$, then $A(f_j)$ has a convergent subsequence in $H_2$. We convert this into an estimate:

**Lemma 1.** Suppose that $A : H_1 \to H_2$ is an operator between Hilbert spaces. Then $A$ is compact if and only if, for all positive $\epsilon$, there is a compact operator $B = B_\epsilon$ and a positive constant $C_\epsilon$ such that the following estimate holds:

$$||Af||^2 \leq \epsilon||f||^2 + C_\epsilon||B_\epsilon f||^2$$

(1)

Proof. If $A$ is compact, we may take $B = A$ and $C_\epsilon = 1$. Conversely, we suppose that (1) holds. Let $f_j$ be a bounded sequence in the domain; we will construct a subsequence whose image under $A$ is Cauchy. Consider a positive integer $n$. From (1) we have

$$||A(f_j) - A(f_k)||^2 \leq \epsilon||f_j - f_k||^2 + C_\epsilon||B_\epsilon (f_j - f_k)||^2.$$  

(2)

Since $||f_j||$ are bounded, the first term can be made smaller than $\frac{1}{2n}$ by choosing $\epsilon$ small enough. The second can then be made smaller than $\frac{1}{2n}$ by extracting a subsequence (still labeled the same) for which $B_\epsilon f_j$ converges and then choosing $j$ and $k$ sufficiently large. Thus for each $n$ there is a subsequence such that $||A(f_{j(n)}) - A(f_{k(n)})||^2 < \frac{1}{n}$. Extracting the diagonal subsequence gives a subsequence whose image under $A$ is Cauchy. Therefore $A$ is compact. ♣

In order to prove (1) in specific cases we will use the standard remark that, given $\epsilon > 0$, there is a positive constant $C_\epsilon$ so that

$$|(u, v)| \leq \epsilon||u||^2 + C_\epsilon||v||^2.$$  

(3)

We sometimes write sc for $\epsilon$ and lc for $C_\epsilon$.

Let $\Omega$ be a smoothly bounded pseudoconvex domain in $\mathbb{C}^n$. We assume that the reader is familiar with the $\overline{\partial}$-Neumann problem. See [C2, DFK, K] for example. We have the Hodge decomposition on $(0, q)$ forms given by $I = (\overline{\partial} \overline{\partial}^* + \partial \partial^*)N + H$ where $H$ is the harmonic projector. For pseudoconvex domains in $\mathbb{C}^n$, the operator $H$ on $(0, q)$ forms vanishes except when $q = 0$, in which case it equals the Bergman projection $P$. Thus on $(0, q)$ forms for $q \geq 1$, the $\overline{\partial}$-Neumann operator $N$ satisfies $(\overline{\partial} \overline{\partial} + \partial \partial^*)N = I$.

The Bergman kernel function $B(z, \overline{\zeta})$ for a bounded domain $\Omega$ is the integral kernel of the operator $P$ that projects $L^2(\Omega)$ onto the closed subspace $A^2(\Omega)$ of holomorphic functions in $L^2(\Omega)$. Suppose that the collection $\{\phi_\alpha\}$ forms a complete orthonormal set for $A^2(\Omega)$. Then the Bergman kernel satisfies

$$B(z, \overline{\zeta}) = \sum \phi_\alpha(z) \overline{\phi_\alpha(\zeta)}.$$  

(4)

Kohn’s formula relates the $N$ operator to the Bergman projection $P$; it states that $P = I - \overline{\partial} \overline{N} \overline{\partial}$. Here the $N$ operator is defined on $(0, 1)$ forms. The image of $N$ is contained in the domain of $\overline{\partial}$. For forms of all degrees this remains true; then $\overline{\partial} N$ maps $(0, q)$ forms in $L^2(\Omega)$ to $(0, q - 1)$ forms in $L^2$, and its adjoint $N \overline{\partial}$ maps $(0, q - 1)$ forms in $L^2$ to $(0, q)$ forms in $L^2$.  
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We recall (See [D]) that \( \Omega \) is of \textit{finite type} if there is a bound on the order of contact of ambient complex analytic varieties with \( b\Omega \) at all points. Domains of finite type satisfy subelliptic estimates [C1], and hence the \( \overline{\partial} \)-Neumann operator is compact. Another consequence [Ke] is that the Bergman kernel function is smooth on \( \overline{\Omega} \times \overline{\Omega} \) away from the boundary diagonal. See [HI] for recent results concerning compactness of the \( \overline{\partial} \)-Neumann operator.

**Lemma 2.** Suppose that the \( \overline{\partial} \)-Neumann operator \( N \) is compact on the spaces of forms of type \((0, q)\) and \((0, q + 1)\) in \( L^2(\Omega) \). Then \( \overline{\partial}^* N \) and \( N \overline{\partial} \) are compact.

**Proof.** Since \( N \overline{\partial} \) on \((0, q)\) forms is the adjoint of \( \overline{\partial}^* N \) on \((0, q + 1)\) forms, it suffices to prove that \( \overline{\partial}^* N \) is compact. Using the Hodge decomposition formula

\[
I = (\overline{\partial} \overline{\partial} + \overline{\partial} \overline{\partial}^*) N + H
\]

we see that

\[
||\overline{\partial} N f||^2 = (\overline{\partial} \overline{\partial}^* N f, N f) = (f, N f) - (\overline{\partial} \overline{\partial} N f, N f) - (H f, N f).
\]  

(5)

Since \((H f, N f) = 0\), and \(- (\overline{\partial} \overline{\partial} N f, N f) = -||\overline{\partial} N f||^2\), we see that

\[
||\overline{\partial}^* N f||^2 \leq (f, N f) \leq \epsilon ||f||^2 + C \epsilon ||N f||^2.
\]

Lemma 1 now implies that \( \overline{\partial}^* N \) is compact. \( \spadesuit \).

The next proposition is a key step in our proof of Theorem 1. It also could be used instead of Theorem 1 in the proof of Theorem 2.

**Proposition 1.** Suppose that \( \Omega \) is a bounded pseudoconvex domain in \( \mathbb{C}^n \) for which the \( \overline{\partial} \)-Neumann operator \( N \) is compact on \((0, 1)\) forms in \( L^2(\Omega) \). Let \( M \) be a pseudodifferential operator of order 0. Then the commutator \( A = [P, M] \) is compact on \( L^2(\Omega) \).

**Proof.** By the formula relating \( N \) and \( P \) we have

\[
A = [P, M] = [I - \overline{\partial} N \overline{\partial}, M] = -[\overline{\partial} N \overline{\partial}, M] = -[\overline{\partial}^*, M] N \overline{\partial} + \overline{\partial}^* [M, N \overline{\partial}]
\]  

(6)

Note first that the commutator of \( M \) and either \( \overline{\partial} \) or \( \overline{\partial}^* \) is an operator of order zero, and hence bounded. The first term in the last equality in (6) is the composition of the bounded operator \([\overline{\partial}^*, M] \) with the compact operator \( N \overline{\partial} \), and hence is itself compact. The second term is more difficult. We use both lemmas. As usual we write

\[
Q(u, v) = (\overline{\partial} u, \overline{\partial} v) + (\overline{\partial}^* a, \overline{\partial}^* v)
\]

The main property of \( Q \) is that \( Q(N u, v) = (u, v) \). We write \( a = MN \overline{\partial} f - N \overline{\partial} M f \) to simplify notation. Our goal is to show that the map taking \( f \) to \( \overline{\partial}^* a \) is compact. To do so, we compute \( Q(a, a) \).

When we commute first order operators past \( M \) we obtain operators of order zero, all denoted by \( P_0 \). We obtain

\[
Q(MN \overline{\partial} f - N \overline{\partial} M f, MN \overline{\partial} f - N \overline{\partial} M f) = ||(MN \overline{\partial} f - N \overline{\partial} M f)||^2 + ||\overline{\partial}^* (MN \overline{\partial} f - N \overline{\partial} M f)||^2
\]

\[
= (\overline{\partial}^* MN \overline{\partial} f, \overline{\partial}^* a) - (\overline{\partial}^* N \overline{\partial} M f, \overline{\partial}^* a) + (\overline{\partial} M N \overline{\partial} f, \overline{\partial} a) - (\overline{\partial} N \overline{\partial} M f, \overline{\partial} a)
\]  

(7)
Using $Q(Nu, v) = (u, v)$, the second and fourth terms in (7) simplify to $-(\partial M f, a)$. Using this, commuting $M$ past the differentiations, and moving it to the other side, we obtain

\[ (P_0 N\bar{\partial} f, \bar{\partial} a) + (\bar{\partial}^* N\bar{\partial} f, M^* \bar{\partial} a) - (\partial M f, a) + (P_0 N\bar{\partial} f, \bar{\partial} a) + (\bar{\partial} N\bar{\partial} f, M^* \bar{\partial} a) \]

\[ = (P_0 N\bar{\partial} f, \partial a) + (\bar{\partial}^* N\bar{\partial} f, \bar{\partial}^* M^* a) + (\bar{\partial} N\bar{\partial} f, P_0 a) - (\partial M f, a) \]

\[ + (P_0 N\bar{\partial} f, \bar{\partial} a) + (\bar{\partial} N\bar{\partial} f, \bar{\partial} M^* a) + (\bar{\partial} N\bar{\partial} f, P_0 a) \]  

(8)

Using $Q(Nu, v) = (u, v)$, the second term plus the sixth term in (8) becomes $(\partial f, M^* a)$. Subtracting the fourth term from this gives $(\partial N f, a)$. Hence we obtain

\[ Q(a, a) = (P_0 N\bar{\partial} f, \partial a) + (P_0 f, a) + (\bar{\partial}^* N\bar{\partial} f, P_0 a) + (P_0 N\bar{\partial} f, \bar{\partial} a) + (\bar{\partial} N\bar{\partial} f, P_0 a) \]

\[ = T_1 + T_2 + T_3 + T_4 + T_5 \]

(9)

Our next goal is to show that

\[ Q(a, a) \leq sc||f||^2 + lc||Bf||^2 \]

where $B$ is compact. We estimate each $T_j$:

\[ T_1 \leq sc||\bar{\partial}^* a||^2 + lc||N\bar{\partial} f||^2. \]

\[ T_2 \leq sc||f||^2 + lc||a||^2. \]

We have

\[ T_3 \leq sc||\bar{\partial}^* N\bar{\partial} f||^2 + lc||a||^2 = sc||(I - P)f||^2 + lc||a||^2 \leq sc||f||^2 + lc||a||^2. \]

\[ T_4 \leq sc||\bar{\partial} a||^2 + lc||N\bar{\partial} f||^2. \]

We claim that $\bar{\partial} N\bar{\partial} f = 0$, so $T_5$ vanishes. This follows because the $\bar{\partial}$ and $N$ operators, defined on forms of different degrees, commute. Another proof writes $f = H f + (\bar{\partial}^* + \bar{\partial} \bar{\partial}^*)N f$, so $\bar{\partial} f = \bar{\partial} \bar{\partial}^* \bar{\partial} N f$, and thus

\[ \bar{\partial} N\bar{\partial} f = \bar{\partial} N\bar{\partial}^* \bar{\partial} N f = \bar{\partial} N(\bar{\partial}^* + \bar{\partial} \bar{\partial}^*)\bar{\partial} N f = \bar{\partial} \bar{\partial} N f = 0. \]

Now we can subtract terms of the form $sc||\bar{\partial} a||^2$ and $sc||\bar{\partial}^* a||^2$ and obtain an estimate for $Q(a, a)$ involving the other terms. By Lemma 2, $N\bar{\partial}$ is compact. Composing it with $M$ on either side still gives a compact operator, because $M$ is bounded. Hence the map sending $f$ to $a = [M, N\bar{\partial}] f$ is compact. Thus we can absorb all the terms on the right in terms of $C||Bf||^2$, where $B$ is compact, except for the $sc||f||^2$ terms. Since $||\bar{\partial} a||^2 \leq Q(a, a)$, we obtain
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\[ ||\bar{\partial}a||^2 \leq Q(a, a) \leq sc||f||^2 + C||Bf||^2. \quad (10) \]

Statement (10) and Lemma 1 imply the desired conclusion. ♣

We will use Theorem 1 in order to prove Theorem 2; a weaker version (for polynomials vanishing on the diagonal) suffices for our application. If we assume that \( g \) is a polynomial vanishing on the diagonal, then we can prove Theorem 1 assuming only that \( N \) is compact by using Proposition 1.

**Theorem 1.** Suppose that \( \Omega \) is a smoothly bounded pseudoconvex domain of finite type with Bergman kernel function \( B \). Suppose that \( g \) is smooth on \( \overline{\Omega} \times \overline{\Omega} \) and that \( g \) vanishes on the boundary diagonal. Let \( T : L^2(\Omega) \rightarrow L^2(\Omega) \) be the operator whose kernel is given by \( gB \). Then \( T \) is a compact operator.

**Proof.** We will write \( g(z, \zeta) \) for the value of \( g \); this notation does not mean that \( g \) is holomorphic in either variable! First we write \( z = \zeta + (z - \zeta) \). We can therefore write by Taylor’s formula

\[ g(z, \zeta) = g(\zeta + (z - \zeta), \zeta) = g_0(\zeta) + \sum_{|\alpha|, |\beta| \leq N} f_{\alpha\beta}(\zeta - \zeta)^\alpha (\bar{z} - \bar{\zeta})^\beta + R_N \tag{11} \]

Here \( R_N \) is the remainder term. Evaluating (11) at \( z = \zeta \) gives \( g(\zeta, \zeta) = g_0(\zeta) \). Since \( g \) vanishes on the boundary diagonal we conclude that \( g_0 \) vanishes on the boundary.

Each of these terms gets multiplied by the Bergman kernel. We first show that \( g_0(\zeta)B(z, \bar{\zeta}) \) defines a compact operator \( A \). To establish the compactness, we use Lemma 1. Suppose that \( r \) is a defining function for \( \Omega \). Given \( \epsilon > 0 \), we can find \( \delta > 0 \) so that \( -\delta \leq r \leq 0 \) implies \( |g_0| \leq \epsilon \). Choose a smooth positive function \( \chi \), bounded by unity, that equals unity when \( r < -\delta \), and is supported in \( \Omega \). Then we write

\[ g_0B = \chi g_0B + (1 - \chi)g_0B = A_1 + A_2 \]

The operator \( A_1 \) defined by \( A_1 \) is compact, since its kernel is smooth on all of \( \overline{\Omega} \times \overline{\Omega} \). The operator \( A_2 \) defined by \( A_2 \) is multiplication by \( g_0(1 - \chi) \) followed by the Bergman projection \( P \). Note that \( |g_0| \leq \epsilon \) where \( \chi \) is not equal to one. Hence we can write

\[ ||Af|| = ||A_1f + A_2f|| \leq ||A_1f|| + ||P(1-\chi)g_0f|| \leq ||A_1f|| + ||(1-\chi)g_0f|| \leq ||A_1f|| + \epsilon||f|| \]

Thus \( A \) defines a compact operator by Lemma 1.

We now consider the sum in (11). Each of the terms \( f_{\alpha\beta}(\zeta - \zeta)^\alpha (\bar{z} - \bar{\zeta})^\beta \) is a finite sum of terms in the form \( A_j(z)B_j(\zeta)(z_j - \zeta_j) \) or \( A_j(z)B_j(\zeta)(\bar{z}_j - \bar{\zeta}_j) \) where \( A_j \) and \( B_j \) are smooth. The composition in either order of a compact operator with a bounded operator is a compact operator, and a finite sum of compact operators is a compact operator. Therefore, to establish the compactness of \( A \), it suffices to prove the following: Suppose that \( A : L^2 \rightarrow L^2 \) is the operator whose kernel is given by \( (\overline{\zeta}_j - \overline{z}_j)B(z, \bar{\zeta}) \), or by \( (z_j - \zeta_j)B(z, \bar{\zeta}). \) Then \( A \) is compact.
Thus the crucial point is to show that such an $A$ is compact. Note however that such an $A$ is the commutator $[P, M]$, where $M$ denotes multiplication by $\overline{z}_j$ or its conjugate. Thus the compactness of $A$ follows from Proposition 1.

Finally we must handle the remainder term from (11). It suffices to show that the kernel $R_N(z, \zeta)B(z, \zeta)$ is continuous on $\overline{\Omega} \times \overline{\Omega}$. To see this it suffices to show that there is a positive exponent $\alpha$ such that

$$|B(z, \zeta)| \leq C|z - \zeta|^{-\alpha}. \tag{12}$$

If (12) holds, then we can choose the index $N$ in the Taylor expansion (11) so large that $R_N(z, \zeta)B(z, \zeta)$ is continuous on $\overline{\Omega} \times \overline{\Omega}$, and therefore defines a compact operator. We state and prove (12) in Lemma 3; its proof completes the proof of Theorem 1.

**Lemma 3.** Suppose that $\Omega$ is a smoothly bounded pseudoconvex domain for which a subelliptic estimate of order $\epsilon$ holds on $(0, 1)$ forms. Then there is a constant $C$ so that

$$|B(z, \zeta)| \leq C|z - \zeta|^{-\frac{2n+6}{n+1}} \tag{13}$$

Proof. The proof follows the methods of [Ke] and [C2]. First we assume that $z \in \overline{\Omega}$, that $\zeta \in \Omega$, and that the distance between them is $t$. Choose $\delta$ equal to the minimum of $t^2$ and the distance between $\zeta$ and the boundary. Let $\phi_\zeta$ be an approximation to the identity at $\zeta$, spherically symmetric and supported in a ball about radius $\delta$ about $\zeta$. We may write

$$B(z, \zeta) = (I - \overline{\partial}^* N \overline{\partial})(\phi_\zeta)(z)$$

Choose smooth cut-off functions $\chi_1$ and $\chi_2$ supported in a ball of radius $\frac{t}{4}$ and so that $\chi_2 = 1$ near $\text{supp}(\chi_1)$. Using the methods of Proposition 2 from [C2], there is an estimate involving Sobolev norms:

$$|\chi_1 B(\cdot, \zeta)| \lesssim ||\chi_1 \overline{\partial}^* N \overline{\partial} \phi_\zeta||_{n+1} \leq C t^{-\frac{n+3}{n+1}} ||\chi_2 N \overline{\partial} \phi_\zeta|| \tag{14}$$

We estimate $||\chi_2 N \overline{\partial} \phi_\zeta||$ by pairing $\chi_2 N \overline{\partial} \phi_\zeta$ with a smooth $(0, 1)$ form $f$ with $||f||_0 \leq 1$. We obtain using integration by parts that

$$|(\chi_2 N \overline{\partial} \phi_\zeta, f)| = ||(\phi_\zeta, \overline{\partial}^* N \chi_2 f)|| \leq ||(\phi_\zeta, \overline{\partial}^* N \chi_2 f)||$$

where we have written $\lambda$ for a cut-off function that is unity near $\text{supp}(\phi_\zeta)$, vanishes near $\text{supp}(\chi_2)$, and whose $k$-th derivative can be estimated by $C_k t^{-k}$. Using the generalized Schwartz inequality we can estimate (15) by

$$|(\chi_2 N \overline{\partial} \phi_\zeta, f)| \leq ||\phi_\zeta||_{-n-1} ||\lambda \overline{\partial}^* N \chi_2 f||_{n+1} \leq C ||\phi_\zeta||_{-n-1} t^{-\frac{n+3}{n+1}} ||f|| \tag{16}$$

Taking the supremum over $f$ and estimating $||\phi_\zeta||_{-n-1}$ by a positive constant, we obtain

$$|B(z, \zeta)| \leq C t^{-\frac{2n+6}{n+1}},$$

which gives (13). Finally, since $B$ is smooth on $\overline{\Omega} \times \overline{\Omega}$ off the diagonal, the same estimate holds when $z, \zeta \in \overline{\Omega}$. ♠
II. Proof of the Main Result

In this section we write $||z||^2$ for the Euclidean norm of a point in $\mathbb{C}^n$. Let $\Omega$ be a bounded domain in $\mathbb{C}^n$. We now write $\langle \cdot, \cdot \rangle_\Omega$ for the $L^2$ inner product given by

$$\langle g, h \rangle_\Omega = \int_\Omega g(z)\overline{h}(z)dV(z)$$

and write $||g||^2_\Omega$ for $\langle g, g \rangle_\Omega$. Recall that $\Omega$ is circled if it is invariant under scalar multiplication by $e^{i\theta}$. We have the following simple lemma.

**Lemma 4.** Suppose that $\Omega$ is a bounded circled domain. Then, for $j \neq k$, the spaces $V_j$ and $V_k$ of holomorphic homogeneous polynomials are orthogonal in $A^2(\Omega)$.

**Proof.** Suppose that $p_j$ and $p_k$ are homogeneous polynomials of the degree indicated. Then we have $p_j(e^{i\theta}z) = e^{ij\theta}p_j(z)$. From the definition of the inner product as an integral, the change of variables formula for integrals, and the invariance of $\Omega$ under multiplication by $e^{i\theta}$, we obtain

$$\langle p_j, p_k \rangle_\Omega = \int_\Omega p_j(z)\overline{p_k}(z)dV(z) = \int_\Omega p_j(e^{i\theta z})\overline{p_k}(e^{i\theta z})dV(e^{i\theta z}) = e^{i\theta(j-k)}\langle p_j, p_k \rangle_\Omega$$

(17)

From (17) we see that the inner product must vanish unless $j = k$. ♦

Let $N = N(d, n + 1)$ denote the dimension of $V_d$. Suppose that $(E_{\mu\nu})$ is a Hermitian matrix on $\mathbb{C}^N$. We consider the integral operator $E$ defined on $V_d$ by

$$\langle Eg, h \rangle = \int_{\Omega} \sum_{\mu, \nu} E_{\mu\nu}z^\mu\overline{w}^\nu g(w) dV(w)$$

(18)

**Proposition 2.** Let $\Omega$ be a bounded circled domain. The following are equivalent:
1. The Hermitian matrix $(E_{\mu\nu})$ is positive definite.
2. The operator $E$ defined by (18) is positive definite.
3. We can write $f(z, \overline{z}) = \sum E_{\mu\nu}z^\mu\overline{z}^\nu = ||A(z)||^2$ where the components of $A$ form a basis for $V_d$.

Proof. Suppose that 1) holds. By linear algebra we can find basis vectors $E_{\mu}$ of $\mathbb{C}^N$ so that $E_{\mu\nu} = \langle E_{\mu}, E_{\nu} \rangle$. This implies that $f(z, \overline{z}) = || \sum E_{\mu}z^\mu ||^2$, so 1) implies 3).

If 3) holds we have $f(z, \overline{z}) = ||A(z)||^2$, where $A_1, A_2, \ldots, A_N$ form a basis for $V_d$. Then

$$\langle Eh, h \rangle = \int_{\Omega} \int_{\Omega} \sum A_j(z)\overline{A_j(\zeta)}h(\zeta)\overline{h(z)}dV(\zeta)dV(z) = \sum |\langle A_j, h \rangle_\Omega|^2$$

(19)

and we see that $E$ is a positive operator. Thus 3) implies 2).

We finish the proof by showing that 2) implies 1). Thus we want to find $k > 0$ so that

$$\sum E_{\mu\nu}z^\mu \zeta^\nu \geq k \sum |\zeta^\nu|^2$$

Define $c_{\alpha\beta} = \langle z^\alpha, z^\beta \rangle_\Omega$. Since this matrix is invertible we may define $g_{\beta}$ by $\sum c_{\beta\nu}g_{\beta} = \zeta^\nu$. Let $g = \sum g_{\alpha}z^\alpha$. Because $E$ is positive definite, there is a $c > 0$ so that
\[ \langle \mathcal{E} g, g \rangle_{\Omega} \geq c ||g||^2_{\Omega}. \]  

Doing simple computations shows that
\[
\langle \mathcal{E} g, g \rangle_{\Omega} = \sum E_{\mu\nu} c_{\mu\alpha} c_{\beta\nu} \mathcal{F}_{\alpha\beta} g_{\alpha} g_{\beta},
\]

The matrix \((c_{\alpha\beta})\) arises from inner products and hence is positive definite. Hence there are constants so that \(||g||^2_{\Omega} \geq c' \sum |g_{\alpha}|^2 \geq c'' \sum |\zeta_{\alpha}|^2\). Therefore we have
\[
\sum E_{\mu\nu} \zeta_{\mu} \bar{\zeta}_{\nu} = \sum E_{\mu\nu} c_{\mu\alpha} c_{\beta\nu} \mathcal{F}_{\alpha\beta} g_{\alpha} g_{\beta} = \langle \mathcal{E} g, g \rangle_{\Omega} \geq c ||g||^2_{\Omega} \geq c c'' \sum |\zeta_{\alpha}|^2.
\]

This shows that 2) implies 1). ♠

We can now state and prove our main application of Theorem 1.

**Theorem 2.** Suppose that \(\Omega\) is a smoothly bounded circled pseudoconvex domain of finite type in \(\mathbb{C}^n\). For each integer \(d \geq 0\), let \(\Phi^d = (\Phi^d_1, \ldots, \Phi^d_N)\) denote an orthonormal basis for the homogeneous polynomials of degree \(d\) on \(\Omega\). Let \(f\) be a bihomogeneous polynomial that is positive away from the origin. Then there is an integer \(d_0\) such that, for each \(d \geq d_0\), there is a homogeneous polynomial mapping \(h\) such that
\[
||\Phi^d(z)||^2 f(z, \zeta) = ||h(z)||^2
\]

**Proof.** We will prove that, for all sufficiently large \(d\), there is a homogenous polynomial mapping \(h\) such that (21) holds. To do this we use Proposition 2; (21) holds if and only if the operator \(K\) with integral kernel
\[
f(z, \zeta) \langle \Phi^d(z), \Phi^d(\zeta) \rangle
\]
is positive on the space \(V_{m+d}\).

To prove this, we first let \(\xi\) be a smooth function with compact support in \(\Omega\) that is positive at the origin. We write
\[
f(z, \zeta)B(z, \zeta) = (f(z, \zeta) + \xi(\zeta, \zeta)B(z, \zeta) - \xi(\zeta, \zeta)B(z, \zeta) + (f(z, \zeta) - f(z, \zeta))B(z, \zeta)
\]

\[= T_1 + T_2 + T_3\]

We claim that the first term \(T_1\) defines a positive operator \(Q\) on all of \(A^2(\Omega)\), and that the operators defined by \(T_2\) and \(T_3\) are compact. The first follows because the Bergman kernel is a self-adjoint projection. To use this, let \(h\) be in \(A^2(\Omega)\). Then \(Qh = M_f Ph + PM_{\xi}h = M_f h + PM_{\xi}h\). Here \(M_q\) is the operator given by multiplication by \(q\). Therefore we have
\[
\langle Qh, h \rangle_{\Omega} = \langle M_f h + PM_{\xi}h, h \rangle_{\Omega} = \langle M_f h, h \rangle_{\Omega} + \langle M_{\xi} h, Ph \rangle = \langle M_{f+\xi} h, h \rangle_{\Omega} \geq c ||h||^2_{\Omega}\]

(23)
In (23) we have estimated \( f + \xi \) from below by a positive constant. This proves that \( Q \) is positive.

The operator defined by \( T_2 \) is compact because \( T_2 \) is smooth on all of \( \Omega \times \overline{\Omega} \). Since \( B \) is holomorphic in its first variable, and anti-holomorphic in its second variables, it is smooth on \( \Omega \times \Omega \). Since \( \xi \) has compact support, \( T_2 \) is smooth everywhere. Given our hypotheses on \( \Omega \), Theorem 1 implies that the operator defined by \( T_3 \) is also compact.

Observe that \( K \) is now known to be the sum of a compact operator \( T \) and an operator \( Q \) that it positive on \( A^2(\Omega) \). Suppose that \( \langle Qh, h \rangle_{\Omega} \geq c||h||_{\Omega}^2 \) for all \( h \in A^2(\Omega) \). Write \( |||T||| \) for the operator norm of \( T \). Since \( T \) is compact, we can find [Ru] a finite rank operator \( L \) so that \( |||T - L||| < \frac{c}{3} \). Since \( L \) is finite rank, for sufficiently large \( j \) we may assume that the restriction \( L' \) of \( L \) to \( V_j \) has operator norm \( |||L'||| < \frac{c}{3} \). Therefore, on \( V_j \), for sufficiently large \( j \)

\[
\langle Kh, h \rangle_{\Omega} = \langle Qh, h \rangle_{\Omega} + \langle (T - L)h, h \rangle_{\Omega} + \langle Lh, h \rangle_{\Omega} \\
\geq c||h||_{\Omega}^2 - \frac{c}{3}||h||_{\Omega}^2 - \frac{c}{3}||h||_{\Omega}^2 = \frac{c}{3}||h||_{\Omega}^2
\]  

(24)

By (24) \( K \) is positive on \( V_j \). We choose a complete orthonormal set for \( A^2(\Omega) \) that includes all components of \( \Phi_d \), and replace \( B(z, \overline{z}) \) by the orthonormal series \( \sum \phi_\alpha(z)\overline{\phi_\alpha(\overline{z})} \).

The restriction of \( K \) to \( V_j \) is then given by the kernel \( f(z, \overline{z})||\Phi^d(z)||^2 \). By the positivity and by Proposition 2, it then follows that \( f(z, \overline{z})||\Phi^d(z)||^2 \) is a squared norm as in (21).

III. Interpretation in terms of line bundles.

Let \( \mathbb{P}_n \) denote the complex projective space of lines through the origin in \( \mathbb{C}^{n+1} \). As usual, see [W] for example, for \( j = 0, 1, \ldots, n \) we let \( U_j \) be the open subset where the homogeneous coordinate \( z_j \) is not zero. A line bundle \( E \) over \( \mathbb{P}_n \) is defined by its transition functions \( g_{jk} : U_j \cap U_k \rightarrow \mathbb{C}^* \). Recall that the universal line bundle \( \mathbb{U} \) over \( \mathbb{P}_n \) is the line bundle whose transition functions are \( h_{jk}(z) = \frac{z_k}{z_j} \). The hyperplane section bundle \( \mathbb{H} \) over \( \mathbb{P}_n \) is the dual line bundle; its transition functions are \( g_{jk}(z) = \frac{z_k}{z_j} \). The \( m \)-th powers of these bundles are the bundles \( \mathbb{U}^m \) and \( \mathbb{H}^m \) whose transition functions are \( (\frac{z_k}{z_j})^m \) and \( (\frac{z_k}{z_j})^m \) respectively. The holomorphic sections of \( \mathbb{H}^m \) are homogeneous polynomials of degree \( m \) in the homogeneous coordinates.

A metric on a line bundle \( E \) over \( \mathbb{P}_n \) whose transition functions are \( g_{jk} \) determines a positive function \( p_j \) in each \( U_j \) such that \( p_j = |p_k|g_{kj}|^2 \) on the overlap \( U_j \cap U_k \), and conversely such a collection of positive functions defines a metric on \( E \). This is easily seen by observing that if \( s_k \) denotes the representation of a local section in \( U_k \), then its squared length \( p_k|s_k|^2 \) must equal \( p_j|s_j|^2 \) in the overlap \( U_j \cap U_k \). Since \( s_k = g_{kj}s_j \) we see that the metric must transform by

\[
p_j = p_k|g_{kj}|^2
\]

Let \( \mathcal{P} \) denote the set of bihomogeneous polynomials on \( \mathbb{C}^{n+1} \) that are positive away from the origin. When \( f \in \mathcal{P} \), we can use it to define metrics on \( \mathbb{U}^m \) or on \( \mathbb{H}^m \) over \( \mathbb{P}_n \) by the following method. For \( j = 0, \ldots, n \) we put

\[
f_j(z, \overline{z}) = \frac{f(z, \overline{z})}{|z_j|^{2m}}
\]

(U)
Of course \( f_j \) is defined and positive in \( U_j \). On \( U_j \cap U_k \), we have

\[
\frac{f_j}{f_k} = \left| \left( \frac{z_k}{z_j} \right)^m \right|^2.
\]

Therefore the collection of functions \( f_j \) defines a metric on the line bundle whose transition functions are \( h_{jk} = \left( \frac{z_k}{z_j} \right)^m \). This is the bundle \( U^m \).

Had we put

\[
p_j(z, \overline{z}) = \frac{|z_j|^{2m}}{f(z, \overline{z})}
\]

then the functions \( p_j \) would define a metric on the \( m \)-th power of the hyperplane section bundle \( H^m \).

**Definition 1.** We say that a metric defined on \( U^m \) or \( H^m \) is a special metric if it is defined by a bihomogeneous positive polynomial \( f \) as in (U) or (H) above. We write the bundle and the special metric on \( U^m \) as the ordered pair \((U^m, f)\).

Next we consider the effect of multiplying \( f \) by the squared norm \( ||\Phi^d||^2 \) in Theorem 2. Since \( ||\Phi^d||^2 \in \mathcal{P} \), it defines a metric on \( U^d \) or \( H^d \) as above.

In the case of the unit ball, we use \( ||z||^2 \) to define a special metric on \( U \); this is the standard metric. When we raise the squared norm to the power \( d \), we obtain metrics on \( U^d \) or \( H^d \). This amounts to taking the \( d \)-fold tensor product of the bundle. The resulting metric differs only by constants from the metrics defined by \( ||\Phi^d||^2 \).

We may consider \( ||z||^{2d}f(z, \overline{z}) \) as a metric on \( U^{m+d} \) or \( H^{m+d} \) in the same way. Using tensor products we can write

\[
(U^d, ||z||^{2d}) \otimes (U^m, f(z, \overline{z})) = (U^{m+d}, ||z||^{2d}f(z, \overline{z}))
\]

Suppose that \( ||z||^{2d}f(z, \overline{z}) = ||g||^2 \) and the components of \( g \) form a basis for \( V_{m+d} \). Let \( N = N(m+d, n+1) \) denote the dimension of the vector space of homogeneous polynomials of degree \( m + d \) in \( n+1 \) complex variables, and consider the universal bundle \( U \) over \( P_N \). The line bundle \( U^{m+d} \) over \( P_n \) is obviously the pullback by \( g \) of the line bundle \( U \) over \( P_N \). The metric is also given by a pullback. If we equip \( U \) with the metric given by \( ||L(\zeta)||^2 \), where \( L \) is the appropriate invertible linear mapping, then \( (U^{m+d}, ||g(\zeta)||^2) \) over \( P_n \) is the pullback of \( (U, ||L(\zeta)||^2) \) over \( P_N \).

We can now restate Theorem [CD] and also Theorem 2.

**Theorem 3.** Let \((U^m, f)\) denote the \( m \)-th power of the universal line bundle over \( P_n \) with special metric defined by \( f \). Then there is an integer \( d \) so that \((U^{m+d}, ||z||^{2d}f(z, \overline{z}))\) is a (holomorphic) pullback \( g^*(U, ||L(\zeta)||^2) \) of the standard metric on the universal bundle over \( P_N \). The mapping \( g : P_n \to P_N \) is a holomorphic (polynomial) embedding and \( L \) is an invertible linear mapping.

\[
(U^m, f) \otimes (U^d, ||z||^{2d}) = (U^{m+d}, ||z||^{2d}f(z, \overline{z})) = (U^{m+d}, ||g(\zeta)||^2)
\]

We have the bundles and metrics

\[
\pi_1 : (U^m, f) \to P_n
\]
\begin{align*}
\pi_2 : (U^{m+d}, ||z||^{2df}) & \to P_n \\
\pi_3 : (U, ||L(\zeta)||^2) & \to P_N
\end{align*}

The first is not necessarily a pullback of the third, but for sufficiently large \(d\), the second must be. We conclude the paper by restating Theorem 2 in this language.

**Theorem 4.** Suppose that \(\Omega\) is a smoothly bounded pseudoconvex circled domain of finite type in \(\mathbb{C}^n\). Let \((U^d, ||\Phi^d||^2)\) denote the \(d\)-th power of the universal bundle over \(P_{n-1}\) with special metric \(||\Phi^d||^2\). Here

\[||\Phi^d||^2 = \sum \phi_\alpha(z) \overline{\phi_\alpha(\zeta)}\]

and the sum is taken over an orthonormal basis for \(V_d\). Let \(f\) define a special metric on \((U^m, f)\). Then there is an integer \(d_0\) such that, for all \(d \geq d_0\), the bundle \((U^{m+d}, f||\Phi^d||^2)\) is the holomorphic pullback of the universal line bundle \((U, ||L(\zeta)||^2)\) over some \(P_N\) with the standard metric. Again \(L\) is an invertible linear mapping.
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