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ABSTRACT

In many real-life tasks of application of supervised learning approaches, all the training data are not available at the same time. The examples are life-long image classification or recognition of environmental objects during interaction of instrumented persons with their environment, enrichment of an online-database with more images. It is necessary to pre-train the model at a "training recording phase" and then adjust it to the new coming data. This is the task of incremental/continual learning approaches. Amongst different problems to be solved by these approaches such as introduction of new categories in the model, refining existing categories to sub-categories and extending trained classifiers over them, ... we focus on the problem of adjusting pre-trained model with new additional training data for existing categories. We propose a fast continual learning layer at the end of the neuronal network. Obtained results are illustrated on the opensource CIFAR benchmark dataset. The proposed scheme yields similar performances as retraining but with drastically lower computational cost.

1 INTRODUCTION AND RELATED WORK

Deep Learning has gained an increasing attention during the past years [1], specifically Convolutional Neural Networks (CNNs) for different visual recognition tasks [2]. Hence, the problems which have been solved by the past with other machine learning approaches have to be developed from Deep Learning perspective. One of them is the incremental/continual/life-long learning. With life-long learning, we mean the ability of humans to learn through experience overtime. For supervised (Deep Learning) approaches, it means that the data for model training are not all available at glance and the model has to be adjusted with the new coming data. In the case of unsupervised learning, such approaches have been proposed since quite a time, e.g. incremental clustering [3],[4], [5]. In supervised (Deep Neural Networks) framework, while offline models have shown to be successful in an abundance of fields, such as medical image classification [6], recognition of historical objects in digital cultural heritage management [7] and others, online models still seem to lack effectiveness.

The scenarios which might require continual learning approaches are the following but not limited to: i) introduction of new categories from new coming data [8], specifically with a few data [9]; ii) refining existing categories to sub-categories (hierarchical classification) [10]; iii) additional training data for existing categories. The latter is not only needed in the scenarios where the existing database is permanently enriched (such as in cultural heritage management), but also in tracking of objects of known class [11], which is a "online-learning" for class-specific tracking considered in this work, requiring re-training with gradient descent. Our contribution concerns this very case: once a model has been pre-trained on a sufficiently large data set, it has to be adjusted with new coming data without adding or refining categories.

Here comes an important question about catastrophic forgetting. It means that if a system has been trained on a bunch of data and shows good performances, then sequentially trained with new data on new tasks, it could forget about the older tasks [12]. This is the so-called "stability-plasticity dilemma".
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In case of human reasoning, the stability–plasticity dilemma regards the extent to which a system must be prone to adapt to new knowledge and, importantly, how this adaptation process should be compensated by internal mechanisms that stabilise and modulate neural activity to prevent catastrophic forgetting \cite{frank2015predictive}. The catastrophic forgetting is already present in the neural networks due to the process of gradient-descent based optimisation of the parameters. At each forward pass the loss is computed with the available model, then during the backward propagation, the gradient of the loss with respect to each parameter is computed. And the parameter adjustment during the optimization process is performed with this new loss \cite{frank2015predictive}. Therefore, if the training data is coming sequentially, as this is the case in continual learning, we will observe a model drift \( \Theta \) from already optimized solution. Some attempts have been made to avoid catastrophic forgetting as in \cite{mcgill2012prediction}, but the authors consider the case of new classes which appear without pre-training. And their problem is to balance the performances on "old" classes and new ones. We are interested in the case when the taxonomy does not change along the time, but the object appearance may do, as in tracking due to auto occlusions and progressive changes of the view-point or in database enrichment, when the initial database is continuously incremented by different view of the same visual content. The re-training of neural networks in order to adapt models to the new coming content requires a heavy computational workload due to the back-propagation pass in gradient optimization.

In this paper, we propose a novel approach for continual learning, which does not require gradient based optimization. The motivation of it was the recognition of objects to grasp in assistance to amputees with vision-based Neuro-prostheses \cite{lu2018continuous,mcgill2012prediction} when different views of the same object -to-grasp come "on the fly" to adjust the pre-trained model. Another scenario is continual image database enrichment as in the application of \cite{zhao2017continual}. We show that the method performs "not worse" than continual learning by sequential gradient descent optimization. A mathematical formulation of the method is given and experiments on open image dataset CIFAR-10 \cite{krizhevsky2009learning} are reported. Our approach to incremental learning differs from all the others introduced so far. During the learning procedure we aim to internally change the neuronal networks weight structure rather than changing the whole architecture. We also distance ourselves from classical retraining, which is too computationally expensive for real world applications. When processing data on the fly retraining would be far from real time. The core idea of the method is the adjustment of a weight of the neuron responding to the class of the training example coming sequentially "on the fly". The reminder of the paper is organized as follows. In Section 2 we present mathematical bases of our method. In Section 3 we report on the experiments on publicly available benchmark database. Section 4 concludes this work and outlines its perspectives.

## 2 MOVE-TO-DATA: A CONTINUAL LEARNING METHOD

In the following we will restrict ourselves to the context of deep learning even thought the definitions can be expanded to the field of machine learning in general. To explain Move-to-Data method we will first introduce notations.

### 2.1 Definitions and Notations

Suppose we have a sequence of labeled data \((x_i, y_i)_{i \in I}\) with some index set \(I \subset \mathbb{N}\). Let us also assume we have \(d\)-dimensional input data \(x_i \in \mathbb{R}^d\) and \(c\)-dimensional 1-of-c encoded label \(y_i \in \{e_1, \ldots, e_c\}\), where \(e_i \in \mathbb{R}^c\) is a unit vector while \(c \in \mathbb{N}\) is the number of classes. To given parameters \(\Theta \in \mathbb{R}^N\), where \(N\) is the number of the neural network parameters, we can define the neural network as a function, see eq.:  \[
    f_{\Theta}: \mathbb{R}^d \to \{e_1, \ldots, e_c\}^c. \tag{1}
\]

Assume further that the activation functions of our neural network are: \[
    \text{Relu}(x) = \max\{0, x\}, \tag{2}
\]

Any other non-linear response can be used such as sigmoid, leaky ReLu, ... Please note that we implicitly assumed a fixed architecture of the Neuronal Network, that is a known shape of the function \(f\).

Let \(T \in \mathbb{N}\) and \(S := \{(x_i, y_i) : i \in \mathbb{N}\}\). Suppose now we have a neural network \(f_{\Theta_T}\) trained offline on the data: \[
    S_{<T} := \{(x_i, y_i) \in S : i \in I, i < T\} \tag{3}
\]

In the online learning setting, the learning step would consist of finding the parameters \(\Theta_T\) by using all previous information, that is, all previous models and all previous data. We are thus searching for a mapping: \[
    (\Theta_1, \Theta_2, \ldots, \Theta_{T-1}, S_{<T+1}) \mapsto \Theta_T \tag{4}
\]

In many applications, we neither have the storage nor the computational power to process all past models \(\Theta_1, \Theta_2, \ldots, \Theta_{T-1}\) and data \(S_{<T+1}\). Therefore, in incremental learning, we would like to find a mapping of the form: \[
    \Theta_{T-1}, (x_T, y_T) \mapsto \Theta_T \tag{5}
\]

depending only on the first new coming data \((x_T, y_T)\) and on the previous model \(\Theta_T\).
2.2 "Move-to-Data": Incremental learning approach for a Deep CNN

The leading idea of our approach is to maintain the overall structure of the deep neural network and slightly adapt the model to the new data stream on a small scale.

The naive approach would be to retrain the model with gradient descent. Nevertheless, it is time consuming to apply back propagation on each new data point arriving on the fly.

Let us start off with an observation. Let \( v, w \in \mathbb{R}^d \) with \( ||v||, ||w|| = 1 \). Then the scalar product \( \langle u, w \rangle \) is large if the angle between \( v \) and \( w \) is small. This, rather trivial observation, indicates that for a high activation at a neuron, the weight vector and the feature vector must have been similar regarding the angle between them. This is often referred as the cosine similarity, this principle has been largely used in Content-Based Image Retrieval Systems [19].

In CNNs convolutional layers serve to extract features and are followed by fully connected (FC) implementing a neural classifier, see for instance [20] for explanations. These layers which can be several cascaded, are implementing Multi-Layerd Perceptron with hidden layers or not. Let us now focus on one last hidden (FC) layer \( L \) of a neural network with width \( l \in \mathbb{N} \). Let us now focus on one last hidden (FC) layer \( L \) of a neural network with width \( l \in \mathbb{N} \). As above, we have a feature vector \( v_i \in \mathbb{R}^l \) corresponding to the input data \( x_i \) for some \( i \in \mathbb{N} \). The output vector \( \hat{y}_i \) is then given by \( \hat{y}_i = Wv_i \), where the weights \( W \) are defined as follows:

\[
W = (w_1, \ldots, w_l)^T \quad \text{and} \quad w_j \in \mathbb{R}^c, \forall j = 1, \ldots, l. \tag{6}
\]

For the activation of the \( j \)-th neuron corresponding to the \( j \)-th class, we have \( \hat{y}_j^i = \langle w_j, v_i \rangle \). As suggested above, the activation \( \hat{y}_j^i \) will be increased if the weight vector \( w_j \) is closer to the feature vector \( v_i \). So for given label in the incremental step \( y_i \) belonging to the class \( j \) for some \( j \in \{1, \ldots, c\} \), in other words \( y_i = e_j \), we move the weight vector \( w_j \) to the direction of the feature vector \( v_i \) as defined in the following equation:

\[
w_j' = w_j + (v_i - w_j)\epsilon, \tag{7}
\]

where \( 1 > \epsilon > 0 \) is chosen be small.

In the context of incremental learning, we are receiving new data \((x_T, y_T)\) on the fly. For each new data point we apply the formula (7). This procedure we call Move-to-Data. The Move-to-Data method lets the loss function to decrease (see section 3). However, one should notice that the loss function will continue decreasing until all the classes have been seen in the samples.

Furthermore, it is important to note that as formulated in (7), \( w_j \) and \( v_i \) need to be unit vectors to prevent biases induced by scaling. It is common practice to normalize feature and weight vectors. For features it is better known as "feature scaling" and for weights it has the name of re-parametrization [21]. In our case, we do not normalize the weights \( w_j \), but move them to the data vector by the following equation using projection of weight vector \( w_j \) on data vector \( v_i \) direction:

\[
w_j' = w_j + (||w_j|| * \frac{v_i}{||v_i||} - w_j)\epsilon, \tag{8}
\]

where \( ||.|| \) is the Euclidean norm. Note that the proposed adjustment of weights concerns only FC layer. Hence it is applicable not only to CNNs but to a classical MLP as well as to recursive neural networks.

3 EXPERIMENTS AND RESULTS

In this section we describe experiments we have conducted to evaluate proposed Move-to-Data approach on an open dataset: CIFAR10 [18].

The CIFAR10 dataset consists of 60000 RGB images of dimension 32x32x3. There are 10 classes with 6000 images per class, respectively. The classes are mutually exclusive. The dataset is split up into 50000 training images and 10000 test images which we will call "original training set" and original "test set".

3.1 CNN configuration

We use a ResNet56v2 [22] convolutional neural network. It is trained with a batch size of 32, for 160 epochs from scratch on a subset of the 50000- images original training set of CIFAR10, see [22]. The optimizer is Adam [23], with
decreasing rate from 0.001 to 0.0001 accordingly to the following non-linear function eq:

$$lr_i = lr_{i-1} + \frac{1}{1 + \delta * i}$$  \hspace{1cm} (9)

Here $lr$ denotes learning rate, $\delta$ is the $lr$ decay, $\delta = 10^{-6}$, and $i$ is the number of iteration. The loss function is the cross entropy loss (see [20] for a formal definition). Slight data augmentation (random translations and horizontal flip) is used during training.

### 3.2 Dataset usage

First, a model is trained on a subset of the training images from original training set. This training is done only on 10% (i.e., 5000 images) of the original training set of 50000 images. The images are almost uniformly distributed between classes: the less populated class contains 460 images that is 9.2% of the offline training subset and the most populated class contains 520 images (10.4%). The purpose of this split was twofold: first, to have enough (90%) of images remaining to evaluate the incremental learning. Second, we have a less precise model to better distinguish changes in accuracy during incremental learning.

The remaining 90% (i.e., 45000) images are split in $N$ data chunks. In this work we used $N = 10$, thus having 4500 images in each data chunk. We consider that these chunks are received progressively, one after another. The models are progressively adapted on all images at each data chunk reception. The accuracy metric is computed once all chunk of 4500 has been used for model adaptation.

### 3.3 Results

We compare two methods for quick model adaptation to each newly received chunk. The comparison is done on the "original test set" The base-line method, is a plain fine-tuning applied only on the last FC layer using a new data-chunk. This means that all parameters in convolution layers are frozen as it is done for some layers in [24]. The second method is our Move-to-Data method.

For fair comparison, the fine-tuning is done with a batch size of 1. This is the same strategy as in Move-to-Data, when the weight vector $W$ is adjusted with each coming and passed through the network data vector. Both methods are implemented in Keras [25], with a tensorflow backend, and are run on CPU.

The Figure 1 shows Move-to-Data models’ accuracies for different choices of $\epsilon$ parameter (see Eq. (7)).

Figure 1: Accuracy for different values of epsilon for Move-to-Data model.

Clearly, too strong "move" with $\epsilon$ of 0.1 yields very strong model drift with a catastrophic forgetting. The model does not generalise on the data. If the "Move-to-data" is weak $\epsilon = 0.0001$ then the Move-to-Data method gives decent accuracies close to 0.78 with slight increase over chunks of arriving data.

The Figure 2 shows the evolution of model accuracy for successive data chunks for both methods: Move-to-Data and classical fine-tuning, here the $\epsilon$ parameter is fixed to 0.0001. The accuracies are very close, starting form initial accuracy 0.776. at the beginning Move-to-Data is even slightly better and at the end, at 10th chunk, they are practically equal.
(0.762 for fine tuning and 0.761 for Move-to-Data). This means that our method has the same "catastrophic forgetting" as the gradient descent sequential fine-tuning. And this is without heavy gradient descent computations.

Figure 2: Accuracy between successive data chunks (N=10) for the two methods: Fine-tuning and Move-to-Data.

Our method was implemented only in CPU. Hence to compare its computational time to the fine-tuning base-line, we also perform the fine tuning only in CPU. The results are illustrated in Figure[3] We also give Fine-Tuning times with GPU acceleration with batch size 1 (as in our case of the base-line). Obviously, the CPU implementation cannot compete with GPU acceleration, but all conditions equal (CPU), the Move-to-Data largely bypasses fine-tuning in computational speed, being more than 4 times faster than the latter. The mean computation times along the chunks of the data are 1327,179 ±136,908 and 333,304±47,499 for fine-tuning and Move-to-Data respectively for CPU implementation.

Figure 3: Time of various methods, on CPU or GPU.

4 CONCLUSION AND PERSPECTIVES

Hence, in this paper, we have proposed a new method, Move-to-Data, which is a continual learning approach for deep convolutional neural networks classifiers. We presented and discussed mathematical formulation of the approach and tested it on a publicly available dataset CIFAR10. The method acts only on the last layer of the last fully connected layer of a "classification" part of a CNN. It is generic and can be applied to other kinds of Neural Networks: MLP and RNNs. The experiments show that it is more than 4 times faster than the base-line fine-tuning with the gradient descent while having the same catastrophic forgetting effect measured by comparison of accuracies attained by the two methods. The next step would be to extend the Move-to-Data method to the last two or three fully connected layers.
This paper introduces the method and presents the results of its experimental evaluation. The proof of convergence remains in the perspective of this work as well as its application for objects tracking in video.
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