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Abstract

In this article, we have considered the problem of estimation of population variance on two occasion successive sampling. A class of estimators of population variance has been proposed and its asymptotic properties have been discussed. The proposed class of estimators is compared with the sample variance estimator when there is no matching from the previous occasion. Numerical illustrations are also given in support of the present study.
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1. Introduction

Jessen introduced the idea of using information achieved on the first occasion in improving the estimates of the current occasion [1]. Later, Yates extended Jessen’s schemes to the situations where the population mean of a variable is estimated on each one of the \( h \geq 2 \) occasions for a rotation sample design [2]. These results were generalized by Patterson [3], Tikkiwal [4]; Eckler [5], and Rao and Grahm [6]. Generally, in successive sampling, our aim is to estimate the current average; the theory developed so far on successive sampling aims at providing the optimum estimate by combining.

(a) a double sampling regression estimate from the matched portion, where the “large” sample is the first sample and the auxiliary variable \( x \) is the value of \( y \) (study variable) on the first occasion and

(b) a sample mean based on a random sample from the unmatched portion. It is to be mentioned that a large number of estimators for estimating the current average have been studied by various authors.

A large number of estimators that estimate the population mean on the current occasion have been proposed by various authors, however, only limited efforts have been made to estimate the population variance on the current occasion in two occasions successive (rotation) sampling.
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2. Notations

Let \( U = (U_1, U_2, \ldots, U_N) \) be the finite population of \( N \) (large) units, and which is assumed to remain unchanged over two occasions. Let \( x \) (\( y \)) be the character under study on the first (second) occasion respectively. A simple random sample (without replacement) of size \( n \) units is drawn on the first occasion and a random subsample of size \( m = n\lambda \) units from the sample on the first occasion is retained (matched) for its use on the current (second) occasion. A fresh (unmatched) sample of size \( u = (n - m) = n\theta \) units is drawn on the second (current) occasion from the remaining \( (N - n) \) units of the population by a simple random sampling with replacement method so that the sample size on the current occasion is also \( n \), \( \lambda \) and \( \theta \) (\( \lambda + \theta = 1 \)) are the fractions of the matched and fresh samples, respectively, on the current occasion. Now we consider the following notations for their further use.

\[
S_x^2 = \frac{1}{(N-1)} \sum_{i=1}^{N} (x_i - \bar{X})^2 : \text{the population mean square (variance) of variable } x.
\]

\[
S_y^2 : \text{The population mean square (variance) of the study variable } y.
\]

\[
S_{x(n)}^2 : \text{The sample mean square (variance) of variable } x \text{ and based on sample of size } n \text{ on the first occasion.}
\]

\[
S_{x(m)}, S_{y(m)}^2 : \text{The sample mean square (variance) of variable } x \text{ and } y \text{ of matched sample of size } m \text{ on the first and the current (second) occasion respectively.}
\]

\[
S_y^2(u) : \text{The sample mean square (variance) of variable } y \text{ based on the unmatched (fresh) sample of size } m \text{ on the first and current (second) occasions.}
\]

\[
f = \left( \frac{n}{N} \right) : \text{The sampling fraction.}
\]

3. The suggested class of estimators

To estimate the population variance \( S_y^2 \) (population mean square) on the current (second) occasion, the independent estimators are suggested. One is based on sample size \( u = (n\theta) \) drawn fresh on the current (second) occasion, and which is given by

\[
t_{1u} = S_y^2(u) \tag{1}
\]

second estimator is a one parameter class of estimators based on the sample of size \( m = (n\lambda) \) common with both occasion and is defined as

\[
t_{2m} = S_y^2(m) \exp \left[ \frac{S_{x(n)}^2 - S_{x(m)}^2}{S_{x(n)}^2 + (\alpha - 1)S_{x(m)}^2} \right] \tag{2}
\]

where \( \alpha \) is a positive real constant. Here we note that:

(i) For \( \alpha = 0 \), \( t_{2m} \) in (2) reduces

\[
t_{2m}^{(1)} = S_y^2(m) \exp(1) \tag{3}
\]

which is a biased estimator with the mean square error larger than the usual unbiased estimator \( S_y^2(m) \) utilizing no auxiliary information as the value of ‘\( e \)’ is always greater than ‘unity’.

(ii) For \( \alpha = 1 \), in (2.3.2), \( t_{2m} \) reduces to

\[
t_{2m}^{(2)} = S_y^2(m) \exp \left( \frac{S_{x(n)}^2 - S_{x(m)}^2}{S_{x(n)}^2} \right) \tag{4}
\]
(iii) For \( \alpha = 2 \), \( t_{2m} \) in (2) boils down to the estimator

\[
 t_{2m}^{(3)} = S_{y(m)}^2 \exp \left( \frac{S_{x(n)}^2 - S_{x(m)}^2}{S_{x(n)}^2 + S_{x(m)}^2} \right).
\]

(5)

Now considering the convex linear combination of the estimates \( t_{1u} \) and \( t_{2m} \) we have a class of estimators of \( S^2_{y} \) as

\[
 t_d = \phi t_{1u} + (1 - \phi) t_{2m},
\]

where \( \phi \) is an unknown constant to be determined such that MSE of \( t_d \) is minimum.

4. Bias and Mean Square Error of the suggested estimator \( t_d \)

The suggested class of estimators \( t_d \) defined in equation (6) is also a biased estimator of \( S^2_{y} \), so, its bias \( B(.) \) and mean square error \( MSE(.) \) up to the first order of approximation is derived under large sample approximation with the following transformations.

\[
 S_{y(m)}^2 = S_{y}^2 (1 + e_{0(m)}), \quad S_{y(u)}^2 = S_{y}^2 (1 + e_{0(u)}),
\]

\[
 S_{x(m)}^2 = S_{x}^2 (1 + e_{1(m)}), \quad S_{x(n)}^2 = S_{x}^2 (1 + e_{1(n)}),
\]

such that

\[
 E(e_{0(m)}) = E(e_{0(u)}) = E(e_{1(m)}) = E(e_{1(n)}) = 0
\]

and to the first degree of approximation,

\[
 E(e_{0(m)}^2) = (1/m)(\lambda_{40} - 1), \quad E(e_{0(m)}e_{1(n)}) = (1/n)(\lambda_{22} - 1)
\]

where \( \lambda_{rs} = \frac{\mu_{rs}}{\mu_{r}^{r/2}\mu_{s}^{s/2}} \), \((r, s)\) being positive integer, and \( \mu_{rs} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \bar{Y})^r (x_i - \bar{X})^s \).

Under the above transformations, the estimator \( t_{2m} \) takes the following form:

\[
 t_{2m} = S_{y}^2 (1 + e_{0(m)}) \exp \left[ \frac{(1 + e_{1(n)})(S_{x}^2 - (1 + e_{1(m)})(S_{x}^2)}{S_{x}^2 (1 + e_{1(n)}) + (\alpha - 1)(1 + e_{1(m)})(S_{x}^2)} \right]
\]

\[
 \left( t_{2m} - S_{y}^2 \right) \geq S_{y}^2 \left[ e_{0(m)} - \frac{(e_{1(n)} - e_{1(n)})}{\alpha} - \frac{(e_{0(m)}e_{1(m)} - e_{0(m)}e_{1(n)})}{\alpha} \right.

\[
 + \frac{(2\alpha - 1)e_{1(m)}^2 - e_{1(n)} - 2(\alpha - 1)e_{1(m)}e_{1(n)}}{2\alpha^2} \right]
\]

(7)

Taking expectation of both sides of (7) we get the bias of \( t_{2m} \) to the first degree approximation as

\[
 B(t_{2m}) = S_{y}^2 \left[ -\frac{1}{\alpha} \left( \frac{1}{m}(\lambda_{22} - 1) - \frac{1}{n}(\lambda_{22} - 1) \right) + \frac{1}{2\alpha^2} \left( \frac{2\alpha - 1}{m}(\lambda_{04} - 1) - \frac{1}{n}(\lambda_{04} - 1) \right) - 2(\alpha - 1) \frac{1}{n}(\lambda_{04} - 1) \right]
\]
\[
\frac{S_y^2}{2\alpha^2}\left(\frac{1}{m} - \frac{1}{n}\right)(\lambda_{04} - 1)[2\alpha(1 - c) - 1],
\]
(8)

where \(C = \frac{(\lambda_{22} - 1)}{(\lambda_{04} - 1)}\).

Squaring both sides of (7) and neglecting terms of e's having power greater than two we have

\[
(t_{2m} - S_y^2)^2 = S_y^4\left[e_{0(m)}^2 + \frac{(e_{1(m)} - e_{1(n)})^2}{\alpha^2} - \frac{2(e_{0(m)} - e_{1(m)})e_{1(m)}}{\alpha}\right]
\]
(9)

Taking expectation of both sides of (8) we get the mean square error (MSE) of \(t_{2m}\) to the first degree of approximation as

\[
\text{MSE}(t_{2m}) = \left(\frac{S_y^4}{m}\right)[(\lambda_{40} - 1) + \left(1 - \frac{n}{m}\right)\left\{\frac{1}{\alpha^2}(\lambda_{04} - 1) - \frac{2(\lambda_{22} - 1)}{\alpha}\right\}]
\]

\[
= \left(\frac{S_y^4}{m}\right)[(\lambda_{40} - 1) + \theta\frac{(\lambda_{04} - 1)}{\alpha^2}(1 - 2\alpha C)],
\]

where \(\theta = \left(1 - \frac{m}{n}\right) = (1 - \lambda)\) and \(\lambda = \frac{m}{n}\).

Differentiating \(\text{MSE}(t_{2m})\) with respect to \(\alpha\) and equating to zero, we have

\[
\frac{\partial\text{MSE}(t_{2m})}{\partial \alpha} = \left(\frac{S_y^4}{m}\right)\left[0 + \theta(\lambda_{04} - 1)\left\{-\frac{2}{\alpha^3} + \frac{2C}{\alpha^2}\right\}\right] = 0
\]
(10)

\[
\Rightarrow -\frac{2}{\alpha^3} + \frac{2C}{\alpha^2} = 0
\]

\[
\Rightarrow -1 + \alpha C = 0
\]

\[
\Rightarrow \alpha = \frac{1}{C} = \alpha_0 \text{ (say)}
\]
(11)

which is optimum value of is \(\alpha\) that minimizes the MSE of \(t_{2m}\).

\[
\text{MSE}(t_{2m})_{\text{opt}} = \left(\frac{S_y^4}{m}\right)[(\lambda_{04} - 1) - \theta(\lambda_{04} - 1)C^2]
\]
(12)

Now we shall the following theorems.

5. Empirical Study

\(y\): Number of households in 1971,
\(x\): Number of households in 1961,

For this population we obtained:

\[\lambda_{04} = 16.8930, \ \lambda_{40} = 14.6872, \ \lambda_{22} = 6.6714, \ C = 0.356823\]

Population II: [Source: Cochran (1977), p. 325]

\(y\): Number of persons per block,
\(x\): Number of rooms per block,

For this population we obtained:
\[ \lambda_{04} = 2.2387, \quad \lambda_{40} = 2.3523, \quad \lambda_{22} = 1.5432, \quad C = 0.438524 \]

Table 1. Optimum value of \( \theta \) and percent relative efficiency of \( t_d \) or \( t_d^* \) with respect to \( S^2_{y(n)} \).

| Population | I       | II      |
|------------|---------|---------|
| \( \theta_0 \) | 0.520   | 0.524   |
| PRE        | 103.40  | 104.78  |

We have computed the percent relative efficiencies of the proposed estimator \( t_d \) or \( t_d^* \) (under optimum condition) with respect to \( S^2_{y(n)} \). Table 1 exhibits that the proposed estimator \( t_d \) or \( t_d^* \) is more efficient than the usual unbiased estimator \( S^2_{y(n)} \) with substantial gain in efficiency. Hence, the proposed estimator \( t_d \) or \( t_d^* \) is to be preferred in practice.
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