SED Analysis of 13 Spectroscopically Confirmed Galaxies at z ≃ 6 to Constrain UV-Slope, Model Dust Attenuation and Escape Fractions
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ABSTRACT

The reionization of the hydrogen in the Universe is thought to have completed by redshift z ≃ 5.5–6. To probe this era, galaxy observations in the Subaru Deep Field (SDF) have identified more than 100 galaxies at z ≃ 6, many spectroscopically confirmed through follow-up observations. We model the spectral energy distributions (SEDs) of 13 SDF galaxies with the CIGALE and Dense Basis codes using available optical/IR data. Modeling deep IR photometry has the potential to constrain the galaxy’s Lyman continuum (LyC) escape fraction (fesc). We use the modeled nebular emission lines and find that the implied escape fractions ranges from 0 to 0.8 with a median of ∼0.35 for Dense Basis and ∼0.55 for CIGALE. Significant uncertainties in the data exist, so that fitting results in a large range of fesc for individual objects. The implied median fesc-values may be high enough for galaxies to finish reionization by z ∼ 6. Furthermore, we find no strong trends between the UV-slope β or E_B–V with model fesc. If true, the lack of trends suggest that other factors besides nebular emission or dust extinction could have led to LyC escaping, such as the presence of holes in the ISM with sufficiently wide opening angles from outflows of supernovae and/or weak AGN, resulting in a range of implied fesc-values depending on the viewing angle of each galaxy. The current HST, Spitzer and ground-based photometric and model errors for the galaxies remain large, so IR spectroscopic observations with the James Webb Space Telescope are needed to constrain this possibility.
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1. INTRODUCTION

Detailed studies of high redshift galaxies observed in the first billion years have provided a wealth of information about early galaxy formation and evolution. Developments in ground- and space-based telescopes, such as the availability of very wide-field cameras on 8 to 10m class telescopes and medium- or narrow-band filters that fall between the worst sky lines, enabled the identification of numerous high redshift galaxies (e.g., Ellis et al. 2013; Jiang et al. 2013; Bouwens et al. 2015; Ota et al. 2017; Finkelstein et al. 2019; Hu et al. 2019). In particular, observations with the Subaru telescope, HST, and the Spitzer Space Telescope have discovered numerous high redshift galaxies in optical, near-IR, and mid-IR, respectively (e.g., Yan et al. 2010; Lorenzoni et al. 2011; McLure et al. 2011; Kashikawa et al. 2011; Trenti et al. 2011). Large areas of sky have been imaged from the ground with these narrow-band filters, and the detected narrow-band emission of some of the brighter galaxies have been spectroscopically confirmed to be Lyman α (Lyα) emission (e.g., Finkelstein et al. 2013; Jiang et al. 2013; Konno et al. 2014; Jiang et al. 2016; Laporte et al. 2017; Stark et al. 2017; Ouchi et al. 2018). The James Webb Space Telescope (JWST), which can access wave-
lengths presently inaccessible with \textit{Hubble Space Telescope (HST)} and that are difficult to access from the ground due to Earth’s atmosphere, will be able to observe these objects at higher resolution to identify AGN, star-formation regions, and outflows \citep[\textit{e.g.},][]{gardner2006,maseda2019,windhorst2018}. As reionization of the intergalactic hydrogen in the Universe is thought to have been completed by $z \simeq 5.5-6$ \citep[\textit{e.g.},][]{keating2020}, such high redshift galaxies can help us study this interesting period.

Some parameters of these high redshift galaxies useful for studying the epoch of reionization include the UV-continuum slope ($\beta$), which can help constrain the characteristics of their young stellar populations \citep[\textit{such as age}][\textit{Conroy 2013; Jiang et al. 2016}]{conroy2013}. This is related to the amount of dust and optical emission lines instead of escaping the galaxy, and $E_{B-V}$ is related to the amount of dust and gas preventing that emission from escaping the galaxy \citep[\textit{e.g.},][]{ono2010,hayes2011}.

Previous studies have suggested that a minimum escape fraction of $\sim 20\%$ is needed to finish the reionization of the hydrogen in the Universe at $z \simeq 6$, assuming UV-bright sources ($M_{AB} \lesssim -21$ mag) dominate reionization \citep[\textit{e.g.},][]{finkelstein2012,robertson2015,naidu2020}. However, it is unclear what $f_{esc}$-values are typical for $z \simeq 6$ galaxies. For galaxies at $z < 4$, escape fraction may be directly measured through rest-frame UV imaging and/or spectroscopy. For galaxies at high redshift like those in our sample, such direct methods do not work, since a larger portion of LyC photons are absorbed by the higher HI fraction in the IGM at $z > 4$, and any constraints must rely on the more limited IR data that are available for our galaxies \citep{bian2020}.

Hence, we turned to an alternative method of SED fitting to infer the escape fraction of our high redshift galaxies. Previous studies have noted that modeling nebular emission is crucial in producing accurate SED models, particularly at high $z$ \citep[\textit{e.g.},][]{schaerer2009,jiang2016}. This is related to $f_{esc}$, since significant nebular emission is indicative of ionizing photons exciting the gas to produce rest-frame UV and optical emission lines instead of escaping the galaxy, implying lower $f_{esc}$ values. Thus, SED modeling can be used to \textit{indirectly} constrain the fraction of ionizing photons that is not absorbed and reprocessed as emission lines, but instead escapes from galaxies.

Moreover, several authors found unusually blue $\beta$ values as steep as $\beta \simeq -2 \sim -3$ for faint galaxies at $z \geq 6$ using photometric methods \citep[\textit{e.g.},][]{bouwens2014,labb2010,jiang2020}. To see how such surprisingly blue slope parameters might occur, SED modeling — which previously has been used to characterize galaxy populations at low \citep{papovich2001,shapley2001,shapley2005} and moderate redshifts \citep{ono2010} — can be used to interpret the UV-slope $\beta$.

To perform this modeling on a large number of galaxies in the Subaru Deep Field (SDF), 67 candidate galaxies at $z \simeq 6$ were identified in \cite{jiang2013} to be the most luminous galaxies in Ly$\alpha$ emission and/or in UV-continuum in this redshift range around $z \simeq 6$. Of these galaxies, 7 were chosen to have particularly blue $\beta$ and were imaged by \textit{HST} Wide Field Camera 3 (WFC3) in the F105W, F110W, F125W, and F160W filters, and their rest-frame UV SEDs were modeled with the CIGALE program \citep{boquien2019}, as described in detail in \cite{jiang2020, jiang2020b}.

In this paper, we study the SEDs of 13 galaxies with available near-IR data, including 1 galaxy from \textit{J20}, and compare these samples. Our goal for this comparison is to determine if, and to what extent, galaxy parameters are correlated with LyC escape fraction, and how galaxy properties are related to the slope of the UV continuum. We use the CIGALE code for our SED models, which was also used by \textit{J20} for their sample of galaxies. In addition, we performed SED fitting using the Dense Basis code \citep{iyer2017} to ensure that our results were not sensitive to the particular SED-fitting code applied. For all 13 SDF galaxies, we not only fit the stellar age, but also explore the values of the LyC escape fraction ($f_{esc}$) and dust extinction ($E_{B-V}$) allowed for each galaxy to determine their best SED fit. This paper thus presents the SED models of the 13 $z \simeq 6$ galaxies in the SDF that have near-IR data to possibly constrain their escape fraction. We further discuss the range of SED parameter values permitted by the CIGALE and Dense Basis models.

The paper is organized as follows. In section 2, we describe all available data for these $z \simeq 6$ galaxies, as well as archival UKIRT/WFCAM K-band data. In section 3, we describe how the SED modeling of the galaxies was

\cite{fivegalaxies} Five of the spectroscopically confirmed galaxies are not in the SDF, but rather the UKIDSS Ultra-Deep Survey (UDS), with WFC3-IR coverage from the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (CANDELS; Grogin et al. 2011; Koekemoer et al. 2011)
performed, and describe the results. In section 4, we discuss constraints to the implied $f_{esc}$, $\beta$, and $E_{B-V}$ values for the sample of 13 SDF galaxies at $z \simeq 6$ and investigate possible trends. We then summarize our results in section 5. All AB magnitudes from J20 were converted to mJy to facilitate direct modeling with the CIGALE and Dense Basis programs (Oke & Gunn 1983). They are presented as $\mu$Jy in this paper.

2. OVERVIEW OF EXTANT GALAXY DATA USED

Table 1 lists IDs, coordinates, redshifts, and measured fluxes of the 13 galaxies in our sample as given in Jiang et al. (2013, 2016) and J20. We also include the UV-slope measurements for the the galaxy from J20, ID43. $HST$/WFC3 images in the F105W, F110W, F125W, and/or F160W filters are available in various combinations for all 13 galaxies, and our sample also has $Spitzer$/IRAC imaging available in the SDF, or from the larger area covered by the Subaru XMM-Newton Deep Survey (Furusawa et al. 2008) from Jiang et al. (2013, 2016). Sub-pixel dithering was performed to improve the Point Spread Function (PSF) sampling (Jiang et al. 2013). For the optical $HST$ images, photometry was performed using SExtractor (Bertin & Arnouts 1996) adopting a $2''$ diameter circular aperture and subtracting the local background. We applied an aperture correction based on bright point sources within the same image to account for any light losses outside each object aperture. Rather than homogenizing PSFs to a given value, PSF matching was done by multiplying the weight maps by the inverse square of the PSF Full Width at Half Maximum (FWHM). For the infrared images, we used SExtractor with a Kron factor of 1.8 to determine the total magnitudes, and the same aperture corrections were applied.

For the IRAC 3.6 and 4.5 $\mu$m data, Jiang et al. (2016) deblended sources first by modeling the brightest neighbors of the source with iGALFIT (Ryan 2011), convolving with the PSF image, and then subtracting the neighbors from the image. Photometry was then done on a 1''8 radius aperture with an aperture correction of 0.4 mag (Jiang et al. 2016).

Since CIGALE provides SED models into the observed infrared regime, we searched the Herschel archive for images of the galaxies to possibly constrain their dust content. In the region of the SDF containing our 13 galaxies, extant Herschel far-IR observations are too shallow for robust detections of any of our sample galaxies. Hence, we have no far-IR data to place further constraints on thermal dust emission in our CIGALE modeling.

To obtain the K-band data for the galaxies of J20, we searched the WFCAM Science Archive\(^2\). After identifying the exposures containing each of the galaxies, we used the DS9 program (Joye & Mandel 2003) to analyze the K-band image files from LAS or UDS. We selected a circular region around the location of each galaxy and a circular region of background sky devoid of object signal, their sizes based on the resolution of each image, to estimate the source and background flux measurements on the Vega magnitude system, given the zero-point of Hodgkin et al. (2009). Using the region analysis function of the DS9 program, the sum of the pixel values in the regions were used to measure the flux, and the standard deviation of the background pixel values was used to estimate the uncertainties of the flux values. For the K-band, we used the conversion from Vega to AB magnitudes from Hewett et al. (2006). We converted the apparent AB-magnitude values to $\mu$Jy units (Oke & Gunn 1983).

Deep observations as part of the UKIRT WFCAM Large Area Survey (LAS) or the Ultra Deep Survey (UDS) presented in Lawrence et al. (2007) observed the SDF galaxies of J20 in the K-band, and provided 2.2 $\mu$m flux measurement or upper limits. In those cases, the galaxies have 5–6 independent flux measurements to constrain the range of implied physical parameters allowed by the CIGALE models. Out of the 67 SDF galaxies including the 7 analyzed by J20, 14 galaxies did not have any reliable flux measurements. An additional 6 galaxies only had one reliable flux measurement, so they were also omitted. We also omitted 4 galaxies that had neither K-band nor IRAC measurements — i.e., no measurements beyond 2 $\mu$m— which did not allow meaningful modeling of their escape fractions. In the end, the K-band data was not used for these galaxies, since it did not improve the modeling of the 7 galaxies significantly. Finally, we rejected 2 galaxies with signal to noise greater than 3 in the IRAC1 data, 15 galaxies with only an lower limit on the Spitzer data, 9 galaxies with nearby neighbors within 1.7-2.0" IRAC beam in the HST images, and 4 galaxies that did not readily have images that we could check for neighbors. Thus, 13 galaxies could be modeled by CIGALE out of the full sample of 67 SDF galaxies. The visual cutouts of the galaxies can be found in Jiang et al. (2013).

\(^2\) http://wsa.roe.ac.uk/
ID43 was observed in the UKIRT WFCAM LAS with shallow observations. A 2σ upper limit to the K-band fluxes is therefore listed for ID43 in Table 1.
Table 1. High redshift galaxy flux data at various *HST* and *Spitzer* filters with measured UV-slope from *J20*

| ID   | R.A.       | Decl.      | z     | Slope | $z'$  | $y'$  | F105W | F110W | F125W | F160W | IRAC 1 | IRAC 2 | K    |
|------|------------|------------|-------|-------|-------|-------|-------|-------|-------|-------|--------|--------|------|
|      | J2000.0    |            |       |       |       |       |       |       |       |       |        |        |      |
|      | J2000.0    | β          | µJy   | µJy   | µJy   | µJy   | µJy   | µJy   | µJy   | µJy   | µJy    | µJy    |      |
| (1)  | (2)        | (3)        | (4)   | (5)   | (6)   | (7)   | (8)   | (9)   | (10)  | (11)  | (12)   | (13)   | (14) |
| ID03 | 13:24:16.468 | +27:19:07.65 | 5.665 |       | 0.331±0.012 | 0.353±0.026 |       | 0.291±0.011 |       | 0.286±0.018 | 0.334±0.065 | 0.254±0.077 |       |
| ID15 | 13:24:23.705 | +27:33:24.82 | 5.710 |       | 0.492±0.014 | 0.461±0.025 |       | 0.501±0.014 |       | 0.409±0.023 | 0.879±0.057 | 0.698±0.071 |       |
| ID20 | 13:24:40.527 | +27:13:57.91 | 5.724 |       | 0.119±0.012 | 0.113±0.028 |       | 0.139±0.012 | 0.138±0.014 | 0.302±0.083 |       |       |       |
| ID23 | 13:24:18.450 | +27:16:32.56 | 5.922 |       | 0.244±0.011 | 0.198±0.025 |       | 0.213±0.010 | 0.201±0.013 | 0.328±0.048 |       |       |       |
| ID24 | 13:25:19.463 | +27:18:28.51 | 6.002 |       | 0.244±0.011 | 0.198±0.025 |       | 0.213±0.010 | 0.201±0.013 | 0.328±0.048 |       |       |       |
| ID25 | 13:24:26.559 | +27:15:59.72 | 6.032 |       | 0.291±0.013 | 0.281±0.026 |       | 0.164±0.018 | 0.209±0.021 | 0.692±0.045 | 0.592±0.071 |       |       |
| ID27 | 13:24:10.766 | +27:19:03.95 | 6.040 |       | 0.086±0.012 |       |       | 0.098±0.010 | 0.069±0.012 | 0.191±0.053 |       |       |       |
| ID31 | 13:23:45.632 | +27:17:00.53 | 6.112 |       | 0.334±0.012 |       |       | 0.116±0.015 | 0.100±0.017 | 0.344±0.063 |       |       |       |
| ID34 | 13:23:45.757 | +27:32:51.30 | 6.315 |       | 0.219±0.012 | 0.350±0.026 |       | 0.398±0.015 | 0.398±0.015 | 1.076±0.089 |       |       |       |
| ID35 | 13:24:40.643 | +27:36:06.94 | 6.332 |       | 0.219±0.012 |       |       | 0.240±0.013 | 0.225±0.015 | 1.854±0.09 | 1.159±0.117 |       |       |
| ID43 | 13:23:53.054 | +27:16:30.75 | 6.542 | −3.39±0.41 | 0.102±0.012 | 0.139±0.027 | 0.152±0.018 |       | 0.111±0.007 | 0.087±0.009 | 0.275±0.061 |       | <0.263 |
| ID54 | 13:24:08.313 | +27:15:43.49 | 6.556 |       | 0.163±0.012 | 0.219±0.026 |       | 0.150±0.019 | 0.171±0.024 | 0.319±0.073 | 0.299±0.010 |       |       |
| ID62 | 13:23:59.666 | +27:24:55.75 | 6.964 |       | 0.058±0.016 | 0.394±0.033 |       | 0.229±0.008 | 0.247±0.011 | 0.421±0.062 | 0.310±0.060 |       |       |

Note—The ID numbers are from Table 1 in *Jiang et al.* (2013). The $z'$- and $y'$-band fluxes are from *Jiang et al.* (2013), and the remainder from *Jiang et al.* (2016, 2020). The β value is also from *J20*. Some galaxies do not have measurements in some of the filters, so those columns are left empty.
(predominantly OIII and Ha), and that these are at IRAC wavelengths at these redshifts.

3. SED MODELING

The Lyman-continuum escape fraction may be constrained by the implied presence of emission lines in the SED of galaxies. A stellar population produces a certain number of ionizing photons based on its age and stellar mass. If none of those photons escape ($f_{esc} = 0$), then the energy will be reprocessed in the ISM, producing strong emission lines. If the escape fraction is high ($f_{esc} > 0.3$), there will be no associated emission lines (e.g., Smith et al. 2018, 2020; Steidel et al. 2018). CIGALE uses the modeled stellar age and stellar mass to determine the expected emission line strength, which may be many Angstroms in equivalent width for these very young stellar populations, and predicts the associated emission line strengths for a given $f_{esc}$-value. If the near-IR photometry at the emission line wavelengths is brighter than the CIGALE models predict, then the presence of stronger emission line is implied, suggesting lower $f_{esc}$-values, and vice-versa. Ultimately, because of uncertainties in the measured stellar population parameters, near-IR photometry, which are at OIII and Hα lines for redshifts of our galaxies, is only weakly dependent on $f_{esc}$, resulting in larger errors in the implied $f_{esc}$-values. Deep multi-band photometry including the Spitzer IRAC 3.6–4.5 μm images may thus place some meaningful constraints on the allowed $f_{esc}$-values for these 13 galaxies, enabling us to explore the average $f_{esc}$-value range for galaxies at this redshift, and search for any trends that may exist between $f_{esc}$ and other galaxy properties.

Therefore, we used the CIGALE to perform SED modeling for all our SDF galaxies. We also used the broadband fluxes from Jiang et al. (2016, 2020) for CIGALE fitting, as described in § 2. CIGALE models fit the Lyα line with a fixed escape fraction directly related to the restframe nebular lines. Despite the uncertainties in Lyα emission modeling, one goal of this paper is to constrain escaping Lyα emission in high redshift galaxies. Therefore, we include the z′ photometry which contains important information regarding the strength of escaping Lyα emission relative to other emission lines and keep the Lyα line in our modeling, but increase the uncertainties of WFCAM Z and Y bands by 20 and 10%, respectively, according to the contribution of Lyα to these bands as listed in J20. Our results and conclusions so will be under the assumption that Lyα has been accounted for.

Following J20, we sampled the model ages between 10 to 900 or 800 Myr using a fixed log scale with increments of 15, 25, 50, 100, and 200 for redshifts $z > 6.0875$ and $z < 6.0875$, respectively, so as to not exceed the age of the Universe at each redshift. We sampled the escape fraction from 0 to 1 in steps of 0.1. The metallicity values sampled were 0.0001, 0.0004, 0.004, 0.008, 0.02, and 0.05. The $E_{B-V}$ values we sampled were between 0 and 0.7 mag using a Calzetti et al. (2000) extinction curve. AGN models were not tested since no significant change was observed in the models by allowing the presence of a weak AGN in J20. Lastly, the most relevant part of the modeling is the nebular emission, which is parametrized by escape fraction and ionization parameter. We varied the ionization parameter between -1.0 and -4.0 in steps of 1 in our modeling.

For all of our SEDs, we assumed a Calzetti et al. (2000) extinction law. A discussion of the possible evolution in metallicity and dust extinction is given by e.g., Kim et al. (2017). Smith et al. (2020) and Oesch et al. (2013), suggesting that SMC extinction curves may provide a better fit to the SED of star-forming galaxies at $z \approx 2.3 \rightarrow 3.5$. However, we found no significant change in the best-fit SED models when using the SMC extinction curve for our SDF sample at $z \approx 6$. Fig. 1 presents the SED models of all 13 galaxies by CIGALE.

Dense Basis modeling also used Calzetti et al. (2000) extinction law, and model parameters such as SFR or $f_{esc}$ were fit to match the observations instead of testing various values and determining the goodness of fit. Most galaxy models showed ages greater than 100 Myr and small values of the extinction, which is consistent with the results of Jiang et al. (2016), where the SED models were done with GALEV (Kotulla et al. 2009).

Rather than reporting the best-fit values from this analysis (which do not capture the uncertainties associated with this model fitting well) we report Bayesian average values and uncertainties associated with each parameter, as described in Noll et al. (e.g., 2009). CIGALE computes such uncertainties by taking the average value and standard deviation of the fit to be the average and standard deviation of all models, weighted by the p-value associated with the model’s $\chi^2$ value. These values give a much more comprehensive picture of the fit than only the best-fit values as it accounts for the variation in each model rather than considering only one.

One potential concern related to our SED modeling is whether objects with observations in only one IRAC band would still allow for meaningful measurements of $f_{esc}$ with our method. To test this, we investigated the
Table 2. Best-fit parameters and $\chi^2$ values of the 11 galaxies using both IRAC bands

| ID   | Reduced $\chi^2$ | Slope | Metallicity | Age  | Escape fraction | $E_{B-V}$ |
|------|-------------------|-------|-------------|------|-----------------|-----------|
|      | (1)               | (2)   | (3)         | (4)  | (5)             | (6)       |
| ID03 | 0.29              | $-2.41\pm0.15$ | 0.007$\pm0.012$ | 210$\pm180$ | 0.56$\pm0.30$ | 0.1$\pm0.1$ |
| ID15 | 0.17              | $-2.25\pm0.14$ | 0.007$\pm0.009$ | 455$\pm228$ | 0.47$\pm0.32$ | 0.0$\pm0.10$ |
| ID25 | 3.26              | $-2.09\pm0.14$ | 0.005$\pm0.005$ | 667$\pm167$ | 0.14$\pm0.20$ | 0.1$\pm0.1$ |
| ID35 | 4.80              | $-1.21\pm0.15$ | 0.007$\pm0.008$ | 567$\pm177$ | 0.40$\pm0.32$ | 0.6$\pm0.1$ |
| ID54 | 0.48              | $-2.07\pm0.22$ | 0.012$\pm0.016$ | 398$\pm245$ | 0.49$\pm0.31$ | 0.0$\pm0.1$ |
| ID62 | 1.11              | $-2.26\pm0.17$ | 0.013$\pm0.016$ | 345$\pm183$ | 0.52$\pm0.31$ | 0.0$\pm0.1$ |

Note—The model parameters along with their Bayesian error ranges of the 6 galaxies with both IRAC bands included in the fitting.

Table 3. Best-fit parameters and $\chi^2$ values of the 11 galaxies with both IRAC bands modeled without IRAC2 at 4.5$\mu$m

| ID   | Reduced $\chi^2$ | Slope | Metallicity | Age  | Escape fraction | $E_{B-V}$ |
|------|-------------------|-------|-------------|------|-----------------|-----------|
|      | (1)               | (2)   | (3)         | (4)  | (5)             | (6)       |
| ID03 | 0.20              | $-2.35\pm0.16$ | 0.007$\pm0.012$ | 261$\pm211$ | 0.50$\pm0.31$ | 0.1$\pm0.1$ |
| ID15 | 0.10              | $-2.16\pm0.16$ | 0.006$\pm0.009$ | 490$\pm225$ | 0.46$\pm0.32$ | 0.0$\pm0.1$ |
| ID25 | 3.91              | $-2.12\pm0.18$ | 0.006$\pm0.005$ | 656$\pm173$ | 0.14$\pm0.19$ | 0.1$\pm0.1$ |
| ID35 | 2.43              | $-1.08\pm0.08$ | 0.006$\pm0.005$ | 705$\pm134$ | 0.36$\pm0.30$ | 0.7$\pm0.03$ |
| ID54 | 0.60              | $-2.08\pm0.28$ | 0.012$\pm0.016$ | 365$\pm244$ | 0.49$\pm0.32$ | 0.0$\pm0.2$ |
| ID62 | 4.98              | $-2.22\pm0.19$ | 0.012$\pm0.016$ | 353$\pm185$ | 0.52$\pm0.31$ | 0.0$\pm0.1$ |

Note—The model parameters along with their Bayesian error ranges of the same 6 galaxies as in Table 2, but modeled without using the IRAC 4.5$\mu$m band.

6 objects from our sample of 13 galaxies with observations in both IRAC bands. For these objects, we modeled the SEDs both including and excluding the 4.5$\mu$m band photometry. The results of this are shown in Tables 2 and 3, as well as Fig. 2. Because of the large uncertainties in the 4.5$\mu$m band photometry, excluding the IRAC2 band photometry — when available — in the modeling did in general not significantly affect the inferred model parameters. More than half the galaxies overlapped in their implied values for each parameter using the two sets of models. Thus, we kept the objects without 4.5$\mu$m observations in our final sample as long as the remainder data was of sufficient quality.

To further test whether CIGALE could constrain nebular emission without the IRAC2 band filters, we created simulated models with CIGALE with a known escape fraction between 0 and 1 for the available filters. The produced flux values were then rescaled to match our galaxy data, and 100 random variations for each input escape fraction were produced within the uncertainty of our photometric uncertainties. The variations were then refit with CIGALE using all bands except the IRAC2 and K-band filters. The comparison between the original input escape fraction and refitted output escape fraction are presented in Fig. 3, along with a linear regression fit between the input and output $f_{esc}$-values. It can be seen that, while CIGALE does not exactly follow the input and output escape fractions, excluding the IRAC2 or the K band does not change the output $f_{esc}$ compared to when all bands are included. The same procedure was repeated in Fig. 3b for Dense Basis. Both panels show similar but not identical relationships between the input and output $f_{esc}$-values with somewhat non-unity slopes. We use the plotted linear regression fits to map the most likely output $f_{esc}$-values onto the input $f_{esc}$-values for both CIGALE and Dense Basis, thus correcting the output from both modeling methods for this bias. Thus, the emission and $f_{esc}$ may be con-
## Table 3. 13 SDF galaxy data

| ID  | Reduced $\chi^2$ | Slope  | Metallicity | Age   | Escape fraction | $E_{B-V}$ |
|-----|-----------------|--------|-------------|-------|-----------------|-----------|
|     | (1)             | (2)    | (3)         | (4)   | (5)             | (6)       |
| ID03| 0.29            | $-2.41\pm0.15$ | 0.007±0.012  | 210±180 | 0.56±0.30       | 0.1±0.10  |
| ID15| 0.17            | $-2.25\pm0.14$ | 0.007±0.009  | 455±228 | 0.47±0.32       | 0.0±0.10  |
| ID20| 0.04            | $-1.80\pm0.26$ | 0.013±0.017  | 345±239 | 0.49±0.32       | 0.4±0.2   |
| ID23| 0.02            | $-2.26\pm0.15$ | 0.011±0.014  | 414±236 | 0.41±0.30       | 0.0±0.1   |
| ID24| 0.03            | $-2.31\pm0.13$ | 0.010±0.014  | 435±235 | 0.31±0.26       | 0.0±0.1   |
| ID25| 3.26            | $-2.09\pm0.14$ | 0.005±0.005  | 667±167 | 0.14±0.20       | 0.1±0.1   |
| ID27| 0.48            | $-2.20\pm0.24$ | 0.007±0.012  | 404±246 | 0.45±0.31       | 0.1±0.1   |
| ID31| 5.72            | $-2.59\pm0.11$ | 0.000±0.001  | 381±285 | 0.03±0.06       | 0.0±0.01  |
| ID34| 0.04            | $-1.64\pm0.20$ | 0.008±0.011  | 413±235 | 0.47±0.32       | 0.4±0.1   |
| ID35| 4.80            | $-1.21\pm0.15$ | 0.007±0.008  | 567±177 | 0.40±0.32       | 0.6±0.1   |
| ID43| 1.02            | $-2.28\pm0.24$ | 0.005±0.007  | 443±246 | 0.39±0.31       | 0.0±0.1   |
| ID54| 0.48            | $-2.07\pm0.22$ | 0.012±0.016  | 398±245 | 0.49±0.31       | 0.0±0.1   |
| ID62| 1.11            | $-2.26\pm0.17$ | 0.013±0.016  | 345±183 | 0.52±0.31       | 0.0±0.1   |

**Note**—The best-fit parameters and Bayesian values with errors for implied $f_{esc}$ and UV-slope $\beta$ for the 13 galaxies.
strained by CIGALE or Dense Basis without IRAC2 or K-band data, which is the case for a part of our sample.

Fig. 4 and 5 present the model parameters corrected for above bias. The two figures also include plots where the Dense Basis code (Iyer & Gawiser 2017) was used instead of CIGALE to determine their escape fractions to better check for SED fitting bias in CIGALE. The \( f_{\text{esc}} \) values are corrected for the model bias using the linear regression found in Fig. 3. Table 3 show the results from a Bayesian treatment of the model parameters of Fig. 1 and list uncertainties that are needed for the subsequent analysis.

Fig. 4 shows the distributions of the implied UV-slope \( \beta \), escape fraction \( f_{\text{esc}} \), and extinction values \( E_{B-V} \). The \( f_{\text{esc}} \) and \( \beta \) values are from the Bayesian values, while \( E_{B-V} \) values are the best-fit \( \chi^2 \) minimized values. This is because CIGALE uses the \( z = 0 \) slope of the \( E_{B-V} \) vs. \( \beta \) relation from the Calzetti et al. (2000) and Meurer et al. (1999) relations (with an intercept to be determined as a free parameter from the SED fitting) to estimate \( E_{B-V} \) for a given \( \beta \)-value, and so deriving both \( E_{B-V} \) and \( \beta \) Bayesian values fully independently is not possible with this method. The CIGALE models do imply that the intercept at \( z = 6 \) of the Calzetti/Meurer \( E_{B-V} \) vs. \( \beta \) relation at \( z = 0 \) needs to be \( \sim 0.4 \) bluer in \( \beta \) than at \( z = 0 \) (while adopting the same slope), which is visible in Fig. 5a.

The cumulative Gaussian probability distributions are shown for bluer galaxies (\( \beta < -2.35 \)) and redder galaxies (\( \beta \geq -2.35 \)) in the left and right panels of Fig. 4, respectively. Dense Basis suggest a total range of possible \( f_{\text{esc}} \)-values between 0–0.8. Including the \( f_{\text{esc}}=0 \) values at the bottom axes of Fig. 5b, c, d, and e, the median escape fraction of CIGALE is about \( f_{\text{esc}} \sim 0.55 \), while median escape fraction of Dense Basis is about \( f_{\text{esc}} \sim 0.35 \). Within the currently available data and photometry, both CIGALE and Dense Basis have significant errors of \( \sim 0.3 \)–0.4 on their \( f_{\text{esc}} \)-value estimates for each individual object. To within the large individual model fitting errors in \( f_{\text{esc}} \), the two different model estimates are thus broadly consistent, although not identical. For all galaxies, the range of median \( f_{\text{esc}} \)-values does suggest that the CIGALE and Dense Basis models imply escape fractions that may be high enough to reionize the Universe with these UV-bright galaxies (Finkelstein et al. 2012; Robertson et al. 2015; Naidu et al. 2020).

Fig. 5 shows comparisons between model parameters for the 13 galaxies and uses their \( f_{\text{esc}} \)-values as corrected using the linear fits in Fig. 3. Fig. 5a shows the \( z \approx 0 \) relation between \( E_{B-V} \) and \( \beta \) using the equations that Meurer et al. (1999) and Calzetti et al. (2000) found at \( z \approx 0 \). The \( z \approx 6 \) galaxies of our sample have bluer \( \beta \)-values than local galaxies at a given extinction level by about \( -0.4 \) in \( \beta \)-value. This is in line with expectations, and observations that these galaxies at \( z \approx 6 \) are bluer given their particularly younger stellar populations (e.g., Bouwens et al. 2014; Labbé et al. 2010). Fig. 5b shows the relationship between implied \( f_{\text{esc}} \) and \( \beta \), and Fig. 5c shows the relationship between implied \( f_{\text{esc}} \) and \( E_{B-V} \). Fig. 5d and e show the same as Fig. 5b and c, but using the Dense Basis \( f_{\text{esc}} \)-values instead. The Dense Base models did not consider \( \beta \)-values and assumed \( E_{B-V} \approx 0 \) mag, and so only the distribution over their \( f_{\text{esc}} \)-values is shown. No strong trends can be seen between \( f_{\text{esc}} \) and \( E_{B-V} \) or \( f_{\text{esc}} \) and \( \beta \).

4. ANALYSIS OF THE SED MODELS FOR THE 13 SDF GALAXIES AT \( Z \approx 6 \)

The sample of 13 SDF galaxies at \( z \approx 6 \) help to constrain which galaxy population(s) could have completed and maintained reionization of the Universe at \( z \approx 6 \). Fig. 4 shows cumulative distributions and Gaussians of two subsamples of the 13 galaxies with the most reliable \( f_{\text{esc}} \) estimates: bluer galaxies (\( \beta < -2.35 \)) and redder galaxies (\( \beta \)-values \( \geq -2.35 \)). Fig. 4a and b show that the bluer subsample has its distribution peaking around \( \beta \approx -2.6 \), while the redder subsample has its distribution peaking around \( \beta \approx -2.2 \). Fig. 4c and d show that the bluer subsample has lower implied \( E_{B-V} \)-values with a median \( E_{B-V} \approx 0 \) mag, while the redder subsample has a higher median near \( E_{B-V} \approx 0.05 \) mag. Finally, Fig. 4e and f show that the bluer subsample has smaller implied \( f_{\text{esc}} \)-values, with a mode and median of around \( f_{\text{esc}} \approx 0 \), while the redder subsample has larger implied \( f_{\text{esc}} \)-values of \( f_{\text{esc}} \approx 0.5 \).

Fig. 5b and c shows that our sample galaxies have large uncertainties and range in the implied \( f_{\text{esc}} \)-values (\( \sim 0.1 \)–0.35). Thus, there may be some overlap between the low and high implied \( f_{\text{esc}} \) galaxies presented in Fig. 5. While large photometric and modeling uncertainties result in large uncertainties in the implied model escape fraction values, our analysis does suggest that \( f_{\text{esc}} \) for \( z \approx 6 \) galaxies is likely less than 0.8 in general. In fact, our analysis of 13 independent objects with two independent SED-fitting codes suggests that \( f_{\text{esc}} \)-values around 0.5 are most typical of bright \( z \approx 6 \) galaxies. This is consistent with the \( f_{\text{esc}} \)-values necessary for bright objects to reionize the Universe by \( z \approx 6 \) (Finkelstein et al. 2012; Robertson et al. 2015; Naidu et al. 2020).
Fig 5a indicates that bluer implied \( \beta \) corresponds with lower implied \( E_{\text{B}-\text{V}} \) values. At given CIGALE-fit \( E_{\text{B}-\text{V}} \) values, the implied \( \beta \)-values at \( z \approx 6 \) seem to be steeper than those at \( z \approx 0 \) found from the Calzetti/Meurer relation (Calzetti et al. 2000; Meurer et al. 1999) by about \(-0.4\) in \( \beta \). This is expected, and agrees with observations (e.g., Bouwens et al. 2014; Labbé et al. 2010), since higher redshift galaxies tend to have younger stellar populations and lower metallicity and extinction, and therefore bluer UV-continuum than low redshift galaxies.

Fig. 5b and 5c do not show strong trends between the parameters. At best, very weak relationships can be seen between redder \( \beta \) or \( E_{\text{B}-\text{V}} \) with lower \( f_{\text{esc}} \). Fig. 5d and e using the Dense Basis \( f_{\text{esc}} \)-values do not show any significant trends. This suggests that some other factors besides nebular emission or dust extinction may contribute to LyC escaping the galaxies.

One concern was that CIGALE produced larger \( f_{\text{esc}} \) with redder \( \beta \) because it could not distinguish between young galaxies with strong line emission and mature ones with a larger Balmer break. Misidentifying more mature galaxies as younger ones could overestimate the line fluxes from the contribution of the Balmer break, inflating \( f_{\text{esc}} \). To test if this problem truly existed, a single galaxy was modeled multiple times, but each with flux values slightly shifted with random values within uncertainty. If CIGALE did not distinguish the two sets of galaxies, lower \( f_{\text{esc}} \) should always have yielded steeper \( \beta \)-values. However, this was not always the case, as some models with lower \( f_{\text{esc}} \) had higher \( \beta \) than models with higher \( f_{\text{esc}} \). In conclusion, there thus seem to be mild correlations at \( z \approx 6 \) between the CIGALE model \( f_{\text{esc}} \), \( \beta \), and \( E_{\text{B}-\text{V}} \)-values, in the sense that the implied \( f_{\text{esc}} \) may trend to higher values for both redder model \( \beta \) and for higher model \( E_{\text{B}-\text{V}} \) values.

A range of \( f_{\text{esc}} \)-values is possible for any \( \beta \) or \( E_{\text{B}-\text{V}} \) value for both CIGALE and Dense Basis values. Together with the general lack of clear trends between \( f_{\text{esc}} \) and \( \beta \)- or \( E_{\text{B}-\text{V}} \)-values discussed above, the escape fraction of these galaxies then may depend on some other factors, such as the geometry or viewing angle, and the porosity of its ISM (see e.g., Smith et al. 2018), that may allow certain lines-of-sight into the galaxy to provide higher LyC escape fractions than others (Ma et al. 2020), and not so much the physical properties of the galaxies. When deeper data over a wider wavelength range becomes available with JWST, the average opening angle of the outflow geometry may then be estimated from the median \( f_{\text{esc}} \approx 0.3–0.55 \) implied by the CIGALE models in the current work, which is the \( f_{\text{esc}} \)-value needed to complete and maintain the reionization of the Universe at \( z \approx 6 \). Cosmological simulations have found that spikes in \( f_{\text{esc}} \) come after star-formation episodes, which may indicate channels through the ISM must first be cleared for LyC to escape (e.g., Smith et al. 2019). Because these phenomena that create the ISM openings may differ for individual galaxies, a large range of \( f_{\text{esc}} \) could then be produced, as our figures suggest.

5. SUMMARY

We extended the SED modeling and choose a more robust sample of \( z \approx 6 \) Ly\( \alpha \) emitting galaxies within the Subaru Deep Field with detailed SED analyses from 7 Jiang et al. (2020) to 13. Each of these galaxies had extant ground- and space-based optical–IR observations of sufficient quality and depth to constrain their SEDs. All SED fitting was performed here using the CIGALE package (Boquien et al. 2019). Using the best-fitting CIGALE SED models, we investigated trends between physical parameters, such as the fitted UV-slope, \( \beta \), the fitted extinction, \( E_{\text{B}-\text{V}} \), and the implied escape fractions (\( f_{\text{esc}} \)) to infer what factors may have affected reionization at \( z \approx 6 \).

For our sample of 13 galaxies, the implied ages of the galaxies with uncertainty ranged from 30 to 800 Myr, and the implied metallicity from 0.0001 to 0.03, indicating that a wide range of parameter values is possible for galaxies with blue \( \beta \) at \( z \approx 6 \). We found that galaxies at \( z \approx 6 \) may have a median escape fraction as implied by CIGALE and Dense Basis of \( f_{\text{esc}} \approx 0.35–0.55 \). The SED fits and \( f_{\text{esc}} \)-values may be improved with deeper observations over a wider wavelength range, such as with the JWST, to improve the SED models. Furthermore, the implied \( \beta \)-values were steeper at given model \( E_{\text{B}-\text{V}} \) values for \( z \approx 6 \) galaxies, when compared to galaxies at \( z \approx 0 \), as found by Calzetti et al. (e.g., 2000) and Meurer et al. (1999).

No significant trends were found between \( f_{\text{esc}} \) and rest of the parameters, given the significant uncertainties in the data and the modeling. To better constrain the CIGALE and Dense Basis models, more accurate data and spectroscopic observations further into the infrared range will be needed. Currently, only shallow Spitzer and Hershel data are available. Furthermore, the spectra of the galaxies, from which their redshift were derived, does not cover a wide-enough wavelength range to provide additional constraints to the available broadband data for better SED fitting. Future deeper spectral observations, such as with JWST NIRSpec at 1–5 \( \mu \)m, would provide much better constraints to their SED parameters. At \( z \approx 6 \), the JWST/NIRSpec will be able to observe H\( \beta \) and [OIII] emission lines at 3.0–3.5
µm, which will provide much better constraints on the CIGALE models than using broadband fluxes alone.

We note that besides the high uncertainty in our results, we also assumed that we’ve correctly modeled the \(\text{Ly} \alpha\) lines for these galaxies. While we have attempted to correct for this assumption by increasing the uncertainties of filters with \(\text{Ly} \alpha\) contribution in the modeling, future observations are needed to produce more reliable results.

Another way to approach this problem will be to use the available spectra to estimate the physical parameters of these galaxies at \(z \approx 6\). The quality of the spectra will have to be high to make such estimates possible, and to make a better comparison between the CIGALE models and the available data. With higher accuracy data and spectroscopy further into the infrared, the characteristics of galaxies with steep \(\beta\) and the escape fractions of high redshift galaxies can be better characterized to more fully constrain the sources of the reionization of the Universe at \(z \approx 6\).
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Figure 1: Spectral energy distribution of the restframe wavelengths. The figure shows the contribution of stellar, nebular, and model fluxes to the observed fluxes. The x-axis represents the restframe wavelength in microns, and the y-axis represents the flux in mJy.
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Figure 2: Same as Figure 1 but for a different target. The figure highlights the differences in spectral features and flux contribution between the two targets.
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Fig. Set 1. SED Models of the 13 galaxies

Figure 1. The best-fit SED models of the 13 galaxies created using CIGALE (Boquien et al. 2019). The blue boxes are the observed fluxes while the red circles are the model fluxes. The uncertainties plotted are the 3σ uncertainties. In general, the models are able to fit the observations, providing meaningful constraints on the extinction, UV-slope $\beta$, and escape fraction. Furthermore, the models produce redder implied slopes than J20.

Figure 2. Comparison of $\beta$, $f_{\text{esc}}$, and $E_{B-V}$ of the models fit when both 3.6 and 4.5μm IRAC filters are included and when only 3.6μm is included, using the data of Tables 2 – 3. Only minor differences can be seen in the two sets of models, showing that the addition of the much noisier IRAC2 4.5 μm data points does not affect the modeling significantly.
Figure 3.  (a) [Left panel]: Output escape fraction using the CIGALE models against a range of input escape fractions. This was done by refitting 100 random variations of the original models with a fixed escape fraction created by CIGALE using the photometry in all filters plus its errors, but excluding the IRAC2 and K-band filters, which had the lowest S/N-ratio and did not constrain the SED fits well. The linear regression fit has an equation of $f_{\text{esc, in}} = 1.79f_{\text{esc, out}} - 0.29$ (b) [Right panel]: Same as (a) for Dense Basis. Both panels show similar but not identical relationships between the input and output $f_{\text{esc}}$-values. We use the plotted linear regression fits to map the most likely output $f_{\text{esc}}$-values onto the input $f_{\text{esc}}$-values for both CIGALE and Dense Basis, thus correcting both modeling methods for this bias. The linear regression fit has an equation of $f_{\text{esc, in}} = 1.22f_{\text{esc, out}} - 0.13$
Figure 4. Distributions of the implied Bayesian UV-slope and escape fraction, and best-fit $E_{B-V}$ lines of the 13 galaxies. The sample is divided into bluer galaxies with model $\beta < -2.35$ and redder galaxies with model $\beta \geq -2.35$. Panels (g) and (h) show the distribution of the Dense Basis $f_{esc}$-values. The orange lines show the cumulative distributions of the individual adopted values with the probability shown on the right axis. The blue and green lines respectively show the scaled stacked model likelihoods and stacked cumulative distributions with probability for the latter on the left axis, assuming that the likelihood of the model parameter is normally distributed with the given mean and standard deviation. The CIGALE plots show that bluer galaxies — as selected — are more likely to have lower values of $f_{esc}$ and lower $E_{B-V}$. (The Dense Base models did not consider $\beta$-values and assumed $E_{B-V} \simeq 0.2$ mag, and so only the distribution over their $f_{esc}$-values is shown).
Figure 5. Distribution of the Bayesian $\beta$ and $f_{\text{esc}}$, and best-fit $E_{B-V}$ for the 13 galaxies. (a) [Top panel]: Best fit CIGALE $E_{B-V}$ vs. $\beta$, which tends to be steeper (bluer) for lower implied $E_{B-V}$ values. The local relation between $E_{B-V}$ and $\beta$ from Calzetti et al. (2000); Meurer et al. (1999) is plotted in blue, showing shallower $\beta$-values at $z \simeq 0$ compared to our SDF sample at $z \simeq 6$. (b),(c) [Middle panels]: CIGALE $f_{\text{esc}}$-values as derived from the linear fit of Fig. 3. (d),(e) [Bottom panels]: Dense Basis $f_{\text{esc}}$-values as derived from the linear fit of Fig. 3. These figures suggest that the possible range of $f_{\text{esc}}$ is between 0 to 0.8 with a median of 0.35–0.55. No significant trends between $f_{\text{esc}}$ and UV-slope or $E_{B-V}$ are present. If the nebular emission or the dust extinction has no discernible effect on $f_{\text{esc}}$, other factors such as the distribution of holes vacated in the ISM by supernovae and/or weak AGN somewhat later in a galaxy’s evolutionary stage may be needed to let LyC radiation escape.