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ABSTRACT
COVID-19 is now regarded as the most lethal disease caused by the novel coronavirus disease of humans. The COVID-19 pandemic has spread to every country on the planet and has wreaked havoc on these countries by increasing the number of human deaths, and in addition, caused intense hunger, and lowered economic productivity. Due to a lack of sufficient radiologist, a restricted amount of COVID-19 test kits is available in hospitals, and this is also accompanied by a shortage of equipment due to the daily increase in cases, as a result of increase in the number of persons infected with COVID-19. Even for experienced radiologists, examining chest X-rays is a difficult task. Many people have died as a result of inaccurate COVID-19 diagnosis and treatment, as well as ineffective detection measures. This paper, therefore presents a unique detection and classification approach (DCCNet) for quick diagnosis of COVID-19 using chest X-ray images of patients. To achieve quick diagnosis, a convolutional neural network (CNN) and histogram of oriented gradients (HOG) method is proposed in this paper to help medical experts diagnose COVID-19 disease. The diagnostic performance of the hybrid CNN model and HOG-based method was then evaluated using chest X-ray images collected from University of Gondar and online databases. The experiment was performed using Keras (with TensorFlow as a backend) and Python. After the DCCNet model was evaluated, a 99.9% training accuracy and 98.3% test accuracy was achieved, while a 100% training accuracy and 98.5% test accuracy was achieved using HOG. After the evaluation, the hybrid model achieved 99.97% and 99.67% training and testing accuracy for detection and classification of COVID-19 which was better by 1.37% compared to when features were extracted using CNN and 1.17% when HOG was used. The DCCNet achieved a result that outperformed state-of-the-art models by 6.7%.

1. Introduction
The current coronavirus outbreak was detected by a Chinese physician in Wuhan, the capital city of Hubei province in mainland China, in late December 2019 [1]. This new virus is very contagious and has rapidly spread over the world. Because the outbreak has spread to 216 nations, the World Health Organization (WHO) declared it a public health emergency of international concern on January 30, 2020. On February 11, 2020, this new coronavirus associated acute respiratory disease was officially named as Corona Virus disease-19 (COVID-19) by the WHO.

Radiologists perform COVID-19 diagnosis manually. However, manual diagnosis of COVID-19 requires experienced radiologists and is a time-consuming process, tedious, error-prone, and exhaustive since the radiologists are expected to diagnosis a large number of COVID-19 patients. Developing countries of the world face a shortage of equipment, test kits, and radiologists for diagnosing COVID-19. In addition to the diagnostic process being time-consuming, the scarcity of skilled radiologists to provide accurate diagnoses, especially in light of the rapidly increasing COVID-19 cases, is still a major concern.

To determine if a person is infected with COVID-19, a sample is taken from the nose (nasopharyngeal swab) or throat (throat swab) by a healthcare professional. The samples are then transferred to a laboratory for testing. The manual outcome of the test, however, could be a false-negative depending on the timing and quality of the test sample. This method of testing, accurately detected COVID-19 infections 71% of the
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time [2]. Another essential diagnostic approach for COVID-19 detection is by using chest X-ray. Although, if the X-ray scans are not clear, COVID-19 is frequently misdiagnosed as another disease. As a result of the inaccurate diagnosis, patients are most times given wrong prescriptions, which ends up complicating their health status. This urgent health concern has lead to a pressing need to create more accurate and automated diagnostic methods that use chest X-ray images to identify COVID-19.

Machine learning methods, most especially deep learning has been identified as a more accurate method as compared to other methods [3-5]. Authors in [3,4] diagnosed COVID-19 disease using deep learning methods from X-ray and CT scan images. Despite the fact that the proposed models in these research works was tested with a small number of X-ray images, especially the positive case images of COVID-19 patients, there was a class imbalance problem in earlier investigations. Furthermore, they used CNN exclusively as a deep learning model.

Similarly, authors in [6], focused on the classification of the COVID-19 epidemic by using only CNN and got less accurate result. Using only CNN is most times not sufficient for detecting COVID-19 accurately [7,8]. Therefore, numerous methods of improving the results obtained from previous CNN methods and their limitations are being explored.

This paper presents an effective classifier to classify cases of COVID-19 into two classes; either negative (normal) or positive (infected) by using chest X-ray images. In this regard, we proposed a deep learning approach for automated COVID-19 disease classification aimed at maintaining a high accuracy, and reducing false-negative cases. In general, threshold image segmentation was used to segment chest X-ray images of COVID-19 infected persons. Also we used anisotropic diffusion filtering (ADF) to remove noise and also compared its performance with other filters. A hybrid combination of CNN and HOG was used for feature extraction, YOLOv3 was used for object detection (whether the input image was chest X-ray or not), and SVM was used for classification.

This remaining parts of this paper are organized as follows. Section 2 presents a review of related works. Section 3 describes the methodology used in the development of the proposed COVID-19 disease classifier, while section 4 presents the results and discussion. Finally the paper is concluded in section 5.

2. Related works

In [9], the authors proposed deep a learning method for a chest X-ray image dataset. They used domain extension transfer learning (DETL) with a pre-trained deep CNN. The proposed system was specially implemented for detecting COVID-19 cases from chest X-ray images. The authors used Gradient Class Activation Map (Grad-CAM) for COVID-19 detection and to identify the areas where the model focused more during classification. An overall accuracy of 90.13% ± 0.14 was obtained. Although, the authors used a small amount of data, the proposed method was still able to detect COVID-19.

Authors in [10] developed a system for the early prevention and detection of COVID-19 disease using image analysis. The authors used a deep learning model on a chest X-ray image dataset to determine the effects of COVID-19 on people who have pneumonia or lung illness. In the study, the authors proposed five pre-trained CNN based models (ResNet50, ResNet101, InceptionV3, and Inception-ResNetV2) for the detection of coronavirus pneumonia infected patients. The pre-trained ResNet50 model achieved the highest classification performance (96.1% accuracy for Dataset-1, 99.5% accuracy for Dataset-2, and 99.7% accuracy for Dataset-3) out of the four models utilized.

COVID-19 prediction from chest X-ray images using deep transfer learning was presented in [11]. The researchers employed a collection of X-ray images from a variety of sources to detect COVID-19 disease using transfer learning methods such as ResNet18, ResNet50, SqueezeNet, and DenseNet-121. They collected 250 X-ray images of COVID-19 infected patients who had tested positive for the virus. They tested the models and found that they had a sensitivity rate of 98% and a specificity rate of roughly 90%. For feature extraction, they used CNN and pre-trained models, and got less accurate results. This however shows that using CNN alone is not sufficient for accurately detecting and recognizing COVID-19. The main reason for the poor results is that they used fewer images to train both the CNN and the pre-trained model, whereas generally, more images are required to accurately recognize COVID-19. By detecting patterns from past patient data and chest X-ray scans to diagnose COVID-19, the bulk of published research have predicted that the most likely outcome that a patient has contacted COVID-19 is based on their symptoms, travel history, and the delay in reporting the case. However, the previous works have some limitations such as: class imbalance in the manipulation of data, applying images to CNN without applying image preprocessing like equalization of the intensity, removing noise from the X-ray images, verification of the input image, and segmenting the region of interest. To overcome these drawbacks, this study applied a number of image preprocessing techniques, YOLOv3 for input object detection (used to check whether the given input image is a COVID-19 patient’s image or another object image), and for segmenting the region of interest. Furthermore, HOG and CNN features were combined and classification was performed with SVM to improve the COVID-19 detection accuracy.

3. Methodology

3.1. System architecture

The major steps of the proposed method system architecture is shown in Fig. 1. The steps include image preprocessing, object detection, image segmentation, feature extraction, and COVID-19 disease classification. In the image processing part we used image size rescale and resize, normalized the images to a standard size, and and employed filtering techniques for noise removal. Furthermore, YOLOv3 was used to detect if the input image is a chest X-ray image or not. Secondly, image segmentation was performed to identify the region of interest and distinguish the foreground image from the background image. Thirdly, feature learning was accomplished by extracting essential information from the input image using CNN and HOG. The CNN and HOG techniques were used to extract feature vectors from the chest X-ray images. The features obtained from these two techniques were combined and fed into the model as input in order to train the classification model. The combination of CNN and HOG feature extraction yields a large number of features for diagnosing if COVID-19 is present or not. In comparison to the original CNN, the combine features provide improved classification accuracy and require less number of learning iterations. From the pre-processing to the training, validation, and testing phases in CNN, sigmoid is used as a function learning technique. Finally, we used SVM to classify the image into one of two predetermined classes (Normal or COVID-19).

3.2. Data collection

A dataset was created comprising of 300 original images collected from the University of Gondar hospital in Ethiopia and 2200 images collected from the online repository used by authors in [12]. An image augmentation technique was applied to increase our dataset as the data was not adequate enough for the feature extraction stage. Image augmentation is typically applied to a dataset to expand the size of the training dataset by creating modified versions of the images in the dataset. The original images were transformed by shifts, flips, zooms, cropping the images, and rotating the images [13]. For this experiment, we have used a total of 6000 augmented images (3000 images of Normal and 3000 images of COVID-19 infected patients). The dataset was divided into training, validation, and test set.
3.3. Preprocessing

The first step performed in the detection and classification of COVID-19 is preprocessing of the chest X-ray images to improve their quality. This includes elimination of noise or unnecessary information from the chest X-ray images without obliterating essential information. In this phase, we resized the images of the dataset into 224 × 224 pixels to reduce the processing time and computational cost. Also, the images were converted into NumPy array which Keras can work with easily. OpenCV was used for image resizing and conversion into the NumPy array.

3.3.1. Histogram equalization

Histogram equalization was performed on the acquired images with a sample shown in Fig. 2. This method is one of the pixel brightness transformation techniques. It is one of the sophisticated methods for modifying the dynamic range and contrast of an image by altering the image such that its intensity histogram gives the desired shape. Histogram equalization is a computer image processing technique for increasing image contrast. It accomplishes this task by effectively spreading out the most frequent intensity values, i.e. stretching out the intensity range of the image [14].

3.3.2. Anisotropic diffusion filter

Anisotropic diffusion filter (ADF) has been successfully employed in the field of image processing to remove noise while preserving the main edges of existing objects [15]. It is a technique aimed at reducing image noise without removing substantial parts of the image content such as edges, lines or other crucial elements. ADF is a popular medical image de-noising technique which has the ability to preserve micro texture information [16]. This method was employed to decrease diffusivity, while convolving the regions near the edges to minimize the blurring effect. This is described using Eq. (1).

\[
\frac{\partial}{\partial t} u(\tau, t) = div(c(\tau, t) \nabla u(\tau, t)) 
\]  

(1)

Fig. 1. Proposed system architecture.

Fig. 2. (a) Original image, and (b) Histogram equalized image.
where, \((x,t)\) denotes the divergence operator. It is a diffusion threshold function which denotes the gradient operator, while \(\nabla u (x,t)\) is the image intensity. During the testing phase, images affected by Poisson noise were used to evaluate different filter performances. We tested several filtering methods such as arithmetic mean filter, contra harmonic mean filter, Gaussian filter, median filter, block-matching and 3D filtering (BM3D), bilateral filter, and anisotropic diffusion filter (ADF) to determine the most appropriate. Based on the Shannon entropy measure and signal to noise ratio (SNR), both the contra harmonic mean filter and ADF gave promising results, but the ADF outperformed other filters. Contra harmonic mean and ADF were found to be the best suited denoising methods for X-ray image noises among numerous filtering methods that were evaluated. Due to this reason, both the Contra harmonic mean filter and the ADF satisfy the Shannon entropy measure [17].

3.4. Object detection using YOLOv3 detector

Object detection entails identifying and classifying existing objects in a single image, as well as labeling them with rectangular bounding boxes to indicate their appearance. Before segmenting the chest X-ray images, we applied YOLOv3 for cross checking to determine if the input image is a chest X-ray image of a human lung or not. YOLO uses CNN to perform feature extraction, classification, and localization of an object. YOLOv3 improves the detection performance by training the entire dataset of images. This unified model has various advantages over the traditional object detection approaches. First and foremost, YOLOv3 is slightly faster and also does not require a complicated pipeline because we defined detection as a regression problem. During the training and testing stages, YOLOv3 identifies the complete image, so it implicitly encodes contextual information of the classes as well as their appearance. This is shown in Fig. 3.

3.5. Segmentation

Segmentation is the process of dividing an image into separate sections, each part representing homogeneous regions with similar features such as intensity, color, and texture. Thresholding is one of the common segmentation techniques. It operates on the basis of grey-level images. Thresholding was used to convert the grayscale images into black and white images out of a gray scale by setting exactly those pixels above a given threshold value to white. In this paper, thresholding-based segmentation was chosen because it is computationally fast and easy to implement [18]. However, since chest X-ray images are gray in color when converted into binary images, parts of the chest X-ray image were matched with the background. This is in contrast to effective segmentation which results in complete separation of the images (background and foreground) without information loss. In this paper, among the several thresholding techniques, we mainly applied Global thresholding. Local thresholding methods apply distinct threshold values to different regions of the image, whereas global thresholding methods apply a single threshold to the entire image. Global thresholding methods are extremely rapid and produce excellent results. Global thresholding using an appropriate threshold, \(T\), by replacing each pixel in the image with a black pixel if the image intensity, \(src(x, y)\) is less than some fixed constant, \(T\) (that is, \(src(x, y) < T\)), if the image intensity is greater than that constant. This is given by Eq. (2).

\[
g(x, y) = \begin{cases} 
1 & \text{if } f(x,y) > T \\
0 & \text{if } f(x,y) \leq T 
\end{cases}
\]

3.6. Data augmentation

Data augmentation is a method that can be used to artificially increase the size of a training dataset. This helps train the model to enhance and augment its quality and aptness by producing updated versions of images in the dataset. Image data augmentation was used to increase the size of the training dataset in order to enhance the CNN models performance. The augmented data is fed into the CNN model to prevent overfitting of the data and to optimize the performance of the model. Data augmentation was performed after the images were pre-processed. To balance the insufficiencies of our dataset, we implemented a random transformation (such as zooming, rotation, shearing, and resizing) of our data [19]. The random rotation degree range was regulated by the rotation range parameter. In our case, we allowed a rotation of \(\pm 25\) degrees of the input image. The horizontal and vertical shifts were regulated by the width and vertical shift range. 25% of the input images was shifted horizontally and vertically. The shear range controls the angle in an anti-clockwise direction in radians in which our input image is allowed to be sheared. The zoom range value determines whether the input image is to be zoomed-in or zoomed out based on a regular distribution of values [zoom range \(-1\), zoom range \(+1\)].

3.7. Feature extraction

3.7.1. Feature Extraction Using CNN

Technically, the CNN model was used to extract features, train and validate each input image of the dataset which is passed through a series of layers which include the pooling layer and fully connected layers. Thereafter, the SVM classifier was used to classify the images into COVID-19 positive and COVID-19 negative. The deep learning approach called YOLOv3 was used to detect whether the given chest X-ray image has COVID-19 or not. To achieve this, CNN has been implemented with multiple convolutional layers followed by maxpooling layers. Subsequently, the output of the last convolutional and maxpooling layer is flattened and fed into a dense layer with 256 neurons. After being fed into the dense layer, then the Sigmoid Function is used for activation. The convolutional network layers provided by the Keras API of the TensorFlow library in Python were used implement the sequential model. We noticed that adding more layers does not help our dataset’s performance, but instead causes overfitting, higher memory consumption, and computation time. The following terms were considered for the CNN model.

(i) **Pooling Layer:** After the convolutional layer, images are then fed into the maxpooling layer. The maxpooling layer has a window dimension of \((2 \times 2)\) filters. The pooling layer further helps to down-sample the input image. In other words, it helps to reduce the dimensions of the input image, thereby reducing the number of parameters of the image with the aim of reducing the computational complexity of the CNN model. The technique of sub-sampling used in the model is max-pooling and average-pooling. Max-pooling is a sample-based discretization process. Fig. 3. YOLO object detection to detect input chest X-ray image.
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Maxpool 2D layer. number of filters applied. Note that, for all Conv2D layers, we used one

\[ W_2 = \left( \frac{(W_1 - F)}{S} \right) + 1 \]  

\[ H_2 = \left( \frac{(H_1 - F)}{S} \right) + 1 \]  

\[ D_2 = K \]

where F denotes the filter size, S denotes the stride size, K denotes the number of filters applied. Note that, for all Conv2D layers, we used one Maxpool 2D layer.

(ii) **Activation:** All the convolutional layers were activated by the Rectified Linear Unit (ReLU) function, which is conventionally used for classification. The ReLU function was used because it avoids and corrects the vanishing gradient problem. Neural network models that employ ReLU are easier to train and perform better than models that employ other activation functions such as sigmoid or hyperbolic tangent activation functions [20].

(iii) **Pool Size Selection:** In the convolution module, we have used a 3x3 filter size in that layer. We selected the filter size systematically based on the characteristic features of each chest X-ray image recognized.

(iv) **Flatten Layer and Fully Connected Layer:** After using the pooling layer, we applied a flatten layer to flatten the entire network in our model. The feature map that was pooled is straightened out into a column before being fed into the neural network. This allows the neural network to process the generated feature maps quickly. After the input image is fed to the convolutional, pooling, and flattening layers, it is then fed into the fully connected layer. The flatten layer is used to convert two-dimensional data to one-dimensional data. Flatten layer was used before classification.

(v) **Optimizer:** We have used Adaptive Moment Estimation (Adam) for training our models. In all of the models, Adam was used. Adam is a computer program that does optimizations. The Adam optimizer was used to adjust the network’s weights iteratively based on the training data. The Adam optimizer is beneficial for networks training on huge datasets or parameters. It is simple to build, computationally efficient, and takes a tiny amount of memory, which is why it was chosen for this work [21].

(vi) **Reducing Overfitting:** Neural networks trained on relatively small datasets most times overfit their training data. Dropout is mainly used to minimize overfitting by randomly disconnecting inputs from the previous layer to the next layer in the network architecture. Dropout is implemented per layer in a neural network. We have applied dropout layers with P (dropping probability) value of 0.2, 0.25, and 0.3 immediately before the fully connected layers at each convolution, which is followed by the SVM classifier.

3.7.2. Feature extraction using HOG

We used HOG feature extraction in addition to CNN. The reason for employing HOG in combination with CNN is that HOG hardware implementations are commonly known to be more energy-efficient than CNN features [22]. In most cases, neural networks are more computationally expensive and produce more image redundancy than standard techniques. State-of-the-art deep learning algorithms that accomplish successful CNN training can take a lengthy time to train from the scratch. HOG algorithms, on the other hand, take less time to train, ranging from a few minutes to a few hours [23]. HOG is one of the well-recognized feature extractors due to its superior performance and relatively simple computation. HOG-based algorithms are still favorable in many applications due to their balanced tradeoff between accuracy and complexity. HOG features have been extracted for each pre-processed image of dimension (64 x 128) in this work. For object detection, HOG descriptors are widely employed in computer vision and image processing. HOG is used to extract characteristics about an object’s look and shape from a distribution of local gradients. It is also capable of defining a distinct texture and shape [24,25].

3.7.3. Combined feature extraction

After CNN and HOG feature extraction, the model shows that the CNN feature extractors provide a feature vector of output of 13,824 from the CNN model, while the HOG feature extractors provide a feature vector of 3780. Then the features extracted using HOG and CNN are combined to give 17,604 features. Feature combination helps to fully learn image features to give a description of their rich internal information. We combine the features of the output of the HOG feature extraction with the output of the CNN feature extraction using hstack function [26]. After combining the features of the output, we save the output in CSV format. Afterwards, we split it into training, validation, and testing set by assigning 0 for COVID-19 affected persons and 1 for Normal as a target class, and then apply SVM and random forest classifier for classification. The combined integrated features results give a better performance of COVID-19 recognition.

3.7.4. Classification

Support Vector Machines are typically thought of as a classification
method, but they can be used to solve both classification and regression problems. They can handle both continuous and categorical variables easily. SVM constructs a hyperplane in a multidimensional space to separate different classes. SVM iteratively produces the best hyperplane, which is then used to minimize errors in classification. The features obtained after the features were concatenated are used to train the Linear SVM, Sigmoid kernel function, polynomial kernel function, RBF, and random forest classifiers using binary classification. We classified each image in the test dataset into a predefined class (COVID-19 or Normal) using the knowledge of the learning model. Thereafter, a comparison between, random forest, Linear SVM, Sigmoid kernel function, polynomial kernel function, and RBF was performed. Linear kernel function was finally chosen because it achieved better classification results as a final kernel function than others.

3.8. Evaluation techniques

Cross-validation was not used in this study. Instead of the cross-validation method, the holdout validation technique was used since the dataset has enough samples for training and testing. The performance of the CNN, HOG, and hybrid model over the testing dataset was determined after the completion of the training of the model. The performance was measured using the most widely used metrics such as accuracy, precision, sensitivity or recall, and F1 score. Accuracy is a measure of the validation (training) accuracy or classification accuracy of the model. With the help of a confusion matrix, the number of true positives, true negatives, false positives, and false negatives can be calculated, which further helped in checking the efficacy of the proposed model. The Eqs. (6–9) present the formulas for calculating the mentioned metrics.

Accuracy: This is the amount of correct predictions made compared to the total number of predictions made. This can be calculated using Eq. (6).

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]  

Precision: It is used to calculate how many cases are predicted as positive by the model were actually supposed to be predicted as positive. It is defined as the ratio of predicted true positives to the total number of predicted positives, and is given as

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Recall: It is used to calculate how well the model has classified the positive examples. It is defined as the ratio of predicted true positives to the actual positives, and is given as

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

The F1 score can be interpreted as a weighted harmonic mean of the precision and recall and is defined as

\[
\text{F1 score} = \frac{2 \times (\text{Recall} \times \text{Precision})}{\text{Recall} + \text{Precision}}
\]

To use the Eqs. ((6)–(9)), we classify the chest X-rays into 4 major categories:

- False Negative (FN)
- False Positive (FP)
- True Negative (TN)
- True Positive (TP)

The true positive metrics denotes that the model correctly predicts a case of COVID-19. True Negative signifies a case where it correctly predicts when a person is not affected by COVID-19. False Negative signifies that the model misinterprets a person having COVID-19 as being benign. False Positive signifies that a person, not affected by COVID-19 is classified as having it.

4. Model evaluation and discussion

In this section, we discuss the 5 different experiments performed to evaluate the model.

4.1. Dccnet model evaluation using preprocessed images at training and validation phase

In experiment 1, the proposed DCCNet model achieves 99% training accuracy and 96.8% testing accuracy as shown in Fig. 5. This classification accuracy was achieved when the model is trained without segmentation, data augmentation, and dropout at the beginning. The simulation takes 37 min to train (45 s per each epoch (50)). Fig. 5 shows that the validation accuracy is less than the training accuracy, which indicates that overfitting occurred. In addition to the fact that the validation loss is significantly higher than the training loss, it shows our model is overfitted. As seen in Fig. 5, the training and testing accuracy increases while training loss decreases almost linearly, but validation loss varies until it reaches epoch 28, then it increases linearly. This can also be seen in Fig. 6 with the training loss and accuracy curve. Adding dropout and increasing the dataset by using image augmentation were used in the training and validation phases to overcome these issues (mitigate overfitting), as shown in Fig. 7.

4.2. Feature extraction using HOG before image segmentation

In experiment 2, we used a 8x8 cell size to extract the HOG descriptors from the chest X-ray images which were then feed into the random forest and SVM classifiers. We observed that the training accuracy is 100%, and it increases significantly compared to that of experiment 1 and the testing accuracy is 97.84%, which is almost the same with experiment 1. The result shows that the performance of the testing accuracy is less than that of the training accuracy due to overfitting. In this experiment (experiment 2), 509 testing images were employed and divided into two; COVID-19 class (240 images) and normal class (269 images). Fig. 7 shows the confusion metrics for the generalization outcomes. Only 6 images out of the 240 COVID-19 images are miss detected.

4.3. Image segmentation using DCCNet model at the training and validation phases

In experiment 3, the model was trained using the augmented images, while segmentation was performed with ReLU as an activation function during the validation phase. The thresholding segmentation technique was utilized to separate the ROI from the background and remove unwanted parts of the X-ray image. This was aimed at making the learning
of features from the input image easier and to make the analysis of X-ray images faster. Figs. 8, 9, and 10 show the model’s training and validation accuracy as well as loss progress following image segmentation. The model takes approximately 1 h and 38 min (98 min) to train, since it takes 117 s on average per epoch. This finding demonstrates that image segmentation is important in improving the model’s performance. We were able to attain 99.9% training accuracy, this was because the model fits with the segmented dataset; both the CNN classifier and random forest achieved 98.3%, linear SVM achieved 98.1%, RBF achieved 98.5%, polynomial kernel function achieved 97.7%, and kernel with sigmoid achieved 96.8% testing accuracy.

As seen in Fig. 9 and Fig. 10, the number of epochs increases as the training and testing accuracy improves, while simultaneously, the training and validation loss decreases. The lower the loss, the better the model’s recognition results. When we compared experiment 1, we have got 1.5%, experiment 2 gave a better performance of 0.5%. The results show that the testing accuracy is less than the training accuracy, which indicates that overfitting occurred. In Fig. 8, the results show that the precision, micro average, recall, and F1-score for experiment 3 achieves a test accuracy of 98.3% and loss of 0.064%. This result is better, compared to that of experiment 1 and 2. Based on this, we have generated the testing, precision, recall and F1-score of the COVID-19 disease class and normal class. After applying thresholding-based image segmentation and augmentation, the model’s performance improved due to data augmentation and dropout as seen in Figs. 9 and 10. No overfitting was experienced as the training curves were closely tracking the validation curves. The training accuracy is relatively greater than the validation accuracy throughout the curve. Furthermore, across the curve, the training loss is smaller than the validation loss.

### 4.4 Feature extraction using HOG after image segmentation

In experiment 4, we extracted features using HOG. After applying image augmentation, we used a 8x8 cell size to extract the HOG descriptors from the chest X-ray images and thereafter these features were then feed into the SVM classifier. We observed that the training accuracy...
increases by 1.7% compared to that of experiment 1, and by 0.7% compared to that of experiment 2, and 0.2% compared to that of experiment 3. The training accuracy achieved was 100% and testing accuracy is 98.5% which is almost similar to the results achieved in experiment 3. The results show that the training accuracy is greater than the testing accuracy, which indicates that overfitting occurred. 1200 testing images were employed and divided into two: COVID-19 class (613 images) and normal class (587 images). Fig. 11 shows the confusion metrics for the obtained outcomes. Only 13 images out of the 613 COVID-19 images are miss detected.

4.5. Combined features used for training and validation phase after segmentation

In experiment 5, we combined both the CNN and HOG features after applying image augmentation. The combination of CNN and HOG-based features employed with the SVM classifier achieved 99.97% training accuracy and 99.67% testing accuracy. The experimental results indicate that the results achieved with the CNN and HOG with SVM classifier technique was better than the results achieved in the other four experiments for the recognition of COVID-19 disease. Hence, the training accuracy, validation accuracy, and testing accuracy are almost equal; therefore there is no overfitting and underfitting problem with this experiments results. The results of various separate feature extraction methods were less adequate when compared to the combined method. This shows that the proposed method accurately categorized COVID-19 cases compared to single feature extraction methods. In order to achieve generalization, 1200 testing images were used and divided into two: COVID-19 class (613 images) and normal class (587 images). Fig. 12 shows the confusion metrics for the obtained outcomes. Only 4 images out of 613 COVID-19 images are miss detected. The COVID-19 chest X-ray images had the lowest false detection rate, with a testing accuracy of 99.67%. This indicates that the image classification relies on the model even with a completely new set of data. The wrong detection rate experienced in other four experiments was reduced in this experiment (experiment 5).

The proposed technique, which combined HOG and CNN feature fusion, outperformed linear SVM classifier, RBF, poly, random forest, and CNN classifiers. For the chest X-ray dataset, linear SVM performs well for the binary class. When the classification accuracies were obtained with features retrieved using CNN or HOG separately, the results were substantially lower than when combined. Therefore, the combined feature method provided a higher testing accuracy compared to the separate feature extraction. The combined model didn’t overfit, and achieved no significant difference between the results of the testing accuracy and training accuracy as shown in Fig. 12. Table 3 summarizes the performance indices for the different experiments. The combined feature extractor after image segmentation outperforms other models with respect to the different performance indices.

4.6. Discussion

4.6.1. Comparison with AlexNet implementation result

AlexNet uses deep layers with 650 k neurons and 60 million parameters to categorize over 1000 different classes with five convolutional layers with three pooling layers, and two fully connected layers. The AlexNet input image must have a dimension of $227 \times 227 \times 3$ pixels, and the first convolutional layer transforms the input image into 96 kernels sized at $11 \times 11 \times 3$ pixels with a stride of 4 pixels, which serves as the input to the second layer [15].

Deep neural network models include AlexNet, ResNet, VGG16, VGG19, GoogleNet, etc. From among these models, we chose AlexNet to test our model. The AlexNet model took around 9 h and 23 min to train, with 675 s for each epoch (50), with a training accuracy of 96.9% and testing accuracy of 92.5%. This is lower than our DCCNet model, which has a training and testing accuracy of 99.9% and 98.3%, respectively. It also takes a lot more time to compute than the DCCNet model. As shown in Fig. 13, the AlexNet model training accuracy is higher than its testing accuracy throughout the curve, which shows there is substantial overfitting. The graphical representation of the model accuracy and model loss for AlexNet are shown in Fig. 13 and Fig. 14. These figures show the variation in the training and validation accuracies and loss decrease from epoch to epoch. In Fig. 14, we clearly see that the result of the
training loss curve closely tracks the validation loss curve. The training loss and validation loss decreases down to 0.8. As a result, the proposed DCCNet and hybrid approach model outperforms the AlexNet model.

The training accuracy was quite substantial and increased linearly reaching 96.8%. However, the validation accuracy oscillates between 0.7 and 0.85 and does not become stable. Overfitting was observed in the AlexNet model in terms of the training accuracy being greater than the testing accuracy.

Firstly, the model was trained using the original data without applying any image augmentation technique to remove noise by using the anisotropic diffusion filter, with Adam optimizer and ReLU as activation function. The end-to-end training approach was adopted to classify the acquired images. Secondly, we applied HOG feature extraction without applying any image augmentation technique and crosschecked the results with three different experiments. In the third experiment, we used image augmentation and segmentation which gives a better accuracy than the original dataset result. As mentioned before, image augmentation methods were used to equalize the number of samples over the classes. Here, the number of the normal class with the augmentation technique was balanced by the number of the COVID-19 classes. Experiment 3 shows that the augmentation method contributed to improving the classification success and reduced over-fitting. Fourthly, we applied HOG feature extraction on the image augmentation and segmentation data to achieve a better result. In the fifth experiment, we combined CNN and HOG features together to solve the overfitting problem, and achieved a more accurate result. CNN + HOG approach resulted in an optimal solution for classifying COVID-19 and normal chest X-ray images.

From the results of our simulation, the computation time for both HOG experiments was significantly smaller than that of the DCCNet model as shown in Table 1. This is because HOG feature extraction is not hierarchical and does not use much hyperparameters as CNN. The hybrid model achieves a higher classification accuracy than the AlexNet. However, AlexNet uses a larger number of parameters, with a risk of overfitting. Table 1 shows the results of the training and validation performance of the model, while in Table 2, the testing performance of the various models is presented. A summary of all the results is presented in Table 3, while in Table 4, we present a comparison of the proposed method with existing methods in literature. The results show that the proposed hybrid method outperforms other existing methods for the classification of COVID-19 and normal chest X-ray images.

### Table 1

| Model                          | Training accuracy (%) | Training time (minutes) | Validation accuracy (%) |
|-------------------------------|-----------------------|-------------------------|-------------------------|
| DCCNet (before image segmentation) | 99                    | 37                      | 96.8                    |
| HOG (before image segmentation)    | 100                   | 10                      | 99.5                    |
| DCCNet (after applying segmentation) | 99.9                 | 98                      | 98.4                    |
| HOG (after image segmentation)     | 100                   | 6                       | 98.3                    |
| Combined of CNN and HOG           | 99.97                 | 7                       | 99.5                    |

Fig. 12. (a) Confusion Matrix and (b) Classification accuracy of combined feature extraction.

Fig. 13. Training and validation accuracy of AlexNet.

Fig. 14. Training and validation loss of AlexNet.
detection and classification of COVID-19.

5. Conclusion

A number of studies have been conducted on COVID-19 disease classification. In this paper, we presented a deep learning method for fast detection and classification of COVID-19 disease. Convolutional Neural Network (CNN) and Histogram of Oriented Gradients (HOG) were utilized for feature extraction, and Support Vector Machine (SVM) was employed for classification. The primary goal of this work is to improve medical proficiency in areas where the number of radiotherapists are limited. Our study facilitates the early identification of COVID-19 to prevent adverse consequences, such as death. We were able to achieve 99.9% training accuracy for the DCCNet model, 98.3% for Sigmoid CNN classifier, 98.3% for random forest, and 98.1% testing accuracy for linear SVM. In addition, 100% training accuracy was achieved for HOG, while 98.5% was achieved for linear SVM, and 97.5% testing accuracy for random forest. The most efficient results were obtained by combining all features provided by CNN and HOG. The hybrid method provided the best performance with a training accuracy of 99.9% for the DCCNet model, 98.3% for Sigmoid CNN classifier, 98.3% for random forest, and 98.1% testing accuracy for linear SVM. In addition, 100% training accuracy was achieved for HOG, while 98.5% was achieved for linear SVM, and 97.5% testing accuracy for random forest.

Table 3
Model performances using Precision, Recall, and F1-Score.

| Model                                  | Criterion | COVID-19 | Normal |
|----------------------------------------|-----------|----------|--------|
| DCCNet Model Using Preprocessed Images | Precision | 0.98     | 0.96   |
|                                        | Recall    | 0.95     | 0.99   |
|                                        | F1-Score  | 0.97     | 0.97   |
| Feature Extraction Using HOG before Image Segmentation | Precision | 0.98   | 0.98 |
|                                        | Recall    | 0.97     | 0.98 |
|                                        | F1-Score  | 0.98     | 0.98 |
| DCCNet Model Using Image Segmentation | Precision | 0.99     | 0.98 |
|                                        | Recall    | 0.98     | 0.99 |
|                                        | F1-Score  | 0.98     | 0.98 |
| Feature Extraction Using HOG after Image Segmentation | Precision | 0.98     | 0.98 |
|                                        | Recall    | 0.98     | 0.99 |
|                                        | F1-Score  | 0.99     | 0.98 |
| Combined Feature after Segmentation   | Precision | 1.00     | 0.99 |
|                                        | Recall    | 0.99     | 1.00  |
|                                        | F1-Score  | 1.00     | 1.00  |
| AlexNet                               | Precision | 0.97     | 0.95 |
|                                        | Recall    | 0.95     | 0.98 |
|                                        | F1-Score  | 0.96     | 0.96 |

Table 4
Comparison of the proposed hybrid method with existing methods for the detection of COVID-19.

| Authors                      | Purpose             | Features extraction method | Classifier | Accuracy (%) |
|------------------------------|---------------------|---------------------------|------------|--------------|
| [27]                         | Detection/Classification | Not mentioned (NM)        | Deep learning | 86.7         |
| [28]                         | Detection/Classification | Not mentioned (NM)        | Deep learning | 89.5         |
| [29]                         | Detection/Classification | Grey Level Co-occurrence Matrix (GLCM), Local Directional Pattern (LDP), Grey Level Run Length Matrix (GLRLM), Grey Level Size Zone Matrix (GLSZM) and DWT | SVM | 90         |
| [30]                         | Classification       | Not mentioned             | Linear Discriminant (LD), Linear SVM, Quadratic SVM, Fine KNN, Subspace Discriminant (SD), and Subspace KNN SVM | 98.1         |
| [31]                         | Detection/Classification | DWT | | 98.2 |
| [32]                         | Detection/Classification | DenseNet121 | Bagging tree classifier | 99 |
| Implemented work            | Detection/Classification | CNN and HOG | SVM | 99.67 |

5.1. Recommendation for future work

From the work presented, there are still some research gaps which can be filled in future works. To increase the performance of the proposed model, the proposed method can be expanded upon. As a result, when carrying out future works, the following are some noteworthy recommendations:

- The proposed model can be improved further to offer stage wise diagnosis of COVID-19.
- The hybrid model can be used for other medical applications and diagnosis such as bone suppression in the chest cavity, diagnosing pneumonia, lung cancer, and other respiratory disorders.
- In the dataset, there are some small boxes indicating the presence of COVID-19 in the chest X-ray using YOLO. For future works, these bounding boxes can be used to train the CNN and not only to identify the chest X-ray images but also for identifying whether the given input image is either COVID-19 or other diseases such as pneumonia, lung cancer, or lung lesions.
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