On the effect of time-dependent inhomogeneous magnetic fields in electron-positron pair production
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Abstract

Electron-positron pair production in space- and time-dependent electromagnetic fields is investigated. Especially, the influence of a time-dependent, inhomogeneous magnetic field on the particle momenta and the total particle yield is analyzed for the first time. The role of the Lorentz invariant $E^2 - B^2$, including its sign and local values, in the pair creation process is emphasized.
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Introduction. Although already predicted in the first half of the last century [1] electron-positron pair production attracted renewed attention over the last decade. This interest is strengthened by experiments verifying the possibility of creating matter by light-light scattering [2]. Upcoming laser facilities, e. g., ELI [3, 4] and XFEL [5, 6], as well as newly proposed experiments [7] are expected to deepen our understanding of matter creation from fields.

Note that in the very special case of constant and homogeneous fields the Lorentz invariants

\begin{equation}
\mathcal{F} = \frac{1}{2}(E^2 - B^2), \quad \mathcal{G} = E \cdot B
\end{equation}

\begin{equation}
\text{(1)}
\end{equation}
determine the particle production rate [8]. In constant crossed fields $\mathcal{G}$ vanishes which highlights then the role of the action density $\mathcal{F}$ in pair production.

Although electric and magnetic fields appear in equal magnitude in the quantity $\mathcal{F}$ magnetic fields are usually ignored in theoretical investigations of pair production. This may be motivated by the fact that for perfect settings the magnetic field vanishes in the overlapping region of two colliding laser beams [9]. Hence, the majority of studies on pair production have examined this process for time-dependent electric fields only [10, 11]. (NB: Configurations with an additional constant magnetic field have been investigated in [12].)

But in studies of pair production by electric fields it turns out that exactly the time-dependence of the fields is most influential, and depending on it one observes different mechanisms behind pair production [13, 14]. In a first, almost superficial, way one can distinguish multi-photon pair production [15, 16] from the Schwinger effect [17, 18]. Employing multi-timescale fields, however, a rich phenomenology opens up. Hereby, e. g., the dynamically-assisted Schwinger effect [10, 19–21] is only one, although the most prominent, example.

Given this situation, and in view of realistic possibilities of an experimental verification, it is an unsatisfactory situation that so little is known about pair production in non-constant magnetic fields [18, 22]. The clarification of potential, currently unknown phenomena associated with time-dependent magnetic fields is one of the required next steps if theoretical results on Schwinger pair production shall be put to the scrutiny of experiment.

Among worldline [23, 24] and WKB-like formalism [25], the introduction of quantum kinetic theory [26] has helped to understand pair production in homogeneous, but time-dependent electric fields. (NB: For recent developments concerning quantum kinetic theory see, e. g., refs. [12, 22, 32].) However, to accurately de-
scribe pair production in laser fields one has to take into account spatial inhomogeneities \cite{24, 33, 36} as well as magnetic fields \cite{16}. In this letter, we will discuss the results of our exploratory study on the influence of time-dependent, spatially inhomogeneous magnetic fields on the particle production rate using still a relatively simple model for the gauge potential. To put these results into perspective, we will also compare the outcome of these calculations with a field configuration not fulfilling the homogeneous Maxwell equations. Our results are based upon the Dirac-Heisenberg-Wigner (DHW) approach \cite{37}, which was successfully employed for spatially inhomogeneous electric fields only recently \cite{33, 34}.

Formalism. Throughout this article the convention $c = \hbar = m = 1$ will be used. The theoretical approach employed here is based on the fundament laid by refs. \cite{37}.

The fundamental quantity in the DHW approach is the covariant Wigner operator

$$\hat{W}_{\text{off}}(r, p) = \frac{1}{2} \int d^3 s \, e^{ip \cdot s} \mathcal{U}(A, r, s) \, C_{\text{off}}(r, s),$$

where we have introduced the density operator

$$C_{\text{off}}(r, s) = \left[ \bar{\psi}_p(r - s/2), \psi_p(r + s/2) \right]$$

and the Wilson line factor

$$\mathcal{U}(A, r, s) = \exp \left( i e \int_{-1/2}^{1/2} d \xi \, A(r + \xi s) \right).$$

The vector potential $A$ is given in mean-field approximation, $r$ and $s$ denote center-of-mass and relative coordinates, respectively. Taking the vacuum expectation value of the Wigner operator and projecting on equal time (i.e., performing an integral $\int dp_0$) yields the single-time Wigner function $W^2(x, p, t)$.

The simplest way to incorporate inhomogeneous magnetic fields is to investigate pair production in the $xz$-plane. However, there are in total three different ways of defining the basis matrices for a DHW calculation with only two spatial dimensions: one representation using 4-spinors and two representations using 2-spinors. Generally, the 4-spinor formulation contains all information on the pair production process, while the results from a 2-spinor formulation are spin-dependent (one describes electrons with spin up and positrons with spin down, the other describes the spin-reversed particles).

To simplify the calculations we use a 2-spinor representation. Hence, we decompose the Wigner function into Dirac bilinears:

$$W(x, p, t) = \frac{1}{2} \left( \mathbb{1} \, s + \gamma_\mu \nu^\mu \right).$$

Following refs. \cite{37} we are able to identify $s$ as mass density and $\nu^\mu$ as charge and current densities.

We can reduce the corresponding equations of motions for the Wigner coefficients $s$ and $\nu^\mu = (\nu_0, \nu^1, \nu^3)$ to the form (see, e.g., ref. \cite{14}):

$$D_t \nu_0 + D \cdot \nu = 0,$$

$$D_t s - 2 \left( \Pi \cdot \nu^3 - \Pi_{z} \cdot \nu^1 \right) = 0,$$

$$D_t \nu^1 + D_z \cdot \nu_0 - 2 \Pi_x \cdot s = -2 \nu^3,$$

$$D_t \nu^3 + D_z \cdot \nu_0 + 2 \Pi_x \cdot s = 2 \nu^1,$$

with the pseudo-differential operators

$$D_t = \partial_t + e \int d\xi \, \mathbf{E}(\mathbf{x} + i\xi \nabla_p, t) \cdot \nabla_p,$$

$$D = \nabla_s + e \int d\xi \, \mathbf{B}(\mathbf{x} + i\xi \nabla_p, t) \times \nabla_p,$$

$$H = p - ie \int d\xi \, \xi \mathbf{B}(\mathbf{x} + i\xi \nabla_p, t) \times \nabla_p.$$

The vacuum initial conditions are given by

$$s_{\text{vac}}(p) = \frac{2}{\sqrt{1 + p^2}}, \quad \nu_{1,3}^{\text{vac}}(p) = -\frac{2p}{\sqrt{1 + p^2}}.$$

For later use we explicitly subtract the vacuum terms by defining

$$\omega^\mu = \omega - \omega_{\text{vac}},$$

with $\omega = \nu_0, \, \nu^1, \, \nu^3$, respectively \cite{17}. The particle number density in momentum space is given by

$$n(p_x, p_z) = \int d\xi \, \frac{\omega^1 + p_x \omega^3 + p_z \omega^3}{\sqrt{1 + p^2}}.$$

When evaluated at asymptotic times, this quantity gives the particle momentum spectrum. Subsequently, the particle yield per unit volume element is obtained via $N = \int dp_x dp_z n(p_x, p_z)$.

In the following we will discuss pair production for one specific 2-spinor representation. The results for particles with opposite spin can be obtained performing $p_z \rightarrow -p_z$.

Solution strategies. As momentum derivatives appear as arguments of $\mathbf{E}$ and $\mathbf{B}$ we Taylor-expand the pseudo-differential operators in \cite{10}-\cite{12} up to fourth order \cite{14}. To increase numerical stability canonical momenta are used:

$$q = p + eA(x, t).$$
In order to solve eqs. (6)-(9) numerically, spatial and momentum directions are equidistantly discretized, and additionally we set \( \mathbf{w}^i(x_0) = \mathbf{w}^i(x_0) \) as well as \( \mathbf{w}^i(p_0) = \mathbf{w}^i(p_0) \). We further demand Dirichlet boundary conditions
\[
\mathbf{w}^i(x_0, p_n) = 0 \quad \text{if} \quad k_i = 0 \text{ or } k_j = 0.
\]
The derivatives are then calculated using pseudospectral methods in Fourier basis [39]. The time integration was performed using a Dormand-Prince Runge-Kutta integrator of order 8(5,3) [40].

Model for the fields. For our studies of pair production in electromagnetic fields, we choose a vector potential of the form
\[
A(z, t) = \varepsilon \tau \left( \tanh \left( \frac{t + \tau}{\tau} \right) - \tanh \left( \frac{t - \tau}{\tau} \right) \right)
\]
\[
\times \exp \left(-\frac{z^2}{2\lambda^2}\right) e_x.
\]
(18)

If not stated otherwise, the electric and magnetic field are derived from this expression. Note that the field configuration obeys \( \mathbf{E} = \mathbf{B} = 0 \). Moreover, the homogeneous Maxwell equations are automatically fulfilled and additionally \( \nabla \cdot \mathbf{E} = 0 \) holds.

The electric field is antisymmetric in time exhibiting a double peak structure with \( \varepsilon \) denoting the field strength. The field strength of the magnetic field, however, is suppressed relative to the electric field strength by a term \( \tau/\lambda^2 \), where \( \tau \) and \( \lambda \) also determine the scale for temporal and spatial variations, respectively. Hence, for \( \tau/\lambda \ll 1 \) the field energy is stored almost exclusively in the electric field. For \( \tau/\lambda \gg 1 \), however, the energy stored in the magnetic field exceeds the energy fraction coming from the electric part.

In ref. [3] it was argued that pair production is only possible in regions where \( \mathbf{E}(z, t)^2 - \mathbf{B}(z, t)^2 > 0 \). To analyze our results in view of this conjecture we therefore define an “effective field amplitude”
\[
\tilde{E}(z, t)^2 = \mathbf{E}(z, t)^2 - \mathbf{B}(z, t)^2
\]
(19) and a “modified effective field energy”
\[
\mathcal{E}^* = \int dz \; dt \; \tilde{E}(z, t)^2 \Theta(\tilde{E}(z, t)^2),
\]
with the Heaviside function \( \Theta(x) \).

This effective energy differs for different values of \( \lambda \) is displayed in Fig. 3. We find that the magnetic field can significantly reduce the effective field strength. While the electric part linearly depends on \( \lambda \), the calculation for a combined electric and magnetic field shows a rapid drop off for \( \tau/\lambda \gtrsim 1 \).

Particle distribution. It is useful to define the reduced particle density \( n(p_x)/\lambda \) to scale out the trivial linear dependence on \( \lambda \). As can be seen in Fig. 2, \( n(p_x)/\lambda \) displays a peaked structure superimposed by an oscillating function. This is characteristic for electric fields with peaks of the same absolute value but opposite sign [41].

It should be pointed out that especially the peaks in the reduced particle distribution \( (p_x)/\lambda \) decrease with decreasing \( \lambda \). A possible interpretation is that the presence of the magnetic field prevents the particles, created at the different field oscillations, to interfere. In case of \( \tau/\lambda \gtrsim 1 \) particles created around the first electric field oscillation at \( z \neq 0 \) are accelerated in \( x \) and also \( z \) direction. However, particles created at the second oscillation acquire a completely different momentum signature and therefore both wave packages become distinguishable. Moreover, an analysis of our data indicates, that the particle distribution is slowly shifted to lower momenta for small \( \lambda \). The reason for this phenomenon seems to be directly linked with the increase in the magnetic field strength. For a configuration of the form [15], a decrease of the parameter \( \lambda \) causes the region with maximal effective field amplitude to be shifted away from \( t = 0 \). Therefore this shift has a different origin compared to the previously discovered particle self-bunching [14].

The reduced particle density \( n(p_x)/\lambda \), cf. Fig. 2, does not show any interference pattern. For \( \lambda = 100/m \) the distribution in \( p_x \) is symmetric around the origin, in agreement with homogeneous calculations. However, in case of \( \tau/\lambda \gtrsim 1 \) the particle peak is shifted towards positive \( p_x \).
As noted above, using the second 2-spinor basis, one obtains a particle density mirrored at \( p_z = 0 \). Therefore, this result is an indicator for interactions between the magnetic field and the electron spin.

Figure 2: Reduced particle density \( n(p_x)/\lambda \) for various values of the spatial inhomogeneity \( \lambda \), a field strength of \( ee = 0.707 \, \text{m}^2 \) and a pulse length \( \tau = 5 / \text{m} \). For \( \lambda \gg \tau \) the reduced particle density converges.

Figure 3: Reduced particle density \( n(p_z)/\lambda \) for various values of the spatial inhomogeneity \( \lambda \). The particle density is symmetric for \( \lambda \gg \tau \) only. The vertical grey line is there to guide the eye: the peak of the particle density is shifted to positive \( p_z \). Parameters: \( ee = 0.707 \, \text{m}^2 \) and \( \tau = 5 / \text{m} \).

Particle yield. The magnetic field is not independent of the electric field, because both stem from the same vector potential \([13]\). The effect of fixing \( B = 0 \) and therefore violating the homogeneous Maxwell equation \( \nabla \times \mathbf{E} = -\mathbf{B} \) shows up in the particle density and subsequently in the particle yield. In order to draw a general conclusion between effective field energy and particles created, we will focus on the particle yield in the following.

The effective field energy without a magnetic field \( E(E, 0) \) is a linear function of \( \lambda \), see Fig. [11]. Hence, it is reasonable to introduce an approximation for the particle yield

\[
\tilde{N} = \lambda N_{\text{hom}},
\]

where \( N_{\text{hom}} \) is the yield obtained from a calculation with a spatially homogeneous field. The figures Fig. [4] and Fig. [5] show, that there is good agreement between the approximation and the full solution for \( \lambda \gg \tau \). Reasons are, that in this case the electric field can be considered as quasi-homogeneous. Furthermore, the magnetic field energy is by orders of magnitude smaller than its electric counterpart and therefore negligible.

The effect of spatial restrictions on the electric field has already been investigated in Ref. [23, 34]. In our case, also the effect of a magnetic field growing in strength for decreasing \( \lambda \) has to be taken into account. The corresponding computation of the effective field amplitude is depicted in Fig. [1] as \( E(E, B) \). One observes a faster than linear decrease. This is in qualitative agreement with the particle yield, as illustrated in Fig. [4]. We have to admit, however, that for calculations with \( \lambda < 5 / \text{m} \) the results are not reliable anymore due to a breakdown of the used Taylor expansion. (NB: The calculation with \( B = 0 \) does not display this numerical problem.)

Eventually, the configuration \( E = -A \) and \( B = 0 \) is analyzed. Contrary to the previous case, simply calculating the effective field energy of the applied field, which would be \( E(E, 0) \) in Fig. [1] is not sufficient. We have to consider, that the homogeneous Maxwell equa-
tions are not fulfilled. Hence, we suggest to add the missing part of the effective field energy to the electric field energy, illustrated as $\mathcal{E}(E, 0) + \Delta \mathcal{E}$ in Fig. 1.

In this way, the increase in the particle yield in Fig. 4 and Fig. 5 can be understood in terms of the magnetic field. We assume, that a magnetic field hinders matter creation. Fixing $B$ to zero and ignoring the term $\mathbf{v} \times \mathbf{A}$ in the equations (6)-(9) therefore inevitably leads to an overestimation of the effective field amplitude and consequently to an overestimation of the total particle number. (NB: Comparison of Fig. 1 with Fig. 4 corroborates this argument.)

The sharp drop off on the left side of Fig. 5 is connected to the fact, that for $\lambda \to 0$ the energy stored in the background field is not sufficient anymore to overcome the particle rest mass $\left[\text{17, 23}\right]$.

Figure 5: Particle yield drawn in a lin-lin plot for a configuration with $r = 10/m$ and $ee = 0.707 m^2$ (the same set of data as in Fig. 4 is used). At $\lambda = 5/m$ the particle yield obtained from a calculation with $B = 0$ exceeds the correct result by a factor of 50.

Conclusions. Based on the DHW formalism, Sauter-Schwinger electron-positron pair production in time-dependent, spatially inhomogeneous electric and magnetic fields has been investigated. For the first time the equations of motion for an electron-positron pair production in time-dependent, spatially inhomogeneous electric and magnetic fields has been investigated. For the first time the equations of motion for an electron-positron pair production in time-dependent, spatially inhomogeneous electric and magnetic fields have been solved numerically. We have focused on the influence of the magnetic field on the pair production process for a special class of vector potentials. We have found that for this kind of potentials the magnetic field is of minor importance for a wide range of parameter sets thereby validating studies which have been performed so far. Additionally, there is perfect agreement in the results when comparing to quantum kinetic theory in the limit of spatially homogeneous fields. However, and as most important result presented here, we have verified in a quantitative manner that in the case of spatially strongly localized fields the results can be explained assuming that pair production is only possible in regions where the electric field exceeds the magnetic field. In this parameter region the correct treatment of the magnetic field is of utter importance.

Outlook. In order to investigate pair production in background fields with more realistic length and time scales, improvements in the employed numerical methods will be necessary. Such work is in progress, and it will allow to investigate more general electromagnetic fields. A possible extension would be, for example, the study of multi-photon pair production. Therefore we are optimistic that the investigation presented here will soon serve as a basis for studies employing fields closer to experimentally feasible conditions.
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