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ABSTRACT

Context: Contemporary code review tools are a popular choice for software quality assurance. Using these tools, reviewers are able to post a linkage between two patches during a review discussion. Large development teams that use a review-then-commit model risk being unaware of these linkages.

Objective: Our objective is to first explore how patch linkage impacts the review process. We then propose and evaluate models that detect patch linkage based on realistic time intervals.

Method: First, we carry out an exploratory study on three open source projects to conduct linkage impact analysis using 942 manually classified linkages. Second, we propose two techniques using textual and file location similarity to build detection models and evaluate their performance.

Results: The study provides evidence of latency in the linkage notification. We show that a patch with the Alternative Solution linkage (i.e., patches that implement similar functionality) undergoes a quicker review and avoids additional revisions after the team has been notified, compared to other linkage types. Our detection model experiments show promising recall rates for the Alternative Solution linkage (from 32% to 95%), but precision has room for improvement.

Conclusion: Patch linkage detection is promising, with likely improvements if the practice of posting linkages becomes more prevalent. From our implications, this paper lays the groundwork for future research on how to increase patch linkage awareness to facilitate efficient reviews.

1. Introduction

Contemporary software development teams widely adopt code review tools for their software quality assurance [4, 41]. Over the last ten years, review tools have been utilized by well-known Open Source projects such as Android, OpenStack [2, 34], and industry giants such as Google and Microsoft [4, 45]. In contrast to the traditional vigorous face-to-face meetings between small team members, larger teams can adopt a review tool that integrates review discussions [7, 42]. Tools such as Gerrit, Codestriker, and ReviewBoard allow for patches to be submitted, and later assigned to a review team (i.e., patch author and assigned reviewers) [14, 17, 39].

On the downside, massive projects like OpenStack (i.e., which attracts more than 100,000 contributors that spread over 600 repositories [58]) are susceptible to having their contributors submit patches that may be similar to an already existing patch. This happens due to the parallel and distributed nature of a review-then-commit model [43], where submitted patches achieve a similar goal (i.e., with duplication being the most typical case). This lack of awareness occurs because review teams (i) do not possess the knowledge of other review teams or (ii) do not notice when other authors submit similar work.

To raise awareness of similar patches during review discussions, review teams may post a linkage between two patches to notify developers [23]. Existing work shows that the late duplicate patch identification leads to additional maintenance costs and redundant efforts [20]. Specifically, Yu et al. [55] manually studied pull requests from 26 popular projects on Github, observed that on average, 2.5 reviewers participated in the review discussions of redundant pull requests, and 5.2 review comments were generated before the duplicate relation is identified.

Apart from raising awareness of duplication, Hirao et al. [23] claimed that the linkage that is posted in a review discussion can be used to point out three common patch linkage types: Dependency (a patch linkage to another patch that it is dependent upon), Broader Context (a patch linkage to another patch that provides related resources), and Alternative Solution (a patch linkage to another patch that implements similar functionality). Their results suggest that reviewer recommendation can be improved by incorporating information from linked reviews and these linkages could be exploited by code review analytics. Inspired by their work, we argue that the early detection of the patch linkage...
would help contributors to avoid unnecessary efforts, strengthen collaboration between reviewers, and encourage an effective review process.

In this paper, we extend from the idea of duplication detection to investigate the potential of detecting three different types of patch linkages (i.e., Dependency, Broader Context, and Alternative Solution). Different from patch duplication, we do not look at the similarity of the patch source code, but instead focus on linkages between two patches. Through a case study of three large Open Source projects, i.e., Qt, OpenStack, and Android Open Source Project (AOSP), we are able to extract 11,353 patch linkages in total. We formulate two research questions to guide our study:

- **(RQ1) What is the impact of the patch linkage on the review process?**
  
  **Motivation.** Hirao et al. [23] investigated the different types of linkage by classifying their various purposes in the review discussion. However, the impact of the linkage on the review process is unknown. Specifically, we would like to investigate the impact in terms of when the linkage is first notified (i.e., submission time to notification time) and the time taken for that review (i.e., notification time to decision time). Moreover, we would like to investigate whether or not the entire review process (i.e., submission time to decision time) of patches with patch linkages is different from those patches with no patch linkages. To address this RQ, we conduct an exploratory study.

- **(RQ2) What is the performance of detecting patch linkages?**
  
  **Motivation.** Motivated by the exploratory study (RQ1), we would like to evaluate whether or not it is promising to detect these patch linkages. Although recent work [27, 38, 51] investigate the feasibility of detecting pull request in the code review setting, it is still unclear that how linkage detection performs in a realistic setting, other than duplication. We assume that patches that are linked tend to share similar textual content and modify similar code locations. Thus, we use these two patch features to construct our detection model borrowed from the information retrieval-based and file location-based recommendation. Taking realistic evaluation into account, we evaluate our models based on four time intervals (i.e., 2, 7, 14, and 30 days). This RQ is split into three sub-questions:

  - **(RQ2.1) What is the performance of using textual content to detect patch linkage?**
  
  - **(RQ2.1) What is the performance of using file location to detect patch linkage?**
  
  - **(RQ2.3) How does using more than one feature (textual content and file location) improve the performance of linkage detection?**

The key results of each RQ are: For RQ1, results show that there exists latency in the notification of linked patches (i.e., a median of 1.2 days, 3.1 days, and 2.2 days for Qt, OpenStack, and AOSP). Results also show that patches with linkages are likely to take a longer time to review when compared to a control group (i.e., patches without linkages), as patches without linkages seem to not require additional reviewing efforts (23 out of 28 patches). Earlier patch linkage notification could make for a more efficient review, especially in detecting the Alternative Solution. For RQ2, results show that combining two features (i.e., textual content and file location) performs better than two separate models. In experiments that span four time intervals, the model performs with promising recall rates (i.e., 24%–68% for Qt, 25%–61% for OpenStack, and 28%–81% for AOSP). The Alternative Solution linkage detection is also promising with relatively high recall rates (i.e., 74%–95% for Qt, 71%–87% for OpenStack, and 77%–94% for AOSP in the Top-10). Reasonable Alternative Solution linkage detection also means that the precision rates are feasible, with 60%–74% for Qt, 43%–67% for OpenStack in the textual content model, and 56%–67% for AOSP in the file location model.

We suggest that improving the awareness between the patches may also increase the likelihood that the linked patches will be identified. To improve the textual content model, developers could be encouraged to increase the natural language or generate a project specific corpus. We also see that linkage detection is promising in a realistic setting, especially for the Alternative Solution linkage. The main contributions of this paper are three-fold: First, our exploratory study provides evidence that the latency of the linkage notification exists. Second, we propose and evaluate our detection models for three different types of patch linkages. Finally, we provide a replication package which includes (a) manually coded patch linkages with various properties and (b) experiment datasets and scripts that can be used to reproduce our detection model.

The remainder of the paper is structured as follows: Section 2 describes the motivating example. Section 3 presents an exploratory study on the impact of the patch linkage on the review process. Section 4 introduces the patch linkage
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Figure 1: A real world example to motivate the Alternative Solution linkage between patch #86771 and patch #84977 in OpenStack. The example suggests that the linked patches share similar textual content and modify similar set of file paths.

detection. Section 5 discusses the implications from our findings. Section 6 discloses threats to the validity of our study. Related work is discussed in Section 7. Finally, we draw our conclusions in Section 8.
2. Motivating Example

Figure 1 is a real-world example to illustrate how a reviewer posts a linkage to notify the review team there is a similar patch. In the figure, one author (Ken’ichi Ohmichi) submitted a patch #86771 to the review tool. The patch #86771 aims to add API tests in a new Nova API called “server-group”. During a review discussion, the reviewer (Zhi Kun Liu) pointed out that this patch addressed an issue similar to another patch: ‘similar patch https://review.openstack.org/#/c/84977/’ and provided an explicit link of that patch. Once notified, the author (Ken’ichi Ohmichi) proceeded to abandon the patch without any revisions on that same day. From the description of the patch #84977, we observe that its goal is as well to add several tests for “server-group” Nova APIs. From the activity log, three days passed before the reviewer identified and posted the linkage into the patch #86771. The example provides evidence that latency exists before the team is notified to become aware of the linkage, i.e., around three days are taken in the motivating example.

In terms of the feature similarity between two linked patches, we find that the linked patches from the example share similar textual content and modify similar file locations. As shown in the figure, the two patches use the same keywords (i.e., server-group, Nova, v2, tests). Apart from highly similar textual content, both patches touch the same file path (i.e., tempest/api/compute/base.py).

3. Impact of Patch Linkage on the Review Process: An Exploratory Study

To answer RQ1, we conduct an exploratory study to investigate the impact of patch linkage on the review process. In this section, we first describe the studied projects (Section 3.1), then we describe the data preparation (Section 3.2), and present the analysis approach (Section 3.3). Finally, we discuss our results (Section 3.4).

3.1. Studied Projects

We select studied projects with the two criteria: (1) large software projects actively use review tools (e.g., Gerrit) and (2) projects are representative and have been commonly analyzed in prior work. From the range of open source projects, we select three projects: Qt, OpenStack, and Android Open Source Project (AOSP) as these three projects actively perform code reviews through Gerrit. Qt is a cross-platform application for creating graphical user interfaces. OpenStack is a collaborative platform for cloud computing, which is used by many well-known organizations and companies (e.g., IBM, VMware, and NEC). Finally, AOSP is a mobile operating system developed by Google.

3.2. Data Preparation

Our data preparation process consists of three parts: (DP1) patch linkage recovery and filtering, (DP2) ground-truth construction, and (DP3) control group construction. We define the patch linkage as any unique linkage from a patch to another. Let two patches be \( p_a \) and \( p_b \), where \( p_a \) refers to a patch where the review team posts a linkage into the review discussion and \( p_b \) denotes the target patch. Therefore, a linkage from \( p_a \) to target \( p_{b} \) and a linkage from \( p_{b} \) to target \( p_a \) are counted separately.

- **(DP1) Patch linkage recovery and filtering:** For studied projects, we adopted the Yang et al. [54] dataset as our original dataset. Table 1 shows our dataset summary (i.e., 107,858 patches for Qt, 215,725 patches for OpenStack, and 59,490 patches for AOSP).
Stack, and 59,490 patches for AOSP). To recover the patch linkage, we make sure that all linkage formats should be considered including Changeid, Review # as well as the hyperlinks. For the hyperlink format, we use regular expression patterns to search all discussions (e.g., https://review.openstack.org/#/c/84977/). Additionally, we conduct manual checks on each review carefully to ensure the number is correctly related to the Changeid and Review #, but not for other information such as bug id. For example, a detected Changeid would be "would conflict with 9afb02412eadc567e82a0aca10c6401937d213e9", while an example of a detected Review # is “Replaced by 22724, 22725”.

Furthermore, we apply three filters to ensure an unbiased dataset. The first filter is to remove cases where the patch author is aware of the linkage. This is done by using two conditions. The first condition is to detect the case where linked patches are written by the same author. The second condition is to detect the case where a patch author cherry-picks or reverts an already known patch. The second filter is to remove patches with incomplete author information (i.e., where the authors could not be retrieved from the REST API). The third filter involves the removal of duplicate patch linkages. We only detect the first instance of a linkage, as the same patch linkage can be used several times by different reviewers during review discussions. After DP1, we are left with 1,345, 9,050, and 958 distinct linkages posted by different authors as shown in Table 1.

• (DP2) Ground-truth construction: To construct our ground-truth, we manually classify the three different types of patch linkages (i.e., Alternative Solution, Broader Context, and Dependency) using the link taxonomy defined by Hirao et al. [23]. Since our collected data from DP1 is too large to manually examine, we statistically generate a representative sample using a statistical calculator [12] with a 95% confidence level and a margin error of no more than 5%, which is similar to previous empirical studies in the SE domain [3, 22]. We end up with 369 patch linkages, 299 patch linkages, and 274 patch linkages as shown in Table 2.

In the coding process, we first test our comprehension with a statistical agreement. Three authors of this article independently coded a random sample of 30 comments that contain the patch linkages based on the constructed coding scheme. We then measured the Kappa agreement for the coding results. The Kappa statistic is used frequently to measure inter-rater reliability for qualitative (categorical) items [50]. We ended up with a Kappa score of 0.83, which indicates that our agreement is nearly perfect. Two authors then completed the coding for the remaining sample dataset. We classify those patch linkages which do not indicate Broader Context, Dependency, and Alternative Solution into Others Category. After DP2, 317 patches, 311 patches, and 233 patches are labeled as either Alternative Solution, Broader Context, and Dependency.

• (DP3) Control group construction: To construct a balanced control group, we then randomly select an equal 861 patches from the ground-truth in DP2, as shown in Table 2. We carefully and manually checked each patch to ensure that there was no indication of a linkage to another patch.

3.3. Analysis for RQ1

To analyze the impact of patch linkage on the review process, we focus on two main aspects: (1) comparison among linkage types and (2) comparison against a control group (patches with no patch linkages). Below, we describe our analysis approach for each aspect.

Comparison among linkage types. We now investigate the three different patch linkage types, in terms of their review process (i.e., review time, patch revisions before and after the patch linkage notification). We define four metrics to conduct our statistic analysis as shown below:

• First-Notify-Time (# days) is the duration from when the author submits \( p_a \) until when the link to \( p_b \) first appears in the review discussion.

| Project | Ground-Truth | Control Group |
|---------|--------------|---------------|
| Qt      | 93 (Alternative) 77 (Broader) 74 (Dependency) 30 (Others) 274 (Sample Size) | 244 (Non-PatchLink) |
| OpenStack | 97 (Alternative) 147 (Broader) 101 (Dependency) 24 (Others) 369 (Sample Size) | 345 (Non-PatchLink) |
| AOSP    | 127 (Alternative) 87 (Broader) 58 (Dependency) 27 (Others) 299 (Sample Size) | 272 (Non-PatchLink) |
| Total   | 317 (Alternative) 311 (Broader) 233 (Dependency) 81 (Others) 942 (Sample Size) | 861 (Non-PatchLink) |
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- **First-Notify-Revisions** is the number of patch revisions that occur after the author submits a patch, until the link to the patch first appears in the review discussion. Note that the linkage is always mapped to the current patch revision, thus the first submission is counted as the first patch revision.

- **Notify-to-Decision-Time (# days)** is the duration from when the link of a patch first appears until there is a decision to either abandon or merge the patch into the codebase.

- **Notify-to-Decision-Revisions** is the number of patch revisions that occur after the link to a patch first appears until there is a decision to either abandon or merge the patch into the codebase.

After the metric computation, we then test the hypothesis "a patch with the Alternative Solution linkage is reviewed quicker after notification when compared with other two linkages." We use a Mann-Whitney U test (α = 0.05) [29] to validate our hypothesis and investigate the effect size using Cliff’s Delta [13]. Effect size is analyzed as follows: (1) |δ| < 0.147 as Negligible, (2) 0.147 ≤ |δ| <0.33 as Small, (3) 0.33 ≤ |δ| <0.474 as Medium, or (4) 0.474 ≤ |δ| as Large.

**Comparison against control group (patches with no patch linkages).** In this aspect, we compare the review process between patches with linkages and patches that do not have any patch linkages with two additional metrics. Two metrics related to the entire review process are defined as follows:

- **Submit-to-Decision-Time (# days)** is the duration from when the author submits a patch until there is a decision to either abandon or merge the patch into the codebase.

- **Submit-to-Decision-Revisions** is the number of patch revisions from when the author submits a patch until there is a decision to either abandon or merge the patch into the codebase.

After the metric computation, we test our hypothesis that 'there exists a difference between patches with linkages and those that do not have any patch linkages with regard to the reviewing time'. We use Kruskal-Wallis non-parametric statistical test [10] to validate our hypothesis.

### 3.4. Results for RQ1

We analyze the impact of the patch linkage on the review process in terms of the comparison among patch linkage types and the comparison against the control group (patches with no patch linkages). Table 3 and Figure 3 show the related results. We now discuss our results below.

**Table 3**

Statistics showing comparison among linkage types (First-Notify-Revisions and First-Notify-Time). The results suggest that latency exists in the notification of a patch linkage (i.e., the median of 1.2, 3.1, and 2.2 days for Qt, OpenStack, and AOSP).

| Project | Linkage Type       | First-Notify-Revisions | First-Notify-Time (# days) |
|---------|---------------------|------------------------|-----------------------------|
|         |                     | Median | Mean | Max   | Median | Mean | Max |
| Qt      | Alternative Solution| 1    | 2    | 18   | 1.1    | 16.4 | 261.6 |
|         | Broader Context     | 2    | 3    | 21   | 1.1    | 21.4 | 627.8 |
|         | Dependency          | 2    | 5    | 56   | 2.6    | 20.4 | 400.5 |
|         | All                 | 2    | 3    | 56   | 1.2    | 19.2 | 627.8 |
| OpenStack| Alternative Solution| 1    | 3    | 29   | 1.1    | 26.5 | 448.0 |
|         | Broader Context     | 2    | 5    | 28   | 3.5    | 22.6 | 418.0 |
|         | Dependency          | 3    | 6    | 43   | 4.3    | 26.8 | 574.8 |
|         | All                 | 2    | 4    | 43   | 3.1    | 25.0 | 574.8 |
| AOSP    | Alternative Solution| 1    | 2    | 8    | 6.2    | 48.7 | 669.0 |
|         | Broader Context     | 1    | 2    | 9    | 0.6    | 13.2 | 258.7 |
|         | Dependency          | 1    | 2    | 14   | 0.8    | 32.3 | 771.0 |
|         | All                 | 1    | 2    | 14   | 2.2    | 33.5 | 771.0 |

**Comparison among linkage types.** Latency exists in the notification of a patch linkage. Table 3 shows the statistics of First-Notify-Time and First-Notify-Revisions. Using First-Notify-Time metric, we find that it takes a median of 1.2, 3.1, and 2.2 days for the linkage to be notified for Qt, OpenStack, and AOSP. Comparing the projects, we find that OpenStack tends to have more linkage latency compared with the other two projects. We find that the time latency is up to around 3.5 and 4.3 days (i.e., median) for Broader Context and Dependency linkages, while in AOSP, the Alternative...
Solution linkage takes almost 6.2 days before the patch is made known to the review team. On the other hand, using the First-Notify-Revisions metric, we observe that the author already revised the patch before a patch linkage was notified, especially for Qt and OpenStack.

The patch with an Alternative Solution linkage tends to have a quicker process after the notification. Figure 2 shows the comparison from the time when the review team is notified until the decision for the patch has been made. Figure 2(a) shows evidence that a patch with the Alternative Solution linkage tends to be reviewed quicker when compared to the other patch linkages. For a patch with the Broader Context or Dependency linkage, it takes a longer time to complete the review. Based on our experience with manual coding, a potential reason is due to the nature of both patch linkages. Furthermore, Figure 2(b) shows that a patch with the Alternative Solution linkage will be resolved without patch revisions after the notification. For instance, the median of Notify-to-Decision-Revisions for the Alternative Solution linkage is 0 for all projects, while for Broader Context and Dependency linkages, patches with them tend to have additional revisions, i.e., one more patch revision in Qt and OpenStack. For the statistical test, Mann-Whitney U tests confirm that ‘a patch with the Alternative Solution linkage is quicker to complete the review after the notification compared with other two linkages’ with p-value < 0.001 for the three studied projects. Additionally, the Cliff’s Delta scores indeed prove our hypothesis, i.e., |δ|=0.43 (medium) for Qt, |δ|=0.48 (large) for OpenStack, and |δ|=0.36 (medium) for AOSP.

Comparison against control group (patches with no patch linkages). Compared to those patches with no linkages, patches with linkages tend to take a relatively longer time to complete the review process. Figure 3(b) presents the distribution of Submit-to-Decision-Revisions. The results show that a patch with the Broader Context or Dependency linkage is likely to have more patch revisions than our control group. On the other hand, Figure 3(a) shows that patches with linkages tend to have longer reviewing time compared to those that do not have any patch linkages. It
may mean that patches including linkages require more review discussion [15, 24], although our results suggest that the Alternative Solution linkage does not require as much discussion or revisions. For the statistical test, the values of Kruskal-Wallis tests reveal that ‘there exists a difference between patches with linkages and those that do not have any patch linkages with regard to the reviewing time’.

Inspired by the results, we would like to further explore why the review process of the patch with no linkages is quicker than the patch with an Alternative Solution linkage. To do so, we randomly select 30 samples (i.e., the median of Submit-to-Decision-Time is smaller than the median time for the Alternative Solution linkage), covering three studied projects from the control group. Then we conduct a qualitative analysis to investigate these 30 samples in the aspect of the reviewer participation [47], review divergence [24], and review confusion [15]. The analysis results show that within these 28 patches (ignoring 2 self-approved patches), the reviewer response is timely while few comments are left (i.e., 20 out of 28 patches have less than 3 comments), review divergence rarely exists (i.e., all 28 patches do not have the case where reviewers have divergence), and the confused reviews seldom occur (i.e., 5 out of 28 patches have confusion). The qualitative findings suggest that the review process of the patch with no linkages is relatively straightforward, which could explain why the patch with no linkages is likely to take a shorter time compared to the patch with linkages.

Answering RQ1: Our exploratory results show latency in the notification of linked patches (i.e., a median of 1.2 days, 3.1 days, and 2.2 days for Qt, OpenStack, and AOSP). Results also show that patches with linkages are likely to take a longer time to review when compared to a control group (i.e., patches without linkages), as patches without linkages seem to not require additional reviewing efforts (23 out of 28 patches). Earlier patch linkage notification could make for a more efficient review, especially in detecting the Alternative Solution.

4. Patch Linkage Detection

To answer RQ2, we propose techniques using two patch features (i.e., textual content and file location) to detect the patch linkage. Particularly, we aim to detect the Alternative Solution linkage, which has potential for an efficient review. In this section, we first provide a technique overview (Section 4.1), then introduce our experiment dataset (Section 4.2), and describe the evaluation metrics (Section 4.3). Finally, we discuss our results (Section 4.4).

4.1. Technique Overview

Figure 4 presents an overview of our proposed process to detect patch linkage, focusing on the patch itself. Our key assumption is that linked patches share similar textual contents and modify similar file locations. We define the textual content as the concatenation of title and description text in a patch. The file location refers to a set of file paths that the patch modifies. For instance, in the figure, the file location of the Patch A is [A_test.py, A_doc.py].

Detection Using Textual Content - The first technique is to compute the textual content similarity. Since the length of the textual content is relatively short, it is appropriate to use the vector space model (VSM), which works
well and is widely applied in a similar context such as duplicate bug reports [49]. The first step involves text processing, which includes tokenization, stop word removal, and stemming. Next, in the representation step, our pre-processed text is converted as a vector weight representation. Then we employ a term frequency-inverse document frequency (tf-idf) [36] as weighting scheme and calculate the cosine similarity [30] between two linked patches.

Algorithm 1: Detect linkage based on textual content similarity

| Input | A new patch \( p_n \), A set of patches \( \text{Patches} \) |
|-------|--------------------------------------------------|
| Output| A list of candidate patches                       |
| 1     | \( \mathbb{T}_n \leftarrow \text{Tokenize}(p_n, \text{textualcontent}) \); |
| 2     | Remove stop words from \( \mathbb{T}_n \);         |
| 3     | Stem each word in \( \mathbb{T}_n \);             |
| 4     | \( \mathbb{v}_n \leftarrow \text{ConstructVSM}(\mathbb{T}_n) \); |
| for \( p_i \in \text{Patches} \) do |
| 6     | \( \mathbb{T}_i \leftarrow \text{Tokenize}(p_i, \text{title, p_i, message}) \); |
| 7     | Remove stop words from \( \mathbb{T}_i \);         |
| 8     | Stem each word in \( \mathbb{T}_i \);             |
| 9     | \( \mathbb{v}_i \leftarrow \text{ConstructVSM}(\mathbb{T}_i) \); |
| 10    | \( \text{sim}_i \leftarrow \text{CosineSimilarity}(\mathbb{v}_n, \mathbb{v}_i) \); |
| end   |                                                   |
| return| A patch list in \( \text{Patches} \) in the descending order of \( \text{sim}_i \); |

Based on Runeson et al. [44], Algorithm 1 details our procedure to rank patches based on textual content similarity. Inputs are new patch \( p_n \) and a set of patches \( \text{Patches} \). In detail, we first perform the text processing for \( p_n \) (i.e., the concatenation of title and description text) using NLTK\(^1\) package and well known Porter stemming [53] (lines 1-3). Then we apply gensim\(^2\) package to create a VSM representation defined as \( \mathbb{v}_n \) weighted by tf-idf (line 4). To process the textual content for each \( p_i \in \text{Patches} \), we construct a VSM representation defined as \( \mathbb{v}_i \) (lines 5-9). We compute the similarity between \( \mathbb{v}_n \) and \( \mathbb{v}_i \in \text{Patches} \) through cosine similarity (line 10) and then sort the patches in \( \text{Patches} \) based on their cosine scores (line 12), returning a resultant list of candidate patches in descending similarity order.

**Detection Using File Location** - The second technique is to compute the file location similarity. We apply the file location-based model which performs well in reviewer recommendation task [48, 56]. In this model, the key step is to calculate the file path similarity, with file path \( f_a \) and \( f_b \) computation as follows:

\[
\text{FilePathSimilarity}_{\text{LCX}}(f_a, f_b) = \frac{\text{LCX}(f_a, f_b)}{\max(\text{Length}(f_a), \text{Length}(f_b))}
\]

\(^1\)https://www.nltk.org/
\(^2\)https://radimrehurek.com/gensim/

Table 4

| Functions            | Description                                                                 | Example                                                                 |
|----------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------|
| Longest Common Prefix (LCP) | Longest consecutive path components that appears in the beginning of both file paths. | f1 = "src/com/android/settings/LocationSettings.java" 
                           f2 = "src/com/android/settings/Utils.java" 
                           LCP(f1, f2) = length([src, com, android, settings]) = 4 |
| Longest Common Suffix (LCS) | Longest consecutive path components that appears in the end of both file paths. | f1 = "src/imports/undo/undo.pro" 
                               f2 = "tests/auto/undo/undo.pro" 
                               LCS(f1, f2) = length([undo, undo.pro]) = 2 |
| Longest Common Substring (LCSubstr) | Longest consecutive path components that appears in both file paths. | f1 = "res/layout/bluetooth_pin_entry.xml" 
                               f2 = "tests/res/layout/operator_main.xml" 
                               LCSubstr(f1, f2) = length([res, layout]) = 2 |
| Longest Common Subsequence (LCSubseq) | Longest path components that appear in both file paths in relative order but not necessarily contiguous | f1 = "apps/CtsVerifier/src/com/android/cts/verifier/sensors/MagnetometerTestActivity.java" 
                               f2 = "tests/tests/hardware/src/android/hardware/cts/SensorTest.java" 
                               LCSubseq(f1, f2) = length([src, android, cts]) = 3 |
where $LCx(f_a, f_b)$ function is a parameter specifying how to compare file path components $f_a$ and $f_b$. Table 4 presents the definitions and example calculation for four file path comparison techniques. The four comparison techniques, i.e. Longest Common Prefix (LCP), Longest Common Suffix (LCS), Longest Common Substring (LCSSubstr), and Longest Common Subsequence (LCSSubseq) [21], are used in the $LCx$ function. The comparison function value is normalized by the maximum length of $f_a$ and $f_b$, i.e., the number of file path components.

Algorithm 2 describes the procedure used to calculate file location similarity. Inputs include a new patch $p_n$, a set of patches $Patches$, and a file path comparison function $LCx$. $Files(p)$ represents extracting a modified file set in a patch $p$ (line 1 and 3). Then for each patch $p_i$ in the $Patches$, the file location similarity score between $p_n$ and $p_i$ is computed using the $FilePathSimilarity_{LCx}$ function (lines 4-9). Finally, $(\bar{\text{sim}}_i)$ measures the average value of the file path similarity for every file path in $p_n$ and $p_i$ (line 10). After the patches are sorted based on their similarity scores, the algorithm returns a list of candidate patches in descending similarity order (line 12).

**Combination Technique** - Prior work [25] successfully shows that the model performance can be improved when combining individual techniques. Similar to Thongtanunam et al. [48], our algorithm is based on the Borda count method [37] for scoring the ranks. The Borda count is a voting technique that simply combines the recommendation lists based on the rank.

- **Combined file location model (fl).** First, we combine the four string comparison techniques (i.e., LCP, LCS, LCSSubstr, and LCSSubseq) used in the file location model. For each patch candidate $p_k$, we assign scores based on the rank of $p_k$ in each recommendation list generated from four comparison techniques, with the candidate with the highest ranks receiving the highest scores. For example, if a recommendation list of $C_{LCP}$ votes a patch candidate $p_1$ as the first rank and the number of total candidates are $S$, then this patch candidate will get the score of $S$. The candidate $p_{10}$ will get a score of $S - 10$. Given a set of recommendation lists $C \in \{C_{LCP}, C_{LCS}, C_{LCSSubstr}, C_{LCSSubseq}\}$, the score for a patch candidate $p_k$ is defined as follows:

$$\text{Combination}(p_k) = \sum_{C_i \in C} S_i - \text{rank}(p_k | C_i)$$

where $S_i$ is the total number of the recommended patch candidates, rank $(p_k | C_i)$ represents the rank of patch candidate $p_k$ in $C_i$. The patch linkage recommendation is a list of patch candidates that are ranked according to their scores. To resolve tie-breakers, we reorder candidate patches whose Borda scores are same based on their created time, bubbling up recent patches to the top.

- **Combined File location and Textual Contents.** Second, we combine our candidate lists from the textual content model (tc) and the combined file location model (fl). Following Equation 2, we assign scores based on the rank of $p_k$ in each recommendation list from tc and fl ($C \in \{C_{tc}, C_{fl}\}$) and rank the patch candidates according to their Borda scores. Like the combined file location algorithm, we use the patch created time to reorder candidate patches that return the same scores.

| Algorithm 2: Detect linkage based on file location similarity |
|---------------------------------------------------------------|
| **Input**: A new patch ($p_n$); A set of patches ($Patches$); A file path comparison function $LCx$  |
| **Output**: A list of candidate patches |
| 1 $F_n \leftarrow Files(p_n)$; |
| 2 for $p_i \in Patches$ do |
| 3 $F_i \leftarrow Files(p_i)$; |
| 4 $\text{SimilaritySum} \leftarrow 0$; |
| 5 for $f_j \in F_n$ do |
| 6 for $f_j \in F_i$ do |
| 7 $\text{SimilaritySum} \leftarrow \text{SimilaritySum} + FilePathSimilarity_{LCx}(f_n, f_j)$; |
| 8 end |
| 9 end |
| 10 $\text{sim}_i \leftarrow \frac{1}{|F_n||F_i|} \text{SimilaritySum}$; |
| 11 end |
| 12 return A patch list in $Patches$ in the descending order of $\text{sim}_i$; |
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4.2. Data Preparation

Table 5 shows our dataset that is adopted in the model evaluation experiment, using the same three projects from the exploratory study. To construct a more realistic experiment setting, we now use time intervals. For the ground-truth, we collect patches that are created in the same time interval (i.e., 2, 7, 14, and 30 days) with the ground-truth patch as our experiment dataset (i.e., document set for the textual similarity analysis). Note that within a patch pair, we always treat the patches whose created time are later as our ground truth. Our ground truth includes patch features (i.e., textual content and file location). Our assumption is that a closer time interval should have a higher textual and file location similarity for that patch linkage. For instance, the OpenStack ground truth includes 87 labeled patches (2 days), 147 labeled patches (7 days), 196 labeled patches (14 days), and 233 labeled patches (30 days).

4.3. Evaluation Metrics

To evaluate our approach for patch linkage detection, we use recommendation metrics that are commonly used in software engineering domains [1, 33, 48]. Since each patch only allows one target patch, other evaluation metrics (i.e., Mean Average Precision) are not suitable for this study. The metrics are defined below:

- **Recall@k** calculates the relevant items proportion found in the candidate list. A high recall means that an algorithm returned more relevant results.

  \[
  \text{Recall}@k_{\text{all}} = \frac{|D|}{|G|} \quad (3a)
  \]

  \[
  \text{Recall}@k_{\text{type}} = \frac{|D_{\text{type}}|}{|G_{\text{type}}|} \quad (3b)
  \]

  The Equation 3a defines how the Recall@k is calculated for all patch linkage types. In this formula, \(D\) refers to a set of ground truth (patches) whose linked patches are retrieved in the candidate list, while \(G\) refers to a set of ground truth (patches) used in the experiment. Equation 3b computes the Recall@k for specific linkage type. \(D_{\text{type}}\) is a set of ground truth (patches) labeled with one linkage type whose linked patches are retrieved in the candidate list, while \(G_{\text{type}}\) refers to a set of ground truth (patches) labeled with one linkage type used in the experiment. Inspired by the previous study [5, 28], we set \(k\) to range from 1 to 10.

- **Precision@k_{\text{type}}** calculates the ratio of correctly predicted positive observations to the total predicted positive observations. A high precision relates to the low false-positive rate.

  \[
  \text{Precision}@k_{\text{type}} = \frac{|D_{\text{type}}|}{|D|} \quad (4)
  \]

  Equation 4 defines our precision calculation for specific linkage type, where \(D_{\text{type}}\) refers to a set of ground truth (patches) labeled with one linkage type whose linked patches are retrieved in the candidate list, while \(D\) refers to a set of ground truth (patches) whose linked patches are retrieved in the candidate list.

| Project  | Ground-truth from RQ1 | Experiment Dataset |
|----------|-----------------------|--------------------|
| Qt       | Interval (Days) | #Patches | #File Paths | #Avg. Patches | #Total Patches | #Avg. File Paths | #Total File Paths |
| 2        | 40                  | 198      |            | 174          | 6,953        | 1,868           | 74,714           |
| 7        | 74                  | 455      |            | 528          | 39,033       | 5,948           | 440,115          |
| 14       | 96                  | 528      |            | 1,018        | 97,723       | 10,718          | 1,028,905        |
| 30       | 119                 | 632      |            | 2,169        | 258,070      | 23,193          | 2,760,000        |
| OpenStack| 2                    | 87       | 259        | 605          | 52,637       | 1,755           | 152,644          |
|          | 7                    | 147      | 689        | 1,659        | 243,791      | 5,199           | 764,209          |
|          | 14                   | 196      | 811        | 3,398        | 666,040      | 10,681          | 2,093,308        |
|          | 30                   | 233      | 1,055      | 7,267        | 1693,125     | 23,143          | 5,392,245        |
| AOSP     | 2                    | 62       | 708        | 117          | 7,259        | 2,493           | 154,539          |
|          | 7                    | 106      | 971        | 327          | 34,629       | 8,755           | 928,019          |
|          | 14                   | 137      | 2,759      | 654          | 89,574       | 17,017          | 2,331,345        |
|          | 30                   | 170      | 2,997      | 1,393        | 236,714      | 31,659          | 5,381,939        |
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Figure 5: Recall@k\textsubscript{all} for the detection based on textual content (the concatenation of title and description text in a patch). The results suggest that the recall rates for the textual content model decrease when the time intervals get larger.

- **Mean Reciprocal Rank (MRR@k)** calculates an average of the reciprocal ranks for correctly detected patches in a candidate list. A high MRR score indicates that the first true positive is being returned closer to the top list.

\[
MRR@k = \frac{1}{|G|} \sum_{g \in G} \frac{1}{\text{rank}(\text{candidates}(g))}
\]  

Equation 5 explains the MRR@k calculation. Given a set of ground truth \( G \) (patches) used in the experiment, the \( \text{rank}(\text{candidates}(g)) \) refers to the rank position value of a ground truth \( g \) (a patch) whose linked patch is retrieved in the candidate list. If there is no correctly retrieved patch in the candidate list, the value of \( \frac{1}{\text{rank}(\text{candidates}(g))} \) will be 0.

4.4. Results for RQ2

**Results for RQ2.1** – To evaluate the performance of the textual content model, we compute the Recall@k\textsubscript{all} for each project, the Recall@k\textsubscript{type} for each patch linkage type, and the Mean Reciprocal Rank (MRR) scores. Figure 5 and Table 6 show the evaluation results of the textual content model. We summarize two main findings from this table.

The recall rates for the textual content model decrease when the time intervals get larger. Figure 5 shows the recall rates of the textual content model covering all patch linkage types from Top-1 to Top-10 for Qt, OpenStack, and AOSP. We observe that when the time interval is set as 2 days, the recall rates can range from 40% to 53%, 28% to 55%, and 40% to 76% for these projects. While when the time intervals are set as 7, 14, 30 days, the recall rates keep increasing compared to the interval of 2 days. For instance, in the interval of 30 days, the recall rates vary from 21% to 35%, 19% to 38%, and 24% to 54% for the three projects. These results indicate that the selection of the time interval affects the

Table 6

Evaluation results (Recall@k\textsubscript{type} and MRR@10) for the textual content model. The recall rates for detecting the Alternative Solution linkage range from 34% to 69%, 34% to 80%, and 31% to 82% for Qt, OpenStack, and AOSP.

| Project | Interval (Days) | Top-1 | Top-3 | Top-5 | Top-10 | Top-1 | Top-3 | Top-5 | Top-10 | Top-1 | Top-3 | Top-5 | Top-10 | MRR | Top-10 |
|---------|----------------|------|------|------|-------|------|------|------|-------|------|------|------|-------|-----|-------|
| Qt      | 2              | 58%  | 63%  | 69%  | 69%   | 34%  | 45%  | 45%  | 56%   | 17%  | 17%  | 17%  | 25%   | 43% |
|         | 7              | 45%  | 62%  | 65%  | 68%   | 20%  | 25%  | 40%  | 45%   | 9%   | 18%  | 22%  | 22%   | 34% |
|         | 14             | 34%  | 54%  | 54%  | 61%   | 16%  | 24%  | 32%  | 44%   | 3%   | 10%  | 10%  | 16%   | 27% |
|         | 30             | 35%  | 45%  | 47%  | 55%   | 19%  | 23%  | 23%  | 32%   | 5%   | 5%   | 8%   | 13%   | 25% |
| OpenStack | 2      | 54%  | 67%  | 70%  | 80%   | 13%  | 38%  | 41%  | 47%   | 17%  | 21%  | 25%  | 38%   | 36% |
|         | 7              | 56%  | 70%  | 73%  | 79%   | 13%  | 28%  | 40%  | 44%   | 18%  | 25%  | 29%  | 29%   | 36% |
|         | 14             | 46%  | 62%  | 62%  | 63%   | 15%  | 20%  | 29%  | 40%   | 14%  | 19%  | 22%  | 26%   | 29% |
|         | 30             | 34%  | 49%  | 56%  | 60%   | 15%  | 18%  | 22%  | 30%   | 12%  | 14%  | 20%  | 24%   | 24% |
| AOSP    | 2              | 43%  | 68%  | 75%  | 82%   | 30%  | 50%  | 65%  | 65%   | 50%  | 64%  | 71%  | 79%   | 53% |
|         | 7              | 42%  | 61%  | 70%  | 74%   | 14%  | 42%  | 45%  | 47%   | 38%  | 50%  | 54%  | 54%   | 42% |
|         | 14             | 43%  | 56%  | 67%  | 71%   | 10%  | 30%  | 37%  | 40%   | 26%  | 36%  | 39%  | 48%   | 38% |
|         | 30             | 31%  | 48%  | 57%  | 64%   | 13%  | 22%  | 31%  | 46%   | 22%  | 27%  | 33%  | 43%   | 32% |
textual content model performance, as more submitted patches could potentially increase the complexity of the textual corpus.

The detection of the Alternative Solution linkage outperforms the other patch linkage types with relatively high recall rates. Table 6 reports the recall rates for the Top-1, Top-3, Top-5, and Top-10 of three studied linkage types. We observe that the recall rates of the Alternative Solution linkages can range from 34% to 69%, 34% to 80%, and 31% to 82% for Qt, OpenStack, and AOSP. On the other hand, the recall rates of the Broader Context linkage vary from 16% to 56%, 13% to 47%, and 10% to 65%. For the Dependency linkage, the recall rates range from 3% to 25%, 12% to 38%, and 22% to 79%. These results suggest that the linked patches with an Alternative Solution linkage share more similar textual contents than the other two linkage types.

Results for RQ2.2 – We use the combination technique as described in Section 4.1 to combine recommendation lists from four string comparison techniques (i.e., LCP, LCS, LCSubstr, and LCSubseq). To evaluate the performance of the file location model, similarly, we compute the Recall@k_all for each project, the Recall@k_type for each patch linkage type, and the MeanReciprocalRank (MRR) scores. Figure 6 and Table 7 show the evaluation results of the file location model. We now discuss our findings below.

The detection using file location feature overall can not perform as well as the model using the textual content feature. Figure 6 shows the recall rates of the file location model from Top-1 to Top-10 for Qt, OpenStack, and AOSP. As we can see, the overall performance is visually lower than the model using textual content (except for the cases in the intervals of 14 days and 30 days for Qt). For example, when the interval is set as 2 days, the recall rates range from 30% to 50%, 24% to 32%, and 29% to 48% for the three projects. Table 7 shows the recall rates for each patch linkage type using file location. We observe that the Alternative Solution linkage still outperforms the other linkage types, i.e.,

![Figure 6: Recall@k_all for the detection based on file location (a set of file paths that the patch modifies). The results show that the file location as a patch feature overall does not perform as well as the textual content feature with relatively lower recall rates (16%–50% for Qt, 19%–37% for OpenStack, and 19%–51% for AOSP).](image-url)
the Recall@10 rates of 69%, 50%, and 72% in the interval of 2 days for three projects. Such result indicates that the linked patches with an Alternative Solution linkage are more likely to modify similar file locations.

Figure 7: Recall@k_{all} for the detection based on file location and textual content for studied projects. The results suggest that when we combine two features together, the detection model can achieve higher recall rates in high ranking positions, compared to the separate models.
Results for RQ2.3 – We use the combination technique as described in Section 4.1 to combine two features, based on two Top-10 candidate lists from the separate models (textual content model and file location model). To evaluate the performance of the model combined with two features, we compute the $\text{Recall}_{@k}$ for all, for the three projects, the $\text{Recall}_{@k_{\text{type}}}$ for linkage types, and the $\text{MeanReciprocalRank}$ ($\text{MRR}$) scores. In addition, we would like to investigate the $\text{Precision}_{@k_{\text{type}}}$ of the Alternative Solution linkage, since the separate models were able to detect the Alternative Solution linkage best. Figure 7, Table 8, and Table 9 show the evaluation results related to the feature combination model. We now discuss two main findings below.

The model combined with two features performs better than two separate models using a single feature. Figure 2 shows the combination model performance for three projects at different time intervals. From the interval of 2 days to the interval of 30 days, the feature combination model performs with a recall rate, ranging from 24% to 68% for Qt, 25% to 61% for OpenStack, and 28% to 81% for AOSP. Moreover, Table 8 records the $\text{MRR}_{@10}$ scores for each studied project. Compared to the $\text{MRR}_{@10}$ scores in separate models, we find that the $\text{MRR}_{@10}$ scores as well increase in the feature combination model. For instance, in the OpenStack project, the $\text{MRR}_{@10}$ scores are between 33% and 43% while the scores are between 24% and 36%, 23% and 31% in the textual content model and file location model. The higher MRR scores indicate that the feature combination model can detect more patch linkages with higher ranks.

The detection of the Alternative Solution linkage is promising with high recall rates and possible precision rates. Table 8 shows the recall rates of three linkage types detected at different intervals. We observe that with the combination of two features, the recall rates of the Alternative Solution linkage increase to 76%–95%, 71%–85%, and 77%–94% in the Top-10 for Qt, OpenStack, and Android, which is much higher than the other two patch linkages (i.e., 23%–39%, 33%–44%, 33%–43% in the textual content model and file location model).

| Project | Interval (days) | Top-1 | Top-3 | Top-5 | Top-10 |
|---------|----------------|-------|-------|-------|--------|
| Qt      | 2              | 32%   | 74%   | 84%   | 95%    |
|         | 7              | 35%   | 68%   | 78%   | 81%    |
|         | 14             | 37%   | 59%   | 66%   | 76%    |
|         | 30             | 39%   | 55%   | 63%   | 76%    |
| OpenStack | 2          | 50%   | 77%   | 84%   | 84%    |
|          | 7              | 60%   | 83%   | 83%   | 85%    |
|          | 14             | 47%   | 70%   | 74%   | 79%    |
|          | 30             | 39%   | 59%   | 64%   | 71%    |
| AOSP    | 2              | 50%   | 72%   | 79%   | 89%    |
|          | 7              | 44%   | 70%   | 87%   | 94%    |
|          | 14             | 49%   | 68%   | 79%   | 90%    |
|          | 30             | 41%   | 64%   | 68%   | 77%    |

| Project | Interval (days) | Top-1 | Top-3 | Top-5 | Top-10 |
|---------|----------------|-------|-------|-------|--------|
| Qt      | 2              | 69%   | 67%   | 68%   | 62%    |
|         | 7              | 70%   | 68%   | 63%   | 60%    |
|         | 14             | 74%   | 71%   | 67%   | 61%    |
|         | 30             | 68%   | 71%   | 72%   | 64%    |
| OpenStack | 2          | 67%   | 54%   | 53%   | 50%    |
|          | 7              | 64%   | 56%   | 49%   | 50%    |
|          | 14             | 57%   | 56%   | 50%   | 43%    |
|          | 30             | 53%   | 57%   | 53%   | 49%    |
| AOSP    | 2              | 48%   | 53%   | 50%   | 49%    |
|          | 7              | 58%   | 51%   | 53%   | 53%    |
|          | 14             | 69%   | 59%   | 60%   | 59%    |
|          | 30             | 63%   | 63%   | 61%   | 55%    |

Table 8 Evaluation results ($\text{Recall}_{@k_{\text{type}}}$ and $\text{MRR}_{@10}$) for the feature combination model. The higher $\text{MRR}_{@10}$ scores show that the model can detect more patch linkages in higher ranks (i.e., 33%–44% for Qt, 33%–43% for OpenStack, and 40%–53% for AOSP).

| Project | Interval (Days) | Top-1 | Top-3 | Top-5 | Top-10 |
|---------|----------------|-------|-------|-------|--------|
| Qt      | 2              | 69%   | 67%   | 68%   | 62%    |
|         | 7              | 70%   | 68%   | 63%   | 60%    |
|         | 14             | 74%   | 71%   | 67%   | 61%    |
|         | 30             | 68%   | 71%   | 72%   | 64%    |
| OpenStack | 2          | 67%   | 54%   | 53%   | 50%    |
|          | 7              | 64%   | 56%   | 49%   | 50%    |
|          | 14             | 57%   | 56%   | 50%   | 43%    |
|          | 30             | 53%   | 57%   | 53%   | 49%    |
| AOSP    | 2              | 48%   | 53%   | 50%   | 49%    |
|          | 7              | 58%   | 51%   | 53%   | 53%    |
|          | 14             | 69%   | 59%   | 60%   | 59%    |
|          | 30             | 63%   | 63%   | 61%   | 55%    |

Table 9 Evaluation results ($\text{Precision}_{@k_{\text{type}}}$) for the Alternative Solution linkage. The results show that precision is relatively higher in the separate models than in the feature combination models (i.e., 60%–74% and 43%–67% in the textual content model for Qt and OpenStack; 56%–67% in the file location model for AOSP).
29%–38%, and 48%–71% for the Dependency linkage). Table 9 specifically calculates the $\text{Precision@}k_{\text{type}}$ for the Alternative Solution linkage. The table shows that overall the precision does not increase in the combination model compared to those separate models. For example, for Qt and OpenStack projects, the textual content model generally performs better with the precision rates being from 60% to 74% and 43% to 67%. On the other hand, for AOSP project, the file location model achieves higher precision rates, ranging from 56% to 67%.

Answering RQ2: Results show that combining two features (i.e., textual content and file location) performs better than two separate models. In experiments that span four time intervals (i.e., 2, 7, 14, and 30 days), the model performs with promising recall rates (i.e., 24%–68% for Qt, 25%–61% for OpenStack, and 28%–81% for AOSP). The Alternative Solution linkage detection is also promising with relatively high recall rates (i.e., 74%–95% for Qt, 71%–87% for OpenStack, and 77%–94% for AOSP in the Top-10). Reasonable Alternative Solution linkage detection also means that the precision rates are feasible, with 60%–74% for Qt, 43%–67% for OpenStack in the textual content model, and 56%–67% for AOSP in the file location model.

5. Discussion

We now discuss four insights from our empirical experiments and the interpretation of the results.

1. Latency of patch linkage notification. The exploratory results provide evidence that there is latency until the review team is notified with the patch linkage. Yu et al. [55] similarly recognized this detection latency in the case of duplicate pull requests. For researchers, we believe that this study can be used to motivate the need for early detection of potential patch linkages, which could be in the form of automatic tool support. Furthermore, we are unsure if the latency is due to team awareness or that the review is not yet fully understood by the team that is reviewing the patch. For the review team, maybe part of the workflow should include the search for similar patches that could be linked, especially those patches that introduce alternative solutions. Potential future work would be studying reasons for the latency and its impact on the review process. A possible example includes latency caused by waiting for a reviewer.

2. Team awareness enhancement. Active awareness can improve teams’ trust, relationships, and efficiency [26] as review discussions particularly serve as an important mechanism for coordination and collaboration between team members. Bacchelli and Bird [4] reported that practitioners at Microsoft view team awareness as an important motivation for conducting code review. According to the results in our exploratory study, we notice that the patch with an Alternative solution linkage tends to finish the review process quicker after the linkage has been established. For researchers, understanding the role that linkages play in team awareness might be a potential future research avenue. For the practitioners, we suggest that improving the awareness between the patches may also increase the likelihood that the linked patches will be identified. This can be done by making sure there are overlaps in the review teams.

3. Detection improvements. Results show that using more than one feature (i.e., textual content and file location) can improve performance. We also find that the textual information in a patch is complex and very difficult to standardize English. As such, using the typical information retrieval methods might not be ideal. To improve the textual content model, developers could be encouraged to increase the natural language or generate a project specific corpus. For researchers, other more sophisticated textual similarity could be calculated. Furthermore, looking at the similarity of the patch contents themselves (i.e., source code) might be interesting for improvement of the model. For developers, our research shows the potential for related patches, which is already adopted in practice. For example, the Gerrit OpenStack web interface is able to show (i) related patches and (ii) same topic patches for a patch under review.

4. Detection in Practice. The linkage detection is promising in a realistic setting, especially for the Alternative Solution linkage. Our results in Table 8 and Table 9 from RQ2 show that the detection of the Alternative Solution linkage can reach the recall rates of 74%–95%, 71%–87%, and 77%–94% in the Top-10 for Qt, OpenStack, and AOSP. Although the precision rates are possible (60%–74%, Qt; 43%–67%, OpenStack; 56%–67%, AOSP), we acknowledge that our model still has room for improvement. One possible clue is to set the threshold for the textual similarity, as the similarity shared by different linkage types could be different.
At the same time, we would like to investigate whether there is a difference between the realistic experiment and the sample-based experiment. To do so, following the technique employed by previous work, we apply the 20% and 80% ratio to construct the sample-based datasets. In detail, 20% are ground truth patches with labeled linkage types, while 80% are randomly selected patches with no linkages. Table 10 shows the model evaluation results using sample-based datasets. Two observations are summarized from the table. The first observation is that the file location models perform better than the textual content models. In contrast, in our time interval based experiment, the results suggest that the textual content models outperform. One potential reason leading to the difference could be that the file location is not as flexible as the textual content in the reality. The one same file location can be edited by more than one developer with different purposes. The second observation is that in all, the experiment based on the time intervals performs better than the one using the sample-based datasets. This observation indicates that patches that are closer in specific time intervals are more likely to share similar textual contents and file locations than patches that are relatively longer time apart. Inspired by the existing results from the time interval based experiment, the immediate future work is to find out whether or not the implementation of our proposed models would be useful by studying real users.

### 6. Threats to Validity

In this section, we describe the threats to the validity of both exploratory study and linkage detection study.

**Construct validity.** We summarize the construct validity into two parts according to our exploratory study and patch linkage detection study. In the exploratory study, the threat exists in our approach to recover patch linkages. We use regular expressions to identify the patch linkages in the form of Changeid, Review #, and hyperlinks. However, it is prone to generate false positives which means these formats cannot assure the target is a patch, i.e., Review # could be bug id. To mitigate the risk of such false positives, we conducted a careful manual check as described in Section 3.2 (DP1) Patch linkage recovery and filtering. With regards to the patch linkage detection, one threat is the time interval selection in our experiment dataset, as we cannot cover all patch linkages using the current time intervals. However, we believe that such an experiment setting is closed to reality and could provide insight into whether or not the time interval has influence on the linkage detection. Another threat related to the detection experiment is patch feature selection as we do not include other features such as source code. Our assumption is that the file location provides some heuristic of the source code. We will list this as an immediate future study to improve our models.

**Internal validity.** In our exploratory study, a potential threat exists in our qualitative method to manually classify types of patch linkages. Patch linkages may be mis-coded due to the subjective nature of understanding the coding schema by the co-authors. To mitigate this threat, we took a systematic approach to first test our comprehension with 30 samples using Kappa agreement scores by three separate individuals. Only until the Kappa score reaches more than 0.8 (nearly perfect), we were able to complete the rest of the sample dataset. Another threat is related to the tool selection for our study, as they may change the results of the study. In our study, we rely on various tools such as gensim for the tf-idf calculation and the Mann-Whitney U test for the statistical significance testing. We are however confident, as these tools have been widely used in other studies.

**External validity.** External validity is related to the result generalization. Our empirical findings are based on three open source projects using the Gerrit code review tool, i.e., Qt, OpenStack, and AOSP. However, it is unknown whether our results can be generalized to the other tool-based code review such as pull-based code review. For those smaller commercial projects or projects that adopt the commit-then-review style, unawareness of patch linkage could not be an issue. Thus, the patch linkage issue might only affect large open source projects or projects that adopt the review-then-commit style. Due to the popular rise of tools (i.e., Gerrit and Pull-Requests) that support the review-then-commit style, the results may not be generalizable to all systems.
we believe that the problem still does affect many software development teams. In order to encourage future replication studies, our replication package is available at https://github.com/dong-w/Replication-Patch-Linkage.

7. Related Work

In this section, we will discuss the related work, in terms of code review models, duplicate pull request detection, and duplicate bug report detection.

Code review models - Code review is used to examine the changes made by other developers, to find potential defects and improve project quality since the 1970s [16]. In an earlier time, it was well known as code inspection. Many tools were developed to support the formal process of code inspection [11, 18, 31, 35]. Over the last decade, code review relying on modern review tools has been widely adopted by many open source projects [40], i.e., Gerrit tool in OpenStack, pull request in Github projects, CodeFlow in Microsoft [9]. There are two review styles: review-then-commit (RTC) and commit-then-review (CTR). In the pioneering work, Rigby et al. [43] empirically examined the comparison between these two review techniques. For the style of CTR, projects allow trusted developers to commit contributions before they are reviewed. In contrast to CTR, RTC is a technique where a review is made before committing it to the original code [42]. For instance, the Android project adopts RTC style using the Gerrit tool to provide a discussion platform for the review process before the patch is merged into the codebase [32]. Another example is that GitHub projects apply pull-based development to conduct the code review [19, 20]. The study of open source projects that use either the Gerrit tools or GitHub pull requests has been extensively studied [41, 48, 57]. Our proposed solution is not applicable to all projects. For instance, Baum et al. [6] reported that about 50% of commercial teams use CTR review style. However, with the growth of large open source projects, it is possible that teams are not able to be aware of the related patches in RTC. Our work focuses on the risk when team awareness is lacking, which is only applicable for large teams or reviewing models that are RTC. This includes all Gerrit tools and all GitHub Open Source projects, as they are pull-based developments.

Duplicate pull request detection - Within code review models, the topic of the duplicate pull request is specifically investigated. Yu et al. [55] created a dataset extracted from 26 open source projects in Github by using a semi-automatic approach. Their analysis found 21% of duplicates were identified after a relatively long latency (more than one week). Additionally, their statistics show that the redundant review efforts were spent on the duplicates (i.e., on average 2.5 reviewers participating in the redundant review discussions and 5.2 review comments are generated before the duplicate relation is identified. To address the duplicate pull request detection, by now there are two threads of work: one is using information retrieval and the other one is using classification. For the information retrieval thread, Li et al. [27] used text information of pull request to detect duplicates on three popular projects hosted in GitHub. The evaluation shows that about 55.3%–71.0% of the duplicates can be found when we use the combination of title similarity and description similarity. For the classification thread, Ren et al. [38] calculated the similarity of nine pull request features where title and description are both included, and then they adopted a machine learning algorithm to aggregate the nine features. The result shows that the proposed classifiers achieve 57–83% precision for detecting duplicate code changes from the maintainer’s perspective, which outperforms the Li et al.’s work [27]. Recently, Wang et al. [51] integrated the time feature to the nine features proposed by Ren et al. and the experimental results show that it can substantially improve the performance of Ren et al.’s work by 14.36% and 11.93% in terms of F1-score@1 and F1-score@5, respectively. Our work is different from the duplicate pull request detection, as our focus is not only limited to the duplication, but also consider other patch linkages (i.e., alternative solution, broader context, and dependency).

Duplicate bug report detection - Although the duplicate pull request detection is not widely studied, there has been much work on investigating the detection of other duplicate artifacts in SE domains, such as duplicate bug reports in the issue tracking system. Bug reports provide textual description that involves the natural language bug description reported by developers, i.e., title and description. Natural language information and information retrieval (IR) techniques are widely used to calculate the similarity scores between a given data and the retrieved data. For instance, Runeson et al. [44] took natural language text of bug reports and performed standard tokenization, stemming, and stop word removal. Their results recognize the importance of using textual information with two-thirds of the duplicates can be found through NLP technologies. Bettenburg et al. [8] studied the importance of duplicate bug reports and found that the additional information provided by duplicates helps to resolve bugs quicker. At the same time, their classification model achieved an average precision and recall of 68% and 60%. Researchers also found that in addition to natural language information, other extra report information can improve duplicate retrieval. Wang et al. [52] combined natural language and execution information to detect the duplicate reports. The approach they proposed can...
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detect more duplication compared to only using natural language information alone (i.e., 67%–73% of duplication can be detected). Sun et al. [46] proposed REP to improve the accuracy of duplicate bug retrieval. Not only text but also other available information such as product, component, and priority are fully utilized in REP.

8. Conclusion

In this work, we perform an exploratory study to understand the impact of patch linkage on the review process and conduct experiments to evaluate automatic patch linkage detection based on realistic time intervals. Our study provides evidence that latency exists in the notification of a patch linkage, and confirms that patch linkage detection is promising, with likely improvements if the practice of posting linkages becomes more prevalent. This study provides many open avenues for future work, which includes (i) studying the role that linkages play in a review team awareness, (ii) improvement of the detection using alternative approaches with additional features (i.e., source code), (iii) improving our feature metrics, and (iv) studying real users through the implementation of our proposed models. From our discussions, this paper lays the groundwork for future research on how to increase patch linkage awareness, which may facilitate a more efficient review.

Acknowledgement

This work is supported by Japanese Society for the Promotion of Science (JSPS) KAKENHI Grant Numbers JP18H04094, JP20K19774 and JP20H05706.

References

[1] Ahasanuzzaman, M., Asaduzzaman, M., Roy, C.K., Schneider, K.A., 2016. Mining duplicate questions in stack overflow, in: Proceedings of the 13th International Conference on Mining Software Repositories, pp. 402–412.
[2] Android, 2019. URL: http://android-review.googlesource.com.
[3] Aniche, M., Treude, C., Steinmacher, I., Wiese, I., Pinto, G., Storey, M.A., Gerosa, M.A., 2018. How modern news aggregators help development communities shape and share knowledge, in: Proceedings of the 40th International Conference on Software Engineering, p. 499–510.
[4] Bacchelli, A., Bird, C., 2013. Expectations, Outcomes, and Challenges of Modern Code Review, in: Proceedings of the 35th International Conference on Software Engineering, pp. 712–721.
[5] Balachandran, V., 2013. Reducing human effort and improving quality in peer code reviews using automatic static analysis and reviewer recommendation, in: Proceedings of the 2013 International Conference on Software Engineering, pp. 931–940.
[6] Baum, T., Leßmann, H., Schneider, K., 2017. The choice of code review process: A survey on the state of the practice, in: Felderer, M., Méndez Fernández, D., Turhan, B., Kalinowski, M., Sarro, F., Winkler, D. (Eds.), Product-Focused Software Process Improvement, pp. 111–127.
[7] Baysal, O., Kononenko, O., Holmes, R., Godfrey, M.W., 2016. Investigating Technical and Non-technical Factors Influencing Modern Code Review. Empirical Software Engineering, 932–959.
[8] Bettenburg, N., Premraj, R., Zimmermann, T., Sunghun Kim, ., 2008. Duplicate bug reports considered harmful ... really?, in: 2008 IEEE International Conference on Software Maintenance, pp. 337–345.
[9] Bosu, A., Greiler, M., Bird, C., 2015. Characteristics of Useful Code Reviews: An Empirical Study at Microsoft, in: Proceedings of the 12th Working Conference on Mining Software Repositories, pp. 146–156.
[10] BRESLOW, N., 1970. A generalized Kruskal-Wallis test for comparing K samples subject to unequal patterns of censorship. Biometrika, 579–594.
[11] Brothers, L., Sembugamoorthy, V., Muller, M., 1990. Iciele: Groupware for code inspection, in: Proceedings of the 1990 ACM Conference on Computer-Supported Cooperative Work, p. 169–181.
[12] Calculator, S.S., 2020. URL: https://www.surveysystem.com/sscalc.htm.
[13] Cliff, N., 1996. Answering Ordinal Questions with Ordinal Data Using Ordinal Statistics. Multivariate Behavioral Research, 331–350.
[14] Codestriker, 2019. URL: http://codestriker.sourceforge.net.
[15] Ebert, F., Castor, F., Novielli, N., Serebrenik, A., 2019. Confusion in code reviews: reasons, impacts and coping strategies: reasons, impacts, and coping strategies, in: SANER 2019 - Proceedings of the 2019 IEEE 26th International Conference on Software Analysis, Evolution, and Reengineering. Institute of Electrical and Electronics Engineers. pp. 49–60.
[16] Fagan, M.E., 1976. Design and Code Inspections to Reduce Errors in Program Development. IBM Systems Journal, 182–211.
[17] Gerrit, 2019. URL: http://www.gerritcodereview.com.
[18] Gintell, J., Arnold, J., Houde, M., Kruszelnicki, J., McKenney, R., Memmi, G., 1993. Scrutiny: A collaborative inspection and review system, in: Sommerville, I., Paul, M. (Eds.), Proceedings of the 4th European Software Engineering Conference, pp. 344–360.
[19] Gousios, G., Pinzger, M., v. Deursen, A., 2014. An Exploratory Study of the Pull-Based Software Development Model, in: Proceedings of the 36th International Conference on Software Engineering, pp. 345–355.
[20] Gousios, G., Storey, M.A., Bacchelli, A., 2016. Work practices and challenges in pull-based development: The contributor’s perspective, in: Proceedings of the 38th International Conference on Software Engineering, pp. 285–296.
Automatic Patch Linkage Detection in Code Review

[21] Gusfield, D., 1997. Algorithms on Strings, Trees, and Sequences: Computer Science and Computational Biology. Cambridge University Press.

[22] Hata, H., Treude, C., Kula, R.G., Ishio, T., 2019. 9.6 Million Links in Source Code Comments: Purpose, Evolution, and Decay, in: Proceedings of the 41st International Conference on Software Engineering, pp. 1211–1221.

[23] Hirao, T., McIntosh, S., Ihara, A., Matsumoto, K., 2019. The review linkage graph for code review analytics: A recovery approach and empirical study, in: Proceedings of the 2019 27th ACM Joint Meeting on European Software Engineering Conference and Symposium on the Foundations of Software Engineering, pp. 578–589.

[24] Hirao, T., McIntosh, S., Ihara, A., Matsumoto, K., 2020. Code reviews with divergent review scores: An empirical study of the openstack and qt communities. IEEE Transactions on Software Engineering, 1–1.

[25] Kittler, J., Hatef, M., Duin, R.P.W., Matas, J., 1998. On combining classifiers. IEEE Trans. Pattern Anal. Mach. Intell., 226–239.

[26] Lanubile, F., Calefato, F., Ebert, C., 2013. Group awareness in global software engineering. IEEE Software, 18–23.

[27] Li, Z., Yin, G., Yu, Y., Wang, T., Wang, H., 2017. Detecting duplicate pull-requests in github, in: Proceedings of the 9th Asia-Pacific Symposium on Internetware, pp. 20:1–20:6.

[28] Ma, D., Schuler, D., Zimmermann, T., Sillito, J., 2009. Expert recommendation with usage expertise, in: 2009 IEEE International Conference on Software Maintenance, pp. 535–538.

[29] Mann, H.B., Whitney, D.R., 1947. On a test of whether one of two random variables is stochastically larger than the other. Annals of Mathematical Statistics, 50–60.

[30] Manning, C.D., Raghavan, P., Schütze, H., 2008. Introduction to Information Retrieval. Cambridge University Press.

[31] Mashayekhi, V., Drake, J.M., Tsai, W., Riedl, J., 1993. Distributed, collaborative software inspection. IEEE Software, 66–75.

[32] Mukadam, M., Bird, C., Rigby, P.C., 2013. Gerrit software code review data from android, in: Proceedings of the 10th Working Conference on Mining Software Repositories, p. 45–48.

[33] Nguyen, A.T., Nguyen, T.T., Nguyen, T.N., Lo, D., Sun, C., 2012. Duplicate Bug Report Detection with a Combination of Information Retrieval and Topic Modeling, in: Proceedings of the 27th International Conference on Automated Software Engineering, pp. 70–79.

[34] OpenStack, 2019. URL: http://review.openstack.org.

[35] Perpich, J.M., Perry, D.E., Porter, A.A., Votta, L.G., Wade, M.W., 1997. Anywhere, anytime code inspections: Using the web to remove inspection bottlenecks in large-scale software development, in: Proceedings of the 19th International Conference on Software Engineering, p. 14–21.

[36] Ramos, J., 2003. Using tf-idf to determine word relevance in document queries, in: Proceedings of the first Instructional Conference on Machine Learning, pp. 133–142.

[37] Ranawana, R., Palade, V., 2006. Multi-classifier systems: Review and a roadmap for developers. Int. J. Hybrid Intell. Syst., 35–61.

[38] Ren, L., Zhou, S., Küstner, C., Wąsowski, A., 2019. Identifying redundancies in fork-based development, in: 2019 IEEE 26th International Conference on Software Analysis, Evolution and Reengineering (SANER), pp. 230–241.

[39] ReviewBoard. 2019. URL: http://www.reviewboard.org.

[40] Rigby, P., Cleary, B., Painchaud, F., Storey, M., German, D., 2012. Contemporary peer review in action: Lessons from open source development. IEEE Software, 56–61.

[41] Rigby, P.C., Bird, C., 2013. Convergent Contemporary Software Peer Review Practices, in: Proceedings of the 9th Joint Meeting on Foundations of Software Engineering, pp. 202–212.

[42] Rigby, P.C., German, D.M., Cowen, L., Storey, M.A., 2014. Peer review on open-source software projects: Parameters, statistical models, and theory. ACM Trans. Softw. Eng. Methodol., 35:1–35:33.

[43] Rigby, P.C., German, D.M., Storey, M.A., 2008. Open source software peer review practices: A case study of the apache server, in: Proceedings of the 30th International Conference on Software Engineering, p. 541–550.

[44] Runeson, P., Alexandersson, M., Nyholm, O., 2007. Detection of Duplicate Defect Reports Using Natural Language Processing, in: Proceedings of the 29th International Conference on Software Engineering, pp. 499–510.

[45] Sadowski, C., Süderberg, E., Church, L., Sipko, M., Bacchelli, A., 2018. Modern Code Review: A Case Study at Google, in: Proceedings of the 39th International Conference on Software Engineering: Software Engineering in Practice Track, pp. 181–190.

[46] Sun, C., Lo, D., Khoo, S., Jiang, J., 2011. Towards more accurate retrieval of duplicate bug reports, in: 2011 26th IEEE/ACM International Conference on Automated Software Engineering (ASE 2011), pp. 253–262.

[47] Thongtanunam, P., McIntosh, S., Hassan, A.E., Iida, H., 2017. Review Participation in Modern Code Review. Empirical Software Engineering, 768–817.

[48] Thongtanunam, P., Tantithamthavorn, C., Kula, R.G., Yoshida, N., Iida, H., Matsumoto, K., 2015. Who Should Review My Code? A File Location-Based Code-Reviewer Recommendation Approach for Modern Code Review, in: Proceedings of the 22nd International Conference on Software Analysis, Evaluation, and Reengineering, pp. 141–150.

[49] Thung, F., Kochhar, P.S., Lo, D., 2014. Dupfinder: Integrated tool support for duplicate bug report detection, in: Proceedings of the 29th ACM/IEEE International Conference on Automated Software Engineering, pp. 871–874.

[50] Viera, A.J., Garrett, J.M., et al., 2005. Understanding Interobserver Agreement: The Kappa Statistic. Family Medicine, 360–363.

[51] Wang, Q., Xu, B., Xia, X., Wang, T., Li, S., 2019. Duplicate pull request detection: When time matters, in: Proceedings of the 11th Asia-Pacific Symposium on Internetware, pp. 1–10.

[52] Wang, X., Zhang, L., Xie, T., Anvik, J., Sun, J., 2008. An approach to detecting duplicate bug reports using natural language and execution information, in: 2008 ACM/IEEE 30th International Conference on Software Engineering, pp. 461–470.

[53] Willett, P., 2006. The porter stemming algorithm: then and now. Program, 219–223.

[54] Yang, X., Kula, R.G., Yoshida, N., Iida, H., 2016. Mining the Modern Code Review Repositories: A Dataset of People, Process and Product, in: Proceedings of the 13th International Conference on Mining Software Repositories, pp. 460–463.

[55] Yu, Y., Li, Z., Yin, G., Wang, T., Wang, H., 2018. A dataset of duplicate pull-requests in github, in: 2018 IEEE/ACM 15th International
Conference on Mining Software Repositories (MSR), pp. 22–25.

[56] Yu, Y., Wang, H., Yin, G., Wang, T., 2016. Reviewer recommendation for pull-requests in github. Inf. Softw. Technol., 204–218.

[57] Zhang, X., Chen, Y., Yongfeng Gu, W.Z., Xie, X., Jia, X., Xuan, J., 2018. How do Multiple Pull Requests Change the Same Code: A Study of Competing Pull Requests in GitHub, in: Proceedings of the 34th International Conference on Software Maintenance and Evolution, pp. 228–239.

[58] Zhang, Y., Zhou, M., Mockus, A., Jin, Z., 2019. Companies’ participation in oss development - an empirical study of openstack. IEEE Transactions on Software Engineering, 1–1.