ABSTRACT: This work demonstrates that an additional resistance term should be included in the Navier–Stokes equation when fluids and objects are in relative motion. This is based on an observation that the effect of the microscopic molecular random velocity component parallel to the macroscopic flow direction is neglected. The two components of the random velocity perpendicular to the local mean flow direction are accounted for by the viscous resistance, e.g., by Stokes’ law for spherical objects. The relationship between the mean- and the random velocity in the longitudinal direction induces differences in molecular collision velocities and collision frequency rates on the up- and downstream surface areas of the object. This asymmetry therefore induces flow resistance and energy dissipation. The flow resistance resulting from the longitudinal momentum transfer mode is referred to as thermal resistance and is quantified by calculating the net difference in pressure up- and downstream the surface areas of a sphere using a particle velocity distribution that obeys Boltzmann’s transport equation. It depends on the relative velocity between the fluid and the object, the number density and the molecular fluctuation statistics of the fluid, and the area of the object and the square root of the absolute temperature. Results show that thermal resistance is dominant compared to viscous resistance considering water and air in slow relative motion to spherical objects larger than nanometer-size at ambient temperature and pressure conditions. Including the thermal resistance term in the conventional expression for the terminal velocity of spherical objects falling through liquids, the Stokes–Einstein relationship and Darcy’s law, corroborates its presence, as modified versions of these equations fit observed data much more closely than the conventional expressions. The thermal resistance term can alternatively resolve d’Alembert’s paradox as a finite flow resistance is predicted at both low and high relative fluid–object velocities in the limit of vanishing fluid viscosity.

I. INTRODUCTION AND AIM
The Navier–Stokes (N–S) equation without body forces can, for incompressible fluids where \( \nabla \cdot \mathbf{u} = 0 \), be written as

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \mu \nabla^2 \mathbf{u}
\]  

(1)

where \( \rho \) is the fluid density, \( t \) is the time, \( \mathbf{u} \) is the local mean fluid velocity, \( p \) is the pressure, \( \mu \) is the fluid viscosity, and \( \sigma \) is the stress tensor. Isothermal conditions are assumed; therefore the viscosity is constant. The stress tensor elements describe flow resistance due to changes in pressure and shear stresses for a fluid in motion due to internal friction between adjacent fluid elements referred to as the transversal momentum transfer mode herein, leading to the well-known viscous resistance force. The viscous resistance force on a fluid in slow relative motion to a spherical object can be calculated analytically in the continuum limit from eq 1 using, e.g., Stokes’ stream function method (Appendix A). It is given as

\[
F_v = \zeta_S u_1 = 6\pi \mu R u_1
\]  

(2)

where \( \zeta_S = 6\pi \mu R \) is the Stokes friction factor, \( R \) is the radius of the sphere, and \( u_1 \) is the magnitude of the nonperturbed relative velocity between the fluid and the sphere. The pressure...
contribution to the resistance in eq 2 is the focus herein. It results from a symmetric pressure difference between the up- and downstream part of the sphere (Appendix A), where the meaning of up- and downstream surface areas is illustrated in Figure 1. The symmetric imbalance in the pressure creates a net viscous resistance caused by the macroscopic velocity field equal to $2\pi\mu Ru_1$ along spatial direction $1$, which is referred to as the symmetric pressure contribution to flow resistance. The contribution from the shear stresses amounts to $4\pi\mu Ru_1$, giving the total viscous resistance caused by a sphere as in eq 2. It is important to note that the viscous resistance in eq 2 is completely determined by the transversal momentum transfer mode associated with the macroscopic flow velocity field determined from the N–S equation.

There are, however, both experimental and physical arguments indicating that the flow resistance for fluids and objects in relative motion should also depend on terms other than only the viscous resistance given by Stokes’ law. It has, e.g., been shown experimentally that it is difficult to predict correct terminal velocities for varying particle sizes when using Stokes’ law as the only resistance term. Furthermore, it is challenging to fit measured molecular diffusion coefficients when varying the system temperature using the Stokes–Einstein relationship. The absolute permeability of porous media can be interpreted to depend on absolute temperature for small laboratory-size rock samples and related to the utilization of geothermal energy in large-scale hot water injection operations. The resistance terms used in all of these laws/relationships are derived from the stress tensor in the N–S equation in the limit of low relative velocities proportional to the force in eq 2. The two latter examples indicate that an additional term should depend explicitly on the absolute temperature. The physical argument mentioned above is related to the fluctuation-dissipation theorem (FDT) and is discussed later.

The aim of this paper is to show that there is an additional resistance term to the viscous resistance, which should be included so that the total flow resistance when gases (limitation related to gases is later relaxed to also include liquids) and objects are in slow relative motion becomes a sum of two terms. The total velocity of individual gas molecules on the microscopic level is given by $v = u + w$, where $u$ is the local mean velocity defined in eq 1 and $w$ is the random velocity, also called peculiar velocity, associated with the thermal kinetic energy of the molecules. The additional resistance term originates from the observation that the effect of the two random velocity components perpendicular to the local mean velocity is accounted for by the transversal momentum transfer mode whereas the component parallel to the macroscopic flow direction is neglected. The latter mode is referred to as the longitudinal momentum transfer mode. The pressure and the flow resistance associated with the mode are called the asymmetric pressure contribution to flow resistance and the thermal resistance, respectively. Hence, thermal resistance adds to the viscous resistance; therefore, the total flow resistance for fluids and objects in relative motion becomes a sum of two contributions: (1) viscous, caused by shear stresses plus the symmetric pressure contribution and (2) thermal, caused by the asymmetric pressure contribution.

The physical origin of the thermal resistance and its quantification are given in the next section before testing and comparing its consequences to experimental data. The laws/relationships compared comprise the conventional and modified expressions for terminal velocity of spherical particles falling through water, the Stokes–Einstein relationship, and Darcy’s law. All of these laws/relationships apply a resistance force term derived either directly or indirectly from the N–S equation. A discussion related to d’Alembert’s paradox is given before summarizing the work and drawing conclusions.

2. THERMAL RESISTANCE

2.1. Origin of the Thermal Resistance. The physical origin of the longitudinal mode is that the momentum transfer from individual gas molecules to an object becomes a function of position in the macroscopic flow direction, e.g., along direction 1. The presence of a mean gas velocity induces differences in molecular collision velocity and collision frequency rates on the up- and downstream surface areas in the direction parallel to the macroscopic velocity direction as illustrated in Figure 2. The reason for this is that the collisions are more violent and frequent on the upstream surface as compared to the downstream surface. Since $\Omega_1$ and $\omega_1$ are collinear and therefore correlated, the net resisting force emerging from the...
longitudinal mode is expected to be dominant as compared to the transversal mode, which emerges from uncorrelated velocities. That is, \( u_i \) and \( w_i \) in the latter case are always perpendicular to each other described by the off-diagonal terms in the deviatoric stress tensor where \( i \neq j \). Expressions for quantifying the asymmetric pressure contribution to flow resistance are developed in the next section by applying a particle velocity distribution function, which obeys Boltzmann’s transport equation (BTE)\(^{3,35}\) and therefore includes both the local mean- and the random velocities, respectively.

2.2. Microscopic Interpretation of the Pressure Terms. To interpret the terms in the stress tensor microscopically and thereby establish an expression to quantify the effect of the longitudinal momentum transfer mode, a particle velocity distribution function, \( f_{\text{NE}}(v_i x_i) \), along direction 1 obeying the BTE is applied.\(^{2,3,35}\) The distribution is characterized by the local mean velocity \( \mathbf{u} \), which is the time average of the total velocity, \( \mathbf{u} = \langle \mathbf{v} \rangle \), and the random velocity, \( \mathbf{w} \), which has a time average equal to zero.\(^{2,3,5}\) The magnitude of the random velocity is in general assumed to be much larger than the mean velocity; therefore, \( \mathbf{w} \ll \mathbf{u} \). A typical value for \( \mathbf{w} \) is the root mean square of the kinetic energy known as the thermal velocity,\(^3\)

\[ V_T = \sqrt{\frac{k_B T}{m}} \]

where \( k_B \) is Boltzmann’s constant, \( T \) is the absolute temperature, and \( m \) is the molecular mass. The distribution function, \( f_{\text{NE}}(v_i x_i) \), is given as\(^{2,3,5}\)

\[ f_{\text{NE}}(v_i x_i) = \frac{\rho_g(x_i)}{\sqrt{2\pi V_T}} \exp \left[ -\frac{1}{2} \frac{(w_i' + u_i)^2}{V_T^2} \right] \]

where \( w_i' \) is the random velocity along direction 1. The distribution is only in local equilibrium in the position space and nonisotropic in the three-dimensional velocity space. It obeys mass conservation locally after eliminating the local mean velocity, \( u_i \), by a Galilean transformation.\(^5\) It should be mentioned that the corresponding particle velocity distribution for a gas at rest is given by \( f_g(v_i) = \frac{\rho_g(x_i)}{\sqrt{2\pi V_T}} \exp \left[ -\frac{1}{2} \frac{w_i'^2}{V_T^2} \right] \). The latter is in global equilibrium in position space and distributed Maxwellian in velocity space. The microscopic expression for the pressure terms in the stress tensor for a gas moving with constant velocity \( u_i \) then becomes

\[ \sigma_{\text{NE}} = \sigma_{\text{NE}} \]

\[ = \begin{pmatrix} 
\langle w_1' w_1' \rangle_{\text{NE}} & 0 & 0 \\
0 & \langle w_2' w_2' \rangle_{\text{NE}} & 0 \\
0 & 0 & \langle w_3' w_3' \rangle_{\text{NE}} 
\end{pmatrix} + d_g 
\]

The pressure on a unit surface of an object due to molecular collisions perpendicular to direction 1 is then given in one dimension (1D) as

\[ P_{11\text{NE}} = \sigma_{11\text{NE}} = \frac{\rho_g(x_i)}{\sqrt{2\pi V_T}} \int dw_i' \cdot m w_i' w_i' \exp \left[ -\frac{1}{2} \frac{(w_i' + u_i)^2}{V_T^2} \right] \]

Before quantifying the thermal resistance, it is beneficial to reformulate eq 5 to the physics in the molecular collision processes by a shift in variables. Let \( w_i = w_i' + u_i \); therefore, eq 5 becomes

\[ P_{11\text{NE}} = \frac{\rho_g(x_i)}{\sqrt{2\pi V_T}} \int dw_i' \cdot m (w_i' - u_i)(w_i' - u_i) \exp \left[ -\frac{1}{2} \frac{(w_i')^2}{V_T^2} \right] \]

If the total velocity of a gas molecule instead had been \( v_1 = u_1 - w_i' \), then the resulting pressure corresponding to eq 5 would have been

\[ P_{11\text{NE}}' = \frac{\rho_g(x_i)}{\sqrt{2\pi V_T}} \int dw_i' \cdot m (v_1 - u_i)(v_1 - u_i) \exp \left[ -\frac{1}{2} \frac{(w_i')^2}{V_T^2} \right] \]

It is shown in the next section that the expressions, left and right in eqs 6 and 7, correspond exactly to the forces obtained by considering energy and momentum conservation in gas molecule–object collisions on the left and right side of an object. The difference between these two pressures therefore gives the net resistance force due to the longitudinal momentum transfer mode.

2.3. Quantification. The term referred to as thermal resistance herein has been quantified by several authors in various studies.\(^{27,28,33,34}\) The description reported by Molina\(^3\) is followed here, whereas the terminology applied by Grassia\(^28\) is used to classify collision processes. Consider a simple system in a one-dimensional Cartesian coordinate system comprising a large particle with mass \( M \) surrounded by a large collection of smaller particles, all with mass \( m \). The large particle is in relative motion along spatial direction 1, \( u_i \), to the mean velocity of the smaller particles, as shown in Figure 3. The area of the large particle is \( A_L \), which is perpendicular to the direction of the mean velocity of the small particles. The large particle can, e.g., represent a grain in a porous medium surrounded by air or a Brownian particle moving in the air. The smaller particles then represent the air’s gas molecules. The relative instantaneous velocity between the large particle and an individual gas molecule is \( u_i + w_i \). There are basically two types of small–large particle collisions that can take place called catch-up (downstream part) and head-on\(^28\) (upstream part) collisions. A catch-up collision is illustrated in (a) where a small particle
catches up with a large one due to the relative velocity \((w_1 - u_1)\). A head-on collision is illustrated in (b) where the large and the small particle approach each other with relative velocity \((u_1 - w_1)\). Figure 3 represents possible collision scenarios when a large particle moves from left to right through a "sea" of smaller gas molecules or when a gas flows from right to left around a stagnant large particle. The relative velocities are the same in both cases. There are two mechanisms that contribute to a net resistance force in these two collision types.

1. The decrease in velocity of the large particle during a head-on collision exceeds the corresponding velocity increase during a gentler catch-up collision.

2. The head-on collision rate frequency exceeds the corresponding catch-up collision frequency.

Following Molina, considering the situation in Figure 3 where the gas molecules are described by a Maxwellian velocity distribution function, \(f_M(w_i) = \frac{1}{\sqrt{2\pi V_i}} \exp\left[-\frac{1}{2}\left(\frac{w_i}{V_i}\right)^2\right]\). The average force acting on the left side of the large particle due to catch-up collisions with relative velocity, \(w_1 - u_1\), in (a) is

\[
F_{\text{Left}} = p_{11\text{NE,Left}}(1 + \epsilon)A_L = A_L(1 + \epsilon)\rho_g(x_1)\int_{-\infty}^{\infty} dw_1 m(w_1 - u_1)^2 \exp\left(-\frac{1}{2}\left(\frac{w_1}{V_1}\right)^2\right) \tag{8}
\]

which is equal to eq 6, except for the \((1 + \epsilon)\) term. \(\epsilon\) is the coefficient of restitution in the collision and included to account for potential variation in momentum transfer during collisions. \(\epsilon\) is equal to unity for fully elastic collisions, which is always assumed herein. Similarly, the average force on the right side of the large particle due to head-on collisions with relative velocity, \(u_1 - w_1\), in (b), is equal to eq 7 augmented with the \((1 + \epsilon)\) term. Hence

\[
F_{\text{Right}} = p_{11\text{NE,Right}}(1 + \epsilon)A_L = A_L(1 + \epsilon)\rho_g(x_1)\int_{-\infty}^{\infty} dw_1 m(u_1 - w_1)^2 \exp\left(-\frac{1}{2}\left(\frac{w_1}{V_1}\right)^2\right) \tag{9}
\]

The net resisting force, \(F_T\), acting on the large particle is the difference between \(F_{\text{Left}}\) and \(F_{\text{Right}}\).

\[
F_T = -A_L\rho_g(x_1)m(1 + \epsilon)V_T^2\left\{\frac{u_1}{V_T} \exp\left(-\frac{1}{2}\left(\frac{u_1}{V_T}\right)^2\right)\right\} + \left\{1 + \left(\frac{u_1}{V_T}\right)^2\right\} \text{erf}\left(\frac{u_1}{\sqrt{2} V_T}\right) \tag{10}
\]

where erf is the error function. The resisting force is negative since it points to the left. Equation 10 is the main result herein. It quantifies the incremental flow resistance term caused by the asymmetric pressure contribution to flow resistance and is always present when \(u_1 > 0\). The square root dependency related to temperature is not dependent on the assumption of a Maxwellian velocity distribution but follows from the relationship between kinetic energy and absolute temperature. Since the relative velocity between the large particle and the gas is assumed to be much smaller than a typical gas molecule velocity, therefore \(u_1 \ll V_T\) and eq 10 can be approximated as

\[
F_{T_{\text{u1}}\ll V_T} \approx -\frac{8}{\pi} \rho_g m A_L (1 + \epsilon) V_T u_1 = -2\rho_g A_L (1 + \epsilon) \sqrt{\frac{2m k_B T}{\pi}} u_1 \tag{11}
\]

Equation 11 quantifies the thermal resistance force, \(F_{T_{\text{u1}}\ll V_T}\) on the gas in the low relative motion limit. It depends on the molecular number density assumed to be constant in space, the relative velocity, the area and shape of the object, and the absolute temperature. Furthermore, thermal resistance is sensitive to the system pressure via the number density term.

The longitudinal momentum transfer mode resulting in the flow resistance given by eq 11 has also been shown to be in line with the FDT, considering conservation of momentum and energy in collisions on the microscopic level. This is not surprising since gases obviously are among the systems demonstrating fluctuations. Such fluctuations impact larger objects (e.g., Brownian particles residing in the gas with random push forces, which can be characterized statistically. But the same fluctuations are also responsible for the systematic resistance force the object experiences when moving relatively to the gas given by eq 11. A major quantity characterizing the FDT is the absolute temperature of the system. It can therefore be stated that the thermal resistance force corresponds to a systematic resistance force to relative motion in line with the FDT. Hence, it is always present and contributes to flow resistance whenever fluids and objects are in relative motion as thermal fluctuations are always present in fluids.

The total friction factor for a sphere is then the sum of the viscous and the thermal contributions where the latter is obtained from eq B2 (Appendix B). Hence

\[
\zeta_{\text{sphere}} = \zeta_S + \zeta_{\text{TS}} = 6\mu R + \frac{16}{3} \rho_g R^2 (1 + \epsilon) \sqrt{\frac{2m k_B T}{\pi}} \tag{12}
\]

Equation 12 is an analytical expression for the total friction factor acting when gases are in slow relative motion to spherical objects. Its empirical consequences can therefore be compared directly to the results obtained when only using the conventional Stokes friction factor, \(\zeta_S\). A challenge appears, however, when predictions from eq 12 are to be compared to experimental data, since it is strictly only valid for slow relative velocities and low-density gases. If objects fall through gases, the low resistance induces Reynolds numbers above unity, which typically is the upper limit for Stokes flow to be valid. To test the consequences of eq 12 under valid flow conditions, it is hypothesized that it also can be used for objects in relative motion to liquids. Using eq 12 for liquids introduces, however, more uncertainty as higher-order terms in the microscopic expression for the stress tensor terms cannot be neglected anymore because of more long-range molecular interaction forces in liquids as compared to gases. It is, however, common practice to apply the N–S equation interchangeably for gases and liquids (referred to as the "applied approach" herein), and the practical results obtained are quite satisfactory, even though not all of the theoretical details are completely worked out on the molecular level. Hence, the hypothesis above related to the use of eq 12 for...
liquids is investigated according to the current “applied approach”. That is, it is tested and compared to observed data and the conclusion about its status is based on the results, although not all details about the exact molecular level processes are worked out.\(^1,^3\) Furthermore, since the energy dissipated cannot be calculated accurately from the N–S equation ab initio due to the use of constituent relationships and approximations,\(^1,^3\) neither for the conventional nor for the new extended approach, a fit parameter is used for both cases to equate the calculated initial values to a reference measured data point. The fit parameter is higher for the extended case as the energy dissipated now is distributed into two rather than one term. Laws/relationships to be tested include the following:

- terminal velocity of spherical particles\(^6,^7\) falling through liquids,
- the Stokes–Einstein relationship\(^37\) describing the diffusion of ions/molecules through solvents, and
- Darcy’s law\(^1,^3\) describing low-rate single-phase fluid flow through porous media.

Additionally, d’Alembert’s paradox\(^32\) stating that no drag force exists on an object residing in a flowing fluid with vanishing viscosity is discussed.

The assumptions related to the application of eq 12 if not otherwise stated are (1) low relative motion between object and fluid, Reynolds numbers typically <1; (2) steady relative motion, therefore \(\frac{\Delta U}{\sigma} = 0\); (3) fluid and object in thermal equilibrium and the object is neither attractive nor repelling with respect to the fluid molecules; (4) no accumulation of fluid molecules on the object surface and all molecular collisions totally elastic; (5) incompressible fluids and objects; (6) changes in fluid density and mean velocity on the macroscopic scale occur slowly compared to processes on intermediate time and length scales;\(^2,^5\) hence the concept of local equilibrium is appropriate; and (7) change in internal energy of the fluid is caused by a change in translation energy only, excluding changes in other internal modes such as rotation and vibration.\(^3\)

### 3. CONSEQUENCE TESTING RESULTS

#### 3.1. Modification of the Terminal Velocity Expression

A balance of the gravity force with the sum of buoyancy and frictional forces (eq 1) according to Newton’s second law for a sphere with density \(\rho_s\) falling through a liquid with density \(\rho\) gives the terminal velocity \(u_T\). It is conventionally expressed as

\[
u_T = \beta_T \left( \frac{\rho_s - \rho}{\rho} \right) \frac{R^2 g}{\mu}
\]

where \(\beta_T\) is a fit parameter, which is related to the argument in the previous section. It also includes effects related to nonsphericity\(^6,^8\) and surface properties of the sphere, e.g., adsorbed material, irregularities, and polarity compared to the fluid molecules.\(^38,^39\) Equation 12 shows that the terminal velocity expression in eq 13 should be modified. The expression for the modified terminal velocity can be given as

\[
u_{TM} = \beta_{TM} \left( \frac{\rho_s - \rho}{\rho} \right) \frac{R^2 g}{\mu + \frac{2}{3} \rho_s R (1 + \frac{2}{3} k_s T)}
\]

where \(\beta_{TM}\) is another fit parameter. To calculate terminal velocities for variations in fluid viscosity and number density and sphere radius and temperature, a reference state is required where \(u_{TM}\) is known for given values of \(\mu, \rho_s, R,\) and \(T\), so the fit parameter, \(\beta_{TM}^2\), can be determined. A reference state is also required to determine the fit parameter, \(\beta_T\), related to eq 13.

Terminal velocities can then be predicted for variations in the same parameters as

\[
u_{TM} = \beta_{TM}^2 \frac{\rho_s - \rho}{\rho} \frac{R^2 g}{\mu + \frac{2}{3} \rho_s R (1 + \frac{2}{3} k_s T)}
\]

and

\[
u_T = \beta_T^2 \frac{2 (\rho_s - \rho)^2 R^2 g}{9 \mu}
\]

(15)

To compare predicted terminal velocities vs particle size from eq 15 to experimental data, results reported by Gibbs et al.\(^9\) were used and are plotted in Figure 4.
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**Figure 4.** Calculated terminal velocities using Stokes’ law as the resistance term only, \(u_T\), and the modified version, \(u_{TM}\), from eq 15 vs particle size compared to experimental data points reported by Gibbs et al.\(^9\) The fit parameters used were \(\beta_T = 417\) and \(\beta_{TM} = 23\) 055 and were identified using the following reference state: diameter of 1670 \(\mu\)m with the corresponding velocity of 25.07 cm/s. The estimated uncertainty in the measured data is approximately 4%.

The reference state for determination of fit parameters was a diameter of 1670 \(\mu\)m with a corresponding velocity of 25.07 cm/s, which gave \(\beta_T = 417\) and \(\beta_{TM} = 23\) 055, using other input parameters, as given in Table 1. The expression for the modified terminal velocity, \(u_{TM}\), gives a straight line vs diameter in the range from 50 to 1670 \(\mu\)m and fits measured terminal velocities closely and significantly better than the velocities predicted using the conventional expression for terminal velocity based on Stokes’ law only. The latter curve has the expected parabolic shape vs radius \((u_T \sim R^2)\), which follows from eq 13. A straight line between terminal velocity and particle diameter cannot occur when using the conventional expression for the terminal velocity.
velocity. The two measured data points for diameters >1670 μm deviate from the general trend probably because of relatively high terminal velocities, which can induce higher flow resistance caused by turbulence (Re numbers greater than 1000).

Figure 5 shows the percentage influence of viscous resistance vs particle radius for four different viscosities. The curves were generated by analyzing the relative magnitude of the two resistance terms in the modified terminal velocity expression in eq 15 using properties of water at 20 °C as the base (1 mPa s). The three other cases were obtained by changing the numerical value of the viscosity term to 0.01, 100, and 10 000 mPa s without altering other molecular properties. Figure 5 shows that thermal resistance is dominant for particles with radii larger than nanometer-size for a viscosity of 1 mPa s, which is the reason for the linear relationship calculated from the modified terminal velocity expression in Figure 4. Linear relationships have also been reported by others, e.g., Ali et al.10 and particularly Rubey.11 To fit experimental data for a wide range of particle sizes, Rubey had to add an additional resistance term, not dependent on viscosity, in an ad hoc manner to Stokes’ law. Hence, an extension of the total flow resistance with an additional term was proposed almost 100 years ago, dictated by the need to obtain satisfactory correspondence between observed and calculated terminal velocities for a wide range of particle sizes. The theoretical justification for a total flow resistance including two terms is suggested to be represented by eq 14.

Viscous resistance becomes more pronounced as the particle size becomes smaller and is dominant for particles of molecular size (<nm) moving through water with a viscosity of 1 mPa s. It also becomes more influential with increasing fluid viscosity demonstrated by the curve for the highest viscosity value. The thermal part is, however, still dominant for objects with radius in the order of 10^-8 m, even when moving through “water” with a viscosity of 10 000 mPa s.

3.2. Diffusion in Liquids: Modification of the Stokes–Einstein Relationship. There are many reported studies in the literature stating that it is challenging to fit the Stokes–Einstein relationship to measured diffusion coefficients for molecules or ions through solvents, particularly for varying temperatures.12–16 Einstein’s expression for the diffusion coefficient, which can also be considered as an early version of the FDT,30 is given as

$$D = \beta_{SE}k_B T \cdot M_S$$ (16)

where the mobility term for the particles is assumed to follow Stokes’ law ($M_S = \frac{e^2}{4\pi\varepsilon_0 R}$), and $\beta_{SE}$ is an adjustable parameter not depending on temperature. Its magnitude depends on the argument stated previously related to the validity for using the thermal resistance expression for liquids and the extent of hydrophilic–hydrophobic properties between the diffusing ions/molecules relative to the solvent molecules.38,39Replacing the mobility term in eq 16 using the expression in eq 12 for the friction coefficients gives a modified expression, $D_M$, for the diffusion coefficient

$$D_M = \beta_{SEM} \frac{k_B T}{6\pi\mu R + \frac{16}{3} \rho R^2 (1 + \varepsilon) \sqrt{2mk_B T}}$$ (17)

where $\beta_{SEM}$ is another fit parameter valid under the same conditions as $\beta_{SE}$. To compare eqs 16 and 17 to the experimental data, diffusion and self-diffusion coefficients were calculated vs temperature in the range of 298–423 and 273.17–373 K, respectively, and compared to measured data for diffusion of N2 and CO2 in water and self-diffusion of water reported by Cadogan et al.17 and Eastal et al.18 The shapes of N2 and CO2 molecules are assumed to be closely spherical, where deviations from sphericity are accounted for using the hydrodynamic radii.
as the particle sizes. The observed data points for diffusion of N₂ and CO₂ were calculated as an average of the reported diffusion coefficients at each temperature neglecting the impact of pressures (incompressible water phase assumed), and the results are depicted in Figure 6.

The fit parameters identified for N₂ and CO₂ were β_SEM = 1.566 and β_SE = 1.47 and β_SEM = 1.587 and β_SE = 1.504, respectively. For self-diffusion of water, β_SEM = 1.3665 and β_SE = 1.34 were obtained. The fit parameter values were determined so that the calculated diffusion/self-diffusion coefficients coincided with the measured value at the lowest temperature. Other input data are given in Tables 1–3. It should be noted that the theoretical expression for viscosity contains the absolute temperature. It is, however, challenging to calculate viscosity values from the first principle due to mathematical complexities related to realistic molecular pair potentials. It is therefore common practice, also used herein, to use measured rather than calculated values for water viscosity vs temperature.

The modified diffusion/self-diffusion coefficient, D_M, given in eq 17, closely follows measured data whereas the conventional diffusion/self-diffusion coefficients calculated from Stokes–Einstein (eq 16) are overpredicted at higher temperatures. Since the hydrodynamic radii of N₂, CO₂, and H₂O are small (Table 2) and comparable to the radius of the water molecules, viscous resistance is expected to contribute significantly to the total flow resistance according to Figure 5, particularly at the lowest temperatures. This is confirmed as the ratios of viscous and thermal resistances for N₂ and CO₂ at 298 K are 16.5 and 18.2, respectively, and decrease to 2.8 and 3.1 at 423 K, respectively. The corresponding ratios for self-diffusion of water are 22.6 and 6.4 at 273.17 and 373.16 K, respectively. Hence, the calculated overprediction of the diffusion and self-diffusion coefficient values from the Stokes–Einstein relationship at higher temperatures is caused by the absence of the thermal resistance term.

### 3.3. Flow in Porous Media: Modification of Darcy’s Law

The empirical Darcy’s law for the volumetric single-phase fluid rate, q, through a porous medium is given by

\[
q = -\frac{A \Delta P}{L} \frac{K}{\mu(T)}
\]

where \(K\) is the absolute permeability, \(A\) is the cross-sectional area, \(\Delta P\) is the differential pressure, and \(L\) is the core sample length. It can be derived and justified theoretically from the N–S equation as demonstrated by Whitaker and Neuman. Hence, it can be deduced based on the results herein that the absolute permeability should depend on temperature, which has also been demonstrated both on the laboratory and field scales in geothermal wells. Researchers have previously derived an expression for the absolute permeability accounting for temperature variations. Since naturally porous media are complex, the exact relationship between the two resistance terms in eq 12, valid for an isolated spherical particle, cannot be expected to hold. The grains in such media are not spherical, and the complex morphology is expected to induce a velocity field, which increases the influence of viscous resistance compared to a single sphere; cf. Figure 5. Two fit parameters, \(W\) and \(\Delta P_T\), were therefore introduced, where \(W\) is a weight factor between the viscous and the thermal resistance terms and \(\Delta P_T\) describes “the efficiency” of the thermal resistance. Absolute permeability vs temperature could then be calculated from a modified version of Darcy’s law given by

\[
K_{Cal} = K^* \frac{\mu(T)}{\mu(T)W + \Delta P_T \sqrt{T(1-W)}}
\]

where \(K^*\) is a reference permeability value. Equation 19 was first used to determine the magnitude of \(W\) and \(\Delta P_T\) at the lowest temperature corresponding to the highest permeability value \(K^*\) measured in each series. \(K_{Cal}\) could then be calculated for increasing temperatures and compared to measured permeability values reported by Aruna and Weinbrandt et al. (Table 3). The left panel of Figure 7 shows that calculated permeabilities closely follow measured data in the range of 25.6–148.9 °C for Massillon sandstone data. The corresponding permeability values were 523 mD at 25.6 °C, which was reduced to 219 mD at 148.9 °C, equivalent to a reduction of 58%. The reduction in permeability is even more significant for the Boise sandstone material shown in the right panel of Figure 7. The initial permeability of 1337 mD at 23.9 °C was reduced to 428 mD at 157.2 °C, equivalent to a reduction of 68%. The horizontal dashed lines in Figure 7 represent permeability vs temperature according to Darcy’s law, i.e., no impact of temperature on the ability of the medium to transmit fluids. Hence, the fits between calculated and measured absolute permeabilities for the two data sets analyzed corroborate the inclusion of a temperature-dependent term in the absolute permeability expression given in eq 19.

There are many observations indicating that absolute permeability varies with temperature. The issue is, however, challenging since several other effects may occur simultaneously upon heating naturally porous media, which could impact the measured permeability in several ways. Rosenbrand et al. summarized the effects assumed to be the most important on the laboratory scale as follows: (a) thermal expansion, (b) increased compressibility, (c) mineral dissolution/precipitation, (d) changes of the electrical double layer indirectly causing changes in effective porosity, and (e) particle mobilization due to changes in the surface charge of the minerals, which could cause permeability reduction by plugging of the particles in downstream pore throats.

On larger scales, the so-called thermal fracturing of the rock is normally assumed to be the most important effect to account for

---

**Table 2. Properties Used to Calculate the Diffusion/Self-Diffusion Coefficients in Figure 6**

| quantity                     | value  |
|------------------------------|--------|
| hydrodynamic radius N₂ (pm)  | 182    |
| hydrodynamic radius CO₂ (pm) | 165    |
| hydrodynamic radius H₂O (pm) | 132.5  |

*All hydrodynamic radii are from Ismail et al.*

**Table 3. Measured Water Viscosity vs Temperature**

| water temperature, T (K) | water viscosity, \(\mu\) (mPa s) |
|--------------------------|----------------------------------|
| 273.01                   | 1.7914                           |
| 283                      | 1.536                            |
| 293                      | 1.0016                           |
| 298                      | 0.890                            |
| 323                      | 0.547                            |
| 348                      | 0.3774                           |
| 373                      | 0.2814                           |
| 398                      | 0.2222                           |
| 423                      | 0.1824                           |

---
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the improved injectivity observed when injecting cold water into hot formations conventionally performed for geothermal wells.\textsuperscript{24–26} If the injected water is hotter than the formation, the injectivity may decrease upon heating the formation. On the contrary, if the formation cools due to cold water injection, then the injectivity usually increases. Siega et al.\textsuperscript{25} investigated systematically the impact of the difference in temperature between the formation and the near-well zone on the injectivity index, II. The temperature variation in the near-well zone was changed by injecting water with lower temperatures than those of the formations. The injectivity index was defined as

$$II = \frac{Q}{P_H + \text{WHP} - P_b - P_{FZ}}$$

(20)

where $Q$ is the mass flow rate, $P_H$ is the hydrostatic pressure, WHP is the well head pressure, $P_b$ is the pressure due to frictional loss, and $P_{FZ}$ is the pressure at the permeable zone. The pressure difference between the pressure in the well at the permeable zone and in the formation far away from the well expresses the permeability of the medium under prevailing conditions. It is assumed that the formation permeability is the variable that is mostly impacted by changes in temperature of all of the terms in eq 20. The temperature of the near-well zone due to injection of cold water was measured or estimated and subtracted from the original formation temperature, providing the increase in the temperature on the x-axis. The percentage decrease in II is plotted against this increase in Figure 8 for 21 well observations plus corresponding data from three wells from Iceland. The plot shows that II interpreted as variation in absolute permeability consistently decreases with increasing difference in temperature between the near-well zone and the formation. Hence, the ability to inject water is a strong function of the absolute temperature in the formation. The higher the formation temperature, the lower the ability to inject water. A trend line was identified that captures the trend in the observed data with a correlation coefficient of $R^2 = 0.82$. Variation in II interpreted as variation in absolute permeability vs temperature is also plotted as a dotted line calculated from eq 19. The input parameters used were $\Delta P_{FZ} = 6.0 \times 10^{-3}$ kg/(m s K$^{1/2}$) and $W = 0.45$, which, owing to a lack of detailed information about the rock properties, were obtained using a similar value for $\Delta P_{FZ}$ as shown in Figure 7, but by adjusting the value of $W$. The calculated curve follows the trend line and captures the variations in the observed data in a similar manner. Hence, the observed change in II can be understood in terms of the results obtained herein that absolute permeability is a strong function of absolute temperature. This indicates that thermal resistance is also significant on a large scale for the flow of water in the geothermal wells included in the study. It should also be noticed that the change in II is typically reversible if the temperature of the injected water increases for a period and then decreases again. In this case, a decline in II is observed when the injected water temperature increases, which is recovered when the temperature of the injected water decreases again.\textsuperscript{24–26} It should be noticed that improvements in II at lower temperatures are observed even though the viscosity of water increases significantly when the temperature decreases, more than a factor of 6 between 0 and 100 °C. Darcy’s law predicts an inverse relationship between II and viscosity. Hence, the unexpected injectivity behavior of geothermal wells upon alternating injection of cold and hot water can therefore be understood and predicted in terms of the thermal resistance term without the need for additional
hypotheses regarding fracture opening/closure due to thermal rock mechanical effects.

3.4. d’Alembert’s Paradox. d’Alembert’s paradox refers to the calculated prediction of zero drag on an object located in an incompressible fluid stream, resulting from Euler equations, or the dimensionless simplified version of the N–S equation in the limit of vanishing fluid viscosity. It is a paradox since experimental data show that a finite drag force acts on the object in the limit of vanishing viscosity. The prediction was calculated by d’Alembert in 1752 based on the potential theory for inviscid fluids. The general solution for the thermal resistance term in one dimension given in eq 10 was approximated by eq 11 in the limit of low relative velocities. The corresponding flow resistance in the limit of high relative velocity, \( u_i \gg V_T \), can also be derived from eq 10 and is given by

\[
F_T \approx mp_i A_i (1 + \varepsilon) u_i^2
\]  

(21)

The resistance only depends on the mass and the number density of the fluid molecules and the square of the relative velocity. The thermal resistance given by eq 10 for a rectangular object moving through air at 20 °C in one dimension is plotted against relative velocity in Figure 9 using average air property values; therefore, \( V_T = 290 \) m/s. It can be observed that the relationship between the drag force per square meter and relative velocity is linear below \( V_T \) (eq 11) and proportional to the square of the relative velocity for velocities above \( V_T \) (eq 21). No effects related to turbulent flow behavior are accounted for in Figure 9. Based on these results, it is therefore proposed that the thermal resistance term alternatively can explain and resolve d’Alembert’s paradox. It predicts a finite resistance to relative motion between fluids and objects both at low and high relative velocities in the limit of vanishing fluid viscosity, as illustrated in Figure 9.

4. DISCUSSION

The most important consequence related to the thermal resistance is perhaps that the conventional viscous resistance is negligible for macroscopic objects moving slowly relative to either air or water at around 20 °C. Under such conditions, the thermal resistance is of the order 10^-6 and 10^-7 larger than the viscous resistance for a spherical particle with a radius of 1 cm moving relative to air and water, respectively. Viscous resistance only becomes important when the size of the object approaches molecular dimensions or if the viscosity of the fluids becomes very high. A fluid with waterlike properties must, e.g., have a viscosity of 3 \( \times 10^4 \) mPa s to match the magnitude of the thermal resistance term for a spherical object with a radius of 1 cm. Viscous resistance also becomes more important when fluids flow through porous media. It is hypothesized that the increased influence of viscous resistance is caused by the complex morphology and extremely irregular patterns in such media.

Results presented show that modified versions for the terminal velocity of spherical particles falling through liquids, the Stokes–Einstein relationship, and Darcy’s law, all having thermal resistance terms derived from the N–S equation, give improved fit to experimental data compared to the conventional expressions. These observations support the hypothesis of utilizing the “applied approach” stating that eq 12 developed for low-density gases also applies for liquids. They, together with the alternative explanation for d’Alembert’s paradox, corroborate the presence of a thermal resistance term. Introduction of the thermal resistance term is hence able to connect, explain, and predict several observations and trends that cannot be accounted for using viscous resistance as the only flow resistance term. More testing and comparison with measured data are, however, encouraged to further corroborate or falsify the presence of the additional resistance term in wider parameter ranges. This also includes testing of other laws and expressions where fluids and objects are in relative motion, which is not included in the current study.

5. CONCLUSIONS

This work demonstrates that an additional resistance term should be included in the Navier–Stokes equation when fluids and objects are in relative motion. It is based on an observation that the effect of the microscopic molecular random velocity component parallel to the macroscopic flow direction is neglected. The two components of the random velocity perpendicular to the local mean flow direction are accounted for by the viscous resistance, e.g., by Stokes’ law for spherical objects. The relationship between the mean- and the random velocity in the longitudinal direction induces differences in molecular collision velocities and collision frequency rates on the up- and downstream surface areas of the object. This asymmetry therefore induces flow resistance and energy dissipation. The flow resistance resulting from the longitudinal mode is referred to as thermal resistance and depends on the relative velocity between the fluid and the object, the number density and molecular fluctuation statistics of the fluid, and the area of the object and the square root of the absolute temperature. Results show that thermal resistance is dominant compared to viscous resistance considering water and air in slow relative motion to spherical objects larger than nanometer-size at ambient temperature and pressure conditions. Including thermal resistance in the conventional expressions for terminal velocity of spherical particles falling through liquids, the Stokes–Einstein relationship and Darcy’s law, corroborates its presence, as modified versions of these laws fit observed data much more closely than the conventional expressions. The thermal
resistance term can alternatively resolve d’Alembert’s paradox as a finite flow resistance is predicted at both high and low relative fluid–object motions in the limit of vanishing fluid viscosity. More testing and reanalysis of the existing experimental data are encouraged to further corroborate or falsify inclusion of the additional resistance term in wider parameter ranges. This also includes testing of other laws and expressions where fluids and objects are in relative motion, which is not included in the current study.

# APPENDIX

## A. Stokes’ Law

The stress tensor components, assuming the validity of Newton’s law of viscosity, are given by

$$\sigma_i = \begin{pmatrix} p_{11} & 0 & 0 \\ 0 & p_{22} & 0 \\ 0 & 0 & p_{33} \end{pmatrix} + d_{ij}, \quad i, j = 1, 2, 3 \tag{A1}$$

where $d_{ij} = \frac{1}{3} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{1}{3} \frac{\partial u_k}{\partial x_k}$ is the deviatoric stress tensor and $u_i$ and $u_j$ and $x_i$ and $x_j$ are local mean velocity components and spatial coordinates in $i$ and $j$ directions, respectively. The deviatoric part describes shear stress solely due to the motion of the fluid, i.e., a departure from equilibrium, and is therefore zero for a fluid at rest. The pressure is the focus herein and defined as the mean normal stress

$$p = -\frac{1}{3} (\sigma_{11} + \sigma_{22} + \sigma_{33}) = -\frac{1}{3} (p_{11} + p_{22} + p_{33}) \tag{A2}$$

Equation A2 gives the pressure in the fluid both at rest and under dynamic conditions. It is equal to the thermodynamic pressure since internal modes of energy like rotation and vibration are assumed to remain unaltered under the conditions considered. Upon defining the pressure as the mean normal stress, the sum of the diagonal terms in the deviatoric stress tensor is always zero.

The famous Stokes’ law\textsuperscript{6,7} can be derived using the stream function method as previously mentioned. It is briefly reviewed to clearly distinguish the symmetric pressure contribution from the effect of the longitudinal momentum transfer mode. When the left-hand side of eq 1 is neglected in the creeping flow approximation, the equations to solve to determine the pressure and velocity fields are

$$\nabla p = \mu \nabla^2 \mathbf{u} = \mu \nabla \times \mathbf{\Omega}, \quad \nabla \cdot \mathbf{u} = 0 \tag{A3}$$

where $\mathbf{\Omega} = \nabla \times \mathbf{u}$ is the vorticity vector. The boundary conditions in a spherical coordinate system $(r, \theta, \phi)$ as indicated in Figure 10 are $\mathbf{u} = 0$ when $r = R$, i.e., the no-slip condition, and $\mathbf{u} \to \mathbf{u}_i$ when $|r| \to \infty$. The expressions for the velocity components in $r$ and $\theta$ directions, $u_r$ and $u_\theta$, respectively, are then given by

$$u_r = u_i \cos \theta \left( 1 + \frac{R^3}{2r^3} - \frac{3R}{2r} \right)$$

$$u_\theta = u_i \sin \theta \left( -1 + \frac{R^3}{4r^3} + \frac{3R}{4r} \right) \tag{A4}$$

Furthermore, the pressure and the shear stresses on the surface $(r = R)$ of the sphere are

$$p = p_0 - \frac{3 \mu u_i}{2R} \cos \theta, \quad \tau_{r\theta} = -\frac{3 \mu u_i}{2R} \sin \theta \tag{A5}$$

All azimuth $\phi$ dependency disappears because of symmetry. The left panel in Figure 10 shows the streamlines around the upper half of the sphere (only the upper half is shown) and the direction of the momentum flux responsible for the viscous resistance at all points in space transversal to the direction of the local mean velocity. The momentum flux is perpendicular to the local mean velocity and directed toward the center of the sphere because the gas elements slowly move closer to the sphere due to the no-slip boundary condition. The middle panel in Figure 10 shows the resulting pressure field on the surface of the sphere calculated from eq A5. The magnitude is perturbed equally above and below the average pressure in the fluid, $p_0$, in a symmetric way on the up- and downstream parts of the sphere. The shear stresses shown in the right panel in Figure 10 calculated from eq A5 increase with a decrease in angle $\theta$ in the range from $\pi$ to $\pi/2$ and decreases with the same magnitude in the range from $\pi/2$ to $0$. Since the pressure and the shear forces are transversal and tangential to the surface at all points, respectively, the resulting drag force on the sphere in the macroscopic flow direction can be found by integrating the components of these forces given as $p_1 = p \cos \theta = -\frac{3 \mu u_i}{2R} \cos^2 \theta$ and $r_1 = r_{r\theta} \sin \theta = -\frac{3 \mu u_i}{2R} \cos \theta$ over the whole sphere. Integrating from $0$ to $\pi$ and multiplying with a factor 2 because of symmetry gives

$$F_s = -2\pi R^2 \left[ \int_0^\pi (r_1 + p_1) \sin \theta d\theta \right] = 6\pi \mu \mathbf{u}_i \tag{A6}$$

in line with eq 2. To summarize, the symmetry in the pressure around $\pi/2$ confirms that the pressure perturbation in Stokes’ law is a sole effect of the vorticity of the mean velocity field $\mathbf{u}$ given by eq A4. This is expected since Stokes’ law is a result in
the continuum limit, completely determined by the macroscopic vector field. Hence, the symmetric pressure contribution to flow resistance does not include any effects related to the longitudinal momentum transfer mode.

B. Friction Factor Caused by Thermal Resistance
A friction factor due to the thermal resistance force acting on an object in the low relative motion limit (eq 11), \( \zeta_{fr} \), can be identified from the general expression, force = \( \zeta \) velocity, as

\[
\zeta_{fr} = \frac{8}{\pi} \frac{\rho m A_1 (1 + \epsilon) V_T}{2 \rho A_1 (1 + \epsilon) \sqrt{\frac{2 m k_B T}{\pi}}}
\]

When applying eq B1 to spherical objects in 3D or effectively 2D because of the symmetry, some modifications must be implemented. The prefactor, \( \frac{8}{\pi} \), is squared and the thermal kinetic energy increases with a factor of 2 due to the increase in the number of degrees of freedom (equipartition principle\(^3,36\)); therefore, \( |V_T| = \sqrt{\frac{2 k B T m}{\pi}} \). Additionally, a prefactor of 2/3 appears caused by the decrease in momentum transfer from the molecules colliding with the sphere due to the shape of the latter.\(^3,34\) Hence, the friction factor due to the thermal resistance for a spherical particle becomes

\[
\zeta_{TS} = \frac{2}{3} \frac{8}{\pi} \rho m A_1 (1 + \epsilon) |V_T| = \frac{16}{3} \frac{\rho R^2}{k_B T} (1 + \epsilon) \sqrt{2 m k_B T}
\]

where \( A_1 = \pi R^2 \) is used.
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