Protocol for phase-field simulations of lithium dendrite growth with MOOSE framework

Phase-field simulation is a powerful tool for understanding lithium metal electrodeposition. This protocol outlines the process of numerically solving the phase-field equations using the MOOSE framework. Here, we describe steps to obtain the spatiotemporal distribution of major physical characteristics such as phase-field, ion concentration, overpotential, and driving force. Such an approach may help to reveal the underlying physics and kinetics of dendrite growth, while also providing design principles for suppressing lithium dendrites.
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SUMMARY
Phase-field simulation is a powerful tool for understanding lithium metal electrodeposition. This protocol outlines the process of numerically solving the phase-field equations using the MOOSE framework. Here, we describe steps to obtain the spatiotemporal distribution of major physical characteristics such as phase-field, ion concentration, overpotential, and driving force. Such an approach may help to reveal the underlying physics and kinetics of dendrite growth, while also providing design principles for suppressing lithium dendrites.

For complete details on the use and execution of this protocol, please refer to Hong and Viswanathan (2018).

BEFORE YOU BEGIN
Lithium metal battery has been regarded as the “holy grail” for batteries (Kerman et al., 2017; Cheng et al., 2017; Xu et al., 2014; Lin et al., 2017). The main challenge of the Li metal anodes stems from the uncontrolled nonlinear dendrite growth during electrodeposition (Monroe and Newman, 2003, 2004, 2005). Phase-field simulation is a powerful theoretical tool for understanding the dendrite growth kinetics and the underline physical mechanisms (Yurkiv et al., 2018, 2020; Hong and Viswanathan, 2019; Hong et al., 2020; Ahmad et al., 2020). Herein, we propose a protocol to numerically solve the hybrid grand potential-based nonlinear phase-field model using the fully open-source MOOSE (Multiphysics Object-Oriented Simulation Environment) framework (Gaston et al., 2009; Tonks et al., 2012; Permann et al., 2020), following the work by Hong et al. (2018) (Hong and Viswanathan, 2018). The MOOSE package described in this protocol is installed on Linux while installing MOOSE directly on a Windows system is experimental and not yet supported.

Derivation of the phase-field equations for lithium metal electrodeposition

© Timing: 4–6 h

In a phase-field model for lithium metal electrodeposition, three coupled variables are required, namely the phase-field variable \( \xi \), chemical potential \( \mu \), and overpotential \( \phi \). The governing equations for the three variables are listed below:

1. Phase-field variable \( \xi \).

In the phase-field model for metal electrodeposition, a non-conserved order parameter, namely the phase-field variable \( \xi \) is used, which is defined as \( \xi = 1 \) and 0, to describe the pure electrode and
electrolyte phases, respectively. The temporal evolution of the order parameter $\xi$ can be expressed as:

$$\frac{\partial \xi}{\partial t} = -L_0 (g'(\xi) - k \nabla^2 \xi) - L_1 h'(\xi) \left\{ \exp \left[ \frac{(1 - \alpha)nF \eta_a}{RT} \right] - \frac{c_{Li}^0 \exp \left[ -\frac{\alpha nF \eta_a}{RT} \right]}{c_0} \right\}$$  

(Equation 1)

**Note:** Details of the symbols can be referred to Hong et al. (Hong and Viswanathan, 2018). The phase-field variable $\xi$ depends on the chemical potential $\mu$ through the local lithium-ion molar fraction $c_{Li}$, which can be written as:

$$c_{Li} = c(1 - h(\xi)) = \frac{\exp \left[ \frac{(\alpha - \gamma)}{RT} \right]}{1 + \exp \left[ \frac{(\alpha - \gamma)}{RT} \right]} (1 - h(\xi))$$  

(Equation 2)

While the activation overpotential $\eta_a$ is related to the overpotential $\phi$: $\eta_a = \phi - E^0$.

2. Chemical potential $\mu$. The chemical potential can be obtained by solving the modified diffusion equation:

$$\frac{\partial \mu}{\partial t} = \nabla \cdot \frac{D_{c_{Li}}}{RT} [\nabla \mu + nF \nabla \phi] - \frac{\partial h(\xi)}{\partial t} \left[ \frac{c_{c_{Li}}^m - c_{Li}}{C_{c_{Li}}^m} \right]$$  

(Equation 3)

**Note:** the susceptibility can be calculated by:

$$\chi = \frac{\partial c_{c_{Li}}}{\partial \mu} (1 - h(\xi)) + \frac{\partial c_{Li}^0}{\partial \mu} h(\xi) \frac{C_{c_{Li}}^m}{C_{Li}}$$  

(Equation 4)

From Equation 3, it can be inferred that the chemical potential $\mu$ depends on the overpotential $\phi$ and the phase-field variable $\xi$.

3. Overpotential $\phi$. The spatial distribution of the electrical overpotential $\phi$ can be obtained by solving the conduction equation:

$$\nabla \sigma \nabla \phi = nFC_{c_{Li}}^m \frac{\partial \xi}{\partial t}$$  

(Equation 5)

**Note:** The effective conductivity $\sigma$ is related to the conductivity of the electrode phase $\sigma'$ and electrolyte phase $\sigma^e$, i.e., $\sigma = \sigma' h(\xi) + \sigma^e [1 - h(\xi)]$. Here the overpotential $\phi$ only depends on the phase-field variable $\xi$.

**Δ CRITICAL:** In MOOSE, the Equations 1–5 are solved together by minimizing the overall residual in a weak form. The normalization of the parameters is required to ensure that the coupled variables weighed almost equally. Details of the normalization are given in a previous report (Hong and Viswanathan, 2018).

**Install MOOSE framework**

** Timing: 4–6 h**
4. Install Pre-Requirements. Supporting packages are needed before installing MOOSE.
   a. CMake. Install CMake 3.6.0 or the latest version.
   b. Python. Install Python 3.0 or the latest version.
   c. Paraview. Install Paraview for data analysis and visualization.

   △ CRITICAL: Ensure that the supporting packages with the correct version are installed before installing MOOSE, an older version of the packages could result in fatal error during installation.

5. Install MOOSE. Follow the instructions from the MOOSE official website (https://mooseframework.inl.gov/getting_started/installation/conda.html).
   a. Install MOOSE Conda packages.
   b. Cloning MOOSE from GitHub: git clone https://github.com/idaholab/moose.git.
   c. Compile and run tests. In this step, type “cd ~/projects/moose/test; make -j 4; ./run_tests -j 4”. There are many test examples integrated in the software to test the reliability of the applications, please refer to the MOOSE official website “https://mooseframework.inl.gov/python/TestHarness.html” for details. If the installation was successful, you should see most of the tests passing. If a fatal error occurs, please contact the MOOSE developers or post a message on the MOOSE google group.
   d. (Optional) Uninstall Conda MOOSE Environment if you wish. To remove the moose environment, the following commands are needed: conda deactivate; conda env remove -n moose.

   Note: To ensure a reasonable computational speed, a supercomputer system or a cluster with at least 10 nodes and a minimum memory of 2 Gb/core is needed.

Derive the weak form and prepare for the customized kernels

○ Timing: 2–3 h

6. Follow the derivations from the MOOSE weak form online introduction, https://mooseframework.inl.gov/getting_started/examples_and_tutorials/tutorial01_app_development/step04_weak_form.html. Derive the weak form for Equations 1–5.

7. Use the official kernels first in the phase-field module for those that have been well developed. Add additional kernels (including the *.C and *.h files) if needed and include them in the corresponding positions in the phase-field folder.

   Note: Put the *.C and *.h files in the phase_field/src/kernels and phase_field/include/kernels folders, respectively. The additional customized *.C and *.h files are included in the supplementary files of a previous report (Hong and Viswanathan, 2018).

8. Re-compile MOOSE by typing: make -j 4.

   △ CRITICAL: Double check that the .C and .h files are included in the correct folder before re-compile, and make sure that MOOSE has been re-compiled after you updated the kernels.

Prepare for the input file

○ Timing: 1–2 h

9. Follow the official input format in MOOSE and generate a *.i file.

   Note: Define the different segments, including Mesh, Variables, Functions, initial conditions (ICs), boundary conditions (BCs), Kernels, Constants, Preconditioning, Executioner, and Outputs.
KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| Software and algorithms | Software and algorithms | | |
| Cmake | Kitware Inc., National Library of Medicine, etc. | https://cmake.org/ |
| MOOSE | Idaho National Laboratory | http://mooseframework.inl.gov |
| Linux | Linus Benedict Torvalds | www.Linux.org |
| C++ | Alcatel-Lucent Bell Laboratories | http://isocpp.org |
| Paraview | Kitware Inc., Sandia National Laboratories, and CSimSoft | https://www.paraview.org/ |
| Python | Python Software Foundation | https://www.python.org/ |
| GCC | GCC steering committee | https://gcc.gnu.org/ |
| MPICH | Argonne National Laboratory and Mississippi State University | https://www.mpich.org/ |

STEP-BY-STEP METHOD DETAILS
In this session, the major steps for the phase-field simulations of lithium dendrite growth using the MOOSE framework are described. We begin by illustrating how to edit and generate the input file, followed by job submissions. Then, the data analysis and visualizations are presented. Finally, the model limitations and trouble shootings are discussed.

Edit and generate the input file

© Timing: 0.5 h

1. Open the *.i file.
2. Customize the “Meshes” according to the simulation system (optional).

   Note: The details for customizing the mesh system can be found in https://mooseframework.inl.gov/syntax/Mesh/. For instance, if you want to generate mesh with the aspect ratio of a given image, the “ImageMeshGenerator” can be used (https://mooseframework.inl.gov/source/meshgenerators/ImageMeshGenerator.html).

3. Edit the “ICs” session for different initial conditions.

   Note: The initial conditions can be customized based on the target initial structure for the simulations. The supported “ICs” functions can be found in https://mooseframework.inl.gov/syntax/ICs/index.html. For instance, if a circular structure is used, one can apply the “SmoothCircleIC” (https://mooseframework.inl.gov/source/ics/SmoothCircleIC.html). The “ICs” can also be customized by defining a specific equation in the [Functions] module, and refer to this function in the “ICs” session. One example is given below:

```
> [Functions]
> [.ic_func_eta] # Define a function called ic_func_eta.
> type = ParsedFunction # The function type is ParsedFunction.
> value = 0.5*(1.0-1.0*tanh((x-20)*2)) # The value of the function depends on the horizontal axis x through this equation.
> [.]
>[
```
Change the “Constants” session to model different electrolytes (optional).

4. Optimize the “Executioner” for better convergence and higher speed (optional).

5. Change the boundary conditions according to the physical model (optional).

Note: The boundary conditions can be customized by changing the “BCs” module, details can be found in https://mooseframework.inl.gov/syntax/BCs/index.html. A sample input file (in *.i format) can be found in the supplementary files of Hong et al. (2018).

Job submissions and run

© Timing: 24–96 h

6. Generate a bash file according to the server job queue command.

A sample job queue script is given below:

```bash
#!/bin/bash
#BSUB -J Samplejob (Assigns the specified name to the job)
#BSUB -q score (Submits job to one of the specified queues)
#BSUB -n 10 (Specifies the maximum number of processors that are required for a parallel job)
#BSUB -R "span[ptile=32]" (Specifies host resource requirements)
#BSUB -o %J.out (Appends the standard output to a file)
#BSUB -e %J.err (Appends the standard error output to a file)

#Get present work directory
CURDIR=$PWD
#Generate nodelist
rm -f ${CURDIR}/nodelist >& /dev/null
for i in 'echo $LSB_HOSTS'
do
echo $i >> ${CURDIR}/nodelist
done
#Get the number of processors in nodelist
```
7. Submit the job. The submission command depends on the job queue system. A sample command with bsub: bsub <sample.lsf.

8. Check the job status and the output file (the *.e file) regularly, kill the job once the front of the anode reaches 180 μm.

Note: This cutoff distance is determined by the simulation system size. Typically, the cutoff distance is less than 90% of the simulation size to ensure the validity of the boundary conditions.

△ CRITICAL: Double check that the designed initial structure and the boundary conditions are correct after you get the first output. Re-exam the input file if the output doesn’t match with the design.

9. Optimize the time step, and do scaling tests to find the optimal number of nodes. (Optional).

Data analysis and visualization

@ Timing: 4–6 h

10. Download the *.e file to a local folder, open with Paraview. Click on “Variables”, and then select “Apply”, you can get the following picture (Figure 1).

11. Click on the “vtkBlockColors” button, and various variable options will show up, corresponding to the different variables in the equations.

Note: Taking the order parameter \( \xi \) as an example, after we select “eta”, the interface shown in Figure 2 will appear. The time evolution of \( \xi \) can be obtained after clicking on the right triangle on the top panel, as marked by the dashed red box.

12. In addition to eta, there are various variables in the model such as c: solution concentration distribution, pot: over potential, G: interface driving force, and so on. Through these variables, we can get the changes in the physical properties during electrodeposition.

Note: Take the concentration field as an example. Click on the “vtkBlockColors: button, and then select the “c” option, adjust “Time” to the target time, and tune the color mapping parameters for visual pleasure. An example is shown in Figure 3.

13. For further data analysis, line plots are required.
   a. Select “Filters” in the menu bar, then click on “Data Analysis”, and enter “Plot over line”.
   b. To plot the concentration distribution along the horizontal center line, adjust the coordinates of Point 1 to (0, 100, 0), and the coordinates of Point 2 to (200, 100, 0).
   c. Click “Apply”, and select c in the variable, Figure 4 will be generated. (Optional).

14. To output the data in excel, select “File” in the menu bar, and click on “save data”. The raw data will be saved to your folder for further analysis. (Optional).

EXPECTED OUTCOMES

The morphological evolution of the lithium metal anode during electrodeposition with different applied overpotentials can be obtained. The spatial distributions of the physical quantities such as Lithium-ion...
concentration, interface growth velocity, overpotential, etc. can be mapped out, as shown in Figure 5. This will enable an in-depth understanding of the underline physical mechanisms of the dendrite growth.

Moreover, the solid mechanics, thermal transport, and fluid mechanics modules can be further coupled to the current model, enabling the model of solid electrolytes, as well as operation under stack pressure, thermal heating/cooling, and electrolyte flow conditions.

LIMITATIONS
Currently, it is still challenging to perform a full 3-D model on a large scale. This is limited by both the calculation speed and memory.

SEI is not considered in the model due to the large length scale gap (the grid size is 1 μm, which is 2–3 orders of magnitude larger than the SEI thickness.

Only a half-cell is modeled in this work, a full cell with both cathode, anode, and separator is still difficult. This requires a larger length scale and a more complicated model.

TROUBLESHOOTING
Problem 1
You may encounter problems when installing MOOSE for the first time (before you begin, steps 4 and 5). Problems include not all the test jobs can run successfully.

Potential solution
• Make sure Conda is installed properly.
• Follow the installation tutorial step-by-step, and check whether the required software (GCC 7.5.0 or greater, Cmake 3.6.0 or greater, and MPICH 3.4.2 or greater) is installed successfully.
Read the error message and check the “troubleshooting” webpage on the MOOSE website (https://mooseframework.inl.gov/help/troubleshooting.html#condaissues) to follow the instructions.

Send an email to the MOOSE developers and post your problem on the MOOSE Google group.

Figure 2. Schematic representation of eta in Paraview

Figure 3. Concentration distribution of system solution at 200 s
Problem 2
May encounter convergence problem during iteration (step 7). This is a very common problem when developing new modules or starting with a new initial structure.

Potential solution
Adjust and optimize the solver in the “Executioner”. Decrease the timestep. Decrease the sharpness of the structure, especially with a triangle or tip in the initial structure.

Problem 3
May encounter sudden crashes of the program while running (steps 7 and 8).

Potential solution
- Double check if it is due to the failure of the infrastructure (e.g., out-of-power or out-of-memory for the supercomputers).
- Read the output and error message (.out and .err files), search for possible reason and solution from the message.
- Double check whether it is due to the convergence problem. Follow the trouble shooting for problem 2 if it is a convergence issue.

Problem 4
“Paraview” doesn’t work in your laptop (step 10).

Potential solution
Alternative visualization software can be used, including but not limited to:
- Peacock (https://mooseframework.inl.gov/application_usage/peacock.html), which is a software that allows the user to build or modify an input file, execute the application and view the results all within one package.
Visit (https://visit-dav.github.io/visit-website/index.html). Visit is a visualization tool that supports the .e file extension. Please refer to the official website for details.

Problem 5
The calculation speed could be very slow (step 8).

Potential solution
- Do the scaling test and increase the number of processors to a reasonable value.
- Decrease the system size.
- Optimize the timestep dt.
- Optimize the convergence criteria and the solver.
RESOURCE AVAILABILITY

Lead contact
Further requests for resources and questions should be directed to and will be fulfilled by the lead contact, Prof. Zijian Hong (hongzijian100@zju.edu.cn).

Materials availability
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Data and code availability
The data/code supporting the current study are available from the lead contact upon reasonable requests.
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