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ABSTRACT
In this paper we investigate the impact of the integration of context into dialogue translation. We present a new contextual parallel corpus of television subtitles and show how taking into account speaker gender can improve machine translation quality in terms of BLEU and METEOR scores. We perform a manual analysis, which suggests that these improvements are not necessary related to the morphological consequences of speaker gender, but to more general linguistic divergences.

1 Introduction

Journalistic and planned texts have long been the focus of attention in the Statistical Machine Translation (SMT) community largely due to the availability of large parallel corpora from parliamentary debates and the relative lack of data in other domains. Over the last decade, more and more emphasis has been placed on speech translation (Hardmeier, 2012), made possible thanks to the availability of speech-like parallel corpora such as the Ted talks and parallel subtitles (Lison & Tiedemann, 2016).1,2 The translation of speech-like texts is a challenge for standard SMT systems (trained on journalistic or parliamentary corpora) due to the very different nature of the texts; linguistically, spoken sentences are often ungrammatical, incomplete and contain a greater degree of lexical diversity, but they must also be situated within a dialogue context, in which prosody, common ground and speaker information can offer the only ways of providing a correct translation. One such example is that of French gender agreement, in utterances such as “I am tired”, translated as “Je suis fatiguée” for a female speaker and

1http://www.opensubtitles.org
2Although not strictly spontaneous speech, subtitles offer an approximation of speech and dialogue, and despite often containing a number of non-literal translations, have the advantage of existing in large quantities for multiple language pairs.
“Je suis fatigué” for a male speaker, for which speaker gender is the only possible way of determining the correct adjectival suffix.³

In this work, we aim to evaluate the impact of integrating external contextual information on translation quality. We present two contributions: (i) the creation of a contextualised parallel corpus of spontaneous dialogues, taken from television subtitles adapted from the TVD dataset (Roy et al., 2014) and (ii) exploratory experiments on adapting translation systems to one example of contextual information: the gender of the speaker. We provide preliminary results for the translation of English to French subtitles, using automatic evaluation metrics, as well as a manual evaluation of improvements.

Statistical approaches to machine translation heavily depend on training data used, and therefore adapting systems to specific corpora is a very natural move. The choice of data used to tune model parameters is also highly important, as shown by Pecina et al. (2012) when tuning an out-of-domain model using in-domain data. Gender-dependent modelling is a common technique used in speech recognition to adapt models to acoustic differences between men and women’s speech (Wahlster, 2000). However model adaptation is not restricted to speech recognition; Kübler et al. (2010) use dialogue act tags to improve a PoS tagger, and in machine translation, adaptive modelling has been used to create topic-dependent (Foster & Kuhn, 2007) and sentence-type-dependent (Finch et al., 2009) models by training and tuning on class-partitioned data.

Our paper is organised as follows. We first describe our TV series corpus production process (Section 2). In Section 3 we present the baseline models, based on pre-existing corpora. In Section 4 we suggest and evaluate a number of adaptations of the baseline models to gender-specific data. Finally, Section 5 provides a more detailed analysis of these changes through a contrastive manual evaluation between gender-specific and baseline models.

2 The Big Bang Theory reproducible corpus

The TVD corpus: We focus on the translation from English to French of a small but contextually rich subtitle corpus: the first two seasons of the American television series The Big Bang Theory. The dataset is generated using the TVD plugin (Roy et al., 2014), developed to provide reproducible datasets, exploiting visual, auditory and textual data, directly extracted from DVDs and freely available web sources.⁴ This is an important addition to primarily textual resources such as OpenSubtitles, which provide little extra contextual information. Amongst the numerous contextual elements available (speech turns, audio signal and images), we choose, in this preliminary work, to focus on and integrate one aspect of this contextual information into translation - the gender of the speaker.

Extracting an English-French parallel subtitle corpus: To use the corpus for the purpose of translation, we first extracted an enriched parallel corpus from The Big Bang Theory TVD plugin. The text is taken from the official OCR-extracted subtitles,⁵ since, unlike the manual transcriptions, they exist in multiple languages and are official translations. Following some correction of OCR errors using a small error lexicon and some manual rules, we align the French and English subtitles using their timestamps. Since there is not always a one-to-one mapping between French and English subtitles, and a perfect temporal alignment is not always present, heuristics are used to concatenate

³This information is not available in the source sentence and so is only attainable through knowledge of speaker gender.
⁴Due to copyright, the corpus cannot be distributed, but is reproducible using the plugin, once the DVD has been purchased.
⁵Using the Tesseract software (Smith, 2007) and VobSub2SRT (https://github.com/ruediger/VobSub2SRT)
subtitles where necessary in order to create parallel subtitle blocks.

**Assigning gender to subtitles:** Gender is assigned to subtitles by manually mapping speaker names to their corresponding gender. Speaker identities are provided by manual transcripts, which are automatically aligned to the audio signal (Bredin et al., 2014). We then transfer speaker identities to the subtitles, based on transcript and subtitle timestamps. We leave the task of using automatically predicted gender to future work; here we only consider reference genders to test our hypothesis.

**Division into train, development and test sets:** We divide this corpus into three datasets: BBT-train (the first 40 episodes), used to train translation and language models, BBT-dev (the next 6 episodes), used for tuning and BBT-test (the last 6 episodes), used for evaluation. We partition each set into two subsets, one for each gender. Basic corpora statistics can be found in Table 1. Note that there is a strong class imbalance towards male speakers, who produce approximately \( \frac{3}{4} \) of all test sentences. Subtitles corresponding to female speakers are also on average shorter than those for male speakers, and the percentage of out-of-vocabulary tokens compared to the two subtitle corpora (OPENSUBTITLES and BBT-train) is much smaller for female than male speakers, perhaps indicating a less heterogeneous use of vocabulary. Note that these characteristics are corpus-specific.

### 3 Baseline systems: testing pre-existing corpora

The first step in translating new data is to see how existing data fares for training a standard translation system. We provide baseline models using two pre-existing parallel corpora: EUROPARL (Koehn, 2005) and, more adapted to our domain, (though less commonly used) the film and television subtitle corpus OPENSUBTITLES (Lison & Tiedemann, 2016). As this corpus is very large, we used the Modified Moore-Lewis (MML) Filtering algorithm (Axelrod et al., 2011) to keep only the 8% of OPENSUBTITLE sentences most similar to BBT-train. We hereafter refer to this set as OpenSubs-mml.

A comparison of corpora is given in Table 1. One side-effect of filtering is the drop in average length between the corpus before and after filtering, most likely an effect of the fact that longer sentences are more different from each other in the two subtitle corpora. Despite this difference, OpenSubs-mml appears to be the most adapted corpus vocabulary-wise to our BBT data, resulting in the fewest out-of-vocabulary tokens. Note also the relative sentence lengths of source and target sentences. Whereas it is generally the case that French translations are longer than the corresponding English ones (as is the case with EUROPARL), the opposite is seen for the subtitle corpora, most probably linked to a shortening during subtitling due to the use of less literal translations and space constraints.

**Translation setup:** We use the Moses toolkit (Koehn et al., 2007) for translation. Alignments are computed over all three training sets. All language models are 4-gram models with Kneser-Ney smoothing. Parameters are estimated on BBT-dev using kbmira to optimise the BLEU score. For each corpus, a separate phrase table and language model are produced. Multiple language and translation models are combined using the default Moses model combination approach, and are assigned weights during the tuning step.\(^9\)

---

6. [http://bigbangtrans.wordpress.com](http://bigbangtrans.wordpress.com)
7. Gender identification is a standard part of speaker diarisation systems (e.g. Barras et al., 2006).
8. We remove all episodes from *The Big Bang Theory* from this second corpus to avoid any bias.
9. For example, the model EUROPARL+BBT-train contains two phrase tables (with the either strategy implemented in Moses), one for each corpus, and two language models, one for each corpus. A single reordering model is used for each system, based on the largest corpora used for the system.
Table 1: Corpus statistics

| Corpus     | # sents. | Ave. sent. len. (en) | Ave. sent. len. (fr) | OpenSubs-mml % OOVs | EUROPARL % OOVs | BBT-train % OOVs |
|------------|----------|----------------------|----------------------|---------------------|-----------------|------------------|
| BBT-train  | 9,592    | 9.0                  | 8.4                  | 2.1                 | 4.4             | 0                |
| BBT-trainₘ | 7,462    | 9.0                  | 8.5                  | 15.4                | 23.0            | 0                |
| BBT-trainᵋ | 1,941    | 8.9                  | 8.1                  | 8.5                 | 17.4            | 0                |
| BBT-dev    | 2,089    | 9.1                  | 8.1                  | 2.1                 | 4.0             | 7.3              |
| BBT-test   | 1,941    | 9.2                  | 8.2                  | 1.9                 | 4.0             | 7.2              |
| BBT-testₘ | 1,438    | 9.4                  | 8.4                  | 2.3                 | 4.1             | 8.0              |
| BBT-testᵋ | 354      | 8.8                  | 8.0                  | 1.1                 | 4.0             | 4.7              |

EUROPARL 1,969,197 27.1 30.0
OPENSUBTITLES 27,737,442 9.4 8.9
OpenSubs-mml 2,218,997 5.9 5.4

Table 2: Automatic evaluation of baseline models.

| Model data                  | BBT-dev | BBT-test |
|-----------------------------|---------|----------|
|                            | BLEU    | METEOR   | BLEU    | METEOR   |
| BBT-train                   | 13.64   | 0.327    | 13.95   | 0.326    |
| EUROPARL                    | 14.11   | 0.328    | 13.99   | 0.326    |
| OpenSubs-mml                | 23.20   | 0.419    | 23.69   | 0.432    |
| EUROPARL + BBT-train        | 16.86   | 0.362    | 16.82   | 0.368    |
| OpenSubs-mml+BBT-train      | 23.39   | 0.419    | 24.09   | 0.434    |
| OpenSubs-mml+EUROPARL       | 24.55   | **0.430**| **24.74**| **0.441**|
| OpenSubs-mml+EUROPARL+BBT-train | 24.64 | 0.428    | 24.56   | 0.437    |

Results: We evaluate the different models using two metrics: BLEU, and METEOR.\(^\text{10}\) Results are shown in Table 2. As the models are tuned with BLEU, we judge the best model combination to be the one with the highest scores with the second metric METEOR. This model, OpenSubs-mml+EUROPARL, also produce the highest scores for both metrics on the test set. It is unsurprising that both the BBT-train and EUROPARL models generalise poorly; the first lacks coverage because of its small size and the second because it is ill-adapted to speech-like data. However adding EUROPARL to OpenSubs-mml, by far the best-adapted dataset, does improve the scores of the latter. Somewhat surprising is the fact that adding BBT-train does not further improve results, and even degrades them slightly, most likely due to overfitting, as indicated by the BLEU scores on the development set.

4 Gender-based adaptative modelling

Taking our best baseline system (OpenSubs-mml+EUROPARL), we propose a series of adaptations to take speaker gender into account: (i) changing the tuning data, (ii) adding a gender-specific phrase table, (iii) adding a gender-specific language model, and (iv) adding both a gender-specific phrase table and language model. The additional gender-specific models are estimated using BBT-train sentences uttered by either male or female speakers. We distinguish three types of tuning data: ‘all’ corresponding to the entire BBT-dev, ‘female’ to sentences by female speakers and ‘male’ by male speakers. We test each of the models individually on the female and male BBT-test data.

\(^{10}\)METEOR scores range from 0 to 1; the higher the score, the better the translation.
The results (Table 3) show that exploiting speaker gender is useful for translation, with improvements possible for both male and female speakers as shown on the test set. All adaptations provide some improvement in at least one configuration when compared to the baseline score (first row). The highest score seen for the male test set was the combination of a specific language model, a specific translation model and BBT-dev, for tuning (+LM,m+TM,m/male), with an improvement of +0.17 BLEU. The improvement between the baseline and contextualised model was greater for female speakers, with an improvement of +1.09 BLEU for the configuration (+LM,f/female). When the gender-adapted models are used, (and the baseline for unknown genders), we see an improvement in scores for BBT-dev (24.61 BLEU, 0.433 METEOR) and BBT-test (25.11 BLEU, 0.444 METEOR).

| Model adaptation                          | Tuning data | BBT-test,m    | BBT-test,f    |
|------------------------------------------|-------------|---------------|---------------|
|                                          |             | BLEU | METEOR | BLEU | METEOR |
| (i) Choice of the tuning set              |             |      |        |      |        |
| ∅                                        | all         | 23.91 | 0.434 | 25.16 | 0.450 |
| ∅                                        | male        | 24.09 | 0.438 | 25.72 | 0.450 |
| ∅                                        | female      | 23.67 | 0.431 | 25.22 | 0.446 |
| (ii) Addition of a gender-specific language model |             |      |        |      |        |
| +LM,m                                    | all         | 24.17 | 0.436 | 24.80 | 0.447 |
| +LM,f                                    | all         | 23.35 | 0.430 | 24.13 | 0.443 |
| +LM,m                                    | male        | 23.92 | 0.435 | 25.39 | 0.448 |
| +LM,f                                    | female      | 23.97 | 0.444 | 26.25 | 0.459 |
| (iii) Addition of a gender-specific translation model |             |      |        |      |        |
| +TM,m                                    | all         | 23.94 | 0.436 | 25.12 | 0.443 |
| +TM,f                                    | all         | 23.71 | 0.432 | 24.93 | 0.447 |
| +TM,m                                    | male        | 23.84 | 0.433 | 25.25 | 0.443 |
| +TM,f                                    | female      | 23.54 | 0.432 | 25.38 | 0.450 |
| (iv) Addition of a gender-specific language model and translation model |             |      |        |      |        |
| +LM,m+TM,m                               | all         | 24.06 | 0.434 | 25.36 | 0.449 |
| +LM,f+TM,f                               | all         | 23.60 | 0.431 | 24.55 | 0.444 |
| +LM,m+TM,m                               | male        | 24.18 | 0.436 | 25.69 | 0.451 |
| +LM,f+TM,f                               | female      | 22.64 | 0.422 | 24.91 | 0.441 |

Table 3: Translation performance after adaptation of the OpenSubs-mml+EUROPARL model

5 Discussion and analysis of improvements

We base our discussion on the differences between baseline predictions (∅/all) and those from the model that gave the greatest improvements for each gender: (LM,m+TM,m/male) and (LM,f/female).

Given the language pair (English to French), one type of error that we could hope to have corrected is that of gender agreement, particularly for adjectives and past participles, in sentence such as “I am happy”, translated as “je suis contente” for a female speaker but “je suis content” for a male speaker. However given the small size of our dataset, the cases of this phenomenon are few; we manually identify 11 cases in the female test set which, given the lexical choice, could have resulted in a correction of gender, only one of which actually resulted in a correction.11

11 We even identify a case of reported speech uttered by a female speaker, in which the gender was erroneously corrected: “The man said ‘I am a physicist’”, translated as “L’homme a dit ‘je suis physicienne’”, with a feminine suffix -ienne.
So what are the improvements down to? As for many statistical systems, the improvements appear to be diverse and specific to the data used. To better understand the differences found between the baseline predictions and those from the gender-adapted models, we manually compared the quality of these two sets of translations and annotated their differences (See Table 4).\textsuperscript{12}

The most common differences for both genders were in lexical choices, followed by additions and deletions. A change in lexical choice was more often associated with an improved translation than a degraded one (38% vs. 31% for both genders). However the change most linked to an improvement was addition, and conversely, the change most linked to a degradation was deletion; for male speakers, 73% of sentences whose only difference was an addition were improved (82% for females), and 93% of sentences whose only difference was a deletion were degraded (60% for female).

These observations suggest that the difference in BLEU score might result from differences in sentence length; the BLEU metric heavily penalises translation hypotheses that are shorter than the reference and, as shown in Table 1, female utterances are on average shorter than male utterances. It turns out that the baseline model produces translations that are 99.3% shorter than the reference translations for male speakers and 97% shorter for female speakers, whereas the adapted models produce translations 99.8% shorter for male speakers and 98.8% shorter for female speakers. The heightened improvements linked to addition for female speakers and the decreased effect of deletion compared to male speakers may be explained by the class imbalance in the data. The generic data used to tune the baseline model contains three times as much male data as female data, and therefore the baseline model is biased towards male utterances. Any improvements are therefore lessened with respect to the improvements that can be achieved by adaptation for the more sparse female tuning data.

| Number of differing translations | % of differing sentences that contain a change |
|---------------------------------|----------------------------------------------|
|                                 | Add. | Del. | Reord. | Lex. choice | Tense | Gdr. agr. | Tu/Vous |
| Male                            | 200  | 76   | 64     | 60          | 28.5  | 17.5     | 14      |
| Female                          | 114  | 50   | 32     | 32          | 35    | 15       | 9.5     |

Table 4: Manual analysis of differences between baseline and the best gender-adapted models.

6 Conclusion

We have shown that it is possible to improve manual and automatic evaluation scores when testing our subtitle corpus on baseline and gender-adapted models. A manual evaluation indicates that these preliminary results do not yet enable us to link these improvements to gender-specific linguistic phenomena such as gender agreement. Improvements appear to be due to other specificities of the datasets, such as average sentence length, and the higher gains for female speakers are almost certainly linked to class imbalance in the data. Further investigations will be needed to fully understand our results. We also intend to extend the work to a larger and more balanced dataset, in order to see whether further improvements can be made. Automatically identifying speaker gender will also enable us to forgo the need for manual transcriptions. We will also turn to other types of contextual information, such as the audio signal and speech turns, to improve translation using dialogue structure.

\textsuperscript{12}We annotated all 114 of the female utterances that differed between the baseline and adapted model, and we randomly selected 200 of the 523 differing sentences for male speakers (of a total of 1,438 test sentences).
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