Design of experiments for the calibration of history-dependent models via deep reinforcement learning and an enhanced Kalman filter

Ruben Villarreal · Nikolaos N. Vlassis · Nhon N. Phan · Tommie A. Catanach · Reese E. Jones · Nathaniel A. Trask · Sharlotte L. B. Kramer · WaiChing Sun

Received: 30 September 2022 / Accepted: 30 March 2023 / Published online: 12 May 2023
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2023

Abstract

Experimental data are often costly to obtain, which makes it difficult to calibrate complex models. For many models an experimental design that produces the best calibration given a limited experimental budget is not obvious. This paper introduces a deep reinforcement learning (RL) algorithm for design of experiments that maximizes the information gain measured by Kullback–Leibler divergence obtained via the Kalman filter (KF). This combination enables experimental design for rapid online experiments where manual trial-and-error is not feasible in the high-dimensional parametric design space. We formulate possible configurations of experiments as a decision tree and a Markov decision process, where a finite choice of actions is available at each incremental step. Once an action is taken, a variety of measurements are used to update the state of the experiment. This new data leads to a Bayesian update of the parameters by the KF, which is used to enhance the state representation. In contrast to the Nash–Sutcliffe efficiency index, which requires additional sampling to test hypotheses for forward predictions, the KF can lower the cost of experiments by directly estimating the values of new data acquired through additional actions. In this work our applications focus on mechanical testing of materials. Numerical experiments with complex, history-dependent models are used to verify the implementation and benchmark the performance of the RL-designed experiments.
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1 Introduction

Finding an accurate representation for the physical response of a material with complex nonlinear behavior is a difficult endeavor that depends on the parametric complexity of the selected model, the experimental data available for calibration, and other factors such as indirect, noisy, or incomplete observations. This has motivated experimental design as a longstanding research area [15] with a multitude of approaches. In particular, the field of Bayesian optimal experimental design [5, 55] provides a paradigm to incorporate both prior information and uncertainties. It is guided by a user-selected utility function which can be recast as a dynamic programming problem based on the well-known Hamilton–Jacobi–Bellman equation [24, 25]. Reinforcement learning solutions [2, 10, 36, 38, 51, 52], such as the one proposed in this work, have the same basis. Also related to the present endeavor is real-time data assimilation, such as the Dynamic Data Driven Application Systems framework [7].

The physical characteristics of the material of interest in large part guide optimal experimental design. Material symmetry plays a role in model and response complexity, and hence in the complexity of the experiments needed to characterize it. For instance, the irreducible number of parameters for isotropic linear elasticity is just two, so two linearly independent observations of stress are sufficient to characterize the model; however, the number of parameters increases for lower symmetry materials such as transversely isotropic, orthotropic, monoclinic and fully anisotropic elasticity (which has 21 independent parameters). This complexity requires more independent observations and poses a more challenging optimal experimental design problem. Nonlinearity and path/history dependence of the
material response also play a role in model complexity and the data needed to obtain a sufficiently accurate calibration. Given large enough loads, most materials exhibit both non-linearity in the stress–strain response and dissipation which leads to path dependence. For instance, the material model in Ames et al. [1] requires 37 material parameters and complex forms to capture the thermo-mechanical response of amorphous polymers, and Ma and Sun [45] requires 25 material parameters to capture the crystal plasticity and phase transition of salt under high pressure and high temperature. While the use of machine learning to generate constitutive laws [30, 64] may enable one to bypass the need to identify a particular model form, the data required to obtain a sufficiently accurate neural network or Gaussian process model may be considerable and complex/ambiguous, and hence costly to obtain [16, 22, 66, 67].

The complexity of both traditional and emerging models, combined with the epistemic uncertainty that commonly occurs with experimental calibration, makes it difficult to use intuition alone to foresee the optimal experimental design for a fixed amount of resources (such as the duration of the experiment). While Bayesian design of experiments (DOE) [5, 53] may efficiently estimate and optimize the information gain of an experiment with a limited number of design variables, calibrating a material model often requires hundreds or even thousands of loading steps, each with a set of available options/control actions. This decision-tree, beginning with the material in its reference state, advances to subsequent states through a series of policy predictions that facilitate long-term planning, thereby rendering traditional myopic Bayesian Design of Experiments (DOE) inapplicable. The sequential process of decision–action-feedback of an experiment can be represented as a Markov decision process (MDP) in discrete time, where the optimal design of the experiment can be recast as a policy that optimizes a pre-selected set of rewards. The MDP is the foundation of reinforcement learning and has been successfully used for real-time decision making in robotics, control, and other fields [20, 23, 37, 72]. The interaction loop in a reinforcement learning algorithm is shown schematically in Fig. 1 and centers around an actor utilizing a policy to maximize rewards.

In this paper, we use a model-based deep reinforcement learning approach where an agent is constantly building a model based on the interaction with the environment. In contrast, a model-free algorithm does not involve the modeling and parameterization of the state and policy. Instead, the policy of the action is carried out through the statistics of rewards for a given action in the decision tree via Q table through policy gradient (see Feinberg et al. [14] and Sutton and Barto [63]). Due to the depth of the decision tree required for the design-of-experiment problem, we can only generate walks that visit a small fraction of states. Hence, the model-based method is preferred, as the model can estimate the states and policies and hence enables planing with fewer interactions. The same approach has been used, for instance, in Chess and Go, where the total number of visited states is significantly less than the possible states (cf. Silver et al. [59]). Please refer to Sutton and Barto [63] for a comprehensive review of various types of reinforcement learning.

In this work, we introduce a reinforcement learning (RL) [33, 43, 63] approach to optimal experimental design that utilizes a deep neural network and an enhanced Kalman filter (KF) [41, 69] for policy estimation to maximize the information gain for an experiment. We develop a framework which exploits our prior knowledge of the underlying physics by utilizing the structure of common history dependent models, such as plasticity, and augments the RL state with the uncertainty associated with model parameters. This allows the agent to select actions which are guided by parameter sensitivities to reduce the estimated variance of the parameters. The enhanced Kalman filter we present will provide a computationally efficient means of estimating parameter uncertainty for nonlinear systems. This approach offers several salient features and improvements over previous efforts (cf. Wang and Sun [65]) and is focused on providing optimal experimental designs for complex models. First of all, the use of a KF to provide a parameter calibration and parametric uncertainty-based reward via the Kullback–Leibler (KL) divergence measuring information gain enables the method to bypass the costly bottleneck induced by the Nash–Sutcliffe efficiency (NSE) index [46] used to estimate the values of new experimental data. This bypass leads to significant cost savings for experimental data that are expensive to obtain. Second, the introduction of a deep neural network trained by Monte Carlo tree search (MCTS) balances the needs for exploration and exploitation. Third, the RL and KF are enhanced with additional state information and strategies to handle the history dependence of the process and model. In
essence, we seek to replace a traditional experimentalist who pre-conceives experiments with an RL actor who is guided by a pre-trained policy and reacts to real-time rewards to minimize uncertainty in the model calibration.

The remarkable adaptability of Kalman filters to a vast array of linear and non-linear problems stems from their ability to efficiently estimate uncertainty through recursive updates in state and measurement parameters. For instance, Kalman filters have been effectively employed for real-time tracking of structural damage in civil infrastructure. Their diverse applications span from detecting building damage resulting from extreme events like earthquakes or severe weather [17, 70, 73], monitor degradation using incomplete knowledge of dynamics [27, 42], detection of anomalous behaviour in structural sub-elements [49], non-collocated heterogeneous sensing in non-linear systems [6], and accounting for the effect of environmental changes on the response of the system [12, 26, 29].

In Sect. 2 we develop a Kalman filter that can handle the non-linearity, non-smoothness, and history-dependence of common material models. It also exploits known behavior of the model, for example specific parameter sensitivities dominate in certain regimes. Since the Kalman filter is essentially an incremental Bayesian calibration (and state estimation) method, it provides parameter covariances as well as estimates of the mean parameters. The deep reinforcement learning method, described Sect. 3, utilizes this information in both the state and the reward that defines and guides the policy. The policy for controlling an experiment with the chosen reward creates data along a path that maximizes information gain in the selected model’s parameters. We employ a policy-value scheme that represents the rewards for control actions over the decision tree with a neural network. Since the possible paths of even simple experiments with a few allowable actions/decisions at every state have an enormous number of possible paths, we need to use Monte Carlo sampling on this tree to train the policy-value network. In Sect. 4, the proposed algorithm is demonstrated with widely-used plasticity models [44]. Two numerical examples are specifically designed to validate the deep RL where a benchmark of optimal experimental design is available. A third example demonstrates that the algorithm is effective in obtaining an optimal experimental design given a pre-selected model where the best design is not known a priori. Table 1 summarizes the notation used in the following sections. More details of the particular models and the KF applied to history dependent models are given in the Appendices.

## 2 Model calibration

The calibration task is, given a model \( \mathbf{m} \):

\[
\mathbf{y} = \mathbf{m}(\mathbf{x}; \theta)
\]  

(1)

with parameters \( \theta \), find a path \( \{ \mathbf{x}_i \} \) that leads to the highest accuracy and lowest uncertainty in the calibrated parameters. Here \( \mathbf{x}_i = \mathbf{x}(t_k) \) is the input at discrete time \( t_k \) and the sequence \( \{ \mathbf{x}_i, k = 1, n \} \) represents an experimental protocol. The total number of steps \( n \) indicates the cost of the experiment. The controls \( \mathbf{x} \) evoke an observable response \( \mathbf{y} \) from the physical system that \( \mathbf{m} \) models. At each step, a finite number of actions are available to the machine controlling the experiment; choosing these actions is the subject of Sect. 3.

Our focus is on models where the current response \( \mathbf{y}_k \) depends on the current and previous inputs \( \mathbf{x}_i, i \leq k \). With a history-dependent model

\[
\mathbf{y}_k = \mathbf{m}(\mathbf{x}_k, \mathbf{z}; \theta),
\]  

(2)

latent variables \( \mathbf{z} \) are introduced that have their own evolution

\[
\dot{\mathbf{z}} = \mathbf{f}(\mathbf{x}_k, \mathbf{z}; \theta)
\]  

(3)

and are typically hidden from observation. In the realm of material physics the latent variables typically describe internal states that are linked to dissipation, such as plastic strain. This irreversible behavior greatly complicates experimental design, since trial loadings can lead to permanent changes in the material. Details of the elasto-plastic model we use as an exemplar are given in “Appendix A”.

| Symbol | Description |
|--------|-------------|
| \( d \) | Observable output (data) |
| \( y \) | Model output |
| \( x \) | Controllable input |
| \( z \) | Hidden model state |
| \( m \) | Observation/response model |
| \( f \) | Hidden state dynamics |
| \( \theta \) | Parameters |
| \( \sigma \) | Stress (model output) |
| \( e \) | Strain (observable input) |
| \( e^p \) | Plastic strain (hidden model state) |
| \( \mu \) | Mean estimate of parameters |
| \( \Sigma \) | Covariance estimate of parameters |
| \( A \) | Parameter sensitivity of \( m \) |
| \( F \) | Hidden state transition |
| \( R \) | Observation noise covariance |
| \( K \) | Kalman gain matrix |
| \( S \) | Experiment states \( s \) |
| \( A \) | Experiment actions \( a \) |
| \( R \) | Reward |
| \( v \) | Value |
| \( p \) | Policy |

Table 1 Notation for generic model, exemplar, Kalman filter and reinforcement learning method
2.1 Kalman filter for calibration

Systems that rely not only on their present state but also on past states, inputs, and controls are referred to as history-dependent systems. Capturing this history dependence requires the history of the system to be sufficiently represented by the state. While directly concatenating the state history may seem feasible, doing so may lead to a very high-dimensional state space. This high dimensionality can be problematic for the training of the policy neural network, which must then take the high-dimensional state-action pair as input in order to output the policy for each action. Therefore, our primary objective is to optimize exploration by offering intermediate feedback to the agent in the form of rewards derived from Kalman Filter (KF) estimates. These intermediate rewards play a vital role in action selection, as shown in (25), and supply the necessary information to evaluate environments that deviate from pretraining conditions. To circumvent the need for batch processing the complete history-dependent evolution of data generated during training, we employ a sequential Bayesian filtering scheme. Moreover, providing sequential updates of the reward enables immediate feedback on the environment and affords flexibility in devising an online policy capable of distinguishing environments that diverge from pretraining circumstances.

For simplicity we will assume we have an experiment where we can control all components of strain and observe the stress of the material sample we would like to model; hence the calibration data consists of a sequence of strain–stress input–output pairs. There are many applicable methods to obtain parameter estimates given calibration data [62], such as nonlinear least squares regression. Here we use an online method, the Kalman filter (KF), that provides concurrent uncertainty quantification. The KF estimates a parameter covariance as well as a parameter mean since it is essentially an incremental Bayesian update of the parameters. It also provides a probabilistic estimate of the response. The current context presents a few complications that require an enhanced KF: (a) the model is nonlinear with respect to the inputs and parameters, (b) it is not smooth with respect to the parameters and (c) it is history-dependent.

Remark In our design of experiments, the KF is primarily tasked with guiding the experiments; after the data is collected, the model could be re-calibrated using other methods e.g. standard Bayesian calibration.

2.2 Extended Kalman filter

The complication of calibrating a nonlinear model with the Kalman filter, which was developed [34] for models that are linear in their parameters, can be handled with linearization. In the extended Kalman filter (EKF) [28], the state transition and observation models are linearized to maintain the usual Kalman update formula. Since we assume the stress is the only observable variable, the observation model is provided by the material model $m$, and the appropriate parameter sensitivities are

$$A_k = \partial_\theta m_{\theta_{k-1}, x, z},$$

where $k$ is the step, so that the linearization

$$m(x, z; \theta_k) \approx m(x, z; \theta_{k-1}) + A_k [\theta_k - \theta_{k-1}]$$

is sufficiently accurate. This linearization provides a mapping from the parameter covariance $\Sigma$ to the observable output covariance $A \Sigma A^T$.

Remark Note that for a linear model $y = \theta x$, like the elastic response described in “Appendix A”, the sensitivities $A$ increase with $x$. This relationship has ramifications on the KL divergence reward discussed in Sect. 3.

We assume the (observable) data $d$ corresponds to the model plus uncorrelated (measurement) noise

$$d = m(x, \theta) + \epsilon,$$

where parameters $\theta \sim \mathcal{N}(\mu, \Sigma)$ and noise $\epsilon \sim \mathcal{N}(0, R)$ follow normal distributions. The (continuous time, noiseless) hidden state transition model is

$$\dot{\theta} = 0$$

$$\dot{z} = f(x, z; \theta),$$

where states comprised of model parameters $\theta$ and hidden material state $z = \{ \epsilon^p, \lambda \}$. Since the parameters $\theta$ are fixed, their state transition is the identity. In discrete time, the state transition model become difference equations. For simplicity we assume the observations are complete, in the sense that all components of $y = m$ can be compared to data $d$. Due to the yield surface constraint (33), the plasticity model exemplar is actually a system of differential algebraic equations (DAEs). Handling DAEs in a KF requires additional care; “Appendix B” describes a rigorous treatment based on the work of Catanach [4]. For the results given in Sect. 4, we merely perform the chain rule

$$A = \partial_\theta m(x, z; \theta) = \partial_\theta m + \partial_z m \partial_\theta z,$$

which accounts for the change in $z$ over the step, but not the entire history.

The residual, residual covariance, and so-called Kalman gain are

$$r_k = d_k - m(x_k, z_k, \mu_{k-1})$$
respectively. They are used to update the parameter \( \theta \) mean \( \mu \) and covariance \( \Sigma \):

\[
\begin{align*}
\mu_k &= \mu_{k-1} + K_k r_k \\
\Sigma_k &= \Sigma_{k-1} - K_k S_k K_k^T
\end{align*}
\]

(13)

(14)

given the data \( d_k \) provided at step \( k \).

The KF is an iterative method that requires initialization. Initial values of the mean \( \mu_0 \) and covariance \( \Sigma_0 \) represent the prior information of the parameters \( \theta \). We normalized the parameters so that they were close to \( O(10^0) \) and this made a diagonal \( O(10^{-1}) \) \( \Sigma_0 \) matrix a reasonable prior. In the present context of low measurement noise experiments, the noise variance \( R \) is fixed and a scaling of the identity matrix with the scale chosen \( a \) priori to be small \( O(10^{-6}) \); however, it can be calibrated as well. Furthermore, in this case, the diagonal of \( R \) primarily regularizes the inversion of \( S \). Predictions can be made using the current values of the mean parameters \( \mu \) and their covariance \( \Sigma \):

\[
y^* \sim N(\mathbf{m}(\mathbf{x}^*), \mathbf{A}^* \Sigma \mathbf{A}^{*T}).
\]

(15)

It is important to note that for highly nonlinear models, traditional approaches like the Extended Kalman Filter (EKF) may not provide the accuracy needed. Instead, more advanced methods like the Unscented Kalman Filter (UKF) [32] or Ensemble Kalman Filter (EnKF) [13] can be implemented, which can achieve higher accuracy and/or computational efficiency. In addition to the UKF, there are other nonlinear Kalman filtering methods [8] such as particle filters or dual filter estimation frameworks, which can offer advantages over the EKF. However, we have chosen to use the EKF in our work due to its simple implementation, flexibility, and compatibility with DAE solvers (see “Appendix B”) and policy updates in reinforcement learning, i.e. both EKF and machine learning networks use derivatives to update a function with current knowledge. It is important to note that changing the filter to any of the aforementioned methods would not pose any technical difficulties since the RL algorithm implemented is agnostic to the estimator.

### 2.3 Switching Kalman filter

Plasticity models consist of two response modes, (a) an elastic one where only some of the parameters are influential, and (b) a plastic one where all parameters affect the response. A customization of the EKF is, therefore, necessary to adapt to these physical regimes and avoid errors in the accumulation of latent variables in the plastic mode. With the exemplar in “Appendix A”, no information on the plastic response is available from the material in its reference/starting state. If the exact state at which the material changes to a plastic response was known, it would be trivial to select the appropriate KF; unfortunately, uncertainty in the yield stress causes erroneous Kalman updates of the parameters and hidden state.

Two solutions are implemented to handle the discontinuity in response and the switching between elastic and plastic modes. The first sets a convergence tolerance criteria on the parameters. This \( \text{ad hoc} \) version of the EKF sets parameter sensitivities to zero when convergence is detected. This masks the sensitivity matrix \( A \) with a diagonal matrix \( M \) that has unit entries for parameters that have not converged and zeros for ones that have. This masking has the effect of fixing the converged parameters at their current mean. In particular, it allows the elastic parameters to be calibrated first while the material state is still within the yield surface, and then the calibration of the plastic parameters ensues, with fixed elastic parameters, once yield is encountered. For this simple method, convergence is assessed with a Cauchy convergence criterion on the mean \( \mu \) for the particular parameter and a check that the current diagonal entry of the covariance \( \Sigma \) has decreased from its previous value.

Alternatively, an extended \( \text{switching} \) Kalman filter (SKF) is a more rigorous approach and can deal with discontinuous parameters, such as elastic vs. plastic response, by simultaneously competing multiple models (in this case, material modes). This competition allows for a more accurate prediction of material behavior when there is a latent variable with abrupt or discontinuous changes. We implement a generalized pseudo-Bayesian (GPB) algorithm [48], which takes Gaussian distributions associated with each material mode and collapses them into a Gaussian mixture of (at most) two previous history steps. The second-order generalized pseudo-Bayesian algorithm (GPB2) is a good balance between accuracy and the complexity of longer views of the history. Full details of the GPB2 algorithm applied to the present context are given in “Appendix C”.

### 3 Deep reinforcement learning for experimental design with extended Kalman filter

This section describes the incorporation of the extended Kalman filter (EKF) into deep reinforcement learning (DRL) for experimental designs that maximize information gain. Based on the reward hypothesis of reinforcement learning [50], we assume that the goal of a calibration experiment can be formalized as the outcome of maximizing a cumulative reward defined by the information gain estimated from the EKF. As such, the design of the experiment that generates a model can be viewed as a game where an agent seeks
feasible actions in an experiment to maximize the total information gain, and hence the best-informed model parameters, as shown in Fig. 2 which illustrates the workflow of the proposed RL approach.

In this section, we have two objectives: (1) to describe how an experiment is run as an MDP in an RL framework enhanced by the EKF, and (2) to provide some key highlights on how the DRL agent that runs the experiment is trained. Section 3.1 first formulates a family of mechanical tests as an MDP. Then, the policy that gives the action selection is described in Sect. 3.2 and the action of the experiments represented by a decision tree is described in Sect. 3.3. The action-state-reward relationship quantified by the EKF is described in Sect. 3.4. With these ingredients properly defined, the Monte Carlo tree search (MCTS) used to update the policy and improve the DRL agent’s decision-making process is provided in Sect. 3.5.

### 3.1 Experiments as a Markov decision process

Here, we consider an experiment conducted by an agent as a single-player game formulated as MDP where the agent interacts with the environment based on its state in a sequential manner. This MDP can be a tuple $(\mathcal{S}, \mathcal{A}, \mathcal{s}, \gamma)$ consisting of state set $\mathcal{S}$, action set $\mathcal{A}$, and joint probability of reward $\mathcal{R}$ for a given state $s$ and discount factor $\gamma$ that balances the relative importance of earlier and later rewards.

For the experiment we set the RL actions with all the allowed experimental control actions that affect the strain $\epsilon$, and the RL state set as all the results of possible actions over a sequence of steps. To accommodate history effects within the MDP we expand the notion of state to include all prior loading history. Even for a discrete set of $n$ actions the state space increases exponentially with time starting from the reference/initial state and growing $n$-fold with every step.

In an episode, the agent makes a sequence of decisions of (discrete) actions $\Delta \epsilon_k$ to take. An episode is a complete traversal of the decision tree from the root node to a leaf node that corresponds to the end state of an experiment after a fixed number of steps. In effect an episode is a particular experiment defined by selected control actions $\{x_i, i = 1, k\}$. For each decision within the same episode, an agent takes an action based on the policy $p(s, a) \in [0, 1]$ that suggests the probability of the preferred choice. Each action taken by the agent must lead to an update of the (observable) state $y_k$. This updated state is then used as a new input to generate the next policy value for the available actions. This feedback loop continues until the particular experiment/episode concludes.

The RL environment is defined as any source of observations that provides sufficient information to update the state. In this work, our goal is to introduce the KF as a component of the environment where the estimation of the KF state is used to: (1) provide an enhanced state representation, as well as (2) constitute the reward of the experiments to redefine the objective of the game, which is now formulated to maximize the information gain of the experiments. Finally, learning occurs whenever the deep neural network that predicts the policy is retrained in an RL iteration [59, 66]. An iteration can be called upon whenever a sufficient amount of new state-action pair labels is collected during the experiments. The ratio between the number of iterations and episodes as well as the architecture of the neural network itself are both hyperparameters that can be fine-tuned for optimal performance.

### 3.2 Policy represented by deep neural network

In principle, the RL policy that guides the agent to select rewarding actions can be determined by directly sampling the states, actions, and rewards among all the existing options. However, such an approach is not feasible when the number of possible paths to conduct experiments becomes too large. A classical example includes the game of Go [60] where exhausting all the possible moves is intractable. This large number of paths is also common in experiments where a sequence of decisions has to be made both before and during the experiments. More discussion of this point is given in Sect. 4.

As shown in, for instance Silver et al. [58–60], an option to manage this curse of high dimensionality is to approximate the policy (and potentially other sets in the tuple) via a trained neural network and use MCTS to improve the efficiency of the sampling. In our work, the deep neural network is solely designed for the purpose of generating the policy value when given a particular combination of state $s \in \mathcal{S}$ and action $a \in \mathcal{A}$. Note that policy function can also be approximated by other techniques, including mathematical expressions obtained from symbolic regression [39] and the choice of the approximation may affect the difficulty of the representation problem. In this paper, a standard overparameterized deep neural network is adopted throughout the entire training process. The neural network follows a standard mul-
tilayer perceptron feed-forward architecture. The network takes RL state \( s \) that corresponds to a node of the decision tree as inputs and is subsequently fed into a series of dense hidden layers. The network has two outputs: a policy vector \( p \) representing the probability of taking the action \( a \) from the current state \( s \) and a predicted scalar value \( v \) estimating the reward from the state (see Fig. 3). A policy is a probabilistic function in part to allow for exploration as well as exploitation of previous information such as the rewards for previous actions. Since the policy represents a probability, a softmax layer is used for this output, while a tanh layer is used for the continuous value output. Additional specifics of the network’s architecture and training hyperparameters are provided in Sect. 4.

The mapping between the input state \( s \) and the output policy \( p \) and value \( v \) is, thus, represented by a neural network approximator \( \hat{f} \). The approximation is defined such that \( \langle \hat{p}, \hat{v} \rangle = \hat{f}(s | W, b) \), where \( \hat{p} \) and \( \hat{v} \) are the approximated values of the policy vector and value, respectively, and \( W \) and \( b \) are the weight matrices and bias vectors of the architecture, respectively, to be optimized with stochastic gradient descent during the network training. The training objective for the training samples \( i \in \{1, \ldots, N\} \) is to reduce the mean squared loss:

\[
W', b' = \arg\min_{W,b} \left( \frac{1}{N} \sum_{i=1}^{N} \left( \| p_i - \hat{p}_i \|_2^2 + \| v_i - \hat{v}_i \|_2^2 \right) \right).
\]

(16)

**Remark** Note that this policy corresponds to the reward but is not the reward itself, as the policy must be a trade-off between exploration and exploitation [63]. This balance will be further discussed in Sect. 3.5.

**Remark** The application in this current work is developed for calibrating plasticity models for metals where negligible measurement noise (on the order of 0.01%) is observed in the target data. As such, we do not investigate the impact of noise on the DRL algorithm’s convergence in this work. It is expected that observed noise will not significantly affect the algorithm’s convergence. It is worth noting that the reinforcement learning states refer to discrete decisions in the experiment setup and there is no direct definition of noise in the context of the experimental design. Nevertheless, our application aims to train the algorithm offline and deploy it in a lab setting for real-time decision-making, where noise is not expected to significantly impact the algorithm’s performance. The policy-value network \( \hat{f}(s) \) inputs only the current state, which represents the history of previous decisions, to make a forward prediction for the optimal next experimental step and is not affected by the observed material response.

### 3.3 Action representation: decision tree for experiments

In a Markov decision process, a state from an earlier decision is connected to all of the corresponding possible child states through an action. Furthermore, an earlier action may affect the latter states but a latter decision has no effect on the prior state. Hence, all the possible actions and states together are connected in a directed and acyclic manner, which, in graph theory [68] is referred to as a poly-tree. We will employ the terminology of graph theory and refer the initial state of an experiment as the root (the vertex with only outgoing edges in the tree) and the end of the experiment as the leaf (a vertex with only an incoming edge). As such, the decision tree of an experiment is a specific poly-tree that represents all the possible states at vertices, each connected by edges representing the corresponding actions available during an experiment. The role of the policy of the RL agent (the actor) is to determine the action when a state is given as input such that an RL agent may create a path that started from the root and end at one of the leaves of the decision tree.

### 3.4 Environment: states and rewards of the design-of-experiment problem

As pointed out by Reda et al. [54], a key ingredient to generating the effective learned policy and value of the states that often get overlooked is the parameterization of the environment, in which the DRL agent/algorithm interacts. In the design-of-experiment problem, the environment provides feedback caused by actions selected by the DRL agent. This feedback can be in the form of a state or reward. We formulate the design-of-experiment as a multi-objective problem in which we want to (1) minimize the expected value of the discrepancy between the predictions made by the calibrated models and the ground truth (by maximizing the Nash–Sutcliffe efficiency (NSE) index of the calibrated model, see (23)) and (2) improve the efficiency.
of the experiments by maximizing the Kullback–Leibler (KL) divergence, and hence maximizing the information gain between states. While both measurements provide a valuation of the actions through measuring the improvement of the model due to additional data gained from new actions in the experiment, the KL divergence does not require additional sampling, and hence is more cost-efficient. However, the extended Kalman filter (EKF) used to calculate the KL divergence also has well-known limitations, such as the need to make a sufficiently close initial guess to avoid divergence triggered by the linearization process and the consistency issue due to the underestimation of the true covariance matrix.

As such, we employ a mixed strategy in which we only approximate the NSE index by under-sampling a few states outside of the training data region. This cheaper approximated NSE index is augmented with the KL divergence as the combined reward to circumvent the inconsistency and divergence issue of the EKF, whereas the KF-predicted mean and variance of the calibrated parameters are used, in addition to the loading history of the experiments, to represent the enhanced state of the experiment.

To fully assess the usefulness of the NSE and KL divergence reward metrics for experiment design, we conduct a comprehensive study of each reward metric individually and in combination. In Sect. 4, our numerical experiments are designed to validate the capacity of each reward metric for designing experiments and their ability to work together to produce optimal experiment designs. We want to use the KL divergence reward metric because of its cost efficiency; however, we also incorporate the NSE index in our mixed reward when necessary to address the limitations of the EKF calibration. This approach enables us to achieve a balance between experiment efficiency and prediction accuracy, and it underscores the flexibility and versatility of our proposed algorithm for designing optimal experiments in a variety of settings.

For brevity and to avoid confusion with the estimated added reward within each state update, we would use the term game score to refer to the total reward accumulated within an experiment game, while the history of the performances is measured by monitoring the distribution of the game score against the policy neural network iteration at which the policy neural network is re-trained.

3.4.1 Information-gain reward: Kullback–Leibler divergence

The KL divergence has a lower-bound value of 0 when the model perfectly describes the data, meaning that no information was gained. Similarly, a perfect NSE score has an upper-bound value of 1 when the model perfectly replicates the data. There is no direct relationship between the NSE score and the KL divergence, but both measure aspects of model accuracy and parameter uncertainty.

Generally speaking, the KL divergence is a measure of the statistical change between two probability distributions. Denoted as $D(\pi_1 || \pi_0)$ where $\pi_0$ is a reference prior probability distribution and $\pi_1$ is the updated posterior probability distribution. The difference is calculated as the expectation of the logarithmic difference between distributions with respect to the posterior probabilities $\pi_1(x)$:

$$ D_{KL}(\pi_1 || \pi_0) = \int_X \pi_1(x) \log \left( \frac{\pi_1(x)}{\pi_0(x)} \right) \, dx, $$  

where $x \in X$ represents a shared probability space.

By formulating a reward based on the KL divergence, we can get a measure of how informative new data $d_{n+1}$ is in updating the distribution of the estimated parameters $\pi(\theta | D)$ (see Fig. 4):

$$ \Delta KL = \int \pi(\theta | D_{n+1}) \log \frac{\pi(\theta | D_{n+1})}{\pi(\theta | D_n)} \, d\theta - \int \pi(\theta | D_n) \log \frac{\pi(\theta | D_{n+1})}{\pi(\theta | D_n)} \, d\theta, $$  

where $D_n = \{d_k, k \leq n\}$. For a multivariate Gaussian distribution, like the one we have with the KF, the KL divergence is analytic:

$$ KL_k = \frac{1}{2} \left( \log \det \Sigma_k + \text{tr} \left( \Sigma_k^{-1} \Sigma_0 \right) + (\mu_k - \mu_0) \Sigma_k^{-1} (\mu_k - \mu_0) - n_\theta \right), $$  

where $n_\theta$ is the number of parameters. A reward for the experiment over $n$ steps can be formulated as

$$ R_{KL} = \sum_{k=1}^{n} \Delta KL_k, $$  

where $\Delta KL_k \equiv KL_k - KL_{k-1}$.

For example, the reward for a single step in a linear elastic material with bulk modulus $K$ and shear modulus $G$ has covariance

$$ \Sigma_k = \begin{bmatrix} \text{var}(K)_k & \text{cov}(K, G)_k \\ \text{cov}(G, K)_k & \text{var}(G)_k \end{bmatrix} $$

and mean vector of the estimated bulk and shear moduli

$$ \mu_k = \begin{bmatrix} K_k \\ G_k \end{bmatrix}. $$

As illustrated in Fig. 4, the distribution of the parameters begins with a pre-selected prior value for the mean $\mu_0$ and covariance $\Sigma_0$ before measuring any data. The KL divergence initially increases since the new data is more
in the case of linear elasticity, the state can be represented by the mean of two elastic material parameters and the components of the symmetric covariance matrix, which contains three independent components. In other words, the state representation of the experiment employs both a representation of the loading path and the parameter distribution provided by the EKF. Together, they form the RL state, which is used as the input for the policy neural network shown in Fig. 3.

**Remark** The decision points for the MDP can be on a larger step size than the KF, i.e., the KF can be sub-cycled for additional stability and accuracy.

**Remark** Note that while incorporating more sensory information may provide more information to learn the policies and values, in practice adding more information may also increase the dimensionality of the state representation, and hence significantly increase the difficulty of the DRL. The exploration of more efficient state representation methods and the implications of more efficient state representations are active research areas [57], but are out of the scope of this study.

### 3.4.3 Forecast prediction reward via an under-sampled Nash–Sutcliffe efficiency index

The Nash–Sutcliffe efficiency index is a simple normalized measure of the discrepancy between model predictions and ground truth data. The NSE index is:

\[
\mathcal{R}_{\text{NSE}} = 1 - \frac{\sum_{k=1}^{N_{\text{data}}} |d_k - m(\theta)|}{\sum_{k=1}^{N_{\text{data}}} |d_k - \text{mean}(d)|} \in (-\infty, 1],
\]  

where \(d_k\) is the data point at step \(k\), \(m(\theta)\) is the calibrated model at the end of an episode and \(\text{mean}(d)\) is the mean value of the dataset. To measure the mean of the forecast accuracy via the NSE index, the number of data points \(N_{\text{data}}\) must be sufficiently large such that empirical loss and population loss lead to a sufficiently small difference (refer to Gnecco et al. [18]). Hence, this sampling requirement can be costly, especially for physical experiments that require labor, time and material costs. As such, we propose an under-sampling and static strategy where the data points \(d_k\) collected to calculate the NSE reward are sampled prior to the training of the DRL agent [66, 67]. This reduction in the sampling size may, in principle, leads to increasing bias by missing data of statistical significance. However, since the sub-reward \(\mathcal{R}_{\text{NSE}}\) introduced here merely functions as a regularization term for the KL reward in (20) to guide the early exploration of the DRL agent, no significant issues manifested in the numerical experiments showcased in Sect. 4.
3.4.4 Combined reward for multi-objective experiments

As mentioned earlier, approximating the parameter distributions of highly nonlinear function via the standard EKF may lead to inaccurate state estimation. This inaccuracy, in turn, can inflate the KL divergence and leads to an over-optimistic reward for the DRL agent [40]. While there are alternatives, such as unscented Kalman filter [31] and the ensemble Kalman filter Evensen [13] that can circumvent the loss of accuracy due to the linearization of the nonlinear function, a simpler implementation approach is to add the NSE reward into the DRL framework during the training process to modify the exploitation behavior of the DRL agent.

As such, we introduce a weighted average reward that augments the KL divergence with the under-sampled NSE index:

$$R_{\text{total}} = w_{\text{NSE}} R_{\text{NSE}} + w_{\text{KL}} R_{\text{KL}}, \quad (24)$$

where $w_{\text{NSE}}$ and $w_{\text{KL}}$ are weighting factors for the two rewards. To promote the neural network representation training, the rewards in the following applications are rescaled to be order 1 based on an estimate of the range of expected values. When using the mixture of the two rewards, $R_{\text{NSE}}$ and $R_{\text{KL}}$, we rescaled each to the range of [0, 1] and choose the weights such that $w_{\text{NSE}} + w_{\text{KL}} = 1$ so that the total reward is in the same range. Unless stated otherwise, all the numerical experiments are conducted with equally weighted sub-reward, i.e., $w_{\text{NSE}} = w_{\text{KL}} = 1/2$.

In order to implement this joint reward during the training of the DRL algorithm in practice, we perform the tasks described in Sects. 3.4.1 and 3.4.3 sequentially to calculate the sub-rewards in Eq. (20) and Eq. (23). For Eq. (20), we update the KL divergence reward with the information gain metrics as the EKF model is calibrated on new experiment design paths from the tree search. For Eq. (23), we test the newly calibrated model in a forward prediction against a subsample of blind data $d_k$—this data has been sampled prior to the start of the DRL training. The two sub-rewards are scaled, weighted, and summed to provide the joint reward in Eq. (24).

**Remark** Note the assumption of a fixed-step budget is not overly constraining. If the incremental reward tails off, and the parameter uncertainties are acceptable, the experiment can be truncated early, potentially with significant cost savings.

**Remark** There is distinction between (a) the reward calculated from the KL divergence, NSE index or a combination of the two, and (b) the state value and expected cumulative reward predicted by the policy. As in the RL literature, we use reward to refer to the former and value to reference the latter.

3.5 A Monte Carlo tree search with Kalman reward estimator

Here, we consider the case where planning and learning are both needed to maximize the information gain within a limited number of actions. The learning objective is the optimal calibration of a material model. For costly physical experiments, the goal of designing an experiment is not just to finish a task (e.g., calibration, discovery and uncertainty quantification), but to finish the task within the allocated resources. The multitude of decisions complicates this goal. For instance, in a biaxial compression/extension test where the specimen can be compressed/extended in two directions, there will be $4^{50} \approx 10^{50}$ possible ways to run an experiment with 50 incremental time steps. Sampling all the available paths and selecting actions that maximize the optimal reward can be a feasible strategy only if all paths can be visited. The classical Monte Carlo simulation is not feasible as random sampling is not sufficiently efficient to discover the optimal policy given limited opportunities to visit only a small fraction of the possible paths. As such, a tactic to balance exploitation and exploration is necessary [47].

In this work, Monte Carlo tree search (MCTS) is used to enable estimation of the policy value $p(s, a)$ by visiting state-action pairs according to an optimality Eq. (25), that balances exploitation and exploration of the decision tree. It is necessary to setup a material simulator and model calibrator before beginning the policy search in algorithm 1. The output of these components constitute the observable variables in the RL environment that help the agent learn and improve its policy. Code implementations of the simulator and calibrator are not covered here in detail, but the material exemplar is found in “Appendix A”. An KF is used for both evaluating the reward and calibrating material parameters. The EKF and the SKF methods we employed are described in Sects. 2.2 and 2.3.

Once the policy DNN is initialized (see Sect. 4.1), the iterator $i$ starts the outer loop. Each iteration executes a policy update after an inner loop (iterator $j$) over a number of episodes, where the outcome of each episode represents the result of the current policies for the design of the experiment. Update of the policy DNN is accomplished with a stochastic gradient descent optimizer, see Sect. 3.2. During an episode, the decision tree is populated with state and action pairs until the end of the tree is reached. Each action is selected according to a probability of moving to a state of maximum value. This value is estimated by a policy $p_i(s, a)$ at the $i^{th}$ iteration.

At the end of each episode, the history of control actions taken are fed as input into the material simulator and calibrator. The reward $R_{KL}$ assigned to an episode is calculated
using the KL divergence (20) which is based on the mean and covariance posterior updates. The KL divergence is a measure of the expected amount of information gained about the system state. A higher reward indicates that the agent is learning more about the system as it informs the model calibration. The reward can also be calculated according to (23) or a mixture, (24). At the conclusion of each iteration, the policy is updated using the training examples generated during the episode simulations (step 26, algorithm 1). After several iterations, the policy becomes a good estimator of action value and the exploitation of high value actions will be balanced by (25) which diminishes the probability of selecting repetitive pathways.

Algorithm 2 details and the MCTS in the inner loop in Algorithm 1 (7–13). Within one episode, the MCTS we employed repeatedly performs the three steps illustrated in Fig. 5 [58]:

Once the search is complete, the search probabilities/policies $\pi$ are evaluated based on how often a state was traversed:

$$
\pi(a | s) = \frac{N(s, a)^{1/\tau}}{\sum_b N(s, b)^{1/\tau}},
$$

where $N$ is the visit count of each move from the root node and $\tau$ is a temperature parameter, which is another parameter controlling the exploration. Thus, the discovered policies are proportional to the number of visits in each state.

After a fixed number of episodes, there will be enough labeled data of state, action, policy, and reward to update the policy network. At this point, an iteration of the policy network is conducted, and all the collected data within the episode will be used to retrain the policy neural network. In this context, iteration refers to a policy update which is conducted after a certain number of episodes have collected sufficient new reward data.

### 4 Numerical experiments

In this section, we introduce three design-of-experiments examples to: (1) validate the implementation of the EKF-DRL algorithm, (2) provide benchmarks against the classical DRL approach that employs the Nash–Sutcliffe sampling to estimate the rewards, and (3) showcase the potential applications of the EKF-DRL algorithm for designing mechanical experiments for models of high-dimensional spaces that require a significantly larger decision tree for long-term planning due to history dependence and other complications.

We focus on the calibration of traditional physical models whose limited parameterization (relative to potentially more expressive models) helps to control the growth of the decision trees. We also assume that have noiseless observations of experimental data, which is motivated by the low measurement noise of modern testing equipment. These simplifying assumptions allow us to focus on the primary challenge of designing a UQ-driven reinforcement learning design of experiments strategy for history-dependent materials.

#### 4.1 Implementation verification 1: experiment for linear isotropic elastic materials

For a linear isotropic elasticity model, there are two independent elastic moduli. Hence two linearly independent observations are sufficient to provide the necessary information to determine the model parameters [3]. For example, a single step in a uniaxial test should be sufficient to identify any pairs of independent linear elastic parameters if the stress is observed in independent directions (e.g., the Poisson effect is observed as a supplement to the surface traction and uniaxial stress along the loading direction).

In this numerical experiment, we introduce a virtual test where the EKF-DRL agent observes the volumetric and deviatoric stress of a linear isotropic elastic material whenever the
Algorithm 1 Reinforcement learning for Design of Experiments

Require: The definitions of the experiment game: environment, states, actions, rewards.
1: Initialize the experimentalist policy/value network DNN. For fresh learning, the network is randomly initialized. For transfer learning, load pre-trained network instead.
2: for i in iterations do
3: Initialize empty sets of the training examples \( \text{trainExamples} \leftarrow \{ \} \).
4: for j in episodes do
5: Initialize the starting game state vector \( s \) (container for experiment control history).
6: Initialize empty tree of the Monte Carlo Tree search (MCTS), by setting containers for edge visits \( N(s,a) \), and mean action values \( Q(s,a) \).
7: while True do
8: Check for all allowed actions at the current state \( s \) according to the games rules.
9: Get the action probabilities \( p(s_\cdot) \) for all allowed actions by performing repeated MCTS simulations.
10: Sample action \( a \) from the probabilities \( p(s_\cdot) \).
11: Modify the current game state to a new state \( s' \) by taking the action \( a \).
12: if \( s' \) is the end state of the game of the experimentalist then break
13: Calibrate material model using EKF with the selected paths in the decision tree.
14: if the information-gain reward (Sect. 3.4.1) is used then
15: Evaluate \( R_{KL} \) from the model calibration.
16: Evaluate the total reward \( R_{total} = R_{KL} \) of this gameplay.
17: if the Nash-Sutcliffe efficiency index reward (Sect. 3.4.3) is used then
18: Test calibrated model against set of blind experiments and evaluate \( R_{NSE} \).
19: Evaluate the total reward \( R_{total} = R_{NSE} \).
20: if the combined reward (Sect. 3.4.4) is used then
21: Evaluate \( R_{KL} \) from the model calibration.
22: Test calibrated model against set of blind experiments and evaluate \( R_{NSE} \).
23: Evaluate the total reward \( R_{total} = w_{NSE}R_{NSE} + w_{KL}R_{KL} \) of this gameplay.
24: Append the gameplay history \( [s, a, p(s_\cdot), R_{total}] \) to \( \text{trainExamples} \).
25: Train the policy/value network DNN with \( \text{trainExamples} \).
26: Use the trained network DNN of the last iteration to select the optimal experiments for model calibration.
27: Exit

Algorithm 2 Monte Carlo tree search

1. Selection. A path is determined by picking action according to the estimated policy \( p(s,a) \) (until a leaf of the tree (the state node with no child) is reached), i.e.,

\[
a_t = \arg\min_{a \in \mathcal{A}} \left( Q(s,a) + c_{\text{puct}} p(s,a) \sqrt{\sum_n N(s,a')} / (1 + N(s,a)) \right),
\]

where \( a_t \) is the chosen action, \( c_{\text{puct}} \) is a parameter that controls the degree of exploration. \( N(s,a) \) denotes the number of visit/time action \( a \) is taken at state \( s \). In (25), the first term is the \( Q \) value in our case, which is the expected value of the reward, i.e.,

\[
Q(s,a) = \mathbb{E}[R_{total} | a_t = a, s_t = s].
\]

whereas the second term is the upper confidence bound, which can be derived from Hoeffding’s inequality [63]. Here we simply average the action value we have collected from \( N(s,a) \) sampling as the \( Q(s,a) \) value. Meanwhile, the policy values \( p(s,a) \) are estimated from the deep neural network trained in the last iteration. The key feature of this action selection model is that it reduces the value of the second term for a given action when it is visited more frequently. Consequently, this reduction triggers a mechanism for the agent to explore actions with high uncertainty if given the same expected return.

2. Expansion. The available options of the experiment for a given state is added to the tree. Generally speaking, options may vary for different states. In this work, the available options of actions are identical for each state. The allowed actions from every state are the same increments of the strain tensor component. The number of allowed actions/strain component increment options depends on the complexity of the respective material and respective decision tree.

3. Back-propagation. At the terminated state, the KL divergence and other feasible indices that yield the reward are calculated (see Fig. 2). All the policies between the root node and leaf nodes will be updated. The visit count \( N(s,a) \) at every node traversed is increased by 1 and the action value \( Q(s,a) \) is updated to the mean value.

Implementation where the optimal design is trivial in this sense.

A synthetic measurement model was used to verify convergence to the correct policy as a benchmark for the RL algorithm. A training experiment was performed for 10 policy training iterations. Every iteration has 10 game episodes. As mentioned, each episode corresponds to a complete traversal of the decision tree from the root node to a leaf node to design the experiment strain path. This includes gathering the linear elasticity data, calibrating the Kalman filter (KF) model on that data and calculating the information gain reward. During each episode, we gather information for the states \( s \) traversed as well as the corresponding policies \( p \) and values \( v \). At the end of every iteration, the RL neural network is trained on the \( (s, p, v) \) data collected as described in Sect. 3.2. The exploration parameter (25) is set to linearly reduce every iteration, starting at \( c_{\text{puct}} = 10 \) and being equal to \( c_{\text{puct}} = 1 \) at iteration 10. This parameter was chosen to encourage exploration more in earlier iterations, sample the corresponding volumetric and shear strains are prescribed. This agent is then tasked with designing a strain-controlled mechanical test of a specimen to identify the bulk \( K \) and shear \( G \) moduli. The decision tree that includes the possible paths for two incremental steps is shown in Fig. 6.

Since the specimen is strain-controlled in two directions, there are two optimal strategies: (1) first shear then compress the specimen or (2) first compress then shear the specimen. As with model-free Q learning [19], one can simply visit all the possible states and the optimal strategy will be learned. As such, the goal of this numerical example is to verify the
Fig. 6 All possible paths (orange/blue lines) of the decision tree for the volumetric/deviatoric test within two steps. The weight of the nodes stores the state, which represents the current strain of the specimen, and the edge weight is the strain increment. The integers in the state vector indicate 0 for no action, 1 for compression and 2 for shear, where the first and second components of the state vector record the choice made by the agent tree choices more uniformly, and avoid accumulating bias towards one decision tree path.

The policy-value neural network utilized for this example had two hidden dense layers with a width of 50 neurons each and Rectified Linear Unit (ReLU) activation functions. The policy vector output layer had two neurons (equal to the maximum number of allowed actions on the tree) and a softmax activation function. The (scalar) value output layer had one neuron and a tanh activation function. The kernel weight matrix was initialized with a Glorot uniform distribution and the bias vector with a zero distribution for every layer. At the end of every iteration, the model architecture and optimized weights from the previous iteration are reloaded and trained for 100 epochs with a batch sample size of 32 using an Adam optimizer Kingma and Ba [35].

The total CPU time for the offline training of the algorithm for the elasticity decision tree, including playing the game episodes and training the policy network, was about 7 min. In deployment, the neural network can traverse the elasticity tree and design the optimal experiment in about 0.046 s.

The convergence of a training experiment is demonstrated in Fig. 7. The RL reward for the experiments is based on the information gain described in (20). The mean episode reward converges to a maximum value, with essentially zero standard deviation, of zero after 10 training iterations. Note that for this small decision tree, the rewards are scaled to be exactly 0 for the cases where the model is not calibrated successfully and 1 for the cases it is.

Since the RL algorithm applied to this problem is fast to converge and test, we also set up a numerical experiment to test the algorithm’s repeatability and the effect the random initialization of the MCTS and neural network has on convergence. Recall that this simple decision tree is composed of two actions; volumetric strain and shear strain were employed to generate the training data. Figure 8 shows the distribution of converged policies \( p \) for 100 trials to the expected policy, which should favor paths that take one of each of the independent actions. Upon the first step, there is little to distinguish between the value of taking a shear or compression step, but after the second step, the policy is essentially binary. The final policy assigns the highest value to the shear-compression \([(2, 1)][2, 0])\) and compression-shear \([(1, 2)][1, 0])\) experiments; effectively zero value is assigned to experiments that take repeated steps because they cannot calibrate the linear elastic model. Note that the observed symmetry of tree policies was ensured by selecting a high value for the exploration variable in earlier iterations. For smaller values of the exploration parameter \( c_{puct} \), the algorithm was still observed to converge but randomly biasing towards one winning path over the other.
4.2 Implementation verification 2: experiment for identifying von Mises yield function and hardening

In this example, we introduce an experimental design problem with a history-dependent model and a significantly larger total number of possible paths but also a known optimal design. In this numerical experiment, the EKF-DRL agent is tasked with determining elastic and plastic parameters given the prior knowledge that the yield surface is of von Mises type and isotropic, which is embedded in the chosen model.

First, we illustrate the performance of the EKF and compare the two variants of the switching algorithm.

For both some trial and error in choosing the prior covariances was necessary; however, having an $O(1)$ response and noiseless observations helped. With these assumptions choosing the observation covariance was simply a matter of numerical conditioning i.e. small but not so small to create underflow.

Figure 9 illustrates the efficacy of the ad hoc masked Kalman filter and the more formally rigorous switching Kalman filter (SKF) described in Sect. 2.3. Figure 9a,b show that the two methods both converge on the true parameters ($K$ bulk modulus, $G$ shear modulus, $Y$ yield strength, $H$ hardening modulus) with 100 steps; however, the convergence has different characteristics. With the masked method, prior to yield the elastic parameters ($K$ bulk modulus, $G$ shear modulus) have converged and are fixed throughout the loading steps. Furthermore, the plastic parameters ($Y$ yield strength, $H$ hardening modulus) are effectively fixed prior to encountering yield. The abrupt change also affects the reward shown in Fig. 9c, and in particular, leads to the reward jumping when yield is encountered before leveling off again. On the other hand, the SKF displays much smoother behavior in both the mean parameter convergence (Fig. 9b) and the reward (Fig. 9d). Figure 9d shows the KL divergence for both elastic and plastic modes, but only the reward from the plastic mode is selected as the most probable reference of information gain. Figure 9f demonstrates that the method switches effectively between the two models and chooses the elastic model in the elastic region and the plastic model post yield.

It should be noted that the convergence behavior is sensitive to the step size, i.e., a certain number of elastic samples are needed for convergence of the elastic parameters; yield is best detected over a moderate interval, and the estimate of the hardening improves at larger strains. The covariance shown in Fig. 9e drives these changes. The relatively slow convergence of the hardening parameter $H$ for both methods is likely due to a lower sensitivity of the output to this parameter.

Next, we design the action-state space based on physical considerations. Since the von Mises model is pressure-independent, we can constrain the experimental design search to the $\pi$-plane, i.e., the plane perpendicular to the pressure and passing through the origin of the three principal stress axes. The underlying elasticity model is still linear.
Fig. 9 Comparison of the switching Kalman filter to the masking approach for a von Mises calibration. For c and d, the dashed Kullback–Leibler divergence lines represent the integral of the reward curve. In d, the reward curve corresponds to the Plastic KL only since that is the relevant material model for experimental design.

(a) masked calibration
(b) switching calibration
(c) masked reward
(d) switching reward
(e) masked covariance
(f) switching probability

elastic. Thus, we can constrain the exploration of strain and stress on the $\pi$-plane by designing strain increment decisions in the two principal directions $\pm \Delta \epsilon_1$ and $\pm \Delta \epsilon_2$ and the increment in the third direction being calculated to have a volumetric strain increment equal to 0.

The decision tree that describes this process is shown in Fig. 10. From every state in the decision tree, there can be four allowed actions: increase $+ \Delta \epsilon_1$, increase $+ \Delta \epsilon_2$, decrease $- \Delta \epsilon_1$ or decrease $- \Delta \epsilon_2$. The magnitude of the strain increment is chosen to be $\Delta \epsilon = 0.04$ in each direction. The number of options/layers in the decision tree is $n_{opt} = 6$ which was deemed enough to explore strain–stress cases that exceed the yielding point and demonstrate hardening behavior. The state vector has a length of $n_{opt} = 6$ as each component corresponds to a selected action. In the root state of the tree, all the components are equal to 0. An enumeration is used for all the actions. For example, selecting the action to increase $+ \Delta \epsilon_1$, the component corresponding to this action would be 1, selecting $+ \Delta \epsilon_2$ it would be 2, and so on. In Fig. 10, a final state that corresponds to a leaf node in the decision tree is also shown along with the corresponding stress path on the $\pi$-plane. The number of all possible configurations/states in the tree is 5461, while the number of final states/experiments is 4096.

Thus, we can define the RL algorithm environment to make experimental decisions (decision tree), generate experi-
Experimental data (a von Mises benchmark model in this synthetic experiment) and calibrate the plasticity model (another von Mises model). In this RL benchmark experiment, we train a RL neural network to explore the $\pi$-plane stress space to design experiments that optimize the Kalman filter’s discovery of the plastic parameters: yield stress $Y$ and hardening modulus $H$. Here, the underlying elastic model parameters are considered known ($K = 1.0$, $G = 0.7$). The RL algorithm was performed for 20 training iterations. Each iteration has 10 game episodes. Each game episode involves traversing through the decision tree, root to a leaf node, to design an experiment, collect the training data for this experiment, calibrate the KF model and calculate a reward for this episode. The exploration parameter was again set to a high value ($c_{puct} = 10$) in the first iteration and linearly reduce to 1 in the final iteration to encourage exploration of the decision tree and to avoid converging to a local maximum of the reward.

The neural network architecture used in this experiment is based on the architecture described in Sect. 3.2. Similar to elasticity example, the network inputs a six-component state vector, has two hidden layers (100 neurons each and ReLU activations), and two output layers: the policy output (six neurons and softmax activation) and value output (one neuron and tanh activation). As with the previous example, the kernel weight matrix of every layer was initialized with a Glorot uniform distribution and the bias vector with a zero distribution. The model architecture and optimized weights from the previous iteration are reloaded and trained for 500 epochs at the end of every iteration with a batch sample size of 32 using the Adam optimizer, set with default values.

The total CPU time for the offline training of the algorithm for the isotropic plasticity decision tree was about 20 min and the inference time for a complete tree traversal is about 0.138 s. Note the response time for policy evaluation resulting in a control action is fast but may not be fast enough for high-rate experiments probing rate-effects, in this case we can make control decisions over longer intervals that the data sampling interval.

The RL experiment was performed once with an efficiency index reward based on (23) as described in Sect. 3.4.3 and once with an information gain reward based on (20) as...
Fig. 11 The strain and stress path of the blind test experiment used to calculate the efficiency index reward for the von Mises dataset.

The behavior of this convergence is reflected in the optimal experiment predicted by the RL neural network at the end of every game iteration. In Fig. 13, we demonstrate the designed experiments at the end of iterations 1, 10 and 20. Figure 13a and b show the designed experiments for the efficiency index and information gain rewards, respectively. These paths are selected by making a forward prediction with the trained RL neural network at the end of each training iteration. We traverse through the decision tree starting from the root node \([0, 0, 0, 0, 0, 0]\) and selecting the action with the highest policy/probability as predicted by the RL network. By the last iteration, the networks have converged to predict the final state \([1, 1, 1, 1, 1, 1]\) that corresponds to a monotonically increasing strain–stress curve in the direction of the first principal stress axis. This radial loading choice is expected as the yield surface model is isotropic. Furthermore, as previously mentioned, the model sensitivities to moduli, such as \(H\), increase with increased strain, so the radial directions described in Sect. 3.4.1. The efficiency index reward requires an additional sampling of test data points to be calculated for every episode. The additional test curve selected is shown in Fig. 11. We note that the information gain reward does not require additional sampling of the material response space, and it is calculated on the collected experimental data after calibration is complete. The convergence of these two numerical experiments is showcased in Fig. 12, showing the mean episode reward and the episode reward standard deviation for every game iteration. The effect of a higher exploration parameter and the random initialization of the RL neural network in the first game iterations are visible as the strain paths are sampled randomly leading to correspondingly poor mean rewards and high standard deviations. The RL network begins to encourage the sampling of experiments that provide increasingly higher rewards for both the efficiency index and information gain reward before converging to a maximum score at the last few iterations of playing.
Designed experiments for the von Mises plasticity calibration game at the end of iterations 1, 10 and 20, calibrating with the Kalman filter model and using a an efficiency index reward and b an information gain reward.

Table 2 The RL-discovered final state and corresponding experimental design for the von Mises calibration game along with the benchmark and KF-calibrated plasticity parameters

| Final state      | Experimental design | Benchmark parameters | Calibrated parameters |
|------------------|---------------------|----------------------|----------------------|
| [1, 1, 1, 1, 1]  | +Δε₁, +Δε₁, +Δε₁, +Δε₁, +Δε₁, +Δε₁ | 0.3  | 0.30261 |
| [1, 1, 1, 1, 1]  |                      | 1.0                 | 0.9578               |

In this numerical experiment, we are setting up the RL environment to calibrate both the elastic parameters (E, ν, ν⊥) and plastic parameters (B, Y₀, H). Given these complexities the ideal path is not known a priori.

Anisotropic plasticity

In the last numerical experiment, we demonstrate the capacity of the KF model and RL algorithm to calibrate the anisotropic modified Hill model described in “Appendix A”.

For this material model, the π-plane is not enough to adequately describe the anisotropy of the data; thus, we opted for full control of the general strain–stress space. In Fig. 14, the decision tree for the exploration of this parametric space is illustrated. From every state in the decision tree, there are 12 allowable actions to select from. Every choice corresponds to either increasing or decreasing of one of the six symmetric strain tensor components ϵᵢⱼ. The number of options in the decision tree is set to be n₀ₚ = 5, which is also the length of the state and policy vectors. As a result, the initial state/root node of the decision tree corresponds to the zero vector of [0, 0, 0, 0, 0]. Selecting to increase +Δε₃₃ would correspond to state [3, 0, 0, 0, 0], then increasing +Δε₁₁ would correspond to state [3, 1, 0, 0, 0], and so on. In Fig. 14, we also
The number of all possible configurations/states in the tree is 271,453, while the number of final states/experiments is 248,832.

We can thus define the environment to design the experiments (decision tree), gather the experimental data and calibrate an anisotropic elastoplasticity model (KF). In this section, we conduct three numerical experiments to observe the capacity of the network to collect experimental data to fully calibrate the KF model for different anisotropic parameters in the dataset.

For the first two experiments, the RL algorithm is tasked with designing an experiment and calibrating the model for yield surface data with different degrees of anisotropy, $B = 0.5$ and 2. A full description of the parameters of the dataset is shown in Table 3. The algorithm was performed for 30 training iterations. In each iteration, there are 10 game episodes, each involves designing an experiment, calibrating the KF model and calculating the episode reward. In these experiments, the mixed reward is calculated through (24) where the normalized efficiency index and information gain rewards of (23) and (20), respectively, are weighted by $w_{NSE} = w_{KL} = 0.5$. The efficiency index is calculated against a blind test experiment strain–stress curve illustrated in Fig. 15. The exploration parameter $c_{puet}$ was tuned to 5 in the first iteration and linearly reduce to 1 in the last iteration. The RL neural network architecture, hyperparameters and training procedures are identical to the ones described in Sec. 4.2. The total CPU time for the offline training of the
and KF-calibrated parameters for design for the Hill model calibration game along with the benchmark Table 3

Fig. 15. The strain and stress path of the blind test experiment used to calculate the efficiency index reward for the in Fig. 16. The figure demonstrates that the mean values of the tree is about 0.115 s. and the inference time from root to leaf node of the decision anisotropic plasticity decision tree algorithm was about 3 h.

| Final state | Experimental design |
|-------------|---------------------|
| [1, 1, 4, 1, 1] | $+\Delta \varepsilon_{11}, +\Delta \varepsilon_{1,1}, +\Delta \varepsilon_{12}, +\Delta \varepsilon_{11,1}$ |

### Benchmark parameters

| Parameter | Value |
|-----------|-------|
| $E$       | $1.5$ |
| $\nu$     | $0.3$ |
| $\nu_\perp$ | $0.2$ |
| $B$       | $0.5$ |
| $Y_0$     | $0.1$ |
| $H$       | $0.1$ |

| Final state | Experimental design |
|-------------|---------------------|
| [1, 1, 1, 4, 1] | $+\Delta \varepsilon_{11}, +\Delta \varepsilon_{1,1}, +\Delta \varepsilon_{12}, +\Delta \varepsilon_{11,1}$ |

### Calibrated parameters

| Parameter | Value |
|-----------|-------|
| $E$       | $1.5013$ |
| $\nu$     | $0.2992$ |
| $\nu_\perp$ | $0.2014$ |
| $B$       | $0.4996$ |
| $Y_0$     | $0.9999$ |
| $H$       | $0.1001$ |

| Final state | Experimental design |
|-------------|---------------------|
| [1, 1, 1, 4, 1] | $+\Delta \varepsilon_{11}, +\Delta \varepsilon_{1,1}, +\Delta \varepsilon_{12}, +\Delta \varepsilon_{11,1}$ |

### Modified hill model (B = 2.0)

| Final state | Experimental design |
|-------------|---------------------|
| [1, 1, 4, 1, 1] | $+\Delta \varepsilon_{11}, +\Delta \varepsilon_{1,1}, +\Delta \varepsilon_{12}, +\Delta \varepsilon_{11,1}$ |

### Calibrated parameters

| Parameter | Value |
|-----------|-------|
| $E$       | $1.4893$ |
| $\nu$     | $0.2984$ |
| $\nu_\perp$ | $0.2109$ |
| $B$       | $1.9889$ |
| $Y_0$     | $0.1505$ |
| $H$       | $0.1999$ |

### Modified hill model (B = 2.0)

| Final state | Experimental design |
|-------------|---------------------|
| [1, 1, 4, 1, 1] | $+\Delta \varepsilon_{11}, +\Delta \varepsilon_{1,1}, +\Delta \varepsilon_{12}, +\Delta \varepsilon_{11,1}$ |

### Calibrated parameters

| Parameter | Value |
|-----------|-------|
| $E$       | $1.4913$ |
| $\nu$     | $0.2994$ |
| $\nu_\perp$ | $0.2109$ |
| $B$       | $1.9889$ |
| $Y_0$     | $0.1505$ |
| $H$       | $0.1999$ |

anisotropic plasticity decision tree algorithm was about 3 h and the inference time from root to leaf node of the decision tree is about 0.115 s.

The convergence of the two experiments is demonstrated in Fig. 16. The figure demonstrates that the mean values of the mixed reward for the game episodes per iteration are maximized and converged by iteration 30. In an experimental space this large, it is difficult to perfectly scale the rewards to be exactly maximized at unity. Therefore, we empirically tune the scaling so that the rewards are roughly in the range of [0, 1]. The RL algorithm still discovers a complex path that leads to a maximum reward, and the calibrated parameters shown in Table 3 are deemed adequate.

In Fig. 17, we present the curve discovered by the RL algorithm for the Hill model dataset with parameter $B = 0.5$. The figure shows the corresponding full strain tensor components $\epsilon_{ij}$ time history for the predicted converged final state [1, 1, 3, 1, 1] at iteration 30. It is observed that the KF model calibrates very well to that data with the predicted stress component paths matching the benchmark data. The good approximation of the Hill model plasticity parameters is also observed in predicting the anisotropic yield surface and its evolution with hardening as shown in Fig. 18 (Table 4).

In a third experiment, we investigate the capacity of the DRL algorithm to converge and calibrate the model for different levels of model discrepancy. Specifically, we test two cases where the DRL algorithm is guided by a model that covers a smaller and greater range of behaviors than those existing in the database respectively. For the former, we test a case where the underlying constitutive model is not expressive enough to capture the range of behaviors in the data set. Specifically, we are attempting to calibrate the model with an isotropic von Mises yield surface to anisotropic elastoplastic data from a Hill model with $B = 0.5$. We allow the KF to calibrate five parameters $\theta = \{E, \nu, \nu_\perp, Y_0, H\}$ while $B = 1$ is fixed. For the latter, we test the capacity of the RL algorithm to design an experiment that can reduce the degree of anisotropy of the Hill model to a simpler model. We allow the KF to calibrate all six anisotropic parameters $\theta = \{E, \nu, \nu_\perp, B, Y_0, H\}$ while providing data for an isotropic elastic and von Mises plasticity model. The decision tree, neural network setup, and RL hyperparameters are identical to the previous two experiments. The RL algorithm is run for 20 training iterations and 20 game episodes each for both cases. The mixed reward is utilized in this experiment as well with $w_{\text{NSE}} = w_{\text{KL}} = 0.5$.
Fig. 16  Game score versus iteration for the Hill plasticity calibration game for $B = 0.5$ and 2 calibrating with the KF model and using a mixed reward combining the efficiency index and information gain reward. The red lines and the error bars are the mean and ±1 standard derivation of the rewards over the episodes.

Fig. 17  a Discovered experiment strain path for the Hill model dataset with $B = 0.5$ that corresponds to the tree state [1, 1, 3, 1, 1]. b The corresponding data stress components $\sigma_{ij}$ and the KF model prediction $\hat{\sigma}_{ij}$.

Fig. 18  Predicted yield surface for the Hill model $B = 0.5$ for the KF-calibrated model for accumulated plastic strain $\bar{\varepsilon}^p = 0, 0.1$ and 0.2.
Table 4 The RL-discovered final state and corresponding experimental design for the isotropic von Mises plasticity model calibration game along with the benchmark and KF-calibrated parameters calibrated on the anisotropic elastoplasticity Hill data ($B = 0.5$)

| von Mises Plasticity model | Final State | Experimental Design |
|----------------------------|-------------|---------------------|
|                            |             | $[2, 9, 1, 9]$      |

Benchmark parameters

| Parameter | Value           | Calibrated parameters |
|-----------|-----------------|-----------------------|
| $E$       | 1.5             | 1.3713                |
| $v_{xy}$  | 0.3             | 0.2982                |
| $v_{yz}$  | 0.2             | 0.2700                |
| $B$       | 0.5             | 1.0 (fixed)           |
| $Y_0$     | 0.1             | 0.1014                |
| $H$       | 0.1             | 0.1011                |

The efficiency index for the two cases is calculated against the strain–stress paths shown in Fig. 15 and Fig. 11 respectively.

The convergence of the mixed reward for the two cases is shown in Fig. 19, in which the algorithm reaches a maximum score by the 20th iteration. For the model discrepancy case, the model can be seen to represent the anisotropic behavior with a best fit using the initial size of the isotropic yield surface $Y_0$ and hardening parameter $H$. The discrepancy can be observed in Fig. 20 where the isotropic axes of the yield function are perfectly captured (the yielding behavior in the $\sigma_{11} - \sigma_{22}$ axes is independent of $B$) but in the shear stress axes the anisotropy cannot be captured. For the model simplification case, the discovered parameters of the Kalman model calibration are shown in Table 5 where the two calibrated Poisson ratios are equal, indicating isotropy, and the anisotropy parameter $B$ is close to unity, which coincides with the von Mises yield surface. Thus, we observe that the DRL algorithm has the capacity to converge regardless of model discrepancy to a state that maximizes the calibration objective. Note that, due to the usage of the upper confidence bound to balance exploitation and exploration, the game score is not necessarily improving monotonically and may dip locally in between an iteration due to the exploration. Nevertheless, the trend of the game score is improving until the game equilibrium is reached.

5 Conclusion

In this paper, we introduced an integrated framework that combines the strengths of Kalman filters (KF) and model-based deep reinforcement learning (DRL) to design experiments for calibrating material models. The enhanced Kalman filter provides the means to estimate the information gain corresponding to each individual action in an experiment without further sampling. As shown in the numerical examples, this estimated information gain, quantified by the Kullback–Leibler (KL) divergence, can help us improve the efficiency of the DRL by either replacing the more expensive Nash–Sutcliffe efficiency (NSE) index (which can be
The RL-discovered final state and corresponding experimental design for the Hill model calibration game along with the benchmark and KF-calibrated parameters calibrated on the linear elasticity/von Mises data

| Modified hill model (B = 1.0/von Mises) | Final state | Experimental design |
|----------------------------------------|-------------|---------------------|
|                                        | [1, 1, 1, 12, 1] +Δε_{11}, +Δε_{11}, +Δε_{11}, −Δε_{13}, +Δε_{11} |                      |

| Benchmark parameters | Calibrated parameters |
|----------------------|-----------------------|
| E = 1.5              | E = 1.5017            |
| ν = 0.3              | ν = 0.2996            |
| ν_⊥ = 0.3            | ν_⊥ = 0.3002          |
| B = 1.0              | B = 0.9992            |
| Y_0 = 0.1            | Y_0 = 0.0999          |
| H = 0.1              | H = 0.1000            |

expensive to estimate due to the additional cost for k-fold validation, or enabling us to reduce the sampling size for the NSE reward estimation.

In future work, we will enhance the algorithm to improve its performance. In particular, including a variable step size in the action space or enabling continuous action (cf. Doya [11]) will allow the method to optimize the decisions more precisely near the onset of yield.

We will also pursue the application of the proposed RL methodology to real physical experiments which will inevitably include model-data discrepancy and incomplete observations of material response. A full model of the boundary value problem representing a typical mechanical experiment may enable a richer representation of the state and hence improve the policy predictions at the expense of higher training costs and reaction time. Techniques that can effectively learn policies in state space of higher dimension, such as those in Yang et al. [71] and those that can enable the deployment of multiple agents to explore the decision tree with shared experience, such as Schrittwieser et al. [57], both of which are very active research fields in DRL, will be explored in the future to further improve the robustness and accuracy on the decision knowledge acquired by the experimentalist agent.

Ultimately, the goal is to deploy the method as a real-time decision-making process for concurrent experiment data collection and model calibration. What we have developed is an actor with a policy that is trained to synthetic data that can deployed on an actual experiment and will react to the real time rewards. We rely on similarity between the model used to generate training data and the actual behavior of the material of interest with the assumption that similar behavior is sufficient to generate a good policy. Due to the extensive interactions required to generate good policies, (a) transfer learning between the simulated environmental and physical tests and (b) more effective state representation may both be necessary [9]. Transfer learning would entail retraining the DNN policy starting from the parameters optimized to the synthetic data with limited data from the actual experiment, while keeping as much of the problem the same, e.g., the action set. As mentioned, selecting an ideal state representation is an open question, with downsides to adding too many state variables. Combinatorial studies are brute force means of determining which state representation have advantages over others. Latent encoding method may prove to have applications as well. On a related thrust, the appropriate material model is generally not known in advance, so model selection and/or machine learning/data-driven models to augment the traditional models are likely needed. As we have shown, the SKF is an effective means to perform model selection among a finite set of models.

Real experiments also present the complications of measurement noise, imprecise or incomplete control of the sample, indirect measurements (e.g. observing forces and displacements instead of stresses and strains), multiple mea-

![Fig. 20 Predicted yield surface for the KF-calibrated von Mises plasticity model for accumulated plastic strain $\varepsilon^p = 0.1$, and 0.2. The model was calibrated through the DRL algorithm in an environment of anisotropic Hill plasticity data ($B = 0.5$).](image-url)
measuremen notification. Methods (strain gauges as well as full-field surface measurements) and potential advantages of multiple protocols on equivalent samples. Each of these challenges will likely engender new developments to the proposed RL algorithm; however, the KF provides means of tackling many of them, such as noise, incomplete control and observation.
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Appendix A: Elastoplasticity

One class of particularly technologically important examples of this problem type is the calibration of traditional elastoplasticity models [44, 56, 61]. In these models the observable stress \( \sigma \) is a function of elastic strain \( \epsilon^e \). Typically, a linear relationship between \( \sigma \) and \( \epsilon^e \) is assumed:

\[
\sigma = C \epsilon^e,
\]

where \( C \) is a fourth-order elastic-modulus tensor. For instance, with transverse isotropy,

\[
\begin{align*}
C_{1111} &= E \frac{1 - \nu\perp}{(1 - 2\nu\perp^2)}, \\
C_{2222} &= C_{3333} = E \frac{(1 - \nu^2)}{(1 - 2\nu^2\perp^2)}, \\
C_{1122} &= C_{1133} = E \frac{\nu}{(1 - 2\nu^2\perp^2)}, \\
C_{2233} &= E \frac{(\nu^2 + \nu\perp)}{(1 - 2\nu^2\perp^2)(1 + \nu\perp)}, \\
C_{1212} &= C_{1313} = E \frac{1}{(1 - \nu)}, \\
C_{2323} &= E \frac{1}{(1 - \nu\perp)},
\end{align*}
\]

where \( E \) is an effective Young’s modulus, \( \nu \) is an in-plane Poisson’s ratio and \( \nu\perp \) is an out-of-plane Poisson’s ratio. History dependence is incorporated via plastic strain \( \epsilon^p \), which is a hidden material state variable that elicits dissipative behavior. The elastic strain in (28) is the difference between the controllable, observable total strain \( \epsilon \) and the irreversible plastic strain \( \epsilon^p \):

\[
\epsilon^e = \epsilon - \epsilon^p.
\]

A closed, convex yield surface limits the elastic region and demarcates the elastic, reversible behavior in the interior of the surface from the irreversible plastic flow at the limit defined by the surface. For instance, a modified/simplified Hill anisotropic yield surface

\[
Y = \phi(\sigma) = \frac{1}{3} \left( (\sigma_{22} - \sigma_{33})^2 + (\sigma_{11} - \sigma_{33})^2 + (\sigma_{22} - \sigma_{11})^2 \right) + \frac{B}{2} \left( \sigma_{23}^2 + \sigma_{13}^2 + \sigma_{21}^2 \right)^{1/2}
\]

generalizes the widely-used von Mises yield surface [44]; in fact, Fig. 21 shows that it reduces to von Mises when \( B = 1 \). The yield surface evolves with hardening of the material

\[
Y = Y_0 + h(\epsilon^p),
\]

where \( Y_0 \) is the initial yield strength, \( h \) is the hardening function and \( \epsilon^p \) is the equivalent plastic strain. For instance, \( h = He^p \) induces linear hardening. The plastic strain evolves via the (associative) flow rule

\[
\dot{\epsilon}^p = \dot{\lambda} \partial_\sigma \phi,
\]

where the direction of evolution is given by the normal to the yield surface \( \partial_\sigma \phi \).
The yield surface
\[ g \equiv \phi(\sigma) - Y(e^p) \leq 0 \] (33)

constrains the possible response of the material. When \( g < 0 \), the material is in an elastic state, and the material state variables \( e^p \) and \( \lambda = e^p \) are fixed so that the stress at the new state \( k \) is
\[ \sigma_k = C(\epsilon_k - \epsilon^p) = \sigma_{k-1} + C(\Delta \epsilon). \] (34)

where \( k \) indexes load steps. Otherwise, the material is in a plastic state; the evolution equations and the constraint \( g = 0 \) need to be solved through a Newton iteration with increments \( \Delta \sigma^{(i)} \)
\[ \sigma_k = \sigma_{k-1} + \sum_i \Delta \sigma^{(i)}. \] (35)

where \( i \) indexes the Newton iterations. This aspect complicates obtaining parameter sensitivities. Further details can be found in Simo and Hughes [61].

For this exemplar the parameters are \( \theta = \{E, \nu, \nu_\perp, B, Y_0, H\} \). If \( Y_0 \to \infty \) the model reduces to elasticity, and if \( \nu_\perp = \nu \) it reduces to isotropic elasticity, \( \theta = \{E, \nu\} \). If \( Y_0 \) is finite, \( \nu_\perp = \nu \) and \( B = 1 \) it reduces to the widely-used von Mises plasticity model, \( \theta = \{E, \nu, Y_0, H\} \).

**Appendix B: EKF for state and parameter estimation of DAEs**

In this appendix we will derive and discuss the extended Kalman filter (EKF) in the context of semi-explicit index-1 differential algebraic equations (DAEs) for joint state and parameter estimation. The plasticity model described in “Appendix A” is an example of a DAE system with an algebraic stress rule (28) and an ordinary differential equation (ODE) prescribing the flow of the hidden state variables (32) subjected to the algebraic yield constraint (33). In general, these DAEs have the form
\[ \dot{z} = f(z, \sigma, \theta, x, t) \] (B.1)
\[ \theta = g(z, \sigma, \theta, x, t). \] (B.2)

Here \( z \) are unobserved dynamic states, \( \sigma \) are unobserved algebraic states, \( \theta \) are model parameters, \( x \) are known inputs and \( t \) is time. Since we are dealing with index-1 DAEs, we can assume that \( g(z, \sigma, x, t) = 0 \) is solvable for \( \sigma \). In addition to the DAE process model, we assume that there is an observation model for measurement \( d \), given by
\[ d = m(z, \sigma, \theta, x, t) + \epsilon, \] (B.3)

where \( \epsilon \) is noise which we assume follows a Gaussian distribution.

Considering that these dynamics are specified using a continuous DAE system, we need to discretize them in time. Further we will assume that the models are not time dependent for simplicity but extending this method to the time-dependent case is straightforward. While there are no closed-form solutions to the DAEs explicitly, for convenience we can define the solution as the function \( f \) for the dynamic state update and \( m \) for the explicit measurement function when a closed-form solution does not exist (e.g., if it depends on \( \sigma \)). As a result,
\[ \eta_k = f(z_{k-1}, \theta, x_k) + \eta_k \] (B.4)
\[ \epsilon_k = m(z_k, \theta, x_k) + \epsilon_k. \] (B.5)

for time \( t_k \). Here the addition of a Gaussian process noise term \( \eta \) reflects modeling errors due to the discretization in addition to any intrinsic noise. It is important to note that there are many choices of \( f \) depending on the discretization and numerical integration scheme used to solve the DAEs. This explicit construction, though not implementable in a closed form, defines the functions that we need to linearize in order to construct the EKF. We can also augment the state to include fictitious dynamics of the model parameters to aid in model parameter identification:
\[ \theta_k = \theta_{k-1} + \delta_k, \] (B.6)
where δ is again additive Gaussian noise. For exact parameter estimation, $\delta_k = 0$ because the parameters are fixed; however, in some cases for stability adding small amounts of noise can reduce bias in the estimated parameters at the cost of increased variance and slower convergence of the estimation.

Under this construction, the EKF prediction step has the form

$$
\mathbf{z}_k|k-1 = f(\mathbf{z}_{k-1}|k-1, \theta_{k-1}|k-1, \mathbf{x}_k)
$$

(B.7)

$$
\theta_{k|k-1} = \theta_{k-1|k-1}
$$

(B.8)

$$
d_k|k-1 = m(\mathbf{z}_{k-1|k-1}, \theta_{k-1|k-1}, \mathbf{x}_k)
$$

(B.9)

while the uncertainty propagation on the prediction has the form

$$
\mathbf{S}_k|k-1 = \mathbf{F}_k \mathbf{S}_{k-1|k-1} F_k^T + \mathbf{Q}_k
$$

(B.10)

$$
\mathbf{A}_k = [\partial_\mathbf{z} m \partial_\theta m]_{\mathbf{z}_{k-1|k-1}, \theta_{k-1|k-1}, \mathbf{x}_k}
$$

(B.11)

where $\Sigma$ is the covariance for the joint state $[\mathbf{z}, \theta]^T$, $\mathbf{Q}$ is the process and parameter additive uncertainty assumed to be independent and has covariances $\mathbf{Q}_\theta$ and $\mathbf{Q}_z$, respectively, and $\mathbf{R}$ is the measurement noise covariance. We also must construct the linearizations of the dynamics $F$ and the measurement $A$:

$$
\mathbf{Q}_k = \begin{bmatrix} \mathbf{Q}_\theta & 0 \\ 0 & \mathbf{Q}_z \end{bmatrix}
$$

(B.12)

$$
\mathbf{F}_k = \begin{bmatrix} \partial_{\mathbf{z} f} \partial_\theta f \\ \mathbf{I} & 0 \end{bmatrix}_{\mathbf{z}_{k-1|k-1}, \theta_{k-1|k-1}, \mathbf{x}_k}
$$

(B.13)

$$
\mathbf{A}_k = [\partial_\mathbf{z} m \partial_\theta m]_{\mathbf{z}_{k-1|k-1}, \theta_{k-1|k-1}, \mathbf{x}_k}
$$

(B.14)

Once all these variables have been defined and a measurement $d_k$ has been made, the EKF update is straightforward. The EKF update is given by:

$$
r_k = d_k - d_{k|k-1}
$$

(B.15)

$$
\mathbf{K}_k = \Sigma_k|k-1 \mathbf{A}_{k}^T \mathbf{S}_{k|k-1}
$$

(B.16)

$$
\mathbf{z}_k|k = \mathbf{z}_{k|k-1} + \mathbf{K}_k r_k
$$

(B.17)

$$
\Sigma_k|k = (\mathbf{I} - \mathbf{K}_k \mathbf{A}_k) \Sigma_k|k-1.
$$

(B.18)

Therefore, in order to apply the EKF to the DAEs, we must compute the derivatives: $\partial_{\mathbf{z} f}, \partial_{\theta f}, \partial_\mathbf{m} m$ and $\partial_\theta m$.

We will compute these derivatives for the case where the dynamics are implicitly solved using the backward Euler method (as is common for plasticity updates). Thus, returning to the discrete time DAEs, the model becomes

$$
\mathbf{z}_k = \mathbf{z}_{k-1} + \Delta t f(\mathbf{z}_k, \sigma_k, \theta_k, \mathbf{x}_k)
$$

(B.19)

$$
\theta_k = \theta_{k-1}
$$

(B.20)

$$
0 = g(\mathbf{z}_k, \sigma_k, \theta_k, \mathbf{x}_k)
$$

(B.21)
\[ \Delta_t \left( \partial z_k \partial \theta_k \partial z_{k-1} \partial \sigma_k \partial \sigma_k \right) \]
\[ \left( \partial z_k \partial \theta_k \partial z_{k-1} + \partial \theta_k \partial z_{k-1} \partial \sigma_k \right) \]
\[ \Rightarrow \partial \theta_k^f = \left( 1 - \Delta_t \partial z_k + \Delta_t \partial \sigma_k \left( \partial \sigma_k \right)^{-1} \partial z_k \right)^{-1} \left( \Delta_t \partial z_k^f - \Delta_t \partial \sigma_k \left( \partial \sigma_k \right)^{-1} \partial z_k \right). \]

(B.29)

(B.30)

Computing the derivatives for the measurement function is more straightforward because we are now no longer using the implicit integrator, and all the key derivatives have already been defined. We find that

\[ \partial z_k = \partial z_k + m \partial z_k, \partial \sigma_k \]
\[ \partial \theta_k = \partial \theta_k + m \partial \theta_k. \]

For the special case when \( m(\theta_k, \sigma_k, \theta_k, x_k) = \sigma_k \), as in our models, we can simply simplify these equations as

\[ \partial z_k = \partial z_k - \left( \partial z_k \right)^{-1} \partial z_k \]
\[ \partial \theta_k = \partial \theta_k - \left( \partial \theta_k \right)^{-1} \partial \theta_k. \]

Appendix C: GPB algorithm applied to plasticity model calibration

In GPB2, the material response modes occurring at step \( k - 1 \) and \( k \) can be assigned discrete switching variables \( \alpha, \beta \in \{0, 1\} \) respectively, where 0 represents being in an elastic mode and 1 in a plastic mode. The probability of being in either mode depends on the likelihood of the active mode given the observations, the transition model, and mode probabilities. We partition our exemplar into two modes, \( M^0 \) and \( M^1 \), which have a corresponding elastic, (34), and plastic, (35), response. This allows the yield criterion (33) to be bypassed and responses from both modes can be simultaneously carried out in order to update the mode probabilities at every step. From the perspective of material science there is a low probability of having any plastic behavior at start of an experiment and this prior knowledge can be incorporated by setting the initial mode probabilities accordingly.

Since we do not know \textit{a priori} when switching occurs, we assign each mode a probability: \( \pi(M_k | \theta) \) is the prior probability before we collect any data, and \( \pi(M_k | d_{1:k}; \theta) \) is the probability after we collect data, where \( d_{1:k} \) is data observed up to step \( k \) and \( \theta \) are the model parameters shared between both modes. The mode probability \( \pi(M_k) \) update equation is derived from Bayes rule for the joint probability \( \pi(M^\alpha_{k-1}, M^\beta_{k} | d_k, d_{1:k-1}) \) given the data \( d \) up to the current step \( k \):

\[ \pi(M^\alpha_{k-1}, M^\beta_{k} | d_k, d_{1:k-1}) \]
\[ \propto \pi(M^\alpha_{k-1}, M^\beta_{k} | d_k, d_{1:k-1}) \]

(B.33)

(B.34)

The likelihood function \( L_k(\alpha, \beta) \) is a multivariate Gaussian distribution \( L = N(\theta, \Sigma \theta^T + R) \) based on the parameter distributions where \( r \) is the residual error and the covariance is defined in (C.4). The transition matrix \( Z(\alpha, \beta) \) contains elements \( z_{\alpha \beta} \) which are the probability of transitioning from mode \( \alpha \) to \( \beta \). It has the form

\[ Z(\alpha, \beta) = \begin{bmatrix} z_{00} & z_{01} \\ z_{10} & z_{11} \end{bmatrix} \]

(C.2)

and was initialized with the following values:

\[ Z(\alpha, \beta) = \begin{bmatrix} 0.99 & 0.01 \\ 0.01 & 0.99 \end{bmatrix} \]

The reasoning for these initial values is that on the average we expect most experimental steps to remain sequentially in either the elastic or plastic region with only a few steps centering around the yield point where switching occurs. The \( W_k | k(\alpha, \beta) = \sum_\alpha W_{k-1,k}(\alpha, \beta) \) is the posterior distribution for \( M \). If the transition is partitioned between modes, the switching becomes soft, and the Kalman filter is effectively a mixture of the two discrete filter modes. Since the material response is either elastic or plastic, we manipulate the transition matrix to be binary. When the material is more likely to deform elastically with a probability of \( \pi(M_k = 0 | d_{1:k}, \theta_k) > 1/2 \), the prior parameters \( \theta_k \) are updated according to \( M^0 \); else, if the material begins to deform plastically with probability \( \pi(M_k = 1 | d_{1:k}, \theta_k) > 1/2 \), then the model parameters are updated according to \( M^1 \). Treating the calibration as separate modes allows for better estimation of both elastic and plastic parameters considering that new data can be partitioned appropriately by the mode assignment.

The GPB2 algorithm extends the Kalman filter (KF) by incorporating a Markovian jump system that models transitions between discrete behavior modes. At each sequential step \( t_k \rightarrow t_{k+1} \), the algorithm generates estimates conditioned on \( N \) modes and all possible transitions between them, resulting in \( N^2 \) mode-matched KFs. The estimates are then merged using a mixing probability proportional to the likelihood of each KF to obtain the overall estimate of the system state. The interplay between the multiple KFs and the mixing probability is illustrated in Fig. 22, highlighting the algorithm’s ability to generate accurate state estimates.
at each time step. The algorithm begins with previous estimates (or priors) $W_{k-1}^\alpha$, $\hat{\theta}_{k-1}^\alpha$, and $\Sigma_{k-1}^\alpha$, which are the mode probabilities, mode conditioned estimates, and covariances, respectively.

A complete recursive cycle of GPB2 is as follows:

1. **Mode matched filtering**: The $N^2$ mode matched KFs takes $N(\hat{\theta}_{k-1}^\alpha, \Sigma_{k-1}^\alpha)$ and outputs $N(\hat{\theta}_k^{\alpha\beta}, \Sigma_k^{\alpha\beta})$ where subscript $k|k-1$ denotes predicted statistics and $k$ are updated statistics. Details of the Kalman filter are described in Sec. 2.2. Note that in our exemplars, the material model parameters being estimated are constant and therefore the state transition $F_\alpha$ is the identity matrix. The inclusion of $F_\beta$ in the following filtering step shows generality for calibrating dynamic states.

\[
\begin{align*}
\hat{\theta}_{k|k-1}^{\alpha\beta} &= F_\beta \hat{\theta}_{k-1}^\alpha, \\
\Sigma_{k|k-1}^{\alpha\beta} &= F_\beta \Sigma_{k-1}^\alpha F_\beta^T, \\
S_k^{\alpha\beta} &= A_\beta \Sigma_{k|k-1}^{\alpha\beta} A_\beta^T + R_k, \\
K_k^{\alpha\beta} &= \Sigma_{k|k-1}^{\alpha\beta} A_\beta^T (S_k^{\alpha\beta})^{-1}, \\
\hat{\theta}_k^{\alpha\beta} &= \hat{\theta}_{k|k-1}^{\alpha\beta} + K_k^{\alpha\beta} (d_k - A_\beta \hat{\theta}_{k|k-1}^{\alpha\beta}), \\
\Sigma_k^{\alpha\beta} &= \Sigma_{k|k-1}^{\alpha\beta} - K_k^{\alpha\beta} S_k^{\alpha\beta} (K_k^{\alpha\beta})^T.
\end{align*}
\] (C.3) - (C.8)

2. **Mixing probabilities**: $W_{k-1|k}^{\alpha\beta}$ is interpreted as the probability that mode $M^\alpha$ was in effect at step $k-1$ given that $M^\beta$ is in effect at step $k$ conditioned on data $d_k$. The likelihood is given by the normal distribution

\[
L(\alpha, \beta) = N(\hat{\theta}_k^{\alpha\beta}; 0, S_k^{\alpha\beta})
\] (C.9)

where $\hat{\theta}_k^{\alpha\beta} = d_k - A_\beta \hat{\theta}_{k|k-1}^{\alpha\beta}$ is the residual between the prediction and the data $d_k$ and the mixing probabilities are calculated as

\[
W_{k-1|k}^{\alpha\beta} = \frac{L(\alpha\beta) Z(\alpha, \beta) W_{k-1}^\alpha}{c_k^\beta}
\] (C.10)

where $Z(\alpha, \beta)$ is the transition matrix, $W_{k-1}^\alpha$ is a mode probability, and $c_k^\beta$ is a normalization constant given by

\[
c_k^\beta = \sum_{\alpha=0}^N L(\alpha\beta) Z(\alpha, \beta) W_{k-1}^\alpha.
\] (C.11)

3. **Merging**: The previous mode history $M^\alpha$ of $\hat{\theta}_{k-1}^{\alpha\beta}$ and $\Sigma_k^{\alpha\beta}$ is marginalized out using the mixing probabilities to obtain the conditional posterior estimates and covariances given the current mode $M^\beta$. These are calculated as

\[
\hat{\theta}_k^\beta = \sum_{\alpha=0}^N W_{k-1|k}^{\alpha\beta} \hat{\theta}_{k|k-1}^{\alpha\beta}
\] (C.12)

\[
\Sigma_k^\beta = \sum_{\alpha=0}^N W_{k-1|k}^{\alpha\beta} \Sigma_{k|k-1}^{\alpha\beta} (\hat{\theta}_{k|k-1}^{\alpha\beta} - \hat{\theta}_k^\beta) \hat{\theta}_{k|k-1}^{\alpha\beta} + (\hat{\theta}_k^\beta - \hat{\theta}_{k|k-1}^\beta) (\hat{\theta}_k^\beta - \hat{\theta}_{k|k-1}^\beta)^T.
\] (C.13)

4. **Update mode probabilities**: The mode probabilities are updated by the sum of weighted likelihood estimates and are given by

\[
W_k^\beta = \frac{1}{c} \sum_{\alpha=0}^N N(\hat{\theta}_k^{\alpha\beta}; 0, S_k^{\alpha\beta}) Z(\alpha, \beta) W_{k-1}^\alpha = \frac{c_k^\beta}{c}
\] (C.14)

where $c = \sum_{\beta=0}^N c_k^\beta$.

5. **Overall estimate**: Combining the mode estimates by the updated mode probabilities (C.14) results in the final state estimate and covariance. These are calculated as

\[
\hat{\theta}_k = \sum_{\beta=0}^N W_k^\beta \hat{\theta}_k^\beta
\] (C.15)

\[
\Sigma_k = \sum_{\beta=0}^N W_k^\beta \Sigma_k^\beta + (\hat{\theta}_k - \hat{\theta}_k^\beta) (\hat{\theta}_k - \hat{\theta}_k^\beta)^T.
\] (C.16)
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