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Abstract

Failure in the process of loading data from the Online Transactional Processing (OLTP) system to the Normalized Data Store (NDS) database can occur. This caused by a disruption in the network so that the OLTP system is unable to save data to the OLTP and NDS databases. Backup and synchronization data scenarios are needed to maintain data consistency and data availability. In this research, the process of data backup and synchronization is done by providing an identity column for the table in the OLTP database. An identity column is used to give status data, value '0' if the inserting process fails, and value '1' if successful. Data backup is done by storing temporary data into a CSV file format, then the CSV file is read, and an insert process is carried out into the OLTP database. After the insertion process into the OLTP database is successful, it continues with the synchronization process between the OLTP database and the NDS. Data synchronization between OLTP and NDS databases is done by checking the value of the Identity Column in each table in the OLTP database.
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1. Introduction

Data processing using information systems provides benefits, including speed up processing time due to automation. Information systems can also process data accurately, thereby reducing the risk of human error. Problems arise when information systems cannot process data with very large volumes, and data is scattered in different systems with diverse database structures [1][2][3][4][5][6]. An organization will experience difficulty in decision making when it encounters conflicting reports due to the lack of consistency of data from the various data sources used. Therefore we need an integrated data processing model that can process heterogeneous transactional data called data warehouse (DWH) [1][2][3][4][5][6][7][8][9][10][11].

The current trend, an organization needs the latest information in decision making. The real-time data warehouse has different characteristics from the classic data warehouse [1][2][5][7][11]. To achieve real-time data warehouse is very dependent on the process known as ETL (Extract, Transform, Loading) [1][2][5][7][10][11][12][13][14][15][16][17]. There are several ETL approaches to realizing real-time data warehouse between processing data that only undergoes updating or known as the Change Data Capture (CDC) concept [1][2][5][10][11][16][18]. Another approach is to accelerate the frequency of data extraction [2][11][12][15][19]. Both approaches aim to reduce the data processing time lag so that real-time data warehouse is realized.

In recent years Real-Time Data Warehouse (RTDW) has become a trend worldwide. ETL Data Warehouse that used to be run once a day is now running every hour, even every 5 minutes
This can be done by using two approaches, namely push approach and pull approach. By using a push approach, the source system pushes data into the Data Warehouse. The data warehouse will be updated as soon as the data in the source system changes. Changes to the source system will be detected using database triggers. The pull approach method uses time intervals to update data in the data warehouse. Changes to the source system are detected using the timestamp or identity column method. An identity column is a column (field) in a table whose value will be used as a benchmark when data will be pulled from the source system and then stored in a data warehouse.

Some research has been carried out of RTDW, such as research on RTDW modeling using the CDC [5][10][11][16][18]. There is also research on making RTDW using the CDC Event-Driven Programming method [11]. Then there is research on the architecture of RTDW and how the process of making RTDW from the Traditional model [7]. The process of making RTDW is very much determined by the ETL process. To optimize the process of making RTDW, several studies have been conducted on the ETL process [11][12][13][14][15][16][17][18]. From these, several studies all focus on making RTDW without discussing the possibility of failure in the process of transferring data from the source system to the RTDW database.

To realize RTDW, data from the source system is loaded into a staging area or Normalized Data Store (NDS) which is used as a temporary storage place for data from various sources and ETL process sites before it is loaded in the Dimensional Data Store [1][2][5][11][12][13][14][15][16][17]. In one study on RTDW that implemented the use of CDC based on Event-Driven Programming [11], data was parallel stored in the OLTP database and the NDS database. In the process of loading data from the source system into the NDS, it is possible for the failure to occur due to the failure of the OLTP system to save data to the OLTP database and the NDS database. Failures can be caused by disruptions on the network, causing connection failures between the OLTP system and the OLTP database and the NDS database. To maintain data consistency between the source database and the NDS database and data availability, backup and synchronization data scenarios are needed.

In this research, the data backup process is carried out by storing temporary data in the form of a file with the format of Comma Separated Values (CSV), which is then followed by the process of synchronizing data. The data synchronization process is carried out by giving identity columns to each table in the source database. Furthermore, checking is done by checking the value of the identity column.

This research is expected to be able to handle the failure of the data transfer process from the OLTP system to the Real-Time Data Warehouse.

2. Research Methods

The stages in this research are generally shown in Figure 1. In Figure 1, the research stage starts with defining the problem where the problem that arises is the possibility of failure data transfer from the source system to the formation of RTDW. Then the next stage is the study of literature to obtain supporting literature for solving the problem. The backup scenario design is done by designing a backup scenario model of the problem if there is a failure of data transfer from the source system to the data warehouse. The next step is to design a data synchronization scenario between the source database and the NDS database using the identity column method. Data backup and synchronization models are then developed and implemented. Then do the system functionality test and analysis of test results. Then from the analysis of the test results, conclusions are made.
2.1. Real-Time Data Warehouse

The data warehouse is a system that retrieves and consolidates data periodically from source systems into dimensional or normalized data stores [2]. The data warehouse is a collection of data that has a subject-oriented, integrated, time-variant, and non-volatile nature of data collection in support of the management decision-making process [2]. The data warehouse is a system that extracts, cleans, adapts, and sends data sources into a dimensional data storage and then supports the implementation of queries and analysis for decision-making purposes. Information in the data warehouse is always presented in the form of dimensions and facts [1][2].

Classic data warehouse usually updates the data every day or every week. In accordance with business requests that require up to date or real-time data processing, the concept of the real-time data warehouse was created. In a real-time data warehouse, the process of updating data is carried out dynamically continuously with a break time that is almost close to zero [2]. To create a real-time data warehouse highly dependent on the Extract, Transform, Load (ETL) process. Another approach to reducing the lag time is to only process data that has been updated or known as the Change Data Capture concept [1][2].

2.2. Change Data Capture (CDC)

Change Data Capture (CDC) is an innovative approach to data integration, based on identifying, capturing, and sending changes made by data sources. By processing only the changes, the CDC makes the data integration process more efficient and reduces costs by reducing latency [1][2].

---

**Figure 1. General Stages of Research**
CDC is designed to maximize the efficiency of the ETL process. Without CDC, all data in the Online Transaction Processing (OLTP) database will be moved to the data warehouse whenever needed, while with CDC, only data changes that occur in the OLTP database will be moved. Therefore, the CDC can minimize the restore that is used to move data changes and minimize the latency of sending information, so this will save costs. There are two CDC scenario models integrated with ETL tools: [2].

a. Batch-Oriented CDC (Pull CDC) Scenario: It is processing a set of data that only experiences periodic changes in high or low frequency.

b. Live CDC Scenarios (Push CDC): Are sending data changes to the ETL tool after the changes occur. It can be done with an event-delivery mechanism or messaging middleware.

2.2.1. CDC Based on Event-Driven Programming.

Event-driven programming is a programming technique where all program execution flows are determined by an event. When the program starts, it will wait for user input events. For each event that appears, the program will run the syntax to respond. The flow of program execution is determined by the order in which events occur [11].

In CDC based event-driven programming, when a user runs an event by clicking the button on the GUI, the data that has been filled in the GUI will be stored in the OLTP database, and the data will also be sent to the Normalized Data Store (NDS) database for further process. Data that has been inputted in a parallel GUI will be stored in two databases, namely the OLTP database and the NDS database [11].

2.3. Extract, Transform, Loading (ETL)

Extract, Transform, Loading (ETL) is a very important process in the data warehouse, with this ETL data from the operating system can be entered into the data warehouse. The purpose of ETL is to collect, filter, process, and combine data from various sources to be stored in a data warehouse [1][2].

2.3.1. Extract

Most of the data in the source system are very complex, so determining the relevant data is very difficult. Efforts to design and create extraction processes are very consuming time [1][2]. Raw data originating from the source system can usually be directly stored in the staging area with minimal restructuring to maintain the authenticity of the data. There are three methods for extraction that are commonly used, namely [2]:

a. Whole table every time, this method extracts all rows in the table (full extraction). This method is suitable if the table size is small and consists of only a few rows.

b. Incremental extract, this method extracts only the changed rows, not extracts the entire table. In getting a changed row, you can use the timestamp column, identity column, transaction date, triggers, or combinations.

c. Fixed range, this method extracts several records or extracts with a certain time period; for example, the last six months of data.

2.3.2. Transform

The transformation phase applies a set of rules or functions to data taken from the source to get data to be sent to the final target. Some data sources will require very little or no data manipulation [1][2].

2.3.3. Loading

The process of loading or also known as the process of delivering, is a process in which the transformed data is ready to be entered into a data warehouse, where the design of the table structure of data to be loaded (load) is made in the dimensional design process. The data from the loading process is ready to be queried and presented by the data warehouse. Therefore the
dimensional data warehouse design will determine the speed of the query process performed [1][2].

2.4. Data Backup and Synchronization Based on Identity Column

Data backup is needed to maintain the availability of data if there are problems with the system; for example, there are database connection problems in the system. In this research, data backup is done by storing temporary data in the form of files in the format of Comma Separated Values (CSV). If the connection problem has been resolved, then the CSV file reading process is then performed then the insert process is carried out in the OLTP database. If the insert process in the OLTP database is successfully continued with the process of synchronizing the data between the OLTP database and the NDS database.

Data synchronization is needed to ensure data consistency is maintained. Data flow in the data warehouse, data from the source system is loaded into a staging area storage or Normalized Data Store (NDS). It is possible that the data failed to be loaded into the NDS, therefore synchronization of the data between the OLTP database as the source and the NDS database as the destination. The technique used to check records that fail to load on an NDS basis is the Identity Column, which is a column with a certain status value such as ‘0’ or ‘1’. If the record fails to load in the NDS database, then the Identity Column record will have a value of ‘0’. Then the record with the Identity Column value of ‘0’ is carried out by inserting into the NDS database. If the insert process is successful, then the process of updating the Identity Column value will be made to a value of ‘1’.

3. Results and Discussion

The test is carried out using a Customer Relationship Management System (CRM) Online Transaction Processing (OLTP) simulation application that is useful for recording any customer complaints telecommunications services.

3.1. CDC Event Programming

When users enter new data in the CRM system, the data will be sent in parallel to the OLTP database and NDS database. CDC event programming is triggered by events that occur in the CRM system. The data input process on the CRM system can be seen in Figure 2.

**Figure 2. CDC Event Programming on CRM Systems**
Figure 3 shows the data has been successfully stored in the OLTP database in the TComplain table.

| NoCase | MSISDN   | JnrKomplain | TglKomplain | TglSolved | Causality | IDPegasus | Status     | DispatchKe | TglDispatch | Active |
|--------|----------|-------------|-------------|-----------|-----------|-----------|------------|------------|-------------|--------|
| CS189819094423 | 62817600777 | Tidak bisa SMS | 9/19/2018 8:44 ... | EMP300001 | Dispatch | Fault VAS |

**Figure 3.** Results of CDC Event Programming in OLTP Database

Figure 4 shows the data has been successfully stored in the NDS database in the TNDSComplain.

| KunKomplain | nrocase | MSISDN   | JnrKomplain | TglKomplain | DispatchKe | TglDispatch | Active |
|-------------|---------|----------|-------------|-------------|------------|-------------|--------|
| CS180919094423 | 62817600777 | Tidak bisa SMS | 2018-09-19 00:00:00.000 | Fault VAS | 2018-09-19 00:00:00.000 | 1 |

**Figure 4.** Results of CDC Event Programming in the NDS Database

### 3.2. Data Backup

Data backups are needed to ensure that every transaction remains recorded when a database connection problem occurs. Transactions will be saved in a file format with Comma Separated Values (CSV) format and will be processed into the OLTP database when the database connection is back to normal. The process of inputting data on an OLTP system while offline can be seen in Figure 5.

![Create Case Form Input](image)

**Figure 5.** Create Case Form Input

If there is a database connection problem, the save and update buttons will be enabled on the offline action feature. In this research, the connection failure is simulated with a scenario of giving a false (closed) value to the connection variable in the OLTP system so that the connection with the OLTP database and the NDS database fails. Since the connection cannot be made, all transaction data will be saved in the CSV file shown in Figure 6.
When the database connection has returned to normal, the data file in CSV format will first be read into a tabular form, and then the process is inserted into the TComplain table in the OLTP database. The process of reading a CSV file and inserting data into an OLTP database is shown in Figure 7.

If the OLTP insert key is pressed, the data stored in the CSV file will be inserted into the TComplain table in the OLTP CRM database. The results of adding data to the TComplain table in the OLTP CRM database are shown in Figure 8.
Adding data from files in CSV format is done in the OLTP CRM database, which then requires the process of synchronizing data between the OLTP database and the NDS database shown in Figure 9.

Then every 30 seconds interval, the scheduler runs the data extraction process in the NDS database. Data in the NDS database is sent to the database warehouse using the Incremental Extraction based Timestamp method. This method can process only the latest data contained in the NDS database. The results of the process of inserting into a data warehouse database with the Incremental Extraction method based on Timestamp are shown in Figure 10.
3.3. Data Synchronization

In the CDC based event-driven programming method, data inputted on the parallel CRM system GUI is stored in the OLTP database and the NDS database. Data synchronization is needed to ensure the data in the OLTP database is the same as the NDS database. Checking and synchronizing data in the OLTP database can be seen in Figure 11.

![Figure 11. CRM Synchronization Menu](image1)

Figure 11 shows the results of checking synchronization in the OLTP CRM database. Two data are not synchronized. Both of these data failed to be stored in the NDS database, and the data was stored in the OLTP CRM database. Asynchronous data is found by checking the status of the Identity Column in the TComplain table, which functions as an Identity Column, the NDS_Status column, which, if not synchronized, has a value of '0'.

If data that has not been synchronized found, then the data synchronization process is carried out by pressing the Synchronize button. When the Synchronize button is pressed, insert the asynchronous data into the TNDSComplain table in the NDS database. If the data is successfully inserted into the NDS database, the NDS_status column value is updated to ‘1’. The process of synchronizing data between the TComplain table and the TNDSComplain table is shown in Figure 12.

![Figure 12. Synchronizing data between TComplain table and TNDSComplain table](image2)
Then every 30 seconds interval, the scheduler runs the data extraction process in the NDS database. Data in the NDS database is sent to the database warehouse using the Incremental Extraction based Timestamp method. This method can process only the latest data contained in the NDS database. The results of the process of inserting into a data warehouse database with the Incremental Extraction method based on Timestamp are shown in Figure 13.

**Figure 13.** Results in the TFact_Complain table

### 4. Conclusions

Data backup is done by storing temporary data in a file in the format of Comma Separated Values (CSV), then the CSV file is read, and the process is inserted into the OLTP database. After the insertion process into the OLTP database is successful, it continues with the synchronization process between the OLTP database and the NDS database. Data synchronization between the OLTP database and the NDS database is done by checking the value of the Identity Column in each table in the OLTP database. If the value of the Identity Column is ‘0’, then the process of inserting the data into the NDS database is carried out. If the data is successful, it is loaded into the NDS database, then the value of the Identity Column is updated to be ‘1’. Data in the NDS database is loaded into the Dimensional Data Store with the Incremental Extraction based Timestamp method to create the Real-Time Data Warehouse.
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