A boundary-based tokenization technique for extractive text summarization
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Abstract

The need to extract and manage vital information contained in copious volumes of text documents has given birth to several automatic text summarization (ATS) approaches. ATS has found application in academic research, medical health records analysis, content creation and search engine optimization, finance and media. This study presents a boundary-based tokenization method for extractive text summarization. The proposed method performs word tokenization by defining word boundaries in place of specific delimiters. An extractive summarization algorithm was further developed based on the proposed boundary-based tokenization method, as well as word length consideration to control redundancy in summary output. Experimental results showed that the proposed approach enhanced word tokenization by enhancing the selection of appropriate keywords from text document to be used for summarization.
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1. Introduction

There is plenty of information available in every sphere of human life most especially on the internet. Important information can be considered and isolated by creating summary from the available pool of information. As textual content continue to grow, it has become a burden on the research community to manage this growth by implementing smarter and improved text summarization solutions [1]. In view of this, the research community, is constantly developing new approaches for automatic text summarization (ATS). ATS is the use of a computer program in creating shorter text from an original text document without losing the most important content of the original document [2]. A summary therefore, is a shorter text that bears vital and relevant information from an original longer text [3].

The general classification of automatic text summarization techniques are of two types; extractive and abstractive techniques. The extractive method selects vital and important sentences and paragraphs from an original document and concatenates them to produce the summary [4]. Abstractive techniques on the other hand requires an intuitive understanding of the main concepts in a document which leads to a new representation of an original text document as summary [5].

Extractive text summarization is predominant, hence, this study explored the technique, and considered the importance of preprocessing stage of the natural language processing pipeline during extractive automatic text summarization as a vital stage in the summarization process. This paper therefore, attempts to improve the process of word tokenization by implementing a boundary-based tokenization method. The objective is to ensure that the right word tokens are isolated at the early stage of ATS in view of sentence selection for the final summary. Proper word tokenization leads to
the selection of good keywords, which in turn results to the selection of appropriate sentences for the final summary [6].

2. Extractive Text Summarization

In simple term, extractive summarization creates summaries by simply extracting important sentences from the original text document without changing the content of original text [4]. More of what an extractive summarization method does is to make reliable decision for each sentence whether or not it will be included in the generated summary. One of the methods to obtain suitable sentences is to assign some numerical measure of a sentence for the summary called sentence scoring and then select the best sentences to form document summary [7].

The extractive technique is grouped into two stages, viz; pre-processing stage and processing stage. Pre-Processing deals with the structural interpretation of the original text which usually involves some morphological analysis in terms of word/sentence boundary identification, tokenization, stop-word removal, stemming/lemmatization etc. The processing stage identifies and calculates sentence features influencing the relevance of sentences, assigns weights to these features, scores and ranks weighted sentences, after which the highly ranked sentences are selected for the final summary [8].

2.1. Sentence Features for Extractive Text Summarization

Some sentence features of text(s) are important considerations when creating an automatic summary. These features are determinants to sentence selection or rejection in automatic text summarization. They include: Title word, Content word (Keyword), Sentence length, Sentence position, Proper Noun, Upper-case word, Cue-Phrase, Font based, Pronouns, Presence of non-essential information, Sentence-to-Sentence Cohesion [8].

2.2. Evaluation of Summary

Evaluation of summaries is an important aspect of text summarization. However, evaluating summaries, either manually or automatically is usually a tough task, of which the main difficulty comes from the impossibility of building a fair standard against which the results of summarization systems can be compared [9]. Furthermore, and because textual data are unstructured, it is also very hard to determine what a correct summary is. Approaches to evaluation are classified into extrinsic and intrinsic. Extrinsic classification judges an auto-generated summary on how well it contributes to the accomplishment of a particular task. Intrinsic on the other hand, judges summary quality directly without reference to any particular task. Evaluation of performance of automatic summary can also be measured using precision, recall and F-score [8]. Precision is the number of sentences found in both the system and in an ideal summary divided by the number of sentences in the ideal summary. Recall is the number of sentences found in both system and ideal summaries divided by the number of sentences in the ideal summary. F-score is a combo of the two measures [10].

A set of metrics called Recall Oriented Understudy of Gisting Evaluation (ROUGE) was introduced in 2004 at the Document Understanding Conference (DUC) [11], it became the standard of automatic evaluation of the summaries, and gives a score based on the similarity in the sequences of words between a human-written model summary and the machine summary. However, ROUGE has been demonstrated to be less sufficient as a precise indicator for evaluation of a quality summary [12]. In recent studies, human evaluators have been shown to be effective in summary evaluation. This was demonstrated in IBM Science Summarizer project [13], where 12 authors from the NLP community were tasked to evaluate summaries of two papers that they co-authored. Another study where human evaluation technique have been successfully applied is [14]. In fact, a general policy to evaluate the quality of a summarization system is absent in most existing models [15]. Authors and researchers usually provide different approaches for summary evaluation. In some, summary quality is evaluated grammatically and based on its relevance to a particular user. If the system summary output is satisfactory then it satisfies the need of that user [15].

2.3. Related Works

In a recent study by Manju et al. [16] extractive text summarization technique was adopted to make sense of the sensitive part of the document by neglecting the irrelevant and redundant sentences. The researchers proposed a framework for extracting summary from multiple documents in the Malayalam Language by a sentence extraction algorithm that selects the top ranked sentences which also has maximum diversities. Since the work was based on multi document summarization, a graph-based method (TextRank Algorithm) which has been demonstrated by Mihalcea and Tarau [17] to perform well was used to rank and select sentences to be included in the summary.
A study by Vaghasiya [18] attempted to simplify scholarly literatures by proposing a novel model that has specific number of input files with a uniform structure, aiming to summarize, and then simplify into one document. Firstly, the system establishes the structure of the papers and also identifies text from some critical sections of the documents. After extraction of the texts, it is further tokenized and weighed based on relevance before constructing the required summary. The constructed summary further goes through separate simplification system where complex words are further broken into simpler terms. The proposed system was implemented as a web application and uses four different techniques to summarize the text (Data Aggregation, Information Extraction, Processing, Summarization and Evaluation) and two different techniques to simplify a given text (Context Breakdown and Term Re-writing) [18].

In another study, Nguyen et al. [6] proposed a model for improving the quality of the scoring step, which is factored in, during sentence selection. It was stated that a good scoring step for sentences could increase chances of extracting high-quality sentences for summaries. The proposed model takes advantage of local information (inside a single document) and global information (on the whole corpus). The combination of these information permits defining a rich set of sentence features used for learning [6]. Under a learning-to-rank formulation, the researchers’ model learns to estimate the level of importance for different sentences, after which it performs sentence ranking and summaries are finally extracted by isolating the highest ranking sentences with diversity.

Bashir et al. [19] conducted a study which developed a feature extraction model using Naïve Bayes model to automatically summarize Hausa language texts. The study attempted automatic summarization using 10 Hausa Language texts as dataset with some sentence features. The sentence features adopted in the study for the summarization process are keyword, title and cue phrases. Although the results of the study were within objectives, the morphological structure of the Hausa language was not considered. The researcher further concluded that automatic text summarization attempted on Hausa Language dataset is better if morphological analysis is considered.

Oyekan et al. [3] studied the imminent communication gap in children news rendering and therefore, proposed a text summarization technique in an attempt to bridge the gap and meet with the challenges. The study attempted the use of a suitable parsing model that can summarize texts based on variations in children age-grade. The age grades considered were the Lower and Middle School levels. The system was able to summarize texts with character length of about 20,000 for lower school level children, and about 500,000-character length for middle school level children.

Selvani Deepthi [20] performed extractive text summarization using modified weighing and sentence symmetric feature*. In this work, the author laid emphasis on summarization of different research papers of various fields. The researcher showed three distinctive algorithms for summarization with results detected for each algorithm. The author perceived that sentence score and feature scores used for the summarization process are determined on the basis of the statistical approaches. The researcher used extractive approaches to overcome few challenges like handling large amount of text data as well as reducing the presence of unnecessary sentences in the summary.

3. Material and methods

3.1. Design Description

This study, in proposing a boundary-based tokenization method for text preprocessing during summarization examined an anonymous existing system model and found the need to improve its text preprocessing stage. As seen in figure 1, the existing system which performs automatic text summarization by extraction selects letter ‘s’ as a keyword during summarization. Such scenario is presumably a product of the delimiter based split method of tokenization. The delimiter based split method tokenizes by splitting words based on two delimiters (white space and comma). This degenerated to the selection of letter ‘s’ as a keyword.

Keywords have been established in scientific literature to be vital in representing the main discourse of a text or document, and also one of the vital sentence features to be considered when selecting sentences to be included in the final summary [8]. A keyword is explained by Siddiqi and Sharan [21] to be a word that succinctly and accurately describes the subject, or an aspect of the subject, discussed in a document. Letter ‘s’ therefore, is not a keyword and should be adequately cleaned off during the preprocessing stage of ATS.

We thus, modelled in mathematical terms, the delimiter based split method of tokenization and further attempt an improvement by introducing a boundary-based tokenization technique.
3.2. Modeling the tokenization problem

The delimiter-based split function splits the set of strings, $L$, into subsets, $l_i$, based on the set of delimiters, D. Given that:

$$\text{word}(w_i) = f(l_i, \partial_i) \text{ such that } l_i > 0 \text{ eq 1.}$$
$$\text{word}_{total}(w_T) = \sum_{i=0}^{n} f(l_i, \partial_i) \text{ eq 2.}$$
$$\sum_{i=0}^{n} l_i = \sum_{i=0}^{n} \partial_i \text{ eq 3.}$$

The delimiter, D, is a set of 2 elements, $\partial_1, \partial_2$

$$D = (\partial_1, \partial_2),$$

where; $\partial_1$ = whitespace

$$\partial_2 = \text{Comma}$$

Tokenization based on equation (1) applied in the sentence, "I am John's brother, James" would give:

| $l_0$ | $\partial_1$ | $l_1$ | $\partial_1$ | $l_2$ | $\partial_2$ | $l_3$ | $\partial_2$ | $l_4$ | $\partial_2$ |
|------|---------------|------|---------------|------|---------------|------|---------------|------|---------------|
| I    | am            | John’s | Brother ,    | James |

$$w_i = f(l_i, \partial_i)$$

$$w_0 = l_0, \partial_1 = I$$

$$w_1 = l_1, \partial_1 = \text{Am}$$

$$w_2 = l_2, \partial_1 = \text{John’s}$$

$$w_3 = l_3, \partial_2 = \text{brother}$$

$$w_4 = l_4, \partial_2 = \text{James}$$

Notice the error in $w_2$, where the $f(l_i, \partial_i)$ identifies the possessive John’s as a single word. This poses a problem down the line in the NLP preprocessing, leading to the kind of redundancy noticeable in the output of the existing system. We solve this problem by implementing a boundary-based tokenization method. This method gives room for expansion of word boundaries in a text, and not just by two delimiters.
3.3. Improving NLP Preprocessing Pipeline

Implementing a Boundary Based Tokenization Method in place of aDelimiter Based Split Function in Python. We define a word, $w_i$, thus:

$$w_i = f(b_i, l_i, b_{i+1}) \iff l_i > 0 \text{ eq 4.}$$

Where the set of boundaries, $B$, is defined thus;

$$B = (L)' = \{b_i, b_{i+1}, b_{i+2}\} \text{ eq 5.}$$

$$l_i \in L;$$

$$L = \{a - z, A - Z, -\} \text{ eq 6.}$$

Such that $L$ ensures that $l_i$ is a string of letters, outside of which any element would serve as a boundary.

Applying the boundary-based method in the sentence “I am John’s brother, James”

Having isolated the string, ‘s’ using the boundary-based method, it can then be eliminated down the line in the preprocessing pipeline by filtering using some defined conditions abstracted in code.

3.4. Proposed Summarization Algorithm

Step 1: Perform word tokenization based on proposed boundary-based method

Step 2: Calculate word frequency, $f_{wo}$, of words, $w$, appearing in the document, $T$

$$f_{wo} = \sum_{i=0}^{n} w_i + 1$$

Where $n =$ number of times $W_i$ appears in $T$

Step 3: Find word with maximum frequency, $W_{max}$

Step 4: Find word density distribution, $P_{wi} = \frac{w_i}{W_{max}}$

Step 5: $\forall w_i \in s_j$

$$P_{sj} = \sum P_{wi}$$

Where; $s_j =$ Sentence in Document; $P_{sj} =$ Sentence density distribution/score
Step 6: Rank $s_j$ by their scores

# To take care of redundancy, set word length in limit;

Step 7: Set word length in limit, $q$, for $s_j$ to be considered

Do {
    If length ($S_j$) > $q$: Pass
    else: add $S_j$ — Summary Text
}

Where $q = \text{integer}$

3.5. Evaluation method

The human evaluation method was adopted as has been proven effective by [13, 14]. This evaluation was conducted in form of a basic Turing test. This is a test of a machine's ability to exhibit intelligent behavior equivalent to, or indistinguishable from, that of a human. Turing test proposes that a human evaluator would judge natural language conversations between a human and a machine designed to generate human-like responses. The evaluator would be aware that one of the two partners in conversation is a machine, and all participants would be separated from one another [22]. If the evaluator cannot reliably distinguish the output of the machine from that of the human, then the machine is judged to have passed the test. The test results do not depend on the machine's ability to give accurate and perfect answers to questions, but to what degree its answers would resemble those a human would give. Hence, text documents of varying lengths ($800 \sim 2000$ words) were selected and summarized using the existing and new system respectively. The outputs of the two systems were presented to two different groups of assessors who were tasked to semantically assess the various outputs. 50% of the assessors were English Language and Linguistics lecturers, while the other 50% were randomly selected lecturers of other disciplines. The responses (semantic scores) were reported on a scale of 0-10 and further analyzed with R programming software (evaluation results shown in table 1). The results of the evaluation are also discussed.

4. Results

Table 1 Table of evaluation results

| Input/text length | Text Summarizer | Summary Length | Semantic Score |
|-------------------|----------------|----------------|---------------|
| 1                 | 877            | A              | 218           | 5             |
|                   |                | B              | 271           | 5             |
| 2                 | 1155           | A              | 273           | 6             |
|                   |                | B              | 300           | 4             |
| 3                 | 1206           | A              | 300           | 7             |
|                   |                | B              | 300           | 5             |
| 4                 | 1272           | A              | 316           | 8             |
|                   |                | B              | 300           | 6             |
| 5                 | 1357           | A              | 329           | 7             |
|                   |                | B              | 300           | 5             |
| 6                 | 1482           | A              | 342           | 8             |
|                   |                | B              | 300           | 5             |
| 7                 | 1564           | A              | 365           | 6             |
5. Discussion

5.1. Tokenization

The snapshot of the proposed summarization system in figure 2 shows the effectiveness of the implemented boundary-based tokenization method on the proposed algorithm for this study. In comparison with the existing system, the proposed summarization system is seen to have efficiently handled word tokenization using the boundary-based approach leading to the proper selection of keywords. The selected keywords is in line with the definition of [21] on what a keyword should entail. It further establishes the findings of [6] on the relevance of tokenization during preprocessing stage of automatic text summarization.

![Figure 2 Screenshot of the summarization tool](image)

5.2. Dependency between semantic score and summary length

After implementing the boundary-based tokenization method on the proposed summarization algorithm, it is seen from the scatter plot of figure 3 that, based on evaluators’ assessment, the new system achieved better semantic scores with respect to summary length, compared to the existing system.

|     | A   | B   |   |
|-----|-----|-----|---|
| 8   | 1654| A   | 377| 7 |
|     |     | B   | 327| 8 |
| 9   | 1773| A   | 396| 5 |
|     |     | B   | 327| 4 |
| 10  | 1987| A   | 421| 8 |
|     |     | B   | 327| 6 |

Key: A = New system; B = Existing system
5.3. Influence of input text length on summary length

Static points were observed on the scatter plots of figure 4 for the existing system with respect to increasing input text length. The existing system returned the same summary for specific range of input text irrespective of any additional text to its original input content. This is presumably because the existing system’s algorithm permits it to perform summarization with respect to predefined / specific text length and therefore ignores further increases in text length until the next predefined text length is reached. Although the summary length of the new system appeared to be slightly higher, as text length increased, it showed the intelligence of the new system to dynamically handle copious increases in text length during summarization. This is in line with the findings of previous researchers [12, 23] on the need for automatic text summarizers in cushioning the problems accompanied with managing huge amounts of textual data.
6. Conclusion

The implementation of boundary-based tokenization in the proposed extractive text summarization algorithm enhanced word tokenization leading to efficient keywords generation. This study therefore, provides a smart extractive text summarization tool which utilizes the proposed approach in generating summary for text documents based on proper word tokenization and quality sentence selection.
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