Approximate model-based state estimation in simplified Receding Horizon Control
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Abstract- Multiple variable systems often have to be so controlled that in the lack of appropriate sensors no satisfactory information is available for the complete estimation of their state variables. Normally only their certain components are kept under observation and control, while the other ones evolve according to the consequences of the exerted control signal. In control-based treatment of patients suffering from "Type 1 Diabetes Mellitus (T1DM)", the only directly measured quantity is the subcutaneous glucose concentration in the blood controlled by a single control signal, the insulin ingress rate. The applied model may use several components in the state variable. The traditional "Receding Horizon Controller (RHC)" requires the estimation of the complete state variable for the calculation of the control signal. In this paper preliminary simulations are presented in which the operation of the RHC is studied in the control of two vertically connected, oscillating masspoints so coupled by springs that only the state of the upper one is observed and directly controlled. Instead sensor-based observations, the lower point's coordinate is calculated by the use of an available "rough" model. Preliminary calculations were made for a particular human glucose-insulin model, too. In our further work we wish to apply this method for investigating various T1DM treatment models.
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I. Introduction

In process control tasks often multiple variable systems have to be so controlled that in the lack of appropriate sensors no satisfactory information is available for the complete estimation of their state variables. Normally only its certain components are kept under observation and control, while the other ones evolve according to the consequences of the exerted control signal without having any possibility for observing and/or keeping them at bay. Especially in life sciences, where the unobserved quantities can achieve lethal values, this practice is a serious problem. For instance, in control-based treatment of patients suffering from T1DM from the early "minimal model" developed by Bergman in 1986 [1] more and more sophisticated models were elaborated (e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10]) and used for various control approaches (e.g. [11, 12, 13, 14, 15, 16, 17, 18]). For instance, in the paper [19] the glucose and insulin absorption "submodels" were described by the equations (1) - (4). They originated from the Cambridge model [20] and were inserted into the core model described by the equations (5) - (7).

\[
\dot{D}_1(t) = - \frac{1}{\tau_D} D_1(t) + \frac{1000A_g}{M_wG} C(t) , \quad (1)
\]

\[
\dot{D}_2(t) = - \frac{1}{\tau_D} D_2(t) + \frac{1}{\tau_D} D_1(t) , \quad (2)
\]

\[
\dot{S}_1(t) = - \frac{1}{\tau_S} S_1(t) + \frac{1}{V_I} u(t) , \quad (3)
\]

\[
\dot{S}_2(t) = - \frac{1}{\tau_S} S_2(t) + \frac{1}{\tau_S} S_1(t) , \quad (4)
\]

\[
\dot{G}(t) = -(p_1 + X(t))G(t) + p_1 G_B + \frac{1}{\tau_D} D_2(t) , \quad (5)
\]
\[ \dot{X}(t) = -p_2 X(t) + p_3 (I(t) - I_B) , \]
\[ \dot{I}(t) = -n (I(t) - I_B) + \frac{1}{\tau S} S_2(t) . \]

The state variables in (1) - (7) are defined as follows. \( D_1(t) \) and \( D_2(t) \) mg/dL are the primary and secondary compartments belonging to glucose. \( S_1(t) \) and \( S_2(t) \) mU/L are the primary and secondary compartments belonging to insulin. Variable \( G(t) \) mg/dL is the blood glucose (BG) concentration ("glycemia"). \( I(t) \) mU/L is the blood insulin concentration and \( X(t) \) \( \text{min} \) is the insulin-excitable tissue glucose uptake activity. The food intake done by the patient under treatment was handled as disturbance that was unknown for the controller. The only directly observable quantity was \( G(t) \), and the only known quantity was the exerted control signal \( u(t) \) mU/min. The other variables were calculated on the basis of the available model parameters of which only \( M_{U,G} \) (the molecular weight of glucose), \( C \) (a conversion rate between various units), \( A_p \) (glucose utilization), \( C_B \) (basal glucose level), \( I_B \) (basal insulin level), \( B_W \) (body weight as easily measurable quantity) were assumed to be exact, while the \( p_1, p_2, p_3 \) transfer rates, the \( n \) rate constant for insulin disappearance, the \( \tau P \) carbohydrate (CHO) to glucose absorption constant, \( V_I, V_G \) distribution volumes of insulin and glucose, and the \( \tau S \) insulin absorption constant were only approximately estimated. In the lack of measuring possibilities, these calculated values were used for setting the starting point of the new horizon of the Receding Horizon Controller outlined in the sequel.

As in a heuristic realization of the idea of the "Model Predictive Controllers (MPC)" (e.g. [21]), in the "Receding Horizon Control (RHC)" [22] a cost function constructed of the trajectory tracking error and control forces over a finite grid is minimized under the constraint that the dynamic model of the controlled system must be valid. Generally the problem can be formulated in (5) in which \( J \) means the cost function that normally expresses a "penalty cost" for the big tracking error depending on the coordinates \( x \), it may punish the application of too big control action denoted by \( u \), \( \Phi(x,F) \) can be an extra punishment as "terminal cost", function \( \dot{x} = \Psi(x,u) \) describes the dynamic model of the controlled system, and \( \Delta t \) means the resolution of the discrete time-grid. While it is not compulsory to achieve exactly zero cost (some compromise between its often contradictory components can be achieved in this manner), the constraint conditions in the last line of (5) must be precisely met: this term expresses the "abilities" of the controlled system that must be taken into account in the realization of the cost minimization.

\[
\min_{\{x_1, ..., x_F\} \ \{u_0, ..., u_{F-1}\}} \left( \sum_{i=0}^{F-1} J(x_i, u_i) + \Phi(x_F) \right) \\
\text{subject to } \frac{x_{i+1} - x_i}{\Delta t} = \Psi(x_i,u_i) = 0. \tag{8}
\]

In general, for finding the local optimum under constraints a numerical realization of Lagrange "Reduced Gradient Algorithm" [23] must be implemented in the following manner. If the variables \( \{x_1, ..., x_F\} \) and \( \{u_0, ..., u_{F-1}\} \) can be simultaneously varied, in the appropriate grid points each component of the \( \frac{\partial J}{\partial (x,u)} = \Psi(x,u) \) constraint term has to be associated with a Lagrange multiplier, and the following considerations can be done. If the local minimum of the differentiable multivariable function \( J(x,u) : \mathbb{R}^n \rightarrow \mathbb{R} \) is needed without constraints, instead of the actual point \( (x,u) \), a neighboring point \( (x,u) - \alpha \left( \frac{\partial J}{\partial (x,u)} \right) \) can be proved with a small positive number \( 0 < \alpha \). The function’s value can decrease until the gradient becomes zero. If it is a priori known that the local minimum is 0, the process can be made faster by using the "Newton-Raphson Algorithm" in which \( \alpha \) is so chosen that \( -\alpha \| \frac{\partial J}{\partial (x,u)} \| ^2 = J(x,u) \) (e.g. [24, 25]). If the optimization must be done under constraints expressed implicitly as \( \{0 \leq g_i(x,u) : \mathbb{R}^n \rightarrow \mathbb{R} \ i = 1, ..., K < n, \text{ subject to particular cases, an } (n - K) \text{ dimensional hypersurface in } \mathbb{R}^n \) is determined by the constraints, and the local optimum must be found over this hypersurface. The optimization can be started by finding a point on this hypersurface by using the Newton-Raphson Algorithm for e.g. \( G(x,u) := \sum_{\ell} q_{\ell}^2(x,u) \), since \( G(x,u) = 0 \) if and only if each \( q_{\ell}(x,u) = 0 \). In the computations the formula given in (9) can be used

\[
(x,u)_{s+1} = (x,u)_s - a_1 \times \frac{\partial G}{\partial x(u)_s} \delta \left( \frac{\partial G}{\partial x(u)_s} \right)_{(x,u)_s} (x,u)_{s+1} = (x,u)_s - \alpha \frac{\partial J}{\partial (x,u)} \Rightarrow \frac{\partial J}{\partial (x,u)} = 0 \tag{9}
\]

in which \( 0 < a_1 < 1 \). Following that, to avoid leaving the constraint-defined hypersurface while decreasing the cost function a small step can be done along the direction of the "reduced gradient" as \( a_2 \frac{-\partial J}{\partial(x,u)} + \sum_{i} \lambda_i \partial g_i / \partial (x,u) \) in which \( 0 < a_2 < 1 \), and the \( \{\lambda_i\} \) Lagrange multipliers must be so chosen that the displacement must be orthogonal to each constraint gradient \( \partial g_i / \partial (x,u) \), because in the first order approximation then the constraint functions stagnate at 0. By using the 0 scalar product for expressing orthogonality, according to Lagrange, a linear set of equations is obtained and has to be solved as

\[
\forall k : - \left( \frac{\partial g_k}{\partial (x,u)} \right)^T \frac{\partial J}{\partial (x,u)} + \sum_{\ell} \left( \frac{\partial g_\ell}{\partial (x,u)} \right)^T \frac{\partial g_\ell}{\partial (x,u)} \lambda_\ell = 0 . \tag{10}
\]

This process can be repeated until the reduced gradient achieves zero. In this point a local optimum allowed by the constraints has been found. (Sometimes the use of (9) may be necessary to correct the accumulated higher order errors to precisely stick on the "constraint hypersurface".) By our days this approach became a practical problem solving tool in financial and technical applications.
problems as it is implemented in the "Solver" package of MS EXCEL (e.g. [20, 27]).

In many cases the Lagrange multipliers have important physical meaning, therefore it is often necessary to compute them (e.g. [28, 29]). Via the introduction of the "Auxiliary Function" in (11)

\[ \Phi(x, u, \lambda) := -J(x, u) + \sum \lambda_{\ell} g_{\ell}(x, u) \]  

(11)

it can be observed that the above detailed algorithm stops at the \( x, u, \lambda \) values at which \( \partial \Phi / \partial x = 0, \partial \Phi / \partial u = 0, \) and \( \partial \Phi / \partial \lambda = 0. \) The first requirement means that at this point the reduced gradient is 0, the second one guarantees that the appropriate point is located on the constraint surface.

Due to the special structure of the constraints in [8], for a fine enough grid resolution these partial derivatives can be interpreted as canonical equations of motion for the canonical variable pairs \( x \) and \( \lambda \) using an artificial Hamiltonian \( H(x, u, \lambda) = -J(x, u) - \lambda^T \Psi(x, u) \) as \( \partial H / \partial x = \dot{\lambda}, \partial H / \partial \lambda = -\dot{x} \), and \( \partial H / \partial u = 0 \) for the optimized motion over the grid. This formal analogy allows the utilization of basic results in Classical Mechanics as e.g. the properties of the Symplectic Geometry, Liouville's theorem [30] on the conservation of the volume of the phase space determined by the cells \( \Delta x, \Delta \lambda \) from which general stability consequences can be drawn. For instance, in the case of Linear Time-invariant (LTI) system models and quadratic cost functions of the form \( J = x^T P x + u^T R u \) with positive definite symmetric \( P \) and \( R \) matrices the Linear Quadratic Regulator's [31] canonical equations can be obtained. In this special case from the equation of motion for \( \lambda \), with a complementary trick, the Riccati equations [32] can be obtained that, though they are quadratic first order equations, can be solved by using the solution of second order linear equations. In commercial software products as e.g. MATLAB efficient solutions can utilize these possibilities for LQR. In Classical Thermodynamics the auxiliary function and the Lagrange multipliers give the basis for introducing the Chemical Potentials via using the Legendre transformation (e.g. [28]). The above "cultural reasons" mean strong motivations for engineers to proceed along these "tracks" (e.g. [33, 34, 35]).

Since the above numerical algorithm has considerable computational needs, it is an interesting question whether it can be avoided by using simpler techniques. For more general cases simplifications were suggested in [30] by abandoning the use of the auxiliary function. The basic idea was based on the observation that for solving the set of linear equations in (10) for the Lagrange multipliers can be realized by the use of the simple Gram-Schmidt algorithm [37, 38] (originally was invented by Laplace [39]) in the following manner. Let the component of vector \( a \) subtracted from vector \( b \) in the form \( b := b + \mu a \) so that \( b \) must be orthogonal to \( a \). Since orthogonality means zero scalar product solving the simple equation \( 0 = a^T b + \mu a^T a \) yields the appropriate real number \( \mu \). If the reduction of the gradient is important, the appropriate vectors can be arranged as the columns of a matrix in (12).

\[ \begin{bmatrix} \frac{\partial g_1}{\partial (x, u)} & \cdots & \frac{\partial g_m}{\partial (x, u)} & - \frac{\partial J}{\partial (x, u)} \end{bmatrix} \]  

(12)

At first remove the component of the 1st column from the others. Then select the so obtained 2nd column and subtract its component from the remaining ones, etc. Finally, in the last column of the result the reduced gradient will be present. Further simplification can be done if we take it into account that \( \forall i, g_i(x, u) = 0 \) if and only if \( G(x, u) = 0 \), therefore it is enough to make a single step of orthogonalization for the two columns matrix \( \begin{bmatrix} \frac{\partial g_1}{\partial (x, u)} & - \frac{\partial J}{\partial (x, u)} \end{bmatrix} \). In [30] it was found the even in the case of a very simple paradigm quite considerable computation effort was spared in this manner. In the next section further simplifications are recommended for the purposes of developing RHC controllers using nonspecial dynamic models and cost functions.

II. FURTHER SIMPLIFICATIONS FOR RHC CONTROLLERS

It is a plausible observation that if we wish to release ourselves from the formalism using the Lagrange multipliers, in the case of a first order system it is just enough to execute the optimization according to the control signals over the horizon \( u_i \) for \( i = 0, 1, \ldots, F - 1 \), because in the possession of the system model the "constraint term" can be explicitly utilized as follows:

\[ x_0 \]  

is given as the initial condition. The principle of causality can be expressed by the use of forward differences:

\[ x_1 = x_0 + \Delta t \Psi(x_0, u_0) \]
\[ x_2 = x_1 + \Delta t \Psi(x_1, u_1) \]

etc. In this case over the horizon we have to minimize only \( J(u_0, \ldots, u_{F-1}) \) with the simple gradient descent method without constraints. Neither the Newton-Raphson phase depicted in [9], nor moving along the reduced gradient by either solving (10) or making the reduction according to (12) has to be done. This evidently means quite considerable reduction in the necessary burden of computations.

This possibility is illustrated by the example of the vertical motion of two coupled mass-points of masses \( m_1 \) and \( m_2 \) in a gravitaional field of acceleration \( g \). The mass-point \( m_1 \) is hanging on a spring of stiffness \( k_1 \) and "zero force length" \( L_01 \). Its motion can be controlled by the vertical force \( F_1 \). As "parasite dynamics", mass-point \( m_2 \) is connected to \( m_1 \) by a spring of stiffness \( k_2 \) and "zero force length" \( L_02 \). The "exact equations of motion" of this system are given in

\[ m_1 \ddot{q}_1 = m_1 g - k_1(q_1 - L_01) + k_2(q_2 - q_1 - L_02) - b_1 \dot{q}_1 + F_1 \]
\[ m_2 \ddot{q}_2 = m_2 g - k_2(q_2 - q_1 - L_02) - b_2 \dot{q}_2 \]  

(13)

where \( q_1 \) and \( q_2 \) are the appropriate vertical coordinates (increasing downwards), and \( b_1 \) and \( b_2 \) are viscous damping coefficients. It is assumed that \( \dot{q}_1 \) and \( \dot{q}_2 \) can be directly observed, but no any measurable information is available on \( \dot{q}_2 \). Furthermore, it is assumed
that none of the exact parameters of the model $m_1$, $m_2$, $k_1$, $k_2$, $L_01$, $L_02$, $b_1$, $b_2$, and $g$ are available. Instead of them their approximations are available as $\tilde{m}_1$, $\tilde{m}_2$, $\tilde{k}_1$, $\tilde{k}_2$, $\tilde{L}_01$, $\tilde{L}_02$, $\tilde{b}_1$, $\tilde{b}_2$, and $\tilde{g}$ (Table [1]). For the not observable variable its "computed estimation" is used as $\tilde{q}_1$ and $\tilde{q}_2$, and when the estimation happens over the horizon during the optimization, the "optimized data over the horizon" $\tilde{q}_1$, $\tilde{q}_1$, and $\tilde{q}_2$, are substituted in the approximate model equation of motion

\[\begin{align*}
\tilde{m}_1\ddot{\tilde{q}}_1 & = \tilde{m}_1\ddot{q}_1 - \tilde{k}_1(\tilde{q}_1 - \tilde{L}_01) + \tilde{k}_2(\tilde{q}_2 - \tilde{q}_1 - \tilde{L}_02) - \\
\tilde{m}_2\ddot{\tilde{q}}_2 & = \tilde{m}_2\ddot{q}_2 - \tilde{k}_2(\tilde{q}_2 - \tilde{q}_1 - \tilde{L}_02) - \tilde{b}_2\dot{\tilde{q}}_2,
\end{align*}\]

in which the data for $\tilde{q}_1$ and $\tilde{q}_2$ are calculated over the horizon. The data over a horizon consists of the values $\{\tilde{q}_1[i], \tilde{q}_1[i], \tilde{q}_1[i], \tilde{q}_2[i], \tilde{q}_2[i], \tilde{q}_2[i], F_1[i], i \in \{1, 2, \ldots, H_L\}\}$ where $4 \leq H_L \in \mathbb{N}$ denotes the horizon length.

| Parameter       | Exact Value | Approx. Value |
|-----------------|-------------|---------------|
| Mass 1          | $m_1 = 1.0 \text{ kg}$ | $\tilde{m}_1 = 1.5 \text{ kg}$ |
| Mass 2          | $m_2 = 2.0 \text{ kg}$ | $\tilde{m}_2 = 2.5 \text{ kg}$ |
| Spring stiffness 1 | $k_1 = 15.0 N \cdot m^{-1}$ | $\tilde{k}_1 = 11.0 N \cdot m^{-1}$ |
| Spring stiffness 2 | $k_2 = 12.0 N \cdot m^{-1}$ | $\tilde{k}_2 = 16.0 N \cdot m^{-1}$ |
| Spring’s length 1 | $L_01 = 1.0 m$ | $\tilde{L}_01 = 1.2 m$ |
| Spring’s length 2 | $L_02 = 1.5 m$ | $\tilde{L}_02 = 1.8 m$ |
| Damping coeff. 1 | $b_1 = 0.8 N \cdot s \cdot m^{-1}$ | $\tilde{b}_1 = 0.3 N \cdot s \cdot m^{-1}$ |
| Damping coeff. 2 | $b_2 = 0.5 N \cdot s \cdot m^{-1}$ | $\tilde{b}_2 = 0.2 N \cdot s \cdot m^{-1}$ |
| Grav. accel.     | $g = 9.81 m \cdot s^{-2}$ | $\tilde{g} = 10.0 m \cdot s^{-2}$ |

Instead using Lagrange multipliers within the horizon Euler integration happens in the "forward form" as follows:

\[\begin{align*}
\dot{q}_1[i + 1] & = q_1[i] + \Delta t \dot{q}_1[i] , \\
\dot{q}_2[i + 1] & = q_2[i] + \Delta \dot{q}_2[i] , \\
\ddot{q}_1[i + 1] & = \ddot{q}_1[i] + \Delta \ddot{q}_1[i] , \\
\ddot{q}_2[i + 1] & = \ddot{q}_2[i] + \Delta \ddot{q}_2[i] , \\
\big[\tilde{q}_1[i], \tilde{q}_2[i]\big] & = \tilde{M}_{od}\big[\dot{q}_1[i], \dot{q}_2[i], \dot{q}_1[i], \dot{q}_2[i], F_1[i]\big],
\end{align*}\]

where the "Approximate Model Function" $\tilde{M}_{od}$ is defined in [13]. The horizon is related to the "Exact Model" given in [13] by the "initial conditions" within the horizon: $\ddot{q}_1[1] = q_1(t)$, $\dot{q}_1[1] = \dot{q}_1(t)$ and $\ddot{q}_2[1] = \ddot{q}_2(t)$, $\dot{q}_2[1] = \ddot{q}_2(t)$ in which the actual time $t$ corresponds to the first grid point of the horizon. According to [15], the optimization happens for the freely selectable $F_1[1], F_1[2], \ldots, F_1[H_L - 2]$ values, since the effect $F_1[i]$ appears in $\tilde{q}_1[i + 2]$ in the case of a second order system, and the cost function in the grid point $i$ is defined in [16].

III. SIMULATION RESULTS FOR COUPLED MASS POINTS

For the simulations no any special commercial software product was used. The Julia language [8] was applied under Manjaro Linux on a DELL inspiron 15R computer. A simple own-made sequential code was developed. In the simulations $\Delta t = 10^{-3} s$ discrete time-resolution, $H_L = 4$ horizon length, $\forall i C[i]$ is 1 weight factors, $\forall i P[i]$ is 3 cost powers, $\forall i \Delta q[i] = 10^{-3} m$ tracking precision parameters, $a_{\text{min}} = 10^{-2}$, $a_{\text{max}} = 10^{-5}$ maximal and minimal speed parameter in the gradient descent algorithm was used with maximally allowed 200 consecutive steps. Within each optimization cycle the starting value was $\alpha = a_{\text{max}}$. This value was kept until the norm $\|\nabla J(F)\|$ was decreasing. If in the next step this value was increased, the algorithm went back to the previous point and tried the next point with a smaller value $\alpha = a_{\text{previous}}/1.2$ to make finer estimation. The initial state of the whole computation approximately was the equilibrium state of the free system (i.e. when $F_1 \equiv 0$).

The results are given in Figs. [1,2,3]. Figure 1 reveals that the effects of the initial velocity discrepancies are slowly relaxed in tracking the nominal trajectory $q_1^N(t)$. For
the success of this strategy the viscous damping that is present in the system plays an important role.

According to Fig. 2 it can be stated that the estimation error for the state variable component $q_2$ is significant but at least it is kept at bay. Also, it can be stated that as the initial oscillations that were caused by the initial state discrepancies decrease, the necessary control force is "tamed", too (Fig. 3).

To check the reliability of these results the simulation was repeated for "exact estimated model parameters". As it was expected, in the possession of the exact model parameters, Figs. 4 and 5 reveal definite relaxation of the initial tracking error. According to Fig. 6 the fluctuation of the control force is much smaller than in the case of very erroneous model parameter estimation.

It is important to note that the present considerations give answer only for the time-dependence of the estimation $\hat{q}_2(t)$ by computing $\hat{q}_2(t)$ from some approximate model. For this time-dependence the initial conditions $q_2(t_0)$ and $\dot{q}_2(t_0)$ give considerable contributions. For the estimation of the initial conditions complementary principles are needed that have to be relevant in the subject area of the phenomena under consideration.

Since our main aim is later making extensive investigations for T1DM treatment by the use of the here outlined method, in the sequel we give preliminary simulations for the same mathematical model that was treated by the MS EXCEL, VBA, Solver combination in [19].
in each relevant grid point $i = 2, \ldots, F$ contributions penalizing the tracking errors and that punishing the use of too large insulin ingress rates were introduced as

$$\Psi = \sum_i (\Phi_G[i] + \Phi_u[i]),$$

$$\Phi_G[i] = C_G \begin{cases} \frac{|G_N - G_o[i]|}{\Delta_G} P_G & \text{if } |G_N - G_o[i]| \geq \Delta_G \\ \frac{|G_N - G_o[i]|^2}{\Delta_G} & \text{otherwise,} \end{cases}$$

$$\Phi_u[i] = C_u \begin{cases} \frac{|u[i]|}{\Delta_u} P_u & \text{if } |u[i]| \geq \Delta_u \\ |u[i]|^4 & \text{otherwise,} \end{cases}$$

that, with the used $P_G = P_u = 2.9$, means strongly increasing penalty for the "too big" tracking error and control components. Keeping the quadratic structure for the low tracking errors caused nice trajectory tracking, while the use of the $4^\text{th}$ power for small insulin ingress rates practically did not mean any significant penalization. In the cost functions the $C_G = C_u = 1$ relative weights were used. The appropriate "ranges" were determined by the parameters $\Delta_G = 0.5 \text{ mg/dL}$, and $\Delta_u = 30 \text{ mU/min}$. The time-resolution of the grid was $\Delta t = 1 \text{ min}$, the horizon length was 10 steps. The initial state corresponded to a stable stationary state belonging to a low positive constant insulin ingress rate that stabilizes a given glycemia level.

For practical investigations various "scenarios" can be invented concerning the "speed" of the "glucose subsystem" and the "insulin subsystem". It is an interesting question what happens if in the available approximate model the dynamics of the insulin subsystem is slower, while the dynamics of the COH intake subsystem is faster than the appropriate subsystems of the exact model. It is very interesting, too, how the RHC controller works when the approximate model’s insulin subsystem is faster, and its COH intake subsystem is slower than that of the exact model. For investigating these situations two scenarios were considered belonging to "Scenario A" and "Scenario B", respectively. The
Table 2: The assumed "exact" model parameters used for the equations (1)–(7) in [19].

| Notation | Value |
|----------|-------|
| $G_B$    | 110.0 mg/dL |
| $I_B$    | 1.5 mmol/L |
| $p_1$    | $2.8 \times 10^{-2}$ mmol/min |
| $p_2$    | $2.5 \times 10^{-2}$ mmol/min |
| $p_3$    | $1.3 \times 10^{-4}$ mmol/min |
| $n$      | $2.3 \times 10^{-1}$ mmol/min |
| $BW$     | 75 kg |
| $V_I$    | 0.12BW L |
| $V_G$    | 0.16BW L |
| $M_{aG}$ | 180.1558 mg/min |
| $A_g$    | 0.8 |
| $C$      | 18.018 mmol/L |
| $\tau_D$ | 40 min |
| $\tau_S$ | 55 min |

appropriate model parameter values for scenarios A and B are given in Table 3.

Table 3: The approximate model parameters applied in Scenarios A - B.

| Notation | In Scenario A | In Scenario B |
|----------|---------------|---------------|
| $G_{Ba}$ | $G_B$         | $G_B$         |
| $I_{Ba}$ | $I_B$         | $I_B$         |
| $p_{1a}$ | 1.2$p_1$      | 0.8$p_1$      |
| $p_{2a}$ | 0.8$p_2$      | 1.2$p_2$      |
| $p_{3a}$ | 0.8$p_3$      | 1.2$p_3$      |
| $n_a$    | 0.8$n$        | 1.2$n$        |
| $BW_{a}$ | $BW$          | $BW$          |
| $V_{Ia}$ | 0.12$BW_{a}$  | 0.12$BW_{a}$  |
| $V_{Ga}$ | 0.16$BW_{a}$  | 0.16$BW_{a}$  |
| $M_{aG}$ | $M_{aG}$      | $M_{aG}$      |
| $A_{ga}$ | $A_g$         | $A_g$         |
| $C_a$    | $C$           | $C$           |
| $\tau_{Da}$ | 0.8$\tau_D$ | 1.2$\tau_D$ |
| $\tau_{Sa}$ | 1.2$\tau_S$ | 0.8$\tau_S$ |

\(^1\)It was assumed that these parameters were exactly known.

The simulation results are presented in Figs. 7 - 22. Each of these figures reveals acceptable numerical values and no any cut was necessary in the models to exclude the physically not interpretable $u < 0$ insulin ingress rates, and the negative concentration values.

![Fig. 7: The primary state variable of the glucose absorption subsystem in "Scenario A"](image1)

![Fig. 8: The primary state variable of the glucose absorption subsystem in "Scenario B"](image2)

![Fig. 9: The secondary state variable of the glucose absorption subsystem in "Scenario A"](image3)
The secondary state of the glucose absorption subsystem

Fig. 10: The secondary state variable of the glucose absorption subsystem in "Scenario B"

The secondary state of the insulin absorption subsystem

Fig. 13: The secondary state variable of the insulin absorption subsystem in "Scenario A"

The primary state of the insulin absorption subsystem

Fig. 11: The primary state variable of the insulin absorption subsystem in "Scenario A"

Fig. 14: The secondary state variable of the insulin absorption subsystem in "Scenario B"

Blood glucose level (glycemia)

Fig. 15: The blood glucose level in "Scenario A" (G_U and G_L denote the upper and lower bounds of the risk-free region)
Fig. 16: The blood glucose level in "Scenario B" ($G_U$ and $G_L$ denote the upper and lower bounds of the risk-free region)

Fig. 17: The insulin-excitable tissue glucose uptake activity in "Scenario A"

Fig. 18: The insulin-excitable tissue glucose uptake activity in "Scenario B"

Fig. 19: The blood insulin level in "Scenario A"

Fig. 20: The blood insulin level in "Scenario B"

Fig. 21: The insulin ingress rate (the control signal) in "Scenario A"
It can be stated that the results obtained seem to be acceptable and it is definitely reasonable to make further calculations for various models.

V. Further Research Plans

In this paper, by the use of a simple second order mechanical paradigm it was shown that the RHC controllers can be numerically so realized that the use of Lagrange's Reduced Gradient Method can be avoided and instead it a simpler gradient descent algorithm can be run. Application examples were given for the control of a second order mechanical system and a first order model of the human glucose-insulin system to be used for treating patients suffering from type 1 diabetes mellitus. The suggested approach has the main advantage that it allows the use of arbitrarily structured cost functions. In resulting success optimization the special form of the cost function in distinguishing between the "small" and the "significant" tracking error components played an important role. It was shown that though in the lack of an appropriate sensor the not observable, "hidden" state variables were estimated only on the basis of model calculations, their estimation error at least can be kept at acceptable and it is definitely reasonable to make further model analysis: a theoretical evaluation of the single-compartment glucose distribution assumption. Diabetes, 46:1813–1821, 1997.
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