Introduce dissipative phase transitions in the fully-connected Ising model with $p$-spin interaction
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In this paper, we study the driven-dissipative $p$-spin models for $p \geq 2$. In thermodynamic limit, the equation of motion is derived by using a semiclassical approach. The long-time asymptotic states are obtained analytically, which exhibit multi-stability in some regions of the parameter space. The steady state is unique as the number of spins is finite. But the thermodynamic limit of the steady-state magnetization displays nonanalytic behavior somewhere inside the semiclassical multi-stable region. We find both the first-order and continuous dissipative phase transitions. As the number of spins increases, both the Liouvillian gap and magnetization variance vanish according to a power law at the continuous transition. At the first-order transition, the gap vanishes exponentially accompanied by a jump of magnetization in thermodynamic limit. The properties of transitions depend on the symmetry and semiclassical multistability, being qualitatively different among $p = 2$, odd $p$ ($p \geq 3$) and even $p$ ($p \geq 4$).

I. INTRODUCTION

Driven-dissipative systems are nowadays at the center of an intense experimental and theoretical activity. Many different experimental platforms, from cavity arrays to BEC in cavities, just to mention some important examples, have been realized leading to numerous interesting results. From the theoretical point of view, out of equilibrium phases and phase transitions have properties with no (necessary) counterpart in equilibrium. Several reviews offer a wide perspective on the field.

Many different models of driven-dissipative many-body dynamics have been scrutinized. Dissipation may radically alter the universality class of the transition itself, see e.g. Refs. [5]. Furthermore, the steady-state diagram may become much richer than its equilibrium counterpart. Many interesting situations have been already investigated. The phase diagram of the Bose-Hubbard model in the presence of dissipative couplings was studied in [6]. The Ising model on a square lattice was shown to display a first-order or second-order phase transitions, depending on the form of the Lindblad operators [7]. The paramagnetic-ferromagnetic transition in the anisotropic XYZ-Heisenberg model was systematically studied by means of different approximation schemes [8,9]. Central-spin models were investigated as well, for example in [10]. In the case of single-mode bosons, the nature of transition was investigated, for example in [11]. Dissipation causes the continuous time translational symmetry to be spontaneously broken, resulting in a time-crystal [12]. The dissipation here stabilizes a Floquet-time-crystal phase in the central-spin model, as also confirmed by experiments on P-donor impurities in silicon [13]. Similarly, the collective dissipation stabilizes the Floquet-time-crystal phase in the periodically-driven XY chain [14]. Finally, the quest for determining accurate calculation of the phase structure of open many-body systems has also prompted the development of accurate numerical tools [15].

Topic of the present work is the study of the dissipative dynamics of a fully connected model. The model describes a collection of spin-1/2 with all-to-all couplings collectively coupled to an external bath. In the presence of collective coupling to the environment [16,17] and transverse magnetic field (but no interaction in the Hamiltonian), the total magnetization displays an everlasting oscillation in the thermodynamic limit, leading to a dissipative time-crystalline phase [18]. Phases with broken time-translational invariance in dissipative systems appear also in several different models [19–22], all of them essentially having long-range/collectively couplings that admit mean-field like solutions.

The extension we will consider in this work, is to look at the properties of a dissipative fully-connected spin model including the interaction among $p \geq 2$ spins. The Hamiltonian version of this model has a long history. The $p$-spin model was initially introduced in a spin-glass context [23], and has been under intensive investigations in the context of quantum annealings [24–26]. The dissipative dynamics of the $p$-spin model was explored in a recent paper [27] with Lindblad operators describing transitions between eigenstates of the Hamiltonian (hence chosen to guarantee thermalization). The system under these conditions was shown to be trapped in a long-lived metastable state, realizing the so-called Mpemba effect [28]. In the present paper we consider collective Lindblad operators that lead to a non-equilibrium steady state. The resulting phase diagram is very rich and strongly depends on the value of $p$. Both first-order and continuous phase transitions are present, characterized by different scaling behaviours of the Liouvillian gap and local observables.

The paper is organized as follows. We introduce the model in Sec. II. Sec. III focuses on the semiclassical approach and semiclassical phase diagram. Sec. IV discusses the steady-state properties at finite-$N$, their scaling behavior and dissipative phase transitions. The real-time dynamics of magnetization is discussed in Sec. V. Finally, Section VI summarizes our conclusions.
II. THE MODEL

The $p$-spin model consists of $N$ spins interacting through a site-independent interaction among $p$ of them. The corresponding Hamiltonian reads

$$\hat{H} = -\frac{J}{N^{p-1}} \sum_{j_1,j_2,\ldots,j_p=1}^N \hat{\sigma}^{x}_{j_1} \hat{\sigma}^{x}_{j_2} \cdots \hat{\sigma}^{x}_{j_p} + h \sum_{j=1}^N \hat{\sigma}^{z}_j,$$

where $\hat{\sigma}^{\alpha}_j$ with $\alpha = x, y, z$ are the Pauli matrices of the $j$-th spin. The couplings $J$ and $h$ are the interaction strength and Zeeman field, respectively. We set $J = 1$ as the unit of energy throughout the paper. The zero-temperature (ground state) phase diagram of the Hamiltonian shows a transition at a critical value of the field $h$. For $p = 2$, the quantum phase transition is second-order, it becomes first-order for $p > 2$. The presence of the dissipative coupling radically changes the picture.

The dissipative generalization of model is introduced by coupling the system to an external reservoir. The dynamics of an open system is described by a suitable Master equation, obtained after integrating out the reservoirs' degrees of freedom. Here we consider a Markovian dynamics with the evolution of the system's density matrix governed by the Lindblad equation,

$$\frac{d\rho}{dt} = -i \left[\hat{H}, \rho\right] + \frac{\kappa}{N} \left[2\hat{\sigma}^{+}\hat{\sigma}^{-} - \{\hat{\rho}, \hat{\sigma}^{+}\hat{\sigma}^{-}\}\right].$$

The Lindbladian, as well as the Hamiltonian, depends on the collective operators $\hat{\sigma}^{\pm} = \sum_{j} \hat{\sigma}^{x}_j$ and $\hat{\sigma}^{+} = (\hat{\sigma}^{z} \pm i\hat{\sigma}^{y})/2$. The strength of the coupling to the environment is quantified by $\kappa > 0$. In Eq. (2), the jump operator $\hat{\sigma}^{+}$ forces the spins to be aligned in the negative $z$-direction (spin-down state). The Zeeman field introduces an energy difference between the spin-up and spin-down states, while the $p$-spin interaction aligns the spins in the $x$-direction. If $p$ is even, Eq. (2) has a $Z_2$ symmetry. We define the unitary transformation $\hat{U} = \prod \hat{\sigma}^{z}_j$ which satisfies $\hat{U}^2 = 1$. Indeed, $\hat{U}$ is a reflection transformation, which simultaneously changes the sign of each spin's $x$- and $y$-components while keeping its $z$-component invariant.

The interplay between the dissipative term and the Hamiltonian dynamics leads to a non-trivial steady state. For $p = 1$ the phase diagram was studied by Iemini et al.\cite{Iemini} and Hannukainen et al.\cite{Hannukainen}. Here we extend the analysis to a generic $p$.

After an initial preparation (for example in a pure state with all the spins aligned in the same direction) the system is set to evolve following Eq. (2). We are interested in the steady-state (long-time) regime where the expectation values of observables are computed. In thermodynamic limit, tuning the parameters $\kappa$ and $h$ may lead to Dissipative Phase Transitions (DPTs) in the steady state. Two limits must be noticed here. One is the thermodynamic limit $N \to \infty$, the other is $t \to \infty$ (dubbed the steady-state limit). The thermodynamic limit and the steady-state limit may not commute, i.e. $\lim_{t \to \infty} \lim_{N \to \infty} \neq \lim_{N \to \infty} \lim_{t \to \infty}$.

For $N = 1$, indeed $\hat{U} = \hat{\rho}$, and $\rho$ is a pure state. The corresponding Hamiltonian reads

$$\hat{H} = \frac{J}{N^{p-1}} \sum_{j_1,j_2,\ldots,j_p=1}^N \hat{\sigma}^{x}_{j_1} \hat{\sigma}^{x}_{j_2} \cdots \hat{\sigma}^{x}_{j_p} + h \sum_{j=1}^N \hat{\sigma}^{z}_j.$$
with the inverse map being
\[ m_x = \frac{4x}{4 + x^2 + y^2}, \]
\[ m_y = \frac{4y}{4 + x^2 + y^2}, \]
\[ m_z = 1 - \frac{8}{4 + x^2 + y^2}. \]  (5)

After the stereographic map, the equations of motion become
\[ \frac{dx}{dt} = f(x, y) = -\kappa x - 2hy - \frac{4p^{-1}p x y (x^2 + y^2 + 4)^{p-1}}{(x^2 + y^2 + 4)^p}, \]  (6)
\[ \frac{dy}{dt} = g(x, y) = 2hx - \kappa y + \frac{4p^{-1}p x y (x^2 + y^2 + 4)^{p-1}}{2(x^2 + y^2 + 4)^p}. \]

The dynamics of the system in the x-y plane can be well understood by analyzing the properties of its fixed points which are defined by \( f(x, y) = g(x, y) = 0 \). In our approach, we first solve \( m_x = m_y = m_z = 0 \) to find the fixed points on the unit sphere and then map them into the plane. Obviously, the north pole (denoted by \( N \)) and the south pole (denoted by \( S \)) are fixed points. The coordinates of \( S \) are \( (m_x, m_y, m_z) = (0, 0, 0) \), while those of \( N \) are \( (0, 0, 1) \). Besides \( N \) and \( S \), there exist other fixed points which are related to the solution of algebraic equation
\[ \mu(\zeta) = (1 + \kappa \zeta)^p - \frac{p^2}{h^2} \zeta (1 - \zeta)^{p-2} = 0 \]  (7)
in the domain \( \zeta \in [0, 1] \). Here we define \( \kappa = \kappa^2/(4h^2) \). When Eq. (7) has no root, only \( N \) and \( S \) are fixed points. Otherwise, Eq. (7) has two roots denoted by \( \zeta_1 \) and \( \zeta_2 \), which satisfy \( 0 \leq \zeta_1 < \zeta_2 \leq 1 \). Correspondingly, there exist four additional fixed points, denoted by \( P_+ \) and \( P_- \).

As \( p \) is odd, the coordinates of \( P_\pm \) are
\[ m_x^\pm = \text{sign}(\mp h) \sqrt{(1 - \zeta_1)/(1 + \kappa \zeta_1)}, \]
\[ m_y^\pm = \pm \sqrt{\zeta_1}. \]  (8)
The coordinates of \( Q_\pm \) are obtained by replacing \( \zeta_1 \) by \( \zeta_2 \) in Eq. (8). As \( p \) is even, the coordinates of \( P_\pm \) become
\[ m_x^\pm = \pm \sqrt{(1 - \zeta_1)/(1 + \kappa \zeta_1)}, \]
\[ m_y^\pm = -\text{sign}(h) \sqrt{\zeta_1}. \]  (9)

And the coordinates of \( Q_\pm \) are obtained by replacing \( \zeta_1 \) by \( \zeta_2 \). The \( m_y^\pm \)-coordinate is \( m_y = \mp m_x m_z \) whether \( p \) is odd or even. Table I summarizes the coordinates of \( S \), \( P_+ \) and \( P_- \) for different \( p \).

After the stereographic map, \( S \) is mapped into the origin with the coordinates \((x_S, y_S) = (0, 0)\), \( N \) is mapped into infinity, and \( P_\pm \) and \( Q_\pm \) are mapped into somewhere in the \( x-y \) plane. Following the qualitative theory of differential equations, we linearize Eq. (6) around each fixed point. In the vicinity of \( P_+ \), Eq. (6) can be reexpressed as
\[ \frac{d}{dt} \left( \frac{\Delta x}{\Delta y} \right) = A_{p+} \left( \frac{\Delta x}{\Delta y} \right), \]  (10)
with
\[ A_{p+} = \begin{pmatrix} \frac{\partial f}{\partial x}|_{P_+} & \frac{\partial f}{\partial y}|_{P_+} \\ \frac{\partial g}{\partial x}|_{P_+} & \frac{\partial g}{\partial y}|_{P_+} \end{pmatrix}. \]  (11)

where \( \Delta x = x - x_{P_+} \) and \( \Delta y = y - y_{P_+} \) are the coordinates relative to \( P_+ \). In Eq. (11), the coefficient matrix has two eigenvalues. We find them to be
\[ \lambda_{\pm} = \kappa m_z \pm \sqrt{(p - 1)\kappa^2 - 4h^2} \frac{\sqrt{4 + 2h}}{m_z^2} + 4h^2(p - 1). \]  (12)

Here we have expressed \( \lambda_{\pm} \) in terms of \((m_x, m_y, m_z)\), whose values are given in Eqs. (8) and (9). Surprisingly, at the fixed points \( P_- \) or \( Q_- \), the eigenvalues of coefficient matrix have the same expression as Eq. (12).

Furthermore, in the vicinity of \( S \), Eq. (6) is linearized with the coefficient matrix being
\[ A_S = \begin{pmatrix} -\kappa & -2h \\ 2h - 4I_p & -\kappa \end{pmatrix}, \]  (13)
where \( I_p \) equals 1 for \( p = 2 \) but 0 for \( p > 2 \). The north pole \( N \) is mapped into infinity. To analyze its properties,

| \( p \) | Even \( p \) | Odd \( p \) |
|-----|-----|-----|
| \( m_x \) | \( \sqrt{\frac{1 - \zeta_1}{1 + \kappa \zeta_1}} \) | \( -\text{sign}(h) \sqrt{\frac{1 - \zeta_1}{1 + \kappa \zeta_1}} \) |
| \( m_y \) | \( \pm \sqrt{\frac{\kappa \zeta_1(1 - \zeta_1)}{1 + \kappa \zeta_1}} \) | \( -\sqrt{\frac{\kappa \zeta_1(1 - \zeta_1)}{1 + \kappa \zeta_1}} \) |
| \( m_z \) | \( -\text{sign}(h) \sqrt{\zeta_1} \) | \( \sqrt{\zeta_1} \) |

| \( P_+ \) | \( m_x \) | \( 0 \) |
|-----|-----|-----|
| \( m_y \) | \( 0 \) | \( 0 \) |
| \( m_z \) | \( -1 \) | \( -1 \) |

TABLE I. The magnetization components of \( P_+ \), \( P_- \) and \( S \) for different \( p \).
we directly linearize Eq. (8) around \((m_x^N, m_y^N, m_z^N) = (0, 0, 1)\). Replacing \(m_z\) by \(\sqrt{1 - m_x^2 - m_y^2}\), we find the linearized equation to be \((m_x, m_y)^T = A_N (m_x, m_y)^T\), where
\[
A_N = \begin{pmatrix} \kappa & -2h \\ 2h + 4I_p & -\kappa \end{pmatrix}. \tag{14}
\]
The eigenvalues of \(A_\varnothing\) and \(A_N\) can be obtained easily.

The properties of a fixed point is exclusively determined by its eigenvalues (see ref. [5] for the classification of fixed points). For \(p = 1\) the eigenvalues being purely imaginary indicates the existence of limit cycle and then a time-crystalline phase. For \(p \geq 2\) there exists no time-crystalline phase and the system always relaxes towards a (time-independent) steady state. In current model, if the real parts of \(\lambda_+\) and \(\lambda_-\) are both negative, the fixed point is attractive, that is a point nearby always moves towards the fixed point as \(t\) increases and finally falls into it as \(t \to \infty\). Except for a set of measure-zero on the unit sphere, starting from arbitrary \((m_x, m_y, m_z)\), one always ends at one of the attractive fixed points in the limit \(t \to \infty\).

To apply the semiclassical approach, we already take \(N \to \infty\). A physical state evolves into one of the attractive fixed points if we take \(t \to \infty\) after \(N \to \infty\). Therefore, the attractive fixed points are indeed the SSs. Next we check which of \(N, S, P_\pm\) and \(Q_\pm\) are attractive. We discuss the cases of \(p = 2\), \(p \geq 3\) being odd, and \(p \geq 4\) being even, separately.

In the case \(p = 2\), two eigenvalues of \(A_N\) cannot both have negative real part, therefore, \(N\) is never attractive. While \(S\) is attractive except for \(0 \leq \kappa \leq 2\) and \(B_- \leq h \leq B_+\), where
\[
B_{\pm} = 1 \pm \sqrt{1 - \kappa^2/4}. \tag{15}
\]
\(P_\pm\) are attractive fixed points if and only if \(0 \leq \kappa \leq 2\) and \(0 \leq h \leq B_+\). But \(Q_\pm\) are never attractive. It is easy to find the coordinates of \(P_\pm\) to be \(m_{z,\pm}^P = -h/B_\pm\) and \(m_{x,\pm}^P = \pm \sqrt{B_\pm^2 - 2h/H_\pm}\). The \(m_{x,\pm}\)-coordinates of \(P_+\) and \(P_-\) are the same, but their \(m_{y,\pm}\)-coordinates or \(m_{z,\pm}\)-coordinates have different signs.

The attractive fixed points (SSSs) in different regions of the \(\kappa\)-half-plane are displayed in fig. 1(a), in which \(B_\pm(\kappa)\) are plotted in red lines. Three semiclassical phases are distinguished, denoted by \(\{S\}, \{P_+, P_-\}, \{S\}\) and \(\{P_+, P_-\}\). For \(h \leq 0\) or \(h > B_+\), \(S\) is the unique attractive point.Starting from arbitrary initial state, \((m_x, m_y, m_z)\) always falls into the south pole in the steady limit, and all the spins are aligned in the negative \(z\)-direction. For \(0 < h < B_-\), there exist three attractive points, which are \(P_{\pm}\) and \(S\). It depends on the initial condition whether a residue magnetization survives in the \(x\)-direction or all the spins are aligned in the \(z\)-direction. For \(B_- < h < B_+\), the attractive points are \(P_{\pm}\). The steady state always has a nonzero magnetization in the \(x\)-direction. Both the bistable and tri-stable phases are located inside the area with \(0 \leq \kappa \leq 2\) and \(0 \leq h \leq 2\). Furthermore, the bistable phase has a symmetric shape with respect to \(h = 1\).

For \(p \geq 3\) and odd, \(S\) is attractive but \(N\) is not in the whole parameter space. Let us consider the polynomial \(\mu(\zeta)\) defined in Eq. (7), which is a smooth function with the derivative of all orders being continuous. The function \(\mu(\zeta) = d\mu/d\zeta\) increases monotonically in the interval \([0, 1/(p-1)]\) and is definitely positive in the interval \([1/(p-1), 1]\). If \(\mu < 0\) at \(\zeta = 0\), \(\mu\) first decreases with \(\zeta\), reaches its minimum somewhere and then increases with \(\zeta\). If \(\mu \geq 0\) at \(\zeta = 0\), \(\mu\) increases monotonically with \(\zeta\) in the domain \([0, 1]\). Since \(\mu\) at the end points \(\zeta = 0\) or \(\zeta = 1\) are positive, \(\mu(\zeta) = 0\) has either no root or two roots (two roots can be the same). If \(\mu(\zeta)\) has roots, it must have a minimum in the domain \([0, 1]\). Suppose that the minimum is at \(\zeta = \zeta_1\) with \(\mu(\zeta_1) = 0\), the two roots then satisfy \(\zeta_1 \leq \zeta \leq \zeta_2\). For a given \(\kappa\), \(\mu(\zeta)\) is definitely positive for sufficiently large \(\hbar^2\) (check \(\mu(\zeta)\) in the limit \(\hbar^2 \to \infty\)) and decreases with \(\hbar^2\) at every \(\zeta\). There exists a critical value \(\hbar_c^2\) so that \(\mu(\zeta)\) has no root for \(\hbar^2 > \hbar_c^2\), has two same roots for \(h^2 = \hbar_c^2\), but has two different roots for \(h^2 < \hbar_c^2\). At \(h^2 = \hbar_c^2\), one must have \(\mu(\zeta_0) = 0\). The two equations \(\dot{\mu}(\zeta_0) = 0\) and \(\mu(\zeta_0) = 0\) together determine \(\zeta_0\) and \(\hbar_c^2\), which read
\[
\zeta_0 = \frac{(p - 1)(\kappa + 1) - \sqrt{(p - 1)^2(\kappa + 1)^2 - 4\kappa}}{2\kappa}, \tag{16}
\]
\[
h_c^2 = \frac{p^2\zeta_0(1 - \zeta_0)^{p-2}}{(1 + \kappa\zeta_0)^p}. \tag{17}
\]
At \(h^2 = \hbar_c^2\), the roots of \(\mu(\zeta)\) are \(\zeta_1 = \zeta_2 = \zeta_0\). For \(h^2 < \hbar_c^2\), the roots of \(\mu(\zeta)\) satisfy \(\zeta_1 < \zeta_0 \leq \zeta_2\). Eqs. (8) and (9) tell us \((m_{z,0}^{P_+})^2 = \zeta_1\) and \((m_{z,0}^{P_-})^2 = \zeta_2\). And Eq. (12) gives the eigenvalues \(\lambda_{\pm}\) in terms of \(m_z\). We then express \(\lambda_{\pm}\) at the fixed points \(P_\pm (Q_\pm)\) in terms of \(\zeta_1 (\zeta_2)\). By using Eq. (16) and the relation \(\zeta_1 < \zeta_0 < \zeta_2\), we find that \(\Re(\lambda_{\pm})\) at \(Q_\pm\) or \(P_\pm\) can never be both negative, but \(\Re(\lambda_{\pm})\) at \(P_-\) are both negative. Therefore, \(P_-\) is an attractive fixed point if and only if \(h^2 < \hbar_c^2\).

In fig. 1(b), \(h_c^2\) is expressed in terms of \(\kappa = \kappa^2/(4\hbar_c^2)\).

Unfortunately, an explicit expression of \(h_c^2\) in terms of \(\kappa\) is inaccessible. But it is not difficult to see that there exists a critical \(\kappa_c\). For \(\kappa > \kappa_c\), no \(h_c^2\) satisfies Eq. (16). For \(\kappa \leq \kappa_c\), there exists a unique \(h_c > 0\) satisfying Eq. (16), which will be denoted by \(B\) from now on, or
\[
B(\kappa) = \sqrt{h_c^2(\kappa)}. \tag{17}
\]
\(B\) decreases with \(\kappa\), reaching zero at \(\kappa = \kappa_c\).
The semiclassical phase diagram in the $\kappa-h$ half-plane for (a) $p = 2$, (b) $p = 3$ and (c) $p = 4$. The red solid lines are the borders between different semiclassical phases, with $S$ and $P_\pm$ denoting the semiclassical steady states. At the black dots, the real-time dynamics will be studied in Sec. V.

$h = \pm B(\kappa)$ surrounds the bistable phase, in which the steady state has either finite or vanishing magnetization in the $x$-direction, depending on the initial state. The bistable phase has a symmetric shape with respect to $h = 0$. Outside the bistable phase, all the spins are aligned in the $z$-direction. It is worth mentioning that the $Z_2$ symmetry is explicitly broken at $p = 3$. As a consequence, only $P_-$ is a SSS, but $P_+$ is not.

For $p \geq 4$ and even, $S$ is attractive but $N$ is not in the whole parameter space. The above statements about the roots of $\mu(\zeta)$ still stand, including Eq. (16). But the coordinates of $P_\pm$ are different, so is the phase diagram. Fig. 1(c) shows the semiclassical phase diagram of $p = 4$. Two phases are distinguished, denoted by $\{S\}$ and $\{P_+, P_-, S\}$. For $h < 0$ or $h > B(\kappa)$, the unique attractive point is $S$. For $0 < h \leq B(\kappa)$, there exist three attractive points, which are $P_\pm$ and $S$. The red lines surround the tri-stable phase, in which the magnetization of SSS in the $x$-direction is zero or not, depending on $(\theta, \phi)$. The tri-stable phase only exists for $h > 0$.

IV. FINITE $N$

A. Method

The semiclassical approach described before cannot be used to understand the finite-$N$ scaling behaviour. This regime is of particular importance if one would like to understand the critical properties of the Lindblad operator close to the DP Ts. Moreover, on general grounds, we do expect that the multi-stability discussed in the previous Section will disappear at finite $N$ due to the tunnelling between the different semiclassical states.

For the present problem we can use the permutation symmetry to reduce the dimension of Hilbert space from $2^N$ to $N + 1$. Both the Lindblad equation (2) and initial state keep invariant under the exchange of arbitrary two spins ($\hat{\sigma}_i^z \leftrightarrow \hat{\sigma}_j^z$). We then define the equal-weight basis (Dicke basis) as

$$|s\rangle = \frac{1}{\sqrt{C_N^{N+1/2}}} \sum_{j=1}^{N} |\sigma_j^z, \sigma_2^z, \ldots, \sigma_N^z\rangle,$$

where $\sigma_j^z = \pm 1$ denotes the up and down states of the $j$th spin, respectively, and $-N \leq 2sN \leq N$ is an integer. $s$ denotes the averaged magnetization in the $z$-direction, which has $N + 1$ different values, that is $s = -\frac{N}{2}, -\frac{N-1}{2}, \ldots, \frac{N-1}{2}, \frac{N}{2}$. In the normalization factor, $C_N^{N+1/2}$ is the binomial coefficient. The equal-weight basis $\{|s\rangle\}$ generates a $(N + 1)$-dimensional subspace of the Hilbert space. Correspondingly, $\{|s\rangle\langle s'|\}$ generates a $(N + 1)^2$-dimensional vector space of density matrix. The evolution of $\hat{\rho}$ is limited in this space due to the permutation symmetry.

Therefore, $\hat{\rho}$ can be expressed as $\hat{\rho} = \sum_{s,s'} \rho_{s,s'} |s\rangle \langle s'|$. From now on, we call $\rho_{s,s'}$ the density matrix. The Lindblad equation translates into

$$\frac{1}{N} \dot{\rho}_{s,s'}(t) = \left[ 2i\hbar(s' - s) - \kappa \left( f_{s'}^2 + f_s^2 \right) \right] \rho_{s,s'} + 2\kappa f_{s+1/N} f_{s' + 1/N} \rho_{s+1/N,s'+1/N} + iJ \left[ \left( \hat{X}_s \right)^p \rho_{s,s'} - \left( \hat{X}_{s'} \right)^p \rho_{s,s'} \right],$$

where $f_s = \sqrt{\left( \frac{1}{2} + s \right) \left( \frac{1}{2} - s + \frac{1}{N} \right)}$ is a function of $s$. $\hat{X}_s$ and $\hat{X}_{s'}$ are linear operators acting on the first and second arguments of $\rho_{s,s'}$, respectively. $\hat{X}_s$ is defined by $\hat{X}_s \rho_{s,s'} = f_{s+1/N} \rho_{s+1/N,s'} + f_s \rho_{s-1/N,s'}$. Similarly, $\hat{X}_{s'}$ keeps the first argument of $\rho_{s,s'}$ invariant but changes its second argument.
Since the initial state is a pure state with all the spins aligned in the direction \((\theta, \phi)\), its density matrix is

\[
\rho_{s,s'}(0) = \left( \begin{array}{c}
\frac{\cos \frac{\theta}{2}}{\sqrt{C_N/N}} \\
\frac{\sin \frac{\theta}{2}}{\sqrt{C_N/N}}
\end{array} \right)^{N(1+s+s')} e^{i\phi(s'-s)N} C_N^{(s'+1/2)} C_N^{(s'+1/2)}.
\]

(20)

Given \(\rho_{s,s'}(0)\), Eq. (19) can be solved numerically. Because the dimension of density matrix is \(N+1\), we can easily obtain the solution for \(N \leq 100\).

After obtaining \(\rho_{s,s'}(t)\), we can study the time-dependent magnetization components, defined as \(m_\alpha = \text{Tr}[\hat{\rho} \hat{\sigma}^\alpha]/N\). Moreover, we define the variance of magnetization in the \(x\)-direction to be \(C_x = \frac{1}{N^2} \text{Tr} \left[ \hat{\rho} \left( \hat{\sigma}^x \right)^2 \right]\). These observables are connected to the density matrix by

\[
m_x = \sum_s \rho_{s,s-1/N} f_s + \rho_{s,s+1/N} f_{s+1/N},
m_y = \sum_s i\rho_{s,s-1/N} f_s - i\rho_{s,s+1/N} f_{s+1/N},
m_z = \sum_s 2s \rho_{s,s},
\]

\[C_x = \sum_s \rho_{s,s-2/N} f_s f_{s-1/N} + \rho_{s,s+2/N} f_s f_{s+1/N} - \rho_{s,s} \left( f_s^2 + f_{s+1/N}^2 \right) + \frac{1}{2} \rho_{s,s} f_s f_{s+1/N} f_{s+2/N}.
\]

(21)

We re-express Eq. (19) as

\[
\rho_{s,s'} = \sum_{r,r'} \mathcal{L}_{s,s':r,r'} \rho_{r,r'},
\]

(22)

where \(\mathcal{L}\) is the Liouvillian matrix with \((s,s')\) denoting its row index and \((r,r')\) denoting its column index. The dynamics of the system can be characterized by the eigenvalues and eigenvectors of \(\mathcal{L}\). The eigenvalues of \(\mathcal{L}\) are denoted by \(E_n\) with \(n = 1, 2, \cdots, (N+1)^2\). \(E_n\) either is a real number, or appears in conjugate pairs. We rearrange the eigenvalues so that \(\text{Re}(E_1) \geq \text{Re}(E_2) \geq \cdots\). The eigenvalue with the largest real part must be 0, that is \(E_1 = 0\). \(E_2\) is the eigenvalue with the second largest real part. \(\Delta = -\text{Re}(E_2) > 0\) is called the Liouvillian gap, being always finite at finite \(N\). The eigenvectors are denoted by \(\rho^{(1)}, \rho^{(2)}, \cdots\).

The initial density matrix can be decomposed as

\[
\rho_{s,s'}(0) = \rho^{(1)}_{s,s'} + \sum_{n=2}^{(N+1)^2} K_n \hat{\rho}^{(n)}_{s,s'}.
\]

(23)

Now the solution of Eq. (22) can be expressed as

\[
\rho_{s,s'}(t) = \rho^{(1)}_{s,s'} + \sum_{n=2}^{(N+1)^2} \text{e}^{E_n t} K_n \hat{\rho}^{(n)}_{s,s'}.
\]

At finite \(N\) we always have \(\text{Re}E_n < 0\) for \(n \geq 2\), we then obtain

\[
\lim_{t \to \infty} \rho_{s,s'}(t) = \rho^{(1)}_{s,s'}.
\]

(24)

The steady density matrix can be directly obtained by diagonalizing \(\mathcal{L}\) without solving a differential equation. The expectation values of observables are computed by using \(\rho^{(1)}_{s,s'}\) and Eq. (21). Because \(\rho^{(1)}_{s,s'}\) depends on \(N\), we denote the observables obtained in this way as \(m^{(N)}_\alpha\) and \(C_x^{(N)}\). Since the LSS is defined by taking \(N \to \infty\) after \(t \to \infty\), the observables in LSS must be expressed as

\[
m^{\infty}_\alpha = \lim_{N \to \infty} m^{(N)}_\alpha, \quad C_x^{\infty} = \lim_{N \to \infty} C_x^{(N)}.
\]

(25)

It is worth emphasizing the different symbols that we use for LSS and SSS. The magnetizations in the former are denoted by \(m^{\infty}_\alpha\), while those in the latter are denoted by \(m^\infty_y\) or \(m^\infty_x\). Different from the SSSs, the LSS is unique for given \((\kappa, h)\) and \(p\).

At finite \(N\), the observables \((m^{(N)}_\alpha\) and \(C_x^{(N)}\) are continuous functions of \(h\) and \(\kappa\). But in the limit \(N \to \infty\), the observables in LSS display nonanalytic behavior somewhere inside the semiclassical multistable region. Next we discuss these nonanalytic behaviors for \(p = 2\), \(p = 3\) and \(p = 4\) separately.

B.  \(p = 2\)

The Lindblad equation has a reflection symmetry as \(p\) is even, at the same time, the steady state is unique at finite \(N\). Therefore, the steady state keeps invariant under the reflection transformation \(U\). But \(\hat{U}\) acting on a state changes the signs of \(m^{(N)}_\alpha\) and \(m^{(N)}_y\). It is possible only if \(m^{\infty}_\alpha\) and \(m^\infty_y\) are both zero. Naturally, \(m^{\infty}_\alpha\) and \(m^{\infty}_y\) in LSS must be zero. The steady-state magnetization has only \(z\)-component, which is apparently different from the semiclassical result. On the other hand, even if \(C_x = m^{\infty}_z\) is guaranteed in semiclassical approach due to the lack of correlation, it is not the case at finite \(N\) or in the LSS. \(C_x^{(N)}\) is finite while \(m^{\infty}_y\) is zero. We find that \(m^{\infty}_n\) and \(C_x^{\infty}\) as a function of \(h\) display nonanalyticity for \(0 < \kappa < 2\). Next we choose \(\kappa = 1\) to demonstrate their properties.

From top to bottom in Fig. 4, we plot the variance in the \(x\)-direction, magnetization in the \(z\)-direction, Liouvillian gap and \(\text{Im}(E_2)\) as a function of \(h\) for different \(N\). The observables in SSSs, i.e. \(m^S_\alpha\), \(m^S_y\), \(C_x^S = (m^S_z)^2\) and \(C_x^{Pz} = (m_x^{Pz})^2\), are plotted as a comparison (orange dashed and black solid lines). We mark the positions of \(B_\pm\) and \(B_\pm\) on the \(h\)-axis. Recall that, the set of SSSs is \(\{S, P_+, P_-\}\) as \(h \in [0, B_-]\), \(\{P_+, P_-\}\) as \(h \in [B_-, 0]\), but \(\{S\}\) otherwise.

At finite \(N\), \(m^{(N)}_z\) and \(C_x^{(N)}\) are both smooth functions of \(h\) and \(\Delta\) is finite. For \(h < 0\), \(\Delta\) drops linearly with increasing \(h\). The Liouvillian gap almost vanishes at \(h = A_- \approx 0.052\). On the other hand, \(m^{(N)}_z(h)\) of different
the vicinity of $h$ should be discontinuous at which helps us to determine the value of $A_h$ increases from 20 to 80, the change of $C_h$ increases abruptly at $h$ at as $N$ cross each other at $h = A_-$, $m_z^{(N)}$ is close to $m_z^S = -1$ as $h$ is much smaller than $A_-$, but it increases abruptly at $h = A_-$ and reaches almost $m_z^{P±}$. Similar behavior is seen in $C_z^{(N)}$, which is close to zero for $h \ll A_-$ but increases abruptly at $h = A_-$ and reaches almost $C_z^{P±}$. $C_z^{(N)}(h)$ of different $N$ also cross each other at $h = A_-$, which helps us to determine the value of $A_-$. As $N$ increases from 20 to 80, the change of $m_z^{(N)}$ or $C_z^{(N)}$ at $h = A_-$ becomes sharper. We guess that $m_z^{∞}$ and $C_z^{∞}$ should be discontinuous at $h = A_-$, which signals a first-order phase transition. For $h > A_-$, the gap $Δ$ stays small in the interval $(A_-, 1.5)$, but increases abruptly around $h = B_+$. While $m_z^{(N)}$ and $C_z^{(N)}$ drops continuously with increasing $h$. In the vicinity of $h = B_+$, $m_z^{(N)}$ drops back close to $m_z^S = -1$ and $C_z^{(N)}$ drops back close to $C_z^S = 0$. Notice that

$$m_z(0, B_+) \propto N^{-0.2545}$$

$$m_z(0, B_+) + 1 \propto N^{0.386}$$

In the limit $N \to \infty$, we have $C_z^∞ = 0$ and $m_z^∞ = -1$. The magnetization variance in the $x$-direction vanishes

FIG. 2. (Color online) From top to bottom, we plot the variance in the $x$-direction, magnetization in the $x$-direction, Liouvillian gap and Im ($E_2$) as a function of $h$. Different dot types are for different $N$. The black solid lines are $m_z^{P±}$ or $C_z^{P±}$, while the orange dashed lines are $m_z^S$ or $C_z^S$. All the panels share the same legends. $B_- = 0.134$ is the border between tri-stable and bistable semiclassical phases. $B_+ = 1.866$ is the border between bistable and trivial phases, where a continuous transition happens. A first-order transition happens at $A_- = 0.052$. The black dotted lines indicate the location of $A_-$ and $B_+$.
at \( h = B_+ \). The scaling law (20) is reminiscent of what we see at a continuous phase transition in ground states, indicating some similarity between continuous DPT and quantum phase transition.

It was argued that the closed Liouvillian gap is a necessary condition of the nonanalyticity in LSS. This gap is finite at finite \( N \), and only closes in the limit \( N \to \infty \). We then study how \( \Delta \) changes with increasing \( N \) at \( h = A_+ \) and \( h = B_+ \). Fig. 4 plots \( \Delta \) as a function of \( N \). We not only show the gap at \( \kappa = 1.0 \), but also show the gap at \( \kappa = 1.9 \) for a comparison. The behavior of observables and gaps at \( \kappa = 1.9 \) is similar to that at \( \kappa = 1.0 \). Ref. [10] argued that the Liouvillian gap vanishes exponentially at a first-order transition. Fig. 4(a) and fig. 4(c) display \( \Delta \) in logarithmic scale at \( h = A_+ \). For large \( N \), \( \Delta \) is approximately an exponential function of \( N \) with the exponents being \(-0.03N \) and \(-0.02N \) for \( \kappa = 1.0 \) and \( \kappa = 1.9 \), respectively. The exponential fit at \( \kappa = 1.0 \) looks better than that at \( \kappa = 1.9 \), possibly because the gap at \( \kappa = 1.0 \) is smaller. On the other hand, the Liouvillian gap vanishes according to a power law at \( h = B_+ \). This is observed for both \( \kappa = 1.0 \) and \( \kappa = 1.9 \) (see fig. 4(b) and fig. 4(d)). When \( N \) is large, we find \( \Delta \propto N^{-\nu} \) with \( \nu \approx 0.85 \) (\( \nu \approx 0.615 \)) for \( \kappa = 1.0 \) (\( \kappa = 1.9 \)). The power-law vanishing of Liouvillian gap is related to the power-law vanishing of \( C_x^N \). The continuous transition at \( h = B_+ \) has different properties from the first-order transition at \( h = A_+ \).

In short, we find a first-order DPT at \( h = A_-(\kappa) \), which is characterized by the discontinuity of \( C_x^\infty \) and \( m_z^\infty \). But at \( h = B_+(\kappa) \), the DPT is continuous with \( C_x^\infty \) vanishing continuously and \( m_z^\infty \) dropping continuously to \(-1 \). For \( A_- < h < B_+ \), the LSS is nontrivial, indicated by \( C_x^\infty > 0 \) and \( m_z^\infty \neq -1 \). In the nontrivial region of LSS, the magnetization in the \( x \)-direction is zero but its variance is finite, indicating that the nontrivial state is a mixture of \( P_+ \) and \( P_- \). Due to the \( Z_2 \) symmetry, there are equal probabilities for the spins to be aligned in the positive or negative \( x \)-direction. Therefore, the averaged magnetization is zero but the averaged square of magnetization is finite. We have \( C_x^\infty \neq (m_z^\infty)^2 \) in the nontrivial region. The correlation survives in thermodynamic limit.

We notice \( 0 < A_- < B_- \). The first-order DPT happens inside the tri-stable semiclassical phase in which \( P_{\pm} \) are different from \( S \). But the continuous DPT happens at the border between the bistable phase \( \{P_{\pm}\} \) and the phase \( \{S\} \). At this border, the fixed points \( P_{\pm} \) move to \( S \), explaining why \( C_x^\infty \) or \( m_z^\infty \) are continuous here.

We emphasize that our numerical method only works at small \( N \). For \( N \) much larger than 100, it is hard to obtain the steady-state observables and \( \Delta \) by diagonalizing the Liouvillian superoperator, since the dimension of density-matrix space grows as \( N^2 \). But there exists finite-size effect at small \( N \). Our conclusions about \( m_z^\infty \), \( C_x^\infty \) or \( \Delta^\infty \) may be seriously influenced by the finite-size effect.

C. \( p = 3 \)

\( Z_2 \) symmetry is explicitly broken at \( p = 3 \). The properties of LSS are then significantly different from those at \( p = 2 \). Especially, the magnetizations in the \( x \)- or \( y \)-direction are not necessarily zero. The magnetization as a function of \( h \) displays nonanalyticity somewhere inside the bistable phase for \( \kappa \) being not very large. We choose \( \kappa = 1.0 \) to demonstrate the behavior of magnetization.

Fig. 5 the top panels plot \( m_x^Z(N) \) and \( m_y^Z(N) \) as a function of \( h \) for \( N = 20, 40 \) and 70. The magnetizations of semiclassical states \( S \) and \( P_- \) are plotted in the same figure for comparison. \( P_- \) exists only for \( h \in [-B, B] \) where \( \pm B \) are the borders between stable \( \{S\} \) and bistable \( \{S, P_-\} \) phases.

\( m_x^Z(h) \) is an even function of \( h \), but \( m_y^Z(h) \) is an odd function. This fact can be explained by using the properties of \( \hat{\sigma}^+ \) and \( \hat{\sigma}^- \) under the reflection transformation \( \hat{U} \). Within the interval \([-B, B] \), the curves \( m_x^Z(h) \) for different \( N \) cross each other at \( h = -A_+ \), \( -A_- \), \( A_- \) and \( A_+ \). And the curves \( m_y^Z(h) \) cross each other at exactly the same \( h \). The positions of \( \pm A_+ \approx \pm 1.01 \) and \( \pm A_- \approx \pm 0.207 \) are indicated by the black dotted lines in fig. 5. At \( h = \pm A_+, \pm A_- \), both \( m_x^Z(h) \) and \( m_y^Z(h) \) display abrupt changes. For \( h < -A_+ \), \( m_x^Z(h) \) is close to \(-1 \) and \( m_y^Z(h) \) is close to \( 0 \), that is, they are close to the coordinates of \( S \). At \( h = -A_+ \), \( m_x^Z(h) \) increases abruptly to \( m_x^{P_+} \), while \( m_y^Z(h) \) drops abruptly to \( m_x^{P_-} \). The second transition happens at \( h = -A_- \), where \( m_x^Z(h) \) and \( m_y^Z(h) \) go back to the coordinates of \( S \). And similar transitions between \( P_- \) and \( S \) happen at \( h = A_- \) and \( A_+ \). As \( N \) increases from 20 to 70, the changes of \( m_x^Z(h) \) and \( m_y^Z(h) \) become sharper. We then expect that the change
becomes discontinuous in thermodynamic limit.

Fig. 5 the bottom panels plot $\Delta = -\text{Re}(E_2)$ and $\text{Im}(E_2)$ as a function of $h$. Notice that $\Delta$ is displayed in logarithmic scale. It is clear that $\Delta(h)$ is an even function and reaches its local minimum at $h = \pm A_+, \pm A_-$. As $N$ increases, $\Delta$ at the transition points decays towards zero, and is as small as $10^{-2}$ at $N = 70$. We also see that $\text{Im}(E_2)$ vanishes within the interval $[-B, B]$ for arbitrary $N$. In other words, $\text{Im}(E_2)$ stays zero in the vicinity of $\pm A_+$ or $\pm A_-$, similar to what happens in the case of $p = 2$.

To confirm the vanishing gap and discontinuity of observables at $h = \pm A_+$ or $\pm A_-$, we display their scaling behavior in fig. 6. The panels (a) and (c) are for $m_z^{(N)}$ and $m_x^{(N)}$ in the vicinity of $h = -A_+$, respectively. As $1/N$ goes to zero ($N \to \infty$), $m_z^{(N)}$ bends towards different directions for $h > -A_+$ ($h = -0.997, -0.977$) and for $h < -A_+$ ($h = -1.057, -1.037$), so does $m_x^{(N)}$. This indicates that $m_z^\infty$ or $m_x^\infty$ are discontinuous at $h = -A_+$.

The panels (b) and (d) show $m_z^{(N)}$ and $m_x^{(N)}$ in the vicinity of $h = -A_-$, respectively. Similarly, the bifurcation indicates that $m_z^\infty$ or $m_x^\infty$ are discontinuous at $h = -A_-$. Because $m_z^\infty$ ($m_x^\infty$) is an even (odd) function, they must be also discontinuous at $h = A_-$ and $A_+$.

As $p$ is odd, the $Z_2$ symmetry is broken. $m_x^\infty$ is an odd function of $h$, while $m_z^\infty$ is an even function. All the DPTs are first-order, characterized by the discontinuity of $m_z^\infty$ and $m_x^\infty$. The first-order DPTs happen at $h = \pm A_-$ and $\pm A_+$, which are located inside the bistable phase in which $S$ and $P_-$ are two different SSSs. LSS is one of the semiclassical states. In the regions $|h| \leq A_-(\kappa)$ or $|h| \geq A_+(\kappa)$, LSS is $S$ with spins polarized in the negative $z$-direction. For $A_-\kappa < |h| < A_+\kappa$, LSS is $P_-$ with finite magnetization in the $z$-direction. Again, we would like to emphasize that our conclusions are based on the observation at small $N$ limited by the numerical method.
κ = 0

The Z₂ symmetry is present at p = 4. The symmetry forces m_x(N) = m_y(N) = 0 and then m_z(N) = m_y = 0. But the semiclassical phase diagram of p = 4 is qualitatively different from that of p = 2. m_z(N) and C_x(N) then show different features. They display nonanalytic behavior inside the tri-stable phase only for small enough different features. They display nonanalytic behavior in the vicinity of S (orange dash) and P± (black dash-dotted) are plotted together as comparison. All the panels share the same legends. The system is in the tri-stable phase for h ∈ [0, B] in which P± exist. The transition happens at A− ≈ 0.165 and A+ ≈ 0.53. The green dotted lines indicate the locations of A±.

D. p = 4

We plot C_x(N) and m_z(N) as a function of h for N = 40, 60 and 80 in fig. the top panels. The observables in the SSSs, i.e. m_x, m_y, C_x and C_y, are plotted together for comparison. Remember that P± exist only for h ∈ [0, B] in which interval the system is tri-stable.

Within the interval [0, B], the curves C_x(N)(h) and m_z(N)(h) for different N cross each other at h = A− ≈ 0.165 and A+ ≈ 0.53. At h = A−, C_x(N)(h) and m_z(N)(h) display abrupt changes. For h < A−, C_x(N)(m_z(N)) is close to 0 (−1), that is the coordinates of S. At h = A−, C_x(N)(m_z(N)) increases abruptly towards C_x±(m_z±). At the second critical point h = A+, C_x(N)(m_z(N)) drops back to 0 (−1). As N increases from 40 to 80, the changes of C_x(N) and m_z(N) become sharper. We expect that they are discontinuous in thermodynamic limit.

Fig. the bottom panels show ∆ vs h and Im(E2) vs h. For h ∈ [A−, A+], ∆ decreases with increasing N, and is less than 10⁻³ for N = 80. We expect the gap to close at the transition points h = A± in thermodynamic limit. Im(E2) vanishes in the vicinities of A± for arbitrary N, similar to what happens in the cases of p = 2 or p = 3.

We confirm the vanishing gap and discontinuity of observables at h = A± by doing a scaling analysis (see fig. Fig. 8). Fig. 8(a) and fig. 8(c) plot C_x(N) and m_z(N) in the vicinity of h = A−, respectively. As 1/N goes to zero, C_x(N) and m_z(N) decrease for h < A− (h = 0.145, 0.155) but increase for h > A− (h = 0.175, 0.185), indicating the discontinuity of C_x(N) and m_z(N). Panels (b) and (d) plot C_x(N) and m_z(N) in the vicinity of h = A+, respec-
The initial condition is chosen to be \( \theta = \pi/2 \) and \( \phi = 0 \), i.e., the spins are along the positive-\( x \) direction. The black solid lines are \( m_x(t) \) and \( C_x(t) \) in the semiclassical limit. As \( t \) increases, for \( h/J = -0.5, 0.1 \) and \( 1.5 \), \( m_x(t) \) (\( C_x(t) \)) gradually approaches \( m_x^S \) (\( C_x^S \)), \( m_x^{P_+} \) (\( C_x^{P_+} \)) and \( m_x^{P_-} \) (\( C_x^{P_-} \)), respectively. As \( \kappa = J \) is fixed, \( h/J = -0.5, 0.1 \) and 1.5 are located in the \{\( S \}\}-phase, \{\( P_+, P_- \}\}-phase and \{\( P_+, P_- \}\}-phase, respectively. The relaxation of \( m_x(t) \) and \( C_x(t) \) in the semiclassical limit coincides with the analysis in Sec. III. On the other hand, \( m_x^{(N)}(t) \) or \( C_x^{(N)}(t) \) at finite \( N \) deviate significantly from their semiclassical limits. Comparing the red (\( N = 40 \)) and blue (\( N = 100 \)) lines, we see that the blue line is closer to the black solid line. Indeed, as \( N \) goes to infinity, \( m_x^{(N)}(t) \) or \( C_x^{(N)}(t) \) at arbitrary finite \( t \) must converge to their semiclassical limits, respectively. For small \( t \) (\( tJ < 1 \)), \( m_x^{(N)}(t) \) and \( C_x^{(N)}(t) \) converge quickly with increasing \( N \) and their values at \( N = 100 \) are already indistinguishable from the semiclassical limits. But as \( t \) increases, a larger \( N \) is needed for observing the convergence. For \( tJ = 10 \), we see a clear difference between \( m_x^{(N)}(t) \) (\( C_x^{(N)}(t) \)) at \( N = 100 \) and the semiclassical limits (see fig. E(c)-fig. F(t)).

We choose (\( \kappa, h \)) = (1, 0.1) (in the \{\( P_+, P_- \}\}-phase) and plot \( m_x(t) \) for different initial conditions at much larger time scales in fig. G(a). We fix \( \phi = 0 \) and try different values of \( \theta \) (initial spins are aligned in the \( xz \)-plane with positive \( x \)-component). Due to the \( Z_2 \) symmetry, \( m_x^{(N)}(t) \) at finite \( N \) always decays to zero as \( t \to \infty \) for whatever \( \theta \). But in the semiclassical limit \( N \to \infty \), \( \theta = 0.1\pi \) or 0.9\pi \) lead to the steady magneti-
m_\Sigma^{S} = 0$, while $\theta = 0.3\pi$, $0.5\pi$ or $0.7\pi$ lead to a different steady magnetization $m_\Sigma^{P+} \neq 0$. Since $m_\Sigma^{(N)}(t)$ at arbitrary $t$ goes to the semiclassical limit $m_\Sigma(t)$ as $N \to \infty$, the relaxation time for $\theta = 0.3\pi$, $0.5\pi$ or $0.7\pi$ must diverge with increasing $N$. We choose $\theta = 0.8\pi$ (the semiclassical steady magnetization is $m_\Sigma^{P+}$) to see how the relaxation time increases with $N$. In fig. 10, the black dotted line is $m_x(t)$ in the limit $N \to \infty$. The curve with $N = 80$ is closer to the black dotted line than the curve with $N = 40$. As a consequence, the curve with $N = 80$ starts to drop much later than the curve with $N = 40$. The relaxation time at $N = 80$ is ten times larger than that at $N = 40$. In fig. 10(c), we choose $\theta = 0.9\pi$ so that $m_x(t)$ at finite $N$ and in the semiclassical limit both relax to zero. Under this initial condition, $m_x^{(N)}(t)$ at finite $N$ goes up and down before it relaxes to zero, and the relaxation time still diverges with increasing $N$.

In general, one can argue that the relaxation time must diverge in the multistable semiclassical phase. Suppose there are two different semiclassical steady states, called $P_+$ and $S$ without loss of generality. At finite $N$, the system relaxes to a unique steady state, which may be $P_+$, $S$ or different from both of them. Let us first suppose that the finite-size system relaxes to $P_+$. Now let us consider the initial condition $(\theta, \phi)$ under which the semiclassical steady state is $S$. For an arbitrarily large $T$, we can find a $N$ so that as the system’s size is larger than $N$ it always keeps close to $S$ for $t < T$. But according to the above assumption, the system has to deviate from $S$ and relax to $P_+$ in the long-time limit. This means that the relaxation time is larger than $T$. But $T$ can be chosen arbitrarily large. Therefore, the relaxation time must be divergent as $N$ increases. Similarly, we can argue that the relaxation time is divergent if the finite-size system relaxes to $S$ or some state different from both $P_+$ and $S$. A divergent relaxation time corresponds to a vanishing Liouvillian gap. We then guess that $\Delta$ should be zero within the whole multistable semiclassical phase. This is consistent with what we observe in Sec. IV. The gap certainly vanishes at the DPTs, since the DPTs happen inside the multistable phase.

The real-time dynamics at $p = 3$ or $p = 4$ exhibits similar features as $p = 2$. Fig. 11 plots the transient dynamics of $m_x$ and $C_x$ for $p = 3$ and different values of $(\kappa, h)$ that are located at the black dots in fig. 1(b). In fig. 11(a), the black solid lines are $m_x(t)$ and $C_x(t)$ in the semiclassical limit. The parameter pair $(\kappa, h) = (1, -1.6)$ is located in the {S}-phase, in which both $m_x(t)$ and $C_x(t)$ relax towards zero with increasing $t$ (see fig. 11(a) and (b)). While $(\kappa, h) = (1, 1.0)$ is in the {P+}-phase, and we see that $m_x(t)$ (or $C_x(t)$) relaxes towards $m_x^{P+}$ (or $C_x^{P+}$) (see fig. 11(c) and (d)). The blue and red dashed lines are $m_x^{(N)}(t)$ and $C_x^{(N)}(t)$ at finite $N$. Again, we see that $m_x^{(N)}(t)$ or $C_x^{(N)}(t)$ at small $t$ converge to their semiclassical limits as $N$ increases. But the deviation of blue or red lines from the black solid line is significant at large $t$.
VI. CONCLUSIONS

In this paper we studied a fully-connected p-spin model subject to a collective dissipation and in the presence of a Zeeman field. The model generalizes to generic p, the system studied in references 20 and 28. The effect of dissipation is to polarize the spins along the x-direction while the interaction between the spins favors the alignment in the z-direction. The competition between the two effects results in a complex phase diagram that depends strongly on the value of p.

In the thermodynamic limit it is possible to derive the steady-state phase diagram through a semi-classical approach. Depending on the value of the couplings different steady states, including $S$ and $P_{\pm}$, appear as summarized in fig. 1 and table 1. Within the semiclassical analysis, multi-stable regions appear, with the steady-state magnetization in thermodynamic limit jumping between that of $S$ and $P_{\pm}$. The steady state with finite number of spins is unique, being independent of the initial condition. For even values of p, the system has a $Z_2$ symmetry, which guarantees the magnetization in the x-direction to be zero. For $p \geq 4$, $S$ and $P_{\pm}$ are distinguished from each other in the whole tri-stable region. At the DPTs, the magnetization is discontinuous, jumping between zero (the value in $S$) and finite (the value in $P_{\pm}$). The DPTs are first-order. The case $p = 2$ is however special. Except a first-order DPT happens inside the tri-stable region, there also exists a bistable region in which $P_{\pm}$ are stable but $S$ is not. With increasing Zeeman field, $P_{\pm}$ move towards $S$. They meet each other at a critical point, where the magnetization variance vanishes continuously, indicating a continuous DPT. On the opposite, when p is odd, the $Z_2$ symmetry is explicitly broken. First-order DPTs happen inside the bistable region in which both $S$ and $P_{-}$ are stable. The magnetizations in both the x- and z-directions are discontinuous at the DPTs, where they jump between the values in $S$ and $P_{-}$.

In order to further understand the properties of the transition, we analyzed the finite-scaling properties in the transition regions. To this end, we studied the behavior of the Liouvillian gap as a function of the number of spins. Interesting scaling behavior was found at the continuous DPT, where both the magnetization variance and Liouvillian gap vanish with increasing number of spins according to a power law. On the opposite, the Liouvillian gap was found to vanish exponentially at the first-order DPT.
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