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1. Introduction

The systematic treatment of curves and surfaces in unimodular affine space is a main subject in affine differential geometry. This study began around 1916 and mathematicians like Blaschke, Berwald, Pick and Radon were pioneers in the development of this area (see [23] for historical notes). In more recent decades, some papers are dedicated to the study of the geometry of affine immersions and structures related to affine differential geometry, as line congruences, for instance (see [1], [2], [6], [7], [14], [24], [27], [28]).

The main goal in classical affine differential geometry is the study of properties of surfaces in 3-dimensional affine spaces, which are invariant under equiaffine transformations. In this sense, given a regular surface \( M \) and \( \xi \) an equiaffine transversal vector field on \( M \), we obtain an equiaffine structure on \( M \) induced by \( \xi \). By equiaffine structure, we mean a torsion free affine connection, a parallel volume element on \( M \) and a shape operator associated to \( \xi \). Taking this into account, an important result is the fundamental theorem of affine differential geometry, which asserts that given some integrability conditions there are a surface \( M \) and an equiaffine transversal vector field \( \xi \) with a given equiaffine structure (see section 4.9 in [33] or chapter 2, section 8 in [23]).

When studying a regular non-parabolic surface \( M \) from the affine viewpoint, an important object is the associated Blaschke (or affine normal) vector field, which is an invariant under equiaffine transformations. A surface \( M \) equipped with the equiaffine structure determined by its Blaschke vector field is called a Blaschke surface. With the structure given by this vector field we define, for instance, proper and improper affine spheres, which are special types of Blaschke surfaces that have been studied in many papers (see [6], [4], [5], [21], [29], [32]).

The study of surfaces with singularities from the affine differential geometry viewpoint has not been much explored, mainly due to the difficulties which arise at singular points. As we
want to explore this viewpoint, in this paper we work with a special class of singular surfaces called frontals. If we take a surface $S$ and we think of light as particles which propagate at unit speed in the direction of the normals of $S$, then at a given time $t$, this particles provide a new surface $S'$. We call $S'$ the wave front of $S$. The notion of frontals arises as a generalization of wave fronts, when considering the case of hypersurfaces. In recent years, many papers are dedicated to the study of these singular surfaces (see [9], [11], [12], [16], [18], [17], [19], [30], [31]). Other references can be found in the survey paper [11].

Our goal is to extend the study of properties invariant under equiaffine transformations to the case of frontals. We first define the notion of equiaffine transversal vector field to a frontal, using the limiting tangent planes. With this, we provide a definition of affine non-degenerate frontal and define the Blaschke vector field of such a frontal as the smooth extension of the Blaschke vector field defined on its regular part. In theorem [5.1] some necessary and sufficient conditions that a frontal needs to satisfy to have a Blaschke vector field are shown.

In remark [5.2] we provide some classes of frontals that admit a Blaschke vector field. When studying the class of wave fronts of rank 1 with extendable Gaussian curvature it turns out that from this class we get a subclass of frontal improper affine spheres, i.e. frontals with constant Blaschke vector field. This class seems to be related to improper affine maps, that is a class of improper affine spheres with singularities introduced in [15] for convex surfaces. It is worth observing that improper affine spheres with singularities is a topic of interest in differential geometry, see [6], [13], [20] and [22], for instance.

Finally, taking into account the equiaffine theory developed here, we obtain in theorem [6.1] a version for frontals of the fundamental theorem of affine differential geometry for regular surfaces, in a way that its proof relies on assuming the integrability conditions in the regular case. To prove this theorem the same approach used in [17] is applied, but here we are working not only with the unit normal vector field, but with any equiaffine vector field transversal to a frontal.

This paper is organized as follows. In section [2] some well known results from the equiaffine theory for regular surfaces are shown. In section [3] we review some content about frontals and investigate some classes which play an important role in the next sections. In section [4] we generalize the idea of equiaffine structure on frontals. Since we have the notion of equiaffine transversal vector field to a frontal, in section [5] we define the Blaschke vector field of a frontal and we characterize frontals which have Blaschke vector field. Finally, in section [6] we provide a fundamental theorem for the theory developed in the previous sections.
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2. Fixing notations, definitions and some basic results

We denote by $U$ an open subset of $\mathbb{R}^2$, where $u = (u_1, u_2) \in U$ and for a given smooth map $f : U \to \mathbb{R}^n$ the map $Df : U \to M_{n \times 3}(\mathbb{R})$ is the differential of $f$.

2.1. Equiaffine structure for non-parabolic regular surfaces. Let $\mathbb{R}^3$ be a three-dimensional affine space with volume element given by $\omega(w_1, w_2, w_3) = \det(w_1, w_2, w_3)$, for $w_1, w_2, w_3 \in \mathbb{R}^3$. Let $D$ be the standard flat connection in $\mathbb{R}^3$ and $x : U \to \mathbb{R}^3$ a regular surface with $x(U) = M$ and $\xi : U \to \mathbb{R}^3 \setminus \{0\}$ a vector field which is transversal to $M$. Then, $T_p\mathbb{R}^3 = T_pM \oplus (\xi(u))_{\mathbb{R}}$, where $x(u) = p$, for any $u \in U$. If $X$ and $Y$ are vector fields on $M$, then we have the decomposition

\[ D_X Y = \nabla_X Y + c(X, Y)\xi, \]

where $\nabla$ is the induced affine connection and $c$ is the affine fundamental form induced by $\xi$. We say that $M$ is non-degenerate if $c$ is non-degenerate which is equivalent to say that $M$ is a non-parabolic surface (see chapter 3 in [26]). Furthermore, we have

\[ D_X \xi = -S(X) + \tau(X)\xi, \]

where $S$ is the shape operator and $\tau$ is the transversal connection form. We say that $\xi$ is an equiaffine transversal vector field if $\tau = 0$. The induced volume element $\theta$ is defined as follows

\[ \theta(X, Y) := \omega(X, Y, \xi), \]

where $X$ and $Y$ are tangent to $M$.

Definition 2.1. Let $\xi$ be an arbitrary vector field which is transversal to $M$, $c$ the affine fundamental form and $\theta$ the induced volume element. We define $\det_\theta c$ as $\det(c_{ij})$, where $c_{ij} = c(X_i, X_j)$ and $\{X_1, X_2\}$ is a unimodular basis for $\theta$, that is, $\theta(X_1, X_2) = 1$.

Remark 2.1. Since the determinant of $(c_{ij})$ is independent of the choice of unimodular basis $\{X_1, X_2\}$, $\det_\theta c$ is well defined.

The next proposition relates the induced volume element $\theta$ and the definition of equiaffine transversal vector field.

Proposition 2.1. ([26], Proposition 1.4) We have

\[ \nabla_X \theta = \tau(X)\theta, \text{ for all } X \in T_pM. \]

Consequently, the following two conditions are equivalent:

(a) $\nabla \theta = 0$.
(b) $\tau = 0$.

We say that $M$ has a parallel volume element if there is a volume element $\theta$ on $M$ such that $\nabla \theta = 0$, where

\[ \nabla_X \theta(X_1, X_2) = X(\omega(X_1, X_2)) - \theta(X_1, \nabla_X X_2) - \theta(\nabla_X X_1, X_2) \]

for $X, X_1, X_2$ vector fields on $M$. Then, it follows from proposition 2.1 that a vector field $\xi$, transversal to a non-parabolic surface, is equiaffine if and only if the induced volume element is parallel.
Given a non-parabolic surface $\mathbf{x}: U \to \mathbb{R}^3$ the affine fundamental form $\mathbf{c}$ is non-degenerate, then it can be treated as a non-degenerate metric (not necessarily positive-definite) on $\mathbf{x}(U) = M$.

**Definition 2.2.** Let $\mathbf{x}: U \to \mathbb{R}^3$ be a non-parabolic surface. A transversal vector field $\xi: U \to \mathbb{R}^3 \setminus \{0\}$ is the Blaschke normal vector field of $\mathbf{x}(U) = M$ if the following conditions hold:

(a) $\xi$ is equiaffine.
(b) The volume element $\theta$ induced by $\xi$ coincides with the volume element $\omega_c$ of the non-degenerate metric $\mathbf{c}$.

From now on, we refer to the Blaschke vector field given in definition 2.2 as the usual Blaschke vector field.

3. Frontals

A smooth map $\mathbf{x}: U \to \mathbb{R}^3$ is said to be a frontal if, for all $q \in U$ there is a vector field $\mathbf{n}: U_q \to \mathbb{R}^3$ where $q \in U_q$ is an open subset of $U$, such that $\|\mathbf{n}\| = 1$ and $\langle \mathbf{x}_u(u), \mathbf{n}(u) \rangle = 0$, for all $u \in U_q$, $i = 1, 2$. This vector field is said to be a unit normal vector field along $\mathbf{x}$. We say that a frontal $\mathbf{x}$ is a wave front if the map $(\mathbf{x}, \mathbf{n}): U \to \mathbb{R}^3 \times S^2$ is an immersion for all $q \in U$. Here, we consider mainly proper frontals, that is, frontals $\mathbf{x}$ for which the singular set $\Sigma(\mathbf{x}) = \{ q \in U: \mathbf{x} \text{ is not immersive at } q \}$ has empty interior. This is equivalent to say that $U \setminus \Sigma(\mathbf{x})$ is an open dense set in $U$.

**Definition 3.1.** We call a moving basis a smooth map $\Omega: U \to \mathcal{M}_{3 \times 2}(\mathbb{R})$ in which the columns $\mathbf{w}_1, \mathbf{w}_2 : U \to \mathbb{R}^3$ of the matrix $\Omega = (\mathbf{w}_1, \mathbf{w}_2)$ are linearly independent vector fields.

**Definition 3.2.** We call a tangent moving basis (tmb) of $\mathbf{x}$ a moving basis $\Omega = (\mathbf{w}_1, \mathbf{w}_2)$, such that $\mathbf{x}_{u_1}, \mathbf{x}_{u_2} \in \langle \mathbf{w}_1, \mathbf{w}_2 \rangle_\mathbb{R}$, where $\langle \cdot, \cdot \rangle_\mathbb{R}$ denotes the linear span $\mathbb{R}$-vector space.

Given a tmb $\Omega = (\mathbf{w}_1, \mathbf{w}_2)$ we denote by $T_\Omega(q)$ the plane generated by $\mathbf{w}_1(q)$ and $\mathbf{w}_2(q)$, for all $q \in U$. Note that given two tangent moving basis $\Omega$ and $\widetilde{\Omega}$ of a proper frontal, we get $T_\Omega = T_{\widetilde{\Omega}}$. The next proposition provides a characterization of frontals in terms of tangent moving basis.

**Proposition 3.1.** ([17], Proposition 3.2) Let $\mathbf{x}: U \to \mathbb{R}^3$ be a smooth map with $U \subset \mathbb{R}^2$ an open set. Then, $\mathbf{x}$ is a frontal if and only if, for all $q \in U$, there are smooth maps $\Omega : U_q \to \mathcal{M}_{3 \times 2}(\mathbb{R})$ and $\Lambda : U_q \to \mathcal{M}_{2 \times 2}(\mathbb{R})$ with rank$(\Omega) = 2$ and $U_q \subset U$ an open neighborhood of $q$, such that $D\mathbf{x}(\tilde{q}) = \Omega \Lambda_{\tilde{q}}^T$, for all $\tilde{q} \in U_q$.

**Remark 3.1.** It follows from 3.1 that $\xi : U \to \mathbb{R}^3$ is a frontal if, and only if, there is a tangent moving basis of $\mathbf{x}$.

Since a tangent moving basis exist locally and we want to describe local properties, from now on we suppose that for a given frontal we have a global tangent moving basis. Then, if a frontal $\mathbf{x}$ satisfies $D\mathbf{x} = \Omega \Lambda^T$, where $\Omega$ is a tangent moving basis, we have that $\Sigma(\mathbf{x}) = \lambda_\Omega^{-1}(0)$, where $\lambda_\Omega := \det \Lambda$. 

Let \( x : U \to \mathbb{R}^3 \) be a frontal, \( \Omega = (w_1, w_2) \) a tmb of \( x \) and denote by \( n = \frac{w_1 \times w_2}{\|w_1 \times w_2\|} \) the unit normal vector field induced by \( \Omega \). We set the matrices

\[
I_\Omega := \Omega^T \Omega = \begin{pmatrix} E_\Omega & F_\Omega \\ F_\Omega & G_\Omega \end{pmatrix} = \begin{pmatrix} \langle w_1, w_1 \rangle & \langle w_1, w_2 \rangle \\ \langle w_2, w_1 \rangle & \langle w_2, w_2 \rangle \end{pmatrix},
\]

\[
\Pi_\Omega := \Omega^T Dn = \begin{pmatrix} e_\Omega & f_\Omega \\ f_2 \Omega & g_\Omega \end{pmatrix} = \begin{pmatrix} -\langle w_1, n_{u_1} \rangle & \langle w_1, n_{u_2} \rangle \\ -\langle w_2, n_{u_1} \rangle & \langle w_2, n_{u_2} \rangle \end{pmatrix},
\]

\[
\mu := \Pi_\Omega^{-1}.
\]

\[
(3)\quad \tau_1 := (\Omega_{u_1}^T \Omega)^{-1} = \begin{pmatrix} T_{11}^1 & T_{12}^1 \\ T_{21}^1 & T_{22}^1 \end{pmatrix},
\]

\[
(4)\quad \tau_2 := (\Omega_{u_2}^T \Omega)^{-1} = \begin{pmatrix} T_{11}^2 & T_{12}^2 \\ T_{21}^2 & T_{22}^2 \end{pmatrix}.
\]

Given a frontal \( x : U \to \mathbb{R}^3 \) and a tmb \( \Omega = (w_1, w_2) \) of \( x \), it follows that \( \langle w_1, n \rangle = \langle w_2, n \rangle = 0 \). By taking partial derivatives of these equalities, we rewrite

\[
(5)\quad \Pi_\Omega = \begin{pmatrix} \langle (w_1)_{u_1}, n \rangle & \langle (w_1)_{u_2}, n \rangle \\ \langle (w_2)_{u_1}, n \rangle & \langle (w_2)_{u_2}, n \rangle \end{pmatrix}.
\]

**Definition 3.3.** Let \( x : U \to \mathbb{R}^3 \) be a frontal and \( \Omega \) a tangent moving basis of \( x \). We define the \( \Omega \)-relative curvature \( K_\Omega := \det(\mu_\Omega) \).

Given a frontal \( x : U \to \mathbb{R}^3 \) with a global unit normal vector field \( n : U \to \mathbb{R}^3 \), we can also consider the matrices

\[
I := Dx^T Dx = \begin{pmatrix} E & F \\ F & G \end{pmatrix} = \begin{pmatrix} \langle x_{u_1}, x_{u_1} \rangle & \langle x_{u_1}, x_{u_2} \rangle \\ \langle x_{u_1}, x_{u_1} \rangle & \langle x_{u_2}, x_{u_2} \rangle \end{pmatrix},
\]

\[
(6)\quad \Pi := \Pi_\Omega = \begin{pmatrix} \langle (w_1)_{u_1}, n \rangle & \langle (w_1)_{u_2}, n \rangle \\ \langle (w_2)_{u_1}, n \rangle & \langle (w_2)_{u_2}, n \rangle \end{pmatrix}.
\]

If we decompose \( Dx = \Omega A^T \), then \( I = \Omega A \Omega^T \) and \( \Pi = \Pi_\Omega \). Also, the classical normal curvature at a regular point \( q \in U \) is given by

\[
k_q(\vartheta) := \frac{\vartheta^T \Pi \vartheta}{\vartheta^T \vartheta},
\]

where \( \vartheta \in \mathbb{R}^2 \setminus \{0\} \) are the coordinates of a vector in the basis \( (x_{u_1}, x_{u_2}) \).

Let \( x : U \to \mathbb{R}^3 \) be a frontal, \( \Omega : U \to M_{3 \times 2}(\mathbb{R}) \) a tmb of \( x \), where \( \Omega = (w_1, w_2) \) and \( n : U \to \mathbb{R}^3 \) the unit normal vector field along \( x \). For each \( q \in U \) we decompose

\[
\mathbb{R}^3 = T_{\Omega}(q) \oplus \langle n(q) \rangle_{\mathbb{R}}.
\]

Using this decomposition we get

\[
(7)\quad w_{i u_j} = \tau_{ij}^1 w_1 + \tau_{ij}^2 w_2 + p_{ij} n,
\]

where the symbols \( \tau_{ij}^k, i, j, k = 1, 2 \) are those in \( (3) \) and \( (4) \). Note that \( p_{ij} = \langle (w_i)_{u_j}, n \rangle \), thus the matrix \( p_{ij} \) coincide with the matrix \( (5) \).

**Remark 3.2.** If we define a bilinear form \( p_\Omega(q) : T_{\Omega} \times T_{\Omega} \to \mathbb{R} \), given by \( p_\Omega(q)(w_i, w_j) = p_{ij} = \langle w_{i u_j}(q), n(q) \rangle \), then the matrix of \( p_\Omega \) relative to the basis \( \Omega \) is \( \Pi_\Omega \) and \( p_\Omega \) is non-degenerate.
if and only if $\Pi_\Omega$ is non-singular, which is equivalent to say that the $\Omega$-relative curvature $K_\Omega$ is non-zero (see definition [3.3]).

**Definition 3.4.** A proper frontal is said to be a *non-parabolic frontal* if for some tmb $\Omega$ the relative curvature $K_\Omega$ never vanishes.

**Remark 3.3.** It follows from corollary 3.23 in [17] that a frontal $x : U \to \mathbb{R}^3$ is a wavefront if and only if, $(K_\Omega, H_\Omega) \neq 0$ on $\Sigma(x)$, for whatever tangent moving base $\Omega$. Therefore, every non-parabolic frontal is a wavefront.

**Proposition 3.2.** The notion of non-parabolicity is independent of tmb.

*Proof. Via proposition 3.18 in [17] the zeros of $K_\Omega$ are independent of tmb.*

The next proposition provides a representation formula for non-parabolic frontals.

**Proposition 3.3.** Let $x : (U, 0) \to (\mathbb{R}^3, 0)$ be a germ of non-parabolic frontal, $\Omega$ a tmb of $x$ and $0 \in \Sigma(x)$. Then, up to an isometry $x$ is $R$-equivalent to

$$y(u_1, u_2) = (a(u_1, u_2), b(u_1, u_2), \int_0^{u_1} (t_1 a_{u_1}(t_1, u_2) + u_1 b_{u_1}(t_1, u_2)) dt_1 + \int_0^{u_2} t_2 b_{u_2}(0, t_2) dt_2),$$

where $a, b$ are smooth functions such that $a_{u_2} = b_{u_1}$.

*Proof. See proposition 4.1 in [19].* 

### 3.1. Frontals with extendable Gaussian curvature

Now, taking into account the results in [19], we investigate some classes of frontals for which the Gaussian curvature admits a smooth extension. These classes play an important role in section 5, where we define the Blaschke vector field of a frontal.

#### 3.1.1. Frontals with extendable normal curvature

Let $x : U \to \mathbb{R}^3$ be a proper frontal with extendable normal curvature. It follows from corollary 3.1 in [19] that if $x : (U, 0) \to (\mathbb{R}^3, 0)$ is a frontal with extendable normal curvature and $0$ a singularity of rank 1, then its Gaussian curvature has a smooth extension. Furthermore, this extension is non-vanishing if and only if $x \sim n$, where $n$ is the unit normal vector field of $x$ and $\sim$ indicates that there are $\Omega_1$ and $\Omega_2$ tmb of $x$ and $n$, respectively and a smooth matrix valued map $B : U \to GL(2, \mathbb{R})$, such that $\Lambda_2 = \Lambda_1 B$, where $Dx = \Omega_1 \Lambda_1^T$ and $Dn = \Omega_2 \Lambda_2^T$.

The next theorem characterizes proper frontals of rank 1 with extendable normal curvature.

**Theorem 3.1.** ([19], Theorem 3.2) Let $x : (U, 0) \to (\mathbb{R}^3, 0)$ be a proper frontal with extendable normal curvature and $0$ a singularity of rank 1, then after a rigid motion and a change of coordinates on a neighborhood of $0$, $x$ can be represented by the formula:

$$y = (u_1, b(u_1, u_2), \int_0^{u_2} \left( \int_0^{t_2} h(u_1, t_1) b_{u_2}(u_1, t_1) dt_1 \right) b_{u_2}(u_1, t_2) dt_2 + \int_0^{u_2} \left( \int_0^{u_1} l(t_1) dt_1 \right) b_{u_2}(u_1, t_2) dt_2,$$

$$+ \int_0^{u_1} \left( \int_0^{t_2} l(t_1) dt_1 \right) b_{u_1}(t_2, 0) dt_2 + \int_0^{u_1} \left( \int_0^{t_2} r(t_1) dt_1 \right) dt_2),$$

where $b, h, l, r$ are smooth function on neighborhoods of the origin in each case.
3.1.2. Wave fronts with extendable Gaussian curvature.

If we look at a germ of wave front \( x: (U, 0) \rightarrow (\mathbb{R}^3, 0) \), such that \( 0 \in \Sigma(x) \) and \( \text{rank } Dx(0) = 1 \), then it follows from remark 4.1 in [19] that up to an isometry, \( x \) is \( \mathcal{R} \)-equivalent to

\[
y = (u_1, -h u_2(u_1, u_2), \int_0^{u_1} (h u_1(t, u_2) - u_2 h u_2 u_1(t, u_2)) dt - \int_0^{u_2} t h u_2 u_2(0, t) dt).
\]

By \( \mathcal{R} \)-equivalence we mean that there is a germ of diffeomorphism \( \tilde{h}: (\tilde{U}, 0) \rightarrow (U, 0) \) such that \( y = x \circ \tilde{h} \).

Note that \( D y \) has decomposition \( D y = \Omega \Lambda^T \), where

\[
\Omega = \begin{pmatrix}
1 & 0 \\
0 & 1 \\
g_1 & u_2
\end{pmatrix} \quad \text{and} \quad \Lambda^T = \begin{pmatrix}
1 & 0 \\
b_{u_1} & b_{u_2}
\end{pmatrix},
\]

for \( h, g_1 \) and \( b \) smooth functions such that \( u_1 = h u_1 \) and \( -b = h u_2 \). From this, we obtain that

\[
K_\Omega = \frac{-h u_1 u_1}{(1 + h^2 u_1 + u_2^2)^2} \quad \text{and} \quad \lambda_\Omega = -h u_2 u_2.
\]

From corollary 4.3 in [19], it follows that if \( h \) in (8) satisfies the equation \( h u_1 u_1 + c(u_1, u_2) h u_2 u_2 = 0 \), where \( c(u_1, u_2) \) is a smooth function, then \( y \) is a wave front of rank 1 with extendable Gaussian curvature. Furthermore, using this information in (9) and taking into account that on \( U \setminus \Sigma(x) \) the Gaussian curvature is \( K = \frac{K_\Omega}{\lambda_\Omega} \), we get, by the density of \( U \setminus \Sigma(x) \), that its extension is given by

\[
K = \frac{-c(u_1, u_2)}{(1 + h^2 u_1 + u_2^2)^2}.
\]

Thus, if \( c(u_1, u_2) \) is a non-vanishing function, we obtain a wave front of rank 1 for which the Gaussian curvature has a non-vanishing extension. It follows from proposition 3.4 in [19] that a wave front does not admit a smooth extension for its normal curvature, hence this class has no intersection with the class 3.1.1.

Remark 3.4. Note that the second order linear PDE

\[
h u_1 u_1 + c(u_1, u_2) h u_2 u_2 = 0
\]

is an important step in order to obtain frontals with extendable non-vanishing Gaussian curvature. If \( c(u_1, u_2) = 1 \), then the equation (10) is the two dimensional Laplace equation (an elliptic equation), which was discovered by Euler in 1752. This PDE has been useful in many areas, like gravitational potential, propagation of heat, electricity and magnetism (for more information see chapter 7 in [10]). On the other hand, if we take \( c(u_1, u_2) = -a^2 \), where \( a \neq 0 \) is a constant, then (10) is the one-dimensional wave equation (a hyperbolic equation). The wave equation governs the dynamics of some physical systems, for instance, the guitar string, the longitudinal vibrations of an elastic bar, propagation of acoustic, fluid, and electromagnetic waves (see chapter 5 in [10]). Note in (9) that the sign of \( K \) is determined by the sign of \( c(u_1, u_2) \), but this sign also identifies if the PDE (10) is hyperbolic or elliptic.

4. Equiaffine structure on frontals

In this section we seek to generalize the idea of equiaffine structure to the case of frontals. We define equiaffine transversal vector fields to a frontal similarly as defined in [25] when
considering regular surfaces, but as we are dealing with frontals, we need to take into account tangent moving basis and the limiting tangent planes.

Let $\xi : U \to \mathbb{R}^3$ be a vector field which is transversal to the frontal $x : U \to \mathbb{R}^3$ i.e. $\xi(q) \notin T_\Omega$ for all $q \in U$, where $\Omega = (w_1 \ w_2)$ is a tmb. Thus, for each $q \in U$ we can decompose

$$\mathbb{R}^3 = T_\Omega(q) \oplus (\xi(q))_\mathbb{R}.$$  

If we write

$$w_{iuj} = D^1_{ij} w_1 + D^2_{ij} w_2 + h_{ij}\xi.$$  

then we obtain a bilinear form $h_\Omega(q) : T_\Omega \times T_\Omega \to \mathbb{R}$, such that $h_\Omega(q)(w_i, w_j) = h_{ij}(q)$. We call $h_\Omega$ the relative affine fundamental form of $x$ induced by $\xi$. In a similar way, we write

$$\xi_{ui} = -S^1_i w_1 - S^2_i w_2 + \tau_i \xi.$$  

Then for each $q \in U$ we have $S_\Omega(q) : T_\Omega(q) \to T_\Omega(q)$, such that $S_\Omega(q)(w_i) = S^1_i w_1 + S^2_i w_2$ and $\tau_\Omega(q) : T_\Omega(q) \to \mathbb{R}$, such that $\tau_\Omega(q)(w_i) = \tau_i$, $i = 1,2$. We call $S_\Omega$ the relative shape operator of $\xi$ and $\tau_\Omega$ the relative transversal connection form.

**Definition 4.1.** The vector $\xi$ defines an equiaffine structure on $x$ (or $\xi$ is equiaffine) when the derivatives of $\xi$ are in $T_\Omega(q)$, for all $q \in U$, i.e. when $\tau_\Omega \equiv 0$.

For a frontal $x : U \to \mathbb{R}^3$ and an equiaffine transversal vector field $\xi : U \to \mathbb{R}^3$ we say that the symbols $D^k_{ij}$ and $h_{ij}$, given in (11), define an equiaffine structure on $x$.

**Definition 4.2.** Given $v_1, v_2 \in T_\Omega$, we define

$$\theta(v_1, v_2) := \tilde{\omega}(v_1, v_2, \xi),$$  

where $\tilde{\omega}$ is the canonical volume element in $\mathbb{R}^3$. The volume element $\theta$ is called the induced volume element.

**Proposition 4.1.** Let $\xi : U \to \mathbb{R}^3$ be a vector field which is transversal to a frontal $x : U \to \mathbb{R}^3$. Let us suppose that

$$\xi = \phi \tilde{\xi} + Z$$  

where $Z(u) = a(u)w_1(u) + b(u)w_2(u) \in T_\Omega$, $\Omega = (w_1 \ w_2)$, $\tilde{\xi}$ is an arbitrary transversal vector field and $\phi(u) \neq 0$, for all $u \in U$. Then,

(a) $h_\Omega = \frac{1}{\phi} \tilde{h}_\Omega$,

(b) $\tau_\Omega(w_i) = \frac{1}{\phi} \left( \tilde{h}_\Omega(Z, w_i) + \phi \phi_i \right)$.

(c) $\theta = \phi \tilde{\theta}$,

where $\tilde{h}_\Omega$, $\tilde{\theta}$ and $\tilde{\Omega}$ are associated to $\tilde{\xi}$.

**Proof.** (a) From $\xi = \phi \tilde{\xi} + Z$, we get

$$\frac{\xi - Z}{\phi} = \tilde{\xi}.$$
If we decompose \( w_{ij} = \tilde{D}_i^1 w_1 + \tilde{D}_i^2 w_2 + \tilde{h}_{ij} \tilde{\xi}, \) then
\[
w_{ij} = \tilde{D}_i^1 w_1 + \tilde{D}_i^2 w_2 + \tilde{h}_{ij} \tilde{\xi} = \tilde{D}_i^1 w_1 + \tilde{D}_i^2 w_2 + \tilde{h}_{ij} \tilde{\xi} - \frac{Z}{\phi} = \left( \tilde{D}_i^1 w_1 + \tilde{D}_i^2 w_2 - \frac{\tilde{h}_{ij}}{\phi} Z \right) + \frac{\tilde{h}_{ij}}{\phi} \tilde{\xi} = D_i^1 w_1 + D_i^2 w_2 + h_{ij} \xi.
\]
Therefore, \( h_{ij} = \frac{\tilde{h}_{ij}}{\phi}, \ i, j = 1, 2. \)

(b) Let us write \( B_\Omega = (b_{ij}) \) the relative shape operator of \( \tilde{\xi}. \) We know that
\[
\xi_{ui} = -S_\Omega(w_i) + \tau_\Omega(w_i) \xi = -S_\Omega(w_i) + \tau_\Omega(w_i) Z + \tau_\Omega(w_i) \phi \tilde{\xi}.
\]
On the other hand,
\[
\xi_{ui}(q) = -\phi B_\Omega(q)(w_i) + \phi_{ui} \tilde{\xi} + Z_{ui} = \left( Z_{ui}^\top - \phi B_\Omega(w_i) \right) + \left( \phi_{ui} + \tilde{h}_\Omega(Z, w_i) \right) \tilde{\xi},
\]
where \( Z_{ui}^\top \) is the tangent component of \( Z_{ui}. \) By comparing the transversal components of (13) and (14), it follows that \( \tau_\Omega(w_i) = \frac{1}{\phi} \left( \tilde{h}_\Omega(Z, w_i) + \phi_{ui} \right). \)

(c) By definition \( \theta(v_1, v_2) = \omega(v_1, v_2, \xi) = \omega(v_1, v_2, \phi \tilde{\xi} + Z) = \omega(v_1, v_2, \phi \tilde{\xi}) = \phi \tilde{\theta}(v_1, v_2), \)
where \( v_1, v_2 \in T_\Omega. \)

**Proposition 4.2.** If \( x \) is a non-parabolic frontal then the relative fundamental form induced by a transversal vector field is non-degenerate.

**Proof.** Let \( \xi \) be a transversal vector field, thus we can write
\[
\xi = \phi \tilde{\xi} + Z,
\]
where \( Z \) is tangent, \( \tilde{\xi} \) is an arbitrary transversal vector field and \( \phi : U \to \mathbb{R} \setminus \{0\} \) is smooth. It follows from proposition 4.1 that \( h_{ij} = \frac{\tilde{h}_{ij}}{\phi}, i, j = 1, 2. \) From this, \( (h_{ij}) \) is non-singular if and only if \( (\tilde{h}_{ij}) \) is non-singular, for \( \tilde{h}_{ij} \) associated to an arbitrary transversal vector field. As \( x \) is non-parabolic, the result follows from remark 3.2.

**Remark 4.1.** Proposition 4.2 shows that the notion of non-parabolicity of a frontal can be verified using any transversal vector field and its relative affine fundamental form. This notion is also independent of tangent moving basis. Thus, non-parabolicity is a property that belongs to the frontal and it is independent of metric.

**Proposition 4.3.** Let \( x : U \to \mathbb{R}^3 \) be a frontal, \( \xi \) and \( \tilde{\xi} \) arbitrary transversal vector fields with associated affine fundamental forms induced on \( U \setminus \Sigma(x) \) given by \( c \) and \( \tilde{c}, \) respectively. If the induced volume elements are \( \theta \) and \( \tilde{\theta}, \) then \( \det_\theta c \) admits a smooth non-vanishing extension to \( U \) if and only if \( \det_\tilde{\theta} \tilde{c} \) admits a smooth non-vanishing extension to \( U \).
Proof. If we write $\xi = \phi \bar{\xi} + Z$ where $Z$ is tangent, it follows analogously to proposition 4.1 that $c = \frac{1}{\phi} \bar{c}$ on $U \setminus \Sigma(x)$. Since $\theta = \phi \theta$, it follows from well known properties of the determinant function that

$$\phi^4 \det \bar{c} = \det c.$$ 

Then, the result follows from (15). □

Definition 4.3. We say that a frontal $x : U \to \mathbb{R}^3$ is affine non-degenerate if for an arbitrary transversal vector field $\det_\theta c$ admits a smooth non-vanishing extension to $U$.

5. The Blaschke and the conormal vector fields of a frontal

The Blaschke vector field and the conormal vector field associated to an equiaffine transversal vector field play an important role when studying regular surfaces from the affine differential geometry viewpoint. With the Blaschke structure, for instance, we define proper and improper affine spheres (see chapter 2 in [25]) and the Blaschke line congruences (see section 6 in [14]). On the other hand, the conormal vector field makes calculations with the affine support function easier, for instance (see section 1 in [3]). Taking into account the importance of these two objects, in this section we define the Blaschke vector field of a frontal and the conormal vector field associated to an equiaffine vector field transversal to a frontal.

5.1. The Blaschke vector field of a frontal.

Definition 5.1. Let $x : U \to \mathbb{R}^3$ be a proper frontal that is affine non-degenerate. We say that a transversal vector field $\xi$ is the Blaschke vector field of $x$ if it is a smooth extension of the usual Blaschke vector field defined on $U \setminus \Sigma(x)$.

It follows from the density of $U \setminus \Sigma(x)$ and from the fact that the Blaschke vector field is unique up to sign (see [25]) that the above extension is unique. Now, looking at the special affine group (or equiaffine group)

$$\text{SA}(3, \mathbb{R}) = \{ \Phi : x \mapsto Ax + b : A \in M_3(\mathbb{R}), \det A = 1 \text{ and } b \text{ is a constant vector} \}$$

we seek to show an invariance property for the Blaschke vector field defined here, in the following sense. Given a frontal $x : U \to \mathbb{R}^3$ and $\Phi \in \text{SA}(3, \mathbb{R})$, the Blaschke vector field of $y = \Phi \circ x$ is $\bar{\xi}$, where

$$\bar{\xi}(q) = \Phi_* \xi(q), \text{ for all } q \in U.$$ 

Proposition 5.1. Let $x : U \to \mathbb{R}^3$ be a proper frontal that is affine non-degenerate. If there exists, the Blaschke vector field of $x$ is an equiaffine invariant.

Proof. Let $\Phi(x) = Ax + b$ be an equiaffine transformation, then $y = \Phi \circ x$ has the same singular set of $x$. Furthermore, it is known that on $U \setminus \Sigma(x)$ the usual Blaschke vector field of $y$ is given by $\bar{\xi} = \Phi_* \xi$, where $\xi$ is the Blaschke vector field of $x$. Let us keep the same notation for the extension of $\xi$, then $\Phi_* \xi$ is an extension of $\bar{\xi}$ to $U$, so it is the Blaschke vector field of $y$. □

Next, taking into account proposition 4.3, we characterize frontals for which it is possible to define the Blaschke vector field.
Theorem 5.1. A frontal $\mathbf{x}: U \to \mathbb{R}^3$ admits a Blaschke vector field if and only if is affine non-degenerate and there are $a, b \in C^\infty(U, \mathbb{R})$ such that
\begin{equation}
\begin{pmatrix} a(q) \\ b(q) \end{pmatrix} = \lim_{u \to q} \begin{pmatrix} \tilde{h}_{11} & \tilde{h}_{21} \\ \tilde{h}_{12} & \tilde{h}_{22} \end{pmatrix}^{-1} \begin{pmatrix} -\phi_{u1} \\ -\phi_{u2} \end{pmatrix}, \text{ for all } q \in U,
\end{equation}
where $\Omega = (\mathbf{w}_1 \quad \mathbf{w}_2)$ is a tangent moving basis of $\mathbf{x}$, $\phi = |\det_\tilde{\theta} \tilde{\mathbf{c}}|^{1/4}$ and $\tilde{\theta}$, $\tilde{h}_{ij}$ are associated to an arbitrary transversal vector field $\tilde{\mathbf{ξ}}$ whose induced affine fundamental form on $U \setminus \Sigma(\mathbf{x})$ is $\tilde{\mathbf{c}}$.

Proof. Let $\mathbf{ξ} = \phi \tilde{\mathbf{ξ}} + a\mathbf{w}_1 + b\mathbf{w}_2$ be the Blaschke vector field of $\mathbf{x}$, where $\tilde{\mathbf{ξ}}$ is an arbitrary transversal vector field. It follows from definition 2.2 that $\mathbf{ξ}$ is equiaffine and on its regular part the volume element $\theta$ induced by $\mathbf{ξ}$ coincides with the volume element given by the non-degenerate metric $\mathbf{c}$ (see (1)). The volume $\omega_c$, obtained from $\mathbf{c}$ is given by
$$
\omega_c(X_1, X_2) = |\det c_{ij}|^{1/2},
$$
where $c_{ij} = c(X_i, X_j)$.

Thus $\theta = \omega_c$ if and only if $|\det_\theta \mathbf{c}| = 1$, where $\det_\theta \mathbf{c}$ denotes $\det c_{ij}$ when we take a unimodular basis relative to $\theta$, that is a basis $\{X_1, X_2\}$ such that $\theta(X_1, X_2) = 1$. If we denote by $\tilde{\mathbf{c}}$ the affine fundamental form induced by $\tilde{\mathbf{ξ}}$, that is
$$
D_X Y = \nabla_X Y + \tilde{\mathbf{c}}(X, Y)\tilde{\mathbf{ξ}}, \text{ on } U \setminus \Sigma(\mathbf{x}),
$$
and by $\tilde{\theta}$ the volume element induced by $\tilde{\mathbf{ξ}}$, we get from $\mathbf{ξ} = \phi \tilde{\mathbf{ξ}} + a\mathbf{w}_1 + b\mathbf{w}_2$ that $\mathbf{c} = \frac{1}{\phi} \tilde{\mathbf{c}}$ and $\theta = \phi \tilde{\theta}$ on $U \setminus \Sigma(\mathbf{x})$. From this, one can show that $\det_\theta \mathbf{c} = \phi^{-4} \det_\tilde{\theta} \tilde{\mathbf{c}}$. Therefore, in order to have $|\det_\theta \mathbf{c}| = 1$, it is enough to take $\phi = |\det_\tilde{\theta} \tilde{\mathbf{c}}|^{1/4}$.

Then, it follows from the density of $U \setminus \Sigma(\mathbf{x})$ and from the smoothness of $\phi$ that $\phi(q) = \lim_{u \to q} |\det_\tilde{\theta} \tilde{\mathbf{c}}|^{1/4}$, where $q \in \Sigma(\mathbf{x})$. From the fact that $\mathbf{ξ}$ is transversal to $\mathbf{x}$, we have that $\phi \neq 0$ on $U$, consequently $\det_\tilde{\theta} \tilde{\mathbf{c}}$ admits a non-vanishing extension to $U$.

Now, let us take a look at the tangent component of $\mathbf{ξ}$. Since $\mathbf{ξ}$ is equiaffine, we have $\tau_\Omega \equiv 0$, thus taking into account the expression for $\tau_\Omega$ given in proposition 4.1 we get
$$
\tilde{h}_\Omega (a\mathbf{w}_1 + b\mathbf{w}_2, \mathbf{w}_1) + \phi_{u1} = a\tilde{h}_{11} + b\tilde{h}_{21} + \phi_{u1} = 0,
$$
$$
\tilde{h}_\Omega (a\mathbf{w}_1 + b\mathbf{w}_2, \mathbf{w}_2) + \phi_{u2} = a\tilde{h}_{12} + b\tilde{h}_{22} + \phi_{u2} = 0.
$$
As $\mathbf{x}$ is non-degenerate on its regular part $U \setminus \Sigma(\mathbf{x})$, it follows from the above equations that for $p \in U \setminus \Sigma(\mathbf{x})$
\begin{equation}
\begin{pmatrix} a \\ b \end{pmatrix} = \begin{pmatrix} \tilde{h}_{11} & \tilde{h}_{21} \\ \tilde{h}_{12} & \tilde{h}_{22} \end{pmatrix}^{-1} \begin{pmatrix} -\phi_{u1} \\ -\phi_{u2} \end{pmatrix}.
\end{equation}
Since $a, b \in C^\infty(U, \mathbb{R})$ and $U \setminus \Sigma(\mathbf{x})$ is dense, we obtain for a point $q \in \Sigma(\mathbf{x})$ that
$$
\begin{pmatrix} a(q) \\ b(q) \end{pmatrix} = \lim_{u \to q} \begin{pmatrix} \tilde{h}_{11} & \tilde{h}_{21} \\ \tilde{h}_{12} & \tilde{h}_{22} \end{pmatrix}^{-1} \begin{pmatrix} -\phi_{u1} \\ -\phi_{u2} \end{pmatrix}.
$$
Reciprocally, considering $\delta$ the non-vanishing extension of $\det_\tilde{\theta} \tilde{\mathbf{c}}$, it is enough to define $\phi = |\delta|^{1/4}$ and take $a, b \in C^\infty(U, \mathbb{R})$ satisfying (17), then $\mathbf{ξ}$ is the Blaschke vector field of $\mathbf{x}$.

Remark 5.1. Note that theorem 5.1 could also be written in terms of the Gaussian curvature instead of $\det_\tilde{\theta} \tilde{\mathbf{c}}$, since the transversal vector field $\tilde{\mathbf{ξ}}$ was taken arbitrarily.
5.2. Examples. Now, we provide some examples taking into account the classes described in section 3. First, a remark.

Remark 5.2.

(a) Let \( x : U \to \mathbb{R}^3 \) be a frontal in the class \([3.1.1]\) such that its Gaussian curvature \( K \) admits a non-vanishing extension, so in order to have a Blaschke vector field we just need to verify the condition \([16]\) in theorem 5.1. One can verify that \( K_{u_2} = db_{u_2} \), for a smooth function \( d \) is a sufficient condition for this to happen. For instance, with any of the choices below

- \( b = u_2^2, r = 0, l = 1 \) and \( h = h(u_1, u_2) \) any smooth function (see example 5.1),
- \( b = \frac{2}{5}u_2^5 + u_2^2, r = 0, l = 1 \) and \( h = h(u_1, u_2) \) any smooth function (see example 5.2),

we obtain \( x \) for which \( K \) admits a non-vanishing extension and condition \([16]\) is verified, hence we have a Blaschke vector field.

(b) If \( x : U \to \mathbb{R}^3 \) is a wave front given by the class \([3.1.2]\) such that the Blaschke vector field exists in the regular part \( U \setminus \Sigma(x) \), then it is given by \( \xi = (\xi_1, \xi_2, \xi_3) \), where

\[
\begin{align*}
\xi_1 &= -\frac{1}{4} \frac{c_{u_1}}{c^{3/4}h_{u_1 u_1}}, \\
\xi_2 &= -\frac{1}{4} \frac{c_{u_2}h_{u_1 u_1} - c_{u_1}h_{u_1 u_2}}{c^{3/4}h_{u_1 u_1}}, \\
\xi_3 &= \frac{1}{4} \frac{-u_2 c_{u_2}h_{u_1 u_1} + u_2 c_{u_1}h_{u_1 u_2} + 4ch_{u_1 u_1} - c_{u_1}h_{u_1}}{c^{3/4}h_{u_1 u_1}}.
\end{align*}
\]

Note in \([18]\) that is not always possible to extend \( \xi \); since \( h_{u_1 u_1}(q) = 0 \) for all \( q \in \Sigma(x) \). However, if we take for instance, \( c \) a smooth function such that \( c_{u_1} = dh_{u_1 u_1} \), for a smooth function \( d \), then \( \xi \) admits an extension to the entire \( U \). If \( d = 0 \), we get \( c = c(u_2) \), which is satisfied for the case \( c \) constant, for instance (see example 5.3). It is worth observing that for \( c \) constant, we get \( \xi = (0, 0, \rho) \), for some \( \rho \in \mathbb{R} \) and if we think of frontal improper affine spheres as those frontals for which the Blaschke vector field is constant, then this choice of \( c \) provides a class of these frontals. This is an important class, specially if we seek to understand frontals from the affine viewpoint, and will be further discussed in future works. It is also important to remark that improper affine spheres with singularities is a topic of interest in differential geometry, see \([6, 13, 15, 20, 22]\), for instance.

Example 5.1. Let \( x : U \to \mathbb{R}^3 \) defined by \( x = (u_1, u_2, 4/15u_1u_2^2 + 1/2u_1^3u_2^4 + u_1u_2^2) \), where \( U = (-1, 1) \times (-4, 4) \) (see figure 11). This frontal is a cuspidal cross-cap obtained from a 5/2-cuspidal edge and satisfies \( x \sim n \), where \( n \) is its unit normal. We decompose \( Dx = \Omega \Lambda^T \), where

\[
\begin{pmatrix}
1 & 0 \\
0 & 1 \\
u_2^2(4/15u_2^2 + 3/2u_1^2u_2^2 + 1) & 1/3u_1(3u_1^2u_2^2 + 2u_2^3 + 3)
\end{pmatrix}
\]

and \( \Lambda = \begin{pmatrix} 0 & 0 \\ 0 & 2u_2 \end{pmatrix} \).

We have that \( \lambda_\Omega = 2u_2 \) and

\[
K_\Omega = \frac{18 \times 10^4u_2(54u_1^4u_2^4 + 9u_1^2u_2^5 + 4u_2^6 + 54u_1^2u_2^2 + 12u_2^3 + 9)}{\mu^2},
\]
where
\[
\mu = 2025u_1^4u_2^8 + 720u_1^2u_2^9 + 900u_1^6u_2^4 + 64u_2^{10} + 1200u_1^4u_2^5 + 3100u_1^2u_2^6 + 480u_2^7 + 1800u_1^4u_2^2 + 1200u_1^2u_2^3 + 900u_2^4 + 900u_1^2 + 900.
\]

Therefore, considering that at a regular point the Gaussian curvature is given by \( \frac{K}{\lambda} \), we obtain that the extension of the Gaussian curvature is
\[
K = \frac{9 \times 10^4 (54u_1^4u_2^4 + 9u_1^2u_2^6 + 54u_1^2u_2^2 + 12u_2^3 + 9)}{\mu^2}.
\]

Then, writing \( \phi = |K|^{1/4} \), the Blaschke vector field of \( \mathbf{x} \) is given by \( \xi = \phi \mathbf{n} + a \mathbf{w}_1 + b \mathbf{w}_2 \), where \( a \) and \( b \) are obtained using (17). Thus,
\[
\xi_1 = 216u_1^6u_2^4 - 189u_1^4u_2^5 + 66u_1^2u_2^6 + 16u_2^7 + 324u_1^4u_2^2 + 9u_1^2u_2^3 + 48u_2^4 + 108u_1^2 + 36u_2
\]
\[
\xi_2 = (216u_1^4u_2^4 + 87u_1^2u_2^5 - 16u_2^6 + 252u_1^2u_2^2 + 24u_2^3 + 72)u_2^2
\]
\[
\xi_3 = 145800u_1^8u_2^8 + 35721u_1^6u_2^9 + 25326u_1^4u_2^{10} + 4896u_1^2u_2^{11} + 277020u_1^6u_2^6 + 896u_2^{12} + 114129u_1^4u_2^7 + 39204u_1^2u_2^8 + 5088u_2^9 + 179820u_1^4u_2^4 + 88938u_1^2u_2^5 + 12096u_2^6 + 48600u_1^2u_2^2 + 14040u_2^3 + 6480
\]
\[
\rho = 54u_1^4u_2^4 + 9u_1^2u_2^5 + 4u_2^6 + 54u_1^2u_2^2 + 12u_2^3 + 9.
\]

**Figure 1.** Frontal with extendable non-vanishing Gaussian curvature.

**Remark 5.3.** It is worth observing that the Blaschke vector field \( \xi \) of a frontal is also a frontal, since \( \xi \) is equiaffine. In example 5.1, \( \Sigma(\xi) \) is given in figure 2. Then, the Blaschke vector field is a proper frontal and it is given in figure 3, restricting the domain to \((-1/10, 1/10) \times (-1/60, 1/60)\).
Example 5.2. Let $\mathbf{x} : U \to \mathbb{R}^3$ defined by $\mathbf{x} = (u_1, \frac{2}{5} u_2^5 + u_2, u_1 u_2^3)$, for $U = (-1, 1) \times (-1, 1)$ (see figure 4). This frontal satisfies $\mathbf{x} \sim \mathbf{n}$, where $\mathbf{n}$ is its unit normal. We decompose $D\mathbf{x} = \Omega \Lambda^T$, where

$$
\Omega = \begin{pmatrix}
1 & 0 & 0 \\
0 & u_2^3 + 1 & u_2 \\
0 & u_2 & u_1
\end{pmatrix} \quad \text{and} \quad \Lambda = \begin{pmatrix}
1 & 0 \\
0 & 2u_2
\end{pmatrix}.
$$

We have that $\lambda_\Omega = 2u_2$ and

$$
K_\Omega = \frac{2u_2(u_2 + 1)^2(u_2^2 - u_2 + 1)^2}{(u_2^4 + 2u_2^3 + u_2^2 + u_2 + 2u_2^2 + u_1^2 + 1)^2}.
$$
Then,
\[
K = \frac{(u_2 + 1)^2(u_2^2 - u_2 + 1)^2}{(u_2^3 + 2u_2^2 + u_2^3 + 2u_2^2 + u_2 + 1)^2}
\]
is the extension of the Gaussian curvature to \(U\). In a similar way to example 5.1, we obtain that the Blaschke vector field of \(x\) is given by
\[
\xi = \frac{1}{4(u_2^3 + u_2 + 1)^{3/2}(u_2 + 1)^{3/2}}(3u_2, 0, 7u_2^3 + 4).
\]

![Image of a frontal with extendable non-vanishing Gaussian curvature](image)

**Figure 4.** Frontal with extendable non-vanishing Gaussian curvature.

**Example 5.3.** Let \(x : \mathbb{R}^2 \to \mathbb{R}^3\) defined by \(x = (u_1, 12 u_1^2 u_2 - 4 u_2^3, u_1^4 + 6 u_1^2 u_2^2 - 3 u_2^4)\) (see figure [5]). This is a wave front of rank 1 for which the Gaussian curvature admits a non-vanishing extension. We decompose \(Dx = \Omega \Lambda^T\), where
\[
\Omega = \begin{pmatrix}
1 & 0 \\
24u_1u_2 & 1 \\
4u_1^3 + 12u_1u_2 & u_2
\end{pmatrix}
\quad \text{and} \quad
\Lambda = \begin{pmatrix}
1 & 0 \\
0 & 12u_1^2 - 12u_2^2
\end{pmatrix}.
\]

We have that \(\lambda_\Omega = -12u_1^2 + 12u_2^2\) and
\[
K_\Omega = -\frac{12(u_1^2 - u_2^2)}{(16u_1^6 - 96u_1^4u_2^2 + 144u_1^2u_2^4 + u_2^2 + 1)^2}.
\]

Then, the extension of the Gaussian curvature is
\[
K = \frac{-1}{(16u_1^6 - 96u_1^4u_2^2 + 144u_1^2u_2^4 + u_2^2 + 1)^2}.
\]

In a similar way to example 5.1, we obtain that the Blaschke vector field of \(x\) is given by \(\xi = (0, 0, 1)\).
5.3. Conormal vector field.

**Definition 5.2.** Given a frontal \( x : U \to \mathbb{R}^3 \), we define the affine conormal vector field of \( x \) relative to an equiaffine transversal vector field \( \xi \) as the vector field \( \nu : U \to \mathbb{R}^3 \setminus \{0\} \), such that

\[
\langle \nu(u), \xi(u) \rangle = 1 \\
\langle \nu(u), w \rangle = 0, \quad \text{for all } w \in T_\Omega(u),
\]

for all \( u \in U \).

**Remark 5.4.** It follows from the second condition above that the conormal vector field is always a multiple of the unit normal vector field \( n \) of \( x \).

The next proposition shows that an important property of the conormal vector field is still valid when we are working with the case of non-parabolic frontals.

**Proposition 5.2.** Given a frontal \( x : U \to \mathbb{R}^3 \), a tmb \( \Omega \) and an equiaffine transversal vector field \( \xi \), we have that

\[
\langle \nu_{ui}, \xi \rangle = 0, \quad i = 1, 2. \\
\langle \nu_{ui}, v \rangle = -h_\Omega(v, w_i), \quad \text{where } v(u) \in T_\Omega(u) \text{ for all } u \in U, \ i, j = 1, 2.
\]

Furthermore, if \( x \) is non-parabolic then the conormal vector field is an immersion.

**Proof.** In order to simplify notation, we drop the subscript in the notation for the induced affine fundamental form and indicate only by \( h \). We know that \( \langle \nu, \xi \rangle = 1 \) so, differentiating and using the fact that \( \xi \) is equiaffine, we get \( \langle \nu_{ui}, \xi \rangle = 0 \).

From \( \langle \nu, v \rangle = 0 \), it follows that \( \langle \nu_{ui}, v \rangle = -\langle \nu, v_{ui} \rangle \). We can write

\[
-v_{ui} = -v_{ui}^\top - h(v, w_i)\xi,
\]

where \( v_{ui}^\top \) indicates the tangent component of \( v_{ui} \), thus considering the properties of the conormal vector field, we obtain

\[
\langle \nu_{ui}, v \rangle = -\langle \nu, v_{ui} \rangle = -h(v, w_i).
\]
Now, let us suppose that $x$ is non-parabolic and that $\nu$ is not an immersion, hence there is $(a, b) \in \mathbb{R}^2 \setminus 0$ such that $a\nu_u + b\nu_v = 0$. Thus
\[\langle a\nu_u + b\nu_v, \nu \rangle = 0.\]
By using (19) and the above expression, we get
\[0 = -ah(v, w_1) - bh(v, w_2) = h(v, -aw_1 - bw_2),\]
for all $\nu$, but this contradicts the fact that $h$ is non-degenerate. \qed

6. A FUNDAMENTAL THEOREM

In this section we provide, in theorem 6.1, a fundamental theorem for the theory developed in section 2. This theorem is a version for frontals of the fundamental theorem of affine differential geometry (see section 4.9 in [33] for the classical result for regular surfaces). Thus, taking $U \subset \mathbb{R}^2$ an open subset and assuming the integrability conditions for the regular case are valid in an open dense subset of $U$, we obtain for each $q \in U$ a neighborhood $V \subset U$ of $q$, a frontal $x : V \to \mathbb{R}^3$ and an equiaffine transversal vector field $\xi : V \to \mathbb{R}^3$, in the sense of section 2. In order to do this, we use the same approach applied in [17].

6.1. The compatibility equations. Let $x : U \to \mathbb{R}^3$ be a proper frontal, $\Omega = (w_1 \ w_2)$ a tmb and $n = \frac{w_1 x w_2}{\|w_1 x w_2\|}$ the unit normal vector field induced by $\Omega$. By considering the decomposition $Dx = \Omega \Lambda^T$ and $\lambda_\Omega = \det \Lambda$, one can get on $U \setminus \lambda_\Omega^{-1}(0)$ the following structural equations
\begin{align}
\begin{cases}
x_{u_1 u_1} = \Gamma_{11}^1 x_{u_1} + \Gamma_{11}^2 x_{u_2} + e n \\
x_{u_1 u_2} = \Gamma_{21}^1 x_{u_1} + \Gamma_{21}^2 x_{u_2} + f n \\
x_{u_2 u_2} = \Gamma_{22}^1 x_{u_1} + \Gamma_{22}^2 x_{u_2} + g n,
\end{cases}
\end{align}
where $e$, $f$ and $g$ are the coefficients of the second fundamental form of $x$. In a similar way, if $\xi : U \to \mathbb{R}^3$ is an equiaffine transversal vector field to $x$, the following hold on $U \setminus \lambda_\Omega^{-1}(0)$
\begin{align}
\begin{cases}
x_{u_1 u_1} = \tilde{\Gamma}_{11}^1 x_{u_1} + \tilde{\Gamma}_{11}^2 x_{u_2} + c_{11} \xi \\
x_{u_1 u_2} = \tilde{\Gamma}_{21}^1 x_{u_1} + \tilde{\Gamma}_{21}^2 x_{u_2} + c_{21} \xi \\
x_{u_2 u_2} = \tilde{\Gamma}_{22}^1 x_{u_1} + \tilde{\Gamma}_{22}^2 x_{u_2} + c_{22} \xi \\
\xi_{u_1} = -b_1^1 x_{u_1} - b_1^2 x_{u_2} \\
\xi_{u_2} = -b_2^1 x_{u_1} - b_2^2 x_{u_2}.
\end{cases}
\end{align}
The symbols $c_{ij}$ induce a symmetric bilinear form called the affine fundamental $c$ relative to $\xi$, while the symbols $\tilde{\Gamma}_{ij}^k$ are associated to the induced affine connection $\nabla$ (see [1]).

Proposition 6.1. If we write $\xi = \phi n + ax_{u_1} + bx_{u_2}$, where $\phi \neq 0$, then on $U \setminus \Sigma(x)$ we have:
\begin{align}
\begin{cases}
\begin{pmatrix} c_{11} & c_{12} \\ c_{12} & c_{22} \end{pmatrix} = \frac{1}{\phi} \begin{pmatrix} e & f \\ f & g \end{pmatrix}, \\
\tilde{\Gamma}_1 = \begin{pmatrix} \tilde{\Gamma}_{11}^1 \\ \tilde{\Gamma}_{21}^1 \\ \tilde{\Gamma}_{11}^2 \\ \tilde{\Gamma}_{21}^2 \end{pmatrix} = \begin{pmatrix} \Gamma_{11}^1 \\ \Gamma_{21}^1 \\ \Gamma_{11}^2 \\ \Gamma_{21}^2 \end{pmatrix} - \frac{1}{\phi} \begin{pmatrix} ae & be \\ af & bf \end{pmatrix} = \Gamma_1 - \frac{1}{\phi} \begin{pmatrix} ae & be \\ af & bf \end{pmatrix}, \\
\tilde{\Gamma}_2 = \begin{pmatrix} \tilde{\Gamma}_{21}^1 \\ \tilde{\Gamma}_{22}^1 \\ \tilde{\Gamma}_{21}^2 \\ \tilde{\Gamma}_{22}^2 \end{pmatrix} = \begin{pmatrix} \Gamma_{21}^1 \\ \Gamma_{22}^1 \\ \Gamma_{21}^2 \\ \Gamma_{22}^2 \end{pmatrix} - \frac{1}{\phi} \begin{pmatrix} af & bf \\ ag & bg \end{pmatrix} = \Gamma_2 - \frac{1}{\phi} \begin{pmatrix} af & bf \\ ag & bg \end{pmatrix}.
\end{cases}
\end{align}
Proof. If \( \xi = \phi \mathbf{n} + a \mathbf{x}_{u_1} + b \mathbf{x}_{u_2} \) in (21), then

\[
\begin{align*}
\mathbf{x}_{u_1 u_1} &= (\tilde{\mathbf{r}}_{11}^{11} + c_{11} a) \mathbf{x}_{u_1} + (\tilde{\mathbf{r}}_{11}^{2} + c_{11} b) \mathbf{x}_{u_2} + \phi c_{11} \mathbf{n} \\
\mathbf{x}_{u_1 u_2} &= (\tilde{\mathbf{r}}_{21}^{11} + c_{21} a) \mathbf{x}_{u_1} + (\tilde{\mathbf{r}}_{21}^{2} + c_{21} b) \mathbf{x}_{u_2} + \phi c_{21} \mathbf{n} \\
\mathbf{x}_{u_2 u_2} &= (\tilde{\mathbf{r}}_{22}^{11} + c_{22} a) \mathbf{x}_{u_1} + (\tilde{\mathbf{r}}_{22}^{2} + c_{22} b) \mathbf{x}_{u_2} + \phi c_{22} \mathbf{n}.
\end{align*}
\]

Hence, comparing this to (20), we have the result.

If we look at the basis \( \mathbf{w}_1, \mathbf{w}_2, \mathbf{n} \) of \( \mathbb{R}^3 \), it follows from (7) that there are smooth functions \( \mathcal{T}_{ij}^{k} \) defined on \( U, i, j, k \in \{1, 2\} \), such that

\[
\begin{align*}
\mathbf{w}_{1u_1} &= \mathcal{T}_{11}^{1} \mathbf{w}_1 + \mathcal{T}_{12}^{2} \mathbf{w}_2 + e_{21} \mathbf{n} \\
\mathbf{w}_{2u_1} &= \mathcal{T}_{21}^{1} \mathbf{w}_1 + \mathcal{T}_{22}^{2} \mathbf{w}_2 + e_{22} \mathbf{n} \\
\mathbf{w}_{1u_2} &= \mathcal{T}_{11}^{2} \mathbf{w}_1 + \mathcal{T}_{12}^{2} \mathbf{w}_2 + f_{11} \mathbf{n} \\
\mathbf{w}_{2u_2} &= \mathcal{T}_{21}^{2} \mathbf{w}_1 + \mathcal{T}_{22}^{2} \mathbf{w}_2 + f_{22} \mathbf{n}.
\end{align*}
\]

We know that \( \mathbf{w}_1, \mathbf{w}_2, \xi \) is a basis of \( \mathbb{R}^3 \), then from (11), (12) and from the fact that \( \xi \) is equiaffine, there are smooth functions \( \mathcal{D}_{ij}^{k} \), \( h_{ij} \) and \( S_{ij} \) defined on \( U, i, j, k \in \{1, 2\} \), such that

\[
\begin{align*}
\mathbf{w}_{1u_1} &= \mathcal{D}_{11}^{1} \mathbf{w}_1 + \mathcal{D}_{12}^{2} \mathbf{w}_2 + h_{11} \xi \\
\mathbf{w}_{2u_1} &= \mathcal{D}_{21}^{1} \mathbf{w}_1 + \mathcal{D}_{22}^{2} \mathbf{w}_2 + h_{21} \xi \\
\mathbf{w}_{1u_2} &= \mathcal{D}_{11}^{2} \mathbf{w}_1 + \mathcal{D}_{12}^{2} \mathbf{w}_2 + h_{12} \xi \\
\mathbf{w}_{2u_2} &= \mathcal{D}_{21}^{2} \mathbf{w}_1 + \mathcal{D}_{22}^{2} \mathbf{w}_2 + h_{22} \xi \\
\xi_{u_1} &= -S_{11}^{1} \mathbf{w}_1 - S_{12}^{2} \mathbf{w}_2 \\
\xi_{u_2} &= -S_{21}^{1} \mathbf{w}_1 - S_{22}^{2} \mathbf{w}_2.
\end{align*}
\]

If we write \( \xi = \phi \mathbf{n} + a \mathbf{x}_{u_1} + b \mathbf{x}_{u_2} \) and \( \xi = \phi \mathbf{n} + \tilde{a} \mathbf{w}_1 + \tilde{b} \mathbf{w}_2 \), where \( \phi \neq 0 \), then on \( U \setminus \Sigma(\mathbf{x}) \)

\[
\begin{align*}
\begin{pmatrix} \tilde{a} \\ \tilde{b} \end{pmatrix} &= \Lambda^{T} \begin{pmatrix} a \\ b \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} \tilde{a} e_{11} \\ \tilde{b} e_{21} \end{pmatrix} = \begin{pmatrix} a e_{11} \\ b f_{21} \end{pmatrix} \quad \Lambda.
\end{align*}
\]

Hence, taking (25), (26), (27) and using the method of the proof of proposition 6.1, one can get the following result:

**Proposition 6.2.** If we write \( \xi = \phi \mathbf{n} + \tilde{a} \mathbf{w}_1 + \tilde{b} \mathbf{w}_2 \), for \( \phi, \tilde{a}, \tilde{b} \in C^{\infty}(U, \mathbb{R}) \) and \( \phi \neq 0 \), then

\[
\begin{align*}
\mathbf{D}_1 &= \mathcal{T}_1 - \frac{1}{\phi} \begin{pmatrix} \tilde{a} e_{11} \\ \tilde{a} f_{21} \end{pmatrix} = \mathcal{T}_1 - \frac{1}{\phi} \begin{pmatrix} a e_{11} \\ a f_{21} \end{pmatrix} \Lambda \quad \text{on} \ U \setminus \Sigma(\mathbf{x}), \\
\mathbf{D}_2 &= \mathcal{T}_2 - \frac{1}{\phi} \begin{pmatrix} \tilde{b} f_{11} \\ \tilde{b} g_{21} \end{pmatrix} = \mathcal{T}_2 - \frac{1}{\phi} \begin{pmatrix} b f_{11} \\ b g_{21} \end{pmatrix} \Lambda \quad \text{on} \ U \setminus \Sigma(\mathbf{x}),
\end{align*}
\]

where \( \mathbf{D}_1 = \begin{pmatrix} \mathcal{D}_{11}^{1} \\ \mathcal{D}_{21}^{1} \end{pmatrix}, \mathbf{D}_2 = \begin{pmatrix} \mathcal{D}_{12}^{1} \\ \mathcal{D}_{22}^{1} \end{pmatrix}, \mathcal{T}_1 = \begin{pmatrix} \mathcal{T}_{11}^{1} \\ \mathcal{T}_{21}^{1} \end{pmatrix}, \mathcal{T}_2 = \begin{pmatrix} \mathcal{T}_{11}^{2} \\ \mathcal{T}_{21}^{2} \end{pmatrix} \).
Remark 6.1. With notation as in proposition (6.2), it follows from $\Pi = \Lambda \Pi_\Omega$ (see 6), from 22 and from (28) that

\[(30) \quad \begin{pmatrix} ae & be \\ af & bf \end{pmatrix} = \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix} = \Lambda \left( \begin{pmatrix} e_\Omega & e_\Omega \\ f_{2\Omega} & f_{2\Omega} \end{pmatrix} \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix} \right), \]

\[(\begin{pmatrix} c_{11} & c_{12} \\ c_{12} & c_{22} \end{pmatrix} = \frac{1}{\phi} \begin{pmatrix} e & f \\ f & g \end{pmatrix} = \frac{1}{\phi} \Lambda \left( \begin{pmatrix} e_\Omega & f_{2\Omega} \\ f_{2\Omega} & g_{2\Omega} \end{pmatrix} \right) = \Lambda \left( \begin{pmatrix} h_{11} & h_{12} \\ h_{12} & h_{22} \end{pmatrix} \right) \]

on $U \setminus \Sigma(x)$. Furthermore, just taking the decomposition $Dx = \Omega \Lambda^T$, we have that

\[
\begin{pmatrix} S_1^2 & S_2^2 \\ S_2^1 & S_2^2 \end{pmatrix} = \begin{pmatrix} b_1^2 & b_1^2 \\ b_2^1 & b_2^2 \end{pmatrix} \Lambda.
\]

Proposition 6.3. Let $x : U \rightarrow \mathbb{R}^3$ be a proper frontal and $\Omega$ a tmb of $x$. Then, on $U \setminus \Sigma(x)$, we can write

\[
\begin{align*}
D_1 & = \Lambda^{-1} \left( \tilde{\Gamma}_1 \Lambda - \Lambda_{u_1} \right), \\
D_2 & = \Lambda^{-1} \left( \tilde{\Gamma}_2 \Lambda - \Lambda_{u_2} \right).
\end{align*}
\]

Proof. It is known that the Christoffel symbols for the decomposition in the basis \{\(x_{u_1}, x_{u_2}, n\)\} are given by $\Gamma_1 = (Dx_{u_1}^T Dx) \Gamma^{-1}$ (see section 4.3 in [8]) thus, by taking (22), we get

\[
\tilde{\Gamma}_1 = \Gamma_1 - \frac{1}{\phi} \begin{pmatrix} ae & be \\ af & bf \end{pmatrix} = (Dx_{u_1}^T Dx)\Gamma^{-1} - \frac{1}{\phi} \begin{pmatrix} ae & be \\ af & bf \end{pmatrix}, \text{ from } Dx = \Omega \Lambda^T,
\]

\[
= \left( (\Lambda_{u_1} \Omega^T + \Lambda \Omega_{u_1}^T) \Omega^T \Omega \right) (\Lambda^T)^{-1} \Lambda_\Omega \Lambda^{-1} - \frac{1}{\phi} \Lambda \begin{pmatrix} ae_\Omega & be_\Omega \\ af_{2\Omega} & bf_{2\Omega} \end{pmatrix}
\]

\[
= (\Lambda_{u_1} \Omega^T \Omega + \Lambda \Omega_{u_1}^T) (\Omega^T \Omega)^{-1} \Lambda^{-1} - \frac{1}{\phi} \Lambda \begin{pmatrix} ae_\Omega & be_\Omega \\ af_{2\Omega} & bf_{2\Omega} \end{pmatrix} \Lambda \Lambda^{-1}
\]

\[
= \left( \Lambda_{u_1} + \Lambda D_1 \right) \Lambda^{-1}, \text{ from } (29), \text{ we have}
\]

since $\mathcal{T}_1 = \Omega_{u_1}^T \Omega (\Omega^T \Omega)^{-1}$. From this, we obtain $D_1 = \Lambda^{-1} \left( \tilde{\Gamma}_1 \Lambda - \Lambda_{u_1} \right)$. Similarly, we prove the other case. \(\square\)

From now on, if $A \in M_{n \times n}(\mathbb{R})$, we denote by $A_{(i)}$ the $i$th-row and by $A^{(j)}$ the $j$th-column of $A$.

Proposition 6.4. Let $I, I_\Omega, A, (h_{ij}), (c_{ij}) : U \rightarrow M_{2 \times 2}(\mathbb{R})$ be arbitrary smooth maps, such that $I_\Omega$ is symmetric and $i, j = 1, 2$. Consider also $\lambda_\Omega = \det A$ and $\Xi_\Omega$ the principal ideal generated by $\lambda_\Omega$ in the ring $\mathcal{C}^\infty(U, \mathbb{R})$. Suppose that $U \setminus \lambda_\Omega^{-1}(0)$ is an open dense set and that

\[(31) \quad I = \begin{pmatrix} E & F \\ F & G \end{pmatrix} = \Lambda I_\Omega \Lambda^T
\]

\[(c_{ij}) = \frac{1}{\phi} \begin{pmatrix} e & f \\ f & g \end{pmatrix} = \Lambda (h_{ij}),
\]

where $\phi \in \mathcal{C}^\infty(U, \mathbb{R} \setminus 0)$ and define on $U \setminus \lambda_\Omega^{-1}(0)$, $\tilde{\Gamma}_1$ and $\tilde{\Gamma}_2$ by (23) and (24), respectively. Then,
Proof.  
(a) Let us suppose $\mathcal{D}_1$ the $C^\infty$ extension of $\Lambda^{-1}(\tilde{\Gamma}_1 \Lambda - \Lambda_{u_1})$ to $U$, thus

$$\Lambda \mathcal{D}_1 = \tilde{\Gamma}_1 \Lambda - \Lambda_{u_1}$$

on $U \setminus \lambda^{-1}_\Omega(0)$. From (23), it follows that

$$\Lambda \mathcal{D}_1 = \Gamma_1 \Lambda - \frac{1}{\phi} \begin{pmatrix} ae & be \\ af & bf \end{pmatrix} \Lambda - \Lambda_{u_1}.$$

It is known that $\Gamma_1 = (\frac{1}{2} I_{u_1} + \frac{1}{2} A_1) I^{-1}$, where $A_1 = \begin{pmatrix} 0 & -(E_v - F_u) \\ E_v - F_u & 0 \end{pmatrix}$. Hence

$$\Lambda \mathcal{D}_1 = \frac{1}{2} I_{u_1} + \frac{1}{2} A_1) I^{-1} \Lambda - \frac{1}{\phi} \begin{pmatrix} ae & be \\ af & bf \end{pmatrix} \Lambda - \Lambda_{u_1}.$$

Via (31) we have an expression for $I_{u_1}$, then multiplying the above expression by the right side with $2 I_{\Omega} \Lambda^T$ and taking into account (29) and (30), we obtain that

$$\Lambda \left( 2 \mathcal{D}_1 I_{\Omega} - I_{\Omega u_1} + \frac{2}{\phi} \begin{pmatrix} ae_\Omega \\ af_\Omega \end{pmatrix} \begin{pmatrix} be_\Omega \\ bf_\Omega \end{pmatrix} I_{\Omega} \right) \Lambda^T = \Lambda I_{\Omega} \Lambda_{u_1}^T - \Lambda_{u_1} I_{\Omega} \Lambda^t + A_1.$$

Note that the right side of the above equation is a skew-symmetric matrix, which implies that $2 \mathcal{D}_1 I_{\Omega} - I_{\Omega u_1} + \frac{2}{\phi} \begin{pmatrix} ae_\Omega \\ af_\Omega \end{pmatrix} \begin{pmatrix} be_\Omega \\ bf_\Omega \end{pmatrix} I_{\Omega}$ is a skew-symmetric matrix on $U \setminus \lambda^{-1}_\Omega(0)$, but since $U \setminus \lambda^{-1}_\Omega(0)$ is dense, this is also true on $U$. So, there is $\omega_1 \in C^\infty(U, \mathbb{R})$ such that

$$2 \mathcal{D}_1 I_{\Omega} - I_{\Omega u_1} + \frac{2}{\phi} \begin{pmatrix} ae_\Omega \\ af_\Omega \end{pmatrix} \begin{pmatrix} be_\Omega \\ bf_\Omega \end{pmatrix} I_{\Omega} = \begin{pmatrix} 0 & -\omega_1 \\ \omega_1 & 0 \end{pmatrix}.$$

Multiplying (33) by the left side with $(1 \ 0)$ and by the right side with $(0 \ 1)^T$, we get

$$-\omega_1 \lambda_{\Omega} = \Lambda_{(1)} \begin{pmatrix} 0 & -\omega_1 \\ \omega_1 & 0 \end{pmatrix} \Lambda_{(2)}^T = \Lambda_{(1)} I_{\Omega} \Lambda_{(2)u_1}^T - \Lambda_{(1)u_1} I_{\Omega} \Lambda_{(2)}^T - (E_{u_2} - F_{u_1}) \in \Sigma_{\Omega}.$$

Reciprocally, suppose (32). Since $U \setminus \lambda^{-1}_\Omega(0)$ is a dense set, there is a unique $\omega_1 \in C^\infty(U, \mathbb{R})$ such that

$$\Lambda_{(1)u_1} I_{\Omega} \Lambda_{(2)}^T - \Lambda_{(1)} I_{\Omega} \Lambda_{(2)u_1}^T + E_{u_2} - F_{u_1} = \omega_1 \lambda_{\Omega} \in \Sigma_{\Omega}.$$
From the above expression, it follows that \( \Lambda_I \Omega \Lambda_t - \Lambda_u I \Omega \Lambda_t + A_1 = \Lambda \begin{pmatrix} 0 & -\omega_1 \\ \omega_1 & 0 \end{pmatrix} \Lambda^T \), since \( \Lambda_I \Omega \Lambda_t - \Lambda_u I \Omega \Lambda_t + A_1 \) is a skew-symmetric matrix. Define \( \mathcal{D}_1 : U \rightarrow M_{2 \times 2}(\mathbb{R}) \), given by

\[
\mathcal{D}_1 = \frac{1}{2} \left( I_{\Omega u_1} - \frac{2}{\phi} \begin{pmatrix} 2 \bar{a} e_\Omega & \bar{b} e_\Omega \\ \bar{a} f_2 \Omega & \bar{b} f_2 \Omega \end{pmatrix} I_\Omega + \begin{pmatrix} 0 & -\omega_1 \\ \omega_1 & 0 \end{pmatrix} \right) I^{-1}_\Omega ,
\]

thus

\[
\Lambda \left( 2 \mathcal{D}_1 I_\Omega - I_{\Omega u_1} + \frac{2}{\phi} \begin{pmatrix} 2 \bar{a} e_\Omega & \bar{b} e_\Omega \\ \bar{a} f_2 \Omega & \bar{b} f_2 \Omega \end{pmatrix} I_\Omega \right) A^T = \Lambda I_t \Lambda_t - \Lambda u_1 I \Omega \Lambda_t + A_1 .
\]

Taking into account \((31)\) and then the expression for \( I_u \) we show, using the above expression, that \( \mathcal{D}_1 = \Lambda^{-1} \left( \Gamma_1 \Lambda - \Lambda u_1 \right) \) on \( U \setminus \lambda^{-1}_\Omega(0) \). Since \( \mathcal{D}_1 \) is smooth and \( U \setminus \lambda^{-1}_\Omega(0) \) is dense, we have the result.

Item (b) follows analogously by considering the matrix \( A_2 \) := 

\[
\begin{pmatrix}
0 & -(F_{u_2} - G_{u_1}) \\
F_{u_2} - G_{u_1} & 0
\end{pmatrix}.
\]

In preparation for the Fundamental theorem, let us set the matrices \( W = \begin{pmatrix} w_1 & w_2 & \xi \end{pmatrix} \in GL(3) \),

\[
(34a) \\
D_1 = \begin{pmatrix}
D^1_{11} & D^2_{11} & h_{11} \\
D^1_{21} & D^2_{21} & h_{21} \\
-S^1_1 & -S^2_1 & 0
\end{pmatrix}
\]

\[
(34b) \\
D_2 = \begin{pmatrix}
D^1_{12} & D^2_{12} & h_{12} \\
D^1_{22} & D^2_{22} & h_{22} \\
-S^1_2 & -S^2_2 & 0
\end{pmatrix}.
\]

Then, the system \((26)\) is represented by

\[
\begin{align*}
W_{u_1} &= WD_1^T \\
W_{u_2} &= WD_2^T.
\end{align*}
\]

It is known that the compatibility condition for the system \((35)\) is \( W_{u_1 u_2} = W^T_{u_2 u_1} \), from which we obtain

\[
D_1 D_2 W^T + D_{1u_2} W^T = D_1 W_{u_2}^T + D_{1u_2} W^T = D_2 W_{u_1}^T + D_{2u_1} W^T = D_2 D_1 W^T + D_{2u_1} W^T,
\]

that is equivalent to

\[
(D_1 D_2 + D_{1u_2} - D_2 D_1 - D_{2u_1}) W^T = 0.
\]

Since \( W \in GL(3) \), we get

\[
D_{1u_2} - D_{2u_1} + [D_1, D_2] = 0,
\]

where \([D_1, D_2] = D_1 D_2 - D_2 D_1\).

We have next two auxiliary lemmas, which play an important role in the proof of theorem 6.1.
Lemma 6.1. The integrability conditions for the system
\[
\begin{align*}
    x_{u_1} &= \lambda_{11}w_1 + \lambda_{12}w_2 \\
    x_{u_2} &= \lambda_{21}w_1 + \lambda_{22}w_2 \\
    x(q) &= p
\end{align*}
\]
are
\[
\begin{align*}
    \Lambda \begin{pmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{pmatrix} &\text{ is symmetric;} \\
    (0 \ 1) (\Lambda D_1 + \Lambda_{u_1}) &= (1 \ 0) (\Lambda D_2 + \Lambda_{u_2}).
\end{align*}
\]
Proof. It is known that the integrability condition for the system (36) is \( x_{u_1u_2} = x_{u_2u_1} \). If we set the matrices
\[
\begin{align*}
    \tilde{\Lambda} &= \begin{pmatrix} \lambda_{11} & \lambda_{12} & 0 \\ \lambda_{21} & \lambda_{22} & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad M = \begin{pmatrix} x_{u_1} & x_{u_2} & \xi \end{pmatrix},
\end{align*}
\]
then \( M = W\tilde{\Lambda}^T \). Hence, the integrability condition is \( M_{u_1}^T \hat{j} = M_{u_2}^T \hat{i} \), where \( \{ \hat{i}, \hat{j}, \hat{k} \} \) is the standard basis of \( \mathbb{R}^3 \). By using (35), \( M = W\tilde{\Lambda}^T \) and \( M_{u_1}^T \hat{j} = M_{u_2}^T \hat{i} \), we obtain
\[
WD_1^T\tilde{\Lambda}^T \hat{j} + WD_{u_1}^T \hat{j} = W_{u_2}^T\tilde{\Lambda}^T \hat{i} + WD_{u_2}^T \hat{i} = W_{u_2}^T\tilde{\Lambda}^T \hat{i},
\]
so, the integrability condition is equivalent to \( D_1^T\tilde{\Lambda}^T \hat{j} + \tilde{\Lambda}_{u_1}^T \hat{j} = D_2^T\tilde{\Lambda}^T \hat{i} + \tilde{\Lambda}_{u_2}^T \hat{i} \). By taking each component of this expression we have
\[
\begin{align*}
    (37) \quad &\lambda_{11u_2} - \lambda_{21u_2} = D_1^T\lambda_{21} + D_2^T\lambda_{22} - D_1^T\lambda_{11} - D_2^T\lambda_{12} \\
    (38) \quad &\lambda_{12u_2} - \lambda_{22u_2} = D_1^T\lambda_{21} + D_2^T\lambda_{22} - D_1^T\lambda_{11} - D_2^T\lambda_{12} \\
    (39) \quad &\lambda_{11h_{22}} + \lambda_{12h_{22}} = \lambda_{21h_{11}} + \lambda_{22h_{21}}.
\end{align*}
\]
Finally, note that (37) and (38) are equivalent to \( (0 \ 1) (\Lambda D_1 + \Lambda_{u_1}) = (1 \ 0) (\Lambda D_2 + \Lambda_{u_2}) \) and (39) is equivalent to say that \( \Lambda \begin{pmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{pmatrix} \) is symmetric. \( \square \)

Lemma 6.2. (17, Lemma 5.2) If we have
\[
\tilde{\Lambda}D_1 = \tilde{\Gamma}_1\tilde{\Lambda} - \tilde{\Lambda}_{u_1} \quad \text{and} \quad \tilde{\Lambda}D_2 = \tilde{\Gamma}_2\tilde{\Lambda} - \tilde{\Lambda}_{u_2},
\]
in which \( \tilde{\Lambda}, D_1, D_2 : U \to M_{n \times n}(\mathbb{R}) \) and \( \tilde{\Gamma}_1, \tilde{\Gamma}_2 : U \to M_{n \times n}(\mathbb{R}) \) are smooth maps with \( \text{int}(\lambda_{\Omega}^{-1}(0)) = \emptyset \), where \( \lambda_{\Omega} = \det \Lambda \). Then,
\[
\tilde{\Gamma}_{1u_2} - \tilde{\Gamma}_{2u_1} + [\tilde{\Gamma}_1, \tilde{\Gamma}_2] = 0 \quad \text{is equivalent to} \quad D_{1u_2} - D_{2u_1} + [D_1, D_2] = 0 \quad \text{on} \ U.
\]

Theorem 6.1. Let \( \tilde{\Gamma}_{ij}^k, b_i^j, c_{ij}, \phi \in C^\infty(U, \mathbb{R}) \), such that \( \phi \neq 0 \). Suppose that \( (c_{ij}) = (\lambda_{ij}) (h_{ij}), \ (S_i^j) = (b_i^j) (\lambda_{ij}) \) and
\[
(40) \begin{pmatrix} E & F \\ F & G \end{pmatrix} = \begin{pmatrix} \lambda_{11} & \lambda_{12} \\ \lambda_{21} & \lambda_{22} \end{pmatrix} \begin{pmatrix} E_{\Omega} & F_{\Omega} \\ F_{\Omega} & G_{\Omega} \end{pmatrix} \begin{pmatrix} \lambda_{11} & \lambda_{12} \\ \lambda_{21} & \lambda_{22} \end{pmatrix}^T
\]
where all the components above are \( C^\infty \) functions defined on \( U \), \( E_{\Omega}, G_{\Omega} \geq 0, E_{\Omega}G_{\Omega} - F_{\Omega}^2 > 0, \lambda_{\Omega} = \det \Lambda \) and \( U \setminus \lambda_{\Omega}^{-1}(0) \) is a dense set, for \( \Lambda = (\lambda_{ij}) \). Suppose also that the compatibility
equations for the system \([21]\) are satisfied on \(U \setminus \lambda_{\Omega}^{-1}(0)\) and that

\[
(41a) \quad \Lambda_{(1)u_1} I_\Omega \Lambda_{(2)}^T - \Lambda_{(1)u_2} I_\Omega \Lambda_{(2)u_1} + E_{u_2} - F_{u_1} \in \mathfrak{T}_\Omega
\]

\[
(41b) \quad \Lambda_{(1)u_2} I_\Omega \Lambda_{(2)}^T - \Lambda_{(1)u_1} I_\Omega \Lambda_{(2)u_2} + F_{u_2} - G_{u_1} \in \mathfrak{T}_\Omega,
\]

where \(\mathfrak{T}_\Omega\) is the principal ideal generated by \(\lambda_\Omega\) in the ring \(C^\infty(U, \mathbb{R})\) and \(I_\Omega = \begin{pmatrix} E_\Omega & F_\Omega \\ F_\Omega & G_\Omega \end{pmatrix}\).

Then,

(a) For each \(q \in U\) there exists a neighborhood \(V \subset U\) of \(q\), a frontal \(x : V \to \mathbb{R}^3\) with tmb \(\Omega\), such that \(Dx = \Omega \Lambda^T\), and an equiaffine transversal vector field \(\xi : V \to \mathbb{R}^3\) with associated equiaffine structure given by \((h_{ij})\), \(D_1, D_2\), where

\[
D_1 = \begin{pmatrix} D_{11}^1 & D_{12}^1 \\ D_{21}^1 & D_{22}^1 \end{pmatrix}
\]

\[
D_2 = \begin{pmatrix} D_{11}^2 & D_{12}^2 \\ D_{21}^2 & D_{22}^2 \end{pmatrix},
\]

are the unique \(C^\infty\) extensions of \(\Lambda^{-1} \left(\Gamma_1 \Lambda - \Lambda_{u_1}\right)\) and \(\Lambda^{-1} \left(\Gamma_2 \Lambda - \Lambda_{u_2}\right)\) to \(U\), respectively.

(b) If moreover, we suppose \(\det(c_{ij}) \neq 0\) on \(V \setminus \lambda_{\Omega}^{-1}(0)\) and that the condition \(\nabla \omega_c = 0\) is satisfied on \(V \setminus \lambda_{\Omega}^{-1}(0)\), where \(\omega_c\) is the volume element induced by the affine fundamental form \(c\), then there is a volume element \(\omega\) in \(\mathbb{R}^3\) such that \(\xi\) is the Blaschke vector field of the frontal \(x\).

(c) Let \(U\) be connected. Suppose that \(\widetilde{x} : U \to \mathbb{R}^3\) is another proper frontal, \(\widetilde{\xi}\) an equiaffine transversal vector field and \(\widetilde{\Omega}\) a tmb satisfying the same conditions that were obtained in (a). Then, \(x\) and \(\widetilde{x}\) are affinely equivalent.

Proof.

(a) It follows from \([41]\) and from proposition \([6.4]\) that the maps

\[
\Lambda^{-1} \left(\Gamma_1 \Lambda - \Lambda_{u_1}\right)\quad \text{and} \quad \Lambda^{-1} \left(\Gamma_2 \Lambda - \Lambda_{u_2}\right),
\]

defined on \(U \setminus \lambda_{\Omega}^{-1}(0)\), admit unique \(C^\infty\) extensions to \(U\), \(D_1\) e \(D_2\), respectively. Thus, on \(U \setminus \lambda_{\Omega}^{-1}(0)\), we have

\[
D_1 = \Lambda^{-1} \left(\Gamma_1 \Lambda - \Lambda_{u_1}\right)\]

\[
D_2 = \Lambda^{-1} \left(\Gamma_2 \Lambda - \Lambda_{u_2}\right).
\]

By using \(D_1\) and \(D_2\), we can build the matrices \(D_1\) and \(D_2\) as the matrices \([34]\). Then, using \([40]\) and \([6.1]\) we have that

\[
\widetilde{\Lambda} D_1 = \Gamma_1 \Lambda - \Lambda_{u_1} \quad \text{and} \quad \widetilde{\Lambda} D_2 = \Gamma_2 \Lambda - \Lambda_{u_2},
\]

where

\[
\widetilde{\Gamma}_1 = \begin{pmatrix} \Gamma_{11}^1 & \Gamma_{12}^1 & c_{11} \\ \Gamma_{21}^1 & \Gamma_{22}^1 & c_{12} \\ -b_1 & -b_2 & 0 \end{pmatrix}
\]
The compatibility conditions for the system (21) are expressed by
\[ e \]
where \( v \)

\( \xi \) vector field as defined in 5.1.

\( \xi \) regular part. Since \( \theta \) element \( \mu \) multiple. If we take in \( R \)
a positive constant, since a parallel volume element is unique up to a positive scalar

\[ D \]
solution \( \Lambda \) the fact that \( \lambda \)

\( W \)

the system (42) (see 35). Thus, this system has a unique solution

\[ D \]

\( h \)

\[ \Omega = \Lambda T \]

\[ x(q) = p, \]

\( \omega \) be the volume element induced by the non-degenerate metric \( \omega \).

\( \omega \)

\( \xi \) is a parallel volume element in the regular part. If we take in \( R \)

\( \omega \) the volume element \( \omega = \mu \omega_1 \) and the new induced volume

\( \omega_1 \)

\( \omega \)

\( \mu \) a positive constant, since a parallel volume element is unique up to a positive scalar

\( \omega \)

\( \xi \) is defined on \( V \), it follows that \( \xi \) is the Blaschke vector field of \( x \) as defined in [5,1].
(c) If we write $\Omega = (w_1 \, w_2)$ and $\tilde{\Omega} = (\tilde{w}_1 \, \tilde{w}_2)$, then for each $q \in U$ there is an isomorphism $L_q : \mathbb{R}^3 \to \mathbb{R}^3$, such that

$$L_q(w_i) = \tilde{w}_i, \quad i = 1, 2.$$  

$$L_q(\xi) = \tilde{\xi}.$$  

We seek to show that $L$ is constant. It follows from the fact that $x \in e \tilde{x}$ satisfy the same hypothesis given in item a) that both relative shape operators $S_\Omega$ and $\tilde{S}_\tilde{\Omega}$ are given by the matrix $(S^i_j)$, hence $L_q(S(w_i)) = \tilde{S}(\tilde{w}_i)$. Thus,

$$-\tilde{S}(\tilde{w}_i) = \frac{\partial}{\partial u_i} \tilde{\xi} = \frac{\partial}{\partial u_i} L(\xi) = \left( \frac{\partial}{\partial u_i} L \right) (\xi) + L \left( \frac{\partial}{\partial u_i} \xi \right) = \left( \frac{\partial}{\partial u_i} L \right) (\xi) - L(S(w_i)) = \left( \frac{\partial}{\partial u_i} L \right) (\xi) - \tilde{S}(\tilde{w}_i),$$

which means that $\left( \frac{\partial}{\partial u_i} L \right) (\xi) = 0, \quad i = 1, 2$. Furthermore,

$$\tilde{w}_{1u_1} = \frac{\partial}{\partial u_1} L(w_1) = \left( \frac{\partial}{\partial u_1} L \right) (w_1) + L(w_{1u_1})$$

$$= \left( \frac{\partial}{\partial u_1} L \right) (w_1) + L(D^1_{11} w_1 + D^2_{11} w_2 + h_{11} \xi)$$

$$= \left( \frac{\partial}{\partial u_1} L \right) (w_1) + \tilde{w}_{1u_1},$$

so, $\left( \frac{\partial}{\partial u_1} L \right) (w_1) = 0$. Analogously, we show that $\left( \frac{\partial}{\partial u_i} L \right) (w_j) = 0, \quad i, j = 1, 2$. Therefore, $L$ is constant and from $\tilde{\Omega} = L\Omega$ we obtain

$$D\tilde{x} = \tilde{\Omega} \Lambda^T = L\Omega \Lambda^T = LDx,$$

that is, $\tilde{x} = Lx + a$, where $a$ is a constant vector and $L : \mathbb{R}^3 \to \mathbb{R}^3$ is a linear isomorphism.

\[\square\]

**Remark 6.2.** The approach used to prove item (a) in theorem 6.1 is the same as that applied to prove the existence part of the fundamental theorem presented in [17]. Then, as we are considering here any equiaffine transversal vector field, it is possible to recover from item (a) the existence theorem presented in [17], taking the unit normal as the equiaffine vector field.
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