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Abstract. We construct and discuss a functional equation with contraction property. The solutions are real univariate polynomials. The series solving the natural fixed point iterations have immediate interpretation in terms of Neural Networks with recursive properties and controlled accuracy.
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Version française abrégée

Pour tout polynôme réel défini sur l’intervalle de référence $I = [0, 1]$, nous construisons une équation fonctionnelle avec trois propriétés principales : a) le Théorème principal de cette Note montre le caractère bien posé de la construction ; b) l’équation fonctionnelle peut s’écrire comme un point fixe contractant ; c) les itérations de point fixe fournissent des solutions de référence implémentables dans un réseau de neurones du type « Feedforward Deep Networks » avec fonction d’activation de type ReLU [8, Chapitre 6], tout en contrôlant explicitement la précision.

Cette approche, dont la preuve s’appuie sur des outils classiques en analyse numérique, généralise directement à tous les polynômes la série [5, 6, 13, 17] qui résout l’équation fonctionnelle pour le polynôme quadratique $x \mapsto x^2$. Cela permet une discussion raisonnée de certaines familles de réseaux de neurones. Des tests de précision obtenus en language Julia illustrent la discussion générale et montrent un gain en stabilité de la phase d’apprentissage par rapport aux expérimentations numériques récentes [6].

* Corresponding author.
1. Introduction

It has been observed recently in [5, 17] that a certain generalization of the Takagi function [10] to the square function \( x \to x^2 \) has an interesting interpretation in terms of simple Neural Networks with the ReLU function \( R(x) = \max(0, x) \) as an activation function. In [17], this generalization is the basis of a general theorem of approximation of functions by Neural Network architectures, see also [13]. In this Note, we generalize the principle of the functional equation [9] to any real univariate polynomial \( x \to H(x) \), by using techniques which are standard in numerical analysis. In terms of the design and discussion of Neural Network architectures [8], the new formulas gain broader generality.

By considering the literature [8] on the current understanding of the mathematical structure of Neural Networks, the most original output of the construction is the novel functional equation with three main properties:

(a) it has general polynomial solutions under the conditions of the main Theorem,
(b) it is contractive, so is easily solved by any kind of standard fixed point procedure and,
(c) the converging fixed point iterations can be implemented as reference solutions in Feedforward Deep Networks with ReLU activation function [8, Chapter 6], with controlled accuracy.

In other words, our construction associates a well posed functional equation and its solution to some simple Neural Networks. The proof that the equation has polynomial solutions is easy. It is possible that a similar construction has already been considered in the immense literature on polynomials but to our knowledge, never in combination with the discussion of Neural Networks architectures.

2. A contractive functional equation

The normalized closed interval is \( I = [0,1] \). The set of continuous functions \( C^0(I) \) over \( I \) is equipped with the maximal norm \( \|f\|_{L^\infty(I)} = \max_{x \in I} |f(x)| \).

Consider a subdivision in \( m \geq 1 \) subintervals \([x_j, x_{j+1}]\) where \( 0 = x_0 < x_1 < \cdots < x_j < \cdots < x_m = 1 \), \( x_j = jh \) and \( h = 1/m \). Set \( P^n = \{p \text{ real polynomial of degree } \leq n\} \). The set of continuous piecewise linear functions is

\[
V_h = \left\{ u \in C^0(I), \ u_{(x_j,x_{j+1})} \in P^1 \text{ for all } 0 \leq j \leq m-1 \right\}.
\]

Similarly with the classical Finite Element setting [3], some basis functions are chosen in a subset of \( V_h \), even if they are not basis functions in the classical Finite Element sense. In the proposed construction, they are taken in subset \( E_h \subset V_h \)

\[
E_h = \left\{ u \in V_h : \ u(I) \subset I, \ u \text{ is non constant on exactly one subinterval} \right\}.
\]

The assumption \( u(I) \subset I \) is critical to get the contraction property under the form of Lemma 8. Our interest in this set is because functions in \( E_h \) and \( V_h \) are easily assembled or implemented in Neural Networks with the ReLU function \( R(x) = \max(0, x) \), see [5–8, 13, 17].

For the simplicity of the presentation, we start with a given real polynomial function \( H \in P^n \).

More general functions are discussed in the last section. We consider the problem below.

**Problem 1.** Find \( (e_0, e_1, \ldots, e_r, \beta_1, \ldots, \beta_r) \in V_h \times (E_h)^r \times \mathbb{R}^r \) such that the identity below holds

\[
H(x) = e_0(x) + \sum_{i=1}^r \beta_i H(e_i(x)), \quad x \in I,
\]

with the contraction condition

\[
K < 1, \quad K = \sum_{i=1}^r |\beta_i|.
\]
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Because of the external composition by $H$ in the last sum, the $e_i$'s are not basis functions in the sense of the Finite Element Method [3]. Once the $(e_0, e_1, \ldots, e_r, \beta_1, \ldots, \beta_s) \in \mathcal{V}_h \times (\mathcal{E}_h)^r \times \mathbb{R}^s$ are determined, equation (1) can be seen as a functional equation with $H$ as a solution.

A first classical example is based on $H(x) = x(1 - x)$ which satisfies [5, 10, 17]

$$H_1(x) = \frac{1}{4}g(x) + \frac{1}{4}H_1(g(x))$$ (3)

where $g$ is the hat function (normalized finite element function): $g(x) = 2x$ for $0 \leq x \leq \frac{1}{2}$ and $g(x) = 2(1 - x)$ for $\frac{1}{2} \leq x \leq 1$. Set $e_1(x) = \min(2x, 1)$ and $e_2(x) = \min(2(1 - x), 1)$ with $e_1, e_2 \in \mathcal{E}_h$ for $h = 1/2$. One obtains

$$H_1(x) = e_0(x) + \frac{1}{4}H_1(e_1(x)) + \frac{1}{4}H_1(e_2(x)), \quad e_0(x) = \frac{1}{4}(g(x) - 1)$$ (4)

where the contraction property (2) is satisfied with a constant $\sum |\beta_i| = \frac{1}{4} + \frac{1}{4} = \frac{1}{2}$. Our second example concerns the function $H_2(x) = x^3$. Set $e_3(x) = 1 - e_2(x)$. One can check the formula

$$H_2(x) = e_0(x) + \frac{1}{8}H_2(e_1(x)) + \frac{1}{8}H_2(e_2(x)) + \frac{1}{4}H_2(e_3(x)) \quad \text{with} \quad e_0(x) = \frac{3}{4}e_3(x) - \frac{1}{8}.$$

The condition of contraction is satisfied with the constant $1/2$.

Consider the case $m = 1$, that is just one subinterval, and take a polynomial $H$ with $\deg(H) \geq 2$. For $H(x) = x^m + \text{low order terms}$, then by equating the coefficients of $x^n$ on both sides, one gets $1 = \sum \beta_i \mu_i^n$ with $\mu_i = e_i(x) \in \mathbb{R}$. Because $e_i(I) \subset I$, then $|\mu_i| \leq 1$. So $1 \leq \sum |\beta_i| \mu_i^n \leq \sum |\beta_i|$. It means the contraction condition (2) is not satisfied and Problem 1 has only trivial solutions for $m = 1$. Since the contraction property is crucial in the construction, we will not consider the case $m = 1$ anymore. The main result of the Note is below.

**Theorem 2.** Let $H \in P^n$. There exists a threshold value $m_*(H) \geq 2$ such that the functional equation (1) has a solution with the contraction property (2) for all $m \geq m_*(H) \iff h \leq 1/m_*(H)$.

Writing the basis functions as $e_i(x) = a_i + \frac{b_i - a_i}{h}(x - x_j)$ in the subinterval where they are non constant, the parameters $(a_i, b_i)$ can be taken as in Lemma 6 in the general case. They can also be taken as in Lemma 5 if $H(x) = x^n$ is a monomial.

For $n \geq 2$, the number of basis functions which are non constant in a given subinterval is $n - 1$, the basis functions are duplicated by translation from a subinterval to the other and so the total number of basis functions is $r = m(n - 1)$.

The proof is based on decoupled and simpler problems posed in subintervals $[x_j, x_{j+1}]$. Let us note the second derivative of $H$ as $p = H'' \in P_n - 2$. The collection of reduced problems for all subinterval $[x_j, x_{j+1}]$ writes as follows.

**Problem 3.** For all subintervals $0 \leq j \leq m - 1$, find triples $(a_i, b_i, \gamma_i) \in I \times \mathbb{R} (1 \leq i \leq s)$ such that $b_i - a_i \neq 0$ for all $i$ and

$$p(x_j + hy) = \sum_{i=1}^{s} \gamma_i p \left( a_i + (b_i - a_i)y \right), \quad y \in I.$$ (5)

**Lemma 4.** The equation (1) is equivalent to the equation (5).

**Proof.** The proof is in two parts.

(1) $\Rightarrow$ (5): on the interval $[x_j, x_{j+1}]$, one can write $e_i(x) = a_i + \frac{b_i - a_i}{h}(x - x_j)$. By differentiation, a solution to (1) gives

$$p(x) = \sum_{i=1}^{r} \beta_i \left( \frac{b_i - a_i}{h} \right)^2 p(e_i(x)) \quad \text{for} \quad x_j < x < x_{j+1}.$$ 

Retaining in the sum only the indices $i$ such that $b_i - a_i \neq 0$, one gets (5) where $x = x_j + hy$ and $e_i(x) = a_i + (b_i - a_i)y$. 
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(5) ⇒ (1): rewrite the discrete quantities in (5) with another lower index \( j \) which refers to the interval in which this equation is considered. It defines \( a_{i,j}, b_{i,j} \) and \( \gamma_{i,j} \). Define

\[
e_{i,j}(x) = \begin{cases} a_{i,j} & \text{for } 0 \leq x \leq x_j, \\ a_{i,j} + \frac{b_{i,j} - a_{i,j}}{h} (x - x_j) & \text{for } x_j \leq x \leq x_{j+1} = x_j + h, \\ b_{i,j} & \text{for } x_{j+1} \leq x \leq 1. \end{cases}
\]

Define also

\[
\beta_{i,j} = \frac{h^2}{(b_{i,j} - a_{i,j})^2} \gamma_{i,j}, \quad \text{where } b_{i,j} - a_{i,j} \neq 0.
\]

Consider the function

\[
e_0(x) = H(x) - \sum_j \sum_i \beta_{i,j} H(e_{i,j}(x)).
\]

By construction \( e_0 \) is continuous and its second derivative is zero in all open subintervals \((x_j, x_{j+1})\). Therefore \( e_0 \in V_h \) which ends the proof of Lemma 4.

If the polynomials \( y \mapsto p(a_{i,j} + (b_{i,j} - a_{i,j})y), 1 \leq i \leq s \), generate a complete system in \( P^{n-2} \), then the equation (5) has a solution. That is why we will consider from now on that

\[
s = \dim(P^{n-2}) = n - 1.
\]

Next, by differentiation, the equation (5) in \([x_j, x_{j+1}]\) is equivalent to the square linear system

\[
M_j X_j = b_j, \quad 0 \leq j \leq m - 1.
\]

The square matrix is

\[
M_j = \begin{pmatrix}
p(a_{1,j}) & p(a_{2,j}) & \ldots & p(a_{n-1,j}) \\ c_{1,j} p'(a_{1,j}) & c_{2,j} p'(a_{2,j}) & \ldots & c_{n-1,j} p'(a_{n-1,j}) \\ \ldots & \ldots & \ldots & \ldots \\ c_{1,j}^{n-2} p^{n-2}(a_{1,j}) & c_{2,j}^{n-2} p^{n-2}(a_{2,j}) & \ldots & c_{n-1,j}^{n-2} p^{n-2}(a_{n-1,j}) \end{pmatrix} \in \mathcal{M}_{n-1}(\mathbb{R})
\]

where we note \( c_{i,j} = b_{i,j} - a_{i,j} \). The unknown of the linear system is

\[
X_j = (\gamma_{1,j}, \gamma_{2,j}, \ldots, \gamma_{n-1,j})^T \in \mathbb{R}^{n-1}.
\]

The right hand side of the linear system is

\[
b_j = \left(p(x_j), h p'(x_j), \ldots, h^{n-1} p^{(n-1)}(x_j)\right)^T \in \mathbb{R}^{n-1}
\]

which is bounded \( \|b_j\|_\infty \leq C \) uniformly with respect to the subinterval index \( j \).

One remarks that: a) the matrix \( M_j \) is close to a Vandermonde matrix, so natural invertibility conditions arise; b) provided the real numbers \( a_{i,j}, b_{i,j} \in [0,1] \) are chosen independently of the subinterval (it will be written \( a_{i,j} = a_i \) and \( b_{i,j} = b_i \)), then \( M_j = M \) is independent of the index \( j \). Two cases of invertibility and one case of non invertibility are considered below.

**Lemma 5.** Take \( p(x) = x^{n-2} \) with \( n - 2 \geq 0 \). Assume the real numbers \( a_{i,j} = a_i \in [0,1] \) and \( b_{i,j} = b_i \in [0,1] \) are chosen independently of the subinterval (so \( M_j = M \) is independent of the index \( j \)) and \( b_i - a_i \neq 0 \) for all \( i \). Then \( M \) is non singular if and only if \( a_i b_k - a_k b_i \neq 0 \) for all \( 1 \leq i \neq k \leq n - 2 \).

**Proof.** The matrix is

\[
M = \left( \frac{n!}{(n-t)!} (b_i - a_i)^t a_i^{n-t} \right)_{1 \leq t+1, i \leq n-1}.
\]

By assumption \( b_i - a_i \neq 0 \) for all \( i \), so \( M \) is similar to

\[
N = \left( \left( \frac{a_i}{(b_i - a_i)} \right)^n \right)_{1 \leq t+1, i \leq n-1}.
\]
It is a Vandermonde matrix, invertible if and only if \( \frac{a_i}{b_i-a} \neq \frac{a_k}{b_k-a_k} \) for \( i \neq k \). The latter condition is equivalent to \( a_i b_k - a_k b_i \neq 0 \). □

**Lemma 6.** Take \( p \in P^{n-2} \) with \( \deg(p) = n-2 \geq 0 \). Assume the real numbers \( a_i, j = a_i \in [0,1] \) and \( b_{i,j} = b_i \in [0,1] \) are chosen independently of the subinterval. Assume \( a_i \neq a_k, b_i - a_i = b_k - a_k \neq 0 \) for all \( 1 \leq i \neq k \leq n-2 \). Then the matrix \( M \) is non singular.

**Proof.** The matrix \( M \) is similar to the matrix \( N = \left( p^{(i)}(a_i) \right)_{1 \leq t+1, i \leq n-1} \) which is a reducible to a non singular Vandermonde matrix. □

**Lemma 7.** Take \( p(x) = u + x, e_1(x) = a_1 + (b_1 - a_1)x \) and \( e_2(x) = a_2 + (b_2 - a_2)x \). Then the matrix \( M \) is singular if and only if \( u + a_1 + (b_1 - a_1) + a_1 b_2 - a_2 b = 0 \).

**Proof.** Indeed \( p(e_1(x)) = u + a_1 + (b_1 - a_1)x \) and \( p(e_2(x)) = u + a_2 + (b_2 - a_2)x \). The condition of linear independence of these two linear polynomials reduces to the claim. □

**Proof of Theorem 2.** If \( n = 0 \) or \( n = 1 \) the result is trivial, so we consider \( n-2 \geq 0 \). If \( H(x) = x^n \) is a monomial function, one can takes the first set of basis functions given by Lemma 5 because the matrices are non singular. Unfortunately, this simple choice is not always possible as shown by Lemma 7. So to cover the case of general polynomials \( H \in \mathbb{P}^n \), we continue with basis functions satisfying Lemma 6.

One notes \( \mu = \frac{1}{2(n-1)} \). In a generic subinterval, we construct functions \( e_i \) for \( 1 \leq i \leq n-1 \) by taking \( a_i = i \mu \) and \( b_i = (i+1) \mu \). By construction \( b_i - a_i = b_k - a_k = \mu > 0, 0 \leq a_i \leq 1, 0 \leq b_i \leq \frac{n}{2(n-1)} \leq 1 \) (because \( n \geq 2 \)) and \( a_i \neq a_k \) for \( i \neq k \).

The matrix \( M_j = M \) being non singular, then the system (9) has a solution \( \sum_j x_j = \sum_j \gamma_{n-1,j} \) such that \( \|x_j\|_\infty \leq \|M^{-1}\|_\infty \|b_j\|_\infty \leq C \) uniformly with respect to the index of the subinterval \( j \). So the representation (7) of \( H \) holds for \( x \in I \).

The constant is

\[
K = \sum_{j=0}^{m-1} \sum_{i=1}^{n-1} |\beta_{i,j}| \leq \sum_{j=0}^{m-1} \sum_{i=1}^{n-1} \frac{h^2 |\gamma_{i,j}|}{(b_i-a_i)^2} \leq \sum_{j=0}^{m-1} \sum_{i=1}^{n-1} \frac{h^2 C}{\mu^2} \leq m(n-1) \frac{h^2 C}{\mu^2} = \frac{(n-1)C}{\mu^2}. 
\]

Take \( m^*(H) > \frac{(n-1)C}{\mu^2} \). So the contraction property is satisfied for \( m \geq m^*(H) \). □

**Lemma 8.** Under the contraction condition (2), one has the bounds

\[
\|H\|_{L^\infty(I)} \leq \frac{1}{1-K} \|e_0\|_{L^\infty(I)} \quad \text{and} \quad \left\| \sum_{i \geq 1} \beta_i H \circ e_i \right\|_{L^\infty(I)} \leq \frac{K}{1-K} \|e_0\|_{L^\infty(I)}. 
\]

**Proof.** It is evident but we detail it because the key condition \( e_i(I) \subset I \) is used. Consider the linear operator

\[
\mathcal{H} : L^\infty(I) \longrightarrow L^\infty(I) \\
G \longmapsto \sum_{i \geq 1} \beta_i G \circ e_i. 
\]

Then \( \|\mathcal{H}\|_{\mathcal{L}(L^\infty(I))} \leq K < 1 \), that is \( \mathcal{H} \) is a strictly contractive operator. The functional equation rewrites \( H = e_0 + \mathcal{H}(H) \) from which the inequalities are deduced. □

**3. Application to Neural Networks**

In this section, we detail some algorithms which have a natural interpretation in the language of Neural Networks with the ReLU function as an activation function [5, 8, 17]. These algorithms provide reference solutions based on the standard fixed point method where the iteration index is \( k = 0, 1, \ldots \)

\[
\begin{align*}
H_0 &= 0, \\
H_{k+1} &= e_0 + \sum_{1 \leq i \leq r} \beta_i H_k \circ e_i.
\end{align*}
\]
The first terms of the series are \( H_1 = e_0, H_2 = e_0 + \sum_i \beta_i e_0 \circ e_i, H_3 = e_0 + \sum_i \beta_i e_0 \circ e_i + \sum_{i,j} \beta_i \beta_j e_0 \circ e_i \circ e_j \) and more generally
\[
H_k = e_0 + \sum_{p=1}^{k-1} \left( \sum_{1 \leq i_1, \ldots, i_p \leq r} \left( \beta_{i_1} \ldots \beta_{i_p} \right) e_0 \circ e_{i_1} \circ \ldots \circ e_{i_p} \right), \quad k \geq 1.
\] (13)

Lemma 8 and the contractive operator (11) yield a standard convergence property with exponential rate in \( L^\infty(I) \)
\[
\|H_k - H\|_{L^\infty(I)} \leq K^k \|H\|_{L^\infty(I)}, \quad K = \sum_{1 \leq i \leq r} |\beta_i| < 1.
\] (14)

3.1. A first Neural Network implementation

To explain how the function \( H_k \) can be implemented in a Neural Network, we need more notations. The ReLU function is denoted as \( R(x) = \max(0, x) \). The ReLU function \( T \) with threshold \( \alpha \) is denoted as \(^1\)
\[
T(x) = \max(0, \min(x, 1)), \quad \text{with } T(x) = \min(R(x), 1) = R(x) - R(x - 1).
\] (15)

In the language of Neural Networks [8], functions \( R \) and \( T \) are called activation functions. The function \( T \) is clearly well adapted to encode the functions in \( E_h \), that is why we describe in details some implementations features with this function. Using (15), these implementations can be performed without any difficulty with the ReLU function \( R \).

It is convenient for the rest of the discussion to define a set \( \mathcal{E} \) more general than \( E_h \) which is included in the new set \( \mathcal{E} \)
\[
\mathcal{E} = \left\{ e \in C^1(I) : \text{there exists } 0 \leq \alpha < \beta \leq 1 \text{ and } 0 \leq a \leq b \leq 1 \text{ such that } \begin{align*}
e(x) &= a \text{ for } 0 \leq x \leq \alpha, \\
e(x) &= a + (b-a) \frac{x-\alpha}{\beta-a} \text{ for } a \leq x \leq \beta, \\
e(x) &= b \text{ for } \beta \leq x \leq 1 \end{align*} \right\}.
\] (16)

We will also use the standard notation \( L_x = a + bx \) for affine functions where \( a, b \in \mathbb{R} \). Same notations hold for \( L_1 x = a_1 + b_1 x \), and so on. We immediately remark that the composition of two affine functions is also an affine function, that is with natural notations \( L_1 \circ L_2 = L_3 \).

**Lemma 9.** All functions \( e \in \mathcal{E} \) are computable with a composition of, first of all an affine function, next the activation function \( T \) and finally an affine function (that is \( e = L_1 \circ T \circ L_2 \)).

**Proof.** Indeed, with the notation of (16), \( e(x) = a + (b-a) T \left( (x-a)/(\beta-a) \right) \). \( \square \)

**Lemma 10.** The series (13) can be implemented by linear combination of functions which are the result of at most \( k \) activation function \( T \) composed with at most \( k + 1 \) affine functions.

**Proof.** The basic operations in a Neural Network are composition and linear combination of functions, as sketched in Figure 3.1. These operations are already sufficient to implement the iterations (12).

Now consider (13). Since \( e_0 \in V_h \), then it is also a affine combination of function in \( E_h \). Therefore \( e_0 \circ e_i \circ \cdots \circ e_k \) can be assembled by linear combination of composition of the activation functions \( T \) and affine functions, with at most \( k \) activation functions \( T \) and at most \( k + 1 \) affine functions (each of them obtained by the composition of at most 2 affine functions). \( \square \)

---

\(^1\)This function is a variant of the function hard-tanh [8]. See also the documentation https://www.tensorflow.org/apiDocs/python/tf/keras/activations/relu.
Figure 1. Sketch in a Neural Network of the composition \( h \circ g \) and of the linear combination \( \lambda g + \mu h \) of 2 functions \( g \) and \( h \) already implemented as Neural Networks. Empty bullets correspond either to the input or to pure linear combination. Black bullets show that an activation function \( R \), \( T \) or another one is used.

So the structure described by the Lemma 10 can be implemented in a Neural Network with activation \( T \) (or \( R \)). It generalizes to any polynomial the algorithm presented in [5] or used in [6]. The depth of the network is the number of composition of activation functions, so the depth is \( k \). This implementation is a Neural Network generalization to all polynomials \( H \) of the series in [5, 8, 17] for the polynomial \( x \mapsto x - x^2 \).

3.2. Accuracy

Considering (14), two ways to obtain a better accuracy are either to increase \( m \), that is to increase the number of neurons in the first layer, or to increase \( k \), that is to increase the number of layers.

The series (13) truncated at \( k = 0 \) recovers the polynomial \( H \) with an accuracy which arbitrarily small because \( K = O(h) \): the number of neurons is \( r = ms = s/h = O(h^{-1}) \). Since polynomial functions are dense in the space \( C^0(I) \) in the maximum norm, it can be rephrased as a new constructive proof in dimension one of the Cybenko Theorem [4]. Using the language of Neural Networks, one hidden layer of an arbitrary large number of neurons can approximate any function in \( C^0(I) \).

Another strategy is to increase the number of layers \( k = 2, 3, \ldots \) in the series (13). The structure of the direct implementation of such a Neural Network is non standard with respect to the literature [8] because the width of the layers has a dependance with respect to \( k \) proportional to \( r^k \) which is the numbers of terms in the series (13): due to additional overhead, the cost of the implementation or the run is more \( O((r + c)^k) \); the approximation of the function \( e_0 \) brings another cost. However the accuracy is also a power of \( k \), see (14), so there is a balance between the cost and the accuracy.

3.3. Damping the width

It is possible to circumvent the exponential growth of the width of the layers by two techniques which are explained below. This is what we call damping the growth of the width, or damping the width.
3.3.1. Splitting strategy

Here we use a time interpretation of the fixed procedure coupled with a splitting procedure. It is based on the ordinary differential equation for the function $G(t) \in L^\infty(I)$

\[
\begin{align*}
G(t) &= 0, \\
G'(t) &= e_0 + \sum_{1 \leq i \leq r} \beta_i G(t) \circ e_i - G(t).
\end{align*}
\]

One has the bound $\|G(t) - H\|_{L^\infty(I)} \leq e^{-(1-K)t}\|H\|_{L^\infty(I)}$. A possible splitting technique is based on decreasing time steps $\Delta t_1 \geq \cdots \geq \Delta t_k \geq \Delta t_{k+1}$ such that the time step tends to 0 ($\Delta t_k \to 0$) and the total time tends to infinity

\[
t_k = \sum_{i=1}^k \Delta t_i \to \infty.
\]

Next within one time step $t_k \leq t \leq t_{k+1} = t_k + \Delta t_{k+1}$, one may consider the series of ODEs

\[
\begin{align*}
G_0'(t) &= e_0 - \left(1 - \sum_{i=1}^r \beta_i \right) G(t), 0 \leq t \leq \Delta t_k \\
G_i'(t) &= \beta_i G_i(t) \circ e_i - |\beta_i| G_i(t), 0 \leq t \leq \Delta t_k, \text{ for } i = 1, \ldots, r,
\end{align*}
\]

where $G_0(0) = G(t_k)$, $G_{i+1}(0) = G_i(\Delta t_k)$ for $0 \leq i \leq r-1$ and finally $G(t_{k+1}) = G_r(\Delta t_k)$.

A fully discrete version of the method takes the form

\[
\begin{align*}
\frac{G_{k+1/i}}{\Delta t_k} &- \frac{G_k}{\Delta t_k} = e_0 - \left(1 - \sum_{i=1}^r \beta_i \right) G_k, \\
\frac{G_{k+i+1/i}}{\Delta t_k} &- \frac{G_{k+i}}{\Delta t_k} = \beta_i G_{k+i} \circ e_i - |\beta_i| G_{k+i} \circ e_i \text{ for } i = 1, \ldots, r.
\end{align*}
\]

At each step of the algorithm, all functions can be updated with the two operations, composition and linear combination, described in Figure 3.1. Natural bounds can be written to estimate $\|G_k - H\|_{L^\infty(I)}$. This method damps the exponential growth of the width, because the steps generate a series similar to the general one (13) but with less terms in the right hand side. Nevertheless this gain is mitigated by the number of additional fractional steps.

3.3.2. Reconfiguration of the Network

Independently of the method by splitting explained just above, there is the possibility to use the main Theorem of [5] which explains that a function $f$ which is piecewise linear in $[0, 1]$ can be implemented in a Neural Network with the ReLU function $R$ with a depth (the number of layers) proportional to the number of breakpoints of $f$ and an arbitrary constant width (the number of neurons per layer) $W \geq 4$: it can be called a reconfiguration of the Network because the operations needed to describe a piecewise function $f$ with a certain number of breakpoints consists in an explicit rearrangement of the order with which the calculations are done.

In what follows we briefly give a new proof of this result for the function that corresponds to $H_k$ in (13) and to the activation function $T$. It yields reconfiguration of the Neural Network and damps the width of the layers. This proof has its own interest because the width of the new resulting Network $W = 3$ is smaller than the one made explicit in [5] which is $W \geq 4$.

One starts with a preliminary Lemma 11 which shows that the composition of $T$, next an affine function and finally $T$ can be expressed as the composition of an affine function, next $T$ and finally an affine function.

**Lemma 11.** Take two parameters $\lambda, \mu \in \mathbb{R}$. One has the identity

\[
T(\lambda T(x) + \mu) = T(\mu) + \lambda (M - \mu) T\left(\frac{x - m}{M - m}\right), \quad x \in I,
\]
where

\[ m = \min \left( T \left( \frac{1-\mu}{\lambda} \right), T \left( \frac{-\mu}{\lambda} \right) \right) \quad \text{and} \quad M = \max \left( T \left( \frac{1-\mu}{\lambda} \right), T \left( \frac{-\mu}{\lambda} \right) \right). \]

**Proof.** In the calculations below, all functions are continuous with respect to variables \((x, \lambda, \mu)\) and have a derivative almost everywhere with respect to the variable \(x\).

One has \( \frac{d}{dx} T(\lambda T(x) + \mu) = \lambda T'(x) T'(\lambda T(x) + \mu) \). So the derivative is non zero if and only if

\[ \lambda \neq 0, \ 0 < x < 1, \ 0 < \lambda T(x) + \mu < 1 \iff \lambda \neq 0, \ 0 < x < 1, \ 0 < \lambda x + \mu < 1. \]

Assume \( \lambda > 0 \). The last inequality is

\[ -\frac{\mu}{\lambda} < x < \frac{1-\mu}{\lambda}. \]

One gets

\[ 0 < x < 1 \ \text{with} \ -\frac{\mu}{\lambda} < x < \frac{1-\mu}{\lambda} \iff T \left( \frac{-\mu}{\lambda} \right) < x < T \left( \frac{1-\mu}{\lambda} \right). \]

For \( \lambda < 0 \), the bounds are reversed, one finds the condition

\[ T \left( \frac{1-\mu}{\lambda} \right) < x < T \left( \frac{-\mu}{\lambda} \right). \]

In summary the function \( x \mapsto T(\lambda T(x) + \mu) \) has a zero derivative almost everywhere except if \( m < x < M \). For \( x \) in this interval, the derivative is equal to \( \lambda \).

Consider the function defined by \( G(x) = \lambda (M-m) T \left( \frac{x-m}{M-m} \right) \). In the case \( M-m > 0 \), the function \( G \) has a zero derivative almost everywhere except if \( m < x < M \), and then its derivative is equal to \( \lambda \) by a direct calculation. Therefore the difference \( T(\lambda T(x) + \mu) - G(x) = C(\lambda, \mu) \) is constant with respect to \( x \). In the case \( M-m = 0 \), one checks directly that the difference is also constant with respect to \( x \).

It remains to identify the constant. Take \( M-m > 0 \) and let \( x \rightarrow -\infty \). One gets the identity \( T(\mu) - 0 = C(\lambda, \mu) \). In the case \( M-m = 0 \), the result is the same, and the proof is ended. \( \square \)

**Proposition 12.** One has \( \mathcal{E} \circ \mathcal{E} = \mathcal{E} \).

**Proof.** Take two general functions \( e_1, e_2 \in \mathcal{E} \). Let us write \( e_1 = L_1 \circ T \circ L_2 \) and \( e_2 = L_3 T L_4 \) where \( L_{1,2,3,4} \) are affine functions. Since the composition of affine functions is an affine function, one can write

\[ e_1 \circ e_2 = L_1 \circ T \circ (L_2 \circ L_3) \circ T L_4 = L_1 \circ (T L_5 \circ T) \circ L_4. \]

Lemma 11 shows there exists two affine functions \( L_6 \) and \( L_7 \) such that \( T \circ L_5 \circ T = L_6 \circ T \circ L_7 \). We note if \( M-m = 0 \) (resp. \( \lambda = 0 \)) in Lemma 11, then the singularity \( \frac{1}{1-M} \) (resp. \( \frac{1}{\lambda} \)) is meaningless because of the exterior multiplication by \( M-m = 0 \) (resp. \( \lambda = 0 \)). So in this case these singularities are artificial and \( L_7 \) can be chosen arbitrarily. One gets

\[ e_1 \circ e_2 = L_1 \circ L_6 \circ T \circ L_7 \circ L_4 = L_8 \circ T \circ L_9. \]

This function has the generic form of functions in \( \mathcal{E} \) because it is the composition of an affine function, next \( T \), and finally an affine function. It shows that \( e_1 \circ e_2 \in \mathcal{E} \). So \( \mathcal{E} \circ \mathcal{E} \subset \mathcal{E} \).

Finally take \( e_2(x) = x \). Then \( e_1 = e_1 \circ e_2 \) so \( \mathcal{E} \subset \mathcal{E} \circ \mathcal{E} \). Therefore the equality of the claim holds. \( \square \)

Consider the function \( H_k \) in (13). Expansion of \( e_0 \) as a linear combination of functions in \( E_h \) and repeated application of Proposition 12 show that the sum (13) can be reorganized as

\[ H_k = \sum_{d=1}^{D} L_d^+ \circ T \circ L_d^- \tag{18} \]
where \( L_d^+ \) are affine functions and \( D \) is taken large enough, equal to the total number of terms in (13). In virtue of the contraction condition, the series is convergent

\[
\sum_{d=1}^{D} \left\| L_d^+ \circ T \circ L_d^- \right\|_{L^\infty(I)} < \infty.
\]

**Theorem 13.** The series (18) can be implemented within a Neural Network with the ReLU function with threshold \( T \) as activation function, with a width \( W = 3 \) and with a depth \( D \).

**Proof.** The proof is based on two ideas. The first idea is an iterative calculation of the result. The second idea comes from [5] and the implementation uses a source channel and a collation channel. Preliminary to describing the implementation, we rewrite the series (18) as

\[
H_k = C \left( \frac{1}{2} + \frac{1}{C} \sum_{d=1}^{D} \left\| L_d^+ \circ T \circ L_d^- \right\|_{L^\infty(I)} \right) - \frac{C}{2}
\]

where

\[
C \geq 2 \sum_{d=1}^{D} \left\| L_d^+ \circ T \circ L_d^- \right\|_{L^\infty(I)}
\]

is taken sufficiently large.

**Figure 2.** Structure of the Neural Network associated to the formula (18) and to the iterations (19). The top line reproduces \( x \), it is called a source channel. The bottom line is the collection channel realizes the addition in (19), it is called a collation channel. The intermediate lines correspond to the calculation of the different affine functions. The black bullets are the Neurons, they represent the application of the ReLU function with threshold \( T \). The Neurons leave unchanged terms in the source channel and in the collation channel. The three empty bullets at the input and at the output signal that no ReLU is applied.

Then partial series

\[
h_r = \frac{1}{2} + \frac{1}{C} \sum_{d=1}^{r} \left\| L_d^+ \circ T \circ L_d^- \right\|_{L^\infty(I)} \quad \text{(for } 1 \leq r \leq D \text{)}
\]

take values between 0 and 1 (for \( x \in I \)), that is \( h_r(I) \subset I \) and \( Toh_r = h_r \). One notes the recurrence relation

\[
h_0 = \frac{1}{2}, \quad h_{r+1} = h_r + \frac{1}{C} L_{r+1}^+ \circ T \circ L_{r+1}^- \quad 1 \leq r \leq D - 1.
\]

The final result is obtained which a last affine function \( H_k = Ch_D - \frac{C}{2} = L_f^+ \circ h_D \). This recurrence is easily implemented in accordance with the diagram described in Figure 3.3.2, using a source channel and a collation channel as it is explained in [5]. The maximal number of Neurons per layer is \( W = 3 \).

The depth is the number of hidden layers between the input layer and the output layer. In the Figure 3.3.2 it is equal to \( D + 1 \). However it is possible to concatenate the last step with the previous one because only affine functions are involved and the composition of two affine functions can
be implemented as just one affine function. It saves one hidden layer, so the depth can be made equal to $D$. □

In summary the function $H_k$ can be calculated either from the formula (13) which yields $k + 1$ layers with an increasing number of neurons per layers, or with the Network that comes from Theorem 13 which has a large number of layers and 3 number of neurons per layer. One can also implement (18) directly with exactly one hidden layer and with one input layer and one output layer. Many other intermediate Networks, in terms of the number of layers and neurons per layer, are possible.

### 3.3.3. Recursive and recurrent Neural Networks

It will be valuable in a near future to compare with the structure of some Neural Networks which have an iterative nature. In recursive Neural Networks, similar weights are used in consecutive layers [8]. In recurrent Neural Networks [2, 8] which are widely used for time signals analysis, some level of recursivity is also introduced but in a different way in order to propose an efficient treatment of time series.

### 3.4. Numerical examples

It is possible to calculate analytically all coefficients $\beta_i$ and $\gamma_i$ by solving the linear system (9), and to compare numerically the numerical error with the theoretical rate of convergence (14), as done in Table 4. Since it is elementary, we complement with another more interesting approach, which is to evaluate the efficiency of the training of the coefficients for a certain depth $k$ and a certain collection of basis functions $e_i$ for $1 \leq i \leq r$, with $r$ conveniently chosen. We formulate training as the problem of finding the best coefficients $\beta_i$ for $1 \leq i \leq r$ and $e_0 \in V_H$ by minimizing the $L^2$ cost function

$$W = (e_0, \beta_1, \ldots, \beta_r) \rightarrow J(W) = \|H_k(W) - H\|_{L^2(I)},$$

where the integral (in the $L^2$ norm) is evaluated by quadrature and the basis functions $e_i$ for $i \geq 1$ are chosen in advance. This procedure provides insights in the convergence properties of the training stage which is a major algorithmic issue [8] for Neural Networks. For example, tn [6], various tests for $x \rightarrow x^2$ implemented within a dense Neural Network of width 3 and arbitrary depth $k$ completely failed to recover the accuracy $O(4^{-k})$. In the tests below which are based on the structure explained in this Note, the asymptotic accuracy is much better captured.

Elementary tests were implemented in Julia (see https://julialang.org) using an automatic differentiation library [16] and an optimization library [14]. The integral in (20) being evaluated by quadrature with uniform discretization, it is equivalent to say that the dataset for training is

$$D = \{(x_i, H(x_i)), i = 1, 2, \ldots, N\}$$

where $0 \leq x_i = \frac{i-1}{N-1} \leq 1$. Since we take $N = 1000$ in our tests, the dataset is oversampled. We used various standard optimizers, such as the Newton–Raphson method, the LBFGS quasi-Newton method or a simple Gradient Descent method with line research. Tests with the Gradient Descent showed that the optimum is unchanged but the rate of convergence is much slower. We expect that with Stochastic Gradient Descent [8], the convergence will be even slower.

So to display results with good accuracy obtained in a reasonable time, we present the results obtained with the Newton or quasi-Newton method. We record the accuracy in function of the depth $k$. For increasing values of $k$, we report the numerical $L^2(I)$ error $E(k) = J(W_k)$ where the

---

2Source code is available at https://doi.org/10.5281/zenodo.3936433. It implements the iterations (12) with the two operations described in Figure 3.1.
optimal value $W_k$ has been obtained at the end of the training and $K(k)$ which is the value of the constant $K$ evaluated in function of $W_k$. A value $K(k) < 1$ is an indication of the stability of the method and can be compared with the theoretical value (see Table 4).

For the tests in Tables 1 and 2, the basis functions are $e_1(x) = \min(2x, 1)$, $e_2(x) = \max(1 - 2x, 0)$, $e_3(x) = \max(0, 2x - 1)$ and $e_4(x) = \min(1, 2 - 2x)$. By comparison with the tests shown in [6], the gain in accuracy as a function of $k$ (and of stability) is spectacular, even if these new tests need much more neurons per layers for large $k$. These first two examples show the scaling $E(k) = O(\alpha k)$ with $\alpha \approx 1/4 < \min_{2 \leq k \leq 8} K(k)$, that is the convergence is at a better rate than what is predicted by the evaluation of $K(k)$. This is confirmed by the other examples below.

Next we perform similar tests but with $m = 3$ subintervals. The accuracy is better than for $m = 2$ subintervals. The factor per layer is $\approx 1/9$ (it comes probably from the formula $x^2 = e_0(x) + 1/9 g(x)^2$ which is easy to check). The numerical value of $K(k)$ is close to 1/3.

Table 1. The polynomial is $H(x) = x - x^2$. One observes $E(k) = O(4^{-k})$ in accordance with the theoretical prediction issued from (3).

| $k$ | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $E(k)$ | 1.8e-2 | 4.6e-3 | 1.2e-3 | 2.9e-4 | 7.3e-5 | 1.8e-5 | 4.6e-6 | 1.1e-6 |
| $K(k)$ | 0   | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |

Table 2. The polynomial $H(x) = x - x^2/2 - x^3/2$. One also observes $E(k) = O(4^{-k})$.

| $k$ | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $E(k)$ | 2.5e-2 | 6.2e-3 | 1.5e-3 | 3.9e-4 | 9.6e-5 | 2.4e-5 | 6.0e-6 | 1.5e-6 |
| $K(k)$ | 0   | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |

Table 3. The polynomial is $H(x) = x - x^2$. One observes $E(k) \approx O(9^{-k})$ in accordance with the best theoretical prediction.

| $k$ | 1   | 2   | 3   | 4   |
|-----|-----|-----|-----|-----|
| $E(k)$ | 3.3e-2 | 3.4e-3 | 3.8e-4 | 4.2e-5 |
| $K(k)$ | 0   | 0.94 | 0.38 | 0.36 |

In the last test, we take $H(x) = x^2 + x^3 + x^4$, $m = 3$ subintervals and 9 basis functions in total. The three basis functions $e_1(x) = \min(3x, 1)$, $e_2(x) = \max(1 - 3x, 0)$ and $e_3(x) = \min(1/3 + 2x, 1)$ are duplicated by translation in the three subintervals. The results are in Table 4, where we also provide the accuracy with the Neural Network with the exact coefficients (obtained by solving the linear systems (9)) and the exact constant $K$. One observes convergence of the training at a better rate than the theoretical prediction.

Other tests have been made. Two difficulties were observed: the constant $K(k)$ can be greater than one as in Table 4, which makes the results more difficult to interpret; or the time of training with a large number of basis functions ($\geq 10$) becomes important with our current implementation. Learning the basis function $(e_i)_{i \geq 1}$ could be investigated to see if some improvements are possible.
Table 4. The function is \( H(x) = x^2 + x^3 + x^4 \) and the number of subintervals is \( m = 3 \). One observes good initial convergence, and low gain of accuracy from \( k = 3 \) to \( k = 4 \) layers. It is correlated to large value of \( K(4) \). The trained solution is better than the exact solution: \( E(k) \leq E_{ex}(k) \).

|  | 1     | 2     | 3     | 4     |
|---|-------|-------|-------|-------|
| \( E(k) \) | 4.4e-2 | 4.5e-3 | 6.0e-4 | 2.7e-4 |
| \( K(k) \)  | 0      | 3.53   | 0.39   | 0.46   |
| \( E_{ex}(k) \)| 8.4e-1 | 6.3e-1 | 4.6e-1 | 3.3e-1 |
| \( K_{ex}(k) \)| 0.94   | 0.94   | 0.94   |        |

4. Last remarks

Firstly we think it is worthwhile to replace the set \( E_h \) by the set

\[ F_h = \{ u \in V_h : u(I) \subset I \}. \]

Considering (3), we conjecture that the contraction constant \( \sum | \beta_i | \) will be better with \( F_h \) instead of \( E_h \); indeed the contraction constant is 1/4 in (3), better than 1/2 in (4) (with this respect, the set \( E_h \) is non optimal). Instead of matrices like (10) local to the subintervals, one will get a global matrix coupling all subintervals. The analysis of the global matrix is still to be done.

Secondly an interesting issue would be to replace the polynomial \( H \) by piecewise polynomial continuous functions. It would make strong connections with high order finite elements [3, 11, 12, 15].

Thirdly, new questions arise for multivariate versions of Problem 1 because the theory of multivariate polynomials is more involved than univariate polynomials and, if one follows a similar strategy as the one presented in this Note, the matrices will necessarily be global.

Fourthly, the exact solutions obtained from (13) can be used for evaluation (benchmarking) of various Neural Networks implementations with ReLU activation functions.

Fifthly, it is possible to use our approach to modify a key step in modern proofs of convergence [5, 13, 17] of Deep Neural Networks with ReLU functions. This is left for further research.

Last, we point out the recent work [1] where a fixed point equation is also introduced in relation with a Neural Network architecture, but for a different purpose.
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