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Abstract

This paper proposes a token-level serialized output training (t-SOT), a novel framework for streaming multi-talker automatic speech recognition (ASR). Unlike existing streaming multi-talker ASR models using multiple output branches, the t-SOT model has only a single output branch that generates recognition tokens (e.g., words, subwords) of multiple speakers in chronological order based on their emission times. A special token that indicates the change of “virtual” output channels is introduced to keep track of the overlapping utterances. Compared to the prior streaming multi-talker ASR models, the t-SOT model has the advantages of less inference cost and a simpler model architecture. Moreover, in our experiments with LibriSpeechMix and LibriCSS datasets, the t-SOT-based transformer transducer model achieves the state-of-the-art word error rate (WER) for various multi-talker test sets including overlapping speakers (e.g., [10, 11, 12, 13, 14]), where the model is often trained with permutation invariant training [15, 16, 17]. Another recently proposed approach is serialized output training (SOT) [18], which uses a model that has only a single output branch. In SOT, the single output branch generates transcriptions for multiple speakers one after another, where the speaker-wise transcriptions are interleaved by a special separator token that indicates the speaker change. The SOT-based ASR model achieved the state-of-the-art (SOTA) word error rate (WER) [19, 20, 21] for various multi-talker test sets including LibriSpeechMix [18], LibriCSS [6] and AMI [22]. However, the SOT model assumes the attention-based encoder-decoder (AED) [23, 24] as a backbone ASR system, which renders the model usable only for the offline (i.e. non-streaming) inference. A few recent studies explored the streaming multi-talker ASR problem to transcribe each spoken word with a low latency even for overlapping speech. Streaming unmixing and recognition transducer (SURT) [25] and multi-speaker recurrent neural network transducer (MS-RNN-T) [26] were concurrently proposed based on a similar idea, where the model has two output branches to generate two simultaneous transcriptions for overlapping speech. However, their reported WERs still lagged far behind the SOTA result of the offline SOT-model.

In this paper, we present token-level serialized output training (t-SOT), a novel streaming multi-talker ASR framework. With t-SOT, words spoken by overlapping speakers are generated by a single output branch in a chronological order based on their emission times.³ A special token indicating “virtual” output channels is used to keep track of transcriptions for overlapping speakers.² Compared to the prior streaming multi-talker ASR models [25, 26], the t-SOT model has advantages of less inference cost and a simpler model architecture. Moreover, our experimental results with LibriSpeechMix and LibriCSS datasets show that the transformer transducer (TT) [31] trained with t-SOT framework achieves new SOTA results by a significant margin to the prior results including the offline SOT-model.

2. Streaming multi-talker ASR with t-SOT

2.1. Basic t-SOT for up to two concurrent utterances

We first explain the basic idea of t-SOT by assuming that the input audio contains overlapping speech of up to two concurrent

²The idea of emission-time-based serialization was concurrently proposed in [27]. However, their speaker tracking method is different from ours, and their experiments were limited to non-streaming models.

³While several prior works proposed to insert special tokens in a transcription [28, 29, 30, 18], our work is the first to propose a special token for transcribing overlapping utterances in a streaming fashion.
Table 1: Comparison of representative multi-talker ASR frameworks. A preferable property in each row is presented in bold font.

| Feature                                | SOT [18] | SURT [25], MS-RNN-T [26] | t-SOT (proposed method) |
|----------------------------------------|----------|--------------------------|-------------------------|
| Streaming inference                    | Not-available | Available | Available |
| Inference cost on decoder              | Same with single-talker model | K-times* of single-talker model | Same with single-talker model |
| Max concurrent utterances              | Unlimited | Pre-defined | Pre-defined |
| Speaker counting                       | Available | Not-available | Not-available |
| Model architecture                     | Same with single-talker model | Multiple output branches | Same with single-talker model |
| Restriction on ASR-type                | Restricted to AED-based ASR | No restriction | No restriction |
| Accuracy on non-overlapping audio°    | Good     | Bad          | Good          |
| Accuracy on overlapping audio°         | Good     | Fair         | Good          |

Algorithm 1: Generating a serialized transcription for a training sample with up to two concurrent utterances

1: Given a speech sample with a time- and speaker-annotated transcription $T = \langle w_i, e_i, s_i \rangle_{i=1}^{N}$, where $w_i$ is the $i$-th token, and $e_i$ and $s_i$ are the emission time and the speaker of $w_i$, respectively.
2: Sort $T$ in ascending order of $e_i$.
3: Initialize a list of tokens $W \leftarrow \{w_1\}$.
4: for $i = 2, ..., N$ do
5: if $s_i \neq s_{i-1}$ then
6: Append $(cc)$ to $W$.
7: Append $w_i$ to $W$.
8: return $W$

Table 1 summarizes the differences between t-SOT and representative multi-talker ASR methods. Compared with SOT [18] which can be used only for non-streaming inference, a t-SOT model can recognize each spoken word in a streaming fashion. The t-SOT model is also advantageous because the model architecture is not restricted to the AED. On the other hand, t-SOT has the limitation on the maximum number of concurrent utterances that the model can recognize. The t-SOT model also cannot count the number of speakers in the audio segment.

2.3. Comparison to prior works

For streaming multi-talker ASR, the t-SOT framework has various advantages over SURT [25] and MS-RNN-T [26]. Firstly, t-SOT requires only a single decoding process as with the conventional single-talker ASR while SURT and MS-RNN-T require to execute the decoder multiple times (i.e., one decoder run for each output branch). Therefore, the t-SOT model fundamentally requires less computation than the prior models. Secondly, the t-SOT model architecture is much simpler than SURT and MS-RNN-T because the same architecture as the single-talker ASR model can be used without any modification. Thirdly, our experimental results showed that the t-SOT-based ASR model achieved significantly better WER than the prior SOTA results for both non-overlapping and overlapping speech as detailed in the next section.

3. Experiments

We first conducted an experiment by using the LibriSpeechMix evaluation set [18], where we limited the number of speakers in each audio segment to up to two. We then conducted an evaluation with LibriCSS [6] where each long-form audio contains many utterances from 8 speakers.

3.1. Experiment with LibriSpeechMix

3.1.1. Experimental settings

As the first evaluation dataset, we used LibriSpeechMix [18], which is made by mixing up to three utterances randomly sampled from LibriSpeech [39]. In this work, we used the single-speaker (i.e. non-overlapping) evaluation set and the two-speaker-mixed evaluation set. For the two-speaker-mixed evaluation set, two utterances are mixed with a randomly-determined delay such that each evaluation sample contains a partial speaker overlap. We evaluated the WER in the same way as the prior work [18] did. That is, the recognition hypotheses (= one or two hypotheses after deserialization) and the
Table 2: WER (%) for LibriSpeechMix test set with various non-streaming and streaming multi-talker ASR models. The algorithmic latency is shown in the “Latency” column, where 160 msec is our target configuration. No language model was used for all results including the ones in prior works.

| Model                  | # of param. | Latency (msec) | Test WER |
|------------------------|-------------|----------------|----------|
| (Non-streaming Models) |             |                |          |
| PIT LSTM-AED [18]      | 161M        | ∞              | 6.7 11.9 |
| SOT LSTM-AED [35]      | 136M        | 4.5           | 10.3     |
| SOT Conformer-AED [19] | 129M        | ∞              | 3.6 4.9  |

| (Streaming Models)     |             |                |          |
|------------------------|-------------|----------------|----------|
| LSTM-SURT [36]         | 81M         | 150            | -        |
| PIT-MS-RNN-T [26]      | 81M         | 30             | 7.6 10.2 |
| Transformer-SURT [37]  | 85M         | 1000           | -        |
| Transformer-SURT-T [38] | 81M        | 30             | -        |
| t-SOT TT-18            | 82M         | 40             | 5.1 8.4  |
| t-SOT TT-18            | 82M         | 160            | 4.9 6.9  |
| t-SOT TT-18            | 82M         | 640            | 4.2 6.2  |
| t-SOT TT-18            | 82M         | 1250           | 3.9 5.2  |
| t-SOT TT-36            | 139M        | 160            | 4.3 6.2  |
| t-SOT TT-36            | 139M        | 2500           | 3.3 4.4  |

† Models with two output branches, for which most parameters are loaded and used twice in the inference.

references are compared for all possible speaker permutations, and the speaker permutation that produces the minimum number of errors is selected to calculate the WER. A hypothesis (or reference) that does not have a corresponding reference (or hypothesis) is regarded as all insertion (or deletion) errors.

We simulated the training data by randomly mixing up to two utterances from “train,960” of the LibriSpeech training data. In the training data generation, for each sample, we first selected the number of speakers $S$ from $\{1, 2\}$ with $p\%$ and $(100 - p)\%$ probabilities for $S = 1$ and 2, respectively, where $p = 50$ unless otherwise stated. We then randomly selected $S$ utterances from “train,960”. If $S$ was equal to two, we further randomly sampled the delay $d$ for the second utterance $u_2$ from Uniform$(0, \text{len}(u_1))$, where len$(u_1)$ is the duration of the first utterance $u_1$, Utterance $u_1$ and utterance $u_2$, delayed by $d$, were then mixed without changing the original volumes. We used the time-alignment generated by the Montreal Forced Aligner [40] to generate the serialized transcription for each training sample. To increase the variability of the training data, we applied the speed perturbation [41] with the ratios of $[0.9, 1.0, 1.1]$, the volume perturbation with the ratio between 0.125 to 2.0, and the adaptive SpecAugment [42]. Following [20, 38], we simulated the training data on the fly to generate infinite variations of the training samples.

For the streaming ASR model, we used a TT with a chunk-wise look-ahead proposed in [43]. The encoder consists of 2 convolution layers, each of which halves the time resolution, followed by a 18-layer or 36-layer transformer with relative positional encoding. We refer to the model with the 18-layer transformer as “TT-18” and the model with the 36-layer transformer as “TT-36”. Each transformer block consists of a 512-dim multi-head attention with 8 heads and a 2048-dim point-wise feed forward layer with Gaussian error linear unit (GELU) activation function. Our TT’s prediction network consists of 2 layers of 1024-dim long short-term memory (LSTM). We used 4,000 word pieces plus blank and (|c|) tokens as the recognition units. The audio input feature is an 80-dim log mel-filterbank.

Table 3: WER (%) on LibriSpeechMix for single- and multi-talker models with different training configurations. All models have 160 msec of algorithmic latency.

| Model                  | Training data | Dev WER | Test WER |
|------------------------|---------------|---------|----------|
|                         | 1spk          | 2spk    | 1spk     | 2spk     |
| single-talker TT-18     | 100%          | -       | 4.3 63.2 | 4.5 63.7 |
| t-SOT TT-18            | 67% 33%       | -       | 4.3 7.3  | 4.7 7.4  |
| t-SOT TT-18            | 50% 50%       | -       | 4.3 6.9  | 4.9 6.9  |
| single-talker TT-36     | 100%          | -       | 3.9 6.2  | 4.4 6.3  |
| t-SOT TT-36            | 67% 33%       | -       | 3.8 6.4  | 4.4 6.3  |
| t-SOT TT-36            | 50% 50%       | -       | 3.9 6.0  | 4.3 6.2  |

extracted every 10 msec. As proposed in [43], we controlled the algorithmic latency of the model based on the chunk size of the attention mask. The minimum possible latency is 40 msec, which is determined by the time resolution of the input feature sequence and the 2 convolutional layers with 2-times subsampling in the encoder. For all models, we performed 225K training iterations with 16 GPUs, each of which consumed mini-batches of 12,000 frames. We used an AdamW optimizer with a linear decay learning rate schedule with a peak learning rate of 1.5e-3 after 25K warm up iterations.

3.1.2. Main results

Table 2 shows the comparison of our t-SOT model and prior multi-talker ASR models on the LibriSpeechMix test set. We evaluated t-SOT TT models with various algorithmic latency and model sizes. Firstly, we observed that the t-SOT TT-18 with only 40 msec algorithmic latency already outperformed the results of all prior streaming multi-talker ASR models. Note that even though t-SOT TT-18 has almost the same number of parameters with SURT [25, 36] or MS-RNN-T [26, 38], t-SOT is more time- and space-efficient in the inference because SURT and MS-RNN-T run decoding twice, once for each of the two output branches. Secondly, we observed a significant WER reduction by increasing algorithmic latency and the model size. In our experiment, enlarging the latency for 4 times (e.g., 160 msec to 640 msec) achieved a similar level of WER reduction to doubling the number of layers (i.e., TT-18 to TT-36). Notably, our t-SOT TT-36 with 2,560 msec latency achieved 3.3% and 4.4% of WERs for single-speaker and two-speaker-mixed test sets, respectively, which are even better than the prior SOTA results by the offline SOT Conformer-AED [19].

3.1.3. Comparison with single-talker ASR models

Table 3 shows a comparison of various single-talker and t-SOT models. For the t-SOT model, we tested different mixtures of single- and two-speaker training samples by changing $p$ in the on-the-fly data generation (Section 3.1.1). Firstly, as we expected, the single-talker TT model showed bad WERs for two speaker overlapping speech, which proves the necessity of multi-talker ASR modeling. Secondly, we observed marginal WER improvement for the single-speaker evaluation set when the model observed more single-speaker training samples, which however came with the cost of WER degradation for the two-speaker-mixed evaluation set. Thirdly, we observed a slight degradation in single-talker WER for the t-SOT TT-18 compared to the single-talker TT-18 most likely because TT-18...
Table 4: WER (%) on the monaural LibriCSS test set in the continuous input evaluation setting. A macro average of WERs is shown in the “Avg.” column. 0L and 0S are 0% overlap conditions with long and short inter-utterance silences. For each overlapping condition, the best WER with streaming ASR models is shown in bold font, and the best number among all ASR models is shown with underline.

| System | Algorithmic latency | WER (%) for different overlap ratio |
|--------|---------------------|-------------------------------------|
|        |                     | 0L  | 0S  | 10 | 20 | 30 | 40 | Avg. |
| (Non-streaming ASR models with speech separation) |                     |     |     |    |    |    |    |      |
| BLSTM-CSS + Hybrid ASR [6] | 1.2 sec† + (utterance length)* | 16.3 | 17.6 | 20.9 | 26.1 | 32.6 | 36.1 | 24.9 |
| Conformer-CSS + Transformer-AED-ASR w/ LM [9] | 1.2 sec† + (utterance length)* | 6.1  | 6.9  | 9.1  | 12.5 | 16.7 | 19.3 | 11.8 |
| Conformer-CSS + Transformer-AED-ASR w/ LM [44] | 1.2 sec† + (utterance length)* | 6.4  | 7.5  | 8.4  | 9.4  | 12.4 | 13.2 | 9.6  |
| (Streaming ASR models) |                     |     |     |    |    |    |    |      |
| SURT w/ DP-ISTM [45] | 350 msec | 9.8  | 19.1 | 20.6 | 20.4 | 23.9 | 26.8 | 20.1 |
| SURT w/ DP-Transformer [45] | 350 msec | 9.3  | 21.1 | 21.2 | 25.9 | 28.2 | 31.7 | 22.9 |
| Single-talker TT-18 | 160 msec | 7.0  | 7.3  | 14.0 | 20.9 | 27.9 | 34.3 | 18.6 |
| t-SOT TT-18 (proposed) | 160 msec | 6.5  | 6.7  | 13.1 | 20.4 | 27.0 | 34.0 | 18.0 |
| Single-talker TT-36 | 160 msec | 7.5  | 7.5  | 8.5  | 10.5 | 12.6 | 14.0 | 10.1 |
| t-SOT TT-36 (proposed) | 160 msec | 6.7  | 6.1  | 7.5  | 9.3  | 11.6 | 12.9 | 9.0  |

† Latency incurred by CSS. * Latency incurred by VAD and ASR. The average of utterance lengths in the LibriCSS test set is 7.5 sec.

The evaluation results are shown in Table 4. We observed the proposed t-SOT TT model achieved significantly better WER for all conditions compared to the prior streaming ASR models. Surprisingly, t-SOT TT-36 with 160 msec latency even outperformed the strong prior results based on the Conformer-based continuous speech separation (CSS) [9] and an offline Transformer-AED-based ASR [47] with language model (LM) fusion for 5 out of 6 conditions, resulting in the new SOTA average WER. This result strongly indicates the advantage of the end-to-end multi-talker modeling over the approach to combine independent modules. It is also noteworthy that the t-SOT models came close to the same-sized single-talker TT models’ performance for the non-overlapping test conditions (0L and 0S). The TTTT-36 even outperformed the single-talker TT-36 for non-overlapping conditions on average (6.4% vs. 6.6%), which is consistent with the result for LibriSpeechMix (Section 3.1.3).

4. Conclusions

In this paper, we presented t-SOT, a novel framework for streaming multi-talker ASR. Unlike prior streaming multi-talker ASR models, the t-SOT model has only a single output branch that generates recognition tokens from overlapping speakers in chronological order based on their emission times. A special token that indicates the change of the virtual output channels is introduced to keep track of the overlapping speakers. We evaluated t-SOT with LibriSpeechMix and LibriCSS and showed that t-SOT model achieved new SOTA results even with streaming inference using a simpler model architecture.

6It is highly computational demanding to calculate SAgWER especially for many hypotheses without time alignment information [46]. Due to the difficulty, we don’t have a comparable result for SOT-based ASR models. For t-SOT models, we were still able to calculate SAgWER since the number of concurrent hypotheses was limited to two.
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