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**HIGHLIGHTS**

- Our implemented data generation framework can increase from a single sample to thousands of high-quality data.
- Unlike data augmentation, this framework uses signal comparison techniques to ensure the quality of output data.
- With the power of latent space and our data picker, this framework can yield numerous anomaly samples.
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**ABSTRACT**

Unlike data augmentation, data generation for extremely rare cases is an approach that can spawn a significant number of high-quality samples based on very few original data. This could be useful in anomaly detection and classification tasks that have the limitation of publicly available datasets for research purposes. Though some other approaches have attempted to solve this problem, such as data augmentation techniques, there was nothing to ensure the characteristics of synthesized samples. Previously, we initiated a framework, called Data Augmentation and Generation for Anomalous Time-series Signals (DAGAT), that was in cooperation with important components: Data Augmentation, Variational Autoencoder (VAE), Data Picker (DP), Signal Fragment Assembler (SFA), and Quality Classifier (QC). And then, an upgraded framework, called An Advanced Data Generation for Anomalous Signals (ADGAS), was introduced to eliminate the limitations of DAGAT; those are uncontrollable outputs and the possibility of bad data included in a training set. By reforming DAGAT architecture, ADGAS achieves a better outcome of generated samples. Nonetheless, ADGAS could be improved through better SFA, DP, and QC. Hence, this paper proposed a Data Generation Framework for Extremely Rare Case Signals. The proposed framework is achievable in generating reliable data for various objectives. We challenged this framework by using the 1D-CNN to serve as the performance evaluator in multi-class abnormal classifications and using the water treatment and water distribution testbed (SWAT and WADI) as the real-world anomaly datasets. The result shows that it surpasses other baseline methods of anomaly data augmentation and data generation techniques.

1. Introduction

In the real world, some anomaly data are rare to find or collect, such as the high-value machinery breakdowns, the rare-to-find symptoms, and the dangerous event alarms. In addition, some data contain private information, thus making it inaccessible publicly. This situation is one of the causes that rare case incidents are always collected in the form of imbalanced datasets. Many studies [1, 2, 3, 4] demonstrate an approach to solve the imbalanced dataset problem by using clustering or outlier detection techniques. In a word, the approach learns anomaly data from the majority class and assumes any data, which does not match with normal characteristics as an anomaly class. Although this approach may fit with some applications, it has limitations in classifying multi-classes of anomalous incidents and in learning the real characteristics of anomalous events through the real data.

Besides, as mentioned above, another interesting approach to work with the imbalanced dataset problem was based on deep learning/machine learning like SGM-CNN [5] and the input doubling method [6]. The SGM-CNN was designed in such a way that convolutional neural network (CNN) was combined with the synthetic minority oversampling technique (SMOTE) and under-sampling for clustering based on the Gaussian mixture model (GMM). Another one was the input dou-
bling method using the support vector regression (SVR) with RBF kernel for applying to the limited number of medical field data.

However, one of the most powerful solutions to work with a deep learning model under the imbalanced dataset situation is data augmentation. Um et al. [7] have proposed a learning model in conjunction with various augmentation techniques for time series data in medical fields, specifically for Parkinson’s disease monitoring. The results revealed that the increased number of samples, by applying the rotation, rotation with permutation, and time-warping techniques, can significantly improve the classification efficacy of the CNN model. Nevertheless, the data augmentation approach may have a risk of inadequate quality of data, according to the following reasons: (i) there is space of possibility of synthetic data that have not been discovered for generating great varieties of syntactic samples and (ii) no methods can measure the similarity of an outcome to ensure its quality. Therefore, the augmented data from the augmentation methods might not contain any characteristics of the original input or, conversely, may have to be too similar. This can result in terrible synthetic data that cause the low accuracy of deep learning classification models. This phenomenon happened where the amount of anomalous data is very small, compared to normal samples, and leads to a bias during the learning process [8]. An example of this effect will be described in Section 2.

According to the mentioned issues and the best of our knowledge, there were no methods for generating rare datasets. Therefore, we have proposed an alternative way to solve the problem of anomaly data in rare cases. We initiated a framework, called DAGAT (Data Augmentation and Generation for Anomalous Time Series Signals) [9]. The outcomes of this framework are different from the traditional data augmentation in that the DAGAT can efficiently synthesize data for various and reliable output samples. This study investigated applying data augmentation on various domains to generate data via latent space of trained variational autoencoder (VAE), and at the same time, using a statistical method to evaluate the quality of generic data. This method can remarkably increase the quantity of data. However, the DAGAT still suffered from the possible bad quality data that can be included in a VAE’s training set, an uncontrollable number of outputs, and unable to integrate multiple augmentation characteristics into a single sample.

Our recent work, called ADGAS (Advanced Data Generation for Anomalous Signals) [10], was proposed. ADGAS can eliminate the limitations of DAGAT by reassembling the signal fragments with assembler (SFA) function before performing VAE training, creating a loop of data picker (DP) method, and providing an additional quality classifier. The evidence of our experiments revealed that ADGAS can control the number of outputs, unlike DAGAT, and can outperform the baseline augmentation techniques.

Notwithstanding that the ADGAS could be a strong framework for anomalous data synthesizing, it still has room for improvement to increase the quality of the rare datasets. Therefore, in this paper, we proposed a framework for extremely rare case data generation. The implemented model is inherited from the ADGAS concept. It was improved by dividing data into more portions, including additional methods for the quality classifier (QC), and redesign the data picker. This implemented model can achieve better experimental results in a multi-class anomaly classifier.

The contributions of this paper can be summarized as follows:

- The proposed method is used SFA with a four-fragment partition instead of a two-fragment partition as used in the ADGAS model. This modification achieves a great variety of generated samples.
- DP of the proposed method is redesigned by randomly selecting a pair of points in a latent space, and then a new sample is generated with linear interpolation of that pair.
- QC of the proposed method is implemented with weighted metric and signal comparison technique. This improvement makes it adaptable to various tasks.

The remainder of this paper is organized as follows: Section 2 describes problem formulation. Section 3 explains how this framework functions. The experimental results are reported and discussed in Section 4. Lastly, we conclude our work in Section 5.

2. Problem statement

To the best of our knowledge, datasets for extremely rare case signals suffered from the unavailability and inaccessibility, especially breakdown signals of the high-value machinery, signals of the dangerous event alarms, and even rare-to-find signals of the symptoms of diseases. This issue becomes a barrier for the research and development community and inspires us to surpass the barrier. The following subsections describe scenarios of datasets and tools from the problem to the feasible solution.

2.1. Anomaly incident problems

In the real world, there are various types of sensors installed on modern machinery, such as power plants for technical analysis, and even humans, such as cardiometers for monitoring patients. In some cases, these sensors can detect anomalous incidents that might happen due to the breakdown of machinery, the error of systems, some types of diseases, or the specific Internet attacks [11, 12]. Most of the time, these anomaly events will lead to the loss of machinery or systems. In a worst-case scenario, a serious system failure can lead to the loss of people’s lives. Hence, many researchers are interested in reducing or preventing these anomaly events as much as possible by detecting or classifying them for further purposes.

2.2. Outlier detection and clustering problems

One of the most used approaches for anomaly detection is outlier detection: a process to detect and exclude any data that are dissimilar from the majority data. This approach is useful for anomalous detection since normal data usually have a great number of accessible samples, while abnormal one has very few [13, 14, 15]. Another approach to solving the problem of the imbalanced dataset and anomaly detection is clustering methods [16, 17, 18]. However, most outlier detection and clustering still suffer from the inability to classify between multiple types of anomaly incidents and unable to learn directly through characteristics of data. Especially, some irregularity classes do not express the peak behavior that is easy to detect but do express a small change of shape or behavior. Further, some anomaly data are very rare to find and might happen only once, thus making this event challenging for these methods to solve the problem. Hence, some types of anomaly incidents sometimes do not suit outlier detection and clustering approaches.

2.3. Imbalanced dataset problems

Since the outlier detection and clustering cannot provide efficient solutions to problems, the deep learning approach is an alternative way to solve the classification effectively [19]. However, naturally, the behavior of data in the real world comes with an imbalanced form, especially the anomaly data since they rarely happen and are difficult to collect. These problems lead to the classification issue, an imbalanced dataset, where the amount of data in some classes are very few when compared to others. The imbalanced dataset problem can affect the performance of the deep learning model because there is not enough training set for the model to learn and minimizes errors [20, 21, 22].

2.4. Time series data augmentation problems

Since some anomaly detection or classification tasks are unable to use the outlier detection and clustering approaches, another way to solve this problem is by increasing the number of samples to balance
between normal data and abnormal data. One of them is called data augmentation. It is not only beneficial for increasing the amount of data for better classification performance but also helps reduce and prevent the issue of overfitting of deep learning model [23, 24]. Overfitting can affect the learning process and model accuracy. It makes deep learning models tending to have high performance since there are a few quantities of data for training. This issue results in a model that does not have any robustness against the real test dataset that the model never learns before, thus making outcome accuracy very poor [25, 26].

Many recent augmentation techniques tried to eliminate the problem of the limited amount of data [27, 28, 29, 30], and one of the great examples is from Um’s paper [7]. This paper proposed various augmentation techniques for Parkinson’s disease classification using a convolutional neural network (CNN). He showed that increasing the amount of data through his augmentation techniques can significantly improve the accuracy performance. Nevertheless, this approach can be suffered from the absolute arbitrary when perturbing the data, thus resulting in an output that might contain very few to no characteristics of original data and affect the performance of the deep learning model for classification purposes. In addition, there is still a space of possibility for augmentation process that can increase varieties of data for further usage.

2.5. DAGAT solution and its limitations

Data augmentation and generation for anomalous time-series signals (DAGAT) [9] is our initiated framework for the data generation purpose. As mentioned in Subsection 2.4, typical data augmentation still has some limitations. DAGAT is a framework that using augmentation techniques on the various domains and then trained those augmented data with variational autoencoder (VAE). A reason behind using VAE is that the VAE model can be represented as a latent space that is beneficial for data exploration and generation. To increase the number of generated outputs, a signal fragment assembler (SFA) is used to increase the quantity and include multiple characteristics of augmentation inside each sample. Lastly, the process that makes data generation outstanding from other typical data augmentation is the quality classifier (QC). In the last step, this process compares generated sample with the original one to filter any inadequate quality sample out from generated sample. The overall framework of DAGAT is illustrated in Fig. 1.

This framework can perform well in generating simple data cases; however, there are problems with the functional design. It is unable to control the output number. Additionally, there is a possibility that bad quality data may be trained in VAE, producing bad latent space. Also, it misses an opportunity to include multiple characteristics for each sample in the latent space. Hence, in 2021, ADGAS was proposed to overcome these issues.

2.6. ADGAS solution and its limitations

As shown in Fig. 2, an advanced data generation for anomalous time-series signals (ADGAS) is an improved version of DAGAT. By modifying the placement of SFA and providing a quality classifier before proceeding to VAE, this modification can integrate multiple characteristics from various augmentation techniques into a sample [10]. To allow this framework to be able to control the number of outputs, DP is placed along with additional QC in a loop so that if the quality is not qualified, this function still works and finds another point for a new sample on latent space again, until it reaches the determined number.

According to the scenario of data generation problems and feasible solutions, we can summarize that overall problems can be stated as follows:

- Outlier detection and clustering sometimes are not suitable for classifying multi-class anomaly, the extremely limited number of anomaly events, and very small changes in the shape of signals.
- The limited amount of the available real anomaly can affect the performance of deep learning model due to the imbalance datasets.
- Existing data augmentation methods might result in random data that has no characteristics of original data and still has the limitation of new possible augmented data.
- DAGAT cannot control the number of generated outputs, unable to include multiple augmentation techniques in the latent space, and possibly unacceptable quality data in the VAE training.
- The signal fragment assembler, data picker technique, and quality classifier of ADGAS should be improved for better data variety and
quality on the latent space to achieve satisfactory outcome performance.

3. Proposed method

An overall framework for extremely rare case data generation is shown in Fig. 3, succeeding from an ADGAS framework with an improvement. The following describes each phase of the proposed framework as functional operations.

3.1. Data generation preparation phase

In this phase, applying time window slicing (TWS) as the first step is to crop time series data from a long record and turn it into a determined length by trimming only interesting parts of anomaly incidents. This function helps increase the initial substance of samples before augmenting on various domains to widen the possibility of augmentation instead of on time-domain only. Especially, it will be beneficial for raising more samples in the case that initiated data have very few. The result of applying the TWS process, called anomaly incident seeds, is transformed by three different transformations: upsampling-downsampling (see Subsection 3.1.1), fast Fourier transform (see Subsection 3.1.2), and time series decomposition (see Subsection 3.1.3). At this point, we have four different anomaly incident seeds, i.e., three transformed seeds and one direct seed of anomaly incidents, as shown in Fig. 3. These seeds are modified slightly by a time series data augmentation technique (see Subsection 3.1.4), and then signal fragment assembler (SFA) (see Subsection 3.1.5) provides a new set of time series anomaly incident samples. The following subsections describe the functional operations of each process.

3.1.1. Upsampling - downsampling

Upsampling - Downsampling [31] is one of the simple methods that can widen the sample space by varying the sampling rate. This method helps increase variations and possibilities of augmentation on different domains. Fig. 4 shows the augmentation process of upsampling and downsampling. Upsampling is an expansion of in-between original samples by augmenting the newly interpolated data, while downsampling is a contraction of samples; therefore, the upsampling and downsampling can help in transforming and perturbing samples differently.

3.1.2. Fast Fourier transform and inverse fast Fourier transform

Another domain transform approach is fast Fourier transform (FFT) and its inverse (IFFT). The one-dimensional FFT and IFFT are used in this work, similar to DAGAT [9] and ADGAS [10]. The FFT and IFFT can be expressed in Eqs. (1) and (2).

\[ Y(k) = \sum_{j=1}^{n} x(j)W_n^{j-1(k-1)} \]  
\[ x(j) = \frac{1}{n} \sum_{k=1}^{n} Y(k)W_n^{-(j-1)(k-1)} \]

where \( W_n = e^{i2\pi/n} \), \( n \) is the length of the signal, \( Y(k) \) is the frequency-domain signal and \( x(j) \) is the time-domain signal [32]. Fig. 7 shows an example of data augmentation on the frequency domain. After transforming normal data into the frequency domain using Eq. (1), various augmentation methods are applied and then inverting it back to the time domain using Eq. (2). This procedure can increase variations of samples.

3.1.3. Time series decomposition and re-composition

Normally, a time domain signal can be decomposed into three components: Trend \((T_i)\), Seasonal \((S_i)\), and Residual or noise \((R_i)\), as mentioned in Eqs. (3) and (4). This method can achieve a result in additive model \((y_{ia})\) or multiplicative model \((y_{im})\), depending on data behaviors and tasks [33].

\[ y_{ia} = T_i + S_i + R_i \]  
\[ y_{im} = T_i \times S_i \times R_i \]

Figs. 5 and 6 illustrate the time series decomposition, when the original data is decomposed using Eqs. (3) and (4), respectively. It randomly chooses different components of \( T_i, S_i, \) or \( R_i \), and then augments those components before recomposing back to the original domain.

Note that Figs. 5(b) and (d) and Figs. 6(b) and (d) show the missing values that occurred at the head and tail of signals. This phenomenon happens since the decomposition process using the symmetric moving average for statistic calculation.
3.1.4. Time series data augmentation

At this stage, we have four different anomaly incident seeds, as shown in Fig. 1. Here, data augmentation [7] is used by randomly choosing techniques among Jittering, Scaling, Magnitude Warping, Rotation, Permutation, and Time Warping. The number of parameters can be static or arbitrary, depending on the tasks. Note that after the augmentation process is complete, a set of anomaly incident seeds is transformed back to the time domain again.

3.1.5. Improved signal fragment assembler

Signal Fragment Assembler (SFA) can be viewed as an additional augmentation technique that leverages augmentation methods from Subsections 3.1.1 to 3.1.4 by including multiple ways to perturb time series in each sample. It arbitrarily divides each different sample into two parts and then randomly reassemble them into the new different orders; however, with an increased rate of division, we can provide more new possible different orders. Here, an improved signal fragment assembler (I-SFA) can divide up to four fragments as expressed in Eq. (5).

\[ n_s = i_s || j_s || k_s || l_s \] (5)

\[ n_s = i_s || j_s || k_s || l_s \] (5)

where \( i_s, j_s, k_s, l_s \) are the splitted data from different augmented samples, and \( n_s \) is the resulted sample that is completely assembled.
3.2. First quality classifier

Quality classifier (QC) is a process that selects good quality samples from the new different order sets of generated anomaly incident signals/samples. Here, the first QC (QC1) is implemented with a combination of mean absolute error (MAE) as denoted in Eq. (6) and histogram area scoring as expressed in Eqs. (7) and (8). The weighted technique is used to make the evaluation process determinable and adjustable as defined by Eq. (9). Furthermore, the QC1 can capture the first, middle, and last time window samples of original data and obtain the highest possible score from them as denoted in Eqs. (10) and (11). This approach can make QC1 more consistent against randomness while picking a sample for comparison.

\[
S_{MAE} = \frac{\sum_{i=1}^{n} |y_i - x_i|}{N}
\]

(6)

where \( S_{MAE} \) is the MAE score, \( N \) is the total number of samples, \( y_i \) is the augmented time series sample, and \( x_i \) is the original time series sample.

A reason behind MAE instead of mean squared error (MSE) or root mean squared (RMSE) is that MAE is a completely absolute error in the comparison process, unlike MSE and RMSE that square the number of errors, resulting in insensitiveness against the outlier [34]. In this case, we seek an evaluation function that can be more strict when compared to the original data but not too similar. Hence, MAE is used instead for a better outcome.

\[
A = \sum_{i=1}^{N} \text{freq\_density} \times \text{class\_width}
\]

(7)

\[
S_{\text{histogram}} = (1 - |A_{\text{original}} - A_{\text{generated}}|) \times 100
\]

(8)

where \( S_{\text{histogram}} \) is the result score in percentage, \( A_{\text{original}} \) is the total histogram area calculated from the original data, and \( A_{\text{generated}} \) is the total histogram area calculated from the generated data.

\[
T = (S_{\text{MAE}} \times W_{\text{MAE}}) + (S_{\text{histogram}} \times W_{\text{histogram}}) \times 100
\]

(9)

where \( T \) is the total score calculated in percentage, \( S_{\text{MAE}} \) is the MAE score from Eq. (6), \( W_{\text{MAE}} \) is the weight of the MAE score, \( S_{\text{histogram}} \) is the histogram score from Eq. (7), and \( W_{\text{histogram}} \) is the weight of the histogram score.

\[
H_{\text{Highest}} = \max(T_{\text{first}}, T_{\text{middle}}, T_{\text{last}})
\]

(10)

where \( T_{\text{first}}, T_{\text{middle}} \), and \( T_{\text{last}} \) are the total scores of data, when compared with the first time-window, the middle time-window, and the last time-window of the original data, respectively.

\[
f(H_{\text{Highest}}) = \begin{cases} 1 & : H_{\text{Highest}} \leq H_{\text{Threshold}} \\ 0 & : \text{otherwise} \end{cases}
\]

(11)

where 1 implies the acceptable sample, selected to proceed in the data generation provider phase, 0 implies the unacceptable sample, rejected from the augmentation phase, \( H_{\text{Threshold}} \) is the highest acceptable threshold, and \( L_{\text{Threshold}} \) is the lowest acceptable threshold.

3.3. Data generation provider phase

Data generation provider is the cooperation of variational autoencoder (VAE) and data picker (DP). VAE learns generated samples, selected by QC1, and then represents them in a latent space. After that, DP randomly selects two points on the latent space and obtains the possible and available samples that are in-between for generating a new sample. The following subsections describe their functional operations.

3.3.1. Variational autoencoder

Variational autoencoder (VAE) is a network that learns signals from the previous part and represents them in latent space. It is a core of this phase to generate numerous samples with the controllable ability through the latent space, which can represent the learned data and find another available sample with multiple characteristics within. One of the ways to obtain the mentioned latent space is through the learning of VAE [35], as defined in Eq. (12). Fig. 8 demonstrates the latent space of observed compressed sample data projection on specific or determined dimensions. The importance of VAE is that the latent space gains the interpolation capability through undefined sample point (b) in between representation points (a and c) as highlighted with a dashed ellipse in Fig. 8. This action is useful for data generation since it can give us numerous amounts of samples from available areas with high variations. Here, the VAE learns all the samples, with good quality, selected by QC1.

\[
\log P(X) - D_{KL}(Q(z|X)||P(z|X)) = E[\log P(X|z)] - D_{KL}(Q(z|X)||P(z)]
\]

(12)

3.3.2. Data picker

Data picker (DP) of the ADGAS framework used the circular radius method for picking up some samples from latent space to select generated samples; however, this method may miss an opportunity to include variations of data that can help output more generalization for anomalous detection. Hence, we modify the previous DP by finding two random points in the latent space and obtaining the possible and available samples that are in-between. This modification helps DP explore the latent space further and widen the chance of including multiple characteristics of the data perturbation. The distance of two points is calculated by Eqs. (13) and (14), while finding obtainable point within the interval is defined in Eqs. (15) and (16).

\[
x_{\text{distance}} = \frac{x_2 - x_1}{\text{points} + 1}
\]

(13)

\[
y_{\text{distance}} = \frac{y_2 - y_1}{\text{points} + 1}
\]

(14)

\[
\text{position}_z = x_1 + \text{Current\_pace} \times x_{\text{distance}}
\]

(15)

\[
\text{position}_z = y_1 + \text{Current\_pace} \times y_{\text{distance}}
\]

(16)

3.4. Second quality classifier

In the last phase, the second quality classifier (QC2) takes a role as the double checker of this framework. Similar to the quality classifier (QC1) in Subsection 3.1, QC2 provides to ensure the quality of output samples from Subsection 3.3. Ones can modify the weight of each metric in QC2 as well to meet the requirement of data generation for their tasks. Fig. 9 illustrates an example of the finally generated samples using our proposed method. The model is synthesized from the WADI dataset [36], as explained in Subsection 4.1. The observation shows that this model can perturb original data and create slightly different outputs.
4. Experimental results

4.1. Dataset explanation

Here, we clarify two datasets used in our experiments, consisting of Secure Water Treatment System (SWaT) [37] and Water Distribution System (WADI) [36]. Both datasets were recorded from the researcher’s testbed, in terms of anomalous incidents that were simulated as cyber-attacks by researchers. The purpose of this information is to demonstrate the effect of cyber-attacks on the water treatment system.

4.1.1. Raw water tank’s sensor

The Raw water tank’s sensor (RAW) is part of the Secure Water Treatment system (SWaT) dataset. In the RAW dataset, sensors recorded various attacks that attempt to interrupt or modify the raw water tank component. Fig. 10 illustrates three scenarios of attacks: (i) increasing the water level in the tank at 1 mm/second to damage the components, as shown in the upper-right of Fig. 10, (ii) setting the water level at 700 mm constantly to cause the underflow of the water tank, as shown in the lower-left of Fig. 10, and (iii) decreasing the water level less than the minimum value to cause the overflow of the water tank, as shown in the lower-right of Fig. 10. For scenario (ii), attackers can successfully cause the underflow of the water as expected, while, for scenarios (i) and (iii), the sensor can record the attack in the system, but that attack did not damage any components or cause the overflow as intended.

4.1.2. Reverse osmosis water tank’s actuator

Like the previous dataset, the Reverse Osmosis water tank’s actuator (RO) is an actuator dataset, part of SWaT. RO recorded anomalous attacks on the reverse osmosis water tank system. In this dataset, researchers demonstrated attacks of tank overflow by (i) setting the level sensor that detects the level of liquid at 600 mm for a brief duration, (ii) adjusting the level of detected water lower than the lowest level. One case is a successful attack, and one case is not, and (iii) setting the water level at 1,000 mm constantly to cause the underflow of the tank.

4.1.3. Water Reservoir’s sensor

Water Reservoir’s sensor (WR) is a dataset from WADI [36]. Here, we observed the behavior of anomalous attacks on various sensors. The malicious cyber-attack on different components can affect a part or even the whole testbed. For this experiment, WR was selected for experiments to show the consequences of the system assaults. The attack scenarios are consist of: (i) stealthy strike that manipulates draining and filling tank level to drain an elevated reservoir, (ii) turn off various consumers valves to make WR level dropped drastically, and (iii) damage a motorized valve and water pump to drain an elevated reservoir.

Note that, in the ADGAS experiment, RAW and RO datasets were used for performance evaluation as well. However, both were tested in binary classification. Here, we were challenging our newly proposed method, ADGAS, and baseline augmentation techniques in multi-class classification and tested on the RAW, RO, and WR datasets to prove the performance.

4.2. Experimental setup

To evaluate the performance of each data generation model, a one-dimensional convolutional neural network (1D-CNN) [38] was implemented as a data generation performance tester. The 1D-CNN model comprises 7 convolution layers. The first to the seventh layers contain 16, 32, 64, 64, 64, 64, and 64 features, respectively. The $3 \times 1$ ker-
Fig. 9. A set of the generated anomalous samples, generated by our proposed method based on WADI anomaly dataset.

Fig. 10. An example of the original Raw Water Tank's anomaly signal and normal signal.
nel, 2 strides, rectified linear unit (ReLU) activation function, similar to the model’s setting as reported in [7]. Additionally, dropout at a rate of 0.1, and batch normalization [39] were administered on each layer. Flattened features are connected to a fully connected layer (FC) of 5,312 nodes, plus the ReLU as an activation function. The last layer, providing the result of the anomaly classification class, is the Softmax activation function for multi-categories of anomalous events. Furthermore, this experiment applied early stopping to prevent an incident, where the loss at the last epoch may tremendously increase and affect the classification performance [40, 41].

For typical augmentation baseline setting, datasets were generated by means of rotation (R), rotation and permutation (R + P), and rotation with permutation and time warping (R + P + TW) techniques with arbitrary values of arguments, similar to the experimental setting as reported in [7]. Note that the lack of ability to determine the output number as mentioned in Section 2.5, as a consequence, makes it impossible for the DAGAT model to test in the controlled environment experiment.

For ADGAS, we duplicated the setting from previous experiments. Jittering, scaling, magnitude warping, time warping, and permutation were used as data pre-processing with random values of frequency, amplitude, and phase. The data pickers chooses generated samples from the latent space within 5 units circle radius. The score for every QC is in-between 80%-95%.

For the proposed model setting, the augmentation process was similar to ADGAS. For SFA, we randomly chose two types of division (two-part division and four-part division) to create the high varieties of output samples. To maintain the diversity of generated samples, \( W_{\text{histogram}} \) was set to 0.7, while \( W_{\text{MAE}} \) score weight was set to 0.3 in the QCI process. The improved DP chose two random points on the latent space within 100 units. The QC2’s score weight setting for \( W_{\text{MAE}} \) was 0.3 and \( W_{\text{histogram}} \) was 0.7. This can increase the similarity of the generated samples when compared to the original samples.

To ensure the performance evaluation, 10-fold cross-validation was applied in every experiment. Each dataset contains 4,000 samples consisting of 800 samples of anomaly events in 3 classes and 1,600 samples of normal events with 1 class. Every data generation method exported data with 3 hours time periods (10,800 records) and 1 second for each time window slicing. The anomaly data for the training phase are all from the generated models, while normal data are from real normal samples. For the testing phase, both anomalous and normal are the real samples.

4.3. Results and discussion

Here, all test models, including R, R + P, R + P + TW, ADGAS, and our proposed model, were evaluated in the form of multi-class classification. Such test models were implemented with 1D-CNN as described in Subsection 4.2. R, R + P, R + P + TW models were trained with training sets that were generated by rotation, rotation and permutation, and rotation with permutation and time warping augmentation techniques, respectively. ADGAS model was trained with a training set, generated from the ADGAS framework in Fig. 2. In the same way, our proposed model was trained with a training set, generated from the framework in Fig. 3. The performance of all test models was evaluated in terms of accuracy, precision, recall, and F1-score, as defined by Eqs. (17), (18), (19), and (20), respectively.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100 \tag{17}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{18}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{19}
\]

\[
F1 - \text{score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{20}
\]

where \( T \) is the correct classification of anomaly incidents, \( TN \) is the correct classification of normal classes, \( FP \) is the incorrect classification of anomaly incidents, and \( FN \) is the incorrect classification of normal classes.

Consequently, as can be seen in Tables 1 and 2, our proposed model outperforms all baseline methods in every measurement aspect for both datasets, 91.85% and 94.26% of accuracy on RAW and RO, respectively. The proposed model also achieves much better results in precision, recall, and F1-score in all cases, especially on the RO dataset.

As expected, when comparing our proposed model with ADGAS, as reported in Tables 1 and 2, the main achievement comes from (i) applying a concept of blending multiple characteristics to an I-SFA process (see Fig. 3), so that a new synthetic sample can be generated from various augmentation techniques, (ii) screening any too dissimilar samples out from the initial dataset by QCI (see Fig. 3), so that the latent space contains good quality data, and (iii) an improved DP was implemented with interpolation approach that can be beneficial in selecting numerous characteristics of data that are in between two random points on the latent space (see Figs. 3 and 8).

Not only does generalization of data improve a learning model of 1D CNN, but also the robustness to the randomness of data is part of this success. Fig. 3 shows the use of QC2 as a double checker by setting the weight of MAE’s QC2 higher than that of MAE’s QCI, yielding outputs with better characteristics. This modification can improve the model robustness, reflected as a lower SD-score of the multi-class classification results.

As listed in Table 3, the overall performance of the proposed model achieves higher scores when compared to other data augmentation techniques, R, R + P, R + P + TW, and when compared to ADGAS in terms of mean values, the accuracy of the proposed model is better than that of ADGAS by 15.50%. Notice that the accuracy, precision, recall, and F1-score in terms of SD score of the proposed model slightly higher than the ADGAS model. This result implies that the robustness of the proposed model was slightly lower than that of the ADGAS model. Although the proposed model used the QCI and QC2 with additional signal measurement procedures for quality control, sometimes, the randomness for generalization in synthesizing procedure might affect the output quality, similar to the typical augmentation approach. To avoid the robustness drop down in the future, the set of variables in the framework should adjust flexibly, since the same setting might not suitable for all datasets and scenarios.

5. Conclusion

In this paper, we have proposed a data generation framework for extremely rare case signals. The proposed model, an implemented framework, succeeds from the ADGAS framework with modification. The main achievements are from: (i) eliminating a problem of synthesizing data that might contain very few characteristics of the original one and (ii) levitating data variety and quality on a latent space for the better-generated data. The three main contributions to support the above achievements are listed below:

- SFA is upgraded by modifying the division of the sample from two parts to four parts. This modification helps generate a single sample by integrating multiple various characteristic samples by means of various augmentation techniques.
- DP is improved by applying a linear interpolation between two random points on a latent space. This improvement helps achieve a great variety of generated samples.
- QC is implemented with a signal comparison technique in conjunction with controllable weighted metrics. This technique helps provide high various synthesized samples that contain attributes of original data.
As a result of our contributions, we achieve the generalization of data samples, thus leading to an improvement of model robustness and performance, as obviously reported in Tables 1, 2, and 3.

However, some important parameters of DP and QC were manually set as described in the experimental setup. It can be viewed as a manual mode, which was not adaptable for further datasets. Therefore, in future work, all parameters should be self-adjustment; that is, we will extend our proposed method to work with an automatic/adaptive mode.
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