On the universal constraints for relaxation rates for quantum dynamical semigroup
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A conjecture for the universal constraints for relaxation rates of a quantum dynamical semigroup is proposed. It is shown that it holds for several interesting classes of semigroups, e.g. unitary semigroups and semigroups derived in the weak coupling limit from the proper microscopic model. Moreover, proposed conjecture is supported by numerical analysis. This conjecture has several important implications: it allows to provide universal constraints for spectra of quantum channels and provides necessary condition to decide whether a given channel is consistent with Markovian evolution.

Introduction — Spectral analysis belongs to the heart of quantum theory [1]. Actually, this is *spectroscopy* which gave birth to quantum theory. Very often one infers information about the quantum system measuring a spectrum of some operator representing physical objects (quantum observables, quantum maps, etc.). In this Letter we analyze the spectral properties of the celebrated Gorini-Kossakowski-Lindblad-Sudarshan (GKLS) generator of quantum Markovian semigroup [2, 3]

\[ \dot{\rho} = L(\rho), \]

where \( L \) has the following well known form

\[ L(\rho) = -i[H, \rho] + \sum_k \gamma_k \left( L_k \rho L_k^\dagger - \frac{1}{2} \{ L_k^\dagger L_k \}, \rho \right), \]

with arbitrary noise operators \( L_k \) and positive rates \( \gamma_k \). This is the most general structure of the generator which guarantees that the dynamical map \( \Lambda_t = e^{tL} \) is completely positive and trace-preserving (CPTP) [2–5]. Solutions of (1) define very good approximation of real system’s evolution provided the system-environment interaction is sufficiently weak and there is separation of time scales for the system and environment [5]. Typical examples where Markovian approximation is physically justified are quantum optical systems [6–8]. It is well known that eigenvalues of \( L \) provide information about the rate of relaxation, dissipation and decoherence processes and hence define key physical property of the physical process. Actually, these are not \( \gamma_k \) which are directly measured in the laboratory but the corresponding eigenvalues of the generator.

Let \( \ell_\alpha \) be the corresponding (complex) eigenvalues of \( L \), that is, \( L(X_\alpha) = \ell_\alpha X_\alpha \) for \( \alpha = 0, \ldots, d^2 - 1 \), where \( d = \dim \mathcal{H} \). Since \( L \) does preserve Hermiticity one has \( L(X_\alpha^\dagger) = \ell^*_\alpha X_\alpha^\dagger \), that is, if \( \ell_\alpha \) is complex, then \( \ell^*_\alpha \) is also an eigenvalue. It is well known [4] that \( \lambda_0 = 0 \) and the corresponding eigenvector (zero-mode of \( L \)) \( X_0 \) gives rise to the invariant state of the evolution \( \omega = X_0 / \text{Tr} X_0 \), that is, \( \Lambda_t(\omega) = \omega \). The corresponding eigenvalues \( \lambda_\alpha(t) \) of the dynamical map \( \Lambda_t = e^{tL} \) read \( \lambda_\alpha(t) = e^{t\ell_\alpha} \) and hence necessarily the relaxation rates \( \Gamma_\alpha \) defined by

\[ \Gamma_\alpha = -\text{Re} \ell_\alpha, \]

are non-negative \( \Gamma_\alpha \geq 0 \) for all \( \alpha = 1, \ldots, d^2 - 1 \) (otherwise \( e^{t\ell_\alpha} \) blows up as \( t \to \infty \)). Eigenvalues \( \lambda_\alpha(t) \) of the corresponding dynamical map \( \Lambda_t = e^{tL} \) belong to the unit disc on the complex plane, that is, \( |\lambda_\alpha(t)| \leq 1 \). This is a quantum analog of the celebrated Frobenius-Perron theorem for stochastic matrices. Surprisingly, apart form the fact that all \( \Gamma_\alpha \geq 0 \) not much more is known about the structure of the spectrum of a GKLS generator. Actually, one can show that \( e^{tL} \) is CPTP for \( t \geq 0 \) if and only if \( L \) satisfy the following property (known as conditional complete positivity) [9, 10]

\[ P^\dagger [(I \otimes L)(P)] P^\dagger \geq 0, \]

where \( P = |\psi_+\rangle \langle \psi_+| \) denotes the projector onto maximally mixed state \( |\psi_+\rangle \in \mathcal{H} \otimes \mathcal{H} \), and \( P^\dagger = \mathbb{1} - P \) is orthogonal to \( P \). Unfortunately, condition (4) does not provide any transparent information about the spectrum of \( L \). The same problem arises for quantum channels. A linear map \( \Phi : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \) is completely positive if and only if the corresponding Choi matrix \( (I \otimes \Phi)(P) \geq 0 \) [11]. Again, positivity of the Choi matrix cannot be easily translated into the property of the spectrum of the map \( \Phi \). This should be clear since the map and hence also its Choi matrix depend in a nontrivial way both on the spectrum (eigenvalues) and eigenvectors. On the other hand eigenvalues and in particular relaxation rates have a clear physical interpretation and can be directly measured. Hence, eigenvalues of the Choi matrix decide about complete positivity and eigenvalues of the generator (or the quantum channel) are measurable quantities. It is, therefore, clear that one can expect some additional property relating relaxation rates which is responsible for complete positivity of the quantum evolution. Relaxation properties of GKLS generators were further studied in [4, 19] and more recently e.g. in [20, 21]. Some constraints for relaxation rates for 3- and 4-level systems were presented in [22–24]. Interestingly, authors of a semi-
inal paper [2] already observed that for a qubit evolution governed by the following well known generator

$$\mathcal{L}(\rho) = -i \frac{\Delta}{2} [\sigma_z, \rho] + \mathcal{L}_D(\rho),$$

(5)

with the dissipative part $\mathcal{L}_D = \gamma_+ \mathcal{L}_+ + \gamma_- \mathcal{L}_- + \gamma_z \mathcal{L}_z$ consisting of: pumping $\mathcal{L}_+(\rho) = \sigma_+ \rho \sigma_- - \frac{1}{2} [\sigma_- \sigma_+, \rho]$, damping $\mathcal{L}_-(\rho) = \sigma_- \rho \sigma_+ - \frac{1}{2} [\sigma_+ \sigma_-, \rho]$, and dephasing $\mathcal{L}_z(\rho) = \sigma_z \rho \sigma_z - \rho$, complete positivity implies the following well known condition for the relaxation times $T_\alpha = 1/\Gamma_\alpha$:

$$T_L \geq 2 T_T,$$

(6)

where the longitudinal rate $\Gamma_L = \Gamma_3 = \gamma_+ + \gamma_-$, and transversal rate $\Gamma_T = \Gamma_1 = \Gamma_2 = \frac{1}{2} (\gamma_+ + \gamma_-) + \gamma_z$. Condition (6) was experimentally demonstrated to be true [4, 12]. Clearly, the very condition (6) provides only partial information about the corresponding qubit generator. However, violation of (6) shows that the generator does not provide legitimate CPTP evolution. Condition (6) has even more appealing form when rephrased in terms of relaxation rates. Indeed, one finds

$$\sum_{k=1}^3 \Gamma_k \geq 2 \Gamma_i ; \quad i = 1, 2, 3,$$

(7)

that is, each single relaxation rate cannot be too large. In terms of relative relaxation rates $R_i = \Gamma_i / (\Gamma_1 + \Gamma_2 + \Gamma_3)$, it says that,

$$R_i \leq \frac{1}{2} ; \quad i = 1, 2, 3,$$

(8)

The generator (5) is very special and in particular implies that the rates $\Gamma_1$ and $\Gamma_2$ are the same. Interestingly, Kimura [13] showed that condition (7) is universal for any qubit generator. For a purely dissipative generator Wolf and Cirac derived the following result (Theorem 6 in [14])

$$\|\mathcal{L}\| \leq \frac{2}{d} \Gamma,$$

(9)

with $\Gamma := \sum_{q=3}^{4d} \Gamma_q$, where $\|\mathcal{L}\|$ denotes the operator norm. Note, that due to $\|\mathcal{L}\| \geq |f_\alpha| \geq \Gamma_\alpha$, the above condition implies

$$R_\alpha \leq \frac{2}{d} ; \quad \alpha = 1, \ldots, d^2 - 1,$$

(10)

where $R_\alpha = \Gamma_\alpha / \Gamma$. Recently, Kimura et al. [15] obtained the following universally valid constraints for any GKLS generator:

$$R_\alpha \leq \frac{\sqrt{2}}{d} ; \quad \alpha = 1, \ldots, d^2 - 1.$$

(11)

In this Letter we conjecture that the bound (11) can be still improved and propose the following

**Conjecture 1** Any GKLS generator (2) for $d$-level quantum systems implies the following constraints for the relaxation rates

$$\Gamma \geq d R_\alpha ; \quad \alpha = 1, \ldots, d^2 - 1.$$

(12)

Equivalently, in terms of the relative relaxation rates $R_\alpha = \Gamma_\alpha / \Gamma$, we conjecture that

$$R_\alpha \leq \frac{1}{d} ; \quad \alpha = 1, \ldots, d^2 - 1.$$

(13)

Moreover, the bound (12) is tight, i.e. cannot be improved.

Unfortunately, we still do not have a complete proof of (12). However, we show in this Letter that this conjecture holds for several important classes of GKLS generators. In particular any generator giving rise to the unital evolution, that is $\mathcal{L}(\mathbb{I}) = 0$, satisfies (12). Unital (often called doubly stochastic) maps characterize decoherence processes that do not decrease entropy [25, 26] and provide direct generalization of unitary maps. A second important class are GKLS generator which display additional symmetry, that is, they are covariant w.r.t. maximal abelian subgroup of the unitary group $U(d)$. Actually, qubit generator (5) belongs to this class. The classical Pauli master equation is another example.

The formula (2) provides the most general mathematical structure of the generator compatible with the requirement of complete positivity and trace-preservation. Note, however, that not every generator constructed according to (2) has a clear physical interpretation. There exists a natural class of generators of Markovian semigroups derived in the weak coupling limit [4, 5, 17] and these do enjoy the covariance property. Hence, we may summarise that physically motivated generators do satisfy Conjecture (1). This conjecture is also strongly supported by numerical analysis (cf. Figure 1).

Interestingly, it is perfectly consistent with the spectrum of random GKLS generator in the large $d$-limit [16]. Finally, we also construct a GKLS model which saturates (13) (for some $\alpha$). This implies that (13) are the tightest constraints which characterize the universally valid spectral property of GKLS generators.

Clearly, the conjecture providing universal constraints for relaxation rates is interesting by itself since they are composed of experimentally accessible quantities and hence provide a direct method to check the validity of GKLS generators, or the completely positive condition. It has, however, further very interesting implications. It allows to establish universal constraints for eigenvalues
of quantum channels (Conjecture 2). Moreover, it provides necessary condition for a quantum channel $\Phi$ to be represented via $\Phi = e^{C}$ for some GKLS generator [9]. It is found that in this case all eigenvalues are constrained to a ring $r \leq |z_0| \leq 1$, where the inner radius $r$ is fully characterized by the original channel $\Phi$ (Conjecture 3).

**Classical Pauli master equation.** — Let us start our analysis with a classical counterpart of master equation. Consider a Pauli rate equation for a classical system with $d$ states

$$\frac{dp_i}{dt} = \sum_{j=1}^{d} K_{ij} p_j,$$  

(14)

where $K$ is the classical generator satisfying the following Kolmogorov conditions [27]

$$K_{ij} \geq 0, \quad (i \neq j); \quad \sum_{i=1}^{d} K_{ij} = 0.$$  

(15)

Hence $K_{ij}$ can be represented as $K_{ij} = t_{ij} - \delta_{ij} \sum_{m=1}^{d} t_{mj}$, with $t_{ij} \geq 0$. Note that here only $t_{ij}$ with $i \neq j$ are relevant, so in the following, we put $t_{ii} = 0$. Equivalently, (14) can be formulated as follows

$$\dot{p}_i = \sum_{j=1}^{d} (t_{ij} p_j - t_{ji} p_i).$$  

(16)

Do we have a classical analog of (12)? Spectral properties of $d \times d$ matrix $K_{ij}$ are similar to that of $\mathcal{L}$: there are $d$ complex eigenvalues $\ell^c_0, \ldots, \ell^c_{d-1}$ with $\ell^c_0 = 0$. Moreover, $\Gamma^c_k = -\text{Re} \ell^c_k \geq 0$, and the spectrum is symmetric w.r.t. real axis. Interestingly, in the classical case there is no bound on the relative classical rates $R^c_k$, that is, given a set of classical rates $\Gamma^c_k \geq 0$ one can construct a classical generator $K_{ij}$ which does display exactly these rates. In particular any single relative rate $R^c_k$ can be arbitrary close to ‘1’. (See Appendix for details.)

Consider now a quantum evolution $t \rightarrow \rho(t)$ such that the diagonal elements $p_k = \rho_{kk}$ evolve according to the classical Pauli equation (14). Introducing the family of noise operators $E_{ij} = |i\rangle\langle j|$ one constructs the following GKLS generator

$$\mathcal{L}(\rho) = \sum_{i,j=1}^{d} t_{ij} E_{ij} \rho E_{ij}^\dagger - \frac{1}{2} \{ B, \rho \}$$  

(17)

where $B = \sum_{k} b_k |k\rangle\langle k|$, with $b_k = \sum_{j=1}^{d} t_{jk}$. The spectrum of $\mathcal{L}$ consists of $d$ classical eigenvalues of the classical generator represented by the matrix $K_{ij} = t_{ij} - \delta_{ij} b_j$: $\lambda_0 = 0, \ell^c_1, \ldots, \ell^c_{d-1}$, and the remaining eigenvalues correspond to eigenvectors $E_{kl}$:

$$\mathcal{L}(L_{kl}) = -\frac{1}{2} (b_k + b_l) E_{kl}, \quad (k \neq l).$$  

(18)

Hence, one has classical rates $\Gamma^c_1, \ldots, \Gamma^c_{d-1}$, and the remaining quantum rates

$$\Gamma_{kl} = \frac{1}{2} (b_k + b_l), \quad (k \neq l).$$  

(19)

**Proposition 1** The generator (17) satisfies (12).

For the proof see Appendix. This simple analysis shows that the role of quantum rates $\Gamma_{kl}$ is to restore the bound (12) which is violated if one considers only classical rates $\Gamma^c_k$. In terms of relative rates for the original classical problem $R^c_k$ can be arbitrarily close to ‘1’. However, after incorporating the remaining rates $\Gamma_{kl}$ one finds

$$R^c_k \leq \frac{1}{d}, \quad \Gamma_{kl} \leq \frac{1}{d}.$$  

Clearly, this is the requirement of complete positivity which enforces the rates to satisfy (12).

The bound is tight. — For any dimension $d$ one can construct $\mathcal{L}$ such that bound (13) is attained for some $R^c_k$. Indeed, consider well known generator constructed via a double commutator

$$\mathcal{L}(\rho) = -[\Sigma, [\Sigma, \rho]] = 2\Sigma^2 \rho - \{ \Sigma^2, \rho \},$$  

(20)

for some Hermitian operator $\Sigma$. A well known example is a qubit dephasing corresponding to $\Sigma = \sigma_z$. Let $\Sigma = \sum_k s_k |k\rangle\langle k|$ and assume that $s_1 \leq \ldots \leq s_d$. Then one finds for the relaxation rates $\Gamma_{ij} = (s_i - s_j)^2$ with the
maximal rate \( \Gamma_{\text{max}} = \Gamma_{1d} \). One shows (cf. Appendix ) that

\[
\sum_{i,j=1}^{d} \Gamma_{ij} \geq d \Gamma_{\text{max}},
\]

which supports the conjecture (12). Moreover, taking \( s_2 = \ldots = s_{d-1} = \frac{d+1}{2} \), one finds \( \sum_{i,j=1}^{d} \Gamma_{ij} = d \Gamma_{\text{max}} \), or equivalently \( R_{\text{max}} = \frac{1}{4} \).

**Dissipativity condition.** It is more convenient to proceed in the Heisenberg picture defined by the dual generator \( \mathcal{L}^{\dagger} \) which is related to Schrödinger picture generator \( \mathcal{L} \) via \( \text{Tr}(X \mathcal{L}(Y)) = \text{Tr}(\mathcal{L}^{\dagger}(X)Y) \) for any pair of operators \( X, Y \in \mathcal{B}(\mathcal{H}) \). Clearly, both \( \mathcal{L} \) and \( \mathcal{L}^{\dagger} \) have the same spectrum \( \ell_{\alpha} \) but in general different eigenvectors. As was shown by Lindblad [3] any GKLS generator satisfy the following dissipativity condition

\[
\mathcal{L}^{\dagger}(X^{\dagger}X) - \mathcal{L}^{\dagger}(X^{\dagger})X - X^{\dagger}\mathcal{L}^{\dagger}(X) \geq 0,
\]

for all \( X \in \mathcal{B}(\mathcal{H}) \). Inserting the formula (2) for the generator one finds (cf. Appendix )

\[
\mathcal{L}^{\dagger}(X^{\dagger}X) - \mathcal{L}^{\dagger}(X^{\dagger})X - X^{\dagger}\mathcal{L}^{\dagger}(X) = \sum_{k} \gamma_k [L_k, X]^{\dagger}[L_k, X].
\]

Now, inserting \( X = Y_\alpha \), where \( \mathcal{L}^{\dagger}(Y_\alpha) = \ell_{\alpha} Y_\alpha \) one obtains

\[
\mathcal{L}^{\dagger}(Y_\alpha^{\dagger}Y_\alpha) + 2\Gamma_{\alpha} Y_\alpha^{\dagger}Y_\alpha = \sum_{k} \gamma_k [L_k, Y_\alpha]^{\dagger}[L_k, Y_\alpha],
\]

which finally implies

\[
\text{Tr}(\omega \mathcal{L}^{\dagger}(Y_\alpha^{\dagger}Y_\alpha)) + 2\Gamma_{\alpha} \text{Tr}(\omega Y_\alpha^{\dagger}Y_\alpha) = \sum_{k} \gamma_k \text{Tr}(\omega[L_k, Y_\alpha]^{\dagger}[L_k, Y_\alpha]),
\]

where \( \omega \) is an invariant state satisfying \( \mathcal{L}(\omega) = 0 \). One has therefore

\[
\text{Tr}(\omega \mathcal{L}^{\dagger}(Y_\alpha^{\dagger}Y_\alpha)) = \text{Tr}(\mathcal{L}(\omega)Y_\alpha^{\dagger}Y_\alpha) = 0,
\]

and hence one finds the following formula for \( \Gamma_{\alpha} \)

\[
2\Gamma_{\alpha} \text{Tr}(\omega Y_\alpha^{\dagger}Y_\alpha) = \sum_{k} \gamma_k \text{Tr}(\omega[L_k, Y_\alpha]^{\dagger}[L_k, Y_\alpha]).
\]

Introducing the following inner product \( (A, B)_{\omega} = \text{Tr}(\omega A^{\dagger}B) \) and the corresponding \( \omega \)-norm \( \|A\|_{\omega}^{2} = (A, A)_{\omega} \) the formula (24) may be rewritten in the following compact form

\[
\Gamma_{\alpha} = \frac{1}{2\|Y_\alpha\|_{\omega}^{2}} \sum_{k} \gamma_k \| [L_k, Y_\alpha] \|_{\omega}^{2}.
\]

This formula is universal, that is, it holds for any GKLS generator. Clearly, to compute \( \Gamma_{\alpha} \) one has to know the corresponding eigenvector \( Y_\alpha \) and the invariant state \( \omega \). In particular, since \( Y_0 = \mathbb{1} \), one recovers \( \Gamma_0 = 0 \).

**Unital semigroups.** In this section starting from the universal formula (25) we prove (12) for generators of unital semigroup, i.e. semigroups satisfying \( e^{t\mathcal{L}}(\mathbb{1}) = \mathbb{1} \). Unital semigroups enjoy several important properties. One proves [25, 26] that \( e^{t\mathcal{L}} \) is unital if and only if for any initial state \( \rho \) one has

\[
\frac{d}{dt} S(e^{t\mathcal{L}}(\rho)) \geq 0,
\]

where \( S(\rho) \) stands for the von-Neumann entropy (actually it holds also for Rényi and Tsallis entropy as well). The corresponding generator satisfy \( \mathcal{L}(\mathbb{1}) = 0 \). This condition is equivalent to

\[
\sum_{k} \gamma_k L_k^{\dagger}L_k = \sum_{k} \gamma_k L_k L_k^{\dagger}.
\]

In particular it happens when all Lindblad operators \( L_k \) are normal \( (L_k L_k^{\dagger} = L_k^{\dagger} L_k) \).

Inserting \( \omega = \mathbb{1}/d \) into formula (25) one obtains

\[
\Gamma_{\alpha} = \frac{1}{2\|Y_\alpha\|_{\omega}^{2}} \sum_{k} \gamma_k \| [L_k, Y_\alpha] \|_{\omega}^{2},
\]

where now \( \|A\|^{2} = \text{Tr}(A^{\dagger}A) \). To prove (12) we use the following intricate inequality [28]

\[
\| [A, B] \|^{2} \leq 2 \|A\|^{2} \|B\|^{2}.
\]

Actually, this inequality was conjectured by Böttcher and Wenzel [29] in 2005 (see [28] for more details). A simpler proof can be found in [30]. It should be stressed that the bound (11) was shown by the direct use of this inequality as well.

Now, (29) immediately implies

\[
\Gamma_{\alpha} \leq \sum_{k} \gamma_k \|L_k\|^{2}.
\]

Assuming the following normalization \( \|L_k\|^{2} = 1 \) as well as the condition \( \text{Tr}L_k = 0 \) without loss of generality, one shows (cf. Appendix ) that

\[
\sum_{k} \gamma_k = \frac{1}{d} \sum_{\alpha} \Gamma_{\alpha},
\]

and hence (30) reproduces (12). Thus, we have shown
Theorem 1 The generator with unital semigroup satisfies (12).

A class of covariant generators. — Symmetry plays a key role in modern physics. In many cases it enables one to simplify the problem and often leads to much deeper understanding and the more elegant mathematical formulation. Let us consider a class of generators covariant w.r.t. the maximal commutative subgroup of the unitary group $U(d)$

$$U_x \mathcal{L}(X)U_x^\dagger = \mathcal{L}(U_x X U_x^\dagger),$$  \hspace{1cm} (32)

where $U_x = \sum_{k=1}^d e^{-i\omega_k} |k\rangle \langle k|$, and $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$. Any generator satisfying (32) has the following form

$$\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_1 + \mathcal{L}_2,$$

where $\mathcal{L}_0(\rho) = -i[H, \rho]$, together with

$$\mathcal{L}_1(\rho) = \frac{1}{2} \sum_{i,j=1}^d t_{ij} E_{ij} \rho E_{ij}^\dagger - \frac{1}{2} \{B, \rho\},$$

$$\mathcal{L}_2(\rho) = \frac{1}{2} \sum_{i,j=1}^d d_{ij} |i\rangle \langle i| |j\rangle \langle j| - \frac{1}{2} \{D, \rho\},$$

where the Hamiltonian $H = \sum_{i,j=1}^d h_i |i\rangle \langle j|$, $B = \sum_{i,j=1}^d b_{ij} |i\rangle \langle j|$, and $D = \sum_{i=1}^d d_{i} |i\rangle \langle i|$. This is GKLS generator iff $t_{ij} \geq 0$ and the Hermitian matrix $[d_{ij}]_{i,j=1}^d$ is positive definite. Clearly, $\mathcal{L}_1$ is a classical generator considered before and $\mathcal{L}_2$ adds pure decoherence with respect to the orthonormal basis $|1\rangle, \ldots, |d\rangle$. Interestingly, the very condition (32) implies that $\mathcal{L}_0, \mathcal{L}_1, \mathcal{L}_2$ share the same eigenvectors. It is, therefore, clear that eigenvalues of $\mathcal{L}$ are simply sum of eigenvalues of $\mathcal{L}_0$. Due to this property the analysis of $\mathcal{L}$ leads to the following

Proposition 2 The generator (33) satisfies (12).

For the proof see Appendix.

Markovian semigroup in the weak coupling limit. — Any legitimate generator of CPTP semigroup has a GKSL form (2). However, not every such generator has a clear physical interpretation. If the (open) quantum system is weakly coupled to the environment it was shown by Davies [17, 18] that performing so called weak coupling limit one eventually derives Markovian generator which has exactly GKLS form but now has a clear physical meaning being derived from the proper microscopic model (cf. [4, 5, 31, 32]). Actually, if the invariant state $\omega$ has a non-degenerate spectrum (generic situation), then the corresponding generator derived in the weak coupling limit satisfies (32), and moreover $[\omega, U_x] = 0$, that is, $\omega = \sum_k \omega_k |k\rangle \langle k|$. Additional property of such generator is a quantum detailed balance condition [4] which in this case reduces to $t_{ik} \omega_k = t_{ki} \omega_i$, which is, however, not essential for (12). Hence we may conclude that a class of physically legitimate GKLS generators defined via weak coupling limit does satisfy (12).

Implications. — Provided our conjecture is true what is it good for? Note, that it enables to characterize spectra of quantum channels. Indeed, if $\Phi$ is a quantum channel (CPTP map), then $\mathcal{L}(\rho) = \Phi(\rho) - \rho$ defines a legitimate GKLS generator [2]. An example of such generator is just qubit dephasing ‘$\sigma_z \rho \sigma_z - \rho$’. Now, let $z_\alpha = x_\alpha + iy_\alpha$ denote eigenvalues of $\Phi$. Clearly, they belong to the unit disc $|z_\alpha| \leq 1$ and $z_0 = 1$. It is therefore clear that Conjecture 1 implies the following

**Conjecture 2** The spectrum $z_\alpha = x_\alpha + iy_\alpha$ of any quantum channel satisfy

$$\sum_{\beta=1}^{d^2-1} x_\beta \leq d(d-1) - 1 + dx_\alpha,$$

(35)

for $\alpha = 1, \ldots, d^2 - 1$.

Since the Conjecture 1 holds in the qubit case one has

**Proposition 3** The spectrum $z_\alpha = x_\alpha + iy_\alpha$ of any qubit channel satisfies

$$|x_1 \pm x_2| \leq 1 \pm x_3.$$

(36)

Indeed, (36) follows immediately from (35) for $d = 2$. In particular for the Pauli channel $\Phi(\rho) = \sum_{\alpha=0}^3 p_{\alpha} \sigma_\alpha \rho \sigma_\alpha$, one has $z_k = x_k$, and (36) are equivalent to the celebrated Fujiwara-Algoet conditions [41]. Moreover, since the Conjecture 1 holds for generators satisfying $\mathcal{L}(I) = 0$, one immediately proves

**Proposition 4** The spectrum of any unital quantum channel satisfies (35).

A second immediate implication of Conjecture 1 is the problem of deciding whether a given quantum channel $\Phi$ can be represented as $\Phi = e^\mathcal{L}$ for some GKLS generator $\mathcal{L}$ [9, 14]. Our original Conjecture 1 implies

**Conjecture 3** If $\Phi = e^\mathcal{L}$, then the spectrum $z_\alpha$ of $\Phi$ satisfies

$$\det \Phi = z_1 \ldots z_{d^2-1} \leq |z_\alpha|^d,$$

(37)

for $\alpha = 1, \ldots, d^2 - 1$.

Interestingly, it shows that all $z_\alpha$ are not only constrained to the unit Frobenius disc but belong to the ring
\[ \sqrt{\det \Phi} \leq |z_\alpha| \leq 1. \]  

(38)

Clearly, Conjecture 3 is satisfied for all qubit channels and all unital channels. In particular for a qubit Pauli channel all eigenvalues \( z_\alpha \) are real and hence (37) reduces to the following simple condition \( z_i z_j \leq z_k \), where \( i, j, k \in \{1, 2, 3\} \) are all different. This condition was recently derived in [33, 34].

Conclusions. — In this Letter we propose a conjecture for the universal constraints for relaxation rates \( \Gamma_\alpha \) of a quantum dynamical semigroup. Since relaxation rates are measurable quantities proposed constraints provides necessary physical condition for the Markovian generator to be physically legitimate. It is shown that the conjecture is supported by several well known examples of quantum semigroups including unital (doubly stochastic) evolution and semigroups derived in the weak coupling limit. It is strongly supported by numerical analysis (cf. Figure 1). Interestingly, the conjecture has several important implications: it allows to provide universal constraints for spectra of quantum channels and provides necessary condition to decide whether a given channel \( \Phi \) is consistent with Markovian evolution \( \Phi = e^L \). Note, that presented analysis may be immediately generalized for the time dependent case. Now, the evolution is generated by time-dependent generator \( L_t \). A question which attracted a lot attention recently – is this evolution Markovian (cf. recent reviews [35–38]). Now, having an access to local relaxation rates \( \Gamma_\alpha(t) \) the constraint (12) provides necessary condition for Markovianity (defined via so called CP-divisibility [39]). Hence, whenever local relaxation rates violate (12) the evolution is non-Markovian. In [40] a hierarchy of \( k \)-divisibility \( k = 1, \ldots, d \) was proposed — it states that the propagator \( V_{t,s} \) defined via \( \Lambda_t = V_{t,s} \Lambda_s \) is \( k \)-positive. Our original conjecture (12) strongly suggests that \( k \)-positivity is controlled by the following constraint \( \Gamma \geq k \Gamma_\alpha \), which reproduces (12) if \( k = d \). If this is true then purely mathematical property of the map \( (k\text{-divisibility)} \) can be decided in terms of purely physical quantities (local relaxation rates). This however needs further analysis.
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No constraints for Classical Rates

Different from quantum cases, we observe no (non-trivial) constraints on the classical rates \( \Gamma^{cl}_k \). In particular, any single relative rate \( B^{cl}_k := \Gamma^{cl}_k/(\sum \Gamma^{cl}_i) \) can be arbitrary close to ‘1’. This can be shown by constructing a classical generator \( K \) which possesses arbitrary positive classical rates \( r_k \geq 0 \) \( k = 1, \ldots, d-1 \):

\[
K = \begin{pmatrix}
-r_1 & r_2 & r_3 & \cdots & r_{d-1} & 0 \\
0 & -r_2 & 0 & \cdots & 0 & 0 \\
0 & 0 & -r_3 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -r_{d-1} & 0 \\
r_1 & 0 & 0 & \cdots & 0 & 0
\end{pmatrix}.
\]

Clearly Kolmogorov conditions are satisfied and one can easily check that the eigenvalues of this matrix are \(-r_j \) \( j = 1, \ldots, d-1 \) and 0.

Proof of Proposition 1

For the classical generator (17), a straightforward calculation shows that \( \mathcal{L}(E_{ii}) = \sum_j (t_{ij} - \delta_{ij} b_i)E_{jj} = \sum_j K_{ij} E_{jj} \), hence the diagonal elements satisfy \( \frac{d}{dt} p_i = \text{Tr} E_{ii} \mathcal{L}(\rho) = \text{Tr} \mathcal{L}(E_{ii}) \rho = \sum_j K_{ij} p_j \). Similarly, one has \( \mathcal{L}(E_{ii}) = \sum_j K_{ij} E_{jj} \). Using this, one can check that the spectrum of \( \mathcal{L} \) consists of \( d \) classical eigenvalues of the classical generator \( K \): \( \lambda_0 = 0, \lambda^1, \ldots, \lambda^{d-1}_d \), and the remaining eigenvalues correspond to eigenvectors \( E_{kl} \):

\[
\mathcal{L}(E_{kl}) = -\frac{1}{2} (b_k + b_l) E_{kl}, \quad (k \neq l).
\]

(39)

Hence, one has classical rates \( \Gamma^1, \ldots, \Gamma^{d-1}_d \), and the remaining quantum rates

\[
\Gamma_{kl} = \frac{1}{2} (b_k + b_l), \quad (k \neq l).
\]

(40)

To prove Proposition 1, we show

\[
\Gamma^i \leq \frac{1}{d} \sum_{\beta=1}^{d^2-1} \Gamma_{\beta}, \quad i = 1, \ldots, d-1
\]

(41)

and

\[
\Gamma_{kl} \leq \frac{1}{d} \sum_{\beta=1}^{d^2-1} \Gamma_{\beta}, \quad k \neq l = 1, \ldots, d.
\]

(42)

Reminding our convention that \( t_{ii} = 0 \),

\[
\Gamma := \sum_{i=1}^{d-1} \Gamma^i = -\text{Tr} K = - \sum_{l} (t_{ll} - \sum_{k=1}^{d} t_{kl}) = \sum_{k,l} t_{kl}.
\]
Using (40), one has \( \sum_{k \neq l} \Gamma_{k l} = (d - 1) \sum_{k, l} t_{k l} \), and hence

\[
\Gamma := \sum_{\beta=1}^{d^2-1} \Gamma_{\beta} = \Gamma^{cl} + \sum_{k \neq l} \Gamma_{k l} = d \sum_{k, l} t_{k l} = d \Gamma^{cl}.
\]

Therefore, one finds

\[
\frac{1}{d} \Gamma = \Gamma^{cl} \geq \Gamma_i^{cl}, \quad i = 1, \ldots, d - 1,
\]

which shows that (41) is trivially satisfied. Now, to prove (42) one needs to show

\[
\frac{1}{d} \Gamma = \Gamma^{cl} = \sum_{i,j} t_{ij} \geq \frac{1}{2}(b_k + b_l),
\]

where

\[
= \frac{1}{2} \left( \sum_i t_{ik} + \sum_j t_{ji} \right), \quad k \neq l = 1, \ldots, d,
\]

which again is trivially satisfied by the positivity of \( t_{ij} \).

The bound is tight

To see that the conjectured bound (12) is tight, i.e., the constant \( d \) is the best constant, one can simply construct a simple GKLS generator with which the equality in (12) is attained. The simplest one we have found is given by the generator (20). Here, we show that it satisfies (12) (the fact of which is covered by the general statement in Proposition 1) and in particular that the equality is attained by an appropriate \( \Sigma \).

By ordering the eigenvalues in ascending order: \( s_1 \leq s_2 \leq \ldots \leq s_d \), it is enough to prove

\[
\sum_{k, l=1}^d \Gamma_{k l} \leq d \Gamma_{1d}, \quad (44)
\]

that is,

\[
2 \sum_{k<l} (s_k - s_l)^2 \geq (s_d - s_1)^2. \tag{45}
\]

**Lemma 1** For any \( x_1, x_2, \ldots, x_n \in [a, b] \) with real numbers \( a < b \) and \( n = 1, 2, \ldots, n \), one has

\[
2 \sum_{i=1}^n (x_i - a)^2 + (x_i - b)^2 + \sum_{i,j=1}^n (x_i - x_j)^2 \geq n(a-b)^2,
\]

and the equality holds iff \( x_1 = \cdots = x_n = \frac{a+b}{2} \).

[Proof of Lemma 1] Define \( f(x_1, \ldots, x_n) = 2 \sum_{i=1}^n (x_i - a)^2 + (x_i - b)^2 + \sum_{i,j=1}^n (x_i - x_j)^2 \). Since \( f \) is continuous and differentiable on the compact region \([a, b]^n\), it has a minimum value and is attained by one of the extrema of \( f \). However, one has

\[
\frac{\partial}{\partial x_i} f = 4(x_i - a) + 4(x_i - b) + 2 \sum_{k, l} (x_k - x_l)(\delta_{ik} - \delta_{il})
\]

\[
= 4((2+n)x_i - (a+b) - \sum_k x_k).
\]

Therefore, the only extremum is at \( x_1 = x_2 = \cdots = x_n \), which turns out to be \( \frac{a+b}{2} \) (from the condition \( \frac{\partial}{\partial x_i} f = 0 \)). Therefore, \( f \) takes its minimum at this point and the substitution of \( x_1 = x_2 = \cdots = x_n = \frac{a+b}{2} \) to \( f \) gives \( n(a-b)^2 \).

Applying this Lemma for \( n = d-2 \), \( a = s_1, b = s_d \), and \( x_1 = s_2, x_2 = s_3, \ldots, x_d = s_{d-1} \) implies (45). Finally, notice that if we take \( \Sigma \) with \( s_2 = \ldots = s_{d-1} = \frac{a+b}{2} \) then \( \sum_{i,j=1}^d \Gamma_{ij} = d \Gamma_{1d} \). This shows that the equality in (12) is attained.

**Derivation of Eq. (23)**

Using the dual generator \( L^3 \) for GKLS generator (2), which reads

\[
L^k(X) = i[H, X] + \sum_k \gamma_k \left( L^k \hat{X} L_k - \frac{1}{2} \{L^k L_k, X\} \right), \tag{46}
\]

one observes a useful identity (23). Indeed, applying \( X^1 X, X^1 \) to \( X \) in (46), the left hand side of (23) is computed as

\[
\sum_k \gamma_k (L^k \hat{X} X L_k - L^k \hat{X} L_k X - L^k X L_k + X^1 \hat{L} \hat{X} L_k X),
\]

which coincides with the right hand side of (23).

**Derivation of Eq. (31)**

In this section, we derive Eq. (31) by introducing the following general formula for the trace of GKLS generator (2):

\[
\text{Tr} L = \sum_k \gamma_k (|\text{Tr} L_k|^2 - d ||L_k||^2), \tag{47}
\]

where \( ||A||^2 = \text{Tr}(A^\dagger A) \). If one uses the normalized and traceless generator \( L_k \) (indeed, without loss of generality, the trace part of \( L_k \) can be renormalized to the Hamiltonian part), this can be simplified to

\[
\text{Tr} L = -d \sum_k \gamma_k. \tag{48}
\]

This relation was previously shown by direct computations based on unitary operator basis in [14] and matrix units in [15], respectively. Here, we give its simple derivation using the well-known super-operator representation of a \( L \) [42]:

\[
\hat{L} = -i(H \otimes \mathbb{1} - \mathbb{1} \otimes H^T) + \sum_k \gamma_k L_k \otimes \mathcal{L}_k
\]

\[
- \frac{1}{2} L_k L_k \otimes \mathbb{1} - \frac{1}{2} \mathbb{1} \otimes \mathcal{L}_k L_k^T.
\]
where $T$ is the transposition operation. Now the relation (47) is easily obtained by taking the trace operation and using the cyclic property of the trace. Finally, the facts that $L$ has $\ell_0 = 0$ eigenvalues and the complex eigenvalues of $L$ always appear as conjugate pairs shows

$$\text{Tr } L = \sum_{\beta=0}^{d^2-1} \ell_\beta = - \sum_{\beta=1}^{d^2-1} \Gamma_\beta.$$ 

Comparing this and (48), one gets Eq. (31).

**General form of generator (32)**

In this section, we show that the covariant generators satisfying (32) has the form (33) with (34).

**Lemma 2** A linear map $\Phi$ satisfies

$$U_x \Phi(X) U_x^\dagger = \Phi(U_x X U_x^\dagger),$$  

(49) for any $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ if and only if it has a form

$$\Phi(X) = \sum_{i,j=1}^d a_{ij} E_{ij} X E_{ij}^\dagger + \sum_{i,j=1}^d b_{ij} E_{ii} X E_{jj}. \quad (50)$$

[Proof] If $\Phi$ has the form (50), then one simply verifies (49). Assume that (49) is satisfied for any $x$. Then, one has

$$U_x \Phi(E_{ij}) U_x^\dagger = \Phi(U_x E_{ij} U_x^\dagger) = e^{i(x_x-x_y)} \Phi(E_{ij}) \quad (i,j=1,\ldots,d).$$

(51)

Letting $\Phi(E_{ij}) = \sum_{k,l=1}^d a_{ijk} E_{kl}$, this implies

$$a_{ijk} = e^{-i(x_x-x_y)} e^{i(x_y-x_z)} a_{ij};e_{kl} \quad (i,j,k,l=1,\ldots,d).$$

This can be true for any $x$ if and only if $a_{ijk};e_{kl}$ has the form:

$$a_{ijk} = c_{ik} b_{kl} \quad (52)$$

and

$$a_{ij};e_{kl} = b_{ij} c_{kl} \quad (53)$$

In other words,

$$\Phi(E_{ii}) = \sum_{k=1}^d c_{ik} E_{kk} \quad (54)$$

and

$$\Phi(E_{ij}) = b_{ij} E_{ij} \quad (i \neq j).$$

Therefore, the general form of $\Phi$ reads

$$\Phi(X) = \Phi \left( \sum_{i,j=1}^d \langle i \rangle X_j E_{ij} \right)$$

$$= \sum_{i,k=1}^d \langle i \rangle X_i c_{ik} E_{kk} + \sum_{i,j=1}^d \langle i \rangle X_j b_{ij} E_{ij}$$

$$= \sum_{i,j=1}^d c_{ij} E_{ij} X E_{ij}^\dagger + \sum_{i,j=1}^d b_{ij} E_{ii} X E_{jj}.$$ 

By adding an arbitrary $b_{ii}$ and letting $a_{ij} = c_{ij} - b_{ii} \delta_{ij}$, one gets the form (50).

Now, using the fact that any GKLS generator can be represented as

$$L(\rho) = -i[H, \rho] + \Phi(\rho) - \frac{1}{2} \{\Phi^\dagger(\mathbb{1}), \rho\}, \quad (52)$$

one finds that condition (32) implies that $H$ is diagonal $H = \sum_k h_k |k\rangle\langle k|$ and hence one arrives at (33).

**Proof of Proposition 2**

Following the analysis of (17) one easily finds the same set of classical rates $\Gamma^{cl}_{ij}$ and the rates $\Gamma_{kl}$ are simple modification of (40):

$$\Gamma_{kl} = \frac{1}{2} \left( b_{k} + b_{l} + d_{kk} + d_{ll} - d_{kl} - d_{lk} \right), \quad (k \neq l), \quad (53)$$

and one has

$$\Gamma := \sum_{\beta=1}^{d^2-1} \Gamma_\beta = d \Gamma^{cl} + (d-1) \sum_{i} d_{ii} - \sum_{i \neq j} \text{Re} d_{ij}. \quad (54)$$

Since the positivity of the matrix $D = [d_{ij}]$ implies the positivity of every principal sub-matrix, $\text{Re} d_{ij} \leq |d_{ij}| \leq \sqrt{d_{ii} d_{jj}} \leq \frac{d_{ii} + d_{jj}}{2}$. Summing this over all $i \neq j$ gives

$$\sum_{i} d_{ii} \geq \sum_{i \neq j} \text{Re} d_{ij}. \quad (55)$$

It is therefore clear that

$$\Gamma \geq d \Gamma^{cl}_{ij}. \quad (56)$$

Now, we prove $\Gamma \geq d \Gamma_{kl}$. Without losing generality we consider $k = 1$ and $l = 2$. Note that $\Gamma \geq d \Gamma_{12}$ is equivalent to the following inequality

$$x + y \geq 0, \quad (57)$$

where

$$x := d \sum_{i \neq j} t_{ij} - \frac{d}{2} \left( \sum_{m \neq 1} t_{m1} + \sum_{n \neq 2} t_{n2} \right), \quad (58)$$

and

$$y := (d-1) \sum_{i} d_{ii} - \frac{1}{2} \sum_{i \neq j} (d_{ij} + d_{ji}) - \frac{d}{2} (d_{11} + d_{22}) + \frac{d}{2} (d_{12} + d_{21}). \quad (59)$$

Now, since all $t_{ij} \geq 0$ one has $x \geq 0$ and hence to prove (57) it is enough to show that $y \geq 0$. Let us observe that

$$y = \text{Tr}(\mathbb{J}[A \circ D]), \quad (60)$$

where
where \( A \circ D \) denotes Hadamard product, \( \mathbb{J}_{ij} = 1 \), and
\[
A = \begin{pmatrix}
\frac{d}{2} & -1 & \frac{d}{2} & -1 & \cdots & -1 \\
\frac{d}{2} & -1 & \frac{d}{2} & -1 & \cdots & -1 \\
-1 & -1 & d-1 & -1 & \cdots & -1 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
-1 & -1 & \cdots & d-1 & -1 & -1 \\
-1 & -1 & \cdots & -1 & d-1 & -1
\end{pmatrix}, \quad (61)
\]
The matrix \( \mathbb{J}_{ij} \) is positive definite. One finds that the eigenvalues of the matrix \( A \) read: \( \{0, 0, d, \ldots, d\} \) which proves that \( A \) is positive definite as well. Since \( D \geq 0 \) one has \( A \circ D \geq 0 \). Finally \( y \geq 0 \) since the trace of \( \mathbb{J}[A \circ D] \) has to be positive. This completes the proof of Proposition 2.
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