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Abstract

We introduce a ring $H$ of partial difference-differential operators with constant coefficients initially defined by H. Gl"using-L"urßen for ordinary difference-differential operators and investigate its cohomological properties. Combining this ring theoretic observation with the integral representation technique developed by M. Andersson, we solve a certain type of division with bounds. In the last section, we deduce from this injectivity properties of various function modules over $H$ as well as the density results of exponential polynomial solutions for partial difference-differential equations.

1 Introduction

In the last century, various studies on the general theory of linear partial differential equations with constant coefficients has been conducted. Among many important works, we should mention the celebrated work of L. Ehrenpreis: Ehrenpreis’ fundamental principle. Roughly speaking, Ehrenpreis’ fundamental principle means that any solution of a system of linear partial differential equations with constant coefficients can be written as a superposition of exponential polynomial solutions. In particular, exponential polynomial solutions are dense in the solution space. Furthermore, if we let $\mathbb{C}[\partial] = \mathbb{C}[\partial_1, \ldots, \partial_n]$ denote the ring of linear partial differential equations
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1This type of theorem can never be true in variable coefficients cases. In this paper, “difference-differential equations” always means linear difference-differential equations with constant coefficients.
with constant coefficients, Ehrenpreis fundamental principle has its coho-
mo-logical counterpart which is expressed as injectivity properties of function
spaces over \( \mathbb{C}[\partial] \). We give a statement of a fundamental result in the theory
of linear partial differential equations only for \( \mathcal{C}^\infty \) functions.

**Theorem 1.1** ([17, Theorem 4.2], [22, Theorem 7.6.12, 7.6.13], [38, IV,§5,5]).

Let \( \Omega \) be a convex subset of \( \mathbb{R}^n \) and let \( \mathbf{E} \) denote the \( \mathbb{C}[\partial] \)-module consisting
of exponential polynomials. One has the following properties:

1. \( \mathcal{C}^\infty(\Omega) \) is an injective \( \mathbb{C}[\partial] \)-module, i.e., for any finitely generated
   \( \mathbb{C}[\partial] \)-module \( M \) and any positive integer \( i \), we have an identity
   \[
   \operatorname{Ext}_i^{\mathbb{C}[\partial]}(M, \mathcal{C}^\infty(\Omega)) = 0.
   \]

2. For any matrix \( \mathbb{P}(\partial) \in M(r_1, r_0; \mathbb{C}[\partial]) \), \( \operatorname{Ker}(\mathbb{P}(\partial) : \mathbf{E}^{r_0 \times 1} \rightarrow \mathbf{E}^{r_1 \times 1}) \) is
dense in \( \operatorname{Ker}(\mathbb{P}(\partial) : \mathcal{C}^\infty(\Omega)^{r_0 \times 1} \rightarrow \mathcal{C}^\infty(\Omega)^{r_1 \times 1}) \).

We call the theorem above Ehrenpreis-Malgrange type theorem. In the
following, we explain the meaning of (1) of Theorem 1.1 To this end, let us
consider a more general setting.

Let \( R \) be a subring of the ring of distributions with compact supports
\( \mathcal{E}'(\mathbb{R}^n) \) and \( F \) be a vector space of functions of a suitable kind, say \( F = \mathcal{C}^\infty(\mathbb{R}^n) \) for simplicity. Then, \( R \) acts on \( F \) by

\[
T \cdot f \overset{\text{def}}{=} T \ast f \quad (T \in R, f \in F).
\]

Here, \( \ast \) is the usual convolution product. Note that usual partial differential
operator \( \frac{\partial}{\partial x_i} \) can be realized as a convolution operator by

\[
\frac{\partial f}{\partial x_i} = \left( \frac{\partial}{\partial x_i} \delta \right) \ast f,
\]

where \( \delta \) is Dirac measure with support at the origin. For any \( r_1 \times r_0 \) matrix
\( \mathbb{P} \) with entries in \( R \) and for any \( f = (f_1, \cdots, f_{r_1}) \in F^{r_1 \times 1} \), we consider a
system of equations

\[
\mathbb{P} \mathbf{u} = \mathbf{f},
\]

where \( \mathbf{u} \in F^{r_0 \times 1} \) is an unknown vector of functions. Now, suppose this system
of equations (1.4) has a solution \( \mathbf{u} \). Then, we can easily find constraints on \( \mathbf{f} \):

For any \( r_2 \times r_1 \) matrix \( \mathbb{Q} \) with entries in \( R \), \( \mathbb{Q} \mathbb{P} = 0 \) implies \( \mathbb{Q} \mathbf{f} = 0 \). (1.5)
The condition (1.5) is called the compatibility condition of the system (1.4). One may ask if this condition is sufficient for the solvability of the system (1.4). After a simple discussion on homological algebra, the problem is reduced to proving the identity

\[ \text{Ext}^1_R(R^{1 \times r_0}/R^{1 \times r_1}, P, F) = 0. \]  

(1.6)

Thus, by (1) of Theorem 1.1, the system (1.4) is solvable if and only if (1.5) is satisfied when \( R = \mathbb{C}[\partial] \).

Since the formulation above is quite general, it is natural to ask if one can extend Ehrenpreis-Malgrange type theorem to more general convolution equations, i.e., if one can replace \( \mathbb{C}[\partial] \) by a larger ring \( R \) in Theorem 1.1. For example, consider a system

\[ \mathbb{P}(\partial, \sigma)u = f, \]  

(1.7)

where \( \mathbb{P}(\partial, \sigma) \) is a \( r_1 \times r_0 \) matrix with entries in \( \mathbb{C}[\partial, \sigma] = \mathbb{C}[\partial_1, \ldots, \partial_n, \sigma] \). Here, \( \sigma \) is a difference operator to the first coordinate which can be realized as a convolution operator by

\[ \sigma f = f(x_1 + 1, x_2, \ldots, x_n) = \delta(x_1 + 1, x_2, \ldots, x_n) * f. \]  

(1.8)

When we regard the first coordinate as a time variable, this system of difference-differential equations is called linear partial differential equations with constant coefficients and commensurate time lags. For brevity, we call such a system \( D\Delta \)-equations in this paper. This system has attracted attentions of many mathematicians, especially in connection with ring theory \([15], [19]\). One might hope that Ehrenpreis-Malgrange type theorem holds for \( R = \mathbb{C}[\partial, \sigma] \). However, this optimistic conjecture turns out to be false even if \( n = 1 \) as was pointed out by H. Glüsing-Lüerßen. We will see a counterexample in §2. She also showed that one must consider a non-Noetherian extension of the ring \( \mathbb{C}[\partial, \sigma] \) in order to obtain an Ehrenpreis-Malgrange type theorem for \( D\Delta \)-equations. Our interest, therefore, is to introduce a suitable ring extension \( \mathcal{H} \) of \( \mathbb{C}[\partial, \sigma] \) and prove Ehrenpreis-Malgrange type theorem for this ring. Our main result is the following:

**Theorem 1.2.**

Let \( \mathcal{F} \) be either \( C^\infty \), \( \mathcal{O} \), or \( \mathcal{B} \) and \( \Omega \) be a convex subset of \( \mathbb{R}^n \) (when \( \mathcal{F} = C^\infty \), \( \mathcal{B} \)) or of \( \mathbb{C}^n \) (when \( \mathcal{F} = \mathcal{O} \)) such that \( \Omega + \Re e_1 = \Omega \). Here, \( \mathcal{B} \) is the sheaf of hyperfunctions. Let \( \mathcal{H} \) denote a ring of generalized \( D\Delta \)-operators which will be introduced in §3. Finally, let \( \mathcal{E} \) denote an \( \mathcal{H} \)-module consisting of exponential polynomials. For any matrix \( \mathbb{P} \in M(r_1, r_0; \mathcal{H}) \), we put \( M = \mathcal{H}^{1 \times r}/\mathcal{H}^{1 \times q}\mathbb{P} \). One has the following properties:
(1) For any positive integer $i$, one has
\[ \text{Ext}_H^i(M, \mathcal{F}(\Omega)) = 0. \] (1.9)

(2) If $\mathcal{F}$ is either $C^\infty$ or $\mathcal{O}$, then $\text{Ker} (\mathbb{P}(\partial, \sigma): \mathbb{E}^{r_0 \times 1} \rightarrow \mathbb{E}^{r_1 \times 1})$ is dense in $\text{Ker}(\mathbb{P}(\partial, \sigma): \mathcal{F}(\Omega)^{r_0 \times 1} \rightarrow \mathcal{F}(\Omega)^{r_1 \times 1})$.

Although Theorem 1.1 and Theorem 1.2 concern ring theoretic study of convolution equations, the technology of topological vector spaces enables us to reduce the proofs to solving a problem in complex harmonic analysis. Namely, Ehrenpreis-Malgrange type theorem follows if, for any $r_1 \times r_0$ matrix $\mathbb{P}$ with entries in $\mathbb{C}[\partial]$ (resp. $H$), one can show the identity
\[ \mathcal{O}(\mathbb{C}^n)^{1 \times r_1} \hat{\mathbb{P}} \cap \mathcal{O}(\mathbb{C}^n)^{1 \times r_0} = \mathcal{O}(\mathbb{C}^n)^{1 \times r_1} \hat{\mathbb{P}}, \] (1.10)
where $\hat{\cdot}$ stands for the Fourier transform (of convolution operators) and $\mathcal{O}(\mathbb{C}^n)_p \subset \mathcal{O}(\mathbb{C}^n)$ is a set of holomorphic functions with a suitable growth encoded from the Fourier transform. This identity which is called “division with bounds”, was developed by many mathematicians around 60’s and gave rise to fruitful theorems in the theory of differential equations with constant coefficients. However, the classical proof of Theorem 1.1 requires a refined version of Noether’s normalization lemma as well as Čech cohomology with bounds, neither of which can be adapted for the proof of Theorem 1.2. The crucial step of the proof of Theorem 1.2 is to combine our ring theoretic study of $\mathcal{H}$ with integral representation technique developed by M. Andersson: the residue current method (5).

For the readers’ convenience, we review a brief history of Ehrenpreis-Malgrange type theorem. Soon after the celebrated work of L. Ehrenpreis (17), there naturally appeared some people investigating a generalization of Theorem 1.1 for more general convolution equations. Their interests were mainly about generalizing (2) of Theorem 1.1. However, D. I. Gurevich gave the following counterexample against the density of exponential polynomial solutions for general convolution equations.

**Proposition 1.1 (20).**
There are two convolution operators $\mu_1$ and $\mu_2$ in $\mathcal{E}'$ so that the exponential polynomial solutions are not dense in the solution space \( \{ f \in C^\infty(\mathbb{R}^n) \mid \mu_1 \ast f = \mu_2 \ast f = 0 \} \).

Due to this example, generalizations of (2) of Theorem 1.1 have been limited to convolution equations whose Fourier transforms define complete intersection varieties and for a certain period of time, this constraint remained to
be necessary. (In the case of discrete varieties, this constraint is significantly relaxed to the “locally slowly decreasing condition” in [9]. See [9, Definition 2.1].) The main technique of their proofs was based on explicit integral formulae in the spirit of multidimensional residue theory: residue currents (cf. [8], or [10]). In this direction, the most general version of such currents was finally introduced in [5]. The authors of [5] gave a new proof of (2) of Theorem 1.1 which is a prototype of that of Theorem 1.2.

On the other hand, if we restrict our attention to $D\Delta$-equations, ring theoretic study comes into play. It enables us to prove a variant of (1) of Theorem 1.2 for smaller function module such as $\mathcal{F}(\mathbb{C}^n) = O(\mathbb{C}^n; \exp)$ (entire functions of exponential growth). See [15, Theorem 7.4]. Though ring theoretic approach cannot solve division with bounds in general, the observation of H. Glüsing-Lübrsen in [19] is of significant importance: in the theory of (ordinary) $D\Delta$-equations, one must consider a system of equations as a module over a non-Noetherian ring $\mathcal{H}_1$, a univariable version of $\mathcal{H}$. She also conducted an extensive study of ring theoretic properties of $\mathcal{H}_1$, which serves as a bridge between analysis of systems and homological algebra in this paper. This paper makes full use of these progresses in complex analysis and non-Noetherian ring theory and therefore, is positioned at an intersection of two different points of views.

Let us summarize the content of this paper. In Section 2 we introduce the ring $\mathcal{H}$ defined by Glüsing-Lübrsen and prove the integral representation of hyperfunction solutions as a superposition of exponential polynomial solutions in dimension 1. Section 2 is independent of other sections, but it would help the reader to understand the latter part of this paper. In Section 3 we study a generalization of $\mathcal{H}$ which only contains difference operators to one direction, and examine some of its cohomological properties. In Section 4 we recall the notion of the residue currents and give some proofs of necessary results. In Section 5 we combine the techniques of Sections 3 and 4 to obtain our version of the division with bounds. On the way, we need an estimate of residue currents for exponential polynomials which was established in [12]. At the beginning of Section 5, however, we will observe that division with bounds is impossible if there are more than two independent difference directions suggesting that our result is optimal. In Section 6 we prove the Theorem 1.2 and, as a corollary, a description of cohomology groups with values in solution sheaves of systems.

The integral representation of Section 2 is similar to the result of Y. Okada (cf. [36]), but the way of proving it is different. I also owe the idea of the proof of the integral representation of hyperfunction solutions to [28] and [37].
2 \textit{DΔ-equations in dimension 1}

In this section, we introduce a certain ring extension of the ring of \textit{DΔ}-operators when the number of independent variable is 1. We will also observe that various function spaces enjoy better cohomological properties over this ring than the usual ring of \textit{DΔ}-operators $\mathbb{C}[\partial, \sigma]$. In concordance with the notation of H. Glüsing-Lürßen, let us denote the standard coordinate of $\mathbb{C}$ by $z$ and consider the polynomial ring $\mathbb{C}[z, \sigma]$ of 2 variables. We define an action of $\mathbb{C}[z, \sigma]$ on $\mathbb{C}^\infty(\mathbb{R})$ by

$$(z \cdot f)(x) = \frac{df}{dx}(x),$$

and

$$(\sigma \cdot f)(x) = f(x + 1).$$

As we remarked in the introduction, $\mathbb{C}^\infty(\mathbb{R})$ is not injective over $\mathbb{C}[z, \sigma]$. The following simple counterexample is due to H. Glüsing-Lürßen.

\textbf{Example 2.1.}

Take two matrices $P = (\sigma - 1, z), Q = (z, 1 - \sigma)$ and consider an exact sequence

$$\mathbb{C}[z, \sigma] \xrightarrow{Q} \mathbb{C}[z, \sigma]^{1\times2} \xrightarrow{P} \mathbb{C}[z, \sigma] \text{ (exact).}$$

Applying $\text{Hom}_{\mathbb{C}[z, \sigma]}(-, \mathbb{C}^\infty(\mathbb{R}))$, it yields a complex

$$\mathbb{C}^\infty(\mathbb{R}) \xrightarrow{P} \mathbb{C}^\infty(\mathbb{R})^{2\times1} \xrightarrow{Q} \mathbb{C}^\infty(\mathbb{R}) \text{ (not exact).}$$

In fact, we have $t(0, 1) \in \text{Ker}(Q \cdot) \setminus \text{Im}(P \cdot)$. \hfill $\square$

This example suggests that we need to introduce another appropriate ring of operators to recover the classical vanishing theorem of higher extension groups. The above counterexample indicates that it should necessarily be a non-flat extension of the polynomial ring $\mathbb{C}[z, \sigma]$. Following H. Glüsing-Lürßen, we introduce the ring of \textit{DΔ}-operators $\mathcal{H}$. For any element $q$ of the fraction field $\mathbb{C}(z, \sigma)$, we define the meromorphic function $q^*$ by $q^*(z) = q(z, e^z)$.

\textbf{Definition 2.1.} We define a ring extensions of $\mathbb{C}[z, \sigma]$ by

$$\mathcal{H} = \{q = p\phi^{-1} \mid p \in \mathbb{C}[z, \sigma, \sigma^{-1}], \phi \in \mathbb{C}[z], q^* \in \mathcal{O}(\mathbb{C}_z)\}. \quad (2.3)$$

\textbf{Definition 2.2.} A commutative domain $R$ is called a Bézout domain if any finitely generated ideal of $R$ is principal.
Theorem 2.1 ([19, Theorem 3.2.1]).

(1) $\mathcal{H}$ is a non-Noetherian ring but a Bézout domain.

(2) $\mathcal{H}$ is an elementary divisor domain, i.e., for any $P \in \mathcal{H}^{\times q}$ one can find two matrices $V$ and $W$ such that

$$V P W = \text{diag}(d_1, ..., d_r, 0, ..., 0),$$

where $V$ and $W$ are products of elementary matrices and $d_i \in \mathcal{H} \setminus \{0\}$, $d_i | d_{i+1}$.

Roughly speaking, this theorem means that any system of $D\Delta$-equations can be transformed into a direct sum of single equations in a certain sense as we explain below. Notice that function spaces $C^\infty(\mathbb{R})$, $\mathcal{O}(D)$, $\mathcal{D}'(\mathbb{R})$, and $\mathcal{B}(\mathbb{R})$ are all $\mathcal{H}$-modules. Here, $D$ is a horizontal strip $D = \{z \in \mathbb{C} | a < \text{Im} z < b\}$ ($a < b, a, b \in [-\infty, \infty]$). The action of the ring $\mathcal{H}$ on these function spaces is defined as follows: when $q = p(z, \sigma)\phi(z)^{-1} \in \mathcal{H}$ and $f(x)$ is a function of one of four kinds above, say $C^\infty(\mathbb{R})$, we take $g \in C^\infty(\mathbb{R})$ so that $\phi(z) \cdot g(x) = f(x)$. We define $q \cdot f = p(z, \sigma) \cdot g(x)$. Since $q^*$ is entire, this action is independent of the choice of $g$. Hence, dealing with the ring $\mathcal{H}$ amounts to discussing generalized $D\Delta$-operators.

Theorem 2.2.

(1) (real case) Let $F$ be either $C^\infty(\mathbb{R})$, $\mathcal{D}'(\mathbb{R})$, or $\mathcal{B}(\mathbb{R})$. For any finitely presented $\mathcal{H}$-module $M$ and for any positive integer $i$, one has the following vanishing result

$$\Ext^i_{\mathcal{H}}(M, F) = 0.$$  \hfill (2.5)

(2) (holomorphic case) Let $D$ be a subset of $\mathbb{C}$ defined by $D = \{z \in \mathbb{C} | a < \text{Im} z < b\}$, where $a < b$, $a, b \in [-\infty, \infty]$). For any finitely presented $\mathcal{H}$-module $M$ and for any positive integer $i$, one has the following vanishing result

$$\Ext^i_{\mathcal{H}}(M, \mathcal{O}(D)) = 0.$$  \hfill (2.6)

Corollary 2.1 (integral representation formula).

Take any $q \in \mathcal{H}$, and $f \in \mathcal{B}(\mathbb{R})$ and assume $q \cdot f = 0$. If $\{(\alpha_k, m_k)\}_{k \geq 1}$ ($\alpha_k \in \mathbb{C}, q^*(\alpha_k) = 0, m_k = \text{ord}_{\alpha_k} q^*$) are zeros of $q^*$ with its multiplicities, then $f$ has a representation

$$f = \sum_{k \geq 1} P_k(x)e^{\alpha_k x} \quad (P_k(X) \in \mathbb{C}[X], \deg P_k < m_k).$$  \hfill (2.7)

Here the sum is convergent in the sense of hyperfunctions.
Proof of Theorem 2.2 We first prove (2). By the definition of a finitely presented module, $M$ is of the form $M = H_{1 \times p} / H_{1 \times q} \cdot \mathbb{P}$ for some $\mathbb{P} \in H_{q \times p}$. By Theorem 2.1 we can assume $\mathbb{P} = \text{diag}(d_1, ..., d_r, 0, ..., 0)$. Therefore, it is reduced to showing that for any $q \in H \setminus \{0\}$, $q : \mathcal{O}(D) \to \mathcal{O}(D)$ is surjective. We can assume $q = p(z, \sigma) \cdot \sigma^l (l \in \mathbb{Z}), p = \sum_{j=0}^{M} p_j(z)\sigma^j$. The surjectivity of $q$ now follows from Theorem 1 of [32] (see also the remark after Theorem 1).

The proof of (1) is parallel to that of (2). One can find the corresponding surjectivity results in [7, Theorem 6.1.23.] (see also Proposition 3.1.31. of the same reference) for $F = C_\infty(\mathbb{R})$ or in [16, Theorem 1] for $F = \mathcal{D}'(\mathbb{R})$. The surjectivity result for $F = B(\mathbb{R})$ follows from the commutative diagram in the proof of Corollary 2.1.

Proof of Corollary 2.1 First, observe that $q : \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0)) \to \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0))$ is surjective from Theorem 2.2 (2). Now let us consider the commutative diagram

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & \text{Ker} \, q & \longrightarrow & \longrightarrow & \longrightarrow & \text{Ker} \, q & \longrightarrow & & \\
0 & \longrightarrow & \mathcal{O}(\mathbb{C}) & \longrightarrow & \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0)) & \longrightarrow & \mathcal{B}(\mathbb{R}) & \longrightarrow & 0 \\
& & q & \downarrow & & q & & \downarrow & & \\
0 & \longrightarrow & \mathcal{O}(\mathbb{C}) & \longrightarrow & \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0)) & \longrightarrow & \mathcal{B}(\mathbb{R}) & \longrightarrow & 0 \\
& & & & & & & & \\
& & & & & & & & 0 \\
0 & \longrightarrow & \longrightarrow & \longrightarrow & \longrightarrow & \longrightarrow & \longrightarrow & \longrightarrow & 0
\end{array}
\]

The first two columns are exact and the two middle rows are also exact. By the snake lemma, we obtain an identity

\[
\text{Ker}(q : \mathcal{B}(\mathbb{R}) \to \mathcal{B}(\mathbb{R})) = \frac{\text{Ker}(q : \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0)) \to \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0)))}{\text{Ker}(q : \mathcal{O}(\mathbb{C}) \to \mathcal{O}(\mathbb{C})},
\]

and the third column is exact. Applying Theorem 2.3 below to

\[
\text{Ker}(q : \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0)) \to \mathcal{O}(\mathbb{R} \times \sqrt{-1}(\mathbb{R} \setminus 0))),
\]

one gets the existence of such series representation.
Theorem 2.3 ([7] Proposition 6.4.17, see also Remark 6.2.11).
Take any \( \mu \in \mathcal{O}(\mathbb{C}) \), and let \( K \subset \mathbb{C} \) be a convex carrier of \( \mu \) and \( \Omega \subset \mathbb{C} \) be a convex open set. We assume \( \hat{\mu} \) is regularly decreasing. Denoting the zeros of \( \hat{\mu} \) with their multiplicities by \( \{ (\alpha_k, m_k) \}_{k \geq 1} \) (\( \alpha_k \in \mathbb{C}, \hat{\mu}(\alpha_k) = 0, m_k = \text{ord}_{\alpha_k q^*} \)), there is an increasing sequence \( 1 = k_1 < k_2 < \cdots \) such that for any \( f \in \mathcal{O}(\Omega + K) \) with \( \mu \ast f = 0 \), one has a unique representation
\[
f = \sum_{n \geq 1} \sum_{k_n \leq k < k_{n+1}} P_k(x) e^{\alpha_k \cdot x} \quad (P_k(X) \in \mathbb{C}[X], \deg P_k < m_k).
\]
(2.10)
Furthermore, when \( \hat{\mu} \) satisfies slowly decreasing condition, the grouping of terms is not necessary, i.e., \( f \) has a unique representation of the form
\[
f = \sum_{k \geq 1} P_k(x) e^{\alpha_k \cdot x} \quad (P_k(X) \in \mathbb{C}[X], \deg P_k < m_k).
\]
(2.11)

We do not define the terminology ”slowly decreasing” in this paper since the notion is not necessary in the following sections. We only note that any element of \( \mathcal{H} \) is ”slowly decreasing” in the sense of [7] Definition 2.2.13].

3 Ring \( \mathcal{H}_n \)

We introduce a ring of generalized partial \( D\Delta \)-operators in the spirit of H. Glüsing-Lüften and investigate the basic properties of this ring. The reader should be aware that most of the following propositions do not hold if we consider the smaller ring \( \mathbb{C}[z_1, \cdots, z_n, e^{z_1}] \).

Definition 3.1. We define the ring \( \mathcal{H}_n \) of generalized partial \( D\Delta \)-operators inductively as follows:
For \( n = 1 \), we put \( \mathcal{H}_1 = \mathcal{H} \).
For \( n \geq 2 \), we put \( \mathcal{H}_n = \mathcal{H}_1[z_2, \cdots, z_n] \).

Remark.

(1) From now on, we use the symbol \( \mathcal{H} \) for \( \mathcal{H}_n \) when there is no risk of confusion.

(2) We embed \( \mathcal{H} \) into \( \mathcal{O}(\mathbb{C}^n) \) by replacing \( \sigma \) by \( e^{z_1} \).

(3) As we shall see below, the coordinates \( z \) correspond to partial derivatives and \( \sigma \) corresponds to a difference operator to the direction of the first coordinate. Therefore, the ring \( \mathcal{H}_n \) is a ring of generalized \( D\Delta \)-operators whose frequencies generate a rank one additive subgroup of \( \mathbb{C}^n \).
In order to state basic properties of the ring $\mathcal{H}$, we need some lemmas from algebra. The most fundamental property of $\mathcal{H}$ is the so-called coherency.

**Definition 3.2.** Let $R$ be a commutative ring.

1. An $R$ module $M$ is said to be coherent if there is an exact sequence of the form $R^k \to R^l \to M \to 0$ where $k$ and $l$ are positive integers.

2. The ring $R$ is said to be coherent if for any positive integers $k$ and $l$, and for any morphism $f : R^k \to R^l$, $\text{Ker } f$ is finitely generated.

The following proposition is taken from [18] and it ensures the coherency of $\mathcal{H}$.

**Proposition 3.1** ([18, Corollary 7.3.4]).

Let $R$ be a semihereditary ring and let $x_1, \ldots, x_n$ be indeterminates. Then $R[x_1, \ldots, x_n]$ is a coherent ring.

Recall that a commutative ring $R$ is semihereditary if every finitely generated ideal of $R$ is a projective $R$-module. For example, a Bézout domain is a typical example of a semihereditary ring.

**Proposition 3.2.**

1. $\mathcal{H}$ is a coherent ring.

2. $\mathcal{H}_1 \subset \mathcal{O}(\mathbb{C})$ is a flat ring extension.

3. $\mathcal{H} \subset \mathcal{O}(\mathbb{C}^n)$ is a flat ring extension.

**Proof.** (1) is immediate from Proposition 3.1 and Theorem 2.1 (1).

(2) goes as follows: First, we prove that for any finitely generated ideal $I$ of $\mathcal{H}_1$, $\text{Tor}_1^{\mathcal{H}_1}(\mathcal{H}_1/I, \mathcal{O}(\mathbb{C})) = 0$. Since $\mathcal{H}_1$ is Bézout, we can assume $I = (q)$ for some $q \in \mathcal{H}_1$. Consider the exact sequence

$$0 \to \mathcal{H}_1 \xrightarrow{q\cdot} \mathcal{H}_1 \to \mathcal{H}_1/(q) \to 0.$$  \hspace{1cm} (3.1)

By tensoring $\mathcal{O}(\mathbb{C})$, we have a complex

$$0 \to \mathcal{O}(\mathbb{C}) \xrightarrow{q\cdot} \mathcal{O}(\mathbb{C}) \to \mathcal{O}(\mathbb{C})/(q) \to 0.$$  \hspace{1cm} (3.2)

This is exact since $\mathcal{O}(\mathbb{C})$ is a domain. Now by a standard argument of homological algebra, one has the flatness since for any ideal $I$ of $\mathcal{H}_1$, $\mathcal{H}_1/I$ is an inductive limit of $\mathcal{H}_1$-modules of the form $\mathcal{H}_1/J$ where $J$ is a finitely generated ideal of $\mathcal{H}_1$. 
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(3) We can observe that \( \mathcal{H} = \mathcal{H}_{1}[z_2, \ldots, z_n] \subset \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \) is a flat ring extension by (2). Therefore, it is enough to prove that \( \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \subset \mathcal{O}(\mathbb{C}^n) \) is flat, namely

\[
\text{Tor}_1^{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]}(\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]/I, \mathcal{O}(\mathbb{C}^n)) = 0 \quad (3.3)
\]

for all finitely generated ideals \( I \) of \( \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \). Since \( \mathcal{O}(\mathbb{C}) \) is a Bézout domain, \( \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \) is a coherent ring by Proposition 3.1. This implies that for any finitely generated ideal \( I \) of \( \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \), \( \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]/I \) has a finite free resolution. Now it is enough to prove that for a given exact sequence \( L \to M \to N \) of coherent \( \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \) modules,

\[
\mathcal{O}(\mathbb{C}^n) \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} L \to \mathcal{O}(\mathbb{C}^n) \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} M \to \mathcal{O}(\mathbb{C}^n) \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} N \quad (3.4)
\]

is again exact. The last complex is exact if and only if

\[
n\mathcal{O}_{z^0} \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \to n\mathcal{O}_{z^0} \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} M \to n\mathcal{O}_{z^0} \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} N \quad (3.5)
\]

for any \( z^0 \in \mathbb{C}^n \) since \( \mathbb{C}^n \) is a Stein open set. See [15] Result 6.1.7. Here, we can replace \( n\mathcal{O}_{z^0} \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \) by \( n\mathcal{O}_{z^0} \otimes_{\mathcal{O}(\mathbb{C})[z_2, \ldots, z_n]} \mathcal{O}(\mathbb{C})[z_2, \ldots, z_n] \) where \( z^0 = (z^0_0, \ldots, z^0_n) \in \mathbb{C}^n \). Without loss of generality, we can assume \( z^0 = 0 \). Since \( \mathcal{O}(\mathbb{C}) \subset \mathcal{O}_0 \) is a flat ring extension by [15] Result 6.1.7, we only need to consider the ring extension \( \mathcal{O}_0[z_2, \ldots, z_n] \subset n\mathcal{O}_0 \) and prove its flatness.

We consider a triple \( \mathcal{O}_0[z_2, \ldots, z_n] \subset n\mathcal{O}_0 \subset \mathbb{C}[[z_1, \ldots, z_n]] \). If we denote the maximal ideal of \( \mathbb{C}[[z_1, \ldots, z_n]] \) by \( m \), then we can observe that \( m \cap n\mathcal{O}_0 \) and \( m \cap \mathcal{O}_0 \) are maximal ideals of \( n\mathcal{O}_0 \) and \( \mathcal{O}_0 \), respectively. By taking completions of these rings with respect to these maximal ideals, we see that \( n\mathcal{O}_0 \subset \mathbb{C}[[z_1, \ldots, z_n]] \) is faithfully flat and \( \mathcal{O}_0[2, \ldots, z_n] \subset \mathbb{C}[[z_1, \ldots, z_n]] \) is flat. Therefore, we can conclude that \( \mathcal{O}_0[2, \ldots, z_n] \subset n\mathcal{O}_0 \) is flat.

Notice that one can actually show that the ring extension \( \mathcal{H}_1 \subset \mathcal{O}(\mathbb{C}) \) is a faithfully flat extension. See [15] Theorem 7.7. We do not know whether the ring extension \( \mathcal{H} \subset \mathcal{O}(\mathbb{C}^n) \) is a faithfully flat ring extension. If it is, we can get a refined estimate of \( \text{proj.dim} M \) for coherent \( \mathcal{H} \)-modules \( M \).

The second property of the ring \( \mathcal{H} \) is the following identity which shows that this ring is actually identical with the one discussed in Section 7 of [15].
Proposition 3.3.
One always has the following identity:

\[ \mathcal{H} = \mathcal{O}(\mathbb{C}^n) \cap \mathbb{C}(e^{z_1}, z_1, \ldots, z_n). \]

(3.6)

Proof. Take any \( f = \frac{P}{Q} \in \mathcal{O}(\mathbb{C}^n) \setminus \{0\} \) where \( P, Q \in \mathbb{C}[e^{z_1}, z_1, \ldots, z_n] \). By the generalization of the theorem of Ritt (cf. [6] MAIN THEOREM), we can assume \( f = \frac{\xi}{\psi} \), for some \( p = \sum_j a_j(z)e^{(\theta_j z^j)} \), \( a_j(z) \in \mathbb{C}[z_1, \ldots, z_n] \), \( \theta_j \in \mathbb{C}^n \), \( q \in \mathbb{C}[z_1, \ldots, z_n] \). Furthermore, a careful reading of the proof of [6] MAIN THEOREM tells us that \( \theta_j \) is obtained as a \( \mathbb{Z} \)-linear combination of frequencies of \( P \) and \( Q \) and their complex conjugates, meaning that we may assume \( p \in \mathbb{C}[z_1, \ldots, z_n, e^{z_1}] \).

We can assume \( n = 2 \) since the proof of the proposition for \( n \geq 3 \) is essentially the same. We want to show \( \partial q \) can assume \( f \) is entire. We want to show \( \partial p \) is entire. Assume the opposite, that is, assume \( \frac{\partial q}{\partial z_2} \neq 0 \). In this case, we should have \( \frac{\partial p}{\partial z_2} \neq 0 \) since the fraction \( \frac{p}{q} \) is entire.

Now we factorize \( p \) as \( p = p_1(z_1, z_2)p_2(z_1, z_2, e^{z_1}) \), \( p_1 \in \mathbb{C}[z_1, z_2] \), \( p_2 \in \mathbb{C}[z_1, z_2, X] \) so that

\[ p_2 = p_{21}^{m_1} \cdots p_{2j}^{m_j} \frac{\partial p_{2j}}{\partial X} \neq 0, p_{2j} \text{ are irreducible in } \mathbb{C}[z_1, z_2, X], \]

and \( p_1 \) are relatively prime. We also factorize \( q \) as \( q = q_1^{n_1} \cdots q_k^{n_k} \), \( q_i \in \mathbb{C}[z_1, z_2] \), and \( q_i \) are irreducible. We further assume \( \frac{\partial q}{\partial z_2} \neq 0 \). Let \( \Delta_1(z_1) \in \mathbb{C}[z_1] \setminus \{0\} \) be the discriminant of \( q_i \) with respect to \( z_2 \). We can take \( z_0^0 \in \mathbb{C} \) so that

\[ \Delta_1(z_0^0) \neq 0. \]

Take \( z_2^0 \in \mathbb{C} \) so that \( \frac{\partial q}{\partial z_2}(z_1^0, z_2^0) \neq 0 \) and \( q_1(z_1^0, z_2^0) = 0 \). We can solve the algebraic equation \( q_1(z_1, z_2) = 0 \) on a neighbourhood of \( z^0 = (z_1^0, z_2^0) \) with respect to \( z_2 \), i.e., \( z_2^2 = z_2(z_1^2) \) around \( z_2^0 = (z_1^0, z_2^0) \) on the zero set \( \{q_1 = 0\} \) of \( q_1 \). Since \( p_1 \) and \( q_1 \) are relatively prime, we have \( p_1(z_1, z_2(z_1^2)) \neq 0 \). Thus we have \( p_2(z_1, z_2(z_1^2), e^{z_1}) = 0 \) on \( \{q_1 = 0\} \) around \( z_2^0 \). In particular, there is \( j \) so that \( p_{2j}(z_1, z_2(z_1^2), e^{z_1}) = 0 \) on \( \{q_1 = 0\} \) around \( z_2^0 \).

Here we need the following elementary lemma.

Lemma 3.1.
The function \( z_2(z_1) \) can be analytically continued as a single valued function to a simply connected domain \( D \) of \( \mathbb{C} \) which is obtained by subtracting finitely many rays from the whole plane. Furthermore, \( z_2(z_1) \) has polynomial growth at infinity, i.e., there are positive real numbers \( C, N \) such that \( |z_2(z_1)| \leq C(1 + |z_1|)^N \).
Now the identity $p_{2j}(z_1, z_2(z_1), e^{z_1}) = 0$ is still valid on the extended domain $D$. If we expand $p_{2j}$ as $p_{2j} = \sum_{j=0}^{M} \beta_j(z_1, z_2(z_1))X^j$, this identity is expressed as $\sum_{j=0}^{M} \beta_j(z_1, z_2(z_1))e^{jz_1} = 0$. We put $\alpha_j(z_1) = \beta_j(z_1, z_2(z_1))$, and claim that there is at least one $j \geq 1$ such that $\alpha_j(z_1) \not\equiv 0$. Suppose, conversely, that $\alpha_j \equiv 0$ for all $j \geq 1$, then one necessarily has $\alpha_0 \equiv 0$. This implies that for all $j, q_1, \beta_j(z_1, z_2)$. This contradicts the assumption that $p_{2j}$ is irreducible.

Thus, the claim was confirmed.

Now let $1 \leq J \leq M$ be the largest number such that $\alpha_J \not\equiv 0$. Since $\sum_{j=0}^{M} \alpha_j(z_1)e^{jz_1} = 0$, we have $\sum_{j=0}^{J} \alpha_j(z_1)e^{(j-J)z_1} = 0$. When $\Re z_1$ tends to $+\infty$, we get $0 = 1$. This is a contradiction. \hfill \square

For a commutative ring $R$, let us denote by $\text{gl.dim}R$ the global dimension of $R$ (cf. [?] Definitions 4.1.1). Amongst all homological properties of $\mathcal{H}$, the most important one is the following.

**Theorem 3.1.**

*One always has the following inequality:*

\[
\text{gl.dim}\mathcal{H}_n \leq n + 1. \quad (3.7)
\]

In order to prove Theorem [3.1] above, it is enough to estimate $\text{gl.dim}\mathcal{H}_1$ since we have the following general estimate.

**Theorem 3.2 ([18, Theorem 1.3.16]).**

*If $R$ is a commutative ring, and $T$ is an indeterminate, then*

\[
\text{gl.dim}R[T] \leq \text{gl.dim}R + 1. \quad (3.8)
\]

Furthermore, it is enough to estimate projective dimensions of $\mathcal{H}_1/I$ for all ideals $I$ of $\mathcal{H}_1$ (see [?] Theorem 4.1.2). Note that the structure of finitely generated ideals is completely understood since $\mathcal{H}_1$ is Bézout. The key point of the proof is that the structure of nonfinitely generated ideals was also deeply investigated by H. Glüsing-Lüffen (cf. [19]). In general, for any commutative ring $R$ the notation $a \mid b$ means that an element $b$ of $R$ is divisible by another element $a$ of $R$. 
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Proposition 3.4 ([19], Theorem 3.4.10]).

For any ideal \(0 \neq I \subset \mathcal{H}_1\), one can find a polynomial \(p \in \mathbb{C}[z, \sigma] \setminus \{0\}\), and a set \(M \subset D_p \overset{def}{=} \{ \phi \in \mathbb{C}[z] \mid \phi: \text{monic and } \phi \mid p \}\) such that

1. \(1 \in M\),
2. For any \(\phi \in M\), and for any \(\psi \in M\), one has \(\text{LCM}(\phi, \psi) \in M\),
3. For any \(\phi \in M\), and for any \(\psi \in \mathbb{C}[z] \setminus \{0\}\) such that \(\psi \mid \phi\), one has \(\psi \in M\),

and one has the identity \(I = \langle\langle p\rangle\rangle_{(M)} \overset{def}{=} \{ h^2_p \mid h \in \mathcal{H}_1, \phi \in M\}\).

Proof of Theorem 3.1. In view of Theorem 3.2, it is enough to prove the inequality \(\text{gl.dim}\mathcal{H}_1 \leq 2\). Let \(I \subset \mathcal{H}_1\) be a non-zero ideal. By Proposition 3.4, we can assume \(I = \langle\langle p\rangle\rangle_{(M)}\) for some \(p \in \mathbb{C}[z, \sigma] \setminus \{0\}\) and \(M\) with properties (1), (2), and (3).

We consider an exact sequence

\[ \mathcal{H}_1^{1 \times M} \to \mathcal{H}_1 \to \mathcal{H}_1/I \to 0 \ (\text{exact}) \tag{3.9} \]

Here the first morphism is given by \(\sum_{\phi \in M} h_\phi \varepsilon_\phi \mapsto \sum_{\phi \in M} h_\phi \frac{p}{\phi},\) where \(\{\varepsilon_\phi\}_{\phi \in M}\) stands for a free basis of \(\mathcal{H}_1^{1 \times M}\). We put \(K = \ker_1(\mathcal{H}_1^{1 \times M} \to \mathcal{H}_1)\) and for a finite subset \(F\) of \(M\), we also put \(\hat{\phi} = \prod_{\psi \neq \phi} \psi\). We can observe

\[ \sum_{\phi \in F} h_\phi \frac{p}{\phi} = 0 \iff \left( \sum_{\phi \in F} h_\phi \hat{\phi} \right) \frac{p}{\prod_{\psi \in F} \psi} = 0 \iff \sum_{\phi \in F} h_\phi \hat{\phi} = 0. \tag{3.10} \]

We define a submodule of \(\mathbb{C}[z]^{1 \times F}\) by \(K^{F, \text{pol}} = \left\{ \sum_{\phi \in F} h_\phi \varepsilon_\phi \mid \sum_{\phi \in F} h_\phi \hat{\phi} = 0, \ h_\phi \in \mathbb{C}[z] \right\}\).

Now we claim that the following identity is valid:

\[ K^{F, \text{pol}} \otimes_{\mathbb{C}[z]} \mathcal{H}_1 = K^F \overset{def}{=} \left\{ \sum_{\phi \in F} h_\phi \varepsilon_\phi \in \mathcal{H}_1^{1 \times F} \right\} \overset{def}{=} \left\{ \sum_{\phi \in F} h_\phi \hat{\phi} = 0, \ h_\phi \in \mathcal{H}_1 \right\}. \tag{3.11} \]
In fact, putting \( F = \{ \phi_1, \ldots, \phi_m \} \), we have an exact sequence

\[
0 \to K^{F, \text{pol}} \to \mathbb{C}[z]^{1 \times F} \to \mathbb{C}[z]^{1 \times 1} (\text{exact}).
\]

Taking into account that \( \mathbb{C}[z] \subset \mathcal{H}_1 \) is a flat ring extension, and tensoring 
\(- \otimes \mathcal{H}_1 \) to this sequence, we obtain the claim.

Let us go on with the proof of the theorem. Now the totality of finite subsets of \( M \) forms a cofinal partially ordered set with respect to inclusion. So we have inductive systems \( \{ K^F \} \) and \( \{ K^{F, \text{pol}} \} \) where morphisms are natural inclusions 
\( K^F_1 \to K^F_2 \) (resp. \( K^{F_1, \text{pol}} \to K^{F_2, \text{pol}} \)) for a pair of finite subsets 
\( F_1 \subset F_2 \) of \( M \). Here we have the sequence of identities

\[
K = \bigcup_{F \subset M; \text{finite}} K^F = \lim_{F \subset M; \text{finite}} (K^{F, \text{pol}} \otimes_{\mathbb{C}[z]} \mathcal{H}_1) = \left( \lim_{F \subset M; \text{finite}} K^{F, \text{pol}} \right) \otimes_{\mathbb{C}[z]} \mathcal{H}_1.
\]

If we put \( K^{\text{pol}} = \lim_{F \subset M; \text{finite}} K^{F, \text{pol}} \), since \( \text{gl.dim}\mathbb{C}[z] = 1 \), we have a projective resolution:

\[
0 \to P \to \mathbb{C}[z]^{1 \times \Lambda} \to K^{\text{pol}} \to 0 (\text{exact}),
\]

where \( P \) is a projective \( \mathbb{C}[z] \)-module. By tensoring \( \mathcal{H}_1 \), we have a projective resolution for \( K \):

\[
0 \to P \otimes_{\mathbb{C}[z]} \mathcal{H}_1 \to \mathcal{H}_1^{1 \times \Lambda} \to K \to 0 (\text{exact}),
\]

Attaching this resulting sequence to (3.9), we have a projective resolution of \( \mathcal{H}_1/I \) of length 2:

\[
0 \to P \otimes_{\mathbb{C}[z]} \mathcal{H}_1 \to \mathcal{H}_1^{1 \times \Lambda} \to \mathcal{H}_1 \to \mathcal{H}_1/I \to 0 (\text{exact}).
\]

Combining Theorem 3.1 with Theorem 3.4 below we get the following result.

**Theorem 3.3.**

Any coherent \( \mathcal{H} \)-module has a finite free resolution of length \( \leq n + 1 \), that is, if \( M \) is a coherent \( \mathcal{H} \)-module, we have a free resolution

\[
0 \to \mathcal{H}_1^{1 \times r_N} \times \mathcal{P}_N \to \cdots \to \mathcal{H}_1^{1 \times r_1} \times \mathcal{P}_1 \to \mathcal{H}_1^{1 \times r_0} \to M \to 0 (\text{exact}),
\]

where \( N \leq n + 1 \) and \( r_j \) are positive integers.
Theorem 3.4 ([29] Theorem b].
If R is a Bézout domain, any finitely generated projective \( R[X_1, \ldots, X_n] \)-module is free.

We are now constructing the Hefer forms which admit a certain estimate of Paley-Wiener type. We can even determine their explicit forms as well so that the required estimate is satisfied in a trivial manner.

Proposition 3.5.
For any given complex
\[
0 \to \mathcal{H}^{1 \times r_N} \xrightarrow{\varphi_N} \cdots \xrightarrow{\varphi_1} \mathcal{H}^{1 \times r_1} \xrightarrow{\varphi_1} \mathcal{H}^{1 \times r_0} \to M \to 0,
\]
where \( \varphi_j \in M(r_j, r_{j-1}; \mathcal{H}) \), there exist matrix-valued forms
\[
H^k_l(\zeta, z) = \sum_{|\alpha|=k-l} A_\alpha \zeta^\alpha \text{ with } A_\alpha \in M(r_k, r_l; \tilde{\mathcal{H}})
\]
such that
\[
H^k_k = 0 \quad (k < l), \tag{3.19}
H^l_l = \text{Id}_{r_l}, \tag{3.20}
\delta_{\zeta-z} H^k_l = \varphi_{k+1}(\zeta) H^k_l - (-1)^{k-l-1} H^k_{l+1} \varphi_{l+1}(z) \quad (l < k), \tag{3.21}
\]
where \( \delta_{\zeta-z} \) is the interior multiplication by \( \sum_{i=1}^n (\zeta_i - z_i) \partial_{\zeta_i} \). Here, we put \( \tilde{\mathcal{H}} = A[\zeta_2, \cdots, \zeta_n, z_2, \cdots, z_n] \), where \( A \) is the subring of \( \mathcal{O}(\mathbb{C}^2_{(\zeta_1, z_1)}) \) which is generated by \( \{ \frac{q(\zeta)}{q(z)} | q \in \mathcal{H}_1 \} \), \( \{ q(\zeta) | q \in \mathcal{H}_1 \} \), and \( \{ q(z) | q \in \mathcal{H}_1 \} \).

\textbf{Proof.} Fix \( l \). We construct \( H^k_l \) inductively. When \( k = l + 1 \), the right hand side of the equation is just \( \varphi_{l+1}(\zeta) - \varphi_{l+1}(z) \). It is enough to construct elements \( h_1, \cdots, h_n \) of the ring \( \tilde{\mathcal{H}} \) so that \( \sum_{i=1}^n h_i(\zeta_i - z_i) = q(\zeta)\zeta^\alpha - q(z)z^\alpha \), where \( q \in \mathcal{H} \) is any given element and \( \alpha \) is a multiindex \( \alpha = (\alpha_2, \cdots, \alpha_n) \).

We assume \( n = 2 \) since the essential part of the proof remains unchanged. In this case, we can take \( h_1, h_2 \) defined by
\[
h_1 = \left( \frac{q(\zeta_1) - q(z_1)}{\zeta_1 - z_1} \right) z_2^\alpha, \quad h_2 = q(\zeta_1) \left( \sum_{k=1}^\alpha \zeta_2^{\alpha-k} z_2^{k-1} \right). \tag{3.22}
\]
Let \( k > l + 1 \) and consider general \( n \). Since for each \( i \),
\[
\tilde{\mathcal{H}} / ((\zeta_n - z_n), \cdots, (\zeta_{i+1} - z_{i+1})) \simeq A[\zeta_2, \cdots, \zeta_i, z_2, \cdots, z_i] \tag{3.23}
\]
is a domain, \( \{(\zeta_n - z_n), \cdots, (\zeta_1 - z_1)\} \) is a regular sequence. By a general result on Koszul complex we have an exact sequence:

\[
0 \to \tilde{H}d\zeta_1 \wedge \cdots \wedge d\zeta_n \xrightarrow{\delta_{\zeta-z}} \sum_{|I|=n-1} \tilde{H}d\zeta_I \xrightarrow{\delta_{\zeta-z}} \cdots \xrightarrow{\delta_{\zeta-z}} \tilde{H} \to \tilde{H} \quad (\text{exact}).
\]

Since the right hand side of the equation (3.21) is \( \delta_{\zeta-z} \) closed, we can take the desired matrix valued form \( H_{k,l}(\zeta,z) = \sum_{|I|=k-l} A_I d\zeta^I \).

4 Residue currents and integral formulae

In the proof of our main theorem, we make full use of the theory of residue currents. To begin with, we need to review the concrete construction of residue currents following [5]. From now on, \( X \) always denotes a connected complex manifold of dimension \( n \). Let \( E \) and \( Q \) be two holomorphic hermitian vector bundles on \( X \). We denote by \( (\cdot,\cdot) \) the hermitian metric on \( E \). Take any morphism \( f \in \text{Hom}(E,Q) \). Let \( \sigma : Q \to E \) be the minimal inverse of \( f \), i.e., \( \sigma \xi \) is the minimal solution \( \eta \) of \( f\eta = \xi \) if \( \xi \in \text{Im} \ f \) and \( \sigma \xi = 0 \) if \( \xi \) is orthogonal to \( \text{Im} \ f \). The minimal inverse \( \sigma \) is divergent when the rank of \( f \) degenerates. The order of divergence can be described in terms of the determinant of \( f \). Let us remember that the optimal rank \( \rho = \sup_{x \in X} \text{rank} f_x \) of \( f \) is well-defined. We can also define the canonical section \( F = \frac{1}{\rho!} \wedge^\rho f = \text{det}^\rho f \) of \( \wedge^\rho E^* \otimes \wedge^\rho Q \). We put \( Z = \{x \in X| \wedge^\rho f_x = 0\} \). Since \( Z \) is a locally common zero set of finitely many holomorphic functions, it is a proper analytic subset of \( X \) and \( \sigma \) is smooth outside \( Z \). Recall that for a given section \( s \) of a hermitian vector bundle \( E \), one can define a section \( s^* \) of \( E^* \) by \( s^* = (\cdot,s) \); it is called the dual section of \( s \). The following lemma is the key tool for obtaining a good estimate of residue currents as we will see in Section 5.

Lemma 4.1 ([3 Lemma 4.1]).

Let \( s \) be a global section of \( \text{Hom}(Q,E) \simeq E \otimes Q^* \) such that \( f \circ s|_{\text{im} f} = |F|^2 I_{\text{im} f} \) and \( s|_{(\text{im} f)^\perp} = 0 \) with pointwise minimum norms on \( X \setminus Z \), and let \( S \) be a global section of \( \wedge^\rho E \otimes \wedge^\rho Q^* \) such that \( FS = |F|^2 \) with pointwise minimum norms on \( X \setminus Z \). Then one has the identity

\[
s = |F|^2 \sigma \quad (4.1)
\]
on \( X \setminus Z \) and both \( s \) and \( S \) are smooth across \( Z \).
Though we do not include the proof of Lemma 4.1, we recall the explicit formula for $s$ which can be found in [3]. Take any smooth local frame $\{\epsilon_j\}_{j=1}^r$ ($r = \text{rank } Q$) of $Q$. With the aid of this frame, we can write $f$ locally as

$$f = \sum_{j=1}^r (f^j) \otimes \epsilon_j, \quad (4.2)$$

where $f^j \in E^*$. If we denote by $\delta_{f^j}$ (resp. $\delta_{\epsilon_j}$) the interior multiplication by $f^j$ (resp. $\epsilon_j$), the formula of the section $s$ is given by

$$s = \left( \sum_{j=1}^r \delta_{f^j} \otimes \delta_{\epsilon_j} \right)^{p-1} S/\rho!. \quad (4.3)$$

Notice that the operator $\sum_{j=1}^r \delta_{f^j} \otimes \delta_{\epsilon_j}$ does not depend on a particular choice of the local representation $f = \sum_{j=1}^r f^j \otimes \epsilon_j$ even if local frame $\{\epsilon_j\}_j$ of $Q$ is non-holomorphic. We also remark that $S$ is nothing but the dual section $F^*$ of $F$.

Before discussing the residue currents, we introduce a convention on composition of vector bundle-valued forms. Let us denote by $\mathcal{D}_k^\prime$ the sheaf of $k$-currents on $X$. For any given three vector bundles $E_1$, $E_2$, $E_3$, for any currents $\omega \in \mathcal{D}_k^\prime$, $\eta \in \mathcal{D}_l^\prime$, and for any morphisms $f \in \text{Hom}(E_1, E_2)$ and $g \in \text{Hom}(E_2, E_3)$, we take the following composition rule:

$$(\omega \otimes f) \cdot (\eta \otimes g) = \eta \wedge \omega \otimes f \circ g.$$ 

With these preparations, we can give the construction of residue currents following M. Andersson and E. Wulcan. In [5] they constructed the residue current by using the terminologies of super-connection (cf. [40]). We do not need to employ this formalism in this paper. Instead, we only give the explicit way of constructing it.

Let us consider a generically exact complex of hermitian vector bundles

$$0 \rightarrow E_N \xrightarrow{f_N} \cdots \rightarrow E_1 \xrightarrow{f_1} E_0. \quad (4.4)$$

Take the minimal inverse $\sigma_k$ of each morphism $f_k : E_k \rightarrow E_{k-1}$, and let $Z$ be the set of points of $X$ where some $f_k$ do not have optimal rank. We define a smooth $\text{Hom}(E_t, E_k)$-valued $(0, k-l-1)$-form $u^l_k$ for $(k \geq l + 1)$ on $X \setminus Z$ by the following formula:

$$u^l_k = (\overline{\partial} \sigma_k) \cdots (\overline{\partial} \sigma_{l+2}) \sigma_{l+1}. \quad (4.5)$$

With this notation, we have
Proposition 4.1 ([5]).
For any local holomorphic function $F \in \mathcal{O}_X$ such that $Z \subset \{F = 0\}$ holds locally, $|F|^{2\lambda}u^l_k$ and $\bar{\partial}|F|^{2\lambda} \wedge u^l_k$ can be continued analytically to a current across $Z$ with a holomorphic parameter in $\text{Re} \lambda > -\varepsilon$ for some small $\varepsilon > 0$. The value at $\lambda = 0$ of these currents are independent of the particular choice of $F$. Furthermore, if we put

$$U^l_k = |F|^{2\lambda}u^l_k|_{\lambda=0} \text{ for } k \geq l + 1,$$

and

$$R^l_k = \bar{\partial}|F|^{2\lambda} \wedge u^l_k|_{\lambda=0} \text{ for } k \geq l + 1,$$  

if the holomorphic function $F$ above can be factorized as $F = \tilde{F}_1 \cdots \tilde{F}_p$, if $t_1, \ldots, t_p$ are positive real numbers, and if $|\tilde{F}|^{s(\lambda)}$ denotes $|\tilde{F}_1|^{t_1\lambda} \cdots |\tilde{F}_p|^{t_p\lambda}$, then $|\tilde{F}|^{s(\lambda)}u^l_k$ and $\bar{\partial}|\tilde{F}|^{s(\lambda)} \wedge u^l_k$ can be continued analytically to a distribution across $Z$ with a holomorphic parameter in $\text{Re} \lambda > -\varepsilon$ for some $\varepsilon > 0$ and one has the formulae

$$U^l_k = |\tilde{F}|^{s(\lambda)}u^l_k|_{\lambda=0} \text{ for } k \geq l + 1$$

and

$$R^l_k = \bar{\partial}(|\tilde{F}|^{s(\lambda)}) \wedge u^l_k|_{\lambda=0} \text{ for } k \geq l + 1.$$  

The formulae (4.8) and (4.9) are not explicitly written in [5]. However, a careful reading of the constructions of $U^l_k$ and $R^l_k$ in [5] tells us that such formulae are valid. We put

$$U = \sum_{l \geq 0} \sum_{k \geq l + 1} U^l_k$$

and

$$R = \sum_{l \geq 0} \sum_{k \geq l + 1} R^l_k,$$

and call them associated currents to the complex (4.4). In particular, the current $R$ is called the residue current of the complex. The following result states that $R$ measures the exactness (hence non-exactness) of the complex (4.4).

Theorem 4.1 ([5, Theorem 1.1]).
The complex (4.4) is exact on $X$ if and only if $R^l_k = 0$ for all positive integers $k > l$. Furthermore, if the complex (4.4) is exact, a holomorphic section $\phi \in E_0$ is in $\text{Im} f_1$ if and only if $\phi$ is generically in $\text{Im} f_1$ and for all $k > 0$, one has $R^0_k \phi = 0$.  
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Thus, the residue current \( R \) actually corresponds to the notion of Noetherian operators defined originally by L. Ehrenpreis (see [38], and [17]). This theorem gives us an abstract criterion of membership, but we need to know explicitly what \( \phi \) in Theorem 4.1 is in view of applications to the theory of equations. To this end, we use the integral representation technique that was introduced by B. Berndtsson and M. Andersson and further developed by M. Andersson (cf. [1], [4]).

Let \( D \subset \mathbb{C}^n \) be a domain and we regard \( z \in D \) as a parameter. We put

\[
\mathcal{L}^m = \bigoplus_{k \geq 0} \mathcal{D'}(k,k+m),
\]

(4.12)

\[
\nabla_{\zeta-z} = \delta_{\zeta-z} - \bar{\partial}.
\]

(4.13)

Here, \( \delta_{\zeta-z} \) is the operator introduced in Proposition 3.5. Note that any element \( \omega \in \mathcal{L}^m \) can be decomposed as \( \omega = \omega_{0,m} + \omega_{1,m+1} + \cdots \), where \( \omega_{k,k+m} \in \mathcal{D'}(k,k+m) \).

**Proposition 4.2** ([1, Proposition 2.1]).

Let \( z \in D \) be a fixed point and \( g = g_{0,0} + \cdots + g_{n,n} \in \mathcal{L}^0(D) \) be a current with compact support in \( D \) such that \( \nabla_{\zeta-z} g = 0 \), \( g \) is smooth around \( z \), and \( g_{0,0}(z) = 1 \). In this setting, for any holomorphic function \( \phi \in \mathcal{O}(D) \), one has an integral representation formula

\[
\phi(z) = \int_D g\phi = \int_D g_{n,n}\phi.
\]

(4.14)

Any \( g \in \mathcal{L}^0(D) \) with properties in the proposition above is called a weight with respect to \( z \). In [1] and [4] it was explained that one can obtain various classical integral formulae in a unified manner thanks to the proposition above.

Let us now introduce yet another tool to get an explicit solution of the membership problem. We consider a generically exact complex.

\[
0 \to E_N \xrightarrow{f_N} \cdots \to E_1 \xrightarrow{f_1} E_0 \to 0.
\]

(4.15)

The readers should be aware that this complex is different from the complex (4.4). We recall the following general existence theorem of Hefer forms.

**Proposition 4.3** ([1, Proposition 5.3]).

Assume \( D \) is Stein and consider either (4.4) or (4.15). Then, for any integers \( k \) and \( l \), one can find \( H^k_l(\zeta,z) \in \mathcal{E}_{(k-l,0)}(\text{Hom}(E_k,E_l))(D) \) such that

\[
H^k_l(\zeta,z) \text{ is holomorphic both in } \zeta \text{ and } z.
\]

\[
H^k_k(\zeta,z) = 0 \ \text{ for } k < l \text{ and } H^k_l(\zeta,z) = Id_{E_l}.
\]

\[
\delta_{\zeta-z} H^k_l(\zeta,z) = H^{k-1}_l(\zeta,z)f_k(\zeta) - (-1)^{k-l-1}f_{l+1}(z)H^{k+1}_{l+1} \ \text{ for } l < k.
\]
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We define some important currents as follows:

\[
HU = \sum_l H_{l+1}U = \sum_{k \geq l+1} H_k^lU_k^l, \quad HR = \sum l H_lR = \sum_{k \geq l+1} H_k^lR_k^l,
\]

\[
f = \sum_{j \geq 1} f_j, \quad g'(\zeta, z) = f(z)HU + HUF + HR.
\]

Now we can check by a direct computation that \( \nabla_{\zeta-z}g' = 0 \). Furthermore, for any \( z \in D \setminus Z \), one has the identity \( g_0'(z, z) = \sum_{j \geq 0} \text{Id}_{E_j} \), where \( Z \) is the singular locus of currents \( U \) and \( R \). With this notation Proposition 4.2 and Proposition 4.3 lead to

**Proposition 4.4** ([4, Proposition 5.4]).

*Let \( D \) be a Stein open subset of \( \mathbb{C}^n \) and consider the generically exact complex (4.15).

(1) If \( g \in L^0(D\zeta) \) is a smooth weight with respect to \( z \notin Z \), then for any holomorphic section \( \phi \in \mathcal{O}(D\zeta, E_l) \), one has an integral representation

\[
\phi(z) = f_{l+1}(z) \int_{D\zeta} H_{l+1}U \phi \wedge g + \int_{D\zeta} H_lU f_l \phi \wedge g + \int_{D\zeta} H_lR \phi \wedge g, \quad (4.16)
\]

(2) If \( g(\zeta, z) \in L^0(D\zeta) \) is a smooth weight with respect to \( z \in D \), \( g \) is holomorphic in \( z \), and if for all \( z \in D \), \( \text{supp}\{g(\cdot, z)\} \) is compact in \( D \), then (4.16) is valid across \( Z \).

**Proof.** Part (1) follows immediately from Proposition 4.2 since \( g' \wedge g \) is a weight. To see Part (2) notice that in this case, both sides of the equation (4.16) are holomorphic so we have the equation even across \( Z \) by the identity theorem. \( \square \)

Remember that we assumed \( f_1 \) is generically surjective in the argument above. However, this assumption is not necessary. We shall see that we anyway can get a representation of \( \phi \) as soon as it belongs to the image of \( f_1 \). To this end, we again consider the complex (4.4). We can extend this to another generically exact complex in a neighbourhood of each point by the following proposition.
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Proposition 4.5.
Let $X$ be a Stein manifold, and $K$ be a holomorphically convex compact subset of $X$. If $M$ is a coherent $\mathcal{O}_X$-module on a neighbourhood of $K$, it can be embedded into a generically exact complex of the following type in a neighbourhood of $K$:

$$0 \to M \to \mathcal{O}_X^{1 \times r_0} \to \cdots \to \mathcal{O}_X^{1 \times r_{M-1}} \to \mathcal{E} \to 0,$$

where $\mathcal{E}$ is a locally free sheaf in a neighbourhood of $K$.

Proof. We put $N^* = \mathcal{H}om(N, \mathcal{O}_X)$ for any $\mathcal{O}_X$-module $N$. By Theorem 7.2.1 in [22], one can take the following resolution of $M$ in a neighbourhood of $K$:

$$\mathcal{O}_X^{1 \times r_M} \to \cdots \to \mathcal{O}_X^{1 \times r_0} \to M^* \to 0 \text{ (exact)}. \quad (4.18)$$

Here, we put $M = \dim X$. By Hilbert’s syzygy theorem, we can conclude $K = \text{Ker}(\mathcal{O}_X^{1 \times r_M} \to \mathcal{O}_X^{1 \times r_{M-1}})$ is locally free. By putting $\mathcal{E} = K^*$, taking $(-)^*$ of the above complex, and composing the canonical map $M \to M^{**}$, we have a complex

$$0 \to M \to \mathcal{O}_X^{1 \times r_0} \to \cdots \to \mathcal{O}_X^{1 \times r_{M-1}} \to \mathcal{E} \to 0. \quad (4.19)$$

Since this complex is exact where $M$ is locally free, this is the desired complex.

With the help of this proposition, we can prove

Proposition 4.6.
Let $D$ be a Stein open subset of $\mathbb{C}^n$ and $0 \to E_N \xrightarrow{f_N} \cdots \to E_1 \xrightarrow{f_1} E_0$ be a generically exact complex on $D$.

(1) If $g \in \mathcal{L}^0(D_\zeta)$ is a smooth weight with respect to $z \notin Z$, then, for any holomorphic section $\phi \in \mathcal{O}(D_\zeta, \text{Im } f_1)$, one has an integral representation

$$\phi(z) = f_1(z) \int_{D_\zeta} H_1 U \phi \wedge g. \quad (4.20)$$

(2) If $g(\zeta, z) \in \mathcal{L}^0(D_\zeta)$ is a smooth weight with respect to $z \in D$, $g$ is holomorphic in $z$, and if for all $z \in D$, supp$\{g(\cdot, z)\}$ is compact in $D$, then the formula of (1) is valid across $Z$.

Proof. We first, embed the complex (4.14) into a generically exact sequence

$$0 \to E_N \xrightarrow{f_N} \cdots \to E_1 \xrightarrow{f_1} E_0 \xrightarrow{f_0} \cdots \to E_{-n} \to 0 \quad (4.21)$$

on a neighbourhood of supp $g$ by Proposition 4.5. We can now prolong the Hefer forms taken above to $\{H_i^k\}_{-n \leq i \leq k \leq N}$, where $H_i^k \in \mathcal{E}(k-i, 0)(\text{Hom}(E_k, E_i))$ satisfy the relations of Proposition 4.3. Applying Proposition 4.5 to this complex and $\phi \in \mathcal{O}(D_\zeta, \text{Im } f_1)$, we obtain the proposition. □
5 Division with bounds

In this section, we solve a certain kind of the division with bounds which naturally arises in the theory of $D\Delta$-equations. Before starting a discussion, we would like to note that the division with bounds is no longer possible if there are more than two independent frequencies.

Example 5.1.
For any positive integer $n$, let us denote by $O_p(C^n)$ the space of entire functions on $C^n$ for which there exist constants $C > 0, M > 0,$ and $k \in Z > 0$ such that for every $\zeta \in C^n$ one has the estimate

$$|f(\zeta)| \leq C(1 + |\zeta|)^k \exp(M|\text{Im}\zeta|).$$

Consider now an ideal $I$ of $O_p(C^2)$ generated by three elements $\frac{\sin \zeta_1}{\zeta_1}, \sin \zeta_2,$ and $\zeta_2 - \alpha \zeta_1,$ where $\alpha \in R \setminus \overline{Q}$ is a Liouville number. We can easily check that $1$ is in $(O(C^2) \cdot I) \cap O_p(C^2)$ since the zero locus of $I$ is empty. On the other hand, $1$ can never belong to the ideal $I.$ Otherwise we have a representation $1 = f_1(\zeta_1, \zeta_2) \frac{\sin \zeta_1}{\zeta_1} + f_2(\zeta_1, \zeta_2) \sin \zeta_2 + f_3(\zeta_1, \zeta_2)(\zeta_2 - \alpha \zeta_1)$ for some $f_1, f_2, f_3 \in O_p(C^2).$ Substituting $\zeta_2 = \alpha \zeta_1,$ we can conclude that $1$ belongs to the ideal $I'$ of $O_p(C)$ generated by $\frac{\sin \zeta_1}{\zeta_1}$ and $\sin \alpha \zeta_1,$ where the definition of $O_p(C)$ is similar to that of $O_p(C^2).$ However, L. Ehrenpreis showed that $I'$ does not contain $1,$ meaning that $I \subsetneq (O(C^2) \cdot I) \cap O_p(C^2)$ (cf. [17, pp 319-320]).

This example suggests that the division with bounds is impossible when there are more than two independent frequencies. In spite of this sort of example, the division with bounds is possible for $D\Delta$-equations with one independent frequency as we shall see in this section. We begin with some elementary estimates related to the Hefer forms.

Lemma 5.1.
Take any $q(z) \in H_1$ and put $p(\zeta, z) = \frac{q(\zeta) - q(z)}{\zeta - z}.$ Assume that $q$ does not contain any negative power of $e^z.$ Then one has the following estimates:

1. Regard $q \in C(z)[e^z].$ If $N$ denotes the degree of $q$ as a polynomial of $e^z$ with coefficients in $C(z),$ then there are a non-negative integer $M \in Z_{\geq 0}$ and a positive constant $C > 0$ such that for all $z \in C,$

$$|q(z)| \leq C(1 + |z|)^M e^{-N|\text{Re}z|}.$$  

2. With the same notation as above, there are a non-negative integer $M \in Z_{\geq 0}$ and a constant $C > 0$ so that the following inequality is valid for all $\zeta, z \in C$:

$$|p(\zeta, z)| \leq C(1 + |\zeta|)^M (1 + |z|)^M e^{N|\text{Re}\zeta|} e^{N|\text{Re}z|}.$$
For any non-negative integer \( k \in \mathbb{Z}_{\geq 0} \), one can find a non-negative integer \( M \in \mathbb{Z}_{\geq 0} \) and a constant \( C > 0 \) so that the following inequality is true for all \( \zeta, z \in \mathbb{C} \):

\[
\left| \frac{\partial^k}{\partial \zeta^k} p(\zeta, z) \right| \leq C (1 + |\zeta|)^M (1 + |z|)^M e^{N|\text{Re}\zeta|} e^{N|\text{Re}z|}.
\] (5.4)

**Proof.** We omit the proof of (1) since it is straightforward. To see (2) first recall that we have a formula

\[
q(\zeta) - q(z) = \left( \int_0^1 q'(z + t(\zeta - z)) dt \right) (\zeta - z)
\] (5.5)

by integration by parts. Note that \( q'(z) \) satisfies the estimate of (5.2). Therefore, we have

\[
|q'(z + t(\zeta - z))| \leq C (1 + |z + t(\zeta - z)|)^M e^{N|\text{Re}z + t\text{Re}(\zeta - z)|}
\] (5.6)

\[
\leq C (1 + (1 - t)|z| + t|\zeta|)^M e^{N(1-t)|\text{Re}z + t\text{Re}z|}
\] (5.7)

\[
\leq C (1 + |\zeta|)^M (1 + |z|)^M e^{N|\text{Re}\zeta|} e^{N|\text{Re}z|}.
\] (5.8)

As for (3), if we prove the estimate when \( k = 1 \), we inductively have the estimate for all \( k \). When \( k = 1 \), the inequality is immediately verified by means of Cauchy’s integral formula as follows:

\[
\left| \frac{\partial}{\partial \zeta} p(\zeta, z) \right| \leq C (1 + |\zeta|)^M e^{N|\text{Re}z|} \sup_{\xi \in \partial \Delta(\zeta; 1)} (1 + |\xi|)^M e^{N|\text{Re}\xi|}
\] (5.9)

\[
\leq \tilde{C} (1 + |\zeta|)^M (1 + |z|)^M e^{N|\text{Re}\zeta|} e^{N|\text{Re}z|}.
\] (5.10)

**Proposition 5.1.**

Suppose a complex of free \( \mathcal{H} \)-modules,

\[
0 \rightarrow \mathcal{H}^{1 \times r_N} \xrightarrow{x_{P_N}} \cdots \rightarrow \mathcal{H}^{1 \times r_1} \xrightarrow{x_{P_1}} \mathcal{H}^{1 \times r_0}
\] (5.11)

is given. Put \( E_j = {}_n \mathcal{O}^{1 \times r_j} \) and consider the associated complex obtained by tensoring \( {}_n \mathcal{O} \) to the above complex:

\[
0 \rightarrow E_N \xrightarrow{f_N} \cdots \rightarrow E_1 \xrightarrow{f_1} E_0.
\] (5.12)

\( ^2 \)Recall that \(- \otimes \mathcal{O}(\mathbb{C}^n) \) is an exact functor by Proposition 3.2 (3).
Assume (5.12) is generically exact and equip these trivial bundles with standard Hermitian metrics and consider the associated currents $U$ and $R$. Decompose $U$ and $R$ as

$$U = \sum_{k>l} U_{k,l}^i, \quad R = \sum_{k>l} R_{k,l}^i$$

(5.13)

and

$$U_{k,l}^i = \sum_{|I|=k-l-1} U_{k,l,I}^i d\zeta^I, \quad R_{k,l}^i = \sum_{|I|=k-l} R_{k,l,I}^i d\bar{\zeta}^I,$$

(5.14)

where $\zeta$ is the standard coordinate of $\mathbb{C}^n$.

Under the assumptions and notation above, there is a non-zero polynomial $\mathcal{R}(\zeta)$ such that $\mathcal{R}(\zeta) U_{k,l}^i$ and $\mathcal{R}(\zeta) R_{k,l}^i$ are distributions with Paley-Wiener growth, i.e., there are non-negative integers $M$, $N$, $k$, and $k' \in \mathbb{Z}_+^0$ and a positive constant $C > 0$ so that for any compactly supported smooth function $\phi \in C_c^\infty(\mathbb{C}^n)$ the following inequalities hold:

$$\left| \langle \mathcal{R}(\zeta) U_{k,l}^i, \phi \rangle \right| \leq C \sup_{|\alpha| \leq k, |\beta| \leq k'} \left| (\partial_\zeta^\alpha \partial_{\bar{\zeta}}^\beta \phi(\zeta)) (1 + |\zeta|)^M e^{N|\text{Re}\zeta|} \right|,$$

(5.15)

$$\left| \langle \mathcal{R}(\zeta) R_{k,l}^i, \phi \rangle \right| \leq C \sup_{|\alpha| \leq k, |\beta| \leq k'} \left| (\partial_\zeta^\alpha \partial_{\bar{\zeta}}^\beta \phi(\zeta)) (1 + |\zeta|)^M e^{N|\text{Re}\zeta|} \right|.$$

(5.16)

**Proof.** We use the same symbols as in Section 4. Let $E$ and $Q$ be trivial bundles on $\mathbb{C}^n$. We take global holomorphic frames $\{\epsilon_1, \ldots, \epsilon_r\} (r = \text{rank } Q)$, $\{e_1, \ldots, e_s\} (s = \text{rank } E)$, and equip $E$ and $Q$ with hermitian metrics so that these frames are orthonormal basis at each point of $\mathbb{C}^n$. Notice that the dual section $\epsilon^*_i$ of $\epsilon_i$ is a holomorphic section of $E^*$. Take $f \in \text{Hom}(E, Q)$ and express it as

$$f = \sum_{i,j} f_{ij} \epsilon^*_i \otimes e_j, \quad f_{ij} \in \mathcal{O}(\mathbb{C}^n).$$

If the optimal rank of $f$ is $\rho$, we have

$$F = \frac{1}{\rho!} \wedge^\rho f = \sum_{|I|=|J|=\rho} F_{I,J} \epsilon^*_I \otimes e_J, \quad F_{I,J} \in \mathcal{O}(\mathbb{C}^n)$$

is a product of finitely many $f_{i,j}$. Taking into account that the standard dual $\epsilon^*_i$ of $\epsilon_i$ is equal to the hermitian dual $\epsilon^*_i$ of it, we have

$$S = \sum_{|I|=|J|=\rho} \bar{F}_{I,J} \epsilon_I \otimes \epsilon_J. \quad \text{Since } s = \left( \sum_{i=1}^s \sum_{j=1}^r \delta_{f_{i,j}} \epsilon^*_i \otimes \delta_{\epsilon_j} \right)^{\rho-1} S/\rho!, \text{ if we represent }$$

s as $s = \sum_{i,j} s_{ij} \epsilon_i \otimes \epsilon^*_j$, each $s_{ij}$ is a product of finitely many $f_{ij}$ and $\bar{f}_{ij}$. Now we take $f = f_k$, $E = E_k$, and $Q = E_{k-1}$. We are going to estimate $\bar{\partial}\sigma$ for $\sigma = \frac{1}{|\zeta|^2}$. Writing $F_{I,J} = \frac{p_{I,J}}{\partial \zeta,}$, $\phi \in \mathbb{C}[\zeta_1], \ p_{I,J} \in \mathbb{C}[\zeta_1, \ldots, \zeta_n, \zeta^\alpha], \ zeta^\alpha$, letting $\phi$
be the least common multiplier of $\phi_{I,J}$, $F_{I,J} = \frac{F_{I,J}}{\phi_{I,J}}$, $\tilde{F}_{I,J} \in \mathbb{C}[\zeta_1, \ldots, \zeta_n, e^{\zeta_1}]$ and putting $\tilde{F} = \sum_{I,J} \tilde{F}_{I,J} \epsilon_I^* \otimes \epsilon_J$, we have an identity

$$\left( \frac{s}{|F|^2} \right) = |\phi|^2 \left( \frac{s}{|\tilde{F}|^2} \right).$$

(5.17)

By Lemma 5.1 each $f_{ij}$ satisfies the estimate

$$|f_{ij}(\zeta)| \leq C(1 + |\zeta|)^M e^{N|\text{Re} \zeta_1|}.$$  

(5.18)

Therefore we can write

$$\bar{\partial} \sigma = \tilde{s} \left| \tilde{F} \right|^4, \quad \tilde{s} = \sum_{i,j} \tilde{s}_{ij} e_i \otimes e_j^*,$$

(5.19)

so that each $\tilde{s}_{ij}$ satisfies the estimate of the type (5.18).

In the followings, we construct the associated current $U$. Under the notation analogous to the argument above, we have a representation

$$u_{k,I}^l = \frac{1}{|\tilde{F}_k|^4 \cdots |\tilde{F}_{l+1}|^4} \sum_{i,j} g_{ij} e_i^{(k)} \otimes e_j^{(l)*},$$

(5.20)

where $\{e_i^{(k)}\}$ and $\{e_j^{(l)}\}$ are global holomorphic frames of $E_k$ and $E_l$ and $g_{ij}$ is a linear combination of products of holomorphic and antiholomorphic functions satisfying the estimates of the type (5.18). We rewrite the denominator as a sum

$$|\tilde{F}_k|^2 \cdots |\tilde{F}_{l+1}|^2 = |f_1|^2 + \cdots + |f_p|^2 = ||f||^2,$$

(5.21)

where each $f_j \in \mathbb{C}[\zeta_1, \ldots, \zeta_n, e^{\zeta_1}]$ is a product of some entries of $\tilde{F}_{l+1}, \ldots, \tilde{F}_k$. In view of Proposition 4.1 if $t_1, \cdots, t_p$ are positive numbers, the current $U_{k,I}^l$ is equal to

$$\left| f \right|^{*\lambda} \frac{1}{||f||^4} \sum g_{ij} e_i^{(k)} \otimes e_j^{(l)*} \big|_{\lambda=0}.$$  

(5.22)

A priori, this current is holomorphic at $\lambda = 0$. Therefore, the resulting current is a combination of the constant term of the Taylor expansion of $\left| f \right|^{*\lambda}$ multiplied by some products of holomorphic and anti-holomorphic functions of Paley-Wiener growth.

Now we need the following lemma.

**Lemma 5.2.**

Let $T \in \mathcal{D}'(\mathbb{C}^n)$ be a distribution with Paley-Wiener growth. If $g \in \mathcal{O}(\mathbb{C}^n)$ is a holomorphic function which satisfies the estimate

$$|g(\zeta)| \leq C(1 + |\zeta|)^M e^{N|\text{Re} \zeta_1|}$$  

(5.23)
for any $\zeta \in \mathbb{C}^n$, then two distributions $gT$ and $\bar{g}T \in \mathcal{D}'(\mathbb{C}^n)$ both have Paley-Wiener growth.

**Proof.** We prove the lemma for $gT$ since the argument for $\bar{g}T$ is similar. Take any $\phi \in \mathcal{C}_c^\infty(\mathbb{C}^n)$. By definition,

$$|\langle gT, \phi \rangle| = |\langle T, g\phi \rangle| \leq C \sup_{\zeta \in \text{supp} \phi} \left| \partial_\zeta^\alpha (g(\zeta)\partial_\zeta^\beta \phi(\zeta)) (1 + |\zeta|)^M e^{N|\text{Re} \zeta_1|} \right|.$$

(5.24)

It can be verified from Cauchy's integral representation theorem that derivatives of $g$ satisfy the estimates of the type (5.23). Combining this observation with the inequality above, we have the lemma. 

End of proof of Proposition 5.1 Thanks to this lemma, the problem is reduced to showing that the constant term of the Taylor expansion of \(|f|*^{(\lambda)}\) around the origin is of Paley-Wiener growth. The Theorem 5.1 below says that the constant term is indeed of Paley-Wiener growth if it is multiplied by a non-zero polynomial $R(\zeta_1)$. The proof is completed for $U$. For $R$, we can observe that an identity $\partial U_k^l = R_k^l + (|f|*^{(\lambda)} \partial u_k^l)|_{\lambda=0}$ holds. Using this identity, one can show that there is a univariate polynomial $R(\zeta_1)$ so that $R(\zeta_1)R_k^l$ is of Paley-Wiener growth in the same manner as we proved it for $U$.

**Theorem 5.1 ([12, Proposition 3.2]).**

Let $f_1, \ldots, f_p \in \mathbb{C}[\zeta_1, \ldots, \zeta_n, e^{\zeta_1}]$, where $p$ is a positive integer, then, for any $t \in (0, 1)^p$ outside a countable union of algebraic hypersurfaces and any $m \in \mathbb{Z}_+$, there is a polynomial $R(\zeta_1)$ and constants $C > 0$, $M$, $N$, $k$, $k' \in \mathbb{Z}_+$ such that if $a_j \in \mathcal{D}'(\mathbb{C}^n)$ denote the coefficients of the Taylor expansion

$$|f|*^{(\lambda)} \overline{|f|^2} = \sum_{j=0}^\infty a_j\lambda^j,$$

(5.25)

where $|f|*^{(\lambda)} = |f_1|^{t_1} \cdots |f_p|^{t_p}$ and $\|f\|^2 = |f_1|^2 + \cdots + |f_p|^2$, then for $\phi \in \mathcal{C}_c^\infty(\mathbb{C}^n)$,

$$|\langle R(\zeta_1)a_0, \phi \rangle| \leq C \sup_{\zeta \in \text{supp} \phi} \left| \partial_\zeta^\alpha \partial_\bar{\zeta}^\beta \phi(\zeta) (1 + |\zeta|)^M e^{N|\text{Re} \zeta_1|} \right|.$$

(5.26)

**Example 5.2.**

We consider a univariate function $e^{\zeta} - 1 \in \mathcal{O}(\mathbb{C}_\zeta)$ and the associated generically exact complex of trivial vector bundles

$$0 \to \mathcal{O} \xrightarrow{e^{\zeta} - 1} \mathcal{O} \to 0.$$

(5.27)
By definition, the current $U$ associated to the complex $[5.27]$ is the principal value current v.p. $\frac{1}{e^{\zeta} - 1}$. A direct computation leads to the following formula:

$$v.p. \frac{1}{e^{\zeta} - 1} = e^{-\zeta} \frac{\partial}{\partial \zeta} (\log |e^{\zeta} - 1|^2)$$  \hspace{1cm} (5.28)

$$= e^{-\zeta} \frac{\partial}{\partial \zeta} \left( e^{-\zeta} \frac{\partial}{\partial \zeta} ((e^{\zeta} - 1) \log |e^{\zeta} - 1|^2) \right).$$  \hspace{1cm} (5.29)

Since $(e^{\zeta} - 1) \log |e^{\zeta} - 1|^2$ is locally bounded and its growth order at infinity is exponential 1, we can confirm that $v.p. \frac{1}{e^{\zeta} - 1}$ is of Paley-Wiener growth.

We can also compute the residue current $R$ explicitly:

$$R = \pi \sum_{m \in \mathbb{Z}} \delta(\zeta - 2\pi \sqrt{1-m}) d\zeta.$$  \hspace{1cm} (5.30)

This formula also tells us that $R$ is indeed of Paley-Wiener growth.

Now we can finally prove the division with bounds. The essential point is the construction of the suitable weight in view of Theorem 4.2. We first work on the growth condition which arises from Fourier-Borel transform of analytic functionals.

For any compact convex subset $K$ of $\mathbb{C}^n$ with smooth boundary, and $h \in \mathcal{O}(\mathbb{C}^n)^{1 \times r_0}$, we put

$$|h|_K = \sup_{\zeta \in \mathbb{C}^n} e^{-H_K(\zeta)} |h(\zeta)|, \quad H_K(\zeta) = \sup_{z \in K} \text{Re}(z, \zeta), \quad \zeta \in \mathbb{C}^n,$$  \hspace{1cm} (5.31)

where $\langle \cdot, \cdot \rangle$ is the standard Euclidian product. $H_K$ is smooth except at the origin so we smoothen out $H_K(\zeta)$ around $\zeta = 0$ so that the resulting function is convex. This function is denoted by $\rho_K$. We put

$$\rho'_K(\zeta) = \left( \frac{\partial \rho_K}{\partial \zeta_1}(\zeta), \ldots, \frac{\partial \rho_K}{\partial \zeta_n}(\zeta) \right),$$  \hspace{1cm} (5.32)

and

$$g_K(\zeta, z) = \exp\{-|\rho'_K(\zeta), \zeta - z\rangle - \sqrt{-1} \pi \frac{\partial \rho_K}{\partial \zeta} \} = \exp\{\nabla_{\zeta-z}(-\frac{\partial \rho_K}{\pi \sqrt{-1}})\}. \hspace{1cm} (5.33)$$

It can easily be seen that $(g_K)_{0,0}(z, z) = 1$ and $\nabla_{\zeta-z} g_K = 0$. Furthermore, since $\rho_K$ is convex, we have an inequality

$$|\exp\{-|\rho'_K(\zeta), \zeta - z\rangle\} | \leq \exp\{\rho_K(z) - \rho_K(\zeta)\} \quad (\zeta, z \in \mathbb{C}^n). \hspace{1cm} (5.34)$$
In the same manner, we put \( \tilde{\rho}(\zeta) \overset{\text{def}}{=} |\xi_1| \), where \( \zeta = \xi + \sqrt{-1}\eta \). We smoothen out \( \tilde{\rho} \) around \( \xi_1 = 0 \) so that the resulting function is convex and this function is still denoted by \( \tilde{\rho} \). Under the similar notation as above, we have identities \( \langle \tilde{g}, 0 \rangle_{0,0}(z,z) = 1, \nabla_{\zeta - z} \tilde{g} = 0 \), and an inequality
\[
|\exp\{-\langle \tilde{\rho}'(\zeta), \zeta - z \rangle\}| \leq \exp\{-\tilde{\rho}(z) - \tilde{\rho}(\zeta)\}, \quad (\zeta, z \in \mathbb{C}^n). \tag{5.35}
\]

We have now reached one of principal results of this paper: the division with bounds. We denote by \( O(\mathbb{C}^n)_{1 \times r}^1 \) the set of \( r \) vectors \( h \) with entries in \( O(\mathbb{C}^n) \) such that \( |h|_K < \infty \) for some compact convex subset \( K \subset \Omega \).

**Theorem 5.2.**
Let \( \Omega \) be an open convex subset of \( \mathbb{C}^n \) such that \( Ze_1 + \Omega = \Omega \). Then for any matrix \( P \in M(r_1, r_0; \mathcal{H}) \) of generalized \( D\Delta \)-operators, one has the fundamental identity:
\[
O(\mathbb{C}^n)_{1 \times r_0}^1 \cap (O(\mathbb{C}^n)_{1 \times r_1}^1 \cdot P) = O(\mathbb{C}^n)_{1 \times r_1}^1 \cdot P. \tag{5.36}
\]

For the proof, we need a simple algebraic lemma which will reduce the problem from the division with bounds for a submodule to that for an ideal.

**Lemma 5.3.**
If for any finitely generated ideal \( I \) of \( \mathcal{H} \), one has the identity
\[
(O(\mathbb{C}^n) \cdot I) \cap O(\mathbb{C}^n)_p = O(\mathbb{C}^n)_p \cdot I, \tag{5.37}
\]
then for any positive integer \( r \in \mathbb{Z}_{>0} \), and for any finitely generated submodule \( N \) of \( \mathcal{H}^{1 \times r} \), one has the identity
\[
(O(\mathbb{C}^n) \cdot N) \cap O(\mathbb{C}^n)_{1 \times r}^1 = O(\mathbb{C}^n)_p \cdot N. \tag{5.38}
\]

**Proof.** First of all, notice that it is equivalent to proving the following claim to prove this lemma:
(Claim) For any coherent \( \mathcal{H} \) module \( M \), the complex
\[
0 \to O(\mathbb{C}^n)_p \otimes_{\mathcal{H}} M \to O(\mathbb{C}^n) \otimes_{\mathcal{H}} M \tag{5.39}
\]
is exact.
In fact, if we put \( M = \mathcal{H}^{1 \times r}/N \) in the claim, we have an inclusion \( O(\mathbb{C}^n) \cdot N \cap O(\mathbb{C}^n)_{1 \times r}^1 \subset O(\mathbb{C}^n)_p \cdot N \). Since the other inclusion is obvious, we get the lemma.

Now we prove the claim by the induction on the number of generators of \( M \). When \( M \) is cyclic, we can assume there is a finitely generated ideal \( I \) of \( \mathcal{H} \) such that \( M \cong \mathcal{H}/I \) so the claim follows by the assumption of lemma.
Assume that the claim is valid when the number of generators of $M$ is less than $n$. Let $M$ be a coherent $\mathcal{H}$-module generated by $n$ elements. We can find an exact sequence $0 \to M' \to M \to M/M' \to 0$, where $M'$ is generated by at most $n-1$ elements and $M/M'$ is cyclic. Consider the following diagram.

\[
\begin{array}{ccc}
0 & \to & \mathcal{O}(\mathbb{C}^n)_p \otimes M' \\
\downarrow & & \downarrow \\
\mathcal{O}(\mathbb{C}^n)_p \otimes M & \to & \mathcal{O}(\mathbb{C}^n)_p \otimes M/M' \\
\downarrow & & \downarrow \\
0 & \to & \mathcal{O}(\mathbb{C}^n) \otimes M' \\
\end{array}
\]

The first and the second row are exact by the exactness of tensor and Proposition 3.2 (3), and the first and the third column are exact by the inductive assumption. We can now apply the snake lemma to conclude that the middle vertical map is injective.

**Proof of Theorem 5.2** We basically follow the argument of [12]. The crucial difference is that we make use of a more general division formula than in [12]. By the previous lemma, we can assume $r_0 = 1$ and we write $P = \{P_1, \cdots, P_{r_1}\}$. Let $h \in \mathcal{O}(\mathbb{C}^n)_p \cap (\mathcal{O}(\mathbb{C}^n)^1 \times r_1 \cdot \mathbb{P})$ such that $|h|_K < \infty$ for a compact convex set $K$. We can assume $\partial K$ is smooth since there is always a smooth convex function $\varphi$ on $\Omega$ such that $\{\varphi < a\}$ is relatively compact in $\Omega$ and $K \subset \{\varphi < 0\}$. The existence of such smooth convex function is verified in the same manner as that of plurisubharmonic function $\psi$ which exhausts a given pseudoconvex domain $D$ and satisfies that $L \subset \{\psi < 0\}$ for given holomorphically convex compact subset $L$ of $D$. See Theorem 5.1.6 in [22]. By Theorem 3.3 we can take a finite free resolution of finite length

\[
0 \to \mathcal{H}^{1 \times r_N} \xrightarrow{\times P_N} \cdots \to \mathcal{H}^{1 \times r_1} \xrightarrow{\times P_1 = \mathbb{P}} \mathcal{H} \text{ (exact).} \quad (5.40)
\]

We can also take Hefer forms for this exact sequence as in Proposition 3.5, and choose a polynomial $\mathcal{R}(z_1)$ as in Proposition 5.1. We denote its distinct roots by $\alpha_1, \cdots, \alpha_k$, and let $\mu_1, \cdots, \mu_k$ be their respective multiplicities.

We can expand each $P_j$ as a power series of $z_1 - \alpha_l$ whose coefficients are polynomials in $z'_1 = (z_2, \cdots, z_n)$. If we truncate this series at the term $(z_1 - \alpha_l)^{\mu_l}$, we obtain a polynomial $P_{j,l}$. By the classical Ehrenpreis fundamental principle (or division with bounds, see [17, Theorem 4.2] or [38, IV, §5, 5° The fundamental theorem]), possibly replacing $K$ by its compact convex
neighbourhood, we have a representation
\[ h = \sum_{j=1}^{r_1} G_{j,l}P_j + (z_1 - \alpha_l)^m G_{r_1+1,l}, \quad |G_{j,l}|_K < \infty. \] (5.41)

Now for each fixed \( z' \) we can construct a polynomial \( G_j(z_1, z') \) in \( z_1 \), by means of Lagrange interpolation formula such that for each \( l \),
\[ G_j(z_1, z') - G_{j,l}(z_1, z') = O((z_1 - \alpha_l)^m). \] (5.42)

The explicit interpolation formula implies that \( |G_j|_K < \infty \).

Now by means of these functions \( G_j \), we have
\[ h - \sum_{j=1}^{r_1} G_jP_j = h - \sum_{j=1}^{r_1} G_{j,l}P_j + \sum_{j=1}^{r_1} (G_{j,l} - G_j)P_j = O((z_1 - \alpha_l)^m). \] (5.43)

We can conclude that there is a representation
\[ h = \sum_{j=1}^{r_1} G_jP_j + \mathcal{R}(z_1)G_{r_1+1}. \] (5.44)

Note here that we have an inequality \( |\mathcal{R}(z_1)G_{r_1+1}|_K < \infty \) again by possibly replacing \( K \) by its compact convex neighbourhood. This implies \( |G_{r_1+1}|_K < \infty \) in view of Pólya-Ehrenpreis-Malgrange division lemma. (This is nothing but the division with bounds for principal ideal.) We can confirm that \( \mathcal{R}(z_1)G_{r_1+1} \) is in the ideal generated by \( P_1, \ldots, P_{r_1} \) so we want to give bounds for coefficients of each \( P_j \) by means of the residue current.

Choose a function \( \chi \in C^\infty(\mathbb{R}, \mathbb{R}) \) so that
\[ \chi(t) = 1 \text{ (if } |t| < 1), \quad \chi(t) = 0 \text{ (if } |t| > 2). \] (5.45)

Putting
\[ \chi_k(\zeta) = \chi\left(\frac{|\zeta|}{k}\right), \] (5.46)
we introduce a weight
\[ g_k = \chi_k - \partial \chi_k \wedge \left( \frac{b}{\nabla_{\zeta-z}b} \right), \] (5.47)
where \( b \) is a \((1,0)\)-form defined by the formula
\[ b = \frac{1}{2\pi\sqrt{-1}} \frac{\partial|\zeta-z|^2}{|\zeta-z|^2}. \] (5.48)
Here, $\frac{b}{\nabla_{\zeta-z}b}$ is M. Andersson’s notation in [4], which reads
\[
\frac{b}{\nabla_{\zeta-z}b} = b + b \wedge \bar{\partial}b + \cdots + b \wedge (\bar{\partial}b)^{n-1}.
\] (5.49)

Note that $g_k$ is a smooth weight when $|z| < k$. We further put
\[
g(\zeta, z) = 1 + \frac{\langle \bar{\zeta}, z \rangle}{1 + |\zeta|^2} + \frac{\sqrt{-1}}{2\pi} \bar{\partial} \log(1 + |\zeta|^2). \tag{5.50}
\]

It can be verified that $g$ satisfies $g_{0,0}(z, z) = 1$ and $\nabla_{\zeta-z} g = 0$.

Now consider a current $g_k \wedge g_K \wedge g_{\mu} \wedge \tilde{g}_\nu$ for non-negative integers $\mu$ and $\nu$. This is a weight with respect to $z$ when $|z| < k$. By Proposition 4.6, we have
\[
R(z_1)G_{r_1+1}(z) = \left( \int_{\zeta} H^1 U R(\zeta_1)G_{r_1+1}(\zeta) \wedge g_k \wedge g_K \wedge g_{\mu} \wedge \tilde{g}_\nu \right) \cdot P(z), \quad |z| \leq k.
\] (5.51)

Let us observe that $g = O((1 + |\zeta|)^{-1})$ for each fixed $z$. If we take suitably large $\mu, \nu$, since $R(z_1)U$ is of Paley-Wiener growth, each derivative of $g$ and $\tilde{g}$ satisfies an estimate of Paley-Wiener type, and $g_k \to 1$ and since $\bar{\partial}g_k \to 0$ in $C^\infty(\mathbb{C}^n)$ as $k \to \infty$, we can observe that the integral
\[
\int_{\zeta} H^1 U R(\zeta_1)G_{r_1+1}(\zeta) \wedge g_K \wedge g_{\mu} \wedge \tilde{g}_\nu
\] (5.52) converges so that we have
\[
R(z_1)G_{r_1+1}(z) = \left( \int_{\zeta} H^1 U R(\zeta_1)G_{r_1+1}(\zeta) \wedge g_K \wedge g_{\mu} \wedge \tilde{g}_\nu \right) \cdot P(z), \tag{5.53}
\]
and
\[
\left| \int_{\zeta} H^1 U R(\zeta_1)G_{r_1+1}(\zeta) \wedge g_k \wedge g_{\mu} \wedge \tilde{g}_\nu \right| \leq C(1 + |z|)^{M'} e^{\rho(z)} e^{\nu \tilde{\rho}(z)}. \tag{5.54}
\]

Since for the convex hull $\tilde{K} = \text{c.h.}(K \pm \nu e_1) \subset \Omega$, we have $\rho(z) + \nu \tilde{\rho}(z) \leq H_K(z)$ as long as $z$ is outside a small neighbourhood of the origin and $(1 + |z|)^{M'} \leq C e^{\epsilon |z|}$ for any $\epsilon > 0$, we can conclude that $h \in O(\mathbb{C}^n)^{1 \times r_1}$. $\mathbb{P}$ holds.

In the same manner, we can solve the division with bounds where growth conditions arise from the Fourier transform. For a convex compact subset
of \(\mathbb{R}^n\), a non-negative integer \(M \in \mathbb{Z}_{\geq 0}\), and a vector of holomorphic functions \(h \in \mathcal{O}(\mathbb{C}^n)^{1 \times r_0}\), we put

\[
|h|_{M,K} = \sup_{\zeta \in \mathbb{C}^n} (1 + |\zeta|^{-M} e^{-H_K(\zeta)} |h(\zeta)|)
\]

and

\[
H_K(\zeta) = \sup_{x \in K} \langle x, \eta \rangle, \quad \zeta = \xi + \sqrt{-1} \eta \in \mathbb{C}^n,
\]

where \(\langle \cdot, \cdot \rangle\) is the standard Euclidian product.

We use a different embedding \(\mathcal{H} \subset \mathcal{O}(\mathbb{C}^n)\) from that in Section 3 by putting \(z_i \mapsto -\sqrt{-1} \zeta_i, \quad e^{z_1} \mapsto e^{-\sqrt{-1} \zeta_1}\). Note that under this embedding, all the results in Section 3 still hold. We denote by \(\mathcal{O}(\mathbb{C}^n)^{1 \times r_0}\) the set of vectors \(h\) with entries in \(\mathcal{O}(\mathbb{C}^n)\) such that \(|h|_{M,K} < \infty\) for some positive integer \(M\) and a compact convex subset \(K \subset \Omega\).

**Theorem 5.3.**

Let \(\Omega\) be an open convex subset of \(\mathbb{R}^n\) such that \(\mathbb{Z} e_1 + \Omega = \Omega\). Then for any matrix \(P \in M(r_1, r_0; \mathcal{H})\) of generalized \(D\Delta\)-operators, one always has the identity

\[
\mathcal{O}(\mathbb{C}^n)^{1 \times r_0} \cap (\mathcal{O}(\mathbb{C}^n)^{1 \times r_1} \cdot P) = \mathcal{O}(\mathbb{C}^n)^{1 \times r_1} \cdot P.
\]

**Proof.** Since the proof is parallel to that of Theorem 5.2, we only give definitions of the weights. Let us take any compact convex subset \(K\) of \(\Omega\) and define \(\rho_K(\zeta) = \rho(\eta)\) to be the smoothened version of the convex support function \(H_K(\zeta)\). We put

\[
g_K(\zeta, z) = \exp\{\nabla_{\zeta} - z(-\frac{\partial \rho_K}{\pi \sqrt{-1}})\}.
\]

Similarly, we put \(\tilde{\rho}(\zeta) \overset{\text{def}}{=} \tilde{\rho}(\eta_1) \overset{\text{def}}{=} |\eta_1|\) and again smoothen this out around the origin. Defining \(\tilde{g}\) by \(\tilde{g} = \exp\{\nabla_{\zeta} - z(-\frac{\partial \tilde{\rho}}{\pi \sqrt{-1}})\}\), we can mimic the proof of Theorem 5.2. \(\square\)

## 6 Ehrenpreis-Malgrange type theorems for generalized \(D\Delta\) equations

We can finally establish Ehrenpreis-Malgrange type theorems for \(D\Delta\)-equations. Firstly, we give the simplest version of our main theorem which does not require any topological consideration.
Let us begin with defining the action of $\mathcal{H}$ on holomorphic functions. Let $\Omega \subset \mathbb{C}^n$ be an open set which satisfies $\Omega + \mathbb{R}e_1 = \Omega$, that is, an open set which is an inverse image of another open set with respect to the natural projection $\pi : \mathbb{C}^n \to Y = \mathbb{C}^n/\mathbb{R}e_1 \simeq \sqrt{-1} \mathbb{R} \times \mathbb{C}^{n-1}$. Each connected component $\Omega_i$ of $\Omega$ again satisfies $\Omega_i + \mathbb{R}e_1 = \Omega_i$. On each $\Omega_i$, we can define the action of $\mathcal{H}$ on $\mathcal{O}(\Omega_i)$ as in Section 2.

Let $E$ be the subring of $\mathcal{O}(\mathbb{C}^n)$ generated by $\mathbb{C}[z]$ and $e^{\alpha z}$ ($\alpha \in \mathbb{C}$). We can decompose $E$ as a $\mathbb{C}$-vector space:

$$E = \bigoplus_{\alpha \in \mathbb{C}} \mathbb{C}[z]e^{\alpha z}. \quad (6.1)$$

We put $E_\alpha = \mathbb{C}[z]e^{\alpha z}$. We can easily see that $E_\alpha$ is an $\mathcal{H}$ submodule of $\mathcal{O}(\mathbb{C}^n)$.

**Proposition 6.1.**
For any positive integer $i$ and any coherent $\mathcal{H}$-module $M$ one has the following vanishing result:

$$\text{Ext}^i_{\mathcal{H}}(M, E) = 0 \quad (6.2)$$

**Proof.** By the coherency of $\mathcal{H}$, it is enough to prove that for any short exact sequence

$$\mathcal{H}^{1 \times r} \xrightarrow{x_Q(z, \sigma)} \mathcal{H}^{1 \times s} \xrightarrow{x_P(z, \sigma)} \mathcal{H}^{1 \times t}, \quad (6.3)$$

the associated complex obtained by applying $\text{Hom}_{\mathcal{H}}(-, E)$

$$E^{s \times 1} \xrightarrow{P(\partial, \sigma)} E^{t \times 1} \xrightarrow{Q(\partial, \sigma)} E^{r \times 1} \quad (6.4)$$

is exact. Furthermore, it is enough to prove the statement above replacing $E$ by $E_0 = \mathbb{C}[z]$.

We consider a perfect pairing

$$\langle \cdot, \cdot \rangle : \mathbb{C}[z] \times \mathbb{C}[[z]] \to \mathbb{C} \quad (6.5)$$

defined by

$$\langle p, f \rangle = \sum_{n=0}^{\infty} n! p_n f_n, \quad p = \sum_{n} p_n z^n \in \mathbb{C}[z], \quad f = \sum_{n} f_n z^n \in \mathbb{C}[[z]]. \quad (6.6)$$

One can easily show that for any $p \in \mathbb{C}[z]$, any $f \in \mathbb{C}[[z]]$, and any positive integer $i$,

$$\langle \frac{\partial}{\partial z_i} p, f \rangle = \langle p, z_i f \rangle \quad \text{and} \quad \langle \sigma p, f \rangle = \langle p, e^{z_1} f \rangle. \quad (6.7)$$
Therefore, the exactness of (6.4) is equivalent to that of
\[ C[[z]]^{1 \times r} \rightarrow C[[z]]^{1 \times s} \rightarrow C[[z]]^{1 \times t}. \] (6.8)

The last complex is actually exact since \( H \subset O(C^n) \subset C[[z]] \) is a tower of flat extensions by Proposition 3.2 (3) and [15, Result 6.1.7].

Next, we proceed to our main result. We use some basic terminologies of topological vector spaces. See e.g., [26] or [38, V, §1]. First of all, remember that we can define the Fourier transform of any distribution with compact support \( T \in E'(\mathbb{R}^n) \) by the formula \( (\mathcal{F}T)(\xi) = \langle T(x), e^{-\sqrt{-1} \xi x} \rangle \). In the same manner, for any analytic functional \( T \in O'(C^n) \), we can define the Fourier-Borel transform of \( T \) by the formula \( (\mathcal{F}^B T)(\zeta) = \langle T(z), e^{\zeta z} \rangle \). The classical Paley-Wiener-Schwartz theorem and Ehrenpreis-Martineau theorem state that these are linear topological isomorphisms.

**Theorem 6.1** ([38, V, §3, Proposition 2], [33, Theorem 6.4.5]).
For any open convex subset \( \Omega \) of \( \mathbb{R}^n \), the Fourier transform \( \mathcal{F} \) gives rise to a linear topological isomorphism
\[ E'(\Omega) \xrightarrow{\mathcal{F}} O(C^n)_p, \] (6.9)
where \( O(C^n)_p \) is equipped with the standard (DFS) topology.

Similarly, for any convex open subset \( \Omega \) of \( \mathbb{C}^n \), the Fourier-Borel transform gives rise to a linear topological isomorphism
\[ O'((\Omega) \xrightarrow{\mathcal{F}^B} O(C^n)_p, \] (6.10)
where \( O(C^n)_p \) is equipped with the standard (DFS) topology.

In the following argument, we assume that \( \Omega \subset \mathbb{C}^n \) is convex. Consider any short exact sequence
\[ H^{1 \times r} \xrightarrow{\times Q(z,\sigma)} H^{1 \times s} \xrightarrow{\times P(z,\sigma)} H^{1 \times t}. \] (6.11)

Since \( - \otimes_{\mathcal{H}} O(C^n) \) is exact by Proposition 3.2 (3), we have an exact sequence
\[ O(C^n)^{1 \times r} \xrightarrow{\times Q(\zeta,\epsilon)} O(C^n)^{1 \times s} \xrightarrow{\times P(\zeta,\epsilon)} O(C^n)^{1 \times t}. \] (6.12)

In view of Fourier-Borel transform, one can show that the complex
\[ O(C^n)^{1 \times r} \xrightarrow{\times Q(\zeta,\epsilon)} O(C^n)^{1 \times s} \xrightarrow{\times P(\zeta,\epsilon)} O(C^n)^{1 \times t} \] (6.13)
be exact and \( \mathbb{P}(\zeta, e^\Omega) \) have a closed image implies the exactness of

\[
\mathcal{O}(\Omega)^{t \times 1} \xrightarrow{P(\partial,\sigma)} \mathcal{O}(\Omega)^{s \times 1} \xrightarrow{Q(\partial,\sigma)} \mathcal{O}(\Omega)^{r \times 1}.
\]

The proof of the claim above can be found in, for example, [27, Theorem VII.1.3]. See also [38, V, §1, Proposition 8]. The exactness of the former complex is satisfied by Theorem 5.2. To prove the closed range property, take any sequence \( \{f_j\}_j \subset \mathcal{O}(\mathbb{C}^n)_{1 \times s} \) such that \( \{f_j\mathbb{P}(\zeta, e^\Omega)\}_j \subset \mathcal{O}(\mathbb{C}^n)^{1 \times t} \) converges. Then, we can see that the limit belongs to \( \mathcal{O}(\mathbb{C}^n)_{1 \times s} \cap \mathcal{O}(\mathbb{C}^n)^{1 \times t} \) since \( \mathcal{O}(\mathbb{C}^n)^{1 \times s} \mathbb{P}(\zeta, e^\Omega) \subset \mathcal{O}(\mathbb{C}^n)^{1 \times t} \) is closed. See [15, Result 6.1.8]. Thus the limit belongs to \( \mathcal{O}(\mathbb{C}^n)_{1 \times s} \mathbb{P}(\zeta, e^\Omega) \) by Theorem 5.2.

Since \( H \) is a coherent ring, we have proved

**Theorem 6.2.**

For any open convex subset \( \Omega \) of \( \mathbb{C}^n \) such that \( \Re e_1 + \Omega = \Omega \), for any coherent \( H \)-module \( M \), and for any positive integer \( i \), one has the following vanishing result:

\[
\text{Ext}_H^i(M, \mathcal{O}(\Omega)) = 0.
\]

We can define the action of \( H \) on \( C^\infty \) functions in the same way as we defined one on \( \mathcal{O} \), and we can prove the following theorem in view of Fourier transform.

**Theorem 6.3.**

For any open convex subset \( \Omega \) of \( \mathbb{R}^n \) such that \( \Re e_1 + \Omega = \Omega \), for any coherent \( H \)-module \( M \), and for any positive integer \( i \), one has the following vanishing result:

\[
\text{Ext}_H^i(M, C^\infty(\Omega)) = 0.
\]

We can further prove the injectivity result for hyperfunctions by means of spectral sequence due to H. Komatsu and T. Oshima (cf. [37]).

**Theorem 6.4.**

For any open convex subset \( \Omega \) of \( \mathbb{R}^n \) such that \( \Re e_1 + \Omega = \Omega \), for any coherent \( H \)-module \( M \), and for any positive integer \( i \), one has the following vanishing result:

\[
\text{Ext}_H^i(M, \mathcal{B}(\Omega)) = 0.
\]

**Proof.** Put \( U = \Omega \times \sqrt{-1} \mathbb{R}^n \), \( U_i = \{ z \in U | \Im z_i \neq 0 \} \), \( \mathcal{U} = \{ U, U_1 \cdots , U_n \} \), and \( \mathcal{U}' = \{ U_1 \cdots , U_n \} \). By the Leray spectral sequence, one has

\[
H^p(\mathcal{U}, \mathcal{U}', \mathcal{O}) = H^p_{\Omega}(U, \mathcal{O}).
\]
Now take a finite free resolution
\[ 0 \to \mathcal{H}^{1 \times r_N} \to \cdots \to \mathcal{H}^{1 \times r_1} \to \mathcal{H}^{1 \times r_0} \to M \to 0 \quad (\text{exact}) \] (6.19)
of \( M \). We put
\[ K^{p,q} = C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{r_q \times 1}), \]
\[ \delta = d' : C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{r_q \times 1}) \to C^{p+1}(\mathcal{U}, \mathcal{U}', \mathcal{O}^{r_q \times 1}), \]
\[ P_q = d'' : C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{r_q \times 1}) \to C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{r_{q+1} \times 1}). \] (6.20)

By Theorem 6.2 and the purity of relative cohomology ([24] Chap. 2.),
\[ 'E_1^{p,q} = \ ''H^q(K^{p,:}) = \begin{cases} C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{\mathcal{r}_0 \times 1}) & (p \leq n, q = 0) \\ 0 & (\text{otherwise}) \end{cases} \]
\[ ''E_1^{p,q} = \ 'H^p(K^{-q}) = \begin{cases} B(\Omega)^{r_q \times 1} & (p = n) \\ 0 & (\text{otherwise}) \end{cases} \]
\[ 'E_2^{p,q} = \begin{cases} H^p_\Omega(\mathcal{U}, \mathcal{U}', \mathcal{O}^{\mathcal{r}_0 \times 1}) & (p \leq n, q = 0) \\ 0 & (\text{otherwise}) \end{cases} \]
\[ ''E_2^{p,q} = \begin{cases} \ker(P_q : B(\Omega)^{r_q \times 1} \to B(\Omega)^{r_{q+1} \times 1}) & (p = n) \\ \im(P_{q-1} : B(\Omega)^{r_{q-1} \times 1} \to B(\Omega)^{r_q \times 1}) & (\text{otherwise}) \end{cases} \]

Here, \( C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{\mathcal{r}_0 \times 1}) = \ker(d' : C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{r_0 \times 1}) \to C^p(\mathcal{U}, \mathcal{U}', \mathcal{O}^{r_1 \times 1})) \). This shows that this spectral sequence degenerates at \( E_2 \) terms so that
\[ 0 = 'E_2^{n,q} = ''E_2^{n,q} = \text{Ext}^q_H(M, B(\Omega)) = 0 \] (6.23)
if \( q > 0 \).

We give another application of the division with bounds which is known as the problem of spectral synthesis (analysis). We follow the argument of L. Hörmander. The following lemma is taken from [22].

**Lemma 6.1** ([22] Lemma 6.3.7). Let \( \xi_1, \xi_2, \cdots \) be complex variables, \( L_j \in \bigoplus_{i=1}^{\infty} \mathbb{C} \xi_i \) \((j = 1, 2, \cdots)\), and \( b = \{ b_j \}_{j \geq 1} \in \prod_{j=1}^{\infty} \mathbb{C} \). We put \( \xi = \{ \xi_i \}_i \). In these settings, an infinitely many linear equations \( L_j(\xi) = b_j \) has a solution if and only if the following condition
is satisfied:

For any finite subset \( F \subset \{1, 2, \ldots \} \), and for any complex numbers \( c_j \in \mathbb{C} (j \in F) \) with \( \sum_{j \in F} c_j L_j = 0 \), one has \( \sum_{j \in F} c_j b_j = 0 \).

**Theorem 6.5.**

Let \( \mathcal{F} \) be either \( C^\infty \) or \( \mathcal{O} \) and \( \Omega \) be a convex subset of \( \mathbb{R}^n \) (when \( \mathcal{F} = C^\infty \)) or of \( \mathbb{C}^n \) (when \( \mathcal{F} = \mathcal{O} \)) such that \( \Omega + \mathbb{R} e_1 \). For any matrix of generalized \( D\Delta \)-operators \( P \in \mathcal{M}(r_1, r_0; \mathcal{H}) \), \( \text{Ker}(P(\partial, \sigma) : E^{r_0 \times 1} \rightarrow E^{r_1 \times 1}) \) is dense in \( \text{Ker}(P(\partial, \sigma) : \mathcal{F}(\Omega)^{r_0 \times 1} \rightarrow \mathcal{F}(\Omega)^{r_1 \times 1}) \).

**Proof.** We prove the theorem only for \( \mathcal{F} = C^\infty \) since the arguments are similar. First, note that we have the identity

\[
\text{Ker}(P(\partial, \sigma) : E^{r_0 \times 1} \rightarrow E^{r_1 \times 1}) = \bigcap \{ \text{Ker} L \mid L \in (C^\infty(\Omega)^{r_0 \times 1})', L |_V = 0 \} 
\]

by the Hahn-Banach theorem, where the bar stands for the closure and

\[
V = \text{Ker}(P(\partial, \sigma) : E^{r_0 \times 1} \rightarrow E^{r_1 \times 1}).
\]

Let \( L \) be a linear functional \( L = t(f_1, \ldots, f_{r_0}) \in (C^\infty(\Omega)^{r_0 \times 1})' \) with \( L|_V = 0 \). For this \( L \), there exists a compact convex subset \( K \) of \( \Omega \), a positive real number \( C > 0 \), and a non-negative integer \( M \) such that, for all \( \zeta \in \mathbb{C}^n \),

\[
|\hat{L}(\zeta)| \leq C(1 + |\zeta|)^M e^{H_K(\zeta)},
\]

where \( \hat{L} \) is the Fourier transform of \( L \).

Now suppose we could find an element \( g \in (C^\infty(\Omega)^{r_1 \times 1})' \) such that \( L = t P(-\partial, \sigma^{-1}) g \). Then, for any \( u \in C^\infty(\Omega)^{r_0 \times 1} \),

\[
\langle L, u \rangle = \langle t P(-\partial, \sigma^{-1}) g, u \rangle = \langle g, P(\partial, \sigma) u \rangle.
\]

This implies \( \langle L, u \rangle = 0 \) if \( P(\partial, \sigma) u = 0 \) in a neighbourhood of \( \text{supp } g \), hence we can get the theorem.

Now the proof of this theorem is reduced to solving the equation

\[
\hat{L} = Q(\zeta) \hat{g}(\zeta)
\]

with \( \hat{g} \in \mathcal{O}(\mathbb{C}^n)^{r_1 \times 1} \) via the Fourier transform, where \( Q(\zeta) \) is a matrix of holomorphic functions defined by \( Q(\zeta) = t P(-\sqrt{-1} \zeta, e^{-\sqrt{-1} \zeta}) \). The proof falls naturally into two parts.

**Step 1** Construction of the formal solution.
For any fixed $\zeta_0 \in \mathbb{C}^n$, we are going to construct a formal series solution $\hat{g} = G_{\zeta_0} \in \mathbb{C}[[\zeta - \zeta_0]]$ of (6.28). Note that the equation (6.28) in this case can be written as an infinite system of equations

$$\partial^\alpha \hat{L}(\zeta) \mid_{\zeta = \zeta_0} = \partial^\alpha_f (\mathbb{Q}(\zeta)f_{\zeta_0}(\zeta)) \mid_{\zeta = \zeta_0}, \quad (\alpha \in \mathbb{Z}^n_{\geq 0}).$$

By Lemma 6.31, it is enough to show the following: Take a polynomial vector $q \in \mathbb{C}[\partial]^{1 \times r_0}$. If the equation

$$q(\partial) \cdot (\mathbb{Q}(\zeta)h(\zeta)) \mid_{\zeta = \zeta_0} = 0$$

holds for all formal series $h(\zeta) \in \mathbb{C}[[\zeta - \zeta_0]]^{r_1 \times 1}$, then one has

$$\left( q(\partial) \cdot \hat{L}(\zeta) \right) \mid_{\zeta = \zeta_0} = 0.$$

Take any $q = (q_1, \ldots, q_{r_0}) \in \mathbb{C}[\partial]^{1 \times r_0}$ which satisfies the equation (6.30) and put $u_k(z) = q_k(-\sqrt{-1}(\zeta))e^{-\sqrt{-1}\zeta \zeta_0}$, $u = t(u_1(z), \ldots, u_{r_0}(z)$. We have

$$\mathbb{P}(\partial_z, \sigma_z) \cdot u = \mathbb{P}(\partial_z, \sigma_z) \cdot \left( t(q_1(\partial_z), \ldots, q_{r_0}(\partial_z)) \cdot e^{-\sqrt{-1}\zeta \zeta} \right) \mid_{\zeta = \zeta_0}$$

$$= t \left\{ (q_1(\partial_z), \ldots, q_{r_0}(\partial_z)) : \left( t(\mathbb{P}(-\sqrt{-1}(\zeta), e^{-\sqrt{-1}\tau_1}e^{-\sqrt{-1}\tau_2}) \right) \right\} \mid_{\zeta = \zeta_0}$$

$$= 0.$$  

Thus, $u(z)$ is an exponential polynomial solution. Since $L \mid_V = 0$, we have

$$0 = \langle L, u \rangle = \left( \langle L, q_1(\partial_z), \ldots, q_{r_0}(\partial_z) e^{-\sqrt{-1}\zeta \zeta} \rangle \right) \mid_{\zeta = \zeta_0} = q(\partial) \cdot \hat{L}(\zeta) \mid_{\zeta = \zeta_0},$$

and hence we get the formal solution $G_{\zeta_0}$.

**Step 2: Construction of the solution with bounds**

Since $\Omega$ is Stein, global section functor $\Gamma(\Omega, -)$ is exact for complexes of coherent sheaves. We get from Step 1 that $\hat{L} \in \mathbb{Q}(\zeta) \cdot \mathcal{O}(\mathbb{C}^n)^{r_1 \times 1}$. Now we can apply Theorem 5.3 to $\hat{L}$ to obtain the desired solution $\hat{g} \in \mathcal{O}(\mathbb{C}^n)^{r_1 \times 1}$.  

Lastly, we give a description of cohomology groups of the solution sheaves. Let $\pi : \mathbb{R}^n \to \mathbb{R}^{n-1}$ be the projection which truncates the first coordinate. For any given matrix of $D\Delta$-operators $\mathbb{P} \in M(r_1, r_0; \mathcal{H})$, we can define the subsheaf $\text{Sol}_{\mathbb{P}, \mathcal{F}}$ of $\pi_*\mathcal{F}^0_{r_1 \times 1}$ for $\mathcal{F} = C^\infty, \mathcal{B}$ by the formula

$$\text{Sol}_{\mathbb{P}, \mathcal{F}} = \text{Ker}(\mathbb{P} : \pi_*\mathcal{F}^0_{r_1 \times 1} \to \pi_*\mathcal{F}^1_{r_1 \times 1}).$$

(6.36)
Theorem 6.6.
We put \( M = H^{1 \times r_0}/H^{1 \times r_1} \cdot \mathbb{P} \). For any open set \( \Omega' \subset \mathbb{R}^{n-1} \), there is a canonical cohomology isomorphism
\[
H^i(\Omega', \mathcal{Sol}_{\mathcal{F}}, \mathcal{F}) \simeq \text{Ext}^i_H(M, \pi_*\mathcal{F}(\Omega')) ,
\]
where \( \mathcal{F} = C^\infty, B \) and \( i \) is any integer.

Proof. We first prove the theorem for \( \mathcal{F} = C^\infty \). Consider a finite free resolution
\[
0 \to H^{1 \times r_N} \xrightarrow{\mathbb{P}_N} \cdots \xrightarrow{\mathbb{P}_1} H^{1 \times r_0} \to M \to 0 \quad (\text{exact})
\]
of \( M \). Applying the functor \( \text{Hom}_H( -, \pi_*\mathcal{F}) \) to this sequence, we have a complex
\[
0 \to \mathcal{Sol}_{\mathcal{F}, \mathcal{F}} \to \pi_*\mathcal{F}\mathbb{P}_0 \times 1 \xrightarrow{\mathbb{P}_1} \cdots \xrightarrow{\mathbb{P}_N} \pi_*\mathcal{F}\mathbb{P}_N \to 0 .
\]
In view of Theorem 6.3 and the fact that open convex subsets are fundamental system of neighbourhoods in \( \mathbb{R}^{n-1} \), we can conclude that the complex above is exact. Furthermore, since for any \( i > 0 \), we have
\[
H^i(\Omega', \pi_*\mathcal{F}) = 0 ,
\]
the exact sequence above is a \( \Gamma(\Omega', -) \)-injective resolution of \( \mathcal{Sol}_{\mathcal{F}, \mathcal{F}} \). Therefore, by the standard theory of sheaf cohomology, we obtain
\[
H^i(\Omega', \mathcal{Sol}_{\mathcal{F}, \mathcal{F}}) \simeq \frac{\text{Ker} (\mathbb{P}_i : \pi_*\mathcal{F}(\Omega')^{r_i \times 1} \to \pi_*\mathcal{F}(\Omega')^{r_{i+1} \times 1})}{\text{Im} (\mathbb{P}_{i-1} : \pi_*\mathcal{F}(\Omega')^{r_{i-1} \times 1} \to \pi_*\mathcal{F}(\Omega')^{r_i \times 1})} .
\]
On the other hand, if one applies the functor \( \text{Hom}_H(-, \pi_*\mathcal{F}(\Omega')) \) to the finite free resolution (6.38) of \( M \), one has
\[
\text{Ext}^i_H(M, \pi_*\mathcal{F}(\Omega')) \simeq \frac{\text{Ker} (\mathbb{P}_i : \pi_*\mathcal{F}(\Omega')^{r_i \times 1} \to \pi_*\mathcal{F}(\Omega')^{r_{i+1} \times 1})}{\text{Im} (\mathbb{P}_{i-1} : \pi_*\mathcal{F}(\Omega')^{r_{i-1} \times 1} \to \pi_*\mathcal{F}(\Omega')^{r_i \times 1})} .
\]
As for \( \mathcal{F} = B \), the argument is similar since
\[
H^i(\Omega', \pi_*\mathcal{F}) = 0
\]
for \( i > 0 \) follows from the flabbiness of \( B \).
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