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Abstract

Periodic configurations of electrodes, in particular of microelectrodes, have been of interest since
the advent of microfabrication. In this report, theory which is common to any periodic cell (or
any cell that can be extended periodically) with finite height and two-dimensional symmetry was
derived. The diffusion equation in this cell was solved and the concentration profile was obtained
in terms of its Fourier coefficients and as a function of an arbitrary current density. From this
base result, a set of properties were derived which are fairly general, since they don’t assume
restrictions such as reversible electrode reactions (Nernst equation valid when current circulates).
These properties involve: horizontal averages and (weighted) sum of concentrations, both with
a close connection to the net current and accumulation of species in the cell. The derived
properties allow: to explain qualitative aspects of collection efficiency and limiting currents,
to predict the concentration on counter electrodes and non-linearities caused by depletion of
species at extremely polarized electrodes, and to estimate the time required by the current to
reach steady state in potential controlled experiments. The theoretical results are illustrated
analytically and numerically for the concrete case of interdigitated array of electrodes.

Keywords: Periodic cell, confined cell, diffusion equation, average concentration, collection effi-
ciency, limiting current.
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1 Introduction

Microelectrodes have been used since early 1980 due to their many advantageous properties, such as reduced ohmic drops, faster time constants, better signal-to-noise ratios and steady-state signals. These electrodes have also been arranged in a periodic fashion (arrays), in order to produce higher currents, while still maintaining the basic microelectrode properties. From these periodic configurations, microband array electrodes (MBAE, only anodes or cathodes) and interdigitated array of electrodes (IDAE, alternating anodes and cathodes) are common examples found in the literature.

Theoretical results for periodic configurations were first obtained considering unrestricted (semi-infinite) geometries. Analytical results to predict steady-state currents and voltammograms were found in case of MBAE and in case of IDAE. Numerical results through simulations have been also obtained to estimate the time dependence of the current and voltammograms in case of MBAE and in case of IDAE. Besides these mature results, there are also novel semi-analytical results predicting the chronoamperometry at microband electrodes.

Currently, with the advent of microfluidic technology and flexible materials, confined (finite) electrochemical cells have gained importance, since electrochemical cells are placed inside shallow channels or meant to be used in narrow cavities of the body.

In the literature, the behavior of such electrodes in restricted or finite spaces has been predicted mostly through simulations, which allows interpretation of electrochemical phenomena in case of IDAE and in case of MBAE. Analytical results to predict the behavior in confined spaces are few, and commonly the results for semi-infinite counterparts are used instead, which are valid only when the cell is tall enough.

In this report, analytical properties which are common to any periodic cell (or any cell that can be extended periodically) with finite height and two-dimensional symmetry are derived. The base analytical result consists of the concentration profile in stagnant solution, expressed in terms of its Fourier coefficients, and considers an arbitrary current density flowing in the cell. From this result, analytical properties for average concentrations and weighted sum of concentrations are derived.

These results are of importance since they can explain qualitative aspects of collection efficiency and limiting currents. Also they allow to determine the concentration of electrochemical species on the counter electrode (commonly unknown a priori), which is particularly useful for
defining boundary conditions of simulations that include such electrode. Explanation of non-linear effects on the concentration caused by depletion of species at electrodes that are extremely polarized, is also possible with the results. Finally estimations of the time required by the current to reach steady state can be obtained. These properties are illustrated analytically and numerically by simulations for the particular case of interdigitated array of electrodes.

2 Theory

2.1 Definition of the periodic cell

Consider an electrochemical cell with a coplanar configuration of electrodes located at the bottom plane \( z = 0 \), and a roof (insulator layer) located at the top plane \( z = H \). The configuration of electrodes is periodic (with period \( p_x \)) along the \( x \)-axis, and it is symmetric along the \( y \)-axis, such that the concentration profiles don’t depend on the variable \( y \).

Inside the electrochemical cell there is an oxidated species \( O \) and a reduced species \( R \), which react at the surface of the electrodes according to the reaction

\[
O + n_e e^- \rightleftharpoons R
\]  

where \( n_e \) corresponds to the number of exchanged electrons. Here it is assumed that the transport of the species \( \sigma \in \{O, R\} \) is solely due to diffusion.

Under the stated conditions, the concentration \( c_\sigma(x, z, t) \) of the electrochemical species \( \sigma \) can be modeled by the two-dimensional diffusion equation\(^1\)

\[
\frac{1}{D_\sigma} \frac{\partial c_\sigma}{\partial t} = \frac{\partial^2 c_\sigma}{\partial x^2}(x, z, t) + \frac{\partial^2 c_\sigma}{\partial z^2}(x, z, t) \tag{2.2a}
\]

\[
c_\sigma(x, z, 0^-) = c_{\sigma,i}(x, z) \tag{2.2b}
\]

\[
\mp D_\sigma \frac{\partial c_\sigma}{\partial z}(x, H, t) = 0 \tag{2.2c}
\]

\[
\mp D_\sigma \frac{\partial c_\sigma}{\partial z}(x, 0, t) = \frac{j(x,t)}{F n_e} \tag{2.2d}
\]

\[
c_\sigma(x, z, t) = c_\sigma(x + p_x, z, t) \tag{2.2e}
\]

where \( c_{\sigma,i}(x, z) \) is the initial concentration profile, which is assumed to come from a previous steady state, \( D_\sigma \) is the diffusion coefficient of the species \( \sigma \), \( F \) is the Faraday’s constant, \( j(x, t) \) is an arbitrary current density flowing at the bottom boundary \( z = 0 \), and \( p_x \) is the period along the \( x \)-axis.

2.2 Properties of the initial concentration in steady state

With the assumptions in §2.1, it is possible to derive some useful conservation properties, which arise as direct consequences of the theorem stated below

**Theorem 2.1.** Consider the periodic cell described in §2.1. If the initial concentration \( c_{\sigma,i}(x, z) \) of species \( \sigma \in \{O, R\} \) comes from a previous steady state, then the initial current density \( j_i(x) \) satisfies Kirchhoff’s current law within one period of the cell

\[
p_x \mathcal{F}_x j_i(0) = \int_{-p_x/2}^{+p_x/2} j_i(x) \, dx = 0 \tag{2.3}
\]

\(^1\)Whenever \( \pm \) or \( \mp \) are found, the upper and lower signs corresponds to \( \sigma = O \) and \( \sigma = R \) respectively.
and the Fourier coefficients of the initial concentration profile satisfy

$$\mathcal{F}_x c_{\sigma,i}(n_x, z) = \begin{cases} \bar{c}_{\sigma,i}, & n_x = 0 \\ \pm G \left( H - z, n_x \frac{2 \pi^2}{p_x^2} \right) \frac{\mathcal{F}_x j_i(n_x)}{F n_e D_\sigma}, & n_x \neq 0 \end{cases} \quad (2.4)$$

where \( \mathcal{F}_x j_i(n_x) \) are the Fourier coefficients of the initial current density, \( p_x \) is one period of the cell, \( \bar{c}_{\sigma,i} \) is a real constant and \( G(z, s) \) is given by

$$G(z, s) = \frac{\cosh(\sqrt{s} z)}{\sqrt{s} \sinh(\sqrt{s} H)} \quad (2.5)$$

See Supplementary Information §S1.1 for the definition used for the Fourier coefficients.

**Proof.** Since the initial concentration comes from a previous steady state, it satisfies the diffusion equation in Eqs. (2.2) with \( \partial c_\sigma / \partial t = 0 \)

$$\frac{\partial^2 c_{\sigma,i}}{\partial x^2}(x, z) + \frac{\partial^2 c_{\sigma,i}}{\partial z^2}(x, z) = 0$$

$$\mp D_\sigma \frac{\partial c_{\sigma,i}}{\partial z}(x, H) = 0$$

$$\mp D_\sigma \frac{\partial c_{\sigma,i}}{\partial z}(x, 0) = \frac{j_i(x)}{F n_e}$$

$$c_{\sigma,i}(x, z) = c_{\sigma,i}(x + p_x, z)$$

which corresponds to a linear ordinary differential equation (ODE), thus it can be solved using well known techniques.

In case \( n_x \neq 0 \), solving the ODE in terms of the Fourier coefficients leads to

$$\mathcal{F}_x c_{\sigma,i}(n_x, z) = a(n_x) \cosh \left( n_x \frac{2 \pi}{p_x} (H - z) \right) + b(n_x) \sinh \left( n_x \frac{2 \pi}{p_x} (H - z) \right)$$

Later, by applying the boundary conditions, the desired result is obtained

$$\mathcal{F}_x c_{\sigma,i}(n_x, z) = \pm G \left( H - z, n_x \frac{2 \pi^2}{p_x^2} \right) \frac{\mathcal{F}_x j_i(n_x)}{F n_e D_\sigma}$$

where \( G(z, s) \) is defined in Eq. (2.5).

In case \( n_x = 0 \), the solution of the ODE in terms of \( \mathcal{F}_x c_{\sigma,i}(0, z) \) leads to a real constant independent of \( z \), name it \( \bar{c}_{\sigma,i} \), and the Fourier coefficient of the current density equals zero due to Fick’s law

$$\mathcal{F}_x c_{\sigma,i}(0, z) = \bar{c}_{\sigma,i}, \quad \mathcal{F}_x j_i(0) = 0$$

\( QED. \)
The first conservation property that can be obtained from the previous theorem holds for the horizontal average of \( c_{\sigma,i}(x,z) \) at any \( z \) in the cell.

**Corollary 2.1.** Assume a two-dimensional periodic cell as in §2.1 where the initial concentration \( c_{\sigma,i}(x,z) \) of species \( \sigma \in \{O, R\} \) comes from a previous steady state. The average of the initial concentration, along any horizontal line, is independent of \( z \) and equals \( \bar{c}_{\sigma,i} \)

\[
\frac{1}{p_x} \int_{-p_x/2}^{+p_x/2} c_{\sigma,i}(x,z) \, dx = F_x c_{\sigma,i}(0,z) = \bar{c}_{\sigma,i}
\]

(2.10)

where \( p_x \) is one period of the cell.

The second conservation property holds for the weighted sum of concentrations at any point in the cell, which translates into the conservation of the total concentration at any point in the cell when the diffusion coefficients of both electrochemical species are equal.

**Corollary 2.2.** Assume a two-dimensional periodic cell with period \( p_x \) as in §2.1, where the initial concentration \( c_{\sigma,i}(x,z) \) comes from a previous steady state. The following weighted sum of the initial concentrations is independent of \( (x,z) \) and equals

\[
D_O c_{O,i}(x,z) + D_R c_{R,i}(x,z) = D_O \bar{c}_{O,i} + D_R \bar{c}_{R,i}
\]

(2.11)

**Proof.** Take the weighted sum of both Fourier coefficients

\[
D_O F_x c_{O,i}(n_x, z) + D_R F_x c_{R,i}(n_x, z) = \begin{cases} D_O \bar{c}_{O,i} + D_R \bar{c}_{R,i}, & n_x = 0 \\ 0, & n_x \neq 0 \end{cases}
\]

(2.12)

and later, take its Fourier series. \( \text{QED.} \)

### 2.3 Properties of the concentration in transient state

By using the Laplace transform and the Fourier coefficients on the change in concentration \( \Delta c_{\sigma}(x,z,t) = c_{\sigma}(x,z,t) - c_{\sigma,i}(x,z) \), one can derive similar properties as in the previous section, but now for the transient state.

**Theorem 2.2.** Consider the periodic cell described in §2.1. If the initial concentration \( c_{\sigma,i}(x,z) \) of species \( \sigma \in \{O, R\} \) comes from a previous steady state, then the Laplace transform of the Fourier coefficients of \( \Delta c_{\sigma}(x,z,t) = c_{\sigma}(x,z,t) - c_{\sigma,i}(x,z) \) is given by

\[
\mathcal{L}_t F_x \Delta c_{\sigma}(n_x, z, s) = \pm G(z,s) \left( H - z, \frac{s}{D_\sigma} + n_x^2 \frac{4\pi^2}{p_x^2} \right) \mathcal{L}_t F_x \Delta j(n_x, s)
\]

(2.13)

where \( p_x \) is one period of the cell, \( G(z,s) \) is defined in Eq. (2.5), and \( \mathcal{L}_t F_x \Delta j(n_x, s) \) is the Laplace transform of the Fourier coefficients of \( \Delta j(x,t) = j(x,t) - j_i(x) \).

See Supplementary Information §S1.1 for the definitions of the Fourier coefficients and the Laplace transform used in the previous theorem.

**Proof.** First, subtract Eqs. (2.2) and (2.6) to obtain the following partial differential equation...
the time-domain counterparts of the frequency-domain function.

This problem into an ordinary differential equation Eq. (2.5).

After applying the boundary conditions, is given by Eq. (2.13), where

of which its solution

which depends on the changes of concentration and current density with respect to the initial condition.

By taking the Fourier coefficients in $x$ and the Laplace transform in $t$, one can convert this problem into an ordinary differential equation

$$
\left(\frac{s}{D_\sigma} + n_x^2 \frac{4\pi^2}{p_x^2}\right) L_t F_x \Delta c_\sigma(n_x, z, s) = \frac{\partial^2}{\partial z^2} L_t F_x \Delta c_\sigma(n_x, z, s) 
$$

of which its solution

$$
L_t F_x \Delta c_\sigma(n_x, z, s) = A(n_x, s) \cosh\left(\sqrt{\frac{s}{D_\sigma} + n_x^2 \frac{4\pi^2}{p_x^2}}(H - z)\right)
$$

$$
+ B(n_x, s) \sinh\left(\sqrt{\frac{s}{D_\sigma} + n_x^2 \frac{4\pi^2}{p_x^2}}(H - z)\right)
$$

after applying the boundary conditions, is given by Eq. (2.13), where $G(z, s)$ is defined in Eq. (2.5).

Before obtaining the properties for the concentration in transient state, it is useful to obtain the time-domain counterparts of the frequency-domain function $G(z, s)$ in Eq. (2.5).

**Lemma 2.1.** Consider the transfer function $G(z, s)$ which is defined in Eq. (2.5). The inverse Laplace transform $g(z, t) = L_t^{-1} G(z, s)$ is given by

$$
g(z, t) = \frac{1}{H} \left[ 1 + 2 \sum_{k=1}^{+\infty} (-1)^k \cos\left(k \frac{\pi}{H^2} t\right) \exp\left(-k^2 \frac{\pi^2}{H^2} t\right) \right] 
$$

where the argument of its exponential factors correspond to the poles of $G(z, s)$. Note that $g(z, t) = H^{-1} \theta_4(\pi z/2H, \pi t/H^2)$ [22, Eq. (20.10.5)] is related to the elliptic theta function $\theta_4(z|\tau) = \theta_4(z, q)$ [22, Eq. (20.2.4)] where $q = \exp(i\pi\tau)$ [22, §20.1].

And the inverse Laplace transform $h(z, t) = L_t^{-1} G(z, s)$ is given by

$$
h(z, t) = 2 \sum_{\ell=1}^{+\infty} (-1)^\ell \sin\left(2\ell - 1\right) \frac{\pi^2}{4z^2} \left(\frac{\pi}{2z}\right)^{2\ell - 1} \exp\left(-(2\ell - 1)^2 \frac{\pi^2}{4z^2} t\right)
$$

where the argument of its exponential factors corresponds to the zeros of $G(z, s)$. Note that $h(z, t) = z^{-1} \theta_1(H \pi /2z, i\pi t /z^2)$ [22, Eq. (20.10.4)] is related to time derivative of the elliptic theta function $\theta_1(z|\tau) = \theta_1(z, q)$ [22, Eq. (20.2.4)] where $q = \exp(i\pi\tau)$ [22, §20.1].
Proof. From [22, Eq. (20.10.5)]

\[ \mathcal{L}_t \theta_1 \left( \frac{z\pi}{2H} \left| \frac{it}{H^2} \right| \right) = HG(z, s) \]  
(2.19)

Finally, we let \( g(z, t) = H^{-1} \theta_4(z\pi/2H|i\pi t/H^2) \).

From [22, Eq. (20.10.4)] and the property of the Laplace transform of the time derivative

\[ \mathcal{L}_t \frac{d}{dt} \theta_1 \left( \frac{H \pi}{2z} \left| \frac{i \pi t}{z^2} \right| \right) = s \mathcal{L}_t \theta_1 \left( \frac{H \pi}{2z} \left| \frac{i \pi t}{z^2} \right| \right) = g(z, s)^{-1} \]  
(2.20)

Finally, we let \( h(z, t) = z^{-1} \theta_1(H\pi/2z|i\pi t/z^2) \). QED.

The first transient property that can be obtained from Theorem 2.2 holds for the horizontal average of \( c_\sigma(x, z, t) \). Note that unlike Corollary 2.1, the Corollary below shows that the horizontal average is not uniform along \( z \) and also changes with time.

**Corollary 2.3.** Consider the periodic cell described in [2.1] and assume that the initial concentration \( c_{\sigma,i}(x, z) \) comes from a previous steady state.

The average of the concentration, along any horizontal line, equals

\[ \frac{1}{p_x} \int_{-p_x/2}^{p_x/2} c_\sigma(x, z, t) \, dx = \bar{c}_\sigma(z, t) \]  
(2.21a)

where the change in average concentration \( \Delta \bar{c}_\sigma(z, t) \) depends on \( z, t \), the electrochemical species \( \sigma \), and the net current in a period of the cell

\[ \Delta \bar{c}_\sigma(z, t) = g(H - z, D_\sigma t) \star \frac{1}{p_x} \int_{-p_x/2}^{p_x/2} \frac{j(x, t)}{F n_e} \, dx \]  
(2.21b)

and where \( g(z, t) = \mathcal{L}_t^{-1} G(z, s) \) is given in Eq. (2.17).

Conversely, the average current density (net current) in one period of the cell is dependent on \( t \), and on the change in average concentration \( \Delta \bar{c}_\sigma(0, t) \) at the bottom of cell (where the electrodes are located)

\[ \frac{1}{p_x} \int_{-p_x/2}^{p_x/2} j(x, t) \, dx = F n_e D_\sigma^2 h(H, D_\sigma t) \star \Delta \bar{c}_\sigma(0, t) \]  
(2.22)

where \( h(z, t) = \mathcal{L}_t^{-1} G(s, z)^{-1} \) is given by Eq. (2.18).

In both cases, \( \star \) is the time convolution, \( p_x \) is one period of the cell, and \( \bar{c}_\sigma(z, t) \) is the horizontal average of the initial concentration, see Eq. (2.10).

**Proof.** Take the expression for \( \mathcal{L}_t F_x \Delta c_\sigma(0, z, s) \) from Eq. (2.13).

\[ \frac{1}{p_x} \int_{-p_x/2}^{p_x/2} \mathcal{L}_t \Delta c_\sigma(x, z, s) \, dx = \pm G(H - z, s) D_\sigma \frac{1}{p_x} \int_{-p_x/2}^{p_x/2} \mathcal{L}_t \Delta j(x, s) F n_e D_\sigma \, dx \]  
(2.23)

Let \( g(z, t) = \mathcal{L}_t^{-1} G(z, s) \), then the previous equation can be written in time domain by applying the inverse Laplace transform together with the time scaling property

\[ \frac{1}{p_x} \int_{-p_x/2}^{p_x/2} \Delta c_\sigma(x, z, t) \, dx = \pm D_\sigma g(H - z, D_\sigma t) \frac{1}{p_x} \int_{-p_x/2}^{p_x/2} \Delta j(x, t) F n_e D_\sigma \, dx \]  
(2.24)
By adding Eq. (2.10) to the previous equation, and later, by applying Eq. (2.3), leads to Eqs. (2.21).

By taking Eq. (2.21b) in Laplace domain and later by isolating the average current density (net current) one obtains

$$\frac{1}{p_x} \int_{-p_x/2}^{p_x/2} \mathcal{L}_t \frac{L_t j(x, s)}{D_{\sigma} F n_e} \, dx = \mathcal{G}^{-1}(H - z, \frac{s}{D_{\sigma}}) \mathcal{L}_t \Delta \bar{c}_{\sigma}(z, s)$$

(2.25)

Let \( h(z, t) = \mathcal{L}^{-1}_t G(z, s)^{-1} \), then the previous equation can be written in time domain by applying the inverse Laplace transform together with the time scaling property

$$\frac{1}{p_x} \int_{-p_x/2}^{p_x/2} j(x, t) \, dx = D_{\sigma} h(H - z, D_{\sigma} t) * \Delta \bar{c}_{\sigma}(z, t)$$

(2.26)

Since the average current density is independent of \( z \), it suffices to take \( z = 0 \), leading to Eq. (2.22).

QED.

The second transient property is a conservation property, and holds for the total concentration at any point in the cell, and any time \( t \geq 0 \).

**Corollary 2.4.** Consider the periodic cell with period \( p_x \), described in §2.1, and assume that the initial concentration \( c_{\sigma,i}(x, z) \) comes from a previous steady state. If the diffusion coefficients of both species are equal \( D_O = D_R \), then the sum of the concentrations at any point in the cell is independent of \( (x, z, t) \) and equals

$$c_O(x, z, t) + c_R(x, z, t) = \bar{c}_{O,i} + \bar{c}_{R,i}$$

(2.27)

where \( \bar{c}_{\sigma,i} \) with \( \sigma \in \{O, R\} \) is given in Eq. (2.10).

**Proof.** If \( D_O = D_R \), then the sum of Eq. (2.13) for both electrochemical species is

$$\mathcal{L}_t \mathcal{F}_x \Delta c_O(n_x, z, s) + \mathcal{L}_t \mathcal{F}_x \Delta c_R(n_x, z, s) = 0$$

(2.28)

Taking the inverse Laplace transform and later the Fourier series, one obtains

$$\Delta c_O(x, z, t) + \Delta c_R(x, z, t) = 0$$

(2.29)

Finally, by adding Eq. (2.11), Eq. (2.27) is obtained.

QED.

### 2.4 Properties of the final concentration in steady state

Conservation properties similar to those in §2.2 also hold for the final concentration in steady state, which arise as direct consequences of the theorem stated below.

**Theorem 2.3.** Consider the periodic cell described in §2.1. If the initial concentration \( c_{\sigma,i}(x, z) \) of species \( \sigma \in \{O, R\} \) comes from a previous steady state and the following integral converges

$$\int_{-\infty}^{+\infty} \int_{-p_x/2}^{+p_x/2} j(x, t) \, dx \, dt$$

(2.30)

then the final current density \( j_f(x) = \lim_{t\to+\infty} j(x, t) \) satisfies Kichhoff’s current law in
one period of the cell
\[ \int_{-p_x/2}^{+p_x/2} j_f(x) \, dx = 0 \] (2.31)

and the Fourier coefficients \( F_x c_{\sigma,f}(n_x, z) \) of the final concentration \( c_{\sigma,f}(x, z) = \lim_{t \to +\infty} c_{\sigma}(x, z, t) \) are given by

\[
F_x c_{\sigma,f}(n_x, z) = \begin{cases} 
\bar{c}_{\sigma,f} = \bar{c}_{\sigma,i} \pm \Delta \bar{c}_f, & n_x = 0 \\
\pm G \left( H - z, \frac{n_x^2 4\pi^2}{p_x^2} \right) \frac{F_x j_f(n_x)}{F_n D_\sigma}, & n_x \neq 0
\end{cases}
\] (2.32a)

\[
\Delta \bar{c}_f = \frac{1}{H} \int_{-p_x/2}^{+p_x/2} \int_0^{+p_x/2} \frac{j(x, t)}{F_n D_\sigma} \, dx \, dt
\] (2.32b)

where \( p_x \) is one period of the cell, \( \bar{c}_{\sigma,i} \) is the horizontal average of the initial concentration defined in Eq. (2.10), and \( G(z, s) \) is defined in Eq. (2.5).

Note from the theorem above that Eq. (2.31) (that is, Kirchoff’s current law be satisfied in steady state, or equivalently, 100% collection efficiency in the final steady state) is a necessary condition for the convergence of the concentration profile in the final steady state.

**Proof.** The final steady state can be obtained if one applies the final value theorem of the Laplace transform to \( \mathcal{L}_t F_x \Delta c_{\sigma}(n_x, z, s) \) in Eq. (2.13)

\[
F_x \Delta c_{\sigma,f}(n_x, z) = \lim_{t \to +\infty} F_x \Delta c_{\sigma}(n_x, z, t) = \lim_{s \to 0} s \mathcal{L}_t F_x \Delta c_{\sigma}(n_x, z, s)
\] (2.33)

Separating the limits, according to the following equation, aids in the calculation of the Fourier coefficients in steady state

\[
F_x \Delta c_{\sigma,f}(n_x, z) = \begin{cases} 
\pm \lim_{s \to 0} s G \left( H - z, \frac{D_\sigma}{s} \right) \cdot \lim_{s \to 0} \frac{1}{s} \mathcal{L}_t F_x \Delta j(0, s) \frac{F_n D_\sigma}{F_n D_\sigma}, & n_x = 0 \\
\pm \lim_{s \to 0} G \left( H - z, \frac{s}{D_\sigma} + \frac{n_x^2 4\pi^2}{p_x^2} \right) \cdot \lim_{s \to 0} \mathcal{L}_t F_x \Delta j(n_x, s) \frac{F_n D_\sigma}{F_n D_\sigma}, & n_x \neq 0
\end{cases}
\] (2.34)

where the final value of \( F_x \Delta j(n_x, t) \) is given by

\[
F_x \Delta j_f(n_x) = \lim_{t \to +\infty} F_x \Delta j(n_x, t) = \lim_{s \to 0} \mathcal{L}_t F_x \Delta j(n_x, s)
\] (2.35)

the final value of its time integral is given by

\[
\int_{0-}^{+\infty} F_x \Delta j(n_x, t) \, dt = \lim_{s \to 0} \frac{1}{s} \mathcal{L}_t F_x \Delta j(n_x, s)
\] (2.36)

and the following limit equals

\[
\lim_{s \to 0} s G \left( H - z, \frac{s}{D_\sigma} \right) = \frac{D_\sigma}{H}
\]
(2.37)

These lead to the result in steady state

\[
F_x \Delta c_{\sigma,f}(n_x, z) = \begin{cases} 
\pm \frac{D_\sigma}{H} \cdot \int_{0-}^{+\infty} \frac{F_x \Delta j(0, t)}{F_n D_\sigma} \, dt, & n_x = 0 \\
\pm G \left( H - z, \frac{n_x^2 4\pi^2}{p_x^2} \right) \frac{F_x \Delta j_f(n_x)}{F_n D_\sigma}, & n_x \neq 0
\end{cases}
\] (2.38)
Therefore, the Fourier coefficients of the full-scale concentrations are obtained by adding Eq. (2.4)

\[
F_x c_{\sigma,f}(n_x, z) = \begin{cases} 
\bar{c}_{\sigma,i} \pm \frac{1}{H} \int_{0}^{+\infty} \frac{F_x j(0,t)}{Fn_e} \, dt, & n_x = 0 \\
\pm G \left( H - z, n_x^2 \frac{4\pi^2}{p_x^2} \right) \frac{F_x j_f(n_x)}{F n_e D_{\sigma}}, & n_x \neq 0 \end{cases}
\]

(2.39)

where \( F_x j(0,t) = F_x j(0,t) - F_x j_i(0) = F_x \Delta j(0,t) \) due to Eq. (2.3).

QED.

Considering the previous result, the first conservation property holds for the horizontal average of \( c_{\sigma,f}(x, z) \), at any \( z \) of the cell, which may deviate from its initial counterpart due to unbalanced currents (Kirchhoff’s law not satisfied) during the transient state.

**Corollary 2.5.** Assume that the initial concentration \( c_{\sigma,i}(x, z) \) comes from a previous steady state and the time integral of the net current in Eq. (2.30) converges. The average of the final concentration, along any horizontal line, is independent of \( z \) and equals

\[
\frac{1}{p_x} \int_{-p_x/2}^{+p_x/2} c_{\sigma,f}(x, z) \, dx = F_x c_{\sigma,f}(0, z) = \bar{c}_{\sigma,f} = \bar{c}_{\sigma,i} \pm \Delta \bar{c}_f
\]

(2.40)

where \( p_x \) is one period of the cell and \( \Delta \bar{c}_f \) is independent of the electrochemical species, but is proportional to the time integral of the net current, as shown in Eq. (2.32b).

The second conservation property holds for the weighted sum of concentrations at any point in the cell, which translates into the total concentration at any point in the cell when the diffusion coefficients of both species are equal.

**Corollary 2.6.** Consider the periodic cell with period \( p_x \) described in §2.1 and assume that the initial concentration \( c_{\sigma,i}(x, z) \) comes from a previous steady state and the time integral of the net current in Eq. (2.30) converges. The following weighted sum of the final concentrations is independent of \( (x, z) \) and equals

\[
D_{O} c_{O,f}(x, z) + D_{R} c_{R,f}(x, z) = D_{O} (\bar{c}_{O,i} + \Delta \bar{c}_f) + D_{R} (\bar{c}_{R,i} - \Delta \bar{c}_f)
\]

(2.41)

where \( \Delta \bar{c}_f \) is independent of the electrochemical species, but is proportional to the time integral of the net current, as shown in Eq. (2.32b).

**Proof.** Take the weighted sum of both Fourier coefficients

\[
D_{O} F_x c_{O,f}(n_x, z) + D_{R} F_x c_{R,f}(n_x, z) = \begin{cases} 
D_{O} (\bar{c}_{O,i} + \Delta \bar{c}_f) + D_{R} (\bar{c}_{R,i} - \Delta \bar{c}_f), & n_x = 0 \\
0, & n_x \neq 0 \end{cases}
\]

(2.42)

and later, take its Fourier series.

QED.

3 Results and discussion

The results of the theoretical part will be illustrated with a concrete case, namely, the case of interdigitated array of electrodes (IDAE). For this configuration, it will be seen that the properties of horizontal average and weighted sum of concentrations, together with the physical constraint
of non-negative concentrations, impose non-linearities that can affect the limiting current of the cell. Besides, a rough prediction of the dynamic behavior of the current and also a prediction of the change in the average concentration on the IDAE is done. The last two results are contrasted against simulations.

### 3.1 Average properties in case of interdigitated arrays

Consider the case of an IDAE configuration in a cell of height $H$, total width $W_T$ and depth $L$, as shown in Fig. 1. The cell is symmetric along the $y$-axis, such that a two-dimensional representation $(x, z)$ suffices. Inside this cell, there are two electrochemical species that react according to Eq. (2.1).

The IDAE consists of two arrays of band electrodes, $A$ (black) and $B$ (gray), of which two consecutive bands are separated by a center-to-center distance of $W$, the width of the bands is $2w_A$ and $2w_B$, and the number of bands is $N_A = N_B$ respectively. The cell may have one of the arrays performing as counter electrode, Fig. 1a, or have a counter electrode of width $w_C$ external and coplanar to the IDAE, Fig. 1b.

For the sake of simplicity, it is assumed that the first and last bands of the IDAE have half width. Therefore, the IDAE in Fig. 1a can be represented exactly as an assembly of units of symmetry of width $W$, height $H$ and half-band electrodes of $A$ and $B$. Here, each unit of symmetry will be referred to as a unit cell, and it is shown in Fig. 4a. Similarly, the IDAE in Fig. 1b can be represented approximately as an assembly of unit cells, provided that the number of electrode bands $N_A = N_B$ is sufficiently large, so that the edge effects at the end of the IDAE are negligible.

Due to the periodic nature of the IDAE configuration, the average properties in Corollaries 2.1, 2.3 and 2.5 must be satisfied at each unit cell of the IDAE ($p_x = 2W$)

\[
\frac{1}{W} \int_0^W c_{\sigma,i}(x, z) \, dx = \bar{c}_{\sigma,i}^{\text{unit}} \\
\frac{1}{W} \int_0^W c_{\sigma}(x, z, t) \, dx = \bar{c}_{\sigma,i}^{\text{unit}} \pm \bar{c}_\sigma^{\text{unit}}(z, t) \\
\frac{1}{W} \int_0^W c_{\sigma,f}(x, z) \, dx = \bar{c}_{\sigma,i}^{\text{unit}} \pm \bar{c}_\sigma^{\text{unit}} \\
\]

either when it fits exactly in the whole cell ($W_T = 2WN_E$, Fig. 1a), or when it doesn’t ($W_T > 2WN_E$, Fig. 1b) but considering a large number of bands $N_E$, with $E \in \{A, B\}$. Note that the horizontal average in the final steady state holds after a sufficiently long time, comparable with the time constant of the unit cell.
Besides, the same average properties in Corollaries 2.1, 2.3 and 2.5 should also hold for the whole cell \((px = 2WT)\)

\[
\begin{align*}
\frac{1}{WT} \int_0^{WT} c_{\sigma,i}(x,z) \, dx &= \bar{c}_{\sigma,i} \quad (3.2a) \\
\frac{1}{WT} \int_0^{WT} c_{\sigma}(x,z,t) \, dx &= \bar{c}_{\sigma,i} + \Delta \bar{c}_{\sigma} \quad (3.2b) \\
\frac{1}{WT} \int_0^{WT} c_{\sigma,f}(x,z) \, dx &= \bar{c}_{\sigma,i} + \Delta \bar{c}_{\sigma,f} \quad (3.2c)
\end{align*}
\]

since it is surrounded by insulating walls, and therefore it can be extended periodically along the \(x\)-axis. Note that \(\Delta \bar{c}_{\sigma} = \Delta \bar{c}_{\sigma,f} = 0\), since the whole cell always contains its counter electrode, therefore its horizontal average remains constant for all \(t\). In particular, for the case of internal counter electrode (Fig. 1a), the horizontal average in the whole cell equals that in the unit cell \(\bar{c}_{\sigma,i} = \bar{c}_{\sigma,i}^{\text{unit}}\) and remains unchanged for all \(t\).

### 3.2 Simulations

Simulations\(^2\) were performed for the current in the unit cell using the finite volume PDE solver FiPy [23]. The numerical results are compared with their theoretical counterparts in the coming sections.

For the sake of simplicity, it is assumed that the charge transfer on the electrodes follows reversible electrode reactions. Also it is assumed that the species have equal diffusion coefficients \(DO = DR = D\). Both assumptions mean that the Nernst equation on both electrodes can be decoupled not only in steady state, but also during the transient, due to Corollary 2.4. This allows simulating the concentration of each electrochemical species independently.

The simulations consist of a normalized diffusion equation for the unit cell of Fig. 4a

\[
\begin{align*}
\pi^2 \frac{\partial \xi_{\text{sim}}}{\partial t_{\text{sim}}}(x,z,t) &= \frac{\partial^2 \xi_{\text{sim}}}{\partial x_{\text{sim}}^2}(x,z,t) + \frac{\partial^2 \xi_{\text{sim}}}{\partial z_{\text{sim}}^2}(x,z,t) \quad (3.3a) \\
\frac{\partial \xi_{\text{sim}}}{\partial x_{\text{sim}}}(0,z,t) &= 0, \forall z \in [0,H] \quad (3.3b) \\
\frac{\partial \xi_{\text{sim}}}{\partial z_{\text{sim}}}(x,H,t) &= 0, \forall x \in [0,W], \frac{\partial \xi_{\text{sim}}}{\partial z_{\text{sim}}}(x,0,t) = 0, \forall x \notin A \cup B \quad (3.3c) \\
\xi_{\text{sim}}(x,0,t) &= 0, \forall x \in A, \xi_{\text{sim}}(x,0,t) &= 1, \forall x \in B \quad (3.3d)
\end{align*}
\]

where

\[
\begin{align*}
\xi_{\text{sim}}(x,z,t) &= \frac{c_{\sigma}(x,z,t) - c_{\sigma,f}}{c_{\sigma,f} - c_{\sigma,f}} \quad (3.4a) \\
x_{\text{sim}} &= \frac{x}{W}, \quad z_{\text{sim}} &= \frac{z}{W}, \quad t_{\text{sim}} &= \frac{\pi^2 Dt}{W^2} \quad (3.4b)
\end{align*}
\]

which considers the transition from two possible initial states \(\xi_{\text{sim}}(x, z, 0^{-}) \in \{0.25, 0.5\}\) to its final state \(\xi_{\text{sim}}(x, z, +\infty)\).

The width of each band electrode was taken equal to \(2w_A = 2w_B = 0.5W\) for all simulations and three aspect ratios for the unit cell were considered \(H/W \in \{0.3, 0.5, 1.0\}\).

An exponential mesh was used to partition the unit cell [24 §7.2], in order to keep the memory usage low while maintaining good resolution near the electrode bands, see Fig. 2. The number

\[^2\text{Scripts can be obtained from https://gitlab.com/cfgy/elektrodo/tree/publ-2018jan}\]
Figure 2: Exponential meshes used in the simulations. The size of each mesh is $n_x \times n_z$ and the dimensions of its smallest element are $\delta_x = \delta_z = \delta_0$.

The fact of having an IDAE with internal or external counter electrode influences the time that its current requires to reach steady state and also its collection efficiency. Both effects can be obtained as consequence of the average properties of Corollaries 2.3 and 2.5, and will be discussed below.

3.3 Effect of the counter electrode on the net current

The fact of having an IDAE with internal or external counter electrode influences the time that its current requires to reach steady state and also its collection efficiency. Both effects can be obtained as consequence of the average properties of Corollaries 2.3 and 2.5, and will be discussed below.

3.3.1 Time to reach steady state

When using an external counter electrode (both arrays are potentiostated), the average concentration at the bottom of the unit cell ($z = 0$) is in general forced to a value different than its initial counterpart $\bar{c}_{x,t}^{\text{unit}}$. In case of the simulation in Eqs. (3.3) and (3.4), this equals the

\[
i_{\text{E}/2}^{E/2}(t) = \int_{E/2}^{-} \frac{\partial \xi_{\text{sim}}}{\partial z}(x, 0, t) \, dx_{\text{sim}} = \int_{E/2}^{-} \frac{\partial \xi_{\text{sim}}}{\partial z}(x, 0, t) \, dx
\]
Figure 3: Simulated current $i_{\text{sim}}^{E/2}(t) = \int_{E/2}^{0} -\partial \xi_{\text{sim}}(x, 0, t)/\partial z_{\text{sim}} \, dx_{\text{sim}}$ through a half-band electrode of $E \in \{A, B\}$, as a function of time, for different aspect ratios of the unit cell $H/W$ and initial concentrations $\xi_{\text{sim}}(x, z, 0^-)$. The ‘×’ show the time required by the simulated current to reach 0.67% of its steady-state value. Left column: Average concentrations in initial and final steady states are different $\xi_{\text{sim}}(x, z, 0^-) \neq 1/2$. Right column: Average concentrations in initial and final steady states are equal $\xi_{\text{sim}}(x, z, 0^-) = 1/2$. The simulations were obtained by numerically solving Eqs. (3.3).
arithmetic average of the concentrations on both electrodes, due to symmetry, since the electrode bands have equal width $2w_A = 2w_B$

$$\frac{1}{W} \int_0^W \xi_{\text{sim}}(x, 0, t) \, dx = \frac{1}{2} \Leftrightarrow \frac{1}{W} \int_0^W c_\sigma(x, 0, t) \, dx = \frac{c_{\sigma, f}^A + c_{\sigma, f}^B}{2} \quad (3.6)$$

which is different from its initial counterpart when $\xi_{\text{sim}}(x, z, 0^-) = 0.25$. This produces a change of $\pm \Delta c_{\sigma, \text{unit}}(0, t) \neq 0$ in the average concentration at the bottom of the unit cell, see Eq. $[3.1b]$, which subsequently generates a non-zero net current in the unit cell during transient state, due to Eq. $[2.22]$ with $p_x = 2W$.

The simulations at the left column of Fig. 3 show the generation of a net current in the unit cell when $\xi_{\text{sim}}(x, z, 0^-) = 0.25$. Note that the net current in the unit cell, as well as the current at each half-band electrode, have similar dynamics and reach steady state nearly at the same time. This time can be predicted from Eq. $[2.22]$ in Corollary 2.3 since the net current in the unit cell must remain always zero. This fact suggests that the average change in average at the bottom of the unit cell is forced by the potentiostat to its initial counterpart $\bar{c}_{\sigma,i}$. In case of the simulation, this average is forced to $\bar{c}_{\sigma,i}^{\text{sim}}(x, z, 0^-, t)$.

On the other hand, when one of the arrays performs as counter electrode (internal counter), the net current in the unit cell must remain always zero. This fact suggests that the average concentration at the bottom of the unit cell is forced by the potentiostat to its initial counterpart $c_{\sigma, \text{unit}}$. In case of the simulation, this average is forced to $\xi_{\text{sim}}(x, z, 0^-) = 0.5$. This produces no change in average at the bottom of the unit cell $\Delta c_{\sigma, \text{unit}}(0, t) = 0$, which is the cause of having zero net current during the transient.

The simulations at the right column of Fig. 3 show zero net current when $\xi_{\text{sim}}(x, z, 0^-) = 0.5$. Despite the net current in the unit cell is zero, the current at each array does evolve with time, reaching its steady state in a shorter time than in the case of external counter (compare with left column of Fig. 3). This behavior can be explained by looking at the Fourier series of the current density

$$j(x, t) = \sum_{n_x = -\infty}^{+\infty} \mathcal{F}_x j(n_x, t) e^{i \pi n_x x/W} \quad (3.8)$$

where $\mathcal{F}_x j(n_x, t)$ correspond to its Fourier coefficients. Note that the Fourier coefficient $\mathcal{F}_x j(n_x, t)$ with $n_x = 0$ corresponds to the average component of the current density (net current) in the unit cell, which equals zero when the counter electrode is internal to the IDAE. Therefore, only the Fourier coefficients $\mathcal{F}_x j(n_x, t)$ with $n_x \neq 0$ vary with time, and they do so according to the impulse response

$$L^{-1}_t G(H, \frac{s}{D_\sigma} + n_x^2 \frac{\pi^2}{W^2})^{-1} = D_\sigma h(H, D_\sigma t) \exp\left(-n_x^2 \frac{\pi^2}{W^2} D_\sigma t\right) \quad (3.9)$$

from Eq. 2.13 in Theorem 2.2 and Eq. 2.18 in Lemma 2.1. Thus, the current density exhibits exponential modes that decay with time according to

$$\exp\left(-\left[n_x^2 + (2\ell - 1)^2 \frac{W^2}{4H^2}\right] \frac{\pi^2}{W^2} D_\sigma t\right), \quad n_x = \pm 1, \pm 2, \ldots \quad (3.10)$$
From all these exponential modes, it is the slowest, that is with \( n_x = \pm 1 \) and \( \ell = 1 \), the one that gives an idea of the time required to reach steady state. This time is roughly approached when \( \pi^2 D_n t / W^2 = 5 \cdot \left[ 1 + (0.5W / H)^2 \right]^{-1} \), that is when the slowest exponential mode approximately vanishes \( \exp(-5) \approx 0.67\% \). At the right column of Fig. 3, the times required by the simulated current to reach 0.67\% of its steady-state value are shown with ‘\(^\times\)’ and correspond roughly to their theoretical counterparts: 4, 2.5 and 1.3.

Finally, and independently of using internal or external counter electrode, the time response of the current tends to speed up as the height of the cell \( H \) decreases. This is justified by the shorter distances that the electrochemical species must travel, due to lower roof of the cell.

### 3.3.2 Collection efficiency in steady state

For finite cell height \( H \), the steady-state current through a pair of electrode bands \( A \) and \( B \) is equal \((i_A^f = -i_B^f)\). This is confirmed by Eq. (2.31) with \( p_x = 2W \) and Eq. (3.15), and it is shown in all plots of Fig. 3 after a sufficiently long time. Therefore, 100\% collection efficiency must be obtained inside a unit cell, independently of whether the counter electrode is internal or external.

But for cell heights approaching infinite \( H \to +\infty \), the collection efficiency is different for internal and external counter electrodes. If the counter electrode is internal (one array performs as counter), then the collection efficiency in the unit cell is automatically 100\%. However, if the counter electrode is external, then the collection efficiency is less than 100\% when the average of the final concentration at the bottom of the unit cell is forced to a different value than \( c_{\text{unit}} \).

Collection efficiencies lower than 100\% in steady state, for external counter electrode and very tall cells \( H \to +\infty \), can be explained by recalling the change in average concentration at the bottom of a unit cell \((z = 0)\). See Eqs. (2.21b) and (2.32b)

\[
\Delta c_{\text{unit}}(z, +\infty) = \Delta c_f^\text{unit} = \frac{1}{HWL} \int_{0^-}^{+\infty} \int_0^W j(x, t) L \, dx \, dt 
\]

Since fixing the average concentration at \( z = 0 \) to a value different than \( c_{\text{unit}} \) means that \( \Delta c_{\text{unit}}(0, +\infty) \neq 0 \) is fixed to a finite value, then the time integral \( | \int_0^{+\infty} i_{\text{net}}(t) \, dt | \to +\infty \) is forced to diverge when \( 1 / H \to 0^+ \). The infinite value of this integral is obtained when \( i_{\text{net}}(+\infty) \neq 0 \), leading to a collection efficiency that is different from 100\% in steady state.

In this last case, Corollary 2.5 breaks due to \( i_{\text{net}}(+\infty) \neq 0 \), producing a horizontal average of concentration, locally over the IDAE, that is not uniform along the \( z \)-axis. Therefore, a correction that takes into account the effect of an external counter electrode (both arrays are potentiostated) is needed to accurately predict the steady-state current through the IDAE. This kind of correction was done semi-empirically in [6] Eq. (33) and later in [5] Eqs. (13) and (20)], both for the case of semi-infinite cells \((H \to +\infty)\).

### 3.4 Effect of net current on the average concentration

The net current entering the unit cell plays a determinant role on the horizontal average of concentration for the entire unit cell at steady state.

As seen in the previous sections, a change of average concentration at the bottom of the unit cell \( \Delta c_{\text{unit}}(0, t) \) produces a non-zero net current due to Eq. (2.22). Subsequently, this net current produces a change in horizontal average of concentration at the entire unit cell \( \Delta c_{\text{unit}}(z, t) \), due to Eq. (2.21b), which reaches a steady state \( \Delta c_{\text{f}}^\text{unit} \) that is uniform \( \forall z \) and independent of the electrochemical species \( \sigma \), see Eq. (3.11).

Therefore, the horizontal averages at the entire unit cell for the final and initial steady states are, in general, different \((c_{\text{unit}}^\text{final} \neq c_{\text{unit}}^\text{initial})\) and this difference \((c_{\text{f}} c_{\text{unit}} = c_{\text{f}} c_{\text{unit}}^\text{initial} \pm \Delta c_{\text{f}}^\text{unit})\) depends on the net current during the transition from the initial towards the final state, as seen in Eq. (3.11).
If the net current is different from zero during some finite time interval, the currents through the generator and collector are different and accumulation (or depletion) of species occurs inside the unit cell. This generates the deviation of \( \bar{c}_{\sigma,f} \) with respect to \( \bar{c}_{\sigma,f}^{\text{unit}} \). Conversely, if the net current is zero for all \( t \), the currents at the generator and collector are equal and no accumulation (or depletion) of species occurs.

In case of the simulation in Eq. (3.3), \( \bar{c}_{\sigma,f}^{\text{unit}} \) must be given by the arithmetic average on both electrodes, since \( 2w_A = 2w_B \)

\[
\frac{1}{W} \int_0^W c_{\sigma,f}(x,z) \, dx = \frac{c_A^{\sigma,f} + c_B^{\sigma,f}}{2} \Rightarrow \frac{1}{W} \int_0^W \xi_{\text{sim}}(x,z,+\infty) \, dx = \frac{1}{2} \tag{3.12}
\]

The expression \( \bar{c}_{\sigma,f} = \bar{c}_{\sigma,f}^{\text{unit}} \pm \Delta \bar{c}_{\sigma,f}^{\text{unit}} \) has its simulated counterpart given by

\[
\bar{c}_{\sigma,f}^{\text{unit}} = \bar{c}_{\sigma,f}^{\text{unit}} \pm \Delta \bar{c}_{\sigma,f}^{\text{unit}} \Leftrightarrow \frac{1}{2} = \xi_{\text{sim}}(x,z,0^-) \pm \frac{\Delta \bar{c}_{\sigma,f}^{\text{unit}}}{\bar{c}_B^{\sigma,f} - \bar{c}_A^{\sigma,f}} \tag{3.13}
\]

meaning that the final average for the simulation must be \( 1/2 \) independently of the initial concentration \( \xi_{\text{sim}}(x,z,0^-) \). Also the change in horizontal average from Eq. (3.11) was normalized to obtain

\[
\frac{\Delta \bar{c}_{\sigma,f}^{\text{unit}}}{\bar{c}_B^{\sigma,f} - \bar{c}_A^{\sigma,f}} = \pm \frac{1}{\pi^2 H} \int_0^\infty \int_0^1 \frac{-\partial \xi_{\text{sim}}(x,0,t)}{\partial x_{\text{sim}}} \, dx_{\text{sim}} \, dt_{\text{sim}} \tag{3.14}
\]

All normalizations were obtained by applying Eq. (3.4).

Fig 3 shows that, when \( \xi_{\text{sim}}(x,z,0^-) = 0.25 \), the horizontal average reaches \( 1/2 \) in the final state, due to \( \xi_{\text{sim}}(t) \geq 0 \). In this case, the change in horizontal average was obtained numerically by computing the time integral of \( \bar{c}_{\text{sim}}^{\text{net}}(t) \) in Eq. (3.14), and approaches its theoretical value \( \pm \Delta \bar{c}_{\sigma,f}^{\text{unit}} / [\bar{c}_B^{\sigma,f} - \bar{c}_A^{\sigma,f}] = 0.25 \) up to two decimal places for all simulated aspect ratios \( H/W \) (see also Supplementary Information §S2.2 for full numerical values). On the other hand, when \( \xi_{\text{sim}}(x,z,0^-) = 0.5 \), the simulated net current \( \bar{c}_{\text{sim}}^{\text{net}}(t) \) equals zero for all \( t \). This produces no change in horizontal average \( \Delta \bar{c}_{\sigma,f}^{\text{unit}} / [\bar{c}_B^{\sigma,f} - \bar{c}_A^{\sigma,f}] = 0 \), such that it can be maintained at \( 1/2 \) until the final steady state \( \bar{c}_{\sigma,f} = \bar{c}_{\sigma,f}^{\text{unit}} \).

Despite of not being mentioned explicitly in the literature, earlier results showing change in average (bulk) concentration, due to non-zero net currents, can also be found in the simulations of [17].

Fig. 5 and Eq. (4) with boundary conditions for coplanar electrodes.

### 3.5 Constraints on the limiting current

Before presenting the results on constraints for the limiting current, it is convenient to show that, under certain conditions, the current in steady state through the IDAE is proportional to the difference of concentration on both arrays.

**Lemma 3.1.** Consider an IDAE electrochemical cell under the assumptions of §3.1. If the final concentration of species \( \sigma \in \{0,R\} \) at each electrode band \( E \in \{A,B\} \) is uniform and equal to \( c_{\sigma,f}^E \), then the current in the final steady state \( i_{\sigma}^E \) through a band \( E \in \{A,B\} \) is proportional to the difference \( [c_{\sigma,f}^A - c_{\sigma,f}^B] \)

\[
\pm \frac{i_{\sigma}^A}{F n_e D_{\sigma} [c_{\sigma,f}^A - c_{\sigma,f}^B]} = \pm \frac{i_{\sigma}^B}{F n_e D_{\sigma} [c_{\sigma,f}^B - c_{\sigma,f}^A]} = 2\zeta(0,0) \tag{3.15}
\]

where \( E' \) is the complementary band of \( E \), and \( \zeta(x,z) \) corresponds to the imaginary part.
Figure 4: Complex transformation $\mathbf{\rho} = T(\mathbf{r})$ of the unit cell from IDAE domain $\mathbf{r} = (x, z)$ to parallel plates domain $\mathbf{\rho} = (\xi, \zeta)$. The boundary points $\mathbf{r}_p$ are bijectively mapped to $\mathbf{\rho}_p$, where $p \in \{a, \alpha, \beta, b, m, n\}$. This transformation can be obtained following a similar process to the one stated in [6], and its conformality is ensured by the conformality of Möbius functions [25, §5.7] and by the conformality of Schwarz-Christoffel transformations [25, Theorem 5.6.1].

Note that this result is valid in steady state, that is, after a sufficiently long time, comparable with the time constant of the unit cell. See Eqs. (3.7) and (3.10) for external and internal counter electrode respectively.

Proof. Consider the parallel-plates cell in Fig. 4b. It is known that the concentration profile $\gamma_{\sigma,f}(\xi, \zeta)$ of species $\sigma \in \{O, R\}$ in the final steady state is given by a linear interpolation of the concentration at its electrodes

$$\gamma_{\sigma,f}(\xi, \zeta) = c_{\sigma,f}^A + [c_{\sigma,f}^B - c_{\sigma,f}^A]\xi$$

By returning to the IDAE domain $c_{\sigma,f}(x, z) = \gamma_{\sigma,f}(\xi, \zeta)$ through the domain transformation $(\xi, \zeta) = T(x, z)$ one obtains

$$c_{\sigma,f}(x, z) = c_{\sigma,f}^A + [c_{\sigma,f}^B - c_{\sigma,f}^A]\xi(x, z)$$

where $\xi(x, z)$ corresponds to the real part of the conformal transformation $(\xi, \zeta) = T(x, z)$.

The current in final steady state $i_E^f$ can be obtained by integrating the flux through one electrode band $E \in \{A, B\}$

$$i_E^f = \mp \int_E F n_e D_\sigma \frac{\partial c_{\sigma,f}}{\partial z}(x, 0) L \, dx = \mp \int_E F n_e D_\sigma [c_{\sigma,f}^B - c_{\sigma,f}^A] \frac{\partial \xi}{\partial z}(x, 0) L \, dx$$

Using the Cauchy-Riemann identities [26, Theorem 3.2] for $\mathbf{\rho} = T(\mathbf{r})$

$$\frac{\partial \xi}{\partial z} = -\frac{\partial \zeta}{\partial x} = -\Im \frac{\partial \mathbf{\rho}}{\partial x}$$

the current can be further simplified

$$\mp \frac{i_E^f}{F n_e D_\sigma [c_{\sigma,f}^B - c_{\sigma,f}^A]} = \int_E \frac{\partial \xi}{\partial z}(x, 0) \, dx = -\Im \int_E \frac{\partial \mathbf{\rho}}{\partial x}(x, 0) \, dx$$

Due to symmetry, this integral can be taken in half electrode band

$$-\Im \int_A \frac{\partial \mathbf{\rho}(r)}{\partial x} \bigg|^{r_B}_{r_A} = +2 \Im \mathbf{\rho}(r_a) = +2 \zeta(0, 0)$$

$$-\Im \int_B \frac{\partial \mathbf{\rho}(r)}{\partial x} \bigg|^{r_B}_{r_B} = -2 \Im \mathbf{\rho}(r_b) = -2 \zeta(0, 0)$$
where the imaginary parts $\Im \rho_B = \Im \rho_A = 0$ and $\Im \rho_0 = \Im \rho_a = \zeta(0, 0)$ lead to the result in Eq. (3.15).

Once it is clear that the current $i_f^E$ is proportional to the difference of concentration between both arrays $[c_{\sigma,f}^E - c_{\sigma,f}^{E'}]$, then it can be shown that non-negative concentrations, together with the properties of horizontal average and weighted sum of concentrations, restrict the maximum current that the cell can produce by directly limiting the difference $[c_{\sigma,f}^E - c_{\sigma,f}^{E'}]$.

**Theorem 3.1.** Consider an IDAE electrochemical cell under the assumptions of §3.1. Assume also that the array of bands $E \in \{A, B\}$ and its complementary array of bands $E'$ perform as working and counter electrodes respectively, see Fig. 1a.

If the concentrations of species $\sigma \in \{O, R\}$ on both arrays are uniform and equal to $c_{\sigma}^E(t)$ and $c_{\sigma}^{E'}(t)$, and the bands have equal width $2w_A = 2w_B$, then the concentrations on the working and counter electrodes and their difference are related for all $t$

\[ 2[c_{\sigma}^E(t) - \bar{c}_{\sigma,i}^{\text{whole}}] = -2[c_{\sigma}^{E'}(t) - \bar{c}_{\sigma,i}^{\text{whole}}] = [c_{\sigma}^E(t) - c_{\sigma}^{E'}(t)] \quad (3.21) \]

where $\bar{c}_{\sigma,i}^{\text{whole}} = \bar{c}_{\sigma,i}^{\text{unit}}$ are the horizontal averages in the initial steady state, defined in Eqs. (3.2a) and (3.1a). Moreover, the difference of concentrations in steady state is limited from above and below by

\[ -2D_{\sigma,i} \lambda \bar{c}_{\sigma,i}^{\text{whole}} \leq D_{\sigma} [c_{\sigma,f}^E - c_{\sigma,f}^{E'}] \leq 2D_{\sigma,i} \lambda \bar{c}_{\sigma,i}^{\text{whole}} \quad (3.22) \]

where the determinant species $\lambda \in \{O, R\}$ is such that $D_{\lambda} \bar{c}_{\sigma,i}^{\text{whole}} = \min(D_{O}^{\text{whole}}_{\sigma,i}, D_{R}^{\text{whole}}_{\sigma,i})$, $c_{\sigma,f}^E = c_{\sigma}^E(+\infty)$, and $c_{\sigma,f}^{E'} = c_{\sigma}^{E'}(+\infty)$. This last expression determines the limiting current of the cell.

It is important to note that Eq. (3.22) is valid in steady state, that is, after a sufficiently long time, comparable with the time constant of the unit cell, see Eq. (3.10) for internal counter electrode. However, this expression can hold also $\forall t$ under the additional restriction $D_{O} = D_{R}$ (when applying Corollary 2.4 instead of Corollary 2.6 in Eqs. (3.26)).

Note also that Eq. (3.22) imply the necessity of the simultaneous presence of $\bar{c}_{\sigma,i}^{\text{whole}}$ and $\bar{c}_{\sigma,i}^{\text{whole}}$ in order to achieve steady state currents. This was also noted by [5] before and after Eq. (17) and explained in [20] §2.3 and Fig. 2, both for the case when $D_{O} = D_{R}$.

**Proof.** Consider the properties of horizontal averages in Eqs. (5.1). Since the counter electrode is internal to the IDAE, then the net current in the unit cell is zero for all $t$, therefore $\Delta^{\text{unit}}_{\sigma,i}(z,t) = \Delta^{\text{unit}}_{\sigma,i} = 0$. Also since $\bar{c}_{\sigma,i}^{\text{whole}}$ for Fig. 1a, then the average properties can be summarized for all $t$ as

\[ \int_{0}^{W} c_{\sigma}(x, z, t) - \bar{c}_{\sigma,i}^{\text{whole}} \, dx = 0 \quad (3.23a) \]

Due to bands of equal widths $2w_A = 2w_B$, the integral in the gap between consecutive bands $\int_{w_A}^{W-w_B} c_{\sigma}(x, z, t) - \bar{c}_{\sigma,i}^{\text{whole}} \, dx$ equals zero for all $t$. Therefore, the average property is reduced to

\[ [c_{\sigma}^E(t) - \bar{c}_{\sigma,i}^{\text{whole}}] + [c_{\sigma}^{E'}(t) - \bar{c}_{\sigma,i}^{\text{whole}}] = 0 \quad (3.23b) \]

where $E'$ is the complementary band of $E \in \{A, B\}$. This agrees with [5] Eq. (15). Finally, the difference of concentration between electrodes can be reduced to Eq. (3.21) since

\[ c_{\sigma}^E(t) - c_{\sigma}^{E'}(t) = [c_{\sigma}^E(t) - \bar{c}_{\sigma,i}^{\text{whole}}] - [c_{\sigma}^{E'}(t) - \bar{c}_{\sigma,i}^{\text{whole}}] \quad (3.24) \]
To obtain the limits for the difference of concentration in steady state, one considers Eq. (3.23b) with non-negative concentrations on all electrodes

\[
- \bar{c}_{\sigma,i}^{\text{whole}} = [c_{\sigma,f} - \bar{c}_{\sigma,i}^{\text{whole}}] = -[c_{\sigma,f}' - \bar{c}_{\sigma,i}^{\text{whole}}] \leq \bar{c}_{\sigma,i}^{\text{whole}} \tag{3.25a}
\]

\[
- \bar{c}_{\sigma,i}^{\text{whole}} = [c_{\sigma,f} - \bar{c}_{\sigma,i}^{\text{whole}}] = -[c_{\sigma,f}' - \bar{c}_{\sigma,i}^{\text{whole}}] \leq \bar{c}_{\sigma,i}^{\text{whole}} \tag{3.25b}
\]

where \( \sigma' \) is the complementary species of \( \sigma \in \{O, R\} \). The limits for the concentration of species \( \sigma' \) may also affect the limits for the concentration of species \( \sigma \). This can be seen by applying Corollary 2.6 (with \( p_x = 2W, \Delta c_{f}^{\text{unit}} = 0 \) and \( \bar{c}_{\sigma,i}^{\text{whole}} \)) at the bands \( \sigma \) and \( \sigma' \)

\[
D_\sigma[c_{\sigma,f}^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] + D_{\sigma'}[c_{\sigma,f}'^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] = 0 \tag{3.26a}
\]

\[
D_\sigma[c_{\sigma,f} - \bar{c}_{\sigma,i}^{\text{whole}}] + D_{\sigma'}[c_{\sigma,f}' - \bar{c}_{\sigma,i}^{\text{whole}}] = 0 \tag{3.26b}
\]

and agrees with [3] Eqs. (15) and (16) when \( D_O = D_R \). Combining the last two expressions leads to

\[
-D_\sigma \bar{c}_{\sigma,i}^{\text{whole}} \leq D_\sigma[c_{\sigma,f}^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] = -D_\sigma[c_{\sigma,f}'^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] \leq D_\sigma \bar{c}_{\sigma,i}^{\text{whole}} \tag{3.27a}
\]

\[
-D_{\sigma'} \bar{c}_{\sigma,i}^{\text{whole}} \leq D_{\sigma'}[c_{\sigma,f}'^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] = -D_{\sigma'}[c_{\sigma,f}^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] \leq D_{\sigma'} \bar{c}_{\sigma,i}^{\text{whole}} \tag{3.27b}
\]

Let \( D_\lambda \bar{c}_{\lambda,i}^{\text{whole}} = \min(D_O \bar{c}_{O,i}^{\text{whole}}, D_R \bar{c}_{R,i}^{\text{whole}}) \), then the previous expressions can be summarized as

\[
-D_\lambda \bar{c}_{\lambda,i}^{\text{whole}} \leq D_\sigma[c_{\sigma,f}^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] = -D_\sigma[c_{\sigma,f}'^{\text{whole}} - \bar{c}_{\sigma,i}^{\text{whole}}] \leq D_\lambda \bar{c}_{\lambda,i}^{\text{whole}} \tag{3.28}
\]

which leads to Eq. (3.22).

\[ QED. \]

**Theorem 3.2.** Consider an IDAE electrochemical cell under the assumptions of §3.1 but now with an external counter electrode as in Fig. 16. Assume also that the array of bands \( \sigma \in \{A, B\} \) is freely potentiostated, and its complementary array of bands \( \sigma' \) is also potentiostated, but fixed to a very extreme potential, such that the concentration of \( \sigma \in \{O, R\} \) on its surface is \( c_{\sigma,i}^{\text{C}}(t) \). If the IDAE has bands of equal width \( 2w_A = 2w_B \), the width of the counter electrode equals the width of the IDAE \( w_C = 2W \), and the integral \( \int_{W/2}^{W} c_{\sigma}^{x}(x, 0, t) - c_{\sigma,i}^{\text{whole}} \) \( dx \approx 0 \) in the gap between the IDAE and the counter electrode, then the concentrations on the bands \( c_{\sigma}^{x}(t) \) and on the counter electrode \( c_{\sigma}^{C}(t) \) are related for all \( t \) by

\[
\frac{c_{\sigma}^{E}(t)}{2} - \bar{c}_{\sigma,i}^{\text{whole}} \approx -\frac{c_{\sigma}^{C}(t)}{2} - \bar{c}_{\sigma,i}^{\text{whole}} \tag{3.29}
\]

where \( \bar{c}_{\sigma,i}^{\text{whole}} \) is the horizontal average in the initial steady state, defined in Eq. (3.23). Moreover, when \( \sigma = \lambda \), the difference of final concentrations is limited from above and below by

\[
0 \leq [c_{\lambda,f}^{E} - c_{\lambda,f}^{\text{whole}}] = c_{\lambda,f}^{E} \leq 4c_{\lambda,i}^{\text{whole}} \tag{3.30a}
\]

and a similar situation occurs to its counter electrode, of which its concentration is limited from above and below by

\[
0 \leq c_{\lambda,f}^{C} \leq 2c_{\lambda,i}^{\text{whole}} \tag{3.30b}
\]

where the determinant species \( \lambda \in \{O, R\} \) is such that \( D_{\lambda} \bar{c}_{\lambda,i}^{\text{whole}} = \min(D_{O} \bar{c}_{O,i}^{\text{whole}}, D_{R} \bar{c}_{R,i}^{\text{whole}}) \), \( \lambda' \) is its complementary species, \( c_{\lambda,f}^{E} = c_{\lambda}^{E}(\infty) \), \( c_{\lambda,f}^{\text{whole}} = c_{\lambda}^{E}(\infty) \) and \( c_{\lambda}^{C} = c_{\lambda}^{\text{C}}(\infty) \). These last two expressions determine the limiting current of the cell when the electrochemical species satisfy

\[
D_{\lambda} \bar{c}_{\lambda,i}^{\text{whole}} \geq 3D_{\lambda} \bar{c}_{\lambda,i}^{\text{whole}} \tag{3.31}
\]
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Notice that Eqs. (3.30) are valid in steady state, after a long time, comparable with the time constant of the whole cell. See Eq. (3.10) but replacing $W$ by $W_T$, since the counter electrode is internal to the whole cell. Thus, for shallow cells $H \ll W_T$, the dominant exponential mode is reduced to Eq. (3.7). This agrees with the dominant mode of the unit cell with external counter electrode, and only depends on the restricted height $H$. Conversely, for very tall cells $H \gg W_T$, Eq. (3.10) depends only on the width of the whole cell $W_T$, which produces much slower time responses.

Eqs. (3.30) can hold also $\forall t$ under the additional restriction $D_O = D_R$ (when applying Corollary 2.4 instead of Corollary 2.6 in Eqs. (3.33)).

Finally, note that Eqs. (3.30) imply the necessity of the simultaneous presence of $c_{O,i}^{\text{whole}}$ and $c_{R,i}^{\text{whole}}$ in order to achieve steady state currents.

**Proof.** Due to Eqs. (3.2), the average concentration at the bottom of the whole cell is given for all $t$ by

$$\int_0^{W_T} c_\sigma(x, 0, t) = 0$$  \hspace{1cm} (3.32a)

This integral can be split into three parts

$$\int_0^{2W_N} + \int_{2W_N}^{W_T-\epsilon_C} + \int_{W_T-\epsilon_C}^{W_T} = 0$$  \hspace{1cm} (3.32b)

and when $2w_A = 2w_B$ and the number of bands $N_E$ is large enough, it can be reduced to

$$2W_N \left[ \frac{c_E^C(t) + c_E^F(t)}{2} - c_{\sigma,i}^{\text{whole}} \right] + w_C[c_\sigma^C(t) - c_{\sigma,i}^{\text{whole}}] \approx 0$$  \hspace{1cm} (3.32c)

since the average concentration on the IDAE satisfies

$$\frac{1}{2W_N} \int_0^{2W_N} c_\sigma(x, 0, t) dx \approx \frac{c_E^C(t) + c_E^F(t)}{2}$$  \hspace{1cm} (3.33)

Therefore, Eq. (3.29) is obtained from Eq. (3.32c), when $c_E^C(t) = 0$ and $2W_N = w_C$.

To obtain the limits for the difference of concentration in steady state, one considers Eq. (3.29) with non-negative concentrations on all electrodes

$$-c_{\sigma,i}^{\text{whole}} \leq \frac{c_{\sigma,f}^E}{2} - c_{\sigma,i}^{\text{whole}} \approx -\frac{c_{\sigma,f}^C}{2} - c_{\sigma,i}^{\text{whole}} \leq c_{\sigma,i}^{\text{whole}}$$  \hspace{1cm} (3.34a)

$$-c_{\sigma',i}^{\text{whole}} \leq \frac{c_{\sigma',f}^E}{2} - c_{\sigma',i}^{\text{whole}} \approx -\frac{c_{\sigma',f}^C}{2} - c_{\sigma',i}^{\text{whole}} \leq c_{\sigma',i}^{\text{whole}}$$  \hspace{1cm} (3.34b)

at the final steady state. Note that the limits for the concentration of species $\sigma'$ may also affect the limits for the concentration of species $\sigma$. This can be seen by applying the relations

$$D_\sigma \left[ \frac{c_{\sigma,f}^E}{2} - c_{\sigma,i}^{\text{whole}} \right] + D_{\sigma'} \left[ \frac{c_{\sigma',f}^E}{2} - c_{\sigma',i}^{\text{whole}} \right] = 0$$  \hspace{1cm} (3.35a)

$$D_\sigma \left[ c_{\sigma,f}^C - c_{\sigma,i}^{\text{whole}} \right] + D_{\sigma'} \left[ c_{\sigma',f}^C - c_{\sigma',i}^{\text{whole}} \right] = 0$$  \hspace{1cm} (3.35b)

which are obtained from Corollary 2.6 (with $p_x = 2W_T$ and $\Delta c_f^{\text{whole}} = 0$) at the middle of the gap between consecutive bands and on the surface of the counter electrode $C$. Then this leads to

$$-D_\sigma c_{\sigma,i}^{\text{whole}} \leq D_\sigma \left[ \frac{c_{\sigma,f}^E}{2} - c_{\sigma,i}^{\text{whole}} \right] \approx -D_\sigma \left[ c_{\sigma,f}^C - c_{\sigma,i}^{\text{whole}} \right] \leq D_\sigma c_{\sigma,i}^{\text{whole}}$$  \hspace{1cm} (3.36a)

$$-D_{\sigma'} c_{\sigma',i}^{\text{whole}} \leq D_{\sigma'} \left[ \frac{c_{\sigma',f}^E}{2} - c_{\sigma',i}^{\text{whole}} \right] \approx -D_{\sigma'} \left[ c_{\sigma',f}^C - c_{\sigma',i}^{\text{whole}} \right] \leq D_{\sigma'} c_{\sigma',i}^{\text{whole}}$$  \hspace{1cm} (3.36b)
Let \( D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} = \min(D_{G_{\lambda,i}}^{\text{whole}}, D_{R_{\lambda,i}}^{\text{whole}}) \), then the previous expressions can be rewritten as
\[
-D_{\sigma} \tilde{c}_{\lambda,i}^{\text{whole}} \leq D_{\sigma} [c_{\sigma,f}^{E}/2 - \tilde{c}_{\sigma,i}^{\text{whole}}] \approx -D_{\sigma} [\tilde{c}_{\sigma,f}^{C} - \tilde{c}_{\sigma,i}^{\text{whole}}] \leq D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} \tag{3.37}
\]
which finally leads to Eqs. (3.30) when \( \sigma = \lambda \).

The reason to restrict Eqs. (3.30) only to the determinant species \( \lambda \) is because only the species with least \( D_{\sigma} \tilde{c}_{\sigma,i}^{\text{whole}} \) should be fixed to zero concentration \( c_{\sigma,f}^{E} = 0 \) at the bands \( E' \).

Otherwise, non-negative concentrations are found in the equations, which are not possible physically.

This can be seen by checking the minimum and maximum values for \( D_{\sigma} c_{\sigma,i}^{E} E \). First, take the weighted sum of concentrations in Corollary 2.6 \((p_x = 2W_T \text{ and } \Delta \tilde{c}_{j}^{\text{whole}} = 0) \) at the bands \( E \)
\[
D_{\sigma} c_{\sigma,i}^{E} + D_{\sigma} c_{\sigma,i}^{E'} = D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} + D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} \tag{3.38a}
\]
where \( \lambda' \) is the complementary species of \( \lambda \). At the same time that \( D_{\sigma} c_{\sigma,i}^{E} \) reaches its extrema, given by Eq. (3.37)
\[
2D_{\sigma} \tilde{c}_{\sigma,i}^{\text{whole}} - 2D_{\sigma} \tilde{c}_{\lambda,i}^{\text{whole}} \leq D_{\sigma} c_{\sigma,i}^{E} \approx 2D_{\sigma} \tilde{c}_{\sigma,i}^{\text{whole}} + 2D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} \tag{3.38b}
\]
\( D_{\sigma} c_{\sigma,i}^{E'} \) also reaches its extrema, which are given by
\[
D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} - D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} - 2D_{\sigma} \tilde{c}_{\sigma,i}^{\text{whole}} \leq D_{\sigma} c_{\sigma,i}^{E'} \approx 3D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} + D_{\lambda} \tilde{c}_{\lambda,i}^{\text{whole}} - 2D_{\sigma} \tilde{c}_{\sigma,i}^{\text{whole}} \tag{3.38c}
\]
Since the minimum concentration should be non-negative, this leads to the fact that \( \sigma \) must be only \( \lambda \) (and not \( \lambda' \)), and also to the additional restriction in Eq. (3.31).

Theorems 3.1 and 3.2 show the usefulness of the properties of horizontal averages in Corollaries 2.1, 2.3 and 2.5, since they provide a tool for determining the concentration on the counter electrode, which is unknown \textit{a priori}, since it is controlled by the potentiostat. This is useful for determining boundary conditions for the counter electrode and it can be used in simulations that require its inclusion.

Interesting is the fact that having an internal (Theorem 3.1) or external (Theorem 3.2) counter electrode produces bipolar or unipolar limiting currents respectively.

Also, under the conditions that were just analyzed: band electrodes of equal width \( 2w_A = 2w_B \) and external counter electrode of width equal to that of the IDAE \( w_C = 2W_N E \), it appears to be that there is no significant advantage of having an external counter electrode (both electrode arrays potentiostated) versus using one of the arrays as counter electrode (only one array potentiostated), at least in terms of the current range. According to Lemma 3.1 and Theorem 3.2 for external counter electrode, the current is \( i_f^E \propto c_{\lambda,f}^{E} - c_{\lambda,f}^{E'} \) and the difference of concentration ranges from 0 to \( +4c_{\lambda,i}^{\text{whole}} \). On the other hand, according to Lemma 3.1 and Theorem 3.1 for internal counter electrode, the current is still \( i_f^E \propto c_{\lambda,f}^{E} - c_{\lambda,f}^{E'} \) but the difference of concentration ranges from \( -2c_{\lambda,i}^{\text{whole}} \) to \( +2c_{\lambda,i}^{\text{whole}} \), that is, it also spans a range of \( 4c_{\lambda,i}^{\text{whole}} \).

Nevertheless, taking a careful look to the average at the bottom of the whole cell in Eq. (3.32c) suggests that with an external counter electrode wider than the IDAE \( w_C \geq 2W_N E \), the current could span larger ranges. This is because a slight decrease of the concentration on the counter electrode \( c_{\lambda,f}^{C} \) below the average concentration \( \tilde{c}_{\lambda,i}^{\text{whole}} \) could cause a large increase of the concentration of the freely potentiostated array \( c_{\lambda,f}^{E} \). However, the analysis of the non-linearities (related to the physical constraint of non-negative concentrations) and the limits for the steady state current become more difficult.
4 Conclusions

The properties of horizontal average and (weighted) sum of concentrations show several implications in the behavior of a periodic cell with finite height and two-dimensional symmetry.

In the initial steady state, the net current is zero (100% collection efficiency) and both, the horizontal average and the (weighted) sum of concentrations of both species, are uniform in the cell, see Corollaries 2.1 and 2.2.

During the transient state, a change in the average of concentration at the bottom of the cell (where the electrodes are located) produces a non-zero net current (collection efficiency less than 100%), see Eq. (2.22) in Corollary 2.3. Subsequently, this non-zero net current during the transient produces accumulation (or depletion) of species in the cell, see Eq. (2.21b) in Corollary 2.3. The duration of the transient is governed by the slowest exponential mode in Eq. (2.22), and increases as the height \( H \) increases.

In the final steady state, the net current must be zero (100% collection efficiency) despite any non-zero net current during the transient. The horizontal average and (weighted) sum of concentrations become again uniform in the cell, but may not equal their initial counterparts due to accumulation (or depletion) of species. See Corollaries 2.5 and 2.6.

Note that this accumulation (or depletion) of species is not present during the transient and final steady states, when the average of concentration at the bottom of the cell remains at the same value as its initial counterpart. In this case the net current always equals zero, therefore the horizontal average and (weighted) sum of concentrations maintain the same value in the initial and final steady states.

If the cell has semi-infinite geometry \( H \to +\infty \), the final steady state behaves differently. When the average concentration at the bottom of the cell is driven out from its initial counterpart, the final net current becomes non-zero (collection efficiency less than 100%) and the horizontal average of final concentration loses its uniformity along the \( z \)-axis.

These properties of horizontal averages and (weighted) sum of concentrations are also useful for determining the concentration on a counter electrode (which is not known a priori), and to determine non-linearities caused by depletion of electrochemical species at electrodes potentiostated at extreme voltages. This can be seen for the case of IDAE in Theorems 3.1 and 3.2, and it is specially important to take into account when performing simulations.

More results have been found for IDAE using the previous properties. Normally, the IDAE is operated in dual mode (voltages are applied at each array) either with an external or internal counter electrode, of which the former is most commonly found in the literature. Comparing both modes, the results in Lemma 3.1 and Theorems 3.1 and 3.2 show that the maximum current range that can be spanned in steady state, either when using external or internal counter electrode, is the same. Also, it is shown that the time the current requires to reach steady state in case of using external counter electrode is longer than that required in case of using internal counter electrode, see Eqs. (3.7) and (3.10) respectively. This suggests that, despite of being more common in the literature, an IDAE configuration with external counter electrode provides no significant advantage compared with the case of internal counter electrode. This is true, however, under the restrictions of Theorems 3.1 and 3.2, where the IDAE has bands of equal width and the width of the counter electrode equals that of the whole IDAE.
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Supplementary information

S1 Additional definitions

S1.1 Fourier series and Laplace transform

Fourier series and Laplace transform are extensively used in §2, therefore they are defined briefly in this section.

**Definition S1.1.** The exponential version of the Fourier coefficients $F_x f(n_x)$ and Fourier series of the periodic function $f(x)$, with period $p_x$, are defined by

\[
F_x f(n_x) = \frac{1}{p_x} \int_{-p_x/2}^{+p_x/2} f(x) e^{-i n_x 2\pi / p_x} \, dx \tag{S1.1a}
\]

\[
f(x) = \sum_{n_x = -\infty}^{+\infty} F_x f(n_x) e^{i n_x 2\pi / p_x} \tag{S1.1b}
\]

where $i$ is the imaginary unit.

**Definition S1.2.** The Laplace transform $\mathcal{L}_t f(s)$ of the time function $f(t)$, and its inverse, are defined respectively as

\[
\mathcal{L}_t f(s) = \int_{0}^{+\infty} f(t) e^{-s t} \, dt \tag{S1.2a}
\]

\[
f(t) = \frac{1}{i 2\pi} \oint_{\Gamma} \mathcal{L}_t f(s) e^{s t} \, ds \tag{S1.2b}
\]

where $i$ is the imaginary unit, and $\Gamma$ is a closed path in the complex plane, surrounding the poles of $\mathcal{L}_t f(s)$.

S2 Output data of simulations

S2.1 Figure 2

H: 1.0
-------------------------------
d0: 0.0005
r: 1.2482936464
R: 398.613975357
(nx, ny): (88, 28)
iA_sim: -0.49598704973
iB_sim: 0.495987042278
error A: -0.49598704973
error B: 0.495987042278
-------------------------------
d0: 0.00025
r: 1.24958205268
R: 799.729964567
(nx, ny): (100, 31)
iA_sim: -0.496126563111
iB_sim: 0.496126585387
error A: -0.000139513380364
error B: 0.000139543108393
---
d0: 0.000125
r: 1.2506259256
R: 1604.00273474
(nx , ny ): (112 , 34)
iA_sim : -0.496191977555
iB_sim : 0.496192018328
error A: -6.5414439734e-05
error B: 6.54329414557e-05
---
d0: 6.25e-05
r: 1.25148418917
R: 3215.97912429
(nx , ny ): (124 , 37)
iA_sim : -0.496220197796
iB_sim : 0.49622043774
error A: -2.82202415637e-05
error B: 2.84194122416e-05
---
H: 0.5
---
d0: 0.00025
r: 1.2482936464
R: 398.613975357
(nx , ny ): (100 , 28)
iA_sim : -0.460181970757
iB_sim : 0.460181981376
error A: -0.460181970757
error B: 0.460181981376
---
d0: 6.25e-05
r: 1.24958205268
R: 799.729964567
(nx , ny ): (112 , 31)
iA_sim : -0.460268139168
iB_sim : 0.46026817421
error A: -2.60295319954e-05
error B: 2.60188452456e-05
---
H: 0.3
---
d0: 0.00015
r: 1.2482936464
R: 398.613975357
(nx , ny ): (108 , 28)
iA_sim : -0.377047535064
iB_sim : 0.377047625461
error A: -0.377047535064
error B: 0.377047625461
---
d0: 7.5e-05
r: 1.24958205268
---
R: 799.729964567
d_0: 6.25e-05
dt: 0.25
d: 1.25148418917
R: 3215.97912429
\( (nx, ny): (124, 37) \)
\( dt: 0.25 \)
\( nt: 120 \)
\( tf: 30.0 \)
\( D_{\text{sim}}: 0.101321183642 \)
\( i_{\text{A}_\text{sim}}(tf): -0.495578547168 \)
\( i_{\text{B}_\text{sim}}(tf): 0.496862369362 \)
\( +/- D_{\text{cf}}/[c_{B} - c_{A}] = 0.249351679207 \)

S2.2 Figure 3

H: 1.0, ci: 0.25
-----------------------------
d_0: 6.25e-05
dt: 0.25
d: 1.2506259256
R: 1604.00273474
\( (nx, ny): (124, 34) \)
\( dt: 0.25 \)
\( nt: 120 \)
\( tf: 30.0 \)
\( D_{\text{sim}}: 0.101321183642 \)
\( i_{\text{A}_\text{sim}}(tf): -0.460265207649 \)
\( i_{\text{B}_\text{sim}}(tf): 0.460271093209 \)
\( +/- D_{\text{cf}}/[c_{B} - c_{A}] = 0.250010806019 \)

H: 0.5, ci: 0.25
-----------------------------
d_0: 6.25e-05
dt: 0.25
d: 1.24958205268
R: 799.729964567
\( (nx, ny): (120, 31) \)
\( dt: 0.25 \)
\( nt: 120 \)
\( tf: 30.0 \)
\( D_{\text{sim}}: 0.101321183642 \)
\( i_{\text{A}_\text{sim}}(tf): -0.377075628497 \)
\( i_{\text{B}_\text{sim}}(tf): 0.377079666382 \)
\( +/- D_{\text{cf}}/[c_{B} - c_{A}] = 0.250025381405 \)

H: 0.3, ci: 0.25
-----------------------------
d_0: 7.5e-05
dt: 0.25
d: 1.24958205268
R: 799.729964567
\( (nx, ny): (120, 31) \)
\( dt: 0.25 \)
\( nt: 120 \)
\( tf: 30.0 \)
\( D_{\text{sim}}: 0.101321183642 \)
\( i_{\text{A}_\text{sim}}(tf): -0.377075628497 \)
\( i_{\text{B}_\text{sim}}(tf): 0.377079666382 \)
\( +/- D_{\text{cf}}/[c_{B} - c_{A}] = 0.250025381405 \)

H: 1.0, ci: 0.5
-----------------------------
d_0: 6.25e-05
r: 1.25148418917
R: 3215.97912429
(nx, ny): (124, 37)
dt: 0.05
nt: 100
tf: 5.0

Dsim: 0.101321183642
iA_sim(tf): -0.496376671225
iB_sim(tf): 0.49637666095
+/ - Dcf/[cfB - cfA] = 2.01325645856e-10
------------------------------
H: 0.5, ci: 0.5
------------------------------
d0: 6.25e-05
r: 1.2506259256
R: 1604.00273474
(nx, ny): (124, 34)
dt: 0.05
nt: 100
tf: 5.0

Dsim: 0.101321183642
iA_sim(tf): -0.460300294391
iB_sim(tf): 0.46030029814
+/ - Dcf/[cfB - cfA] = -1.56061988381e-08
------------------------------
H: 0.3, ci: 0.5
------------------------------
d0: 7.5e-05
r: 1.24958205268
R: 799.729964567
(nx, ny): (120, 31)
dt: 0.05
nt: 100
tf: 5.0

Dsim: 0.101321183642
iA_sim(tf): -0.37707912606
iB_sim(tf): 0.377079134744
+/ - Dcf/[cfB - cfA] = -1.38156042166e-08
------------------------------