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Abstract: Underwater acoustic imaging employs a special form of array which includes numerous transducer elements to achieve beamforming. Although a large-scale array can bring high imaging resolution, it will also cause difficulties in hardware complexity and real-time application. In this paper, in order to reduce the number of array elements, a sparse optimization for Mills cross is proposed, considering the elements’ distributions and weights design. The improved genetic algorithm is adopted to generate evolutions for sparse solution. In order to ensure effective convergence and successful evolution, relevant genetic operators are proposed, including appropriate population coding, correct fitness function, reasonable selection strategy and efficient two-point orthogonal crossover, among others. Essentially, a satisfied sparse solution is a result of mutual restraint between array elements’ survivals and their weights. The simulations reveal that our sparse cross array decreases the number of elements by 8.25% compared to the conventional Mills cross multiplicative array, while keeping the advantages of narrow main lobe width and low sidelobe level. Improved genetic algorithm is an effective method for the underwater acoustic imaging array to implement the sparse optimization.
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1. Introduction

Underwater acoustic imaging (UAI) has been widely used in underwater object recognition, underwater topographic survey, underwater archaeology, underwater operations and underwater equipment [1]. Compared with underwater optical imaging, UAI has the advantage of further visibility distance because of less acoustic transmission loss [2,3]. Nowadays, UAI becomes more useful in observing, recognizing or classifying underwater objects [4,5]. In UAI, a large-scale transducer array is usually developed to form a large number of beams, so a fast and efficient beamforming algorithm is needed for real-time and high-quality acoustic imaging [6,7]. However, complex hardware and heavy computation are the main obstacles in the development of UAI. To address the issues, cross array is an effective way to reduce the number of array elements compared to the classical rectangular planar array with same aperture, at the cost of higher sidelobes [8]. If one arm of cross array is used for transmitting and the other arm is used for receiving, the cross array with $M + N$ elements will be equivalent to the rectangular array with $M \times N$ elements in the sense of sidelobe level [9]. The applications of cross array have been investigated over the past decades. In 1986, Okino et al. used a multi-narrow-beam sonar method to measure seabed topography. A transmitting linear array and a receiving linear
array, perpendicular to each other, were employed individually [10]. In 1995, Alais et al. described a relatively simple acoustic imaging system, which used two orthogonal linear arrays with one for transmitting and the other for receiving [11]. It is possible to collect 3-D information by scanning a single beam over the region of interest if the acquisition time is not a problem [12]. The reason of consuming time lies in the combined scanning of every fan-shaped beam from transmitting array and fan-shaped beam from receiving array one by one. In addition, the two-way beam pattern is the product of the transmitting beam pattern and the receiving beam pattern [13]. Therefore, a cross array for the UAI system is promising owing to its advantages of obviously less array elements and acceptably low sidelobes, while suffering a relatively long imaging time. In order to further simplify array and shorten imaging time, the sparse array technique is worthy of consideration. Prior arts about sparse array design mainly rely on stochastic optimization, for instance, the genetic algorithm proposed by Holland [14], the simulated annealing algorithm proposed by Kirkpatrick [15], the particle swarm algorithm proposed by Kennedy and Eberhart [16], among others. Fu et al. combined the genetic algorithm and simulated annealing algorithm to optimize an array and its weight. As a result, the sidelobes are lowered [17]. Modiri et al. improved the particle swarm algorithm and optimized a sparse array [18]. Li et al. used ADS (Almost Difference Set) and MIMO (Multiple Input Multiple Output) technology to obtain sparse cross array, which has the same angular resolution while only using fewer array elements compared with the original array [19]. All these previous studies provide insights into UAI [20].

This paper discusses a sparse optimization based on genetic algorithm for Mills cross multiplicative array, including the design of both array elements’ distribution and corresponding weights. Our aim is to reduce the hardware complexity and to improve the power efficiency for UAI. The method of improved genetic algorithm will be adopted, including two-point orthogonal crossover operator, elitism preservation strategy and so on. These operators are beneficial for fast convergence. All the work aims to reduce array elements, lower the sidelobes and shorten imaging time.

2. Mills Cross Multiplicative Array

A Mills cross array with two perpendicular linear arrays, one for transmitting and the other for receiving [21], has a multiplicative beam pattern that is the product of transmitting beam pattern and receiving beam pattern. Such a configuration is called Mills cross multiplicative array (MCMA) [22]. As a result, a simple MCMA can generate the same beam pattern as a conventional planar array with the same aperture.

Our Mills cross array, as shown in Figure 1, employs two arms of equispaced array, and its schematic configuration is shown in Figure 2. Assume that each arm consists of $4M + 1$ transducer elements. There is one shared element located in the central position. The total number of elements is $8M + 1$. The interval between the adjacent elements is $d$. If a far-field plane wave signal arrives from the direction characterized by the azimuth angle $\theta$ and the elevation angle $\phi$, as shown in Figure 2, each arm can output the sum of the signals received by its individual element, namely $A(u)e^{j\omega t}$ and $B(v)e^{j\omega t}$, respectively. $A(u)$ and $B(v)$ are voltage pattern, written as:

$$A(u) = \sum_{m=-2M}^{2M} a_m e^{jkmdu}$$

$$B(v) = \sum_{n=-2M}^{2M} b_n e^{jkndv}$$

where $a_m$ and $b_n$ are the weights of two arrays, $k$ is the wave number, $c$ is the speed of sound in water, $\omega$ is the angular frequency, $u = \sin \theta \cos \phi$ and $v = \sin \theta \sin \phi$. 


As a result, the voltage outputs of two arms are fed into a multiplier and are time-averaged to form the product pattern of MCMA, given by

$$P(u, v) = \text{Re}[A(u)B(v)^*]$$  \hspace{1cm} (3)

where * indicates complex conjugation.

For comparison, a conventional uniform rectangular planar array (RPA) with $(2M + 1) \times (2M + 1)$ equispaced isotropic elements is illustrated in Figure 3. We assume that element...
Spacing is $d$ and weight of every element is 1. The beam pattern of such a planar array is given by the product theorem [23], i.e.,

$$V(u,v) = C(u)D(v)$$

(4)

where $C(u)$ and $D(v)$ are the voltage patterns of a line array parallel to sides of RPA for $\varphi = 0$ and $\varphi = 90$, respectively, expressed as

$$C(u) = \frac{\sin\left(\frac{1}{2}(2M + 1)kdu\right)}{\sin\left(\frac{1}{2}kdu\right)}$$

(5)

$$D(v) = \frac{\sin\left(\frac{1}{2}(2M + 1)kdv\right)}{\sin\left(\frac{1}{2}kdv\right)}$$

(6)

Then, the real power pattern of uniform RPA, after square-law detection, is given by

$$P(u,v) = |C(u)D(v)|^2$$

(7)

In order to obtain the same beam pattern of Mills cross array to the rectangular planar array, designing appropriate weights for the Mills cross array is feasible if the following equations are satisfied

$$A(u) = C^2(u) \quad \text{and} \quad B(v) = D^2(v)$$

(8)

Then, the weights of the MCMA will be obtained as

$$a_m = 2M + 1 - |m|, 0 \leq |m| \leq 2M$$

$$b_n = 2M + 1 - |n|, 0 \leq |n| \leq 2M$$

(9)

where $m$ and $n$ are serial numbers of elements in Mills cross array. By using weighting given by Equation (9), the Mills cross array with $8M + 1$ elements can produce the same beam pattern as a planar array with $(2M + 1) \times (2M + 1)$ elements.

3. Improved Genetic Algorithm

Reasonably reducing the element number of acoustic imaging array is desired because it is beneficial for shortening the imaging time and for reducing the hardware complexity. Of course, a premise is that the relevant performances should not be affected. As mentioned above, MCMA is an effective way to bring an amazing result in reducing the element

![Figure 3. Schematic configuration of a rectangular planar array with $(2M + 1) \times (2M + 1)$ elements.](image-url)
number. In this paper, further reducing the number of elements of Mills cross array can be achieved by using the proposed improved genetic algorithm.

Genetic algorithm originates from Darwinian evolution. It uses mutation, crossover and selection procedures to breed better solutions from an originally random starting population [24]. Genetic algorithm provides an all-purpose framework to solve complicated optimization problems rather than the exclusive method of some certain kinds of problems. It can be applied in many domains such as biology, engineering, computer science and social science, among others. In this paper, an improved genetic algorithm will be employed for the sparse optimization of Mills cross array which is used in UAI. The detailed scheme of our improved genetic algorithm is illustrated in Figure 4. Firstly, for a problem, the algorithm genetically encodes the potential solutions and generates the initial population. Secondly, high-quality approximate solutions are selected by evaluating the fitness value of all the individuals. Then, the evolution procedure, one generation by one generation, will be executed iteratively through crossover, mutation and preservation operations until a certain individual meets the termination condition. The optimal solution will be obtained by decoding the result [25]. In order to ensure a successful evolution, the appropriate population coding and fitness function should be specified. Generally, the convergence of genetic algorithm is slow, especially for the case with large-scale genes in the chromosome and tremendous individuals in the population. In order to accelerate the convergence, two-point orthogonal crossover and elitism preservation operation are employed.

![Flow of improved genetic algorithm with two-point orthogonal crossover and the elitism preservation operation.](image)

Figure 4. Flow of improved genetic algorithm with two-point orthogonal crossover and the elitism preservation operation.

(1) Population coding

We consider an equispaced linear array with \( N \) elements. The activation of each element is defined by a binary variable, where 1 indicates the element is activated while 0 indicates the element is not. Accordingly, the linear array can describe survivals of its elements through a binary vector

\[
I = [I_1, I_2, \ldots, I_N], \quad I_n = 0 \text{ or } 1
\]
If the weight of each element is designated, the weight vector for the array can be given by

\[ w = [w_1, w_2, \ldots, w_N] \]

where \( w_n \) is also binary coded. If \( I \) and \( w \) are combined, a long binary-encoded chromosome will be obtained, expressed as \([I, w]\). Such a chromosome includes a certain quantity of genes, which indicates whether an individual element of the array survives or not and shows the weight of each element. The initialization of all the genes is random, and an initial population will comprise of some different chromosomes.

(2) Fitness function

The fitness function is employed to evaluate an individual, which outputs a nonnegative fitness value. An individual with a higher fitness value has a higher probability to be reproducted, while the one with a low fitness value has a relatively low reproduction probability, even causing extinction in evolution. In order to obtain low sidelobes for a linear array, the fitness function is proposed as:

\[
\text{Fitness} = \max_{\theta, \varphi \in S} \left( 20 \log \left( \frac{\sum_{n=0}^{N-1} w_n e^{j\theta n d u} \cdot I_n}{FF_{\text{max}}} \right) \right)
\]

(10)

where \( FF_{\text{max}} \) is the peak value of the main lobe, \( w_n \) is the weight of the \( n \)-th array element, \( \theta, \varphi \in S \) specify a reasonable sidelobe angular range. The lower the maximum sidelobe level is, the higher the above fitness value is, the more probably the corresponding chromosome survives.

(3) Selecting operation

In order to survive high-quality individuals and to eliminate inferior individuals, it is necessary to select individuals based on their fitness values. Roulette selection [26] is one of the common methods. It mainly depends on the cumulative probability for selection. Generally, individuals with high fitness value have more chance to be selected. Note that some other selecting operations such as Stochastic Tournament, Expected Value Selection, among others, are also feasible [27].

(4) Two-point Orthogonal Crossover Operation

Orthogonal crossover operation, based on the orthogonal experiment, is proposed to make a systematic and rational search in the region defined by the parental solutions [28]. For the traditional crossover operation, the number of individuals after crossover operation will scale up with the increase in crossover points. The resultant excessive large population is terrible. It may cause a slow convergence speed. In order to accelerate convergence of the algorithm, multi-point crossover operations based on orthogonal design are effective [29,30], which can improve the probability for generating elite individuals.

In this paper, a two-point orthogonal crossover operator has been employed. Consider that the number of substrings needed to implement crossover in a chromosome is 3, namely the so-called three factor. Each factor has two possible values, \( a \) or \( b \). That is to say, each factor has two levels. The number of offspring which are created by combining the parents at crossover point is \( 2^3 = 8 \). Considering the representative set of combinations, \( L_3(2^7) \) orthogonal table, illustrated in Table 1, is employed to present the layout of two levels per factor and eight combinations of levels. In the above orthogonal design, seven factors have been simplified to three factors [31]. It is important that all the selected combinations are good representatives for all of the possible combinations. Finally, two offspring with higher fitness value after the crossover will be retained.
### Table 1. Test scheme of two-point orthogonal crossover operator.

| Individual Substring Number | Individual after | I | II | III |
|-----------------------------|------------------|---|----|-----|
| Crossover Operation         |                  |   |    |     |
| 1                           | a                | a |    | a   |
| 2                           | a                | a |    | b   |
| 3                           | a                | b |    | a   |
| 4                           | a                | b |    | b   |
| 5                           | b                | a |    | a   |
| 6                           | b                | a |    | b   |
| 7                           | b                | b |    | a   |
| 8                           | b                | b |    | b   |

(5) **Mutation operator**

Mutation operator is used to maintain genetic diversity from one generation of a population of genetic algorithm chromosomes to the next [32]. It is applied to mutate one or more gene values in a chromosome generated from the crossover operator. Hence, a better offspring may be evolved. Mutation occurs during the evolution according to a user-definable probability of mutation \( p_{\text{mut}} \).

(6) **Elitist Preservation**

During evolution of genetic operators, the best individuals of the previous generation can possibly lose their superiority and generate inferior individuals [33]. It will reduce searching efficiency of the genetic algorithm and even fail to converge to the optimal solution. Elitist preservation is to copy the best individual, so-called elitist, that has appeared in the whole evolved populations, directly to the next generation without a crossover operator. A common operator is that the worst individual will be replaced by an elite individual for the purpose of maintaining population scale. Elitist preservation operator will guarantee that some best solutions will be retained as elitist solutions, and the quality of the solutions will be improved iteratively.

The above operators will be applied in our improved genetic algorithm process, shown in Figure 4. After the evolution, high-quality solutions to optimization or search problems will be generated. During the process, fitness formulation, population size, probability of mutation, crossover and selection criteria should be carried out carefully. Any inappropriate choice will make it difficult for the algorithm to converge and even produce meaningless results [34].

### 4. Sparse Optimization of Mills Cross Array

Consider a Mills cross array with 49 + 49 equispaced elements. Its element spacing is 5 mm, as illustrated in Figure 2. Assume that the operating frequency is 150 kHz. According to the theory of Mills cross multiplicative array, it will produce the same pattern as a rectangular planar array with 25 \( \times \) 25 elements when its weights are appropriate. The beam patterns of MCMA and RPA are shown in Figure 5, respectively. Both arrays produce main lobe width of 4.08° and the maximum sidelobe level of \(-13.5\) dB. However, MCMA reduces the number of elements by 528 elements compared with RPA. The reduction in array scale will be beneficial for UAI application.

In order to further reduce the number of elements of imaging array without lowering the sidelobe level, improved genetic algorithm operators are proposed to obtain a satisfied sparseness solution for Mills cross array. The variables to be optimized include the locations and weights of each element. In other words, whether the array elements are active or not and their weights will be determined. Assume that the weights obtained from Equation (9) are provided for an initial individual, and the variation range of weights is designated from 0 to 127. Its binary code length is 343 bits. We set up an initial population including 50 individuals. The maximum genetic generation is 200,000, the mutation probability is
0.007 and the crossover probability is 0.3. The symmetry of array element and their weights about central element is considered in our algorithm.

The improved genetic algorithm has been employed to evolve an optimized sparseness solution to our Mills cross imaging array. Although the genetic algorithm-based optimization method is implemented at the cost of a higher computational complexity, it is still valuable and effective for the reduction in the scale of the array. In other words, the MCMA optimized by our proposed improved genetic algorithm has a lower hardware complexity and a lower power consumption. This is cost-effective and beneficial to the battery limited UAI devices in practical applications. The distributions of array elements before and after optimization are illustrated in Figure 6. Compared with 97 elements of the original MCMA, the sparse cross array (SCA) after optimization has 89 elements. The number of elements is decreased by 8.25%. The unused elements are mainly located in the external terminal of the array. Figure 7 illustrates the weights of MCMA and SCA for similar beam indices, especially the beamwidth and maximum sidelobe level. It is obvious that the weights vary distinctly. Firstly, orderliness of weights changes from a regular cone-shaped distribution of MCMA to an approximate cone-shaped distribution of SCA. Secondly, values of weights change a lot. For instance, the weights near the center of SCA are amplified by nearly one time relative to MCMA. The above two changes interrelate. The ultimate purpose is to keep similar beam indices.
Figure 6. Element distribution of Mills cross multiplicative array. (a) before optimization; (b) after optimization.

Figure 7. Element weights of Mills cross multiplicative array. (a) before optimization; (b) after optimization.

Figure 8 illustrates beam patterns at $\Phi = 0^\circ$ or $90^\circ$, obtained from MCMA, SCA and cross array with conventional beamforming, respectively. Their main pattern indices are listed in Table 2. The beamwidth is $4.76^\circ$ for SCA. Compared with $4.08^\circ$ for MCMA and $3.15^\circ$ for cross array with conventional beamforming, SCA provides a slightly wider main lobe. Actually, the difference is small and acceptable. However, SCA demonstrates its advantage in maximum sidelobe level of $-14.27$ dB. It lowers the level by about $9$ dB than cross array with conventional beamforming and has the same level as MCMA.

Figure 8. The comparison of the beam patterns in u or v direction.
Table 2. The beam performance based on three different beamforming methods.

| Cross Array Beamforming Method                      | Beamwidth | The Maximum Sidelobe Level |
|-----------------------------------------------------|-----------|---------------------------|
| cross array based on conventional beamforming       | 3.15°     | −4.97 dB                  |
| Mills cross multiplicative array before optimization| 4.08°     | −13.5 dB                  |
| sparse cross array after optimization               | 4.76°     | −14.27 dB                 |

5. Conclusions

For the purpose of reducing the scale of acoustic imaging array and imaging time, a sparse cross array was presented. The elements’ distributions and weights of the array were optimized using improved genetic algorithm. Relevant operators were proposed to compel genetic algorithm to converge to a satisfactory solution effectively. By comparing beam pattern indices of different imaging array, the following conclusions can be drawn.

1. Compared with the rectangular planar array, Mills cross multiplicative array has distinct advantage in reducing elements of acoustic imaging array, without losing imaging resolution. It is an available choice to be used in UAI application.

2. Sparse optimization of Mills cross multiplicative array can be implemented through improved genetic algorithm. The sparse cross array decreases the number of elements by 8.25% compared with MCMA, while it still keeps its advantages of beamwidth and maximum sidelobe level.

3. The improved genetic algorithm is effective to obtain a sparse solution of cross array. The fitness function based on pattern indices is applicable. Two-point orthogonal crossover operator can retain elitist individuals with a high probability. The sparse solution is an evolved result of mutual restraint between array elements’ survival and their weights.
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