Identification and Resolution of Unphysical Multi-Electron Excitations in the Real-Time Time-Dependent Kohn-Sham Formulation
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We resolve a fundamental issue associated with the conventional Kohn-Sham formulation of real-time time-dependent density functional theory. We show that unphysical multi-electron excitations, generated during time propagation of the Kohn-Sham equations due to fixation of the total number of Kohn-Sham orbitals and their occupations, result in incorrect electron density and, therefore, wrong predictions of physical properties. A new formulation is proposed in that the number of Kohn-Sham orbitals and their occupations are updated on the fly, the unphysical multi-electron excitations are removed, and the correct electron density is determined. The correctness of the new formulation is demonstrated by simulations of Rabi oscillation, as analytical results are available for comparison in the case of non-interacting electrons.

Time-dependent density functional theory (TD-DFT), the time-evolving analog to DFT, has moved into many facets of physics and chemistry since its formal foundation in 1984 with the Runge-Gross theorem [1]. Despite its ability to explicitly time-evolve many-body electronic states, the vast majority of TD-DFT applications is associated with excited state determination in response to weak electromagnetic fields. The external influence can then be treated as a perturbation and only the linear response of the system is needed to estimate excited states of ground-state systems. This kind of TD-DFT is referred to as linear-response (LR) TD-DFT [2] and has enjoyed many successes over the last few decades of service [3–6].

There are many physical settings, though, in which the external field is comparable to or even greater than the static electric field due to the nuclei or in which a system is driven continuously or starts from an excited state. Then the perturbative approach is no longer valid and time-explicit real time (RT) TD-DFT is appropriate. This approach is also useful, especially in nonlinear optical settings, in considering the evolution of excited states created from a laser pulse. Of course, a spectral decomposition of the results can always be carried out when the frequency-dependent properties are determined [7, 8]. For instance, RT-TD-DFT can obtain the first-order hyperpolarizabilities that characterize many second-order nonlinear processes, such as second harmonic generation and optical rectification [9]. It can also be used to calculate two-photon absorption cross sections [10].

Aside from the consideration of nonlinear phenomena, the explicit time propagation of RT-TD-DFT makes it a promising computational tool for simulating many-body electron and exciton dynamics [8, 11–17]. Its application becomes even broader when combined with molecular dynamics, as in, for instance, Ehrenfest-TD-DFT [18–23], which uses RT-TD-DFT for electron dynamics and classically describes nuclei motion via Ehrenfest molecular dynamics. Light-matter interactions are at the heart of RT-TD-DFT, being treated semi-classically. They may involve frozen nuclei, but it is possible to account for phonon interactions as well [12, 24, 25]. Either way, the electronic states are described in terms of linear combinations of ground-state Kohn-Sham (KS) orbitals.

In this work, we identify unphysical multi-electron excitations generated in the conventional formulation of RT-TD-DFT in the adiabatic approximation, which lead to wrong results in realistic systems. Rabi oscillation with a spin-independent Hamiltonian offers a particularly simple setting in which the problem is laid bare. It can be elicited in any atom, molecule, or nanostructure that has a sufficiently large interval between its lowest excited state and all other excited states to make a two-level approximation reasonable. Illumination with a resonant laser then results in the desired oscillation in ground and excited state occupations, i.e., the excited state occupation cycles between 0 and 1. The conventional formulation of RT-TD-DFT, though, exhibits a maximum excited state occupation of only 0.5 (except for very specific excited states [26]). One possible source of the Rabi occupation problem, scrutinized in the literature, is that the associated dipole moment is not properly captured. A different perspective was offered by Ruggenthaler et al. who suggested that the problem has a classical origin [27]. This view was later questioned by Fuks et al. who instead attributed the issue to a lack of memory (history dependence) in the exchange-correlation functionals [28, 29]. More recently, Habenicht et al. proposed two possible explanations: that there exists an artificial, computational multi-photon process that results in a three-level Rabi oscillation, or that the mean-field nature of DFT induces paired electron propagation [30].

The source of the problem is that the conventional formulation of RT-TD-DFT does not preclude a description of the excited states in terms of multi-electron excitations. While this may be physically reasonable under some circumstances, it is also possible that the formalism will offer a description that involves multi-electron excitations.
excitations even though such terms are not present in
the excited states predicted by LR-TD-DFT. We show
that it is the unphysical multi-electron excitations that
corrupts the electron density and track this back to a
more fundamental problem: The fixed number of KS or-
bitals and their fundamental problem. This problem can be
eliminated using an update scheme in which the occupa-
tions are updated on the fly by calculating the so-called natural or-
bitals [31]. The formulation is therefore dubbed a time-
dependent natural Kohn-Sham (TDNKS) formulation in con-
trast to the more traditional TDKS approach. Correct-
tness of the proposed TDNKS formulation is demon-
strated by simulations of Rabi oscillation.

The KS formulation of TD-DFT leads to a set of single-
particle equations coupled through density,

\[
\frac{i \hbar}{\partial t} \psi_m(\vec{r}, t) = \left[ -\frac{\hbar^2}{2m_e} \nabla^2 + V_{\text{ext}}(\vec{r}, t) + \nu_{\text{Hartree}}[\rho](\vec{r}, t) + \nu_{\text{xc}}[\rho](\vec{r}, t) \right] \psi_m(\vec{r}, t)
\]

\[
\rho(\vec{r}, t) = 2 \sum_{m=1}^{N} |\psi_m(\vec{r}, t)|^2.
\]

Here \(\psi_m(\vec{r}, t)\) are the TDKS orbitals, while \(\nu_{\text{ext}}, \nu_{\text{Hartree}},\)
and \(\nu_{\text{xc}}\) are the external, Hartree, and exchange-
correlation potentials, respectively. Eq. (2) introduces
the spin reduced electron density \(\rho(\vec{r}, t)\) for \(N\) KS or-
bitals and occupation 2 for each KS orbital (to account
for both spin orientations). The spin-restricted setting
is natural in the sense that the Hamiltonian is spin in-
dependent. The direct consequence of this restriction is
that the time-propagated multi-electron wave function
is always a singlet, if the initial condition is a singlet.
However, the fixed number of KS orbitals and fixed oc-
cupation of 2 turn out to be the reason that full excited
state occupation is not obtained during Rabi oscillation.

The TDNKS formulation is obtained by making a
relatively simple change: The total number of orbitals in-
volved and their occupations are updated as the system evolves. The spin-reduced density for our scheme is assumed to be

\[
\rho(\vec{r}, t) = \sum_{m=1}^{N(t)} p_m(t)|\psi_m(\vec{r}, t)|^2,
\]

where \(N(t)\) implies that the number of orbitals is chang-
ing during time-propagation and \(p_m(t)\) are the evolving occupations. Note that the total number of electrons, and thus the summation of \(p_m(t)\), is unchanged during time-propagation. Giving this reformulation upfront fa-
cilitates an explanation of what causes the problem with the traditional TDKS approach and how the TDNKS ap-
proach resolves the issue.

The time-propagated orbitals, \(\psi_m(\vec{r}, t)\), are repre-
sented as linear combinations of their initial forms, de-
noted as \(\phi_n(\vec{r})\):

\[
\psi_m(\vec{r}, t) = \sum_{n} a_{mn}(t) \phi_n(\vec{r}).
\]

In the TDKS approach the time-propagated multi-
electron wavefunction is a single determinant, \(|\Psi\rangle = |\psi_{1}(\vec{r}, t)\psi_{1}(\vec{r}, t) \cdots |\psi_{N}(\vec{r}, t)\psi_{N}(\vec{r}, t)\rangle\). During Rabi oscil-
lolation only two states should be involved: the ground state \(|\Phi_0\rangle = |\phi_{1}(\vec{r})\phi_{1}(\vec{r}) \cdots \phi_{N}(\vec{r})\phi_{N}(\vec{r})\rangle\) and one ex-
cited state. The excited state is a spin-adapted wavefunction, \(\frac{1}{\sqrt{2}}(|\Phi_{\uparrow\uparrow}\rangle + |\Phi_{\uparrow\downarrow}\rangle)\), which is usually de-
noted as \(|\Phi_{\uparrow}\rangle\) [32]. The notation implies that one
electron is excited from the \(i^\text{th}\) occupied orbital to the \(i^\text{th}\) unoccupied orbital. The time-propagated multi-electron wavefunction must then be of the form

\[
|\Psi\rangle = |\phi_{1}(\vec{r})\phi_{1}(\vec{r}) \cdots |\psi_{N}(\vec{r})\psi_{N}(\vec{r})\rangle,
\]

with \(\psi_{N}(\vec{r}, t) = \phi_{n}(\vec{r})\) and \(\psi_{N}(\vec{r}, t) = \phi_{n}(\vec{r})\) for \(n \neq i\), and the time-propagated \(i^\text{th}\) spin-up and spin-down or-
bbitals are

\[
\psi_{1}(\vec{r}, t) = a_{i\uparrow}(t) \phi_{i}(\vec{r}) + a_{i\downarrow}(t) \phi_{i}(\vec{r})
\]

\[
\psi_{1}(\vec{r}, t) = a_{i\uparrow}(t) \phi_{i}(\vec{r}) + a_{i\downarrow}(t) \phi_{i}(\vec{r})
\]

We can re-write [33]

\[
|\Psi\rangle = a_{i\uparrow}^2(t)|\phi_i(\vec{r})\phi_i(\vec{r})\rangle
+ \sqrt{2} a_{i\uparrow}(t) a_{i\downarrow}(t) \frac{\phi_{i}(\vec{r}) \phi_{i}(\vec{r}) - \phi_{i}(\vec{r}) \phi_{i}(\vec{r})}{\sqrt{2}}
+ a_{i\downarrow}^2(t)|\phi_i(\vec{r})\phi_i(\vec{r})\rangle,
\]

where we only show the time-propagated orbitals. For example, the ground state \(|\Phi_0\rangle = |\phi_{1}(\vec{r})\phi_{1}(\vec{r}) \cdots \phi_{N}(\vec{r})\phi_{N}(\vec{r})\rangle\) is simplified as \(|\phi_{1}(\vec{r})\phi_{1}(\vec{r})\rangle\) in this contracted representation. The second term of Eq. (6) is the physical spin-adapted one-electron excitation. However there is also a third, unphysical two-electron excitation term, \(a_{i\uparrow}^2(t)|\phi_i(\vec{r})\phi_i(\vec{r})\rangle\), in which one spin-up
and one spin-down electron are excited from the \(i^\text{th}\) to the \(i^\text{th}\) KS orbital. It is the consequence of spin
restriction, i.e., the spin-up and spin-down states have
the same time propagation according to Eq. (5). Spin
restriction makes all the terms in Eq. (6) to singlets, as
they should be, but this can also result in unphysical
states.

Two facts need to be clarified. First, the one-to-one correspondence between the KS and actual wave functions established through the electron density, see Fig. 1(a), ensures that we can study the occupations of the ground and excited states by examining the KS wave function. Second, the lowest excited state of the \(\text{H}_2\) molecule does not include two-electron excitations ac-
cording to Casida perturbation TD-DFT. Note that the
\(\text{H}_2\) molecule is well approximated by a two-level system, since Fig. 1(b) shows a large energy gap between the lowest and second lowest excited states.
The unphysical third term of Eq. (6) implies that the excitation is no longer that of a two-level system. We can write the one-electron excited state occupation, $P_{1e}$, and two-electron excited state occupation, $P_{2e}$, as functions of the ground state occupation, $P_{gs}$ (see also the Supplemental Material):

$$
P_{1e} = 2\sqrt{P_{gs}} \left(1 - \sqrt{P_{gs}}\right)
$$

$$
P_{2e} = \left(1 - \sqrt{P_{gs}}\right)^2.
$$

(7)

As shown in Fig. 1(c), $P_{1e}$ can only reach 0.5, consistent with the literature addressing the Rabi occupation problem. However, this incomplete one-electron excited state occupation is only one constituent of the total excited state occupation; the other piece is due to the unphysical two-electron excitation. The sum of these two excited state occupations and the ground state occupation is always equal to one.

Since the accompanying two-electron excitation is unphysical, we propose a reformulation in the construction of the multi-electron wavefunction of Eq. (6) which results in only ground state and one-electron excited state contributions. The conventional KS formulation is based on an incorrect representation of the electron density in which unphysical two-electron excitation is the result of enforcing fermionic anti-symmetry and, at the same time, fixing the occupations. The consequence is incorrect occupation in Eq. (2). The new formulation, in terms of natural orbitals, is based on a correct electron density. Eq. (6) can be recast as [32]

$$
|\Psi\rangle = \sum_{m=i,r} \sum_{n=i,r} C_{mn}(t) |\phi_m(\vec{r})\tilde{\phi}_n(\vec{r})\rangle,
$$

(8)

where the matrix $C$ gives rise to the electron density matrix, $\rho = CC^\dagger$. After removal of the unphysical two-electron excitation $|\phi_1(\vec{r})\phi_1(\vec{r})\rangle$ and renormalization of Eq. (8) the natural orbitals are obtained by direct diagonalization,

$$
U^\dagger \rho U = D.
$$

(9)

Then $2D_{nm}$ and $\sum_n \phi_n(\vec{r})U_{nm}(t)$ are the new occupations, $p_m(t)$, and natural orbitals, $\psi_m(\vec{r}, t)$, of Eq. (3), respectively. The new multi-electron wavefunction can be rewritten in natural orbitals as

$$
|\Psi\rangle = \sum_{m=i,r} \sum_{n=i,r} B_{mn} |\psi_m(\vec{r}, t)\tilde{\psi}_n(\vec{r}, t)\rangle
$$

(10)

with $B = U^\dagger C U$. The number of electrons is conserved, $\sum_{m=1}^{N(t)} p_m(t) = 2N(0)$, because of the renormalization, and the constructed electron density is N-representable, since the multi-electron wave function of Eq. (10) is still antisymmetric. The energy is conserved during the simulation (see the Supplemental Material for further details). The name of our new scheme, TDNKS, is motivated by the fact that $\{\psi_m(\vec{r}, t)\}$ are the natural orbitals of Ref. [31]. The procedure of a TDNKS simulation is summarized in Fig. S1. Although the multi-electron KS wave function and the one-electron reduced density are involved to obtain the correct electron density, the TDNKS approach is just a reformulation of TD-DFT, i.e., the equations of motion are fundamentally different from those of time-dependent reduced density matrix functional theory [34].

Rabi oscillation on an H$_2$ molecule is used to compare the results of TDKS and TDNKS for predicting both the occupations and oscillation period. A sinusoidal electric field is applied. If its energy is nearly resonant with the first excited state of the molecule, a Rabi oscillation will ensue. For the H$_2$ molecule, the first excited state must be a linear combination of one-electron determinants, because the symmetries of one-electron and two-electron determinants are ungerade and gerade, respectively, so that
the matrix elements between them are zero [32]. As a result, physically realizable eigenstates will not be a mix of the two. On the other hand, both spin-up and spin-down electrons feel the same external potential, so they will evolve in step with one another. This implies that at least part of the wavefunction will be due to two-electron excitations (with gerade symmetry) in the TDKS formulation. In addition to being unphysical, the nonzero occupation of the two-electron excited state implies an incomplete occupation of the one-electron excited state in the TDKS formulation.

The real-space RT-TD-DFT implementation in Octopus [35] is used. The simulation box is constructed by adding spheres around each atom with a radius of 3 Å each, and the space is discretized in increments of 0.15 Å. Troullier-Martins pseudopotentials are employed and the LDA or PBE exchange-correlation functional is used. The simulation time step is set to be $\Delta t = 4.84 \times 10^{-19}$ s. The number of natural orbitals $N(t)$ and their occupations $p_{ni}(t)$ are updated every $5\Delta t$, because the accuracy is not improved by smaller steps and the computation cost is reduced. For the bond length, the numerically optimized value of 0.74 Å is used.

Light-matter interaction is accounted for using the electric dipole approximation,

$$H_1 = \vec{d} \cdot \vec{E}_0 \cos(\omega t), \quad (11)$$

where $\vec{d}$ is the transition dipole from ground state to first excited state and $|\vec{E}_0| = 1.03$ V/Å is the amplitude of the applied laser light. As there are only two electrons, the ground state is $|\phi_1(\vec{r})\phi_1(\vec{r})\rangle$ and the one-electron excited state is $|\Phi_T^1\rangle = (|\phi_1(\vec{r})\phi_2(\vec{r})\rangle - |\phi_2(\vec{r})\phi_1(\vec{r})\rangle)/\sqrt{2}$. As shown in Fig. 2, the TDKS approach can only generate a maximum value of the one-electron excited state occupation of 0.5 and there is always an accompanying two-electron excited state occupation. On the other hand, the TDNKS approach successfully generates full Rabi oscillation between the ground state and first excited state. We stress that it is justified to study the KS wave function instead of the actual wave function because of their one-to-one correspondence. Without realizing this fact, in former TDKS works about the Rabi oscillation the dipole moment was calculated to conclude about the occupation. According to time-dependent configuration interaction theory, for resonant excitation the dipole moment should be maximal when both the ground and excited states have an occupation of 0.5 and minimal when either of them has zero occupation [28]. As shown in Figs. 2(c, d), these features are captured by the TDNKS but not by the TDKS approach. We calculate the dipole moment as trace of the product of the electron density and position operators, such that the correctness of the electron density is indicated by the correctness of the dipole moment. Since the electron density is correct, all other physical properties can be calculated as in the TDKS approach.

In order to further test the accuracy of the TDNKS formulation, the Rabi oscillation period [36]

$$T = \left[\frac{d \cdot \vec{E}_0}{2\pi\hbar} + \Delta^2\right]^{-1/2} \quad (12)$$

is calculated as a function of the detuning energy $\Delta$, see Fig. 3. For the transition dipole we obtain from Casida perturbation TD-DFT amplitudes of 1 eV, 4 eV, and 13 eV, respectively, see Fig. 1(b). Fig. 3(a) shows the Rabi oscillation periods predicted by the TDKS and TDNKS approaches with the Hartree and exchange-correlation potentials turned off in order to model the H$_2$ molecule with non-interacting electrons. The non-interacting electrons do not influence each other while they evolve with time. Thus, the Rabi oscillation period as a function of the detuning energy is expected to be given by Eq. (12), which is the case for the TDNKS approach but not for the TDKS approach according to Fig. 3(a). Note the perfect match between the TDNKS and exact analytical results. Fig. 3(b) shows numerical results for interacting electrons (the Hartree and exchange-correlation potentials are included). In this case, Eq. (12) is not applicable. The influence of two-electron excitations (difference between the TDNKS and TDKS results for the same exchange-correlation functional) is much larger than that of the exchange-correlation functional (difference between the LDA and PBE results for the same formulation), which signifies that the failure of the TDKS approach to fully describe the Rabi oscillation is not due to the exchange-correlation functional. If the resonant Rabi oscillation
FIG. 3: Rabi oscillation period versus detuning energy. (a) The analytical result (from Eq. (12); black line) is compared with numerical results from the TDNKS and TDKS approaches for non-interacting electrons. (b) Analogous numerical results for interacting electrons (no analytical solution exists).

has the largest period, then shifts of the maxima of the TDNKS curves from $\Delta = 0$ indicate that the adiabatic LDA and PBE functionals do not predict accurate Rabi periods. Note that the difference between the TDNKS and TDKS results is only significant near $\Delta = 0$. For large $\Delta$ the population of two-electron excitations is small enough to be neglected, for example when $\Delta > 0.6$ eV it is less than 0.05, which indicates that the TDKS approach works as well as the TDNKS approach in such cases.

RT-TD-DFT equips researchers with the ability to quantify the explicit time evolution of the electronic structure in response to light-matter interaction. Because this technique continues to move into the main stream of physics and chemistry research, it is especially important to address the issue of erroneous electron density. This problem has been known for many years and has been attributed to several sources. In the present work we have shown that it results from unphysical multi-electron states, which are created through the enforcement of a fixed number of KS orbitals with fixed occupations.

A modest modification to the existing formulation replaces the standard KS orbitals with the natural orbitals [31] and updates those on the fly along with their occupations. This new TDNKS formulation improves the electron density, as demonstrated by successful simulations of Rabi oscillation on an $\text{H}_2$ molecule subjected to an oscillatory electric field. The lowest excited state of the $\text{H}_2$ molecule is composed exclusively of one-electron determinants for symmetry reasons. In contrast to the TDKS approach, the TDNKS approach accurately predicts a full occupation of the one-electron excited state and period of Rabi oscillation in comparison with the analytical result for the case of non-interacting electrons. Calculation of the dipole moment also shows that the TDNKS approach captures the correct electron density in contrast to the TDKS approach. While the Rabi setting makes the issue and its resolution particularly clear, the problem also exists in spin-restricted setups such as high harmonic generation and photon-induced electron ejection of molecules. This demonstrates the great potential of the proposed TDNKS approach.
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I. CORRESPONDENCE

A given time-dependent one-electron reduced density may correspond to different pairs of the external/KS potential and initial wave function of the actual/KS system [1]. In applications of TD-DFT, however, a ground state is calculated first, which guarantees that there is only one choice. According to the Hohenberg-Kohn theorems, there is a one-to-one correspondence between the ground-state electron density and the ground-state wave function for both the actual and KS systems. Thus, the one-to-one correspondence between the ground-state actual and KS wave functions is established through their common electron density. When the ground-state wave function is the initial wave function the one-to-one correspondence between the actual and KS excited-state wave functions is established through the Runge-Gross theorem, more specifically through the Casida formulation of TD-DFT. The excited-state KS wave functions of the Casida formulation are, in general, not the actual wave functions, but characterize the actual excited states in the sense that their energies are good approximations to the actual excited-state energies. Thus, there is a one-to-one correspondence between the actual and KS excited states, see Fig. 1(a) in the main text. In other words, whenever the KS wave function is that of the first excited state, for example, we know that the actual system is in its first excited state. Therefore, the population of the excited-state KS wave function is identical to the population of the actual excited-state wave function.

The topic is related to v- and N-representability of an electron density in ground-state DFT [2]. The Hohenberg-Kohn theorems prove one-to-one correspondence between the v-representable density and ground-state wave function. Practically, the ground state is determined by energy minimization over all N-representable one-electron densities, since necessary and sufficient conditions for N-representability are known, but not for v-representability. An N-representable electron density minimizing the energy functional, in general, corresponds to several antisymmetric wave functions among which there is one ground-state wave function. Similarly, the choice of the initial wave function of a TD-DFT calculation is restricted to the ground-state wave function among all wave functions providing the same density. Note that in real-time TDKS simulations the initial state can be a specific excited state obtained after a ground state calculation, implying that the one-to-one correspondence is established.
II. POPULATIONS IN THE TDKS FORMULATION

The time-propagated wave function, Eq. (6) in the main text, can be written as

\[ |\Psi\rangle = P_{gs} |\phi_i(\vec{r})\phi_i(\vec{r})\rangle + P_{1e} \frac{|\phi_i(\vec{r})\phi_e(\vec{r})\rangle - |\phi_i(\vec{r})\phi_e(\vec{r})\rangle}{\sqrt{2}} + P_{2e} |\phi_e(\vec{r})\phi_e(\vec{r})\rangle \]

with the definitions

\[ P_{gs} = a_{ii}^2(t) \]
\[ P_{1e} = \sqrt{2} a_{ii}(t)a_{ir}(t) \]
\[ P_{2e} = a_{ir}^2(t). \]

Thus, \( P_{1e} = 2\sqrt{P_{gs}}\sqrt{P_{2e}} \). Due to the condition \( P_{gs} + P_{1e} + P_{2e} = 1 \), we have

\[ P_{gs} + 2\sqrt{P_{gs}}\sqrt{P_{2e}} + P_{2e} = (\sqrt{P_{gs}} + \sqrt{P_{2e}})^2 = 1, \]

which gives \( \sqrt{P_{gs}} + \sqrt{P_{2e}} = 1 \), because all populations are real and positive. This implies Eq. (7) in the main text.

III. ENERGY CONSERVATION IN THE TDNKS FORMULATION

For the TDNKS formulation to be physically meaningful energy conservation must be satisfied,

\[ \frac{dE(t)}{dt} = \langle \partial_t \nu_{ext}(t) \rangle, \]

where \( E(t) \) is the total energy and \( \langle \partial_t \nu_{ext}(t) \rangle \) is the expectation value of the time derivative of the external potential (the total energy is constant when the external potential is time-independent). For the M-electron KS system we have the Hamiltonian \( H_{KS} = \sum_{i=1}^{M} h_{KS}(\vec{r}_i) \) with \( h_{KS} = -\frac{\hbar^2}{2me} \nabla^2 + \nu_{ext}(\vec{r},t) + \nu_{Hartree}[\rho](\vec{r},t) + \nu_{xc}[\rho](\vec{r},t) \). Using the time-dependent multi-electron wave function in real space, \( \Psi(\vec{r}_1, \cdots, \vec{r}_M, t) \), the one-electron reduced density matrix is defined as

\[ \rho(\vec{r}_1', \vec{r}_1, t) = M \int \cdots \int \Psi^*(\vec{r}_1', \cdots, \vec{r}_M, t) \Psi(\vec{r}_1, \cdots, \vec{r}_M, t) d^3r_2 \cdots d^3r_M. \]

The time-dependent energy can be written as a functional of electron density [2],

\[ E[\rho](t) = T_s[\rho](t) + E_{Hartree}[\rho](t) + E_{ext}[\rho](t) + E_{xc}[\rho](t), \]
where \( T_s[\rho] \), \( E_{\text{Hartree}}[\rho] \), \( E_{\text{ext}}[\rho] \), and \( E_{\text{xc}}[\rho] \) denote the kinetic, Hartree, external, and exchange-correlation energy functionals, respectively. The derivation of energy conservation is simplified by defining the energy functionals in terms of the one-electron reduced density matrix:

\[
\frac{dT_s[\rho]}{dt} = \sum_{m} p_m \langle \psi_m | - \frac{\hbar^2 \nabla^2}{2m_e} | \psi_m \rangle
\]

\[
= \int d^3r_1 \left\{ M \int \cdots \int \Psi^*(\vec{r}_1', \cdots, \vec{r}_M', t) \left( -\frac{\hbar^2 \nabla^2}{2m_e} \right) \Psi(\vec{r}_1, \cdots, \vec{r}_M, t) d^3\vec{r}_2 \cdots d^3\vec{r}_M \right\}_{\vec{r}_1' = \vec{r}_1}
\]

\[
= \text{Tr} \left\{ -\frac{\hbar^2 \nabla^2}{2m_e} \rho(\vec{r}_1', \vec{r}_1, t) \right\}, \quad (4)
\]

\[
E_{\text{Hartree}}[\rho](t) = \frac{1}{2} \int \frac{\rho(\vec{r}_1', t)\rho(\vec{r}_2', t)}{|\vec{r}_1' - \vec{r}_2'|} d^3\vec{r}_1 d^3\vec{r}_2
\]

\[
= \frac{1}{2} \text{Tr} \text{Tr} \left\{ \frac{1}{|\vec{r}_1' - \vec{r}_2'|} \rho(\vec{r}_1', \vec{r}_1, t)\rho(\vec{r}_2', \vec{r}_2, t) \right\}, \quad (5)
\]

\[
E_{\text{ext}}[\rho](t) = \text{Tr} \left\{ \nu_{\text{ext}}(\vec{r}_1, t)\rho(\vec{r}_1', \vec{r}_1, t) \right\}. \quad (6)
\]

We obtain the derivative

\[
\frac{dT_s[\rho]}{dt} = \text{Tr} \left\{ -\frac{\hbar^2 \nabla^2}{2m_e} \right\}
\]

\[
= \int d^3r_1 \left\{ M \int \cdots \int \frac{\partial \Psi^*(\vec{r}_1', \cdots, \vec{r}_M', t)}{\partial t} \left( -\frac{\hbar^2 \nabla^2}{2m_e} \right) \Psi(\vec{r}_1, \cdots, \vec{r}_M, t) d^3\vec{r}_2 \cdots d^3\vec{r}_M \right\}_{\vec{r}_1' = \vec{r}_1}
\]

\[
+ \int d^3r_1 \left\{ M \int \cdots \int \Psi^*(\vec{r}_1', \cdots, \vec{r}_M, t) \left( -\frac{\hbar^2 \nabla^2}{2m_e} \right) \frac{\partial \Psi(\vec{r}_1, \cdots, \vec{r}_M, t)}{\partial t} d^3\vec{r}_2 \cdots d^3\vec{r}_M \right\}_{\vec{r}_1' = \vec{r}_1}
\]

\[
= -\frac{i}{\hbar} \int d^3r_1 \left\{ M \int \cdots \int \Psi^*(\vec{r}_1', \cdots, \vec{r}_M, t) \left[ -\frac{\hbar^2 \nabla^2}{2m_e}, H_{\text{KS}} \right] \Psi(\vec{r}_1, \cdots, \vec{r}_M, t) d^3\vec{r}_2 \cdots d^3\vec{r}_M \right\}_{\vec{r}_1' = \vec{r}_1}
\]

\[
= -\frac{i}{\hbar} \text{Tr} \left\{ \left[ -\frac{\hbar^2 \nabla^2}{2m_e}, H_{\text{KS}}(\vec{r}_1) \right] \rho(\vec{r}_1', \vec{r}_1, t) \right\}, \quad (7)
\]
where we have employed the relations $\frac{\partial \Psi}{\partial t} = -i\frac{\hbar}{\hbar} HKS\Psi$, $\frac{\partial \Psi^*}{\partial t} = i\frac{\hbar}{\hbar} \Psi^* HKS$, and $[-\frac{\hbar^2 \nabla^2}{2m_e}, hKS(\vec{r}_i)] = 0$ for $i \neq 1$. Similarly, we obtain

$$\frac{dE_{\text{ext}}[\rho]}{dt} = \text{Tr}_1 \left\{ \frac{\partial \nu_{\text{ext}}(\vec{r}_1',t)}{\partial t} \rho(\vec{r}_1', \vec{r}_1, t) \right\} + \text{Tr}_1 \left\{ \nu_{\text{ext}}(\vec{r}_1, t) \frac{\partial \rho(\vec{r}_1', \vec{r}_1, t)}{\partial t} \right\}$$

$$= \text{Tr}_1 \left\{ \frac{\partial \nu_{\text{ext}}(\vec{r}_1',t)}{\partial t} \rho(\vec{r}_1', \vec{r}_1, t) \right\} - \frac{i}{\hbar} \text{Tr}_1 \left\{ \nu_{\text{ext}}(\vec{r}_1', t) hKS(\vec{r}_1)] \rho(\vec{r}_1', \vec{r}_1, t) \right\}, \quad (8)$$

$$\frac{dE_{\text{Hartree}}[\rho]}{dt} = \frac{1}{2} \text{Tr}_1 \text{Tr}_2 \left\{ \frac{1}{|\vec{r}_1 - \vec{r}_2|} \frac{\partial \rho(\vec{r}_1', \vec{r}_1, t)}{\partial t} \rho(\vec{r}_2', \vec{r}_2, t) \right\}$$

$$+ \frac{1}{2} \text{Tr}_1 \text{Tr}_2 \left\{ \frac{1}{|\vec{r}_1 - \vec{r}_2|} \rho(\vec{r}_1', \vec{r}_1, t) \frac{\partial \rho(\vec{r}_2', \vec{r}_2, t)}{\partial t} \right\}$$

$$= \frac{1}{2} \text{Tr}_1 \left\{ \nu_{\text{Hartree}}(\vec{r}_1') \frac{\partial \rho(\vec{r}_1', \vec{r}_1, t)}{\partial t} \right\} + \frac{1}{2} \text{Tr}_2 \left\{ \nu_{\text{Hartree}}(\vec{r}_2') \frac{\partial \rho(\vec{r}_2', \vec{r}_2, t)}{\partial t} \right\}$$

$$= \text{Tr}_1 \left\{ \nu_{\text{Hartree}}(\vec{r}_1') \frac{\partial \rho(\vec{r}_1', \vec{r}_1, t)}{\partial t} \right\}$$

$$= -\frac{i}{\hbar} \text{Tr}_1 \left\{ [\nu_{\text{Hartree}}(\vec{r}_1'), hKS(\vec{r}_1)] \rho(\vec{r}_1', \vec{r}_1, t) \right\}, \quad (9)$$

where we have used the definition $\nu_{\text{Hartree}}(\vec{r}_1') = \text{Tr}_2 \left\{ \frac{1}{|\vec{r}_1 - \vec{r}_2|} \rho(\vec{r}_2', \vec{r}_2, t) \right\}$. Note that Eqs. (7) and (8) are the Ehrenfest theorem. As an example, we examine the LDA exchange-correlation functional,

$$E_{xc}^{\text{LDA}}[\rho] = \int \rho(\vec{r}_1', t) \epsilon_{xc}(\rho(\vec{r}_1', t)) d^3 \vec{r}_1,$$  

and obtain

$$\frac{dE_{xc}^{\text{LDA}}[\rho]}{dt} = \int \left( \epsilon_{xc}(\rho(\vec{r}_1', t)) + \rho(\vec{r}_1', t) \frac{\delta \epsilon_{xc}(\rho(\vec{r}_1', t))}{\delta \rho(\vec{r}_1', t)} \right) \frac{\partial \rho(\vec{r}_1', t)}{\partial t} d^3 \vec{r}_1$$

$$= \int \nu_{xc}^{\text{LDA}} \frac{\partial \rho(\vec{r}_1', t)}{\partial t} d^3 \vec{r}_1$$

$$= -\frac{i}{\hbar} \text{Tr}_1 \left\{ [\nu_{xc}^{\text{LDA}}(\vec{r}_1'), hKS(\vec{r}_1)] \rho(\vec{r}_1', \vec{r}_1, t) \right\}, \quad (11)$$

with $\nu_{xc}^{\text{LDA}} = \frac{\delta E_{xc}^{\text{LDA}}[\rho]}{\delta \rho} = \epsilon_{xc}(\rho(\vec{r}_1', t)) + \rho(\vec{r}_1', t) \frac{\delta \epsilon_{xc}(\rho(\vec{r}_1', t))}{\delta \rho(\vec{r}_1', t)}$. Eq. (3) then yields

$$\frac{dE[\rho](t)}{dt} = -\frac{i}{\hbar} \text{Tr}_1 \left\{ \left( -\frac{\hbar^2 \nabla^2}{2m_e} + \nu_{\text{ext}}(\vec{r}_1', t) + \nu_{\text{Hartree}}(\vec{r}_1') + \nu_{xc}^{\text{LDA}}(\vec{r}_1'), hKS(\vec{r}_1') \right) \rho(\vec{r}_1', \vec{r}_1, t) \right\}$$

$$+ \text{Tr}_1 \left\{ \frac{\partial \nu_{\text{ext}}(\vec{r}_1', t)}{\partial t} \rho(\vec{r}_1', \vec{r}_1, t) \right\}$$

$$= -\frac{i}{\hbar} \text{Tr}_1 \left\{ [hKS(\vec{r}_1'), hKS(\vec{r}_1)] \rho(\vec{r}_1', \vec{r}_1, t) \right\} + \text{Tr}_1 \left\{ \frac{\partial \nu_{\text{ext}}(\vec{r}_1', t)}{\partial t} \rho(\vec{r}_1', \vec{r}_1, t) \right\}$$

$$= \text{Tr}_1 \left\{ \frac{\partial \nu_{\text{ext}}(\vec{r}_1', t)}{\partial t} \rho(\vec{r}_1', \vec{r}_1, t) \right\} = \langle \partial_t \nu_{\text{ext}}(t) \rangle,$$  

which proves Eq. (1). Note that this derivation is also valid for the TDKS formulation [3].
VI. TDNKS SCHEME

![Flowchart of TDNKS simulation](chart.png)

**FIG. S1:** Procedure of a TDNKS simulation of duration $T$.
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