Asteroseismology of 36 Kepler subgiants – II. Determining ages from detailed modelling

Tanda Li,1,2,3,4⋆ Timothy R. Bedding,1,2 Jørgen Christensen-Dalsgaard,2 Dennis Stello,5,2 Yaguang Li3,1,2 and Matthew A. Keen1

1Sydney Institute for Astronomy (SIfA), School of Physics, University of Sydney, NSW 2006, Australia
2Stellar Astrophysics Centre, Department of Physics and Astronomy, Aarhus University, Ny Munkegade 120, DK-8000 Aarhus C, Denmark
3Department of Astronomy, Beijing Normal University, Beijing 100875, China
4School of Physics and Astronomy, University of Birmingham, Birmingham B15 2TT, UK
5School of Physics, University of New South Wales, NSW 2052, Australia

ABSTRACT
Detailed modelling of stellar oscillations is able to give precise estimates for stellar ages, but the inferred results typically depend on the adopted model parameters used for the age inference. High-quality asteroseismic data with precise measurements of mixed modes are available for 36 Kepler subgiants. To obtain a handle on the robustness of the ages for these stars, we first study the dependencies of seismic ages on three model input parameters. We find that inferred ages do not change systematically with the helium fraction (Y) or the mixing-length parameter (αMLT) but depend strongly on the metallicity ([M/H]) of the model. The results indicate that age estimates of subgiants have less model dependence and hence are more reliable than those of main-sequence stars or red giants. We then model individual oscillation frequencies of the same 36 Kepler subgiants, using observed metallicities, and obtain their ages with an average precision of ∼15%. The comparison with previous age estimates with different stellar codes or input physics show good agreement (mostly within 2σ). We hence suggest that seismology-determined ages of subgiants are not greatly model-dependent.
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1 INTRODUCTION
Asteroseismology using solar-like oscillations is a powerful method for studying stars. Detailed modelling of individual oscillation frequencies is able to give precise estimates of stellar parameters, but these are model dependent. Obvious offsets have been found between the inferred parameters determined with different stellar codes and different input physics (e.g. Silva Aguirre et al. 2017). For example, the mixing length parameter (αMLT) describes the efficiency of the convection and varies for different types of stars, but has only been well calibrated for the Sun and a small number of stars (Deheuvels & Michel 2011; Li et al. 2018; Ball et al. 2018; Bazot et al. 2018). Although hydrodynamic simulations (Trampedach et al. 2014; Magic et al. 2015) could provide αMLT for a given set of surface properties, their predictions for evolved stars have shown significant disagreements with the αMLT that is needed for stellar models to fit observations. The value of the parameter is hence still under debate. The helium abundance is another uncertain model input. It is difficult to measure from stellar spectra and so an approximate value given by the Galactic element enrichment law is widely adopted in theoretical models. Recent findings showed that analysing acoustic glitches in seismic frequencies could constrain the surface helium abundances, but the analysis requires very high-quality asteroseismic data (Verma et al. 2014, 2017). Moreover, systematic offsets can also occur when chemical compositions are different from the typically assumed solar mixture, especially for the α-enhanced stars (Ge et al. 2015). Spectroscopy surveys have show that the [α/Fe] of stars in the Galaxy spreads widely for a given [Fe/H] (e.g. Buder et al. 2018). Hence, model input metallicities derived with observed [Fe/H] and the solar composition are biased to some extent.

Subgiants are good laboratories to study stellar physics because of the presence of mixed modes. When a star exhausts its core hydrogen and becomes a subgiant, the pressure and gravity modes (p- and g-modes) couple to form mixed oscillation modes that are shifted from the regular spacing (known as mode bumping). The bumping of mixed
dipole ($\ell = 1$) modes in subgiants was firstly observed with ground-based telescopes in $\eta$ Boo (Kjeldsen et al. 1995, 2003) and $\beta$ Hyi (Bedding et al. 2007), and then modelled as mixed modes (Christensen-Dalsgaard et al. 1995; Guenther & Demarque 1996; Di Mauro et al. 2003; Fernandes & Monteiro 2003). Recent space missions (CoRoT, Kepler, TESS) and new ground-based telescopes (e.g. SONG) have provided more examples with high-quality asteroseismic data. Compared with dwarfs, subgiants present mixed modes that provide additional information about the core. Moreover, their g-mode period spacings are indicators of stellar masses, unlike those of red giants (Mosser et al. 2014, Fig. 2). These advantages make subgiants a very special sample for studying stellar physics. As discussed by Deheuvels & Michel (2011), the avoided-crossing features causing the bumping of mixed modes are sensitive to the stellar properties and can narrow down the dimensions of the model space. They used mixed modes to constrain the convective parameters of the CoRoT subgiant HD 49385. Moreover, Benomar et al. (2012) inferred that the coupling strength of the $\ell = 1$ mixed modes is predominantly a function of stellar mass and appears to be independent of the metallicity. Tian et al. (2014) found that the frequency differences between the mixed modes and the nearest p-mode ($\Delta \nu_{m-p}$) are useful for constraining stellar models when they studied two Kepler subgiants KIC 6442183 (‘Dougal’) and KIC 11137075 (‘Zebedee’). Using information of g-modes, Bedding (2014) suggested a new asteroseismic p-g diagram, in which the frequencies of the avoided crossings (corresponding to the so-called ‘γ modes’, i.e., the pure g modes had there been no mixing with the p modes) are plotted against the large separation of the p modes. The diagram can be used to make a first comparison with theoretical models to determine stellar parameters (e.g. Campante et al. 2011). Asteroseismology has also been used to determine the chemical composition of subgiants. The modelling of KIC 7976303 indicates that the $\ell = 1$ mixed modes are able to tell the $\alpha$-elements enhancement of this star (Ge et al. 2015).

With the high-quality data from Kepler, Chaplin et al. (2011) and Metcalfe et al. (2010) reaffirmed the interesting possibility that detailed modelling of subgiants could provide a very precise determination of their age. Moreover, some previous studies also found that the age estimates are less model-dependent for subgiants than for main-sequence stars. For example, Fernandes & Monteiro (2003) and Pinheli & Fernandes (2010) found that model solutions for the age of $\beta$ Hydri and $\mu$ Herculis are insensitive to convection parameters (mixing-length and overshooting parameters). Deheuvels & Michel (2011) adopted two different solar mixtures when modelling the CoRoT subgiant HD 49385 but obtained very similar inferred ages, which differed by only 0.5σ ($\sim$0.05 Gyr). Recently, we also found that the age determination of the SONG subgiant $\mu$ Herculis does not greatly depend on the initial chemical composition or the mixing-length parameter of the model (Li et al. 2019). Thus, subgiants turn out to be a very special sample, in which we could potentially obtain good ages. In this work, we modelled 36 Kepler subgiants for two purposes. One was to test the model dependency of the inferred age found in our previous work on $\mu$ Her by putting it into context of Kepler subgiants that cover from the early- to the late-subgiant phases. The other was to give good age estimates for all 36 stars analysed in this paper. The rest of the paper is organised as follows. We describe adopted observational inputs in Section 2. We then introduce the physics of theoretical models and the details of the grid modelling in Section 3, and present the method of interpolating oscillation modes in Section 4. The method and procedure of fitting are mentioned in Section 5. We analyse and discuss the dependencies of age determinations on three model inputs ($Y_{\text{ini}}$, [Fe/H], and $\alpha_{\text{MLT}}$) in Section 6. The ages of 36 subgiants are estimated in Section 7. Section 8 includes discussions about the ‘p-g diagram’. Lastly, we summarise our results and give conclusions in Section 9.

2 OBSERVATIONS OF 36 SUBGIANTS

We selected the 36 Kepler subgiants that have good asteroseismic data, as studied by Li Y. et al. (submitted, Paper I). They selected all Kepler targets observed in short cadence mode for at least 110 days. They fitted the modes with Lorentzian profiles in the Bayesian framework with a Markov Chain Monte Carlo (MCMC) algorithm (Goodman & Weare 2010; Foreman-Mackey et al. 2013). The significance of each mode was characterized by a Bayes factor, $\ln K$, the logarithm of the probability of detection over null detection. Modes with $\ln K > 1$ were selected for this work, suggesting a positive detection of the signal according to the Kass & Raferty (1995) scale.

The observed global stellar parameters of the 36 stars are listed in Table 1. We show the effective temperature ($T_{\text{eff}}$), the large separation ($\Delta \nu$), and the frequency of the maximum amplitude ($\nu_{\text{max}}$) given by Mathur et al. (2017), although we note that $\Delta \nu$ and $\nu_{\text{max}}$ were not used in our model fitting. The metallicities are mostly from Buchave & Latham (2015), who analysed medium-resolution spectra and reported the total abundance of heavy elements ([M/H]) of these stars. The advantage of using [M/H] instead of $\text{[Fe/H]}$ is a reduction of the systematic effects caused by the differences in chemical mixtures. Detailed discussions about the effect of different composition on the estimates of stellar mass and age have been given by Ge et al. (2015).

3 THEORETICAL MODELS

3.1 Stellar models and input physics

We used Modules for Experiments in Stellar Astrophysics (MESA, version 8118) to compute stellar evolutionary tracks and structural models. MESA is an open-source stellar evolution package that is undergoing active development. Detailed descriptions of the physics and the numerical methods can be found in Paxton et al. (2011, 2013, 2015).

We adopted the solar chemical mixture ([Z/X]) = 0.0229 provided by Grevesse & Sauval (1998), because the sound speed profile of the calibrated solar model with this mixture shows better agreement with that given by helioseismology than those with other mixtures (e.g. Bi et al. 2011). The initial chemical abundances of hydrogen, helium, and heavy elements ($X_{\text{ini}}$, $Y_{\text{ini}}$, and Z_{\text{ini}}) for each star were then calculated by:

\[ \log(Z_{\text{ini}}/X_{\text{ini}}) = \log(Z/X)_\odot + [\text{M/H}] \]  

(1)

We used the MESA $\rho - T$ tables based on the 2005 update.
of OPAL EOS tables (Rogers & Nayfonov 2002) and OPAL opacity for the solar composition of Grevesse & Sauval (1998) supplemented by low-temperature opacity (Ferguson et al. 2005). The MESA photosphere tables were used as the set of boundary conditions for modelling the atmosphere. The mixing-length theory of convection was implemented and the mixing-length parameter is described as \( f \) and the pressure scale height. The exponential scheme by Herwig (2000) was adopted for the convective overshoot, where the diffusion coefficient in the overshoot region is given as

\[
D_{OV} = D_{conv,0} \exp \left( -\frac{2(r - r_0)}{(f_0 + f_{OV})H_P} \right). \tag{2}
\]

Here, \( D_{conv,0} \) is the diffusion coefficient from the mixing-length theory at a user-defined location near the Schwarzschild boundary. The switch from convection to overshooting is set to occur at \( r_0 \). To consider the step taken inside the convective region, \((f_0 + f_{OV})H_P\) is used. Both \( f_0 \) and \( f_{OV} \) are free parameters in MESA and we adopted a fixed \( f_{OV} \) at 0.018 and \( f_0 = 0.5f_{OV} \) for all of the computations in this work. Note that we considered the overshooting at boundaries of convective cores and hydrogen-burning shells but not at the bottom of convective envelope. The mixing profiles at the boundary of the convective region given by the exponential overshooting can be found in Pedersen et al. (2018). The MESA inlist used for the computation is available on https://github.com/litanda/mesa_inlist.

Theoretical stellar oscillations were calculated with the GYRE code (version 4.4), which was developed by Townsend & Teitler (2013). For each structural model generated by MESA, we computed \( \ell = 0, 1, 2 \) modes by solving the adiabatic stellar pulsation equations.

### 3.2 The Surface Correction

Due to the improper modelling of the surface layers, theoretical oscillation frequencies have systematic offsets from observations, which is known as the surface effect. For correcting it, we used the expression described by Ball & Gizon (2014). The formula is a combination of an inverse term and
a cubic term:

\[
\delta \nu = (a_1 (v/\nu_{\text{ac}}) - 1 + a_2 (v/\nu_{\text{ac}})^3)/I,
\]

where \( I \) is the normalised mode inertia, \( a_{-1} \) and \( a_2 \) are coefficients determined with observed \( (I = 0, 1, \text{and} 2) \) and theoretical modes to obtain the best frequency correction \((\delta \nu)\). The acoustic cut-off frequency \( \nu_{\text{ac}} \) is derived from the scaling relation (Brown et al. 1991):

\[
\frac{\nu_{\text{ac}}}{\nu_{\text{ac}, \odot}} = \frac{g}{8} \left( \frac{T_{\text{eff}, \odot}}{\text{eff}} \right)^{-1/2}.
\]

Here we take \( \nu_{\text{ac}, \odot} = 5000 \) \( \mu \text{Hz} \) following Ball & Gizon (2014). Solar values of effective temperature and surface gravity are \( T_{\text{eff}, \odot} = 5777 \text{ K} \) and \( \log g_{\odot} = 4.44 \) (Cox 2015).

### 3.3 Model Grids

To study the dependencies of inferred stellar parameters on the model inputs \((Y_{\text{init}}, [M/H], \text{and } \Omega_{\text{MLT}})\), we calculated three different model grids, which we refer to as ‘Grid-Y’, ‘Grid-Z’, and ‘Grid-\( \alpha \)’. For each grid, we adjusted one of the three parameters and fixed the other two. The details of the three grids can be seen in Table 2.

We calculated stellar models from the Hayashi line to the bottom of the red-giant branch (the computation stopped when \( \nu_{\text{max}} \) went below \( 200 \) \( \mu \text{Hz} \)) and saved the structural model at every time step after the zero-age main sequence. For each evolutionary track, 

\( \sim 900 \) structural models were saved, including 200–300 at the main-sequence stage and 600–700 at the subgiant phase. The evolution time step after central hydrogen exhaustion was mainly controlled by the set-up tolerances on changes in surface effective temperature and luminosity, which are \( \Delta \log T_{\text{eff}} = 0.001 \) and \( \Delta \log L = 0.004 \). We show our evolutionary tracks in Figure 1, where the time steps are indicated by the colour-code. Typical time steps ranged from \( 10^5 \) to \( 10^6 \) years for the early to the late subgiant phases.

### 4 INTERPOLATION

Computing a grid of oscillation models is time-consuming for subgiants because their mixed modes vary rapidly with age. Hence, interpolating models as a function of the age will significantly improve the efficiency of detailed modelling.

We first considered interpolation for five key stellar parameters, namely, the effective temperature, the gravity, the radius, the luminosity, and the helium-core mass. During the subgiant phase, a star cools and becomes larger in radius. Meanwhile, its helium core mass keeps increasing because it burns hydrogen in the shell. These five parameters all change monotonically with the age and hence are not difficult to interpolate. For the typical time steps as presented in Figure 1, these parameters change approximately linearly in the small time interval between consecutive models and we hence interpolated them with a linear function.

We then investigated interpolation of the oscillation modes, which is challenging because of the rapid changes of mixed modes. As discussed by Hekker & Christensen-Dalsgaard (2017, Fig. 13, 15), the frequencies and inertias of \( \ell = 0 \) modes vary approximately linearly with time over small time intervals and are easy to deal with. However, the evolution of mixed modes tends to be complicated because they have characteristics of both \( p \)- and \( g \)-modes. To work out a proper approach, we examined modes evolving from the early to the late subgiant phases \((\nu_{\text{max}} = 1100 \text{ to } 400 \mu \text{Hz})\), as presented in Figure 2. We connected modes at different time with the same radial order, which is defined as \( n_{\text{pg}} = n_{\beta} \) where \( n_{\beta} \) and \( n_{\gamma} \) are the acoustic- and gravity-wave winding numbers (Scuflaire 1974; Osaki 1975; Takata 2005). The radial order is invariant for a given mode as the star evolves. Unlike the \( \ell = 0 \) mode frequencies, which maintain roughly equal spacing, mixed-mode frequencies with adjacent \( n_{\text{pg}} \) undergo avoided crossings. These modes have \( p \)-like behaviour in the envelope and the \( g \)-like behaviour in the core. The evolution of the mode inertia also depends on the character of a mode. It changes approximately linearly with the age when the mode is predominately acoustic, but increases and then decreases when the mode goes through an avoided crossing. These features do not follow any analytical mathematical functions. However, a frequency or a mode inertia at a given time strongly correlates with those before and after it, because the transition between mode characters is progressive with the age. Thus, we used cubic splines for interpolating frequencies and inertias of mixed modes.

#### 4.1 Interpolation for \( \ell = 1 \) mixed modes

The accuracy of the interpolation strongly depends on the sampling. We investigated whether the cubic spline gave reasonable interpolations for our grid models whose time steps ranged from \( 5 \times 10^5 \text{yr early-subgiant to } 5 \times 10^6 \text{yr for late-subgiant phases.} \) To do this, we computed three reference models \((1.0, 1.2, \text{and } 1.5\, \text{M}_\odot)\) with very small time steps.
We used the same method to test the interpolation for \( \ell = 2 \) mixed modes. Interpolations for three \( \ell = 2 \) modes are illustrated in Figure 4. As shown in the top panel, frequencies and inertias of \( \ell = 2 \) mixed modes undergo sharper changes than \( \ell = 1 \) modes during the avoided crossing. The interpolation works quite well for p-dominated modes but not for some g-like modes. This can also be seen in the histograms of differences (lower panel). The histograms have Gaussian-like profiles at the centre, which correspond to p-dominated and well-fitted g-like modes, but also show a spread due to the poorly-fitted g-like modes. We examined the differences at different evolutionary stages, as we did for the \( \ell = 1 \) modes. For ~85\% of modes in our test models, frequency differences were less than 0.2\( \mu \)Hz, while those of poor-fitted modes range from 0.2 to 0.5 \( \mu \)Hz. Interpolated mode inertias agreed very well (within 2\%) for p-dominated modes but the differences were up to ~10\% when the modes are g-like. However, these g-dominated \( \ell = 2 \) mixed modes are not detectable from the \textit{Kepler} data because their mode inertia are large (hence oscillation amplitudes are low). The most bumped \( \ell = 2 \) modes that were detected in our subgiant sample deviate by about half of the small separation (\( \delta v_{\text{spec}} = v_{\ell=0} - v_{\ell=2} \)) from the acoustic ridge (the location of the acoustic mode had there been no mode mixing). For the modes within these ranges, the interpolation differences were mostly less than 5\%. It should also be noted that this difference in mode inertia does not significantly affect the fit. The mode inertia is used in Eq. 3 for correcting the surface term, and the correction (\( \delta v \)) is very small for g-like modes. For instance, the correction for the bumped \( \ell = 2 \) mode of KIC 11137075 at 1132\( \mu \)Hz is ~1\( \mu \)Hz. A 5\% change in its mode inertia changes this frequency by ~0.05\( \mu \)Hz.

### 5 FITTING METHODS

#### 5.1 The likelihood function

We used the maximum likelihood estimation (MLE) to determine stellar parameters. The likelihood function was defined as

\[
\mathcal{L} = e^{-\frac{1}{2}(\chi^2_{\text{spec}} + \chi^2_{\text{seis}})},
\]

where \( \chi^2_{\text{spec}} \) and \( \chi^2_{\text{seis}} \) were calculated from spectroscopic and asteroseismic constraints. We calculated \( \chi^2_{\text{spec}} \) as

\[
\chi^2_{\text{spec}} = \sum_{i=1}^{n} \frac{(x_i - \mu_i)^2}{\sigma_i^2}, \tag{6}
\]

where \( x_i \) and \( \mu_i \) indicate theoretical and observed parameters, and \( \sigma_i \) are the uncertainties of the observations. Observed effective temperatures and metallicities were adopted as the spectroscopic constraints. The radial modes are purely acoustic; the coupling between p- and g-modes is generally
Figure 3. Top: interpolations for frequencies and inertias of three \( \ell = 1 \) modes of a 1.2\( M_\odot \) model during the early subgiant phase (\( \nu_{\text{max}} = 1100 \) \( \mu \)Hz). Blue solid lines represent modes calculated with very small time steps (~10^5 yr) as a check; black triangles indicate calculated modes with typical time steps of our grid (~5x10^6 yr); small black dots are interpolated modes based on the cubic-spline interpolation. Bottom: histograms of the differences between interpolated and reference modes. Strong for \( \ell = 1 \) but weak for \( \ell = 2 \) modes. Modes for different \( \ell \) therefore probe different regions of a star. For this reason, we divided \( \chi^2_{\text{seis}} \) into three parts:

\[
\chi^2_{\text{seis}} = \chi^2_{\text{seis}, \ell=0} + \chi^2_{\text{seis}, \ell=1} + \chi^2_{\text{seis}, \ell=2},
\]

(7)

where

\[
\chi^2_{\text{seis}, \ell} = \sum_{i=1}^{n} \frac{(x_i - u_i)^2}{\sigma_i^2 + \sigma^2_{\text{sys}, \ell}}
\]

(8)

Here \( x_i \), \( u_i \), and \( \sigma_i \) represent theoretical frequencies, observed frequencies and their uncertainties. We introduced a model systematic uncertainty \( \sigma_{\text{sys}, \ell} \), which reflects the discrete spacing of the grid points and any missing physics of the model (e.g., poor modelling of the stellar surface). In Eq. 8, \( w_i \) is a weighting factor which is described as

\[
w_i = \exp\left(-\left(\frac{(x_i - \nu_{\text{max}})^2}{2 \sigma^2}\right)^2 / \left(\sum_{i=1}^{n} w_i \right)\right).
\]

(9)

For each star, \( \sigma_{\text{sys}, \ell} \) was determined from the frequency differences between the best seismic model and the observations. It should be noted that \( \sigma_{\text{sys}, \ell} \) depends on spherical degree \( \ell \), because the sensitivities to the model input physics depend on \( \ell \). The method to determine \( \sigma_{\text{sys}, \ell} \) is illustrated in Figure 5. For each star, we first set up a 3-\( \sigma \) box with the observed \( T_{\text{eff}} \) and [Fe/H] and found the best seismic model in the box using Eq. 7 and 8, but without \( \sigma_{\text{sys}, \ell} \). We then calculated the absolute frequency differences between the best model and the observations. The median values of the differences for each \( \ell \) (dotted lines) were taken as the first
guess of $\sigma_{\text{sys},\ell}$. We repeated the above process with $\sigma_{\text{sys},\ell}$ obtained in the previous iteration until the best model converged. The final $\sigma_{\text{sys},\ell}$ was used in the fitting procedure. The median value of $\sigma_{\text{sys},\ell}$ of all stars is 0.54 $\mu$Hz for $\ell = 0$ modes and $-0.85$ $\mu$Hz for $\ell = 1$ and 2 mixed modes, which are generally large compared with observed uncertainty (the median observed uncertainty is 0.19 $\mu$Hz, Figure 6 in Paper I). Because of this, the model systematic uncertainty $\sigma_{\text{sys},\ell}$ becomes the major part of the term $\sigma_i^2 + \sigma_{\text{sys},\ell}^2$ in Eq. 8 for most modes. However, when the term $\sigma_i^2 + \sigma_{\text{sys},\ell}^2$ is similar for all observed modes, poorly-measured modes are similarly weighted as good ones, and this causes an issue in our fitting. Because poorly measured modes were generally poorly fitted. Their $\chi^2$ values are relatively large and also spread in big dynamical ranges compared with good modes. They hence play leading roles in valuating the average seismic $\chi^2$ and also significantly impact the probability distribution. Apparently, it is not appropriate because the fitting should be mainly determined by well-measured modes. For this reason, we implemented a factor $w_i$ in the likelihood function, aiming to down-weight those poorly measured modes. To choose the weights, we inspected the observed mode frequencies and found that their squared uncertainty ($\sigma_i^2$) are generally small around $v_{\text{max}}$ but obviously increase when closed to both edges. We hence applied a super-Gaussian window centred on $v_{\text{max}}$ to calculate $w_i$ as described by Eq. 9. The full-width at half-maximum $d$ is 0.75 of the frequency difference between the lowest and the highest radial modes, and we used a power of 2.0. This super-Gaussian profile arranges similar weights for mode frequencies from $-0.9$ to $-1.1v_{\text{max}}$ starts to down-weight modes outside the centre region, and gives about half of the weight at $v_{\text{max}}$ for the lowest and highest frequencies. Detailed explanations of the reason to implement the weighting factor and a comparison between fitting results with and without $w_i$ are given in Appendix A. The model systematic uncertainty $\sigma_{\text{sys}}$ also gave a quick examination of the goodness of the fit. Large $\sigma_{\text{sys}}$ indicated that even the best model was not good. After visual inspections of the échelle diagram, we set a threshold on $\sigma_{\text{sys},\ell}$ of 1.5 $\mu$Hz for $\ell = 0$ and 2, and 2 $\mu$Hz for $\ell = 1$ modes. If the best model had a $\sigma_{\text{sys},\ell}$ above the threshold, the fit was determined to have failed.

For stars with good fits, we determined stellar parameters with the likelihood obtained above. We fitted the 1-D probability distributions with Gaussian functions to estimate the central values and their uncertainties.

### 5.2 Summary of fitting procedure

Here we summarise the fitting procedure described in Sections 4 and 5.1. For each star, we considered a cube with the observed $T_{\text{eff}}$ ($\pm 3\sigma$), $[\text{M/H}]$ ($\pm 3\sigma$), and $\delta\nu$ ($\pm 15\%$). For each evolutionary track going through the cube, we then interpolated stellar parameters, mode frequencies, and mode inertias as a function of the age with a number of the models before and after the best model. We found that interpolating with 7 models (the best-fitting model plus 3 previous and 3 afterwards) was best for balancing the accuracy and the efficiency. We interpolated 1000 models (linear for stellar parameters and $\ell = 0$ modes, and cubic spline for $\ell = 1$ and 2 modes) between every time step and hence obtained 6000 interpolated models for the 7 original models. We did not use the first 1000 and the last 1000 models to avoid edge effects and hence ended up with 4000 interpolated models for each evolutionary track. If $n$ tracks went through the observation cube, we would have $n \times 4000$ interpolated models. Lastly, we adopted the methods mentioned in Section 5.1 to determine the stellar parameters of the star with all interpolated models.

### 6 ANALYSING DEPENDENCIES

With the fitting procedure mentioned above, we studied the dependencies of the inferred stellar parameters (mass, age, effective gravity, radius, and helium-core mass) on model inputs (helium fraction, metallicity, and mixing-length parameter) for the 36 stars with the model grids listed in Table 2. Results are presented and discussed below.

#### 6.1 Helium abundance

We used models in ‘Grid-Y’ to estimate dependencies on the helium fraction. We estimated the five parameters for each star for different input helium fractions by fitting models to observations. Results are presented in Figure 6. As illustrated, we normalised our inferred results with the median value of all 36 results for each parameter, lined up results of the same star, and fitted them with a linear function. We then plotted the histogram of the slopes (as shown on the right side) and fitted the density distribution with the Gaussian function to quantify the dependency. The dependence of each stellar parameter $i$ on the helium fraction was then
described as
\[ p_i = c + (S_{i,Y} \pm \delta S_{i,Y})Y\text{init}. \]  
(10)
where \( p_i \) are the normalised stellar parameters, and \( S_{i,Y} \) and \( \delta S_{i,Y} \) are the centres and the standard deviations of the Gaussian profiles. The fractional change of a stellar parameter (\( \Delta p_i \)) for a given change in the helium abundance (\( \Delta Y\text{init} \)) can be written as
\[ \Delta p_i = (S_{i,Y} \pm \delta S_{i,Y})\Delta Y\text{init}. \]  
(11)
Based on the results in Figure 6, we derived \( S_{i,Y} \) and \( \delta S_{i,Y} \) as summarised in Table 3. It can be seen that the inferred mass and radius are obviously helium-dependent, while inferred age, surface gravity, and the helium-core mass are not sensitive to the helium abundance.

For most of stars, their helium abundances cannot be observed. To estimate the initial helium fraction of each star, we relied on the law of Galactic elements enrichment, which is described as
\[ Y\text{init} = Y_0 + \Delta Y/\Delta Z\text{init}. \]  
(12)

The accepted value for the primordial helium abundance (\( Y_0 \)) of the Galaxy ranges from 0.23 to 0.25 (e.g. Planck Collaboration et al. 2016), while the ratio \( \Delta Y/\Delta Z \) is a loosely constrained parameter ranging from 1 to 3. The initial helium abundance estimated for the Sun is 0.27 (Asplund et al. 2009) and the study of Kepler LEGACY samples suggested a range from ~0.25 to ~0.30 (Silva Aguirre et al. 2017). Following from the 5% uncertainty in the helium abundance, the systematic uncertainties in estimates are ~10% for masses and ~3.5% for radii.

### 6.2 Heavy element abundance

With the same approach, we define \( S_{i,Z} \) and \( \delta S_{i,Z} \) and used models in ‘Grid-Z’ to investigate dependences of inferred parameters on the input metallicity. The results are shown in Figure 7 and we summarise the derived \( S_{i,Z} \) and \( \delta S_{i,Z} \) in Table 3. It can be seen that our estimates of mass, age, and radius have strong correlations with the metallicity. Given a change of 0.1 dex in [M/H], average systematic offsets are 4.3% for the mass, 6.5% for the age, and 1.5% for the radius, but less than 0.5% for the surface gravity and the helium-core mass.

Although [Fe/H] for most stars can be measured with good precision, there are still two issues. Although [Fe/H] can be written as
\[ \Delta p_i, \Delta Y\text{init} = 0.05, \Delta [M/H] = 0.1 \text{ [dex]} \]
and \( \Delta Y\text{init} \) is changed by 0.05 dex, the mixing-length parameter and they vary by 2.8% when \( \delta MLT \) is changed by 0.1.

The mixing-length parameter is adjusted in theoretical models and needs to be calibrated. However, the calibrated value given by the Sun does not necessarily suit other types of stars. Hydrodynamic simulations (e.g. Magic et al. 2015) are able to estimate the mixing length for a given set of surface properties. However, some conflicts between model calibrations and simulations have been recently found in red giants (Tayar et al. 2017; Li et al. 2018; Ball et al. 2018), for which stellar modelling required relatively large mixing-length parameters to fit observations. However, for subgiants, we found that mass and age determinations are not sensitive to the input mixing-length parameter.

### 7 AGES OF THE KEPLER SUBGIANTS

As presented above, changing the input helium abundance and the mixing-length parameter does not systematically change age determinations. The metallicity does matter and so it needs to be well measured. These results indicate that seismic ages of subgiants are less model-dependent than those of other types of stars. The weak dependences on the helium fraction and the mixing-length parameter also mean that modelling subgiant ages can be more efficient because one may reduce two of the dimensions in the grid computation. The advantages make subgiants a very important population for determining ages.
Figure 6. Left: dependencies of inferred mass, age, surface gravity, radius, and helium-core mass on the helium fraction given by ‘Grid-$Y$’. Inferred parameters of 36 stars with different initial helium abundance are represented by open circles, and each solid line joins the results of the same star. Inferred parameters of each star were fitted with linear functions as function of $Y_{\text{init}}$, and the red dashed lines indicate the average slopes of all stars. Right: histograms of slopes from linear fits obtained in the left panels. Red solid lines indicate the Gaussian functions which fit the distributions.

7.1 Grid-age

To determine ages of the 36 Kepler subgiants, we computed another grid with only two independent parameters, namely, mass and metallicity (‘Grid-age’). Because metallicity is a crucial input parameter for modelling stellar ages, we calculated models with 22 values in a range from -0.55 to 0.50 dex. The model inputs are listed in Table 4. We determined the input helium fraction following the law of Galactic element enrichment (Eq. 12) and adopted the primordial helium abundance given by Planck Collaboration et al. (2016) ($Y_0 = 0.249$). They used the Planck power spectra, Planck lensing, and some external data such as baryonic acoustic oscillations. The ratio $\Delta Y/\Delta Z$ was derived by the initial abundances of helium and heavy elements of the Sun. We used the $Y_{\odot,\text{init}}$ and $Z_{\odot,\text{init}}$ of the calibrated solar model given by Paxton et al. (2011), which are 0.2744 and 0.0191 (different from the present-day abundances of 0.243 and 0.0170), and hence the ratio $\Delta Y/\Delta Z$ is 1.33. We took the solar-calibrated mixing-length parameter (1.9) as given by Paxton et al. (2011) for the grid computation.

| Input Parameter | Range | Increment |
|-----------------|-------|-----------|
| Mass [$M_\odot$] | 0.80 – 1.90 | 0.01 |
| [M/H] [dex]     | -0.55 – +0.50 | 0.05 |
| $Y_{\text{init}}$ | $Y_{\odot} + \Delta Y_{\text{init}}$ | - |
| $\alpha_{\text{MLT}}$ | 1.9 | - |
| $f_{\odot}/f_0$ | 0.018/0.009 | - |

$Y_{\odot} = 0.249$ and $\Delta Y = 1.33$ was adopted.
7.2 Model fitting

We calculated likelihoods for the models in ‘Grid-age’ based on the equations introduced in Section ??, We firstly examined the goodness of fits by inspecting the differences between observations and models. We removed five stars because their $\sigma_{\text{sys,} \ell}$ exceeded the threshold (1.5\,\mu Hz for $\ell = 0$ and 2 modes, and 2.0\,\mu Hz for $\ell = 1$ modes). Models of the other 31 stars, as shown in Figure 9, generally fit the observations very well. We selected six subgiants from the early- to the late-subgiant phases and present their best-fitting models on the échelle diagram in Figure 10. Échelle diagrams of all 31 subgiants are given in the Appendix B. It can be seen that the radial and quadrupole modes generally show good matches but some of the bumped dipole modes have relatively large differences between models and observations. This indicates that the envelopes (probed by p- and p-dominated modes) are well modelled but the cores (probed by g-dominated modes) are not. These mismatches of the dipole modes are similar to those found in our previous study of the subgiant $\mu$ Her (Li et al. 2019). Improving the fits of dipole modes requires further studies of the stellar core, such as involving different overshooting schemes, the extra mixing caused by rotation, etc. We also note that the surface terms of dipole modes at relatively high frequency in some of the stars are over-correcting (e.g., the dipole mode at 1100\,\mu Hz of KIC 10273246) and hence cause a larger offset than seen at lower frequencies. The issue mostly arises when dipole modes exceed the observed frequency ranges of radial and quadrupole modes. The surface correction seems not to work well for dipole modes at high-frequency edge and this cause mismatches. However, this over correction does not affect the model fitting much because the modes far from $\nu_{\text{max}}$ had small weights in the likelihood functions.
7.3 Estimating stellar ages and other parameters

We used the marginal probability distributions to estimate masses, ages, surface gravities, radii, luminosities, and helium-core masses for the 31 Kepler subgiants. We present three typical examples of the probability distributions of mass and age in Figure 11 and summarise as follows.

- The probability distributions of 21 stars are continuous with clear centres, as in the example presented in the top panel of Figure 11. These stars all have relatively lower masses ($<1.3\,M_\odot$).
- Our grid sampling seems insufficient for six relatively massive stars with masses larger than $\sim1.3M_\odot$ and hence their distributions are not continuous as can be seen in the middle panel. This indicates that modelling these stars requires a denser grid.
- We also note that four stars show extraordinarily broad distributions, as shown in the bottom panel of Figure 11. Among them, KIC 5689620 and KIC 7174707 are the two coolest stars in our sample ($T_{\text{eff}} = 5037K$ and $5168K$) and close to the bottom of red giant branch. Their good-fitting models are at both late-subgiant and early-red-giant phases and hence make the distributions broad. The two phases in principle would give two different ages for each of the two stars, although they may be so close that this just adds to the uncertainty. The other two stars, KIC 6766513 and KIC 10018963, are hot stars ($T_{\text{eff}} = 6227K$ and $6117K$) close to the turn-off point. Moreover, KIC 10018963 presents a bimodal distribution with two maximums at $\sim1.2M_\odot$ and $\sim1.4M_\odot$ (and also two ages). These broad distributions indicate that larger uncertainties of mass and age are expected in subgiants close to the turning points on HR diagram.

As mentioned in Section 5.1, we fitted the probability distribution with a Gaussian function to estimate each stellar parameter. For KIC 10018963, whose mass and age distributions are bimodal, we estimated two masses and ages. We summarise our inferred stellar parameters for 31 stars.

---

Figure 8. Same as Figure 6 but for the input mixing-length parameter.
in Table 5. Because the helium fraction and the mixing-length parameter were not adjusted in our ‘Grid-age’, the uncertainties of the stellar parameters were mainly determined by the metallicity uncertainty. Average uncertainties of our estimates are ∼ 15% for the age and ∼ 0.2% for the surface gravity, corresponding to the typical observed uncertainties for the metallicity (0.15–0.20 dex), which agree with the dependencies we found in Section 6. The average precision of other three inferred parameters are ∼ 4% for the mass, ∼ 1.3% for the radius, and ∼ 2.5% for the helium-core masses. However, the estimates of mass and radius correlate with the inputs of helium fraction, and those of helium-core mass depend on the mixing-length parameters, hence our results have systematic uncertainties of a few percent.

7.4 Comparison with previous studies

We compared our inferred ages with previous results that were also based on detailed modelling. We found 14 stars from our sample in the literature and list those results in Table 6. The major differences of the input physics between previous studies and ours are as follow:

- Ball & Gizon (2017) modelled two stars in our sample (KIC 8702606 and 12508433) with adjustable helium abundance and mixing-length parameter, and they adopted an Eddington grey atmosphere as the boundary condition and included element diffusion.

- Ages given by Deheuvels et al. (2014) for the same two stars (KIC 8702606 and 12508433) were from two models. First, CESAM2K models were calculated with adjustable helium fraction and mixing-length parameter. Differences in input physics include: the Eddington grey law for describing the atmosphere, the Canuto-Goldman-Mazzitelli (CGM) formalism for the convection, and no convective overshooting in the core. Second, ASTEC models were computed with free initial helium content and an Eddington grey atmosphere.

- Metcalfe et al. (2014) used the AMP code to model six stars in our sample. They adopted the Grevesse et al. (1993) (GN93) solar mixture and helium diffusion, but neglected convective overshooting.

- Ge et al. (2015) studied KIC 7976303 with the YREC code and they used alpha-enhanced opacity and neglected core overshooting.

- Tian et al. (2015) also used the YREC for modelling KIC 6442183 and 11137075 and they adopted GN93 solar mixture, an Eddington grey atmosphere, and element diffusion of helium and heavy elements.

- Recent studies of KIC 6766513 and KIC 10147635 (Li et al. 2017) using the YREC included element diffusion of helium and heavy elements but not convective overshooting.

- Doğan et al. (2013) characterised KIC 10920273 and KIC 11395018 with five different pipelines and averaged results. The five modelling approaches are all slightly different from our modelling in terms of atmosphere, element diffusion, overshooting, etc.

Although the input physics adopted in these studies is not quite the same as ours, it can be seen in Table 6 that inferred ages for most stars show good agreement (within 2σ). Large age differences always correlate with differences in input heavy elements. We found only three previous results that deviate from our determinations by more than 2σ. For the cases of KIC 8524425 and KIC 8702606, Metcalfe et al. (2010) used a higher [M/H] and also a large value of the solar mixture, and hence estimated smaller ages than ours. For KIC 10920273, we obtained a significantly larger age than Doğan et al. (2013) that is presumably due to our lower input metallicity. The good match overall suggests that seismic ages of subgiants could be relatively robust with respect to different stellar code and input physics, provided the metallicity is fixed.

8 THE P–G DIAGRAM

In this section, we step back from the detailed modelling of individual frequencies to address a topic that was presented in Paper I, namely the so-called p–g diagram. As suggested by Bedding (2014), this compares the observed frequencies of the avoided crossings with theoretical models. The rationale is that much of the information from the dipole mixed modes is contained in the positions of these avoided crossings, which coincide with the underlying g-modes that would be present if the core could be isolated from the envelope (Aizenman et al. 1977). The p–g diagram is made by plotting the frequencies of avoided crossings, which we denote by γ, against the large separation of the p modes (Δν). This diagram is a quick and convenient way to compare observations with theory and to make first estimates of mass and age.

Here, we briefly describe our method of calculating the theoretical p–g diagram using the MESA models described above. Figure 12 shows a 1.1-M⊙ model in the early subgiant phase. The lower-right panel shows the oscillation frequencies as a function of time for the ℓ = 0 and ℓ = 1 modes. The latter show upward-sloping features that correspond to the underlying g modes, whose frequencies increase with...
Figure 10. Echelle diagram of 6 examples given by the ‘Grid-age’. Graphs from left top to bottom right correspond to subgiants from early to late evolutionary phases (numbers of the avoided crossing). Filled symbols represent observed oscillation modes. Open blue and red symbols are theoretical modes before and after the surface correction. Circles, triangles, and squares indicate ℓ = 0, 1, and 2 modes.
Figure 11. Three typical examples of the probability distributions of mass and age. Top: a relatively low-mass star (<1.3M\(_\odot\)) with sufficient grid sampling. Middle: a relatively massive stars (>1.3M\(_\odot\)) without sufficient grid sampling. Bottom: star close to the turn-off point or the base of red giant branch with broad and possible bimodal distributions. Probability distributions for all stars are presented in Appendix C.

time. The avoided crossings occur each time the frequency of one of these g modes comes close to a p mode. We located the \(\ell = 1\) avoided crossings by plotting the pairwise differences between consecutive orders (upper-right panel) and measured the positions of the avoided crossings by fitting Lorentzian profiles (solid curve). Figure 13 shows the results for the dipole modes (\(\ell = 1\)), where we show the avoided crossing with the highest frequency (i.e., the g mode with radial order \(n_g = 1\)). The models evolve towards the upper left, with the p-mode frequency spacing (\(\Delta \nu\)) decreasing with time and the g-mode frequency (\(\gamma_1\)) increasing. The black diagonal line shows the approximate value of \(\nu_{max}\), so that modes that are close to this frequency should have the highest amplitudes. Provided the metallicity is known, this diagram can be used to estimate the mass and age based on two simple asteroseismic parameters, \(\gamma_1\) and \(\Delta \nu\), as shown in Paper I (see also Campante et al. 2011). Note that this diagram applies to stars in the early to mid subgiant phase, where \(\gamma_1\) falls within the observed oscillation envelope.

At the bottom of Figure 13 shows a similar diagram for the highest-frequency \(\ell = 2\) avoided crossing. Note that these models are less evolved than those for \(\ell = 1\), reflecting the fact that \(\gamma_1\) for \(\ell = 2\) modes falls within the observed oscillation envelope at an earlier stage in evolution. This is why
Table 5. Theoretical Stellar parameters of 31 Kepler subgiants given by ‘Grid-age’.

| KIC   | Mass  | Age      | log g  | Radius | Luminosity |
|-------|-------|----------|--------|--------|------------|
|       | [M_J] | [Gyr]    | [dex]  | [R_J]  | [L_Sun]    |
|-------|-------|----------|--------|--------|------------|
| 2991448 | 0.99±0.04 | 10.18±1.18 | 3.97±0.010 | 1.70±0.04 | 2.60±0.20 | 0.89±0.004 |
| 4346201 | 1.53±0.02 | 3.03±0.07 | 3.97±0.004 | 1.98±0.03 | 5.20±0.20 | 0.98±0.007 |
| 5018214 | 1.50±0.01 | 3.15±0.17 | 3.80±0.003 | 2.55±0.03 | 7.00±0.35 | 0.12±0.005 |
| 5607242 | 1.23±0.09 | 4.44±0.93 | 3.76±0.011 | 2.38±0.06 | 4.60±0.35 | 0.13±0.003 |
| 5698820 | 1.19±0.12 | 6.45±2.21 | 3.77±0.014 | 2.33±0.08 | 3.10±0.35 | 0.14±0.005 |
| 5955122 | 1.12±0.05 | 5.81±0.65 | 3.86±0.007 | 2.04±0.04 | 4.50±0.30 | 0.10±0.004 |
| 6064910 | 1.51±0.02 | 2.21±0.12 | 3.85±0.004 | 2.42±0.02 | 8.90±0.50 | 0.11±0.002 |
| 6370489 | 1.12±0.05 | 5.13±0.66 | 3.89±0.009 | 1.98±0.03 | 5.10±0.35 | 0.09±0.003 |
| 6442183 | 0.96±0.07 | 10.57±1.95 | 4.00±0.011 | 1.62±0.04 | 2.50±0.20 | 0.08±0.007 |
| 6693861 | 1.01±0.05 | 7.57±0.97 | 3.82±0.009 | 2.04±0.05 | 3.70±0.30 | 0.11±0.004 |
| 6765113 | 1.33±0.10 | 2.62±0.15 | 3.92±0.016 | 2.11±0.05 | 6.40±0.35 | 0.10±0.002 |
| 7174707 | 0.98±0.08 | 8.40±3.12 | 3.84±0.012 | 2.07±0.06 | 2.70±0.20 | 0.12±0.003 |
| 7199397 | 1.39±0.03 | 3.09±0.08 | 3.75±0.005 | 2.57±0.02 | 7.40±0.35 | 0.13±0.005 |
| 7747078 | 1.11±0.06 | 6.22±0.79 | 3.91±0.012 | 1.92±0.03 | 4.00±0.25 | 0.09±0.004 |
| 7797630 | 1.10±0.05 | 5.36±0.59 | 3.88±0.007 | 1.97±0.03 | 5.00±0.30 | 0.09±0.003 |
| 8524245 | 0.97±0.04 | 10.40±1.14 | 3.95±0.009 | 1.71±0.03 | 2.60±0.20 | 0.07±0.006 |
| 8702606 | 1.22±0.09 | 4.33±0.77 | 3.75±0.010 | 2.42±0.06 | 4.80±0.45 | 0.13±0.005 |
| 8738809 | 1.53±0.01 | 2.51±0.17 | 3.91±0.004 | 2.26±0.03 | 6.20±0.25 | 0.10±0.006 |
| 9512063 | 1.12±0.07 | 5.81±0.89 | 3.86±0.009 | 2.04±0.04 | 4.30±0.35 | 0.11±0.006 |

Note: Two masses and ages were determined because of the bimodal probability distributions.

Table 6. Comparisons with literature ages based on the detailed modelling.

| KIC   | Age [Gyr] | Solar Mixture | Log g | Age [Gyr] | Solar Mixture | Ref. |
|-------|-----------|---------------|-------|-----------|---------------|------|
|       | [M/H]     | [dex]         | [M/H] | [dex]     | [M/H]         | [dex] |
| 5689820 | 6.45±0.21 | 0.22          | GS98  | 7.35±0.6   | 6.99          | 0.24±0.24 | GS98,GN93,1.2 |
| 5955124 | 5.8±0.05  | -0.20         | GS08  | 5.26±0.58  | -0.17         | GN93  | 3 |
| 6442183 | 10.57±1.95| -0.20         | GS08  | 8.6±1.12   | -0.11         | GN93  | 5 |
| 6766513 | 2.62±0.15 | -0.17         | GS08  | 3.91±0.3   | -0.18         | GS98  | 6 |
| 7747078 | 6.22±0.79 | -0.24         | GS08  | 6.26±0.92  | -0.26         | GN93  | 3 |
| 7976303 | 5.36±0.59 | -0.50         | GS98  | 4.78±0.88a | 0.08         | GS98,GN93,3.4 |
| 8524245 | 10.40±1.14| 0.07          | GS08  | 7.98±0.46  | 0.14          | GN93  | 3 |
| 8702606 | 4.33±0.77 | 0.15          | GS08  | 3.84±0.23  | 0.13          | -    | 7 |
| 1014765 | 2.75±0.06 | -0.02         | GS98  | 3.34±0.54  | -0.08         | GS98  | 6 |
| 1092650 | 12.20±1.52| -0.16         | GS98  | 7.12±0.47  | -0.04         | -    | 7 |
| 1102674 | 5.69±0.68 | 0.04          | GS08  | 5.0±0.03   | 0.05          | GS98  | 3 |
| 1113707 | 13.21±2.17| -0.13         | GS98  | 10.36±0.21 | -0.06         | GS93  | 5 |
| 11395018 | 4.73±0.61 | 0.02          | GS98  | 4.57±0.23  | 0.13          | -    | 7 |
| 12508433 | 4.97±0.70 | 0.23          | GS98  | 5.07±1.5    | 0.25±0.25     | GS98,GN93,1.2 |

References:1 – Ball & Gizon (2017) (MESA); 2-Deheuvels et al. (2014) (ASTEC and CESAM2K); 3–Metcalfe et al. (2014) (AMP); 4 – Ge et al. (2015) (YREC); 5 – Tian et al. (2015) (YREC); 6 – Li et al. (2017) (YREC); 7 –Doğan et al. (2013) (MULTIPLE PIPELINES).

bumping of $\ell = 2$ modes is sometimes seen on the main sequence, as in the example shown in Fig. 14 of KIC 11244118 (Appourchaux et al. 2012; Mathur et al. 2012; Metcalfe et al. 2014). This means that the $p-g$ diagram for $\ell = 1$ modes is applicable to early subgiants, while the diagram for $\ell = 2$ modes is applicable to stars on the main sequence. One can also add the avoided crossing with the second-highest frequency (i.e., $g_2$, the $g$ mode with radial order $n_g = 2$), which would extend the application to more evolved subgiants. For even more evolved stars on the red giant branch, the period spacing of the $g$ modes has proved to be a valu-
able diagnostic (Beck et al. 2011; Bedding et al. 2011; Mosser et al. 2014; Vrard et al. 2016).

9 CONCLUSIONS

In this work, we modelled 36 Kepler subgiants by fitting their asteroseismic frequencies to study the age dependencies on three model input parameters. The findings and conclusions are as follows:

- We found that seismic ages of subgiants do not change systematically with the input helium fraction or the mixing-length parameter. However, they strongly depend on the input metallicity.
- The lack of dependencies allowed us to remove two free dimensions ($Y_{\text{init}}$ and $\alpha_{\text{MLT}}$) in the computation of model grids when modelling ages of subgiants, which significantly improved the efficiency.
- The accuracy and the efficiency in deriving stellar ages with asteroseismology is a big advantage of subgiants.
- We estimated ages for 31 Kepler subgiants with an average uncertainty of $\sim$15\% (corresponding to a 0.15-0.20 dex uncertainty in the metallicity).
- Our ages agree well with previous results derived with different stellar codes and input physics. We conclude that seismic-determined ages of subgiants are much less model-dependent than for dwarfs and red giants.
- For other stellar parameters, determinations of the surface gravity do not change systematically with any of the three input parameters; inferred masses and radii correlate with the helium fraction; and estimates of the helium-core mass relate to the mixing-length parameter.
- We show that the so-called $p-g$ diagram, which plots the evolution of the highest-frequency avoided crossing versus the $p$-mode large separation, can be used to estimate mass and age (provided the metallicity is known).

While the Kepler mission provided short-cadence data for only tens of subgiants, the on-going Transiting Exoplanet Survey Satellite (TESS) mission (Ricker et al. 2014) and future projects like PLAnetary Transits and Oscillations of stars (PLATO) (Rauer et al. 2014) will obtain asteroseismic data for thousands of subgiants. Thus, further works about the issues with poorly sampled probability distributions. Moreover, including other effects such as diffusion and convective overshooting which impact the main-sequence lifetime could reveal additional systematic uncertainty on the age estimates. Further studies of those effects are hence required.
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APPENDIX A: THE IMPLEMENTATION OF THE WEIGHTING FACTOR

In this section, we explain the reason for implementing the weighting factor $w_i$ in Eq. 9. In Eq. 8, we applied a model systematic uncertainty $\sigma_{\text{sys}}$, which is $\sim 0.5\mu$Hz for $\ell = 0$ modes and $\sim 0.8\mu$Hz for $\ell = 1$ and 2 modes. These values are much larger than most observed uncertainties. We show all observed frequency uncertainties and their binned median values as a function of $\nu_{\text{max}}$ in Figure A1. As it can be seen, most observed uncertainties are much smaller than the model systematic uncertainties. Because of this, $\sigma_{\text{sys}}^2$ becomes the dominant part of the term $\sigma_i^2 + \sigma_{\text{sys}}^2$ for most modes. Consequently, the weights of mode frequencies are mainly determined by $\sigma_{\text{sys}}^2$ and are hence relatively uniform. As a result, poorly measured modes (which are generally poorly fitted) impact the fitting more significantly than they should.

In Figure A2, we include an example to illustrate how poorly measured modes affect our fitting and how the weighting factor solves the issue. We first fitted models to observed frequencies with no weighting and plotted the top 30 models in the Echelle diagram. It can be seen that mode frequencies close to the upper and lower edges are poorly fitted (because they are poorly measured) compared with those around $\nu_{\text{max}}$. With a normal $\chi^2$ function, poorly measured modes are down-weighted by their large uncertainty and hence their $\chi^2$ values are generally at the same level with other modes. However, because of the implementation of $\sigma_{\text{sys}}$, which makes the term $\sigma_i^2 + \sigma_{\text{sys}}^2$ relatively uniform for all modes, seismic $\chi^2$ values of poorly fitted modes are relatively large and also cover very wide ranges. We show seismic $\chi^2$ values of individual modes in the right panel. As it shown that seismic $\chi^2$ values close to both edges are up to 5 times larger than those around $\nu_{\text{max}}$. Clearly, it is not sensible to let poorly measured modes lead the fitting. We hence introduced the weighting factor ($w_i$) to down-weight them.

According to the uncertainty distribution in Figure A1, observed uncertainties are generally small around $\nu_{\text{max}}$, obviously rise at $\sim 0.8\nu_{\text{max}}$ and $\sim 1.2\nu_{\text{max}}$, and keep increasing with the distance away from $\nu_{\text{max}}$. We aimed to adjust seismic $\chi^2$ values for all modes to the same level, and hence a super Gaussian is applied to calculate $w_i$ (indicated by the green dashed line). It can be seen that the weighting factor significantly reduces the large $\chi^2$ at both edges.

We lastly demonstrate the effect of weighting factor on the probability distribution in Figure A3. We plotted the likelihood as a function of $\Delta\nu$ because this describes how the likelihood changes when model frequencies move away from the best fit. The obvious difference between the distributions before and after weighting is the width. Without the weighting factor, the $\chi^2$ values of poorly measured modes substantially increase when the goodness of fitting decrease. Their influences on the average seismic likelihood also rise up in the meantime. This leads to a faster reduction in the likelihood. Thus, equal weighting for poorly measured modes could affect the estimate for uncertainty. For this reason, we find that it is more sensible to re-weight mode frequencies to ensure that the fitting is mainly determined by well-measured modes.
Figure A2. Good-fitting models for KIC 11026764 on the Échelle diagram (left) and seismic $\chi^2$ as a function of the mode frequency before and after weighting (right). The green dashed line in the right graph, using the right-hand ordinate, shows the weight function $w_i$.

Figure A3. Probability distributions of theoretical $\Delta\nu$ for KIC 11026764 with and without the weighting factor.
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