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Abstract

In this paper we consider an advection-diffusion equation, in one space dimension, whose diffusivity can be negative. Such equations arise in particular in the modeling of vehicular traffic flows or crowds dynamics, where a negative diffusivity simulates aggregation phenomena. We focus on traveling-wave solutions that connect two states whose diffusivity has different signs; under some geometric conditions we prove the existence, uniqueness (in a suitable class of solutions avoiding plateaus) and sharpness of the corresponding profiles. Such results are then extended to the case of end states where the diffusivity is positive but it becomes negative in some interval between them. Also the vanishing-viscosity limit is considered. At last, we provide and discuss several examples of diffusivities that change sign and show that our conditions are satisfied for a large class of them in correspondence of real data.

AMS Subject Classification: 35K65; 35C07, 35K55, 35K57

Keywords: Degenerate parabolic equations, negative diffusivity, traveling-wave solutions, collective movements.

1 Introduction

We are interested in the advection-diffusion equation

$$\rho_t + f(\rho)_x = \left(D(\rho)\rho_x\right)_x, \quad t \geq 0, \ x \in \mathbb{R}. \quad (1.1)$$

The unknown variable $\rho$ is understood as a density or concentration and is valued in the interval $[0, 1]$; the flux $f$ and the diffusivity $D$ are smooth functions. The main assumption of our study is that $D$ changes sign, even more than once. Equation (1.1) is then a forward-backward parabolic equation. In spite of the fact that these equations are well-known to be unstable in the backward regime, nevertheless they arise in a natural way in several physical and biological models, see [19, 28] and references there.
Equation (1.1) also arises in the modeling of collective movements, for instance vehicular traffic flows or crowds dynamics. In these cases, vehicles or pedestrians are assumed to move along a straight road or corridor, respectively; their normalized density at time $t$ and place $x$ is represented by $\rho(x,t)$. The corresponding flow is $f(\rho) = \rho v(\rho)$, where the velocity $v$ is an assigned function.

The first models proposed in [23, 30] had no diffusivity; we refer to [13, 31] for updated information on this case. Then, the density-flow pairs lie on a curve (the graph of $f$) in the $(\rho,f)$-plane. However, experimental data show that this is not the case [15, 18]: such pairs usually cover a two-dimensional region. To reproduce this effect, either one considers second-order models [1, 29, 34] or, as in this paper, introduces a diffusive term. In the latter case the physical flow is $q = f(\rho) - D(\rho)\rho_x$, see [4, 5, 7, 26], and the density-flow pairs now correctly cover a full two-dimensional region in the $(\rho,q)$-plane. Moreover, the introduction of $D$ avoids the appearance of shock waves and then the occurrence of an infinite acceleration, which do not seem to fit well with the usual perception of collective flows.

We refer to [4, 5, 7] for several models where the diffusivity $D$ can vanish but otherwise remains positive. The negativity of $D$ simulates an aggregative behavior; it occurs, for instance, in vehicular flows for high car densities and limited sight distance ahead [26]. An analogous modeling can be made in the framework of crowds dynamics; in this case, as we propose in this paper, it may simulates panic behaviors in overcrowded environments [9].

In this paper we are concerned with solutions $\rho$ of equation (1.1) having a low density in the past and a higher density in the future, or conversely. To this aim, we restrict our investigation to traveling-wave solutions $\rho(x,t) = \phi(x - ct)$. The profile $\phi$ satisfies the differential equation

\begin{equation}
(D(\phi)\phi')' + (c\phi - f(\phi))' = 0,
\end{equation}

where the constant $c$ denotes its speed; more precisely, solutions are meant in the weak sense according to the following Definition 2.1. We are interested, in particular, in wavefront solutions connecting a value $\ell^-$ to a value $\ell^+$, i.e., such that

\begin{equation}
\phi(-\infty) = \ell^-, \quad \phi(+\infty) = \ell^+,
\end{equation}

either with $D(\ell^-) > 0$ and $D(\ell^+) < 0$, or with $D(\ell^+) > 0$ but then $D$ is negative in an interval contained in $(\ell^-, \ell^+)$. As far as wavefronts are concerned, the special case when $f = 0$ but equation (1.1) is endowed of a source term $g$ has been considered by many authors; we refer to [2, 3, 24] for $D$ changing sign once and monostable $g$, [25] for the bistable case, [12, 21] for $D$ changing sign twice where $g$ is, respectively, monostable and bistable.

We refer to [26, 27] for several interpretations of the wavefront solutions to equation (1.1) in the case $D(\rho) = -\rho v'(\rho) (\delta + \tau \rho v'(\rho))$ and in the framework of vehicular flows. Here, $\delta$ is an anticipation distance and $\tau$ a reaction time. However, even if also the case when $D < 0$ is commented in [26], in [27] only the case when $D$ is positive is treated.

About equation (1.1), the existence of wavefront solutions in intervals where $D$ does not change sign follows by a result in [14]; this topic is briefly discussed in Section 4, where we extend that result to cover the case when $D$ is negative. On the other hand, the case when a wavefront solution crosses an interval where $D$ changes sign is more delicate and, to the best of our knowledge, has never been considered. Our main results are provided in Section 2 and give necessary and sufficient conditions for the existence of wavefronts in the cases $D$ changes sign once or twice; generalizations to further or opposite changes of
sign are straightforward. We also study the smoothness of the profiles, in particular at
the singular points where $D$ changes sign. At last, we prove the vanishing-viscosity limit
of the wavefronts to discontinuous (nonentropic) solutions of the corresponding hyperbolic
conservation law

$$\rho_t + f(\rho)_x = 0. \quad (1.4)$$

As a consequence, Theorem 2.2 below shows that some nonclassical shock waves [22] con-
sidered in [9] (in the hyperbolic regime $D = 0$), in the modeling of panic situation in crowds
dynamics, admit a viscous profile. This topic is also discussed in Section 2. The proofs of
our results are given in Section 5. The main applications are collected in Section 3; further
examples are provided in Section 4 and 5.

2 Main results

We assume that the flux function $f$ and the diffusivity $D$ satisfy, for some $\alpha \in (0, 1),$

(f) $f \in C^1[0,1], f(0) = 0;$

(D1) $D \in C^1[0,1], D(\rho) > 0$ for $\rho \in (0, \alpha)$ and $D(\rho) < 0$ for $\rho \in (\alpha, 1).$

We notice that in this case we clearly have $D(\alpha) = 0;$ moreover, the condition $f(0) = 0$ in
(f) is not really an assumption because $f$ is defined up to an additive constant. We warn
the reader that in Figure 1 and in the following ones we represent $f$ with $f(\rho) > 0$ in $(0,1),
$f(1) = 0$ and $D$ with $D(0) = D(1) = 0$. Such assumptions are common in dealing with
collective movements, see Section 3 but are by no means necessary for the results below.

![Figure 1: (a): a diffusivity $D$ satisfying assumption (D1); (b): the flux function $f$.](image)

Now, we recall some definitions on traveling-wave solutions [14]; they are given under
assumptions somewhat weaker than (f) and (D1).

**Definition 2.1.** Let $I \subseteq \mathbb{R}$ be an open interval, $D \in C[0,1], f \in C(0,1) \cap C^1(0,1), f(0) = 0;$
consider a function $\varphi : I \rightarrow [0,1]$ such that $\varphi \in C(I)$ and $D(\varphi)\varphi' \in L^1_{loc}(I)$. For all $(x,t)$
with $x - ct \in I$, the function $\rho(x,t) = \varphi(x - ct)$ is said a traveling-wave solution of equation
(1.1) with wave speed $c$ and wave profile $\varphi$ if

$$\int_I \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c\varphi(\xi) \right) \psi'(\xi) d\xi = 0, \quad (2.1)$$
for every \( \psi \in C_0^\infty(I) \).

A traveling-wave solution is global if \( I = \mathbb{R} \) and strict if \( I \neq \mathbb{R} \) and \( \varphi \) is not extendible to \( \mathbb{R} \). It is classical if \( \varphi \) is differentiable, \( D(\varphi) \varphi' \) is absolutely continuous and \((1.2)\) holds a.e.; at last, it is sharp at \( \ell \) if there exists \( \xi_\ell \in I \) such that \( \varphi(\xi_\ell) = \ell \), with \( \varphi \) classical in \( I \setminus \{\xi_0\} \) and not differentiable at \( \xi_\ell \).

A global, bounded traveling-wave solution with a monotonic, non-constant profile \( \varphi \) satisfying \((1.3)\) with \( \ell^- , \ell^+ \in [0,1] \) is said to be a wavefront solution from \( \ell^- \) to \( \ell^+ \).

Above, monotonic is meant in the sense that \( \xi_1 < \xi_2 \) implies \( \varphi(\xi_1) \leq \varphi(\xi_2) \). We denote by \( s_{\ell^\pm} = s_{\ell^\pm}(\rho) \) the function whose graph is the line joining \((\ell^-, f(\ell^-))\) with \((\ell^+, f(\ell^+))\), see Figure 1(b).

**Remark 2.1.** Assume \((f), (D1)\) and let \( \rho \) be a traveling-wave solution of \((1.1)\) with profile \( \varphi \) defined in \( I \) and speed \( c \). We claim that \( \varphi \) is classical in every interval \( I_\pm \subseteq I \) where \( D(\varphi(\xi)) \geq 0 \) for \( \xi \in I_\pm \); indeed, \( \varphi \in C^2(I_\pm) \).

As far as the interval \( I_+ \) is concerned, this follows by [14, Lem. 2.20 and Thm. 2.39]. About \( I_- \), consider the equation

\[
r_t + g(r)_x = (E(r)r_x)_x, \quad r \in [0,1],
\]

with \( E(r) := -D(r) \) and \( g(r) := -f(r) \), \( r \in [0,1] \). It is immediate to prove that \( \varphi \) is a traveling-wave solution of \((1.1)\) with speed \( c \) if and only if it is a traveling-wave solution of \((2.2)\) with opposite speed \(-c \). Since \( E \) and \( D \) have opposite signs, we conclude that \( \varphi \) is classical also in \( I_- \) and \( \varphi \in C^2(I_-) \).

It is well-known that, for positive diffusivities, profiles are uniquely determined up to a shift: if \( \varphi(\xi) \) is a profile, then also \( \varphi(\xi + \xi) \) is another profile for every \( \xi \in \mathbb{R} \) [14]. This still holds under \((D1)\), but the loss of uniqueness is more severe as we now show. Assume that \((1.1)\) admits a wavefront solution with profile \( \varphi \) and speed \( c \). Since \( \varphi \) is monotone and continuous by Definition 2.1, then there is a unique \( \xi_0 \), which we can assume to coincide with 0 without loss of generality, such that

\[
\varphi(0) = \alpha \quad \text{and} \quad \varphi(\xi) < \alpha \quad \text{for} \quad \xi < 0.
\]

Similarly, there is a unique \( \xi_1 = \xi_1 \geq 0 \) with

\[
\varphi(\xi_1) = \alpha \quad \text{and} \quad \varphi(\xi) > \alpha \quad \text{for} \quad \xi > \xi_1.
\]

If \( \xi_1 > 0 \), then \( \varphi \equiv \alpha \) in the whole interval \([0,\xi_1]\), see Figure 2.

The following lemma shows that the case \( \xi_1 > 0 \) may really occur.

**Lemma 2.1.** Assume \((f)\) and \((D)\); suppose that \((1.1)\) admits a wavefront whose profile satisfies \((1.3)\). Then, for every \( \xi_1 \geq 0 \) equation \((1.1)\) has a wavefront whose profile still satisfies \((1.3)\) and also \((2.3), (2.4)\).

In other words, the loss of uniqueness of the profiles does not only concern shifts but also the “stretching” of the interval \([0,\xi_1]\), \( \xi_1 \geq 0 \). Notice that the latter loss of uniqueness does not occur if the diffusivity possibly vanishes only at 0 or 1 [14]. Clearly, the profiles mentioned in Lemma 2.1 have the same smoothness.
For sake of simplicity, in the following we mainly focus on the case

$$\xi_0 = \xi_1 = 0. \quad (2.5)$$

The case $$\xi_1 > 0$$ (and related situations) will be discussed at the end of this section.

Now, we state the main results of this paper.

**Theorem 2.1.** Assume (f) and (D1); let $$\ell^- \in [0, \alpha)$$ and $$\ell^+ \in (\alpha, 1]$$. Equation (1.1) admits a wavefront solution whose profile $$\varphi$$ satisfies (1.3) if and only if

$$\frac{f(\alpha) - f(\ell^-)}{\alpha - \ell^-} = \frac{f(\ell^+) - f(\alpha)}{\ell^+ - \alpha} = : c_{\ell \pm}, \quad (2.6)$$

and

$$\begin{align*}
of(\rho) &> \frac{f(\alpha) - f(\ell^-)}{\alpha - \ell^-}(\rho - \alpha) + f(\alpha), & \rho \in (\ell^-, \alpha), \\
of(\rho) &< \frac{f(\ell^+) - f(\alpha)}{\ell^+ - \alpha}(\rho - \alpha) + f(\alpha), & \rho \in (\alpha, \ell^+).
\end{align*} \quad (2.7)$$

The value $$c_{\ell \pm}$$ is its wave speed and

$$f'(\alpha) \leq c_{\ell \pm}. \quad (2.8)$$

The profile $$\varphi$$ is sharp in $$\ell^-$$ if and only if $$\ell^- = 0 = D(0)$$; $$\varphi$$ is sharp in $$\ell^+$$ if and only if $$1 - \ell^+ = 0 = D(1)$$.

Assume (2.5). Then $$\varphi$$ is unique; moreover, $$\varphi'(\xi) > 0$$ when $$\ell^- < \varphi(\xi) < \ell^+, \xi \neq 0$$, while

$$\lim_{\xi \to 0^+} \varphi'(\xi) = \begin{cases} 
\frac{f'(\alpha) - c_{\ell \pm}}{D'(\alpha)} & \text{if } D'(\alpha) < 0, \\
\infty & \text{if } D'(\alpha) = 0 \text{ and } f'(\alpha) - c_{\ell \pm} < 0.
\end{cases} \quad (2.9)$$

We refer to Figure 1(b) for the geometric meaning of conditions (2.6) and (2.7); in particular, $$c_{\ell \pm} = (f(\ell^+) - f(\ell^-))/(\ell^+ - \ell^-)$$ is the slope of the line $$s_{\ell \pm}$$. Notice that if condition (2.7) is satisfied then $$f$$ has an inflection point, which however does not necessarily coincide with $$\alpha$$ (see for instance the case illustrated in Figure 6). Equation (1.1) may have stationary wavefronts, i.e. with speed $$c_{\ell \pm} = 0$$; this happens if and only if $$f(\ell^-) = f(\ell^+)$$ and then $$f(\alpha) = f(\ell \pm).
The case \( f'(\alpha) - c_{\ell\pm} = D'(\alpha) = 0 \) in (2.9) is a bit more delicate. Indeed, in the proof of Theorem 2.1 we shall show
\[
\lim_{\xi \to 0^-} \varphi' (\xi) = \lim_{\sigma \to \alpha} \frac{f(\sigma) - [f(\alpha) + f'(\alpha)(\sigma - \alpha)]}{D(\sigma)},
\] (2.10)
Therefore, the existence and the value of that limit depends on the relative behavior of \( f \) and \( D \) in a neighborhood of \( \alpha \).

The results of Theorem 2.1 can be easily extended to the case when \( D \) satisfies

(D2) \( D \in C^1[0, 1], D(\rho) > 0 \) for \( \rho \in (0, \alpha) \cup (\beta, 1) \) and \( D(\rho) < 0 \) for \( \rho \in (\alpha, \beta) \).

We refer to Figure 3(a) for a possible plot of a diffusivity \( D \) satisfying (D2).

![Figure 3: (a): the diffusivity \( D \) in case (D2); (b): the flux function \( f \).](image)

As in the discussion preceding Lemma 2.1, under (2.3) there are three (unique) values \( 0 \leq \xi_1 \leq \xi_2 \leq \xi_3 \) such that
\[
\varphi(\xi) = \alpha \quad \text{for} \quad 0 \leq \xi \leq \xi_1 \quad \text{and} \quad \alpha < \varphi(\xi) < \beta \quad \text{for} \quad \xi_1 < \xi < \xi_2,
\]
\[
\varphi(\xi) = \beta \quad \text{for} \quad \xi_2 \leq \xi \leq \xi_3 \quad \text{and} \quad \varphi(\xi) > \beta \quad \text{for} \quad \xi > \xi_3,
\] (2.11)
see Figure 4. A result analogous to Lemma 2.1 can be proved and then, for simplicity, we focus on the case
\[
\xi_0 = \xi_1 = 0, \quad \xi_2 = \xi_3.
\] (2.12)
For brevity, in the next statement we collect only the most important facts about case (D2); other results as in Theorem 2.1 follow in a direct way. The proof is omitted.

**Theorem 2.2.** Assume (f) and (D2); let \( \ell^- \in [0, \alpha) \) and \( \ell^+ \in (\beta, 1] \). Equation (1.1) admits a wavefront solution whose profile \( \varphi \) satisfies (1.3) if and only if
\[
\frac{f(\alpha) - f(\ell^-)}{\alpha - \ell^-} = \frac{f(\beta) - f(\alpha)}{\beta - \alpha} = \frac{f(\ell^+) - f(\beta)}{\ell^+ - \beta} = c_{\ell\pm},
\] (2.13)
and
\[
f(\rho) > \frac{f(\alpha) - f(\ell^-)}{\alpha - \ell^-}(\rho - \alpha) + f(\alpha), \quad \rho \in (\ell^-, \alpha),
\]
\[
f(\rho) < \frac{f(\beta) - f(\alpha)}{\beta - \alpha}(\rho - \beta) + f(\beta), \quad \rho \in (\alpha, \beta),
\]
\[
f(\rho) > \frac{f(\ell^+) - f(\beta)}{\ell^+ - \beta}(\rho - \ell^+) + f(\ell^+), \quad \rho \in (\beta, \ell^+).
\] (2.14)
Assume (2.12). Then the profile is unique; moreover, \( \varphi'(\xi) > 0 \) when \( \ell^- < \varphi(\xi) < \ell^+ \), \( \xi \neq 0, \xi \neq \xi_2 \).
We refer to Figure 3(b) for a geometrical interpretation of conditions (2.13) and (2.14).

At last, we consider the family of equations

$$\rho_t + f(\rho)_x = \left(\varepsilon D(\rho)\rho_x\right)_x, \quad t \geq 0, \ x \in \mathbb{R},$$

(2.15)

depending on the parameter $\varepsilon \in (0, 1]$; we are interested in the limit as $\varepsilon \to 0^+$ of the wavefronts profiles $\varphi_\varepsilon$. This subject falls in the much more general issue of the convergence of solutions $\rho_\varepsilon$ of (2.15) to a solution $\rho$ of the conservation law (1.4). If $D > 0$, a positive answer is provided in [20]; we refer to [11, §6] for more information. The case $D \geq 0$ was first considered in [33]; see [8] for a short proof in the presence of source terms and updated references. To the best of our knowledge, no analogous information is known when $D$ changes sign. We provide now a convergence result concerning wavefronts.

About (2.15), we assume conditions (f), (D1), (2.6), (2.7); moreover, for sake of simplicity, we also suppose

$$D'(\alpha) < 0.$$  

(2.16)

By Theorem 2.1 for every $\ell^- \in [0, \alpha)$, $\ell^+ \in (\alpha, 1]$ and $\varepsilon \in (0, 1]$, there exist unique profiles $\varphi_{\varepsilon}(\xi)$ of wavefronts of (2.15) satisfying (2.5). All of them have the same speed $c_{\ell^\pm}$.

**Theorem 2.3.** We assume (f), (D1) and consider $\ell^- \in [0, \alpha)$, $\ell^+ \in (\alpha, 1]$; we also assume (2.6), (2.7) as well as (2.16). Let $\varphi_\varepsilon$ be the unique profiles of wavefront solutions to (2.15) satisfying (1.3) and (2.5). Then

$$\lim_{\varepsilon \to 0^+} \varphi_\varepsilon(\xi) =: \varphi_0(\xi) = \begin{cases} 
\ell^- & \text{if } \xi < 0, \\
\ell^+ & \text{if } \xi > 0.
\end{cases}$$

(2.17)

The convergence is uniform in every interval $(-\infty, -\delta)$ and $(\delta, +\infty)$ with $\delta > 0$. The results of Theorem 2.1 can be easily reformulated to cover the case $\xi_1 > 0$; in particular formula (2.9) corresponds to the limit for $\xi \to 0-$, while a completely analogous result holds for the limit $\xi \to \xi_1^+$. Assume $D'(\alpha) < 0$; if $\xi_1 = 0$ then $\varphi$ is of class $C^1$ at $\xi = 0$, by (2.9), while if $\xi_1 > 0$ this does not hold unless $f'(\xi) = c_{\ell^\pm}$. Analogous remarks apply to Theorem 2.2 in the case $\xi_1 > 0$ and $\xi_2 < \xi_3$. About Theorem 2.3 consider again

Figure 4: Under (D2), a profile $\varphi$ in the case $0 < \xi_1 < \xi_2 < \xi_3$. 
a family $\varphi_\varepsilon$ of profiles for (2.15) but suppose that there exists $\xi_1 > 0$ that does not depend on $\varepsilon$ such that $\alpha = \varphi_\varepsilon(\xi_1) < \varphi_\varepsilon(\xi)$ for $\xi > \xi_1$. Arguing as in the proof of Theorem 2.3 we deduce that

$$\lim_{\varepsilon \to 0^+} \varphi_\varepsilon(\xi) =: \varphi_0(\xi_1)(\xi) = \begin{cases} \ell^- & \text{if } \xi \in (-\infty, 0), \\ \alpha & \text{if } \xi \in (0, \xi_1), \\ \ell^+ & \text{if } \xi \in (\xi_1, \infty). \end{cases}$$ (2.18)

Theorem 2.3 allows us to rigorously comment on the above results from the hyperbolic point of view $D = 0$; we are concerned with equation (1.4). First, we remark that the function $\rho_0(x, t) = \varphi_0(x - c_{\ell^\pm} t)$ is a weak (distributional) solution of equation (1.1) because the Rankine-Hugoniot conditions are satisfied.

Conditions analogous to (2.7) are well known in the hyperbolic setting [6, Thm. 4.4]. In particular the discontinuous solution $\rho_0$ is not entropic; it is so the analogous solution joining $\ell^-$ with $\alpha$. Referring for instance to the case depicted in Figure 1(b), the Lax inequality $f'(\ell^-) > c_{\ell^\pm}$ is satisfied while the inequality $c_{\ell^\pm} > f'(\ell^+)$ fails: the shock is compressive on the left and undercompressive on the right. However, even if $\rho_0$ is not entropic, Theorem 2.1 shows that it has a viscous profile, where the term “viscous” refers to a negative diffusivity in the nonentropic part of the solution; of course, such a wave is unstable in the sense of [6, Rem. 4.7]. Different scenarios are also possible: for instance, the one-sided sonic case $c_{\ell^\pm} = f'(\ell^+) \neq f'(\ell^-)$ (or $c_{\ell^\pm} = f'(\ell^-) \neq f'(\ell^+)$) or even the doubly sonic case $c_{\ell^\pm} = f'(\ell^\pm)$, see Figure 5. The former case has been considered in [9] (see cases (R1) and (R3)(a) there) in the framework of nonclassical shocks [22]. However, generically, there is a sheaf of lines through $(\alpha, f(\alpha))$ that intersect the graph of $f$ in two further points and then a one-parameter family of end states $(\ell^-, \ell^+)$ for which (2.7) is satisfied.

In the case $\xi_1 > 0$, the function $\rho_{0,\xi_1}(x, t) = \varphi_{0,\xi_1}(x - c_{\ell^\pm} t)$ is a weak solution of the conservation law (1.4) because its jumps satisfy the Rankine-Hugoniot conditions. However, the entropy condition fails, as discussed above.

![Figure 5: A flux function $f$ in the doubly sonic case.](image)

About Theorem 2.2 consider for instance the case depicted in Figure 3(b). The corresponding discontinuous solution $\rho$ joining $\ell^-$ on the left to $\ell^+$ on the right with a jump propagating with velocity $c_{\ell^\pm}$ is still nonentropic. Both Lax inequalities $f'(\ell^-) > c_{\ell^\pm} > f'(\ell^+)$ are now satisfied; this does not imply that the solution is entropic because the flux is not convex [6, Remark 4.7]. Also shock waves connecting the states $\ell^-$ and $\ell^+$ as in Figure 3(b) have been considered in [9] (see case (R3)(b) there). Notice that in the framework of Theorem 2.2 we generically have a unique pair of end states $\ell^\pm$.

In [9] the (hyperbolic) zone of “panic” is modeled by the interval $(\gamma, 1]$, where $\gamma$ is a local minimum of $f$, see Figure 3(b); the zone of aggregation (where $D < 0$) is $(\alpha, \beta)$. The
balance between panic and aggregation can be explained by our diffusive model as follows. When the density is in the interval \((\alpha, \gamma)\), panic has not yet emerged but the crowd shows an aggregative behavior to face the perceived danger. This behavior persists even after the threshold \(\gamma\) is trespassed if the density is not exceeding, namely, in the interval \((\gamma, \beta)\). Values of \(\rho \in (\beta, 1)\) are unbearable and push the crowd to (slightly) diffuse again.

3 Applications to collective movements

In this section we provide some examples concerning the modeling of vehicular traffic flows or crowds dynamics. In these cases assumption (f) specializes to \([23, 30]\)

\[(fcm) \quad f(\rho) = \rho v(\rho), \quad \text{with } v \in C^1[0,1], \quad v(\rho) \geq 0 \quad \text{for } \rho \in [0,1) \quad \text{and} \quad v(1) = 0.\]

Here \(v\) represents the velocity; from a modeling point of view, in the interval \([0,1)\) it may vanishes once \([9]\) and is decreasing at least in a right neighborhood of 0. The main issue regards the choice of \(D\); the properties \(D(0) = D(1) = 0\) would be desirable \([4, 7]\). We now list the main models of \(D\) occurring in the literature.

In \([26]\) the author proposed the expression

\[
D(\rho) = -\delta \rho v'(\rho) - \tau \rho^2 v'(\rho)^2 = -\rho v'(\rho) \left( \delta + \tau v'(\rho) \right),
\]

where \(\delta > 0\) is an anticipation distance and \(\tau > 0\) a relaxation time; see also \([16]\) for an analogous introduction of these parameters in a kinetic framework. The ratio \(\delta/\tau =: v^s\), which occurs several times in the following, represents the velocity needed to cover the distance \(\delta\) in the time \(\tau\); it can be understood as a safety velocity. Under this notation (3.1) can be written as

\[
D(\rho) = -\tau \rho v'(\rho) \left( v^s + \rho v'(\rho) \right).
\]

If \(\overline{v} = \max_{\rho \in [0,1]} v(\rho)\), then a natural requirement is

\[
\overline{v} \leq v^s.
\]

In the case of crowds dynamics, the parameter \(\tau\) is very small and may be dropped \([7]\); this leads to

\[
D(\rho) = -\delta \rho v'(\rho).
\]

The case when \(\delta\) in (3.1) depends on \(\rho\) is also proposed in \([26]\), where \(\delta(\rho) = hv^2(\rho)\) for \(h > 0\). If it is so, (3.1) becomes

\[
D(\rho) = -\rho v'(\rho) \left( hv^2(\rho) + \tau v'(\rho) \right).
\]

In the case of pedestrian flows, instead of (3.5) one may consider \([7, \text{Figure 4}]\)

\[
D(\rho) = -\rho v'(\rho) \left( hv(\rho) + \tau v'(\rho) \right).
\]

For simplicity, in (3.5) and (3.6) we have taken \(\tau \geq 0\) to be independent from \(\rho\).

We also mention that several different models for \(D\) follow by a kinetic approximation \([17]\). In that paper the authors motivate the occurrence of stop and go waves precisely by the presence of zones with negative diffusivities. For instance, in the case of a kinetic
model with two microscopic velocities \(0 \leq \xi_1 < \xi_2\), one deduces from \([17]\) that \(D(\rho) = \tau((\xi_1 + \xi_2)q'(\rho) + \xi_1 \xi_2 - [q'(\rho)]^2)\), where \(q(\rho) = \rho v(\rho)\) is the hyperbolic flow and \(\tau > 0\) a reaction time. In our model \(v\) ranges from 0 to \(\tau\) and then we take \(\xi_1 = 0, \xi_2 = \tau\); we deduce
\[
D(\rho) = \tau (\rho v'(\rho) + v(\rho)) (\tau - \rho v'(\rho) - v(\rho)),
\]
which must be compared with \([3.2]\). For simplicity, we limit the examples below to the simpler diffusivities \((3.1), (3.4), (3.5), (3.6)\).

### 3.1 The case (D1)

In this subsection we investigate when assumptions (fcm), (D1), \((2.7)\) are satisfied according to the choice of \(v\), when \(D\) is chosen as in \((3.1)–(3.6)\). We begin with some negative results; some proofs are deferred to Section 5.

**Lemma 3.1.** If \(D(\rho) = -a(\rho)v'(\rho)\) with \(a > 0\) in \((0, 1) \setminus \{\alpha\}\), then assumptions (fcm) and (D1) cannot hold together.

**Proof.** By (D1) we have \(v'(\rho) < 0\) if \(\rho \in (0, \alpha)\) and \(v'(\rho) > 0\) if \(\rho \in (\alpha, 1)\). Since \(v\) increases in \((\alpha, 1)\), by \(v(1) = 0\) we deduce \(v(\alpha) < 0\), which contradicts the positivity of \(v\).

Then neither \((3.4)\) nor \((3.5)\) with \(\tau = 0\) satisfy both (fcm) and (D1). We consider \((3.1)\).

**Lemma 3.2.** Assume \(D\) is given by \((3.1)\). If \(f\) and \(D\) satisfy (fcm) and (D1), respectively, then \(v\) must be decreasing. The simple expressions
\[
v(\rho) = \frac{\delta}{\alpha \tau}(1 - \rho), \quad v(\rho) = \frac{\delta}{2\alpha \tau}(1 - \rho)(1 + 2\alpha - \rho).
\]

imply both (fcm) and (D1). Conditions \((2.7)\) and \((3.3)\) fail in both cases.

The two previous lemmas shows that the expressions \((3.1), (3.4)\) and \((3.5)\) with \(\tau = 0\) never or difficultly match conditions (fcm), (D1) and \((2.7)\) for some simple velocity \(v\). Then, we focus on the case \((3.5)\) with \(\tau > 0\), where we provide positive results. In order that \(D(1) = 0\) holds, we need \(v\) vanishes at second order at \(\rho = 1\); then, we consider
\[
v(\rho) = \sqrt{\tau}(1 - \rho)^2,
\]
for \(\tau > 0\). We deduce
\[
D(\rho) = 2h\sqrt{\tau}\rho(1 - \rho)^2 [(1 - \rho)^3 - \sigma \rho], \quad \sigma := \frac{2\tau}{h\sqrt{\tau}} > 0.
\]

**Lemma 3.3.** Assume \(v\) is given by \((3.9)\) and consequently \(D\) by \((3.5)\) with \(\tau \neq 0\), see \((3.10)\). Then \(D\) satisfies (D1) for any positive \(\sqrt{\tau}, h, \tau\) and \(\alpha = \alpha(\sqrt{\tau}, h, \tau)\) satisfies
\[
(1 - \alpha)^3 = \sigma \alpha.
\]

Choose \(\tau, h, \sqrt{\tau}\) such that \(\alpha(\sqrt{\tau}, h, \tau) \in (\frac{1}{2}, 1)\); then there are infinitely many pairs \((\ell^-, \ell^+)\) such that \((2.6)\) and \((2.7)\) hold.
Figure 6: Plots of flow and diffusivity for $v(\rho) = \overline{\rho}(\overline{\rho} - \rho)^2$ and $D$ as in (3.5). Here $\overline{\rho} = 150$ cars/km, $\overline{\rho} = 130$ km/h, $\tau = 2$ s, $h = 1/15800$, see [26]. An empty circle localizes $\alpha \sim 88$, a full circle the inflection point of $f$, which is 100. For $\ell^+ = 147$ we find $\ell^- \sim 65$.

The point $\alpha$ does not need to be an inflection point of $f$; this happens, in the example above, if $\alpha = \frac{2}{3}$. Figure 6 gives an illustration of the example considered in Lemma 3.3 to real-world data. Here we use dimensional variables $0 \leq \rho \leq \overline{\rho}$, $v(\rho) = \overline{\rho}(\overline{\rho} - \rho)^2$ and $f$, $D$ are defined by (fcm), (3.5), respectively. As in [26], we take as maximal density $\rho = 150$ cars per km, maximal velocity $\overline{\rho} = 130$ km/h, $\tau = 2$ s and $h = 1/15800$.

The previous example can be generalized to $v(\rho) = \overline{\rho}(1 - \rho^p)^q$, for $p > 0$, $q > 1$. The condition $q > 1$ is needed in order that $f$ has an inflection point (at $\rho = (\frac{1}{1 + p})^{1/q}$) in $(0, 1)$.

We now consider two laws for pedestrian flows [32]. In normalized variables they can be written as

$$v(\rho) = \overline{\rho} \left(1 - e^\gamma \left(1 - \frac{\rho}{a}\right)\right)$$

and

$$v(\rho) = \begin{cases} 
\overline{\rho} e^\gamma \frac{a - \rho}{\overline{\rho} - \rho} & \text{if } \rho \leq a, \\
\overline{\rho} & \text{if } \rho > a,
\end{cases}$$

(3.12)

where $\gamma > 0$, $\overline{\rho} > 0$ and $0 \leq a < 1$ is a critical density that separates free from congested flow. Both functions are extended by continuity at 0 and 1, respectively. The law (3.12) is called Kladek formula. The law (3.12) with $a > 0$ does not satisfies (fcm) because $v \notin C^1$, unless we consider it only in $(a, 1)$ or we set $a = 0$; the latter case is also used to model vehicular flows.

About (3.12), we notice that in this case $f$ is strictly concave; then (2.7) cannot hold and hence we focus on case (3.12) from now on. In that case, one easily proves that if $a\gamma < 2$ then $f$ is concave in $[0, \rho)$ and convex in $(\rho, 1]$ for

$$\hat{\rho} = \frac{1}{1 + \frac{\gamma}{2}(1 - a)} \in (a, 1).$$

(3.13)

If $D$ is as in (3.1), then $D(1) = 0$ but $D$ is strictly positive in a left neighborhood of 0; hence, condition (D1) is not satisfied. If $D$ is as in (3.4), then we have $D(0) = D(1) = 0$ and $D(\rho) > 0$ if $\rho \in (0, 1)$.

Assume $D$ is as in (3.5). Then $D(1) = 0$ and $D$ vanishes at the point $\alpha$ defined by

$$\frac{\tau\gamma(1 - a)}{h\overline{\rho}} \frac{\alpha}{(1 - \alpha)^2} = e^{\gamma \frac{a - \alpha}{1 - a}},$$
provided that \( a < \frac{1}{1+\sigma} \), for \( \sigma = \tau \gamma / (h \varpi) \). In this case assumptions (f) and (D1) are satisfied and conditions \((2.6), \ (2.7)\) can be numerically checked. We refer to Figure 7 for the plots of flow and diffusivity in the case of real-world data.

At last, consider again \( v \) given by \((3.12)\), with \( a = 0 \) but \( D \) as in \((3.6)\). In this case, for real-world data, conditions \((2.6)\) and \((2.7)\) are satisfied if \( \tau \) is sufficiently small, see Figure 8. For higher values of \( \tau \) the point \( \alpha \) falls on the left of the maximum point of \( f \).

![Figure 7: Plots of flow and diffusivity for \( v \) given by \((3.12)\), with \( a = 0 \) and \( D \) as in \((3.5)\). Data are as in Figure 6, \( \gamma = 1 \); here \( \alpha \sim 89 \). For \( \ell^+ = 147 \) we find \( \ell^- \sim 61 \).](image)

![Figure 8: Plots of flow and diffusivity for \( v \) as in \((3.12)\), with \( a = 0 \), and \( D \) as in \((3.6)\). Here \( \varpi = 6 \) pedestrian/m, \( \varpi = 1.7 \) m/s, \( \tau = 0.5 \) s, \( h = 1.5 \), \( \gamma = 1.788 \). Data are taken from [32], in the case of rush-hours pedestrian flows.](image)

### 3.2 The case (D2)

We now focus on (D2). As one may guess from the (positive and negative) examples provided in case (D1), in case (D2) it is hard to provide explicit and realistic expressions of velocity laws \( v(\rho) \) such that (fcm), (D2) and \((2.13), (2.14)\) are satisfied when \( D \) is chosen from one of the simple expressions \((3.1) - (3.6)\). We point out this difficulty by considering just one case, analogous to the one in Lemma 3.1. Assume

\[
D(\rho) = -a(\rho)v'(\rho), \quad a > 0 \text{ in } (0, 1) \setminus \{\alpha, \beta\}.
\] (3.14)
This covers both (3.4) and (3.5) with $\tau = 0$. The simplest prototype for $v$ in order that (D2) holds and $v(1) = 0$ is that $v$ is a third-order polynomial vanishing at 1, namely
\[ v'(\rho) = - (\rho - \alpha)(\rho - \beta), \quad v(1) = 0. \] (3.15)
For simplicity we dropped any positive multiplicative constant in the right-hand side of (3.15).

Lemma 3.4. Let $D$ be as in (3.14) with $v$ as in (3.15). Then assumptions (fcm), (D2) hold if and only if $(\alpha, \beta) \in (0, 1)^2$ satisfy $3\beta - 2 < \alpha < \beta$. In this case the line $s_{\pm \ell}$ has positive slope.

Lemma 3.4 shows that, if $D$, $v$ are as in (3.14), (3.15), respectively, and assumption (D2) is satisfied, then the case depicted in Figure 3(b) (with a line $s_{\pm \ell}$ having negative slope) never takes place. In other words, this diffusivity cannot provide viscous profiles to the shock waves introduced in [9], case (R3)(b).

4 A preliminary result
In this section we state a result about the existence of wavefront solutions for (1.1) in intervals $[a, b]$ where the diffusivity $D$ has constant sign. In the case $D$ is positive this result is well known [14] and the case when $D$ is negative is deduced from the previous one. A short proof of both cases is provided for completeness. The line
\[ s(\rho) := \frac{f(b) - f(a)}{b - a}(\rho - b) + f(b), \quad \rho \in \mathbb{R} \]
between $(a, f(a))$, $(b, f(b))$ plays a fundamental role in this discussion. Indeed, the existence of wavefront solutions with profile $\varphi$ from $a$ to $b$ depends both on the sign of $D$ and on the behavior of the graph of $f(\rho)$ with respect to the line $s(\rho)$. Moreover $\varphi$ satisfies either the boundary conditions
\[ \varphi(-\infty) = a, \quad \varphi(+\infty) = b \] (4.1)
or the opposite ones
\[ \varphi(-\infty) = b, \quad \varphi(+\infty) = a. \] (4.2)
We use the notation
\[ J := \{ \xi \in \mathbb{R} : a < \varphi(\xi) < b \}. \]

Theorem 4.1. Let $f, D \in C^1[a, b]$. Assume
(a) $D(\rho) > 0$ in $(a, b)$; then
\[(a1) \text{ equation } (1.1) \text{ has a wavefront of profile } \varphi \text{ with } (4.1) \text{ iff } f(\rho) > s(\rho) \text{ for } \rho \in (a, b); \]
\[(a2) \text{ equation } (1.1) \text{ has a wavefront of profile } \varphi \text{ with } (4.2) \text{ iff } f(\rho) < s(\rho) \text{ for } \rho \in (a, b); \]
(b) $D(\rho) < 0$ in $(a, b)$; then
\[(b1) \text{ equation } (1.1) \text{ has a wavefront of profile } \varphi \text{ with } (4.2) \text{ iff } f(\rho) > s(\rho) \text{ for } \rho \in (a, b); \]
\[(b2) \text{ equation } (1.1) \text{ has a wavefront of profile } \varphi \text{ with } (4.1) \text{ iff } f(\rho) < s(\rho) \text{ for } \rho \in (a, b). \]
The profile $\varphi$ is unique (up to shifts), $\varphi \in C^2(J)$ and $\varphi'(\xi) > 0$ ($\varphi'(\xi) < 0$) for $\xi \in J$ in cases (a1) and (b2) (resp., in cases (a2) and (b1)); the wave speed is
\[ c = \frac{f(b) - f(a)}{b - a}. \] (4.3)

Moreover, the following holds true.

(i) $\varphi$ is sharp in $a$ if and only if $D(a) = 0$. In this case there exists $\xi_a$ such that $\varphi(\xi) = a$ for $\xi \leq \xi_a$ (for $\xi \geq \xi_a$) in cases (a1), (b2) (resp., in cases (a2), (b1)), $\varphi$ is not differentiable in $\xi_a$ and $\lim_{\xi \to \xi_a} D(\varphi(\xi)) \varphi'(\xi) = 0$.

(ii) $\varphi$ is sharp in $b$ if and only if $D(b) = 0$. In this case there exists $\xi_b$ such that $\varphi(\xi) = b$ for $\xi \geq \xi_b$ (for $\xi \leq \xi_b$) in cases (a1), (b2) (resp., in cases (a2), (b1)), $\varphi$ is not differentiable in $\xi_b$ and $\lim_{\xi \to \xi_b} D(\varphi(\xi)) \varphi'(\xi) = 0$.

(iii) In the other cases $J = \mathbb{R}$ and $\lim_{\xi \to \pm \infty} \varphi'(\xi) = 0$.

Proof. We first prove the cases (a1), (a2) by means of [14] Theorem 9.1; then, we reduce items (b1), (b2) to (a1), (a2), respectively, by a suitable change of variables.

Preliminarily, consider equation (2.2) for $g \in C^1[0,1]$ and $E \in C^1[0,1]$. When $E > 0$ in $(0,1)$, and assuming $g(0) = 0$ without any loss of generality, by [14] Theorem 9.1 there exists a wavefront from 1 to 0 of equation (2.2) if and only if $g(r)/r < g(1)$ for every $r \in (0,1)$; the speed of the wavefront is $g(1)$.

(a1) We denote
\[
E(r) := D \left( b - (b-a)r \right), \quad g(r) := -\frac{f \left( b - (b-a)r \right) - f(b)}{b-a}, \quad r \in [0,1].
\] (4.4)

Notice that $E > 0$ in $(0,1)$ and $g(0) = 0$. The condition $f(\rho) > s(\rho), \rho \in (a,b)$, is equivalent to $g(r)/r < g(1), r \in (0,1)$; if it holds, by [14] Theorem 9.1 equation (2.2) with $g$ and $E$ as in (4.4) has a wavefront with profile $\psi$ such that $\psi \in C^2(J)$, where
\[
I := \{ \xi \in \mathbb{R} : 0 < \psi(\xi) < 1 \}. \] (4.5)

Moreover, the following hold true:
\[
\psi(-\infty) = 1, \quad \psi(+\infty) = 0, \quad \psi'(\xi) < 0 \text{ for } \xi \in I, \quad c = \frac{f(b) - f(a)}{b-a}. \] (4.6)

At last, by Remark 2.1, $\psi$ satisfies
\[
(E(\psi)\psi')' + (c\psi - g(\psi))' = 0 \quad \text{in } I.
\]

Then we define $\varphi(\xi) := b - (b-a)\psi(\xi), \xi \in \mathbb{R}$. It is straightforward to show that $\varphi \in C^2(J)$, it satisfies (1.2) in $J$, (4.1) and $\varphi'(\xi) > 0$ for $\xi \in J$. Moreover, since $\psi$ satisfies properties analogous to (i)–(iii) by [14] Theorem 9.1, properties (i)–(iii) for $\varphi$ easily follow (see also [10] Theorem 3.2). Then equation (1.1) has a wavefront with profile $\varphi$ and speed (4.3). The converse implication follows directly.
(a2) We denote
\[ E(r) := D \left( (b-a)r + a \right), \quad g(r) := \frac{f \left( (b-a)r + a \right) - f(a)}{b-a}, \quad r \in [0, 1]. \] (4.7)
As in (a1), we have \( E > 0 \); moreover, \( f(\rho) < s(\rho) \) for \( \rho \in (a, b) \) if and only if \( g(r)/r < g(1) \) for \( r \in (0, 1) \). Hence, equation (4.2) with \( E \) and \( g \) as in (4.7) has a wavefront with profile \( \psi \in C^2(I) \) with \( I \) as in (4.5) satisfying (4.6) if and only if \( f(\rho) < s(\rho) \) for \( \rho \in (a, b) \). The function \( \varphi(\xi) := (b-a)\psi(\xi) + a, \xi \in \mathbb{R}, \) is the profile of a wavefront solution of equation (1.1) with speed (4.3); moreover \( \varphi \in C^2(J) \), it satisfies (4.2) and \( \varphi'(\xi) < 0 \) for \( \xi \in J \); properties (i)-(iii) are deduced as above.

(b1) We denote
\[ E(r) := -D \left( (b-a)r \right), \quad g(r) := \frac{f \left( (b-a)r \right) - f(b)}{b-a}, \quad r \in [0, 1]. \] (4.8)
Then \( E > 0 \) in \((0, 1), g(0) = 0 \) and condition \( g(r) > g(1)r, r \in (0, 1) \), is equivalent to \( f(\rho) > s(\rho), \rho \in (a, b) \). By (a1), equation (4.2) with \( g \) and \( E \) as in (4.8) has a wavefront with profile \( \psi \) satisfying \( \psi(-\infty) = 0, \psi(+\infty) = 1 \) if and only if \( f(\rho) > s(\rho) \) for \( \rho \in (a, b) \). The speed is
\[ c_\psi = \frac{f(a) - f(b)}{b-a}, \] (4.9)
\( \psi \in C^1(I) \) with \( I \) as in (4.5), \( \psi'(\xi) > 0 \) for \( \xi \in I \) and \( \psi \) satisfies (i)-(iii). The function \( \varphi(\xi) := b - (b-a)\psi(\xi), \xi \in \mathbb{R}, \) satisfies (4.2) and \( \varphi \in C^2(J) \); \( \varphi \) is the profile of a wavefront solution of (1.1) with speed (4.3), \( \varphi'(\xi) < 0 \) for \( \xi \in J \), and properties (i)-(iii) hold true.

(b2) We denote once more
\[ E(r) := -D \left( (b-a)r \right), \quad g(r) := \frac{f \left( (b-a)r \right) - f(b)}{b-a}, \quad r \in [0, 1]. \] (4.10)
Then \( E > 0 \) in \((0, 1), g(0) = 0 \) and condition \( g(r) < g(1)r, r \in (0, 1) \), is equivalent to \( f(\rho) < s(\rho), \rho \in (a, b) \). By (a2), equation (4.2) with \( g \) and \( E \) as in (4.10) has a wavefront with profile \( \psi \) and speed (4.9) if and only if \( f(\rho) < s(\rho), \rho \in (a, b) \); moreover, \( \psi \in C^2(I) \) with \( I \) as in (4.5), condition (4.6) holds true and \( \psi \) satisfies (i)-(iii). The function \( \varphi(\xi) := b - (b-a)\psi(\xi), \xi \in \mathbb{R}, \) satisfies (4.1), \( \varphi \in C^2(J) \), \( \varphi'(\xi) > 0 \) for \( \xi \in J \), and it is the profile of a wavefront solution of (1.1) with speed (4.3); properties (i)-(iii) hold true.

Example 4.1. Several examples fall in the framework of Theorem 4.1; we refer in the following to the notation in (fcm) introduced in Section 3.

For instance, consider \( v(\rho) = 1 - \rho \); then \( f \) is strictly concave. If \( D \) is given by (3.4), then \( D(\rho) = \rho(\delta - \tau\rho) \) and (a1) applies in (0,1) if \( \frac{x}{2} = v^* \geq 1 \); notice that (3.3) holds in this case. If \( D \) is given by (4.3) then \( D(\rho) = \delta \rho \) and the same result holds true. Therefore case (a1) applies in (0,1).

Under the Kladek law (3.2) we pointed out in Section 3 that \( f \) is strictly concave; if \( D \) is as in (3.4), then \( D(0) = 0 \) and \( D(\rho) > 0 \) if \( \rho \in (0, 1] \). Case (a1) applies in (0,1).

At last consider \( v(\rho) = \min \{ 1, -c \log \rho \} \) for \( c \geq 0 \), see (26). In the interval \( I = (e^{-1/c}, 1) \) the function \( f \) is strictly concave. If \( D \) is given by (3.1), then \( D(\rho) = c(\delta - \tau c) \) in \( I \) and hence \( D \geq 0 \) in \( I \) if \( \delta/\tau \geq c \); condition (3.3) holds if \( \delta/\tau = v^* \geq 1 \). Case (a1) ((b1), respectively) applies in \( I \).
5 Proofs

Proof of Lemma 2.1. Assume that (1.1) has a wavefront solution with profile \( \varphi \) satisfying (1.3). We already noticed that \( \varphi \) satisfies (2.3) with no loss of generality. Let \( \xi \geq 0 \) be such that \( \varphi(\xi) = \alpha \) and \( \varphi(\xi) > \alpha \) if \( \xi > \xi \). First, we prove

\[
(i) \lim_{\xi \to 0^-} D(\varphi(\xi)) \varphi'(\xi) = 0, \quad (ii) \lim_{\xi \to \xi^+} D(\varphi(\xi)) \varphi'(\xi) = 0. \tag{5.1}
\]

The reasoning is slightly different according to \( \xi > 0 \) or \( \xi = 0 \); we begin with the case \( \xi > 0 \).

Consider \( h > 0 \) such that \( h < \xi_1 \) and \( \varphi(\xi) > 0 \) for \( \xi \in (-h, h) \); this is possible because \( \alpha \in (0, 1) \). Let \( \psi \in C_0^\infty(-h, h) \). Since \( \varphi \) is a solution of (1.2) (see Definition 2.1) we obtain

\[
0 = \int_{-h}^{h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi
= \lim_{\varepsilon \to 0^+} \int_{-\varepsilon}^{-h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi + (f(\alpha) - c \alpha) \psi(0).
\]

The function \( D(\varphi)\varphi' \) is continuous in every interval \((-h, -\varepsilon)\) with \( 0 < \varepsilon < h \), and \( \varphi \) satisfies there equation (1.2) (see Remark 2.1): hence

\[
0 = \lim_{\varepsilon \to 0^+} \int_{-\varepsilon}^{-h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi + (f(\alpha) - c \alpha) \psi(0)
= \lim_{\varepsilon \to 0^+} \int_{-\varepsilon}^{-h} \left( D(\varphi(-\varepsilon)) \varphi'(-\varepsilon) - f(\varphi(-\varepsilon)) + c \varphi(-\varepsilon) \right) \psi(-\varepsilon) + (f(\alpha) - c \alpha) \psi(0).
\]

Since we may assume \( \psi(0) \neq 0 \), by the continuity of \( f \) and \( \varphi \) we obtain condition (5.1) (i). Similarly, one can prove (5.1) (ii) when \( \xi > 0 \).

Now, we consider the case \( \xi = 0 \). Choose \( h > 0 \) such that \( 0 < \varphi(\xi) < 1 \) for \( \xi \in (-h, h) \) and take \( \psi \in C_0^\infty(-h, h) \). Again by Definition 2.1 we obtain

\[
0 = \int_{-h}^{h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi
= \lim_{\varepsilon \to 0^+} \int_{-\varepsilon}^{-h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi
+ \lim_{\varepsilon \to 0^+} \int_{\varepsilon}^{h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi.
\]

For \( 0 < \varepsilon < h \), by the regularity of \( \varphi \) in both \((-h, -\varepsilon)\) and \((\varepsilon, h)\) (see Remark 2.1) we obtain

\[
0 = \lim_{\varepsilon \to 0^+} \int_{-\varepsilon}^{-h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi
+ \lim_{\varepsilon \to 0^+} \int_{\varepsilon}^{h} \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c \varphi(\xi) \right) \psi(\xi) \, d\xi
= \lim_{\varepsilon \to 0^+} \left( D(\varphi(-\varepsilon)) \varphi'(-\varepsilon) - f(\varphi(-\varepsilon)) + c \varphi(-\varepsilon) \right) \psi(-\varepsilon)
- \lim_{\varepsilon \to 0^+} \left( D(\varphi(\varepsilon)) \varphi'(\varepsilon) - f(\varphi(\varepsilon)) + c \varphi(\varepsilon) \right) \psi(\varepsilon)
= \lim_{\varepsilon \to 0^+} \left( D(\varphi(-\varepsilon)) \varphi'(-\varepsilon) \right) \psi(-\varepsilon) - \lim_{\varepsilon \to 0^+} \left( D(\varphi(\varepsilon)) \varphi'(\varepsilon) \right) \psi(\varepsilon).
\]
Similarly, by condition (5.1)\,(ii)
\[c\text{ show that by Lemma 2.1, without loss of generality we may assume that it satisfies (2.5). We have to}
\]
with a reasoning as in the proof of Lemma 2.1, by condition (5.1)\,(i) the profile of a wavefront to (1.1). By Theorem 4.1
\[\text{we obtain}
\]
\(\varphi\) be as in the first part of this proof and take \(\xi_1 > 0\); the case \(\xi_1 = 0\) is proved analogously. We claim that the function
\[
\varphi_1(\xi) = \begin{cases} 
\varphi(\xi) & \text{if } \xi \leq 0, \\
\alpha & \text{if } \xi \in (0, \xi_1), \\
\varphi(\xi + \xi - \xi_1) & \text{if } \xi \geq \xi_1,
\end{cases}
\]
is the profile of a wavefront to (1.1).

As above, fix \(h \in (0, \xi_1)\) such that \(\varphi(\xi) > 0\) for \(\xi \in (-h, 0)\) and consider \(\psi \in C_0^\infty(-h, h)\).
By condition (5.1)\,(i) we obtain
\[
\int_{-h}^h \left( D (\varphi_1(\xi)) \varphi'_1(\xi) - f (\varphi_1(\xi)) + c \varphi_1(\xi) \right) \psi'(\xi) \, d\xi = 0.
\]
for \(h \in (0, \xi_1)\) with \(\varphi(\xi + h) < 1\) and \(\psi \in C_0^\infty(\xi_1 - h, \xi_1 + h)\). Hence, \(\varphi_1\) is the profile of a
wavefront of (1.1) with \(\varphi_1(\pm \infty) = \ell^\pm\).

**Proof of Theorem 2.1.** Assume that there exists a profile \(\varphi\) satisfying (1.3) with speed \(c\); by Lemma 2.1 without loss of generality we may assume that it satisfies (2.3). We have to show that \(c = c_{\ell^\pm}\), i.e., \(c\) satisfies (2.6), and that conditions (2.7) hold true. Consider
\[
\varphi_1(\xi) = \begin{cases} 
\varphi(\xi) & \text{if } \xi \leq 0, \\
\alpha & \text{if } \xi > 0.
\end{cases}
\]
With a reasoning as in the proof of Lemma 2.1, by condition (5.1)\,(i) we deduce that \(\varphi_1\) is the profile of a wavefront to (1.1). By Theorem 4.1\,(a1) the speed of \(\varphi_1\) is
\[
c_1 := \frac{f(\alpha) - f(\ell^-)}{\alpha - \ell^-},
\]
and condition (2.7)\,(1) is satisfied; then, \(c = c_1\). Similarly, the function
\[
\varphi_2(\xi) = \begin{cases} 
\alpha & \text{if } \xi < 0, \\
\varphi(\xi) & \text{if } \xi \geq 0,
\end{cases}
\]
is the profile of a wavefront of (1.1) with $\varphi_2(-\infty) = \alpha$ and $\varphi_2(\infty) = \ell^+$; hence, by Theorem (4.1)(b2), its speed is

$$c_2 := \frac{f(\ell^+) - f(\alpha)}{\ell^+ - \alpha}$$

and condition (2.7) is satisfied; moreover, $c = c_2$. We deduce $c = c_1 = c_2$ and so condition (2.6) is satisfied. Therefore we proved that, if $\varphi$ exists, then (2.6) and (2.7) are satisfied.

Conversely, assume that (2.6) and (2.7) are satisfied. Equation (1.1) with $\rho \in [\ell^-, \alpha]$ satisfies assumption (a1) of Theorem 4.1. Hence, it has a wavefront solution with profile $\varphi^-$ from $\ell^-$ to $\alpha$, speed $c^-$ and $(\varphi^-)'(\xi) > 0$ for $\ell^- < \varphi^-(\xi) < \alpha$. Moreover, $\varphi^-$ is sharp in $\alpha$, since $D(\alpha) = 0$; it is also sharp in $\ell^-$ if and only if $\ell^- = 0 = D(0)$. Let $\xi_0 \in \mathbb{R}$ be such that $\varphi^-(\xi_0) = \alpha$ and $\varphi^-(\xi) < \alpha$ for $\xi < \xi_0$; we may assume $\xi_0 = 0$. By Theorem 4.1(ii) we deduce

$$\lim_{\xi \to 0^-} D\left(\varphi^-(\xi)\right)(\varphi^-)'(\xi) = 0. \quad (5.2)$$

Equation (1.1) with $\rho \in [\alpha, \ell^+]$ satisfies assumption (b2) of Theorem 4.1; therefore, it has a wavefront solution with profile $\varphi^+$ from $\alpha$ to $\ell^+$, speed $c^+$ and $(\varphi^+)'(\xi) > 0$ for $\alpha < \varphi^+(\xi)$; moreover $\varphi^+$ is sharp at $\alpha$. As above, we can assume $\varphi^+(0) = \alpha$ with $\varphi^+(\xi) > \alpha$ for $\xi > 0$. Again by Theorem 4.1(i) we have

$$\lim_{\xi \to 0^+} D\left(\varphi^+(\xi)\right)(\varphi^+)'(\xi) = 0. \quad (5.3)$$

We consider now the function

$$\varphi(\xi) := \begin{cases} \varphi^- (\xi) & \text{if } \xi \in (-\infty, 0], \\ \varphi^+ (\xi) & \text{if } \xi \in (0, +\infty). \end{cases}$$

By the properties of $\varphi^\pm$ and conditions (5.2)-(5.3), we have that $\varphi$ is a solution of (1.2) on the whole real line (see Definition 2.1 and the reasoning in the first part of this proof) with same $c = c_{\ell^\pm}$. Hence $\varphi$ is the profile of a wavefront of (1.1) and satisfies all the required properties (the sharpness of $\varphi$ has been discussed above, the strict monotonicity follows as well); in particular its speed is $c_{\ell^\pm}$.

Now, we prove (2.8). By (2.7) we have

$$\frac{f(\rho) - f(\alpha)}{\rho - \alpha} < \frac{f(\alpha) - f(\ell^-)}{\alpha - \ell^-}, \quad \text{for } \rho \in (\ell^-, \alpha).$$

Then, we obtain (2.8) by passing to the limit when $\rho \to \alpha^-$. At last, we prove (2.9). Let

$$\xi_{\ell^-} := \inf \left\{ \xi \in \mathbb{R} : \varphi(\xi) > \ell^- \right\}.$$ 

Notice that $\xi_{\ell^-} \in \mathbb{R}$ if and only if $\ell^- = 0 = D(0)$, while $\xi_{\ell^-} = -\infty$ otherwise. Since $\varphi$ coincides with the profile $\varphi^-$ defined above when $\xi < 0$, by Theorem 4.1 (i), (iii) we obtain

$$\lim_{\xi \to \xi_{\ell^-}} D \left(\varphi(\xi)\right) \varphi'(\xi) = 0. \quad (5.4)$$
By integrating equation (1.2) in an interval \([\xi_0, \xi] \subset (\xi_L, 0)\), we have, by Remark 2.1

\[
D (\varphi(\xi)) \varphi'(\xi) = D (\varphi(\xi_0)) \varphi'(\xi_0) + c_{\xi_+} (\varphi(\xi) - \varphi(\xi_0)) - f (\varphi(\xi)) + f (\varphi(\xi_0)) = 0.
\]

Hence, by passing to the limit when \(\xi_0 \to \xi_L\), by (5.4) we obtain

\[
\varphi'(\xi) = \frac{f (\varphi(\xi)) - f(\ell^-) - c_{\ell_+} (\varphi(\xi) - \ell^-)}{D (\varphi(\xi))}, \quad \xi \in (\xi_L, 0).
\]

(5.5)

In particular this shows that \(\varphi'(\xi) > 0\) if \(\xi \in (\xi_L, 0)\). By de L’Hospital rule, we obtain

\[
\lim_{\xi \to 0^+} \varphi'(\xi) = \lim_{\sigma \to a} \frac{f(\sigma) - f(\ell^-) - c_{\ell_+} (\sigma - \ell^-)}{D(\sigma)} = \lim_{\sigma \to a} \frac{f'(\sigma) - c_{\ell_+}}{D'(\sigma)}, \quad \text{whence} \varphi'(0) \text{ satisfies (2.9).}
\]

(5.6)

Notice that the sign of \(\xi \to 0^+\) and \(\varphi'(\xi) > 0\) if \(\xi \in (\xi_L, 0)\). By de L’Hospital rule, we obtain

\[
\lim_{\xi \to 0^+} \varphi'(\xi) = \lim_{\sigma \to a} \frac{f(\sigma) - f(\ell^-) - c_{\ell_+} (\sigma - \ell^-)}{D(\sigma)} = \lim_{\sigma \to a} \frac{f'(\sigma) - c_{\ell_+}}{D'(\sigma)}, \quad \text{whence} \varphi'(0) \text{ satisfies (2.9).}
\]

(5.6)

Notice that the reasoning for \(\varphi'_+(0)\) is similar, this completely proves (2.10). Notice that by (5.6) we immediately deduce (2.10). The proof is complete.

\[\Box\]

Example 5.1. The proof of Theorem 2.1 shows how to deal with similar cases. Consider for instance the velocity in (3.12) with \(0 < a < 1\), \(f\) as in (fcm) in Section 3, \(D\) given by (3.1), and assume (3.3). Here, it is convenient to use the notation \(v^s = \delta/\tau\) and \(w := \varphi/v^s \in (0, 1]\).

First, we claim that if

\[
\gamma > \frac{1 - a}{aw} \quad \text{and} \quad \gamma \geq 1 + \frac{1 + a}{a},
\]

(5.7)

then there is \(\beta \in (a, 1)\) such that \(D < 0\) in \((a, \beta)\) and \(D > 0\) in \((\beta, 1)\).

To prove the claim, first notice that \((5.7)_2\) implies \(\gamma > 2\) because \(0 < a < 1\). Moreover,

\[
D(\rho) = \frac{\tau \varphi^2 - \gamma^2 (1 - a)^2}{(1 - \rho)^4} - \rho^2 \gamma e^{\frac{\varphi - a}{\varphi - a}} h(\rho), \quad \rho \in (a, 1),
\]

(5.8)

for

\[
h(\rho) := \frac{1}{\gamma w(1 - a)} \frac{(1 - \rho)^2}{\rho} - \log e^{\frac{\varphi - a}{\varphi - a}}, \quad \rho \in (a, 1).
\]

We pointed out in Section 3 that \(h(\rho) > 0\) in a left neighborhood of 1; moreover \((5.7)_1\) is equivalent to \(h(\rho) < 0\). Then, there is \(h(\beta) > 0\) implying

\[
\frac{1}{\gamma w(1 - a)} \frac{(1 - \rho)^2}{\rho} = e^{\frac{\varphi - a}{\varphi - a}}.
\]

We compute \(h'(\beta) = \frac{1}{h'(\beta)} \cdot \psi(\beta)\), for \(\psi(\rho) := \rho^2 + \gamma(1 - a)\rho - 1\) and \(\rho \in (a, 1)\). By (5.7)_2, we deduce \(\psi(a) = (1 - \gamma)a^2 + \gamma a - 1 \geq 0\). Moreover \(\psi'(\rho) > 0\) for \(\rho > 0\), and so \(\psi(\beta) > 0\) whatever \(\beta \in (a, 1)\). Then \(h'(\beta) > 0\) and so \(\beta\) is unique. This proves our claim.

Notice that the sign of \(D\) in (5.8) is opposite to that in condition (D1), so Theorem 2.1 cannot apply as it is. However, we can “paste” the profiles of cases (b1) and (a2) in Theorem 4.1 as in the proof of Theorem 2.1 and obtain a decreasing profile. More precisely, assume \(a \gamma < 2\); it is always possible to choose \(\alpha\) satisfying this condition and (3.7) because \(a < 1\). Then \(f(\rho)\) is concave in \((a, \rho)\) and convex in \((\rho, 1)\), see the discussion preceding (3.13). If conditions (2.7) are satisfied with \(\beta\) replacing \(\alpha\) and \(a \leq \ell^- < \beta < \ell^+ \leq 1\), then equation (1.1) admits a wavefront solution with profile \(\varphi\) satisfying \(\varphi(-\infty) = \ell^+\) and \(\varphi(-\infty) = \ell^-\).
In the proof of Theorem 2.3 we shall need the following result. We previously observe that a byproduct of the proof of Lemma 2.1 is formula (5.5); for profiles \( \varphi_\varepsilon \) of traveling-wave solutions of (2.16) it can be written as

\[
\varphi'_\varepsilon(\xi) = \frac{f(\varphi_\varepsilon(\xi)) - f(\ell^-) - c_{\ell^\pm}(\varphi_\varepsilon(\xi) - \ell^-)}{\varepsilon D(\varphi_\varepsilon(\xi))},
\]

for every \( \xi \) such that \( 0 < \varphi_\varepsilon(\xi) < 1 \) and \( \varphi_\varepsilon(\xi) \neq \alpha \).

**Lemma 5.1.** Under the assumptions of Theorem 2.3 we have

\[
\varphi_{\varepsilon_1}(\xi) \leq \varphi_{\varepsilon_2}(\xi), \quad \text{for every } \xi < 0, \varepsilon_1 < \varepsilon_2.
\]

Moreover, we have \( \varphi_{\varepsilon_1}(\xi_0) = \varphi_{\varepsilon_2}(\xi_0) \) for some \( \xi_0 < 0 \) if and only if \( \varphi_{\varepsilon_1}(\xi) = \varphi_{\varepsilon_2}(\xi) = 0 \) for every \( \xi < \xi_0 \).

**Proof.** By (2.8) we know that \( f'(\alpha) \leq c_{\ell^\pm} \). For clarity, we split the proof of (5.10) into two parts, and each of them is further split. At the end we shall prove the last claim of the statement.

(i) Assume \( f'(\alpha) < c_{\ell^\pm} \). First, we show that (5.10) holds in a left neighborhood of 0 and, then, in the whole interval \((0, \alpha]\).

(a) By (2.8) we have

\[
\varphi'_{\varepsilon_1}(0) = \frac{f'(\alpha) - c_{\ell^\pm}}{\varepsilon_1 D'(\alpha)} > \frac{f'(\alpha) - c_{\ell^\pm}}{\varepsilon_2 D'(\alpha)} = \varphi'_{\varepsilon_2}(0).
\]

Notice that both conditions \( D'(\alpha) < 0 \) in (2.16) and \( f'(\alpha) < c_{\ell^\pm} \) are needed to deduce (5.11). By \( \varphi_{\varepsilon_1}(0) = \varphi_{\varepsilon_2}(0) = \alpha \), see (2.3), we have \( \varphi_{\varepsilon_1}(\xi) \leq \varphi_{\varepsilon_2}(\xi) \) at least for \( \xi \in (\xi_0, 0) \), for some \( \xi_0 < 0 \).

(b) Assume by contradiction that there exists \( \xi < \xi_0 \) such that \( \varphi_{\varepsilon_1}(\xi) = \varphi_{\varepsilon_2}(\xi) \) \( \in [\xi, 0) \).

By (5.9), (2.6), (2.7), \( D(\ell^-) > 0 \) and \( \varepsilon_1 < \varepsilon_2 \) we deduce

\[
\varphi'_{\varepsilon_1}(\xi) = \frac{f(\ell^-)}{\varepsilon_1 D(\ell^-)} > \frac{f(\ell^-)}{\varepsilon_2 D(\ell^-)} = \varphi'_{\varepsilon_2}(\xi),
\]

in contradiction with (5.12). This proves claim (5.10) if \( f'(\alpha) < c_{\ell^\pm} \).

(ii) Assume \( f'(\alpha) = c_{\ell^\pm} \). In this case, the above deduction of (5.11) fails. Now, the proof of inequality (5.9) is based on the remark that the profile \( \varphi_{\varepsilon_1} \) can be obtained as the limit of a sequence of suitably shifted functions \( \varphi_n \) of \( \varphi_{\varepsilon_1} \); a further shift \( \varphi_0 \) of \( \varphi_{\varepsilon_1} \) is introduced to have a uniform bound from below. As in the proof of case (i), the first items below concern the proof of (5.10) in a left neighborhood of 0. We refer to Figure 9.

(a) To avoid the possible degeneracy occurring if \( D(0) = \ell^- = 0 \), fix \( \sigma \in (\ell^-, \alpha) \) and denote \( \varphi_0(\xi) := \varphi_{\varepsilon_1}(\xi + \xi_0) \), where \( \xi_0 < 0 \) is such that \( \varphi_0(0) = \sigma \). Then, fix \( \mu \in (\ell^-, \sigma) \) and let \( \xi_0 < 0 \) satisfy \( \varphi_0(\xi_0) = \mu \). Notice that both values \( \xi_0 \) and \( \tau_0 \) exist by Theorem 2.1. For \( \xi \in [\tau_0, 0] \), \( \varphi_0(\xi) > 0 \). By \( \sigma = \varphi_0(0) = \varphi_{\varepsilon_2}(0) = \alpha \), see (2.3), and arguing as in (i)/(b), we deduce

\[
\varphi_0(\xi) < \varphi_{\varepsilon_2}(\xi) \quad \text{for } \xi \in [\tau_0, 0].
\]
(b) Consider a strictly increasing sequence \( \{ \xi_n \} \subset (\tau_0, 0) \) satisfying \( \xi_n \to 0 \) for \( n \to \infty \) and let \( \eta_n := \varphi_{\varepsilon_2}(\xi_n) \), \( n \in \mathbb{N} \). Also the sequence \( \{ \eta_n \} \subset (\ell^-, \alpha) \) is strictly increasing, by Theorem 2.1. For \( n \in \mathbb{N} \), let \( \varphi_n \) be the solution of the initial-value problem

\[
\begin{aligned}
\varphi'(\xi) &= \frac{f(\varphi(\xi)) - f(\ell^-) - c_{\varepsilon_2}(\ell^-)}{\varepsilon_1 D(\varphi(\xi))}, \\
\varphi(\xi_n) &= \eta_n.
\end{aligned}
\] (5.14)

Clearly, we have \( \varphi_n(\xi) = \varphi_{\varepsilon_1}(\xi + \zeta_n) \), for suitable shifts \( \zeta_n \). Reasoning as in (ii)/(a) we have that \( \varphi_n \) is defined and strictly increasing in an interval \( [\tau_n, 0] \), with \( \varphi_n(\tau_n) = \mu \). Notice that \( \varphi_0(\xi_n) < \varphi_n(\xi_n) = \eta_n \) for every \( n \) by (5.13); hence, by the uniqueness of the solution of the equation in (5.14), we deduce \( \tau_n < \tau_0 \) and

\[
\varphi_0(\xi) < \varphi_n(\xi) \quad \text{for } \xi \in [\tau_0, 0] \text{ and } n \in \mathbb{N}.
\] (5.15)

![Figure 9: For the proof of Lemma 5.1](image)

(c) We claim that

\[
\varphi_n(\xi) < \varphi_{\varepsilon_2}(\xi) \quad \text{for } \xi \in [\tau_0, \xi_n] \text{ and } n \in \mathbb{N}.
\] (5.16)

In fact, as in case (i)/(a) with \( \xi_n \) replacing \( \xi \), by 2.7, 5.9 and \( D(\eta_n) > 0 \) we obtain

\[
0 < \varphi'_{\varepsilon_2}(\xi_n) = \frac{f(\eta_n) - f(\ell^-) - c_{\varepsilon_2}(\eta_n - \ell^-)}{\varepsilon_2 D(\eta_n)} < \frac{f(\eta_n) - f(\ell^-) - c_{\varepsilon_2}(\eta_n - \ell^-)}{\varepsilon_1 D(\eta_n)} = \varphi'_n(\xi_n).
\]

Then \( \varphi_n(\xi) < \varphi_{\varepsilon_2}(\xi) \) in a left neighborhood of \( \xi_n \); one shows (5.16) by arguing as in case (i)/(b).

(d) We denote

\[
\hat{\varphi}_n(\xi) = \begin{cases} 
\varphi_n(\xi) & \text{if } \tau_0 < \xi \leq \xi_n, \\
\varphi_{\varepsilon_2}(\xi) & \text{if } \xi_n < \xi \leq 0,
\end{cases} \quad \text{and } \quad \hat{\varphi}(\xi) = \inf_{n \in \mathbb{N}} \hat{\varphi}_n(\xi), \quad \text{for } \xi \in [\tau_0, 0].
\]

We claim that the sequence \( \{ \hat{\varphi}_n \} \) is decreasing in \( [\tau_0, 0] \). In the interval \( [\xi_n, 0] \) we have \( \varphi_{n+1} = \varphi_n = \varphi_{\varepsilon_2} \). In \( (\xi_n, \xi_{n+1}) \) we have \( \varphi_{n+1} < \varphi_n = \varphi_{\varepsilon_2} \) by (5.13). In \( [\tau_0, \xi_n] \) we still have
\( \varphi_{n+1} < \varphi_n \) because both of them are shifts of the same profile and are strictly increasing in \([\tau_0, 0]\) by (ii)/(b). Then \( \{\hat{\varphi}_n\} \) is decreasing in \([\tau_0, 0]\) and by (5.13), (5.15) we have

\[
\varphi_0(\xi) \leq \hat{\varphi}(\xi) = \lim_{n \to \infty} \hat{\varphi}_n(\xi) \quad \text{for } \xi \in [\tau_0, 0].
\]

(e) Now we prove

\[
\hat{\varphi} = \varphi_{\epsilon_1} \quad \text{in } [\tau_0, 0].
\] (5.17)

Equation (5.17) is obviously satisfied in \( \xi = 0 \). Notice that by (5.16) and (5.17), we have

\[
\psi(\rho) := \frac{f(\rho) - f(\ell^-) - \alpha_{\ell\pm}(\rho - \ell^-)}{\epsilon_1 D(\rho)} > 0 \quad \text{for } \rho \in (\ell^-, \alpha).
\]

Consider an interval \([a, b] \subset [\tau_0, 0]\); since \( \psi \in C^1([a, b]) \), we deduce that \( \{\hat{\varphi}_n\} \) is equicontinuous and then relatively compact in \([a, b]\) as a consequence, there exists \( \{\hat{\varphi}_n\} \) in \([a, b]\). This implies that also the sequence

\[
\left\{ \frac{f(\hat{\varphi}_n(\xi)) - f(\ell^-) - \alpha_{\ell\pm}(\hat{\varphi}_n(\xi) - \ell^-)}{\epsilon_1 D(\hat{\varphi}_n(\xi))} \right\}
\]

is uniformly convergent in \([a, b]\). Choose \( N \) large enough in such a way that \( \xi_n > b \) for \( n \geq N \); then \( \hat{\varphi}_n = \varphi_n \) in \([a, b]\) for \( n \geq N \). By passing to the limit in the identity

\[
\hat{\varphi}_n(b) - \hat{\varphi}_n(a) = \int_a^b \frac{f(\hat{\varphi}_n(\xi)) - f(\ell^-) - \alpha_{\ell\pm}(\hat{\varphi}_n(\xi) - \ell^-)}{\epsilon_1 D(\hat{\varphi}_n(\xi))} d\xi, \quad n \geq N,
\]

we obtain

\[
\hat{\varphi}(b) - \hat{\varphi}(a) = \int_a^b \frac{f(\hat{\varphi}(\xi)) - f(\ell^-) - \alpha_{\ell\pm}(\hat{\varphi}(\xi) - \ell^-)}{\epsilon_1 D(\hat{\varphi}(\xi))} d\xi.
\]

This proves (5.17).

(f) By (5.16), condition (5.10) is satisfied in \([\tau_0, 0]\); we prove (5.10) for \( \xi < \tau_0 \) with a reasoning as in (i)/(b).

This concludes the proof of (5.10). We are left with the last claim of the statement in the lemma. If either \( D(0) > 0 \) or \( \ell^- > 0 \), an argument as in (i)/(b) shows that (5.10) is satisfied with the strict inequality. When \( D(0) = \ell^- = 0 \) both profiles are sharp by Theorem 2.1 as a consequence, there exists \( \xi_0 < 0 \) such that \( \varphi_{\epsilon_1}(\xi) = \varphi_{\epsilon_2}(\xi) = 0 \) for \( \xi \leq \xi_0 \).

**Remark 5.1.** With reference to the proof of Lemma 5.1 by (5.10), we have \( \varphi_{\epsilon_1}(\xi + \zeta_{n+1}) = \varphi_{\epsilon_1}(\zeta_n) \) and so \( \zeta_{n+1} < \zeta_n \). Moreover, by arguing as to prove (5.16), one shows \( \varphi_n > \varphi_{\epsilon_2} \) in \((\xi_0, 0]\), whence \( \varphi_{\epsilon_1}(\zeta_0) = \varphi(0) > \varphi_{\epsilon_2}(0) = \alpha \). All in all, \( 0 < \zeta_{n+1} < \zeta_n \).

**Proof of Theorem 2.3.** By Lemma 5.1 the family \( \{\varphi_{\epsilon}\} \) is decreasing in \((-\infty, 0]\) by (5.10), we can define

\[
\varphi_0(\xi) := \lim_{\epsilon \to 0^+} \varphi_{\epsilon}(\xi), \quad \xi \leq 0.
\] (5.18)
We have \( \varphi_0(\xi) \geq \ell^- \) for every \( \xi \in (-\infty, 0) \); moreover, \( \varphi_0 \) is monotone increasing in \((-\infty, 0] \) as pointwise limit of increasing functions. As a consequence, if \( \varphi_0(\xi) > \ell^- \) for some \( \xi < 0 \) then \( \varphi_0 > \ell^- \) in the interval \( [\xi, 0) \).

We prove now (2.17). We reason by contradiction and assume the existence of \( \xi_0 < 0 \) such that \( \varphi_0(\xi_0) > \ell^- \). By what we have noticed just above, we deduce \( \varphi_0(\xi) > \ell^- \) for \( \xi \in [\xi_0, 0) \). Let \( \xi_1 \in (\xi_0, 0) \). By the monotonicity of each \( \varphi_\varepsilon, \varepsilon \in [0, 1] \), we have

\[
\ell^- < \mu_0 := \varphi_0(\xi_0) \leq \varphi_0(\xi) < \varphi_\varepsilon(\xi) < \varphi_1(\xi) \leq \varphi_1(\xi_1) =: \mu_1 < \alpha,
\]

for \( \xi \in [\xi_0, \xi_1], \varepsilon \in (0, 1] \). As a consequence, for each \( \varepsilon \in (0, 1] \), condition (2.7) implies

\[
\min_{\mu_0 \leq \rho \leq \mu_1} \left[ f(\rho) - (f(\alpha) + c_{\ell^+}(\rho - \alpha)) \right] = \sigma,
\]

for some \( \sigma > 0 \). On the other hand, by (5.9) we have

\[
\varphi_\varepsilon'(\xi) \geq \frac{\sigma}{\varepsilon D(\varphi_\varepsilon(\xi))} \geq \frac{\sigma}{\varepsilon \max_{\mu_0 \leq \rho \leq \mu_1} D(\rho)}, \quad \xi \in [\xi_0, \xi_1], \varepsilon \in (0, 1],
\]

which contradicts that \( \varphi_\varepsilon(0) = \alpha \) for every \( \varepsilon > 0 \).

At last, by the estimate

\[
\varphi_\varepsilon(\xi) \leq \varphi_\varepsilon(\delta), \quad \xi \geq \delta, \varepsilon > 0,
\]

we obtain the uniform convergence in any half line \([\delta, \infty)\), with \( \delta > 0 \); the reasoning is similar in any half line \((-\infty, -\delta)\), again with \( \delta > 0 \).

\[ \square \]

\textit{Proof of Lemma 3.2.} First, assume that \( v \) does not decrease. If \( v' \) changes sign once, then \( v \) first decreases and then increases. This contradicts the assumptions \( v \geq 0 \) in \([0, 1)\) and \( v(1) = 0 \). If \( v' \) changes sign twice, then it vanishes twice in \([0, 1)\) and the same must occur for \( D \). This contradicts (D1).

We are left with the case when \( v \) decreases. We denote \( w(\rho) = \delta + \tau v'(\rho) \). In order that (D1) holds we need that \( w \) changes sign from the positive to the negative at \( \alpha \).

If \( w(\rho) = k(\alpha - \rho) \) for some \( k > 0 \), then \( v(\rho) = \frac{k - \delta}{\tau} \log \rho + \frac{k}{\tau}(1 - \rho) \), with \( k\alpha \leq \delta \) in order that \( v \) may decrease. Indeed, we need \( k\alpha = \delta \) in order that \( v \) is bounded and then, by imposing \( v(1) = 1 \), we have (3.8). This velocity satisfies (fcm) and we deduce

\[
D(\rho) = \frac{\delta^2}{\alpha^2} \rho(\alpha - \rho).
\]

This example has the drawback that \( D(1) \neq 0 \); if we define for instance \( w(\rho) = k(\alpha - \rho)(1 - \rho) \), then, choosing again \( k\alpha = \delta \) and imposing \( v(1) = 0 \), we deduce (3.8) with

\[
D(\rho) = \frac{\delta^2}{\alpha^2} \rho(\alpha - \rho)(1 - \rho)(1 + \alpha - \rho).
\]

About condition (2.17), in the case (3.8) the function \( f \) is concave. In the latter, it is easy to prove that any line through \((\alpha, f(\alpha))\) intersects the graph of \( f \) at most at one point different from \( \alpha \). At last, it is obvious from (3.8) that condition (3.3) fails in both cases. \[ \square \]
Proof of Lemma 3.3. The line \( y = \sigma \rho \) meets the graph of \((1 - \rho)^3\) precisely at one point in the interval \((0, 1)\); this defines \( \alpha \in (0, 1) \) by (3.11) and then \( D \) satisfies (D1). Note that \( \alpha \) covers the interval \((0, 1)\) when \( \sigma \) ranges in \((0, \infty)\); in particular we can take \( \alpha \in \left( \frac{1}{3}, 1 \right) \) for a suitable choice of the parameters \( \tau, \hat{h}, \tau \).

The pairs \((\ell^-, \ell^+)\) are constructed by a geometric argument. Denote by \( r_m(\rho) = m(\rho - \alpha) + f(\alpha) \) a generic line through \((\alpha, f(\alpha))\), parametrized by \( m \); we need that the equation \( f(\rho) = r_m(\rho) \) has two solutions \( \rho_{\pm} \) with

\[
0 < \rho_- < \alpha < \rho_+ < 1. \tag{5.19}
\]

We have \( f(\rho) = r_m(\rho) \) if and only if \( \tau \rho(1 - \rho)^2 = m(\rho - \alpha) + \tau \alpha(1 - \alpha)^2 \). Since \( \rho(1 - \rho)^2 - \alpha(1 - \alpha)^2 = (\rho - \alpha)(\rho^2 - 2\alpha\rho + (1 - \alpha)^2) \), then the previous equation is satisfied iff

\[
\rho^2 - 2\alpha\rho + (1 - \alpha)^2 - \mu = 0, \quad \mu := m/\tau. \tag{5.20}
\]

We need that (5.20) has roots \( \rho_{\pm} \) satisfying (5.19). The discriminant of (5.20) is positive iff

\[
\mu > -\alpha \left( 1 - \frac{3}{4} \alpha \right). \tag{5.21}
\]

If (5.21) holds then the roots of (5.20) are \( \rho_{\pm} = \frac{2 - \alpha \pm \sqrt{-3\alpha^2 + 4\alpha + 4\mu}}{2} \). Now, we check (5.19).

- We have \( 0 < \rho_- \) iff \( 2 - \alpha > \sqrt{-3\alpha^2 + 4\alpha + 4\mu} \), i.e.,

  \[
  \mu < (1 - \alpha)^2. \tag{5.22}
  \]

- We have \( \rho_- < \alpha \) iff \( 2 - 3\alpha < \sqrt{-3\alpha^2 + 4\alpha + 4\mu} \), i.e.,

  either \( \alpha \in (2/3, 1) \) or \( \alpha \in (0, 2/3) \) and \( \mu > 3\alpha^2 - 4\alpha + 1 = (1 - \alpha)(1 - 3\alpha) \). \tag{5.23}

- We have \( \alpha < \rho_+ \) iff \( 3\alpha - 2 < \sqrt{-3\alpha^2 + 4\alpha + 4\mu} \), i.e.,

  either \( \alpha \in (0, 2/3) \) or \( \alpha \in [2/3, 1) \) and \( \mu > 3\alpha^2 - 4\alpha + 1 = (1 - \alpha)(1 - 3\alpha) \). \tag{5.24}

- We have \( \rho_+ < 1 \) iff \( \sqrt{-3\alpha^2 + 4\alpha + 4\mu} < \alpha \), i.e.,

  \[
  \mu < -\alpha(1 - \alpha). \tag{5.25}
  \]

Therefore \( \mu \) must satisfy conditions (5.21), (5.22), (5.23), (5.24), (5.25). Clearly (5.25) implies (5.22); on the other hand, (5.23) and (5.24) imply (5.21) because \( 3\alpha^2 - 4\alpha + 1 \geq -\alpha \left( 1 - \frac{3}{4} \alpha \right) \). Then we require

\[
(1 - \alpha)(1 - 3\alpha) < \mu < -\alpha(1 - \alpha). \tag{5.26}
\]

Notice that \( \mu < 0 \) and that the inequality is nonempty iff \( \alpha > \frac{1}{3} \), whence the requirement in the statement. Then the pairs \((\ell^-, \ell^+)\) are found as follows: choose any \( m \) in the interval \((\tau(1 - \alpha)(1 - 3\alpha), -\tau \alpha(1 - \alpha))\); then the abscissas (different from \( \alpha \)) of the points of intersection of the line \( r_m \) with the graph of \( f \) can be taken as \( \ell^\pm \). \(\square\)
Proof of Lemma 3.4. We have \( v'(\rho) = -\rho^2 + (\alpha + \beta)\rho - \alpha\beta \). By integration and imposing the condition \( v(1) = 0 \) we deduce
\[
v(\rho) = -\frac{\rho^3}{3} + \frac{\alpha + \beta}{2} \rho^2 - \alpha\beta \rho + \gamma, \quad \gamma := \frac{1}{3} - \frac{\alpha + \beta}{2} + \alpha\beta.
\]
We need to check when \( v(\rho) \geq 0 \) for \( \rho \in [0, 1) \). By (3.9), in the interval \([0, 1]\) the function \( v \) has two minimum points at \( \alpha \) and 1. We need to prove when \( v(\alpha) \geq 0 \). We have
\[
v(\alpha) = \alpha^3 - \frac{\beta}{2} \alpha^2 + \left( \frac{\beta - 1}{2} \right) \alpha - \frac{\beta}{2} + \frac{1}{3} = \frac{1}{6} (\alpha - 1)^2 (\alpha - 3\beta + 2).
\]
At last, under (3.14)-(3.15), the velocity \( v \) is decreasing in \([0, \alpha] \cup (\beta, 1]\) and increasing in \((\alpha, \beta)\). Hence \( v \) has a minimum at \( \alpha \) and \( v(\alpha) < v(\beta) \). Then
\[
\frac{f(\beta) - f(\alpha)}{\beta - \alpha} = \frac{\beta v(\beta) - \alpha v(\alpha)}{\beta - \alpha} > 0.
\]
This proves the lemma. \( \square \)
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