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Key Opinion Leaders (KOLs) are people that have a strong influence and their opinions are listened to by people when making important decisions. Crowdsourcing provides an efficient and cost-effective means to gather data for the KOL finding task. However, data collected through crowdsourcing is affected by the inherent demographic biases of crowd workers. To avoid such demographic biases, we need to measure how biased each crowd worker is. In this paper, we propose a simple yet effective approach based on demographic information of candidate KOLs and their counterfactual value. We argue that it is effectiveness because of the extra information that we can consider together with labeled data to curate a less biased dataset.
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1 INTRODUCTION

Key Opinion Leaders (KOLs) are people that have such a strong social and professional status that their recommendations and opinions are listened to when making important decisions. For instance, in the field of medical and health informatics, KOLs are the people who can influence public opinion and lead the medical community through their research papers, clinical practices, and early acceptance of new technologies. Traditionally, consulting companies provide services for identifying KOLs by conducting user surveys. The problems of these solutions are that they use only a limited number of information resources and focus on a small number of involved clients. Therefore, they are not very effective in the real scenarios as well as sensitive domains. Existing studies [9, 13] address these problems using Machine Learning (ML) approaches that are scalable and are able to deal with a large number of candidate KOLs. However, ML approaches require large amount of labeled training data. The datasets are hand-labeled by people who are domain experts and usually very hard to gather: finding KOLs is a time-consuming and typically difficult process even for domain experts. Consequently, training models based on such datasets makes them highly dependent and limited to expert labels. By allowing to reach to large number of online crowds, crowdsourcing has recently become one of the most promising approaches in collecting data for training ML models for different tasks such as political ideology detection, detecting biased statements, and finding social influencer [1, 3, 4, 7, 11]. However, in many tasks, like KOL mapping, the annotation data are usually affected by the biases of the crowd workers.

In this paper, we consider a crowdsourcing task where the crowd workers are asked to name as many as KOLs as possible in a specific domain. We propose an approach to measure how biased a crowd worker is, through which we can mitigate worker biases and clean the collected data from biased crowd workers.

2 RELATED WORK

Recent works have explored the mitigating crowd worker biases, for example, Hube et al. [6] focused on the subjective task and tried to understand the influence of worker’s preferences on their performance. To do this, they examine the annotations of crowd workers on different topics to see the effect of worker’s opinions on their annotations. Their findings show that crowd workers with strong opinions produce biased annotations. The proposed approach is promising to mitigate such bias and can improve the quality of the data collected. Chakraborty et al. [2] analyzed the demographics of people who suggest the recommendation of contents to understand the demographic distribution of content
promoters in social networks. This distribution can show whether these people are representative of the social network population or there is a bias to the groups of people. To this end, they collect extensive data from Twitter of trending topics and study the demographic biases of trends. Their analysis indicates that a large part of the demographic information of crowds who promoted the trends is significantly different from the overall Twitter population. In [5], the authors extensively analyzed the effect of crowd worker’s opinions on the quality of the annotated data. They proposed an approach that relies on the labels of the statements and the worker’s personal opinion on each statement’s topic. Using this additional information, they are able to measure how biased a crowd worker is and how they can mitigate the measured bias. Raykar et al., in [12], proposed an approach based on the combination of labels provided by different types of crowd workers, i.e., experts and beginners. Therefore, to acquire the final labels of the task they can evaluate the different labels from both experts and beginners then give an estimate of the actual labels. Few researchers [8, 10] have addressed the problem of crowd workers’ biases by assuming different experts between the crowd workers and based on that they proposed the label aggregation models. These approaches usually improve the collected labels by the majority voting among the workers. However, the idea is suitable when there is no agreement between the workers; in subjective tasks such as KOLs, there may be biases also with complete agreement labels due to the varying ideological backgrounds of workers.

3 PROPOSED APPROACH

We propose an approach for collecting data and measuring crowd worker biases for the task of mapping candidate/potential KOLs as either KOL or non-KOL. Our approach can be used for other similar tasks.

Our approach automates the finding and suggesting of potential candidate KOLs. To achieve this, we will prepare a crawling module that collects information using different APIs and scraping different sources. In this study, we target two different aspects of KOLs related to their professionalism in their topics (i.e., scientific aspect) as well as their socialites’ expertise in organizing events and conferences (i.e., social aspect). In particular, we consider Google Scholar\(^1\), PubMed\(^2\), and ClinicalTrials.gov\(^3\). But our crawling module is not limited only to these sources and it is able to be applied to different information sources on various domains. In the next step, we ask crowd workers to suggest as many candidate KOLs as possible. Here, the KOL is about “influence”, and crowds are the target who are directly addressed. The crawling module provides useful information which helps crowd workers to carefully indicate the candidate KOLs. For example, in the category of scientific information, the number of citations of the potential KOLs can be a good parameter to evaluate the quality of candidate KOLs. To this end, we will present the set of collected features representing a candidate KOL, namely, demographic, scientific, and social information to a crowd worker. The KOL mapping task is to predict the likelihood of a candidate KOL to be a potential KOL on a rating scale based on the collected features. Then, we will ask each crowd worker to label \(k\) out of \(N\) candidate KOLs where \(N\) is the number of all candidate KOLs. In this step, to consider the crowd worker bias, we generate the counterfactual of the features for those \(k\) candidate KOLs.

In this study, what we are considering is a simple yet effective class of counterfactual which can be generated by changing the value of demographic information such as age, sex, and race of candidate KOLs. For example, if we want to deal with gender bias what can we do is generating counterfactual information of candidate KOLs when we change

\(^1\)https://scholar.google.com/
\(^2\)https://pubmed.ncbi.nlm.nih.gov/
\(^3\)https://clinicaltrials.gov/
their sex attributes. As shown in Eq. 1, we compute biases of crowd workers using the mean absolute difference of rating score provided for all $k$ pairs of the main candidate KOL and the counterfactual candidate KOL as follows:

$$\text{WorkerBias} = \frac{1}{k} \sum_{i=1}^{k} |MK_i - CK_i|$$

where the $MK_i$ and $CK_i$ are the rating score for the main and counterfactual candidate KOL, respectively. Future work will concentrate on extend Eq. 1 to a weighted biased crowd workers that consider all feature categories, i.e., demographic, scientific, and social aspects. In this case, crowd workers will assign rating scores for each dimension and we compute the bias score as follows:

$$\text{WorkerBias} = \alpha \left( \frac{1}{k} \sum_{i=1}^{k} |MK_{di} - CK_{di}| \right) + \beta \left( \frac{1}{k} \sum_{i=1}^{k} |MK_{ci} - CK_{ci}| \right) + (1 - \alpha - \beta) \left( \frac{1}{k} \sum_{i=1}^{k} |MK_{si} - CK_{si}| \right)$$

where the $MK_{di}$ and $CK_{di}$ are the rating score related to the demographic aspect, $MK_{ci}$ and $CK_{ci}$ are correspond to the scientific aspect, and $MK_{si}$ and $CK_{si}$ are related to the social aspect.

The final score indicates how biased is a crowd worker; the lower the WorkerBias score, the lower unbiased behavior of crowd worker, and in contrast, the higher values of the WorkerBias score shows a more biased behavior of crowd workers. Therefore, we can use this information of crowd workers bias in conjunction with the crowd worker responses to collect fairer labels and achieve a better dataset. For instance, we can define a threshold based on the biased scores of crowd workers and filter out the labels from those crowd workers whose biased score is beyond the threshold. There may be an issue with generating counterfactual sensitive attributes when a crowd worker relates a previously rated candidate KOL with its counterfactual. This makes a problem to understand is really a crowd worker biased when the crowd worker realized she rated a very similar candidate KOL just before. To address this issue we can consider several solutions: (1) we can play with the order of the candidate KOL information which will be presented to the crowd worker, we should place the candidate information far from each other; (2) we can add noise to some features, for instance, we can change the age of the candidate KOL; (3) we can change the irrelevant and unimportant attributes that those attributes will not have any effects on the crowd worker’s rate, for example, first name, last name, email or phone number, etc.

4 CONCLUSION AND FUTURE WORK

In this position paper, we propose a simple yet effective method to measure the demographic biases of crowd workers using a counterfactual approach. Although introduce this approach on the key opinion leaders finding problem, our proposed method can be applied to any social computing problem, when crowd workers classify data based on the social or demographic information. In our future work, we first plan to evaluate this approach using an empirical study by comparing the dataset obtained using our approach and other reported results. Next, we want to extend this approach with a polynomial regression approach when we can consider different weights for each attribute. Finally, we plan to explore how the existing methods fare against different fairness metrics.
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