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Abstract: The field of Agriculture plays a major role in the Indian economy. This sector helps to meet the basic needs of human and their civilization. Hence agriculture would be the enterprise in the globe. Considering the parameters of the agriculture, selection of crops plays a very vital role in farming. The proposed model for Crop selection and it’s yield prediction mainly focuses on the season and location to display the desired crop for cultivation. This requirement is implemented with Machine Learning algorithms like Decision tree for classification and Linear regression for yield prediction to maximize the crop yield. This model helps the farmers to know about the correct crop to be cultivated in a particular location. And also gives an approximate percentage of yield based on the data available in the dataset. Thus selecting crop for cultivation becomes a easier task for farmers because selection of correct crop for their location is precisely implemented using this project.
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I. INTRODUCTION

Around 2/3rd of the Indian population is engaged in agriculture activities. Hence agriculture plays an important role in the economic development of India. In recent times, modern people don’t have the complete awareness about the cultivation of the crops in a right season and at a right location. Due to which modern farmers lack the knowledge of proper selection of crops. Selecting a wrong crop for cultivation may lead to loss in achieving high yield rate and also simultaneously leads to shortage of food. These difficulties implies the need of smart farming which can be achieved with various machine learning algorithm.

The model uses machine learning algorithms to make predictions of the desired crop and it’s approximate yield production and Python as the programming language that lets you work quickly and integrate systems more efficiently. Python is bein advantageous for comparing the patterns. Environmental Factors

C. Crop Selection Method Based Various Environmental Factors Using Machine Learning

[3]This system suggest the method that provide details regarding the maximum yield of the crop by considering the affecting parameters. This system is implemented through two phases namely crop selecting method and crop sequencing method. Crop selection uses classification algorithm and Crop sequencing algorithm for sequencing of crop.

D. Prediction Of Crop Yield Using Machine Learning

[4]This system focuses on checking the soil quality for predicting the crop for cultivation according to the soil type to maximize the yield and also recommending the appropriate fertilizer. This project uses both supervised and unsupervised algorithms such as Kohonen’s SOM and BPM. BPM is used for testing the data set and the other algorithm is being used for checking the effectiveness of the prediction.

II. RELATED WORKS

A. Crop Prediction System Using Machine Learning

[1]This is an android based application that prove to be beneficial to agriculture which will increase crop productivity resulting in better yields to the farmer. The system aims at smart agriculture by monitoring the agriculture field which will increase the productivity. In this proposed system data analytics is being used for processing the datasets to draw conclusion to the information collected and Multiple linear regression is being used for prediction analysis.

B. Smart Farming Prediction Using Machine Learning

[2]This system aims at smart farming which is practical, cheap and easy to develop the task that results in higher productivity of the crop to the farmers. In this system, classification is implemented with Random Forest Algorithm, Bayesian Network for statistical analysis and Artificial Neural Network for comparing the patterns. This proposed smart system provides real time suggestion and also make long term forecasts based on the user choices.

Revised Manuscript Received on March 09, 2020.
Aksheya Suresh, B.Tech., M.E., Assistant Professor in Rajalakshmi Engineering College.
K. Monisha, Student, Rajalakshmi Engineering College, Computer Science and Engineering, Chennai, India Email: monishaamalu@gmail.com
R. Pavithra, Student, Rajalakshmi Engineering College, Computer Science and Engineering, Chennai, India Email: madhumas778@gmail.com
Marish Hariswamy, B. Student, Rajalakshmi Engineering College, Computer Science and Engineering, Chennai, India Email: marishhariswamy@gmail.com

Published By: Blue Eyes Intelligence Engineering & Sciences Publication
DOI:10.35940/ijrte.F9191.038620

Retrieval Number: F9191038620/2020©BEIESP
ISSN: 2277-3878, Volume-8 Issue-6, March 2020
E. A Survey On Crop Prediction Using Machine Approach

[5] This system uses various techniques to compare which provide the best result. They use ANN, fuzzy network and also some of the Data mining techniques but finally ANN produces the best result to their project. This paper describes more about the technique and its usage rather than the implementation.

III. PROPOSED SYSTEM

The proposed system determines the suitable crop to be cultivated and its appropriate yield production. The system gets the input such as state name, district name, season for classifying the crop and inputs such as year and available yield area for predicting the crop production. This system analyzes the crop yield production based on available data in the dataset. In order to classify the crops based on location and season we use Decision tree algorithm and for crop yield production we use Linear regression method. The suitable crop to be cultivated is obtained from decision tree classifiers such as state name, district name, season and fed as an input to the linear regression algorithm to find the yield of that selected crop. This proposed system reduces the need for costlier hardwares and the time to acquire the knowledge about suitable crops. Figure 1 overall shows the architecture of the proposed model.

![Figure 1: Architecture](image)

IV. IMPLEMENTATION

A. Overview of Dataset

To start with any machine learning technique, it is first necessary to bring all the data together. The preliminary data collection is carried out for the states in India. Each area in this collection is identified by the respective state name and district name. The data are taken in six input variables. The variables are state name, district name, crop_year, season, crop, area, production. Table 1 shows the first five records of the dataset.

| State_Name                  | District_Name | Crop_Year | Season  | Crop_Year | Area | Pin       |
|---------------------------|---------------|-----------|---------|-----------|------|-----------|
| Andaman and Nicobar Islands | Nicobar Islands | 2010      | Khair   | Aracanut  | 1254.0 |           |
| Andaman and Nicobar Islands | Nicobar Islands | 2010      | Khair   | Other Khair pulsesu | 2.0 |           |
| Andaman and Nicobar Islands | Nicobar Islands | 2010      | Khair   | Rice      | 102.0 |           |
| Andaman and Nicobar Islands | Nicobar Islands | 2010      | White   | Banana    | 176.0 |           |
| Andaman and Nicobar Islands | Nicobar Islands | 2010      | White   | Cashewanut | 721.0 |           |

B. Preprocessing

Machine learning algorithm does not work well with processing raw data. Therefore before the data fed into the system it has to be processed. Preprocessing converts raw data into clean data. In preprocessing the dataset is imported into the model and preprocessed using preprocessing algorithms.

Import of dataset: The dataset obtained from the authorized organization is given as an input to the model. The dataset contains raw data which has to be processed before the implementation of the model.

Deleting rows: The one way of handling missing values is deleting the rows with null values. This method is a quick solution and it is typically preferred in cases where the percentage of missing values is relatively low.

Label encoding: Label encoding converts word labels into numbers to let algorithms work on them. This is an important pre-processing step for the structured dataset in supervised learning. This ensures that the data in the dataset are in the specified format for usage in the algorithm.

C. Split the data for Training and testing

We need to split the dataset into the training and testing dataset before training the model for prediction. Initially we have to separate the target variable from the attributes in the dataset.

```python
features = data.iloc[:,:3].columns
target = 'Crop'
X = data[features]
y = data[target]
```

Above are the lines from the code that separates the dataset. The variable X contains the features considered for prediction while the variable Y contains the target variable of the dataset. Then split the dataset for training and testing purpose.

```python
X_train, y_train, X_test, y_test = train_test_split(X, Y, test_size = 0.3, random_state = 100)
```

Above code split the dataset for training and testing. Since we are splitting the dataset in a ratio of 70:30 between training and testing so we are pass test_size parameter’s value as 0.3. The function random_state variable is a pseudo-random number generator state used for random sampling.

D. Make predictions

In our proposed model we have two predictions made.

1. Prediction of crop

The prediction of suitable crop is dependent on various factors such as location, season, year and past crop production in order to predict the crop accurately. These factors are given as input to the model and state name, district name and season are passed as the classifiers. Based on the classification made by the algorithm it provides a suitable crop to be cultivated.

2. Prediction of yield

The output from the previous phase is given as an input along with the area available for cultivation to the model. The model predicts the
approximate crop production by linear regression algorithm. Figure 2 shows the flow of the work of the proposed system.

![Diagram](image)

**Figure 2 : Make Predictions**

V. CONCLUSION

Crop selection and it’s yield prediction is still remaining as a challenging issue for farmers. The aim of this research is to propose and implement a model that helps the user in a wider way and cost efficiently use the system. This model classifies the crops that can be cultivated based on the location and season that the user gives and predict the crop yield production from the collection of past data. This has been achieved by using machine learning techniques such as decision tree and linear regression algorithms on dataset.

VI. RESULTS AND DISCUSSION

The proposed idea is successfully developed with the machine learning algorithms. The model gives an accuracy of 88.7% when tested. This model can be tested with different dataset for improved accuracy. This model can be enhanced by using it with mobile application. With the scope of mobile application it can be more flexible to use for the farmers. Since agriculture determines the life of people, innovation in this field is mandatory . Therefore this proposed model provides a wider use. This project has a vast scope in future.
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