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Abstract

In this paper we look at a class of random optimization problems that arise in the forms typically known as Hopfield models. We view two scenarios which we term as the positive Hopfield form and the negative Hopfield form. For both of these scenarios we define the binary optimization problems that essentially emulate what would typically be known as the ground state energy of these models. We then present a simple mechanism that can be used to create a set of theoretical rigorous bounds for these energies. In addition to purely theoretical bounds, we also present a couple of fast optimization algorithms that can also be used to provide solid (albeit a bit weaker) algorithmic bounds for the ground state energies.

Index Terms: Hopfield models; ground-state energy.

1 Introduction

We start by looking at what is typically known in mathematical physics as the Hopfield model. The model was popularized in [8] (or if viewed in a different context one could say in [7,11]). It essentially looks at what is called Hamiltonian of the following type

\[ \mathcal{H}(H, \mathbf{x}) = \sum_{i \neq j} A_{ij} \mathbf{x}_i \mathbf{x}_j, \]  

where

\[ A_{ij}(H) = \sum_{l=1}^{m} H_{il} H_{lj}, \]  

are the so-called quenched interactions and \( H \) is an \( m \times n \) matrix that can be also viewed as the matrix of the so-called stored patterns (we will typically consider scenario where \( m \) and \( n \) are large and \( \frac{m}{n} = \alpha \) where \( \alpha \) is a constant independent of \( n \); however, many of our results will hold even for fixed \( m \) and \( n \). Each pattern is essentially a row of matrix \( H \) while vector \( \mathbf{x} \) is a vector from \( \mathbb{R}^n \) that emulates neuron states. Typically, one assumes that the patterns are binary and that each neuron can have two states (spins) and hence the elements of matrix \( H \) as well as elements of vector \( \mathbf{x} \) are typically assumed to be from set \( \{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \} \). In physics literature one usually follows convention and introduces a minus sign in front of the Hamiltonian given in (1). Since our main concern is not really the physical interpretation of the given Hamiltonian but rather mathematical properties of such forms we will avoid the minus sign and keep the form as in (1).
To characterize the behavior of physical interpretations that can be described through the above Hamiltonian one then looks at the partition function

\[ Z(\beta, H) = \sum_{x \in \{-\sqrt{n}, \sqrt{n}\}} e^{\beta \mathcal{H}(H, x)}, \]  

(3)

where \( \beta > 0 \) is what is typically called the inverse temperature. Depending of what is the interest of studying one can then also look at a more appropriate scaled log version of \( Z(\beta, H) \) (typically called the free energy)

\[ f_p(n, \beta, H) = \frac{\log \left( \sum_{x \in \{-\sqrt{n}, \sqrt{n}\}} e^{\beta \mathcal{H}(H, x)} \right)}{\beta n}. \]  

(4)

Studying behavior of the partition function or the free energy of the Hopfield model of course has a long history. Since we will not focus on the entire function in this paper we just briefly mention that a long line of results can be found in e.g. excellent references [1, 2, 12, 13, 16]. In this paper though we will focus on studying optimization/algorithmic aspects of \( \frac{\log (Z(\beta, H))}{\beta n} \). More specifically, we will look at a particular regime \( \beta, n \to \infty \) (which is typically called a zero-temperature thermodynamic limit regime or as we will occasionally call it the ground state regime). In such a regime one has

\[ \lim_{\beta, n \to \infty} f_p(n, \beta, H) = \lim_{n \to \infty} \frac{\max_{x \in \{-\sqrt{n}, \sqrt{n}\}} \mathcal{H}(H, x)}{n} = \lim_{n \to \infty} \frac{\max_{x \in \{-\sqrt{n}, \sqrt{n}\}} \|Hx\|_2^2}{n}, \]  

(5)

which essentially renders the following form (often called the ground state energy)

\[ \lim_{\beta, n \to \infty} f_p(n, \beta, H) = \lim_{n \to \infty} \frac{\max_{x \in \{-\sqrt{n}, \sqrt{n}\}} \|Hx\|_2^2}{n}, \]  

(6)

which will be one of the main subjects that we will study in this paper. We will refer to the optimization part of (6) as the positive Hopfield form.

In addition to this form we will also study its a negative counterpart. Namely, instead of the partition function given in (3) one can look at a corresponding partition function of a negative Hamiltonian from (1) (alternatively, one can say that instead of looking at the partition function defined for positive temperatures/inverse temperatures one can also look at the corresponding partition function defined for negative temperatures/inverse temperatures). In that case (3) becomes

\[ Z(\beta, H) = \sum_{x \in \{-\sqrt{n}, \sqrt{n}\}} e^{-\beta \mathcal{H}(H, x)}, \]  

(7)

and if one then looks at its an analogue to (5) one then obtains

\[ \lim_{\beta, n \to \infty} f_n(n, \beta, H) = \lim_{n \to \infty} \frac{\min_{x \in \{-\sqrt{n}, \sqrt{n}\}} \|Hx\|_2^2}{n}. \]  

(8)

This then ultimately renders the following form which is in a way a negative counterpart to (6)

\[ \lim_{\beta, n \to \infty} f_n(n, \beta, H) = \lim_{n \to \infty} \frac{\min_{x \in \{-\sqrt{n}, \sqrt{n}\}} \|Hx\|_2^2}{n}. \]  

(9)
We will then correspondingly refer to the optimization part of (9) as the negative Hopfield form.

In the following sections we will present a collection of results that relate to behavior of the forms given in (6) and (9) when they are viewed in a statistical scenario. The results that we will present will essentially correspond to what is called the ground state energies of these models. As it will turn out, in the statistical scenario that we will consider, (6) and (9) will be almost completely characterized by their corresponding average values

\[
\lim_{\beta,n \to \infty} E_{f_p}(n, \beta, H) = \lim_{n \to \infty} \frac{E_{\max} x \in \{-1, 1\}^n \|Hx\|_2^2}{n} \quad \text{(10)}
\]

and

\[
\lim_{\beta,n \to \infty} E_{f_n}(n, \beta, H) = \lim_{n \to \infty} \frac{E_{\min} x \in \{-1, 1\}^n \|Hx\|_2^2}{n} \quad \text{(11)}
\]

Before proceeding further with our presentation we will be a little bit more specific about the organization of the paper. In Section 2 we will present a few results that relate to behavior of the positive Hopfield form in a statistical scenario. We will then in Section 3 present the corresponding results for the negative Hopfield form. In section 4 we will present several algorithmic results that will in a way complement our findings from Sections 2 and 3. Finally, in Section 5 we will give a few concluding remarks.

2 Positive Hopfield form

In this section we will look at the following optimization problem (which clearly is the key component in estimating the ground state energy in the thermodynamic limit)

\[
\max_{x \in \{-1, 1\}^n} \|Hx\|_2^2.
\]

(12)

For a deterministic (given fixed) $H$ this problem is of course known to be NP-hard (it essentially falls under the class of binary quadratic optimization problems). Instead of looking at the problem in (12) in a deterministic way i.e. in a way that assumes that matrix $H$ is deterministic, we will look at it in a statistical scenario (this is of course a typical scenario in statistical physics). Within a framework of statistical physics and neural networks the problem in (12) is studied assuming that the stored patterns (essentially rows of matrix $H$) are comprised of Bernoulli $\{-1, 1\}$ i.i.d. random variables see, e.g. \[12, 13, 16\]. While our results will turn out to hold in such a scenario as well we will present them in a different scenario: namely, we will assume that the elements of matrix $H$ are i.i.d. standard normals. We will then call form (12) with Gaussian $H$, the Gaussian positive Hopfield form. On the other hand, we will call form (12) with Bernoulli $H$, the Bernoulli positive Hopfield form. In the remainder of this section we will look at possible ways to estimate the optimal value of the optimization problem in (12). In the first part below we will introduce a strategy that can be used to obtain an upper bound on the optimal value and in the second part we will then create a corresponding lower-bounding strategy.

2.1 Upper-bounding ground state energy of the positive Hopfield form

As we just mentioned above, in this section we will look at problem from (12). In fact, to be a bit more precise, in order to make the exposition as simple as possible, we will look at its a slightly changed version given below

\[
\xi_p = \max_{x \in \{-1, 1\}^n} \|Hx\|_2.
\]

(13)
As mentioned above, we will assume that the elements of $H$ are i.i.d. standard normal random variables. Before proceeding further with the analysis of (13) we will recall on several well known results that relate to Gaussian random variables and the processes they create.

We start by first recalling the following results from [5] that relate to statistical properties of such Gaussian processes.

**Theorem 1.** ([5]) Let $X_{ij}$ and $Y_{ij}$, $1 \leq i \leq n, 1 \leq j \leq m$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_{ij}^2) = E(Y_{ij}^2)$
2. $E(X_{ij} X_{ik}) \geq E(Y_{ij} Y_{ik})$
3. $E(X_{ij} X_{lk}) \leq E(Y_{ij} Y_{lk}), i \neq l$.

Then

$$P(\bigcap_i \bigcup_j (X_{ij} \geq \lambda_{ij})) \leq P(\bigcap_i \bigcup_j (Y_{ij} \geq \lambda_{ij})).$$

The following, more simpler, version of the above theorem relates to the expected values.

**Theorem 2.** ([5]) Let $X_{ij}$ and $Y_{ij}$, $1 \leq i \leq n, 1 \leq j \leq m$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_{ij}^2) = E(Y_{ij}^2)$
2. $E(X_{ij} X_{ik}) \geq E(Y_{ij} Y_{ik})$
3. $E(X_{ij} X_{lk}) \leq E(Y_{ij} Y_{lk}), i \neq l$.

Then

$$E(\min_i \max_j (X_{ij})) \leq E(\min_i \max_j (Y_{ij})).$$

When $m = 1$ both of the above theorems simplify to what is called Slepian’s lemma (see, e.g. [15]). In fact, to be completely chronologically exact, the two above theorems actually extended the Slepian’s lemma which, for the completeness, we include below in the form of two theorems that are effective analogues to Theorems 1 and 2.

**Theorem 3.** ([5, 15]) Let $X_i$ and $Y_i$, $1 \leq i \leq n$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_i^2) = E(Y_i^2)$
2. $E(X_i X_l) \leq E(Y_i Y_l), i \neq l$.

Then

$$P(\bigcap_i (X_i \geq \lambda_i)) \leq P(\bigcap_i (Y_i \geq \lambda_i)) \iff P(\bigcup_i (X_i \geq \lambda_i)) \leq P(\bigcup_i (Y_i \geq \lambda_i)).$$

The following, more simpler, version of the above theorem relates to the expected values.

**Theorem 4.** ([5, 15]) Let $X_i$ and $Y_i$, $1 \leq i \leq n$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_i^2) = E(Y_i^2)$
2. \( E(X_iX_l) \leq E(Y_iY_l) \), \( i \neq l \).

Then

\[
E(\min_i(X_i)) \leq E(\min_l(Y_l)) \iff E(\max_i(X_i)) \geq E(\max_l(Y_l)).
\]

Now, to create an upper-bounding strategy for the positive Hopfield form we will rely on Theorems 3 and Theorem 4. We start by reformulating the problem in (13) in the following way

\[
\xi_p = \max_{x \in \{-\frac{1}{\sqrt{n}} \cdots \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2 = 1} y^T H x.
\] (14)

We will first focus on the expected value of \( \xi_p \) and then on its more general probabilistic properties. The following is then a direct application of Theorem 4.

**Lemma 1.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( g \) and \( h \) be \( m \times 1 \) and \( n \times 1 \) vectors, respectively, with i.i.d. standard normal components. Also, let \( g \) be a standard normal random variable. Then

\[
E(\max_{x \in \{-\frac{1}{\sqrt{n}} \cdots \frac{1}{\sqrt{n}}\}^n,\|y\|_2 = 1} (y^T H x + \|x\|_2 g)) \leq E(\max_{x \in \{-\frac{1}{\sqrt{n}} \cdots \frac{1}{\sqrt{n}}\}^n,\|y\|_2 = 1} (\|x\|_2 g^T y + h^T x)).
\] (15)

**Proof.** As mentioned above, the proof is a standard/direct application of Theorem 4. We will sketch it for completeness. Namely, one starts by defining processes \( X_i \) and \( Y_i \) in the following way

\[
Y_i = (y^{(i)})^T H x^{(i)} + \|x^{(i)}\|_2 g \quad X_i = \|x^{(i)}\|_2 g^T y^{(i)} + h^T x^{(i)}.
\] (16)

Then clearly

\[
EY_i^2 = EX_i^2 = 2\|x^{(i)}\|_2^2 = 2.
\] (17)

One then further has

\[
EY_i Y_l = (y^{(i)})^T y^{(l)} (x^{(l)})^T x^{(i)} + \|x^{(i)}\|_2 \|x^{(l)}\|_2
\]

\[
EX_i X_l = (y^{(i)})^T y^{(l)} \|x^{(l)}\|_2 \|x^{(l)}\|_2 + (x^{(l)})^T x^{(i)}.
\] (18)

And after a small algebraic transformation

\[
EY_i Y_l - EX_i X_l = \|x^{(i)}\|_2 \|x^{(l)}\|_2 (1 - (y^{(i)})^T y^{(l)}) - (x^{(l)})^T x^{(i)} (1 - y^{(i)})^T y^{(l)})
\]

\[
= (\|x^{(l)}\|_2 \|x^{(l)}\|_2 - (x^{(l)})^T x^{(i)} ) (1 - y^{(i)})^T y^{(l)})
\]

\[
\geq 0.
\] (19)

Combining (17) and (19) and using results of Theorem 4 one then easily obtains (15). \( \square \)

Using results of Lemma 1, we then have

\[
E(\max_{x \in \{-\frac{1}{\sqrt{n}} \cdots \frac{1}{\sqrt{n}}\}^n} \|H x\|_2) = E(\max_{x \in \{-\frac{1}{\sqrt{n}} \cdots \frac{1}{\sqrt{n}}\}^n,\|y\|_2 = 1} (y^T H x + \|x\|_2 g))
\]

\[
\leq E(\max_{x \in \{-\frac{1}{\sqrt{n}} \cdots \frac{1}{\sqrt{n}}\}^n,\|y\|_2 = 1} (\|x\|_2 g^T y + h^T x)) = E\|x\|_2 \|g\|_2 + E \sum_{i=1}^n |h_i| \leq \sqrt{m} + \sqrt{\frac{2}{\pi}} \sqrt{n}.
\] (20)
Connecting beginning and end of (20) we finally have an upper bound on \( E\xi_p \) from \( \text{(13)} \), i.e.

\[
E\xi_p = E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2) \leq \sqrt{m} + \sqrt{\frac{2}{\pi}} \sqrt{n} = \sqrt{n}(\sqrt{\alpha} + \sqrt{\frac{2}{\pi}}),
\]

or in a scaled (possibly) more convenient form

\[
\frac{E\xi_p}{\sqrt{n}} = \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2)}{\sqrt{n}} \leq \sqrt{\alpha} + \sqrt{\frac{2}{\pi}}.
\]

We now turn to deriving a more general probabilistic result related to \( \xi_p \). Before doing so we do mention that since the ground state energies will concentrate in thermodynamic limit (more on a much more general approach in this direction can be found in e.g. [4]), their expected values considered above are typically the hardest thing to study. In that regard the probabilistic results that we will present below may not be viewed as important. However, although here for the easiness of the exposition we often assume a large \( n \) scenario many of the concepts that we present work just fine even for finite \( n \). One should then keep in mind that the strategy we present below has an importance attached to it that goes beyond a likelihood type generalization of the above studied means.

Now, we will present this more general probabilistic estimate of the ground state energy through the following lemma.

**Lemma 2.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( g \) and \( h \) be \( m \times 1 \) and \( n \times 1 \) vectors, respectively, with i.i.d. standard normal components. Also, let \( g \) be a standard normal random variable and let \( \xi \) be a function of \( x \). Then

\[
P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|y^THx + \|x\|_2^2g - \xi_x\| \geq 0) \leq P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} (\|x\|_2^2g^Ty + h^Tx - \xi_x) \geq 0).\]

(23)

**Proof:** The proof is basically same as the proof of Lemma[1]. The only difference is that instead of Theorem[3] it relies on Theorem[4].

Let \( \xi_x = -\epsilon_5^{(g)} \sqrt{n}\|x\|_2 + \epsilon_6^{(u)} \) with \( \epsilon_5^{(g)} > 0 \) being an arbitrarily small constant independent of \( n \). We will first look at the right-hand side of the inequality in (23). The following is then the probability of interest

\[
P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} (\|x\|_2^2g^Ty + h^Tx + \epsilon_5^{(g)} \sqrt{n}\|x\|_2) \geq \epsilon_6^{(u)}).
\]

(24)

After solving the maximization over \( x \) and \( y \) one obtains

\[
P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} (\|x\|_2^2g^Ty + h^Tx + \epsilon_5^{(g)} \sqrt{n}\|x\|_2) \geq \epsilon_6^{(u)}) = P(\|g\|_2 + \sum_{i=1}^n |h_i|/\sqrt{n} + \epsilon_5^{(g)} \sqrt{n} \geq \epsilon_6^{(u)}).
\]

(25)

Since \( g \) is a vector of \( m \) i.i.d. standard normal variables it is rather trivial that \( P(\|g\|_2 < (1 + \epsilon_1^{(m)})\sqrt{m}) \geq 1 - e^{-\epsilon_2^{(m)}m} \) where \( \epsilon_1^{(m)} > 0 \) is an arbitrarily small constant and \( \epsilon_2^{(m)} \) is a constant dependent on \( \epsilon_1^{(m)} \) but independent of \( n \). Along the same lines, since \( h \) is a vector of \( n \) i.i.d. standard normal variables it is rather trivial that \( P(|h| < (1 + \epsilon_1^{(n)})n) \geq 1 - e^{-\epsilon_2^{(n)}n} \) where \( \epsilon_1^{(n)} > 0 \) is an arbitrarily small constant and \( \epsilon_2^{(n)} \) is a
constant dependent on $\epsilon_1^{(n)}$ but independent of $n$. Then from (26) one obtains

$$P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (\|x\|_2 g^T y + h^T x + \epsilon_5^{(g)} \sqrt{n}\|x\|_2) \geq \xi_p^{(u)}\right)$$

$$\leq (1 - e^{-\epsilon_2^{(n)} m})(1 - e^{-\epsilon_2^{(n)} n}) P\left((1 + \epsilon_1^{(m)}) \sqrt{m} + (1 + \epsilon_1^{(n)}) \sqrt{n} \sqrt{\frac{2}{\pi}} + \epsilon_5^{(g)} \sqrt{n} \geq \xi_p^{(u)}\right) + e^{-\epsilon_2^{(m)} m} + e^{-\epsilon_2^{(n)} n}. \quad (26)$$

If

$$\begin{align*}
(1 + \epsilon_1^{(m)}) \sqrt{m} + (1 + \epsilon_1^{(n)}) \sqrt{n} \sqrt{\frac{2}{\pi}} + \epsilon_5^{(g)} \sqrt{n} &< \xi_p^{(u)} \\
\iff (1 + \epsilon_1^{(m)}) \sqrt{\alpha} + (1 + \epsilon_1^{(n)}) \sqrt{\frac{2}{\pi}} + \epsilon_5^{(g)} &< \frac{\xi_p^{(u)}}{\sqrt{n}}
\end{align*} \quad (27)$$

one then has from (26)

$$\lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (\|x\|_2 g^T y + h^T x + \epsilon_5^{(g)} \sqrt{n}\|x\|_2) \geq \xi_p^{(u)}\right) \leq 0. \quad (28)$$

We will now look at the left-hand side of the inequality in (23). The following is then the probability of interest

$$P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (y^T Hx + \|x\|_2 g + \epsilon_5^{(g)} \sqrt{n}\|x\|_2 - \xi_p^{(u)}) \geq 0\right). \quad (29)$$

Since $P(g \geq -\epsilon_6^{(g)} \sqrt{n}) \geq 1 - e^{-\epsilon_6^{(g)} n}$ (where $\epsilon_6^{(g)}$ is, as all other $\epsilon$’s in this paper are, independent of $n$) from (29) we have

$$\begin{align*}
P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (y^T Hx + \|x\|_2 g + \epsilon_5^{(g)} \sqrt{n}\|x\|_2 - \xi_p^{(u)}) \geq 0\right) &\geq (1 - e^{-\epsilon_6^{(g)} n}) P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (y^T Hx - \xi_p^{(u)}) \geq 0\right) \quad (30)
\end{align*}$$

When $n$ is large from (30) we then have

$$\lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (y^T Hx + \|x\|_2 g + \epsilon_5^{(g)} \sqrt{n}\|x\|_2 - \xi_p^{(u)}) \geq 0\right) \geq \lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (y^T Hx - \xi_p^{(u)}) \geq 0\right)$$

$$= \lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (y^T Hx) \geq \xi_p^{(u)}\right) = \lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} (\|Hx\|_2) \geq \xi_p^{(u)}\right). \quad (31)$$

Assuming that (27) holds, then a combination of (23), (28), and (31) gives

$$\lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} (\|Hx\|_2) \geq \xi_p^{(u)}\right) \leq \lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n \|y\|_2 = 1} (\|x\|_2 g^T y + h^T x + \epsilon_5^{(g)} \sqrt{n}\|x\|_2) \geq \xi_p^{(u)}\right) \leq 0. \quad (32)$$

We summarize our results from this subsection in the following lemma.

**Lemma 3.** Let $H$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $n$ be large and let $m = \alpha n$, where $\alpha > 0$ is a constant independent of $n$. Let $\xi_p$ be as in (13). Let all $\epsilon$’s be arbitrarily small
constants independent of \( n \) and let \( \xi_p^{(u)} \) be a scalar such that

\[
(1 + \epsilon_1^{(m)})\sqrt{\alpha} + (1 + \epsilon_1^{(n)})\sqrt{\frac{2}{\pi}} + \epsilon_5^{(g)} < \frac{\xi_p^{(u)}}{\sqrt{n}}.
\]

Then

\[
\lim_{n \to \infty} \mathbb{P}( \max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2 \leq \xi_p^{(u)}) \geq 1
\]

\[
\iff \lim_{n \to \infty} \mathbb{P}(\xi_p \leq \xi_p^{(u)}) \geq 1
\]

\[
\iff \lim_{n \to \infty} \mathbb{P}(\xi_p^2 \leq (\xi_p^{(u)})^2) \geq 1,
\]

and

\[
\frac{E\xi_p}{\sqrt{n}} = \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2)}{\sqrt{n}} \leq \sqrt{\alpha} + \sqrt{\frac{2}{\pi}}.
\]

Proof. The proof follows from the above discussion, (22), and (32).

2.2 Lower-bounding ground state energy of the positive Hopfield form

In this subsection we will create the corresponding lower-bound results. To create a lower-bounding strategy for the positive Hopfield form we will again (as in previous subsection) rely on Theorems 3 and 4. We start by recalling that the problem of interest is the one in (14) and we rewrite it in the following way

\[
\xi_p = \max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2 = 1} y^T Hx.
\]

As in the previous subsection, we will first focus on the expected value of \( \xi_p \) and then on its more general probabilistic properties. The following is then a direct application of Theorem 4.

Lemma 4. Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( H^{(1)} \) and \( H^{(2)} \) be \( m \times m \) and \( n \times n \) matrices, respectively, with i.i.d. standard normal components. Then

\[
E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2) \geq E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, \|y\|_2 = 1} \frac{1}{\sqrt{2}}y^T H^{(1)} y + \frac{1}{\sqrt{2}}x^T H^{(2)} x).
\]

Proof. As was the case with the corresponding proof in the previous subsection, the proof is a direct application of Theorem 4. Namely, one starts by defining processes \( X_i \) and \( Y_i \) in the following way

\[
Y_i = (y^{(i)})^T Hx^{(i)} \quad X_i = \frac{1}{\sqrt{2}}(y^{(i)})^T H^{(1)} y^{(i)} + \frac{1}{\sqrt{2}}(x^{(i)})^T H^{(2)} x^{(i)}.
\]

Then clearly

\[
EY_i^2 = EX_i^2 = \|x^{(i)}\|_2^2 = 1.
\]

One then further has

\[
EY_i Y_i = (y^{(i)})^T y^{(i)} (x^{(i)})^T x^{(i)}
\]

\[
EX_i X_i = \frac{1}{2}((y^{(i)})^T y^{(i)})^2 + \frac{1}{2}((x^{(i)})^T x^{(i)})^2.
\]
And after a small algebraic transformation
\[
EX_iX_i - EY_iY_i = \frac{1}{2}((y^{(i)})^T y^{(l)})^2 + \frac{1}{2}((x^{(l)})^T x^{(i)})^2 - (y^{(i)})^T y^{(l)}(x^{(l)})^T x^{(i)}
\]
\[
= \frac{1}{2}((x^{(l)})^T x^{(i)}) - (y^{(i)})^T y^{(l)})^2
\geq 0.
\] (41)

Combining (39) and (41) and using results of Theorem 4 one then easily obtains (37).

Using results of Lemma 4 we then have
\[
E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|HX\|_2) = E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, \|y\|_2 = 1}(y^T Hx))
\geq E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, \|y\|_2 = 1} \frac{1}{\sqrt{2}}y^T H^{(1)}y + \frac{1}{\sqrt{2}}x^T H^{(2)}x)
\]
\[
= E(\max_{\|y\|_2 = 1} \frac{1}{\sqrt{2}}y^T H^{(1)}y) + E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \frac{1}{\sqrt{2}}x^T H^{(2)}x),
\] (42)

and after scaling
\[
E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|HX\|_2) = \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, \|y\|_2 = 1}(y^T Hx))}{\sqrt{n}}
\geq \frac{E(\max_{\|y\|_2 = 1} (y^T H^{(1)}y))}{\sqrt{2n}} + \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} x^T H^{(2)}x)}{\sqrt{2n}}. (43)
\]

Now, clearly, \(\max_{\|y\|_2 = 1} (y^T H^{(1)}y)\) is the maximum singular value of a Gaussian \(m \times m\) matrix \(H^{(1)}\).

From the theory of large Gaussian random matrices one easily has
\[
\lim_{m \to \infty} \frac{E(\max_{\|y\|_2 = 1} (y^T H^{(1)}y))}{\sqrt{2m}} = 1.
\] (44)

Moreover, using incredible results of [6,10,17] one has
\[
\lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} x^T H^{(2)}x)}{\sqrt{2n}} = \xi_{SK} \approx 0.763,
\] (45)

where \(\xi_{SK}\) is the average ground state energy of the so-called Sherrington-Kirkpatrick (SK) model in the thermodynamic limit. More on the SK model can be found in excellent references [6,10,13,17]. We do mention that the work of [6,10,17] indeed settled the thermodynamic behavior of the SK model. However, the characterization of \(\xi_{SK}\) in [6,10,17] is not explicit and the value we give in (45) is a numerical estimate (it is quite likely though, that the estimate we give is a bit conservative; the true value is probably more around 0.7632). Connecting (43), (44), and (45) one then has the following lower-bounding limiting counterpart to (22)
\[
\lim_{n \to \infty} \frac{E\xi_p}{\sqrt{n}} = \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|HX\|_2)}{\sqrt{n}} \geq \sqrt{\alpha} + \xi_{SK} \approx \sqrt{\alpha} + 0.763.
\] (46)

We now turn to deriving a more general probabilistic result related to \(\xi_p\). We will do so through the
following lemma (essentially a lower-bounding counterpart to Lemma 1).

**Lemma 5.** Let $H$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $H^{(1)}$ and $H^{(2)}$ be $m \times m$ and $n \times n$ matrices, respectively, with i.i.d. standard normal components. Let $\zeta$ be a scalar. Then

$$P\left( \max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n} \left( y^T Ax - \zeta \right) \geq 0 \right) \geq P\left( \max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n} \left( \frac{1}{\sqrt{2}}y^T H^{(1)} y + \frac{1}{\sqrt{2}}x^T H^{(2)} x - \zeta \right) \geq 0 \right).$$

(47)

**Proof.** As in the previous subsection, the proof is basically the same as the proof of Lemma 4. The only difference is that instead of Theorem 4, it relies on Theorem 3.

Let $\zeta = \xi_p^{(l)}$. We will first look at the right-hand side of the inequality in (47). The following is then the probability of interest

$$P\left( \max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n} \left( \frac{1}{\sqrt{2}}y^T H^{(1)} y + \frac{1}{\sqrt{2}}x^T H^{(2)} x - \zeta \right) \geq 0 \right).$$

(48)

From the theory of large Gaussian random matrices we then have

$$\lim_{n \to \infty} P\left( \max_{y \in \left(-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\right)^m} \left( \frac{1}{\sqrt{2}}y^T H^{(1)} y \right) \geq \left( 1 - \epsilon_{n}^{(m)} \right) \sqrt{m} \right) \geq 1.$$  

(49)

where $\epsilon_{n}^{(m)}$ is an arbitrarily small constant independent of $n$. The powerful results of [6, 10, 17] also give

$$\lim_{n \to \infty} P\left( \max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n} \left( \frac{1}{\sqrt{2}}x^T H^{(2)} x \right) \geq \left( 1 - \epsilon_{n}^{(n)} \right) \xi_{SK} \right) \geq 1,$$

(50)

where $\epsilon_{n}^{(n)}$ is an arbitrarily small constant independent of $n$. If one then assumes that

$$\xi_p^{(l)} = (1 - \epsilon_{n}^{(m)}) \sqrt{m} + (1 - \epsilon_{n}^{(n)} \xi_{SK}) \sqrt{n},$$

(51)

then a combination of (48), (49), and (50) gives

$$\lim_{n \to \infty} P\left( \max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n} \left( \frac{1}{\sqrt{2}}y^T H^{(1)} y + \frac{1}{\sqrt{2}}x^T H^{(2)} x - \zeta \right) \geq 0 \right) = \lim_{n \to \infty} P\left( \max_{y \in \left(-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\right)^m} \left( \frac{1}{\sqrt{2}}y^T H^{(1)} y \right) \geq \left( 1 - \epsilon_{n}^{(m)} \right) \sqrt{m} \right) \geq \lim_{n \to \infty} P\left( \max_{y \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n} \left( \frac{1}{\sqrt{2}}x^T H^{(2)} x \right) \geq \left( 1 - \epsilon_{n}^{(n)} \right) \xi_{SK} \sqrt{n} \right) \geq 1.$$  

(52)
Assuming that (51) holds then a further combination of (47) and (52) gives

\[
P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2 \geq \xi_p^{(l)}) = P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} y^T Ax \geq \xi_p^{(l)})
\]

\[
\geq \lim_{n \to \infty} P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|y\|_2 = 1 (\frac{1}{\sqrt{2}} y^T H^{(1)} y + \frac{1}{\sqrt{2}} x^T H^{(2)} x - \xi_p^{(l)} \geq 0) \geq 1. \tag{53}
\]

We summarize our results from this subsection in the following lemma.

**Lemma 6.** Let \(H\) be an \(m \times n\) matrix with i.i.d. standard normal components. Let \(n\) be large and let \(m = \alpha n\), where \(\alpha > 0\) is a constant independent of \(n\). Let \(\xi_p\) be as in (13). Let \(\xi_{SK}\) be the average ground state energy in the thermodynamic limit of the SK model as defined in (45). Further, let all \(\epsilon\)'s be arbitrarily small constants independent of \(n\) and let \(\xi_p^{(l)}\) be a scalar such that

\[
\frac{\xi_p^{(l)}}{\sqrt{n}} = (1 - \epsilon_1^{(ms)})(\sqrt{\alpha} + (1 - \epsilon_1^{(n,sk)}))\xi_{SK}. \tag{54}
\]

Then

\[
\lim_{n \to \infty} P(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2 \geq \xi_p^{(l)}) \geq 1
\]

\[
\Leftrightarrow \lim_{n \to \infty} P(\xi_p \geq \xi_p^{(l)}) \geq 1
\]

\[
\Leftrightarrow \lim_{n \to \infty} P(\xi_p^2 \geq (\xi_p^{(l)})^2) \geq 1, \tag{55}
\]

and

\[
\lim_{n \to \infty} \frac{E\xi_p}{\sqrt{n}} = \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2)}{\sqrt{n}} \geq \sqrt{\alpha} + \xi_{SK} \approx \sqrt{\alpha} + 0.763. \tag{56}
\]

**Proof.** The proof follows from the above discussion, (46), and (53). \(\square\)

A combination of results obtained in Lemmas (3) and (6) then gives

\[
\sqrt{\alpha} + 0.763 \leq \sqrt{\alpha} + \xi_{SK} \leq \lim_{n \to \infty} \frac{E\xi_p}{\sqrt{n}} = \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2)}{\sqrt{n}} \leq \sqrt{\alpha} + \sqrt{\frac{2}{\pi}} \approx \sqrt{\alpha} + 0.798. \tag{57}
\]

Although we don’t go into further analytical considerations as to what happens with the above bounds as \(\alpha\) changes, we do mention that as \(\alpha \to 0\) the upper bound is expected to be close to the true value. On the other hand, as \(\alpha \to \infty\) the lower bound is expected to be close to the true value (for more in this direction see, e.g. [18]). A massive set of numerical experiments that we performed (and that we will report on in a forthcoming paper) seems to indicate that this indeed is a trend. In other words, as \(\alpha\) grows from zero to \(\infty\) the true value of \(\lim_{n \to \infty} \frac{E\xi_p}{\sqrt{n}}\) seems to slowly transition from the most left to the most right quantity given in (57).

### 3 Negative Hopfield form

In this section we will look at the following optimization problem (which again clearly is the key component in estimating the corresponding ground state energy of what we call the negative Hopfield model in the
thermodynamic limit)
\[ \min_{x \in \left\{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right\}^n} \| Hx \|_2^2. \]  
(58)

Similarly to what was the case when we studied the positive form in the previous section, for a deterministic (given fixed) \( H \) the above problem is of course known to be NP-hard. Of course, this is same as was the case for (12) as it again essentially falls under the class of binary quadratic optimization problems. Consequently, we will again adopt a strategy similar to the one that we considered when studied the positive form in the previous section. Namely, instead of looking at the problem in (58) in a deterministic way i.e. in a way that assumes that matrix \( H \) is deterministic, we will look at it in a statistical scenario. Also as in previous section, we will assume that the elements of matrix \( H \) are i.i.d. standard normals. We will then call the form (12) with Gaussian \( H \), the Gaussian negative Hopfield form. On the other hand, we will call the form (58) with Bernoulli \( H \), the Bernoulli negative Hopfield form. In the remainder of this section we will look at possible ways to estimate the optimal value of the optimization problem in (58). In fact we will introduce a strategy similar the one presented in the previous section to create a lower-bound on the optimal value of (58).

### 3.1 Lower-bounding ground state energy of the negative Hopfield form

In this section we will look at problem from (58). In fact, to be a bit more precise, as in the previous section, in order to make the exposition as simple as possible, we will look at its a slight variant given below

\[ \xi_n = \min_{x \in \left\{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right\}^n} \| Hx \|_2^2. \]  
(59)

As mentioned above, we will assume that the elements of \( H \) are i.i.d. standard normal random variables. Now, to create a lower-bounding strategy for the negative Hopfield form we will rely on Theorems 1 and Theorem 2. We start by reformulating the problem in (59) in the following way

\[ \xi_n = \min_{x \in \left\{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right\}^n} \max_{\| y \|_2 = 1} y^T Hx. \]  
(60)

As in the previous section, we will first focus on the expected value of \( \xi_n \) and then on its more general probabilistic properties. The following is then a direct application of Theorem 2.

**Lemma 7.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( g \) and \( h \) be \( m \times 1 \) and \( n \times 1 \) vectors, respectively, with i.i.d. standard normal components. Also, let \( g \) be a standard normal random variable. Then

\[ E \left( \min_{x \in \left\{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right\}^n} \max_{\| y \|_2 = 1} (y^T Hx + \| x \|_2 g) \right) \geq E \left( \min_{x \in \left\{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right\}^n} \max_{\| y \|_2 = 1} (\| x \|_2 g^T y + h^T x) \right). \]  
(61)

**Proof.** As mentioned above, the proof is a standard/direct application of Theorem 2. We will sketch it for completeness. Namely, one starts by defining processes \( X_i \) and \( Y_i \) in the following way

\[ Y_{ij} = (y^{(j)})^T H x^{(i)} + \| x^{(i)} \|_2 g \quad X_{ij} = \| x^{(i)} \|_2 g^T y^{(j)} + h^T x^{(i)}. \]  
(62)

Then clearly

\[ EY_{ij}^2 = EX_{ij}^2 = 2\| x^{(i)} \|_2^2 = 2. \]  
(63)
One then further has
\[ EY_{ij}Y_{ik} = (x^{(i)})^T x^{(i)} (y^{(k)})^T y^{(j)} + \|x^{(i)}\|_2 \|x^{(i)}\|_2 \]
\[ EX_{ij}X_{ik} = \|x^{(i)}\|_2 \|x^{(i)}\|_2 (y^{(k)})^T y^{(j)} + (x^{(i)})^T x^{(i)} \]  \( (64) \)
and clearly
\[ EX_{ij}X_{ik} = EY_{ij}Y_{ik}. \]  \( (65) \)
Moreover,
\[ EY_{ij}Y_{lk} = (y^{(j)})^T y^{(k)} (x^{(i)})^T x^{(l)} + \|x^{(i)}\|_2 \|x^{(l)}\|_2 \]
\[ EX_{ij}X_{lk} = (y^{(j)})^T y^{(k)} \|x^{(i)}\|_2 \|x^{(l)}\|_2 + (x^{(i)})^T x^{(l)}. \]  \( (66) \)
And after a small algebraic transformation
\[ EY_{ij}Y_{lk} - EX_{ij}X_{lk} = \|x^{(i)}\|_2 \|x^{(l)}\|_2 (1 - (y^{(j)})^T y^{(k)}) - (x^{(i)})^T x^{(l)} (1 - (y^{(j)})^T y^{(k)}) \]
\[ = (\|x^{(i)}\|_2 \|x^{(l)}\|_2 - (x^{(i)})^T x^{(l)}) (1 - (y^{(j)})^T y^{(k)}) \]
\[ \geq 0. \]  \( (67) \)
Combining \( (63), (65), \) and \( (67) \) and using results of Theorem \( 2 \) one then easily obtains \( (61) \).

Using results of Lemma \( 7 \) we then have
\[ E(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2) = E(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max \{y^T Hx + \|x\|_2 g\}) \]
\[ \geq E(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max \{\|x\|_2 g^T y + h^T x\}) = E\|\|x\|_2 \|g\|_2 - E \sum_{i=1}^n \|h_i\| \geq \sqrt{n} (\sqrt{\frac{1}{4\sqrt{m}}} - \sqrt{\frac{2\sqrt{n}}{\pi}}) \]
\[ \geq 0. \]  \( (68) \)
Connecting beginning and end of \( (68) \) we finally have a lower bound on \( E\xi_n \) from \( (59) \), i.e.
\[ E\xi_n = E(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2) \geq (\sqrt{\frac{1}{4\sqrt{m}}} - \sqrt{\frac{2\sqrt{n}}{\pi}}) \geq \sqrt{n} (\sqrt{\alpha} - \frac{1}{4\sqrt{m\sqrt{n}}} - \sqrt{\frac{2\sqrt{n}}{\pi}}) \]
\[ \geq 0. \]  \( (69) \)
or in a scaled (possibly) more convenient form
\[ \frac{E\xi_n}{\sqrt{n}} = E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \|Hx\|_2) \]
\[ \geq \sqrt{\alpha} - \frac{1}{4\sqrt{m\sqrt{n}}} - \sqrt{\frac{2\sqrt{n}}{\pi}}. \]  \( (70) \)
Of course, the above result will be useful as long as the most right quantity is positive.

Following what was done in the previous section we will now turn to deriving a more general probabilistic result related to \( \xi_n \) (all the comments related to these type of results that we have made in the previous section apply here as well). We will do so through the following lemma.

**Lemma 8.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( g \) and \( h \) be \( m \times 1 \) and \( n \times 1 \) vectors, respectively, with i.i.d. standard normal components. Also, let \( g \) be a standard normal
random variable and let $\zeta_x$ be a function of $x$. Then

$$P(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2=1} (y^T Ax + \|y\|_2 g - \zeta_x) \geq 0) \geq P(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2=1} (\|y\|_2 g^T y + h^T x - \zeta_x) \geq 0).$$

(71)

**Proof.** The proof is basically same as the proof of Lemma 7. The only difference is that instead of Theorem 2 it relies on Theorem 1.

Let $\zeta_x = \epsilon^{(g)}_5 \sqrt{n}\|x\|_2 + \zeta^{(l)}_n$ with $\epsilon^{(g)}_5 > 0$ being an arbitrarily small constant independent of $n$. We will first look at the right-hand side of the inequality in (71). The following is then the probability of interest

$$P(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2=1} (\|y\|_2 g^T y + h^T x - \epsilon^{(g)}_5 \sqrt{n}\|x\|_2) \geq \zeta^{(l)}_n).$$

After solving the minimization over $x$ and the maximization over $y$ one obtains

$$P(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2=1} (\|y\|_2 g^T y + h^T x - \epsilon^{(g)}_5 \sqrt{n}\|x\|_2) \geq \zeta^{(l)}_n) = P(\|g\|_2 - \sum_{i=1}^{n} |h_i|/\sqrt{n} - \epsilon^{(g)}_5 \sqrt{n} \geq \zeta^{(l)}_n).$$

(73)

We recall that as earlier, since $g$ is a vector of $m$ i.i.d. standard normal variables it is rather trivial that $P(\|g\|_2 > (1 - \epsilon^{(m)}_1)\sqrt{m}) \geq 1 - e^{-\epsilon^{(m)}_2 m}$ where $\epsilon^{(m)}_1 > 0$ is an arbitrarily small constant and $\epsilon^{(m)}_2$ is a constant dependent on $\epsilon^{(m)}_1$ but independent of $n$. Along the same lines, since $h$ is a vector of $n$ i.i.d. standard normal variables it is rather trivial that $P(\sum_{i=1}^{n} |h_i| < (1 + \epsilon^{(n)}_1)n\sqrt{2\pi}) \geq 1 - e^{-\epsilon^{(n)}_2 n}$ where $\epsilon^{(n)}_1 > 0$ is an arbitrarily small constant and $\epsilon^{(n)}_2$ is a constant dependent on $\epsilon^{(n)}_1$ but independent of $n$. Then from (73) one obtains

$$P(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2=1} (\|y\|_2 g^T y + h^T x - \epsilon^{(g)}_5 \sqrt{n}\|x\|_2) \geq \zeta^{(l)}_n)$$

$$\geq (1 - e^{-\epsilon^{(m)}_2 m})(1 - e^{-\epsilon^{(n)}_2 n})P((1 - \epsilon^{(m)}_1)\sqrt{m} - (1 + \epsilon^{(n)}_1)n\sqrt{2\pi} - \epsilon^{(g)}_5 \sqrt{n} \geq \zeta^{(l)}_n).$$

(74)

If

$$(1 - \epsilon^{(m)}_1)\sqrt{m} - (1 + \epsilon^{(n)}_1)n\sqrt{2\pi} - \epsilon^{(g)}_5 \sqrt{n} > \zeta^{(l)}_n$$

$$\Leftrightarrow (1 - \epsilon^{(m)}_1)\sqrt{\alpha} - (1 + \epsilon^{(n)}_1)n\sqrt{2\pi} - \epsilon^{(g)}_5 \sqrt{n} > \zeta^{(l)}_n,$$

(75)

one then has from (74)

$$\lim_{n \to \infty} P(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2=1} (\|y\|_2 g^T y + h^T x - \epsilon^{(g)}_5 \sqrt{n}\|x\|_2) \geq \zeta^{(l)}_n) \geq 1.$$

(76)

We will now look at the left-hand side of the inequality in (71). The following is then the probability of interest

$$P(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{\|y\|_2=1} (y^T Hx + \|x\|_2 g - \epsilon^{(g)}_5 \sqrt{n}\|x\|_2 - \zeta^{(l)}_n) \geq 0).$$

(77)
Since \( P(g \geq \epsilon_5^{(g)} \sqrt{n}) < e^{-\epsilon_6^{(g)} n} \) (where \( \epsilon_6^{(g)} \) is, as all other \( \epsilon \)'s in this paper are, independent of \( n \)) from (77) we have

\[
P(\min_{x \in \{-1, 1\}^n} \max_{\|y\|_2 = 1} (y^T H x + \|x\|_2 g - \epsilon_5^{(g)} \sqrt{n}\|x\|_2 - \epsilon^{(l)}_n) \geq 0) \leq P(\min_{x \in \{-1, 1\}^n} \max_{\|y\|_2 = 1} (y^T H x - \epsilon^{(l)}_n) \geq 0) + e^{-\epsilon_6^{(g)} n}. \tag{78}
\]

When \( n \) is large from (78) we then have

\[
\lim_{n \to \infty} P(\min_{x \in \{-1, 1\}^n} \max_{\|y\|_2 = 1} (y^T H x + \|x\|_2 g - \epsilon_5^{(g)} \sqrt{n}\|x\|_2 - \epsilon^{(l)}_n) \geq 0) \leq \lim_{n \to \infty} P(\min_{x \in \{-1, 1\}^n} \max_{\|y\|_2 = 1} (y^T H x - \epsilon^{(l)}_n) \geq 0)
= \lim_{n \to \infty} P(\min_{x \in \{-1, 1\}^n} \max_{\|y\|_2 = 1} (y^T H x) \geq \epsilon^{(l)}_n) = \lim_{n \to \infty} P(\min_{x \in \{-1, 1\}^n} (\|H x\|_2) \geq \epsilon^{(l)}_n). \tag{79}
\]

Assuming that (75) holds, then a combination of (71), (76), and (79) gives

\[
\lim_{n \to \infty} P(\min_{x \in \{-1, 1\}^n} (\|H x\|_2) \geq \epsilon^{(l)}_n) \geq \lim_{n \to \infty} P(\min_{x \in \{-1, 1\}^n} \max_{\|y\|_2 = 1} (\|x\|_2 g y + h^T x - \epsilon_5^{(g)} \sqrt{n}\|x\|_2) \geq \epsilon^{(l)}_n) \geq 1. \tag{80}
\]

We summarize our results from this subsection in the following lemma.

**Lemma 9.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( n \) be large and let \( m = \alpha n \), where \( \alpha > 0 \) is a constant independent of \( n \). Let \( \xi_n \) be as in (59). Let all \( \epsilon \)'s be arbitrarily small constants independent of \( n \) and let \( \epsilon^{(l)}_n \) be a scalar such that

\[
(1 - \epsilon_1^{(m)}) \sqrt{\alpha} - (1 + \epsilon_1^{(n)}) \sqrt{2} - \epsilon_5^{(g)} > \frac{\xi^{(l)}_n}{\sqrt{n}}. \tag{81}
\]

Then

\[
\lim_{n \to \infty} P(\min_{x \in \{-1, 1\}^n} (\|H x\|_2) \geq \xi^{(l)}_n) \geq 1
\]

\[\Leftrightarrow \lim_{n \to \infty} P(\xi_n \geq \xi^{(l)}_n) \geq 1
\]

\[\Leftrightarrow \lim_{n \to \infty} P(\xi^2_n \geq (\xi^{(l)}_n)^2) \geq 1, \tag{82}
\]

and

\[
\frac{E \xi_n}{\sqrt{n}} = \frac{E(\max_{x \in \{-1, 1\}^n} (\|H x\|_2)}{\sqrt{n}} \geq \sqrt{\alpha} - \frac{1}{4\sqrt{mn}} - \sqrt{\frac{2}{\pi}}. \tag{83}
\]

**Proof:** The proof follows from the above discussion, (70), and (80).

### 4 Algorithmic aspects of Hopfield forms

In this section we look at a couple of simple algorithms that can be used to approximately solve optimization problems we studied in the previous sections. The algorithms are clearly not the best possible but are fairly simple. Given their simple structure it will turn out to be possible to provide an analytical characterization.
of the optimal values that they achieve. In return these values would automatically become bounds on the true optimal values. These bounds won’t be as good as those we presented in the previous sections but will in a way be their algorithmic complements. As earlier in the paper, we will start with the positive Hopfield form and then we will present the corresponding results for the negative Hopfield form.

4.1 Simple approximate algorithms for the positive Hopfield forms

We recall that our goal in this subsection will be to present algorithms that provide an approximate solution to (12) (or alternatively (13)). Before, proceeding further we recall that in the previous couple of sections it was a bit easier to focus on (13) instead of focusing on (12). In this section though, it will be the other way around, i.e. we will focus on the original problem (12) which we restate below

\[ E_r = \max_{x \in \{-1, 1\}^n} \| H x \|_2. \] (84)

In this section we will present two simple approximate algorithms that can be used to solve approximately (84). We will first present an iterative algorithm that fixes components of \( x \) one at the time and then an algorithm based on the properties of eigenvalues and eigenvectors of Gaussian random matrices.

4.1.1 An iterative approximate algorithm for the positive Hopfield forms

In this section we present an iterative algorithm that approximately solves (84). The algorithm is very simple and probably well known. However, we are not aware of any analytical results related to its quality of performance when applied in a statistical scenario considered in this paper. The analysis is actually fairly simple and we think it would be useful to have such a result recorded. Also, since it will be a bit easier to focus on (12) instead of focusing on (13). In this section though, it will be the other way around, i.e. we will focus on the original problem (12) which we restate below

\[ \xi_p^2 = \max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \| H x \|_2. \] (84)

Our goal will be to compute \( E_r \). We will do so in a recursive fashion. To that end we will start with \( E_r_2 \)

\[ E_r_2 = \max_{x_2 \in \{-1, 1\}} \| H_{1,2} \|_2 \left[ \xi_1 \right]_2^2 \] (85)

\[ = E \| H_{1,1} \|_2^2 + 2E(\max_{x_2 \in \{-1, 1\}} x_2 (H_{1,2}^T H_{1,1})) + E \| H_{2,2} \|_2^2 = E_r_1 + 2 \sqrt{\frac{2}{\pi}} E \sqrt{r_1} + m. \] (86)
One can then apply a similar strategy to obtain for a general $2 \leq k \leq n$

\[ E_{r_k} = \max_{x_k \in \{-1,1\}} \| H_{i,k} \left[ \hat{x}_{1,k-1} \right] \|_2^2 = \max_{x_k \in \{-1,1\}} \| H_{i,k} \left[ \hat{x}_{1,k-1} \right] \|_2^2 \]

\[ = E \| H_{i,k} \left[ \hat{x}_{1,k-1} \right] \|_2^2 + 2E \left( \max_{x_k \in \{-1,1\}} x_k (H^T_{i,k} H_{i,k-1} \hat{x}_{1,k-1}) \right) + E \| H_{i,k} \|_2^2 = E_{r_{k-1}} + 2 \sqrt{\frac{\beta}{\pi}} E_{r_{k-1}} + m. \]  

(87)

To make the exposition easier we will assume that $n$ is large and switch to the limiting behavior of $E_{r_k}$’s. Assuming concentration of $r_k$’s (for $k$ proportional to $n$) around their mean values gives $\lim_{n \to \infty} E_{r_k} = \lim_{n \to \infty} \sqrt{E_{r_k}}$. One then based on (85), (86), and (87) can establish the following recursion for finding $E_{r_n}$

\[ \phi_k = \phi_{k-1} + 2 \sqrt{\frac{\beta}{\pi}} \sqrt{\phi_{k-1}} + m, \] 

(88)

with $\phi_1 = m$ and $\lim_{n \to \infty} \frac{E_{r_n}}{n} = \lim_{n \to \infty} \frac{\phi_m}{n}$. Computing the last limit can then be done to a fairly high precision for any different $m$. We do mention, for example that for $m = n$ (i.e. $\alpha = 1$) one has

\[ \lim_{n \to \infty} \frac{E_{r_n}}{n} = \lim_{n \to \infty} \frac{\phi_m}{n^2} \approx 2.5259. \]  

(89)

One can also compare this result to the results of the previous section to get

\[ \lim_{n \to \infty} \frac{E_{\xi_p}}{\sqrt{n}} \geq \lim_{n \to \infty} \frac{E_{r_{\xi_p}}}{\sqrt{n}} = \lim_{n \to \infty} \frac{E_{\phi_m}}{n} \approx \sqrt{2.5259} \approx 1.5893. \]  

(90)

This is a bit worse than 1.763 bound one would get in Subsection [2.2] when $\alpha = 1$ (i.e. $m = n$). However, the bound in (90) is algorithmic, i.e. there is an algorithm (in fact a very simple one with a quadratic complexity) that achieves it, whereas the bound from Subsection [2.2] is purely theoretical and is given without any polynomial algorithm that achieves it.

4.1.2 A dominating eigenvector algorithm for the positive Hopfield forms

In this section we present another simple algorithm that approximately solves (84). This algorithm is also probably well known, but we think that it would a good idea to collect at one place the technical results related to the objective value one can get through it. In that way it will be easier to know how far away from the optimal its performance is.

As the name suggests the algorithm operates on eigenvectors of $H$. The idea is to decompose $H^T H$ through the eigen-decomposition in the following way

\[ H^T H = Q \Lambda Q^T, \] 

(91)

where obviously $Q$ is an $n \times n$ matrix such that $Q^T Q = I$ and $\Lambda$ is a diagonal matrix of all eigenvalues of matrix $H^T H$. Now, without a loss of generality, we will assume that the elements of the diagonal matrix $\Lambda$ (essentially the eigenvalues of $H^T H$) are sorted in the decreasing order, i.e. $\Lambda_{1,1} \geq \Lambda_{2,2} \geq \cdots \geq \Lambda_{n,n}$. The algorithm then works in the following simple way: take $x$ as the signs of components of vector $Q_{:,1}$, i.e.

\[ x^{(\text{eig})} = \text{sign}(Q_{:,1}). \] 

(92)
Let
\[ r^{(eig)} = \| H \hat{x}^{(eig)} \|_2^2 = (\text{sign}(Q_{:,1}))^T Q \Lambda Q^T \text{sign}(Q_{:,1}). \]  
(93)

One then further has
\[ r^{(eig)} = (\text{sign}(Q_{:,1}))^T Q \Lambda Q^T \text{sign}(Q_{:,1}) \geq \Lambda_{1,1} \left( \sum_{i=1}^{n} |Q_{i,1}|^2 \right). \]  
(94)

Using the theory of random Gaussian matrices one then has that all quantities of interest concentrate and
\[ \lim_{n \to \infty} \frac{E \Lambda_{1,1}}{n} = (\sqrt{\alpha} + 1)^2. \]  
(95)

Furthermore, one can think of all components of \( Q_{:,1} \) as being standard normal scaled by the norm-2 of the vector they comprise. Since everything concentrates when \( n \) is large one then has
\[ \lim_{n \to \infty} E \left( \frac{\sum_{i=1}^{n} |Q_{i,1}|}{\sqrt{n}} \right)^2 = \left( \sqrt{\frac{2}{\pi}} \right)^2 = \frac{2}{\pi}. \]  
(96)

A combination of (94), (95), and (96) then gives
\[ \lim_{n \to \infty} \frac{E r^{(eig)}}{n^2} \geq \lim_{n \to \infty} \frac{\Lambda_{1,1} \left( \sum_{i=1}^{n} |Q_{i,1}|^2 \right)}{n^2} = (\sqrt{\alpha} + 1)^2 \frac{2}{\pi}. \]  
(97)

One can also compare this result to the results of the previous section. For example, let \( \alpha = 1 \) and
\[ \lim_{n \to \infty} \frac{E \xi_{\beta}}{n} \geq \lim_{n \to \infty} \frac{E \sqrt{r^{(eig)}}}{n} \geq \lim_{n \to \infty} \sqrt{\frac{8}{\pi}} \approx \sqrt{2.5465} \approx 1.5958. \]  
(98)

This is again somewhat worse than 1.763 bound one would get in Subsection 2.2 when \( \alpha = 1 \) (i.e. \( m = n \)) but a bit better than what one can get through the mechanism of the previous subsection and ultimately (90). However, the bound in (98) is again algorithmic. The corresponding algorithm though is a bit more complex than the one from the previous subsection since it involves performing the eigen-decomposition of \( H^T H \). However, we should mention that the value given in (98) is substantially lower than what the algorithm will indeed give in practice. The reason is of course the cross-correlation of components of different eigenvectors and the fact that the cross products between \( \hat{x}^{(eig)} \) and vectors \( Q_{i,:}, 2 \leq i \leq n \), coupled with corresponding eigenvalues will also contribute to the true value of \( r^{(eig)} \). To obtain the exact value of \( \lim_{n \to \infty} \frac{E r^{(eig)}}{n^2} \) one would have to account for this as well. This is not so easy and we do not pursue it further. However, practically speaking we do mention, that roughly one can expect that \( \lim_{n \to \infty} \frac{E r^{(eig)}}{n^2} \approx 2.9 \) or stated differently \( \lim_{n \to \infty} \frac{E \sqrt{r^{(eig)}}}{n} \approx 1.7 \). On the other hand, to be completely fair to the algorithm given in the previous subsection, we should mention that its various adaptations are possible as well. For example, among the simplest ones would be to also keep sorting the columns of \( H \) and in each step instead of choosing the first next column choose the column with the largest norm-2. Evaluating the performance of such an algorithm precisely is again not super easy. We do mention from practical experience that it provides a similar objective value as does the eigenvector mechanism presented in this subsection.

4.2 A simple approximate algorithm for the negative Hopfield forms

We recall that our goal in this subsection will be to present algorithms that provide an approximate solution to (58) (or alternatively (59)). Before proceeding further we note that in Section 3.1 it was be a bit easier to focus on (59) instead of focusing on (58). In this section though, it will be the other way around, i.e. we
will focus on the original problem (58) which we restate below

$$\xi^2_n = \min_{x \in \{-n/n, 1/n\}^n} \|Hx\|^2_2. \quad (99)$$

Below we will present a simple approximate algorithm that can be used to solve approximately (99). The algorithm will be a counterpart for the negative form to the iterative algorithm given in Section 4.1.1 for the positive Hopfield form.

### 4.2.1 An iterative approximate algorithm for the negative Hopfield forms

As mentioned above, in this section we present a counterpart to the iterative algorithm given in Subsection 4.1.1. Clearly, the algorithm that we will present here approximately solves (99). In fact as when we looked at the positive form we will again assume that everything is scaled so that \(x_i \in \{-1, 1\}\). In fact, the algorithm is almost the same as the algorithm from Subsection 4.1.1. It starts by setting \(x_1 = 1\) and then fixing \(x_2\) so that \(\|H_{1:2}x_{1:2}\|^2_2\) is now minimized (as in Subsection 4.1.1, \(H_{1:2}\) stands for the first two columns of \(H\) and \(x_{1:2}\) stands for the first two components of \(x\)). After \(x_2\) is fixed the algorithm then proceeds by fixing \(x_3\) so that \(\|H_{1:3}x_{1:3}\|^2_2\) is minimized (\(H_{1:3}\) stands for the first three columns of \(H\) and \(x_{1:3}\) stands for the first three components of \(x\)) and so on until one fixes all components of \(x\).

Similarly to what we did when we analyzed the positive counterpart, to analyze the algorithm we will set \(\hat{x}_1 = 1\), \(r_1^{\text{neg}} = \|H_{:,1}\|^2_2\), and for any \(2 \leq k \leq n\)

$$\hat{x}_k = \arg\min_{x_k \in \{-1, 1\}} \|H_{1:k}\left[\begin{array}{c} \hat{x}_1:k-1 \\ x_k \end{array}\right]\|^2_2$$

$$r_k^{\text{neg}} = \min_{x_k \in \{-1, 1\}} \|H_{1:k}\left[\begin{array}{c} \hat{x}_1:k-1 \\ x_k \end{array}\right]\|^2_2 = \|H_{1:k}\hat{x}_{1:k}\|^2_2. \quad (100)$$

Our goal will be to compute \(E r_n^{\text{neg}}\). We will do so in a recursive fashion. To that end we will start with \(E r_2^{\text{neg}}\)

$$E r_2^{\text{neg}} = \min_{x_2 \in \{-1, 1\}} \|H_{:,2}\left[\begin{array}{c} \hat{x}_1 \\ x_2 \end{array}\right]\|^2_2 = \min_{x_2 \in \{-1, 1\}} \|H_{1:2}\left[\begin{array}{c} 1 \\ x_2 \end{array}\right]\|^2_2$$

$$= E\|H_{:,1}\|^2_2 + 2E(\min_{x_2 \in \{-1, 1\}} x_2(H_{:,2}^TH_{:,1})) + E\|H_{:,2}\|^2_2 = E r_1^{\text{neg}} - 2*2\pi E\sqrt{r_1^{\text{neg}}} + m. \quad (101)$$

One can then apply a similar strategy to obtain for a general \(2 \leq k \leq n\)

$$E r_k^{\text{neg}} = \min_{x_k \in \{-1, 1\}} \|H_{1:k}\left[\begin{array}{c} \hat{x}_1:k-1 \\ x_k \end{array}\right]\|^2_2 = \min_{x_k \in \{-1, 1\}} \|\left[H_{1:k-1} \ H_{:,k}\right]\left[\begin{array}{c} \hat{x}_1:k-1 \\ x_k \end{array}\right]\|^2_2$$

$$= E\|H_{1:k-1}\hat{x}_{1:k-1}\|^2_2 + 2E(\min_{x_k \in \{-1, 1\}} x_k(H_{:,k}^TH_{1:k-1}\hat{x}_{1:k-1})) + E\|H_{:,k}\|^2_2 = E r_{k-1}^{\text{neg}} - 2*2\pi E\sqrt{r_{k-1}^{\text{neg}}} + m. \quad (102)$$

As earlier, to make the exposition easier we will assume that \(n\) is large and switch to the limiting behavior of \(E r_k^{\text{neg}}\)'s. Again, assuming concentration of \(r_k^{\text{neg}}\)'s (for \(k\) proportional to \(n\)) around their mean values will then give

$$\lim_{n \to \infty} \frac{E \sqrt{r_k^{\text{neg}}}}{\sqrt{n}} = \lim_{n \to \infty} \sqrt{E r_k^{\text{neg}}/n}. \quad \text{One then based on (100), (101), and (102) can establish}$$
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the following recursion for finding $E_{r_n}^{\text{neg}}$}

$$\phi_k = \phi_{k-1} - 2\sqrt{\frac{2}{\pi}} \sqrt{\phi_{k-1}} + m, \quad (103)$$

with $\phi_1 = m$ and $\lim_{n \to \infty} E_{r_n}^{\text{neg}} = \lim_{n \to \infty} \phi_n$. Computing the last limit can then be done to a fairly high precision for any different $m$. Following the example we chose in the positive case, we note that for $m = n$ (i.e. $\alpha = 1$) one has

$$\lim_{n \to \infty} \frac{E_{r_n}^{\text{neg}}}{n^2} = \lim_{n \to \infty} \frac{\phi_n}{n^2} \approx 0.3072. \quad (104)$$

One can also compare this result to the results of the previous section to get

$$\lim_{n \to \infty} \frac{E_{\xi_n}}{\sqrt{n}} \geq \lim_{n \to \infty} \frac{E\sqrt{r_n}^{\text{neg}}}{n} = \lim_{n \to \infty} \frac{\sqrt{\phi_n}}{n} \approx \sqrt{0.3072} \approx 0.55. \quad (105)$$

This is substantially away from the lower bound 0.2021 one would get in Subsection 3.1 when $\alpha = 1$ (i.e. $m = n$)). However, as was the case with the positive form in earlier sections, the bound given above is algorithmic.

## Conclusion

In this paper we looked at classic Hopfield forms. We first viewed the standard positive Hopfield form and then defined its a negative counterpart. We were interested in their behavior in the zero-temperature limit which essentially amounts to the behavior of their ground state energies. We then sketched mechanisms that can be used to provide upper and lower bounds for the ground state energies of both models.

To be a bit more specific, we first provided purely theoretical bounds on the expected values of the ground state energy of the positive Hopfield model. These bounds appear to be fairly close to each other (moreover, the upper bounds actually don’t even require the thermodynamic regime). In addition to that we also presented two very simple (certainly well known) algorithms that can be used to approximately determine the ground state energy of the positive Hopfield model. For both algorithms we then sketched how one can determine their performance guarantees. As it turned out, these algorithms provide a fairly good approximations (while the analytical results that we provided demonstrated that they are in certain scenarios about 10% away from the optimal values, practically, in these same scenarios, their objective values are not more than 5% away from the optimal value).

We then translated our results related to the positive Hopfield form to the case of the negative Hopfield form. We again targeted the ground state regime and provided a theoretical lower bound for the expected behavior of the ground state energy. We also, showed how one of the algorithms that we designed for the positive form can easily be adapted to fit the negative form. This enabled us to get an algorithmic upper bound for the ground state energy of the negative form. While, the bounds we obtained for the negative form are not as good as the ones we obtained for the positive form, they are obtained in a very simple manner and provide in a way a quick assessment how the ground state energies of these forms behave.

For several results that relate to the behavior of the expected ground state energies, we also showed that the corresponding (more general) probabilistic results hold in the thermodynamic limit.

Moreover, the purely theoretical results we presented are for the so-called Gaussian Hopfield models. Often though a binary Hopfield model may be a more preferred optiion. However, all results that we presented can easily be extended to the case of binary Hopfield models (and for that matter to an array of other statistical models as well). There are many ways how this can be done. Proving that is not that hard. In
fact there are many ways how it can be done, but typically would boil down to repetitive use of the central limit theorem. For example, a particularly simple and elegant approach would be the one of Lindeberg \cite{9}. Adapting our exposition to fit into the framework of the Lindeberg principle is relatively easy and in fact if one uses the elegant approach of \cite{3} pretty much a routine. Since we did not create these techniques we chose not to do these routine generalizations. However, to make sure that the interested reader has a full grasp of generality of the results presented here, we do emphasize again that pretty much any distribution that can be pushed through the Lindeberg principle would work in place of the Gaussian one that we used.

We should also mention that the algorithms we presented are simple and certainly not the best known. One can design algorithms that can practically achieve a way better performance for both Hopfield forms. However, since their performance analysis is not easy we leave their detailed exposition for an algorithmic presentation. We do mention though, that out idea here was not to introduce the best possible algorithms but rather to show how one can use the simple ones to get results related to the behavior of the optimal objective value.

It is also important to emphasize that we in this paper presented a collection of very simple observations. One can improve many of the results that we presented here but at the expense of the introduction of a more complicated theory. We will present results in many such directions elsewhere. We do recall though, that in this paper we were mostly concerned with the behavior of the ground state energies. A vast majority of our results can be translated to characterize the behavior of the free energy when viewed at any temperature. However, as mentioned above, this requires a way more detailed exposition and we will present it elsewhere.
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