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Predictions for physical systems often rely upon knowledge acquired from ensembles of entities, e.g. ensembles of cells in biological sciences. For qualitative and quantitative analysis, these ensembles are simulated with parametric families of mechanistic models (MMs). Two classes of methodologies, based on Bayesian inference and population of models, currently prevail in parameter estimation for physical systems. However, in Bayesian analysis, uninformative priors for MM parameters introduce undesirable bias. Here, we propose how to infer parameters within the framework of stochastic inverse problems (SIPs), also termed data-consistent inversion, wherein the prior targets only uncertainties that arise due to MM non-invertibility. To demonstrate, we introduce new methods to solve SIPs based on rejection sampling, Markov chain Monte Carlo, and generative adversarial networks (GANs). In addition, to overcome limitations of SIPs, we reformulate SIPs based on constrained optimization and present a novel GAN to solve the constrained optimization problem.

1. Introduction

In the era of machine learning (ML), mechanistic modelling is indispensable for performing prediction with datasets of small sizes, which are typical in biology, medicine and other physical sciences. Mechanistic modelling complements the power of pure ML by introducing formal model-based explanations of the data and additional prior information derived from known physical mechanisms. The first stage of generating predictions with mechanistic models (MMs) is fitting a model to reproduce known physical samples, solving an inverse problem. One widely used form of inverse problem estimates parameters in sets of observations acquired from single individuals. Another form of
inverse problems, that we discuss in this paper, is where each data sample represents a single observation of an individual within an ensemble, and the goal is to find a parametric family of MMs that recreates the distribution of observations from the entire ensemble.

The above inverse problem can be reduced to a stochastic inverse problem (SIP) [1]. In SIPs with deterministic MMs, the goal is to find a distribution $Q_X$ of inputs to a function $y = M(x)$, which, after ‘push-forward’ by the function $M$, produces a given target distribution $Q_Y$, such as $y = M(x) \sim Q_Y$, $x \sim Q_X$. Usually the function $M$ is not invertible, so multiple (i.e. an infinite number of) input distributions can produce the target. Therefore, the prior $P_X$ is introduced to restrict the solution using assumptions grounded in existing knowledge of parameter ranges and distributions.

A set of methods for $Q_X$ estimation have been developed [2], termed ‘consistent Bayesian inference’ [1] or ‘data-consistent inversion’ [3], which were initially developed for deterministic models [1] and have recently been extended to problems involving stochastic models $y = M(x, \epsilon)$ [3] with an additional vector of random variables, $\epsilon$, modelling physical noise. These methods are based on Monte Carlo sampling, importance sampling, rejection sampling and density estimation. However, several major drawbacks prevent such methods from being widely applied in SIPs, including diminishing accuracy as dimensionality increases and difficulty handling the type of complex inference scenarios and arbitrary data distributions that present themselves in practice. In the current work, we aim to overcome these challenges by reformulating SIP as an optimization problem. We present new methods to solve SIPs by adapting previous rejection sampling approaches, as well as introducing deep learning into SIPs for the first time to solve our optimization problem, opening new avenues for solving SIPs.

The first novel algorithm we introduce is a sequential rejection algorithm that performs data-consistent inversion [3] by employing a series of optimization steps. We refine this method using Markov chain Monte Carlo (MCMC) to initialize a proposal distribution prior to rejection. These approaches, described in Methods, form new benchmarks for SIP using conventional ML methods, which we can use for comparison and evaluation of our novel deep learning networks.

Although deep learning has not previously been used in SIPs, multiple deep learning methods have been recently developed for application to the related problem of model inversion for single observations, termed the parameter identification problem (PIP) or simulation-based inference (SBI) [4–6]. These include conditional networks such as conditional normalizing flows [7–9] and the conditional generative adversarial network (c-GAN) [10,11]. Therefore, we first tested the c-GAN [12] to estimate $Q_X$, while identifying some of the limitations that this approach shares with prior SIP methods. We then show that more complex SIPs and SIPs with stochastic MMs can be solved when formulated as constrained optimization problems using a novel generative model architecture, described in Methods, which we implement here using GANs.

We experimentally evaluate our methods on a range of example problems and demonstrate equivalent performance to the benchmark method of rejection sampling. Next, we tackle problems that are not accessible to existing methods and therefore analyse these deep learning results without comparison. For an intuitive example of a high-dimensional parameter inference problem involving highly structured data, we present super-resolution imaging on the MNIST dataset reformulated as a SIP. In the electronic supplementary material, we demonstrate the ability to extend our GAN architecture to solve a parameter inference problem in an intervention scenario, analogous to drugging a population of cells in a biological experiment. Our results establish GANs as a new instrument that can solve configurations of parameter inference problems for which there are currently no solutions.

2. Methods

2.1. Background and related work

In the inverse problem, observable vector-valued functions $t \rightarrow s_r(t)$, e.g. sets of experimental signal waveforms $\{s_r: r \in J\} \subseteq S$, are recorded from objects in an ensemble. The functions of time $s_r(t)$ are indexed by a discrete or continuous index $r \in J$. We are interested in finding solutions $\{f(t; x, \epsilon): x \in \mathbb{R}^m, \epsilon \in \mathbb{R}^d\} \subseteq S$ of differential equations for a given MM that approximate the experimental observations. Here $x$ is a vector of MM parameters, $\epsilon$ is a vector of random variables and $S$ is a functional space of continuous time signals. Feature vectors $L(s_r(\cdot))$ and $L(f(\cdot); x, \epsilon)$ (also referred to as quantities of interest) are extracted from experimental $s_r$ and simulated $f(\cdot; x, \epsilon)$ signals using some map $L: S \rightarrow \mathbb{R}^m$. In the SIP, the model is usually reduced to a function $y = M(x, \epsilon)$, defined as $M(x, \epsilon) = L(f(\cdot; x, \epsilon))$. If the objects are approximated by deterministic MMs, then $y = M(x)$. The goal is to find the distribution of MM parameters $Q_X$, which when passed through $M$, generates a distribution of outputs matching the distribution of features $Q_Y$ extracted from
experimental signals $L(s, \cdot)$. The model function $M$ could be in a closed form or represented by a surrogate trained on features from numerical solutions of MM differential equations. Therefore in analysis, we use the function $M$ rather than the original differential equation model and refer to $M$ as the ‘model’. Feature extraction functions $L$ are typically hand-crafted, but recent work has proposed automated feature extraction within the SIP context [13]. It should be emphasized that SIP is different from parameter identification problems that aim to estimate parameters for observed data from a single individual, which are often solved using classical Bayesian inference. These two different parameter inference objectives have recently been compared in detail [14]. In general, when sampling from the posterior using Bayesian inference, samples will be biased by the prior and, when passed through the model, will not generate samples from the target distribution (for empirical comparison, see [1,14]).

In the case of deterministic MMs, Poole & Raftery [2] showed that given random variables $X$ and $Y$, linked deterministically by $y = M(x)$, the density $q_Y(y)$ of function outputs can be mapped to the density of function inputs $q_X(x)$ coherent to the input data using the equation

$$q_X(x) = q_Y(y) \frac{p_X(x)}{p_Y(y)} \bigg|_{y=M(x)},$$

(2.1)

where $p_X(x)$ is the prior density on the input and $p_Y(y)$ is the model-induced prior density obtained upon sampling from $p_X(x)$ and applying the function $M$ to the samples (push-forward of the prior). For invertible functions, the ratio $p_X(x)/p_Y(M(x))$ is simply the Jacobian of the function $M$. Recent work [1], which rediscovered Poole & Raftery’s formulation, outlines direct parallels between (2.1) and classical Bayesian inference and provides measure theoretic proofs of important properties of (2.1), such as solution stability. Modifications [3] of (2.1) (termed ‘data-consistent inversion’) generalized this framework to stochastic models and extended its applicability to a wider variety of SIPs with stochastic $y = M(x, \epsilon)$:

$$q_{X,E}(x, \epsilon) = q_Y(y) \frac{p_{X,E}(x, \epsilon)}{p_Y(y)} \bigg|_{y=M(x,\epsilon)}.$$  

(2.2)

After sampling from $q_{X,E}$, the marginal samples are taken by dropping $\epsilon$. Note that there is no difference in treatment of model parameters $x$ and noise $\epsilon$ in (2.2). In real-world problems, the nature of noise is often assumed a priori (e.g. Gaussian), and noise is assumed to be independent of mechanistic model parameters. However, $x$ and $\epsilon$ can become correlated in samples from $q_X(x, \epsilon)$ [3]. In this paper, we present a method for configuring a parametric model of the noise during estimation of a data-consistent solution $q_X(x)$ to the general SIP with stochastic models.

Two methods are proposed in [1,3] to sample from $q_X$. First, the density $p_Y(y)$ can be estimated by some standard density estimator and parameters can be sampled by Monte Carlo methods from (2.1) and (2.2). The second option [1] is a rejection sampling algorithm (algorithm 1). For conciseness, we provide the version of the algorithm for deterministic models, since the methods to solve (2.1) and (2.2) are essentially the same. Another algorithm based on importance sampling was proposed in [2]. The main limitation of all above methods is high instability and variance due to inaccuracy in estimation of $p_Y(y)$, since this term appears in the denominators. For example, during rejection sampling, errors in estimation may lead to a large, possibly infinite, bound constant $B$ (step 7 in algorithm 1) and cause a high rejection rate.

**Algorithm 1.** Rejection sampling [1].

**Require:** Number of samples and iterations $N_S$; model $y = M(x)$; density $q_Y$

1: Sample $x^i_{1\ldots N_S} \sim p_X$
2: for $i=1\ldots N_S$
3: \hspace{1em} $y_i := M(x_i)$
4: end for
5: $P := \{x_i, y_i\}_{i=1}^{N_S}$
6: Use $\{y_i : (x_i, y_i) \in P\}$ to build density model $p_Y$
7: Compute $B := \max_i \frac{q_Y(y_i)}{p_Y(y_i)}$
8: for $\{x_i, y_i\} \in P$ do
9: \hspace{1em} $\rho \sim U(0,1)$
10: \hspace{1em} if $\rho > \frac{q_Y(y_i)}{B \times p_Y(y_i)}$ then
11: \hspace{2em} Reject $P := P \setminus (x_i, y_i)$
12: \hspace{1em} end if
13: end for
14: return $\{x_i : (x_i, y_i) \in P\}$
In parallel with the methods developed in [1] following [2], an empirically derived method to solve a similar problem was described in [15]. There, a sequential Monte Carlo stage was used to sample from \( q_Y(y)p_X(x) |_{y = \text{M}(x)} \) with uniform \( p_X(x) \), obtaining initial samples that are then refined using a rejection stage that reduces JS-divergence (JSD) between the samples and the target observations. This solution did not rely on the theoretical background of [1], but solves a similar problem using different methods.

Deep learning methods have not been applied for parameter inference in SIP. However, deep learning is widespread in the PIP/SBI problems mentioned above, wherein experimental data \( D = \{y_i\} \) are acquired from a single individual over several trials, and simulated data derive from a parametrizable, stochastic model with parameters \( x \) and outputs \( y \) simulating \( p(y|x) \). SBI is commonly solved using approximate Bayesian computation (ABC), or ‘likelihood-free’ methods, to bypass the intractable likelihood term [4]. The task is to infer the posterior distribution \( P(x|D) \) of model parameters \( x \) that likely generated the individual’s observed data. This scenario can be formulated for independent observations as

\[
p(x|D) = \frac{p(D|x) \cdot p(x)}{p(D)} \propto \prod_i p(y_i|x) \cdot p(x).
\]  

Recent advances in conditional neural density estimation have enabled a host of new approaches in the SBI domain to approximate the likelihood and posterior densities with networks trained on simulated data. Mixture density networks [5,16], emulator networks [17,18] and autoregressive flows [5,8] each approximate the likelihood \( p(y|x) \) or posterior \( p(x|y) \). Models of the posterior \( p(x|y) \) are trained on samples \( (x_i, y_i) \) by sampling \( x_i \sim P_X \) and running the MM \( y_i \sim p(y|x_i) \). The most advanced networks for parameter inference from the literature are conditional normalizing flows [19], which perform invertible transformations of random variables. Invertibility requires the determinant Jacobian to be cheaply computable, which limits the range of transformations that can be used. Advances such as masked autoregressive flows (MAFs) [7], inverse autoregressive flows (IAFs) [20] and neural autoregressive flows (NAFs) [21] have each improved the accuracy of inference achievable with normalizing flow models. These conditional density estimation networks provide explicit density models that can be used for fast approximation of density from multiple datasets \( D \) in SBI problems. Following the same trend, we tested the c-GAN as an implicit estimator of stochastic maps for MM parameter inference in SIPs. Other conditional distribution models, such as conditional diffusion models, could be used instead of c-GAN for this purpose.

Although conditional neural networks are suitable for parameter inference, they are essentially estimators of distributions from previously sampled sets of parameters, in contrast to other methods that actively explore parameter space and propose parameter samples for evaluation. These networks may require a large sample size for training and capacity to learn the conditional distribution, and inference accuracy may suffer in regions of \( y \) that have low density in \( P_Y \) (the model induced prior), necessitating sequential approaches [8]. In practice, however, conditional networks often show good performance even in high-dimensional parameter inference scenarios [11]. For SIPs with stochastic MMs c-GAN provides the same solution as rejection methods applied to (2.2). Here, we propose a reformulation of SIP as an optimization problem to facilitate the use of deep neural networks as a flexible approach to a broader class of SIP applications (see §3.2).

### 2.2. Parameter inference methods for stochastic inverse problems

We present four novel methods to solve SIPs. We use the first two, a modification of the rejection sampling (algorithm 1), and rejection sampling initialized with an MCMC stage, as numerical benchmarks for comparing the results of the subsequent GAN-based solutions.

#### 2.2.1. Modified rejection sampling

A substantial problem with algorithm 1 is the possibility of a large bound constant \( B \). To address this, we modified the algorithm to perform rejections in multiple iterations, selecting samples for rejection to incrementally minimize divergence between model outputs and observations at each iteration, as described in algorithm 2. The main difference from algorithm 1 is that the constant \( B \) does not have to be a bounding constant of the density ratio, but a parameter of the algorithm. If \( B \) is equal to the bounding constant, then \( N_I = 1 \) and algorithm 2 reduces to algorithm 1. We used \( B = 1 \) and \( N_I = 10 \) in all our examples, which was sufficient for \( q_Y(y) \) to converge to \( q_Y(y) \), resulting in distributions consistent with

\[
q_Y(y) \approx q_Y(y) = \sum_{i=1}^{N_I} \delta(y - y_i).
\]
of parameters that correspond to \( y \). In this case, \( p(x \mid y) \) is ill defined, since the distribution \( \pi(y) \) is an arbitrary function, \( \pi(y) \geq 0 \) with strict inequality in \( y \) where \( p(y) > 0 \). Examples of such proposal distributions could be simply the prior \( p_y(x) \), or the numerator of (2.1), \( q_y(y)p_x(x) \mid y = M(z) \). The latter is often closer to the solution, and we used it, sampled with MCMC, to boost the rejection method by providing a higher density of samples in the regions of interest from which to construct the initial density model in algorithm 2.

2.2.3. Conditional generative adversarial network for amortized inference

For deterministic models \( y = M(x) \), we are able to use the c-GAN [12] to find MM parameter distributions given experimental observations. In this case, \( p(x \mid y) \) is ill defined, since the distribution of parameters that correspond to \( y \) is degenerate. As [22] noted, one advantage of GANs is their ability to represent degenerate distributions, and we were able to apply c-GAN in SIPs with deterministic models. The generator network of c-GAN, \( x = G(y, z \mid \theta) \), with network parameters \( \theta \), which generates \( x \) from \( y \) and samples \( z \sim P_z \) of the base GAN distribution, is trained on the samples \( (x_i, y_i) \), where \( x_i \sim p(x) \) and \( y_i = M(x_i) \). At the inference stage, \( y_i \sim Q_y \) would be transferred to samples from estimated \( Q_x \) by \( z_i \sim P_z, x_i = G(y_i, z_i) \). The advantage of this approach is that it uses ‘amortized inference’ [4], providing solutions to any number of problems at the inference stage after being trained a single time using one simulated training dataset. In several examples, we demonstrate
Figure 1. Generative adversarial models for inference of model input parameters. Regularized GAN (r-GAN) solves the constrained optimization problem using the penalty method. The loss of the generator is the weighted sum of losses from r-GAN’s two discriminators. r-GAN enforces the equality of $Q_Y$ and $Q_{Y_t}$ and maximizes the overlap between $P_X$ and $Q_{X_t}$.

that results obtained using c-GAN are empirically consistent with results obtained from (2.1) and (2.2) using algorithm 2.

2.2.4. Regularized generative adversarial networks

In (2.1), the prior density $p_X(x)$, as in the Bayes formula, is used as the relative likelihood of model input parameter values. Here, we reformulate the problem as a constrained optimization, aiming to minimize divergence between the prior $P_X$ and the distribution $Q_{X_t}$ of parameters sampled by a generator in a GAN from some parametric family $G_\theta \in \{G_\theta(\cdot) | \theta \in \Theta\}$, given that the distribution $Q_{Y_t}$ of the pushforward of $Q_{X_t}$ through the model $M$ matches the target distribution of observations $Q_Y$ (the primary goal in SIPs). This places a regularizing constraint on parameters sampled by the generator in a model we term the regularized generative adversarial network (r-GAN) solution to SIP, shown in figure 1. Thus, the problem is formulated as

$$
\begin{align*}
\text{given} & \quad P_X, \quad Q_Y, \quad y = M(x) \\
\text{minimize} & \quad D_f(Q_{X_t} || P_X) \\
\text{subject to} & \quad \text{supp}(X_t) \subseteq \text{supp}(X), \quad D_f(Q_{Y_t} || Q_Y) = 0 \\
\text{where} & \quad y_s = M(x_s) \sim Q_{Y_t}, \quad x_s \sim Q_{X_t}.
\end{align*}
$$

In (2.4), $D_f(\cdot || \cdot)$ is an f-divergence measure such as Jensen–Shannon (JS) divergence. This reformulation of the problem provides another way to account for the prior. We are looking for not just any distribution of model input parameters that produces $Q_Y$, but the distribution with minimal divergence from the prior. The additional constraint $\text{supp}(X_t) \subseteq \text{supp}(X)$ ensures that the distribution of the generated input parameters $X_t$ is within the prior bounds. To solve (2.4), we first convert the constrained optimization problem to a non-constrained problem with minimization of $w_X \times D_f(P_X || Q_{X_t}) + w_Y \times D_f(Q_{Y_t} || Q_Y)$, solving (2.4) with the penalty method. In a series of training steps, the weights $w_Y$ and $w_X$ are changed such that the weight $w_X$ is much smaller than the weight $w_Y$ at the last step. For example, we used $w_Y = 0, w_X = 1$ and $w_Y = 1.0, w_X = 0.1$ for the first and last steps, respectively. Non-constrained optimization could be solved with different methods including methods that resemble sequential Monte Carlo sampling [23], perturbing and resampling particles that represent MM parameter distributions in a series of importance sampling iterations. Rather than optimization by stochastically perturbing samples, we instead sample using a neural network generator, minimizing the divergence $D_f(P_X || Q_{X_t})$ over $\theta$ in the generator: $z \sim P_Z, \quad x_s = G_\theta(z) \sim Q_{X_t}$, where $P_Z$ is a base distribution, usually Gaussian. We can then optimize with stochastic gradient descent, and employ GAN discriminators to calculate the divergence measures in the optimization problem. The r-GAN has two discriminators, and the generator loss $L_G$ is composed of a weighted sum of losses due to both discriminators, generator loss $L_{D_X}$ due to discriminator $D_X$ and loss $L_{D_Y}$ due to $D_Y$:

$$
L_G = w_Y L_{D_Y} + w_X L_{D_X}.
$$

Different f-divergence measures could be applied using different GAN loss functions [24]. This type of network is similar to that used in adversarial variational optimization (AVO) [25], where adversarial optimization minimizes $D_f(Q_{Y_t} || Q_Y)$. However, a major difference is the use of the second discriminator to place a regularization on the generated samples, whereas AVO uses a penalty term that instead decreases sample entropy. Another discriminator-based method for model inversion has been proposed [26] in the context of ABC, but no regularization according to the parameter distribution is used in this example, and SIP solutions are not addressed.
Our SIP reformulation using r-GAN provides several benefits over existing methods. r-GAN makes more accurate predictions for general stochastic SIPs, demonstrated by our stochastic MM experiment, enables sampling from distributions of high-dimensional data as demonstrated by our imaging experiment, and can be extended to complex simulation configurations as demonstrated in our intervention experiment and additional experiments in electronic supplementary material.

3. Results

To illustrate our method’s applicability to a variety of MMs, we used four test functions as the MM \( y = M(x) \) and solved SIP for each using rejection sampling, MCMC-boosted rejection sampling, c-GAN and r-GAN methods. The first example was used as a standard example of SIP in [1,27], and we use it here to compare our SIP methods and highlight the role of the prior discriminator. For the remaining three examples, r-GAN is the only existing solution, and we therefore demonstrate scenarios that could not previously be solved accurately. Second, we use SIP with a stochastic simulator, which was attempted in a previous publication using algorithm 1 [3], and for which we show that r-GAN improves upon biased solutions produced using the other methods. Third, we use r-GAN for a super-resolution imaging SIP; an example of a high-dimensional implicit sampling problem with no analogous solution among other methods. Fourth, in the electronic supplementary material, we demonstrate SIP for an intervention scenario using an extension to r-GAN, which highlights the potential usefulness of this extensible framework for tackling complex SIP configurations. To quantify performance, we estimated both \( \text{JSD}(P_X||Q_X) \) and \( \text{JSD}(Q_Y||Q_{Y_g}) \) using classifiers trained on samples from the distributions. We provide summary implementation details here and full details on the GAN implementation, GAN configuration, JS-divergence estimation from implicit samples and MCMC methods in the electronic supplementary material. Demonstration code for r-GAN in Pytorch is available at https://github.com/IBM/rgan-demo-pytorch. For additional deterministic function tests from the literature, see electronic supplementary material.

For a fair comparison between inference methods, we used a fixed computational budget of 2 000 000 simulations of the MM. For rejection and c-GAN, these simulations were performed in advance, generating samples used to initialize the algorithms. In MCMC-boosted rejection, we perform simulations throughout iterations of MCMC (algorithm specifics are provided in the electronic supplementary material). The r-GAN requires simulation of the MM during training for each sample from the generator network, and we trained the r-GAN for 200 epochs with 10 000 samples per epoch. We did not perform elaborate computational benchmarks between methods, as we envision the methods being used in combination according to their strengths and weaknesses for specific problems.

3.1. Nonlinear function and the role of the prior

In the first example, we represented the mechanistic model by a nonlinear system of equations with two input parameters \((x_1, x_2)\):

\[
\begin{align*}
x_1 y_1^2 + y_2^2 &= 1 \\
y_1^2 - x_2 y_2^2 &= 1,
\end{align*}
\]  

(3.1)

with \( y_2 \) as the model output (shown in figure 2a as \( y \)). The target observation distribution \( Q_Y \) was synthetic data with distribution \( N(0.3, 0.025^2) \), truncated to the interval \((0, 0.6)\) (figure 2b, black).

We used this problem to assess the influence of the parameter prior on generated samples using two different \( P_X \). First, a uniform prior was considered with \( x_1 \sim U(0.79, 0.99) \) and \( x_2 \sim U(1 - 4.5\sqrt{0.1}, 1 + 4.5\sqrt{0.1}) \) as in [1]. Figure 2b shows the distribution of \( y_2 \) (after push-forward with (3.1)) obtained using rejection, MCMC, c-GAN and r-GAN to sample \( x_1 \) and \( x_2 \), with histograms of parameter samples for each method shown in figures 2d–g, respectively. JSD between the prior \( P_X \) and the generated samples \( Q_X \), and between the push-forward of the generated samples through the model \( Q_{Y_g} \) and the target output distribution \( Q_Y \) (figure 2c) indicated that all four methods performed well in estimating model input parameters coherent to the target distribution. While the c-GAN approach has lower \( \text{JSD}(Q_Y||Q_{Y_g}) \) (figure 2), indicating slightly more accurate sampling in model output space, it also has more artificial structure in parameter samples (figure 2f) than other approaches, likely due to the generator network learning the full conditional distribution \( P_X, Y \) required for amortized inference.
The inferred parameter distribution is influenced by $P$ between $\theta$. Here, a square plate is wobbling around a pivot positioned near the origin, and the height of the plate $y$ at a location on the surface $(p_1, p_2)$ is given by

$$y = y_0 + x_1(p_1 + \epsilon_1) + x_2(p_2 + \epsilon_2),$$

(3.2)

To test SIP using GANs with a stochastic mechanistic model, we used a model of a tiltmeter, as in [3].
where \( y_0 = 3.0 \) is the height of the plate above the origin, \((x_1, x_2)\) are the slopes of the plate (the parameters to be inferred), and \((e_1, e_2)\) are stochastic noise embedded in the simulator, effectively perturbing the measurement location. In a deterministic scenario, the height of the plate is measured with complete accuracy \((e_1, e_2) = (0, 0)\) at two positions \(P_A = (0.6, 0.6)\) and \(P_B = (0.8, 0.6)\) at different times to form the target \(Q_Y\), comprising measurements \((y_A, y_B)\). The parameter prior was considered with \( x \sim \mathcal{U}(0, 2) \) for \(x_1\) and \(x_2\), and synthetic observation data were simulated using (3.2), with \((x_1, x_2)\) drawn from \((\mathcal{U}(0.85, 1.6), \mathcal{U}(1.45, 1.85))\), creating the target density shown in figure 3a,b. Figure 3a,b shows the distribution of \( y \) obtained by push-forward with (3.2) of \(x_1\) and \(x_2\) sampled using rejection, MCMC, c-GAN and r-GAN. Histograms of parameter samples for each method (shown in figure 3d–g) demonstrate that all inference methods sample precisely from the ‘true’ parameter distribution that was used to create the target data.

Adding stochasticity to the model, we created the synthetic target \(Q_Y\), shown in figure 3i,j, by calculating (3.2) with \((x_1, x_2)\) drawn from \((\mathcal{U}(0.85, 1.6), \mathcal{U}(1.45, 1.85))\) and \((e_1, e_2)\) drawn from \((N(0, 0.075^2), N(0, 0.075^2))\), embedding noise in the locations at which the measurements were taken, as in [3]. When sampling from \(Q_X\), the simulations were run with priors \((N(0, 0.0825^2), N(0, 0.0825^2))\) for \((e_1, e_2)\), reflecting a scenario where the true noise in the real system is not fully known. Figure 3i,j shows the distribution of \( y \) obtained by push-forward with (3.2) of \(x_1\) and \(x_2\) sampled using rejection, MCMC, c-GAN and r-GAN. In this example, \(Q_Y\) for the rejection, MCMC-boosted rejection and c-GAN methods are biased away from the target \(Q_Y\) (figure 3i,j). This is because \((e_1, e_2)\) are only sampled a single time for each \((x_1, x_2)\), which induces a correlation between \(x\) and \(e\) in \(Q_X\), and the samples of \(e\) diverge from the true noise distribution. When samples from \(Q_X\) are then pushed forward through the MM, \((e_1, e_2)\) are resampled and \(Q_Y\) diverges from \(Q_Y\). Thus, these methods do not provide a solution that accurately estimates parameter density.

In the r-GAN framework, we were able to implement a more flexible network configuration that samples a parametrized model of noise during training. We incorporated a trainable parameter \(\sigma\) (shown in figure 3h) for the variance of a noise distribution \((N(0, \sigma^2))\), constrained by an additional discriminator \(D_{N}\) (figure 3h) to produce samples close to the prior assumptions about the noise distribution. The noise parameter was able to gradually shift from the prior value of 0.0825\(^2\) towards the ground truth value of 0.075\(^2\) during training. This enabled model parameter samples from r-GAN to be highly concentrated in the ground truth region, indicating that the network was able to find a result more consistent with the observed data. A major benefit of framing SIP as a constrained optimization is the ability to incorporate additional constraints into the problem formulation, which is made straightforward by our use of a neural network graph as in r-GAN (figure 1).

### 3.3. Stochastic inverse problem for super-resolution imaging

Our next experiment aimed to demonstrate SIP in a high-dimensional setting. We chose a super-resolution imaging scenario with the MNIST dataset for intuitive visualization of the results. The model \(y = M(x)\) is average pooling over an input window of size \(7 \times 7\) with stride 1 and without padding, which operates on a high resolution (HR) image as input \(x\) and outputs a blurred, low-resolution (LR) image \(y\). Our dataset of images representing the prior distribution \(P_X\) was the MNIST dataset, and we passed MNIST images labelled with digit ‘5’ through the model \(y = M(x)\) to obtain the target dataset \(Q_Y\).

As an initial training stage in all r-GAN experiments, we trained the generator to reproduce the prior distribution by setting \(w_Y = 0\) in (2.5). For the super-resolution scenario, this amounts to training a standard GAN to produce MNIST images. Samples from \(Q_X\) after training are shown in figure 4a, top right, and span the distribution of images from the full MNIST prior \(P_X\) (figure 4a, top left). We added the loss of the second discriminator \(D_{Y}\) by setting \(w_Y = 1\) to train the complete r-GAN. Images generated by \(G\) were passed through \(y = M(x)\) and compared with target samples, resulting in \(Q_X\) (figure 4a, bottom right), which when passed through \(M\), approximates \(Q_Y\) (figure 4a, bottom left). The samples consist of a variety of images that resemble those labelled ‘5’, as well as occasional images that resemble those with different labels (most notably ‘3’s, ‘6’s and ‘8’s), but which resemble LR ‘5’s after applying \(M\). Note that these images resembling alternatively labelled images are appropriate for the generator to sample, since, when blurred by \(M\), they are indistinguishable from blurred ‘5’s.

In other super-resolution imaging solutions, we observe that typically only a single image corresponding to a given LR image is sampled, as in the SRGAN [28] and PULSE [29] models. In PULSE, a GAN is first trained on the prior images. Then, the following objective is minimized:
Figure 3. Parameter inference for stochastic simulator (3.2). (a,b) Marginal KDEs of \( (y_x, y_d) \) constituting \( \mathcal{Q}_Y \) and the generated (inferred) output distributions \( \mathcal{Q}_{y} \) using rejection, MCMC, c-GAN and r-GAN. (c) Left: estimated JS-divergence between \( \mathcal{P}_Y \) and \( \mathcal{Q}_Y \). Right: estimated JS-divergence between \( \mathcal{Q}_Y \) and \( \mathcal{Q}_{y} \). (d–g) Histograms of \( \mathcal{Q}_X \) for each method. (h) Schematic diagram of r-GAN for stochastic MMs. Note the additional generator and discriminator for noise parameters compared with the r-GAN in Figure 1. (i–o) As in (a–g), but for the stochastic model, with embedded noise using \( \epsilon_1 \) and \( \epsilon_2 \) in (3.2). In (d–g) and (i–o), the white dashed rectangle denotes bounds set by \( \mathcal{P}_X \), and the blue dashed rectangle denotes bounds of the uniform ‘true’ parameter distribution.
min_{z \in S^d} \| DS(G(z)) - I_{LR} \|_1$, thus finding the latent vector $z$ on the $(d - 1)$-sphere with radius $\sqrt{d}$, where $d$ is the dimension of the latent space of the generator $G(z)$. $DS$ is the down-sampling function (our model $M$), and $I_{LR}$ is an LR image. We also used the PULSE model to find specific generated samples that closely match each image in $Q_Y$. Using either the GAN generator (trained during the initial stage: $w_Y = 0$) or the r-GAN generator, PULSE found optimal latent space values that generated HR samples, which, when blurred, matched single LR samples from $Q_Y$ (figure 4b).

Evaluating generated samples in a high-dimensional space is challenging [30]. Here, we measured JS-divergence between both $P_X$ and $Q_X$, and between $P_Y$ and $Q_Y$, using a classifier trained to distinguish generated and real samples, shown in table 1. However, regularization of the classifier affects the calculated divergence metric, as the implicit density model defined by the classifier depends on its chosen regularization and metaparameters. Generated datasets (labelled in the left column of table 1) are compared against subsets of MNIST for different digits (0, 1, ..., 9) or the whole dataset (All), using either low (LR) or high (HR) resolutions. GAN and r-GAN labels indicate the generator used for samples. PULSE indicates sampling performed with PULSE model and a generator. We discuss the evaluations further, and provide details of the classifier, in the electronic supplementary material.

The low JS-divergence of 0.22 compared to other digits between the MNIST images labelled ‘5’ and the samples from the r-GAN after applying $M$ to both (r-GAN (LR)) indicates that $Q_Y$, samples are close to the target $Q_Y$. The JS-divergence of 0.61 between the MNIST images labelled ‘5’ and the samples from the r-GAN before applying $M$ (r-GAN (HR)) (i.e. $M$’s parameter space) can be compared with the values when sampling MNIST images with PULSE using either the GAN or r-GAN generator (0.73 and 0.71, respectively). This indicates that sampling from the r-GAN without attempting to select specific
samples for each output of $M$ in the target dataset (i.e. treating superresolution imaging as a SIP) produces a distribution of HR images that is closer to the true distribution of ‘5’s in MNIST than when sampling specific generator outputs that are optimal for each image in the dataset.

3.4. Additional stochastic inverse problem examples in electronic supplementary material

A fundamental benefit of the r-GAN formulation of SIPs, as demonstrated in §§3.2 and 3.3, is the flexibility to reconfigure the framework to tailor it to entirely new types of SIP. Finally, we demonstrate a solution to a complex parameter inference problem that appears routinely in scientific disciplines using an intervention scenario, reflecting situations where recordings are made from a biological ensemble before and after a perturbation, such as administration of a drug to a tissue. In previous work, we applied such an intervention r-GAN to evaluation of the mechanism of action of a cardiac inotrope drug using a cardiac mechanics cellular model [31]. Here, we include a test demonstration of this approach using the Rosenbrock function as the MM in the electronic supplementary material.

To further validate the reliability of the r-GAN approach, we tested SIP using GANs for several other test functions, described in detail in the electronic supplementary material. For example, we used the Rosenbrock function with a multi-modal target output distribution dependent on disjoint parameter regions. All methods (rejection, MCMC and r-GAN) were able to accurately infer parameter samples coherent with the target distribution for a low-dimensional Rosenbrock function. In a high-dimensional Rosenbrock function example, the c-GAN struggled to constrain parameter samples to precisely match $Q_Y$ and $Q_Y^G$, due to the requirement that c-GAN learn the full conditional distribution. The MCMC and r-GAN methods performed well for this challenging test case, however.

For certain mechanistic models, a surrogate regression model approximating $y = M(x)$ and trained on a dataset calculated from the original model is required to make an otherwise non-differentiable or costly simulation accessible to the r-GAN framework. Two additional SIPs, a piecewise smooth function (to test parameter inference in a discontinuous space) and an ODE model (a typical format for a mechanistic simulator) [1], were solved using surrogate models in place of a direct solution to the model equations in the r-GAN. Parameters coherent with target outputs were sampled accurately for both the piecewise and ODE test functions by rejection, MCMC and r-GAN.

4. Discussion

Parameter estimation for MMs to fit ensembles of experimental observations in the domain of model output is a common task in biology. A typical problem is fitting MMs to biomarkers obtained from a set of cells with random variation of cell characteristics within the set. In practice, parametrizing MMs is a critical task when attempting to combine results of multiple experimental protocols in inference problems, and also for putting additional constraints into machine learning models in the form of an inductive bias provided by MMs.

Probably the most difficult step in MM-based analysis is parameter estimation. In the literature, investigators usually apply Bayesian methods to fit MMs to individual entities one-by-one, and then
aggregate the found model parameters to build a density model in MM parameter space [32]. The major drawback of this approach is that the prior on model parameters is rarely informative, and a uniform distribution within somewhat arbitrary ranges is often used. Thus, Bayesian analysis introduces unnecessary bias when there is little or no information available about MM parameters. Similar bias is also introduced in an approach termed ‘population of models’ [33].

Data-consistent inversion in SIPs provides a viable alternative to Bayesian parameter inference. In this approach, a density model of experimental observations is constructed, and the goal is to find a distribution of MM parameters that produces the target density. Although the prior also introduces a bias in the solution, the prior does not affect the distribution of model outputs. In this paper, we have presented new algorithms to solve SIPs addressing limitations of the methods found in previous research. These new methods can be divided into two categories. The rejection and r-GAN methods fall into the first category, which, similar to variational inference, optimizes distributions of model parameters by minimizing divergence between MM output distributions and target distributions. The distributions of MM parameters are represented either by sets of samples, as in the rejection methods, or by parametric density estimators, e.g. generator networks, as in the r-GAN. In both cases, samples are scored using discriminators in optimization algorithms. In the second category, instead of optimization, distributions of MM parameters for individual target samples are memorized by density estimators. We presented c-GAN as an example of this class of solution.

In the rejection algorithm, we used Gaussian mixture models to estimate the densities of the sets of samples to compute a density ratio for the rejection step. As an alternative, we could employ the density ratio trick with a classifier, as in GANs, to minimize f-divergence between the target and MM output distributions. The MCMC-boosted rejection algorithm aims to initialize the proposal distribution with a distribution closer to the solution, similar to the algorithm from [15]. The main limitation of the rejection algorithm is the prohibitively large number of initial samples from the prior that are required as dimensionality or problem complexity increases. Therefore, we looked for other algorithms in which particle sets are evolved within perturbation and resampling steps, similar to how sequential Monte Carlo methods are applied in ABC. To construct such an algorithm, we reformulated the SIP into a constrained optimization problem and proposed to solve it in a series of unconstrained optimization steps. These steps could be implemented as a combination of perturbations according to a kernel, followed by application of the rejection algorithm with particle scores calculated from the sum of weighted discriminators (2.4). As one potential method to solve SIPs using stochastic gradient descent, we implemented r-GAN, a generative adversarial network with two discriminators.

A widely recognized limitation of GANs is that they are difficult to train, primarily caused by issues relating to mode collapse, thus limiting their adoption in general scientific applications. The stabilization method used here (see electronic supplementary material for details) enabled stable training across all examples without extensive hyperparameter search. Mode collapse may still occur if a solution to SIP is in a low density region of the prior distribution, but one potential solution to this is to combine an explicit density estimator (e.g. normalizing flow networks) with a classifier to apply boosting for training the prior discriminator [34]. We anticipate such limitations of GANs can in the future be mitigated by more advanced training techniques and GAN configurations.

One requirement of r-GAN is that the mechanistic model must be differentiable to allow backpropagation of \( L_{D_{G}} \) to \( G \). However, mechanistic simulators are often numerical solutions of differential equations, and cannot be directly incorporated into a deep network. In two of our test examples, a differentiable surrogate model was trained on samples from \( P_{X} \) paired with their outputs of \( M \) and used in place of the mechanistic model (see electronic supplementary material). This approach can introduce error if the target region of interest is undersampled during surrogate model training. Alternatively, instead of using a neural network for the GAN generator, distributions of model parameters can be represented by a set of particles, and the objective of (2.4) can be optimized by applying perturbations and resampling to the particle set. Parallels can be made to sequential Monte Carlo sampling methods [23,35] used in ABC [36], a direction we are currently actively exploring. Active learning approaches, such as those used for sequential refinement of conditional density model training data from SBI studies [5,17], can also be applied to iteratively refine a surrogate model.

Fast and accurate solutions to SIPs are critical in any physical science domain where simulations are routinely used to model populations of observations. In the domain of computational biology, specifically the field of cardiac mechanics, we have used the intervention methods presented here to perform an evaluation of the mechanism of action of various cardiac inotropes, applying our methods to unloaded contraction cell data and a cardiac mechanics cellular model [31]. The methods are also being actively explored for analysis of cardiac and neuronal electrophysiology data as in [37,38].
The r-GAN extends GANs’ applications beyond generative modelling and variational inference [39]. Our first experiment showed that this method solves SIPs for systems of equations with accuracy equalling rejection methods. We also formulated three SIP scenarios that cannot currently be solved using existing methods. First, we demonstrated an improvement in predictions for SIP with stochastic models by incorporating a network for parametrizing noise into the optimization. We showed how alternative methods fail at this task. Second, we formulated a super-resolution imaging problem as a SIP, demonstrating the use of r-GAN with convolutional networks. The rejection sampling algorithm would be prohibitively slow to converge when tackling high-dimensional problems of this type. Instead, using r-GAN we were able to initialize the generator to the prior by means of conventional rejection methods. We also formulated three SIP scenarios that solves SIP within an intervention experiment, as demonstrated previously for a cardiac inotrope [31]. The success of these test experiments leads us to propose that approaches based on our constrained optimization formulation are currently the only path to solving a broad family of related SIPs with equally broad applications.

Ethics. This work did not require ethical approval from a human subject or animal welfare committee.
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