GENERALIZATION OF A CONJECTURE OF MUMFORD

ANANYO DAN AND INDER KAUR

ABSTRACT. A conjecture of Mumford predicts a complete set of relations between the generators of the cohomology ring of the moduli space of rank 2 semi-stable sheaves with fixed odd degree determinant on a smooth, projective curve of genus at least 2. The conjecture was proven by Kirwan [24]. In this article, we generalize the conjecture to the case when the underlying curve is irreducible, nodal. In fact, we show that these relations (in the nodal curve case) arise naturally as degeneration of the Mumford relations shown by Kirwan in the smooth curve case. As a byproduct, we compute the Hodge-Poincaré polynomial of the moduli space of rank 2, semi-stable, torsion-free sheaves with fixed determinant on an irreducible, nodal curve.

1. Introduction

The underlying field will always be $\mathbb{C}$. Let $C$ be a smooth, projective curve of genus $g \geq 2$, $d$ be an odd integer and $\mathcal{L}_0$ be an invertible sheaf on $C$ of degree $d$. Denote by $M_C(2,d)$ the moduli space of stable, locally-free sheaves of rank 2 and degree $d$ over $C$ and by $M_C(2,\mathcal{L}_0)$ the sub-moduli space of $M_C(2,d)$ parametrizing locally-free sheaves with determinant $\mathcal{L}_0$. Since it was first constructed by Mumford, almost all aspects of the moduli spaces $M_C(2,d)$ and $M_C(2,\mathcal{L}_0)$ have been extensively studied. Several different methods ranging from topology, number-theory, gauge theory as well as algebraic geometry have been used to study its cohomology ring $H^*(M_C(2,\mathcal{L}_0),\mathbb{Q})$. The generators of this ring were given by Newstead in [28] and a complete set of relations between these generators was conjectured by Mumford. We briefly recall the conjecture. Choose a symplectic basis $e_1, e_2, \ldots, e_{2g}$ of $H^1(C,\mathbb{Z})$ such that $e_i \cup e_j = 0$ for $|j-i| \neq g$ and $e_i \cup e_{i+g} = -[C]^\vee$, where $[C]^\vee$ is the Poincaré dual of the fundamental class of $C$. Mumford and Newstead [26] showed that there exists an isomorphism of pure Hodge structures

$$\phi : H^3(C,\mathbb{Z}) \to H^3(M_C(2,\mathcal{L}_0),\mathbb{Z}),$$

induced by the second Chern class of the universal vector bundle $\mathcal{U}$ over $C \times M_C(2,\mathcal{L}_0)$. Denote by $\gamma_i := \phi(e_i)$ for $1 \leq i \leq 2g$ and $\gamma = \sum_{i=1}^{9} \gamma_i \gamma_{i+g}$. Newstead in [28] showed that there exists $\alpha \in H^2(M_C(2,\mathcal{L}_0),\mathbb{Z})$ and $\beta \in H^4(M_C(2,\mathcal{L}_0),\mathbb{Z})$ (again arising from Chern classes of $\mathcal{U}$) such that the cohomology ring $H^*(M_C(2,\mathcal{L}_0),\mathbb{Q})$ is generated by $\alpha, \beta$ and $\gamma_i$ for $1 \leq i \leq 2g$. Mumford conjectured that there is a decomposition

$$H^*(M_C(2,\mathcal{L}_0),\mathbb{Q}) \cong \bigoplus_{k=0}^{g} P_k \otimes \mathbb{Q}[\alpha, \beta, \gamma]/I_{g-k}$$

where $I_k$ is an ideal of relations between $\alpha, \beta$ and $\gamma$ and $P_k$ is the primitive component of $\wedge^k H^3(M_C(2,\mathcal{L}_0),\mathbb{Q})$ with respect to $\gamma$ (see §5.2 for precise definitions). The conjecture was proved by Kirwan [24]. In [40] Zagier showed that in fact the relations between the generators
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can be determined recursively. In particular, \( I_k \subset \mathbb{Q}[\alpha, \beta, \gamma] \) is generated by \( (\xi_k, \xi_{k+1}, \xi_{k+2}) \), where \( \xi_0 = 1 \) and recursively,

\[
\xi_{k+1} := \alpha \xi_k + k^2 \beta \xi_{k-1} + 2(k - 1) \gamma \xi_{k-2}.
\]

This was also proven independently by Baranovskii [3], Siebert and Tian [24], later by Herrera and Salamon [21], Earl [14] and also by King and Newstead [23]. Although the obvious generalization of Mumford’s conjecture to the cases when rank is greater than 2 is false, Earl in [14] for \( n = 3 \) and Earl, Kirwan in [17] for arbitrary \( n \), give additional relations such that together with the Mumford relations they form a complete set of relations between the generators of the cohomology ring of the moduli space of rank \( n \) semi-stable sheaves with coprime degree \( d \) over \( C \). However, none of the existing literature studies the above conjecture for a singular curve, even in the case of rank 2.

Let \( X_0 \) be an irreducible nodal curve with exactly one node. Denote by \( U_{X_0}(2, \mathcal{L}_0) \) the moduli space of rank 2 semi-stable sheaves on \( X_0 \) with determinant \( \mathcal{L}_0 \) (here \( \mathcal{L}_0 \) is also an invertible sheaf of odd degree) as defined by Sun in [36] (we use a different notation for the moduli space as the definition of determinant in this case is different from the classical definition, see also Bhosle [5]). The main difficulty in generalizing the above results to the cohomology ring of \( U_{X_0}(2, \mathcal{L}_0) \) arises from the fact that \( U_{X_0}(2, \mathcal{L}_0) \) is singular. The moduli space \( M_C(2, \mathcal{L}_0) \) was non-singular. As a result, most of the techniques in the literature fail. We remark that the moduli space considered by Martinez [19] is singular (as \( \deg(\mathcal{L}_0) \) is even in his case) but arises as a GIT quotient of a non-singular variety, which is also false in our setup.

As there is no straightforward way to generalize the techniques in the literature, we instead embed the nodal curve \( X_0 \) in a regular family \( \pi : \mathcal{X} \to \Delta \) (here \( \Delta \) denotes the unit disc), smooth over \( \Delta^* := \Delta \setminus \{0\} \) and central fiber isomorphic to \( X_0 \) (the existence of such a family follows from the completeness of the moduli space of stable curves, see [2 Theorem B.2]). Note that, the invertible sheaf \( \mathcal{L}_0 \) on \( X_0 \) lifts to a relative invertible sheaf \( \mathcal{L}_X \) over \( \mathcal{X} \). There is a well-known relative Simpson’s moduli space, denoted \( U_X(2, \mathcal{L}_X) \) of rank 2 semi-stable sheaves with determinant \( \mathcal{L}_X \) over \( \mathcal{X} \) (see [22 Theorem 4.3.7]). The (relative) moduli space \( U_X(2, \mathcal{L}_X) \) is flat over \( \Delta \) and central fiber \( U_{X_0}(2, \mathcal{L}_0) \). It is well-known that for any \( s \in \Delta^* \), the fiber \( U_X(2, \mathcal{L}_s) \) is isomorphic to \( M_{\mathcal{X}}(2, \mathcal{L}|_{\mathcal{X}_s}) \), hence non-singular. Substituting \( C \) by \( \mathcal{X}_s \) and \( \mathcal{L}_0 \) by \( \mathcal{L}^s|_{\mathcal{X}_s} \) in the above discussion, we rewrite Mumford’s conjecture for the cohomology ring \( H^*(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \) as follows:

**Conjecture** (Generalized Mumford conjecture). Denote by \( P^\text{mon}_k \) the subspace of \( P_k \) (as before) consisting of all elements that are monodromy invariant (under the natural monodromy action on \( H^*(M_{\mathcal{X}}(2, \mathcal{L}|_{\mathcal{X}_s}), \mathbb{Q}) \)). Then, \( P^\text{mon}_k \) is independent (upto isomorphism) of the choice of the family \( \pi \) and the cohomology ring \( H^*(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \) decomposes as

\[
H^*(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \cong \bigoplus_{k=0}^g P^\text{mon}_k \otimes \mathbb{Q}[\alpha, \beta, \gamma]/I_{g-k}.
\]

Apart from the obvious motivation of Mumford’s conjecture, one can also use the conjecture to compute the Hodge-Poincaré polynomial of the cohomology ring of \( M_{\mathcal{X}}(2, \mathcal{L}_s) \) for \( s \in \Delta^* \), where \( \mathcal{L}_s := \mathcal{L}_X|_{\mathcal{X}_s} \) (see [23]). Recall, the Hodge-Poincaré polynomial for \( M_{\mathcal{X}}(2, \mathcal{L}_s) \):

\[
\sum_{p,q} h^{p,q}(M_{\mathcal{X}}(2, \mathcal{L}_s), \mathbb{C}) u^p v^q.
\]

One of the first results in this direction was by Newstead [27], where he gives a recursive formula for Betti numbers of \( M_C(2, \mathcal{L}_0) \). This was generalized by Harder, Narasimhan [20], Desale and Ramanan [13] using number-theoretic methods, in the case of any coprime rank and degree. Similar results were discovered by Atiyah and Bott [1], using methods from gauge theory.
The formula was solved by Zagier in [39]. Later, Bifet, Ghione and Letizia [7] gave the same formula but using methods from algebraic geometry. Their methods were used by Baño [9,10] to compute the motivic Poincaré polynomial of $M_{X_1}(2, d)$ and $M_{X_1}(2, L_s)$. Using methods from gauge theory, Earl and Kirwan [16] gave the Hodge-Poincaré polynomial for $M_{X_1}(2, d)$ and $M_{X_1}(2, L_s)$. Unfortunately, an analogous Hodge-Poincaré polynomial for $U_{X_0}(2, L_0)$ is unknown. In this article we prove that:

**Theorem 1.1.** The generalized Mumford conjecture holds true. Furthermore, the cohomology ring $H^*(U_{X_0}(2, L_0), \mathbb{Q})$ is generated by $\alpha, \beta, \gamma_i$ for $1 \leq i \leq 2g - 1$ and $\gamma g\gamma_2$.

See Theorem 7.2 and Remark 7.3 for the precise statements. We also obtain the Hodge-Poincaré formula: As $U_{X_0}(2, L_0)$ is singular, the associated cohomology groups do not have a pure Hodge structure. Then, the Hodge-Poincaré formula for $U_{X_0}(2, L_0)$ is defined as

$$\sum_{p,q,i} \dim H^p,q Gr^W_i(U_{X_0}(2, L_0), \mathbb{C}) x^p y^q.$$

We prove that:

**Theorem 1.2 (see Theorem 7.2).** The Hodge-Poincaré polynomial associated to the moduli space $U_{X_0}(2, L_0)$ is

$$\frac{(1 + xy^2)^{g-1}(1 + x^2y^{g-1}(1 + xy + x^3y)) - x^g y^g(1 + x)^{g-1}(x + y)^{g-1}(2 + xy)}{(1 - xy)(1 - x^2y^2)}.$$

We now discuss the strategy of the proof. The idea is to use the theory of variation of mixed Hodge structures by Steenbrink [35] and Schmid [31] to relate the mixed Hodge structure on the central fiber of the relative moduli space to the limit mixed Hodge structure on the generic fiber. Unfortunately, the singularity of the central fiber of $U_{X}(2, \mathcal{L}_X)$ is not a normal crossings divisor, hence not a suitable candidate for using tools from [31,35]. However, there is a different construction of a relative moduli space of rank 2 semi-stable sheaves with determinant $\mathcal{L}_X$ over $X$, due to Gieseker [15]. The advantage of the latter family of moduli spaces is that, in this case the central fiber, denoted $G_{X_0}(2, L_0)$ is a simple normal crossings divisor, hence compatible with the setup in [31,35]. Moreover, the generic fiber of the two relative moduli spaces coincide. Denote by $G_{X}(2, \mathcal{L}_X)_{\infty}$ the generic fiber of the relative moduli space. By Steenbrink [35], $H^i(G_{X}(2, \mathcal{L}_X)_{\infty}, \mathbb{Q})$ is equipped with a (limit) mixed Hodge structure such that the specialization morphism

$$sp_i : H^i(G_{X_0}(2, L_0), \mathbb{Q}) \to H^i(G_{X}(2, \mathcal{L}_X)_{\infty}, \mathbb{Q})$$

is a morphism of mixed Hodge structures for all $i \geq 0$. Using the Mumford relations on $M_{X_1}(2, L_s)$ shown by Kirwan, we obtain a complete set of relations between the generators of the cohomology ring $H^*(G_{X_0}(2, L_0), \mathbb{Q})$ of the generic fiber $G_{X}(2, \mathcal{L}_X)_{\infty}$. However, not all elements in $H^i(G_{X}(2, \mathcal{L}_X)_{\infty}, \mathbb{Q})$ are monodromy invariant. As a result the specialization morphism $sp_i$ is neither injective, nor surjective (see Corollary 4.2). To compute explicitly the kernel and cokernel of $sp_i$ we study the Gysin morphism from the intersection of the two components of $G_{X_0}(2, L_0)$ to the irreducible components (see Theorem 4.2). Using this we prove:

**Theorem 1.3 (see Theorem 5.1).** We have the following isomorphism of graded rings:

$$H^*(G_{X_0}(2, L_0), \mathbb{Q}) \cong \left( \bigoplus_i P^\text{mon}_i \otimes \frac{\mathbb{Q}[\alpha, \beta, \gamma]}{I_{g-i}} \right) \oplus \left( \bigoplus_i \tilde{P}_{i-2} \otimes \frac{Q[\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}, X, Y]}{(I_{g-i-3}, X^2, Y^2, X - Y)} \right),$$

where $\tilde{P},\tilde{\alpha},\tilde{\beta},\tilde{\gamma}$ and $I_{g-i}$ are objects analogous to $P,\alpha,\beta,\gamma$ and $I_{g-i}$ defined earlier after replacing $C$ by $X_0$ and $L_0$ by $\tilde{L}_0 := \pi_0^*L_0$, $\pi_0 : \tilde{X}_0 \to X_0$ is the normalization morphism.
Similarly, we obtain the Hodge-Poincaré formula for \( \mathcal{G}_{X_0}(2, \mathcal{L}_0) \) (see Theorem 6.2). Finally, there exists a proper morphism from \( \mathcal{G}_{X_0}(2, \mathcal{L}_0) \) to \( U_{X_0}(2, \mathcal{L}_0) \). Using this morphism we obtain from Theorem 1.3, the relations between the generators of the cohomology ring of \( U_{X_0}(2, \mathcal{L}_0) \) and compute the Hodge-Poincaré polynomial for \( U_{X_0}(2, \mathcal{L}_0) \).

**Outline:** In §2 we recall the preliminaries on the limit mixed Hodge structures applicable in our setup and use it to compute the limit mixed Hodge structure associated to the degenerating family \( \pi \) of curves, mentioned above. In §3 we recall the relative Mumford-Newstead isomorphism as mentioned in [4] which gives us an isomorphism (of mixed Hodge structures) between the limit mixed Hodge structure coming from \( \pi \) and that coming from the associated family of moduli space of semi-stable sheaves. In §4 we compute a Gysin morphism to relate the cohomology ring of \( \mathcal{G}_{X_0}(2, \mathcal{L}_0) \) to that of the generic fiber of the family of moduli spaces. In §5 we prove the generalized Mumford conjecture for \( \mathcal{G}_{X_0}(2, \mathcal{L}_0) \). In §6 we compute the Hodge-Poincaré polynomial for \( \mathcal{G}_{X_0}(2, \mathcal{L}_0) \). In §7 we prove the generalized Mumford conjecture for \( U_{X_0}(2, \mathcal{L}_0) \) and compute the associated Hodge-Poincaré polynomial.

**Notation:** Given any morphism \( f : \mathcal{Y} \to S \) and a point \( s \in S \), we denote by \( \mathcal{Y}_s := f^{-1}(s) \). The open unit disc is denoted by \( \Delta \) and \( \Delta^* := \Delta \setminus \{0\} \) denotes the punctured disc.
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## 2. Preliminaries: Limit mixed Hodge structure

We recall basic results on limit mixed Hodge structures relevant to our setup. See [30] for a detailed treatment of the subject.

Let \( \rho : \mathcal{Y} \to \Delta \) be a flat family of projective varieties, smooth over \( \Delta^* \) and \( \rho' : \mathcal{Y}_{\Delta^*} \to \Delta^* \) the restriction of \( \rho \) to \( \Delta^* \).

### 2.1. Hodge bundles.

Using Ehresmann’s theorem (see [38] Theorem 9.3)), we have for all \( i \geq 0 \),

\[
H^i_{\mathcal{Y}_{\Delta^*}} := H^i(\mathcal{Y}_t, \mathbb{Z})
\]

the local systems over \( \Delta^* \) with fiber \( H^i(\mathcal{Y}_t, \mathbb{Z}) \), for \( t \in \Delta^* \). One can canonically associate to these local systems, the holomorphic vector bundles \( H^i_{\mathcal{Y}_{\Delta^*}} := H^i_{\mathcal{Y}_{\Delta^*}} \otimes \mathcal{O}_{\Delta^*} \) called the *Hodge bundles*. There exist holomorphic sub-bundles \( F^p H^i_{\mathcal{Y}_{\Delta^*}} \subset H^i_{\mathcal{Y}_{\Delta^*}} \) defined by the condition: for any \( t \in \Delta^* \), the fibers

\[
(F^p H^i_{\mathcal{Y}_{\Delta^*}})_t \subset (H^i_{\mathcal{Y}_{\Delta^*}})_t
\]
can be identified respectively with \( F^p H^i(\mathcal{Y}_t, \mathbb{C}) \subset H^i(\mathcal{Y}_t, \mathbb{C}) \), where \( F^p \) denotes the Hodge filtration (see [38] §10.2.1)).

### 2.2. Canonical extension of Hodge bundles.

The Hodge bundles and their holomorphic sub-bundles defined above can be extended to the entire disc. In particular, there exists a *canonical extensions*, \( \overline{H}_Y \) of \( H^i_{\mathcal{Y}_{\Delta^*}} \) to \( \Delta \) (see [30] Definition 11.4)). Note that, \( \overline{H}_Y \) is locally-free over \( \Delta \). Denote by \( j : \Delta^* \to \Delta \) the inclusion morphism, \( F^p \overline{H}_Y := j_* \left( F^p H^i_{\mathcal{Y}_{\Delta^*}} \right) \cap \overline{H}_Y \). Note that, \( F^p \overline{H}_Y \) is the *unique largest* locally-free sub-sheaf of \( \overline{H}_Y \) which extends \( F^p H^i_{\mathcal{Y}_{\Delta^*}} \).

Consider the universal cover \( \mathfrak{h} \to \Delta^* \) of the punctured unit disc. Denote by \( e : \mathfrak{h} \to \Delta^* \) the composed morphism and \( \mathcal{Y}_\infty \) the base change of the family \( \mathcal{Y} \) over \( \Delta \) to \( \mathfrak{h} \), by the morphism
e. There is an explicit identification of the central fiber of the canonical extensions $\overline{Y}_Y$ and the cohomology group $H^i(Y_\infty, \mathbb{C})$, depending on the choice of the parameter $t$ on $\Delta$ (see [30, XI-8]):

$$g_Y^i : H^i(Y_\infty, \mathbb{C}) \to \left(\overline{Y}_Y\right)_0.$$  

This induce (Hodge) filtrations on $H^i(Y_\infty, \mathbb{C})$ as $F^p H^i(Y_\infty, \mathbb{C}) := (g_Y^i)^{-1} \left(F^p \overline{Y}_Y\right)_0$.

2.3. Monodromy transformations. For any $s \in \Delta^*$ and $i \geq 0$, denote by

$$T_{s, i} : H^i(Y_s, \mathbb{Z}) \to H^i(Y_s, \mathbb{Z})$$

and $T_{s, i}^Q : H^i(Y_s, \mathbb{Q}) \to H^i(Y_s, \mathbb{Q})$

the local monodromy transformations defined by parallel transport along a counterclockwise loop about $0 \in \Delta$ (see [30, §11.1.1]). By [12, Theorem II.1.17] (see also [25, Proposition I.7.8.1]) the automorphism extends to a $\mathbb{Q}$-automorphism

$$T_i : H^i(Y_\infty, \mathbb{Q}) \to H^i(Y_\infty, \mathbb{Q}).$$  

Denote by $T_{i, \mathbb{C}}$ the induced automorphism on $H^i(Y_\infty, \mathbb{C})$.

2.4. Schmid’s limit mixed Hodge structures. The natural specialization morphism from the cohomology on the central fiber of the family $\mathcal{Y}$ to a general fiber $Y_s$, $s \in \Delta^*$ is not in general a morphism of mixed Hodge structures, if one considers the cohomology of $Y_s$ with the natural pure Hodge structure. However, one can define a mixed Hodge structure on the cohomology of $Y_s$, such that the specialization morphism is a morphism of mixed Hodge structures. More precisely,

**Remark 2.1.** Let $N_i$ the logarithm of the monodromy operator $T_i$. By [30, Lemma-Definition 11.9], there exists an unique increasing monodromy weight filtration $W_\bullet$ on $H^i(Y_\infty, \mathbb{Q})$ such that,

1. for $j \geq 2$, $N_i(W_j H^i(Y_\infty, \mathbb{Q})) \subset W_{j-2} H^i(Y_\infty, \mathbb{Q})$ and
2. the map $N_i^l : \text{Gr}^W_{i,l} H^i(Y_\infty, \mathbb{Q}) \to \text{Gr}^W_{i-1,l} H^i(Y_\infty, \mathbb{Q})$ is an isomorphism for all $l \geq 0$.

Now, [31, Theorem 6.16] states that the induced filtrations on $H^i(Y_\infty, \mathbb{C})$ defines a mixed Hodge structure $(H^i(Y_\infty, \mathbb{Z}), W_\bullet, F^\bullet)$.

In the case, the central fiber $Y_0$ is a reduced simple normal crossings divisor of $\mathcal{Y}$, we have the following description of the specialization morphism.

**Remark 2.2.** Suppose that the central fiber $Y_0$ is a reduced simple normal crossings divisor of $\mathcal{Y}$. By the local invariant cycle theorem [30, Theorem 11.43], we have the following exact sequence of mixed Hodge structure:

$$H^i(Y_0, \mathbb{Q}) \xrightarrow{sp_i} H^i(Y_\infty, \mathbb{Q}) \xrightarrow{N_i/(2\pi \sqrt{-1})} H^i(Y_\infty, \mathbb{Q})(-1)$$

where $sp_i$ denotes the specialization morphism.

2.5. Steenbrink’s limit mixed Hodge structures. It is not always easy to compute the monodromy weight filtration defined by Schmid. As a result we will use the Steenbrink spectral sequences below. Note that, we do not give the general form of the spectral sequence, instead we restrict to the case relevant to this article.

**Proposition 2.3** ([30, Corollaries 11.23 and 11.41] and [35, Example 3.5]). Suppose $\mathcal{Y}$ is regular and $Y_0$ is a reduced simple normal crossings divisor of $\mathcal{Y}$, consisting of exactly two irreducible components, say $Y_1$ and $Y_2$. The limit weight spectral sequence $E^p,q_w \Rightarrow H^{p+q}(Y_\infty, \mathbb{Q})$ consists of the following terms:

1. if $|p| \geq 2$, then $\lim_w E^{p,q}_1 = 0$. 

The spectral sequence \( W \) is the Gysin morphism.

The limit weight spectral sequence \( \overset{\infty}{w}E_{p,q}^{1} \) degenerates at \( E_2 \) and the induced filtration on \( H^{p+q}(Y_{\infty}, \mathbb{Q}) \) coincides with the monodromy weight filtration as in Remark [23] above. Similarly, the weighted spectral sequence \( wE_{1}^{p,q} \Rightarrow H^{p+q}(Y_{0}, \mathbb{Q}) \) on \( Y_{0} \) consists of the following terms:

1. for \( p > 2 \) or \( p < 0 \), we have \( wE_{1}^{p,q} = 0 \),
2. \( wE_{1}^{1,q} = H^{q}(Y_{1} \cap Y_{2}, \mathbb{Q})(0) \) and \( wE_{0}^{0,q} = H^{q}(Y_{1}, \mathbb{Q})(0) \oplus H^{q}(Y_{2}, \mathbb{Q})(0) \),
3. the differential map \( d_{1} : wE_{1}^{0,q} \to wE_{1}^{1,q} \) is the restriction morphism and \( d_{1} : wE_{1}^{-1,q} \to wE_{1}^{0,q} \) is the Gysin morphism.

The spectral sequence \( wE_{p,q}^{1} \) degenerates at \( E_2 \) and induces a weight filtration on \( H^{p+q}(Y_{0}, \mathbb{Q}) \).

We note that the resulting weight filtrations on \( H^{p+q}(Y_{\infty}, \mathbb{Q}) \) and \( H^{p+q}(Y_{0}, \mathbb{Q}) \) are given by:

\[ wE_{2}^{p,q} = \text{Gr}_{q}^{W} H^{p+q}(Y_{\infty}, \mathbb{Q}) \quad \text{and} \quad wE_{2}^{p,q} = \text{Gr}_{q}^{W} H^{p+q}(Y_{0}, \mathbb{Q}). \]

**Corollary 2.4.** Let \( Y \) and \( Y_{0} \) be as in Proposition [23]. Then, we have the following exact sequence of mixed Hodge structures:

\[ H^{i-2}(Y_{1} \cap Y_{2}, \mathbb{Q})(-1) \xrightarrow{f_{i}} H^{i}(Y_{0}, \mathbb{Q}) \xrightarrow{\text{sp}_{p}} H^{i}(Y_{\infty}, \mathbb{Q}) \xrightarrow{\text{sp}_{i}} \text{Gr}_{i+1}^{W} H^{i}(Y_{\infty}, \mathbb{Q}) \to 0, \tag{2.4} \]

where \( f_{i} \) is the natural morphism induced by the Gysin morphism from \( H^{i-2}(Y_{1} \cap Y_{2}, \mathbb{Q})(-1) \) to \( H^{i}(Y_{1}, \mathbb{Q}) \oplus H^{i}(Y_{2}, \mathbb{Q}) \) (use the Mayer-Vietoris sequence associated to \( Y_{1} \cup Y_{2} \)), \( \text{sp}_{i} \) is the specialization morphism (see [30] Theorem 11.29) and \( g_{i} \) is the natural projection.

**Proof.** The corollary is an immediate consequence of Proposition [23]. \( \square \)

### 2.6. The curve case.

Consider the flat family \( \rho : \tilde{\mathcal{X}} \to \Delta \) of projective curves with \( \tilde{\mathcal{X}} \) regular, \( \tilde{\mathcal{X}}_{t} \) is smooth of genus \( g \) for all \( t \in \Delta^{*} \) and \( \tilde{\mathcal{X}}_{0} = Y_{1} \cup Y_{2} \) with \( Y_{1} \cong \mathbb{P}^{1}, \) \( Y_{2} \) smooth, irreducible and intersecting \( Y_{1} \) transversally at two points, say \( y_{1}, y_{2} \). We compute the limit mixed Hodge structure associated to this family of curves. This description will be used later in the article to give the generators of the weight filtration on the cohomology ring of the moduli space of semi-stable sheaves with fixed determinant over an irreducible nodal curve.

**Theorem 2.5.** Denote by \( f' \in H^{2}(Y_{2}, \mathbb{Z}) \), the Poincaré dual of the fundamental class of \( Y_{2} \) and 

\[ sp_{2} : H^{2}(Y_{1}, \mathbb{Z}) \oplus H^{2}(Y_{2}, \mathbb{Z}) \cong H^{2}(\tilde{\mathcal{X}}_{0}, \mathbb{Z}) \xrightarrow{sp_{2}} H^{2}(\tilde{\mathcal{X}}_{\infty}, \mathbb{Z}) \]

the specialization morphism as in Corollary [24] composed with the isomorphism arising from the Mayer-Vietoris sequence. Then, there exists a basis \( e_{1}, e_{2}, ..., e_{2g} \) of \( H^{1}(\tilde{\mathcal{X}}_{\infty}, \mathbb{Z}) \) such that

1. \( e_{g} \) (resp. \( e_{2g} \)) generates \( \text{Gr}_{0}^{W} H^{1}(\tilde{\mathcal{X}}_{\infty}, \mathbb{Q}) \) (resp. \( \text{Gr}_{2}^{W} H^{1}(\tilde{\mathcal{X}}_{\infty}, \mathbb{Q}) \)),
2. \( e_{1}, e_{2}, ..., e_{g-1}, e_{g+1}, e_{g+2}, ..., e_{2g-1} \) form a basis of \( \text{Gr}_{1}^{W} H^{1}(\tilde{\mathcal{X}}_{\infty}, \mathbb{Q}) \),
3. \( e_{i} \cup e_{i+g} = sp_{2}(0 \oplus -f') \) and \( e_{i} \cup e_{j} = 0 \) for \( |j - i| \neq g \).

Before proving the theorem, we note that when we say “\( e_{i_{1}}, ..., e_{i_{r}} \) generate \( \text{Gr}_{j}^{W} H^{1}(\tilde{\mathcal{X}}_{\infty}, \mathbb{Q}) \)” we always mean that the image of \( e_{i_{1}}, ..., e_{i_{r}} \) in \( \text{Gr}_{j}^{W} H^{1}(\tilde{\mathcal{X}}_{\infty}, \mathbb{Q}) \) (under the natural projection morphism) generate it.
Proof. The Mayer-Vietoris sequence associated the central fiber $\tilde{X}_0$ is

$$0 \to H^0(\tilde{X}_0, \mathbb{Z}) \to H^0(Y_1, \mathbb{Z}) \oplus H^0(Y_2, \mathbb{Z}) \to H^0(Y_1 \cap Y_2, \mathbb{Z}) \to H^1(\tilde{X}_0, \mathbb{Z}) \to H^1(Y_1, \mathbb{Z}) \oplus H^1(Y_2, \mathbb{Z}) \to 0.$$  

Since $H^1(Y_1, \mathbb{Z}) = 0$, this gives us the short exact sequence:

$$0 \to \mathbb{Z} \xrightarrow{\rho} H^1(\tilde{X}_0, \mathbb{Z}) \xrightarrow{\rho_g} H^1(Y_2, \mathbb{Z}) \to 0, \quad (2.5)$$

inducing isomorphisms $\mathbb{Q} \cong \text{Gr}_1^W H^1(\tilde{X}_0, \mathbb{Q})$ and $\text{Gr}_1^W H^1(\tilde{X}_0, \mathbb{Q}) \cong H^1(Y_2, \mathbb{Q})$. Since $\rho$ is a flat family of projective curves with $\rho^{-1}(t)$ of genus $g$ for $g \in \Delta^*$, we have

$$g = \rho_0(Y_1 \cup Y_2) = \rho_0(Y_1) + \rho_0(Y_2) + Y_1.Y_2 - 1 = \rho_0(Y_2) + 1,$$

where $\rho_0$ denotes the arithmetic genus (use $\rho_0(Y_1) = 0$). In other words, $\rho_0(Y_2) = g - 1$. There exists a symplectic basis $e'_1, e'_2, \ldots, e'_{g-1}, e'_{g+1}, e'_{g+2}, \ldots, e'_{2g-1}$ of $H^1(Y_2, \mathbb{Z})$ such that $e'_i \cup e'_{g+i} = -f'$ and $e'_i \cup e'_j = 0$ for $|i - j| \neq g$, where $f' \in H^2(Y_2, \mathbb{Z})$ is the dual of fundamental class of $Y_2$ (see §1.2). Let $e''_i \in H^1(\tilde{X}_0, \mathbb{Z})$ such that $q(e''_i) = e'_i$. Denote by $e_i := sp_1(e''_i)$, where

$$sp_1 : H^1(\tilde{X}_0, \mathbb{Z}) \to H^1(\tilde{X}_\infty, \mathbb{Z}),$$

is the specialization morphism. Since $sp_1$ maps $\text{Gr}_1^W H^1(\tilde{X}_0, \mathbb{Z})$ isomorphically to $\text{Gr}_1^W H^1(\tilde{X}_\infty, \mathbb{Z})$ (Corollary 2.4), we conclude that $e_1, e_2, \ldots, e_{g-1}, e_{g+1}, e_{g+2}, \ldots, e_{2g-1}$ is a basis of $\text{Gr}_1^W H^1(\tilde{X}_\infty, \mathbb{Q})$.

Denote by $i_1 : Y_1 \hookrightarrow \tilde{X}_0$ and $i_2 : Y_2 \hookrightarrow \tilde{X}_0$ the natural inclusions. Since cup-product commutes with pull-back, we have $i_1^*(e''_i \cup e''_j) = 0$ for all $i, j$ (use $H^1(\mathbb{P}^1) = 0$), $i_2^*(e''_i \cup e''_{g+i}) = e'_i \cup e'_{g+i} = -f'$ and $i_2^*(e''_i \cup e''_j) = e'_i \cup e'_j = 0$ for any $|i - j| \neq g$. This implies $e_i \cup e_j = 0$ for $|i - j| \neq g$ and

$$e_i \cup e_{i+g} = sp_2(0 \oplus -f')$$

under the morphism

$$H^2(Y_1, \mathbb{Z}) \oplus H^2(Y_2, \mathbb{Z}) \overset{(i_1^*, i_2^*)}{\sim} H^2(\tilde{X}_0, \mathbb{Z}) \overset{sp_2}{\to} H^2(\tilde{X}_\infty, \mathbb{Z}), \quad (2.6)$$

where the first isomorphism follows from the Mayer-Vietoris sequence.

Denote by $e_g := sp_1 \circ p(1)$. Note that, $e_g$ generates $W_0 H^1(\tilde{X}_\infty, \mathbb{Q})$ (use Corollary 2.4). Since the cup-product morphism

$$H^1(\tilde{X}_\infty, \mathbb{Z}) \otimes H^1(\tilde{X}_\infty, \mathbb{Z}) \to H^2(\tilde{X}_\infty, \mathbb{Z})$$

is a morphism of mixed Hodge structures and $H^2(\tilde{X}_\infty, \mathbb{Q})$ is pure, we conclude that $e_g \cup e_i = 0$ for all $1 \leq i \leq 2g - 1$. Choose $e_{2g} \in H^1(\tilde{X}_\infty, \mathbb{Z})$ such that $e_1, e_2, \ldots, e_{2g}$ generates $H^1(\tilde{X}_\infty, \mathbb{Z})$. Let $e_i \cup e_{2g} = a_i sp_2(0 \oplus -f')$. As the cup-product morphism above is a perfect pairing, we have $|a_g| = 1$. Replace $e_{2g}$ by

$$\frac{1}{a_g} (e_{2g} - \sum_{i \leq g} a_i e_{i+g} + \sum_{i > g} a_i e_{i-g} - (a_{2g}/a_g)e_g).$$

Note that $e_{2g} \in H^1(\tilde{X}_\infty, \mathbb{Z})$, generates $\text{Gr}_2^W H^1(\tilde{X}_\infty, \mathbb{Q})$, $e_i \cup e_{2g} = 0$ for $i \neq g$ and $e_g \cup e_{2g} = sp_2(0 \oplus -f')$. This proves the theorem. \square

3. Relative Mumford-Newstead isomorphism

In this section we review results on relative Mumford-Newstead isomorphisms as described in §4.

**Notation 3.1.** Let $X_0$ be an irreducible nodal curve of genus $g \geq 2$, with exactly one node, say at $x_0$. Denote by $\pi_0 : \tilde{X}_0 \to X_0$ be the normalization map. Since the moduli space of stable curve is complete, there exists a regular, flat family of projective curves $\pi_1 : \mathcal{X} \to \Delta$ smooth over $\Delta^*$ and central fiber isomorphic to $X_0$ (see [2] Theorem B.2]). Fix an invertible sheaf $\mathcal{L}$ on
\( \mathcal{X} \) of relative odd degree, say \( d \). Set \( \mathcal{L}_0 := \mathcal{L}|_{X_0} \), the restriction of \( \mathcal{L} \) to the central fiber. Denote by \( \tilde{\mathcal{L}}_0 := \pi_0^*(\mathcal{L}_0) \).

3.1. Relative Gieseker moduli space. There exists a regular, flat, projective family

\[
\pi_2 : \mathcal{G}(2, \mathcal{L}) \to \Delta
\]
called the \textit{relative Gieseker moduli space of rank 2 semi-stable sheaves on} \( \mathcal{X} \) \textit{with determinant} \( \mathcal{L} \), such that for all \( s \in \Delta^s \), \( \mathcal{G}(2, \mathcal{L})_s := \pi_2^{-1}(s) = M_{\mathcal{X}_s}(2, \mathcal{L}_s) \) and the central fiber \( \pi_2^{-1}(0) \), denoted \( \mathcal{G}_{X_0}(2, \mathcal{L}_0) \), is a reduced simple normal crossings divisor of \( \mathcal{G}(2, \mathcal{L}) \) (see [4] Notation A.5, Theorem A.7 and Remark A.8]). In particular, \( \mathcal{G}(2, \mathcal{L}) \) is smooth over \( \Delta^s \) and satisfies the conditions of Proposition [2,3]

Denote by \( M_{\mathcal{X}_0}(2, \tilde{\mathcal{L}}_0) \) the fine moduli space of semi-stable sheaves of rank 2 and with determinant \( \tilde{\mathcal{L}}_0 \) over \( \tilde{\mathcal{X}}_0 \) (see [22, Theorem 4.3.7 and 4.6.6]). By [4] Theorem A.7, \( \mathcal{G}_{X_0}(2, \mathcal{L}_0) \) can be written as the union of two irreducible components, say \( \mathcal{G}_0 \) and \( \mathcal{G}_1 \), and \( \mathcal{G}_0 \) (resp. \( \mathcal{G}_0 \cap \mathcal{G}_1 \)) is isomorphic to a \( \mathbb{P}^3 \) (resp. \( \mathbb{P}^1 \times \mathbb{P}^1 \))-bundle over \( M_{\mathcal{X}_0}(2, \tilde{\mathcal{L}}_0) \).

3.2. Mumford-Newstead isomorphism in families. Let us consider the relative version of the construction in [26]. Denote by

\[
\mathcal{W} := \mathcal{X}_{\Delta^s} \times_{\Delta^s} \mathcal{G}(2, \mathcal{L})_{\Delta^s} \quad \text{and} \quad \pi_3 : \mathcal{W} \to \Delta^s
\]
the natural morphism. Recall, for all \( t \in \Delta^s \), the fiber
\[
\mathcal{W}_t := \pi_3^{-1}(t) = \mathcal{X}_t \times \mathcal{G}(2, \mathcal{L})_t \cong \mathcal{X}_t \times M_{\mathcal{X}_t}(2, \mathcal{L}_t).
\]
There exists a (relative) universal bundle \( U \) over \( \mathcal{W} \) associated to the (relative) moduli space \( \mathcal{G}(2, \mathcal{L})_{\Delta^s} \) i.e., \( U \) is a vector bundle over \( \mathcal{W} \) such that for each \( t \in \Delta^s \), \( U|_{\mathcal{W}_t} \) is the universal bundle over \( \mathcal{X}_t \times M_{\mathcal{X}_t}(2, \mathcal{L}_t) \) associated to fine moduli space \( M_{\mathcal{X}_t}(2, \mathcal{L}_t) \) (use [29, Theorem 9.1.1]). Denote by \( \mathbb{H}^i_{\mathcal{W}} := R^i\pi_3^*\mathcal{Z} \) the local system associated to \( \mathcal{W} \). Using Künneth decomposition, we have (see [23] for notations)

\[
\mathbb{H}^i_{\mathcal{W}} = \bigoplus_i \left( \mathbb{H}^i_{\mathcal{X}_{\Delta^s}} \otimes \mathbb{H}^{4-i}_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \right).
\] (3.1)

Denote by \( c_2(U)^{1,3} \in \Gamma \left( \mathbb{H}^1_{\mathcal{X}_{\Delta^s}} \otimes \mathbb{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \right) \) the image of the second Chern class \( c_2(U) \in \Gamma(\mathbb{H}^4_{\mathcal{W}}) \) under the natural projection from \( \mathbb{H}^4_{\mathcal{W}} \) to \( \mathbb{H}^1_{\mathcal{X}_{\Delta^s}} \otimes \mathbb{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \). Using Poincaré duality applied to the local system \( \mathbb{H}^1_{\mathcal{X}_{\Delta^s}} \) (see [25, §I,2.6]), we have

\[
\mathbb{H}^1_{\mathcal{X}_{\Delta^s}} \otimes \mathbb{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \overset{\text{PD}}{\cong} \left( \mathbb{H}^1_{\mathcal{X}_{\Delta^s}} \right)^\vee \otimes \mathbb{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \cong \text{Hom} \left( \mathbb{H}^1_{\mathcal{X}_{\Delta^s}}, \mathbb{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \right).
\] (3.2)

Therefore, \( c_2(U)^{1,3} \) induces a homomorphism \( \Phi_{\Delta^s} : \mathbb{H}^1_{\mathcal{X}_{\Delta^s}} \to \mathbb{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \).

By [26, Lemma 1 and Proposition 1], we conclude that the homomorphism \( \Phi_{\Delta^s} \) is an isomorphism that the induced isomorphism on the associated vector bundles:

\[
\Phi_{\Delta^s} : \mathcal{H}^1_{\mathcal{X}_{\Delta^s}} \cong \mathcal{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \quad \text{satisfies} \quad \Phi_{\Delta^s} (F^p\mathcal{H}^1_{\mathcal{X}_{\Delta^s}}) = F^{p+1}\mathcal{H}^3_{\mathcal{G}(2, \mathcal{L})_{\Delta^s}} \quad \text{for all} \quad p \geq 0.
\]

3.3. Limit Mumford-Newstead isomorphism. We now extend the isomorphism \( \Phi_{\Delta^s} \) to the entire disc \( \Delta \) and show that the induced morphism on the central fibers is an isomorphism of limit mixed Hodge structures. We do this using the monodromy operator (see [22]). In order to guarantee that the monodromy operator is unipotent, we want the central fiber of the relevant families of projective varieties to be reduced simple, normal crossings divisor. The family \( \pi_2 \) of moduli spaces already satisfy this criterion. Unfortunately, the central fiber of \( \pi_1 \) is \( X_0 \), which
is not a simple normal crossings divisor. We can easily rectify this problem by blowing up $\mathcal{X}$ at the point $x_0$. Denote by $\tilde{\mathcal{X}} := \text{Bl}_{x_0} \mathcal{X}$ and by

$$\tilde{\pi}_1 : \tilde{\mathcal{X}} \to \mathcal{X} \xrightarrow{\pi_1} \Delta.$$  \hspace{1cm} (3.3)

Note that the central fiber of $\tilde{\pi}_1$ is the union of two irreducible components, the normalization $\tilde{X}_0$ of $X_0$ and the exceptional divisor $F \cong \mathbb{P}^1_{x_0}$ intersecting $\tilde{X}_0$ at the two points over $x_0$.

Let $\mathcal{H}^1_{\tilde{\mathcal{X}}_*}$ and $\mathcal{H}^3_{G(2, \mathcal{L})_*}$ be the canonical extensions of $\mathcal{H}^1_{\mathcal{X}_*}$ and $\mathcal{H}^3_{G(2, \mathcal{L})_*}$, respectively. Then, the morphism $\Phi_{\Delta_*}$ extend to the entire disc:

$$\tilde{\Phi} : \mathcal{H}^1_{\tilde{\mathcal{X}}} \to \mathcal{H}^3_{G(2, \mathcal{L})}.$$  

Using the identification (2.1) and restricting $\tilde{\Phi}$ to the central fiber, we have an isomorphism:

$$\tilde{\Phi}_0 : H^1(\tilde{X}_\infty, \mathbb{Q}) \xrightarrow{\sim} H^3(G(2, \mathcal{L})_\infty, \mathbb{Q}).$$ \hspace{1cm} (3.4)

We now prove that $\tilde{\Phi}_0$ is an isomorphism of mixed Hodge structures in some sense (see Theorem 3.2 below). We briefly discuss the idea of proof. The first step is to check that the monodromy action commutes with $\tilde{\Phi}_0$. Then, we use Remark 2.1 and Theorem 2.5 to determine the monodromy invariant part of $H^3(G(2, \mathcal{L})_\infty, \mathbb{Q})$. Finally, using the invariant cycle theorem (Remark 2.2) we conclude:

**Theorem 3.2.** For the extended morphism $\tilde{\Phi}$, we have $\tilde{\Phi}(F^p \mathcal{H}^1_{\tilde{\mathcal{X}}}) = F^{p+1} \mathcal{H}^3_{G(2, \mathcal{L})}$ for $p = 0, 1$ and $\tilde{\Phi}(\mathcal{H}^1_{\tilde{\mathcal{X}}}) = \mathcal{H}^3_{G(2, \mathcal{L})}$. Moreover, $\tilde{\Phi}_0(W_i H^1(\tilde{X}_\infty, \mathbb{Q})) = W_{i+2} H^3(G(2, \mathcal{L})_\infty, \mathbb{Q})$ for all $i \geq 0$.

**Proof.** See [4, Proposition 4.1] for a proof of the statement. \hfill $\square$

### 4. Computing the kernel of the Gysin morphism

Notations as in Notation 3.1 and 3.1. The goal of this section is to compute the kernel of the Gysin morphism $f_!$ as in (2.4), in the case when the flat family $\rho$ is the relative Gieseker moduli space of rank 2 semi-stable sheaves with fixed determinant associated to a degenerating family of smooth curves (Theorem 4.2).

#### 4.1. Cohomology of the fibers of $P_0, \mathcal{G}_1$ and $\mathcal{G}_0 \cap \mathcal{G}_1$.

Recall, $\overline{SL}_2 \subset \mathbb{P}^4 \cong \mathbb{P}((\mathbb{C}^2) \oplus \mathbb{C})$ consists of points $[x_0 : x_1 : ... : x_4]$ such that $x_0 x_3 - x_1 x_2 = x_4^2$ (see discussion before [4, Proposition A.4]). Denote by $j_1 : \overline{SL}_2 \hookrightarrow \mathbb{P}^4$ the natural inclusion as a quadric hypersurface. Recall, $\mathcal{G}_1$ (resp. $\mathcal{G}_0 \cap \mathcal{G}_1$) is a $\mathbb{P}^3$ (resp. $\mathbb{P}^1 \times \mathbb{P}^1$)-bundle over $M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0)$. Denote by

$$\rho_1 : \mathcal{G}_0 \cap \mathcal{G}_1 \longrightarrow M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0) \quad \text{and} \quad \rho_2 : \mathcal{G}_1 \longrightarrow M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0)$$

the natural projections. Recall, by [4, Proposition A.6], there exists an $\overline{SL}_2$-bundle $P_0$ over $M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0)$ and natural inclusions

$$i_1 : \mathcal{G}_0 \cap \mathcal{G}_1 \hookrightarrow P_0, \quad i_2 : \mathcal{G}_0 \cap \mathcal{G}_1 \hookrightarrow \mathcal{G}_1 \quad \text{and} \quad i_3 : \mathcal{G}_0 \cap \mathcal{G}_1 \hookrightarrow \mathcal{G}_0$$

such that for the natural projection $\rho_1 : P_0 \longrightarrow M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0)$, we have for any $y \in M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0)$, identifying the fiber $\rho_1^{-1}(y)$ (resp. $\rho_2^{-1}(y), \rho_3^{-1}(y)$) with $\mathbb{P}^1 \times \mathbb{P}^1$ (resp. $\mathbb{P}^3, \overline{SL}_2$), the natural
inclusions $i_{1,y}$ and $i_{2,y}$ induced by $i_1$ and $i_2$ respectively, sits in the following diagram:

\[
\begin{array}{ccc}
P^1 \times P^1 & \xrightarrow{i_{1,y}} & \mathcal{S}_{2} \\
\downarrow & & \downarrow j_1 \\
P^3 & \xrightarrow{j_2} & P^4 \\
\end{array}
\]

where $j_2([x_0 : ... : x_3]) = [x_0 : ... : x_3 : 0]$ and $i_{1,y}$ (resp. $i_{2,y}$) is the Segre embedding sending $[s : t] \times [u : v] \in P^1 \times P^1$ to $[su : sv : tu : tv] \in \mathcal{S}_{2}$ (resp. $[su : sv : tu : tv] \in P^3$).

See discussion before Proposition A.4.

Let $\xi_0$ be a generator of $H^2(P^1, Q)$, pr$_i$ the natural projections from $P^1 \times P^1$ to $P^1$ and $\xi_i := pr_i^*(\xi_0)$. Using the Kunneth decomposition, we have

$$H^1(P^1 \times P^1, Q) = 0 = H^3(P^1 \times P^1, Q), H^0(P^1 \times P^1, Q) = Q, H^2(P^1 \times P^1, Q) = Q\xi_1 \oplus Q\xi_2$$

and $$H^4(P^1 \times P^1, Q) = Q\xi_1 \xi_2.\quad \text{Since } \mathcal{S}_{2} \text{ is a quadric hypersurface in } P^4, \text{ the Lefschetz hyperplane section theorem implies that } H^{2i}(\mathcal{S}_{2}, Q) \cong Q \text{ for } 0 \leq i \leq 3 \text{ and } H^1(\mathcal{S}_{2}, Q) = 0 = H^5(\mathcal{S}_{2}, Q).$$

It is also known that $H^3(\mathcal{S}_{2}, Q) = 0$. Denote by $\xi \in H^2(P^1, Z)$ a generator, $\xi' := j_1^*(\xi)$ and $\xi'' := j_2^*(\xi)$.

### 4.2. Kernel of the Gysin morphisms

We now compute the kernel of the Gysin morphisms $i_{2,*}$ and $i_{3,*}$. The first step is to determine the kernel of $i_{1,*}$ and $i_{2,*}$ (Proposition 4.1). This is done using the Leray-Hirsch theorem.

**Proposition 4.1.** We have,

$$\ker((i_{1,*}, i_{2,*}) : H^{i-2}(G_0 \cap G_1, Q)(-1) \to H^i(P_0, Q) \oplus H^i(G_1, Q)) \cong H^{i-4}(M_{X_0}(2, L_0), Q)(\xi_1 \oplus -\xi_2).$$

**Proof.** It is easy to check that,

$$\ker(((i_{1,y}), (i_{2,y})) : H^{2j}(P^1 \times P^1, Q) \to H^{2j+2}(\mathcal{S}_{2}, Q) \oplus H^{2j+2}(P^3, Q)) \cong Q \quad \text{if } j = 1 \quad (4.1)$$

$$\quad = 0 \quad \text{if } j \neq 1. \quad (4.2)$$

By the Deligne-Blanchard theorem [11] (the Leray spectral sequence degenerates at $E_2$ for smooth families), we have

$$H^i(G_0 \cap G_1, Q) \cong \oplus_j H^{i-j}(R^j\rho_1, Q), H^i(G_1, Q) \cong \oplus_j H^{i-j}(R^j\rho_2, Q) \text{ and } H^i(P_0, Q) \cong \oplus_j H^{i-j}(R^j\rho_3, Q).$$

Since $M_{X_0}(2, L_0)$ is smooth and simply connected, the local systems $R^j\rho_1, Q$, $R^j\rho_2, Q$ and $R^j\rho_3, Q$ are trivial. Therefore, for any $y \in M_{X_0}(2, L_0)$, the natural morphisms

$$H^i(G_0 \cap G_1, Q) \to H^0(R^j\rho_1, Q) \to H^i(G_0 \cap G_1, Q),$$

$$H^i(G_1, Q) \to H^0(R^j\rho_2, Q) \to H^i(G_1, Q) \text{ and } H^i(P_0, Q) \to H^0(R^j\rho_3, Q) \to H^i(P_0, Q),$$
are surjective. Then, Leray-Hirsch theorem (see [38, Theorem 7.33]), implies that for any closed point \( y \in M_{\tilde{X}_0}(2, \tilde{L}_0) \),

\[
H^i(G_0 \cap G_1, \mathbb{Q}) \cong \bigoplus_{j \geq 0} (H^j((G_0 \cap G_1)_y, \mathbb{Q}) \otimes H^{i-j}(M_{\tilde{X}_0}(2, \tilde{L}_0)))
\]

\[
\cong H^i(M_{\tilde{X}_0}(2, \tilde{L}_0)) \oplus H^{i-2}(M_{\tilde{X}_0}(2, \tilde{L}_0)) \otimes (\mathbb{Q}\xi_1 \oplus \mathbb{Q}\xi_2) \oplus H^{i-4}(M_{\tilde{X}_0}(2, \tilde{L}_0))\xi_1\xi_2,
\]

(4.3)

\[
H^i(G_1, \mathbb{Q}) \cong \bigoplus_{j \geq 0} (H^j(G_1, \mathbb{Q}) \otimes H^{i-j}(M_{\tilde{X}_0}(2, \tilde{L}_0))) \cong \bigoplus_{j \geq 0} H^{i-2j}(M_{\tilde{X}_0}(2, \tilde{L}_0)) \otimes (\xi''^2)^j
\]

(4.4)

\[
H^i(P_0, \mathbb{Q}) \cong \bigoplus_{j \geq 0} (H^j(P_0, \mathbb{Q}) \otimes H^{i-j}(M_{\tilde{X}_0}(2, \tilde{L}_0))) \cong \bigoplus_{j \geq 0} H^{i-2j}(M_{\tilde{X}_0}(2, \tilde{L}_0)) \otimes (\xi')^j
\]

(4.5)

Using the projection formula (see [30, Lemma B.26]) and the identifications described in the Leray-Hirsch theorem (identifying certain cohomology classes with its restrictions to \( y \)), we have for any \( \alpha \in H^{i-2}((G_0 \cap G_1)_y, \mathbb{Q}) \) and \( \beta \in H^{i-2}(M_{\tilde{X}_0}(2, \tilde{L}_0), \mathbb{Q}) \),

\[
i_{1,*}(\alpha \cup \rho_1^*\beta) = i_{1,*}(\alpha \cup i_1^*\rho_1^*\beta) = (i_1)_y(\alpha \cup \rho_1^*\beta) \quad \text{and} \quad i_{2,*}(\alpha \cup \rho_1^*\beta) = i_{2,*}(\alpha \cup i_2^*\rho_1^*\beta) = (i_2)_y(\alpha \cup \rho_1^*\beta).
\]

Note that for \( \beta \neq 0 \), \((i_1)_y(\alpha \cup \rho_1^*\beta) = 0\) (resp. \((i_2)_y(\alpha \cup \rho_1^*\beta) = 0\)) if and only if \((i_1)_y(\alpha) = 0\) (resp. \((i_2)_y(\alpha) = 0\)). Using the decompositions above and (4.1), (4.2), this implies \( \ker((i_{1,*}, i_{2,*})) \) is isomorphic to \( H^{i-2}(M_{\tilde{X}_0}(2, \tilde{L}_0), \mathbb{Q})(\xi_1 + -\xi_2) \). This proves the proposition. \( \square \)

**Theorem 4.2.** The kernel of the Gysin morphism

\[(i_{3,*}, i_{2,*}) : H^{i-2}(G_0 \cap G_1, \mathbb{Q})(-1) \to H^i(G_0, \mathbb{Q}) \oplus H^i(G_1, \mathbb{Q})\]

is isomorphic to \( H^{i-4}(M_{\tilde{X}_0}(2, \tilde{L}_0), \mathbb{Q})(\xi_1 + -\xi_2) \).

**Proof.** By [4, Proposition A.4], there exist closed subschemes \( Z \subset P_0 \) and \( Z' \subset G_0 \) such that \( P_0 \setminus Z \cong G_0 \setminus Z' \). Using [18] (see also [37, P. 27] or [33, Remark 6.5(c), Theorem 6.2]), one can observe that \( Z \cap \text{Im}(i_3) = \emptyset = Z' \cap \text{Im}(i_3) \) and there exists a smooth, projective variety \( W \) along with proper, birational morphisms \( \tau_1 : W \to P_0 \) and \( \tau_2 : W \to G_0 \) such that

\[
W \setminus \tau_1^{-1}(Z) \cong P_0 \setminus Z \cong G_0 \setminus Z' \cong W \setminus \tau_2^{-1}(Z').
\]

Therefore, there exists a natural closed immersion \( l : G_0 \cap G_1 \to W \) such that \( i_1 = \tau_1 \circ l \) and \( i_3 = \tau_2 \circ l \). We claim that, given any \( \xi \in H^{k-2}(G_0 \cap G_1, \mathbb{Q}) \), we have \( \tau_1^*i_{1,*}(\xi) = l_*(\xi) = \tau_2^*i_{3,*}(\xi) \). Indeed, since \( \text{Im}(i_1) \) (resp. \( \text{Im}(i_3) \)) does not intersect \( Z \) (resp. \( Z' \)), the pullback of \( l_*(\xi) \) to \( \tau_1^{-1}(Z) \) and \( \tau_2^{-1}(Z') \) vanish. Using the (relative) cohomology exact sequence (see [30, Proposition 5.54]), we conclude that there exists \( \beta_1 \in H^k(P_0) \) and \( \beta_2 \in H^k(G_0) \) such that \( \tau_1^*(\beta_1) = l_*(\xi) = \tau_2^*(\beta_2) \). Applying \( \tau_1_* \) and \( \tau_2_* \) to the two equalities respectively and using [30, Proposition B.27], we get

\[
\beta_1 = \tau_{1,*}\tau_1^*(\beta_1) = \tau_{1,*}l_*(\xi) = i_{1,*}(\xi) \quad \text{and} \quad \beta_2 = \tau_{2,*}\tau_2^*(\beta_2) = \tau_{2,*}l_*(\xi) = i_{3,*}(\xi).
\]

In other words, \( \tau_1^*i_{1,*}(\xi) = l_*(\xi) = \tau_2^*i_{3,*}(\xi) \). This proves the claim. Using [30, Theorem 5.41], we then conclude that \( i_{1,*}(\xi) = 0 \) (resp. \( i_{3,*}(\xi) = 0 \)) if and only if \( l_*(\xi) = 0 \). In other words, \( \ker(i_{1,*}) \cong \ker(i_{3,*}) \). Using Proposition 4.1, we have that \( \ker(f_1) \cong H^{i-4}(M_{\tilde{X}_0}(2, \tilde{L}_0), \mathbb{Q})(\xi_1 + -\xi_2) \). This proves the theorem. \( \square \)

5. ON A CONJECTURE OF MUMFORD

In Theorem 5.1 we give a complete set of relations between the generators of the cohomology ring of the moduli space of rank 2 semi-stable sheaves with fixed determinant over an irreducible nodal curve, analogous to a classical conjecture of Mumford as proved in [24]. We use notations as in Notation 3.1 and 3.1.
5.1. Generators of the cohomology ring \( H^*(G(2, \mathcal{L}_s), \mathbb{Q}) \). We first use the classical result of Newstead [28] to determine the generators of the cohomology ring \( H^*(G(2, \mathcal{L}_s), \mathbb{Q}) \). Let \( \psi_i := \Phi_0(e_i) \), where \( e_i \in H^1(\tilde{X}_s, \mathbb{Z}) \) as in Theorem 2.1, \( 1 \leq i \leq 2g \) and \( \Phi_0 \) as in [3.1]. Fix \( s \in \Delta^* \). Let \( \psi_{i,s} \in H^3(G(2, \mathcal{L}_s), \mathbb{Z}) \) the image of \( \psi_i^\infty \) under the natural isomorphism

\[
\eta_j : H^j(G(2, \mathcal{L}_s), \mathbb{Z}) \simto H^j(G(2, \mathcal{L}_s), \mathbb{Z}), \quad \text{for all } j \geq 0. \tag{5.1}
\]

Using [28, Theorem 1], one can observe that for any \( s \in \Delta^* \), there exist elements

\[
\alpha_s \in H^{1,1}(G(2, \mathcal{L}_s), \mathbb{Z}) \quad \text{and} \quad \beta_s \in H^{2,2}(G(2, \mathcal{L}_s), \mathbb{Z})
\]

such that the cohomology ring \( H^*(G(2, \mathcal{L}_s), \mathbb{Q}) \) is generated by \( \alpha_s, \beta_s, \psi_{1,s}, \psi_{2,s}, \ldots, \psi_{2g,s} \). Let

\[
\alpha_\infty \in H^2(G(2, \mathcal{L}_s), \mathbb{Z}) \quad \text{and} \quad \beta_\infty \in H^4(G(2, \mathcal{L}_s), \mathbb{Z})
\]

the preimage of \( \alpha_s \) and \( \beta_s \), respectively, under the natural isomorphism \([5.1]\). It is immediate that the cohomology ring \( H^*(G(2, \mathcal{L}_s), \mathbb{Q}) \) is generated by \( \alpha_\infty, \beta_\infty, \psi_1^\infty, \psi_2^\infty, \ldots, \psi_{2g}^\infty \).

5.2. Relations on the cohomology rings \( H^*(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Q}) \) and \( H^*(G(2, \mathcal{L}_s), \mathbb{Q}) \). Denote by \( \psi_i := \Phi_1(\psi_i^\infty) \) for \( 1 \leq i \leq g - 1 \) and \( \psi_i := \Phi_1(\psi_{i+1}^\infty) \) for \( g \leq i \leq 2g - 2 \). Let \( \alpha \in H^2(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Z}) \) (resp. \( \beta \in H^2(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Z}) \)) such that \( \alpha \) (resp. \( \alpha_\infty \) and \( \beta \) generate \( H^2(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Q}) \) (resp. \( H^4(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Q}) \)). Denote by \( \psi_\infty := \sum_{i=1}^g \psi_i^\infty \psi_i^\infty \),

\[
\psi := \sum_{i=1}^{g-1} \psi_i \psi_i + g \quad \text{and} \quad P_i := \ker \left( \psi^{g-i} : \bigcup_{j=1}^{i} H^3(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Q}) \to \bigcup_{j=1}^{2g-i} H^3(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Q}) \right).
\]

Given an ordered set \( (i_1, \ldots, i_k) = I \) with \( 1 \leq i_1 < i_2 < \ldots < i_k \leq 2g \), denote by \( \psi_I^\infty := \psi_{i_1}^\infty \ldots \psi_{i_k}^\infty \). For \( i \leq g \), denote by \( P_i^\infty \) the \( \mathbb{Q} \)-vector space generated by elements of the form

\[
\sum_I a_I \psi_I^\infty \in \ker \left( \psi^{g-i+1} : \bigcup_{j=1}^{i} H^3(G(2, \mathcal{L}_s), \mathbb{Q}) \to \bigcup_{j=1}^{2g-i+2} H^3(G(2, \mathcal{L}_s), \mathbb{Q}) \right), \quad a_I \in \mathbb{Q},
\]

such that for all \( 2g, I \) then \( g \in I \). Define the ideals \( I_k \subset \mathbb{Q}[\alpha, \beta, \psi] \) and \( I_k^\infty \subset \mathbb{Q}[\alpha_\infty, \beta_\infty, \psi_\infty] \) generated by \( (\zeta_k, \zeta_{k+1}, \zeta_{k+2}) \) and \( (\zeta_k^\infty, \zeta_{k+1}^\infty, \zeta_{k+2}^\infty) \) respectively, where \( \zeta_i \) and \( \zeta_i^\infty \) are recursively defined by \( \zeta_0 = 1, \zeta_0^\infty = 1, \zeta_i = 0 = \zeta_i^\infty \) for \( i < 0 \),

\[
\zeta_{k+1} := \alpha \zeta_k + k^2 \beta \zeta_{k-1} + 2k(k-1) \psi \zeta_{k-2} \quad \text{and} \quad \zeta_{k+1}^\infty := \alpha_\infty \zeta_k^\infty + k^2 \beta_\infty \zeta_{k-1}^\infty + 2k(k-1) \psi_\infty \zeta_{k-2}^\infty.
\]

Using [28, Theorem 3.2], the natural morphism \( \nu_0 \) from \( \bigoplus_{k=0}^{g-1} P_k \otimes \mathbb{Q}[\alpha, \beta, \psi] \) to \( H^*(M_{\tilde{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{Q}) \) is surjective with kernel \( \otimes \mathbb{Q}[\alpha, \beta, \psi] \). Denote by

\[
\psi_s := \sum_{i=1}^{g} \psi_i \psi_i + g \quad \text{and} \quad P_i^0 := \ker \left( \psi_s^{g-i+1} : \bigcup_{j=1}^{i} H^3(G(2, \mathcal{L}_s), \mathbb{Q}) \to \bigcup_{j=1}^{2g-i+2} H^3(G(2, \mathcal{L}_s), \mathbb{Q}) \right).
\]

Similarly as before, the obvious map

\[
\nu : \bigoplus_{k=0}^{g-1} P_k^0 \otimes \mathbb{Q}[\alpha, \beta, \psi] \to H^*(G(2, \mathcal{L}_s), \mathbb{Q})
\]

is surjective with kernel isomorphic to \( \otimes P_k^0 \otimes I_{g-k,s} \), where \( I_{g-k,s} \) is defined identically as \( I_{g-k}^\infty \) above, after replacing \( \alpha_\infty, \beta_\infty \) and \( \psi_\infty \) by \( \alpha_s, \beta_s \) and \( \psi_s \), respectively.
5.3. Comparing pure Hodge structures on $\text{Gr}_3^W \mathcal{H}^3(G(2, \mathcal{L})_\infty, \mathbb{Q})$ and $\mathcal{H}^3(M_{\check{X}_0}(2, \check{L}_0), \mathbb{Q})$.

The cohomology ring of $M_{\check{X}_0}(2, \check{L}_0)$ will also play an important role in this section and the next. Recall, [26] Proposition 1] states that there exists an isomorphism of pure Hodge structures:

$$\Phi_0 : H^1(\check{X}_0, \mathbb{Z}) \xrightarrow{\sim} H^3(M_{\check{X}_0}(2, \check{L}_0), \mathbb{Z}).$$

Using the short exact sequence (2.5) and Theorem 3.2 we have the composed morphism

$$\Phi_1 : \text{Gr}_3^W \mathcal{H}^3(G(2, \mathcal{L})_\infty, \mathbb{Q}) \rightarrow H^3(M_{\check{X}_0}(2, \check{L}_0), \mathbb{Q})$$

defined by

$$\text{Gr}_3^W \mathcal{H}^3(G(2, \mathcal{L})_\infty, \mathbb{Q}) \xrightarrow{\phi} \text{Gr}_1^W \mathcal{H}^1(\check{X}_\infty, \mathbb{Q}) \xrightarrow{\text{sp}_1} \text{Gr}_1^W \mathcal{H}^1(\check{X}_0, \mathbb{Q}) \xrightarrow{\phi_0} H^1(\check{X}_0, \mathbb{Q}) \xrightarrow{\Phi_0} H^3(M_{\check{X}_0}(2, \check{L}_0), \mathbb{Q}),$$

where the first isomorphism is given by (3.1), the second and third isomorphisms are given in the proof of Theorem 2.5. By Theorem 3.2, $\Phi_0$ is an isomorphism of pure Hodge structures. Also, note that the last three morphisms in the composed morphism $\Phi_1$ are morphisms of pure Hodge structures. Therefore, $\Phi_1$ is an isomorphism of pure Hodge structures.

5.4. Generalized Mumford’s conjecture on $H^*(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q})$. We briefly discuss the idea of the proof of Theorem 5.1 below. Combining (2.4) with Theorem 1.2 we prove that $\oplus_i \ker(\text{sp}_i)$ is generated as a polynomial ring over $H^* (M_{\check{X}_0}(2, \check{L}_0), \mathbb{Q})$ by two variables $X$ and $Y$ satisfying $X^2 - Y^2 = X - Y - 0$. Then, \[5.2\] gives us the relations between the generators of $\oplus_i \ker(\text{sp}_i)$. To obtain the relations between the generators of $\oplus_i \ker(\text{sp}_i)$, we use the isomorphism $\Phi_1$ above, along with the description of the generators of $H^*(G(2, \mathcal{L}), \mathbb{Q})$ for all $i \geq 0$, as given in [23] Remark 5.3. The theorem would then follow immediately.

**Theorem 5.1.** We have the following isomorphism of graded rings:

$$H^*(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \cong \left( \bigoplus_i P_i^\infty \otimes \frac{\mathbb{Q}[\alpha_i, \beta_i, \psi_i]}{I_{g-i}} \right) \oplus \left( \bigoplus_i P_i^{2-2} \otimes \frac{\mathbb{Q}[\alpha, \beta, \psi, X, Y]}{(I_{g-i-3}, X^2, Y^2, X - Y)} \right).$$

(Note that, the multiplicative identity of the ring $H^*(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q})$ lies in the first summand.)

**Proof.** For any $s \in \Delta^*$, consider the natural isomorphism $\phi_s : H^1(\check{X}_\infty, \mathbb{Z}) \xrightarrow{\sim} H^1(X_s, \mathbb{Z})$ induced by the closed immersion of $X_s$ as a fiber of $\check{X}_\infty$. Denote by $e_i := \phi_s(e_i)$, where $e_i$ as in Theorem 2.5. Consider the composed morphism (use (2.6)):

$$\bar{\phi}_s : H^2(\mathbb{P}^1, \mathbb{Z}) \oplus H^2(\check{X}_0, \mathbb{Z}) \xrightarrow{\text{sp}_2} H^2(\check{X}_\infty, \mathbb{Z}) \xrightarrow{\phi} H^2(X_s, \mathbb{Z}).$$

Let $f' \in H^2(\check{X}_0, \mathbb{Z})$ be the Poincaré dual of the fundamental class of $\check{X}_0$. Since $H^2(\check{X}_\infty, \mathbb{Z}) \cong \mathbb{Z}$ is pure, $\text{sp}_2$ is surjective. It follows from the definition of the Gysin morphism that

$$\text{Im}(f) : H^2(\check{X}_0, \mathbb{Z}) \rightarrow H^2(\check{X}_0, \mathbb{Z}) \oplus H^2(\mathbb{P}^1, \mathbb{Z})) = \mathbb{Z}(f' \oplus [\mathbb{P}^1]^\vee),$$

hence does not intersect $\mathbb{Z}(0 \oplus f')$ non-trivially (here $f$ as in Corollary 2.4). Using Corollary 2.4 this implies $\text{Im}(\text{sp}_2) = \text{sp}_2(\mathbb{Z}(0 \oplus f'))$. As $\phi_s$ is an isomorphism, this implies $\bar{\phi}_s(0 \oplus f')$ is the Poincaré dual of the fundamental class of $X_s$ (upto a sign), denoted $f_s$. Since pullback commutes with cup-product, Theorem 2.5 implies that $e_{1,s}, \ldots, e_{2g,s}$ is a symplectic basis of $H^1(X_s, \mathbb{Z})$ with $e_{i,s}e_{i+g,s} = -f_s$ for $1 \leq i \leq g$. Using [23] Remark 5.3, $H^1(G(2, \mathcal{L}), \mathbb{Q})$ has a $\mathbb{Q}$-basis consisting of monomials of the form $\alpha_1^{j_1} \beta_1^{j_2} \psi_{i_1} \psi_{i_2} \ldots \psi_{i_k}$ such that $j_1 + k < g$, $j_2 + k < g$, $i_1 < i_2 < \cdots < i_k$ and $2j_1 + 4j_2 + 3k = i$. By Theorems 2.5 and 3.2 $\psi_0^\infty$ (resp. $\psi_1^\infty$) generates $\text{Gr}_4^W H^3(G(2, \mathcal{L}), \mathbb{Q})$ (resp. $W_2 H^3(G(2, \mathcal{L}), \mathbb{Q})$). Since cup-product is a morphism of mixed Hodge structures, we have a basis of $W_i H^3(G(2, \mathcal{L}), \mathbb{Q})$ consisting of monomials of the form $\alpha_1^{j_1} \beta_1^{j_2} \psi_{i_1} \psi_{i_2} \ldots \psi_{i_k}$ with
$j_1 + k < g$, $j_2 + k < g$, $i_1 < i_2 < \ldots < i_k$, $2j_1 + 4j_2 + 3k = i$ satisfying: if $2g \in \{i_1, \ldots, i_k\}$ then $g \in \{i_1, \ldots, i_k\}$. Using the isomorphism $\eta_j$, we then obtain the following commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & \bigoplus_{k=0}^{g} \mathcal{P}_k^\infty \otimes \mathcal{I}_{g-k}^\infty \\
& \downarrow \eta_j & \\
0 & \longrightarrow & \bigoplus_{k=0}^{g} \mathcal{P}_k^\infty \otimes \mathbb{Q}[\alpha_\infty, \beta_\infty, \psi_\infty] \longrightarrow H^*(G(2, \mathcal{L})_\infty, \mathbb{Q})
\end{array}
\]

where $\nu_\infty$ is the natural morphism and the two rows are exact. Using the description of $W_i H^i(G(2, \mathcal{L})_\infty, \mathbb{Q})$ above, it is easy to check that $\text{Im}(\nu_\infty) = W_i H^i(G(2, \mathcal{L})_\infty, \mathbb{Q})$. Therefore,

\[
\bigoplus_i W_i H^i(G(2, \mathcal{L})_\infty, \mathbb{Q}) \cong \bigoplus_i \mathcal{P}_i^\infty \otimes \mathbb{Q}[\alpha_\infty, \beta_\infty, \psi_\infty].
\]  

Similarly as before, under the identification \[(5.1)\], Theorem \[(4.2)\] implies that:

\[
\ker(sp_i) \cong \frac{H^{i-2}(M_{X_0}(2, \bar{L}_0), \mathbb{Q}) \oplus H^{i-4}(M_{X_0}(2, \bar{L}_0), \mathbb{Q})(\xi_1 \oplus \xi_2) \oplus H^{i-6}(M_{X_0}(2, \bar{L}_0), \mathbb{Q})\xi_1\xi_2}{H^{i-4}(M_{X_0}(2, \bar{L}_0), \mathbb{Q})(\xi_1 \oplus -\xi_2)}
\]

(see the proof of Proposition \[(4.1)\] to note that $\ker(f_i) = H^{i-4}(M_{X_0}(2, \bar{L}_0), \mathbb{Q})(\xi_1 \oplus -\xi_2)$). Hence, $\oplus_i \ker(sp_i) \cong H^*(M_{X_0}(2, \bar{L}_0), \mathbb{Q})(-2)[X,Y]/(X^2, Y^2, X - Y)$ defined by sending $\xi_1$ (resp. $\xi_2$) to $X$ (resp. $Y$), where $(X^2, Y^2, X + Y)$ is the ideal in the ring $H^*(M_{X_0}(2, \bar{L}_0), \mathbb{Q})[X,Y]$ generated $X^2, Y^2$ and $X - Y$. Using \[(23)\] and \[(3.2)\], we conclude that

\[
\bigoplus_i \ker(sp_i) \cong \bigoplus_i \mathcal{P}_{i-2} \otimes \frac{\mathbb{Q}[\alpha, \beta, \psi, X, Y]}{(I_{g-i-3}, X^2, Y^2, X - Y)}.
\]

By Corollary \[(2.4)\] we have $H^*(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \cong (\oplus_i W_i H^i(G(2, \mathcal{L})_\infty, \mathbb{Q})) \oplus (\oplus_i \ker(sp_i))$. The theorem follows immediately.

### 6. Hodge-Poincaré Formula

The Hodge-Poincaré formula for moduli spaces of semi-stable sheaves on smooth, projective curves is well-known and was classically computed by Earl and Kirwan \[(16)\]. It records the Hodge decomposition of the cohomology ring of the moduli space. In this section, we compute the Hodge-Poincaré formula for the Gieseker’s moduli space of rank 2 semi-stable sheaves with fixed determinant. One important difference with the classical case is that the cohomology of the Gieseker’s moduli space is not pure, which make computations more complicated.

We use notations as in Notation \[(3.1)\] and \[(3.1)\]. We briefly discuss the idea of the proof of Theorem \[(6.2)\]. Fix $s \in \Delta^*$. The first step is to use the isomorphism $\eta_s$ as in \[(5.1)\], to prove that there exists $\xi \in H^{2,1}(G(2, \mathcal{L})_s, \mathbb{C})$ such that

\[
H^3(G(2, \mathcal{L})_s, \mathbb{C}) \cong \eta_s(G^n W^3 H^3(G(2, \mathcal{L})_\infty, \mathbb{C})) \oplus \mathbb{C} \xi \circ \Phi^C_s \text{ and } (\xi^2, \xi^3, \xi^4) \in \eta_s(G^n W^6 H^6(G(2, \mathcal{L})_\infty, \mathbb{C})).
\]

Next, we use Newstead’s classical result \[(28)\] Theorem 1, which states that the cohomology ring of $G(2, \mathcal{L})_s$ is generated is degrees 2, 3 and 4. Since cup-product is a morphism of mixed Hodge structures, we get Proposition \[(6.1)\]. We then use the isomorphism $\Phi_1$ to prove that $G^n W H^{i+1}(G(2, \mathcal{L})_\infty, \mathbb{Q})$ can be identified with $H^{i+2}(M_{X_0}(2, \bar{L}_0), \mathbb{Q})$ as pure Hodge structures. Theorem \[(6.2)\] then follows from the exact sequence \[(2.4)\] combined with Theorem \[(4.2)\].
For any \( s \in \Delta^\ast \), we have the following equality:
\[
h^{p,q}Gr_{p+q}^W H^{p+q}(G(2, L)_s, \mathbb{C}) = h^{p,q}(G(2, L)_s) - h^{p-2,q-1}(M_{\bar{X}_0}(2, \tilde{\mathcal{L}}_0)) - h^{p-1,q-2}(M_{\bar{X}_0}(2, \tilde{\mathcal{L}}_0)).
\]

**Proof.** For any \( s \in \Delta^\ast \), we have the natural isomorphism
\[
\eta_i : H^i(G(2, L), \mathbb{Q}) \sim H^i(G(2, L)_s, \mathbb{Q})
\]
for all \( i \geq 0 \), as in (5.1). Given a subspace \( W \) of \( H^i(G(2, L)_s, \mathbb{Z}) \) (resp. \( H^i(G(2, L), \mathbb{Q}) \)), denote by \( W^\prime(G(2, L)_s) \) (resp. \( W^\prime(G(2, L)) \)) the subspace of \( W \) consisting of elements that are invariant under the action of the monodromy operator \( T_{G(2, L)_s} \) (resp. \( T_{G(2, L)} \)), where the monodromy operators are described in (2.2) and the discussion before that. We claim that there exists \( \xi \in F^2 H^3(G(2, L)_s, \mathbb{C}) \) such that \( T_{G(2, L)_s}(\xi) \neq \xi \). Indeed, \( H^3(G(2, L)_s, \mathbb{C}) = F^2 H^3(G(2, L)_s, \mathbb{C}) \oplus F^3 H^3(G(2, L)_s, \mathbb{C}) \). Since \( T_{G(2, L)_s} \) commutes with conjugation, we observe that if the entire \( F^2 H^3(G(2, L)_s, \mathbb{C}) \) is invariant under \( T_{G(2, L)_s} \), then so is \( H^3(G(2, L)_s, \mathbb{C}) \). Since \( T_{G(2, L)} \) is a canonical extension of \( T_{G(2, L)_s} \), this implies \( H^3(G(2, L), \mathbb{C}) \) is \( T_{G(2, L)} \)-invariant. But, Propositions (2.3) and (1.1) imply that \( Gr_1^W H^3(G(2, L), \mathbb{C}) \cong \mathbb{C} \), which is not \( T_{G(2, L)} \)-invariant by the invariant cycle theorem (Remark 2.2). This proves the claim.

Since \( Gr_1^W H^1(G(2, L)_s, \mathbb{C}) \) is \( T_{G(2, L)} \)-invariant, [25, p. 66, Lemma 2.14.12 and p. 69, Theorem 6.6] implies that \( \eta_i(H^{p,i}Gr_1^W H^1(G(2, L)_s, \mathbb{C})) \subset H^{p,i-p}(G(2, L)_s) \). Since
\[
\mathbb{C} \cong Gr_1^W H^3(G(2, L)_s, \mathbb{C}) \cong F^2 Gr_1^W H^3(G(2, L), \mathbb{C}) \text{ and}
\]
\[
H^{p-2, q-1}(M_{\bar{X}_0}(2, \tilde{\mathcal{L}}_0)),
\]
\[
H^{p-1, q-2}(M_{\bar{X}_0}(2, \tilde{\mathcal{L}}_0)),
\]
\[
H^{p,q}Gr_{p+q}^W H^{p+q}(G(2, L)_s, \mathbb{C}) \subset H^{p,q}(G(2, L)_s) - h^{p-2,q-1}(M_{\bar{X}_0}(2, \tilde{\mathcal{L}}_0)) - h^{p-1,q-2}(M_{\bar{X}_0}(2, \tilde{\mathcal{L}}_0)).
\]

**Theorem 6.2.** The Hodge-Poincaré formula for the cohomology ring \( H^*(G_{X_0}(2, \mathcal{L}_0), \mathbb{C}) \) is
\[
(1 + xy)^{g-1}(1 + x^2 y^2) + (1 + x^2 y^2) - x^g y^g(1 + x + y)^{g-1}(2 + (1 + xy)^2).
\]

**Proof.** Using Theorem 1.12 and the identification 1.13, the exact sequence 2.14 become the following short exact sequence:
\[
0 \to \bigoplus_{j=1}^2 H^{p,q-j}(M_{\bar{X}_0}(2, \tilde{\mathcal{L}}_0), \mathbb{C})(-j) \xrightarrow{\text{Li}} H^{p,q}Gr_{p+q}^W H^{p+q}(G_{X_0}(2, \mathcal{L}_0), \mathbb{C})
\] (6.1)
and extend linearly, where  is an isomorphism of pure Hodge structures which sends Hodge type 

\[ \Phi_{p+q+1} : Gr_{p+q}^W H^{p+q+1}(G(X_0, 2, L_0), \mathbb{C}) \to H^{p+q-2}(M_{\tilde{X}_0}(2, \tilde{L}_0), \mathbb{Q}) \]

and  is the isomorphism defined in [5] Since  is of Hodge type (1, 1) and  is an isomorphism of Hodge structures, [23] Remark 5.3 implies that  is an isomorphism of pure Hodge structures which sends Hodge type \((i, p+q-i)\) to \((i-1, p+q-1-i)\).

Note that, the \((p, q)\)-th part of the cohomology ring \(H^*(G(X_0, 2, L_0), \mathbb{C})\), denoted

\[ h^{p,q}(G(X_0, 2, L_0), \mathbb{C}) := h^{p,q}Gr_{p+q}^W (G(X_0, 2, L_0), \mathbb{C}) + h^{p,q}Gr_{p+q}^W (G(X_0, 2, L_0), \mathbb{C}), \]

Using the isomorphism  and Proposition 6.1 we have

\[ h^{p,q}(G(X_0, 2, L_0)) = \left( h^{p,q}(G(2, L)_s) - h^{p-2,q-1}(M_{\tilde{X}_0}(2, \tilde{L}_0)) - h^{p-1,q-2}(M_{\tilde{X}_0}(2, \tilde{L}_0)) + \right. \]

\[ \left. + \sum_{j=1}^{3} h^{p-j,q-j}(M_{\tilde{X}_0}(2, \tilde{L}_0)) \right) + h^{p-1,q-1}(M_{\tilde{X}_0}(2, \tilde{L}_0)). \]

By [10] Corollary 2.9], the Hodge-Poincaré formula for  and  are given by

\[ P_g(x, y) := \frac{(1 + x^2 y)^g(1 + x y)^g - x^g y^g (1 + x)^g (1 + y)^g}{(1 - x y)(1 - x^2 y^2)} \]

and \(Q(x, y) := P_{g-1}(x, y)\), (6.2)

respectively. This implies, the Hodge-Poincaré formula for  is given by

\[ P_g(x, y) + Q(x, y)(-x^2 y - x y^2 + 2 x y + x^2 y^2 + x^3 y^3) = \]

\[ \frac{(1 + x^2 y)^g-1(1 + x^2 y)^g-1(1 + 2 x y)(1 + x y)^2 - x^g y^g (1 + x)^g (1 + y)^g-1(2 + (1 + x y)^2)}{(1 - x y)(1 - x^2 y^2)}, \]

This proves the theorem.

7. Simpson’s moduli space with fixed determinant

In this section we prove the analogue of the Mumford conjecture for the Simpson’s moduli space of rank 2 semi-stable sheaves with fixed odd degree determinant on an irreducible nodal curve and compute the associated Hodge-Poincaré formula (Theorem 7.2). We use Notation 3.1 and notations as in [4.1]
7.1. **Simpson’s moduli spaces with fixed determinant.** Let $E$ be a rank 2, torsion-free sheaf on $X_0$ of degree $d$ and $L_0$ an invertible sheaf on $X_0$ of degree $d$. We say that $E$ has determinant $L_0$ if there is a $\mathcal{O}_{X_0}$-morphism $\wedge^2(E) \to L_0$ which is an isomorphism outside the node $x_0$. Note that if $E$ is locally free then this condition implies $\wedge^2 E \cong L_0$.

Let $U_{X_0}(2, d)$ be the moduli space of stable rank 2, degree $d$ torsion free sheaves on $X_0$ (see [32]). Denote by $U_{X_0}(2, d)^0$ the sublocus parametrizing locally free sheaves. Note that, $U_{X_0}(2, d)^0$ is an open subvariety of $U_{X_0}(2, d)$. We have a well defined morphism $\det: U_{X_0}(2, d)^0 \to \text{Pic}(X_0)$ defined by $E \mapsto \wedge^2 E$. Denote by $U_{X_0}(2, L_0)^0 := \det^{-1}([L_0])$.

Denote by $U_{X_0}(2, L_0) := \{[E] \in U_{X_0}(2, d) \mid E \text{ has determinant } L_0\}$. See [35] for a modular interpretation of $U_{X_0}(2, L_0)$. By [36, Theorem 1.10], the Zariski closure $\bar{U}_{X_0}(2, L_0)^0$ of $U_{X_0}(2, L_0)^0$ in $U_{X_0}(2, d)$ is $U_{X_0}(2, L_0)$.

7.2. **Stratification on the moduli space.** Let $m_{x_0}$ denote the maximal ideal of $\mathcal{O}_{X, x_0}$. We have a stratification of $U_{X_0}(2, d)$ by locally closed subschemes $U_0 \subset U_1 \subset U_2 := U_{X_0}(2, d)$, where

$$U_i := \{[E] \in U_{X_0}(2, d) \mid E \simeq \mathcal{O}_{x_0}^{\oplus j} \oplus m_{x_0}^{\geq j} \text{ for } j \leq i\}.$$ 

This induces the stratification $U_0(L_0) \subset U_1(L_0) \subset U_{X_0}(2, L_0)$, where $U_i(L_0) := U_i \cap U_{X_0}(2, L_0)$.

Denote by $\pi : \bar{X}_0 \to X_0$ the normalization morphism. By [31, Proposition 4.9], there exists a natural isomorphism from $M_{X_0}^\sim(2, d - 2)$ to $U_0$, sending $[E]$ to $[\pi_* E]$. Denote by $\bar{L}_0 := \pi^* L_0$ and $D := \pi^{-1}(x_0)$. Then, $M_{\bar{X}_0}(2, \bar{L}_0(-D))$ maps isomorphically to $U_0(L_0)$ (see proof of [37, (6.1)])).

7.3. **Comparison between Gieseker’s and Simpson’s moduli spaces.** Recall, there exists a natural proper morphism

$$\theta : \mathcal{G}_{X_0}(2, L_0) \to U_{X_0}(2, L_0) \quad (7.1)$$

defined by pushing forward a rank 2, locally-free sheaf defined over a curve semi-stably equivalent to $X_0$, via the natural contraction map to $X_0$ (see [36, Theorem 3.7(3)]). Denote by $\mathcal{G}_{X_0}(2, L_0)^0 \subset \mathcal{G}_0$ the sub-locus of $\mathcal{G}_{X_0}(2, L_0)$ parametrizing locally-free sheaves on $X_0$. Using [33, Remark 5.2], we conclude that $\theta$ maps the irreducible component $\mathcal{G}_1$ into $U_0(L_0)$ and $\mathcal{G}_{X_0}(2, L_0)^0$ maps isomorphically to $U_{X_0}(2, L_0)^0$ (use the description of the irreducible components of $\mathcal{G}_{X_0}(2, L_0)$ as given in [37, §6] and [36, Theorem 3.7]). By the properness of the $\theta$, we note that $\theta$ maps $\mathcal{G}_1$ surjectively to $U_0(L_0)$. Moreover, since $U_0(L_0) \cong M_{\bar{X}_0}(2, \bar{L}_0(-D))$, it is non-singular (see [22, Corollary 4.5.5]).

7.4. **Generalized Mumford’s conjecture and Hodge-Poincaré formula for Simpson’s moduli space.** We briefly discuss the idea of the proof of Theorem 7.2. Using the restriction of the proper morphism $\theta$ to $\mathcal{G}_1$ and the identifications (1.3) and (1.4), we compute the kernel and the cokernel of the pull-back morphism $\theta^*$ (see Proposition 7.1). Combining (2.4) and Proposition 4.1, we obtained an explicit description of the kernel of the specialization morphism $\text{sp}_i$. We use this to show that $H^i(U_{X_0}(2, L_0), \mathbb{Q})$ can be identified with the image of $\text{sp}_i$ as mixed Hodge structures. Theorem 7.2 then follows from Theorems 5.1 and 6.2.

**Proposition 7.1.** The natural morphism $\theta^* : H^i(U_{X_0}(2, L_0), \mathbb{Q}) \to H^i(\mathcal{G}_{X_0}(2, L_0), \mathbb{Q})$ is injective with $\text{Gr}_{i-1}^W H^i(U_{X_0}(2, L_0), \mathbb{Q}) \xrightarrow{\theta^*} \text{Gr}_{i-1}^W H^i(\mathcal{G}_{X_0}(2, L_0), \mathbb{Q})$ and cokernel isomorphic to

$$\bigoplus_{j=1}^3 H^{i-2j}(M_{\bar{X}_0}(2, \bar{L}_0), \mathbb{Q})(\xi^*)^j.$$ 

such that the resulting (cokernel) morphism factors as

$$\text{Gr}_i^W H^i(\mathcal{G}_{X_0}(2, L_0), \mathbb{Q}) \xrightarrow{\theta^*} H^i(\mathcal{G}_1, \mathbb{Q}) \xrightarrow{(1.1)} \bigoplus_{j=1}^3 H^{i-2j}(M_{\bar{X}_0}(2, \bar{L}_0), \mathbb{Q})(\xi^*)^j, \quad (7.2)$$
where \( r : G_1 \to G_{X_0}(2, \mathcal{L}_0) \) is the natural inclusion.

**Proof.** Recall, \( U_{X_0}(2, \mathcal{L}_0) \setminus U_0(\mathcal{L}_0) \cong G_{X_0}(2, \mathcal{L}_0) \setminus G_1 \cong G_0 \setminus G_1 \). Since \( G_0 \) and \( G_1 \) are excessive couple (30 Example B.5(2)), we have for all \( i \geq 0 \),

\[
H^i(G_{X_0}(2, \mathcal{L}_0), G_1) \cong H^i(G_0, G_1 \cap G_0) \cong H^i(G_0 \cap G_1) \cong H^i(U_{X_0}(2, \mathcal{L}_0), U_0(\mathcal{L}_0)),
\]

where the last two isomorphisms follow from [30 Corollary B.14]. The morphism \( \theta \) induces the following commutative diagram where every morphism is a morphism of mixed Hodge structures (use [30 Proposition 5.46]):

\[
\begin{array}{cccc}
H^i(U_{X_0}(2, \mathcal{L}_0), U_0(\mathcal{L}_0)) & \to & H^i(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) & \to & H^i(U_0(\mathcal{L}_0), \mathbb{Q}) & \to & H^{i+1}(U_{X_0}(2, \mathcal{L}_0), U_0(\mathcal{L}_0)) \\
\cong & \circ & \theta^* & \circ & (\theta^*)^* & \circ & \cong \\
H^i(G_{X_0}(2, \mathcal{L}_0), G_1) & \to & H^i(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) & \to & H^i(G_1, \mathbb{Q}) & \to & H^{i+1}(G_{X_0}(2, \mathcal{L}_0), G_1)
\end{array}
\]

Using the identification (4.4) and \( U_0(\mathcal{L}_0) \cong M_{\tilde{X}}(2, \tilde{\mathcal{L}}_0) \), we have the following short exact sequence of pure Hodge structures:

\[
0 \to H^i(U_0(\mathcal{L}_0), \mathbb{Q}) \xrightarrow{(\theta^*)^*} H^i(G_1, \mathbb{Q}) \to \bigoplus_{j=1}^{3} H^{i-2j}(M_{\tilde{X}}(2, \tilde{\mathcal{L}}_0), \mathbb{Q})(\xi'')^j \to 0.
\]

Applying Snake lemma to the commutative diagram (7.3), we get the following short exact sequence of mixed Hodge structures:

\[
0 \to H^i(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \xrightarrow{\theta^*} H^i(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \to \bigoplus_{j=1}^{3} H^{i-2j}(M_{\tilde{X}}(2, \tilde{\mathcal{L}}_0), \mathbb{Q})(\xi'')^j \to 0. \tag{7.4}
\]

such that the morphism from \( H^i(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \) to \( \bigoplus_{j=1}^{3} H^{i-2j}(M_{\tilde{X}}(2, \tilde{\mathcal{L}}_0), \mathbb{Q})(\xi'')^j \) factors as in (7.2). Note that, the last term of this short exact sequence is pure of weight \( i \). The proposition then follows immediately from this short exact sequence (7.4). \( \square \)

**Theorem 7.2.** Let \( P_i^{\infty} \) and \( I_k^{\infty} \) be as in [30]. Then,

\[
H^*(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \cong \bigoplus_i P_i^{\infty} \otimes \frac{\mathbb{Q}[\alpha_\infty, \beta_\infty, \psi_\infty]}{I_i^{g-i}}.
\]

Moreover, the Hodge-Poincaré polynomial associated to the moduli space \( U_{X_0}(2, \mathcal{L}_0) \) is

\[
(1 + xy^2)^{g-1}(1 + x^2y^2)^{g-1}(1 + xy + x^3y^3) - x^g y^{g-1}(1 + x)^{g-1}(x + y)^{g-1}(2 + xy).
\]

\[
(1 - xy)(1 - x^2y^2)
\]

**Proof.** Notations as in Corollary 2.4 Using the identifications (4.3) and (4.4) one can easily observe that the image of the composition

\[
H^{i-2}(G_0 \cap G_1, \mathbb{Q}) \xrightarrow{\imath} G_1 \xrightarrow{\psi^*} H^i(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \xrightarrow{\rho^*} H^i(G_1, \mathbb{Q})
\]

is isomorphic to \( \bigoplus_{j=1}^{3} H^{i-2j}(M_{\tilde{X}}(2, \tilde{\mathcal{L}}_0), \mathbb{Q})(\xi'')^j \) with kernel \( H^{i-4}(M_{\tilde{X}}(2, \tilde{\mathcal{L}}_0), \mathbb{Q})(-2) \) (see proof of Theorem 1.2). Proposition 7.1 then implies that the natural morphism

\[
\text{ker}(\text{sp}_1 : H^i(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \to H^i(G(2, \mathcal{L}_\infty), \mathbb{Q})) \to \text{coker}(\theta^* : H^i(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \to H^i(G_{X_0}(2, \mathcal{L}_0), \mathbb{Q}))
\]

is an isomorphism of pure Hodge structures. Therefore, by Corollary 2.4 we have

\[
H^i(U_{X_0}(2, \mathcal{L}_0), \mathbb{Q}) \cong W_i H^i(G(2, \mathcal{L}_\infty), \mathbb{Q}) \text{ as mixed Hodge structures} \tag{7.5}
\]
Remark 7.3. This proves the theorem. □

Let $P_{p+q+1}(\mathcal{G}(2, \mathcal{L}), \mathbb{C}) \to H^{p+q+2}(\mathcal{M}_{X_0}(2, \mathcal{L}), \mathbb{C})$ sending a class of type $(p, q)$ to that of type $(p-1, q-1)$. Then, Proposition 6.1 along with (7.5) implies that

$$h^{p,q}(U_{X_0}(2, \mathcal{L}), \mathbb{C}) = h^{p,q}(\mathcal{G}(2, \mathcal{L})_s, \mathbb{C}) - h^{p-2,q-1}(\mathcal{M}_{X_0}(2, \mathcal{L}), \mathbb{C}) - h^{p-1,q-2}(\mathcal{M}_{X_0}(2, \mathcal{L}), \mathbb{C}) +$$

$$+ h^{p-1,q-1}(\mathcal{M}_{X_0}(2, \mathcal{L}), \mathbb{C}).$$

Let $P_0(x, y)$ and $Q(x, y)$ be the Hodge-Poincaré polynomial $\mathcal{G}(2, \mathcal{L})_s$ and $\mathcal{M}_{X_0}(2, \mathcal{L})$ respectively, defined in (6.2). Then, the Hodge-Poincaré polynomial of $U_{X_0}(2, \mathcal{L})$ is given by

$$P_0(x, y) + Q(x, y)(-x^2y - xy^2 + xy) =$$

$$= \frac{(1 + xy^2)g_1(1 + x^2y)(1 + xy + x^3y^3) - xy^2g_1(1 + x)g_1(1 + y)}{(1 - xy)(1 - x^2y^2)}.$$ 

This proves the theorem. □

**Remark 7.3.** Under the identification (7.5) above, the cohomology ring $H^*(U_{X_0}(2, \mathcal{L}), \mathbb{Q})$ is generated by $\alpha^i, \beta^i, \psi^i$ for $1 \leq i \leq 2g - 1$ and $\psi^i \psi^j$.

**References**

1. M. F. Atiyah and R. Bott. The Yang-Mills equations over Riemann surfaces. *Philosophical Transactions of the Royal Society of London A: Mathematical, Physical and Engineering Sciences*, 308(1505):523–615, 1983.
2. M. Baker. Specialization of linear systems from curves to graphs. *Algebra & Number Theory*, 2(6):613–653, 2008.
3. V. Baranovsky. Cohomology ring of the moduli space of stable vector bundles with odd determinant. *Izv. Russ. Acad. Nauk*, 58(4):204–210, 1994.
4. S. Basu, A. Dan, and Kaur I. Degeneration of intermediate Jacobians and the Torelli theorem. arXiv preprint arXiv:1809.08604, 2018.
5. U. N. Bhosle. Vector bundles with a fixed determinant on an irreducible nodal curve. In *Proceedings of the Indian Academy of Sciences-Mathematical Sciences*, volume 115, pages 445–451. Springer, 2005.
6. U. N. Bhosle. Seminormal varieties, torsionfree sheaves, and Picard groups. *Communications in Algebra*, 36(3):821–841, 2008.
7. E. Bifet, F. Ghione, and M. Letizia. On the Abel-Jacobi map for divisors of higher rank on a curve. *Mathematische Annalen*, 299(1):641–672, 1994.
8. J. Carlson, S. Müller-Stach, and C. Peters. *Period mappings and period domains*, volume 168. Cambridge University Press, 2017.
9. S. del Baño. On the Chow motive of some moduli spaces. *Journal für die Reine und Angewandte Mathematik*, pages 105–132, 2001.
10. S. del Baño. On the motive of moduli spaces of rank two vector bundles over a curve. *Compositio Mathematica*, 131(1):1–30, 2002.
11. P. Deligne. Théorème de Lefschetz et critères de dégénérescence de suites spectrales. *Publications Mathématiques de l’Institut des Hautes Études Scientifiques*, 35(1):107–126, 1968.
12. P. Deligne. *Équations différentielles à points singuliers réguliers*, volume 163. Springer, 2006.
13. U. V. Desale and S. Ramanan. Poincaré polynomials of the variety of stable bundles. *Mathematische Annalen*, 216(3):233–244, 1975.
14. R. Earl. A note on the cohomology of moduli of rank two stable bundles. arXiv preprint alg-geom/9603009, 1996.
15. R. Earl. The mumford relations and the moduli of rank three stable bundles. *Compositio Mathematica*, 109(1):13–48, 1997.
[16] R. Earl and F. Kirwan. The Hodge numbers of the moduli spaces of vector bundles over a Riemann surface. *The Quarterly Journal of Mathematics*, 51(4):465–483, 2000.
[17] R. Earl and F. Kirwan. Complete sets of relations in the cohomology rings of moduli spaces of holomorphic bundles and parabolic bundles over a riemann surface. *Proceedings of the London Mathematical Society*, 89(3):570–622, 2004.
[18] D. Gieseker. A degeneration of the moduli space of stable bundles. *Journal of Differential Geometry*, 19(1):173–206, 1984.
[19] C. González-Martínez. The Hodge-Poincaré polynomial of the moduli spaces of stable vector bundles over an algebraic curve. *manuscripta mathematica*, 137(1-2):19–55, 2012.
[20] G. Harder and M. S. Narasimhan. On the cohomology groups of moduli spaces of vector bundles on curves. *Math. Ann*, 212:215–248, 1975.
[21] R. Herrera and S. Salamon. Intersection numbers on moduli spaces and symmetries of a Verlinde formula. *Communications in mathematical physics*, 188(3):521–534, 1997.
[22] D. Huybrechts and M. Lehn. *The geometry of moduli spaces of sheaves*. Springer, 2010.
[23] A. D. King and P. E. Newstead. On the cohomology ring of the moduli space of rank 2 vector bundles on a curve. *Topology*, 37(2):407–418, 1998.
[24] F. Kirwan. The cohomology rings of moduli spaces of bundles over Riemann surfaces. *Journal of the American Mathematical Society*, 5(4):853–906, 1992.
[25] V. S. Kulikov. *Mixed Hodge structures and singularities*, volume 132. Cambridge University Press, 1998.
[26] D. Mumford and P. Newstead. Periods of a moduli space of bundles on curves. *American Journal of Mathematics*, 90(4):1200–1208, 1968.
[27] P. E. Newstead. Topological properties of some spaces of stable bundles. *Topology*, 6(2):241–262, 1967.
[28] P. E. Newstead. Characteristic classes of stable bundles of rank 2 over an algebraic curve. *Transactions of the American Mathematical Society*, 169:337–345, 1972.
[29] R. Pandharipande. A compactification over $M_g$ of the Universal Moduli Space of Slope-Semistable vector bundles. *Journal of the American Mathematical Society*, 9(2):425–471, 1996.
[30] C. Peters and J. H. M. Steenbrink. *Mixed Hodge structures*, volume 52. Springer Science & Business Media, 2008.
[31] W. Schmid. Variation of Hodge structure: the singularities of the period mapping. *Inventiones mathematicae*, 22(3-4):211–319, 1973.
[32] C. S. Seshadri. *Fibrés vectoriels sur les courbes algébriques: conférences à l’ENS, Juin 1980*. Number 95-96. Société Mathématique de France, 1982.
[33] C. S. Seshadri. Degenerations of the moduli spaces of vector bundles on curves. *ICTP Lecture Notes*, 1, 2000.
[34] B. Siebert and G. Tian. Recursive relations for the cohomology ring of moduli spaces of stable bundles. *Turkish J. Math*, 19(2):131–144, 1995.
[35] J. Steenbrink. Limits of Hodge structures. *Inventiones mathematicae*, 31:229–257, 1976.
[36] X. Sun. Moduli spaces of SL(r)-bundles on singular irreducible curves. *Asia Journal of Mathematics*, 7(4):609–625, 2003.
[37] M. Thaddeus. *Algebraic geometry and the Verlinde formula*. PhD thesis, University of Oxford, 1992.
[38] C. Voisin. *Hodge Theory and Complex Algebraic Geometry-I*. Cambridge studies in advanced mathematics-76. Cambridge University press, 2002.
[39] D. Zagier. *Elementary aspects of the Verlinde formula and of the Harder-Narasimhan-Atiyah-Bott formula*. Max-Planck-Institut für Mathematik, 1994.
[40] D. Zagier. On the cohomology of moduli spaces of rank two vector bundles over curves. In *The moduli space of curves*, pages 533–563. Springer, 1995.

BCAM - BASQUE CENTRE FOR APPLIED MATHEMATICS, ALAMEDA DE MAZARREDO 14, 48009 BILBAO, SPAIN

E-mail address: adan@bcamath.org

INSTITUTO DE MATEMÁTICA PURA E APLICADA, ESTR. DONA CASTORINA, 110 - JARDIM BOTânICO, RIO DE JANEIRO - RJ, 22460-320, BRAZIL

E-mail address: inder@impa.br