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Abstract: This paper traces the history of the evolution of inverse analog filters (IAF) and presents a review of the progress made in this area to date. The paper, thus, presents the current state-of-the-art of IAFs by providing an appraisal of a variety of realizations of IAFs using commercially available active building blocks (ABB), such as operational amplifiers (Op-amp), operational transconductance amplifiers (OTA), current conveyors (CC) and current feedback operational amplifiers (CFOA) as well as those realized with newer active building blocks of more recent origin, such as operational transresistance amplifiers (OTRA), current differencing buffered amplifiers (CDBA) and variants of current conveyors which, although not available as off-the-shelf ICs yet, can be implemented as complementary metal–oxide–semiconductors (CMOS) or be realized in discrete form using other commercially available integrated circuits (IC). In the end, some issues related to IAFs have been highlighted which need further investigation.
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1. Introduction

Over the last twenty-five years, there has been considerable interest and research effort in the technical literature on the circuit realizations of inverse analog filters. In many areas such as communication, control and instrumentation, inverse filters may be required to correct the distortions of the signals caused by the signal processors. Since inverse filters have a frequency response which is reciprocal of the frequency response of the system which caused the distortions, it is expected that this can be corrected by using an inverse filter. A survey of the work done on the realization of inverse filters indicates that before the publication of the 1997 paper of Adrian Leuciuc [1], although there had been mention of digital inverse filters from time-to-time [2–6], only the 1964 paper of Burch, Green and Grote [6] had discussed earlier about the restoration and correction of time functions by the synthesis of inverse filters on analog computers. Thus, with the sole exception of [6] and before the 1997 work of Leuciuc [1], no procedure or circuit appears to have been presented in the open technical literature to realize any kind of inverse analog filters using the now prevalent analog circuit building blocks.

However, subsequent to the publication of [1], a number of authors have come up with various kinds of circuits for realizing IAFs [7–43] using a variety of active building blocks such as the four-terminal floating nullors (FTFN) [44,45], operational transconductance amplifiers (OTA) [46], current conveyors [47,48] and their many variants such as differential difference current conveyors (DDCC), second generation voltage conveyors (VCII), current feedback operational amplifiers (CFOA) [49], operational transresistance amplifiers (OTRA) [50], current differencing buffered amplifiers (CDBA) [51], current differencing transconductance amplifiers (CDTA) [52], voltage differencing transconductance amplifiers (VDTA) [53], etc. This paper gives an account of the progress made on the evolution of IAFs so far and points out some unresolved problems and issues related to them.
2. The Transfer Functions of Inverse Filters, Their Frequency Responses, the Significance of the Various Parameters and the Stability Issues

In this section, we discuss the frequency response of the various types of inverse filters, and attempt to provide the significance of the various parameters $H_0$, $\omega_0$ and $Q_0$ on the shape of the frequency responses. We also comment upon the stability issues related to the various types of inverse filters.

2.1. Significance of the Coefficients of the Inverse Transfer Functions in the Characterization of Their Frequency Responses

The physical meaning of the parameters $H_0$, $Q_0$ and $\omega_0$ is clear in the context of normal low-pass (LP) and high-pass (HP) filters, and that of $H_0$, $\omega_0/Q_0$ (BW) and $\omega_0$ is also clear in the case of normal band-pass (BP) and band reject (BR) filters. However, so far, the significance of the various coefficients of the inverse transfer functions and their influence on the shapes of the corresponding frequency responses does not appear to have been elaborated explicitly in the earlier literature. In the following, we attempt to provide some insight into this.

Let us consider an inverse low pass filter (ILPF) transfer function, which can be written as:

$$T(s)|_{\text{ILPF}} = \frac{s^2 + s\left(\frac{\omega_0}{Q_0}\right) + \omega_0^2}{H_0\omega_0^2}$$  \hspace{1cm} (1)

From this transfer function, it can be verified that $|T(j\omega)|$ at zero frequency (DC) turns out to be $1/H_0$; at $\omega = \infty$, $|T(j\omega)|$ becomes $\infty$, and at a frequency $\omega = \omega_0$, $|T(j\omega)|$ is given by:

$$|T(s)|_{\omega=\omega_0} = \frac{1}{H_0Q_0}$$  \hspace{1cm} (2)

Therefore, ‘$\omega_0$’ can be called the corner frequency; however, depending upon whether $Q_0 = 1$, $Q_0 > 1$ or $Q_0 < 1$, the resulting responses turn out to be as shown in Figure 1.

![Figure 1. Frequency responses of ILPF for different values of Q0.](image)

Hence, the significance of the coefficients $H_0$, $Q_0$ and $\omega_0$ is clear from this plot.

In a similar manner, the transfer function of inverse high pass filter (IHPF) may be expressed as:

$$T(s)|_{\text{IHPF}} = \frac{s^2 + s\left(\frac{\omega_0}{Q_0}\right) + \omega_0^2}{H_0s^2}$$  \hspace{1cm} (3)

For the IHPF, $|T(j\omega)|$ at $\omega = 0$ turns out to be $\infty$; at $\omega = \infty$, $|T(j\omega)|$ becomes $0$ and at a frequency $\omega = \omega_0$, $|T(j\omega)|$ is given by:

$$|T(s)|_{\omega=\omega_0} = \frac{1}{H_0Q_0}$$  \hspace{1cm} (4)
Therefore, in the case of IHPF also, $\omega_0$ is the \textit{corner frequency} and depending upon whether $Q_0 = 1$, $Q_0 > 1$ or $Q_0$ less than 1, the resulting responses would be as displayed in Figure 2.

![Figure 2](image_url)

**Figure 2.** Frequency responses of IHPF for different values of $Q_0$.

The transfer function of inverse band pass filter (IBPF) may be expressed as:

$$T(s)|_{\text{IBPF}} = \frac{s^2 + s \left( \frac{\omega_0}{Q_0} \right) + \omega_0^2}{H_0 \left( \frac{\omega_0}{Q_0} \right) s}$$

(5)

The $|T(j\omega)|_{\text{IBPF}}$ can be written as:

$$|T(j\omega)|_{\text{IBPF}} = \frac{\sqrt{(\omega_0^2 - \omega^2)^2 + (\omega \omega_0 / Q_0)^2}}{H_0 (\omega \omega_0 / Q_0)}$$

(6)

From Equation (6), it may be seen that, for $\omega = 0$ and $\omega = \infty$ in both cases, $|T(j\omega)|$ is infinite and at $\omega = \omega_0$, $|T(j\omega)|$ turns out to be $1/H_0$. The frequency response for IBPF has been shown in Figure 3a. Here, $\omega_0$ is the \textit{center frequency}.

![Figure 3](image_url)

**Figure 3.** Frequency response of (a) IBPF and (b) IBRF.

The transfer function of the IBRF can be written as:

$$T(s)|_{\text{IBRF}} = \frac{s^2 + s \left( \frac{\omega_0}{Q_0} \right) + \omega_0^2}{H_0 (s^2 + \omega_0^2)}$$

(7)
The magnitude of the function in Equation (7) at \( s = j\omega \) can be written as:

\[
|T(j\omega)|_{IBRF} = \frac{\sqrt{(\omega_0^2 - \omega^2)^2 + (\omega\omega_0/Q_0)^2}}{H_0(\omega_0^2 - \omega^2)}
\]  (8)

From Equation (8), it can be seen that \( |T(j\omega)| \) of the notch filter at \( \omega = 0 \) as well as \( \omega = \infty \) is \( 1/H_0 \) whereas, at \( \omega = \omega_0 \), \( |T(j\omega)| \) tends to infinity. Here also, \( \omega_0 \) is the center frequency and the shape of response is as shown in Figure 3b.

In case of IBPF as well as IBRF, a narrowing down (sharpness) of the shape of the frequency response is observed when \( Q_0 \) is increased. For a quantitative interpretation of this, if we take \( \omega_0 = 1 \) (normalized value) and determine the two frequencies (\( \omega_1 \) and \( \omega_2 \)), on either side of the center frequency, at which the gain becomes \( \frac{\sqrt{2}}{\pi} \) (arbitrarily chosen to facilitate easy solution of the resulting quadratic equation) can be found from Equations (6) and (8) and turn out to be:

\[
\omega_1 = \left[ \frac{1}{2} \left( 2 + \frac{1}{Q_0^2} \right) - \frac{1}{2Q_0} \sqrt{4 + \frac{1}{Q_0^2}} \right]^{\frac{1}{2}} \quad \text{and} \quad \omega_2 = \left[ \frac{1}{2} \left( 2 + \frac{1}{Q_0^2} \right) + \frac{1}{2Q_0} \sqrt{4 + \frac{1}{Q_0^2}} \right]^{\frac{1}{2}}
\]

from which it can be seen that the width of the IBP and IBR plots between these two frequencies is given by:

\[
\omega_2 - \omega_1 = \frac{1}{Q_0} \sqrt{1 + \frac{1}{2Q_0^2}}
\]  (9)

From Equation (9), it is clear that, the larger the value of \( Q_0 \), the narrower the width of the resulting frequency response at the gain value of \( \frac{\sqrt{2}}{\pi} \), which is clearly visible from the plots of Figure 4a,b. On the contrary, for values of \( Q_0 < 1 \), the nature of the plot would be wider on either side of \( \omega_0 \). The frequency responses of IBPF and IBRF for different values of \( Q_0 \) shown in Figure 4a,b confirm this interpretation.

| Q₀ | 0.1 | 1 | 10 |
|----|-----|---|----|
| 1/H₀ | ![Graph](a) | ![Graph](b) |

**Figure 4.** Frequency responses of (a) IBPF and (b) IBRF for different values of \( Q_0 \).

Lastly, we do not deal with inverse all-pass filters (IAPF), since in our opinion, IAPF is a misnomer due to being an unstable system owing to having complex conjugate poles in the right half of the s-plane.

2.2. Stability Considerations

On the stability of inverse analog filters: Another potential problem which does not appear to have been noticed explicitly in the existing literature is concerned with the stability aspect of inverse filters. In case of the first order inverse filters, the ILP and IHP do not have stability issues; however, the inverse all pass filter transfer function clearly has its pole in the right half of the s-plane and, therefore, represents
unstable system. Coming to second order inverse filters, ILP and IBP do not have stability problems, but in the case of IHP, there is pair of poles at its origin, the IBR has a pair of poles on the ±jω axis and the inverse all pass (IAP) has clearly both poles in the right half of the s-plane. Thus, theoretically, all these cases represent unstable systems. Now, the fact that a number of authors have come up with first-order inverse all-pass filter [10,19,33], second order IHP [1,9,11–18,20,22,23,27,28,30,32,35,36,39–43], IBR [11,12,15,17,22,24,25,27,29,32,35,36] and IAP [8,9,24,27,29] filters, it is a matter of curiosity as to how the observance of instability was not reported by any of them. There could be two possible reasons for this:

(i) As is well known, if the verification of the workability of the circuit is carried out only by frequency response analysis in SPICE without checking the transient response of the circuits, they may still exhibit the correct frequency responses and, thus, the circuit instability might go unnoticed in the absence of looking into its transient analysis.

(ii) In those cases where experimental results of the frequency responses of such circuits are taken and the circuits are shown to work properly, the possible reason could be that the various parasitics of the active element used or their non-ideal parameters might have shifted the pole locations slightly to the left half of the s-plane (which appear feasible in case of IHP or IBR but unlikely in the case of inverse all-pass filters) and therefore, any instability could not have been observed.

(iii) Of course, a stability issue of fractional order inverse filters (FOIFs) together with a check of their transient response is similarly necessary. In fact, Bhaskar et al. in [40] and Radwan et al. [41] have already taken due cognizance of this aspect.

Thus, the stability issues related to the IHP, IBR and IAP call for further investigations in future.

3. Circuit Realizations of the Various Inverse Analog Filters

In this section, we outline some prominent inverse analog filter configurations using different kinds of analog circuit building blocks proposed during the last two decades or more.

3.1. IAF Configurations Using Op-Amps and FTFNs

Leuciuc [1] appears to be the first to have presented a general methodology of finding the inverse of a given analog circuit based upon the use of nullator and norator which are two well-known pathological elements proposed by Carlin and Youla [54]. It may be recalled that the nullator is a one port (two-terminal element) characterized by the equations \( V = 0 \), and \( I = 0 \); on the other hand, the norator is another one port (two-terminal element) characterized by \( V = \text{arbitrary} \) and \( I = \text{arbitrary} \). The methodology proposed by Leuciuc [1] is depicted in Figure 5, according to which a network ‘N’ containing a nullator and norator and realizing a transfer function \( Y(s)/U(s) = T(s) \) will be converted into another network realizing the transfer function \( T(s)^{-1} \) if the driving source and norator are swapped.

![Figure 5. Original circuit and its inverse obtained by swapping the driving source and the norator (a) original circuit (b) Inverse circuit.](image)

Since a pair of a nullator and a norator (with one end of the norator connected to ground) represents an ideal op-amp [55], this idea is readily applicable in obtaining inverse of any given op-amp filter. Leuciuc [1], using this idea, demonstrated how the well-known
single op-amp-based Sallen-Key high-pass filter can be used to realize an inverse high-pass filter as shown here in Figure 6.

![Diagram](image)

**Figure 6.** Sallen-Key high pass filter and its inverse by Leuciuc [1](a) original filter (b) inverse filter.

It is interesting to point out that the transformation of an op-amp circuit realizing a transfer function \( T(s) \) into another op-amp circuit realizing transfer function \( T(s)^{-1} \) can also be related to the *inverse active network theorem* (IANT) proposed by Rathore in [56] and Rathore and Singhi in [57]. As per IANT, if there is an op-amp RC network ‘\( N \)’ realizing a transfer function \( T(s) \), then this can be transformed into a network realizing the reciprocal transfer function \( 1/T(s) \) by bringing the connection of all elements going to the input signal to the output of the op-amp and connecting all elements connected to the output node to the input terminal, then assigning the correct polarities of the input terminals of the op-amp from the considerations of the stability of the resulting circuit. The circuit in Figure 6b can be considered to be obtainable from that of Figure 6a using IANT. Since Leuciuc did not demonstrate the practical results of his inverse filter of Figure 6b starting from zero frequency, it went unnoticed that this circuit cannot be functional because of the absence of a DC path in the negative feedback circuit.

In [37], a number of single-op-amp-based inverse filter circuits have been discussed.

### 3.2. IAF Configurations Using Four-Terminal-Floating-Nullors (FTFN)

This was followed by another procedure reported by Chippop and Surakampontorn in [7] for the systematic realization of a current-mode four-terminal floating nullor (FTFN)-based inverse filter as shown in Figure 7 (the acronym ‘FTFN’ to represent a fully floating nullor was coined *for the first time* in [44,45]). In this procedure, starting from an op-amp circuit, a nullor-RC model is obtained by replacing the ideal op-amp with a pair of a nullator and norator (having one terminal connected to ground). Subsequently, the driving source and norator are swapped as per the transformations suggested by Leuciuc [1] to obtain an inverse filter in voltage mode. This is followed by an RC:CR duality transformation [58] from which an FTFN-based inverse filter in current-mode is obtained, which is converted into a physical realization by replacing the nullator and norator pair by an FTFN. In the
work of Chipipop and Surakampontorn [7] the FTFN was realized using an operational-mirrored amplifier (OMA) formulation [59] using AD704 IC op-amp, Q2N2222A NPN transistors and Q2N2907A PNP transistors. Since the FTFN used for the simulation results does not have symmetrical/identical W and Z terminals, the simulation results given in [7] do not ensure that the derived inverse filter will still work satisfactorily in practice when the FTFN is realized by symmetrical structures such as those made from two CCII± or two CFOAs.

$$I_{out}(s) = \frac{s^2 + s \left( \frac{1}{R_1C_1} + \frac{1}{R_1C_2} - \frac{R_F}{R_G} \frac{1}{R_1C_1} \right) + \frac{1}{R_1R_2C_1C_2}}{1+ \frac{R_F}{R_G} \left( \frac{1}{R_1R_2C_1C_2} \right)}$$

Figure 7. The procedure for realization of FTFN-based inverse filter in CM [7] (a) a single-op-amp filter (b) nullor equivalent (c) inverse function realization in voltage mode (VM) by swapping the voltage source by norator (d) the RC:CR dual to realize the same function in CM as a current-ration transfer function (e) the FTFN implementation of the inverse filter.

Wang and Lee [8] extended this approach and derived a current-mode IAF using FTFN corresponding to the Friend and Delyiannis [60] op-amp-RC biquad and also demonstrated how the same methodology can be applied to derive an FTFN-based current mode inverse
filter starting from a CCII-based VM filter, since a CCII- can also be represented by a three-terminal nullor (with the nullator and norator sharing a common terminal which represents the X-terminal of the CCII-, while the free end of the nullator represents the Y-terminal of the CCII- and the free end of the norator represents the terminal-Z). Wang and Lee in [8] have also shown the transformation of a high-input impedance filter into a current-mode inverse filter. In both cases, the verification of the workability of the circuits was demonstrated by only SPICE simulation results although it was not clarified as to which FTFN implementation was used.

Taking clues from the above mentioned FTFN-based approach, Abuelma’atti in [9] formulated a generalized single-FTFN network for realizing a CM transformation using as many as eleven admittances in the circuit and worked out a number of second-order inverse filters in CM as special cases therefrom. The simulation results of these inverse filters were obtained using two-CCII-based realization of the FTFN which was acknowledged in [9] to have been first outlined by Senani in [45], which is shown here in Figure 8. All the circuits employ a low number of passive components and their workability has also been demonstrated by a symmetrical FTFN structure; however, some of the circuits derived therein suffer from the drawback of being non-canonic.

Shah and Malik [10] proposed an all-pass inverse filter configuration with two inputs and a single output wherein the FTFN was again implemented using the two-AD844-based implementation, shown here in Figure 8. However, the authors have failed to notice that the first order IAP clearly has the pole located in the right half of the s-plane, and therefore, any circuit implementation of this will be unstable. Therefore, it would fail in the transient response test even though it might show correct frequency response in simulations.

3.3. IAF Configurations Using Current Feedback Operational Amplifiers (CFOA)

A CFOA is a four terminal (x, y, z and w) active building blocks characterized by the following terminal equations:

\[ \begin{align*}
  i_x &= 0, \quad v_x = v_y, \quad i_z = i_x, \quad \text{and} \quad v_w = v_z
\end{align*} \]  

(10)

Since there has been considerable interest in the use of CFOAs as active building blocks because of their several advantages over the traditional voltage mode op-amps (VOA), such as very high slew rates leading to a higher operational frequency range, elimination of the gain–bandwidth conflict and the feasibility of realizing any given function with the least possible number of passive components, most of the time, without requiring any component-matching conditions/equality constraints [49,61–65]. Due to these reasons, a number of researchers have formulated various kinds of IAF circuits too, using CFOAs.

In this context, Gupta, Bhaskar, Senani and Singh [11] were the first to have proposed four inverse filter configurations, each implementable from only three CFOAs for realizing inverse low-pass, inverse band-pass, inverse high-pass and inverse band-pass filter configurations...
reject filters respectively. These realizations have been depicted here in Figure 9. The practically observed frequency responses of these circuits were also shown in [11]. All the circuits possessed the important and practically useful properties of infinite input impedance, zero output impedance and the use of two grounded capacitors as preferred for IC implementation [66–69]. The inverse low pass and band pass filters of Figure 9a,b have the novel feature of having all four resistors being grounded too, which is attractive for IC implementation as well as converting the circuits into voltage-controlled circuits by replacing the grounded resistors with FET/MOSFET-based linear voltage-controlled resistances.

Figure 9. Proposed inverse filter configurations reported by Gupta, Bhaskar, Senani and Singh using CFOAs (a) ILP (b) IBP (c) IHP (d) IBR [11].

In [12], Gupta, Bhaskar and Senani further extended their work by presenting one new implementation of the IHP filter, four new circuits of the ILP filter and two new
configurations of the IBP filter, each employing three CFOAs, two grounded capacitors and three to five resistors along with the provision of independent controllability of the various coefficients of the realized transfer functions. These reported circuits have also been experimentally verified using AD844 type CFOA ICs in the frequency range of 100 Hz–1 MHz.

Subsequently, Wang, Chang, Yang and Tsai [13] proposed a general inverse filter scheme using CFOAs as shown in Figure 10. Curiously, however, the authors of [13] did cite the quoted work as a reference in their paper, but while projecting their general scheme of Figure 10, they did not spell it out explicitly that their configuration is, in fact, an adaptation of the two circuits of Figure 9a,b. It was demonstrated by them that, subject to appropriate (resistive/capacitive) choices of the various circuit admittances, this general circuit can realize twelve different types of inverse filter functions at each of the two outputs $V_{01}$ and $V_{02}$. However, out of the twelve realized circuits shown by them, only three circuits represent canonic realizations; the other configurations employ three to four capacitors, and hence, are non-canonic.

$$V_{01}(s) = \frac{V_{03}(s)}{V_{in}(s)} = \frac{Y_1 Y_3 + Y_2 Y_4}{Y_0 Y_4}$$

$$V_{02}(s) = \frac{V_{in}(s)}{Y_4}$$

**Figure 10.** Generalized inverse filter configuration using CFOAs reported by Wang, Chang, Yang and Tsai [13].

Garg, Bhagat and Jaint [14] presented a general inverse filter scheme which is also an adaptation of the quoted circuits from Figure 9a,b, the only difference being that instead of the three normal CFOAs, three modified CFOAs (MCFOA), characterized by $i_c = a_3 i_x$, $i_y = a_2 i_u$, $v_x = b_1 v_y$, and $v_w = b_2 v_z$ [70,71] have been employed, each one implementable from three AD844-type CFOAs or a cascade of one CCII+ and one CCII−. It may, however, be noted [65] that the MCFOA is the same as the 'Composite Current Conveyor' formulated by Smith and Sedra in [72] which was comprised of one CCII+ (now realizable with one AD844-type CFOA) and one CCII− (now realizable with two AD844-type CFOAs) to realize various nonlinear circuit elements. For the verification of the workability of these inverse filters, a CMOS MCFOA has been used within the frequency range of 1 kHz–1 GHz. However, all the realized filters used three or more capacitors and hence, are not canonic. Moreover, the ABB used is not available as a commercial IC and needed to be implemented with three AD844s thereby, the proposed configuration requiring as many as nine CFOAs.

Patil and Sharma [15] presented four two-CFOA-based configurations for realizing ILP, IHP, IBP and IBR filters (the last one being inspired by [69]). All these reported circuits have been verified by simulation results in PSPIEC using a macro model of AD844. Four of the five circuits have the advantage of being realizable with two only CFOAs. The configurations presented can also provide explicit current output, but at the expense of one additional CFOA.
3.4. IAF Configurations Using Operational Transconductance Amplifiers (OTA)

The OTA is characterized by \( I_0 = g_m (V_+ - V_-) \) and has been extensively used in the past to realize electronically controllable filters and oscillators. The bipolar OTA is also a commercially available device and many variants of this such as LM3080, LM13600/LM13700 are available as off-the-shelf ICs whose transconductance is a linear function of an external DC bias current (\( I_B \)) and is linearly variable over a wide range of this current up to about four decades. On the other hand, a CMOS OTA as shown in Figure 11 can be analogously devised using a MOS differential pair along with a number of PMOS/NMOS current mirrors. However, for the CMOS OTA, the transconductance is proportional to \( (I_B)^{1/2} \). CMOS OTAs with dual outputs, such as the one shown in Figure 11, have been employed by several authors [16,17].

![Figure 11. CMOS implementation and symbolic representation of the dual-output OTA.](image)

In [16], Tsukutani, Sumi and Yabuki presented two six-OTA-based circuits, realizing ILP and IBP, and one five-OTA-based circuit realizing IHP as depicted here in Figure 12. All the circuits employ both GCs and have the advantage of offering orthogonal tunability of the parameters \( \omega_0 \) and \( Q_0 \) which has been successfully demonstrated by SPICE simulation results. The workability of inverse filter circuits shown in Figure 12 has been validated over a frequency range of 10 kHz–1 MHz using CMOS OTA displayed in Figure 11. However, if the circuits are implemented using commercially available IC OTAs, the actual number of IC OTAs required may be more in each case.

The transfer functions of the IAFs shown in Figure 12 have been presented here:

Figure 12a: ILPF
\[
\frac{I_{\text{out}}(s)}{I_{\text{in}}(s)} = \frac{s^2 + s \left( \frac{\text{gain}_1}{\text{gain}_2} \right) + \frac{\text{gain}_1 \times \text{gain}_2}{\text{gain}_3}}{s \left( \frac{\text{gain}_1 \times \text{gain}_2}{\text{gain}_3} \right)}; \quad I_{\text{out}}(s) = I_1(s) + I_3(s) + I_4(s)
\]

Figure 12b: IBPF
\[
\frac{I_{\text{out}}(s)}{I_{\text{in}}(s)} = \frac{s^2 + s \left( \frac{\text{gain}_1}{\text{gain}_2} \right) + \frac{\text{gain}_1 \times \text{gain}_2}{\text{gain}_3}}{s \left( \frac{\text{gain}_1 \times \text{gain}_2}{\text{gain}_3} \right)}; \quad I_{\text{out}}(s) = I_1(s) + I_3(s) + I_4(s)
\]

Figure 12c: IHPF
\[
\frac{I_{\text{out}}(s)}{I_{\text{in}}(s)} = \frac{s^2 + s \left( \frac{\text{gain}_1}{\text{gain}_2} \right) + \frac{\text{gain}_1 \times \text{gain}_2}{\text{gain}_3}}{s \left( \frac{\text{gain}_1 \times \text{gain}_2}{\text{gain}_3} \right)}; \quad I_{\text{out}}(s) = I_1(s) + I_2(s) + I_3(s)
\]
3.4. IAF Configurations Using Operational Transconductance Amplifiers (OTA)

The OTA is characterized by $I_0 = g_m (V_+ - V_-)$ and has been extensively used in the past to realize electronically controllable filters and oscillators. The bipolar OTA is also a commercially available device and many variants of this such as LM3080, LM13600/LM13700 are available as off-the-shelf ICs whose transconductance is a linear function of an external DC bias current ($I_B$) and is linearly variable over a wide range of this current up to about four decades. On the other hand, a CMOS OTA as shown in Figure 11 can be analogously devised using a MOS differential pair along with a number of PMOS/NMOS current mirrors. However, for the CMOS OTA, the transconductance is proportional to $(I_B)^{1/2}$. CMOS OTAs with dual outputs, such as the one shown in Figure 11, have been employed by several authors [16,17].

Figure 11. CMOS implementation and symbolic representation of the dual-output OTA.

In [16], Tsukutani, Sumi and Yabuki presented two six-OTA-based circuits, realizing ILP and IBP, and one five-OTA-based circuit realizing IHP as depicted here in Figure 12. All the circuits employ both GCs and have the advantage of offering orthogonal tunability of the parameters $\omega_0$ and $Q_0$ which has been successfully demonstrated by SPICE simulation results. The workability of inverse filter circuits shown in Figure 12 has been validated over a frequency range of 10 kHz–1 MHz using CMOS OTA d.

Figure 12. The basic current-mode inverse active filter configurations proposed by Tsukutani, Sumi and Yabuki in [16]. (a) ILPF; (b) IBPF; (c) IHPF.
In [17], Raj, Bhagat, Kumar and Bhaskar presented five new OTA-C inverse filters which include one IHP, two ILP, one IBP and one IBR, all possessing infinite input impedance and employment of both grounded capacitors, with \( \omega_0 \) and \( Q_0 \) being orthogonally adjustable. Their workability was demonstrated by a simple CMOS OTA with its \( g_m \) controllable by an external DC bias voltage.

### 3.5. IAF Configurations Using Second Generation Current Conveyors (CCII)

It may be recalled that a CCII± is a three-port active building block [47,48] characterized by \( i_y = 0, v_z = v_y \) and \( i_z = \pm i_x \). Tsukutani and Kunugasa [18] have proposed three different configurations which simultaneously realize current mode ILP, IBP and IHP filters (Figure 13); two of them employ four current conveyors, while the third one employs only three CCIIIs. However, whereas the first two circuits realize only ILP and IBP functions, the third one realizes only IHP response. Although it is not explicitly stated by the authors, these CCII-based circuits are derived directly from the OTA-C IAF circuits of [16], with each transconductor therein replaced by a CCII-based V-I converter with a resistor connected from the X-terminal of the CCII to ground. All the circuits use all grounded passive components and the CCII involved was a standard translinear CMOS structure with two complementary Z-outputs (see Figure 14). To validate the functionality of these inverse filters, CMOS CCII shown in Figure 14, has been used and the results showed the workability of these circuits in the frequency range of 10 kHz–10 MHz.

![Figure 13](image)

**Figure 13.** Current-mode inverse active configurations by Tsukutani and Kunugasa [18] (a) ILP (b) IBP (c) IHP.
In spite of the advantage of all grounded passive elements, although the proposed circuits do have a high output impedance output available, none of them are able to provide the required (ideally zero) input resistance necessary for applying a CM input. The authors have also indicated that by adding a voltage to current converter (V-I) at the input and a resistive load along with a voltage follower at the output, all three CM IAFs can be converted into VM IAF circuits. These additional interfacing circuits too have been proposed to be realized by one CCII each.

A first order inverse all-pass filter using a single CCII- has been reported by Shah and Rather in [19], wherein the CCII- was implemented using two CCIIs+. However, the circuit clearly has a pole in the right half of the s-plane, and hence, is impractical due to being unstable.

In [20], Herencsar, Lahiri, Koton and Vrba have reported three new realizations of the inverse filters low-pass filter, inverse band-pass filter, and inverse high-pass filter employing differential difference current conveyors (DDCCs) [73], two grounded resistors and two grounded capacitors. It may be recalled that a DDCC is a five-terminal (x, y1, y2, y3 and z) active building block characterized by $i_{yi} = 0$, $i_{xyz} = \beta i_y$, $v_z = \alpha v_x$ and $v_y = 0$, where nominally, $\alpha$ and $\beta$ are both unity. The reported inverse filter circuits have been validated using SPICE simulations and experimental measurements [20].

3.6. IAF Configurations Using Second Generation Voltage Conveyors (VCII)

An interesting variant of the CCII is the so-called second-generation voltage conveyor (VCII) [74] which is characterized by the equations: $i_x = \pm \beta i_y$, $V_z = \alpha V_x$ and $V_y = 0$, where nominally, $\alpha$ and $\beta$ are both unity. The use of VCII in realizing IAFs has been carried out by Al-Abshi in [21] and Al-Shahrani and Al-Abshi in [22]. The circuits proposed in both the papers are based around a CMOS implementation of the VCII as displayed in Figure 15 here, which has been claimed to offer the advantages of lower power consumption and less occupied chip area.
In [21], Al-Absi proposed two VCII-based circuits for realizing first order ILP and IHP and three-VCII-based circuit for realizing IBP; these are shown in Figure 16. Though all the circuits provide the desirable low-output impedance voltage output, none of them has ideally infinite input impedance.

A claimed advantage of these circuits is that control of $H_0$ and $\omega_0$ is available in the cases of ILP, IHP and IBP. The workability of these reported circuits has been verified by...
simulation results using CMOS VCII, shown in Figure 15, and their frequencies of operation were taken in the range of 1 Hz to 10 MHz.

This was followed by Al-Shahrani and Al-Abdi in [22], wherein a modified-VCII (MVCII) proposed earlier in [75] was employed, which is characterized by the following equations:

\[ I_{y1} = \pm \beta i_y, I_z = \beta i_y, V_z = a V_x, V_y = 0 \text{ and } i_{z0} = i_z \]  

(11)

Using MVCII, the authors of [22] presented four CM circuits realizing ILP, IHP, IBR and IBP respectively, using only two external resistors and two capacitors in each case. The IBR and IBP have the advantage of using both GCs, but due to being two-resistor and two-capacitor structures; they do not provide independent tunability of the various filter parameters. For the workability of these circuits, frequency and time responses using CMOS MVCII have been demonstrated.

3.7. IAF Configurations Using Operational Transresistance Amplifiers (OTRA) and Current Differencing Buffered Amplifiers (CDBA)

To overcome the limitations of the conventional op-amp, researchers had been continuously coming up with new active circuit building blocks which resulted in the evolution of several alternatives, of which OTAs, CCs, CFOAs are now available as off-the-shelf ICs. However, there are a number of other building blocks such as OTRA and CDBA, which have been investigated for their hardware implementation and applications in the past. Although both of these can be implemented by CMOS circuits, none of them have yet been made available as off-the-shelf ICs. Nevertheless, both of them can be realized using two commercially available AD844-type CFOAs.

An OTRA is characterized by: \( v_p = v_n = 0 \) and \( v_0 = R_m (i_p - i_n) \) and is shown symbolically in Figure 17.

![Figure 17. The symbolic representation of an OTRA.](image)

On the other hand, CDBA is characterized by the terminal equations as: \( V_p = V_n = 0 \), \( I_z = (i_p - i_n) \) and \( V_w = V_z \) and its symbolic representation is depicted in Figure 18.

![Figure 18. The symbolic representation of the CDBA.](image)

Both of these are realizable from interconnection of two CFOAs as shown in Figure 19. In case of the CDBA implementation, if a load impedance is connected at terminal-Z, the voltage across this \((V_z)\) is then made available as \(V_w = V_z\). On the other hand, for OTRA implementation, this load impedance connected at terminal-Z becomes the transresistance \(R_m\) and for making \(R_m = \infty\) as desired; this terminal, therefore, needs to be left open.
3.7.1. OTRA-Based Inverse Active Filters

In [23], Singh, Gupta and Senani proposed two OTRA and five admittance-based general inverse filter structures shown in Figure 20, from which an ILP, IBP and IHP, were shown to be realizable in VM via appropriate (resistive/capacitive) choice of the five circuit admittances. Although the IHP was non-canonic due to the employment of three capacitors along with equality constraints, the remaining two realizations are canonic in terms of capacitors and have the advantage of independent controllability of the various filter parameters. For the verification of the workability of the filter functions, PSPICE results using CMOS OTRA have been provided and experimental results have also been demonstrated using OTRA implemented with commercially available AD844-type CFOAs, as shown in Figure 19a.

In the following, we outline some of the prominent works dealing with the realization of inverse filters using CDBA and OTRA.

Figure 19. AD844 implementation of (a) OTRA ($R_m = \infty$) (b) CDBA.

Figure 20. A generalized OTRA-based structure for realizing inverse filters proposed by Singh, Gupta and Senani [23].

The configurations reported by Pradhan and Sharma in [24] were generalized by providing two different configurations adding two more admittances in the two-OTRA-based configurations of [23] as shown in Figure 21. The authors then came up with the generation of ten different second-order IBR filters and twelve inverse all-pass (IAP) filter circuits by making various resistive/capacitive choices of the seven admittances therein.

\[
V_{out}(s) = \frac{V_{out}(s)}{V_{in}(s)} = \frac{Y_1 Y_3 + Y_2 Y_4}{Y_2 Y_5}
\]
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In [23], Singh, Gupta and Senani proposed two OTRA and five admittance-based general inverse filter structures shown in Figure 20, from which an ILP, IBP and IHP, were shown to be realizable in VM via appropriate (resistive/capacitive) choice of the five circuit admittances. Although the IHP was non-canonic due to the employment of three capacitors along with equality constraints, the remaining two realizations are canonic in terms of capacitors and have the advantage of independent controllability of the various filter parameters. For the verification of the workability of the filter functions, PSPICE results using CMOS OTRA have been provided and experimental results have also been demonstrated using OTRA implemented with commercially available AD844-type CFOAs, as shown in Figure 19a.
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\]

**Figure 20.** A generalized OTRA-based structure for realizing inverse filters proposed by Singh, Gupta and Senani [23].

The configurations reported by Pradhan and Sharma in [24] were generalized by providing two different configurations adding two more admittances in the two-OTRA-based configurations of [23] as shown in Figure 21. The authors then came up with the generation of ten different second-order IBR filters and twelve inverse all-pass (IAP) filter circuits by making various resistive/capacitive choices of the seven admittances therein.

\[
\frac{V_{\text{out}}(s)}{V_{\text{in}}(s)} = \frac{Y_1 Y_3 + Y_2 Y_4}{Y_2 Y_5 + Y_3 Y_6 - Y_2 Y_7}
\]

\[
\frac{V_{\text{out}}(s)}{V_{\text{in}}(s)} = \frac{Y_1 Y_3 + Y_2 Y_4}{Y_2 Y_5 + Y_3 Y_6 - Y_3 Y_7}
\]

**Figure 21.** Generalized configuration of IBR and inverse all-pass filter employing OTRAs proposed by Pradhan and Sharma (a) IBRF (b) IAPF [24].

However, all the special cases required three to four capacitors and, hence, are non-canonic. Various simulation results using CMOS OTRA implemented with 0.18 µm TSMC technology parameters have been provided to validate the workability of all the reported cases of IBRF and IAPF over the frequency range 1 kHz–10 MHz. However, since most of the results were verified through simulations, the inherent stability of IAPF appears to have gone unnoticed.

Banergee, Borah, Ghosh and Mondal in [25] have come up with a configuration using a single OTRA, but the circuit requires as many as three resistors and three capacitors along with three switches to realize band reject filters; hence, these circuits too are non-canonic. Simulations as well as experimental results have been provided for the validation of the proposed circuits. The layout of these three configurations has also been demonstrated and their post-layout simulation results have been provided. The major drawbacks of these circuits are their non-canonicity, non-availability of ideally infinite input impedance and the inconvenience of obtaining different responses through three switches therein.

3.7.2. Inverse Active Filters Employing CDBA

In [27], Pandey, Pandey, Negi and Garg proposed a CDBA-based universal inverse filter circuit consisting of six admittances whose circuit realization has been shown in Figure 22, from which various special cases have been obtained by appropriate RC impedances in place of six admittances of the circuit. However, excepting the circuit for realizing an ILP, which is canonic, all other choices lead to non-canonic structures. A PSPICE macro model of CFOA AD844 IC has been used to implement CDBA (shown in Figure 19b) and the same has been used to verify the workability of the various inverse filter functions.
Nasir and Ahmad in [28] presented a two-CDBA-based CM multifunction inverse filter, but the circuit suffers from the drawback of non-availability of explicit current output, besides one of the input terminals of the CDBA being left unutilized. The CDBA implemented using AD844 shown in Figure 19b has been used to validate the functionality of these inverse filter functions in the frequency range of 10 kHz–1 MHz.

IBR and IAP filters employing two CDBAs were presented in [29] by Bhagat, Bhaskar and Kumar; these filters are based on the general configuration shown here in Figure 23, in which two different responses were obtainable by appropriate opening/closing of a switch from the same output. The circuit uses a GC and another virtually grounded capacitor. In spite of requiring an equality of two resistors, both \( \omega_0 \) and BW can be tuned independently of each other. The workability of this proposition was demonstrated by PSPICE simulations using CMOS CDBA with 0.18 µm CMOS technology parameters. However, there may be stability issues when the circuits are practically realized with CDBA implementation using two CFOA ICs.

In [30], Bhagat, Bhaskar and Kumar proposed a two CDBA and four impedances-based circuit from which various inverse filters were shown to be realizable by appropriate resistive/capacitive choice of the various circuit elements. The notable feature of this circuit is that, from the same circuit, both normal filters and inverse filters are realizable with a canonic number of capacitors in all cases. The details of the twelve possible realizations resulting from the circuit of Figure 24 can be seen in [30]. The PSPICE simulation results of these normal filters and inverse filters using CMOS CDBA implemented with 0.18 µm CMOS technology parameters have been provided over the frequency range 10 kHz–50 MHz.
The employment of more (nine) capacitors than really necessary, with most of them being floating, appears to be a clear disadvantage from the viewpoint of actual IC implementation.

Whereas most of the work has been focused on second-order inverse filters of various kinds, Borah, Singh and Ghosh in [31] have given a realization of a sixth-order inverse band-pass filter. The circuit consists of two CDBAs and eight impedances, which has been practically realized from four AD844-type CFOAs but employs nine capacitors and as many resistors. For the validation of the proposed IBP filter function, experimental results using CDBA implemented with AD844 have been taken and the layout of the proposed configuration has also been provided along with post-layout simulation results. The employment of more (nine) capacitors than really necessary, with most of them being floating, appears to be a clear disadvantage from the viewpoint of actual IC implementation.

While most of the works described above require two CDBAs, a single-CDBA-based inverse filter structure was proposed in [32] by Paul, Roy and Pal. However, out of the four kinds of filters realizable (ILP, IBP, IHP, IBR), only the ILP is realizable canonically; all others require three capacitors and, hence, are non-canonic. The various inverse filter functions have been validated using CMOS CDBA as well as CDBA implemented with AD844-type CFOAs.

3.8. Inverse Active Filters Employing Current-Differencing Transconductance Amplifier (CDTA)

The CDTA introduced by Biolek [52] is an active building block characterized by $v_p = v_n = 0$, $i_z = i_p - i_n$ and $i_{x\pm} = \pm gm v_z$, symbolically represented as in Figure 25.

![Figure 24](image_url)  
**Figure 24.** A multifunction filter/inverse filter configuration employing CDBAs reported by Bhagat, Bhaskar and Kumar [30].

A single-CDTA-based first order inverse all-pass filter was presented in [33] by Shah, Quadri and Iqbal. However, the authors have failed to notice the instability because of the verification through only SPICE simulations and that too, without checking the transient response.

In [34], Sharma, Kumar and Whig proposed a three-CDTA-based IHPF whose circuit configuration has been displayed in Figure 26.

The workability of the reported circuit has been verified in PSPICE using CMOS CDTA with 0.35 μm CMOS technology parameters and the frequency responses have been demonstrated in the range of 1 Hz–100 MHz. The circuit suffers from the drawback of neither having infinite input impedance nor low output impedance.
3.8. Inverse Active Filters Employing Current-Differencing Transconductance Amplifier (CDTA)

The CDTA introduced by Biolek [52] is an active building block characterized by

\[ v_p = v_n = 0, \quad i_z = i_p - i_n \]

and

\[ i_x^\pm = \pm g_m v_z \]

symbolically represented as in Figure 25.

Figure 25. The symbolic representation of the CDTA [52].

A single-CDTA-based first order inverse all-pass filter was presented in [33] by Shah, Quadri and Iqbal. However, the authors have failed to notice the instability because of the verification through only SPICE simulations and that too, without checking the transient response.

In [34], Sharma, Kumar and Whig proposed a three-CDTA-based IHPF whose circuit configuration has been displayed in Figure 26.

Figure 26. CDTA based inverse high-pass filter configuration reported by Sharma, Kumar and Whig [34].

3.9. Inverse Active Filters Employing Voltage Differencing Transconductance Amplifiers (VDTA)

A VDTA [35] is an active element which is characterized by:

\[ I_z = g_m 1 (V_p - V_n) \]

and

\[ I_x^\pm = \pm g_m 2 V_z \]  

(12)

and is very closely related to an OTA. In fact, it is often made from a cascade of a differential-input single-output OTA and single-input complementary dual-output OTA or with three normal types of OTAs. However, most of the authors have used a specific CMOS implementation of the VDTA, as shown in Figure 27. The symbolic notation of the VDTA and its implementations in terms of normal OTAs take the forms as shown here in Figure 28.

Figure 27. A popular CMOS implementation of the VDTA [35].

In [35], Kumar, Pandey and Paul presented a number of VDTA-based inverse filters using two to four VDTAs along with two grounded capacitors without requiring any resistors, as preferred for IC implementation. A unified inverse filter structure from [35] is shown in Figure 29.

The workability of all the realized inverse filters has been validated using CMOS VDTA with 0.18 \( \mu \)m CMOS technology parameters from TSMC over a frequency range of 100 kHz–100 MHz.

In another publication [36], the same authors presented another multifunction inverse filter similar to their earlier publication, which is shown in Figure 30 and contains three switches. By changing their positions, different filter functions can be achieved.
Based upon this idea, a number of authors have recently to fractional order normal filter design can also be applied on any inverse filter structure. It is obvious that the procedure applicable fractional order inverse filters (FOIF) as well. In [35,36] are the only ones where a study of total harmonic distortion and output noise var-

Figure 28. Symbolic implementation and OTA-based implementations of the VDTA; (a) the symbolic representation; (b,c) two different VDTA implementations using OTAs.

Figure 29. Unified inverse filter topology employing VDTAs proposed by Kumar, Pandey and Paul [35].

Figure 30. VDTA-based universal multifunction inverse filter reported by Kumar, Pandey and Paul [36].

The workability of this configuration in its various modes has been demonstrated by SPICE simulation results and hardware results with VDTA realized by three LM13700-type
IC OTAs, as per the schematic of Figure 28c. It is worth mentioning that the works \cite{35,36} are the only ones where a study of total harmonic distortion and output noise variations has been investigated.

Lastly, it may be mentioned that, of late, there has been some interest in realizing fractional order inverse filters (FOIF) as well. It is obvious that the procedure applicable to fractional order normal filter design can also be applied on any inverse filter structure also to convert that into FOIF. Based upon this idea, a number of authors have recently come up with FOIF designs \cite{76–82} using a variety of active elements. However, discussion of these is outside the scope of the present article.

In Table 1, we present a concise summary of the various inverse filter configurations discussed so far as a quick reference guide for the designers.

\textbf{Table 1.} A concise comparison of various IAFs reviewed in this article.

| Reference, Year | Name and Number of ABB Used | Number of \( G + R + C \) | Whether All Grounded Capacitors Used | Whether USED ABB Is Available as Off-the-Shelf IC? | Inverse Filter Functions Realized |
|-----------------|-----------------------------|---------------------------|-------------------------------------|--------------------------------------------------|---------------------------------|
| [1]             | Op-amp (1)                  | 0 + 4 + 2                 | No                                  | Yes                                              | IHP                             |
| [37]            | Op-amp (1)                  | 0 + (1/2) + (1/2)         | No                                  | Yes                                              | IHP, IBP                        |
| [16]            | OTA (5/6)                   | (5/6) + 0 + 2             | Yes                                 | Yes                                              | ILP, IHP, IBP                   |
| [17]            | OTA (4/5)                   | (4/5) + 0 + 2             | Yes                                 | Yes                                              | ILP, IHP, IBP, IBR              |
| [18]            | CCII (3/4)                  | 0 + (3/4) + 2             | Yes                                 | Yes                                              | ILP, IHP, IBP, IBP              |
| [19]            | CCII (1)                    | 0 + 2 + 1                 | Yes                                 | Yes                                              | IAP                             |
| [11]            | CFOA (3)                    | 0 + 4 + 2                 | Yes                                 | Yes                                              | ILP, IHP, IBP, IBR              |
| [12]            | CFOA (3)                    | 0 + (3/5) + 2             | Yes                                 | Yes                                              | ILP, IHP, IBP, IBR              |
| [13]            | CFOA (3)                    | 0 + (2/3) + (2/3)         | Yes                                 | Yes                                              | ILP, IHP, IBP                   |
| [15]            | CFOA (2)                    | 0 + (4/6) + 2             | Yes                                 | Yes                                              | ILP, IHP, IBP, IBR              |
| [14]            | MCFOA (3)                   | 0 + (2/3) + (3/4)         | Yes                                 | No                                               | ILP, IHP, IBP                   |
| [7]             | FTFN (1)                    | 0 + 5 + 2                 | No                                  | No                                               | ILP                             |
| [8]             | FTFN (1)                    | 0 + 8 + 2                 | No                                  | No                                               | IAP                             |
| [9]             | FTFN (1)                    | 0 + 4 + 2                 | No                                  | No                                               | ILP, IHP, IBP, IBR, IAP         |
| [10]            | FTFN (1)                    | 0 + 3 + 1                 | No                                  | No                                               | IAP                             |
| [23]            | OTRA (2)                    | 0 + (4/5) + 2             | No                                  | No                                               | ILP, IHP, IBP                   |
| [24]            | OTRA (2)                    | 0 + (4/6) + (3/4)         | No                                  | No                                               | IBR, IAP                        |
| [25]            | OTRA (1)                    | 0 + 3 + 3                 | No                                  | No                                               | IAP                             |
| [27]            | CDBA (2)                    | 0 + (2/4) + (2/4)         | No                                  | No                                               | ILP, IHP, IBP, IBR, IAP         |
| [28]            | CDBA (2)                    | 0 + (3/4) + (3/4)         | No                                  | No                                               | ILP, IHP, IBP                   |
| [29]            | CDBA (2)                    | 0 + (4/5) + 2             | No                                  | No                                               | IBR, IAP                        |
| [30]            | CDBA (2)                    | 0 + 3 + 2                 | No                                  | No                                               | ILP, IHP, IBP, IBR              |
| [31]            | CDBA (2)                    | 0 + 9 + 9                 | No                                  | No                                               | IBPF                            |
| [32]            | CDBA (1)                    | 0 + (2/3) + (2/3)         | No                                  | No                                               | ILP, IHP, IBP, IBR              |
| [33]            | CDTA (1)                    | 0 + 1 + 1                 | Yes                                 | No                                               | IAP                             |
| [34]            | CDTA (3)                    | 0 + 2 + 2                 | Yes                                 | No                                               | ILP                             |
| [35]            | VDTA (2/4)                  | (4/8) + 0 + 2             | Yes                                 | No                                               | ILP, IHP, IBP, IBR              |
| [36]            | VDTA (4)                    | 8 + 0 + 2                 | Yes                                 | No                                               | ILP, IHP, IBP, IBR              |
| [21]            | VCII (2/3)                  | 0 + (4/6) + (1/2)         | No                                  | No                                               | ILP, IHP, IBP, IBR              |
| [22]            | VCII (2)                    | 0 + 2 + 2                 | Yes                                 | Yes                                              | ILP, IHP, IBP, IBR              |

G = Transconductor, R: Resistor, C: Capacitor, #: First order inverse filter.
4. The Unresolved Issues

The following issues related to inverse analog filters have not been addressed adequately in the open literature to date, and are therefore still open for further research and investigations.

In spite of considerable work reported in the published literature on analog inverse filters using a variety of ABBs, consideration of applying these structures to actual real-life practical applications has been very rare.

If one looks at the IBPF characterized by:

\[ \frac{V_0(s)}{V_{in}(s)} = \frac{K_1s^2 + K_2s + K_3}{K_4s} \]  

This can be re-written in the form of the following input–output equation:

\[ V_0(s) = \left( K_P + \frac{1}{K_I} + K_Ds \right)V_{in}(s) \]  

which, in time-domain can be expressed as:

\[ V_0(t) = K_PV_{in}(t) + \frac{1}{K_I} \int V_{in}dt + K_D \frac{dV_{in}}{dt} \]  

It therefore turns out that the IBP is the same thing as a PID controller. So, this is one practical application of IBP which can be considered to be known. However, to the best knowledge of the authors, except for the use of IBP filter as a PID controller, no explicit applications of any other types of inverse filters have so far been reported in the literature by anybody!

In this respect, it is worthwhile to mention that the synthesis of inverse filters on analog computers and their applications in the restoration and correction of time functions was carried out by Burch, Green and Grote in [6] as early as in 1964, i.e., before the easy commercial availability of the integrated circuit op-amps and any other IC circuit building blocks. Hence, it appears that the idea presented in [6] could now be attempted with the ready commercial availability of a large variety of analog circuit building blocks as the off-the-shelf ICs. Hence, putting all the ideas of the inverse filters to real-life practical applications is an unresolved and challenging problem which is still open to investigation.

It is worth mentioning that, with the exception of [35] and [36], the evaluation of the noise performance and dynamic range (DR) of IAFs have not been discussed in any of the earlier publications [1,7–43] on IAF so far, hence such data is not available for any IAFs proposed in the quoted references. These aspects of most of the inverse filters proposed so far need further work.

Also, since the inverse filters feature (theoretically) infinite gain for some frequencies — for example, an inverse low-pass filter features infinite gain for high frequencies, and an inverse high-pass filter for low frequencies — this is a serious disadvantage, as very weak out-of-band signals may be amplified indefinitely. Thus, the filter’s own noise as well as the supply rail interference may cause ‘clipping’. These aspects, too, need further investigation and resolution.

5. Concluding Remarks

This paper has presented a comprehensive survey of a variety of inverse active filters reported in the literature so far. The salient features of a number of prominent circuits using a variety of active building blocks, ranging from the classical voltage mode op-amp, the OTA, to the popular current mode building blocks such as current conveyors and their variants, the CFOA and a number of building blocks of more recent origin such as CDTA, OTRA, CDBA, CDTA and VDTA have been detailed and their merits and limitations have been spelled out. A number of unresolved problems/issues related to inverse analog filters were highlighted. We have attempted to demonstrate the need for finding a correlation
between the coefficients of the various inverse transfer functions and the shape of the corresponding frequency responses. However, it is felt that additional research is needed to explore this issue further. The stability issues related to the first-order inverse all-pass filter and second-order IHP, IBR and IAP were pointed out. It was emphasized that further research is required to put most of the inverse filter types to practical use in real-life applications. In conclusion, the authors believe that a lot of research is still needed in order to bring the work done on inverse analog active filters [1–43] to a more practical footing.
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