Dust Reverberation Mapping in Distant Quasars from Optical and Mid-infrared Imaging Surveys
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Abstract

The size of the dust torus in active galactic nuclei (AGNs) and their high-luminosity counterparts, quasars, can be inferred from the time delay between UV/optical accretion disk continuum variability and the response in the mid-infrared (MIR) torus emission. This dust reverberation mapping (RM) technique has been successfully applied to ~70 z < 0.3 AGNs and quasars. Here we present first results of our dust RM program for distant quasars covered in the Sloan Digital Sky Survey Stripe 82 region combining ~20 yr ground-based optical light curves with 10 yr MIR light curves from the WISE satellite. We measure a high-fidelity lag between W1 band (3.4 μm) and g band for 587 quasars over 0.3 < z < 2 (⟨z⟩ ~ 0.8) and two orders of magnitude in quasar luminosity. They tightly follow (intrinsic scatter ~0.17 dex in lag) the IR lag–luminosity relation observed for z < 0.3 AGNs, revealing a remarkable size–luminosity relation for the dust torus over more than four decades in AGN luminosity, with little
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1. Introduction

In the widely accepted unified model of active galactic nuclei (AGNs),\(^1\) the inner regions surrounding the accreting supermassive black hole (SMBH) include (roughly from inside out but with potential spatial overlaps) a hot X-ray-emitting corona, an accretion disk, a broad emission line region, a dusty toroidal structure, and a narrow emission line region. The toroidal dusty region, commonly referred to as the dust torus, plays the central role in the AGN unification scheme (Antonucci 1993; Urry & Padovani 1995) that unifies type 1 (unobscured, broad-line) and type 2 (obscured, narrow-line) AGNs.

The spectral energy distributions (SEDs) of AGNs show a pronounced peak in the mid-infrared (MIR; e.g., Sanders et al. 1989; Elvis et al. 1994), which is interpreted as thermal emission from hot dust in the torus region. The dust grains in the torus absorb the incident UV/optical continuum emission from the accretion disk and reradiate in the infrared (Rieke 1978), with a time lag corresponding to the average light-travel time from the accretion disk to the dust torus. The torus extends from the dust sublimation radius outward (Barvainis 1987), with the near-infrared (NIR) radiation arising at the inner edge near the sublimation radius and longer wavelength radiation arising from the outer regions with lower dust temperatures (e.g., Nenkova et al. 2008; Netzer 2015, and references therein). Figure 1 shows a schematic for the broadband SED of unobscured broad-line AGNs.

The compact size (~subparsec to parsec for typical quasars) of the torus is difficult to spatially resolve directly. There are only a handful of nearby bright AGNs for which we can marginally resolve the torus structure using IR interferometric techniques (e.g., Swain et al. 2003; Jaffe et al. 2004; Tristram et al. 2007; Kishimoto et al. 2009, 2011; Weigelt et al. 2012; Burtscher et al. 2013; GRAVITY Collaboration et al. 2019). Beyond the nearby universe it becomes difficult for IR interferometry to directly resolve the torus owing to the reduced angular size and brightness of the distant source.

Dust reverberation mapping (RM) offers an alternative route to infer the size of the AGN torus without the need for spatial resolution. The echo of reprocessed dust emission to UV/optical continuum variations measures the average light-crossing time (hence a typical size) of the dust torus to the central engine. The dust RM lag has been measured between the UV/optical and the NIR (e.g., Penston et al. 1971; Clavel et al. 1989; Glass 1992, 2004; Oknyanskii 1993; Oknyanskii et al. 1999; Nelson 1996; Minezaki et al. 2004, 2019; Suganuma et al. 2006; Koshida et al. 2009, 2014), or UV/optical versus MIR (Vazquez et al. 2015; Lyu et al. 2019).

These previous dust RM studies have confirmed correlated variability between the optical and NIR (K-band) emission, justifying the RM technique. The dust torus radius, \(R\), inferred from the lag between the optical and NIR variability, was found to scale with the AGN luminosity, \(L\), as \(R \propto L^{1/2}\) (e.g., Suganuma et al. 2006; Koshida et al. 2014). Comparisons between the dust RM lags and direct interferometric measurements found general agreement between the size measurements from the two methods (e.g., Kishimoto et al. 2011).

To date, most of the dust RM works on torus size measurements were limited to relatively low redshift \((z < 0.3)\). It is important to extend dust RM to high-redshift quasars to better sample the high-luminosity end of the \(R-L\) relation and to investigate any redshift evolution in the physical properties (such as size and grain physics) of the dust torus. At higher redshifts, we can only observe luminous quasars, whose observed-frame torus lags are longer than their low-z counterparts owing to both the higher luminosity and the cosmic time dilation. Therefore, a sufficiently long time baseline is required to measure the dust RM lag for these distant and luminous quasars.

In this paper, we present dust RM measurements for a large sample of quasars at a median redshift of \((z) \sim 0.8\). We make use of the multiepoch imaging from the all-sky Wide-field Infrared Survey Explorer (WISE; Wright et al. 2010; Mainzer et al. 2014), combined with optical light curves from all available ground-based facilities, including multiepoch data from the Dark Energy Survey (DES; Abbott et al. 2018), the Sloan Digital Sky Survey (SDSS; York et al. 2000), Pan-STARRS (PS1; Chambers et al. 2016), the Catalina Real-time Transient Survey (CRTS; Drake et al. 2009), the Palomar Transient Factory (PTF; Law et al. 2009), the All-Sky Automated Survey for Supernovae (ASAS-SN; Shappee et al. 2014), and the Zwicky Transient Facility (ZTF; Bellm et al. 2019). The WISE MIR data cover a baseline of \(\sim 10\) yr with a cadence of \(~6\) months, and the optical data cover a combined baseline of \(~20\) yr. These multiyear baselines provide a unique opportunity to measure the dust echoes in luminous and distant quasars. Lyu et al. (2019) already demonstrated the power of combining WISE light curves with ground-based optical light curves in measuring dust echoes in luminous Palomar-Green (PG) quasars at \(z < 0.5\). Here we extend this exercise to even higher redshifts with SDSS quasars. At the median redshift of our sample \((z) \sim 0.8)\), WISE W1 (3.4 \(\mu m\)) and W2 (4.6 \(\mu m\)) data mainly probe the dust emission at rest frame 2 \(\mu m\), allowing us to directly compare the MIR lags of these quasars with the NIR (mostly K-band) lags in nearby AGNs (e.g., Suganuma et al. 2006; Koshida et al. 2014).

The structure of this paper is as follows. In Section 2, we describe our quasar sample and the photometric data (in MIR and optical). We describe the dust RM measurements in

---

41 In this paper AGNs refer to SMBHs that are accreting efficiently, with a standard optically thick, geometrically thin accretion disk (Shakura & Sunyaev 1973).
Section 3. We present the results of MIR lags in Section 4, and we discuss the relation between the dust radius and quasar luminosity in Section 5. We conclude in Section 6 with an outlook for future work. Throughout this paper, we adopt a flat ΛCDM cosmology with parameters $\Omega_\Lambda = 0.7$, $\Omega_m = 0.3$, and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$. All quoted uncertainties are 1σ.

2. Sample and Data

2.1. The S82 Quasar Sample

Our parent quasar sample includes the 9258 spectroscopically confirmed broad-line quasars in the Stripe 82 (S82) region (MacLeod et al. 2012) that are included in the SDSS DR7 quasar catalog (Shen et al. 2011). There are several advantages of this sample for our dust RM study for high-z quasars: (1) these quasars cover a broad range in redshift and quasar luminosity and are representative of the luminous quasar population at high redshift; (2) they are bright enough for reliable photometric measurements from ground-based imaging surveys with small-aperture telescopes and from WISE; (3) they have ~20 yr of optical light curves combining all available photometry from various surveys described in Section 1; and (4) they have well measured spectroscopic properties, such as BH mass and Eddington ratios ($L/L_{edd}$) from the Shen et al. (2011) catalog.

Our targets well sample the high-luminosity regime in the torus size–luminosity relation, compared with earlier dust RM measurements in low-redshift AGNs and PG quasars (e.g., Suganuma et al. 2006; Koshida et al. 2014; Lyu et al. 2019). Many of these S82 quasars have observed-frame MIR lags of more than a few years; therefore, it is necessary to have decade-long light curves to meaningfully measure the lag. There are still selection biases for the highest-redshift/luminosity quasars owing to the duration of our light curves, which will be discussed in Section 5.

2.2. WISE Light Curves

WISE scanned the full sky from 2010 January to July in four bands centered at wavelengths of 3.4, 4.6, 12, and 22 μm (W1, W2, W3, and W4). The secondary cryogen survey and Near-Earth Object Wide-field Infrared Survey Explorer (NEOWISE; Mainzer et al. 2011) Post-Cryogenic Mission mapped the sky from 2010 August to 2011 February. The NEOWISE Reactivation Mission (NEOWISE-R; Mainzer et al. 2014) surveys the sky in the W1 and W2 bands from 2013 twice a year. WISE obtains ~10–20 observations within a 36 hr window in each visit. We calculate the median magnitude and magnitude error, specifically the semiamplitude of the range enclosing the 16th and 84th percentiles of all flux measurements within a 6-month window. We limit to good-quality single-epoch data points with the best frame image quality score ($qi_{\text{fact}} = 1$), observed far away from the South Atlantic Anomaly ($saa_{\text{sep}} > 5$), with no contamination from the Moon ($moon_{\text{masked}} = 0$), and excluding spurious detection ($cc_{\text{flags}} = 0$). The WISE magnitudes are profile-fitting magnitudes and are converted from Vega to AB magnitude as $m_{\text{AB}} = m_{\text{vega}} + \Delta m$, where $\Delta m$ is 2.699, 3.339, 5.174, and 6.620 in the W1, W2, W3, and W4 bands, respectively (Jarrett et al. 2011).

We extract the WISE light curves from the latest observations up to 2019 December 13 (released on 2020 March 26) for 9258 S82 quasars, using a matching radius of 2″. Since W1 is the most sensitive band with the highest fraction of WISE detection of S82 quasars, we focus on the W1-band MIR light curves in this work. The results of multiband (W1 and W2) MIR lags and implications on dust torus properties (such as the radial temperature profile) will be presented in a future paper.

2.3. Optical Light Curves

We compile all available optical photometric data from various ground-based imaging surveys that cover the S82 region, including SDSS, PS1, DES, CRTS, ASAS-SN, PTF, and ZTF (see Table 1). These ground-based optical surveys cover different epochs and have different bandpasses and depths. We homogenize these optical light curves as described in detail in Section 2.4. Table 1 summarizes the characteristics of these optical surveys. The default optical magnitude type is the PSF magnitude.

Since WISE spans from 2010 to 2019, DES data (covering ~2013–2018) are crucial for measuring the MIR time lag. We therefore restrict our analysis to the subset of 7582 quasars from the S82 sample located at R.A. < 46 deg or R.A. > 316 deg within the footprint of the DES wide survey. A total of 7384 of these quasars have available WISE light curves in W1. We summarize the sample statistics in Table 2.

2.4. Optical Photometric Calibration

To calibrate the optical data from different surveys onto the same flux scale, we apply additive corrections to the optical magnitudes taking into account differences in filter curves and reported photometric magnitudes. To correct for different filter curves, we convolve the SDSS spectrum with the PS1/DES/ZTF filter curves to obtain synthetic magnitudes and compare to those derived with the SDSS filters to derive the corrections. CRTS data are observed through an unfiltered wide band, so we apply a constant offset to the CRTS magnitudes to match...
the median CRTS magnitude to the contemporary calibrated PS1 magnitudes.

All optical data are then cross-calibrated to DES $g$ band and converted to physical fluxes for our lag measurements. For surveys with multiband coverage, we also include $r$-band data (converted to $g$ band) to increase the cadence; we only include PS1 and DES $i$-band data (converted to $g$ band) when there are no $g$-band or $r$-band data within $\pm 1$ yr; no other bands were used given uncertainties in color transformations. We can safely ignore the small delays ($\lesssim$a few days) across optical continuum bands owing to accretion disk RM for our quasars (e.g., Jiang et al. 2017; Mudd et al. 2018; Homayouni et al. 2019; Yu et al. 2020).

In this work we do not correct for host galaxy contamination in the photometry since the vast majority of our quasars are at $z > 0.5$ and are luminous enough to dominate the emission in both optical and MIR. Constant host stellar emission also does not affect lag measurements. The intrinsic MIR variability required for successful lag detection (see Section 3.5) is significantly higher than any systematic magnitude uncertainties due to host galaxy photometry.\footnote{To investigate the stability of WISE epoch-by-epoch photometry for galaxies, we use $\sim 15,000$ $z < 0.3$ SDSS star-forming galaxies within the S82 region. The measurement-uncertainty-subtracted, median rms for these galaxies is 0.02 mag ($0.0006$ mag) in W1 (W2). This systematic uncertainty is far too small to have any impact on our lag measurements, where the quasar light largely dominates over host galaxy light in W1. A small fraction (0.8%) of these galaxies do show significant intrinsic variability, many of which are due to obscured type 2 AGNs or transient events (see a dramatic example in, e.g., Yang et al. 2019).} Even in the worst-case scenario where the epoch-by-epoch host galaxy photometry introduces significant, random variability in the light curves, it will only make the lag more difficult to detect rather than bias the lag in any particular direction. We also do not consider the contamination of broad emission line flux in the broad photometric bandspasses. The delayed response in broad-line flux to optical continuum variations occurs on much shorter light-crossing times than the torus lag, and therefore neglecting this complication will not affect the MIR lag measurements.

The final merged optical light curves and WISE W1 light curves for all 7384 quasars are available through the electronic version of this paper as a machine-readable table. The format of the table is described in Table 3. While these light curves have the longest duration compared to data sets used in earlier studies, their cadences are typically insufficient for BLR RM. Fortunately for dust RM, the much-extended torus entails much longer time delays and broader transfer functions, which makes MIR lag measurements possible even with the sparse sampling of the WISE light curves.

### 3. Lag Measurements

Robustly measuring the lag between two sets of light curves is a nontrivial task, which depends on the quality of the light curves (e.g., duration, cadence, signal-to-noise ratio), as well as the intrinsic variability of the light curves. The success of the lag measurement critically depends on the prominent features in the variable light curve: thus, only for quasars with significant variability during the monitoring period can we measure a reliable time lag. Furthermore, quasar variability is stochastic in nature, and given insufficient time baselines or...
and the uncertainty of the intrinsic rms, we utilize a maximum likelihood estimator detailed in Shen et al. (2019b) (their Equations (5)–(9)). \(^{43}\) The estimate of the intrinsic rms in the MIR light curve, \(\sigma_{\text{NMIR}}\), and its uncertainty, \(\Delta \sigma_{\text{NMIR}}\), are defined by Equation (8) of Shen et al. (2019b). We then define the signal-to-noise ratio of the estimated intrinsic rms as \(S/\sigma_{\text{NMIR}} > 4\). Among the 8990 quasars with WISE light curves, 1588 quasars have \(S/\sigma_{\text{NMIR}} > 4\) in the W1 band. Among the 7582 quasars covered by DES, 7384 are matched in WISE, and 1315 of them have \(S/\sigma_{\text{NMIR}} > 4\). Figure 2 shows the distribution of \(S/\sigma_{\text{NMIR}}\) (left) and the intrinsic rms magnitude in the W1 band versus the mean W1 magnitude. Requiring significant variability in the MIR light curve implies that the optical light curve generally also has large variations. Many of these highly variable quasars fall into the category of “extreme variability quasars” (EVQs; Rumbaugh et al. 2018) that have more than 1 mag maximum variations in \(g\) band over multiyear timescales. These gradual, large-amplitude, multiyear variability features greatly facilitate the measurement of the MIR lag, as already demonstrated with earlier WISE light curves (e.g., Sheng et al. 2017).

### 3.2. Interpolated Cross-correlation Function

The cross-correlation function (CCF) is commonly used to measure the time delay between two light curves. For two sets of variables (e.g., light curves) \(X\) and \(Y\), the Pearson correlation coefficient, \(r\), can be calculated by

\[
 r = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2} \sum_{i=1}^{N} (y_i - \bar{y})^2},
\]

where \(\bar{x}\) and \(\bar{y}\) are the mean of \(X\) and \(Y\), respectively, \(x_i\) and \(y_i\) are the \(i\)th members, and \(N\) is the number of \((x_i, y_i)\) pairs. For two time series, CCF is the Pearson correlation coefficient as a function of the time displacement \((\tau)\) of one signal relative to the other. The time delay between the two time series can be determined by the time displacement with the maximum CCF. Furthermore, the maximum CCF coefficient, \(r_{\text{max}}\), is a useful value to evaluate the time lag significance; a larger \(r_{\text{max}}\) indicates that the two time series are better correlated (e.g., Grier et al. 2017). For uneven-sampled light curves in essentially all RM studies, ICCF is deployed to linearly interpolate the shifted light curves. We used the \(\text{PyCCF}\) code (Sun et al. 2018) to perform the ICCF calculations.

### 3.3. Weighted Cross-correlation Function

Due to the relative sparse time sampling and the limited baseline of the light curves, there are often multiple peaks in the ICCF. The peaks near the boundaries of the lag search limited by the duration of the light curve, and sometimes within large gaps in the light curves, are usually false positives owing to the small number of overlapping data points in the light-curve pair (but see rare counterexamples in, e.g., Shen et al. 2019a). There are formal estimations of the statistical

---

43 We correct a typo in their Equation (9): \(\text{Var}[\mu] = \sigma_0^2 / 2\mu_g\).

44 We adopt the convention that positive values of \(\tau\) correspond to the MIR light curve lagging behind the optical light curve.
significance of the correlation that depend on both the correlation coefficient $r$ and the number of overlapping data points (e.g., Bevington 1969; Shen et al. 2015). However, in practice this statistical significance is almost never used because of the noisy ICCF for light curves with low to moderate quality. To remedy for these aliasing peaks due to less overlapped data, Grier et al. (2017, 2019) developed a quantitative scheme taking into account the number of overlapping data points in the ICCF lag search. They used a weight function defined as $P(\tau) = [N(\tau)/N(0)]^2$, where $N(\tau)$ is the number of overlapping epochs as a function of time delay $\tau$. The exponent is somewhat arbitrary as long as it is positive to mitigate lag aliases in the less overlapped regime. However, in extreme cases, the accretion disk continuum may contribute a significant amount of IR emission, following the theoretical prediction of the $F_\nu \propto \nu^{1/3}$ law (Kishimoto et al. 2008), which is delayed relative to the optical light curve on much shorter timescales (the light-crossing time of the accretion disk) than the torus lag.

3.4. Lag Measurements with JAVELIN

In JAVELIN, the MIR light curve is a scaled and smoothed version of the driving optical/UV light curve owing to the extended structure of the dust torus. The responding torus IR light curve is the convolution of the optical continuum light curve, $f_{\text{cont}}(t)$, with a transfer function, $\Psi(t)$, determined by the geometry of the dust torus. At rest frame $\sim 2\mu m$, the emission is dominated by the torus in most of our quasars. But in extreme cases, the accretion disk continuum may contribute a significant amount of IR emission, following the theoretical prediction of the $F_\nu \propto \nu^{1/3}$ law (Kishimoto et al. 2008), which is delayed relative to the optical light curve on much shorter timescales (the light-crossing time of the accretion disk) than the torus lag.

\[ r_{\text{wCCF}}(\tau) = r_{\text{ICCF}}(\tau) \times P_{\text{MIR}}(\tau). \] (3)

The maximum of $r_{\text{wCCF}}(\tau)$, $r_{\text{wmax}}$, is a parameter similar to $r_{\text{max}}$ that can be used to evaluate the time lag significance that incorporates information from the weight function.

Figure 3 shows an example of ICCF and WCCF of a quasar in our S82 sample, as well as the weight functions $P_{\text{MIR}}$ and $P_{\text{OPT}}$. The WCCF efficiently eliminated the fake peaks near the boundaries of the lag search window and enhanced the primary CCF peak. Given the benefits of the WCCF, we will use the WCCF and the weight functions defined here to guide our JAVELIN measurements and to refine our criteria of significant lag detection in Section 3.5. But we note that our fiducial lags are computed using the more robust JAVELIN method, and the WCCF is used only for cross-checks and to prevent JAVELIN lag searches near the boundaries of the light curves.
Figure 3. Example quasar in our S82 sample, J0023+0035, at \( z = 0.4219 \). The top two panels show the light curves in (a) optical and (b) MIR W1 band. We use combined optical data from multiple ground-based imaging surveys, including SDSS, CRTS, PS1, PTF, DES, and ZTF. In panel (c), the gray dashed line and the cyan dashed-dotted line are the normalized weight functions from overlapped MIR and optical data \( P_{\text{MIR}}(\tau) \) and \( P_{\text{OPT}}(\tau) \), respectively. The purple dotted line denotes \( P_{\text{OM}} \). The red solid line is the original ICCF, and the blue solid line is the weighted ICCF distribution of logarithmic probability vs. lag. The red dashed line marks the lag search window in JAVELIN. The vertical green dashed line near the edges of the lag search range owing to limited overlap in the light curves.

Figure 4. Example of lag measurements using optical and WISE light curve for the nearby AGN Mrk 110. Notations are the same as in Figure 3. The optical fluxes are converted to ASAS-SN \( v \) band. Koshida et al. (2014) measured the \( K \)-band lag of Mrk 110 as \( 113.1^{+22.2}_{-10.7} \) and \( 124.1^{+22.4}_{-7.4} \) days in two campaigns in the observed frame. Using optical and WISE light curves, we successfully measure an MIR (W1) lag of Mrk 110 as \( 158.8^{+34.0}_{-6.4} \) days, where the longer lag is likely due to the longer-wavelength IR band. The WISE light curve is apparently smoother than the optical light curve because of the averaging effect of responses from different parts of the extended torus.

Neglecting the IR emission from the accretion disk, the responding IR light curve, \( f_{\text{IR}}(t) \), can be written as

\[
f_{\text{IR}}(t) = \alpha \int d\tau \Psi(\tau) f_{\text{cont}}(t - \tau),
\]

where \( \tau \) is the average light-travel time from the accretion disk to the dust torus and \( \alpha \) is the ratio between the responding IR and optical variability amplitudes.

For our purposes, we use the two-band photometric RM model in JAVELIN (Zu et al. 2011), which models the quasar continuum variability with the DRW model and measures the lag between two photometric bands as described in Equation (4). For simplicity, we consider a top-hat transfer function for the dust torus:

\[
\Psi(t) = \begin{cases} 
1, & t_1 \leq t \leq t_2 \\
0, & \text{otherwise}
\end{cases}
\]

which has a mean lag of \( \tau = (t_1 + t_2)/2 \) and a width of \( \Delta \tau = (t_2 - t_1) \). We allow JAVELIN to fit \( \Delta \tau \) as a free parameter, and we find that there is a broad trend that the average \( \Delta \tau \) increases with the best-fit lag.

For each of the quasars that pass the \( S/N_{\text{MIR}} > 4 \) cut, we run JAVELIN using 50,000 Markov Chain Monte Carlo (MCMC) chains, sufficient for convergence. To reduce the most time-consuming chains near the boundaries of the time delays that can be reasonably ruled out by WCCF, we allow JAVELIN to explore a range of lags where \( P_{\text{OM}} > 0.1 \) (typically \( t_{\text{min}} \sim -2000 \) and \( t_{\text{max}} \sim 5500 \) days). This maximum lag search range corresponds to \( \sim 70\% \) of the maximum baseline defined by the optical or MIR light curve (or \( \sim 30\% \) overlap in the optical+IR light curves), which is typically required as the bare minimum for robustly measuring a lag (e.g., Grier et al. 2017, 2019). In other words, the use of the WCCF weights does not impose stringent limits in the JAVELIN lag search other than eliminating lags (mostly false positives) near the boundaries of the light curves.

In the example shown in Figure 3, the black solid histogram in panel (c) indicates the JAVELIN posterior distribution of lags. We obtain the median lag from the posterior as \( \tau_{\text{JAVELIN}} \) and the 1\( \sigma \) lag uncertainty as the semiamplitude of the range enclosing the 16th and 84th percentiles of the JAVELIN posterior distribution of the mean lag.

The moderate to low quality of our light curves generally does not allow us to explore more sophisticated torus transfer function forms, except for the best individual cases. However, we have tested varying the width of the top-hat transfer function and confirm that this somewhat arbitrary choice of the transfer function form in JAVELIN does not affect much the
measured mean lag and its uncertainties. This measured “average” lag simply reflects the inner boundary of the torus, as rest-frame $K$ band traces the hottest dust near the sublimation temperature (e.g., Höning & Kishimoto 2011).

To demonstrate the feasibility of our lag measurement approach, we show in Figure 4 a local AGN (Mrk 110) with well-measured $K$-band lags using earlier ground-based IR light curves. We successfully measured the lag with optical and WISE light curves, albeit with a slightly larger value owing to the different (3.5 μm) IR band used. We have also applied our methodology to the entire PG quasar sample studied in Lyu et al. (2019) and found consistent results in general (see discussion in Section 3.6), although the latter used a different method (a χ2 minimization scheme) to measure the lag.

3.5. Criteria of Significant Lag Detection

To define a final “cleaned” sample of lags, we perform the following automatic cuts and manual rejections with visual inspection. Most importantly, these rejection criteria do not use any prior information of an anticipated $R$–$L$ relation for the lags; therefore, they do not introduce any bias to the observed $R$–$L$ relation.

As described in Section 3.1, we first cut the sample (matched with WISE and DES) by $S/N_{\text{Mir}} > 4$, resulting in 1315 quasars. We then require $r_{\text{wmax}} > 0.5$ in the WCCF (Section 3.3) to remove objects where the optical and MIR light curves are not well correlated at any time lag within the entire lag search window. This step results in 1283 quasars. To identify the primary peak of the lag distribution in the JAVELIN analysis, we bin the JAVELIN MCMC lag posterior with a bin size of 50 days. We identify the tallest peak of the binned distribution as the primary lag peak. From the primary peak, we search on each side to define the peak boundary where the binned number of lags falls below 5% of the number of lags in the tallest bin. We require the fraction of lags within the primary peak to all lags $f_{\text{peak}} > 0.5$. This step using JAVELIN lag posterior is to ensure that there is clear evidence for a primary peak in the lag distribution. There are 1064 quasars remaining after these automatic cuts (autocut).

We then visually inspect the light curves, WCCF, and the JAVELIN lag posterior distribution in the remaining objects to remove unreliable lags (examples of each case are shown in the Appendix):

1. We reject objects with large gaps ($\gtrsim 2$ yr) in the optical light curve, especially when the data do not overlap sufficiently to meaningfully measure the lag (see an example in Figure A1)—193 objects were removed.
2. We further require that the maximum probability lag from the MCMC chains in JAVELIN is consistent within the 1σ range of the primary peak of the lag posterior to ensure that the MCMC chains are well converged. Otherwise, the MIR light curve might align with the optical light curve at more than one potential lag (see Figure A1 for an example). In such cases, the MCMC chains are not well converged and the results are unreliable—171 objects with inconsistent primary peak and maximum probability lag were removed.
3. Very rarely the MIR variability is dominated by one season (e.g., a flare or a systematic outlier). Figure A1 shows an example of these objects that have extreme MIR variability in a single epoch and very noisy ICCF. We excluded six such objects.
4. Finally, we remove objects with multiple peaks in the JAVELIN lag posterior, or one extreme broad peak spanning over thousands of days, or with an obvious secondary peak (see an example in Figure A1). This is to ensure that we only select objects with one well-defined primary lag peak, in assist to the autocut criterion of $f_{\text{peak}} > 0.5$ mentioned above. We removed 330 objects with multiple peaks.

Our finalcut sample includes 587 quasars. Although we do not require the lag to be positive, there are no negative lags remaining after our selection process.

Figure 5 displays the distribution of the S82 parent sample and the finalcut 587 quasars with high-fidelity MIR lag measurements in the quasar luminosity—redshift plane. Objects are removed from the parent sample mainly as a result of the $S/N_{\text{MIR}} > 4$ cut, as well as the difficulty in measuring a long lag given the maximum baseline of the light curves. Nevertheless, the finalcut sample includes quasars over a broad range of redshift and luminosity that far extends the regime probed by previous samples with IR lag measurements at $z \lesssim 0.3$ with almost an order-of-magnitude increase in statistics.

Figure 6 displays the distribution of the parent quasar sample and the finalcut sample in the $S/N_{\text{MIR}}$ and WCCF peak space. Such a plot is often used in recent large-scale broad-line RM programs to demonstrate the statistical detection of lags using light curves of low to moderate quality (e.g., Shen et al. 2016; Grier et al. 2017, 2019). The lengths and overlap of our optical and MIR light curves allow negative (i.e., MIR leading optical) and positive lags in the approximate range of $[-3000, 7000]$ days. If there is statistical evidence of the MIR light curve lagging behind the optical light curve, we would observe an asymmetry in the lag distribution toward more positive lags. Examining the range of $\pm 3000$ days in Figure 6, there is indeed a preference of positive lags, indicating that statistically the MIR light curve lags the optical, as expected from torus
reprocessing. Figure 6 suggests that there are potentially thousands of MIR lags that are real below the $S/N_{\text{MIR}} = 4$ cut. However, only the red points above the $S/N_{\text{MIR}} = 4$ cut provide the most secure individual lag measurements to study the relation between dust lags and quasar luminosity.

We summarize our lag measurements for the 587 quasars in a machine-readable table, and we describe the columns in Table 4. In the Appendix (Figure A2) we show several additional examples of lag measurements in our final cut sample.

3.6. Comparison with Earlier Work

Using our lag measurement methodology, we reanalyze the PG quasar sample studied in Lyu et al. (2019) using optical and WISE W1 light curves. Despite very different lag measurement methodologies, there is good agreement between the lags measured in both studies. The few outliers have low-quality WCCF ($r_{\text{max}} < 0.5$) and so would not pass our selection criteria as reliable lags (Section 3.5).

Figure 8 displays the redshift distribution for various AGN/quasar samples with IR lag measurements. This result confirms that our lag measurement methodology is robust, even though it differs significantly from the $\chi^2$-fit method adopted by Lyu et al. (2019).

Figure 8. Redshift distributions of different AGN/quasar samples with IR lag measurements.

We summarize our lag measurements for the 587 quasars in a machine-readable table, and we describe the columns in Table 4. In the Appendix (Figure A2) we show several additional examples of lag measurements in our finalcut sample.

### Table 4

| Column          | Units | Description                                                                 |
|-----------------|-------|-----------------------------------------------------------------------------|
| DBID            |       | Object ID of SDSS S82 quasars                                              |
| RA              | deg   | J2000 R.A.                                                                  |
| DEC             | deg   | J2000 Decl.                                                                 |
| REDSHIFT        |       | Spectroscopic redshift                                                    |
| LOGBLB          | erg s$^{-1}$ | Bolometric luminosity from Shen et al. (2011)                                 |
| LOGBLB_ERR      | erg s$^{-1}$ | Uncertainty in LOGBLB                                                   |
| LOGBH           | $M_{\odot}$ | Fiducial single-epoch BH mass from Shen et al. (2011)                     |
| LOGBH_ERR       | $M_{\odot}$ | Uncertainty in LOGBH                                                      |
| LOGGDD_RATIO    |       | Eddington ratio based on fiducial single-epoch BH mass                      |
| N_WISE          |       | Number of WISE epochs                                                       |
| W1_AVG          |       | W1-band weighted average magnitude                                          |
| W1_RMS          |       | W1-band intrinsic rms                                                       |
| W1_S/N          |       | S/N of W1-band intrinsic rms                                               |
| MAX[1]          |       | Peak correlation $r_{\text{max}}$ from ICCF                               |
| RMAX[1]         |       | Peak correlation $r_{\text{max}}$ from WCCF                                |
| PEAK_WCCF       | days  | Peak location of WCCF                                                      |
| F_PEAK          |       | $f_{\text{peak}}$ (see Section 3.5)                                        |
| TAU_JAVELIN     | days  | $\text{JAVELIN}$ time delay in observed frame                               |
| TAU_JAVELIN_LOW | days  | 1$\sigma$ lower limit of TAU_JAVELIN                                      |
| TAU_JAVELIN_UPPER | days   | 1$\sigma$ upper limit of TAU_JAVELIN                                     |

(This table is available in its entirety in machine-readable form.)
broader redshift range and is the first statistical sample of IR lags at $z \gtrsim 0.3$.

4. Results

We show our main results using the finalcut sample of 587 quasars with high-fidelity MIR lags in Figure 9. We have converted all luminosities to V-band luminosity (assuming a bolometric correction of 10 in V band) to directly compare with earlier studies on low-redshift AGNs and PG quasars. Our sample well samples the high-luminosity end of the distribution and tightly follows the best-fit relation in Koshida et al. (2014) based on a local AGN sample and K-band lags. Our MIR lags also agree with the lags measured for tens of PG quasars in Lyu et al. (2019) over the same luminosity range, indicating negligible evolution from $z < 0.5$ to $z \sim 1$.

Because our sample dominates in number in the $R-L$ plot, a joint fit of all lags across the entire luminosity range will be heavily weighted by our sample. Furthermore, several selection effects will tend to bias the measurement of the $R-L$ relation, in particular the slope (see discussions in Section 5). For these reasons, we do not perform a formal fit to the IR $R-L$ relation in this work and defer a proper analysis of the $R-L$ relation to future work. Nevertheless, we can still estimate the intrinsic scatter of this relation using our large sample, which is much less biased than the slope owing to selection effects. Using the Bayesian regression algorithm developed by Kelly (2007), we estimate an intrinsic scatter of only $\sim 0.17$ dex for our IR lag sample.

Figure 9 demonstrates the power of combining decade-long optical and IR surveys in dust RM in distant quasars. The inferred $R-L$ relation over more than four orders of magnitude in AGN luminosity has profound implications for torus structure and physics, as well as the utility of using this relation as a luminosity indicator for cosmology. We discuss potential selection biases in our sample and origins of the scatter in the relation in Section 5.

5. Discussion

Figure 9 reveals a slight trend of deviation from the local $R-L$ relation toward the high-luminosity end. This deviation is most likely caused by selection effects. First, higher-luminosity quasars on average are at higher redshifts (Figure 5), where the longer observed-frame lags due to higher luminosity and the $1+z$ cosmic time dilation are more difficult to measure given the fixed light-curve baseline. Modeling the detailed selection function given the light-curve duration, cadence, and variability S/N and for an underlying sample of quasars over broad redshift and luminosity ranges can be achieved with simulations (e.g., Shen et al. 2015; I-Hsiao et al. 2019) but is beyond the scope of this paper. Here we provide a qualitative understanding of the loss of long lags due to the baselines of our optical+MIR light curves.

In a given luminosity bin for our quasar sample in Figure 9, we determine the 90th percentile redshift, $z_{90}$, in that bin and calculate the rest-frame time at $z_{90}$ corresponding to a given observed-frame time duration. We use this rest-frame time as a rough estimate of the upper limit of measurable lags at that luminosity, given the survey length. Since higher-luminosity quasars on average have higher redshifts in our sample, this rest-frame timescale decreases with luminosity. Given the actual lengths of our optical and MIR light curves, we can reasonably assume that all lags shorter than 7 yr in the observed frame will be detected since the shifted MIR light curve is in complete overlap with the earlier optical light curve. However, the probability of detection will decrease toward longer lags in the observed frame. For an observed-frame lag of 14 yr, we only have $\sim 60\%$ of the full MIR light curve overlapping with the earlier optical light curve, and therefore the detection probability will be significantly reduced compared to the case of shorter lags. Therefore, we expect that our survey will start significantly losing lags beyond the line corresponding to 7 yr, shown in Figure 9 as the dashed–triple-dotted line. As a consequence, this selection effect will bias the average lags low toward the high-luminosity end.

A second selection effect is that as objects move toward the high-luminosity end (on average high-redshift end), the W1 3.5 $\mu$m band samples shorter rest-frame IR wavelength. We have found that the W1-band lags are systematically shorter than the W2-band lags in the same quasars, suggesting wavelength-dependent IR lags (Q. Yang et al. 2020, in preparation). This selection effect would bias the average lags lower toward higher redshift and therefore higher average luminosity in Figure 9, leading to slight flattening of the slope. Nonnegligible contamination from the accretion disk in the W1 band in extreme cases may also contribute to this bias.

The combination of these two selection effects can qualitatively explain the slight deviation of our sample from the local $R-L$ relation at the high-luminosity end. In future work, we will carefully model these selection effects with detailed simulations and to derive unbiased constraints on the IR $R-L$ relation.

To examine the scatter around the average $R-L$ relation, we show our finalcut lag sample in Figure 10, where we color-code the objects by various properties. We found that the scatter in...
MIR lag at fixed luminosity does not depend on the Eddington ratio or the variability amplitude of the quasar. This greatly simplifies the interpretation of the MIR $R−L$ relation as due to a primary luminosity-driven effect. The apparent trend of rest-frame wavelength with luminosity is driven by the apparent redshift–luminosity relation. The apparent trend of reducing average variability amplitude with luminosity is consistent with the variability–luminosity relation observed in the optical.

6. Summary

We have presented first results from our dust RM study of distant ($z \gtrsim 0.3$) quasars in the SDSS Stripe 82 region, using ground-based optical imaging and the MIR light curves from the WISE satellite. Our optical light curves span a baseline of $\sim 20$ yr, and the MIR light curves span almost a decade. We presented high-fidelity optical-WISE W1 (3.5 $\mu$m) lag measurements for 587 quasars at $0.3 \lesssim z \lesssim 2$, with a median redshift of 0.8. Our statistical analysis suggests that there are thousands more lags that are measurable (Figure 6), but their uncertainties are much larger than our high-fidelity sample, and therefore these less reliable lags are excluded from our analysis in this work.

The 587 quasars with high-fidelity MIR lags span more than two orders of magnitude in quasar luminosity and tightly follow the torus $R−L$ relation observed for nearby AGNs observed in the optical and $K$ band. The intrinsic scatter of the $R−L$ relation defined by our sample alone is only $\sim 0.17$ dex. Furthermore, there is no apparent dependence of the scatter in IR lag at fixed luminosity on additional quasar properties such as the Eddington ratio and variability amplitude of the quasar, suggesting that luminosity is the primary driver to determine the IR lag. However, to robustly measure the $R−L$ relation with the WISE sample, we must account for selection biases at the high-luminosity end owing to the duration of the light curves (Section 5). In addition, the WISE W1 band probes shorter rest-frame wavelengths toward higher redshift, and the wavelength dependence of torus lags must also be taken into consideration.

The observed global torus $R−L$ relation over more than four orders of magnitude in AGN luminosity is remarkable, considering the small intrinsic scatter and the lack of dependence on additional quasar properties. The physics of setting the inner dust torus radius (e.g., dust sublimation) is also much simpler than photoionization in broad-line RM (e.g., Czerny & Hryniewicz 2011), making this dust $R−L$ relation an attractive luminosity indicator to probe cosmology at high redshift (e.g., Yoshii et al. 2014; Koshida et al. 2017). However, the systematics in the dust $R−L$ relation and selection biases affecting the measurement of this relation
must be thoroughly investigated before this technique can be applied to cosmology.

On the other hand, measuring reliable dust torus lags in AGNs with different physical properties across a broad range of redshift also has tremendous value to understanding the physics of AGNs. Our results based on current optical and IR imaging survey data provide strong endorsement for the joint analysis of the 10 yr optical light curves from the Vera C. Rubin Observatory Legacy Survey of Space and Time (LSST) and the planned 5 yr IR survey with the Nancy Grace Roman Space Telescope (NGRST, previously known as WFIRST). The LSST+NGRST data set resembles the light curves studied here with a similar shift in the onset of the optical and IR temporal coverage. However, LSST+NGRST will be able to measure light curves for AGNs that are up to 5 mag fainter than our S82 quasar sample. The expected dust lags from these lower-luminosity AGNs will be a factor of ~10 shorter and therefore easily measurable with the maximum ~10 yr LSST +NGRST baselines. Since NGRST only goes to ~2 μm, the dust torus lag measurements are necessarily limited to the $z \lesssim 0.5$ regime, where the variability at 2 μm (observed frame) from the torus emission can still be reasonably well measured on top of the constant host galaxy light. Importantly, by optimizing the cadence and overlap between NGRST and LSST, it is possible to compile a large sample of low-redshift and low-luminosity AGNs with well-measured torus lags to densely populate the low-luminosity regime in the torus $R–L$ relation. For reference, the cumulative sky density of $i < 24$ quasars at $z < 0.5$ is ~30 deg$^{-2}$ estimated using the extrapolation of the Hopkins et al. (2007) quasar luminosity function. The V-band luminosity for $z = 0.5$ AGNs at this flux limit is about log $L_V$/erg s$^{-1}$ ~ 42.4 using magnitude and luminosity conversions in Richards et al. (2006) and Shen et al. (2009), corresponding to an observed-frame torus lag of ~1 month. Thus, even the wide survey cadence of LSST (e.g., 15 days in $r$ and 3 days in merged multiband light curves; LSST Science Collaborations et al. 2017) would be sufficient for lag measurements. The LSST Deep Drill Fields will have much higher cadences over tens of square degrees, which could be the high-priority fields for NGRST to (partially) overlap in a medium-deep survey and to provide dense IR light curves.

We outline some ongoing work to further explore the utility of current optical+WISE light curves on AGN dust RM:

1. We are developing a more robust forward modeling scheme to measure the intrinsic torus $R–L$ relation from surveys that takes into account selection effects introduced by the duration (and, to a lesser extent, cadence) of light curves, using simulated light curves following the approaches described in, e.g., Shen et al. (2015) and I-Hsiu et al. (2019).

2. We are studying individual cases with sufficient light-curve quality to constrain the transfer function of dust RM and developing physical models for the structure of AGN dust torus that can be constrained with dust RM (e.g., Nenkova et al. 2008; Shen 2012; Almeyda et al. 2017; Yang et al. 2019).

3. We are investigating multiband IR lags ($W1$ and $W2$) for the S82 sample, and we will use these multiband lags to further constrain the temperature profile of the torus (e.g., Hönig & Kishimoto 2011) and the induced scatter in the $R–L$ relation. In the meantime, we are compiling NIR light curves for a subset of our quasars to measure NIR lags to extend the wavelength coverage.

4. We are expanding our dust RM analysis to quasars outside the Stripe 82 region. The longest optical baseline then comes from the shallower CRTS survey, which necessarily limits our study to the rarer and brighter quasars. However, the much larger sky coverage compensates for the lower sky density, and therefore we expect a significant increase in the number of the brightest quasars with measurable lags from optical and WISE light curves, most of which will be at lower redshifts and lower luminosities than the S82 sample studied here.
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Appendix

In Figure A1 we show one example for each category of objects excluded by visual inspection in our finalcut (Section 3.5). In Figure A2 we show four more examples of lag detections in our finalcut sample that cover a range of observed-frame lags. The full figure set for all 587 objects in the finalcut sample is available online.
Figure A1. Top left: this object was rejected by visual inspection owing to large gaps (>4 yr) in the optical light curve. Top right: this object was rejected by visual inspection because the JAVELIN posterior MCMC lag with the maximum probability (red dashed line in panel (d)) is inconsistent with the primary peak in the lag posterior (green dashed line in panel (c)). Bottom left: this object was rejected by visual inspection because its MIR light curve shows extreme variability in a single epoch and the ICCF is very noisy. Bottom right: this object was rejected by visual inspection because there is an obvious secondary peak. This is to ensure that we only select objects with one significant primary peak.
Figure A2. The upper two panels show the light curves in optical (a) and MIR W1 band (b), respectively. In panel (c), the gray dashed line and the cyan dashed-dotted line are the normalized weight functions from overlapped MIR and optical data \((P_{\text{MIR}}(\tau))\) and \((P_{\text{OPT}}(\tau))\), respectively. The purple dotted line denotes \(P_{\text{OM}}\). The red solid line is the original ICCF, and the blue solid line is the weighted ICCF \((WCCF = ICCF \times P_{\text{MIR}})\). The WCCF efficiently eliminates aliasing peaks near the edges of the lag search range owing to limited overlap in the light curves. The purple histogram (with black solid outline) shows the JAVELIN posterior lag distribution in observed frame. The vertical green dashed line shows the peak of the JAVELIN posterior distribution. Panel (d) shows the JAVELIN distribution of logarithmic probability vs. lag. The red dashed line marks the lag with the maximum probability. The two orange vertical lines in panel (d) show the lag search window in JAVELIN defined by \(P_{\text{OM}} > 0.1\). Examples of lag detections in our final cut sample that cover a range of observed-frame lags. Notations are the same as Figure 3. The complete figure set (587 images) is available in the online journal.

(The complete figure set (587 images) is available.)
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