Lyapunov-based Model Reference Adaptive Controller Design for a Class of Nonlinear Fractional Order Systems
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Abstract—This paper is concerned with model reference adaptive controller design for a class of nonlinear fractional order systems. Recent works on this topic rarely include direct methods and they are mostly based on indirect methods where the frequency distributed model is used to prove the stability of the closed loop system. Since the chain rule cannot be applied in fractional derivations, in order to prove the Lyapunov stability here fractional inequalities are used. Finally, by means of a numerical example, the controller performance is demonstrated.
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1 INTRODUCTION

Despite the long history of fractional calculus, it is recently being utilized in control engineering which is mainly because of its special features for better modelling some physical systems. There are some systems like a thermal system, which can be described better using fractional order models compared to rational order ones [8]. Besides, as the real systems are mostly time variant, using adaptive controllers is important because these controllers are robust to parameters variations during the time.

Hence, adaptive controller design for linear and nonlinear fractional order models is a significant subject which is being considered in the very recent years. In [4] model reference adaptive controller is designed using indirect methods in [3] using Grunwald definition of fractional order derivatives, fractional order model is converted to an integer order discrete time model and the adaptive controller is designed using STR technique. In [2,9] a new method for parameter estimation in nonlinear fractional order systems is introduced and the controller parameters are computed using system parameters (indirect method). Then the stability of tracking and estimation error is proved using frequency distributed model. In [7,11,12], adaptive laws for a 1-dimensional nonlinear fractional order systems is introduced and the stability of tracking error is proved using frequency distributed model, but this work is not completed for n-dimension case of nonlinear fractional order systems. Besides, Lyapunov based controller design (obtaining the adaptation laws using direct Lyapunov method) is considered only for the linear case in [6,10].

To the best of our knowledge, Lyapunov based model reference adaptive controller design for a class of nonlinear n-dimensional fractional order systems is an open problem which is not discussed yet. In the rest of this paper in section 2, some preliminaries on fractional calculus and different definitions of fractional derivatives are introduced. In section 3, Lyapunov based controller is designed and the stability is proved. In section 4 a numerical simulation is introduced to depict the effectiveness of the proposed controller and in section 5 we have the conclusion part.

2 PRELIMINARIES

Let $C[a,b]$ be the space of continuous functions $f(t)$ on $[a,b]$ and we mean by $C^k$ the space of real-valued functions $f(t)$ with continuous derivatives up to order $k−1$ such that $f^{(k−1)}(t) ∈ C[a,b]$ and $f^{(i)}(t)$ is the i-th derivative of $f(t)$.

2.1 Fractional calculus

According to [1] there are three main definitions of fractional order derivatives:

- The Riemann–Liouville fractional derivative of order $α$ of $f(t)$ is $C^m[a,b]; t ∈ [a,b]$:

$$R_L^α D^m f(t) = \frac{1}{Γ(m−α)} \frac{d^m}{dt^m} \int_0^t (t−τ)^{m−α−1} f(τ) dτ$$

(1)

- Caputo’s derivative of order $α$ of $f(t)$ is $C^m[a,b]; t ∈ [a,b]$:

$$C^α D^m f(t) = \frac{1}{Γ(m−α)} \int_0^t (t−τ)^{m−α−1} \frac{d^m f(τ)}{dτ^m} dτ$$

(2)

- Grunwald-Letnikov definition:
\[
\dot{g}D_t^\alpha f(t) = \lim_{h \to 0} \frac{1}{\Gamma(\alpha + 1)} \sum_{j=0}^{\lfloor \frac{t-a}{h} \rfloor} \frac{\Gamma(\alpha + j+1)}{\Gamma(\alpha + j)} f(t - jh)
\]  
(3)

Where \([\frac{t-a}{h}]\) denotes the integer part of \(\frac{t-a}{h}\) and \(\Gamma()\) is Euler gamma function.

The drawback of the first definition is that the initial conditions are in terms of the variable’s fractional order derivatives. Having said that, Caputo’s definition of fractional derivative needs the initial conditions of the main function and not its fractional derivatives. Hence, in engineering usages caputo definition is commonly applied. For the simplicity in the rest of this paper this notation is used:

\[
\dot{g}D_t^\alpha f(t) \triangleq D^\alpha f(t)
\]  
(4)

\[2.2 \text{ fractional inequalities} \]

These two lemmas are proven in [5] which will help us with stability analyze in fractional order systems:

**Lemma 1:** Let \(x(t) \in \mathbb{R}^n\) be a differentiable vector. For any \(t \geq t_0\):

\[
\frac{1}{2} D^\alpha (e^TPe) \leq e^T P D^\alpha e
\]  
(5)

Where \(P \in \mathbb{R}^{n \times n}\) is a symmetric positive definite and constant matrix

**Lemma 2:** For any \(t \geq t_0\)

\[
\frac{1}{2} D^\alpha (tr(A^T A)) \leq 2 tr(A^T D^\alpha A), \forall \alpha \in (0,1]
\]  
(6)

\[3 \text{ CONTROLLER DESIGN} \]

Let us consider the nonlinear fractional order systems as:

\[
D^\alpha x(t) = Ax(t) + Bu(t) + F(x(t))
\]  
(7)

Where \(A \in \mathbb{R}^{n \times n}\) and \(B \in \mathbb{R}^{n \times 1}\) are unknown constant matrices and the pair \([A,B]\) is controllable. \(x\) is a \(n\)-dimensional state, \(u \in \mathbb{R}^{1 \times 1}\) is the control input and:

\[
F(x(t)) = [f_1(x) \ f_2(x) \ \cdots \ f_n(x)]^T
\]  
(8)

Where \(f_i(x)\) is presumed to be a Lipschitz functions.

And the desired model is:

\[
D^\alpha x_m(t) = A_m x_m(t) + B_m r(t)
\]  
(9)

Where \(A_m \in \mathbb{R}^{n \times n}\) and \(B_m \in \mathbb{R}^{n \times 1}\) are constant matrices, \(A_m\) is Hurwitz, \(r(t) \in \mathbb{R}^{1 \times 1}\) is the reference signal, And the pair \([A_m, B_m]\) is controllable. Our objective here is to force the systems (7) to follow the response of system (9) so that all the state errors converge to zero in finite time. We consider the input signal as:

\[
u(t) = \theta_1 x(t) + \theta_2 r(t) + \theta_3 F(x(t))
\]  
(10)

Hence we have:

\[
D^\alpha x(t) = (A + B\theta_1)x + B\theta_2 r + (B\theta_3 + I)F
\]  
(11)

And the error is defined as:

\[
e = x - x_m
\]  
(12)

So the error dynamic becomes:

\[
D^\alpha e = A_m e + (A + B\theta_1 - A_m)x + (B\theta_2 - B_m)r + (B\theta_3 + I)F
\]  
(13)

Nominal values of the controller gains are taken as \(\theta_{10}, \theta_{20}, \theta_{30}\) and we define:

\[
J = \theta_1 - \theta_{10}
\]  
\[
\theta_{20} = B^{-1}(A_m - A)
\]  
\[
K = \theta_2 - \theta_{20}
\]  
\[
\theta_{30} = -B^{-1}
\]  
(14-16)

So we have:

\[
D^\alpha e = A_m e + Bf x + BK r + BL F
\]  
(17)

Now a Lyapunov candidate is adopted as:

\[
V = \frac{1}{2} [e^TPe + tr(f^T J + K^T K + L^T L)]
\]  
(18)

Which \(P\) is a symmetric positive definite matrix. Using lemmas 1 and 2 We have:

\[
D^\alpha V \leq e^T P D^\alpha e + tr(f^T D^\alpha J + K^T D^\alpha K + L^T D^\alpha L) = e^T P A_m e + e^T P B f x + e^T P B K r + e^T P B L F + tr(f^T D^\alpha J + K^T D^\alpha K + L^T D^\alpha L)
\]  
(19)

Since \(e^T P A_m e\) is scalar, we can write:

\[
e^T P A_m e = \frac{1}{2} (e^T P A_m e + e^T A_m^T P e) = \frac{1}{2} e^T (P A_m + A_m^T P)e
\]  
(20)

And since \(A_m\) is horowitz, there exist a positive definite \(Q\) such that:

\[
P A_m + A_m^T P = -Q
\]  
(21)

So if these equations are valid, the error dynamic would be stable:

\[
e^T P B f x = -tr(J^T D^\alpha J)
\]  
(22)

\[
e^T P B K r = -tr(K^T D^\alpha K)
\]  
(23)

\[
e^T P B L F = -tr(L^T D^\alpha L)
\]  
(24)

\(e^T P B f x\) Is scalar so we can write:
\[ e^T PBJ x = \text{tr}(xe^T PBJ) \quad (25) \]

Similarly:
\[ e^T PBKr = \text{tr}(re^T PBK) \quad (26) \]
\[ e^T PBLF = \text{tr}(xe^T PBL) \quad (27) \]

So with these adaptation laws, the error dynamic would be stable:
\[
\begin{align*}
D^\alpha \theta_1 &= -B^T Pe_x^T \\
D^\alpha \theta_2 &= -B^T Pe_r^T \\
D^\alpha \theta_3 &= -B^T Pe_F^T
\end{align*}
\quad (28)
\]

Since the unknown parameters cannot appear in the adaptation laws, like 1-dimensional case where the unknown parameter is merged with the adaptation gain, here we can also replace \( B \) with \( B_m \) which is known, with assumption that \( B \) and \( B_m \) have the same signs.

### 4 NUMERICAL SIMULATIONS

Consider this unstable nonlinear fractional order system:
\[
\begin{align*}
D^{0.7} x_1 &= x_2 \\
D^{0.7} x_2 &= x_1 + x_2 + x_1^2 + \sin(x_2) + u
\end{align*}
\]

It is assumed that this systems’ parameters are unknown but the sign of matrix \( B \) in (7) is known. And The desired model is:
\[
\begin{align*}
D^{0.7} x_{1m} &= x_{2m} \\
D^{0.7} x_{2m} &= -5x_{1m} - 5x_{2m} + 5r
\end{align*}
\]

If we take:
\[
P = \begin{pmatrix} 20 & 10 \\ 10 & 20 \end{pmatrix} > 0
\]

Then:
\[
Q = \begin{pmatrix} 100 & 130 \\ 130 & 180 \end{pmatrix} > 0
\]

The reference signal is a square wave with period 20 sec which is shown in Figure 1. Simulation is performed using FOMCON toolbox [13]. If we apply the obtained adaptation laws (28) then following figures are derived.

![Figure 1. The reference signal](image1)

![Figure 2. tracking the first state](image2)

![Figure 3. \( x_1 \) tracking error](image3)

![Figure 4. tracking the second state](image4)
In this paper an adaptive controller was designed for a class of nonlinear fractional order systems based on direct Lyapunov method and for this aim, we used fractional inequalities. In a numerical example an unstable nonlinear fractional order system was forced to follow a stable linear fractional order system with satisfactory time constant and through this example we illustrated the effectiveness of the proposed controller. A future study can be:
- Controller design in a way which does not depend on nonlinear dynamic of the system
- None zero initial conditions case
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Figure 5. \(x_2\) tracking error

Figure 6. Control signal

Figures 2,3 depict the first state of the desired and controlled model and the tracking error. Despite this state is the output in both systems, from section 3 we expect that all the state errors converge to zero in finite time and Figures 4,5 represent this fact. So One can note that both errors converge to zero asymptotically and the two states are controlled by means of designed controller. Also we can see control signal in Figure 6.

5 CONCLUSION

In this paper an adaptive controller was designed for a class of nonlinear fractional order systems based on direct Lyapunov method and for this aim, we used fractional inequalities. In a numerical example an unstable nonlinear fractional order system was forced to follow a stable linear fractional order system with satisfactory time constant and through this example