Abstract

Internet image search engines have long been considered as a promising tool for handling open-vocabulary textual user queries to unannotated image datasets. However, systems that use this tool have to deal with multi-modal and noisy image sets returned by search engines, especially for polysemous queries. Generally, for many queries, only a small part of the returned sets can be relevant to the user intent.

In this work, we suggest an approach that explicitly accounts for the complex and noisy structure of the image sets returned by Internet image search engines. Similarly to a considerable number of previous image retrieval works, we train a deep convolutional network that maps images to high-dimensional descriptors. To model image sets obtained from the Internet, our approach then fits a simple probabilistic model that accounts for multi-modality and noise (e.g. a Gaussian mixture model) to the deep descriptors of the images in this set. Finally, the resulting distribution model can be used to search in the unannotated image dataset by evaluating likelihoods of individual images.

As our main contribution, we develop an end-to-end training procedure that tunes the parameters of a deep network using an annotated training set, while accounting for the distribution fitting and the subsequent matching. In the experiments, we show that such an end-to-end approach boosts the accuracy of the Internet-based image retrieval for hold-out concepts, as compared to retrieval systems that fit similar distribution models to pre-trained features and to simpler end-to-end trained baselines.

1. Introduction

To pick up a new visual concept, most modern computer vision systems require a set of images depicting this concept. Such an image set is usually mined from the World Wide Web using an Internet image search engine or comes from a website containing tagged images. Most notable and influential in this respect is the Image-Net project [7] that has the goal of obtaining a “clean” image set for each of the 80,000+ visual synsets corresponding to English nouns. For each such noun, the image set is first obtained by querying the search engine and is then curated through crowdsourced human labour. The second step (screening by humans) represents a significant burden. As a result, while the positive influence of the Image-Net project on the fields of computer vision and artificial intelligence has been enormous, the progress towards its initial goal has stalled at about one quarter (at the time of submission 21,841 synsets out of 80,000 have been indexed).

The use of uncurated image sets from Internet search engines can potentially enable computers to learn visual concepts automatically and without humans in the loop. Such capability is highly beneficial for intelligent systems, especially in certain scenarios, such as open-vocabulary image retrieval that allows users to formulate queries to image collections using arbitrary natural language queries. The use of uncurated image sets obtained from the web, however, is known to be challenging [12, 17], since despite the ever-improving performance of image search engines, the returned image sets still contain irrelevant images, since many natural language queries are inherently polysemous, and since many visual concepts often correspond to different visual aspects (e.g. outdoor and indoor views of a certain landmark building).

Here, we introduce an approach for open-vocabulary image retrieval based on uncurated image sets such as returned by Internet search engines. Our approach is adapted to the noisy and multi-modal structure of such image sets. Similarly to a number of recent image retrieval/search systems [22, 3, 1, 2, 11], our approach is based on a convolutional neural network that maps images to high-dimensional descriptors. As our system effectively uses image sets as queries, at query time it fits a parametric probabilistic distribution such as a Gaussian or a mixture of Gaussians to the deep descriptors of all images in the query set. Thus, the query is represented not by a single vector or a mere collection of vectors, but by a “fully-fledged” probabilistic distribution (Figure 1). This distribution can then be used to
e.g. find relevant images in an untagged dataset by evaluating the likelihoods of images.

Our key contribution is the end-to-end training procedure to the system that is described in the previous paragraph, based on a training set of images with known classes/concepts. Our training procedure thus tunes the weights of the underlying convolutional network to explicitly maximize the likelihoods of the relevant images and minimize the likelihood of irrelevant images under the fitted distributions on the training set. Towards this end, we derive and implement backpropagation through Gaussian mixture models (including single Gaussians). As we will show through the experiments on three different datasets, the ability to perform such an end-to-end training boosts the accuracy of image retrieval for hold-out classes not seen during training, as compared to baseline systems that have same or similar architecture but are not trained end-to-end.

Overall, we propose a general approach to on-the-fly learning of visual concepts using noisy image sets that combines probabilistic modeling and deep learning. Below, we briefly discuss relevant prior works in 2, detail our approach in 3, present results of experimental comparisons in 4 and conclude with a short discussion in 5.

2. Related work

On the early stage of development of visual object recognition, when image search relied mostly on textual information surrounding the image, the studies [9, 24] focused on how to use visual content in order to improve ranking of the search results. Analogously to how document is represented by words in information retrieval, it was proposed to represent an image with 'visual words' describing its regions usually with SIFT descriptors. [9] applies techniques adopted from information retrieval to the problem of reranking, and [24] shows that the SVM classifier performs better in this problem.

The work [8] studied learning visual classification using Internet search engine output and adopted information retrieval methods to classify images with a model learned on search engine outputs. More related to our setting, [1] addresses large-scale image retrieval problem using image sets as queries and SIFT-based bag-of-words vectors as image features. Binary SVM learned on the query set with randomly sampled negatives, ranking using averaged query feature vectors (as defined in [21]) and averaging of the rankings for each individual query from the query set showed mean average precision (mAP) of 0.83-0.84 on the Oxford 105k dataset consisting of 5062 high resolution images of buildings and 100k other Flickr images serving as background. Various scenarios of image retrieval with single query image gave less accurate results.

The work [6] develops these methods further proposing cascades of classifiers for real-time on-the-fly object category retrieval in large image and video datasets. The follow-up work [5] considers three different types of queries for large-scale image retrieval and proposes to use bags of
visual words for object instance retrieval, SVM classifier trained on pre-learned CNN features for object category retrieval and an SVM classifier over face feature tracks for face retrieval in videos. Authors of [10] propose minimum description length-principle based data mining method on top of bags of visual words and show that it performs better than those proposed in [1] when the number of query images becomes bigger.

The work [19] describes learning a metric in the image feature domain in order to improve distance-based image classification and shows that the resulting metric generalizes well to the classes unseen during training. It also proposes a Nearest Class Mean (NCM) classifier as a distance to a mean of image class descriptors which we use as one of the baseline methods.

While we consider retrieval from unannotated test collection using a model built from a visual concept query, the work [12] proposes to generate image-to-text mapping for all the images in the test collection and then to process textual queries using this direct mapping. The approach was evaluated on objects from lab and kitchen environment, as the users were asked to formulate textual queries and the retrieval performance was measured. While this approach performs better than “blind” visual matching as in [1], it requires computationally intensive preprocessing which in fact is requesting a large database of images with detailed text annotations.

Finally, we mention a number of less related approaches. The work [17] describes a system for index using image collections with the help of Internet search and various data-sources such as maps to find locations. In [25], a robotic system is proposed that uses various Internet data-sources including image search engine to learn how to perform certain complex activities. Their system learns object classes by training an SVM classifier on image sets resulting from multiple Internet search engine queries. The approach [18] uses Internet as a source of 3D models to learn 3D object classifiers in point clouds.

Apart from the works from the computer vision and the robotics communities discussed above, our approach is also related to certain directions pursued in the information retrieval and multimedia search communities. These include multiple query retrieval systems (e.g. [1]) and a large body of query reranking approaches, some of which use discriminative learning [13, 27].

3. Method

We now discuss the details of our system. At test time, the system takes a query set of images corresponding to a visual concept of interest, obtained using the Internet search engine and uses it to find images with this concept in the hold-out (“test”) collection. More precisely, the system ranks the test images according to their relevance to the visual concept (as in e.g. [1]).

To do the ranking, the system first computes the descriptor \( d(I) = F(I; w) \) for every image \( I \) including images from the query set and from the test set using a convolutional neural network \( F(\cdot; w) \) with parameters \( w \) that maps input images to the \( K \)-dimensional descriptor space. This computation happens on the fly for the query set \( Q = \{ I_1, I_2, \ldots, I_N \} \) (which in our experiments has up 100 images) and is performed offline for the test collection.

When processing the query, the system fits a parametric generative distribution \( p(\theta, \cdot) \) to the descriptor set of query images, where the process of fitting finds the optimal parameters of the distribution \( \Theta(Q; w) \) using the maximum-likelihood principle:

\[
\Theta(Q; w) = \arg\max_\theta \sum_{j=1}^{N} L(\theta, F(I_j^q; w)) , \tag{1}
\]

and where \( L(\theta, F(I_j^q; w)) \) is the log-likelihood of the parametric model evaluated for the descriptor of the \( j \)th image in the query. The system then evaluates the likelihood of the descriptors \( d(I) \) for every test image \( I \) in the hold-out set. The produced likelihoods are then used for ranking.

3.1. Training process overview

Our training procedure is supervised. In particular, it assumes the availability of \( N_c \) visual concepts and of the training set of images with known relevance to those concepts. Importantly, the concepts used during training can be different from the concepts that our system can handle after deployment (in our experiments these two sets of concepts are disjoint). For each concept \( c \) at training time, we thus assume the availability of the query image set \( Q_c \) returned for this concept by the Internet search engine. The training process then seeks to minimize the following discriminative loss function:

\[
L(w) = \sum_{c} \sum_{I_q \in M_+(c)} P_{I_q \in M_+(c)} \left( L(\Theta(Q_c; w), F(I_q^c; w)) > L(\Theta(Q_c; w), F(I_q^-; w)) \right) , \tag{2}
\]

where the sum is taken over the training concepts \( M_+(c) \) and \( M_-(c) \) denote the sets of training images that are correspondingly relevant and irrelevant to the concept \( c \) and \( P_{I_q \in M_+(c)} \) denotes event probability while the images from the training sets are chosen at random. Furthermore, \( \Theta(Q_c; w) \) are the parameters of the probabilistic model fitted to the set of deep descriptors as described by (1). Overall, despite complex notation, the loss (2) measures an intuitive quantity, which is the probability of the event that under the fitted parametric model, the image irrelevant to a concept will have a lower likelihood than a relevant image.
Optimizing the loss function over \( w \) makes the deep descriptors produced by the convolutional network more suitable for the retrieval using fitted distributions at test time.

The minimization of the loss (2) is done using stochastic gradient descent and backpropagation. To implement it we have to overcome two non-trivial hurdles. First, we need to find a way to compute the probability within (2) w.r.t. the likelihoods in a (piece-wise)-differentiable and efficient manner. We further need to implement the backpropagation process through the distribution fitting operation (1), which involves finding the partial derivatives of the likelihoods w.r.t. the query image descriptors. Below, we discuss these two key operations (probability estimation and back-propagation through model fitting) starting from the latter.

### 3.2. Backpropagation through distribution fitting

As our parametric distributions in the descriptor space, we consider Gaussian mixture models (GMMs) with \( m \) components \( m \in \{1, 2, 3, 4\} \) in our experiments, all with diagonal covariance matrices, whereas the likelihood function is defined as a log-probability of such mixtures. The model parameters \( \theta \) thus consist of the means denoted as \( \{\mu_t\}_{t=1}^m \), the vectors \( \{\phi_t\}_{t=1}^m \) parameterizing covariance matrices as \( \Sigma_t = \text{diag}(\phi_t) \), and weights \( \{v_t\}_{t=1}^m \) such that \( \sum_{t=1}^m v_t = 1 \).

To enable end-to-end learning of the deep image representation, we need to be able not only to compute the model parameters, which can be done in a standard way using the EM algorithm, but also to backpropagate through \( L(\Theta(Q; w), x) \). We note that for \( m = 1 \) a model reduces to the Gaussian distribution, and there are closed-form expressions for its parameters, which can be analytically differentiated.

In the case of \( m > 1 \), general GMM fitting procedure outputs a model parameter vector \( \theta_* = \Theta(Q; w) \) which maximizes log-likelihood function for the query set as defined in (1). We are then interested in the computation of \( \nabla d_i \theta_* \) that characterize the dependence of the optimal parameters \( \theta_* \) on the query set descriptors \( d_i = F(P_i^w, w) \).

We find these derivatives using the method of Lagrange multipliers (to handle the equality \( \sum_{t=1}^m v_t = 1 \)) that allows us to write for the optimal \( \theta_* = \{\mu_{*,t}, \phi_{*,t}, v_{*,t}\} \) and the optimal lagrange multiplier \( \lambda_* \):

\[
\nabla_b \{ \sum_{j=1}^N L(\theta, d_j) + \lambda_* b(\theta_*) \} = 0, \\
b(\theta_*) = 0,
\]

where \( b(\theta) = \sum_{i=1}^m v_i - 1 \) is the constraint function ensuring that the weights of the mixture components sum to one.

To compute the required derivatives, we note that the optimal \( \theta_*, \lambda_* \) are implicitly defined by (3), and thus the gradients of the left hand sides in (3) w.r.t. \( d_i \) are zero at \( \theta_* \). 

This observation can be written down as the following system:

\[
\nabla_{\theta,b} \{ \sum_{j=1}^N L(\theta, d_j) + \lambda_* b(\theta_*) \} \nabla_d \theta_* + \\
\nabla_{\theta,b} b(\theta_*) \nabla_d \lambda_* + \nabla_{d,\theta} L(\theta, d_i) = 0, \\
\n\nabla_{\theta,b} b(\theta_*) \nabla_d \lambda_* = 0.
\]

The coefficients of this system (4) are the first and second derivatives of the functions \( L(\theta, d_i) \) and \( b(\theta) \), which we can compute because we know \( \theta_* \). The system (4) is linear w.r.t. the unknown matrix \( \nabla_d \theta_* \) and vector \( \nabla_d \lambda_* \) and has \( \text{dim}(\theta_*) + 1 \times \text{dim}(d_i) \) equations. After finding \( \nabla_d \theta_* \), \( \nabla_d \lambda_* \) we are able to compute the likelihood gradient w.r.t. the query descriptors using a chain rule by multiplying \( \nabla_d L(\theta_*(d_i), d_i) = \nabla_{\theta,b} L(\theta_*(x)) \nabla_d \theta_* + \nabla_{d,\theta} L(\theta_*(d_i), d_i) \).

To sum up, backpropagation operation through the distribution fitting layer involves solving the system of linear equations (4).

### 3.3. Estimating the expectation

We now come back to the task of estimating the probability for some relevant image to have a higher likelihood under the fitted model compared to some irrelevant image. To accomplish this, we use the modification of the histogram loss estimator recently proposed in [26]. Given the sets \( M_{+} \) and \( M_{-} \) of relevant and irrelevant images, denote their deep descriptors as \( \{d_{+,i}\}_{i=1}^{N_{+}} \) and \( \{d_{-,i}\}_{i=1}^{N_{-}} \). Furthermore, let their likelihoods under the fitted distribution with the optimal parameters be \( L_+ = \{L(\theta_*,d_{+,1}), L(\theta_*,d_{+,2}), \ldots, L(\theta_*,d_{+,N_{+}})\} \) and \( L_- = \{L(\theta_*,d_{-,1}), L(\theta_*,d_{-,2}), \ldots, L(\theta_*,d_{-,N_{-}})\} \).

The idea of the histogram loss [26] is to accumulate these two sets of numbers into histograms, and then estimate the required probability using these histograms. Here, to compute the histograms, we fix the triangular kernel density estimator \( K(z, \omega) \) that for the argument \( z \) and the width parameter \( \omega \) is defined as:

\[
K(z, \omega) = \max\{1 - \frac{2|z|}{\omega}, 0\}.
\]

We choose \( l_{\text{min}} \) and \( l_{\text{max}} \) to be the lower and the upper bounds of the numbers in the union of \( L_+ \) and \( L_- \), and further accumulate the two histograms \( h_+ \) and \( h_- \) spanning the range from \( l_{\text{min}} \) to \( l_{\text{max}} \) having \( B \) bins each and corresponding to the sets \( L_+ \) and \( L_- \) respectively. As discussed in [26], the entries of the histograms \( h_+ \) and \( h_- \) depend in a differentiable manner on the entries of \( L_+ \) and \( L_- \).

Given the two histograms, the desired probability can be approximated as:

\[
P_{l_{+},l_{-}} \left[ l_{+} < l_{-} \right] \approx \sum_{i=1}^{B} h_{-,i} \sum_{j=1}^{i} h_{+,j},
\]

where \( h_{-,i} \) and \( h_{+,j} \) denote the entries of the histograms.
3.4. Recap of the training process

The learning is driven by the minimization of the loss (2). This is accomplished by iterating through the training concepts, considering for each concept the composite batch that includes a sub-batch with the query images, a sub-batch with relevant images, and a sub-batch with irrelevant images. The three sub-batches are forward-passed through the convolutional network, whereas the sub-batch with the query images is subsequently passed through the distribution fitting layer. Once the descriptors for relevant and irrelevant sub-batches, as well as the probabilistic distribution are estimated, the histogram loss (3.3) is computed.

The backpropagation incurs first the backpropagation through the loss estimator (as in [26]), followed by the backpropagation through the distribution fitting layer (3.2), and finally the backpropagation of the gradients corresponding to all three sub-batches through the convolutional network, followed by the update of the network parameters.

4. Experiments

Below we provide the experimental evaluation of our system (for a different number of Gaussians within mixtures; with and without training). We also compare the performance to a number of baselines.

4.1. Protocols

We evaluate the methods for three different datasets. In each case, we split classes into training, validation, and testing. We form the training set out of the training classes, and each case, we split classes into training, validation, and test sets. The meta parameters for all methods are tuned on the validation set.

Google image search is used to obtain the query sets at all stages (the API for the search engine typically returns 90–100 images). We use class names provided with the datasets to define text queries to the engine. No textual augmentations or search modifiers have been used. Since some of the considered datasets have overlaps with the search engine output, before running the experiments, we identified potential near-duplicates between the Google search results and the datasets using deep descriptors from non-finetuned convolutional network (AlexNet). We then manually checked the potential pairs and removed the true near duplicates from consideration.

4.2. Implementation details

We use Caffe [14] framework to work with convolutional networks. All our experiments are based on the AlexNet architecture [16] (Caffe version). We note that more modern deep convolutional architectures could be used in place of AlexNet, however such substitution is likely to benefit all methods equally.

We use the 1000-dimensional features that are produced by AlexNet for the baselines that do not use fine-tuning/end-to-end learning (for the tasks we consider, these features performed optimally or close to optimally compared to other layers). When performing end-to-end learning, we replace the last layer with a smaller one that outputs 128-dimensional features. We perform L2-normalization of the descriptors at the end of the network. In all experiments, we initialize the network weights using the AlexNet provided with Caffe, while the last fully-connected layer for the end-to-end trained architectures is initialized randomly.

The distribution fitting layer and the loss layer have been implemented using Theano [4]. For back-propagation and learning we use the Caffe implementation of the ADAM algorithm [15] with momentum 0.9. We choose the learning rate and the termination moment using validation sets.

4.3. Baselines

Each baseline defines the likelihood function L. The following baselines are considered:

- The mean-based system (AVG), which ranks the images in the test set based on the scalar product between their descriptors and the mean $\bar{d}$ of the descriptors $d_i$ of the query set:

$$\bar{d} = \frac{1}{N_q} \sum_{i=1}^{N_q} d_i, \quad L_{AVG}(x, \bar{d}) = \bar{d}^T x. \quad (6)$$

- The nearest neighbor (NN) ranker that ranks images in the test set based on the maximum of their scalar product with the query set descriptors:

$$L_{NN}(x, \{d_i\}_{i=1}^{N_q}) = \max_i d_i^T x. \quad (7)$$

- The support vector machine (SVM) 1-vs-all classifier as in [1], where SVM is learned using the query images as positive class and $2|Q|$ randomly sampled images from other queries as negative class. If we denote the weight vector of the SVM as $u(\{d_i\}_{i=1}^{N_q})$, then the ranking (“pseudo-likelihood”) function can be defined as:

$$L_{SVR}(x, \{d_i\}_{i=1}^{N_q}) = x^T u(\{d_i\}_{i=1}^{N_q}). \quad (8)$$

We evaluate these baseline methods for the pre-learned descriptors. We also consider fine-tuning of the convolutional network for the mean(AVG) and the nearest neighbor(NN) ranking. In this case, we use exactly the same learning architecture as explained in the previous section, but plug the corresponding likelihood function.
Figure 2. Retrieval comparison for the Oxford Flowers dataset (query = ‘silverbush’). Left: part of the query image set obtained from Google Search API using query ‘silverbush’. Right: the top ranked images provided by various methods, namely AVG (average), NN (nearest neighbor), Gauss (one Gaussian), GMM2 (mixture of two Gaussians), GMM3 (mixture of three Gaussians) and GMM4 (mixture of four Gaussians) using the fine-tuned descriptors, SVM and GMM3PL (mixture of three Gaussians) using pre-learned ‘fc8’ features.

$L_{NN}(x, \{d_i\}_{i=1}^{N_g})$ or $L_{AVG}(x, \bar{d})$ instead of a more sophisticated distribution-based likelihood into the computation of the histogram loss.

Alongside the baselines, we report the results of our system for different number of Gaussians in the mixtures ($m = 1, 2, 3, 4$). We also report the results obtained with our architecture, when applied without learning (fine-tuning) by simply fitting Gaussian mixtures to pre-trained deep features.

### 4.4. ImageNet

We now present the results for individual datasets. Our first experiment uses classes from the ImageNet dataset [7]. Since we use networks pretrained on the ILSVRC classes [23], we made sure that 1000 classes included into the ILSVRC set are excluded from our experiments. Generally, the uncurated Google image search outputs for some of the ImageNet synsets are very noisy (e.g. c.f. the synset ‘sociologist’).

To perform the experiments, we selected random 509 random synsets for training, 99 synsets for validation and 91 synset for testing. The results for our methods and the baselines are shown in the fig. 4. The results demonstrate that end-to-end learning is able to improve the mAP of the baseline methods by 1-4 percent and of the proposed methods based on distribution fitting by 5-7 percent. Importantly, the gap between the model that fits a single Gaussian and the model that uses the mean vector is almost 2 percent. Using mixture models with two or three components improves the performance further.

### 4.5. RGBD Object

The amount of relevant images in the Internet search results in this case differs greatly from category to category. For the polysemous categories such as ‘apple’, the proposed generative models can give significant benefit (Fig. 3). The quantitative results are given in fig. 5. They demonstrate even greater improvements from the end-to-end learning (perhaps due to a relatively bigger domain gap between the ImageNet and this dataset). Such training improves the
Figure 3. Retrieval comparison for the RGBD Object dataset (query = ‘apple’). Left: part of the query image set obtained from Google Search API using query ‘apple’. Right: the top ranked images provided by various methods, namely AVG (average), NN (nearest neighbor), Gauss (one Gaussian), GMM2 (mixture of two Gaussians), GMM3 (mixture of three Gaussians) and GMM4 (mixture of four Gaussians) using the fine-tuned descriptors, SVM and GMM3PL (mixture of three Gaussians) using the pre-learned ‘fc8’ features.

Figure 4. Mean average precisions for the ImageNet dataset (see text for more discussion). The gap between the mean-based and the Gaussian-based retrieval highlights the benefit of modeling uncertainty and noise in the Internet search engine output using probabilistic distributions.

Figure 5. Mean average precisions for the RGBD dataset (see text for more discussion).

4.6. Oxford Flowers

We use the Oxford Flowers-102 dataset [20], consisting of images of 102 different UK flowers. The dataset was split into 80 categories for training and validation, and 22...
for testing (see supplemental material). The results at fig. 6. The end-to-end learning procedure improves the mAP on 14 percent for the mean classifier, 16–19 percent for the proposed models. The fig. 2 shows an example of the polyseymous query (‘silverbush’), where the ability of the Gaussian mixture models to capture multi-modal distributions provides our approach a big advantage.

5. Conclusion

In this work, we have introduced a new architecture for image retrieval based on noisy image sets obtained from Internet image search engines. Our architecture combines deep networks with the probabilistic distribution fitting, and can be trained end-to-end on a separate annotated training set.

Through extensive comparisons with various baselines, we have shown that such end-to-end training results in an architecture that generalizes across classes and can handle the challenges of Internet-based visual concept modeling better than baseline models.
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