Global large, smooth solutions of the 2D surface quasi-geostrophic equations
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1 INTRODUCTION

In this paper, we consider the Cauchy problem of surface quasi-geostrophic (SQG) equations with supercritical dissipation or damping. The SQG equation we are concerned with here assumes the form

\[
\begin{align*}
\partial_t \theta + u \cdot \nabla \theta + \mu(-\Delta)^\alpha \theta &= 0, \quad x \in \mathbb{R}^2, t > 0, \\
u = \nabla^\perp(-\Delta)^{\frac{1}{2}} \theta, \quad &x \in \mathbb{R}^2, t > 0, \\
\theta|_{t=0} &= \theta_0, &x \in \mathbb{R}^2.
\end{align*}
\]

(1.1)

where the scalar function \(\theta\) represents the potential temperature, \(u\) is the fluid velocity and \(\mu > 0, \ \alpha \in [0, 1]\), \(\nabla^\perp = (\partial_{x_2}, -\partial_{x_1})^T\). The pseudo-differential operator \((-\Delta)^\alpha\) is denoted by

\[
(-\Delta)^{\alpha} = \left| \xi \right|^{2\alpha} \hat{f}(\xi),
\]
where $\hat{f}(\xi) := \int_{\mathbb{R}^2} e^{-i \xi \cdot x} f(x) dx$. The SQG Equation (1.1) with $\alpha > \frac{1}{2}$, $\alpha = \frac{1}{2}$, $0 < \alpha < \frac{1}{2}$, and $\alpha = 0$ is called subcritical SQG equation, critical SQG equation, supercritical SQG equation, and damping SQG equation, respectively.

The SQG equation models the dynamics of the potential temperature $\theta$ of the 3D quasi-geostrophic equations on the 2D horizontal boundaries, and is useful in modeling atmospheric phenomena such as frontogenesis (see, e.g., Constantin et al\textsuperscript{1}). Besides its wide application in physics, the SQG equation has been attracted numerous attention for its significance in the theory of partial differential equations, and the behavior of its strongly nonlinear solutions are strikingly analogous to that of the potentially singular solutions of the 3D incompressible Navier–Stokes and Euler equations. It is a subject of a large literature on the issue of global regularity solutions concerning the SQG equation, and much excellent work has been made on it. The difficulty of studying the global existence of solutions to the SQG equation crucially relies on the value of parameter $\alpha$.

In the subcritical case $\alpha > \frac{1}{2}$, Constantin and Wu\textsuperscript{2} proved the existence of global in time smooth solutions. For the asymptotic behavior of solutions of 2D SQG equation, please see the work\textsuperscript{3} of Carrillo and Ferreira. In the critical case $\alpha = \frac{1}{2}$, the global regularity of solutions to the 2D SQG equation for any initial data has been successfully solved by Kiselev et al\textsuperscript{4} and Caffarelli and Vasseur,\textsuperscript{5} respectively. We also mention a result of maximum principle due to Cordoba and Cordoba\textsuperscript{6} and a result of behavior in large time due to Schonbek and Schonbek.\textsuperscript{6} In the supercritical case $0 < \alpha < \frac{1}{2}$, Chae and Lee\textsuperscript{7} proved the global existence of small solutions in the scaling invariant Besov space (see also Chen et al\textsuperscript{8}). There are also some important developments related to weak solutions and regularity criterion of the supercritical SQG equations, one could see other studies\textsuperscript{9-13} and so on. However, whether or not classical solutions to the supercritical dissipation SQG equation can develop finite time singularities remains an outstanding open problem. Very recently, Liu et al\textsuperscript{14} established the global well-posedness of smooth solutions for the SQG equation with supercritical dissipation or damping for a class of large initial data. The initial data constructed in Liu et al\textsuperscript{14} can be arbitrarily large in $H^s(\mathbb{R}^2)$, $s > 2 - \alpha$. Motivated by their work, we hope to find a class of large data in the sense of $L^\infty(\mathbb{R}^2)$ such that the supercritical dissipation SQG equations still has a unique global solution.

The goal of this paper is to construct a class of large solutions for 2D SQG Equation (1.1) with supercritical dissipation or damping. The striking highlight in our paper is that the initial data we constructed could be arbitrarily large in the space $L^\infty(\mathbb{R}^2)$ (it’s also large in the energy space $H^3$). Based on the initial condition (1.5), we establish the global well-posedness of solutions to 2D SQG Equation (1.1) with $\alpha \in [0, \frac{1}{2})$. Under condition (1.5), we construct a class of initial data, which can be arbitrarily large in spaces $L^\infty(\mathbb{R}^2)$ and $H^3(\mathbb{R}^2)$. Compared to the work of Liu et al\textsuperscript{14} we drop out the smallness hypothesis of $L^\infty(\mathbb{R}^2)$ norm of the initial data.

The large solution of (1.1) we are going to construct is given by

$$\theta = \Theta + g,$$  \hspace{1cm} (1.2)

where $\Theta$ is a background solution of the linear equation

$$\begin{align*}
\partial_t \Theta + \mu(\Delta)^\alpha \Theta &= 0, \quad (t,x) \in \mathbb{R}^+ \times \mathbb{R}^2,\\
\Theta|_{t=0} &= \Theta_0.
\end{align*}$$  \hspace{1cm} (1.3)

Our results are as follows.

**Theorem 1.1.** Consider the Cauchy’s problem of the SQG Equation (1.1). Let $0 \leq \alpha < \frac{1}{2}$ and $\theta, \Theta$ be described as in (1.2)-(1.3), $U = (-\Delta)^{\frac{1}{2}} \nabla^2 \Theta_0$. Assume that the initial data fulfills $\theta_0 = \Theta_0 + g_0$ with

$$\text{supp } \hat{\Theta}_0(\xi) \subset C := \left\{ \xi \mid \frac{4}{3} \leq |\xi| \leq \frac{3}{2} \right\}.$$  \hspace{1cm} (1.4)

If there exists a sufficiently small positive constant $\epsilon \in (0, e^{-100})$ and a universal constant $C$ such that

$$\left( \|g_0\|_{H^3}^2 + \int_0^\infty \|U \cdot \nabla \Theta\|_{H^3} dt \right) \cdot \exp \left( C \left( \int_0^\infty \|U, \Theta\|_{L^\infty} dt + \int_0^\infty \|U \cdot \nabla \Theta\|_{H^1} dt \right) \right) \leq \epsilon.$$  \hspace{1cm} (1.5)
Then, the system (1.1) has a unique global solution \( \theta = \Theta + g \), where \( \Theta = e^{-(\Delta)^{\frac{1}{2}}} \Theta_0 \) and \( g \) satisfies

\[
\|g(t)\|_{L^p}^2 + \frac{\mu}{2} \int_0^1 \|g(\tau, \cdot)\|_{L^p}^2 d\tau \leq Cc, \quad \forall t \geq 0.
\]

(1.6)

for a universal constant \( C(C > 1) \).

Remark 1.1. Throughout we use a notation \( C \). It may be different from line to line, but it is a universal positive constant in this paper.

Inspired by the work of Lei et al \(^{15}\) and Li et al \(^{16}\) we can construct a class of initial data, where the velocity and temperature can be arbitrarily large in spaces \( L^\infty(\mathbb{R}^2) \) and \( H^1(\mathbb{R}^2) \).

Corollary 1.1. Let \( e, g_0, \Theta_0, U_0 \) be described in Theorem 1.1. Choose small number \( \delta \) such that \( \epsilon = \delta^{\frac{1}{2}} |\log \delta|^2 \). Take

\[
a_0(x_1, x_2) = \delta^{-1} (|\log |\log \delta||) \cdot \chi(x_1, x_2)
\]

and

\[
U_0 = (-\Delta)^{\frac{1}{2}} \nabla a_0 = ((-\Delta)^{\frac{1}{2}} \partial a_0, (-\Delta)^{\frac{1}{2}} \partial a_0)^T, \quad \Theta_0 = a_0,
\]

(1.7)

where the smooth function \( \chi \) satisfies \( \chi(-\xi_1, -\xi_2) = \chi(\xi_1, \xi_2), \chi(\xi) = 1 \) if \( \xi \in \{ \xi | \xi_1 - \xi_2 | \leq \frac{1}{3} \delta, \frac{4}{3} \leq |\xi| \leq \frac{3}{2} \} \) and \( \text{supp } \chi(\xi) \subset \{ \xi | |\xi_1 - \xi_2 | \leq \delta, \frac{4}{3} \leq |\xi| \leq \frac{3}{2} \} \). If we assume \( \|g_0\|_{L^p}^2 \leq \delta^{\frac{1}{2}} \), then condition (1.5) holds. Moreover, we have

\[
\|U_0\|_{L^\infty} \geq \frac{1}{5000} \log |\log \delta|, \quad \|U_0\|_{L^2} \geq \frac{1}{100} \delta^{-\frac{1}{2}} \log |\log \delta|,
\]

\[
\|\Theta_0\|_{L^\infty} \geq \frac{1}{5000} \log |\log \delta|, \quad \|\Theta_0\|_{L^2} \geq \frac{1}{100} \delta^{-\frac{1}{2}} \log |\log \delta|.
\]

(1.8)

Remark 2.2. In Liu et al \(^{14}\) we could calculate that the initial data constructed by Liu et al satisfy \( \|\Theta_0\|_{L^\infty} \leq \delta^{\frac{1}{2}} \log \delta \). If we take it into the left hand side of our condition (1.5), then it's equal to \( \delta^{\frac{1}{2}} - 2|\log \delta| < \delta^{\frac{1}{2}} |\log \delta|^2 = \epsilon \), for \( \sigma \in \left( 0, \frac{1}{2} \right) \).

2 \ THE PROOF OF THEOREM 1.1

In this section, we will prove Theorem 1.1. Let us first introduce the commutator estimate.

Lemma 2.1. \(^{17}\) Let \( m \) be a positive integer, \( h, f \in H^m(\mathbb{R}^2) \). The following commutator estimate

\[
\sum_{|\alpha| \leq m} \|D^\alpha(hf) - (D^\alpha h)f\|_{L^2} \leq C \left( \|h\|_{H^{m-1}} \|\nabla f\|_{L^\infty} + \|h\|_{L^\infty} \|f\|_{H^m} \right)
\]

holds. Here, \( D^\alpha = \partial_{x_1}^{\alpha_1} \partial_{x_2}^{\alpha_2}, \alpha = (\alpha_1, \alpha_2). \)

We are ready to prove Theorem 1.1.

Proof of Theorem 1.1. Recall \( \Theta \) being a solution of (1.3). In a result, \( \Theta = e^{-(\Delta)^{\frac{1}{2}}} \Theta_0 \) and \( \text{supp } \Theta(t, \xi) \subset C, \forall t \geq 0 \). Set \( g = \theta - \Theta, v = u - U \). We then easily derive the equation of \( g \) by substituting (1.3) in (1.1),

\[
\frac{\partial g}{\partial t} + v \cdot \nabla g + U \cdot \nabla g + v \cdot \nabla \Theta + \mu(-\Delta)^{\sigma} g = -U \cdot \nabla \Theta,
\]

\[
\nabla \cdot g = 0,
\]

\[
g|_{t=0} = g_0.
\]

(2.10)
Let us first give the zero-order estimates. By direct calculation, we have

\[
\frac{1}{2} \frac{d}{dt} \|g\|^2_{L^2} + \|\Lambda^\alpha g\|^2_{L^2} = - \int_{\mathbb{R}^2} (v \cdot \nabla g + U \cdot \nabla g + v \cdot \nabla \Theta + U \cdot \nabla \Theta) g dx \\
= - \int_{\mathbb{R}^2} (v \cdot \nabla \Theta + U \cdot \nabla \Theta) dx.
\]

By Hölder’s inequality and elliptic estimate, we have

\[
\frac{1}{2} \frac{d}{dt} \|g\|^2_{L^2} + \|\Lambda^\alpha g\|^2_{L^2} \leq C \|v\|_{L^2} \|\Lambda \|_{L^2} \|\nabla \Theta\|_{L^\infty} + \|g\|_{L^2} \|U \cdot \nabla \Theta\|_{L^2} \\
\leq C \|g\|^2_{L^2} \|\Theta\|_{L^\infty} + \|g\|_{L^2} \|U \cdot \nabla \Theta\|_{L^2},
\]

where we use the Bernstein’s inequality (for \(supp \ \Theta (x) \subset C\) and \(\|v\|_{L^2} = \|\nabla^\alpha (-\Delta)^{-\frac{1}{2}} g\|_{L^2} \leq C \|g\|_{L^2}\).

We are now in the stage to give the higher order estimates. Let \(\beta = (\beta_1, \beta_2, \beta_3) \in \mathbb{N}^+\). Operating \(D^\beta\) to (2.10) and taking the scalar product with \(D^\beta g\), and then summing the result over \(|\beta| = 1, 2, 3\), we get

\[
\sum_{|\beta|=1,2,3} \left( \frac{1}{2} \frac{d}{dt} \|g\|^2_{H^\beta} + \|\Lambda^\alpha g\|^2_{H^\beta} \right) = \sum_{i=1}^4 I_i,
\]

where \(\Lambda = (-\Delta)^{\frac{1}{2}}\) and

\[
I_1 = - \sum_{|\beta|=1,2,3} \int_{\mathbb{R}^2} D^\beta (v \cdot \nabla g) \cdot D^\beta g dx,
I_2 = - \sum_{|\beta|=1,2,3} \int_{\mathbb{R}^2} D^\beta (U \cdot \nabla g) \cdot D^\beta g dx,
I_3 = - \sum_{|\beta|=1,2,3} \int_{\mathbb{R}^2} D^\beta (v \cdot \nabla \Theta) \cdot D^\beta g dx,
I_4 = - \sum_{|\beta|=1,2,3} \int_{\mathbb{R}^2} D^\beta (U \cdot \nabla \Theta) \cdot D^\beta g dx.
\]

Using the fact that \(\nabla \cdot v = \nabla \cdot U = 0\), we could deduce that

\[
I_1 = - \sum_{|\beta|=1,2,3} \int_{\mathbb{R}^2} [D^\beta, v] \nabla g \cdot D^\beta g dx,
I_2 = - \sum_{|\beta|=1,2,3} \int_{\mathbb{R}^2} [D^\beta, U] \nabla g \cdot D^\beta g dx,
\]

According to the commutate estimate in Lemma 2.1, we obtain

\[
|I_1| \leq \sum_{|\beta|=1,2,3} \|[D^\beta, v] \nabla g\|_{L^2} \|\nabla g\|_{H^\beta} \\
\leq C \sum_{|\beta|=1,2,3} (\|\nabla v\|_{L^\infty} \|\nabla D^{\beta-1} g\|_{L^2} + \|D^\beta v\|_{L^2} \|\nabla g\|_{L^\infty}) \|\nabla g\|_{H^\beta}.
\]

Note \(a \in \left(0, \frac{1}{2}\right)\) and \(|\beta| = 1, 2, 3\). By Gagliardo–Nirenberg’s inequality, we have

\[
\|\nabla g\|_{L^\infty} \leq C \|\Lambda^a g\|_{L^2}^{\frac{a+1}{2-a}} \|\Lambda^{a+3} g\|_{L^2}^{\frac{2-a}{2}},
\]

\[
\|D^\beta g\|_{L^2} \leq C \|\Lambda^a g\|_{L^2}^{\frac{2}{2-a}} \|\Lambda^{a+3} g\|_{L^2}^{\frac{1-a}{2}}.
\]
The similar estimates hold for \( \|\nabla v\|_{L^2} \) and \( \|D^\delta v\|_{L^2} \).

Therefore, we prove that

\[
|I_1| \leq C \sum_{|\beta|=1,2,3} \|\Lambda^\delta g\|_{L^2} \|\Lambda^\alpha g\|_{L^2}^{\frac{1}{1+d}} \|\Lambda^{d+3} g\|_{L^2} \leq C \sum_{|\beta|=1,2,3} \|\Lambda^\delta g\|_{L^2} \left( \|\Lambda^\alpha g\|_{L^2}^2 + \|\Lambda^{d+3} g\|_{L^2}^2 \right)
\]  
(2.13)

where in the last line we use the Bernstein's inequality.

We also obtain

\[
|I_2| \leq \sum_{|\beta|=1,2,3} \|D^\delta, U\cdot\nabla g\|_{L^2} \|\nabla g\|_{H^2} \leq C \left( \|\nabla U\|_{L^2} + \|\nabla^3 U\|_{L^2} \right) \|g\|_{H^2} \leq C \|U\|_{L^2} \|g\|_{H^2}^2.
\]  
(2.14)

where in the last line, we use the Bernstein's inequality (for supp \( \hat{U}(\xi) \subset C \)). By Leibniz's formula and Hölder's inequality, one has

\[
|I_3| \leq C \|v\cdot\nabla \Theta\|_{H^1} \|g\|_{H^2} \leq C \left( \|\nabla \Theta\|_{L^\infty} + \|\nabla^4 \Theta\|_{L^\infty} \right) \|v\|_{H^1} \|g\|_{H^2} \leq C \|\Theta\|_{L^\infty} \|g\|_{H^2}^2.
\]  
(2.15)

Using Hölder's inequality and Young inequality, we prove that

\[
|I_4| \leq C \|U\cdot\nabla \Theta\|_{H^1} \|g\|_{H^2} \leq C \|U\cdot\nabla \Theta\|_{H^1} + C \|U\cdot\nabla \Theta\|_{H^1} \|g\|_{H^2}^2.
\]  
(2.16)

where in the last line we use the Bernstein's inequality.

Adding (2.11) and (2.12), and putting all the estimates (2.13)–(2.16) into (2.12), we obtain

\[
\frac{d}{dt} \|g\|_{H^2}^2 + \mu \|\Lambda^\alpha g\|_{H^2}^2 \leq C \left( \|\Lambda^\alpha g\|_{H^2}^2 \|g\|_{H^2} + \|U\cdot\nabla \Theta\|_{H^2} \right) + C \|g\|_{H^2}^2 \left( \|U\cdot\Theta\|_{L^\infty} + \|U\cdot\nabla \Theta\|_{H^2} \right).
\]

Thus, we have

\[
\frac{d}{dt} \|g\|_{H^2}^2 + (\mu - C \|g\|_{H^2}) \|\Lambda^\alpha g\|_{H^2}^2 \leq C \|g\|_{H^2}^2 \left( \|U\cdot\Theta\|_{L^\infty} + \|U\cdot\nabla \Theta\|_{H^2} \right) + C \|U\cdot\nabla \Theta\|_{H^2}.
\]

Assume \( \|g(t)\|_{H^2}^2 \leq (C + 1)\epsilon \) and \( \epsilon < \frac{\mu}{4C} \). Then,

\[
\mu - C \|g\|_{H^2} > \frac{\mu}{2}.
\]

Using Gronwall's inequality and condition (1.5), we conclude that

\[
\|g(t)\|_{H^2}^2 + \|g\|_{H^2}^2 \left( \int_0^t \|g(r, \cdot)\|_{H^2}^2 \, dr \right) \leq C \left( \|g_0\|_{H^2}^2 + \int_0^\infty \|U\cdot\nabla \Theta\|_{H^2} \, dt \right) \exp \left( C \left( \int_0^\infty \|U\cdot\Theta\|_{L^\infty} \, dt + \int_0^\infty \|U\cdot\nabla \Theta\|_{H^2} \, dt \right) \right) \leq C\epsilon.
\]
By bootstrap arguments, we conclude that
\[
\|g(t)\|_{H^1}^2 + \frac{\mu}{2} \int_0^t \|A^\nu g(\tau, \cdot)\|_{H^1}^2 d\tau \leq (C + 1)\epsilon, \quad t \in [0, +\infty).
\]

Thus, we complete the proof of Theorem 1.1.

\[
\square
\]

3 | THE PROOF OF COROLLARY 1.1

In this section, we will give a proof of Corollary 1.1 by direct calculation.

Proof of Corollary 1.1. By direct calculation, we get
\[
\|\hat{a}_0\|_{L^2} = \int_{\mathbb{R}^d} \delta^{-1} \left( \log |\log \delta| \right) \cdot \hat{\varphi}(\xi) d\xi
\geq \pi \left( \frac{3}{2} - \left( \frac{4}{3} \right)^2 \right) \cdot \frac{1}{3} \delta^{-1} \left( \log |\log \delta| \right)
\geq \frac{1}{100} \log |\log \delta|,
\]
and
\[
\|\hat{a}_0\|_{L^2} = \delta^{-1} \left( \log |\log \delta| \right) \left( \int_{\mathbb{R}^d} \hat{\varphi}^2(\xi) d\xi \right)^{\frac{1}{2}}
\geq \delta^{-1} \left( \log |\log \delta| \right) \cdot \left( \pi \left( \frac{3}{2} - \left( \frac{4}{3} \right)^2 \right) \cdot \frac{1}{3} \delta \right)^{\frac{1}{2}}
\geq \frac{1}{100} \delta^{-\frac{1}{2}} \left( \log |\log \delta| \right).
\]

If \(|x| \leq \frac{1}{200}\), we could derive that
\[
\|a_0\|_{L^\infty(|x| \leq \frac{1}{200})} = \left\| \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix\xi} \hat{a}_0(\xi) d\xi \right\|_{L^\infty(|x| \leq \frac{1}{200})}
\geq \frac{1}{500} \left\| \int_{\mathbb{R}^d} \cos(x \cdot \xi) \hat{a}_0(\xi) d\xi \right\|_{L^\infty(|x| \leq \frac{1}{200})}
\geq \frac{1}{5000} \log |\log \delta|.
\]

If \(|x| \in \left[ \frac{3}{8} \pi, \frac{1}{3} \pi \right]\), we could prove that
\[
\|\partial_x a_0\|_{L^\infty(|x| \in \left[ \frac{3}{8} \pi, \frac{1}{3} \pi \right])} = \left\| \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} i\xi_2 e^{ix\xi} \hat{a}_0(\xi) d\xi \right\|_{L^\infty(|x| \in \left[ \frac{3}{8} \pi, \frac{1}{3} \pi \right])}
\geq \frac{1}{100} \delta^{-1} \log |\log \delta| \cdot \int_{\mathbb{R}^d} |\sin(x \cdot \xi)| \cdot \hat{\varphi}(\xi) d\xi
\geq \frac{1}{5000} \log |\log \delta|,
\]

where we use the face that \(\xi_2, -\xi_2\) appear in pairs in the support of \(\hat{\varphi}\) and \(\sin(x \cdot \xi_2) = \sin(x \cdot (-\xi))(-\xi_2)\). Recalling the expression of \(U_0, \Theta_0\), we then conclude the proof of (1.8) by using the above estimates (3.17)-(3.20).

By using
\[
\|\Theta\|_{L^\infty} \leq \|\hat{\Theta}(t, \xi)\|_{L^2} \leq C e^{-\mu(t)} \|\hat{a}_0\|_{L^2},
\|U\|_{L^\infty} \leq \|\hat{U}(t, \xi)\|_{L^2} \leq \|\xi_1^{-1} \xi_2 \cdot \hat{\Theta}(t, \xi)\|_{L^2} \leq C e^{-\mu(t)} \|\hat{a}_0\|_{L^2},
\]
we get
\[ \int_0^\infty \| U, \theta \|_{L^\infty} dt \leq C \log | \log \delta |. \]

Notice that
\[ (U \cdot \nabla) \theta = (U^1 + U^2) \partial_t \theta + U^2(\partial_2 - \partial_1) \theta. \]

Thus, we have
\[
\begin{align*}
\| (U \cdot \nabla) \theta \|_{H^3} & \leq C \left( \| U^1 + U^2 \|_{L^\infty} \| \theta \|_{H^5} + \| U^1 + U^2 \|_{H^1} \| \nabla \theta \|_{L^\infty} \right) \\
& \quad + C \left( \| U^1 \|_{L^\infty} \| (\partial_2 - \partial_1) \theta \|_{H^3} + \| U^1 \|_{H^1} \| (\partial_2 - \partial_1) \theta \|_{L^\infty} \right) \\
& \leq C \delta \delta^2 (\frac{1}{\sqrt{t}})^4 \| a_0 \|_{L^1} \| a_0 \|_{L^2},
\end{align*}
\]

where we use the fact that \( U^1 + U^2 = -(\Delta)^{-\frac{1}{2}}(\partial_2 - \partial_1) \). We then derive that
\[
\int_0^\infty \| U \cdot \nabla \theta \|_{H^1} dt \leq C \delta \delta^2 (\log | \log \delta |)^2,
\]

In a result, we conclude that
\[
\begin{align*}
\left( \| g_0 \|_{H^3}^2 + \int_0^\infty \| U \cdot \nabla \theta \|_{H^1} dt \right) \cdot \exp \left( C \left( \int_0^\infty \| \theta \|_{L^\infty} dt + \int_0^\infty \| U \cdot \nabla \theta \|_{H^1} dt \right) \right) \\
\leq C \left( \delta \delta^2 \cdot | \log \delta | + \delta \delta^2 (\log | \log \delta |) \cdot | \log \delta | \right) \\
\leq \delta \delta^2 | \log \delta |^2 = \epsilon.
\end{align*}
\]

Therefore, we complete the proof of Corollary 1.1. \qed
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