Numerical modeling of diesel and polyoxymethylene dimethyl ether spray in a high pressure chamber using the fischer primary breakup model
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Abstract
In the strive for the climate-neutral and ultra-low emission vehicle powertrains of the future, synthetic fuels produced from renewable sources will play a major role. Polyoxymethylene dimethyl ethers (POMDME or “OME”) produced from renewable hydrogen are a very promising candidate for zero-impact emissions in future CI engines. To optimize the utilisation of these fuels in terms of efficiency, performance and emissions, it is not only necessary to adapt the combustion parameters, but especially to optimize the injection and mixture formation process. In the present work, the spray break-up behavior and mixture formation of OME fuel is investigated numerically in 3D CFD and validated against experimental data from optical measurements in a high pressure/high temperature chamber using Schlieren and Mie scattering. For comparison, the same operating points using conventional diesel fuel were measured in the optical chamber, and the CFD modeling was optimized based on these data. To model the spray-breakup phenomena reliably, the primary break-up model according to Fischer is used, taking into account the nozzle internal flow in a detailed calculation of the disperse droplet phase. As OME has not yet been investigated very intensively with respect to its chemico-physical properties, chemical analyses of the substance properties were carried out to capture the most important parameters correctly in the simulation. With this approach, the results of the optical spray measurement could be reproduced well by the numerical model for the cases studied here, laying the basis for further numerical studies of OME sprays, including real engine operation.
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1 Introduction

Limiting the effects of climate change is one of the most important challenges of this century. Global warming can be attributed directly to anthropogenic greenhouse gases, such as carbon dioxide (CO₂), and thus also to the use of fossil fuels. Current research on vehicle propulsion systems—and internal combustion engines in particular—is, therefore, aiming at both reducing carbon dioxide emissions and exhaust pollutants. In addition to the optimization of engine efficiency, suitable new fuels need to be identified, as the potential for reducing emissions is limited as long as fossil fuels are used. The use of synthetic and potentially CO₂-neutral fuels, such as POMDME (polyoxymethylene dimethyl ether, or OME for short, which will be used in the following) in diesel engines represents a promising approach for eliminating the current disadvantage of fossil fuels in terms of CO₂ emissions. Synthetic fuels can have a positive impact on the CO₂ balance if they are produced sustainably from renewable sources. Several studies have already demonstrated the potential of pure OME and OME blends under a wide range of operating conditions in commercial vehicle and passenger car engines in terms of emissions and also increased efficiency [1–4]. Due to the molecular composition of oxymethylene ethers—CH₃O(−CH₂O−)ₙCH₃—and the associated high oxygen content, virtually soot-free combustion and thus an optimization of the soot-NOₓ trade-off (i.e., the mutual dependence of soot and NOₓ emissions) is possible when pure OME is used without an additional blend.
component [5–7]. As a consequence, nitrogen oxide emissions can also be reduced significantly [8]. However, there is a need for further research, especially with regard to the optimization of engine operation. Due to improved evaporation and mixture formation of OME and its higher cetane number, the processes associated with auto-ignition and combustion also differ from diesel fuel [3]. Therefore, besides the effects of modified hydraulic flow of the injectors, also jet break-up behavior, fuel evaporation and mixture formation play a major role in optimizing the combustion process.

The use of 3D computational fluid dynamics (CFD) simulation is a common approach for predicting in-cylinder flow, injection and combustion. The use of a CFD model to simulate the injection process will also be useful for a deeper understanding of the spray break-up behaviour, and for optimising the combustion system for OME. In particular, the simulation of combustion using chemical reaction mechanisms requires a well-validated injection model to provide reliable input data for the subsequent simulation of combustion. This is particularly relevant due to the heterogeneous nature of the in-cylinder mixture in diesel-like combustion processes. In this study, simulations were performed to investigate the spray formation in a constant volume chamber under high pressure and high temperature boundary conditions. In an experimental study, the spray formation was observed using Schlieren and Mie scattering visualization methods. These optical recordings were used to distinguish the liquid from the vapour phase of the spray and to adjust the simulation model constants at different operating points. The investigations were carried out within the framework of the project “E2Fuels” funded by the German Federal Ministry of Economic Affairs and Climate Action. As OME has not yet been investigated very intensively with respect to its chemico-physical properties, chemical analyses of the substance properties were carried out in order to capture the most important parameters correctly in the simulation. With this approach, the results of the optical spray measurement could be reproduced well by the numerical model for the cases studied here, laying the basis for further numerical studies of OME sprays, including real engine operation. The objective of the corresponding project part is the optimization of the combustion process of a passenger car CI engine operating on various synthetic fuels and fuel blends (particularly hydrogenated vegetable oil—HVO, OME and blends of these two fuels) instead of diesel fuel. For this purpose, investigations were carried out on both a single-cylinder research engine and a 6-cylinder engine, which were operated with the different synthetic fuel blends [8]. In order to analyze the corresponding design variants of the injection system, CFD calculations were carried out and compared with experimental data from the optical investigations. These optical reference experiments were performed to investigate the spray formation in a constant volume chamber under high pressure and high temperature simplifies integration into the existing infrastructure. In addition to its good environmental compatibility (biodegradability, non-toxicity), directly-injected OME fuel is characterized by good mixture formation and soot-free combustion without particle formation. This results from the oxygen bridges which connect all C-atoms in the molecule through an oxygen atom, thus avoiding direct C–C bonds which otherwise contribute significantly to the formation of soot. Oxymethylene ethers, therefore, exhibit a high oxygen content in the molecule [5, 9, 10].

OME is the abbreviation for oligomeric polyoxymethylene dimethyl ether and covers all substances with the structural formula \( CH_2O(−CH_2O−)_n CH_3 \). The fact that like conventional diesel, OME fuels are in liquid state at ambient temperature simplifies integration into the existing infrastructure. In addition to its good environmental compatibility (biodegradability, non-toxicity), directly-injected OME fuel is characterized by good mixture formation and soot-free combustion without particle formation. This results from the oxygen bridges which connect all C-atoms in the molecule through an oxygen atom, thus avoiding direct C–C bonds which otherwise contribute significantly to the formation of soot. Oxymethylene ethers, therefore, exhibit a high oxygen content in the molecule [5, 9, 10].

OME fuels are produced through synthesis processes starting from methanol, which in turn can be produced via sustainable pathways from \( CO_2 \) (or \( CO \)) and \( H_2 \). The production of oxymethylene ethers through both economically viable and ecologically sustainable procedures is currently the subject of numerous research and development activities [3, 11].

For characterization and comparison of OME with diesel, Table 1 shows the properties of diesel according to EN 590, OME1 and OME3–5. The temperature-dependent material data required for the simulation were determined in scientific laboratory tests and are listed in Appendix C. It can be seen that the physical properties of OME depend on their chain length. The low boiling temperature of 42°C and the associated volatility of OME1 might cause problems for in-vehicle storage, and also for blending with diesel. OME3–5—with a boiling temperature very similar to diesel—are much better suited for usage as pure fuels or in blends. Another positive aspect of OME is the increased cetane number. Nevertheless, most fundamental investigations so far have been carried out

| Properties                     | Unit | Diesel B7 | OME3–5 |
|-------------------------------|------|-----------|--------|
| Molecular weight              | g/mol| –         | 136.2–196.2 |
| Density                       | kg/m³| 820.0–845.0* | 1067.0* |
| Oxygen content                | m-%  | 0.75–0.80 | 40.9 |
| Boiling point                 | °C   | 170–390   | 156–242 |
| Cetane number                 | –    | >51.0     | 71.4 |
| Lower heating value           | MJ/l | 35 - 36   | 20.7 |
| Diesel equivalent             | –    | 1         | 1.7 |
| Stoichiometric air–fuel ratio | kg/kg| 14.5      | 6.09–5.64 |

* A 15° C  ** Calculated

| Table 1 Temperature-independent physical properties of the studied oxymethylene ether fuel and EN 590 diesel [5, 11–13] |

2 Theoretical basics and model setup

As OME has not yet been investigated very intensively with respect to its chemico-physical properties, chemical analyses of the substance properties were carried out in order to capture the most important parameters correctly in the simulation. With this approach, the results of the optical spray measurement could be reproduced well by the numerical model for the cases studied here, laying the basis for further numerical studies of OME sprays, including real engine operation. The objective of the corresponding project part is the optimization of the combustion process of a passenger car CI engine operating on various synthetic fuels and fuel blends (particularly hydrogenated vegetable oil—HVO, OME and blends of these two fuels) instead of diesel fuel. For this purpose, investigations were carried out on both a single-cylinder research engine and a 6-cylinder engine, which were operated with the different synthetic fuel blends [8]. In order to analyze the corresponding design variants of the injection system, CFD calculations were carried out and compared with experimental data from the optical investigations. These optical reference experiments were performed to investigate the spray formation in a constant volume chamber under high pressure and high temperature.
are intended to provide information about the combustion mental data, together with the results from the simulations, used to validate the combustion simulation. These experi- measurements were performed which will subsequently be used in this paper to adjust the simulation, also reactive operating on pure OME. Besides the inert measurements flow rate of the injector will be adapted for engine concepts is a different discussions, as it is expected that the hydraulic flow can be almost doubled for the same energy input. However, this tors possible. It still needs to be kept in mind that if the same amount of diesel fuel with the same energy content. Since OME also has a lower oxygen requirement for combustion, the power density of a comparable diesel engine can still be achieved [5, 9, 10].

2.1 Optical measurements

To get an overview of how the spray of the various fuels used in the study differs, experimental measurements in a high temperature/high pressure vessel were carried out. These investigations were subcontracted to Erlangen University and have not been published to date. However, the experimental setup and methodology applied are identical to similar investigations of the same institution [14]. In addition to the fuel, the actuation time, chamber pressure and temperature, as well as the injection pressure were investig- ated for three different injectors which differ in number of holes and hydraulic flow rate. Table 2 lists the relevant parameters and their variations for this paper. The operating points were chosen to allow an optimal characterization of the spray behavior of the different injectors. For this rea- son, the activation duration was also kept constant and not adapted to the corresponding energy content of the fuel. This results in a constant pulse input for the respective injectors and thus makes a direct comparison of the fuels and injectors possible. It still needs to be kept in mind that if the same injector is used for OME as for diesel, the actuation time will be almost doubled for the same energy input. However, this is a different discussions, as it is expected that the hydraulic flow rate of the injector will be adapted for engine concepts operating on pure OME. Besides the inert measurements used in this paper to adjust the simulation, also reactive measurements were performed which will subsequently be used to validate the combustion simulation. These exper-imental data, together with the results from the simulations, are intended to provide information about the combustion process and serve to optimize the single- and multi-cylinder engine operation on the test bench at the institute.

2.2 Spray model

Fuel injection and the associated droplet break-up and evaporation in an internal combustion engine are based on complicated physical phenomena. Spray characteris- tics depend on fuel properties, ambient conditions (tem- perature, pressure, density), injector design and operat- ing conditions. The specific models used to simulate the spray break-up behaviour of diesel and OME are described below. The CFD code used for the simulations discussed in this paper was AVL FIRE\textsuperscript{TM}.

2.2.1 Spray statistics and Lagrangian spray model

For simulating the injection process, the dispersed multiphase flow produced by the injection event needs to be modeled. Due to the high volume fraction of the continu- ous gas phase in the combustion chamber in comparison with the dispersed droplet phase, these two regimes have to be described in a fundamentally different manners. The gas phase is described by the continuum mechanic RANS equations and the $k$-$\zeta$-$f$ turbulence model at a macroscopic level, and solved numerically by discretisation methods. This model has proven to be stable and reli- able in the past in combination with the 3-Zone Extended Coherent Flame Model (Ecfm3z) [15] which will also be used in the combustion calculations to be performed in the next step of the study.

This continuum flow is a model representation, since in reality there is a continuous molecular motion. With a suf- ficiently large number of molecules, the stochastic fluctuations have no more influence on the macroscopic flow, and the assumption of a continuum is justified. Accordingly, the macroscopic flow parameters (velocity, pressure, etc.) are mean values of the microscopic quantities [16].

The continuous phase of the injector nozzle internal flow can be calculated in analogy to the gas phase. In the present work, the results of a nozzle internal flow simulation are used as boundary conditions for the spray simulation at the nozzle orifice, so that the setup of the simulation models is reduced to the description of mixture formation in the combustion chamber.

Since the dispersed phase consists of several million droplets with average diameters in the order of a few microns, solving the conservation equations of each droplet and coupling them vice versa is not practical due to computational time constraints. Based on the microscopic observation (i.e., molecular dynamics) of the injection jet, the droplet behavior can be described statistically and with

| Parameters      | Variations                      |
|-----------------|---------------------------------|
| Fuel            | Diesel, OME3–5 (OME)            |
| Chamber pressure| 50 bar, 65 bar, 80 bar          |
| Chamber tempera-| $600^\circ$C, $650^\circ$C, $700^\circ$C |
| Injection pres-| 500 bar, 1000 bar, 1500 bar     |
| Injector        | 8-hole standard common rail solenoid injector designed for diesel fuel |
additional models. Instead of each individual droplet, a
distribution density function is introduced, specifying
how many fluid particles \( N \) will assume a certain state
(described by droplet velocity \( \mathbf{v}_{Tr} \), location \( \mathbf{x}_{Tr} = (x, y, z) \),
droplet radius \( r_{Tr} \), droplet temperature \( T_{Tr} \)) in a volume
element at a defined point in time [16, 17]:

\[
f(\mathbf{x}_{Tr}, \mathbf{v}_{Tr}, r_{Tr}, T_{Tr}, t) = \frac{dN}{d\mathbf{x}_{Tr} \cdot d\mathbf{v}_{Tr} \cdot dr_{Tr} \cdot dT_{Tr}}
\]

With a known distribution density function, all macroscopic
flow quantities can be derived in analogy to molecular gas
dynamics. A balance equation of the distribution density
function—the so-called spray equation—is used to describe
the spray dynamics [16, 17].

In the present paper, the numerical solution of the spray
equation is based on the Discrete Droplet Model (DDM). In
this process, representative particles (the so-called “par-
cels”) are introduced, representing groups of real droplets
with the same properties. These particles map the distribution
density function at discrete points, so that a solution of
the spray equation can be computed. For illustration, this
discretization is shown in Fig. 1.

### 2.2.2 Modelling of the spray breakup

For each parcel introduced into the computational domain,
differential equations are solved to describe the trajectory,
conservation of momentum, heat transfer, and mass trans-
port. Especially for the spray break-up, the evaporation and
the occurring turbulence as well as the momentum exchange
with the gas phase, a large number of models are already
available for use in CFD calculations. Due to the relative
motion between the gas phase and the fuel droplets, drag
forces counteract the droplet motion. In addition to drag,
pressure forces, gravity, inertial forces, and other external
forces cause a change in momentum. The drag force is pro-
portional to the gas density, the effective droplet surface,
the square of the velocity as well as the drag coefficient.
The standard model according to Schiller and Naumann
as implemented in AVL FIRE™ is used in this paper to
calculate the droplet resistance [18]. For simulating die-
sel injection, the Dukowicz model as described in [19] is
employed. The fuel used in the OME simulation studies is
composed of 60% OME3 and 40% OME4. As the standard
Dukowicz model is only suitable for single-component fuels,
the multi-component model according to [20] and [21] will
be used in this case. This evaporation model is based on the
Abramzon-Sirignano [22] approach and has been extended
by Brenn et al. [23]. Mass transfer is considered separately
for each fluid component, but heat transfer is modeled by a
global mechanism. A homogeneous fluid composition within
a droplet is assumed. A detailed description of the models
is not included here. Further information can be found in
[23] and [24].

The primary break-up of the fuel droplets is a main focus
of this work, since especially the transition from the nozzle
internal flow to the dispersed droplet phase is often only
mapped very inadequately. One reason why the transition
between the effects of the nozzle internal flow and the com-
bustion chamber is not taken into account is the large dif-
ference in length scale, which—beside additional factors—
would require a very fine computational grid and thus lead
to large computing times. Typically, the local flow properties
at the nozzle orifice are not taken into account at all, or nozzle
effects such as turbulence or cavitation are only implemented
via correction factors. By default, a particle size distribution
at the nozzle hole exit is specified in addition to the injec-
tion rate.

In the following investigation, the Fischer Primary
Break-up Model is used for the spray matching between
the optical measurements and the simulation of the injection.
In addition to this model, there are other models available
which take into account the local flow fields at the nozzle
exit in a Lagrangian approach [25]. The model developed by
F. Fischer [26, 27], however, allows a particularly detailed
modeling of the near nozzle region. For the application
of this model, a simulation of the injector internal flow needs
to be carried out previously, so that the flow conditions at
the nozzle orifice are available.

For this purpose, the injector geometry is meshed and
initialized with the appropriate pressures and temperatures.
The different pressure ratios in the injector and in the com-
bustion chamber result in a fuel mass flow which enters the
chamber and vaporizes. In Appendix A, some results of a
generic nozzle flow simulation are given as an example. The
application of the Fischer model is preceded by the setup of
a nozzle file containing the variables for each time step and
each cell of the nozzle hole exit. Additional information
can be found in Appendix B. The local flow properties are then
transferred to an auxiliary polar grid. For the transition from
the continuous flow in the injector to the dispersed dro-
plet spray, the averaged conservation equations for mass and
momentum are solved based on the auxiliary grid, as well
as an adapted k-epsilon turbulence model for a single-fluid model. In this sub-model, the liquid and gaseous phases of the fuel are combined into a fluid with averaged properties [26]. Solving these equations yields the initial breakup of the liquid in the core of the fuel jet. In the next step, the flow field calculated in the single-fluid model is applied to the dispersed fuel droplets. In this process, depending on the fuel mass distribution calculated in the sub-model, the primary blobs are initialized and their position is varied until the fuel droplets represent the fluid properties. The detachment of the secondary droplets is based on the assumption that turbulent fluctuations lead to a perturbation of the fluid surface and the formation of ligaments. Here, the magnitude of these ligaments is due to the size of the local turbulent eddies. After the ligaments reach their critical length at a certain time step, one or more dispersed droplets are formed. The droplet break-up in this case is based either on the Rayleigh mechanism or on aerodynamic break-up [26] the latter being more likely in the present case due to the high flow velocities.

Typically, the breakup process cannot be described entirely by a single model, which also applies for the current case. Hence, in this paper, the Kelvin-Helmholtz/Rayleigh-Taylor hybrid breakup model was implemented to simulate the secondary breakup [28]. Since this is usually considered to be better known than the primary breakup, it is common to use this model.

### 2.3 Modelling the constant volume high pressure chamber and provision of substance data

For the numerical modeling of the injection, the high-pressure chamber used for the optical measurements is discretised. The chamber contours can be reduced to a cylinder. In the center, the external contour of the injection nozzle (i.e., the injector tip) must be taken into account. To reduce the computation time, only one cone of the fuel spray is considered, so that a sector model can be used for the simulation instead of a model of the entire chamber. It is assumed that there are no flow inhomogeneities at the different nozzle holes.

The discretisation of the volume is done by polyhedral grid elements (see Fig. 2), since these are also well-established for engine process simulation. Various mesh studies and test simulations were performed to determine and evaluate the correct cell size. To achieve a better resolution of the jet core and the area near the nozzle, the high-pressure chamber was discretised more finely in these regions by means of a “cone refinement” along the jet axis. The computational mesh used in the present simulation is shown in Fig. 2, with the detailed mesh specifications listed in Table 3.

![Fig. 2 Computational mesh in the sector of one injector (45°) for the spray injection simulation studies](image)

### Table 3 Computational mesh specifications

| Parameter                  | Value    |
|----------------------------|----------|
| Global mesh size           | 0.45 mm  |
| Refinement mesh size       | 0.05 mm  |
| Growth rate                | 1.04     |
| Boundary layers            | 3        |
| Discretization             | Polyhedral|
| Overall cells              | 417873   |

### Table 4 Injection system specifications and boundary conditions

| Component/parameter       | Characterization          |
|---------------------------|---------------------------|
| Injection system          | Common rail system        |
| Injector                  | Magnetic valve injector   |
| Injector actuation duration| 1 ms                     |
| Spray pattern             | 8 cones                   |
| Diameter pressure chamber | 100 mm                   |
| Fuel temperature          | 90 °C                     |
| Rail pressure             | 1000 bar                  |

For the experimental studies, an 8-hole standard common rail solenoid injector designed for diesel fuel was installed in the high-pressure chamber. In both measurements and simulation, the injector actuation duration was kept constant at 1 ms, and the fuel was conditioned to 90 °C like in the measurements, cf. Table 4. The initial conditions need to be chosen depending on the operating point and are listed in Table 5. The resulting mass flow rates are shown in Fig. 3 and demonstrate the significant differences in the flow behavior of the two fuels.
In the simulation tool used, temperature-dependent material data is implemented as user input and employed to model the evaporation and breakup behavior. These values were derived either from literature—as far as available—or from a dedicated fuel analysis based on the fuel components used in the experiments. The material properties and their respective source are listed in Table 6. The results of the fluid analysis are included in Appendix C.

### 3 Results and discussion

For optimizing and validating the numerical modeling of the mixture formation for real injection events, spray visualization measurements, e.g., from a high-pressure chamber operated at realistic conditions are a very valuable tool. For the present investigations, such measurements have been carried out using boundary conditions derived from real engine operating points. The boundary conditions chosen are listed in Table 5. During these measurements, the liquid and the vapor phase were measured simultaneously. These experiments show that while the gas phase continues to penetrate further into the chamber with increasing time after the start of injection and thus describes the tip of the fuel jet, the liquid penetration depth reaches a maximum after a certain injection time. This means that once a certain penetration depth corresponding to the maximum liquid penetration is reached, the evaporation rate is equal to the injection rate (which is kept constant), so that the fuel droplets evaporate but do not penetrate further into the chamber. Thus, the liquid penetration length is characterizing the break-up rate of the jet. The droplet break-up controls the penetration depth, as well as the spray width and the evaporation.

In the following, the penetration depths of the liquid and gaseous phases are compared for the previously listed different operating points. Furthermore, the spray images from the
simulation are superimposed with the optical images taken in the high-pressure chamber, so that a visual comparison is also possible. First, the results for diesel will be presented, followed by the discussion of the OME spray simulation.

3.1 Comparison of diesel spray penetration depths

In Figs. 4 and 5, the simulated liquid and vapor penetration curves as well as the measured liquid and vapor penetration lengths are displayed as a function of time after SOI for the case of 80 bar chamber pressure and 600 °C chamber temperature.

In the simulation, the liquid penetration depth shows an overshoot at the end of the first injection phase before the characteristic penetration depth is reached at which the injection rate and the evaporation rate are in equilibrium. Simulations at other operating points also show a similar slight overshoot. This behaviour could be caused by the calculation method on which the evaluation is based. Dispersed droplets also contribute to the penetration depth of the liquid phase. In the experiments, an intensity threshold value must be determined to calculate the penetration depth. Similarly, such a threshold value is also determined in the simulation results. Here, the liquid penetration depth is defined as the mass-averaged distance of the 1% droplets dispersed farthest from the center of the nozzle hole.

Furthermore, especially the near nozzle area and the mechanisms during the needle opening phase are very difficult to describe correctly with respect to the underlying physics, so that a deviating formation of the fuel spray could also lead to the observed behaviour. In particular, the graphic evaluation of the simulation results shows an accumulation of droplets at the spray tip during the first phase of the injection, disappearing after approx. 500μs.

Nevertheless, the liquid penetration depths in the simulation occurring after approx. 600μs agree well with the measured values, especially for the gas phase. At the beginning of the injection, the gradient of the gas penetration depth deviates slightly from the measured penetration depth. The gradient is higher than in the optical recordings, but decreases as soon as the injection velocity is constant.

Figures 6 and 7 show a comparison of simulation and measurement for the influence of a chamber pressure variation on the mixture formation and the spray penetration depths, respectively. As already observed in the measurements, the simulation shows that the penetration depths of both the liquid phase and the disperse droplet phase decrease with increasing chamber pressure at the same injection rate or injection quantity (depending to a large extent on the rail pressure and the actuation time, however, both almost constant). The higher the relative velocity between the combustion chamber gas and the fuel droplets on one hand, and the higher the density in the combustion chamber (thus the chamber pressure) on the other, the better the diesel fuel
mixture formation. As a result of the fuel jet entering the combustion chamber, the surrounding air is accelerated. With increasing chamber pressure, the momentum exchange increases, resulting in improved mixture preparation and locally leaner A/F ratios. The jet cone angle increases slightly, while the jet penetration depth decreases. Accordingly, the evaporation rate increases as the chamber pressure rises.

The comparison between the curves of the spray penetration depths over time of the optical measurements and the 3D CFD simulation at varying chamber pressures shows that the penetration depths are largely reproduced correctly. There is a tendency of the simulated penetration depth to lag behind and decrease less than in the experiments. With higher chamber pressure, the difference between measurement and simulation becomes smaller. Basically, the penetration behavior is particularly dominated by the mixing processes and the momentum exchange with the ambient gas. After the start of injection, the penetration depth of the fuel spray increases linearly until the evaporation rate equals the injection rate. As soon as this equilibrium is reached, the liquid phase of the fuel spray does not penetrate further into the combustion chamber. The increase in penetration depth from the start of injection up to 300µs can be mapped very well numerically. The gas phase also fits very well.

In Figs. 8 and 9, another comparison of penetration depths is displayed; however, this time for a variation of chamber temperature at a constant chamber pressure of 50 bar. The higher the chamber temperature, the faster the evaporation of the droplets and the lower the penetration depth of the liquid phase. This trend can also be found in the simulation results. When the colder injection spray enters the hot combustion chamber, a heat flow takes place between the combustion chamber gas and the fuel droplets due to the temperature gradient. The temperature of the surrounding gas phase has a decisive influence on the evaporation rate. However, as density decreases with increasing temperature, the momentum exchange is again reduced. The comparison between the simulation and the spray visualization results for the penetration depth with varying gas temperature shows that the progression and the physical phenomena can be reproduced well. However, the differences between the liquid phase penetration depths observed in the experiments are larger for the same temperature steps than those obtained from the simulation. In contrary to the liquid phase, the vapor penetration shows no significant dependency on temperature.

The numerical modeling produces quite good results for the gas phase, which largely coincide with the measurements. The deviation of the gradient of the penetration depth from the experimentally determined curves is due to the slightly different injection patterns during the first 300 microseconds, resulting from the nozzle internal flow simulation.

In summary, it can be stated that the penetration depth is basically a function of injection pressure, combustion chamber temperature, combustion chamber pressure and the spray hole geometry, as well as the fuel properties. Numerical modeling of injection taking into account the internal injector flow and using the Fischer primary decomposition break-up model, yields good results for diesel in terms of liquid and gas phase penetration depth. There is a tendency for the simulated liquid phase penetration depths to slightly underestimate the measured values, both for the pressure and the temperature variation. The curves of the gas phase penetration depth can be reproduced much better compared to
the liquid phase. It should be noted that the calculated results from the optical measurements used here are mean values from 32 individual injections and for all of the spray jets, thus eliminating fluctuations in the penetration depths which might occur in reality. It also needs to be taken into account that the boundary conditions, in particular the results of the nozzle internal flow simulation as input for the Fischer primary break-up model, might differ slightly from the real conditions. Still, the simulation settings determined in the present paper (spray parameters, discretisation settings) can be transferred to a subsequent combustion simulation, as the differences in mixture formation are small.

For the three-dimensional evaluation of the spray shape, the simulation results are compared to the optical results from the injection chamber in the following. The operating point with a chamber pressure of 80 bar and a temperature of 600 °C is used as an example. The comparison aims primarily at assessing the development of the spray cone angle and the penetration depth of the liquid and gaseous phases using intensity-based mean value images, cf. Figs. 10 and 11. It needs to be taken into account that the simulated fuel spray only represents one single spray cone. For optical comparison, the representation of discrete parcels is chosen for the numerically calculated liquid phase. The simulated gas phase is represented with blue isosurfaces. These include all surfaces with a vapour content above 1%.

Both the simulation and the optical images show that immediately after SOI the fuel spray (liquid phase) has a mushroom-like shape at the jet tip and an associated larger jet cone angle, see Fig. 10b, c. When the injection rate and the evaporation rate are in equilibrium, a better correlation between simulation and measurement can be observed. The simulated fuel jet tends to show a smaller jet cone angle, but the core of the injection jet fits very well.

The trace for the gas phase also shows that the numerical modeling can reproduce the actual evaporation behavior, in
Fig. 11  Intensity-based average images of Schlieren measurements (white) compared with simulation results (blue) at 80 bar and 600 °C (diesel fuel)

(a) 0.1 ms  
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Fig. 12  Liquid and vapor penetration depth diesel vs. OME (measurements) at 80 bar and 600 °C

Fig. 13  Liquid penetration depth of OME (simulated vs. measured)
Fig. 14 Intensity-based average images of Mie scattering meas-
measurements (white) compared with simulation results (blue) at 80
bar and 600 °C (OME fuel)

(a) 0.1 ms  (b) 0.2 ms  (c) 0.3 ms

(d) 0.5 ms  (e) 0.7 ms  (f) 1 ms

(g) 1.5 ms  (h) 2 ms

Fig. 15 Liquid penetration depth of OME for different chamber pressures (simulated vs. measured)

Fig. 16 Liquid penetration depth of OME for different chamber temperatures (simulated vs. measured)
particular the intensity center of gravity. In the boundary areas, it can be seen that the spray cones derived from the optical measurement are slightly larger. However, penetration depths are identical. 1.4 ms after the start of injection, the fuel vapour reaches its maximum penetration depth due to the calculation area selected in the simulation.

### 3.2 OME spray simulation

For the OME spray simulation and experiments, the same approach as described above for diesel was used. Before evaluating the results, we will first take a look at the

**Fig. 17** Vapor penetration depth of OME (simulated vs. measured)

**Fig. 18** Intensity-based average images of Schlieren measurements (white) compared with simulation results (blue) at 80 bar and 600 °C (OME fuel)

**Fig. 19** Vapor penetration depth of OME for different chamber pressures (simulated vs. measured)

**Fig. 20** Vapor penetration depth of OME for different chamber temperatures (simulated vs. measured)
penetration depths of OME and diesel obtained from the measurement in direct comparison. Figure 12 represents the liquid and the vapor penetration depth as a function of time. From the Schlieren and Mie scattering measurements, it is evident that OME has a significantly reduced liquid penetration depth compared to diesel. The associated faster evaporation results from accelerated droplet decomposition. The penetration depth of the fuel vapor, on the other hand, is almost identically for both fuels in the present case.

As obvious from Fig. 13, the characteristic of the OME injection is reproduced well in the simulation. The decisive factor here is the implementation of the specific substance data of the respective pure fuels (OME3 and OME4). As already described, dedicated measurements were carried out here to determine the temperature-dependent variables, such as density, viscosity, specific heat capacity, etc. (see Table 6).

Since the proportion of OME5 in the mixture used here is almost negligible and no material data are available for OME5, a mixture of 40% OME3 and 60% OME4 is used for the simulation. For validation, the chamber pressure and the chamber temperature have also been varied. The results show good agreement between the simulation and the measurements performed in the high pressure chamber.

Figure 13 shows the liquid penetration depth as a function of time. Similar to the diesel simulation runs, the overshoot for the time interval between 0.2 and 0.5 ms can also be found here. As already explained, this results from the numerical calculation of the penetration depth for which, unlike in the experiment, also very small individual droplets are included in the calculation. Besides, inaccuracies of the primary breakup modeling might contribute to this effect [26, 31]. After about 0.5 ms, the penetration depth approaches a constant value, lying largely within the statistic deviation of the measurement results. Even though the calculations for OME still leave room for improvement in some areas regarding the penetration depth, the difference compared to diesel can be reproduced acceptably.

In Fig. 14, the simulation of a single jet is superimposed on an intensity-based average of the measurements for different time steps. After the initial overshoot, which is again visible through a mushroom-like breakup [Fig. 14(b) and (c)], an acceptable agreement of the simulated injection jet with the measured jet can be detected. However, it is also obvious that model adjustments are still necessary to optimize the injection process, especially at the beginning and at the end. Nevertheless, the difference between diesel and OME can be reproduced well. The pressure and temperature variations also show quite good agreement between the liquid penetration depth and the corresponding measured values. In Figs. 15 and 16, the penetration depth is again plotted as a function of time.

Looking at the gas phase, it is also visible that the agreement lies within the tolerances of the measurement. In Fig. 17, the gas penetration depth is plotted vs. time; in this case at an internal chamber pressure of 80 bar and a chamber temperature of 600 °C. The gas phase penetration is captured well in the simulation. Hence, it can be concluded that the entrainment of the ambient gas is modeled correctly.

The spray visualization further substantiates this statement. As obvious from Fig. 18, the simulation results coincide very well with the images from the measurement. When varying the pressure in the chamber, the expected effect can also be found.

As with the diesel calculations, an increase in the internal chamber pressure leads to a reduction of the penetration of both the liquid and the gaseous phase of the injected fuel (Figs. 15 and 19). When the temperature is increased, the liquid phase shows a similar change as observed during the pressure variation. Similar to the observations made with Diesel fuel, the gas phase penetration does not change notably at varying chamber temperatures (cf. Figs. 16 and 20).

4 Summary and outlook

Current research activities in the field of synthetic fuels require the development of appropriate numerical models for the injection and combustion of these new fuels to be able to understand and optimize the engine process, and thus exploit the full potential in terms of pollutant and CO₂ emissions. Jet breakup behavior, fuel evaporation and mixture formation play a major role in this context. In the current investigation, the jet breakup behavior of diesel fuel and OME is modeled in 3D CFD for several parameter variations (ambient pressure/temperature and injection pressure) and compared with the results from experiments carried out in a high-pressure chamber. The investigations are carried out using a standard 8-hole diesel injector, without any special adaptations of the nozzle to OME.

To model the primary breakup reliably, the Fischer breakup model has been used for calculating the distribution
of the primary droplets in a single-fluid model based on the results of an internal nozzle flow simulation, thus modeling the region near the nozzle particularly well. The injection rates and valve actuation times in the internal nozzle flow simulation were adapted to the optical measurements to generate the nozzle file underlying the Fischer model.

Furthermore, fluid analyses were carried out to characterize the fuel, as the relevant data were not available from literature. The values obtained from the analysis were used to implement the most important material parameters in the simulation program AVL FIRE™. To validate the injection of diesel and OME simulated in a sector model, the experimentally determined data from Schlieren and Mie scattering images were used. The study was carried out for several operating points. The jet penetration behavior of the liquid and gas phases were investigated, as well as the optical appearance of the fuel jet. The optical measurements could be reproduced well by the numerical model for both diesel and OME. In particular, the center of intensity and the penetration depth of the fuel jet could be modeled acceptably. Deviations observed in the liquid phase still require more intensive investigations and could possibly be improved by further optimization of the injector internal flow simulation. Particular attention also needs to be paid to the overshoot at the start of injection and to the deviations in the liquid penetration depth of OME.

In continuation to this study, it is planned to carry out combustion simulations. The results of these simulations will help to judge whether the combination of injection models presented in this paper ensures sufficiently accurate modeling of combustion.

A nozzle flow

Figure 21 shows exemplarily some selected results of an injector internal flow simulation, here represented by the volume fraction of the different phases of the fuel (liquid and vaporized) at the beginning of the injection and after about 0.8 ms. The cavitation at the injection hole entrance is well visible in all images and needs to be taken into account in the subsequent modelling by the Fischer model.

Fig. 21 Volume fraction determined by the injector internal flow simulation at selected time steps

---

1 The illustrations are taken from a generic simulation and are intended only as an example of the simulations carried out, since the geometry data are subject to confidentiality and may not be published.
B nozzle file

In Figs. 22 and 23, the structure of the nozzle file is shown. In the header, the plane of the nozzle hole is defined, cf. Fig. 22. The body is divided into two lines per cell and contains the respective flow variables, such as the coordinates in x,y,z direction, the velocity components u,v,w, as well as the density of the two fuel phases, the turbulent kinetic energy, the dissipation rate, the volume fraction and the size of the cell (see Fig. 23).
C substance data

See Figs. 24, 25, 26, 27, 28, 29, 30, 31.
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