Quantum Zeno suppression of dipole-dipole forces
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We consider inter-atomic forces due to resonant dipole-dipole interactions within a dimer of highly excited Rydberg atoms, embedded in an ultra-cold gas. These forces rely on a coherent superposition of two-atom electronic states, which is destroyed by continuous monitoring of the dimer state through a detection scheme utilizing controllable interactions with the background gas atoms. We show that this intrinsic decoherence of the molecular energy surface can gradually deteriorate a repulsive dimer state, causing a mixing of attractive and repulsive character. For sufficiently strong decoherence, a Zeno-like effect causes a complete arrest of interatomic forces. We finally show how short decohering pulses can controllably redistribute population between the different molecular energy surfaces.

PACS numbers: 82.20.Rp, 32.80.Rm, 42.50.Gy, 03.65.Xp

Introduction: Through the extreme properties of Rydberg states [1], ultracold Rydberg physics allows the study of chemical phenomena in hitherto unavailable realms. Examples are homo-nuclear molecules bound over enormous distances and possessing a permanent dipole moment [2–10], control of chemical reactions [11] and non-adiabatic ”nuclear” dynamics involving conical intersections [12, 13] over vastly inflated length scales [14–16]. In all the latter cases, the role of chemical nuclei is taken by entire atoms including their valence electron and the motion of these is governed by Born-Oppenheimer (BO) surfaces as in molecular physics, that however arise in a simpler manner through just resonant electronic dipole-dipole interactions. Most importantly interactions have long ranges $\sim O[10\mu m]$.

Since neighboring ”nuclei” in Rydberg Chemistry are thus many orders of magnitude farther apart than in usual molecules, we enter a previously inaccessible regime where these can be coupled to separate, strongly coupled perturbing environments. This enables novel physics through the loss of coherence between electron configuration basis states that make up a BO surface, thus intrinsic to the energy surface. Previous studies of decoherence in molecules dealt instead with the loss of coherence between vibrational states on a given surface [17–19] or between different BO surfaces [20]. In these cases decoherence is due to coupling to the environment represented by additional molecular degrees of freedom of the molecule or a solvent.

A natural candidate for a quite different perturbing environment in the case of Rydberg chemistry is the cold background gas in which Rydberg molecules or aggregates are typically created. Exploiting the gas will additionally allow dynamical control of decoherence channels [21], in contrast to the typical situation encountered in molecular physics.

Here we thus consider a dimer of two dipole-dipole interacting Rydberg atoms, immersed in the background gas of ground-state atoms. Due to the exaggerated interactions of atoms in Rydberg states [1], the dimer constituents are strongly coupled even when their separation $r$ vastly exceeds the mean ground-state atom spacing $d$, as sketched in Fig. 1. Rydberg excitations within a background gas have been realized, keeping many of the properties of Rydberg states preserved despite the immersion [9–22, 30]. Importantly the background offers means to probe the embedded Rydberg system [25–34] and to engineer controllable decoherence [21, 35, 36].

FIG. 1: (color online) Sketch of embedded Rydberg dimer. The dimer atoms (blue/orange) initially experience repulsive forces (solid brown arrows) due to resonant dipole-dipole interactions. Due to decohering interactions with the background atomic cloud (green), these interactions gradually become partially attractive (dashed brown arrows). For annotations on level diagrams and critical radii $R_{c,s/p}$ see text.

In our system, the molecular states governing the dimer are simple coherent superpositions $|\varphi_{\text{rep/att}}\rangle = (|ps\rangle \pm |sp\rangle)/\sqrt{2}$ of two electronic Rydberg states $|s\rangle$ and $|p\rangle$ of the constituent atoms. The subscripts indi-
cate the repulsive or attractive character of these simple BO surfaces. The background gas can now be used to infer the location (motion) and electronic state of these two Rydberg atoms as discussed in ref. [21]. This allows to distinguish the two constituents of the superposition $|ps\rangle$ and $|sp\rangle$. We show that the resulting measurement induced decoherence disrupts the superpositions on which the BO surfaces rely, changing the character of internuclear forces from repulsive to partially attractive. Earlier studies on decoherence of dipole-dipole interaction in Rydberg gases did not consider the effect on atomic motion, nor could a dipole-dipole interacting system and a decohering environment be distinguished [36–39].

We further show that dipole-dipole acceleration in the dimer can be brought to a complete arrest, furnishing a quantum Zeno effect [40, 41] for motional dynamics with experimentally accessible parameters. Finally, we demonstrate how short pulses of strong environment coupling (decoherence) can be exploited to shuffle population transitions from $|\pi_1\rangle$, with Rabi frequency $\Omega_p$ and detuning $\Delta_p$, to $|\pi_2\rangle$ with Rabi frequency $\Omega_q$ and detuning $\Delta_q$. The state $|e\rangle$ spontaneously decays with rate $\Gamma_p$ to $|g\rangle$. Overall we realize electromagnetically induced transparency (EIT) in the ladder configuration [42–44].

We have shown in ref. [21] based on [32, 33] how interactions between the dimer atoms and background atoms in state $|g\rangle$ allow one to infer which dimer atom is in the $|p\rangle$ state, thereby also providing controllable decoherence in the electronic state space spanned by $|\pi_1\rangle$, $|\pi_2\rangle$. While ref. [21] was based on parameters where all atomic motion could be ignored in a frozen gas regime, we now focus explicitly on the effect of this decoherence on the dipole-dipole induced relative motion of the Rydberg dimer. The Hamiltonian for only the dimer is

$$H = -\frac{\hbar^2 \nabla^2}{2m} + H_{dd}, \quad H_{dd} = W_{12}(r)|\pi_1\rangle\langle\pi_2| + c.c.,$$

(1)

describing two atoms of mass $m$ with relative co-ordinate $r$ and dipole-dipole interactions $W_{12}(r) = \mu^2/r^3$ ($W_1 \equiv 0$). Anticipating the de-cohering effect of the background atoms described in [21] onto these dipole-dipole interactions, we model our system in terms of a density matrix $\rho = \sum_{n,m} \int dr dr' \rho(r,r') nm |r\rangle \langle r'| \otimes |\pi_n\rangle \langle\pi_m|$, the elements of which follow the van-Neumann evolution equation

$$\dot{\rho}(r,r')_{nm} = -\frac{i}{\hbar} H_{nm}(r,r') \rho(r,r')_{nm}$$

$$+ \sum_k (W_{nk}(r) \rho(r,r')_{km} - W_{km}(r') \rho(r,r')_{nk})$$

$$+ \left( \frac{\Delta E}{\hbar} - \frac{\gamma}{2} \right) (1 - \delta_{nm}) \rho(r,r')_{nm}.$$  

(2)

A derivation of Eq. (2) is given in the supplemental material [45], where we also formally define the "position eigenstates" $|r\rangle$ used in the definition of $\rho$. The last row of Eq. (2) contains disorder (an energy shift) $\Delta E$ and dephasing $\gamma$ in the dimer electronic state space. Both are tunable through the atomic and optical parameters $\Omega_p/c$, $\Delta_p/c$, $\Gamma_p$ and interactions of dimer atoms in $|s/p\rangle$ with background gas atoms in $|r\rangle$ as described in [21, 53].

The dephasing $\gamma$ arises because state dependent light absorption by the background gas allows one to experimentally distinguish the aggregate states $|\pi_{1,2}\rangle$. Briefly, interactions cause a breakdown of EIT within a critical radius $R_{c,s/p}$ around an $s/p$ impurity as shown in Fig. [1] causing absorption shadows of the corresponding size. When $R_{c,s} \neq R_{c,p}$, observation of the shadow sizes allows discrimination of $|\pi_{1,2}\rangle$, for further details we refer to [21, 53]. The shadow centres correspond to the locations of the dimer atoms, so the same mechanism allows the observation of dimer separation $r$.

Since the Rabi frequencies $\Omega_{p/c}(t)$ can vary in time, also $\gamma$ can vary in time, hence we will refer to it as controllable decoherence. Disorder $\Delta E$ originates from possibly different local environments of background atoms around each aggregate atom.

In the following we explicitly consider atomic states $|s\rangle = |34s\rangle$, $|p\rangle = |34p\rangle$ and $|r\rangle = |38s\rangle$ for $^{87}$Rb. The resulting inter-atomic interactions can be found in [21]. For the parameters used, the disorder $\Delta E$ will be negligible and is hence set to zero.

**Decohering dipole-dipole interactions:** The dipole-dipole interaction Hamiltonian $H_{dd}$ has two eigenstates $|\varphi_{rep/att}\rangle = (|\pi_1\rangle \pm |\pi_2\rangle) / \sqrt{2}$, with repulsive and attractive potentials $U(r)_{rep/att} = \mp \mu^2 / r^3$ [46–50]. We now investigate the effect of decoherence $\gamma$ on a dimer initialised in the repulsive state

$$\dot{\rho}(t = 0) = |\phi_0\rangle \langle\varphi_{rep}| \otimes |\varphi_{rep}\rangle \langle\varphi_{rep}| \otimes |\phi_0\rangle$$

(3)

through numerical solutions of (2) [57, 58], as shown in Fig. [2]. In the expression above $|\varphi_{rep}\rangle = \phi_0(r) = |N\rangle \exp[-(r - r_0)^2/(2\sigma^2)]$ represents the initial wave function for the relative co-ordinate $r$, normalized to $1 = \int dr |\phi_0(r)|^2$ via $N$. 

For short times $t \lesssim 8 \mu s$ we see repulsive acceleration as expected. However the dephasing terms in Eq. (2) are gradually destroying the quantum coherence between $|\pi_1\rangle$ and $|\pi_2\rangle$, evolving the dimer state towards the incoherent mixed state $\hat{\rho}_M = |\pi_1\rangle\langle\pi_1| + |\pi_2\rangle\langle\pi_2|/2$. The latter can also be written as $\hat{\rho} = |\varphi_{rep}\rangle\langle\varphi_{rep}| + |\varphi_{att}\rangle\langle\varphi_{att}|/2$, thus this process will gradually populate the attractive potential. This can be seen in Fig. 2 at later times, where the dimer now is attractive with some probability. We also see that while the repulsively moving part of the system has largely preserved the initial spatial phase coherence $\rho(r,r') > 0$ for $|r-r'| \lesssim \sigma$, the attractively evolving part of the system has lost its phase coherence with the remainder, as it was created through a incoherent process.

Zeno arrest of motion: For de-coherence rates $\gamma$ small compared to the initial dipole-dipole interaction $W_{12}(r_0) \approx 2.2$ MHz, the slow decoherence studied above essentially acts as a transfer channel onto the attractive potential surface. For much larger decoherence rates, we observe a total arrest of the acceleration of the dimer through dipole-dipole interactions as shown in Fig. 3. For these large $\gamma$, the coherence between $|\pi_1\rangle$ and $|\pi_2\rangle$ is quickly damped to zero following switch-on of controllable decoherence, as seen in Fig. 3 (a). It is subsequently forced to remain zero. For $\rho(r,r')_{12} = \rho(r,r')_{21} = 0$ one can see from Eq. (2) that no acceleration will take place, since all terms $\sim W_{12}(r)$ vanish. This reflects that dipole-dipole interactions essentially rely on the coherence between the two basis states $|\pi_1\rangle$ and $|\pi_2\rangle$. To quantify the arrest of acceleration, we show in Fig. 3 (b) the normalized final kinetic energy $E_f = E(t_f)/E_0$ of the dimer. At the chosen final time, $t_f = 19.8 \mu s$, the dimer has been significantly accelerated to kinetic energy $E_0$ in the fully coherent case with $\gamma = 0$. For rates $\gamma$ in excess of $W_{12}(r_0) \approx 2.2$ MHz, which are in reach of experiments [24], acceleration is almost entirely suppressed.

We recognize a quantum Zeno effect, in which a system that is sufficiently frequently measured is frozen in its initial quantum state [10, 11]. Since the dephasing rate $\gamma$ arises through gathering position and state information about our embedded Rydberg dimer [21], the phenomenon shown in Fig. 3 furnishes a position space manifestation of the quantum Zeno effect, intriguingly close in spirit to the original philosophy of Zeno regarding the motion of an arrow.

Control through decoherence: Employing decoherence and dissipation to engineer quantum states is becoming an active field of research [33, 42, 44, 60]. The preceding example already demonstrates a type of control over the motional state through decoherence. An attractive feature of controllable decoherence due to EIT imaging in our setup is the possibility to vary it in time. We now consider a time-dependent dephasing rate $\gamma(t) = \sum_{P} \gamma_0 \exp[-(t-t_{n0})^2/\tau^2]$, which is the sum of $P$ Gaussian pulses at times $t_{n0}$ with durations $\tau$.

We show in Fig. 4 that strong pulses with $\gamma_0 = 4$ MHz can suddenly redistribute population from one energy surface onto both in an incoherent fashion. The simulation begins in the pure repulsive initial state $|\psi\rangle_0$. The decohering pulse around $t_{10} = 2 \mu s$ rapidly turns this into the mixed state $\hat{\rho}_M$, which contains both surfaces. Due to dipole-dipole forces, the populations of the dimer on the repulsive and attractive surfaces spatially de-mix with some delay after the pulse, as can be seen in panel (c) around 10 $\mu s$. This is also reflected in mean local purity, defined as $P_{loc}(t) = \int dr P(r,t)n(r)$ with $P(r,t) = \{\rho(r,r)_{11} + 2\rho(r,r)_{12}\rho(r,r)_{21} + \rho(r,r)_{22}\}/\rho(r,r)_{11}^2 + \rho(r,r)_{22}^2\} - 1$. We have chosen $P(r,t)$ such that $P = 1$ when the electronic state at distance $r$ is pure and $P = 0$ when it is mixed. The spatial demixing thus leads to a revival of the mean local purity. The dimer-components on the repulsive and attractive surface are then de-cohered a
second time around $t_{00} = 11$ μs, resulting, again with some delay, in a total of four separate component of motion. Once these have spatially segregated ($t \approx 23$ μs), the mean local purity returns to unity, since locally the system is again everywhere in a pure state.

**Practical implementation:** The Rydberg electron experiences direct contact interactions with surrounding ground-state atoms, in addition to the controllable interaction via EIT [61]. This can cause a reduction of Rydberg state life-times [24, 62] and residual decoherence. Since a rate $\gamma = 1$ MHz can be realized at relatively low densities $\rho = 5 \times 10^{17}$ m$^{-3}$ [53], with a mean number of only 0.25 ground-state atoms in the Rydberg orbital volume, we expect these effects to be small, with an extrapolated Rydberg dimer life-time of about 27 μs. Also (dressed) forces acting on ground-state atom are small. We can calculate the strength of a disorder term $\Delta E$ in Eq. [2] as discussed in [21] and reach $\Delta E \approx 0.1$ MHz for the parameters above, small compared to dipole-dipole strengths $W_{12}$.

**Conclusions and outlook:** We have shown how forces controlling a dimer of Rydberg atoms can be gradually turned from repulsive to attractive or entirely suppressed, through controlled destruction of the superposition of two-atom electronic states that furnish the underlying molecular potential. Our results highlight the importance of intra-molecular quantum coherence for the definition of chemical Born-Oppenheimer surfaces, and open up a research arena on the influence of controllable decoherence on energy transport and atomic motional coherence [21] on energy transport and atomic motional coherence [21].

**SUPPLEMENTAL INFORMATION**

This supplemental material provides the derivation of our master equation governing dimer motion and the complete Hamiltonian describing the dimer embedded in a background cold gas.

**Master equation for relative motion:** We intend to treat the relative coordinate $r$ of the dimer quantum mechanically. Due to the presence of decoherence in the system, we have to describe it with a density matrix

$$\dot{\rho} = \sum_{kl} \rho_{k\alpha,l\beta} \phi_k \otimes |\pi_{\alpha}\rangle \langle \phi_l| \otimes \langle \pi_{\beta}|, \quad (4)$$

where $|\pi_{\alpha}\rangle$ is the basis of the electronic state and $|\phi_n\rangle$ an arbitrary basis for the motional Hilbertspace. From the Hamiltonian (1) in the main article, we derive the van-Neumann equation $i\hbar \dot{\rho} = [\hat{H}, \rho]$ with the short-hand $\hat{T} = -\hbar^2 \partial^2 / \partial r^2$ for the kinetic energy operator. The resulting expression is immediately sandwiched between $\langle r \otimes |\pi_{\alpha}\rangle |\pi_{\beta}\rangle \otimes \langle \pi_{\alpha}|$, where $|r\rangle$ is the abstract position space basis, so that $\phi(r)_k = \langle r | \phi_k \rangle$ is the position space representation of the basis element $|\phi_k\rangle$. We obtain:

$$i\hbar \sum_{kl} \rho_{k\alpha,l\beta} \langle r | \phi_k \rangle \langle \phi_l | r' \rangle =$$

$$= \sum_{kl} \left\{ \rho_{k\alpha,l\beta} \left( \langle r | \hat{T} | \phi_k \rangle \langle \phi_l | r' \rangle - \langle r | \phi_k \rangle \langle \phi_l | \hat{T} | r' \rangle \right) \right\}$$

$$+ \sum_i W_{12} \left( \delta_{i\alpha} \delta_{i\beta} - \rho_{k\alpha,l\beta} \delta_{i\alpha} \right) \langle r | \phi_k \rangle \langle \phi_l | r' \rangle, \quad (5)$$

where $\delta_{ij} = 1 - \delta_{ij}$, using $i, j \in \{1, 2\}$, and $\delta_{ij}$ is the Kronecker delta. We now define the position space representation of the density matrix $\rho(r, r')_{nm} = \sum_{kl} \rho_{k\alpha,l\beta} \langle r | \phi_k \rangle \langle \phi_l | r' \rangle$ used in the main article and note that $-\hbar^2 \partial^2 / \partial r^2 \rho(r, r')_{nm} = 0$. 

**FIG. 4:** (color online) Repeated application of dephasing pulses with $\gamma_0 = 4$ MHz can control relative system populations on the repulsive- and attractive energy surfaces. (a) Time dependent dephasing rate $\gamma(t)$. (b) Resulting mean local purity $P_{\text{loc}}(t)$, see text. (c) Ensuing radial probability density $n(r, t)$.
\[ \sum_{kl} \rho_{kn,lm}(r | \hat{T} | \phi_k) \langle \phi_l | r' \rangle \text{ and } -\hbar^2 \partial_r^2 / \partial r^2 \rho(r, r', r_0) = \sum_{kl} \rho_{kn,lm}(r | \phi_k) \langle \phi_l | \hat{T} | r' \rangle \text{ are the consistent position space representations of the kinetic energy operator. We finally arrive at the first two lines of Eq. (2) of the main article. The third line in the main article arises through coupling to the background gas and is discussed in the next section.} \]

Hamiltonian for embedded dimer system: We describe the detailed interplay of Rydberg atoms embedded in (and interacting with) an optically driven background gas in [21]. Here we provide a brief summary of the relevant Hamiltonian and results. The entire system of Rydberg dimer and background atoms is governed by a many-body Master equation

\[ \dot{\rho}_{MB} = -i[\hat{H}, \rho_{MB}] + \sum_{\alpha} \mathcal{L}_{E_\alpha}[\rho_{MB}]. \]

(6)

Here \( \rho_{MB} \) now describes only the electronic state space of dimer and background atoms, the motion of the dimer has been separately discussed above. This disentangling of the motional- and part of the electronic dynamics is justified when the equilibration time-scale inherent in (6) is much faster than that of motion, which is fulfilled here.

The Hamiltonian consists of four parts, \( \hat{H} = \hat{H}_{dd} + \hat{H}_{EIT} + \hat{H}_{int} \), for the dipole-dipole interactions, the background gas of three-level atoms and van-der-Waals (vdW) interactions between atoms that are in a Rydberg state. The super-operator \( \mathcal{L}_{E_\alpha}[\hat{\rho}] \) describes spontaneous decay of the background atom \( \alpha \) from level \( | e \rangle \), thus \( \mathcal{L}_{E_\alpha}[\hat{\rho}] = \hat{\rho} \hat{O}_e \hat{O}_e^\dagger - (\hat{O}_e^\dagger \hat{\rho} + \hat{\rho} \hat{O}_e^\dagger \hat{O}_e) / 2 \) and the decay operator is \( \hat{L}_\alpha = \sqrt{\gamma_{\alpha}} \hat{\sigma}_{\alpha e} \), with \( \hat{\sigma}_{\alpha e} = || k \rangle \langle k' ||_\alpha \) acting on atom \( \alpha \) only and \( k, k' \in \{ g, e, r, s, p \} \).

In addition to \( \hat{H}_{dd} \) from the main article the Hamiltonian for the background gas in the rotating wave approximation reads

\[ \hat{H}_{EIT} = \sum_{\alpha} \left[ \frac{\Omega_p}{2} \hat{\sigma}_{\alpha eg} + \frac{\Omega_p}{2} \hat{\sigma}_{\alpha re} + \text{h.c.} \right], \]

(7)

where \( \Omega_p,c \) are the probe and coupling Rabi frequencies. Typically \( \Omega_p \ll \Omega_c \) which corresponds to conditions of electromagnetically induced transparency (EIT) used for Rydberg atom detection [32, 33].

Background atoms interact among themselves and with the aggregate through vdW interactions

\[ \hat{H}_{int} = \sum_{\alpha \neq \beta} V_{\alpha \beta}^{(rr)} \hat{\sigma}_{\alpha r}^\dagger \hat{\sigma}_{\beta r} + \sum_{\alpha \in \{ s, p \}, \alpha n} V_{\alpha n}^{(rs)} \hat{\sigma}_{\alpha r}^\dagger \hat{\sigma}_{\alpha n}^\dagger. \]

(8)

As in [21] we assume isotropic interactions, and quantum states \( | s \rangle = | 43s \rangle, | p \rangle = | 43p \rangle \) and \( | r \rangle = | 38s \rangle \) in \(^{87}\text{Rb}\), where \( V_{\alpha \beta}^{(rr)} = C_{6,rr}/|\mathbf{x}_\alpha - \mathbf{x}_\beta|^6 \), \( V_{\alpha n}^{(rs)} = C_{6,rs}/|\mathbf{x}_\alpha - \mathbf{x}_n|^6 \) and \( V_{\alpha n}^{(rr)} = C_{4,rr}/|\mathbf{x}_\alpha - \mathbf{x}_n|^4 \).

As discussed in [21], we can adiabatically eliminate the dynamics of all background atoms if the time-scale on which their electronic dynamics approaches a steady state \( (1/\Gamma_p) \) is faster than the time-scale of electronic dynamics in the embedded dimer \( 1/W_{12} \), which will be fulfilled here.

We then arrive at an effective equation of motion for the dimer only, which for the dimer discussed here is

\[ \dot{\rho}_{nm} = \sum_k i(W_{km} \rho_{nk} - W_{km} \rho_{km}) + \left( i\Delta E - \frac{\gamma}{2} \right) \rho_{nm}. \]

(9)

where \( \Delta E = E_1 - E_2 + \epsilon_{12} \) with \( E_n = \sum_\alpha E_{\text{eff}}^{(na)} \), \( \epsilon_{12} = \sum_\alpha \text{Im} I_{\text{eff}}^{(1a)} I_{\text{eff}}^{(2a)*} \), and \( \gamma = \sum_\alpha (|L_{\text{eff}}^{(1a)}|^2 + |L_{\text{eff}}^{(2a)}|^2) - 2\text{Re} \{ I_{\text{eff}}^{(1a)} I_{\text{eff}}^{(2a)*} \} \), and

\[ E_{\text{eff}} = \sum_n \frac{\Omega_p^2}{2 \Omega_c^2} \frac{V_{na}}{1 + (V_{na}/V_c)^2}, \]

(10)

\[ L_{\alpha}^{(\text{eff})} = \sum_n \left[ \frac{\Omega_p}{2} \frac{1}{\sqrt{I_p i + V_c/V_{na}}} \right]. \]

(11)

In these expressions indices \( \alpha \) enumerate the background gas atoms, and \( n \in \{1,2\} \) the dimer atoms. We used the shorthand \( V_{na} = V_{na}^{(pp)} + \sum_{m \neq n} V_{ma}^{(rs)} \). The quantity \( \Delta E \) controls the energy mismatch between the two electronic states of the dimer \( \{ \pi_{1,2} \} \), due to the slightly different interaction of the dimer atoms with surrounding Rydberg-EIT-dressed background atoms. Meanwhile \( \gamma \) is the corresponding measurement induced decoherence, since a monitoring of the optical response of background now allows us to infer if the dimer state is \( | \pi_1 \rangle \) or \( | \pi_2 \rangle \). For a more in-depth discussion of these effects see [21].

In the limit of a dense distribution of background atoms, we have analytically calculated the dephasing rate \( \gamma \) in the supplemental information of [21]. We show achievable values of \( \gamma \) for various realistic background gas densities and \( \Omega_p \) in Fig. 5.

![FIG. 5: (color online) Achievable dephasing rates, for densities \( \rho = 10^{16} \text{m}^{-3} \) (black), \( \rho = 10^{17} \text{m}^{-3} \) (blue dotted), \( \rho = 10^{18} \text{m}^{-3} \) (red dashed). Other parameters were \( \Omega_c = 30 \text{ MHz}, \Gamma_p = 6.1 \text{ MHz} \). We see that all values refereed to in the main article can be engineered.](image)

**Kinetic and potential energies:** For the data presented in Fig. 3 of the main article we require the kinetic energy...
Similarly the potential energy is of the dynamical variables in Eq. (2) of the main text.

\[ E_{\text{kin}} = \text{Tr} \left[ \frac{\hat{p}^2}{2m} \hat{\rho} \right] = \sum_n \int dk \left( \frac{k^2}{2m} \right) \hat{\rho}(k, -k)_{nn}. \]  

(12)

We have expressed this in terms of the Fourier-transform \( \hat{\rho}(k, k')_{nn} = \int dr \int dr' \exp[-i(kr + k'r')] \rho(r, r')_{nn}/(2\pi) \) of the dynamical variables in Eq. (2) of the main text. Similarly the potential energy is

\[ E_{\text{pot}} = \text{Tr} \left[ \hat{H}_{dd}(\hat{r}) \hat{\rho} \right] = \int dr W_{12}(r) (\rho(r, r)_{12} + \rho(r, r)_{21}). \]  

(13)
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