The continuum limit of quantum gravity at second order in perturbation theory
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Abstract

We show that perturbative quantum gravity based on the Einstein-Hilbert action, has a novel continuum limit. The renormalized trajectory emanates from the Gaussian fixed point along (marginally) relevant directions but enters the diffeomorphism invariant subspace only well below a dynamically generated scale. We show that for pure quantum gravity to second order in perturbation theory, and with vanishing cosmological constant, the result is the same as computed in the standard quantisation. Although this case is renormalizable at second order for kinematic reasons, the structure we uncover works in general. One possibility is that gravity has a genuine consistent continuum limit even though it has an infinite number couplings. However we also suggest a possible non-perturbative mechanism, based on the parabolic properties of these flow equations, which would fix all higher order couplings in terms of Newton’s constant and the cosmological constant.
1 Introduction

If one follows the by–now–standard procedures of perturbative quantum field theory, then one finds that (four dimensional) quantum gravity suffers from the problem that it is not perturbatively renormalizable [1–4]. At an operational level, this is reflected in the fact that infinitely many coupling constants are required to absorb ultraviolet divergences, new couplings appearing at each loop order. However this effect in non-renormalizable theories is just a symptom of a more fundamental problem. The fundamental problem is formulating a continuum limit: a limit in which the ultraviolet cutoff is sent to infinity in such a way as to leave behind an interacting quantum field theory that is finite at physical scales. It is this problem that we set out to solve in this paper.

Since the work of Wilson and others [5,6], this problem has been understood at a much deeper level. Wilson’s great insight was to recognise that the continuum limit follows from a particular form of flow of effective actions as some intermediate cutoff scale Λ is lowered, the so-called renormalized
trajectory [5]. It is a flow out of an ultraviolet fixed point along relevant (or marginally relevant) directions. These directions are eigenoperator solutions of the flow equation linearised about the fixed point. In the perturbative case the fixed point is just the Gaussian one, corresponding to free fields, and (marginally) relevant eigenoperators have mass dimension \( \leq d \), where \( d \) is the spacetime dimension (for us \( d = 4 \)). All eigenoperators with dimension greater than \( d \) are irrelevant and correspond to directions that fall into the fixed point. As a result, their couplings do not survive as separate couplings in the continuum limit.

From this Wilsonian perspective it is obvious without calculation that four-dimensional quantum gravity has no perturbative continuum limit. When the Einstein-Hilbert term is expanded in small fluctuations, \( H_{\mu\nu} \), the result is an infinite series of interactions

\[
\sim H^n \partial H \partial H \quad (n \geq 1),
\]

all of which are irrelevant operators (of dimension \( n + 4 \)). Thus the only perturbative continuum limit is the Gaussian fixed point itself, \( \sim (\partial H)^2 \), a theory of free gravitons.

Figure 1.1: The continuum limit is described by a renormalized trajectory that shoots out of the Gaussian fixed point (free gravitons) along (marginally) relevant directions that cannot respect diffeomorphism invariance for \( \Lambda > a \Lambda_p \), where \( \Lambda_p \) is a characteristic of the renormalized trajectory and is called the amplitude suppression scale, and \( a \) is a non-universal number. By appropriate choice of the underlying couplings \( g_{\sigma} \), diffeomorphism invariance is then recovered at scales \( \Lambda, \varphi \ll \Lambda_p \) where also we recover an expansion in the effective coupling \( \kappa \sim \sqrt{G} \).
However in ref. [7] we pointed out a subtle flaw in this reasoning. The conformal factor instability [8] renders meaningless Wilsonian RG [5] flows involving otherwise arbitrary functions of the conformal factor amplitude, \( \phi \), unless they are expanded in the UV (ultraviolet) over a novel tower of increasingly relevant operators \( \delta^{(n)} \Lambda(\phi) \) \( (n = 0, 1, \cdots) \) [7]. Exploiting this observation, in a series of papers we have been developing a continuum limit for quantum gravity that is perturbative in couplings but non-perturbative in Planck’s constant, \( h \) [7,9–13]. The result is the renormalized trajectory sketched in fig. 1.1 [12]. In this paper we complete the construction to second order, gaining further insight into the nature of this novel continuum limit.

To the extent that other approaches address the continuum limit for quantum gravity, it has been tacitly assumed that this must take place within the *diffeomorphism invariant subspace*, that is the space of actions that respect diffeomorphism invariance in some suitably well defined sense. For the Wilsonian RG, effective actions in this subspace must satisfy modified Slavnov-Taylor identities (mST) that encode the ‘breaking’ of BRST invariance by the effective cutoff, \( \Lambda \) [14]. It turns out that with interactions built from \( \delta^{(n)} \Lambda(\phi) \), it is only possible to respect these mST well below some characteristic scale, \( \Lambda_p \) [11]. Then the renormalized trajectory splits into two parts, a part above \( a \Lambda_p \) \( (a \) is a non-universal number) that expresses the perturbative continuum limit by shooting out of the Gaussian fixed point along (marginally) relevant directions parametrised by an infinite number of (marginally) relevant underlying couplings \( g_n \), and the part below \( a \Lambda_p \) where the renormalized trajectory enters the diffeomorphism invariant subspace. This part includes the physical amplitudes since they are recovered from the limit \( \Lambda \to 0 \). Here the trajectory becomes independent of the underlying couplings except indirectly through some collective effects, a.k.a. diffeomorphism invariant effective couplings. In particular it is here that Newton’s gravitational constant, \( G \), makes its appearance as expressed through

\[
\kappa = \sqrt{32\pi G}.
\] (1.2)

As we just stated, for cutoff scales \( \Lambda > a \Lambda_p \), where we construct the theory, there is no diffeomorphism invariance. Instead we work within some minimal general requirements. In particular, an essential ingredient for Wilsonian RG to make sense is the concept of Kadanoff blocking [15], where one integrates out degrees of freedom at short distances to obtain effective short range interactions. Thus we must work in Euclidean signature, so that short distance really does imply short range. Similarly for RG fixed points to exist, the manifold itself must look the same at any scale. That tells us to work with fluctuations on flat \( \mathbb{R}^4 \). Thus we construct the theory in flat Euclidean space.\footnote{Although we stay with this case in this paper we note that, having constructed the theory in flat space, one can...}
This means the metric is given by $\delta_{\mu\nu}$ and the interactions are constrained not by diffeomorphism invariance but only by Lorentz invariance (actually $SO(4)$ invariance).

The Gaussian fixed point has free BRST invariance but the interactions we add do not respect its cohomology, that is until we enter the diffeomorphism invariant subspace. Once the cohomology is respected however, diffeomorphism invariance is then inevitable, as a consequence of the fact that (under broad assumptions) there is a unique deformation of the free BRST algebra into an interacting one. This deformation is parametrised by the effective coupling $\kappa$. At the classical level the uniqueness of this deformation is proven using the well developed subject of BRST cohomology [16, 17] where one asks simultaneously for consistent deformations of linearised diffeomorphism invariance and local actions that realise it, whilst automatically taking into account all local field reparametrisations. This was generalised to the quantum level in ref. [11] and we continue to work within this formalism. It means for example, that the standard Riemannian measure $\sqrt{g}$ is not put in by hand but appears as a consequence of the consistent solution of the BRST equations at higher order in $\kappa$, as we see explicitly in sec. 3.

In refs. [7, 9–12] we established this continuum limit to first order. In ref. [13] we established that an appropriate continuum limit exists at second order, in the sense that we showed that a well defined renormalized trajectory can be constructed, and that one can choose domains for the (marginally) relevant underlying couplings so that interactions satisfy certain trivialisation conditions [11–13] in the large $\Lambda_p$ limit. These trivialisations are necessary for the renormalized trajectory to enter the diffeomorphism invariant subspace [11, 12]. In this paper we complete the construction to second order, by verifying that the couplings can furthermore be chosen so that the mST is satisfied, and by computing the remainder of the renormalized trajectory. From this we also derive the physical Legendre effective action to $O(\kappa^2)$ by taking the limit $\Lambda \to 0$. We show that the result is identical to that derived in standard perturbative quantisation at one loop and second order in $\kappa$, where we choose to parametrise the metric in terms of fluctuations, $H_{\mu\nu}$, as

$$g_{\mu\nu} = \delta_{\mu\nu} + \kappa H_{\mu\nu} .$$

(1.3)

The second-order renormalized trajectory, being non-perturbative in $\hbar$, involves a sum over tadpoles and melonic Feynman diagrams to all loops [13]. However on trivialisation in the large $\Lambda_p$ limit, it collapses down to something that can be seen to be effectively one loop and second order in $\kappa$. We will see that undetermined parameters are left behind, associated to BRST invariant terms that run logarithmically with $\Lambda$, and furthermore these are the only places where such ambiguities then study the construction on other manifolds and the analytic continuation to Lorentzian signature [11].
appear. In this paper we only consider pure quantum gravity at vanishing cosmological constant. We show that in this case at this order, the logarithmic ambiguities are actually BRST exact, and can thus be absorbed in a wave-function-like canonical transformation. This is the BRST cohomological equivalent of the “kinematical accident” that pure gravity without cosmological constant, is one-loop finite in a standard perturbative treatment [1].

In sec. 6 we discuss the implications. It seems clear that even at $O(\kappa^2)$, once we add matter and/or a cosmological constant, it will no longer be the case that logarithmic running inside the diffeomorphism invariant subspace is attributable to reparametrisation. One possibility then is that this construction ultimately leaves behind an infinite number of effective couplings that just correspond to the couplings that have to be added order by order in the number of loops in a standard perturbative treatment. The difference here however is that the result is a genuine continuum limit, in the sense set out in the beginning paragraph, apparently completely consistent, no matter how inconvenient this may seem phenomenologically.

We emphasise that in this case the continuum limit exists, but is controlled by an infinite number of (marginally) relevant, renormalizable, underlying couplings. This situation should be contrasted with the situation in a non-renormalizable theory. In a non-renormalizable theory, it is impossible to construct a genuine continuum limit because the presence of fundamental (marginally) irrelevant couplings ensure that the critical surface cannot be reached in the limit that the cutoff $\Lambda$ is sent to infinity. Our result thus shifts the debate over quantum gravity. If the continuum limit of quantum gravity indeed has an infinite number of couplings, then the question of whether one regards that as acceptable is now a matter of taste or philosophy, rather than internal consistency of the theory itself, until such a time that such a theory of quantum gravity can be fully confronted with experiment.

However in sec. 7 we point to a possible novel non-perturbative mechanism that would fix all effective couplings in terms of just Newton’s constant and the cosmological constant. This is based on the parabolic property of these flow equations. In the $\phi$ sector, flows are guaranteed well-defined only in the UV direction (backward parabolic property). This has already played a key rôle in the construction [7,9–13]. However once diffeomorphism invariance is imposed by the mST, the solution is necessarily non-polynomial in the graviton. Then it matters that in the graviton sector, the flow is forward parabolic, and thus is guaranteed well defined only in the IR (infrared) direction. Since in reality these sectors cannot be treated separately, we see that non-perturbatively we are dealing with novel partial differential equations whose solutions typically fail in whichever direction they are evolved. We argue, using a simple linearised model, that if we ensure a solution in which $\kappa$ is freely
variable, then only the cosmological constant can also be freely variable, because perturbations in
the higher derivative couplings would lead to singular trajectories.

For the sake of simplicity, all the results in the previous papers [7,9–13] were derived in Feynman-
De Donder gauge. For the most part in this paper we also use this gauge. However in sec. 8
we discuss how the picture changes in more general gauges. In particular we emphasise that on-
shell amplitudes, and correlators of BRST invariant operators more generally, are guaranteed to be
independent of gauge parameter provided the renormalized trajectory enters the diffeomorphism
invariant subspace. Therefore the only real question is how the trajectory for \( \Lambda > a \Lambda_p \)
changes. We investigate the latter by working in general De Donder gauge. We show that the trajectory has
the same properties for an infinite range of the gauge fixing parameter, and we discuss briefly the
interpretation of new effects that open up in some finite range.

The structure of the paper is as follows. In sec. 2, we collect together the material we need
from the previous papers in order to derive the solution for the renormalized trajectory inside the
diffeomorphism invariant subspace. The general form of the second order renormalized trajectory
is given in terms of a particular integral and a complementary solution [13]. The remaining freedom
in the underlying couplings is held in the complementary solution. We need to choose it so that
the second-order mST is satisfied. As we will see in sec. 5, this involves at intermediate stages solving
the Zinn-Justin identities [18] for a local effective action and BRST charge, to one loop and \( O(\kappa^2) \).
This step can be treated separately and is done in sec. 3. A key rôle will be played by BRST
invariant bilinear terms up to fourth order in space-time derivatives. In sec. 4 we establish that
all such terms are actually BRST-exact and thus can be eliminated by a canonical transformation.
We finish this section by uncovering some higher-derivative symmetries that appear at this level,
whose significance is unclear to us. The main part of the paper is contained in sec. 5 where
we demonstrate that inside the diffeomorphism invariant subspace, the renormalized trajectory at
second order collapses to a solution that is equivalent to one derived using a standard perturbative
approach to one loop and \( O(\kappa^2) \), albeit in terms of an effective action for quantum fields and
regularising using an effective cutoff \( \Lambda \). We solve both for the derivative expansion at finite \( \Lambda \) (with
the help of app. A) and for the physical vertices in the limit \( \Lambda \to 0 \). In sec. 6 we discuss the
significance of the logarithmic running in the current context, in particular for the generalisations
to higher order or/and when a cosmological constant or matter is added. In sec. 7 we uncover hints
of a non-perturbative mechanism that fixes higher order couplings, as already mentioned above.
Sec. 8 addresses gauge parameter independence as already discussed above. Finally, in sec. 9 we
summarise, make some further comments, and draw our conclusions.

6
2 Review

In this paper we will solve for the physical Legendre effective action

$$\Gamma_{\text{phys}} = \lim_{\Lambda \to 0} \Gamma,$$

(2.1)

which corresponds to sending the IR (infrared) cutoff $\Lambda \to 0$. We do this by solving for the final part of the renormalized trajectory, $\Lambda \ll a\Lambda_p$, inside the diffeomorphism invariant subspace, cf. fig. 1.1. In this section we provide a brief review of the earlier research [7,9–13,19]. This will also serve to collect together equations in a form that we will need later. The (IR cutoff) effective action

$$\Gamma = \Gamma_0 + \Gamma_I,$$

(2.2)

is expressed in terms of an interaction part $\Gamma_I[\Phi, \Phi^*]$ and a free part $\Gamma_0[\Phi, \Phi^*]$. Here $\Phi$ and $\Phi^*$ are the collective notation for the classical fields and antifields respectively. The classical fields $(H_{\mu\nu}, c_\mu$, and after gauge fixing, $\bar{c}_\mu)$ are the expectation values in presence of sources that are the usual arguments of the Legendre effective action while, following Batalin and Vilkovisky [20,21], antifields $(H^*_{\mu\nu}, c^*_\mu)$ are introduced as sources for BRST transformations. In the following, all expressions for actions should be understood as integrated over four flat Euclidean space-time dimensions. Thus, in the minimal gauge invariant basis in which we work [12,19], we write $\Gamma_0$ as:

$$\Gamma_0 = \frac{1}{2} (\partial_\lambda H_{\mu\nu})^2 - 2 (\partial_\lambda \varphi)^2 - (\partial^\mu H_{\mu\nu})^2 + 2 \partial^\alpha \varphi \partial^\beta H_{\alpha\beta} - 2 \partial_\mu c_\nu H^*_{\mu\nu}. $$

(2.3)

It is the action for free graviton fields $H_{\mu\nu}$ ($\varphi = \frac{1}{2} H_{\mu\mu}$) plus the antifield $H^*_{\mu\nu}$ source term for

$$Q_0 H_{\mu\nu} = \partial_\mu c_\nu + \partial_\nu c_\mu,$$

(2.4)

the only non-vanishing free linearised BRST transformation in this basis, $c_\mu$ being the ghost fields. We introduce the Batalin-Vilkovisky antibracket [12,19–21], such that for functionals $\Xi[\Phi, \Phi^*]$ and $\Upsilon[\Phi, \Phi^*]$,

$$(\Xi, \Upsilon) = \frac{\partial \Xi}{\partial \Phi^A} \frac{\partial \Upsilon}{\partial \Phi_A} - \frac{\partial \Xi}{\partial \Phi_A} \frac{\partial \Upsilon}{\partial \Phi^A}.$$  

(2.5)

where, again following Batalin and Vilkovisky, we are using the compact DeWitt notation. In $\Gamma_0$ we have chosen left-acting BRST transformations [11,12] so that the free BRST transformation is given by the first of the following equations:

$$Q_0 \Phi^A := (\Gamma_0, \Phi^A), \quad Q_0^* \Phi_A^* := (\Gamma_0, \Phi_A^*).$$

(2.6)
Here we have taken the opportunity also to define the free Koszul-Tate operator $Q_0^-$. The superscript is a reminder that it lowers antighost number by one. From the definition (2.6) and the free action (2.3), the non-vanishing free Koszul-Tate differentials are:

$$Q_0^- H_{\mu\nu}^* = -2G_{\mu\nu}^{(1)} , \quad Q_0^- c_\nu^* = -2\partial_\mu H_{\mu\nu}^* ,$$

where $G_{\mu\nu}^{(1)}$ is the linearised Einstein tensor:

$$G_{\mu\nu}^{(1)} = -R_{\mu\nu}^{(1)} + \frac{1}{2} R_{\mu\nu}^{(1)} \delta_{\mu\nu} - \frac{1}{2} \square H_{\mu\nu} - \frac{1}{2} \delta_{\mu\nu} \partial^2 H_{\mu\nu} - \partial_\mu \partial^\alpha H_{\alpha\beta} - \partial_\mu \partial^\alpha H_{\nu\alpha} ,$$

the linearised curvatures being

$$R_{\mu\nu\beta\alpha}^{(1)} = -\partial_{[\mu\nu} \partial^{\alpha]} H_{\beta]} - \frac{1}{2} \square H_{\mu\nu} - \frac{1}{2} \delta_{\mu\nu} \partial^2 H_{\alpha\beta} - \partial_\mu \partial^\alpha H_{\beta\alpha} - 2 \square .$$

We also introduce the Batalin-Vilkovisky measure operator $\Delta$ [20, 21], however it is regulated by a UV (ultraviolet) cutoff function $C_{\Lambda}(p) \equiv C(p^2/\Lambda^2)$ which satisfies $C(0) = 1$ [11, 12, 19]. Under anti-ghost grading, it splits into two parts that lower antighost number by one or two respectively ($\Delta^-$ simplifies to this in minimal basis [11]):

$$\Delta = \Delta^- + \Delta^= , \quad \Delta^- = \frac{\partial}{\partial H_{\mu\nu}} C^A \frac{\partial}{\partial H_{\mu\nu}^*} , \quad \Delta^= = -\frac{\partial}{\partial c_\mu} C^A \frac{\partial}{\partial c_\mu^*} .$$

The flow equation for $\Gamma_I$ takes the form [22–24] (see also [25–29]):

$$\dot{\Gamma}_I = -\frac{1}{2} \text{Str} \left( \hat{\Delta}_A \Delta_-^{A} \left[ 1 + \Delta_A \Gamma_{I}^{(2)} \right]^{-1} \right) ,$$

where the over-dot is $\partial_t = -\Lambda \partial_\Lambda$. The BRST invariance is expressed through the mST [14, 19]:

$$\frac{1}{2} (\Gamma, \Gamma) - \text{Tr} \left( C^A \Gamma_{I_{s}}^{(2)} \left[ 1 + \Delta_A \Gamma_{I}^{(2)} \right]^{-1} \right) = 0 .$$

In these equations we have introduced $\text{Str} \mathcal{M} = (-)^A M_A^A$ and $\text{Tr} \mathcal{M} = M_A^A$, and set

$$\Gamma_{I_{s}}^{(2)} = \frac{\partial}{\partial \Phi^A} \frac{\partial}{\partial \Phi^B} \Gamma_I , \quad \left( \Gamma_{I_{s}}^{(2)} \right)^A = \frac{\partial}{\partial \Phi^A} \frac{\partial}{\partial \Phi^B} \Gamma_I .$$

The above equations are compatible [14, 19] and both UV and IR (infrared) finite, the latter thanks also to the presence of the associated IR cutoff $C_A = 1 - C^A$, which appears in the IR regulated propagators as

$$\Delta_A^{AB} = C_A \Delta^{AB} .$$

2Defining symmetrisation as: $t_{\mu\nu} = \frac{1}{2}(t_{\mu\nu} + t_{\nu\mu})$, and antisymmetrisation as $t_{[\mu\nu]} = \frac{1}{2}(t_{\mu\nu} - t_{\nu\mu})$.

3Notice the difference between $\Delta$ (triangle) and $\Delta$ (Delta): the first is a propagator, and the second the measure operator.
The cutoff function is chosen so that \( C(p^2/\Lambda^2) \to 0 \) sufficiently fast as \( p^2/\Lambda^2 \to \infty \) to ensure that all momentum integrals are indeed UV regulated (faster than power fall off is necessary and sufficient). It is also required to be smooth (differentiable to all orders), corresponding to a local Kadanoff blocking. It thus permits for \( \Lambda > 0 \), a solution for \( \Gamma_I \) that has a space-time derivative expansion to all orders. We insist on this since it is equivalent to imposing locality on a bare action. Finally, the propagators are defined (in Feynman - De Donder gauge) as follows [11]:

\[
\Delta^{AB} = \langle \Phi^A \Phi^B \rangle, \quad \Phi^A(x) = \int_p e^{-ip \cdot x} \Phi^A(p), \quad \int = \int \frac{d^d p}{(2\pi)^d}. \tag{2.14}
\]

\[
\langle H_{\mu\nu}(p) H_{\alpha\beta}(-p) \rangle = \frac{\delta_{\mu}(\alpha)\delta_{\nu}(\beta)\nu}{p^2} - \frac{1}{d-2} \frac{\delta_{\mu\nu}\delta_{\alpha\beta}}{p^2}, \tag{2.15}
\]

\[
\langle h_{\mu\nu}(p) h_{\alpha\beta}(-p) \rangle = \frac{\delta_{\mu}(\alpha)\delta_{\nu}(\beta)\nu}{p^2} - \frac{1}{d-2} \frac{\delta_{\mu\nu}\delta_{\alpha\beta}}{p^2}, \tag{2.16}
\]

\[
\langle \varphi(p) \varphi(-p) \rangle = -\frac{d}{2(d-2)} \frac{1}{p^2}. \tag{2.17}
\]

\[
\langle c_\mu(p) \bar{c}_\nu(-p) \rangle = -\langle \bar{c}_\mu(p) c_\nu(-p) \rangle = \delta_{\mu\nu}/p^2. \tag{2.18}
\]

Here \( h_{\mu\nu} \) is the traceless part:

\[
H_{\mu\nu} = h_{\mu\nu} + \frac{2}{d} \varphi \delta_{\mu\nu}. \tag{2.19}
\]

All the above formulae apply to \( d \) spacetime dimensions. For the most part we will work in the physical \( d = 4 \) dimensions, but later we will find it useful to employ dimensional regularisation as an intermediate step. Ghost propagator corrections are computed after shifting to gauge fixed basis using (in \( d \) dimensions)

\[
H^*_{\mu\nu} \big|_{\text{gf}} = H^*_{\mu\nu} \big|_{\text{gi}} + \partial_{(\mu} \bar{c}_{\nu)} - \frac{1}{2} \delta_{\mu\nu} \partial \cdot \bar{c}, \tag{2.20}
\]

after which we shift back to gauge invariant basis [12, 19].

In the new quantisation, one expands \( \Gamma_I \) perturbatively in its interactions,

\[
\Gamma_I = \sum_{n=1}^{\infty} \Gamma_n \epsilon^n/n!, \tag{2.21}
\]

where \( \epsilon \) is a formal small parameter, the true small parameter being the underlying couplings \( g_n^\sigma \). However the treatment is non-perturbative in \( \hbar \). At first order (2.11) and (2.12) become

\[
\dot{\Gamma}_1 = \frac{1}{2} \text{Str} \Delta \Gamma_1^{(2)}, \tag{2.22}
\]

\[
0 = (\Gamma_0, \Gamma_1) = \text{Tr} \left( C^A \Gamma_1^{(2)} \right) = (Q_0 + Q^- - \Delta) \Gamma_1 =: \hat{s}_0 \Gamma_1, \tag{2.23}
\]

i.e. these equations are the linearised versions of the flow equation and mST. They play a fundamental rôle also at higher orders, since they govern the freedom in the solution at each order, i.e. the form of the new interactions and their parameterisation in terms of couplings.
### 2.1 Solutions to the linearised equations

The first equation, (2.22), is the flow equation satisfied by eigenoperators. As a result of the conformal factor instability, the eigenoperators we expand in are (integer \( l \geq 0 \) and \( \varepsilon = 0(1) \) according the even(odd) \( \varphi \)-amplitude parity) [7,11,12]

\[
\delta^{(2l+\varepsilon)}(\varphi) \sigma(\partial, \partial \varphi, h, c, \Phi^*) + \cdots,
\]

so that there is convergence of the sum over eigenoperators in the square-integrable sense [7]. Here we have displayed the ‘top term’, \( \sigma \) being a \( \Lambda \)-independent Lorentz invariant monomial involving some or all of the components indicated, in particular the arguments \( \partial \varphi, h, c, \Phi^* \) can appear as they are, or differentiated any number of times. The operators

\[
\delta^{(n)}_{\Lambda}(\varphi) := \frac{\partial^n}{\partial \varphi^n} \delta^{(0)}_{\Lambda}(\varphi), \quad \text{where} \quad \delta^{(0)}_{\Lambda}(\varphi) := \frac{1}{\sqrt{2\pi \Omega_{\Lambda}}} \exp\left(-\frac{\varphi^2}{2\Omega_{\Lambda}}\right)
\]

have dimension \(-1-n\), and are responsible for turning gravity into a genuine perturbatively renormalizable quantum field theory. In these equations we have introduced

\[
\Omega_{\Lambda} = |\langle \varphi(x)\varphi(x)\rangle| = \int_\mathbb{R} \frac{C(q^2/\Lambda^2)}{q^2} = \frac{\Lambda^2}{(4\pi)^2} \int_0^\infty du \ C(u) = \frac{\Lambda^2}{2\alpha^2}
\]

which is the modulus of the \( \varphi \)-tadpole integral (and \( \alpha \) a dimensionless non-universal number). Since \( \Omega_{\Lambda} \) is \( O(h) \) the operators are non-perturbative in \( h \) and this is the reason that the equations need to be treated non-perturbatively in \( h \). However expansion over these operators is the correct thing to do only in the UV regime, since the expansion converges if and only if \( \Lambda > a\Lambda_p \). (This is actually the definition of \( \Lambda_p \) [7,12].) As we will see, in the IR regime we recover a sense in which the solutions can be expanded perturbatively in \( h \). Notice that undifferentiated \( \varphi \) does not appear in \( \sigma \) but only in \( \delta^{(2l+\varepsilon)}(\varphi) \). The tadpole operator on the RHS of linearised flow equation (2.22) generates a finite number of \( \Lambda \)-dependent UV regulated tadpole corrections involving fewer fields in \( \sigma \) (and which vanish in the limit \( \Lambda \to 0 \)). These are the terms we indicate with the ellipses.

The general solution of the linearised flow equation (2.22) can be written as \( \Gamma_1 = \Gamma(\mu) \) where,

\[
\Gamma(\mu) = \exp\left(-\frac{1}{2} \triangle^{\Lambda AB} \frac{\partial^2}{\partial \Phi^B \partial \Phi^A}\right) \Gamma_{\text{phys}}(\mu) = \sum_\sigma \sigma f^\sigma_\Lambda(\varphi, \mu) + \cdots.
\]

It is a linear sum over the eigenoperators (2.24) with constant coefficients, these being the underlying couplings \( g^{\sigma}_{2l+\varepsilon}(\mu) \), and where this sum is subsumed into coefficient functions:

\[
f^\sigma_\Lambda(\varphi, \mu) = \int_{-\infty}^{\infty} \frac{d\pi}{2\pi} f^\sigma(\pi, \mu) e^{-\frac{\pi^2}{2} \Omega_{\Lambda} \text{Im} \varphi}, \quad f^\sigma(\pi, \mu) = i^\varepsilon \sum_{l=0}^{\infty} (-1)^l g^{\sigma}_{2l+\varepsilon}(\mu) \pi^{2n+\varepsilon}.
\]
The tadpole corrections are those contributions formed by attaching propagators in (2.27) to \( \sigma \) (either exclusively or also to \( \varphi \)). It can be shown that the Taylor series of \( f^\varphi(\pi, \mu) \) converges absolutely for all \( \pi \), and furthermore \( f^\varphi(\pi, \mu) \) decays exponentially for \( \pi > 1/\Lambda_p \) \([7, 12]\). This solution therefore makes sense for all \( \Lambda \geq 0 \).

There are thus an infinite tower of underlying couplings associated to every monomial \( \sigma \). At first order, the couplings can be regarded as \( \mu \) independent, and it turns out that all are relevant except for one marginal coupling \([11, 12]\). At higher order, new higher dimension monomials \( \sigma \) appear through the quantum corrections. Infinitely many of their underlying couplings are also relevant, however the first few are irrelevant. These latter are not freely variable but determined by the requirement that we have a well-defined renormalized trajectory \([7, 13]\). At second order there are no new marginal couplings, the first order couplings still do not run, while the irrelevant couplings that now appear, are determined in terms of the first order couplings \([13]\).

Despite this, both at first order and second order, the relevant couplings can be chosen so that the amplitude suppression scale of each \( f^\sigma_{\Lambda}(\varphi, \mu) \) is at a common value \( \Lambda_p \), independent of \( \sigma \), and such that these coefficient functions trivialise in a way that we will require in order to have a chance of satisfying the mST (2.12) \([11]\). By trivialise we mean that they have limiting behaviour \([12]\)

\[
f^\sigma_{\Lambda}(\varphi, \mu) \to A_\sigma \quad \text{as} \quad \Lambda_p \to \infty,
\]

or more generally (\( \alpha \) a non-negative integer),

\[
f^\sigma_{\Lambda}(\varphi, \mu) \to A_\sigma (\Lambda/2i a)^\alpha H_\alpha(ai \varphi/\Lambda) \quad \text{as} \quad \Lambda_p \to \infty,
\]

or indeed vanish in this limit. Here \( A_\sigma \) is a constant, and \( H_\alpha \) is the \( \alpha \)th Hermite polynomial:

\[
(\Lambda/2i a)^\alpha H_\alpha(ai \varphi/\Lambda) = \varphi^\alpha + \alpha(\alpha - 1) \Omega_\Lambda \varphi^{\alpha-2} + \cdots.
\]

This is the unique form for \( f^\sigma_{\Lambda}(\varphi, \mu) \) such that it satisfies the linearised flow equation (2.22) and becomes \( \varphi^\alpha \) in the physical (\( \Lambda \to 0 \)) limit, the tadpole corrections in (2.31) being those generated by attaching propagators exclusively to \( \varphi^\alpha \). (It corresponds to choosing \( f^\varphi(\pi, \mu) \to 2\pi A_\sigma i^\alpha \delta^{(\alpha)}(\pi) \) as \( \Lambda_p \to \infty \) \([12]\).)

Now that the coefficient functions are polynomial, the whole linearised solution (2.27) is a polynomial. In particular it is now a sum over polynomial eigenoperators, where the latter are given by the \( \Lambda \)-independent \( \sigma \varphi^\alpha \) together with its finite number of \( \Lambda \)-dependent tadpole corrections generated by the exponential operator in (2.27). The solutions are therefore effectively now also polynomial in \( \hbar \), its power being given by the loop-order of these tadpole corrections. They are
effectively no different from the solutions to the linearised flow equation (2.22) that we would write
down in standard quantisation.

The second equation, the first-order mST (2.23), says that a linearised solution must be closed
under the total free quantum BRST charge \( \hat{s}_0 \). In the new quantisation BRST invariance is recov-
ered only at scales much less than \( \Lambda_p \), where we enter the the diffeomorphism invariant subspace
thanks to the trivialisations above. In particular at first order we have that

\[
\Gamma_1 \to \kappa (\tilde{\Gamma}_1 + \tilde{\Gamma}_{1q1}), \quad \text{as} \quad \Lambda_p \to \infty,
\]

where \( A_\sigma \) has been set to \( \kappa \), and \( \tilde{\Gamma}_1 + \tilde{\Gamma}_{1q1} \) is the free total quantum BRST cohomology representa-
tive, \( i.e. \) is closed under \( \hat{s}_0 \) but not exact. Here we take the opportunity to split it into the classical
three-point vertex, \( \tilde{\Gamma}_1 \), and its one-loop tadpole correction, \( \tilde{\Gamma}_{1q1} \). It is the quantum correction
needed to make the RHS a polynomial solution of the linearised flow equation, consistently with

the required limit for the solution \( \Gamma_1 \). Note that \( \kappa \) is thus to be viewed as an effective coupling
which arises as a collective effect of all the underlying couplings, and which appears only in this
\( \Lambda, \varphi \ll \Lambda_p \) regime.

In order to get a theory that is consistent with unitarity and causality, we restrict \( \Gamma_1 \) to have a
maximum of two space-time derivatives. Then \( \Gamma_1 \) must be a linear combination of a term involving
space-time derivatives and a unique non-derivative piece. This latter is just \( \varphi \) itself, and is nothing
but the \( O(\kappa) \) part of \( \sqrt{g} \), as we will review shortly. In this paper we set this first order cosmological
constant term to zero. Up to an \( \hat{s}_0 \)-exact piece, the derivative part also has a unique expression

\[11,17\]. We will use the choice \[12\]

\[
\begin{align*}
\hat{\Gamma}_1 &= \hat{\Gamma}_1^2 + \hat{\Gamma}_1^1 + \hat{\Gamma}_1^0, \\
\hat{\Gamma}_1^2 &= - (c^\alpha \partial_\mu c^\nu) \tilde{c}_\nu, \\
\hat{\Gamma}_1^1 &= -(c^\alpha \partial_\mu H_{\mu\nu} + 2 \partial_\mu c^a h_{a\nu}) H^a_{\mu\nu} - \varphi \partial_\mu c_\nu H^a_{\mu\nu}, \\
\hat{\Gamma}_1^0 &= \frac{1}{4} h_{a\beta} \partial_\alpha \varphi \partial_\beta \varphi - h_{a\beta} \partial_\gamma h_{\gamma\alpha} \partial_\beta \varphi - \frac{1}{2} h_{\gamma\beta} \partial_\gamma h_{a\alpha} \partial_\beta h_{a\beta} - h_{\gamma\beta} \partial_\gamma h_{a\alpha} \partial_\beta \varphi - h_{\gamma\beta} \partial_\gamma h_{a\alpha} \partial_\beta \varphi \\
&+ 2 h_{\mu\alpha} \partial_\gamma h_{a\alpha} \partial_\mu \partial_\beta \varphi + h_{\gamma\beta} \partial_\gamma h_{a\alpha} \partial_\beta h_{\gamma\mu} - h_{a\beta} \partial_\gamma h_{a\alpha} \partial_\gamma h_{\gamma\mu} + \frac{1}{2} h_{a\beta} \partial_\gamma h_{a\alpha} \partial_\gamma \varphi \\
&+ \varphi \left( \frac{3}{8} (\partial_\alpha \varphi)^2 - \frac{1}{2} \partial_\beta h_{\beta\alpha} \partial_\alpha \varphi - \frac{1}{4} (\partial_\gamma h_{a\alpha})^2 + \frac{1}{2} \partial_\gamma h_{a\beta} \partial_\alpha h_{\gamma\beta} \right)
\end{align*}
\]

Here we have split (graded) \( \hat{\Gamma}_1 \) by antighost number (the superscript). The one-loop quantum part,

\[
\hat{\Gamma}_{1q1} = \hat{\Gamma}_{1q1}^0 = \frac{7}{2} b \Lambda^4 \varphi,
\]

\( q \) stands for one-loop and the reason for the trailing 1 will become clear in the next section.
only has antighost level zero. The tadpole integral is written in terms of the non-universal dimensionless number [7, 11, 12]:

\[
b = \int \frac{d^4 \tilde{p}}{(2\pi)^4} C(p^2) = \frac{1}{(4\pi)^2} \int_0^\infty du u C(u) .
\]

(2.38)

Although this reintroduces a first-order cosmological constant term, it is not physical since it vanishes in the limit \( \Lambda \to 0 \).

We will sometimes need \( \tilde{\Gamma}_1 \) in \( d \) dimensions. In this case \( \tilde{\Gamma}_1 \) differs only in that \( \varphi \) should be replaced by \( \frac{4}{d} \varphi \) or alternatively this last term is removed and \( h_{\alpha \nu} \) replaced by \( H_{\alpha \nu} \). Finally, the \( d \)-dimensional level zero part is [11, 12]

\[
\tilde{\Gamma}_0 = 2\varphi \partial_\beta H_{\alpha \beta} \partial_\alpha \varphi - 2\varphi (\partial_\alpha \varphi)^2 - 2H_{\alpha \beta} \partial_\gamma H_{\gamma \alpha} \partial_\beta \varphi - 2H_{\beta \gamma} \partial_\gamma H_{\alpha \beta} \partial_\alpha \varphi
\]

\[
+ \frac{1}{2} \varphi (\partial_\alpha H_{\beta \alpha})^2 - \frac{1}{2} H_{\gamma \delta} \partial_\gamma H_{\alpha \beta} \partial_\delta H_{\alpha \beta} - H_{\beta \mu} \partial_\gamma H_{\alpha \beta} \partial_\mu H_{\alpha \gamma} + 2H_{\mu \nu} \partial_\gamma H_{\alpha \beta} \partial_\mu H_{\beta \gamma} \quad (2.39)
\]

\[
\Gamma^0 + \frac{1}{2} \varphi \partial_\beta H_{\alpha \beta} \partial_\alpha \varphi - \varphi \partial_\beta H_{\alpha \beta} \partial_\alpha \varphi - H_{\alpha \beta} \partial_\beta H_{\alpha \beta} \partial_\alpha \varphi - H_{\alpha \beta} \partial_\gamma H_{\alpha \beta} \partial_\mu H_{\beta \gamma} + 2H_{\alpha \beta} \partial_\gamma H_{\alpha \beta} \partial_\gamma \varphi .
\]

3 Solving the Classical Master Equation

At intermediate steps we will need

\[
\hat{\Gamma} = \sum_{n=0}^\infty \hat{\Gamma}_n \kappa^n / n! , \quad (\hat{\Gamma}_0 = \Gamma_0)
\]

(3.1)

where \( \hat{\Gamma} \) is a local solution of the Classical Master Equation (CME), taking the standard form:

\[
\hat{\Gamma} = \hat{\Gamma}^0 - (Q \Phi^A) \Phi_A^* .
\]

(3.2)

In particular \( \hat{\Gamma}^0 \) and \( Q \) then also have such expansions in \( \kappa \). The CME [18, 20, 21]

\[
0 = \frac{1}{2} \{ \hat{\Gamma}, \hat{\Gamma} \} = (Q \Phi^A) \frac{\partial \hat{\Gamma}}{\partial \Phi^A} ,
\]

(3.3)

just implies the BRST invariance of this action under this classical BRST charge \( Q \). The choice of free total quantum BRST cohomology representative (2.34, 2.35, 2.36) was made [12] because \( Q \) is then given exactly, \( i.e. \) has no higher order in \( \kappa \) corrections, provided that the metric is given by the simple linear split (1.3). Indeed using the classical form (3.2), we read from \( \hat{\Gamma}_1^2 \) (2.34) that

\[
Q c^\nu = (Q_0 + \kappa Q_1) c^\nu = \kappa c^\mu \partial_\mu c^\nu = \frac{1}{2} \kappa \mathcal{L}_c c^\nu ,
\]

(3.4)

expresses exactly the algebra of diffeomorphisms through the Lie derivative \( \mathcal{L}_c \) generated by the vector field \( \kappa c^\mu \) [11], while from \( \hat{\Gamma}_1^1 \) (2.35) and the \( H^*_{\mu \nu} \) part in \( \Gamma_0 \) (2.3) we get exactly the action.
of diffeomorphisms on the metric, through its Lie derivative:

\[ Q_{g_{\mu\nu}} = \kappa (Q_0 + \kappa Q_1) H_{\mu\nu} = 2\kappa \partial_{(\mu} c^a g_{\nu)\alpha} + \kappa c^a \partial_\alpha g_{\mu\nu} = \kappa \mathcal{L}_c g_{\mu\nu}. \]  

(3.5)

In our case, the level zero action, \( \Gamma^0_1 + \Gamma^0_{1q} \), has a classical and one-loop part. Together they must still solve these equations, indeed the CME and Zinn-Justin identities [18] are equivalent algebraically. Thus the one-loop part has an expansion in \( \kappa \) which we write similarly to that for \( \Gamma \) itself (3.1):

\[ \Gamma^0_{1q} = \sum_{n=1}^{\infty} \Gamma^0_{1qn} \kappa^n / n!, \]  

(3.6)

where the \( O(\kappa) \) part is \( \Gamma^0_{1q1} \) as already given in (2.37) (and the above now explains the notation). Since this quantum piece is purely level-zero it does not disturb the classical parametrisation (3.2) and thus by the Zinn-Justin identities (3.3) we now get the one-loop identity

\[ 0 = (\Gamma, \Gamma^0_{1q1}) = (Q\Phi^A) \frac{\partial \Gamma^0_{1q}}{\partial \Phi^A}. \]  

(3.7)

Using the (now-extended) classical form (3.2) the identities (3.3) follow from nilpotency, \( Q^2 = 0 \), and the diffeomorphism invariance of \( \Gamma^0 \), while (3.7) expresses the diffeomorphism invariance of \( \Gamma^0_{1q} \). Expanding out the antibracket in (3.3) to \( O(\kappa^2) \) using the \( \kappa \) expansion of the action (3.1), the absence of classical corrections to \( Q \) (3.4,3.5) implies the first two of the following relations (which are readily verified), while the last two relations express the diffeomorphism invariance of \( \Gamma^0 \) and \( \Gamma^0_{1q} \) at second order:

\[ (\Gamma^2_1, \Gamma^2_1) = 0, \quad 2(\Gamma^2_1, \Gamma^1_1) + (\Gamma^1_1, \Gamma^1_1) = 0, \quad Q_0 \Gamma^0_2 = -(\Gamma^1_1, \Gamma^0_1), \quad Q_0 \Gamma^0_{1q2} = -(\Gamma^1_1, \Gamma^0_{1q1}). \]  

(3.8)

Given that \( \Gamma^0_{1q1} \) (2.37) is a \( \Lambda \)-dependent cosmological constant term expanded to first order in \( \kappa \), while the action for free gravitons (2.3) covariantizes to the Einstein-Hilbert action for which \( \Gamma^0_1 \) (2.36) is its first order vertex [11], we know geometrically that all-orders solutions are

\[ \Gamma^0 = -2\sqrt{g} R / \kappa^2, \quad \Gamma^0_{1q} = \frac{7}{2} b \Lambda^4 \sqrt{g}, \]  

(3.9)
where \( R \) is the scalar curvature. Expanding (3.9) to \( O(\kappa^2) \) we thus find solutions to the last equations in (3.8), namely

\[
\breve{\Gamma}_2^0 = \varphi^2 \left( \frac{1}{4} \partial_\sigma h_{\alpha \beta} \partial_\beta \varphi - \frac{3}{16} (\partial_\alpha \varphi)^2 + \frac{1}{8} (\partial_\sigma h_{\alpha \beta})^2 - \frac{1}{4} \partial_\alpha h_{\beta \alpha} \partial_\beta h_{\alpha \sigma} \right) + \varphi \left( h_{\alpha \beta} \partial_\sigma h_{\sigma \alpha} \partial_\beta \varphi \right)
- \frac{1}{4} \partial_\mu h_{\alpha \beta}^2 \partial_\mu \varphi - \frac{1}{4} h_{\alpha \beta} \partial_\alpha \varphi \partial_\beta h_{\mu \nu} + \frac{1}{8} \partial_\alpha h_{\mu \nu} \partial_\beta h_{\mu \nu} h_{\alpha \beta} + 2 \partial_\mu h_{\nu \alpha} \partial_\beta h_{\mu \nu} h_{\alpha \beta} + \partial_\mu h_{\nu \alpha} \partial_\mu h_{\nu \alpha} h_{\alpha \beta} - \partial_\mu h_{\nu \alpha} \partial_\nu h_{\mu \beta} h_{\alpha \beta} \right) + \frac{1}{2} \partial_\sigma h_{\sigma \alpha} h_{\alpha \beta} \varphi^2 + \frac{1}{2} \partial_\sigma h_{\sigma \alpha} \partial_\alpha h_{\beta \mu} h_{\alpha \beta} + \frac{1}{8} \partial_\sigma \partial_\nu h_{\sigma \alpha} \partial_\alpha h_{\varphi^2} \h_{\mu \nu}^2
- \frac{1}{8} \left( \partial_\sigma h_{\alpha \beta} \right)^2 h_{\mu \nu}^2 + \frac{1}{2} \partial_\mu h_{\alpha \beta} \partial_\nu h_{\alpha \beta} h_{\mu \nu} + \partial_\alpha h_{\beta \nu} \partial_\sigma h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} + \partial_\alpha h_{\beta \nu} \partial_\sigma h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} + \partial_\alpha h_{\beta \nu} \partial_\sigma h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} + \partial_\sigma h_{\alpha \beta} \partial_\nu h_{\beta \mu} h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2}
- \frac{1}{2} \partial_\sigma h_{\alpha \beta} \partial_\nu h_{\beta \mu} h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} \h_{\alpha \beta} \partial_\nu h_{\beta \mu} h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} - \frac{1}{2} \partial_\sigma h_{\alpha \beta} \partial_\nu h_{\beta \mu} h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} \h_{\alpha \beta} \partial_\nu h_{\beta \mu} h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} - \frac{1}{2} \partial_\nu h_{\beta \mu} \partial_\sigma h_{\alpha \beta} h_{\mu \nu} h_{\varphi^2} + \frac{1}{8} \left( \partial_\mu h_{\alpha \beta} \right)^2 - \frac{3}{16} h_{\mu \nu}^2 \partial_\alpha \varphi^2, \tag{3.10}
\]

which would be awkward to derive working directly with (3.8), and

\[
\breve{\Gamma}_{1q2}^0 = \frac{7}{8} \hbar \Lambda^4 (\varphi^2 - h_{\alpha \beta}^2). \tag{3.11}
\]

Note that other all-orders solutions are possible but will differ from (3.9) by addition of further invariants at higher order in \( \kappa \). At \( O(\kappa^2) \) this is precisely the freedom we see in (3.8) to add \( Q_0 \)-closed terms \( \delta \breve{\Gamma}_2^0 \), which are thus also \( \delta_0 \)-closed, i.e. solutions to the linearised mST (2.23). These latter are explored further in sec. 4.

### 4 BRST exact operators

We will see that at second order in perturbation theory (2.21), local \( \delta_0 \)-closed \textit{bilinear} terms,

\[
\delta_0 \delta \breve{\Gamma}_2 = 0, \tag{4.1}
\]

play an important rôle (cf. sec. 5.1). They appear with up to a maximum of four space-time derivatives and as we show now, turn out also to be \( \delta_0 \)-exact. Such \( \delta_0 \)-exact terms just reparametrise the free action and therefore carry no new physics [11, 30]. Indeed if we add an operator \( \delta \delta_0 K_2 \) to \( \Gamma_0 \) then, from the definitions of the free charges and linearised mST (2.6,2.23) and the form of the antibracket (2.5), we see that this corresponds to infinitesimal field and source redefinitions:

\[
\delta \Phi^A = \frac{\partial_\varsigma K_2}{\partial \Phi^A}, \quad \delta \Phi^*_A = -\frac{\partial_\varsigma K_2}{\partial \Phi^*_A}, \tag{4.2}
\]
with the $-\Delta K_2$ part corresponding to the Jacobian of the change of variables in the partition function \[20,21\], regularised by $C^\Lambda \ [11,19]$.\footnote{In general it is exact expressions using the \textit{interacting} total BRST charge that correspond to infinitessimal reparametrisations, however since we are interested only in changes at second-order and we are working at this order, only $\Gamma_0$ contributes, and not $\Gamma_1$.}

Since these local $\hat{s}_0$-closed bilinear terms turn out also to be $\hat{s}_0$-exact, any $\mu$-dependence that they carry, can be eliminated by reparametrisation. This result is the BRST cohomological equivalent of the kinematical accident that pure gravity (without cosmological constant) is one-loop finite in standard quantisation [1], as we will highlight later.

Consider first the following two $\hat{s}_0$-exact solutions:

\[
\frac{1}{2} \hat{s}_0 (H^{\ast}_{\mu \nu} H_{\mu \nu}) = \partial_{\mu} c_{\nu} H^{_{\ast}G(1)}_{\mu \nu}, \quad \frac{1}{2} \hat{s}_0 (c_{\mu}^* c_{\mu}) = -\partial_{\mu} c_{\nu} H^{_{\ast}G(1)}_{\mu \nu},
\]

where we used again the formula for $\hat{s}_0$ (2.23), and the explicit actions for the charges (2.4,2.7) and always discard field independent terms. The last term in the first equation is evidently again the action for free gravitons, while the remaining terms are up to a factor the source term in $\Gamma_0$ (2.3). These solutions generate the second order part of wavefunction renormalization $Z_E = 1 + z_E$ ($E = H, c$), in close correspondence to the case of Yang-Mills [19]:

\[
K_2 = \frac{1}{2} z_H H^{\ast}_{\mu \nu} H_{\mu \nu} + \frac{1}{2} z_c c_{\mu}^* c_{\mu},
\]

the full wavefunction renormalization being given by the finite (classical) canonical transformation

\[
K = \sum_{E} Z^2_E \Phi^E \Phi^E_{(r)}, \quad \Phi^E = \frac{\partial}{\partial \Phi^E_{(r)}} K[\Phi_{(r)}, \Phi^*], \quad \Phi^*_{(r)} = \frac{\partial}{\partial \Phi_{(r)}} K[\Phi_{(r)}, \Phi^*],
\]

the subscript $(r)$ labelling the renormalized (anti)fields. This implies that the fields and antifields renormalize in opposite directions:

\[
H_{\mu \nu} = Z_H H_{(r)\mu \nu}, \quad H^{\ast}_{\mu \nu} = Z^{\ast}_H H^{(r)\ast}_{\mu \nu}, \quad c_{\mu} = Z_c c_{(r)\mu}, \quad c_{\mu}^* = Z^{\ast}_c c^*_{(r)\mu}.
\]

However here this is not the whole story, in particular because the reparametrisations that are generated by quantum corrections are more general than this.

Returning to the annihilation condition (4.1), we note that since $\delta \hat{\Gamma}_2$ is bilinear and must have ghost number zero overall, it cannot have antighost number larger than one. At lowest order in derivatives, there are only two linearly independent possibilities for the $\delta \hat{\Gamma}_2^1$ part, namely $H^{\ast}_{\mu \nu} \partial_{\alpha} c_{\alpha}$ and $c_{\mu}^* \partial_{\alpha} c_{\alpha}$.
and $H^*_\mu\nu \partial_\mu c_\nu$. The latter option solves (4.1) since it is $\hat{s}_0$-exact; it was treated already (4.3). By inspection (2.4), the former is $Q_0$-exact, and thus we know that it completes to an $\hat{s}_0$-exact solution

$$\hat{s}_0(\varphi^*\varphi) = \varphi^* \partial \cdot c - R^{(1)} \varphi,$$

where we have also split the graviton antighost into its $SO(4)$ irreducible parts:

$$H^*_\mu\nu = h^*_\mu\nu + \frac{1}{2} \varphi^* \delta^\mu_{\mu\nu} \varphi,$$

and recalled the standard relation for $G_{\mu\nu}$ (2.8). Comparing to the structure in the previous paragraph, it is evident that (4.7) expresses the fact that the $SO(4)$ irreducible parts can have separate wavefunction renormalizations. The remaining possibility at second order in derivatives, is to have a separate $\delta \hat{\Gamma}_2^0$ part, but for it to be annihilated by $\hat{s}_0$ (4.1) it must be invariant under linearised diffeomorphisms (2.4) and the graviton action in (2.3) is the unique such solution at this order in derivatives. Any change in the graviton action normalization is already taken care of by a canonical transformation, being a linear combination of the two $\hat{s}_0$-exact operators in (4.3).

At next order in derivatives there are three linearly independent possibilities for $\delta \hat{\Gamma}_2^0$, namely $\varphi^* \Box \partial \cdot c$, $H^*_\mu\nu \Box \partial_\mu c_\nu$, and $H^*_\mu\nu \partial^3_{\mu\nu} c_\alpha$. Evidently the first yields a simple generalisation of $\varphi$ wavefunction renormalization (4.7), while the second two are already $\hat{s}_0$-exact:

$$\hat{s}_0(\varphi^* \Box \varphi) = \varphi^* \partial \cdot c - R^{(1)} \Box \varphi,$$

$$\hat{s}_0(H^*_\mu\nu \Box \varphi) = \frac{1}{2} \hat{s}_0(c^*_\mu \Box \varphi) = H^*_\mu\nu \Box \varphi - \varphi \Box H^*_\mu\nu \varphi = H^*_\mu\nu \partial^3_{\mu\nu} c_\alpha .$$

The remaining possibility is to have a separate $\delta \hat{\Gamma}_2^0$ part, now fourth-order in derivatives. Since it must be invariant under linearised diffeomorphisms, it has to be a linear combination of the squares of the linearised curvatures (2.9) (see e.g. [31]). By the Gauss-Bonnet identity, only two of these are linearly independent:

$$4 \left( R^{(1)}_{\mu\nu} \right)^2 = \left( R^{(1)}_{\mu\nu} \right)^2 + \left( R^{(1)} \right)^2 .$$

However it is straightforward to see that they are also $\hat{s}_0$-exact:

$$\hat{s}_0(\varphi^* R^{(1)}) = Q_0 (\varphi^* R^{(1)}) = -(R^{(1)})^2 ,$$

$$\hat{s}_0(H^*_\mu\nu R^{(1)}_{\mu\nu}) = -2 G^{(1)}_{\mu\nu} R^{(1)}_{\mu\nu} = \frac{1}{2} (R^{(1)}_{\mu\nu})^2 - \frac{1}{2} (R^{(1)})^2 .$$

This completes the demonstration that the $\hat{s}_0$-cohomology of bilinear $\delta \hat{\Gamma}_2$ is trivial up to the fourth order in derivatives.

We note in passing that there are other expressions for the $\hat{s}_0$-exact operators, for example the obvious generalisation of the first equation in wavefunction reparametrisations (4.3):

$$\frac{1}{2} \hat{s}_0(H^*_\mu\nu \Box H_{\mu\nu}) = \partial_\mu c_\nu \Box H^*_\mu\nu - H_{\mu\nu} \Box G^{(1)}_{\mu\nu} = \partial_\mu c_\nu \Box H^*_\mu\nu + \frac{1}{2} (R^{(1)})^2 - \frac{1}{2} (R^{(1)}_{\mu\nu})^2 .$$
However these are not linearly independent, *e.g.* the above is a linear combination of the second exact expression in (4.11) and the middle one in (4.9). Stated another way, we have shown that the following action functional is annihilated by \( \hat{s}_0 \):

\[
K_2 = \frac{1}{2} H_{\mu\nu} \Box H_{\mu\nu} + \frac{1}{2} c_{\mu}^* \Box c_{\mu} + H_{\mu\nu}^* R_{\mu\nu}^{(1)} = \frac{1}{2} \hat{s}_0 (c_{\mu}^* F_{\mu}).
\]  

(4.13)

This is so because in fact it itself is exact. The appearance of the De Donder gauge fixing functional, \( F_{\mu} = \partial_{\nu} H_{\nu\mu} - \partial_{\mu} \varphi \), is here accidental. The most general double-derivative bilinear \( \hat{s}_0 \)-exact \( K_2 \) is a linear combination involving the two separate parts of \( F_{\mu} \):

\[
K_2 = \hat{s}_0 (\alpha c_{\mu}^* \partial_{\mu} \varphi + \beta c_{\mu}^* \partial_{\nu} H_{\mu\nu}) = \alpha (2 H_{\mu\nu}^* \partial_{\mu\nu}^2 \varphi + c_{\mu}^* \Box c_{\nu}) + \beta (H_{\mu\nu}^* \partial_{\mu\lambda} H_{\lambda\nu} + c_{\mu}^* \partial_{\mu\nu}^2 c_{\nu} + c_{\mu}^* \Box c_{\mu}),
\]

(4.14)

where \( \alpha \) and \( \beta \) are free parameters. The chosen \( K_2 \)'s in (4.9) are only \( \hat{s}_0 \)-cohomology representatives determined up to addition of the above expression. Since the above expression is annihilated by \( \hat{s}_0 \), the canonical transformation (4.2) it generates is actually a (higher-derivative) symmetry of \( \Gamma_0 \):

\[
\delta H_{\mu\nu} = 2 \partial_{(\mu} \xi_{\nu)}, \quad \delta c_{\mu} = (\alpha + \beta) \partial_{\mu\nu}^2 c_{\nu} + \beta \Box c_{\mu}, \quad \delta H_{\mu\nu}^* = -\alpha \delta_{\mu\nu} \partial_{\alpha\beta} H_{\alpha\beta}^* - 2 \beta \partial_{\alpha} (\partial_{(\mu} H_{\nu)})_{\alpha}.
\]

(4.15)

For the graviton it is just part of linearised diffeomorphism invariance. The significance of the other two transformations is unclear to us. They may not survive into the interacting theory.

### 5 Inside the diffeomorphism invariant subspace

At second order in perturbation theory (2.21), the flow equation (2.11), and mST (2.12), become

\[
\dot{\Gamma}_2 - \frac{1}{2} \text{Str} \Delta \Lambda \Gamma_2^{(2)} = -\frac{1}{2} \text{Str} \Delta \Lambda \Gamma_1^{(2)} \Delta \Lambda \Gamma_1^{(2)},
\]

(5.1)

\[
\dot{s}_0 \Gamma_2 = -\frac{1}{2} (\Gamma_1, \Gamma_1) - \text{Tr} C^\Lambda \Gamma_1^{(2)} \Delta \Lambda \Gamma_1^{(2)}.
\]

(5.2)

In ref. [13] we constructed the general continuum limit solution to (5.1), *i.e.* the general solution that realises the full renormalized trajectory \( \Lambda > 0 \). It takes the form

\[
\Gamma_2 = \frac{1}{2} \left[ 1 + \mathcal{P}_\Lambda - (1 + \mathcal{P}_\mu) e^{\Gamma_\mu} \right] \Gamma_1 \Gamma_1 + \Gamma_2 (\mu),
\]

(5.3)

where the first term on the RHS is the particular integral and the last term is the complementary solution. The complementary solution takes exactly the form of the general solution (2.27) to the linearised flow equation, where however \( \mu \) now has a meaning. It is an arbitrary initial point on the
renormalized trajectory, lying in the range $0 < \mu < a\Lambda_p$. The particular integral expands out into a sum over melonic Feynman diagrams, the propagators defined through (similarly $P_\mu$ and $P_\Lambda$)

$$\mathcal{P}_\Lambda^\mu = \triangle^\mu_{AB} \frac{\partial^L}{\partial \Phi^B} \frac{\partial^R}{\partial \Phi^A}.$$ (5.4)

They connect the two copies of the first-order solution $\Gamma_1$. Importantly the renormalized trajectory solution (5.3) is already finite, all the UV divergences having been absorbed into the relevant underlying second-order couplings, $g_{2l+\epsilon}^{\sigma}$, as described in ref. [13].

We now describe the properties of these equations and their solution once the renormalized trajectory has entered the diffeomorphism invariant subspace, cf. fig. 1.1. This is equivalent in particular to taking the large $\Lambda_p$ limit. In sec. 5.1 we then provide the detailed solution.

In the large $\Lambda_p$ limit, the limit at first order (2.32) can be substituted directly into the second-order mST (5.2) and into the particular integral, since these expressions are well defined being both regularised in the IR and the UV and remain so in this limit [13]. Since $\hat{\Gamma}_1$ contains a maximum of three fields, the latter then collapses to a one-loop integral in the sense that the renormalized trajectory (5.3) now reads [13]

$$\Gamma_2 = \Gamma_2(\mu) + \kappa^2 (I_{2k} - I_{2\mu}) , \quad \text{where} \quad I_{2k} = -\frac{1}{4} \text{Str}\left[\triangle_k \hat{\Gamma}_1^{(2)} \triangle_k \hat{\Gamma}_1^{(2)}\right], \quad (k = \mu, \Lambda).$$ (5.5)

In fact $I_{2k}$ is now identical to a one-loop computation in standard quantisation. Although it is built from first-order vertices, which themselves contain a one-loop tadpole contribution $\hat{\Gamma}_{1ql}$ (2.37), this latter drops out because it is linear in $\varphi$. In a similar way the RHS of the second-order mST (5.2) can be seen to contain all the standard quantisation one-loop contributions and no more.

At this stage the infinite number of underlying couplings have disappeared, leaving behind only $\kappa$. Had we chosen to keep a first-order cosmological constant, then it would also appear as an effective coupling. As we will see, similarly to the standard perturbative approach, further effective couplings generically appear order by order in perturbation theory, multiplying covariant higher derivative terms (such as curvature squared terms etc.). Here however these effective couplings are collective effects of the infinite number of underlying couplings, and parametrise the remaining freedom in the renormalized trajectory given that it has entered the diffeomorphism invariant subspace, cf. fig. 1.1. In our case from here on we can identify the perturbative expansion as being an expansion in $\kappa$. Therefore we redefine the second order contribution to be $\kappa^2 \Gamma_2$ with complementary solution $\kappa^2 \Gamma_2(\mu)$, so that from here on $\kappa$ drops out of the equations.

The particular integral is now polynomial in the fields. In this limit we also arrange for $\Gamma_2(\mu)$ to trivialise, i.e. become polynomial, as explained in sec. 2.1. We see therefore that from a
practical point of view the computation can now proceed in a way which is very close to standard quantisation. We comment further in the Conclusions. We emphasise that the understanding of the result is however very different: in standard quantisation, $\kappa$ is a fundamental irrelevant coupling and thus there is no interacting continuum limit in the Wilsonian sense \cite{7,10}. Here the continuum limit is expressed in terms of the infinite number of underlying couplings, which are all (marginally) relevant. It is these latter that get renormalized in this picture, as noted above.

From the perspective of standard quantisation, the large-$\Lambda_p$ limit (5.5) still looks a little peculiar since the particular integral is the difference of two parts: $I_{2\Lambda} - I_{2\mu}$. These parts are IR regulated but separately UV divergent. We can treat them separately by applying some appropriate supplementary regularisation, \textit{e.g.} dimensional regularisation, $d = 4 - 2\epsilon$, as was done in ref. \cite{19}. Furthermore we can subtract their divergences separately using a gauge invariant scheme that is independent of the finite cutoff scale $\mu$ or $\Lambda$, since such divergences anyway cancel out between the two parts. We will use the $\overline{\text{MS}}$ (modified minimal subtraction) scheme, and thus subtract the terms proportional to $1/\epsilon - \gamma_E + \ln(4\pi)$, where $\gamma_E$ is the Euler-Mascheroni constant.

Since $\hat{\Gamma}_1$ is made of three-point vertices, the particular integral contains only two-point vertices. When derivative-expanded, $I_{2\mu}$ trivially results in polynomial (in the fields) solutions to the linearised flow equation (2.22), because these carry no $\Lambda$ dependence and the tadpole corrections, where they exist, are field independent and thus –although calculable– discarded since they contain no physics. We can therefore dispense with $I_{2\mu}$ by absorbing it into a redefinition of the complementary solution: $\Gamma_2(\mu) \rightarrow \Gamma_2(\mu) + I_{2\mu}$. As further discussed below, this is essentially what we will do except that we will take due account of the fact that $I_{2\Lambda}$ is ambiguous on its own, whereas in fact the difference that appears in the large-$\Lambda_p$ limit (5.5) is finite and well defined.

Emphasising the similarity to the standard perturbative approach we now write:

\begin{align}
\Gamma_{2cl} &= \Gamma_{2cl}(\mu) \\
\hat{s}_0\Gamma_{2cl} &= -\frac{1}{2} \left( \hat{\Gamma}_1, \hat{\Gamma}_1 \right), \\
\Gamma_{2q} &= \Gamma_{2q}(\mu) + I_{2\Lambda} - I_{2\mu}, \\
\hat{s}_0\Gamma_{2q} - \Delta\Gamma_{2cl} &= -\left( \hat{\Gamma}_1, \hat{\Gamma}_1q \right) - \text{Tr} C^A \Gamma^{(2)}_1 \Delta A \Gamma^{(2)}_1.
\end{align}

Here we have split the solution $\Gamma_2 = \Gamma_{2cl} + \Gamma_{2q}$ (5.5) to the second-order flow equation, into its classical (5.6) and one-loop (5.8) parts, and similarly split the complementary solution: $\Gamma_2(\mu) = \Gamma_{2cl}(\mu) + \Gamma_{2q}(\mu)$. We have also split the second-order mST (5.2) into its classical (5.7) and one-loop (5.9) parts, noting by definition of the total free quantum BRST charge (2.23), that $\hat{s}_0 = \hat{s}_0 - \Delta$, where $\hat{s}_0 = Q_0 + Q_0^\perp$ is the classical part, while the measure operator $\Delta$ is $O(\hbar)$ \cite{19–21}.
The trivialised complementary solution is just a polynomial (in fields) solution to the linearised flow equation (2.22), so $\Gamma_{2\text{cl}}(\mu)$ is a $\Lambda$-independent part, while $\Gamma_{2q}(\mu)$ contains the induced $\Lambda$-dependent one-loop tadpole correction plus its own $\Lambda$-independent part. In principle (and in general at higher order) there could be higher-loop tadpoles, however we will shortly see that in our case $\Gamma_2(\mu)$ only has a one-loop tadpole, while the one-loop $\Lambda$-independent part has no tadpoles. Therefore (5.6)–(5.9) form the complete set of $O(\kappa^2)$ equations in our case.

The classical flow equation (5.6) simply says that $\Gamma_{2\text{cl}}$ must be $\Lambda$-independent. If we absorb $I_{2\mu}$ entirely into $\Gamma_{2q}(\mu)$ as discussed above, the remaining three equations (5.7)–(5.9) are then identical to those we would derive in standard quantisation at one loop in this framework [19]. Given that we have defined $I_{2\Lambda}$ using dimensional regularisation and a gauge invariant subtraction scheme such as \(\overline{\text{MS}}\), we then find a unique finite solution to these equations, up to the usual arbitrary $\ln \mu_R$ terms appearing after subtracting logarithmic divergences, where the mass scale $\mu_R$ arises from dimensionally continued couplings (here $\kappa R \nu_R$). The insertion of the cutoff $\Lambda$ leads to the modified Slavnov-Taylor identity (5.9), but for vertices defined using a gauge invariant scheme such as \(\overline{\text{MS}}\), this is still just an identity that is automatically satisfied.

This is however a rather confusing way to arrive at a solution, because in our case ambiguities such as the $\mu_R$-dependence cancel out in the difference $I_{2\Lambda} - I_{2\mu}$, reflecting the fact that the quantum part of our solution (5.8) is actually a well-defined expression. We have instead a mass parameter $\mu$ which plays essentially the same rôle, being the arbitrary initial point on the renormalized trajectory. Indeed like $\mu_R$ in the standard approach, physical quantities must ultimately be independent of $\mu$. We therefore choose to absorb all of $I_{2\mu}$ except essentially for exchanging $\mu_R$ with $\mu$. As we will see \(\overline{\text{MS}}\) then amounts to imposing a renormalization condition at $\mu = \mu_R$, in the form expected in this framework [19].

The failure point of standard perturbative quantisation is usually seen as stemming from the need to introduce bare couplings to absorb the UV divergences. Since in standard quantisation these multiply new non-trivial BRST cohomology representatives order by order in perturbation theory, new bare couplings are needed at each order. However we do not need direct access to the UV divergences to see the problem. The freedom to change the scheme away from \(\overline{\text{MS}}\) to some other gauge invariant scheme, is contained in the freedom to add suitable local terms associated to the ambiguities in the finite parts of these divergences. The undetermined parameters that are thus required to parameterise the scheme dependence, are nothing but the new couplings that we know appear at each order in standard quantisation. It is just that phrased this way the required new couplings are finite. Even if we stay within the \(\overline{\text{MS}}\) scheme, $\mu_R$ independence would force the
introduction of new finite couplings.

Here the UV divergences have already been absorbed into underlying (non-geometric) second order couplings \( g_0^\sigma + \varepsilon \), and the ambiguities in defining the integrals are absent since they cancel out in the difference, \( I_{2\Lambda} - I_{2\mu} \). Nevertheless there remains order by order in \( \kappa \) the equivalent freedom. Indeed the requirement that our general second-order solution for the renormalized trajectory (5.3) is independent of the initial point \( \mu \), will force the existence of the new effective couplings in the same way. More generally we have the freedom to add a local term to the solution \( \Gamma_2 \) of the second-order flow and mST equations (5.1,5.2), provided that this addition satisfies just their left hand sides, i.e. the linear equations (2.22,2.23). In other words it is a change in the complementary solution \( \Gamma_2(\mu) \) corresponding to a change in our choice of (quantum) BRST cohomology representative. In particular once we have secured one solution for \( \Gamma_2 \) (e.g. using the technique sketched above), we then have all possible solutions since they differ only by such a change in the quantum BRST cohomology representative. Since we already know that \( I_{2\Lambda} \) on its own, defined with a suitable gauge invariant scheme, will satisfy the equations, we know that its scheme ambiguities are contained in such changes to the complementary solution.

We therefore have to confront the possibility that, although perturbatively in \( \kappa \) we have a genuine continuum limit (at least to second order as confirmed here), it is of an unusual form in that the renormalized trajectory is parametrised by an infinite number of effective couplings. A priori there seems to be nothing inconsistent with such a conclusion for quantum gravity, no matter how phenomenologically inconvenient, as we discuss further in sec. 6. However in sec. 7 we uncover hints that the non-polynomial dependence on \( h_{\mu\nu} \) required by diffeomorphism invariance should force the BRST cohomology at the non-perturbative level back to be at most two-dimensional, depending only on \( \kappa \) and the cosmological constant.

5.1 Vertices at second order

We now fill in the details. We have already noted that (5.6) just says that \( \Gamma_{2\Lambda} \) is \( \Lambda \)-independent. From the first three equations (3.8) derived from the CME, it is clear that the choice we require so

\[ \hat{s}_0 \]

(5.5,5.8). This is so in general even if inconveniently for us, for pure quantum gravity at \( O(\kappa^2) \) such additions turn out to be \( \hat{s}_0 \)-exact, as we saw in sec. 4, and therefore can be removed by reparametrising the (anti)fields. As we noted in sec. 4, this is equivalent to the observations made in ref. [1].

In the general case, these include couplings for curvature-squared terms, whose sign must be chosen to maintain unitarity, in contrast to the case where quantum gravity would then be renormalizable in standard quantisation [32].
as to satisfy the classical BRST invariance (5.7), is
\[ \Gamma_{2cl} = \Gamma_{2cl}(\mu) = \hat{\Gamma}_2^0. \] (5.10)

It is therefore actually independent of \( \mu \). As anticipated, it only has a one-loop tadpole,
\[ \Gamma_{2q}(\mu) \ni \hat{\Gamma}_2^0 = \Omega \left( \frac{3}{2} (\partial_\alpha \varphi)^2 - 2 \partial_\alpha h_{\alpha\beta} \partial_\beta \varphi - (\partial_\sigma h_{\alpha\beta})^2 + 2 (\partial_\alpha h_{\alpha\beta})^2 \right) - \frac{3}{4} b \Lambda^4 (\varphi^2 + h_{\alpha\beta}^2), \] (5.11)
computed using the classical \( O(\kappa^2) \) expression (3.10) and the tadpole corrections defined in the general form of the complementary solution (2.27), and labelled using the system introduced in (3.6). (Notice that this involves the trivialisation of \( \alpha = 2 \) coefficient functions (2.30), as is clear from the top line of the classical \( O(\kappa^2) \) expression (3.10), but their tadpole corrections are also joined by \( h_{\mu\nu} \)-tadpole corrections from the bottom lines in (3.10).)\(^8\) If we had already absorbed \( I_{2\mu} \) into \( \Gamma_{2q}(\mu) \), (5.11) would actually be the complete solution for \( \Gamma_{2q}(\mu) \), being the unique \( O(\kappa^2) \) tadpole integral formed from the classical action.

By inspection the particular integral (5.5) and the RHS of the one-loop second-order mST (5.9) can contribute only up to a maximum antighost level two. In fact there is no contribution even at this level, as we now show. In the particular integral this would require attaching two propagators between \( \hat{\Gamma}_1^2 \) (2.34) and \( \hat{\Gamma}_1^1 \) (2.35), or between two copies of \( \hat{\Gamma}_1^1 \) while preserving both antifields, but it is not possible to attach the propagators in this way. Since \( \hat{\Gamma}_{1q} \) only has level zero, the antibracket cannot contribute above level zero, whilst there is no correction term at level two in the one-loop second-order mST since this would require \( \hat{\Gamma}_1^{2(2)} \), but there is no way to join this by a propagator to \( \hat{\Gamma}_1^{(2)} \). Thus all these antighost levels are solved by \( \Gamma_{2q}^{n\geq 2}(\mu) = 0 \).

For similar reasons the one-loop second-order mST (5.9) also collapses at antighost level one:
\[ Q_0 \Gamma_{2q}^1 = 0, \] (5.12)
indeed the correction term now requires \( \hat{\Gamma}_1^{(2)} \) with its antifield intact, but no such contributions are possible. However at this level the particular integral does make a contribution. The integral
\[ I_{2\lambda}^1 = i \int p H_{\mu\nu}^*(p) B_{\mu\nu\alpha}(p, \Lambda) c_\alpha(-p) \] (5.13)
is a two-point vertex formed from two copies of \( \hat{\Gamma}_1^1 \) (2.35) and fluctuation and ghost propagators (2.15)–(2.18) in the self-energy contribution (5.5). In \( d = 4 \) dimensions
\[ B_{\mu\nu\alpha}(p, \Lambda) = - \int_q \frac{C_\Lambda(q) C_\Lambda(p+q)}{q^2} \left\{ \frac{1}{(p+q)^2} \left[ \frac{3}{2} p_\mu p_\nu q_\alpha + \frac{3}{2} p_\mu p_\nu q_\alpha + 3 p_{(\mu} q_{\nu)} q_\alpha + p^2 q_{(\mu} \delta_{\nu)\alpha} \right] + 2 \delta_{\alpha(\mu} p_{\nu)} + 2 \delta_{\alpha(\mu} q_{\nu)} + \delta_{\mu\nu} q_\alpha \right\}, \] (5.14)
\(^8\)E.g. \((\partial_\nu \varphi)^2\) arises from the second and the last monomial in (3.10) yielding, by (2.31) and (2.16), \(-\frac{3}{16}(1-9) = \frac{3}{2}. \)
Choosing the complementary solution to have the same form as (5.13), with kernel \( B_{\mu
u\alpha}(p, \mu) \), \( \Gamma_{2q}^1 \) also has this form and is trivially satisfies (5.12). Writing its kernel as \( B_{\mu
u\alpha}(p, \Lambda) \), we have

\[
B_{\mu
u\alpha}(p, \Lambda) = B_{\mu
u\alpha}^c(p, \mu) + B_{\mu
u\alpha}^f(p, \Lambda) - B_{\mu
u\alpha}^l(p, \mu) .
\]  

(5.15)

The momentum integral (5.14) is a formal expression since it has quadratic and logarithmic divergences. By using dimensional regularisation to define it (using the \( d \)-dimensional \( \Gamma \) described at the end of sec. 2.1), we automatically subtract the quadratic divergence, and by using the \( \overline{\text{MS}} \) scheme we subtract the log divergence leaving just the usual \( \ln \mu_R \) ambiguity.\(^9\) Taylor expanding the momentum integral up to cubic order gives:

\[
(4\pi)^2 I_{2\Lambda}^1 = \Lambda^2 \int_0^\infty du \, C(C - 2) \left[ \frac{1}{2} \varphi^* \partial \cdot c - \frac{9}{8} \hat{s}_0 (c^*_\mu c_\mu) \right] - \frac{1}{2} \varphi^* \square \partial \cdot c + \hat{s}_0 ( \frac{1}{2} H^*_{\mu\nu} \partial^2 c_\nu + \frac{5}{16} c^*_\mu \square c_\mu ) + 2 \mu \int_0^\infty du \, (C')^2 \hat{s}_0 (H^*_{\mu\nu} \partial^2 c_\nu - \frac{5}{4} c^*_\mu \square c_\mu ) + \frac{1}{2} \left( \ln \frac{\mu_R^2}{\Lambda^2} + \int_0^1 \frac{du}{u} \, (1 - C)^2 + \int_1^\infty \frac{du}{u} \, C(C - 2) \right) \hat{s}_0 (H^*_{\mu\nu} \partial^2 c_\nu + \frac{3}{4} c^*_\mu \square c_\mu ) + O(\hat{\varphi}^5) ,
\]  

(5.16)

Here \( C = C(u) \) is the cutoff function, and we recognise amongst these expressions, instances of \( \Omega_\Lambda \) (2.26) and \( b (2.38) \). The \( O(\hat{\varphi}^5) \) and higher terms arise from UV finite integrals (so do not depend on \( \mu_R \)). The derivation is sketched in app. A. As explained earlier, if we had absorbed \( I_{2\mu} \) into \( \Gamma_{2q}(\mu) \), the remaining level-one part from (5.8), \( \Gamma_{2q}^1 = I_{2\Lambda}^1 \), would already be a solution. The \( \Lambda \)-independent \( \hat{s}_0 \)-exact parts could be discarded by changing the choice of \( \Gamma_{2q}(\mu) \), but we keep them to match the \( \overline{\text{MS}} \) scheme. We only need to recognise that the end result (5.15) must be independent of \( \mu_R \).

Thus we set the one-loop complementary solution part to

\[
\Gamma_{2q}^1(\mu) = i \int_p H^*_{\mu\nu}(p) B^c_{\mu\nu\alpha}(p, \Lambda) c_\alpha(-p) = I_{2\mu}^1 + Z_{2}(\mu) \hat{s}_0 (H^*_{\mu\nu} \partial^2 c_\nu + \frac{3}{4} c^*_\mu \square c_\mu ) ,
\]  

(5.17)

which is independent of \( \mu_R/\mu \), since this dependence cancels between \( I_{2\mu}^1 \) and

\[
Z_{2}(\mu) = \frac{1}{4\pi^2} \ln \frac{\mu}{\mu_R} + z_{2}^1 .
\]  

(5.18)

We see that \( \kappa^2 Z_{2}(\mu) \) induces a change of BRST cohomology representative at second order, as expected.\(^10\) In this case the change is \( \hat{s}_0 \)-exact and thus amounts to a canonical reparametrisation cf. sec. 4, hence \( Z_{2}^1 \) is a wavefunction-like parameter. Its presence ensures that \( \Gamma_{2}^1 \) is also independent

\(^9\)If desired, the subtraction can be reinstated since at one loop it always appears with the same coefficient as \( \ln \mu_R^2 \).

\(^{10}\)In general this would not be clear until we computed the \( \mu_R \) dependence at all antighost levels, but see (5.26) and the discussion below it.\)
of the initial point \( \mu \) on the renormalized trajectory, since a change of \( \mu \mapsto \alpha \mu \) in the total solution \( B_{\mu \nu \alpha}(p, \Lambda) \) (5.15) can be absorbed by a change \( \delta Z_2^1 = \delta z_2^1 = -\ln \alpha/(4\pi)^2 \). Altogether the one-loop level-one solution (5.8) to the renormalized trajectory is:

\[
(4\pi)^2 \Gamma_{2q}^1 = \Lambda^2 \int_0^\infty du \, C(C-2) \left[ \frac{1}{2} \phi^* \partial \cdot c - \frac{9}{8} \delta_0(c^* c_\mu) \right] \\
- \frac{1}{2} \phi^* \Box \partial \cdot c + \delta_0 \left( H_{\mu \nu} \partial^2 \phi + \frac{5}{16} c^* \Box c_\mu \right) + \frac{1}{2} \int_0^1 du \, C(C-2) \left( H_{\mu \nu} \partial^2 \phi - \frac{5}{4} c^* \Box c_\mu \right) \\
+ \frac{1}{2} \left( (4\pi)^2 Z_2^1(\Lambda) + \int_0^1 \frac{du}{u} (1 - C)^2 + \int_1^\infty \frac{du}{u} C(C-2) \right) \delta_0 (H_{\mu \nu} \partial^2 \phi + \frac{5}{4} c^* \Box c_\mu) + O(\partial^5). \tag{5.19}
\]

If we work in scaled variables, where we absorb \( \Lambda \) according to dimensions, the result depends on \( \Lambda \) only indirectly through \( Z_2^1(\Lambda) \). The scaled result is thus of self-similar form as expected for a renormalization group trajectory [33]. Renormalization schemes follow from the choice of renormalization condition for \( Z_2^1 \). For example, the \( \overline{\text{MS}} \) scheme is recovered here with the renormalization condition

\[
Z(\mu) = 0 \quad \text{at} \quad \mu = \mu_R, \tag{5.20}
\]

which sets \( z_2^1 = 0 \) in (5.18). Evaluating the physical limit, \( B_{\mu \nu \alpha}(p) = \lim_{\Lambda \to 0} B_{\mu \nu \alpha}(p, \Lambda) \), a standard Feynman integral, we get for the physical vertex in the scheme (5.20)

\[
(4\pi)^2 B_{\mu \nu \alpha}(p) = \frac{3}{4} p^2 p_{\mu} \delta_{\nu \alpha} - \frac{1}{2} p_{\mu} p_{\nu} p_{\alpha} \ln(p^2/\mu^2) + \frac{2}{3} p_{\mu} p_{\nu} p_{\alpha} - \frac{5}{2} p_\mu \delta_{\nu \alpha} + \frac{5}{4} \delta_{\mu \nu} p^2 p_{\alpha}, \tag{5.21}
\]

where the net effect of the choice of complementary solution (5.17) and renormalization condition (5.20) is just to convert \( \mu_R \) to \( \mu \).

At antighost level zero, the one-loop solution (5.8) is now written as

\[
\Gamma_{2q}^0 = \Gamma_{2q}^0 + \delta \Gamma_{2q}^0(\mu) + I_{2\Lambda}^0 - I_{2\mu}^0, \tag{5.22}
\]

the first two terms on the RHS being the complementary solution having split off the one-loop tadpole (5.11). Adopting a parallel notation to above we write

\[
I_{2\Lambda}^0 = \frac{1}{2} \int p \, H_{\mu \nu}(p) A_{\mu \nu \alpha \beta}^0(p, \Lambda) H_{\alpha \beta}(-p). \tag{5.23}
\]

Here \( A_{\mu \nu \alpha \beta}^0(p, \Lambda) \) has two contributions: one from using two \( \Gamma_1^1 \) vertices joined by ghost propagators and one from two copies of \( \Gamma_1^1 \) joined by \( H \) propagators. As a formal integral in \( d=4 \) dimensions,
and understood to be symmetrised i.e. to be recast as $A^I_{(\mu\nu)(\alpha\beta)}$, we can write it as:

$$A^I_{\mu\nu\alpha\beta}(p, \Lambda) = \int_q C_\Lambda(q) C_{\Lambda(p+q)} \left\{ \frac{-1}{q^2(p+q)^2} \left[ p_\alpha p_\beta p_\mu p_\nu + 2p_\alpha p_\beta p_\mu q_\nu + 2p_\alpha p_\beta q_\mu q_\nu + p_\alpha p_\beta q_\mu q_\nu + p_\alpha q_\beta q_\mu q_\nu + q_\alpha q_\beta q_\mu q_\nu - p^2 \delta_{\alpha\mu} p_\beta p_\nu - \frac{4}{p^4} \delta_{\mu\nu}(p_\alpha p_\beta + 3p_\alpha q_\beta + 3q_\alpha q_\beta) \right] + \frac{1}{q^2} \left[ \frac{1}{16} p^2 \delta_{\alpha\beta} \delta_{\mu\nu} + \frac{3}{4} p^4 q_{\alpha\beta} \delta_{\mu\nu} - p \cdot (p+q) \delta_{\alpha\mu} \delta_{\beta\nu} + 2 \delta_{\alpha\mu}(p+q) \delta(p+q) \nu - \delta_{\mu\nu}(p_\alpha p_\beta + 3p_\alpha q_\beta + q_\alpha q_\beta) \right] + \frac{1}{2} \delta_{\alpha\beta} \delta_{\mu\nu} \right\} \right\}$$

(5.24)

Again we define it however using $\overline{\text{MS}}$. Up to $O(\partial^2)$, (5.23) takes the form

$$(4\pi)^2 I_{2\Lambda}^0 = \Lambda^4 \int_0^\infty du C(C - 2) \left[ \frac{5}{16} h^2_{\mu\nu} + \frac{1}{8} \varphi^2 \right] + \Lambda^2 \int_0^\infty du C(C - 2) \left[ \frac{5}{16} \varphi^2 \delta_{\alpha\beta} h_{\alpha\beta} + \frac{5}{8} (\partial_\alpha h_{\alpha\beta})^2 - \frac{40}{21} (\partial_\gamma h_{\alpha\beta})^2 - \frac{5}{2} (\partial_\alpha \varphi)^2 \right] - \Lambda^2 \int_0^\infty du u^2(C')^2 \left[ \frac{5}{16} \varphi^2 \delta_{\alpha\beta} h_{\alpha\beta} + \frac{1}{8} (\partial_\alpha h_{\alpha\beta})^2 + \frac{7}{20} (\partial_\gamma h_{\alpha\beta})^2 + \frac{1}{16} (\partial_\alpha \varphi)^2 \right] + O(\partial^4). \right.$$  

(5.25)

It is a unique result but acquires dependence on $\ln \mu_R$, which appears amongst the $O(\partial^4)$ terms. (We do not display all these terms because there are rather too many.) Setting $\delta \Gamma_{2\alpha}^0(\mu) = I_{2\mu}^0$, $\Gamma_{2\alpha}^0$ (5.22) would already be a solution. As before, we choose the complementary solution to be this up to converting the $\ln \mu_R$ dependence to $\ln \mu$ dependence. We find

$$\delta \Gamma_{2\alpha}^0(\mu) = I_{2\mu}^0 + Z_{2\alpha}^0 (R_{(1)}^{(1)})^2 + Z_{2\alpha}^0 (R_{(1)}^{(1)})^2,$$

(5.26)

where to one loop,

$$Z_{2\alpha}^0(\mu) = -\frac{64}{120(4\pi)^2} \ln \frac{\mu}{\mu_R} + z_{2\alpha}^0, \quad Z_{2\alpha}^0(\mu) = -\frac{23}{120(4\pi)^2} \ln \frac{\mu}{\mu_R} + z_{2\alpha}^0. \right.$$  

(5.27)

Again the rôlê of these $\kappa^2 Z$s is (also) to ensure that the full solution is actually independent of $\mu$ at $O(\kappa^2)$, and ensuring that the scaled result is a self-similar solution [33]. Since the only other $\ln \mu$ part, sitting in $\Gamma_{2\alpha}^1(\mu)$ (5.17), is already $\delta_0$-closed, this addition must be $\delta_0$-closed, which it is by virtue of being invariant under linearised diffeomorphisms. As we saw, (4.11), it is actually $\delta_0$-cohomologically trivial, and thus as a consequence of the Koszul-Tate differential (2.7), vanishes on the free equations of motion (i.e. on shell), making the $Z$s here also wave-function-like. This is also clear directly, on using the Gauss-Bonnet identity (4.10) [1]. (Note that the coefficients do not agree with those in ref. [1] which are computed in the background field method. The terms only have to agree on-shell, which they do trivially since they both vanish.) Again the $\overline{\text{MS}}$ scheme.
is recovered by choosing the renormalization condition (5.20). In the physical limit, the tadpole correction (5.11) vanishes, so once more the net effect of our renormalization condition on the choice of complementary solution (5.26) is to swap \( \mu_R \) for \( \mu \). We find for the physical \( \Gamma_2^0 \) two-point vertex (where again we mean this to be recast as \( A_{(\mu \nu)(\alpha \beta)} \)):

\[
(4\pi)^2 A_{\mu \nu \alpha \beta}(p) = \left( \frac{7}{10} p_\alpha p_\beta p_\mu p_\nu - \frac{23}{60} p^2 \delta_{\alpha \beta} p_\mu p_\nu - \frac{61}{120} p^2 \delta_{\alpha \mu} p_\beta p_\nu + \frac{23}{120} p^4 \delta_{\alpha \beta} \delta_{\mu \nu} + \frac{61}{120} p^4 \delta_{\alpha \mu} \delta_{\beta \nu} \right) \ln \left( \frac{p^2}{\mu^2} \right) \\
+ \frac{19}{75} p_\alpha p_\beta p_\mu p_\nu - \frac{1229}{1800} p^2 \delta_{\alpha \beta} p_\mu p_\nu - \frac{283}{1200} p^2 \delta_{\alpha \mu} p_\beta p_\nu + \frac{1829}{3600} p^4 \delta_{\alpha \beta} \delta_{\mu \nu} + \frac{283}{3600} p^4 \delta_{\alpha \mu} \delta_{\beta \nu},
\]

(5.28)

the quartic on the first line being the same as appears in (5.26, 5.27).

Finally, substituting \( \Gamma_2^0 \) (5.22) into the one-loop second-order mST (5.9) and using the final equation in the CME relations (3.8) we see that\(^{11}\)

\[
Q_0 \left( \Gamma_{2q}^0 - \hat{\Gamma}_{1q2}^0 \right) + Q_0^- \Gamma_{1q}^1 = - \text{Tr} C^A \hat{\Gamma}_{1s}^{(2)} \triangle A \hat{\Gamma}_{1}^{(2)} \bigg|_0 ,
\]

(5.29)

\((\Delta \Gamma_2 \text{ trivially vanishes})\) where on the RHS we retain only the antighost level zero piece. This last term has three contributions, one with \( \hat{\Gamma}_2^0 \) and \( \hat{\Gamma}_1^1 \) differentiated with respect to \( e^a \) and (anti)ghosts, the other two using \( \hat{\Gamma}_1^1 \) and its \( H^* \), and either a second copy \( \hat{\Gamma}_1^1 \) differentiated with respect to \( H \) and \( \bar{c} \), or \( \hat{\Gamma}_0^0 \) where the differentials are of course both with respect to \( H \). The result is:

\[
- \text{Tr} C^A \hat{\Gamma}_{1s}^{(2)} \triangle A \hat{\Gamma}_{1}^{(2)} \bigg|_0 = i \int \! p \, H_{\mu \nu}(p) \, F_{\mu \nu \alpha}(p, \Lambda) \, c_\alpha(-p),
\]

(5.30)

where

\[
F_{\mu \nu \alpha}(p, \Lambda) = \int \! q \, C_{\alpha}(q) \, C^A(p+q) \left\{ \delta_{\mu \nu} p_\alpha + 3 \delta_{\mu \nu} q_\alpha \\
+ \frac{1}{q^2} [2 q_\mu q_\nu (p+q)_\alpha + 4 p_\mu p_\nu q_\alpha - 2 p \cdot q \, (p+q)_\mu \delta_{\nu \alpha} + p \cdot q \, \delta_{\mu \nu} (p+q)_\alpha - 4 \delta_{\mu \nu} q_\alpha p^2] \right\}.
\]

(5.31)

The above \( A, B \) and \( F \) vertices are analogous to vertices in Yang-Mills theory, which we labelled similarly in ref. [19]. Note that \( \overline{\text{MS}} \) has no effect on \( F_{\mu \nu \alpha} \) or the tadpole integrals, (3.11) and (5.11), since these are already fully regulated by the cutoff functions and thus have no \( 1/\epsilon \) divergences.

Writing \( G_{(1)}^{(1)} \) (2.8) in momentum space as

\[
G_{(1)}^{(1)}(p) = - G_{(1)}^{(1)}(p) H_{\alpha \beta}(p) ,
\]

(5.32)

we see that (5.29) is a modified Slavnov-Taylor identity for two-point vertices:

\[
A_{\mu \nu \alpha \beta} \, p_{\beta} + G_{(1)}^{(1)}(\mu) B_{\sigma \lambda \alpha} = \frac{7}{8} b \Lambda^4 (\delta_{\mu \nu} p_\alpha - 2 p_{(\mu} \delta_{\nu) \alpha}) + \frac{1}{2} F_{\mu \nu \alpha} ,
\]

(5.33)

\(^{11}\text{Note that the covariantisation} \Gamma_{1q2}^0 \text{ thus plays a different rôle from} \Gamma_{2q}^0.\)
where the first terms on the RHS come from putting $Q_0 \hat{\Gamma}_{1q^2}^0$, on the RHS and using the formula for $\hat{\Gamma}_{1q^2}^0$ (3.11). Note that in the physical limit $\Lambda \to 0$, the above RHS vanishes and this equation becomes the unmodified Slavnov-Taylor identity: it just says that the amplitude $\mathcal{A}$ is gauge invariant on shell, i.e. up to terms proportional to the free equation of motion $G_{\mu\nu}^{(1)} = 0$. We have confirmed that the physical vertices, (5.21) and (5.28), do indeed satisfy the physical limit of this equation. This means that if we write the IR cutoff functions in terms of the UV one, $C_\Lambda = 1 - C^\Lambda$, the LHS of the above identity (5.33) can be rewritten as a sum over contributions all of which are UV regulated by $C^\Lambda$ and thus well defined without further regularisation. Further manipulation similar to those in ref. [19] would then establish that (5.33) holds exactly as an identity between the integrals (5.24, 5.14, 5.31). In fact by the Bianchi identity, $p_\mu G_{\mu\nu}^{(1)}(p) = 0$, it is apparent that only the last term in the physical $\mathcal{B}$ vertex (5.21) makes a contribution. Therefore the above identity (5.33) states that the part of the physical $\mathcal{A}$ vertex dependent on renormalization conditions, namely the $\ln p^2/\mu^2$ part of (5.28), is transverse, a property we have already established in (5.26). The derivative expansion of $\mathcal{F}$ (5.30) gives:

$$-(4\pi)^2 \text{Tr} C^\Lambda \hat{\Gamma}^{(2)}_{1_{\Lambda}} \Delta \Lambda \hat{\Gamma}^{(2)}_{1} \bigg|^{0}_{1} = \Lambda^4 \int_0^\infty du u C(C - 2) \left[ \frac{7}{6} h_{\mu\nu} \partial_\mu c_\nu + \frac{4}{3} \varphi \partial \cdot c \right] - b \Lambda^4 \left[ \frac{7}{6} h_{\mu\nu} \partial_\mu c_\nu + \frac{4}{3} \varphi \partial \cdot c \right]$$

$$+ \Lambda^2 \int_0^\infty du C(C - 2) \left[ \frac{1}{3} h_{\mu\nu} \Box \partial_\mu c_\nu + \frac{11}{12} \varphi \Box \partial \cdot c - \frac{11}{12} h_{\mu\nu} \partial^3_{\mu\nu\alpha} c_\alpha \right]$$

$$+ \Lambda^2 \int_0^\infty du (C')^2 \left[ \frac{1}{3} h_{\mu\nu} \partial^3_{\mu\nu\alpha} c_\alpha + \frac{11}{24} h_{\mu\nu} \Box \partial_\mu c_\nu \right] + O(\partial^5). \quad (5.34)$$

We have verified that the one-loop second-order mST identity (5.29) is satisfied up to $O(\partial^3)$ by the derivative expansions (5.16), (5.25) and (5.34) together with the tadpole corrections (3.11, 5.11). In particular this confirms explicitly that these tadpole contributions automatically supply required $O(\partial^2)$ and $O(\partial^2)$ terms necessary for satisfying this identity.

6 Discussion

We have seen that at second order in perturbation theory the end result is the standard one for the one-particle irreducible effective action at $O(\kappa^2)$, and which is thus a one loop contribution. Since we are dealing with pure quantum gravity at vanishing cosmological constant, the logarithmic running is due to wave-function-like reparametrisations. This is true in standard quantisation [1] but it is also reflected in the new quantisation. However outside the diffeomorphism invariant subspace these

\[12\text{Again note that } \Omega_\Lambda (2.26) \text{ and } b (2.38) \text{ give alternative expressions for the terms linear in } C.\]
reparametrisations are not purely wave-function-like but are accompanied by coefficient functions, for example at antighost level zero they will take the form:

\[ \delta H_{\mu\nu} = R^{(1)}_{\mu\nu} f_A^a(\phi, \mu) + \delta_{\mu\nu} R^{(1)} f_B^b(\phi, \mu), \]

where \( f_A^a(\phi, \mu) \to c_i \kappa^2 \ln \mu \) as \( \Lambda_p \to \infty \), (6.1)

c_i being numerical constants (i = a,b). There are also infinitely many perturbative reparametrisations possible of the form

\[ \delta \phi = f^\Lambda(h_{\mu\nu}, \phi), \]

the RHS evidently being made up of Lorentz invariant combinations of \( h_{\mu\nu} \). Some combination of these reparametrisations will correspond to redundant operators [34, 35]. It is this kind of reparametrisations that would lead to a demonstration of the quantum equivalence of unimodular gravity and ordinary gravity [11,36] within this new quantisation.

Notice that the logarithmic running encapsulated in \( Z_{\frac{1}{2}}(\mu) \) (5.18) and \( Z_{\frac{2}{2a,b}}(\mu) \) (5.27), is by no means the only logarithmic running in the theory. Infinitely many more cases are generated in the derivative expansion of the general solution for the second-order renormalized trajectory (5.3) [13]. However all the other cases vanish as a power of \( \Lambda_p \) in the large amplitude suppression scale limit.

It seems clear that once we add matter and/or a cosmological constant, it will no longer be the case that the logarithmic running inside the diffeomorphism invariant subspace is attributable to a reparametrisation. It will have to be attributed to new diffeomorphism-invariant effective couplings. These effective couplings are precisely the same couplings that need to be introduced in standard quantisation [1]. Indeed we still expect to need a complementary solution in the form we gave for \( \delta \Gamma_0^{q}(\mu) \) (5.26), but the curvature-squared terms no longer vanish on the equations of motion since the Einstein tensor is now sourced by the matter stress-energy tensor and/or a term proportional to \( g_{\mu\nu} \) in the case of a cosmological constant.

Actually, once inside the diffeomorphism invariant subspace, we are obeying both the flow equation and the mST, and therefore the solution must correspond to an RG flow in the standard quantisation. The problem in standard quantisation is that these flows have an infinite number of parameters, new ones appearing at each loop order. In standard quantisation they are identified with renormalized couplings, and the corresponding bare couplings are required to absorb the UV divergences. It is clear that in this standard framework none of these flows can correspond to a genuine perturbative continuum limit in the usual Wilsonian sense, i.e. a renormalized trajectory emanating from the Gaussian fixed point, since \( \kappa \) is irrelevant. (The same is true of all higher order couplings apart from the curvature squared ones.)
In this new quantisation we have found a solution to this latter problem: we have constructed a genuine perturbative renormalized trajectory. We have demonstrated that it works in perturbation theory, at both first order \([11,12]\) and now, second order \([13]\). It emanates from the Gaussian fixed point along relevant directions provided by the underlying (marginally) relevant couplings, \(g_{2l+\varepsilon}^2\). It is these couplings that absorb the UV divergences \([13]\). Once inside the diffeomorphism invariant subspace, this renormalized trajectory must coincide with a subset of the RG flows derived in standard quantisation. The question is which subset. Since we need to send \(\Lambda_p \to \infty\) in fig. 1.1 to fully recover diffeomorphism invariance, we know at least that these flows must exist all the way to \(\Lambda \to \infty\) within the diffeomorphism invariant subspace, even though they will not qualify as part of a perturbative renormalized trajectory inside this subspace.

Once inside the diffeomorphism invariant subspace, the underlying couplings disappear and the trajectory is parametrised by diffeomorphism-invariant effective couplings. One possibility is that there is no restriction: the subset is the whole set, the effective couplings are in one-to-one correspondence with the couplings required in standard quantisation. Devastating as this might be for the general predictivity of the theory, this construction suggests that there is nothing inherently inconsistent with such a scenario.

If this is the outcome, nevertheless the new quantisation provides a different perspective. For example, it is not true that the introduction of these higher order couplings require a loss of unitarity, provided that their signs are chosen to avoid wrong-sign poles in the full propagators. In standard quantisation, the assumption is that once couplings are introduced for the curvature-squared terms for example, these couplings must be part of some ‘fundamental’ bare action, and thus from the beginning turn the theory into one with higher derivatives even at the free (bilinear) level. Here, the bare action lies outside the diffeomorphism invariant subspace. The higher derivative interactions there must always be accompanied by a \(\delta^{(n)}(\varphi)\) operator, and thus cannot alter the kinetic terms. In other words, the bilinear action maintains its two-derivative form \([11]\).

It remains the case that ultimately the perturbative development of the theory is organised in powers of \(\kappa\) and therefore by dimensions, accompanied by increasing numbers of space-time derivatives at higher order. But since we are dealing with a theory with a genuine continuum limit, the fact that perturbation theory breaks down in the regime\(^{13}\) \(\kappa \partial > 1\), just indicates that the theory becomes non-perturbative in this regime and not, as usually interpreted, a signal of breakdown of an effective quantum field theory description.

\(^{13}\)Here \(\partial\) stands for the typical magnitude of space-time derivatives.
We see very clearly that it is the logarithmically running terms and their finite part ambiguities, necessarily BRST invariant, that demand the introduction of new couplings order by order in perturbative quantum gravity. In contrast, the power-law $\Lambda$ dependence is computed unambiguously. Nothing within perturbation theory demands that new couplings be associated to such $\Lambda^{2n}$ terms (integer $n > 0$). Nor is the field dependence associated to $\Lambda^{2n}$, closed under BRST, but rather is intimately related to the modifications of the Slavnov-Taylor identities. Thus the problem in quantum gravity is to find the mechanism, if there is one, that determines (some or all of) the finite parts associated to the $\ln(\Lambda/\mu)$ terms that appear at the perturbative level. If for example, all these parameters are fixed by such a mechanism, we would be left with only one new parameter at the quantum level, the mass scale that arises by dimensional transmutation from the very existence of the RG (the equivalent to $\Lambda_{QCD}$ in QCD).

In fact we know that at third order, the first-order couplings will run with $\Lambda$ [13]. It is conceivable that this running and the required subsequent matching into the diffeomorphism invariant subspace, plays a role in providing this missing mechanism. Below, we discuss another possibility, some hints that this mechanism arises solely from insisting that the RG flow within the diffeomorphism invariant subspace, remains non-singular all the way to $\Lambda \to \infty$. One such well-studied possibility is a non-perturbative (asymptotically safe) UV fixed point [37–39]. However note that our current construction was born from attempts to solve issues with the degeneration of the fixed points and eigenoperator spectrum that are seen in that scenario if one goes (sufficiently carefully) beyond truncations involving just a finite number of operators (see the final discussions in refs. [12,40]). As we now explore, a mechanism for fixing the parameters could follow from the same mathematical properties of the partial differential flow equations that lead to these problems in the first place.

7 A possible non-perturbative mechanism

In the conformal sector the infinite number of couplings $g^{\sigma}_{2l+\varepsilon}$ lead to a new effect, namely the fact that almost always, even at the linearised level, RG flows towards the IR become singular and then cease to exist [7]. This is very much interwoven into the subsequent development [11–13]. Indeed it is for this reason that the construction requires the initial point $\mu$ for the renormalized trajectory (5.3) to lie below $\Lambda_p$, most of the trajectory then being safely developed from the IR to the UV. This is due to the fact that we are dealing with solutions of a parabolic partial differential equation that are non-polynomial in the amplitude: such solutions are only guaranteed when flowing from the IR to the UV [7].
These comments apply equally well to the $h_{\mu\nu}$ sector however with the crucial difference that there the equation is reverse parabolic, with solutions only guaranteed when flowing from the UV to the IR \cite{7}. The problem is not seen for polynomial linearised solutions, because such solutions are a finite sum of eigenoperators (the Hermite polynomials) \cite{7,11} with constant coefficients. But diffeomorphism invariance, which is imposed in the IR (inside the diffeomorphism invariant subspace), requires us to use solutions that are non-polynomial in the $h_{\mu\nu}$ amplitude (because the curvature terms require both the metric $g_{\mu\nu}$ and the inverse metric $g^{\mu\nu}$). Thus diffeomorphism invariance forces us to consider solutions non-polynomial in $h_{\mu\nu}$, evolving from the IR to the UV. Such solutions almost always fail at some critical scale $\Lambda_{\text{cr}}$ before we reach $\Lambda \to \infty$.

In reality, the solution must exist simultaneously in both the $h_{\mu\nu}$ and $\varphi$ sectors. Consider a solution $\delta \Gamma$ to the linearised flow equation (2.22). Isolating the $h_{\mu\nu}$ and $\varphi$ amplitude dependence, we can expand $\delta \Gamma$ over monomials $\varsigma_{\mu_1 \cdots \mu_n}$:

$$\delta \Gamma = \sum_\varsigma \varsigma_{\mu_1 \cdots \mu_n} (\partial, \partial \varphi, \partial h, \Phi^* f_{\varsigma_{\mu_1 \cdots \mu_n}} (h_{\alpha\beta}, \varphi) + \cdots) , \quad (7.1)$$

where we suppress Lorentz indices on the arguments in $\varsigma$ and we mean that its (anti)field arguments can appear as indicated or differentiated any number of times. These new coefficient functions $f_{\varsigma}$ are necessarily non-polynomial in $h_{\alpha\beta}$ and $\varphi$ for the reasons we have explained. The linearised flow equation (2.22) can be solved exactly using the same integrating factor as in the general solution (2.27). The ellipses in (7.1) refer to the tadpole corrections so formed by attaching propagators to $\varsigma$ either exclusively, or also to $h_{\alpha\beta}$ and $\varphi$. Now from the linearised flow equation (2.22), the coefficient functions themselves satisfy the flow equation:

$$\dot{f}_{\Lambda_{\mu_1 \cdots \mu_n}} (h_{\alpha\beta} , \varphi) = \Omega_{\Lambda} \left( \frac{\partial^2}{\partial h_{\mu\nu}^2} - \frac{\partial^2}{\partial \varphi^2} \right) f_{\varsigma_{\mu_1 \cdots \mu_n}} . \quad (7.2)$$

Here we clearly see the property that the equation in each sector separately is parabolic, but in opposite directions, and thus in fact the Cauchy initial value problem\footnote{This is a property of the flow under effective cutoff $\Lambda$. It has nothing to do with the existence (or otherwise in some approaches \cite{41–47}) of a Cauchy initial value surface in the dynamics of the theory.} for such a partial differential equation is not well defined in either direction. This mathematical property is not cured, but only obscured, by using the full non-linear flow equations. We see that we are dealing with novel partial differential equations whose solution typically becomes singular when it is evolved in either direction, even at the linearised level. As we have emphasised already for flows towards the IR in the $\varphi$ sector \cite{7}, this does not mean solutions do not exist but rather that the initial conditions
must be very special, \textit{i.e.} lie within a heavily restricted subspace. Below we uncover hints that this allows only the cosmological constant and \( \kappa \) ultimately to exist as independent couplings.

Notice that this issue applies only to the fields that are differentiated in the flow equation, \textit{i.e.} to the quantum fields – whose second order differentials together with the RG time derivative make the equations (reverse) parabolic. It does not apply to the antifields, nor to background fields if the background field approach is followed. In fact it does not apply to the ghost fields either because these are Grassmann and thus dependence on their amplitude is necessarily polynomial. Therefore the issue only arises for the quantum fluctuation fields \( h_{\mu \nu} \) and \( \varphi \).

To take these arguments a little further, we recall that the finite part ambiguity \( \delta \Gamma(\ell) \) that appears at \( \ell \)-loop order, is a local \( \Lambda \)-independent operator, and note that its dimension is

\[
[\delta \Gamma(\ell)] = 2(\ell + 1)
\]

\textit{(e.g. as required by dimensions from the factors of \( \kappa \)). We also note that if the mST (2.12) is to be obeyed inside the diffeomorphism invariant subspace, we must have \( (\Gamma_0, \delta \Gamma(\ell)) = 0 \) (since all the other parts are at higher loop order, in particular the correction term in the mST carries an extra loop) [19]. In other words, at \( \ell \)-loop order the ambiguous parts \( \delta \Gamma(\ell) \) must be invariant under the full classical BRST transformations [19], \textit{cf. sec. 3, reflecting standard treatments [18, 48, 49]. In particular the level zero part, \( \delta \Gamma^0 \), must be diffeomorphism invariant, and thus at one loop are curvature-squared terms, as confirmed in \( \delta \Gamma^0_2 \) (5.26), at two-loop order are \( \kappa^2 \) times curvature cubed, or \( \kappa^2 R \nabla^2 R \) type terms, and so forth. They are therefore indeed non-polynomial in \( h_{\mu \nu} \) (and also \( \varphi \) as also imposed by the new quantisation).

At loop-order higher than \( \ell \), where \( \delta \Gamma(\ell) \) first appears, \( \delta \Gamma(\ell) \) gets altered by the flow equation (2.11) and mST (2.12) in ways that are not straightforward to analyse. If we model the situation by just taking the linearised flow equation (2.22) and imposing \( \delta \Gamma = \delta \Gamma(\ell) \) at \( \Lambda = 0 \), the perturbation will no longer satisfy BRST invariance or the mST once \( \Lambda > 0 \). However we will be able to see the restrictions that arise from the fact that the flows are typically singular. In close similarity to the solution for the pure-\( \varphi \) coefficient functions (2.28), the partial differential equation (7.2) is solved formally by the Fourier transform:

\[
f_{\ell_{\mu_1...\mu_n}}(h_{\alpha \beta}, \varphi) = \int \frac{d^9 \pi_{\alpha \beta}}{(2\pi)^9} \frac{d\pi}{2\pi} f_{\ell_{\mu_1...\mu_n}}(\pi_{\alpha \beta}, \pi) e^{\frac{i}{2} \Omega(\pi_{\mu \nu} - \pi^2) + i\pi_{\mu \nu} h_{\mu \nu} + i\pi \varphi}, \quad (7.4)
\]

where \( \pi_{\mu \nu} \) is traceless, being the momentum conjugate to \( h_{\mu \nu} \). That (7.4) is the Fourier form of the solution, can be seen straightforwardly by substitution, and matches the general linearised functional solution (2.27) as one can see by substituting the \( \Lambda = 0 \) Fourier transform for the physical
coefficient function. However for the above to be more than a formal solution to (7.2), we need the Fourier integral to converge. We see that as $\Lambda$ increases from zero, convergence in the $\varphi$ sector only improves, since it is weighted by $e^{-\frac{\pi^2}{2} \Omega \Lambda}$, reflecting the fact that the Cauchy initial value problem is well defined in this sector for $\text{IR} \to \text{UV}$ [7]. However in the $h_{\mu\nu}$ sector the integral has the exponentially growing weight, $e^{\frac{\pi^2}{2} \Omega \Lambda}$. Unless $f^\varsigma$ decays faster than an exponential of $\pi^2 \Omega \Lambda$ (at fixed $\pi$), the solution (7.4) will be singular at some critical scale $\Lambda = \Lambda_{\text{crit}} \geq 0$, above which the flow ceases to exist.

We see therefore that the flows will exist only for carefully chosen parametrisations of the metric in terms of $h_{\mu\nu}$ and $\varphi$. Now we show that solutions of the form (7.4) cannot exist simultaneously for all the $\delta \Gamma$ that match diffeomorphism invariant $\delta \Gamma_{(\ell)}$ at $\Lambda = 0$. If we take the Einstein-Hilbert action (3.9) as an example and expand it over monomials as in (7.1), the required strong suppression of high conjugate momenta $\pi_{\mu\nu}$ in $f^\varsigma$, means that for the above to be a solution, there must be no rapid variation of the Einstein-Hilbert action under changes in the $h_{\mu\nu}$ amplitude. Obviously, at a minimum we then need a parametrisation that exists for all amplitudes. That is not true of the simple linear split form of $g_{\mu\nu}$ (1.3) which is not positive definite for all $h_{\mu\nu}$ and $\varphi$, and for which $g_{\mu\nu}$ is singular at $\kappa \varphi = -2$, and whenever $\kappa h_{\mu\nu}$ has $-1$ as an eigenvalue. We can cure this by for example parametrising the metric $g_{\mu\nu}$ in terms of an exponential of $\kappa h_{\mu\nu}$ (considered as a matrix), see e.g. [50–54]. Such a parametrisation can also ensure that the square root, in the measure $\sqrt{g}$, does not lead to branch cuts (as also would expressing the metric in terms of a vierbein, since the measure is then its determinant).

This is still not enough to allow a solution in the form (7.4) however. From the already required faster than exponential decay, we see that the mod-squared amplitudes $|f_{\mu_1\cdots \mu_n}|^2$ are integrable. Thus by Parseval’s theorem, the squared coefficient functions $(f^\varsigma_{\lambda \mu_1\cdots \mu_n})^2$ must also be integrable over $d^9 h_{\alpha\beta}d\varphi$. This in turn implies that the coefficient functions $f^\varsigma_{\lambda \mu_1\cdots \mu_n}$ must vanish as $h_{\alpha\beta} \to \infty$. Since $\sqrt{g} \to \alpha^2 \sqrt{g}$ under scaling $g_{\mu\nu} \to \alpha g_{\mu\nu}$ (where $\alpha$ is some constant), we see that this last condition will hold true for the Einstein-Hilbert action if and only if $g_{\mu\nu}$ itself vanishes in this limit.

A Fourier solution (7.4) for the cosmological constant term, is then not ruled out by this condition, since $\sqrt{g} \to \alpha^2 \sqrt{g}$, and thus it will also vanish in the limit $h_{\alpha\beta} \to \infty$. However all the higher derivative terms are then ruled out from having such solutions, since curvature-squared terms go like $\alpha^0$, while the higher order terms behave as negative powers of $\alpha$ and thus actually diverge in the limit $h_{\alpha\beta} \to \infty$.

---

15 They must decay faster than $1/|h_{\alpha\beta}|^{9/2}$. Given an appropriate choice of $f^\varsigma$, one can get a much improved estimate by using the method of steepest descents in (7.4).
Notice that despite the fact that we are modelling using only linearised solutions, the arguments we are making are non-perturbative in \(\kappa\), because the breakdown in the solutions happens at finite or diverging \(\kappa h_{\mu\nu}\). In general the level-zero part satisfies \(\delta\Gamma(\ell) \mapsto \alpha^{1-\ell} \delta\Gamma(\ell)\), and thus if these perturbations had to extend to solutions \(\delta\Gamma\) of Fourier type (7.4), we would have shown that, despite the apparent freedom to change individually the new effective couplings that appear at each loop order, non-perturbatively in \(\kappa\) the requirement that the renormalized trajectory is non-singular actually rules out all such infinitesimal changes \(\delta\Gamma(\ell)\). We would therefore conclude that the only freely variable couplings are in fact \(\kappa\) itself and the cosmological constant.

We cannot quite draw such dramatic conclusions however. The arguments we have presented can only be regarded as hints. Firstly, solutions exist to the linearised flow equations (7.2) that do not fit the assumed Fourier form (7.4). For example solutions polynomial in the graviton can be cast in Fourier space, but \(f^\varsigma\) is then distributional, viz. a sum over differentials of \(\delta(\pi_{\alpha\beta})\). Another example is provided by the \(\phi\) part of exponential parametrisation [50–54] which extends to the solution

\[
f(\phi) = e^{\frac{5}{2}\kappa^2 \phi^2} \Rightarrow f_\Lambda(\phi) = e^{\frac{5}{2}\kappa^2 \phi^2} + \frac{1}{8\kappa^2} \Omega \Lambda,
\]  
(7.5)

as can be confirmed by direct substitution in (7.2) or by using the Green’s function \(\delta^{(0)}_{\Lambda}(\phi-\phi_0)\), cf. (2.25) [7, 12]. However these are not sufficient to parametrise the Einstein-Hilbert action. In fact finding a parametrisation that can be extended to a solution of the linearised flow equation (7.2), either of Fourier type (7.4) or otherwise, looks challenging.\(^{16}\) It is even more challenging to find one that also works for the cosmological constant term, and it is not credible that a parametrisation could be found that would also allow solutions for the higher derivative terms \(\delta\Gamma(\ell)\). On the contrary, it may be that there is no sensible solution even for the Einstein-Hilbert action alone. Secondly, infinitesimal changes \(\delta\Gamma(\ell)\) do not in fact have to satisfy the simple linearised equations (7.2) but operator flow equations that depend on the rest of the effective action:

\[
\delta\Gamma(\ell) = \frac{1}{2} \text{Str} \left( \Delta_\Lambda \Delta^{-1}_\Lambda \left[ 1 + \Delta_\Lambda \Gamma^{(2)}_I \right]^{-1} \Delta_\Lambda \delta\Gamma^{(2)}_I \left[ 1 + \Delta_\Lambda \Gamma^{(2)}_I \right]^{-1} \right),
\]  
(7.6)

as follows immediately from perturbing the exact RG flow equation (2.11). However, although these flow equations are much more involved than the simple linearised flow equations (7.2), and are such that they allow solutions that remain compatible with BRST invariance through the (perturbed) mST (2.12), they share with (7.2) the property that their Cauchy initial value problem is not well defined in either direction.

\(^{16}\)We did not find a parametrisation of \(g_{\mu\nu}\) that leads to \(f^\varsigma\) with decay faster than exponential of \(\pi_{\mu\nu}^2\). Approaching from the other direction, nor did we find such \(f^\varsigma\) that then lead to a non-singular \(g_{\mu\nu}\).
8 General gauges

All the results in this paper were derived in Feynman – De Donder gauge. In this section we will show that the structure changes only in an inessential way for a class of gauge conditions. First we recall that a great advantage of using off-shell BRST invariance is that BRST invariant correlators are independent of the choice of gauge \[11, 20, 21\]. Indeed in terms of the quantum fields, $\phi^A$, and the Wilsonian effective action, $S$, the mST (2.12) is just the Quantum Master Equation (QME)

$$\frac{1}{2}(S, S) - \Delta S = 0,$$

whose powerful algebraic properties continue to hold exactly despite regularisation by the cutoff function \[11\]. In more detail, an operator $\mathcal{O}_i$ is (off-shell) BRST invariant if it satisfies

$$s \mathcal{O}_i = (S, \mathcal{O}_i) - \Delta \mathcal{O}_i = 0,$$

while a change of gauge is implemented by adding a BRST exact term $s\delta K$ to the action \[20, 21\]. Then it follows that a BRST invariant correlator is invariant under change of gauge \[11, 20, 21\]:

$$\delta \langle \mathcal{O}_1 \cdots \mathcal{O}_n \rangle = -\langle s\delta K \mathcal{O}_1 \cdots \mathcal{O}_n \rangle = -\langle s(\delta K \mathcal{O}_1 \cdots \mathcal{O}_n) \rangle = \frac{1}{\mathcal{Z}} \int D\phi \Delta(\delta K \mathcal{O}_1 \cdots \mathcal{O}_n e^{-S}) = 0.$$

($\mathcal{Z}$ is the normalisation of the partition function. In this last step we use algebraic properties of the QME, the disjoint support of the $\mathcal{O}_i$, and the fact that $\Delta$ now contains a total functional derivative with respect to $\phi$ \[11\].)

The formulation we are using here is entirely equivalent since the two formulations are mapped into each other by the Legendre transform relation \[19, 24, 26, 28, 55\]:

$$\Gamma_I[\Phi, \Phi^*] = S_I[\phi, \Phi^*] - \frac{1}{2} (\Phi - \phi)^A \Delta^{-1}_{AB} (\Phi - \phi)^B,$$

where $S_I$ is the corresponding interaction part of the Wilsonian effective action. Even so, since the $\Phi^A$ are not BRST invariant operators, $\Gamma$ will now depend on the choice of gauge in some unilluminating way.\[17\] However in the physical limit $\Lambda \rightarrow 0$, the mST (2.12) becomes the Zinn-Justin equation and is obeyed exactly. Now we can also go on shell and at this point the $\Phi^A$ do provide BRST invariant states. Thus the on-shell vertices of the physical $\Gamma$ are independent of the choice of gauge. These vertices obey the unmodified Slavnov Taylor identities, as we have already

\[17\]If instead we used this to compute the Schwinger functional of only gauge invariant operators we would still find results that are gauge parameter independent.
seen from (5.33). Indeed we saw that this just tells us that the physical amplitudes are gauge invariant on shell.

While gratifying, these results are hardly unexpected. After all we saw in sec. 5 that the second order equations (5.6) – (5.7) are identical to those we would derive in standard quantisation at one loop in this framework. All this follows provided the flow finishes up inside the diffeomorphism invariant subspace, i.e. provided the QME (8.1), equivalently mST (2.12), holds exactly in the infrared. However a central feature of our construction is that the renormalized trajectory lies outside this subspace for $\lambda > a\Lambda_p$. Thus the important question is what happens to this part of the trajectory in other gauges, in particular whether it continues to be supported by a novel tower of relevant operators in the ultraviolet, and whether the trajectory still enters the diffeomorphism invariant subspace in the infrared.

To investigate this we rederive the flow of the upper part of the trajectory in a more general De Donder gauge. This gauge is implemented by using the gauge fixing functional

$$F_\mu = \partial_\nu H_{\nu\mu} - \partial_\mu \varphi.$$  \hfill (8.5)

Although we use the Batalin-Vilkovisky framework [20,21] to implement off-shell BRST invariance, for the graviton sector the general De Donder gauge amounts to adding to the free graviton action $\Gamma_0$, cf. (2.3), the term $\frac{1}{2}\alpha F^2_\mu$, where $\alpha$ is the gauge parameter. Up until now we have used Feynman – De Donder gauge, $\alpha = 2$, since such a choice leads to significant simplifications:

$$\Gamma_0|_{\text{Feynman De Donder}} = \frac{1}{2} (\partial_\lambda h_{\mu\nu})^2 - \frac{1}{2} (\partial_\lambda \varphi)^2,$$ \hfill (8.6)

in particular decoupling the conformal mode $\varphi$ from the traceless part $h_{\mu\nu}$. Our construction is built on a succession of results reported in previous papers [7,9–13], where also the Feynman – De Donder gauge was used. Therefore we need to go back to the beginning to show how things now change in a more general gauge.

The central observation that led to the new quantisation is that in Euclidean signature, the Einstein-Hilbert action is unbounded from below. This is a gauge invariant statement: the unboundedness is caused by the fact that the action is proportional to the scalar curvature, $R$, which can take either sign of any magnitude.\footnote{It is actually positive scalar curvature that is the problem [7,8].} At the free level $\Gamma_0$ still has these problems. In the Feynman De Donder gauge (8.6) this is particularly clear. Before gauge fixing the situation is obscured by linearised gauge invariance $\delta H_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu$, equivalently linearised BRST (2.4). However
the gauge invariant statement is that the action (2.3) is unbounded below in the following direction
\[
2\varphi - \frac{\partial_{\alpha}^2}{\Box} H_{\alpha\beta} = 2 \left( 1 - \frac{1}{d} \right) \varphi - \frac{\partial_{\alpha}^2}{\Box} h_{\alpha\beta} = \frac{1}{\Box} R^{(1)},
\]
where we used (2.9). Using different gauge choices we can shift the instability to different modes, but we cannot remove it. Indeed in the Landau gauge limit of the De Donder gauge (8.5), where we insist that \( F_\mu = 0 \) identically, the conformal mode coincides with this (linearised) gauge invariant quantity:
\[
\varphi = \frac{1}{\Box} R^{(1)}.
\]
By adapting the off-shell BRST Batalin-Vilkovisky framework, what we actually do is first go to the non-minimal gauge invariant basis by adding to the action
\[
\frac{1}{2\alpha} b_\mu^2 - ib_\mu \bar{c}_\mu^*,
\]
where \( \bar{c}_\mu^* \) is the antighost antifield and \( b_\mu \) is the auxiliary field \([11, 12, 19]\). Adding a BRST exact term involving the gauge fixing fermion \([20,21] \Psi = \bar{c}_\mu F_\mu \), then induces a canonical transformation to the gauge fixed basis. The map is the one we already gave in equation (2.20), together with \([11]\)
\[
\bar{c}_\mu^*|_{gi} = \bar{c}_\mu^*|_{gf} - F_\mu.
\]
Since \( \Psi \) does not involve \( \alpha \), these are not affected by the more general gauge. However the shifts allow the kinetic terms to be inverted to give the propagators, now in general gauge \( \alpha \):
\[
\langle b_\mu(p) H_{\alpha\beta}(-p) \rangle = -\langle H_{\alpha\beta}(p) b_\mu(-p) \rangle = 2 \delta_{\mu(\alpha p\beta)}/p^2, \quad (8.11)
\]
\[
\langle b_\mu(p) b_\nu(-p) \rangle = 0, \quad (8.12)
\]
\[
\triangle_{\mu\nu}(p) := \langle h_{\mu\nu}(p) \varphi(-p) \rangle = \langle \varphi(p) h_{\mu\nu}(-p) \rangle = \left( 1 - \frac{2}{\alpha} \right) \left( \frac{\delta_{\mu\nu}}{d} - \frac{p_\mu p_\nu}{p^4} \right) \frac{1}{p^2}, \quad (8.13)
\]
\[
\triangle_{\varphi\varphi}(p) := \langle \varphi(p) \varphi(-p) \rangle = \left( \frac{1}{\alpha} - \frac{d-1}{d-2} \right) \frac{1}{p^2}, \quad (8.14)
\]
\[
\triangle_{\mu\nu\alpha\beta}(p) := \langle h_{\mu\nu}(p) h_{\alpha\beta}(-p) \rangle = \frac{\delta_{\mu(\alpha \delta_{\beta\nu})}}{p^2} + \left( \frac{4}{\alpha} - 2 \right) \frac{p_\mu \delta_{\nu(\alpha p\beta)}}{p^4} + \frac{1}{d^2} \left( \frac{4}{\alpha} - d - 2 \right) \frac{\delta_{\mu\nu}\delta_{\alpha\beta}}{p^2} + \frac{2}{d} \left( 1 - \frac{2}{\alpha} \right) \frac{\delta_{\alpha\beta} p_\mu p_\nu + p_\alpha p_\beta \delta_{\mu\nu}}{p^4}. \quad (8.15)
\]
These generalise the Feynman gauge results (2.15)–(2.17). Comparing the new \( h_{\mu\nu} \) propagator (8.15) to the old one (2.16), underlines why it is preferable to work in Feynman gauge. Note that \( b_\mu \) does not actually propagate into itself. The \( \frac{1}{2} \alpha F_\mu^2 \) term mentioned earlier would be generated...
by integrating out $b_\mu$ after the transformation (8.10). The ghost propagator is not displayed since it is unchanged from (2.18).

Now we recall that to all orders in perturbation theory, no interactions are generated involving the extended basis, $b_\mu$ and $\bar{c}_\mu^\star$, while the antighost $\bar{c}_\mu$ only appears in the combination given on the right hand side of (2.20) [12, 19]. These statements follow from the fact that the first order interaction $\Gamma_1$ can be constructed from the minimal set (see the final paragraphs of sec. 2 in ref. [12]). We will confirm that this still holds shortly. This means that we can continue to work in minimal gauge invariant basis, applying (2.20) only while computing the ghost propagator corrections.

The first step is to solve the linearised flow equation (2.22) to find the eigenoperators, now in general De Donder gauge. Since $h_{\mu\nu}$ and $\varphi$ now propagate into each other, we need an expansion over monomials with coefficient functions involving both $h_{\mu\nu}$ and $\varphi$. In other words we have an expansion which is actually identical to that considered in (7.1):

$$\Gamma_1 = \sum_\varsigma \varsigma_{\mu_1 \cdots \mu_n} (\partial, \partial \varphi, \partial h, c, \Phi^*) f_{\Lambda_{\mu_1 \cdots \mu_n}}^\varsigma (h_{\alpha\beta}, \varphi) + \cdots .$$  (8.16)

Again the ellipses refer to tadpole corrections formed by attaching propagators to $\varsigma$ either exclusively, or also to $h_{\alpha\beta}$ and $\varphi$. Once again, the linearised flow equation is solved exactly using the same integrating factor as in the general solution (2.27):

$$\Gamma_1 = \exp \left( -\frac{1}{2} \Lambda^{AB} \frac{\partial^2}{\partial \Phi^B \partial \Phi^A} \right) \Gamma_{\text{phys}},$$  (8.17)

where $\Gamma_{\text{phys}}$ is the $\Lambda \to 0$ limit (2.1). From (2.22), the coefficient functions satisfy the flow equation

$$\hat{f}_{\Lambda_{\mu_1 \cdots \mu_n}}^\varsigma (h_{\alpha\beta}, \varphi) = \int_p \left( \Lambda_{\mu\nu_{\alpha\beta}} (p) \frac{\partial^2}{\partial h_{\mu\nu} \partial h_{\alpha\beta}} + 2 \Lambda_{\mu\nu_{\varphi\varphi}} (p) \frac{\partial^2}{\partial h_{\mu\nu} \partial \varphi} + \Lambda_{\varphi\varphi} (p) \frac{\partial^2}{\partial \varphi^2} \right) f_{\Lambda_{\mu_1 \cdots \mu_n}}^\varsigma ,$$  (8.18)

where we set $d = 4$ and used the fact that the tadpole integrals have quadratic dependence on $\Lambda$. Performing the tadpole integrals we see that the $\varphi h_{\mu\nu}$ cross-term vanishes. (It has to because there is no invariant traceless rank two tensor.) Computing the other two we find

$$\hat{f}_{\Lambda_{\mu_1 \cdots \mu_n}}^\varsigma (h_{\alpha\beta}, \varphi) = \Omega_{\Lambda} \left[ \left( \frac{1}{\alpha} + \frac{1}{2} \right) \frac{\partial^2}{\partial h_{\mu\nu}^2} + \left( \frac{1}{\alpha} - \frac{3}{2} \right) \frac{\partial^2}{\partial \varphi^2} \right] f_{\Lambda_{\mu_1 \cdots \mu_n}}^\varsigma ,$$  (8.19)

where $\Omega_{\Lambda}$ was defined in (2.26). Thus the flow of the coefficient function is again parabolic of a simple form in each sector separately. If we choose

$$\alpha > \frac{2}{3} \quad \text{or} \quad \alpha < -2 ,$$  (8.20)
the sign on the right hand side is negative for \( \varphi \) and positive for \( h_{\mu\nu} \) just as before. Therefore we find \([11]\) that the eigenoperators we have to expand in take the same form (2.24) as before. In particular the sum over eigenoperators converges (in the square integrable sense) for otherwise arbitrary coefficient functions, only if the interactions are expanded over polynomials in \( h_{\mu\nu} \) times the operators \( \delta^{(n)}_{\Lambda}(\varphi) \). The only difference is that these latter operators now involve a rescaled \( \Omega_{\Lambda}^{a} \):

\[
\delta^{(n)}_{\Lambda}(\varphi) := \frac{\partial^{n}}{\partial \varphi^{n}} \delta^{(0)}_{\Lambda}(\varphi) , \quad \text{where} \quad \delta^{(0)}_{\Lambda}(\varphi) := \frac{1}{\sqrt{2\pi \Omega^{2}_{\Lambda}}} \exp\left( -\frac{\varphi^{2}}{2\Omega^{2}_{\Lambda}} \right) ,
\]

(8.21)

where

\[
\Omega^{a}_{\Lambda} = \left( \frac{3}{2} - \frac{1}{\alpha} \right) \Omega_{\Lambda},
\]

(8.22)

and the tadpole corrections represented by the ellipses in (2.24) and (8.17) must now be computed with the propagators (8.13) – (8.15). All of the properties of the coefficient functions, reviewed in sec. 2.1, then go through unchanged. In particular the coefficient functions have an amplitude suppression scale \( \Lambda_{p} \) which can be chosen common to all of them, independent of the monomial, and such that they trivialise in the large amplitude suppression scale limit (2.29,2.30). The BRST representatives (2.33) – (2.36) are the same as before since these are computed without gauge fixing (in particular this means they can still be taken to depend only on the minimal set). The same applies to the analysis in secs. 3 and 4. The only change is to the one-loop tadpole correction (2.37). The second order analysis of the conformal sector \([13]\) also goes through unchanged since this effectively relies on dimensional analysis and general properties of the coefficient functions. This means that once again the renormalized trajectory can smoothly enter the diffeomorphism subspace as discussed in sec. 5. Once inside we have returned to the standard framework where the gauge parameter dependence is absent on shell and well understood off shell, as we already discussed above.

We have thus shown that the structure we have developed changes only in inessential ways for any value of the gauge fixing parameter \( \alpha \) in the range (8.20). It is interesting to examine what happens in the gap excluded by the inequalities (8.20). If \( \alpha = -2 \) (or \( \alpha = -\frac{2}{3} \)), the flow equation (8.21) no longer has a dependence on \( h_{\mu\nu} \) (or \( \varphi \)). The eigenoperator equation in this case is no longer of Sturm-Liouville type and some different notion of convergence over eigenoperators would have to be formulated \([7,11]\). If \( -2 < \alpha < 0 \) the sign on the right hand side of (8.21) is negative for both \( \varphi \) and \( h_{\mu\nu} \). In this case there is no longer convergence when expanding over polynomials in \( h_{\mu\nu} \) \([7,40]\). A sensible Wilsonian flow would require generalising the \( \delta^{(n)}_{\Lambda}(\varphi) \) to \( h_{\mu\nu} \) fields. This opens up new possibilities for quantisation schemes which go beyond the present investigation. The choice
\( \alpha = 0 \) is Landau gauge and is singular; to define it requires taking a limit from \( \alpha \neq 0 \). Finally if \( 0 < \alpha < 2/3 \), both signs are positive on the right hand side of (8.21). This does not mean we have removed the instability. One can verify that the tadpole integral \( \int_p \langle R^{(1)}(p) R^{(1)}(-p) \rangle \) is negative and independent of \( \alpha \). The instability remains, but in higher derivative terms. Like unimodular gravity, cf. sec. 6 and [11], the consequences of instability for Wilsonian RG are less straightforward to analyse and go beyond the present investigation.

9 Summary and Conclusions

In Euclidean signature the Einstein-Hilbert action is unbounded from below. This so-called conformal factor instability [8] means that the partition function for quantum gravity makes no sense without further modification. The authors of ref. [8] proposed to solve this by analytically continuing the conformal factor along the imaginary axis. However the Wilsonian exact RG flow equation still makes sense in the presence of this instability [7, 38] and anyway provides a more powerful route to define the continuum limit. Nevertheless the instability has a profound effect on RG properties. We find that flows close to the Gaussian fixed point, involving otherwise arbitrary functions of the conformal factor amplitude, \( \varphi \), remain well defined only if expanded over a novel tower of increasingly relevant operators \( \delta^{(n)}(\varphi) (n = 0, 1, \cdots) \) [7]. Everything in the new quantisation just follows from this observation.

The result is the renormalized trajectory sketched in fig. 1.1. Although at first sight this looks like the standard picture for a perturbative continuum limit, an important difference is that the upper part lies outside the diffeomorphism invariant subspace where the corresponding BRST invariance (or rather modified Slavnov-Taylor identities) can be respected. The quantisation is thus defined “off space-time” [12] in the upper part of the renormalized trajectory. In this part, the interactions involve traceless fluctuations \( h_{\mu\nu} \) and the conformal factor \( \varphi \), acting as separate fields. The dynamical metric \( g_{\mu\nu} \), which combines these as stipulated by diffeomorphism invariance, only comes together inside the diffeomorphism invariant subspace and does not make sense as a concept outside this subspace.

In ref. [13] we solved for the renormalized trajectory for pure quantum gravity at second order in perturbation theory and showed that, for the underlying coupling constants in appropriate domains, the trivialisation conditions can be satisfied. In this paper we have shown that it is then indeed possible for the renormalized trajectory to enter the diffeomorphism invariant subspace. We then solved for its subsequent evolution, in particular for the limit \( \Lambda \to 0 \) where we recover the
physical amplitudes. As we saw, the result is equivalent to solving for pure quantum gravity at one loop and $O(\kappa^2)$ in standard perturbation theory. It is not so surprising therefore that we also find that effective parameters are left behind associated to logarithmically running terms at this order, and that for pure quantum gravity these are not physical because they can be absorbed by reparametrisations.

Beyond $O(\kappa^2)$ in pure quantum gravity and/or after including matter or a cosmological constant, it is no longer true in the usual treatment that logarithmic divergences can be absorbed by reparametrisation. Instead they force the introduction of new couplings order by order in the loop expansion. The main question then is whether in this new quantisation one similarly finds that ultimately an infinite number of diffeomorphism invariant effective couplings are required, introduced order by order in perturbation theory. If this is the case, it appears one is left with a genuine entirely consistent continuum theory of perturbative quantum gravity which, unfortunately for its phenomenology, is controlled by an infinite number of couplings.

Actually the precise correspondence, of pure quantum gravity at second order in the new quantisation, to standard quantisation of effective quantum gravity at one-loop and $O(\kappa^2)$, is somewhat of an accident, see below (5.5). The interactions in the upper part of the renormalized trajectory are second order in couplings, but non-perturbatively quantum, and thus involve a sum to all loops over tadpoles and melonic Feynman diagrams. On entering the diffeomorphism invariant subspace, this collapses to something that can be reinterpreted as finite order in $\hbar$. Furthermore at second order, the order in $\hbar$ amounts to one loop in the loop expansion. At higher orders it looks like the large-$\Lambda_p$ limit may differ from the standard solution in that not all contributions perturbative in $\hbar$ are reproduced up to the maximum number of loops that appear. It seems therefore that higher order will imply a finite reordering of the loop-wise expansion, but it is not clear that this has a physical consequence. From third order onwards, the first-order underlying couplings (that parametrise the first order vertices) will run [13]. This may lead to restrictions on matching into the diffeomorphism invariant subspace. On the other hand, since there is no corresponding running of $\kappa$ in standard quantisation, we expect the running to effectively freeze out on entering the diffeomorphism invariant subspace, as a consequence of the trivialisation conditions.

Finally in sec. 7 we noted that the particular parabolic properties of these flow equations mean that solutions are typically singular when evolved in either the IR or UV directions, once one works with a space of solutions that is non-polynomial in both the quantum fields $h_{\mu\nu}$ and $\varphi$. Non-perturbatively in $\kappa$ the solutions must indeed be non-polynomial in these quantum variables, as forced by diffeomorphism invariance via the mST. We uncovered hints that this property provides
a non-perturbative mechanism which fixes the free parameters down to just $\kappa$ and the cosmological constant. It would appear to be sufficient to have this mechanism at work entirely within the diffeomorphism invariant subspace. Then the theory can be defined after all by working solely within this space. But then the understanding of how the continuum limit is achieved would be very different from the Wilsonian one, since it would not be in terms of a renormalized trajectory emanating from an ultraviolet fixed point.
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A Computing Taylor expanded IR regulated momentum integrals

To compute derivative expansions such as those that appear for level-one (5.16), level-zero (5.25) and in the mST correction term (5.34), we Taylor expand their integrands in the external momentum $p_\mu$. We use the $d$-dimensional equivalent of the integrands (5.14,5.24,5.31) displayed in the paper, constructed from using the $d$-dimensional propagators (2.15)–(2.18) attached to the $d$-dimensional $\bar{\Gamma}_1$ described at the end of sec. 2.1. To be concrete we describe how to treat $B_{\mu\nu\alpha}(p,\Lambda)$ and $A_{\mu\nu\alpha\beta}(p,\Lambda)$ in the following. We comment on the slight differences for $F_{\mu\nu\alpha}(p,\Lambda)$ later. The Taylor expansion coefficients involve the integrals

$$\int_q \frac{q_1 q_2 \cdots q_{2n}}{q^{2r}} \bar{C}(q^2/\Lambda^2)^n \bar{C}(m)(q^2/\Lambda^2), \quad \text{(A.1)}$$

for some non-negative integers $m, n, r$, with normalisation of the measure as in (2.14). Here $\bar{C}(u) = 1 - C(u)$ is the IR cutoff function, and $\bar{C}(m)(u)$ is its $m^{th}$ differential, where $u = q^2/\Lambda^2$. Now $d$-dimensional rotational invariance ensures that the integral vanishes unless the numerator has even powers of $q$ and moreover it allows us to reduce the latter to a scalar integral using

$$q_1 q_2 \cdots q_{2n} \equiv q^{2n} \prod_{k=1}^n \frac{1}{d + 2(k - 1)} \sum_{\text{pairs}} \delta_{\mu_1,\mu_2} \delta_{\mu_3,\mu_4} \cdots \delta_{\mu_{2n-1},\mu_{2n}}, \quad \text{(A.2)}$$

where this formula is valid under the integral, and may be proved by iteration. The sum is over all ways of dividing the $2n$ indices into Kronecker-delta pairs. For these one-loop integrals in $d = 4-2\epsilon$ dimensions, the worst we can get is a $1/\epsilon$ pole, therefore up to terms vanishing as $\epsilon \to 0$,

$$\int_q = (1 + [1 - \gamma_E + \ln(4\pi/\Lambda^2)] \epsilon) \int_0^\infty du u^{1-\epsilon}. \quad \text{(A.3)}$$
The integrals are now reduced iteratively using integration by parts on those containing the highest
differential $\bar{C}^{(m)}$. Following the philosophy of dimensional regularisation we choose $\epsilon > 0$
large enough such that we can always discard the UV limit (a.k.a. surface term). The IR limit can also
be discarded using the same philosophy, choosing $\epsilon < 0$ negative enough.\(^{19}\) After this we analytically
continue $\epsilon$ to the neighbourhood of $\epsilon = 0$ in the usual way. As a simple but instructive example we
thus have the identity
\[
\int_0^\infty du \frac{1}{u} = \frac{\epsilon}{2} \int_0^\infty du \frac{1}{u^{1-\epsilon}} \bar{C}^2.
\] (A.4)

At the end of the process, provided at least one of the $\bar{C}$ is differentiated, the integral is in fact
both UV and IR regulated by the cutoff function, and thus $\epsilon \to 0$ can be safely taken. The integrals
that require more care are those that are only IR regulated which thus take the form
\[
\int_0^\infty du u^{n-\epsilon} \bar{C}^2(u) = \int_0^1 du u^n - \epsilon \bar{C}^2(u) + \int_1^\infty du u^{n-\epsilon} (\bar{C}^2 - 1) + \int_1^\infty du u^{n-\epsilon},
\] (A.5)

for some integer $n$. Splitting the integral into three parts as in the first line, we see that the first
two parts are both IR and UV regulated for any $n$ and thus $\epsilon \to 0$ can be safely taken. The final
integral gives the last term on discarding the upper limit.

As a simple example consider the case $n = -1$. This appears on the RHS of (A.4). Substituting
(A.5) and taking the limit $\epsilon \to 0$ one finds the answer $\frac{1}{2}$. In this case it is straightforward to
derive this directly from (A.4) at $\epsilon = 0$, since the LHS is then a total derivative and the answer
$\frac{1}{2}$ is recovered from the UV boundary. However applying dimensional regularisation to all cases
including the more involved (A.1,A.2) cases, ensures that results are not subject to momentum
routing (equivalently surface term) ambiguities.

In (A.5), apart from the case $n = -1$ which, if it has non-vanishing coefficient, is subtracted
using MS cf. comments above (5.6), the $\epsilon \to 0$ limit of the last term can also now be safely taken.
It then just cancels the cutoff-independent contribution in the first integral on the RHS, thus
\[
\int_0^\infty du u^{n-\epsilon} C^2(u) = \int_0^\infty du u^n C(C - 2) + O(\epsilon), \quad (n \neq -1),
\] (A.6)

which we could have derived directly from substituting $\bar{C} = 1 - C$, and discarding the cutoff indepen-
dent piece as would be done as standard in dimensional regularisation (despite the fact that the

\(^{19}\)At high orders in the derivative expansion this allows us to discard the lower boundary, $\lim_{\epsilon \to 0} u^{-k-\epsilon} \bar{C}^{(m)} C^{(n)}$
for any positive integers $k, m, n$. This could also be assured by choosing $C$ such that it has vanishing Taylor expansion
to all orders at $u = 0$ (known as a “bump” function). In practice in the cases dealt with in sec. 5.1 the lower limit
can be discarded anyway thanks to the presence of $\bar{C}(u)$ and/or positive integer powers of $u$. 44
integral is strictly speaking ill-defined for any \( \epsilon \).
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