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Abstract

Large multilingual models, such as mBERT, have shown promise in crosslingual transfer. In this work, we employ pruning to quantify the robustness and interpret layer-wise importance of mBERT. On four GLUE tasks, the relative drops in accuracy due to pruning have almost identical results on mBERT and BERT suggesting that the reduced attention capacity of the multilingual models does not affect robustness to pruning. For the crosslingual task XNLI, we report higher drops in accuracy with pruning indicating lower robustness in crosslingual transfer. Also, the importance of the encoder layers sensitively depends on the language family and the pre-training corpus size. The top layers, which are relatively more influenced by fine-tuning, encode important information for languages similar to English (SVO) while the bottom layers, which are relatively less influenced by fine-tuning, are particularly important for agglutinative and low-resource languages.

1 Introduction

Transformer-based models continue to achieve state-of-the-art performance on a number of NLU and NLG tasks. A rich body of literature, termed BERTology (Rogers et al., 2020), has evolved to analyze and optimize these models. One set of studies comment on the functional role and importance of attention heads in these models (Clark et al., 2019; Michel et al., 2019; Voita et al., 2019b,a; Liu et al., 2019a; Belinkov et al., 2017). Another set of studies have identified ways to make these models more efficient by methods such as pruning (McCorry, 2019; Gordon et al., 2020; Sajjad et al., 2020; Budhraja et al., 2020). A third set of studies show that multilingual extensions of these models, such as Multilingual BERT (Devlin et al., 2019), have surprisingly high crosslingual transfer (Pires et al., 2019; Wu and Dredze, 2019).

Our work lies in the intersection of these three sets of methods: We analyze the importance of attention heads in multilingual models based on the effect of pruning on performance for both in-language and cross-language tasks. We base our analysis on BERT and mBERT (Devlin et al., 2019) and evaluate (i) in-language performance in English on four tasks from the GLUE benchmark - MNLI, QQP, QNLI, SST-2, and (ii) cross-language performance on the XNLI task on 10 languages - Spanish, German, Vietnamese, Chinese, Hindi, Greek, Urdu, Arabic, Turkish, and Swahili. With these, we derive two broad sets of findings. Notice that we prune only the attention heads and not other parts of the network, such as the fully connected layers or the embedding layers. Thus all our results are restricted to comments on role of attention capacity in multilingual models.

First, we compare and contrast the effect of pruning on in-language performance of BERT and mBERT. Intuitively, the reduced dedicated attention capacity in mBERT for English may suggest a more adverse effect of pruning on the GLUE tasks. However, we find that mBERT is just as robust to pruning as is BERT. At 50% random pruning, average accuracy drop with mBERT on the GLUE tasks is 2% relative to the base performance, similar to results for BERT reported in Budhraja et al. (2020). Further, mBERT has identical preferences amongst layers to BERT, where (i) heads in the middle layers are more important than the ones in top and bottom layers, and (ii) consecutive layers cannot be simultaneously pruned.

Second, we study the effect of pruning on cross-language performance across languages that are categorised by language family (SVO/SOV/VSO/Agglutinative) and corpus size used for pre-training (high/medium/low-resource). We find that mBERT is significantly less robust to pruning on the XNLI task: At 50% random pruning, performance averaged across languages...
drops by 5%. However, this drop is not uniform across languages: The drop in SVO and high-resource languages is lower confirming that more pre-training data and similar language family make cross-lingual transfer more robust.

Next, layer-wise pruning results reveal several insights into the functional roles of different layers in multilingual models. Pruning bottom layers sensitively affects cross-language performance where the drop across languages shows a trend based on the language family: Agglutinative > VSO > SOV > SVO. On the other hand, pruning top layers has a lower impact on accuracy, but the order across language families is the reverse of the order for the bottom layers: SVO > SOV > VSO > Agglutinative. These results suggest that the bottom layers of the network are storing crosslingual information which is particularly crucial for performance on low-resource languages and languages quite different from the fine-tuned language (En-SVO). Further, the top layers of the network are specialising for the fine-tuned task and relatively more important for languages that are related to the fine-tuned language. We confirm this intuition by showing that the impact of fine-tuning on attention heads (captured by the difference in entropy of attention distributions across tokens) is much higher on the top layers than the middle or bottom layers. We also observe that fine-tuning for a single epoch recovers about 93% of cross-language performance consistently across all languages.

2 In-language performance

Conneau et al.(2020) argue that in multilingual models such as mBERT there is always a trade-off between transfer and capacity dilution. Specific to our focus on attention heads, the finite capacity of a fixed number of attention heads is shared by many languages. We refer to this as the attention capacity of the network. As a result of this shared capacity, the in-language performance of multilingual models is typically poor when compared to monolingual models. Thus, the first question to ask is "Does pruning attention capacity affect the in-language performance of mBERT more adversely than BERT?" Intuitively, if the attention capacity of mBERT is limited to begin with, then pruning it further should lead to large drops in performance. To check this intuition, we take the publicly available mBERT$_{BASE}$ model which is pretrained on 104 languages. We then fine-tune and evaluate it on four GLUE tasks: MNLI-M, QQP, QNLI, SST-2 (Wang et al., 2018); and compare it with BERT$_{BASE}$. Following the evaluation setup as in Budhraja et al.(2020), we either (i) randomly prune k% of attention heads in mBERT, or (ii) prune all heads in specific layers (top, middle, or bottom). In each case, after pruning we finetune the model for 10 epochs. Since the pruned attention heads are randomly sampled, we report the average across three different experiment runs. The standard deviation across three runs of experiments averaged across all languages is 0.51% of the reported mean values. Our main observations are:

mBERT is as robust as BERT. From Figure 1 we observe that at 0% pruning, the performance of mBERT is comparable to BERT on 2 out of the 4 tasks (except MNLI-M and SST-2). Further, on pruning, the performance of mBERT does not drop drastically when compared to BERT. At all levels of pruning (0 to 90% heads pruned) the gap between mBERT and BERT is more or less the same as that at the starting point (0% pruning). This trend is more clear from Figure 1 (e) which shows the average drop in the performance at different levels of pruning relative to the base performance (no pruning). Even at 50% pruning the average performance of mBERT drops by

Figure 1: Random Pruning - Effect of pruning attention heads in BERT and mBERT on 4 GLUE tasks [(a) to (d)]; and relative percentage drop in accuracy averaged across the four tasks (e).
only 2% relative to the base performance. Thus, contrary to expectation, mBERT is not adversely affected by pruning despite its seemingly limited attention capacity for each language.

**mBERT has same layer preferences as BERT.**

From their pruning experiments, Budhraja et al. (2020) show that the middle layers in BERT are more important than the top or bottom layers: The performance of BERT does not drop much when pruning top or bottom layers as compared to middle layers. We perform similar experiments with mBERT and find that the results are consistent. As shown in Figure 2) (a) to (d) across the 4 tasks mBERT does not have any preference amongst top and bottom layers, but middle layers are more important. This is especially true when we prune more layers (>4 out of the 12 layers in mBERT).

**mBERT doesn’t prefer pruning consecutive layers (same as BERT).** Some works on BERTology (Lan et al., 2019) have identified that consecutive layers of BERT have similar functionality. We find supporting evidence for this in our experiments. In particular, pruning consecutive layers of mBERT as opposed to odd or even layers leads to a higher drop in the performance (see Table 1). Similar results are reported by Budhraja et al. (2020) for BERT. Thus, despite being multilingual, mBERT’s layers have the same ordering of importance as BERT.

### Cross-language performance

We now study the impact of pruning on the crosslingual performance of mBERT. Again, intuitively, one would expect that if we prune some heads then the crosslingual signals learned implicitly during training may get affected resulting in poor performance on downstream tasks. To check this intuition, we perform experiments with 11 languages on the XNLI dataset (Conneau et al., 2018). We categorize these languages according to their structural similarity as SVO (English, Spanish, German, Vietnamese, Chinese), SOV (Hindi, Greek, Urdu), VSO (Arabic), and Agglutinative (Turkish, Swahili). Further, we follow Wu and Dredze (2020) and classify these languages as High Resource (English, Spanish, German), Medium Resource (Arabic, Vietnamese, Chinese, Turkish), and Low Resource (Hindi, Greek, Urdu, Swahili) based on the size of the pretraining corpus. Similar to our in-language experiments reported above, we either (i) randomly prune k% of attention heads in mBERT, or (ii) prune all heads in specific layers (top, middle, or bottom). In each case, after pruning we finetune the model for 10 epochs on the task specific training data. Our main observations are:

**mBERT is less robust in a cross language setup.**

In Figure 3, we plot the relative drop in performance from the baseline (0% pruning) at different levels of pruning (10-90%). We observe that at 50% pruning the relative drop in performance is around 5% and at 90% pruning the drop is around 10-15%.

| Layers Pruned | MNLI-M | QQP | QNLI | SST-2 |
|---------------|--------|-----|------|-------|
| Top six       | 78.45  | 90.53 | 87.46 | 89.33 |
| Bottom six    | 78.71  | 89.77 | 87.22 | 87.84 |
| Middle six    | 76.72  | 89.07 | 85.28 | 87.5  |
| Odd six       | 78.94  | 90.24 | 88.72 | 88.64 |
| Even six      | 79.82  | 90.17 | 89.09 | 90.02 |

Table 1: Effect of pruning self-attention heads of consecutive v/s non-consecutive layers of mBERT
Figure 3: XNLI task - Performance of various language families at different percentages of pruning.

We contrast this with the results in 1 (e) where the relative drop in performance for in-language tasks was more modest (around 2% drop at 50% pruning and 7.5% drop at 90% pruning). Thus, in a cross language setup mBERT is affected more adversely at higher levels of pruning (beyond 25%). However, pruning upto 25% of the heads does not affect the performance much (≈ 2.5% relative drop).

mBERT is more robust for SVO and high resource languages. Referring to Figure 3, we observe that high resource languages (more pretraining data) and SVO languages (similar to English) are relatively less adversely affected by pruning. Among the non-SVO languages, agglutinative languages like Turkish are most affected by pruning\(^1\).

mBERT is sensitive to pruning bottom layers for crosslingual transfer. Many recent works have shown that middle layers are important in BERT (Pande et al., 2021; Rogers et al., 2020; Jawahar et al., 2019; Liu et al., 2019b). In this section, we analyse the relative importance of layers for different languages in a crosslingual task. Referring to Figure 2 (e) to (k), we observe that for all languages, the bottom layers are more important than the top layers for crosslingual transfer. Specifically, we compare the difference \(d(\cdot)\) between the relative performance drop when pruning the same number of top and bottom layers. We observe that \(d(\text{SVO}) < d(\text{SOV}) < d(\text{VSO}) < d(\text{Agglutinative})\) [(e) to (h) of Figure 2] and \(d(\text{High resource}) < d(\text{Medium resource}) < d(\text{Low resource})\) [(i) to (k) of Figure 2]. This suggests that most of the crosslingual information is stored in the bottom layers. While pruning top layers has a lower impact on accuracy, the order across language families is the exact reverse of the order for the bottom layers: \(d(\text{SVO}) > d(\text{SOV}) > d(\text{VSO}) > d(\text{Agglutinative}).\) Lastly, we observe that unlike BERT, mBERT is less sensitive to pruning middle layers for most languages.

mBERT is more sensitive to pruning consecutive layers. We observe that mBERT is more sensitive to pruning consecutive layers. On average, pruning even layers works better than pruning odd or consecutive layers. This suggests that retaining the first layer (in even case) is beneficial.

mBERT does not benefit from extensive fine-tuning after pruning. We observe that on average (over all pruning experiments and languages on the XNLI task), mBERT achieves 93% of the final accuracy after just one epoch of fine-tuning. Further fine-tuning causes only marginal gains in the accuracy. We then analyse the changes across layers to identify any preference for specific layers during fine tuning. We then compute the entropy of each attention head in each layer for a given input token and average this entropy across all tokens in 500 sentences from the dev set. We plot the difference between the entropy of the unpruned heads before and after fine-tuning (see Figure 4). We notice that just like BERT (Kovaleva et al., 2019), the change in entropy is maximum for attention heads in the top layers (0.176) as compared to bottom (0.047) or middle layers (0.042). This suggests that mBERT adjusts the top layers more during fine-tuning.

4 Conclusion

We studied the effect of pruning on mBERT and found that for in-language tasks, it is equally robust and has the same layer preferences as BERT. For cross language tasks, mBERT is less robust with significant drops especially for low resource and non-SVO languages. Bottom layers are more important and pruning consecutive layers is not preferred. The importance of top and bottom layers have the reverse order across language families.

\(^1\)Note that, there is a high overlap between our SVO languages and high resource languages (since in the XNLI dataset most SVO languages are European languages which are high/mid resource languages)
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A  Appendix

A.1  Model, dataset and hyperparameter details

We use the publicly available multilingual BERT\textsubscript{BASE} model\textsuperscript{2} (Devlin et al., 2019) which is pretrained on 104 languages. We fine-tune and evaluate this model by running each experiment on a single Google Cloud TPU (v2-8). We use the official development sets of the four tasks of the GLUE benchmark (Wang et al., 2018): MNLI-M, QQP, QNLI and SST-2. We chose the best hyperparameters by trying all combinations of learning rate and batch size from \(\{2,3,4,5\} \times 10^{-5}\) and \(\{32, 64, 128\}\) respectively. For evaluation of the mBERT model in the crosslingual setting, we use the model finetuned on MNLI-M (English) data and report accuracies on the official development set of the XNLI dataset.

A.2  Analysing sentence embeddings obtained from pruned mBERT

![Figure 5: t-SNE plots of sentence embeddings outputs of a 50% randomly pruned model (a) before and (b) after one epoch of fine-tuning.](image)

We take 1000 sentences per language and visualize the output embeddings of the sentences through t-SNE. Each of the 1000 sentences are given as input to a fifty percent pruned mBERT model. We observe the sentence embeddings at two stages: (i) Before fine-tuning and, (ii) After 1 epoch of fine-tuning. We observe that before fine-tuning, we can clearly see separate clusters of all languages, whereas after one epoch of fine-tuning, we see that sentence embeddings of SVO languages (en, es, de, vi) are very close to each other, tend to overlap and hence become indistinguishable. Embeddings of SOV languages (hi and ur) also stay close, but the agglutinative languages (sw and tr) and VSO language (ar) don’t seem to mix up well with the other languages.

\textsuperscript{2}https://git.io/Jt0A4 (by Google)