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Abstract—Metro origin-destination prediction is a crucial yet challenging time-series analysis task in intelligent transportation systems, which aims to accurately forecast two specific types of cross-station ridership, i.e., Origin-Destination (OD) one and Destination-Origin (DO) one. However, complete OD matrices of previous time intervals can not be obtained immediately in online metro systems, and conventional methods only used limited information to forecast the future OD and DO ridership separately. In this work, we proposed a novel neural network module termed Heterogeneous Information Aggregation Machine (HIAM), which fully exploits heterogeneous information of historical data (e.g., incomplete OD matrices, unfinished order vectors, and DO matrices) to jointly learn the evolutionary patterns of OD and DO ridership. Specifically, an OD modeling branch estimates the potential destinations of unfinished orders explicitly to complement the information of incomplete OD matrices, while a DO modeling branch takes DO matrices as input to capture the spatial-temporal distribution of DO ridership. Moreover, a Dual Information Transformer is introduced to propagate the mutual information among OD features and DO features for modeling the OD-DO causality and correlation. Based on the proposed HIAM, we develop a unified Seq2Seq network to forecast the future OD and DO ridership simultaneously. Extensive experiments conducted on two large-scale benchmarks demonstrate the effectiveness of our method for online metro origin-destination prediction.
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1 INTRODUCTION

Time series prediction [1], [2] is one of the most active research topics in artificial intelligence. In this work, we pay attention to its practical application in transportation management, e.g., improving the operation efficiency of urban metro systems, since metro has become a popular travel mode for residents. It was reported that over 10 million metro travel transactions are made per day in some metropolises (e.g., Beijing and Shanghai) [3], [4]. Such a huge ridership poses great challenges for metro operation. In this case, accurately forecasting the future ridership is crucial for metro scheduling and route planning.

Due to its significant applications, metro ridership prediction has recently attracted extensive attention in both academic and industrial communities [5], [6], [7], [8], [9]. However, most conventional works were merely proposed for station-level prediction, i.e., forecasting the inflow and outflow of each metro station, as shown in Fig. 1(b). Such information about inflow/outflow ridership is too coarse to reflect the mobility of passengers. To explore more valuable information for metro optimization, we focus on a more challenging task, i.e., metro origin-destination prediction, whose goal is to forecast the ridership between any two stations over the next several time intervals. Specifically, two special types of cross-station ridership are taken into consideration in our work:

- Origin-Destination (OD) Ridership: For each station, we aim to forecast the number of passengers entering at time interval \( t \) and the stations they will go to. For example, the OD ridership at time interval \( t \) can be represented as a matrix \( OD_t \in \mathbb{R}^{N \times N} \), where \( N \) is the total number of stations. More specifically, \( OD_t(i, j) \) denotes the number of passengers that entered station \( i \) at time interval \( t \) and would head for station \( j \), as shown in Fig. 1(d).

- Destination-Origin (DO) Ridership: We also aim to predict the future outgoing ridership of each station and where these passengers come from. Similarly, the DO ridership at time interval \( t \) can be represented as a matrix \( DO_t \in \mathbb{R}^{N \times N} \), as shown in Fig. 1(e). Specifically, \( DO_t(i, j) \) is the number of passengers that entered station \( j \) at earlier moments and exit from station \( i \) at time interval \( t \).

Intuitively, we should utilize the historical OD/DO ridership to forecast the future OD/DO ridership. Unfortunately, in online metro systems, the complete historical OD matrices can not be constructed in real time. One example is illustrated in Fig. 2. Suppose 228 passengers entered station \( i \) in the past 15 minutes and 136 people have arrived at their destinations up to now. However, the destinations of the remaining ongoing passengers are unknowable, until they arrive at their exited stations. Under this circumstance, we can only construct an incomplete OD matrix based on the finished trip transactions. When most passengers are still...
on their way to destinations, such an incomplete matrix is very sparse and uninformative, which greatly increases the difficulties of metro origin-destination distribution modeling.

In literature, there are very few methods [10], [11], [12], [13], [14] proposed for online metro origin-destination ridership prediction. Conventional works either take the incomplete historical OD matrices as input or directly utilize DO matrices to forecast the future OD matrices. Despite certain progress, these methods suffer from the following limitations. First, these works don’t explore the information about unfinished/ongoing trips. Intuitively, human mobilities are usually periodic [15], [16] and we can estimate the potential destinations of those ongoing trips to some extent. Therefore, more information is available for metro OD prediction. Second, it is sub-optimal to directly use the historical DO information to roughly forecast the future OD matrices [13], since the former isn’t the essential factor affecting the evolution of the latter. Third, all above-mentioned methods are unaware of the mutual information between OD and DO ridership, i.e., forecasting the future OD and DO matrices separately. In essence, the previous OD ridership would greatly influence the future DO ridership, which is called OD-to-DO causality in our work. Moreover, there also exists a relationship between the previous DO ridership and the future OD ridership. For example, the DO and OD ridership of tide stations in residential and office areas are usually negatively correlated [17]. Such a relationship is called DO-to-OD correlation. In summary, previous methods only exploit limited information and cannot effectively model the metro ridership distribution.

To tackle the aforementioned problems, we propose a unified neural network module termed Heterogeneous Information Aggregation Machine (HIAM), which fully aggregates heterogeneous information of historical ridership to learn the evolutionary trend of future origin-destination ridership. In particular, our HIAM consists of i) two parallel branches respectively for OD and DO modeling, and ii) a Dual Information Transformer for OD-DO interaction modeling. Unlike previous works [10], [12] that neglected unfinished transactions, we exploit the information of these transactions explicitly to complement the incomplete OD matrices. Specifically, our OD branch explores the long short-term historical destination distribution to estimate two potential destination matrices of ongoing passengers, which are incorporated with the incomplete OD matrix and fed into graph convolutional gated recurrent units (GCGRU) to generate a compact OD hidden state. Meanwhile, the DO branch feeds the corresponding DO matrix into a GCGRU for DO hidden state generation. To model the internal interaction among OD and DO ridership, our Dual Information Transformer enhances the OD state and DO state mutually by propagating their complementary information in a dual manner. These refined hidden states are respectively fed into the following GCGRU for high-order spatial-temporal representation learning. Based on the tailor-designed HIAM, we develop a unified online metro origin-destination prediction framework with a Seq2Seq architecture [18], which jointly forecasts the OD ridership and DO ridership of the next several time intervals. Finally, we conduct extensive experiments on two large-scale benchmarks (i.e., Shanghai Metro and Hangzhou Metro), and evaluation results show that our approach outperforms existing state-of-the-art methods for both OD prediction and DO prediction.

In summary, the contributions of this work are four-fold:

- We propose a novel Heterogeneous Information Aggregation Machine to facilitate the online metro origin-destination prediction. To the best of our knowledge, our HIAM is the first deep learning approach that fully aggregates heterogeneous information of incomplete OD matrices, unfinished order vectors, and DO matrices to forecast the future cross-station ridership.
- To fully exploit the information of unfinished transactions, our HIAM explores the long short-term historical distribution to estimate the potential destinations of ongoing passengers, which are further utilized to complement the information of incomplete OD matrices.
- A Dual Information Transformer is introduced to propagate the mutual information among OD features and DO features, thus better modeling the internal interaction between OD and DO ridership. To the best of our knowledge, our work is the first attempt to employ the heterogeneous transformer to address series forecasting.
- Extensive experiments conducted on two large-scale datasets show the effectiveness of the proposed method for both OD ridership prediction and DO ridership prediction of online metro systems.

The rest of this paper is organized as follows. First, we review some related works of traffic state prediction...
2 RELATED WORKS

2.1 Traffic Time Series Prediction

Accurate prediction of future traffic states is a crucial task of time series analysis and it has widespread applications in intelligent transportation systems. In literature, a large number of methods have been proposed to address this task. Early works usually applied time series models for prediction, but could not well model the traffic patterns of complex and unconstrained scenarios. Recently, deep neural networks have become the mainstream approach in this field. For instance, Wang et al. developed an end-to-end convolutional neural network to automatically discover the supply-demand patterns from car-hailing service data. Zhang et al. utilized three residual networks to learn the closeness, period and trend properties for citywide traffic flow prediction. Yao et al. proposed a Deep Multi-View Spatial-Temporal Network for taxi demand prediction, which learned spatial relations with a deep CNN and modeled temporal correlations with a Long Short-Term Memory (LSTM) cell. Liu et al. incorporated a hierarchical convolutional LSTM network with an attention mechanism to learn the spatial-temporal representations dynamically.

Subsequently, graph convolutional networks (GCN) were widely adopted to model various complex systems with non-Euclidean structures. For instance, Li et al. modeled the traffic flow as a diffusion process on a directed graph and captured the spatial dependency with bidirectional random walks. Guo et al. introduced attention mechanisms into spatial-temporal graph networks for dynamical traffic prediction. Bai et al. utilized a hierarchical graph convolutional structure to capture both the spatial and temporal correlations for multi-step passenger demand prediction. Sun et al. developed a multi-view graph convolutional network for crowd flow prediction, where different views captured various interactions and spatial correlations between different irregular regions. Cao et al. proposed a Spectral Temporal Graph Neural Network, which incorporated a Graph Fourier Transform and a Discrete Fourier Transform to jointly capture inter-series correlations and temporal dependencies in the spectral domain. Recently, GCN has also been employed for metro ridership prediction. Han et al. transformed the city metro network into a graph and made predictions using graph convolutional neural networks. Liu et al. modeled a metro system as graphs with physical/virtual topologies and proposed a unified Physical-Virtual Collaboration Graph Network, which fully learned the complex ridership patterns from those tailor-designed graphs. Nevertheless, most previous methods merely forecast the traffic states of every region or station, which can only provide limited information for urban traffic management. Thus we focus on the more meaningful origin-destination prediction in this work.

2.2 Traffic Origin-Destination Prediction

Traffic origin-destination prediction is a challenging task that aims to forecast the traffic flow or demand between any two positions. Recently, this task has attracted increasing attention in both academic and industrial communities. For instance, Liu et al. incorporated local spatial context, temporal evolution context, and global correlation context to forecast the future taxi OD demand. Shi et al. extracted temporal features for each OD pair with LSTM units and learned the spatial dependency of origins and destinations respectively. Wang et al. applied graph convolutions among geographical and semantic neighbors to model the taxi OD transferring patterns. Ke et al. characterized the OD pair-wise relationships with multiple OD graphs and developed a spatial-temporal encoder-decoder residual framework to model both the spatial dependencies across different OD pairs and the temporal dependencies of the OD pairs themselves.

All methods mentioned above were proposed for ride-hailing applications, where both the origin and destination of a passenger are known once a taxi request is generated. However, in online metro systems, the destination of a passenger is unknowable until he/she reaches the destination station, thus the complete OD matrices cannot be obtained immediately. Thus online metro origin-destination prediction essentially belongs to the category of incomplete time series analysis. To address this problem, Gong et al. used some indication matrices to mask and neglect those unfinished metro orders and applied a non-negative matrix factorization strategy to learn the latent properties of entered and exited stations from incomplete OD matrices. Both Zhang et al. and Cheng et al. used the boarding (entering) demand to replace the unavailable OD matrices. Specifically, Zhang et al. developed a channel-wise attentive split-convolutional neural network to assign different values for OD features, while Cheng et al. developed a high-order weighted dynamic mode decomposition to learn time-evolving features of a metro system. Recently, Noursalehi et al. toughly used the historical DO matrices to forecast the future OD matrices with a multi-resolution spatial-temporal neural network model. However, all previous works have never explicitly exploited the information of unfinished transactions. Moreover, they either only predicted OD matrices or forecasted OD/DO matrices separately, completely neglecting their intrinsic correlation. In contrast, our method fully aggregates various information to jointly forecast the future OD ridership and DO ridership.

2.3 Transformer Architecture

Transformer is an advanced neural network block that aggregates information from the entire input sequence with an attention mechanism. Specifically, it consists of a multi-head self-attention layer, a point-wise feed-forward layer, and a normalization layer. The global computation and perfect memory mechanism make it suitable for long sequence modeling. Recently, transformer has been widely applied to various tasks of artificial intelligence, inducing natural language processing, computer vision, and time series analysis. For instance,
Zhou et al. proposed an efficient transformer-based model, which incorporated a ProbSparse Self-attention mechanism and distilling operation to capture time-series long-range dependencies between outputs and inputs efficiently. Inspired by the success of these works, we apply a transformer to learn the global information interaction between all metro stations. However, unlike most previous works that only transferred homogeneous information, our method develops a Dual Information Transformer, which propagates OD information and DO information mutually by generating heterogeneous queries, keys, and values. To the best of our knowledge, our work is the first attempt to employ the heterogeneous transformer to address time series prediction.

3 Preliminaries

In this section, we briefly introduce some notations and the definition for online metro origin-destination prediction. For brevity, the frequently used notations in this paper are summarized in Table 1.

1) Transaction Data: In an online metro system, a large number of trip transactions are made over time. For each finished transaction, we can know both its entry station and exit station, as well as their corresponding time-stamps. However, for each ongoing transaction, only the entry station and entry time-stamp are knowable.

2) Matrix Compression Preprocessing: It’s worth noting that the ridership between some stations is usually small or even zero. Inspired by the previous work, we would take into consideration the origin-destination pairs that have high ridership. Specifically, for each origin station, we measure the destination distribution of all its entered passengers and then select the top \( K \) stations with the highest destination probability. Thus, we can generate an OD mapping matrix \( M_{od} \in \mathbb{R}^{N \times K} \), where \( N \) is the number of metro stations. More specifically, for the origin station \( i \), \( M_{od}(i, j) (j = 1, ..., K-1) \) is the index of its \( j \)-th destination station with high ridership. Moreover, \( M_{od}(i, K) \) is set to -1, which is utilized to indicate the indexes of the remaining destination stations. In the same way, we can also generate a DO mapping matrix \( M_{do} \in \mathbb{R}^{N \times K} \), where \( M_{do}(i, j) \) is the index of the \( j \)-th most related origin station for the destination station \( i \). With a value of -1, \( M_{do}(i, K) \) denotes the indexes of remaining origin stations. In this work, these mapping matrices are utilized to guide the compression of metro OD and DO matrices.

3) Compact OD/DO Matrix Generation: At each time interval \( t \), we measure the numbers of various types of transactions to generate the following vector and matrices.

i) Incomplete OD Matrix \( IOD_t \in \mathbb{R}^{N \times K} \): Specifically, \( IOD_t(i, j) \) is the number of passengers that entered station \( i \) at time interval \( t \) and have exited from station \( M_{od}(i, j) \), where \( j = 1, ..., K-1 \). Moreover, \( IOD_t(i, K) \) is the total number of passengers which entered station \( i \) and have exited from the remaining stations.

ii) Unfinished Order Vector \( U_t \in \mathbb{R}^N \): This vector is utilized to record the information of ongoing transactions. Specifically, \( U_t(i, j) \) denotes the number of passengers that entered at station \( i \) at time interval \( t \) but have not reached their destinations. Such information has never been explored in previous works.

iii) Complete OD Matrix \( OD_t \in \mathbb{R}^{N \times K} \): Different to \( IOD_t \), this matrix records the complete OD ridership, and it is usually served as the predicted target in our work. Specifically, \( OD_t(i, j) \) is the number of passengers that entered station \( i \) at time interval \( t \) and would exit from station \( M_{od}(i, j) \), where \( j = 1, ..., K-1 \). The number of passengers that would head for the remaining stations is stored as \( OD_t(i, K) \).

iv) DO Matrix \( DO_t \in \mathbb{R}^{N \times K} \): This matrix denotes the complete DO ridership at time interval \( t \). More specifically, \( DO_t(i, j) \) is the number of passengers that entered station \( M_{do}(i, j) \) at earlier moments and exit from station \( i \) at time interval \( t \). Similarly, \( DO_t(i, K) \) is the total number of exited passengers at the remaining stations.

Definition 1. Online Metro Origin-Destination Prediction

Assuming that the current time interval is \( t \) and we aim to utilize the historical ridership of previous \( n \) time intervals to forecast the complete OD and DO ridership of future \( m \) time intervals:

\[
\{IOD, U, DO\}_{t-n+1} \Rightarrow \{OD, DO\}_{t+m}
\]

where \( i = 1, 2, ..., n \) and \( j = 1, 2, ..., m \).

4 Methodology

In this work, we propose a unified neural network module termed Heterogeneous Information Aggregation Machine (HIAM), which fully captures various information (i.e., incomplete OD ridership, unfinished orders, DO ridership) to effectively model the metro origin-destination distribution. As shown in Fig. 3, our HIAM consists of an OD modeling branch, a DO modeling branch, and a Dual Information Transformer for OD-DO interaction modeling. Specifically, at each iteration, the OD branch feeds an incomplete OD matrix generated from finished orders and two estimated destination matrices for those unfinished orders into graph convolutional gated recurrent units to learn a compact OD hidden state for memorizing the OD evolution patterns. Meanwhile, the DO branch takes the corresponding DO matrix as input to generate a DO hidden state that memorizes the DO evolution patterns. The Dual Information Transformer is then applied to enhance the OD state and DO state by exploring their mutual information. Based on...
We then embed graph convolutions into gated recurrent units for temporal modeling. Notice that all original regular convolutions in GRU are replaced with our graph convolutions, and we apply the modified formulation to compute the reset gate, update gate, and new information. For convenience, the computation of the output hidden state $H_t = \{H^1_t, H^2_t, ..., H^n_t\}$ is denoted as:

$$H_t = \text{GCGRU}(I_t, H_{t-1}),$$

where $H^1_t$ is the hidden state of the $i$-th node and its feature dimension is also set to $d$. Thanks to this graph convolutional gated recurrent unit, we can learn spatial-temporal features effectively from the ridership data of non-Euclidean metro systems.

### 4.2 OD Modeling Branch

In HIAM, an OD modeling branch is specially developed to learn the OD distribution of ridership by jointly exploiting the information of incomplete OD matrices and unfinished order vectors with multiple series-parallel GCGRU. The overall architecture of our OD branch is shown in the left sub-graph of Fig. 3.

In this work, we fully explore the potential information of unfinished order vectors rather than directly feed them into GCGRU. In particular, considering the periodicity of resident mobilities, we estimate two potential destination matrices for unfinished orders based on their long short-term historical distribution. Let’s assume that the current time interval is $t$ and we take the destination estimation for $U_{t-n+1}$ as an example to explain our working mechanism. As shown in Fig. 3, two destination distributions of historical unfinished orders are measured:

- **Short-term Destination Distribution** $DD^i_{t-n+1} \in R^{N \times K}$: The unfinished order distribution at the same time interval of yesterday is utilized to estimate the destinations of ongoing passengers at the recent time interval $t-n+i$. Specifically, $DD^i_{t-n+i}(j,k)$ is the percentage of ongoing passengers that entered station $j$ at time interval $t-n+i$ of yesterday but have not reached their destination station $M_{od}(j,k)$ until the time interval $t$ of yesterday.

- **Long-term Destination Distribution** $DD^i_{t-n+i} \in R^{N \times K}$: The unfinished order distribution at the same time interval of the same weekday/weekend is utilized to estimate the destinations of ongoing passengers. Let’s assume that today is Monday. $DD^i_{t-n+i}(j,k)$ is the overall percentage of passengers that entered station $j$ at time interval $t-n+i$ of all Monday in

---

Fig. 3. The architecture of the proposed Heterogeneous Information Aggregation Machine. This module is composed of two parallel branches respectively for OD and DO modeling, and a Dual Information Transformer for OD-DO interaction modeling.

Fig. 4. Illustration of the graph construction for non-Euclidean metro systems. (a) is the physical topology of a metro system with five stations. Matrix (b) recodes the connectivity of edges in the constructed graph, while matrix (c) is the normalized weights of edges.
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- **Long-term Destination Distribution** $DD^i_{t-n+i} \in R^{N \times K}$: The unfinished order distribution at the same time interval of the same weekday/weekend is utilized to estimate the destinations of ongoing passengers. Let’s assume that today is Monday. $DD^i_{t-n+i}(j,k)$ is the overall percentage of passengers that entered station $j$ at time interval $t-n+i$ of all Monday in
the training set but have not reached their destination station $M_{od}(j, k)$ after $n - i$ time intervals.

Notice that $DD_{t-n+i}^d$ may be unstable on Monday and Saturday, since the ridership distribution is different between weekdays and weekends. Besides, $DD_{t-n+i}^d$ may be smooth and cannot well reflect the recent ridership distribution. Therefore, both the long short-term distributions are used for destination estimation. Specifically, we generate two potential destination matrices $UOD_{t-n+i}^d$ and $UOD_{t-n+i}^s$ with following formulations:

$$UOD_{t-n+i}^d(j, k) = U_{t-n+i}(j) * DD_{t-n+i}^d(j, k),$$
$$UOD_{t-n+i}^s(j, k) = U_{t-n+i}(j) * DD_{t-n+i}^s(j, k).$$  \(5\)

These estimated matrices and the corresponding incomplete OD matrix $IOD_{t-n+i}$ are fed into three individual GCGRU for hidden state generation:

$$H_t^i = GCGRU(UOD_{t-n+i}^d),$$
$$H_t^s = GCGRU(UOD_{t-n+i}^s),$$
$$H_t^{iod} = GCGRU(IOD_{t-n+i}).$$  \(6\)

The hidden states $H_t^i$ and $H_t^s$ are then fused on each node with a 1*1 convolutional layer, whose output is further utilized to complement the hidden state $H_t^{iod}$ of $IOD_{t-n+i}$ and generate a compact OD hidden state $H_t^{do1}$.

$$H_t^{do1} = H_t^{iod} + Conv(H_t^i \cup H_t^s, W_{1x1}),$$  \(7\)

where $\cup$ denotes an operator of feature concatenation and $W_{1x1}$ is the parameters of the convolutional layer.

As shown in Fig. 5, we then enhance the compact OD state $H_t^{do1}$ with a Dual Information Transformer (DIT) described in Section 4.4. The enhanced state $\hat{H}_t^{do1}$ is further fed into the following GCGRU and DIT to learn high-order spatial-temporal features. This process can be formulated as:

$$\hat{H}_t^{do1} = DIT(H_t^{do1}),$$
$$H_t^{do2} = GCGRU(\hat{H}_t^{do1}),$$
$$\hat{H}_t^{do2} = DIT(H_t^{do2}).$$  \(8\)

where $H_t^{do1}$ and $H_t^{do2}$ are the hidden states of $DO_{t-n+i}$, and their generation is described in Section 4.3.

4.3 DO Modeling Branch

In HIAM, a DO modeling branch is also developed to learn the DO distribution of metro ridership. As shown in the right sub-graph of Fig. 3, our DO branch is composed of two stacked GCGRU, each of which is followed by a Dual Information Transformer. Specifically, at iteration $i$, the first GCGRU takes the DO matrix $DO_{t-n+i}$ as input to generate an initial DO hidden state $H_t^{do1} \in \mathbb{R}^{N \times d}$:

$$H_t^{do1} = GCGRU(DO_{t-n+i}, H_{t-1}^{do1}).$$  \(11\)

We then employ Eq. (5) to enhance this DO state by absorbing the OD information of $H_t^{do1}$. The enhanced state $\hat{H}_t^{do1}$ is fed into the second GCGRU and the output hidden state is computed by:

$$H_t^{do2} = GCGRU(\hat{H}_t^{do1}, \hat{H}_t^{do2}).$$  \(12\)

Similar to the OD branch, $H_t^{do2} \in \mathbb{R}^{N \times d}$ is further refined by another Dual Information Transformer, which is formulated as Eq. (10). Thanks to the tailor-designed OD-DO interactive mechanism, our method can effectively learn the DO evolutionary trend with the aid of previous OD information.

4.4 Dual Information Transformer

In previous works [10], [12], OD and DO ridership are modeled separately. However, we notice that they usually have strong causality and correlation. For OD-to-DO causality, the historical OD ridership essentially affects the future DO ridership since the latter is the spatial-temporal evolution result of the former. Moreover, we can also infer the future OD ridership based on the DO-to-OD correlation. For example, the DO and OD ridership of some tide stations are usually negatively correlated [17], e.g., their future OD ridership would increase/decrease when the recent DO ridership decreases/increases. Taking the causality and correlation into consideration, we propose a novel Dual Information Transformer (DIT) to model the OD and DO distribution jointly by propagating their mutual information in a dual manner. After the interaction, our OD and DO features become more informative for ridership prediction.

As shown in Fig. 5, our DIT is implemented with two cross-branch transformers [51], where the right one propagates information from OD branch to DO branch, and the
value embedding: respectively fed into three linear layers for query, key, and mechanism of our DIT. Specifically, feature we take as an example the interaction between the OD left one transfers information in the opposite direction. Here Heterogeneous Information Aggregation Machine (HIAM).

left one transfers information in the opposite direction. Here we take as an example the interaction between the OD feature \( H_i^{od} \) and DO feature \( H_i^{do} \) to illustrate the working mechanism of our DIT. Specifically, \( H_i^{od} \) and \( H_i^{do} \) are first respectively fed into three linear layers for query, key, and value embedding:

\[
Q_i^{od} = \text{Conv}(H_i^{od}, W_{1x1}^{qod}), \quad Q_i^{do} = \text{Conv}(H_i^{do}, W_{1x1}^{qdo}),
\]

\[
K_i^{od} = \text{Conv}(H_i^{od}, W_{1x1}^{kod}), \quad K_i^{do} = \text{Conv}(H_i^{do}, W_{1x1}^{kdo}),
\]

\[
V_i^{od} = \text{Conv}(H_i^{od}, W_{1x1}^{vod}), \quad V_i^{do} = \text{Conv}(H_i^{do}, W_{1x1}^{vdo}),
\]

where all linear layers are implemented by 1*1 convolutional layers with individual parameters. Same as \( H_i^{od} \) and \( H_i^{do} \), these query/key/value features also have a dimension of \( N \times d \). Based on an attention mechanism, we compute two propagation coefficients \( C_{i}^{od2} \in \mathbb{R}^{N \times N} \) and \( C_{i}^{do2} \in \mathbb{R}^{N \times N} \), which dynamically determines the amount of information propagated among OD feature and DO feature:

\[
C_i^{od2} = \text{softmax}(Q_i^{od}(K_i^{od})^T),
\]

\[
C_i^{do2} = \text{softmax}(Q_i^{do}(K_i^{do})^T),
\]

where \( T \) denotes a operator of matrix transposition and the softmax function is applied on each column. More specifically, \( C_i^{od2}(j,k) \) is the weight of information transferred from \( H_i^{od}(j) \) to \( H_i^{do}(k) \), while \( C_i^{do2}(j,k) \) denotes the weight of information transferred from \( H_i^{do}(j) \) to \( H_i^{od}(k) \). Finally, the cross-branch information propagation is performed with the following formulations:

\[
\hat{H}_i^{od} = H_i^{od} + C_i^{od2}V_i^{do} \quad \hat{H}_i^{do} = H_i^{do} + C_i^{do2}V_i^{od}.
\]

After the information interaction, the OD state and DO state not only are enhanced mutually, but also better capture the inherent causality/correlation among OD and DO ridership. For convenience, Eq.[13][15] are simplified as:

\[
H_i^{od}, H_i^{do} = \text{DIT}(H_i^{od}, H_i^{do}).
\]

As stated in Eq. [8] and [10], the proposed DIT is applied after each level of GCGRU in HIAM for transferring cross-branch information hierarchically.

4.5 Online Origin-Destination Prediction Framework

Finally, we apply the proposed HIAM to develop a unified online metro origin-destination prediction framework, which forecasts the OD and DO ridership simultaneously for the next several time intervals. Following previous works [65, 66, 67], our framework is implemented with a Seq2Seq architecture [18], as shown in Fig.7.

Specifically, our framework is composed of an encoder and a decoder, both of which are based on a multi-step HIAM. It is worth noting that the HIAM in the decoder is simplified by removing two GCGRU whose inputs are the estimated destination matrices, because there don’t exist unfinished orders at the forecasting stage. Here we introduce the details of our framework. In the encoder, at iteration \( i \) \((i = 1, ..., n)\), the heterogeneous data \( \{IOD_{t-n+i}, U_{t-n+i}, DO_{t-n+i}\} \) are fed into our HIAM for learning origin-destination evolution information. Notice that the initial hidden states of all GCGRU are set to zero and the final hidden states are used to initialize the hidden states of the decoder. In the decoder, the input data of the first iteration is set to zero and the output hidden state of HIAM is respectively fed into a fully connected layers to forecast the OD matrix \( OD_{t+1} \in \mathbb{R}^{N \times K} \) and DO matrix \( DO_{t+1} \in \mathbb{R}^{N \times K} \). At iteration \( j \) \((j \geq 2)\), our HIAM takes as input the predicted ridership matrices of the previous iteration to forecast \( OD_{t+j} \) and \( DO_{t+j} \). After \( m \) iterations, we can obtain a sequence of future OD ridership \( \{OD_{t+1}, ..., OD_{t+m}\} \) and a sequence of future OD ridership \( \{DO_{t+1}, ..., DO_{t+m}\} \).

5 Experiments

In this section, we perform extensive experiments to verify the effectiveness of our model. First, we would introduce the experimental settings (e.g., dataset construction, implementation details, and evaluation strategy). We then compare the proposed method with ten basic and advanced approaches. Finally, we conduct ablation studies to explore the influence of each component in our method.

5.1 Experiments Settings

5.1.1 Dataset Construction

In this section, we introduce two large-scale benchmarks for online metro origin-destination prediction, which are constructed with billions of transactional records collected from the metro systems of Shanghai and Hangzhou, China. For brevity, these datasets are termed as SHMOD and HZMOD respectively, and their details are summarized in Table 2.

| Dataset | SHMOD | HZMOD |
|---------|-------|-------|
| City    | Shanghai, China | Hangzhou, China |
| # Stations | 288 | 80 |
| # OD/DO Pairs | 76 | 26 |
| Daily Ridership | 8.82 M | 2.35 M |
| Time Interval | 15 minutes | 15 minutes |
| Training Set | 7/01/2016 - 8/31/2016 | 1/01/2019 - 1/18/2019 |
| Validation Set | 9/01/2016 - 9/09/2016 | 1/19/2019 - 1/20/2019 |
| Testing Set | 9/10/2016 - 9/30/2016 | 1/21/2019 - 1/25/2019 |
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5.2 Comparison with State-of-the-Art Methods

In this work, we compare the proposed method with the following ten basic and advanced approaches. Notice that there are not any public source codes of existing methods for metro OD/DO prediction [11], [12], [13], thus these works are not involved in our comparison. To facilitate future research on this task, we would release our source codes and benchmarks once accepted.

- **Historical Average (HA):** HA is a periodic baseline that uses historical average ridership to forecast future ridership. More specifically, the OD/DO ridership at 9:00-9:15 am on a specific Monday is predicted as the average of historical observations from the corresponding timestamp of all Mondays in the training set.

- **Random Forest (RF):** As a traditional machine learning method, RF is reimplemented to forecast the future metro ridership with some decision trees. Specifically, the number of trees is set to 10 in our work. These trees are expanded automatically until all leaves contain one sample or are pure.

- **Long Short-Term Memory (LSTM [72]):** This model employs two fully-connected LSTM layers to forecast the future metro ridership in a Seq2Seq manner [18]. The dimension of hidden states is set to 256.

- **Gated Recurrent Unit (GRU [73]):** The architecture of this model is similar to that of the previous model. The main difference lies in that this model adopts GRU layers rather than LSTM layers. The dimension of hidden states is also set to 256.

- **GraphWaveNet [74]:** In this network, an adaptive dependency matrix is learned to discover graph structure automatically, while a stacked dilated 1D convolution component is developed to model long-range temporal sequences. The official code is adopted to reimplement this method on our SHMOD and HZMOD benchmarks.

- **Diffusion Convolutional Recurrent Neural Network (DCRNN [39]):** DCRNN is a representative model for traffic forecasting, in which spatial dependencies are captured through bidirectional random walks on graphs and temporal dependencies are modeled with an encoder-decoder architecture. This model is easily reimplemented to forecast the metro OD/DO ridership with its official code.

- **Spatial-Temporal Graph to Sequence Network (STG2Seq [41]):** In this model, spatial and temporal relationships of traffic flow are captured simultaneously with a hierarchical graph convolutional structure. Based on the official code, this model is reimplemented for metro OD/DO ridership prediction.

- **Physica-Virtual Collaborative Graph Network (PVCGN [6]):** PVCGN is a recent method designed for metro ridership prediction. In this model, a physical graph, a similarity graph, and a correlation graph are incorporated to learn the complex patterns of metro ridership. The official code is adopted to reimplement this model for metro OD/DO prediction.
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TABLE 3

| Ridership | Time Interval | HA | RF | LSTM | GRU | GraphWaveNet | DCRNN | STG2Seq | PVCGN | DGSL | Ours |
|-----------|---------------|----|----|------|-----|--------------|-------|---------|-------|------|------|
| OD        | 15 min        | 36.28% | 43.04% | 41.78% | 40.19% | 41.12% | 42.56% | 38.69% | 40.15% | 40.06% | 37.31% |
|           | 30 min        | 46.21% | 43.08% | 42.22% | 40.20% | 41.13% | 38.69% | 40.00% | 40.28% | 37.99% |
|           | 45 min        | 46.12% | 43.55% | 42.85% | 40.46% | 41.55% | 38.92% | 40.32% | 40.20% | 37.99% |
|           | 60 min        | 46.05% | 43.99% | 43.99% | 41.54% | 42.23% | 39.34% | 40.76% | 40.46% | 38.36% |
| DO        | 15 min        | 47.22% | 45.16% | 41.91% | 42.29% | 43.99% | 38.72% | 40.22% | 40.79% | 38.62% |
|           | 30 min        | 47.23% | 45.16% | 42.25% | 42.04% | 41.00% | 39.42% | 41.09% | 41.71% | 38.80% |
|           | 45 min        | 47.25% | 45.76% | 42.16% | 42.04% | 41.10% | 40.22% | 39.42% | 41.09% | 41.71% |
|           | 60 min        | 47.19% | 46.75% | 44.00% | 42.18% | 41.89% | 40.95% | 39.96% | 41.69% | 42.10% | 39.18% |

TABLE 4

| Ridership | Time Interval | HA | RF | LSTM | GRU | GraphWaveNet | DCRNN | STG2Seq | PVCGN | DGSL | Ours |
|-----------|---------------|----|----|------|-----|--------------|-------|---------|-------|------|------|
| OD        | 15 min        | 33.00% | 57.33% | 32.19% | 32.85% | 32.29% | 31.42% | 30.54% | 29.83% | 29.66% | 27.86% |
|           | 30 min        | 32.98% | 55.27% | 32.46% | 32.82% | 32.54% | 31.61% | 30.97% | 30.42% | 30.87% | 29.79% |
|           | 45 min        | 32.95% | 55.86% | 33.83% | 34.13% | 33.52% | 32.12% | 31.37% | 30.84% | 31.07% | 30.06% |
|           | 60 min        | 32.91% | 63.14% | 35.46% | 35.90% | 34.79% | 32.73% | 31.46% | 30.62% | 31.30% | 30.60% |
| DO        | 15 min        | 34.19% | 52.99% | 31.23% | 32.55% | 33.64% | 30.89% | 30.12% | 30.06% | 30.58% | 30.31% |
|           | 30 min        | 34.26% | 53.11% | 31.25% | 31.92% | 33.76% | 31.07% | 29.79% | 30.49% | 30.63% | 28.64% |
|           | 45 min        | 34.31% | 53.39% | 32.32% | 33.14% | 34.63% | 31.66% | 30.40% | 30.99% | 31.02% | 28.90% |
|           | 60 min        | 34.32% | 53.76% | 34.02% | 34.75% | 35.72% | 32.46% | 31.52% | 31.68% | 31.57% | 31.56% |

- **Discrete Graph Structure Learning (DGSL [75]):** This method proposes a probabilistic graph model to learn the graph structure of time series data by optimizing the mean performance over the graph distribution and sampling the discrete graph differently. Based on its official code, this method is reimplemented on the SHMOD and HZMOD datasets.
- **Informer [60]:** This is an efficient transformer-based model for long sequence time-series forecasting. This model incorporates three efficient and effective modules to capture long-range dependencies between input and output. Based on its official code, we reimplement Informer to forecast metro OD/DO ridership. Notice that the hyper-parameters input sequence length of the encoder, start token length and prediction sequence length of the decoder are set to 4, 2, and 4, respectively.

The performance of all compared methods are summarized in Table 3 for SHMOD and Table 4 for HZMOD. We can observe that the traditional method RF obtains unacceptable MAPE at all time intervals and even performs worse than the simple baseline HA, since RF has a limited capacity to capture the complex spatial-temporal distribution of OD/DO ridership. Compared with HA, these RNN-based models LSTM and GRU have certain performance improvements, especially for the first two-step predictions (i.e., 15 and 30 minutes), when explicitly learning the temporal representations from input data. By modeling the spatial/temporal distribution with graph convolutions, those graph-based methods (e.g., GraphWaveNet, STG2Seq, DCRNN, DGSL, and PVCGN) outperform those traditional baselines and common recurrent neural networks. We find that the multi-graph model PVCGN is better than single-graph models in most cases. Moreover, we observe that the transformer-based model Informer obtains comparable results on the HZMOD dataset, but its performance is not satisfactory on the SHMOD dataset. The reason is that Informer mainly captures temporal dependencies, without learning spatial dependencies explicitly. To our knowledge, the spatial complexity of the Shanghai metro system is much greater than that of the Hangzhou metro system.

Despite progress in model architecture and performance, all the above methods only take finished orders as input data for OD prediction, while ignoring the mutual information between OD and DO distributions. By contrast, our method introduces unfinished orders creatively to enhance the incomplete OD matrices and fully explore the OD-DO information interaction, thereby achieving state-of-the-art performance for both the OD and DO prediction. For instance, on the SHMOD dataset, our HIAM obtains the lowest MAPE 38.36% and 39.18% respectively for OD ridership and DO ridership in terms of 60-minute prediction. On the HZMOD dataset, our method also outperforms all previous approaches consistently with large margins during each time interval. These comparisons greatly demonstrate the effectiveness of the proposed HIAM for online metro origin-destination prediction.

5.3 Ablation Studies

In this subsection, we perform extensive analyses to verify the effectiveness of each component of the proposed HIAM.

5.3.1 Effectiveness of Unfinished Order Information

As mentioned above, to facilitate the OD prediction, our method takes unfinished transactions into consideration and estimates the potential destinations of ongoing passengers based on long short-term historical distributions. To show the effectiveness of our unfinished order usage strategy, we implement five variants of our method for OD modeling. Note that these variants don’t involve the DO prediction.

- **IOD-Net:** This variant takes these incomplete OD matrices \( IOD_{t-n+1}[i = 1, \ldots, n] \) to forecast the future complete OD ridership.
- **IOD+U-Net:** This variant takes these incomplete OD matrices and those corresponding unfinished order vectors \( U_{t-n+1}[i = 1, \ldots, n] \) for OD prediction. Note that these unfinished order vectors are directly fed into GCGRU without potential destination estimation.
The influence of OD-to-DO causality on DO prediction performance. Here we explore the OD-to-DO causality to facilitate the metro DO prediction. ‘Input → Output’ denotes that the historical input data is used to forecast the future output data.

| Input → Output | SHMOD | HZMOD |
|----------------|-------|-------|
| 15 min         |       |       |
| IOD → DO       | 41.33%| 51.62%|
| IOD+U → DO     | 40.99%| 51.62%|
| IOD+U(short+long) → DO | 40.17%| 51.62%|
| 30 min         |       |       |
| DO → DO        | 40.04%| 51.62%|
| DO+U → DO      | 38.65%| 51.62%|
| IOD+U(short+long), DO → DO | 38.65%| 51.62%|
| 45 min         |       |       |
| 60 min         |       |       |

The influence of DO-to-OD correlation on OD prediction performance. Here the DO-to-OD correlation is incorporated to promote the metro OD prediction. ‘Input → Output’ denotes that the historical input data is used to forecast the future output data.

| Input → Output | SHMOD | HZMOD |
|----------------|-------|-------|
| 15 min         |       |       |
| DO → OD        | 52.13%| 52.13%|
| IOD+U(short+long) → OD | 38.69%| 52.13%|
| 30 min         |       |       |
| DO+U → OD      | 37.81%| 52.13%|
| IOD+U(short+long), DO → OD | 37.81%| 52.13%|
| 45 min         |       |       |
| 60 min         |       |       |

- **IOD+U(short)-Net**: The architecture of this variant is similar to that of IOD+U-Net. In this network, the potential destinations of each $U_{t-n-i}$ are first estimated on the basis of the short-term destination distribution of historical unfinished orders.
- **IOD+U(long)-Net**: Different from the previous variant, this network employs the long-term destination distribution of historical unfinished orders to estimate the potential destinations of those ongoing passengers.
- **IOD+U(short+long)-Net**: This network incorporates both long-term and short-term historical distributions to estimate the passengers’ potential destinations for enhancing the incomplete OD information.

The performance of all variants is summarized in Table 6. We can observe that IOD-Net obtains poor MAPE at all time intervals on both datasets, since this model uses very limited information for ridership prediction. By directly introducing unfinished data, IOD+U-Net can decrease the MAPE from 42.43% to 41.06% on SHMOD and from 55.11% to 32.60% on HZMOD for the 60-minute prediction. This phenomenon well demonstrates the significance of the information aggregation from unfinished orders. Moreover, the variants IOD+U(short)-Net and IOD+U(long)-Net perform better than IOD+U-Net, when estimating the potential destinations of unfinished orders explicitly. For instance, at the fourth time interval, IOD+U(short)-Net obtains a MAPE 31.91% on HZMOD, while IOD+U(long)-Net obtains a MAPE 40.43% on SHMOD. Finally, IOD+U(short+long)-Net achieves obvious performance improvement by incorporating the long short-term estimated destination information. Specifically, compared with IOD-Net, this model reduces the MAPE, on average, by 2.77% on the SHMOD dataset and by 3.86% on the HZMOD dataset. Therefore, we conclude that the usage of unfinished orders with long short-term destination estimation can greatly promote online OD prediction.

5.3.2 Influence of OD-to-DO Causality

In this subsection, we explore the influence of OD-to-DO causality on metro DO prediction, i.e., utilizing the historical OD ridership information to forecast the future DO ridership. Here we implement the following variants that do not use historical DO information but purely exploit OD-to-DO causality for DO prediction.

- **IOD→DO**: This variant only takes incomplete OD matrices $\{OD_{t-n+i}\mid i = 1, \ldots, n\}$ to forecast the future DO ridership $\{DO_{t+j}\mid j = 1, \ldots, m\}$.
- **IOD+U→DO**: This variant forecasts the future DO ridership from historical $\{IOD_{t-n+i}, U_{t-n+i}\mid i = 1, \ldots, n\}$. Notice that the potential destinations of $U_{t-n+i}$ are not estimated in this variant.
- **IOD+U(short+long)→DO**: In this variant, historical incomplete OD matrices and the long short-term estimated destinations of unfinished orders are incorporated to predict the future DO ridership.

The performance of the above variants is summarized in Table 7. Specifically, the IOD→DO model performs poorly, since incomplete OD matrices only record the number of passengers who have completed their trips. We can observe that the performance of those OD-to-DO models can be further improved when incorporating...
the information about unfinished orders. In particular, the IOD+U(short+long)→DO model achieves very competitive performance, even better than the DO→DO model that uses the historical DO ridership to forecast the future DO ridership. Finally, as shown in the last row of Table 6, the IOD+U(short+long)→DO→DO model achieves the best performance on both datasets, when learning the OD-to-DO causality and DO-to-DO mapping simultaneously. These experiments demonstrate that OD-to-DO causality can well facilitate the metro DO ridership prediction.

5.3.3 Influence of DO-to-OD Correlation
In [13], only the historical DO ridership was used to forecast the future OD ridership, due to the delayed availability of complete OD matrices. In this subsection, we delve into the impact of DO-to-OD correlation on OD prediction. Here we implement a variant of our model termed DO→OD, which utilizes \{\(DO_{t-n+i}|i=1,...,n\}\) to forecast \{\(OD_{t+j}|j=1,...,m\)\}. As shown in Table 7, the DO→OD variant obtains unsatisfactory MAPE on both datasets, performing much worse than the IOD+U(short+long)→OD variant that exploits incomplete OD matrices and unfinished orders for future OD prediction. However, we find that the performance of OD prediction can be further improved, when the DO-to-OD correlation and IOD+U(short+long)→OD mapping are learned simultaneously. Specifically, as shown in the last row of Table 7, the IOD+U(short+long)→DO→OD variant reduces the MAPE, on average, by 0.75% on the SHMOD dataset and by 1.24% on the HZMOD dataset, compared with the IOD+U(short+long)→OD variant. Therefore, we can draw the following conclusions. i) It is inappropriate to perform OD prediction only using the historical DO ridership. ii) The DO-to-OD correlation can facilitate the metro OD ridership prediction to a certain extent.

5.3.4 Exploration of OD-DO Interaction Operation
In this work, we introduce a novel Dual Information Transformer (DIT) to capture the mutual information among OD distribution and DO distribution. Here we explore the influences of different OD-DO interaction operations:

- **W/O Interaction**: This method doesn’t perform OD-DO interaction, which means that the future OD ridership and DO ridership are forecasted separately.

- **Single-Station (SS) Interaction**: This method propagates the OD and DO information on the same station. That is to say, the OD information of station \(i\) is only used to enhance the DO information of station \(i\), and vice versa. More specifically, the OD hidden state and DO hidden state of station \(i\) are concatenated and fed into a 1*1 convolutional layer to generate the enhanced OD hidden state and DO hidden state.

- **DIT Interaction**: The method propagates information between all stations with the proposed DIT, in which the OD/DO information of station \(i\) can be transferred to enhance the DO/OD information of station \(j\).

The performance of all OD-DO interaction methods are summarized in Table 8. We can observe that the model with Single-Station Interaction surpasses the model without interaction significantly for OD prediction, and can also improve the performance of OD prediction to a certain extent, since the causality of OD-to-DO is easily captured but the correlation of DO-to-OD is challenging for Single-Station Interaction. When adopting cross-station interaction, our DIT can fully exploit the OD-DO mutual information, thereby achieving the best performance for both OD and DO prediction. For instance, compared with “W/O Interaction”, our DIT reduces the MAPE, on average, by 0.75% for OD prediction and 2.26% for DO prediction on the SHMOD dataset. Similar performance improvement can be obtained on the HZMOD dataset. These experiments verify the superiority of the proposed DIT for OD-DO information interaction.

5.3.5 Impact of Different Input Sequence Length
As described in Section 3, we utilize the data of previous \(n\) time intervals to forecast the ridership of future \(m\) time intervals. Following [8], we fix the output sequence length \(m\) to 4 and explore the effect of input sequence length \(n\) for online origin-destination prediction. As shown in Table 9 and Table 10, the MAPE gradually decreases as the variate \(n\) increase from 1 to 4, and longer sequence no longer results
TABLE 11
Performance of compressed OD/DO matrices and original OD/DO matrices on the SHMOD dataset.

| Ridership | Time Interval | With Compression | Without Compression |
|-----------|---------------|------------------|---------------------|
| OD        | 15 min        | 47.56% (14.14%)  | 48.36% (84.40%)     |
|           | 30 min        | 47.30% (14.54%)  | 48.04% (84.15%)     |
|           | 45 min        | 47.40% (14.96%)  | 48.15% (84.10%)     |
|           | 60 min        | 47.75% (15.36%)  | 48.55% (84.15%)     |
| DO        | 15 min        | 49.09% (14.04%)  | 50.05% (82.63%)     |
|           | 30 min        | 48.91% (14.25%)  | 49.92% (82.56%)     |
|           | 45 min        | 49.91% (14.62%)  | 50.00% (82.64%)     |
|           | 60 min        | 49.52% (14.95%)  | 50.41% (82.78%)     |

TABLE 12
Performance of compressed OD/DO matrices and original OD/DO matrices on the HZMOD dataset.

| Dataset | Time Interval | With Compression | Without Compression |
|---------|---------------|------------------|---------------------|
| OD      | 15 min        | 33.56% (13.31%)  | 34.01% (62.42%)     |
|         | 30 min        | 33.57% (13.44%)  | 33.94% (61.89%)     |
|         | 45 min        | 33.71% (13.60%)  | 34.22% (61.89%)     |
|         | 60 min        | 33.94% (13.65%)  | 34.60% (62.21%)     |
| DO      | 15 min        | 34.88% (13.32%)  | 35.40% (61.14%)     |
|         | 30 min        | 34.86% (13.59%)  | 35.28% (60.66%)     |
|         | 45 min        | 35.02% (13.85%)  | 35.48% (60.90%)     |
|         | 60 min        | 35.29% (14.05%)  | 35.92% (61.45%)     |

in significant improvement. To explain this phenomenon, we measure the commuting time of metro passengers. As shown in Fig. 6, we can see that most passengers (i.e., 87.10% for Shanghai and 96.54% for Hangzhou) complete their metro journey within one hour, i.e., four time intervals. It is reasonable to use the OD/DO ridership of the previous hour to predict the OD/DO ridership of the next hour. Therefore, the length $m$ of the input sequence is set to 4 consistently in this work.

5.3.6 Are compressed OD/DO matrices useful?

As mentioned in Section 3, we compress those original OD/DO matrices with a dimension $N \times N$ to form compact matrices with a dimension $K \times K$, i.e., forecasting the OD/DO ridership of top $K$ - 1 most relevant stations and the total ridership of remaining stations. In this subsection, we explore the influence of matrix compression for online metro origin-destination prediction. To this end, we implement a variant of our model that utilizes the historical $N \times N$ ridership matrices to forecast the future $N \times N$ ridership matrices. Here we measure the prediction performance of the top $K$ - 1 stations and the remaining stations separately.

As shown in Table 11, the MAPE of small cross-station ridership is more than 80% on the SHMOD dataset when we use original sparse matrices, since the ridership between weakly-relevant stations usually lacks regularity. Such poor performance is unacceptable and meaningless for practical application. By contrast, when merging these weakly relevant stations, our method obtains a small MAPE of about 14% for OD and DO prediction, since the evolution patterns of the total ridership of these stations are easily captured. Moreover, we find that introducing the non-merged ridership between weakly relevant stations would degrade the prediction performance between highly relevant stations. Specifically, the MAPE of the top $K$ - 1 stations of non-compressed matrices is 49.17% on average, while that of compressed matrices is 48.33% on average. This is because the irregular ridership of weakly relevant stations confuses the prediction model to a certain degree. As shown in Table 12, we can observe that the performance of compressed OD/DO matrices is also better on the HZMOD dataset. In summary, the OD/DO matrix compression is meaningful for online origin-destination prediction.

6 Conclusion

In this work, we focus on a crucial yet challenging task, online metro origin-destination prediction, i.e., forecasting the OD ridership and DO ridership for multiple time intervals in the future. However, conventional methods either directly used the limited information of incomplete OD matrix for inference, or completely neglected the causality and correlation between these two types of cross-station ridership. To facilitate this problem, we introduce a novel Heterogeneous Information Aggregation Machine (HIAM), which fully exploits heterogeneous information of historical data (e.g., incomplete OD matrices, unfinished order vectors, and DO matrices) to jointly learn the spatial-temporal patterns of OD and DO ridership. Based on HIAM, we
develop a Seq2Seq network to forecast the future OD and DO ridership simultaneously. Finally, we conduct extensive experiments on two large-scale benchmarks, and experiment results show that our method achieves state-of-the-art performance for online metro origin-destination prediction.
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