Methodology for Determination of Small Intestine Phantom Length Based on Computerized Tomography Images
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Abstract: Congenital or acquired lesions leading to a large loss of intestinal mass leads to the formation of short bowel syndrome. The occurrence of bowel incompetence is also mostly due to short bowel syndrome. Intestinal length knowledge is needed in bowel diseases that are shortened by various causes such as bowel insufficiency. o date, there are few studies on the calculation of small bowel length in the literature based on computed tomography (CT) images. In this paper, a methodology is proposed to calculate the length of small intestinal phantoms by using CT images. First, pre-processing is carried out by applying morphological processes to the CT image. Center points of the CT image, converted into binary using thresholding methods, are determined by using the region growing method. By writing the equation created in the second-order of the center points, the correct ordering of the center points is obtained by finding the errors in each cycle and ordering the minimum ones. Thus, by calculating and summing the distances between the center points, the length of the small intestinal phantom is found. Three small intestinal phantoms are utilized for validating the proposed methodology.

Keywords: Small intestinal segmentation, Short bowel syndrome, Image processing, Computed tomography

1. Introduction

Today, engineering applications find solutions to most of the problems encountered in the field of health with the developing technology methods [1].
With the development of technology, it is observed that the applications of medical imaging, disease modelling and biomedical engineering also increase [2]. In the diagnosis of many diseases, imaging techniques that are frequently used in the biomedical field and analysis of the images obtained are used. Biomedical engineering is preferred in the treatment and diagnosis of small bowel diseases [3]. Loss of more than 50-75% of the normal small bowel length results in a significant reduction of the functional absorbent area in the intestine [4,5]. It causes a basis for the formation of various metabolic and physiological disorders (weight loss, loss of water, and vitamin deficiencies) [6,7]. Intestinal length information is an important factor for patients with intestinal diseases such as intestinal insufficiency and short bowel syndrome [8,9]. Although the intestinal length and diameter are important in the medical management of patients with bowel insufficiency (therapeutic) and operation management[10, it is difficult to accurately measure the physical size of the small intestine except for the surgical event [11,12]. However, even the predictions of the small bowel length during the operation are not reliable because the measurement depends on many factors, including the surgical procedure and stretching during measurement in the intestine [13]. In the experimental environment, the size and anatomy of the mouse used in the mouse model with short bowel syndrome limit the measurements of the small bowel length and premortem [14,15]. These restrictions severely limit the ability of clinical interventions and experimental treatments to understand the effects on gut length without using a noninvasive method of assessing small bowel length [4]. Computer-aided systems are needed because these processes take a lot of time.

To find the small bowel length, it is necessary to segment the small intestine. There are no methods reported in the literature for using three-dimensional computerized tomography (CT) images in the segment of the small intestine. Direct segmentation of CT scans of the small intestine is difficult for four main reasons. Firstly, it is very close to other abdominal organs such as muscle, blood vessels, kidneys, and liver in small intestinal computerized tomography scans. Secondly, their density distributions and tissues are similar to other abdominal organs [4]. Thirdly, the small intestine has a very complex structure. Finally, the small intestine may be in different positions in two CT scans of the same patient due to its moving structure. These four features make it difficult to distinguish the small intestine from other organs, or even to predict a very complex model [4,16].

This study is aimed to find the length of the small intestine phantom based on CT images. Four small intestine phantoms were prepared from four hoses of different sizes and shapes. Three-dimensional (3D) images were obtained by taking computerized tomography of these phantoms. Then they were stored in DICOM format [17] and were loaded into the MATLAB software. An algorithm has been developed to calculate the approximate length of the small intestine phantoms using various image processing techniques. The shortest intestine phantom was taken into consideration for the development of methodology. Then this methodology was tested by using the other three phantom images.

This paper is organized in the following way: Section 2 presents the proposed methodology for the calculation of small intestine phantom length by using CT images. Section 3 provides the results obtained by using four small intestine phantoms. Finally, Section 4 presents the conclusions.

2. Material And Methods

In this study, computerized tomography (CT) images of phantoms were taken into binary format. The reason for converting the imported CT image into a binary image is that the binary image can be processed very quickly. In this conversion, the global thresholding method, one of the image thresholding methods, is used. The global thresholding method is used because we want to select a threshold value based on the image's intensity values, not the edge information that is the physical properties of the image. The noise in the image was cleaned and applied to the image by using
various morphological processes. The size of the structural elements used during the morphological processes was tried in the dimension algorithm which gave the best results by trying.

Utilizing the following steps, the locations of the center points were determined and their lengths were found.

- The threshold value to be used for the separation of the points into groups is tried and the best value is used.
- The region growing method is used for image segmentation. This method is used because the region magnification is an image segmentation method where neighboring pixels are added to the corresponding region according to similarity criteria. The initial seed pixel is determined and the region magnification method is applied.
- A second-order equation is designed to make the correct order of center points and the closest choice was made. The equation passing through 5 center points is tried before the equation is created. Then, the equation passing through 10 points is used in the algorithm and it is determined that the equation created with 10 points is more successful. At the end of the application, the moving points are applied to increase the success of the center points.

Figure 1 shows the flowchart of the method used to obtain binary images. Firstly, CT images are converted into dual images by using thresholding methods. Morphological processes are applied to the double image and filled. Erosion and expansion processes are applied with three-dimensional structural elements. Parts other than image are destroyed by labeling.

![Flowchart](image)

**Figure 1.** Obtaining a binary 3D image of the phantom

![Binary Image](image)

**Figure 2.** The small intestine phantom (Phantom 1) was used for the development of the methodology.
In the following subsections, we explain the methodology by using the CT image of gray-colored hose, as shown in figure 2, performed in the Radiology Department of Gülhane Medical Faculty, Faculty of Health Sciences, University of Health Sciences, Turkey. The actual length of the hose is 73.1 cm. CT images of this phantom were acquired in DICOM data format.

2.1 Applying the Threshold Method

The image must be converted into a binary image for easy operation. First, the global thresholding method is used. In this way, the program part which has the appropriate threshold value for converting the data into the black and white image is formed as a function. As a result, the threshold value was found to be 176. With this value, the image in the uint16 data type was converted into a black and white image. Figure 3 shows an image of 20 sections selected from 182 sections.

Figure 3. Section of Phantom 1 translated into the binary image.

In these images, the inside of the hose is black. In binary terms, it corresponds to the value zero.

2.2 Applying Some Morphological Operations To The Obtained Binary Image

In the binary coded CT image, the inside of the hose is filled with white to convert the black parts to white. To separate the parts that touch each other in the sections, all sections were eroded by selecting the structural element disc. In the erosion of the image, the labeling process was performed. In the images, the area was calculated to eliminate the noise that may occur outside the hose. The area information was calculated from the morphological features in the tagged image. By
selecting the address of the maximum area, the noisy part was removed. The structural element was selected in the form of disk size 2, and all sections were subjected to dilatation by the “imdilate” command. The size of the three-dimensional image 512x512x182 was simplified because it causes a long time to run applications. Dimensions were reduced by half to 256x256x91. All subsequent algorithms were applied to this variable. The minimized image was eroded by a 4-radius structural element in the form of a disc. Sections originated from the erosion process are shown in Figure 4.

![Figure 4. Sections originated from the erosion process](image)

### 2.3 Determining Center Points

The purpose of determining the center points in the phantom CT image is to find the phantom length. Once the center points have been determined, the aim will be achieved by finding the distance between the points with all the points.

The size information of the image resulting from the erosion shown in Figure 4 was recorded in a variable. The sum of all pixel values was found. The zero matrices was created with dimensions of image 256x256x91. It was assigned as a three-dimensional matrix structural element of an 8x8x8 where all pixels are 1. The point with the coordinates (8, 208, 11) was selected as the seed point in the image and this point was assigned the value of 1. Starting from this point, the 8x8x8 dimension element was used for expansion and dilation.

The continuously enlarged matrix has intersections with the previous matrix in the loop. The difference between the image and the intersecting region was taken and the component is labeled
with the “bwlabel” command. The center point was determined Centroid center point from the morphological features. The magnification was continued until the entire image was equal to the area of the image. 182 center points were found as shown in Figure 5.

![Figure 5. Selected seed point and the enlarged region around the seed point](image)

### 2.4 Calculation of Euclidean Distances of Center Points

Row, column, and section information of center points; the row information is recorded in column 1, column information is in column 2, section information is in column 3. In column 4, the index number from 1 to 182 is given. The row, column, section information of the first center point found by the region magnification method is assigned to the first line. Euclidean distances between point 1 and the other 181 points are calculated and the minimum distance from them is assigned to the second row. In this way, all center points are sequenced. Table 1 shows located center points.

**Table 1.** Located center points

| Row  | Column | Section | Index Number |
|------|--------|---------|--------------|
| 206  | 89     | 11      | 1            |
| 203  | 90     | 11      | 2            |
| 199  | 92     | 9       | 3            |
| …    | …      | …       | …            |
| 103  | 145    | 80      | 182          |

Line 1 means that the first center point is the pixel in the 11th section in the three-dimensional image, the 206th line in the 89th column. The most recent center point of the morphological processes is assigned to the first row.

**Table 2.** Sequenced center points according to Euclidean distance-based on the last point.

| Row  | Column | Section | Index Number |
|------|--------|---------|--------------|
| 103  | 145    | 80      | 1            |
| 114  | 150    | 80      | 2            |
| 114  | 157    | 76      | 3            |
| …    | …      | …       | …            |
| 206  | 89     | 11      | 182          |
By calculating the Euclidean distances between these points and the remaining points, the point with the minimum distance is assigned to the second row. In this way, all other points are also arranged. The last row is taken as the first and the sequence is reversed. Table 2 depicts sequenced center points according to Euclidean distance-based on the last point.

2.5 Segmentation by Threshold Value

Indexes of the points that are arranged according to the Euclidean distance and the points of the Euclidean distance below 4 mm are assigned to different columns in the same row. In the case of a value greater than 4 mm, a different group is passed to a row and this index is saved.

Thus, the indices of the center points were divided into groups and each group is recorded in the form of 49-element cell arrays in rows. Based on the last order of the specified center points in the same order as the Euclidean distance of 4 mm threshold smaller than the same row in the same row were placed in different columns, 4 mm larger than the different line by moving each group was placed on different lines. Thus, the indices of the center points were divided into groups from the beginning to the end and each group was recorded in 51-element cell arrays in rows. Sequences sorted separately based on the first and the last center points were combined into a single variable.

To be able to make an array from this composite structure, a new variable was created and the first line was joined to assign the indices in the line with the most elements. By taking the difference between this line and other lines, the line with the largest difference was assigned to the second row. The loop continues until all of the indices of the center points are aligned. The result was recorded in the structure of 48-element cell arrays. In this variable, the information of the first and last indices in all rows was saved into two variables, in the size of 48x2. Figure 6 shows the segmentation by threshold value after determining center points.

2.6 Creating a Second Order Equation

After calculating the Euclidean distance of the center points, it is necessary to create a quadratic equation to be sorted with high accuracy. In the matrix where the first and the last points are registered, 10 of the central points with the indices in the first row and two of the second-degree equations are created.

Equation 1 with coefficients, a0, a1, a2, a3, a4, a5, a6, a7, a8, is created.
Since the equation is formed from 10 center points, a 10x9 matrix is obtained by writing row and column information of 10 indices into x and y unknowns in the \( Z_n \) equation as shown in Equation 2.

\[
Z_n = a_0x^2 + a_1x^2y + a_2x^2y^2 + a_3x + a_4xy + a_5xy^2 + a_6y + a_7y^2 + a_8
\]

\( n = 0..9 \) \hspace{1cm} (1)

The values of 10 points are obtained by writing in the matrix created in the size of 10x9. The coefficients are also assigned to a 9x1 matrix. The product of coefficients and unknowns is the index information of the indices which are inserted as a 10x1 size matrix. To obtain the coefficients from this equation, with the least-squares method, the equation is used.

Here, \( a_0, a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8 \) are calculated.

Figure 7 shows the steps of sequence processing by equation. Initially, the first line in the first column contains the Euclidean distances with the other center points in this column and is saved. All points in the line where the point is smaller than the threshold value (7 mm) are written to the generated equation and the z value is found. The difference between the actual value and the value z is calculated. By taking the frames of these differences, the average errors are recorded in a variable and there is a minimum value. H1 is registered with the variable name.

Secondly, the first row is recorded by calculating the Euclidean distances between the center point in the first column and all the center points in the second column. The ones that are smaller than the threshold value are written to the equation and there is an average square error. The minimum H2 is saved with the variable name. The second-order equation is created by 10 points taken from the center and is found by using this second-order equation. The first line is recorded by calculating the Euclidean distances between the center point in the second column and all the center points in column 1. The mean value of the threshold is written to the equation and the mean square error is found. The minimum value is saved as H3.

Again, the first line is recorded with the center point in the second column and the Euclidean distances between the remaining points in the second column. The ones with the threshold value are written in the equation from the beginning to the mean and the mean square error is found. The minimum value among H1, H2, H3, and H4 is saved as \( \text{min}_\text{error} \).

As the minimum H1 is the distance between the first point of the array and one of the points in the 1st column, the indices in this group are reversed and added before the first cell of the array. As the minimum H2 is calculated by the distance between the first point of the array and one of the points in the 2nd column in other words the last element of the other array, the indices in this group are added before the first cell of the array directly. As the minimum H3 is the distance between the first point of the 2nd column and one of the points in the 1st column, the indices in this group are added after the last cell of the array directly.

\[
\begin{bmatrix}
  a_0 \\
  a_1 \\
  a_2 \\
  a_3 \\
  a_4 \\
  a_5 \\
  a_6 \\
  a_7 \\
  a_8
\end{bmatrix}
\begin{bmatrix}
  x^2 + x^2y + x^2y^2 + x + xy + xy^2 + y + y^2 + 1
\end{bmatrix}_{10x9}
\]

Is multiplied by:

\[
\begin{bmatrix}
  Z_0 \\
  Z_1 \\
  Z_2 \\
  Z_3 \\
  Z_4 \\
  Z_5 \\
  Z_6 \\
  Z_7 \\
  Z_8 \\
  Z_9
\end{bmatrix}_{10x1}
\]

\( \cdot \) is the multiplication sign.
Indices assign as an array of \([n_1, n_2, n_3, \ldots, n_i]\) and the equation constitutes with points at the first ten columns.

| Methodology | Description |
|-------------|-------------|
| Find Euclidean distances between \(n_1\) and points at the first column. Calculate and save error rates by applying distances below the threshold into the equation. | Assign minimum value as \(H_1\) This center point and other points at this row assign into columns before the first cell of the indices array.
|
| Find Euclidean distances between \(n_1\) and points in the second column. Calculate and save error rates by applying distances below the threshold into the equation. | Assign minimum value as \(H_2\) Center points array of this row which has minimum values assigns into columns before the first cell of indices array.
|
| Equation constitutes with points at the last ten columns of indices array. | Figure 8. Acquired 48 element cell arrays after segmentation
|
| Find Euclidean distances between \(n_i\) and points at the first column. Calculate and save error rates by applying distances below the threshold into the equation. | Assign minimum value as \(H_3\) Center points array of this row which has minimum values assigns into columns after the last cell of the indices array.
|
| Find Euclidean distances between \(n_i\) and points at the second column. Calculate and save error rates by applying distances below the threshold into the equation. | Assign minimum value as \(H_4\) This center point and other points at this row assign into columns after the last cell of the indices array.
|

**Figure 7.** Steps of sequence processing by equation acquired 48 element cell arrays

As the minimum \(H_4\) is the distance between the first point of the 2nd column and one of the points in the 2nd column, the indices in this group are reversed and added after the last cell of the array directly. Figure 8 depicts acquired 48 element cell arrays after segmentation.

\[
\begin{array}{cccccc}
  n_1 & n_2 & n_3 & \ldots & n_i \\
  \ldots & \ldots & \ldots & \ldots & \ldots \\
  n_a & n_b & n_c & \ldots & n_j \\
\end{array}
\]

**Figure 8.** Acquired 48 element cell arrays after segmentation

**Figure 9.** Three hoses (yellow, blue, and green, respectively) were used as small intestine phantoms (Phantom 4, Phantom 3, Phantom 2, respectively) for validating the proposed methodology.
The center points in the first and last column of this cell line are shown as two columns in a variable. If no group is smaller than the threshold value, i.e., if the min_error variable is empty, the Euclidean distances registered as M1, M2, M3, M4 are checked and the minimum value is selected. When one of H1, H2, H3, H4 is selected, dots are aligned in the same logic frame. The coordinated coordinates are assigned to the variable xx.

The distance between each of the center points arranged as the last operation is calculated and collected to find the length of the phantom.

3. Results and Discussion

Figure 9 shows three hoses that are considered small intestine phantoms. In this section these small intestine phantoms are used for validating the proposed methodology explained in detail in the previous section.

To determine the length of the small intestine phantom, Phantom 2 (green phantom) is studied first. Data files from the DICOM format were obtained from the phantom images taken from CT images. These files were then converted into binary to be used in the MATLAB program. The CT image of Phantom 2 has 182 sections. There are 512 lines and 512 columns in each section of this three-dimensional image. The image is uint16 data type and its voxel thickness is 2 mm. The phantom length is determined by following the following steps: 1. converting the image into the binary format by using the thresholding method, 2. finding the central points by using morphological operations, 3. arranging the distance according to the shortest distance by taking the Euclidean distance of the center points, 4. segmenting this sequence with the threshold value, 5. re-comparing to the Euclidean distance by the threshold value criteria and 6. placing the minimum defective ones by placing them in the second-order equation. If any two points are expressed as x and y, and the voxel thicknesses are indicated by VS, the Euclidean distance between all the points found is calculated by formula 3.

\[ \text{Euc\_distance} = \sqrt{(VS_1 \times (x_{1,1} - y_{1,1}))^2 + (VS_2 \times (x_{1,2} - y_{1,2}))^2 + (VS_3 \times (x_{1,3} - y_{1,3}))^2} \]  

(3)

By summing these distances, the total phantom length is found in millimeters. The total length in cm is expressed in Equation 4.

\[ \text{Total Length} = \frac{\text{sum (Euc\_distance)}}{10} \]  

(4)

Figure 10. Three-dimensional representation of the center points of Phantom 1.
All of the operations performed in this section were also applied to the CT images of different shapes of hoses shown in Figure 9 together with their actual lengths. The result obtained after the first application of the method to Phantom 1 is shown in Figure 10.

The length of Phantom 1 shown in Figure 11 is calculated as 75.03 cm, while the actual length is 73.1 cm. The length of Phantom 2 (green phantom), whose real length is 128 cm, is calculated as 134.6 cm. Figure 11 shows the result obtained by the algorithm.

![Figure 11](image1.png)

**Figure 11.** Three-dimensional representation of the center points of Phantom 2 (green phantom).

The actual length of Phantom 3 (yellow phantom) is 298 cm and its length is calculated as 281.7 cm. Figure 12 shows the center points of Phantom 4 (yellow phantom) as a result of the algorithm.

![Figure 12](image2.png)

**Figure 12.** Three-dimensional representation of the center points of Phantom 3 (yellow phantom).

The length of Phantom 4 (blue phantom), which has the actual length of 180 cm, is found to be 177.50 cm as a result of the algorithm. Figure 13 shows the center points of the blue phantom as a result of the algorithm.

![Figure 13](image3.png)

While the actual length of Phantom 1 (gray) was 73.13 cm, it was calculated as 75.03 cm. According to this result, the phantom length can be determined with an accuracy of approximately 97.46%. The lengths of the other phantoms, whose actual lengths are 128 cm, 180 cm, and 298 cm, respectively, were measured by the algorithm used in the study and were calculated as 134.6 cm, 174.0 cm, and 281.7 cm, respectively. These results and success rates are provided in Table 3.
Figure 13. Three-dimensional representation of the center points of Phantom 4 (blue phantom).

Table 3 shows the performance rates for four phantom lengths. When Table 3 is examined, the best achievement is seen in Phantom 1, the shortest phantom. The reason for Phantom 4's high error rate is that it is much longer than the others. Phantom 4 has a much-curved structure, which caused the error rate to increase.

Table 3. Performance rates for phantom lengths.

| Phantom     | Actual Length | Calculated Length | Error (cm) | Error (%) | Accuracy (%) |
|-------------|---------------|-------------------|------------|-----------|--------------|
| Phantom(gray)| 73.13         | 75.03             | +1.90      | 2.54      | 97.46        |
| Phantom(green)| 128.00       | 134.60            | +6.60      | 4.91      | 95.09        |
| Phantom (blue)| 180.00       | 174.00            | −6.00      | 3.34      | 96.66        |
| Phantom (yellow)| 298.00     | 281.70            | −16.30     | 5.47      | 94.53        |

4. Conclusion

Intestinal length knowledge is very important in bowel diseases that are shortened by various causes such as bowel insufficiency. To date, no study has been reported on the calculation of the length of the small intestine in the literature-based computerized tomography (CT) images. This paper provides a methodology for determining the length of the small intestine phantoms by using CT images. The methodology proposed in this paper has aimed to help doctors in finding the intestinal length without too much intervention in the human body. Results provided in this paper provide an important step towards finding the intestinal length from small intestine phantoms by using CT images. On the other hand, further studies are still necessary to be carried out on the real small intestine in light of the results provided in this paper.
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