ON THE NUMBER OF QUADRATIC TWISTS WITH A RATIONAL POINT OF ALMOST MINIMAL HEIGHT

JOACHIM PETIT

Abstract. We investigate the number of curves having a rational point of almost minimal height in the family of quadratic twists of a given elliptic curve. This problem takes its origin in the work of Hooley, who asked this question in the setting of real quadratic fields. In particular, he showed an asymptotic estimate for the number of such fields with almost minimal fundamental unit. Our main result establishes the analogue asymptotic formula in the setting of quadratic twists of a fixed elliptic curve.
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1. Introduction

Let $d \geq 2$ be a square-free integer. The associated Pell equation reads

$$x^2 - dy^2 = 1. \quad (1.1)$$

A pair $(x, y) \in \mathbb{Z}^2$ is a solution of (1.1) if and only if $x + y\sqrt{d}$ is a unit with norm 1 in the ring $\mathbb{Z}[\sqrt{d}]$. For a number field $K$ and an order $\mathcal{O}$ of $K$, the Dirichlet Unit Theorem states that the units of $\mathcal{O}$ form a finitely generated $\mathbb{Z}$-module and thus have the following structure

$$\mathcal{O}^\times \simeq \mathbb{Z}^{r_1 + r_2 - 1} \times \mu(\mathcal{O}), \quad (1.2)$$

where $r_1$ and $r_2$ denote respectively the number of real and pairs of complex embeddings of $K$, and $\mu(\mathcal{O})$ is the finite group of roots of unity in $\mathcal{O}$. In the case of the order $\mathbb{Z}[\sqrt{d}]$ in the real quadratic field $K = \mathbb{Q}(\sqrt{d})$, the theorem reads

$$\mathbb{Z}[\sqrt{d}]^\times \simeq \mathbb{Z} \times \{\pm 1\},$$

and the positive generator $u_d$ of the free part is known as the fundamental unit. The solutions of (1.1) are thus generated, up to sign, by a fundamental solution $\epsilon_d$ equal to either $u_d$ or $u_d^2$ depending on the norm of $u_d$. It is easily shown (see for instance [Hoo84, (6)]) that this fundamental solution satisfies

$$\epsilon_d > 2\sqrt{d}. \quad (1.3)$$

This lower bound is essentially sharp as can be seen by considering values of $d$ of the form $d = D^2 - 1$. A natural question, asked by Hooley in [Hoo84], is to determine the number of integers $d$ for which the fundamental solution $\epsilon_d$ is slightly larger than $2\sqrt{d}$. The starting
point of Hooley’s work is the Class Number Problem for real quadratic fields. Here, the Class Number Formula reads

\[ \lim_{s \to \frac{1}{2}} (s - 1) \zeta_K(s) = \frac{2h_K \text{Reg}_K}{\sqrt{\Delta_K}}, \]

where \( \Delta_K, h_K \) and \( \zeta_K \) denote respectively the discriminant, class number and Dedekind zeta function associated to the field \( K \). The regulator of \( K \) is given explicitly by \( \text{Reg}_K = \log u_d \) and the size of the fundamental unit therefore appears in (1.4). It was noticed independently by Hooley [Hoo84] and Sarnak [Sar82], [Sar85] that in order to gain information about the class number, one can try to determine how \( \epsilon_d \) varies with \( d \). For a fixed \( \alpha > 0 \), let us consider the quantity

\[ S_\alpha(X) = \# \left\{ d \leq X : d \text{ nonsquare } \epsilon_d \leq d^{1/2 + \alpha} \right\}. \]

Hooley conjectured the following asymptotic behavior for \( S_\alpha(X) \) (see [Hoo84, Conjecture 1]).

**Conjecture A** (Hooley). Let \( \alpha > 0 \). There exists a constant \( b(\alpha) > 0 \) such that one has

\[ S_\alpha(X) \sim b(\alpha) X^{1/2}(\log X)^2, \]

as \( X \to \infty \).

The value of \( b(\alpha) \) is given explicitly in the conjecture as a piecewise polynomial function, depending on the range of \( \alpha \). One of the main results of Hooley’s article is the following theorem [Hoo84, Theorem 1], which establishes the conjecture for small values of \( \alpha \).

**Theorem A** (Hooley). Let \( \alpha \in (0, 1/2] \). We have

\[ S_\alpha(X) \sim \frac{4\alpha^2}{\pi^2} X^{1/2}(\log X)^2, \]

as \( X \to \infty \).

Progress towards Conjecture A for larger values of \( \alpha \) has recently been made by Fouvry [Fou16, Theorem 1.1] who proved that for \( 1/2 \leq \alpha \leq 1 \), one has

\[ S_\alpha(X) \geq \frac{1}{\pi^4} \left( 1 + \left( \alpha - \frac{1}{2} \right) \left( \frac{11}{2} - 3\alpha \right) \right) X^{1/2}(\log X)^2. \]

This result has since been refined by Bourgain [Bou15] and Xi [Xi18].

The parallel that exists between number fields and elliptic curves is well known and has led to substantial developments. One of the notable similarities between a number field \( K \) and an elliptic curve \( E \) defined over \( \mathbb{Q} \) is the one that exists between the group of units of the ring of integers \( \mathcal{O}_K \) and the Mordell–Weil group \( E(\mathbb{Q}) \) of \( E \). The Mordell–Weil Theorem states that \( E(\mathbb{Q}) \) is finitely generated and therefore has the following structure

\[ E(\mathbb{Q}) \simeq \mathbb{Z}^r \times E(\mathbb{Q})_{\text{tors}}, \]

where \( r = \text{rank } E(\mathbb{Q}) \in \mathbb{Z}_{\geq 0} \) is the rank of \( E \) and \( E(\mathbb{Q})_{\text{tors}} \) is a finite abelian group. Furthermore, the analogue of the Class Number Formula is the formula predicted by the Birch and Swinnerton-Dyer Conjecture

\[ \lim_{s \to 1} (s - 1)^r L(E, s) = \frac{\# \text{III}(E/\mathbb{Q}) R_E/\mathbb{Q} \Omega_E \prod p c_p}{(\# E(\mathbb{Q})_{\text{tors}})^2 \cdot \text{val}}, \]

where \( L(E, s) \) is the \( L \)-function associated to \( E \), \( \Omega_E \) is the real period of the curve, \( c_p \) are the Tamagawa numbers, and \( \text{III}(E/\mathbb{Q}) \) and \( R_E/\mathbb{Q} \) denote the Tate–Shafarevich group and the regulator of \( E \), the respective analogues of the class group and regulator of a number field.

In the present work, we are interested in establishing an analogue of Theorem A in the setting of elliptic curves. A natural way to achieve this is to consider families of quadratic twists of a given curve \( E \) defined over the rationals, as these exhibit striking similarities with real quadratic fields (see for instance [Del01], [Del05], [Del07]). In such a family, Goldfeld [Gol79] conjectured that the curves with rank at least two have density zero, and that the
ranks of the remaining curves are evenly split between zero and one. Discarding the rank zero curves, we are (conjecturally) led to consider a family of curves whose Mordell–Weil group is, modulo torsion, generated by a single point. This provides an analogue to the family of real quadratic fields, with the generator of the Mordell–Weil group taking the role of the fundamental unit. For rank one curves, the regulator $R_{E/Q}$ is equal to the canonical height of a generator of the Mordell–Weil group modulo torsion, and we are interested in determining the frequency with which this generator is of almost minimal height.

Fix a polynomial $F(x) \in \mathbb{Z}[x]$ of the form
\begin{equation}
F(x) = x^3 + Ax + B,
\end{equation}
with discriminant
\[ \Delta = -(4A^3 + 27B^2) \neq 0, \]
and let $E$ be the elliptic curve defined over $\mathbb{Q}$ by the Weierstrass equation
\[ E : y^2 = F(x). \]

Let $S(X)$ denote the set of positive square-free integers up to $X$, and for $d \in S(X)$, denote by $E_d$ the quadratic twist of $E$ defined over $\mathbb{Q}$ by the equation
\[ E_d : dy^2 = F(x). \]

Each curve $E_d$ comes equipped with a canonical height $\hat{h}_{E_d}$ (see Section 3 for its definition) and we define $\eta_d(A,B)$ through
\[ \log \eta_d(A,B) = \min \left\{ \hat{h}_{E_d}(P) : P \in E_d(\mathbb{Q}) \setminus E_d(\mathbb{Q})_{\text{tors}} \right\}, \]
whenever rank $E_d(\mathbb{Q}) \geq 1$, and by $\eta_d(A,B) = \infty$ if rank $E_d(\mathbb{Q}) = 0$. The quantity $\log \eta_d(A,B)$ is equal to the elliptic regulator of the curve $E_d$ whenever the rank of $E_d(\mathbb{Q})$ is one, making $\eta_d(A,B)$ the correct analogue of $\epsilon_d$ to consider in our setting. One has the lower bound (see for instance [LB16, Section 2.2])
\begin{equation}
\eta_d(A,B) \gg d^{1/8}.
\end{equation}

Note that this bound, just like (1.3), is the best possible as it is attained for all square-free integers $d = z(x^3 + Axz^2 + Bz^3)$ with $x, z \geq 1$ and we know from the work of Greaves [Gre92] that there are about $X^{1/2}$ such integers up to $X$.

Following the work of Le Boudec [LB16], we are interested in the counting function
\[ \mathcal{N}_\alpha(A,B;X) = \# \left\{ d \in S(X) : \eta_d(A,B) \leq d^{1/8 + \alpha} \right\}, \]
for a fixed $\alpha > 0$. This counting function mirrors the one in (1.5) considered by Hooley, with (1.7) playing the role of (1.3).

Let $\lambda_{A,B}$ be the number of irreducible factors of $F(x)$ in $\mathbb{Z}[x]$. The following conjecture is the direct analogue of Conjecture A and was communicated to the author by Le Boudec in private conversations.

**Conjecture 1.** Let $\alpha > 0$. There exists a constant $c_{A,B}(\alpha) > 0$ such that one has
\[ \mathcal{N}_\alpha(A,B;X) \sim c_{A,B}(\alpha)X^{1/2}(\log X)^{\lambda_{A,B}}, \]
as $X \to \infty$.

Our main result establishes this prediction for sufficiently small values of $\alpha$.

**Theorem 1.** Let $\alpha \in (0, 1/120)$. There exists a constant $c_{A,B}(\alpha) > 0$ such that one has
\[ \mathcal{N}_\alpha(A,B;X) \sim c_{A,B}(\alpha)X^{1/2}(\log X)^{\lambda_{A,B}}, \]
as $X \to \infty$. 

Organization of the paper. We begin in Section 2 by establishing auxiliary results to be used later on. In Section 3, we follow the lines of Hooley’s work as we investigate a modified counting function of lesser arithmetic significance, for which we prove an asymptotic formula. Finally, in Section 4, we deduce Theorem 1 from our work in Section 3 by relating the quantity $N_\alpha(A, B; X)$ to the modified counting function through the Cauchy–Schwarz inequality. This results in an error term corresponding to the contribution of the curves having two rational points of small height that are linearly independent modulo 2-torsion. We show that this contribution is negligible using a theorem of Salberger [Sal10, Theorem 0.1] based on the determinant method (and which improved upon the work of Heath-Brown [HB02, Theorem 10]), as well as an explicit computation of lines on a quartic surface.
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2. Preliminaries

For improved readability, we omit the dependency on $A$ and $B$ in the notation for new quantities defined from this point on.

If $f : \mathbb{Z}_{\geq 1} \to \mathbb{C}$ is an arithmetic function, we write $L(f, s)$ for the corresponding Dirichlet series

$$L(f, s) = \sum_{n \geq 1} \frac{f(n)}{n^s}.$$ 

We will require the following Tauberian theorem, which can be found in [CLT01, Appendix A]. Despite being a classical result, it does not seem to appear anywhere else in the literature, as noted by the authors.

Proposition 2.1. Let $f : \mathbb{Z}_{\geq 1} \to \mathbb{Z}_{\geq 0}$ be an arithmetic function and let $S(f; X)$ be the corresponding summatory function

$$S(f; X) = \sum_{n \leq X} f(n).$$ 

Assume that the Dirichlet series associated to $f$ satisfies the following conditions

1. $L(f, s)$ is absolutely convergent in some half-plane $\Re(s) > \sigma > 0$,
2. $L(f, s)$ meromorphically extends to a half-plane $\Re(s) > \sigma - \delta_0 > 0$ with a single pole at $s = \sigma$ of order $m$,
3. there exists $\kappa > 0$ such that for $\Re(s) > \sigma - \delta$, one has

$$\left| L(f, s) \left( \frac{s - \sigma}{s} \right)^m \right| \leq |1 + \Im(s)|^\kappa.$$

Then, there exists a monic polynomial $P$ of degree $m - 1$ such that for every $\delta \in (0, \delta_0)$, we have

$$S(f; X) = \frac{R}{\sigma(m - 1)} X^\sigma P(\log X) + O(X^{\sigma - \delta}),$$

as $X \to \infty$, where $R = \lim_{s \to \sigma} L(f, s)(s - \sigma)^m$. 


2.1. Summing cubic congruences. For $F$ the polynomial fixed in (1.6), we define the arithmetic function

$$\vartheta(n) = \# \{ \rho \mod n : F(\rho) \equiv 0 \mod n \},$$

and for $a \in \mathbb{Z}_{\geq 1}$, we define the sumatory function

$$\Theta(a; X) = \sum_{n \leq X} \vartheta(n^a).$$

Recall that $\lambda_{A,B}$ denotes the number of irreducible factors of the polynomial $F$. In this section, we establish the following proposition.

**Proposition 2.2.** For every $a \geq 1$, there exists $c_1(a) > 0$ such that

$$\Theta(a; X) = c_1(a)X(\log X)^{\lambda_{A,B}-1} + O_a(X(\log X)^{\lambda_{A,B}-2}),$$

as $X \to \infty$.

This result is known to hold with a better error term in the case where $F$ is an irreducible polynomial and $a = 1$, and can be found in an article of Lü [Lü09, Theorems 1.1 and 1.2]. The proof carries over to the case $a \geq 1$, as will be explained below.

We begin by establishing some properties of the arithmetic function $\vartheta$, the first of which is its multiplicativity.

**Lemma 2.3.** The function $\vartheta$ is multiplicative.

**Proof.** Let $q_1$ and $q_2$ be two coprime integers and denote by $\bar{q}_1$ the inverse of $q_1$ modulo $q_2$ and by $\bar{q}_2$ the inverse of $q_2$ modulo $q_1$. The map

$$(\rho_1, \rho_2) \mapsto q_1q_2\bar{q}_1\rho_2 + q_2q_1\bar{q}_2\rho_1 \mod q_1q_2,$$

is a bijection from the set

$$\{(\rho_1, \rho_2) \in \mathbb{Z}/q_1\mathbb{Z} \times \mathbb{Z}/q_2\mathbb{Z} : F(\rho_j) \equiv 0 \mod q_j, j = 1, 2\},$$

to

$$\{\rho \in \mathbb{Z}/q_1q_2\mathbb{Z} : F(\rho) \equiv 0 \mod q_1q_2\},$$

with inverse $\rho \mapsto (\rho \mod q_1, \rho \mod q_2)$. \qed

The next obvious step is to understand how the function $\vartheta$ behaves at powers of primes. It is a well-known fact (see for instance [Ste91, Corollary 2]) that for any $p$ and $k \geq 1$, one has

$$\vartheta(p^k) \ll_p 1.$$

For the primes not dividing the discriminant $\Delta$, one can be more precise.

**Lemma 2.4.** Let $p \mid \Delta$ and $k \geq 1$. One has

$$\vartheta(p^k) = \vartheta(p).$$

**Proof.** By Hensel’s lemma (see for instance [Neu99, II.4.6]), every simple root of the polynomial $F \mod p$ lifts uniquely to a simple root of $F \mod p^k$. \qed

We now state one more property of the function $\vartheta$ which will come into use in the next section.

**Lemma 2.5.** Let $a, b \geq 1$. One has

$$\vartheta(ab) \ll \vartheta(a)\vartheta(b).$$
Proof. If there exists $p$ dividing $a$ with $\vartheta(p) = 0$, then $\vartheta(p^k) = 0$ for all $k \geq 1$ as every root of $F \mod p^k$ reduces to a root of $F \mod p$. By multiplicativity, one then has $\vartheta(a) = \vartheta(ab) = 0$ so the result holds in this case. It remains to show that it also holds when $\vartheta(p) \geq 1$ for all $p$ dividing $ab$. By Lemma 2.4 and (2.2), one has

$$\vartheta(ab) = \prod_{p \mid ab, p \mid \Delta} \vartheta(p^k) \prod_{p \mid ab, p \mid \Delta} \vartheta(p^k) \ll \prod_{p \mid ab, p \mid \Delta} \vartheta(p),$$

as well as

$$\vartheta(a) = \prod_{p \mid a, p \mid \Delta} \vartheta(p^k) \prod_{p \mid a, p \mid \Delta} \vartheta(p^k) \geq \prod_{p \mid a, p \mid \Delta} \vartheta(p).$$

Since the last inequality obviously also holds for $\vartheta(b)$, the result follows. \hfill $\square$

With Lemma 2.4 established, one sees that the Dirichlet series associated to $\Theta(a; X)$, given by

$$L_a(s) = \sum_{n \geq 1} \frac{\vartheta(n^a)}{n^s},$$

scales from $L_1(s) = L(\vartheta, s)$ by a holomorphic factor that is bounded for $\Re(s) > 1/2$. Indeed, we have

$$L_a(s) = L_1(s) \prod_{p \mid \Delta} \left(1 + \sum_{k \geq 1} \frac{\vartheta(p^{nk})}{p^{k s}}\right) \left(1 + \sum_{k \geq 1} \frac{\vartheta(p^k)}{p^{k s}}\right)^{-1},$$

so by (2.2), the product over primes dividing the discriminant is as claimed. Because of this, the application of Perron’s formula which stems Lü’s proof can be carried out with $L_a(s)$ instead of $L_1(s)$ and the bounds in his article hold verbatim, so that his result extends to any $a \geq 1$.

To show Proposition 2.2, it remains to treat the cases $\lambda_{A,B} \in \{2, 3\}$. The next two lemmas give an explicit description of the value of the function $\vartheta$ at all but finitely many primes.

Lemma 2.6. Assume $\lambda_{A,B} = 3$. For $p \nmid \Delta$, one has

$$\vartheta(p) = 3.$$

Proof. This is an immediate consequence of the fact that every root of $F \mod p$ is simple whenever $p$ does not divide $\Delta$. \hfill $\square$

Lemma 2.7. Assume $\lambda_{A,B} = 2$. There exist an integer $N \geq 1$ and a nonprincipal Dirichlet character $\chi \mod N$ such that for $p \nmid N\Delta$, one has

$$\vartheta(p) = 2 + \chi(p).$$

Proof. Denote by $F_1$ the irreducible quadratic factor of $F_1$ and let

$$\vartheta_1(n) = \# \{ \rho \mod n : F_1(\rho) \equiv 0 \mod n \},$$

so that for $p \nmid \Delta$, we have $\vartheta(p) = 1 + \vartheta_1(p)$. Denote by $K_1$ the splitting field of $F_1$, by $N$ its discriminant, and by $\chi$ the corresponding Kronecker symbol. By the Dedekind-Kummer theorem (see [Neu99, 1.8.3]), the factorization of $F_1 \mod p$ is determined by $\chi(p)$ for $p \nmid N$ and we therefore have $\vartheta_1(p) = 1 + \chi(p)$ for $p \nmid N\Delta$, thus proving the lemma. \hfill $\square$

We now have all the necessary results to prove Proposition 2.2 for $\lambda_{A,B} \in \{2, 3\}$.

Proof of Proposition 2.2. As above, we write

$$L_a(s) = \sum_{n \geq 1} \frac{\vartheta(n^a)}{n^s}.$$
We begin by showing the result in the case $\lambda_{A,B} = 3$. By Lemma 2.6, the Euler product of $L_a(s)$ is given by

$$L_a(s) = \prod_{p \mid \Delta} \left( 1 + \sum_{k \geq 1} \frac{\vartheta(p^{ak})}{p^{ks}} \right) \prod_{p \mid \Delta} \left( 1 + \frac{3}{p^s - 1} \right).$$

Setting

$$h_3(p; s) = 1 - \frac{3}{p^{2s}} + \frac{2}{p^{3s}},$$

we find

$$L_a(s) = \zeta(s)^3 \prod_{p \mid \Delta} \left( 1 + \sum_{k \geq 1} \frac{\vartheta(p^{ak})}{p^{ks}} \right) \left( 1 - \frac{1}{p^s} \right)^3 \prod_{p \mid \Delta} h_3(p; s).$$

Using (2.2), we see that the product over the primes dividing $\Delta$ defines a bounded holomorphic function on $\Re(s) > 0$. Since the product $\prod_{p \mid \Delta} h_3(p; s)$ is bounded and holomorphic for $\Re(s) > 1/2$, we can apply Proposition 2.1 in this region (after possibly dividing by a suitable constant so that the bound in the proposition is satisfied) to conclude the proof in this case.

We now move on to the case $\lambda_{A,B} = 2$. By Lemma 2.7, there exists $N$ such that

$$L_a(s) = \prod_{p \mid N \Delta} \left( 1 + \sum_{k \geq 1} \frac{\vartheta(p^{ak})}{p^{ks}} \right) \prod_{p \mid N \Delta} \left( 1 + \frac{2 + \chi(p)}{p^s - 1} \right).$$

Setting

$$h_2(p; s) = 1 - \frac{2 + \chi(p)}{p^{2s}} + \frac{1 + \chi(p)}{p^{ks}},$$

we find

$$L_a(s) = \zeta(s)^2 L(\chi, s) \prod_{p \mid N \Delta} \left( 1 + \sum_{k \geq 1} \frac{\vartheta(p^{ak})}{p^{ks}} \right) \left( 1 - \frac{1}{p^s} \right)^2 \left( 1 - \frac{\chi(p)}{p^s} \right) \prod_{p \mid N \Delta} h_2(p; s).$$

Here again, both products define functions that are holomorphic and bounded on $\Re(s) > 1/2$, and since $\chi$ is nonprincipal, $L(\chi, s)$ is also holomorphic and bounded in this region. It suffices to apply Proposition 2.1 to conclude the proof. □

2.2. Lemmas concerning arithmetic functions. This section contains several lemmas about arithmetic functions. We write

$$F(x, z) = x^3 + Az^2 + Bz^3.$$ 

The first result of this section is an adaptation of the classical counting of roots modulo an integer and in an interval.

**Lemma 2.8.** Let $q, z \in \mathbb{Z}$ with $(q, z) = 1$ and $t_1 < t_2$. We have

$$\# \{ t_1 < n \leq t_2 : F(n, z) \equiv 0 \mod q \} = \left( \frac{t_2 - t_1}{q} + O(1) \right) \vartheta(q).$$

**Proof.** Splitting this set depending on the residue class of $n \mod q$, one has

$$\# \{ t_1 < n \leq t_2 : F(n, z) \equiv 0 \mod q \} = \sum_{a \mod q, \text{F(a,z)=0 mod q}} \# \{ t_1 < n \leq t_2 : n \equiv a \mod q \},$$

and writing $a = cz$, this becomes

$$\# \{ t_1 < n \leq t_2 : F(n, z) \equiv 0 \mod q \} = \sum_{c \mod q, \text{F(c)=0 mod q}} \# \{ t_1 < n \leq t_2 : n \equiv cz \mod q \}.$$

The trivial estimate

$$\# \{ t_1 < n \leq t_2 : n \equiv cz \mod q \} = \frac{t_2 - t_1}{q} + O(1),$$
Next, we define two arithmetic functions \( \phi_1 \) and \( \phi_2 \) by
\[
\phi_1(n) = \prod_{p|n} \left( 1 + \frac{1}{p} \right)^{-1}, \quad \phi_2(n) = \prod_{p|n} \left( 1 + \frac{1}{p+1} \right)^{-1},
\]
and prove some results involving them. We write \( \varphi \) for the Euler totient function and let \( \sigma_x(n) = \sum_{d|n} d^x \).

For brevity, we also write \((a_1, \ldots, a_n) = \gcd(a_1, \ldots, a_n)\).

Lemma 2.9. Let \( \ell, q \geq 1 \) with \((\ell, q) = 1\), \( \delta > 0 \) and \( X \geq 1 \). We have
\[
\sum_{n \leq X} \frac{\varphi(\ell n)}{\ell n} = \frac{6}{\pi^2} \phi_1(\ell q) X + O_s \left( \frac{\sigma_{-\delta}(q)}{\phi_1(\ell q)} X^{\delta} \right).
\]

Proof. Denote by \( S(X) \) the sum to estimate. We have
\[
S(X) = \sum_{d \leq \ell X} \sum_{d|\ell n} \mu(d) \frac{\varphi(\ell n)}{\ell n} \sum_{g|q} \mu(g) \left\lfloor \frac{X}{\ell g, d} \right\rfloor.
\]

Using Möbius inversion to get rid of the coprimality condition, we find
\[
S(X) = \sum_{d \leq \ell X} \frac{\mu(d)}{d} \sum_{g|q} \mu(g) \left\lfloor \frac{X}{\ell g, d} \right\rfloor + O(E(X)),
\]
where
\[
E(X) = X^\delta \sum_{d \leq \ell X} [\mu(d)] \frac{[\ell, d]^\delta}{d^{2+\delta}} \sum_{g|q} \frac{(g, d)^\delta}{g^\delta}.
\]

To compute the main term, we use that
\[
\sum_{g|q} \frac{\mu(g)(g, d)}{g} = \prod_{p|q} \left( 1 - \frac{(p, d)}{p} \right).
\]

The product vanishes whenever \( d \) is not coprime to \( q \), hence
\[
S(X) = X \prod_{p|q} \left( 1 - \frac{1}{p} \right) \sum_{d \leq \ell X} \frac{\mu(d)(\ell, d)}{d^2} + O(E(X)).
\]

We have
\[
\sum_{d \leq \ell X} \frac{\mu(d)(\ell, d)}{d^2} = \prod_{p|q} \left( 1 - \frac{(p, \ell)}{p^2} \right) + O(X^{-1}),
\]
completes the proof. 

\[\square\]
and we split this last product depending on whether \( p \) divides \( \ell \) or not, giving

\[
\prod_{p|\ell} \left(1 - \frac{(p,\ell)}{p^s}\right) = \frac{1}{\zeta(2)} \prod_{p|\ell} \left(1 - \frac{1}{p^s}\right) \prod_{p|\ell} \left(1 - \frac{1}{p}\right)
\]

\[
= \frac{1}{\zeta(2)} \prod_{p|q} \phi_1(\ell) \prod_{p|q} \left(1 - \frac{1}{p}\right)^{-1},
\]

which produces the desired main term for \( S(X) \). To estimate \( E(X) \), note that

\[
\sum_{g|q} \frac{(g,d)\delta}{g^\delta} \leq (q, d)^\delta \sigma_\delta(q),
\]

from which we deduce that

\[
E(X) \leq X^\delta \sigma_\delta(q) \sum_{d \geq 1} \frac{|\mu(d)|(\ell, q, d)^\delta}{d^{1+\delta}} \leq X^\delta \sigma_\delta(q) \prod_p \left(1 + \frac{1}{p^{1+\delta}}\right),
\]

which concludes the proof. \( \square \)

**Lemma 2.10.** Let \( q \geq 1 \) and \( X \geq 1 \). We have

\[
\sum_{n \leq X \atop (n, q) = 1} |\mu(n)|\phi_1(n) = c_2 \phi_2(q) X + O(X^{1/2+\epsilon}),
\]

with

\[
c_2 = \prod_p \left(1 - \frac{2}{p(p+1)}\right).
\]

Proof. Consider the Dirichlet series

\[
f_1(s) = \prod_{p|q} \left(1 + \frac{\phi_1(p)}{p^s}\right).
\]

Writing

\[
g_1(s) = \prod_p \left(1 + \frac{\phi_1(p)}{p^s} - \frac{\phi_1(p)}{p^{2s}}\right), \quad g_2(s) = \prod_{p|q} \left(1 + \frac{\phi_1(p)}{p^s}\right)^{-1},
\]

a simple computation shows the identity \( f_1(s) = \zeta(s) g_1(s) g_2(s) \). Both \( g_1 \) and \( g_2 \) are holomorphic and bounded for \( \Re(s) > 1/2 \) and in this region, one has

\[
\left|1 + \frac{\phi_1(p)}{p^{s/2}}\right|^{-1} \leq \left(1 + \frac{\phi_1(p)}{p^{1/2}}\right)^{-1} = 1 - \frac{1}{p^{1/2} + p^{-1/2} + 1} < 1,
\]

so \( |g_2(s)| < 1 \). Applying Proposition 2.1, it suffices to see that \( g_1(1) = c_2 \) and \( g_2(1) = \phi_2(q) \) to conclude. \( \square \)

**Lemma 2.11.** Let \( \delta > 0 \). One has

\[
\sum_{n \leq X} \frac{\sigma_\delta(n)\vartheta(n^2)}{\phi_1(n)} \ll X (\log X)^{\lambda_\delta,n^{-1}},
\]

as \( X \to \infty \).

Proof. For \( \Re(s) > 1 \), consider the Dirichlet series given by the product

\[
f_2(s) = \prod_p \left(1 + \frac{1}{\phi_1(p)} \sum_{k \geq 1} \frac{\sigma_\delta(p^k)\vartheta(p^{2k})}{p^{ks}}\right).
\]
It is uniformly convergent on any compact in this half-plane. Setting
\[
g_3(s) = \prod_{p \mid \Delta} \left(1 + \frac{1}{\varphi_1(p) \sum_{k \geq 1} \frac{\sigma_-(p^k)}{p^{ks}}} \right) \left(1 + \frac{\vartheta(p)}{\varphi_1(p) \sum_{k \geq 1} \frac{\sigma_-(p^k)}{p^{ks}}} \right)^{-1},
\]
we find by Lemma 2.4 that
\[
f_2(s) = g_3(s) \prod_p \left(1 + \frac{\vartheta(p)}{\varphi_1(p) \sum_{k \geq 1} \frac{\sigma_-(p^k)}{p^{ks}}} \right).
\]
One easily shows the bounds
\[
\sum_{k \geq 1} \frac{\sigma_-(p^k)}{p^{ks}} = \frac{1}{p^{s} - 1} + O \left(\frac{1}{p^{\Re(s)+\delta}}\right), \quad \frac{1}{\varphi_1(p)} = 1 + O \left(\frac{1}{p}\right),
\]
which lead to
\[
1 + \frac{\vartheta(p)}{\varphi_1(p) \sum_{k \geq 1} \frac{\sigma_-(p^k)}{p^{ks}}} = 1 + \frac{\vartheta(p)}{p^s - 1} + O \left(\frac{1}{p^{\Re(s)+\delta}}\right).
\]
We can then write
\[
f_2(s) = g_3(s)g_4(s) \prod_p \left(1 + \frac{\vartheta(p)}{p^s - 1}\right),
\]
where \(g_4(s)\) is a function satisfying
\[
g_4(s) = \prod_p \left(1 + O \left(\frac{1}{p^{\Re(s)+\delta}}\right)\right).
\]
We can now relate \(f_2(s)\) and \(L(\vartheta, s)\) by defining
\[
ge_\vartheta(s) = \prod_{p \mid \Delta} \left(1 + \sum_{k \geq 1} \vartheta(p^k) \right)^{-1} \left(1 + \frac{\vartheta(p)}{p^s - 1}\right).
\]
Using Lemmas 2.3 and 2.4, we obtain
\[
f_2(s) = g_3(s)g_4(s)e_\vartheta(s)L(\vartheta, s).
\]
All three functions \(g_3, g_4\) and \(e_\vartheta\) are holomorphic for \(\Re(s) > \max\{0, 1 - \delta\}\), so Proposition 2.1 applies as it did for \(L(\vartheta, s)\) in the proof of Proposition 2.2. This gives the result. \(\square\)

Finally, for \(n \geq 1\), we define the arithmetic function
\[
w(n) = \sum_{m \geq 1} \frac{\mu(m)\varphi_1(mn)\varphi_2(mn)\vartheta(m^2n^2)}{m^s},
\]
and show an asymptotic formula for its summary function.

\textbf{Lemma 2.12.} For \(n \geq 1\), one has
\[
w(n) = \prod_{p \mid n} \left(1 - \frac{\vartheta(p^2)}{p(p+2)}\right) \prod_{p^k \mid n} \left(\vartheta(p^{2k}) - \frac{\vartheta(p^{2k+2})}{p^{2k}}\right)^{-1} \left(1 + \frac{2}{p}\right)^{-1}.
\]

\textbf{Proof.} Define a multiplicative arithmetic function \(\hat{\vartheta}\) via
\[
\hat{\vartheta}(p^k) = \frac{p}{p+2} \left(\vartheta(p^{2k}) - \frac{\vartheta(p^{2k+2})}{p^{2k}}\right).
\]
Fix a prime $p$ dividing $n$ and write $k = v_p(n)$, $n_p = np^{-k}$. We expand $w(n)$ into
\[ w(n) = \phi_1(p^k)\phi_2(p^k)\vartheta(p^{2k}) \sum_{m \geq 1} \frac{\mu(m)\phi_1(n_pm)\phi_2(n_pm)\vartheta(n_p^2m^2)}{m^2} + \sum_{m \geq 1} \frac{\mu(m)\phi_1(n_pm)\phi_2(n_pm)\vartheta(n_p^2m^2)}{m^2}. \]

Since $m$ is square-free, it is exactly divisible by $p$ in the second sum. Using the multiplicativity of $\vartheta$, $\phi_1$ and $\phi_2$, we take that factor $p$ out to obtain
\[ w(n) = \left( \phi_1(p^k)\phi_2(p^k)\vartheta(p^{2k}) - \frac{\phi_1(p^{k+1})\phi_2(p^{k+1})\vartheta(p^{2k+2})}{p^2} \right) \times \sum_{m \geq 1} \frac{\mu(m)\phi_1(n_pm)\phi_2(n_pm)\vartheta(n_p^2m^2)}{m^2}. \]

Since $\phi_1$ and $\phi_2$ are constant on prime powers, this yields
\[ w(n) = \tilde{w}(p^k) \sum_{m \geq 1} \frac{\mu(m)\phi_1(n_pm)\phi_2(n_pm)\vartheta(n_p^2m^2)}{m^2}. \]

Repeating this process on the remaining sum so as to go through all prime factors of $n$, we end up with
\[ w(n) = \tilde{w}(n) \sum_{m \geq 1} \frac{\mu(m)\phi_1(m)\phi_2(m)\vartheta(m^2)}{m^2}. \]

The function inside the sum is multiplicative and expanding it as a product, we find
\[ w(n) = \tilde{w}(n) \prod_{p | n} \left( 1 - \frac{\vartheta(p^2)}{p(p+2)} \right), \]

which shows the asserted equality. \hfill \Box

**Lemma 2.13.** There exists $c_3 > 0$ such that one has
\[ \sum_{n \leq X} w(n) = c_3X(\log X)^{\lambda_4,n-1} + O(X(\log X)^{\lambda_4,n-2}), \]
as $X \to \infty$.

**Proof.** Using Lemma 2.12, we can write
\[ w(n) = w_0w_1(n), \]

where $w_1$ is a multiplicative function defined as
\[ w_1(n) = \prod_{p \mid n} \left( \vartheta(p^{2k}) - \frac{\vartheta(p^{2k+2})}{p^2} \right) \left( 1 + \frac{2}{p} \right)^{-1} \left( 1 - \frac{\vartheta(p^2)}{p(p+2)} \right)^{-1}, \]
and $w_0$ is the constant
\[ w_0 = \prod_p \left( 1 - \frac{\vartheta(p^2)}{p(p+2)} \right). \]

It is enough to estimate the sum $\sum_{n \leq X} w_1(n)$, which we do by looking at $L(w_1, s)$. For a prime $p$ not dividing $\Delta$, we have $w_1(p^k) = \vartheta(p)(1 + O(p^{-1}))$, and thus, we can write
\[ L(w_1, s) = g_{w_1}(s) \prod_p \left( 1 + \frac{\vartheta(p)}{p^s - 1} \left( 1 + O(p^{-1}) \right) \right), \]
with
\[ g_{w,1}(s) = \prod_{p \mid \Delta} \left( 1 + \sum_{\Omega \geq 1} \frac{w_{1}(p^{\Omega})}{p^{\Omega s}} \right) \left( 1 + \frac{v(p)}{p^s - 1} \left( 1 + O(p^{-1}) \right) \right)^{-1}. \]

From the definition of \( w_1 \), it is easy to see that we have \( w_1(p^\Omega) \ll_p 1 \). Hence, the function \( g_{w,1}(s) \) is holomorphic for \( \Re(s) > 0 \). There exists a function
\[ g_{w,2}(s) = \prod_p \left( 1 + O(p^{-\Re(s)+1}) \right), \]
which is holomorphic for \( \Re(s) > 0 \), and such that
\[ L(w_1, s) = g_{w,1}(s)g_{w,2}(s)\prod_p \left( 1 + \frac{v(p)}{p^s - 1} \right). \]

The product appearing in this expression is related to the Riemann zeta function. Using definition (2.4) of \( g_0(s) \), we indeed see that
\[ L(w_1, s) = g_{w,1}(s)g_{w,2}(s)g_0(s)L(\vartheta, s). \]

We apply Proposition 2.1 to \( L(w_1, s) \) using the computation of \( L(\vartheta, s) \) from Proposition 2.2 to conclude.

\[ \square \]

3. A modified counting function

In this section, we investigate for \( X \geq 1 \) the modified counting function
\[ N_\alpha^*(X) = \sum_{d \in S(X)} \# \left\{ P \in E_d(\mathbb{Q}) \setminus E_d(\mathbb{Q})_{\text{tors}} : \exp \hat{h}_{E_d}(P) \leq d^{1/8+\alpha} \right\}, \]
which is known to satisfy
\[ X^{1/2-\epsilon} \ll \epsilon N_\alpha^*(X) \ll X^{1/2+4\alpha}, \]
for any \( \alpha > 0 \) and \( \epsilon > 0 \) as \( X \) goes to infinity. The upper bound can be found in [LB16] while the lower bound comes from the family constructed by Gouvêa and Mazur [GM91]. The \( \epsilon \) can be removed, as seen in [LB18].

This section is dedicated to establishing the more precise estimate from the following proposition.

**Proposition 3.1.** Let \( \alpha \in (0, 1/56) \). There exists \( c_4(\alpha) > 0 \) such that one has
\[ N_\alpha^*(X) = c_4(\alpha)X^{1/2}(\log X)^{\lambda_*} + O(X^{1/2}(\log X)^{\lambda_*-1}), \]
as \( X \to \infty \).

For the remainder of this section, we assume \( \alpha < 1/56 \).

3.1. Framing the quantity \( N_\alpha^*(X) \). We begin by recalling the definitions of the height functions in use (see [Sil09, VIII] for a more complete description). We denote the set of primitive vectors in \( \mathbb{Z}^n \) by
\[ \mathbb{Z}^n_{\text{prim}} = \{(a_1, \ldots, a_n) \in \mathbb{Z}^n : \gcd(a_1, \ldots, a_n) = 1\}. \]
The classical (logarithmic) height function \( h : \mathbb{P}^1(\mathbb{Q}) \to \mathbb{Z} \) is defined for \( (x, z) \in \mathbb{Z}^2_{\text{prim}} \) by
\[ h(x : z) = \log \max\{|x|, |z|\}, \]
and the Weil height of a point \( (x : y : z) \in \mathbb{P}^2(\mathbb{Q}) \) is defined by
\[ h_e(x : y : z) = \begin{cases} h(x : z), & (x : y : z) \neq (0 : 1 : 0), \\ 0, & (x : y : z) = (0 : 1 : 0). \end{cases} \]
Finally, the canonical height on the group \( E(\mathbb{Q}) \) is defined by the limit
\[ \hat{h}_E(P) = \frac{1}{2} \lim_{n \to \infty} \frac{1}{4^n} h(2^n P). \]
By the basic properties of the canonical height (see for instance [Sil09, VIII.9.3]), there exist two constants $h_1$ and $h_2$ depending only on $A$ and $B$ and with $h_1 < 0 < h_2$ such that for every point $P \in E(\Q)$, we have

$$h_1 \leq \hat{h}_E(P) - \frac{1}{2} h_x(P) \leq h_2.$$  

Because $E_d$ and $E$ are isomorphic over $\bar{\Q}$ via the map

$$\iota : E_d(\bar{\Q}) \longrightarrow E(\bar{\Q}) \quad (x : y : z) \longmapsto (x : d^{1/2}y : z),$$
and because of the invariance under $\bar{\Q}$-isomorphism of the canonical height, we have

$$\hat{h}_{E_d}(P) = \hat{h}_E(\iota(P)),$$

for every $P$. Moreover, it is immediate that for $P \in E_d(\Q)$ the equality $h_x(P) = h_x(\iota(P))$ holds, which means that for any $P \in E_d(\Q)$ we have

$$(3.1) \quad h_1 \leq \hat{h}_{E_d}(P) - \frac{1}{2} h_x(P) \leq h_2.$$  

A point $P = (x : y : z)$ in $E_d(\Q)$ is a torsion point if and only if $\hat{h}_{E_d}(P) = 0$. By (3.1), this means that both $|x|$ and $|z|$ are bounded. From the equation of the curve, this also implies that $dy^2$ is bounded and therefore so is $d$, provided that $y \neq 0$. We have thus shown the estimate

$$\sum_{d \in S(X)} \# \{ P \in E_d(\Q)_{\text{tors}} \setminus E_d(\Q)[2] \} \ll 1.$$  

This motivates the definition of a new quantity

$$(3.2) \quad N^*_a(X) = \sum_{d \in S(X)} \# \{ P \in E_d(\Q) \setminus E_d(\Q)[2] : \exp \hat{h}_{E_d}(P) \leq d^{1/8+\alpha} \},$$

which is related to $N^*_a(X)$ through

$$(3.3) \quad N^*_a(X) = N^*_a(X) + O(1).$$

For $j \in \{1, 2\}$, we define the quantities

$$N_{a,j}(X) = \sum_{d \in S(X)} \# \{ P \in E_d(\Q) \setminus E_d(\Q)[2] : e^{h_j}(\exp h_x(P))^{1/2} \leq d^{1/8+\alpha} \},$$

with $h_1$ and $h_2$ the constants defined above. Observe that we have the inequalities

$$(3.4) \quad N_{a,2}(X) \leq N^*_a(X) \leq N_{a,1}(X).$$

As a consequence of (3.3) and (3.4), Proposition 3.1 will follow from the next proposition.

**Proposition 3.2.** There exist $c_5(\alpha) > 0$ such that for $j \in \{1, 2\}$, we have

$$N_{a,j}(X) = c_5(\alpha)X^{1/2}(\log X)^{\lambda a,n} + O_j(X^{1/2}(\log X)^{\lambda a,n-1}),$$

as $X \to \infty$.

The remainder of this section is dedicated to proving this proposition.

**3.2. Asymptotic behavior of $N_{a,j}(X)$**. Fix $j \in \{1, 2\}$. We begin by setting $C_j = e^{-2h_j}$, so that

$$N_{a,j}(X) = \sum_{d \in S(X)} \# \left\{ (x, y, z) \in \Z \times \Z_{\neq 0} \times \Z_{\geq 1} : (x, y, z) = 1 \text{ if } |x|, z \leq C_j d^{1/4+2\alpha} \right\}.$$  

The triples $(x, y, z)$ counted here all come in pairs as the conditions are independent of the sign of $y$. We will thus restrict our attention to $y \geq 1$. We call upon a result describing the coordinates of rational points on the twisted curve $E_d$ (see for instance [LB16, Lemma 1]).
Lemma 3.3. Let $d \geq 1$ square-free and let $(x_0, y, z_0) \in \mathbb{Z} \times \mathbb{Z}^2_{\geq 1}$ satisfying $(x_0, y, z_0) = 1$ and $dy^2 z_0 = \hat{F}(x_0, z_0)$. There is a unique way to write

$$d = d_0 d_1, \quad x_0 = d_1 x z, \quad z_0 = d_2^2 z^3,$$

with $(d_0, d_1, z, z_0) \in \mathbb{Z}^2_{\geq 1} \times \mathbb{Z}$ satisfying $(x y, d_1 z) = 1$ and

$$d_0 y^2 = \hat{F}(x, d_1 z^2).$$

Applying Lemma 3.3, we obtain the new expression

$$N_{\alpha, j}(X) = 2\# \left\{ (d_0, d_1, y, z, x) \in \mathbb{Z}^4_{\geq 1} \times \mathbb{Z} : \begin{array}{l}
|y|, d_1 z^2 \leq C_j(d_0 d_1)^{1/4 + 2\alpha} \\
(x y, d_1 z) = 1 \\
d_0 y^2 = \hat{F}(x, d_1 z^2)
\end{array} \right\}.$$

We now derive an explicit description of the range of the product $yz$. Setting

$$C_0 = 1 + |A| + |B|,$$

the equation of the curve implies $d_0 y^2 \leq C_0 \max\{\max\{|x|, d_1 z^2\}^3, \}$, from which we obtain the inequality

$$\max\{\max\{|x|, d_1 z^2\} \cdot d_1 z^2\}^{-1/4} \geq \max\{\max\{|x|, d_1 z^2\}^{3/4} \geq C_0^{-1/4} d_0^{1/4} y^{3/4}.$$ From this, we extract

$$\max\{\max\{|x|, d_1 z^2\} \geq C_0^{-1/4} (yz)^{1/2} (d_0 d_1)^{1/4},$$

and defining $D_j = C_j^{1/2}C_j^2$, this implies that $yz \leq D_j(d_0 d_1)^{4\alpha}$. This recovers the bound $\eta_d(A, B) \gg d_0^{1/8}$ stated in the introduction. Taking this restriction into account, $N_{\alpha, j}(X)$ can be written as

$$N_{\alpha, j}(X) = 2\# \left\{ (d_0, d_1, y, z, x) \in \mathbb{Z}^4_{\geq 1} \times \mathbb{Z} : yz \leq D_j(d_0 d_1)^{4\alpha} \right\}.$$

Note that $d_0$ and $d_1$ are necessarily coprime here because the equation of the curve implies that $(d_0, d_1) \mid x^2$, while $(x, d_1) = 1$. We get rid of the square-free condition on $d_0$ by means of Möbius inversion, writing $d_0 = \ell^2 d_2$. The previous expression becomes

$$N_{\alpha, j}(X) = 2 \sum_{\ell \leq X^{1/2}} \mu(\ell) \# \left\{ (d_2, d_1, y, z, x) \in \mathbb{Z}^4_{\geq 1} \times \mathbb{Z} : \begin{array}{l}
\ell^2 d_2 \leq X, \mu(d_2) \neq 0 \\
|y|, d_1 z^2 \leq C_j(\ell^2 d_2 d_1)^{1/4 + 2\alpha} \\
(x y, d_1 z) = 1 \\
\ell^2 y^2 d_2 = \hat{F}(x, d_1 z^2)
\end{array} \right\}.$$

The equation of the curve in this last expression brings to light the constraint

$$\ell y \leq K_j X^{3/8 + 3\alpha},$$

where $K_j = (C_0 C_j^3)^{1/2}$, and shows that the variable $d_2$ is completely determined by the other five. We define the range of the variable $x$

$$X_j(g, y, z, d_1; \alpha; X) = \left\{ x \in \mathbb{R} : \begin{array}{l}
g x, d_1 z^2 \leq C_j(\ell^2 y^2 d_2)^{1/4 + 2\alpha} \\
y z \leq D_j(d_1 y^2 \hat{F}(g x, d_1 z^2))^{4\alpha}
\end{array} \right\},$$

and with this notation, we have

$$N_{\alpha, j}(X) = 2 \sum_{\ell \leq X^{1/2}} \mu(\ell) \# \left\{ (d_1, y, z, x) \in \mathbb{Z}^3_{\geq 1} \times \mathbb{Z} : \begin{array}{l}
x \in X_j(1, y, z, d_1; \alpha; X) \\
\ell y \leq K_j X^{3/8 + 3\alpha} \\
(x y, d_1 z) = 1, \mu(d_1) \neq 0 \\
\hat{F}(x, d_1 z^2) \equiv 0 \mod \ell^2 y^2
\end{array} \right\}.$$
Next, we set
\[ \mathcal{A}_j(y, z, \ell; \alpha; X) = \left\{ (d_1, x) \in \mathbb{Z}_{\geq 1} \times \mathbb{Z} : \begin{array}{l}
\ell y, d_1 z = 1, \\
F(x, d_1 z^2) \equiv 0 \mod \ell^2 y^2
\end{array} \right\}. \]
so that the cardinality to estimate now reads
\[ N_{\alpha,j}(X) = 2 \sum_{\ell \leq X^{3/8 + 3\alpha}} \mu(\ell) \sum_{y \leq D_1 X^{4\alpha}} \sum_{z} \#\mathcal{A}_j(y, z, \ell; \alpha; X). \]

For a parameter \( \theta \in (0, 3/8 + 3\alpha) \), we define the quantity \( N_{\alpha,j}^{(\theta)}(X) \), corresponding to the contribution of the terms with \( \ell y > X^\theta \), by
\[ N_{\alpha,j}^{(\theta)}(X) = \sum_{\ell \leq X^{3/8 + 3\alpha}} \mu(\ell) \sum_{y \leq D_1 X^{4\alpha}} \sum_{z} \#\mathcal{A}_j(y, z, \ell; \alpha; X). \]

To estimate this quantity, we will require the following statement, which is an immediate consequence of a result of Heath-Brown [HB84, Lemma 3].

**Lemma 3.4.** Let \((m_1, m_2, q) \in \mathbb{Z}_{\text{prim}}^3\) with \( q \neq 0 \) and let \( X_1, X_2 > 0 \). We have
\[ \# \left\{ (x_1, x_2) \in \mathbb{Z}_{\text{prim}}^2 : |x_1| \leq X_1, |x_2| \leq X_2, x_1 m_1 + x_2 m_2 \equiv 0 \mod q \right\} \ll \frac{X_1 X_2}{q} + 1. \]

We can now show the desired estimate.

**Lemma 3.5.** One has
\[ N_{\alpha,j}^{(\theta)}(X) \ll \frac{X^{1/2 + 8\alpha - \theta + \epsilon} + X^{3/8 + 7\alpha + \epsilon}}{\theta}. \]

**Proof.** Relaxing the conditions on \( d_1 \) and \( x \), we find
\[ \#\mathcal{A}_j(y, z, \ell; \alpha; X) \ll \# \left\{ (d_1, x) \in \mathbb{Z}_{\geq 1} \times \mathbb{Z} : \begin{array}{l}
|x|, d_1 \ll X^{1/4 + 2\alpha} \\
F(x, d_1 z^2) \equiv 0 \mod \ell^2 y^2
\end{array} \right\}. \]

Splitting the right-hand side depending on the congruence class of \( x \mod \ell^2 y^2 \), we find
\[ \#\mathcal{A}_j(y, z, \ell; \alpha; X) \ll \sum_{\rho \mod \ell^2 y^2} \# \left\{ (d_1, x) \in \mathbb{Z}_{\geq 1} \times \mathbb{Z} : \begin{array}{l}
|x|, d_1 \ll X^{1/4 + 2\alpha} \\
(x \equiv \rho d_1 \mod \ell^2 y^2)
\end{array} \right\}, \]
and the coprimality condition \( (\ell y, z) = 1 \) allows for a change of variables leading to
\[ \#\mathcal{A}_j(y, z, \ell; \alpha; X) \ll \sum_{\rho \mod \ell^2 y^2} \# \left\{ (d_1, x) \in \mathbb{Z}_{\geq 1} \times \mathbb{Z} : \begin{array}{l}
|x|, d_1 \ll X^{1/4 + 2\alpha} \\
(x \equiv \rho d_1 z^2 \mod \ell^2 y^2)
\end{array} \right\}. \]

Recall the definition of \( \vartheta \) in (2.1). We apply Lemma 3.4 to find the estimate
\[ \#\mathcal{A}_j(y, z, \ell; \alpha; X) \ll \left( \frac{X^{1/2 + 4\alpha}}{\ell^2 y^2} + 1 \right) \vartheta(\ell^2 y^2). \]

Using the easy estimate \( \vartheta(n) \ll \epsilon n^\epsilon \) and carrying out the summation over \( z \), one obtains
\[ N_{\alpha,j}^{(\theta)}(X) \ll \frac{X^{1/2 + 8\alpha + \epsilon}}{\ell^2 y^2} + X^{4\alpha + \epsilon} \sum \frac{1}{\ell y \leq X^{\vartheta}} \frac{1}{y}, \]
which shows the result. \( \square \)
Going back to $N_{\alpha,j}(X)$, we restrict our attention to the small values of $\ell y$. Indeed, we have $\alpha < 1/56$ so Lemma 3.5 allows us to write

$$N_{\alpha,j}(X) = 2 \sum_{\ell y \leq X^5} \sum_{y \leq D_j X^{4a}} \mu(\ell) \sum_{\substack{y z \leq D_j X^{4a} \alpha < \theta < \alpha}} \# A_j(y, z, \ell; \alpha; X) + O_\epsilon(X^{7/8 + 11\alpha - 2y + \epsilon}) + O(X^{1/2}).$$

We now turn to the cardinality of $A_j(y, z, \ell; \alpha; X)$ in this range. It can be written as

$$\# A_j(y, z, \ell; \alpha; X) = \sum_{\substack{\ell \leq C_j \sqrt{\alpha} \chi^{1/4 + 2\alpha} \theta \leq y \leq \ell y, d_1 \leq D_j \chi^{1/4 + 2\alpha} \theta \leq y, d_1 \leq D_j \chi^{1/4 + 2\alpha}}} \# \left\{ x \in X_j(1, y, z, d_1; \alpha; X) : \frac{\ell}{\theta} \equiv 0 \mod \ell^2 y^2 \right\},$$

and getting rid of the coprimality condition on $x$, we find

$$\# A_j(y, z, \ell; \alpha; X) = \sum_{\substack{\ell \leq C_j \chi^{1/4 + 2\alpha} \theta \leq y \leq \ell y, d_1 \leq D_j \chi^{1/4 + 2\alpha}}} \left\{ \# \left\{ x \in X_j(1, y, z, d_1; \alpha; X) : \frac{\ell}{\theta} \equiv 0 \mod \ell^2 y^2 \right\} \right\}.$$
These satisfy $\mathcal{D}_j Z_j^2 = X_j$ and $\mathcal{D}_j X_j^2 = y^2 X$, so if we let $(t, u, v) = (gx/X_j, z/3_j, d_1/\mathcal{D}_j)$, we obtain

$$vF(t, u^2 v) = \frac{d_1 F(gx, d_1 z^2)}{y^2 X}.$$  

In particular, the condition $x \in X_j(g, y, z, d_1; \alpha; X)$ is equivalent to

$$0 < G\left(\frac{gx}{X_j}, \frac{z}{3_j}, \frac{d_1}{\mathcal{D}_j}\right) \leq 1,$$

and the measure of the set $X_j(g, y, z, d_1; \alpha; X)$ can therefore be written as an integral

$$\text{vol}(X_j(g, y, z, d_1; \alpha; X)) = \int_{0 < G(t/\mathcal{D}_j, z/3_j, d_1) \leq 1} dt.$$  

Taking $g$ out of this integral, we define

$$A^{(1)}_{\alpha, j}(y, z, d_1) = \int_{0 < G(t/\mathcal{D}_j, z/3_j, d_1) \leq 1} dt,$$

so that after a change of variables and after carrying out the summation over $g$, $M_{\alpha, j}(X)$ becomes

$$M_{\alpha, j}(X) = \sum_{\ell y \leq X^\alpha} \frac{\mu(\ell) \theta(\ell^2 y^2)}{\ell^2 y^2} \sum_{d_1 \leq C(Xy^{1/4+2\alpha})} |\mu(d_1)| \sum_{y z \leq D_j X^{4\alpha}} \frac{\varphi(d_1 z)}{d_1 z} A^{(1)}_{\alpha, j}(y, z, d_1).$$

The next step is to compare the sum over $z$ with the corresponding integral, which can be done as $A^{(1)}_{\alpha, j}(y, z, d_1)$ is a piecewise $C^1$ function in the $z$ and $d_1$ variables. Recall the definitions of $\phi_1$ and $\phi_2$ in (2.3). By means of Abel summation and making use of Lemma 2.9 to estimate the sum, we obtain

$$\sum_{z \leq D_j X^{4\alpha}} \frac{\varphi(d_1 z)}{d_1 z} A^{(1)}_{\alpha, j}(y, z, d_1) = \frac{6}{\pi^2} \phi_1(d_1) \phi_1(\ell y) \int_{u \geq 1} A^{(1)}_{\alpha, j}(y, u, d_1) du$$

$$+ O\left(\frac{1}{\alpha} \left(\frac{X^{4\alpha}}{y}\right)^{1/2} \max_{z \leq D_j X^{4\alpha}} A^{(1)}_{\alpha, j}(y, z, d_1)\right),$$

We can now define

$$A^{(2)}_{\alpha, j}(y, d_1) = \int_{u \geq 1} A^{(1)}_{\alpha, j}(y, u, d_1) du,$$

and rewrite $M_{\alpha, j}(X)$ as

$$M_{\alpha, j}(X) = \frac{6}{\pi^2} \sum_{\ell y \leq X^{\alpha}} \frac{\mu(\ell) \phi_1(\ell y)}{\ell^2 y^2} \sum_{d_1 \leq C(Xy^{1/4+2\alpha})} |\mu(d_1)| \phi_1(d_1) A^{(2)}_{\alpha, j}(y, d_1)$$

$$+ O(E^{(1)}_{\alpha, j}(X)),$$

where

$$E^{(1)}_{\alpha, j}(X) = X^{2\alpha} \sum_{\ell y \leq X^{\alpha}} \frac{\sigma_{-1/2}(\ell y) \theta(\ell^2 y^2)}{\phi_1(\ell y) \ell^2 y^{3/2}} \sum_{d_1 \leq X^{1/4+2\alpha}} \frac{1}{\phi_1(d_1)} \max_{z \leq D_j X^{4\alpha}} A^{(1)}_{\alpha, j}(y, z, d_1).$$
Next, we proceed as previously and compare the sum over $d_1$ in $\mathcal{M}_{\alpha,j}(X)$ with the corresponding integral using Lemma 2.10 to find

$$
\sum_{d_1 \leq C \sqrt{X^{1/4+2\alpha}} \atop (d_1, t y) = 1} |\mu(d_1)| \phi_1(d_1) A_{\alpha,j}^{(2)}(y, d_1) = c_2 \phi_2(f y) \int_{v \geq 1} A_{\alpha,j}^{(2)}(y, v) \, dv
$$

$$
+ O_\epsilon \left( X^{1/8+\alpha+\epsilon} \max_{d_1 \leq C \sqrt{X^{1/4+2\alpha}}} A_{\alpha,j}^{(2)}(y, d_1) \right).
$$

Setting

$$
A_{\alpha,j}^{(3)}(y) = \int_{v \geq 1} A_{\alpha,j}^{(2)}(y, v) \, dv,
$$

we arrive at the following expression

\begin{align*}
\mathcal{M}_{\alpha,j}(X) = & \frac{6c_2}{\pi^2} \sum_{\ell y \leq X^{\alpha}} \sum_{y \leq D_j X^{4\alpha}} \frac{\mu(f y) \phi_1(f y) \phi_2(f y)}{\ell^2 y^2} A_{\alpha,j}^{(3)}(y) \\
& + O(E_{\alpha,j}^{(1)}(X)) + O(E_{\alpha,j}^{(2)}(X)),
\end{align*}

where

$$
E_{\alpha,j}^{(2)}(X) \ll \epsilon X^{1/8+\alpha+\epsilon} \sum_{\ell y \leq X^{\alpha}} \frac{\phi_2(f y) \phi_1(f y)}{\ell^2 y^2} \max_{d_1 \leq C \sqrt{X^{1/4+2\alpha}}} A_{\alpha,j}^{(2)}(y, d_1).
$$

At this point, we extend the range of integration in $A_{\alpha,j}^{(3)}(y)$ by defining

$$
A_{\alpha,j}^{(4)}(y) = \int_{u > 0} \int_{u > 0} A_{\alpha,j}^{(1)}(y, u, v) \, du \, dv,
$$

and since $A_{\alpha,j}^{(1)}(y, u, v) \ll X_j$ for every $u, v > 0$, the difference between the two integrals satisfies

$$
A_{\alpha,j}^{(4)}(y) - A_{\alpha,j}^{(3)}(y) \ll X_j D_j + X_j \delta_j + \delta_j \ll X^{1/2-4\alpha} y^2 + \frac{X^{1/4+6\alpha}}{y} + X^{1/4+2\alpha}.
$$

Since $y \geq 1$ and we are assuming that $\alpha < 1/40$, the term $X^{1/2-4\alpha} y^2$ is dominating here. Replacing $A_{\alpha,j}^{(3)}(y)$ by $A_{\alpha,j}^{(4)}(y)$ in the last expression for $\mathcal{M}_{\alpha,j}(X)$ results in the error term

$$
X^{1/2-4\alpha} \sum_{\ell y \leq X^{\alpha}} \sum_{y \leq D_j X^{4\alpha}} \frac{\phi_1(f y) \phi_2(f y)}{\ell^2 y^2} \ll X^{1/2} (\log X)^{\lambda A n^{-1}},
$$

so we have

\begin{align*}
\mathcal{M}_{\alpha,j}(X) = & \frac{6c_2}{\pi^2} \sum_{\ell y \leq X^{\alpha}} \sum_{y \leq D_j X^{4\alpha}} \frac{\mu(f y) \phi_1(f y) \phi_2(f y)}{\ell^2 y^2} A_{\alpha,j}^{(4)}(y) \\
& + O(E_{\alpha,j}^{(1)}(X)) + O(E_{\alpha,j}^{(2)}(X)) + O(X^{1/2} (\log X)^{\lambda A n^{-1}}).
\end{align*}

We now compute the size of both error terms $E_{\alpha,j}^{(1)}(X)$ and $E_{\alpha,j}^{(2)}(X)$.

**Lemma 3.6.** We have

$$
E_{\alpha,j}^{(1)}(X) \ll X^{1/2} (\log X)^{\lambda A n^{-1}},
$$

as $X \to \infty$. 


Proof. We compare the sum over $d_1$ with the corresponding integral and make use of the fact that $\phi_1(d_1)^{-1}$ is constant on average. Indeed, as an easy application of Proposition 2.1, one has that there exists a constant $c_6 > 0$ such that

$$\sum_{n \leq N} \phi_1(n)^{-1} = c_6 N + O_c(N^\varepsilon),$$

which leads to the estimate

$$\sum_{d_1 \ll X^{1/4+2\alpha}} \frac{1}{\phi_1(d_1)} \max_{z \ll D_j X^{4\alpha}/y} A_{\alpha,j}^{(1)}(y, z, d_1) \ll \int_{v \geq 1} A_{\alpha,j}^{(1)}(y, z_m, v) \, dv,$$

where $z_m$ denotes the point where the maximum is attained. The size of the sum over $d_1$ is therefore at most $X^{1/2-4\alpha y^2}$ and we obtain

$$E_{\alpha,j}^{(1)}(X) \ll X^{1/2-2\alpha} \sum_{y \ll X^{4\alpha}} \frac{\sigma_{1/2}(y) \vartheta(y^2)}{\phi_1(y) y^{1/2}} \sum_{\tau \leq X^{8/9}} \frac{\sigma_{1/2}(\tau) \vartheta(\tau^2)}{\phi_1(\tau) \tau^2}.$$ 

Both sums can be computed using Lemma 2.11 and Abel summation to show the lemma. \qed

Lemma 3.7. We have

$$E_{\alpha,j}^{(2)}(X) \ll \epsilon X^{3/8+7\alpha+\epsilon},$$

as $X \to \infty$.

Proof. It suffices to note that $A_{\alpha,j}^{(2)}(y, d) \ll X_j \ll X^{1/4+6\alpha}$ since the sum over $\ell$ and $y$ is bounded by a constant by Lemma 2.5 and Proposition 2.2. \qed

In light of Lemmas 3.6 and 3.7 and since we assume $\alpha < 1/56$, we can now write

$$M_{\alpha,j}(X) = \frac{6c_2}{\pi^2} \sum_{y \ll X^{4\alpha}} \sum_{\ell \leq X^{8/9}} \frac{\mu(\ell) \phi_1(\ell y) \phi_2(\ell y) \vartheta(\ell^2 y^2)}{\ell^2 y^2} A_{\alpha,j}^{(4)}(y) + O(X^{1/2} (\log X)^{3\lambda_n-1}).$$

Define

$$\Omega(\alpha) = \iiint_{0 \leq t, u, v \leq 1} \frac{dt \, du \, dv}{0 < G(t, u, v) \leq 1},$$

and remark that this expression relates to $A_{\alpha,j}^{(4)}(y)$ through

$$A_{\alpha,j}^{(4)}(y) = \Omega(\alpha) X_j \sum_{\ell \leq X^{8/9}} \frac{\mu(\ell) \phi_1(\ell y) \phi_2(\ell y) \vartheta(\ell^2 y^2)}{\ell^2 y^2} = \Omega(\alpha) X^{1/2} y,$$

and incorporating this in the last expression for $M_{\alpha,j}(X)$ gives

$$M_{\alpha,j}(X) = \frac{6c_2}{\pi^2} \Omega(\alpha) X^{1/2} \sum_{y \ll D_j X^{4\alpha}} \sum_{\ell \leq X^{8/9}} \frac{\mu(\ell) \phi_1(\ell y) \phi_2(\ell y) \vartheta(\ell^2 y^2)}{\ell^2 y^2} + O(X^{1/2} (\log X)^{3\lambda_n-1}).$$

Recalling definition of the arithmetic function $w$ in (2.5), the sum over $\ell$ can be written as

$$\sum_{\ell \leq X^{8/9}} \frac{\mu(\ell) \phi_1(\ell y) \phi_2(\ell y) \vartheta(\ell^2 y^2)}{\ell^2 y^2} = w(y) + O(X^{-\theta(1-\epsilon)} y^{1-\epsilon} \vartheta(y^2)).$$

We sum the error term over $y$ using Abel summation and Proposition 2.2 and find

$$\frac{1}{X^{\theta(1-\epsilon)}} \sum_{y \ll X^{4\alpha}} \frac{\vartheta(y^2)}{y^\frac{1}{2}} \ll X^{(4\alpha-\theta)(1-\epsilon)}$$

for any choice of $\epsilon$ small enough. Recall that $\theta$ is in the range (3.6) so this term is actually $O(1)$ and we are left with

$$M_{\alpha,j}(X) = \frac{6c_2}{\pi^2} \Omega(\alpha) X^{1/2} \sum_{y \ll D_j X^{4\alpha}} \frac{w(y)}{y} + O(X^{1/2} (\log X)^{3\lambda_n-1}).$$
Making use of Lemma 2.13 to compute the sum over \( y \), we find
\[
\sum_{y \leq D_j X^{a_*}} \frac{w(y)}{y} = c_3 \frac{(4\alpha)^{A,B}}{\pi^4 \lambda_{A,B}} (\log X)^{A,B} + O((\log X)^{A,B-1}),
\]
and hence
\[
\mathcal{M}_{\alpha,j}(X) = \frac{6\sqrt{2}c_3^4 \lambda_{A,B} \Omega(\alpha)}{\pi^4 \lambda_{A,B}} X^{1/2} (\log X)^{A,B} + O(X^{1/2} (\log X)^{A,B-1}).
\]

Plugging this estimate into (3.7) concludes the proof of Proposition 3.2 and with it, the proof of Proposition 3.1.

4. Proof of Theorem 1

In this section, we derive the asymptotic behavior of \( \mathcal{N}_\alpha(A,B;X) \) from that of \( \mathcal{N}_\alpha^\ast(X) \). Theorem 1 is a consequence of the following proposition.

**Proposition 4.1.** Let \( \alpha \in (0, 1/120) \) and \( T_2 = \#E(Q)[2] \). We have
\[
\mathcal{N}_\alpha^\ast(X) \sim 2T_2 \mathcal{N}_\alpha(A,B;X),
\]
as \( X \to \infty \).

To prove Proposition 4.1, we begin by noting that whenever the group \( E_d(Q) \) contains a nontorsion point \( P \) of small height, we have the inclusion
\[
\{ \pm P + Q : Q \in E_d(Q)[2] \} \subset E_d(Q),
\]
and all these points are nontorsion and have small height. From this observation and the fact that there is a group isomorphism \( E_d(Q)[2] \cong E(Q)[2] \) comes the inequality
\[
(4.1) \quad 2T_2 \mathcal{N}_\alpha(A,B;X) \leq \mathcal{N}_\alpha^\ast(X).
\]
We need to prove that the reverse inequality holds asymptotically as \( X \) grows to infinity. We let
\[
\text{SP}(d) = \# \left\{ P \in E_d(Q) \setminus E_d(Q)_{\text{tors}} : \exp \hat{h}_{E_d}(P) \leq d^{1/8+\alpha} \right\},
\]
so that
\[
\mathcal{N}_\alpha^\ast(X) = \sum_{d \in \mathcal{S}(X)} \text{SP}(d).
\]
Applying the Cauchy–Schwarz inequality, we obtain
\[
(4.2) \quad \mathcal{N}_\alpha^\ast(X)^2 \leq \mathcal{N}_\alpha(A,B;X) \sum_{d \in \mathcal{S}(X)} \text{SP}(d)^2.
\]
The square appearing here can be expanded as
\[
\text{SP}(d)^2 = \# \left\{ (P_1, P_2) \in (E_d(Q) \setminus E_d(Q)_{\text{tors}})^2 : \exp \hat{h}_{E_d}(P_1), \exp \hat{h}_{E_d}(P_2) \leq d^{1/8+\alpha} \right\},
\]
from which we extract a diagonal term corresponding to \( P_2 \equiv \pm P_1 \mod E_d(Q)[2] \). When \( \text{SP}(d) \neq 0 \), this becomes
\[
\text{SP}(d)^2 = 2T_2 \text{SP}(d) + \# \left\{ (P_1, P_2) \in E_d(Q)^2 : P_1, P_2 \not\equiv E_d(Q)_{\text{tors}} \atop P_1 \not\equiv \pm P_2 \mod E_d(Q)[2] \right\},
\]
which, when plugged into (4.2), gives
\[
(4.3) \quad \mathcal{N}_\alpha^\ast(X)^2 \leq \mathcal{N}_\alpha(A,B;X) \left( 2T_2 \mathcal{N}_\alpha^\ast(X) + \mathcal{Q}_\alpha(X) \right),
\]
with
\[
\mathcal{Q}_\alpha(X) = \sum_{d \in \mathcal{S}(X)} \# \left\{ (P_1, P_2) \in E_d(Q)^2 : \exp \hat{h}_{E_d}(P_1), \exp \hat{h}_{E_d}(P_2) \leq d^{1/8+\alpha} \atop P_1 \not\equiv \pm P_2 \mod E_d(Q)[2] \right\}.
\]
To prove Proposition 4.1, it is now enough to show that one has
\[(4.4) \quad Q_n(X) = o(N_n^*(X)),\]
as \(X \to \infty\).

4.1. Estimating \(Q_n(X)\). To estimate \(Q_n(X)\), we broaden the set in which the points \(P_1\) and \(P_2\) can be taken to only exclude the 2-torsion. This will not cause any trouble since, as we already noted in Section 3.1, there are only finitely many values \(d\) with \(E_d(\mathbb{Q}) \cap \mathbb{Z}_2 \neq E_d(\mathbb{Q})[2]\).

Calling upon the inequalities in (3.1) to relax the constraint on the height, we obtain
\[(4.5) \quad Q_n(X) \ll \sum_{d \in S(X)} \# \left\{ (P_1, P_2) \in E_d(\mathbb{Q})^2 : P_1, P_2 \not\in E_d(\mathbb{Q})[2] \quad P_1 \not\equiv \pm P_2 \text{ mod } E_d(\mathbb{Q})[2] \right\}.\]

To compute an upper bound for this quantity, we express the points on \(E_d\) in terms of integer coordinates. The following lemma is a reformulation of Lemma 3.3 which turns out to be more convenient in the current situation.

**Lemma 4.2.** Let \(d \geq 1\) square-free and \(P \in E_d(\mathbb{Q}) \setminus E_d(\mathbb{Q})[2]\). There exists a unique 5-tuple \((x, y, z, t, \ell) \in \mathbb{Z} \times \mathbb{Z}_{\neq 0} \times \mathbb{Z}_{\geq 1}^2\) satisfying
\[z^2 | t, \quad d = \ell t z^{-2}, \quad (xy, t) = 1, \quad \ell y^2 = \tilde{F}(x, t),\]
such that \(P = (xt : yz : t^2)\).

**Proof.** Using homogeneous coordinates, write \(P = (x_0 : y : z_0)\) with \((x_0, y, z_0) \in \mathbb{Z} \times \mathbb{Z}_{\neq 0} \times \mathbb{Z}_{\geq 1}^2\) satisfying \((x_0, y, z_0) = 1\) and \(dy^2 z_0 = \tilde{F}(x, z)\). Assume first that \(y \geq 1\). By Lemma 3.3, there exist a unique \((\ell, d_1, z, x) \in \mathbb{Z}_{\neq 0}^2 \times \mathbb{Z}\) with \((xy, d_1 z) = 1\) and \(\ell z^2 = \tilde{F}(x, d_1 z^2)\) such that \(d = \ell d_1, x_0 = d_1 xz\) and \(z_0 = d_1^2 z^3\). Setting \(t = d_1 z^2\) gives \(x_0 = tx/z\) and \(z_0 = t^2/z\), so \(P = (xt : yz : t^2)\). If \(y \leq 1\), we apply the same process to the inverse \(-P = (x_0 : -y : z_0)\) and find \(-P = (xt : -yz : t^2)\). Taking again the inverse, we obtain the result. \(\square\)

Using Lemma 4.2, we write two points \(P_1, P_2 \in E_d(\mathbb{Q})\) as
\[P_1 = (x_1 t_1 : y_1 z_1 : t_1^2), \quad P_2 = (x_2 t_2 : y_2 z_2 : t_2^2),\]
and we express the conditions
\[(4.6) \quad \exp h_d(P_1) \ll d^{1/4 + 2\alpha}, \quad P_1 \not\in E_d(\mathbb{Q})[2], \quad P_1 \not\equiv \pm P_2 \text{ mod } E_d(\mathbb{Q})[2],\]
in terms of these coordinates. The height restriction is the same as in Section 3.2 and is therefore implied by the two bounds
\[x_j, t_j \ll X^{1/4 + 2\alpha}, \quad y_j z_j \ll X^{4\alpha}.\]
Next, the condition \(P_j \not\in E_d(\mathbb{Q})[2]\) depends only on the \(x\)-coordinate of the point and we write it as \(x(P_j) \not\in x(E_d(\mathbb{Q})[2])\). Since \(P_j\) is a rational point and \(x(E_d[2]) = x(E[2])\), this is equivalent to \((x_j : t_j) \not\in x(E[2])\). Finally, we reformulate the congruence condition, which we write
\[P_2 \not\in \{\pm P_1 + Q : Q \in E_d(\mathbb{Q})[2]\}.\]
As both \(P_1\) and \(P_2\) are rational points, projecting onto the \(x\)-coordinate gives the equivalent condition
\[(4.7) \quad x(P_2) \not\in x\{P_1 + Q : Q \in E_d[2]\}.\]
We give an explicit description of the set of translations of \(P_1\) by the 2-torsions points. Denote by \(q_2, q_3, q_4\) the roots of the polynomial \(F(x)\). One easily verifies that these satisfy the relations
\[(4.8) \quad q_2 + q_3 + q_4 = 0, \quad A = q_2q_3 + q_2q_4 + q_3q_4, \quad B = -q_2q_3q_4.\]
We set
\[Q_i = O, \quad Q_j = (q_j : 0 : 1),\]
so that the 2-torsion subgroup of $E$ and its projection onto the $x$-coordinate are

$$E[2] = \{Q_1, Q_2, Q_3, Q_4\}, \quad x(E[2]) = \{(1 : 0), (q_2 : 1), (q_3 : 1), (q_4 : 1)\}.$$  

The addition formula (see [Sil09, III.2.3]) on $E_d$ for $P_2 \neq \pm P_1$ and $P_1, P_2 \neq O$ reads

$$x(P_1 + P_2) = \left( d \left( \frac{y_2 z_2 / t_2^2 - y_1 z_1 / t_1^2}{x_2 / t_2 - x_1 / t_1} \right)^2 - \frac{x_1}{t_1} = \frac{x_2}{t_2} : 1 \right).$$

For $k \in \{2, 3, 4\}$, we compute

$$x(P_1 + Q_k) = \left( t_1 \tilde{F}(x_1, t_1) \left( \frac{y_1 z_1 / t_1^2}{x_1 / t_1 - q_k} \right)^2 - \frac{x_1}{t_1} = q_k : 1 \right) = \left( \frac{F(x_1, t_1)}{(x_1 - q_k t_1)^2} - (x_1 + q_k t_1) : t_1 \right).$$

Expanding $F(x, t) = \prod (x - q_j t)$ and introducing $k_1, k_2$ so that $\{k, k_1, k_2\} = \{2, 3, 4\}$, this becomes

$$x(P_1 + Q_k) = ((x_1 - q_k t_1)(x_1 - q_k t_2) - (x_1^2 - q_k^2 t_1^2) : t_1(x_1 - q_k t_1)) = ((q_k^2 + q_k q_k) t_1 - (q_k + q_k) x_1 : x_1 - q_k t_1)$$

Finally, we apply (4.8) and arrive at

$$(4.9) \quad x(P_1 + Q_k) = (q_k x_1 + (2q_k^2 + A) t_1 : x_1 - q_k t_1).$$

Let

$$\Sigma((x_1 : t_1)) = \{(x_1 : t_1) \cup \{q_k x_1 + (2q_k^2 + A) t_1 : x_1 - q_k t_1\} : 2 \leq k \leq 4\}.$$

By construction, the condition $(x_2 : t_2) \in \Sigma((x_1 : t_1))$ defines an equivalence condition, which we denote by

$$(x_1 : t_1) \sim_{E[2]} (x_2 : t_2).$$

We now have the desired reformulation, as (4.7) is equivalent to $(x_1 : t_1) \not\sim_{E[2]} (x_2 : t_2)$.

With the three conditions in (4.6) expressed in terms of the coordinates of Lemma 4.2, we are now able to write (4.5) as

$$Q_{\alpha}(X) \ll \sum \sum \sum \sum \sum \text{#} \left\{ (x_1, x_2, t_1, t_2) \in \mathbb{Z}^4 : \begin{array}{c}
\ell(x_1, t_1) = 1 \\
\ell(y_1 z_1) = 1 \\
\ell(y_2 z_2) = 1 \\
\ell(x_2 t_2) = 1 \\
x_1, x_2, t_1, t_2 \ll X^{1/4+2\alpha}
\end{array} \right\}.$$

Here, just as in Section 3.2, we assume $y_1, y_2 \geq 1$ at the cost of a factor 2 which gets absorbed in the constant. Let

$$(4.10) \quad V_{y, z}(Q) = \left\{ (x_1, x_2, t_1, t_2) \in \mathbb{Z}^4_{\text{prim}} : (y_2 z_2)^2 t_1 \tilde{F}(x_1, t_1) = (y_1 z_1)^2 t_2 \tilde{F}(x_2, t_2) \right\},$$

where $y = (y_1, y_2)$ and $z = (z_1, z_2)$. Carrying out the summation over $\ell$, we can now write

$$Q_{\alpha}(X) \ll \sum \sum \text{#} \left\{ (x_1, x_2, t_1, t_2) \in V_{y, z}(Q) : (x_1 : t_1), (x_2 : t_2) \not\in x(E[2]) \right\}.$$

We let $L_{y, z}$ denote the closed subset of $V_{y, z}$ defined as the union of the lines contained in the surface, and set

$$(4.11) \quad Q_{\alpha}^{\text{lines}}(X) = \sum \sum \text{#} \left\{ (x_1, x_2, t_1, t_2) \in L_{y, z}(Q) : (x_1 : t_1), (x_2 : t_2) \not\in x(E[2]) \right\}.$$
By a theorem of Salberger [Sal08, Theorem 0.1], the number of rational points in a box of height at most $H$ on the surface $V_{y,z}$ not lying on any line satisfies the bound

$$\# \{ (x_1, x_2, t_1, t_2) \in V_{y,z}(\mathbb{Q}) \setminus L_{y,z}(\mathbb{Q}) : x_1, x_2, t_1, t_2 \ll H \} \ll \epsilon H^{13/8 + \epsilon},$$

for any $\epsilon > 0$, as $H \to \infty$. Applying this, we find

$$\# \{ (x_1, x_2, t_1, t_2) \in V_{y,z}(\mathbb{Q}) \setminus L_{y,z}(\mathbb{Q}) : x_1, x_2, t_1, t_2 \ll X^{1/4 + 2\alpha} \} \ll \epsilon X^{13/32 + 13\alpha/4 + \epsilon},$$

which leads to the estimate

$$(4.12) \quad Q_{\alpha}(X) = Q_{\alpha}^{\text{lines}}(X) + O_{\epsilon}(X^{13/32 + 45\alpha/4 + \epsilon}).$$

4.2. Lines on the quartic surface. We now give an explicit description of the rational lines on the surface $V_{y,z}$ and compute $Q_{\alpha}^{\text{lines}}(X)$. For a variety $V$ and a subset $S \subset V$, define

$$\text{Isom}(V; S) = \{ \psi : V \to V \text{ isomorphism} : \psi(S) = S \}.$$

Let

$$n_E = \begin{cases} 2, & AB \neq 0, \\ 4, & B = 0, \\ 6, & A = 0. \end{cases}$$

The group $\text{Isom}(E; E[2])$ is easily understood. One has [Sil09, III.10.3, X.5.1]

$$\text{Isom}(E; E[2]) = \{ \tau \circ m_\zeta : (Q, \zeta) \in E[2] \times \mu_{n_E} \},$$

with the maps given by

$$\tau \circ (P) = P + Q, \quad m_\zeta(x : y : z) = (\zeta^2 x : \zeta^3 y : z).$$

Projection onto the $x$-coordinate induces an injective group homomorphism

$$(4.13) \quad x^* : \text{Isom}(E; E[2])/\langle m_{-1} \rangle \longrightarrow \text{Isom}(\mathbb{P}^1; x(E[2])).$$

We show that it is actually an isomorphism. To each $\sigma \in \text{Isom}(\mathbb{P}^1; x(E[2]))$, we associate a matrix $\gamma_\sigma$ through the isomorphism

$$\text{Isom}(\mathbb{P}^1(\mathbb{Q})) \simeq \text{PGL}_2(\mathbb{Q}),$$

which acts by linear transformation. Every element of $\text{Isom}(\mathbb{P}^1; x(E[2]))$ acts on $x(E[2])$ as a permutation of the indices $\{1, 2, 3, 4\}$, and one easily checks that the only matrix fixing $x(E[2])$ pointwise is the identity. This gives an injective group homomorphism

$$\text{Isom}(\mathbb{P}^1; x(E[2])) \longrightarrow S_4,$$

and we identify $\text{Isom}(\mathbb{P}^1; x(E[2]))$ with its image. Let

$$V_4 = \{(1), (12)(34), (13)(24), (14)(23)\}.$$

The group $\text{Isom}(\mathbb{P}^1; x(E[2]))$ is described in the following lemma.

**Lemma 4.3.** Let $\{i, j, k\} = \{2, 3, 4\}$. One has

$$\text{Isom}(\mathbb{P}^1; x(E[2])) = \begin{cases} \begin{array}{ll} \{V_4, (ij)\}, & AB \neq 0, \\ \{V_4, (ijk)\}, & B = 0 \text{ (due to } q_k = 0), \\ \{V_4, (ij)\}, & A = 0. \end{array} \end{cases}$$

The corresponding matrices are

$$\gamma_{(1k)(ij)} = \begin{pmatrix} q_k & 2q_k^2 + A \\ 1 & -q_k \end{pmatrix},$$

and

$$\gamma_{(ij)} = \begin{pmatrix} \zeta_2 & 0 \\ 0 & 1 \end{pmatrix}, \quad \gamma_{(ijk)} = \begin{pmatrix} \zeta_3 & 0 \\ 0 & 1 \end{pmatrix},$$

where $\zeta_n$ is a primitive $n$-th root of unity.
Proof. We compute the matrices associated to permutations in $\mathfrak{S}_4$ and determine which correspond to elements of $\text{Isom}(\mathbb{P}^1; x(E[2]))$. Write $\tilde{Q}_n = x(Q_n)$ so that $\tilde{Q}_1 = (1 : 0)$ and $\tilde{Q}_n = (q_n : 1)$ for $n \in \{2, 3, 4\}$. For $\sigma \in \mathfrak{S}_4$, we denote the corresponding matrix by

$$\gamma_{\sigma} = \begin{pmatrix} a & b \\ c & d \end{pmatrix},$$

and normalise the representative with $c = 1$ when $c \neq 0$ and $d = 1$ when $c = 0$. We can now identify the coefficients by looking at the action of $\gamma_{\sigma}$ on $x(E[2])$. Let $\mathfrak{S}_4^{(n)}$ be the set of $n$-cycles in $\mathfrak{S}_4$ so that $\mathfrak{S}_4 = \mathfrak{S}_4^{(1)} \sqcup \mathfrak{S}_4^{(2)} \sqcup \mathfrak{S}_4^{(3)} \sqcup \mathfrak{S}_4^{(4)}$. We look at each of these sets individually.

- $V_4$: Let $\sigma = (1k)(ij)$. The action of $\gamma_{\sigma}$ exchanges $\tilde{Q}_1$ and $\tilde{Q}_k$ so one finds

$$(a : c) = (q_k : 1), \quad (aq_k + b : c q_k + d) = (1 : 0),$$

and with our choice of representative, this gives $a = q_k, c = 1$ and $d = -q_k$. Since $\gamma_{\sigma}$ also exchanges $\tilde{Q}_i$ and $\tilde{Q}_j$, we obtain $b = q_i q_j - q_i q_k - q_j q_k$ which, using (4.8), is simply $b = 2q_k^2 + A$. This determines the matrix $\gamma_{\sigma}$ and thus, shows $V_4 \subseteq \text{Isom}(\mathbb{P}^1; x(E[2]))$.

- $\mathfrak{S}_4^{(2)}$: We show

$$\mathfrak{S}_4^{(2)} \cap \text{Isom}(\mathbb{P}^1; x(E[2])) = \begin{cases} \{(1k) (ij)\}, & B = 0 \text{ via } q_k = 0, \\ \emptyset, & B \neq 0. \end{cases}$$

It suffices to consider $\sigma = (1k)$ since $(ij) \in (1k)V_4$, so $(ij)$ belongs to $\text{Isom}(\mathbb{P}^1; x(E[2]))$ exactly when $(1k)$ does. As above, we have $a = q_k, c = 1$ and $d = -q_k$. For $\gamma_{\sigma}$ to fix both $\tilde{Q}_1$ and $\tilde{Q}_k$, we must have $b = q_i q_j - 2q_i q_k$ and $b = q_j q_k - q_i q_k$ which holds if and only if $q_k = 0$ and in that case, one has $b = q_i^2 = q_j^2 = -A$ by (4.8). This shows that $(1k)$, and thus also $(ij)$, belongs to $\text{Isom}(\mathbb{P}^1; x(E[2]))$ if and only if $q_k = 0$, with corresponding matrix

$$\gamma_{(1k)} = \begin{pmatrix} 0 & -A \\ 1 & 0 \end{pmatrix}.$$

- $\mathfrak{S}_4^{(3)}$: We show

$$\mathfrak{S}_4^{(3)} \cap \text{Isom}(\mathbb{P}^1; x(E[2])) = \begin{cases} \mathfrak{S}_4^{(3)}, & A = 0, \\ \emptyset, & A \neq 0. \end{cases}$$

It suffices to consider $\sigma = (1ij)$ since $\langle \sigma, V_4 \rangle = \mathfrak{S}_4^{(3)}$. From $\gamma_{\sigma} \tilde{Q}_1 = \tilde{Q}_1$ and $\gamma_{\sigma} \tilde{Q}_j = \tilde{Q}_1$, we find $a = q_i$ and $c = 1$ as well as $d = -q_j$. The action on $\tilde{Q}_i$ and $\tilde{Q}_j$ gives $b = q_i q_j - q_i^2 - q_j^2$ and $b = q_k q_i - q_i q_j$ respectively. Applying (4.8), these become $b = 3q_i q_j - q_i^2$ and $b = 2q_j^2$, so one must have $q_j^2 = q_j q_i$ in order to have $\sigma \in \text{Isom}(\mathbb{P}^1; x(E[2]))$. By (4.8), this implies $A = 0$. The corresponding matrix is

$$\gamma_{(1ij)} = \begin{pmatrix} q_i & 2q_k q_j \\ 1 & -q_j \end{pmatrix}.$$

To show the converse, note that $A = 0$ implies \{q_2, q_3, q_4\} = \{\zeta_i B^{1/3} : i = 0, 1, 2\}, where $\zeta_3$ is a primitive cube root of unity. One then has $q_j^2 = q_j q_i$ and the matrix $\gamma_{(1ij)}$ above acts on $x(E[2])$ as $(1ij)$, so $(1ij)$ lies in $\text{Isom}(\mathbb{P}^1; x(E[2]))$.

- $\mathfrak{S}_4^{(4)}$: We show

$$\mathfrak{S}_4^{(4)} \cap \text{Isom}(\mathbb{P}^1; x(E[2])) = \begin{cases} \{(1kij), (1jki)\}, & B = 0 \text{ via } q_k = 0, \\ \emptyset, & B \neq 0. \end{cases}$$

Let $\sigma = (1kij)$. The action of $\gamma_{\sigma}$ on $\tilde{Q}_1$ and $\tilde{Q}_j$ show $a = q_i, c = 1$, and $d = -q_j$, while the action on $\tilde{Q}_i$ and $\tilde{Q}_k$ give $b = q_i q_j - q_i q_k - q_j^2$ and $b = q_k q_j - q_i q_k - q_j^2$ respectively. Replacing $q_k = -q_i + q_j$ by (4.8), we find that one must have $q_j = -q_i$ in order for these two expressions to be equal. This implies $q_k = 0$ and $b = -q_j^2$. This shows that $(1kij)$, and thus also $(1jki)$ by multiplication by elements of $V_4$, belong to $\text{Isom}(\mathbb{P}^1; x(E[2]))$ if and only if $q_k = 0$, while the other $4$-cycle do not.
To summarize, we have seen that the group \( \text{Isom}(\mathbb{P}^1; x(E[2])) \) is generated by \( V_4 \) and also either \( (ij) \) or \( (ijk) \) if \( q_k = 0 \) or \( A = 0 \) respectively. One can then compute the corresponding matrices \( \gamma_{(ij)} = \gamma_{(1k)} \gamma_{(ij)} \) and \( \gamma_{(ijk)} = \gamma_{(1k)} \gamma_{(ijk)} \), which are as claimed. \( \square \)

Lemma 4.3 proves that the map \( x^* \) defined in (4.13) is a group isomorphism, as claimed. We also recover the formula (4.9) for the \( x \)-coordinate of the translation by a 2-torsion point. The explicit description of \( \text{Isom}(\mathbb{P}^1; x(E[2])) \) allows us to make use of the following result of Boissière and Sarti [BS07, proof of Proposition 4.1].

**Proposition 4.4.** Let \( F_1(x_1, t_1) = F_2(x_2, t_2) \) be the equation of a smooth surface \( V \) of degree \( d \) in \( \mathbb{P}^3 \) and for \( j \in \{1, 2\} \), let \( Z(F_j) \) denote the zeroes of \( F_j \) in \( \mathbb{P}^3 \). Let

\[
\text{Isom}(\mathbb{P}^1; Z(F_1), Z(F_2)) = \{ \psi: \mathbb{P}^1 \to \mathbb{P}^1 \text{ isomorphism} : \psi(Z(F_1)) = Z(F_2) \}.
\]

The lines contained in the surface \( V \) are exactly

1. the \( d^2 \) lines with given by \( (x_1 : t_1) \in Z(F_1) \) and \( (x_2 : t_2) \in Z(F_2) \),
2. the \( d \) lines given by \( (x_2 : t_2) = \psi(x_1 : t_1) \) for each \( \psi \in \text{Isom}(\mathbb{P}^1; Z(F_1), Z(F_2)) \).

We apply Proposition 4.4 to the surface \( V_{y,z} \), which is of degree 4. With the notation of the proposition, we have

\[
F_1(x, t) = (yz_2z_2)^2 \tilde{F}(x, t), \quad F_2(x, t) = (y_1z_1)^2 \tilde{F}(x, t),
\]

and thus \( Z(F_1) = Z(F_2) = x(E[2]) \). Combining this with the isomorphism (4.13), we arrive at the following result.

**Proposition 4.5.** The lines contained in the surface \( V_{y,z} \) are exactly

1. the 16 lines given by \( (x_1 : t_1), (x_2 : t_2) \in x(E(\mathbb{Q})[2]) \),
2. the 4 lines given by \( (x_2 : t_2) = x^* (\psi)(x_1 : t_1) \) for each \( \psi \in \text{Isom}(E; E[2])/\langle m_1 \rangle \).

We are left with the task of determining which of these lines are rational. We state this as a corollary.

**Corollary 4.6.** The rational lines on \( V_{y,z} \) are of one of two possible types

1. the lines given by \( (x_1 : t_1), (x_2 : t_2) \in x(E(\mathbb{Q})[2]) \),
2. the \( 4 \) lines given by \( (x_2 : t_2) = x^* (\tau_Q \circ m_\zeta)(x_1 : t_1) \) with \( Q \in E(\mathbb{Q})[2] \).

**Proof.** It is clear that a line of the first kind in Proposition 4.5 is rational only if it is of the first type in the corollary. We need to show that a line of the second kind determined by \( x^* (\tau_Q \circ m_\zeta) \) is rational only if \( \zeta \in \{ \pm 1 \} \) and \( Q \in E(\mathbb{Q})[2] \). Note that the condition \( \zeta \in \{ \pm 1 \} \) is always satisfied when \( AB \neq 0 \).

We begin by considering \( Q = Q_1 \). This is the point at infinity so it belongs to \( E(\mathbb{Q})[2] \). From the description of \( m_\zeta \) at the beginning of Section 4.2, the corresponding lines are

\[
(x_2 : t_2) = x^* (\tau_{Q_1} \circ m_\zeta)(x_1 : t_1) = (\zeta^2 x_1 : t_1).
\]

We dehomogenize this expression to obtain

\[
\begin{align*}
x_2 &= c(1, \zeta) \zeta^2 x_1, \\
t_2 &= c(1, \zeta) t_1,
\end{align*}
\]

for some \( c(1, \zeta) \in \mathbb{Q}^\times \). Such a line is rational only if both \( c(1, \zeta) \) and \( \zeta^2 \) are rational so in particular, \( \zeta \) must be a fourth root of unity. This shows that the only possibility when \( A = 0 \) is \( \zeta \in \{ \pm 1 \} \). We are left with showing that no rational line arises from choosing \( \zeta \in \{ \pm t \} \) when \( B = 0 \). Plugging the expressions for \( x_2 \) and \( t_2 \) in the equation defining \( V_{y,z} \) in (4.10) and using \( \zeta^2 = -1 \), we find

\[
(y_2z_2)^2 t_1 \tilde{F}(x_1, t_1) = -c(1, \zeta)^4 (y_1z_1)^2 t_1 \tilde{F}(-x_1, t_1).
\]

When \( B = 0 \), we have \( \tilde{F}(-x, t) = -\tilde{F}(x, t) \), so this implies

\[
(y_2z_2)^2 = -c(1, \zeta)^4 (y_1z_1)^2,
\]

from which we deduce \( c(1, \zeta) \notin \mathbb{Q} \). This completes the proof when \( Q = Q_1 \).
We now turn to $Q = Q_k$ for $k \in \{2, 3, 4\}$. The computation in (4.9) shows that the four lines corresponding to $\tau \xi_i \circ m_q$ are defined by
\[
(x_2 : t_2) = (\zeta^2 q_x x_1 + (2q_k^2 + A)t_1 : \zeta^2 x_1 - q_k t_1).
\]
After dehomogenizing, this becomes
\[
\begin{cases}
x_2 = c(k, \zeta)(\zeta^2 q_x x_1 + (2q_k^2 + A)t_1), \\
t_2 = c(k, \zeta)(\zeta^2 x_1 - q_k t_1),
\end{cases}
\]
where $c(k, \zeta) \in \mathbb{Q}^\times$. This defines a rational line only when $c(k, \zeta)$, $\zeta^2$ and $q_k$ are all rational, which only happens when $Q_k \in E(\mathbb{Q})[2]$ and $\zeta \in \mu_4$. Just as in the case $Q = Q_1$, it remains is to show that $\zeta \in \{\pm i\}$ does not produce any rational line when $B = 0$. Write $\pm q$ for the two nonzero roots of $F$, so $A = -q^2$. We again plug the expressions for $x_2$ and $t_2$ in the definition of $V_{y, z}$. When $q_k = 0$, this gives
\[
(y_2 z_2)^2 t_1 \tilde{F}(x_1, t_1) = -c(k, \zeta)^4 q^4 (y_1 z_1)^4 t_1 \tilde{F}(x_1, t_1),
\]
and when $q_k \neq 0$, we find
\[
(y_2 z_2)^2 t_1 \tilde{F}(x_1, t_1) = -4c(k, \zeta)^4 q^4 (y_1 z_1)^4 t_1 \tilde{F}(x_1, t_1).
\]
In both cases, one has $c(k, \zeta) \notin \mathbb{Q}$ so no rational line arises this way. This shows the result when $Q \neq Q_1$ and thus, completes the proof.

An immediate consequence of this corollary is that one has $Q_{\alpha}^\text{lines}(X) = 0$, since the two conditions in the definition (4.11) are exactly the opposite of the two possibilities in Corollary 4.6. From (4.12), we now obtain
\[
Q_{\alpha}(X) \ll_{\varepsilon} X^{13/32 + 13\alpha/4 + \varepsilon},
\]
and since we assume $\alpha < 1/120$, the bound (4.4) is satisfied. This concludes the proof of Theorem 1.
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