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Abstract

A method to define and calculate one-loop amplitudes with an off-shell space-like, or $k_T$-dependent, gluon is presented. It introduces a practical regularization to deal with the divergencies that appear due to linear denominators, and can be applied to arbitrary partonic scattering processes.
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1 Introduction

The description of events with high transverse momentum ($p_T$) in the final state resulting from hadron scattering is facilitated through the factorization of the low-scale dependence from the high-scale dependence. The latter is the partonic cross section which can be calculated using perturbative quantum chromodynamics (QCD), and the former consist of the parton distribution functions describing the scattering hadrons which cannot (yet) be calculated within QCD from first principles. This factorization can be heuristically motivated, and is a necessity for the tractability of the computational problem. In order for a factorization formula to be reliable it needs to be proven to be valid, or at least it needs to be shown that it admits the application of perturbation theory. In particular, it needs to be shown that the mass singularities that are inherently present in perturbative QCD can be dealt with in a structural manner.

One of the advantages of $k_T$-factorization, or high-energy factorization [1–3], is that it allows for a complete kinematical description at lowest order in perturbation theory by providing a momentum imbalance to the final state, and one may expect that higher-order corrections will be smaller than in factorization prescriptions that do not allow for such an imbalance. One of the prices to pay is that it requires the momenta of the initial-state partons to be space-like rather than light-like, which complicates the calculation of the partonic cross section, in particular if one is interested in final states with more than two partons. At tree level, this problem has been completely solved [4–9] up to the implementation of a fully differential parton-level Monte Carlo event generator for arbitrary processes within the Standard Model [10]. In this paper, we will only concentrate on the partonic cross section, and we will collectively refer to approaches that require partonic cross sections with off-shell initial states as $k_T$-dependent factorization.

Besides the progress in the quest for precision, also the confirmation of the reliability of $k_T$-dependent factorization requires the advancement to higher orders in perturbation theory. For the partonic cross section, this implies the ability to go beyond tree-level and to deal with loop amplitudes. Already at one loop, new complications arise compared to factorization prescriptions for which the initial-state partons are light-like, in the form of new fundamental one-loop integrals, with linear denominators, and the associated new divergencies, “light-cone divergencies” or “rapidity divergencies”, which cannot be tackled by straightforward dimensional regularization. Some time ago an effort was started to push $k_T$-dependent factorization beyond tree-level within the parton reggeization approach [11–13], and it was pursued recently [14,15]. One of the main issues to be tackled in those works was the regularization of the mentioned divergencies, which must preferably be manifestly Lorentz covariant, respect gauge invariance, and allow for practical calculations. This problem also occurs in calculations done in light-cone gauges ([16] and references therein), and in soft collinear effective theory [17,18]. Other recent NLO
calculations within $k_T$-dependent factorization are [19–24].

In this paper we advance the approach presented in [7] to one loop. It inherently provides a regularization of the mentioned divergencies that manifestly respects both Lorentz covariance and gauge invariance. The regularization can perfectly consistently be applied alongside with dimensional regularization. It will be shown that the regularization is sound, in the sense that it produces divergencies that are just logarithmic in the regularization parameter, and not both linear and logarithmic for example. Furthermore, it will be shown that it allows for the application of the powerful so-called integrand techniques for the calculation of one-loop amplitudes involving several partons.

The focus will be on the validity for arbitrary numbers of partons involved in the hard scattering. For processes involving only three or four gluons, for example, many of the issues addressed can be solved by choosing specific gauges for the polarization vectors. Such choices will never be implied here. What will be implied is the Feynman gauge for internal gluons. One-loop Feynman graphs with ghost loops are not an issue because they do not involve the new regularization.

The main issue will appear to be “high-rank” Feynman graphs, that is Feynman graphs with a high power of the integration momentum in the numerator of the integrand compared to the number of denominators involving the integration momentum. The essence of the approach of [7] is that the off-shell gluons are represented as auxiliary quark-antiquark pairs. Quark lines in a loop lead to “lower rank” compared to gluon lines, and consequently graphs that have more than one auxiliary quark in the loop are less of an issue within this context. Therefore, only amplitudes with a single off-shell gluon are considered in this paper, because the potentially most severe problems are already encountered in those.

The paper will continue in Section 2 with a short repetition of the formulation of tree-level amplitudes. Then, in Section 3 one-loop amplitudes and their regularization will be addressed. The main statements regarding the soundness and applicability of the regularization are given in Section 3.1, and the rest of the body of the paper consists of an exposition of the arguments for the statements. This involves many details that are referred to the appendices. One of the results of this paper will be that the necessary scalar master integrals have at most one linear denominator, and their expressions are given in Section 8.

2 Tree-level amplitudes

Consider the scattering amplitude of a process involving a quark-antiquark pair. The pair has flavor $A$, and we assume that there are no other quark-antiquark pairs of this flavor involved in the scattering process. We take all particles out-going, and write the amplitude as

$$A(\emptyset \to \bar{q}_A q_A + X).$$

The letter $X$ stands for other particles involved in the hard scattering process, $e.g.$ $X = gg$ or $X = g \bar{u}u e^+ e^-$, etc.. As mentioned in the introduction, the complications that will be encountered in the current study involve “high-rank” one-loop integrals, and settling them for multi-gluon
amplitudes, which allow for the highest rank, will be sufficient. Therefore, we may imagine \( X \) to be just a number of gluons:

\[
\begin{array}{c}
\bar{q}_A \\
\end{array}
\]

The antiquark momentum \( p^\mu_A \) and the quark momentum \( p^{\mu_A'} \) are given in the following Sudakov decomposition

\[
p^\mu_A = \Lambda p^\mu + \alpha q^\mu + \beta k_T^\mu , \quad p^{\mu_A'} = k^\mu - p^\mu_A , \quad k^\mu = xp^\mu + k_T^\mu ,
\]

where \( p^\mu, q^\mu \) are light-like with \( p \cdot q > 0 \), where \( p \cdot k_T = q \cdot k_T = 0 \), and where

\[
\alpha = -\frac{\beta^2 k_T^2}{\Lambda (p + q)^2} , \quad \beta = \frac{1}{1 + \sqrt{1 - x/\Lambda}} .
\]

With this choice, the momenta \( p^\mu_A, p^{\mu_A'} \) satisfy the relations

\[
p^2_A = p^{2_A'} = 0 , \quad p^\mu_A + p^{\mu_A'} = xp^\mu + k_T^\mu
\]

for any value of the parameter \( \Lambda \). The scattering amplitude depends on this parameter via its dependence on the momenta:

\[
A(\Lambda) = A\left( \emptyset \to \bar{q}_A(p_A(\Lambda)) q_A(p^{\Lambda'}(\Lambda)) + X \right)
\]

In [7], it was shown at tree-level that in the limit of \( \Lambda \to \infty \), the amplitude is directly related to the amplitude of the process in which the quark-antiquark pair is replaced by an off-shell space-like, or reggeized, gluon with momentum \( k = xp + k_T \):

\[
\frac{|k_T|}{\Lambda} A(\Lambda) \xrightarrow{\Lambda \to \infty} A\left( \emptyset \to g^*(xp + k_T) + X \right)
\]

or graphically:

\[
\begin{array}{c}
p_A & k - p_A \\
\end{array} \quad \Rightarrow \quad \begin{array}{c}
* & k \\
\end{array}
\]

The parametrization of the momenta in [7] was different, and had the advantage that the quark-antiquark spinors were directly given by \( |p_A| = \sqrt{\Lambda} |p| \) and \( |p^{A'}| = \sqrt{\Lambda - x} |p| \), while now these relations only hold approximately for large \( \Lambda \). The disadvantage of the choice in [7] is the fact that the momenta are not real, which would lead to unnecessary complications in the
current study. Important is that with both choices, the amplitudes are completely gauge invariant for any value of $\Lambda$. Using Eq. (3) and Eq. (4), we have

$$p_\Lambda^\mu = \Lambda p^\mu + \frac{1}{2} k^\mu + O(\Lambda^{-1}) \quad , \quad p_{\Lambda'}^\mu = (x - \Lambda) p^\mu + \frac{1}{2} k^\mu + O(\Lambda^{-1}) \quad ,$$  \hspace{1cm} (9)

here $k^\mu$ can be written in terms of the auxiliary momentum $q^\mu$ of the Sudakov decomposition as \[25\]

$$k^\mu_T = -\bar{\kappa} e^\mu - \bar{\kappa}^* e^*_\mu \quad , \quad e^\mu = \frac{1}{2} \langle p|\gamma^\mu|q \rangle \quad , \quad e^*_\mu = \frac{1}{2} \langle q|\gamma^\mu|p \rangle \quad ,$$  \hspace{1cm} (10)

with

$$\bar{\kappa} = \frac{\kappa}{|pq|} = \frac{\langle q||p \rangle}{(p + q)^2} \quad , \quad \bar{\kappa}^* = \frac{\kappa}{\langle qp \rangle} = \frac{\langle p||q \rangle}{(p + q)^2} \quad .$$  \hspace{1cm} (11)

The Weyl spinors of $p_\Lambda^\mu, p_{\Lambda'}^\mu$ can now, up to higher powers of $\Lambda^{-1}$, be expanded as

$$|p_\Lambda\rangle = \sqrt{\Lambda} |p\rangle - \frac{\bar{\kappa}^*|q\rangle}{2\sqrt{\Lambda}} \quad , \quad |p_\Lambda\rangle = \sqrt{\Lambda} |p\rangle - \frac{\bar{\kappa}|q\rangle}{2\sqrt{\Lambda}} \quad ,$$  \hspace{1cm} (12)

$$|p_{\Lambda'}\rangle = \sqrt{\Lambda} |p\rangle + \frac{\bar{\kappa}^*|q\rangle}{2\sqrt{\Lambda}} - \frac{x|p\rangle}{2\sqrt{\Lambda}} \quad , \quad |p_{\Lambda'}\rangle = -\sqrt{\Lambda} |p\rangle - \frac{\bar{\kappa}|q\rangle}{2\sqrt{\Lambda}} + \frac{x|p\rangle}{2\sqrt{\Lambda}} \quad .$$

One way to interpret Eq. (7) is that it tells us how to get an expression for the right-hand-side given an expression for the left-hand-side. In \[7\], however, the limit of $\Lambda \to \infty$ was analysed on a graph-by-graph basis, and Feynman rules were derived how to arrive at the right-hand-side without the need for an explicit expression for the left-hand-side. It was found that the auxiliary quark-antiquark pair $\bar{q}_\Lambda, q_\Lambda$ simply must follow eikonal Feynman rules to arrive at the limit directly. The interaction vertex and propagator are given by

$$i \begin{array}{c} i \\ j \end{array} \mu, b = -i p^\mu T^b_{\mu ij} \quad , \quad \frac{K}{p \cdot K} = \frac{i}{p \cdot K} \quad .$$  \hspace{1cm} (13)

The momenta assigned to the eikonal quark-antiquark pair may eventually be anything that adds up to $xp^\mu + k^\mu_T$ and has vanishing invariant inner product with $p^\mu$, and need not to be light-like anymore.

### 2.1 Color decomposition

In the rest of the paper a color decomposition

$$\mathcal{M}(\text{color, spin, momenta}) = \sum_i C_i(\text{color}) \cdot \mathcal{A}_i(\text{spin, momenta}) \quad ,$$  \hspace{1cm} (14)

of the colored amplitude $\mathcal{M}$ into color-independent partial amplitudes $\mathcal{A}_i$ will be assumed. The partial amplitudes consist of planar graphs constructed using the color ordered Feynman rules of Fig. \[1\] Also for one-loop amplitudes such decompositions exists \[26\]. In that case, it is enough to study the so-called primitive one-loop amplitudes, which are obtained by considering
planar one-loop graphs and applying the color-ordered Feynman rules. Primitive amplitudes are gauge invariant, and all necessary partial amplitudes can be obtained as linear combinations of them. The color ordered eikonal Feynman rules are

\[ \gamma_{\mu} = \frac{i}{\sqrt{2}} \gamma_{\mu} \]

\[ \frac{K}{K^2} = i \gamma_{\mu} \]

Figure 1: Color-ordered Feynman rules. All momenta are assumed to be incoming, and momentum conservation is understood.

2.2 Tree-level off-shell currents

Amplitudes with an off-shell gluon were defined as the limiting case of amplitudes for which the off-shell gluon is replaced with a quark-antiquark pair that have momenta with diverging components. We will briefly address an approach to this limit which allows to study other types of amplitudes involving partons with diverging momenta.

We will make use of so-called tree-level off-shell currents. An \( n \)-parton gluonic off-shell current \( J_{1,n}^\mu \) is an \( (n + 1) \)-gluon Green function with \( n \) on-shell, amputated, legs. The subscript indicates that it includes the \( n \) on-shell gluons 1 to \( n \). The one off-shell leg includes a propagator, and we will denote the off-shell current without this propagator with a tilde:

\[ J_{1,n}^\mu = \frac{-i g_{\mu\nu}}{K_{1,n}^2} j_n^\nu, \quad K_{1,n}^\mu = \sum_{j=1}^n p_j^\mu. \]
\( p_1^\mu, p_2^\mu, \ldots p_n^\mu \). We can deform one of these momenta, say \( p_1^\mu \), using a vector \( e^\mu \) satisfying
\[
e \cdot p_i = 0 \quad , \quad e \cdot e = 0 \quad ,
\]to
\[
p_i^\mu \to \hat{p}_i^\mu(z) = p_i^\mu + z e^\mu .
\]The momentum \( \hat{p}_i^\mu(z) \) is still light-like for any value of \( z \). The vector \( e^\mu \) can for example be constructed using an auxiliary light-like momentum \( q^\mu \) as \( e^\mu = \frac{1}{2} \langle p_i | \gamma^\mu | q \rangle \) or \( e^\mu = \frac{1}{2} \langle q | \gamma^\mu | p_i \rangle \). Then, the spinors of the deformed momentum become
\[
\langle p \rangle \quad \text{and} \quad \langle \hat{p} \rangle \quad \text{for} \quad \text{on-shell current}
\]for a quark off-shell current \( J_{1,n} \) depends on \( n \) light-like momenta in such a way that
\[
\epsilon^\mu(\hat{K}_{1,n}) \ J_{1,n}^\mu(p_1, \ldots, p_{i-1}, \hat{p}_i, p_{i+1}, \ldots, p_n)
\]is an \((n+1)\)-parton amplitude. Here, \( \epsilon^\mu(\hat{K}_{1,n}) \) is a polarization vector for the extra on-shell gluon with momentum \(-\hat{K}_{1,n}^\mu\). Notice that the above involves the off-shell current without the propagator.

Similarly we can have (anti)quark off-shell currents \( \langle J_{1,n} \rangle, [J_{1,n}], |J_{1,n}| \) and \( |J_{1,n}| \). The notation with the angular/square brackets makes sense for massless quarks within QCD where there is no interaction involving \( \gamma^5 \). The type of bracket just alternates when including the propagator, e.g.
\[
\langle J_{1,n} \rangle = \langle \hat{J}_{1,n} \rangle = \frac{i K_{1,n}^\mu}{\hat{K}_{1,n}^2}.
\]

For a quark off-shell current \( \langle J_{1,n} \rangle \),
\[
[J_{1,n}^\mu(p_1, \ldots, p_{i-1}, \hat{p}_i, p_{i+1}, \ldots, p_n) | -\hat{K}_{1,n}^\mu]
\]is an \((n+1)\)-parton amplitude. The equivalent of course goes through for \( |J_{1,n}| \) and the anti-quark currents \( |J_{1,n} \rangle \) and \( |J_{1,n}| \).

Eventually, an off-shell current consists of a sum of Feynman graphs that is complete in the sense that the above holds. They can be defined constructively via the Berends-Giele recursive relations \([27]\) depicted in Fig. [2] and Fig. [3]. These are for planar currents consisting of sums of planar graphs. The enumerated external partons are on-shell. The explicit vertices occurring in the figures are those from Fig. [1] The \( n \) parton momenta may sum up to a light-like momentum, and then the deformation is not needed to obtain an amplitude from the “off”-shell current. The recursive relations thus constitute an efficient method to calculate multi-parton amplitudes. In the following, we will use the notation
\[
K_{1,i,j}^\mu = \sum_{k=i}^j p_{k}^\mu ,
\]and \( J_{i,j} \) will refer to an off-shell current containing on-shell partons \( i, i + 1, \ldots, j \).
Figure 2: Berends-Giele recursive relation for gluon currents. Enumerated partons are on-shell.

Figure 3: Berends-Giele recursive relation for quark currents. Enumerated partons are on-shell.
2.3 Quark-antiquark pair with divergent momenta

We are interested in the situation when the momenta of one or more on-shell external partons diverge when a parameter $\Lambda$ becomes large, like in Eq. (3). Let us take the quark momentum $p_1^\mu = p_A^\mu$, to diverge. We will show now that to leading behavior in $p_A^\mu$, the current $\langle J_{1,n} \rangle$ can be written as $\langle p_A^\mu \rangle$ times a finite coefficient:

$$\langle J_{1,n} \rangle = E_{1,n} \langle p_A^\mu \rangle \quad \text{with finite } E_{1,n} \text{ for diverging } p_1^\mu = p_A^\mu.$$  \hspace{1cm} (25)

Of course, the equivalent holds for $|J_{1,n}|$, $\langle J_{1,n} \rangle$, and $|J_{1,n}|$ with divergent quark/anti-quark momentum. The recursive relation of Fig. 3 for quark currents is given by

$$\langle J_{1,n} \rangle = \sum_{k=1,n-1} \frac{i}{\sqrt{2}} \langle J_{1,k} \rangle J_{k+1,n} \frac{iK_{1,n}}{K_{1,n}^2}.$$  \hspace{1cm} (26)

Via induction and using $\langle p_A^\mu | p_A^\nu \rangle = 0$ we have to leading behavior in $p_A^\mu$:

$$\langle J_{1,k} | J_{k+1,n} \rangle \frac{K_{1,n}}{K_{1,n}^2} = E_{1,k} \langle p_A^\mu | J_{k+1,n} \rangle \frac{p_A^\nu + K_{2,n}}{(p_A^\nu + K_{2,n})^2}$$

$$= E_{1,k} \frac{2p_A^\nu J_{k+1,n}}{2p_A^\nu \cdot K_{2,n} + K_{2,n}^2} \langle p_A^\mu \rangle + E_{1,k} \langle p_A^\mu | J_{k+1,n} \rangle \frac{K_{2,n}}{2p_A^\nu \cdot K_{2,n} + K_{2,n}^2}.$$  \hspace{1cm} (27)

The second term on the right-hand-side is suppressed for diverging $p_A^\mu$, compared to the first one, which has the form of Eq. (25). Notice that the coefficient picks up the typical eikonal factor. Closer inspection reveals that the amplitude, obtained when the (divergent) sum of momenta $K_{1,n}^\mu$ is light-like and equal to say $-p_A^\mu$, is the one obtained by applying eikonal Feynman rules from the start. The coefficients $E_{1,i}$ of the off-shell currents are finite because the number of propagators and vertices involving $p_A^\mu$ match. For the amplitude, there is one propagator less, and thus the amplitude diverges, necessitating the factor $1/\Lambda$ in Eq. (7).

2.4 Gluon pair with divergent momenta

Now consider the situation in which an on-shell external gluon, say gluon $j$, has divergent momentum $p_j^\mu = p_A^\mu$. Its polarization vector $\epsilon_j^\mu = \epsilon_A^\mu$ can be chosen to be finite, e.g.

$$\epsilon_A^\mu = \frac{\langle p_A^\mu | \gamma^\mu | r \rangle}{\sqrt{2} \langle p_A^\mu | r \rangle} \quad \text{or} \quad \epsilon_A^\mu = \frac{\langle r | \gamma^\mu | p_A^\mu \rangle}{\sqrt{2} \langle r | p_A^\mu \rangle},$$  \hspace{1cm} (28)

depending on the helicity, for some arbitrary light-like momentum $r^\mu$. It is straightforward to deduce from the recursive equation that any gluon current $J_{i,k}^\mu$ with $i \leq j \leq k$, and thus containing gluon $j$, can be written as

$$J_{i,k}^\mu = \epsilon_A^\mu F_{i,k} + p_A^\mu G_{i,k} + V_{i,k}^\mu$$  \hspace{1cm} (29)

where $F_{i,k}$ and $p_A^\mu G_{i,k}$ are finite, i.e. $G_{i,k}$ is suppressed, while $V_{i,k}^\mu$ represents the vanishing contribution. Since four-point vertices do not contribute momentum factors in Fig. 2 while three-point
vertices do, it is clear that the leading contribution comes from terms involving the latter. Let us consider such a contribution to $J_{i,k}^\mu$ involving $J_{i,l}^\mu$, $J_{i-1,k}^\mu$. Abbreviating the labels $(i, l) \rightarrow (1)$ and $(l+1, k) \rightarrow (2)$, and we have

$$C_i^\mu = \frac{1}{\sqrt{2}} \frac{(J_1 \cdot J_2)(K_1 \cdot K_2)^\mu + 2(K_2 \cdot J_1)J_2^\mu - 2(K_1 \cdot J_2)J_1^\mu}{(K_1 + K_2)^2}$$  \tag{30}$$

We used current conservation already: $K_1 \cdot J_1 = K_2 \cdot J_2 = 0$. Let us say that $J_i^\mu$ contains on-shell gluon with the divergent momentum $p_A^\mu$, and let us write $K_i^\mu = p_A^\mu + \tilde{K}_i^\mu$. Substituting $J_i^\mu$ with Eq. (29) reveals straightforwardly that $C_i^\mu$ conserves the structure of Eq. (29). The coefficient of $\epsilon_\lambda^\mu$ deserves some more attention. The contribution from $C_i^\mu$ is

$$\frac{-1}{\sqrt{2}} \frac{2(p_A + \tilde{K}_1) \cdot J_2}{2p_A \cdot (K_1 + K_2) + (K_1 + K_2)^2} F_1 \epsilon_\lambda^\mu = \frac{-1}{\sqrt{2}} \frac{p_A \cdot J_2}{p_A \cdot (K_1 + K_2)} F_1 \epsilon_\lambda^\mu$$

where the equality only holds to leading behavior in $p_A^\mu$. So we see that the coefficient for $\epsilon_\lambda^\mu$ picks up the typical eikonal factor. Now let $K_i^\mu = -p_A^\mu$ be light-like, and remember that a tilde indicates that the propagator of the “off-shell” leg is not included. Then

$$\epsilon_{\Lambda \epsilon_A}^\mu f_{n,n} = \tilde{f}_{n,n} \epsilon_A \cdot \epsilon_A + \tilde{g}_{n,n} \epsilon_A \cdot p_A + \epsilon_A \cdot \tilde{V}_{n,n}$$

is an $(n+1)$-gluon amplitude, where $\tilde{f}_{n,n}$ diverges with $p_A^\mu$, while $\tilde{g}_{n,n}$ and $\tilde{V}_{n,n}$ are finite. Let the two polarization vectors have the opposite helicity, and insert Eq. (9) and Eq. (12). We see that $\epsilon_A \cdot \epsilon_A \rightarrow 1$ while $\epsilon_A \cdot p_A$ is finite, so the leading contribution to the amplitude is given by $\tilde{f}_{1,n}$. Closer inspection reveals that it is the same amplitude one would get with an auxiliary quark-antiquark pair instead of the gluons with momenta $p_A^\mu, p_A^\mu$. Dividing the amplitude by $\Lambda$ and taking $\Lambda \rightarrow \infty$ leads to the same amplitude as with an auxiliary quark-antiquark pair, and can be calculated with the same eikonal Feynman rules.

### 2.5 Quark and gluon with divergent momenta

We will encounter tree-level amplitudes with a quark and a gluon carrying diverging momenta $p_A^\mu, p_A^\mu$ which, like before, add up to finite momentum. Now we need to highlight that this implies that

$$p_A \cdot p_A^\mu \quad \text{and} \quad \langle p_A | p_A^\mu \rangle \quad \text{and} \quad [p_A | p_A^\mu]$$

are finite. \(33\)

The critical point regarding the behavior of the amplitude is the behavior of $p_A \cdot J_{k+1,n}$ in Eq. (27), in vertices where off-shell currents containing the quark and the gluon with momentum $p_A^\mu$ meet, so $J_{k+1,n}^\mu$ is finite and has the form of Eq. (29). Taking into account the behavior of the momenta stated above, we see that $p_A \cdot V_{k+1,n}$ is finite and that $p_A \cdot p_A G_{k+1,n}$ is actually suppressed, because $G_{k+1,n}$ is suppressed. The behavior of the amplitude is determined by that of $p_A \cdot \epsilon_A$. Considering polarization vectors of the type of Eq. (28), the behavior is eventually determined by that of $\langle p_A | p_A^\mu \rangle$ or $[p_A | p_A^\mu]$, which we just saw are finite. This of course invalidates the statements before about what gives the leading contribution, but most importantly, indicates that the amplitude itself is finite. It is easy to see that the same holds for an antiquark instead of a quark with divergent momentum.
2.6 Quark-antiquark pair and a gluon with divergent momenta

We will also encounter the situation in which a quark-antiquark pair and a gluon have divergent momenta, and we need to study their behavior with these momenta. We label them $A, A', A''$ where the gluon label is without accent. They add up to a finite momentum, and their leading behavior may be thought of as given by

$$
p_A^\mu \sim \alpha \Lambda p^\mu , \quad p_{A'}^\mu \sim \alpha' \Lambda p^\mu , \quad p_{A''}^\mu \sim \alpha'' \Lambda p^\mu , \quad \alpha + \alpha' + \alpha'' = 0 ,
$$

(34)

with

$$
p_A \cdot p_{A'} = O(\Lambda) , \quad p_{A'} \cdot p_{A''} = O(\Lambda) , \quad p_{A''} \cdot p_A = O(\Lambda) .
$$

(35)

The latter implies that the spinor products of the momenta behave as $\sqrt{\Lambda}$. So contrary to the previous type of amplitudes, this time the term with $p_{A'} \cdot \epsilon_A$ in Eq. (27) does give the leading contribution, but behaves only as $\sqrt{\Lambda}$, leading to the amplitude to behave as $\sqrt{\Lambda}$ rather than $\Lambda$, with which will prove to have important consequences.

2.7 Quark and antiquark of different flavor with divergent momenta

Finally, we will also encounter amplitudes with a quark an antiquark with divergent momenta, which do not have the same flavor. So this involves amplitudes with at least two quark-antiquark pairs. The graphs contributing to such amplitudes must have at least one more gluon propagator than gluon three-point vertices with diverging momentum components flowing through, so they together contribute a factor $1/\Lambda$. Quark propagators are finite, while the external quark and antiquark spinors each contribute a factor $\sqrt{\Lambda}$, so in total the amplitude is finite.

3 One-loop amplitudes

The derivations above and in [7] are rather simple because a tree-level amplitude is a rational function of the momenta involved. For a one-loop amplitude this is not the case anymore, because it is the integral of a rational function of momenta, including the integration momentum. We will see in particular that this integral will lead to terms proportional to powers of $\log \Lambda$. Before taking $\Lambda \to \infty$, all integrals are well-defined, and our approach can be interpreted as a method to regularize integrals with linear denominators: in [7] we arrived at the eikonal Feynman rules for the off-shell amplitudes via the relation

$$
1 \frac{p_A + K}{(p_A + K)^2} \xrightarrow{\Lambda \to \infty} \frac{i p}{2p \cdot K} ,
$$

(36)

and our proposal to regularize loop graphs with linear denominators is to essentially read the above backwards:

$$
\frac{1}{2p \cdot K} \to \frac{\Lambda}{(p_A + K)^2} .
$$

(37)
In this write-up, we deal with the complication caused by the fact that counting powers of \( \Lambda \) in numerators and denominators in general does not commute with the loop integral. In order to address this issue, we must start with some formalism.

Before the limit \( \Lambda \rightarrow \infty \), all existing techniques to calculate one-loop amplitudes can be applied. In particular, the following decomposition is valid:

\[
\int [d\ell] \frac{N(\ell)}{\prod_i D_i(\ell)} = \sum_{i,j,k,l} C_{ijkl} \text{Box}_{ijkl} + \sum_{i,j,k} C_{ijk} \text{Tri}_{ijk} + \sum_{i,j} C_{ij} \text{Bub}_{ij} + \sum_i C_i \text{Tad}_i + R + \mathcal{O}(\varepsilon),
\]

(38)

where the \textit{master integrals} are defined as

\[
\text{Box}_{ijkl} = \int \frac{[d\ell]}{D_i(\ell)D_j(\ell)D_k(\ell)D_l(\ell)}, \quad \text{Tri}_{ijk} = \int \frac{[d\ell]}{D_i(\ell)D_j(\ell)D_k(\ell)}, \quad \text{Bub}_{ij} = \int \frac{[d\ell]}{D_i(\ell)D_j(\ell)}, \quad \text{Tad}_i = \int \frac{[d\ell]}{D_i(\ell)}.
\]

(39)

The left-hand side is a one-loop integral represented by a one-loop Feynman graph, or a collection of graphs with the same loop-denominators. The denominators are quadratic in \( \ell^\mu \) and come from the propagator denominators in the one-loop Feynman graphs. In general, they have the form

\[
D_i(\ell) = (\ell + K_i)^2 - m_i^2 + i\eta,
\]

(40)

where \( K_i \) is a sum of a subset of external momenta, \( m_i \) is the mass of an internal particle, and \( \eta \) is small and positive in order to enforce the Feynman prescription. The “normalization” of the dimensionally regulated loop volume element is given by

\[
[d\ell] = \frac{\Gamma(2-\varepsilon)\mu^{2\varepsilon}}{\Gamma^2(1-\varepsilon)\Gamma(1+\varepsilon)\pi^{2-\varepsilon}} d^{4-2\varepsilon} \ell.
\]

(41)

The sums in Eq. (38) are over all possible values of non-equal indices. This may include combinations that are impossible from the point of the Feynman graphs, in which case we simply understand that the coefficients vanish. The master integrals include (poly)-logarithms of rational functions of external momenta. The term \( R \) represents the remnant rational terms caused by the divergent nature of the loop integral, and the last term reminds us that the decomposition as given above is only valid up to \( \mathcal{O}(\varepsilon) \) within dimensional regularization, which however is sufficient for NLO calculations.

We will only consider loop integrals with massless denominators, so we do not need to consider one-point (tadpole) master integrals since they vanish within dimensional regularization. The other master integrals are scalar four-point, three-point, and two-point integrals, and we will refer to them as boxes, triangles, and bubbles. We also need to introduce some more notation regarding the denominator factors. If we wish to highlight that a denominator comes from an auxiliary quark propagator, then we give it a subscript \( A \), and if we wish to highlight that it does
not, we give it a subscript $O$:

\[
D_{Aj} \rightarrow \text{comes from an auxiliary quark propagator.} \\
D_{Oj} \rightarrow \text{comes from another propagator.}
\]  

(42)

If we wish to highlight that a denominator depends on $\Lambda$ (or not), then we indicate this with a superscript:

\[
D^\Lambda_j = (\ell + \Lambda p + K_j)^2 + i\eta \\
D^0_j = (\ell + K_j)^2 + i\eta.
\]  

(43)

Realize that a $\Lambda$-dependent denominator does not necessarily have to come from an auxiliary quark propagator, since we may have shifted the loop momentum with an amount $\Lambda p$. Consider for example the graph

\[
\begin{tikzpicture}
  \node (A) at (0,0) {$\Lambda p + K_1$};
  \node (B) at (2,0) {$D_6$};
  \node (C) at (4,0) {$K_2$};
  \node (D) at (6,0) {$D_7$};
  \node (E) at (7,0) {$D_8$};
  \node (F) at (9,0) {$-\Lambda p + K_3$};
  \node (G) at (3,2) {$K_4$};
  \node (H) at (3,-2) {$D_{05}$};
  \node (I) at (5,-2) {$D_{08}$};
  \node (J) at (7,-2) {$D_{06}$};
  \node (K) at (11,-2) {$D_{07}$};
  \draw (A) -- (B) -- (C) -- (D) -- (E) -- (F);
  \draw (G) -- (B) -- (H);
  \draw (G) -- (D) -- (I);
  \draw (G) -- (E) -- (J);
  \draw (G) -- (F) -- (K);
\end{tikzpicture}
\]

(44)

The external momenta do not have to be light-like, and tree-level blobs may be attached to the external lines. The enumeration of the objects has no particular meaning. We have $D_5 = D_{05}$, $D_8 = D_{08}$, and $D_6 = D_{A6}$, $D_7 = D_{A7}$. One choice of momentum flow could be

\[
D_5 = D_5^0 = \ell^2, \\
D_6 = D_6^\Lambda = (\ell + \Lambda p + K_1)^2 \\
D_8 = D_8^0 = (\ell - K_4)^2, \\
D_7 = D_7^\Lambda = (\ell + \Lambda p + K_1 + K_2)^2,
\]  

(45)

but also the following is possible

\[
D_5 = D_5^\Lambda = (\ell - \Lambda p - K_1)^2, \\
D_6 = D_6^0 = \ell^2 \\
D_8 = D_8^\Lambda = (\ell - \Lambda p - K_1 - K_4)^2, \\
D_7 = D_7^0 = (\ell + K_2)^2.
\]  

(46)

Keeping this possibility of shifting the loop momentum in mind, we see that the only $\Lambda$-dependent master integrals we need to consider are given by

\[
\int \frac{[d\ell]}{D^\Lambda_j(\ell)D^\Lambda_j(\ell)D^0_k(\ell)D^0_k(\ell)} = \frac{(\ln \Lambda)^2 f^{(2)}_{ijkl} + (\ln \Lambda) f^{(1)}_{ijkl} + f^{(0)}_{ijkl} + O(\Lambda^{-1})}{\Lambda^2}
\]

(47)

\[
\int \frac{[d\ell]}{D^\Lambda_j(\ell)D^0_j(\ell)D^0_k(\ell)D^0_k(\ell)} = \frac{(\ln \Lambda)^2 f^{(2)}_{ijkl} + (\ln \Lambda) f^{(1)}_{ijkl} + f^{(0)}_{ijkl} + O(\Lambda^{-1})}{\Lambda}
\]

(48)

\[
\int \frac{[d\ell]}{D^\Lambda_j(\ell)D^0_j(\ell)D^0_k(\ell)D^0_k(\ell)} = \frac{(\ln \Lambda)^2 f^{(2)}_{ij} + (\ln \Lambda) f^{(1)}_{ij} + f^{(0)}_{ij} + O(\Lambda^{-1})}{\Lambda}
\]

(49)

\[
\int \frac{[d\ell]}{D^\Lambda_j(\ell)D^0_j(\ell)D^0_k(\ell)} = (\ln \Lambda) f^{(1)}_{ij} + f^{(0)}_{ij} + O(\Lambda^{-1})
\]

(50)
The precise form of the coefficients $f$ depends on the kinematics, and all relevant configurations with massless denominators can be found in Section 8. Here, we only present the bubble:

$$f^{(1)}_{ij} = -1 + O(\varepsilon) \quad , \quad f^{(0)}_{ij} = \frac{1}{\varepsilon} + 2 - \ln \left( -\frac{2p \cdot (K_i - K_j) + i\eta}{\mu^2} \right) + O(\varepsilon),$$  \hspace{1cm} (51)

and the only triangle with a $\Lambda$-dependent denominator that does not follow the form of (49):

$$\text{Tri}_{a1}(k_i^2) \equiv p_A \to_{p_A'} \int \frac{[d\ell]}{\ell^2 (\ell + p_A)^2 (\ell + k)^2} \left( \frac{1}{\varepsilon^2} - \frac{1}{\varepsilon} \ln \left( \frac{k_i^2}{-\mu^2} \right) + \frac{1}{2} \ln^2 \left( \frac{k_i^2}{-\mu^2} \right) \right) + O(\varepsilon).$$  \hspace{1cm} (52)

The arrows in the graph indicate momentum flow. The meaning of the label ”a1” is explained in Fig. [10].

### 3.1 General findings

Regarding the master integrals, it is important to realize that while Eq. (47), Eq. (48), Eq. (49) are consistent with the prescription of Eq. (37), bubbles Eq. (50) and the triangle of Eq. (52) are not consistent. As a result, naïve power counting regarding $\Lambda$ in a one-loop integrand may fail to give the correct result for the integral. Consider for example the one-loop integral

$$\Lambda p + K \to_\ell 2(\varepsilon - 1)p \cdot K \int [d\ell] \frac{\langle p|\gamma^\mu(\ell + \Lambda p + K)\gamma_\mu|p\rangle}{\ell^2 (\ell + \Lambda p + K)^2}. $$  \hspace{1cm} (53)

Here, we assume the Feynman gauge, suppress color factors and coupling constants, and already took the leading $\Lambda$ contribution in the tree-level attachments at the two external lines. The leading $\Lambda$ contribution in the numerator of the integrand above vanishes: $\langle p|\gamma^\mu\gamma_\mu|p\rangle = 0$. A short calculation however shows that

$$\int [d\ell] \frac{\langle p|\gamma^\mu(\ell + \Lambda p + K)\gamma_\mu|p\rangle}{\ell^2 (\ell + \Lambda p + K)^2} = 2(\varepsilon - 1)p \cdot K \int [d\ell] \frac{1}{\ell^2 (\ell + \Lambda p + K)^2},$$  \hspace{1cm} (54)

which, according to Eq. (50) and Eq. (51), does not vanish at all. If the leading term in $\Lambda$ in the numerator of this integrand would not vanish, because for example it was terminated by other spinors, then this would cause the one-loop amplitude to diverge linearly with $\Lambda$ and severely undermine our project.

An obvious approach to calculate one-loop integrals with auxiliary quark propagators would be to take $\Lambda \to \infty$ in the integrand of left-hand side of Eq. (38), that is calculate it with the eikonal Feynman rules, and apply the integrand methods of [28,29] to arrive at the decomposition represented by the right-hand side. The substitution [37] would only be applied in the master
integrals. In light of the foregoing, this will however not lead to the correct result regarding
the bubbles. For the amplitude not to diverge worse than logarithmically with \( \Lambda \), the bubble
coefficients with a \( \Lambda \)-dependent denominator would have to vanish, but we just saw an example
for which those bubbles do contribute, without the bad behavior.

In the rest of the paper we demonstrate that the one-loop amplitude indeed does not behave
worse than linearly in \( \Lambda \), that is the prescription of Eq. (7) leads at most to divergencies of the
type \( \log^2 \Lambda \). Furthermore, for determining the coefficients for boxes and triangles, except
the anomalous triangle (52), the eikonal Feynman rules can be applied on the integrand, with the
scalar integrals interpreted following Eq. (37). Finally it is shown how to calculate the coeffi-
cients for the anomalous triangle and the bubbles, as well as the rational contribution. The
exposition of these points in the following will be rather constructive, and we will derive the
necessary limits for the solutions to the so-called cut equations and the master integrals. In order
to keep the argumentation coherent, some details are referred to appendices.

4 Integrand-level reduction

The integrand-level reduction methods of [28, 29] will be essential for our argument, and we
review some essential points here. They allow for the determination of the coefficients \( C \) in
Eq. (38), and are based on the fact that the one-loop integrand, before integration, can be decom-
pnosed as

\[
\frac{N(\ell)}{\prod_i D_i(\ell)} = \sum_{i,j,k,l} C_{ijkl} + \tilde{C}_{ijkl}(\ell) = \sum_{i,j,k} C_{ijk} + \tilde{C}_{ijk}(\ell) + \sum_i C_i + \tilde{C}_i(\ell) \quad (55)
\]

where the coefficients \( C \) are the same as in the integrated relation (58). Evaluating the left-
hand-side and the right-hand-side for enough values of \( \ell^\mu \), a linear system can be constucted to
solve for the desired coefficients \( C \) and, necessarily, the coefficients \( \tilde{C} \) hidden in the spurious
polynomials \( \tilde{C}(\ell) \). The spurious box polynomial \( \tilde{C}_{ijkl}(\ell) \) is linear in \( \ell^\mu \):

\[
\tilde{C}_{ijkl}(\ell) = \tilde{C}_{ijkl} \ell \cdot e_{ijkl} \quad ,
\]

where \( e_{ijkl} \) is such that

\[
(K_j - K_i) \cdot e_{ijkl} = (K_k - K_i) \cdot e_{ijkl} = (K_l - K_i) \cdot e_{ijkl} = 0 \quad .
\]

In the language of [29], \( e_{ijkl}^\mu \) spans the trivial space of the box. This guarantees that the non-
constant part of the polynomial integrates to zero as

\[
\int [d\ell] \frac{\tilde{C}_{ijkl}(\ell)}{D_i(\ell)D_j(\ell)D_k(\ell)D_l(\ell)} = 0 \quad ,
\]

16
and that the box-part of Eq. (38) is indeed recovered after integration. The complement of the trivial space is called the physical space. The trivial space for the triangles is two-dimensional, and the spurious triangle polynomial $\tilde{C}_{ijk}(\ell)$ is cubic, and can be expanded as:

$$\tilde{C}_{ijk}(\ell) = \tilde{C}_{ijk}^{(1)} (\ell \cdot e_{ijk}^{(1)}) + \tilde{C}_{ijk}^{(2)} (\ell \cdot e_{ijk}^{(2)}) + \tilde{C}_{ijk}^{(11)} (\ell \cdot e_{ijk}^{(1)})^2 + \tilde{C}_{ijk}^{(12)} (\ell \cdot e_{ijk}^{(1)}) (\ell \cdot e_{ijk}^{(2)}) + \cdots ,$$

(59)

where $e_{ijk}^{(1)}$ and $e_{ijk}^{(2)}$ are such that

$$\left(K_i - K_1\right) \cdot e_{ijk}^{(1,2)} = \left(K_k - K_i\right) \cdot e_{ijk}^{(1,2)} = 0 .$$

(60)

This guarantees that $\tilde{C}_{ijk}(\ell)$ divided by the three relevant denominators integrates to zero. The decomposition of $\tilde{C}_{ijk}(\ell)$ is not unique and depends on how $e_{ijk}^{(1,2)}$ are constructed, but has at most 6 free coefficients $\tilde{C}_{ijk}$. The trivial space of the bubbles is three-dimensional and the spurious polynomials are at most quadratic with 8 free coefficients.

The linear system to be constructed and solved for the coefficients can simplified by choosing $\ell^\mu$ such that denominators vanish. The box coefficients can be found from

$$\text{LHS}_{ijkl}(\ell) = C_{ijkl} + \tilde{C}_{ijkl}(\ell) \quad \text{with } \ell \text{ such that } D_j(\ell) = D_j(\ell) = D_k(\ell) = 0 ,$$

(61)

$$\text{LHS}_{ijkl}(\ell) \equiv \text{Res}_{ijkl}(\ell) = \frac{N(\ell)}{\prod_{m \neq i,j,k,l} D_m(\ell)}. $$

(62)

The solution $\ell^\mu$ to the cut equations, setting the denominators to zero, is not unique. In case of the box, there are 2, exactly enough to determine both $C_{ijkl}$ and $\tilde{C}_{ijkl}$. Although eventually $\tilde{C}_{ijkl}$ is not needed, it is needed to reconstruct the box polynomial in order to write the equation for the triangle coefficients:

$$\text{LHS}_{ijk}(\ell) = C_{ijk} + \tilde{C}_{ijk}(\ell) \quad \text{with } \ell \text{ such that } D_j(\ell) = D_j(\ell) = D_k(\ell) = 0 ,$$

(63)

$$\text{LHS}_{ijk}(\ell) \equiv \text{Res}_{ijk}(\ell) = \frac{C_{ijkl} + \tilde{C}_{ijkl}(\ell)}{D_j(\ell)} ,$$

(64)

$$\text{Res}_{ijk}(\ell) \equiv \frac{N(\ell)}{\prod_{m \neq i,j,k} D_m(\ell)}. $$

(65)

Now there is an infinite number of possible choices for $\ell^\mu$, so certainly enough to determine $C_{ijk}$ and the 6 spurious coefficients. The bubble coefficients are determined from

$$\text{LHS}_{ij}(\ell) = C_{ij} + \tilde{C}_{ij}(\ell) \quad \text{with } \ell \text{ such that } D_j(\ell) = D_j(\ell) = 0 ,$$

(66)

$$\text{LHS}_{ij}(\ell) \equiv \text{Res}_{ij}(\ell) = \frac{C_{ijkl} + \tilde{C}_{ijkl}(\ell)}{D_k(\ell) D_j(\ell)} - \sum_k \frac{C_{ijk} + \tilde{C}_{ijk}(\ell)}{D_k(\ell)} ,$$

(67)

$$\text{Res}_{ij}(\ell) \equiv \frac{N(\ell)}{\prod_{m \neq i,j} D_m(\ell)}. $$

(68)

Also here, there is an infinite number of choices for $\ell^\mu$, but only 9 are needed. Although massless tadpole master integrals vanish, their coefficients can still be necessary for the calculation of the
rational contribution in Eq. (38). This is, however, not the case for tadpoles with a $\Lambda$-dependent denominator. This is addressed in Section 7.3.1.

In the following we will analyse the behavior of the coefficients for large $\Lambda$. For a master integral that behaves as $\Lambda^{-1}$, for example, the coefficient must not behave worse than quadratically. On the other hand, a coefficient may also turn out to behave as milder than quadratically, eliminating the contribution of the master integral altogether according to Eq. (7). A particular complication, that occurs exactly with the bubbles with a $\Lambda$-dependent denominator and with the anomalous triangle (52), is that the solutions to the cut equations may diverge with $\Lambda$.

4.1 A more explicit example

First, however, it is instructive to have a closer look at a slightly more explicit example. Consider a triangle with two light-like external momenta $p_1^\mu, p_2^\mu$ and a third external momentum $k_3^\mu = -p_1^\mu - p_2^\mu$. The three denominators are

$$\ell^2, \ (\ell + p_1)^2, \ (\ell + p_1 + p_2)^2.$$  (69)

Solutions for $\ell^\mu$ to the cut equations that put all three of these denominators to zero can conveniently be constructed with help of the vectors

$$e_1^\mu = \frac{1}{2} \langle p_1 | \gamma^\mu | p_2 \rangle, \quad e_2^\mu = \frac{1}{2} \langle p_2 | \gamma^\mu | p_1 \rangle,$$  (70)

that satisfy $p_{1,2} \cdot e_{1,2} = 0$, and span the trivial space. Solutions to the cut equations are given by

$$\ell_1^\mu = z e_1^\mu - p_1^\mu \quad \text{and} \quad \ell_2^\mu = z e_2^\mu - p_1^\mu,$$  (71)

for any value of $z$. At the solution $\ell_1^\mu$, any denominator other than the three from the cut equations is given by

$$(\ell_1 + K)^2 = K^2 + 2z e_1 \cdot K,$$  (72)

and thus becomes a linear function of the variable $z$. The same works with $\ell_2^\mu$. So we see that Eq. (63) becomes an equation of rational functions in the single variable $z$. Via repeated partial fractioning

$$\frac{1}{(a + z)(b + z)} = \frac{1}{b - a} \left( \frac{1}{a + z} - \frac{1}{b + z} \right)$$  (73)

we can turn the product of denominators into a sum of single denominators. Then, the numerator, which is a polynomial in $z$ of order $r$, can be divided by each denominator by repeated execution of

$$\frac{Q^{(r)}(z)}{b + cz} = \frac{Q^{(r-1)}(z) + az^r}{b + cz} = \frac{Q^{(r-1)}(z) - (ab/c)z^{r-1}}{b + cz} + \frac{a}{c} z^{r-1}.$$  (74)

So finally, we find

$$\frac{N(\ell_1)}{\prod_{m \neq i,j,k} D_m(\ell_1)} = p^{(r-n+3)}(z) + \sum_{m \neq i,j,k} \frac{c_m}{D_m(z)},$$  (75)
where \( p^{r-n+3}(z) \) is a polynomial in \( z \) of order \( r-n+3 \), and where the coefficients \( c_m \) are independent of \( z \). We know that the polynomial resulting from this procedure must be of this order, because the large \( z \) behavior of the original expression dictates this. It is clear now that the task of the box subtraction terms in Eq. (64) is to remove the poles in \( z \) to end up with an equation of polynomials in \( z \). The coefficients of \( \tilde{C}(\ell) \) can then, in principle, be found by matching each term. QCD in the Feynman gauge dictates that \( r-n \leq 0 \), explaining the maximum cubic order of the polynomial \( \tilde{C}(\ell) \).

For general triangles, with denominators \((\ell + K_0)^2(\ell + K_1)^2(\ell + K_2)^2\), one can always find light-like momenta \( p_1^\mu, p_2^\mu \) and coefficients \( \alpha_1, \alpha_2 \) such that

\[
K_1^\mu - K_0^\mu = p_1^\mu + \alpha_1 p_2^\mu, \quad K_2^\mu - K_0^\mu = p_2^\mu + \alpha_2 p_1^\mu.
\] (76)

Solutions to the cut equations then become

\[
\ell^\mu = -K_0^\mu + z e_1^\mu + \frac{x_1 x_2}{z} e_2^\mu - x_1 p_1^\mu - x_2 p_2^\mu,
\] (77)

for any value of \( z \), where \( x_1, x_2 \) are fixed by the relations

\[
x_1 + \alpha_2 x_2 = \alpha_2, \quad x_2 + \alpha_1 x_1 = \alpha_1.
\] (78)

Now, denominator factors take the form

\[
(\ell + K)^2 = a + bz + c/z
\] (79)

and can effectively be turned into quadratic functions of \( z \) by multiplying numerators and denominators in Eq. (64) with \( z^n \). It needs to be stressed that, besides removing the explicit poles from the equation, the box subtraction terms further only influence terms constant in \( z \).

Finally, for bubbles with denominators \((\ell + K_0)^2(\ell + K_1)^2\) the construction presented before for the specific triangle can be used by decomposing \( K_1^\mu - K_0^\mu \) into a pair of light-like momenta.

### 4.2 The unitarity interpretation

The solutions to the cut equations that put denominators to zero turn internal virtual lines in one-loop graphs to on-shell lines. In the residues the denominators are taken out, so the graphs do not diverge because of the vanishing denominators. If we imagine that all possible graphs, contributing to a certain set of denominators made to vanish, are included, then we can understand that the residue is a product of tree-level amplitudes with the extra on-shell internal lines acting as external lines. For example, the sum of all graphs that contain all four given denominators...
Figure 4: Graphs containing the anomalous triangle (52). The external gluons are on-shell, and the blobs represents the sum of all possible graphs.

\[ D_i, D_j, D_k, D_l \text{ is represented by} \]

\[ \begin{array}{c}
\text{dots} \\
i \quad j \\
l \\
k
\end{array} \]

The dots represent on-shell external lines, which are uniquely determined by the choice of the internal lines \(i, j, k, l\). In the residue of Eq. (62), the denominators \(i, j, k, l\) are excluded, and the internal momenta are put on-shell. Consequently, the four blobs represent tree-level on-shell amplitudes, each of them with two extra on-shell lines \(i, j\) and \(j, k\) etc. Thus the residue can be calculated by sewing together four tree-level on-shell amplitudes. The internal on-shell momenta may have complex components, but the tree-level amplitudes are still well-defined. The same can be done for triangles with three blobs, and for bubbles with two blobs. In the latter case, the procedure is equivalent to cutting the loop amplitude within the classic application of unitarity, hence the name.

5 The anomalous triangle contribution

We start by analysing graphs that contain the anomalous triangle (52). They are depicted in Fig. 4. First we consider the class of graphs on the left. The class on the right will be addressed at the end of this section.

5.1 Box coefficients for the left of Fig. 4

Before we consider the triangle coefficient, we consider boxes that have the three relevant denominators, plus one more, namely \((\ell + K)^2\) for some momentum \(K\). The solutions to the cut
equations can be determined at the limit $\Lambda \to \infty$ directly. We require
\[
\ell^2 = p \cdot \ell = (\ell + k)^2 = (\ell - K)^2 = 0 ,
\]
and the two solutions are given in terms of the quantities of Eq. (10) by
\[
\ell_1^\mu = z_1 p^\mu + \bar{\kappa} e^\mu , \quad z_1 = \frac{K^2 - 2 \bar{\kappa} e \cdot K}{2p \cdot K} , \quad \ell_2^\mu = z_2 p^\mu + \bar{\kappa}^* e^\mu , \quad z_2 = \frac{K^2 - 2 \bar{\kappa}^* e \cdot K}{2p \cdot K} . \tag{82}
\]

We will need the spinors of these and the light-like momenta $\ell_{1,2}^\mu + k^\mu$:
\[
|\ell_1\rangle = |p\rangle , \quad |\ell_1 + k\rangle = x|p\rangle - \bar{\kappa}|q\rangle + z_1|p\rangle ,
|\ell_2\rangle = |p\rangle , \quad |\ell_2 + k\rangle = x|p\rangle - \bar{\kappa}|q\rangle + z_2|p\rangle , \tag{83}
\]

The trivial space associated with the box is spanned by the vector
\[
e_T^\mu = \alpha p^\mu - \bar{\kappa} e^\mu + \bar{\kappa}^* e^\mu , \quad \alpha = \frac{\bar{\kappa} e \cdot K - \bar{\kappa}^* e^* \cdot K}{p \cdot K} , \tag{84}
\]
defining the spurious polynomial as $\tilde{C}(\ell) = \tilde{C}_K e_T \cdot \ell$. The equations for the box coefficients are given by
\[
\text{Res}_K(\ell_1) = C_K + \tilde{C}_K \frac{k_1^2}{2} , \quad \text{Res}_K(\ell_2) = C_K - \tilde{C}_K \frac{k_2^2}{2} , \tag{85}
\]
with solutions
\[
C_K = \frac{\text{Res}_K(\ell_1) + \text{Res}_K(\ell_2)}{2} , \quad \tilde{C}_K = \frac{\text{Res}_K(\ell_1) - \text{Res}_K(\ell_2)}{k_T^2} . \tag{86}
\]

For clarity, we label the residues and coefficients with the momentum $K$ instead of all the indices of the denominators. The auxiliary quark line, including a factor $i(-i)^2$ from the quark propagator and two gluon propagators, becomes
\[
- i \langle p_A | \frac{i}{\sqrt{2}} \gamma^\mu (\ell + p_A) \frac{i}{\sqrt{2}} \gamma^\nu | p_A \rangle = 2i \Lambda^2 p^\mu p^\nu + O(\Lambda) . \tag{87}
\]

One factor of $\Lambda$ is absorbed by the master integral, the other one is removed following prescription (7). Now we observe that the momentum $p^\mu$ can be interpreted as an un-normalized polarization vector associated with the momenta $-\ell_{1,2}^\mu$, for example:
\[
p^\mu = \frac{1}{2} \langle p | \gamma^\mu | p \rangle = \frac{1}{2} \langle -\ell_1 | \gamma^\mu | p \rangle = \frac{1}{\sqrt{2}} \epsilon^\mu(-\ell_1, p) = \frac{-\bar{\kappa}|q|}{\sqrt{2}} \frac{1}{\sqrt{2}} \epsilon^\mu(-\ell_1, p) = \frac{\kappa}{\sqrt{2}} \epsilon^\mu(-\ell_1, p) , \tag{88}
\]
where $\epsilon^\mu (-\ell_1, p)$ is the polarization vector of a negative-helicity gluon with momentum $-\ell_1^\mu$ defined using auxiliary momentum $p^\mu$. We want the minus sign because we are interested in the momentum going into the blob. It turns out that the auxiliary quark line can be written as

$$-i \langle p_A | \frac{i}{\sqrt{2}} \gamma^\mu (\ell + p_A) \frac{i}{\sqrt{2}} \gamma^\nu | p_A \rangle = i \Lambda^2 k_T^2 \epsilon^\mu_+ (\ell_1 + k) \epsilon^\nu_- (\ell_1) + O(\Lambda)$$

$$= i \Lambda^2 k_T^2 \epsilon^\mu_- (\ell_2 + k) \epsilon^\nu_+ (\ell_2) + O(\Lambda),$$

and we see that the residue of the box is given by the product of two on-shell amplitudes summed over the helicities of the internal on-shell gluon:

$$\text{Res}_K(\ell_1) = \Lambda^2 k_T^2 \sum_{h=-,+} (\ell_1 - K)$$

$$\text{Res}_K(\ell_2) = \Lambda^2 k_T^2 \sum_{h=-,+} (\ell_2 + K)$$

An extra factor $-i$ from the internal gluon propagator has been included.

### 5.2 Triangle coefficient for the left of Fig. 4

Now we move to the triangle. In contrast to before, we now carefully work before the limit $\Lambda \to \infty$ because of the anomalous behavior of the triangle. The cut equations are given by

$$\ell^2 = (\ell + p_A)^2 = (\ell + k)^2 = 0$$

and using the fact that $k^\mu = p_A^\mu + p_A^\mu$, we see that solutions are given by

$$\ell_1^\mu = z e_1^\mu - p_A^\mu \quad \text{or} \quad \ell_2^\mu = z e_2^\mu - p_A^\mu$$

for any value of $z$ and where

$$e_1^\mu = \frac{1}{2} \langle p_A | \gamma^\mu | p_A \rangle \quad \text{and} \quad e_2^\mu = \frac{1}{2} \langle p_A | \gamma^\mu | p_A \rangle .$$

The vectors $e_1^\mu, e_2^\mu$ span the trivial space, and we essentially followed the construction presented in [28]. The spinors for the momenta $\ell_{1,2}^\mu$ and $\ell_{1,2}^\mu + k^\mu$ are

$$|\ell_1\rangle = |p_A\rangle \quad |\ell_2\rangle = |p_A\rangle$$

$$|\ell_1 + k\rangle = z |p_A\rangle + |p_A\rangle \quad |\ell_2 + k\rangle = z |p_A\rangle + |p_A\rangle$$

(95)
Using Eq. (10) and Eq. (12), the solutions to the cut equations can be found to be given by

\[ \ell_1^\mu = \left[ -\Lambda(1 + z) + \frac{xz}{2} \right] p^\mu + (1 - z) \frac{\vec{R}}{2} e^\mu + (1 + z) \frac{\vec{R}^*}{2} e^\mu + \mathcal{O}(\Lambda^{-1}) \]  

(96)

\[ \ell_2^\mu = \left[ -\Lambda(1 - z) - \frac{xz}{2} \right] p^\mu + (1 - z) \frac{\vec{R}}{2} e^\mu + (1 + z) \frac{\vec{R}^*}{2} e^\mu + \mathcal{O}(\Lambda^{-1}) . \]  

(97)

We see that they diverge with \( \Lambda \), which could cause the residue at the solution, and therefore the triangle coefficient, to diverge with \( \Lambda \). The spurious polynomial of the triangle can be decomposed in terms of \( e_1^\mu, e_2^\mu \), and inserting the solution \( \ell_1^\mu \), we find, using \( e_1^\mu e_2^\mu = -p_\Lambda \cdot p_{\Lambda'} = -k_1^2 / 2 \), that

\[ \tilde{C}(\ell_1) = -\frac{k_1^2}{2} C^{(2)} z + \frac{(k_1^2)^2}{4} C^{(22)} z^2 - \frac{(k_1^2)^3}{8} C^{(222)} z^3 . \]  

(98)

The other three coefficients \( \tilde{C}^{(1)}, \tilde{C}^{(11)}, \tilde{C}^{(111)} \) can be accessed using the solution \( \ell_2^\mu \). We see that the spurious polynomial is independent of \( \Lambda \) at the cuts.

As defined here, Eq. (64) must not behave worse than linearly with \( \Lambda \): this behavior is still canceled by the prescription of Eq. (7). This triangle is anomalous in the sense that it does not absorb a factor of \( \Lambda \), like the boxes in the previous section. Let us start with the box subtraction terms. After applying Eq. (7), the box coefficients behave as \( \mathcal{O}(\Lambda) \), which comes naturally with the \( \mathcal{O}(\Lambda^{-1}) \) behavior of the master integral. This is cancelled by the similar behavior of \( D_i(\ell_{1,2}) \).

Now, \( \tilde{C}_{ijkl}(\ell_{1,2}) \) could still spoil the behavior, but realize that \( p^\mu \) is in the physical space of the box when \( \Lambda \rightarrow \infty \), so the \( \mathcal{O}(\Lambda) \) behavior of \( \ell_{1,2}^\mu \) is eliminated in \( \tilde{C}_{ijkl}(\ell_{1,2}) \).

Regarding the rest of the residue, it turns out that the auxiliary quark-line can be written as a product of polarization vectors again, like in for the box coefficients. We find

\[ -i \langle p_\Lambda | \frac{i}{\sqrt{2}} \gamma^\mu (\ell_1 + p_\Lambda) \frac{i}{\sqrt{2}} \gamma^\nu | p_\Lambda \rangle = 2i z p_\Lambda^\mu p_\Lambda^\nu = i z^3 k_1^2 \varepsilon_\Lambda^\mu (\ell_1 + k) \varepsilon_\Lambda^\nu (-\ell_1) \]  

(99)

\[ -i \langle p_\Lambda | \frac{i}{\sqrt{2}} \gamma^\mu (\ell_2 + p_\Lambda) \frac{i}{\sqrt{2}} \gamma^\nu | p_\Lambda \rangle = 2i z e_2^\mu e_2^\nu = i z k_1^2 \varepsilon_\Lambda^\mu (\ell_2 + k) \varepsilon_\Lambda^\nu (-\ell_2) \]  

(100)

So we see that the residues are proportional to on-shell tree-level \( (n + 2) \)-gluon amplitudes. The two adjacent gluons that were attached to the auxiliary quark line carry a momentum that has a contribution proportional to \( \Lambda p^\mu \). We saw in Section 2.4 that such amplitudes with “auxiliary gluons” are proportional to \( \Lambda \) and we conclude that the residues are also proportional to \( \Lambda \), and not a higher power of \( \Lambda \).

It has to be noted that for the derivations in Section 2.4 to work, the auxiliary momenta with which the polarization vectors of the auxiliary gluons are defined must not be equal \( p_\Lambda^\mu, p_\Lambda'^\mu \) themselves, because that would cause the inner product of the polarization vectors to vanish, and would invalidate the counting of powers of \( \Lambda \). This is exactly the case in Eq. (100), where \( e_2 \cdot e_2 = 0 \). However, the amplitude is a gauge invariant object, and we are free to choose the auxiliary momenta for \( \varepsilon_\Lambda^\mu (\ell_2 + k), \varepsilon_\Lambda^\nu (-\ell_2) \), so the argument still stands.
5.3 Coefficients for the right of Fig. 4

The solutions to the cut equations of course stay the same. The box numerator can now be written as

\begin{equation}
- \langle p_\Lambda | \frac{i}{\sqrt{2}} \gamma^\mu | \ell_{1,2} + k \rangle \langle \ell_{1,2} + k | X | \ell_{1,2} - K \rangle \langle \ell_{1,2} - K | Y | \ell_{1,2} \rangle \langle \ell_{1,2} | \frac{i}{\sqrt{2}} \gamma_\mu | p_\Lambda \rangle \\
= \langle p_\Lambda | \ell_{1,2} \rangle [p_\Lambda | \ell_{1,2} + k \rangle \langle \ell_{1,2} + k | X | \ell_{1,2} - K \rangle \langle \ell_{1,2} - K | Y | \ell_{1,2} \rangle ,
\end{equation}

where \( \langle \ell_{1,2} + k | X | \ell_{1,2} - K \rangle \) and \( \langle \ell_{1,2} - K | Y | \ell_{1,2} \rangle \) represent on-shell amplitudes with a quark-antiquark pair and a number of gluons. Using Eq. (12) and Eq. (83), we see that

\begin{equation}
\langle p_\Lambda | \ell_{1} \rangle [p_\Lambda | \ell_{1} + k \rangle = \mathcal{O}(\Lambda^{-1}) , \quad \langle p_\Lambda | \ell_{2} \rangle [p_\Lambda | \ell_{2} + k \rangle = -\Lambda k_1^2 + \mathcal{O}(\Lambda^0) ,
\end{equation}

so the box residues carry at least one power of \( \Lambda \) too few and vanish. Notice that we chose the “wrong” momentum flow in the graph, that is the \( \Lambda p_\mu \) contribution does not flow through the auxiliary quark line. In the next section it is shown that also in the “correct” momentum flow, this contribution vanishes.

For the triangle, the numerator becomes

\begin{equation}
i \langle p_\Lambda | \frac{i}{\sqrt{2}} \gamma^\mu | \ell_{1,2} + k \rangle \langle \ell_{1,2} + k | X | \ell_{1,2} \rangle \langle \ell_{1,2} | \frac{i}{\sqrt{2}} \gamma_\mu | p_\Lambda \rangle \\
= -i \langle p_\Lambda | \ell_{1,2} \rangle [p_\Lambda | \ell_{1,2} + k \rangle \langle \ell_{1,2} + k | X | \ell_{1,2} \rangle ,
\end{equation}

where \( \langle \ell_{1,2} + k | X | \ell_{1,2} \rangle \) is a tree-level multi-gluon amplitude with one of them off-shell, constructed via an auxiliary quark-antiquark pair with momenta \( \ell_{1,2}^\mu, \ell_{1,2}^\mu + k^\mu \). So we know that \( \langle \ell_{1,2} + k | X | \ell_{1,2} \rangle = \mathcal{O}(\Lambda) \). Using Eq. (15) we see that \( \langle p_\Lambda | \ell_{1,2} \rangle [p_\Lambda | \ell_{1,2} + k \rangle = \pm k_1^2 \), and we find that the triangle coefficient stays finite for large \( \Lambda \).

6 Box and triangle coefficients with eikonal Feynman rules

In Appendix A and Appendix B we show that the formulas from both [28] and [29] for the solutions to the cut equation for boxes and remaining triangles can straightforwardly be extrapolated to \( \Lambda \rightarrow \infty \) if they involve one \( \Lambda \)-dependent denominator, so, in the notation of Eq. (43), for \( \mathcal{D}^\Lambda_1 \mathcal{D}^\Lambda_j \mathcal{D}^\Lambda_k \mathcal{D}_1^\Lambda \) and \( \mathcal{D}^0_1 \mathcal{D}^0_j \mathcal{D}^0_k \mathcal{D}_1^{\Lambda} \). The solutions are well-defined and finite. For \( \mathcal{D}^0_1 \mathcal{D}^0_j \mathcal{D}^\Lambda_k \mathcal{D}_1^\Lambda \), the solutions are divergent, which can be understood from the fact that at \( \Lambda \rightarrow \infty \) the equations \( \mathcal{D}^\Lambda_k = \mathcal{D}_1^\Lambda = 0 \) imply that \( p \cdot (K_k - K_1) = 0 \) which is not necessarily true, so a solution does not exist. As a consequence, the box with two \( \Lambda \)-dependent denominators is not a master integral and decomposes into four triangles:

\begin{equation}
\int \frac{[d\ell] \Lambda^2}{\mathcal{D}^0_1 \mathcal{D}^0_j \mathcal{D}^\Lambda_k \mathcal{D}_1^\Lambda} = \frac{1}{2p \cdot (K_k - K_1)} \int \frac{[d\ell] \Lambda}{\mathcal{D}^0_1 \mathcal{D}^0_j \mathcal{D}^\Lambda_k \mathcal{D}_1^\Lambda} + \frac{1}{2p \cdot (K_1 - K_k)} \int \frac{[d\ell] \Lambda}{\mathcal{D}^0_1 \mathcal{D}^0_j \mathcal{D}_1^{\Lambda} \mathcal{D}_k^\Lambda} \\
+ \frac{1}{2p \cdot (K_i - K_j)} \int \frac{[d\ell] \Lambda}{\mathcal{D}^0_1 \mathcal{D}^\Lambda_k \mathcal{D}_1^\Lambda} + \frac{1}{2p \cdot (K_j - K_i)} \int \frac{[d\ell] \Lambda}{\mathcal{D}^0_1 \mathcal{D}_1^\Lambda \mathcal{D}_k^{\Lambda}} + \mathcal{O}\left(\frac{1}{\Lambda}\right) .
\end{equation}
The last two triangles in the identity above are well-defined under a shift of the integration momentum \( \ell^\mu \rightarrow \ell^\mu - \Lambda p^\mu \). The identity is shown to hold by explicit calculation for a few kinematical situations in Appendix C. Remarkably, the case for which none of the external momenta are light-like, which one would expect to be the most complicated case, turns out to be rather simple. Notice that the identity implies that the partial fractioning

\[
\frac{\Lambda^2}{\mathcal{D}_k \mathcal{D}_l} = \frac{1}{2\mathbf{p} \cdot (K_1 - K_k)} \left( \frac{\Lambda}{\mathcal{D}_k} - \frac{\Lambda}{\mathcal{D}_l} \right) + O\left( \frac{1}{\Lambda} \right),
\]  

which one would naturally apply for linear denominators, is in general not allowed underneath an integral, and would for example lead to a decomposition into only two triangles here. Thus we are a priori not allowed to apply Eq. (105) repeatedly and exclude all terms with more than one \( \Lambda \)-dependent denominator from the decomposition of Eq. (55). We are allowed to exclude box terms with two \( \Lambda \)-dependent denominators, because their contribution goes to triangles. For these, any momentum shift will still cause two out of four denominators to be \( \Lambda \)-dependent, thus we can conclude that, in the notation of Eq. (42), terms with the denominator combination

\[
\mathcal{D}_{Oi} \mathcal{D}_{Oj} \mathcal{D}_{Ak} \mathcal{D}_{Al}
\]  

do not need to be taken into account. In the next subsection, we show that terms with the denominator combinations,

\[
\mathcal{D}_{Ai} \mathcal{D}_{Aj} \mathcal{D}_{Ak} \mathcal{D}_{Al}, \quad \mathcal{D}_{Oi} \mathcal{D}_{Oj} \mathcal{D}_{Ak} \mathcal{D}_{Al}, \quad \mathcal{D}_{Ai} \mathcal{D}_{Aj} \mathcal{D}_{Ak}, \quad \mathcal{D}_{Oi} \mathcal{D}_{Oj} \mathcal{D}_{Ak}, \quad \mathcal{D}_{Aj} \mathcal{D}_{Ak},
\]  

(107)

do not contribute to the one-loop integral, and also do not need to be taking into account. We conclude that we only need to take into account the combinations with at most one auxiliary quark propagator

\[
\mathcal{D}_{Oi} \mathcal{D}_{Oj} \mathcal{D}_{Ok} \mathcal{D}_{Al}, \quad \mathcal{D}_{Oi} \mathcal{D}_{Oj} \mathcal{D}_{Ak}, \quad \mathcal{D}_{Oj} \mathcal{D}_{Ak}.
\]  

(108)

As a consequence, we see a posteriori that if we choose the momentum routing such that every \( \Lambda \)-dependent denominator belongs to an auxiliary quark propagator, so every \( \mathcal{D}^\Lambda \) corresponds to a \( \mathcal{D}_\Lambda \), then we are allowed to apply Eq. (105).

The above can be summarized by the statement that we are allowed to take the limit \( \Lambda \rightarrow \infty \) at the integrand-level when determining the contribution from boxes and triangles, with the exception of the anomalous triangle (52), if we keep the “natural” loop momentum routing in which every \( \mathcal{D}_\Lambda \) corresponds to a \( \mathcal{D}^\Lambda \). It turns out that there are no Feynman graphs which contain contributions from bubbles with one \( \Lambda \)-dependent denominator at all in this limit on the integrand, as shown in the next section. Their contribution strictly comes from parts of the integrand that are sub-leading in \( \Lambda \).

### 6.1 Vanishing denominator combinations

Consider the first case in (107). The residue is depicted as the first graph in Fig. 5. Following the unitarity interpretation, the four blobs represent on-shell tree-level amplitudes. Now we may
choose the momentum routing such that the divergent component $\Lambda p^\mu$ does not enter the loop at all. Then, only the upper-left blob involves divergent momenta, while the other three do not. The upper-left blob is of the type of Section 2.7, which was shown to be finite, so the whole residue is finite for $\Lambda \to \infty$. The box is also finite because it does not involve the divergent momentum components at all, and thus the whole contribution is eliminated by the prescription of Eq. (7). The quark and antiquark must be considered of different flavor in the blob in order to avoid quark-loop contributions. These do contribute to the one-loop amplitude, but are completely free from the issues addressed in this paper. If we choose the momentum routing such that $\Lambda p^\mu$ does enter the loop, then it can be eliminated from the loop via shift of the loop momentum, and we see that the momenta of the cut lines at the cut solutions are still finite.

Now consider the second case in (107). The residue is represented by the second graph in Fig. 5. We choose the momentum routing such that the $\Lambda p^\mu$ flows through the explicitly depicted internal gluon. It is shown in Appendix A that the solutions to the cut equations for such situation (one $\Lambda$-dependent denominator) are finite. Thus only the momentum of the cut gluon diverges, and the other three are finite. The two blobs in the right represent finite tree-level amplitudes, while the two on the left are of the type of Section 2.5 and are also finite. So the residue is finite, while the box has a $\Lambda$-dependent denominator and vanishes.

It is clear that the same reasoning works for the other cases in (107). We just have to realize that the subtraction terms in e.g. Eq. (64) would have to come from the boxes we just considered and thus vanish.

Contributions from graphs of the third type in Fig. 5 do not need to be considered, because the associated boxes are not master integrals and their contributions are included via triangles directly. Let us still check if the contribution is finite. As mentioned before, the solutions to the cut equations diverge, so all four internal lines represent divergent on-shell momenta. The upper-left and lower-right blobs then are amplitudes of the type of Section 2.6 and behave as $\sqrt{\Lambda}$, while the other two are of the type of Section 2.3 and Section 2.4 and behave as $\Lambda$. The box behaves as $\Lambda^{-2}$ so including the prescription of Eq. (7) we find a finite contribution.

The only box contributions that need to be calculated have residues of the fourth type in Fig. 5. The solutions to the cut equations are finite, and in the natural momentum routing only
Figure 6: A general effective vertex representing one-particle irreducible one-loop graphs with at least one internal auxiliary quark line. The tree-level blobs are given in Fig. 7.

the internal auxiliary quark line is divergent. The upper blobs are of the type of Section 2.3 and diverge as $\Lambda$, while the lower blobs are finite. The box swallows a factor $\Lambda$ and the other is eliminated by the prescription of Eq. (7).

### 6.2 Rank of the spurious triangle polynomials

Before we can consider the bubble master integrals, we need to have a closer look at the triangle coefficients and their behavior as function of $\Lambda$. In the following, we will show that the spurious coefficients are suppressed and follow the behavior

$$
\tilde{C}_{ijk}(\ell) = \Lambda^r \left[ C_{ijk}^{\text{constant}} + \Lambda^{-1} \tilde{C}_{ijk}^{\text{linear}}(\ell) + \Lambda^{-2} \tilde{C}_{ijk}^{\text{quadratic}}(\ell) + \Lambda^{-3} \tilde{C}_{ijk}^{\text{cubic}}(\ell) \right].
$$

(109)

We saw in Section 4 that the behavior of the terms of $\tilde{C}(\ell)$ is determined by terms with high powers of $\ell^\mu$, that is terms of high rank, in the numerator of the integrand in Eq. (65). Terms of rank $r$ equal to the total number of denominators $n$ determine the behavior of 3-rd order terms in $\tilde{C}_{ijk}(\ell)$, terms of rank $r = n - 1$ the behavior of 2-nd order terms etc. If the rank is lower than $n - 3$, the triangle does not contribute at all.

Considering the fact that numerator factors of the type $(\Lambda p^i + K + \ell^i)$ coming from auxiliary quark propagators in the loop obviously contribute with lower powers of $\Lambda$ to higher powers of $\ell^\mu$, it seems clear that Eq. (109) must hold. Let us, however, have a more careful look at effective vertices representing all one-particle irreducible one-loop graphs with at least one internal auxiliary quark line. They are given in Fig. 6. Any of the external legs may be virtual, but we do assume that the tree-level attachments are complete and satisfy current conservation

$$
J_i \cdot K_i = 0.
$$

(110)

The tree-level attachments to the external quark and antiquark line can be expanded as

$$
\langle p_A + K_{n+1} \rangle = \sqrt{\Lambda} \langle p \rangle + \frac{1}{\sqrt{\Lambda}} \langle L \rangle, \quad \langle p_A + K_{n+1} \rangle = \sqrt{\Lambda} |p| + \frac{1}{\sqrt{\Lambda}} |R|.
$$

(111)
Figure 7: The tree-level blob in Fig. 6 for \( n = 1, 2, 3, 4 \).
The exact form of $\langle L |$ and $| R \rangle$ is not important, but they are necessary for bookkeeping powers of $\Lambda$. We just need to realize that $\langle p | R \rangle \neq 0$ and $| L | p \rangle \neq 0$.

Let us say we are considering a master integral including the two denominators $D_0^i$ and $D_j^\Lambda$. We imagine the graph of Fig.[6] to have a single common denominator, that is four-point vertices in the tree-level blob are multiplied with the necessary denominator. It turns out to be helpful to massage the integrand a bit with the following two reduction steps. A factor $\ell^2$ in the numerator of the integrand can be written as

$$\ell^2 = D_i^0 - 2\ell \cdot K_i - K_i^2.$$  \hfill (112)

The term $D_i^0$ on the right-hand-side cancels the denominator, and makes that part of the numerator irrelevant for the master integral under consideration. The other terms have a lower rank. A factor $2\Lambda p \cdot \ell$ can be written as

$$2\Lambda p \cdot \ell = D_j^\Lambda - D_i^0 - 2(K_k - K_i) \cdot \ell - [2\Lambda p \cdot K_k + K_k^2 - K_i^2].$$ \hfill (113)

Now the terms $D_j^\Lambda$ and $D_i^0$ are irrelevant for the master integral, and the others carry a lower power of $\Lambda$, and/or are of lower rank. Let us denote general polynomial terms of rank at most $r$ by $[\ell]^r$. There may be terms of rank lower than $r$ included in $[\ell]^r$. With the help of the operations above, we find via explicit calculations with the program in Appendix [D] for several values of $n,m$ that the part $N_{ij}(\ell)$ of the numerator relevant for the master integral under consideration fits the pattern

$$N_{ij}(\ell) = \Lambda^{m+2} \left( [\ell]^{n-1} + \Lambda^{-1} [\ell]^n + \Lambda^{-2} [\ell]^{n+1} + \Lambda^{-3} [\ell]^{n+2} + \cdots \right).$$ \hfill (114)

The overall factor $\Lambda^{m+2}$ matches the $m + 1$ denominators from the auxiliary quark lines, and the factor $\sqrt{\Lambda} \times \sqrt{\Lambda}$ from the external quark lines Eq. (111), which is canceled by the prescription of Eq. (7). We see that the integrand indeed exhibits the behavior that leads to Eq. (109). Notice also that for $\Lambda \rightarrow \infty$ the rank of the numerator is too low to produce bubbles (the number of denominators is $n + m + 2$), generalizing the observation regarding Eq. (53), that the integrand at leading power of $\Lambda$ does not produce bubbles with a $\Lambda$-dependent denominator.

7 Bubble coefficients

Here we show that the coefficients for bubbles with denominators

$$(\ell + K_0)^2, \quad (\ell + K_1)^2, \quad K_1^\mu = \Lambda p^\mu + K_1^\mu$$  \hfill (115)

are finite, and we show how to calculate them. We use labels 0, 1 rather than $i,j$ to indicate the denominators and their momenta. We introduce the momentum

$$k_1^\mu = K_1^\mu - K_0^\mu = \Lambda p^\mu + k_1^\mu$$  \hfill (116)
and decompose it into two light-like momenta $k_1^\mu = p_0^\mu + p_1^\mu$ following

$$p_0^\mu = \frac{k_1^2}{2p \cdot k_1} p^\mu = \left( \Lambda + \frac{k_1^2}{2p \cdot k_1'} \right) p^\mu, \quad p_z^\mu = k_1^\mu - p_0^\mu = k_1^\mu - \frac{k_1^2}{2p \cdot k_1'} p^\mu$$ (117)

We construct the orthogonal vectors

$$e_1^\mu = \frac{1}{2}\langle p_0 | \gamma \rangle | p_0 \rangle, \quad e_2^\mu = \frac{1}{2}\langle p_z | \gamma \rangle | p_0 \rangle,$$ (118)

and a third one to span the whole trivial space by

$$e_3^\mu = e_1^\mu + e_2^\mu + i(p_0^\mu - p_z^\mu) = \frac{1}{2}(\langle p_0 | - i\langle p_z | \gamma | p_0 \rangle | p_0 \rangle + | p_z \rangle | p_0 \rangle).$$ (119)

These vectors satisfy $e_3^2 = 0$ and $-2e_1 \cdot e_3 = k_1^2$. Solutions to the cut equations are given by

$$\ell_1^\mu + K_0^\mu = z e_1^\mu - p_z^\mu = \frac{1}{2} (z \langle p_0 \rangle - \langle p_z \rangle) \gamma | p_0 \rangle \rangle | p_0 \rangle \rangle | p_0 \rangle$$ (120)

$$\ell_2^\mu + K_0^\mu = z e_2^\mu - p_z^\mu = \frac{1}{2} (z \langle p_0 \rangle - \langle p_z \rangle) \gamma | p_0 \rangle \rangle | p_0 \rangle$$ (121)

for any value of $z$, i.e. they satisfy both $(\ell_{1,2} + K_0)^2 = 0$ and $(\ell_{1,2} + K_1)^2 = 0$. Solutions constructed with both $e_1^\mu$ and $e_2^\mu$ are needed in order to access all possible terms in the spurious polynomial. The solutions are divergent and behave as $\sqrt{\Lambda}$. We could have chosen linear behavior by replacing the explicit $p_0^\mu$ in the solutions with $p_0^\mu$. Realize, however, that either choice leads to one of two cut momenta $\ell^\mu + K_0^\mu$ or $\ell^\mu + K_1^\mu$ at the solution to diverge as $\Lambda$ and the other one as $\sqrt{\Lambda}$. More symmetrical solutions regarding the divergent behavior are given by

$$\ell_{12}^\mu + K_0^\mu = \frac{1}{2} (z e_1^\mu + \frac{1}{z} e_2^\mu - p_0^\mu - p_z^\mu) = \frac{1}{2} (\langle p_0 \rangle - \frac{1}{z} \langle p_z \rangle) \gamma (\langle p_0 \rangle + z | p_z \rangle)$$ (122)

$$\ell_{23}^\mu + K_0^\mu = \frac{1}{2} (z e_2^\mu + \frac{1}{z} e_3^\mu - p_0^\mu - p_z^\mu) = \frac{1}{2} (\langle p_0 \rangle - \langle z + i \rangle \langle p_z \rangle) \gamma (\langle z - i \rangle | p_z \rangle + \frac{1}{z} | p_z \rangle)$$ (123)

$$\ell_{13}^\mu + K_0^\mu = \frac{1}{2} (z e_1^\mu + \frac{1}{z} e_3^\mu - p_0^\mu - p_z^\mu) = \frac{1}{2} (\langle p_0 \rangle - \frac{1}{z - i} \langle p_z \rangle) \gamma (\langle z - i \rangle | p_z \rangle + \frac{z^2 + 1}{z} | p_z \rangle)$$ (124)

for any value of $z$. In the limit of $\Lambda \to \infty$, the cut momenta at the solutions become

$$\ell_{12}^\mu + K_0^\mu = -\frac{1}{2} \Lambda p^\mu + \mathcal{O}(\sqrt{\Lambda}) \quad , \quad \ell_{12}^\mu + K_1^\mu = \frac{1}{2} \Lambda p^\mu + \mathcal{O}(\sqrt{\Lambda}) \quad ,$$ (125)

$$\ell_{23}^\mu + K_0^\mu = -\frac{z i}{2z} \Lambda p^\mu + \mathcal{O}(\sqrt{\Lambda}) \quad , \quad \ell_{23}^\mu + K_1^\mu = \frac{z^2 + 1}{2z} \Lambda p^\mu + \mathcal{O}(\sqrt{\Lambda}) \quad ,$$ (126)

$$\ell_{13}^\mu + K_0^\mu = -\frac{z i}{2z} \Lambda p^\mu + \mathcal{O}(\sqrt{\Lambda}) \quad , \quad \ell_{13}^\mu + K_1^\mu = \frac{z^2 + 1}{2z} \Lambda p^\mu + \mathcal{O}(\sqrt{\Lambda}) \quad ,$$ (127)
and the spinors behave as

\begin{align}
|\ell_{ij} + K_0\rangle &\propto \sqrt{\Lambda} |p\rangle + O(\Lambda^0) , \\
|\ell_{ij} + K_1\rangle &\propto \sqrt{\Lambda} |p\rangle + O(\Lambda^0) ,
\end{align}

(128)

\begin{align}
|\ell_{ij} + K_0\rangle &\propto \sqrt{\Lambda} |p\rangle + O(\Lambda^0) , \\
|\ell_{ij} + K_1\rangle &\propto \sqrt{\Lambda} |p\rangle + O(\Lambda^0) .
\end{align}

(129)

We choose these “symmetric” solutions for the following. They are also equivalent to the ones in Appendix B.3.

### 7.1 Residue

Fig. 8 depicts the momentum flow in the residue of the integrand at the cut. We recognize that each blob is a tree-level amplitude of the type described in Section 2.6 and behaves as $\sqrt{\Lambda}$. Thus the residue behaves at most as $\Lambda$, and this is eventually eliminated by the prescription of Eq. (7), leading to a finite contribution to the amplitude.

### 7.2 Subtraction terms

The above was only regarding the first term on the right-hand-side of Eq. (67), and we still need to check the subtraction terms. The box subtraction terms are clearly safe. The spurious polynomial could give a contribution proportional to $\Lambda$, but does not because $p^\mu$ is in the physical space for $\Lambda \to \infty$. The triangle terms are also safe thanks to Eq. (109). The constant coefficient gives a contribution proportional to $\Lambda$, but the spurious polynomial vanishes again because $p^\mu$ is in the physical space for $\Lambda \to \infty$.

### 7.3 The remnant rational contribution

The rank of one-loop graphs with at least one quark propagator in the loop is only high enough to lead to non-vanishing linear terms in the spurious bubble polynomial. It can be expanded in terms of the vectors spanning the trivial space following

$$\mathcal{C}(\ell) = C + \sum_{i=1}^{3} \tilde{C}_i e_i \cdot (\ell + K_0) .$$

(130)

For bubbles with a $\Lambda$-dependent denominator, the polynomial evaluates to

\begin{align}
\mathcal{C}(\ell_{12}(z)) &= C - \frac{\Lambda p \cdot k'_1}{2} (\tilde{C}_1 + \tilde{C}_3) \frac{1}{z} - \frac{\Lambda p \cdot k'_2}{2} (\tilde{C}_2 + \tilde{C}_3) z \\
\mathcal{C}(\ell_{23}(z)) &= C - \frac{\Lambda p \cdot k'_2}{2} (\tilde{C}_1 + \tilde{C}_2) \frac{1}{z} - \frac{\Lambda p \cdot k'_3}{2} (\tilde{C}_1 + \tilde{C}_3) z \\
\mathcal{C}(\ell_{31}(z)) &= C - \frac{\Lambda p \cdot k'_3}{2} (\tilde{C}_1 + \tilde{C}_2) \frac{1}{z} - \frac{\Lambda p \cdot k'_1}{2} (\tilde{C}_2 + \tilde{C}_3) z
\end{align}

(131)

at the solutions given before. It appears that the spurious coefficients are suppressed compared to the constant coefficient $C$. 

31
There are no tadpole contributions, so the spurious coefficients are not needed to construct subtraction terms. They are needed, however, to obtain the rational contribution $R$ in Eq. (38). Within the integrand-based methods of one-loop calculations, it appears as the error one makes by treating the loop momentum as 4-dimensional in the integrand, while it is not, and in the approach of [28] $R$ is separated into two parts. The first part $R_1$ arises because of a mismatch between 4-dimensional and $(4 - 2\varepsilon)$-dimensional denominators. The second $R_2$ arises because the loop momentum in the numerator is treated as if it were 4-dimensional. The latter is calculated with tree-level graphs containing extra renormalization-type vertices [31]. They follow the tree-level power-counting and are finite with $\Lambda \to \infty$.

$R_1$ can for example be calculated following [32]. There it is explained that it can be obtained by multiplying spurious coefficients with so-called higher-dimensional integrals of the type

$$I_{\mu_1\mu_2\ldots\mu_r}^{i_1i_2\ldots i_n} = \int \left[ d\ell \right] (\ell^2_{-2\varepsilon})^{n-1} \frac{\ell^\mu_1 \ell^\mu_2 \ldots \ell^\mu_r}{D_{i_1}(\ell)D_{i_2}(\ell)\ldots D_{i_n}(\ell)}$$

(132)

where $\ell^\mu_t$ represents the 4-dimensional components of the integration momentum and $\ell^\mu_{-2\varepsilon}$ represents the higher-dimensional components, and where the set of denominators must include the two from the bubble under consideration. The constant $C$ is multiplied with scalar integrals

$$I_{i_1i_2\ldots i_n} = \frac{-1}{n(n-1)} + O(\varepsilon)$$

(133)

which, to lowest order in $\varepsilon$, are independent of the momenta involved. Contributions from the linear coefficients are given by

$$\sum_{j=1}^{3} \tilde{C}_i e_{i,\mu t} I_{t_1t_2\ldots t_n}^{\mu} = \frac{1}{(n-1)n(n+1)} \sum_{j=1}^{3} \tilde{C}_i \left[ m\Lambda e_i \cdot p + O\left(\sqrt{\Lambda}\right) \right] + O(\varepsilon)
= \frac{im}{(n-1)n(n+1)} (-\Lambda p \cdot k_i') \tilde{C}_3 + O\left(1/\sqrt{\Lambda}\right) + O(\varepsilon),$$

(134)

where $m$ is the number of $\Lambda$-dependent denominators. This quantity is finite, because we saw in Eq. (131) that the spurious coefficients are suppressed.

### 7.3.1 Complication with higher-dimensional integrals

Coefficients for master integrals without a $\Lambda$-dependent denominator may be calculated at $\Lambda \to \infty$. Only graphs of Fig. 6 with $m = 0$, so with only one auxiliary quark propagator, and with only three-gluon vertices in the blob (Fig. 7) have a rank that is high enough at this limit to contribute non-vanishing constant bubble coefficients. The rank is not high enough for non-vanishing spurious bubble coefficients. However, the rational terms are calculated with higher-dimensional integrals including all denominators, and we saw before that they diverge with $\Lambda$. Consequently, for these graphs, the $\Lambda$-suppressed part of the numerator must be reduced separately, in order to find the suppressed spurious bubble coefficients of bubbles without $\Lambda$-dependent denominators, because they give a finite contribution together with the divergent higher-dimensional integrals. For the same reason, also the suppressed constant tadpole coefficients must extracted from these graphs.
8 Expressions for the scalar master integrals

We saw before that the necessary master integrals have at most one linear denominator. Consider the general box with one such denominator

\[
I = \int \frac{1}{(\ell + Q_0)^2 2p \cdot (\ell + Q_1) (\ell + Q_2)^2 (\ell + Q_3)^2} \ dx \, \, \, \, (135)
\]

where

\[
K_1 = Q_1 - Q_0 \quad , \quad K_2 = Q_2 - Q_1 \quad , \quad K_3 = Q_3 - Q_2 . \quad (136)
\]

According to our prescription, this integral becomes

\[
I \to \int \frac{\Lambda}{\ell^2 (\ell + p_A + K_1)^2 (\ell + K_1 + K_2)^2 (\ell + K_1 + K_2 + K_3)^2} , \quad (137)
\]

which corresponds to the graph in Fig. 9. We suppress the causal \( q \) here, and want to stress that there is no ambiguity in the sign for the linear denominator, because it came from the quadratic denominator in the first place. In order to find expressions for all non-equivalent kinematical situations, \( p_\Lambda^\mu = \Lambda p^\mu + \alpha q^\mu + \beta k^\mu_1 \) from Eq. (5) can be replaced with \( \Lambda p^\mu \) in most cases. Only in Feynman graphs for which the off-shell gluon is directly attached to the loop there are contributions from master integrals with \( K_1^\mu = 0 \) and \( K_2^\mu = k^\mu = x p^\mu + k^\mu_1 \), for which this replacement is inaccurate, because it would lead to non-vanishing invariant \( s_2 = (K_2 - p_A)^2 \) while it does vanish for \( K_1^\mu = 0 \). For the purpose of finding expressions of the master integrals, this is only an issue when \( K_1^\mu = 0 \), because the expression for \( K_1^\mu \neq 0 \) and \( K_2^\mu = k^\mu \) is equivalent to the one for \( K_1^\mu = 0 \) and \( K_2^\mu \neq k^\mu \).

In order to find the expressions for \( \Lambda \to \infty \), we can simply take the expressions for the integrals of the type of Eq. (137) from literature, and take the limit in these. For example, for the kinematical situation in which \( K_3 \) and \( K_4 \) are both light-like while \( p_A + K_1 \) and \( K_2 - p_A \) are not, we recognize that

\[
I = \Lambda \text{Box}_4(s_3, s_4, s_{12}, s_{23}) , \quad (138)
\]
with
\[ s_3 = (p_A + K_1)^2 \rightarrow 2\Lambda p \cdot K_1 \quad , \quad s_4 = (K_2 - p_A) \rightarrow -2\Lambda p \cdot K_2 \]
\[ s_{12} = (K_1 + K_2)^2 \quad , \quad s_{23} = (K_2 + K_3 - p_A)^2 \rightarrow -2\Lambda p \cdot (K_2 + K_3) \quad , \]
\[ (139) \]
and where Box_4 refers to box integral number 4 in the classification of [33], i.e. formula (4.23) in that publication:
\[
\text{Box}_4(s_3, s_4, s_{12}, s_{23}) = 1/(s_{12}s_{23}) \\
\times \left\{ \frac{2}{\varepsilon^2} \left[ \left( \frac{-s_{12}}{\mu^2} \right)^{-\varepsilon} + \left( \frac{-s_{23}}{\mu^2} \right)^{-\varepsilon} - \left( \frac{-s_3}{\mu^2} \right)^{-\varepsilon} - \left( \frac{-s_4}{\mu^2} \right)^{-\varepsilon} + \frac{1}{2} \left( \frac{-s_3}{\mu^2} \right)^{-\varepsilon} \left( \frac{-s_4}{\mu^2} \right)^{-\varepsilon} \left( \frac{\mu^2}{-s_{12}} \right)^{-\varepsilon} \right] \\
- 2\text{Li}_2 \left( 1 - \frac{s_3}{s_{23}} \right) - 2\text{Li}_2 \left( 1 - \frac{s_4}{s_{23}} \right) - \ln^2 \left( \frac{-s_{12}}{-s_{23}} \right) \right\} + O(\varepsilon). \quad (140) \]

This procedure has been performed for all non-equivalent boxes and triangles, and the results are given below.

### 8.1 Triangles

Consider the triangle integral
\[
\begin{align*}
\text{p}_A + K_1 & \quad \rightarrow \quad -\text{p}_A + K_2 \\
& \quad \text{K}_3 \\
\end{align*}
\]
\[ = \int [d\ell] \frac{\Lambda}{\ell^2 (\ell + p_A + K_1)^2 (\ell - K_3)^2} , \quad (141) \]

The external momenta are incoming, and we have
\[ K_1^\mu + K_2^\mu + K_3^\mu = 0 \quad . \quad (142) \]

We introduce the notation
\[ s_3 = K_3^2 \quad , \quad \sigma_1 = 2p \cdot K_1 \quad , \quad \sigma_2 = -2p \cdot K_2 \quad . \quad (143) \]

The variables \( \sigma_1 \) give the leading term in \( \Lambda \) of the external invariants, for example \((-\Lambda p + K_2)^2 = \Lambda \sigma_2 + O(\Lambda^0)\). By convention, momenta indicated with a capital \( K \) are not specified to be light-like or not. All non-equivalent possibilities are depicted in Fig. [10] and their expressions are given below, up to and including \( O(\varepsilon^0) \) and \( O(\Lambda^0) \). We replace \( p_A \) with \( \Lambda p \), which is correct up to sub-leading powers of \( \Lambda \). The first one with \( K_1 = 0 \) and \((K_2 - p_A)^2 = 0\) is the anomalous triangle of Eq. (52). Abreviating
\[ \lambda = \ln \Lambda \quad , \quad (144) \]
Figure 10: All possible triangle master integrals with one linear denominator. Momenta with a “p” are light-like, momenta with a “k” are not light-like, while the momenta with a “K” can be either. We write $p_{A'}$ instead of $k - p_A$ to highlight that this momentum is light-like. The number in the labels corresponds to the classification of [33], and F stands for “finite”.

we find for the others

\[
\text{Tri}_{b1}(\sigma_2) = \frac{1}{\sigma_2} \left( \frac{-\mu^2}{\Lambda \sigma_2} \right) \frac{\epsilon}{\varepsilon^2} \frac{1}{\varepsilon^2}
= \frac{1}{\sigma_2} \left\{ \frac{\lambda^2}{2} + \lambda \ln \left( \frac{\sigma_2}{-\mu^2} \right) - \frac{\lambda}{\varepsilon} + \frac{1}{\varepsilon^2} - \frac{1}{\varepsilon} \ln \left( \frac{\sigma_2}{-\mu^2} \right) + \frac{1}{2} \ln^2 \left( \frac{\sigma_2}{-\mu^2} \right) \right\}
\]

(145)

\[
\text{Tri}_{c2}(\sigma_2, s_3) = \frac{1}{\sigma_2} \left\{ \left( \frac{-\mu^2}{\Lambda \sigma_2} \right) \frac{\epsilon}{\varepsilon^2} - \left( \frac{-\mu^2}{s_3} \right) \frac{\epsilon}{\varepsilon^2} \right\}
= \frac{1}{\sigma_2} \left\{ \frac{\lambda^2}{2} + \lambda \ln \left( \frac{\sigma_2}{-\mu^2} \right) - \frac{\lambda}{\varepsilon} - \frac{1}{\varepsilon} \ln \left( \frac{\sigma_2}{s_3} \right) + \frac{1}{2} \ln \left( \frac{\sigma_2}{s_3} \right) \ln \left( \frac{\sigma_2 s_3}{(-\mu^2)^2} \right) \right\}
\]

(146)

\[
\text{Tri}_{d2}(\sigma_1, \sigma_2) = \frac{1}{\sigma_1 - \sigma_2} \left\{ \ln \Lambda - \frac{1}{\varepsilon^2} \ln \left( \frac{\sigma_1}{\sigma_2} \right) + \frac{1}{2} \ln \left( \frac{\sigma_1}{\sigma_2} \right) \ln \left( \frac{\sigma_1 \sigma_2}{(-\mu^2)^2} \right) \right\}
\]

(147)

\[
\text{Tri}_{eF}(\sigma_1, \sigma_2, s_3) = \frac{1}{\sigma_1 - \sigma_2} \left\{ \ln \Lambda \ln \left( \frac{\sigma_1}{\sigma_2} \right) + 2 \text{Li}_2 \left( 1 - \frac{\sigma_2}{\sigma_1} \right) + \ln \left( \frac{\sigma_1}{\sigma_2} \right) \ln \left( \frac{\sigma_1}{s_3} \right) \right\}
\]

(148)

The last one can for example be found starting from (40) in [34] with $m_1 \to \infty$. Here, and in the following, we assume the analytical continuation as in [35] with the interpretation

\[
s_i \to -s_i - i\eta \quad , \quad \sigma_i \to -\sigma_i - i\eta \quad , \quad -\mu^2 \to \mu^2 ,
\]

(149)

with positive $\eta$ and positive $\mu^2$. For a logarithm, this means for example

\[
\ln \left( \frac{\sigma_1 \sigma_2}{-\mu^2 s_3} \right) \to \ln \left( -\frac{\sigma_1 + i\eta}{\mu^2} \right) + \ln \left( -\frac{\sigma_2 + i\eta}{\mu^2} \right) - \ln \left( -\frac{s_3 + i\eta}{\mu^2} \right) .
\]

(150)
Notice that Tri\(_{\text{eF}}\) is symmetric in \(\sigma_1, \sigma_2\), which can be seen by applying the relation

\[
\text{Li}_2(1-x) = -\text{Li}_2 \left(1 - \frac{1}{x} \right) - \frac{1}{2} \ln^2(x) .
\] (151)

This relation, together with \(\text{Li}_2(1) = \frac{\pi^2}{6}\), is also applied when \(x \propto \Lambda\).

### 8.2 Boxes

Consider the box integral

\[
\int [d\ell] \frac{\Lambda}{\ell^2 (\ell + pA + K_1)^2 (\ell - K_3 - K_4)^2 (\ell - K_4)^2} ,
\] (152)

The external momenta are incoming, and we have

\[
K^\mu_1 + K^\mu_2 + K^\mu_3 + K^\mu_4 = 0 .
\] (153)

We introduce the notation

\[
s_3 = K^2_3 , \quad s_4 = K^2_4 , \quad s_{34} = (K_3 + K_4)^2 = (K_1 + K_2)^2 , \quad 
\sigma_1 = 2p \cdot K_1 , \quad \sigma_2 = -2p \cdot K_2 , \quad \sigma_{14} = 2p \cdot (K_1 + K_4) .
\] (154)

Here we present the expression for all non-equivalent kinematical situations given in Fig. [1].

We replace \(pA\) with \(\Lambda p\), which is correct up to subleading powers of \(\Lambda\), except in the first three boxes (a1, a2, a4). All expressions are derived from those in [33], except the one for Box\(_{\text{eF}}\), which was derived from the relevant expression in [34]. Notice that only the first three boxes depend on \(\log \Lambda\).

\[
\text{Box}_{a1}(k^2_1, \sigma_{14}) = \frac{1}{\sigma_{14} k^2_1} \left\{ \frac{-2\lambda}{\epsilon} + 2\lambda \ln \left(\frac{k^2_1}{-\mu^2}\right) + \frac{4}{\epsilon^2} - 2\ln \left(\frac{k^2_1}{-\mu^2}\right) - 2\ln \left(\frac{\sigma_{14}}{-\mu^2}\right) \right. \\
- \pi^2 + 2\ln \left(\frac{k^2_1}{-\mu^2}\right) \ln \left(\frac{\sigma_{14}}{-\mu^2}\right) \right\} \\
= \frac{1}{\sigma_{14} k^2_1} \left\{ \left(\frac{-\mu^2}{k^2_1}\right)^\epsilon \left[ \frac{4}{\epsilon} - 2\ln \left(\frac{\Lambda \sigma_{14}}{k^2_1 s_4}\right) \right] - \pi^2 \right\} 
\] (155)

\[
\text{Box}_{a2}(s_4, k^2_1, \sigma_{14}) = \frac{1}{\sigma_{14} k^2_1} \left\{ \frac{-2\lambda}{\epsilon} + 2\lambda \ln \left(\frac{k^2_1}{-\mu^2}\right) + \frac{2}{\epsilon^2} - 2\ln \left(\frac{k^2_1}{-\mu^2}\right) - 2\ln \left(\frac{\sigma_{14}}{s_4}\right) \right. \\
- \frac{2\pi^2}{3} + 2\text{Li}_2 \left(1 - \frac{k^2_1}{s_4}\right) + \ln^2 \left(\frac{k^2_1}{-\mu^2}\right) + 2\ln \left(\frac{k^2_1}{-\mu^2}\right) \ln \left(\frac{\sigma_{14}}{s_4}\right) \right\} \\
= \frac{1}{\sigma_{14} k^2_1} \left\{ \left(\frac{-\mu^2}{k^2_1}\right)^\epsilon \left[ \frac{2}{\epsilon} - 2\ln \left(\frac{\Lambda \sigma_{14}}{s_4}\right) \right] + 2\text{Li}_2 \left(1 - \frac{k^2_1}{s_4}\right) - \frac{2\pi^2}{3} \right\} 
\] (156)
Figure 11: All possible box master integrals with one linear denominator. Momenta with a “p” are light-like, momenta with a “k” are not light-like, while the momenta with a “K” can be either. We write $p_A'$ instead of $k - p_A$ in the first three boxes to highlight that this momentum is light-like. The number in the labels corresponds to the classification of [33], and F stands for “finite”.

\[
\text{Box}_{a4}(s_3, s_4, k_1^2, \sigma_{14}) = \frac{1}{\sigma_{14}k_1^2} \left\{ \frac{-2\lambda}{\varepsilon} + 2\ln \left( \frac{k_1^2}{-\mu^2} \right) + \frac{1}{\varepsilon^2} - \frac{1}{\varepsilon} \ln \left( \frac{k_1^2}{-\mu^2} \right) - \frac{1}{\varepsilon} \ln \left( \frac{\sigma_{14}^2}{s_3s_4} \right) \right. \\
+ \frac{1}{2} \ln^2 \left( \frac{k_1^2}{-\mu^2} \right) + \ln \left( \frac{k_1^2}{-\mu^2} \right) \ln \left( \frac{\sigma_{14}^2}{s_3s_4} \right) - \frac{1}{2} \ln^2 \left( \frac{s_3}{s_4} \right) - \frac{2\pi^2}{3} \left. \right\} \\
= \frac{1}{\sigma_{14}k_1^2} \left\{ \frac{-\mu^2}{k_1^2} \right\} \left[ \frac{1}{\varepsilon^2} - \frac{1}{\varepsilon} \ln \left( \frac{\Lambda_{14}^2\sigma_{14}^2}{s_3s_4} \right) \right. - \frac{1}{2} \ln^2 \frac{s_3}{s_4} - \frac{2\pi^2}{3} \right\} \quad (157)
\]

\[
\text{Box}_{b2}(\sigma_2, s_34, \sigma_{14}) = \frac{1}{\sigma_{14}s_{34}} \left\{ \frac{2}{\varepsilon^2} - \frac{2}{\varepsilon} \ln \left( \frac{s_{34}\sigma_{14}}{-\mu^2\sigma_2} \right) \right. \\
- 2\text{Li}_2 \left( 1 - \frac{\sigma_2}{\sigma_{14}} \right) + \ln \left( \frac{s_{34}\sigma_{14}}{-\mu^2\sigma_2} \right) \left. \right\} \quad (158)
\]

\[
\text{Box}_{b3}(\sigma_2, s_4, s_{34}, \sigma_{14}) = \\
\frac{1}{\sigma_{14}s_{34} - \sigma_2s_{34}} \left\{ \frac{1}{\varepsilon} \ln \left( \frac{\sigma_2s_4}{\sigma_{14}s_{34}} \right) - 2\text{Li}_2 \left( 1 - \frac{\sigma_2}{\sigma_{14}} \right) - 2\text{Li}_2 \left( 1 - \frac{s_4}{s_{34}} \right) + 2\text{Li}_2 \left( 1 - \frac{\sigma_2s_4}{\sigma_{14}s_{34}} \right) \right. \\
- \ln \left( \frac{\sigma_2}{\sigma_{14}} \right) \ln \left( \frac{s_{34}^2}{(-\mu^2)^2} \right) + \ln^2 \left( \frac{s_{34}}{-\mu^2} \right) - \ln^2 \left( \frac{s_4}{-\mu^2} \right) \left. \right\} \quad (159)
\]

\[
\text{Box}_{b4}(\sigma_2, s_3, s_{34}, \sigma_{14}) = \frac{1}{\sigma_{14}s_{34}} \left\{ \frac{1}{\varepsilon^2} + \frac{1}{\varepsilon} \ln \left( \frac{-\mu^2\sigma_2s_3}{\sigma_{14}s_{34}^2} \right) + \frac{\pi^2}{3} + 2\text{Li}_2 \left( 1 - \frac{s_{34}}{s_3} \right) \right. \\
+ 2 \ln \left( \frac{\sigma_{14}s_{34}}{\sigma_2s_3} \right) \ln \left( \frac{s_{34}}{-\mu^2} \right) + \frac{1}{2} \ln^2 \left( \frac{\sigma_2s_3}{\sigma_{14}s_{34}} \right) \left. \right\} \quad (160)
\]

\[
\text{Box}_{b5}(\sigma_2, s_3, s_4, s_{34}, \sigma_{14}) = \frac{1}{\sigma_{14}s_{34} - \sigma_2s_{34}} \left\{ \frac{1}{\varepsilon} \ln \left( \frac{\sigma_2s_4}{\sigma_{14}s_{34}} \right) + 2\text{Li}_2 \left( 1 - \frac{\sigma_2s_4}{\sigma_{14}s_{34}} \right) \right. \\
- \ln \left( \frac{\sigma_2s_4}{\sigma_{14}s_{34}} \right) \left[ \ln \left( \frac{s_{34}}{-\mu^2} \right) + \frac{1}{2} \ln \left( \frac{\sigma_{14}s_{34}}{\sigma_2s_{34}} \right) \right] \left. \right\} \quad (161)
\]

\[
\text{Box}_{c4}(\sigma_1, \sigma_2, s_34, \sigma_{14}) = \\
\frac{1}{\sigma_{14}s_{34}} \left\{ \frac{1}{\varepsilon^2} - \frac{1}{\varepsilon} \ln \left( \frac{s_{34}\sigma_{14}^2}{-\mu^2\sigma_1\sigma_2} \right) - 2\text{Li}_2 \left( 1 - \frac{\sigma_1}{\sigma_{14}} \right) - 2\text{Li}_2 \left( 1 - \frac{\sigma_2}{\sigma_{14}} \right) \right. \\
+ \frac{1}{2} \ln^2 \left( \frac{s_{34}}{-\mu^2} \right) - \frac{1}{2} \ln^2 \left( \frac{\sigma_1}{\sigma_2} \right) + \ln \left( \frac{s_{34}}{-\mu^2} \right) \ln \left( \frac{\sigma_{14}^2}{\sigma_1\sigma_2} \right) \left. \right\} \quad (162)
\]

\[
\text{Box}_{c5}(\sigma_1, \sigma_2, s_3, s_{34}, \sigma_{14}) = \\
\frac{1}{s_{34}\sigma_{14} - s_4\sigma_2} \left\{ \frac{1}{\varepsilon} \ln \left( \frac{s_4\sigma_2}{s_{34}\sigma_{14}} \right) + 2\text{Li}_2 \left( 1 - \frac{\sigma_{14}}{\sigma_2} \right) - 2\text{Li}_2 \left( 1 - \frac{s_4}{s_{34}} \right) \right. \\
+ 2\text{Li}_2 \left( 1 - \frac{s_4\sigma_2}{s_{34}\sigma_{14}} \right) + \ln \left( \frac{s_4\sigma_2}{s_{34}\sigma_{14}} \right) \left[ \frac{1}{2} \ln \left( \frac{s_4s_{34}}{\sigma_2\sigma_{14}} \right) - \ln \left( \frac{s_{34}\sigma_{14}s_4}{-\mu^2\sigma_1\sigma_2} \right) \right] \left. \right\} \quad (163)
\]
Box_{c\ell}(\sigma_1, \sigma_2, s_3, s_4, s_{34}, \sigma_{14}) = \frac{-1}{a(x_1 - x_2)} \left\{ \ln \left( \frac{x_1}{x_2} \right) \left[ \frac{1}{2} \ln(x_1 x_2) - \ln \left( \frac{\sigma_{13} s_{34}}{\sigma_{14} s_{34}} \right) \right] + \text{Li}_2 \left( 1 - x_1 \frac{s_3}{s_{34}} \right) - \text{Li}_2 \left( 1 - x_2 \frac{s_3}{s_{34}} \right) + \text{Li}_2 \left( 1 - x_1 \frac{s_{14}}{s_1} \right) - \text{Li}_2 \left( 1 - x_2 \frac{s_{14}}{s_1} \right) \right\} \quad (164)

with

\{-x_1, -x_2\} \quad \text{solutions to} \quad ax^2 + bx + c = 0 \quad , \quad (165)

where

a = \sigma_{14} s_3 \quad , \quad b = \sigma_{14} s_{34} + \sigma_1 s_3 - \sigma_2 s_4 \quad , \quad c = \sigma_2 s_{34} \quad , \quad (166)

9 Summary

Factorization prescriptions that allow for perturbative QCD calculations for hadron scattering should preferably do so beyond leading order. This implies the possibility to calculate one-loop amplitudes for the partonic cross section. This issue was addressed regarding factorization prescriptions that assign a non-vanishing transverse momentum to the initial-state partons. In particular, a regularization was studied that deals with the divergencies occurring due to linear propagator denominators in the loop integrals. It respects gauge invariance, is manifestly Lorentz covariant, and allows for practical calculations for arbitrary partonic processes.
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A Solutions to the cut equations following OPP

In this appendix, we follow the notation of [28]. We consider boxes and triangles

\[ I_4 = \int \frac{d^{4-2\epsilon} q}{(q + p_0)^2(q + p_1)^2(q + p_2)^2(q + p_3)^2}, \quad I_3 = \int \frac{d^{4-2\epsilon} q}{(q + p_0)^2(q + p_1)^2(q + p_2)^2}. \]  

(167)

The letter \( k \) is now reserved for the momenta \( k_i = p_i - p_0 \). We determine the coefficients \( \bar{x}_1^0, \bar{x}_2^0, \bar{x}_3^\pm, \bar{x}_4^\pm \) and vectors \( \bar{\ell}_1, \bar{\ell}_2, \bar{\ell}_3, \bar{\ell}_4 \) in the solutions

\[ q^\mu = -p_0^\mu + \ell^\mu, \quad \ell^\mu = \bar{x}_1^0 \bar{\ell}_1 + \bar{x}_2^0 \bar{\ell}_2 + \bar{x}_3^\pm \bar{\ell}_3 + \bar{x}_4^\pm \bar{\ell}_4 \]  

(168)

to the cut equations

\[
(q + p_0)^2 = (q + p_1)^2 = (q + p_2)^2 = (q + p_3)^2 = 0, \\
(q + p_0)^2 = (q + p_1)^2 = (q + p_2)^2 = 0,
\]

(169)

for the case that one \( p_i \) is proportional to \( \Lambda \) for \( \Lambda \to \infty \), or two of them in case of the box. The bar over the quantities indicates that they are the finite result in this limit. The momentum \( p \) without subscript still refers to the direction of the off-shell gluon.

A.1 Box with \( p_3 = \Lambda p + p'_3 \)

One is of course free to choose how to number the denominators. This choice for the divergent momentum is particularly convenient. It does not influence the formulas for the light-like vectors \( \ell_i \), nor the coefficients \( x_1^0 = \bar{x}_1^0, x_2^0 = \bar{x}_2^0 \) in formula (3.7) of [28]. Only the expressions for \( A,B \) in formula (3.9) change. Writing \( k_3 = \Lambda p + k'_3 \) and taking \( \Lambda \to \infty \), we find

\[ A \to \frac{p \cdot \bar{\ell}_3}{p \cdot \bar{\ell}_4}, \quad B \to \frac{p \cdot k_3 - x_1^0 (p \cdot \ell_1) - x_2^0 (p \cdot \ell_2)}{p \cdot \ell_4}. \]  

(170)

The coefficients \( \bar{x}_3^\pm, \bar{x}_4^\pm \) then follow from the quadratic equation with the value for \( A,B \) above.

A.2 Box or triangle with \( p_1 = \Lambda p + p'_1 \)

We need to determine the light-like vectors \( \ell_i \) keeping relevant orders of \( \Lambda \). We get

\[
\gamma \to 2\Lambda p \cdot k_2, \quad \alpha_1 \to \frac{p \cdot k_1}{p \cdot k_2}, \quad \alpha_2 \to \frac{k_2^2}{2\Lambda p \cdot k_2}, \quad \beta \to 1
\]

\[ \ell_1^\mu \to \Lambda \bar{\ell}_1^\mu = \Lambda p^\mu, \quad \ell_2^\mu \to \bar{\ell}_2^\mu = k_2^\mu - \frac{k_2^2}{2p \cdot k_2} p^\mu \]

\[ \ell_3^\mu \to \sqrt{\Lambda} \bar{\ell}_3 = \sqrt{\Lambda} \langle p | y^\mu | \bar{\ell}_2 \rangle, \quad \ell_4^\mu \to \sqrt{\Lambda} \bar{\ell}_4 = \sqrt{\Lambda} \langle \bar{\ell}_2 | y^\mu | p \rangle
\]  

(171)
The coefficients $\bar{x}_{0,1,2}$ follow from

$$x_0^0 \rightarrow \frac{\bar{x}_0^0}{\Lambda} = \frac{d_2 - d_0 + k_2^\mu p_1^\mu / p_2^\mu}{2\Lambda p_1 \cdot p_2}, \quad x_2^0 \rightarrow \frac{\bar{x}_2^0}{\Lambda} = \frac{p_1^\mu k_1^\mu}{p_1 \cdot k_2}$$

(172)

while the quadratic equation for the others has parameters

$$A \rightarrow -\frac{k_3 \cdot \ell_3}{k_3 \cdot \ell_4}, \quad B \rightarrow \frac{d_3 - d_0 - 2\bar{x}_0^0(k_3 \cdot \ell_1) - 2\bar{x}_0^0(k_3 \cdot \ell_2)}{\sqrt{\Lambda}(k_3 \cdot \ell_4)}, \quad C \rightarrow \frac{\bar{x}_0^0 \bar{x}_2^0}{4\Lambda},$$

(173)

so that the solutions behave as

$$x_{3,4}^\pm \rightarrow \frac{\bar{x}_{3,4}^\pm}{\sqrt{\Lambda}}.$$

(174)

For the three-point coefficients, we find

$$x_{3k}^\pm \rightarrow \frac{\bar{x}_{3k}^\pm}{\sqrt{\Lambda}} = \pm \frac{\sqrt{\bar{x}_1^0 \bar{x}_2^0} e^{-i\pi/k}}{2\sqrt{\Lambda}}, \quad x_{4k}^\pm \rightarrow \frac{\bar{x}_{4k}^\pm}{\sqrt{\Lambda}} = \pm \frac{\sqrt{\bar{x}_1^0 \bar{x}_2^0} e^{i\pi/k}}{2\sqrt{\Lambda}}.$$

(175)

### A.3 Box with $p_1 = \Lambda p + p'_1$ and $p_3 = \Lambda p + p'_3$

For this case, the scalar integral is well-defined, but the solutions to the cut equations, however, diverge. Putting the divergent $k_3^\mu$ into (173), we see that one of the solutions $x_{3,4}^\pm$ vanishes while the other, say $x_3^+$ and $x_4^-$, behaves as $O(\sqrt{\Lambda})$, so

$$(q_0^+)^\mu = -p_0^\mu + \bar{x}_1^0 p_1^\mu + \bar{x}_2^0 \ell_2^\mu + \Lambda \bar{x}_3^+ \ell_3^\mu,$$

$$(q_0^-)^\mu = -p_0^\mu + \bar{x}_1^0 p_1^\mu + \bar{x}_2^0 \ell_2^\mu + \Lambda \bar{x}_4^- \ell_4^\mu.$$

(176)

This reflects the fact that for the linear denominators at $\Lambda \rightarrow \infty$, there is no common solution with $p_1 \cdot (q + p'_1) = p_1 \cdot (q + p'_3) = 0$, because this implies $p_1 \cdot (p'_1 - p'_3) = 0$ which is not necessarily true. Indeed, as already stated in the main text with Eq. (104), the box with two $\Lambda$-dependent denominators is not a master integral, and can be written as a linear combination of triangles.

### B Solutions to the cut equations following EGK

In this appendix, we follow the notation of [29]. We consider the box

$$I_4 = \int \frac{d^{4-2\epsilon} \ell}{(\ell + K_0)^2 (\ell + K_1)^2 (\ell + K_2)^2 (\ell + K_3)^2}$$

(177)

and corresponding triangles and bubbles with fewer denominators. We determine the solutions to the cut equations if one of the denominators depends on $\Lambda$ for $\Lambda \rightarrow \infty$. We will need the following combinations of denominator momenta:

$$k_1^\mu = K_1^\mu - K_0^\mu, \quad k_2^\mu = K_2^\mu - K_1^\mu, \quad k_3^\mu = K_3^\mu - K_2^\mu.$$
Also, we will need the generalized Kronecker delta
\[
\delta^{q_1q_2}_{k_1k_2} = (q_1 \cdot k_1)(q_2 \cdot k_2) - (q_1 \cdot k_2)(q_2 \cdot k_1)
\] (179)
and
\[
\delta^{q_1q_2q_3}_{k_1k_2k_3} = (q_1 \cdot k_1)(q_2 \cdot k_2)(q_3 \cdot k_3) - (q_1 \cdot k_2)(q_2 \cdot k_3)(q_3 \cdot k_1) - (q_1 \cdot k_3)(q_2 \cdot k_1)(q_3 \cdot k_2) + (q_1 \cdot k_3)(q_2 \cdot k_2)(q_3 \cdot k_1) - (q_1 \cdot k_1)(q_2 \cdot k_1)(q_3 \cdot k_3)
\] (180)
with the understanding that replacing \( q_i \) with \( \mu \) in the delta-symbol means replacing \( q_i \cdot k_j \) with \( k_j^\mu \) everywhere in the expression.

**B.1 Box with \( K_3 = \Lambda p + K'_3 \)**

The solutions to the cut equations
\[(\ell + K_0)^2 = (\ell + K_1)^2 = (\ell + K_2)^2 = (\ell + K_3)^2 = 0\] (181)
are written in the form
\[\ell^\mu = -K_0 + V_4^\mu + \alpha_1 n_1^\mu\] (182)
where
\[V_4^\mu = -\frac{k_1^2}{2} v_1^\mu - \frac{k_2^2 + 2k_2 \cdot k_1}{2} v_2^\mu - \frac{k_3^2 + 2k_3 \cdot (k_2 + k_1)}{2} v_3^\mu\] (183)
and
\[v_1^\mu = \frac{1}{\Delta} \delta^{uk_1k_2k_3}_{k_1k_2k_3}, \quad v_2^\mu = \frac{1}{\Delta} \delta^{k_1uk_3}_{k_2k_3}, \quad v_3^\mu = \frac{1}{\Delta} \delta^{k_1k_2u}_{k_3k_3}, \quad n_1^\mu = \frac{1}{\sqrt{\Delta}} \epsilon^{uk_1k_2k_3}_1,\] (184)
where \( \epsilon \) denotes the Levi-Ceva symbol and
\[\Delta = \delta^{k_1k_2k_3}_{k_1k_2k_3}.\] (185)

With this parametrization, the cut equations reduce to
\[\alpha_1^2 = -V_4 \cdot V_4,\] (186)
which has two solutions for \( \alpha_1 \). For \( k_3 = \Lambda p + k'_3 \) we find to leading power in \( \Lambda \)
\[
\delta^{uk_1k_2k_3}_{k_1k_2k_3} = \frac{\Lambda^2}{4} \left[ -k_1^\mu \sigma_2^2 + k_2^\mu \sigma_1 \sigma_2 + 2p^\mu ((k_1 \cdot k_2) \sigma_2 - s_2 \sigma_1) \right]
\]
\[
\delta^{k_1uk_2k_3}_{k_1k_2k_3} = \frac{\Lambda^2}{4} \left[ k_1^\mu \sigma_1 \sigma_2 - k_2^\mu \sigma_1^2 + 2p^\mu ((k_1 \cdot k_2) \sigma_1 - s_1 \sigma_2) \right]
\]
\[
\delta^{k_1k_2u}_{k_1k_2k_3} = \frac{\Lambda}{2} \left[ k_1^\mu ((k_1 \cdot k_2) \sigma_2 - s_2 \sigma_1) + k_2^\mu ((k_1 \cdot k_2) \sigma_1 - s_1 \sigma_2) + 2p^\mu (s_1 s_2 - (k_1 \cdot k_2)^2) \right]
\]
\[
\epsilon^{uk_1k_2k_3} = \Lambda \epsilon^{uk_1k_2p}
\]
\[\Delta = -\frac{\Lambda^2}{4} (\sigma_2 k_1 - \sigma_1 k_2) \cdot (\sigma_2 k_1 - \sigma_1 k_2)\] (187)
where we denote
\[ s_i = k_i^2, \quad \sigma_i = 2p_i. \]  
(188)

Taking into account also that, to leading order in \( \Lambda \),
\[
k_3^2 + 2k_3 \cdot (k_2 + k_1) = \Lambda (\sigma_3 + \sigma_2 + \sigma_1),
\]
we see that \( V_4^\mu, n_1^\mu \), and thus the solutions to the cut equations, are finite and well-defined for \( \Lambda \to \infty \).

**B.1.1 Box with \( K_3 = \Lambda p + K'_3 \) and \( K_2 = \Lambda p + K'_2 \)**

If two denominator momenta depend on \( \Lambda \), we see that
\[
\delta_1^{\mu k_2 k_3} = O(\Lambda^2), \quad \delta_{1 k_1 k_2 k_3}^{\mu k_3} = O(\Lambda^2), \quad \delta_{k_1 k_2 k_3}^{k_1 k_2} = O(\Lambda), \quad e_{\mu k_1 k_2 k_3} = O(\Lambda),
\]
\[
\Delta = O(\Lambda^2), \quad k_3^2 + 2k_2 \cdot k_1 = O(\Lambda), \quad k_3^2 + 2k_3 \cdot (k_k + k_1) = O(\Lambda),
\]
(190)
and we see that now \( V_4^\mu \) diverges with \( \Lambda \).

**B.2 Triangle with \( K_2 = \Lambda p + K'_2 \)**

The solutions to the cut equations
\[
(\ell + K_0)^2 = (\ell + K_1)^2 = (\ell + K_2)^2 = 0
\]
(191)
are written in the form
\[
\ell^\mu = -K_0^\mu + V_3^\mu + \alpha_1 n_1^\mu + \alpha_2 n_2^\mu
\]
(192)
where
\[
V_3^\mu = -\frac{k_1^2}{2} v_1^\mu - \frac{k_2^2 + 2k_2 \cdot k_1}{2} v_2^\mu
\]
(193)
and
\[
v_1^\mu = \frac{1}{\Delta} \delta^{\mu k_2}_{k_1 k_2}, \quad v_2^\mu = \frac{1}{\Delta} \delta^{k_1 k_2}_{k_1 k_2}, \quad \Delta = \delta^{k_1 k_2}_{k_1 k_2}.
\]
(194)

The vectors \( n_1^\mu, n_2^\mu \) must be constructed such that
\[
n_1 \cdot n_j = 0, \quad n_i \cdot n_j = \delta_{ij}.
\]
(195)

With this parametrization, the cut equations reduce to
\[
\alpha_1^2 + \alpha_2^2 = -V_3 \cdot V_3, \quad (196)
\]
which has an infinite set of solutions for \( \alpha_1, \alpha_2 \). Setting \( k_2 = \Lambda p + k'_2 \), we find to leading power in \( \Lambda \)
\[
\delta^{\mu k_2}_{k_1 k_2} = \frac{\Lambda^2}{2} \left[ -p^\mu \sigma_1 \right], \quad \delta^{k_1 k_2}_{k_1 k_2} = \frac{\Lambda}{2} \left[ -k_1^\mu \sigma_1 + 2p^\mu s_1 \right]
\]
\[
\Delta = -\frac{\Lambda^2}{4} \sigma_1^2, \quad k_3^2 + 2k_2 \cdot k_1 = \Lambda (\sigma_2 + \sigma_1).
\]
(197)
So the vector \( V_3^\mu \) is finite and well-defined in the limit \( \Lambda \to \infty \). The vectors \( n_1^\mu, n_2^\mu \) can be constructed without complications such that they are orthogonal to both \( k_1^\mu \) and \( p^\mu \).
### B.3 Bubble with $K_1 = \Lambda p + K'_1$

The solutions to the cut equations

$$ (\ell + K_0)^2 = (\ell + K_1)^2 = 0 $$

are written in the form

$$\ell^\mu = -K_0^\mu - \frac{1}{2} K_i^\mu + \alpha_1 n_i^\mu + \alpha_2 n_2^\mu + \alpha_3 n_3^\mu$$

(199)

where the vectors $n_1^\mu, n_2^\mu, n_3^\mu$ must be constructed such that

$$ n_i \cdot k_1 = 0, \quad n_i \cdot n_j = \delta_{ij}. $$

(200)

With this parametrization, the cut equations reduce to

$$ \alpha_1^2 + \alpha_2^2 + \alpha_3^2 = -\frac{k_1 \cdot k_1}{4}, $$

(201)

which has and infinite set of solutions for $\alpha_1, \alpha_2, \alpha_3$. Setting $k_1 = \Lambda p + k'_1 = \Lambda p + K'_1 - K_0$, we find

$$\ell^\mu = -\frac{\Lambda}{2} p^\mu + \sqrt{\Lambda} [\bar{\alpha}_1 n_1^\mu + \bar{\alpha}_2 n_2^\mu + \bar{\alpha}_3 n_3^\mu] - \frac{1}{2} (K_0 + K'_1)^\mu, $$

(202)

where $\bar{\alpha}_1, \bar{\alpha}_2, \bar{\alpha}_3$ are solutions to the equation

$$ \bar{\alpha}_1^2 + \bar{\alpha}_2^2 + \bar{\alpha}_3^2 = -\frac{p \cdot k'_1}{2} - \frac{k'_1 \cdot k'_1}{4\Lambda}. $$

(203)

So we see that for this case, the solutions $\ell$ to the cut equations diverge for $\Lambda \to \infty$.

### C Decomposition of boxes with two $\Lambda$-dependent denominators

In the following we calculate a few examples of box integrals with two $\Lambda$-dependent denominators, and show that they can be written as a linear combination of triangle integrals. The general box looks like

$$ \int [d\ell] \frac{\Lambda^2}{\ell^2 (\ell + \Lambda p + K_1)^2 (\ell + \Lambda p + K_1 + K_2)^2 (\ell - K_4)^2}. $$

(204)

The external momenta are incoming, and we have

$$ K_1^\mu + K_2^\mu + K_3^\mu + K_4^\mu = 0. $$

(205)
We introduce the notation
\[ s_2 = K_2^2 \quad , \quad s_4 = K_4^2 \]
\[ \sigma_1 = 2p \cdot K_1 \quad , \quad \sigma_2 = 2p \cdot K_2 \quad , \quad \sigma_3 = -2p \cdot K_3 \quad , \quad \sigma_4 = 2p \cdot K_4 \quad , \]
\[ \sigma_{12} = \sigma_1 + \sigma_2 \quad , \quad \sigma_{14} = \sigma_1 + \sigma_4 \quad . \]

Although \( \sigma_2, \sigma_4 \) do not correspond to the leading behavior in \( \Lambda \) of external invariants, they will prove to be useful, for example in the following identities implied by momentum conservation:
\[ \sigma_1 + \sigma_2 - \sigma_3 + \sigma_4 = 0 \quad , \quad \sigma_{12}\sigma_{14} - \sigma_1\sigma_3 = \sigma_2\sigma_4 \quad . \]

**No \( K_i \) light-like**

For the case in which none of the momenta \( K_i \) are light-like, we find from (41) in \([34]\)
\[ \text{Box}_{df} = \frac{1}{\sigma_2\sigma_4} \left\{ 2L_{12} \left( 1 - \frac{\sigma_1\sigma_3}{\sigma_{12}\sigma_{14}} \right) - \ln \left( \frac{\sigma_1\sigma_3}{\sigma_{12}\sigma_{14}} \right) \ln \left( \frac{\Lambda^2\sigma_{14}\sigma_{12}}{s_2s_4} \right) \right\} \quad . \]

Consider relation (2.7) from \([33]\) with \( p^2 = \sigma_1, \ Q^2 = \sigma_3, \ s = \sigma_{12}, \ t = \sigma_{14}, \) so that
\[ a = \frac{\sigma_1 + \sigma_3 - \sigma_{12} - \sigma_{14}}{\sigma_1\sigma_3 - \sigma_{12}\sigma_{14}} = -\frac{\sigma_1 + \sigma_2 - \sigma_3 + \sigma_4}{\sigma_1\sigma_3 - \sigma_{12}\sigma_{14}} = 0 \quad , \]
and the relation reduces to
\[ \text{Li} \left( 1 - \frac{\sigma_1\sigma_3}{\sigma_{12}\sigma_{14}} \right) = \text{Li} \left( 1 - \frac{\sigma_1}{\sigma_{12}} \right) + \text{Li} \left( 1 - \frac{\sigma_1}{\sigma_{14}} \right) + \text{Li} \left( 1 - \frac{\sigma_3}{\sigma_{12}} \right) + \text{Li} \left( 1 - \frac{\sigma_3}{\sigma_{14}} \right) + \frac{1}{2} \ln^2 \left( \frac{\sigma_{12}}{\sigma_{14}} \right) \quad . \]

Substituting this into Eq. (208), we find
\[ \text{Box}_{df} = \frac{\text{Tri}_d(\sigma_{12}, \sigma_3, s_4)}{-\sigma_2} + \frac{\text{Tri}_d(\sigma_{14}, \sigma_1, s_4)}{\sigma_2} + \frac{\text{Tri}_d(\sigma_{12}, \sigma_1, s_2)}{\sigma_4} + \frac{\text{Tri}_d(\sigma_{14}, \sigma_3, s_2)}{-\sigma_4} \quad . \]

**Only \( K_2 \) light-like**

For the case that \( K_2^2 = 0 \), we find, with application of Eq. (210) on (4.24) of \([33]\),
\[ \text{Box}_{d5} = \frac{1}{\sigma_2\sigma_4} \left\{ \frac{1}{\varepsilon} \ln \left( \frac{\sigma_1\sigma_3}{\sigma_{12}\sigma_{14}} \right) + 2L_{12} \left( 1 - \frac{\sigma_1}{\sigma_{14}} \right) + 2L_{12} \left( 1 - \frac{\sigma_3}{\sigma_{12}} \right) \right. \]
\[ + \ln^2 \left( \frac{\sigma_{12}}{\sigma_{14}} \right) - \frac{1}{2} \ln^2 \left( \frac{\sigma_1}{\sigma_{12}} \right) - \frac{1}{2} \ln^2 \left( \frac{\sigma_3}{\sigma_{14}} \right) - \ln \left( \frac{\sigma_1\sigma_3}{\sigma_{12}\sigma_{14}} \right) \ln \left( \frac{\Lambda^2\sigma_{14}\sigma_{12}}{-\mu^2s_4} \right) \right\} \quad , \]

which decomposes as
\[ \text{Box}_{d5} = \frac{\text{Tri}_d(\sigma_{12}, \sigma_3, s_4)}{-\sigma_2} + \frac{\text{Tri}_d(\sigma_{14}, \sigma_1, s_4)}{\sigma_2} + \frac{\text{Tri}_{d2}(\sigma_{12}, \sigma_1)}{\sigma_4} + \frac{\text{Tri}_{d2}(\sigma_{14}, \sigma_3)}{-\sigma_4} \quad . \]
Vanishing $K_1^\mu$

For the case that $K_1^\mu = 0$, we find starting from (4.24) of [33]

$$\text{Box}_{d5} = \frac{1}{\sigma_{12}\sigma_{14}} \left\{ \begin{array}{l}
\frac{1}{\epsilon} \ln \left( \frac{s_2 s_4}{\Lambda^2 \sigma_{12}\sigma_{14}} \right) - \frac{1}{2} \ln^2 \left( \frac{s_2}{\Lambda \sigma_{12}} \right) - \frac{1}{2} \ln^2 \left( \frac{s_4}{\Lambda \sigma_{14}} \right)
- \ln \left( \frac{s_2 s_4}{\Lambda^2 \sigma_{12}\sigma_{14}} \right) \ln \left( \frac{\Lambda \sigma_{12}\sigma_{14}}{-\mu^2 \sigma_3} \right) - \frac{\pi^2}{3} \end{array} \right\}. \quad (214)$$

Here, we have $\sigma_1 = 0$, so $\sigma_{12} = -\sigma_2$ and $\sigma_{14} = -\sigma_4$. Now, Eq. (210) reduces to

$$\text{Li} \left( 1 - \frac{\sigma_3}{\sigma_{12}} \right) + \text{Li} \left( 1 - \frac{\sigma_3}{\sigma_{14}} \right) = -\frac{\pi^2}{6} - \frac{1}{2} \ln^2 \left( \frac{\sigma_{12}}{\sigma_{14}} \right), \quad (215)$$

and using this, we find

$$\text{Box}_{d5} = \frac{\text{Tri}_{eF}(\sigma_{12}, \sigma_3, s_4)}{-\sigma_2} + \frac{\text{Tri}_{c2}(\sigma_{14}, s_4)}{\sigma_2} + \frac{\text{Tri}_{c2}(\sigma_{12}, s_2)}{\sigma_4} + \frac{\text{Tri}_{eF}(\sigma_{14}, \sigma_3, s_2)}{-\sigma_4}. \quad (216)$$

D Program for numerator behavior

Here follows a FORM [36] program for the evaluation of the numerator of graphs of the type in Fig. 6

nwrite statistics;
vector v;
symbol L,n,SQRTL,SQRT2,factor,[l],cA,cB,cC,cD,cE,eps;
function G,BRA,KET,BRAP,KETP,KETright,BRAleft;
autodeclare vector l,K,J,Q,R,p,k;
autodeclare symbol blob;
autodeclare index mu=n;
autodeclare function auxline,PI;
autodeclare cfunction V;

*** This program may be executed as
*** $ form42 thisProg.frm \grep \"\([l]\)\"$

*** Number of external gluons from the auxiliary quark line and the blob.
\texttt{\#define mm "0"}
\texttt{\#define nn "3"}

*** The whole numerator. Include a factor (-i_) for one of the two gluon
*** propagators connecting the auxiliary quark lines with the blob. The
*** other will be included with a vertex. The overall factor will be
*** specified at the end.
Local rslt =
BRA * G(mu'nn') * (i_/SQRT2) * auxline'mm' * G(mu0) * (i_/SQRT2) * KET *
blob'nn' * (-i_) * factor;

*** Definition of the blob for different numbers of external gluons.
id blob0 = d_(mu0,mu'nn');
id blob1 = V1;
id blob2 = V1*V2 + V12;
id blob3 = V1*V2*V3 + V12*V3 + V1*V23;
id blob4 = V1\*V2\*V3\*V4 + V12\*V3\*V4 + V1\*V23\*V4 + V1\*V2\*V34 + V12\*V34;

id blob5 = V1\*V2\*V3\*V4*V5 + V12\*V3\*V4*V5 + V1\*V23\*V4*V5 + V1\*V2\*V34*V5 + V1\*V2\*V34*V5 + V12\*V34*V5 + V12\*V34*V5 + V1\*V23*V45 + V12*V34*V5 + V1\*V23*V45 + V12*V34*V5 + V1\*V23*V45;

*** Definition auxline for different numbers of external gluons.

id auxline0 = PI0;

id auxline1 = PI0*PI1;

id auxline2 = PI0*PI1*PI2;

id auxline3 = PI0*PI1*PI2*PI3;

id auxline4 = PI0*PI1*PI2*PI3*PI4;

id auxline5 = PI0*PI1*PI2*PI3*PI4*PI5;

*** In the following, external momenta start with K, external currents with J,

*** internal momenta with Q or R, the loop momentum is l, the auxiliary quark line

*** direction is p, and the regulator Lambda is L.

*** Auxiliary quark line numerator factors.

id PI0 = ( G(l)-L*G(p)+G(Q{0}) )*(i_/);

#do i=1,'mm'

id PI'i' = G(J{'i'}) *(i_/SQRT2) * ( G(l)-L*G(p)+G(Q{'i'}) )*(i_);

#enddo

*** Move G(mu0) to the left

repeat;

id G(J?)*G(mu0) = 2*J(mu0) - G(mu0)*G(J);

endrepeat;

*** Gluonic 4-point vertices.

*** Include a factor (-i_) for a propagator.

*** Include the missing denominator compared to a pair of 3-point vertices

*** by adding it in the numerator.

#do i=1,'nn'-1

id V'i'{'i'+1} = V( mu{'i'-1} ,J'i' ,J{'i'+1} ,mu{'i'+1} ) *(i_/2)*(-i_)*

( l.l + 2*l.R'i' + R'i'.R'i' );

#enddo

*** Gluonic 3-point vertices.

*** Include a factor (-i_) for a propagator.

#do i=1,'nn'

id V'i' = V( mu{'i'-1} ,J'i' ,J{'i'},K'i' ,mu{'i'},-l-R'i' ) *

( i_/SQRT2)*(-i_);

#enddo

.sort

id 1/SQRT2/SQRT2 = 1/2;

*** Actual Lorentz form of the vertices.

id V(mu1?,J2?,J3?,mu4?) = 2*J3(mu1)*J2(mu4)-J2(mu1)*J3(mu4)-J2.J3*delta(mu1,mu4);

id V(mu1?,p1?,J2?,p2?,mu3?,p3?) = ( p1(mu3)-p2(mu3))*J2(mu1) + ( p2(mu1)-p3(mu1))*J2(mu3) + ( p3.J2-p1.J2)*delta(mu3,mu1);

*** Feynman gauge for external currents.

#do i=1,'nn'+'mm'+1

id K'i'.J'i' = 0;

#enddo

*** Symplifications

id G(mu0?)*G(mu0?) = 4-2*eps;

id BRA = BRAp*SQRTL + BRAleft/SQRTL;

id KET = KETp*SQRTL + KETright/SQRTL;

id SQRTL*SQRTL = L;
id 1/SQRTL/SQRTL = 1/L;
repeat;
id G(J?)*G(l) = 2*l.J - G(l)*G(J);
id G(l)*G(l) = l.l;
id BRAp*G(p) = 0;
endrepeat;
repeat;
id G(J?)*G(p) = 2*p.J - G(p)*G(J);
id G(p)*G(p) = 0;
id BRAp*G(p) = 0;
endrepeat;
id G(p) = KETp*BRAp;
id BRAp*G(J?)*KETp = 2*p.J;
id BRAp*KETp = 0;

*** Counting denominators and powers of the integration momentum
*** in the numerator. The factor has a 1/L^(mm+2) coming from
*** all Lambda-denominators and the definition of the amplitude.
id factor = 1/L^(mm+2);
id 1 = l*[l];
id G(l) = G(l)*[l];
id 1.l = cA/[l] ;+ cB/[l]^2;
id p.l = cC/L + cD/[l] ;+ cE/L/[l];
.sort
bracket L,SQRTL,[l],i_;
print;
.end