CONVEX SYNTHESIS OF ACCELERATED GRADIENT ALGORITHMS
CARSTEN SCHERER∗ AND CHRISTIAN EBENBAUER†

Abstract. We present a convex solution for the design of generalized accelerated gradient algorithms for strongly convex objective functions with Lipschitz continuous gradients. We utilize integral quadratic constraints and the Youla parameterization from robust control theory to formulate a solution of the algorithm design problem as a convex semi-definite program. We establish explicit formulas for the optimal convergence rates and extend the proposed synthesis solution to extremum control problems.

1. Introduction. Accelerated gradient algorithms, also refereed to as momentum methods, are considered to be among the most widely used optimization algorithms. These methods are applied e.g. in control or artificial intelligence to train neural networks or to solve online optimization problems arising from receding horizon decision making.

From a control and dynamical system perspective, accelerated algorithms can be viewed as a linear time-invariant discrete-time system in feedback with the gradient of the to-be-minimized function as a nonlinearity [25, 38, 5, 16, 12]. This perspective provides an immediate link to the so-called absolute stability or Lur’e problem in control and offers the possibility to apply advanced tools from robust control for the analysis and design of accelerated gradient algorithms.

It has been shown, e.g., that the concept of integral quadratic constraints and so-called Zames-Falb multipliers allow to recover the well-known bounds for the convergence rates of Nesterov’s celebrated acceleration algorithm by semi-definite programming [16]. Moreover, by tuning the parameters of Nesterov’s algorithm, these bounds can be improved to get the so-called triple momentum algorithm [34].

A more challenging task than the analysis of given algorithms is the design of novel algorithms with the help of convex optimization. In light of the relation to absolute stability and Lur’e problems, algorithm design falls into the area of robust feedback controller synthesis. Some recent works have addressed the synthesis problem (e.g. [17, 22, 10, 35]). However, so far it has been an open problem to formulate the general accelerated gradient algorithm design problem as a genuine convex optimization problem. In fact, the aligned question of designing robust controllers by a convex search over the controller parameters and the multipliers to certify stability is as well a long-standing open problem in its full generality.

In this paper, we present a convex solution for a general accelerated gradient algorithm synthesis problem based on semi-definite programming. Specifically, the main contributions are as follows. In Section 2, we reveal that a particular dynamical system structure is inherent to any convergent algorithm. This insight allows us to formulate the algorithm design problem in terms of a robust feedback controller synthesis problem in Section 3. We then show in Section 4 how the special structure of the system can be exploited to convexify the common search for the algorithm parameters and the dynamic Zames-Falb multipliers which certify convergence. Our approach permits to derive explicit formulas for the optimal convergence rate that is achievable by synthesis, in analogy to the analysis results for Nesterov’s algorithm in [28]. In this fashion, we are able to prove that the convergence rate of the triple momentum algorithm is indeed optimal if using the class of causal Zames-Falb multipliers to assure convergence.

Another key feature of our approach is its flexibility. We reveal in Section 5 that it extends to extremum control [2], in which the goal is to drive the output of a dynamical system to some steady-state condition at which a given cost function is minimized or maximized. In particular, we establish a fully convex synthesis approach to design extremum controllers with optimal convergence properties, even if the cost functions are structured.

Since we believe that the results in this paper are of interest to both the areas of control and optimization, we have written several sections in a tutorial fashion so that the results are accessible without a special background in robust control theory.

2. Algorithm analysis and design.
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2.1. Systems and Algorithms. Let $S_{m,L}$ be the class of all $C^1$-functions $f : \mathbb{R}^d \to \mathbb{R}$ that are strongly convex with parameter $m > 0$ and whose gradient is Lipschitz with constant $L > m$, i.e.,
\[
|\nabla f(x) - \nabla f(y)|^T (x - y) \geq m \|x - y\|^2 \quad \text{and} \quad \|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\|
\]
for all $x, y \in \mathbb{R}^d$. We denote by $S^0_{m,L}$ the set of $f \in S_{m,L}$ with $\nabla f(0) = 0$. Any $f \in S_{m,L}$ admits a unique global minimizer $z_\star = \arg \min_{z \in \mathbb{R}^d} f(z)$ which is the solution of the equation $\nabla f(x) = 0$. It is well-known that the sequence defined by the gradient descent algorithm
\[
(2.1) \quad z_{k+1} = z_k - \alpha \nabla f(z_k)
\]
for a fixed step-size $\alpha \in (0, 2/L)$ converges to $z_\star$ linearly, i.e., there exists constants $K$ and $\rho \in (0, 1)$ such that $\|z_k - z_\star\| \leq K \rho^k \|z_0 - z_\star\|$ holds for all $z_0 \in \mathbb{R}^n$ and $k \in \mathbb{N}_0$. The worst-case convergence rate is defined as the infimal $\rho \in (0, 1)$ for which there exists some $K$ such that linear convergence holds for all $f \in S_{m,L}$. This value depends on the algorithm parameter $\alpha$ and is denoted by $\rho_{\text{wc}}(\alpha)$. Determining upper bounds on $\rho_{\text{wc}}(\alpha)$ and finding an optimal choice for the algorithm parameter $\alpha$ which minimizes $\rho_{\text{wc}}(\alpha)$ has a long history in optimization theory [24].

From the perspective of control, (2.1) simply defines a nonlinear discrete-time dynamical system. Then $k \in \mathbb{N}_0$ denotes a time-instant and the sequence $(z_k)_{k \in \mathbb{N}_0}$ is the solution (state-trajectory) of the system. Moreover, $z_k$ just constitutes a constant trajectory of (2.1) and is, therefore, called an equilibrium (a fixed point) thereof. Linear convergence with rate $\rho$ means that $z_k$ is globally exponentially stable with rate $\rho$. The worst-case convergence rate is defined by considering the whole family of systems parameterized by $\nabla f$ for $f \in S_{m,L}$. It is common in control that such a family of systems is interpreted as a single so-called uncertain dynamical system with an uncertainty $\nabla f \in \nabla S_{m,L}$. Also in this field there is a long tradition in estimating $\rho_{\text{wc}}(\alpha)$, which is termed robust stability analysis. Finding a parameter $\alpha$ which minimizes $\rho_{\text{wc}}(\alpha)$ or a tight upper bound thereof is then called robust stability synthesis.

In robust control, a particularly useful step is to separate the description of the known parts of the algorithm from the uncertainty $\nabla f$. This just means to introduce the auxiliary signals $x_k := z_k$ and
\[
(2.2) \quad w_k := \nabla f(z_k),
\]
which allows us to rewrite (2.1) as (2.2) together with
\[
(2.3) \quad \begin{pmatrix} x_{k+1} \\ z_k \end{pmatrix} = \begin{pmatrix} A & B \\ C & 0_d \end{pmatrix} \begin{pmatrix} x_k \\ w_k \end{pmatrix}
\]
where $A = I_d$, $B = -\alpha I_d$, $C = I_d$, and $I_d$, $0_d$ denote the identity/zero matrix in $\mathbb{R}^{d \times d}$, respectively. By itself, (2.2) defines a linear time-invariant dynamical system that maps an initial condition $x_0 \in \mathbb{R}^d$ and some input sequence $w = (w_k)_{k \in \mathbb{N}_0}$ through the recursion (2.3) into the output sequence $z = (z_k)_{k \in \mathbb{N}_0}$. The relation (2.2) alone is viewed as a static (nonlinear) system which maps the signal $z$ into $w$. Considering (2.2)-(2.3) together means that the output (input) of (2.3) is set equal to the input (output) of (2.2). In control, this constitutes the feedback interconnection of (2.2) and (2.3) and motivates to visualize this feedback loop in an intuitive fashion by the block-diagram on the left in Fig. 1. In other words, the system (2.3) involves the algorithm parameters, while the feedback interconnection of (2.2) and (2.3) constitutes the algorithm itself in order to compute $z_\star$ for a particular instance of $f \in S_{m,L}$. Exactly the same interconnection represents an algorithm with a variable step-size $\alpha_k$ if just replacing $B = -\alpha I_d$ in (2.3) with $B_k = -\alpha_k I_d$, which turns (2.3) into a linear time-varying system.

Now consider (2.3) with general matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times d}$, $C \in \mathbb{R}^{d \times n}$. Then the interconnection of (2.2) and (2.3) takes the initial condition $x_0 \in \mathbb{R}^n$ as its input and generates the unique state- and output-responses $(x_k)_{k \in \mathbb{N}_0}$ and $(z_k)_{k \in \mathbb{N}_0}$ through the recursion
\[
(2.4) \quad x_{k+1} = Ax_k + B \nabla f(Cx_k), \quad z_k = C x_k.
\]

The main goal of this work is to determine matrices $A, B, C$, if existing, by a semi-definite program such that the algorithm (2.4) achieves a given convergence rate $\rho \in (0, 1)$ for given $m, L$ and all objective functions $f \in S_{m,L}$. We work with an operator interpretation of (2.3) with general $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$,
\( \mathcal{C} \in \mathbb{R}^{k \times n} \) and replacing 0\(_d\) by \( \mathcal{D} \in \mathbb{R}^{k \times m} \). Moreover, we denote by \( l^n \) the vector space of signals \( x : \mathbb{N}_0 \rightarrow \mathbb{R}^n \), while \( l^2_d \) is the subspace of all square summable sequences equipped with the inner product \( \langle x, y \rangle_2 := \sum_{k=0}^{\infty} x_k^* y_k \) and the norm \( \|x\|_2 := \sqrt{\langle x, x \rangle_2} \) for \( x, y \in l^2_d \). For \( w \in l^n \) and \( x_0 \in \mathbb{R}^n \), the recursion

\[
(2.5) \quad \begin{pmatrix} x_{k+1} \\ z_k \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} x_k \\ w_k \end{pmatrix}
\]

defines unique state- and output-responses \( x \in l^n \) and \( z \in l^d \), respectively; for a fixed \( x_0 \) (often taken to be 0), the resulting affine (linear) operator is denoted as

\[
(2.6) \quad z = \begin{bmatrix} A & B \\ C & D \end{bmatrix} w
\]

where we suppress the dependence on \( x_0 \). All throughout this paper, we reserve square brackets to denote the input-output operator (2.6) defined by the recursion (2.5); the partition lines in (2.6) are always displayed to separate \( \mathcal{A} \) from the other matrix blocks in (2.5).

Consequently (2.2)-(2.3), (2.4), and

\[
(2.7) \quad w = \nabla f(z), \quad z = \begin{bmatrix} A & B \\ C & 0 \end{bmatrix} w
\]

express one and the same interconnection as depicted by the block-diagram in Fig. 1. Analyzing the convergence properties of a general algorithm (2.4) then boils down to analyzing the stability properties of the feedback system (2.7). From now on we represent algorithms interchangeably by (2.3) or (2.6). Algorithm convergence means that the signal \( z \) in (2.7) converges to the minimizer of \( f \) for any initial condition \( x_0 \in \mathbb{R}^n \).

The analysis of stability of feedback interconnections constitutes one of the fundamental questions studied in control since its beginnings, with many traditional ideas nicely collected in the classical textbook [4]. Polyak was among the first to clearly emphasize the above sketched tight link between the two areas [25], see also [38, 5, 16, 12]. By arguing with an analogy to mechanical systems, he suggested [4]. Polyak was among the first to clearly emphasize the above sketched tight link between the two

\[
\text{Fig. 1. Feedback interconnection.}
\]

The more recently proposed triple momentum algorithm [34] relies on different values of the three parameters in (2.8) with the best-known convergence rate to date.

Let us conclude this section by recalling some basic notions for general linear systems (2.5) or (2.6). With an invertible matrix \( T \in \mathbb{R}^{n \times n} \), a state-coordinate change for (2.5) is defined by \( \xi_k := T x_k \). It is easily seen that this transforms the quadrupel \( (A, B, C, D) \) into \( (T^{-1}AT, T^{-1}B, CT, D) \). For a fixed input signal \( w \) and the initial conditions \( x_0 \) and \( \xi_0 = T x_0 \), respectively, one can check that the output

\[
(\begin{array}{c|c}
A & B \\
C & 0 \\
\end{array}) = \begin{pmatrix} (1 + \beta)I_d & -\beta I_d \\ I_d & \alpha I_d \\
(1 + \gamma)I_d & -\gamma I_d \\
\end{pmatrix}
\]

with \( \gamma = 0 \). In [25] it is shown that the convergence rate is considerably improved over gradient descent, at the cost of sacrificing global algorithm convergence [16]. Nesterov’s celebrated accelerated gradient decent algorithm corresponds the choice \( \gamma = \beta \) in (2.8) with guaranteed global and fast convergence [24].
trajectories of the original and the transformed systems are identical; this is compactly expressed through

\[(2.9) \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \begin{bmatrix} T^{-1}AT & T^{-1}B \\ CT & D \end{bmatrix}.\]

Furthermore, the series interconnection of two systems

\[(2.10) \quad y_1 = \begin{bmatrix} A_1 & B_1 \\ C_1 & D_1 \end{bmatrix} u_1 \quad \text{and} \quad y_2 = \begin{bmatrix} A_2 & B_2 \\ C_2 & D_2 \end{bmatrix} u_2\]

is defined by using the output signal of the second as an input to the first, which is reflected by \(u_1 = y_2\) (and requires that the signal dimensions match). This is nothing but the composition of the two respective maps, which is as usual denoted as an operator product. It is elementary to verify that the series interconnection of the two systems (2.10) can be described by

\[(2.11) \begin{bmatrix} A_1 B_1 C_2 & B_1 D_2 \\ 0 & A_2 & B_2 \\ C_1 & D_1 C_2 & D_1 D_2 \end{bmatrix} \quad \text{or} \quad \begin{bmatrix} A_2 & 0 & B_2 \\ B_1 C_2 & A_1 & B_1 D_2 \\ D_1 C_2 & D_1 D_2 \end{bmatrix}.

In case of identical dimensions of the input and output signals in (2.10), the sum of the two maps is the so-called parallel interconnection given by

\[(2.12) \begin{bmatrix} A_1 & B_1 \\ C_1 & D_1 \end{bmatrix} + \begin{bmatrix} A_2 & B_2 \\ C_2 & D_2 \end{bmatrix} = \begin{bmatrix} A_1 & 0 & B_1 \\ 0 & A_2 & B_2 \\ C_1 & C_2 & D_1 + D_2 \end{bmatrix}.

Further, if \(D\) is invertible, the map (2.6) is invertible and its inverse can be represented with

\[
\begin{bmatrix}
A - BD^{-1}C \\
- D^{-1}C
\end{bmatrix}
\begin{bmatrix}
BD^{-1}
\end{bmatrix}.
\]

The system (2.5) is called stable if \(A\) is a Schur matrix, i.e., all its eigenvalues are in absolute value strictly smaller than one. Moreover, (2.5) or the pair \((A, B)\) is stabilizable if there exists a matrix \(M\) such that \(A + BM\) is Schur; similarly, (2.5) or \((A, C)\) is detectable if there exists \(L\) such that \(A + LC\) is Schur.

2.2. Algorithm Structure and Convergence. Let us now get back to the algorithm (2.7). First, we settle that convergence enforces an important structural constraint on the parameters \(A, B, C\). We start by stressing that there is no benefit in choosing systems (2.3) which are not detectable. Indeed, suppose \((A, C)\) in (2.7) is not detectable. We then follow [42, Sec. 3.3] and perform a state-coordinate change to obtain

\[(2.13) \quad \lim_{k \to \infty} z_k = z_* \quad \text{and} \quad \lim_{k \to \infty} w_k = 0\]

(for any initial condition \(x_0 \in \mathbb{R}^n\) and some \(z_* \in \mathbb{R}^d\)). If \((A, C)\) is detectable and we take \(L\) such that \(A + LC\) is Schur, we infer \(z_{k+1} = (A + LC)x_k + BW_k - LZ_k\). Therefore, (2.13) also implies the convergence of the state-trajectory \(x_k\) to some \(x_*\) for \(k \to \infty\) with

\[(2.14) \quad x_* = Ax_* \quad \text{and} \quad z_* = Cx_*.
\]

Most importantly, we now show that (2.13) enforces the following special structure of the algorithm parameters.
Theorem 2.1. Let \((A,C)\) be detectable. If all trajectories of (2.4) satisfy (2.13) for all quadratic functions \(f \in S_{m,l}\) and all \(x_0 \in \mathbb{R}^n\), then \(A + BmC\) is Schur and there exist \(A_a, B_a, C_a, D_a\) such that

\begin{equation}
\begin{bmatrix}
A \\ C
\end{bmatrix}
\begin{bmatrix}
B \\ 0
\end{bmatrix}
= \begin{bmatrix}
A_a & B_a \\ C_a & D_a
\end{bmatrix}
\begin{bmatrix}
I_d \\ I_d
\end{bmatrix}.
\end{equation}

If \((A,C)\) has the structure induced by (2.15), then (2.14) has a unique solution \(x_+ \in \mathbb{R}^n\) for every \(z_+ \in \mathbb{R}^d\).

Before entering the proof, let us interpret the structural property (2.15) in the state-space. By (2.11), it implies that there exists a state-coordinate change of (2.3) after which the algorithm (2.2)-(2.3) reads

\begin{equation}
\begin{bmatrix}
\xi_{k+1} \\ \eta_{k+1} \\ \zeta_{k+1}
\end{bmatrix}
= \begin{bmatrix}
I_d & 0 \\ B_a & A_a \\ D_a & C_a
\end{bmatrix}
\begin{bmatrix}
\xi_k \\ \eta_k \\ \zeta_k
\end{bmatrix}
= w_k = \nabla f(z_k).
\end{equation}

Proof. We start by observing that, given \(z_+\), there is at most one vector \(x_+\) satisfying (2.14) since

\begin{equation}
\text{rank}
\begin{bmatrix}
A - I \\ C
\end{bmatrix}
= n.
\end{equation}

Indeed, because \((A,C)\) is detectable, we can take \(L\) such that \(A + LC\) is Schur; then \((A - I)x = 0, \ Cx = 0\) imply \((A + LC - I)\) (as 0) and thus \(x = 0\), because \(1\) is no eigenvalue of \(A + LC\).

Now take \(f \in S_{m,l}\) as \(f(z) = \frac{1}{2} x^T (m I_d) z - b^T z\) with any \(b \in \mathbb{R}^d\). Then the trajectories of (2.2)-(2.3) satisfy

\begin{equation}
x_{k+1} = (A + BmC)x_k - Bb, \quad w_k = mCx_k - b.
\end{equation}

Due to (2.13) we have argued above that \(x_k \xrightarrow{k \to \infty} x_+\) with \(x_+\) satisfying (2.14); we also infer \(mCx_+ = b\).

Let us first take \(b = 0\). By \(m > 0\) we get \(z_+ = Cx_+ = 0\). Since \(x_+ = 0\) satisfies (2.14), we infer (by uniqueness) that \(x_k \xrightarrow{k \to \infty} 0\) for all trajectories of (2.18). This implies that \(A + BmC\) is Schur which proves the first statement.

Now let \(b \in \mathbb{R}^d\) be general. We then get \(b = mCx_+ = mC(A + BmC - I_n)^{-1} b\) for all \(b \in \mathbb{R}^d\) and, therefore, \(I_d - mC(A + BmC - I_n)^{-1} B = 0\). With a Schur complement argument [11], this implies

\begin{equation}
\text{rank}
\begin{bmatrix}
A + BmC - I_n & B \\ mC & I_d
\end{bmatrix}
= n.
\end{equation}

Yet another Schur complement argument shows

\begin{equation}
\text{rank}(A - I_n) = n - d.
\end{equation}

Now choose \(T_1 \in \mathbb{R}^{n \times d}\) with full column rank and \(T_1^T(A - I_n) = 0\). Then \(T_2^T B \in \mathbb{R}^{d \times d}\) is invertible; otherwise there exists \(x \neq 0\) with \(x^T T_2^T B = 0\) and thus \((T_1 x)^T (A + BmC) = x^T T_1^T A = x^T T_1^T (T_1 x)^T;\) because \(T_1 x \neq 0\), we infer that \(1\) is an eigenvalue of \(A + BmC\), which is a contradiction since the latter matrix is Schur. We can hence choose \(T_1\) to also satisfy \(T_1^T B = I_d\) and pick \(T_2 \in \mathbb{R}^{n \times (n - d)}\) with \(T_2^T B = 0\) such that \(T = (T_1, T_2)\) is invertible. We get \(T^T A = \begin{bmatrix} I_d & 0 \\ B_a & A_a \end{bmatrix} T T^T \) and \(T^T B = \begin{bmatrix} I_d \\ 0 \end{bmatrix}\) for suitable matrices \(A_a \in \mathbb{R}^{(n - d) \times (n - d)}, B_a \in \mathbb{R}^{(n - d) \times d}\). With \(\begin{bmatrix} D_a & C_a \end{bmatrix} := C T^{-T}\) we infer (2.15) since

\begin{equation}
\begin{bmatrix} T^T A T^{-T} \\ C T^{-T} \end{bmatrix}
= \begin{bmatrix} I_d \\ B_a & A_a \\ D_a & C_a \end{bmatrix}
\begin{bmatrix} I_d \\ 0 \end{bmatrix}.
\end{equation}

For the system matrices in (2.16), we finally note that (2.14) is equivalent to

\begin{equation}
\begin{bmatrix} B_a & A_a - I \\ D_a & C_a \end{bmatrix} x_+ = \begin{bmatrix} 0 \\ z_+ \end{bmatrix}
\end{equation}

and that the matrix in (2.21) is square. Since (2.21) has at most one solution \(x_+\) (as shown at the beginning of the proof), we infer that the matrix in (2.21) is actually invertible, which proves the last statement.
DEFINITION 2.2. Let the system in (2.7) be detectable and admit the structure (2.15). For \( \rho \in (0, 1) \), algorithm (2.7) achieves \( \rho \)-convergence (for the class \( S_{m, L} \)) if there exists some \( K \geq 0 \) such that

\[
\| z_k - z_* \| \leq K \rho^k \| x_0 - x_* \| \quad \text{for all} \quad k \in \mathbb{N}_0,
\]

for any \( f \in S_{m, L} \) with minimizer \( z_* \in \mathbb{R}^d \), any \( x_0 \in \mathbb{R}^n \) and any \( x_* \in \mathbb{R}^n \) satisfying (2.14).

The infimum of all \( \rho \in (0, 1) \) such that (2.7) achieves \( \rho \)-convergence is the algorithm convergence rate and denoted as \( \rho_{\text{con}} \) (with \( \rho_{\text{con}} := \infty \) if no such \( \rho \) exists).

Note that \( \rho \)-convergence is invariant under a state-coordinate change of (2.3). Moreover, \( \rho \)-convergence implies but is stronger than the convergence property (2.13) for all trajectories of (2.7) with any \( f \in S_{m, L} \).

THEOREM 2.3. Let the system in (2.7) be detectable and admit the structure (2.15). If (2.7) achieves \( \rho \)-convergence for the class \( S_{m, L}^0 \), then it achieves \( \rho \)-convergence for the full class \( S_{m, L} \) as well.

Proof. By assumption, there exists some \( K \geq 0 \) such that all trajectories of

\[
(\bar{x}_{k+1} \bar{z}_k) = \begin{pmatrix} A & B \\ C & 0 \end{pmatrix} (\bar{x}_k \bar{w}_k), \quad \bar{w}_k = \nabla \bar{f}(\bar{z}_k)
\]

for any \( \bar{f} \in S_{m, L}^0 \) satisfy

\[
\| \bar{z}_k \| \leq K \rho^k \| \bar{x}_0 \| \quad \text{for all} \quad k \in \mathbb{N}_0.
\]

Now take \( f \in S_{m, L} \) with minimizer \( z_* \), any \( x_0 \in \mathbb{R}^n \) and consider (2.16). By Theorem 2.1, (2.14) has a unique solution \( x_* \in \mathbb{R}^n \) which clearly satisfies \((x_* z_*) = \begin{pmatrix} A & B \\ C & 0 \end{pmatrix} (x_* z_*)\). Define \( \bar{x}_k := x_k - x_* \), \( \bar{z}_k := z_k - z_* \), \( \bar{w}_k := w_k \) and \( \bar{f} := f(\bullet + z_*) \). By linearity, this yields a trajectory of (2.23). Since \( \bar{f} \in S_{m, L}^0 \), we infer that (2.24) is valid. This is clearly nothing but (2.22) as was to be shown.

In summary, Theorem 2.1 reveals that algorithm convergence requires that the related linear system “contains” a model of the so-called discrete time integrator

\[
(\eta_{k+1} y_k) = \begin{pmatrix} I_d & I_d \\ I_d & 0 \end{pmatrix} (\eta_k y_k)
\]

as a right factor. Conversely, by Theorem 2.3, if the algorithm parameters “contain” the integrator (2.25), \( \rho \)-convergence can be induced from \( \rho \)-convergence for \( f \in S_{m, L}^0 \) with a minimizer located at the origin. From a control theory perspective, this is reminiscent of the so-called internal model principle [39].

2.3. Robust Stability Analysis and \( \rho \)-Convergence. From now on we assume that the system in (2.7) is detectable and admits the structure (2.15). The next goal is to relate the question of bounding the algorithm convergence rate \( \rho_{\text{con}} \) to a robust stability analysis problem. In view of Theorems 2.1 and 2.3, it suffices to confine the discussion to the class \( S_{m, L}^0 \). We also map \( S_{m, L}^0 \) bijectively onto \( S_{0, L, m}^0 \) through \( f \mapsto g \) where \( g(z) := f(z) - \frac{1}{2} z^T (m I_d) z \) for \( z \in \mathbb{R}^d \). Then, (2.7) clearly just is the interconnection of (2.3) with \( w = \nabla g(z) + m z \). With the transformation

\[
(\bar{z} \bar{w}) := \begin{pmatrix} I_d & 0 \\ -m I_d & I_d \end{pmatrix} (z \ w),
\]

this interconnection can be as well expressed by

\[
(\bar{x}_{k+1} \bar{z}_k) = \begin{pmatrix} A + B m C B \\ C \end{pmatrix} (\bar{x}_k \bar{w}_k), \quad \bar{w}_k = \nabla g(\bar{z}_k).
\]

Then \( \rho_{\text{con}} \) is just equal to the convergence rate of (2.27) for the class \( S_{0, L, m}^0 \). Next, for \( \rho \in (0, 1) \), we follow [4] and introduce the signal weighting mapping \( \rho^+ : l^n \rightarrow l^n \), \( x \mapsto \rho^+(x) = (\rho^k x_k)_{k \in \mathbb{N}_0} \) which is bijective. Then

\[
\hat{x} := \rho^{-1}_+(\bar{x}), \quad \hat{w} = \rho^{-1}_+(\bar{w}) \quad \text{and} \quad \hat{z} = \rho^{-1}_+(\bar{z})
\]
transform (2.27) into
\[
(\dot{x}_{k+1}, \dot{\tilde{z}}_{k}) = \left( \rho^{-1}(A + BmC) \rho^{-1}B, 0 \right) \left( \dot{x}_k, \dot{\tilde{w}}_k \right), \quad \dot{w}_k = \rho^{-k} \nabla g(\rho^k \tilde{z}_k).
\]

These steps permit us to relate \(\rho_{\text{wc}}\) to a standard robust stability margin for the map \(\tilde{x}_0 \mapsto \tilde{z}\) defined by (2.29).

**Lemma 2.4.** Let \(\rho_{\text{tr}}\) be the infimal \(\rho \in (0, 1)\) for which there is a \(K \geq 0\) such that all trajectories of (2.29) with \(g \in S^{0}_{0,L-m}\) satisfy \(\|\tilde{z}\|_2 \leq K\|\tilde{x}_0\|\). Then the convergence rate \(\rho_{\text{wc}}\) of algorithm (2.7) is equal to \(\rho_{\text{tr}}\).

**Proof.** To show \(\rho_{\text{wc}} \leq \rho_{\text{tr}}\) we can assume \(\rho_{\text{tr}} < \infty\). Let \(\rho \in (\rho_{\text{tr}}, 1)\) and take any trajectory of (2.27). Then the \(\rho^{-1}\)-transformed signals define a trajectory of (2.29) and we hence infer, by using the definition of \(\rho_{\text{tr}}\), that \(\rho^{-k} \|\tilde{z}_k\| = \|\tilde{z}_k\| \leq \|\tilde{x}_k\| \leq K\|\tilde{x}_0\|\) for all \(k \in \mathbb{N}_0\). This proves \(\rho\)-convergence of (2.27) and, therefore, \(\rho_{\text{wc}} \leq \rho\). Since \(\rho \in (\rho_{\text{tr}}, 1)\) was arbitrary, we conclude \(\rho_{\text{wc}} \leq \rho_{\text{tr}}\).

To see \(\rho_{\text{tr}} \leq \rho_{\text{wc}}\) let \(\rho_{\text{wc}} < \infty\) and take \(\rho \in (\rho_{\text{wc}}, 1)\). Choose some \(\rho_0 \in (0, 1)\) with \(\rho_0 \rho \in (\rho_{\text{wc}}, 1)\) to infer \((\rho_0 \rho)\)-convergence of (2.27) for the class \(S_{0,L-m}^{0}\). Hence, there exists some \(K \geq 0\) such that all trajectories of (2.27) satisfy \(\|(\rho_0 \rho)^{-k} \tilde{z}_k\| \leq K\|\tilde{x}_0\|\) and thus \(\rho^{-k} \|\tilde{z}_k\| \leq K\|\tilde{x}_0\|\) for all \(k \in \mathbb{N}_0\). Then any trajectory of (2.29) can be transformed with \(\rho_{tr}\) back into one of (2.27) to get, with \(\tilde{x}_0 = \tilde{x}_0\), that \(\sum_{k=0}^{\infty} \|\tilde{z}_k\|^2 = \sum_{k=0}^{\infty} \rho^{-k} \|\tilde{z}_k\|^2 \leq \left(\sum_{k=0}^{\infty} \rho_0^k \right)^2 K^2 \|\tilde{x}_0\|^2\). We conclude \(\rho_{\text{tr}} \leq \rho\) and, hence, \(\rho_{\text{tr}} \leq \rho_{\text{wc}}\).

In summary, computing tight upper bounds on the convergence rate \(\rho_{\text{wc}}\) of algorithm (2.7) is equivalent to determining tight upper bounds on the so-called robust stability margin \(\rho_{\text{tr}}\) for the interconnection (2.29) as defined in Lemma 2.4.

**Remark 2.5.** If \(\rho_{\text{tr}} < \infty\) then \(\rho^{-1}(A + BmC)\) is Schur for all \(\rho \in (\rho_{\text{tr}}, 1)\). This is shown as in the first step of the proof of Theorem 2.1.

### 2.4. Robust Stability Analysis and Integral Quadratic Constraints.

In this section we sketch how to compute effective bounds on the margin \(\rho_{\text{wc}} = \rho_{\text{tr}}\) by setting up a semi-definite program. This involves a family of so-called Zames-Falb multipliers. These are systems
\[
\Pi(\Lambda) := \begin{bmatrix}
A_L & B_L \\
C_L(\Lambda) & D_L(\Lambda)
\end{bmatrix} := \begin{bmatrix}
0 & I_d & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & I_d & 0 \\
0 & \cdots & 0 & 0 & I_d \\
A_I & A_{I-1} & \cdots & A_1 & A_0
\end{bmatrix}
\]

which are parameterized by a matrix tuple \(\Lambda\) in the set
\[
\Lambda_{\rho} := \{ (A_1, \cdots, A_l, 0) \in (\mathbb{R}^{d \times d})^{l+1} \mid \Lambda_0 - \text{diag}(\Lambda_0) \leq 0, \ A_i \leq 0 \ \text{for} \ i = 1, \ldots, l, \\
\left(\sum_{i=0}^{l} \Lambda_i \rho^i \right) e \geq 0, \ e^T \left(\sum_{i=0}^{l} \Lambda_i \rho^{-i} \right) \geq 0\};
\]

the inequalities are read elementwise and \(e \in \mathbb{R}^d\) is the all-ones vector, while \(\text{diag}(A) \in \mathbb{R}^{d \times d}\) is the diagonal matrix whose diagonal is identical to that of \(A \in \mathbb{R}^{d \times d}\).

Note that (2.30) is a so-called finite-impulse-response filter of length \(l\) and of dimension \(d \times d\); the latter two parameters are not displayed in \(\Lambda_{\rho}\) to lighten the notation. The parameters for which the blocks in \(\Lambda \in \Lambda_{\rho}\) are diagonally repeated are collected in
\[
\Lambda_{\rho}^{\circ} := \Lambda_{\rho} \cap \{ (\lambda_0 I_d, \cdots, \lambda_I I_d, \lambda_0 I_d) \mid \lambda_i \in \mathbb{R}\}.
\]

The introduction of this family is motivated by the robust stability result in [22] for (2.29). This involves the following positivity property for the nonlinearity
\[
\tilde{w} = \rho_{+1}^{-1} \nabla g(\rho_{+1} \tilde{z}).
\]
Lemma 2.6. Let \( g \in S_{0,L-m}^0 \) and \( \Lambda \in \Lambda^r_{\rho} \). Then

\[
(2.33) \quad \langle \Pi(\Lambda)\hat{z}, \hat{w} \rangle_2 \geq 0
\]

holds for all \( \hat{z} \in l_2^d \) and the output \( \hat{w} \) of (2.32) with

\[
(2.34) \quad \left( \begin{array}{c} \hat{z} \\ \hat{w} \end{array} \right) := \left( \begin{array}{cc} LI_d - mI_d & -I_d \\ 0 & I_d \end{array} \right) \left( \begin{array}{c} \hat{z} \\ \hat{w} \end{array} \right).
\]

We emphasize that the response \( \Pi(\Lambda)\hat{z} \) is defined based on the state-space representation (2.30) with the state’s initial condition taken as zero. From now on, we follow this convention in robust control for systems expressed in operator notation as in (2.6).

In systems theory, (2.33) is a so-called passivity property for filtered versions of the input and output signals of (2.32); it is also referred to as an integral quadratic constraint (IQC) [20]. The latter terminology emerges since such results are often formulated for continuous time systems, for which the \( l_2 \)-inner product (expressed in terms of sums) is replaced by the inner product on \( L_2[0, \infty) \) (involving integrals).

Guaranteeing robust stability of (2.29) involves a related negativity condition for the linear system

\[
(2.35) \quad \hat{z} = \left[ \begin{array}{c} \rho^{-1}(A + BmC) \\ C \end{array} \right] \rho^{-1}B \hat{w}.
\]

By Remark 2.5, this system needs to be stable. As a consequence, if \( \hat{w} \in l_2^d \) is any input with finite \( l_2 \)-norm, the response of (2.35) satisfies \( \hat{z} \in l_2^d \). The following filtered strict negativity property then guarantees robust stability for (2.29) as defined in Lemma 2.4 and, thus, assures \( \rho_{\text{rs}} = \rho_{\text{we}} \leq \rho \) [22, Lemma 3, Theorem 4].

Theorem 2.7. Let \( \rho \in (0,1) \). Then \( \rho_{\text{we}} \leq \rho \) is assured if \( \rho^{-1}(A + BmC) \) is Schur and if there exist \( \Lambda \in \Lambda^r_{\rho} \), \( \varepsilon > 0 \) such that for any \( \hat{w} \in l_2^d \) and the response \( \hat{z} \in l_2^d \) of (2.35), the signals (2.34) satisfy

\[
(2.36) \quad \langle \Pi(\Lambda)\hat{z}, \hat{w} \rangle_2 \leq -\varepsilon \|\hat{w}\|_2^2.
\]

In view of (2.34) and (2.35) and for any \( \hat{w} \in l_2^d \), the trajectories \( (\hat{z}, \hat{w}) \) in (2.36) can as well be associated to the system \( \hat{z} = \hat{G}\hat{w} \) with

\[
(2.37) \quad \hat{G} := \left[ \begin{array}{c} \rho^{-1}(A + BmC) \\ (L - m)C \end{array} \right] \rho^{-1}B \hat{w}.
\]

If \( G \) denotes the series interconnection \( \Pi(\Lambda)\hat{G} \), then (2.36) just reads \( \langle \hat{G}\hat{w}, \hat{w} \rangle_2 \leq -\varepsilon \|\hat{w}\|_2^2 \) for all \( \hat{w} \in l_2^d \), and \( G \) is also said to be strictly negative real. Theorem 2.7 just expresses that \( \rho_{\text{we}} \leq \rho \) is guaranteed by checking that \( G \) is stable and strictly negative real.

To verify these properties, we can use the following variant of the celebrated positive real lemma [1].

Lemma 2.8. Consider a system \( z = Gw \) with \( G = \left[ \begin{array}{cc} A & B \\ C & D \end{array} \right] \) and \( d \) inputs and outputs. Then the following statements are equivalent:

1. \( A \) is Schur and \( G \) is strictly negative real (SNR): There exists some \( \varepsilon > 0 \) with \( \langle Gw, w \rangle_2 \leq -\varepsilon \|w\|_2^2 \) for all \( w \in l_2^d \).
2. There exists some \( X > 0 \) such that

\[
(2.38) \quad \left( \begin{array}{c} A \\ I \\ C \\ D \\ 0 \\ I \end{array} \right)^T X \left( \begin{array}{c} A \\ B \\ 0 \\ 0 \\ 0 \\ I \end{array} \right) < 0.
\]

In here, \( A > 0 \) (\( A \prec 0 \)) means that the real matrix \( A \) is symmetric and positive (negative) definite. Lemma 2.8 allows to translate stability and strict negative realness of an operator defined by a linear system into a convex finite-dimensional feasibility constraint, which takes of the form of a linear matrix inequality (LMI) in the matrix variable \( X \).
Recall that, in Theorem 2.7, this involves the series interconnection of $\Pi(\Lambda)$ and $\tilde{G}$ in (2.37) with the state-space description

\[
\Pi(\Lambda)\tilde{G} = \begin{bmatrix}
\tilde{A} \\
\tilde{C}(\Lambda) \\
\tilde{D}(\Lambda)
\end{bmatrix} := \begin{bmatrix}
A_t & 0 & -B_t \\
0 & \rho^{-1}(A + BmC) & D_t(\Lambda) \\
0 & D_t(\Lambda)(L - m)C & -D_t(\Lambda)
\end{bmatrix}.
\]

We observe that $\rho^{-1}(A + BmC)$ is Schur iff this holds for $\tilde{A}$. Hence, Theorem 2.7 in combination with Lemma 2.8 leads to the following result.

**Corollary 2.9.** For $\rho \in (0, 1)$, the convergence rate of algorithm (2.7) is bounded as $\rho_{wc} \leq \rho$ if there exist $\Lambda \in \Lambda^\rho$ and $X$ that satisfy the constraints

\[
X \succ 0, \quad T \begin{bmatrix}
X & 0 & 0 & 0 \\
0 & -X & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & I
\end{bmatrix} \begin{bmatrix}
\tilde{A} & \tilde{B} \\
\tilde{C}(\Lambda) & \tilde{D}(\Lambda)
\end{bmatrix} \prec 0.
\]

In (2.40) and later we use "•" as a placeholder for the matrix on the right to save space. For fixed $l \in \mathbb{N}_0$ and $\rho \in (0, 1)$, we observe that the left-hand side of (2.40) is affine in the variables $\mathcal{X}$ and $\Lambda$. Note that $\Lambda^\rho$ is as well described by LMI constraints on $\Lambda$. We have thus reduced the verification of $\rho$-convergence for a given algorithm to a convex feasibility test in terms of LMIs.

However, recall that the main goal of this paper is algorithm design. For a given $\rho \in (0, 1)$, this means to verify with an LMI feasibility test whether there exists an algorithm of the form (2.4) which achieves $\rho$-convergence; if existing, one wishes to construct an algorithm based on some solution of the LMI.

Recall that we parameterize algorithms by the matrices $A_a, B_a, C_a, D_a$ in (2.16). In Corollary 2.9, these matrices enter the constraints (2.40) via (2.39) in a non-linear fashion. If using Corollary 2.9 for design, we end up with non-convex constraints if viewing the algorithm matrices $A_a, B_a, C_a, D_a$, the multiplier parameter $\Lambda$ and the so-called Lyapunov matrix $X$ as decision variables. As a preparation for overcoming this trouble, we recapitulate some essential insights into controller synthesis by LMIs next.

### 3. Controller Synthesis with LMIs.

Feedback control for systems described by difference equations as in this paper can be abstractly formulated in terms of a given to-be-controlled system, the so-called generalized plant, as described by

\[
\begin{bmatrix}
z \\
y
\end{bmatrix} = \begin{bmatrix}
A & B_1 & C & D_1 \\
B & 1 & E & 0
\end{bmatrix} \begin{bmatrix}
w \\
u
\end{bmatrix}.
\]

This plant has two (vector-valued) input and output signals. Here $u$ is the so-called control input with which the system is actuated, steered or manipulated. On the other hand, $y$ is the so-called measurement output, which is viewed as the available information about the system for the purpose of controlling it. A controller then takes $y$ as its input and generates the control action $u$ as its output through

\[
u = \begin{bmatrix}
A_a & B_a \\
C_a & D_a
\end{bmatrix} y.
\]

The plant and controller form the so-called feedback interconnection, which can be expressed (after a simple calculation [32, Section 2]) as

\[
\begin{bmatrix}
z \\
w
\end{bmatrix} = \begin{bmatrix}
A + BD_aC & BC_a & B_1 + BD_aF \\
B_a & A_a & B_aF \\
C_1 + ED_aC & EC_a & D_1 + ED_aF
\end{bmatrix} \begin{bmatrix}
w
\end{bmatrix} = \begin{bmatrix}
A \\
C \\
D
\end{bmatrix} w.
\]

The closed-loop system is affected by the disturbance input $w$ and responds with the controlled output $z$; these are the signals on which one imposes desired specifications which the controller should achieve.
Foremost, controllers are required to (internally) stabilize the plant, i.e., they need to render \( A \) Schur. Next to stabilization, many desired so-called performance properties on the map \( w \mapsto z \) are expressed as

\[
\left( \begin{array}{c} z \\ w \end{array} \right), P \left( \begin{array}{c} z \\ w \end{array} \right)_2 \leq -\varepsilon \| w \|_2^2
\]

for all \( w \in l^2_\| \) (where \( d \) is the number of components of \( w \)) and some \( \varepsilon > 0 \). Here \( P \) is an indefinite symmetric weighting matrix that is partitioned according to the signals \( z \) and \( w \) with the properties

\[
P = \begin{pmatrix} Q & S \\ S^T & R \end{pmatrix}, \quad Q \succ 0 \quad \text{and} \quad \det(P) \neq 0.
\]

The celebrated KYP lemma (see e.g. [42, 26]) can be used to show that the controller achieves both tasks iff there exists a Lyapunov matrix \( X \) that satisfies

\[
X \succ 0, \quad X^T \begin{pmatrix} X & 0 & 0 \\ 0 & -X & 0 \\ 0 & 0 & Q \\ 0 & 0 & S^T R \end{pmatrix} \begin{pmatrix} A & B \\ I & 0 \\ C & D \end{pmatrix} < 0.
\]

Analyzing the desired properties of a fixed controller thus boils down to this convex feasibility test in \( X \).

If synthesizing a controller, we view the parameters of (3.2) as additional decision variables. However, (3.4) does not impose a convex constraint on both \( X \) and the controller matrices. Despite this trouble, the existence of a controller that achieves (3.4) can still be equivalently expressed as convex constraints.

**Theorem 3.1.** Let \( U \) and \( V \) be matrices whose columns form a basis of \( \ker(CF) \) and \( \ker(B^T E^T) \), respectively. Then there exist a controller (3.2) and an \( X \) such that the closed-loop system (3.3) satisfies (3.4) iff there exist symmetric matrices \( X, Y \) with

\[
\begin{pmatrix} X & I \\ I & Y \end{pmatrix} \succ 0, \quad X^T \begin{pmatrix} X & 0 & 0 \\ 0 & -X & 0 \\ 0 & 0 & Q \\ 0 & 0 & S^T R \end{pmatrix} \begin{pmatrix} A & B_1 \\ I & 0 \\ C_1 & D_1 \end{pmatrix} \begin{pmatrix} Y & 0 & 0 \\ 0 & -Y & 0 \\ 0 & 0 & Q \\ 0 & 0 & S^T R \end{pmatrix} \begin{pmatrix} I & 0 \\ -A^T & -C_1^T \\ 0 & I \\ -B_1^T & -D_1^T \end{pmatrix} V \succ 0;
\]

here \( \tilde{Q}, \tilde{R}, \tilde{S} \) denote the blocks of the inverse \( P^{-1} \).

Once the LMIs (3.5) are feasible, a constructive procedure to compute the controller matrices is found in [8], and the dimension of the resulting state-matrix \( \Lambda_e \) equals that of \( A \).

This result essentially appeared in the seminal work [9, 13] for \( Q = I, R = -\gamma^2 I, S = 0 \) related to the so-called \( H_\infty \)-control problem. The extensions to general performance indices have been suggested in [19, 30], while the current paper is aligned in notation with the exposition in [32, 33]. Here we only use

\[
Q = R = 0 \quad \text{and} \quad S = I.
\]

**Remark 3.2.** To ensure the existence of a stabilizing controller for (3.1), one should verify that \((A, B)\) is stabilizable and \((A, C)\) is detectable [42, Section 17.1].

4. Convexification of Algorithm Synthesis.

4.1. Algorithm Design by Controller Synthesis. It is now a natural idea to exploit the general controller synthesis framework in Section 3 for algorithm design based on Corollary 2.9.

In order to match (2.40) with (3.4), we choose (3.6) and express the state-space description of (2.39) as the interconnection of a suitable plant (3.1) in feedback with a controller which is determined through the algorithm parameters. In fact, a trivial computation shows that the system (2.37) for \((A, B, C)\) from (2.16) is obtained as in (3.1)-(3.3) by the feedback interconnection of the plant

\[
\begin{pmatrix} \ddot{z} \\ y \end{pmatrix} = \begin{pmatrix} \rho^{-1} I_d & \rho^{-1} m I_d \\ 0 & I_d \end{pmatrix} \begin{pmatrix} \rho^{-1} I_d & \rho^{-1} I_d \\ -I_d & L I_d - m I_d \end{pmatrix} \begin{pmatrix} \dot{\ddot{z}} \\ \dot{w} \end{pmatrix}
\]
with the controller

\[ u = \begin{bmatrix} \rho^{-1}A_a & \rho^{-1}B_a \end{bmatrix} y. \]

Moreover, the weighted interconnection (2.39) is clearly given by closing the loop with the same controller (4.2) and the following filtered version of (4.1):

\[
\begin{bmatrix}
A_f & B_f & 0 \\
C_f(\Lambda) & D_f(\Lambda) & 0 \\
0 & 0 & I_d
\end{bmatrix} \begin{bmatrix}
\rho^{-1}I_d & \rho^{-1}I_d & \rho^{-1}mI_d \\
0 & -I_d & Ld - mI_d \\
I_d & 0 & 0
\end{bmatrix} = \begin{bmatrix}
A_f & 0 & -B_f \\
0 & \rho^{-1}I_d & B_f(L - m) \\
C_f(\Lambda) & 0 & -D_f(\Lambda) - D_f(\Lambda)(L - m)
\end{bmatrix}.
\]

Recall that \( A_f \) is Schur. Therefore, the structure of \( \tilde{A} \) in (2.39) clarifies that \( \rho^{-1}(A + BmC) \) is Schur iff (4.2) stabilizes (4.3).

For some given \( \Lambda \in \Lambda^\rho \), we can apply Theorem 3.1 in order to characterize the existence of algorithm parameters that achieve (2.40) for some \( \mathcal{X} \) as an LMI feasibility test. However, the joint search over \( \Lambda \in \Lambda^\rho \) and \( X, Y \) in the resulting inequalities remains non-convex. This is a commonly encountered problem in robust controller synthesis (see e.g. [36]), and has been also noted for algorithm design in the recent paper [17].

Our progress over all existing results is to show how to perform such a simultaneous convex search in (2.40) over the algorithm variables \( A_a, B_a, C_a, D_a \), the multiplier parameters \( \Lambda \) and the Lyapunov matrix \( X \).

** Remark 4.1.** Once some \( \Lambda \in \Lambda^\rho \) has been determined, the corresponding algorithm parameters can be directly determined on the basis of Theorem 3.1 as in [8]. Let us include an important structural remark at this point. All matrices involved in (4.3) and (3.6) do admit the Kronecker structure \( M \otimes I_d \) with suitable matrices \( M \) and the standard Kronecker product \( " \otimes " \). This makes it possible to work w.l.o.g. with \( X \) and \( Y \) in Theorem 3.1 that admit such a structure, and the steps in [8] generate algorithm parameters that inherit this structure as well. This so-called dimensionality reduction [16] implies that the computational complexity for algorithm design is independent of \( d \), and that it generates algorithms that can be applied for arbitrary dimensions \( d \in \mathbb{N} \).

** 4.2. Convexification of Operator Formulation.** Recall that the feedback interconnection of (4.1) and (4.2) is called the closed-loop system. Let us start by showing that all such closed-loops obtained by stabilizing controllers can be expressed as

\[ \{ T_1 + T_2QT_3 \mid Q \in \mathcal{Q} \} \]

with the following set of stable systems:

\[ \mathcal{Q} := \left\{ Q = \begin{bmatrix} A_Q & B_Q \\ C_Q & D_Q \end{bmatrix} \mid A_Q \text{ is Schur} \right\}. \]

For this so-called Youla parametrization we rely on [7, 42] and emphasize that the results directly carry over from continuous-time to discrete-time systems.

** Lemma 4.2.** The set of all systems (2.37) parameterized by \( A_a, B_a, C_a, D_a \) and such that \( \rho^{-1}(A + BmC) \) is Schur is equal to (4.4) where \( \sigma := Lm^{-1} - 1 \),

\[
T_1 = \begin{bmatrix} 0 & -\rho^{-1}I_d \\ \sigma I_d & -I_d \end{bmatrix}, \quad T_2 = LI_d - mI_d, \quad T_3 = \begin{bmatrix} 0 & -\rho^{-1}I_d \\ \rho^{-1}I_d & 0 \end{bmatrix}.
\]

Moreover, the correspondence between the algorithm parameters and \( Q \) is given by

\[
\begin{bmatrix}
A_a & B_a \\
C_a & D_a
\end{bmatrix} = \begin{bmatrix}
-mD_Q & -mC_Q \\
\rho B_Q & \rho A_Q \\
D_Q & m^{-1}I_d
\end{bmatrix}.
\]
Proof. In control we associate to a linear system (2.6) its so-called transfer matrix $C(zI - A)^{-1}B + D$, whose entries are real rational and proper functions in $z$. A calculation shows that (4.1) has the transfer matrix

$$P(z) = \begin{pmatrix} P_{11}(z) & P_{12}(z) \\ P_{21}(z) & P_{22}(z) \end{pmatrix} = \begin{pmatrix} -I_d & LI_d - mI_d \\ \frac{1}{\rho z}I_d & \frac{1}{\rho z}mI_d \end{pmatrix}.$$  

With $M(z) = \tilde{M}(z) := \frac{\rho z - 1}{\rho z}I_d$, $N(z) = \tilde{N}(z) := \frac{1}{\rho z}mI_d$ we then infer that $P_{22}(z) = N(z)M(z)^{-1}$. With $X(z) = \tilde{X}(z) := I_d$, $Y(z) = \tilde{Y}(z) := -m^{-1}I_d$ we get the so-called double Bézout identity

$$\begin{pmatrix} \tilde{X}(z) & -\tilde{Y}(z) \\ -\tilde{N}(z) & \tilde{M}(z) \end{pmatrix} \begin{pmatrix} M(z) & Y(z) \\ N(z) & X(z) \end{pmatrix} = I_{2d}.$$  

This permits us to apply [7, Theorem 1 in Section 4.5]. Specifically, if defining

$$T_1(z) = P_{11}(z) + P_{12}(z)M(z)\tilde{Y}(z)P_{21}(z), \quad T_2(z) = P_{12}(z)M(z), \quad T_3(z) = \tilde{M}(z)P_{21}(z),$$

the set of all closed-loop transfer matrices that can be obtained with stabilizing controllers for (4.1) is given by $T_1(z) + T_2(z)Q(z)T_3(z)$ where $Q(z)$ varies in the set of all transfer matrices associated to the elements in $Q$. Since $M(z)$ is a multiple of the identity matrix, we infer $T_2(z)Q(z) = P_{12}(z)Q(z)M(z)$ and hence $T_1(z) + T_2(z)Q(z)T_3(z) = T_1(z) + T_2(z)Q(z)T_3(z)$ with $T_2(z) := P_{12}(z)$, $T_3(z) = M(z)M(z)P_{21}(z)$. Now note that $T_2(z) = (L - m)I_d$,

$$(4.6) \quad T_1(z) = -I_d - \frac{1}{\rho z}\sigma I_d \text{ and } T_3(z) = \frac{\rho z - 1}{(\rho z)^2}I_d,$$  

which do indeed have the state-space representations as in the lemma.

According to [42, Theorem 12.17], the controller’s transfer matrix which corresponds to $Q(z)$ is obtained by feedback of the plant with transfer matrix

$$\begin{pmatrix} Y(z)X(z)^{-1} & \tilde{X}(z)^{-1} \\ X(z)^{-1} & -X(z)^{-1}N(z) \end{pmatrix} = \begin{pmatrix} -m^{-1}I_d & I_d \\ I_d & -\frac{1}{\rho z}mI_d \end{pmatrix}$$  

and $Q(z)$. In case that $Q(z)$ is the transfer matrix of an element in (4.5), an elementary calculation shows that the related controller has the state-space description

$$\begin{bmatrix} -\rho^{-1}mD_Q & -\rho^{-1}mC_Q \\ B_Q & A_Q \end{bmatrix} \begin{bmatrix} -\rho^{-1}mD_Q \\ B_Q \end{bmatrix}.$$

Matching with (4.2) reveals the relation of $Q$ with the algorithm parameters as claimed. ■

Next we note that $\Pi(\Lambda)$, $T_1$, $T_2$, $T_3$ and $Q$ are all stable, which implies the very same property for

$$\Pi(\Lambda)(T_1 + T_2QT_3)$$

due to (2.11) and (2.12). Just by combining Theorem 2.7 with Lemma 4.2, we infer that there exists an algorithm which achieves $\rho$-convergence if there exist $\Lambda \in \Lambda_\rho$ and $Q \in Q$ such that (4.7) is SNR. The key step to convexity is the parameter change $Z := \Pi(\Lambda)T_2Q$, as shown in the next lemma.

**Lemma 4.3.** Let $\bar{\Lambda} := \begin{pmatrix} 0 & \cdots & 0 \end{pmatrix}$ and suppose that $\Lambda$ with $\bar{\Lambda} \in \Lambda \subset \Lambda_\rho$ is convex. Then the following statements are equivalent:

1. $\Pi(\Lambda)(T_1 + T_2QT_3)$ is SNR for some $\Lambda \in \Lambda$, $Q \in Q$.
2. $\Pi(\Lambda)T_1 + ZT_3$ is SNR for some $\Lambda \in \Lambda$, $Z \in Q$.

**Proof.** If $\Pi(\Lambda)(T_1 + T_2QT_3) = \Pi(\Lambda)T_1 + \Pi(\Lambda)T_2QT_3$ is SNR for some $Q \in Q$, it suffices to observe that $Z := \Pi(\Lambda)T_2Q \in Q$ since $Z$ admits the description

$$\begin{bmatrix} A_\ell & B_\ell(L - m)C_Q & B_\ell(L - m)D_Q \\ 0 & A_Q & B_Q \\ C_\ell(\Lambda) & D_\ell(\Lambda)(L - m)C_Q & D_\ell(\Lambda)(L - m)D_Q \end{bmatrix}.$$
Lemma 2.8 shows that there exists some $X$ just gives $\tilde{\varepsilon}$ problem over the infinite dimensional space conv $\mathcal{C}$ and use (3.1)-(3.3) to see that $\Pi(\Lambda)$ is Schur and $f$ is indeed a Schur matrix. Hence 1. implies 2.

Then Lemma 2.6 is valid for the full class $\mathcal{D}$ with the controller $T$ and $\Pi(\Lambda)$ is invertible and $\Pi(\Lambda)T_1 + ZT_3$ stays SNR. Therefore, $\Pi(\Lambda)^{-1}$ exists and can be expressed as

$$ \begin{bmatrix} \hat{A}_t & \hat{B}_t \\ \hat{C}_t & \hat{D}_t \end{bmatrix} := \begin{bmatrix} A_t - B_tD_t(\Lambda)^{-1}C_t & B_tD_t(\Lambda)^{-1} \\ -D_t(\Lambda)^{-1}C_t & D_t(\Lambda)^{-1} \end{bmatrix}. $$

Next we show that $\hat{A}_t$ is Schur. To this end we fix $\delta := \frac{L-m}{2} \in (0, L-m)$ and the map $g(x) := \frac{1}{2}x^T \delta x$. Then Lemma 2.6 is valid for the full class $\mathcal{A}_p[22]$, and thus as well for $\Lambda$. If $\varepsilon$ is a $t_0^2$, we note that (2.32) just gives $\tilde{w} = \delta \varepsilon$ and we get $\tilde{\varepsilon} = (L + \tilde{\varepsilon})\varepsilon - \delta \tilde{\varepsilon} = \delta \tilde{\varepsilon}$ in (2.34); by Lemma 2.6 we hence conclude $\langle \Pi(\Lambda)\varepsilon, \varepsilon \rangle_2 \geq 0$ for all $\varepsilon \in t_0^2$; this shows $\Pi(\Lambda)z, z) = \Pi(\Lambda)z, z) + \varepsilon \Pi(\Lambda)z, z) \geq \varepsilon ||Zt||_2^2$ for all $z \in t_0^2$. Since $A_t$ is Schur and $-\Pi(\Lambda)$ with a state-space description in terms of $(A_t, B_t, -C_t(\Lambda), -D_t(\Lambda))$ is SNR, Lemma 2.8 shows that there exists some $X > 0$ with

$$ (4.8) \quad \bullet^T \begin{bmatrix} X & 0 & 0 \\ 0 & -X & 0 \\ 0 & 0 & I \end{bmatrix} \begin{bmatrix} A_t & B_t \\ I & 0 \\ -C_t(\Lambda) & D_t(\Lambda) \end{bmatrix} \bullet \prec 0. $$

Now we exploit again that $D_t(\Lambda)$ is invertible and perform a congruence transformation of (4.8) with

$$ \left( \begin{array}{cc} I & 0 \\ -D_t(\Lambda)^{-1}C_t(\Lambda) & D_t(\Lambda)^{-1} \end{array} \right) $$

to get

$$ \bullet^T \begin{bmatrix} X & 0 & 0 \\ 0 & -X & 0 \\ 0 & 0 & I \end{bmatrix} \begin{bmatrix} \hat{A}_t & \hat{B}_t \\ \hat{C}_t & \hat{D}_t \end{bmatrix} \bullet \prec 0. $$

By inspection, the left-upper block of this inequality reads $(\hat{A}_t)^TX\hat{A}_t - X \prec 0$. Because of $X > 0$ we infer that $\hat{A}_t$ is indeed a Schur matrix.

Since $T_2$ just is a real invertible matrix, we can define $Q := T_2^{-1}\Pi(\Lambda)^{-1}Z$. We infer $Q \in \mathcal{Q}$, again just by using (2.11). Moreover, $\Pi(\Lambda)(T_1 + T_3) = \Pi(\Lambda)T_1 + ZT_3$ shows that $\Pi(\Lambda)(T_1 + T_3)$ is SNR. ■

Corollary 2.9 combined with Lemma 4.2 and Lemma 4.3 for $\Lambda := \Lambda_p$ leads to the following result.

COROLLARY 4.4. With $\rho \in (0, 1)$, there exists an algorithm whose convergence rate is bounded as $\rho_{ec} \leq \rho$ if there exist $\Lambda \in \mathcal{A}_p$ and $Z \in \mathcal{Q}$ such that $\Pi(\Lambda)T_1 + ZT_3$ is SNR.

Both $\mathcal{A}_p$ and $\mathcal{Q}$ are convex and $\Pi(\Lambda)T_1 + ZT_3$ is affine in $\Lambda$ and $Z$. Since the SNR property is a convex constraint, we have shown that the algorithm design problem is indeed convex as a feasibility problem over the infinite dimensional space $\mathcal{A}_p \times \mathcal{Q}$.

4.3. Algorithm Synthesis by LMIs. Testing whether there exist $\Lambda \in \mathcal{A}_p$ and $Z \in \mathcal{Q}$ for which $\Pi(\Lambda)T_1 + ZT_3$ is SNR can even be turned into a finite dimensional convex feasibility problem. Towards this end, we represent $Z \in \mathcal{Q}$ as

$$ (4.9) \quad Z = \begin{bmatrix} A_Z & B_Z \\ C_Z & D_Z \end{bmatrix} $$

and use (3.1)-(3.3) to see that $\Pi(\Lambda)T_1 + ZT_3$ results from the feedback interconnection of the plant (3.1) with the controller $u = Zy$ for

$$ (4.10) \quad \begin{bmatrix} A & B_1 & B \\ C_1(\Lambda) & D_1(\Lambda) & E \\ C & F & 0 \end{bmatrix} := \begin{bmatrix} A_t & B_t & 0 & -B_t & 0 \\ 0 & 0 & 0 & -\rho^{-1}I_d & 0 \\ 0 & I_d & 0 & \rho^{-1}I_d & 0 \\ C_t(\Lambda) & D_t(\Lambda) & 0 & -D_t(\Lambda) & LI_d - mL_d \end{bmatrix}. $$
This viewpoint permits us to derive an LMI solution for the algorithm synthesis problem based on Theorem 3.1, our second main result. The relevant LMIs can be more compactly expressed by using the selection matrix

\[ J := \begin{pmatrix} I_{\dim(A)} & 0 \\ 0 & I_d \\ 0 & 0 \end{pmatrix}. \]

**Theorem 4.5.** There exists some \( \Lambda \in \mathcal{A}_p^T \) and a controller (4.9) such that \( A_Z \) is Schur and \( \Pi(\Lambda)T_1 + ZT_3 \) is SNR iff there exist \( X \) and \( \Lambda \) satisfying

\[ \Lambda \in \mathcal{A}_p^T, \ X > 0 \text{ and } A \begin{bmatrix} X & 0 & 0 \\ 0 & -X & 0 \\ 0 & 0 & I_d \end{bmatrix} \begin{bmatrix} AJ & B_1 \\ 0 & J \\ C_1(\Lambda)J & D_1(\Lambda) \end{bmatrix} \prec 0. \tag{4.11} \]

If the LMIs (4.11) are feasible, there exists an algorithm whose convergence rate is bounded as \( \rho_{wc} \leq \rho \).

**Proof.** Let us abbreviate the interconnection (4.9)-(4.10) as determined according to (3.3) by

\[ z = \begin{bmatrix} \tilde{A} \\ \tilde{B} \end{bmatrix} \begin{bmatrix} C(\Lambda) \\ D(\Lambda) \end{bmatrix} w \]

(which is an abuse of notation since the matrices differ from those in (2.39)). Since \( B \) in (4.10) is zero, \( A_Z \) is Schur iff \( \tilde{A} \) is Schur. Therefore, \( A_Z \) is Schur and (4.9)-(4.10) is SNR iff there exists some \( \lambda' > 0 \) with (2.40). To apply Theorem 3.1, we choose the basis matrices

\[ U := \begin{pmatrix} I_{\dim(A)} & 0 \\ 0 & I_d \\ 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad V := \begin{pmatrix} I_{\dim(A)} & 0 \\ 0 & I_d \\ 0 & 0 \end{pmatrix} \]

of \( \ker(C \ F) \) and \( \ker(B^T \ E^T) \), respectively. Then the second LMI in (3.5) is just identical to third one in (4.11); since the first LMI in (3.5) implies \( X > 0 \), “only if” follows directly.

To show “if”, let (4.11) hold. By the particular choice of \( V \), the third inequality in (3.5) simplifies to \( Y - AY^T A^T > 0 \). Since \( A \) is Schur, we can take \( Y_0 > 0 \) with \( Y_0 - AY_0 A^T = I \) and thus obtain for any \( \alpha > 0 \) a solution \( \alpha Y_0 \) of the third LMI in (3.5). Since \( X > 0 \), we can certainly find some large \( \alpha_0 > 0 \) such that \( Y = \alpha_0 Y_0 \) also satisfies the first LMI in (3.5). Applying theorem 3.1 completes the proof. \( \blacksquare \)

Like for algorithm analysis, the left-hand side of (4.11) constitute LMI constraints on \( X \) and \( \Lambda \). Feasibility of these LMIs is equivalent to the existence of \( A_p, B_p, C_p, D_p, \ Lambda \in \mathcal{A}_p^T \) and \( X' \) with (2.40), which is the desired convexification of algorithm synthesis, one of the main goals of this paper.

Let us now establish that one can even eliminate the unknown \( X \) in Theorem 4.5.

**Corollary 4.6.** Let \( R := \sum_{k=0}^t \rho^k(\Lambda_k L_m^{-1}) \) for fixed \( \Lambda \in \mathcal{A}_p^T \). Then there exists \( X \) with (4.11) iff

\[ \begin{pmatrix} \frac{1}{1-\rho} (RT + R) RT + \Lambda_0 \\ \frac{1}{R} R + \Lambda_0^T \end{pmatrix} \succ 0. \tag{4.13} \]

**Proof.** Note that the last LMI in (4.11) is a generalized Stein inequality

\[ A^T X A - E^T X E + C^T N C \preceq 0 \]

where

\[ \begin{pmatrix} A \\ E \\ C \end{pmatrix} := \begin{pmatrix} A_d & B_1 \sigma & -B_1 \\ 0 & 0 & -\frac{1}{\rho} I_d \\ 0 & \frac{1}{\rho} I_d & \frac{1}{\rho} I_d \end{pmatrix}, \quad N := \begin{pmatrix} 0 & I_d \\ I_d & 0 \\ 0 & 0 \end{pmatrix}. \tag{4.14} \]
We start by determining a congruence transformation on (4.14) in order to render $A$ diagonal. If $U$ is chosen to satisfy the Sylvester equation

\begin{equation}
A_f U - U (I_3 \otimes I_d) + B_f (1 + \sigma) = 0,
\end{equation}

we indeed have

\[
P^{-1}AQ = \tilde{A} := \begin{pmatrix} A_f & 0 & 0 \\ 0 & \frac{1}{\rho} I_d & 0 \\ 0 & 0 & -I_d \end{pmatrix}, \quad P^{-1}EQ = E \quad \text{for} \quad P := \begin{pmatrix} I & U & \frac{1}{\rho} I_d \\ 0 & I_d & 0 \\ 0 & 0 & -\frac{1}{\rho} I_d \end{pmatrix}, \quad Q := \begin{pmatrix} I & U & 0 \\ 0 & I_d & 0 \\ 0 & -I_d & I_d \end{pmatrix}.
\]

A congruence transformation of (4.14) with $Q$ leads to

\begin{equation}
\tilde{A}^T \tilde{X} \tilde{A} - E^T \tilde{X} E + \tilde{C}^T N \tilde{C} < 0
\end{equation}

where $\tilde{X} := P^T X P$, $\tilde{C} := CQ = \begin{pmatrix} C_i(A) & R & -D_i(A) \\ 0 & -I_d & I_d \end{pmatrix}$, and $R := C_i(A)U + D_i(A)(1 + \sigma)$. By (4.15) we have $U = (\frac{1}{\rho} I_d - A_f)^{-1} B_f (1 + \sigma)$ and hence we get $R = [C_i(A)](\frac{1}{\rho} I_d - A_f)^{-1} B_f + D_i(A)(1 + \sigma)$. Due to (2.30) and $\sigma + 1 = Lm^{-1}$, this indeed matches with the definition of $R$ in the corollary.

To show "only if" let $X$ satisfy (4.11). Then $\tilde{X} := P^T X P \succ 0$ satisfies (4.16). Its right-lower $2d \times 2d$-block is denoted as $Y$ and still positive definite. Canceling the first block row/column of (4.16) gives

\begin{equation}
\begin{pmatrix} \frac{1}{\rho} I & 0 \\ 0 & -I \end{pmatrix}^T \begin{pmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{pmatrix} \begin{pmatrix} \frac{1}{\rho} I & 0 \\ 0 & -I \end{pmatrix} - \begin{pmatrix} Y_{11} & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} -R^T - R & R^T + D_i(A) \\ R + D_i(A) + R & R + D_i(A) \end{pmatrix} < 0.
\end{equation}

With a sign-change in the off-diagonal blocks and if recalling $D_i(A) = \Lambda_0$, this is equivalent to

\begin{equation}
\begin{pmatrix} R^T + R - \frac{1}{\rho^2} Y_{11} & R^T + \Lambda_0 - \frac{1}{\rho} Y_{12} \\ R + \Lambda_0^T - \frac{1}{\rho} Y_{21} & \Lambda_0^T + \Lambda_0 - Y_{22} \end{pmatrix} \succ 0.
\end{equation}

If $H := R^T + R - \frac{1}{\rho^2} Y_{11} \succ 0$ is the left-upper block in here, we infer from $\rho \in (0, 1)$ that $\frac{1}{1 - \rho^2} (R + R^T) - \frac{1}{\rho} Y_{11} = \frac{1}{1 - \rho^2} H \succ H$. By $\begin{pmatrix} \frac{1}{\rho} y_{11} & \frac{1}{\rho^2} y_{12} \\ \frac{1}{\rho^2} y_{21} & y_{22} \end{pmatrix} \succ 0$, the inequality (4.18) hence implies (4.13).

To prove the converse, let (4.13) hold and define

\[
Y := \begin{pmatrix} \frac{1}{\rho^2} (R^T + R - \varepsilon I) & \rho(R^T + \Lambda_0) \\ \rho(R + \Lambda_0^T) & \Lambda_0^T + \Lambda_0 - \varepsilon I \end{pmatrix}.
\]

Here we can choose so small $\varepsilon > 0$ that $Y$ is positive definite. Moreover, $Y$ obviously satisfies (4.18) and thus (4.17). Since $A_f$ is Schur, we can choose $X_0 \succ 0$ with $A_f^T X_0 A_f - X_0 = -I$. Let us then define $X := \text{diag}(\alpha X_0, Y) \succ 0$ with $\alpha > 0$ and consider $\tilde{A}^T \tilde{X} \tilde{A} - E^T \tilde{X} E + \tilde{C}^T N \tilde{C}$; its right-lower $2d \times 2d$-block equals (4.17) and is, therefore, negative definite; moreover, $\alpha$ only affects the left-upper block of this matrix, which actually just equals $A_f^T (\alpha X_0) A_f - (\alpha X_0) = -\alpha I$; therefore, we can fix a sufficiently large $\alpha > 0$ to make sure that $\tilde{X} \succ 0$ satisfies (4.16). Then $X := P^{-1} X P - 1 \succ 0$ is a solution of (4.14) and hence of (4.11), which finishes the proof.

Remark 4.7. Note that Corollary 4.6 can be linked to a beautiful mathematical approach for solving $H_{\infty}$- and SNR-synthesis problems based on Nevanlinna-Pick interpolation (see e.g. [18, 14]). In fact, Theorem 4.5 concerns $\Pi(A) T_1 + Z T_3$ in which $T_3$ is a stable system with as many inputs as outputs. The related SNR-synthesis problem is classically said to be of the one-block type. It is also known that the unstable zeros of the transfer matrix of $T_3$ play a key role in characterizing its solvability. Due to (4.6), these are given by $z_1 = \rho^{-1}$ and $z_2 = \infty$. As it turns out after a simple computation, -(4.13) is nothing but the so-called Pick matrix

\begin{equation}
\begin{pmatrix} H(z_1)^* + H(z_1) & H(z_1)^* + H(z_2) \\ H(z_2)^* + H(z_1) & H(z_2)^* + H(z_2) \end{pmatrix}
\end{equation}

where $H$ denotes the transfer matrix of $\Pi(A) T_1$ (with the definition in [3] which permits zeros at infinity).
For the particular class of multipliers (4.6), we can even go one step further and explicitly characterize the set of those parameters \( \rho \) for which LMI (4.13) is feasible.

**Corollary 4.8.** Let \( \kappa := L m^{-1} \) and \( l \geq 1 \). Then there exists some \( \Lambda \in \Lambda^*_{\rho} \) with (4.13) iff \( 1 - \frac{1}{\sqrt{\kappa}} < \rho \).

**Proof.** In view of the Kronecker product structure of the elements in \( \Lambda^*_{\rho} \) and homogeneity of (4.11), we can fix \( \lambda_0 = 1 \) and express (4.13) as

\[
(4.20) \quad \left( \frac{2 \kappa}{1 - \frac{\rho}{\kappa}} \left( 1 + \sum_{k=1}^{l} \rho^k \lambda_k \right) \right) > 0.
\]

If we set \( \alpha := \frac{1 + \rho}{1 - \rho} > 1 \), we infer that \( \left( \frac{1 + \rho}{1 - \rho} \left( 1 + \frac{\beta}{2} \right) \right) > 0 \) iff \( \beta \in (\alpha^{-1}, \alpha) \). Moreover, since \( l \geq 1 \), one can check that \( \left\{ 1 + \sum_{k=1}^{l} \rho^k \lambda_k \mid 1 + \sum_{k=1}^{l} \rho^k \lambda_k \geq 0, \lambda_k \leq \right\} \) is the interval \([1 - \rho^2, 1]\); this set is compact and convex; the maximum is 1 and the minimum is computed by duality of the corresponding linear program. Taken together, (4.11) is feasible iff \( (\alpha^{-1}, \alpha) \cap [\kappa(1 - \rho^2), \kappa] \) is not empty. The infimal \( \rho \in (0, 1) \) for which this is true is determined by the equation \( \frac{1 + \rho}{1 - \rho} = \kappa(1 - \rho^2) \), which indeed gives \( 1 - 1/\sqrt{\kappa} \).

If using Zames-Falb multipliers of any length \( l \geq 1 \) to certify convergence, Corollary 4.8 means that \( 1 - \frac{1}{\sqrt{\kappa}} \) is the optimal rate that is achievable among all algorithms (2.7). In view of [34], this proves for the first time that the triple momentum algorithm is guaranteed to be optimal even if allowing for Zames-Falb multipliers of length \( l \geq 1 \). This also clarifies why various attempts to improve the rate by manual tuning [16] or sum-of-squares optimization [6] of the algorithm parameters were not successful. Our computation of an explicit optimal rate-bound for design is analogous to what has been achieved for the analysis of Nesterov’s algorithm in [28]. Our approach brings out the intrinsic system theoretic reasons for the limits of performance in algorithm design; this holds for both the value of the optimal rate (determined by two zeros of some transfer matrix), and for the insight that algorithms (2.7) with matrices \( A \) of dimension larger than two are not beneficial. All this is a consequence of systematically formulating algorithm design as a controller synthesis problem for the plant (4.1).

**4.4. An extension with a numerical example.** We emphasize that our algorithm design approach is more powerful than just proving Corollary 4.8. This is illustrated by following [10] and showing how one can exploit additional structural knowledge about the cost functions. Specifically, for given matrices \( M_f, L_f \in \mathbb{R}^{d \times d} \) with \( 0 \prec M_f \prec L_f \), we consider the class \( \mathcal{F} \) of functions \( f \in C^2(\mathbb{R}^d, \mathbb{R}) \) satisfying

\[
(4.21) \quad M_f \preceq \nabla^2 f(x) \preceq L_f \quad \text{for all} \quad x \in \mathbb{R}^d.
\]

One could take the triple momentum algorithm and achieve the convergence rate

\[
(4.22) \quad 1 - \frac{1}{\sqrt{\kappa}} \quad \text{for} \quad \kappa = \frac{\lambda_{\text{max}}(L_f)}{\lambda_{\text{min}}(M_f)}.
\]

Instead, we can as well design algorithms based on the matrices \( M_f \) and \( L_f \) by solving a suitable LMI system. For this purpose, we introduce \( T := (L_f - M_f)^{-\frac{1}{2}} \) and define (4.10) by replacing

\[
(4.23) \quad (mI_d, LI_d, \sigma) \quad \text{with} \quad (M_f, L_f, L_fM_f^{-1} - I_d).
\]

We then arrive at the following convex algorithm design result for the class \( \mathcal{F} \).

**Theorem 4.9.** One can construct an algorithm which achieves the convergence rate \( \rho \in (0, 1) \) for the class \( \mathcal{F} \), if there exist \( \Lambda \in T \Lambda^*_{\rho} T^T \) and \( X > 0 \) which satisfy the LMI (4.11).

**Proof.** We first observe that all insights in Section 2.2 remain valid after the substitution (4.23). We argue that the same holds for Sections 2.3 and 2.4 with \( \tilde{G} \) constructed based on (4.23). To this end let \( f \in \mathcal{F} \) be taken with \( \nabla f(0) = 0 \) and define \( g(z) := f(Tz) - \frac{1}{2}(Tz)^T M_f Tz \) to infer \( \nabla^2 g(z) = T^T \nabla^2 f(Tz) T - T^T M_f T \) and thus \( 0 \preceq \nabla^2 g(z) \preceq T^T (L_f - M_f) T \). Hence \( g \in \mathcal{S}_{0,1} \). With the transformations \( \bar{w} := T^T w \) and \( \bar{z} := T^{-1} z \) in (2.7) we obtain

\[
\bar{w} = \nabla g(\bar{z}), \quad \bar{z} = \left[ \begin{array}{c|c} A + BM_f C & BT^{-T} \\ \hline T^{-1} C & 0 \end{array} \right] \bar{w}.
\]
By just following the line of reasoning in Sections 2.3 and 2.4, Theorem 2.7 holds for the convergence rate $\rho_{wc}$ with respect to $F$ if replacing (2.37) with

$$
\begin{bmatrix}
\rho^{-1}(A + BM_f C) & \rho^{-1}BT^{-T} \\
(1 - \rho)T^{-1}C & -Id
\end{bmatrix};
$$

observe that we use $g \in S^0_{0,1}$ at this point. Since $T^{-1} = T^T(L_f - M_f)$, this can be expressed as

$$TT^* \hat{G} T^{-T} \text{ with } \hat{G} := \begin{bmatrix}
\rho^{-1}(A + BM_f C) & \rho^{-1}B \\
(L_f - M_f)C & -Id
\end{bmatrix}.$$

Theorem 2.7 involves $\Pi(\Lambda)T^T \hat{G} T^{-1}$ being stable and SNR, which is equivalent to the same conditions for the congruence transformed system $T\Pi(\Lambda)T^T \hat{G}$ and hence for $\Pi(T\Lambda T^T) \hat{G}$; here $T\Pi(\Lambda)T^T = \Pi(T\Lambda T^T)$ is shown with (2.30) and a suitable state-coordinate change. All this reveals that Corollary 2.9 persists to hold for the class $F$ and Corollary 2.9 (a proof relies on [22, Theorem 9]) and the fact that Lemma 4.3 also applies to $\Lambda$.

Once having determined some $\Lambda^* \in TA_\rho^0 T^T$ for which the LMIs (4.11) in $X$ are feasible, one can find related algorithm parameters $A_\omega, B_\omega, C_\omega, D_\omega$ as sketched in Section 4.1. Moreover, the comments on dimensionality reduction carry over to the situation that $L_f - M_f$ (and hence $T$) are block-diagonal.

A concrete instance of the current setup are functions

$$f(x) = \frac{1}{2}x^T R x + h(Sx - s) \text{ for } x \in \mathbb{R}^d$$

with given $R \in \mathbb{R}^{d \times d}$, $S \in \mathbb{R}^{c \times d}$, $s \in \mathbb{R}^c$ and any $h \in S_{m,L} \cap C^2(\mathbb{R}^c, \mathbb{R})$ where $R$ is positive definite. Indeed, since $\nabla^2 f(x) = R + S^T \nabla^2 h(Sx - s)S$, we infer that (4.21) holds with any small $\varepsilon > 0$ for

$$M_f := R + S^T m_S - \varepsilon I \text{ and } L_f := R + S^T LS.$$ 

As motivated in [22], such cost functions appear in model predictive control if handling the constraint $Sx \leq s$ with a relaxed barrier function $b \in S_{m,L} \cap C^2(\mathbb{R}, \mathbb{R})$ for the set $\{x \in \mathbb{R} \mid x \leq 0\}$. This results in the choice $h(x) = \sum_{i=1}^c b(x_i)$ with $\nabla h(x) = \text{col}(b'(x_1), \ldots, b'(x_c))$, a so-called diagonally repeated nonlinearity. One can exploit this extra structure by using the full multiplier class $\Lambda_\rho$ instead of $\Lambda_\rho^*$ in Theorem 4.9; a proof relies on [22, Theorem 9] and the fact that Lemma 4.3 also applies to $\Lambda = \Lambda_\rho$. This offers yet another possibility for reducing conservatism in algorithm design.

We pick up the numerical example from [22, Section 6.2] for the latter class. Figure 2 depicts the convergence rates of the triple momentum algorithm (blue), the structure exploiting algorithm from Theorem 4.9 with repeated (yellow) and full multipliers (purple). In contrast to [22] (relying on non-convex design algorithms), we get identical rates for the two multiplier classes with our convex design algorithms.

**Fig. 2.** Optimal algorithm convergence rates versus condition number $\kappa$ in (4.22) for example in [22]: Triple momentum (blue), Theorem 4.9 for $\Lambda^*_\rho$ (yellow) and Theorem 4.9 for $\Lambda_\rho$ (purple).
5. Generalization: Extremum Control. We now demonstrate that the proposed framework and the accompanying convexification result have a much wider scope than presented so far. They permit to systematically design optimization and learning algorithms with optimal convergence rates, even with the presence of additional dynamics in the feedback loop. Such dynamics may represent, for example, a model of a communication channels in optimization problems over networks, a noise filter if only a noisy gradient is available, the dynamics of a robot in a source seeking problem, or the dynamic properties of a hardware architecture like in neuromorphic computing. A particularly nice scenario is extremum control as conceptually mentioned in [2]. For a given system and a cost function, the goal is to design a controller that drives some system output to a steady-state in which the cost is minimal.

Among the many concrete instantiations of extremum control, we concentrate on the case where some linear system is given, the cost function \( f \) is only known to belong to the class \( \mathcal{S}_{m,L} \), and the gradient of the cost function can be evaluated [21, 23, 15]. To be concrete, we assume that the system is described as

\[
\begin{pmatrix}
z \\
v
\end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} w \\ v \end{pmatrix},
\]

with an input signal \( u \in l_{nu} \) used for control and two output signals \( z \in l_{nd}, v \in l_{nv} \) interpreted as follows. The first one is supposed to be asymptotically steered to \( z^* \in \mathbb{R}^d \) with \( \nabla f(z^*) = 0 \) for any cost \( f \in \mathcal{S}_{m,L} \).

The second output provides extra information about the system that can be exploited for control; it can be empty, which boils down to \( n_v = 0 \).

The to-be-constructed dynamic controller (algorithm) is a linear time-invariant system that takes the two signals \( w = \nabla f(z) \) and \( v \) as its inputs and generates the control signal \( u \) as its output:

\[
u = \begin{pmatrix} K_1 & K_2 \end{pmatrix} \begin{pmatrix} w \\ v \end{pmatrix}, \quad w = \nabla f(z).
\]

Altogether, (5.1)-(5.2) define the closed-loop system as depicted on the left in Fig. 3. With \( \mathcal{G} := G_1(I - K_2 G_2)^{-1}K_1 \), a simple calculation shows that it can be described as

\[
w = \nabla f(z), \quad z = \mathcal{G}w.
\]

Remark 5.1. Based on the state-space description of (5.1) and of \( K_1, K_2 \), one can calculate a representation (2.6) of \( z = \mathcal{G}w \). We assume that the “D-matrix” of \( K_1 \) vanishes, which assures \( D = 0 \) in (2.6) and leads to (2.3).

Given \( \rho \in (0, 1) \), the goal is to test whether there exists a controller (5.2) for (5.1) which achieves \( \rho \)-convergence for the interconnection (5.3) The infimum of all such \( \rho \)'s is the extremum control rate \( \rho_{ec} \).

In Section 4 we have been only addressing the simple case \( G_1 = I \) and \( G_2 = [\cdot] \). Despite the current more general setting, we are in the position to exploit the developed results in their full extent as seen next. The key is to adopt the generalized plant point-of-view.

5.1. Setting up the Generalized Plant. In the representation of \( z = \mathcal{G}w \) by (2.3) we can assume w.l.o.g. that \( (\mathcal{A}, \mathcal{C}) \) is detectable. By Theorem 2.1, we need to make sure that \( \mathcal{G} \) admits a factorization \( \mathcal{G}H_d \) with \( H_d \) being the integrator (2.25). To enforce this structure we consider the feedback interconnection

\[
\begin{pmatrix} z \\ y \end{pmatrix} = \begin{pmatrix} 0 & G_1 \\ H_d & 0 \end{pmatrix} \begin{pmatrix} w \\ u \end{pmatrix}, \quad u = (\bar{K}_1 K_2) y
\]
where the controllers $\bar{K}_1$ and $K_2$ can be freely chosen. With the abbreviation $\bar{G} := G_1(I - K_2G_2)^{-1}\bar{K}_1$, closing this loop indeed gives $z = \bar{G}H_dw$, and

$$K_1 := \bar{K}_1H_d$$

assures the structure $\bar{G} = G_1(I - K_2G_2)^{-1}K_1 = \bar{G}H_d$.

We work again with state-space descriptions (3.1)-(3.2) of plant and controller in (5.4), respectively. Based on (5.1), the matrices for the plant can be taken as

$$\begin{pmatrix} A & B_1 & B \\ C_1 & D_1 & E \\ C & F & 0 \end{pmatrix} := \begin{pmatrix} I & 0 & I \\ 0 & A_G & 0 \\ 0 & C_{G1} & 0 \end{pmatrix} \begin{pmatrix} B_G \\ 0 \\ D_{G1} \end{pmatrix},$$

while those for the controller are free. Of course, then (3.3) leads to a state-space description of (5.4) and, by inspection, $\mathcal{D}$ indeed vanishes. With the choice (5.5), this gives as well a state-space representation of $\bar{G}$ in (5.3) which is ensured to admit the structure (2.15).

For the purpose of synthesis, we need a plant-controller description for the corresponding system $\bar{G}$ in (2.37). Recall that $\bar{G}$ was obtained from (2.3) by the signal transformations (2.26), (2.28) and (2.34). If applied to the plant (3.1) with matrices (5.6), these transformations lead to

$$\begin{pmatrix} \dot{\bar{z}} \\ \bar{y} \end{pmatrix} = \begin{pmatrix} \bar{A} & \bar{B}_1 & \bar{B} \\ \bar{C}_1 & \bar{D}_1 & \bar{E} \\ \bar{C} & \bar{F} & 0 \end{pmatrix} \begin{pmatrix} \bar{w} \\ u \end{pmatrix}$$

corresponding to the former (4.1). A state-space description of $\bar{G}$ is obtained from (5.7) interconnected with (4.2).

Let us now formulate a test whether (5.7) admits a stabilizing controller which involves so-called uncontrollable and unobservable modes [42, Definition 3.6].

**Lemma 5.2.** There exists a controller which stabilizes (5.7) iff $(A_G, B_G)/(A_G, C_G)$ have no uncontrollable/unobservable modes in $\{\lambda \in \mathbb{C} \mid |\lambda| \geq \rho\}$ and $(A_G - I, B_G, C_{G1}, D_{G1})$ has full row rank.

**Proof.** Since the triple $(\tilde{A}, \tilde{B}, \tilde{C})$ is given by

$$\begin{pmatrix} \rho^{-1}I & \rho^{-1}B_1 & \rho^{-1}(B + B_1mE) \\ (L - m)C_1 & -I & (L - m)E \end{pmatrix},$$

one easily verifies with the so-called Hautus-test that the formulated conditions characterize that $(\tilde{A}, \tilde{B}, \tilde{C})$ are stabilizable/detectable. This proves the claim by Remark 3.2. $\blacksquare$

This identifies necessary conditions on (5.1) for achieving an extremum control rate of $\rho \in (0, 1)$. In particular, $G_1$ needs to be right invertible (requiring $d \leq n_u$) and should have no invariant zero at 1 [39].

**5.2. Convexification of Synthesis.** We assume that (5.7) admits a stabilizing controller. Again, the key to convexification is the description of all stabilized closed-loop systems as in (4.4). Now we follow a classical state-space procedure to construct this Youla-parameterization [7, Section 4.5]: Just choose matrices $\bar{M}$ and $\bar{L}$ such that $\bar{A} + \bar{B}\bar{M}$ and $\bar{A} + \bar{L}\bar{C}$ are Schur and take

$$\begin{pmatrix} T_1 & T_2 \\ T_3 & 0 \end{pmatrix} := \begin{pmatrix} \bar{A} + \bar{B}\bar{M} & -\bar{B}\bar{M} \\ 0 & \bar{A} + \bar{L}\bar{C} \end{pmatrix} \begin{pmatrix} \bar{B}_1 & \bar{B} \\ \bar{D}_1 & \bar{E} \end{pmatrix} \begin{pmatrix} \bar{C}_1 + \bar{E}\bar{M} & -\bar{E}\bar{M} \\ 0 & \bar{C} \end{pmatrix}.$$

Note that the left-hand side is a matrix of operators, whose blocks are defined by the one with a state-space representations on the right on the right-hand side.

Moreover, we exploit the structure of the multiples $\Lambda^\rho_Z$ in (2.31) to arrive at the following result.

**Lemma 5.3.** $\rho \in (0, 1)$ satisfies $\rho_c \leq \rho$ if there exist $\Lambda \in \Lambda^\rho_{Z}$, $Z \in \mathcal{Q}$ s.th. $\Pi(\Lambda)T_1 + T_2ZT_3$ is SNR.
Proof. By (2.30) and (2.31), the multiplier $\Pi(\Lambda)$ admits the diagonal structure $\pi(\Lambda)I_d$ with

$$
\pi(\Lambda) = \begin{bmatrix}
0 & 1 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & 1 & 0 \\
0 & \cdots & 0 & 0 & 1 \\
\lambda_1 & \lambda_1^{-1} & \cdots & \lambda_1 & \lambda_0
\end{bmatrix}
$$

having one input and one output only. Moreover, $T_2$ has the dimension $d \times n_u$ and can be expressed as a operator matrix with entries $(T_2)_{ij}$ for $i = 1, \ldots, d$, $j = 1, \ldots, n_u$ that are also systems with one input and one output. It is well-known that such systems commute as $\pi(\Lambda)(T_2)_{ij} = (T_2)_{ij}\pi(\Lambda)$, which implies

$$
\Pi(\Lambda)T_2 = (\pi(\Lambda)I_d)T_2 = T_2(\pi(\Lambda)I_{n_u}) = T_2\pi(\Lambda).
$$

Starting with $\Pi(\Lambda)T_1 + T_2ZT_3$ being SNR, we follow the proof that 2. implies 1. in Lemma 4.3. Due to the structure of $\Lambda$, we infer $\Pi(\Lambda) = \pi(\Lambda)I_d$ and hence $\Pi(\Lambda)^{-1} = \pi(\Lambda)^{-1}I_d$. Therefore, $Q := \pi(\Lambda)^{-1}Z$ satisfies $Q \in Z$ and assures that $\Pi(\Lambda)(T_1 + T_2Q T_3) = \Pi(\Lambda)T_1 + T_2ZT_3$ is SNR. Again, the application of Theorem 2.7 completes the proof.

Verifying $\rho_{ec} \leq \rho$ according to Lemma 5.3 is convex over $\mathcal{A}_\rho \times \mathcal{Q}$ and can be exactly turned into a finite dimensional LMI feasibility problem. To see this we proceed as in Section 4.3 and express $\Pi(\Lambda)T_1 + T_2ZT_2$ as the interconnection

$$
\begin{pmatrix} z \\ y \end{pmatrix} = \begin{pmatrix} \Pi(\Lambda)T_1 \\ T_3 \end{pmatrix} \begin{pmatrix} T_2 \\ 0 \end{pmatrix} \begin{pmatrix} w \\ u \end{pmatrix}, \quad u = Zy.
$$

(5.9)

Based on those of the multiplier (2.30) and (5.8), it is not difficult to construct a state-space representation of the plant in (5.9). We dispense with writing down the matrices but note that these admit the structure

$$
\begin{bmatrix}
A & B_1 & B \\
C_1(\Lambda) & D_1(\Lambda) & E \\
C & D & F
\end{bmatrix}
$$

(5.10)

in which $C_1(\Lambda)$, $D_1(\Lambda)$ and hence $C_1(\Lambda)$ are affine in $\Lambda$. Note that we abuse notation since (5.10) and (5.6) certainly are different plants.

We are now in the position to apply (a specialized version of) a convexification procedure that has been first established in [31], see also [27] for recent extensions. The corresponding LMIs involve a symmetric decision variable $W$ with the same size and partition as $A$. Let us introduce the following functions in the variables $W$ and $\Lambda$ (where we drop the arguments to save space):

$$
W_1 := \begin{pmatrix} W_{11} & W_{12} \\ 0 & I \end{pmatrix}, \quad W_2 := \begin{pmatrix} I & 0 \\ -W_3^T & W_{22} \end{pmatrix}, \quad Y := W_1^TW_2, \quad \begin{bmatrix} A & B_1 \\ C_1 & D_1 \end{bmatrix} := \begin{bmatrix} W_1^T & W_2 \\ C_1 & D_1 \end{bmatrix}.
$$

(5.11)

It is crucial and easily checked by computation that the bold matrices all depend affinely on $W$ and $\Lambda$.

Moreover, let $U$, $V$ be basis matrices of $\ker(C'F)$, $\ker(B'TET)$ respectively; by (5.10) and with a basis $\text{col}(V_1, V_2)$ of $\ker(B'T_2E'T)$, we can choose $V := \begin{pmatrix} I \\ 0 \\ V_1 \\ 0 \\ V_2 \end{pmatrix}$.

**Theorem 5.4.** Either one of the following two equivalent conditions imply $\rho_{ec} \leq \rho$ for $\rho \in (0, 1)$:

1. There exists a $\Lambda \in \mathcal{A}_\rho$ and a controller (4.9) such that $A_Z$ is Schur and $\Pi(\Lambda)T_1 + T_2ZT_3$ is SNR.

2. There exist $X$, $W$ and $\Lambda \in \mathcal{A}_\rho$ satisfying \( \begin{pmatrix} X & W_1 \\ W_1^T & Y \end{pmatrix} \succ 0 \) and

$$
\begin{pmatrix} X & 0 & 0 \\ 0 & -X & 0 \\ 0 & 0 & I \end{pmatrix} \begin{pmatrix} A & B_1 \\ C_1(\Lambda) & D_1(\Lambda) \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & -Y^{-1} & 0 \\ 0 & 0 & I \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & I \\ -B'T & -D'T \end{pmatrix} V \succ 0.
$$

(5.12)
Our approach overcomes various of these limitations in that we perform direct output-feedback synthesis and employ dedicated dynamic multipliers for the general extremum control problem. Our numerical
examples illustrate that it can be beneficial to work with multipliers of length larger than 1, and that one can analyze the achievable convergence rates depending on suitable system theoretic properties of (5.1).

We have not made any assumptions on $G_1$ so far. In case that $G_1$ admits the structure $G_1 = g_1 I_{n_u}$ with a single input single output system $g_1$, we emphasize that the extensions as described in Section 4.4 go through with ease in the current more general setting. If, in addition, $G_2$ is empty and we work with multipliers that admit a Kronecker structure, the possibility for dimensionality reduction carries over as well (see Remark 4.1). The synthesis procedure will lead to a controller $K_1$ that also admits this structure. Concretely, this captures the optimal synthesis of an algorithm for the minimization of $f$ where the information sent to the gradient first needs to pass a communication channel that is modeled by $g_1$.

5.4. Numerical examples.

5.4.1. Example 1. Relating the limits of performance of some controlled systems to properties of the underlying uncontrolled one is a classical research topic in control [40]. Our tools put us in the position to explore such limits of performance expressed by the achievable optimal convergence rate. For a numerical illustration, we choose a very simple configuration with $G_2 = [ ]$ and a family of systems $G_1$ that admit the transfer functions $G_1(z) = \frac{z^{-0.5}}{(z+p)(z+0.5)}$ with the pole $p$ varying in \{0.2, 0.8, 0.9, 1, 1.1, 1.2, 2\}. The optimal achievable rates for static ($l = 0$) and dynamic multipliers ($l = 2$) depending on the condition number $L/m$ are plotted in Fig. 4; note that the saturation at 1.1 is due to the initialization of the bisection over $\rho$ with the interval [0, 1.1]. The curves indicate a uniform improvement of the achievable rates if stepping from $l = 0$ to $l = 2$, but they do not improve any more for $l > 2$. It is as well interesting to observe that the rates do not change when moving the pole $p$ inside the unit disk to the boundary, but that they do get worse if $p$ moves further into the unstable region. Instead of discussing other interesting aspects of such trade-offs and fundamental performance limitations for the example, we conclude by emphasizing that the key aspect is the mere ability to generate such plots also for many other scenarios.

5.4.2. Example 2. A particularly interesting case is optimization with delayed gradient information, as it appears in parallel optimization or optimization over networks, see e.g. [41]. Hereby, convergence rates of gradient descent algorithms described as $x_{k+1} = x_k - \alpha \nabla f(x_{k-\nu})$ with step-size $\alpha > 0$ and lag $\nu \in \mathbb{N}$ are studied. Such a delay in general accelerated gradient descent algorithms can be easily captured by taking $G_1(z) = \frac{1}{z^2}$ and $G_2 = [ ]$ on the left in Fig. 3. The achievable guaranteed convergence rates for $\nu = 0, 1, 2$ are shown on the left in Fig. 5. Notice that $\nu = 0$ corresponds to the triple-momentum method. As expected, a longer lag leads to a lower performance. It is interesting to observe that our approach allows to design an accelerated algorithm with delayed gradients that outperforms the standard gradient descent algorithm (GD) without delay for larger values of $\kappa$.

5.4.3. Example 3. Finally, we are not tied to the left configuration in Fig. 3. For example, one might require to optimize the rate of convergence to an optimal steady-state $u_*$ of the controller’s output on the right in Fig. 3 (in which the integrator $H_d$ is already displayed explicitly). Let us also assume that $\nabla f$ is diagonally repeated as $\nabla f(z) = \text{col}(b'(z), \ldots, b'(z))$ with any $b \in S_{m,L} \cap C^2(\mathbb{R}, \mathbb{R})$ (see Sec. 4.4).
Then algorithm synthesis can be convexified along the discussed lines for both repeated and full dynamic multipliers $\Pi(\Lambda)$ with $\Lambda \in \Lambda^r$ and $\Lambda \in \Lambda^\rho$, respectively. If we pick $G(z) = \begin{pmatrix} 1 & -1 & -1 \\ 1 & 1 & 1 \\ z & z^2 & 1 \end{pmatrix}$, Fig. 5 on the right depicts the achievable guaranteed rates for repeated multipliers of length $l = 2$ and for full multipliers of lengths $l = 2$ and $l = 4$. These results not only reveal the benefit of higher order dynamics in the multipliers, but also that of exploiting the structure in the cost function.

6. Conclusions. Expanding on the point of view discussed in [38], it is one of our key messages that the generalized plant viewpoint adopted in this paper offers otherwise unachievable conceptual and structural insights into the analysis and synthesis of optimization algorithms. We believe that this viewpoint has a high potential to stimulate further research at the interface of systems theory, optimization and machine learning. For example, it seems highly promising to incorporate recent advances in structured controller synthesis (see [27] and references therein) for the convex design of distributed optimization algorithms. Finally, we believe that our approach can be utilized in algorithm design problems where performance properties such as the mitigation of the sensitivity against noise come into play.
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