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Abstract—Graphon control has been proposed and developed in [1]–[3] to approximately solve control problems for very large-scale networks (VLSNs) of linear dynamical systems based on graphon limits. This paper provides a solution method based on invariant subspace decompositions for a class of graphon linear quadratic regulation (LQR) problems where the local dynamics share homogeneous parameters but the graphon couplings may be heterogeneous among the coupled agents. Graphon couplings in this paper appear in states, controls and costs, and these couplings may be represented by different graphons. By exploring a common invariant subspace of the couplings, the original problem is decomposed into a network coupled LQR problem of finite dimension and a decoupled infinite dimensional LQR problem. A centralized optimal solution, and a nodal collaborative optimal control solution where each agent computes its part of the optimal solution locally, are established. The application of these solutions to finite network LQR problems may be via (i) the graphon control methodology [3], or (ii) the representation of finite LQR problems as special cases of graphon LQR problems. The complexity of these solutions involves solving one \( n^d \times n^d \) dimensional Riccati equation and one \( n \times n \) Riccati equation, where \( n \) is the dimension of each nodal agent state and \( d \) is the dimension of the nontrivial common invariant subspace of the coupling operators, whereas a direct approach involves solving an \( nN \times nN \) dimensional Riccati equation, where \( N \) is the size of the network. For situations where the graphon couplings do not admit exact low-rank representations, approximate control is developed based on low-rank approximations. Finally, an application to the regulation of harmonic oscillators coupled over large networks with uncertainties is demonstrated.

Index Terms—Graphon, graphon control, optimal control, complex networks, large-scale systems, very large-scale networks.

I. INTRODUCTION

The study of very large-scale networks (VLSNs) of dynamical agents is motivated by systems such as smart grids, the Internet of Things (IoT), 5G communications, the spread of epidemics, very large-scale robotic networks and biological neuronal networks, among others. Furthermore, research concerning the control of dynamical systems on complex networks typically involves the following: controllability [4], control energy [5], input node selection [6], low-complexity control synthesis problems with simplified objective (e.g. consensus [7] or synchronization [8]), simplified control (e.g. pinning control [6] and ensemble control [9]), low-rank (e.g. mean field) coupling [10]–[12], or patterned coupling [13]. However, the control of dynamical processes and agents on VLSNs still requires new theories, in particular those which generate scalable solutions.

In a recent effort to solve control problems for very large-scale networks of linear dynamical systems, graphon control has been introduced to generate scalable approximate control solutions [1]–[3]. Dynamical systems coupled over networks of arbitrary sizes may be modelled by graphon dynamical control systems based on graphon theory [14]–[16] and infinite dimensional linear system theory [17], [18]. Under this representation a limit graphon control problem is formulated based on the limit graphon (or an estimated graphon based upon given data) and an approximate solution to the original finite network control problem is then generated [3]. Moreover, this graphon approximate control based on the limit graphon control solution applies to a set of network systems of arbitrary sizes in the associate convergence sequence [3]. Since a limit graphon system is infinite dimensional in terms of the number of agents, an important issue in the graphon control methodology is the systematic generation of control laws for the corresponding infinite dimensional limit control problem.

This article presents a study that provides solutions to a class of such problems based on invariant subspace decompositions, which generalizes the preliminary version based on eigen-decompositions in [2]. By exploring a common invariant subspace, the original problem is decomposed into a network coupled LQR problem of finite dimension and a decoupled infinite dimensional LQR problem. Based on this decomposition, centralized optimal solutions with low complexity and nodal collaborative optimal control solutions which employ the projected (or aggregate) information of the states of all agents and the information of the nodal state are established.

The main contributions of this work include the following: First, a solution method for a more general class of graphon LQR problems than in [2] is established. More specifically, the coupling operators are only required by Assumption (A5) to share a common (finite dimensional) invariant subspace and do not need to share the same eigenfunctions as in [2], [19]. It is worth noting that although the graphon LQR problem in this paper is infinite dimensional, the framework and the solution method apply to finite dimensional problems of arbitrary sizes since these are special cases of graphon LQR problems. Second, the work in the paper demonstrates the powerful role of Assumption (A5) in enabling low-complexity and scalable solutions for linear quadratic regulation problems. Finally, a new approximate control is introduced to generate control
solutions to graphon LQR problems with general graphon couplings which are not necessarily low-rank, and it can be implemented directly on networks of finite sizes and allow for uncertainties in the coupling structures.

The key idea for generating the low complexity solutions is to decouple the original linear quadratic control problems and formulate equivalent problems of low complexity. The solution idea was used for linear quadratic mean-field control problems in [11], [20] (where couplings are of rank one). This idea is further generalized and applied to the control of graphon and network coupled systems in [2], [19]. A related recent paper [21] discusses decoupling linear quadratic control problems based on state transformations to formulate equivalent problems and applies it to solve risk-sensitive linear quadratic mean-field control problems. Another closely related work [13] studies linear control systems with a shared pattern (or network) structure in state, input and output transformations and the corresponding control synthesis problem.

This paper is organized as follows: Section II introduces graphon control systems, their relations to finite network systems, and graphon LQR problems. Section III discusses the invariant subspace of bounded linear operators. In Section IV, the solution method for graphon LQR problems via invariant subspace decompositions are presented. Section V and Section VI establish the properties of the optimal exact control and the approximate control. Section VII presents the application of the solution method to the regulation of coupled harmonic oscillators on graphs with uncertainties. Section VIII discusses the complexity of the solution method and Section IX presents topics for future work.

Notation: \(\mathcal{R}\) and \(\mathcal{R}_+\) denote the set of all real numbers and that of all positive reals respectively. Bold face letters (e.g. \(\mathbf{A}, \mathbf{B}, \mathbf{u}\)) are used to represent graphons, compact operators and functions. Blackboard bold letters (e.g. \(\mathbb{A}, \mathbb{B}\)) are used to denote linear operators which are not necessarily compact. We use \(\mathbf{A}^\top\) to denote the adjoint operator of \(\mathbf{A}\). Let \(\mathbb{I}\) denote the identity operator for infinite dimensional Hilbert spaces and \(\mathcal{I}\) denote the identity matrix. We use \(\langle \cdot, \cdot \rangle\) and \(\| \cdot \|\) to represent respectively inner product and norm. For any \(c \in \mathcal{R}_+\), let \(\mathcal{W}_c\) denote the set of all bounded symmetric measurable functions \(\mathbf{A}: [0, 1]^2 \to [-c, c]\). In this paper, an element in \(\mathcal{W}_c\) is called a “graphon”. Any \(\mathbf{A} \in \mathcal{W}_c\) can be interpreted as a linear operator from \(L^2[0, 1]\) to \(L^2[0, 1]\) (see e.g. [3]) and the same notation \(\mathbf{A}\) is also used to represent the associated graphon operator. For a Hilbert space \(\mathcal{H}\), \(\mathcal{L}(\mathcal{H})\) denotes the set of all bounded linear operators from \(\mathcal{H}\) to \(\mathcal{H}\). Let \(\otimes\) denote matrix Kronecker product; more explicitly, the Kronecker product of \(\mathbf{A}\) and \(\mathbf{B}\) is given by

\[
\mathbf{A} \otimes \mathbf{B} = \begin{bmatrix}
    a_{11} \mathbf{B} & \cdots & a_{1n} \mathbf{B} \\
    \vdots & \ddots & \vdots \\
    a_{n1} \mathbf{B} & \cdots & a_{nn} \mathbf{B}
\end{bmatrix} \in \mathcal{R}^{nm \times nm}.
\]

Finally, let \(\oplus\) denote direct sum.

II. GRAPHON LQR PROBLEMS

A. State space and operators

Consider the space

\[
(L^2[0, 1])^n \triangleq L^2[0, 1] \times \ldots \times L^2[0, 1]
\]

with the inner product defined as follows: for \(\mathbf{v}, \mathbf{u} \in (L^2[0, 1])^n\),

\[
\langle \mathbf{u}, \mathbf{v} \rangle \triangleq \int_0^1 \langle \mathbf{v}(\alpha), \mathbf{u}(\alpha) \rangle_{\mathcal{R}_+} \, d\alpha = \sum_{i=1}^{n} \langle \mathbf{v}_i, \mathbf{u}_i \rangle_{L^2[0, 1]} \tag{1}
\]

where \(\mathbf{u}_i(\cdot) \in L^2[0, 1]\) and \(\mathbf{u}(\cdot) \in \mathcal{R}^n\) with \(i \in \{1, \ldots, n\}\) and \(\alpha \in [0, 1]\). The corresponding induced norm is given by

\[
\| \mathbf{v} \|_{(L^2[0, 1])^n} = \left( \int_0^1 \| \mathbf{v}(\alpha) \|^2_{\mathcal{R}_+} \, d\alpha \right)^{\frac{1}{2}} = \left( \sum_{i=1}^{n} \| \mathbf{v}_i \|^2_{L^2[0, 1]} \right)^{\frac{1}{2}}.
\]

The space \((L^2[0, 1])^n\) with the above inner product is a Hilbert space.

Consider any \(\mathbf{D} \in \mathcal{R}^n\) and \(\mathbf{A} \in \mathcal{W}_c\). For any \(\mathbf{v} \in (L^2[0, 1])^n\), the operator \(\mathbf{DA} \in \mathcal{L}(\mathcal{L}((L^2[0, 1])^n))\) is defined by the following linear operation

\[
([\mathbf{DA}]\mathbf{v})(\alpha) = \begin{bmatrix}
    [\int_{0}^{1} \mathbf{A}(\alpha, \beta) \mathbf{v}_1(\beta) \, d\beta \\
    \vdots \\
    [\int_{0}^{1} \mathbf{A}(\alpha, \beta) \mathbf{v}_n(\beta) \, d\beta]
\end{bmatrix} = \mathbf{D} \mathbf{v}(\alpha), \quad \forall \alpha \in [0, 1].
\tag{2}
\]

For the identity operator \(\mathbb{I}\), the operation of \(\mathbb{D} \mathbb{I} \in \mathcal{L}(\mathcal{L}((L^2[0, 1])^n))\) is defined by

\[
([\mathbb{D} \mathbb{I}]\mathbf{v})(\alpha) = \begin{bmatrix}
    \mathbf{v}_1(\alpha) \\
    \vdots \\
    \mathbf{v}_n(\alpha)
\end{bmatrix} = \mathbb{D} \mathbf{v}(\alpha), \quad \forall \alpha \in [0, 1].
\tag{3}
\]

Let \(L^2([0, T]; (L^2[0, 1])^n)\) denote the Hilbert space of equivalence classes of strongly measurable (in the Böchner sense [22, p.103]) mappings \([0, T) \to (L^2[0, 1])^n\) that are integrable with norm \(\| \cdot \|_{L^2([0, T]; (L^2[0, 1])^n)} = \left( \int_0^T \| \mathbf{x}(\cdot, s) \|^2_{(L^2[0, 1])^n} \, ds \right)^{1/2}\). Based on the definitions of the operations in (2) and (3), the \(k\)th \((k \geq 1)\) powers of \(\mathbf{DA}\) and \(\mathbb{D} \mathbb{I}\) are respectively given by

\[
(\mathbf{DA})^k = \mathbf{D}^k \mathbf{A}^k \quad \text{and} \quad (\mathbb{D} \mathbb{I})^k = \mathbb{D}^k \mathbb{I}^k = \mathbb{D}^k \mathbb{I}^k. \tag{4}
\]

Let \(\mathcal{A} = [\mathcal{L}_a \mathbb{I} + D_a \mathbb{A}]\) with \(\mathcal{L}_a, D_a \in \mathcal{R}^{n \times n}\) and \(\mathbf{A} \in \mathcal{W}_c\). Clearly, \(\mathcal{A}\) is a bounded linear operator from \((L^2[0, 1])^n\) to \((L^2[0, 1])^n\). Following [23], \(\mathcal{A}\) is the infinitesimal generator of the uniformly (hence strongly) continuous semigroup \(S_{\mathcal{A}}(t) \triangleq e^{\mathcal{A}t} = \sum_{k=0}^\infty \frac{e^{k\mathcal{A}t}}{k!}, 0 \leq t < \infty\). Therefore, the initial value problem of the graphon differential equation

\[
\dot{\mathbf{y}}_t = \mathcal{A} \mathbf{y}_t, \quad \mathbf{y}_0 \in (L^2[0, 1])^n, \quad 0 \leq t < \infty, \tag{5}
\]

is well defined and has a solution given by \(\mathbf{y}_t = e^{\mathcal{A}t} \mathbf{y}_0\).

Lemma 1 If \(n \times n\) dimensional matrices \(L_a\) and \(D_a\) commute, then

\[e^{\mathcal{A}t} = e^{L_a t} e^{D_a \mathcal{A}t} = e^{L_a t} e^{D_a \mathcal{A}t}, \quad \forall t \in \mathcal{R}, \forall \mathbf{A} \in \mathcal{W}_c.\]
The proof follows that of the matrix exponential case by replacing the definition of matrix exponentials by semigroups corresponding to bounded linear operators.

For details on graphs, graphon operators, graphon spaces and the associated cut metric, readers are referred to [3], [16].

B. Linear graphon dynamical systems

Definition 1 (Graphon Dynamical Systems) The graphon dynamical system model is given as follows:

\[ x_t = Ax_t + Bu_t, \quad t \in [0, T], \tag{6} \]

with \( A = [L_2 \| + D_2 A] \) and \( B = [L_3 \| + D_3 B] \), where \( L_2, L_3, D_2 \) and \( D_3 \) are constant matrices of dimension \( n \times n \). \( A \) and \( B \) are graphons in \( \mathcal{W}_c \), and \( x_t \in (L^2[0, 1])^n \) and \( u_t \in (L^2[0, 1])^n \) are respectively the system state and the control input at time \( t \). The system in (6) is denoted by \( (A; B) \) \( \square \)

Let \( C([0, T]; (L^2[0, 1])^n) \) denote the set of continuous mappings from \( [0, T] \) to \( (L^2[0, 1])^n \). A solution \( x \in L^2([0, T]; (L^2[0, 1])^n) \) is called a mild solution of (6) if \( x_t = e^{(t-s)A}x_s + \int_s^t e^{(t-s)A}Bu_s ds \) for all \( s \leq t \in [0, T] \).

Proposition 1 The system \( (A; B) \) in (6) has a unique mild solution \( x \in C([0, T]; (L^2[0, 1])^n) \) for any \( x_0 \in (L^2[0, 1])^n \) and any \( u \in L^2([0, T]; (L^2[0, 1])^n) \). \( \square \)

Proof Since \( A \) generates a strongly continuous semigroup and \( B \) is a bounded linear operator on \( (L^2[0, 1])^n \), we obtain this result following [17, p.385]. \( \blacksquare \)

C. Relation to finite dimensional network systems

Definition 2 (Network Systems) Consider a network of \( N \) agents with the following dynamics:

\[ \dot{x}_i^j = L_2 x_i^j + D_2 v_i^j + L_3 u_i^j + D_3 v_i^j, \quad t \in [0, T], \tag{7} \]

where \( x_i^j \in \mathbb{R}^n \) is the state of node \( i \), \( u_i^j \in \mathbb{R}^n \) represents the control of node \( i \), and \( L_2, L_3, D_2, D_3 \in \mathbb{R}^{n \times n} \) are constant matrices shared by the agents; here the network coupling of states and that of controls are given by

\[ a_{ij} = \frac{1}{N} \sum_{j=1}^N a_{ij} x_i^j \quad \text{and} \quad b_{ij} = \frac{1}{N} \sum_{j=1}^N b_{ij} u_i^j, \]

where \( |a_{ij}| \leq c \) and \( |b_{ij}| \leq c \). \( \square \)

Note that problems with \( m \) control inputs \( (m < n) \) for the nodal dynamics in (7) can be considered by filling zeros into columns (with indices between \( m \) and \( n \)) of \( L_3 \) and \( D_3 \).

Consider the uniform partition \( \{P_1, \ldots, P_N\} \) of \([0, 1]\) with \( P_1 = [0, \frac{1}{N}] \) and \( P_k = (\frac{k-1}{N}, \frac{k}{N}) \) for \( 2 \leq k \leq N \). Define the step function graphon \( A[N] \) associated with \( A_N \triangleq [a_{ij}] \) as

\[ A[N](\vartheta, \varphi) = \sum_{i=1}^N \mathbb{1}_{P_i}(\vartheta) \mathbb{1}_{P_i}(\varphi) a_{ij}, \quad (\vartheta, \varphi) \in [0, 1]^2, \]

where \( \mathbb{1}_{P_i}(\cdot) \) represents the indicator function, that is, \( \mathbb{1}_{P_i}(\vartheta) = 1 \) if \( \vartheta \in P_i \) and \( \mathbb{1}_{P_i}(\vartheta) = 0 \) if \( \vartheta \notin P_i \). Similarly, define \( B[N] \) based on \( B_N \triangleq [b_{ij}] \). Let the piece-wise constant function \( x[N]_t \in (L^2[0, 1])^n \) corresponding to \( x_t \triangleq \{x_i^T, \ldots, x_i^T\}^T \in \mathbb{R}^{nN} \) be given by \( x[N]_t(\vartheta) = \sum_{i=1}^N I_{P_i}(\vartheta) x_i^T \), for all \( \vartheta \in [0, 1] \). Similarly define \( u[N]_t \in (L^2[0, 1])^n \) that corresponds to \( u_t \triangleq \{u_i^T, \ldots, u_i^T\}^T \in \mathbb{R}^{nN} \).

Then the corresponding graphon dynamical system for the network system in (7) is given by

\[ \dot{x}_t[N] = (L_2 \| + D_2 A[N]) x_t[N] + (L_3 \| + D_3 B[N]) u_t[N], \quad t \in [0, T], \quad x_t[N], u_t[N] \in (L^2_{pwc}[0, 1])^n, \tag{8} \]

where \( A[N], B[N] \in \mathcal{W}_c \) represent the corresponding graph (i.e. step function graphon) couplings and \( (L^2_{pwc}[0, 1])^n \) represents the set of all piece-wise constant (over each element \( P_t \) of the uniform partition) functions in \( (L^2[0, 1])^n \).

The trajectories of the graphon dynamical system in (8) correspond one-to-one to the trajectories of the network system in (7). Clearly (8) is a special case of the graphon dynamical system in (6). Therefore any (finite dimensional) network system of arbitrary size in (7) can be represented by the graphon dynamical system in (6). Moreover, the system in (6) can represent the limit system for a sequence of network systems represented in the form of (8) when the underlying step function graphon sequences convergence in the operator norm or \( L^2[0, 1]^2 \) metric.

D. Optimal control problem

The control objective is to obtain the control law \( u \in L^2([0, T]; (L^2[0, 1])^n) \) that minimizes the following cost

\[ J(u) = \int_0^T \left( \langle x_t, Q x_t \rangle + \langle u_t, u_t \rangle \right) dt + \langle x_T, Q_T x_T \rangle, \tag{9} \]

where \( Q, Q_T \in \mathcal{L}((L^2[0, 1])^n) \) are Hermitian and non-negative, that is, \( Q = Q^T = Q_T = Q_T^T \) and for any \( v \in (L^2[0, 1])^n \), \( \langle \psi, Q v \rangle \geq 0, \psi, Q_T \rangle \geq 0 \).

The optimal control problem can be solved via dynamic programming which gives rise to the following Riccati equation:

\[ -\dot{P} = A^T P + PA - PB B^T P + Q, \quad P(0) = Q. \tag{10} \]

Given the solution \( P \) to the Riccati equation, the optimal control \( u^* = \{u_i^T, t \in [0, T]\} \) is given by

\[ u_i^T = -B^T P(t) x_i^T, \quad t \in [0, T] \]
and moreover \( x^* = \{ x^*_t, t \in [0,T] \} \) is the solution to the closed loop equation
\[
\dot{x}_t = (A - \mathbb{B} T \mathbb{P}(t)) x_t, \quad t \in [0,T], x_0 \in (L^2[0,1])^n.
\] (12)
See [17] for more details and notice that we reverse the time for the Riccati equation in [17].

**Proposition 2 ([17, Part IV])** Under the assumption (A1), there exists a unique solution to the Riccati equation (10) and furthermore there exists a unique optimal solution pair \((u^*, x^*)\) as given in (11) and (12).

In general for an infinite dimensional linear Riccati equation, there are different types of solutions (such as mild, weak, strict and classical solutions [17]). In this current formulation it can be verified that these different types of solutions are equivalent, and hence we don’t distinguish among them.

### III. INVARIANT SUBSPACE

Consider a Hilbert space \( \mathcal{H} \) and let \( \mathcal{L}(\mathcal{H}) \) denote the set of bounded linear operators from \( \mathcal{H} \) to \( \mathcal{H} \).

**Definition 3 (Invariant Subspace)** An invariant subspace of a bounded linear operator \( T \in \mathcal{L}(\mathcal{H}) \) is defined as any subspace \( \mathcal{S} \subset \mathcal{H} \) such that
\[
\forall x \in \mathcal{S}, \quad Tx \in \mathcal{S}.
\]
Then the subspace \( \mathcal{S} \) is said to be \( T \)-invariant.

By definition any subspace \( \mathcal{S} \subset \mathcal{H} \) is \( \mathbb{I} \)-invariant.

Consider a self-adjoint compact linear operator \( A = A^T \in \mathcal{L}(\mathcal{H}) \). An application of the spectral theorem [25, Chapter 8, Theorem 7.3] implies that \( A \) has non-trivial invariant subspace. Any eigenspace of \( A \) (i.e. the space spanned by some eigenfunctions) is an invariant subspace of \( A \). Let the Hilbert space \( \mathcal{H} \) be decomposed by \( \mathcal{S}_v \) and its orthogonal complement \((\mathcal{S}_v)^\perp\) as follows \( \mathcal{H} = \mathcal{S}_v \oplus (\mathcal{S}_v)^\perp \), where \( \mathcal{S}_v \) is an invariant subspace of \( A \). By the orthogonal decomposition theorem, for any \( x \in \mathcal{H} \), there exists a unique decomposition \( x = x^v + \tilde{x} \) with \( x^v \in \mathcal{S}_v \) and \( \tilde{x} \in (\mathcal{S}_v)^\perp \). We note that for any \( z \in (\mathcal{S}_v)^\perp \), \( A^\perp \) holds, since for any \( u \in \mathcal{S}_v \) the following hold:
\[
\langle u, Az \rangle = \langle A^T u, z \rangle = (Au, z) = 0.
\] (13)

This means that \((\mathcal{S}_v)^\perp\) is also an invariant subspace of \( A \).

Therefore the following property holds:
\[
\langle x, Ax \rangle = \langle (x^v + \tilde{x}), A(x^v + \tilde{x}) \rangle = \langle x^v, Ax^v \rangle + \langle \tilde{x}, A\tilde{x} \rangle.
\] (14)

The above property holds trivially for the identity operator \( \mathbb{I} \).

Let \( \mathcal{S} \subset L^2[0,1] \) be an invariant subspace of \( A \in \mathcal{W}_c \) and consider the subspace of \((L^2[0,1])^n\) denoted by
\[
(S)^n = \mathcal{S} \times \ldots \times \mathcal{S} \subset (L^2[0,1])^n.
\] Clearly, by definition, \((S \oplus (S)^\perp))^n = (L^2[0,1])^n\). Any \( \mathbf{v} \in (L^2[0,1])^n \) can be uniquely decomposed through its components as
\[
\mathbf{v}_i = \mathbf{v}^f_i + \tilde{\mathbf{v}}_i, \quad \forall i \in \{1,...,n\}
\] (15)
where \( \mathbf{v}^f_i \in \mathcal{S} \subset L^2[0,1] \) and \( \tilde{\mathbf{v}}_i \in (S)^\perp \subset L^2[0,1] \). We call this component-wise decomposition of \( \mathbf{v} \) into \((S)^n \) and \((S)^\perp)^n \) and denote it by \( \mathbf{v} = \mathbf{v}^f + \tilde{\mathbf{v}} \) where \( \mathbf{v}^f \in (S)^n \) and \( \tilde{\mathbf{v}} \in (S)^\perp \).

**Proposition 3** Let \( \mathcal{S} \subset L^2[0,1] \) be an invariant subspace of \( A \in \mathcal{W}_c \). Then both \((S)^n \) and \((S)^\perp)^n \) are \([L_n^\perp + D_n A]\)-invariant, that is,
\[
\forall \mathbf{v} \in (S)^n, \quad [L_n^\perp + D_n A] \mathbf{v} \in (S)^n;
\]
\[
\forall \tilde{\mathbf{v}} \in (S)^\perp)^n, \quad [L_n^\perp + D_n A] \tilde{\mathbf{v}} \in (S)^\perp)^n.
\] (16)

Furthermore, for any \( \mathbf{v} \in (L^2[0,1])^n \), the following decomposition holds
\[
\langle \mathbf{v}, [L_n^\perp + D_n A] \mathbf{v} \rangle = \langle \mathbf{v}^f, [L_n^\perp + D_n A] \mathbf{v}^f \rangle + \langle \tilde{\mathbf{v}}, [L_n^\perp + D_n A] \tilde{\mathbf{v}} \rangle, \quad (17)
\]
where \( \mathbf{v} = \mathbf{v}^f + \tilde{\mathbf{v}} \), \( \mathbf{v}^f \in (S)^n \) and \( \tilde{\mathbf{v}} \in (S)^\perp)^n \).

**Proof** (16) is obtained by explicitly carrying out the calculations. (16) together with the fact that \((S)^n \) and \((S)^\perp)^n \) are also orthogonal to each other implies (17).

### IV. SOLUTION VIA SUBSPACE DECOMPOSITION

**A. Dynamics and cost decomposition**

Consider the following assumptions:

(A2) \( A \in \mathcal{W}_c \) and \( B \in \mathcal{W}_c \) share the same invariant subspace \( \mathcal{S} \subset L^2([0,1]) \).

(A3) \( Q = L_q^\perp + D_q Q \) and \( Q_T = L_q^\perp + D_q Q_T \), where \( L_q, L_q^\perp, D_q, D_q^\perp \in \mathbb{R}^{n \times n} \) and \( Q, Q_T \in \mathcal{W}_c \). \( Q \) and \( Q_T \) share the invariant subspaces \( \mathcal{S} \subset L^2([0,1]) \).

(A4) The invariant subspace \( \mathcal{S} \) in (A2) and (A3) is the same.

Denote the component-wise decomposition of \( x_t \in (L^2[0,1])^n \) as \( x_t = x^v_t + x^f_t \) where \( x^v_t \in (S)^n \) and \( x^f_t \in (S)^\perp)^n \). Similarly, define \( u^f_t \) and \( \tilde{u}_t \).

**Lemma 2** Under the assumption (A2), the dynamics in (6) can be decoupled as follows:
\[
\dot{x}_t = [L_n^\perp + D_n A] x^v_t + [L_n^\perp + D_n B] u^f_t, \quad (18)
\]
\[
\dot{\tilde{u}}_t = [L_n^\perp + D_n A] \tilde{x}_t + [L_n^\perp + D_n B] \tilde{u}_t. \quad (19)
\]

**Proof** If (A2) holds, then both \( S \) and \( (S)^\perp \) are the common invariant subspaces of \( A \) and \( B \). Following Proposition 3, this implies that \((S)^n \) and \((S)^\perp)^n \) are both the common invariant subspaces of \([L_n^\perp + D_n A]\) and \([L_n^\perp + D_n B]\). Furthermore, \((S)^n \) and \((S)^\perp)^n \) are orthogonal to each other, and the state \( x_t \in (L^2[0,1])^n \) and the control \( u_t \in (L^2[0,1])^n \) both admit unique component-wise decompositions into \((S)^n \) and \((S)^\perp)^n \). These lead to the desired decomposition of the dynamics.

**Lemma 3** Under the assumption (A3), the cost in (9) can be decoupled as follows:
\[
J(u) = J_S(u^f) + J_{S^\perp}(\tilde{u}), \quad (20)
\]
where
\[
J_S(u^f) = \int_0^T \langle x_T^f, Qx_T^f \rangle + \langle u^f_t, u^f_t \rangle \, dt + \langle x_T^f, Q_T x_T^f \rangle, \quad (21)
\]
\[ J_{S^\bot} (\hat{\mathbf{u}}) = \int_0^T \left( \langle \hat{x}_t, Q \hat{x}_t \rangle + \langle \hat{u}_t, \hat{u}_t \rangle \right) dt + \langle \hat{x}_T, Q_T \hat{x}_T \rangle. \]  

(22)

**Proof.** Under the assumption (A3), an application of Proposition 3 yields

\[ \langle x_t, Q x_t \rangle = \langle x_t^f, Q x_t^f \rangle + \langle \hat{x}_t, Q \hat{x}_t \rangle, \]
\[ \langle u_t, u_t \rangle = \langle u_t^f, u_t^f \rangle + \langle \hat{u}_t, \hat{u}_t \rangle, \]
\[ \langle x_t, Q_T x_t \rangle = \langle x_t^f, Q_T x_t^f \rangle + \langle \hat{x}_t, Q_T \hat{x}_t \rangle. \]

The above separations hold for any \( t \in [0, T] \) and hence we obtain the cost decomposition in (20).

\[ \square \]

Under assumptions (A1)-(A4), the original problem can be decoupled as separate LQR problems in orthogonal subspaces, that is, the LQR problem defined by (18) and (21), and the LQR problem given by (19) and (22). These problems can be solved independently and each of them has a unique solution.

**B. Low-complexity solutions**

In certain situations, the above decoupling leads to simplifications.

(A5) The common invariant subspace \( S \) in (A4) of the underlying coupling operators \( A, B, Q, \) and \( Q_T \) is finite-dimensional;

(ii) Furthermore, the underlying coupling operators \( A, B, Q, \) and \( Q_T \) admit exact low-rank representations in \( S, \) that is, for any \( \mathbf{v} \in S^\perp, \mathbf{A} \mathbf{v} = 0, \mathbf{B} \mathbf{v} = 0, \mathbf{Q} \mathbf{v} = 0, \) and \( Q_T \mathbf{v} = 0. \)

The smallest subspace \( S \) that satisfies (A5) is defined as the nontrivial common invariant subspace of operators \( A, B, Q, \) and \( Q_T. \)

Assumption (A5) is satisfied in many cases. For instance, in control or game problems with mean field couplings, the common invariant subspace is naturally \( S = \text{span}\{1\} \) where \( 1 \in L^2([0, 1]) \) with \( 1(\alpha) = 1 \) for all \( \alpha \in [0, 1], \) and hence (A5) is satisfied. A second example would be that where the underlying couplings may be multi-hop neighbourhood couplings on a single network as illustrated in [2], [19] and the underlying common invariant subspace is just the eigenspace of the coupling matrix. As another example, coupling matrices (or similarity matrices) in recommender systems [26] may be built upon certain low-dimensional feature space (or latent factors), which may naturally give rise to a common invariant subspace.

For conditions and algorithms to identify common invariant subspaces of matrices and linear operators readers are referred to [27]-[29] and the references therein.

The result below follows Lemma 2.

**Corollary 1** Under assumptions (A2) and (A5), the dynamics in (6) can be decoupled as follows:

\[ \dot{x}_t^f = [L_{a}^f + D_a A] x_t^f + [L_b^f + D_b B] u_t^f, \]
\[ \dot{x}_t = [L_a^f + D_a] x_t + [L_b^f + D_b] u_t. \]

(23)

(24)

An application of Lemma 3 yields the following result.

**Corollary 2** Under the assumptions (A3) and (A5), the cost in (9) can be decoupled as follows:

\[ J(u) = J_S (u^f) + J_{S^\bot} (\hat{u}), \]

(25)

where

\[ J_S (u^f) = \int_0^T \left( \langle x_t^f, Q x_t^f \rangle + \langle u_t^f, u_t^f \rangle \right) dt + \langle x_T^f, Q_T x_T^f \rangle, \]

(26)

\[ J_{S^\bot} (\hat{u}) = \int_0^T \left( \langle \hat{x}_t, [L_{a}^f] \hat{x}_t \rangle + \langle \hat{u}_t, \hat{u}_t \rangle \right) dt + \langle \hat{x}_T, [L_{a}^f] \hat{x}_T \rangle. \]

(27)

\[ \square \]

**C. Projection into a low-dimensional subspace**

Consider an arbitrary orthonormal basis \( \{ f_1, \ldots, f_d \} \) for the low-dimensional subspace \( S_T \subset L^2([0, 1]) \) of dimension \( d. \) Note that \( f_1, \ldots, f_d \) are not necessarily the eigenfunctions of the operator \( A, B, Q, \) or \( Q_T. \) For any \( \ell, k \in \{ 1, \ldots, d \}, \) let

\[ A_{\ell k} \triangleq (A f_\ell, f_k), \quad B_{\ell k} \triangleq (B f_\ell, f_k), \]
\[ Q_{\ell k} \triangleq (Q f_\ell, f_k), \quad Q_{T \ell k} \triangleq (Q_T f_\ell, f_k). \]

Denote \( f \triangleq \{ f_1, \ldots, f_d \}. \) Consider the following projections

\[ \text{Proj}_f (\cdot) : (L^2([0, 1]))^n \to R^{nd}, \]
\[ \text{Proj}_f (\cdot) : \mathcal{L}(L^2([0, 1]))^n \to R^{nd \times nd} \]

into the subspace \( (S_T)^n \) with \( S_T = \text{span}\{ f_1, \ldots, f_d \}. \) We use the same symbol \( \text{Proj}_f (\cdot) \) for the projections of functions and operators as it will be clear which projection is used in the specific context. The projection operations are defined as follows: for \( x_t \in (L^2([0, 1]))^n \) and any \( DT \in \mathcal{L}(L^2([0, 1]))^n \) with \( T \in \mathcal{L}(L^2([0, 1]))^n \) and \( D \in R^{n \times n}: \)

\[ \text{Proj}_f (DT) \triangleq \begin{bmatrix} \langle f_1, T f_1 \rangle & \cdots & \langle f_d, T f_d \rangle \\ \vdots & \ddots & \vdots \\ \langle f_d, T f_1 \rangle & \cdots & \langle f_d, T f_d \rangle \end{bmatrix} \otimes D \in R^{nd \times nd}, \]

where \( x_t^p = \{ x_{t1}^p, \ldots, x_{tn}^p \}^T \in R^{nd}, \)

\[ \text{Proj}_f (x_t) \triangleq x_t^p = \{ x_{t1}^p, \ldots, x_{tn}^p \}^T \in R^{nd}, \]

(28)

where \( x_{ti}^p, \ldots, x_{tn}^p \) represents the \( i \)th function component of \( x_t \in (L^2([0, 1]))^n. \) According to this definition, we obtain

\[ \text{Proj}_f (D I) = I \otimes D, \quad \text{Proj}_f (D A) = A \otimes D, \]
\[ \text{Proj}_f (D B) = B \otimes D, \quad \text{Proj}_f (D Q) = Q \otimes D, \]

(29)

for any \( D \in R^{n \times n}. \)

**Lemma 4** If \( S_T \triangleq \text{span}\{ f_1, \ldots, f_d \} \) forms an invariant subspace of \( A \in \mathcal{W}_d, \) then for any \( D \in R^{n \times n} \) and \( x_t \in (L^2([0, 1]))^n, \) the following relations hold

\[ \text{Proj}_f (D A x_t) = \text{Proj}_f (D A) \text{Proj}_f (x_t) = (A \otimes D)x_t^p \in R^{nd}; \]

Moreover, if for any \( v \in S_T, A v = 0, \) then

\[ \langle [D A x_t, x_t] \rangle = \text{Proj}_f (x_t^p)^T \text{Proj}_f (D A) \text{Proj}_f (x_t) = (x_t^p)^T (A \otimes D) x_t^p. \]

\[ \square \]
For any \( v \in \mathbb{R}^n \) and \( z \in L^2[0,1] \), let \( v z \in (L^2[0,1])^n \) be defined as follows: for any \( \alpha \in [0,1], i \in \{1,\ldots,n\} \),

\[
(v z)(\alpha) = v z(\alpha), \quad (v z)_i = v_i z.
\]

Let the \( i \)th component of \( x_k^t \in (L^2[0,1])^n \) be defined by \( x_k^t = (x_{k1}^t, f_k^t) = x_{k1}^t f_k^t \).

**Proposition 4** Under (A1)-(A5), the original problem defined by (6) and (9) can be transformed into the following equivalent problem

\[
\dot{x}_\gamma^t = (I \otimes L_A + A \otimes D_A) x_{\gamma}^t + (I \otimes L_b + B \otimes D_b) u_t^\gamma, \quad \gamma \neq 0, \quad \gamma \in [0,1],
\]

and the optimal control in the auxiliary direction is given by

\[
u_t^\gamma = \begin{pmatrix} -L_b & \pi_t \end{pmatrix} \bar{x}_t^\gamma, \quad \text{for almost all } \gamma \in [0,1],
\]

\[-\pi_t = L_A \pi_t + \pi_t L_A - \pi_t L_b L^*_A \pi_t + L_q, \quad \pi_t = L_q, \]  

\[
\square
\]

**PROOF** We have two decoupled LQR problems: (i) the LQR problem defined by (31) and (33), and (ii) the LQR problem given by (32) and (34). By classical finite dimensional LQR [30], the optimal control law for each LQR problem is unique and is given by (36) and (37). Then recovering the unique decomposition of the control input into the component spaces \((S^+)\) and \((S)^\perp\) as \( u_t = u_t^f + u_t^\gamma \), we obtain the optimal control law in (35) for the original problem.

Each individual agent may compute its part of the optimal control solution locally and then solve the original optimal control problem collaboratively.

**Corollary 3** Under (A1)-(A5), the nodal collaborative optimal control solution to the original problem defined by (6) and (9) is given as follows: for almost all \( \gamma \in [0,1] \),

\[ u_t^\gamma = \bar{u}_t^\gamma + \sum_{\ell=1}^d u_t^{\ell \gamma} f_t(\gamma) =: \bar{u}_t^\gamma + f(\gamma) \circ u_t^{\ell \gamma} \]

for almost all \( \gamma \in [0,1] \) where \( \bar{x}_t^\gamma, \bar{u}_t^\gamma \in \mathbb{R}^n, x_t^\gamma, u_t^\gamma \in \mathbb{R}^{nd} \), and the initial conditions are given by \( x_0^\gamma = \text{Proj}_S(\bar{x}_0) = [x_{10}^\gamma, \ldots, x_{n0}^\gamma]^T \) and \( x_0^\gamma = \bar{x}_0^\gamma - \sum_{\ell=1}^d x_0^{\ell \gamma} f_t(\gamma) \).

**PROOF** By performing \( \text{Proj}_S(\cdot) \) on both sides of (23), we obtain (31). The same projection of (26) results in (33). The auxiliary problem defined by (24) and (27) is the same as the problem defined by (32) and (34) for almost all \( \gamma \in [0,1], \) since the definition of the dynamics is pointwise and \( J_{S^+}(\bar{u}) = \int_0 T \bar{J}_{S^+}(\bar{u}) ) d\gamma \) where \( J_{S^+}(\bar{u}) \geq 0 \) for each \( \gamma \in [0,1] \), that is, \( J_{S^+}(\bar{u}) \) is the convex combination of all (non-negative) elements in \( J_{S^+}(\bar{u}) : \gamma \in [0,1] \).

At this stage, the optimal control of an infinite network can be solved based on the optimal control solution to two decoupled LQR problems, where one requires solving a Riccati equation of dimension \( nd \times nd \) and the other requires solving a Riccati equation of dimension \( n \times n \). We note that the system dynamics (32) of the auxiliary problem is infinite dimensional \( \gamma \) takes values in the interval \([0,1] \).

V. Exact Control

**Theorem 1** Under (A1)-(A5), the optimal control for the original problem defined by (6) and (9) is unique and is given by

\[ u_t^\gamma = \bar{u}_t^\gamma + \sum_{\ell=1}^d u_t^{\ell \gamma} f_t(\gamma) =: \bar{u}_t^\gamma + f \circ u_t^{\ell \gamma} \]

where \( f = \{ f_1, \ldots, f_d \} \),

\[
u_t^{\ell \gamma} = - (I \otimes L_b + B \otimes D_b)^T \Pi_t x_t^{\ell \gamma},
\]

\[-\Pi_t = (I \otimes L_a + A \otimes D_a)^T \Pi_t + \Pi_t (I \otimes L_a + A \otimes D_a) - \Pi_t (I \otimes L_b + B \otimes D_b) (I \otimes L_b + B \otimes D_b)^T \Pi_t + (I \otimes L_q + Q \otimes D_q),
\]

\[ \Pi_T = I \otimes L_{qT} + Q_T \otimes D_{qT}, \]

and \( \Pi_T \) is zeros. Hence (A5) is satisfied. Let \( n = 1, L_a = 2, L_b = 1.2, L_q = D_a = D_b = D_q = D_{qT} = 1 \) and \( L_{qT} = 2 \).
Following Proposition 4, the original LQR problem for the graphon dynamical system with dynamics in (6) and cost in (9) can be transformed into the LQR control problems defined by (31) & (33), and (32) & (34). Based on Corollary 3, the original problem is solved in the low dimensional subspace and each agent generate its control law and implements it locally.

A simulation result is demonstrated in Fig. 2; it was carried out for a graphon dynamical system with step function dynamics in (6) and cost in (35). The initial conditions for all agents are uniformly partition of size 40. Note that the step function system is a compact operator according to [32, Chapter 4.7]. Therefore it has a countable spectral decomposition $A(x, y) = \sum_{i=1}^{\infty} \lambda_i f_i(x)f_i(y)$, $(x, y) \in [0, 1]^2$, where the convergence is in the $L^2[0, 1]^2$ sense, $\{\lambda_1, \lambda_2, \ldots\}$ is the set of eigenvalues (which are not necessarily distinct) with decreasing absolute values, and $\{f_1, f_2, \ldots\}$ represents the set of the corresponding orthonormal eigenfunctions (i.e. $\|f_i\|_2 = 1$, and $\langle f_i, f_j \rangle = 0$ if $i \neq j$). The only accumulation point of the eigenvalues is zero [16], that is, $\lim_{\lambda \to 0} \lambda_i = 0$.

For two graphon operators $A_S$ and $A$, $A_S$ is called the equivalent linear operator of $A$ in $S$ if for all $v \in S$, $\text{Proj}(Av) = \text{Proj}(A_S v)$ and the range of $A_S$ lies in $S$. Let $A = A_S + A_S^\perp \in W$ where $A_S$ (resp. $A_S^\perp$) is the equivalent linear operator of $A$ in $S$ (resp. $S^\perp$). Similarly define $B_S$, $B_S^\perp$, $Q_S$, $Q_S^\perp$ and $Q_{TS^\perp}$.

Following Lemma 2, the dynamics can be decoupled as

$$\dot{x}_t^f = [L_a I + D_a A_S]x_t^f + [L_b I + D_b B_S]u_t^f, \quad (40)$$

$$\dot{x}_t^b = [L_a I + D_a A_S^\perp]x_t^b + [L_b I + D_b B_S^\perp]u_t^b. \quad (41)$$

Applying the control law in Theorem 1 will ignore the effect of approximation is explored and discussed in [2].

To generate approximate control laws that ensure a faster rate of convergence for (41), a variant of the implementation in Theorem 1 can be considered.

**Approximate Control Implementation** Consider the case where $D_q > 0$, $D_q \geq 0$, $D_q L_q^T \geq 0$ and the real parts of all the eigenvalues of $D_q$ are non-negative. Assume the operator norms of $A_{S^\perp}$, $B_{S^\perp}$, $Q_{S^\perp}$ and $Q_{TS^\perp}$ are available for the computation of the control law. Then under (A1)-(A4) and (A5)-(i), the approximate control law is given by the following

$$u_t = \tilde{u}_t^{app} + \sum_{i=1}^{d} u_t^{op}_i f_i =: \tilde{u}_t^{app} + f \circ u_t^{op} \quad (42)$$

where $f = \{f_1, \ldots, f_d\}$, $u_t^{op}$ is given by (36) and the approximate control $\tilde{u}_t^{app}$ in the auxiliary direction is given by

$$\tilde{u}_t^{app} = -L_a^T \pi_t \tilde{x}_t^\gamma, \quad \text{for almost all } \gamma \in [0, 1],$$

$$\pi_t = (L_a + D_a |A_{S^\perp}|_{op})^T \pi_t + \pi_t (L_a + D_a |A_{S^\perp}|_{op}) - \pi_t (L_q^T L_b - D_q L_q^T |B_{S^\perp}|_{op} - L_b D_q^T |B_{S^\perp}|_{op}) \pi_t + L_q + D_q |Q_{S^\perp}|_{op},$$

$$\pi_T = L_q^T + D_q^T |Q_{TS^\perp}|_{op}. \quad (43)$$

The actual dynamics of the auxiliary system is given by (41). Since the operator norms of $A_{S^\perp}$, $B_{S^\perp}$, $Q_{S^\perp}$ and $Q_{TS^\perp}$ are
available for the computation of the control law, an approximate cost in the auxiliary direction is given by the following form
\[
J_{S^\perp}(\tilde{u}) = \int_0^T \left\{ \langle \dot{x}_t, [L_d + D_q Q_{S^\perp \| \text{op}}] x_t \rangle + \langle \dot{\tilde{u}}_t, \tilde{u}_t \rangle \right\} dt + \langle \dot{x}_T, [(L_q + D_q Q_{T S^\perp \| \text{op}})] x_T \rangle. \tag{44}
\]
Observe that this cost is always greater than or equal to the actual cost in the auxiliary direction given by
\[
J_{S^\perp}(\tilde{u}) = \int_0^T \left\{ \langle \dot{x}_t, [L_d + D_q Q_{S^\perp \| \text{op}}] x_t \rangle + \langle \dot{u}_t, u_t \rangle \right\} dt + \langle \dot{x}_T, [L_q + D_q Q_{T S^\perp \| \text{op}}] x_T \rangle. \tag{45}
\]
That is, for all admissible control \( \tilde{u} \), \( J_{S^\perp}(\tilde{u}) \geq J_{S^\perp}(\tilde{u}) \). The approximate control considered takes the special form
\[
\tilde{u}_t^{\text{app}} = -[L_b \pi_t] x_t. \tag{46}
\]
This then yields the closed-loop system dynamics
\[
\dot{x}_t = [L_d + D_a A_{S^\perp \| \text{op}}] x_t + [L_b \pi_t + D_b B_{S^\perp \| \text{op}}] x_t. \tag{47}
\]
Assuming \( \pi(\cdot) \) is available (which comes from a Riccati equation to be formulated), by separating the control part, an equivalent closed-loop dynamics is given by
\[
\dot{x}_t = [L_d + D_a A_{S^\perp \| \text{op}} - D_b L_d \pi_t B_{S^\perp \| \text{op}}] x_t + [L_b \pi_t] u_t^{\text{app}}, \tag{48}
\]
where \( u_t^{\text{app}} = -[L_b \pi_t] x_t \). The control solution in (43) solves optimally the LQR problem with dynamics
\[
\dot{x}_t = [L_d + ||A_{S^\perp \| \text{op}} D_d + D_b L_d \pi_t B_{S^\perp \| \text{op}}] x_t + [L_b \pi_t] u_t^{\text{app}}, \tag{49}
\]
and cost in (44). When the same control feedback gain is applied to the dynamics in (48), the close-loop dynamics (projected in the subspace \( S^\perp \)) converges to the origin faster than the closed-loop dynamics for (49), since the real parts of all the values in the spectrum of following difference operator
\[
\Delta(t) \triangleq [L_d I + D_a A_{S^\perp \| \text{op}} - D_b L_d \pi_t B_{S^\perp \| \text{op}}] - [L_d + ||A_{S^\perp \| \text{op}} D_d + D_b L_d \pi_t B_{S^\perp \| \text{op}}] = 0. \tag{50}
\]
are always non-positive for all \( t \in [0, T] \).

When (A5)-(ii) also holds, this approximate control implementation recovers the exact optimal control in Theorem 1. Furthermore, an approximate collaborative control similar to that in Corollary 3 may be generated by simply replacing \( u_t^{\| \} \) there with the approximate auxiliary control \( u_t^{\text{app}} \) in (43) for all \( \gamma \in [0, 1] \).

A numerical illustration is shown in Fig. 3, where the underlying network (or graphon) couplings contain uncertainties and are generated from a stochastic block (graphon) model as in Fig. 1. These networks can be well approximated by low-rank models and there is usually a clear spectral gap between the most significant eigenvalues and the rest. The size of the network in the illustrative example is 120. Based on low-rank approximations, the approximate control is generated and implemented. The parameters in the simulation are: \( L_d = 2, L_b = 1.2, L_q = 2, L_q = D_a = D_b = D_q = D_q = 1 \). The underlying network (or graphon) couplings \( A \) and \( B \) are generated from the stochastic block model in Fig. 1 and \( Q = Q_T = A \). The subspace corresponding to the three most significant eigenvalues of \( A \) is considered. The operator norms \( ||A_{S^\perp \| \text{op}} || \), \( ||Q_{S^\perp \| \text{op}} || \), \( ||Q_{T S^\perp \| \text{op}} || \) are uniformly sampled from \([-5, 5]\). Each of the normalized eigenvectors associated with the three most significant eigenvalues of graphs in Fig. 1 contains roughly 3 block structures. The projected states in each direction correspond roughly to the weighted sums of the block averages of initial states. Therefore,
in this simulation example, the initial values of the subspace projected states are often small compared to the initial values of the actual states and the auxiliary states (see Fig. 3).

VII. REGULATING COUPLED HARMONIC OSCILLATORS

Consider a very large-scale network of coupled harmonic oscillators

\[
\dot{x}_i = \alpha \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} x_i + \frac{1}{N} \sum_{j=1}^{N} a_{ij} x_j + \beta \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_i, \tag{50}
\]

where \(\alpha, \beta \in \mathbb{R}_+, x_i, u_i \in \mathbb{R}^2\). Here \(\alpha\) represents the natural frequency of the harmonic oscillators, \(x_i \triangleq [\theta_i, \omega_i]^T\) is the state (which may represent, for instance, location and velocity) and the second component of \(u_i\) represents the input force of the \(i\)th harmonic oscillator. The objective is to design a control law that minimizes the following cost with network couplings:

\[
J(u) = \frac{1}{N} \sum_{i=1}^{N} \left\{ \int_{0}^{T} \left[ (x_i - \eta z_i)^T Q (x_i - \eta z_i) + (u_i)^T R u_i \right] dt + (x_i^T - \eta z_i^T)^T Q_T (x_i^T - \eta z_i^T) \right\},
\]

where \(z_i^T = \frac{1}{N} \sum_{j=1}^{N} a_{ij} x_j, Q, Q_T \geq 0\) and \(R > 0\). Denote

\[
L_a = \begin{bmatrix} 0 & \alpha \\ -\alpha & 0 \end{bmatrix}, \quad L_b = \begin{bmatrix} 0 & 0 \\ 0 & \beta \end{bmatrix}.
\]

Assume the underlying graph lies in a sequence of graphs which converges to some graphon limit, as depicted by the sequence of graphs shown in Fig. 1. One can then formulate the limit graphon LQR problem for systems distributed on the underlying graph. Adopting Assumptions (A1)-(A5), and based upon the subspace decompositions introduced above, the optimal control for the limit problem is given by

\[
u_i(\gamma) = -L_b^T \left[ \Pi_t \tilde{x}_i(\gamma) + \sum_{\ell=1}^{d} \Pi_{\ell} x_{i\ell}(\gamma) \right], \tag{51}
\]

where \(\gamma \in [0, 1]\) represents a agent in the network with state \(x_i(\gamma) \in \mathbb{R}^2\) and control \(u_i(\gamma) \in \mathbb{R}^2\); \(\Pi_t\) and \(\Pi_{\ell}\) are the solutions to the following matrix Riccati equations

\[
\begin{align*}
\dot{\Pi}_t &= L_t^T \Pi_t + \Pi_t L_a - \Pi_t L_b L_b^T \Pi_t + Q_t, \\
\dot{\Pi}_{\ell} &= (L_a + \lambda_t I)^T \Pi_{\ell} + \Pi_{\ell} (L_a + \lambda_t I)^T - 2 \Pi_{\ell} L_a^T \Pi_{\ell} + (1 - \eta \lambda_t)^2 Q_t, \\
\Pi_T &= Q_T, \quad \Pi_{\ell} = (1 - \eta \lambda_t)^2 Q_T, \quad 1 \leq \ell \leq d.
\end{align*} \tag{52}
\]

Two alternatives for generating control laws are possible:

(i) Following the graphon control methodology in [3], the limit graphon control in (51) can then be applied to systems on networks of arbitrary sizes in the convergence sequence;

(ii) The projection-based approximate control solution given by (42) in Section VI provides an alternative to generate an approximate control for a finite network system.

Numerical simulations based on (i) the graphon control methodology in [3], and (ii) the projection-based approximate control implementation in Section VI, are presented in Fig. 4. For these simulations, we set the following parameters:

\[
\alpha = 10; \quad \beta = 1.5; \quad Q = I; \quad Q_T = 2I; \quad R = I; \quad \eta = 3; \quad N = 60.
\]

The time interval \([0, T]\) with \(T = 2\) is discretized into 200 time steps. The initial conditions for all agents are uniformly sampled from \([-5, +5]\). The couplings are represented by a graph in a convergent sequence generated from the stochastic block model as in Fig. 1. Note that the rank of the limit graphon (i.e., the step function graphon that corresponds to the block matrix) for the particular example is 3. The projection-based approximate control method employs projections into the three most significant eigendirections. In addition, the residual operators used in the projection-based approximate control approach in Fig. 4(b) are \(A_{S^1}, B_{S^1}, Q_{S^1} = Q_{T S^1} = (I - \eta A_{S^1})^2 - I\) with \(\|A_{S^1}\|_{\text{op}} = 0.077, \|B_{S^1}\|_{\text{op}} = 0, \|Q_{S^1}\|_{\text{op}} = 0.472\).
Each of the approximate solutions involves solving one $2 \times 2$ Riccati equation and one $6 \times 6$ Riccati equation, which can be further decomposed into 4 decoupled Riccati equations of dimension $2 \times 2$ as in (52). The corresponding actual computation is more than 29 times faster than solving $120 \times 120$ dimensional Riccati equation required by a direct solution in the simulation. The computation saving becomes more significant for network systems with larger sizes in the convergence sequence.

VIII. DISCUSSION

LQR problems on VLSNs of arbitrary sizes can be approximately solved by low-complexity methods based on subspace decompositions of graphon dynamical systems in two ways:

(i) Following the graphon control methodology proposed in [3], the control law for the limit graphon system is employed to generate approximate controls for network systems that are in a sequence that converges to the limit system [3] as illustrated in Fig. 4(a);

(ii) Any finite network LQR problem interpreted as a special case of graphon LQR problem can be solved via a representation of the underlying graphons by step functions with $N \times N$ blocks where $N$ is the size of the network following Section II-C. This is illustrated in Fig. 4(b) based on the projection-based approximate control in Section VI.

Each of the alternative methods above involves solving two decoupled LQR problems where one requires solving a Riccati equation of dimension $nd \times nd$ and the other requires solving a Riccati equation of dimension $n \times n$. As a comparison, a direct approach to the solution of LQR problems on networks with $N$ agents requires solving a Riccati equation of dimension $nN \times nN$. Since $N \geq d$ and in some cases $N \gg d$, the solution method may lead to significant computational savings depending upon the underlying network property. Furthermore, the method proposed here is potentially scalable since its complexity does not directly depend on the size of the network, as illustrated by the harmonic oscillator example in Section VII.

IX. CONCLUSION

This article proposes solutions to a class of graphon LQR problems based on invariant subspace decompositions where the couplings appear in states, controls and cost, and these couplings may be represented by different graphons. Future directions of this line of research include the following: 1) the case with heterogeneous parameters for local dynamics, 2) problems with nonlinear local dynamics, 3) the study of receding horizon control with quadratic cost based on graphon approximations and 4) the relation between graphon dynamical systems and systems described by partial differential equations.
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