Fully reversible neural networks for large-scale 3D seismic horizon tracking

Bas Peters\textsuperscript{1} and Eldad Haber\textsuperscript{2}

\textsuperscript{1}Computational Geosciences Inc., Vancouver, Canada
\textsuperscript{2}University of British Columbia, Vancouver, Canada

January 15, 2020

1 Introduction

The primary aim of this work is to address memory limitations of 3D convolutional neural networks for seismic interpretation. Horizon tracking based on a few label picks (seed points) is an important task in the structural interpretation of seismic images and 3D volumes. Because manual interpretation is time-consuming, researchers have worked on various methods to accelerate the horizon tracking from a few manual picks. See Wu and Fomel (2018) for a comparison of a few recent state-of-the-art methods not based on learning. Seismic interpretation was an early adopter of neural network technology, e.g., (Harrigan et al., 1992), using shallow networks acting on 1D traces or 2D seismic images. More recently, researchers employed networks such as auto-encoders and U-nets (Ronneberger et al., 2015), to train a map from 2D seismic image to a 2D horizon image, e.g., (Wu and Zhang, 2018; Di, 2018; Peters et al., 2019a,b).

In order to exploit 3D structure, we would like to train neural networks with 3D convolutional kernels. While such networks exist and are employed for various seismic interpretation tasks, the largest 3D inputs for fault segmentation (Wu et al., 2019; Zhao, 2019), salt segmentation (Shi et al., 2018), and seismic image processing (Wang and Nealon, 2019) seem to be $128 \times 128 \times 128$ pixels. This shows that the spatial range is small compared to the $1088 \times 2816$ pixel 2D images used by Peters et al. (2019a). The main roadblock to increase the input size of the 3D data is the limited memory on graphical processing units (GPUs), while the requirements for the network weights and states (activations) may be large. Particularly, the network states are required to be in memory during the computation of a gradient of the loss function, if we employ standard reverse-mode automatic differentiation. The memory demands then grow with data size, number of layers in the network, and the number of channels in each layer.
For the first time, we use fully reversible networks for the interpretation of 3D seismic imaging results. These networks have memory requirements that are independent of the depth of the network; they require storage of the network states for three layers only in order to compute a gradient of the loss function. Therefore, fully reversible networks need much less memory compared to non-reversible networks (including U-nets). Instead, we allocate the saved memory toward using larger input data. In this work, we demonstrate that a) fully reversible networks based on hyperbolic differential equations are suitable for detecting and tracking horizons in seismic image volumes; b) examples on real data from the North Sea where our input for the neural network is about 15× larger than recently published 3D convolutional neural networks for seismic interpretation.

Because this is the first work that employs reversible neural networks for seismic interpretation in 3D, there are still many questions left unanswered. We are concerned with computational issues and the feasibility of our method. While we present ‘good’ results on real data, a full comparison with networks based on 2D slices in terms of computational cost and prediction quality is out of our scope.

2 Problem formulation for 3D seismic horizon tracking

Our aim is to track horizons through a 3D seismic volume based a few manual horizon picks (seed points). There is a single dataset and generalization to other seismic data is not the goal. We take a non-linear regression approach and minimize the non-linear least-squares problem

$$\phi(\theta, X, C) = \frac{1}{2} \sum_{i \in \Omega} \| (Y_n(X, \theta)_i - C_i \|^2_2.$$  

For one example, the input for the neural network, $X \in \mathbb{R}^{n_x \times n_y \times n_z \times n_c}$, is the 3D seismic imaging result with $n_c$ channels, such as imaging from near, mid, and far offset recordings. The collection of network parameters, $\theta$, includes convolutional kernels. Our network contains just convolutional kernels, so we can change the size of the input at any time. The output of the neural network at the final layer (layer $n$), $Y_n$, depends on the input data and network parameters. For the construction of the labels, $C \in \mathbb{R}^{n_x \times n_y \times n_z \times n_c}$, we follow a similar procedure as in Peters et al. (2019a). For each training and validation horizon pick, we construct the label as 1 minus the distance from the horizon pick in the vertical direction only. We clip the maximum at some small distance from the horizon pick so that there are only positive numbers in the label. The label tensor is thus a sparsely populated cube, where each fiber (‘column’ in the vertical direction) at a horizon point is as shown in Figure 2. The indices of the label cube where we have the horizon picks and therefore the labels in the full vertical extent at that spatial location, are collected in the set $\Omega$. The
partial loss function measures the misfit at the known label locations only, and computes $\nabla_{\theta} \phi(\theta, X, C)$ based on those locations, see Peters et al. (2019a,b) for why training a network using a partial loss function is equivalent to solving geophysical inverse problems such as seismic full waveform inversion.

3 Fully reversible hyperbolic networks with factorized layers

This section outlines our primary contribution. The layers of the neural network in (1) are a fully reversible hyperbolic neural network (Lensink et al., 2019) to map the data volume to horizon cube output. A reversible hyperbolic network is based on a conservative leapfrog discretization of a non-linear telegraph equation (Chang et al., 2018) as follows:

$$
Y_1 = X, \ Y_2 = X,
$$

$$
Y_j = 2W_{j-1}Y_{j-1} - W_{j-2}Y_{j-2} - h^2K_{j-1}^Tf(K_{j-1}W_{j-1}Y_{j-1}), \ j = 3, \cdots, n
$$

(2)

where the first two layers indicate the initial conditions that are equal to the input data $X$. The non-linear pointwise activation function is the ReLU in this work, $f(x) = \max(0, x)$. The ‘time-step’ $h$ determines the stability of the network and needs to be chosen sufficiently small. The number of channels changes simultaneously with resolution (coarsening, pooling). The linear operator $W$ is an orthogonal Haar wavelet transform if we change resolution and channels at a given layer; otherwise $W$ is the identity map. Convolutional kernels $\theta$ at layer $j$ are included in $K_j$. To reduce the number of channels and increase the resolution, we use the inverse Haar transform, which is known in closed form. The combination of the leapfrog discretization of the telegraph equation that models signal propagation, and an invertible transform to change channels/resolution, allows for full reversal of the network via (Lensink et al., 2019)

$$
Y_j = W_j^{-1}\left[2W_{j+1}Y_{j+1} - h^2K_{j+1}^Tf(K_{j+1}W_{j+1}Y_{j+1}) - Y_{j+2}\right], \ j = n-2, \cdots, 3.
$$

(3)

Therefore, we can re-compute the network states $Y_j$ while back-propagating to compute the gradient of $\phi(\theta, X, C)$ w.r.t. $\theta$. This avoids the need to store all network states for every layer, which is the limiting factor to employ deep neural networks on large 3D/4D computational domains. Using the fully reversible network, we need to store the states for three layers only. This situation is equivalent to how we need to store the wavefield for every time step to compute a gradient for full-waveform inversion. Stability of the forward and reverse propagation is always easy to verify numerically. Note that by construction of the network (3), we do not need to invert/reverse any activation functions. The fully reversible construction changes a linear memory growth with network
depth, into a constant. In the next section, we use the saved memory to increase the data input size to be able to learn from larger scale structure.

The various U-nets, auto-encoders, as well as our proposed network so far operate on multiple resolutions. Increasing/decreasing resolution via invertible transform, such as orthogonal Haar wavelets, increases the number of channels by a factor $8 \times$ in 3D. Starting with three input channels and coarsening three times thus results in $3 \times 8^3 = 1536$ channels. This would standardly require the storage of $1536^2$ convolutional kernels for each layer at the coarsest resolution. To avoid rapidly increasing memory demands when coarsening inside a fully reversible neural network, we use the trick from Peters et al. (2019c) to parameterize the weights at a layer as a symmetric block-low-rank structure. Each block of the block-matrix $K$ contains a convolution matrix representation corresponding to a kernel $\theta$. To maintain a reversible structure of the network but at the same time reduce the number of convolutional kernels in a given layer, we set up a block-low-rank version of $K^T f(KY)$ as follows:

$$\begin{bmatrix}
K(\theta^{1,1})^T & K(\theta^{2,1})^T \\
K(\theta^{1,2})^T & K(\theta^{2,2})^T \\
K(\theta^{1,3})^T & K(\theta^{2,3})^T \\
K(\theta^{1,4})^T & K(\theta^{2,4})^T
\end{bmatrix}
\begin{bmatrix}
K(\theta^{1,1}) & K(\theta^{1,2}) & K(\theta^{1,3}) & K(\theta^{1,4}) \\
K(\theta^{2,1}) & K(\theta^{2,2}) & K(\theta^{2,3}) & K(\theta^{2,4})
\end{bmatrix}
\begin{bmatrix}
Y^1 \\
Y^2 \\
Y^3 \\
Y^4
\end{bmatrix}.$$

This is an example where we have four input and output channels using only eight kernels instead of the usual 16. The block-matrix notation is for linear algebraic derivations, but the computational implementation can still be in 5D tensor format. In the example in the following section we obtain good predictions when using just $32 \times 1536$ kernels in $K$ instead of the usual $1536 \times 1536$; a 48× reduction.

4 North Sea data example

An industrial partner provided a section of size $1152 \times 1152 \times 288$ of seismic imaging from the North Sea that we split into six examples of size $192 \times 192 \times 288$, as well as manual horizon picks. For training labels, we randomly select eight horizon picks in each 3D sub-volume, and the remaining picks are for validation. Table 1 lists the network details. The memory for three network layer states $Y_j$ is $\approx 382$ megabyte, which would be $\approx 2675$ in case of non-reversible networks that need to store all states to compute a gradient of the loss. The block-low-rank layers need $\approx 40$ megabyte for network weights instead $\approx 1807$ for regular layers. These memory savings allow for input data that is about $15 \times$ larger than the $128^3$ used in some recently published geophysical work with 3D convolutional networks (Wu et al. 2019; Zhao 2019; Shi et al. 2018; Wang and Nealon 2019). Therefore, fully reversible networks bring us a step closer to working with the length scales that are feasible in case of 2D convolutional neural networks.
Table 1: Design of our convolutional, fully reversible hyperbolic network with symmetric block-low-rank layers. We start at a coarser resolution, generated by applying the 3D Haar transform three times to the input data volumes of size $192 \times 192 \times 288 \times 3$.

An example three cross-sections of the final prediction is shown in Figure 1. For the x-z slice, we also show the validation label overlaid on the prediction (Figure 2a), and the highest predicted value for each x-y location in Figure 2b.

![Figure 1: Three slices through one of the 3D predicted horizon volumes.](image)

![Figure 2: a) A slice through the 3D predicted horizon volume, and the validation labels. b) A slice through the seismic image volume, the most likely predicted horizon location, and the validation labels.](image)
5 Conclusions

We introduced fully reversible convolutional neural networks to seismic horizon tracking on large 3D inputs. These recently proposed networks have a memory requirement that is independent of network depth, and there is no need to store the network states for every layer in the network to compute a gradient of the loss. The huge memory savings compared to previously proposed 3D convolutional neural networks enable us to increase the input size of the 3D data, bringing the length scales of the input a step closer to what is possible using 2D inputs. A field data example validated that the proposed network is suitable for seismic interpretation and that the input data size for the network can be increased by an order of magnitude using fully reversible neural networks, if combined with a network weight parameterization strategy such as a block-low-rank layer structure.
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