Wiedemann-Franz law demonstration in a student practicum

V.N.Glazkov

Moscow Institute of Physics and Technology, 141700 Dolgoprudny, Russia and
P.L.Kapitza Institute for Physical Problems RAS,
Kosygin str. 2, 119334 Moscow, Russia

L.Ginzburg and A.Orlov

Moscow Institute of Physics and Technology, 141700 Dolgoprudny, Russia

(Dated: January 11, 2017)

Abstract

Wiedemann-Franz law is a prediction of electronic theory of electric and thermal conductivity in metals, which states that a Lorenz ratio $L = \kappa/(\sigma T)$, where $\kappa$ is a thermal conductivity, $\sigma$ — electric conductivity and $T$ — absolute temperature, is a universal constant in certain cases. We present here a simple experimental setup to verify this prediction in a teaching experiment.
I. INTRODUCTION

Simple electronic theory of electrical conductivity (Drude model) explains electrical conductivity \(\sigma\) of electron gas in a metal as its drift in an applied electric field. Mobility of the charge carriers in this process is determined by a certain relaxation time \(\tau_e\), which is a mean free time before electron scattering processes limiting the electric conductivity. This model finally results in a well-known Drude formula for electric conductivity\(^1\):

\[
\sigma = \frac{ne^2\tau_e}{m}
\]

Here \(n\) is a charge carriers concentration, \(e\) is a carrier charge (i.e. electron charge), \(\tau_e\) is a relaxation time and \(m\) is an effective mass of the carrier.

Thermal conductivity \(\kappa\) of the degenerate electron gas can be found in a gas approximation as

\[
\kappa = \frac{\pi^2}{3} \frac{nk_B k_B T}{E_F},
\]

where \(E_F\) is a Fermi energy, \(T\) is the absolute temperature (in Kelvins) and \(k_B\) is the Boltzmann constant, one obtains:

\[
\kappa = \frac{\pi^2}{3} \frac{n\tau_{th}}{m} k_B^2 T.
\]

These results of free electron model can be combined in such a way that all material dependent parameters will cancel. Namely, if relaxation times \(\tau_e\) and \(\tau_{th}\) coincide, then the ratio \(\kappa/(\sigma T)\) is a universal constant called Lorenz number

\[
L = \frac{\kappa}{\sigma T} = \frac{\pi^2}{3} \left(\frac{k_B}{e}\right)^2 \approx 2.44 \times 10^{-8} \frac{\text{W} \cdot \text{Ohm}}{\text{K}^2}
\]

This result is called Wiedemann-Franz law.\(^7\) Its validity depends on the validity of \(\tau_e = \tau_{th}\) condition, which in turn depends on the electron scattering processes relevant for thermal and electric conductivity processes.

In fact, Wiedemann-Franz law is more general than the free electron model mentioned above. It can be shown, see e.g. Ref\(^\[\text{4}\]\) that for the isotropic Fermi surface thermal conductivity

\[
\kappa = \frac{\pi^2}{9} T \langle V^2 \tau_{th} D(E) \rangle_{E=E_F},
\]

and electric conductivity

\[
\sigma = \frac{1}{3} e^2 \langle V^2 \tau_e D(E) \rangle_{E=E_F},
\]

Here \(\tau_e\) and \(\tau_{th}\) are the relaxation times for the charge and thermal transport as defined.
within $\tau$-approximation of kinetic equation, $V$ is the electron group velocity and $D(E)$ is the density of states, index $(...)_{E=E_F}$ means that corresponding quantity is calculated on the Fermi surface. Again, if relaxation times are the same then the ratio $\kappa/(\sigma T)$ is a universal constant.

Condition $\tau_e = \tau_{th}$ does not hold in general: it requires the scattering processes limiting thermal and charge transport to be the same. However, it can be shown\cite{Mahan} that Wiedemann-Franz law is valid for normal metals at low temperatures (approximately, at $T \leq 5K$ see Ref\cite{Pankove}), where all scattering processes are governed by impurities and defects, and at high temperatures $T \geq \Theta$ (here $\Theta$ is a characteristic Debye temperature), where high-energy phonons contribute the most to the electronic scattering. Experiment, indeed, shows \cite{Landau} that at room temperature pure metals demonstrate values of Lorenz number from $2.3 \times 10^{-8}\text{W} \cdot \text{Ohm} \cdot \text{K}^{-2}$ to $3.0 \times 10^{-8}\text{W} \cdot \text{Ohm} \cdot \text{K}^{-2}$, i.e. within 20% from the value predicted by Eqn.(3).

While investigations of the Wiedemann-Franz law in pure metals are by now a well established classical matter \cite{Landau} for a comprehensive review, Wiedemann-Franz law remains an active part of the modern physical research. Validity of the Wiedemann-Franz law at low temperatures is, in fact, a fundamental property of electronic fermi-liquid in a metal. Deviations from the Wiedemann-Franz law at low temperatures in the exotic conducting systems such as heavy fermion compounds\cite{Hewson-1997}, graphene, thin films or nanowires\cite{Georges-2004} are carefully sought for and, if found, are considered as signatures of new physical phenomena.

We present here a simple experimental setup to measure Lorenz number for a metal sample at room temperature. It can be partially assembled by the students during laboratory practice. Besides of providing an opportunity to measure combination of fundamental physical constants it also provides an opportunity to demonstrate several standard “tricks” of physical experiment: 4-point resistivity measurement of small resistances, measuring different quantities on the same sample, compensation of the parasitic heat losses by setting sample environment to the same temperature. Experimental setup was tested for several metals, the order of magnitude for the Lorenz number is reproduced very reliably, its values for the studied metals are reasonably close to the theoretical value and to values derived from reference values for resistivity and thermal conductivity.
II. EXPERIMENTAL SETUP

A sketch of the experimental cell and a photo of one of the cells are shown in Figs. 1 and 2. Lorenz number is defined as the ratio of thermal and electric conductivities. Calculation of these characteristics requires accurate determination of the sample geometry which introduces additional uncertainties to the determination of the desired quantity. However, if resistance and temperature difference are measured between the same points of the cylindric sample, then the sample geometry cancels out in the Lorenz number. Indeed, the resistance of such a sample is \( R = l / (\sigma S) \) and the heat power transmitted through the sample cross-section is \( P/S = \kappa \Delta T / l \), here \( l \) is the sample length and \( S \) is the sample crosssection area. Then

\[
L = \frac{\kappa}{\sigma T} = \frac{P}{\Delta T} \frac{R}{T} \quad (4)
\]

This makes one of the mentioned experimental “tricks”: to set experiment so that sample geometry cancels.
FIG. 2. One of the experimental cells without compensating screen. Blown-up area shows one of the measurement points combining potentiometric contact and glued-in thermocouple end.

The measurement of the resistivity is straightforward, we used a standard 4-point measurement scheme. We passed known DC electric current through the sample and measured the voltage drop between potentiometric probes. This allowed to easily measure resistances as low as 50 microohms, as for copper sample in our setup. Measuring such a low resistance one has to take care about correctly zeroing the microvolmeter and to avoid issues with parasitic thermoelectric effects. These issues can be controlled by reversing current direction and fitting all data for voltage-current diagram as $U = R \times I + U_0$, $U_0$ being the
parasitic voltage. We have found that in our experiment correction for this parasitic voltage (so present, see Fig.3) was negligible. It is also useful to remind that the 4-point scheme allows to avoid various issues with the contact quality, which is of particular importance for the naturally oxide-covered aluminium, used as one of the samples.

To measure thermal conductivity we applied controlled DC heating power to the upper end of the sample and thermalized its other end to the room temperature. It is of urgent importance then to minimize heat losses from the sample. To reach this goal without high vacuum or heavy thermal insulation we exploited two possibilities: first, we made crosssection area of our sample large to increase ratio of the sample crosssection to its sidewalls area; and, second, we surrounded our sample by a coaxial screen with the same temperature gradient. In this case, neglecting convective heat currents, there should be no heat exchange between the sample and the screen. To make the same gradient one end of the screen was thermalized to the same base as the cold (room temperature) end of the sample and other end was maintained at the same temperature as the hot end of the sample. Temperature difference along the sample was measured with copper-constantane thermocouple (sensibility $43 \cdot 10^{-6} \text{ V/K}$ at room temperature), its probes were attached at the same level as potentiometric probes for the resistivity measurements. Similar thermocouple was fixed between the hot ends of the sample and of the screen, its output was tuned to zero by setting appropriate heating power on the compensating screen. We have found it possible to balance temperatures of sample and screen hot ends within 0.25°C quite easily.

Measuring thermal conductivity one has to wait sufficiently for thermal equilibrium. Characteristic time to reach thermal equilibrium of the cylindrical sample can be estimated as

$$t_{\text{eq}} \sim \frac{C(V)l^2}{\kappa}$$

here $l$ is the sample length, $C(V)$ is the specific heat per unit volume, $\kappa$ is a thermal conductivity. At room temperature specific heat can be approximated by Dulong-Petit law $C(V) = 3R\rho/\mu$, here $\rho$ is the mass density and $\mu$ is the molar mass. This yields for the 50 mm long copper sample, as used in our setup, $t_{\text{eq}} \sim 20$ seconds. I.e., one has to wait 1-2 minutes to reach thermal equilibrium once the heating power is changed. As balancing of the sample and screen hot ends is done by trial and error, one need about 10-20 minutes in total to fine-tune heating power on the compensating screen.
Detailed sketch of the experimental setup is shown in Fig.1. Sample is a 5 mm diameter cylinder rod made from copper, brass or aluminium alloy (duralumin) or a fragment of the 3.5 mm diameter aluminium wire. Distance between the probes was about 40-50 mm. Probes positions were formed by drilling a small diameter (1.6 mm) holes in the sample. For the copper and brass sample potentiometric probes were soldered into these holes and insulated thermocouple probes were glued in afterwards (see Fig.2), for the aluminium and aluminium alloy samples potentiometric electric contacts were formed by small diameter brass screws fixed in these holes, thermocouple probes were glued on the sample sidewalls on the same level. Compensating screen was manufactured from 24 mm diameter 1 mm thick brass tube. Thermalization of the device base was reached with commercial heat exchanger (approx. $150 \times 70 \times 40 \text{ mm}^3$) without additional airflow.

To reduce amount of electronic equipment we switch electric circuits between resistance and thermal conductivity measurements. This allows to use two tunable current sources (2 A current limit) and two voltmeters (required sensitivity 1 mkV) only. We used Good-Will GDP-1831D power supplies, which have a built-in current and voltage indicators, and Keithley 2000 multimeters. Scheme of the electric circuitry is shown at the Fig.1. One of the power supplies (marked as “dc I1” in Fig.1) and one of the voltmeters (V1) are always connected to the sample heater and to the sample thermocouple correspondingly. Second power supply (dc I2) and second voltmeter (V2) are switched between screen heater and screen-sample thermocouple or sample current and sample voltage drop correspondingly. Sample and screen heaters with resistivity about 12 Ohms each were wound from the high-resistance 0.20 mm diameter manganine wire. Heating power during the experiment was about 5 W, commercial resistances with suitable characteristics can be used as well.

III. TEST RESULTS AND DISCUSSION

We have tested our setup with two pure metals: copper and aluminium, and two alloys: brass and duralumin. Copper was studied in several cells differing by slight details of assembly.

Experimental procedure was as follows. First, we set switches into the resistivity measurement position and measured $U(I)$ characteristics of the sample up to 2 A current with two polarities of the DC current. By fitting $U(I)$ plot as $U = R \times I + U_0$ we determined total
FIG. 3. (left panel) Voltage-current plot for the copper sample. Squares and circles — experimental data for different polarities of the applied current, dashed lines — fit by $U = R \times I \pm U_0$ law with $R = 49.9 \times 10^{-6}$ Ohm and $U_0 = 1.8$ mkV. (right panel) Temperature difference vs. heating power plot for the copper sample. Symbols — experimental data, solid line — linear fit.

resistance of the sample. Second, we set switches to the thermal conductivity measurement position and heated sample hot end by applying DC heating power (about 0.5...1.0 W for the first trial). As the temperature of the sample hot end rose we added DC heating power to the compensating screen to equalize temperatures of sample and screen hot ends (to zero thermocouple response). By fine-tuning the screen heating power it was possible to stabilize screen hot end within 0.1...0.2°C from the sample hot end (thermocouple response less then 10 mkV). By repeating this procedure we measured dependence of the temperature drop along the sample vs. the sample heating power $\Delta T(P)$ which was fitted afterwards as $\Delta T = A \times P$. Maximal temperature drop during the experiment was 10-15°C, at maximum heating power screen hot end was warm on touch (about 50°C) and thermalized base was slightly above the room temperature. Example of the measured characteristics for one of the copper samples is shown in Fig. 3.

Lorenz number can be calculated from the measured quantities as $L = R/(AT)$ (compare
with Eqn. (4)). We take average temperature of 300K for this calculation as systematic errors due to the parasitic heat losses turns out to be far more important than the accuracy of the temperature determination. Determined Lorenz number values are shown in the Table [1]. Measured values tends to overestimate Lorenz number, but order of magnitude is determined very reliably and reproductably.

To check main source of this overestimation we calculated from our data resistivity and thermal conductivity of the samples and compared it with the reference values (Table [1]). Accuracy of probes positioning can lead to up to 5% error in calculation of resistivity and thermal conductivity. Electrical resistivity of all samples was within 10% of the reference values which can be at least partially ascribed to the uncertainties of the sample geometry and metal purity. Note, that resistances as low as $50 \cdot 10^{-6}$ Ohm are measured routinely during the experiment.

On the other hand, thermal conductivity was systematically overestimated with respect to the reference values by 10–30%. Part of this effect was a systematic heating power overestimation: when determining the heating power, we used power supply built-in voltmeter to measure voltage drop on the power supply contacts. This adds connecting wire resistance (about 0.5 Ohm) to the heater resistance (about 12 Ohm), ending up in the 4% overestimation of thermal conductivity. This error can be avoided by using a separate voltmeter directly connected to the sample heater, but we consider usage of the power supply built-in voltmeter to be a reasonable trade-off in a teaching experiment. Another error source are the parasitic heat losses being not excluded completely in this simple setup. However, without compensating screen temperature drop along the sample decreases by a factor of two at the same heating power — i.e. temperature gradient over the screen do compensate large part of the heat losses. This issue can be improved by increasing sample crossection, which reduces sidewalls to crossection area ratio, or by adding a more throughout thermal insulation, in particular between the sample heater and the compensating screen. This is, again, a matter of a trade-off between the experiment simplicity and the desired accuracy.

Examples of other experimental setups for similar experiments were reported recently.[17][18] A strong point of our experiment is that both electric and thermal properties were measured on exactly the same sample (as it is also done in a “serious science” experiment of Ref.[12] where Wiedemann-Franz law was tested in a 100 nm thick films) and that an absolute value of the Lorenz number, which is a combination of fundamental constants, is derived.
TABLE I. Measured values of Lorenz number for different materials and their reference values. Values from Ref.1 correspond to 0°C, values from Ref.13 are calculated from the reference values for specific resistivity and thermal conductivity at 0°C or at 20°C, values from Ref.14 correspond to 20°C, data from Ref.16 are extrapolated to 0°C.

| Sample      | measured $L$ ($10^{-8}$ W·Ohm/K²) | reference $L$ ($10^{-8}$ W·Ohm/K²) |
|-------------|-----------------------------------|-------------------------------------|
| Cu-1        | 2.95                              |                                     |
| Cu-2        | 2.45                              |                                     |
| Cu-3        | 2.70 ± 0.06                       | 2.23, 2.28, 2.30                   |
| Cu-4        | 2.87 ± 0.08                       |                                     |
| yellow brass| 3.4 ± 0.2                         | 2.50                                |
| Al          | 3.05 ± 0.08                       | 2.17, 2.19                         |
| Al alloy    | 3.02 ± 0.1                        | 2.30                                |

TABLE II. Resistivities and thermal conductivities of the studied metal samples and their reference values

| Sample          | $d$ (mm) | $L$ ($10^{-6}$ Ohm) | $R$ (K/W) | $A = \Delta T/P$ | $\rho$ ($10^{-8}$ Ohm · m) measured | $\kappa$ ($\frac{W}{m·K}$) measured |
|-----------------|----------|---------------------|-----------|------------------|--------------------------------------|-------------------------------------|
| Cu-1            | 5        | 60                  | 7.5       | 2.2              |                                       | 407                                 |
| Cu-2            | 5        | 52                  | 49.5      | 6.11             | 1.87                                 | 433                                 |
| Cu-3            | 5        | 50                  | 47.7      | 5.80             | 1.9                                  | 440                                 |
| Cu-4            | 5        | 50                  | 49.4      | 5.78             | 1.95                                 | 440                                 |
| yellow brass    | 5        | 50                  | 155       | 15.1             | 6.1                                  | 6.4                                 |
| Al              | 3.5      | 42                  | 135       | 14.7             | 3.1                                  | 2.74, 2.5, 2.7                     |
| Al alloy        | 5        | 50                  | 148       | 15.3             | 5.8                                  | 5.1                                  |

**IV. CONCLUSIONS**

We demonstrated a simple experimental setup to check validity of Wiedemann-Franz law in the teaching experiment. It was tested with several common metals and alloys. We have found that order of magnitude of the Lorenz number was reliably reproduced by our setup. In the same time obtaining an accurate value of the Lorenz number remains a challenge to
the student patience, accuracy and experimentalist skills.
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