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Abstract—We provide a data-driven framework for optimal control of a continuous-time stochastic dynamical system. The proposed framework relies on the linear operator theory involving linear Perron-Frobenius (P-F) and Koopman operators. Our first results involving the P-F operator provide a convex formulation of the optimal control problem in the dual space of densities. This convex formulation of the stochastic optimal control problem leads to an infinite-dimensional convex program. The finite-dimensional approximation of the convex program is obtained using a data-driven approximation of the P-F operator. Our second results demonstrate the use of the Koopman operator, which is dual to the P-F operator, for the stochastic optimal control design. We show that the Hamilton Jacobi Bellman (HJB) equation can be expressed using the Koopman operator. We provide an iterative procedure along the lines of a popular policy iteration algorithm based on the data-driven approximation of the Koopman operator for solving the HJB equation. The two formulations, namely the convex formulation involving P-F operator and Koopman based formulation using HJB equation, can be viewed as dual to each other where the duality follows due to the dual nature of P-F and Koopman operators. Finally, we present several numerical examples to demonstrate the efficacy of the developed framework.

I. INTRODUCTION

The stochastic optimal control problem (SOCP) is a cornerstone of systems and control theory [1], [2]. This problem has received renewed attention with the growing interest in data-driven analytics and control with applications ranging from vehicle autonomy, robotics, transportation networks, power grid, security, and advanced manufacturing [3]–[5]. The SOCP is also at the heart of Reinforcement learning (RL), and a variety of algorithms are developed for the data-driven approximation of its solution [6]. For a system in continuous-time with continuous state space and control, the solution to SOCP essentially boils down to solving a Hamilton Jacobi Bellman (HJB) equation [7], which is a nonlinear partial differential equation. In discrete-time, SOCP involves solving the Bellman equation using the principle of dynamic programming [8]. Thus, the Bellman equation can be viewed as the discrete-time counterpart of the continuous-time HJB equation. Given the nonlinear nature of the HJB equation, one of the popular approaches to solve the HJB equation is via iterative approach [9], [10].

In this paper, we propose an alternate approach for solving SOCP based on the convex formulation of the problem in the dual space of densities. This paper provides a data-driven solution to the SOCP over an infinite time horizon with continuous-time system dynamics. The dual approach leads to a convex infinite-dimensional optimization problem to be solved for the SOCP. Unlike iterative algorithms for solving HJB equation in the primal domain, the convex formulation in the dual space lends itself to a single-shot approach for solving SOCP. We use a linear operator theoretic framework involving P-F and Koopman operators [11] to provide a novel perspective to the SOCP problem and the computation of its solution using data. We show that the traditional primal formulation of SOCP involving the HJB equation is closely tied to the Koopman operator. Furthermore, the dual convex formulation of the SOCP can be understood naturally through the lenses of duality between the Koopman and P-F operator.

Literature review: Given the significance of SOCP in various applications, there is extensive literature on this topic. We refer the interested readers to the survey articles and classical work on this topic [2], [8], [12]–[14]. With the nonlinear and infinite-dimensional nature of the HJB equation, an analytical solution can be found in very few cases, and one has to resort to numerical methods for solving the HJB equation. In the development of numerical methods, the complexity associated with the nonlinear nature of the HJB is broken down by providing an iterative process for solving the HJB equation. The iterative approach relies on solving an infinite-dimensional linear equation for the value function with a given control input. The value function is then used to update the control input. The infinite-dimensional linear equation for value function is solved approximately for the value function using Galerkin-type projection scheme [2]. The iterative approach for solving SOCP via HJB equation and also Bellman equation plays a fundamental role in the variety of RL algorithms, including policy iteration, value iteration, and actor-critic method [15]. The dual approach to the SOCP is not studied extensively from the numerical perspective. In particular, it is known that the dual formulation to the Bellman equation leads to an infinite-dimensional linear program to the design of SOC [16]. However, contrary to the dual formulation proposed in this paper, the Bellman dual infinite-dimensional linear program is constructed on the joint space of states and control. With continuous state and action space, the finite-dimensional approximation of the bi-infinite linear program is a challenging problem. On the other hand, the dual formulation to the OCP is well studied.
for deterministic control systems [17]. The results in [18] use sum-of-square (SOS)-based computational methods and moment-based relaxation techniques for the finite-dimensional approximation of infinite-dimensional convex optimization problem in the dual form. The moment-based relaxation and SOS-based optimization methods are also used for the analysis of the stochastic dynamical system, including solving optimal control problems in its dual form and computing exit time [19, 20]. The results developed in this paper can be viewed as a natural extension of the results developed in [21] from the deterministic to the stochastic setting, where computational methods based on the finite-dimensional approximation of linear P-F and Koopman operators are developed for data-driven control. More recently there has been explosion of research activities on data-driven control design using linear Koopman operator [22]–[31]. However, most of these results only exploit the linearity of the Koopman operator and which does not lead to convex formulation to controller synthesis problem. Another popular approach for solving the HJB equation relies on path integral-based numerical scheme [32]. The basis idea is to perform a change of variables that use noise statistics of the underlying stochastic system to transform the non-linear HJB equation to a linear partial differential equation (PDE). The solution to the linear PDE is then obtained using the Feynman-Kac formula and path integral.

Contributions: We provide a convex formulation to the SOCP using the linear operator theoretic framework involving P-F and Koopman operators. The linear P-F and Koopman operators are dual to each other and provide for a linear lifting of nonlinear system dynamics in the space of density and function (observables), respectively. The results are inspired by the dynamical system theory, as the duality in SOCP is discovered through duality between the P-F and Koopman operators. The SOCP problem is formulated in the dual space of density using P-F operator-based lifting of control system dynamics. This dual approach leads to the infinite-dimensional convex optimization-based formulation of the SOCP. We provide a computational framework based on the data-driven approximation of the P-F operator for the data-driven stochastic optimal control design. The convex formulation of SOCP is made possible by exploiting the P-F operator’s linearity, positivity, and Markov properties. Furthermore, we show that the hard constraints on the control input and the state can also be written convexly in the dual formulation. On the other hand, we establish a connection between the Koopman operator and the HJB equation. This connection allows us to develop a numerical algorithm for the data-driven solution of the HJB equation based on Koopman theory. In particular, we provide an iterative algorithm based on a data-driven approximation of the Koopman operator for solving the SOCP problem in the primal domain. This new algorithm is reminiscent of the generalized policy iteration (GPI) algorithm in RL and we call it Koopman policy iteration (KPI). Moreover, the interpretation of GPI using the Koopman theory opens up the possibility of exploiting the rich spectral theory of the Koopman operator for data-driven control. It is important to emphasize that the existing iterative algorithm for solving the HJB equation, including our proposed Koopman-based approach, requires an initial control policy to be stabilizing. However, designing stabilizing controller for a stochastic nonlinear system is far from a trivial problem. Our proposed dual approach to SOCP does not suffer from this drawback. The convex optimization problem in our dual framework can be solved as a single shot problem, where almost everywhere stochastic stabilizability arises as constraints of this optimization problem. So the data-driven stochastic stabilization will emerge as the particular case of the main result on SOCP. The results in this paper are an extended version of results from [33]. In particular, the data-driven computation framework is new to this paper. Results involving convex formulation to SOCP with state and input constraints are also new. Furthermore, we provide precise characterization for the existence of optimal controller along with the proof of some of the key results which were missing from [33]. The results involving the Koopman-based formulation of the HJB equation and the associated iterative computation scheme based on the data-driven approximation of the Koopman operator are also new to this paper.

Organization: The paper is organized as follows. In Section II we provide preliminaries on linear transfer operator theory involving P-F and Koopman operators their semi-group and infinitesimal generators. In Section III, we prove new results on the stochastic stability analysis. These results play an important role in the dual formulation of the SOCP. The main results of this paper on the dual formulation of SOCP involving P-F operator and primal formulation involving Koopman operator are presented in Section IV. The computation framework for the data-driven approximation of stochastic optimal control is presented in Section V. Conclusions are presented in Section VII.

II. PRELIMINARIES AND NOTATIONS

In this section, we discuss some preliminaries and introduce some notations, which are used in deriving the main results on data-driven optimal control. Consider a stochastic dynamical system

\[ \dot{x} = F(x) + \sigma n(x) \xi, \]

(1)

where, \( x \in \mathbb{R}^n, \mathbb{R}^q \ni \xi = \frac{dw}{dt} \) is the white noise process and is time derivative of Weiner process. We assume that \( f(0) = n(0) = 0 \) and hence the origin is assumed to be the equilibrium point of the system. Let \( X_t \) be the solution of the stochastic differential equation (1). For more details on the definition and condition for the existence of solution of stochastic differential equation, refer to [11]. In particular, the vector fields \( F(x) \) and \( n(x) \) are assumed to satisfy following Lipschitz condition.

\[ |F(x) - F(y)| \leq L|x - y|, \quad x, y \in \mathbb{R}^n \]

\[ |n(x) - n(y)| \leq L|x - y|, \quad x, y \in \mathbb{R}^n \]

(2)

for some constant \( L \).
Notations: Let $X^x := \{X_t^x\}_{t \geq 0}$ be the solution process with initial condition $X_0 = x$, where the solution is defined in the sense of Itô calculus. Let $P^x$ be the distribution of $X^x$ and $E_x$ be the expectation with respect to $P^x$. We introduce following notations. Let $L_1(R^n, R^n)$, integrable functions from $R^n$ to $R^n$, $C_0(R^n, R^n)$, bounded functions from $R^n$ to $R^n$, $C^k(R^n, R^n)$ space of functions with $k$ continuous derivative, $C^k(R^n, R^n)$, space of functions in $C^k(R^n, R^n)$ with compact support, and $C_0$ closure of $C^k(R^n, R^n)$ in $L_\infty$ norm. If the space $R^n$ is not specified then it is understood that the underlying space is $R$. Let $B_\delta$ be the small neighborhood of the origin for some fixed $\delta > 0$ and $S := R^n \setminus B_\delta$. We use $B(S)$ to denote the Borel $\sigma$-algebra on $S$ and $M(S)$ is the vector space of real-valued measure on $B(S)$. $S := L_1(S) \cap C^2(S, R_{\geq 0})$.

A. Perron-Frobenius and Koopman Operator for Stochastic System

The results and discussion in this section are taken from different references [11], [34], [36] and is presented here for the sake of completeness. The theory of linear operators involving P-F and Koopman operators generalizes from deterministic dynamical systems to stochastic systems. Following additional assumptions are made on the vector field $F$ and $n$ to ensure that these linear operators and their solutions are well defined.

Assumption 1. We assume that the vector field, $F(x)$, and coefficients $a_{ij}(x) := \sum_{k=1}^n n_{ik}(x)n_{kj}(x)$ are $C^1$ functions of $x$. Furthermore, following growth conditions are satisfied by the coefficients

$$|a_{ij}(x)| \leq M(1 + |x|^2), |\tilde{f}_i(x)| \leq M(1 + |x|), |\tilde{c}(x)| \leq M,$$

$i, j = 1, \ldots, n$, where $M$ is some positive constant, $F = (F_1, \ldots, F_n)^T$ and

\begin{align}
\tilde{F}_i(x) &= -F_i(x) + \sigma^2 \sum_{j=1}^n \frac{\partial a_{ij}(x)}{\partial x_j}, \\
\tilde{c}(x) &= \frac{\sigma^2}{2} \sum_{i,j=1}^n \frac{\partial^2 a_{ij}(x)}{\partial x_i \partial x_j} - \sum_{i=1}^n \frac{\partial F_i(x)}{\partial x_i}.
\end{align}

Notice that $a_{ij} = a_{ji}$ by definition. For any given $\lambda = (\lambda_1, \ldots, \lambda_n) \in R^n$, we assume that uniform parabolicity assumptions holds if there exists a constant $\rho > 0$ such that

$$\sum_{i,j=1}^n a_{ij}\lambda_i\lambda_j \geq \rho \sum_{i=1}^n \lambda_i^2$$

Definition 1 (Koopman operator and generator). Let $\varphi(x) \in L_\infty(R^n)$, then the Koopman operator $U_t : L_\infty(R^n) \rightarrow L_\infty(R^n)$ for stochastic dynamical system (7) is defined as

$$[U_t \varphi](x) = E_x[\varphi(X_t^x)]$$

$U := \{U_t\}_{t \geq 0}$ restricts to strongly continuous semi-group on $C_0$ and hence it has an infinitesimal generator (\cite{[37]}, Theorem 21.11). For any $\varphi \in C^2(R^n)$, the infinitesimal generator is given by [1]

$$A^F_P \varphi := \lim_{t \to 0} \frac{(U_t - I)\varphi}{t}$$

\begin{align}
= F(x) \cdot \nabla \varphi + \frac{\sigma^2}{2} \sum_{i,j=1}^n [nn^\top]_{ij} \frac{\partial^2 \varphi}{\partial x_i \partial x_j}. \tag{6}
\end{align}

We assume that the distribution of $X_0$ is absolutely continuous and has density $\rho_0(x)$. Then we know that $X_t$ has a density $\rho(x, t)$ i.e.,

$$\text{Prob}\{X_t \in B\} = \int_B \rho(x, t) dx$$

which satisfies the following Fokker-Planck (F-P) equation also known as Kolomogorov forward equation

\begin{align}
\frac{\partial \rho(x, t)}{\partial t} &= -\nabla \cdot (F(x) \rho) + \frac{\sigma^2}{2} \sum_{i,j=1}^n \frac{\partial^2 [(nn^\top)]_{ij} \rho}{\partial x_i \partial x_j}. \tag{7}
\end{align}

Following Assumption 1 we know the solution $\rho(x, t)$ to F-P equation exists and is differentiable (Theorem 11.6.11 [11]). Under some regularity assumptions on the coefficients of the F-P equation (Definition 11.7.6 [11]) it can be shown that the F-P admits a unique classical solution (Theorem 11.7.1 [11]) given by

$$\rho(x, t) = \int \Gamma(x, y, t) f(y) dy,$$

where $f \in C^0(R^n)$ and satisfies $|f(x)| \leq ce^{\alpha x^2}$. The fundamental solution or kernel function, $\Gamma(x, y, t)$ is defined for all $t > 0$ and $x, y \in R^n$, it is differentiable w.r.t. $t$ and twice differentiable w.r.t. $x, y$. The classical solution is used to define family of operators. Given any initial density function $\rho(x, 0) = h(x) \in L_1(R^n)$, we can define family of operators $\{P_t\}_{t \geq 0}$ by

$$\rho(x, t) = [P_t h](x) = \int \Gamma(x, y, t) h(y) dy.$$

Definition 2 (P-F operator and generator). The family of operators $P := \{P_t\}_{t \geq 0}$ as defined in [8] is called stochastic P-F semi-group. Following [7] (Theorems 11.6.1, 11.7.1, Corollary 11.8.1, and Remark 11.8.1) it also follows that the right hand side of the F-P equation is also the infinitesimal generator for the stochastic P-F semi-group. In particular, we have

\begin{align}
A^F_P [\varphi] := \lim_{t \to 0} \frac{(P_t - I)\varphi}{t} &= -\nabla \cdot (F(x) \psi) + \frac{\sigma^2}{2} \sum_{i,j=1}^n \frac{\partial^2 [(nn^\top)]_{ij} \psi}{\partial x_i \partial x_j}. \tag{9}
\end{align}

Since $P_t$ is a semi-group with generator $A^F_P$, it satisfies

$$\frac{d}{dt} P_t \psi = A^F_P P_t \psi.$$

\footnote{The superscript notation of $A^F_P$ is used to signify the fact the the Koopman generator corresponds to the stochastic dynamical system $\dot{x} = f(x) + \sigma n(x) \xi$}
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Property 1. Both the Koopman and P-F operators for the stochastic system are positive i.e., for any positive valued function \( \psi(x) \geq 0 \) and \( \varphi(x) \geq 0 \), we have

\[ [U_t \psi](x) \geq 0, \quad [P_t \psi](x) \geq 0. \]  

III. STOCHASTIC STABILITY AND STABILIZATION

In this section, we provide the definition of almost everywhere almost sure stability and prove results providing necessary and sufficient condition for this notion of stability.

\[ \text{Definition 3 (Almost everywhere (a.e.) almost sure stability).} \]

The equilibrium point at \( x = 0 \) for system \( 1 \) is said to be a.e. almost sure stable with respect to finite measure \( \mu \in \mathcal{M}(\mathbb{R}^n) \) if for almost all initial condition \( x \) w.r.t. measure \( \mu \), we have

\[ \text{Prob}\{ \lim_{t \to \infty} X_t^x = 0 \} = 1. \]  

\[ \text{Remark 3. Following is true for the stochastic control system} \]  

\[ \text{with the control input} u = 0, \text{the origin of system} \]  

\[ \text{is locally a.s. asymptotically stable in small neighborhood of the origin,} \]  

\[ \text{Proposition 4.1}. \]  

Let \( B_\delta \) be the small neighborhood of the origin for some fixed \( \delta > 0 \) such that \( B_\delta \subset N \) and that \( S := \mathbb{R}^n \setminus B_\delta \).
A. Convex Formulation to the Stochastic OCP Using P-F operator

Consider the stochastic OCP, where the objective is to minimize the cost function of the following form

\[
J^*(\mu_0) = \inf_u \int_S \mathbb{E}_x \left[ \int_0^\infty q(X_t^r) + ru_t^2 \ dt \right] d\mu_0(x) \tag{19}
\]

s.t. \ref{18}

for some \( r > 0 \). The \( \mathbb{E}_x \) stands for the expectation taken w.r.t. different realization of stochastic trajectories starting from initial condition \( x \). We now make following assumption on the state cost function \( q(x) \) and the measure \( \mu_0 \).

**Assumption 4.** We assume that the state cost function \( q : \mathbb{R}^n \to \mathbb{R}^+ \) is zero at the origin and uniformly bounded away from zero outside the neighborhood \( N \). Furthermore, the measure \( \mu_0 \) is assumed to be equivalent to Lebesgue with Radon-Nikodym derivative \( h_0 \) i.e., \( \frac{d\mu_0}{dx} = h_0(x) \in \mathcal{L}_1(\mathbb{R}^n) \cap C^2(\mathbb{R}^n, \mathbb{R}_{\geq 0}) \).

Some comments are necessary for the nature of the cost function chosen for the stochastic optimal control. Define

\[
V(x) = \mathbb{E}_x \left[ \int_0^\infty q(X_t^r) + ru_t^2 \ dt \right]
\]

where the expectation are taken along different realization of stochastic trajectory starting from initial condition \( x \). The \( V(x) \) is the cost function considered in traditional stochastic optimal control problem \ref{39}. Our proposed cost function in \ref{19} can be expressed in terms of \( V(x) \) as

\[
J(\mu_0) = \int_S V(x) d\mu_0(x) \tag{20}
\]

So the proposed cost function is a weighted form of the traditional cost function, \( V(x) \), where the weights are determined by the measure \( \mu_0 \). Another important distinction is that the cost function in \ref{19} is minimized over the set \( S \) excluding the small neighborhood of the origin. We clarify the reason for this exclusion in Section IV-D. To ensure that the cost function in \ref{20} is finite we introduce following definition of admissible control and initial measure \( \mu_0 \).

**Definition 6.** For system \ref{18}, a feedback controller \( u = k(x) \) is said to be admissible if \( k(0) = 0 \), \( k \in C^4(\mathbb{R}^n) \), \( k(x) \) a.e. almost sure stabilize the origin, and

\[
V(x) = \mathbb{E}_x \left[ \int_0^{\infty} q(X_t^r) + rk(X_t^r)^2 dt \right] \leq M \| x \|^{2\bar{\gamma}} \tag{21}
\]

for some integer \( \bar{\gamma} \geq 1 \) and a.e. w.r.t. Lebesgue measure \( x \). For a given admissible control, the initial measure \( \mu_0 \) or the associated density function, \( h_0(x) \), is said to be admissible if

\[
\int_S V(x) d\mu_0(x) = \int_S V(x) h_0(x) dx < \infty \tag{22}
\]

**Remark 4.** For a given admissible control, it is always possible to choose admissible density function, \( h_0(x) \). For example, we can choose \( h_0(x) = \frac{1}{\| x \|^{1+\bar{\gamma}}} \) to ensure condition \ref{22} is satisfied.

The following assumption is made on the solution of the optimal control problem.

**Assumption 5.** We assume that there exists a admissible feedback controller and that the optimal input is feedback in nature i.e., \( u^* = k^*(x) \), with the function \( k \) assumed to be \( C^4 \) function of \( x \).

With the assumed feedback form of the control input, the SOCp can be written as

\[
\inf_{k \in C^4} \int_S \mathbb{E}_x \left[ \int_0^\infty q(X_t^r) + rk(X_t^r)^2 dt \right] d\mu_0(x) \tag{23}
\]

s.t. \( x = f(x) + g(x)k(x) + \sigma_n(x)\xi \)

Following is one of the main results of this paper.

**Theorem 5.** Consider the optimal control problem \ref{23}, with the system dynamics, cost function, and optimal control satisfying Assumptions \ref{18} and \ref{19} respectively. The OCP \ref{23} can be written as following infinite dimensional convex optimization problem

\[
J^*(\mu) = \inf_{\rho \in S, \rho \in C^4} \int_S q(x)\rho(x) + \rho(\bar{\rho}(x))^2 dx \tag{24}
\]

s.t. \( \nabla \cdot (f\rho + g\rho) - \frac{\sigma^2}{2} \sum_{i,j=1}^n \partial^2(\phi_{ij})_{x_i x_j} = h_0 \).

where \( S := \mathcal{L}_1(S) \cap C^2(S, \mathbb{R}_{\geq 0}) \). The optimal feedback control input is recovered from the solution of the above optimization problem as

\[
k(x) = \frac{\bar{\rho}(x)}{\rho(x)}. \tag{25}
\]

Furthermore, the optimal control \( k(x) \) is a.e. a.s. stabilizing the origin.

**Proof.**
\[
J(\mu) = \int_S \mathbb{E}_x \left[ \int_0^\infty q(X_t^r) + u_t^2 dt \right] d\mu_0(x) \tag{26}
\]

The expectation can be moved inside the integral by using Fubini’s theorem \ref{37} as the cost is positive and finite following Assumption \ref{18}. Additionally, we consider the fact that \( d\mu_0 = h_0 dx \) to obtain

\[
\int_S \mathbb{E}_x \left[ q(X_t^r) + u_t^2 \right] d\mu_0(x) dx,
\]

Using Assumption \ref{18} on the existence of feedback input for which the cost function is finite, we obtain after substituting \( u = k(x) \)

\[
J = \int_S \int_0^\infty \mathbb{E}_x [q(X_t^r)] d\mu_0(x) dx = \int \int_0^\infty U_t^r \varphi(x) d\mu_0(x) dx, \tag{27}
\]

where we defined \( \varphi(x) := q(x) + rk(x)^2 \) and \( U_t^r \) and \( P_t^r \) are notation for the Koopman and P-F semi-groups for the closed loop system \( f_c := f + gk + \sigma_n\xi \). Using the linear property of
the Koopman operator and the duality of Koopman and P-F semi-groups we obtain
\[ J = \int_S \int_0^\infty \varphi(x)[P^t_i h_0](x)dt dx = \int_S \varphi(x) \int_0^\infty [P^t_i h_0](x)dx. \] (28)

Using the Assumption [4] on the uniform lower bound, say \( \kappa_0 \), for state cost function outside \( \mathcal{N} \), and Assumption [5] on the finite value of cost for the feedback control input, we obtain
\[ \kappa_0 \int_S \int_0^\infty [P^t_i h_0](x)dx \leq \int_S \varphi(x) \int_0^\infty [P^t_i h_0](x)dx \leq M \] (29)
for some constant \( M < \infty \). Define
\[ \rho(x) := \int_0^\infty [P^t_i h_0](x)dt \] (30)
From (29) it follows that \( \rho(x) \) is well defined for almost all \( x \in S \) and that \( \rho(x) \) is integrable function on \( S \). Following the definition of P-F operator and the differentiability assumption made on \( h_0 \) (Assumption [4]) it follows that the \( [P^t_i h_0](x) \) is absolutely continuous w.r.t. time and hence using Barbalat Lemma it follows that
\[ \lim_{t \to \infty} [P^t_i h_0](x) = 0 \] (31)
for almost all \( x \in S \). We next show that \( \rho(x) \) satisfy the following equation
\[ \nabla \cdot (f_i(x)\rho(x)) - \frac{\sigma^2}{2} \sum_{i,j=1}^n \frac{\partial^2 E[(n^T)_{ij}] \rho}{\partial x_i \partial x_j} = h_0(x), \] (32)
for a.e. \( x \in S \). Substituting the integral formula for \( \rho(x) \) in (28), we obtain
\[ \nabla \cdot (f_i(x)\rho(x)) = \frac{\sigma^2}{2} \sum_{i,j=1}^n \frac{\partial^2 E[(n^T)_{ij}] \rho}{\partial x_i \partial x_j} = \int_0^\infty \nabla \cdot (f_i(x) [P^t_i h_0](x))dt \]
\[ - \int_0^\infty \frac{\sigma^2}{2} \sum_{i,j=1}^n \frac{\partial^2 E[(n^T)_{ij}] [P^t_i h_0](x)}{\partial x_i \partial x_j} dt \]
\[ = \int_0^\infty - \frac{d}{dt} [P^t_i h_0](x)dt = -[P^t_i h_0](x)|_{t=0} = h_0(x)(33) \]
where we have used the infinitesimal generator property of P-F operator(i.e., Eq. [16]) and the fact that \( \lim_{t \to \infty} [P^t_i h_0](x) = 0 \). Furthermore, since \( h_0 > 0 \), it follows that \( \rho > 0 \) from the positivity property of P-F semi-group \( P^t_i \). Combining (28) and (33) and by defining \( \tilde{\rho}(x) := \rho(x)k(x) \), it follows that the SOCP problem can be written as convex optimization problem (29). The optimal control \( k^*(x) \) obtained as the solution of optimization problem (29) is a.e. uniform stochastic stabilizing follows from the fact the optimal solution \( \rho^*(x) \) is integrable and argument following Eq. (30). The optimal solution \( \rho^*(x) \in S \) follows from the fact that \( h_0 \in L_1(\mathbb{R}^n, \mathbb{R}_{>0}) \cap C^2(\mathbb{R}^n) \) from Assumption [4], the definition of \( \rho \) Eq. (30) and the P-F operator (8).

B. Convex Formulation Using P-F operator with input and state constraints

It is possible to incorporate the hard constraints on the control input and the state in the convex formulation of SOCP as discussed in the previous section. These hard constraints can be written convexily in the SOCP formulation. Assume that the control input need to satisfy \( |u| \leq M_1 \) for some constant \( M_1 \). Using the fact that the control input is feedback and of the form \( u = k(x) = \tilde{\rho}(x) \), the hard constraints on the control input can be written convexily in terms of optimization variable \( \rho \) and \( \tilde{\rho} \) as
\[ \tilde{\rho}^2(x) \leq M_1 \rho(x). \]

For state constraints, we are interested in restricting the states to remain in a certain region of the state space, say \( \mathcal{R} \). Since the system is stochastic, the constraints can be imposed in the expectation and can be written as
\[ \int_S \mathbb{E}_x \left[ \int_0^\infty 1_{\mathcal{R}_c}(X^*_t)dt \right] d\mu_0(x) = 0 \]
where \( 1_{\mathcal{R}_c}(x) \) is a indicator function of set \( \mathcal{R}_c \), and \( \mathcal{R}_c \) is complement of set \( \mathcal{R} \). The above condition captures that the expected value of trajectory entering in the set \( \mathcal{R} \) is zero starting from initial condition \( x \). The initial conditions are distributed according to the initial measure \( \mu_0 \) as defined in the SOCP formulation. The state constraints can be written convexily using the following results.

**Lemma 1.** For the optimal control problem (23) under Assumptions [3, 4, and 5] we have
\[ \int_S \mathbb{E}_x \left[ \int_0^\infty 1_{\mathcal{R}_c}(X^*_t)dt \right] d\mu_0(x) = \int_S 1_{\mathcal{R}_c}(x)\rho(x)dx \] (34)

**Proof.** The proof follows by using the duality between the Koopman and the P-F operator and from the Definition of density function \( \rho \) (Eq. (30)).

Using the results of the above theorem the state constraint can be written convexily in terms of optimization variable \( \rho \) as
\[ \int_S 1_{\mathcal{R}_c}(x)\rho(x)dx = 0 \] (35)
In [40], we have used these state constraints in the convex formulation of optimal navigation problems with obstacle avoidance.

C. Convex Approach to Stochastic Stabilization Using P-F operator

The convex formulation to the stochastic stabilization will arise as a particular case of the proposed convex formulation to the stochastic optimal control problem. In particular, the constraints in the optimization problem (24) will lead to the stability of the origin for the stochastic system. The convex formulation to the stochastic stabilization also appears in the work of [41]. However, the proposed data-driven approach for stochastic stabilization is new to this paper. The stochastic a.e. stabilization problem w.r.t. measure \( \mu_0 \) can be posed as following feasibility problem
\[
\n\nabla \cdot (f\rho + g\dot{\rho}) - \frac{\sigma^2}{2} \sum_{i,j=1}^{n} \frac{\partial^2 (nn^\top)_{ij}}{\partial x_i \partial x_j} \rho = h_0. \tag{36}
\]

where \(h_0\) is the density corresponding to the measure \(\mu_0\). The stabilizing feedback controller can be recovered as \(k(x) = \frac{\dot{\rho}(x)}{\rho(x)}\). In our computational section, we outline a procedure for the constructing the finite dimensional approximation of the stability constraints \(39\) from the time-series data.

### D. Local Optimal Controller

The density function \(\rho\) for the solution of optimization problem satisfy following integral formula

\[
\rho(x) = \int_0^\infty [P_t h_0](x) dt
\]

where \(P_t\) is the P-F operator for the closed-loop system \(\dot{x} = f(x) + g(x)k(x) + n(x)\xi\) and hence \(\rho\) serves as an occupancy measure i.e., \(\int_A \rho(x) dx = \langle h, \int_A [U_t X_A] dt, h \rangle\) signifies the amount of time closed-loop system trajectories spend in the set \(A\) with initial condition supported w.r.t. measure \(\mu_0\). Because of this, \(\rho(x)\) has singularity at the equilibrium point stabilized by the closed-loop system as all the trajectories are funnel through the neighborhood of the origin to the origin. Due to this singularity at the origin, we need to exclude the small neighborhood around the origin for the proper parameterization of the density function \(\rho\) in the computation of optimal control. In particular, the optimization problem \(24\) is solved excluding the small neighborhood around the origin. The local optimal control is obtained based on the linearization of nonlinear dynamics at the origin. From this local control we determine a local Lyapunov function \(P\) and define a local density function as

\[
\rho_L(x) = \max\{(x^TPx)^{-1} - \gamma, 0\}, \tag{37}
\]

which is used for applying general control strategy. We combine the local and global controllers through the blending procedure as follows:

\[
\tilde{u}(x) = \frac{\rho_L(x)}{\rho(x)} u_l(x) + \frac{\rho(x)}{\rho_L(x)} u_i(x). \tag{38}
\]

Notice that with blending control, we can get a smooth control on the whole workspace.

### E. Stochastic OCP Using Koopman Operator

In this section, we show how the Koopman operator can be used to develop optimal control results. The results involving the Koopman operator can be viewed as a dual to P-F-based approach for SOCP discussed in the previous section. We show that the HJB equation can be viewed from the perspective of Koopman operator theory. The results from this section will be used to develop data-driven optimal control based on the approximation of the Koopman operator. Consider the following optimal control problem

\[
V^*(x) = \inf_u E_{\infty} \left[ \int_0^\infty q(X_t^\star) + ru_t^2 dt \right] \tag{39}
\]

s.t. \(\dot{x} = f(x) + g(x)u + \sigma n(x)\xi\)

With some slight abuse of notation, we are assuming that the stochastic control dynamical system in \(39\) satisfies the same assumption as stated for Eq. \(17\). We make following assumption.

**Assumption 6.** The state cost function is assumed to be radially unbounded and positive i.e., \(q(x) \to \infty\) as \(x \to \infty\), \(q(x) \geq 0\), \(q(0) = 0\), and \(q \in C^2(\mathbb{R}^n)\). We assume that there exists a feedback control input \(u = k(x) \in C^4(\mathbb{R}^n)\) for which the cost function is finite for any finite \(x\) and the optimal control input is feedback in nature \(u^* = k^*(x) \in C^4(\mathbb{R}^n)\).

The above assumption could be restrictive as it rules out systems that does not admit continuous control and hence optimal solution that are not continuous. It is known that the SOCP admits viscosity-based solution which is weaker than classical solution \(42\). While the classical solution are differentiable in the domain of interest, the viscosity-based solution allows for a continuous function to be defined as a unique solution of HJB equation that do not admit continuous solution in a classical sense. However, given the focus of this paper is on the use of operator theoretic framework for data-driven optimal control we proceed with this stronger assumption. Following theorem is the main result expressing the solution to SOCP in terms of the Koopman generator.

**Theorem 6.** The solution to the optimal control problem \(39\) satisfying Assumption \(6\) can be obtained by solving following HJB equation for \(V^*(x) \in C^2(\mathbb{R}^n, \mathbb{R}_{\geq 0})\) expressed in terms of Koopman generator.

\[
\mathcal{A}^f_K V^*(x) = -q(x) - rk^*(x)^2 \tag{40}
\]

with the optimal control \(k^*(x)\) given by

\[
k^*(x) = -\frac{1}{2} r^{-1} g(x) \cdot \nabla V^*(x) \tag{41}
\]

with \(V^*(0) = 0\). \(\mathcal{A}^f_K\) in \(40\) is the infinitesimal generator of the Koopman operator corresponding to the closed loop stochastic dynamics, \(\dot{x} = f(x) + g(x)k(x) + n(x)\xi =: f(x, \xi)\) (Definition \(7\) and given by

\[
\mathcal{A}^f_K := (f + gk) \cdot \nabla V^* + \frac{\sigma^2}{2} \sum_{i,j=1}^{n} [nn^\top]_{ij} \frac{\partial^2 V^*}{\partial x_i \partial x_j}
\]

**Proof.** Moving the expectation inside the time integral we can write

\[
E_{\infty} \left[ \int_0^\infty q(X_t^\star) + ru_t^2 dt \right] = \int_0^\infty E_{\infty} \left[ q(X_t^\star) + ru_t^2 dt \right] \tag{42}
\]

Using the assumption that optimal control is feedback in nature and the definition of Koopman semi-group, we write

\[
V(x) = \int_0^\infty E_{\infty} \left[ q(X_t^\star) + ru_t^2 dt \right] = \int_0^\infty [U_t \varphi](x) dt \tag{43}
\]

where \(\varphi := q + rk^2\). Following Assumption \(6\) we know that the cost function, \(V(x)\) is finite for any finite \(x\). Furthermore, \([U_t \varphi](x)\) is uniformly continuous w.r.t. time. The uniform continuity follows from the definition of the Koopman operator and the solution of the feedback system satisfy uniform continuity w.r.t. time property. Hence, we can apply Barbalat Lemma
To conclude that $\lim_{s \to -\infty} [U^*_f(x)] = 0$. It can be shown that $V(x)$ satisfy following equation

$$A^*_K V(x) = -\varphi(x)$$  \hspace{1cm} (44)$$

To prove this we substitute (43) in (44) to obtain

$$A^*_K V(x) = \int_0^\infty (f + g k) \cdot \nabla [U^*_f(x)](x) dt + \int_0^\infty \frac{\sigma^2}{2} \sum_{i,j=1}^n |m_i| \partial^2 \partial x_j [U^*_f(x)](x) dt
$$

$$+ \int_0^\infty \frac{d}{dt} [U^*_f(x)](x) dt = [U^*_f(x)](x)_{t=0} = -\varphi(x)$$  \hspace{1cm} (45)$$

where we have used the fact that $\lim_{s \to -\infty} [U^*_f(x)] = 0$. Since the objective is to find a feedback controller input that minimizes the cost function $V(x)$, differentiating (44) w.r.t. $k$ and equating it to zero gives us the optimal feedback input

$$k(x) = -\frac{1}{2} r^{-1} g \cdot \nabla V(x)$$  \hspace{1cm} (46)$$

For the purpose of computation, the complexity associated with the nonlinear nature of the HJB equation can be broken down using the popular approach employed in Reinforcement Learning theory. In particular, using ideas from RL’s generalized policy iteration (GPI) algorithm, an iterative process can be provided for solving the HJB equation. The working of GPI as it applies to solving the HJB equation is evident if we split the HJB equation as two equations in (40)-(41).

Consider the $k^{th}$ step of the iteration and let $k(x)$ be the a.s. globally stabilizing feedback controller. Then the value function $V_k$ can be obtained as the solution of the following linear equation expressed in terms of the Koopman generator of the stochastic feedback system.

$$A^*_K V_k(x) = -q(x) - r k(x)^2$$  \hspace{1cm} (47)$$

For a fixed feedback controller $k$, the above equation is a linear equation to be solve for unknown $V_k$. Once we solve for $V_k$ the feedback controller can be updated to its new value as

$$k_{k+1}(x) = -\frac{1}{2} r^{-1} g(x) \cdot \nabla V_k = -\frac{1}{2} r^{-1} A^*_K V_k$$  \hspace{1cm} (48)$$

The update step in Eq. (47) going from $k(x) \to V_k(x)$ corresponds to the policy evaluation step whereas the step of going from $V_k(x) \to k_{k+1}(x)$ in (48) correspond to policy improvement step of GPI [6]. However, unlike GPI algorithm used in the execution these steps where the value function or cost function, $V_t$, is parameterized and approximated from time-series data [6], [10], our proposed computational scheme will rely on using time-series data for the approximation of the Koopman generator, $A^*_K$ and $A^*_K$ for the approximation of $V_k$ and $k_k$. Note that the convergence analysis of the policy iteration is addressed for deterministic systems in [9] and stochastic setting [48], [49]. We refer the readers to survey article on approximate policy iteration in [10] involving approximation of value function.

The spectrum of the Koopman operator carries essential information about the system dynamics. Our proposed Koopman-based perspective to the HJB equation will enable the discovery of a spectral-based method for optimal control.

V. DATA-DRIVEN APPROXIMATION OF OPTIMAL CONTROL

This section will discuss a linear operator-based numerical scheme for the data-driven approximation of optimal control. The numerical scheme for data-driven optimal control will rely on the P-F-based convex formulation to the OCP as discussed in [24] and Koopman-based value iteration as given in Eqs. (47)-(48). We start with the finite-dimensional approximation of the P-F and Koopman operators for stochastic control systems and then utilize these approximations to design optimal control and stabilizing feedback control.

A. Approximation of P-F Operator

For the finite dimensional approximation of the P-F based convex formulation of the OCP problem in Eq. (24), we need to approximate the P-F generator corresponding to dynamical systems $\dot{x} = f(x) + \sigma n(x) \xi$ and $\dot{x} = g(x)$ using the time
series data generated from controlled stochastic system $\dot{x} = f(x) + g(x)u + \sigma n(x)\xi$.

For the approximation of P-F generator for $\dot{x} = f(x) + \sigma n(x)\xi$ we use control input $u = 0$. Let $\{x_i, y_i, u_i = 0\}$ be the two consecutive snapshots obtained by simulating the system (1) using Euler-Maruyama discretization [50]. In particular, we have

$$y_i^\ell = x_i + \Delta t f(x_i) + \sigma \sqrt{\Delta t} n(x_i)\xi^\ell$$

where $i = 1, \ldots, N$ are the number of initial conditions assume to be uniformly distributed in the state space and $\ell = 1, \ldots, R$ are the number of realization. For the finite dimensional approximation, let $\Psi : X \to \mathbb{R}^K$ be the vector valued basis functions. We make following assumption on the choice of basis functions.

**Assumption 7.** We assume that the basis functions, $\psi_k(x) \in L_2(\mathbb{R}^n)$ for $k = 1, \ldots, K$ are non-negative and linearly independent. We denote the set of basis functions as $\Psi(x) = [\psi_1(x), \ldots, \psi_K(x)]^T$.

Our objective is to construct the projection of the infinite-dimensional P-F operator on the finite-dimensional subspace spanned by $\{\psi_k(x)\}_{k=1}^K$. The projection should preserve the positivity and Markov properties of the P-F operator. Writing

$$\phi(x) = \Psi(x)^T a, \quad \dot{\phi}(x) = \Psi(x)^T \dot{a}$$

The action of the Koopman operator [5] on the finite dimensional basis function can be written as

$$\phi(x_i) = \Psi(x_i)^T a = [\dot{U}_t \phi(x_i)] + r$$

$$= \mathbb{E}_x[\phi(X^\Delta t_i)] + r \approx \frac{1}{R} \sum_{i=1}^R \Psi(y_i^{\ell})^T a + r$$

where $r$ is the residual term and the objective is to minimize the residual term. We have approximated the expectation above using multiple, $R$, realization of the system trajectories. For the approximation of the P-F operator preserving the positivity and Markov property, Naturally Structured Dynamic Mode Decomposition (NSDMD) algorithm is proposed in [51]. The NSDMD algorithm can be viewed as the generalization of the popular Extended Dynamic Mode Decomposition (EDMD) algorithm to incorporate the positivity and Markov constraints.

Pre-multiplying [50] with $\Psi(x_i)$ and summing over the initial conditions and the different realization to construct following matrices

$$G := \frac{1}{M} \sum_{i=1}^N \Psi(x_i)\Psi^T(x_i)$$

$$A := \frac{1}{MR} \sum_{i,f} \Psi(x_i)\Psi^T(y_i^{\ell})$$

The G and A matrices are used to formulate a least square problem for the minimization of residual term $r$ as follows:

$$\min_{G \in \mathbb{R}^{K\times K}, A \in \mathbb{R}^{K\times K}} \| G K_0 - A \|_F$$

s.t. $[AK_0 \Lambda^{-1}]_{ij} \geq 0, \quad AK_0 \Lambda^{-1} \mathbb{1} = \mathbb{1}$

where $\mathbb{1}$ is a vector of all ones and $\Lambda = \int \Psi(x) \Psi^T(x) dx$. Note that the $\Lambda$ matrix can be computed explicitly for Gaussian basis functions. The constraints are imposed to ensure the positivity and Markov property of the linear operator. Using the duality relation between the P-F and Koopman operators [13], the P-F operator can be obtained as

$$P_{\Delta t} \approx P_0 = \Lambda^{-1} K_0^T \Lambda$$

In practice, we implement following numerical efficient optimization problem which is equivalent to (52)-(53) to compute the P-F operator.

$$\min_{P_0} \| \dot{G} P_0 - \dot{A} \|_F$$

s.t. $[P_0]_{ij} \geq 0, \quad \dot{P}_0 = \mathbb{1}$,

where,

$$\dot{G} = G A - 1, \quad \dot{A} = A A - 1$$

Similarly, the infinitesimal generator for the P-F operator is then approximated as

$$A_{PF}^{f+\sigma n} \approx \frac{P_0 - I}{\Delta t} =: M_0.$$  

**Remark 8.** The EDM algorithm will arise as a special case of the NSDMD algorithm [52] where the constraints in the optimization problem are removed. Similarly, dynamic mode decomposition (DMD) will arise as the special case of the EDM when the basis function $\Psi(x)$ are chosen to be identity basis functions i.e., $\Psi(x) = x$.

The problem of convergence of EDM algorithm for deterministic and stochastic systems is studied in [52], [53]. The convergence results are asymptotic and guarantee the convergence of the infinite-dimensional Koopman operator in the limit as the data samples, and the number of basis go to infinity. These results will apply to the NSDMD algorithm as well as these operators are naturally positive and preserve Markov property.

For the approximation of the P-F generator corresponding to control vector field i.e., $\dot{x} = g(x)$ we use control data set. Let $\{x_i, y_i, u_i\}$ be the control data set obtained by simulating the control system [17] from different initial condition for $i = 1, \ldots, N$ and $\ell = 1, \ldots, R$ and $u_i$ is assumed to be the step input. In particular, we have

$$y_i^\ell = x_i + \Delta t f(x_i) + \sigma \sqrt{\Delta t} n(x_i)\xi^\ell + \Delta t g(x_i)$$

With step input this data essentially correspond to be generated by stochastic system $\dot{x} = f(x) + \sigma n(x)\xi + g(x)$. Using exactly the same procedure outlined in previous section we construct the approximation of P-F generator corresponding to the above dynamical system. Following the notation convention from [58], let

$$A_{PF}^{f+\sigma n+g} \approx M_1.$$
We now use linearity property of the P-F generator to extract the P-F generator corresponding to the dynamical system $\dot{x} = g(x)$. In particular, we have

$$A_{PF}^f \rho = -\nabla \cdot (g\rho)$$

$$= \left[ -\nabla \cdot ((f + g)\rho) + \frac{\sigma^2}{2} \sum_{i,j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} [(n n^\top)]_{ij} \rho \right]$$

$$- \left[ -\nabla \cdot (f\rho) + \frac{\sigma^2}{2} \sum_{i,j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} [(n n^\top)]_{ij} \rho \right]$$

$$= \left[ A_{PF}^{f+g+\sigma n} - A_{PF}^{f+\sigma n} \right] \rho. \quad (61)$$

Hence, the P-F generator for $\dot{x} = g(x)$ is approximated as

$$A_{PF}^f \approx M_1 - M_0. \quad (62)$$

The finite-dimensional approximation of the generator corresponding to the control vector field and uncontrolled vector field, namely $M_0$ and $M_1$, will be used to approximate the optimization problem. We discuss this in subsection V.C.

B. Approximation of the Koopman operator

For the finite dimensional approximation of the Koopman-based policy iteration algorithm in Eqs. (47)-(48), we need to approximate the Koopman generator corresponding to the control vector field $\dot{x} = g(x)$ and uncontrolled vector field $\dot{x} = f(x) + \sigma n(x)\xi$ using the time-series data generated by $\dot{x} = f(x) + g(x)u + \sigma n(x)\xi$. The procedure for this approximation follows exactly along the lines of approximation for the P-F operator as discussed in the previous subsection. The only difference is that we used EDM algorithm for the approximation (refer to Remark 8). Following [58] and [60], let $K_0, L_0$ and $K_1, L_1$ be the approximation of the Koopman operators and generators corresponding to the uncontrolled, $\dot{x} = f(x) + \sigma n(x)\xi$ vector field and control vector field with unit step input, $\dot{x} = f(x) + g(x)\sigma + \sigma n(x)\xi$ respectively i.e.,

$$A_{K}^{f+\sigma n} \approx \frac{K_0 - I}{\Delta t} \approx L_0, \quad A_{K}^{f+g+\sigma n} \approx \frac{K_1 - I}{\Delta t} \approx L_1. \quad (63)$$

Again using the linearity property of the Koopman generator w.r.t. the vector field, we obtained following approximation for the Koopman generator corresponding the control vector field

$$A_{K}^{g} \approx L_1 - L_0. \quad (64)$$

Similarly, time series data from the feedback control system $\dot{x} = f(x) + g(x)k(x) + \sigma n(x)\xi$ is used for the approximation of the Koopman operator and generator at the $k^{th}$ step of the policy iteration. We denote by $K_k^c$ and $L_k^c$ the Koopman operator and generator for the feedback control system

$$A_{K}^{f+g(x)k(x)+\sigma n(x)} \approx \frac{K_k^c - I}{\Delta t} \approx L_k^c. \quad (65)$$

Remark 9. In the above construction, we identified the P-F and Koopman generators for the drift vector field and the control vector field using zero and step input. However, it is possible to used arbitrary control inputs for the identification of the two generators. The identification process will correspond to the bilinear lifting of control dynamical system.

C. Data-driven Optimal Control: P-F-based Convex Approach

Let $\rho(x)$, $\dot{\rho}(x)$, and $h_0$ be expressed in terms of the Gaussian RBF as

$$\rho(x) \approx \Psi^\top v, \quad \dot{\rho}(x) \approx \Psi^\top w, \quad h(x) = \Psi^\top m \quad (66)$$

With the above representation we have following approximation

$$\nabla \cdot (f\rho) \approx -\Psi^\top (x) M_0 v$$

$$\nabla \cdot (g\rho) \approx -\Psi^\top (x) (M_1 - M_0) w$$

We now proceed with the approximation of the cost function.

$$\int q(x) \rho(x) dx \approx \int q(x) \Psi^\top d\psi = d^\top v \quad (67)$$

where the vector $d := \int q(x) \Psi dx$ can be pre-computed. For the approximation of the control cost we make following assumption. The infinite dimensional optimization problem in terms of the basis function is then written as

$$\begin{align*}
\Psi^\top \min_{v \geq 0, w \geq 0} & \quad d^\top v + r^\top Dw \quad (68) \\
\text{s.t.} & \quad -\Psi^\top (M_0 v + (M_1 - M_0) w) = \Psi^\top m \\
& \quad \Psi^\top v \leq \kappa
\end{align*}$$

where $D := \int q(x) \Psi^\top dx$. Since the basis function $\Psi$ is known, the matrix $D$ can be evaluated explicitly or computed from data as $D \approx \frac{1}{N} \sum_{k} \Psi(x_k)\Psi(x_k)$. Now using the fact that the basis functions are non-negative and are linearly independent with $s = ||\psi_k||_{\infty}$ for $k = 1, \ldots, K$, we write the finite dimensional approximation of the optimization problem as

$$\begin{align*}
\min_{v \geq 0, w \geq 0} & \quad d^\top v + r^\top Dw \quad (69) \\
\text{s.t.} & \quad -\Psi^\top (M_0 v + (M_1 - M_0) w) = m \\
& \quad s^\top v \leq \kappa \quad (67)
\end{align*}$$

where $1$ is a vector of all ones. The optimal control is then approximated as $u = \frac{\Psi^\top w}{\Psi^\top v}$.

D. Data-driven Optimal Control: Koopman-based Policy Iteration

For the data-driven Koopman-based policy iteration algorithm we proceed as follows. Let

$$\Phi(x) = [\phi_1(x), \ldots, \phi_K(x)]^\top$$

be the basis function assumed to be linearly independent. Unlike P-F-based computation, we do not require $\phi_k$ to be non-negative. For the Koopman-based policy iteration we use polynomial basis functions. Let, $q(x), k_k(x)$, and $V_k(x)$ be the state cost function, the feedback control input, and value function at the $k^{th}$ step of the value iteration and are approximated as follows:

$$q(x) \approx r_k^2 \approx b^\top \Phi(x), \quad V_k(x) \approx W_k^\top \Phi(x). \quad (68)$$

The approximation of $q + r_k^2$ is obtained by solving a least square problem. Let $\{x_i\}_{i=0}^{N}$ be the fixed data set uniformly distributed over the state space. Let

$$\Phi = [\Phi(x_0), \ldots, \Phi(x_N)]^\top, \quad q = [q(x_0), q(x_1), \ldots, q(x_N)]^\top$$
Remark 10. There could be different variants of the above described basic algorithm for the realization of Koopman-based policy iteration algorithm. For example in the above described algorithm we are identifying the Koopman generator for the closed loop system \( \dot{x} = f(x) + g(x)k(x) + \sigma n(x)\xi \) at the \( k^{th} \) step of the policy iteration. Instead one could use the linearity of the generator w.r.t. vector field to identify the generator corresponding to only part of vector field that is changing with the iteration i.e., \( g(x)k_i(x) \).

E. Data-driven Design of Local Stabilizing Control

For the design of local optimal control we employ DMD algorithm for the identification of local system dynamics in the form of A and b matrices. In particular, zero and step input data are used for the simultaneous identification of the A and b matrices as the solution of following optimization problem:

\[
\min_{A,B} \| Y - AX - bI \|_F \tag{74}
\]

where, \( X = [x_0, x_1, \ldots, x_i, \ldots, x_N] \) and \( Y = [x_1, x_2, \ldots, x_{i+1}, \ldots, x_{N+1}] \) are the collection of time series data generated with step input \( u = 1 \) with \( I = [1, \ldots, 1] \). These A and B matrices are employed in the design of local optimal controller in discrete-time setting using MATLAB command lqrd. The cost function is assumed to be of the form \( x^TQx + ru^2 \), where \( Q = \frac{\partial^2 H(\bar{\rho})}{\partial \bar{\rho}^2} \) (assuming the origin to be the equilibrium point). The local optimal controller is active only within the small neighborhood of the equilibrium point.

F. Model-based Approximation of Stochastic Optimal Control

The model-based approximation of optimal control will be simpler form of the proposed data-driven approximation. In particular, for the model-based approximation we assume that we have access to the system dynamics. Hence, time-series data from the system \( x = f(x) + \sigma n(x)\xi \) and control vector field \( x = g(x) \) can be used to obtained the approximation of the generators directly instead of using (62) and (64) to derive the generators for control vector field.

G. Stochastic Stabilization

The data-driven stochastic stabilization will arise as the special case of the stochastic optimal control problem. In particular, following [41], the condition for feedback stabilization can be written as

\[
\nabla \cdot (f\rho + g\bar{\rho}) - \frac{\sigma^2}{2} \sum_{i,j=1}^{n} \frac{\partial^2 (nn^T)_{ij}}{\partial x_i \partial x_j} > 0 \tag{75}
\]

We have introduced new variable \( \bar{\rho} = k\rho \). Above inequality is linear in terms of variables \( \rho, \bar{\rho} \) and is solved for these variables. The control input \( k(x) \) is then obtained as \( k(x) = \frac{\bar{b}(x)}{\bar{\rho}(x)} \).

Following discussion from the previous section, we notice that the finite-dimensional approximation of the stabilization constraints can be written as following feasibility problem

\[
-(M_0v + M_1w) > 0, \quad v \geq 0. \tag{76}
\]
finite-dimensional approximation of the P-F operator, we used the Gaussian radial basis function. All the basis functions are assumed to be uniformly distributed in the domain, and the following thump rule is used in selecting $\bar{\sigma}$ for the Gaussian RBF. Let $d$ be the distance between the centers of the Gaussian RBF then $\bar{\sigma}$ is chosen such that $d \leq 3\bar{\sigma} \leq 1.5d$. We used polynomial basis functions to approximate the Koopman operator in the Koopman-based policy iteration method. For all the example systems, we assumed quadratic cost for the states i.e., $q(x) = x^T x$ and control i.e., $ru^2$.

A. Stochastic Optimal Control using P-F Operator

1) Scalar Stochastic Example:

\[
\dot{x} = ax^3 + \sigma x\xi + u
\]  
(77)

where $a = 0.01$, $u \in \mathbb{R}$ is an input, and the stochastic noise term has a $\sigma = 0.5$. This example is chosen for comparison. For this example, the optimal control can be determined analytically when $\sigma = 0$ (i.e., no noise case). We compare the results obtained using our proposed P-F-based approach with the analytically derived control in the deterministic setting. We expect the true stochastic control will be close to the analytically derived control in the deterministic setting.

For the approximation of stochastic P-F operator, we applied NSDMD algorithm using one-step time-series data with $5e^3$ initial conditions and $2e^3$ realizations with a sample time of $\Delta t = 0.01$ (i.e., $2^4$ time-series data samples for the two operators). We use 75 Gaussian RBF as the basis functions $\Psi(x)$, with the radius $\bar{\sigma} = 0.3443$ and centers distributed uniformly within the range of $[-10, 10]$.

In Fig. 1 we show trajectories comparison obtained by applying the analytically derived optimal control with deterministic system dynamics, i.e., $u = -ax^3 + x\sqrt{a^2x^4 + r^{-1}}$ but applied to the stochastic system (80) and the data-driven stochastic optimal control obtained using our proposed approach. The trajectories starting from 10 random initial conditions in the domain $[-10, 10]$ are shown. The straight magenta lines define the active region of the local control parameter $\gamma = 2e7$ (refer to Eq. (77) for the definition of $\gamma$). In Fig. 2 the analytical and data-driven feedback control $u(x)$ are presented. We can see the close matching between the trajectories as well as the feedback control values.

2) Controlled Duffing oscillator: Our second example is about controlling a duffing oscillator.

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = x_1 - x_1^3 - 0.5x_2 + \sigma x_1\xi + u
\]  
(78)

where $\sigma = 0.5$. In this example, we used 225 Gaussian RBF with $\bar{\sigma} = 0.14$ within the range of $D = [-2, 2] \times [-2, 2]$ and linear control parameter $\gamma = 1000$. For the stochastic P-F operator approximation, we applied the NSDMD algorithm using one-step time-series data with $5e^5$ initial conditions and $1e^3$ realizations with a sample time of $\Delta t = 0.01$. The region where the blending controller is active is marked by a black dotted ellipsoid around the origin in Fig. 3. Simulation results show that the optimal control successfully stabilizes the eight randomly chosen initial conditions to the origin.

3) Controlled 3D Van Der Pol Oscillator: The third example we consider is of 3-D duffing oscillators.

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -x_1 + x_2 - x_3 - x_1^2x_2 \\
\dot{x}_3 &= x_3 - x_3^2 + \sigma x_1\xi + 0.5u
\end{align*}
\]  
(79)

For this example, the stochastic noise term has a $\sigma = 0.5$, we used 512 Gaussian RBF with $\bar{\sigma} = 0.14$ within the range of $D = [-1, 1] \times [-1, 1] \times [-1, 1]$ and linear control parameter $\gamma = 100$. For the approximation of stochastic P-F operator, we applied NSDMD algorithm using one-step time-series data with $5e^5$ initial conditions, and $1e^3$ realizations with a sample time of $\Delta t = 0.01$. In Fig. 4 we show the results for the optimal control of 3D oscillator system with five random initial conditions.

B. Stochastic Koopman-based Policy Iteration

In this subsection, we present the results of optimal control using the Koopman operator.
1) Scalar stochastic Example: Consider the scalar example again

\[ \dot{x} = ax^3 + \sigma x \xi + u \]  

where \( a = 0.01 \), \( u \in \mathbb{R} \) is an input, and the stochastic noise term has \( \sigma = 0.1 \). For each iteration, we approximate the close-loop Koopman generator using a polynomial basis of the first four monomials \( \{x^n\}_0^3 \). We applied EDMD algorithm (refer to Remark 8) with one-step time-series data and \( 5 \sigma^2 \) initial conditions. \( 1e^2 \) different stochastic realizations were used with a sample time of \( \Delta t = 0.01 \) within the range of \( D = [-5, 5] \). The initial policy \( k_0 \) is an LQR gain with parameters \( Q = 1 \) and \( R = 0.1 \). Fig. 3 presents the value function approximations for the first ten iterations. In Fig. 5, we show the plot of the cost value as the function of iteration. We notice that the cost function is decreasing the increase in the policy iteration. The dotted line denotes the analytically derived optimal value function and is given by

\[ V^*_{det} = \frac{1}{2} a R x^4 - R a^2 \sqrt{a^2 x^4 + R^{-1}(a^2 R x^4 + 1)} \]

\[ + \frac{1}{2(a^2 Rx^4 + 1)} + \frac{\sinh^{-1}(a \sqrt{R} x^2)}{2a \sqrt{R} x^2 (a^2 R x^4 + 1)^{3/2}} \]

We notice that the cost function for the stochastic system is approaching \( V^*_{det} \).
2) Stable Stochastic System: Consider the following two-dimensional system, where the uncontrolled system has a stable equilibrium point.

\[
\begin{align*}
\dot{x}_1 &= -x_1 + x_2, \\
\dot{x}_2 &= -0.5(x_1 + x_2) + 0.5x_1^2x_2 + \sigma x_1\xi + u 
\end{align*}
\]  

(81)

where \(\sigma = 0.1\). For this example the analytical form of optimal control can be written explicitly for the case \(\sigma = 0\) and is of the form

\[
u^* = -x_1x_2, \quad V^*(x) = 0.5x_1^2 + x_2.
\]

For each step of policy iteration, we approximate the Koopman generator for the closed-loop system using a monomial basis of order 1 to 4 \(\{x^n\}_{1}^{4}\) (i.e., nine elements). We applied EDMD algorithm (refer to Remark 8) with one-step time-series data and 3e4 initial conditions. 1e2 different stochastic realizations were used with a sample time of \(\Delta t = 0.01\) in the training domain \(D = [-2, 2] \times [-2, 2]\). Since the system has a stable equilibrium point, we choose the initial control \(k_0 = 0\). For illustration purposes, we present the following comparison with a deterministic case for a small value of \(\sigma\). The left plots in Fig. 7 present data-driven KPI and the optimal control derived analytically for the deterministic case in [54]. At the
same time, the right plots show the value function comparison with its respective error. Both data-driven optimal control and value function are approximated with the last iteration (i.e., $V_{10}(x)$ and $k_{10}(x)$). In Fig. 9 we show the plot of the cost value as the function of iteration with fixed $x_2 = 0$. We notice that the cost function is decreasing with the increase in the policy iteration. The dotted line denotes the analytically derived optimal value function. The parameters of value function evolving in each iteration are shown in Fig. [9]. Note that the convergence of parameters goes to optimal values, which are $\theta_3 = 0.5$, $\theta_5 = 1$, and the equal to zero. Finally, the close-loop trajectories for ten random initial conditions using data-driven Koopman-based policy iteration with $V_{10}$ are presented in Fig. [10].

VII. Conclusion

The duality in the SOCP is discovered through the lenses of linear transfer operator theory involving Koopman and P-F operators. Our first main result provides a convex formulation of the SOCP using the P-F-based lifting of nonlinear system dynamics. Our second main result establishes a connection between the Koopman operator and the HJB equation. This connection allows us to develop a new algorithm for the data-driven approximation of stochastic optimal control, called Koopman-based policy iteration (KPI). A computation framework based on the finite-dimensional approximation of the P-F and Koopman operators is developed to compute stochastic optimal control. Simulation results are presented to demonstrate the application of the developed theoretical and computational framework.

VIII. Appendix

Proof. For any set $B \in \mathcal{B}(S)$, we have

$$X_t^x \in B, \iff x \in B_t := \{x \in \mathbb{R}^n : X_t^x \in B\}$$

and hence $\lambda_B(X_t^x) = \lambda_{B_t}(x)$. We have

$$\text{Prob}(X_t^x \in B) = \mathbb{E}_x[\chi_{B_t}(x)] = \mathbb{E}_x[\chi_B(X_t^x)] = [\mathbb{U}_t\chi_B](x).$$

Since the origin is assumed to be a.e. a.s. stable w.r.t. measure $\mu$, we have for $\mu$ almost all initial condition $x$

$$\text{Prob}\{\lim_{t \to \infty} X_t^x = 0\} = 1 \implies \text{Prob}\{\lim_{t \to \infty} X_t^x \notin B\} = 0,$$

for all set $B \in \mathcal{B}(S)$. Furthermore, since $B \in \mathcal{B}(S)$ and the origin is in the interior of $S^c$, we have using dominated convergence theorem as $\lambda_{B_t}(x) \leq 1$ for all $t$,

$$0 = \text{Prob}\{\lim_{t \to \infty} X_t^x \in B\} = \mathbb{E}_x[\lim_{t \to \infty} \chi_{B_t}(x)] = \lim_{t \to \infty} \mathbb{E}_x[\chi_{B_t}(x)] = \lim_{t \to \infty} [\mathbb{U}_t\chi_B](x).$$

for almost all initial condition $x$ w.r.t measure $\mu$. Hence using the fact that the $\mu$ has density $h$, we obtain

$$0 = \int_{\mathbb{R}^n} \lim_{t \to \infty} [\mathbb{U}_t\chi_B](x)/h(x)dx = \int_{\mathbb{R}^n} \chi_B(x) \lim_{t \to \infty} [\mathbb{P}_t^x h](x)dx,$$

where we have used the duality between the Koopman and P-F semi-groups [12]. The above is true for arbitrary set $B \in \mathcal{B}(S)$, hence we have $\lim_{t \to \infty} [\mathbb{P}_t^x h](x) = 0$. For any given $\epsilon > 0$ and $T \in \mathbb{Z}^+$, let

$$R_T = \{x \in X : \text{Prob}(X_t^x \in S) \geq \epsilon \text{ for some } t > T\}$$

and

$$R = \bigcap_{T=1}^{\infty} R_T$$

So set $R$ consists of points with probability larger than $\epsilon$ to end up in set $S$. From the construction of set $R$, we have

$$x \in R \iff \text{Prob}\{X_t^x \in R\} = 1, \forall t \geq 0.$$  

In other words, $\lambda_R(x) = 1$ if and only if $\text{Prob}\{X_t^x \in R\} = 1$. To prove the results it is sufficient to show that $\mu_0(R) = 0$. This is true because we know that the origin is locally almost sure stable (Remark 3). For all $t \geq 0$, we have

$$\mu_0(R) = \int_{\mathbb{R}^n} \lambda_R(x)dx \mu_0(x) = \int_{\mathbb{R}^n} \text{Prob}\{X_t^x \in R\}dx \mu_0(x)$$

Now,

$$\int_{\mathbb{R}^n} \text{Prob}\{X_t^x \in R\}dx \mu_0(x) = \int_{\mathbb{R}^n} [U_t\chi_R](x)h_0(x)dx$$

and using duality we have

$$\mu_0(R) = \int_{\mathbb{R}^n} [U_t\chi_R](x)h_0(x)dx = \int_{\mathbb{R}^n} [P_t h_0](x)dx$$

Since the above is true for all $t \geq 0$, using dominated convergence theorem, we have

$$\mu_0(R) = \lim_{t \to \infty} \int_{\mathbb{R}^n} [P_t h_0](x)dx = \int_{\mathbb{R}^n} \lim_{t \to \infty} [P_t h_0](x)dx = 0.$$  

\[\square\]
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