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Abstract: Until now, the association rule mining algorithm is still one of the core issues in the field of big data research. At present, there are many research related to association rule mining algorithms, mainly focusing on how to find frequent item sets and how to tailor rules, and based on this direction, there have been many classic algorithms, such as Apriori and FP-growth algorithms. However, most of the above algorithms process and analyze the entire data set, so that although related algorithms can be used to obtain the results, the results are not meticulous. To solve this problem, this paper proposes an algorithm, which first uses the k-means algorithm to perform cluster analysis on the data set to generate a specific number of clusters. Then, in different clusters, the association rules in each cluster are found by the improved Top-k algorithm combined with the correlation coefficient. By integrating clustering and the improved Top-k algorithm, the data set can be analyzed directionally to improve the accuracy and efficiency of the whole algorithm. And the final experiment shows that compared with the original algorithm, the running time is shortened by 14%.

1. Introduction
Today, our society has entered the era of big data. With the continuous integration of IoT, social networks, cloud computing and other technologies into our lives and the rapid development of existing computing capabilities, storage space and network bandwidth, this has also promoted the development of data analysis algorithms. Only by analyzing data can people discover the hidden rules and laws. In the future, human decision-making also needs to rely on the results of data analysis, not just on intuition.

In unsupervised learning, the training samples have no labeled information, which is to learn the unlabeled training samples to reveal the inherent nature and laws of the data, and provide a basis of further data analysis. The most researched and widely used in unsupervised learning is "clustering". Clustering attempts to divide the samples of the data set into several disjoint subsets, and each subset is called a cluster. Through this division, each cluster may mean some potential categories.

Association rule mining is a rule-based machine learning algorithm that can find interesting relationships between large databases. Its purpose is to use some metrics to distinguish the strong rules that exist on the database. In other words, association rule mining is used for knowledge discovery, not prediction, so it belongs to unsupervised machine learning method. The traditional association rule mining algorithms include Apriori algorithm and FP-growth algorithm, etc., by finding frequent item sets in the data, and then discover the association rules. The Top-k algorithm is a new association rule mining algorithm proposed by Fournier-Viger et al. Compared with the traditional association rule...
mining algorithm, the advantage of this algorithm is that the user can specify the number of required rules \( k \) to avoid generating too many Rules, so the efficiency is higher than traditional association rule mining algorithms. This paper adds correlation coefficient on the basis of Top-k algorithm to improve the accuracy of the algorithm and further improve the efficiency of the algorithm.

In this paper, experiments are carried out by combining clustering and the improved top-k algorithm, and the experiments are verified by online public data sets. Compared with the original algorithm, the running time is shortened by 14%.

2. Material and Methods

2.1. Cluster analysis
Cluster analysis is a technique to find the internal structure of data. It is to group data objects according to the information on the data describing the objects and their relationships. The aim is to make the objects of one group similar to each other while the objects of different groups are different from each other. In clustering, these similar groups are usually called clusters, so the objects in the same cluster are very similar, while the objects of different clusters are very different. The greater the similarity in the cluster, the greater the difference between clusters, indicating the better clustering effect. From the perspective of data mining, it can be roughly divided into four categories: divided clustering, hierarchical clustering, density-based clustering, grid-based clustering.

There are various clustering algorithms, but not all of them are suitable for this experiment. Considering the problem of algorithm efficiency, we prefer the clustering algorithm with high efficiency. The clustering method based on partition has the greatest advantages of fast convergence speed, simple and efficient for large data sets, low time complexity and space complexity. The basic principle of this algorithm is: suppose you have many scattered points that need clustering. The desired clustering effect is that the points in the cluster are close enough and the points of clusters are far enough. First, you must ensure that a pile of scattered points is finally divided into several classes, then select some points as initial center points, and then iteratively reset the data points until all points in each cluster are the closest and the distance between clusters is farthest. The most classic clustering algorithm based on partition is K-means algorithm. Distance is a measure of similarity between data objects, that is, the smaller the distance between data objects, the higher their similarity, and the greater their possibility in the same cluster. There are many methods to calculate the distance between data objects. K-means algorithm usually uses Euclidean distance to calculate the distance between data objects. The algorithm flow is as follows:

1. First, we determine a \( k \) value, that is, we want to cluster the data set to obtain \( k \) sets.
2. Randomly select \( k \) data points from the data set as centroids.
3. For each point in the data set, calculate the Euclidean distance between each centroid and each point. According to the criterion of the closest distance, they are divided into the corresponding classes that are closest to the cluster center (most similar);
4. After putting all the data together, there are \( k \) sets. Then recalculate the centroid of each set.
5. If the distance between the newly calculated centroid and the original centroid is less than the set threshold (indicating that the position of the recalculated centroid changes little and tends to stabilize or converge), it can be considered that the clustering has reached the expected result, and the algorithm termination.
6. If the distance between the new centroid and the original centroid changes greatly, you need to repeat 3-5 steps.

2.2. Top-k Association rule mining algorithm
Top-k association rule mining algorithm is an algorithm proposed by Fournier-Viger et al. In the process of association rules mining, through practice, it is found that the minimum support is more difficult to set than the minimum confidence, because the minimum support depends on the database characteristics that most users do not know, while the minimum confidence represents the expected
confidence that users want in the rule and is usually easy to determine. Therefore, the goal of the algorithm is to mine the top-k rule of the highest support degree on the premise of satisfying the expected confidence level. The algorithm flow is as follows:

1. Scan the database: scan each single item set; then generate all item sets of 1 * 1 scale, and calculate their support and confidence, for each effective rule \{i\} -> \{j\} or \{j\} -> \{i\} calls the procedure SAVA to store the rule in L. In addition, each valid 1 * 1 rule is stored in R in order to consider the subsequent expansion, and the flag expandLR is marked as true. Then recursively select the rule r with the highest support in R such that sup (r) >= minsup and expand it. When there are no more rules in R that support higher than minsup, the loop terminates. For each rule, the flag EXPAND L R indicates whether the rule is expanded by calling the procedures EXPAND-L and EXPAND-R or by simply calling EXPAND-L.

2. SAVA Process: Its function is to raise minsup and update List L when a new valid rule R is found. The first step is to add the rule R to L. Then, if L contains more than K rules and the support is higher than minsup, the rule whose support is exactly equal to minsup in L can be deleted until only K rules are retained. Finally, the one with the smallest support for rule R in L is set to minsup.

3. Expand process: It extends rule I -> J as an extension, scans r, and finds out the one with the highest support for rule r in r as an extension object. This algorithm scans every itemset tid from tids(I∩J). In this scanning process, for each item c appearing in each item set, if all c are greater than all items in j in lexical order, tid is added to tids(I→J ∪ \{c\}). After scanning is completed, if | tids(I→J ∪ \{c\})|/| T | ≥ minsup, rule I→J ∪ \{c\} is considered frequent and added to set r for later consideration of expansion. Finally, the confidence level of each frequent rule I → j ∪ c is calculated, and the validity of the rule is determined by dividing | tids(I → j ∪ c) | by | tids (I), if the confidence level of I → j ∪ c is not less than minconf, the rule is valid, and the procedure SAVE is called to add the rule to the list l of current top-k rules.

2.3. experiment procedure
This experiment uses clustering and association rule mining algorithm to analyze the data set, which uses the data recorded by students from a website. Firstly, the data set is clustered by k-means algorithm, and the data set is divided into reasonable clusters. Then, each cluster is analyzed by Top-k algorithm. Through this method, directional data analysis can be carried out according to the dimensions of clusters, that is, a grouping analysis is carried out on the data set, so as to obtain more detailed analysis results.

2.3.1. k-means clustering analysis of data sets
The k-means algorithm needs to specify the number of clusters. This experiment uses the difference minimum method to determine the number of clusters k, which improves the shortcomings of the k-means algorithm randomly selecting the number of clusters. We use the elbow method to iterate the algorithm repeatedly 5-15 times, and record the evaluation value for each iteration. This experiment uses the SSE (sum of the squared errors) standard Equation (1) to determine the evaluation value.

\[ SSE = \sum_{i=1}^{k} \sum_{p \in C_i} |p - m_i|^2 \]  

Among them, Where Ci is the ith cluster, p is the sample point in Ci, and mi is the center of mass of Ci (the mean of all samples in Ci), and SSE is the clustering error of all samples, which represents the quality of the clustering effect. And draw the results of a relationship diagram. See Fig 1, Fig 2.
From Fig 1, Fig 2 and the results after multiple iterations, we can find that when \( k = 8 \) and \( k = 9 \), the downward trend of the curve begins to slow down, and when \( k \) is greater than 8 and 9, the downward trend becomes more and more gentle. Therefore, it is more reasonable to select \( k = 8 \) and cluster the data set into 8 clusters.

### 2.3.2. Top-k algorithm for data set analysis

After clustering the data set using the k-means algorithm, the data set can be divided into several clusters, and then the Top-k algorithm is executed for each cluster separately. First, we need to specify the number \( k \) of rules to be derived, and the expected minimum support and minimum confidence. The support is defined as follow:

\[
support = \frac{p(X \cup Y)}{I}
\]  

(2)

Where \( X \) is the previous data set, \( Y \) is the last data set, and \( I \) is the entire data set. The confidence is defined as follow:

\[
confidence = \frac{p(Y \mid X)}{p(X)}
\]  

(3)
Because the Top-k algorithm only uses the two parameters of support and confidence to restrict the rule, and does not take into account the promotion of the previous item to the latter item, it cannot effectively distinguish whether the rule is valuable, so add New metric correlation coefficient. The correlation coefficient is defined as follows:

\[
\text{Lift}(X \Rightarrow Y) = \frac{\text{Sup}(X \cup Y)}{\text{Sup}(X) \times \text{Sup}(Y)}
\]

\[
\text{Lift}(X \Rightarrow Y) > 1, \text{ Positive correlation}
\]

\[
\text{Lift}(X \Rightarrow Y) = 1, \text{ Standalone}
\]

\[
\text{Lift}(X \Rightarrow Y) < 1, \text{ Negative correlation}
\]

The correlation coefficient Lift reflects how much the occurrence probability of item set Y changes from the appearance of item set X. In practical application, both positive and negative correlations need to be paid attention to. When lift is greater than 1, it means that the previous item has a positive promotion effect on the latter item, and the larger the value, the greater the promotion effect. On the contrary, it is the inhibitory effect, and when lift is 1, it can be seen from the formula that the occurrence of X has no effect on the occurrence of Y, so we need not consider the case of lift 1. Therefore, on the basis of support and confidence, we can identify valuable rules by adding correlation coefficients. First, after clustering the data set, using support, confidence, and correlation coefficients equal to 0.1, 0.3, and 10, respectively, the experiment is performed. Fig 3 is the algorithm flow chart.

![Algorithm flowchart](image_url)

Fig. 3 Algorithm flowchart
3. Result

The following algorithm is used in combination with clustering and the improved Top-k algorithm to perform algorithm verification and result analysis on the user course selection records of a website in 2019, which is limited to space. In this paper, we select some clustering results based on the clustering results Several rules of high confidence.

As follows: Table 1 is the association rules related to the front-end technology-related courses. From the results, we can see that the front-end framework of Spring Boot can launch html5, docker and other courses. Spring Boot is an open source framework of java, which is designed based on Spring4.0 and is one of the most popular open source frameworks of java at present. While html5 is a popular front-end scripting language, it can be seen from the results. most users like to choose html5 courses and Spring Boot courses at the same time, the confidence is 0.66, and angular is another front-end script Language is also closely related to html5. According to the results, users that choose angular courses also tend to choose html5 courses, and the confidence level of the rule is 0.8. It can be seen that the results of this algorithm are more accurate.

| Association rules     | Confidence |
|----------------------|------------|
| Spring Boot->html5   | 0.66       |
| Spring Boot->docker  | 0.66       |
| angular->html5       | 0.8        |

Table 2 is the result of mining association rules for image processing related technologies. It can be seen that cocos2d-x was once a popular game development engine, and react.js and cocos2d-x also have a great dependency. Unity-3d, which has been popular in recent years, is also inseparable from courses related to react.js and animation, with a rule confidence of 0.834.

| Association rules       | Confidence |
|-------------------------|------------|
| react.js->cocos2d-x     | 0.83       |
| Animation->unity-3d     | 0.834      |
| react.js->unity-3d      | 0.834      |

Table 3 shows the mining results of association rules for testing related technologies. From the table, we know that various testing technologies are closely connected. The confidence level of security testing and automated testing in mining results is 0.75. The confidence level of the functional test introduced by automated testing is 0.66. The functional test has a confidence level of 0.66 for the performance test.

| Association rules               | Confidence |
|---------------------------------|------------|
| Safety testing->automated testing| 0.75       |
| Automated testing->functional testing| 0.66      |
| Functional test->performance test| 0.66      |

Based on the above analysis results, the clustering results of the algorithm are reasonable. The clustering analysis results divide the data set into 8 categories, and the records of each category have
certain similarities. The results after mining through the improved Top-k association rule mining algorithm are also more accurate, which is basically in line with the public perception in real life. Large, HTML5 and other front-end scripting languages are also chosen by most people at the same time. In the "test-related technology" category, the results also show that the relevance of various test technologies is also very large, which proves the effectiveness of the algorithm.

4. Discussion
The improved algorithm in this experiment firstly uses k-means algorithm to cluster data sets to generate different clusters, and the data in these clusters have certain similarity, so that subsequent algorithms can process each cluster separately without analyzing the entire data set. Therefore, the efficiency of the algorithm can be effectively improved. The implementation process of Tok-k algorithm first prunes the support threshold rules to filter out the non-conforming rules and generate candidate sets, then filters the extended rules with support and confidence, and finally gets the result set through such iteration. Because the two criteria of support and confidence are not enough to judge valuable rules, correlation coefficient is added to judge, and the rules are pruned again to reduce the number of rules in the candidate set. Therefore, the calculation time required by the algorithm will be reduced, so the running efficiency of the new algorithm will be better than that of the original algorithm.

In order to verify the improved effect of the algorithm, the author compares the execution time of top-k algorithm and the improved algorithm through experimental simulation. The experimental environment is: win10 64-bit operating system, 16G memory, and intel i7-9700F 3.00GHz CPU. Run the algorithm 10 times and record the running time. From Fig 4, we can see that with the increase of support, the running time of the new algorithm and the old algorithm shows an upward trend in the overall trend, but under the same specified support, the running time of the new algorithm is obviously less than that of the original algorithm.

At the same time, in order to study the influence on the efficiency of the algorithm when the value of K set by the user increases, we also run the algorithm 10 times, increasing the value of K by 50 each time, gradually increasing the value of K from 50 to 500, and recording the change trend of the algorithm's memory consumption. As shown in Fig 5, with the constant increase of k value, the
memory consumption of the algorithm basically does not change too much, which illustrates the stability of the algorithm. And we can see that when the value of K is less than 400, the running time of the algorithm increases slightly, while when the value of K is greater than 400, the running time of the algorithm increases greatly. This may be because the number of generation rules specified by the user increases to a certain extent, and the processing time of the algorithm for data increases suddenly. Therefore, using this algorithm, it is recommended not to generating too many rules, in order to avoid the algorithm running for too long.

5. Conclusions
Based on the clustering and the improved Top-k algorithm pair, this paper analyzes and analyzes the data generated after preprocessing the data on the students' course selection to find out the association rules between the courses. Firstly, the k-means algorithm is used to cluster and analyze the data set. The data set is subdivided by clustering and divided into several clusters, in which the data in each cluster has a certain degree of similarity. Then, each cluster is analyzed by the improved Top-k algorithm, and finally the association rules are obtained. In this way, the algorithm can be prevented from directly analyzing the entire data set, effectively solving the problem that the algorithm analysis is not detailed, and the integration of the improved Top-k algorithm improves the overall operation efficiency. Through the running results of the algorithm and the performance analysis results, it can be verified that the new algorithm can effectively improve the defect of imprecise analysis caused by direct analysis of the entire data set, and has higher efficiency and more accurate results than the original algorithm.
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