Tuning the Electronic Structure of Anatase Through Fluorination
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A highly fluorinated anatase lattice has been recently reported, providing a new class of materials whose general chemical formula is $\text{Ti}_1_{-x} \square_{x}X_{4-x}O_{2-4x}$ ($X^- = \text{F}^-$ or $\text{OH}^-$). To characterise the complex structural features of the material and the different $F$ environments, we here apply a computational screening procedure. After deriving a polarisable force-field from DFT simulations, we screen in a step-wise fashion a large number of possible configurations differing in the positioning of the titanium vacancies ($\square$) and of the fluorine atoms. At each step only 10% of the configurations are retained. At the end of the screening procedure, a configuration is selected and simulated using DFT-based molecular dynamics. This allows us to analyse the atomic structure of the material, which is strongly disordered, leading to a strong decrease (by 0.8 eV) of the band gap compared to conventional anatase.

Titanium dioxide, $\text{TiO}_2$, is a widely studied material. $\text{TiO}_2$ has in fact several promising applications, for example in the fields of photocatalysis, green chemistry and energy storage [1-8]. Naturally occurring polymorphs of $\text{TiO}_2$ include rutile, anatase and brookite. Recently, interest in the polymorphs of $\text{TiO}_2$ has been sparked in particular by their possible application as anodic materials in Li-ion batteries [9-14]. Fluorinated $\text{TiO}_2$ has also been investigated [15-20] since the presence of F in the compound might improve the sought characteristics of the material [17] or stabilise the highly reactive $\{001\}$ facets of the anatase crystal [19,21]. The nature of the fluorinated compound depends strongly on the fluorination technique employed [18,22]. So far, the stabilisation of fluorine within the anatase lattice of $\text{TiO}_2$ has been poorly understood, probably because of the structural complexity of the fluorinated material.

Pure anatase is a tetragonal crystal, with $c \approx 2.5a$, and its lattice is characterised by $\text{TiO}_6$ octahedral units. Recently, a novel synthesis technique conducted in our laboratory [23] has led to the preparation of a highly fluorinated anatase material in which fluoride or hydroxide anions replace the oxides in their lattice sites and the resulting charge deficiency is compensated by the formation of a cationic vacancy ($\square$) every four substitutions. The material obtained has thus the general formula $\text{Ti}_{1-x} \square_xX_{4-x}O_{2-4x}$, where $X^- = \text{F}^-$ or $\text{OH}^-$ (the amount of $F^-$ may vary depending on the synthesis conditions). Elemental analysis and synchrotron diffraction have revealed the existence of more than 20% cation vacancies. In fact the stoichiometric formula $\text{Ti}_{0.78} \square_{0.22} \text{X}_{0.88} \text{O}_{1.12}$ has been assigned to the most fluorinated composition of the material. By using $^{19}$F NMR spectroscopy, it has also been possible to discern three different coordination modes for the F atoms: $\text{F} - \text{Ti}_1 \square_2$, $\text{F} - \text{Ti}_2 \square_1$ and $\text{F} - \text{Ti}_3$, highlighting the complex structural arrangement present in the material.

Here we report the results of a computational study of the fully-fluorinated, hydroxide-free material (i.e. $\text{Ti}_{0.78} \square_{0.22} \text{F}_{0.88} \text{O}_{1.12}$) performed in order to better characterise its structural features and the effect of fluorination on the electronic structure. The enormous number of possible structural arrangements of the vacancies and of the F atoms in the anatase structure renders the problem untreatable directly by ab initio simulations. Therefore we apply a screening procedure on the possible configurations of the material, in the spirit of the emerging high-throughput techniques [24,25], by using classical Molecular Dynamics (MD). Several force-fields have been previously proposed for pure $\text{TiO}_2$ [26,33]. In this work, we use a polarisable force-field valid for the pure phase [31] as well as for the fluorinated material. We have extracted its parameters from Density Functional Theory (DFT) simulations, via a well-established force and dipole fitting procedure [35,36]. We have chosen to derive a new force-field instead of using an already available one for $\text{TiO}_2$. This is motivated by the fact that we want the force-field to be compatible with O to F substitutions, as well as with other oxide species, e.g. $\text{SiO}_2$, for future studies [34]. The details on the force-field employed are discussed in Supplementary Section S1, while an additional validation of the parameters involving fluorine atoms is presented in Supplementary Section S2.

In order to generate fluorinated samples starting from the pure $\text{TiO}_2$ anatase, we apply a screening procedure, similar in spirit to what done by Wilmer et al. for metal-organic frameworks [37] or by Coudert for zeolites [38]. At the fixed target composition $\text{Ti}_{0.78} \square_{0.22} \text{F}_{0.88} \text{O}_{1.12}$, we consider samples containing F in all possible environments $\text{F} - \text{Ti}_1 \square_2$, $\text{F} - \text{Ti}_2 \square_1$, and $\text{F} - \text{Ti}_3$, as suggested by NMR [23]. We leave the ratio of $\text{F}$ in the different environments free to vary at random. The starting fluorinated structures are generated from the $4 \times 4 \times 2$ pure anatase $\text{TiO}_2$ structure [39] ($\text{Ti}_{12}\text{O}_{25}$) leading to a system thus composed: $\text{Ti}_{100} \square_{28} \text{F}_{112} \text{O}_{144}$. We generate these configurations by erasing 28 Ti ions at random with no constraints on the creation of adjacent vacancies and...
we randomly substitute 112 O with 112 F. We impose that all F and O must be attached to at least one Ti. The screening procedure is then initiated. The protocol is as follows:

1) we perform single-point energy calculations on $\sim 1.5 \cdot 10^5$ configurations; we then retain the $\sim 1.5 \cdot 10^4$ configurations with the lowest energy for the following step.

2) we perform 0 K geometry optimisations of the atomic positions, keeping the length of the cell vectors fixed; we retain at maximum the $1.5 \cdot 10^3$ configurations with the lowest energy for the following step.

3) we perform 0 K cell optimisations of both the atomic positions and the lengths of the cell vectors, while keeping the box angles fixed at $\alpha = \beta = \gamma = \pi/2$; we retain at maximum the $1.5 \cdot 10^2$ configurations with the lowest energy for the following step.

4) we temper the configurations performing 10 ps $NVT$ runs at finite temperatures from $T_1 = 25$ K to $T_{12} = 300$ K, every $\Delta T = 25$ K. The 15 configurations with the lowest energy at $T_{12} = 300$ K are retained for the following step.

5) for the remaining samples, we perform a series of longer MD simulations at 300 K, first in the $NVT$ and then in the $NPT$ ensemble.

6) we then simulate the configuration with the lowest potential energy for 10 ps using using DFT–based molecular dynamics. We extract structural (bond length, fluorine environments) and electronic (density of states) characteristics of the material from this simulation.

Testing all the starting configurations in a generic, entirely ab initio based high-throughput procedure would be impossible. Generally, such studies involve static calculations only since performing ab initio MD simulations is computationally too expensive. Nevertheless, it is interesting to test whether our selected configurations, i.e., the 10 configurations remaining at the end of step 5) of the screening procedure would have also been selected if ab initio static calculations had been performed. To test this, we take their initial structures and perform a full DFT relaxation. Then we take the same number of random configurations from the starting pool of configurations. We find that the configurations given by the classical screening all have a lower final DFT energy than the ones taken at random. The results of this validation are shown in Supplementary Fig. S7.

Next, we analyse how the initial structural arrangements correlate with the energy of the configurations. The results are shown in Fig. 1. We see that the lowest energies (at 0 K) correlate with a higher fraction of F – Ti$_2$□$_1$. This is consistent with previous static DFT calculations performed on a system with only one vacancy and four O/F substitutions [29], which showed that having the F closest to the vacancy stabilises the structure. In Fig. 1 we also report the initial energies of the best configurations given at the end by the screening procedure. We observe that these final screening configurations are found closer to the average F speciation values rather than at the highest F – Ti$_2$□$_1$ relative compositions. Some of them have strongly been stabilised during the procedure, showing the importance of taking into account relaxation and thermal effects (see also Supplementary Fig. S8).

In order to compare the structural properties of the material as found in the experiments with our simulations, we plot together the experimental x-ray structure factor $S(k)$ and the one that we calculate from our trajectories using the Ashcroft–Langreth partial structure factors according to the formula:

$$S_{tot}(k) = \frac{\sum_{\alpha,\beta} \sqrt{x_\alpha x_\beta} f_\alpha(k) f_\beta(k) S_{\alpha\beta}(k)}{\sum_{\alpha} x_\alpha f_\alpha^2(k)}$$

(1)

where $\alpha, \beta = Ti, O, F$. $x_\alpha$ are the relative atomic concentrations of atoms of type $\alpha$, $S_{\alpha\beta}(k)$ are the partial structure factors calculated from the simulation trajectories using

$$S_{\alpha\beta}(k) = \langle \hat{\rho}_\alpha(k) \hat{\rho}_\beta(k) \rangle$$

(2)

where the dynamic variable $\hat{\rho}_\alpha(k)$ represents the Fourier
component of the atomic density of type $\alpha$ atoms at wave vector $\mathbf{k}$:

$$\hat{\rho}_\alpha(\mathbf{k}) = N_\alpha^{-1/2} \sum_{i=1}^{N_\alpha} \exp(\mathbf{i} \mathbf{k} \cdot \mathbf{r}_i)$$  \hspace{1cm} (3)

with $\mathbf{r}_i$ the position of atom $i$, and $N_\alpha$ the number of atoms of type $\alpha$ in the system. The angular brackets denote a thermal average, which was in practice evaluated as the time average over the whole simulation. Finally, $f_\alpha(k)$ are the $k$-dependent atomic x-ray scattering factors. They are calculated using the analytic approximation:

$$f_\alpha(k) = c_\alpha + \sum_{i=1}^4 a_{\alpha,i} \exp\left[ -b_{\alpha,i} \left( \frac{k}{4\pi} \right)^2 \right]$$  \hspace{1cm} (4)

where the coefficients $a_{\alpha,i}$, $b_{\alpha,i}$ and $c_\alpha$ are taken from Ref. 40 for O$^{2-}$ and from Ref. 11 for Ti$^{4+}$ and F$^-$. The structure factor calculated from the DFT-based molecular dynamics simulation performed on the final configuration is compared to the experimental signal in Fig. 2. The agreement between the two sets of data is good, taking into account that the experiments have been performed on nanoparticles, which leads to a strong broadening of the peaks, and that part of the fluoride ions are replaced by hydroxide groups. This may also affect the comparison, notwithstanding that F and OH are isoelectronic and thus their contribution to x-ray diffraction should not differ much if they occupy similar sites.

We also calculate the speciation of fluoride during the DFT-based molecular dynamics simulation. Contrarily to the initial configurations analysed in Fig. 1, the local relaxation of the F atoms (especially around the vacancies) leads to a wide distribution of Ti–F distances. It is therefore necessary to introduce a cutoff distance for assigning an environment to the F atoms. In Fig. 3 we show the time evolutions of the concentrations of $\mathrm{F} - \mathrm{Ti}_1\square_2$, $\mathrm{F} - \mathrm{Ti}_2\square_1$ and $\mathrm{F} - \mathrm{Ti}_3$ for a cutoff of 2.7 Å which corresponds to the first minimum of the Ti–F radial distribution function. We observe that after 2 ps of simulation, the concentrations equilibrate around average values of 13/66/21% for $\mathrm{F} - \mathrm{Ti}_1\square_2$, $\mathrm{F} - \mathrm{Ti}_2\square_1$ and $\mathrm{F} - \mathrm{Ti}_3$, respectively. This compares very well with the percentages measured by NMR in the experimental sample, i.e., 13/70/17% [23]. We can therefore conclude that the structure yielded by our screening procedure is realistic. This allows us to analyse it further in order to predict the material properties. We note that the $\mathrm{F} - \mathrm{Ti}_2\square_1$ average concentration is larger than the corresponding fraction in the initial pool of configurations as shown in Fig. 1, because the fluoride atoms positions relax around the titanium vacancies during the first 2 ps of the simulation. However, no strong lattice rearrangements are observed, as can be seen from Supplementary Fig. S9.

The electronic structure is of particular interest for many applications, since TiO$_2$-based materials are widely used in photocatalysis. We have therefore calculated the electronic density of states of fluorinated anatase on a series of snapshots extracted from our DFT-based molecular dynamics simulation, and compared it with the case of pure TiO$_2$ anatase. We have used the hybrid functional HSE06 [22, 23] for these calculations. In agreement with previous works [41], we see in Fig. 4 that the valence band edge of pure TiO$_2$ anatase is dominated by O 2p, and the conduction band edge is formed by Ti 3d. The band gap is much narrower in $\mathrm{F} - \mathrm{Ti}_1\square_2$, $\mathrm{F} - \mathrm{Ti}_2\square_1$, by 0.8 eV. Unlike the case of conventional doping with heteroatoms [45], the additional 2p states associated with
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**Figure 2. Structure Factor.** Comparison of the structure factor $S(k)$ at ambient conditions measured in experiments (red line) and calculated from a DFT-based molecular dynamics simulation performed on the configuration selected by the screening procedure (black line).
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**Figure 3. Fluorine coordination number.** Evolution of the proportion of each coordination mode for the fluorine during the DFT–based MD simulation. The cutoff distance for defining Ti–F neighbour atoms is set to 2.7 Å.
fluoride ions do not locate at the top of the valence band, but rather at its bottom. The strong narrowing of the band gap is therefore due to the different structure of the material. In a previous study on TiO$_2$ nanocrystals, Chen et al. have shown that, due to the presence of structural disorder, their materials exhibit a band gap substantially smaller than the one of pure bulk materials [40]. It is very likely that similar effects are at play here. In conclusion, in order to characterise fluorinated anatase Ti$_{0.78}$O$_{1.12}$F$_{0.88}$, we have developed a screening procedure employing a polarisable force-field. It has allowed us (i) to select the best configurations starting from a very large pool (hundreds of thousands) of possible configurations; (ii) to reproduce the experimental structure, (iii) to study details of the partial atomic and electronic structure using DFT-based molecular dynamics. Our results show that fluorinated anatase has a highly disordered structure, which results in a lower band gap, by 0.8 eV, compared to conventional anatase. Therefore we conclude that fluorination appears as a very promising route for tuning material properties. This may be exploited for several applications, for example photocatalysis.

**METHODS**

We have performed the classical simulations using the software CP2K [17], using the Quickstep algorithm. We have used the GGA PBE [48] exchange-correlation functional and we have employed the DZVP-MOLOPT-SR-GTH basis set [49]. Moreover, we have used the Goedecker-Teter-Hutter [50] pseudopotentials; for Ti atoms, the electronic orbitals explicitly represented are 3$s^2$3$p^6$3$d^2$4$s^2$, for O atoms 2$s^2$2$p^4$ and for F atoms 2$s^2$2$p^5$. We have set a plane wave cut-off of 400 Ry. We have added dispersive interactions through the use of the DFT-D3 correction [51], with a cutoff radius of 30 Å. We have accumulated the trajectory for 10 ps, with the simulations time step being 0.5 fs. We have conducted the simulation in the NVT ensemble with a
target temperature of 300 K. We have calculated the electronic density of states on a series of snapshot extracted from the trajectory, using the HSE06 functional [12, 13].
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**SUPPLEMENTARY INFORMATION**

In Supplementary Section S1, we describe the analytic form of the classical force–field employed to perform the classical MD simulations and we tabulate its parameters (see Supplementary Tables S1 and S2). In Supplementary Section S2, we compare the results reproduced by our classical force–field to DFT–calculated quantities. We first compare the results for the relative stability of structures containing only one vacancy and differing by the positioning of the F atoms (see Supplementary Fig. S6). Then we compute the DFT–energies (before and after relaxation) of the structures found by our screening procedure and we compare them to the DFT–energies of an equal number of structures selected at random from the pool of starting configurations (see Supplementary Fig. S7). Supplementary Section 3 deals with the energy distributions at the different screening steps. Fig. S8 shows the distribution of the energies of the configurations tested and retained at steps 1) to 4) of the screening procedure and Fig. S9 provides the positions of all the atoms along the DFT–based MD simulation. In Supplementary Section 4, the density of state for 10 different configurations extracted from this trajectory are shown in Fig. S10. Finally, an example CP2K input is provided in Supplementary Section S5.
S1. CLASSICAL MODEL

We describe the interaction potential between the ions by a classical polarisable force–field whose parameters we derive from \textit{ab initio} DFT simulations. Details on how to extract the parameters of the classical force–field from DFT simulations are reported in earlier works (see Ref. [34–36] in the main text). In particular, the detailed procedure used for the pure phases of TiO\textsubscript{2} together with its validation are reported in Ref. [34] (of the main text) and are not repeated here. The force–field parameters for the fluoride ions are obtained in an analogous fashion. We do report here in the following the analytic form of the classical force–field that we use, together with its parameters.

A. Polarisable ion model (PIM)

The repulsive and dispersive terms of the interactions are taken into account using the the Born–Mayer–Huggins (BMH) form of the interaction potential:

\[
V_{BMHF} = \sum_{i,j>i} A_{ij} e^{-B_{ij}r_{ij}} - f_s^{ij}(r_{ij}) \frac{C_{ij}^{ij}}{r_{ij}^8} - f_8^{ij}(r_{ij}) \frac{C_8^{ij}}{r_{ij}^8}. \tag{S5}
\]

The damping functions are Tang-Toennies functions of the form

\[
f_{ij}^{\alpha}(r_{ij}) = 1 - e^{-b_{ij}r_{ij}} \sum_{k=0}^{\infty} \frac{(b_{ij}r_{ij})^k}{k!}. \tag{S6}
\]

When performing molecular dynamics simulations, we add a Gaussian term in the Ti–O and Ti–F interactions that acts as a steep repulsive wall and accounts for the oxide/fluoride anion hard core:

\[
V_{Gaussian} = \sum_{i \in O, j \in Ti} B_{ij} e^{-d_{ij}r_{ij}^2}. \tag{S7}
\]

This extra term is used in cases where the ions are strongly polarised to avoid instability problems at very small anion–cation separations.

For the Coulombic part of the interaction potential,

\[
V_{\text{Coulomb}} = \sum_{i,j>i} \frac{q_iq_j}{r_{ij}}, \tag{S8}
\]

the formal charges for the ionic species are used, \(-2e\) for O ions, \(-e\) for F ions and \(+4e\) for Ti ions. The many-body electrostatic interactions are described by the induced dipoles \(\mu_i\), obtained at each MD step minimising the polarisation energy

\[
V_{\text{pol}} = \sum_{i} \frac{1}{2\alpha_i} |\mu_i|^2 + \sum_{i,j>i} \left[ (g_{ij}^{\alpha}g_{ij}^{\beta}(r_{ij}) - q_i^\alpha q_j^\beta(r_{ij})) T_{ij}^{\alpha\beta} - \mu_i^\alpha \mu_j^\beta T_{ij}^{\alpha\beta} \right] \tag{S9}
\]

where the Einstein summation convention is assumed, \(\alpha_i\) is the atomic polarisability and \(T\) are the multipole interaction tensors. The damping function \(g_{ij}(r_{ij})\) is of the Tang-Toennies form

\[
g_{ij}(r_{ij}) = 1 - c_{ij} e^{-b_{ij}r_{ij}} \sum_{k=0}^{4} \frac{(b_{ij}r_{ij})^k}{k!}. \tag{S10}
\]

B. Parameterisation

The repulsion and polarisation parameters of the force–field have been fitted in order to reproduce the forces and dipoles extracted from DFT calculations, using a well-established procedure, see Ref. [34] in the main text. In the present case, we obtain final \(\chi^2\) values of 0.16 and 0.37 for the fits of dipoles and forces, respectively. Such values are similar to the ones obtained in our recent work on other oxide materials, i.e. rare earth doped ceria, for example [52]. The dispersion interactions are not taken into account in a proper way in the DFT calculations we have performed. The corresponding parameters have not been fitted, instead they have been taken from our previous works on fluorides and oxides, see Ref. [35] in the main text. Finally, the Gaussian term parameters have been chosen following Marrocchelli \textit{et al.} [53]. The obtained parameters are reported in Table S1 for the BMH part of the force–field and in Table S2 for the polarisation part.

S2. COMPARISON BETWEEN \textit{AB INITIO} AND CLASSICAL SIMULATIONS

We assess the behaviour of our force–field in the fluorinated samples, by comparing the results of classical and DFT calculations. For simplicity, we consider the case of one single fluorination, as in Ref. [23] in the main text. We consider here the system Ti\textsubscript{127-1}F\textsubscript{1}O\textsubscript{252} and we distribute the F atoms either at random positions in the lattice (where they substitute O atoms) or at positions neighbouring the cationic vacancy. The latter correspond to 2–coordinated F, i.e. F–Ti\textsubscript{2} environment. We consider the cases where 0, 1, 2, 3 or 4 F are neighbouring the vacancy and have there a F–Ti\textsubscript{2} environment, with the remaining F having the F–Ti\textsubscript{3} environment. We compare the energy calculated in 0 K cell optimisations, using either DFT or our force field. The comparison for the energies is shown in Fig. S6. We see that our classic force-field is able to closely reproduce the decrease in energy with the
increase in the number of $F - Ti_2\square_1$, observed by DFT calculations (see also Ref. [23] in the main text).

Figure S6. Comparison between DFT and classical potential. Difference in energy between the case where all F atoms in $Ti_{127}\square_1F_4O_{252}$ have environment $F - Ti_3$ and the cases where F is progressively added in positions neighbouring the vacancies and has thus $F - Ti_2\square_1$ environment. We have calculated this quantity by DFT (circles) and by our classic force-field (squares).

Finally in Fig. S7 we show the comparison between the DFT energies of the configurations selected by the screening procedures and the same number of configurations taken at random from the initial pool of configurations of the $Ti_{100}\square_2F_{112}O_{144}$, before (panel a) and after (panel b) relaxation of the atomic positions and of the cell dimensions.

Figure S7. DFT energies of the configurations selected by the screening. For the configurations left at the end of the screening procedure, we take their initial structures and calculate their DFT energy (black circles) before (a) and after relaxation (b). Those are compared with the DFT energies of the same number of configurations taken at random (red squares) from the initial pools of configuration. The values of the energies are plotted relative to the lowest DFT energy configuration. Panel (a) shows the results obtained before the DFT relaxation, panel (b) shows the results obtained after the DFT relaxation.
Table S1. BMH parameters. Parameters of the BMH potential extracted from DFT simulations.

| Atom Pair | \( A_{ij} \) (Ha) | \( a_{ij} \) (\( \text{Å}^{-1} \)) | \( B_{ij} \) (Ha) | \( d_{ij} \) (\( \text{Å}^{-2} \)) | \( C_{6}^{ij} \) (Ha \( \text{Å}^6 \)) | \( C_{8}^{ij} \) (Ha \( \text{Å}^8 \)) | \( b_{ij}^{D} \) (\( \text{Å}^{-1} \)) |
|-----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| O–O       | 290.4          | 4.54668        | –              | –              | 0.48309        | 2.61949        | 2.64562        |
| O–F       | 278.4          | 4.71487        | –              | –              | 0.39890        | 1.55438        | 3.11805        |
| O–Ti      | 43.0           | 2.86431        | 50,000         | 6.4279         | –              | –              | –              |
| F–F       | 282.3          | 4.61849        | –              | –              | 0.32938        | 0.922357       | 3.59048        |
| F–Ti      | 28.3           | 3.13082        | 50,000         | 6.4279         | –              | –              | –              |
| Ti–Ti     | 1.0            | 9.44863        | –              | –              | –              | –              | –              |

Table S2. Polarisation parameters. Parameters of the polarisation part of the interaction potential extracted from DFT simulations.

| Atom / Atom Pair | \( \alpha \) (\( \text{Å}^3 \)) | \( b_{ij} \) (\( \text{Å}^{-1} \)) | \( c_{ij} \) |
|-----------------|-----------------|-----------------|-------------|
| O               | 1.59150         |                 |             |
| O–O             |                 | 4.74888         | 2.227       |
| O–F             |                 | –               | –           |
| O–Ti            |                 | 3.90122         | 2.13327     |
| F               | 1.16458         |                 |             |
| F–O             |                 | –               | –           |
| F–F             |                 | –               | –           |
| F–Ti            |                 | 4.16887         | 2.90678     |
| Ti              | 0.20442         |                 |             |
| Ti–O            |                 | 3.90122         | -1.90330    |
| Ti–F            |                 | 4.16887         | -2.66057    |
| Ti–Ti           |                 | –               | –           |
S3. SCREENING PROCEDURE

Figure S8. Energy distributions at screening steps 1) to 4). The panels on the left show the relative frequency histograms of the energies calculated for all the configurations tested at each step, while the panels on the right show the sorted energies of the configurations retained after each step. The energies shown are: (a,b) at 0 K for the starting unrelaxed structures; (c,d) at 0 K after the optimization of the atomic positions; (e,f) at 0 K after the optimization of the atomic positions and cell vector lengths; (g,h) at 300 K after the tempering from 25 to 300 K. The open circles in panels (b,d,f,h) indicate the energy of the configurations left at the end of the screening procedure at each previous step. Note that the number of retained configurations can be less than the target one (see main text). This is due to “crashed” unstable configurations that are eliminated from the pool.

Figure S9. Positions of the atoms along the DFT–based MD simulation. The positions of the Ti (blue), O (red) and F (green) atoms are shown every 10 steps of the simulation. Although structural relaxation close to the vacancies is observed, there is no major lattice rearrangement.
S4. Density of States for several Ti$_{0.78}$O$_{0.22}$F$_{0.88}$ configurations. The density of states has been calculated for 10 configurations extracted from the DFT-based molecular dynamics trajectory. The results are shown as thin black lines while their average is shown using a thick red line.

S5. CP2K INPUT FILE

We here report an example of CP2K input file, prepared for running the system Ti$_{127}$O$_{252}$F$_4$ in the NVT ensemble at $T = 300$ K, using our classical force-field.
