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Abstract—Frequency-domain representations of multirate systems are essential for controller design and performance evaluation of multirate systems and sampled-data control. The aim of this paper is to develop a time-efficient closed-loop identification approach for multirate systems in the frequency-domain. The developed method utilizes local polynomial modeling for lifted representations of LPTV systems, which enables direct identification of closed-loop multirate systems in a single identification experiment. Unlike LTI identification techniques, the developed method does not suffer from bias due to ignored LPTV dynamics. The developed approach is demonstrated on a multirate example, resulting in accurate and fast identification in the frequency domain.

I. INTRODUCTION

Multirate sampling is becoming more relevant due to increasing performance requirements and system complexity, for example in sampled-data control [1], or networked control systems [2], where multiple interacting loops are sampled at different rates. The multirate sampling results in Linear Periodically Time Varying (LPTV) dynamics [3]. Control design techniques for multirate systems are hampered due to the lack of Linear Time Invariant (LTI) properties.

Frequency-domain representations are an important role for performance evaluation and control design of LTI systems, e.g., as is used in manual loop-shaping techniques [4] and parametric identification [5]. Frequency-domain representation is typically done by Frequency Response Functions (FRFs). The major benefit of FRFs is that they are non-parametric, i.e., no prior knowledge about the system is necessary to identify FRFs. Additionally, FRFs are determined from input-output data, and are fast and inexpensive [6]. Finally, FRFs enable the direct evaluation of stability and robustness margins [7].

Frequency-response methods for performance evaluation and control design of LTI systems cannot be directly applied to LPTV systems, since, in contrast to LTI systems, the frequency separation principle does not hold [8], [9]. Consider for example multirate systems, where a single input frequency influences multiple output frequencies, and a single output frequency is influenced by multiple input frequencies. In [10], [11] equivalent LTI representations are used to identify LPTV systems, however they do not consider frequency-domain representations or closed-loop systems. Alternative frequency-domain representations for sampled-data control are developed in [12], [13], and include the Performance Frequency Gain (PFG) [14], which can be used for performance evaluation. The equivalent description of the PFG for multirate control is developed in [8]. However, identification of the PFG requires a model of the high-rate plant, which is not trivial to identify, or an identification experiments for each individual input frequency is necessary, which is time-consuming. Hence, no time-efficient methods to identify frequency-domain representations of closed-loop multirate systems are present.

Although multirate systems and controller implementations are broadly used, systematic frequency-domain identification techniques for these implementations are not yet available. The aim of this paper is to develop a fast, accurate, and inexpensive frequency-response identification approach for closed-loop multirate systems. The key idea is to use time-invariant representations of LPTV systems [3], [15], that are capable of representing LPTV systems in the frequency domain. The time-invariant representations transform an LPTV system into a larger dimensional LTI system by lifting over time or frequency. Additionally, Local Polynomial Modeling (LPM) [6], that exploits local smoothness of transfer functions, is employed to identify the time-invariant representations of LPTV systems in a single identification experiment. Furthermore, a high-rate plant and the PFG for multirate systems are determined using the identified time-invariant representations through an inverse-lifting procedure. The contributions include:

C1 Single experiment identification of time-invariant representations for LPTV systems by lifting input-output data and applying LPM (Section IV).
C2 The use of these time-invariant representations to identify high-rate plants and the PFG for multirate systems operating in closed-loop, e.g., for the use in sampled-data control systems (Section V).
C3 The developed framework is validated on a closed-loop multirate example (Section VI).

II. PRELIMINARIES

In this section, the notation used in this paper and a description for LPTV systems are presented.
A. Notation

Considered systems have $n_u$ inputs and $n_y$ outputs. All systems are discrete, and the frequency response is denoted with $G(e^{i\omega})$. Sampled discrete-time signals are denoted as $\nu[n]$, with discrete time $n \in \{0, 1, \ldots, N - 1\}$, and $N$ the total amount of samples. The operator $q$ is the forward shift operator, i.e., $q\nu[n] = \nu[n + 1]$. Discrete-time Fourier transforms of signals are given by $V(\nu[n])$, with $\omega \in [0, 2\pi)$. The discrete-time Fourier transform based on finite amount of samples $\omega = \frac{2\pi}{N} k$, $\forall k \in \{0, 1, \ldots, N - 1\}$ is given by the Discrete Fourier Transform (DFT) [6, Section 2.2.2]

$$V(k) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} \nu[n] e^{-j2\pi nk/N},$$

with $k$ the $k$'th frequency bin. The $(i, j)$'th element of matrix $A$ is denoted as $A_{i,j}$ and the conjugate transpose as $A^H$.

B. Description of LPTV Systems

The input-output behavior of LPTV system $G_{LPTV}(q, n)$, evaluated at time $n$, is given by the impulse response [3]

$$y[n] = \sum_{i=0}^{\infty} M_i[n] q^{-i} u[n],$$

$$= G_{LPTV}(q, n) u[n]$$

where the matrix coefficients $M_i[n] \in \mathbb{R}^{n_y \times n_u}$ are $F$-periodic functions, i.e., $M_i[n] = M_i[n + F]$.

III. Problem Formulation

In this section, the problem considered is presented. First, the problem setup is given. Second, the problem associated to the identification of FRFs for multirate systems is shown. Finally, the problem addressed in this paper is defined.

A. Problem Setup

In this paper, the multirate feedback control structure in Fig. 1 is considered, where the plant $P_h$ is sampled on a high-rate $\omega_h$, operating in closed-loop with a stabilizing controller $K_l$ on a low-rate $\omega_l$. The sampling times of the low- and high-rate are related by $h_l = F h_h$, with $F \in \mathbb{N}$. Note that more than two sampling rates are possible, however, they should have a common divisor. The downsampler and multirate zero-order-hold reconstructor are defined in [16] and [8], respectively.

![Fig. 1. Multirate feedback structure for system identification considered in this paper, with downsampler $S_d$, low-rate controller $K_l$, a multirate zero-order-hold reconstructor $H_u$, and high-rate plant $P_h$.](image)

![Fig. 2. $Y_h$ (--) and $R_h$ (--) for the multirate system with $F = 3$.](image)
C. Problem Definition

Identification techniques for multirate systems are hampered due to the lack of the frequency-separation principle. First, closed-loop identification of the high-rate plant $P_h$ is not trivial, due to the lack of the frequency separation principle. Second, experimental identification of the PFG is time-consuming since the excitation signal can only contain a single frequency to circumvent the frequency-separation principle. Therefore, the aim of this paper is to develop an identification procedure that identifies frequency-domain representations of multirate systems in a single experiment.

IV. LPM Identification of Time-Invariant Representations of LPTV Systems

In this section, LPTV systems are identified in a single experiment, leading to contribution C1. First, time-invariant representations of LPTV systems from literature are presented, that transform LPTV systems into higher dimensional LTI systems. Second, the time-invariant representations are identified in a single experiment by lifting the input-output data of LPTV systems and exploiting LPM.

A. Time-Invariant Representations of LPTV Systems

Time-invariant representations are used to represent LPTV in the frequency domain, where in this paper, the time-lifted and frequency-lifted reformulations are considered. First, the time-lifted reformulation gathers the values of a signal from one period into an augmented signal, i.e., the time-lifted signal [15], [17], as given in Definition 2.

Definition 2 (Time-lifted signals) Given a signal $\nu_h[n] \in \mathbb{R}^{n_v}$, the time-lifted signal $\nu_h[l] = L \nu_h[n] \in \mathbb{R}^{F_{n_v}}$ with lifting operator $L$, is given by

$$\nu[l] = [\nu_h^T [lF] \nu_h^T [lF + 1] \ldots \nu_h^T [lF + F - 1]]^T.$$  (8)

Using time-lifted signals, LPTV systems are transformed into LTI systems, as seen in Lemma 1.

Lemma 1 (Time-lifted reformulation of LPTV systems)
The time-lifted representation of $G_{LPTV}$ from (1) is

$$\hat{G} = LG_{LPTV}L^{-1} \in \mathbb{R}^{F_{n_v} \times F_{n_v}},$$  (9)

having LTI input-output behavior

$$\hat{y} = \hat{G} \hat{u}.$$  (10)

In the frequency domain, the elements of $\hat{G}$ are given by

$$\hat{G}_{[p,q]}(e^{j\omega}) = \frac{e^{j(p-q)\frac{\pi}{F}}}{F} \sum_{f=0}^{F-1} G_{LPTV}(e^{j\omega \frac{f}{F}}, p-1, q) e^{j(p-q)\frac{f}{F}},$$  (11)

where $p, q \in \{1, 2, \ldots, F\}, \phi = e^{j\frac{\pi}{F}}$, and $G_{LPTV}$ from (1).

Proof: For a proof, see, e.g., [1, Section 8.3] and [3, Section 6.2.2].

Second, lifting is also done directly in the frequency-domain [18]. Frequency-lifted signals are given by Definition 3

Definition 3 (Frequency-lifted signals) Given a discrete-time Fourier transform of a signal $V_h(e^{j\omega}) \in \mathbb{C}^{n_v}$, the frequency-lifted signal $\tilde{V}(e^{j\omega}) \in \mathbb{C}^{F_{n_v}}$ is given by

$$\tilde{V}(e^{j\omega}) = [V_h^T(e^{j\omega}) V_h^T(e^{j\omega} \phi) \ldots V_h^T(e^{j\omega} \phi^{F-1})]^T.$$  (12)

The elements of $\tilde{V}$ include aliased signals of the original signal $V_h$. Using frequency-lifted signals, LPTV systems are transformed into LTI systems, as seen in Lemma 2.

Lemma 2 (Frequency-lifted reformulation of LPTV systems) The frequency-lifted representation of LPTV system $G_{LPTV}$ from (1) is given by

$$\tilde{G}(z) = M(z) \tilde{G}(zF)M^{-1}(z) \in \mathbb{R}^{F_{n_v} \times F_{n_u}},$$  (13)

where $z = e^{j\omega},$

$$M(z) = \begin{bmatrix} I & z & \ldots & e^{-(F+1)j\omega} I \\ z^{-1} I & I & \ldots & e^{j\omega} I \\ \vdots & \vdots & \ldots & \vdots \\ I & (z\phi)^{-1} \ldots & (z\phi)^{-F+1} \end{bmatrix},$$  (14)

and having LTI input-output behavior

$$\tilde{y} = \tilde{G} \tilde{u}.$$  (15)

Proof: The proof follows from Lemma 1 and the fact that $M$ is an LTI operator [3, Section 6.4].

B. LPM for Time-Invariant Representations of LPTV Systems

Ideally, the FRFs of LPTV systems have to be identified in a single identification experiment. In this paper, the input-output data of LPTV systems is lifted, resulting in an equivalent multivariable LTI system. Consequently, LPM is utilized to identify the multivariable LTI system in a single experiment, which is possible since LPM exploits the local smoothness of transfer functions.

Define the time-lifted or frequency-lifted input in the frequency domain as $\tilde{U}(\omega)$ and the output as $\tilde{Y}(\omega)$, which, for open-loop lifted system $\tilde{G}(e^{j\omega}) \in \mathbb{C}^{F_{n_v} \times F_{n_u}}$, is equal to

$$\tilde{Y}(\omega) = \tilde{G}(e^{j\omega})\tilde{U}(\omega) + \tilde{V}(\omega) + \tilde{T}(e^{j\omega}),$$  (16)

with noise contribution $\tilde{V}(\omega)$ and transient contribution $\tilde{T}(e^{j\omega})$, combining both the noise and system transient. A local window $r$ can be taken around it in the frequency domain, ranging from $r \in \{-n, \ldots, n\}$, i.e.,

$$\tilde{Y}(k+r) = \tilde{G}(e^{j\omega_{k+r}})\tilde{U}(k+r) + \tilde{V}(k+r) + \tilde{T}(e^{j\omega_{k+r}}),$$  (17)

where the lifted systems are approximated using polynomials $\tilde{g}_{\omega_{k}}(k)$ and $\tilde{t}_{\omega_{k}}(k)$ [6], i.e.,

$$\tilde{G}(e^{j\omega_{k+r}}) \approx \sum_{s=1}^{R} \tilde{g}_{\omega_{k}}(s)r^{s},$$  (18)

$$\tilde{T}(e^{j\omega_{k+r}}) \approx \sum_{s=1}^{R} \tilde{t}_{\omega_{k}}(s)r^{s},$$

where $R$ is typically chosen as 2. These approximations are now used in (17), resulting in

$$\tilde{Y}(k+r) \approx \tilde{T}(e^{j\omega_{k+r}}),$$  (19)

with $\tilde{\theta} \in \mathbb{C}^{F_{n_v} \times (R+1)(F_{n_u}+1)}$ containing $\tilde{G}(e^{j\omega_{k+r}})$, $\tilde{T}(e^{j\omega_{k+r}})$.
\( g_s(k) \) and \( r_s(k) \) and vector \( K(k + r) \in \mathbb{C}(R+1)(F_{n+1}) \) is
\[
K(k + r) = \left[ K_1(r) \otimes U(k + r) \right], \tag{20}
\]
with \( \otimes \) the Kronecker product. Collecting input-output data results in the least-squares optimum system estimate \( \hat{G} \) as
\[
\hat{G}(e^{j\omega k}) = \left( Y_n K_n^H (K_n K_n^H)^{-1} \right) \left[ F_{n+1} 0 \ldots 0 \right]^\top,
\]
with \( X_n = [X(k - n) \ldots X(k + n)] \). For more details the reader is referred to [6, Section 7.2].

**Remark 1** Since DFT bins \( k - n, \ldots, k + n \) are used for estimating \( \hat{G}(e^{j\omega k}) \), it means that \( \hat{G}(e^{j\omega k'}) \) is correlated with \( \hat{G}(e^{j\omega k}) \) for \( r = -2n, \ldots, 2n \). This explains why more parameters \( (F_{n+1} \times (R+1)(F_{n+1}) \) are able to be identified than the number of measurements \( F_{n+1} \), if
\[
2n + 1 - (R + 1)(F_{n+1}) > F_{n+1}.
\]
Hence, time-shifted or frequency-shifted systems can be identified in a single experiment.

**V. Multirate Closed-Loop Identification of High-rate Plant \( P_h \) and the PFG**

In this section, the method is developed that identifies high-rate plant \( P_h \) and the PFG, operating in multirate closed-loop as seen in Fig. 1, leading to contribution C2. First, lifted representations of the high-rate plant \( P_h \) are calculated by exploiting the result of Section IV. Second, inverse lifting is applied to identify the high-rate plant \( P_h \), that subsequently is used to compute the PFG. Third, it is shown that the bias error of the developed method does not contain the multirate effects illustrated in (3), in contrast to LTI identification techniques. Fourth, the bias errors of the lifting techniques are compared, showing that the frequency-lifted reformation is less sensitive to bias errors introduced by LPM. Finally, the entire developed procedure is presented.

**A. Identification of Time-Lifted and Frequency-Lifted \( P_h \)**

Time-lifted and frequency-lifted representations of high-rate plant \( P_h \) are identified using an indirect method. First, define the LPTV systems
\[
y_h = J_{lPTV} r_h = \left( (I + P_h H_u K_s S_d)^{-1} P_h \right) r_h, \tag{23}
\]
\[
u_h = S_{lPTV} r_h = \left( (I + H_u K_s S_d P_h)^{-1} r_h, \tag{24}
\]
that have lifted representations \( J, \ \tilde{J}, \ S \) and \( \tilde{S} \), as seen in Lemma 1 and Lemma 2. Consecutively, lifted representations of the high-rate plant \( P_h \) are calculated using Theorem 1.

**Theorem 1 (Calculating \( P \) and \( \tilde{P} \))** Given the lifted representations \( J, \ \tilde{J}, \ S \) and \( \tilde{S} \), the lifted plant is obtained using the indirect method [6, Section 2.6.4] as
\[
P = J S^{-1}, \quad \tilde{P} = \tilde{J} \tilde{S}^{-1}. \tag{25}
\]

**Proof:** Use the push-through rule [7, Section 3.2] on \( J \) and substitute, with \( S \), into the right side of (25), i.e.,
\[
J = L P_h (I + H_u K_s S_d P_h)^{-1} L^{-1}, \tag{26}
\]
and substitute, together with \( S \), into the right side of (25), e.g., for time lifting this is equal to
\[
J S^{-1} = L P_h (I + H_u K_s S_d P_h)^{-1} L^{-1} L (I + H_u K_s S_d P_h) \ L^{-1} = L P_h L^{-1} = P,
\]
and the frequency-lifted case follows directly from this. The lifted representations \( P \) and \( \tilde{P} \), in combination with inverse lifting, result in the high-rate plant.

**B. Calculation of High-Rate Plant \( P_h \) and PFG**

The identified time-lifted and frequency-lifted representations of \( P_h \) are used to calculate the high-rate plant \( P_h \) and the PFG. First, the inverse time-lifting and frequency-lifting procedures for LTI systems, seen in respectively Lemma 3 and Lemma 4, are used to estimate the high-rate plant \( P_h \), given \( P \) and \( \tilde{P} \) calculated with Theorem 1.

**Lemma 3 (Inverse time-lifting for LTI systems)** The inverse time-lifting procedure for LTI systems is given by
\[
P_h(e^{j\omega h}) = \sum_{\sigma=0}^{F-1} P^{(\sigma)} (e^{j\omega h F}) e^{-\sigma j\omega_h}, \tag{28}
\]
where \( P^{(\sigma)} \) is the \( \sigma \)-th element of the first column of \( P \).

**Proof:** For a proof, see [3, Section 6.2.1].

**Lemma 4 (Inverse frequency-lifting for LTI systems)**

Inverse frequency-lifting for LTI systems is given by
\[
P_h(e^{j\omega h}) = \tilde{P}(e^{j\omega h \phi(p)}|_{p+1, p+1}), \tag{29}
\]
where \( p \in \{0, 1, \ldots, F - 1\} \) can be chosen.

**Proof:** For a proof, see [3, Section 6.4.1].

In contrast to time lifting, Lemma 4 shows that a single frequency of the frequency-lifted representation \( \tilde{P} \) influences a single frequency of the high-rate plant \( P_h \). Finally, the PFG is calculated differently compared to Definition 1, by using the identified high-rate plant \( P_h \) as seen in [8].

**C. Bias Error for Identifying \( P_h \)**

The bias error when identifying \( P_h \) does not contain LPTV effects, in contrast to LTI identification techniques. However, LPM introduces an interpolation and leakage bias. The bias errors on the lifted plants \( P \) and \( \tilde{P} \), shown in the Appendix, are directly used to calculate the bias on the high-rate plant \( P_h \), as seen in Theorem 2 and Theorem 3.

**Theorem 2 (Bias error on \( P_h \) when using time-lifted reformation)** The bias error on estimation of \( P_h \) for time-
lifted reformulations of LPTV systems is given by
\[
\begin{align*}
    \mathbb{E} \left( \tilde{P}_h (e^{j\omega h}) \right) - P_h (e^{j\omega h}) & = \sum_{\sigma = 0}^{F-1} \left( \tilde{J}_{\Delta} (e^{j\omega h}) - \tilde{P}_e (e^{j\omega h}) \right) e^{-\sigma j\omega h} \\
& \quad - P (e^{j\omega h}) \tilde{S}_{\Delta} (e^{j\omega h}) \tilde{S}^{-1} (e^{j\omega h}) \left|_{[\sigma+1,1]} \right.
\end{align*}
\]  
(30)

with \( X_{\Delta} \) defined in (35), consisting of a polynomial interpolation and leakage error.

**Proof:** Substitute the inverse lifting procedure, seen in (28), into the left side of (30) and apply Lemma 6, i.e.,
\[
\begin{align*}
    \mathbb{E} \left( \tilde{P}_h (e^{j\omega h}) \right) - P_h (e^{j\omega h}) & = \sum_{\sigma = 0}^{F-1} \mathbb{E} \left( \tilde{P}_e (\sigma) (e^{j\omega h} F) \right) e^{-\sigma j\omega h} - \sum_{\sigma = 0}^{F-1} P (\sigma) (e^{j\omega h} F) e^{-\sigma j\omega h} \\
& \quad - P (e^{j\omega h}) \tilde{S}_{\Delta} (e^{j\omega h}) \tilde{S}^{-1} (e^{j\omega h}) \left|_{[\sigma+1,1]} \right.
\end{align*}
\]  
(31)

that, in combination with (36), results in (30).

The bias error on estimating the high-rate plant \( P_h \) using time lifting does not contain LPTV effects. Furthermore, a single frequency of the bias error of the time-lifted elements \( \tilde{P}_e (\sigma+1,1) \) influences \( F \) frequencies of the high-rate plant \( P_h \), due to the lowered Nyquist frequency of the time-lifted representation, and can also be concluded from (28).

**Theorem 3 (Bias error on \( P_h \) when using frequency-lifted reformulation)** The bias error on estimation of \( P_h \) for frequency-lifted reformulations of LPTV systems is
\[
\begin{align*}
    \mathbb{E} \left( \tilde{P}_h (e^{j\omega h}) \right) - P_h (e^{j\omega h}) & = \left( \tilde{J}_{\Delta} (e^{j\omega h}) - \tilde{P}_e (e^{j\omega h}) \right) \\
& \quad - P (e^{j\omega h}) \tilde{S}_{\Delta} (e^{j\omega h}) \tilde{S}^{-1} (e^{j\omega h}) \left|_{[p+1,p+1]} \right.
\end{align*}
\]  
(32)

where \( p \in \{0,1,\ldots,F-1\} \) can be freely chosen.

**Proof:** In the left side of (32), substitute the estimated and true inverse lifting procedure from (29), i.e.,
\[
\begin{align*}
    \mathbb{E} \left( \tilde{P}_h (e^{j\omega h}) \right) - P_h (e^{j\omega h}) & = \mathbb{E} \left( \tilde{P} (e^{j\omega h} \phi^{-p}) \right)_{[p+1,p+1]} - P (e^{j\omega h} \phi^{-p})_{[p+1,p+1]},
\end{align*}
\]  
(33)

which is equal to (32) when applying Lemma 6.

Similar to time lifting, the bias on identifying the high-rate plant \( P_h \) by using frequency lifting does not contain LPTV effects, but solely polynomial interpolation and leakage effects. In contrast to time lifting, the bias of a single frequency of the frequency-lifted reformulation influences only a single frequency of the high-rate plant \( P_h \). This leads to the main result of this paper, a method that is not biased due to LPTV dynamics and does not repeat in the frequency domain.

**D. Procedure of Developed Method**

The developed procedure identifies high-rate model \( P_h \) and the PFG in a single experiment by applying LPM and time-invariant representations, resulting in no bias due to the LPTV dynamics, and is summarized in Algorithm 1.

**Algorithm 1:** Developed method for identifying high-rate plant and the PFG of multirate system.

**Input:** \( F, \omega_{s,h} \)

**Output:** \( \tilde{P}_h, \tilde{P}, \tilde{P}_h, \tilde{P} \)

1. Excite multirate feedback loop in Fig. 1 with suitably designed \( r_h \), covering the entire frequency range
2. Apply time and frequency lifting to signals \( r_h, u_h \) and \( y_h \) and take the DFT into \( \hat{R}, \hat{U}, \hat{Y}, \hat{\tilde{R}}, \hat{\tilde{U}} \) and \( \hat{Y} \) using Definition 2 and Definition 3.
3. Perform LPM on lifted signals to identify lifted representations \( \hat{J}, \hat{\tilde{S}}, \hat{\tilde{J}}, \hat{\tilde{S}} \), see Section IV-B.
4. Use Theorem 1 to estimate \( \hat{P} \) and \( \hat{\tilde{P}} \).
5. Apply inverse lifting procedure from Lemma 3 and Lemma 4 on \( \hat{P} \) and \( \hat{\tilde{P}} \), resulting in \( \tilde{P}_h \).
6. Calculate \( \hat{P} \) with \( \tilde{P}_h \) as described in [8].

![Fig. 3. Bode magnitude diagram of the example plant \( P_h \).](image-url)
C. Results

The framework identifies high-rate plant $P_h$ and the PFG for the multirate closed-loop. The achieved modeling error on $P_h$ and the PFG using the compared methods can be seen in Fig. 4 and Fig. 5. The following observations are made.

- Time lifting outperforms ETFE and LPM in terms of the modeling error for most frequencies, but performs worse around 80 Hz. This can be explained with (30), that shows bias errors of the lifted representations repeat in the frequency-domain for the high-rate plant, in this case the error for low frequencies is repeated.
- The modeling error of the developed method using frequency lifting outperforms the other methods, since it does not ignore LPTV effects and the bias introduced by LPM is not repeated in the frequency domain.

VII. CONCLUSIONS

In this paper, a method is developed to identify the PFG for multirate systems operating in closed loop. Multivariable time-invariant representations of closed-loop transfer functions are identified in a single experiment by applying LPM. The original high-rate system is found by inverse lifting. A benchmark example shows that the estimation of both the original system and the PFG has improved significantly compared to neglecting LPTV dynamics of multirate systems.

Ongoing research is directed at exploiting the additional structure which is present in time- or frequency.lifted representations to improve the LPM estimate. Lastly, experimental validation of the framework is ongoing work.

APPENDIX - BIAS ERRORS ON LIFTED SYSTEMS

The bias on lifted LPTV systems is shown in Lemma 5.

Lemma 5 (Bias error in lifted transfer functions) The bias errors that are introduced by LPM when identifying lifted transfer functions are given by

$$\mathbb{E}(\hat{G}) - G = G_\Delta$$

where,

$$X_\Delta = X^{(R+1)}O_{intX} \left( \frac{n/N}{(R+1)} \right) + O_{leakX} \left( \frac{n/N}{(R+2)} \right).$$

and $X^{(R+1)}$ the $(R+1)$'th derivative of $X$ with respect to frequency, interpolation and leakage error $O_{intX}$ and $O_{leakX}$.

Proof: For a proof, see [6, Section 7.2.2].

Second, the bias on $\hat{P}$ and $\hat{P}$ is given in Lemma 6.

Lemma 6 (Bias errors on lifted plants) The bias error on estimating the time.lifted or frequency.lifted plant $P$ or $\hat{P}$ operating in closed-loop is approximately equal to

$$\mathbb{E}(\hat{P}) - P = (J_\Delta - S \Delta) \tilde{S}^{-1},$$

$$\mathbb{E}(\hat{P}) - \hat{P} = (J_\Delta - \tilde{P} \tilde{S} \Delta) \tilde{S}^{-1}.$$

Proof: For a proof, see [6, Appendix 7.7].
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