MODIFIED POISSON-NERNST-PLANCK MODEL WITH ACCURATE COULOMB CORRELATION IN VARIABLE MEDIA
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Abstract. We derive a set of modified Poisson-Nernst-Planck (mPNP) equations for ion transport from the variation of the free energy functional which includes the many-body Coulomb correlation in media of variable dielectric coefficient. The correlation effects are considered through the Debye charging process in which the self energy of an ion is governed by the generalized Debye-Hückel equation. We develop the asymptotic expansions of the self energy taking the ion radius as the small parameter such that the multiscale model can be solved efficiently by numerical methods. It is shown that the variations of the energy functional give the self-energy-modified PNP equations which satisfy a proper weak formulation. We present numerical results from different asymptotic expansions with a semi-implicit conservative numerical method and investigate the effect of the Coulomb correlation.
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1. Introduction. The understanding of the transport of charged particles in micro/nanoscale systems is of importance in many natural phenomena and has wide engineering applications [1]. The Poisson-Nernst-Planck (PNP) theory, which is composed of the Nernst-Planck equations for the ionic flux under the concentration gradient and electrical field, and the Poisson equation for the electrical potential, is a classical continuum model to describe the ionic transport in solution and has been shown to be successful in lots of applications including nanofluidics and microfluidics [2,3], semi-conductor devices [4] and transmembrane ion channels [5].

The traditional PNP model cannot make correct prediction for systems with divalent ions or with a dielectric boundary because it treats ions as point charges without short-range size effect and ignores the long-range Coulomb correlation. The improvement of the mean-field approximation has attracted wide attention in recent decades [6–14]. The steric effect between particles can be considered by introducing the excess free energy functional given by solvent entropy [10], Lennard-Jones kernel [9], Carnahan-Starling local density approximation [15,16] or modified fundamental measure theory [17,18], see reviews [13,19] for discussions of this issue. For the long-ranged Coulomb correlation, Bazant et al. [20] proposed a fourth-order Poisson-Boltzmann (PB) model by introducing a parameter of correlation length, which has been further developed recently [21–23]. Another promising routine is by introducing a self-energy correction to the potential of mean force using the generalized Debye-Hückel equation, which can be derived under the point-charge approximation (PCA) by the Debye closure of the BBGKY hierarchy [24], random phase approximation in density functional theory [25] or the Gaussian variational field theory [26–28] for equilibrium systems. The PDEs under the PCA are unstable [29] for strong-coupling
systems because cations and anions may collapse when the interaction is strong. To go beyond PCA, Wang [30] used the variational field theory to derive a generalized Debye-Hückel equation for finite-sized ions with Gaussian charge distribution, which first revealed the importance of the ionic self energy for mobile ions with finite size and obtained the Born solvation energy in variable dielectric media by performing expansion using ionic radius as small parameter, and provides the theoretical framework for accounting for these many-body effects. It should be noted that the dielectric permittivity in electrolytes could depend on the ionic concentration as well as the electrical field [19, 31–35], thus the Born solvation energy should play important role due to strong variations in the ion concentration or the electric field. Accounting for the Born energy and ionic correlation in a continuum model is essential to explain many phenomenon such as the nonmonotonic concentration dependence of the mean activity coefficient of simple electrolytes [36] and quantitative investigation of single ion activities [37]. The extension of these models from equilibrium to time-dependent dynamics with the Fick’s law is straightforward, and results in the modified PNP equations.

In this work, we derive the system free energy through the Debye charging process [38], which accounts for the Coulomb correlation of ions with finite size and the dielectric effect through a self energy term. The self energy is described by the generalized Debye-Hückel equation with variable coefficients. When finite ion size is considered, the equation is high-dimensional as the local dielectric coefficient is modified by the located ion, i.e., six dimensions for real 3 dimensional systems. Furthermore, the difference between ionic size and the Debye screening length leads to a multi-scale problem. To overcome these difficulties, asymptotic expansions of the self energy by taking the ionic size as a small parameter. The resulting modified PB/PNP equations or similar versions had been used by different authors to investigate important physical features such as the double layer structure and like-charge attraction [39–42]. With the asymptotic self-energy expression, we find the connection between the chemical potential and self energy, so that the modified PNP equation can preserve a simple form and satisfy a proper energy dissipation law thus a weak formulation. We compare the results by different kind of approximations, and demonstrate the new formulations can predict correct physics in more accurate.

On the other hand, numerical solutions of the PNP and the modified PNP equations can be very challenging, and have attracted much interest recently [43,44]. The modified PNP equations subject to suitable boundary conditions make new difficulties in numerical solutions, since the correlation function may lead to the local condensation of ions and the non-monotonic ionic distributions. In Section 3, we develop a semi-implicit numerical method to solve the modified PNP equations with the mass conservation. We perform numerical example to show that the method can capture correct physical features.

2. Coulomb correlation in variable media. To take into account the correlation contribution in the PNP framework, we start from the free energy formulation. The modified PNP equations are derived through the energetic variational approach [9, 45] such that the energy dissipation law and a proper weak formulation will be automatically fulfilled.

Let $\Omega$ be the electrolyte region and $\Gamma = \partial \Omega$ be its boundary. Suppose there are $N$ ionic species in the electrolyte with $z_i$ being the valence of species $i$ and each ion is modeled as a hard sphere with radius $a$ and a point charge in the center. In the
mean-field theory, the free energy functional is given by,

\[
F^{\text{mf}}[c_1, c_2, \cdots, c_N] = \int_{\Omega} \left[ \frac{\varepsilon(r)}{2} |\nabla \phi(r)|^2 + \sum_{i=1}^{N} k_B T c_i(r) \log c_i(r) - 1 \right] dr, \tag{2.1}
\]

where \(c_i(r)\) is the concentration distribution of the \(i\)th ion species, \(k_B\) is the Boltzmann constant, \(T\) is the temperature, \(\varepsilon(r)\) is the space dependent dielectric permittivity, and the mean electrical potential \(\phi(r)\) satisfies the Poisson’s equation,

\[
-\nabla \cdot \varepsilon(r) \nabla \phi(r) = \sum_{i=1}^{N} z_i c_i(r), \tag{2.2}
\]

with proper boundary conditions. Since the dielectric environment is inhomogeneous, we should consider the contribution \(F^\text{Born} = \sum_{i=1}^{N} \int_{\Omega} c_i(r) U_i^\text{Born}(r) dr\) from the Born energy of each ion,

\[
U_i^\text{Born}(r) = \frac{z_i^2 e^2}{2} \lim_{r' \to r} \left[ G_0(r, r') - \frac{1}{4\pi \varepsilon_0 |r - r'|} \right], \tag{2.3}
\]

with \(G_0\) defined below in Eq. (2.6). Therefore the finiteness of the ionic radius \(a\) is essential for variable media as the zero-radius limit leads to the divergence of the Born solvation energy. Here \(\varepsilon\) is not assumed to be concentration dependent nor field dependent for simplicity, or we need extra terms to describe the polarization.

2.1. Debye charging process. The Debye charging process considers a hypothetical process, in which all ions are charged with the same rate from zero charge to its full charge. The work done during the process is equal to the free energy difference and thus can be used to calculate ionic chemical potential or activity coefficients [38]. When a source charge is located at \(r'\), the dielectric permittivity is locally dependent on the source location due to the finite size of the ion,

\[
\varepsilon(r, r') = \begin{cases} 
\varepsilon_0, & |r - r'| < a, \\
\varepsilon(r), & \text{otherwise.} 
\end{cases} \tag{2.4}
\]

We choose the reference system to be the ideal gas, i.e., its particle-particle interaction is \(v_0(r, r') = 0\), and increase the valences of all particles up to full charges: At stage \(\lambda\) with \(0 \leq \lambda \leq 1\), the valence of the \(i\)th species becomes \(\lambda z_i\), and the pairwise potential is thus,

\[
v_{ij}(r, r'; \lambda) = \lambda^2 v_{ij}(r, r') = \lambda^2 z_i z_j e^2 G_0(r, r'), \tag{2.5}
\]

where \(G_0\) is governed by,

\[
-\nabla \cdot \varepsilon(r, r') \nabla G_0(r, r') = \delta(r - r'). \tag{2.6}
\]

When \(\lambda = 0\), it is the ideal gas reference system, and when \(\lambda = 1\), it becomes the real electrolyte system of interest.

We introduce the standard perturbation theory for many-body systems [46]. Let \(F^\text{corr}\) be the correlation free energy as a functional of single particle density. Then it can be expressed as,

\[
F^\text{corr}[c_1, c_2, \cdots, c_N] = \frac{1}{2} \sum_{i,j=1}^{N} \int_0^1 d\lambda^2 \int_{\Omega} \int_{\Omega} c_i(r) c_j(r') h_{ij}(r, r'; \lambda) v_{ij}(r, r') dr dr', \tag{2.7}
\]
where \( h_{ij}(\mathbf{r}, \mathbf{r}'; \lambda) = c_{ij}(\mathbf{r}, \mathbf{r}'; \lambda)/c_i(\mathbf{r})c_j(\mathbf{r}') - 1 \) is the total correlation function, with \( c_{ij}(\mathbf{r}, \mathbf{r}'; \lambda) \) being the two-particle density distribution function, which can be viewed as the joint distribution of \( c_i(\mathbf{r}) \) and \( c_j(\mathbf{r}') \). In the mean-field theory \( c_{ij}(\mathbf{r}, \mathbf{r}'; \lambda) \approx c_i(\mathbf{r})c_j(\mathbf{r}') \) and \( h_{ij}(\mathbf{r}, \mathbf{r}'; \lambda) \approx 0 \), meaning no correlation is included. In our model, we are motivated to go beyond mean-field theory and take into account the electrostatic correlation between ions. We describe the total free energy as,

\[
F[c_1, c_2, \ldots, c_N] = \int \left[ \frac{\varepsilon(\mathbf{r})}{2} |\nabla \phi(\mathbf{r})|^2 + \sum_{i=1}^{N} k_B T c_i(\mathbf{r}) \log c_i(\mathbf{r}) - 1 \right] d\mathbf{r} + \int d\mathbf{r} \int_0^1 d\lambda \left( 2\lambda \sum_{i=1}^{N} c_i(\mathbf{r}) U_i(\mathbf{r}; \lambda) \right). \tag{2.8}
\]

The second term is the correction to the classical mean field theory, where the self-energy \( U_i \) includes the Born solvation energy (2.3) and electrostatic correlation (2.7),

\[
U_i(\mathbf{r}; \lambda) = U_i^{\text{Born}}(\mathbf{r}) + \frac{1}{2} \sum_{j=1}^{N} \int_{\Omega} c_j(\mathbf{r}') h_{ij}(\mathbf{r}, \mathbf{r}'; \lambda) v_{ij}(\mathbf{r}, \mathbf{r}') d\mathbf{r}' \tag{2.9}
\]

### 2.2. Self energy

The self energy (2.9) is treated at the Debye–Hückel level, which means only the test ion is considered with finite radius while the surrounding mobile ions are still treated as point charges. Let \( B(\mathbf{r}') = \{ \mathbf{r} : |\mathbf{r} - \mathbf{r}'| < a \} \) be the spherical domain of a test ion located at \( \mathbf{r}' \), and \( \chi(\mathbf{r} - \mathbf{r}') \) is the indicator function of its complementary set \( B^c = \mathbb{R}^3 \setminus B \), i.e., \( \chi = 0 \) for \( \mathbf{r} \in B(\mathbf{r}') \) and 1 elsewhere. Assume adding an hard sphere at location \( \mathbf{r} \) will not change the surrounding ionic distribution except the interior domain of the ion sphere is inaccessible, i.e. the short-range hard core correlation is ignored. Then replace the hard sphere with the \( i \)th ion, as a consequence, the electrostatic potential will change by \( \phi_\lambda \), which satisfies,

\[
- \nabla \cdot \varepsilon(\mathbf{r}, \mathbf{r}') \nabla \phi_\lambda(\mathbf{r}, \mathbf{r}') = \chi(\mathbf{r} - \mathbf{r}') \sum_j \lambda z_j e c_j(\mathbf{r}) h_{ij}(\mathbf{r}, \mathbf{r}'; \lambda) + \lambda z_i e \delta(\mathbf{r} - \mathbf{r}'), \tag{2.10}
\]

where the first term on the right hand side is the charge fluctuation due to the insert of the ion and the second term represents the point charge within the ion. We use the Loeb closure [47] in domain \( B^c(\mathbf{r}) \),

\[
h_{ij}(\mathbf{r}, \mathbf{r}'; \lambda) \approx -\beta \lambda z_j e \phi_\lambda(\mathbf{r}, \mathbf{r}'), \tag{2.11}
\]

where \( \beta = 1/k_B T \) is the inverse thermal energy. Then we obtain the generalized Debye–Hückel (GDH) equation [40, 48] with \( \phi_\lambda = \lambda z_i e G_\lambda \),

\[
- \nabla \cdot \varepsilon(\mathbf{r}, \mathbf{r}') \nabla G_\lambda(\mathbf{r}, \mathbf{r}') + 2\lambda^2 \chi(\mathbf{r} - \mathbf{r}') I(\mathbf{r}) G_\lambda(\mathbf{r}, \mathbf{r}') = \delta(\mathbf{r} - \mathbf{r}'), \tag{2.12}
\]

where \( I \) is the ionic strength defined by,

\[
I(\mathbf{r}) = \frac{1}{2} \beta \varepsilon c^2 \sum_{i=1}^{N} c_i z_i^2. \tag{2.13}
\]

Notice that the pairwise potential between the \( i \)th fixed test ion and the \( j \)th free ion is \( v_{ij}(\mathbf{r}, \mathbf{r}') = z_i z_j G_0(\mathbf{r}, \mathbf{r}') \). The self energy of the \( i \)th ion defined in Eq. (2.9) is expressed as,

\[
U_i(\mathbf{r}; \lambda) = \frac{1}{2} z_i^2 e^2 \lim_{\mathbf{r}' \to \mathbf{r}} \left[ G_\lambda(\mathbf{r}, \mathbf{r}') - \frac{1}{4\pi \varepsilon_0 |\mathbf{r} - \mathbf{r}'|} \right] = \frac{1}{2} z_i^2 e^2 u(\mathbf{r}; \lambda). \tag{2.14}
\]
Now we have the total free energy as a functional of the ionic concentrations, and the chemical potential can be computed through the functional derivatives. In literature, there is another process called the Güntelberg charging process \[49\], where only one central ion goes through the hypothetical charging, while other ions remain fully charged. Similar derivation can also be applied to the Güntelberg charging process, resulting in the excess chemical potential,

\[
\mu^\text{ex}_i(r) = U_i(r; \lambda = 1).
\] (2.15)

However, these two charging processes do not necessarily give the same result of chemical potential \[50\] and unfortunately, the chemical potential given by the free energy functional (2.8) does not have the simple form as (2.15).

2.3. Asymptotic expansions. In order to develop a PDE model that can be solved efficiently, we apply the asymptotic method for (2.12) to obtain a simplified equation by considering the ionic radius \(a\) to be a small parameter in comparison with the inverse Debye length. We first introduce the PCA which together with the Born energy is the zeroth order asymptotics of the GDH equation, and then discuss higher order extensions.

2.3.1. Point charge approximation. At the limit of \(a \to 0\), ions are point charges and the GDH equation becomes,

\[
-\nabla \cdot \varepsilon(r) \nabla G^\Lambda_\lambda(r, r') + 2\lambda^2 I(r) G^P_\lambda(r, r') = \delta(r - r').
\] (2.16)

Since the Born energy becomes singular at the zero radius, we shall consider it later on and define the self energy by,

\[
U^P_i(r; \lambda) = \frac{1}{2} z_i^2 e^2 u^P_i(r; \lambda) = \frac{z_i^2 e^2}{2} \lim_{r' \to r} \left[ G^P_\lambda(r; r') - \frac{1}{4\pi\varepsilon(r)|r - r'|} \right].
\] (2.17)

The Green’s function \(G^\Lambda_\lambda(r, r')\) can be viewed as the inverse of the modified Helmholtz operator, which is still hard to solve by numerical methods. Since we are only interested in the diagonal components, i.e., the self Green’s function \(G^\Lambda_\lambda(r, r)\), the selected inversion algorithm \[51\] can be employed for the purpose \[29\]. Although the self energy is well-defined, however it ignores the excluded-volume effect and would lead to the instability for strong correlated systems due to the ionic collapse. Furthermore, since it does not include the Born energy of an ion, an appropriate treatment of it should introduce the ionic radius again.

2.3.2. Higher-order approximations. The Green’s identities are employed to expand the asymptotic expansion into higher orders. Let us rewrite the GDH equation (2.12) into an integral form,

\[
G_\lambda(r, r') = \int \delta(p - r) G_\lambda(p, r') dp
= \int \left[ -\nabla_p \cdot \varepsilon(p) \nabla_p G^\Lambda_\lambda(p, r) + 2\lambda^2 I(p) G^P_\lambda(p, r) \right] G_\lambda(p, r') dp,
\] (2.18)

where \(\nabla_p\cdot\) and \(\nabla_p\) are divergence and gradient operators with respect to \(p\). Similarly,

\[
G^P_\lambda(r, r') = \int \delta(p - r') G^P_\lambda(r, p) dp
\]
\[
\int \left[ -\nabla_p \cdot \epsilon(p, r') \nabla_p G_\lambda(p, r') + 2 \lambda^2 \chi(p - r') I(p) G_\lambda(p, r') \right] G_\lambda^p(r, p) dp. (2.19)
\]

We shall use the fact that \( \epsilon(p, r') = \epsilon(p) \) outside \( B(r') \) and \( \epsilon(p, r') = \epsilon_0 \) inside \( B(r') \), and notice that \( \chi \) is the indicator function of \( B^c \). Subtracting (2.19) from (2.18) and use Green's identities, we have,

\[
G_\lambda(r, r') - G_\lambda^p(r, r') = \int_{B^c(r') \setminus \partial B(r')} [G_\lambda^p(p, r) \nabla_p \cdot \epsilon(p) G_\lambda(p, r') - G_\lambda(p, r') \nabla_p \cdot \epsilon(p) G_\lambda^p(p, r)] dp
+ \int_{\partial B(r')} [G_\lambda^p(p, r) \partial_n \epsilon(p) G_\lambda(p, r') - G_\lambda(p, r') \partial_n \epsilon(p) G_\lambda^p(p, r)] dp + 2 \lambda^2 I(p) G_\lambda^p(r, p) G_\lambda(r, r') \]  

\[
\text{(2.20)}
\]

where \( \partial / \partial n \) is the outer normal derivatives. We use the interface conditions on \( \partial B(r') \), namely, functions \( G_\lambda^p(p, r') \), \( G_\lambda(p, r') \), \( \epsilon(p, r') \partial_\pi \epsilon_0 G_\lambda(p, r') \) and \( \epsilon(p) \partial_\pi G_\lambda^p(p, r') \) are all continuous across the interface, and we then obtain,

\[
G_\lambda(r, r') - G_\lambda^p(r, r') = \left[ 1 - \frac{\epsilon_0}{\epsilon(r)} \right] G_\lambda(r, r') + \lambda^2 \int_{B^c(r')} \frac{\epsilon_0 \kappa^2(p) G_\lambda^p(p, r) G_\lambda(p, r') dp}{\epsilon(p)}
- \int_{\partial B(r')} G_\lambda(p, r') \frac{\epsilon_0}{\epsilon(p)} \nabla_p \epsilon(p) \cdot \nabla_p G_\lambda^p(p, r) dp + \int_{\partial B(r')} (\epsilon_0 - \epsilon(p)) \lambda^2 \nabla_\pi G_\lambda(p, r) \frac{\partial \epsilon_0}{\partial n} \partial_\pi G_\lambda^p(p, r) dp, \]  

\[
\text{(2.22)}
\]

where \( \kappa \) is the inverse of the local Debye-length function, \( \kappa(p) = \sqrt{2 I(p) / \epsilon(p)} \). Define the nonsingular parts of \( G_\lambda \) and \( G_\lambda^p \) through,

\[
\begin{align*}
G_\lambda^p(r, r') &= \frac{1}{4 \pi \sqrt{\epsilon}(r) \sqrt{\epsilon(r')} |r - r'|} + \Phi_\lambda^p(r, r'), \\
G_\lambda(r, r') &= \frac{1}{4 \pi \epsilon_0 |r - r'|} + \Phi_\lambda(r, r').
\end{align*}
\]

\[
\text{(2.23)}
\]

Thus, in whole space of \( \Omega \), \( \Phi_\lambda^p \) satisfies,

\[
- \nabla \cdot \epsilon(r) \nabla \Phi_\lambda^p(r, r') + 2 \lambda^2 I(r) \Phi_\lambda^p(r, r') = - \frac{\lambda^2 \kappa^2(r) \sqrt{\epsilon(r)} + \nabla^2 \sqrt{\epsilon(r)}}{4 \pi |r - r'| \sqrt{\epsilon(r')}}.
\]

\[
\text{(2.24)}
\]

Assume \( \epsilon(r) \) and \( \kappa(r) \) are smooth functions, then \( \Phi_\lambda^p \) and \( \nabla \Phi_\lambda^p \) are smooth too. Since we are only interested in the diagonal entries of \( G_\lambda \), by substituting (2.23) into (2.22) and taking the limit \( r' \to r \), we obtain,

\[
\frac{\epsilon_0}{\epsilon(r)} \Phi_\lambda(r, r) - \Phi_\lambda^p(r, r) = \lambda^2 S_1 - S_2 + S_3, \]

\[
\text{(2.25)}
\]
where $S_1$, $S_2$ and $S_3$ are the integrals given in (2.22) after taking the limit $r' \to r$, i.e.,

$$
\begin{align*}
S_1(r; \lambda) &= \int_{B(r)} \varepsilon_0 \kappa^2(p) G^\lambda_r(p, r) d\mathbf{p}, \\
S_2(r; \lambda) &= \int_{B(r)} G^\lambda_r(p, r) \frac{\varepsilon_0}{\varepsilon(p)} \nabla_p \varepsilon(p) \cdot \nabla_p G^\lambda_r(p, r) d\mathbf{p}, \\
S_3(r; \lambda) &= \int_{\partial B(r)} G^\lambda_r(p, r) (\varepsilon_0 - \varepsilon(p)) \frac{\partial}{\partial n} G^\lambda_r(p, r) d\mathbf{p}.
\end{align*}
$$

(2.26)

Now we can obtain a higher-order asymptotic expansion by calculating the integrals within the ball $B$ and the integral on its boundary. For the leading order, we can use the singular parts of $G^\lambda_r$ and $G^\lambda_r$. This yields,

$$
\begin{align*}
S_1(r; \lambda) &\approx \int_{B(r)} \frac{1}{4\pi \sqrt{\varepsilon(r) \varepsilon(p)}} \frac{\varepsilon_0 \kappa^2(p)}{\varepsilon_0 |r - p|} \frac{1}{4\pi \varepsilon_0 |r - p|} d\mathbf{p}, \\
S_2(r; \lambda) &\approx \int_{B(r)} \frac{1}{4\pi \varepsilon(p) |r - p|} \nabla_p \varepsilon(p) \cdot \frac{1}{4\pi \sqrt{\varepsilon(r) \varepsilon(p)}} |r - p| d\mathbf{p}, \\
S_3(r; \lambda) &\approx - \int_{\partial B(r)} \frac{\varepsilon_0 - \varepsilon}{\varepsilon} (\varepsilon_0 \varepsilon(p)) \frac{\partial}{\partial n} \frac{1}{4\pi \sqrt{\varepsilon(r) \varepsilon(p)}} |r - p| d\mathbf{p}.
\end{align*}
$$

(2.27)

Clearly, $S_1 \sim O(a)$, $S_2 \sim O(a)$, and $S_3$ has the leading asymptotics of order $a^{-1}$,

$$
S_3(r; \lambda) \sim - \left( \frac{1}{\varepsilon(r)} - \frac{1}{\varepsilon_0} \right) \frac{1}{4\pi a}.
$$

(2.28)

which dominates the right hand side of Eq. (2.25). Since $u^P = O(1)$, we can easily obtain a zeroth-order approximation of the self energy,

$$
u^{(0)}(r; \lambda) = \left( \frac{1}{\varepsilon(r)} - \frac{1}{\varepsilon_0} \right) \frac{1}{4\pi a} + u^P(r; \lambda).
$$

(2.29)

This is the Born energy correction to the PCA.

In order to compute the coefficients of $O(a)$ terms, we need to evaluate the integrals up to one more order. We have,

$$
\begin{align*}
S_1(r; \lambda) &= \left( \frac{\varepsilon_0}{\varepsilon(r)} + 1 \right) \frac{\kappa^2(r) a}{8\pi \varepsilon(r)} + O(a^2), \\
S_2(r; \lambda) &= - \left( \frac{\varepsilon_0}{\varepsilon(r)} + 1 \right) \frac{a \nabla^2 \varepsilon(r)}{24\pi \varepsilon^2(r)} + O(a^2), \\
S_3(r; \lambda) &= \frac{\varepsilon_0 - \varepsilon}{\varepsilon} \left( \frac{1}{4\pi \varepsilon_0 a} + \Delta u^{(1)} \right) \frac{\varepsilon_0}{24\pi \varepsilon^3} \nabla^2 \varepsilon a + O(a^2),
\end{align*}
$$

(2.30)

where

$$
\Delta u^{(1)}(r; \lambda) = \frac{a}{4\pi \varepsilon(r)} \left[ \lambda^2 \kappa^2(r) + \frac{\nabla^2 \varepsilon(r)}{6\varepsilon(r)} \right].
$$

(2.31)

Substituting these terms into Eq. (2.25), we arrive at the first-order asymptotics,

$$
u^{(1)}(r; \lambda) = u^P(r; \lambda) + \left[ \frac{1}{\varepsilon(r)} - \frac{1}{\varepsilon_0} \right] \frac{1}{4\pi a} + \Delta u^{(1)}(r; \lambda).
$$

(2.32)
In the expression, the first term is the PCA correlation energy, the second term is the Born energy due to the dielectric variation, and the two terms in $\Delta u^{(1)}$ are corrections to the PCA due to the finite ion size and to the Born energy, respectively. When the dielectric coefficient is highly inhomogeneous, the $O(a)$ corrections become important. In particular, the correction to the Born energy is often ignored in the continuum theory and Monte Carlo simulations of charged systems in variable media [35, 52], and its effect on the ionic structure is less investigated.

The higher-order asymptotics can be obtained by further expanding the three integrals. This will lead to a tedious calculation. We only compute the correction term from the ionic correlation and ignore the contribution from inhomogeneous dielectric media in the second-order term, which gives an additional correction,

$$\Delta u^{(2)}(r; \lambda) = \lambda^2 \kappa^2(r) a^2 u^P(r; \lambda),$$

To Eq. (2.32). We then obtain a second-order asymptotics, $u^{(2)} = u^{(1)} + \Delta u^{(2)}$, for systems with slow dielectric variations. It can be seen that the smallness of $a$ is in comparison with the local Debye length, i.e., $a \ll 1/\kappa$.

2.3.3. Accuracy validation of the asymptotics. To validate the accuracy of these asymptotic approximations, we study two special cases and present numerical calculations for a toy example with more complicated setup.

Case 1. In the original Debye-Hückel theory, the self energy is calculated in the bulk region where $\varepsilon(r) = \varepsilon_b$ and the ionic strength $I(r) = \kappa^2_b \varepsilon_b/2$ are both constants. In this case, the solution of (2.12) can be computed analytically,

$$G_{\lambda}(r; r') = \begin{cases} \frac{e^{\lambda \kappa_b r} - e^{\lambda \kappa_b |r-r'|}}{1 + \lambda \kappa_b a 4\pi \varepsilon_b |r-r'|} & \text{for } r \in B_c(r'), \\ \frac{1}{4\pi \varepsilon_0 |r-r'|} + \frac{1}{4\pi \varepsilon_b a(1 + \lambda \kappa_b a)} - \frac{1}{4\pi \varepsilon_0 a} & \text{for } r \in B(r'). \end{cases}$$

(2.34)

In this case, the PCA Green’s function is the screened Coulomb potential and thus we can easily find the PCA self energy $u^P(r; \lambda) = -\lambda \kappa_b/(4\pi \varepsilon_b)$. The exact self energy and its asymptotic expansion are,

$$u(r; \lambda) = -\frac{\lambda \kappa_b}{4\pi \varepsilon_b (1 + \lambda \kappa_b a)} + \frac{1}{4\pi a} \left( \frac{1}{\varepsilon_b} - \frac{1}{\varepsilon_0} \right) + \frac{1}{4\pi a} \left( \frac{1}{\varepsilon_b} - \frac{1}{\varepsilon_0} \right) + u^P(r; \lambda) + \frac{\lambda^2 \kappa_b^2 a^2}{4\pi \varepsilon_b} + \lambda^2 \kappa_b^2 a^2 u^P(r; \lambda) + \cdots.$$ (2.35)

This analytical result is consistent with our asymptotic approximations. The comparison results are shown in Fig. 2.1(a).

Case 2. In this case, we fix $\lambda = 1$ and consider the case that $\kappa(r)$ and $\varepsilon(r)$ are only functions of radial distance $r$ and satisfy the relation,

$$\kappa^2(r) + \frac{\nabla^2 \sqrt{\varepsilon(r)}}{\sqrt{\varepsilon(r)}} = \mu^2$$

(2.36)

where $\mu$ is a constant. We can solve the solution of PCA Green’s function with the source at the origin $r' = 0$,

$$G^P(r, 0) = \frac{e^{-\mu r}}{4\pi r \sqrt{\varepsilon(r) \varepsilon(0)}}$$

(2.37)
The PCA self energy is \( u(0) = -\mu/(4\pi\varepsilon(0)) \). The solution of the GDH equation (2.12) is,

\[
G(r, 0) = \begin{cases} 
\frac{e^{-\mu(r-a)}}{4\pi r \sqrt{\varepsilon(r)\varepsilon(0)}} \frac{1}{1 + \left(\mu + \frac{\nabla \varepsilon(0)}{2\varepsilon(0)}\right)a} \quad & \text{if } r > a, \\
\frac{1}{4\pi \varepsilon_0 r} + \frac{1}{4\pi \varepsilon(a) a} \frac{1}{1 + \left(\mu + \frac{\nabla \varepsilon(a)}{2\varepsilon(a)}\right)a} - \frac{1}{4\pi \varepsilon_0 a} \quad & \text{if } r < a,
\end{cases}
\]

which yields the self energy,

\[
u(0) = \frac{1}{4\pi \varepsilon(a) a} \frac{1}{1 + \left(\mu + \frac{\nabla \varepsilon(a)}{2\varepsilon(a)}\right)a} - \frac{1}{4\pi \varepsilon_0 a}.
\]

Since \( \varepsilon \) is smooth and at least the second-order derivative exists, we can expand it to obtain,

\[
\varepsilon(a) = \varepsilon(0) + \frac{1}{6} \nabla^2 \varepsilon a^2 + \cdots.
\]

We then have,

\[
u(0) \sim \frac{1}{4\pi a} \left(\frac{1}{\varepsilon(0)} - \frac{1}{\varepsilon_0}\right) + u^P(0) + \frac{a}{4\pi \varepsilon} \left(\kappa^2 + \frac{\nabla^2 \varepsilon}{6\varepsilon}\right),
\]

which is consistent with the first order approximation (2.32).

**Example 1.** In this example, the dielectric permittivity is piecewise constant: inside the ion, \( \varepsilon_0 = 1.1 \), when \( x < -1 \), \( \varepsilon(r) = 0.01 \), and otherwise \( \varepsilon(r) = 1 \). We choose \( \kappa_0^2(r) = e^{-2r^2} + 1 \) to mimic the ionic distribution near a charged ion immersed in an electrolyte. We calculate the self energy, \( u(0; 1) \) with different asymptotic approximations, including the 0th, the 1st and the 2nd corrections. The exact data are prepared by numerical solution of the 3D partial differential equation (2.12) by the finite-difference method [53] and the reaction potential is computed with a mesh size \( h = 0.03 \) with \( 128^3 \) grid points. In order to check how accurate this mesh size is, we calculate the numerical solution of Case 1 which is in agreement with the exact solution (solid line) from Fig. 2.1(a). The results in Fig. 2.1(b) show that the 2nd correction asymptotics with a varying ionic strength and dielectric coefficient match the exact data well, and the zeroth order asymptotic solution significantly deviates from the exact data. It is also shown that the 1st order correction becomes less accurate with the increase of the ionic size, and when \( a \) is large the 1st order correction is not enough to provide high accuracy.

### 2.4. Self-energy-modified PNP model

The self energy defined through the point charge approximation is a functional of ionic concentration. In order to obtain the transport equations for the ions, we need to compute the functional derivative of free energy with respect to ionic concentration. First we will present some useful lemmas.

**Lemma 2.1.** The functional derivative of the PCA self energy (2.17) with respect to ionic concentration \( c_j \) is given by,

\[
\frac{\delta u^P(r; \lambda)}{\delta c_j(r')} = -\lambda^2 z_j^2 \beta e^2 G^P_{\lambda}(r, r') G^P_{\lambda}(r', r).
\]

**Proof.** Suppose that \( \tilde{c}_i(r) = c_i(r) + \delta c_i(r) \) is the perturbed concentration, where \( \delta c_i \) is small, the corresponding ionic strength is denoted as \( \tilde{I}(r) = \frac{\beta e^2}{2} \sum_i \tilde{c}_i z_i^2 \), and
the PCA self energy after perturbation is described by,

\[
\begin{cases}
- \nabla \cdot \varepsilon(r) \nabla \tilde{G}^P_\lambda (r, r') + 2\lambda^2 \tilde{I}(r) \tilde{G}^P_\lambda (r, r') = \delta(r - r') \\
\tilde{u}(r; \lambda) = \lim_{r' \to r} \left( \tilde{G}^P_\lambda (r, r') - \frac{1}{\varepsilon(r)} G_0 (r, r') \right)
\end{cases}
\quad (2.42)
\]

Dropping the higher order terms, the difference for the PCA Green’s function equation between (2.16) and (2.42) is,

\[
\begin{cases}
- \nabla \cdot \varepsilon(r) \nabla (G^P_\lambda - G^P'_\lambda) + 2\lambda^2 I(r)(G^P_\lambda - G^P'_\lambda) = 2\lambda^2 (I - \tilde{I}) G^P_\lambda, \\
\tilde{u}^P(r; \lambda) - u^P(r; \lambda) = \lim_{r' \to r} \left( G^P_\lambda (r, r') - G^P'_\lambda (r, r') \right)
\end{cases}
\quad (2.43)
\]

The solution can be then expressed by the Green’s identity,

\[
\tilde{G}^P_\lambda (r; r') - G^P_\lambda (r; r') = \int_\Omega 2\lambda^2 (I(p) - \tilde{I}(p)) G^P_\lambda (p, r') \tilde{G}^P_\lambda (r, p) dp.
\quad (2.44)
\]

Thus the functional derivative leads to Eq. (2.41). □

From this lemma, we can easily see the PCA self energy satisfies the following reciprocal relation,

\[
\frac{\varepsilon^2 \varepsilon^2}{2} \frac{\delta u^P(r; \lambda)}{\delta \varepsilon_j (r')} = \frac{\varepsilon^2 \varepsilon^2}{2} \frac{\delta u^P(r'; \lambda)}{\delta \varepsilon_j (r)}.
\quad (2.45)
\]

**Lemma 2.2.** The derivative of the PCA self energy (2.17) with respect to the coupling parameter \( \lambda \) is given by,

\[
\frac{\partial u^P(r; \lambda)}{\partial \lambda} = - \int_\Omega 4 \lambda I(p) G^P_\lambda (p, r) G^P_\lambda (r, p) dp.
\quad (2.46)
\]

**Proof.** Consider the system with a small perturbation in \( \lambda, \tilde{\lambda} = \lambda + \delta \lambda \). In the new system, the generalized Debye-Hückel equation and the self energy become,

\[
\begin{cases}
- \nabla \cdot \varepsilon(r) \nabla \tilde{G}^P_\lambda (r, r') + 2\tilde{\lambda}^2 I(r) \tilde{G}^P_\lambda (r, r') = \delta(r - r'), \\
\tilde{u}^P(r; \lambda) = \lim_{r' \to r} \left( \tilde{G}^P_\lambda (r, r') - \frac{1}{\varepsilon(r)} G_0 (r, r') \right)
\end{cases}
\quad (2.47)
\]
Then the difference between Eqs. (2.47) and (2.16) leads us to,
\[
\begin{align*}
-\nabla \cdot \varepsilon(r) \nabla (\hat{G}^P_\lambda - G^P_\lambda) + 2 \lambda^2 I(r) (\hat{G}^P_\lambda - G^P_\lambda) &= 2(\lambda^2 - \lambda^2) I(r) \hat{G}^P_\lambda, \\
\hat{G}^P_\lambda(r; \lambda) - u^P_\lambda(r; \lambda) &= \lim_{r' \to r} \left( \hat{G}^P_\lambda(r, r') - G^P_\lambda(r, r') \right). 
\end{align*}
\] (2.48)

We then have,
\[
\hat{G}^P_\lambda(r, r') - G^P_\lambda(r, r') = \int \Omega 2(\lambda^2 - \lambda^2) I(\mathbf{p}) G^P_\lambda(\mathbf{p}, r') \hat{G}^P_\lambda(\mathbf{r}, \mathbf{p}) d\mathbf{p}. \] (2.49)

Taking the derivative with respect to \( \lambda \), we get the result of expression (2.46).

**Lemma 2.3.** The Debye charging process of the PCA self energy gives the correlation free energy whose corresponding chemical potential is \( z_j^2 e^2 u(\mathbf{r}; 1)/2 \) for the \( \mathbf{i} \)th species.

**Proof.** The correlation energy,
\[
\mathcal{F}^{P}_{\text{cor}} = \int \Omega \sum_i c_i(\mathbf{p}) z_i^2 e^2 \int_0^1 \lambda u^{P}(\mathbf{p}; \lambda) d\lambda d\mathbf{p}. \] (2.50)

The corresponding excess chemical potential is given by the functional derivative,
\[
\frac{\delta}{\delta c_j(\mathbf{r})} \mathcal{F}^{P}_{\text{cor}} = \int_0^1 \lambda z_j^2 e^2 u^{P}(\mathbf{r}; \lambda) d\lambda + \int_\Omega \sum_i c_i(\mathbf{p}) z_i^2 e^2 \int_0^1 \lambda \frac{\delta u^{P}(\mathbf{p}; \lambda)}{\delta c_j(\mathbf{r})} d\lambda d\mathbf{p}. \] (2.51)

The second term in Eq. (2.51) is,
\[
\int \Omega \sum_i c_i(\mathbf{p}) z_i^2 e^2 \int_0^1 \lambda \frac{\delta u^{P}(\mathbf{p}; \lambda)}{\delta c_j(\mathbf{r})} d\lambda d\mathbf{p} = -\int \Omega \sum_i c_i(\mathbf{p}) z_i^2 e^2 \int_0^1 \beta e^2 z_j^2 \lambda^2 G^P_\lambda(\mathbf{p}, \mathbf{r}) G^P_\lambda(\mathbf{r}, \mathbf{p}) d\lambda d\mathbf{p} = \int_0^1 \frac{1}{2} z_j^2 e^2 \lambda^2 \frac{du^{P}(\mathbf{r}; \lambda)}{d\lambda} d\lambda = \int_0^1 \lambda z_j^2 e^2 u^{P}(\mathbf{r}; \lambda) d\lambda, \] (2.52)

where the first two equalities use Lemmas 2.1 and 2.2, respectively, and the last equality is simply the result of the integration by parts. The chemical potential can be then written as,
\[
\mu^{P}_{\text{cor}} = \frac{\delta}{\delta c_j(\mathbf{r})} \mathcal{F}^{P}_{\text{cor}} = \frac{1}{2} z_j^2 e^2 u^{P}(\mathbf{r}; 1), \] (2.53)

which ends the proof of this Lemma.

Lemma 2.3 implies that the chemical potential is exactly the self energy at the full charging \( \lambda = 1 \), and thus the Debye charging process is consistent with Güntelberg charging process in the PCA situation. With this lemma, we can easily obtain the simplified expression for the correlation energy in the higher order approximations.

**Lemma 2.4.** Let
\[
\mathcal{F}^{(l)}_{\text{cor}} = \int \Omega \sum_i c_i(\mathbf{p}) z_i^2 e^2 \int_0^1 \lambda u^{(l)}(\mathbf{p}; \lambda) d\lambda d\mathbf{p} \] (2.54)
be the correlation component of the free energy with \( l = 0, 1 \) or 2 to represent the order of asymptotics. We have:

1. The zeroth-order and first-order excess chemical potentials are,
   \[
   \mu_{j, \text{cor}}^{(l)} = \frac{\delta \mathcal{F}_{\text{cor}}^{(l)}}{\delta c_j} = z_j^2 e^2 u^{(l)}(r; 1)/2, \quad \text{for } l = 0, 1. \tag{2.55}
   \]

2. The second-order asymptotics does not have the same conclusion, but it holds the reciprocal relation,
   \[
   \frac{z_j^2 e^2 \delta u^{(2)}_j(r; \lambda)}{2 \delta c_j(r')} = \frac{z_j^2 e^2 \delta u^{(2)}_j(r'; \lambda)}{2 \delta c_i(r)}, \tag{2.56}
   \]
   which implies there exists a free energy functional whose variation is the self energy at full charging \( \delta \mathcal{F}^*/\delta c_j = z_j^2 e^2 u^{(2)}/2 \). We will redefine \( \mathcal{F}_{\text{cor}}^{(2)} = \mathcal{F}^* \).

**Proof.** (1) Since the Born energy is independent of the ionic concentration, we have,
   \[
   \frac{\delta}{\delta c_j(r)} \int_0^1 \lambda \sum_i c_i(p) z_i^2 e^2 \left[ \frac{1}{\varepsilon(r)} - \frac{1}{\varepsilon_0} \right] \frac{1}{4 \pi a} \, d\lambda dp = \left[ \frac{1}{\varepsilon(r)} - \frac{1}{\varepsilon_0} \right] \frac{z_j^2 e^2}{8 \pi a}. \tag{2.57}
   \]
   Noticing that \( \kappa^2 = \frac{\beta e^2}{\varepsilon} \sum_i c_i z_i^2 \), we can obtain,
   \[
   \delta \frac{\delta}{\delta c_j(r)} \int_0^1 \lambda \sum_i c_i(p) z_i^2 e^2 \left[ \lambda^2 \kappa^2(p) + \frac{\nabla \varepsilon(p)}{6 \varepsilon(p)} \right] \, d\lambda dp = \frac{z_j^2 e^2}{2} \Delta u^{(1)}(r; 1). \tag{2.58}
   \]

Using Lemma 2.3 for the PCA term, we find that the excess chemical potential equals the self energy of an ion up to the first-order asymptotic expansion. We complete the proof of Eq. (2.55).

(2) For the second-order approximation, following the same procedure as (2.51), we can easily see that the increment in chemical potential does not equal the increment in the self energy at full charging,
   \[
   \Delta \mu^{(2)}(r) \neq \frac{z_j^2 e^2}{2} \Delta u^{(2)}(r; 1). \tag{2.59}
   \]

The PCA energy satisfies the reciprocal relation. From the proof of Lemma (2.1), we can straightforwardly obtain that,
   \[
   \frac{1}{2} z_j^2 e^2 \frac{\delta \Delta u^{(1)}(r; \lambda)}{\delta c_j(r')} = \frac{\beta e^4 z_j^2 z_i^2}{8 \pi \varepsilon^2(r)} \lambda^2 a \delta(r - r') = \frac{1}{2} z_j^2 e^2 \frac{\delta \Delta u^{(1)}(r; \lambda)}{\delta c_i(r)}. \tag{2.60}
   \]

And now for the second-order correction,
   \[
   \frac{1}{2} z_i^2 e^2 \frac{\delta \Delta u^{(2)}(r; \lambda)}{\delta c_j(r')} = \frac{\beta e^4 z_j^2 z_i^2}{2 \varepsilon} \lambda^2 a^2 u'(r; \lambda) \delta(r - r') + \lambda^2 \kappa^2 a^2 \frac{1}{2} z_j^2 e^2 \frac{\delta u'(r; \lambda)}{\delta c_j(r')}
   \]
   \[
   = \frac{\beta e^4 z_j^2 z_i^2}{2 \varepsilon} \lambda^2 a^2 u'(r; \lambda) \delta(r - r') + \lambda^2 \kappa^2 a^2 \frac{1}{2} z_j^2 e^2 \frac{\delta u'(r; \lambda)}{\delta c_i(r')}
   \]
The proof is then completed.

We define a functional through the series expansion around some reference density distribution \( \mathbf{c}^0 = \{ c_i^0(\mathbf{r}), i = 1, \ldots, N \} \) as follows,

\[
\mathcal{F}^*[\mathbf{c}] = \sum_i \int_{\Omega} [c_i(\mathbf{r}) - c_i^0(\mathbf{r})] U_i^{(2*)}(\mathbf{r}; 1) d\mathbf{r} \\
+ \frac{1}{2} \sum_{i,j} \int_{\Omega} [c_i(\mathbf{r}) - c_i^0(\mathbf{r})][c_j(\mathbf{r}') - c_j^0(\mathbf{r}')] \left\{ \frac{\delta U_i^{(2*)}(\mathbf{r}; 1)}{\delta c_j(\mathbf{r})} \right\} d\mathbf{r}d\mathbf{r}' + \cdots, \tag{2.62}
\]

where

\[
U_i^{(2*)} = \frac{z_i^2 e^2}{2} \left( u^{*} + \left[ \frac{1}{\mathcal{Z}(\mathbf{r})} - \frac{1}{\mathcal{Z}_0} \right] \frac{1}{4\pi a} + \Delta u^{(1*)} + \Delta u^{(2*)} \right) \tag{2.63}
\]

is the second-order approximated self energy of the \( i \)th ion in the system with given distributions \( \mathbf{c}^0 \), and \( u^{*}, \Delta u^{(1*)}, \Delta u^{(2*)} \) are correlation energies by the PCA, the first- and second-order asymptotics (given by Eqs. (2.17), (2.31), and (2.33), respectively) with the \( \mathbf{c}^0 \) as the ion distributions. By the expression of \( \delta u^{(1*)}(\mathbf{r}; 1)/\delta c_j^0(\mathbf{r}) \) in Lemma 2.1, we can estimate the upper bound of each integral in Eq. (2.62),

\[
|\int \cdots \int [c_i(\mathbf{r}) - c_i^0(\mathbf{r})] \cdots [c_n(\mathbf{r}) - c_n^0(\mathbf{r})] \frac{\delta^{(n)} U_i^{(2*)}(\mathbf{r}; 1)}{\delta c_{i_1}(\mathbf{r}_1) \cdots \delta c_{i_n}(\mathbf{r}_n)} d\mathbf{r}_1 \cdots d\mathbf{r}_n | \leq M \prod_k |z_{i_k}(c_{i_k} - c_{i_k}^0)|_{L^2(\Omega)}, \tag{2.64}
\]

with some constant \( M \). Thus, the series in (2.62) converges and is well defined.

By the reciprocal relation,

\[
\frac{\delta U_i^{(2*)}(\mathbf{r}; 1)}{\delta c_j^0(\mathbf{r})} = \frac{\delta U_j^{(2*)}(\mathbf{r}; 1)}{\delta c_i^0(\mathbf{r})}, \tag{2.65}
\]

the corresponding excess chemical potential can be written as,

\[
\mu_i^*(\mathbf{r}) = \frac{\delta \mathcal{F}^*}{\delta c_i(\mathbf{r})} = U_i^{(2*)}(\mathbf{r}; 1) + \sum_j \int [c_j(\mathbf{r}') - c_j^0(\mathbf{r}')] \frac{\delta U_j^{(2*)}(\mathbf{r}; 1)}{\delta c_j(\mathbf{r})} d\mathbf{r}' + \cdots = U_i^{(2*)}(\mathbf{r}; 1). \tag{2.66}
\]

The proof is then completed. \( \Box \)

From Lemma 2.4, we can see when the ion size is introduced, the Debye charging process and Güntelberg charging process are consistent to the first-order asymptotic approximation, while they are not consistent for the second-order approximation.

Now we obtained the total free energy with approximate correlation energy,

\[
F = \int_{\Omega} \left[ \frac{\varepsilon}{2} |\nabla \phi|^2 + \sum_{i=1}^N k_B T c_i (\log c_i - 1) \right] d\mathbf{r} + \mathcal{F}_{\text{cor}}^{(l)}. \tag{2.67}
\]
with \( l = 0, 1 \) and 2, and approximate total chemical potential \( \mu_i^{(l)} = z_i e \phi + k_B T \log c_i + \mu_{i,cor}^{(l)} \). Here the case of \( l = 2 \) refers to the the functional \( F^* \). We choose the entropy production,

\[
\Delta = \sum_i \int_{\Omega} \frac{D_i}{c_i} |J_i|^2 \, dr, \tag{2.68}
\]

where \( J_i \) is the flux of \( i \)th ion. The variational approach \([45]\) gives the flux \( J_i = D_i c_i \nabla \mu_i \), which is equivalent to the Fick’s law. By coupling the Poisson equation for the electric potential, the GDH equation for the PCA self energy with the flux equations, we get the modified PNP equations for the charged system, expressed as,

\[
\begin{aligned}
\frac{\partial}{\partial t} c_i(r) &= \nabla \cdot D_i \left( \nabla c_i + \beta \left( z_i e c_i \nabla \phi + \frac{1}{2} z_i^2 \epsilon^2 c_i \nabla u^{(l)} \right) \right), \\
-\nabla \cdot \epsilon(r) \nabla \phi &= \sum_i z_i e c_i,
\end{aligned}
\tag{2.69}
\]

where \( u^{(l)} \) is given by,

\[
\begin{aligned}
u^{(0)}(r; 1) &= u^P(r; 1) + \left[ \frac{1}{\epsilon(r)} - \frac{1}{\epsilon_0} \right] \frac{1}{4\pi a}, \\
u^{(1)}(r; 1) &= u^{(0)}(r; 1) + \frac{a}{4\pi \epsilon(r)} \left[ \kappa^2(r) + \nabla^2 \epsilon(r) \right], \\
u^{(2)}(r; 1) &= u^{(1)}(r; 1) + \kappa^2(r) a^2 u^P(r; 1),
\end{aligned}
\tag{2.70}
\]

and the PCA self energy is determined by,

\[
\begin{aligned}
-\nabla \cdot \epsilon(r) \nabla G^P(r, r') + 2I(r) G^P(r, r') &= \delta(r - r'), \\
u^P(r; 1) &= \lim_{r' \to r} \left[ G^P(r; r') - \frac{1}{\epsilon(r)} G_0(r; r') \right].
\end{aligned}
\tag{2.71}
\]

We have the following theorem for the modified PNP system.

**Theorem 2.5.** The set of modified PNP equations (2.69) for \( l = 0, 1 \) or 2 describes a dissipation system with a proper energy dissipation law.

**Proof.** Let \( \Gamma = \partial \Omega \) be the boundary of the electrolyte. By Lemma 2.4, the time evolution of the energy is,

\[
\frac{dF}{dt} = \frac{d}{dt} \int_{\Omega} \left[ \frac{\epsilon |\nabla \phi|^2}{2} + k_B T \sum_i c_i (\log c_i - 1) \right] \, dr + \frac{d}{dt} F^{(l)}_{cor}
\]

\[
= \int_{\Omega} \epsilon \nabla \phi \cdot \nabla \phi_t + \sum_i \left( k_B T \log c_i \frac{\partial}{\partial t} c_i + \frac{1}{2} z_i^2 \epsilon^2 u^{(l)} \frac{\partial}{\partial t} c_i \right) \, dr. \tag{2.72}
\]

Integration by parts and using the Poisson equation gives,

\[
\frac{dF}{dt} = \int_{\Omega} \left[ -\phi \nabla \cdot \epsilon \nabla \phi_t + \sum_i \left( k_B T \log c_i + \frac{1}{2} z_i^2 \epsilon^2 u^{(l)} \right) \frac{\partial c_i}{\partial t} \right] \, dr + \int_{\Gamma} \left( \epsilon \frac{\partial \phi}{\partial n} \right) \phi ds
\]

\[
= \int_{\Omega} \left[ \sum_i \left( z_i e \phi + k_B T \log c_i + \frac{1}{2} z_i^2 \epsilon^2 u^{(l)} \right) \frac{\partial c_i}{\partial t} \right] \, dr + \int_{\Gamma} \left( \epsilon \frac{\partial \phi}{\partial n} \right) \phi ds.
\]
= \int_{\Omega} \left[ \sum_i \mu_i^{(l)} \nabla \cdot D_i \nabla c_i^{(l)} \right] dx + \int_{\Gamma} \left( \varepsilon \frac{\partial \phi}{\partial n} \right)_t \phi ds \\
= - \int_{\Omega} \sum_i D_i c_i |\nabla \mu_i^{(l)}|^2 dx + \int_{\Gamma} \left( \varepsilon \frac{\partial \phi}{\partial n} \right)_t \phi ds + \int_{\Gamma} \sum_i \mu_i D_i c_i \frac{\partial \mu_i^{(l)}}{\partial n} ds. \tag{2.73}

The third equality uses the definition of the chemical potential and the Nernst-Planck equations, and the fourth equality uses the integration by parts again. We can see that the first term in Eq. (2.73) is the energy dissipation in domain \( \Omega \). The second term stands for the electrostatic energy input from the boundary by noting that \( (\varepsilon \partial \phi / \partial n)_t \) is the current flow to the surface. In the third term of Eq. (2.73), \( D_i c_i \partial \mu_i^{(l)}/\partial n \) is the concentration flux through \( \Gamma \) and this term presents the energy transfer through the boundary. Without energy input from the boundary, the system exactly satisfies the energy dissipation principle. \( \square \)

3. Numerical solution for the modified PNP equations. We show the numerical calculation for the modified PNP equations in this section, in particular, the effect of correlation term. We denote \( U_i(e) = z_i^2 e^2 u_i^{(l)}/2 \) and \( W_i = z_i e \phi + U_i \) and we introduce the Slotboom variables \( g_i = c_i^{W_i} \). We consider a geometry with homogeneity in \( y - z \) plane, and the interval for \( x \)-coordinate is between \([-L, L]\) with Dirichlet boundary conditions for the boundary potential \( \phi(\pm L, t) = V_\pm \) and non-flux boundary conditions \( \partial_x g_i = 0 \) at \( x = \pm L \). We assume \( D_i = D \) and \( \varepsilon \) are constant.

The generalized Debye-Hückel equation for the PCA self-energy is solved through select inversion algorithm \( [51] \) which could compute the diagonal entries efficiently without computing the whole inverse matrix. This procedure is described clearly in literature \( [29] \). We focus on the discretization of the modified PNP equations and present a numerical scheme which will be proven to remain the mass conservation of the system due to the non-flux boundary conditions. This semi-implicit scheme is not well studied in the PNP literature, and we then describe it in some details. Since \( c_i = g_i e^{-W_i} \), the PNP equations can be rewritten as,

\[ \varepsilon \phi_{xx} = - \sum_i z_i e c_i, \quad x \in [a, b], \tag{3.1} \]

\[ \partial_t c_i = D \nabla \cdot (e^{-W_i} \nabla g_i), \quad x \in [a, b], t > 0, \tag{3.2} \]

where \( W_i \) and \( g_i \) are functions of \( c_i \) and \( \phi \).

Let \( h \) and \( k \) be the space and time mesh sizes. We partition \([-L, L]\) with the interior grid points \( x^j = -L + h(j - \frac{1}{2}), j = 1, ..., J \) and boundary points \( x^\frac{1}{2} = -L \) and \( x^{J+\frac{1}{2}} = +L \). Thus the Poisson equation (3.1) can be discretized as

\[ \varepsilon(\phi^{j+1} - 2\phi^j + \phi^{j-1}) = -h^2 \sum_i z_i e c_i^j, \tag{3.3} \]

with boundary conditions \( \frac{1}{2}(\phi^1 + \phi^0) = V_- \) and \( \frac{1}{2}(\phi^{J+1} + \phi^J) = V_+ \). The discretization is of the second order of accuracy in space. The finite-difference discretization for the evolution of the Nernst-Planck equation is written as,

\[ \frac{c_i^{j,n+1} - c_i^{j,n}}{k} = \frac{D}{h} \left( e^{-W_i^{j+1/2,n+1/2}} \hat{g}_{x_i}^{j+1/2} - e^{-W_i^{j-1/2,n+1/2}} \hat{g}_{x_i}^{j-1/2} \right), \tag{3.4} \]

where

\[ \hat{g}_{x_i}^{j+1/2} = \frac{(c_i^{j+1,n+1} + c_i^{j+1,n})e^{W_i^{j+1,n+1/2}} - (c_i^{j,n+1} + c_i^{j,n})e^{W_i^{j,n+1/2}}}{2h}, \tag{3.5} \]
\[ W_{j,n+1/2} = \frac{3W_{j,n} - W_{j,n-1}}{2} \]  

(3.6)

with boundary conditions \( \hat{g}_{x_i}^{1/2} = \hat{g}_{x_i}^{N+1/2} = 0 \). This is a second-order scheme, and since the use of the extrapolation for the nonlinear term the iteration for numerical algebra is avoided. It can be shown that the scheme (3.4) satisfies the mass conservation, i.e.,

\[ \sum_j c_i^{j,n+1} h = \sum_j c_i^{j,n} h. \]  

(3.7)

This can be easily validated by summing Eq. (3.4) over index \( j \) and using boundary conditions (3.6). The scheme is stable under the condition \( k = O(h) \) due to the implicit treatment of the second-order differentiation.

In our example, we consider an electrolyte with 2:-1 salt between two electrodes with separation of \( 2L = 4nm \). We take room temperature \( T = 300K \), the dielectric constant of water \( \varepsilon = 80\varepsilon_0 \) and that of electrodes \( \varepsilon = 2\varepsilon_0 \), ion radius \( a = 0.1nm \), diffusion coefficient \( D = 1nm^2/ns \) and the boundary voltages \( \phi(\pm L) = \pm50mV \). The initial values for the anion density is \( c_-(x, t = 0) = 66mM \), and for the cation density \( c_+(x, t = 0) = 33mM \) over the whole domain. The computational domain for the generalized Debye-Hückel equation is from \(-4nm\) to \(4nm\) with periodic conditions on
the boundary. The space and time step sizes are $h = 0.016nm$ and $k = 0.00032ns$. We calculate the results up to time $T = 6.4ns$.

In Figure 3.1 (a), we calculate the total cation mass, $\sum c^+_i h$, between two electrodes, and present the deviation from the exact value as function of time $t$. The results for anion distribution are similar and thus not shown. The mean-field PNP and the modified PNP with different approximations for correlation energy are all plotted. It can be clearly observed that all the curves only slightly deviate from zero under the machine error, and the numerical scheme preserves the mass conservation, demonstrating the attractive performance of the mass conservation scheme. Figure 3.1 (b) displays the total diffusion charge, $\rho(t) = \int_{-L}^{0} \sum_{i} z_i c_i(x,t)dx$, as function of time $t$, which describes the charges moving from the right half to the left due to the voltage bias on the boundaries. It can be observed that the dynamics of all the four models are quite similar when $t$ is small and the three self modified PNP and PCA predict more diffusion charge which mobiles to the opposite half with a slower dynamics. And the PCA has the largest amount of diffusion charge, slightly bigger than those from the first- and second-order asymptotics. It can be noted that the PCA continues to increase the diffusion charge after the other three models reach equilibrium, indicating the possibility of unstable solution of the PCA. The instability of the PCA can be clearly shown in their ionic distributions at time $T$. The cation and anion concentrations are presented in Figure 3.1 (c) and (d), where the slight difference in the first- and second-order asymptotics can be observed in the divalent ion distribution. The mean-field PNP shows monotone ionic distribution and underestimates the counterion condensation due to the neglect of ionic correlation [55, 56]. Oppositely, the use of the PCA strongly overestimates the correlation energy. This ascribes to the lack of excluded-volume effect in the PCA, leading to unphysical enhancement of the Coulomb correlation. The depletion zone near the interface is due to the dielectric-boundary effect [48] which has been ignored by the mean-field PNP equations. If we keep the calculation up to a longer time, the modified PNP with the PCA would blow up, which is consistent with Ref. [29]. These results illustrate that it is essential to use the model with the ion-size effect to remedy this instability for systems with multivalent ions.

4. Conclusion. In conclusion, we have developed modified PNP model with contribution from Coulomb correlation where the excluded volume of ions is taken into account. We start from the free energy functional where asymptotic approximations for the correlation energy with the ionic size as a small parameter are discussed. The modified PNP equations are then resulted by the variation with the approximate energy functional. By numerical example, we demonstrate the new model is useful in predicting the ion structure and dynamics near interfaces when the Coulomb correlation plays role in the application systems.
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