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ABSTRACT
Molecular property calculations are the bedrock of chemical physics. High-fidelity ab initio modeling techniques for computing the molecular properties can be prohibitively expensive, and motivate the development of machine-learning models that make the same predictions more efficiently. Training graph neural networks over large molecular databases introduces unique computational challenges such as the need to process millions of small graphs with variable size and support communication patterns that are distinct from learning over large graphs such as social networks. This paper demonstrates a novel hardware-software co-design approach to scale up the training of graph neural networks for molecular property prediction. We introduce an algorithm to coalesce the batches of molecular graphs into fixed size packs to eliminate redundant computation and memory associated with alternative padding techniques and improve throughput via minimizing communication. We demonstrate the effectiveness of our co-design approach by providing an implementation of a well-established molecular property prediction model on the Graphcore Intelligence Processing Units (IPU). We evaluate the training performance on multiple molecular graph databases with varying degrees of graph counts, sizes and sparsity. We demonstrate that such a co-design approach can reduce the training time of such molecular property prediction models from days to less than two hours, opening new possibilities for AI-driven scientific discovery.

1 INTRODUCTION
Recent advancements in the field of Artificial Intelligence (AI) have fueled notable progress in data-driven scientific discovery. Neural Networks (NNs) provide particular advantage as surrogate models for modeling quantum chemical properties (Schütt et al., 2017). High-accuracy ab initio methods, which contain no empirical fitting parameters, are prohibitively expensive, with computational costs that scale as high as \( O(N^7) \), where \( N \) is the number of atoms (Kulichenko et al., 2021). NNs are able to attain the same level of accuracy as the ab initio technique on which the NN was trained but with roughly \( O(N) \) scaling (Behler, 2017; Smith et al., 2017; Lubbers et al., 2018). Molecular structures are naturally represented as graphs, which makes Graph Neural Networks (GNNs) (Kipf & Welling, 2017; Velicković et al., 2018; Hamilton et al., 2017) compelling for building surrogate models for quantum chemistry. Initially formulated as a message passing neural network (Gilmer et al., 2017), adding support for both the bonding graph structure and atom-level attributes such as types and 3D coordinates became a key feature of such models (Schütt et al., 2018). The past few years witnessed further expansion of this class of models, henceforth referred to as molecular GNNs through sophisticated message passing (Klicpera et al., 2020), accounting for multi-scale structure in the network (Zhang et al., 2020), adoption of self-supervised learning (Wang et al., 2022; Schwaller et al., 2019) and modeling interactions between geometric tensors (Batzner et al., 2022).

Fast training of these models becomes an increasingly important issue as the scientific community embraces these models to train on massive molecular databases (Schmidt et al., 2019; Lim et al., 2019; Bilbrey et al., 2020). Evidence from the literature shows that these models are expensive to train, often spanning multiple days in multi-GPU or TPU settings (Bilbrey et al., 2020; Wang et al., 2022; Addanki et al., 2021). However, most of the research on scaling the training of GNN models have focused on learning over a single massive graph (Tripathy et al., 2020; Wang et al., 2021b; Kaler et al., 2022), which subsequently steers the design space of software and hardware solutions (Zheng et al., 2020b; Gandhi & Iyer, 2021; Zheng et al., 2022) to addressing traditional graph processing challenges such as graph
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Figure 1. Column 1: Top row shows a knowledge graph or "big graph"; bottom row shows a molecular database. Column 2: Shows how big graphs are sampled (top row) and how nodes that falls across partition trigger communication during learning (bottom row). Column 3: Shows how molecular graphs are packed into nearly 30-node packs. Processing them requires support for efficient sparse block matrix operations. Communications are quite localized.

partitioning (Karypis & Kumar, 1998), irregular memory access (Morari et al., 2014) and workload imbalance due to power-law distributions (Geng et al., 2020). In contrast to training a GNN model on a single large graph (see Figure 1), molecular GNNs are trained on an ensemble of small individual graphs with varying node counts. Molecular graph databases (Sussman et al., 1998; Rakshit et al., 2019; Pinheiro et al., 2020; Chanussot et al., 2021) are characterized by the comparatively small size (both in terms of the total node count and the edge count) of individual graphs, and wide distribution of size and sparsity. Additionally, most of these datasets represents graphs where each node is also associated with a 3D coordinate representing the position of an atom, which subsequently requires support for geometric operators such as nearest-neighbor computation.

In a first work of its kind, we present a hardware-software co-design approach to accelerate the training of message passing graph neural networks that need to process millions of small graphs with diverse sizes. Recent years have also witnessed the emergence of machine-learning accelerators such as tensor processing units (Jouppi et al., 2017), reconfigurable dataflow (Emani et al., 2021) and intelligence processing units (IPUs) (Jia et al., 2019) etc. The large on-chip high-bandwidth memory, support for fine-grained parallelism, and faster all-to-all communication links make the IPUs attractive for molecular GNN architectures, and is the primary target of this work.

In addition to focusing on a specific architecture, we also identify a model to serve as a representative workload. We focus on the SchNet neural network architecture (Schütt et al., 2018; 2019) for this paper. Given a molecular structure, SchNet constructs a nearest-neighbor graph around each atom within a radial cutoff distance (Figure 2). Next, it learns the representation of each atom by modeling pairwise interactions between atoms based on a number of specified hops. Finally, a graph-level property such as the energy function is predicted by learning a composition function over each atom (or node) embedding. SchNet and its variants have been extensively used for molecular property prediction in diverse domains such as computational chemistry (Billbre et al., 2020), drug discovery (Joshi et al., 2021), materials science (Jha et al., 2021). Its pragmatic relevance and its capture of key kernels that are present in nearly all future model variants (Schwaller et al., 2019; Klicpera et al., 2020; Batzner et al., 2022) make SchNet a compelling representative for molecular GNN-driven co-design.

Our paper makes the following contributions.

- We present a comprehensive study of a recently released benchmark dataset (Choudhury et al., 2020a) that is among the largest 3D graph property prediction datasets available with highest degree of size and sparsity imbalance (Section 5.2).
- We propose a hardware-agnostic technique namely batch packing to coalesce small graphs while tracking their original connectivity structure for graph-level property prediction (Section 4.1). We show that batch packing significantly reduces the memory footprint and improves the performance of the SchNet for diverse molecular databases with varying sizes and sparsity.
- We implement a scatter-gather planner for efficient scheduling of the gather and scatter operators of the molecular GNN on the IPUs (Section 4.2.2). The planner finds a sweet spot between parallelism and device utilization. Additionally, we demonstrate the impact of other optimizations such as asynchronous, non-blocking I/O for batch loading, vectorization of scatter operation and pre-fetching for molecular GNN workloads (Section 4.2).
- As a demonstration of extreme acceleration, we train the SchNet model on the Hydronet dataset (Choudhury et al., 2020a) on the IPUs in a hyper-scale setting (Section 5.3).
et al., 2020a) in 92 minutes using 64 IPUs, as compared to previously reported 2.7 days obtained with a single-GPU setting (Bilbrey et al., 2020). Rapid training of scientific ML models is essential to accelerate scientific discovery, and we hope that our work will stimulate further research in this direction.

2 Background: GNN-based Model for Quantum Chemistry

A molecule can be represented mathematically as a graph, denoted by $G = (V, E)$, with vertex set $V$ and edge set $E$ (Figure 2). Each vertex $v_i \in V$ represents an atom in the molecule and is associated with that atom’s spatial coordinates $r_i \in \mathbb{R}^3$, and atomic number $z_i \in \mathbb{N}$. The molecular properties calculated by ab initio methods such as density functional theory (DFT) are determined entirely these node properties and rely on mean-field approximations to model complex many-body interactions (Kohn & Sham, 1965). Explicit edges are introduced when applying GNNs to molecular property prediction tasks, where each edge $e_{ij} \in E$ reflects a pair-wise interaction between atoms $v_i$ and $v_j$. The influence one atom has on another decreases non-linearly with the distance $d_{ij} = ||r_i - r_j||$ between the pair and beyond some critical distance $r_{cut}$ is known to be negligible. In the context of electronic structure calculations this is often referred to as the nearsightedness of matter (Prodan & Kohn, 2005) where the specific value of $r_{cut}$ varies depending on the composition of the molecule or material. We use this cutoff to define edges for the graph representation of a molecule as:

$$e_{ij} \in E \text{ iff } d_{ij} < r_{cut}. \quad (1)$$

In practice, a $K$-nearest neighbor (KNN) search is performed to return a fixed number of neighbors for each $v$. As a consequence, the number of edges in the graph representation will grow at most linearly alongside the number of atoms in the molecule.

The SchNet GNN architecture (Schütt et al., 2018) is trained to learn the mapping from this graph representation as SchNet : $G(V, E) \rightarrow \mathbb{R}$ where the prediction of the network is a property of the molecule. The computation graph in this architecture has two phases (Figure 2). The first phase focuses on atom-level representation learning, followed by an aggregation phase that learns a composition function of the set of atoms to predict a global property (such as the potential energy function). The entire computation process is visually described in Figure 2.

**Embedding Layer:** Each vertex $v_i \in V$ represents an atom, with initial state $h_i = \text{Embedding}[z_i]$.

**Interaction Block/GNN Layer:** The interaction block layers in Figure 2 are used to learn the atom-level representation via message-passing over the graph. The message to be passed combines states $h_i$ and edge attributes $e_{ij}^a$, corresponding to a Gaussian radial basis function (RBF) expansion of $d_{ij}$:

$$e_{ij}^a = \left[ \exp \left(-\gamma (d_{ij} - k\Delta\mu)^2 \right) \right]_{k=0}^{N_{rbf}} \quad (2)$$

where $\Delta\mu$ is the spacing of Gaussians with scale $\gamma$ on a grid ranging from 0 to $r_{cut}$, so $N_{rbf} = r_{cut}/\Delta\mu$.

The set of $e_{ij}^a$ are sent through a Multi-Layer Perceptron (MLP) to learn the ‘continuous filters’, which are then weighted by a cosine function of $d_{ij}$ to reflect the non-linear influence an atom has on its neighbor with respect to distance. Meanwhile, each node state $h_i$ is passed through a linear layer, after which the states $h_i$ and filters are propagated over edges $e_{ij}$ and passed through a subsequent MLP to obtain the updated node state $h_i'$:

$$h_i' = h_i + \sum_{j \neq i} f(h_j, e_{ij}^a) \quad (3)$$

**MLP Layer:** The updated state $h_i'$ is reduced through an MLP to a scalar value for each node, representing the contribution of each atom to the prediction target.

**Activation and Pooling Layers:** After the embeddings of all vertices in the final layer are computed, the contribution from all atoms are aggregated to obtain the global property of the molecular graph.
3  IPU HARDWARE AND SOFTWARE

The recently developed Graphcore IPU combines a number of hardware features with software abstractions to create a platform that is exceptionally well suited to the unique computational demands of molecular GNNs.

**Figure 3.** An illustration of tile-based IPU processor architecture and communication topologies used for inter-card and inter-IPU communication. Each card has two IPU processors.

**Hardware Architecture.** The main components of a Graphcore IPU are the processing elements called *tiles*. Each tile consists of one computing core and ≈ 625KB of local on-chip SRAM memory which is sufficient to store a large number of (packed) molecular graphs (Figure 3a). The Bow IPU processor consists of a total of 1,472 tiles yielding a total of 900MB of high-bandwidth (65TB/s total) distributed SRAM memory available for machine learning workloads to exploit (Figure 3b). Each computing core has 6 hardware threads that are round-robin multiplexed in time.

An on-chip interconnect implements non-blocking, all-to-all pattern to enable high-bandwidth, low-latency communication among the tiles on an IPU. In addition, for inter-processor communication, low-latency, high-throughput *IPU links* are used (Figure 3c). PCIe links are used to communicate with the host and in the Bow-2000 configuration, 4 IPUs are connected to a host CPU via PCIe connection (64GB/s) and form a IPU-POD system, and the communication between IPU are bypassing the high-throughput IPU-links (running at 320GB/s).

The IPUs support bulk synchronous parallel (BSP) execution model at the hardware level. This model includes three phases: *compute*: where each tile performs computation with the data available on its local SRAM memory, *sync*: where threads are synchronized across all IPUs, and *exchange*: where each thread exchanges data (located either on the same IPU but on different tile or on a tile of a remotely-located IPU).

**Support for ML Operators** The IPU is routinely programmed through high-level Python frameworks such as PyTorch and Tensorflow. We use the PopTorch framework (PopTorch, 2022) which provides a set of extensions to PyTorch to efficiently target our implementation of SchNet to the IPU architecture. We implement the interaction layer (section 2) using the PyTorch-Geometric (PyG) framework (Fey & Lenssen, 2019a). An order-invariant gather function is used to aggregate the neighbors’ influence on a given node via messages. The updated node embedding information is then *scattered* back to the neighbors for the computation of the next set of embeddings in the next interaction layer. These gather-scatter operations for molecular graphs are localized on a single IPU so their execution is accelerated by utilizing the combined benefit of both the high-bandwidth local memory and the high-bandwidth communication over on-chip interconnect.

The PopTorch framework performs compiler optimizations by leveraging both the structure of the model computation graph and the size of input tensors. After capturing an initial intermediate representation (IR), a number of compiler transformation passes are performed over this IR with the aim of mapping high-level PyTorch modules to specific low-level instructions as well as the fusion of multiple constructs that can be performed more efficiently. An example of an operator fusion pass that is essential for the efficient evaluation of the scatter-reduce operation commonly seen in message-passing GNNs is discussed in greater detail in Section 4.2.1.

Our adoption of the PyG framework is motivated by extensibility. In principle, anyone should be able to extend our implementation of SchNet to more sophisticated models by altering the message-passing functions while still benefiting from the molecular GNN-targeted co-design features.

4  CO-DESIGN OPTIMIZATIONS FOR MOLECULAR GNNS

Effective memory management for the data structures and intermediate computation, optimal parallelism and leveraging efficient all-to-all collectives are the key factors that determine the performance of molecular GNNs. We review a set of optimizations that we have implemented for the SchNet model that can be categorized into three broad categories: input-specific optimization (packing), hardware-targeted optimizations (planning, pre-fetching and compiler passes), and model-specific optimizations (merging weight updates and optimized softmax activation). In the following, we discuss these optimization techniques to improve the overall performance of the molecular GNNs.
number of nodes in a graph or a larger number as a trick to reduce padding.

Algorithm 1 Simplified LPFHP

```
# Histogram counts
h ← empty array
for gi ∈ Graphs do
    h[|s(i)|] ← h[|s(i)|] + 1
S ← empty strategy dictionary of lists of pack counts
for s ∈ [sm, ..., 1] do
    c ← h[s]
    R ← sm − s
    while c > 0 do
        # Get best fitting pack space and update strategy
        i = min{s[j] ≠ ∅, j ∈ {s, ..., sm}}
        if i is NaN then
            S[R] ← [(c, [s])]
            c ← 0
        else
            c, S ← update(S, i, c, s)
        end
    return S
```
11, which is the smallest setting that can occur.

4.2 Hardware-targeted Optimizations

For accelerating the training of molecular GNN models on the IPUs, we leverage fully static compilation and a gather-scatter planner (Section 4.2.2). With static compilation, access to the computation graph provides the opportunity to reduce maximum memory usage by changing the order of operations (called “rescheduling”) in a full compute graph to reduce the maximum live memory at any given point in the program. This both may allow a full compute graph to fit into SRAM, and increase the amount of available memory at a given point in the program. Also, increased SRAM availability can allow some operations to make better use of high bandwidth local memory to accelerate operations and assist the planner to decide optimal data layout. At the compiler level, two IPU-specific features are implemented for optimizing the execution of the molecular GNNs: scatter vectorization, and the planning of scatter/gather operators for targeting the IPU.

4.2.1 Vectorization of gather/scatter operations

One of the benefits of the ahead-of-time compilation of a PyTorch model is the ability to write specialized passes that can perform operator fusion to efficiently target the IPU hardware. These passes can apply a simple pattern matching on the captured computation graph and replace or fuse multiple operations into new patterns that are known to be more efficient to evaluate. In the context of GNNs, we have developed a fusion pass that finds a sequence where a vector of indices is broadcasted ahead of aggregation. Our pass removes the redundant broadcasting step and ensures that the more efficient vectorized form of the scatter operation is targeted by the scatter/gather planner.

4.2.2 The Scatter/Gather Planner

The message passing layer that forms part of the Interaction Block/GNN layer discussed in Section 2 gathers the embeddings for atoms in the neighborhood $N(v)$ of each atom, $h_j$, as well as the generated ‘continuous filter’ values corresponding to each edge in the graph, $e_{ij}$, for the aggregation phase of the GNNs.

Gathering yields the values of each row in a matrix $A$ corresponding to each row index in a vector $i$ yielding a matrix $\text{gather}(A, i)$.

\[
\text{gather}(A, i) \in \mathbb{R}^{M \times N}
\]

Once messages have been calculated they are scattered so that messages for each destination atom $v$ are aggregated together which gives the output embeddings $h'$ for the layer shown in Equation 3.

Scattering takes as input a matrix $A$ and a set $U$ of sparse matrices which are all aggregated. The sparse matrices $U$ are collectively represented as a list of non-zero row indices $i$ and a list of non-zero row values $V$.

\[
A \in \mathbb{R}^{M \times N} \\
i \in \mathbb{N}^I \\
V \in \mathbb{R}^{I \times N} \\
\text{scatter}(A, U) \in \mathbb{R}^{M \times N}
\]

\[
\text{scatter}(A, U) = A + \sum_{B \in U} B
\]

Gather provides batch read and scatter provides batch read-modify-write of dynamically indexed chunks of memory. These operations’ runtimes are dominated by memory access. Optimised implementations of gather and scatter for IPU hardware are used to coordinate dynamically indexed memory access across the distributed tile memories and maximise memory bandwidth utilization.

Planning. The IPU scatter/gather implementation is controlled by the scatter/gather planner. This is a host utility that minimizes a cost function for a scatter/gather operation by varying implementation parameters. Parameters of the implementation that may be varied control how an individual scatter or gather operation is parallelized across tiles in the IPU.

This implementation of both gather and scatter uses a divide and conquer strategy. The full gather or scatter operations are divided evenly into smaller gather or scatter operations that are locally executed on each tile. The results are then exchanged and optionally reduced to give the final result. The terms $P_I, P_M,$ and $P_N$ represent divisors for 3 dimensions of the full gather or scatter operation $I, M,$ and $N$ outlined in Equations 5 and 6.

\[
I_t = \left\lceil \frac{I}{P_I} \right\rceil, M_t = \left\lceil \frac{M}{P_M} \right\rceil, \text{ and } N_t = \left\lceil \frac{N}{P_N} \right\rceil
\]

The size of the sub-problem, or partition,
calculated on each tile:
\[ \begin{align*}
A_t & \in \mathbb{R}^{M_t \times N_t} \\
i_t & \in \mathbb{N}^{I_t} \\
V_t & \in \mathbb{R}^{I_t \times N_t} \\
\text{gather}(A_t, i_t) & \in \mathbb{R}^{I_t \times N_t} \\
\text{scatter}(A_t, i_t, V_t) & \in \mathbb{R}^{M_t \times N_t} 
\end{align*} \]

\[ (7) \]

Cost Function for Planner The cost function used for planning (Section 4.2.2) is one that estimates maximum machine cycles required to complete the operation on any one tile and a minimum is found by exhaustive search of valid implementation parameter settings. Simplified equations for gather and scatter planner cost \( c_{\text{gather}} \) and \( c_{\text{scatter}} \) are listed in Equations 8 and 9.

\[ \begin{align*}
B_{\text{data}} & = \text{bytes per data element} \\
B_{\text{index}} & = \text{bytes per index element} \\
B_{\text{vwidth}} & = \text{tile load/store/acc bytes per cycle} \\
W & = \text{number of worker threads per tile} \\
I_t & = \left[ \begin{array}{c} I \\ P_t \end{array} \right] \\
M_t & = \left[ \begin{array}{c} M \\ P_M \end{array} \right] \\
N_t & = \left[ \begin{array}{c} N \\ P_N \end{array} \right] \\
e(b) & = \frac{b}{\text{tile exchange send/receive bytes per cycle}} \\
g(i, m, n) & = W \left[ \begin{array}{c} i \\ W \end{array} \right] \frac{nmB_{\text{data}}}{MB_{\text{vwidth}}} \\
c_{\text{partial gather}} & = e(M_t N_t B_{\text{data}}) + e(I_t B_{\text{index}}) + \\
g(I_t, M_t, N_t) & \\
c_{\text{gather reduce}} & = e(I_t N_t B_{\text{data}}) + \frac{I_t N_t B_{\text{data}}}{B_{\text{vwidth}}} \\
c_{\text{gather}} & = \begin{cases} c_{\text{gather reduce}}, & \text{if } P_M > 1 \\ 0, & \text{otherwise} \end{cases} \\
s(i, m, n) & = W \left[ \begin{array}{c} m \\ W \end{array} \right] \frac{inB_{\text{data}}}{MB_{\text{vwidth}}} \\
c_{\text{partial scatter}} & = e(I_t N_t B_{\text{data}}) + \\
e(I_t B_{\text{index}}) + \\
u(I_t, M_t, N_t) & \\
c_{\text{scatter reduce}} & = e(M_t N_t B_{\text{data}}) + \frac{M_t N_t B_{\text{data}}}{B_{\text{vwidth}}} \\
c_{\text{scatter}} & = \begin{cases} c_{\text{scatter reduce}}, & \text{if } P_I > 0 \\ 0, & \text{otherwise} \end{cases} \\
\end{align*} \]

\[ (8) \]

\[ (9) \]

Here \( g \) represents a function estimating machine cycles taken to execute a gather on a single tile in terms of the SRAM load/store bandwidth \( B_{\text{vwidth}} \). \( s \) represents a function estimating machine cycles taken to execute a scatter on a single tile in terms of the SRAM load/store bandwidth and accumulation vector width \( B_{\text{vwidth}} \). Note that these equations omit many overheads in the implementation for simplicity and represent more of a theoretical minimum. The real cost function used by the planner accounts for more of these overheads and practical implementation details. The function \( e \) simply represents how many cycles a certain number of bytes would take to be sent or received on a tile. There are different tradeoffs when varying \( P_I \), \( P_M \), and \( P_N \) captured by this cost function. Increasing one of these may increase the amount of data that must be communicated between tiles. Increasing another may require a more costly reduction after computing per-tile partition results. Note that when all data, indices, and results fit into SRAM and we can use this implementation of gather or scatter, data never need be read from/written off-chip. Inter-tile communication under this implementation is always balanced allowing every tile to fully utilise its receive bandwidth thanks to regular communication patterns between tiles, and balanced sent/received payloads on each tile. Under the assumption that row indices are i.i.d. along the indexable dimension \( M \) load/store/accumulate hardware is fully utilised during on-tile gather, scatter, or reduction steps.

For both gather and scatter operations, this results in an initial exchange of data between tiles to provide the input to each tile’s partition, followed by on-tile computation to calculate the result for each tile’s partition of the full problem. A reduction of the results of either gather\( (A_t, i_t) \) or scatter\( (A_t, i_t, V_t) \) for each tile will then require further reduction to get the final result when \( P_M > 1 \). This is necessary as the full range of the indexed dimension \( M \) is not available on each tile in this case. The additional reduction entails an all-to-all exchange of data between tiles to redistribute partial results (there will be \( P_M \) partial results spread over of \( P_M \) tiles), followed by on-tile computation to reduce the \( P_M \) partials to get the final result.

4.2.3 Host-Device I/O Optimizations

Asynchronous, non-blocking I/O The preparation of mini-batches can be expensive as it involves the random access of irregular sized molecular graphs followed by the collation process to combine multiple graphs into one large disconnected graph. We can improve the time to access a single graph by using a two-level caching strategy:

- molecular graphs are stored on disk in an efficient compressed serialized binary representation for multi-dimensional tensor data.
- the fully materialized graph data structure is cached
in memory on first time access which helps reduce redundant disk I/O.

We apply this caching strategy within multiple asynchronous workers for preparing mini-batches on the host, which effectively overlaps the time for preparing mini-batches with the computation on the IPU.

**Pre-fetching** To reduce the waiting time between host-device transfers, a pre-fetch depth can be specified for the data stream transfer. The depth dictates the number of pre-fetched batches and enables the host-to-device transfer of the next mini-batch simultaneously while the device continues evaluation of the training loop on the current mini-batch.

### 4.3 Model-specific Optimizations

**Merged Communication Collectives.** During data parallel training, each replica (IPU) computes a local gradient for the mini-batch. These gradients are then combined across all replicas ahead of performing the weight update. To reduce the latency in performing the weight update, all reduce collectives are merged together to communicate all variables at once. The effect of this optimization can be observed from the profiler output included in Figure 12 in the Appendix.

**Optimized softplus.** The default implementation of the softplus activation is defined in PyTorch as:

\[
\text{softplus}(x) = \begin{cases} 
\frac{1}{\beta} \log(1 + \exp(\beta x)), & \text{if } \beta x \leq \tau \\
\frac{1}{\beta} x, & \text{if } \beta x > \tau 
\end{cases}
\]

where \(\tau\) is a threshold value for which the activation saturates to the linear function. This conditional expression is used for numerical stability but for the default values of \(\tau = 20\) and \(\beta = 1\) we can more efficiently evaluate the stable softplus activation equivalently as follows:

\[
\text{softplus}(x) = \log(1 + \exp(-|x|)) + \max(x, 0)
\]

which is used in our optimized implementation of the SchNet model as this simplifies expression compiles down to a more efficient compute vertex than the original formulation in Equation 10 and is numerically stable without additional parameters.

### 5 Evaluation

We performed a comprehensive set of experiments to evaluate the effect of our proposed optimizations for the SchNet model to predict the molecular properties on a large-scale IPU system. In addition, we conducted strong scaling experiments and benchmarked our holistic co-designed approach with an out-of-the-box SchNet implementation modified to run on multiple GPUs. These results are discussed in the following subsections.

![Figure 5. Characteristics of the HydroNet (Choudhury et al., 2020b) and QM9 (Ramakrishnan et al., 2014) benchmark datasets and example molecular graph \(G\) for a water cluster with 12 vertices. Here KDE stands for kernel density estimate. Smaller sparsity value implies sparser graph.](image-url)
5.3 Evaluation of Different Optimization Techniques

5.3.1 Evaluation of the Packing Technique

We first evaluate the performance of the IPU SchNet model with both packing and padding. The experimental results are reported in Figure 6 and in Figure 7a. The speedup is calculated by taking the ratio of the average model training time with padding and packing. As can be observed from Figure 6, packing may improve the performance of the SchNet model by up to 25%, compared to the original padding. As the number of IPUs are increased (Figure 7a), packing technique becomes more impactful with the QM9 dataset due to its denser structure compared to the water cluster graphs as well as lower node counts (Figure 5). With larger 4.5M water cluster dataset and 64 IPUs, the packing technique outperforms the model with padding, as the compaction of the graphs enables processing more batches concurrently with more compute power.

We also evaluate the efficiency of our LPFHP batch packing algorithm compared to the padding technique (Figure 8). Efficiency is defined as the percentage of padding reduced by applying the LPFHP batch packing algorithm. With the QM9 dataset, padding may result in 38% wastage of memory where the maximum number of vertices in a graph is 29 (Figures 5 and 8). To determine the optimal maximum sequence length for packing, it is to be noted from the histogram of the number of nodes in graphs that sometimes the mode of the distribution is larger than half of the maximum number of nodes, as is the case for the QM9 as well as HydroNet dataset (Figure 5). In this case, if the maximum sequence length, i.e. maximum number of nodes in a pack, $s_m$ is set to a smaller value, a substantial amount of padding would still be required (30% on QM9 compared to 38% with normal padding). Thus, it is beneficial to increase the allowed maximum number of nodes in a pack of graphs that gets processed jointly. For QM9, this can reduce the padding to less than 2% (Figure 8). Similar observation can be made for the two HydroNet datasets. In all cases, the curves are not smooth and contain several systematic spikes. This can be explained with the histograms, displayed in Figure 5. Only certain numbers of nodes occur in the dataset and there are several gaps and even for the existing numbers,
5.3.2 Impact of Asynchronous I/O

In addition to applying packing technique, enabling asynchronous I/O improves the performance of the SchNet model, as reported in Figure 6 and Figure 7b. We observe that, with these two techniques, the QM9 dataset achieves better improvement in performance.

5.3.3 Impact of the optimized softplus, merging allreduce and prefetching

Adding a cycle optimized implementation of the softplus activation and merging the all-reduce communcication collective improves the performance of training the SchNet model using IPUs for all the datasets (Figure 6). While prefetching improves performance with the 4.5M water cluster dataset, it negatively impacts the performance of the QM dataset. Here, the prefetch depth is set to 4.

5.4 Strong Scaling Results

We report the strong scaling training performance of the SchNet model on the IPUs in Figure 9. Here, we keep the dataset size constant while increasing the number of IPUs. The reported performance metric, average throughput, is calculated as the number of graphs processed per second (similar to the spirit of evaluating the number of sequences processed per second in training language models). As can be observed from the figure, in most cases, increasing the number of IPUs increases the average throughput. With smaller datasets such as QM9, however, the throughput is maximized with 32 IPUs (with packing). Beyond 32 IPUs, the performance deteriorates due to having not enough work to sustain higher throughput. With the 2.7M and 4.5M water cluster datasets and with packing technique, the average throughput continues to increase up through 64 IPUs, as there are sufficient available work to keep all the independent processors busy (We also report the per-epoch MSE loss with 2.7M water cluster dataset on 16 IPUs in Figure 11 of the Appendix due to space constraint).

5.5 Impact of Embedding size and the Number of Interaction layers

We also conducted experiments by varying the embedding size for each of the vertices of the input molecular graphs, as well as the number of interaction blocks in the SchNet model. We report the average per epoch execution time in Figure 10. Except for the (64, 2) and (128,2) embedding size and # interaction blocks combinations for the 4.5M dataset, as expected, the execution time increases with the increase of embedding size and the number of interaction blocks due to the increase in the total number of matrix multiplications performed in the SchNet model.

5.6 Average Per Epoch Execution Time with Different Number of IPUs

We also report the average per epoch execution time in seconds as we increase the number of IPUs in Table 1. With
the QM9 dataset, the SchNet model achieves the best performance with 32 IPUs, closely followed by the performance while running on 16 IPUs. With QM9 dataset, on 64 IPUs, the overhead of communication starts to dominate the execution time instead of the available computation. With the 2.7M and 4.5M water cluster datasets, due to their larger sizes, increasing the number of IPUs help to achieve better performance as there are more local computation available.

| Dataset     | 8 IPUs | 16 IPUs | 32 IPUs | 64 IPUs | 8GPUs |
|-------------|--------|---------|---------|---------|-------|
| QM9         | 0.91   | 0.72    | 0.68    | 0.9     | 1.86  |
| 500K        | 8.39   | 5.36    | 5.0     | 5.57    | 6.87  |
| 2.7M        | 35.07  | 21.37   | 14.81   | 11.74   | 34.36 |
| 4.5M        | 62.56  | 35.0    | 27.03   | 19.38   | 60    |

Table 1. Average per epoch execution time in seconds with different number of IPUs and GPUs.

5.7 Hardware accelerator comparison

We compare the performance of training our optimized SchNet model for molecular GNNs on the IPUs with an existing out-of-the-box GPU implementation from the PyTorch Geometric (PyG) library. For running on multiple GPUs, we modified the existing single-GPU SchNet implementation in PyG to leverage the Distributed Data Parallel (DDP) model of the PyTorch library, without introducing any further optimizations. We conduct the experiments with different datasets for 25 epochs and report the result in Table 1. Here we report and compare the average per epoch execution time with 8 A100 GPUs and 16 IPUs because of their close equivalence in terms of compute capability, power and cost. As can be observed from Table 1, the SchNet model runs faster on the IPUs compared to the GPUs. In particular, with QM9, 500k water cluster, 2.7M water cluster and 4.5M water cluster datasets, the SchNet model running on the IPUs achieve a speedup of 2.58x, 1.28x, 1.6x and 1.71x respectively. The speedup is computed by taking the average of the execution time for 25 epochs for 16 IPUs and 8 GPUs then taking the ratio of the average runtime on the GPUs and on the IPUs.

6 Conclusion

The long history of science is full of examples where new technology has led to a deeper understanding of natural phenomena. More recently, progress in machine learning applied to computer vision and natural language processing has previously been driven by the re-purposing of GPU accelerators for the compute workloads of these deep neural networks (Krizhevsky et al., 2012; Vaswani et al., 2017). We present here the first application of IPUs to molecular GNNs and demonstrate extreme acceleration compared to a baseline GPU implementation. Beyond demonstrating this emerging capability, this paper proposes a set of optimization techniques for executing GNNs with molecular graphs: packing for efficient representation of the batches, planning for well-balanced work partitioning for optimized scatter-gather execution, overlapping computation and communication techniques for reducing the I/O bottleneck and model-specific optimizations. We demonstrate that altogether these optimizations can take advantage of the high-bandwidth local memory and faster interconnect of the IPU architecture to significantly improve the training time of the molecular GNNs. This has the potential to unlock the potential of machine learning applied to molecular-related scientific domains.
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A APPENDIX

A.1 Additional Experimental results

A.1.1 Per Epoch MSE Loss for SchNet IPU

We report per epoch MSE loss for the SchNet model with 2.7M water cluster dataset in Figure 11.

Figure 11. Per epoch MSE loss for the SchNet model with 2.7M water cluster dataset.

A.1.2 Profiler Output to Demonstrate the Effect of Merging Communication Collectives

We show the effect of merging communication collectives for weight updates (discussed in Section 4.3) by profiling with and without this optimization in Figure 12.

A.1.3 Per Epoch Execution time With Different Number of IPUs

We report per epoch execution time while varying the number of IPUs in Figure 13.

A.2 Extended Discussion on Related Work

A plethora of frameworks has been proposed in the literature that seek to improve the performance of the GNNs (Jia et al., 2020; Zheng et al., 2020a; Fey & Lenssen, 2019b; Cai et al., 2021; Ma et al., 2019; Wang et al., 2019a; Kipf & Welling, 2017; Xu et al., 2019; Ma et al., 2019; Wang et al., 2019; Fey & Lenssen, 2019b) due to the availability of the GPUs (Nvidia A100, AMD MI200, etc.) on many current HPC systems. At the algorithm level, neighborhood sampling and mini batch processing have been proposed for reducing communication (Chiang et al., 2019; Zeng et al., 2019; Gandhi & Iyer, 2021). Alternatively, techniques including pipelined batch transfer and computation (Kaler et al., 2022), specialized runtime and communication libraries (Cai et al., 2021; Ma et al., 2019; Wang et al., 2021a) seek to improve the performance of the GNN libraries at the system level. Moreover, specialized hardware, such as tensor cores inside the GPUs have been adapted to accelerate the sparse-dense matrix multiplication step in the aggregation phase of the GNNs (Wang et al., 2021a). GPUs primarily rely on the oversubscription of threads to hide memory latency as well as coalesced memory access within each warp to achieve peak memory bandwidth. For these reasons, GPUs perform well when the computation is regular and dense. However, fine-grained, irregular workloads such as GNNs require significant engineering to obtain optimal performance on the GPUs (Wang et al., 2017).

A.2.1 GPU-related Optimizations for GNNs

To date, both algorithmic and system-level optimizations for GNNs have been mostly geared towards Graphic Processing Units (GPUs) (Kipf & Welling, 2017; Xu et al., 2019; Ma et al., 2019; Wang et al., 2019; Fey & Lenssen, 2019b) due to the availability of the GPUs (Nvidia A100, AMD MI200, etc.) on many current HPC systems. At the algorithm level, neighborhood sampling and mini batch processing have been proposed for reducing communication (Chiang et al., 2019; Zeng et al., 2019; Gandhi & Iyer, 2021). Alternatively, techniques including pipelined batch transfer and computation (Kaler et al., 2022), specialized runtime and communication libraries (Cai et al., 2021; Ma et al., 2019; Wang et al., 2021a) seek to improve the performance of the GNN libraries at the system level. Moreover, specialized hardware, such as tensor cores inside the GPUs have been adapted to accelerate the sparse-dense matrix multiplication step in the aggregation phase of the GNNs (Wang et al., 2021a). GPUs primarily rely on the oversubscription of threads to hide memory latency as well as coalesced memory access within each warp to achieve peak memory bandwidth. For these reasons, GPUs perform well when the computation is regular and dense. However, fine-grained, irregular workloads such as GNNs require significant engineering to obtain optimal performance on the GPUs (Wang et al., 2017).

A.2.2 IPUs and ML Workload

For an overview of the IPU hardware and various benchmarking results on these systems, please see the white-paper (Jia et al., 2019). Discussion about an implementation of Spatio-Temporal Graph Convolutional Networks on Graphcore IPUs can be found in (Moe et al., 2022).
Figure 12. Effect of merging of all the allreduce collectives at the end of the backward pass to reduce the tail latency of the execution. On the left profile, from at around 52k time unit mark till the end, only some of the tiles are busy while other tiles are waiting. In contrast, on the right, till the very end of the execution, most of the tiles are engaged reasonably in computation and communication without long waiting period, thanks to the merging of the all reductions.

Figure 13. Per epoch performance of the SchNet model with different number of IPUs and with packing (25 epochs).