B Implementation

A Python implementation of our proposed method is available online [1]. The implementation includes the following main functionality, which is outlined in Algorithm 1. A sketch of the functionality is presented in Fig 10.

- **Train** (line 1): Calculate the simplex vertices $p_1, \ldots, p_n$ and train the regression model based on a training data set $\mathcal{D}$, the user-defined parameters $\alpha, \beta, k_\alpha, k_\beta$, and $d$ for the training data transformation $f$ and the hyperparameters $h$ of the regression model. In this manner, obtain a point prediction $\hat{f}(x)$ – possibly along with a probabilistic prediction $\hat{q}(\cdot|x)$ – for every $x \in \mathcal{X}$. For the calculation of the simplex vertices $p_1, \ldots, p_n$, we provide two methods. First, the explicit method via (66) and second, an iterative method. For the latter, we choose $p_1$ to be the first canonical basis vector and determine the remaining elements of $p_2, \ldots, p_n$ one after another based on the already specified elements such that (58.b) and (68.b) are fulfilled. The resulting simplex vectors from the two methods differ only by a joint rotation so that there is no substantial effect on our method apart from minor numerical differences. All results in this paper are based on simplex vertices from the iterative method.

- **PredictClassLabel** (line 7): Predict the class label of (possibly unseen) feature space points $x \in \mathcal{X}$ based on the point prediction $\hat{f}(x)$ of the trained regression model and on the simplex vertices $p_1, \ldots, p_n$.

- **PredictClassLabelProbability** (line 13): Predict the probability of class label $y \in \mathcal{Y}$ for unseen feature space points $x \in \mathcal{X}$ based on the probabilistic prediction $\hat{q}(\cdot|x)$ of the trained regression model, on the simplex vertices $p_1, \ldots, p_n$, and on a fixed sample size $N$. We presume that $\hat{q}(\cdot|x)$ is normally distributed with mean $\hat{\mu}(x)$ and variance $\hat{\sigma}(x)^2$.

- **Compress** (line 24): Transform the latent space point $z \in \mathcal{Z}$ to reference-simplex counterpart $w = C(z) \in -S^\circ$ based on the user-defined parameter $\tau$ and the simplex vertices $p_1, \ldots, p_n$.

- **Inflate** (line 28): Transform the reference-simplex point $w \in -S^\circ$ to latent space counterpart $z = I(w) \in \mathcal{Z}$ based on the user-defined parameter $\tau$ and the simplex vertices $p_1, \ldots, p_n$.

In particular, our implementation is intended to be used with scikit-learn [2]. We therefore do not prescribe the specific form of the regression model, but instead allow the user to plug in an arbitrary scikit-learn estimator.
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Algorithm 1 Summary of the main functionality of the provided implementation [1].

1: function Train($D, \alpha, \beta, k_\alpha, k_\beta, d, h$)
2: Calculate simplex vertices $p_1, \ldots, p_n$ either explicitly according to (66) using (65) and (67) or iteratively as described in appendix S2.
3: Calculate $f(x_i) = f_{\alpha,\beta,k_\alpha,k_\beta,d}(x_i|D)$ for $i \in \{1, \ldots, D\}$ using (14) to (18)
4: Calculate the transformed training data set $D^f$ from (23)
5: Train a regression model with hyperparameters $h$, by fitting it to $D^f$
6: end function

7: function PredictClassLabel($x, b_f, p_1, \ldots, p_n$)
8: Calculate the regression model’s point prediction $\hat{b} = \hat{f}(x)$ for $x$
9: Calculate the distances $\|\hat{b} - p_1\|_2, \ldots, \|\hat{b} - p_n\|_2$
10: Calculate the label $\hat{y} = \hat{g}(\hat{b})$ based on the above distances and (32)
11: return $\hat{y}$
12: end function

13: function PredictClassLabelProbability($x, y, \hat{\mu}, \hat{\sigma}, p_1, \ldots, p_n, N$)
14: if $n = 2$ then
15: Calculate $\hat{p} = \hat{p}(y|x)$ according to (118)
16: else
17: Sample $z_1, \ldots, z_N$ independently from $\hat{q}(\cdot|x)$
18: Calculate the distances $\|z_i - p_1\|_2, \ldots, \|z_i - p_n\|_2$ for $i \in \{1, \ldots, N\}$
19: Calculate $I_C(y|z_1), \ldots, I_C(y|z_N)$ based on the above distances and on (89)
20: Calculate $\hat{p} = \hat{p}_N(y|x)$ according to (119)
21: end if
22: return $\hat{p}$
23: end function

24: function Compress($z, \tau, p_1, \ldots, p_n$)
25: Calculate $w = C(z)$ according to (130)
26: return $w$
27: end function

28: function Inflate($w, \tau, p_1, \ldots, p_n$)
29: Calculate $z = I(w)$ according to (131)
30: return $z$
31: end function

Figure 10. An overview of the functionality of the provided implementation [1] as outlined in Algorithm 1. After the initial training stage, there are two possible use cases, namely classification and visualization, as described in detail in Section 2. The first use case refers to the prediction of class labels and of class probabilities for unseen feature space points, whereas the second use case allows to perform a transformation from the latent space to a reference simplex and back for visualization purposes.