Abstract. The Hodge star mean curvature flow on a 3-dimension Riemannian or pseudo-Riemannian manifold, the geometric Airy flow on a Riemannian manifold, the Schrödinger flow on Hermitian manifolds, and the shape operator curve flow on submanifolds are natural non-linear dispersive curve flows in geometric analysis. A curve flow is integrable if the evolution equation of the local differential invariants of a solution of the curve flow is a soliton equation. For example, the Hodge star mean curvature flow on $\mathbb{R}^3$ and on $\mathbb{R}^2$, the geometric Airy flow on $\mathbb{R}^n$, the Schrödinger flow on compact Hermitian symmetric spaces, and the shape operator curve flow on an Adjoint orbit of a compact Lie group are integrable. In this paper, we give a survey of these results, describe a systematic method to construct integrable curve flows from Lax pairs of soliton equations, and discuss the Hamiltonian aspect and the Cauchy problem of these curve flows.

1. Introduction

Three of the simplest linear dispersive equations in one space and one time are:

- The linear Schrödinger equation for $q : \mathbb{R}^2 \to \mathbb{C}^n$,
  \[ q_t = iq_{xx}. \]
- The Airy equation for $q : \mathbb{R}^2 \to \mathbb{R}$,
  \[ q_t = q_{xxx}. \]
- The first order symmetric linear hyperbolic system for $q : \mathbb{R}^2 \to \mathbb{R}^n$,
  \[ q_t = Aq_x, \]
  where $A$ is a constant $n \times n$ real symmetric matrix.

These are Hamiltonian partial differential equations, and the Cauchy problem can be solved by Fourier transforms. There are also many interesting completely integrable non-linear dispersive Hamiltonian partial differential equations (soliton equations) that arise in the study of non-linear waves. For example,

- the focusing non-linear Schrödinger equation (NLS),
  \[ q_t = \frac{i}{2}(q_{xx} + 2|q|^2q), \]
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for \( q : \mathbb{R}^2 \to \mathbb{C} \),
- the sine-Gordon equation (SGE) for \( q : \mathbb{R}^2 \to \mathbb{R} \),
  \[ q_{tt} - q_{xx} = \sin q, \]
- the KdV equation
  \[ q_t = \frac{1}{4}(q_{xxx} + 6qq_x), \]
- the \( n \) wave equation for \( u = (u_{ij}) : \mathbb{R}^2 \to u(n) \) with \( u_{ii} = 0 \) for \( 1 \leq i \leq n \),
  \[ (u_{ij})_t = \frac{b_i - b_j}{a_i - a_j}(u_{ij})_x + \sum_{k \neq i,j} \left( \frac{b_k - b_j}{a_k - a_j} - \frac{b_i - b_k}{a_i - a_k} \right) u_{ik}u_{kj}, \quad i \neq j \]
  where \( a_i, b_i \) are complex constants for \( 1 \leq i \leq n \) and \( a_1, \ldots, a_n \) are distinct.

Soliton equations have many remarkable properties including:
- There are infinitely many families of explicit soliton solutions.
- There exist Bäcklund transformations that generate new solutions from a given solution.
- There exists a Lax pair, i.e., a one parameter family of \( G \)-valued connection one forms \( \theta(x,t,\lambda) = A(u,\lambda)dx + B(u,\lambda)dt \) on the \((x,t)\) plane defined by \( u \), \( x \) derivatives of \( u \) and a parameter \( \lambda \) such that \( \theta(\cdot,\cdot,\lambda) \) is flat for all \( \lambda \in \mathbb{C} \) if and only if \( u \) is a solution of the soliton equation.
- There are interesting actions of infinite dimension groups on the space of solutions.
- There exists a bi-Hamiltonian structure, i.e., two compatible Poisson structures such that the soliton equation are Hamiltonian with respect to both structures.
- There are infinitely many commuting conservation laws.
- If \( u \) is a solution of the soliton equation then the scattering of the linear operator \( d_x + A(u(\cdot,t),\lambda) = 0 \) (the \( x \) part of the Lax pair) evolves linearly in \( t \). If the inverse scattering transform of this linear operator exists for a class \( \mathcal{O} \) of initial data then the Cauchy problem with initial data in \( \mathcal{O} \) of the soliton equation can be solved.

One of the standard methods for constructing soliton equations is to use splittings of infinite dimensional Lie algebras, i.e., the Adler-Kostant-Symes construction. The properties of soliton equations given above can be derived in a unified and systematic way from these splittings (cf. [10], [33]).

Soliton equations also arise naturally in differential geometry (cf. [35]). For example, the SGE is the equation for surfaces in \( \mathbb{R}^3 \) with Gaussian curvature \(-1\), and the reduced \( n \)-wave equation is related to the Gauss-Codazzi equations for flat Lagrangian submanifolds in \( \mathbb{C}^n \) with flat and non-degenerate normal bundle (cf. [37]).
The linear dispersive equations mentioned above are flows on the space $C^\infty(\mathbb{R}, V)$ of smooth maps from $\mathbb{R}$ to $V$, where $V$ is $\mathbb{R}^n$ or $\mathbb{C}^n$. It is natural in geometric analysis to construct non-linear analogues of linear dispersive equations by replacing $V$ by a Riemannian, pseudo-Riemannian, or a Hermitian manifold, and replacing $\partial_x$ by $\nabla_{e_0}$ or $\nabla_{\gamma_0}$, where $\nabla$ is the metric connection and $e_0$ is the unit tangent vector along the curve. Next we give some natural analogues of linear dispersive equations in differential geometry.

- **The Schrödinger flow** on Hermitian manifolds
  
  Let $(M, g, J)$ be a Hermitian manifold, where $J$ is the complex structure and $g$ is a Hermitian metric. The Schrödinger flow on $M$ is the following natural analogue of the linear Schrödinger equation,
  
  $$\gamma_t = J(\nabla_{\gamma_0} \gamma_x),$$
  
  where $\nabla$ is the Levi-Civita connection of $g$.

- **The star mean curvature flow** (\(\ast\)-MCF) on a 3-manifold
  
  Let $g$ be a Riemannian or Lorentzian metric on a 3-dimensional manifold $N$. The \(\ast\)-MCF on $(N, g)$ is the following curve flow on the space of immersed curves in $N$,
  
  $$\gamma_t = \ast(\gamma(H(\gamma, t))),$$
  
  where $\ast_{\gamma(x)}$ is the Hodge star operator on the normal plane $\nu(\gamma)_x$ and $H(\gamma(\cdot, t))$ is the mean curvature vector for $\gamma(\cdot, t)$.

- **The geometric Airy flow** on a Riemannian manifold
  
  Let $(M, g)$ be a Riemannian manifold, $\nabla$ the Levi-Civita connection of $g$, and $\nabla^\perp$ the induced normal connection on a curve $\gamma$ defined by $\nabla^\perp_{e_0} \xi = (\nabla_{e_0} \xi)^\perp$, the projection of $\nabla_{e_0} \xi$ onto $\nu(\gamma)$, where $\xi$ is a normal vector field $\xi$ along $\gamma$ and $e_0$ is the unit tangent. The geometric Airy flow on $(M, g)$ is
  
  $$\gamma_t = \nabla^\perp_{e_0} H(\gamma(\cdot, t)).$$

- **The shape operator curve flow** on a submanifold
  
  Let $M$ be a submanifold of a Riemannian manifold $(N, g)$, and $\eta$ a normal field on $M$. The shape operator $A_{\eta(x)} : TM_x \rightarrow TM_x$ is the self-adjoint operator defined by
  
  $$A_{\eta}(v) = - (\nabla_v \eta)^T,$$
  
  the tangential component of $\nabla_v \eta$, where $\nabla$ is the Levi-Civita connection of $g$. The shape operator curve flow on $M$ is
  
  $$\gamma_t = A_{\eta}(\gamma_x).$$
  
  This is a natural non-linear symmetric first order hyperbolic system on the submanifold $M$.

Given a geometric curve flow on a homogeneous $G$-space $M$, if we can construct a “good” moving frame along curves on $M$ such that the evolution equation of the differential invariants of solutions of a geometric curve...
flow defined by these moving frames is a soliton equation, then we can use
techniques from soliton theory to study this curve flow. We call such a curve
flow an integrable curve flow. As we will see next, many of the geometric
dispersive curve flows are known to be integrable.

It can be checked that the $\ast$-MCF preserves the arc-length parameter. If
$\gamma$ is parametrized by its arc-length, then the mean curvature ve-
tor of $\gamma$ is $H(\gamma) = \nabla_{\gamma_x} \gamma_x$. So the $\ast$-MCF on $\mathbb{R}^3$ parametrized by the arc-length is

$$\gamma_t = \gamma_x \times \gamma_{xx}.$$  

(1.2)

Hasimoto proved in [16] that if $\gamma$ is a solution of the VFE parametrized by
arc-length then there exists a smooth $\theta : \mathbb{R} \rightarrow \mathbb{R}$ such that

$$q(x, t) = \frac{1}{2} e^{i\theta(t)} k(x, t) e^{-\int_0^t \tau(s, t) \mathrm{d}s}$$

is a solution of the NLS, where $k(\cdot, t)$ and $\tau(\cdot, t)$ are the curvature and torsion
along $\gamma(\cdot, t)$. Note that

(i) the VFE is invariant under the group $\mathfrak{R}(3)$ of rigid motions of $\mathbb{R}^3$,
i.e., if $\gamma$ is a solution of the VFE, then so is $C \circ \gamma$ for any $C \in \mathfrak{R}(3)$,
(ii) if $q$ is a solution of the NLS and $c \in \mathbb{C}$ with $|c| = 1$, then $cq$ is also a
solution of the NLS, i.e., the group $S^1$ acts on the space of solutions
of the NLS,
(iii) if $C \in \mathfrak{R}(3)$, then $\gamma$ and $C \gamma$ have the same curvature and torsion.

So the Hasimoto’s transform in fact maps the $\mathfrak{R}(3)$-orbit of a solution of the VFE to the $S^1$-orbit of a solution of the NLS. We use $\Psi$ to denote the
Hasimoto transform on these orbit spaces, i.e.,

$$\{ \gamma : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \mid \gamma \text{ is a solution of the VFE, } ||\gamma_x|| = 1 \}/\mathfrak{R}(3)$$

$$\downarrow \Psi$$

$$\{ q : \mathbb{R}^2 \rightarrow \mathbb{C} \mid q \text{ is a solution of the NLS } \}/S^1$$

The inverse of $\Psi$ is given by the Pohlmeyer-Sym construction (cf. [25], [29]).

Here is an outline of the paper:

(a) An orthonormal frame $(e_0, e_1, e_2)$ along a curve $\gamma$ in $\mathbb{R}^3$ is a p-frame
if $e_0$ is the unit tangent and $(e_1, e_2)$ is a parallel orthonormal frame of
the normal bundle $\nu(\gamma)$ with respect to the induced normal con-
nexion. The differential invariants $k_1, k_2$ of $\gamma$ defined by a p-frame are
the principal curvatures along $e_1, e_2$. Hasimoto’s result can be stated
as follows: If $\gamma : \mathbb{R}^2 \rightarrow \mathbb{R}^3$ is a solution of the VFE parametrized by
the arc-length, then there exists $g : \mathbb{R}^2 \rightarrow SO(3)$ such that $g(\cdot, t)$ is
a p-frame along $\gamma(\cdot, t)$ for all $t \in \mathbb{R}$ and $q = \frac{1}{2}(k_1 + i k_2)$ is a solution
of the NLS, where $k_1, k_2$ are the principal curvatures defined by the
p-frame $g$. Although p-frames along $\gamma$ are not unique and principal
curvatures of $\gamma$ depend on the choice of p-frames, the formula for the
Hasimoto transform \( \Psi \) takes a simpler form in p-frames. It is also easier to use p-frames to translate the results in soliton theory for the NLS to the VFE. The VFE is one of the most well-known integrable curve flow, and there are many works on the relation between the VFE and NLS (cf. [18], [9], [27], [5], [6]). We use the VFE as a model example to explain how to use the Hasimoto transform \( \Psi \) to study the bi-Hamiltonian structure, higher order commuting curve flows, and Bäcklund transformations for the VFE. We also show that the geometric Airy flow on \( \mathbb{R}^3 \) preserves the total arc-length. Hence we can reparametrize the curves by the arc-length parameter, and the resulting normalized geometric Airy flow commutes with the VFE.

(b) We use p-frames to construct analogues of the Hasimoto transform \( \Psi \) between the time-like \(*\)-MCF on \( \mathbb{R}^{2,1} \) and the defocusing NLS, and between the space-like \(*\)-MCF on \( \mathbb{R}^{2,1} \) and the \( 2 \times 2 \) AKNS equation

\[
\begin{align*}
q_t &= -\frac{1}{2}(q_{xx} - 2q^2r), \\
r_t &= \frac{1}{2}(r_{xx} - 2qr^2).
\end{align*}
\]

(1.3)

The bi-Hamiltonian structure, higher order commuting curve flows, and Bäcklund transformations for the \(*\)-MCF on \( \mathbb{R}^{2,1} \) are constructed.

(c) Analogues of the Hasimoto transforms were also constructed between the Schrödinger flow on \( \text{Gr}(k, C^n) \) and the matrix NLS in [36], between central affine curve flows on \( \mathbb{R}^n \setminus \{0\} \) and the Gelfand-Dickey hierarchy in [26] and [7] for \( n = 2 \), in [8] for \( n = 3 \), and in [39] for \( n \geq 3 \), and between the shape operator curve flow on Adjoint orbits of \( U(n) \) on \( u(n) \) and the \( n \)-wave equation in [12] and [31]. We will give a brief review of these results in the last section.

(d) These analogous Hasimoto transforms are constructed by choosing suitable moving frames so that equations for the differential invariants are soliton equations. A p-frame for a curve in \( \mathbb{R}^3 \) is only unique up to an action of \( H = SO(2) \). This motivates us to define a notion of \( (H, V) \)-moving frames for curves on homogeneous \( G \)-spaces, where \( V \) is an affine subspace of \( G \) where the differential invariants lies. All moving frames used in examples given in (a)-(c) are \( (H, V) \)-moving frames. Moreover, the notion of \( (H, V) \)-moving frame is equivalent to the definition of \( H \)-slice in the theory of transformation groups.

(e) Given a soliton equation, we give a general method for constructing geometric curve flows and suitable \( (H, V) \)-moving frames from the Lax pair so that their invariants give rise to solutions of the given soliton equation. All integrable curve flows mentioned in this paper can be constructed by this method.

This paper is organized as follows: In section 2, we define the notion of \( (H, V) \)-moving frames for curves on a homogeneous space, give some examples, and explain the relation between \( (H, V) \)-moving frames and \( H \)-slice in the theory of transformation groups. We give a brief review of the
AKNS $2 \times 2$-hierarchy and its various restrictions in section 3. The relation between the VFE and the NLS and the Cauchy problem for the VFE with initial data having rapidly decaying principal curvatures are discussed in section 4. We solve the Cauchy problem with periodic initial data for the VFE in section 5. In section 6, we construct Backlund transformations and give an algorithm to write down infinitely many families of explicit soliton solutions for the VFE. We explain the Hamiltonian aspects of the VFE including higher commuting curve flows and show that the normalized geometric Airy flow on $\mathbb{R}^3$ commutes with the VFE in section 7. In section 8, we study the time-like $\ast$-MCF flow on $\mathbb{R}^2,1$. We study the space-like $\ast$-MCF on $\mathbb{R}^2,1$ and prove that the space-like geometric Airy flow on $\mathbb{R}^2,1$ with a suitable constraint gives a natural geometric interpretation of the KdV in section 9. We explain (e) in the last section.

2. Moving frames along curves

We first give a review of local theory of curves in a Riemannian manifold, then define and give examples of $(H, V)$-moving frames for curves on a homogeneous space. In the end of the section we explain the relation between the notion of $(H, V)$-moving frames on a homogeneous space $G/K$ and $H$-slices for the gauge action of $\mathcal{C}^\infty(\mathbb{R}, K)$ on the space of connections $\mathcal{D}_x + C^\infty(\mathbb{R}, G)$.

Let $\gamma: \mathbb{R} \to M$ be a curve in a Riemannian manifold $(M^n, g)$, and $e_0$ the unit tangent along $\gamma$. Let $g = (e_0, \ldots, e_{n-1})$ be an orthonormal frame along $\gamma$ such that $e_0$ is the unit tangent to $\gamma$. Then

$$\nabla e_0(e_0, \ldots, e_{n-1}) := (\nabla e_0 e_0, \ldots, \nabla e_0 e_{n-1}) = (e_0, \ldots, e_{n-1})k$$

for some $k = (k_{ij})_{0 \leq i, j \leq n-1} \in so(n)$, where $\nabla$ is the Levi-Civita connection for $g$. In fact, $k_{ij} = g((e_i)_x, e_j)$ for $0 \leq i, j \leq n-1$, $k_i = k_{i0} = g(\nabla e_0 e_0, e_i)$ is the principal curvature of $\gamma$ along $e_i$ for $1 \leq i \leq n-1$, and

$$H(\gamma) = \nabla e_0 e_0 = \sum_{i=1}^{n-1} k_i e_i$$

is the mean curvature vector field along $\gamma$ and is independent of the choice of orthonormal frames. In particular, if $\gamma$ is parametrized by its arc-length, then

$$H(\gamma) = \nabla_{\gamma_x} \gamma_x.$$  

Principal curvatures depend on the choice of normal frame. If both $(e_0, \ldots, e_{n-1})$ and $(\hat{e}_0, \hat{e}_1, \ldots, \hat{e}_{n-1})$ are orthonormal frames along $\gamma$ then there is a $h: \mathbb{R} \to SO(n-1)$ such that $(\hat{e}_1, \ldots, \hat{e}_{n-1}) = (e_1, \ldots, e_{n-1})h$. So the corresponding principal curvatures are related by

$$(\hat{k}_1, \ldots, \hat{k}_{n-1})^t = h^{-1}(k_1, \ldots, k_{n-1})^t. \quad (2.1)$$

Note that an orthonormal frame $(e_1, \ldots, e_{n-1})$ of $\nu(\gamma)$ is parallel with respect to $\nabla^\perp$ if and only if $k_{ij} = g((e_i)_x, e_j) = 0$ for all $1 \leq i, j \leq n-1$. Moreover,
two parallel normal frames are differed by a constant in $SO(n-1)$. Motivated by this example, we make the following definition.

**Definition 2.1.** Let $M = G \cdot p_0$ be a homogeneous $G$-space, $\mathcal{M}$ a subset of $C^\infty(\mathbb{R}, M)$, $H$ a closed subgroup of the isotropy subgroup $G_{p_0}$ at $p_0$, and $V$ an affine subspace of $G$. We say that $\mathcal{M}$ admits $(H, V)$-moving frame if

1. given $\gamma \in \mathcal{M}$, there exists $g : \mathbb{R} \to G$ such that
   
   (a) $\gamma(x) = g(x) \cdot p_0$,
   
   (b) $g^{-1}g_x \in C^\infty(\mathbb{R}, V)$. 

   Moreover, if $g_1 \in C^\infty(\mathbb{R}, G)$ also satisfies (a)-(b), then there is a constant $h \in H$ such that $g_1 = gh$.

2. if $g : I \to G$ satisfying $g^{-1}g_x \in V$, then $\gamma = g \cdot p_0$ is in $\mathcal{M}$. 

We call such $g$ a $(H, V)$-moving frame along $\gamma$ and $u = g^{-1}g_x$ the differential invariants of $\gamma$ defined by $g$.

Note that if both $g$ and $\tilde{g}$ are $(H, V)$-frames along $\gamma$, then there is $c \in H$ such that $\tilde{g} = gc$. So the corresponding differential invariants $\tilde{u} = \tilde{g}^{-1}g_x$ and $u = g^{-1}g_x$ are related by $\tilde{u} = cuc^{-1}$.

If $\mathcal{M}$ admits $(H, V)$ moving frames, then by the existence and uniqueness of ordinary differential equations we have the following:

- $\mathcal{M}$ is invariant under the action of $G$.
- Differential invariants of $\gamma$ in $\mathcal{M}$ determines $\gamma$ uniquely up to the action of $G$.

Next we give some examples.

**Example 2.2 (p-frame for curves in $\mathbb{R}^n$).**

The group $\mathfrak{R}(n)$ of rigid motions of $\mathbb{R}^n$ can be embedded as the following subgroup of $GL(n+1)$:

$$\mathfrak{R}(n) = \left\{ \begin{pmatrix} 1 & 0 \\ y & g \end{pmatrix} \right| y \in \mathbb{R}^{n\times 1}, g \in SO(n) \right\}$$

and its Lie algebra is

$$\mathfrak{r}(n) = \left\{ \begin{pmatrix} 0 & 0 \\ y & \xi \end{pmatrix} \right| y \in \mathbb{R}^{n\times 1}, \xi \in so(n) \right\}.$$ 

Given a curve $\gamma$ in $\mathbb{R}^n$ parametrized by its arc-length, there exists an orthonormal frame $(e_0, \ldots, e_{n-1})$ satisfying $e_0 = \gamma_x$ and $(e_1, \ldots, e_{n-1})$ is a parallel orthonormal frame for $\nu(\gamma)$, i.e.,

$$(e_0, \ldots, e_{n-1})_x = (e_0, \ldots, e_{n-1}) \begin{pmatrix} 0 & -k_1 & -k_2 & \cdots & -k_{n-1} \\ k_1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ k_{n-2} & \cdots & 0 & 0 \\ k_{n-1} & 0 & \cdots & 0 \end{pmatrix}.$$ 

The orthonormal frame $(e_0, \ldots, e_{n-1})$ is called a p-frame and $k_i$ the principal curvature along $e_i$ for $\gamma$ for $1 \leq i \leq n - 1$. Since two p-frames are differed
by a constant in \( SO(n - 1), (\gamma, e_0, \ldots, e_{n-1}) \) is a \((SO(n - 1), Y_n)\)-moving frame for \( \gamma \in \mathcal{M} \), where
\[
\mathcal{M} = \{ \gamma : \mathbb{R} \to \mathbb{R}^n \mid \|\gamma_x\| = 1 \},
\]
and \( Y_n \) is the following affine subspace of \( \mathfrak{t}(n) \),
\[
Y_n = e_{21} + \oplus_{i=3}^{n+1} \mathbb{R}(e_{i2} - e_{2i}).
\]

**Example 2.3 (Frenet frame for curves in \( \mathbb{R}^3 \)).**

The classical Frenet frame \((e_0, n, b)\) for \( \gamma \) in
\[
\mathcal{M}_s = \{ \gamma : \mathbb{R} \to \mathbb{R}^3 \mid \|\gamma_x\| = 1, \|\gamma_{xx}\| > 0 \}
\]
satisfies the following Frenet equation,
\[
(e_0, n, b)_x = (e_0, n, b) \begin{pmatrix} 0 & -k & 0 \\ k & 0 & -\tau \\ 0 & \tau & 0 \end{pmatrix},
\]
where \( k, \tau \) are the curvature and torsion of \( \gamma \). So \((\gamma, e_0, n, b)\) is a \((e, V)\)-moving frame for \( \gamma \in \mathcal{M}_s \), where \( V = e_{21} + \mathbb{R}(e_{32} - e_{23}) + \mathbb{R}(e_{43} - e_{34}) \).

**Example 2.4 (periodic h-frame).**

For \( c \in \mathbb{R} \), let \( R(c) = \begin{pmatrix} \cos c & -\sin c \\ \sin c & \cos c \end{pmatrix} \) denote the rotation of \( \mathbb{R}^2 \) by angle \( c \).

Let \( c_0 \in \mathbb{R} \) be a constant, and
\[
\mathcal{M}_{c_0} = \{ \gamma : S^1 \to \mathbb{R}^3 \mid \|\gamma_x\| = 1, \text{ the normal holonomy of } \gamma \text{ is } R(-2\pi c_0) \}.
\]
If \((e_0, e_1, e_2)\) is a p-frame along \( \gamma \in \mathcal{M}_{c_0} \), then
\[
(e_0, e_1, e_2)(2\pi) = (e_0, e_1, e_2)(0)\text{diag}(1, R(-2\pi c_0)).
\]

Let \((v_1(x), v_2(x))\) be the orthonormal normal frame obtained by rotating \((e_1(x), e_2(x))\) by \( c_0x \). Then the new frame
\[
\hat{g}(x) = (e_0, v_1, v_2)(x) = (e_0, e_1, e_2)(x) \begin{pmatrix} 1 & 0 \\ 0 & R(c_0x) \end{pmatrix}
\]
is periodic in \( x \). Moreover,
\[
\hat{g}_x^{-1} \hat{g}_x = \begin{pmatrix} 0 & -\tilde{k}_1 & -\tilde{k}_2 \\ \tilde{k}_1 & 0 & -c_0 \\ \tilde{k}_2 & c_0 & 0 \end{pmatrix}
\]
and \((\tilde{k}_1 + ic_2)(x, t) = e^{-c_0x}(k_1 + ik_2)(x, t)\) are periodic. We call \( \hat{g} = (e_0, v_1, v_2) \) a periodic h-frame along \( \gamma \). This is a \((SO(2), V)\)-moving frame for \( \mathcal{M}_{c_0} \), where
\[
V = e_{21} + c_0 e_{43} + \mathbb{R}(e_{32} - e_{23}) + \mathbb{R}(e_{42} - e_{24}).
\]

**Example 2.5 (Central affine moving frame).** (cf. \[26], \[3\])

The group \( SL(n, \mathbb{R}) \) acts on \( \mathbb{R}^n \setminus \{0\} \) transitively by \( g \cdot y = gy \). If \( \gamma : \mathbb{R} \to \mathbb{R}^n \setminus \{0\} \) satisfies \( \det(\gamma, \gamma_s, \ldots, \gamma_s^{(n-1)}) > 0 \) for all \( s \in \mathbb{R} \), then we can change
The central affine moving frame $g$ along frame $u$ is called the central affine arc-length parameter. Let

$$\mathcal{M}_n(\mathbb{R}) = \{ \gamma \in C^\infty(\mathbb{R}, \mathbb{R}^n \setminus \{0\}) \mid \det(\gamma, \ldots, \gamma^{(n-1)}_x) = 1 \}. $$

Give $\gamma \in \mathcal{M}_n(\mathbb{R})$, take the $x$-derivative of $\det(\gamma, \ldots, \gamma^{(n-1)}_x) = 1$ to get

$$\det(\gamma, \gamma_x, \ldots, \gamma^{(n-2)}_x, \gamma^{(n)}_x) = 0. $$

This implies that there exist $u_1, \ldots, u_{n-1}$ such that

$$\gamma^{(n)}_x = u_1 \gamma + \ldots + u_{n-1} \gamma^{(n-2)}_x. $$

Hence we have

$$g_x = g \begin{pmatrix} 0 & 0 & 0 & \cdots & u_1 \\ 1 & 0 & 0 & \cdots & u_2 \\ 0 & 1 & 0 & \cdots & \cdot \\ \cdot & \cdot & \cdot & \cdots & \cdot \\ 0 & 1 & 0 & u_{n-1} \\ 0 & 1 & 0 & \end{pmatrix}, $$

where $g = (\gamma, \gamma_x, \ldots, \gamma^{(n-1)}_x)$. The map $g$ is called the central affine moving frame along $\gamma$ and $u_i$ the $i$-th central affine curvature of $\gamma$ for $1 \leq i \leq n - 1$. The central affine moving frame $g$ along $\gamma \in \mathcal{M}$ is the $(e, V)$-moving frame along $\gamma$, where $V = b + \oplus_{i=1}^{n-1} \mathbb{R} e_{in}$ and $b = \sum_{i=1}^{n-1} e_{i+1,i}.

**Example 2.6 (Adjoint moving frame).**

Let $G$ be a semi-simple Lie group, $\mathcal{G}$ the Lie algebra of $G$ equipped with a non-degenerate ad-invariant bi-linear form $\langle \cdot, \cdot \rangle$, $a \in \mathcal{G}$, and

$$M = \{ gag^{-1} \mid g \in G \}$$

the Adjoint $G$-orbit at $a$ in $\mathcal{G}$. Let $G_a$ denote the stabilizer of $a$, $G_a^\perp$ the orthogonal complement of the Lie algebra $G_a$ of $G_a$ with respect to the bi-linear form $\langle \cdot, \cdot \rangle$. It was proved in [31] that given $\gamma \in C^\infty(\mathbb{R}, M)$, there is a $g : \mathbb{R} \rightarrow G$ such that $\gamma(x) = g(x)ag(x)^{-1}$ and $g^{-1}g_x \in G_a^\perp$. Moreover, if $g_1 : \mathbb{R} \rightarrow G$ is another such map then there exists a constant $c \in G_a$ such that $g_1 = gc$. Hence $g$ is a $(G_a, G_a^\perp)$-moving frame along $\gamma$ in $C^\infty(\mathbb{R}, M)$ and the $G_a^\perp$-valued map $g^{-1}g_x$ is the differential invariants for $\gamma$ defined by $g$. We call such $g$ an Adjoint moving frame.

**Remark 2.7.**

(a) The group $\text{Diff}(\mathbb{R})$ of diffeomorphisms of $\mathbb{R}$ acts on $C^\infty(\mathbb{R}, M)$ by $f \cdot \gamma = \gamma \circ f$. This action leaves the space $\mathcal{I}(\mathbb{R}, M)$ of immersions in $C^\infty(\mathbb{R}, M)$ invariant. Two immersed curves lies in the same $\text{Diff}(\mathbb{R})$-orbit have the same geometry but with different parametrization.

(b) If $\text{Diff}(\mathbb{R}) \cdot \mathcal{M}$ is not an open subset of $C^\infty(\mathbb{R}, M)$, then a curve flow on $\mathcal{M}$ is a curve flow on $M$ with constraints.

(c) Suppose $\text{Diff}(\mathbb{R}) \cdot \mathcal{M}$ is open in $C^\infty(\mathbb{R}, M)$. If the $(H, V)$-moving frames are for curves with a special parameter then $\dim(V)$ is equal to $\dim(M) - 1$, otherwise $\dim(V) = \dim(M).$
The notion of the \((H,V)\)-moving frame is closely related to the concept of \(H\)-slice on a \(G\)-space \(X\) defined by Palais.

**Definition 2.8.** ([24]) Let \(X\) be a \(G\)-space, and \(H\) a closed subgroup of \(G\). A submanifold \(S\) of \(X\) is a \(H\)-slice if \(S\) satisfies

1. \(G \cdot S\) is open in \(X\),
2. \(H \cdot S \subset S\),
3. if \((g \cdot S) \cap S \neq \emptyset\) then \(g \in H\).

**Theorem 2.9.** Let \(M = G \cdot p_0 = G/K\), where \(K = G_{p_0}\). Let \(G\) act on \(C^\infty(\mathbb{R}, M)\) by \((c \cdot \gamma)(x) = c \cdot \gamma(x)\), and \(C^\infty(\mathbb{R}, K)\) act on \(C^\infty(\mathbb{R}, \mathcal{G})\) by the gauge transformations,

\[
\Phi(x) = \Psi(x)
\]

Then \(\Phi([\gamma]) = [g^{-1}g_x]\) defines a bijection

\[
\Phi : C^\infty(\mathbb{R}, M)/G \rightarrow C^\infty(\mathbb{R}, \mathcal{G})/C^\infty(\mathbb{R}, K),
\]

where \([\gamma]\) is the \(G\)-orbit at \(\gamma\) and \([u]\) is the \(C^\infty(\mathbb{R}, K)\)-gauge orbit of \(u\). Moreover, a subset \(M\) of \(C^\infty(\mathbb{R}, M)\) admits \((H,V)\)-moving frames if and only if \(C^\infty(\mathbb{R}, V)\) is a \(H\)-slice of the gauge action of \(C^\infty(\mathbb{R}, K)\) on \(M = \{g^{-1}g_x \in C^\infty(\mathbb{R}, G) \mid g \cdot p_0 \in \mathcal{M}\}\).

**Proof.** Given \(\gamma \in C^\infty(\mathbb{R}, M)\), there exists \(g : \mathbb{R} \rightarrow G\) such that \(\gamma = g \cdot p_0\). Moreover, \(g_1 \in C^\infty(\mathbb{R}, G)\) such that \(\gamma = g_1 \cdot p_0\) if and only if there exists \(k = C^\infty(\mathbb{R}, G_{p_0})\) such that \(g_1 = gk\). So \(\gamma \mapsto [g^{-1}g_x]\) is a well-defined map from \(C^\infty(\mathbb{R}, M)\) to \(C^\infty(\mathbb{R}, \mathcal{G})/C^\infty(\mathbb{R}, K)\). Note that if \(c \in G\) is a constant, then \((cg)^{-1}g_x = g^{-1}g_x\). This proves that \(\Phi([\gamma]) = [g^{-1}g_x]\) is well-defined.

Given \(u : \mathbb{R} \rightarrow \mathcal{G}\), we can solve \(g \in C^\infty(\mathbb{R}, G)\) such that \(u = g^{-1}g_x\). So \(\Phi(g \cdot p_0) = u\). This shows that \(\Phi\) is a bijection. The second part of the theorem follows from the definitions. \(\square\)

Fels and Olver gave a general theory and a systematic method of constructing group based moving frames in [11]. Mari Beffe used these group based moving frames and bi-Hamiltonian structures to study various integrable curve flows in [20], [21], [22], [23]. We will see in later sections that our notion of \((H,V)\)-moving frames makes the relation between integrable geometric curve flows and soliton equations more transparent.

### 3. The 2 × 2 AKNS hierarchy

In this section, we review some known properties of the 2 × 2 AKNS hierarchy and its various restrictions (cf. [1], [3]).

#### 3.1. The 2 × 2 AKNS hierarchy or the \(SL(2, \mathbb{C})\)-hierarchy

Let

\[
a = \text{diag}(i, -i).
\]
It can be checked that given \( u = \begin{pmatrix} 0 & q \\ r & 0 \end{pmatrix} : \mathbb{R} \to sl(2, \mathbb{C}) \) there is a unique 

\[
Q(u, \lambda) = a\lambda + Q_0(u) + Q_{-1}(u)\lambda^{-1} + \cdot
\]
satisfying \( Q_0(u) = u \), 

\[
\begin{cases}
[\partial_x + a\lambda + u, Q(u, \lambda)] = 0, \\
Q(u, \lambda)^2 = -\lambda^2 I_2,
\end{cases} \tag{3.1}
\]

where \( I_2 \) is the \( 2 \times 2 \) identity matrix. Moreover, entries of \( Q_{-j}(u) \) are differential polynomials in \( q \) and \( r \) (i.e., polynomials in \( q, r \) and their \( x \)-derivatives. It follows from (3.1) that we have the recursive formula

\[
(Q_{-j}(u))_x + [u, Q_{-j}(u)] = [Q_{-(j+1)}(u), a]. \tag{3.2}
\]

In fact, the \( Q_j(u) \)'s can be computed directly from (3.1). For example,

\[
Q_{-1}(u) = \frac{i}{2} \begin{pmatrix} qr & qx \\ -rx & -qr \end{pmatrix}, \quad Q_{-2}(u) = -\frac{1}{4} \begin{pmatrix} q_xx - qr - 2q^2r & q_xx - 2q^2r \\ r_xx - 2qr^2 & -qr + qr_x \end{pmatrix}. \tag{3.3}
\]

Let

\[
V = \mathbb{C}e_{12} + \mathbb{C}e_{21}.
\]

The \textit{j-th flow in the 2 \times 2 AKNS hierarchy} is the following flow on \( C^\infty(\mathbb{R}, V) \), 

\[
u_t = [\partial_x + u, Q_{-(j-1)}(u)] = [Q_j(u), a]. \tag{3.4}
\]

For example, the first three flows in the \( SL(2, \mathbb{R}) \)-hierarchy are

\[
q_t = q_x, \quad r_t = r_x, \\
q_t = \frac{i}{2}(q_xx - 2q^2r), \quad r_t = -\frac{i}{2}(r_xx - 2qr^2), \\
q_t = -\frac{1}{4}(q_{xxx} - 6qrq_x), \quad r_t = -\frac{1}{4}(r_{xxx} - 6qrr_x).
\]

It follows from (3.1) that \( u : \mathbb{R}^2 \to V \) is a solution of (3.4) if and only if

\[
\theta_j = (a\lambda + u)dx + \left( \sum_{-(j-1) \leq i \leq 1} Q_i(u)\lambda^{j-1+i} \right) dt \tag{3.5}
\]
is a flat \( sl(2, \mathbb{C}) \)-valued connection one form on the \( (x, t) \)-plane for all complex parameter \( \lambda \), where \( Q_1(u) = a \) and \( Q_0(u) = u \). The connection 1-form \( \theta_j \) is the \textit{Lax pair of the solution u of the j-th flow (3.4)}.

3.2. The \textit{SU(2)}-hierarchy

Let \( V_1 \) denote the following linear subspace of \( V = \mathbb{C}e_{12} + \mathbb{C}e_{21} \):

\[
V_1 = \{ qe_{12} - \bar{q}e_{21} \mid q \in \mathbb{C} \}. \tag{3.6}
\]

The \( j \)-th flow (3.4) leaves \( C^\infty(\mathbb{R}, V_1) \)-invariant, i.e., leaves \( r = -\bar{q} \) invariant. Moreover, \( Q_{-j}(u) \in su(2) \) for \( u = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix} \). The restrictions of the flows
to $C^\infty(\mathbb{R}, V_1)$ is called the $SU(2)$-hierarchy. For example, for $u = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix}$, we have

$$Q_{-1}(u) = \frac{i}{2} \begin{pmatrix} -|q|^2 & q_x \\ \bar{q}_x & |q|^2 \end{pmatrix},$$

(3.7)

$$Q_{-2}(u) = \frac{1}{4} \begin{pmatrix} \bar{q}q_x - q\bar{q}_x & -(q_{xx} + 2|q|^2q) \\ q_{xx} + 2|q|^2\bar{q}_x & -\bar{q}q_x + q\bar{q}_x \end{pmatrix}. $$

(3.8)

So the first three flows in the $SU(2)$-hierarchy are

$$q_t = q_x,$$

(3.9)

$$q_t = \frac{i}{2}(q_{xx} + 2|q|^2q),$$

(3.10)

$$q_t = -\frac{1}{4}(q_{xxx} + 6|q|^2q_x).$$

(3.11)

Note that the second flow is the focusing NLS and the third equation is the complex modified KdV. The Lax pair $\theta_j$ (defined by (3.5)) for solution $u = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix}$ of the $j$-th flow in the $SU(2)$-hierarchy satisfies the $su(2)$-reality condition

$$\theta_j(x, t, \bar{\lambda})^* + \theta_j(x, t, \lambda) = 0. $$

(3.12)

We call a solution $E$ of

$$E^{-1}dE := E^{-1}(E_x dx + E_t dt) = \theta_j$$

a frame of the $j$-th flow in $SU(2)$-hierarchy if $E$ satisfies the $SU(2)$-reality condition,

$$E(x, t, \bar{\lambda})^*E(x, t, \lambda) = I_2. $$

(3.13)

3.3. The $SU(1, 1)$-hierarchy

Let

$$V_2 = \{qe_{12} + \bar{q}e_{21} \mid q \in \mathbb{C}\}. $$

(3.14)

The $j$-th flow (3.3) leaves $C^\infty(\mathbb{R}, V_2)$ invariant, i.e., leaves $r = \bar{q}$ invariant. Moreover, $Q_{-j}(u) \in su(1, 1)$ for $u = \begin{pmatrix} 0 & q \\ \bar{q} & 0 \end{pmatrix}$. The restriction of the $2 \times 2$ AKNS hierarchy to $C^\infty(\mathbb{R}, V_2)$ is called the $SU(1, 1)$-hierarchy. For $u = \begin{pmatrix} 0 & q \\ \bar{q} & 0 \end{pmatrix}$, we have

$$Q_{-1}(u) = \frac{i}{2} \begin{pmatrix} |q|^2 & q_x \\ -\bar{q}_x & -|q|^2 \end{pmatrix},$$

(3.15)

$$Q_{-2}(u) = \frac{1}{4} \begin{pmatrix} -\bar{q}q_x + q\bar{q}_x & -(q_{xx} - 2|q|^2q) \\ \bar{q}q_x - q\bar{q}_x & \bar{q}q_x - q\bar{q}_x \end{pmatrix}. $$

(3.16)
The first three flows in the $SU(1,1)$-hierarchy are
\begin{align}
q_t &= q_x, \\
q_t &= i \frac{1}{2} (q_{xx} - 2|q|^2 q), \\
q_t &= -\frac{1}{4} (q_{xxx} - 6|q|^2 q_x).
\end{align}

Note that the second flow is the defocusing NLS. The Lax pair $\theta_j$ for a solution $u = \begin{pmatrix} 0 & q \\ \bar{q} & 0 \end{pmatrix}$ of the $j$-th flow of the $SU(1,1)$-hierarchy is given by the same formula \ref{eq:theta} and $\theta_j$ satisfies the $su(1,1)$-reality condition,
\begin{equation}
\theta_j(x, t, \bar{\lambda})^* J_2 + J_2 \theta_j(x, t, \lambda) = 0, \quad J = \text{diag}(1, -1). \tag{3.20}
\end{equation}

We call a solution $E$ of $E^{-1} dE = \theta_j$ a frame if $E$ satisfies the $SU(1,1)$-reality condition,
\begin{equation}
E(x, t, \bar{\lambda})^* J E(x, t, \lambda) = J. \tag{3.21}
\end{equation}

### 3.4. The $SL(2, \mathbb{R})$-hierarchy

Let
\begin{equation}
a = \text{diag}(1, -1), \quad u = \begin{pmatrix} 0 & q \\ r & 0 \end{pmatrix},
\end{equation}

and $Q(u, \lambda) = a \lambda + u + Q_{-1}(u) \lambda^{-1} + \cdots$ the solution of
\begin{align*}
\left\{ \partial_x + a \lambda + u, Q(u, \lambda) \right\} &= 0, \\
Q(u, \lambda)^2 &= \lambda^2 I_2.
\end{align*}

Then
\begin{align}
Q_{-1}(u) &= \frac{1}{2} \begin{pmatrix} -qr & -qx \\ r_x & qr \end{pmatrix}, \\
Q_{-2}(u) &= \frac{1}{4} \begin{pmatrix} q_x r - qr x & q_{xx} - 2q^2 r \\ r_{xx} - 2qr^2 & -q_x r + qr x \end{pmatrix}.
\end{align}

Let
\begin{equation}
V_\mathbb{R} = \mathbb{R}e_{12} + \mathbb{R}e_{21}. \tag{3.25}
\end{equation}

The $j$-th flow on $C^\infty(\mathbb{R}, V_\mathbb{R})$ in the $SL(2, \mathbb{R})$-hierarchy is given by the same formula \ref{eq:flow} with these new $a$ and $Q_j$'s. For example, the first three flows in the $SL(2, \mathbb{R})$-hierarchy for $u = \begin{pmatrix} 0 & q \\ r & 0 \end{pmatrix}$ are
\begin{align}
q_t &= q_x, \\
q_t &= -\frac{1}{2} (q_{xx} - 2q^2 r), \quad r_t = \frac{1}{2} (r_{xx} - 2qr^2), \\
q_t &= \frac{1}{4} (q_{xxx} - 6qr q_x), \quad r_t = \frac{1}{4} (r_{xxx} - 6qrr x).
\end{align}
The Lax pair \( \theta_j \) of the \( j \)-th flow in the \( SL(2, \mathbb{R}) \)-hierarchy, which is given by the same formula 3.5, satisfies the \( sl(2, \mathbb{R}) \)-reality condition,

\[
\theta_j(x, t, \lambda) = \theta_j(x, t, \bar{\lambda}).
\]  
(3.26)

A solution of \( E^{-1} dE = \theta_j \) is a frame of the solution \( u \) of the \( j \)-th flow in the \( SL(2, \mathbb{R}) \)-hierarchy if \( E \) satisfies the \( SL(2, \mathbb{R}) \)-reality condition,

\[
E(x, t, \lambda) = E(x, t, \bar{\lambda}).
\]  
(3.27)

3.5. The KdV hierarchy

The \((2j + 1)\)-th flow in the \( SL(2, \mathbb{R}) \)-hierarchy leaves \( r = 1 \) invariant and the third flow becomes the KdV,

\[
q_t = \frac{1}{4}(q_{xx} - 6qq_x). \tag{3.28}
\]

where

\[
a = \text{diag}(1, -1), \quad u = \begin{pmatrix} 0 & q \\ 1 & 0 \end{pmatrix}, \quad Q_{-1}(u) = \begin{pmatrix} -\frac{q}{2} & -\frac{q_x}{2} \\ 0 & -\frac{q_x}{2} \end{pmatrix}, \quad Q_{-2}(u) = \begin{pmatrix} \frac{q_x}{4} & \frac{q_{xx} - 2q^2}{4} \\ -\frac{q}{2} & -\frac{q_x}{2} \end{pmatrix}.
\]

The reality condition for the KdV hierarchy is a little bit more complicated. It was noted in [34] that the Lax pair (3.28) satisfies the KdV reality condition,

\[
\begin{aligned}
A(\bar{\lambda}) &= A(\lambda), \\
\phi(\lambda)^{-1} A(\lambda) \phi(\lambda) &= \phi(-\lambda)^{-1} A(-\lambda) \phi(-\lambda),
\end{aligned}
\]  
(3.29)

where

\[
\phi(\lambda) = \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix}.
\]

A frame of a solution \( q \) of the KdV is the solution \( E(x, t, \lambda) \) of the following system,

\[
\begin{aligned}
E_x &= E(a\lambda + u), \\
E_t &= E(a\lambda^3 + u\lambda^2 + Q_{-1}(u)\lambda + Q_{-2}(u)), \\
E(x, t, \lambda) &= E(\lambda), \\
\phi^{-1}(\lambda) E(x, t, \lambda) \phi(\lambda) &= \text{even in } \lambda.
\end{aligned}
\]

Remark 3.6. The reality condition of the Lax pair of a soliton equation plays an important role in the symmetries of the equation. It also plays an essential role in the construction of Bäcklund transformations.

3.7. Bi-Hamiltonian structure ([10], [33])

Let \( G = su(2), su(1, 1) \) and \( sl(2, \mathbb{R}) \) for \( W = V_1, V_2 \) and \( V_\mathbb{R} \) defined by (3.6), (3.14) and (3.25) respectively. The gradient of \( H : C^\infty(S^1, W) \to \mathbb{R} \) is the unique \( \nabla H(u) \in C^\infty(S^1, W) \) defined by

\[
dH_u(v) = \int \langle \nabla F(u), v \rangle dx,
\]
where $\langle X, Y \rangle = -\frac{1}{2} \text{tr}(XY)$. These hierarchies are Hamiltonian with respect to two Poisson structures. The first one is

$$\{F, H\}_1(u) = \oint \langle [\nabla F(u), a], \nabla H(u) \rangle dx$$  \hspace{1cm} (3.30)

To define the second Poisson structure we need the operator $P_u : C^\infty(S^1, W) \to C^\infty(S^1, G)$ defined as follows: Given $u, v \in C^\infty(R, W)$ there is a unique $\tilde{v} \in C^\infty(R, G)$ such that $\tilde{v} = u + Aa$ and $[\partial_x + u, \tilde{v}] \in W$. Then $P_u(v) = \tilde{v}$. For example, for $u = \begin{pmatrix} 0 & q \\ r & 0 \end{pmatrix}$ and $v = \begin{pmatrix} 0 & \xi \\ \eta & 0 \end{pmatrix}$, we have $P_u(v) = v + Aa$, where $A$ satisfies $A_x = -q\eta + r\xi$.

The second Poisson structure is

$$\{F, H\}_2(u) = \oint \langle [\partial_x + u, P_u(\nabla F(u))], \nabla H(u) \rangle dx.$$  \hspace{1cm} (3.31)

The Hamiltonian equation for $H$ with respect to $\{ , \}_i$ is

$$u_t = (J_i)_u(\nabla H(u)),$$

where

$$(J_1)_u(v) = [v, a],$$  \hspace{1cm} (3.32)

$$(J_2)_u(v) = [\partial_x + u, P_u(v)].$$  \hspace{1cm} (3.33)

Note that $\{ , \}_2$ are defined for $H$ satisfying $\oint [u, [v, a]] dx = 0$.

Let $H_j : C^\infty(S^1, W) \to \mathbb{R}$ be the functional defined by

$$H_j(u) = -\frac{1}{j} \oint \langle Q_j(u), a \rangle dx.$$  \hspace{1cm} (3.34)

Then the following are known:

(i) The $j$-th flow equation is the Hamiltonian equation for $H_j$ with respect to $J_2$ and is the Hamiltonian equation for $H_{j+1}$ with respect to $J_1$.

(ii) Write

$$Q_j(u) = Y_j(u) + A_j(u)a$$

with $Y_j(u) \in W$ and $A_j(u) \in \mathbb{R}$. Then we have

$$P_u(Y_{-j}(u)) = [Q_{-(j+1)}(u), a],$$

$$Y_{-1}(u) = (J_1)_u^{-1}(u_x),$$

$$\nabla H_j(u) = Y_{-(j-1)}(u).$$

This gives the well-known fact that the $j$-th flow can be written recursively by the bi-Hamiltonian structures,

$$u_{t_j} = (J_2 J_1^{-1})_u^j(u_x).$$
(iii) \( H_j \)'s are commuting Hamiltonians with respect to both Poisson structures. Hence all flows commute and \( H_j \)'s are conserved quantities for these flows.

### 3.8. The \( \mathbb{R} \)-action on solutions

These hierarchies also admit an \( \mathbb{R} \)-action on solutions. Let \( \mathbb{R} \) act on \( C^\infty(\mathbb{R}, W) \) by

\[
c * u = e^{ca}ue^{-ca},
\]

where \( a = \text{diag}(i, -i) \) for \( W = V_1 \) and \( V_2 \) and \( a = \text{diag}(1, -1) \) for \( W = V_\mathbb{R} \).

For \( u \in V_1 \) or \( V_2 \), the induced \( \mathbb{R} \)-action on \( q \in C^\infty(\mathbb{R}, V_i) \) is

\[
c * q = e^{2ic}q.
\]

So this gives an \( S^1 \)-action on \( C^\infty(\mathbb{R}, V_i) \). For \( u = qe_{12} + re_{21} \in V_\mathbb{R} \), the \( \mathbb{R} \)-action on \( (q, r) \) is

\[
c * (q, r) = (e^{2c}q, e^{-2c}r).
\]

It follows from (3.1) that

\[
Q(e^{ca}ue^{-ca}) = e^{ca}Q(u)e^{-ca}.
\]

So we have

\[
Q_{-j}(e^{ca}ue^{-ca}) = e^{ca}Q_{-j}(u)e^{-ca}.
\]

This implies that

1. if \( u \) is a solution of the \( j \)-th flow then so is \( e^{ca}ue^{-ca} \) for any \( c \in \mathbb{R} \). In other words, \( S^1 \) acts on the space of solutions of the \( j \)-th flow in the \( SU(2) \) and \( SU(1, 1) \) hierarchies and the group \( \mathbb{R}^+ = \{ \text{diag}(r, r^{-1}) \mid r \in \mathbb{R}, r \neq 0 \} \) acts on the space of solutions of the \( j \)-th flow in the \( SL(2, \mathbb{R}) \)-hierarchy.

2. the functional \( H_j \) defined by (3.34) is invariant under the \( \mathbb{R} \)-action.

Note that if \( F : C^\infty(S^1, W) \to \mathbb{R} \) is invariant under the \( \mathbb{R} \)-action, then \( \nabla F \) is \( \mathbb{R} \)-equivariant, i.e.,

\[
\nabla F(e^{ca}ue^{-ca}) = e^{ca}\nabla F(ue^{-ca}).
\]

Hence we get the following.

**Proposition 3.9.** If \( F, H : C^\infty(S^1, W) \to \mathbb{R} \) are invariant under the \( \mathbb{R} \)-action \( r * u = e^{ra}ue^{-ra} \), then \( \{ F, H \}_i \) is also \( \mathbb{R} \)-invariant for \( i = 1, 2 \).

Note that the Hamiltonian theory discussed above works for the space \( S(\mathbb{R}, W) \) of rapidly decaying smooth maps from \( \mathbb{R} \) to \( W \).
4. The $\ast$-MCF on $\mathbb{R}^3$

In this section, we

(a) show that the $\ast$-MCF on $\mathbb{R}^3$ preserves arc-length parameter and is the VFE,

(b) explain the Hasimoto transform for the VFE in terms of p-frames,

(c) solve the Cauchy problem for the VFE with initial data having rapidly decaying principal curvatures.

Recall that the Hodge star operator on an oriented two dimension inner product space is the rotation of $\frac{\pi}{2}$. So if $(e_1, e_2)$ is an oriented orthonormal basis then

\[ \ast(e_1) = e_2, \quad \ast(e_2) = -e_1. \]

**Proposition 4.1.** The $\ast$-MCF on a $3$-dimensional Riemannian manifold $(N^3, g)$ preserves the arc-length parameter.

**Proof.** Suppose $\gamma(x,t)$ is a solution of the $\ast$-MCF on $N$. Let $s(\cdot, t)$ denote the arc-length parameter of $\gamma(\cdot, t)$. Then $s_x = ||\gamma_x|| = \sqrt{g(\gamma_x, \gamma_x)}$. Let $(e_0, e_1, e_2)$ be an orthonormal moving frame along $\gamma$ such that $e_0$ is the unit tangent, and $k_i$ the principal curvature of $\gamma$ along $e_i$ for $i = 1, 2$. Then

\[
(e_0, e_1, e_2)_s = (e_0, e_1, e_2) \begin{pmatrix} 0 & -k_1 & -k_2 \\ k_1 & 0 & -\beta \\ k_2 & \beta & 0 \end{pmatrix}
\] (4.1)

for some functions $k_1, k_2$ and $\beta$. The $\ast$-MCF on $N$ written in terms of this frame is

\[
\gamma_t = \ast_{\gamma}(H(\gamma(\cdot, t))) = k_1 e_2 - k_2 e_1.
\]

Write $||\gamma_x||^2 = g(\gamma_x, \gamma_x)$. Then

\[
\frac{1}{2}(g(\gamma_x, \gamma_x))_t = g(\nabla_{\gamma_x} \gamma_x, \gamma_x) = g(\nabla_{\gamma_x} \gamma_t, \gamma_x)
\]

\[
= g(\nabla_{\gamma_x} (k_1 e_2 - k_2 e_1), \gamma_x) = ||\gamma_x||^2 g(\nabla_{e_0} (k_1 e_2 - k_2 e_1), e_0).
\]

It follows from (4.1) that this is zero. \qed

So we may assume solutions $\gamma(x,t)$ of the $\ast$-MCF is parametrized by arc-length. Since $H(\gamma) = \gamma_{xx}$ if $\gamma$ is parametrized by its arc-length, we obtain the following.

**Proposition 4.2.** The $\ast$-MCF on the Euclidean space $\mathbb{R}^3$ parametrized by arc-length is the vortex filament equation (VFE),

\[
\gamma_t = \gamma_x \times \gamma_{xx} = k b,
\]

where $k(\cdot, t)$ and $b(\cdot, t)$ are the curvature and bi-normal of $\gamma(\cdot, t)$.

Let $c \in \mathbb{R} \setminus 0$ be a constant. Then $\gamma$ is a solution of $\gamma_t = c\gamma_x \times \gamma_{xx}$ if and only if $\tilde{\gamma}(x,t) = \gamma(x,t/c)$ is a solution of the VFE. So they are the
same equation up to linear change of time coordinate. To make the relation between the VFE and NLS looks neater, we will call
\[ \gamma_t = \frac{1}{2} \gamma H(\gamma, t) = \frac{1}{2} H \gamma_x \gamma_{xx} \] (4.2)
the VFE for the rest of the paper.

Next we state Hasimoto’s result in terms of p-frame. Since the proof of this theorem is used for many integrable curve flows, we include a proof here.

**Theorem 4.3.** If \( \gamma : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \) is a solution of the VFE, \( \gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx} \), parametrized by arc-length, then there exists \( g = (e_0, e_1, e_2) : \mathbb{R}^2 \rightarrow SO(3) \) satisfying

- (i) \( g(\cdot, t) \) is a p-frame along \( \gamma(\cdot, t) \) for each \( t \),
- (ii) \( q = \frac{1}{2} (k_1 + i k_2) \) is a solution of the NLS, \( q_t = \frac{i}{2} (q_{xx} + 2 |q|^2 q) \), where \( k_i = (e_0)_x \cdot e_i \) is the principal curvatures along \( e_i \) for \( i = 1, 2 \).
- (iii) if both \( g \) and \( \tilde{g} = (e_0, \tilde{e}_1, \tilde{e}_2) \) satisfies (i) and (ii), then there is a constant \( c \) such that \( \tilde{g} = g \text{diag}(1, R(c)) \) and \( \tilde{q} = \frac{1}{2} (\tilde{k}_1 + i \tilde{k}_1) = e^{-ic} q \) is a solution of the NLS, where \( \tilde{k}_i(\cdot, t) \) is the principal curvature of \( \gamma(\cdot, t) \) along \( \tilde{e}_i \) and \( R(c) = \begin{pmatrix} \cos c & -\sin c \\ \sin c & \cos c \end{pmatrix} \).

**Proof.** Let \( h = (e_0, v_1, v_2) : \mathbb{R}^2 \rightarrow SO(3) \) such that \( h(\cdot, t) \) is a p-frame for \( \gamma(\cdot, t) \) for all \( t \) and \( r_1, r_2 \) the principal curvatures along \( v_1, v_2 \) respectively, i.e.,

\[
A := h^{-1} h_x = \begin{pmatrix} 0 & -r_1 & -r_2 \\ r_1 & 0 & 0 \\ r_2 & 0 & 0 \end{pmatrix}.
\]

Let

\[ B = (b_{ij}) := h^{-1} h_t. \]

A direct computation implies that

\[
(e_0)_x = (\gamma_x)_t = (\gamma_t)_x = \frac{1}{2} (-r_2 v_1 + r_1 v_2) = \frac{1}{2} (-r_2) x v_1 + (r_1) x v_2.
\]

So \( b_{21} = -\frac{1}{2} (r_2)_x \) and \( b_{31} = \frac{1}{2} (r_1)_x \). Since \( h^{-1} h_x = A \) and \( h^{-1} h_t = B \), we have

\[ A_t = B_x + [A, B]. \]

Compare the 32-th entry of the above equation to get

\[ (b_{32})_x = -\frac{1}{4} (r_1^2 + r_2^2)_x. \]

Hence there exists \( \theta : \mathbb{R} \rightarrow \mathbb{R} \) such that \( b_{32} = -\frac{1}{4} (r_1^2 + r_2^2) + \theta(t) \). Let \( (e_1, e_2)(x, t) = (v_1 v_2)(x, t) R(\rho(t)) \), and \( g = (e_0, e_1, e_2) \), where \( R(\rho(t)) \) is the
rotation of angle $\rho(t)$ and $\rho'(t) = -\theta(t)$. Then we have

$$
g^{-1}g_x = \begin{pmatrix}
0 & -k_1 & -k_2 \\
k_1 & 0 & 0 \\
k_2 & 0 & 0
\end{pmatrix},
$$

$$
g^{-1}g_t = \begin{pmatrix}
0 & \frac{(k_2)_x}{2} & -\frac{(k_1)_x}{2} \\
-\frac{(k_2)_x}{2} & 0 & \frac{k_1^2+k_2^2}{4} \\
\frac{(k_1)_x}{2} & \frac{k_1^2+k_2^2}{4} & 0
\end{pmatrix},
$$

where $k_1 + ik_2 = e^{-i\rho(t)}(r_1 + r_2)$. Let $\tilde{A} = g^{-1}g_x$ and $\tilde{B} = g^{-1}g_t$. Then $\tilde{A}_t = (\tilde{B})_x + [\tilde{A}, \tilde{B}]$. Equate the 21-th and 31-th entries of this equation to see that $q = q_1 + iq_2 = \frac{i}{2}(k_1 + ik_2)$ is a solution of the NLS.

Statement (iii) follows from the construction of $g$. $\square$

**Corollary 4.4.** Let $\gamma : \mathbb{R}^2 \to \mathbb{R}^3$ be a solution of $\gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx}$ parametrized by the arc-length, $g = (e_0, e_1, e_2) : \mathbb{R}^2 \to SO(3)$ such that $g(\cdot, t)$ is a p-frame along $\gamma(\cdot, t)$, and $r_i(\cdot, t)$ the principal curvature with respect to $e_i(\cdot, t)$ for $i = 1, 2$. Then there exists a smooth function $\theta : \mathbb{R} \to \mathbb{R}$ such that $q(x, t) = \frac{i}{2}e^{i\theta(t)}(r_1 + ir_2)$ is a solution of the NLS.

We have seen in section 3 that $q$ is a solution of the NLS if and only if

$$
\theta_2(\cdot, \cdot, \lambda) = (a\lambda + u)dx + (a\lambda^2 + u\lambda + Q_{-1}(u))dt,
$$

is a flat connection 1-form on the $(x, t)$-plane for all complex parameter $\lambda$, where $a = \text{diag}(i, -i)$, $u = qe_{12} - qe_{21}$, and $Q_{-1}(u)$ is defined by (3.7).

Recall that a frame of the solution $u$ of the NLS is a solution $E(x, t, \lambda)$ of $E^{-1}dE = \theta_2$ satisfying the $SU(2)$-reality condition,

$$
E(\cdots, \lambda)^*E(x, t, \lambda) = I. \tag{4.4}
$$

The following proposition follows from the fact that $\text{tr}(\theta_2) = 0$ and $E$ satisfies the $SU(2)$-reality condition.

**Proposition 4.5.** If $E(x, t, \lambda)$ is a frame for the solution $q$ of the NLS, then

1. $\text{det}(E(x, t, \lambda))$ is independent of $x, t$,
2. $E(x, t, r) \in U(2)$ for $r \in \mathbb{R}$.

Next we identify the Euclidean $\mathbb{R}^3$ as $su(2)$. Let $su(2)$ be equipped with inner product

$$
(X, Y) = -\frac{1}{2}\text{tr}(XY).
$$

Let

$$
a = \text{diag}(i, -i), \quad b = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad c = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}. \tag{4.5}
$$

Then $\delta = (a, -c, b)$ is an ordered orthonormal basis for $su(2)$. Note that

$$
[a, b] = 2c, \quad [b, c] = 2a, \quad [c, a] = 2b.
$$
We identify $su(2)$ as the Euclidean $\mathbb{R}^3$ via

$$\begin{pmatrix} ix \\ -y + iz \\ -ix \end{pmatrix} \rightarrow \begin{pmatrix} x \\ y \\ z \end{pmatrix}.$$  \hspace{1cm} (4.6)

Let $\text{Ad} : SU(2) \rightarrow SO(su(2))$ denote the Adjoint representation, i.e.,

$$\text{Ad}(g)(\xi) = g\xi g^{-1}. \hspace{1cm} (4.7)$$

where $a, b, c$ are as in (4.5). Then $\text{Ad}(g)[\delta]$ is in $SO(3)$ (here we identify $su(2)$ as $\mathbb{R}^3$ by (4.6)).

Below is the standard Pohlmeyer-Sym construction in soliton theory (cf. [25], [29]). Since we will use this often, we include the elementary proof here.

**Theorem 4.6.** Let $E(x,t,\lambda)$ be a frame of a solution $q : \mathbb{R}^2 \rightarrow \mathbb{C}$ of the NLS such that $E \in SL(2,\mathbb{C})$. Then

$$\alpha = \frac{\partial E}{\partial \lambda} E^{-1} \big|_{\lambda=0}$$

lies in $su(2)$ and is a solution of the VFE, $\gamma = \frac{1}{2} \gamma_x \times \gamma_{xx}$, parametrized by the arc-length. Moreover, let $\phi(x,t) = E(x,t,0)$. Then $g = \text{Ad}(\phi)[\delta]$ defined by (4.7) satisfies (4.3) with $k_1 + ik_2 = 2q$.

**Proof.** Since $E$ satisfies the $SU(2)$-reality condition, $E(x,t,\lambda) \in U(2) \cap SL(2,\mathbb{C}) = SU(2)$ for all $\lambda \in \mathbb{R}$. So $\alpha \in su(2)$. Let $\phi(x,t) = E(x,t,0)$. Then $\phi \in SU(2)$ and

$$\phi^{-1} \phi_x = u = \begin{pmatrix} 0 & q \\ -q & 0 \end{pmatrix},$$

$$\phi^{-1} \phi_t = Q_{-1}(u) = \frac{i}{2} \begin{pmatrix} -|q|^2 & q_x \\ \bar{q}_x & |q|^2 \end{pmatrix}, \hspace{1cm} (4.8)$$

where $u = qe_{12} - \bar{q}e_{21}$. Use $E^{-1} E_x = a\lambda + u$, $E^{-1} E_t = a\lambda^2 + u\lambda + Q_{-1}(u)$ and a direct computation to see that

$$\begin{cases} 
\alpha_x = \phi a \phi^{-1}, \\
\alpha_t = \phi u \phi^{-1}
\end{cases} \hspace{1cm} (4.10)$$

where $q = q_1 + iq_2$.

So $\alpha(\cdot, t)$ is parametrized by the arc-length. Let

$$e_0 = \phi a \phi^{-1}, \hspace{1cm} e_1 = -\phi c \phi^{-1}, \hspace{1cm} e_2 = \phi b \phi^{-1}.$$
Since $\phi \in SU(2)$ and $(a, -c, b)$ is an orthonormal basis of $su(2)$, $(e_0, e_1, e_2) \in SO(3)$. Write $q = q_1 + iq_2$. Compute directly to get

$$(e_0)_x = \phi|\phi^{-1}\phi_x, a|\phi^{-1} = \phi[u, a]\phi^{-1}$$

$$= 2q_2\phi b\phi^{-1} - 2q_1\phi c\phi^{-1} = 2q_1e_1 + 2q_2e_2,$$

$$(e_1)_x = -\phi[u, c]\phi^{-1} = -2q_1e_0.$$

This shows that

$$(e_0, e_1, e_2)_x = \begin{pmatrix} 0 & -2q_1 & -2q_2 \\ 2q_1 & 0 & 0 \\ 2q_2 & 0 & 0 \end{pmatrix},$$

i.e., $(e_0, e_1, e_2)(\cdot, t)$ is a p-frame along $\gamma(\cdot, t)$ and $2q_1, 2q_2$ are the principal curvatures along the parallel normal $e_1, e_2$ respectively. Use $(4.9)$ and a similar computation to get

$$(e_0, e_1, e_2)_t = (e_0, e_1, e_2) \begin{pmatrix} 0 & (q_2)_x & -(q_1)_x \\ -(q_2)_x & 0 & |q|^2 \\ (q_1)_x & |q|^2 & 0 \end{pmatrix}.$$ 

The second equation of $(4.10)$ implies that $\alpha_t = -q_2e_1 + q_1e_2 = \frac{1}{2} \gamma_t \gamma H(\gamma(\cdot, t)).$

**Remark 4.7.** The condition $E \in SL(2, \mathbb{C})$ in Theorem 4.6 is not essential. To see this, let $E$ be a frame of the solution $q$ of the NLS, and $\alpha = \frac{\partial E}{\partial x}E^{-1}|_{\lambda=0}$. By Proposition 4.5, $\det(E(x, t, \lambda))$ is independent of $x, t$. So $\tr(\alpha)$ is a constant. Hence $\gamma := \alpha - \frac{1}{2} \tr(\alpha)I_2 \in su(2)$ and is a solution of $\gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx}$.

If $E_1, E_2$ are two frames for the solution $q$ of the NLS satisfying $E_i(0, 0, \lambda) \in SU(2)$ for $\lambda \in \mathbb{R}$, then there is $f(\lambda) \in SL(2, \mathbb{C})$ satisfies the $SU(2)$-reality condition such that $E_2(x, t, \lambda) = f(\lambda)E_1(x, t, \lambda)$ and $f(\lambda) \in SU(2)$ for $\lambda \in \mathbb{R}$. So we obtain the following.

**Proposition 4.8.** Let $E_1, E_2 \in SL(2, \mathbb{C})$ be frames of the solution $q$ of the NLS, and $\gamma_i = \frac{\partial E_i}{\partial x}E_i^{-1}|_{\lambda=0}$ the solution of $\gamma_t = \frac{1}{2}\gamma_x \times \gamma_{xx}$ constructed from $E_i$ for $i = 1, 2$. Then there is a rigid motion $\phi$ of $\mathbb{R}^3$ such that $\gamma_2 = \phi \circ \gamma_1$.

Given a solution $\gamma$ of the VFE $(4.2)$, let $q$ be a solution associated to $\gamma$ in Theorem 4.3. Use Theorem 4.3 to construct solutions $\tilde{\gamma}$ of $(4.2)$ from $q$. The following theorem gives the relation between $\tilde{\gamma}$ and $\gamma$.

**Theorem 4.9.** Let $\gamma : \mathbb{R}^2 \to \mathbb{R}^3$ be a solution of the VFE $\gamma_t = \frac{1}{2}\gamma_x \times \gamma_{xx}$ parametrized by the arc-length, $g : \mathbb{R}^2 \to SO(3)$, $k_1, k_2$ principal curvatures, and $q = \frac{1}{2}(k_1 + ik_2)$ the solution of the NLS as in Theorem 4.3. Choose $\phi_0 \in SU(2)$ such that $g(0, 0) = \Ad(\phi_0)[\delta]$. Let $E$ be the frame of $q$ satisfying $E(0, 0, \lambda) = \phi_0$, and $\alpha = \frac{\partial E}{\partial x}E^{-1}|_{\lambda=0}$. Then $\gamma = \alpha + \gamma(0, 0)$ and $g = \Ad(\phi)[\delta]$, where $\phi(x, t) = E(x, t, 0)$. 

Proof. Write $g = (e_0, e_1, e_2)$, $φ(x, t) = E(x, t, 0)$, and

$$h = (\tilde{e}_0, \tilde{e}_1, \tilde{e}_2) = \text{Ad}(φ)[δ] = (φaφ^{-1}, -φcφ^{-1}, φbφ^{-1}).$$

By Theorem 4.6, $g$ and $h$ satisfies the same linear system (4.3) and have the same initial data. So $g = h$, which implies that $\tilde{e}_i = e_i$ for $0 \leq i \leq 2$. But $γ_x = e_0 = \tilde{e}_0 = α_x$. We also have $γ_t = \frac{1}{2}(k_1e_2 - k_2e_1) = α_t$. Since $E(0, 0, λ) = φ_0$ is independent of $λ$, $α(0, 0) = 0$. Therefore $γ = α + γ(0, 0)$. □

It is clear that the VFE $γ_t = \frac{1}{2}γ_x × γ_{xx}$ is invariant under the group $R(3)$ of rigid motions of $R^3$. We have seen that the space of solutions of the NLS is invariant under the $S^1$-action. As a consequence of Theorems 4.6, 4.9 and Proposition 4.8, we have:

**Theorem 4.10.** Let $C = \{γ \in C^∞(R^2, R^3) \mid ||γ_x|| = 1, γ_x = \frac{1}{2}γ_x × γ_{xx}\}$, $R(3)$ the rigid motion group of $R^3$, and $N$ the space of smooth solutions of the NLS, and $Ψ: C/R(3) → N/S^1$ defined by $Ψ([γ]) = [q]$, where $[γ]$ is the $R(3)$-orbit of $γ$ and $[q]$ is the $S^1$-orbit of a solution $q$ constructed from $γ$ in Theorem 4.3. Then $Ψ$ is well-defined and is a bijection.

Theorem 4.9 also implies the following.

**Theorem 4.11** (Cauchy problem for VFE). Let $γ_0: R → R^3$ be a curve parametrized by arc-length, $g_0$ a p-frame along $γ_0$, and $r_1, r_2$ the corresponding principal curvatures. Let $φ_0 ∈ SU(2)$ such that $g_0(0) = \text{Ad}(φ_0)[δ]$. Suppose $q: R^2 → C$ is a solution of the NLS with $q(·, 0) = \frac{1}{2}(r_1 + ir_2)$. Let $E$ be the frame of $q$ with $E(0, 0, λ) = φ_0$, and $α = \frac{∂E}{∂x}E^{-1}|_{λ=0}$. Then $γ(x, t) = α(x, t) + γ_0(0)$ is the solution of

$$\begin{cases} γ_t = \frac{1}{2}γ_x × γ_{xx}; \\ γ(x, 0) = γ_0(x). \end{cases}$$

(4.11)

If the principal curvatures of a curve $γ: R → R^3$ along an orthonormal normal frame $(e_1, e_2)$ are rapidly decaying functions, then so are the principal curvatures along any orthonormal normal frame. So the property of rapidly decaying principal curvatures is independent of the choice of orthonormal normal frame.

The Cauchy problem for the NLS with rapidly decaying smooth initial data on $R$ was solved by the inverse scattering method:

**Theorem 4.12.** ([32, 32, 32]) Given $q_0 ∈ S(R, C)$, then the Cauchy problem of the NLS with initial data $q_0$ has a unique global smooth solution $q: R^2 → C$. Moreover, $q(x, t)$ is rapidly decaying in $x$.

**Corollary 4.13.** Let $γ_0: R → R^3$ be a smooth curve with rapidly decaying principal curvatures $k_1, k_2$. Then (4.11) has a unique smooth solution $γ: R^2 → R^3$. 
5. The VFE on closed curves

In this section, we consider solutions of the VFE, $\gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx}$, from $S^1 \times \mathbb{R}$ to $\mathbb{R}^3$. We explain the Hasimoto transform for the VFE on closed curves and use the solution of Cauchy problem for the NLS with periodic initial data to solve the periodic Cauchy problem for the VFE.

The following is a known classical result and we include a proof here.

**Proposition 5.1.** Let $\gamma : S^1 \to \mathbb{R}^3$ be a closed curve parametrized by the arc-length, $\tau$ the torsion, and $R(c) \in SO(2)$ the normal holonomy. Then $c = -\int \tau dx$.

**Proof.** Let $(e_0, n, b)$ be the Frenet frame, and $(e_0, e_1, e_2)$ a p-frame along $\gamma$, and $e_1 = \cos \theta n + \sin \theta b$ and $e_2 = -\sin \theta n + \cos \theta b$. Then $\langle (e_1)_x, e_2 \rangle = \theta_x + \tau$. $\square$

The following Proposition is also known and the proof is elementary (included).

**Proposition 5.2.** If $\gamma : S^1 \times \mathbb{R} \to \mathbb{R}^3$ is a solution of the VFE, $\gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx}$, then the normal holonomy of $\gamma(\cdot, t)$ is independent of $t$.

**Proof.** Let $f(\cdot, t) = (e_0, n, b)(\cdot, t)$ be the Frenet frame along $\gamma(\cdot, t)$, and $A := f^{-1} f_x = k(e_{21} - e_{12}) + \tau(e_{32} - e_{23})$ and $B = f^{-1} f_t$. A direct computation implies that $(e_0)_t = \frac{k}{2} b - \frac{k^2}{2} n$. So

$$B = \begin{pmatrix} 0 & k \tau/2 & -k_x/2 \\ -k \tau/2 & 0 & -\xi \\ k_x/2 & \xi & 0 \end{pmatrix}$$

for some $\xi$. Equate the 31-th entry of $A_t = B_x + [A, B]$ to see that $\xi = \frac{k_x}{2} x - \frac{\tau}{2}$. Compare the 32-th entry to see that $\tau_x = \xi_x + \frac{k_x}{2}$. Hence $(\frac{\int \tau(x, t) dx}{2})_t = 0$. By Proposition 5.1, the normal holonomy for $\gamma(\cdot, t)$ is independent of $t$. $\square$

Suppose $\gamma : S^1 \times \mathbb{R} \to \mathbb{R}^3$ is a solution of $\gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx}$ parametrized by arc-length, and the normal holonomy of $\gamma(\cdot, 0)$ is trivial. Then the p-frame $g(x, t)$ and solution $q(x, t)$ of the NLS constructed in Theorem 4.3 is periodic in $x$. But if the normal holonomy of $\gamma(\cdot, t)$ is not trivial, then the $g$ and $q$ obtained in Theorem 4.3 are not periodic in $x$. Conversely, if $q(x, t)$ is a solution of the NLS that is periodic in $x$, the solution of the VFE constructed in Theorem 4.6 may not be closed because there is a period problem when we solve frames for the Lax pair. To proceed further, we need the following one-parameter Pohlmeier-Sym construction.

**Theorem 5.3.** ([6]) Suppose $E(x, t, \lambda) \in SL(2, \mathbb{C})$ is a frame for the solution $q$ of the NLS. Given $\lambda_0 \in \mathbb{R}$, let

$$\alpha = \frac{\partial E}{\partial \lambda} E^{-1}|_{\lambda = \lambda_0},$$

$$\gamma(x, t) = \alpha(x - 2\lambda_0 t, t).$$
Then $\gamma$ is a solution of (4.2) on $\mathbb{R}^3$ parametrized by arc-length.

Proof. Let $\phi(x, t) = E(x, t, \lambda_0)$. Then
\[
\begin{cases}
\phi^{-1}\phi_x = a\lambda_0 + u, \\
\phi^{-1}\phi_t = a\lambda_0^2 + u\lambda_0 + Q^{-1}(u),
\end{cases}
\]
where $a = \text{diag}(i, -i)$, $u = qe_{12} - \bar{q}e_{21}$, and $Q^{-1}(u) = \frac{i}{2} \begin{pmatrix} -|q|^2 & q_x \\ q_x & |q|^2 \end{pmatrix}$. Use (5.3) to get $E^{-1}dE = \theta_2$ to see that
\[
\begin{cases}
\alpha_x = \phi a\phi^{-1}, \\
\alpha_t = \phi(2a\lambda_0 + u)\phi^{-1}.
\end{cases}
\]
So we have $e_0(x, t) := (x, t, \lambda_0)$ satisfies (5.3) with $\gamma$ given by (5.3).

Next we compute $g^{-1}g$. Note that $(e_0)_t = (\gamma)_t = (\gamma_x)_x = (q_1e_2 - q_2e_1)_x$. Use (5.3) to get
\[
(e_0)_t = -((q_2)_x + 2\lambda_0q_1)e_1 + ((q_1)_x - 2\lambda_0q_2)e_2.
\]
Since $(e_2)_t = \phi[-2\lambda_0\phi^{-1}\phi_x + \phi^{-1}\phi_t, b]\phi^{-1}$. A direct computation implies that
\[
\langle (e_2)_t, e_1 \rangle = |q|^2 + 2\lambda_0^2.
\]
This implies that
\[
g^{-1}g_t = \begin{pmatrix}
0 & (q_2)_x + 2\lambda_0q_1 & -(q_1)_x + 2\lambda_0q_2 \\
-(q_2)_x - 2\lambda_0q_1 & 0 & |q|^2 + 2\lambda_0^2 \\
(q_1)_x - 2\lambda_0q_2 & -(q_2)_x - 2\lambda_0q_1 & 0
\end{pmatrix}.
\]

Given a solution $\gamma : S^1 \times \mathbb{R} \to \mathbb{R}^3$ of the VFE, we have seen that the normal holonomy of $\gamma(\cdot, t)$ is $R(-2\pi c_0)$ independent of $t$. We use Example 2.4 to construct a $k : S^1 \times \mathbb{R} \to SO(3)$ such that $k(\cdot, t)$ is a periodic h-frame along $\gamma(\cdot, t)$ for each $t$, i.e., $k$ satisfies (5.3) with $\lambda_0 = \frac{1}{2}c_0$. The proof of the above Theorem tell us how to rotate the h-frame $k(\cdot, t)$ to make the new frame periodic and satisfy (5.4). This gives a solution of the NLS periodic in $x$. In fact, we obtain the following.
Corollary 5.5. Let \( \gamma(x, t) \) be a solution of \( \gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx} \) parametrized by arc-length periodic in \( x \) with period \( 2\pi \), and \( R(-2\pi c_0) \in SO(2) \) the normal holonomy for \( \gamma(\cdot, t) \) (by Proposition 5.2, \( c_0 \) is a constant). Then there exists \( h : S^1 \times \mathbb{R} \to SO(3) \) such that \( h(\cdot, t) \) is a periodic h-frame for \( \gamma(\cdot, t) \) and \( h \) satisfies (5.3) and (5.4) with \( \lambda_0 = \frac{\omega}{2} \), i.e.,

\[
\begin{align*}
    h^{-1}h_x &= \begin{pmatrix}
        0 & -k_1 & -k_2 \\
        k_1 & 0 & -c_0 \\
        k_2 & c_0 & 0
    \end{pmatrix}, \\
    h^{-1}h_t &= \begin{pmatrix}
        0 & \frac{(k_2)x}{2} + \lambda_0k_1 & -\frac{(k_1)x}{2} + \lambda_0k_2 \\
        -\frac{(k_2)x}{2} - \lambda_0k_1 & 0 & \frac{k_1^2 + k_2^2}{4} + c_0^2 \\
        \frac{(k_1)x}{2} - \lambda_0k_2 & -\frac{k_1^2 + k_2^2}{4} - c_0^2 & 0
    \end{pmatrix}.
\end{align*}
\]

Moreover, \( q(x, t) = \frac{1}{2}(k_1 + ik_2)(x + c_0t, t) \) is a solution of the NLS periodic in \( x \).

Proof. Since the normal holonomy of \( \gamma(\cdot, t) \) is \( R(-2\pi c_0) \), by Example 2.4, there exists a periodic h-frame \( k \) satisfying

\[
A := k^{-1}k_x = \begin{pmatrix}
    0 & -r_1 & -r_2 \\
    r_1 & 0 & -c_0 \\
    r_2 & c_0 & 0
\end{pmatrix}.
\]

Write \( k = (e_0, e_1, e_2) \). Use the flow equation for \( \gamma \) and (5.6) to see that

\[
(e_0)_t = (\gamma_x)_t = (\gamma_t)_x = \frac{1}{2}((r_1)_x - c_0r_2)e_2 - ((r_2)_x + c_0r_1)e_1.
\]

So we have

\[
B := k^{-1}k_t = \begin{pmatrix}
    0 & \frac{1}{2}(r_2)_x - c_0r_1 & -\frac{1}{2}(r_1)_x + c_0r_2 \\
    \frac{1}{2}(r_2)_x - c_0r_1 & 0 & -\xi \\
    \frac{1}{2}(r_1)_x - c_0r_2 & \xi & 0
\end{pmatrix}
\]

for some \( \xi \). Use \( A_t = B_x + [A, B] \) and a direct computation to get \( \xi_x = \frac{1}{4}(r_1^2 + r_2^2)x \). So \( \xi = \frac{1}{4}(r_1^2 + r_2^2) + b(t) \) for some function \( b : S^1 \to \mathbb{R} \). Let \( \theta(t) = -\int_0^t b(s)ds \), and \( h(x, t) = k(x, t)\text{diag}(1, R(\theta(t) - \frac{\omega t}{2}))) \). Then \( h(\cdot, t) \) is still a periodic h-frame along \( \gamma(\cdot, t) \) and \( h \) satisfies (5.5) with

\[
(k_1 + ik_2)(x, t) = e^{i\left(\frac{3\theta}{2} - \theta(t)\right)}(r_1 + ir_2)(x, t).
\]

A direct computation shows that \( q(x, t) = \frac{1}{2}(k_1 + ik_2)(x + c_0t, t) \) is a solution of the NLS periodic in \( x \).

\[
\square
\]

Corollary 5.5. Let \( \gamma : S^1 \times \mathbb{R} \to \mathbb{R}^3 \) be a solution of \( \gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx} \) parametrized by arc-length with normal holonomy \( R(-2\pi c_0) \). Suppose \( h : S^1 \times \mathbb{R} \to SO(3) \) satisfies the condition that \( h(\cdot, t) \) is a periodic h-frame along \( \gamma(\cdot, t) \) for each \( t \), i.e., \( h^{-1}h_x = \begin{pmatrix}
    0 & -r_1 & -r_2 \\
    r_1 & 0 & -c_0 \\
    r_2 & c_0 & 0
\end{pmatrix} \). Then there exists
\( \rho : \mathbb{R} \to \mathbb{R} \) such that \( q(x, t) = \frac{1}{2}e^{i\rho(t)}(r_1 + ir_2)(x + c_0t, t) \) is a solution of the NLS and \( q \) is periodic in \( x \).

Let \( q_0 : S^1 \to \mathbb{C} \) be a smooth function. It follows from results in [17] (also in [4]) that the following periodic Cauchy problem for NLS has a global smooth solution \( q : S^1 \times \mathbb{R} \to \mathbb{C} \),

\[
\begin{aligned}
q_t &= \frac{i}{2}(q_{xx} + 2|q|^2q), \\
q(x, 0) &= q_0(x).
\end{aligned}
\]

As a consequence of Theorems 5.3 and 5.4, we can use the solution of the periodic Cauchy problem for the NLS to solve the periodic Cauchy problem for the VFE:

**Theorem 5.6** (Periodic Cauchy problem for the VFE).

Suppose \( \gamma_0 : S^1 \to su(2) \cong \mathbb{R}^3 \) is a smooth closed curve with normal holonomy \( R(-2\pi c_0) \), \( h_0 \) is a periodic h-frame along \( \gamma_0 \) with

\[
h_0^{-1}(h_0)_x = \begin{pmatrix}
0 & -r_1^0 & -r_2^0 \\
r_1^0 & 0 & -c_0 \\
r_2 & c_0 & 0
\end{pmatrix}.
\]

Let \( \phi_0 \in SU(2) \) such that \( \text{Ad}(\phi_0)[\delta] = h_0(0) \), where \( \delta = (a, -c, b) \). Assume that \( q(x, t) \) is the solution of the periodic Cauchy problem for the NLS with \( q(\cdot, 0) = \frac{1}{2}(r_1^0 + ir_2^0) \). Let \( E(x, t, \lambda) \) be a frame of the solution \( q \) of the NLS such that \( E(0, 0, \lambda) = \phi_0 \), and \( \eta = \frac{\partial E}{\partial x}E^{-1}|_{\lambda=c_0/2} \). Then \( \gamma(x, t) = \eta(x-c_0t, t)+\gamma_0(0) \) is a solution of \( \gamma_t = \frac{1}{2}\gamma_x \times \gamma_{xx} \) with initial data \( \gamma(\cdot, 0) = \gamma_0 \) and \( \gamma(x, t) \) is periodic in \( x \).

### 6. Bäcklund Transformations for the VFE

Bäcklund transformations (BT) for the NLS are well-known in the literature, they are either written in terms of a linear system or a system of Ricatti equations. We have seen in section 4 that the Hasimoto transform is a bijection. So it should be easy to translate the BT theory of the NLS to the curve flow VFE. But the inverse of the Hasimoto transform is given by the Pohlmeyer-Sym formula. This means that we need to know how the frames are changing when we apply BT. But this was given in [34]. So we can use Theorem 4.6 to construct BT for the VFE. We also give an algorithm to construct infinitely many families of explicit solutions of the VFE corresponding to pure soliton solutions of the NLS.

To use the Hasimoto transform and the BT for the NLS to construct BT for the VFE, we need to have a formula for the frames of the new solution \( \tilde{q} \) obtained by applying BT to \( q \). The BT constructed in [34] does have this formula. We give a brief review next.
Given $\alpha \in \mathbb{C}\setminus \mathbb{R}$, a Hermitian projection $\pi$ of $\mathbb{C}^2$ (i.e., $\pi^* = \pi$ and $\pi^2 = \pi$), let

$$f_{\alpha, \pi}(\lambda) = I + \frac{\alpha - \bar{\alpha}}{\lambda - \alpha} \pi,$$  

(6.1)

where $\pi^\perp = I - \pi$. Then $f_{\alpha, \pi}$ satisfies the $SU(2)$-reality condition, i.e.,

$$f_{\alpha, \pi}^{-1}(\lambda) = f_{\alpha, \pi}(\bar{\lambda}).$$

**Theorem 6.1. [Algebraic BT for NLS]** \[31\]

Let $E(x, t, \lambda)$ be a frame of a solution $u = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix}$ of the NLS, $\pi$ the Hermitian projection of $C^2$ onto $Cv$, and $\alpha \in \mathbb{C}\setminus \mathbb{R}$. Let $\tilde{v}(x, t) = E(x, t, \alpha)^{-1}(v)$, and $\tilde{\pi}(x, t)$ the Hermitian projection of $C^2$ onto $C\tilde{v}$. Then $\tilde{u} = u + (\bar{\alpha} - \alpha)[\tilde{\pi}, a]$ is a solution of the NLS. Moreover, $\tilde{E}(x, t, \lambda) = f_{\alpha, \pi}(\lambda)E(x, t, \lambda)f_{\alpha, \tilde{\pi}(x, t)}^{-1}(\lambda)$ is a frame for $\tilde{u}$.

Note that the Hermitian projection $\pi$ of $C^2$ onto $C\begin{pmatrix} y_1 \\ y_2 \end{pmatrix}$ is

$$\pi = \frac{1}{|y_1|^2 + |y_2|^2} \begin{pmatrix} |y_1|^2 & y_1 y_2 \\ y_1 y_2 & |y_2|^2 \end{pmatrix}.$$

Since $E^{-1}dE = \theta_2$ and $\tilde{v}(x, t) = E(x, t, \alpha)^{-1}(v_0)$ in Theorem 6.1, $\tilde{v}$ satisfies the linear system $d\tilde{v} = -\theta_2(\cdot, \cdot, \alpha)\tilde{v}$. So Theorem 6.1 gives the well-known BT for the NLS in terms of the linear system for $\tilde{v}$:

**Theorem 6.2.** Let $q$ be a solution of the NLS, $\alpha \in \mathbb{C}\setminus \mathbb{R}$, and $v_0 \in \mathbb{C}^2 \setminus 0$. Then the following linear system for $y : \mathbb{R}^2 \to \mathbb{C}^2$ has a unique solution with $y(0, 0) = v_0$,

$$\begin{cases}
y_x = -(\alpha a + u)y, \\
y_t = -\alpha^2 a + \alpha u + Q_{-1}(u)y,
\end{cases}$$

(6.2)

where $a = \text{diag}(i, -i)$, $u = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix}$, and $Q_{-1}(u) = \frac{i}{2} \begin{pmatrix} |q|^2 & q_x \\ q_x & |q|^2 \end{pmatrix}$.

Moreover, if $y = (y_1, y_2)^t$ is a solution of (6.2), then

$$\tilde{q} = q + 2i(\alpha - \bar{\alpha}) \frac{y_1 \bar{y}_2}{||y||^2}$$

(6.3)

is again a solution of the NLS.

System (6.2) explicitly written down is

$$\begin{cases}
y_x = \begin{pmatrix} -i\alpha & -q \\ \bar{q} & i\alpha \end{pmatrix} y, \\
y_t = \begin{pmatrix} -i\alpha^2 + \frac{i}{2} |q|^2 & -\alpha q - \frac{i}{2} q_x \\ \alpha q - \frac{i}{2} \bar{q} x & i\alpha^2 - \frac{i}{2} |q|^2 \end{pmatrix} y
\end{cases}$$

(6.4)
Next we review the classical relation between Ricatti equations and systems of linear first order equations. A direct computation shows that if
\[
\begin{pmatrix} y_1 \\ y_2 \end{pmatrix}_x = \begin{pmatrix} A & B \\ C & -A \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix},
\]
then \( p = \frac{y_1}{y_2} \) is a solution of
\[
px = -Cp^2 + 2Ap + B. \tag{6.6}
\]
Conversely, if \( p \) is a solution of (6.6) and \( z \) is a solution of \( z_x = Cpz - Az \) then \( (pz, z) \) is a solution of (6.5). Combine these with Theorem 6.2 we obtain the following well-known BT as a system of compatible Ricatti equations for \( p \).

**Theorem 6.3 (Analytic BT for NLS).**

Let \( q \) be a solution of the NLS, and \( u = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix} \), and \( \alpha \in \mathbb{C}\setminus\mathbb{R} \) a constant. Then the following system of differential equations is solvable for \( p(x, t) \):
\[
\begin{aligned}
(BT)_{q, \alpha} & \begin{cases}
p_x = -\bar{q}p^2 - 2i\alpha p - q, \\
p_t = (\frac{1}{2}\bar{q}x - \alpha\bar{q})p^2 + i(|q|^2 - 2\alpha^2)p - (\alpha q + \frac{1}{2}\bar{q}x).
\end{cases}
\end{aligned} \tag{6.7}
\]
Moreover, if \( p \) is a solution of (6.7), then \( \tilde{q} = q + 2i(\alpha - \bar{\alpha})\frac{p}{1 + |p|^2} \) is again a solution of the NLS.

In fact, BT comes from the action of the group of rational loops. First we recall the generator theorem of Uhlenbeck.

**Theorem 6.4.** (31) The group \( L^r(GL(2)) \) of rational maps from \( \mathbb{C} \cup \{\infty\} \) to \( GL(2, \mathbb{C}) \) satisfying the \( SU(2) \)-reality condition \( f(\bar{\lambda})^* f(\lambda) = I_2 \) and \( f(\infty) = I_2 \) is generated by
\[
\{ f_{\alpha, \pi} | \alpha \in \mathbb{C}\setminus\mathbb{R}, \pi \text{ a Hermitian projection of } \mathbb{C}^2 \}.
\]

Given a solution \( q \) of the NLS, we call the solution of
\[
E^{-1}E_x = a\lambda + u, \quad E^{-1}E_t = a\lambda^2 + u\lambda + Q_{-1}(u), \quad E(0, 0, \lambda) = I,
\]
the normalized frame of \( q \).

**Theorem 6.5.** (31) Let \( E(x, t, \lambda) \) be the normalized frame of a solution \( u = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix} \) of the NLS, and \( f \in L^r(GL(2)) \). Then there exist unique \( \tilde{E}(x, t, \lambda) \) and \( \tilde{f}(x, t, \lambda) \) satisfying
\[
f(\lambda)\tilde{E}(x, t, \lambda) = \tilde{E}(x, t, \lambda)\tilde{f}(x, t, \lambda),
\]
such that \( \tilde{E}(x, t, \lambda) \) is holomorphic for \( \lambda \in \mathbb{C} \) and \( \tilde{f}(x, t, \cdot) \in L^r(GL(2)) \). Moreover,
\[
(1) \quad \tilde{E}^{-1}\tilde{E}_x = a\lambda + \tilde{u}, \text{ where } \tilde{u} = \bar{q}e_{12} - \bar{q}e_{21} \text{ and } \tilde{q} \text{ is a solution of the NLS},
\]
The Permutability Theorem for BT is a consequence of the following relation of generators of $L^r(\text{GL}(2))$.

**Proposition 6.6.** (34) Given $\alpha_1, \alpha_2 \in \mathbb{C}$ such that $\alpha_1 \neq \alpha_2, \bar{\alpha}_2$, and $\pi_i$ Hermitian projections of $\mathbb{C}^2$ onto $V_i$ for $i = 1, 2$. Let

$$W_1 = f_{\alpha_2, \pi_2}(\alpha_1)(V_1), \quad W_2 = f_{\alpha_1, \pi_1}(\alpha_2)(V_2),$$

and $\tau_i$ the Hermitian projection of $\mathbb{C}^2$ onto $W_i$ for $i = 1, 2$. Then

$$f_{\alpha_1, \tau_1} f_{\alpha_2, \pi_2} = f_{\alpha_2, \tau_2} f_{\alpha_1, \pi_1}.$$

**Theorem 6.7** (Permutability for BT). (34)

Let $\alpha_1, \alpha_2 \in \mathbb{C} \setminus \mathbb{R}$ such that $\alpha_1 \neq \alpha_2, \bar{\alpha}_2$, $q$ a solution of the NLS, $p_1$ and $p_2$ solutions of (6.7) with parameter $\alpha_1, \alpha_2$ respectively. Let $q_i$ be the solution of the NLS constructed from $p_i$, and $\tilde{\tau}_i(x, t)$ the Hermitian projection onto $\mathbb{C}(p_i(x, t), 1)$ for $i = 1, 2$. Let $\tilde{\tau}_1(x, t)$ and $\tilde{\tau}_2(x, t)$ be the Hermitian projections of $\mathbb{C}^2$ onto $\mathbb{C}(x, t)$ and $\mathbb{C}(y, t)$ respectively, where

$$\xi(x, t) = \begin{pmatrix} \xi_1(x, t) \\ \xi_2(x, t) \end{pmatrix} = f_{\alpha_2, \tilde{\tau}_2(x, t)}(\alpha_1) \begin{pmatrix} p_1(x, t) \\ 1 \end{pmatrix},$$

$$\eta(x, t) = \begin{pmatrix} \eta_1(x, t) \\ \eta_2(x, t) \end{pmatrix} = f_{\alpha_1, \tilde{\tau}_1(x, t)}(\alpha_2) \begin{pmatrix} p_2(x, t) \\ 1 \end{pmatrix}.$$ 

Then $\tilde{p}_1 = \xi_1/\xi_2$ is a solution of $(BT)_{q_2, \alpha_1}$, $\tilde{p}_2 = \eta_1/\eta_2$ is a solution of $(BT)_{q_1, \alpha_2}$, and

$$q_3 = q_2 + 2i(\alpha_1 - \bar{\alpha}_1) \frac{\tilde{p}_1}{1 + |\tilde{p}_1|^2} = q_1 + 2i(\alpha_2 - \bar{\alpha}_2) \frac{\tilde{p}_2}{1 + |\tilde{p}_2|^2}$$

is a solution of the NLS.

A direct computation implies that

$$\tilde{p}_1 = \frac{(\alpha_1 - \bar{\alpha}_2)p_1 + (\alpha_1 - \alpha_2)p_1|p_2|^2 - (\alpha_2 - \bar{\alpha}_2)p_2}{(\alpha_1 - \alpha_2) + (\alpha_1 - \bar{\alpha}_2)|p_2|^2 - (\alpha_2 - \bar{\alpha}_2)p_1\tilde{p}_2},$$

and $\tilde{p}_2$ is given by the same formula but interchange the indices 1 and 2.

As a consequence of Theorems 4.3, 4.6, 4.9 and 6.1 we obtain the following.

**Theorem 6.8.** Let $\gamma(x, t)$ be a solution of $\gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx}$ parametrized by arc-length, and $g, q, \phi, E$ as in Theorem 4.9. Let $\alpha \in \mathbb{C} \setminus \mathbb{R}$, $v_0 \in \mathbb{C}^2 \setminus 0$, and...
\( \tilde{\pi}(x,t) \) the projection of \( C^2 \) onto \( Cy(x,t) \), where \( y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = E(\cdot,\cdot,\alpha)^{-1}(v_0) \). Let \( \phi(x,t) = E(x,t,0) \). Then

\[
\tilde{\gamma} = \gamma - \frac{(\alpha - \tilde{\alpha})}{|\alpha|^2} \phi \tilde{\pi} \phi^{-1}
\]

is a new solution of the \( \ast \)-MCF on \( R^3 \), where \( \tilde{\pi}_* = \tilde{\pi} - \frac{1}{2}I_2 \) is the traceless part of \( \tilde{\pi} \). Moreover, let \( \tilde{\phi} = \phi(\tilde{\pi} + \frac{\alpha}{\tilde{\alpha}} \tilde{\pi}^\perp) \), and \( \tilde{\phi} = \text{Ad}(\tilde{\phi})[\delta] \), then we have

(i) \( \tilde{\gamma}(\cdot,t) \) is a p-frame along \( \gamma(\cdot,t) \) with principal curvatures \( \tilde{k}_1, \tilde{k}_2 \),

(ii) \( \tilde{\gamma} = \frac{1}{2}(\tilde{k}_1 + i\tilde{k}_2) = q + 2i(\alpha - \tilde{\alpha})\frac{\bar{y}_1\tilde{y}_2}{|y_1|^2 + |y_2|^2} \) is a solution of the NLS,

(iii) \( \tilde{E}(x,t,\lambda) = E(x,t,\lambda) f^{-1}_{\alpha, \tilde{\pi}(x,t)}(\lambda) \) is a frame for \( \tilde{\gamma} \).

Next use the p-frame \( g = (e_0, e_1, e_2) = \text{Ad}(\phi)[\delta] \) and the solution \( y \) of the linear system \( (6.2) \) to write the BT for the VFE.

**Theorem 6.9.** Let \( \gamma \) be a solution of \( \gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx} \) parametrized by the arc-length parameter, \( g = (e_0, e_1, e_2) \), \( k_i(\cdot,t) \) the principal curvature along \( e_i(\cdot,t) \) for \( i = 1, 2 \), and \( q = \frac{1}{2}(k_1 + i k_2) \) the solution of the NLS as in Theorem 4.3. Let \( \alpha \in \mathbb{C}\setminus \mathbb{R} \), and \( y = (y_1, y_2)^t \), a solution of \( (6.2) \). Then

\[
\tilde{\gamma} = \gamma + \frac{\text{Im}(\alpha)}{|\alpha|^2(1 + |p|^2)} (1 - |p|^2)e_0 + (p + \bar{p}) e_1 + \frac{1}{i}(p - \bar{p}) e_2
\]

is a solution of \( \gamma_t = \frac{1}{2} \gamma_x \times \gamma_{xx} \).

BT for the VFE can also be written in terms of a system \( (6.7) \) for \( p \): Let \( \gamma \) be a solution of the VFE and \( p \) a solution of \( (6.7) \), and \( q = (e_0, e_1, e_2) \), a solution of the NLS as in Theorem 6.9. If \( p \) is a solution of \( (BT)_q,\alpha \), then

\[
\tilde{\gamma} = \gamma + \frac{\text{Im}(\alpha)}{|\alpha|^2(1 + |p|^2)} (1 - |p|^2)e_0 + (p + \bar{p}) e_1 + \frac{1}{i}(p - \bar{p}) e_2
\]

is a solution of the VFE.

Similarly, a permutability formula for BT of the \( \ast \)-MCF on \( R^3 \) can be written down as follows:

**Theorem 6.10 (Permutability for the VFE).**

Let \( \gamma, g = (e_0, e_1, e_2) \) and \( q \) be as in Theorem 6.9. Let \( \alpha_1, \alpha_2 \in \mathbb{C}\setminus \{0\} \) such that \( \alpha_1 \neq \alpha_2, \alpha_2 \), \( p_i \), a solution of \( (BT)_{q,\alpha_i} \), and \( \tilde{\pi}_i \) the Hermitian projection onto \( \mathbb{C}(p_i,1)^t \) for \( i = 1, 2 \). Let \( \phi_i : \mathbb{R}^2 \to SU(2) \) such that \( g = \text{Ad}(\phi_i)[\delta], \phi_i = \phi(\tilde{\pi}_i + \frac{\alpha_i}{\tilde{\alpha}_i} \tilde{\pi}_i^\perp) \), and

\[
g_i = (e_0^i, e_1^i, e_2^i) = \text{Ad}(\phi_i)[\delta]
\]

for \( i = 1, 2 \). Let \( \gamma_i \) be the solution given by \( p_i \) as in (6.9), i.e.,

\[
\gamma_i = \gamma + \frac{\text{Im}(\alpha_i)}{|\alpha_i|^2(1 + |p_i|^2)} ((1 - |p_i|^2)e_0 + 2\text{Re}(p_i)e_1 + 2\text{Im}(p_i)e_2)
\]
for \( i = 1, 2 \). Let \( \hat{p}_1, \hat{p}_2 \) be as in Theorem 6.7. Then

\[
\gamma_2 = \gamma_1 + \frac{\text{Im}(\alpha_2)}{|\alpha_2|^2(1 + |p_2|^2)}((1 - |p_2|^2)e_0^1 + 2\text{Re}(\hat{p}_2)e_1^1 + 2\text{Im}(\hat{p}_2)e_2^1)
\]

\[
= \gamma_2 + \frac{\text{Im}(\alpha_1)}{|\alpha_1|^2(1 + |p_1|^2}}((1 - |p_1|^2)e_0^2 + 2\text{Re}(\hat{p}_1)e_1^2 + 2\text{Im}(\hat{p}_1)e_2^2)
\]

is a solution of the VFE.

**Remark 6.11 (Explicit solutions of the VFE).**

Note that the straight line \( \gamma_0(x, t) = ax \) is a stationary solution of the VFE, \( \gamma_t = \frac{1}{2} \gamma_{xx} \times \gamma_{xx} \). The corresponding solution of the NLS is the trivial solution \( q = 0 \). Since \( E(x, t, \lambda) = \exp(a(\lambda x + \lambda^2 t)) \) is the frame for the trivial solution \( q = 0 \) of the NLS, we can apply Theorem 6.8 to the stationary solution \( \gamma_0 \) to obtain explicit solutions of the VFE corresponding to 1-soliton solutions of the NLS. We can then either apply BT Theorem 6.8 repeatedly \( k \) times or use the Permutability Theorem 6.10 for the VFE to obtain explicit solutions of the VFE that correspond to the explicit pure \( k \)-soliton solutions of the NLS.

### 7. The Hamiltonian Aspects of the VFE

Let \( C = \{ \gamma \in C^\infty(\mathbb{R}, \mathbb{R}^3) \mid ||\gamma_x|| = 1 \} \), \( \mathcal{R}(3) \) the group of rigid motions of \( \mathbb{R}^3 \), and \( V_1 = \{ ye_{12} - \bar{y}e_{21} \mid y \in \mathbb{C} \} \). Let

\[
\eta : C/\mathcal{R}(3) \to C^\infty(\mathbb{R}, V_1)/S^1
\]

be the map defined by \( \eta([\gamma]) = [u] \), where \( u = qe_{12} - \bar{q}e_{21} \) is constructed as follows: Choose a p-frame \( g \) along \( \gamma = (e_0, e_1, e_2) \), let \( k_i \) be principal curvature along \( e_i \) for \( i = 1, 2 \). Then \( q = \frac{1}{2}(k_1 + ik_2) \). Here \([\gamma]\) and \([u]\) are the \( \mathcal{R}(3) \)-orbit of \( \gamma \) and the \( S^1 \)-orbit of \([u]\) respectively. It follows from the existence and uniqueness of ordinary differential equations that \( \eta \) is a bijection. Let \( C_\text{s} \) denote the subset of all \( \gamma \in C \) that have rapidly decaying principal curvatures, and \( S(\mathbb{R}, V_1) \) the space of rapidly decaying maps from \( \mathbb{R} \) to \( V_1 \). Then \( \eta \) maps \( C_\text{s}/\mathcal{R}(3) \) bijectively onto \( S(\mathbb{R}, V_1)/S^1 \). The formulas (3.30) and (3.31) define two Poisson structures on \( S(\mathbb{R}, V_1) \). By Proposition 3.9, \( \{ F_1, F_2 \} \), is \( S^1 \)-invariant if \( F_1, F_2 \) are \( S^1 \)-invariant functionals on \( S(\mathbb{R}, V_1) \). So these two Poisson structures are in fact defined on \( S^\infty(\mathbb{R}, V_1)/S^1 \) or on \( S^1 \)-invariant functionals on \( S(\mathbb{R}, V_1) \). Since \( \eta \) is a bijection, the map \( F \mapsto \tilde{F} = F \circ \eta \) gives a bijection between the space of \( S^1 \)-invariant functionals on \( S(\mathbb{R}, \mathbb{C}) \) and the \( \mathcal{R}(3) \)-invariant functionals on \( C_\text{s} \). So the pull back of the Poisson structures \( \{, \} \) on \( S(\mathbb{R}, \mathbb{C}) \) by \( \eta \) gives a \( \mathcal{R}(3) \)-invariant Poisson structure on \( C_\text{s} \):

\[
\{ F \circ \eta, H \circ \eta \}(\gamma) = \{ F, H \}(\eta(\gamma)), \quad i = 1, 2.
\]

We have seen in section 4 that the VFE is invariant under the rigid motion group \( \mathcal{R}(3) \), the NLS is invariant under the action of \( S^1 \), and the VFE
flow corresponds to the NLS flow under $\eta$. So we can use $\eta$ to translate the Hamiltonian aspects of the NLS to get the Hamiltonian aspects of the VFE. In particular, we write down the commuting conservation laws and the higher commuting curve flows for the VFE.

Let $H_j(u) = -\frac{1}{2} \int (Q_{-j}(u), a) dx$ be as defined by (3.34), and $\hat{H}_j : C \to \mathbb{R}$ the functional on $C$ defined by $\hat{H}_j(\gamma) = H_j(u)$, where $\eta(\gamma) = [u]$, $u = q e_{12} - \bar{q} e_{21}$, $q = \frac{1}{2}(k_1 + i k_2)$, and $k_1, k_2$ are principal curvatures defined by a p-frame along $\gamma$. For example,

$$\hat{H}_1(\gamma) = \frac{1}{2} \int |q|^2 dx = \frac{1}{8} \int k^2 dx,$$

$$\hat{H}_2(\gamma) = -\frac{1}{4} \int \text{Im}(\bar{q} q_{x}) dx = \frac{1}{16} \int k^2 \tau dx,$$

where $q = \frac{1}{2}(k_1 + i k_2)$, $k_1, k_2$ the principal curvatures with respect to a p-frame, and $k, \tau$ the curvature and torsion of $\gamma$.

Next we use the map $\eta$ to write down the curve flow that correspond to the $j$-th flow in the $SU(2)$-hierarchy. Write $q = \frac{1}{2}(q_1 + i q_2)$ and

$$Q_{-j}(u) = A_{-j}(q)a + B_{-j}(q)b + C_{-j}(q)c,$$

where $u = q e_{12} - \bar{q} e_{21}$. For example, write $q = q_1 + i q_2$, then

$$Q_0(u) = q_1 b + q_2 c,$$

$$Q_{-1}(u) = -\frac{1}{2}|q|^2 a - \frac{1}{2}(q_2)_x b + \frac{1}{2}(q_1)_x c,$$

$$Q_{-2}(u) = \frac{1}{2} \text{Im}(\bar{q} q_{xx}) a - \frac{1}{4}((q_1)_{xx} + 2|q|^2 q_1)b - \frac{1}{4}((q_2)_{xx} + 2|q|^2 q_2)c.$$}

For $j \geq 1$, we call the following curve flow on $\mathbb{R}^3$ the $j$-th curves flow,

$$\gamma_t = A_{-(j-2)}(q)e_0 - C_{-(j-2)}(q)e_1 + B_{-(j-2)}(q)e_2,$$

(7.1)

where $q = \frac{1}{2}(k_1 + i k_2)$ and $k_1, k_2$ are the principal curvatures with respect to a p-frame $(e_0, e_1, e_2)$ along $\gamma$. Next we write the first four flows for $1 \leq j \leq 4$ invaritantly:

$$\gamma_t = \gamma_x,$$

(7.2)

$$\gamma_t = \frac{1}{2} (e_0 \times H(\gamma)),$$

(7.3)

$$\gamma_t = -\frac{1}{8} ||H(\gamma)||^2 e_0 - \frac{1}{4} \nabla_{e_0} ^{\perp} H(\gamma),$$

(7.4)

$$\gamma_t = \frac{1}{8} k^2 \tau e_0 - \frac{1}{8} e_0 \times (\nabla_{e_0} ^{\perp} H(\gamma) - \frac{||H(\gamma)||^2}{16}) e_0 \times H(\gamma),$$

(7.5)

where $e_0$ is the unit tangent to the curve and $k, \tau$ are the curvature and torsion. Here we use the identity $\text{Im}(\bar{q} q_{xx}) = -\frac{1}{4} k^2 \tau$. Also note that $e_0 \times \xi = *_{\gamma}(\xi)$ for any normal field $\xi$ along $\gamma$. The following proposition states that the right hand side of (7.1) is independent of the choice of p-frames for all $j \geq 1$:
Proposition 7.1. The flow (7.1) is a geometric curve flow, i.e., the right hand side of (7.1) is independent of the choice of the p-frames.

Proof. If both \((e_0, e_1, e_2)\) and \((\tilde{e}_0, \tilde{e}_1, \tilde{e}_2)\) are p-frames along \(\gamma\), then there is a constant \(c \in \mathbb{R}\) such that \((\tilde{e}_1, \tilde{e}_2) = (e_1, e_2)R(c)\). Let \(k_i\) and \(\tilde{k}_i\) be the principal curvatures of \(\gamma\) along \(e_i\) and \(\tilde{e}_i\), respectively. Then \(\tilde{k}_1 + ik_2 = e^{-ic}(k_1 + ik_2)\). So \(\tilde{q} = e^{-ic}q\). Let \(u = qe_{12} - qe_{21}\), and \(\tilde{u} = \tilde{q}q_{12} - \tilde{q}e_{21}\). Then \(\tilde{u} = e^{-ca/2}ue^{ca/2}\). This implies that

\[-C_j(\tilde{q})\tilde{e}_1 + B_j(\tilde{q})\tilde{e}_2 = -C_j(q)e_1 + B_j(q)e_2.\]

So the right hand side of (7.1) is independent of the choice of p-frames. \(\Box\)

Proposition 7.2. If a geometric curve flow written in terms of a p-frame \((e_0, e_1, e_2)\) is \(\gamma_t = \sum_{i=0}^{2} \xi_i(k_1, k_2)e_i\), then the curve flow preserves the arc-length parameter if and only if \(\xi_0(\xi_0) = k_1\xi_1 + k_2\xi_2\).

Proof. Let \(s\) denote the arc-length parameter, then \(\xi_s = ||\gamma_s||\xi_s\). We compute directly to get

\[\frac{1}{2}((\gamma_s, \gamma_s)_t = (\gamma_s, \gamma_s) = ((\gamma_t)_s, \gamma_s)\]

\[= ||\gamma_s||^2((\xi_0e_0 + \xi_1e_1 + \xi_2e_2)_s, e_0) = ||\gamma_s||^2((\xi_0)_s - k_1\xi_1 - k_2\xi_2).\]

This proves the claim. \(\Box\)

Corollary 7.3. The flow (7.1) preserves the arc-length parameter.

Proof. Equate the coefficient of \(a\) in (3.2),

\[(Q_{-j}(u))_s + [a, Q_{-j}(u)] = [Q_{-j+1}(u), a],\]

to get \((A_{-j})_s + C_{-j}k_1 - B_{-j}k_2 = 0\). Since \(\xi_0 = A_{-j}, \xi_1 = -C_{-j}\), and \(\xi_2 = B_{-j}\), we get \((\xi_0)_s = k_1\xi_1 + k_2\xi_2\). \(\Box\)

Use same proofs as in section 4 to get the following results for the \(j\)-th curve flow.

1. \(\eta\) maps bijectively solutions of the \(j\)-th curve flow (7.1) modulo \(\mathcal{R}(3)\) to solutions of the \(j\)-th flow in the \(SU(2)\)-hierarchy modulo the \(S^1\)-action.
2. The \(j\)-th curve flow (7.1) is the Hamiltonian equation for \(\hat{H}_j\) on \(\mathcal{C}_s\) with respect to \(\{\ , \}_s^\vee\), and it is also the Hamiltonian equation for \(\hat{H}_{j+1}\) with respect to \(\{\ , \}_s^\wedge\).
3. These curve flows commute. In particular, the \(j\)-th flow commutes with the \(\ast\)-MCF on \(\mathbb{R}^3\).
4. Bäcklund theory for the \(j\)-th curve flow can be worked out in a similar manner. For example, Theorem 6.9 holds for the \(j\)-th curve flow if we choose \(y\) to be a solution of the linear system \(dy = -\theta_j(x, t, \alpha)y\), where

\[\theta_j = (a\lambda + u)dx + (a\lambda^j + u\lambda^{j-1} + Q_{-1}(u)\lambda^{j-2} + \cdots + Q_{-j-1}(u))dt\]
is the Lax pair \((3.5)\) of the \(j\)-th flow in the \(SU(2)\)-hierarchy, where 
\[
a = \text{diag}(i, -i) \quad \text{and} \quad u = qe_{12} - \bar{q}e_{21}.
\]

Note that changing the tangential component of the curve flow amounts to changing parametrization of the curves. Let 
\[
X_j(\gamma) = A_{-(j-2)}(q)e_0 - C_{-(j-2)}(q)e_1 + B_{-(j-2)}(q)e_2,
\]
and \(Y_j(\gamma) = (X_j(\gamma))^\perp\), the normal component of \(X_j(\gamma)\), i.e.,
\[
Y_j(\gamma) = -C_{-(j-2)}(q)e_1 + B_{-(j-2)}(q)e_2.
\]

So the curve flow
\[
\gamma_t = Y_j(q) = -C_{-(j-2)}(q)e_1 + B_{-(j-2)}(q)e_2 \quad (7.6)
\]
geometrically is the same curve flow \((7.1)\). In other words, the curve at time \(t\) of a solution of \((7.6)\) is the same curve at time \(t\) of \((7.1)\) but with different parametrization. For example, the curve flow \((7.6)\) for \(1 \leq j \leq 4\) are
\[
\gamma_{t_1} = \gamma_x, \quad (7.7)
\]
\[
\gamma_{t_2} = \frac{1}{2} \ast \gamma H(\gamma), \quad (7.8)
\]
\[
\gamma_{t_3} = -\frac{1}{4} \nabla_{e_0}^\perp H(\gamma), \quad (7.9)
\]
\[
\gamma_{t_4} = -\frac{1}{16} \ast \gamma (\|H(\gamma)\|^2 H(\gamma) + 2(\nabla_{e_0}^\perp)^2 H(\gamma)). \quad (7.10)
\]

Note that \((7.8)\) is the \(\ast\)-MCF and \((7.9)\) is the geometric Airy flow. These flows preserves total arc-length, so we can reparametrize the curves by the arc-length and get the curve flow \((7.1)\). In particular, we get the following.

**Theorem 7.4.** The geometric Airy flow \((7.9)\) preserves total arc-length and the normalized geometric Airy flow \((7.4)\) preserves the arc-length parameter. Moreover, the normalized Airy flow commutes with the VFE.

**Remark 7.5.** It is known that the odd flows in the \(SU(2)\)-hierarchy leaves the condition \(\bar{q} = q\) invariant and the resulting hierarchy is the hierarchy containing the mKdV for \(q : \mathbb{R}^2 \to \mathbb{R}, \ q_t = -\frac{1}{4}(q_{xxx} + 6q^2x_{x2})\). The condition that \(q\) is real means that the torsion \(\tau\) of \(\gamma\) is zero if \(\eta(\gamma) = [q]\). So the \((2j+1)\)-th curve flow on \(\mathbb{R}^3\) leaves plane curves invariant. For example, the third flow \((7.1)\) on \(\mathbb{R}^3\) leaves the plan curves invariant and the curve flow on the plane is
\[
\gamma_t = -\frac{1}{8} k^2 e_0 - \frac{1}{4} e_0(k)e_1,
\]
where \(k\) is the curvature of the plane curve. This is the normalized curve flow for the geometric Airy flow on \(\mathbb{R}^2\), \(\gamma_t = -\frac{1}{4} \nabla_{e_0}^\perp H(\gamma(\cdot, t))\).
8. The time-like $\ast$-MCF on $\mathbb{R}^{2,1}$

In this section, we explain the relation between the time-like $\ast$-MCF on $\mathbb{R}^{2,1}$ and the defocusing NLS and give Bäcklund transformations for this curve flow.

Recall that
\[ SU(1,1) = \{ g \in SL(2, \mathbb{C}) \mid g^* J g = J \}, \quad \text{where} \quad J = \text{diag}(1, -1), \]
\[ su(1,1) = \left\{ \begin{pmatrix} ix & z \\ \bar{z} & -ix \end{pmatrix} \mid x \in \mathbb{R}, z \in \mathbb{C} \right\}. \]

For time-like solution of the $\ast$-MCF on $\mathbb{R}^{2,1}$, we identify $\mathbb{R}^{2,1}$ as $su(1,1)$ as follows: Let
\[ \langle X, Y \rangle = \frac{1}{2} \text{tr}(XY) \]
be the bi-linear on $su(1,1)$. Then
\[ \langle X, X \rangle = -x^2 + |z|^2, \quad \text{for} \quad X = \begin{pmatrix} ix & z \\ \bar{z} & -ix \end{pmatrix}. \]

Let
\[ \delta_1 = (a, b, c), \quad a = \text{diag}(i, -i), \quad b = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad c = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}. \quad (8.1) \]

Then $\delta_1$ is an ordered basis of $su(1,1)$ satisfying
\[ -\langle a, a \rangle = \langle b, b \rangle = \langle c, c \rangle = 1, \quad \langle a, b \rangle = \langle a, c \rangle = \langle b, c \rangle = 0. \]

We identify $su(1,1)$ as $\mathbb{R}^{1,2}$ by
\[ ax + by + cz \mapsto (x, y, z)^t. \]

Let
\[ D_2 = \text{diag}(-1, 1, 1), \quad SO(1,2) = \{ A \in GL(3) \mid A^t D_2 A = D_2 \}. \]

Then
\[ so(1,2) = \left\{ \begin{pmatrix} 0 & y_1 & y_2 \\ y_1 & 0 & -y_3 \\ y_2 & y_3 & 0 \end{pmatrix} \mid y_1, y_2, y_3 \in \mathbb{R} \right\}. \]

Let $Ad : SU(1,1) \to O(su(1,1)) = SO(1,2)$ be the Adjoint representation of $SU(1,1)$ on $su(1,1)$, and
\[ Ad(g)[\delta_1] = (gag^{-1}, gb^{-1}, gcg^{-1}) \in SO(1,2). \quad (8.2) \]

The following theorem can be proved the same way as Theorem 4.3.

**Theorem 8.1.** If $\gamma : \mathbb{R}^2 \to \mathbb{R}^{2,1}$ is a solution of the $\ast$-MCF on $\mathbb{R}^{2,1}$ such that
\[ \langle \gamma_x, \gamma_x \rangle = -1 \quad (\text{so} \ \gamma \ \text{is a time-like solution}), \]
then there exists $g = (e_0, e_1, e_2) : \mathbb{R}^2 \to SO(1,2)$ such that
\[ g^{-1} \gamma_x = \begin{pmatrix} 0 & k_1 & k_2 \\ k_1 & 0 & 0 \\ k_2 & 0 & 0 \end{pmatrix}. \]
and \( q = \frac{1}{2}(k_1 + ik_2) \) is a solution of the defocusing NLS, \( q_t = \frac{i}{2}(q_{xx} - 2q|q|^2q) \). Moreover, if \( \tilde{g} : \mathbb{R}^2 \to SO(1, 2) \) is another map satisfies these conditions, then there exists a constant \( R(c) \in SO(2) \) such that \( \tilde{g} = g\text{diag}(1, R(c)) \) and the corresponding \( \tilde{k}_1, \tilde{k}_2 \) satisfies \( \tilde{k}_1 + \tilde{k}_2 = e^{-ic}(k_1 + ik_2) \).

**Remark 8.2.** Let

\[
\mathfrak{R}_1(3) = \text{Iso}(\mathbb{R}^{2,1}) = SO(1, 2) \times \mathbb{R}^{2,1},
\]

\[
\mathcal{C}_1 = \{ \gamma \in C^\infty(\mathbb{R}, \mathbb{R}^{2,1}) \ | \ \langle \gamma_x, \gamma_x \rangle = -1 \},
\]

\[
V_2 = \{ ye_{12} + \bar{y}e_{21} \ | \ y \in \mathbb{C} \}.
\]

Theorem 8.1 associate to each solution \( \gamma \) of the time-like \( -\text{MCF} \) an \( S^1 \)-orbit of solutions of the defocusing NLS. Moreover, if \( \gamma_2 = \phi \circ g_1 \) for some \( \phi \in \mathfrak{R}_1(3) \), then the \( S^1 \)-orbits of solutions of the defocusing NLS associated to \( \gamma_1 \) and \( \gamma_2 \) are the same. Let \( \Psi_1 \) denote the map from the orbit space of the space of solutions of the time-like \( -\text{MCF} \) on \( \mathbb{R}^{2,1} \) under the action of \( \mathfrak{R}_1(3) \) and the orbit space of the space of solutions of the defocusing NLS under the action of \( S^1 \) defined by \( \Psi_1(\gamma) = [u] \), where \( u = qe_{12} + \bar{q}e_{21} \) is a solution of the defocusing NLS associated to \( \gamma \) obtained in Theorem 8.1. Then \( \Psi_1 \) is a well-defined map and is one to one. The same proof of 4.6 implies that if \( q \) is a solution of the defocusing NLS and \( E(x, t, \lambda) \) the normalized frame for \( u = qe_{12} + \bar{q}e_{21} \), then \( \alpha = \frac{\partial E}{\partial \lambda}E^{-1}\big|_{\lambda=0} \) is a solution of the time-like \( -\text{MCF} \) on \( su(1, 1) \simeq \mathbb{R}^{2,1} \) and \( \Psi_1([\alpha]) = [u] \). This shows that \( \Psi_1 \) is a bijection and is the analogous Hasimoto transform for the time-like \( -\text{MCF} \) on \( \mathbb{R}^{2,1} \).

To construct BT for the time-like \( -\text{MCF} \) on \( \mathbb{R}^{2,1} \), we need to construct Bäcklund transformations for the \( SU(1, 1) \)-hierarchy. First we write down the projection of \( \mathbb{C}^2 \) with respect to the bi-linear form \( \langle \cdot, \cdot \rangle_1 \) on \( \mathbb{C}^2 \) defined by

\[
\langle X, Y \rangle_1 = X^*JY, \quad J = \text{diag}(1, -1).
\]

The Adjont of a linear operator \( A : \mathbb{C}^2 \to \mathbb{C}^2 \) is

\[
A^\sharp = JA^*J.
\]

(Recall that the Adjont of \( A \) is defined by \( \langle AX, Y \rangle_1 = \langle X, A^\sharp Y \rangle_1 \) for all \( X, Y \in \mathbb{C}^2 \).) Let \( \pi \in GL(2, \mathbb{C}) \) satisfying

\[
\pi^\sharp = \pi, \quad \pi^2 = \pi. \tag{8.3}
\]

Let \( \pi^\perp = I - \pi \).

If \( \pi \) satisfies (8.3) and \( v \) such that \( \text{Im}(\pi) = \mathbb{C}v \) and \( \langle v, v \rangle_1 \neq 0 \), then

\[
\pi = \frac{1}{\langle v, v \rangle_1}vv^*J. \tag{8.4}
\]

We call such \( \pi \) the projection onto \( \mathbb{C}v \) (note that (8.4) only works when \( \langle v, v \rangle_1 \neq 0 \)).
Let \( f_{\alpha,\pi}(\lambda) = I + \frac{\alpha - \bar{\alpha}}{\lambda - \bar{\lambda}} \pi \) be defined by the same formula (6.1) with \( \pi \) satisfying (8.3). A direct computation implies that \( f_{\alpha,\pi} \) satisfies the \( SU(1,1) \)-reality condition,

\[
Jf(\lambda)^*J = f(\lambda)^{-1}.
\]

BT for the defocusing NLS can be proved in a similar way as the focusing NLS. We summarize the result in the next theorem.

**Theorem 8.3.** Let \( q \) be a solution of the defocusing NLS, \( q_t = \frac{i}{2}(q_{xx} - 2|q|^2q) \), and \( E(x,t,\lambda) \) a frame of \( q \). Let \( \alpha \in \mathbb{C}\setminus\mathbb{R}, v_0 \in \mathbb{C}^2 \setminus \{0\} \) with \( (v_0, v_0)_1 \neq 0 \), and \( \pi = \frac{1}{(v_0, v_0)_1}v_0v_0^*J \). If

\[
y(x,t) = (y_1(x,t), y_2(x,t))^t := E(x, t, \alpha)^{-1}(\alpha)
\]

is not a null vector for all \((x,t)\) in an open subset \( \mathcal{O}_0 \) of \( \mathbb{R}^2 \), then we have the following.

(i) \( \tilde{q} = q - 2i(\alpha - \bar{\alpha})\frac{y_1 y_2}{|y_1|^2 - |y_2|^2} \) is a solution of the defocusing NLS defined on \( \mathcal{O}_0 \).

(ii) \( \tilde{E}(x,t,\lambda) = f_{\alpha,\pi}(\lambda)E(x,t,\lambda)f_{\alpha,\bar{\pi}}(\lambda)^{-1} \) is a frame for \( \tilde{q} \), where \( \bar{\pi} = \frac{1}{|y_1|^2 - |y_2|^2}yy^*J \).

(iii) \( y \) satisfies \( dy = -\theta_2(\cdot, \cdot, \alpha)y \), where

\[
\theta_2 = (a\lambda + u)dx + (a\lambda^2 + u\lambda + Q_{-1}(u))dt,
\]

\[
a = \text{diag}(i, -i), \quad u = \begin{pmatrix} 0 & q \\ \bar{q} & 0 \end{pmatrix}, \quad \text{and} \quad Q_{-1}(u) = \frac{i}{2}\begin{pmatrix} |q|^2 & q_x \\ \bar{q}_x & -|q|^2 \end{pmatrix}; \quad \text{i.e.,}
\]

\[
\begin{cases}
y_{x} = -\begin{pmatrix} i\alpha & q \\ \bar{q} & -i\alpha \end{pmatrix}y, \\
y_{t} = -\begin{pmatrix} i\alpha^2 + \frac{i}{2}|q|^2 & \alpha q + \frac{i}{2}q_x \\ \alpha \bar{q} - \frac{i}{2}\bar{q}_x & -i\alpha^2 - \frac{i}{2}|q|^2 \end{pmatrix}y.
\end{cases}
\]

Moreover, if \( y \) is a solution of (8.3), then the formula of \( \tilde{q} \) given in (i) is a solution of the defocusing NLS.

(iv) The following system for \( p \) is solvable,

\[
\begin{cases}
p_x = \bar{q}p^2 - 2i\alpha p - q, \\
p_t = (\alpha \bar{q} - \frac{i}{2}\bar{q}_x)p^2 - i(2\alpha^2 + |q|^2)p - (\alpha q + \frac{i}{2}q_x).
\end{cases}
\]

Moreover, if \( p \) is a solution of (8.6), then \( \tilde{q} = q - 2i(\alpha - \bar{\alpha})\frac{p}{|p|^2 - 1} \) is a solution of the defocusing NLS.

Since \( \langle y(x,t), y(x,t) \rangle_1 \) may be zero at some points, BT of a smooth solution \( q : \mathbb{R}^2 \to \mathbb{C} \) of the defocusing NLS may develop singularities (for examples, cf. [34]).

Bäcklund transformations for the time-like \( * \)-MCF on \( \mathbb{R}^{2,1} \) can be constructed in a similar manner as in Theorem 5.9 and we get the following.
Theorem 8.4. Let $\gamma$ be a solution of the time-like $*$-MCF, $\gamma = \frac{1}{2} *_\gamma H(\gamma)$, on $\mathbb{R}^{2,1}$, $g = (e_0, e_1, e_2)$, and $q$ the solution of the defocusing NLS as in Theorem 8.1. Let $\alpha \in \mathbb{C} \setminus \mathbb{R}$, and $y = (y_1, y_2)^t$ a solution of (8.5). Then

$$\tilde{\gamma} = \gamma + \frac{\text{Im}(\alpha)}{|\alpha|^2||y||^2_1} \left( \frac{|y_1|^2 + |y_2|^2}{2} e_0 - (y_1 \bar{y}_2 + \bar{y}_1 y_2) e_1 + \frac{1}{i} (y_1 \bar{y}_2 - \bar{y}_1 y_2) e_2 \right)$$

is a solution of the time-like $*$-MCF on $\mathbb{R}^{2,1}$, where $||y||^2_1 = |y_1|^2 - |y_2|^2$.

Permutability formula for BT and explicit soliton solutions for the time-like $*$-MCF can be obtained similarly as for the $*$-MCF on $\mathbb{R}^3$.

9. Space-like $*$-MCF on $\mathbb{R}^{2,1}$

The outline of this section:

(a) We show that the differential invariants of solutions of the space-like $*$-MCF on $\mathbb{R}^{2,1}$ satisfy the second flow of the $SL(2, \mathbb{R})$-hierarchy and use the Bäcklund transformations of the $SL(2, \mathbb{R})$-hierarchy to construct Bäcklund transformations for the space-like $*$-MCF.

(b) We note that the space-like normalized geometric Airy flow on $\mathbb{R}^{2,1}$ preserves the set $\mathcal{M}_0$ of all space-like curves in $\mathbb{R}^{2,1}$ parametrized by arc-length and the principal curvature along one null parallel normal field is constant. Then the principal curvature along the other null parallel normal field satisfies the KdV. So the normalized geometric Airy flow on $\mathcal{M}_0$ gives a natural geometric interpretation of the KdV. We use the BT for the KdV to construct BT for this restricted curve flow.

For space-like solution of the $*$-MCF on $\mathbb{R}^{2,1}$, we identify $\mathbb{R}^{2,1}$ as $sl(2, \mathbb{R})$ with

$$\langle X, Y \rangle = \frac{1}{2} \text{tr}(XY).$$

Then

$$\langle X, X \rangle = x_1^2 + x_2 x_3, \quad \text{for} \quad X = \begin{pmatrix} x_1 & x_2 \\ x_3 & -x_1 \end{pmatrix} \in sl(2, \mathbb{R}).$$

Let

$$a = \text{diag}(1, -1), \quad b = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad c = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \quad (9.1)$$

Then $(a, b, c)$ is an ordered base of $sl(2, \mathbb{R})$ satisfying

$$\langle a, a \rangle = 1, \quad \langle b, c \rangle = \frac{1}{2}, \quad \langle b, b \rangle = \langle c, c \rangle = 0,$$

$$[a, b] = 2b, \quad [a, c] = -2c, \quad [b, c] = a.$$

We identify $sl(2, \mathbb{R})$ as $\mathbb{R}^{2,1}$ by $xa + yb + zc \mapsto (x, y, z)^t$ with the bi-linear form $x^2 + yz$.

Recall that the Hodge star operator on a two dimension Lorentzian space $(V, \langle, \rangle)$ is defined as follows: Let $(e_1, e_2)$ be an ordered orthonormal basis
of $V$, i.e., $\langle e_1, e_2 \rangle = 0$, $\langle e_1, e_1 \rangle = -\langle e_2, e_2 \rangle = 1$. The Hodge star operator $^* : V \to V$ is defined by

$$v_1 \wedge (v_2) = \langle v_1, v_2 \rangle e_1 \wedge e_2$$

for all $v_1, v_2 \in V$. It can be checked that

$$^*(e_1) = e_2, \quad ^*(e_2) = e_1.$$

So the Hodge star operator on the Lorentzian plane spanned by $b, c$ is

$$^* b = b, \quad ^* c = -c. \quad (9.2)$$

Since $^*$ on $\mathbb{C} \simeq \mathbb{R}^2$ is the rotation by $\pi/2$ or the multiplication by $i = \sqrt{-1}$. So $^*$ can be viewed as an analogue of the multiplication by $i$ in $\mathbb{R}^{1,1}$.

Let

$$D_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & \frac{1}{2} \\ 0 & \frac{1}{2} & 0 \end{pmatrix},$$

$$O(3, D_3) = \{ A \in GL(3, \mathbb{R}) \mid A^t D_3 A = D_3 \}. \quad (9.4)$$

Then the Lie algebra of $O(3, D_3)$ is

$$o(3, D_3) = \left\{ \begin{pmatrix} 0 & -\frac{1}{2}r_2 & -\frac{1}{2}r_1 \\ r_1 & r_3 & 0 \\ r_2 & 0 & -r_3 \end{pmatrix} \bigg| r_1, r_2, r_3 \in \mathbb{R} \right\}.$$

If $\gamma : \mathbb{R} \to sl(2, \mathbb{R})$ is a space-like curve parametrized by the arc-length, then there is $g = (e_0, e_1, e_2) : \mathbb{R} \to O(3, D_3)$ such that $e_0 = \gamma_x$ and

$$g^{-1} g_x = \begin{pmatrix} 0 & -\frac{k_2}{2} & -\frac{k_1}{2} \\ k_1 & 0 & 0 \\ k_2 & 0 & 0 \end{pmatrix}.$$

So $(e_1, e_2)$ is a parallel null frame for the normal bundle $\nu(\gamma)$. We call such $g$ a null $p$-frame for the space-like curve $\gamma$, and $k_i$ the principal curvature of $\gamma$ along the null parallel normal $e_i$ for $i = 1, 2$. Note that the mean curvature vector is $H(\gamma) = (e_0)_x = k_1 e_1 + k_2 e_2$. Again a proof similar to that of Theorem 4.3 gives

**Theorem 9.1.** Suppose $\gamma : \mathbb{R}^2 \to \mathbb{R}^{2,1}$ is a space-like solution of the $^*$-MCF on $\mathbb{R}^{2,1}$, $\gamma = -\frac{1}{2} *_{\gamma} H(\gamma)$, parametrized by arc-length. Then there is $g = (e_0, e_1, e_2) : \mathbb{R}^2 \to O(3, D_3)$ such that

(i) $g(\cdot, t)$ is a null $p$-frame along $\gamma(\cdot, t)$ for all $t$, and

$$g^{-1} g_x = \begin{pmatrix} 0 & -\frac{k_1'}{2} & -\frac{k_2'}{2} \\ k_1 & 0 & 0 \\ k_2 & 0 & 0 \end{pmatrix},$$

$$g^{-1} g_t = \frac{1}{4} \begin{pmatrix} 0 & -k_2' & k_1' \\ -2k_1' & k_1 k_2 & 0 \\ 2k_2' & 0 & -k_1 k_2 \end{pmatrix},$$

where $k_i' = \frac{d}{dt} k_i$.
Remark 9.3. Theorem 9.1 associate to each solution $g\in R$ as the following subalgebra of null principal curvatures are related by $\tilde{\gamma}$ if $(\gamma, e)$. Moreover, if $\tilde{\gamma}:\mathbb{R}^2 \to O(3, D_3)$ also satisfies (i) and (ii), then there is a constant $c \in \mathbb{R} \setminus \{0\}$ such that $\tilde{\gamma} = g\text{diag}(1, c, c^{-1})$ and the corresponding null principal curvatures are related by $k_1 = c^{-1}k_1$ and $k_2 = ck_2$.

Remark 9.2. If $(e_0, e_1, e_2)$ is a null p-frame along $\gamma$ and $c \in \mathbb{R}$ a non-zero constant, then $(e_0, ce_1, \frac{1}{c}e_2)$ is also a null p-frame and the corresponding null principal curvatures are related by $\tilde{k}_1 = ck_1$ and $\tilde{k}_2 = \frac{1}{c}k_2$. In fact, if $(e_0, e_1, e_2)$ is a null p-frame along $\gamma$ then $(\gamma, e_0, e_1, e_2)$ is a $(O(1, 1), V)$ moving frame along $\gamma$, where $O(1, 1) = \{\text{diag}(c, \frac{1}{c}) \mid c \in \mathbb{R} \setminus \{0\}\}$ and $V = e_{21} + \mathbb{R}(e_{32} - \frac{1}{2}e_{24}) \oplus \mathbb{R}(e_{42} - \frac{1}{2}e_{23})$. Here we embed the Lie algebra of $\mathfrak{so}(3)$ as the following subalgebra of $gl(4, \mathbb{R})$,

$$\left\{ \begin{pmatrix} 0 & 0 \\ y & A \end{pmatrix} \mid y \in \mathbb{R}^3, A \in o(3, D_3) \right\}.$$

Remark 9.3. Theorem 9.1 associate to each solution $\gamma$ of the space-like $+\text{MCF}$ on $\mathbb{R}^{2,1}$ an $O(1, 1)$-orbit of solutions of (9.3). The Pohlmeyer-Sym construction give the converse (the proof is the same as for the VFE). Let $\Psi_2$ denote the map from the orbit space of solutions of space-like $+\text{MCF}$ on $\mathbb{R}^{2,1}$ parametrized by arc-length under the rigid motion group $\mathfrak{so}(3)$ to the orbit space of solutions of (9.5) under the action of $O(1, 1)$ defined by $\Psi_2([\gamma]) = [u]$, where $u = qe_{12} + re_{21}$ is a solution associated to $\gamma$ in Theorem 9.1. Then $\Psi_2$ is a bijection and is the analogous Hasimoto transform for the space-like $+\text{MCF}$ on $\mathbb{R}^{2,1}$.

Next we review the BT for the $SL(2, \mathbb{R})$ hierarchy constructed in [34]. Let $\alpha_1, \alpha_2 \in \mathbb{R}$, $\{v_1, v_2\}$ a basis of $\mathbb{R}^2$, $\pi$ the projection of $\mathbb{R}^2$ onto $\mathbb{R}v_1$ along $\mathbb{R}v_2$, and $\pi' = 1 - \pi$. Let

$$h_{\alpha_1, \alpha_2, \pi}(\lambda) = I + \frac{\alpha_1 - \alpha_2}{\lambda - \alpha_1} \pi'.$$

A direct computation shows that

$$h_{\alpha_1, \alpha_2, \pi}(\lambda)^{-1} = I + \frac{\alpha_2 - \alpha_1}{\lambda - \alpha_2} \pi'.$$

Note that the projection of $\pi$ of $\mathbb{R}^2$ onto $\mathbb{R} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}$ along $\mathbb{R} \begin{pmatrix} y_3 \\ y_4 \end{pmatrix}$ is

$$\pi = \frac{1}{y_1y_4 - y_2y_3} \begin{pmatrix} y_1y_4 & -y_1y_3 \\ y_2y_4 & -y_2y_3 \end{pmatrix}.$$
Theorem 9.4. \((31)\) Let \(u = qe_{12} + re_{21}\) be a solution of the second flow \((9.5)\) in the \(SL(2, \mathbb{R})\)-hierarchy, and \(\alpha \in \mathbb{R}\) a constant. Then

\[
\begin{cases}
\xi_x = -\begin{pmatrix} \alpha & q \\ r & -\alpha \end{pmatrix} \xi, \\
\xi_t = -\begin{pmatrix} \alpha^2 - \frac{1}{2}qr & \alpha q - \frac{1}{2}y_x \\ \alpha r + \frac{1}{2}r_x & -\alpha^2 + \frac{1}{2}qr \end{pmatrix} \xi,
\end{cases}
\tag{9.6}
\]

is solvable. Moreover, suppose \(\alpha_1 \neq \alpha_2\) and \(\xi_1 = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}\) and \(\xi_2 = \begin{pmatrix} y_3 \\ y_4 \end{pmatrix}\) be solutions of \((9.6)\) with \(\alpha = \alpha_1\) and \(\alpha_2\) respectively. If \(\xi_1, \xi_2\) are linearly independent, then

\[
\begin{cases}
\tilde{q} = q - \frac{2(\alpha_1 - \alpha_2)}{\det(Y)} y_1 y_3, \\
\tilde{r} = r - \frac{2(\alpha_1 - \alpha_2)}{\det(Y)} y_2 y_4,
\end{cases}
\]

where \(Y = (\xi_1, \xi_2) = \begin{pmatrix} y_1 & y_3 \\ y_2 & y_4 \end{pmatrix}\).

Theorem 9.5. Let \(\gamma\) be a space-like solution of the \(\ast\)-MCF on \(\mathbb{R}^{2,1}\), \(\gamma_t = -\frac{1}{2} \ast \gamma H(\gamma)\), parametrized by arc-length, \(g = (e_0, e_1, e_2)\), and \(q, r\) solution of the second flow \((9.5)\) of the \(SL(2, \mathbb{R})\)-hierarchy as in Theorem 9.4. Given \(\alpha_1, \alpha_2 \in \mathbb{R}\), let \(Y = \begin{pmatrix} y_1 & y_3 \\ y_2 & y_4 \end{pmatrix}\) be as in Theorem 9.4 then

\[
\tilde{\gamma} = \gamma + \left(1 - \frac{1}{\alpha_2}\right) \frac{1}{\det(Y)} \left(\frac{y_1 y_4 + y_2 y_3}{2} e_0 - y_1 y_3 e_1 + y_2 y_4 e_2\right)
\]

is a solution of the space-like \(\ast\)-MCF on \(\mathbb{R}^3\).

Next we discuss the space-like normalized geometric Airy flow on \(\mathbb{R}^{2,1}\). A similar proof as for the geometric Airy flow on \(\mathbb{R}^3\) gives the following.

Theorem 9.6. If \(\gamma\) is a solution of the space-like normalized geometric Airy flow on \(\mathbb{R}^{2,1}\),

\[
\gamma_t = \frac{1}{8} H(\gamma, H(\gamma)) e_0 + \frac{1}{4} \nabla_{e_0} H(\gamma), \tag{9.7}
\]

then there is \(g = (e_0, e_1, e_2) : \mathbb{R}^2 \to O(3, D_3)\) such that \(g(\cdot, t)\) is a null \(p\)-frame along \(\gamma(\cdot, t)\) with principal curvatures \(k_1, k_2\). Then \(q = -\frac{1}{2} k_1\) and \(r = \frac{1}{2} k_2\) satisfy the third flow of the \(SL(2, \mathbb{R})\)-hierarchy, i.e.,

\[
\begin{cases}
q_t = \frac{1}{4} (q_{xxx} - 6qr q_x), \\
r_t = \frac{1}{4} (r_{xxx} - 6qr r_x). \tag{9.8}
\end{cases}
\]

It is known that \((9.8)\) leaves the condition \(r = 1\) invariant. Since \(r = 1\) means \(k_2 = 2\) in the above theorem, the space-like geometric Airy flow \((9.7)\) leaves the space curve with \(k_2\) being a constant function invariant. So we obtain the following.
Theorem 9.7. Let \( M_0 \) denote the set of \( \gamma : \mathbb{R} \to \mathbb{R}^{2,1} \) such that \( ||\gamma_x|| = 1 \) and the principal curvature along one null parallel normal field is constant. Then the space-like normalized geometric Airy flow (9.7) on \( \mathbb{R}^{2,1} \) leaves \( M_0 \) invariant. Moreover, if \( \gamma \) is a solution of (9.7) on \( M_0 \), then there is \( g = (e_0, e_1, e_2) : \mathbb{R}^2 \to O(3, D_3) \) satisfying

(i) \( g(\cdot, t) \) is a null p-frame for \( \gamma(\cdot, t) \) and
\[
g^{-1}g_x = k_1(e_{21} - \frac{1}{2}e_{13}) + 2(e_{31} - \frac{1}{2}e_{12}),
\]

(so the null principal curvature \( k_2 \) along \( e_2 \) is equal to 2),
(ii) \( q = -\frac{1}{4}k_1 \) satisfies the KdV,
\[
q_t = \frac{1}{4}(q_{xxx} - 6qq_x).
\]

Hence the restriction of the normalized space-like geometric Airy flow (9.7) on \( \mathbb{R}^{2,1} \) to \( M_0 \) gives a natural geometric interpretation of the KdV.

Bäcklund transformations for the KdV were constructed in several places. The version we need to use to construct BT for the curve flow (9.7) on \( M_0 \) is proved in [34]. Given \( \xi, k \in \mathbb{R} \), let
\[
r_{\xi,k}(\lambda) = a\lambda + \begin{pmatrix} \xi & \xi^2 - k^2 \\ 1 & \xi \end{pmatrix}, \quad a = \text{diag}(1, -1).
\]

Then we have
\[
r_{\xi,k}^{-1}(\lambda) = \frac{r_{-\xi,k}(\lambda)}{\lambda^2 - k^2}.
\]

Recall that the Lax pair for a solution \( q \) of the KdV is
\[
\theta_3 = (a\lambda + u)dx + (a\lambda^3 + u\lambda^2 + Q_{-1}(u)\lambda + Q_{-2}(u))dt,
\]
where \( a = \text{diag}(1, -1) \), \( u = \begin{pmatrix} 0 & q \\ 1 & 0 \end{pmatrix} \), and
\[
Q_{-1}(u) = \frac{1}{2} \begin{pmatrix} -q & -q_x \\ 0 & q \end{pmatrix}, \quad Q_{-2}(u) = \frac{1}{4} \begin{pmatrix} q_x & q_{xx} - 2q^2 \\ -2q & -q_x \end{pmatrix}.
\]

A frame \( E(x, t, \lambda) \) of a solution \( q \) of the KdV is a solution of \( E^{-1}dE = \theta_3 \) and \( E \) satisfies the KdV reality condition,
\[
E(x, t, \lambda) = E(x, t, \lambda),
\]
\[
\phi(\lambda)^{-1}E(x, t, \lambda)\phi(\lambda) \text{ is an even function of } \lambda,
\]
where \( \phi(\lambda) = \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} \).

Theorem 9.8. ([34]) Let \( E(x, t, \lambda) \) be a frame of the solution \( q \) of the KdV, \( c, \xi \in \mathbb{R} \), and
\[
\begin{pmatrix} y_1(x, t) \\ y_2(x, t) \end{pmatrix} = E(x, t, c)^{-1} \begin{pmatrix} c - \xi \\ 1 \end{pmatrix}.
\]
If \( y_2 \neq 0 \), let \( \xi = c - \frac{u_1}{u_2} \), then
\[
\ddot{q} = -q + 2(\dddot{\xi}^2 - c^2)
\]
is a solution of the KdV. Moreover,
\[ \tilde{E}(x, t, \lambda) = \frac{1}{\lambda^2 - \frac{1}{4} c^2} r_{\xi,c}(\lambda) E(x, t, \lambda) r_{\tilde{\xi}(x, t),c}(\lambda) \]
is a frame for the solution \( \tilde{q} \).

As a consequence we obtain BT for space-like normalized geometric Airy flow \( M_0 \).

**Theorem 9.9.** Let \( \gamma \) be a solution of (9.7) on \( M_0 \), \( g = (e_0, e_1, e_2) \) with principal curvatures \( k_1, k_2 = 2 \), and \( q = -\frac{1}{2} k_1 \) a solution of the KdV as in Theorem 9.7. Given a constant \( c \in \mathbb{R} \setminus 0 \), then the following linear system for \( y \) is solvable,

\[
\begin{cases}
y_x = - \begin{pmatrix} c & q \\ 1 & -c \end{pmatrix} y, \\
y_t = - \begin{pmatrix} c^3 - \frac{c}{2} q + \frac{1}{4} q_x & c^2 q - \frac{c}{2} q_x + \frac{1}{4} (q_{xx} - 2q_x^2) \\ c^2 - \frac{1}{2} q & -c^3 + \frac{c}{2} q - \frac{1}{4} q_x \end{pmatrix} y.
\end{cases}
\]

(9.10)

Moreover, if \( y = (y_1, y_2)^t \) is a solution of (9.10), then
\[ \tilde{\gamma} = \gamma + 1 - \frac{c}{c^2} (-\tilde{\xi} e_0 + (c^2 - \tilde{\xi}^2) e_1 + e_2) \]
is a solution of (9.7) on \( M_0 \), where \( \tilde{\xi} = c - \frac{y_1}{y_2} \).

### 10. Constructing integrable curve flows from Lax pairs

In this section we explain how to use the Lax pair of a soliton equation to construct a geometric curve flow on a homogeneous space such that the evolution equation of its differential invariants is a soliton equation. We see that the \(*\)-MCF and the geometric Airy flow come up naturally this way. This method also gives the shape operator curve flow on Adjoint orbits, the Schrödinger flow on compact Hermitian symmetric spaces, and the central affine curve flows on \( \mathbb{R}^n \setminus 0 \).

We first review the \( (G,a) \)-hierarchy and its various restrictions (cf. [10], [28], [34]).

**The \( (G,a) \)-hierarchy**

Let \( G \) be a complex simple Lie group, \( \mathcal{G} \) its Lie algebra, and \( a \in \mathcal{G} \). Let \( \mathcal{G}_a^\perp \) denote the subspace perpendicular to the centralizer \( \mathcal{G}_a \) in \( \mathcal{G} \) with respect to the Killing form. The \( (G,a) \)-hierarchy is the collection of flows on \( C^\infty(\mathbb{R}, \mathcal{G}_a^\perp) \) defined as follows: It is known (cf., [28], [34]) that given a smooth \( u : \mathbb{R} \to \mathcal{G}_a^\perp \), there is a unique \( Q(u, \lambda) \in C^\infty(\mathbb{R}, \mathcal{G}) \) satisfying

\[ [\partial_x + a\lambda + u, Q(u, \lambda)] = 0, \]

(10.1)

\( Q(u, \lambda) \) is conjugate to \( a\lambda \), and the power series expansion of \( Q(u, \lambda) \) in \( \lambda \) is
\[ Q(u, \lambda) = a\lambda + u + Q_{-1}(u)\lambda^{-1} + Q_{-2}(u)\lambda^{-2} + \ldots. \]
Moreover, entries of $Q_{-j}(u)$ are differential polynomial of $u$. Let $b \in \mathcal{G}$ such that $b = \phi(a)$ for some analytic function $\phi$. The flow in the $(G, a)$-hierarchy defined by $b\lambda^j$ is

$$u_t = [\partial_x + a\lambda + u, Q_{b, -(j-1)}(u)],$$

(10.2)

where $Q_{b, -(j-1)}(u)$ is the coefficient of $\lambda^{-i}$ of the power series expansion of $\phi(Q(u, \lambda)\lambda^{-1})\lambda^j$. The Lax pair of (10.2) is

$$\theta = (a\lambda + u)dx + \left(b\lambda^j + \sum_{i=0}^{j-1} Q_{b, -i}(-1)^i(u)\right)dt.$$  

(10.3)

The $(G, \sigma, a)$-hierarchy

Let $\sigma$ be an involution of $G$ such that the induced Lie algebra involution $\sigma_*$ on $\mathcal{G}$ is complex linear, and $\mathcal{G}_0$ and $\mathcal{G}_1$ the eigenspace of $\sigma_*$ with eigenvalue $1, -1$ respectively. Then $\mathcal{G} = \mathcal{G}_0 \oplus \mathcal{G}_1$. If $a \in \mathcal{G}_1$, then the $(G, a)$-hierarchy leaves $C\infty(\mathbb{R}, [a, \mathcal{G}_1])$ invariant and $Q(u, \lambda)$ satisfies the $\sigma_*$ reality condition,

$$\sigma_*(Q(u, -\lambda)) = Q(u, \lambda).$$

The restriction of the flows in the $(G, a)$-hierarchy to $C\infty(\mathbb{R}, [a, \mathcal{G}_1])$ is the $(G, \sigma, a)$-hierarchy.

The $(U, a)$-hierarchy

Let $\tau$ be an involution of $G$ such that the induced involution $\tau_*$ on the Lie algebra $\mathcal{G}$ is conjugate linear. The fixed point set $U$ of $\tau$ in $G$ is a real form of $G$. It is known that if $a \in \mathcal{U}$, then the $(G, a)$-hierarchy leaves $C\infty(\mathbb{R}, \mathcal{U}_a^\perp)$ invariant, where $\mathcal{U}_a^\perp$ is the orthogonal complement of the centralizer $\mathcal{U}_a$ in $\mathcal{U}$. Moreover, $Q_{b, -(j-1)}(u) \in \mathcal{U}$. The restriction of flows of the $(G, a)$-hierarchy to $C\infty(\mathbb{R}, \mathcal{U}_a^\perp)$ gives the $(U, a)$-hierarchy.

The Lax pair of flow (10.2) for $u : \mathbb{R}^2 \to \mathcal{U}_a^\perp$ is given by the same formula (10.3) and satisfies the $U$-reality condition,

$$\tau_*(\theta(x, t, \bar{\lambda})) = \theta(x, t, \lambda).$$

A frame $E$ of a solution $u : \mathbb{R}^2 \to \mathcal{U}_a^\perp$ of (10.2) is the solution of $E^{-1}dE = \theta_\lambda$ satisfying the $U$-reality condition

$$\tau(E(x, t, \bar{\lambda})) = E(x, t, \lambda).$$

The $(\mathcal{U}, a)$-hierarchy

Let $\mathcal{U}$ be the real form defined by the involution $\tau$, and $\sigma$ an involution of $G$ such that $\sigma_*$ is complex linear and $\sigma\tau = \tau\sigma$. Let $K$ be the fixed point set of $\sigma$ in $\mathcal{U}$, and $\mathcal{U} = K + \mathcal{P}$ the Cartan decomposition (i.e., $\mathcal{P}$ is the $-1$ eigenspace of $\sigma_*$ on $\mathcal{U}$). If $a \in \mathcal{P}$, then the flows in the $(\mathcal{U}, a)$-hierarchy leaves $C\infty(\mathbb{R}, [a, \mathcal{P}])$ invariant and the resulting hierarchy is the $(\mathcal{U}, a)$-hierarchy.

The Lax pair (10.3) for $u : \mathbb{R}^2 \to [a, \mathcal{P}]$ satisfies the $\mathcal{U}$-reality condition,

$$\sigma_*(\theta(x, t, -\lambda)) = \theta(x, t, \lambda), \quad \tau_*(\theta(x, t, \bar{\lambda})) = \theta(x, t, \lambda).$$
A solution $E$ of $E^{-1}dE$ is a frame of a solution $u$ of the $(U, a)$-hierarchy if $E$ satisfies the $\frac{U}{K}$-reality condition
$$\sigma(E(x, t, -\lambda)) = E(x, t, \lambda) = \tau(E(x, t, \lambda)).$$

**Example 10.1.** The $2 \times 2$ AKNS, the $SU(2)$, the $SU(1, 1)$, and the $SL(2, \mathbb{R})$ hierarchies given in section 3 are the $(SL(2, \mathbb{C}), a)$, $(SU(2), a)$, $(SU(1, 1), a)$, $(SL(2, \mathbb{R}), a_1)$ hierarchies respectively, where $a = \text{diag}(i, -i)$ and $a_1 = \text{diag}(1, -1)$.

**Example 10.2.** Suppose $a \in G$ is regular, i.e., $G_a = A$ is a Cartan subalgebra of $G$. The flow in the $(G, a)$-hierarchy generated by $b\lambda$ for $b \in A$ is the following $n$-wave equation defined by $G$ for $u$:
$$u_t = \text{ad}(b)\text{ad}(a)^{-1}(u_x) + [u, \text{ad}(b)\text{ad}(a)^{-1}(u)]. \quad (10.4)$$

**Integrable curve flows on Adjoint orbits**

We give a general method of using the Lax pair of a soliton equation to construct curve flows on the Adjoint $U$-orbit $M$ at $a$ in $U$ whose differential invariants satisfies the given soliton equation. For the $(U, a)$-hierarchy, we have the following (cf. [TU06], [TerTho01])

(i) Given a solution $u$ of (10.2) of the $(U, a)$-hierarchy, let $g : \mathbb{R}^2 \to U$ be a solution of
$$\begin{cases}
g^{-1}g_x = u, \\
g^{-1}g_t = Q_{b, -(j-1)}(u),
\end{cases} \quad (10.5)$$

i.e., $g$ is a parallel frame for the flat connection $\theta(\cdot, \cdot, 0)$, the Lax pair (10.3) at $\lambda = 0$. Set
$$\gamma(x, t) = g(x, t)ag^{-1}(x, t).$$

Then $\gamma(\cdot, t)$ is a curve on $M = \text{Ad}(U)(a)$ for all $t$ and $g(\cdot, t)$ is an Adjoint moving frame along $\gamma(\cdot, t)$, and $u = g^{-1}g_x \in U_a^\perp$ is the differential invariants (see Example 2.6).

(ii) The second equation of (10.5) implies that
$$\gamma_t = g[Q_{b, -(j-1)}(u), a]g^{-1}. \quad (10.6)$$

Note that this curve flow does not preserve the arc-length and has no special parameters. So the number of differential invariants defined by the Adjoint moving frame should equal to $\dim(M)$.

(iii) Since entries of $Q_{b, -(j-1)}(u)$ are differential polynomials in $u$, the right hand side of (10.6) is a quantity written purely in terms of the moving frame and the differential invariants of a curve. We use the same proof as for the $SU(2)$-hierarchy to see that
$$Q(huh^{-1}) = hQ(u)h^{-1}$$

for a constant $h \in U_a$ and $u \in C^\infty(\mathbb{R}, U_a^\perp)$. So $U_a$ acts on the space of solutions of (10.2) of the $(U, a)$-hierarchy. It can be checked that
the right hand side of (10.6) is independent of the choice of Adjoint moving frames. So (10.6) is a geometric curve flow on the Adjoint orbit $M$.

(iv) Conversely, given a solution $\gamma : \mathbb{R}^2 \to M$ of the curve flow (10.6) on $M$, it was proved in [36] and [31] that there is $g : \mathbb{R}^2 \to U$ such that $g(\cdot, t)$ is an Adjoint frame of $\gamma(\cdot, t)$ and $u := g^{-1}g_t$ is a solution of the (10.2) of the $(U, a)$-hierarchy. Moreover, $[\gamma] \mapsto [u]$ is a bijection from the orbit space of solutions of the curve flow (10.6) under the action of $U$ and the orbit space of solutions of (10.2) under the action of $U_a$.

This construction gives natural integrable curve flows on Adjoint $U$-orbits. For example,

- if $a \in U$ is regular, then the flow (10.2) in the $(U, a)$-hierarchy defined by $b\lambda$ is the $n$-wave equation (10.4) and the curve flow (10.6) is the shape operator curve flow $\gamma_t = A^b(\gamma_\lambda)$ on principal Adjoint orbit $M = \text{Ad}(U)(a)$ in $U$ (cf. [12], [31]), where $b$ is the normal field on $M$ defined by $b(gag^{-1}) = gb^{-1}$.

- if $U$ is compact and $a \in U$ such that $\text{ad}(a)^2 = -\text{id}$ on $U_a^\perp$, then $M = \text{Ad}(U)(a)$ is a Hermitian symmetric space. The flow in the $(U, a)$-hierarchy generated by $a\lambda^2$ is the $U_a^\perp$-NLS hierarchy constructed in [13]. It was proved in [36] that the curve flow (10.6) for $a\lambda^2$ on $M$ is the Schrödinger flow on the Hermitian symmetric space $M$.

**Integrable curve flow on $U$ with constraint**

We explain below a method for constructing integrable curve flows on the flat space $U$ with constraint from the soliton equation (10.2) of the $(U, a)$-hierarchy, where $U$ is a compact Lie group, $\langle a, a \rangle = 1$, and $\langle \cdot, \cdot \rangle$ is an ad-invariant inner product on $U$.

(a) Let $E$ be a frame of a solution $u$ of (10.2) in the $(U, a)$-hierarchy defined by $b\lambda^j$, and $\gamma = \frac{\partial E}{\partial \lambda}|_{\lambda=0}$. A direct computation as for Theorem 4.6 shows that

\[
\gamma_x = \phi a\phi^{-1},
\]

\[
\gamma_t = \phi Q_{b,-(j-2)}(u)\phi^{-1},
\]

where $\phi(x, t) = E(x, t, 0)$. So

\[
\phi^{-1}\phi_x = u, \quad \phi^{-1}\phi_t = Q_{b,-(j-1)}(u),
\]

where $u \in U_a^\perp$. Let $a_0 = a, \ldots, a_m$ be an orthonormal basis of $U_a^\perp$ with respect to $\langle \cdot, \cdot \rangle$ of $U$. Let $e_i = \phi a_i\phi^{-1}$ for $0 \leq i \leq m$. Then $g = (e_0, \ldots, e_m)$ is an orthonormal frame along $\gamma$ with $e_0 = \gamma_x$. It follows from (10.9) that we have

\[
(e_i)_x = \phi[u, a_i]\phi^{-1}
\]
for all $0 \leq i \leq m$. So we can use Lie theory to write down the metric invariants of the curve in terms of $u = \phi^{-1} \phi_x$.

(b) Write $\phi Q_{b,-(j-2)}(u)\phi^{-1}$ in terms of $g$ and the metric invariants and show that it is a geometric quantity (i.e., independent of the choice of frames). Note that the curve flow (10.8) is only defined on

$$\mathcal{M}_a = \{ \gamma : \mathbb{R} \to \mathcal{U} \mid ||\gamma_x|| = 1, \gamma_x \in \text{Ad}(U)(a) \}.$$  \hspace{1cm} (10.10)

The constraint condition $\gamma_x \in \text{Ad}(U)(a)$ implies that we only expect the number of local invariants of $\gamma$ should be $(m + 1)$ functions where $m + 1 = \dim(\mathcal{U}_a^\perp)$. Note that the metric invariants are given by $u$ which is a $\mathcal{U}_a^\perp$ valued function, so the number of local invariants for $\gamma \in \mathcal{M}_a$ is correct.

(c) The map $\Phi$ from the orbit space of of (10.2) under the action of $U_a$ to the orbit space of solutions the curve flow (10.8) under the action of $U$ defined by $\Phi([u]) = [\gamma]$ is well-defined.

(d) If the map $\Phi$ is a bijection, then we can use soliton theory of the $(U, a)$-hierarchy to study the curve flow (10.8) on $\mathcal{M}_a$.

The following are some known results.

(1) If $\gamma$ is a solution of the curve flow (10.8) on $\mathcal{M}_a$ then $\alpha = \gamma_x$ is a solution of (10.6) on the Adjoint orbit $\text{Ad}(U)(a)$.

(2) The methods described above can be applied to the $(U, a)$-hierarchy and the $(U, a)$-hierarchy as well.

(3) We have carried out the above program for curves in $\mathcal{U}$ in this paper when the rank of $U$ is one. In this case, the class of curves $\mathcal{M}_a$ is the space of all curves parametrized by arc-length. So the curve flow (10.8) is a flow on all immersed curves on $\mathcal{U}$. In fact, this is how the $\ast$-MCF and the geometric Airy flow are discovered.

(4) Thorbergsson and the author use this method in [32] to show that the third curve flow (10.8) constructed from $(S^n, a)$-hierarchy is the normalized geometric Airy flow on $\mathbb{R}^n$. New integrable curve flows on $\mathbb{C}^n$ and $\mathbb{H}^n$ whose differential invariants satisfy the flows in the $(\mathbb{C}P^n, a)$- and the $(\mathbb{H}P^n, a)$-hierarchies are also studied in [32].

(5) When $\mathcal{U}$ is a Hermitian symmetric space, the curve flow (10.8) on $\mathcal{M}_a$ was studied in [19].

Central affine curve flows on $\mathbb{R}^n \setminus 0$

Drinfeld-Sokolov constructed in [10] a KdV type hierarchy for each affine Kac-Moody algebra and showed that the one associated to $A^{(1)}_1$ is the KdV hierarchy and the one associated to $A^{(1)}_{n-1}$ for $n > 2$ is the Gelfand-Dickey hierarchy. The Lax pair for KdV used in [10] is

$$\Theta(\cdots, z) = \begin{pmatrix} 0 & q + z \\ 1 & 0 \end{pmatrix} dx + \begin{pmatrix} \frac{1}{4}q_x & z^2 + \frac{5}{2}z + \frac{1}{4}(q_{xx} - 2q^2) \\ z - \frac{q}{2} & -\frac{1}{4}q_x \end{pmatrix} dt.$$  \hspace{1cm} (10.11)
This is gauge equivalent to the Lax pair $\theta$ given by (3.28). In fact, 
\[ \phi(\lambda) \theta(x, t, \lambda) \phi(\lambda)^{-1} = \Theta(x, t, \lambda^2), \]
where $\phi = \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix}$. Let $q$ be a solution of the KdV, and $g : \mathbb{R}^2 \to SL(2, \mathbb{R})$ a parallel frame for $\Theta(\cdots, 0)$, i.e.,
\[
\begin{align*}
 g^{-1} g_x &= \begin{pmatrix} 0 & q \\ 1 & 0 \end{pmatrix}, \\
 g^{-1} g_t &= \begin{pmatrix} \frac{q_x}{4} & \frac{1}{4}(q_{xx} - 2q^2) \\ -\frac{1}{2}q & -\frac{1}{4}q_x \end{pmatrix}. 
\end{align*}
(10.12)
\]
Let $\gamma$ denote the first column of $g$. Then the first equation of (10.12) implies that $g = (\gamma, \gamma_x)$ and $\gamma_{xx} = q\gamma$. It follows from Example 2.5 that $\gamma(\cdot, t)$ is a curve on $\mathbb{R}^2 \setminus 0$ parametrized by the central affine arc-length parameter, $g(\cdot, t)$ is the central affine moving frame along $\gamma(\cdot, t)$, and $q(\cdot, t)$ is the central affine curvature of $\gamma(\cdot, t)$ for all $t$. The second equation of (10.12) implies that
\[ \gamma_t = \frac{1}{4}q_x \gamma - \frac{1}{2}q \gamma_x. \]
(10.13)
This is the curve flow on $\mathbb{R}^2 \setminus 0$ considered by Pinkall in [26]. It can be checked that $q \mapsto \gamma$ is a bijection from the space of solutions of the KdV to the space of solutions of the curve flow (10.13) on $\mathbb{R}^2 \setminus 0$ parametrized by the central affine arc-length parameter. There have been several works on the curve flow (10.13) on $\mathbb{R}^2 \setminus 0$ concerning the higher flows and the bi-Hamiltonian structure (cf. [7], [14], [15], [38]). Wu and the author also constructed Bäcklund transformations and proved the periodic Cauchy problem for (10.13) has long time existence in [38].

Note that the two gauge equivalent Lax pairs of the KdV give rise to two different geometric interpretations of the KdV: One as space-like geometric Airy flow on $\mathbb{R}^{2,1}$ with constant principal curvature along a null parallel normal field and the other as the central affine curve flow on $\mathbb{R}^2 \setminus 0$.

The Lax pair of the second flow in the $A_n^{(1)}$-KdV hierarchy for $n > 2$ is of the form,
\[ \theta = (a \lambda + b + u) dx + ((e_{1,n-1} + e_{2,n}) \lambda + Z_{2,0}(u)) dt, \]
where $b = \sum_{i=1}^{n-1} b_{i+1,i}$ and $u = \sum_{i=1}^{n-1} u_i e_{in}$. Let $g$ be a solution of
\[ g^{-1} g_x = b + u, \quad g^{-1} g_t = Z_{2,0}(u), \]
(10.14)
and $\gamma$ the first column of $g$. The first equation of (10.14) implies that $\gamma \in \mathcal{M}_n(\mathbb{R})$, $g = (\gamma, \gamma_x, \ldots, \gamma_{x^{n-1}})$ is the central affine moving frame along $\gamma$, and $u_1, \ldots, u_{n-1}$ are the central affine curvatures, where $\mathcal{M}_n(\mathbb{R})$ is defined in Example 2.5. We use the second equation of (10.14) to write down the following curve flow on $\mathbb{R}^n \setminus 0$ and show that its central affine curvatures...
satisfies the 2nd flow in the $A_{n-1}^{(1)}$-KdV hierarchy,

$$\gamma_t = -\frac{2}{n} u_{n-1} \gamma + \gamma_{xx}. \quad (10.15)$$

Higher order commuting central affine curve flows and a Poisson structure for (10.15) on $\mathbb{R}^3 \setminus 0$ were given in [8]. A bi-Hamiltonian structure, higher order curve flows, and global periodic Cauchy problem for (10.15) on $\mathbb{R}^n \setminus 0$ are given in [39]. Bäcklund transformations for (10.15) on $\mathbb{R}^n \setminus 0$ are constructed in [40].

Since the $*$-MCF and the geometric Airy flow on $\mathbb{R}^3$ and $\mathbb{R}^2.1$ are integrable, the following questions arise naturally:

- Does the periodic Cauchy problem of the the $*$-MCF on $(N^3, g)$ have long time existence?
- Does the periodic Cauchy problem of the geometric Airy flow on a complete Riemannian manifold have long time existence?
- Is the $*$-MCF on a 3 dimension homogeneous Riemannian $G$-manifold integrable?
- Let $(N, g)$ be a Riemannian manifold, $\dim(M) = \dim(N) - 2$, and $\mathcal{I}(M, N)$ the space of immersions from $M$ to $N$. The $*$-MCF on $\mathcal{I}(M, N)$ is the following equation

$$\frac{\partial f}{\partial t} = *_f(H(f(\cdot, t)))$$

for $f : \mathbb{R} \times M \to N$, where $f(\cdot, t) \in \mathcal{I}(M, N)$, $H(f(\cdot, t))$ is the mean curvature vector field of the immersion $f(\cdot, t)$, and $*_f$ is the Hodge star operator on the normal plane $\nu(M)_f$. Does the Cauchy problem of the $*$-MCF on $\mathcal{I}(M, N)$ have long time existence?
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