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ABSTRACT
Web search is among the most frequent online activities. Whereas traditional information retrieval techniques focus on the information need behind a user query, previous work has shown that user behaviour and interaction can provide important signals for understanding the underlying intent of a search mission. An established taxonomy distinguishes between transactional, navigational and informational search missions, where in particular the latter involve a learning goal, i.e. the intent to acquire knowledge about a particular topic. We introduce a supervised approach for classifying online search missions into either of these categories by utilising a range of features obtained from the user interactions during an online search mission. Applying our model to a dataset of real-world query logs, we show that search missions can be categorised with an average F1 score of 63% and accuracy of 69%, while performance on informational and navigational missions is particularly promising (F1>75%). This suggests the potential to utilise such supervised classification during online search to better facilitate retrieval and ranking as well as to improve affiliated services, such as targeted online ads.
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1 INTRODUCTION
Searching the Web is among the most frequent online activities and has become a ubiquitous task. As is common search practice, a coherent search mission, involving a particular search intent, usually involves several queries as well as one or more search sessions (cf. [9, 15] and Section 3.1).

Broder categorized web search missions into having either navigational, transactional or informational intents [5]. Whereas transactional search missions usually aim at conducting a specific online transaction, such as, purchasing a ticket, navigational queries merely are aimed at leading the user to a dedicated website. In contrast, informational missions imply the intent of a user to acquire some information assumed to be present on one or more web pages. In this context, the same query, for instance, Elbphilharmonie may be used to either buy tickets in a particular concert venue (transactional), to reach the Website https://www.elbphilharmonie.de (navigational) or to acquire knowledge about the Elbphilharmonie (informational).

Whereas traditional information retrieval techniques focus on understanding the information need of a user in order to retrieve and rank search results according to their relevance to the information need, the actual intent behind a search mission has a strong impact on the relevance of documents to the user. However, as documented by the example above, considering the search intent requires to take into account signals beyond the user query, in particular, to consider the user interactions and behavior observable during the online search process.

Recent work has aimed at addressing this task by applying supervised [3, 12, 17, 18, 21, 23] or unsupervised [3] models on a set of features extracted from the search activity log corresponding to a single query. Features are extracted from multiple dimensions, such as query term, anchor text, SERP click, browsing behavior and Web document. However recent studies have shown that information seeking tasks have grown more sophisticated [16] and often require one or more queries across multiple search sessions [1, 19, 22].

In contrast to previous work, usually focused on single query search, we recognise that search missions often spread across several queries as well as search sessions. In this work, we aim at automatically classifying the search intent of actual search missions [9] into the aforementioned categories, by utilising features observed from user interactions and behavior during the search process, that is, features reflecting the observed queries, mission and browsing behavior. We build supervised models and apply our approach to a corpus of real-world query logs to experimentally evaluate the classification performance. We show that search missions can be categorised with an average F1 score of 63% and accuracy of 69% while performance on informational and navigational missions is particularly promising (F1>75%). Key contributions of this work include (i) a supervised model for the classification of search missions from behavioral features and (ii) the experimental evaluation of a set of features for search intent classification.
Our results suggest potential to utilise such supervised classification during online search in order to better facilitate retrieval and ranking as well as to improve affiliated services, such as targeted online ads. In particular, while recent work has shown that online search behavior correlates with particular learning intents during informational search missions [7], detection of the actual user intent is crucial in order to support users with their actual learning needs.

The paper is organised as follows. In Section 2, we introduce related work, followed by the definition of important concepts used in this work and formal problem statement in Section 3. We present and motivate the user interaction features and used classifiers in Section 4, whereas the experimental setup and evaluation results are presented in Sections 5 and 6. We discuss further findings and insights gained from this work in Section 7 and conclude the paper in Section 8.

2 RELATED WORK

In this section we review related literature on automated search intent classification in the context of Web search.

Early studies on intent classification relied on manual approaches, for instance, by asking users through surveys [5] or by manual annotation of intents through judges [25].

However, while this process does not scale well to large datasets, automatic classification approaches have been explored. Kang et al. [17] attempted to classify user queries into three categories: the topic-relevant task, the homepage-finding task and the service-finding task. They proposed to use linear regression with 4 features extracted from the query terms and anchor text for the query classification. This approach achieved 91.7% precision and 61.5% recall.

Lee et al. [21] proposed to use linear regression for the classification of informational and navigational queries. Two types of features have been used for the query-goal identification, namely user-click behavior and anchor-link distribution leading to an accuracy of roughly 90%.

A follow-up work from Liu et al. [23] extends [21] by extracting two additional features from the click-through data: n Clicks Satisfied (nCS) evidence and top n Results Satisfied (nRS). Based on the extended set of features and the decision tree model, this approach achieved 76% precision and 66.7% recall.

Baeza-Yates et al. [3] applied both supervised and unsupervised learning to detect the user intents among 3 categories: informational, not informational or ambiguous. They found that supervised learning shows better performance in most cases, however unsupervised learning can compliment the supervised learning in some cases. Through a combined approach, they were able to reach 55% precision and 45% recall.

Jansen et al. [12] built a decision tree that utilizes the features extracted based on the query terms and the Web documents viewed by the user to classify queries. For the classes of queries, they adopted Broder’s [5] taxonomy and extended it to three hierarchy levels. This approach results in 75% accuracy.

Hu et al. [11] proposed a probability approach that maps query intent to Wikipedia concepts. The probability of a query belongs to a concept is computed based on the distribution of query terms in Wikipedia articles of each category. This approach reached 93% precision and 91% recall for the queries in travel, personal name and job categories.

Kathuria et al. [18] classified web queries into informational, navigational or transactional using k-means clustering. Considered features include query length, the number of page views of the search engine results page and the number of query modifications. Results indicate that this approach is able to improve the accuracy of the classification by 15% compared to the approach proposed by Jansen et al. [12].

Kravi et al. [20] argued that search tasks involving more complex information needs are more likely to be associated with multi-click queries. The authors proposed to use supervised classification to identify multi-clicked queries based on features extracted from the queries, clicks and search engine result page. They achieved 75.2% accuracy for identifying multi-click queries.

The aforementioned works focus on the classification of single query sessions, often limited to data collected through lab studies. However, recent studies have shown that users information seeking tasks have grown more sophisticated [16] and often require one or more queries across multiple search sessions [1, 19, 22]. In contrast to these previous works, we propose to automatically detect the intent of search activities at the level of search missions (see Section 3.1). In this way, higher level information needs which are reflected in real-world search missions across multiple queries are considered, involving a larger amount of user activities as well as behavioral features are used for building supervised models.

3 PROBLEM

In this section, we first introduce the important terms used in this paper (Section 3.1), and then formally define the problem of detecting the intent of Web search missions from user interaction features (Section 3.2).

3.1 Important Terms

Search sessions have been studied and defined by previous works from different perspectives [13, 14, 16, 26]. To better understand the dialog between users and search engines, Hagen et al. [9] proposed to distinguish between:

- **Physical Search Sessions**: Physical sessions are determined by the time gap between queries. A physical session starts when a user entered the first query and ends when either he/she leaves the search engine or there was a certain period of inactivity. A physical session, however, is not equal to a task, as within a single physical session a user may perform several tasks.

- **Logical Search Sessions**: Logical sessions are characterized by consecutive queries towards the same information need within the same physical session. Whenever there is a topic shift between two successive queries, the current logical session ends and a new logical session begins. Depending on the number of tasks a user is trying to perform, a physical session may contain one or more logical sessions.

- **Search Missions**: Search missions are characterized by groups of logical sessions that share the same information need. The logical sessions need not to be contiguous but may be interleaved within one or multiple physical sessions.
Table 1: Example query log divided into physical search sessions, logical search sessions and search missions.

| ID | Query               | Timestamp       | Mission | Logical Session | Physical Session |
|----|--------------------|-----------------|---------|-----------------|------------------|
| 1  | ancient turkey     | 2012-12-20 20:02:44 | M1      | L1              | P1               |
| 2  | history istanbul   | 2012-12-20 20:24:17 | M1      | L2              | P2               |
| 3  | istanbul archeology| 2012-12-21 12:02:54 | M1      | L3              | P3               |
| 4  | istanbul archeology| 2012-12-21 18:31:21 | M1      | L4              | P4               |
| 5  | weather new york   | 2012-12-21 18:45:23 | M2      | L5              | P5               |
| 6  | constantinople     | 2012-12-21 18:45:36 | M3      | L6              |                  |
| 7  | football lisbon    | 2012-12-21 19:14:01 | M3      | L7              |                  |
| 8  | football lisbon    | 2012-12-21 19:14:11 | M3      | L8              |                  |
| 9  | benfica vs sporting| 2012-12-21 20:23:04 | M3      | L9              |                  |
| 10 | derby eterno       | 2012-12-21 22:42:48 | M3      | L10             |                  |
| 11 | constantinople     | 2012-12-21 23:09:02 | M1      | L11             |                  |
| 12 | constantinople     | 2012-12-21 23:27:38 | M1      | L12             |                  |

Table 1 shows an example query log divided into physical search sessions, logical search sessions and search missions. For instance, one of the search missions M1 consists of 5 logical sessions (L1, L2, L3, L5, L8) that spread across 4 physical sessions (P1, P2, P3, P5).

Sessions and missions can be classified according to Broder’s “Taxonomy of Web Search” [5], which has been widely used in the Web search context. The author suggested that the traditional notion of information need might not be adequate in describing Web search, and the “need behind the query” is often not informative in nature. Therefore, Broder classifies Web search queries according to the goal of the search task into three classes:

- **Navigational.** The immediate intent is to reach a particular site. For instance, the query “Greyhound Bus” targets the website http://www.greyhound.com.
- **Informational.** The intent is to acquire some information assumed to be present on one or more Web pages. A typical example of an informational query is “What is a search engine?” where the purpose of this query is to find information assumed to be available on the Web and no further interaction is intended except reading.
- **Transactional.** The intent is to perform some Web-mediated activity. The main categories for such queries are shopping, finding various web-mediated services, downloading files (images, songs, etc) or the like.

In later works [3, 25], Broder’s taxonomy has been further studied and each category has been split into several subcategories. In this work, we adopt the original 3-class Broder’s taxonomy for the search mission intent detection.

### 3.2 Problem Definition

In this work, we consider a query log $M$ consisting of individual search missions. The log of an individual search mission $m_j \in M$ consists of:

- **queries:** a set of $n > 0$ queries $Q = \{q_1, q_2, \ldots, q_n\}$ and the corresponding timestamps $T_Q = \{t_{q_1}, t_{q_2}, \ldots, t_{q_n}\}$ indicating the query execution time for queries in $Q$.
- **clicks:** a set of $k \geq 0$ URLs $U(q_i) = \{u_1, u_2, \ldots, u_k\}$ of the Web documents clicked from the search engine result page (SERP) of each query $q_i \in Q$. Along with their clicking time $T_U(q_i) = \{t_{u_1}, t_{u_2}, \ldots, t_{u_k}\}$ and their ranks $R_U(q_i) = \{r_{u_1}, r_{u_2}, \ldots, r_{u_k}\}$ in the SERP.

On this basis, we define the task of this work as follows:

**Definition 1.** Detecting the Intent of Web Search Missions: Given a particular search mission $m_j \in M$, we aim at classifying the intent of $m_j$ into one of the three categories: informational, navigational and transactional.

In particular, we aim at classifying missions by utilizing a range of user interaction features obtainable from any arbitrary query log consisting of the aforementioned elements.

The focus of this work is to automatically detect the intent of Web search missions based on user behaviour and interaction within the mission. While we assume pre-labeled search missions in order to focus on the classification problem, research on the mission segmentation problem [9] is out of the scope.

Further details on how class labels are generated is given in Section 4.

### 4 APPROACH

We approach the problem of detecting informational Web search missions with supervised models for classification. In this section, we describe the features (Section 4.1) as well as the classifiers (Section 4.2) we used in the approach.

### 4.1 Features

We extract features according to multiple dimensions of a search mission, structured into three categories, namely features related to a Query, Mission and Browsing behaviour.

All considered features are listed in Table 2. The details of the features and the intuition behind them is described in detail in the remainder of this section.

#### 4.1.1 Query-based features

Previous studies by Lee et al. [21] and Liu et al. [23] found that navigational queries are typically short in length whereas informational queries are longer [18]. Studies on search as learning also found that after being exposed with other hand reformulation in navigational search sessions tends to on line to what they are searching for [6]. This is especially true when the searchers are not familiar with the domain itself. On the other hand reformulation in navigational search sessions tends to be minimal, and is often due to a spelling mistake. With a simple word/character edit distance, this behavior could potentially be detected. These findings motivate the extraction of features related to number of query terms ($q_{min}, q_{max}, q_{avg}, q_{unique}$) and the between query similarity ($q_{cos3}, q_{cos4}, q_{lehn}$) in this category.
4.1.2 Session-based features. Studies by Kathuria et al. [18] have shown that the informational search sessions are longer because users usually spend longer time on viewing documents and search engine result pages (SERPs). Sessions with transactional intent often span over multiple physical and logical sessions. For instance, when planning for a holiday, each single mission involved here, such as researching destinations or the booking of travel tickets and hotels, can last for several logical sessions. Based on these findings, we assume that the session-based features, i.e., total number of queries issued \( m_{\text{queries}} \), mission duration \( m_{\text{duration}} \), and the number of logical sessions \( m_{\text{logical}} \), are intuitively effective for distinguishing between navigational missions and informational/transactional missions.

4.1.3 Browsing-based features. Lee et al. [21] and Liu et al. [23] exploited search result click-through data to automatically identify users’ search intent. The assumption is that with navigational queries, most clicks are allotted to just one results position, thus the number of clicks \( b_{\text{click}} \) is much less than informational queries. Kravi et al. [20] also found that search with complex information needs is more often correlated with multi-click queries. Thus, we assume that the features related to number of clicks on SERPs \( b_{\text{click}} \), total number of visited domains \( b_{\text{unique}} \), number of revisited pages \( b_{\text{revisit}} \), and the number of unique revisited domains \( b_{\text{revisist unique}} \) are effective for identifying the type of intent. More detailed features corresponding to the browsing behaviour have also been studied by Gwizdka et al. [8], indicating that the more complex a task is for a user, the higher the ratio of revisited pages \( b_{\text{revisit}} \). Furthermore, due to the nature of navigational and transactional missions, the similarity between query and the clicked URL \( b_{\text{cos3}}, b_{\text{cos4}} \) in the missions tends to be higher than it is in the informational missions.

### Table 2: Features used for detecting the search intent of Web search missions.

| Type       | Feature          | Description                                                                 |
|------------|------------------|-----------------------------------------------------------------------------|
| Query      | \( q_{\text{min}} \) | minimum number of query terms among all queries in the mission              |
|            | \( q_{\text{max}} \) | maximum number of query terms among all queries in the mission              |
|            | \( q_{\text{avg}} \) | average number of query terms of all queries in the mission                 |
|            | \( q_{\text{unique}} \) | total number of unique query terms of all query in the mission              |
|            | \( q_{\text{cos3}} \) | average cosine similarity of 3-grams between two consecutive queries in the mission |
|            | \( q_{\text{cos4}} \) | average cosine similarity of 4-grams between two consecutive queries in the mission |
|            | \( q_{\text{leho}} \) | average Levenshtein distance between two consecutive queries                |
| Mission    | \( m_{\text{queries}} \) | number of queries in the mission                                            |
|            | \( m_{\text{logical}} \) | number of logical sessions in the mission                                    |
|            | \( m_{\text{duration}} \) | mission duration including break duration between consecutive logical sessions |
|            | \( m_{\text{duration} – \text{break}} \) | mission duration excluding break duration between consecutive logical sessions |
|            | \( m_{\text{avg} + \text{break}} \) | average mission duration including break duration between consecutive logical sessions per query \(
|            | \( m_{\text{avg} – \text{break}} \) | average mission duration excluding break duration between consecutive logical sessions per query \( m_{\text{queries}} \)

4.2 Supervised Classification of Missions

We aim at learning a supervised classification model that is able to classify a search mission into one of the three classes based on the introduced feature sets. For the classification model, we have experimented with several different approaches. Considering the scale of the data (Section 5) as well as the number and characteristics of the features, we have opted for Decision Tree (DT), Logistic Regression (LR), Support Vector Machine (SVM) [24] and Random Forest (RF) [4] as classification models. We tune the hyper parameters of each classifier through grid search. The performance of the best configurations of each classifier is reported in Section 6.

5 EXPERIMENTAL SETUP

5.1 Data

For experimentally evaluating our approach, we rely on the dataset\(^1\) created by Hagen et al. [9], which consists of 8840 web search queries from 127 users. The search log has been segmented in sessions and missions by two experts, resulting in 2881 logical sessions and 1378 missions. On average, each user fired 69.6 queries spread across 22.7 logical sessions. Each mission consists of 6.5 queries across 2 logical sessions.

5.2 Ground Truth

In order to create the ground truth for the experimental evaluation of our search intent detection approach, we manually labeled all the missions in the aforementioned dataset. To ensure the quality of the labeling result, we assign each search mission to two different annotators. Each annotator inspected the entire log of a mission and assigned a label describing its search intent referring to one of the three classes in Broder’s Taxonomy: informational, navigational,\(\footnote{\url{http://www.uni-weimar.de/medien/webis/corpora/corpus-webis-smc-12/corpus-webis-smc-12.zip}}


and transactional. If the intent can not be inferred explicitly, the mission was labeled as "ambiguous".

The level of agreement between the annotators (see Table 3) shows that the manual classification process can be difficult even for human annotators. Together the annotators had a 66% inter-rater agreement (913 missions: 454 informational, 275 navigational and 184 transactional respectively). The remaining ones are either labeled as "ambiguous" or labeled differently by the two annotators and have been removed from the ground truth dataset in order to maintain a high quality ground truth. Our final ground truth dataset contains 6860 queries from 124 users corresponding to 2136 logical sessions and 913 missions.

| Table 3: Agreement table of the ground truth labeling result. |
|------------------|------------------|------------------|------------------|------------------|
| Label 1          | Informational    | Navigational     | Transactional    | Ambiguous        |
|------------------|------------------|------------------|------------------|------------------|
| Informational    | 454              | 14               | 74               | 29               |
| Navigational     | 64               | 275              | 46               | 30               |
| Transactional    | 58               | 10               | 184              | 18               |
| Ambiguous        | 46               | 2                | 9                | 65               |

5.3 Baselines & Configurations

5.3.1 Configurations. We report the performance of the different configurations of our mission classification approach as listed below:

- **Classifiers.** We apply a range of standard models for the classification, namely, Decision Tree (DT), Logistic Regression (LR), Support Vector Machine (SVM) [24] and Random Forest (RF) [4]. For our experiments, we used the open source machine learning workbench WEKA\(^2\) [10, 27]. We tune the hyper parameters for best overall accuracy with grid search to optimize the result, the detailed results of different hyper parameters is omitted in this paper. In Section 6, we report the result of the best performing hyper parameter configuration for each classifier.
- **Balanced vs. unbalanced training data.** As shown in Table 3, the number of instances in different classes are not equally distributed in our ground truth dataset, which might affect the performance of the classifiers. In order to find the best performing configuration of our approach, we experimented with both unbalanced (i.e. real world distribution) and balanced training sets.

5.3.2 Baseline. Our approach, reflected in the configurations described above, is based on the assumption that the search intent of a user is best studied when considering entire search missions, potentially involving one or more logical or physical sessions. For this reason, we consider the classification of logical sessions as baseline and compare the classification performance in longer units with more user activities (missions) with smaller units with less user activities (logical sessions).

5.3.3 Evaluation Metrics. We run 10-fold cross validation on all the configurations as described in Section 5.3.1, and evaluate the results according to the following metrics:

- **Accuracy (Accu):** percentage of search missions that were classified with the correct class label according to our ground truth.
- **Precision (P), Recall (R), F1 (F1) score of class i:** the standard precision, recall and F1 score on the classification result of each class i.
- **Weighted average of precision (P), recall (R), and F1 (F1):** the weighted average of the corresponding score across all 3 classes. The weights proportional to class frequencies in the dataset.

Further, to analyze the usefulness of individual features, we make use of the Information Gain (IG) metric, which is measured as the reduction of entropy (uncertainty) regarding the classification of the test class based on the observation of a particular feature.

6 EVALUATION RESULTS

This section reports the experimental evaluation result based on the setup as described in Section 5 and a preliminary analysis of the feature importance.

6.1 Classification Performance

Here we report the evaluation result of the different configurations of our approach. The results are shown in Table 4. For all configurations, the classification accuracy is above 0.557 and the F1 score is above 0.541, which indicates that the set of features we extracted from user search activities can provide meaningful evidence for detecting the search intent. A more detailed discussion is presented in the remaining sections.

6.1.1 Performance on unbalanced training data. The performance of different classifiers using unbalanced training data is shown in the upper part of Table 4. The results indicate that SVM (0.694) and LR (0.691) have better performance with respect to overall accuracy compared to DT (0.653) and RF (0.685). A similar trend can also be observed with respect to the weighted average F1 score across classes, where SVM (0.623) and LR (0.630) outperform DT (0.611) and RF (0.617). As for precision, the highest precision of all classes are achieved by either SVM or LR, which suggest that any approach aiming at high precision should best resort to SVM or LR.

However, when considering the classification performance of each individual class, all classifiers have better performance in terms of precision, recall and F1 score on the navigational and informational class than on the transactional class. Despite the fact that SVM results in a reasonable precision, all classifiers failed to recall more than 92% of the transactional missions. This might be caused by the unbalanced distribution of classes in the ground truth dataset, as well as the ambiguous nature of the transactional missions. We will further discuss this observation in Section 6.1.2.

6.1.2 Performance on balanced training data. The performance of different classifiers using balanced training data is shown in the lower section of Table 4.

In terms of the overall accuracy, LR (0.600) and SVM (0.570) again outperform RF (0.562) and DT (0.557). The highest F1 score (0.584) is

\(^2\)https://www.cs.waikato.ac.nz/ml/index.html
We compared the performance of our approach, classifying entire sessions only. The result of using both unbalanced (Figure 1a, 1b) and balanced (Figure 1c, 1d) training data is shown in Figure 1. From the figure we observe that the performance using missions is consistently better than for logical sessions across all models when using unbalanced training data, considering both the average F1 score and the overall accuracy. The highest average F1 score and overall accuracy are also achieved on missions when using balanced training data. The best performance in both cases is achieved by the LR classifier, where the average F1 score for mission classification outperforms the logical session by 0.046 (0), and the accuracy by 0.091 (0.014) using unbalanced (balanced) training set. This result supports our assumption that, by investigating queries within the context of a whole mission, one can gather more signals and consequently, identify the user’s intent more precisely.

From the comparison result we observe that the average F1 and accuracy gap between mission and logical session drops 0.062 and 0.095 respectively on average after balancing the training data. The main cause is the significant performance decrease of the mission classification after balancing the training data. One of the potential reasons behind this is that the balancing of the training data reduces the weight of the larger class (i.e. informational class) in the training process. As the detection of the informational class is challenging in nature, high performance is achieved through a large number of instances. With the reduction of training instances implied by the balancing step, the performance of the classifier decreases on this class. While the logical session classification task has more training instances than the missions classification task in our case, the performance decrease on logical sessions is less significant than on missions.

### 6.3 Feature Impact

The information gain of each feature is plotted in Figure 2. We observe that the features which show the highest information gain are the features utilising the cosine similarity between the query and the clicked domain URL ($b_\text{cos3}$ and $b_\text{cos4}$). This is intuitive since these features are strong indicators for differentiating between navigational queries, where a very high similarity is expected, and the other two intents. While there is a significant gap between these two features and subsequent ones according to their information gain ranking, subsequently ranked features show less significant
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(a) Average F1 score using unbalanced training data

(b) Accuracy using unbalanced training data

(c) Average F1 score using balanced training data

(d) Accuracy using balanced training data

Figure 1: Average F1 score and accuracy of the search intent classification at different units (mission vs. logical session).

Figure 2: Information gain of features used for classification.
differences with respect to their contribution to the classification result. The next-ranking feature is the number of unique terms of all queries in the mission \( (q_{\text{unique}}) \) which reflects the complexity of the information need to a certain extent. That is, in navigational search, the number of unique terms usually remains constant, whereas in informational and transactional search the number of unique terms is likely to increase as the search session grew longer. The feature ranking forth is the number of unique domains clicked by the user \( (b_{\text{unique}}) \), which is powerful in differentiating navigational queries from the rest due to the fact that navigational queries have specific targets which supposedly are easier by users to identify. The features reflecting average and max query length \( (q_{\text{avg}}, q_{\text{max}}) \) have been studied by previous works and shown to be correlated with the complexity of information need, and are ranked fifth and sixth. The remaining features beyond the first six ranks do have only minor contributions on the classification result with the bottom feature having information gain of 0.

Overall, based on the IG result, features in the browsing category appear more important than features in other categories, with 2 browsing features ranking at the top 2 positions. Query features are also shown to be effective with 3 features among the top 6. Mission-based features have the least contribution among all 3 categories. This seems intuitive, given that all three types of missions (a) involve multiple queries and clicks, (b) can have long browsing time once the user found the Web documents satisfying the information need and (c) could consist of several logical sessions, which makes the mission-related features less effective.

7 DISCUSSION

In this work, we explore the possibility of detecting search intent based on user behavior and interactions observed during the actual search process. Whereas the overall classification performance indicates reasonable results on average (Section 6), with SVM and LR providing the best performance on average, in particular transactional missions appear ambiguous for both human annotators as well as supervised models. For this reason, results indicate that more specific classification tasks are likely to yield superior performance. For instance, an application-specific classifier aimed at targeted advertising may focus on only transactional or informational missions (depending on the advertised offering), so that binary classification can be applied through a more tailored model.

Similarly, further optimisation might be geared towards either recall or precision, depending on the application goal. As indicated by the results, even on supposedly hard task of detecting transactional missions, SVM and LR appear to provide reasonable precision, yet comparably low recall, indicating that high precision-classification might be achievable at the cost of recall even for challenging classification goals.

Limitations of our work in particular arise from the characteristics of the experimental dataset \([9]\). While search engines have evolved significantly throughout the last years, so has the user search behavior. In particular, given the highly personalised as well as supervised approaches shown by state-of-the-art search engines, users have to apply less effort as well as time during search missions. Hence, supervised models require recent training data in order to be applicable to current search behavior.

In addition, the choice of features used in this work was limited by the data available in the experimental dataset. However, further features have been shown to be effective for the classification task at hand. For instance, Arguello et al. \([2]\) discovered that informational tasks are associated with longer time spent on SERPs and higher mouse activity. However, due to the lack of availability of such data, our model was constrained to the features presented in the previous sections.

8 CONCLUSIONS

In this paper, we propose a supervised approach for classifying the search intent of a user during Web search missions. In particular, we are referring to three established categories, namely navigational, informational and transactional missions. Based on the study of previous works and the observation of search session data, we propose and extract 22 features from an experimental dataset based on a real-world online query log. Based on a expert-labeled ground truth, our performance results suggest that features capturing the user interaction and behavior provides a sound basis for supervised classification of search missions. Potential applications of this work are manifold, for instance, as part of improved retrieval and ranking of search results, to better facilitate learning and support information needs during Web search or to recommend additional information during online search missions, for instance, as part of targeted online advertising or resource recommendations.

Since limitations arise in particular from the nature of the experimental dataset and the lack of publicly available, up-to-date query logs, future work will be concerned in particular with the application of similar approaches on a more recent and larger scale dataset. This would enable supervised models which are better reflecting contemporary search behavior and at the same time, utilise a wider variety of features.
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