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We introduce a class of quantum adiabatic algorithms that we claim may be treated as the equivalents of the unitary gates of the quantum gate model. We argue that these gates form a universal set and may therefore be used as building blocks in the construction of arbitrary ‘adiabatic circuits’, analogously to the manner in which the gates are used in the circuit model. One implication of the above constructions is that arbitrary classical boolean circuits as well as gate model circuits may be directly translated to adiabatic algorithms with no additional resources or complexities.
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Introduction.

Theoretical research on quantum computing is motivated by the exciting possibility that quantum computers are inherently more efficient than classical computers due to the advantages that the laws of quantum mechanics provide, such as parallelism, tunneling and entanglement. The implications of having at our disposal reliable quantum computing devices with which diverse problems ranging from code breaking \[1\] through protein folding \[2\] to database searching \[3\], are solved much faster than with the classical computers or supercomputers of today, are of course tremendous.

The actual implementation of quantum computing devices is however hindered by many challenging difficulties, the most prominent of which being the control or removal of quantum decoherence \[4\]. Recent promising experimental research findings \[5–7\] in the field of Adiabatic Quantum Computing (AQC) suggest that a leading candidate to be the first device to solve practical classically-hard problems using quantum principles is the so-called ‘quantum annealer’, which implements the simple yet potentially-powerful quantum-adiabatic algorithmic approach proposed by Farhi et al. \[8\] about a decade ago.

The aforementioned experimental studies, as well as other theoretical work such as the theorem of polynomial equivalence between AQC and the predominant gate model (GM) paradigm of quantum computing \[9, 10\], provide ample motivation for determining the computational capabilities of AQC and its precise relations with other quantum computing paradigms, specifically GM. Demonstrating that algorithms such as Shor’s integer factorization \[1\] are implementable as efficiently on a quantum adiabatic computer would undoubtedly have many practical as well as theoretical consequences that would resonate well beyond Quantum Computing.

Recent studies \[11–14\] examining the performance of certain AQC algorithms, such as Unstructured Database Search \[11\], Quantum Counting \[12\] and Simon’s problem \[13\], against their GM counterparts, suggest that the equivalence between AQC and GM is stronger than the one implied by the principles of polynomial equivalence prescribed in the seminal study of Aharonov et al. \[3, 15\]. However, to date, no such strict equivalence or explicit construction to show that this is indeed the case, has been demonstrated.

Here, we argue that a step forward in that direction may be made by considering the construction of a class of quantum adiabatic algorithms, or subroutines, that we claim may be treated as the equivalents of the unitary gates of the quantum gate model. These ‘adiabatic gates’ form a universal set and may therefore be used to construct general ‘adiabatic circuits’, analogously to the manner in which gates are used in the circuit model. One implication of these constructions is that classical boolean circuits as well as gate model circuits may be directly translated to adiabatic algorithms with no additional resources or complexities.

In our construction of adiabatic gates, we shall be using quantum adiabatic evolution somewhat unconventionally. In our approach, we shall consider the adiabatic evolution of several systems in parallel, followed by a single measurement at the end of the evolutions, performed on the entire system. The main principles of AQC as well as the new approach are presented next.

Controlled adiabatic evolution.

In AQC, one normally (albeit not exclusively) seeks the minimum value and corresponding input configuration of a given cost function, that is encoded as the final (or ‘problem’) Hamiltonian, $\hat{H}(f)$, such that the ground state of the final Hamiltonian and its energy are the solution to the original problem \[15\]. To find the solution, the system is prepared in the ground state of another ‘beginning’ (or ‘driver’) Hamiltonian $\hat{H}(b)$ that must not commute with $\hat{H}(f)$ and has a ground state that is fairly easy to prepare. The Hamiltonian of the system is then slowly interpolated between $\hat{H}(b)$ and $\hat{H}(f)$, normally via $\hat{H}(t) = f_1(t)\hat{H}(b) + f_2(t)\hat{H}(f)$ where $f_1(t)$ [$f_2(t)$] is a smoothly-varying function of time that is positive (zero) at $t = 0$ and zero (positive) at $t = T$. Here, $T$ stands for the runtime of the algorithm. If this process is done slowly enough, the system will stay close to the ground state of the instantaneous Hamiltonian throughout the evolution \[17, 18\], so that one finally obtains a state close to the ground state of $\hat{H}(f)$. At this point, measuring the...
state will yield the solution of the original problem with high probability.

It is clear from the above description, that the analog, continuous, nature of AQC is inherently very different from the discrete nature of GM algorithms that are normally constructed by carrying out local unitary operations that act sequentially to advance the state of the system. For this reason it has been hard so far to draw meaningful analogies between AQC and GM. In what follows, we shall use a slightly unconventional ‘protocol’ for adiabatic evolution, one which somewhat generalizes the above adiabatic procedure, and which, as we shall show, will allow us to perform more complicated calculations than those allowed by the usual scheme.

Consider the following adiabatic-evolution Hamiltonian, defined over a bipartite system:

\[ \hat{H} = f_1(t) \cdot 1 \otimes \hat{H}^{(b)} + f_2(t) \sum_j \hat{P}_j \otimes \hat{H}_j^{(f)} \]

\[ = \sum_j \hat{P}_j \otimes \left[ f_1(t) \hat{H}^{(b)} + f_2(t) \hat{H}_j^{(f)} \right], \] (1)

where the operators \( \{ \hat{P}_j \} \) form a complete set of orthogonal projections on the first subsystem (i.e., \( \hat{P}_i \hat{P}_j = \delta_{ij} \hat{P}_i \) and \( \sum_j \hat{P}_j = 1 \)). The above Hamiltonian may be interpreted as one that executes a ‘controlled’ adiabatic evolution of the second (target) subsystem, interpolating between the beginning Hamiltonian \( \hat{H}^{(b)} \) and one of possibly several final Hamiltonians \( \hat{H}_j^{(f)} \), the latter being determined by the state of the first (control) subsystem, via the projection operators.

For the initial state of the entire system \( |\psi_{\text{init}}\rangle \) to be in the ground state of the total beginning Hamiltonian \( 1 \otimes \hat{H}^{(b)} \), it suffices that \( |\psi_{\text{init}}\rangle \) be in a product state \( |\psi_{\text{init}}\rangle = |\psi\rangle \otimes |\text{g.s.}^{(b)}\rangle \) where the state of the first subsystem \(|\psi\rangle\) could be chosen arbitrarily, and the state of the second subsystem \(|\text{g.s.}^{(b)}\rangle\) is the (non-degenerate) ground state of \( \hat{H}^{(b)} \).

The choice of which of the \( \hat{H}_j^{(f)} \) will serve as the final Hamiltonian, is determined by the state of the first subsystem. If the state of the first subsystem \(|\psi\rangle\) lies in the subspace projected by \( \hat{P}_k \) for some \( k \) (i.e., \( \hat{P}_j |\psi\rangle = \delta_{jk} |\psi\rangle \) for all \( j \)), then the final Hamiltonian will be \( \hat{H}_k^{(f)} \). Of course, the state of the first system will in general have non-vanishing overlap on all subspaces projected by \( \{ \hat{P}_j \} \). From simple linearity considerations, it is easy to see that in this general case, each of these components will evolve according to their respective final Hamiltonians, which would in turn mean that the total Hamiltonian will drive a number of independent adiabatic processes in parallel, each corresponding to its own subspace in the Hilbert space of the first subsystem. Generally, controlled adiabatic evolution may be described as the process:

\[ |\psi_{\text{init}}\rangle = |\psi\rangle |\text{g.s.}^{(b)}\rangle \rightarrow |\psi_{\text{final}}\rangle = \sum_j \hat{P}_j |\psi\rangle |\text{g.s.}_j^{(f)}\rangle, \] (2)

where \(|\text{g.s.}_j^{(f)}\rangle\) is the ground state of \( \hat{H}_j^{(f)} \). Note that in the trivial case where \( \{ \hat{P}_j \} = \{ 1 \} \), the entire process is reduced to the usual adiabatic scheme.

Utilizing the above form of adiabatic evolution, we will next demonstrate how one can use the principles of AQC to construct a class of quantum adiabatic algorithms, which could be viewed as the equivalents of the gates of the gate model. Using these gates, as a direct consequence, adiabatic ‘circuits’ may be constructed. The class of adiabatic gates that we consider below is the general single-qubit rotation and its slightly more complicated generalization of controlled rotation.

**Adiabatic single-qubit rotation gates.**

Consider a single qubit in an arbitrary unknown state \(|\psi\rangle\). Let us now attach to it an auxiliary qubit, initialized to the computational \(|0\rangle\) state (which we shall identify as pointing in the positive \(z\)-direction):

\[ |\psi_{\text{init}}\rangle = |\psi\rangle \otimes |0\rangle. \] (3)

This will be the initial state of an adiabatic algorithm whose evolution will be governed by the Hamiltonian:

\[ \hat{H}(t) = |\vec{n}\rangle \langle \vec{n}| \otimes \hat{H}_0(t) + |\vec{n}_\perp\rangle \langle \vec{n}_\perp| \otimes \hat{H}_\phi(t), \] (4)

where \( \hat{H}_0(t) \) and \( \hat{H}_\phi(t) \) are adiabatic-evolution Hamiltonians, conditioned to act only within the respective subspaces projected by the orthogonal projection operators \([|\vec{n}\rangle \langle \vec{n}| = 1/2 (1 + \vec{n} \cdot \vec{\sigma}) \) and \([|\vec{n}_\perp\rangle \langle \vec{n}_\perp| = 1/2 (1 - \vec{n} \cdot \vec{\sigma}) \) where \( \vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z) \) defined on the Hilbert space of the first qubit. Here, \(|\vec{n}\rangle\) and \(|\vec{n}_\perp\rangle\) form a basis that corresponds to a predetermined unit vector \(\vec{n}\) on the Bloch sphere of the first qubit. The above Hamiltonian should be interpreted as driving two independently-acting, parallel, adiabatic processes [defined by \( \hat{H}_0(t) \) and \( \hat{H}_\phi(t) \)], each acting within their own respective subspace.

The adiabatic-evolution Hamiltonians are chosen to be

\[ \hat{H}_\phi(t) = -\cos \theta(t) \sigma_z - \sin \theta(t) (\cos \phi \sigma_x + \sin \phi \sigma_y), \] (5)

and \( \hat{H}_0(t) = \hat{H}_{\phi = 0}(t) = -\cos \theta(t) \sigma_z - \sin \theta(t) \sigma_x \).

Similarly to \(\vec{n}\), the angle \(\phi\) is also a free parameter of the Hamiltonian. The time-dependence of the Hamiltonian is given here by the angle \(\theta(t)\) such that \(\theta(t = 0) = 0\), and \(\theta(t = T) = \pi/2\). For simplicity, we shall henceforth assume the dependence \(\theta(t) = \pi t / 2T\).

Note that the total Hamiltonian, Eq. (4), is two-local and is of the general form introduced in Eq. (1), with \( \hat{H}^{(b)} = -\sigma_z \) and \( \{ \hat{P}_1, \hat{P}_2 \} = \{ |\vec{n}\rangle \langle \vec{n}|, |\vec{n}_\perp\rangle \langle \vec{n}_\perp| \} \).

The two final Hamiltonians are \( \hat{H}_1^{(f)} = -\sigma_z \) and \( \hat{H}_2^{(f)} = -\sin \phi \sigma_x - \cos \phi \sigma_y \).

Defining \(|+\phi\rangle \equiv \frac{1}{\sqrt{2}} (|0\rangle + e^{i\phi} |1\rangle)\), the Hamiltonian, Eq. (4), will act differently and in parallel on the two complementary subspaces, evolving the auxiliary qubit, initially at \(|0\rangle\), to \(|+\phi\rangle\) [the latter being the ground state of \( \hat{H}_0(T) \)] in the subspace projected by \(|\vec{n}\rangle \langle \vec{n}|\) and to \(|+\phi\rangle\) [the ground state of \( \hat{H}_\phi(T) \)] in the subspace projected by \(|\vec{n}_\perp\rangle \langle \vec{n}_\perp|\). The two evolutions are sketched in Fig. 1.
In the latter case, the resultant qubit will have been rotated by an angle $\phi$ around the $\hat{n}$-axis. In the former case, where the initial state is obtained, one would have to simply repeat the adiabatic evolution one or more times in order to obtain the desired rotated state. The probability of failure (to rotate) is therefore exponentially small: $P_{\text{failure}} = 2^{-k}$ where $k$ is the number of adiabatic executions of the algorithm. Therefore, on average, each adiabatic gate would have to be carried out twice. One could also imagine the gate as including a feedback loop that repeats the adiabatic evolution each time the state of the auxiliary qubit after the measurement is found to be in its initial setting, and halts once the qubit is found to have been flipped. We therefore now have an adiabatic machinery to rotate a qubit by an arbitrary angle $\phi$ around an arbitrarily chosen axis $\hat{n}$, i.e., we have constructed an adiabatic, general, single-qubit 'gate'.

**Adiabatic controlled-rotation gates.**

The above scheme may now be easily generalized to the case where the system initially contains two input qubits, one of which is regarded as a control qubit. Here, the starting state would be the two-qubit state $|\psi\rangle = \alpha|0, \hat{n}\rangle + \beta|0, \hat{n}_\perp\rangle + \gamma|1, \hat{n}\rangle + \delta|1, \hat{n}_\perp\rangle$, where the first qubit here is used as the control qubit. An adiabatic controlled rotation is obtained by attaching, as before, an auxiliary qubit to the initial state:

$$|\psi_{\text{init}}\rangle = |\psi\rangle \otimes |0\rangle,$$

and constructing the slightly more complicated three-local Hamiltonian [13]:

$$\hat{H}(t) = (|0, \hat{n}\rangle\langle 0, \hat{n}| + |0, \hat{n}_\perp\rangle\langle 0, \hat{n}_\perp| + |1, \hat{n}\rangle\langle 1, \hat{n}|) \otimes \hat{H}_0(t) + |1, \hat{n}_\perp\rangle\langle 1, \hat{n}_\perp| \otimes \hat{H}_\phi(t),$$

where $\hat{H}_0(t)$ and $\hat{H}_\phi(t)$ are as previously defined. The end state in this case will be, similarly to the single qubit rotation gate discussed above, an equal superposition of the initial state $|\psi_{\text{init}}\rangle$ and the controlled-rotated state $|\psi_{\text{c. rot.}}\rangle = (\alpha|0, \hat{n}\rangle + \beta|0, \hat{n}_\perp\rangle) + \left(\gamma|1, \hat{n}\rangle + \delta|1, \hat{n}_\perp\rangle\right)$.

A computational-basis measurement of the auxiliary qubit would yield one of the two states with equal probability, as before.

The combination of the controlled gate above and the single-qubit general-rotation gate described earlier, suggest that we now have in our possession a universal set of gates, with which general 'adiabatic circuits' may be built, analogously to the manner in which algorithms are constructed in the gate model.

It would be advantageous though to explicitly describe a couple of specific gates. The NOT gate, for example, corresponds to a rotation by $\pi$ around the $x$-axis, i.e., it is the single-qubit rotation gate with the choice $\phi = \pi$ and...
gate, namely CNOT, may be just as easily constructed, where

\[ |\pm\rangle = \frac{1}{\sqrt{2}} (|0\rangle \pm |1\rangle). \]

The ‘controlled’ version of this gate, namely CNOT, may be just as easily constructed, using the controlled-rotation adiabatic scheme.

Another example, is the Hadamard adiabatic gate which is simply a \(\pi/2\) rotation around the y-axis:

\[ \alpha |0\rangle + \beta |1\rangle = \frac{\alpha + i\beta}{\sqrt{2}} |+y\rangle + \frac{\alpha - i\beta}{\sqrt{2}} |-y\rangle \]  
\[ \rightarrow \frac{\pi}{2}\text{rot.} \quad \frac{\alpha + i\beta}{\sqrt{2}} |+y\rangle + \frac{i(\alpha - i\beta)}{\sqrt{2}} |-y\rangle \]

\[ = \frac{\alpha + \beta}{\sqrt{2}} |0\rangle + \frac{\alpha - \beta}{\sqrt{2}} |1\rangle, \]

where \( |\pm\rangle \) are the eigenstates of the spin operator \( \hat{S}_y \).

**Quantum Adiabatic Circuits.**

It should now be clear that the above proposed class of general single-qubit and controlled rotation gates are universal, and so general adiabatic circuits may be constructed using sequences of those.

First, we note that while the above adiabatic ‘gates’ were shown to act on isolated qubits, the linearity of Quantum Mechanics ensures that the above results hold even if the target qubits are part of a larger system of qubits in a more complicated state.

A sequence of such gates in the above form may thus be used, one after the other, similarly to the manner in which circuits are constructed in the usual gate model, with the final state of the adiabatic evolution of one gate serving as the initial state of the next gate. Within this scheme, one would in principle need one auxiliary qubit for each gate in the circuit although it should be clear that gates that act at different times slices may utilize the same auxiliary qubit as their ancillary resource.

A few remarks are in order: i) Note that the final Hamiltonians of the gates presented above are not diagonal in the computational basis, unlike perhaps the ‘usual’ implementations of quantum adiabatic algorithms. ii) The gap in the adiabatic evolutions of the gates is constant throughout the evolution (and equals to 2). Therefore, the required runtime for each adiabatic gate does not scale with the total number of qubits in the system or with the number of gates in the circuit. The total runtime of a circuit of \( S \) basic gates is simply \( O(S) \). iii) Finally, note that computation in the quantum adiabatic circuit is composed of both adiabatic evolutions and local measurements, each of which having a unique role in driving the computation forward.

**Summary and conclusions.**

We have shown how to use controlled adiabatic evolutions to construct general single-qubit and also controlled two-qubit ‘adiabatic gates’. We have argued that using the above adiabatic gates as building blocks, all gate model circuits (as well as classical boolean circuits) may be built, and at no additional complexity cost or resource overhead. For example, one could straightforwardly construct an adiabatic version of Shor’s integer factorization algorithm \[1\] using only two-local and three-local Hamiltonians. The theoretical and practical implications of an implementable Shor’s algorithm, on a many-qubit quantum annealer that will become available in the near future \[5–7\], may be tremendous, both in the field of Quantum Computing and well beyond it.

On a more technical note, it would be interesting to consider a setup in which all the gate measurements in an adiabatic circuit, are postponed to the end of the circuit and are performed in the correct order, where the ‘failed’ gates, i.e., those gates for which the auxiliary qubits are found back in their initial state, are repeated as necessary until all gates are applied successfully.

Adiabatic quantum computing, in its traditional form, has been shown to have several advantages over the gate model \[20–21\], making it more fault-tolerant and robust against decoherence and dephasing. However the circuit AQc construction proposed here differs from traditional AQC in two main features. First, the usual AQC is normally thought of as one continuous process interpolating between one beginning Hamiltonian and one final Hamiltonian, thereby eliminating the need for gates, that usually also carry around gate errors and therefore need error correction. Second, within the usual AQC scheme, the existence of a gap between the ground state and the rest of the spectrum throughout the adiabatic evolution serves to protect the system against decoherence and dephasing. Given that the method proposed above uses adiabatic gates and degenerate ground states, it would be of importance to study the fault-tolerance and robustness of the scheme presented here. It would be interesting to know whether the adiabatic gates presented here are more amenable to fault-tolerant types of error corrections than unitary evolution gates and how robust these systems are against dephasing and decoherence when compared to traditional AQC.
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