Exchange-split multiple Rydberg series of excitons in anisotropic quasi two-dimensional ReS$_2$
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We perform a polarization-resolved magnetoluminescence study of excitons in ReS$_2$. We observe that two linearly polarized Rydberg series of excitons are accompanied by two other Rydberg series of dark excitons, brightened by an in-plane magnetic field. All series extrapolate to the same single-electron bandgap, indicating that the observed excitons originate either from the same valley or from two valleys related by the inversion symmetry, and are split by exchange interaction. To interpret our observations of the magnetic brightening, we have to assume the dominant spin-orbit coupling to be Ising-like, which hints at an approximate symmetry of the electronic states in ReS$_2$ which is higher than the crystal symmetry $C_i$.

I. INTRODUCTION

While the extensive experimental and theoretical works on group VI (Mo- and W-based) semiconducting transition metal dichalcogenides (S-TMDs) provided a fair understanding of basic, electronic and optical properties of these materials, their Re-based (group VII) counterparts are by far less understood. Even though all S-TMDs are layered compounds, with a single layer consisting of the transition metal atoms plane sandwiched between two chalcogen atom planes [1], the highly contrasting in-plane symmetries impose a stark difference in the properties of group VI and group VII dichalcogenides. The group VI S-TMDs crystallize in $2H$ and $3R$ phases, with a hexagonal in-plane structure, making them nearly isotropic in the layers’ plane. On the other hand, in the group VII S-TMDs, the strong interactions between rhenum atoms lead to the Jahn-Teller distortion, inducing the $1T'$ crystal phase with chains of Re$_4$ clusters [2–4]. This results in a robust in-plane anisotropy which, in particular, manifests itself in an optical response being sensitive to the direction of linear polarization of light [5–7].

The strength of interlayer coupling is another parameter that differentiates the dichalcogenides of groups VI and VII. Layers are weakly coupled in all S-TMDs, but the interlayer coupling is still pronounced in group VI S-TMDs. The important evolution of the band structure in Mo- and W-dichalcogenides is observed as a function of the number of layers: from indirect- to the direct-gap semiconductors in the limit of single layers[8–10]. The latter are thus of particular interest, especially for their unique optical properties. On the other hand, the interlayer coupling seems to be much weaker in Re-dichalcogenides[11–14]. Consequently, their electronic and optical properties remain defined mainly by the intra-layer coupling parameters even in the limit of bulk crystals. Strong in-plane anisotropy, in combination with an optional advantage of working with bulk or multilayer structures, holds the promise to use Re-dichalcogenides in polarization-sensitive devices[15–18].

The optical response of Re-dichalcogenides is known to be governed by two distinct excitonic resonances, split in energy and linearly polarized along different in-plane directions [19–26]. The origin of this fundamental property of ReSe$_2$ and ReS$_2$ is, however, ambiguous. The contradictory scenarios invoking the exchange mediated splitting (in ReSe$_2$)[27], the transitions at two different, Z and K1 points of the Brillouin zone [26] or involving different orbitals have been proposed[24]. Besides, no clear consensus has been reached concerning even such a basic property as the direct or indirect character of the fundamental bandgap in Re-dichalcogenides. Recent
experiments point towards an indirect gap in bulk and thin layer structures [21, 23, 28–32], whereas theoretical calculations are not conclusive on this issue [14, 33].

In the present work we elucidate the nature of excitonic resonances in bulk ReS$_2$ crystals. On the experimental ground this is done with high-field magneto-luminescence measurements, with which we investigate the linearly polarized emission spectra in different configurations of the direction of the applied field with respect to the crystal axes. The experimental observations are confronted with the theoretical model for interband transitions in ReS$_2$, which respects the appropriate $C_i$ symmetry of this crystal. Central to our work is the investigation of the Rydberg excitonic series, with the ground and excited states, and the original observation of two series of “dark” excitons in complement to the commonly observed two other series of “bright” excitons. All four excitonic series extrapolate to the same single-particle band gap, pointing at their origin either at a single high-symmetry point of the Brillouin zone, or at two different valleys, related by the space inversion. The presence of two bright and two dark excitons which are mixed by the in-plane magnetic field suggests that the dominant spin-orbit coupling is Ising-like; this implies that the crystal has an approximate symmetry that is higher than the known $C_i$. Notably, our experiments do not exclude the possibility of ReS$_2$ being an indirect semiconductor, but they indicate that direct and indirect gaps must be relatively close in energy.

II. RESULTS

A. Emission resonance in the absence of the magnetic field

The low-temperature photoluminescence (PL) response of bulk ReS$_2$ is composed of several distinct resonances. As already shown in previous reports [19–24], the two lowest in energy transitions are almost perfectly linearly polarized. When rotating the axis of the linear polarizer placed in the collection beam, one can extinguish either one or the other emission peak. This occurs at two distinct polarization directions, and we refer to $\alpha$- and $\beta$- polarization configurations for spectra with dominant lower-energy and higher-energy peaks, respectively. For more details on unpolarized spectrum and its polarization dependence, see Appendix A and Fig. 5. The $\alpha$- and $\beta$-polarized PL spectra obtained at $T = 4.2$ K are presented in Fig. 1. This figure shows that $\alpha$- and $\beta$-polarized spectra are composed of two distinct sets of emission peaks. Following Ref. [20], the lowest peak in each polarization is attributed to the ground states excitonic resonances whereas higher energy peaks correspond to the excited excitonic states. This can be particularly well seen when analyzing the energy diagrams of each series using the following expression:

$$E_n = E_g - \frac{\text{Ry}^*}{(n+\gamma)^2},$$

where $E_n$ is the energy of the $n$th peak ($n = 1, 2, \ldots$) in each series, $E_g$ is the single-particle bandgap associated with the corresponding series, $\text{Ry}^*$ is the effective Rydberg constant, and $\gamma$ is a phenomenological fit parameter. As shown in the inset to Fig. 1, the above formula fully reproduces the experimental data with parameters summarized in Table I.

Notably, both series extrapolate to the same bandgap. As can be observed from the inset of Fig. 1, the energy of this bandgap falls in the spectral range of a relatively broad emission band with the characteristic high energy tail. This feature, terminating the measured PL spectra on the high energy side, is therefore attributed to the expected response due to a continuum of single-particle electron-hole excitations. Emission peaks due to excitonic states with $n > 4$ are not resolved but are expected to be spread within the high energy part of the $n = 4$ emission peak.

Equation (1) is well known for bound states in the isotropic hydrogenic problem with the dimensionality $d = 2, 3$, where the corresponding $\gamma = -1/2, 0$, respectively. It also was also derived for a non-integer dimensionality $d$ of the space, where $\gamma = (d - 3)/2$ [34–36]. This expression for fractional $d$ was found to successfully describe the experimentally measured energies for excitons in quantum wells [37] and TMDs [38] with in-plane isotropy and non-hydrogenic potential. With in-plane isotropy, excitonic states can be classified according to the relative angular momentum ($s$, $p$, $d$, etc.), and only $s$ excitons are optically active. In ReS$_2$, there is no in-plane isotropy, so $s$ states can be coupled to $d$ states, as well as higher even angular momenta (note that the parity of the angular momentum is preserved by the inversion symmetry of the two-particle Schrödinger equation, which holds even in a low-symmetry valley, when the electron and hole dispersion are expanded to the quadratic

| $\alpha$ | $E_g$ (eV) | $\text{Ry}^*$ (meV) | $\gamma$ | $E_b$ (meV) |
|---------|-----------|-------------------|------|--------|
| $\alpha$ | 1.671     | 110              | -0.03 | 117    |
| $\beta$  | 1.671     | 123              | 0.21  | 84     |

TABLE I. Parameters obtained by fitting Eq. (1) to the energies of the $\alpha$- and $\beta$-polarized excitonic series. The experimental transition energies described by these parameters are depicted on the inset of Fig. 1.
order in momentum). Thus, strictly speaking, all excitonic states with even parity of the relative electron-hole motion are expected to be optically active. This would lead to several series of peaks in each polarization, which we do not observe. We thus conclude that the observed series in each polarization corresponds to states with the dominant \( s \) wave character, while those dominated by higher angular momenta, even though allowed by symmetry, have too small oscillator strength to be resolved in our experiment. Thus, we label the observed excitonic peaks as \( ns^\alpha \) and \( ns^\beta \) with \( n = 1, 2, 3, 4 \).

### B. Magnetophotoluminescence in Voigt geometry

To get more insight about the fine structure of excitons observed in bulk \( \text{ReS}_2 \), we turn to magnetophotoluminescence experiments with the magnetic field \( B \) applied in Voigt geometry, which is a technique widely used to reveal otherwise optically inactive (dark) excitons in S-TMDs [39–44]. Here, due to the optical anisotropy, both the linear polarization of the collected light and the direction of the in-plane field with respect to the crystallographic axis should be controlled separately. For simplicity, we use only two previously introduced \( \alpha \) and \( \beta \) linear polarization configurations: the magnetic field is applied either along or perpendicularly to the rhenium chains (which in our convention defines the direction of \( b \) crystal axis). With reference to similar experiments carried out on W- or Mo-based dichalcogenides [39–44] and also on anisotropic III/V and II/VI quantum dots [45, 46], one may expect a “magnetic brightening” of certain transitions, which are “dark” in the absence of the magnetic field. Indeed such effect is observed in our experiments: the magnetically brighten resonances are denoted as \( Dns^\alpha \) and \( Dns^\beta \) emission peaks.

#### 1. \( B \parallel b \)

Fig. 2 summarizes the results of the magnetophotoluminescence measurements in Voigt geometry with \( B \) parallel to the rhenium chains in magnetic fields up to 30 T for \( \alpha \) and \( \beta \) configurations of linear polarizations. Two main effects can be noted when the magnetic field is applied. Firstly, the additional resonance appears in the spectrum in the \( \alpha \) polarization, \( \approx 20 \text{ meV} \) below \( 1s^\alpha \) transition (see Fig. 2(a)), which we assign here as \( D1s^\alpha \). No similar effect is observed in the \( \beta \) polarization configuration.

Secondly, all the excited states of the \( ns^\alpha \) series are seemingly split into two lines (see Fig. 2(a) and (b)). In a first approximation, the magnitude of this splitting is the same for all states. Excited states of the \( ns^\beta \) series undergo a similar splitting, but more than 3 times smaller in magnitude (see Fig. 2(c) and (d)).

Both effects can be explained by the existence of the dark exciton series \( Dns^\alpha \), whose ground state lies \( \approx 20 \text{ meV} \) below the \( ns^\alpha \) ground state, while the excited states are close in energy to the ones of the bright series. When a magnetic field is applied, dark and bright states are mixed, leading to the brightening of dark states, as observed for the ground dark state \( D1s^\alpha \). Additionally, if they are close to each other in energy, as it is the case of the excited states, they seem to repel each other (as in the case of a MoSe\(_2\) monolayer [42, 43]), likely due to...
FIG. 2. The results of magneto-photoluminescence measurements performed in the Voigt geometry with $B \parallel b$. Comparison of the spectra obtained for (a) $\alpha$- and (c) $\beta$-linear polarization at $B = 0$ T (dashed lines) and $B = 30$ T (solid lines). The spectra has been vertically shifted for clarity. The black arrows follow the apparent splitting of the excited states. False-colour maps of the PL response as a function of magnetic field for (b) $\alpha$- and (d) $\beta$-linear polarizations. Dashed vertical white and black lines represent transition energies obtained from the theoretical model. The energy scales on all figures have been stretched in the energy region of the excited transitions.

an in-plane Zeeman term. These two effects lead to an apparent splitting of the excited bright states.

Similar effects are observed when the magnetic field is applied perpendicularly to the $b$-axis, see Fig. 3. However, as can be seen in Fig. 3(a), the energy of the brightened D1s$^\beta$ state is only of about $\approx 13$ meV lower that
FIG. 3. The results of magneto-photoluminescence measurements performed in the Voigt geometry with $B \perp b$. Comparison of the spectra obtained for (a) $\alpha$- and (c) $\beta$-linear polarization at $B = 0$ T (dashed lines) and $B = 30$ T (solid lines). The spectra has been vertically shifted for clarity. The black arrows follow the apparent splitting of the excited states. False-colour maps of the PL response as a function of magnetic field for (b) $\alpha$- and (d) $\beta$- linear polarizations. Dashed vertical white and black lines represent transition energies obtained from the theoretical model. The energy scales on all figures have been stretched in the energy region of the excited transitions. Note that the absolute energies of the resonances differ slightly from the measurements presented in Fig. 2. Such differences are observed from sample to sample; the relative energies, however, do not change, see Fig. 5(b) in Appendix A.

that of $1s^\alpha$ state. This implies that the observed $D1s^\beta$ state is associated to the second, $\beta$-series of dark excitons.

In this configuration, the “splitting” of the excited states of $ns^\alpha$ series is notably weaker with magnitude roughly twice smaller than in $B \parallel b$ configuration. No such effect can be measured for the $ns^\beta$ series (Fig. 3(c) and (d)) - only small broadening and blueshift of the excited lines is observed.
3. Recap of experimental observations

The experimental results presented so far can be summarized in the following way: the linear-polarization-resolved PL experiments in a zero-magnetic field showed the presence of two non-degenerate Rydberg series of excitons that extrapolate to the same bandgap. The angle between linear-polarizations (α- and β-polarizations) of these two series is found to be $78^\circ$. The magneto-PL measurements in two in-plane field geometries yield a clear demonstration of the brightening effect of two non-degenerate dark excitons’ ground states, but only observed in α-polarization configuration. The brightening of the ground states is accompanied by the apparent splitting of excited states of both α- and β-polarized bright excitons, which can be accounted by the repulsion of interacting bright and dark excited states. However, the strength of this repulsion depends on the direction of the field and is notably weaker in the β-polarization. Similar measurements performed in Faraday geometry did not show any signs of brightening of dark excitons (see Appendix B).

C. Theoretical background

The goal of this section is to propose a theoretical model for excitons in ReS$_2$, based on the $C_i$ point symmetry group of the crystal (which is preserved in the presence of a magnetic field). The existence of dark excitons which can be brightened by a magnetic field is natural to interpret in terms of spin-related selection rules. Indeed, transitions forbidden by momentum or parity conservation could not be brightened by a magnetic field.

As shown above, the excited states of all observed excitonic species extrapolate to the same electronic band gap, so the excitons must originate either from a single valley in a high-symmetry point of the electronic first Brillouin zone, or from two valleys related to two inequivalent points ±$k$, related by the space inversion and the time reversal symmetry. These require that in each valley the electronic states are doubly degenerate, since the space inversion flips both momentum and spin. We study the one-valley and two-valley scenarios separately in the Appendix C and conclude that the available experimental data do not allow one to distinguish between these two cases. Namely, in the two-valley case, the odd-parity linear combinations of zero-momentum excitonic states from the two valleys behave quite analogously to the excitons in the single-valley case.

Let us see what constraints on the possible theoretical model are imposed by the experimental observations, reported above. Observations relevant to our considerations include: (i) there are two bright exciton states, visible in two different non-orthogonal linear polarizations, labelled α and β, with energy splitting of 35 meV ($\alpha$ referring to the low-energy component); (ii) there are two dark exciton states with energy splitting of 7 meV; (iii) an in-plane magnetic field along the $b$ axis couples the low-energy dark exciton to the bright α exciton, and weakly couples the high-energy dark exciton to the bright β exciton; (iv) an in-plane magnetic field perpendicular to the $b$ axis couples the high-energy dark exciton to the bright α exciton.

Existence of two dark states out of four at zero field imposes a certain restriction on the spin-orbit interaction (SOI). If SOI is absent, then an optical transition conserves both the projection $S_z$ on the $z$ axis and the magnitude $S$ of the total spin $S = s_e + s_h$ of the electron and the hole. Then, only the singlet state ($S = 0$) can be bright, while three triplet states ($S = 1$) must be dark, which contradicts the experimental observation. On the other hand, a strong SOI of a general form compatible with the inversion symmetry would make all four excitons bright at zero field. In order to have two bright and two dark states, one has to assume SOI of a special form, which conserves the projection of $S$ on some axis (which we will call $z$), but not $S$, such as the Ising-type SOI occurring in hexagonal TMDs.

Labelling the electronic states in the conduction/valence band by their $z$ spin projection $s_{c/v} = \uparrow, \downarrow$, we label the four exciton spin states as $|s_c, s_v\rangle$. These are split by the exchange interaction whose structure is analysed in detail in the Appendix C. Crucially, the same $S^z$ conservation that forbids the optical transitions to the dark exciton states, also requires the splitting of the dark excitons to vanish. This contradicts the experimental observation of a finite (7 meV) splitting between the two dark exciton states, although significantly weaker than the splitting between the bright excitons (35 meV). To reconcile the two experimental observations, we can only speculate that the SOI, in addition to the main contribution which conserves $S^z$ but not $S$, has a weaker contribution which breaks $S^z$ conservation, as allowed by the $C_i$ symmetry of the crystal. This contribution must induce a weak exchange splitting of the dark states and a weak brightening of the dark states, however, we cannot reliably estimate the relative magnitude of the two effects; there may be some small factor of purely numerical origin that make the SOI-induced brightening unobservable in our experiment.

Thus, we write the Hamiltonian of the four exciton states at zero magnetic field in the basis $|\uparrow c \uparrow v\rangle$, $|\downarrow c \downarrow v\rangle$, $|\uparrow c \downarrow v\rangle$, $|\downarrow c \uparrow v\rangle$. **
we obtain the Hamiltonian:

\[
H_{\text{ex}} = \begin{bmatrix}
 b_0 & b_1 & 0 & 0 \\
 b_1^* & b_0 & 0 & 0 \\
 0 & 0 & d_0 & d_1 \\
 0 & 0 & d_1^* & d_0
\end{bmatrix}.
\] (2)

Here \(b_0\) and \(b_1\) are the exchange induced shift and coupling of the bright excitons, discussed in detail in the Appendix C. To account for the experimentally observed splitting of the dark excitons, we introduce by hands analogous matrix elements \(d_0, d_1\) in the dark sector. An \(S^2\)-non-conserving SOI should also produce non-zero matrix elements in the dark-bright and bright-dark blocks; however, we put them to zero (again, by hands) since we want to describe the only experimentally observed brightening mechanism, due to the in-plane magnetic field.

In the presence of a magnetic field \(\mathbf{B}\), we include its Zeeman coupling to the electron spin in the conduction/valence band:

\[
H_{\text{Z}}^{c/v} = \mu_B \sum_{k=x,y,z} \sum_{\xi,\eta,\zeta} B_{\kappa k} \xi_{\kappa k} \delta_{\xi/\nu}.
\] (3)

Any real matrices \(g^c_{\kappa k}, g^v_{\kappa k}\) are allowed by the crystal symmetry \(C\) since both magnetic field and spin are invariant under inversion. Moreover, we have to introduce two different coordinate systems \((x, y, z)\) and \((\xi, \eta, \zeta)\), since we have no a priori knowledge how the \(z\) direction (the one along which the spin projection is conserved) is related to the \(\zeta\) direction (which we define to be the one perpendicular to the layers). The operators of the three electron spin components along the \(x, y, z\) directions are determined by the corresponding Pauli matrices: \(\sigma^{x,y,z} = \sigma^{x,y,z}/2\). The \(\eta\) direction will be associated with the \(b\) crystalline axis. Then the fact that a magnetic field perpendicular to the plane does not brighten the dark excitons (see Appendix B) implies \(\delta g^c_{\zeta x} = \delta g^c_{\zeta y} = 0\).

The exchange matrix elements \(b_1, d_1\) can be made real and positive by adjusting the phases of the wave functions in the conduction and valence bands, as discussed in detail in the Appendix C. Then the bright and dark blocks of the Hamiltonian (2) can be diagonalised by passing to symmetric and antisymmetric linear combinations. Omitting the Zeeman terms proportional to \(s^x, s^y\) which do not couple the dark and the bright sector, we write the rotated Hamiltonian as

\[
\tilde{H} = \begin{bmatrix}
 b_0 + b_1 & 0 & \beta \mu_B B_\eta & i \delta \mu_B B_\xi \\
 0 & b_0 - b_1 & -i \gamma \mu_B B_\xi & -\alpha \mu_B B_\eta \\
 \beta \mu_B B_\eta & i \gamma \mu_B B_\xi & d_0 + d_1 & 0 \\
 -i \delta \mu_B B_\xi & -\alpha \mu_B B_\eta & 0 & d_0 - d_1
\end{bmatrix},
\] (4)

where we denoted by

\[
\Omega_{\xi/\nu} = \frac{\mu_B}{2} \sum_{\kappa=\xi,\eta} B_{\kappa} (g^c_{\kappa x} + ig^v_{\kappa y}).
\] (5)

the Zeeman matrix elements responsible for the brightening of the dark states.

The experimental observations (iii) and (iv) allow us to impose further restrictions on the model. The brightening of the two dark excitons for the two orthogonal magnetic field directions implies \(\text{Im}(\Omega_{\xi} - \Omega_{\nu}) = 0\) and \(\text{Im}(\Omega_{\xi} + \Omega_{\nu}) = 0\) for the field along \(b\) as well as \(\text{Re}(\Omega_{\xi} - \Omega_{\nu}) = 0\) and \(\text{Re}(\Omega_{\xi} + \Omega_{\nu}) = 0\) for the field perpendicular to \(b\). These conditions yield \(g^c_{\eta y} = g^v_{\eta y} = 0\) and \(g^c_{\xi x} = g^v_{\xi x} = 0\), respectively. Combining both results we obtain the Hamiltonian:

\[
\tilde{H} = \begin{bmatrix}
 b_0 + b_1 & 0 & \beta \mu_B B_\eta & i \delta \mu_B B_\xi \\
 0 & b_0 - b_1 & -i \gamma \mu_B B_\xi & -\alpha \mu_B B_\eta \\
 \beta \mu_B B_\eta & i \gamma \mu_B B_\xi & d_0 + d_1 & 0 \\
 -i \delta \mu_B B_\xi & -\alpha \mu_B B_\eta & 0 & d_0 - d_1
\end{bmatrix},
\] (6)

where we introduce the following notations

\[
\alpha = (g^c_{\eta x} + g^v_{\eta x})/2, \quad \beta = (g^c_{\eta x} - g^v_{\eta x})/2, \quad \gamma = (g^c_{\xi y} - g^v_{\xi y})/2, \quad \delta = (g^c_{\xi y} + g^v_{\xi y})/2.
\] (7)

The energies of excitonic states in both Voigt configurations calculated within such a simplified model are presented in Fig. 2(a),(d), and Fig. 3(a),(d) with the values of different parameters given in Appendix C. All the observed effects are well reproduced: positions of brightened ground states of dark excitons, slight energy shift of the \(1s^\alpha\) state, splitting of excited states in both configurations and difference between coupling constants between bright and dark states for \(ns^\alpha\) and \(ns^\beta\) series. The lack of dark excited states in the \(\beta\)-polarized photoluminescence in \(B \perp b\) configuration can be explained by the low coupling constant between \(ns^\beta\) and \(Dns^\alpha\) series and also the highest energy difference of all four exciton series. The fact that no brightening of the ground states of dark excitons is observed in the \(\beta\)-polarization can be explained by a relatively large energy difference between \(1s^\beta\) and...
$Dn^s$ states. The proposed simplified model fits well with the experimental data presented in Fig. 2 and Fig. 3. Nevertheless, we must admit that it still implies the use of multiple fit parameters that calls for their further confirmation.

D. Magnetophotoluminescence in Voigt configuration $\angle(B,b) \simeq 20^\circ$

To validate the proposed model, we test it against an additional set of experimental data. In this case, the magneto-luminescence measurements in Voigt geometry were performed when the applied magnetic field $B$ is neither perpendicular nor parallel to the crystal $b$-axis, but in a defined geometry of $\angle(B,b) \simeq 20^\circ$. As shown in Fig. 4, the resulting data are in fair agreement with the energy pattern of transitions expected from our model. In accordance with its predictions, when focusing on the data obtained in the configuration of $\alpha$-polarization, the apparent splitting of each excited state into three components is observed. In contrast, $1s^{\alpha}$ and the excited states of the $ns^{\beta}$ series are only blue-shifted with the magnetic field. At the same time, the energy of the $1s^{\beta}$ resonance does not change with the magnetic field. Nevertheless, it should be noted that the model predicts weak anticrossing between $ns^{\beta}$ series and blue-shifted dark states. However, as the magnitude of these anticrossings is significantly smaller than the linewidths of observed transitions, such effect could not be experimentally observed and was omitted here for the clarity of data presentation.

III. DISCUSSION

The results of the magnetophotoluminescence measurements in the Voigt configurations stand as proof of the existence of two non-degenerate dark exciton series, which are coupled by the in-plane field to the bright exciton series. Very similar effects are observed in anisotropic quantum dots of III-V compounds. This similarity can be explained by the highly anisotropic nature of bulk rhenium disulfide crystals. The layered character of this material with weak coupling between adjacent layers [11–14] leads to confinement of the carriers in two dimensions (single layer). The in-plane anisotropy, resulting from the formation of the rhenium chains, leads to even stronger confinement and a further reduction of the dimensionality of the carriers. As both valence and conduction bands are only spin-degenerate [14], excitons of 4 different spin configurations can be formed at a given point in the Brillouin zone. Due to the aforementioned anisotropy, the exchange interaction splits these spin states into two linear combinations of bright and two of dark states. Here, however, the fine structure splitting of the ground states of excitons is on the order of 30 meV, hence orders of magnitude larger than in the case of typical nanostructures of III-V and II-VI compounds or carbon nanotubes [46–48].

It should be noted that our interpretation of excitonic resonances in ReS$_2$ is in stark contrast to the recent proposition, according to which the two linearly polarized excitons originate from two valleys: Z and K1, with both series accompanied by the dark counterparts [26]. If that was the case, it would not be possible to achieve the in-plane-direction selective coupling of bright exciton from one valley with two dark excitons from two valleys. Our results show that $ns^{\alpha}$ and $ns^{\beta}$ bright excitons are clearly coupled by in-plane magnetic field with both $Dn^{\alpha}$ and $Dn^{\beta}$ dark excitons, and that this coupling depends on the in-plane direction of the magnetic field, implying that all these transitions have to originate from the same valley. Moreover, including two independent valleys would give a rise to at least 8 excitonic spin-states, 4 per each valley, more than observed in the experiment.

As presented, applying the simplified (by disregarding some of the parameters) model describing excitons in bulk rhenium disulfide allows us to explain most of the experimental results. Nevertheless, further theoretical studies are needed to firmly explain the observed polarization rules governing the optical transitions in this material. We hope that our work will stimulate more research activity on this material, allowing us to describe all the discovered phenomena fully.

IV. SUMMARY

Multiple resonances can be observed in the low-temperature, zero magnetic field photoluminescence spectrum of the bulk rhenium disulfide. Here we propose their identifications as ground and excited states of two non-degenerate linearly polarized exciton series, split by the strong exchange interaction. As revealed by magnetophotoluminescence measurements performed in Voigt configuration, these bright series are accompanied by other two, non-degenerate dark exciton series. Those resonances exhibit complex interactions when magnetic field is applied, which strongly depend on the direction of the applied field. All the observed phenomena can be qualitatively described with the application of the model including the magnetic field interaction with exciton spin states split by the exchange coupling. These results confirm that all the observed exciton species originate form the single point or two opposite points in the Brillouin zone.
FIG. 4. False-colour maps of the PL response as a function of magnetic field in the Voigt geometry with $\angle(B,b) \simeq 20^\circ$ for (a) $\alpha$- and (b) $\beta$- linear polarizations. The energy scales on both figures have been stretched in the energy region of the excited transitions. Dashed white and black lines represent transition energies obtained from the theoretical model.
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APPENDIX A. UNPOLARIZED ZERO-FIELD PHOTOLUMINESCENCE SPECTRUM

The unpolarized low-temperature ($T = 4.2$ K) photoluminescence (PL) response of the bulk ReS$_2$ is shown in Fig. 5(a). Several emission lines can be distinguished, here denoted as: $1s^\alpha$, $1s^\beta$, $2s^\alpha/\beta$, $3s^\alpha/\beta$, $4s^\alpha/\beta$ and $E_g$. As it was reported in previous works on this material, the $1s^\alpha$ and $1s^\beta$ transitions are almost perfectly linearly polarized[19–24]. The photoluminescence intensity at the energy indicated by the blue and red color bars, as a function of the collection angle are presented in the inset of Fig. 5(a). They both follow a sine-like dependence and are rotated by $75^\circ$ with respect to one another. The two particular collection angles for which the intensities of $1s^\alpha$ and $1s^\beta$ vanish are referred to as $\beta$ and $\alpha$ polarizations, respectively.

It should be noted, that the absolute values of the observed transitions energies vary from sample to sample or even from the spot on the sample to another (as it happens also in the case of the monolayers of group VI S-TMDs), the relative energies, or the energy differences between observed resonances, are constant (see. Fig. 5(b)), meaning that while the band gap varies, the exciton binding energy remains largely unchanged.

APPENDIX B. MAGNETOPHOTOLUMINESCENCE IN FARADAY GEOMETRY

The magnetophotoluminescence response of bulk ReS$_2$ measured in both $\alpha$ and $\beta$ polarizations in the Faraday configuration in magnetic fields up to 30 T is shown in the figure Fig. 6. The magnetic field applied in such geometry only weakly affects the observed excitonic states. It has two main effects: resonances are slightly blueshifted and some of the transitions are broadened. The observed blueshift is surprisingly weak even for the higher excited
FIG. 5. (a) Unpolarized low-temperature photoluminescence response of the bulk ReS\textsubscript{2} sample. The energy scale has been stretched in the energy region of the excited transitions for clarity. The inset presents the PL intensities of 1s\textsuperscript{α/β} transitions as a function of the angle of the linear polarization of the signal obtained at the energies marked by the blue and red vertical lines in the main figure, along with the black lines representing fits with sine function. Blue and red lines in the inset represent the α- and β-linear polarization angles for which 1s\textsuperscript{α} and 1s\textsuperscript{β} series are absent from the spectra, respectively. Blue and red line thus represent polarization angles in which only 1s\textsuperscript{α} and 1s\textsuperscript{β} are visible, respectively. (b) Comparison of unpolarized low-temperature photoluminescence spectra of two different bulk ReS\textsubscript{2} samples. Although the absolute energies of the observed resonances differ from sample to sample, the energy differences between subsequent emission lines remain unchanged.

excitonic states: less than 2 meV of shift at 30 T even for 4s\textsuperscript{α/β} states. The brightening effect of dark excitons is not observed in this configuration.

APPENDIX C. DETAILED THEORETICAL DESCRIPTION

A. Excitons from a high-symmetry point

If the excitons arise in the vicinity of a high-symmetry point of the Brillouin zone (that is, $-\mathbf{k} = \mathbf{k}$ or $\mathbf{k} + \mathbf{b}$, with a reciprocal lattice vector $\mathbf{b}$), the conduction and the valence bands must be twice degenerate (by Kramers theorem) and have definite parity which is opposite in the two bands (since there are allowed optical transitions). In the most general case of strong SOI the Kramers pair in the conduction band can be written as $\sigma^y$ being the second Pauli matrix)

$$\psi_{c\uparrow}(\mathbf{r}) = e^{ik\mathbf{r}} \begin{pmatrix} u_{c1}(\mathbf{r}) \\ u_{c2}(\mathbf{r}) \end{pmatrix},$$

(8)

$$\psi_{c\downarrow}(\mathbf{r}) = -i\sigma^y \psi_{c\uparrow}(\mathbf{r}) = e^{-ik\mathbf{r}} \begin{pmatrix} -u_{c2}^*(\mathbf{r}) \\ u_{c1}^*(\mathbf{r}) \end{pmatrix},$$

(9)

and similarly in the valence band with Bloch functions $u_{v1}(\mathbf{r})$, $u_{v2}(\mathbf{r})$. The transition dipoles of the four degenerate excitons with zero center-of-mass momentum are

$$\langle c\uparrow | \nabla | v\uparrow \rangle = \int (u_{c1}^* \nabla u_{v1} + u_{c2}^* \nabla u_{v2}) \, d^3\mathbf{r},$$

(10)

$$\langle c\uparrow | \nabla | v\downarrow \rangle = \int (-u_{c1}^* \nabla u_{v1}^* + u_{c2}^* \nabla u_{v2}^*) \, d^3\mathbf{r},$$

(11)

$$\langle c\downarrow | \nabla | v\uparrow \rangle = \int (u_{c2} \nabla u_{v1} + u_{c1} \nabla u_{v2}) \, d^3\mathbf{r},$$

(12)

$$\langle c\downarrow | \nabla | v\downarrow \rangle = \int (u_{c1} \nabla u_{v1}^* + u_{c2} \nabla u_{v2}^*) \, d^3\mathbf{r}.$$  

(13)

These give two independent complex vectors or four real vectors, so one cannot make any dark linear combinations.
FIG. 6. False-colour maps of the PL response as a function of magnetic field in the Faraday configuration for (a) $\alpha$- and (c) $\beta$-linear polarizations. The energy scales have been stretched in the energy region of the excited transitions for clarity. Comparison of the spectra obtained for (b) $\alpha$- and (d) $\beta$-linear polarizations at $B = 0$ T (dashed lines) and $B = 30$ T (solid lines) in the range of the excited exciton states.

If SOI is absent, the orbital and spin part separate, that is $u_{c1}(r) = u_{c1}^*(r)$, $u_{c2}(r) = 0$, and the same for the valence band. Then the second and the third line vanish immediately; they correspond to the $S_z = \pm 1$ components of the triplet. The first and the last line are real and equal, so their antisymmetric linear combination is dark, corresponding to the $S_z = 0$ component of the triplet.

For an $S_z$-conserving SOI, we have $u_{c2}(r) = 0$, $u_{v2}(r) = 0$, but $u_{c1}(r)$ and $u_{v1}(r)$ are complex. The second and the third line still vanish, but the first and the last line are complex conjugate of each other, thereby defining two independent real vectors. Then, no linear combination of the two excitons can nullify the matrix element, so each of the two excitons must remain bright in some polarization.

Let us assume that the four excitonic states are described by the same envelope function $\Psi(r_e, r_h)$, and are labelled by the spin projections, $|s_c, s_v\rangle$ with $s_c, s_v = \uparrow, \downarrow$ (note that the hole spin is $-s_v$). The exchange matrix elements of the Coulomb interaction $V(r - r')$ between two excitonic states are given by

$$V_{s_c, s'_c, s_v, s'_v} = -\int d^3r d^3r' \left[ \Psi^*(r, r) \psi_{v,s_v}(r) \psi_{c,s_c}(r) \right] \times \left[ V(r - r') \left[ \Psi(r', r') \psi_{v,s'_v}(r') \psi_{c,s'_c}(r') \right] \right],$$

and define a $4 \times 4$ matrix. Which of the matrix elements are non-zero, can be understood quite analogously to the transition dipole moments. Indeed, all conclusions regarding Eqs. (10), (11), (12), (13) remain valid if one replaces $\nabla$ by an arbitrary real function of $r$. So for vanishing SOI the exchange matrix is diagonal in the singlet-triplet basis, with only one non-zero matrix element (singlet-singlet). For a generic SOI, all matrix elements are generally speaking non-zero. For the case of an $S_z$-conserving SOI, we have a $2 \times 2$ matrix in the space of the two bright excitons $|\uparrow\uparrow\rangle$, $|\downarrow\downarrow\rangle$:}

$$V_b = -\int d^3r d^3r' V(r - r') \begin{pmatrix} \rho^*(r) \rho'(r') & \rho^*(r) \rho'(r') \\ \rho(r) \rho'(r') & \rho(r) \rho'(r') \end{pmatrix}$$

$$\equiv \begin{pmatrix} b_0 & b_1 \\ b_1 & b_0 \end{pmatrix},$$
where we denoted $\rho(r) = u_{c1}^\ast(r) u_{c1}(r)$. If we write $b_1 = |b_1|e^{2i\phi_b}$, then the eigenvectors are
\[
|\pm\rangle = \frac{e^{i\phi_b} |\uparrow\rangle \pm e^{-i\phi_b} |\downarrow\rangle}{\sqrt{2}}
\] (16)
with the eigenvalues $b_0 \pm |b_1|$. The matrix elements of dipolar transition into these excitonic eigenstates are purely real or purely imaginary:
\[
D_{\pm} = \frac{e^{-i\phi_b}}{\sqrt{2}} \int d^3r u_{c1} \nabla u_{c1} \pm \frac{e^{i\phi_b}}{\sqrt{2}} \int d^3r u_{c1} \nabla u_{c1}^\ast,
\] (17)
and thus determine two linear polarizations, in agreement with the experimental observations.

The wave functions $u_{c1}(r)$ and $u_{c1}(r)$ are essentially complex, i.e., they cannot be made real with a simple global phase factor $e^{i\phi_c}$, $e^{i\phi_v}$. Still we have a freedom in choosing these phase factors, and we can use this freedom to make the matrix elements $b_1, d_1$ in Eq. (2) real and positive. Indeed, if for some choice of $u_{c1}(r)$ and $u_{v1}(r)$ we have $b_1 = |b_1|e^{2i\phi_v}$, $d_1 = |d_1|e^{2i\phi_v}$, we can choose new wave functions $\tilde{u}_{c1}(r) = e^{-i(\phi_v + \phi_c)/2} u_{c1}(r)$ and $\tilde{u}_{v1}(r) = e^{-i(\phi_v - \phi_c)/2} u_{v1}(r)$ which will give new matrix elements $\tilde{b}_1 = |b_1|$, $\tilde{d}_1 = |d_1|$. Note that fixing the phases of $u_{c1}(r)$ and $u_{v1}(r)$ implies fixing the $x$ and $y$ directions for the electron spin; indeed, a spin rotation around the $z$ axis, $e^{i\sigma_z\phi_c/2}$ would affect the wave function phases, which is no longer allowed.

### B. Excitons from two opposite valleys

Let us now consider two valleys, located in some opposite points $\pm k$ of the Brillouin zone. In the most general case of strong SOI we can write one of the two degenerate states at the $k$ point (which we arbitrarily label by $\uparrow$) in the conduction band as
\[
\psi_{c\uparrow k}(r) = e^{i kr} \begin{pmatrix} u_{c1}(r) \\ u_{c1}(r) \end{pmatrix}.
\] (18)

Then the $\downarrow$ state at $-k$ can be obtained from it by space inversion,
\[
\psi_{c\downarrow -k}(r) = \psi_{c\uparrow k}(-r) = e^{-i kr} \begin{pmatrix} u_{c1}(-r) \\ u_{c1}(-r) \end{pmatrix}.
\] (19)

while applying the time reversal to $\psi_{c\uparrow k}(r)$ we obtain the $\downarrow$ state at $-k$:
\[
\psi_{c\downarrow -k}(r) = -i \sigma y \psi_{c\uparrow k}(r) = e^{-i kr} \begin{pmatrix} -u_{c2}(r) \\ u_{c1}(r) \end{pmatrix}.
\] (20)

Applying space inversion to the latter state, we obtain the last one, $\downarrow$ at $k$:
\[
\psi_{c\downarrow k}(r) = \psi_{c\downarrow -k}(-r) = e^{i kr} \begin{pmatrix} -u_{c2}(-r) \\ u_{c1}(-r) \end{pmatrix}.
\] (21)
By the same construction one can build four degenerate states in the valence band.

Out of these single-electron states, one can construct 16 different excitonic species. Half of them correspond to electrons and holes from opposite valleys; their optical transitions are forbidden by momentum conservation and can be removed from the consideration. The remaining 8 exciton species are formed by electrons and holes from the same valley. Similarly to the one-valley case, these species can be labelled as $|sc, sv, v\rangle$, where $sc, sv = \uparrow, \downarrow$ labels the spin projections in the conduction and the valence band, while $v = \pm$ labels the valleys $\pm k$.

These states, however, do not have a definite parity, required by the $C_i$ symmetry of the crystal; one has to form even and odd linear combinations: $|sc, sv, e\rangle = (|sc, sv, +\rangle + |sc, sv, -\rangle)/\sqrt{2}$, $|sc, sv, o\rangle = (|sc, sv, +\rangle - |sc, sv, -\rangle)/\sqrt{2}$, respectively. For the even states, the dipole transition is forbidden by parity (since the crystal’s ground state is even). It is now straightforward to check directly that for the four odd-parity excitons we arrive at the same conclusions regarding the exchange coupling and polarization, as for the single-valley case.

### C. Eigenvalues

The analytic expressions for the eigenvalues of the simplified Hamiltonian Eq. (6) can be found for the cases of the magnetic field applied parallel or perpendicular to the $b$-axis of the crystal.

In the first case ($B \parallel b$) the spectrum is:
E_{b+}^+(B_\eta) = \frac{b_0 + b_1 + d_0 + d_1}{2} + \sqrt{\left(\frac{b_0 + b_1 - d_0 - d_1}{2}\right)^2 + \beta^2 \mu_B^2 B_\eta^2},
E_{d+}^+(B_\eta) = \frac{b_0 + b_1 + d_0 + d_1}{2} - \sqrt{\left(\frac{b_0 + b_1 - d_0 - d_1}{2}\right)^2 + \beta^2 \mu_B^2 B_\eta^2},
E_{b-}^-(B_\eta) = \frac{b_0 - b_1 + d_0 - d_1}{2} + \sqrt{\left(\frac{b_0 - b_1 - d_0 + d_1}{2}\right)^2 + \alpha^2 \mu_B^2 B_\eta^2},
E_{d-}^-(B_\eta) = \frac{b_0 - b_1 + d_0 - d_1}{2} - \sqrt{\left(\frac{b_0 - b_1 - d_0 + d_1}{2}\right)^2 + \alpha^2 \mu_B^2 B_\eta^2}.\tag{22}

For large magnetic field $B_\eta$ behavior of the excitonic spectrum allows to evaluate the parameters of the Hamiltonian

$$|\beta| = \frac{E_{b+}^+(B_\eta) - E_{d+}^+(B_\eta)}{2\mu_B B_\eta},$$
$$|\alpha| = \frac{E_{d-}^-(B_\eta) - E_{d-}^-(B_\eta)}{2\mu_B B_\eta}.\tag{23}$$

For the second case ($B \perp b$) we have:

$$E_{b+}^+(B_\xi) = \frac{b_0 + b_1 + d_0 - d_1}{2} + \sqrt{\left(\frac{b_0 + b_1 - d_0 + d_1}{2}\right)^2 + \delta^2 \mu_B^2 B_\xi^2},$$
$$E_{d+}^+(B_\xi) = \frac{b_0 + b_1 + d_0 - d_1}{2} - \sqrt{\left(\frac{b_0 + b_1 - d_0 + d_1}{2}\right)^2 + \delta^2 \mu_B^2 B_\xi^2},$$
$$E_{b-}^-(B_\xi) = \frac{b_0 - b_1 + d_0 + d_1}{2} + \sqrt{\left(\frac{b_0 - b_1 - d_0 - d_1}{2}\right)^2 + \gamma^2 \mu_B^2 B_\xi^2},$$
$$E_{d-}^-(B_\xi) = \frac{b_0 - b_1 + d_0 + d_1}{2} - \sqrt{\left(\frac{b_0 - b_1 - d_0 - d_1}{2}\right)^2 + \gamma^2 \mu_B^2 B_\xi^2}.\tag{24}

The absolute value of the parameter $\delta$ can be found in the limit of the large magnetic field $B_\xi$

$$|\delta| = \frac{E_{b+}^+(B_\xi) - E_{d-}^-(B_\xi)}{2\mu_B B_\xi},$$
$$|\gamma| = \frac{E_{b+}^+(B_\xi) + E_{d-}^-(B_\xi)}{2\mu_B B_\xi}.\tag{25}$$

**APPENDIX D. PARAMETERS**

To be able to simulate the experimental results with the model described above, one needs to find values of $g$-factors and exchange Hamiltonian parameters. To do so, the energies of the bright and dark states as a function of magnetic field were fitted using the eigenvalues Eqs. (22), (24) of simplified Hamiltonian Eq. (6). The example of such fitting was presented in the Fig. 7. This procedure was applied to measurements in the $\alpha$-polarization in both $B \parallel b$ and $B \perp b$ configurations. Combination of the results from these two measurements allowed to estimate values of the exchange splitting parameters. However, similar approach could not be implemented for the measurements in the $\beta$-polarization, as the effect of magnetic field was too weak. In that case high field limits were used: Eqs. (23), (25). These very rough estimations allow us to obtain all the necessary parameters, summarized in the Table II.

It should be noted, that the extracted values of the exchange parameters in the case of excited states are significantly smaller than the typical linewidths of the peaks ($\approx 5$ meV). Thus, these values should not be taken as exact.
TABLE II. Values of the parameters estimated from the experiment and used for the calculations.

| n | $b_0 - d_0$ (meV) | $b_1$ (meV) | $d_0$ (meV) | $g_{\eta x}^c$ | $g_{\eta x}^v$ | $g_{\xi y}^c$ | $g_{\xi y}^v$ |
|---|------------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 1 | 31.80            | 16.12       | 3.18        | 2.8         | 1.6         | -2.4        | 1.3         |
| 2 | 1.94             | 1.08        | 1.04        | 4.0         | 2.2         | -2.2        | 1.2         |
| 3 | 0.60             | 0.72        | 0.66        | 4.1         | 2.2         | -2.2        | 1.2         |
| 4 | 0.31             | 0.30        | 0.43        | 3.9         | 2.1         | -1.9        | 1.0         |

FIG. 7. Energies of the $2s^\alpha$ and D$2s^\alpha$ as a function of the in-plane magnetic field $B \parallel b$ along with the best fit to the corresponding eigenvalues Eq. (22) of the model Eq. (6).

APPENDIX E. METHODS

Low-temperature ($T=4.6$ K) zero-field experiments were conducted using continuous wave laser ($\lambda=515$ nm) as excitation. The sample was placed on a cold finger of a continuous flow cryostat. The excitation light ($P_{\text{exc}}=1$ mW) was focused by means of a 50x long-working distance objective with a 0.5 numerical aperture producing a spot of about 1 µm. The photoluminescence signal was collected via the same objective and went through $\lambda/2$-plate, which was used to change linear polarization, and linear polarization analyser, which was kept in the same position. The measured angle of polarization is arbitrary and does not reflect the angle between light polarization and any of the crystal axis. The collected signal was dispersed through a 0.5 m long monochromator and detected by a CCD camera.

The magnetophotoluminescence measurements were performed using free-beam-optics insert probe kept in liquid helium cryostat placed inside 30 T resistive coil (see Fig. 8(a)). The excitation light ($\lambda=633$ nm) was focused by means of an aspheric lens on the sample placed on top of a x-y-z piezo-stage. The excitation power on the sample was estimated to be equal to $P_{\text{exc}}=1$ mW. The signal was collected by the same lens and went through the $\lambda/2$-plate and linear polarizer. The collected signal was dispersed through a 0.5 m long monochromator and detected by a CCD camera.

The alignment of the samples versus the direction of magnetic field was achieved by using the linear breaks of cracks that can be seen on the surface of the ReS$_2$ crystals. These cracks indicate the rhenium chains in the material, as the strong Re-Re bonds lead to the preferential breaking along them [49, 50]. Since the rhenium chains are parallel to the $b$-axis of the crystal, the linear cracks allow to determine the crystallographic orientation of the sample. The correctness of the alignment was then checked using a polarizer and a half-wave plate.
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