Coupled Biotic-Abiotic Processes Control Biogeochemical Cycling of Dissolved Organic Matter in the Columbia River Hyporheic Zone
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A critical component of assessing the impacts of climate change on watershed ecosystems involves understanding the role that dissolved organic matter (DOM) plays in driving whole ecosystem metabolism. The hyporheic zone—a biogeochemical control point where ground water and river water mix—is characterized by high DOM turnover and microbial activity and is responsible for a large fraction of lotic respiration. Yet, the dynamic nature of this ecotone provides a challenging but important environment to parse out different DOM influences on watershed function and net carbon and nutrient fluxes. We used high-resolution Fourier-transform ion cyclotron resonance mass spectrometry to provide a detailed molecular characterization of DOM and its transformation pathways in the Columbia river watershed. Samples were collected from ground water (adjacent unconfined aquifer underlying the Hanford 300 Area), Columbia river water, and its hyporheic zone. The hyporheic zone was sampled at five locations to capture spatial heterogeneity within the hyporheic zone. Our results revealed that abiotic transformation pathways (e.g., carboxylation), potentially driven by abiotic factors such as sunlight, in both the ground water and river water are likely influencing DOM availability to the hyporheic zone, which could then be coupled with biotic processes for enhanced microbial activity. The ground water profile revealed high rates of N and S transformations via abiotic reactions. The river profile showed enhanced abiotic photodegradation of lignin-like molecules that subsequently entered the hyporheic zone as low molecular weight, more degraded compounds. While the compounds in river water were in part bio-unavailable, some were further shown to increase rates of microbial respiration. Together, river water and ground water enhance microbial activity within the hyporheic zone, regardless of river stage, as shown by elevated putative amino-acid transformations and the abundance of amino-sugar and protein-like compounds. This enhanced microbial activity is further dependent on the composition of ground water and river water inputs. Our results further suggest that abiotic controls on DOM should be incorporated into predictive modeling for understanding watershed dynamics, especially as climate variability and land use could affect light exposure and changes to ground water essential elements, both shown to impact the Columbia river hyporheic zone.
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INTRODUCTION

Climate changes such as rising temperatures, more frequent extreme storms and changes in season precipitation rates are expected to have a profound impact on biogeochemical cycling within hydrological systems (i.e., rivers, lakes, and streams). Dissolved organic matter (DOM) plays an essential role in watershed ecosystem energy budgets as it can drive whole-ecosystem metabolic processes (Yamashita et al., 2011; Adrian et al., 2016). DOM quality and composition are influenced by new plant and soil inputs into water systems, biotic, and abiotic processing in these systems and overall hydrological transportation controls (Watts et al., 2001), the majority of which may be altered in the future by a changing climate (Ritson et al., 2014). Abiotic (e.g., light, temperature) and biotic (e.g., microbial, enzymatic) factors can transform DOM to either more or less bio-available forms (He et al., 2016; Lønborg et al., 2018; Bowen et al., 2019) with follow-on effects across river corridor food webs (Graham et al., 2019). Further, perturbations to the rates and types of DOM introduced into watersheds from climate variability and land use can impact the extent of abiotic and biotic degradation, subsequently influencing CO₂ emissions to the atmosphere. For instance, prolonged exposure of DOM to sunlight can produce more bioavailable forms of DOM to microorganisms, thus influencing microbial respiration rates (Ward et al., 2017). At the same time, changes in the climate could induce changes in cloud cover and storm intensities. Recently, Young et al. (2019) showed that human-induced temperature changes were accompanied by an increase in cloudiness over northern Scandinavia, which in turn has reduced the impact of warming. Similarly, the increase in the frequency and intensity of extreme weather events induced by climate change can promote erosion and enhance turbidity in watersheds driven by increased distribution of suspended sediment along the river (Chen and Chang, 2019). The increase in cloud cover and turbidity could reduce abiotic degradation of DOM by sunlight. Similarly, land use can affect the rate in which inorganic compounds are introduced into watershed systems that can either hinder microbial interactions with DOM (Newbold et al., 2006) or enhance nutrient turnover (Johnson et al., 2009), resulting in the transport of more labile substrates across watersheds that can heighten microbial activity elsewhere.

In terms of the hyporheic zone, the biogeochemically active zone in hydrological systems, the degree of DOM degradability and composition of ground and river water inputs can thus strongly influence microbial hyporheic communities and lotic respiration as a whole. Parsing DOM differences between these regions (ground water, river water, hyporheic zone) is critical to understanding biogeochemical cycling and net fluxes through integrated river systems.

The hyporheic zone is an important ecosystem control point (Bernhardt et al., 2017) where ground water and river water mix (Boulton et al., 1998; White et al., 2015; Wohl, 2015). DOM plays an especially important role in the hyporheic zone, and its origins and bioavailability have been extensively shown to drive microbial activity and organic matter turnover in these control points (i.e., hyporheic zones). (Wagner et al., 2014; Stegen et al., 2016, 2018; Stern et al., 2017). Due to the physical nature of how river and ground water interact, plant and soil organic matter and microorganisms from different ecosystems are introduced into the hyporheic zone at different rates, temperature, and flow gradients are connected, organic matter composition is diversified, and oxygenation is accelerated, which can provide terminal electron acceptors for microbial metabolic processes and stimulate microbial activity (Boano et al., 2014; Merill and Tonjes, 2014). As such, the hyporheic zone can contribute to over 90% of river system respiration (Naegeli and Uehlinger, 1997). Previous studies have provided exhaustive insight on many of the complex interactions between physical, chemical, and biological processes that impact hyporheic zone ecology and hydrology. Flow and transport processes (Sophocleous, 2002; Boano et al., 2014; Fasching et al., 2016), geologic factors (Naiman et al., 2000; Kasahara and Wondzell, 2003; Hester and Doyle, 2008; Banks et al., 2019), water and redox chemistry (Briggs et al., 2015; Kaufman et al., 2017), microbial population dynamics (Clinton et al., 2010; Nogaro et al., 2013; Wagner et al., 2014; Graham et al., 2016), and their overlapping interactions (Stegen et al., 2016, 2018; Hou et al., 2017) can all change the rates of substrate degradation and transformation within the hyporheic zone. Further, altered metabolism of hyporheic zone organisms and their transformed byproducts can consequently affect the productivity of both the river and ground water systems it interacts with, as well as downstream ecological processes (Boulton et al., 2010).

Earth System Models (ESMs) continue to evolve as field-based observations necessitate increasing conceptual complexity (Burd et al., 2016); for example, the acknowledgment that terrestrial-aquatic interfaces are highly active zones of DOM transformation has created a knowledge gap because the dynamic mechanisms by which DOM is transformed in these zones remain under constrained. Reaction transport models (RTMs) are a powerful tool for simulating DOM transformation mechanisms by integrating thermodynamics, kinetics, and multidimensional transport in a process-based framework. Incorporation of omics data including metabolomics data into RTMs has been identified as a key new direction in the development of RTM capabilities for understanding critical zone processes (Li et al., 2017) as it can reveal new geochemical signatures that are currently undefined in watersheds. Recently, gene expression data coupled with metabolomics data, helped uncover new reactive components of DOM that represent a previously unidentified and likely sizable portion of marine organic carbon and sulfur cycling (Durham et al., 2015). Based on these and other examples, molecular datasets from across watersheds will likely uncover an intricate web of chemical–biological interactions that can be used to improve predictions of hydro-biogeochemical function in response to disturbance. While microbial and DOM cycling reactions have been to some extent incorporated into RTMs to provide a more realistic framework for simulating DOM turnover, the great complexity of possible organic reactions and microbial redox makes full parameterization difficult (Lawrence et al., 2014). Therefore, characterizing the most critical reactions for DOM turnover and mineralization will be...
highly useful to identify reactions for incorporation into RTM modeling frameworks.

Here, we used high resolution Fourier-transform ion cyclotron resonance mass spectrometry (FTICR-MS) to provide an in-depth characterization of DOM chemical composition and molecular signature of the Columbia River hyporheic zone and its ground water and river constituents. Previous research of this region (Stegen et al., 2016, 2018) found that mixing of ground water with river water stimulates respiration at the Columbia river hyporheic zone. The low dissolved organic carbon concentration in ground water protects thermodynamically favorable carbon (C) from decomposition and allows it to accumulate. At the same time, the recalcitrant nature of river water DOM protects it from microbial oxidation, allowing it to accumulate in river water. Mixing of ground water and river water removes these protection mechanisms in both systems and stimulates aerobic respiration [dissolved organic carbon (DOC) to CO$_3^-$] at the hyporheic zone. Yet, information about DOM molecular signatures in both river water and ground water systems, their overlap within the hyporheic zone as well as the different chemical transformations by which DOM is being degraded and transformed in these systems is still a significant knowledge gap. Providing insight into these signatures and mechanisms will help clarify how microorganisms influence and are influenced by DOM composition in the hyporheic zone. Here, we build upon this research to further understand (1) DOM molecular signatures (i.e., DOM character) in both river water and ground water systems and their overlap within the hyporheic zone, (2) how do DOM compositional differences in river water and ground water further explain the current established understanding of biogeochemical cycling in the hyporheic zone, and (3) the different chemical transformations (biotic and abiotic) or reactions by which DOM is being degraded and transformed in these systems. This knowledge is crucial for disentangling the organic matter drivers in hydrologic ecosystems and how those relate to broader biogeochemical processes. High-resolution chemical composition data, and the detailed properties of organic matter and degradation pathways outlined in this research, can reveal patterns of conserved reaction-scale processes and provide information that can be used in numerical hydro-biogeochemical and reaction transport models to improve predictions of hydro-biogeochemical function in response to disturbance. Resulting enhancements to predictive capacity will be important for accurately forecasting the ecological consequences of ongoing global environmental change. Once these in-depth interactions are explained, a better understanding of biogeochemical cycling and dynamics in watershed systems can be established.

**MATERIALS AND METHODS**

**Field Sampling**

Samples were collected as previously described in Stegen et al. (2016). Briefly, samples were collected from four ground water wells (GW) (adjacent unconfined aquifer underlying the Hanford 300 Area-sediment porosity of $\sim$0.20 and hydraulic conductivity of $\sim$7,000–8,000 m per day), Columbia river water (RW), and its hyporheic zone (HZ) (sediment porosity of $\sim$0.18 and hydraulic conductivity of $\sim$1–4 m per day) (Figure 1; Supplementary Table 1). The hyporheic zone was sampled at five locations (named p2, p3, p4, p5, and p6, respectively where p stands for “piezometer”) at multiple depths (“1” represents shallow depths and “6” represents deeper sampling depths—Supplementary Table 1) to capture spatial heterogeneity within the hyporheic zone using a custom-built multi-level sampling device installed with stainless steel piezometers; 1.2 mm screen length and 5.25 cm inside diameter (MAAS Midwest, Huntley, IL). The five sampled piezometers were not meant to be replicates but were assumed to capture different physical features of the hyporheic zone to provide access to a broader range of mixing conditions. Ground water contribution to hyporheic zone water increased with piezometer location number as shown by substantial variation in Cl$^-$ concentration within hyporheic zone samples (Supplementary Table 1, with p2 having lowest Cl$^-$/least ground water and p5 having highest Cl$^-$ concentration/highest ground water); Cl$^-$ concentration was used as a conservative tracer.

Ground water was sampled from four wells across the top of the subsurface aquifer and river water was sampled near the piezometers. Samples from all the listed locations ($5 \times$ hyporheic zone, $4 \times$ ground water, and $1 \times$ river) were collected at four-time intervals (A–D) in November 2013 across $\sim$1 week, relating to different river level stages as outlined in Stegen et al. (2016). River stage was monitored $\sim$300 m downstream of the field sampling locations using a pressure transducer coupled to a CR1000 data logger (Campbell Scientific Inc., for both). Within the week of 11/17/2013–11/25/2013, river elevation fluctuated between 104.6 and 105.8 m. The four time points that were chosen for sampling represented short-term fluctuations caused by up-river flow regulation at the Priest Rapids dam. Time intervals A and D were low river stage (river elevation was $\sim$104.8 m and 104.6 m, respectively) and time intervals B and C were high river stage (river elevation was $\sim$105.2 m and 105.4 m, respectively). As such the four time intervals described above will be referred to: stage A, stage B, stage C, and stage D. Temporal fluctuations in the river stage can cause variation in the degree of ground water–surface water mixing, which in turn changes the resource environment experienced by hyporheic zone microbial community. Water from the hyporheic zone and the river were sampled using a peristaltic pump and the subsurface aquifer was sampled using submersible pumps; all systems were purged—the equivalent of at least three volumes—before sample collection. At each location, pumped water passed through 0.22 µm polyethersulfone Sterivex filters (Millipore Co., Billerica, MA) for either $\sim$30 min or until 10 L had passed through a filter, whichever came first; sampled volume ranged from 1.33 to 10 L. Samples for FTICR-MS analysis were filtered and collected into 40 ml borosilicate vials and frozen at $\sim$20°C. Monthly climatological data summaries, as well as other information, are available at the following two links: https://www.hanford.gov/page.cfm/hms and https://www.hanford.gov/files.cfm/Nov2013i.pdf. Briefly, for the month of November 2013, the average daily temperature within the Hanford 300 Area ranged between $-5^\circ$ and $12^\circ$C, with warmer temperatures the first 20 days of the month (average maximum of $12^\circ$C)
followed by a significant drop toward the end of the month (average maximum of $-$5°C). The total water equivalence was around 9 mm with only 4 days of rain. Ten days in the month of November were cloudy with an average sky cover metric, defined as the average sky cover between sunrise and sunset in tenths of sky covered, of 10 (100%) meaning clouds covered the entire sky for that day. During the week when the samples were collected, the sky cover was very low with relatively high observed daily shortwave radiation (solrad) [~187.2 langleys per day (ly/d)].

For objectives 1 and 2, we combined the data for each system (GW, HZ, and RW) from all staging events and regardless of location. For objective 3, we are distinguishing between the five different locations within the hyporheic zone. More details are included below.

**FTICR-MS Data Acquisition**

A 12 Tesla Bruker SolarIX FTICR spectrometer located at EMSL, a DOE-BER national user facility located in Richland, WA, was used to collect high resolution mass spectra of the DOM water samples by direct injection, as previously described in Tfaily et al. (2018). Approximately, 100 µl of water was mixed with methanol (1:2) before injection onto the mass spectrometer to enhance ionization. Briefly, a standard Bruker ESI source was used to generate negatively charged molecular ions and then samples were introduced directly to the ESI source. The instrument was externally calibrated weekly to a mass accuracy of <0.1 ppm using a tuning solution from Agilent, which contains the following compounds: C$_2$F$_3$O$_2$, C$_6$HF$_9$N$_3$O, C$_{12}$HF$_{21}$N$_5$O, C$_{20}$H$_{18}$F$_{27}$N$_3$O$_3$P$_3$, and C$_{26}$H$_{18}$F$_{39}$N$_3$O$_8$P$_3$ with a mass-to-charge ratio (m/z) ranging between 112 and 1,333. The instrument settings were optimized by tuning on a Suwannee River Fulvic Acid (SRFA) standard. Blanks (HPLC grade MeOH) were ran at the beginning and the end of the day to monitor potential carry over from one sample to another and the instrument was flushed between samples using a mixture of water and methanol. The ion accumulation time (IAT) varied to account for differences in C concentration between samples. One hundred and forty-four individual scans were averaged for each sample and internally calibrated using OM homologous series separated by 14 Da (-CH$_2$ groups). The mass measurement accuracy was <1 ppm for singly charged ions across a broad m/z range (i.e., 100 < m/z < 1100). The mass resolution was 350,000 at 339.112 Da. To further reduce cumulative errors, all sample peak lists for the entire dataset were aligned to each other prior to formula assignment to eliminate possible mass shifts that would impact formula assignment.

**Formula and Biogeochemical Class Assignment**

Putative chemical formulas were assigned using Formularity software (Tolić et al., 2017). Chemical formulas were assigned based on the following criteria: signal-to-noise (S/N) > 7, and mass measurement error <1 ppm, taking into consideration...
the presence of C, H, O, N, S, and P and excluding other elements. Peaks with large mass ratios ($m/z$ values $> 500$ Da) often have multiple possible candidate formulas. These peaks were assigned formulas through propagation of CH$_2$, O, and H$_2$ homologous series. Additionally, to ensure consistent choice of molecular formula when multiple formula candidates are found the following rules were implemented: the formula with the lowest error with the lowest number of heteroatoms was consistently picked and the assignment of one phosphorus atom required the presence of at least four oxygen atoms.

Data was filtered to select for $m/z$ with mass range of 200–900 where most peaks appeared. Compounds were then plotted on van Krevelen diagram based on their molar H:C ratios (y-axis) and molar O:C ratios (x-axis) (Kim et al., 2003). Van Krevelen diagrams provide a means to visualize and compare the average properties of organic compounds and assign compounds to the major biochemical classes (e.g., lipid-, protein-, lignin-, carbohydrate-, and condensed aromatic-like). Biochemical compound classes were reported as relative abundance values based on counts of C, H, and O for the following H:C and O:C ranges: lipids ($0 < \text{O:C} \leq 0.3$ and $1.5 \leq \text{H:C} \leq 2.5$), unsaturated hydrocarbons ($0 \leq \text{O:C} \leq 0.125$ and $0.8 \leq \text{H:C} < 2.5$), proteins ($0.3 < \text{O:C} \leq 0.55$ and $1.5 \leq \text{H:C} \leq 2.3$), amino sugars ($0.55 < \text{O:C} \leq 0.7$ and $1.5 \leq \text{H:C} \leq 2.2$), lignin ($0.125 < \text{O:C} \leq 0.65$ and $0.8 \leq \text{H:C} < 1.5$), tannins ($0.65 < \text{O:C} \leq 1.1$ and $0.8 \leq \text{H:C} < 1.5$), and condensed hydrocarbons (aromatics; $0 \leq 200 \text{O:C} \leq 0.95$ and $0.2 \leq \text{H:C} < 0.8$) (Taily et al., 2017). Further, to disentangle essential elements and their relation to chemical class, each mass was then subsequently filtered with N$>0$, P$>0$ or S$>0$ and then plotted again on van Krevelen diagrams.

Compositional Data Normalization, Multivariate, and Statistical Analysis
Relative abundance of biochemical compound classes was normalized for multivariate statistical transformation by performing centered log ratio (CLR) on each sample. The CLR function of the R package compositions (van den Boogaart and Tolosana-Delgado, 2008) was used for CLR transformation. This approach allows for confident application of statistical analysis on each compositional dataset (e.g., each sample) (Aitchison, 1994; Pawlowsky-Glahn and Bucianti, 2011). Principal component analysis (PCA) was performed on all sample replicate CLR-transformed chemical class abundances. Hierarchical cluster analysis (dendogram-heatmap) of the CLR transformed abundances was used to map sample replication by class abundance as well as visualize class abundance differences as a function of each ecosystem (ground water, hyporheic zone, and river water). To determine the significance of these observed differences between organic compound class assignment abundances by location, relative abundances of ground water, hyporheic zone, and river organic compounds were subjected to Kruskal–Wallis rank sum tests. Following a significance observed by a $p$-value of $<0.05$, Dunn post-hoc tests were performed between ecosystem and chemical class composition, then coupled with box plots of compound class abundances to visualize the statistical significance between compound class groups within each system. These non-parametric tests were chosen in this study due to the low number of replicates per sample. All normalization and statistical analysis were executed in R (version 3.6.1).

Unique Mass Comparisons and Gibbs Free Energy
After checking the reproducibility of biological replicates using van Krevelen diagrams above, replicate $m/z$ counts of each ecosystem (ground water, river water, and hyporheic zone) were combined regardless of stage or location in order to probe at the characteristics of each system rather than temporal differences. Unique peaks (i.e., peaks present in one ecosystem but not the other) were filtered as pairwise comparisons between the following groups: ground water vs. river water, ground water vs. hyporheic zone, hyporheic zone vs. river water. The unique peaks were plotted on van Krevelen diagrams, as described above, using R (version 3.6.1) to observe biochemical compound class differences. Further, Gibbs free energy (GFE) was calculated, as described previously in Boye et al. (2018), for all unique peaks assigned a molecular formula. Briefly, each assigned molecular formula was used to calculate the nominal oxidation state of C (NOSC) according to the following equation:

$$\text{NOSC} = -\left(\frac{4 \times C + H - 3 \times N - 2 \times O + 5 \times P - 2 \times S}{C}\right) + 4$$

(1)

NOSC values were then used to calculate the GFE of each unique compound according to Equation 2. Low GFE values are an indication of compounds more thermodynamically favored to undergo metabolic and chemical reactions (i.e., available for microbial communities), whereas higher values reflect microbially degraded and transformed (i.e., recalcitrant) DOM. GFE of all unique peaks in each pairwise comparisons were then plotted using R (version 4.4.0) and a list is provided in Supplementary Table 2.

$$\Delta G_{\text{Cox}} = 60.3 - 28.5 \times \left(\text{NOSC}\right)$$

(2)

Network Analysis
To identify and contrast putative DOM transformation or decomposition pathways across different ecosystems, the mass differences between FTICR–MS peaks within each sample were compared with precise mass differences for commonly observed biochemical transformations adopted from Breitling et al. (2006). This approach is possible because of the ultra-high mass accuracy of FTICR–MS. For example, a mass of 2.0156 Da, e.g., represents a hydrogenation/dehydrogenation reaction, whereas a mass difference of 71.0371 indicates a reaction in which one alanine (C$_3$H$_7$NO) was lost. Within each sample, the number of times each putative transformation was observed was counted based on precise mass differences between FTICR–MS peaks. Values were then normalized based on percentage of transformation counts per sample. Transformation data were combined across ecosystem type and both multivariate
(PCA) and univariate (Kruskal–Wallis, Tukey Post-Hoc) analysis were performed using MetaboAnalyst (version 4.0) to determine driving transformations of each ecosystem. A list of all significant transformations between paired groups are listed in Supplementary Table 3.

Transformation analysis data for all samples (stages A–D) were then plotted on a network analysis using MetaNetter (Burgess et al., 2017), a Cytoscape Version 3.8.0 (Shannon et al., 2003) plug-in, as described previously by Longnecker and Kujawinski (2016). Briefly, mass difference between the two m/z values resulting from a chemical transformation were demonstrated as an edge in the network, and the initial and final compounds (namely, reactant, and product) as nodes (Breitling et al., 2006; Burgess et al., 2017). For example, the gain or loss of CO$_2$ (i.e., mass difference $\Delta m/z = 43.9898$) between two compounds would be represented as two “nodes” connected by an edge named “CO$_2$.” For each putative transformation, there may be a series of connected m/z values, and one m/z value may be connected to other m/z values by more than one transformation. For a biochemical reaction to be considered valid by this method, both the reactant and the product should be present. Network analyzer was performed to calculate network heterogeneity of each sample. The network heterogeneity reflects the tendency of a network to contain hub nodes where a hub is a node with a number of transformations that greatly exceeds the average. Thus, higher network heterogeneity signifies a larger and more diverse rate of node connections, signifying a more transformed system (i.e., the same compound could be produced through a multitude of reactions and/or the same compound can be degraded in many different pathways). Statistical analysis (Tukey HSD) was performed on combined network heterogeneity between combined values for each ecosystem.

To further visualize differences in putative DOM transformation pathways between ground water, hyporheic zone, and river water samples, nodes were colored based on their compound class as assigned using van Krevelen diagrams. Edges were colored (1) yellow in the ground water network if they originated from H$_2$S, PO$_4^{3-}$, NO$_3^-$, S$_2$O$_4^{2-}$, and diphosphate, (2) red in both the river water and hyporheic samples if they originated from putative abiotic transformations upregulated in the river (carboxylation, acetylation, hydroxyltion, and glycoxylation), and (3) blue in the hyporheic zone samples if they originated from any of the 20 putative amino acids transformations. While this approach was applied to all samples from different stages, we only chose stage A to visually represent the differences between the HZ, river water and ground water since the differences observed in the chemical transformations between the HZ, river water and ground water in stage A were similar to those observed in stages B–D. We further distinguished between the five different locations within the hyporheic zone to see whether river stage and thus changes in ground water-river water mixing ratios can influence the quality and quantity of chemical transformations observed in the hyporheic zone.

To further confirm that the transformations observed in the hyporheic zone were not merely due to pure mixing of ground water and river water, we calculated the number of transformations that could be expected under pure transport and compared it to the transformation profile that was observed in the hyporheic zone. This approach was tested on samples collected from stage A sampling event. To do so, ground water mass spectral features from stage A were grouped together to generate one ground water peak list for stage A. Similarly, mass spectral features from all the hyporheic zone samples that were collected during stage A sampling event were grouped together to generate one hyporheic zone peak list. We eventually had three peak lists: one from river water (stage A), one for ground water (stage A), and one for the hyporheic zone (stage A). The peak lists from ground water and river water were considered pure end members. We then prepared three new peak lists using three different scenarios (i.e., three ground water-river water mixing ratios) (90%GW:10%RW, 50%GW: 50%RW, and 10%GW:90%RW) by randomly sampling from the pure end members peak list in proportion to the ground water-surface water mixing ratio. We then performed transformation analysis (as described above) on each of these three peak lists. The transformation results from these peak lists were then compared to the transformations observed at the hyporheic zone from stage A sampling event.

**Kendrick Mass Defect Analysis**

Samples from stage A were further analyzed independently by Kendrick mass defect analysis (Hughey et al., 2001), another useful approach for representing and comparing large molecular data sets. Kendrick mass analysis is based on rescaling each identified formula according to Equation 3. This rescaling is equivalent to assigning each mass of CH$_2$ as 14.0000 amu instead of the International Union of Pure and Applied Chemistry (IUPAC) mass of 14.01565 amu.

$$Kendrick \ mass = IUPAC \ mass \times \left( \frac{14.0000}{14.01565} \right) \quad (3)$$

Members of a homologous series (namely, compounds that contain the same heteroatom and number of rings plus double bonds, but different number of CH$_2$ groups) have identical Kendrick mass defect (KMD). The KMD is calculated from difference between the Kendrick mass and the IUPAC nominal mass as shown in Equation 4:

$$Kendrick \ mass \ defect \ (KMD) = (Kendrick \ nominal \ mass \ - \ Kendrick \ mass) \quad (4)$$

Nominal Kendrick mass is determined by rounding the Kendrick mass up to the nearest whole number. A Kendrick plot is then plotted using all formulas reduced to their KMD plotted against Nominal Kendrick mass. The KMD value for any molecule increases as the oxygen content and the degree of unsaturation increase. Thus, high KMD values for any given nominal mass indicate extensive oxygenation and/or unsaturation. As a result, elemental compositions differing in the number of oxygen atoms and/or the number of double bonds (i.e., homologous species) are separated vertically due to their different KMD values.
RESULTS

DOM Composition Is Driven by Ecosystem Type, Not River Stage

Principal component analysis (PCA) was performed on the center log ratio-transformed organic compound abundances of four sampling events from different stages in the ground water, hyporheic zone, and river ecosystems. The events were defined by different river stages, outlined Stegen et al. (2016). Three distinct groupings were observed and explained 55.7% of the organic compounds' variance (Figure 2A). Ecosystem type drove more of the variance within the data set rather than river stage during sampling event, which was shown by both the PCA clusters grouping by ecosystem not sampling time as well as the hierarchal clustering dendrogram grouping by ecosystem type (Supplementary Figure 1A). However, ground water sampled during stage C showed some similarities to the hyporheic zone composition (Figure 2A, Supplementary Figures 1A,B). This overlap could likely have to do with river stage, as it was the highest during sampling stage C, and could be due to the inland movement of hyporheic zone pore fluids. However, considering more of the variance was driven by ecosystem type, and because one of our goals was to define the overall signatures of the ecosystem rather than river stage fluctuations, we combined events (i.e., stages) for characterization of each ecosystem. However, we do recognize that river level fluctuations play an important role in hyporheic zone dynamics, thus further molecular characterization of river level influences on DOM changes should be explored in future work.

Ground water was characterized by significantly larger abundances of unsaturated hydrocarbon- like compounds (p value = 0.0017, Supplementary Table 4), with elevated levels of lipid- and tannin- like compounds (Figure 2B). Further, a large diversity of N and S- containing compounds were observed as compared to the river, yet most were concentrated the lipid-like region (Figure 3). On the other hand, the river water contained a significantly higher abundance of both lignin- and protein-like compounds (p values = 0.0024 and 0.0107, respectively, Figure 2B, Supplementary Table 4). The river system had lower diversity of N and S containing compounds compared to the ground water, and compounds containing these elements were primarily localized to condensed hydrocarbons (Figures 3A,B). Unsurprisingly, the hyporheic zone reflected an overlap of both of its water inputs, shown by gradients in condensed hydrocarbon-, lignin-, lipid-, protein- and unsaturated hydrocarbon-like compounds (Figure 2B). However, the hyporheic zone was characterized by elevated levels of amino sugars and carbohydrates as well (Figure 2B) and an abundance of N-containing compounds in the protein- and amino sugar-like region (Figure 3A). The diversity of N, S, and P containing compounds in the hyporheic zone were overall greater than both of the ground and river water inputs (Figure 3). Both the hyporheic zone and ground water had elevated N and P compounds within the lipid-like region.

Thermodynamic Driving Forces of the Ground Water, Hyporheic Zone, and River Corridor

Organic compounds distribution of each system revealed that the hyporheic zone, as expected, was influenced by organic compounds from both the river water and ground water (Figure 4A). However, we wanted to understand the molecular signature of DOM that is driving the underlying thermodynamics that could control microbial respiration in the hyporheic zone. Thus, unique compounds to each system were generated from pairwise comparisons (unique masses in ground water vs. river, hyporheic zone vs. ground water, and hyporheic zone vs. river—Figure 4B) and their thermodynamic favorability was calculated by Gibbs free energy (GFE—Figure 4C). Briefly, a higher GFE signifies more degraded organic matter that is less favorable for microbial oxidation, where conversely, a lower GFE denotes greater thermodynamic favorability. GFE is also dependent on other variables, such as oxygen, which can catalyze the degradation of DOM even if it is not bioavailable.

Ground water was characterized by an overall greater range of GFE, and a larger abundance of lower GFE compounds (GFE below 50) (Figure 4C). While both river water and hyporheic zone had less thermodynamically favorable DOM overall, the hyporheic zone was still comprised of slightly more labile DOM (Figure 4C). This could be indicative of microbial transformations of DOM inputs from both the river and ground water systems to different degrees of bioavailable compounds, both more degraded and more utilizable, with varying GFE. This phenomenon is further elucidated by a larger abundance and broader range of unique organic compounds that appear in the hyporheic zone but are not present in either of its inputs (i.e., ground and river water) (Figure 4B).

Chemical Transformations Are Driven by Abiotic, Biotic, or Essential Element Dynamics

Putative chemical transformation analysis (biotic and abiotic transformation abundance) can provide better insight on how DOM dynamics are varying and subsequently influencing DOM degradation and bioavailability within the hyporheic zone. Multivariate analysis indicated that transformations were still driven by their ecosystem groupings (25.3% of variance), yet more overlap was observed between the hyporheic zone and river systems (Figure 5A, Supplementary Figure 2). The hyporheic region was strongly driven by an abundance of putative amino acid transformations (i.e., an increase in the abundance of chemical transformations that involve a loss or a gain of an amino acid), which could suggest that the ability to degrade or synthesize proteins may be a key functional trait for microbial communities in the hyporheic zone (Figures 5B, 6A). While the ground water also showed fluctuating amounts of amino acid transformations, the river was practically void of these reactions (Figure 6A). The river water had a significantly higher rate of carboxylation (e.g., gain or loss of carboxylic acid group, mostly abiotic) and acetylation reactions, and was further driven by more putative
FIGURE 2 | (A) Principle component analysis (PCA) on centered log ratio (CLR) transformed chemical class abundances in each system (ground water, hyporheic, and river water) at four-time intervals (A–D) (i.e., different river level stages) in November 2013; (B) Box plots of CLR transformed chemical class abundances in each system (ground water, hyporheic zone, and river water). Dunn post-hoc tests were performed between ecosystem and chemical class composition to visualize the statistical significance (represented by an *if $p < 0.05$ and **if $p < 0.001$).
abiotic and sugar transformations (Figures 6B,C). The ground water DOM was characterized by a diverse suite of N, P, and S containing transformations (Figures 6D–F), including H$_2$S, NO$_3^-$, and PO$_4^{3-}$ (Figures 6D–F, respectively). This is concurrent with the larger observed abundance of organic compounds with N, S, and P in ground water compared to river as shown in Figure 3.

End-member transformation data (i.e., transformations expected under pure transport) in proportion to the different ground water-surface water mixing ratio at
sampling stage A revealed an increase in the number of transformations with the increase in river water contribution (Supplementary Figures 2A,B) regardless of transformation type. However, the number of transformations observed in the hyporheic zone at sampling stage A were significantly higher than those predicted under pure transport, regardless of mixing ratio and transformation type (Supplementary Figures 3A,B). Furthermore, when the number of transformations observed in the hyporheic zone were plotted as a function of those observed under pure mixing (Supplementary Figure 4), steeper slopes were observed under pure mixing conditions which indicate significantly higher transformation in hyporheic zone. The high number of transformations observed in the hyporheic zone was also independent of the total number of peaks observed in these sample, in contrast to those observed under pure transport (Supplementary Figure 5).
DOM Transformations in River System Are Driven by Abiotic Factors

Network analysis was utilized to reveal patterns of biochemical transformations by plotting all exact masses within a system connected by their related transformations. This allowed us to visualize how each mass was connected to others, providing a graphical illustration of all putative organic compounds' connections and transformations. Network heterogeneity was then calculated from these networks to gauge the extent to which molecules were transformed. Briefly, a higher network heterogeneity signifies more connections and greater variation of connection types between each mass, indicating more organic compounds transformations, turnover, and degradation to different types of species (i.e., a more transformed system). For visual simplicity, the networks provided here only relate to river stage “A” since similar trends were observed between GW, HZ, and RW from all stages. Network heterogeneity, however, is comprised of values from all river stages and replication to provide a holistic analysis. Across the ground water to river gradient, networks of the hyporheic zone visually looked like those closer to their source (i.e., piezometer 2 contained less ground water contribution as compared to piezometer 5, which contained the most). Interestingly, across a gradient of increasing river water contribution within the hyporheic and ultimately to river water itself, there was an increasing cluster of compounds removed from the main larger cluster (Figure 7A). This is herein called the small network organic compounds, we colored the transformations of the hyporheic zone and river system networks based on transformations that were significantly more common in the river (Supplementary Table 3) (colored red—carboxylation, acetylation, hydroxylation, glycoxylation, Figure 7A). These side clusters were composed primarily of transformations that were significantly more common in the river (i.e., >50% of the transformations observed in these small networks were attributed to carboxylation, acetylation, hydroxylation, and glycoxylation), of which carboxylation reactions were the dominant transformations. Network heterogeneity increased significantly across the ground water to river water gradient (p values = 0.0058, 0.0010, and 0.0072, Figures 7B,C, Supplementary Table 5). Additionally, when parsing out river stage variability, the hyporheic zone showed an increase in network heterogeneity in stages C and D compared to stages A and B; hence the contribution of river water to the HZ was higher.

We used Kendrick mass defect (KMD, normalized by -CH₂) to further understand differences between each system's molecular composition (Figure 8). Homologous species (i.e., those with the same Kendrick mass) that have larger KMD values signify less degraded, more oxygen incorporated compounds. Compounds with lower KMD values in a homologous species are more degraded, less oxygenated, and H-enriched. Interestingly, the ground water only showed one grouping of masses with higher KMD, and a greater abundance of high molecular weight compounds (average m/z ratio ~375, Supplementary Figure 6). Two distinct groupings were revealed in both the hyporheic zone and river water, and when assessed further, the lower mass deficit
FIGURE 6 | (A) Bar plot of the relative abundance of putative amino acid transformations in each system grouped over four stages (A–D); Box plot of normalized abundance of putative (B) carboxylation, (C) Acetylation, (D) H₂S, (E) NO₃⁻, and (F) PO₄³⁻ transformations in each system grouped over four-time intervals.
compounds were associated with the distinct clusters observed in the network analysis and were of lower molecular weight. This suggests that the subnetwork clusters observed in the hyporheic zone and river network plots are associated with less oxygen-incorporated, more degraded low molecular weight (LMW) compounds. These LMW KMD compounds were also classified as lignin-like molecules in van Krevelen diagram. Overall, the hyporheic zone and river water compounds were composed of slightly less LMW compounds as compared to the ground water (average \( m/z \) ratio \( \sim 325–375 \) and \( \sim 325–350 \), respectively, Supplementary Figure 6).

The dynamic nature of ground water and river water mixing within the hyporheic zone is illustrated by the variation in KMD composition between two different hyporheic zone samples (Figure 7D–Hyporheic zone AP5-1 vs. AP2-1). The hyporheic zone sample with greater river contribution (AP2-1) showed closer similarity to river water KMD distribution, as opposed to the hyporheic zone sample (AP5-1) with larger ground water contribution (Figures 1, 7A, 8D).

**DISCUSSION**

We used high resolution, Fourier transform ion cyclotron resonance mass-spectrometry to provide an in-depth molecular characterization of the Columbia River hyporheic zone DOM, and its constituents (river water and ground water). These in depth profiles (1) provided a deeper understanding of DOM chemical composition of the Columbia River hyporheic zone, and ground and river water (Figures 2–4), (2) confirmed and extrapolated upon a previous hypothesized mechanism by which microbial activity is enhanced in the hyporheic zone (Figures 5–7), (3) revealed abiotic drivers in river systems are transforming DOM before it is introduced into the hyporheic zone (Figures 6, 8).

The ground water profile was characterized by a more diverse suite of N and S containing compounds than the river, P compounds localized within the lipid- and condensed hydrocarbon-region of the van Krevelen diagram (Figure 3), as well as transformations that cycle these nutrients (\( \text{NO}_3^- \), \( \text{H}_2\text{S} \), and \( \text{PO}_4^{3-} \)) (Figures 5, 6). Further, more thermodynamically
favorable DOM and lower network heterogeneity suggest that DOM in the ground water was not as actively transformed as the river water and hyporheic zone, even though microorganisms were present (Figure 4). While these data together could suggest anaerobic respiration, a slower and less energetically favorable reaction utilizing NO$_3^-$ and SO$_4^{2-}$ as terminal electron acceptors (Kim et al., 2015; U.S. Geological Survey, 2016), the ground water aquifer is known to be highly oxygenated (Stegen et al., 2018), and thus, persistence of labile DOM would not be limited by anaerobic conditions. While the effective rates of such reactions were shown to be as fast as aerobic mineralization (Kolbe et al., 2019; Bochet et al., 2020), Oldham et al. 2013 showed that the exposure time (i.e., the proportion of residence time with requisite conditions) plays a major role in regulating reactions (Oldham et al., 2013). The low residence time of DOM in ground water, which is dependent on river water fluctuations, could play a role in decreased DOM processing. Stegen et al. (2018) further showed that DOM within the ground water aquifer was at low enough concentrations that this labile C was likely protected more so by the energetics of the system—that is, the odds a microbial cell comes across a DOM molecule is unlikely, and even if it does, it is not worth the microorganism’s energy to consume it. Due to the limitation of electron donors in this system, we hypothesize the upregulation of putative -NO$_3^-$ and -H$_2$S transformations (Figures 5, 6) could be due to the abiotic incorporation of these elements into DOM (Sleighter et al., 2014;
Pohlabilan et al., 2017). This hypothesis suggests that N and S "nutrients" could be supplied to the hyporheic zone as abiotically transformed DOM. Chemical reactions involving P such as loss of gain of a phosphate group are attributed to agricultural inputs in the area, likely due to phosphate leaching from surrounding sediments (Reddy and DeLaune, 2008). Predicted increase in the frequency of extreme events, induced by climate change, could alter DOM residence time in ground water and the input of phosphate from surrounding land, leading to changes in ground water DOM composition with direct impact on DOM composition and microbial metabolism in the hyporheic zone.

Considering a larger diversity of N and S containing compounds were observed in the ground water as compared to the river water (Figure 3) in this current study, it is likely that a more heterogeneous set of substrates with these incorporated essential elements could be provided to the hyporheic zone. This diversity could in turn be utilized in a larger suite of microbial processes. Our results also further enhance the hypothesis that labile DOM is protected within the ground water ecosystem (Figure 4C), since we observed an abundance of labile DOM even in the presence of microorganisms. This implies that labile DOM with abiotically incorporated essential elements could be energetically protected until these compounds enter the hyporheic zone, which would only further influence microbial activity and respiration. Abiotic-driven DOM sources of essential elements to the hyporheic zone is an important topic for further exploration as it is speculated that hyporheic zone microorganisms within the Columbia river are N-limited (Stegen et al., 2018). Future research should be performed to understand how various land inputs, residence time and temperature can affect abiotic transformations of these molecules, explore the different levels of bioavailability of these DOM essential elements to microorganisms, and confirm linkages between essential elements integrated into labile DOM and how these molecules affect hyporheic zone microbial activity.

DOM composition (Figures 2–4) and transformation data (Figures 5–7) results revealed that the hyporheic zone is metabolically active with an over-representation of N containing compounds, relative to river water and ground water. These results were consistent with the conceptual model that was developed by Stegen et al. (2016, 2018) that suggests a stimulation of respiration by mixing of ground water with river water. While we show that changes in stage can either increase or decrease hyporheic exchange depending on the substrate materials and driver of the change in flow with direct impact on DOM composition in the hyporheic zone (Figure 8) (Wroblicky et al., 1998; Sawyer et al., 2009; Mojarrad et al., 2019), our end-member transformation data results revealed that all chemical transformations were deviated from mixing expectations regardless of mixing ratios and thus river stage. A clear direction for future research is to use our chemical transformation approach to combine mixing models with biogeochemistry to better characterize how the hyporheic response to changes in river stage, driven by climate change (e.g., extreme events, sunlight, temperature, water turbidity, and land inputs) would influence biogeochemistry and microbial activity at the watershed scale.

DOM of river systems is a mixture of autochthonous and allochthonous DOM (Creed et al., 2015; Bertuzzo et al., 2017; Abbott et al., 2018; Shogren et al., 2019) with the latter being more common in the river compared to both the hyporheic zone and ground water (Figures 7, 8). Carboxylation has been widely thought to be a byproduct of DOM photo-chemical oxidation (Ward and Cory, 2016), and photodegradation of lignin in river systems has been well established (Opsahl and and, 1998; Spencer et al., 2009; Raymond and Spencer, 2015). Additionally, the sky cover was very low throughout the sampling period in November 2013 with relatively high
observed daily shortwave radiation. Thus, our results may suggest that photo-chemical oxidation is partially oxidizing lignin-like compounds within the river system to lower molecular weight compounds. The Kendrick mass defect analysis of these subset of compounds confirms this observation—the organic compounds were (1) lower in molecular weight compared to other compounds in the system (i.e., more degraded), and (2) lower in Kendrick mass deficit values (i.e., loss of oxygen), likely a product of carboxylic acid group removal via photochemical oxidation. This finding has important implications to the extent that the relative change in photo-oxidative control on bioavailability can either amplify or hamper microbial respiration within the hyporheic zone. It has been shown that byproducts of photo-chemical oxidation of DOM in water systems can largely stimulate microbial respiration (Judd et al., 2007; Ward et al., 2017). However, these pathways are complex, since utilization of partially photo-oxidized biproducts depends on microbial community composition as well as the extent of DOM degradation from sun exposure. A recent study by Soares et al. (2019) illustrated that DOM bioavailability in streams actually increased as water residence time and photo exposure increased, suggesting longer exposure of water to sun can enhance the transformation of DOM to usable substrates. While the abundance of LMW compounds in our system from abiotic degradation pathways such as photodegradation, as revealed by transformation analysis revealed, could potentially be used by microorganisms, the relatively large separation of these compounds from others in the hyporheic zone network analysis suggests that lignin photo-oxidized biproducts are not significantly being used by microorganisms. Future research should focus on how changes in environmental conditions such sky cover, temperature and observed daily shortwave radiation could impact abiotic degradation of DOM in river water and how the increase in the intensity of extreme events could impact water turbidity and water residence time.

The two network clusters observed in Figure 7, however, were still connected rather than completely separate (Figure 7). Across all hyporheic zone networks, three types of putative transformations made up the majority of all connections between large and small networks in the hyporheic zone: palmitoylation, lysine addition, and ethyl addition. Palmitic acid plays an important role in cell membrane organization, signal transduction and energy storage. In palmitoylation reactions, proteins are modified by the addition of palmitoyl chains, which are subsequently used in protein localization for biotic cellular membrane interactions and processes (Linder and Deschenes, 2003). This process typically occurs with cysteine amino acid-containing peptides, although it can also occur with lysine (Smotrys and Linder, 2004). While putative, these transformation data suggest it is possible that photo degraded organic compounds from the river system are then partially utilized for biotic palmitoylation processes in the hyporheic zone, even if only to a minimal extent. Ethyl-addition is also generally indicative of abiotic DOM degradation, which could further suggest coupled abiotic-biotic DOM degradation influences on hyporheic zone DOM turnover.

It is also interesting to note that network heterogeneity (indicative of larger transformations and degradation) was always greater in the river than the hyporheic zone, regardless of river stage (Figure 7). These results directly oppose the current dogma of watershed organic matter degradation, where much of DOM turnover is thought to occur due to enhanced microbial activity in the hyporheic zone but agrees with recent work by Lee-Cullin et al. (2018), which suggested that hyporheic exchange homogenizes DOM diversity in surface water. Our results suggest abiotic degradation may be playing a significant role in DOM degradation within watershed systems. Therefore, we believe it is important to consider the abiotic controls on Columbia River DOM and its influence on hyporheic zone respiration. It remains unclear, however, how representative this site is of the whole Columbia River system, and more generally to other river systems in different ecological contexts. This is an open research question that can only be evaluated through future work that involves distributed sampling/experimental campaigns across river corridors.

Currently models such as CLM4.5 classify OM lability broadly using operationally defined categories derived from mineral soils (Campbell and Paustian, 2015) by defining three categories of OM stabilization mechanisms: (1) mineral-associations (chemical protection); (2) physical protection through aggregate compartmentalization; and (3) protection through inherent recalcitrance of OM (biochemical protection), with the remaining OM in the unprotected pool (Six and Paustian, 2014). These categories, however, fail to capture the full complexity of DOM, and are not necessarily representative of the chemical classes observed in watersheds. The high-resolution analytical techniques that were employed in this study can address these critiques and improve the efficiency of models like CLM4.5 by providing a quantitative assessment of OM quality, quantity, complexity, and heterogeneity (GFE and network heterogeneity). Further, the relationship is mathematically simple to describe, applicable to both terrestrial and aquatic systems, and could replace the operationally defined, often ambiguous, compound classes currently being used. DOM complexity and heterogeneity may also affect DOM resident time with implication on GHG emissions, which is thought to enhance the stability and productivity of an ecosystem.

While the importance of rivers in watershed functioning, particularly with regard to DOM chemistry, transport and production of CO₂ is becoming widely recognized, these processes remain underrepresented in current Earth System Models (Regnier et al., 2014) leading to overestimation of the terrestrial C sink (Lauerwald et al., 2017). In response, Bisht et al. (2017) recently described CP v1.0.a coupled Community Land Model (CLM4.5) and reactive transport model (PFLOTRAN) which they implemented at the Hanford Reach Columbia River site and optimized using ground water monitoring wells, river gaging, vegetation surveys, and topographic surveys of the site. Their simulations suggested that riparian zone inundation and enhanced moisture in the vadose zone could increase coupling among terrestrial-aquatic-subsurface processes (Bisht et al., 2017), both of which could influence DOM transformation through expansion of
the anaerobic zone and may alter the relative contribution of abiotic processes to mineralization rates. However, it remains unclear how expansion of the anaerobic zone will alter the relative contribution of abiotic DOM transformations to CO$_2$ production. Hence, more observation-level data is needed to parameterize both microbial and abiotic DOM transformation rates and interactions with the physiochemical conditions of the system. In PFLOTRAN, microbial redox reactions are modeled via a microbial biomass term. However, reaction rates are not necessarily correlated with biomass or even abundances of the specific microorganism performing the reaction of interest. Proteomic and transcriptomic data provide more direct measures of microbial activity useful for informing rates. While incorporation of all microbial activities for each reaction will likely remain computationally impractical, identifying the critical reactions for the process of interest, and the activities of the microorganisms responsible for those within the reach of current omics approaches. We believe that our study can narrow this gap by providing information regarding specific DOM transformations leading to mineralization/CO$_2$ production. Future work should focus on how these reactions interact with environmental parameters such as pH and temperature thereby informing future transcriptomic and proteomics studies that could be used to parameterizing RTMs.

**CONCLUSIONS**

Here, we show that in-depth molecular characterization of DOM in watershed ecosystems can be used to understand the potential mechanisms by which ground and river water influence microbial turnover of DOM in the Columbia River hyporheic zone. The results of DOM composition and chemical transformation revealed that the hyporheic zone is metabolically active with an over-representation of N containing compounds relative to river and ground water, regardless of river stage. Abiotic degradation, potentially driven by sunlight due to low sky cover and high observed daily shortwave radiation, in both the ground water and river water can influence DOM availability to the hyporheic zone, which could then be coupled with biotic processes for enhanced microbial activity. These results can be used to identify chemical transformations that are most important for CO$_2$ production in this system, informing further studies to determine equilibrium and rate constants, and other key parameters that will facilitate the inclusion of these critical reactions into RTMs. In ground water systems, future work should be performed to understand the mechanisms behind nutrient (N, P, and S) incorporation into labile DOM in ground water aquifers with special consideration to land use. Changes in land use could affect ground water DOM lability and subsequently impact hyporheic zone respiration. Additionally, research that aims to understand coupled hydrologic, biogeochemical, and microbial function within river corridors experiencing recurring, episodic, or chronic hydrologic perturbations will be highly valuable to ultimately provide the scientific basis for improved management of dynamic river corridors throughout the world. Similarly, as climate effects could contribute to changes in upstream DOM river inputs, such as pronounced abiotic photodegradation of lignin to more bioavailable substrates for hyporheic respiration, incorporating abiotic controls on DOM chemistry into predictive models should be further established. Using molecular characterization to unravel watershed biogeochemical cycling can thus provide important insights into the hydrologic ecosystems and how these influence essential Critical Zone processes.
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