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Abstract: With the development of the e-commerce industry, various brands of products with different qualities and functions continuously emerge, and the number of online shopping users is increasing every year. After purchase, users always leave product comments on the platform, which can be used to help consumers choose commodities and help the e-commerce companies better understand the popularity of their goods. At present, the e-commerce platform lacks an effective way to measure customer satisfaction based on various customer comments features. In this paper, our goal is to build a product customer satisfaction measurement by analyzing the relationship between the important attributes of reviews and star ratings. We first use an improved information gain algorithm to analyze the historical reviews and star rating data to find out the most informative words that the purchasers care about. Then, we make hypotheses about the relevant factors of the usefulness of reviews and verify them using linear regression. We finally establish a customer satisfaction measurement based on different review features. We conduct our experiments based on three products with different brands chosen from the Amazon online store. Based on our experiments, we discover that features such as length and extremeness of the comments will affect the review usefulness, and the consumer satisfaction measurement constructed using the exponential moving average method can effectively reflect the trend of user satisfaction over time. Our work can help companies acquire valuable suggestions to improve product features, increase sales, and help customers make wise purchases.
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1. Introduction

The popularization of the Internet brings the development of e-commerce [1]. E-commerce is an online business such as online retail, stock trading, or real estate [2]. A recent statistical report shows that more and more consumers prefer online shopping from e-commerce platforms such as Amazon, Taobao, and eBay [3].

Online consumer reviews (OCRs) are what consumers post on company websites or third-party websites after buying products or services. They are the consumer expressions of products, which directly reflect the customer’s satisfaction with the commodities [4]. It has been proved that consumers read consumer reviews carefully before shopping. As a result, these comments have a significant impact on product sales and consumers’ shopping decisions.

Customer satisfaction reflected in OCRs is one of the crucial factors to improve product quality in an aggressive marketplace. Extensive research on product and service quality began in the early 1980s. Early studies determined customer satisfaction degree based on the data collected in questionnaires [5,6], interviews [7], etc. These methods sometimes have limitations on data collection and cannot truly reflect purchasers’ satisfaction degree.
of the products. With the development of e-commerce, more and more online shopping platforms with a large number of online consumer reviews appear. Many products on the e-commerce platform may have tens of thousands of customer reviews, which is impossible for the consumers and companies to read through [8]. Some studies apply natural language processing technology to analyze the review text and measure the user’s satisfaction degree [9,10]. As we know, users only comment on the features they care about by the review text. It is not enough to measure customer satisfaction only from the content of the text. In practical applications, it is necessary to integrate the various features of reviews for analyzing the satisfactory degree.

In online stores such as Amazon, customers can give star ratings and text reviews of the products they bought. Star ratings allow purchasers to express their satisfaction level on a scale of 1 (low rated, low satisfaction) to 5 (highly rated, high satisfaction). Text reviews allow purchasers to express further opinions and information about the product. Furthermore, some platforms have made efforts to distinguish the validity of comments. For instance, Yelp deletes fake reviews; Amazon sorts the reviews based on their helpfulness votes [11]. In this way, other customers can decide whether they will buy the product based on these data and submit helpfulness ratings to show how valuable these reviews are for making their own purchasing decisions [12]. Manufacturers can use these data to gain insights into the markets they participate in, and the potential success of a certain product design [13]. As a result, how to define customer satisfaction degree from combined review features, such as review content, review time, and reviewers, has become an important issue.

In this paper, we integrate multiple review features to determine the customer satisfaction degree, including text review content, star rating, review helpfulness votes, comment time, and reviewers. First, we propose an improved information gain model to find the most informative words under each star rating. Then, we make some assumptions to investigate what factors affect the usefulness of comments. To verify these assumptions, we construct a simple comment usefulness index based on helpfulness votes. Then, we use linear regression to see the significance of these factors. Finally, we establish a customer satisfaction measurement to quantify customer satisfaction degree. In our experiments, we choose three kinds of products in the Amazon online store: microwave ovens, baby pacifiers, and hair dryers. Based on our customer satisfaction measurement, we get the customer satisfaction curves of different brands over time, which can help to identify the best and the worst products.

The novelty of this paper lies in three aspects: (1) To extract better feature terms, we improve the information gain mode using the mutual information calculation, which considers the absolute number of times each word appears. (2) We take advantage of the EMA method to obtain a stable time-varying rolling evaluation curve. (3) To solve the problem of data missing or data sparsity on some time nodes, we use the HP filter for sequence preprocessing and obtain a better description of the changing trend of customer satisfaction.

The rest of the paper is organized as follows. In Section 2, we present the related work on customer satisfaction measurement and the information gain model, which will be improved later to carry out our experiment. In Section 3, we first find the informative words in OCRs based on an improved information gain model and then evaluate the helpfulness of an OCR. Based on the results, we further propose a customer satisfaction model. The experimental results and analysis are shown in Section 4. In Section 5, we present the conclusion of the study.

2. Related Work

2.1. Customer Satisfaction Measurement

Customer satisfaction is defined as a measurement that determines how happy customers are with products, services, and capabilities [14]. Customer satisfaction information, reflected by customer reviews and ratings, can help a company improve its products and services [15]. A customer review is a review of a commodity or service offered by a con-
sumer who has purchased and used the product or service. Customer reviews reflect the consumers’ satisfaction degree with their purchased goods [16].

For a long time, researchers are trying to find the factors and evaluation indicators of customer satisfaction. The early theoretical model of customer satisfaction mainly provided a qualitative analysis method for satisfaction evaluation [17]. Simultaneously, researchers and practitioners paid more and more attention to the quantitative analysis of customer satisfaction. At the end of the 1980s, Fornell combined the mathematical calculation method of customer satisfaction and customers’ psychological perception and proposed the Fornell model, which became the theoretical basis for developing customer satisfaction index models in various countries [18]. In 1989, the Swedish Statistics Bureau designed the national Swedish Customer Satisfaction Barometer (SCSB) for the first time based on the Fornell model [19]. Subsequently, Fornell et al. proposed the American Customer Satisfaction Index (ACSI) with the basic framework of perceived quality, perceived value, customer expectations, customer satisfaction, customer loyalty, and customer complaints [20], which has become the most popular Customer Satisfaction Index today. Two other representative customer satisfaction index evaluations are the European Customer Satisfaction Index Model (ECSI) and China Customer Satisfaction Index model (CCSI).

In existing studies, the ways to obtain satisfaction include questionnaires [5,6], interviews [7], and other methods. Chai et al. collected a large amount of data through online questionnaire surveys to determine the relevant evaluation indicators of customer satisfaction. They used F-AHP to establish an evaluation indicator system and layered calculations of evaluation matrices to calculate customer satisfaction for cross-border beauty e-commerce. Degree [21]. However, these methods may cause customers to make wrong decisions due to customers’ unwillingness to cooperate or interference from external factors in the survey process. The evaluation cannot truly reflect their satisfaction after purchasing the product.

Xu et al. used AHP to determine the weights of evaluation indicators for third-party logistics service providers. From the customers’ perspective, they evaluated third-party logistics service providers through a combination of quantitative and qualitative methods [22]. Zhang et al. established a mathematical model of customer satisfaction for construction enterprises and used partial least squares linear regression analysis and principal component analysis to construct a linear relationship between hidden variables and observed variables [23]. However, the interpretation of principal components usually has a vague meaning, not as clear and precise as the original variable’s meaning, which will reduce the result’s accuracy. Zhu used AMOS22.0 to establish a structural equation model to analyze customer satisfaction and combined it with the QFD method to establish the quality model of customer satisfaction [24]. AMOS22.0 requires a large sample and has the shortcoming of insufficient non-normal data processing ability. Shen et al. established a customer satisfaction evaluation model for budget hotels based on ACSI and took the budget hotels in Shanghai as an example to verify the practicability and effectiveness of the model [25]. However, the path from perceived quality to perceived value in both the ACSI model and the ECSI model cannot be well explained, leading to poor calculation results.

In recent years, the development of Internet technology has changed the behavior of customers. Customers are more inclined to shop online and comment on product satisfaction after consumption. These comments reflect the degree of customer expectations and will affect potential customers’ purchase decisions. Compared with information obtained through questionnaires and interviews, online reviews are spontaneously generated by customers and better reflect customers’ true feelings about product satisfaction.

Shen et al. built an online review Bayesian network based on product reviews, used a cross-validation method to test the model, calculated the posterior probability distribution and conditional probability distribution of related nodes, and finally obtained the correlation between customer satisfaction and other associated variables [9]. Feng et al. collected a large amount of online review data in fresh food e-commerce and extracted
the influencing factor of customer satisfaction in online reviews based on the LDA model. They also calculated the customer’s emotional tendency score based on online reviews [10]. It needs to be pointed out that when customers post text comments, they just comment on the attributes which they are concerned about. Therefore, the structured data converted from some comments involving fewer attributes are also scarce [26]. In this case, it is not easy to evaluate customer satisfaction using text reviews. Some websites set several characteristics in advance, allowing customers to score different attributes. Geetha et al. [27] found that text reviews and ratings are emotionally consistent, so online ratings can be used to evaluate customer satisfaction. Liu et al. [28] provided customer satisfaction evaluation methods using different review languages based on online hotel ratings. Li et al. proposed a hotel service quality evaluation based on online ratings using the PROMETHEE-II method [29]. Ahani et al. took hotels in the Canary Islands as an example, using a multicriteria decision-making method to determine customer satisfaction and preferences [30]. He et al. combined the frequency of clicks, browsing frequency, collection frequency, and shopping cart frequency in evaluation indicators, which is similar to the PROMETHEE-II process [31]. However, these data are not highly differentiated and are easily affected by order scalping.

2.2. Information-Gain-Algorithm-Related Theories

In this paper, we use the information gain model for online reviews on the website to find the feature items most relevant to each star rating of different products. Information gain (IG) is an indicator used to measure the influence of the presence or absence of a feature item on text classification [32]. For feature item \( t \) and text category \( j \), the IG value of feature item \( t \) on category \( j \) is obtained mainly by count the number of texts with and without feature item \( t \) in category \( j \). The information gain \( IG(t) \) formula of the feature term \( t \) is as follows [33]:

\[
IG(t) = H(C) - H(C|t)
\]

\[
= - \sum_{i=1}^{c|} P(c_i) \log_2 P(c_i) + P(t) \sum_{i=1}^{c|} P(c_i|t) \log_2 P(c_i|t)
\]

\[
+ P(\bar{t}) \sum_{i=1}^{c|} P(c_i|\bar{t}) \log_2 P(c_i|\bar{t})
\]

where \( C_j \) indicates type \( j \) document, \( j = 1, 2, \ldots, m \).

\( t \) means that the feature \( t \) does not appear.

\( p(c_j) \) is the probability that a type \( j \) document appears in the training set.

\( p(t) \) is the probability of feature \( t \) appearing in a text set.

\( p(c_j|t) \) is the conditional probability that feature term \( t \) appearing in the text also belongs to the class \( j \).

\( p(\bar{t}) \) is the probability of feature \( t \) not appearing in the text set.

\( p(c_j|\bar{t}) \) is the conditional probability that feature term \( t \) not appearing in the text also belongs to the class \( j \).

In general, the larger the IG value of the feature term, the greater its effect on classification. To reduce the spatial dimension, we usually choose several feature items with large IG values to form the feature vector of the document [34]. However, when the number distribution of all categories in the text set is severely unbalanced, the IG value obtained from the small document is small. In this case, IG algorithms have a negative impact on feature selection. An improved formula of \( IG(t) \) to eliminate this negative effect caused by the uneven distribution of the number of documents is as follows:

\[
IG(t) = p(t) \sum_j p(c_j|t) \log_2 \frac{p(c_j|t)}{p(c_j)} + p(\bar{t}) \sum_j p(c_j|\bar{t}) \log_2 \frac{p(c_j|\bar{t})}{p(c_j)}
\] (1)
3. Methodology

3.1. Assumptions and Symbol Descriptions

In this paper, we face the problem of measuring the customer satisfaction for online products by aggregating review content, star rating, review helpfulness votes, review time, and special purchasers such as Amazon Vine Voices, who have earned credibility in the Amazon community for writing accurate and insightful reviews. Table 1 presents the descriptions of notations used in the rest of this paper.

We make the following assumptions to simplify our analysis and model:

- Star ratings are consistent with reviews in level of satisfaction.
- The more recent the star rating is given, the more effective it is on potential customers.
- Customers’ ratings and reviews truly reflect their satisfaction level on the product.
- We assume all data we obtain are trustworthy since all of sources are reliable.

Table 1. Symbol Description.

| Symbols | Description                                      |
|---------|--------------------------------------------------|
| i       | Serial number of rating record                   |
| t       | Serial number of evaluation                      |
| Hi      | Helpful votes                                    |
| Ti      | Total votes                                      |
| Vi      | Helpful rating                                   |
| Li      | Log length of a review                           |
| Ei      | Effectiveness of star rating                     |
| θi      | The influence of Amazon Vine Voices on Ei        |
| φi      | The influence of Vi on Ei                        |
| Ri      | Star rating                                      |
| ERi     | Effectiveness weighted star rating               |
| α       | The decay degree parameter in EMA                |
| k       | The length of one roll                           |
| N       | The number of rating records in a scrollable pane|
| Li      | Weighted satisfaction indicator                   |

3.2. An Improved Information Gain Model

In this subsection, we want to find out the most informative review words in each star rating from a large number of review text data. These words may reflect the users’ emotions and concerns. We propose an improved information gain algorithm to process and analyze review text to determine the most informative review words under different star ratings.

As we know, if a feature item repeatedly appears in all classes, this feature item is considered not to affect text classification. Conversely, if a feature item appears in only one class and rarely in other classes, it is considered useful in text classification. In this section, we use an improved algorithm of information entropy in information theory to measure the concentration degree of feature term among classes. The more concentrated feature terms are distributed among the categories, the larger the value obtained. The more evenly feature terms are distributed among the categories, the smaller the value obtained. The specific calculation steps are as follows.

\[
H(C) = - \sum_{j=1}^{m} \left( \frac{f_{C_j}(t_i)}{A_i} \log_2 \frac{f_{C_j}(t_i)}{A_i} \right) \tag{2}
\]

In this case, the range of \( a_i \) is [0, \( \log_2 m \)]. We normalize the calculation as follows.

\[
a_i = \frac{H(C)}{\log_2 m} \tag{3}
\]
After normalization, the more concentrated the feature term $t_i$ is distributed between classes, the smaller the value of $a_i$ is (closer to 0). The more evenly the feature term $t_i$ is distributed between classes, the larger the value of $a_i$ is (closer to 1). This is negatively related to the desired result, so the real multiplication factor is as follows.

$$b_i = 1 - a_i$$

(4)

In summary, the improved algorithm we get is:

$$IG(t) = b_i \left[ p(t) \sum_j p(c_j|t) \log_2 \frac{p(c_j|t)}{p(c_j)} + p(\overline{t}) \sum_j p(c_j|\overline{t}) \log_2 \frac{p(c_j|\overline{t})}{p(c_j)} \right]$$

(5)

3.3. Determinate Factors on Review Usefulness

In some e-commerce platforms such as Amazon, other customers can vote for the customer reviews as being helpful or not toward assisting their own product purchasing decision. Therefore, the number of votes received by each review reflects the usefulness of a review in helping users make purchase decisions. In this subsection, we explore the factors that affect the usefulness of a customer review. Some researchers indicate that multiple facts, such as the length of the reviews, the customer ratings, and the regular customer’s review, would influence the usefulness of the reviews [35]. Based on this, we examined some control variables on the usefulness of comments and make the following assumptions:

**Hypothesis 1.** The length of comment content has a positive impact on the usefulness of the comment.

The review text usually contains product attributes, emotional tendency, and main points of view. The length of a review can increase the recognizability of the information. The longer the review, the more information it may contain, and the more favorable it is for consumers to make purchasing decisions.

**Hypothesis 2.** The extremeness of star rating has a positive impact on the usefulness of the evaluation.

Scoring extremes describe how strong a consumer’s emotional tendencies are when evaluating a product. Studies have shown that the extreme nature of ratings affects consumers’ perception of the value of online reviews, thereby affecting the usefulness of reviews. The extremeness of scoring will be further expressed through reviews, which will resonate with consumers and influence consumers to make shopping decisions.

**Hypothesis 3.** Vine has a positive impact on the usefulness of comment.

Vine members are customers who have a good reputation on the Amazon store and often write accurate and insightful reviews. Their reviews may contain more helpful information for consumers to shop.

**Hypothesis 4.** The verified purchase has a positive impact on the usefulness of comments.

If people have their purchases confirmed and are listed as verified, it means that the people who write the review purchased the product at Amazon and did not receive the product at a deep discount. Obviously, the comments from these people are also more informative.
To see whether these assumptions are correct, we established a regression model for comment usefulness evaluation. In this paper, we take $V_i$ to measure the helpfulness of comments. The formula is as follows:

$$V_i = \frac{H_i}{\sqrt{T_i}}$$ (6)

The purpose of using the root of $T_i$ instead of $T_i$ in the denominator is because we consider not only the absolute numerical impact of helpful votes but also the relative proportion of total votes. For example, the values of $\frac{2}{5}$ and $\frac{6}{15}$ are the same, but $\frac{6}{15}$ has more absolute customer votes, so it should be more reliable to determine the usefulness value.

Based on the comment helpfulness measurement, we use the following multiple linear regression model to verify the proposed hypothesis.

$$V_i = \beta_0 + \beta_1 L_i + \beta_2 \text{extremeness} + \beta_3 \text{vine} + \beta_4 \text{verified}$$ (7)

where the extremeness of the rating is represented by $(R_i - 3)^2$. The length of the review content $L_i$ is represented by the logarithmic form.

### 3.4. Customer Satisfaction Model

To measure the customer satisfaction score, we first define the effectiveness of a star rating. Several factors can influence the effectiveness of a star rating, such as the helpful rating and whether the rating is given by Amazon Vine Voice. The function of effectiveness is:

$$E_i = (1 + \theta_{\text{vine}}) \left(1 + \varphi \frac{H_i}{\sqrt{T_i}}\right)$$ (8)

Then, the weighted star rating effectiveness $ER_i$ is:

$$ER_i = E_i R_i$$ (9)

As we have assumed above, the more recent the rating is given, the more effective it is on potential customers. Nan Chen [36] discovered that initial comments will have an anchoring effect on people. Due to individuals’ cognitive bias, when individuals make decisions, people’s judgment is often affected by the initial information provided. We use exponential moving average (EMA) to weigh the star ratings by time [37]. The equation can be expressed as follows.

$$\sum_{i=0}^{N} \text{EMA}_N(ER_i) = \alpha \sum_{i=(k-1)t}^{(k-1)t+N} (1 - \alpha)^i ER_{(k-1)t+N-i}$$ (10)

where

$$\alpha = \frac{2}{N+1}$$ (11)

According to Equations (8)–(11), we establish a customer satisfaction indicator with the following formula.

$$L_t = \frac{2}{N+1} \sum_{i=(k-1)t}^{(k-1)t+N} \left(\frac{N-1}{N+1}\right)^i ER_{(k-1)t+N-i}$$ (12)

where $L_t$ is the weighted satisfaction indicator.

In our experiment, we will use $L_t$ to draw the customer satisfaction curves of different products in different periods.
We assume that the original fluctuation consists of the main trend component and the noise component where \( y_t \) is the original fluctuation, \( g_t \) is the main trend component, and \( c_t \) is the noise component. The correlation is:

\[
y_t = g_t + c_t \quad t = 1, 2, \ldots, T
\]  

(13)

We transform the noise elimination problem into the following minimization problem:

\[
\min S(\lambda) = \min \left\{ \sum_{t=1}^{T} (y_t - g_t)^2 + \lambda \sum_{t=3}^{T} [(g_t - g_{t-1}) - (g_{t-1} - g_{t-2})]^2 \right\}
\]

(14)

where the residual term \( \sum_{t=1}^{T} (y_t - g_t)^2 \) measures the distance between the main trend component and the original fluctuation. The second order difference term measures the smoothness of the trend \( g_t \). It is easy to know that when \( \lambda \) is equal to 0, \( \min S(\lambda) \) is the original fluctuation \( y_t \) itself. When \( \lambda \) approaches to \( \infty \), the trend \( g_t \) approaches to a linear function. Empirically, we assume \( \lambda \) is equal to 14,400. The solution to the HP filter optimization problem is as follows. By taking the partial derivatives of different, we can get the system of equations:

\[
\begin{align*}
\frac{\partial S}{\partial g_1} &= -2(y_1 - g_1) + 2\lambda(g_3 - 2g_2 + g_1) = 0 \\
\frac{\partial S}{\partial g_2} &= -2(y_2 - g_2) + 2\lambda(g_4 - 2g_3 + g_2) - 4\lambda(g_3 - 2g_2 + g_1) = 0 \\
&\vdots \\
\frac{\partial S}{\partial g_{T-1}} &= -2(y_{T-1} - g_{T-1}) + 2\lambda(g_{T-1} - 2g_{T-2} + g_{T-3}) - 4\lambda(g_{T-2} - 2g_{T-3} + g_{T-4}) = 0 \\
\frac{\partial S}{\partial g_T} &= -2(y_T - g_T) + 2\lambda(g_T - 2g_{T-1} + g_{T-2}) = 0
\end{align*}
\]

(15)

The matrix form of the system is:

\[
\begin{bmatrix}
1 & -2 & \cdots & 0 & 0 \\
-2 & 4 + 1 & -2 - 2 & \cdots & 0 & 0 \\
1 & -2 - 2 & 1 + 4 + 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 + 4 & -2 \\
0 & 0 & 0 & \cdots & -2 & 1 \\
\end{bmatrix}
\begin{bmatrix}
g_1 \\
g_2 \\
g_3 \\
\vdots \\
g_{T-1} \\
g_T
\end{bmatrix}
= 
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
\vdots \\
y_{T-1} \\
y_T
\end{bmatrix}
\]

(16)

where \( I \) is unit matrix. Then, we can get the main trend \( g_t \) by the above equation.

4. Experimental Results and Analysis

4.1. Data Sets

The data source used in this article is obtained from the 2020 Mathematical Contest in Modeling: MCM PROBLEM C: A Wealth of Data (available at https://www.comap.com/undergraduate/contests/mcm/contests/2020/problems/ (accessed on 28 May 2021)). It contains a total of 32,024 rows of three products: hair dryer, microwave, and pacifier. The three files contain user ratings and reviews extracted from the Amazon Customer Reviews Dataset through Amazon Simple Storage Service (Amazon S3). Data details are shown in Table 2.

4.2. Informative Words under Different Star Ratings

We use the improved information gain model to process the comment review text data under different star ratings. To preprocess the text data, we concatenate the comment title in the data with the comment content (separated by spaces), convert all letters to lowercase letters, discard words such as prepositions, pronouns, and retain adjectives, nouns, and verbs as feature terms. If a negative word appears, a new phrase consisting of “not” and the following adjective, verb, or noun is identified as a feature term. Finally, the feature items are ranked according to the value of IG obtained by the proposed algorithm.
Table 2. Amazon review dataset.

| Features          | Customer_id | Number_of_data | Number_of_brands |
|-------------------|-------------|----------------|------------------|
|                   | Random identifier that can be used to aggregate reviews written by a single author | 18,939 | 5464 |
|                   | Review_id   | 1615           | 57               |
|                   | Product_id  | 11,470         | 499              |
|                   | Star_rating |                 |                  |
|                   | Helpful_votes |            |                  |
|                   | Total_votes | Number of total votes the review received |                  |
|                   | Verified_purchase | Review_date | The date the review was written |
|                   | Review_title | The title of the review |                  |
|                   | Review_body | The review text |                  |

Tables 3–5 show the top ten feature terms related to each star rating in each product. As shown in the tables, the more positive the review keywords, the higher the star rating, and vice versa. Take the microwave oven as an example. Consumers who rated five stars generally leave comments such as “love” and “perfect”. In comparison, consumers who rated one star leave more reviews such as “junk” and “not buy”.

Table 3. Top 10 feature terms related to each star (microwave oven).

|          | 1     | 2     | 3     | 4     | 5     |
|----------|-------|-------|-------|-------|-------|
| not buy  |       | pem   |       |       | six   |
| junk     |       | pause |       |       |       | love  |
| calls    |       | nozzle|       |       | six   | perfect|
| board    |       | powers|       |       | six   | fantastic|
| fire     |       | grinding|     |       |       | coats  |
| garbage  |       | veggies|      |       |       | excellent|
| recall   |       | stovetop|    |       |       | foot   |
| worst    |       | dual |       |       |       | awesome|
| code     |       | filters|      |       |       | limited|
| repairman|       | bulb |       |       |       | crispy |
Table 4. Top 10 feature terms related to each star (baby pacifier).

|   |   |   |   |   |
|---|---|---|---|---|
| 1 | fake | tiles | three | four |
| 2 | junk | engineering | defeats | channel |
| 3 | unsafe | boat | bumbleride | vest |
| 4 | worst | holy | not horrible | drawback |
| 5 | not suitable | collapses | flight | drapes |
|   | refund | relaxes | not necessary | downfall |
|   | not waste | streaming | placemat | complaint |
|   | waste | retains | quarter | minor |
|   | not safe | cameras | alert | overall |
|   | horrible | matte | not favorite | limbs |

Table 5. Top 10 feature terms related to each star (hair dryer).

|   |   |   |   |   |
|---|---|---|---|---|
| 1 | junk | Advance | four | five |
| 2 | garbage | not lock | not bad | diffuser |
| 3 | dangerous | not recomend | Heads | powder |
| 4 | waste | cotton | Alright | tan |
| 5 | worst | substituted | Wavers | complaint |
|   | not buy | released | not impressed | minor |
|   | refund | lemon | Studio | brown |
|   | awful | taste | Philips | elastic |
|   | exploded | sparking | Okay | cords |
|   | needless | excessive | Loop | only |

4.3. Review Usefulness Linear Regression Results

The OLS regression results of the comment usefulness model are shown in Figure 1. First, the review content’s length has a significant positive impact on the usefulness of comments, indicating that consumers believe longer reviews can provide more information and help them make purchasing decisions. Hypothesis 1 holds. Second, the scoring polarity also significantly affects the usefulness of comment. Hypothesis 2 holds. Third, a Vine member’s comment is more valuable. Hypothesis 3 holds. For Hypothesis 4, however, according to the regression results, we found that the verified purchase only has a weak negative correlation to the usefulness of the comments, which is contrary to Hypothesis 4. Considering that the regression coefficient of the verified purchase is not significant, we will not take it into account to build our customer satisfaction measurement.

Among them, the length of the logarithmic review has the most significant effect on the review’s validity. We then take the logarithmic length as the horizontal axis and the comment usefulness index \( V_i \) as the vertical axis, plotting the univariate linear regression results. The results are shown in Figure 2.

As can be seen from Figure 2, the distribution of \( L_i \) is more uniform. The logarithm of the number of most commented words is concentrated between 3 and 5. The distribution of \( V_i \) is more concentrated, with individual extreme values as outliers. A few reviews are more effective, and the whole set of reviews shows a left-biased distribution. The regression line is inclined to the upper right, and the Pearson correlation coefficient is positive, indicating a weak positive correlation between the two. As the number of words in the comment increases, the more effective comments are more likely to appear.
4.4. Customer Satisfaction Experimental Results

Based on the study above, we design a customer satisfaction evaluation model to measure each product’s customer comments. The model consists of two parts. First, we measure the effectiveness of star rating by helpful rating and Vine. To make the curve smoother, we weigh a certain number of star ratings by EMA and get a time-weighted scrolling indicator series. Time series can be presented as a superposition of different frequency components [38]. To better describe the trend of satisfaction change, we use the HP filter algorithm to separate the smooth sequence with a certain trend from the variable time series data and divide the time series into a cycle part and a trend part.
We calculate the coefficient of variation (CV) of three products’ satisfaction scores, respectively, as shown in Table 6.

Table 6. CVs of three products’ satisfaction indicator.

|               | Microwave | Pacifier | Hair Dry |
|---------------|-----------|----------|----------|
| Mean          | 3.4446    | 4.3046   | 4.1160   |
| Variance      | 2.7068    | 1.4171   | 1.6909   |
| Coefficient of Variation | 0.4776    | 0.2766   | 0.3159   |

We can see that the microwave oven has the most significant CV among the three products, and it has a lower average rating and higher variance. The rating of the microwave oven is more dispersed than the other two products. So, we think the microwave oven will have more sales pressure than the other two products [39].

The analysis results of all brands of microwave products can be represented by Figure 3. The weighted satisfaction score went up during 2004–2008 and 2012–2015. It went down during 2009–2011. The blue curve is the original sequence, and the red one is the trend separated by the HP filter. We can infer that the microwave oven rating will rise in the future or stay high.

4.5. Discussion of Customer Satisfaction

Figures A1–A3 (in Appendix A) shows the curve of customer satisfaction indicators of different brands over time using our customer satisfaction measurement model. We select several brands for each product with more than 100 reviews. We then get the weighted satisfaction curve of different brands of product changing over time.

As we can see in Figure A1 (in Appendix A), the most potentially successful microwave oven is microwave cavity paint 98Qbp0302 in the last five years. It has the highest average weighted satisfaction indicator, which is 4.51. According to the analysis of its reviews, the attractive points are excellent painting, good quality, and rapid heating.
The potentially failing microwave oven is the Samsung SMH1816S cu. 1.8 ft. stainless steel over the range of microwave. The average weighted satisfaction indicator is 1.67 in the last three years. The keywords are mainly about quality and safety, such as timing heating function error, function stoppage for no reason.

As for the baby pacifier, the most potentially successful product is the WubbaNub brown monkey pacifier, and the potentially failing one is the RaZbaby Keep-It-Kleen pacifier (see Figure A2 in the Appendix A).

As for the hair dryer, the most potentially successful one is the Conair 1875 Watt tourmaline firing hair dryer. In contrast, the most unsuccessful hair dryer is the T3 Bespoke LABS 83808-se featherweight professional ionic firing tourmaline hair dryer, as we can see in Figure A3 (in the Appendix A).

Therefore, through our satisfaction model, we can get the customer satisfaction curves of multiple brands for different products as time changes. We find that some products have a significant fluctuation in customer satisfaction over the years, and some are relatively gentle. These findings are helpful for the company to improve the quality of products.

5. Conclusions

To effectively evaluate the degree of customer satisfaction with specific goods in different periods according to the online review data, in this paper, we established a customer satisfaction measurement based on different review features. Our research methods were based on data mining technology that extracts useful potential information using machine learning and statistical algorithms from a large data set. We first used the information gain model to find the most informative words most relevant to each rating in the three chosen products. Then, we hypothesized about the factors that may influence the usefulness of reviews. We constructed a review usefulness model and applied OLS regression to find that the usefulness of review is positively related to review length, the extremeness of rating, and whether reviewers are Vine members. Finally, we established a customer satisfaction measurement based on helpful rating, Vine, and EMA to draw the satisfaction time-changing curves and exposed the best and worst brands in each product. Based on our findings, we discovered that features such as length and extremeness of the comments will affect the review usefulness, and the consumer satisfaction measurement constructed by EMA can effectively reflect the trend of user satisfaction over time. Our work can be helpful for researchers to find useful features in the review and for companies to get an accurate and pertinent evaluation of their products as well as the change of a product’s reputation in the online market over time. One of the limitations of our study is that we only use three product data to verify the effectiveness of our model. In future work, our model will extract significant features from more product types. Moreover, our model can be applied in other scenarios, evaluating people’s satisfaction in different fields.
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Appendix A

Figure A1. Satisfaction curve of different brands of microwave oven. The six lines in the picture represent these commodities: 1 refers to the Danby 0.7 cu.ft. countertop microwave; 2 refers to the microwave cavity paint 98Qbp0302; 3 refers to the Samsung SMH1816S 1.8 cu. ft. stainless steel over-the-range microwave; 4 refers to the Sharp microwave drawer oven; 5 refers to the Whirlpool stainless look countertop microwave, 0.5 cu. feet, WMC20005YD; 6 refers to the Whirlpool WMC20005YB 0.5 cu. ft. black countertop microwave.

Figure A2. Satisfaction curve of different brands of baby pacifier. The five lines in the picture represent these commodities: 1 refers to the Philips Avent BPA-free contemporary freeflow pacifier; 2 refers to the Philips Avent BPA-free soothie pacifier, 0–3 months, 2 pack, packaging may vary; 3 refers to the WubbaNub brown monkey pacifier; 4 refers to the WubbaNub brown puppy pacifier; 5 refers to the WubbaNub infant pacifier—giraffe.
Figure A3. Satisfaction curve of different brands of hair dryer. The seven lines in the picture represent these commodities: 1 refers to the Andis 1600 Watt quiet hangup hair dryer with night light; 2 refers to the Andis 1875 Watt Fold-N-Go ionic hair dryer, silver/black (80020); 3 refers to the Conair 1875 Watt cord keeper 2-in-1 hair dryer, black; 4 refers to the Conair 1875 Watt tourmaline ceramic hair dryer; 5 refers to the Conair Corp Pers Care 146NP ionic conditioning 1875 Watt hair dryer; 6 refers to the Remington AC2015 T|Studio Salon Collection pearl ceramic hair dryer, deep purple; 7 refers to the Revlon Essentials 1875 W fast dry hair dryer, RV408.
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