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This paper is devoted to the investigation of a kind of generalized Caputo semilinear fractional differential inclusions with deviated-advanced nonlocal conditions. Solvability of the problem is established by means of the Leray-Schauder’s alternative approach with the help of the Lagrange mean-value classical theorem. Finally, some examples are given to delineate the efficient of theoretical results.

1. Introduction

The history of the theory of fractional calculus goes back to 1695 when Leibniz sent a question to L.-Hôpital [1]. Although in the starter fractional calculus had an efflorescence as a mathematical analysis idea, nowadays, its use has also sawing into many other subjects of engineering and science such as biology, physics, mechanics, chemistry, and bioengineering [2–5].

It is known that differential inclusions are more general than differential equations and various phenomena of science, control, and engineering are successfully modeled as fractional differential inclusions [6, 7].

Recently, fractional differential inclusions with nonlocal conditions have attracted the attention of many researchers. In 2011, El-Sayed et al. [8] established the solvability of the ordinary differential inclusion with deviated-advanced nonlocal condition.

\[
\eta'(t) \in F(t, \eta(t)), \quad a.e. \quad t \in (0, 1)
\]

\[
\sum_{i=1}^{l_1} c_i \eta(\theta(t_i)) = \beta \sum_{j=1}^{l_2} d_j \eta(\phi(\tau_j)), \quad c_i, d_j > 0, \quad t_i, \tau_j \in (0, 1), \forall i = 1, \ldots, l_1, j = 1, \ldots, l_2.
\]

In the few past years, there has been important works in fractional differential inclusions with other types of nonlocal conditions. Detaiely, in 2015, Wang et al. [9] established the existence of solutions for the Caputo fractional differential inclusions involving nonlocal conditions. In the second year, Lian et al. [10] established the solvability of the fractional differential inclusions with nonlocal conditions by using the measure of noncompactness and several-valued fixed-point approach. In 2019, Castaing et al. [11] studied the solvability of a new class of the Riemann–Liouville fractional differential inclusion with nonlocal integral conditions in a separable Banach space.
In the above-cited monographs, the Caputo and Riemann–Liouville derivatives were utilized. In 2017, Almeida [12] obtained the new generalized Caputo fractional derivative, that is, a Caputo-kind operator of a function with respect to another function. Indeed, this fractional operator is more general than Riemann–Liouville, Hadamard, Erdely Kober, and Caputo operator kinds. More details about the generalized Caputo fractional operator are found in [13, 14]. Since then, generalized fractional operators draw increasing attention due to their advantages, because the generalized fractional operators will give us new opportunities to improve the theoretical results and to model a lot of real-life events. In 2019, Promsakon et al. [15] established the solvability of a new class of impulsive fractional boundary value problems involving the generalized Caputo fractional derivative. In 2020, Belmor et al. [16] investigated the solvability of fractional differential inclusion including the generalized Caputo derivative with integral nonlocal conditions. There are other works that showed interest in the generalized Caputo operators; we mention for example [17–20]. Nowadays, Herzallah and Radwan [21] studied the fractional version of the system (1) with the classical Caputo operator, namely

\[
\begin{cases}
D^\alpha_{0+} \eta(t) = A(t) \eta(t) + F(t, \eta(t)), & a.e. \quad t \in [0, T], T > 0, \\
\sum_{i=1}^{l} c_i \eta(t_i) = \beta \sum_{j=1}^{k} d_j \eta(t_j), & t, t_j \in (0, T), \forall i = 1, \ldots, l, j = 1, \ldots, k.
\end{cases}
\]  

\[ (E) = \{ Z \in E : Z \neq \emptyset \}. \]  

Now, throughout this paper, let

\[
\begin{align*}
P_{bd}(E) &= \{ Z \in P(E) : Z \text{ is bounded} \}, \\
P_{cp}(E) &= \{ Z \in P(E) : Z \text{ is compact} \}, \\
P_{cv}(E) &= \{ Z \in P(E) : Z \text{ is convex} \}, \\
P_{cvp}(E) &= P_{cp}(E) \cap P_{cv}(E).
\end{align*}
\]

Let \( W \subseteq E \). The fixed point of set-valued map \( \Psi : W \rightarrow P(E) \) is a point \( \omega \in W \) such that \( \omega \in \Psi(\omega) \). The graph of \( \Psi \) is defined as

\[
G(\Psi) = \{ (\omega_1, \omega_2) \in W \times W : \omega_2 \in \Psi(\omega_1) \}.
\]

A selection of \( \Psi \) is a single-valued map \( \psi : W \rightarrow E \) such that \( G(\psi) \subseteq G(\Psi) \).

\[
\Psi : E \rightarrow P(E) \text{ is closed (convex) valued if } \Psi(\omega) \text{ is closed (convex) for each } \omega \in E, \text{ and } \Psi \text{ is bounded on bounded sets if } \Psi(W) = \bigcup_{W} \Psi(\omega) \text{ is bounded for each } W \in P_{bd}(E), \text{ that is, } \sup_{W} \{ \sup \{ \|z\| : z \in \Psi(\omega) \} \} < \infty.
\]

Therefore, \( \Psi \) is completely continuous if \( \Psi \) is relatively compact for each \( W \in P_{bd}(W) \). In fact, if \( \Psi \) is completely continuous with nonempty compact values, then \( \Psi \) is upper semicontinuous (u.s.c., for short) if and only if \( G(\Psi) \) is closed.

Let \( L^1(I, E) = \{ \eta : I \rightarrow E : \|\eta\|_E : I \rightarrow R_+ \text{ be Lebesgue integrable} \} \); then \( L^1(I, E) \) is Banach with the norm \( \|\eta\|_E = \int_I \|\eta(t)\|_E dt \).

**Definition 1** [22]. A multivalued function \( \Psi : I \times E \rightarrow P(E) \) is called \( L^1\)-Carathéodory if

\[
\begin{align*}
(i) & \quad t \rightarrow \Psi(t, \omega) \text{ is measurable for each } \omega \in E, \\
(ii) & \quad \omega \rightarrow \Psi(t, \omega) \text{ is u.s.c. for almost all } t \in I.
\end{align*}
\]
(iii) for each \( r \in (0, \infty) \), there exists \( p_r \in L^1(I, R) \) such that
\[
\|\psi(t, \omega)\| \leq p_r(t), \quad \forall \|\omega\| \leq r
\]
and almost every \( t \in I \).

**Definition 2** [23]. Let \( C(I, E) \) be the Banach space of all continuous functions \( \eta : I \rightarrow E \) with the norm \( \|\eta\|_C = \sup_{t \in I} \|\eta(t)\|_E \). Therefore, let \( C^m(I, E) \) be the Banach space of all \( m \)-differentiable \( \eta : I \rightarrow E \) with \( \eta^{(m)}(t) \in C(I, E) \), \( m \in \mathbb{N} \).

**Definition 3** [24]. For every \( \eta \in C(I, E) \), define the family of \( L^1 - \)selection of \( \Psi : I \times E \rightarrow P_{cpr}(E) \) as
\[
S^l_{\Psi, \eta} = \{ \psi \in L^1(I, R) : \psi(t) \in \Psi(t, \eta(t)) \text{ for a.e.} \ t \in I \}.
\]
Therefore, \( S^l_{\Psi, \eta} \) is a nonempty set.

**Lemma 4** [24]. Let \( \Psi : I \times E \rightarrow P_{cpr}(E) \) be a \( L^1 - \)Carathéodory-multivalued function and \( \Phi : L^1(I, E) \rightarrow C(I, E) \) be a continuous linear mapping. Then
\[
\Phi \circ S^l_{\Psi} : C(I, E) \rightarrow P_{cpr}(C(I, E)), \eta \mapsto \Phi\left( S^l_{\Psi, \eta} \right),
\]
is a closed graph operator in \( C(I, E) \times C(I, E) \).

An important role is played by the fixed-point principle to obtain the solvability of various types of operator equations (see, for example, [25–29]). We will apply the following fixed-point theorem to obtain the main results.

**Theorem 5** [30]. Let \( Z \) be a convex closed subset of \( E \), \( \Omega \) be an open subset of \( Z \), \( 0 \in \Omega \) and \( \Psi : \partial \Omega \rightarrow P_{cpr}(Z) \) be u.s.c. and compact operator. Then, either

1. \( \Psi \) has a fixed point in \( \partial \Omega \), or
2. there exists \( \omega \in \partial \Omega \) and \( \lambda \in (0, 1) \) with \( \omega = \lambda \Psi \omega \).

Next, we outline some definitions of the generalized fractional operators [12, 13]. For more details about fractional operators, the readers are also referred to [1, 31].

**Definition 6**. Let \( Q : (a, b) \rightarrow R \) be an increasing function having a derivative \( Q'(t) \in C((a, b), R) \) such that \( Q'(t) \neq 0 \) for all \( t \in (a, b) \). The left generalized Riemann–Liouville fractional integral of order \( \alpha \in (n, n + 1) \) for some \( n \in \mathbb{N} \) of an integrable function \( \eta : [a, b] \rightarrow R \) w.r.t. the function \( Q \) is given by [12]
\[
D^a_{\alpha, Q} \eta(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t - \zeta)^{n-\alpha-1} \eta(\zeta) d\zeta, \quad t > a.
\]  
Choosing \( Q(t) = t \) and replacing in (8), we have the Hadamard fractional integral, given by [32]
\[
\frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t - \zeta)^{n-\alpha-1} \eta(\zeta) d\zeta, \quad a > 0, t > a.
\]  
Choosing \( Q(t) = t \) and replacing in (8), we get the classical Riemann–Liouville integral, given by [1]
\[
I^a_{\alpha, Q} \eta(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t - \zeta)^{n-\alpha-1} \eta(\zeta) d\zeta, \quad a > 0, t > a.
\]  
The left generalized Riemann–Liouville fractional derivative of order \( \alpha \in (n, n + 1) \) for some \( n \in \mathbb{N} \) of an integrable function \( \eta : [a, b] \rightarrow R \) w.r.t. the function \( Q \) is given by [12]
\[
D^a_{\alpha, Q} \eta(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t - \zeta)^{n-\alpha-1} \eta(\zeta) d\zeta, \quad t > a.
\]  
Choosing \( Q(t) = t \) and replacing in (11), we get classical Riemann–Liouville derivative, given by [31]
\[
D^a_{\alpha} \eta(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t - \zeta)^{n-\alpha-1} \eta(\zeta) d\zeta, \quad a > 0, t > a.
\]  
Choosing \( Q(t) = t \) and replacing in (11), we get classical Riemann–Liouville derivative, given by [31]
\[
D^a_{\alpha} \eta(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t - \zeta)^{n-\alpha-1} \eta(\zeta) d\zeta, \quad t > a.
\]  
Choosing \( Q(t) = t \) and replacing in (11), we get classical Riemann–Liouville derivative, given by [31]
\[
D^a_{\alpha} \eta(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t - \zeta)^{n-\alpha-1} \eta(\zeta) d\zeta, \quad a > 0, t > a.
\]  
Choosing \( Q(t) = t \) and replacing in (11), we get classical Riemann–Liouville derivative, given by [31]
Further, the generalized Caputo derivative can be defined via the generalized Riemann–Liouville fractional derivative as [13]

\[ *D^a_{a^*,t,Q} \eta(t) = D^a_{a^*,t,Q} \left[ \eta(t) - \sum_{k=0}^{n-1} \frac{\eta^{(k)}(t)}{k!} (Q(t) - Q(a))^k \right], \quad (16) \]

where \( \eta^{[k]}(t) = ((1/Q'(t))(d/dt))^k \eta(t). \)

The following lemma, which concerns some properties of generalized fractional operators, plays a key role in the sequel.

**Lemma 8.** [13]. Suppose that \( \eta : I \rightarrow \mathbb{R} \), then

1. if \( \eta \in C(I, \mathbb{R}) \), then \( *D^a_{a^*,t,Q} \eta(t) = \eta(t) \),
2. if \( \eta \in C'(I, \mathbb{R}) \), then

\[ \int_{0}^{a} *D^a_{a^*,t,Q} \eta(t) = \eta(a) - \eta(0). \quad (17) \]

3. if \( \eta \in C''(I, \mathbb{R}) \) and \( \alpha \in (0, 1) \), then

\[ \int_{0}^{a} *D^a_{a^*,t,Q} \eta(t) = \eta(a) - \eta(t) - \eta(0). \quad (18) \]

### 3. Main Results

The differential inclusions using fractional derivatives have been proven to be of major interest to the academic community, not only mathematicians but also researchers in other fields. There is a motivating way to obtain the solvability of the differential inclusions; this way is representing the solution by integral equation.

The solvability of system (3) will be established under the following hypotheses:

(H1) For all \( \eta(t) \in I \), there exists \( L_\alpha \in (0, \infty) \) such that \( L_\alpha = \max_{t \in I} |A(t)| \).

(H2) \( \sum_{i=1}^{l_i} c_i \neq \beta \sum_{j=1}^{l_j} d_j \).

(H3) The function \( F : I \times \mathbb{R} \rightarrow \mathbb{R} \) is \( L^1 \)-Carathéodory and has nonempty, convex, and compact values.

(H4) The functions \( \theta, \phi : I \rightarrow I \) are continuous such that \( \theta(t) \leq t \) and \( \phi(t) \geq t \) for all \( t \in I \).

(H5) There exists a function \( p \in L^1(I, \mathbb{R}) \) and \( K > 0 \) such that \( \|F(t, \eta(t))\| \leq Kp(t) \) and there exists \( M^* > 0 \) such that

\[ \Gamma(\alpha + 1) M^* \left( L_\alpha M^* (Q(T) - Q(0))^\alpha + K \Gamma(\alpha + 1) \left( |\beta| \sum_{j=1}^{l_j} d_j + |\sigma| \sum_{i=1}^{l_i} c_i + 1 \right) \right)^{1/\alpha} > 1. \quad (19) \]

where

\[ M = \frac{1}{\Gamma(\alpha)} \int_{0}^{T} Q'(s) (Q(T) - Q(s))^{\alpha - 1} p(s) ds. \quad (20) \]

The integral representation of the system (3) will be given in the following lemma.

**Lemma 9.** Let the hypotheses (H1)-(H2) hold. Suppose that \( \psi : I \rightarrow C(I, \mathbb{R}) \), then the solution \( \eta(t) \) of the following problem

\[ \left\{ \begin{array}{ll}
*D^a_{a^*,t,Q} \psi(t) = A(t) \eta(t) + \psi(t), & \text{ a.e. } t \in I, \\
\sum_{i=1}^{l_i} c_i \eta(t_i) = \beta \sum_{j=1}^{l_j} d_j \phi(t_j), & c_i, d_j > 0, \quad t_i, t_j \in I, i = 1, \ldots, l_i, j = 1, \ldots, l_j.
\end{array} \right. \quad (21) \]

is given by

\[ \eta(t) = \sigma \left[ \beta \sum_{j=1}^{l} d_j \int_{0}^{t} \left( \frac{\theta(t)}{\Gamma(\alpha)} Q(\phi(t_j)) - Q(s) \right)^{\alpha - 1} A(s) \eta(s) ds \right] + \left[ \beta \sum_{j=1}^{l} d_j \phi(t_j), c_j, d_j > 0, \right.
\]

\[ \left. - \sum_{i=1}^{l_i} c_i \int_{0}^{t} \left( \frac{\theta(t)}{\Gamma(\alpha)} Q(\phi(t_i)) - Q(s) \right)^{\alpha - 1} A(s) \eta(s) ds \right] - \sum_{i=1}^{l_i} c_i \int_{0}^{t} \left( \frac{\theta(t)}{\Gamma(\alpha)} Q(\phi(t_i)) - Q(s) \right)^{\alpha - 1} \psi(s) ds + \frac{1}{\Gamma(\alpha)} \int_{0}^{t} Q'(s) (Q(t) - Q(s))^{\alpha - 1} A(s) \eta(s) ds + \frac{1}{\Gamma(\alpha)} \int_{0}^{t} Q'(s) (Q(t) - Q(s))^{\alpha - 1} \psi(s) ds, \right. \quad (22) \]

where \( \sigma = 1/(\sum_{i=1}^{l_i} c_i - \beta \sum_{j=1}^{l_j} d_j) \).

**Proof.** Applying the operator \( *J^a_{a^*,t,Q} \) on both sides of equation (21). Then, by Lemma 8, we get

\[ *J^a_{a^*,t,Q} *D^a_{a^*,t,Q} \eta(t) = *J^a_{a^*,t,Q} [A(t) \eta(t) + \psi(t)]. \quad (23) \]

Therefore, we obtain

\[ \eta(t) = \eta(0) + \frac{1}{\Gamma(\alpha)} \int_{0}^{t} Q'(s) (Q(t) - Q(s))^{\alpha - 1} A(s) \eta(s) ds + \frac{1}{\Gamma(\alpha)} \int_{0}^{t} Q'(s) (Q(t) - Q(s))^{\alpha - 1} \psi(s) ds, \quad (24) \]
Putting \( t = \theta(t_j) \) in equation (24), we get

\[
\eta(\theta(t_j)) = \eta(0) + \frac{1}{\Gamma(\alpha)} \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1}\psi(s)ds.
\]

(25)

Thus, we have

\[
\sum_{j=1}^{l_j} c_j \eta(\theta(t_j)) = \sum_{j=1}^{l_j} c_j \eta(0) + \sum_{j=1}^{l_j} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
- \sum_{j=1}^{l_j} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1}\psi(s)ds.
\]

(26)

Putting \( t = \phi(t_j) \) in equation (24), we get

\[
\eta(\phi(t_j)) = \eta(0) + \frac{1}{\Gamma(\alpha)} \int_0^{\phi(t_j)} Q'(s) \\
\cdot (Q(\phi(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1}\psi(s)ds.
\]

(27)

Thus, we have

\[
\sum_{j=1}^{l_j} d_j \eta(\phi(t_j)) = \sum_{j=1}^{l_j} d_j \eta(0) + \sum_{j=1}^{l_j} d_j \int_0^{\phi(t_j)} Q'(s) \\
\cdot (Q(\phi(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1}\psi(s)ds.
\]

(28)

Hence, we obtain

\[
\eta(0) = \sigma_\beta \sum_{j=1}^{l_1} d_j \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
+ \sigma_\beta \sum_{j=1}^{l_1} d_j \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1}\psi(s)ds \\
- \sigma \sum_{j=1}^{l_1} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
- \sigma \sum_{j=1}^{l_1} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1}\psi(s)ds.
\]

(29)

Substituting equation (29) into equation (24), we obtain the result.

We note that a function \( \eta \in C(I, \mathbb{R}) \) is called a solution for system (3) if there exists a map \( \psi \in L^1(I, \mathbb{R}) \) such that \( \psi \in F(t, \eta(t)) \) a.e. on \( I \) and \( \eta(t) \) is given by

\[
\eta(t) = \sigma_\beta \sum_{j=1}^{l_1} d_j \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
+ \sigma_\beta \sum_{j=1}^{l_1} d_j \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1}\psi(s)ds \\
- \sigma \sum_{j=1}^{l_1} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
- \sigma \sum_{j=1}^{l_1} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1}\psi(s)ds.
\]

(30)

where \( \sigma = 1/(\sum_{j=1}^{l_1} c_j - \beta \sum_{j=1}^{l_1} d_j) \).

Now, we establish the solvability of problem (3).

**Theorem 10.** Suppose that the hypotheses (H1)-(H5) are satisfied; then the system (3) has at least one solution.

**Proof.** By hypothesis (H3) and Lemma 4, there exists a single-value map \( \psi \in S^{1}_{F_{\mathcal{F}}} \). Define the multivalued operator \( Y : C(I, \mathbb{R}) \longrightarrow P(C(I, \mathbb{R})) \) as

\[
Y(\eta)(t) = \{ h \in C(I, \mathbb{R}) : h(t) \}
\]

\[
= \left\{ \sigma_\beta \sum_{j=1}^{l_1} d_j \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
+ \sigma_\beta \sum_{j=1}^{l_1} d_j \int_0^{\phi(t_j)} Q'(s)(Q(\phi(t_j)) - Q(s))^{\alpha-1}\psi(s)ds \\
- \sigma \sum_{j=1}^{l_1} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
- \sigma \sum_{j=1}^{l_1} c_j \int_0^{\theta(t_j)} Q'(s)(Q(\theta(t_j)) - Q(s))^{\alpha-1}\psi(s)ds \\
+ \int_0^t Q'(s)(Q(t) - Q(s))^{\alpha-1} A(s)\eta(s)ds \\
+ \int_0^t Q'(s)(Q(t) - Q(s))^{\alpha-1}\psi(s)ds \}.
\]

(31)

Then for every \( h \in Y(\eta) \) and \( \eta \in C(I, \mathbb{R}) \), there exists \( \psi \in S^{1}_{F_{\mathcal{F}}} \) such that
Let $0 \leq \rho \leq 1$, then
\[
(p_{h_1} + (1 - \rho) h_2)(t) = \sigma \beta \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \sigma \beta \sum_{j=1}^{l \eta} \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds)
\]
\[
- \sigma \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds
\]
\[
0 \leq \rho \leq 1,
\]
\[
(h(t) = \sigma \beta \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \sigma \beta \sum_{j=1}^{l \eta} \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds
\]
\[
- \sigma \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds
\]
\[
0 \leq \rho \leq 1,
\]
\[
(h(t) = \sigma \beta \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \sigma \beta \sum_{j=1}^{l \eta} \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds
\]
\[
- \sigma \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds
\]
\[
0 \leq \rho \leq 1,
\]
\[
(h(t) = \sigma \beta \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \sigma \beta \sum_{j=1}^{l \eta} \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds
\]
\[
- \sigma \sum_{j=1}^{l \eta} \int_0^{\varphi_j(s)(Q(\varphi_j))) - Q(s))^{\alpha - 1}}{(\alpha)} A(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds + \int_0^{t} \varphi_j(s) \eta(s) ds
\]
\[
\leq \left( L_{\alpha^r} \frac{(Q(T) - Q(0))^{a^*}}{l(a + 1)} \right) + KM \left( |\sigma|^l \sum_{j=1}^{l_j} d_j + |B| \sum_{i=1}^{l_\eta^*} c_i + 1 \right).
\]

(36)

Hence, \( Y' \) sends bounded sets to bounded sets in \( C(I, R) \). Secondly, we will prove \( Y' \) sends \( B_i \) into equicontinuous sets of \( C(I, R) \). Let \( t_1^*, t_2^* \in I \) such that \( t_1^* < t_2^* \). Then, for all \( h \in Y' \eta \) and \( \eta \in B_i \), we have

\[
h(t_2^*) - h(t_1^*) = \frac{1}{I(a)} \int_{t_1^*}^{t_2^*} Q'(s)(Q(t_2^*) - Q(s))^{a-1} A(s)\eta(s)ds
\]

\[
- \frac{1}{I(a)} \int_{t_1^*}^{t_2^*} Q'(s)(Q(t_1^*) - Q(s))^{a-1} A(s)\eta(s)ds
\]

\[
+ \frac{1}{I(a)} \int_{t_1^*}^{t_2^*} Q'(s)(Q(t_1^*) - Q(s))^{a-1} \psi(s)ds
\]

\[
- \frac{1}{I(a)} \int_{t_1^*}^{t_2^*} Q'(s)(Q(t_2^*) - Q(s))^{a-1} \psi(s)ds.
\]

(37)

Hence, we get

\[
|h(t_2^*) - h(t_1^*)| \leq \frac{1}{I(a)} \int_{t_1^*}^{t_2^*} Q'(s) \left[ (Q(t_2^*) - Q(s))^{a-1} - (Q(t_1^*) - Q(s))^{a-1} \right]
\]

\[
\cdot \left( |A(s)|\eta \right)_{\alpha^*} + \|\psi\|_{\omega^*} ds + \frac{1}{I(a)} \int_{t_1^*}^{t_2^*} Q'(s)(Q(t_2^*) - Q(s))^{a-1} \|A(s)|\eta\|_{\omega^*} + \|\psi\|_{\omega^*} ds.
\]

(38)

Next, by the Lagrange mean-value classical theorem, we obtain

\[
|h(t_2^*) - h(t_1^*)| \leq \frac{(a - 1)(t_2^* - t_1^*) Q'(t) \int_{t_1^*}^{t_2^*} Q'(s)}{I(a)}
\]

\[
\cdot \left( Q(t) - Q(s) \right)^{a-2} (L_{\alpha^r} + \|\psi\|_{\omega^*}) ds
\]

\[
+ \frac{1}{I(a)} \int_{t_1^*}^{t_2^*} Q'(s)(Q(t_2^*) - Q(s))^{a-1}
\]

\[
\cdot \left( L_{\alpha^r} + \|\psi\|_{\omega^*} \right) ds.
\]

(39)

where \( t_1^* < t < t_2^* \). As \( t_1^* \to t_2^* \), \( |h(t_2^*) - h(t_1^*)| \to 0 \). Thus, \( Y'(B_i) \) is equicontinuous. From the Arzela-Ascoli theorem, we get \( Y' \) is completely continuous.

Step 3. \( Y' \) is u.s.c. We only need to show that \( Y' \) has a closed graph to be u.s.c. Let \( \eta_n \to \eta \) and \( h_n \to \bar{h} \) where \( h_n \in Y'\eta_n \). We need to show that \( \bar{h} \in Y'\eta \). Associated with \( h_n \in Y'\eta_n \), there exists \( \psi_n \in S^1_{F,\eta_n} \) such that for all \( t \in I \), we have

\[
h_n(t) = \sigma \beta \sum_{j=1}^{l_j} d_j \int_{0}^{(t_j^*)} \frac{Q'(s)(Q(\psi(t_j))) - Q(s)^{a-1}}{I(a)} A(s)\eta(s)ds
\]

\[
+ \sigma \beta \sum_{j=1}^{l_j} d_j \int_{0}^{(t_j^*)} \frac{Q'(s)(Q(\psi(t_j))) - Q(s)^{a-1}}{I(a)} \psi_n(s)ds
\]

\[
- \sigma \sum_{i=1}^{l_\eta^*} c_i \int_{0}^{(t_2^*)} \frac{Q'(s)(Q(\theta(t_i))) - Q(s)^{a-1}}{I(a)} A(s)\eta(s)ds
\]

\[
- \sigma \sum_{i=1}^{l_\eta^*} c_i \int_{0}^{(t_2^*)} \frac{Q'(s)(Q(\theta(t_i))) - Q(s)^{a-1}}{I(a)} \psi(s)ds
\]

\[
+ \frac{1}{I(a)} \int_{0}^{t_2^*} Q'(s)(Q(t) - Q(s))^{a-1} A(s)\eta(s)ds
\]

\[
+ \frac{1}{I(a)} \int_{0}^{t_2^*} Q'(s)(Q(t) - Q(s))^{a-1} \psi(s)ds.
\]

(40)

We want to show that there exists \( \bar{\psi} \in S^1_{F,\eta} \) such that for each \( t \in I \), we get

\[
\bar{h}(t) = \sigma \beta \sum_{j=1}^{l_j} d_j \int_{0}^{(t_j^*)} \frac{Q'(s)(Q(\psi(t_j))) - Q(s)^{a-1}}{I(a)} A(s)\bar{\eta}(s)ds
\]

\[
+ \sigma \beta \sum_{j=1}^{l_j} d_j \int_{0}^{(t_j^*)} \frac{Q'(s)(Q(\psi(t_j))) - Q(s)^{a-1}}{I(a)} \bar{\psi}(s)ds
\]

\[
- \sigma \sum_{i=1}^{l_\eta^*} c_i \int_{0}^{(t_2^*)} \frac{Q'(s)(Q(\theta(t_i))) - Q(s)^{a-1}}{I(a)} A(s)\bar{\eta}(s)ds
\]

\[
- \sigma \sum_{i=1}^{l_\eta^*} c_i \int_{0}^{(t_2^*)} \frac{Q'(s)(Q(\theta(t_i))) - Q(s)^{a-1}}{I(a)} \bar{\psi}(s)ds
\]

\[
+ \frac{1}{I(a)} \int_{0}^{t_2^*} Q'(s)(Q(t) - Q(s))^{a-1} A(s)\bar{\eta}(s)ds
\]

\[
+ \frac{1}{I(a)} \int_{0}^{t_2^*} Q'(s)(Q(t) - Q(s))^{a-1} \bar{\psi}(s)ds.
\]

(41)

Define the linear continuous operator \( \Theta : L^1(I, R) \to C(I, R) \) by

\[
\Theta(\psi)(t) = \sigma \beta \sum_{j=1}^{l_j} d_j \int_{0}^{(t_j^*)} \frac{Q'(s)(Q(\psi(t_j))) - Q(s)^{a-1}}{I(a)} A(s)\eta(s)ds
\]

\[
+ \sigma \beta \sum_{j=1}^{l_j} d_j \int_{0}^{(t_j^*)} \frac{Q'(s)(Q(\psi(t_j))) - Q(s)^{a-1}}{I(a)} \psi(s)ds
\]

\[
- \sigma \sum_{i=1}^{l_\eta^*} c_i \int_{0}^{(t_2^*)} \frac{Q'(s)(Q(\theta(t_i))) - Q(s)^{a-1}}{I(a)} A(s)\eta(s)ds
\]

\[
- \sigma \sum_{i=1}^{l_\eta^*} c_i \int_{0}^{(t_2^*)} \frac{Q'(s)(Q(\theta(t_i))) - Q(s)^{a-1}}{I(a)} \psi(s)ds
\]

\[
+ \frac{1}{I(a)} \int_{0}^{t_2^*} Q'(s)(Q(t) - Q(s))^{a-1} A(s)\eta(s)ds
\]

\[
+ \frac{1}{I(a)} \int_{0}^{t_2^*} Q'(s)(Q(t) - Q(s))^{a-1} \psi(s)ds.
\]

(42)
Hence, we get
\[
|\eta_s(t) - \tilde{h}(t)| \leq |\sigma| |\beta| L_A \sum_{i=1}^{l_i} \int_0^{r_i} Q'(s)(Q(\phi(r_i)) - Q(s))^{-1} \frac{A(s)\eta(s)}{\Gamma(\alpha)} ds
\]
\[
+ |\sigma| \sum_{i=1}^{l_i} d_i \int_0^{r_i} \frac{Q'(s)(Q(\phi(r_i)) - Q(s))^{-1}}{\Gamma(\alpha)} |\eta_s(s) - \tilde{h}(s)| ds + |\sigma| \sum_{i=1}^{l_i} c_i |\eta_s(s) - \tilde{h}(s)| ds
\]
\[
+ |\sigma| \sum_{i=1}^{l_i} c_i \int_0^{r_i} \frac{Q'(s)(Q(\phi(r_i)) - Q(s))^{-1}}{\Gamma(\alpha)} |\eta_s(s) - \tilde{h}(s)| ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^{r_i} Q'(s)(Q(t) - Q(s))^{-1} A(s)\eta(s) ds + \frac{1}{\Gamma(\alpha)} \int_0^{r_i} Q'(s)(Q(t) - Q(s))^{-1} \psi(s) ds.
\] (43)

Thus, \( h_n(t) \to \tilde{h}(t) \) as \( n \to \infty \). From Lemma 4, we can see \( \mathcal{O}^2 S_{\eta_n} \) is a closed graph in \( C(I, R) \times C(I, R) \) and \( h_n \in \mathcal{O}(S_{\eta_n}). \) Since \( \eta_n \to \tilde{\eta} \), then \( \tilde{h}(t) \) satisfies equation (41) for some \( \psi \in \mathcal{S}_{\tilde{\eta}}. \) Thus, \( \psi \) is an u.s.c.

Step 4. There exists an open set \( \Omega \in C(I, R) \) such that \( \eta \in \delta \mathcal{Y}_\Omega \) for some \( \delta \in (0, 1) \) and \( \eta \in \Omega \). Let \( \delta \in (0, 1) \) and \( \eta \in \delta \mathcal{Y}_\Omega \). Then, there exists \( \psi \in L^1(I, R) \) with \( \psi \in \mathcal{S}_{\eta} \) such that for all \( t \in I \), we have
\[
\eta(t) = \delta \left[ |\sigma| \sum_{i=1}^{l_i} d_i \int_0^{r_i} \frac{Q'(s)(Q(\phi(r_i)) - Q(s))^{-1}}{\Gamma(\alpha)} A(s)\eta(s) ds \right.
\]
\[
+ |\sigma| \sum_{i=1}^{l_i} d_i \int_0^{r_i} \frac{Q'(s)(Q(\phi(r_i)) - Q(s))^{-1}}{\Gamma(\alpha)} \psi(s) ds
\]
\[
- \sigma \sum_{i=1}^{l_i} c_i \int_0^{r_i} \frac{Q'(s)(Q(\theta(t_i)) - Q(s))^{-1}}{\Gamma(\alpha)} A(s)\eta(s) ds
\]
\[
- \sigma \sum_{i=1}^{l_i} c_i \int_0^{r_i} \frac{Q'(s)(Q(\theta(t_i)) - Q(s))^{-1}}{\Gamma(\alpha)} \psi(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^{r_i} Q'(s)(Q(t) - Q(s))^{-1} A(s)\eta(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^{r_i} Q'(s)(Q(t) - Q(s))^{-1} \psi(s) ds.
\] (44)

As in the proof of Step 2, we get that
\[
\|\eta\|_{\infty} \leq \delta \left( L_A \|\eta\|_{\infty} \frac{(Q(T) - Q(0))^n}{\Gamma(\alpha + 1)} + K M \right)
\]
\[
\cdot \left( |\sigma| \sum_{i=1}^{l_i} d_i + |\sigma| \sum_{i=1}^{l_i} c_i + 1 \right)
\]
\[
\leq \left( L_A \|\eta\|_{\infty} \frac{(Q(T) - Q(0))^n}{\Gamma(\alpha + 1)} + K M \right)
\]
\[
\cdot \left( |\sigma| \sum_{i=1}^{l_i} d_i + |\sigma| \sum_{i=1}^{l_i} c_i + 1 \right).
\] (45)

Hence, we get
\[
\Gamma(\alpha + 1) \|\eta\|_{\infty} \leq \left( L_A \|\eta\|_{\infty} \frac{(Q(T) - Q(0))^n}{\Gamma(\alpha + 1)} + K M \right) \left( |\sigma| \sum_{i=1}^{l_i} d_i + |\sigma| \sum_{i=1}^{l_i} c_i + 1 \right) \leq 1.
\] (46)

From (H5), there exists \( M^* \) such that \( M^* \neq \|\eta\|_{\infty} \). Let \( \Omega = \{ \eta \in C(I, R) \mid \|\eta\|_{\infty} < M^* + 1 \} \). Thus, there is no \( \eta \in \partial \Omega \) such that \( \eta \in \delta \mathcal{Y}_\Omega \) for \( \delta \in (0, 1) \). Hence, \( \mathcal{Y} : \Omega \to P_{cp}(B_c) \) is u.s.c. From Theorem 5, we deduce that \( \mathcal{Y} \) has a fixed point \( \eta \in \Omega \) which is a solution of the system (3).

Theorem 11. Assume that (H1)-(H4) hold. In addition, suppose

(H6) there exists a nondecreasing continuous function \( k : [0, \infty) \to (0, \infty) \) and \( q \in C(I, R) \) such that
\[
\| f(t, \eta(t)) \| = \sup \{ |\rho| \mid \rho \in W(t, \eta) \} \leq q(t)k(\|\eta\|),
\] (47)
for all \( (t, \eta) \in I \times R \), and there exists \( \kappa > 0 \) such that
\[
\Gamma(\alpha + 1) \kappa \leq \left( L_A + \|\eta\|_{\infty} k(\|\eta\|) \right) \frac{(Q(T) - Q(0))^n}{\Gamma(\alpha + 1)} \left( |\sigma| \sum_{i=1}^{l_i} d_i + |\sigma| \sum_{i=1}^{l_i} c_i + 1 \right) \leq 1.
\] (48)

Then, the system (3) has at least one solution on \( I \).

Proof. Define the multivalued operator \( \mathcal{Y} : C(I, R) \to P(C(I, R)) \) as in equation (31) of Theorem 10.

Step 1. \( \mathcal{Y} \) is convex for all \( \eta \in C(I, R) \). By doing the same steps as in the proof of Theorem 10, we can get that \( \mathcal{Y} \mathcal{Y} \) is convex for all \( \eta \in C(I, R) \).

Step 2. \( \mathcal{Y} \) is completely continuous. First, we will prove that \( \mathcal{Y} \) is bounded. Let \( r_0 > 0 \). Define \( B_{r_0} = \{ \eta \in C(I, R) \mid \|\eta\| \leq r_0 \} \) and let \( \eta \in B_{r_0} \). From (H4), we have that
\[
|\eta(t)| \leq \left( |\sigma| \sum_{i=1}^{l_i} d_i \int_0^{r_i} \frac{Q'(s)(Q(\phi(r_i)) - Q(s))^{-1}}{\Gamma(\alpha)} A(s)\eta(s) ds \right.
\]
\[
+ |\sigma| \sum_{i=1}^{l_i} d_i \int_0^{r_i} \frac{Q'(s)(Q(\phi(r_i)) - Q(s))^{-1}}{\Gamma(\alpha)} \psi(s) ds
\]
\[
- \sigma \sum_{i=1}^{l_i} c_i \int_0^{r_i} \frac{Q'(s)(Q(\theta(t_i)) - Q(s))^{-1}}{\Gamma(\alpha)} A(s)\eta(s) ds
\]
\[
- \sigma \sum_{i=1}^{l_i} c_i \int_0^{r_i} \frac{Q'(s)(Q(\theta(t_i)) - Q(s))^{-1}}{\Gamma(\alpha)} \psi(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^{r_i} Q'(s)(Q(t) - Q(s))^{-1} A(s)\eta(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^{r_i} Q'(s)(Q(t) - Q(s))^{-1} \psi(s) ds.
\] (49)
for all $t \in I$. Therefore, we get

$$
\|h\|_1 \leq |\sigma q| \sum_{j=1}^{l_1} d_j \int_0^1 \frac{Q'(s)(Q(t_j) - Q(s))^{n-1} \Gamma(\alpha)}{\Gamma(\alpha) + j|\sigma q|} ds + |\sigma q| |A(s)||\|\|_{1, I}(\rho) ds
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^1 \frac{Q'(s)(Q(t_j) - Q(s))^{n-1} A(s)||\|_{1, I}(\rho) ds}{|\sigma q| + |A(s)||\|_{1, I}(\rho) ds}
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^1 \frac{Q'(s)(Q(t_j) - Q(s))^{n-1} \psi(s) ds}{|\sigma q| + |A(s)||\|_{1, I}(\rho) ds}
$$

$$
\leq \frac{L_A}{\Gamma(\alpha + 1)} \int_0^1 \frac{Q(T) - Q(0) ds}{|\sigma q| + |A(s)||\|_{1, I}(\rho) ds}
$$

(50)

Hence, $Y$ sends bounded sets to bounded sets in $C(I, R)$. Secondly, we will prove $Y$ sends $B_{\rho}$ into equicontinuous sets of $C(I, R)$. Let $t_1', t_2' \in I$ such that $t_1' < t_2'$. Then, for all $h \in Y \eta$ and $\eta \in B_{\rho}$, we have

$$
h(t_1') - h(t_2') = \frac{1}{\Gamma(\alpha)} \int_0^1 \frac{Q'(s)(Q(t_1') - Q(s))^{n-1} A(s)\eta(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

$$
- \frac{1}{\Gamma(\alpha)} \int_0^1 \frac{Q'(s)(Q(t_2') - Q(s))^{n-1} A(s)\eta(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^1 \frac{Q'(s)(Q(t_2') - Q(s))^{n-1} \psi(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

$$
- \frac{1}{\Gamma(\alpha)} \int_0^1 \frac{Q'(s)(Q(t_1') - Q(s))^{n-1} \psi(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

(51)

Hence, we get

$$
|h(t_1') - h(t_2')| \leq \frac{L_A}{\Gamma(\alpha + 1)} \int_0^1 \frac{Q(s)(Q(t_2') - Q(s))^{n-1} A(s)\eta(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

$$
+ \frac{L_A}{\Gamma(\alpha + 1)} \int_0^1 \frac{Q(s)(Q(t_1') - Q(s))^{n-1} \psi(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

$$
\leq \frac{L_A}{\Gamma(\alpha + 1)} \int_0^1 \frac{Q(s)(Q(t_2') - Q(s))^{n-1} A(s)\eta(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

$$
+ \frac{L_A}{\Gamma(\alpha + 1)} \int_0^1 \frac{Q(s)(Q(t_1') - Q(s))^{n-1} \psi(s) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

$$
\leq \frac{L_A}{\Gamma(\alpha + 1)} \int_0^1 \frac{Q(T) - Q(0) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

(52)

In view of continuity of $Q$, we have $|h(t_2') - h(t_1')| \to 0$ as $t_1' \to t_2'$. Thus, $Y$ is completely continuous.

Step 3. $Y$ is u.s.c. As in the proof of Theorem 10, we have that $Y$ is an u.s.c.

Step 4. There exists an open set $\Omega \in C(I, R)$ such that $\eta/\delta \in \Omega \eta$ for some $\delta \in (0, 1)$ and $\eta \in \Omega \eta$. Let $\delta \in (0, 1)$ and $\eta \in \delta \Omega \eta$. Then, there exists $\varphi \in L^1(I, R)$ with $\varphi \in S_{\Omega \eta}$ such that for all $t \in I$, we have $\eta \in \delta \Omega \eta$ satisfies

(44). As in the proof of Step 2, we have that

$$
|\|\|_{1, I}(\rho) \leq \frac{L_A}{\Gamma(\alpha + 1)} \int_0^1 \frac{Q(T) - Q(0) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

(53)

Hence, we get

$$
\frac{\Gamma(\alpha + 1)}{L_A} \int_0^1 \frac{Q(T) - Q(0) ds}{\Gamma(\alpha) + j|\sigma q|}
$$

(54)

From (H6), there exists $\kappa$ such that $\kappa < |\|\|_{1, I}$. Let $\Lambda = \{\eta \in C(I, R); |\|\|_{1, I} \leq \kappa + 1\}$. Thus, there is no $\eta \in \partial \Lambda$ such that $\eta \in \delta \Omega \eta$ for $\delta \in (0, 1)$. Hence, $Y : \Lambda \to P_{cusp}(B_{\rho})$ is u.s.c. From Theorem 5, we deduce that $Y$ has a fixed point in $\Lambda$ which is a solution of the system (3).

Putting $Q(t) = t$ in (3), we have the following result.

Corollary 12. Assume that (H1)-(H4) hold. In addition, suppose

(7) there exists a nondecreasing continuous function $E : [0, \infty) \to [0, \infty)$ and $q \in C(I, R_+)$ such that

$$
|F(t, \eta(t))| = \sup \{|\rho|; \rho \in W(t, \eta)|\} \leq q(t)E(|\rho|),
$$

(55)

for all $(t, \eta) \in I \times R$, and there exists $\kappa^* > 0$ such that

$$
\frac{\Gamma(\alpha + 1)\kappa^*}{(L_A \kappa^* + |\|\|_{1, I} E(\kappa^*))Y^a \left(\frac{\left|\sum_{j=1}^{l_1} d_j + \sum_{i=1}^{l_1} c_i + 1\right)}{\Gamma(\alpha + 1)}\right)} \leq 1.
$$

(56)

Then the system (2) has at least one solution on $I$.

Choosing $Q(t) = \ln(t)$ in system (3) and changing the interval $I$ with the interval $I_\mathrm{c} = [1, e]$ in (3) and in all conditions (H1)-(H4), we obtain the following Caputo–Hadamard
fractional system
\[
\begin{aligned}
&c^\alpha D^\alpha \alpha \beta \gamma(t) \in A(t)\alpha \beta \gamma(t) + F(t, \alpha \beta \gamma(t)), \quad \text{a.e. } t \in I, \\
&\sum_{j=1}^{l} d_j(\theta(t)) = \beta \sum_{j=1}^{l} d_j(\phi(t)), \quad \text{a.e. } t \in I, \forall i = 1, \ldots, l, j = 1, \ldots, l.
\end{aligned}
\]

(57)

The following result is a direct consequence of Theorem 11.

Corollary 13. Assume that (H1)-(H4) hold on \(I_c\). In addition, suppose
\((H8)\) there exists a nondecreasing continuous function \(\Xi : [0, \infty) \rightarrow [0, \infty)\) and \(q \in C(I_c, \mathbb{R})\) such that
\[
\|F(t, \alpha \beta \gamma(t))\| = \sup \{ |\rho| : \rho \in W(t, \alpha \beta \gamma) \leq q(t)\Xi(|\rho|),
\]

(58)

for all \((t, \alpha \beta \gamma) \in I_c \times \mathbb{R}\), and there exists \(\bar{k} > 0\) such that
\[
\Gamma(\alpha + 1) \bar{k} /
\]

(59)

Then, the system (57) has at least one solution on \(I_c\).

4. Applications

In the following examples, we point to how applied the abstract results in particular systems.

Example 14. Consider the following generalized fractional differential inclusion
\[
\begin{aligned}
&c^\alpha D^\alpha \alpha \beta \gamma(t) - \cos (\alpha \beta \gamma(t)) \in \left[0, \frac{\|\alpha \beta \gamma(t)\|}{|\alpha \beta \gamma(t)| + t^2 + 1} + 3t^2 + 6t^4\right], \quad \text{a.e. } t \in [0, 1], \\
&\sum_{j=1}^{l} d_j(\alpha \beta \gamma(t)) = \beta \sum_{j=1}^{l} d_j(\phi(t)), \quad t, \alpha \beta \gamma(t) \in [0, 1], \forall i = 1, 2 \ldots, j = 1, 2, 3.
\end{aligned}
\]

(60)

Let \(Q(t) = (t^2 + t)/2\). Here, we get \(\alpha = 2/5\),
\[
\begin{aligned}
A(t, \alpha \beta \gamma(t)) &= \frac{\cos (\alpha \beta \gamma(t))}{t^2 + 100}, \\
F(t, \alpha \beta \gamma) &= \left[0, \frac{|\alpha \beta \gamma(t)|}{|\alpha \beta \gamma(t)| + t^2 + 1} + 3t^2 + 6t^4\right], \\
\theta : [0, 1] \rightarrow [0, 1], &\theta(t) = t^4, \\
\phi : [0, 1] \rightarrow [0, 1], &\phi(t) = t^{0.25}
\end{aligned}
\]

(61)

From given information, we obtain that \(L_\alpha = 0.01, T = 1, l_1 = 2, l_2 = 3, \sum_{j=1}^{l} d_j(\alpha \beta \gamma(t)) = \beta \sum_{j=1}^{l} d_j(\phi(t)), \quad t, \alpha \beta \gamma(t) \in [0, 1], \forall i = 1, 2 \ldots, j = 1, 2, 3\). Hence, \(\alpha = 2/5\), \(\beta = 2.25\). Then, \(\alpha \beta \gamma(t) \leq 10\). Thus, \(\alpha \beta \gamma(t) = 2, M = 1.1273957159\). Then, there exists a constant \(M^*\) such that \(M^* = (25.53, 10)\) satisfying the inequality of \((H5)\).

By Theorem 10, we know the system (60) has at least one solution.

Example 15. Consider the following generalized fractional differential inclusion
\[
\begin{aligned}
&c^\alpha D^\alpha \alpha \beta \gamma(t) - \cos (\alpha \beta \gamma(t)) \in \left[0, \frac{t|\alpha \beta \gamma(t)|}{t + 1} + 100\right], \quad \text{a.e. } t \in [0, 1], \\
&\sum_{j=1}^{l} d_j(\alpha \beta \gamma(t)) = \beta \sum_{j=1}^{l} d_j(\phi(t)), \quad t, \alpha \beta \gamma(t) \in [0, 1], \forall i = 1, 2 \ldots, j = 1, 2, 3.
\end{aligned}
\]

(62)

Let \(Q(t) = \sqrt{t + 1}\). Here, we get \(\alpha = 2/3\),
\[
\begin{aligned}
A(t, \alpha \beta \gamma(t)) &= \frac{\cos (\alpha \beta \gamma(t))}{t^2 + 100}, \\
F(t, \alpha \beta \gamma) &= \left[0, \frac{t|\alpha \beta \gamma(t)|}{t + 1}\right], \\
\theta : [0, 1] \rightarrow [0, 1], &\theta(t) = t^4, \\
\phi : [0, 1] \rightarrow [0, 1], &\phi(t) = t^{0.25}
\end{aligned}
\]

(63)

Thus, \(L_\alpha = 0.01, T = 1, l_1 = 2, l_2 = 3, \sum_{j=1}^{l} d_j(\alpha \beta \gamma(t)) = \beta \sum_{j=1}^{l} d_j(\phi(t)), \quad t, \alpha \beta \gamma(t) \in [0, 1], \forall i = 1, 2 \ldots, j = 1, 2, 3\). Hence, \(\alpha = -0.6037735849\). In addition, \(\alpha \beta \gamma(t) \leq (t(t^4 + 1)|\alpha \beta \gamma(t)|\). Further, \(\alpha \beta \gamma(t) = t/(t + 1), |\alpha \beta \gamma(t)| \leq 1, \quad \Xi(|\alpha \beta \gamma(t)|) \leq |\alpha \beta \gamma(t)|.\) The condition \((H6)\) of Theorem 11 is satisfied with \(\kappa = (0.5558151022, \infty)\). Consequently, all the hypotheses of Theorem 11 are satisfied. Thus, the problem (62) has at least one solution.

5. Conclusions

In this paper, we established the solvability of fractional differential inclusions involving the generalized Caputo operator by applying Leray-Schauder’s alternative approach with the help of the Lagrange mean-value classical theorem. The proposed system studied in the present work is more practical and more generalized. The results given in this paper extended and developed some previous works. We presented some examples to illustrate the solvability results.
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