Modelling and Optimization of Multi-Service Optical Switching Networks with Threshold Management Mechanisms
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Abstract: DWDM networks make use of optical switching networks that allow light waves of multiple lengths to be serviced and provide the possibility of converting them appropriately. Research work on optical switching networks focuses on two main areas of interest: new non-blocking structures for optical switching networks and finding traffic characteristics of switching networks of the structures that are already well known. In practical design of switching nodes in optical networks, in many cases, the Clos switching networks are successfully used. Clos switching networks are also used in Elastic Optical Networks that can effectively manage allocation of resources to individual multi-service traffic streams. The research outcomes presented in this article deal with the problems of finding traffic characteristics in blocking optical switching networks with known structures. This article aims at presenting an analysis of the influence of traffic management threshold mechanisms on the traffic characteristics of multi-service blocking Clos switching networks that are used in the nodes of elastic optical networks as well as their influence on the traffic efficiency of network nodes. The analysis was carried out on the basis of research studies performed in a specially dedicated purpose-made simulation environment. The article presents a description of the simulation environment used in the experiments. The study was focused on the influence of the threshold mechanism, which is one of the most commonly used and elastic traffic management mechanisms, and on the traffic characteristics of switching networks that service different mixtures of multi-service Erlang, Engset and Pascal traffic streams. The conducted study validates the operational effectiveness and practicality of the application of the threshold mechanism to model traffic characteristics of nodes in an elastic optical network.
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1. Introduction

For a long time, we have seen an increase in the amount and variety of network services, accompanied by an increase in the need for bitrate and the ever-increasing number of devices. New devices in the data transmission network pose new challenges and necessitate fulfilling new requirements in telecommunications networks. In order to meet the requirements, it is necessary to not only increase the bitrate of telecommunications links but also, to a growing degree, to provide the possibility to diversify service quality for various traffic classes in telecommunications nodes.

Rapid development of access and backbone optical networks has created a situation in which they have become the basic solutions that can simultaneously offer alike resource management mechanisms with high variability of service quality and high bitrates. Presently, and concurrently with the development of systems based on Dense Wavelength-Division Multiplexing (DWDM) technology, telecommunications optical networks of the next generation are the subject of intense research and interest in a large number of research centres and the subject of a large number of publications [1,2].
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Optical networks technology provides the possibility to increase the transmission speed up to 100 and 400 Gbps, or even 1 Tbps. This opportunity for effective use of high network bitrates for the network users’ necessity with different demands, much lower than the capacity of the network, can be successfully fulfilled by the execution of the elastic optical networks (EONs) concept [3], i.e., networks that offer the possibility to allocate resources elastically from a shared resource pool to different optical paths.

It is then necessary for DWDM networks to deploy optical switching networks that would be capable of converting and transmitting optical signals over various lengths of light waves. Research studies on optical switching networks primarily deal with the following two main areas: development of new non-blocking structures for optical switching networks [4] and designation of characteristics for switching networks from the point of view traffic loadability with already-known structures. The construction of non-blocking networks involves either a high number of switching points or complex algorithms to control connection setups. Apparently, however, optical Clos switching networks, primarily three-stage networks, can in many cases be successfully used to construct switching nodes [5,6]. These networks are also used in the case of EONs that provide effective management of resource allocation to individual multi-service traffic streams. The study presented in this article concerns the issues related to the designation of characteristics describing blocking of optical networks with known structure from the point of view of traffic loadability of the network.

This article aims to analyze and discuss the influence of threshold traffic management mechanisms on traffic characteristics describing multi-service blocking switching networks with Clos structure used in the nodes of EONs and their influence on the traffic loadability of network nodes. The rest of the article is structured as follows. Section 2 presents the concept of Elastic Optical Networks. The next section includes a description of the structure of the blocking switching network in which threshold mechanisms for traffic management have been introduced. The section discusses the traffic structure (Section 3.1), the operation of the threshold mechanism (Section 3.2) and the corresponding path choice algorithm (Section 3.3). Section 4 is devoted to the simulation environment. It includes a presentation and description of the input data for the simulator (Section 4.1), simulation algorithm (Section 4.2) and the simulation termination condition (Section 4.3), among others. Section 5 presents exemplary results of the simulation studies, along with their interpretation. The article ends with the Conclusions (Section 6), which presents the most important conclusions resulting from the study carried out.

2. Elastic Optical Networks

The DWDM technology uses mainly the conventional transmission optical band (C-band, form 1530 to 1565 nm) and long-wavelength transmission optical band (L-band, from 1565 to 1625 nm), it is caused by the low attenuation of the optical signal in these bands. The frequencies used in DWDM are presented in the so-called a frequency grid defined by ITU-T in the recommendation G.694.1 [7]. Based on this standard, we can use the fixed or flexible frequency grid in relation to the application needs. Flexible GRID give the occasion of elastic allocation of network resources (the so-called frequency slot unit—FSU) of the channel bandwidth to different optical paths. The idea of the flexible GRID is the basic concept used in the EONs. When creating elastic frequency grid ITU-T [7], it is assumed that bandwidths of a particular optical channel are allocated depending on nominal values of mid-band frequency $f_{\text{nom}}$ and channel bandwidth $\omega$. The channel bandwidth $\omega$ is calculated as the multiplicity of 12.5 GHz:

$$\omega = 12.5 \times m. \quad (1)$$

In Equation (1), $m$ is a positive integer number, and 12.5 GHz is the FSU [4]. The mid-band frequency of given channels can be calculated based on the following formula:

$$f_{\text{nom}} = 193.1 + n \times 0.00625. \quad (2)$$
In (2), parameter \( n \) is integer number and 0.00625 is the continuous frequency shift (in THz). Each combination of channels is viable, provided they do not overlap. The main advantage of the application of the elastic GRID is the provision of the application of different transmission speeds.

If we know the structure of switching networks used in elastic optical networks and the number of FSUs required by particular traffic streams, then we are prepared for the analysis of optical switching networks. If we additionally assume that FSU in optical switching networks can be treated such as the Allocation Unit in electronic switching networks [8,9], then in the modeling of optical switching networks, we can use the methods elaborated for multi-service switching networks [10].

3. Structure of the Switching Network with Introduced Threshold Mechanisms

The three-stage Clos optical switching fabric (Figure 1) used in the nodes of EONs is built from \( \upsilon \times \upsilon \) switches. The capacity of a single link of a switching fabric is equal to \( f \) FSUs. Additionally, each one link of the given last stage switch belongs to one of \( \upsilon \) outgoing directions. (A more extensive description of the structure of the Clos switching network can be found, for example, in [11,12].)

![Figure 1. Three-stage Clos switching network.](image)

In the network under consideration, the most popular and elastic call admission control (CAC) mechanism, i.e., the threshold mechanism, is used to manage traffic. The threshold mechanisms, on the basis of which a decision on whether a new call (request) will be accepted for service or not is made, as well as on the number of allocated FSUs, were implemented (introduced) in the output directions. The algorithm that executes the procedure for the admittance of a new call monitors the occupancy level in a given output direction (the output direction demanded by a new call) and makes a decision on the number of the FSUs to be specifically allocated. If the occupancy level in a given output direction exceeds the set threshold value, this means that this call can be admitted for service with a decreased number of FSUs only. The threshold value is defined on the basis of the introduced value of the threshold area, expressed as the percentage of the capacity of a given output direction.

The assumption in the network was that switches of the first and the last stage allowed both the frequency slot (wave length) and the switch output (optical fiber) to be changed. Another assumption was that the switches of the middle stage could only perform a change in the outgoing optical fiber. This means that for a switch of the second stage, any changes in the channel frequency are not possible.
Further on in this Section, the call streams offered to the network (Section 3.1), the principle of operation of threshold mechanisms in EONs (Section 3.2), and the algorithm to control connection setup in the network (Section 3.3) are presented.

### 3.1. Call Streams Offered to the Switching Fabric

In principle, all services offered to multi-service switching networks can be modelled at the call (or stream) level by Erlang, Engset and Pascal call streams [13]. Therefore, the assumption in our study was that the switching fabric was offered three types of traffic streams:

- \( m_1 \) Erlang call streams, where each class is defined by the intensity parameter for the arrival of new calls \( \lambda_1, \lambda_2, \ldots, \lambda_m \) and the number of \( t_1, t_2, \ldots, t_m \) FSUs required to set up a connection (in this article, index \( i \) specifies Erlang’s traffic class, index \( j \) any Engset traffic class and index \( k \) any Pascal traffic class, whereas the index \( c \) defines any traffic class, regardless of the traffic stream type);

- \( m_1 \) Engset call streams, where each class is defined by the intensity of the arrival of new calls generated by a single source \( \gamma_1, \gamma_2, \ldots, \gamma_j, \ldots, \gamma_{m_j} \), the number of traffic sources \( N_1, N_2, \ldots, N_j, \ldots, N_{m_j} \), and the number of \( t_1, t_2, \ldots, t_j, \ldots, t_{m_j} \) FSUs required for a call to be set up;

- \( m_K \) Pascal call streams, where the intensity of the arrival of new calls \( \beta_1, \beta_2, \ldots, \beta_k, \ldots, \beta_{m_K} \), the number of traffic sources \( S_1, S_2, \ldots, S_k, \ldots, S_{m_K} \) and the number of \( t_1, t_2, \ldots, t_k, \ldots, t_{m_K} \) FSUs demanded for a new call to be set up are defined.

In the case of different types of traffic streams, the intensity of a new call arrival shows a different dependence in relation to the current load of the system. The intensity of new Erlang call arrival does not depend on the occupancy state of the system. In the case of Engset traffic stream, the value of the intensity parameter is inversely proportional to the occupancy state of the system. In contrast, new Pascal calls appear more frequently as the system load increases. In the case of all call classes of any type, the parameter of the exponential distribution of the service time \( \mu_1, \mu_2, \ldots, \mu_c, \ldots, \mu_m \) is also determined, where \( m \) is the sum of all call classes of any type \( m = m_1 + m_1 + m_K \).

### 3.2. Threshold Mechanisms in the Switching Network

The essential feature of the threshold mechanism introduced to the network is the management of the admission of new calls by way of limiting the number of FSUs allocated to them, based on the current occupancy state of the system. The lower the load, the higher the number of allocated FSUs, while the changes in the number of allocated FSUs occur in jumps and depend on the threshold (level) of the load in the system [14]. The introduced threshold mechanism defines the size of individual threshold areas as the percentage value of the total capacity of the output direction. The threshold mechanism is introduced to a given set \( T \) of traffic classes that is a sub-set of all call classes offered to the switching fabric.

Each class \( c \), which belongs to the set \( T \), is defined by the set of threshold values written in the following form: \( \{ Q_{c,1}, Q_{c,2}, \ldots, Q_{c,q_c} \} \), where the index \( c \) of each of the elements defines the number of a call class, whereas the second index defines the number of a threshold and \( q_c \) specifies the number of thresholds defined for class \( c \). The assumption is also that there is the following dependence between the introduced values of the thresholds: \( Q_{c,1} \leq Q_{c,2} \leq \ldots \leq Q_{c,q_c} \).

Each threshold area is limited by a pair of values, where in the case of class \( c \) belonging to the set \( T \), the threshold area \( q \) is limited by the values \( Q_{c,q} \) and \( Q_{c,q+1} \). Additionally, in the threshold area \( q \), a set of parameters \( \{ t_{c,q}, \mu_{c,q} \} \) is also defined, which satisfy the following dependencies \( t_{c,0} > t_{c,1} > \ldots > t_{c,q} > \ldots t_{c,q} \) and \( \mu_{c,0} > \mu_{c,1} > \ldots > \mu_{c,q} \). This means that the number of allocated FSUs to calls of individual traffic classes is inversely proportional to the current load of the system. When it comes to the average service time of calls of individual traffic classes, it may increase (elastic services) with increasing system load or remain constant (adaptive services). In the case of decreasing the load of the system, we observe the opposite situation.
3.3. Connection Path Choice Algorithms in the Network

This section discusses the basic algorithms used to control the switching network, i.e., the relevant path choice algorithms. The assumption in the simulation environment was that there would be two path selection algorithms used in the switching fabric: the point-to-group (Figure 2) and point-to-point (Figure 3) algorithms. Before the commencement of the simulation experiment, either of the above path-selection algorithms in the switching fabric should be selected.

![Diagram of Point-to-group selection algorithm](image-url)

**Figure 2.** Point-to-group selection algorithm.
Path-choice algorithms make it possible to find those elements of the network that have the required resources to service a new call that has arrived at the input to the network. When there is no possibility of finding free resources in the links outgoing from the network, this is followed by external blocking, whereas when resources necessary to set up a connection path in the network cannot be found, this is followed by internal blocking. Therefore, one can distinguish two causes of blocking in the network, internal and external.

4. Simulation Environment

The EON simulator with threshold mechanisms was implemented using the C++ language and the object-oriented programming technique. To develop the simulation model, the process interaction method was used [15]. The developed simulator is capable of determining the loss probability values for particular traffic classes in optical switching networks with point-to-point and point-to-group selection, in which threshold mechanisms have been implemented in outgoing directions. The input data for the simulation program are read from a text file. The results obtained using the simulation program, at the end of its operation, are written to a file. The developed simulation program in the future can be used to verify analytical models that will enable the determination of the traffic
characteristics of switching networks with threshold mechanisms typically in the nodes of EON networks. In the immediate future, the present authors intend to develop and publish these methods.

The description of the simulation environment is divided into three parts. The first part discusses the parameters used in the simulation experiment as input data of the simulation process. The next part presents the basic simulation algorithm. The description is concluded with a discussion on the conditions for the simulation experiment to be terminated that decide on the accuracy level of obtained results.

4.1. Input Data

As input data to the simulation program, the structure of the switching network and the capacity of individual links are given. Each traffic class is defined by: the number of demanded FSUs, the value of mean service time, the number of Engset traffic sources, and the number of Pascal traffic sources. Furthermore, a value of \( a \) is specified, which is numerically equal to the traffic value offered to a single FSU.

In order to conduct simulation experiments of the switching network built of the \( v \times v \) switches, in which the capacity of each single link is \( f \) FSUs, the following parameters should be given:

- The number \( m_I \) of Erlang call streams (classes),
- The number \( m_J \) of Engset call streams (classes),
- The number \( m_K \) of Pascal call streams (classes),
- The set \( T \) of call streams for which the threshold mechanism is introduced ,
- The number \( t_{c,q} \) of required FSUs necessary to set up a new connection for calls of class \( c \) in a given threshold area \( q \) and the average service time \( \mu_{c,q}^{-1} \) for class \( c \) calls,
- The number of \( N_j \) Engset, \( S_k \) Pascal traffic sources.

Based on the values of the above-mentioned parameters, the intensity parameters \( \lambda_i, \gamma_j \) and \( \beta_k \) of calls generated by the sources of Erlang, Engset and Pascal traffic stream, respectively, are determined in the simulation program:

\[
\sum_{i=1}^{m_I} \frac{\lambda_i}{\mu_i t_{i,0}} + \sum_{j=1}^{m_J} \frac{\gamma_j N_j}{\mu_j t_{j,0}} + \sum_{k=1}^{m_K} \frac{\beta_k S_k}{\mu_k t_{k,0}} = a v f. \tag{3}
\]

The parameters \( \lambda_i, \gamma_j \) and \( \beta_k \), determined on the basis of Formula (3), are treated as the parameters of the exponential distribution that describes the process of new call arrival of calls of individual traffic classes.

4.2. General Simulation Algorithm

The algorithm shown in Figure 4 has been implemented in the simulation program. In the simulation algorithm, two events (arrival of a new call and termination of call service) were defined.
Figure 4. Graphical representation of general simulation algorithm.
When considering a system that is offered different types of call streams (\(m_1\) Erlang call classes, \(m_2\) Engset call classes and \(m_k\) Pascal call classes), it is necessary to define and implement functions that handle events **arrival of a new call and termination of call service**. Functions implementing event handling for calls of Erlang, Engset and Pascal traffic classes, respectively, have been described in detail in [16]. When using the functions described in [16], it is taken into account that class \(c\) requires \(t_{c,q}\) FSUs to set up a new connection. The value of \(t_{c,q}\) depends on the occupancy state (threshold area \(q\)) that the system is currently in.

### 4.3. Condition for Simulation Termination

The simulation end condition is, with a determination of loss probabilities, determined based on the number of the least active class reports generated (generally, it is the class with the lowest value of the intensity parameter). The average of the results is calculated on the basis of the data obtained from five simulation series. In order to obtain 95% confidence intervals not exceeding 5% of the mean value of the results, the simulator must generate at least 10,000,000 calls of the class with the lowest intensity of appearance of new calls.

The confidence intervals are calculated using the following formula:

\[
\left( \bar{X} - t_a \frac{\sigma}{\sqrt{d}}, \bar{X} + t_a \frac{\sigma}{\sqrt{d}} \right)
\]

where \(\bar{X}\) is the mean value of \(d\) results (simulation courses), and \(t_a\) is the value of the \(t\)-Student distribution for \(d - 1\) degrees of freedom. The parameter \(\sigma\) determining the standard deviation is calculated using the following formula:

\[
\sigma^2 = \frac{1}{d - 1} \sum_{s=1}^{d} x_s^2 - \frac{d}{d - 1} \bar{X}^2,
\]

where \(x_s\) is the result obtained in the \(s\)-th simulation run.

### 5. Numerical Results

The developed simulation program enables simulation tests of optical switching fabrics with the Clos structure, in which each switch can have any number of \(v\) inputs/outputs and any number of \(v\) switches in each stage (the number of switches in each section should be the same).

Not only the required transmission speed but also the modulation technique used have an impact on the number of requested FSUs by the calls of particular traffic classes. Based on the data presented in [17], Table 1 shows the dependence of the number of requested FSUs on the required transmission speed and the modulation technique used.

The loss probability results presented in the graphs depending on the traffic value offered to a single FSU were obtained for the following systems:

- **System 1:**
  - Offered traffic: \(m = 3, m_1 = 1, t_{1,0} = 5\) FSUs, \(\mu_{1,0}^{-1} = 1, m_1 = 1, t_{2,0} = 10\) FSUs, \(\mu_{2,0}^{-1} = 1, N_2 = 2000, m_K = 1, q_3 = 1, t_{3,0} = 30\) FSUs, \(\mu_{3,0}^{-1} = 1, t_{3,1} = 15\) FSUs, \(\mu_{3,1}^{-2} = 2, S_3 = 2000,\)
  - Network structure: \(k = 4, v = 4, f = 320\) FSU,
  - Selection algorithm: point-to-group.
  - Value of threshold: \(Q_{3,1} = 75\%\) of system capacity.

- **System 2:**
  - Offered traffic: \(m = 3, m_1 = 2, t_{1,0} = 5\) FSUs, \(\mu_{1,0}^{-1} = 1, t_{2,0} = 10\) FSUs, \(\mu_{2,0}^{-1} = 1, m_1 = 1, t_{3,0} = 20\) FSUs, \(\mu_{3,0}^{-1} = 1, N_3 = 2000, m_K = 1, q_4 = 2, t_{4,0} = 30\) FSUs, \(\mu_{4,0}^{-1} = 1, t_{4,1} = 15\) FSUs, \(\mu_{4,1}^{-2} = 2, t_{4,2} = 10\) FSUs, \(\mu_{4,2}^{-1} = 3, S_4 = 2000,\)
  - Network structure: \(k = 4, v = 4, f = 320\) FSUs,
- Selection algorithm: point-to-group.
- Values of thresholds: \( Q_{4,1} = 50\% \), \( Q_{4,2} = 75\% \) of system capacity.

- System 3:
  - Offered traffic: \( m = 3, \ m_I = 1, \ t_{1,0} = 4 \) FSUs, \( \mu_{1,0}^{-1} = 1, \ m_I = 1, \ t_{2,0} = 8 \) FSUs, \( \mu_{2,0}^{-1} = 1, \ N_2 = 2000, \ m_K = 1, \ q_3 = 1, \ t_{3,0} = 20 \) FSUs, \( \mu_{3,0}^{-1} = 1, \ t_{3,1} = 10 \) FSUs, \( \mu_{3,1}^{-1} = 2, \ S_3 = 2000, \)
  - Network structure: \( k = 4, \ v = 4, \ f = 320 \) FSUs.
  - Selection algorithm: point-to-point.
  - Value of threshold: \( Q_{3,1} = 75\% \) of system capacity.

The results of the simulation experiments are presented in the form of graphs with confidence intervals that were determined on the basis of the t-Student distribution (with a 95 percent confidence level) for five simulation series, in the function of traffic offered to a single FSU (Figures 5–22) or in the function of the size of the threshold area (Figures 23–25). The duration of each simulation series was determined based on the time needed to generate 10,000,000 calls of class with the lowest intensity. The exemplary duration times for individual experiments are presented in Table 2.

The duration of each simulation series was determined based on the time needed to generate.

The exemplary duration times of individual experiments are given in Table 2. The results apply to the total length of time of one simulation series in relation to the number of calls of the least active class required for the simulation run to terminate. The simulations were run on a server platform with Intel Xeon X5670 processor and 32GB RAM memory.

### Table 1. Possible number of requested FSUs depending on required transmission speed and modulation technique [17].

| Number of FSUs | Bitrate (Gbps) | Maximum Distance (km) | Modulation Format |
|----------------|----------------|------------------------|-------------------|
| 1              | 40             | 685                    | 64-QAM            |
| 1              | 40             | 1024                   | 32-QAM            |
| 1              | 40             | 1677.9                 | 16-QAM            |
| 2              | 40             | 2585.2                 | QPSK              |
| 2              | 100            | 546                    | 64-QAM            |
| 2              | 100            | 847.2                  | 32-QAM            |
| 3              | 100            | 1342.5                 | 16-QAM            |
| 5              | 100            | 2007.3                 | QPSK              |
| 3              | 160            | 475                    | 64-QAM            |
| 4              | 160            | 756.5                  | 32-QAM            |
| 4              | 160            | 1170.5                 | 16-QAM            |
| 8              | 160            | 1710.9                 | QPSK              |
| 7              | 400            | 335                    | 64-QAM            |
| 8              | 400            | 579.6                  | 32-QAM            |
| 10             | 400            | 835.1                  | 16-QAM            |
| 20             | 400            | 1133                   | QPSK              |
| 10             | 600            | 274                    | 64-QAM            |
| 12             | 600            | 501.4                  | 32-QAM            |
| 15             | 600            | 686.7                  | 16-QAM            |
| 30             | 600            | 877.3                  | QPSK              |
Table 2. Exemplary duration times of individual simulation experiments.

| No. of Calls | Time         |
|--------------|--------------|
| 1 mln        | 3 min 30 s   |
| 10 mln       | 26 min       |
| 100 mln      | 3 h 12 min   |

The ensuing analysis of the graphs shown in Figures 5–25 leads to the following conclusions:

- A comparison of the values of the loss probabilities for calls of individual traffic classes in the systems without threshold mechanisms (Figures 5–13) with the values of the loss probability in the systems with introduced threshold mechanisms (Figures 14–22) shows that the values of the loss probability for the calls to which the threshold mechanism was introduced decrease (class 3—Systems 1 and 3, and classes 3 and 4—System 2), whereas the values of the loss probability of the calls to which the threshold mechanism was not introduced increase.

- From the analysis of the graphs presented in Figures 23–25, it can be observed that from a certain size of the threshold area, there are no changes in the loss probability for the calls of individual classes. This means that for a defined value of traffic, an appropriate minimum size of the threshold area for which we can obtain the desired changes in the loss probability can be matched.

![Figure 5. Total loss probability in switching network (System 1).](image1)

![Figure 6. Internal loss probability in switching network (System 1).](image2)
Figure 7. External loss probability in switching network (System 1).

Figure 8. Total loss probability in switching network (System 2).

Figure 9. Internal loss probability in switching network (System 2).
Figure 10. External loss probability in switching network (System 2).

Figure 11. Total loss probability in switching network (System 1).

Figure 12. Internal loss probability in switching network (System 3).
Figure 13. External loss probability in switching network (System 3).

Figure 14. Total loss probability in switching network with threshold mechanisms (System 1).

Figure 15. Internal loss probability in switching network with threshold mechanisms (System 1).
Figure 16. External loss probability in switching network with threshold mechanisms (System 1).

Figure 17. Total loss probability in switching network with threshold mechanisms (System 2).

Figure 18. Internal loss probability in switching network with threshold mechanisms (System 2).
Figure 19. External loss probability in switching network with threshold mechanisms (System 2).

Figure 20. Total loss probability in switching network with threshold mechanisms (System 3).

Figure 21. Internal loss probability in switching network with threshold mechanisms (System 3).
Figure 22. External loss probability in switching network with threshold mechanisms (System 3).

Figure 23. Total loss probability in switching network with threshold mechanisms for $a = 0.9$ Erl depending on the threshold area (System 1).

Figure 24. Internal loss probability in switching network with threshold mechanisms for $a = 0.9$ Erl depending on the threshold area (System 1).
Figure 25. External loss probability in switching network with threshold mechanisms for $a = 0.9$ Erl depending on the threshold area (System 1).

6. Concluding Remarks

This article presents the results of a study that fits into the current body of research on the determination of traffic characteristics of blocking optical networks with known structures. The results presented in the article make it possible to analyse the influence of threshold mechanisms in traffic management on the traffic characteristics of multi-service blocking Clos switching fabrics used in the nodes of EONs and their influence on traffic efficiency of network nodes. The present investigations carried out by the authors focused on the influence of the threshold mechanism, one of the most commonly mechanisms used and elastic traffic management, on the traffic characteristics of switching networks that service different mixtures of multi-service Erlang, Engset and Pascal traffic streams. The present study confirms the practical applicability of the proposed threshold mechanism in modelling traffic characteristics of nodes in elastic optical networks. The developed simulation program can be used to verify analytical models of EON nodes with threshold mechanisms. The presented simulation program can also be the basis for building a new simulator enabling the determination of the traffic characteristic of EON nodes using other structures of switching networks.
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