The hard c-means algorithm for clustering Indonesian plantation commodity based on metabolites composition
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Abstract. Indonesia is the second largest biodiversity country in the world. Indonesia has a variety of top agricultural and plantation commodities, whereas each commodity has premium products which are normally related to its specific character/flavour and are generally associated with the producing origins. Specific character/flavour is represented by composition of metabolites each origin. To find out the specific character/flavour in various Indonesian plantation commodities, clustering is needed. In this paper, we perform clustering on an Indonesian plantation commodity based on their metabolites composition. Metabolite compositions of samples of some origins of the commodity are clustered using the Hard C-Means algorithm with the Xie-Beni index as the cluster validity. Our present results confirm that each origin has a unique characteristic and belongs to a separate cluster.

1. Introduction

Indonesia produces various agricultural and plantation commodities. The quality and taste of each commodity is not uniform, and there are several superior commodities with specific tastes. For example, Java cloves bud is known having a prominent flavor of woody, dusty, and acid, whereas Bali cloves bud and its derivative product have a dominant flavor of sweet, spicy, and floral flavor [1]. Arabian coffee from Gayo has black tea, jasmine, and fruity flavor, Arabian coffee from Java Preanger has roasted sweet potatoe, honey, and fruity flavor, whereas Arabian coffee from Kintamani has sweet and fruity flavor [2]. To find out the specific flavour found in various Indonesian plantation commodities, clustering is needed.

Clustering is a process that classifies a set of observation data into several groups [3]. Clustering can also be interpreted as a process of grouping data into separate clusters, so that data in one cluster have the maximum level of similarity, while between two clusters the data have minimum similarity [4]. Generally, similarity in one cluster is measured using the concept of distance [5]. One the distance concept is commonly used to measure geometry proximity distance between the data is Euclidean distance. In clustering, two main approaches are used, namely partitional clustering and hierarchical clustering [6]. In this study, we apply partitional clustering because we have data set come from twelve regions that will be determined the best number of its partitions. Some applications of clustering have been widely used such as speech recognition in engineering [7], cancer cell classification in the medical world [8], and clustering of companies based on the share price in economics [9].
An Indonesian plantation commodity has the specific flavor [1]. The specific flavour is represented by composition of metabolites. To find out the specific flavour in various Indonesian plantation commodities, we perform clustering based on metabolites data set. Metabolite is chemical compounds involved in metabolism processes [10]. To extract useful information from these metabolites data set, multivariate analysis is needed. The Principle Component Analysis (PCA) is one of multivariate analysis that is widely used in clustering metabolites data set. However, not all of the metabolites data collected can be decomposed by PCA into a few principal components, especially if the differences between clusters are minor and obscured by other covariates [11]. Therefore, in this study we propose the Hard C-Means algorithm for clustering metabolites data set.

The composition of this paper is organized as follows. In Section 2, the Hard C-Means algorithm is explained. In Section 3, data, transformation of data, and dimension reduction of data are explained, and that consists on two data set i.e. with out data dimensions reduction (model 1) and with data dimensions reduction (model 2). In Section 4, clustering is performed to find out the best number of clusters of the data set. Finally, in Section 5 conclusions of this paper are written and Section 6 is references.

2. The Hard C-Means Algorithm

In this study, we propose the Hard C-Means algorithm because of its simple principle, ease of programming and performance in large data sets [12]. The Euclidean distance concept is one of the distance concepts that is commonly used to measure geometry proximity between the data [13]. In the Hard C-Means algorithm, clusters are considered as a hard subset which means that a data belongs to one of the existing clusters and does not belongs to two or more clusters at the same time. Consider a data set \( X = \{x_1, \ldots, x_N\} \) which contains \( N \) observations. Each observation is a \( n \)-dimensional row vector, \( x_j = \{x_{k1}, \ldots, x_{kn}\} \in \mathbb{R}^n \). We write the degree of membership the data \( j \)-th in the cluster \( i \)-th as \( u_{ij} \), then we form a partition matrix \( U = [u_{ij}]_{c \times N} \), where \( c \) is number of clusters. This partition matrix fulfills the following properties

- \( u_{ij} \in \{0,1\}, 1 \leq i \leq c, 1 \leq j \leq N \),
- \( \sum_{i=1}^{c} u_{ij} = 1, 1 \leq j \leq N \),
- \( 0 < \sum_{j=1}^{N} u_{ij} < N, 1 \leq i \leq c \).

To ensure that each data point is assigned exactly to one cluster, the second property of the Equation (1) is required. Together \( u_{ij} \in \{0,1\} \), it is possible that data may be assigned to one or more clusters, while there are several remaining clusters left empty. Because such a situation is undesirable, the third property of Equation (1) is required.

The objective function that will be minimized in the Hard C-Means algorithm is [14]

\[
Z = \sum_{i=1}^{c} \sum_{j=1}^{N} u_{ij} \|x_j - v_i\|^2,
\]

where \( v_i \) is a vector of cluster center \( i \)-th, \( D_{ij}^2 = \|x_j - v_i\|^2 \) is Euclidean distance the data \( j \)-th to the cluster centre \( i \)-th. Basically to determine \( u_{ij} \) and \( v_i \) must be done simultaneously. However, in this study, the determination of \( u_{ij} \) and \( v_i \) is carried out numerically by the recursive method. In general, we have the choice to determine which one is the initial guess. In this study, we chose \( v_i \) to determine \( u_{ij} \). The Hard C-Means algorithm is given as follows [15].

**Step I** : Given data \( x_j \in \mathbb{R}^n, j = 1,2, \ldots N \), determine the number of clusters \((1 < c \leq N)\), specify iterate termination criteria \( \varepsilon > 0 \). Initiation the cluster centre \( v_i^{(0)} \). Cluster centers can be selected randomly from a collection of data set \( x_j \in \mathbb{R}^n, j = 1,2, \ldots N \).

Repeat for \( l = 1,2, \ldots :\)

**Step II** : Calculate the Euclid distance \( D_{ij}^{(l)} = \|x_j - v_i^{(l-1)}\|^2 \).

**Step III** : Each data point is assigned to its closest cluster center with membership degree
\[ u_{ij}^{(l)} = \begin{cases} 1, & \text{min}_{i=1}^{c} \| x_j - v_i^{(l-1)} \|^2, \quad 1 \leq j \leq N. \\ 0, & \text{otherwise} \end{cases} \]  

(3)

**Step IV:** Update the cluster centers with the formula as follows

\[ v_i^{(l)} = \frac{\sum_{j=1}^{c} u_{ij}^{(l)} x_j}{\sum_{j=1}^{c} u_{ij}^{(l)}}, \quad 1 \leq i \leq c. \]  

(4)

Repeat step II to step IV until \( \| v_i^{(l)} - v_i^{(l-1)} \| < \varepsilon \) is fullfied, \( \forall i \) \( (1 \leq i \leq c) \). In this study, we chose \( \varepsilon = 10^{-5} \).

In this study, we propose the Xie-Beni index as cluster validity because the Xie-Beni Index involves cluster centres \( (v_i) \) and data \( (x_j) \) in calculating its index value. It aims to measure the ratio of the total variation within clusters and the separation of clusters. The Xie-Beni index is given as follows

\[ XB = \frac{\sum_{i=1}^{c} \sum_{j=1}^{N} u_{ij} \| x_j - v_i \|^2}{N \min_{i \neq j} \| v_i - v_j \|^2}. \]  

(5)

The smallest Xie-Beni index value shows the best number of clusters [16].

**3. Data and Data Dimension Reduction**

In this study, we will apply the Hard C-means algorithm for the metabolites data set on an Indonesian plantation commodity. The commodity in question is clove buds. Indonesian clove buds consist of four origins, namely Java, Bali, Manado, and Toli-Toli. Three regions of the aforementioned origin. Totally we have twelve regions. For the data from its region, it is conducted eight experiments, except one region of the Java has only six experiments. For each experiment, there are 47 metabolites recorded [17]. So the total size of the data set that owned in the matrix is 94 × 47. The rows of this matrix represent the sample of data and the columns represent the metabolites. We called the data arranged by that matrix as model 1.

The data in Kresnowati et al. [17] has large numerical range between \( 10^{-4} \) and 10. For this type of data, it is common to apply logarithmic transformation in order to have reliable numerical data. However, some data in Kresnowati et al. [17] have zero values. So that the logarithmic transformation cannot be applied directly. The metabolites data with zero values may mean that the metabolites are not present in the origin or the tools of the instrument used in the laboratory cannot detect the metabolites. We do not remove the metabolites data which zero values because they may have an important contribution to the origin as a biological marker in the origin. Therefore, we chose to replace zero values with \( 10^{-5} \).

![Figure 1. Plot of the metabolites data set in model 1](image-url)
Figure 1 shows a plot of the transformed metabolites data on model 1. When we consider all data to cluster, it may some experimental data in a region mix with other regions. To overcome this problem, we propose by doing data dimensions reduction. In this study, data dimension reduction is carried out in each region so that each region is represented by one data set metabolites with size in the matrix is $1 \times 47$. Because there are twelve regions, the size of the data set in matrix is $12 \times 47$. We called the data arranged by that matrix as model 2. We perform data dimension reduction using the median because of our data contains outliers. The median is less affected by outliers [18].

Figure 2. Plot of the metabolites data set in model 2

Figure 2 shows the metabolites data set after data dimensions reduction. Both of these models (Figure 1 and Figure 2) are clustered using the Hard C-Means algorithm. The best cluster result both of these models are explained in Section 4.

4. Cluster Results and Discussion
In this study, the number of data grouped based on the number of origin data sets. Therefore, for model 1, we evaluated twelve clusters, $(1 < c \leq N)$. For each cluster, the value of the Xie-Beni index is calculated using Equation (5). Similarly for model 2, the number of clusters evaluated is twelve clusters. For each cluster the value of the Xie-Beni index is calculated using Equation (5).

Figure 3. The Xie-Beni index values in model 1

The values of the Xie-Beni index shown in Figure 3 are the values for model 1. The smallest Xie-Beni index value obtained is 0.183 on four clusters. This means there are four the best number clusters for model 1. In Table 1 below, the J initial denotes the Java origin, the B initial denotes the Bali origin,
the initial M denotes the Manado origin, and the T initial denotes the Toli-Toli origin. The first number after the initial letter shows the region. The second number shows the experiment on the first number (the region). For example, M27 means the data sample comes from Manado, the second region, and it is carried out on the seventh experiments.

| Number of Clusters | Cluster Member | Xie-Beni |
|--------------------|----------------|----------|
| 1-st               | J11,J12,J13,J14,J15,J16, J21,J22,J23,J24,J25,J26,J27,J28, J31,J32,J33,J34,J35,J36,J37,J38 |          |
| 2-nd               | B11,B12,B13,B14,B15,B16,B17,B18, B21,B22,B23,B24,B25,B26,B27,B28, B31,B32,B33,B34,B35,B36,B37,B38 | 0.183 |
| 3-rd               | M11,M12,M13,M14,M15,M16,M17,M18, M21,M22,M23,M24,M25,M26,M27,M28, M31,M32,M33,M34,M35,M36,M37,M38,T22,T33 |          |
| 4-th               | T11,T12,T13,T14,T15,T16,T17,T18, T21 ,T23,T24,T25,T26,T27,T28, T31,T32,T34,T35,T36,T37,T38 |          |

Table 1 shows the best number of clusters in model 1, and its cluster members for each cluster. While the minimum value of the objective function (Equation 2) is shown in Table 2 and Figure 4.

### Table 2. Iteration in model 1

| Iteration | Value of Objective Function |
|-----------|-----------------------------|
| 1-st      | 987,779                     |
| 2-nd      | 711,228                     |
| 3-rd      | 652,791                     |
| 4-th      | 637,829                     |
| 5-th      | 633,663                     |
| 6-th      | 625,731                     |
| 7-th      | 625,731                     |

Table 2 and Figure 4 shows the minimum value of the objective function is achieved at the 7-th iteration. This guarantees that at the 7-th iteration the membership in each cluster has been optimum. If we pay attention to the cluster results obtained in Table 1, it can be seen that T22 and T33 are members of the third cluster which should be at the fourth cluster. Therefore we perform data dimensions reduction to overcome these errors. The best number of clusters for model 2 is shown in Figure 5.

![Figure 4. Plot the value of the objective function in model 1](image-url)
Figure 5. The Xie-Beni index values in model 2

Figure 5 shows for model 2 there are four the best number of clusters with the smallest Xie-Beni index value is 0.0958 (see Table 3). As explained earlier, the reduction of data dimensions is carried out for each region, so that each region is represented by one data set. For example, the first region of the Toli-Toli origin (T11, T12, T13, T14, T15, T16, T17, T18) is reduced to T1.

Table 3. The best number of clusters in model 2

| Number of Clusters | Cluster | Cluster Member | Xie-Beni |
|--------------------|---------|----------------|----------|
| 4                  | 1st     | J1, J2, J3     | 0.0958   |
|                    | 2nd     | B1, B2, B3     |          |
|                    | 3rd     | M1, M2, M3     |          |
|                    | 4th     | T1, T2, T3     |          |

Table 1 shows the best number of clusters in model 2, and its cluster members for each cluster. While the minimum value of the objective function (Equation 2) is shown below.

Table 4. Iteration in model 2

| Iteration | Values of Objective Function |
|-----------|------------------------------|
| 1         | 60,747                       |
| 2         | 46,108                       |
| 3         | 46,108                       |

Figure 6. Plot the values of objective function in model 2

Table 4 and Figure 6 show the minimum value of the objective function achieved at the 3-rd iteration. This guarantees that at the 3-rd iteration the membership in each cluster has been optimum. This result confirms that data dimensions reduction can efficient clustering time from 7 iterations become 3 iterations. Four the best number of clusters obtained on model 2 show that each region is properly mapped, in other words, each origin has a specific taste or unique character/flavour. Thus, by reducing the dimensions of the data set using the median, errors in the measurement of several metabolites in each region that may occur in experiments in the laboratory can be overcome.
5. Conclusion
In this study, we have clustered one of Indonesian plantation commodity based on the composition of their metabolites. One of the Indonesian plantation commodities in question is cloves bud. Clove buds consist of four origins, namely Java, Bali, Manado, and Toli-Toli. The data set of metabolites consist of two data sets i.e. with out data dimensions reduction (model 1) and with data dimensions reduction (model 2). By using the Hard C-Means algorithm with the Xie-Beni index as cluster validity, we found that model 1 there was four best clusters. While for model 2 also there was four best clusters. Our results confirmed that dimensional data reduction using the median could be overcome errors about some experimental data in a region mix with other regions. Finally, we concluded that each origin of one of Indonesian plantation commodity (clove buds) had a specific taste or unique character/flavour, different from each other.
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