A LiDAR-Aided Inertial Positioning Approach for a Longwall Shearer in Underground Coal Mining
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The absolute three-dimensional position of a longwall shearer is fundamental to longwall mining automation. The positioning of the longwall shearer is usually realized by the inertial navigation system (INS) and odometer (OD). However, the position accuracy of this positioning approach gradually decreases over time due to the gyro drift. To further increase the positioning accuracy of the shearer, this paper proposes a positioning approach based on the INS and light detection and ranging (LiDAR). A Kalman filter (KF) model based on the observation provided by detecting hydraulic supports which are part of the longwall face, using the LiDAR, is established. The selection scheme of the point features is studied through a set of simulations. In addition, compared with that of the approach based on the INS and OD, the shearer positioning accuracy obtained using the proposed approach is higher. When the shearer moves along a 350 m track for 6 cutting cycles and lasts about 7.1 h, both east and north position errors can be maintained within 0.2 m and the height error within 0.1 m.

1. Introduction

Coal is a basic energy source and valuable raw material in China, and it plays a key role in the national economic domain [1]. However, with the increase in the mining scale and depth, the underground mining risks increase, which necessitates the development of remote and automation solutions that can enhance the personnel safety and increase the mining productivity. A primary solution is to realize underground coal mining based on the longwall face. The main mechanical equipment of the longwall face includes a shearer, certain hydraulic supports, and an armored face conveyor (AFC). The positioning of the longwall shearer is fundamental to the face alignment, creep control, and horizon control, which are the three focus areas in the automated longwall mining process [2]. Therefore, it is critical to examine the longwall shearer positioning.

Because of its high autonomy and continuous three-dimensional positioning ability, the inertial navigation system (INS) is widely used to realize the positioning of mining equipment [3–5]. Because the pure inertial positioning error can increase rapidly over time due to the drifting of the inertial devices, integrated navigation approaches involving the INS and auxiliary sensors, which are more stable, are widely applied. The integrated navigation approach based on the INS and global navigation satellite system (GNSS) is a perfect way to achieve the positioning of the mobile platform [6, 7]. However, the GNSS signal is invalid in underground environments. Fan et al. [8] established a shearer positioning method based on the INS and wireless sensor networks (WSNs). In this method, the WSN contained a mobile node and several anchor nodes. The mobile node was installed on the shearer, and the anchor nodes were deployed under the beam of the hydraulic supports. Results showed that the positioning precision based on INS/WSN met the demand of actual working condition. However, the shearer positioning performance is affected by the accuracy of the anchor nodes, which reduces as the hydraulic supports advance. Yang et al. [9] proposed an integrated strategy involving the INS and the zero-velocity update (ZUPT) and motion constraint (MC) techniques. In this case, the INS/ZUPT and INS/MC strategies were adopted when the shearer was stationary and in motion, respectively. According to the MC, the vertical and lateral velocities of the shearer are regarded as zero when the shearer moves normally. However, the lack of a longitudinal
velocity constraint in the MC leads to a significant increase in the positioning errors based on the INS/MC when the shearer is maintained in the same orientation for a large period. The shearer positioning method with the INS and odometer (OD) is recognized as a feasible solution [2, 10, 11]. The system uses the dead reckoning (DR) algorithm, with the Euler angles and velocity provided by the INS and OD, respectively, to estimate the shearer position. The positioning accuracy of the DR is related to the OD scale factor error, installation noncoincidence between the INS and the vehicle body, and attitude accuracy of the INS [12]. To improve the shearer positioning accuracy of the DR, the precalibration algorithm can effectively estimate the OD scale factor error and installation noncoincidence [13, 14]. However, the influence of the attitude drift of the DR on the shearer positioning accuracy is inevitable. Wang et al. [15] proposed a closing path optimal estimation model to improve the positioning accuracy calculated by DR. It can improve the positioning accuracy without adding additional sensors, compared with the traditional DR. However, the positioning accuracy of this approach depends on the measurement accuracy of the hydraulic support advancing, and the position accuracy provided by the closing path optimal estimation model can rapidly decrease over time. To further improve the performance and robustness of the shearer positioning system, new technologies must be introduced.

The light detection and ranging (LiDAR) technique is being increasingly used in the mining industry because of its excellent environment perception. Li et al. [16] proposed the SLAM algorithm based on LiDAR, which could realize the remote control and automatic positioning of a mine rescue robot. Wu et al. [17] examined the navigation during unmanned driving in a mine and realized the stable output of the tunnel map by using the SLAM algorithm based on LiDAR. W. Charles Kerfoot used the LiDAR approach to examine the issue of mining impacts in coastal regions [18]. Ralston Jonathon C et al. [19] introduced a LiDAR into the longwall face and successfully controlled the creep of the longwall face by installing the LiDAR at the end of the AFC. The surface of the laser equipment is easily condensed by dust, which can affect the equipment performance. The independent dust removal system [20] and air curtain dust removal technology [21] can ensure the cleanliness of the surface of the equipment. With the continuous improvement of dust removal technology, the application of the LiDAR in the mine is bound to be more extensive.

Although LiDAR has been used in the longwall face, it is mainly installed on the AFC for creep measurement. DR based on the INS and OD is a universally recognized and widely studied shearer positioning approach. The proposed integrated approach in this paper is to install both INS and LiDAR on the shearer. The proposed approach has two advantages: (1) the observation provided by LiDAR can correct the INS results during the entire mining process, and the positioning accuracy is better than that attained using the DR; (2) the proposed approach still retains the function of measuring the creep of the longwall face. The remaining paper is organized as follows. Section 2 describes the working principle of the longwall face. Section 3 presents the mathematical model of the proposed approach. Section 4 describes the error model of the integrated navigation. Section 5 discusses the conducted demonstration tests. Section 6 presents the concluding remarks.

2. Working Principle of the Longwall Face

The longwall panel is shown in Figure 1. A typical longwall panel [22, 23] has a length and width of 1000–6000 m and 150–350 m, respectively. The width of the roadway is 5–6 m. Before the extraction of a longwall panel, two roadways are excavated with certain coal pillars retained to support the overlying strata. The longwall panel between the two roadways is the coal seam to be extracted by the longwall face, and the goaf is the area that has been extracted. In general, the intersection of the longwall face and the roadway is the area in which the equipment and personnel are concentrated, and the roof support is a necessary measure to improve the safety [24]. Coal is mined by the longwall face, which includes the shearer, certain hydraulic supports, and the AFC, also known as a “three-machine” configuration. The relationship between the three machines and their respective functionalities is as follows: the shearer rides on the AFC and travels back and forth with the AFC as the track. The shearer operation speed is approximately 0.1–0.2 m/s. The AFC, which also assists in the coal transportation, is placed along the coal seam. The hydraulic supports, which are used to support the roof and drive the AFC toward the coal seam, are connected with the AFC and arranged horizontally on the side of the AFC in an equidistant manner. Usually, a longwall face has dozens or even hundreds of sets of hydraulic supports, which are independent of one another. The action of the hydraulic supports can be simply summarized as the static support and dynamic movement. According to the actions of hydraulic supports, we define zone I and zone II. The hydraulic supports in zone I can move to drive the AFC to the coal seam through the jacks, while the hydraulic supports in zone II can static support to provide a safe space for the shearer (as shown in Figure 1). The division rule of zones I and II is that zone I lags behind the rear drum of the shearer about 2–3 hydraulic supports, and zone II covers the remaining hydraulic supports [25].

The trajectory of the shearer can be illustrated considering a sample operation of cutting a triangle coal with an oblique cut at the end [22]. The simplified shearer trajectory is shown in Figure 2(a). To distinguish the two ends of the longwall face, the end at which the shearer is located at the initial moment is termed as end 1, and the other end is termed as end 2. Roadway 1 corresponds to the roadway close to end 1 of the longwall face, and the other roadway is roadway 2. The shearer runs in the sequence A-B-C-D-E-F-G-H-I-J between roadways 1 and 2, and the shearer movement direction is perpendicular to the roadway. A cutting cycle corresponds to the shearer completing one coal cutting between two ends. The movement distance of the shearer along the advancing
direction is equidistant, which is called the cutting depth. The cutting depth of each cycle is constant, whose size is about 0.6–1 m. The movements of the shearer from end 1 to end 2 and from end 2 to end 1 are defined as forward and backward movements, respectively. In particular, the shearer position is affected by the movement of the hydraulic supports and the AFC. When the displacement of the hydraulic supports is not equal to the default cutting depth, the trajectory of the shearer changes from straight to curved, as indicated by the dotted line in Figure 2(b). The creep corresponds to the longitudinal displacement of the longwall face, which occurs when the AFC advances. The creep of the longwall face causes the shearer to move toward a roadway, as indicated by the dotted line in Figure 2(c).

3. Mathematical Model Analysis

3.1. System Description. As shown in Figure 3, both INS and LiDAR are installed on the shearer body, and the LiDAR faces the hydraulic supports. The related coordinate systems are defined as follows:

![Diagram showing the typical top view of a longwall panel and composition of a longwall face.](image1)

![Diagram showing the simplified shearer trajectory.](image2)
necessary, whose residual errors after precalibrations can be expressed as

\[ L_i^c = \begin{bmatrix} x_i^c & y_i^c & z_i^c \end{bmatrix}^T = \begin{bmatrix} \rho_i \cos \theta_i & \rho_i \sin \theta_i & 0 \end{bmatrix}^T, \]

where \( \rho_i \) represents the range between origin \( O_i \) of the LiDAR and point \( i \) and \( \theta_i \) represents the angle between the vector \( L_i^c \) and the \( x_i \)-axis of the \( l \)-frame.

The vector \( L_i^c \) of point \( i \) in the \( s \)-frame can be expressed as

\[ L_i^s = C_i^s L_i^c = \begin{bmatrix} -\rho_i \sin \theta_i & \rho_i \cos \theta_i & 0 \end{bmatrix}^T, \]

where \( C_i^s \) is the transformation matrix from the \( l \)-frame to the \( s \)-frame. \( C_i^s \) can be expressed as

\[
C_i^s = \begin{bmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

Note that the LiDAR data in the following analyses are expressed in the \( s \)-frame.

The measurement error of the LiDAR can be divided into systematic and statistical errors. The LiDAR range and angle involving systematic errors can be expressed as [26, 27]

\[
\begin{align*}
\bar{\rho}_i &= (1 + \delta K) \rho_i + \delta b, \\
\bar{\theta}_i &= \sqrt{\frac{4a_1 \theta_i + a_2^2 - 4a_1 a_3 - a_2}{2a_1}},
\end{align*}
\]

where \( \bar{\rho}_i \) and \( \bar{\theta}_i \) are the range and angle with errors measured using the LiDAR, \( \delta K \) and \( \delta b \) are the range systematic error model coefficients, and \( a_1 - a_3 \) are the angle systematic error model coefficients.

The vector \( L_i^{c(LiDAR)} \) of point \( i \) measured using the LiDAR in the \( s \)-frame can be expressed as

\[
L_i^{c(LiDAR)} = \begin{bmatrix} -\bar{\rho}_i \sin \bar{\theta}_i & \bar{\rho}_i \cos \bar{\theta}_i & 0 \end{bmatrix}^T = L_i^s + \delta KL_i^s + \delta b \begin{bmatrix} -\sin \theta_i \\ \cos \theta_i \\ 0 \end{bmatrix} + \rho_i \delta \theta_i \begin{bmatrix} -\cos \theta_i \\ \sin \theta_i \\ 0 \end{bmatrix},
\]

be recorded as \( \delta \alpha \) and \( \delta \beta \), respectively. The direction cosine matrices from the \( s \)-frame to the \( b \)-frame and from the \( m \)-frame to the \( b \)-frame can be expressed as

\[
\begin{align*}
C_i^b &= (1 - \delta \alpha \times) C_i^s, \\
\bar{C}_i^b &= (1 - \delta \beta \times) \bar{C}_i^s, \\
\bar{C}_m^b &= (1 - \delta \beta \times) \bar{C}_m^s,
\end{align*}
\]

where \( C_i^b \) and \( \bar{C}_i^b \) denote the true direction cosine matrices; \( \bar{C}_i^s \) and \( \bar{C}_m^s \) denote the error-contaminated direction cosine matrices.
matrices; $I$ is the third-order unit matrix; and $\delta a$ and $\delta b$ are unknown but fixed after recalibrations.

3.2. Point Features’ Definition. A hydraulic support consists of four major components, namely, the canopy, gob shield, legs, and base plate, as shown in Figure 4 [23]. The legs tilt about 10° to realize the optimal support. The red dots indicate the detection results of the leg by the LiDAR, and the red dots conform to the ellipse model. Because the outer diameter of the leg is usually of the order of decimeters, the lengths of the major and minor axes of the ellipse are similar, which can be approximated as the outer diameter of the leg. The ellipse can be treated as a cycle with a known diameter. Considering the measuring errors, the navigation system satisfies the following equations:

\[
\mathbf{L}^s_{(i|\text{INS})} = \mathbf{C}_m^b \mathbf{C}_b^n (\mathbf{m}^n_i - \mathbf{P}^n),
\]

where $\mathbf{L}^s_{(i|\text{INS})}$ is the coordinate of the point feature $i$ in the $s$-frame calculated using the INS, $\mathbf{C}_m^b$ denotes the transformation matrix from the $n$-frame to the $b$-frame, $\mathbf{m}^n_i$ is the position of the point feature $i$ in the $n$-frame, and $\mathbf{P}^n$ is the shearer position calculated using the INS in the $n$-frame.

Furthermore, how to select the point features participated in the KF must be considered. The spatial relationship between the point features and LiDAR is shown in Figure 5. The shearer speed is consistent with the $y_i$-axis of the $s$-frame in the forward movement, while it is opposite in the backward movement. We divide zone II into zone A and zone B with the $x_i$-axis of the $s$-frame as the boundary, as shown in Figure 5. Zone I and zone II are defined in Section 2. Finally, we think that the selection of point features participated in the KF can be uniquely determined by the following three aspects:

The number of point features: suppose that $N$ adjacent point features are selected to participate in the KF and are numbered as $i, \ldots, i + N - 1$.

The direction relationship between the point features and the $x_i$-axis of the $s$-frame: when the shearer moves forward as shown in Figure 5(a), the direction relationship between the point features and the $x_i$-axis includes three modes: point features only in zone A, only in zone B, and both in zone A and B. There are also three modes when the shearer moves backward in the same way, as shown in Figure 5(b). Therefore, considering the forward and backward movement, the direction relationship modes can be summarized as listed in Table 1.

The positional relationship between the point features and the $x_i$-axis: as shown in Figure 5(a), $L^s_{(i|\text{INS})}$ indicates the ordinate of the point feature $i$ in the $s$-frame. $U = \{L^s_{(i|\text{INS})}\}$ denotes the set composed of the ordinates of all point features participated in the KF, and $j = i, \ldots, i + N - 1$. $d = \min(U)$ denotes the minimum value of $U$. Therefore, as along as $d$ is determined, the positional relationship between the point features and the $x_i$-axis can be fixed.

3.3. Calculation of the Creep. When the shearer moves to end 1 of the longwall face two times sequentially, corresponding to $t_k$ and $t_{k+1}$, the sets of the point features extracted from roadway 1 are denoted as $\mathbf{L}_1$ and $\mathbf{L}_2$, respectively. The rotation matrix $\mathbf{R}_r$ and translation matrix $\mathbf{T}_r$ can be solved using the iterative closest point (ICP) algorithm [28, 29], and they satisfy the following relationship:

\[
\mathbf{L}_1 = \mathbf{R}_r \mathbf{L}_2 + \mathbf{T}_r. \quad (8)
\]

The creep refers to the displacement of the longwall face moving towards the roadway during one advancing process. In order to visually express the creep, we choose the $m$-frame at the initial time $t_0$, which can also be recorded as $m(t_0)$, to describe it. The creep, denoted by $\mathbf{P}_{cr}$, can be expressed as

\[
\mathbf{P}_{cr} = \mathbf{C}_m^n(t_0) \mathbf{C}_b^n \mathbf{T}_r, \quad (9)
\]

where $[x]_{C}$ denotes the second component of the vector $x$ and $\mathbf{C}_m^n(t_0)$ denotes the error-contaminated transformation matrix from the $n$-frame to the $m(t_0)$-frame.

4. Integrated Navigation Model

Considering the measuring errors, the navigation system variables are redefined as follows:

\[
\begin{align*}
\mathbf{C}_m^b &= \mathbf{C}_m^b [1 + (\phi^n \times)], \\
\mathbf{V}^n &= \mathbf{V}^n + \delta \mathbf{V}^n, \\
\mathbf{P}^n &= \mathbf{P}^n + \delta \mathbf{P}^n, \\
\mathbf{m}^n_i &= \mathbf{m}^n_i + \delta \mathbf{m}^n_i,
\end{align*}
\]

where $\mathbf{V}^n$ denotes the shearer velocity; $\mathbf{C}_m^b$, $\mathbf{V}^n$, $\mathbf{P}^n$, and $\mathbf{m}^n_i$ denote the error-contaminated attitude matrix, velocity, shearer position, and point feature $i$ position, respectively; $\phi^n$ denotes the misalignment angles of $\mathbf{C}_m^n$; $(\phi^n \times)$ is the skew symmetric matrix of $\phi^n$; and $\delta \mathbf{V}^n$, $\delta \mathbf{P}^n$, and $\delta \mathbf{m}^n_i$ denote the velocity error, shearer position error, and point feature $i$ position error, respectively.
Because the position $\text{m}_i$ of the point feature $i$ can change in different cutting cycles, we need to assign an initial value to it in each cutting cycle. Assume that when the LiDAR detects the point feature $i$ for the first time in the current cutting cycle at $t_k$, the point feature $i$ can be assigned by the following equation:

$$\text{m}_i = P_n^k + C_n^b (t_k) C_b^L \text{LiDAR} (t_k),$$

where $\text{m}_i$, $P_n^k$, $C_n^b (t_k)$, and $C_b^L \text{LiDAR} (t_k)$ denote the error-contaminated position of point feature $i$, shearer position, attitude matrix, and measurement of the point feature $i$ obtained using the LiDAR, at $t_k$, respectively.

### 4.1. State Space Model

The state vector of the integrated navigation system is defined as
\[ X = \left( \phi^T \right)^T \left( \delta V^T \right)^T \left( \delta P^n \right)^T \left( \epsilon^b \right)^T \left( \psi^b \right)^T \left( \delta m^n_i \right)^T \left( \delta m^n_{i+1} \right)^T \left( \delta m^n_{i+2} \right)^T \cdots \left( \delta m^n_{i+N-1} \right)^T \right)^T, \]

where \( \epsilon^b \) and \( \psi^b \) denote the gyro and accelerometer biases in the \( b \)-frame, respectively, and \( \delta m^n_i \) denote the position errors of the point features \( i \sim i + N - 1 \) participated in the integrated navigation.

The state system equation is

\[ \dot{X} = FX + Gw, \]

where \( F \) is the state transition matrix and \( w \) is the white noise process whose mean and variance are as follows:

\[
\begin{cases}
E[w(t)] = 0, \\
E[w(t)w^T(t)] = q\delta(t - t'),
\end{cases}
\]

where \( q \) is the variance intensity matrix.

The state transition matrix \( F \) can be expressed as

\[ F = F_{INS} \begin{bmatrix} 0_{15 \times 3N} & I_{3N \times 3N} \end{bmatrix}, \]

where \( F_{INS} \) is the 15 \( \times \) 15 state transition matrix based on the classic INS error model [30] and \( 0_{15 \times N} \), \( 0_{3N \times 15} \), and \( 0_{3N \times 3N} \) denote the 15 \( \times \) \( N \), 3\( \times \)15, and \( 3 \times 3 \) zero matrices, respectively.

According to Qin et al. [31], the discretized state equation can be expressed as

\[ X_{k+1} = \Phi_{k+1,k} X_k + W_k. \]

The discretized state transition matrix \( \Phi_{k+1,k} \) and system noise matrix \( W_k \) satisfy equations (17) and (18), respectively:

\[ \Phi_{k+1,k} = e^{T_{s} F(t_k)}, \]

where \( T_s \) represents the filtering period.

\[
\begin{cases}
E[W_k] = 0, \\
E[W_k W_j^T] = Q_k \delta_{kj}, \\
Q_k = \int_{t_{k-1}}^{t_k} \Phi_{k+1,k} G_k q G_k^T \Phi_{k+1,k}^T dt.
\end{cases}
\]

4.2. Measurement Space Model. By substituting equation (10) into (7), the variable \( \mathbf{L}_{i(INS)}^z \) can be expressed as

\[
\mathbf{L}_{i(INS)}^z = C_b^i C_n^i (\mathbf{m}_n^i - \mathbf{P}) = L_t^z - C_b^i C_n^i (\mathbf{m}_n^i - \mathbf{P}) \times \phi^n - C_b^i C_n^i \delta \mathbf{P}^n + C_b^i C_n^i \delta \mathbf{m}_n^i - C_b^i (\mathbf{m}_n^i - \mathbf{P}) \times \delta \alpha,
\]

where \( \mathbf{(m}_n^i - \mathbf{P}) \times \) is the skew symmetric matrix of the vector \( \mathbf{m}_n^i - \mathbf{P} \) and \( \mathbf{m}_n^i - \mathbf{P} = C_n^i (\mathbf{m}^n_i - \mathbf{P}). \)

After the difference between equations (19) and (5), the measurement equation of the point feature \( i \) is

\[ \mathbf{Z}_{i(INS)} = \mathbf{L}_{i(INS)}^z - \mathbf{L}_{i(LiDAR)}^z = \mathbf{H}_{i(INS)} X_k + \mathbf{v}_{i(INS)}. \]

4.3. Theoretical Analysis. The purpose of theoretical analysis is to find the error sources that affect the navigation results and discuss the influence mechanism of the error sources on the positioning results. Theoretical analysis is the premise of experimental design.

According to equation (11), the shearer positions at adjacent times \( t_k \) and \( t_{k+1} \) can be expressed as follows:

\[
\begin{cases}
\mathbf{p}_{k+1}^s = \mathbf{m}_{i(INS)}^n - C_b^i (t_k) C_n^i (t_{k+1}) C_b^i (t_{k+1}), \\
\mathbf{p}_{k+1}^s = \mathbf{m}_{i(LiDAR)}^n - C_b^i (t_k) C_n^i (t_{k+1}) C_b^i (t_{k+1}).
\end{cases}
\]

Due to the low-speed linear running of the shear and high sampling frequency of the LiDAR, we can obtain equations \( C_b^i (t_k) \approx C_b^i (t_{k+1}), \rho_{i(INS)} \approx \rho_{i(LiDAR)}, \) and \( \delta \theta_{i(INS)} = \delta \theta_{i(LiDAR)}. \) The displacement increment of the shear in a sampling period by substituting equations (5), (6), and (10) into equation (25) can be expressed as
\[
\Delta \mathbf{P}_k^n = \mathbf{P}_{k+1}^n - \mathbf{P}_k^n = C_n^b C_s^b \left[ L'_s (\text{LiDAR}) (t_k) - L'_s (\text{LiDAR}) (t_{k+1}) \right] = \Delta \mathbf{P}_k^n - C_n^b (\mathbf{p}^b + \delta \alpha) \times \Delta \mathbf{P}_k^n + C_n^b \delta K \Delta \mathbf{P}_k^n
\]

where \( \Delta \mathbf{P}_k^n = C_n^b \Delta \mathbf{P}_k^n, \mathbf{p}^b = C_n^b \mathbf{r}^b, \) and \( \Delta \theta_{(ik)} = \theta_{(i+k)} - \theta_{(ik)}. \)

When the mounting angles \( \alpha \) and \( \beta \) are small, we can obtain the equations \( C_m^b \approx C_s^b \approx 1 \) and \( \Delta \mathbf{P}_k^n \approx \Delta \mathbf{P}_k^n. \)

The displacement increment of the shearer in the \( m \)-frame can be expressed as

\[
\Delta \mathbf{P}_k^n = \left[ 0 \ \Delta S_k \ 0 \right]^T, \quad (27)
\]

where \( \Delta S_k \) is the mileage of the shearer in a sampling period.

According to the law of sines, \( \Delta \theta_{(ik)} \) can be expressed as

\[
\begin{align*}
C_n^b (\mathbf{P}_k^n - \mathbf{P}_k^n) &= \sum C_n^b (\Delta \mathbf{P}_k^n - \Delta \mathbf{P}_k^n) \\
&= \sum \left[ \begin{array}{c} \phi_b^b \Delta S_k \\ 0 \\ -\phi_z^b \Delta S_k \end{array} \right] \\
&+ \sum \frac{\delta b_i L'_s}{\rho_{(ik)}} \left[ \begin{array}{c} \cos \theta_{(ik)} \Delta S_k \\ \sin \theta_{(ik)} \Delta S_k \end{array} \right] \\
&+ \sum \frac{\delta \theta_{(ik)} L'_s}{\rho_{(ik)}} \left[ \begin{array}{c} \sin \theta_{(ik)} \Delta S_k \\ \cos \theta_{(ik)} \Delta S_k \end{array} \right],
\end{align*}
\]

where \( S_k \) represents the mileage of the shearer at \( t_k \), and \( S_k = \sum \Delta S_k \).

It can be seen from equation (29) that \( \phi_b \) and \( \phi_z \) can cause the vertical and lateral position errors of the shearer, respectively.

\( \delta \alpha_x \) and \( \delta \alpha_z \) can cause the vertical and lateral position errors of the shearer, respectively, which change linearly with the mileage of the shearer. The maximum mileage \( S_{max} \) of the shearer occurs when it moves to end 2 of the longwall face. The vertical and lateral position errors pertaining to \( \delta \alpha_x \) and \( \delta \alpha_z \) are also the largest at this position, which can be expressed as \( \delta \alpha_x S_{max} \) and \( \delta \alpha_z S_{max} \), respectively.

\( \delta K \) only causes the longitudinal position error which also changes linearly with the mileage of the shearer. When the shearer moves to end 2 of the longwall face, the maximum longitudinal position error pertaining to \( \delta K \) occurs, which can be expressed as \( \delta KS_{max} \).

Both \( \delta b \) and \( \delta \theta_{(ik)} \) can cause the lateral and longitudinal position error forms caused by \( \delta b \) and \( \delta \theta_{(ik)} \) are opposite, and they are related to the selection of the point features mentioned in Section 3.2.

5. Simulation Results and Discussion

To evaluate the performance of the proposed approach, the simulations are performed. First, the simulations are carried out to study the feasible point feature selection scheme, which has been proved to have an impact on the shearer positioning in the analysis of equation (29). Second, a posterior information correction model is proposed to improve the lateral position error, and the simulation results with and without the posterior information correction model are compared and analyzed. Finally, the displacement error of the hydraulic supports and creep of the longwall face are introduced in the simulation, and the proposed approach is compared with the DR based on the INS and OD.

It can be seen from equation (29) that the difference of the initial attitude only affects the decomposition of the position error in the ENU coordinate system. Therefore, all simulations in this paper are conducted under the zero initial attitudes for research convenience. This means that \( \phi^n = \phi^b \),
and the lateral, longitudinal, and vertical direction of the shearer are consistent with the east, north, and height direction, respectively.

5.1. Simulation of Different Selection Methods of Point Features. In order to study the influence of different selection methods of point features on the shearer positioning, the shearer trajectory as shown in Figure 6 is designed. The maximum displacement of the shearer is 350 m. The advancing distance of the longwall face is 1 m. The distance between the adjacent point features is 1.5 m. The point features are arranged parallel at a distance of 4 m related to the shearer trajectory. The operating speed of the shearer is about 0.1 m/s.

The specifications of the INS and LiDAR are listed in Table 2. The range and angle systematic error model coefficients are set according to the literature [27]. The sample rates of the INS and LiDAR are 100 Hz and 25 Hz, respectively. The initial attitude error of the INS after the initial alignment [30] is \( \varphi \approx [ -0.23^°, 0.24^°, -15.60^° ] ^T \). The residual error \( \delta \alpha \) of the mounting angle \( \alpha \) between the s-frame and the b-frame after precalibration [32] is \( [ -0.60^°, 0, 13.80^° ] ^T \).

The purpose of this simulation is to verify the influence of the selection of point features participated in the KF, mentioned in Section 3.2, on the shearer positioning. First, the estimation effects of the shearer position and attitude under different direction relationship modes between point features and LiDAR are studied, which are shown in Figures 7(a) and 7(b), respectively. The direction relationship modes are set as Table 1. The number of point features participated in the KF is 3. The minimum distance \( d \) about the positional relationship between point features and LiDAR is 0 m.

Then, the estimation effects of the shearer position and attitude under different numbers of point features participated in the KF are studied, which are shown in Figures 7(c) and 7(d), respectively. The numbers of point features are set as 1–4. The direction relationship mode is set as mod 2 listed in Table 1. The minimum distance \( d \) about the positional relationship between point features and LiDAR is 0 m.

Finally, the estimation effects of the shearer position and attitude under different minimum distances \( d \) about the positional relationship between point features and LiDAR are studied, which are shown in Figures 7(e) and 7(f), respectively. The minimum distance \( d \) is set as 0–7.5 m. The direction relationship mode is set as mod 2 listed in Table 1. The number of point features is 1.

As shown in Figure 7(a), when the mileage of the shearer increases from 0 m to 350 m for the first time at 0–3540 s, both east and north position errors of the shearer

Table 2: Specifications of the INS and LiDAR.

| Gyroscope                  | Bias repeatability | Random walk |
|----------------------------|-------------------|-------------|
|                            | 0.05°/h           | 0.01°/√h    |
| Accelerometer              | Bias repeatability | Random walk |
|                            | 50 ug             | 10 ug/√Hz   |
| LiDAR                      | Range systematic error model coefficient \( \delta K \) | 0.0006 |
|                            | Angle systematic error model coefficient \( \delta b \) | 0.035 |
|                            | Angle systematic error model coefficient \( a_1 \) | 0.00004 |
|                            | Angle systematic error model coefficient \( a_2 \) | 0.9925 |
|                            | Angle systematic error model coefficient \( a_3 \) | 0.0531 |

Figure 6: Simulation trajectory of the shearer.
Figure 7: Continued.
accumulate from zeros to first peak values. When the mileage of the shearer decreases from 350 m to 0 m at 4412–7952 s, the east and north position errors pertaining to mod 2 and mod 7 can decrease from the peak values to near zeros, while the others cannot decrease to near zeros. When the mileage of the shearer increases from 0 m to 350 m for the second time at 8824–12364 s, the peak values of east and north position errors pertaining to mod 2 and mod 7 are similar to the first peak values, while the others cannot be equal to the first peak values. The above phenomenon is more obvious on the north position error curve. That is to say, the east and north position errors corresponding to the modes except mod 2 and mod 7 are similar to the first peak values, while the others cannot be equal to the first peak values. The above phenomenon is more obvious on the north position error curve. That is to say, the east and north position errors corresponding to the modes except mod 2 and mod 7 have shown a certain divergence trend. The height errors of all modes are similar, which change in the zigzag shape. We can see from Figure 7(b) that the direction relationship modes have little effect on the INS attitude, especially the pitch and roll.

It can be concluded from Figure 7(a) that the direction relationship modes should be selected from mod 2 and mod 7 in order to ensure the long-term stability of the shearer positioning accuracy.

As shown in Figures 7(c) and 7(e), increasing both the number of point features and the minimum distances between the selected point features and LiDAR can improve the north positioning accuracy of the shearer. Although the east position error increases first and then decreases with the increase of $d$, the final improvement is obviously better than that caused by increasing the number of point features. The height position errors have nothing to do with the number of point features and minimum distances. It can be seen from Figures 7(d) and 7(f) that the number of point features and minimum distances have little effect on the INS attitude.

It can be concluded from Figures 7(c) and 7(e) that increasing both the number of point features and the minimum distances between the selected point features and LiDAR can improve the positioning accuracy, but we should give priority to the latter.

5.2. Simulation with and without the Posterior Information Correction Model. Observing Figures 7(a), 7(c), and 7(e), it can be found that the north position error can be quickly reduced by adjusting the selection of point features, while the east position error is difficult to achieve. This is because the north position error is mainly caused by $\delta b$ and $\delta \theta_{(\tilde{u}k)}$ (the error caused by $\delta K$ is small), which are related to the selection of point features, and the east position error is not only related to $\delta b$ and $\delta \theta_{(\tilde{u}k)}$ but also $\phi^b_x$ and $\delta \alpha_z$. In order to minimize the east position error without affecting the north position, we propose a posterior information correction model (PICM). It can be found from equation (29) that $\delta \alpha_z$ has no effect on the longitudinal position error (corresponding to the north position error of the simulation), and the form of the east position error as shown in Figure 7 is similar to that caused by $\delta \alpha_z$. Therefore, the core idea of the PICM is to add a correction angle $\eta$ to the precalibrated mounting angle $\alpha$ so that the east position error can be minimized. The calculation process of the correction angle $\eta$ is as follows.

When the shearer moves to end 2 of the longwall face for the first time, its mileage also reaches the maximum, and the shearer position $\vec{P}_{End2}^{m(t_0)}$ in the $m(t_0)$-frame at this time can be expressed as
where $\mathbf{P}_{\text{End2}}^m(t_0)$ represents the hearer position calculated using the INS when it first moves to end 2 of the longwall face and $\mathbf{P}_{\text{End2}}^m(t_0) = \begin{bmatrix} P_x & P_y & P_z \end{bmatrix}^T$ denotes the hearer position calculated using the INS in the $m(t_0)$-frame.

Ideally, the lateral displacement of the hearer in the $m(t_0)$-frame in the first cutting cycle is 0. Therefore, the lateral displacement error of the hearer is $P_x$ when it first moves to end 2 of the longwall face. The calculation of the correction angle $\eta$ is as follows:

$$\eta = \begin{bmatrix} 0 & 0 & S_{\text{max}} \end{bmatrix}^T,$$

where the maximum mileage $S_{\text{max}}$ of the hearer is equal to the difference between the length of the AFC and length of the hearer body.

The mounting angle $\alpha_c$ between the $s$-frame and the $b$-frame adding the correction angle becomes

$$\alpha_c = \alpha - \eta,$$

where $\alpha$ denotes the mounting angle between the $s$-frame and the $b$-frame after precalibration mentioned in Section 3.1.

Equations (30)–(32) are the mathematical model of the PICM. In order to examine the effect of the PICM, the position and attitude errors of the hearer, with and without the PICM, are presented in Figures 8(a) and 8(b), respectively. The minimum distance $d$ is set as 7.5 m. The direction relationship mode is set as mod 2 listed in Table 1. The longitudinal position errors $|P_y - S_{\text{max}}|$ are calculated separately under mod 2 and mod 7 when the hearer first moves to end 2 of the longwall face, then the direction relationship mode is the one, whose longitudinal position error is smaller between mod 2 and mod 7.

Step 4: recalculate the mounting angle $\alpha_c$ between the $s$-frame and the $b$-frame according to the PICM.

5.3. Comparison between the Proposed Approach and DR.

We can see from Figure 8(a) that the east position accuracy of the hearer is significantly improved with the PICM, which does not affect the north and height position accuracy. It can be seen from Figure 8(b) that the PICM has little effect on the INS attitude.

Through the analyses of Figures 7 and 8, we can summarize the following point features’ selection scheme:

Step 1: fix the number of point features participated in the KF. We can set it as 1.

Step 2: determine the minimum distance $d$ about the positional relationship between point features and LiDAR. The principle of determining $d$ is that the larger $d$, the better, but the hydraulic support corresponding to the selected point feature has not moved in the current cutting cycle.

Step 3: determine the direction relationship modes between mod 2 and mod 7 as listed in Table 1. The longitudinal position errors $|P_y - S_{\text{max}}|$ are calculated separately under mod 2 and mod 7 when the hearer first moves to end 2 of the longwall face, then the direction relationship mode is the one, whose longitudinal position error is smaller between mod 2 and mod 7.

Step 4: recalculate the mounting angle $\alpha_c$ between the $s$-frame and the $b$-frame according to the PICM.

We can see from Figure 8(a) that the east position accuracy of the hearer is significantly improved with the PICM, which does not affect the north and height position accuracy. It can be seen from Figure 8(b) that the PICM has little effect on the INS attitude.

Through the analyses of Figures 7 and 8, we can summarize the following point features’ selection scheme:

Step 1: fix the number of point features participated in the KF. We can set it as 1.

Step 2: determine the minimum distance $d$ about the positional relationship between point features and LiDAR. The principle of determining $d$ is that the larger $d$, the better, but the hydraulic support corresponding to the selected point feature has not moved in the current cutting cycle.

Step 3: determine the direction relationship modes between mod 2 and mod 7 as listed in Table 1. The longitudinal position errors $|P_y - S_{\text{max}}|$ are calculated separately under mod 2 and mod 7 when the hearer first moves to end 2 of the longwall face, then the direction relationship mode is the one, whose longitudinal position error is smaller between mod 2 and mod 7.

Step 4: recalculate the mounting angle $\alpha_c$ between the $s$-frame and the $b$-frame according to the PICM.

5.3. Comparison between the Proposed Approach and DR.

The bend and creep of the longwall face are inevitable during actual advancing. Figure 9 shows the trajectory with bend and creep to further verify the performance of the proposed INS-/LiDAR-integrated navigation system. The maximum bend error is usually controlled within 0.1 m according to the
Figure 9: Simulation trajectory of the shearer with bend and creep: (a) horizontal trajectory with bend and creep; (b) height trajectory with bend.

Figure 10: Comparison of the results between the proposed algorithm and DR algorithm: (a) comparison of the shearer position errors; (b) comparison of the shearer attitude errors.

Table 3: Maximum position errors of each cutting cycle.

| Cutting cycle | Traditional DR | Improved DR | Proposed approach |
|---------------|----------------|-------------|-------------------|
|               | E (m) | N (m) | H (m) | E (m) | N (m) | H (m) | E (m) | N (m) | H (m) |
| First         | −0.210 | 0.087 | 0.005 | −0.210 | 0.080 | 0.005 | −0.081 | 0.125 | 0.075 |
| Second        | −0.212 | 0.073 | 0.001 | −0.212 | 0.081 | 0.001 | −0.028 | 0.166 | 0.082 |
| Third         | −0.500 | 0.107 | −0.115 | −0.332 | 0.107 | −0.103 | −0.188 | 0.188 | 0.074 |
| Fourth        | −0.499 | 0.106 | −0.121 | −0.330 | 0.097 | −0.110 | −0.111 | 0.149 | 0.071 |
| Fifth         | −0.632 | 0.177 | −0.328 | −0.453 | 0.181 | −0.260 | 0.128  | 0.163 | 0.054 |
| Sixth         | −0.636 | 0.188 | −0.336 | −0.457 | 0.178 | −0.268 | 0.108  | 0.133 | 0.047 |
current control requirements of the longwall face [33]. The creep is approximately 0.16 m as the longwall face advances 1 m [34]. The total time of the simulation is about 7.1 h.

The specifications of the INS and LiDAR are listed in Table 2. The initial attitude error of the INS after the initial alignment is \( \varphi_0 = [-0.18°, 0.13°, -20.9°] \). The residual error \( \delta \alpha \) after adding the PICM is \( [-0.6°, 0°, 25.5°] \). The residual error \( \delta \beta \) of the mounting angle \( \beta \) after precalibration is \( [-0.72°, 0°, 20.3°] \) [35]. The minimum distance \( d \) is set as 9 m. The direction relationship mode is set as mod 2 listed in Table 1. The number of point features is 1.

The comparison results between the proposed approach based on the INS and LiDAR, traditional DR based on the INS and OD, and improved DR with the closing path optimal estimation model are shown in Figure 10. As shown in Figure 10(a), the position error of the proposed approach is significantly smaller and more stable than that of the traditional DR and improved DR, especially in the east and height directions. As shown in Figure 10(b), the attitude errors of the traditional DR and improved DR exhibit continual divergence, whereas the attitude error of the proposed approach remains stable. It can also be seen from Figure 10(a) that the largest position errors occur at end 2 of each cutting cycle, which are listed in Table 3. E, N, and H mean east, north, and height. Table 3 indicates that the east and north maximum position errors of the proposed approach can be maintained within 0.2 m and the height error within 0.1 m. Compared with the larger and larger maximum position errors of the traditional DR and improved DR, the proposed approach is more stable and accurate.

The creep of each cutting cycle calculated relative to the previous cycle is listed in Table 4. Table 4 indicates that the proposed approach can calculate the creep of the longwall face. Although the errors show a slowly diverging trend as the longwall face advances, the calculated creep can be considered accurate, considering the limited number of times that the longwall face advances each day.

### Table 4: The creep of the longwall face.

| Creep     | First  | Second | Third  | Fourth | Fifth |
|-----------|--------|--------|--------|--------|-------|
| Calculated (m) | -0.172 | -0.223 | -0.174 | -0.224 | -0.176 |
| Standard (m)  | -0.176 | -0.225 | -0.175 | -0.225 | -0.175 |
| Errors (m)    | 0.004  | 0.002  | 0.001  | 0.001  | -0.001|

### 6. Conclusions

This paper proposes a shearer positioning approach based on the INS and LiDAR. The shearer position accuracy is determined by the INS attitude, mounting angles between the s-frame and the b-frame, and ranging and angle accuracy of the LiDAR. By adjusting the selection of the point features, the positioning accuracy of the shearer can be improved, especially the north position accuracy. When the posterior information model is executed, the accuracy of the east position can be further improved. The test results prove that the proposed approach can meet the current demand for shearer positioning. In addition, the proposed approach can calculate the creep of the longwall face by using the ICP algorithm when the shearer moves to end 1 of the longwall face. The accurate shearer position and longwall face creep can provide reference for the automated mining of the longwall face.
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