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ABSTRACT

We propose FedEnhance, an unsupervised federated learning (FL) approach for speech enhancement and separation with non-IID distributed data across multiple clients. We simulate a real-world scenario where each client only has access to a few noisy recordings from a limited and disjoint number of speakers (hence non-IID). Each client trains its model in isolation using mixture invariant training while periodically providing updates to a central server. Our experiments show that our approach achieves competitive enhancement performance compared to IID training on a single device and that we can further facilitate the convergence speed and the overall performance using transfer learning on the server-side. Moreover, we show that we can effectively combine updates from clients trained locally with supervised and unsupervised losses. We also release a new dataset LibriFSD50K and its creation recipe in order to facilitate FL research for source separation problems.

Index Terms—Speech enhancement, federated learning, unsupervised learning, source separation, non-IID learning

1. INTRODUCTION

Recent advances in deep learning have enabled the development of neural network architectures capable of separating individual sound sources from mixtures of sounds with high fidelity. Discriminative separation models with supervised training have obtained state-of-the-art performance on multiple tasks such as music separation [1], speech separation [2,3] and speech enhancement [4,5]. However, gathering clean source waveforms to perform supervised training under various domains can be cumbersome or even impossible. Other works have focused on less supervised approaches by leveraging contrastive learning [6] or using weak labels containing sound-class information [7,8]. Moreover, unsupervised approaches using spatial information from multiple microphones [9,10,11] and visual cues [12] have also shown promising results. Mixture invariant training (MixIT) has shown great potential for single-channel sound separation and speech enhancement by training on synthetic mixtures of mixtures [13]. Despite that these works lessen the reliance on supervised data, they still require huge consolidated audio data collections being available for IID training on a single device.

Federated learning (FL) [14] has provided a distributed and privacy preserving framework where each client trains on their local data and communicates updates to a central server. The central server aggregates those updates and distributes a new model at each communication round. Several studies have shown that by repeating this process, one can apply train a global model without violating client privacy [15] even under cases where data are not distributed IID to the clients [16]. FL has also been applied to train audio models for keyword spotting [17], automatic speech recognition [18] and sound event detection [19]. Nevertheless, the aforementioned approaches, as well as most FL setups, require supervised data to be available on the client side and are even less successful when multiple clients are present or the IID assumption is violated [20]. The aforementioned problem led to the development of recent FL algorithms which require less supervision [21,22].

In this work, we tackle the real world problem of learning a speech enhancement model where a central server (e.g. a company) aggregates updates across numerous clients. The local client datasets contain noisy mixtures and may greatly vary across clients. Thus, we present FedEnhance, an FL system which is capable of learning a separation model for speech enhancement without relying on several common assumptions such as: a) requiring supervised data and b) assuming IID distribution of the data across the clients. In essence, each client has access to a limited number of noisy speech mixtures and isolated noise recordings. All clients perform local unsupervised training using MixIT by synthesizing a mixture from a noisy speech recording and a noise recording. To evaluate our approach, we introduce a realistic and challenging speech enhancement dataset, namely, LibriFSD50K containing around 50 hours of training data and with 280 speaker IDs. We use the speaker variability for simulating real-world situations that clients only have access to noisy speech recordings from one speaker (e.g. a smartphone client can easily record themselves). We analyze the convergence behavior of FedEnhance and show that our approach can scale to multiple clients. Moreover, we show that we can expedite the convergence and boost the overall performance of our FL method by transferring knowledge from another medium-size speech enhancement dataset. Finally, our experimental results show that we can effectively combine updates from clients with supervised and unsupervised data using different loss functions.

2. UNSUPERVISED FEDERATED LEARNING FOR SPEECH ENHANCEMENT

FedEnhance follows a conventional FL setup with one central server orchestrating the overall communication and \(C\) clients which perform local training on their private data \(\{D_c\}_{c=1,...,C}\).

2.1. Server-clients communication

The server owns a global copy of the model weights \(\theta^r\) which are distributed to the decentralized clients at each round \(r\). Formally, we assume that the server shares the same separation network architecture with the clients \(f(\cdot; \theta^{r,z}_c)\) which is parameterized through the global weights \(\theta^r\) at the communication round \(r\). For an input
mixture with $T$ samples in the time-domain $x \in \mathbb{R}^T$, each separation model outputs $M$ sources, namely, $\hat{s} = f(x; \theta) \in \mathbb{R}^{M \times T}$. At the update step, the $c$-th client from the set of available clients $A(c)$ provides the updated weights $\theta^{(c)}_y$ after training independently on its private data $D_c$. Finally, the server aggregates those weights in order produce the updated model $\theta^{(y+1)}_y$. The new model is going to be distributed again across all clients and the process is repeated for $R$ communication rounds as described in Algorithm 1.

Algorithm 1: FedAvg [15] with a server and $C$ clients.

Input: $\theta_0^{(R)}$ // Initial server model weights
Output: $\theta_y^{(R)}$
for $r = 1; r++$; while $r <= R$ do
  for $c \in A(c)$ do
    // Server distributes the model
    $\theta^{(c)}_y \leftarrow \theta^{(c-1)}_y$
    // Local training on private $D_c$
    $\theta^{(c)}_y \leftarrow \text{ClientUpdate}(\theta^{(c)}_y, D_c)$
  end
  // Server update for round $r$
  $\theta_y^{(r)} \leftarrow \frac{1}{|A(c)|} \sum_{c \in A(c)} \theta_y^{(c)}$
end

2.2. Local training on the client-side

We present how each client performs local training on its private data for the task of speech enhancement. We assume that the $c$-th client has access only to its private data $D_c$ which consists of two portions $D_c = (D_{cm}, D_{cn})$. Specifically, $D_{cm}$ is the part of the data that contains mixtures of speech and noise while $D_{cn}$ contains only clean noise. Following the training procedure presented in [13], each client generates artificial mixtures of mixtures (MoMs) $x = s + n_1 + n_2$ using a noisy speech example $m = s + n_1 \sim D_{cm}$ and a clean noise recording $n_2 \sim D_{nc}$. The separation model always estimates $M = 3$ sources. We distinguish two different cases for each client’s private data $D_{cm}$ while we always assume that each client has access to clean noise recordings $n_2 \sim D_{nc}$.

**Supervised data**: A supervised client would have to noisy speech files $m = s + n_1$ as well as the isolated speech $s$ and the noise $n_1$ waveforms, where $(m, s, n_1) \sim D_{cm}$ (e.g. research institutes with many hours of clean speech recordings might fall in this category). The loss function which is minimized is shown next:

$$L_{\text{sup}} = L(\hat{s}_1, s) + \frac{1}{2} \min_{\pi \in \Pi_{2,3}} [L(\hat{s}_{n_1}, n_1) + L(\hat{s}_{n_2}, n_2)],$$

where $L$ could be any signal-level loss which measures the reconstruction fidelity of each separated signal $\hat{s}_i$ w.r.t. the targets $s$, $n_1$, and $n_2$. $\Pi_{2,3} = \{(2,3), (3,2)\}$ symbolizes the set of permutations used for the latter two slots $\hat{s}_2$ and $\hat{s}_3$. Thus, we train with permutation invariance w.r.t. the noise sources $n_1$ and $n_2$ while also forcing the model to produce the reconstructed speaker in the first slot $\hat{s}_1$.

**Unsupervised data**: This client has access only to mixtures of noisy speech $(m, -) \sim D_{cm}$. This is the most interesting case since most of the clients would have a small data collection with noisy recordings that do not want to share directly but are willing to contribute to the FL framework by sending updated weights to the server. Now the unsupervised loss follows the mixture invariant training setup [13] and can be described as shown next:

$$L_{\text{unsup}} = \min_{\pi \in \Pi_{2,3}} [L(\hat{s}_1 + \hat{s}_{n_1}, m) + L(\hat{s}_{n_2}, n_2)].$$

3. EXPERIMENTAL FRAMEWORK

3.1. LibriFSD50k Dataset

To construct a realistic FL scenario, we combine speech data from the LibriSpeech dataset [24], and noise data from FSD50k [25]. We first split the combined 100h and 360h LibriSpeech training set into 280 folds where each fold contains data from a unique speaker ID. Then, we remove all clips with speech related tags from both train and test portions of FSD50K. The remaining noise files are split evenly across the 280 speaker-folds by matching four second noise segments to four second chunks of unique speech utterances. We leave the test sets from both datasets intact. LibriFSD50k consists of approximately 50, 3 and 3 hours of data for training, validation and test, respectively. To produce a training mixture with two noise sources $s + n_1 + n_2$, we discard half of the speech recordings from a speaker and pair the singleton noise files $n_2 \sim D_{nc}$ with another noisy speech mixture $m = s + n_1 \sim D_{cm}$ from the same speaker. This procedure leads to the challenging but realistic distributions of input signal-to-noise ratio SNR shown in Figure 1.

![Figure 1: Input SNR distribution for the LibriFSD50K dataset.](image)

3.2. Separation model

Although our method can work with any separation architecture, we use a variation of the Sudo rm -rf [26] separation architecture since it achieves a good trade-off between separation fidelity and time-memory computational requirements. This Sudo rm -rf variation,
uses 8 repetitive U-ConvBlocks as well as the group communication mechanism proposed in [22] which divides all intermediate representations in 16 groups of sub-bands and process them independently. By doing so, we obtain an efficient and light-weight model with only 794 921 trainable parameters which can easily fit and run on an edge device with 32 bit precision. We force the \( M = 3 \) estimated sources to add up to the input mixture using a mixture invariant scale-invariant signal to distortion ratio (SI-SDR) [30]:

\[
L(\tilde{y}, y) = -\text{SI-SDR}(\tilde{y}, y) = -10 \log_{10} \left( \frac{\|\alpha y\|^2}{\|\alpha y - \tilde{y}\|^2} \right),
\]

where \( \alpha = \tilde{y}^T / \|y\|^2 \) makes the loss invariant to the scale of the estimated source \( \tilde{y} \in \mathbb{R}^2 \) and the target signal \( y \). We train all our local-client models using the Adam optimizer [31] with an initial learning rate of \( 10^{-3} \) and a batch size of \( B = 6 \) to obtain maximum parallelization on a single Nvidia GeForce RTX 2080 Ti.

3.4. Evaluation details

We evaluate the robustness of our learned speech-enhancement models after a communication round is complete (the server has aggregated the weights from the individual clients). We evaluate under two different noise conditions when one \( x = s + n_1 \) or two noise sources \( x = s + n_1 + n_2 \) are active alongside the speech utterance. Specifically, we measure the SI-SDR improvement over the input mixture SI-SDR_i = SI-SDR(\( \tilde{s}_1, s \)) - SI-SDR(\( x, s \)).

3.5. Federated learning configurations

We perform several FL simulations where the speaker data are distributed in a non-IID way across the clients (which makes the setup challenging [18] but also more realistic). Specifically, each noisy speech example \( m = s + n_1 \sim \mathcal{D}_n^m \) contains a unique speaker utterance and a unique noise snippet. Each client contains only utterances from certain speaker IDs which are not shared with any other client. In the case where we assume \( C \) clients, we split the dataset to almost equal \( \lceil 280/C \rceil \) parts according to the speaker IDs. For each local dataset, we preserve the structure of noisy mixtures \( \mathcal{D}_n^m \) and noise recordings \( \mathcal{D}_n^p \) as explained in Section 2.2. We discuss in detail all our setups and how they relate to real-world scenarios.

3.5.1. Unsupervised federated learning at scale

We want to provide a good baseline for the most challenging FL setup which is analyzed in this work, namely, developing a distributed and private system capable of learning to perform high fidelity speech enhancement where \( C \in \{16, 64, 256\} \) clients learn directly from their limited noisy datasets. We analyze the convergence of the global model learned in a federated setup and we compare it against training on each one of the private datasets of the \( C \) individual nodes. Moreover, we test whether our unsupervised FL setup can obtain similar accuracy to IID training of the whole dataset (all 280 speaker IDs available) on a single node.

3.5.2. Transfer learning with pre-training

Instead of distributing a random initialization for the global model in the beginning \( \theta^{(0)} \), the server could pre-train those weights in order to provide a better initialization point for the FL system (e.g. a big company could provide its clients a pre-trained model using its big data collection to facilitate the federated learning process). We use the WHAM dataset [32] where we follow a similar training setup as previously explained but now completely supervised and on a single node. After training for 100 epochs we use those weights as the global model initialization \( \theta^{(0)} \) and because we are fine-tuning on the client-side, we lower the learning rate of all local Adam [31] optimizers to \( 10^{-4} \). We perform a head-to-head comparison with the same FL setups trained from scratch w.r.t. the benefits that we can get in terms of faster convergence (less communication rounds and data processed on the client-side) as well as the overall performance on the test set.

3.5.3. Combining supervised and unsupervised clients

In this experiment we fix the number of clients to \( C = 64 \) and focus on the capability of the FL system to harness the benefits of supervised data which are distributed across clients in a non-IID fashion. In this sense, we combine both supervised and unsupervised clients where each one performs local training, as explained in Section 2.2, with their local losses \( \mathcal{L}_{supp} \) and \( \mathcal{L}_{unsupp} \) respectively. We sweep the proportion of supervised nodes in \( p_s \in \{0, 0.25, 0.5, 0.75, 1\} \).

4. RESULTS AND DISCUSSION

4.1. Unsupervised federated speech enhancement

In Figure 3 we depict the speech enhancement performance obtained while training for 1 000 communication rounds. The convergence becomes slower as we increase the number of nodes since aggregating the updates on the weight space becomes harder [20]. However, FEDEnHANCE even with \( C = 256 \) clients significantly outperforms individual training where the dataset is split across 16 nodes and the local models overfit. Assuming \( C = 256 \) clients, in each communication round \( r \), the server needs to aggregate results from \( |A| = C/4 \) available clients which accounts for a total memory of \( |\theta| = |A| \approx 204 \) MBs. Increasing the number of active clients per round \( |A| \) or increasing the number of local optimization steps per client \( K \) transfers the computational load from the communication side to the local audio processing side. From our empirical validation, those values do not seem to affect significantly the overall convergence in terms of communication rounds for our setups with up to \( C = 256 \) clients.

4.2. Transfer learning

By pre-training on the WHAM [32] dataset before distributing the first model from the server to the \( C \) clients we see that we can significantly improve the convergence speed of our federated system as shown in Figure 3. Specifically, using pre-training we close the performance gap between \( C = 16 \) (easy) and \( C = 256 \) (difficult) cases and with less than 100 hours of locally processed audio data.
The pre-trained models also achieve higher overall SI-SDRi compared to randomly initialized models on LibriFSD50K with one or two noise sources present (we omit the Figure for the case with one active noise source since the qualitative results are similar).

![Figure 2: Speech enhancement performance on LibriFSD50K with one noise source (left) and two noise sources (right) versus the total communication rounds between the C clients and the central server as well as the total hours of audio being processed on the client-side.](image)

Figure 2: Speech enhancement performance obtained on LibriFSD50K with one noise source (left) and two noise sources (right) versus the total communication rounds between the C clients and the central server as well as the total hours of audio being processed on the client-side. The dotted straight lines symbolize the maximum performance obtained by training in isolation 5 out of C random clients for 1000 epochs on their private data $|D_c| = |D|/c$ and taking their mean. The black dashed line on top is the upper bound we could expect assuming that all of the data $D_c$, $c = 1, \ldots, C$ are available for IID unsupervised training on a single node. Notice that our proposed FEDENHANCE approach is able to scale to multiple nodes when learning a speech enhancement model using only non-IID and noisy speech recordings.

![Figure 3: Convergence of FEDENHANCE on LibriFSD50K test set with two active noise sources when starting from the pre-trained model (dotted) and when starting from a random initialization (solid). For better visualization, we plot the mean across 10 communication rounds in log scale while the shaded regions are defined by the minimum and maximum SI-SDRi obtained in the same number of rounds. The black dashed line on top is the upper bound obtained with IID unsupervised training on a single node starting from the same pre-trained model.](image)

Figure 3: Convergence of FEDENHANCE on LibriFSD50K test set with two active noise sources when starting from the pre-trained model (dotted) and when starting from a random initialization (solid). For better visualization, we plot the mean across 10 communication rounds in log scale while the shaded regions are defined by the minimum and maximum SI-SDRi obtained in the same number of rounds. The black dashed line on top is the upper bound obtained with IID unsupervised training on a single node starting from the same pre-trained model.

![Figure 4: Speech enhancement performance on LibriFSD50K validation and test sets with one or two active noise sources while sweeping the number of supervised nodes from totally unsupervised FL (left) to totally supervised FL (right).](image)

Figure 4: Speech enhancement performance on LibriFSD50K validation and test sets with one or two active noise sources while sweeping the number of supervised nodes from totally unsupervised FL (left) to totally supervised FL (right).

### 5. CONCLUSION

We have presented an unsupervised federated learning approach, namely, FEDENHANCE, which is capable of collectively training a speech enhancement model with non-IID distributed noisy speech recordings across multiple clients. Our experiments show that our approach is able to obtain competitive performance with IID training on a single node and can be further boosted by using pre-training on other datasets as well as by combining nodes with supervised data. In the future, we aim to extend our approach to multi-task problems including simultaneous sound recognition and separation.

4.3. Combining supervised and unsupervised clients

In Figure 4, we show the performance obtained with FEDENHANCE with $C = 64$ clients for LibriFSD50K validation and test sets and with the presence of one or two noise sources after 1000 rounds. We select the model with the highest SI-SDRi on the validation set over the last 50 communication rounds. Notice that in the case of all clients having access to supervised data (rightmost) we can obtain a Test SI-SDRi of 9.3dB and 10.9dB for one and two noise sources, respectively. By assuming 50% of supervised clients, FEDENHANCE can leverage the supervised information flow and improve upon the totally unsupervised configuration (leftmost) in terms of Test SI-SDRi (8.0 → 8.9dB and 9.4 → 10.5dB for one and two noise sources, respectively).

We have presented an unsupervised federated learning approach, namely, FEDENHANCE, which is capable of collectively training a speech enhancement model with non-IID distributed noisy speech recordings across multiple clients. Our experiments show that our approach is able to obtain competitive performance with IID training on a single node and can be further boosted by using pre-training on other datasets as well as by combining nodes with supervised data. In the future, we aim to extend our approach to multi-task problems including simultaneous sound recognition and separation.
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