Lie symmetries and exact solutions of the barotropic vorticity equation
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Lie group methods are used for the study of various issues related to symmetries and exact solutions of the barotropic vorticity equation. The Lie symmetries of the barotropic vorticity equations on the $f$- and $\beta$-planes, as well as on the sphere in rotating and rest reference frames, are determined. A symmetry background for reducing the rotating reference frame to the rest frame is presented. The one- and two-dimensional inequivalent subalgebras of the Lie invariance algebras of both equations are exhaustively classified and then used to compute invariant solutions of the vorticity equations. This provides large classes of exact solutions, which include both Rossby and Rossby–Haurwitz waves as special cases. We also discuss the possibility of partial invariance for the $\beta$-plane equation, thereby further extending the family of its exact solutions. This is done in a more systematic and complete way than previously available in literature.

1 Introduction

The governing equations of geophysical fluid dynamics are mainly nonlinear partial differential equations (PDE). Since there is no general theory available for solving such equations, it is known to be very difficult to systematically construct their exact solutions. In meteorology, this problem is usually overcome by solving the governing equations numerically. However, as models become more sophisticated, it may be difficult to directly evaluate the quality of these numerical results. Moreover, it is dissatisfactory to rely solely on numerical modeling when studying the physics of the atmosphere. It is thus to be expected that exact solutions can both enhance our understanding of atmospheric processes and provide consistency tests for numerical models.

The classical method of reduction of PDEs by using its Lie symmetries [19, 20] and the extension to partially invariant solutions [20] provides a manageable way to systematically construct exact solutions. It is the goal of this paper to carry out a comprehensive symmetry investigation of the barotropic vorticity equation both on the $\beta$-plane and on the sphere. Although there are already a number of works on the $\beta$-plane equation [4, 5, 13, 14, 15, 16], none of them gives a systematic and complete symmetry analysis. In Ref. [4] the classification of inequivalent subalgebras is done only for the one-dimensional case. The symmetry properties were used in Ref. [5] in order to obtain new solutions from the known ones. In a recent paper [13], the procedure of group-invariant reduction is done without reference to the algebraic aspects of the classification problem. Consequently, some of the reductions presented in Ref. [13] are overly complicated, and hence in some cases, these authors were only able to obtain some particular solutions (most notably of the well-known Rossby wave class). This reveals that the vorticity equation has classes of completely integrable reduced PDEs, as shown in the present paper. Finally, Refs. [15, 16] (see also Ref. [14, pp. 221–225]) also contain only a nonsystematic list of some group-invariant solutions. To the best of our knowledge, the spherical equation has not been investigated in light of its symmetries at all so far.
We divide this paper into two main parts: the first dealing with the symmetry analysis of the equation on the $\beta$-plane and the second considering the spherical version. For both equations, we determine the maximal Lie invariance algebras and classify their one- and two-dimensional subalgebras. Based on this classification, we give a complete list of group-invariant reduced equations and then demonstrate that Rossby (Rossby–Haurwitz) waves can be realized as group-invariant solutions of the barotropic vorticity equation on the plane (the sphere). Also, by means of algebraic inspection of the Lie symmetry algebras, it is shown that for the spherical equation there is no need to consider rotation of the Earth. Finally, some examples for partially invariant solutions will be given for the $\beta$-plane equation.

2 The $\beta$-plane equation

This section contains the classical symmetry analysis of the barotropic vorticity equation on the $\beta$-plane ($\beta$BVE).

2.1 The model

Assuming the two-dimensional velocity field $\mathbf{v}$ to be nondivergent, it is possible to cast the Euler equations of an ideal fluid in a rotating reference frame as the conservation law of absolute vorticity $\eta = \zeta + f$, where $\zeta = \mathbf{k} \cdot (\nabla \times \mathbf{v})$ is the vertical component of the vorticity vector (relative vorticity) and $f$ denotes the vertical Coriolis parameter, which depends only on $y$. In what follows, we approximate $f$ by its truncated Taylor series, $f = f_0 + \frac{df}{dy}|_0 y =: f_0 + \beta y$, which leads to the $\beta$-plane approximation \[1\]. The Euler equations can then be equivalently written as the $\beta$BVE

$$\zeta_t + \psi_x \zeta_y - \psi_y \zeta_x + \beta \psi_x = 0,$$

where we have used the shorthand notation $\zeta_t = \frac{\partial \zeta}{\partial t}$, etc. The stream function $\psi = \psi(t, x, y)$ generates a nondivergent flow. It is related to the vorticity by means of the Laplacian,

$$\zeta := \psi_{xx} + \psi_{yy}.$$

Rescaling allows us to set $\beta = 1$, but for physical reasons this is not desired here.

2.2 The symmetries

The barotropic vorticity equation can be considered as a submodel of the ideal Euler equations, which have been thoroughly investigated in light of their symmetries (see, e.g., Refs. \[1\], \[2\]). Nevertheless, it is instructive to consider the symmetries of the barotropic vorticity equation separately to work out the peculiarities of large scale, two-dimensional fluid dynamics. It is quite common for different models of incompressible fluids that they admit infinite dimensional maximal Lie invariance algebras of a special structure. Techniques for handling such infinite-dimensional Lie algebras in order to solve hydrodynamic equations are given, e.g., in Ref. \[7\]. To the best of our knowledge, the symmetry algebra of the barotropic vorticity equation in the regular case $\beta \neq 0$, as well as some exact solutions, was first computed in Refs. \[15\], \[16\] (see also Refs. \[5\], \[14\]). The fact that the singular case $\beta = 0$ admits nontrivial symmetries has been known for a long time \[3\]. The corresponding maximal Lie symmetry algebra was rigorously calculated in Ref. \[2\] (see also Ref. \[1\]). It is significantly larger than for the regular case of $\beta$.

We recomputed the symmetry algebras for our purposes and checked them with the computer algebra programs MuLie \[10\] and DESOLV \[6\]. In the singular case $\beta = 0$ corresponding to
dynamics on the \( f\)-plane, the vorticity equation admits the infinite dimensional Lie symmetry algebra \( \mathcal{B}_1^\infty \) with the basis generators

\[
\begin{align*}
\mathcal{D}_1 &= t \partial_t - \psi \partial_\psi \\
\mathcal{J} &= -y \partial_x + x \partial_y \\
\partial_\psi &= \partial_\psi \\
\mathcal{X}(f) &= f(t) \partial_x - f'(t) y \partial_\psi \\
\mathcal{Y}(h) &= h(t) \partial_y + h'(t) x \partial_\psi
\end{align*}
\]

where \( h, f \) and \( g \) run through the set of real-valued time-dependent functions. The shorthand notation for partial derivatives, e.g., \( \partial_t = \partial / \partial t \) is used. The physical significance of these generators is as follows: \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) are scaling operators, \( \partial_\psi \) generates time translations, and \( \mathcal{J} \) and \( \mathcal{J}^t \) correspond to rotations and time-dependent rotations in the horizontal plane. The operators \( \mathcal{Y}(h) \) and \( \mathcal{X}(f) \) are the infinitesimals of generalized transformations on a time-dependent moving coordinate system in the \( y\)- and \( x\)-directions, respectively. The generator \( \mathcal{Z}(g) \) represents gauging the stream function.

Likewise, in the case \( \beta \neq 0 \), eqn. (11) admits an infinite-dimensional Lie symmetry algebra \( \mathcal{B}_1^\infty \), which is a subalgebra of \( \mathcal{B}_1^\infty \). The basis generators of \( \mathcal{B}_1^\infty \) are

\[
\mathcal{D} = \mathcal{D}_1 - \mathcal{D}_2 = t \partial_t - x \partial_x - y \partial_y - 3 \psi \partial_\psi, \quad \partial_t, \quad \mathcal{Y}(1) = \partial_y, \quad \mathcal{X}(f), \quad \mathcal{Z}(g).
\]

The physical importance of this algebra is obvious from the \( \beta = 0 \) case. As shown in the next section, this remarkable difference between the cases of vanishing and nonvanishing \( \beta \) has no counterpart in spherical coordinates.

For the sake of completeness, we mention that the vorticity equation admits the discrete symmetries \( (t, x, y, \psi) \rightarrow (-t, -x, y, \psi) \) and \( (t, x, y, \psi) \rightarrow (t, x, -y, -\psi) \) as well as their composition and their compositions with continuous symmetries.

### 2.3 Classification of subalgebras

For an efficient and systematic computation of invariant solutions of PDEs, it is crucial to classify their Lie symmetry subalgebras. This is done upon using the adjoint action of a Lie group on its Lie algebra, which allows to determine the simplest representatives of equivalent subalgebras.

The adjoint action of \( \exp(\varepsilon \mathbf{v}) \) on \( \mathbf{w}_0 \) is defined as the Lie series,

\[
\mathbf{w}(\varepsilon) = \text{Ad}(\exp(\varepsilon \mathbf{v})) \mathbf{w}_0 := \sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} \{ \mathbf{v}^n, \mathbf{w}_0 \},
\]

where we introduced a shorthand notation for nested commutators: \( \{ \mathbf{v}^0, \mathbf{w}_0 \} := \mathbf{w}_0, \{ \mathbf{v}^n, \mathbf{w}_0 \} := (-1)^n[\mathbf{v}, \{ \mathbf{v}^{n-1}, \mathbf{w}_0 \}] \). Alternatively, the adjoint representation can also be calculated by integrating the initial value problem

\[
\frac{d\mathbf{w}(\varepsilon)}{d\varepsilon} = [\mathbf{w}(\varepsilon), \mathbf{v}], \quad \mathbf{w}(0) = \mathbf{w}_0.
\]

The nonidentical adjoint actions with basis elements of the algebra \( \mathcal{B}_1^\infty \) are exhausted by the following list:

\[
\begin{align*}
\text{Ad}(\varepsilon^{\partial_t}) \mathcal{D} &= \mathcal{D} - \varepsilon \partial_t \\
\text{Ad}(\varepsilon^{\partial_y}) \mathcal{D} &= \mathcal{D} + \varepsilon \partial_y \\
\text{Ad}(\varepsilon^\mathcal{D}) \partial_t &= e^\varepsilon \partial_t \\
\text{Ad}(\varepsilon^\mathcal{X}(\mathbf{v})) \partial_t &= \partial_t + \varepsilon \mathcal{X}(\mathbf{v}') \\
\text{Ad}(\varepsilon^\mathcal{Y}(\mathbf{u})) \partial_t &= \partial_t + \varepsilon \mathcal{Y}(\mathbf{u}')
\end{align*}
\]
\[ \text{Ad}(e^{\varepsilon X}) \partial_y = \partial_y - \varepsilon Z(u'), \quad \text{Ad}(e^{\varepsilon D}) X(v) = X(\tilde{v}), \quad \tilde{v} = e^{-\varepsilon} v(e^{-\varepsilon} t) \]
\[ \text{Ad}(e^{\varepsilon \partial_t}) X(v) = X(\tilde{v}), \quad \tilde{v} = v(t - \varepsilon) \]
\[ \text{Ad}(e^{\varepsilon \partial_y}) X(f) = X(f) + Z(f'), \quad \tilde{u} = e^{-3\varepsilon} u(e^{-\varepsilon} t) \]
\[ \text{Ad}(e^{\varepsilon \partial_t}) Z(u) = Z(\tilde{u}), \quad \tilde{u} = u(t - \varepsilon). \]

They are used subsequently to classify the one- and two-dimensional subalgebras of \( B_{1}^{\infty} \).

The approach to the classification of one-dimensional subalgebras is fairly inductive: one takes the most general form of an infinitesimal generator of \( B_{1}^{\infty} \), \( v = a_D D + a_t \partial_t + a_y \partial_y + X(f) + Z(g) \), and subsequently tries to simplify it using adjoint actions and scaling by a nonvanishing constant multiplier [19]. This is done under additional assumptions on the constants \( a_D, a_t, \) and \( a_y \) and the functions \( f(t) \) and \( g(t) \). Finally, the optimal set of conjugacy inequivalent one-dimensional subalgebras of \( B_{1}^{\infty} \) reads

\[ \langle D \rangle, \quad \langle \partial_t + c \partial_y \rangle, \quad \langle \partial_y + X(f) \rangle, \quad \langle X(f) + Z(g) \rangle, \quad (2) \]

where \( c \in \{0, \pm 1\} \). By means of using the discrete symmetry \( (t, x, y, \psi) \mapsto (t, x, -y, -\psi) \) we can further assume \( c \in \{0, 1\} \). Moreover, due to adjoint actions, there are additional equivalences inside the third and fourth cases. In the third case, we can apply the adjoint actions \( \text{Ad}(e^{\varepsilon D}) \) to rescale the argument \( t \) and the function \( f \) and \( \text{Ad}(e^{\varepsilon \partial_t}) \) to shift the argument \( t \) of the function \( f \), respectively. In the fourth class, the additional equivalences are generated by \( \text{Ad}(e^{\varepsilon \partial_t}) \), \( \text{Ad}(e^{\varepsilon \partial_y}) \) and scaling the basis elements. So, the subalgebras \( \langle X(f) + Z(g) \rangle \) and \( \langle X(f) + Z(g) \rangle \) are equivalent if and only if \( \tilde{f}(t) = a f(e^{\varepsilon t} + \varepsilon_1) \), \( \tilde{g}(t) = ag(e^{\varepsilon t} + \varepsilon_1) + \varepsilon_3 f'(e^{\varepsilon t} + \varepsilon_1) \) for some constants \( \varepsilon_1, \varepsilon_2, \varepsilon_3, \) and \( a \), where \( a \neq 0 \).

The procedure for the classification of two-dimensional subalgebras is quite the same as in the one-dimensional case: one takes the most general form of two (linearly independent) infinitesimal generators \( v^1 = a_D^i D + a_t^i \partial_t + a_y^i \partial_y + X(f^i) + Z(g^i) \) with \( i = 1, 2 \) and tries to simultaneously cast them in a simpler form. This can be done by taking their nondegenerate linear combinations and acting on them by adjoint actions under different assumptions on the constants \( a_D^i, a_t^i, \) and \( a_y^i \) and/or functions \( f^i \) and \( g^i \). Since the generators \( v^i \) form a subalgebra, one additionally has to ensure that the commutator of \( v^1 \) and \( v^2 \) lies in their span. This places further restrictions on both the constants \( a_D^i, a_t^i, \) and \( a_y^i \) and on the functions \( f^i(t), g^i(t) \).

Since the classification of two-dimensional subalgebras is somewhat lengthy, we only give the final result here. The list of inequivalent algebras reads

\[ \langle D, \partial_t \rangle, \quad \langle D, \partial_y + a X(1) \rangle, \quad \langle D, X(|t|^a) + c Z(|t|^{a-2}) \rangle, \quad \langle D, Z(|t|^{a-2}) \rangle, \quad \langle \partial_t + b \partial_y, X(e^{at}) + Z((ab + c)e^{at}) \rangle, \quad \langle \partial_t + b \partial_y, Z((ab + c)e^{at}) \rangle, \quad \langle \partial_y + X(f^1), X(1) + Z(g^2) \rangle, \quad \langle \partial_y + X(f^1), Z(g^2) \rangle, \quad \langle X(f^1) + Z(g^1) \rangle, \quad \langle X(f^2) + Z(g^2) \rangle, \]

where \( a, b, \) and \( c \) are arbitrary constants and \( f^i = f^i(t) \) and \( g^i = g^i(t) \), \( i = 1, 2 \), are arbitrary functions of time. In the last Lie subalgebra, the pairs of functions \( (f^1, g^1) \) and \( (f^2, g^2) \) have to be linearly independent. Again, within of the above classes there is an additional equivalence due to adjoint actions and changes of the basis.

Computing the associated group-invariant solutions based on the above classification determines those cases that have to be considered for receiving the complete set of inequivalent solutions.

### 2.4 Group-invariant reduction with one-dimensional subalgebras

In what follows, we give the complete list of reduced equations obtained by imposing invariance under the one-parameter groups associated with the Lie algebras [2]. In all four cases, \( p, q \) denote the new independent variables, while \( v = v(p, q) \) is the new dependent variable. In the last case, an ansatz for \( \psi \) exists only for the values of \( t \), where \( f \neq 0 \).
| Case | Equation | Parameters |
|------|----------|------------|
| 1    | \( \psi = t^{-3}v \) p = tx, q = ty |
|      | \(-w + pw_p + qw_q + v_p w_q - v_q w_p + \beta v_p = 0, w := v_{pp} + v_{qq} \) |
| 2    | \( \psi = v \) p = x, q = y - ct |
|      | \(-cw_q + v_p w_q - v_q w_p + \beta v_p = 0, w := v_{pp} + v_{qq} \) |
| 3    | \( \psi = v - \frac{1}{2}f'y^2 \) p = x - fy, q = t |
|      | \((1 + f^2)w_q + 2f f'w + \beta v_p - f'' = 0, w := v_{pp} \) |
| 4    | \( \psi = v - \frac{f'}{f}xy + \frac{q}{f}x \) p = y, q = t |
|      | \( w_q + \left( \frac{q}{f} - \frac{f'}{fp} \right)w_p + \beta \left( \frac{q}{f} - \frac{f'}{f}p \right) = 0, w := v_{pp} \) |

We now discuss some properties and/or explicit solutions derived from the different cases considered above.

Case 1. The reduced equation admits the maximal Lie invariance algebra \( \langle \partial_p + q \partial_v, \partial_v \rangle \). The basis operators \( \partial_p + q \partial_v \) and \( \partial_v \) are induced by the operators \( \mathcal{X}(t^{-1}) \) and \( \mathcal{Z}(t^{-3}) \) from \( B_1^\infty \), respectively. Hence, there are no hidden symmetries related to this reduction.

Case 2. The reduced equation admits the maximal Lie invariance algebra \( \langle \partial_p, \partial_q, \partial_v \rangle \) or \( \langle p \partial_p + q \partial_q + 3v \partial_v, \partial_p, \partial_q, \partial_v \rangle \). Any operator from this algebra is obviously induced by an operator from \( B_1^\infty \). For the basis operators, we have the following correspondence: \( \partial_p \leftrightarrow \mathcal{X}(1), \partial_q \leftrightarrow \partial_y, \partial_v \leftrightarrow \mathcal{Z}(1), p \partial_p + q \partial_q + 3v \partial_v \leftrightarrow -\mathcal{D} \). Again, we have no related hidden symmetries.

As a result, further Lie reductions in both of the above cases give no new solutions in comparison to Lie reduction with respect to two-dimensional subalgebras.

Case 3 admits an exhaustive description for its general solution. Integrating once with respect to \( p \) and using a change of coordinates yields

\[ \tilde{v}_p + \beta \tilde{v} = 0, \tag{3} \]

where

\[ \tilde{v} = \frac{v}{1 + f^2} - \frac{f''}{\beta p} + \frac{h}{\beta} + \frac{((1 + f^2)f'' + f' p)}{\beta^2}, \quad \tilde{q} = \frac{d q}{1 + f^2}, \quad \tilde{p} = p, \]

and \( h = h(q) \) is an arbitrary smooth function of \( q = t \). Eqn. \( \tag{3} \) is the one-dimensional Klein–Gordon equation (presented in the light-cone variables). For a list of exact solutions of this equation see, e.g. [22]. It is straightforward to recover the famous Rossby wave solution upon using a harmonic ansatz for \( \tilde{v} \) and choosing either \( f = 0 \) (one-dimensional Rossby waves) or \( f = \text{const} \) (two-dimensional Rossby waves) [4].

Case 4 is completely integrable by quadratures. First, we determine \( w \) by solving the characteristic system. Afterwards, we integrate twice with respect to \( p \) to determine \( v \). Finally, substituting the expression so obtained for \( v \) into the ansatz for \( \psi \), we arrive at the corresponding group-invariant solution

\[ \psi = \frac{1}{f^2} F(\theta) - \frac{1}{6} \beta g^3 + h^1 y + h^0 - \frac{f'}{f} xy + \frac{g}{f} x, \]

where \( f, g, h^1, \) and \( h^0 \) are arbitrary smooth functions of \( t \), \( F \) is an arbitrary smooth function of \( \theta = fy - \int g \, dt \). The functions \( h^1 \) and \( h^0 \) can be set equal to 0 by symmetry transformations generated by an operator of the form \( \mathcal{X}(f) + \mathcal{Z}(g) \).
2.5 Group-invariant reduction with two-dimensional subalgebras

Having considered reduction with one-dimensional subalgebras, it is not overly difficult to investigate reduction with two-dimensional subalgebras as well. Namely, the general solutions of cases 3 and 4 from section 2.4 are completely described. That is, it is not necessary to consider reduction with two-dimensional subalgebras containing the generators $\partial_y + \mathcal{X}(f)$ and $\mathcal{X}(f) + Z(g)$. Moreover, since all algebras containing $Z(g)$ cannot be used for a classical Lie reduction, the number of cases that need to be examined reduces to:

| 1 | $\langle D, \partial t \rangle$ | $\psi = \sqrt{(x^2 + y^2)^3} v(\varphi)$ | $\varphi = \arctan \frac{y}{x}$ |
|---|---|---|---|
|   | $v(w + \beta \sin \varphi) - \frac{\beta}{3} v(\varphi) = 0$ | $w := v_{\varphi} + 9v$ |

The first of the above equations implies the following functional relation between $w$ and $v$: $w + \beta \sin \varphi = c_0 v^\frac{3}{2}$. If $c_0 = 0$, the second equation can be easily integrated with respect to $v$. This leads to the invariant solution

$$\psi = c_1 (x^2 - 3y^2)x + c_2 (3x^2 - y^2)y - \frac{\beta}{8}(x^2 + y^2)y$$

of (4). In the case $c_0 \neq 0$, we find particular solutions of the second equation which give rise to the invariant solutions

$$\psi = \frac{\beta}{2}(x^2 + y^2)^{\frac{3}{2}} \sin^3 \left( \frac{1}{3} \arctan \frac{y}{x} \right), \quad \psi = -\frac{\beta}{2}(x^2 + y^2)^{\frac{3}{2}} \sin^3 \left( \frac{1}{3} \arctan \frac{y}{x} \pm \frac{\pi}{3} \right).$$

2.6 Partially invariant solutions

For a system with at least two dependent variables, it is possible to determine partially invariant solutions [20]. The construction of partially invariant solutions has already been extensively considered in hydrodynamics [1, 8, 11, 17, 23]. In this part, we compute some partially invariant solutions for the $\beta$BVE. First of all, it is noted that any single equation can be split into a system of multiple equations in various ways introducing a new dependent variable for each additional equation desired. We consider the $\beta$BVE as the system of two PDEs

$$\zeta_t + \psi_x \zeta_y - \psi_y \zeta_x + \beta \psi_x = 0, \quad \zeta = \psi_{xx} + \psi_{yy},$$

(4)

where both $\psi$ and $\zeta$ are treated as dependent variables. The splitting of eqn. (4) into system (4) is quite natural since both $\psi$ and $\zeta$ have an obvious physical importance. Of course, it is not unique. Another natural splitting is given by the system in terms of the usual velocity variables together with the condition of vanishing divergence. However, here we will not pursue any other splittings further.

It is an important property of the chosen splitting that the maximal Lie invariance algebra $B_\infty$ of (4) is isomorphic to the algebra $B_1^\infty$. More precisely, every operator from $B_\infty$ is a prolongation of an operator from $B_1^\infty$. This is why for the construction of partially invariant solutions we can use the lists of subalgebras obtained above.

As an example for a partially invariant solution, we use the subalgebra $\langle \mathcal{X}(1), Z(g) \rangle$. Due to the generator $Z(g)$, we cannot make an ansatz for $\psi$. However, we can make an ansatz for $\zeta$ and because of the generator $\partial_x$, we have $\psi = \psi(t, x, y)$ and $\zeta = \zeta(t, y)$. Therefore, (4) is reduced to $\zeta_t + \psi_x (\zeta_y + \beta) = 0$, $\zeta = \psi_{xx} + \psi_{yy}$. Introducing the absolute vorticity $\eta = \zeta + \beta y$ and setting $\psi = \Psi(t, x, y) + \zeta(t, y)$ with $\zeta_{yy} = \zeta$, we find $\eta_t + \Psi_x \eta_y = 0$, and $\Psi_{xx} + \Psi_{yy} = 0$. If $\eta_y = 0$, we have $\eta_t = 0$ and, consequently, $\eta = \text{const}$. The stream function constructed in this way then reads as

$$\psi = \Psi - \frac{1}{6} \beta y^3 + \frac{1}{2} \eta y^2.$$
where $\Psi(t,x,y)$ is an arbitrary solution of the Laplace equation $\Psi_{xx} + \Psi_{yy} = 0$.

In case $\eta_y \neq 0$, we find that the stream function has the form

$$\psi = \frac{1}{(g^1)^2} F(\omega) - \frac{1}{6} \beta y^3 - \frac{g_1^1 y + g_0^1}{g^1} x + f^1 y + f^0,$$

where $\omega = g^1 y + g^0$ and $g^1, g^0, f^1,$ and $f^0$ are functions of $t$.

To present one more example of a partially invariant solution, we take the subalgebra $\langle \partial_t, Z(g) \rangle$. Similar to the previous case, we now have $\zeta = \zeta(t,x)$ and $\psi = \psi(t,x,y)$. Then, (4) is reduced to $\zeta_t - \psi_y \chi_x + \beta \psi_x = 0$ and $\zeta = \psi_{xx} + \psi_{yy}$. Introducing $\psi = \phi(t,x,y) + \sigma(t,x)$, $\sigma_{xx} = \zeta$, this set of equations yields

$$\phi_{xx} + \phi_y = 0, \quad \sigma_{xx} - \sigma_{xx} \phi_y + \beta(\phi_x + \sigma_x) = 0. \quad (5)$$

We now have to distinguish different cases for the integration of this system.

1. $\sigma_{xxx} = 0$. In this instance, the solution for the stream function reads as

$$\psi = -\frac{1}{\beta}(2\chi_1^1 x + \chi_2^1 y^2) + \chi_3^1 y^2 + \chi_3^1 y,$$

where $\chi_1, \chi_2,$ and $\chi_3$ are smooth functions of $t$. The functions $\chi_2$ and $\chi_3$ can be set equal to 0 by symmetry transformations generated by an operator of the form $\chi(f) + Z(g)$.

2. $\sigma_{xxx} \neq 0$. We set $\phi = H - \beta^{-1} \sigma_{xt} - \sigma$ and substitute into the second equation of (5), which yields a characteristic system for $H$. Solving this system, we find that $H = H(t, \eta)$, where $\eta = \sigma_{xx} + \beta y$ is again the absolute vorticity. From the first equation of (5), we then derive

$$H_{\eta}(\sigma_{xxx}^2 + \beta^2) + H_\eta \sigma_{xxxy} - \frac{\sigma_{xxxt}}{\beta} - \sigma_{xx} = 0. \quad (6)$$

If we fix $x$ in the above equation, we can write $h^2(\eta) H_{\eta} + h^1(\eta) H_\eta + h^0(\eta) = 0$. We now have to distinguish whether there are two independent equations of this type or only one.

In case of two equations we have $H_{\eta} = 0$ and consequently $H = \alpha(t) \eta + \gamma(t)$. Substituting this into (6), solving the resulting PDE and transforming back to the original variables, we find

$$\psi = \Sigma(t,x) + \alpha(t) \beta y, \quad \alpha \Sigma_{xx} - \beta^{-1} \Sigma_{xt} + \beta^{-1} \delta(t) - \Sigma = 0.$$}

By means of symmetry transformations generated by $\chi(f)$ and $Z(g)$ we can set $\alpha = \delta = 0$ and again arrive at the Klein-Gordon equation. This illustrates the fact that in some cases the ansatz for a partially invariant solution effectively reduces to a usual group-invariant reduction.

If we only have one independent equation in $H$, $h^2 \neq 0$, and the equation

$$H_{\eta}(\sigma_{xxx}^2 + \beta^2) + H_\eta \sigma_{xxxy} - \frac{\sigma_{xxxt}}{\beta} - \sigma_{xx} = \lambda(h^2(\eta) H_{\eta} + h^1(\eta) H_\eta + h^0(\eta)),$$

where $\lambda = \lambda(t,x)$, holds identically in $H$. Splitting this equation with respect to $H$ leads to the three equations

$$(\sigma_{xxx}^2 + \beta^2 = \lambda h^2, \quad \sigma_{xxxx} = \lambda h^1, \quad -\beta^{-1} \sigma_{xxxt} - \sigma_{xx} = \lambda h^0).$$

Since $h^2 \neq 0$, we can express $\lambda$ from the first equation. Provided that $h^1 = 0$, we integrate the second equation to find $\sigma = \sigma^3(t) x^3 + \sigma^2(t) x^2 + \sigma^1(t) x + \sigma^0(t)$. Inserting this expression in the third equation and splitting with respect to $x$ then yields $\sigma^3 = 0$, i.e., $\sigma_{xxx} = 0$, contradicting the initial assumption for this case. For $h^1 \neq 0$, we integrate the second equation once with respect to $x$ and then substitute the resulting expression for $\sigma_{xx}$ into the third equation. This leads to a contradiction in the system constructed by splitting with respect to $x$, and hence no solution is obtained also under the assumption $h^1 \neq 0$. 7
3 The spherical equation

3.1 The model

The barotropic vorticity equation on the sphere (sBVE) is given by (e.g. Ref. [21])

\[ \dot{\zeta} + \frac{1}{R^2} (\psi_\lambda \zeta_\mu - \psi_\mu \zeta_\lambda) + \frac{2\Omega}{R^2} \psi_\lambda = 0, \quad \zeta := \frac{1}{R^2} \left[ \frac{1}{1 - \mu^2} \psi_{\lambda\lambda} + \left( (1 - \mu^2) \psi_\mu \right)_\mu \right], \tag{7} \]

where \( \psi \) is the (spherical) stream function and \( \zeta \) the (spherical) vorticity. They are related through the Laplacian on the sphere. Instead of using the latitude \( \varphi \) as an independent variable, in practice, it is convenient to rather use \( \mu = \sin \varphi \). The value of \( \mu \) ranges from \(-1\) (South Pole) to \(1\) (North Pole). By \( \lambda \) we denote the longitude, \( R \) is the mean radius of the Earth and \( \Omega \) the absolute value of the Earth’s angular rotation vector.

3.2 The symmetries

We aim to start with \( \Omega = 0 \) in a nonrotating reference frame \( (\Omega = 0) \). Note in passing that it is possible to scale the radius \( R \) of the Earth to \(1\) by including \( R \) in the stream function via setting \( \tilde{\psi} = \psi / R^2 \).

The corresponding Lie symmetry algebra \( S^\infty_0 \) is infinite dimensional and a suitable basis is provided by

\[
\begin{align*}
\mathcal{D} &= t \partial_t - \psi \partial_\psi, \quad \partial_\psi, \quad \mathcal{Z}(g) = g(t) \partial_\psi, \quad \mathcal{J}_1 = \partial_\lambda, \\
\mathcal{J}_2 &= \mu \frac{\sin \lambda}{\sqrt{1 - \mu^2}} \partial_\lambda + \sqrt{1 - \mu^2} \cos \lambda \partial_\mu, \quad \mathcal{J}_3 = \mu \frac{\cos \lambda}{\sqrt{1 - \mu^2}} \partial_\lambda - \sqrt{1 - \mu^2} \sin \lambda \partial_\mu. \tag{8} \end{align*}
\]

As for the physical meaning of these basis elements, we find that \( \mathcal{D} \) is the generator of scaling in \( t \) and \( \psi \) and \( \partial_\psi \) corresponds to time translations. The generators \( \mathcal{J}_i, i = 1, 2, 3 \), correspond to rotations in angular coordinates. This follows since they satisfy the commutation relations of the Lie algebra \( \mathfrak{so}(3) \), \( [\mathcal{J}_i, \mathcal{J}_j] = \sum_{k=1}^3 \varepsilon_{ijk} \mathcal{J}_k \), where \( i, j = 1, 2, 3 \) and \( \varepsilon_{ijk} \) is the Levi-Civita symbol. \( \mathcal{Z}(g) \) again represents gauging of the stream function.

The algebra \( S^\infty_0 \) has the structure of \( \mathfrak{so}(3) \oplus (\mathfrak{g}_2 \oplus \langle \mathcal{Z}(g) \rangle) \), where \( \mathfrak{g}_2 = \langle \mathcal{D}, \partial_t \rangle \) is the two-dimensional nonabelian algebra and \( \langle \mathcal{Z}(g) \rangle \) is an infinite-dimensional Abelian ideal in \( S^\infty_0 \).

Now turning to the rotating case \( (\Omega \neq 0) \). Eqn. \( (7) \) admits the infinite-dimensional Lie invariance algebra \( S^\infty_{\Omega} \)

\[
\begin{align*}
\mathcal{D} &= t \partial_t - (\psi - \Omega \mu) \partial_\psi - \Omega t \partial_\lambda, \quad \partial_\psi, \quad \mathcal{Z}(g) = g(t) \partial_\psi, \quad \mathcal{J}_1 = \partial_\lambda, \\
\mathcal{J}_2 &= \mu \frac{\sin (\lambda + \Omega t)}{\sqrt{1 - \mu^2}} \partial_\lambda + \frac{\cos (\lambda + \Omega t)}{\sqrt{1 - \mu^2}} (\partial_\mu + \Omega \partial_\psi), \\
\mathcal{J}_3 &= \mu \frac{\cos (\lambda + \Omega t)}{\sqrt{1 - \mu^2}} \partial_\lambda - \frac{\sin (\lambda + \Omega t)}{\sqrt{1 - \mu^2}} (\partial_\mu + \Omega \partial_\psi).
\end{align*}
\]

The physical interpretation of the basis elements is obvious from those of the case \( \Omega = 0 \). Moreover, straightforward calculation shows that both Lie symmetry algebras \( S^\infty_0 \) and \( S^\infty_{\Omega} \) are isomorphic and can be mapped to each other by means of the change in the coordinates,

\[
\tilde{t} = t, \quad \tilde{\mu} = \mu, \quad \tilde{\lambda} = \lambda + \Omega t, \quad \tilde{\psi} = \psi - \Omega \mu. \tag{9}
\]

Furthermore, it is possible to transform \( (7) \) into the corresponding equation in the rest frame \( (\Omega = 0) \) upon using \( (9) \). This recovers, in a systematic way, the transformation used by Platzman [21] to reduce the spherical vorticity equation to a reference frame with zero angular momentum.
Note that this mapping is possible due to the special form of the Laplacian in spherical coordinates. In particular, it is impossible to obtain a similar result for the vorticity equation in Cartesian coordinates since in this case the respective Lie symmetry algebras are nonisomorphic. Consequently, no transformation can be found that maps the vorticity equation on the \( \beta \)-plane to the vorticity equation on the \( f \)-plane. This indicates that the traditional \( \beta \)-plane approximation significantly distorts the geometry of the more natural spherical vorticity dynamics.

Again there are two discrete symmetries, given by \((t, \lambda, \mu, \psi) \mapsto (-t, -\lambda, \mu, \psi)\) and \((t, \lambda, \mu, \psi) \mapsto (t, \lambda, -\mu, -\psi)\), respectively.

### 3.3 Classification of subalgebras

The classification of subalgebras of \( S_0^\infty \) is done in the same fashion as for the \( B_1^\infty \). The nonidentical adjoint actions involving basis elements of the algebra \( S_0^\infty \) are exhausted by the following list:

\[
\begin{align*}
\text{Ad}(e^{\varepsilon h})D &= D - \varepsilon \partial_t, & \text{Ad}(e^{\varepsilon D})\partial_t &= e^{\varepsilon} \partial_t, \\
\text{Ad}(e^{Z(g)})D &= D + \varepsilon Z(g + tg'), & \text{Ad}(e^{Z(g)})\partial_t &= \partial_t + \varepsilon Z(g') \\
\text{Ad}(e^{J_1})J_2 &= J_2 \cos \varepsilon + J_3 \sin \varepsilon, & \text{Ad}(e^{J_1})J_3 &= J_3 \cos \varepsilon + J_1 \sin \varepsilon, \\
\text{Ad}(e^{J_1})J_3 &= -J_3 \sin \varepsilon + J_1 \cos \varepsilon, & \text{Ad}(e^{J_1})J_1 &= -J_3 \sin \varepsilon + J_1 \cos \varepsilon \\
\text{Ad}(e^{J_3})J_1 &= J_1 \cos \varepsilon + J_2 \sin \varepsilon, & \text{Ad}(e^{J_3})J_2 &= -J_1 \sin \varepsilon + J_2 \cos \varepsilon, \\
\text{Ad}(e^{J_3})J_2 &= J_1 \sin \varepsilon + J_2 \cos \varepsilon, & \text{Ad}(e^{J_3})J_3 &= J_2 \cos \varepsilon.
\end{align*}
\]

Similar to the case of the \( \beta \)BVE, we start with the most general form of an infinitesimal generator \( v = a_1 D + a_1 \partial_t + a_1 J_1 + a_2 J_2 + a_3 J_3 + Z(g) \). In the same manner, by acting with the adjoint actions given above, we can determine the following list of conjugacy inequivalent one-dimensional subalgebras of \( S_0^\infty \):

\[
\langle D + a J_1 \rangle, \quad \langle \partial_t + a J_1 \rangle, \quad \langle J_1 + Z(g) \rangle, \quad \langle Z(g) \rangle,
\]

where \( a \in \mathbb{R} \) and \( a \in \{-1, 0, 1\} \) for the first and second cases, respectively. Unlike the case of the \( \beta \)BVE, there is no discrete symmetry allowing placement of additional restrictions on the values of \( a \). There are equivalence relations within the two last families of subalgebras, generated by adjoint actions of the scaling transformations, time translations, and within the last family, changes of algebra bases.

Using the same procedure as described in the second part of section 2.3, we find the following list of conjugacy inequivalent two-dimensional subalgebras of \( S_0^\infty \):

\[
\langle D + a J_1, \partial_t \rangle, \quad \langle D, J_1 + Z(at^{-1}) \rangle, \quad \langle D + a J_1, Z(|t|^b) \rangle, \\
\langle \partial_t, J_1 + Z(c) \rangle, \quad \langle \partial_t + c J_1, Z(e^{ct}) \rangle, \quad \langle J_1 + Z(g^1), Z(g^2) \rangle, \quad \langle Z(g^1), Z(g^2) \rangle,
\]

where \( a, b \in \mathbb{R}, \ c \in \{-1, 0, 1\}; \ c \in \{-1, 0, 1\} \) if \( c = 0 \). There are additional equivalence relations within the last two series of subalgebras, generated by adjoint actions of the scale transformations, time translations and changes in the algebra bases.

### 3.4 Group-invariant reduction with one-dimensional subalgebras

Based on the above classification of one-dimensional algebras, below we present the corresponding list of reduced differential equations obtained from the sBVE here. Again, \( p, q \) denote the new independent variables, while \( v = v(p, q) \) is the new dependent variable.
All Lie symmetries of the reduced equations of Cases 1 and 2 are induced by Lie symmetries of the sBVE. This is why further Lie reductions of these cases give no new solutions in comparison to Lie reductions with respect to two-dimensional subalgebras.

We now give some examples for solutions obtained upon using the above ansätze:

**Case 2** includes the well-known Rossby–Haurwitz wave solutions. To show this, we construct a class of exact solutions upon using invariance of the sBVE under the algebra \( \langle \partial_t + aJ_1 \rangle \). In particular, the corresponding reduced vorticity equation implies that \( w = F \), where \( F \) is a function of \( v + aq \). Hence, we have

\[
\frac{1}{1-q^2}v_{pp} + (1-q^2)v_{qq} - 2qv_q = F. \tag{11}
\]

Eqn. (11) is, in general, a nonlinear Poisson equation in spherical coordinates. To obtain the Rossby–Haurwitz wave solution from this equation, we set \( F = c(v + aq) \), \( c = \text{const} \), that is, we make a homogeneous linear ansatz for \( F \). Separation of the variables gives the ansatz

\[
v(p,q) = A e^{imp} P^m_n(q) + B e^{imp} Q^m_n(q) - \frac{acq}{c + 2},
\]

with \( A, B = \text{const} \), where \( P^m_n(q) \) and \( Q^m_n(q) \) are the associated Legendre functions of the first and second kind, respectively, and the degree \( n \) is given by

\[
n = \frac{1}{2}(\sqrt{1-4c} - 1). \tag{12}
\]

For the sake of brevity, we now set \( B = 0 \). Reverting to the original variables and employing transformation (9) to map the solution of the sBVE with vanishing rotation to a solution of the sBVE with rotation, we find

\[
\psi(t,\lambda,\mu) = AP^m_n(\mu)e^{im(\lambda - (a-\Omega)t)} - \frac{ac\mu}{c + 2} + \Omega \mu. \tag{13}
\]

To derive pure wave solutions, we require \( a = \Omega(c + 2)/c \), which, upon inserting in (13) and considering (12), allows us to arrive at the well-known phase relation for a single Rossby–Haurwitz wave (e.g. Refs. [9, 18, 21]):

\[
\epsilon_{\text{phase}} := a - \Omega = -\frac{2\Omega}{n(n+1)}. \tag{14}
\]

Since the integer constant \( m \) is arbitrary and only linear cases of eqn. (11) are considered, we may extend the solution (13) by superposition of single solutions with \( m \) ranging from \(-n\) to \( n\). This recovers—upon using (14)—the classical ansatz for the stream function of Rossby–Haurwitz waves.
Moreover, note that the class of solutions that may be obtained upon employing symmetry methods is again much wider than that obtained upon using the usual ansatz for the stream function. In fact, it can be seen that Rossby–Haurwitz waves correspond to particular simple solutions of the reduced spherical vorticity equation (11), but there is an infinite class of other solutions invariant under the same generator $\partial_t + aJ_1$.

**Case 3** is completely integrable by quadratures. The general solution for the stream function reads

$$\psi = g(t)\lambda + f(t) + h(t)\arctan h \mu + \int \frac{w(\theta)d\mu}{1 - \mu^2}d\mu, \quad \theta := \mu - \int g(t)dt.$$

### 3.5 Group-invariant reduction with two-dimensional subalgebras

As was discussed in section 2.5 it is, in general, not necessary to investigate reductions with the complete set of two-dimensional inequivalent subalgebras. Namely, if some of the equations obtained from one-dimensional reduction are completely integrable, we can avoid the computation of reduction with two-dimensional subalgebras if these algebras contain the generators that enabled the complete integration in the first place. For the sBVE, case 3 is integrable and case 4 does not allow to compute classical group-invariant solutions. Hence, we again have only the reduction in one two-dimensional subalgebra, which is not trivial in view of the reductions based on one-dimensional subalgebras: $\langle D + aJ_1, \partial_t \rangle$. Note, however, that it is not possible to use this subalgebra in the case $a = 0$ for a classical Lie reduction since no proper ansatz for $\psi$ can be constructed. Rather, it can only be used for the construction of partially invariant solutions. If $a \neq 0$, this subalgebra leads to invariant solutions that are obtainable as particular cases of reduction with the algebra $\langle \partial_t \rangle$. The corresponding ansatz $\psi = e^{ib\lambda}v(\mu)$ reduces the sBVE to the equation $vw_{\mu} - v_{\mu}w = 0$, where $b = -1/a$, $w := b^2(1 - \mu^2)^{-1}v + ((1 - \mu^2)v_{\mu})_{\mu}$. The reduced equation implies the following linear constraint between $v$ and $w$: $w = Cv$, where $C$ is an arbitrary constant, i.e., we have the equation

$$((1 - \mu^2)v_{\mu})_{\mu} + \frac{b^2}{1 - \mu^2}v = Cv$$

which is integrable in terms of Legendre functions.
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