Accurate prediction of travel time is an essential feature to support Intelligent Transportation Systems (ITS). The non-linearity of traffic states, however, makes this prediction a challenging task. Here we propose to use dynamic linear models (DLMs) to approximate the non-linear traffic states. Unlike a static linear regression model, the DLMs assume that their parameters are changing across time. We design a DLM with model parameters defined at each time unit to describe the spatio-temporal characteristics of time-series traffic data. Based on our DLM and its model parameters analytically trained using historical data, we suggest an optimal linear predictor in the minimum mean square error (MMSE) sense. We compare our prediction accuracy of travel time for freeways in California (I210-E and I5-S) under highly congested traffic conditions with those of other methods: the instantaneous travel time, k-nearest neighbor, support vector regression, and artificial neural network. We show significant improvements in the accuracy, especially for short-term prediction.

1 Introduction

Travel time prediction is one of the essential features to support successful Intelligent Transportation Systems (ITS). An accurate prediction of travel time not only helps travelers to make decisions about their trips but also enables traffic operators to develop successful control strategies. This necessity has engaged many researchers on the topic of travel time forecasting despite the vast amount of existing literature.

The methods for predicting travel time can be categorized into model-based and data-driven approaches [2]. The model-based methods predict future traffic parameters (e.g., occupancy, flow, or speed) by building a traffic model, such as the Cell Transmission Model [3,33], the queuing theory [30,3,29], or macroscopic traffic flow model [23]. These model-based methods provide a straightforward interpretation of the predicted results because of their physical intuition, such as flow dynamics.

The data-driven methods, on the other hand, predict travel time by extracting specific features from traffic data. Common data-driven methods include Linear Regression [26,38], Autoregressive models [36,35,40,28], Kalman Filtering [6,19,31,1] and Bayesian inference [15,10]. These methods predict travel time by assuming that all the data satisfies a certain probabilistic distribution.

Furthermore, the increased accessibility to traffic data and the improved computing power in these days allow researchers to develop more sophisticated data-driven algorithms, such as Support vector regression (SVR) [34,5,12], Artificial neural networks (ANN) [24,8,7,17,32,21,20,16], Long Short-Term Memory Network [9,22] and Ensemble learning [14,39,25].

Conversely, the travel time predictors can also be categorized into direct and indirect methods. Direct methods contain a straightforward approach to minimize the error in predicted travel time [26,38,36,35,40,28,19,31,1,15,10,34,5,12,24,8,7,17,16,9,39]. The main advantage of the direct methods lies in their simplicity since they take into
account only the travel time as an output. However, the prediction performance can also be degraded as all the complex traffic characteristics are assumed to be reflected in travel time. Another limitation of these methods is that they require separate models for different circumstances; for example, when the departure time or the origin location change a new model has to be trained for that exact setting.

In contrast, the indirect methods estimate travel time by predicting future traffics first, such as velocity or occupancy field. Then they use the predicted traffic states to estimate travel time \[ \text{[6,14,27,37]}. \] By definition, the predicted traffic states can also be re-used to predict those for the next horizon. Contrarily to the direct methods, predicting future traffic parameters allows the model to estimate a travel time for any scheduled departure time or space, which makes the indirect method more versatile.

In this paper, we suggest a method based on a dynamic linear model to predict the velocity field and therefore travel time, which falls into the intersection of the indirect method and the data-driven approach. Using historical data, we analytically find the model parameters in the least-squares sense. We compare the proposed method with four other predictors that are used in the literature: the instantaneous travel time, the k-nearest neighbor \[ \text{[27]}, \] artificial neural networks \[ \text{[24]}, \] and the support vector regression \[ \text{[34]}, \] Our comparison shows that the proposed method has a great potential to improve the short-term prediction accuracy as well as to become a versatile tool in various traffic situations with this stand-alone model.

2 Method

2.1 Dynamic linear model

We suggest a dynamic linear model for speed and travel time prediction. The dynamic characteristics allow the model to extract temporal features of the parameters of interest (velocity fields in our case). The model describes a linear relationship between velocities at a specific time \( t_k \) and the next step time \( t_{k+1} \) using the following equation:

\[
v_{k+1}^d = H_k v_k^d + n_k^d, \quad \forall d, \forall k \in \{0, \ldots, K-1\}.
\]

(1)

Here the vector \( v_k^d \) refers to a velocity vector at time \( t_k \) on day \( d \), which can be expressed as follows:

\[
v_k^d = \begin{bmatrix}
  v^d(x_1, t_k) \\
  \vdots \\
  v^d(x_M, t_k)
\end{bmatrix} \in \mathbb{R}^{M \times 1},
\]

(2)

where the constant \( M \) represents the number of measured velocities on different locations on a freeway of interest, for example with data from loop detectors. We define a velocity field as a scalar function of time \( t \) and position \( x \):

\[
v^d(x, t) \in \mathbb{R},
\]

(3)

where each point of the velocity field represents a measured velocity value.

In Eq. (1), the second vector \( n_k^d \) on the right-hand side refers to a noise vector which we assume to follow a Gaussian distribution with a zero mean and a variance \( \sigma^2 \) under independent and identically distributed (i.i.d.) conditions, i.e.:

\[
n_k^d \sim \mathcal{N}(0_M, \sigma^2 I_M), \quad \forall k \in \{0, \ldots, K-1\},
\]

(4)

where \( 0_M \) and \( I_M \) are the vectors with all zero entities and the identity matrix of size \( M \), respectively.

Matrix \( H_k \) in Eq. (1) is a transition matrix, which represents a linear relationship between the two velocity vectors \( v_k^d \) and \( v_{k+1}^d \) according to the time \( t_k \) and \( t_{k+1} \). In particular, the diagonal elements of \( H_k \) describe a direct temporal relationship at each specific location, whereas the off-diagonal terms of \( H_k \) contain the spatio-temporal relationship between two consecutive velocity fields. The first aim of this paper is to find an analytical solution of the transition matrix \( H_k \) for every possible time \( t_k \) so that we build a dynamic transition matrix.

The model presented in Eq. (1) suggests three important factors. First, the velocity vector \( v_k^d \) is \textit{linearly} transformed to the vector \( v_{k+1}^d \) with an additive Gaussian noise. The linearity and the Gaussian noise assumption allow the transition matrices \( H_k \) for every \( k \) to be trained analytically, which will be discussed in the next section. Secondly, the transition matrix is defined at each time unit such that the model captures a non-linear traffic flow over time even though it is based on a linear regression model for a given period. Lastly, the transformation matrix of two consecutive time steps \( k \) and \( k+1 \) is set regardless of different traffic profiles, which means that the matrix \( H_k \) does not depend on, for example, the days of a week. We will show later that this framework captures well traffic conditions of different days.
2.2 Estimation of model parameters

We shall estimate the transition matrices $H_k$ for all $k$ values with historical data set using the least-squares method. Within a set of days $\mathbb{D}$ we choose for estimation (or we call it a day set), Eq. (1) can be extended as

$$V_{k+1}^D = H_k V_k^D + N_k^D,$$

where the matrix $V_k^D$ is a time-velocity matrix defined for the day set $\mathbb{D}$ for a specific time $t_k$ as a collection of all velocity vectors corresponding to the same time index within $\mathbb{D}$, i.e.:

$$V_k^D = \begin{bmatrix} v_k^{d_1} & v_k^{d_2} & \cdots & v_k^{d|\mathbb{D}|} \end{bmatrix} \in \mathbb{R}^{M \times |\mathbb{D}|}, \forall d_i \in \mathbb{D}. \quad (6)$$

Here, the operator $|\cdot|$ of a set represents the cardinality (the number of elements) of the set. Therefore, the number of the rows and columns represents the data dimension and the size of a day set, respectively.

From Eq. (5), we shall estimate the transition matrix using the least-squares method, which is also equivalent to the solution of the maximum likelihood method since we assume i.i.d. Gaussian noise [18]. Therefore, the optimization problem can be stated as:

$$\min_{H_k} \left\| V_{k+1}^D - H_k V_k^D \right\|_F^2, \quad (7)$$

where the operator $\|A\|_F = \sqrt{\text{tr}(AA^\top)}$ and $\text{tr}(AA^\top)$ indicates a sum of the all diagonal elements of a matrix $AA^\top$.

In order to prevent an ill-posed problem and to give priority to more recent data for better prediction, we introduce an adaptive matrix regularization term with a regularization parameter $\rho$ and a forgetting factor $\lambda$, which is recursively multiplied to old data set, to Eq. (7) as follows:

$$\min_{H_k} \rho \lambda^{|\mathbb{D}|} \|H_k\|_F^2 + \left\| \left( V_{k+1}^D - H_k V_k^D \right) \Lambda_N^{\frac{1}{2}} \right\|_F^2, \quad (8)$$

where the diagonal matrix $\Lambda_N$ is defined as follows with the forgetting factor $\lambda$:

$$\Lambda_N = \begin{bmatrix} \lambda^{N-1} & 0 & \cdots & 0 \\ 0 & \lambda^{N-2} & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & 1 \end{bmatrix}. \quad (9)$$

The first term in Eq. (8) is the regularization term; its major role is to prevent the transition matrices from overfitting to a small training data set. The term also allows reliable estimation of the transition matrix numerically, which is described in Appendix A.2.

The forgetting factor, on the other hand, decreases the weight of old data exponentially during the recursive training process. For instance, when $\lambda = 0.995$, a set of data a year ago is penalized by the factor of $(0.995)^{365} = 0.16$. This forgetting factor also allows the regularization term to vanish, adapting to the size of the training set since the term converges to zero when the number of elements in $\mathbb{D}$ is getting bigger. The modified problem in Eq. (8) will be equivalent to the original problem of Eq. (7) when we set $\rho = 0$ and $\lambda = 1$, which means no regularization and no forgetting process.

The optimization problem in Eq. (8) can be analytically solved, and we derive it in Appendix A.1. Here we present the solution:

$$\bar{H}_k^D = V_{k+1}^D \Lambda_{|\mathbb{D}|} \left( V_k^D \right)^\top \left( \left( V_k^D \right)^\top \Lambda_{|\mathbb{D}|} \left( V_k^D \right)^\top + \rho \lambda^{|\mathbb{D}|} I_M \right)^{-1}, \quad (10)$$

where the notation $\bar{A}$ represents an estimator of $A$.

One popular property of the solutions of the least squares problem is that they can be updated with new observations [18]. The updating method not only prevents increasing memory size, but also makes computation time consistent since the procedure only needs a pre-trained model and a new observation for an update. This property can be essential to support accurate travel time prediction because the system should be up-to-date with time. We describe the implementation of an updating algorithm for Eq. (10) in Appendix A.3.
Figure 1: Post-processing function for the freeways studied in this paper. The function makes the output values fall within a reasonable speed range, i.e., $0 \leq f(x) \leq 85$.

2.3 Velocity prediction

With the transition matrices $\tilde{H}_D^k$ introduced in the previous section, we can now predict the velocity vectors for traffic forecasting, which is the second aim of this paper. We start by setting a notation of a predictor for $i$-step ahead at time step $k$:

$$v_{k+i|k}^\ddag \text{ for } i = 1, 2, \cdots \text{ and } \ddag \notin D.$$  \hspace{1cm} (11)

Assuming that the trained transition matrix is close enough to the truth i.e., $\tilde{H}_D^k \approx H_k$ for all $k$, the velocity vector $v_{k+i}^\ddag$ is written as follows using Eq. (1):

$$v_{k+i}^\ddag = \tilde{H}_D^k v_{k+i-1}^\ddag + n_{k+i-1}^\ddag = \tilde{H}_D^k \left( \tilde{H}_D^{k+i-2} v_{k+i-2}^\ddag + n_{k+i-2}^\ddag \right) + n_{k+i-1}^\ddag$$ \hspace{1cm} (12)

$$\vdots$$

$$= \tilde{H}_D^{k+i-1-k} v_k^\ddag + n_{k+i-1-k}^\ddag,$$ \hspace{1cm} (13)

where

$$\tilde{H}_D^{k+i-1-k} = \prod_{j=1}^{i} \tilde{H}_D^{k+i-j},$$ \hspace{1cm} (14)

$$n_{k+i-1-k}^\ddag = \sum_{j=1}^{i-1} \tilde{H}_D^{k+i-j} n_{k+i-j-1}^\ddag + n_{k+i-1}^\ddag.$$ \hspace{1cm} (15)

The noise vector in Eq. (13) follows a zero mean Gaussian vector with a covariance $\Sigma$ since a linear combination of zero mean Gaussian random variable follows another zero mean Gaussian random variable \cite{11}. As a result,

$$v_{k+i}^\ddag \sim \mathcal{N} \left( \tilde{H}_D^{k+i-1-k} v_k^\ddag, \Sigma \right).$$  \hspace{1cm} (16)

We choose a predictor as the maximizer of the above density function:

$$v_{k+i|k}^\ddag = \tilde{H}_D^{k+i-1-k} v_k^\ddag.$$ \hspace{1cm} (17)

This predictor is also an optimal estimator of the linear minimum mean square error (LMMSE) (Appendix A.4). Therefore, Eq. (17) shows that the best linear predictor $v_{k+i|k}^\ddag$ is the propagation of the current measurement $v_k^\ddag$ through the trained transition matrices from $\tilde{H}_D^k$ to $\tilde{H}_D^{k+i-1}$.

However, in rare cases, an unbounded solution $v_{k+i|k}^\ddag$ can have a negative speed or an unrealistically high speed due to the Gaussian noise assumption. This kind of wrong estimations severely distort the calculation of travel time. In order
to correct this effect, we design a post-processing function $f(x)$:

$$f(x) = \begin{cases} 
  b \cdot \frac{a(x - \tau_l)}{1 + |a(x - \tau_l)|} + \tau_l & x < \tau_l \\
  \frac{x}{1 + |a(x - \tau_u)|} & \tau_l \leq x \leq \tau_u \\
  b \cdot \frac{a(x - \tau_u)}{1 + |a(x - \tau_u)|} + \tau_u & x > \tau_u 
\end{cases},$$  

(18)

where the constants $a$ and $b$ are smoothing parameters, and $\tau_l$ and $\tau_u$ are threshold parameters. We empirically set the smoothing parameters $a$ and $b$ to be 0.05 and 10, respectively. We also have empirically chosen the lower threshold value $\tau_l$ and the upper threshold value $\tau_u$ as 10 and 75 (mph), respectively.

Figure 1 shows the post-processing function with the chosen parameter sets. The input $x$ in this example is a velocity value. When $x$ is below the lower threshold of 10, the function deflects the values to be always positive. When $x$ is above the upper threshold of 75, the function makes the output converging to the upper limit, which is 85 miles per hour in our case. Between the two boundaries, it does not change the input value. We have tested different sets of the smoothing and threshold parameters and found that it has little impact on prediction results.

We apply this post-processing function in Eq. (18) to Eq. (17) recursively at each step of multiplication so that we can exclude the invalid estimations. The following shows the detailed procedure.

$$v_{k+1|k} = f(\bar{H}_k v_k)$$
$$v_{k+2|k} = f(\bar{H}_{k+1} v_{k+1|k})$$
$$\vdots$$
$$v_{k+i|k} = f(\bar{H}_{k+i-1} v_{k+i-1|k})$$  

(19)

2.4 Travel time estimation

For estimating the travel time of a moving vehicle, we assume that the vehicle experiences a velocity field, which is a function of time $t$ and space $x$, and we know the exact continuous velocity field $v(t, x)$. Then we can calculate the increment of time $\Delta t$ after traveling a distance $\Delta x$ as

$$\Delta t = \frac{1}{v(t, x)} \Delta x,$$  

(20)

since $v = dx/dt$. Consequently, a travel time at time $t_0$ given a velocity field $v(t, x)$ is computed recursively as follows:
Figure 3: Average speed by time of test set for each freeway. The peak periods are also defined as the area with color.

Algorithm 1 Numerical calculation of travel time

Input: the velocity field $v(t, x)$; the departure time and location, $t_0$ and $x_0$; the location of the destination $x_M$; and the space increment $\Delta x$

Output: the travel time

1: Initialization: $t \leftarrow t_0$, $x \leftarrow x_0$
2: while $x < x_M$ do
3: \hspace{1em} $t \leftarrow t + \frac{1}{v(t, x)} \Delta x$
4: \hspace{1em} $x \leftarrow x + \Delta x$
5: return $t - t_0$

In reality, we only know a discretized velocity field instead of a continuous one. For our study, we know velocities at each sensor (every 0.7 miles on average) every 5 minutes. We generate the continuous velocity field by interpolating the discretized velocity field with linear bivariate B-spline curve fitting.

### 2.5 Performance measures for comparison with other methods

To measure the performance of our prediction, we use the absolute percentage error (APE) and the mean absolute percentage error (MAPE), which are defined as:

\[
\text{APE}(t) = 100 \cdot \frac{|a(t) - p(t)|}{a(t)},
\]

\[
\text{MAPE}(\mathbb{T}) = \frac{1}{|\mathbb{T}|} \sum_{t \in \mathbb{T}} \text{APE}(t),
\]

where the set $\mathbb{T}$ represents a set of time elements to examine. The values $a(t)$ and $p(t)$ are respectively the actual travel time and the predicted travel time when departed at time $t$. The MAPE estimates the mean deviation of estimation to the ground truth (i.e., the experienced travel time) in percentage (%) unit.

### 3 Results and Discussions

In this section, we employ the proposed method to predict traffic flow and thus travel time using real-world data. We examine the performance of the proposed method by comparing predicted travel time with that of other existing predictors.

#### 3.1 Traffic data

We use traffic data of two different freeways in California having different traffic profiles: Freeway I5-S and Freeway I210-E. Along the two freeways, there are respectively 88 and 83 loop detectors within the area of our examination (Fig. 2). The total length of the corridor along I5-S is 58.33 miles, and that of I210-E is 52.14 miles. The loop detectors

\footnote{The dataset is available: https://doi.org/10.5281/zenodo.3479437}
Table 1: Mean absolute percentage error (MAPE) on the validation sets for Freeways I5-S and I210-E with different hyper-parameter pairs

(a) Freeway I5-S

| ρ | λ     | 1.000 | 0.999 | 0.995 | 0.990 | 0.950 |
|---|---|---|---|---|---|---|
| 0 | 3.447 | 3.433 | 3.414 | 3.432 | 5.134 |
| 1 | 3.441 | 3.428 | 3.411 | 3.430 | 5.134 |
| 3 | 3.430 | 3.418 | 3.405 | 3.427 | 5.134 |
| 10 | 3.395 | 3.388 | 3.385 | 3.415 | 5.134 |
| 30 | 3.318 | 3.319 | 3.340 | 3.385 | 5.134 |
| 100 | 3.183 | 3.187 | 3.232 | 3.317 | 5.133 |
| 300 | 3.071 | 3.074 | 3.106 | 3.202 | 5.130 |
| 1000 | 3.071 | 3.074 | 3.106 | 3.202 | 5.130 |
| 3000 | 3.003 | 2.987 | **2.936** | 2.937 | 5.091 |
| 10000 | 3.244 | 3.192 | 3.043 | 2.926 | 5.003 |

(b) Freeway I210-E

| ρ | λ     | 1.000 | 0.999 | 0.995 | 0.990 | 0.950 |
|---|---|---|---|---|---|---|
| 0 | 4.842 | 4.879 | 5.048 | 5.280 | 7.456 |
| 1 | 4.858 | 4.896 | 5.063 | 5.290 | 7.455 |
| 3 | 4.848 | 4.888 | 5.058 | 5.288 | 7.454 |
| 10 | 4.816 | 4.859 | 5.037 | 5.275 | 7.453 |
| 30 | 4.747 | 4.793 | 4.986 | 5.239 | 7.453 |
| 100 | 4.641 | 4.673 | 4.865 | 5.143 | 7.451 |
| 300 | 4.602 | 4.622 | 4.729 | 4.998 | 7.449 |
| 1000 | 4.643 | 4.637 | 4.672 | 4.808 | 7.443 |
| 3000 | 4.806 | 4.781 | 4.718 | 4.745 | 7.427 |
| 10000 | 5.318 | 5.232 | 4.965 | 4.811 | 7.369 |

Collect measurements (flow and occupancy data) every 30 seconds, and we use 5 minutes aggregated speed data, which is processed by the Caltrans Performance Measurement System (PeMS).

From PeMS, we extracted one-year traffic data of both freeways (2012 for I5-S and 2015 for I210-E) for experiments. We allocated the first 70% of traffic data (from January 1st to September 12th) as a training set, the next 15% of data as a validation set (from September 13th to November 11th), and the last 15% of data as a test set (from November 12th to December 31st) for all the experiments.

We have considered the traffic data from 6 AM to 9 PM only and divided the data into two groups: a peak period and an off-peak period (Fig. 3). Since the two freeways have very different traffic profiles, we have defined the peak and off-peak periods differently for each freeway. For Freeway I5-S, the peak period is defined as 6 - 10 AM (morning peak) and 3 - 7 PM (evening peak) on weekdays (from Mondays to Fridays); for Freeway I210-E, it is defined as 1 - 8 PM (afternoon peak) every day except Sundays. The off-peak periods are defined as a complementary set of the corresponding peak periods. Figure 3 illustrates them straightforwardly.

3.2 Determining hyper-parameters

Using Eq. (10), we have trained transition matrices with different pairs of the regularization parameter $\rho$ and the forgetting factor $\lambda$. For each freeway, we have trained the transition matrix by all possible combinations of the following sets:

$$\rho \in \{0, 0.1, 0.3, 1, 3, 10, 30, 100, 300, 1000, 3000, 10000\},$$

$$\lambda \in \{1, 0.999, 0.995, 0.99, 0.95\}.$$  (23)

Table 1 shows the MAPE of travel time on the validation sets of the two freeways (peak periods only) by varying the hyper-parameters. The MAPE is not very sensitive to the regularization parameters, but it is influenced by the forgetting factors, as when the value of the forgetting factor is too low, this leads to a training of the transition matrices with not enough data. For each case of the freeways, we have chosen the optimal pair among the tested parameter sets, which are:

$$(\rho, \lambda) = \begin{cases} (3000, 0.995) & \text{for I5-S} \\ (300, 1) & \text{for I210-E} \end{cases}.$$  (24)

We show that the optimal pairs of hyper-parameters chosen above work well for traffic prediction by showing an example of predicted velocity fields (Fig. 4). The prediction results (the contour plot) in Fig. 4 (c) and (d) show similar patterns to the ground truths (Fig. 4 (a) and (b)), which confirms that the chosen hyper-parameters are functioning well for predicting speeds and travel time.

3.3 Comparison of travel time with different forecasters

We examine the performance of our proposed method by comparing its performance with that of different prediction methods. We have chosen four various forecasters: the instantaneous travel time forecaster (abbreviated to inst.) as a real-time measurement-based method; the k-nearest neighbor (k-NN) as a historical data-based method; the support
Figure 4: Velocity field of freeway I5-S on December 4th (Tuesday), 2012 and I210-E on December 25th (Friday), 2015. (a) and (b): The ground truths and (c) and (d): predicted velocity fields at 2 PM and afterwards using the proposed method, which is represented as the contour plots. The blue dashed line represents the travel path of a vehicle at each velocity field. The difference between the departure time and the arrival time is the travel time, which is marked as a blue line on the upper horizontal axis.

Specifically, we evaluate travel time using these methods with different prediction horizons. We define a travel time at time $t$ with a prediction horizon $h$-minutes as a travel time that a vehicle will experience when it departs $h$-minutes after the time $t$. For example, Fig. 4(c) and (d) show travel time prediction with a 60-minute horizon at the current time of 2 PM. We assign four different values for $h$: 0, 15, 30, and 60 minutes.

Figure 5 shows the average prediction errors (APE) of the results on the test sets. It shows that the proposed method always gives the best accuracy among others when $h = 0$ minute, for both freeways and in both peak and off-peak periods. For longer horizons, the performance of the proposed method is comparable to that of ANN and SVR, whereas it always performs better than k-NN and inst. in these results.

First of all, it is surprising that the proposed method has comparable errors with that of ANN and SVR for longer horizons. The ANN and SVR are direct methods, which means that they have a separate model for each horizon and each one has been trained independently. The proposed method, on the other hand, is an indirect method, which predicts the travel time of longer horizons based on previous predictions. In other words, it uses a model trained only once for all the horizons.
Figure 5: Absolute percentage errors (APE) of 5 different travel time forecasters with various horizons. Two examples of freeways in California, I5-S and I210-E, are studied during their peak periods (a) and (b); and their off-peak periods (c) and (d). Inside the box plots, the medians and mean values are marked as solid and dashed bars, respectively; different colors represent different prediction horizons.

One could understand this from its superior performance at the 0-minute horizon. As it is seen in all the sub-figures of Fig. 5, the proposed method starts from a very small error, and then the error starts to increase gradually when extending the prediction horizon. This is simply due to the aggregate noise in Eq. (13). From the fact that covariance of the sum of two Gaussian random variables is always greater than the variance of each variable, the sum of the noise terms in Eq. (15) always produces larger covariance and therefore more substantial errors. However, since its initial 0-minute horizon error is very small compared to the other methods, the errors can remain relatively small even when the noise propagates and accumulates with time.

Compared to the other indirect methods, which are k-NN and instantaneous travel time forecaster, the proposed method shows better prediction regardless of traffic profiles and prediction horizons. We can find the reason by looking into the type of data that are considered in each method. The k-NN is highly dependent on historical data, whereas the instantaneous travel time forecaster uses only the real-time traffic measurement. Our prediction algorithm (Eq. (19)), on the other hand, utilizes both the real-time measurement ($v_k$) and the historical information that is considered in the transition matrix ($H_k$). This explains why it outperforms the other two methods.

Table 2 shows the improvement rates, which indicate how much the accuracy (MAPE) of travel time prediction is improved compared to that of the instantaneous travel time. For instance, in the case of Freeway I5-S during the peak periods, according to Table 2(a), the proposed method improves the prediction accuracy compared to instantaneous travel time by 56% with the 0-minutes horizon. In contrast, ANN and SVR improve that by 33% and -9%, respectively.
Table 2: Improvement rate of methods on test sets

|                | Prediction horizon (minutes) |                | Prediction horizon (minutes) |
|----------------|------------------------------|----------------|------------------------------|
|                | 0   | 15  | 30  | 60  |                  | 0   | 15  | 30  | 60  |
| Proposed       | 0.56| 0.58| 0.60| 0.59| Proposed         | 0.47| 0.54| 0.57| 0.60|
| ANN            | 0.33| 0.54| 0.64| 0.71| ANN              | 0.35| 0.50| 0.57| 0.68|
| SVR            | -0.09| 0.40| 0.55| 0.58| SVR              | -0.01| 0.44| 0.44| 0.64|
| k-NN           | 0.12| 0.31| 0.41| 0.48| k-NN             | 0.05| 0.24| 0.36| 0.49|

Table 2 also confirms that the proposed method has the best prediction accuracy among all five forecasters for short horizons ($h = 0\)$, $15 \ min$) and comparable performances to the best one for longer horizons ($h = 30\), 60 min$). This result is promising since our approach has an additional degree of freedom to be used for arbitrary departure time and various starting points.

4 Conclusions

In this work, we propose a dynamic linear model with time-varying coefficients to predict travel time. The time-varying coefficients allow the linear model to represent non-linear traffic behaviors. The transition matrix consisting of these coefficients is estimated as a least-squares solution, which can be solved analytically and thus computationally efficient. The travel time predictor based on the proposed model outperforms other predictors for short-term prediction regardless of traffic situations. This can be useful to many applications, such as car navigation systems and traffic management.
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**Appendices**

A Mathematical derivations

A.1 Regularized least squares solution

A derivative of a scalar function is:

\[ df(x, y) = \frac{\partial f}{\partial x} dx + \frac{\partial f}{\partial y} dy. \]  

(25)

This can be extended to a matrix form as follows:

\[ df(H) = df(H_{1,1}, H_{2,1}, \cdots H_{n,m}) \]

(26)

\[ = \frac{\partial f}{\partial H_{1,1}} dH_{1,1} + \frac{\partial f}{\partial H_{2,1}} dH_{2,1} + \cdots + \frac{\partial f}{\partial H_{n,m}} dH_{n,m} \]

(27)

\[ = vec^T(dH) \cdot vec(df(dH)) \]

(28)

\[ = \text{tr} \left( dH^T \frac{df}{dH} \right), \]

(29)

where the function \( vec(\cdot) \) vectorizes a matrix by concatenating its columns and

\[ \frac{df}{dH} = \begin{bmatrix} \frac{\partial f}{\partial H_{1,1}} & \frac{\partial f}{\partial H_{1,2}} & \cdots & \frac{\partial f}{\partial H_{1,m}} \\ \frac{\partial f}{\partial H_{2,1}} & \frac{\partial f}{\partial H_{2,2}} & \cdots & \frac{\partial f}{\partial H_{2,m}} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial f}{\partial H_{n,1}} & \frac{\partial f}{\partial H_{n,2}} & \cdots & \frac{\partial f}{\partial H_{n,m}} \end{bmatrix}, \]

(30)

\[ dH = \begin{bmatrix} dH_{1,1} \\ dH_{1,2} \\ \vdots \\ dH_{n,1} \\ dH_{n,2} \end{bmatrix}, \]

(31)

where \( H_{i,j} \) denotes the \( i,j \) entry of matrix \( H \).

We define the cost function of Eq. (8) as \( f \):

\[ f(H_k) \triangleq \rho \lambda^{[D]} \| H_k \|_F^2 + \left\| (V_{k+1}^D - H_k V_k^D) \Lambda_{[D]}^2 \right\|_F^2. \]

(32)

Since the cost function is convex \([4]\), we utilize that the derivative at global minimum is zero. Therefore, we compute:

\[ f(H_k + dH_k) - f(H_k) \]

\[ = \text{tr} \left( 2 \left( H_k V_k^D \Lambda_{[D]} (V_k^D)^T - V_{k+1}^D \Lambda_{[D]} (V_k^D)^T \right) dH_k^T \right) + H.O.T. \]

\[ + \rho \lambda^{[D]} \text{tr} \left( 2H_k dH_k^T + H.O.T. \right). \]

(33)

Here, the abbreviation \( H.O.T. \) stands for higher order terms of \( dH_k \). Assuming that \( dH_k \) is small enough,

\[ f(H_k + dH_k) - f(H_k) \]

\[ = df(H_k) \]

\[ = \text{tr} \left( 2 \left( H_k V_k^D \Lambda_{[D]} (V_k^D)^T + \rho \lambda^{[D]} H_k \right. \right. \]

\[ \left. \left. - V_{k+1}^D \Lambda_{[D]} (V_k^D)^T \right) dH_k^T \right). \]

(34)
The higher order terms are ignored since they are much smaller than the first order term $dH_k$. By Eq. (29), it is confirmed that:

$$\frac{df}{dH_k} = 2\left(H_k V_k^D \Lambda_{\mathcal{D}}(V_k^D)^T + \rho \lambda^{|\mathcal{D}|} H_k - V_{k+1}^D \Lambda_{\mathcal{D}}(V_k^D)^T \right).$$

(35)

We set the derivative equal to zero to find the global minimum, then finally:

$$\bar{H}^D_{k+1} = V_{k+1}^D \Lambda_{\mathcal{D}}(V_k^D)^T \left(V_k^D \Lambda_{\mathcal{D}}(V_k^D)^T + \rho \lambda^{|\mathcal{D}|} I_M \right)^{-1}.$$

(36)

### A.2 Regularization parameter

The data matrix $V_k^D \Lambda_{\mathcal{D}}(V_k^D)^T$ in Eq. (10) can be decomposed as:

$$V_k^D \Lambda_{\mathcal{D}}(V_k^D)^T = U D U^T,$$

(37)

where $UU^T = U^T U = I_M$ and $D$ is a diagonal matrix since the matrix is symmetric. Then, we can rewrite the inner part of the inversion in Eq. (10) as follows:

$$V_k^D \Lambda_{\mathcal{D}}(V_k^D)^T + \rho \lambda^{|\mathcal{D}|} I_M = U \left(D + \rho \lambda^{|\mathcal{D}|} I_M \right) U^T.$$

(38)

Equation (38) proves that even if the number of training data is not enough (i.e., there are some zero values in the diagonal of $D$), the inversion is still available since the regularization term $(\rho \lambda^{|\mathcal{D}|} I_M)$ is added and makes the regularized diagonal matrix $(D + \rho \lambda^{|\mathcal{D}|} I_M)$ all non-zero on the diagonal (= full rank). Therefore, the regularization term allows the model to be reliable in the inversion process.

### A.3 Recursive update

We define two matrices $G_k^D$ and $P_k^D$ as follows:

$$G_k^D \triangleq V_{k+1}^D \Lambda_{\mathcal{D}}(V_k^D)^T,$$

(39)

$$P_k^D \triangleq \left(V_k^D \Lambda_{\mathcal{D}}(V_k^D)^T + \rho \lambda^{|\mathcal{D}|} I_M \right)^{-1}.$$

(40)

Then we rewrite Eq. (10) with the multiplication of these two matrices:

$$\bar{H}_k^D = G_k^D P_k^D.$$

(41)

The matrix $G_k^D$ with a new day $\tilde{d}$, which does not belong to the training set $\mathcal{D}$, can be written as:

$$G_k^{D_{\tilde{d}}} = V_{k+1}^{D_{\tilde{d}}} \Lambda_{\mathcal{D}_{\tilde{d}}}(V_k^{D_{\tilde{d}}})^T.$$  

(42)

$$= \begin{bmatrix} V_{k+1}^D & \tilde{v}_{k+1} \end{bmatrix} \begin{bmatrix} \Lambda_{\mathcal{D}_{\tilde{d}}} & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} (V_k^D)^T \\ (\tilde{v}_k^D)^T \end{bmatrix} = \lambda V_{k+1}^D \Lambda_{\mathcal{D}}(V_k^D)^T + \tilde{v}_{k+1}^D \tilde{v}_k^D.$$  

(43)

$$= \lambda G_k^D + \tilde{v}_{k+1}^D \tilde{v}_k^D.$$  

(44)
What we need to do is to find an optimal set

\[ P_{k}^{D,k} = \left( V_{k}^{D,k} \Lambda_{k} V_{k}^{D,k} \right)^{\top} + \rho \lambda \mathbf{I} \]  

where the derivations (49) to (50) are based on the matrix inversion lemma [13]. Eq. (45) and (50) show the availability of updating the matrices \( P_{k}^{D,k}, G_{k}^{D,k} \) with new measurements \( V_{k}^{d}, V_{k+1}^{d} \). Therefore, we can estimate the new transition matrices \( \bar{H}_{k}^{D,k} \) with the updated matrices \( \bar{P}_{k}^{D,k}, \bar{G}_{k}^{D,k} \) as in Eq. (41).

### A.4 Linear minimum mean square estimator

A linear estimator for the velocity vector of \( t \)-step ahead at time \( t \) is written as:

\[ \mathbf{v}_{t}^{d} = A_{0} \mathbf{v}_{t}^{d} + A_{1} \mathbf{v}_{t-1}^{d} + \cdots + A_{k-1} \mathbf{v}_{t-1}^{d} \]  

What we need to do is to find an optimal set \( \{ A_{0}, A_{1}, \cdots, A_{k} \} \) in the minimum mean square error (MMSE) sense. From Eq. (51) and Eq. (13), we define the prediction error as follows:

\[ \mathbf{v}_{t}^{d} - \mathbf{v}_{t}^{d} = (\bar{H}_{k}^{D,k} - A_{0}) \mathbf{v}_{k}^{d} - \sum_{j=1}^{k-1} A_{j} \mathbf{v}_{k-j}^{d} + \mathbf{n}_{k-i-1}^{d} \]  

Its mean square is

\[ E \left( \left( \mathbf{v}_{t}^{d} - \mathbf{v}_{t}^{d} \right)^{\top} \mathbf{v}_{t}^{d} \right) \]

\[ = E \left[ (\bar{H}_{k}^{D,k} - A_{0}) \mathbf{v}_{k}^{d} - \sum_{j=1}^{k-1} A_{j} \mathbf{v}_{k-j}^{d} + \mathbf{n}_{k-i-1}^{d} \right] \]

\[ + E \left[ (\bar{H}_{k}^{D,k} - A_{0}) \mathbf{v}_{k}^{d} - \sum_{j=1}^{k-1} A_{j} \mathbf{v}_{k-j}^{d} \right]^{\top} \]

and Eq. (53) is minimized when

\[ A_{0} = \bar{H}_{k}^{D,k} \]
and
\[ A_j = 0 \text{ for } j = 1, 2, \ldots, k - 1. \]

Therefore, the linear MMSE estimator for the velocity vector of \( i \)-step ahead at time step \( k \) is:
\[
\begin{align*}
\mathbf{v}_{k+i}^d &= A_0 \mathbf{v}_k^d \\
&= \mathbf{H}_{k+i-1-k} \mathbf{v}_k^d,
\end{align*}
\]

which is equivalent to Eq. (17).

**B Different predictors**

In this section, we explain different travel time predictors which are compared with the proposed method.

**B.1 Instantaneous travel time**

Instantaneous travel time is calculated based on the assumption that the current state does not change with time, i.e.,
\[
v(t', x) = v(t, x), \quad \forall t' > t, \quad \forall x,
\]
when the current time is \( t \). The travel time \( \text{itt}(t) \) is then estimated based on this velocity field with Algorithm 1.

**B.2 \( k \)-Nearest neighbor**

The \( k \)-Nearest neighbor (\( k \)-NN) method estimate unknown velocity field with the \( k \) most similar (or nearest) days in the training set up to a current time \( t \) in terms of euclidean distance. Specifically, the velocity field for the rest of the day (after the current time) is estimated as the average of the velocities of the \( k \) nearest neighbors. We set \( k = 1 \), meaning that we choose the most similar day in the training set for prediction. The travel time based on the nearest neighbor method is calculated by Algorithm 1.

**B.3 Support vector regression**

To implement a support vector regression (SVR) method, we have followed the same procedure of the previous work [34]. However, instead of using actual travel times as an input, we put instantaneous travel times because we think that we don’t know the actual travel time at the time of estimation. We used the past 5 instantaneous travel times, i.e., \( \text{itt}(t-4), \text{itt}(t-3), \ldots, \text{itt}(t) \) as input variables. These input variables are scaled to have a zero mean and a unit variance. We set the target as the actual travel time with prediction horizon \( h \), \( a(t + h) \). Like in Ref. [34], the linear kernel was chosen with the parameter setting \( C = 1000 \) and \( \tau = 0.1 \).

**B.4 Artificial neural network**

We have designed a simple vanilla artificial neural network (ANN) for comparison using the same scaled input and target variables as in the SVR above. We set one hidden layer with 10 neurons. We used the MLPRegressor module of Scikit-learn python package and set all the parameter settings as the default setting except for the aforementioned hidden layer setting.