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Green’s function in non-Hermitian systems has recently been revealed to be capable of directional amplification in some cases. The exact formulas for end-to-end Green’s functions are significantly important for studies of both non-Hermitian systems and their applications. In this work, based on the Widom’s formula, we derive exact formulas for the end-to-end Green’s functions of single-band systems which depend on the roots of a simple algebraic equation. These exact formulas allow direct and accurate comparisons between theoretical results and experimentally measured quantities. In addition, we verify the prior established integral formula in the bulk region to agree with the result in our framework. We also find that the speed at which the Green’s functions in the bulk region approach the prior established integral formula is not slower than an exponential decay as the system size increases. The correspondence between the signal amplification and the non-Hermitian skin effect is confirmed.

I. INTRODUCTION

Hermitian Hamiltonians are traditionally the focus of quantum physics and condensed matter research. There is a surge in interest in systems with non-Hermitian Hamiltonians in recent years. Open quantum systems \[16\] and optical systems subjected to gain and loss \[7–18\] could be the source of these systems. The non-Hermitian skin effect (NHSE) \[19–29\] has been studied as a result of recent advancements in non-Hermitian physics. In contrast to Hermitian instances, the majority of eigenfunctions of a non-Hermitian Hamiltonian are localized at the lattice boundary, implying that the conventional bulk-boundary correspondence is broken in non-Hermitian systems. Non-Hermitian systems can also display the high-order skin effect \[20–38\]. The notion of the generalized Brillouin zone (GBZ) \[20–28\] is developed in the research of NHSE, and this concept can be utilized to compute energy spectra under open boundary conditions (OBCs). The GBZ is the unit circle in the complex plane in the Hermitian case, and a collection of closed loops in the complex plane in the non-Hermitian situation. Recently, there is a growing body of literature that recognizes the importance of the Greens’ functions in non-Hermitian systems \[19–54\]. It is discovered that the Green’s functions contain useful information about the bulk-boundary correspondence \[19–50\], the NHSE \[50–52\], and the quantized response associated with the spectral winding topology \[54–55\]. Furthermore, the Green’s function was shown to play a crucial role in the topological field theory of non-Hermitian systems \[56\]. In the study of Green’s functions, GBZ technique has been used \[57\]. Because they can be employed to achieve directional amplification \[58–68\], the end-to-end Green’s functions are concentrated. For a signal \(\epsilon\) with a frequency \(\omega\), \(\epsilon(t) = \epsilon(\omega) \exp(-i\omega t)\) where \(\epsilon = (\epsilon_1, \ldots, \epsilon_L)^T\), the output signal is \(\psi(t) = \psi(\omega) \exp(-i\omega t)\) with the amplitude in the frequency domain given by \(\psi(\omega) = G(\omega)\epsilon(\omega)\). In particular, the directional amplification of a signal input at one end of a one-dimensional (1D) chain and measured at the other end is described by the end-to-end Green’s functions \(G_{1,L}(\omega)\) and \(G_{L,1}(\omega)\) \[54\] \[55\] \[57\] \[58\]. Up to now, the exact formulas for the end-to-end Green’s functions have still be not obtained. We believe that the exact formulas for the end-to-end Green’s functions are significantly important for both studies of non-Hermitian systems and their applications.

The main aim of this research is to look at the analytic form of the 1D chain’s Green’s function under OBC, with a focus on the entry of the Green’s function which can be used to achieve amplification \[57\], i.e., \(G_{1,L}(\omega)\) and \(G_{L,1}(\omega)\), where \(L\) is the length of the 1D chain. In order to obtain exact \(G_{1,L}(\omega)\) and \(G_{L,1}(\omega)\) formulas, we use the Widom’s formula, and we believe that these exact formulas make it possible to directly and accurately compare theoretical results with quantitative experimental measurable quantities, which will be useful in future experiments. Furthermore, by using the Widom’s formula and a generalized concept of circulant matrices, we verify the prior established integral formula in the bulk region of the 1D chain to agree with the result in our framework. We also find that the speed at which the Green’s functions in the bulk region approach the prior established integral formula is not slower than an exponential decay as the system size \(L\) increases, i.e., the Green’s functions in the bulk region are displaced from the prior established integral formula by \(O(e^{-\beta L})\).

The paper is organized as follows: In Sec. [II] we derive the end-to-end Green’s functions in the Hatano-Nelson (HN) model \[69\] which depend on the roots of a simple algebraic equation and show that all zeros of the characteristic function contribute to the end-to-end Green’s functions of systems with finite size. In addition, for a large enough system size, the exact asymptotic formula is obtained in this section. In Sec. [III] we analyze the single band model with arbitrary hopping range, develop the analytic formula of the end-to-end Green’s functions, and calculate the asymptotic formula of the Green’s function for a large enough system size. In Sec. [IV] we verify
the GBZ-based integral formula in the bulk region to agree with the result in our framework. In Sec. VI we discuss the relation between the signal amplification and the NHSE. In Sec. VII we present our conclusions. In Appendix A we offer the formula of the (1, L) entry of the Green’s function of the tight-binding model whose hopping range is M = 2. In Appendix B we derive the asymptotic formula of the (L, 1) entry of the Green’s function. In Appendix C we give the diagonal elements of the Green’s function at the end of the chain. In Appendix D we prove the GBZ-based integral formula of Green’s functions is accurate in the bulk region using an estimation building in Appendix E.

II. HN MODEL

We investigate the HN model [69]

\[ H = \sum_{n=1}^{L-1} (t_n \epsilon_n c_n^\dagger c_n + t_1 \epsilon_n c_n c_{n+1}) \]  \hspace{1cm} (1)

Taking the OBC, the single-particle Hamiltonian is given by

\[ H = \begin{pmatrix}
    0 & t_1 & 0 & \cdots & 0 \\
    t_{L-1} & 0 & t_1 & 0 & \cdots \\
    0 & t_{L-1} & 0 & t_1 & \cdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & t_{L-1} & 0 \\
    0 & \cdots & 0 & 0 & t_{L-1}
\end{pmatrix}_{L \times L} \]  \hspace{1cm} (2)

The frequency-domain Green’s function of this system is \( G(\omega) = (\omega - H)^{-1} \), where \( \omega - H \) is given by

\[ \omega - H = \begin{pmatrix}
    \omega & -t_1 & 0 & \cdots & 0 \\
    -t_{L-1} & \omega & -t_1 & 0 & \cdots \\
    0 & -t_{L-1} & \omega & -t_1 & \cdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & -t_{L-1} & \omega \\
    0 & \cdots & 0 & 0 & -t_{L-1}
\end{pmatrix}_{L \times L} \]  \hspace{1cm} (3)

Using Cramer’s rule for finding the inverse matrix, the (1, L) entry of the Green’s function is given by

\[ G(\omega)_{1,L} = \frac{\det(\omega - H)}{\det(\omega - H)} \]  \hspace{1cm} (4)

where \( \text{adj}(\omega - H) \) is the adjugate matrix of \( \omega - H \). As a result, to calculate \( G(\omega)_{1,L} \), it is sufficient to calculate the determinant of \( \omega - H \).

Denoting the following determinant by \( \Delta_n \)

\[ \begin{vmatrix}
    \omega & -t_1 & 0 & \cdots & 0 \\
    -t_{L-1} & \omega & -t_1 & 0 & \cdots \\
    0 & -t_{L-1} & \omega & -t_1 & \cdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & -t_{L-1} & \omega \\
    0 & \cdots & 0 & 0 & -t_{L-1}
\end{vmatrix}_{n \times n} =: \Delta_n. \hspace{1cm} (5) \]

Then

\[ \Delta_n = \omega \Delta_{n-1} + (-1)^{L-1} \begin{vmatrix}
    -t_{L-1} & -t_1 & 0 & \cdots & 0 \\
    0 & \omega & -t_1 & 0 & \cdots \\
    0 & -t_{L-1} & \omega & -t_1 & \cdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & -t_{L-1} & \omega \\
    0 & \cdots & 0 & 0 & -t_{L-1}
\end{vmatrix}_{(n-1) \times (n-1)} \]  \hspace{1cm} (6)

With the initial conditions that \( \Delta_1 = \omega \) and \( \Delta_2 = \omega^2 - t_1t_{L-1} \), this second order difference equation can be easily solved. Its general solution is

\[ \Delta_n = a_1 z_1^{n-1} + a_2 z_2^{n-1}, \hspace{1cm} (7) \]

where \( z_1 \) and \( z_2 \) are two roots of the characteristic polynomial \( z^2 = \omega - t_1t_{L-1} \), and

\[ a_1 = \frac{\omega}{2} - \frac{\omega^2 - 2t_1t_{L-1}}{2\sqrt{\omega^2 - 4t_1t_{L-1}}}, \]

\[ a_2 = \frac{\omega}{2} + \frac{\omega^2 - 2t_1t_{L-1}}{2\sqrt{\omega^2 - 4t_1t_{L-1}}}. \]  \hspace{1cm} (8)

Inserting Eq. (3) in Eq. (4) we obtain

\[ G(\omega)_{1,L} = \frac{t_1^{L-1}}{\Delta_L} = \frac{1}{a_1 z_1^{L-1} + a_2 z_2^{L-1}}. \hspace{1cm} (9) \]

Note that

\[ \frac{z_1}{t_1} = \frac{\omega - \sqrt{\omega^2 - 4t_1t_{L-1}}}{2t_1} = \beta_1, \]

\[ \frac{z_2}{t_1} = \frac{\omega + \sqrt{\omega^2 - 4t_1t_{L-1}}}{2t_1} = \beta_2, \hspace{1cm} (10) \]

where \( \beta_1 \) and \( \beta_2 \) are two zeros of the function \( t_1\beta - \omega + t_{L-1}\beta^{-1} \).

Therefore, Eq. (9) reduces to

\[ G(\omega)_{1,L} = \frac{1}{a_1 \beta_1^{L-1} + a_2 \beta_2^{L-1}}. \hspace{1cm} (11) \]
Consider a case that $\omega > 2\sqrt{t_1 t_{-1}} > 0$, then $|\beta_1| < \sqrt{\frac{t_1}{t_{-1}}} < |\beta_2|$, implying $\beta_1$ is on the inside of the GBZ and $\beta_2$ is on the outside of the GBZ. Hence all zeros of the function $t_1 \beta - \omega + t_{-1} \beta^{-1}$ contribute to the $(1, L)$ entry of the Green’s function. Using Eq. (11) and the numerical method, we plot $G(\omega)_{1,L}$ as a function of $\omega$ and $L$ in Fig. 1.

Now, we consider the asymptotic behavior of $G(\omega)_{1,L}$, since $|\beta_1| < |\beta_2|$, for a large system size $L$, we can get the exact asymptotic formula as

$$G_{1,L}(\omega) = \frac{1}{a_2} \beta_2^{-(L-1)},$$  

where $a_2$ is given in Eq. (8). Let $t_{-1} = 2$ and $t_1 = 1$, we plot the coefficient $\frac{1}{a_2}$ as a function of the frequency $\omega$ in Fig. 2.

### III. CASE OF ARBITRARY HOPPING RANGE

In this section, we look at a tight-binding model with a hopping range of $M$, which means that the hopping parameters are $t_{-M}, t_{-M+1}, \ldots, t_{M-1}, t_M$. The real-space Hamiltonian under OBC in this case is

$$H = \begin{pmatrix} t_0 & t_1 & \cdots & t_M & 0 & \cdots & 0 \\ t_{-1} & t_0 & t_1 & \cdots & t_M & 0 & \cdots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ t_{-M} & t_{-M+1} & \cdots & \cdots & \cdots & 0 \\ 0 & \cdots & 0 & t_{-M} & t_{-M+1} & \cdots & \omega - t_0 \end{pmatrix}_{L \times L}$$  

(13)

therefore

$$\omega - H = \begin{pmatrix} \omega - t_0 & -t_1 & \cdots & -t_M & 0 & \cdots & 0 \\ -t_{-1} & \omega - t_0 & -t_1 & \cdots & -t_M & 0 & \cdots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ -t_{-M} & -t_{-M+1} & \cdots & \cdots & \cdots & 0 \\ 0 & \cdots & 0 & -t_{-M} & -t_{-M+1} & \cdots & \omega - t_0 \end{pmatrix}.$$  

(14)

The $(1, L)$ entry of the Green’s function is

$$G_{1,L}(\omega) = (\omega - H)_{1,L}^{-1} = \det(\omega - H)^{-1}.$$  

(15)

Because the numerator and the denominator of RHS of Eq. (15) are both determinants of a Toeplitz matrix, a formula for the determinant of the Toeplitz matrix is required to calculate RHS of Eq. (15). The Widom’s formula Eq. (20) [70] is one such formula; it expresses the determinant of any Toeplitz matrix in terms of roots of the corresponding Laurent polynomial of the matrix and the size of the matrix. We’ll just go over the results here.

Let $b$ be a Laurent polynomial,

$$b(z) = \sum_{j=-r}^{s} b_j z^j.$$  

(16)

We give the formula of the determinant of the Toeplitz
matrix

\[
T_n(b) = \begin{pmatrix}
b_0 & b_1 & \cdots & b_s & 0 & \cdots & 0 \\
b_{-1} & b_0 & b_1 & \cdots & b_s & 0 & \cdots \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & b_{-r} & \cdots & b_0 & b_1 \\
0 & \cdots & 0 & b_{-r} & \cdots & b_0 \\
\end{pmatrix}_{n \times n}
\]

We can write

\[
b(z) = b_\omega z^{-r-s} \prod_{j=1}^{r+s} (z - z_j),
\]

where \( z_1, z_2, \ldots, z_{r+s} \) are the roots of the polynomial

\[
z^{r+s} b(z) = b_{-r} + b_{-r+1} z + \cdots + b_\omega z^{r+s}.
\]

If the zeros \( z_1, \ldots, z_{r+s} \) are pairwise distinct then, the determinant of \( T_n(b) \) can be expressed by

\[
\det (T_n(b)) = \sum_M c_M \omega_M^n,
\]

where the sum is over all \( \binom{r+s}{s} \) subsets \( M \subset \{1, 2, \ldots, r+s\} \) of cardinality \( |M| = s \) and, with \( \widetilde{M} := \{1, 2, \ldots, r+s\} \setminus M \),

\[
\omega_M := (-1)^s b_\omega \prod_{j \in M} z_j,
\]

\[
c_M := \prod_{j \in M} z_j^{r+s} \prod_{j \in \widetilde{M}} (z_j - z_k)^{-1}.
\]

This formula tells us that all zeros of the function \( t_M \beta^M + \cdots + (t_0 - \omega) + \cdots + t_M \beta^M \) contribute to the \((1, L)\) entry of the Green function. For the particular case of the tight-binding model with \( M = 2 \) hopping range, see Appendix A

Now, we derive the asymptotic formula of the \((1, L)\)-entry of the Green’s function. The asymptotic formula is an accurate enough analytic formula in circumstances when the chain is long enough. The dominating terms of the numerator and the denominator of RHS of Eq. (15) are all that is required to obtain the asymptotic formula. Assume that \( |\beta_1| \leq |\beta_2| \leq \cdots \leq |\beta_M| < |\beta_{M+2}| \leq \cdots \leq |\beta_{2M}| \), where \( \beta_1, \ldots, \beta_{2M} \) are the zeros of the function \( t_M \beta^M + \cdots + (t_0 - \omega) + \cdots + t_M \beta^M \).

By Eq. (20), the dominant term of the numerator of Eq. (15) is

\[
c_A \omega_A^{L-1},
\]

where

\[
\omega_A = (-1)^{M-1} (-t_M) \beta_{M+2} \cdots \beta_{2M},
\]

\[
c_A = (\beta_{M+2} \cdots \beta_{2M})^{M+1} \prod_{j \in \{M+2, \ldots, 2M\}} \prod_{k \in \{1, \ldots, M\}} (\beta_j - \beta_k)^{-1}.
\]

Denote the numerator of Eq. (15) by \( A \),

\[
A = (-1)^{L-1} c_A \omega_A^{L-1}.
\]

By Eq. (20), the dominant term of the denominator of Eq. (15) is

\[
c_B \omega_B^L,
\]

where

\[
\omega_B = (-1)^M (-t_M) \beta_{M+1} \cdots \beta_{2M},
\]

\[
c_B = (\beta_{M+1} \cdots \beta_{2M})^M \prod_{j \in \{M+1, \ldots, 2M\}} \prod_{k \in \{1, \ldots, M\}} (\beta_j - \beta_k)^{-1}.
\]

Denote the denominator of Eq. (15) by \( B \),

\[
B = c_B \omega_B^L.
\]

By Eq. (15),

\[
G_{1,L}(\omega) = \frac{A}{B} = \frac{(-1)^{L-1} (\beta_{M+2} \cdots \beta_{2M})^{M+1} \prod_{j \in \{M+2, \ldots, 2M\}} (\beta_j - \beta_k)^{-1} \prod_{k \in \{1, \ldots, M\}} (\beta_{M+1} - \beta_k)^{-1} (-t_M)^L}{(\beta_M \cdots \beta_{2M})^M \prod_{j \in \{M+1, \ldots, 2M\}} (\beta_j - \beta_k)^{-1} \prod_{k \in \{1, \ldots, M\}} (\beta_M - \beta_k)^{-1} (-t_M)^L L_{M+1}^{L-1}}
\]

\[
= \frac{(-1)^{L-1} \prod_{j \in \{M+2, \ldots, 2M\}} (\beta_j - \beta_{M+1})^{-1} \prod_{k \in \{1, \ldots, M\}} (\beta_{M+1} - \beta_k)^{-1} \prod_{j \in \{M+2, \ldots, 2M\}} (\beta_j - \beta_k)^{-1} \prod_{k \in \{1, \ldots, M\}} (\beta_M - \beta_k)^{-1} (-t_M)^L}{\beta_{M+1}^M \prod_{k \in \{1, \ldots, M\}} (\beta_{M+1} - \beta_k)^{-1} \prod_{k \in \{1, \ldots, M\}} (\beta_M - \beta_k)^{-1} (-t_M)^L L_{M+1}^{L-1}}
\]
We have assumed that $|\beta_{M+1}| < |\beta_{M+2}|$ so that the numerator only has one dominant term. If $|\beta_{M+1}| =

$$
G_{1,L}(\omega) = \sum_{\beta_{M+1} \ldots \beta_{M+p}} \frac{(-1)^M \prod_{j \in \{1, \ldots, M\}} (\beta_{M+1} - \beta_j)}{(-t_M) \prod_{j \in \{M+2, \ldots, 2M\}} (\beta_j - \beta_{M+1})} \frac{\beta_{(M+L)}}{(\beta_{M+1} \ldots \beta_{2M})^2 (-t_M) \prod_{k \in \{1, \ldots, M-1\}} (\beta_{M} - \beta_k)}.
$$

(27)

The detailed derivation is in Appendix B.

IV. GREEN’S FUNCTION IN THE BULK REGION

The prior GBZ-based integral formula can give the exact answer for Green’s functions in the bulk region. In mathematical terms, it means for finite $i$ and $j$ value,

\[
\lim_{L \to \infty} G_{\frac{j}{L}, \frac{i}{L} + j}(\omega) = \int_{\text{GBZ}} \frac{d\beta}{2\pi i} \frac{\beta^{i-j}}{\omega - h(\beta)},
\]

(31)

In other words, for large $L$, $G_{\frac{j}{L}+i, \frac{j}{L}+j}(\omega)$ can be expressed as the above GBZ-based integral formula if $i$ and $j$ are smaller than $\frac{L}{2}$, i.e., two sites $L/2+i$ and $L/2+j$ are away from the boundary. Note that when the end-to-end Green’s function, say $G_{1,L}(\omega)$, is considered, this criteria is not met, which can be illustrated by plotting the ratio $r = \frac{G_{\frac{j}{L}+i, \frac{j}{L}+j}(\omega)}{G_{\frac{j}{L}+i, \frac{j}{L}+j}(\omega)}$ against $j$ as shown in Fig. 4(a). Away from the bulk region, the Green’s functions largely deviate from the result given by the GBZ-based integral formula. In Appendix D we prove Eq. (31) by using an estimation constructed in Appendix E using the Widom’s formula. Consider the case that the periodic Hamiltonian $h(\beta) = -(\beta^2 - 10\beta - 50\beta^{-1} + 24\beta^{-2})$. Taking $\omega = 35$, then $\omega - h(\beta) = \beta^{-2}(\beta^4 - 10\beta^3 + 35\beta^2 - 50\beta + 24) = \beta^{-2}(\beta - 1)(\beta - 2)(\beta - 3)(\beta - 4)$. Equation (28) gives

\[
|G_{1,L}(35)| = 2 \cdot 3^{-(L+2)}.
\]

(29)

Figure 3 shows how closely it matches the numerical result.

Another end-to-end Green’s function $G_{L,1}(\omega)$ can be derived in the same way, if $|\beta_1| \leq \cdots < |\beta_{M-1}| < |\beta_M| < |\beta_{M+1}| = \cdots = |\beta_{2M}|$, it has an asymptotic form

$$
G_{L,1}(\omega)
$$

(30)
display the error of Green’s function as a function of system size $L$, demonstrating that the error decreases exponentially as system size increases. This exponentially decreasing behavior of the error is not a coincidence, in Appendix D we show that the speed at which the Green’s functions in the bulk region approach the prior established integral formula is not slower than an exponential decay as the system size increases and explains why it fails near the boundary.

V. SIGNAL AMPLIFICATION AND NHSE

In this section, we discuss the usage of the end-to-end Green’s functions on the detection of the NHSE. We conclude that the signal amplification implies the occurrence of the NHSE in single-band systems. This is similar to the result of Refs. [28] [29] that exponentially growing bulk Green’s function implies the occurrence of the NHSE in single-band systems. In addition, our result shows that this result not only holds for the bulk Green’s functions (the bulk Green’s functions in Ref. [29] is corresponding to the Green’s functions in the bulk region as discussed in the previous section) but also holds for the end-to-end Green’s functions.

In the large $L$ limit, the end-to-end Green’s functions have asymptotic formulas

$$G_{1,L}(\omega) = a_1[\beta_M(\omega)]^L, \quad G_{L,1}(\omega) = a_2[\beta_{M+1}(\omega)]^{-L},$$

where $\beta_{1,\ldots,2M}(\omega)$ are roots of $\omega - h(\beta) = 0$ ordered as $|\beta_1(\omega)| \leq \cdots \leq |\beta_{2M}(\omega)|$, and $a_1, a_2$ are two coefficients that can be expressed in terms of $\beta_{1,\ldots,2M}(\omega)$ and hopping parameters.

Let us first recall the relation between the spectral winding number and the NHSE. The spectral winding number of $h(\beta)$ with respect to the reference energy $\omega$ is defined by

$$w_\omega[h(\beta)] = \int_{|\beta|=1} \frac{1}{2\pi i} d\ln|h(\beta) - \omega|$$

$$= -M + \sum_{|\beta_j|<1} 1,$$  \hspace{1cm} (33)

where $\beta_{1,\ldots,2M}(\omega)$ are roots of $\omega - h(\beta) = 0$ ordered as above. Eq. (33) implies that the spectral winding number counts the number of the roots of $\omega - h(\beta) = 0$ encircled by the unit circle minus $M$. The NHSE is presented in a system which has an intrinsic non-Hermitian point-gap topology [28] [29]. In other words, if $w_\omega[h(\beta)] \neq 0$ for some reference energy $\omega$, the system has the NHSE [29].

If the input signal with a frequency $\omega$ at the last site is amplified at the first site, which means that $G_{1,L}(\omega) \gg 1$ and $|\beta_M(\omega)| > 1$, then the number of the roots of $\omega - h(\beta) = 0$ encircled by the unit circle is less than $M$, and by Eq. (33) the spectral winding number of $h(\beta)$ with respect to the reference energy $\omega$ is nonzero. If the input signal with a frequency $\omega$ at the first site is amplified at the last site, which means that $G_{L,1}(\omega) \gg 1$ and $|\beta_{M+1}(\omega)| < 1$, then the number of the roots of $\omega - h(\beta) = 0$ encircled by the unit circle is more than $M$, and by Eq. (33) the spectral winding number of $h(\beta)$ with respect to the reference energy $\omega$ is nonzero. Conversely, if the spectral winding number of $h(\beta)$ with respect to the reference energy $\omega$ is non-zero, then either $|\beta_M(\omega)| > 1$ or $|\beta_{M+1}(\omega)| < 1$, implying $G_{1,L}(\omega) \gg 1$ or $G_{L,1}(\omega) \gg 1$. Thus the spectral winding number of $h(\beta)$ with respect to the reference energy $\omega$ is non-zero if and only if $G_{1,L}(\omega) \gg 1$ or $G_{L,1}(\omega) \gg 1$. The above discussion builds a correspondence between the signal amplification at a frequency $\omega$ and the spectral winding number of $h(\beta)$ with respect to the reference energy $\omega$ in 1D single-band systems. By the relation between the spectral winding number and the NHSE, we conclude that single-band systems with the NHSE must amplify a signal with some frequency $\omega$.

The above relation between the end-to-end Green’s functions and the NHSE gives a potential approach to detect the NHSE in experiments, which is to measure the signal amplification from one end to another end for different complex frequencies (the real part of the complex frequency represents the resonant frequency and the imaginary part of the complex frequency represents a finite linewidths at the resonant frequency).

VI. CONCLUSIONS

In this paper, we obtain the exact formula for the end-to-end Green’s function and the accurate asymptotic formula. We believe that these exact formulas make it possible to directly and accurately compare theoretical results with quantitative experimental measurable quantities. In practice, our results will aid future directional amplification tests and directional amplifier design. Furthermore, we verify that the GBZ-based integral Green’s function formula in the bulk region to agree with the result in our framework. Our method of calculating the determinant of Toeplitz matrices is based on the Widom’s formula, and this approach naturally gives a demonstration of the GBZ-based integral formula for calculating Green’s function in the bulk region. Furthermore, we find that the speed at which the Green’s functions in the bulk region approach the prior established integral formula is not slower than an exponential decay as the system size increases. This study strengthens the idea that there is a correspondence between the the Green’s function and the NHSE.
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Appendix A: Tight-binding model including next nearest neighborhood hoppings

In this Appendix, we give the formula of the $(1, L)$ entry of the Green’s function of the tight-binding model whose hopping range $M = 2$. Unlike the asymptotic formula obtained in the main text, this formula is exact for any finite size $L$, even when $L$ is small.

Using Eq. (20) and Eq. (21), the $(1, L)$ entry of the Green’s function is given by

$$ G_{1,L}(\omega) = \frac{A}{B}, $$

(A1)

where

$$ A = (-1)^{L-1} \left\{ \begin{align*}
\beta_2^3 (\beta_4 - \beta_1)^{-1} (\beta_4 - \beta_2)^{-1} (\beta_4 - \beta_3)^{-1} (t_2 \beta_4)^{L-1} \\
+ \beta_3^3 (\beta_3 - \beta_1)^{-1} (\beta_3 - \beta_2)^{-1} (\beta_3 - \beta_4)^{-1} (t_2 \beta_3)^{L-1} \\
+ \beta_2^3 (\beta_2 - \beta_1)^{-1} (\beta_2 - \beta_3)^{-1} (\beta_2 - \beta_4)^{-1} (t_2 \beta_2)^{L-1} \\
+ \beta_1^3 (\beta_1 - \beta_2)^{-1} (\beta_1 - \beta_3)^{-1} (\beta_1 - \beta_4)^{-1} (t_2 \beta_1)^{L-1} \end{align*} \right\}, $$

and

$$ B = (\beta_3 \beta_4)^2 \prod_{j \in \{3,4\}} (\beta_j - \beta_k)^{-1} (-t_2 \beta_3 \beta_4)^L $$

$$ + (\beta_2 \beta_4)^2 \prod_{j \in \{2,4\}} (\beta_j - \beta_k)^{-1} (-t_2 \beta_2 \beta_4)^L $$

$$ + (\beta_1 \beta_4)^2 \prod_{j \in \{1,4\}} (\beta_j - \beta_k)^{-1} (-t_2 \beta_1 \beta_4)^L $$

$$ + (\beta_2 \beta_3)^2 \prod_{j \in \{2,3\}} (\beta_j - \beta_k)^{-1} (-t_2 \beta_2 \beta_3)^L $$

$$ + (\beta_1 \beta_3)^2 \prod_{j \in \{1,3\}} (\beta_j - \beta_k)^{-1} (-t_2 \beta_1 \beta_3)^L $$

We can see from the above equation that for a system with a finite size $L$, all zeros of the function $t_2 \beta^2 + t_1 \beta + (t_0 - \omega) + t_{-1} \beta^{-1} + t_{-2} \beta^{-2}$ contribute to the $(1, L)$-entry of the Green’s function.

Appendix B: Derivation of another end-to-end Green’s function

In the main text, we obtain the $(1, L)$-entry of the Green’s function, while in this Appendix, we derive a formula for another end-to-end Green’s function, i.e., the $(L, 1)$ entry of the Green’s function.

The $(L, 1)$ entry of the Green’s function is

$$ G_{L,1}(\omega) = (\omega - H)^{-1}_{L,1} $$

$$ = \frac{\begin{pmatrix}
-t_{-1} & \omega - t_0 & \cdots & 0 \\
-t_{-2} & -t_{-1} & \omega - t_0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & 0 \\
-\beta_{L-M} & \cdots & \cdots & \cdots & -\beta_{-1}
\end{pmatrix}_{L-1}^{-1}}{\det(\omega - H)} $$

(B1)

Applying the Widom’s formula, if $|\beta_1| \leq \cdots \leq |\beta_{M-1}| < |\beta_M| < |\beta_{M+1}| \leq \cdots \leq |\beta_{2M}|$, the dominant term of the numerator is given by

$$ A = (-1)^{L-1} c_A \omega_A^{L-1}, $$

(B2)

where

$$ \omega_A = (-1)^{M+1} (t_M) \beta_M \beta_{M+1} \cdots \beta_{2M}. $$
\[ c_A = (\beta_M \beta_{M+1} \cdots \beta_{2M})^{M-1} \prod_{k \in \{1, \ldots, M-1\}} (\beta_j - \beta_k)^{-1}. \]  

The dominant term of the denominator is the same as Eq. (24). Hence

\[ G_{L,1}(\omega) = \frac{A}{B} (-1)^{L-1} \prod_{j \in \{M, \ldots, 2M\}} (\beta_j - \beta_k)^{-1} \prod_{k \in \{1, \ldots, M-1\}} (\beta_M - \beta_k)^{-1} \frac{(-1)^{(M+1)(1-L)}(t_M)^{L-1}}{(\beta_M + \cdots + \beta_{2M})^2} \]

\[ = \frac{(-1)^{M+L} \prod_{j \in \{M, \ldots, 2M\}} (\beta_j - \beta_M)^{-1} \prod_{k \in \{1, \ldots, M-1\}} (\beta_M - \beta_k)^{-1}}{(\beta_M + \cdots + \beta_{2M})^2 (t_M)^{L-1}} \]

\[ = \frac{(-1)^M \prod_{j \in \{M+1, \ldots, 2M\}} (\beta_j - \beta_M)}{(\beta_M + \cdots + \beta_{2M})^2 (t_M)^{L-1}} \prod_{k \in \{1, \ldots, M-1\}} (\beta_M - \beta_k)^{\beta_{M+L}}. \]  

Appendix C: Diagonal elements of the Green’s function

In this Appendix, we discuss the diagonal elements of Green’s function relating to each site’s self-energy. We focus on sites 1 and L, which are at the end of the 1D chain. The (1, 1)- and (L, L)- entry of Green’s function are given by

\[ G_{1,1}(\omega) = G_{L,L}(\omega) = \frac{\Delta_{L-1}}{\Delta_L}, \]  

where \( \Delta_n = \det[(\omega - H)_{n \times n}] \). This formula can be computed by using Eq. (20) in systems with any finite size L. Here we consider the thermodynamics limit of Eq. (C1), i.e., we take \( L \to \infty \),

\[ \lim_{L \to \infty} G_{1,1}(\omega) = \frac{c_B [(-1)^M (t_M)^{L-1}]}{c_B [(-1)^M (t_M)^{L-1}]} \]

\[ = \frac{1}{(-1)^M t_M \beta_M + \cdots + \beta_{2M}}. \]  

Appendix D: Green’s function in the bulk region

The GBZ-based integral formula for Green’s function in Ref. [57] is accurate in the bulk region, i.e., for finite i and j value,

\[ L \to \infty \]

\[ G_{i+j, i+j}(\omega) = \int_{\text{GBZ}} \frac{d \beta}{2\pi i \beta} \frac{\beta^{i-j}}{(\omega - h(\beta))}. \]  

As Ref. [57] points out, the GBZ curve and the circle with radius \( R \) encompass the same set of poles of \( \frac{1}{2\pi i \beta} \omega - h(\beta) \), hence this formula is identical to

\[ \lim_{L \to \infty} G_{i+j, i+j}(\omega) = \int_{|\beta|=R} \frac{d \beta}{2\pi i \beta} \frac{\beta^{i-j}}{(\omega - h(\beta))}. \]  

where \( R \) is chosen to satisfy \( |\beta_M| < R < |\beta_{M+1}| \), and \( \beta_j = 1, \ldots, 2M \) are roots of \( \omega - h(\beta) = 0 \) ordered as \( |\beta_1| \leq \cdots \leq |\beta_{2M}| \). In the following, we prove Eq. (D2).
where $R$ is the radius of a circle, $L$ is the length of the chain and the size of $V^R_L$, and $\zeta_L = \exp(2\pi i / L)$ is a primitive $L$th root of 1. Due to

$$
\sum_{k=1}^L \frac{1}{\sqrt{L}}(\zeta_L^{k-1})^{-i-1} \frac{1}{\sqrt{L}}(\zeta_L^{k-1})^{-j-1} = \frac{1}{L} \sum_{k=1}^L \zeta_L^{(k-1)(i-j)} R^{i-j} = \frac{1}{L} \delta_{i,j} R^{i-j} = \delta_{i,j},
$$

$$
(V^R_L)^{-1}_{i,j} = \frac{1}{\sqrt{L}}(R\zeta_L^{-j})^{-i-1}. \quad \text{We generalize the definition of the circulant matrix [70, 71] to define the circulant matrix with radius $R$ and size $L$ by}
$$
(C^R_L(a)) = (V^R_L)^{-1}\text{diag}(a(R), a(R\zeta_L), \ldots, a(R\zeta_L^{-L-1}))V^R_L.
$$

Equation (D2) is equivalent to the following statement,

$$
\lim_{L \to \infty} |T_L^{-1}(a) - (C_L^R)^{-1}(a)|_{\frac{1}{2}+i, \frac{1}{2}+j} = 0,
$$

where $i$ and $j$ are two fixed integers, and the radius $R$ is chosen such that half number of zeros of $a(\beta) = \omega - h(\beta)$ are enclosed by the circle of radius $R$.

The symbol $a(\beta)$ of the Toeplitz matrices and the circulant matrices considered here is taken to be Laurent polynomial

$$
a(\beta) = \sum_{j=-r}^s a_j \beta^j.
$$

The Toeplitz matrix with symbol $a(\beta)$ is defined by

$$
[T_L(a)]_{i,j} = a_{j-i},
$$

The circulant matrix with symbol $a(\beta)$ and radius $R$ is given by

$$
[C^R_L(a)]_{i,j} = \sum_{k=1}^L (V^R_L)^{-1}_{i,k} a(R\zeta_L^{k-1})(V^R_L)^{-1}_{k,j} = \frac{1}{L} \sum_{k=1}^L \zeta_L^{(k-1)(i-j)} R^{i-j} a(R\zeta_L^{k-1}) = \frac{1}{L} \sum_{m=1}^L \sum_{k=1}^L \zeta_L^{(k-1)(i-j)} R^{i-j} a_m R^m \zeta_L^{m(k-1)} = \sum_{m=1}^L \delta_{m+i-j=0 \mod L} a_m R^{m+i-j}.
$$

For the case that $i - j$ is much smaller than the size $L$ of system, $[C^R_L(a)]_{i,j} = a_{j-i}$ = $[T_L(a)]_{i,j}$, meanwhile, for the case that $i - j$ is comparable to $L$, if $i - j = L - m$, $[C^R_L(a)]_{i,j} = a_m R^L$. Hence, elements near the lower left corner or the upper right corner of the circulant matrix is amplified or suppressed by $R^k$ factor.

In our next discussion, we will require the following estimate, which we will develop in Appendix E. For any $i$, there exists constants $c_1$ and $c_2$ such that

$$
|T_L(a)_{i,j}^{-1}|_{\frac{1}{2}+i, \frac{1}{2}+j} \leq c_1 |\beta M+1(\omega)|^{-\frac{3}{2}},
$$

$$
|T_L(a)_{i,j+1}^{-1}|_{\frac{1}{2}+i, \frac{1}{2}+j} \leq c_2 |\beta M(\omega)|^{-\frac{3}{2}},
$$

where $\beta = 1, \ldots, 2M$ are roots of $a(\beta) = 0$ ordered as $|\beta_1| \leq \cdots \leq |\beta_{2M}|$, and $1 \leq j \leq \max(r, s) = M$.

Inequality
implies that
\[
\lim_{L \to \infty} \left| |T_L^{-1}(a) - (C_L^R)^{-1}(a)| \right|_{\frac{L}{2} + i, \frac{L}{2} + j} = 0, \tag{D13}
\]
since \(\frac{|\beta_M|}{R} \cdot \frac{R}{|\beta_{M+1}|} < 1\). The preceding proof also demonstrates why \(R\) should be chosen to satisfy \(|\beta_M| < R < |\beta_{M+1}|\).

Equation (D12) also explains the deviation of the Green’s functions near the boundary from the GBZ integral based formula as shown in Fig. [4] (a). Before Eq. (D12), we have assumed that \(i, j\) are fixed and the size \(L\) tends to infinity, which means that \(i, j\) are small compared with \(L/2\). When the Green’s functions near the boundary are considered, \(i, j\) in \(G_{\frac{L}{2} + i, \frac{L}{2} + j}(\omega)\) are comparable to \(L/2\) and tend to infinity together with \(L\), the last two rows of Eq. (D12) should be modified to
\[
|T_L^{-1}(a) - (C_L^R)^{-1}(a)|_{\frac{L}{2} + i, \frac{L}{2} + j} \\
\leq b_1 R^T R^{-L} c_2 |\beta_M|^{\frac{L}{2}} + b_2 R^L R^T c_1 |\beta_{M+1}|^{-\frac{L}{2}}, \tag{D14}
\]
which no longer converges to zero as \(L\) tends to infinity in general.

Recall that Figs. [4] b) and c) display the difference between the Green’s function \(G_{\frac{L}{2} + i, \frac{L}{2} + j}(\omega)\) in the bulk region and the integral formula \(\int_{\text{GBZ}} \frac{d\beta}{2\pi i} \frac{\beta^{-1}}{\beta - \omega(A, B)}\) as a function of system size \(L\), demonstrating that the difference decreases exponentially as system size increases. It can be explained by Eq. (D12) and we conclude that the speed at which the Green’s functions in the bulk region approach the integral formula is not slower than an exponential decay as the system size increases.

**Appendix E: Asymptotic estimate**

We build an estimate (D11) in this Appendix, i.e., for any \(i\), there exists constants \(c_1\) and \(c_2\) such that
\[
|T_L^{-1}(a)|_{\frac{L}{2} + i, \frac{L}{2} + j} \leq c_1 |\beta_{M+1}(\omega)|^{-\frac{L}{2}},
\]
\[
|T_L^{-1}(a)|_{L/2 + i, \frac{L}{2} + j} \leq c_2 |\beta_{M}(\omega)|^{-\frac{L}{2}}, \tag{E1}
\]
where \(\beta_1, \ldots, 2M\) are roots of \(a(\beta) = 0\) ordered as \(|\beta_1| \leq \cdots \leq |\beta_{2M}|\), and \(1 \leq j \leq \max(r, s) = M\).

Consider the banded Toeplitz matrix with symbol
\[
a(\beta) = \sum_{j=-M}^{M} a_j \beta^j, \tag{E2}
\]
Using Cramer’s rule, we obtain
\[
[T_L^{-1}(a)]_{1, \frac{L}{2} + k} = (-1)^{\frac{L}{2} + k + 1} \frac{\det (A B)}{\det(T_L(a))}, \tag{E3}
\]
where
\[
A = \begin{pmatrix}
a_0 & a_1 & \cdots & a_M & 0 & \cdots & 0 \\
a_{-1} & a_0 & a_1 & \cdots & a_M & 0 & \cdots \\
& \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & a_{-M} & \cdots & a_0 & a_1
\end{pmatrix},
\]
\[
B = \begin{pmatrix}
a_M & 0 & \cdots & 0 \\
a_{M-1} & a_M & 0 & \cdots & 0 \\
& \vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & a_{-M} & \cdots & a_0 \\
a_1 & a_2 & \cdots & a_M & 0 & \cdots \\
& \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \cdots & 0 & a_{-M}
\end{pmatrix},
\]
\[
C = \begin{pmatrix}
0 & \cdots & 0 & a_{-M} & a_{-M+1} & \cdots & a_{-2} \\
0 & \cdots & 0 & a_{-M} & a_{-M+1} & \cdots & a_{-3} \\
& \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \cdots & 0 & a_{-M} \\
0 & \cdots & 0 & \cdots & 0 & a_{-M}
\end{pmatrix}, \tag{E4}
\]
\[
D = \begin{pmatrix}
a_0 & a_1 & \cdots & a_M & 0 & \cdots & 0 \\
a_{-1} & a_0 & a_1 & \cdots & a_M & 0 & \cdots \\
& \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & a_{-M} & a_{-M+1} & \cdots & \cdots \\
0 & \cdots & 0 & a_{-M} & a_{-M+1} & \cdots & a_{-3} \\
& \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & a_{-M} & a_{-M+1} & \cdots & a_{-2}
\end{pmatrix}.
\]
and $A$ is a $(\frac{k}{2} + k - 1) \times (\frac{k}{2} + k - 1)$ matrix, $B$ is a $(\frac{k}{2} + k - 1) \times (\frac{k}{2} + k - 1)$ matrix, $C$ is a $(\frac{k}{2} - k) \times (\frac{k}{2} + k - 1)$ matrix and $D$ is a $(\frac{k}{2} - k) \times (\frac{k}{2} - k)$ matrix.

The numerator of Eq. (E3) is given by

$$\det\begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det(A) \det(D - CA^{-1}B). \tag{E5}$$

Note that in $CA^{-1}B$, only the upper left $(M+1) \times (M+1)$-block is non-zero. Hence, by subtracting $CA^{-1}B$, only the components in the upper left $(M+1) \times (M+1)$-block of $D$ is altered. For convenience, we denote them by $x_1, x_2, \ldots, x_{(M+1)^2}$, and the corresponding components in $D - CA^{-1}B$ by $x'_1, x'_2, \ldots, x'_{(M+1)^2}$, then $\det(D)$ and $\det(D - CA^{-1}B)$ are given by

$$\det(D) = \sum_{\alpha} c_{\alpha_{1} \cdots \alpha_{p}}(L) x_{\alpha_{1}} \cdots x_{\alpha_{p}},$$

$$\det(D - CA^{-1}B) = \sum_{\alpha} c_{\alpha_{1} \cdots \alpha_{p}}(L) x'_{\alpha_{1}} \cdots x'_{\alpha_{p}}. \tag{E6}$$

According to Widom’s formula, $|\det(D)|$ is bounded by $N_D |\beta_{M+1} \cdots \beta_{2M}|^{\frac{1}{2}}$, where $N_D$ is a constant independent of $L$. Then, by Eq. (E5), there exists a constant $M$ that is independent of $L$ such that $|\det(D - CA^{-1}B)| \leq MN_D |\beta_{M+1} \cdots \beta_{2M}|^{\frac{1}{2}}$. Using the Widom’s formula once more, we obtain $|\det(A)| \leq N_A |\beta_{M+2} \cdots \beta_{2M}|^{\frac{1}{2}}$ for a positive $N_A$ and $|\det(T_L(a))| \geq N |\beta_{M+1} \cdots \beta_{2M}|^{\frac{1}{2}}$ for a positive number $N$. Inserting these estimates in Eq. (E3) we obtain

$$|[T_L^{-1}(a)]_{i\frac{k}{2}+k}| \leq \frac{N_A N_D M^{\frac{1}{2}}}{N} |\beta_{M+1}|^{-\frac{k}{2}}. \tag{E7}$$

To estimate $|T_L^{-1}(a)]_{i\frac{k}{2}+k}$ for $i \neq 1$, again we can write

$$[T_L^{-1}(a)]_{i\frac{k}{2}+k} = (-1)^{\frac{k}{2}+k+i} \frac{\det\begin{pmatrix} A & B \\ C & D \end{pmatrix}}{\det(T_L(a))}. \tag{E8}$$

In contrast to the case where $i = 1$, $A$-block in Eq. (E8) is not Toeplitz. Let $A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}$, where $A_{11}$ and $A_{22}$ are Toeplitz. Then $\det(A) = \det(A_{11}) \det(A_{22} - A_{21} A_{11}^{-1} A_{12})$, and the same procedure that was used to estimate $\det\begin{pmatrix} A & B \\ C & D \end{pmatrix}$ may be used to estimate $\det(A)$. Finally, we have

$$|[T_L^{-1}(a)]_{i\frac{k}{2}+k}| \leq N |\beta_{M+1}|^{-\frac{k}{2}} \tag{E9}$$

for a positive number $N$.

Similarly, we obtain that

$$|[T_L(a)]_{i+1-l\frac{k}{2}+i}| \leq N |\beta_{M+2} \cdots \beta_{2M}|^{\frac{1}{2}} |\beta_{M+1} \cdots \beta_{2M}|^{\frac{1}{2}} \leq N |\beta_{M}|^{\frac{1}{2}}. \tag{E10}$$
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