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Abstract
Using Okounkov’s \(q\)-integral representation of Macdonald polynomials we construct an infinite sequence \(\Omega_1, \Omega_2, \Omega_3, \ldots\) of countable sets linked by transition probabilities from \(\Omega_N\) to \(\Omega_{N-1}\) for each \(N = 2, 3, \ldots\). The elements of the sets \(\Omega_N\) are the vertices of the extended Gelfand–Tsetlin graph, and the transition probabilities depend on the two Macdonald parameters, \(q\) and \(t\). These data determine a family of Markov chains, and the main result is the description of their entrance boundaries. This work has its origin in asymptotic representation theory. In the subsequent paper, the main result is applied to large-\(N\) limit transition in \((q, t)\)-deformed \(N\)-particle beta-ensembles.
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1 Introduction

One of the basic problems of representation theory is the study of irreducible spherical unitary representations and their spherical functions. It is well known that spherical functions on classical symmetric spaces of compact type are expressed through multivariate orthogonal polynomials— the Jack and Jacobi symmetric polynomials with certain special values of parameters.

The notion of spherical function also makes sense for infinite-dimensional symmetric spaces of the form

\[ G_\infty / K_\infty = \lim_{\to} G_N / K_N, \]

where

\[ \cdots \to G_N / K_N \to G_{N+1} / K_{N+1} \to \cdots \]

is a chain of nested finite-dimensional symmetric spaces.

There are 10 infinite series \( \{ G_N / K_N \} \) of compact classical symmetric spaces of growing rank, with natural embeddings \( G_N / K_N \to G_{N+1} / K_{N+1} \). For each such series, there are plenty of indecomposable spherical functions on \( G_\infty / K_\infty \) indexed by countably many continuous parameters. It turns out that the description of spherical functions on \( G_\infty / K_\infty \) is equivalent to finding the entrance boundary of a Markov chain obtained as a dualization of the chain \( \{ G_N / K_N \} \).

This reformulation is important for (at least) two reasons:

(1) the initial problem setting can be extrapolated to the case of Jack/Jacobi symmetric polynomials with general parameters;
(2) the entrance boundary of the resulting Markov chain can be found by tools of algebraic combinatorics (see Okounkov and the author [24,25]).

The goal of the present paper is to move up the theory to the level of Macdonald polynomials. The main results are three theorems denoted as Theorem A, Theorem B, and Theorem C.

- In Theorem A (see Sect. 1.9) we construct a certain Markov chain depending on \( q \) and \( t \); we call it the extended Macdonald chain. The theorem is deduced from Okounkov’s \( q \)-integral representation of Macdonald polynomials [22].
- Theorem B (see Sect. 1.10) describes the entrance boundary of the extended Macdonald chain.
- Theorem C (see Sect. 1.11) is an approximation theorem. It shows that each probability measure on the boundary of the extended Macdonald chain can be obtained, in a canonical way, via a large-\( N \) limit transition from random \( N \)-particle systems.

These results are applied in [30] to constructing a \( (q,t) \)-deformed combinatorial version of harmonic analysis on \( U(\infty) \).

We proceed to a more detailed description of the contents of the paper.
1.1 Formalism of projective chains

Recall that a (rectangular) matrix is said to be stochastic if its entries are nonnegative and the row sums are equal to 1. Stochastic matrices are a particular case of Markov kernels (Meyer [20]). A Markov kernel is a map \( L : S \to \mathcal{P}(S') \), where \( S \) and \( S' \) are two Borel (=measurable) spaces and \( \mathcal{P}(S') \) denotes the space of probability measures on \( S' \). When both \( S \) and \( S' \) are finite or countable sets, \( L \) is given by a stochastic matrix of format \( S \times S' \). That is, its rows are indexed by \( S \) and the columns are indexed by \( S' \).

Informally, one can treat \( L \) as a ‘generalized map’ from \( S \) to \( S' \). We denote such a surrogate of map by a dash arrow, \( S \xrightarrow{\text{dash arrow}} S' \).

By a projective chain we mean an infinite sequence \( S_1, S_2, S_3, \ldots \) of finite or countable sets linked by stochastic matrices \( L^2, L^3, \ldots \), where the matrix \( L^N_{N-1} \) has format \( S_N \times S_{N-1} \). This is symbolically represented by the diagram

\[
\begin{array}{cccc}
S_1 & L^2 & S_2 & L^3 & S_3 & \cdots \\
\end{array}
\]

(1.1)

For any projective chain one can define, in a canonical way, its boundary. It is a Borel space \( S_\infty \), which is linked to the sets \( S_N \) via Markov kernels \( L^\infty_N \) satisfying the relations \( L^\infty_N L^N_{N-1} = \Lambda^\infty_{N-1} \) (a composition of Markov kernels is read from left to right). The precise definition is given in Sect. 7.1.

One can regard the diagram (1.1) as a non-stationary Markov chain with discrete time \( N \) ranging in reverse direction (from \( +\infty \) to 1), time-dependent state spaces \( S_N \), and transition kernels \( L^N_{N-1} \); then \( S_\infty \) is identified with what may be called the entrance boundary of that chain, or the set of extreme entrance laws in the terminology of Dynkin [9, §10.1]. A comprehensive discussion is contained in Winkler’s monograph [35, ch. 4].

The boundary \( S_\infty \) can also be interpreted as the inverse limit of (1.1) in the category-theoretical sense. The corresponding category is formed by standard Borel spaces (as objects) and Markov kernels (as morphisms), see [35, ch. 4].

Here is an illustrative example.

**Example 1.1** (Boundary of Pascal graph). Let \( S_N := \{0, 1, \ldots , N\} \) and \( L^N_{N-1} \) be the two-diagonal matrix with the entries

\[
L^N_{N-1}(n, n-1) = \frac{n}{N}, \quad L^N_{N-1}(n, n) := \frac{N - n}{N},
\]

and all other entries being equal to 0. One can show that the boundary \( S_\infty \) of this chain is the closed interval \([0, 1]\) with the Markov kernels from \( S_\infty \xrightarrow{\text{dash arrow}} S_N, N = 1, 2, \ldots , \) given by

\[
L^\infty_N(x, n) = \binom{N}{n} x^n (1 - x)^{N-n}, \quad n = 0, 1, \ldots , N.
\]
This result is in fact equivalent to classical de Finetti theorem ([5, section 5]). It is also related to other classical topics—Bernstein polynomials and Hausdorff moment problem (Feller [10, ch. VII]).

Even in this simple example, finding the boundary requires some work. For more sophisticated projective chains, this task may require considerable efforts.

1.2 Projective chains in representation theory

In the body of the text there are no group representations, we work exclusively with symmetric polynomials and symmetric functions. However, because the extended Macdonald chain originated as a generalization of some representation-theoretic constructions, it makes sense to tell a little about these constructions—otherwise the problem setup will not be sufficiently motivated.

Let \( G \supset K \) be finite or separable compact groups forming a \( \text{Gelfand pair} \) (Bump [6, §45]); for instance, one may suppose that \( G/K \) is a \textit{symmetric space of compact type} (Helgason [17]). The \textit{spherical dual} of \( (G, K) \) is the set of indecomposable positive definite normalized functions \( G \to \mathbb{C} \), constant on double \( K \)-cosets. This is a finite or countable set, which we denote by \( \Omega(G, K) \). It parameterizes the irreducible \textit{spherical} representations—the irreducible unitary representations of \( G \) possessing a \( K \)-invariant vector.

By a \textit{morphism} \( (G, K) \to (G', K') \) of \textit{Gelfand pairs} we mean a group homomorphism \( \phi : G \to G' \) such that \( \phi(K) \subseteq K' \). For noncommutative groups one cannot define a natural dual map \( \phi^* \) from \( \Omega(G', K') \) to \( \Omega(G, K) \). However, there is a reasonable substitute—a ‘generalized map’ \( \Omega(G', K') \to \Omega(G, K) \) given by a stochastic matrix of format \( \Omega(G', K') \times \Omega(G, K) \).

This stochastic matrix, which we denote by \( L_{G'}^G \), is defined in the following way. Given a function \( \omega' \in \Omega(G', K') \), its composition with \( \phi : G \to G' \) produces a positive definite normalized function \( \omega' \circ \phi \) on \( G \); the latter is uniquely written as a convex combination of indecomposable spherical functions of \( (G, K) \) with certain coefficients \( L_{G'}^G(\omega', \omega) \),

\[
\omega' \circ \phi = \sum_{\omega \in \Omega(G, K)} L_{G'}^G(\omega', \omega) \omega,
\]  

and these coefficients are just the entries of the matrix \( L_{G'}^G \).

Now suppose we are given an infinite sequence

\[
(G_1, K_1) \to (G_2, K_2) \to (G_3, K_3) \to \ldots
\]

of growing (finite or compact) Gelfand pairs. It gives rise to the dual projective chain

\[
\Omega(G_1, K_1) \leftarrow \ldots \Omega(G_2, K_2) \leftarrow \ldots \Omega(G_3, K_3) \leftarrow \ldots
\]

which has a certain boundary.
On the other hand, consider the inductive limit groups $G_\infty := \lim_{\leftarrow} G_N$ and $K_\infty := \lim_{\leftarrow} K_N$. In general, these are no longer compact groups, but the pair $(G_\infty, K_\infty)$ is still a Gelfand pair (in the sense explained in Olshanski [26]). Next, the corresponding spherical dual $\Omega(G_\infty, K_\infty)$ is defined in exactly the same way as above, and the elements of $\Omega(G_\infty, K_\infty)$ parametrize the irreducible spherical representations of $(G_\infty, K_\infty)$.

As pointed out above, there exist 10 series of classical symmetric spaces $G_N/K_N$ of compact type, and for each series, the spherical dual $\Omega(G_\infty, K_\infty)$ is known (Olshanski [26], Pickrell [32]).

It is a direct consequence of definitions that $\Omega(G_\infty, K_\infty)$ can be identified with the boundary of the projective chain (1.4). Thus, this boundary has a representation-theoretic meaning.

### 1.3 Projective chains related to Jack polynomials

Introduce some notation:

- $\text{Sign}(N)$ is the set of signatures of length $N$; these are vectors $a = (a_1, \ldots, a_N) \in \mathbb{Z}^N$ such that $a_1 \geq \cdots \geq a_N$ (the coordinates $a_i$ may be of arbitrary sign);
- $\tau$ is an arbitrary positive real number—the parameter of Jack polynomials ($\tau$ is inverse to the parameter $\alpha$ used in Macdonald’s book [19]);
- $P_a(u_1, \ldots, u_N; \tau)$ is the Jack polynomial indexed by a signature $a \in \text{Sign}(N)$ (in general, $P_a(\cdot; \tau)$ is a Laurent polynomial; the definition given in [19, ch. VI, §10] extends to the case of Laurent polynomials without difficulty);
- $u_1, \ldots, u_N$ are variables;
- $(1^N) = (1, \ldots, 1)$ ($N$ times).

For three special values $\tau = \frac{1}{2}, 1, 2$, the normalized Jack polynomials

$$\frac{P_a(u_1, \ldots, u_N; \tau)}{P_a((1^N); \tau)}$$

give indecomposable spherical functions for the symmetric spaces

$$U(N)/O(N), \quad U(N) \times U(N)/U(N), \quad U(2N)/Sp(N),$$

respectively. In terms of Jack polynomials, the expansion (1.2) takes the form

$$\frac{P_a(u_1, \ldots, u_N; \tau)}{P_a((1^N); \tau)} \bigg|_{u_N = 1} = \sum_{b \in \text{Sign}(N-1)} L_{N-1}^N(a, b; \tau) \frac{P_b(u_1, \ldots, u_{N-1}; \tau)}{P_b((1^{N-1}); \tau)}, \quad a \in \text{Sign}(N),$$

and the coefficients $L_{N-1}^N(a, b; \tau)$ defined by (1.5) form a matrix $L_{N-1}^N$ of format $\text{Sign}(N) \times \text{Sign}(N - 1)$ depending on $\tau$. 
A remarkable fact is that the coefficients \( L_{N-1}^{N}(a, b; \tau) \) are nonnegative not only for special values \( \tau = \frac{1}{2}, 1, 2 \) corresponding to spherical functions, but also for any \( \tau > 0 \). This implies that the matrices \( L_{N-1}^{N} \) are stochastic matrices for any \( \tau > 0 \) (the fact that the row sums equal 1 is obvious).

In this way we obtain a projective chain with the states \( S_N = \text{Sign}(N) \), \( N = 1, 2, \ldots \), and parameter \( \tau > 0 \); let us call it the Jack projective chain. Its boundary was described in Okounkov–Olshanski [24].

For the remaining \( 10 - 3 = 7 \) series of symmetric spaces, the spherical functions are expressed through Heckman–Opdam’s multivariate Jacobi polynomials (see e.g. Heckman’s lecture notes in [16]) with special values of parameters, and the definition (1.2) can again be extrapolated to general values of parameters. The corresponding boundary problem was solved in Okounkov–Olshanski [25].

1.4 The Macdonald chain

There is a natural extension of (1.5), where the Jack polynomials are replaced by the Macdonald polynomials and the specialization at \( (1^N) \) is replaced by that at \( (1, t^{-1}, \ldots, t^{1-N}) \):

\[
\frac{P_a(u_1, \ldots, u_N; q, t)}{P_a(1, t^{-1}, \ldots, t^{1-N}; q, t)} \bigg|_{u_N=t^{1-N}} = \sum_{b \in \text{Sign}(N-1)} L_{N-1}^{N}(a, b; q, t) \frac{P_b(u_1, \ldots, u_{N-1}; q, t)}{P_b(1, t^{-1}, \ldots, t^{2-N}; q, t)}, \quad a \in \text{Sign}(N).
\]

(1.6)

An explicit expression for the coefficients \( L_{N-1}^{N}(a, b; q, t) \) is provided by the branching rule for Macdonald polynomials [19, ch. VI, (7.14')]. In particular, the coefficients vanish unless the signatures \( a \) and \( b \) interlace, meaning that

\[ a_i \geq b_i \geq a_{i+1}, \quad 1 \leq i \leq N - 1. \]

In this case we write \( b < a \) or \( a > b \). (Macdonald deals with ordinary (not Laurent) polynomials, which are indexed by partitions, but extending the results that we need to the more general case of Laurent polynomials, which are indexed by signatures, presents no difficulty.)

Suppose \( 0 < q < 1, 0 < t < 1 \) (equally well one could take \( q > 1, t > 1 \)); then the coefficients \( L_{N-1}^{N}(a, b; q, t) \) are nonnegative. Next, from (1.6) it is evident that

\[
\sum_{b \in \text{Sign}(N-1)} L_{N-1}^{N}(a, b; q, t) = 1, \quad \forall a \in \text{Sign}(N).
\]
It follows that the matrices $L_{N-1}^{N}(q, t)$ with the entries $L_{N-1}^{N}(a, b; q, t)$ are stochastic matrices. In this way we obtain a projective chain,

$$\text{Sign}(1) \xleftarrow{L_{1}^{1}(q, t)} \text{Sign}(2) \xleftarrow{L_{2}^{1}(q, t)} \text{Sign}(3) \xleftarrow{L_{3}^{2}(q, t)} \cdots,$$

which we call the Macdonald chain; it depends on the two Macdonald parameters, $q$ and $t$, ranging over the open interval $(0, 1)$.

Because of the limit relation

$$P_{a}(u_{1}, \ldots, u_{N}; \tau) = \lim_{q \to 1} P_{a}(u_{1}, \ldots, u_{N}; q, q^{\tau}),$$

for arbitrary $a \in \mathbb{R}$, we have

$$L_{N-1}^{N}(a, b; \tau) = \lim_{q \to 1} L_{N-1}^{N}(a, b; q, q^{\tau}),$$

so that the stochastic matrices defined by (1.5) are a limit case of the stochastic matrices defined by (1.6).

The first work related to the Macdonald chain was that of Gorin [14]. He examined the special case of equal parameters, $q = t$, and obtained (among other things) the description of the boundary. In the case $q = t$ the Macdonald polynomials become the Schur polynomials, as do the Jack polynomials with $\tau = 1$. However, as shown in [14], the replacement of the specialization at $(1, \ldots, 1)$ by that at $(1, q^{-1}, \ldots, q^{1-N})$ drastically changes the structure of the boundary: it becomes a totally disconnected space.

Then Cuenca [7] described the boundary of the Macdonald chain in a more general case, for $t = q^{\tau}$, where $\tau = 1, 2, 3, \ldots$.

In another direction, Sato [33,34] linked Gorin’s results to characters of a quantum version of the group $U(\infty)$.

### 1.5 Motivation for further generalization

The approach of the present work allows to describe the boundary of the Macdonald chain (1.7) for arbitrary values $q, t \in (0, 1)$. However, this is only a side result, as our concern is to study an extension of the chain (1.7).

The need of such an extension was explained in the joint work by Gorin and the author [15] about a $q$-version of the so called $zw$-measures. In the initial version, the $zw$-measures arose from the problem of harmonic analysis on the infinite-dimensional unitary group [4,27]; they form a four-parameter family of probability measures on the boundary of the Jack chain with $\tau = 1$. The Jack deformation of the $zw$-measures was constructed in [28], so it was natural to ask if there exists a $q$-deformation, too.

Initially we tried to construct $q$-deformed $zw$-measures in the framework of Gorin’s paper [14], but that attempt failed. Then we understood the reason: the desired result can be achieved only after enlarging the sets $\text{Sign}(N)$.

We proceed to necessary definitions.
1.6 Double signatures and extended Gelfand–Tsetlin graph

**Definition 1.2** By a *double signature of length* $N$ we mean an ordered pair of signatures $(a^+, a^-)$ such that $a^+ \in \text{Sign}(k)$, $a^- \in \text{Sign}(l)$, and $k + l = N$. The set of all such pairs is denoted by $\text{DSign}(N)$. We do not exclude the case when $k$ or $l$ equals 0. Thus, $\text{DSign}(N)$ is the disjoint union of the sets

$$\text{Sign}(N) \times \{\emptyset\}, \quad \text{Sign}(N - 1) \times \text{Sign}(1), \ldots, \text{Sign}(1) \times \text{Sign}(N - 1),$$

where $\{\emptyset\}$ is interpreted as a singleton (the ‘empty signature’).

We identify $\text{Sign}(N)$ with the subset $\text{Sign}(N) \times \{\emptyset\} \subset \text{DSign}(N)$. Thus, we may regard $\text{DSign}(N)$ as an extension of $\text{Sign}(N)$.

**Definition 1.3** We say that the double signatures $(a^+, a^-) \in \text{DSign}(N)$ and $(b^+, b^-) \in \text{DSign}(N - 1)$ *interlace* if one of the following two conditions holds:

(i) $(a^+, a^-) \in \text{Sign}(k) \times \text{Sign}(l)$ with $k > 0$, $(b^+, b^-) \in \text{Sign}(k - 1) \times \text{Sign}(l)$, and

$$a^+_1 \geq b^+_1 \geq \cdots \geq a^+_k \geq b^+_k \geq a^-_{k-1} \geq b^-_{k-1} \geq a^-_1 \geq b^-_1;$$

(ii) $(a^+, a^-) \in \text{Sign}(k) \times \text{Sign}(l)$ with $l > 0$, $(b^+, b^-) \in \text{Sign}(k) \times \text{Sign}(l - 1)$, and

$$a^+_1 \geq b^+_1 \geq \cdots \geq a^+_k \geq b^+_k, \quad a^-_1 \geq b^-_1 \geq \cdots \geq a^-_{l-1} \geq b^-_{l-1} \geq a^-_l.$$

Equivalently: $b^+ < a^+$ and $b^- < a^-$ with the understanding that if $b^\pm$ has the same length as $a^\pm$, then $a^\pm$ should be replaced by $a^\pm \cup \{-\infty\}$.

We write the interlacement relation for double signatures as $(b^+, b^-) < (a^+, a^-)$ or $(a^+, a^-) > (b^+, b^-)$.

Recall that the *Gelfand–Tsetlin graph* is the graded graph whose vertex set is the disjoint union $\bigsqcup_{N=1}^\infty \text{Sign}(N)$ and the edges are formed by the pairs $b < a$ of interlacing signatures.

**Definition 1.4** The *extended Gelfand–Tsetlin graph* is the graded graph whose vertex set is the disjoint union $\bigsqcup_{N=1}^\infty \text{DSign}(N)$ and the edges are formed by the pairs $(b^+, b^-) < (a^+, a^-)$ of interlacing double signatures.

This definition is equivalent to the one in [15].

The embedding $\text{Sign}(N) \to \text{DSign}(N)$ via the map $a \mapsto (a, \emptyset)$ induces an embedding of the conventional Gelfand–Tsetlin graph into the extended Gelfand–Tsetlin graph.

Note that if both components $a^+$ and $a^-$ are nonempty, then there are infinitely many vertices $(b^+, b^-) < (a^+, a^-)$. This is in sharp contrast with the conventional Gelfand–Tsetlin graph.

Note also that the extended Gelfand–Tsetlin graph is *not* the product of two copies of the conventional Gelfand–Tsetlin graph.
1.7 Point configurations attached to double signatures

**Definition 1.5** We fix two parameters \( q, t \in (0, 1) \) and two additional parameters \( \zeta_+ > 0 \) and \( \zeta_- < 0 \). To an arbitrary double signature \((a^+, a^-) \in \text{DSign}(N)\), where \( a^+ \in \text{Sign}(k), a^- \in \text{Sign}(l), k + l = N \), we assign an \( N \)-point configuration \( X_N(a) = X_N(a^+, a^-) \subset \mathbb{R}^* \), as follows:

\[
X_N(a) := \{\zeta_+ q^i t^{i-1} : i = 1, \ldots, k\} \cup \{\zeta_- q^{-i} t^{i-1} : i = 1, \ldots, l\}. \tag{1.8}
\]

For each \( N = 1, 2, 3 \ldots \), we denote by \( \Omega_N \) the set of all configurations of the form (1.8) with \( k + l = N \).

For instance, let \( N = 5, k = 3, l = 2, a^+ = (5, 3, 1) \), and \( a^- = (4, 2) \). Then the configuration (1.8) is the set

\[
\{\zeta_+ q^{-5} t, \zeta_+ q^{-3} t^2, \zeta_+ q^{-1} t^2, \zeta_- q^{-4} t, \zeta_- q^{-2} t\}.
\]

Or, listing the points in the ascending order,

\[
\{\zeta_- q^{-4} t, \zeta_- q^{-2} t, \zeta_+ q^{-1} t^2, \zeta_+ q^{-3} t, \zeta_+ q^{-5} t\}.
\]

Let us emphasize that the definition of \( X_N(a) \) and \( \Omega_N \) depends on the quadruple of parameters \((q, t, \zeta_+, \zeta_-)\), but we suppress them from the notation for the sake of brevity.

Note that distinct double signatures produce distinct configurations. This will enable us to switch from double signatures to point configurations and back.

1.8 The special case \( t = q^T, \tau = 1, 2, 3, \ldots \)

In this case the description of \( \Omega_N \) simplifies.

Namely, consider the two-sided \( q \)-lattice

\[
\mathbb{L} := \{\zeta_+ q^n : n \in \mathbb{Z}\} \cup \{\zeta_- q^n : n \in \mathbb{Z}\} \subset \mathbb{R}^*. \tag{1.9}
\]

If \( t = q \), then the configurations \( X \in \Omega_N \) are precisely the \( N \)-point subsets of \( \mathbb{L} \).

Next, if \( t = q^\tau \) with \( \tau = 2, 3, \ldots \), then the configurations \( X \in \Omega_N \) are the \( N \)-point subsets of \( \mathbb{L} \) subject to the following constraint: between any two neighboring points of \( X \) there are at least \( \tau - 1 \) unoccupied nodes of the lattice.

1.9 Construction of extended Macdonald chain (Theorem A)

Let \( \mathbb{Y} \) denote the set of all partitions; as in [19], we identify partitions with the corresponding Young diagrams. For \( N = 1, 2, \ldots \), let \( \mathbb{Y}(N) \subset \mathbb{Y} \) denote the subset of
partitions of length at most $N$. We have

$$ Y(1) \subset Y(2) \subset Y(3) \subset \ldots, \quad \bigcup_{N=1}^{\infty} Y(N) = Y. $$

Note that $Y(N)$ may be viewed as a subset of $\text{Sign}(N)$.

We denote by $P_{\nu|N}(x_1, \ldots, x_N; q, t)$ the $N$-variate Macdonald polynomial with parameters $(q, t)$ and the index $\nu \in Y(N)$. Every symmetric polynomial $f$ in $N$ variables may be viewed as a function $f(X)$ on $\Omega_N$; in particular, the function corresponding to a Macdonald polynomial is written as $P_{\nu|N}(X; q, t)$, where $X \in \Omega_N$. We denote by $[X]$ the smallest closed interval of $\mathbb{R}$ containing $X$.

For $z \in \mathbb{C}$ and a partition (=Young diagram) $\nu$ we set

$$ (z; q, t)_\nu := \prod_{(i, j) \in \nu} (1 - zq^{j-1}t^{1-j}), \quad (1.10) $$

where $(i, j)$ denotes the box on the intersection of the $i$th row and $j$th column.

Our first main result is

**Theorem A** Let $q, t \in (0, 1)$ and $\zeta_+ > 0$, $\zeta_- < 0$ be fixed. For each $N \geq 2$ there exists a unique stochastic matrix $\Lambda_{N-1}^N$ of format $\text{DSign}(N) \times \text{DSign}(N-1)$, such that the following two conditions hold.

(i) The entries $\Lambda_{N-1}^N(a, b)$ of $\Lambda_{N-1}^N$ are strictly positive if $b < a$ and are equal to 0 otherwise.

(ii) For any $a \in \text{DSign}(N)$ and any $\nu \in Y(N - 1)$,

$$ \sum_{b \in \text{DSign}(N-1)} \Lambda_{N-1}^N(a, b) \frac{P_{\nu|N-1}(X_{N-1}(b))}{(t^{N-1}; q, t)_\nu} = \frac{P_{\nu|N}(X_N(a))}{(t^N; q, t)_\nu}. \quad (1.11) $$

**Comments**

1. An explicit expression for the matrix entries $\Lambda_{N-1}^N(a, b)$ is given in Sect. 5.10. Like $X_N(a)$, it depends on $(q, t, \zeta_+, \zeta_-)$, but we suppress these parameters from the notation for the sake of brevity.

2. The matrix $\Lambda_{N-1}^N$ extends the matrix $L_{N-1}^N(q, t)$ from (1.6), in the sense that $L_{N-1}^N(q, t)$ can be identified with a submatrix (a diagonal block) of the matrix $\Lambda_{N-1}^N$. This follows from the computation in Sect. 2. Note that the claim is not evident from the comparison of (1.11) with (1.6): although both conditions are written in terms of Macdonald polynomials, they look quite different.

3. As pointed out in Sect. 1.4 above, the fact that the coefficients in the expansion (1.6) form a stochastic matrix immediately follows from the branching rule for the Macdonald polynomials. In the context of Theorem A, the definition of $\Lambda_{N-1}^N$ relies on Okounkov’s $q$-integral representation for Macdonald polynomials [22], and the proof of the theorem that we can offer is rather long. It can be simplified when $t = q^\tau$ with $\tau = 1, 2, 3, \ldots$; this case is examined separately in Sect. 4, so
that the reader may skip Sect. 5 if desired. In the special case \( q = t \), considered in [15], the proof is direct and easy ([15, Proposition 2.4]), due to the fact that then the entries of \( \Lambda_{N-1}^N \) are given by a simple formula. However, the approach of [15] does not apply in the two-parameter case.

4. We call (1.11) the coherency relation for Macdonald polynomials.

**Definition 1.6** Theorem A allows us to form the Markov chain

\[
\begin{align*}
&\text{DSign}(1) \xleftrightarrow{\Lambda_1^1} \text{DSign}(2) \xleftrightarrow{\Lambda_3^2} \text{DSign}(3) \xleftrightarrow{\Lambda_4^3} \ldots
\end{align*}
\]

(1.12)

We call it the extended Markov chain.

As is seen from claim (i) of the theorem, the transition probabilities of this Markov chain are attached to the edges of the extended Gelfand–Tsetlin graph.

**1.10 The boundary of the extended Macdonald chain (Theorem B)**

Our purpose is to find the boundary of the extended Macdonald chain (1.12) in the sense of Definition 7.1. Informally, we call it the \( \langle q, t \rangle \)-boundary of the extended Gelfand–Tsetlin graph.

**Definition 1.7** (i) By an infinite signature we mean an arbitrary infinite sequence of integers \( a_1 \geq a_2 \geq \ldots \). The infinite double signature is a pair \( (a^+, a^-) \) of signatures of which at least one is infinite. The set of infinite double signatures will be denoted by \( \text{DSign}(\infty) \).

(ii) To each infinite double signature \( a = (a^+, a^-) \) one assigns an infinite point configuration \( X_\infty(a) \subset \mathbb{R}^* \): it is defined as in (1.8): the only change is that one of the indices \( i, j \) (or both) will range over the whole set \( \{1, 2, 3, \ldots\} \).

Note that \( \text{DSign}(\infty) \) has the power of the continuum. The following is our second main result.

**Theorem B** The boundary of the extended Macdonald chain can be identified, in a natural way, with the set \( \text{DSign}(\infty) \) of infinite double signatures. Under this identification, the Markov kernels \( \Lambda_N^\infty : \text{DSign}(\infty) \rightarrow \text{DSign}(N) \) can be characterized via the relations

\[
\sum_{b \in \text{DSign}(N)} \Lambda_N^\infty(a, b) P_{|N}(X_N(b); q, t) = P_{\nu}(X_\infty(a); q, t), \quad \forall \nu \in \mathcal{Y}(N),
\]

(1.13)

where \( P_{\nu}(\cdot; q, t) \) is the Macdonald symmetric function indexed by \( \nu \).

**Comments**

1. A bit more detailed form of this statement is given in Theorem 8.4.
2. The parametrization of the boundary does not depend on the parameters $(q, t, \zeta_+, \zeta_-)$ but the Markov kernels $\Lambda_N^{\infty}$ do.

3. In the special case $t = q$ the result of Theorem B was proved in Gorin–Olshanski [15, Theorem 3.12],

4. As a corollary of Theorem B, one can obtain a description of the boundary for the (not extended) Macdonald chain (1.7) with arbitrary $q, t \in (0, 1)$. To do this it suffices to use the computation of Sect. 2, see comment 2 to Theorem A above. This extends earlier results of Gorin [14] (for the case $t = q$) and of Cuenca [7] (for $t = q^\tau$, $\tau = 1, 2, 3, \ldots$). Our approach is different from those of these works.

1.11 Coherent systems of measures and the approximation theorem (Theorem C)

**Definition 1.8** A sequence $\{M_N : N = 1, 2, 3, \ldots\}$ of probability measures on the sets $D\text{Sign}(N)$, $N = 1, 2, 3, \ldots$, is said to be a coherent system of measures if for any $N \geq 2$

$$\sum_{a \in D\text{Sign}(N)} M_N(a) \Lambda_{N-1}^{N}(a, b) = M_{N-1}(b), \quad \forall b \in D\text{Sign}(N-1). \quad (1.14)$$

Or, in short form, $M_N \Lambda_{N-1}^{N} = M_{N-1}$, where $M_N$ and $M_{N-1}$ are treated as row vectors.

By the very definition of the boundary, every coherent system $\{M_N\}$ gives rise to a probability measure $M_{\infty}$ on $D\text{Sign}(\infty)$, uniquely determined by the relations

$$M_{\infty} \Lambda_{N}^{\infty} = M_{N}, \quad N = 1, 2, \ldots,$$

where the left-hand side is the pushforward of $M_{\infty}$ by the Markov kernel $\Lambda_{N}^{\infty}$ linking $D\text{Sign}(\infty)$ with $D\text{Sign}(N)$. We call $M_{\infty}$ the boundary measure of the system $\{M_N\}$.

Consider the disjoint union

$$\widehat{D\text{Sign}} := D\text{Sign}(\infty) \sqcup \bigsqcup_{N=0}^{\infty} D\text{Sign}(N),$$

where $D\text{Sign}(0)$ is a singleton, interpreted as the pair of empty signatures. We equip $\widehat{D\text{Sign}}$ with a topology in the following way.

**Definition 1.9** Let us say that two signatures (finite or infinite, no matter) are $\varepsilon$-close (where $\varepsilon > 0$ is small), if they have the same set of coordinates exceeding $-\varepsilon^{-1}$. Likewise, we say that two double signatures, $(a^+, a^-)$ and $(b^+, b^-)$, are $\varepsilon$-close if so are $a^\pm$ and $b^\pm$.

The notion of $\varepsilon$-closeness just defined makes $\widehat{D\text{Sign}}$ a uniform space, and hence a topological space. It is a non-discrete locally compact space in which both $D\text{Sign}(\infty)$ and $\bigsqcup_{N=0}^{\infty} D\text{Sign}(N)$ are dense subsets.

The definition of the boundary measure can be made more concrete due to the next theorem, which is our third main result. We call it the approximation theorem.
Theorem C. For any coherent system \( \{ M_N \} \), the measures \( M_N \) converge to the boundary measure \( M_\infty \) in the weak topology of measures on the space \( \tilde{\text{DSign}} \).

1.12 Hypergeometric point processes

The main result of Gorin–Olshanski [15] was the construction of the so called \( q \)-zw-measures—a family of probability measures on the space \( \tilde{\text{DSign}}(\infty) \), depending on the parameter \( q \) and providing a \( q \)-version of the spectral measures coming from harmonic analysis on \( U(\infty) \) [4]. The \( q \)-zw-measures are further studied in [8].

In the subsequent paper [30] it is shown that the construction of the \( q \)-zw-measures can be extended by adding the second Macdonald parameter, \( t \). This is achieved based on Theorems A, B, C and leads to a new family of random point processes.

1.13 Organization of the paper

Section 2 establishes the link with [15]. In Sect. 3 we state Okounkov’s theorem about the \( q \)-integral representation of Macdonald polynomials in a form convenient for later use. In Sect. 4 we prove Theorem A for the case \( t = q^\tau \) with \( \tau \in \{1, 2, 3, \ldots \} \). Section 5 gives the proof of Theorem A for arbitrary \( q, t \in (0, 1) \). The essence of the argument is a delicate limit transition in Okounkov’s formula. The section ends with remarks concerning a continuous analogue of Theorem A. Theorems B and C are proved in Sect. 8 after a preparation occupying Sects. 6–7.

2 Link between two families of stochastic matrices

The purpose of this short section is to justify the claim in comment 2 to Theorem A (Sect. 1.9 above). Namely, in Proposition 2.1 below we show how to transform the equations (1.6) to the same form as in (1.11). This result establishes a link between our setup and that of Gorin [14] and Cuenca [7].

Note that the summation in (1.6) is actually taken over those signatures \( b \) that interlace with \( a \) (see (1.11)): indeed, this follows from the branching rule for Macdonald polynomials. Recall that the interlacement relation is denoted as \( b \prec a \).

To simplify the notation we assume here that \( \zeta_+ = 1 \). Given \( a \in \text{Sign}(N) \), we set

\[
X_N(a) := X_N(a, \emptyset) = \{ q^{-a_i} t^{i-1} : i = 1, \ldots, N \}.
\]

Let \( a \mapsto a^* \) denote the involutive map \( \text{Sign}(N) \to \text{Sign}(N) \) defined by

\[
(a_1, \ldots, a_N) \mapsto (-a_N, \ldots, -a_1).
\]
Proposition 2.1 Let the $L_{N-1}^N(a; b; q, t)$ be the coefficients from the expansion (1.6). For any $N = 2, 3, \ldots$, signature $\nu \in \Xi(N - 1)$ we have

$$\sum_{b < a} L_{N-1}^N(a^*, b^*; q, t) \frac{P_{\nu|N}(X_{N-1}(b); q, t)}{(t^{N-1}; q, t)_\nu} = \frac{P_{\nu|N}(X_N(a); q, t)}{(t^N; q, t)_\nu}. \quad (2.1)$$

**Proof** Using the fact that Macdonald polynomials are homogeneous we rewrite (1.6) as

$$\frac{P_{a|N}(u_1 t^{N-1}, \ldots, u_{N-1} t^{N-1}; q, t)}{P_{a|N}(t^{N-1}, t^{N-2}, \ldots, 1; q, t)} = \sum_{b < a} L_{N-1}^N(a, b; q, t) \frac{P_{b|N-1}(u_1 t^{N-2}, \ldots, u_{N-1} t^{N-2}; q, t)}{P_{b|N-1}(t^{N-2}, t^{N-3}, \ldots, 1; q, t)}. \quad (2.2)$$

Take $\nu \in \Xi(N - 1)$ and substitute in (2.2)

$$(u_1, \ldots, u_{N-1}) = (q^{\nu_1}, q^{\nu_2} t^{-1}, \ldots, q^{\nu_{N-1}} t^{2-N}).$$

Then we obtain

$$\frac{P_{a|N}(q^{\nu_1} t^{N-1}, \ldots, q^{\nu_{N-1}} t; q, t)}{P_{a|N}(t^{N-1}, t^{N-2}, \ldots, 1; q, t)} = \sum_{b < a} L_{N-1}^N(a, b; q, t) \frac{P_{b|N-1}(q^{\nu_1} t^{N-2}, \ldots, q^{\nu_{N-1}}; q, t)}{P_{b|N-1}(t^{N-2}, t^{N-3}, \ldots, 1; q, t)}. \quad (2.3)$$

Next, recall the label-argument symmetry relation for Macdonald polynomials ([19, ch. VI, (6.6))):

$$\frac{P_{\lambda|N}(q^{\lambda_1} t^{N-1}, \ldots, q^{\lambda_N} t, q^\lambda; q, t)}{P_{\lambda|N}(t^{N-1}, t^{N-2}, \ldots, 1; q, t)} = \frac{P_{\lambda|N}(q^{\mu_1} t^{N-1}, \ldots, q^{\mu_{N-1}} t, q^\mu; q, t)}{P_{\lambda|N}(t^{N-1}, t^{N-2}, \ldots, 1; q, t)}. \quad (2.4)$$

In [19], this relation is established for ordinary (non-Laurent) Macdonald polynomials, so that $\lambda, \mu$ are assumed to be partitions of length at most $N$. But the result is immediately extended to the Laurent version of Macdonald polynomials labelled by signatures. Applying the symmetry relation to both sides of (2.3) we obtain

$$\frac{P_{\nu|N}(q^{\alpha_1} t^{N-1}, \ldots, q^{\alpha_{N-1}} t, q^\alpha; q, t)}{P_{\nu|N}(t^{N-1}, t^{N-2}, \ldots, 1; q, t)} = \sum_{b < a} L_{N-1}^N(a, b; q, t) \frac{P_{\nu|N-1}(q^{\beta_1} t^{N-2}, \ldots, q^{\beta_{N-1}}; q, t)}{P_{\nu|N-1}(t^{N-2}, t^{N-3}, \ldots, 1; q, t)}. \quad (2.5)$$
Then we replace \((a, b)\) with \((a^*, b^*)\), which gives

\[
\frac{P_{v|N}(X_N(a); q, t)}{P_{v|N}(t^{N-1}, t^{N-2}, \ldots, 1; q, t)} = \sum_{b < a} L_{N-1}(a^*, b^*; q, t) \frac{P_{v|N-1}(X_{N-1}(b); q, t)}{P_{v|N-1}(t^{N-2}, t^{N-3}, \ldots, 1; q, t)}. \tag{2.6}
\]

Finally, from the principal specialization formula \([19, \text{Ch VI, (6.11')}]\) it follows that \(P_{v|N}(1, t, \ldots, t^{N-1}; q, t)\) differs from \((t^N; q, t)_v\) by a factor that depends only on \(v\). Therefore, (2.6) implies (2.1). \(\square\)

A similar computation is contained in Appendix B of Forrester–Rains \([11]\). See also the end of §2 of \([15]\).

## 3 Okounkov’s q-integral formula

In this section we formulate a result due to Okounkov \([22]\), which is substantially used in the sequel.

### 3.1 Notation from q-calculus

Throughout the paper we use the standard notation from q-calculus (see Gasper–Rahman \([13]\)): For \(z \in \mathbb{C}\) and \(m = 0, 1, 2, \ldots\)

\[
(z; q)_\infty := \prod_{n=0}^{\infty} (1 - zq^n), \quad (z; q)_m := \prod_{n=0}^{m-1} (1 - zq^n) = \frac{(z; q)_\infty}{(zq^m; q)_\infty}.
\]

The q-integral of a function \(f\) in the complex domain is defined by (below \(z, z' \in \mathbb{C}\))

\[
\int_{z'}^z f(w) dq_w := \int_0^z f(w) dq_w - \int_0^{z'} f(w) dq_w,
\]

where

\[
\int_0^z f(w) dq_w := (1 - q) \sum_{n=0}^{\infty} f(zq^n) zq^n.
\]

These definitions make sense for any complex \(q\) with \(|q| < 1\).
3.2 Okounkov’s formula

Introduce the following meromorphic function in $2N - 1$ variables:

$$R(z_1, \ldots, z_N; w_1, \ldots, w_{N-1}; q, t)$$

$$:= \prod_{r=1}^{N-1} \prod_{s=1}^{N} \frac{(w_r q / z_s; q)_\infty}{(w_r / z_s; q)_\infty} \prod_{1 \leq i \neq j \leq N} \frac{(z_i t / z_j; q)_\infty}{(z_i q / z_j; q)_\infty}. \quad (3.2)$$

Below we write $Z = (z_1, \ldots, z_N)$, $W = (w_1, \ldots, w_{N-1})$ and set

$$V(Z) := \prod_{1 \leq i < j \leq N} (z_i - z_j), \quad V(W) := \prod_{1 \leq r < s \leq N-1} (w_r - w_s).$$

A constant $C_N(q, t)$ is defined by

$$C_N(q, t) := \frac{(t; q)_\infty^N}{(1 - q)^{N-1}(t^N; q)_\infty((q; q)_\infty)^{N-1}}. \quad (3.3)$$

Recall that the symbol $(z; q, t)_\nu$ was defined in (1.10).

Finally, recall that $P_{\nu|N}(\cdot; q, t)$ is our notation for the $N$-variate Macdonald polynomial indexed by a partition $\nu \in \mathcal{Y}(N)$, with parameters $(q, t)$. Our normalization of these polynomials is the same as in [19]; that is, the monomial $x_1^{\nu_1} \ldots x_N^{\nu_N}$ enters $P_{\nu|N}(x_1, \ldots, x_N; q, t)$ with coefficient 1.

**Theorem 3.1** (Okounkov [22], Theorem I) Let $q \in \mathbb{C}$, $|q| < 1$. Next, let $N = 2, 3, \ldots$ and $\nu \in \mathcal{Y}(N-1)$. Finally, let $Z = (z_1, \ldots, z_N) \in \mathbb{C}^N$ and $t \in \mathbb{C}$ be in general position.

Then the following formula holds

$$\frac{C_N(q, t)}{V(Z)} \int_{z_2}^{z_1} d_q w_1 \int_{z_3}^{z_2} d_q w_2 \ldots \int_{z_N}^{z_{N-1}} d_q w_{N-1} \times V(W) R(z_1, \ldots, z_N; w_1, \ldots, w_{N-1}; q, t) \frac{P_{\nu|N-1}(w_1, \ldots, w_{N-1}; q, t)}{(t^{N-1}; q, t)_\nu} = \frac{P_{\nu|N}(z_1, \ldots, z_N; q, t)}{(t^N; q, t)_\nu}. \quad (3.4)$$

Note that the assumption about general position (not explicitly mentioned in [22]) is imposed in order to avoid possible singularities of the integrand on the $q$-contour of integration.
3.3 A special case

Suppose that $t = q^\tau$, where $\tau \in \{1, 2, \ldots\}$. Then the expression (3.2) can be simplified:

$$R(z_1, \ldots, z_N; w_1, \ldots, w_{N-1}; q, q^\tau) = \prod_{r=1}^{N-1} \frac{\prod_{s=1}^{N} (w_rq/z_s; q)_{\tau-1}}{\prod_{1 \leq i \neq j \leq N} (z_iq/z_j; q)_{\tau-1}}.$$  \hspace{1cm} (3.5)

In the case $t = q$ we simply have

$$R(z_1, \ldots, z_N; w_1, \ldots, w_{N-1}; q, q) \equiv 1.$$

3.4 Another special case

Another kind of simplification in Theorem 3.1 occurs when $q = 0$ (the case of Hall–Littlewood polynomials). Then (3.2) turns into

$$R(z_1, \ldots, z_N; w_1, \ldots, w_{N-1}; 0, t) := \prod_{j=1}^{N} \frac{\prod_{i \neq j} (z_j - z_it)}{\prod_{i=1}^{N-1} (z_j - w_it)},$$

and the $q$-integral (3.1) reduces to

$$\int_z^{z'} f(w) dqw \bigg|_{q=0} = zf(z) - z' f(z'),$$

so that the multiple $q$-integral (3.4) reduces to a finite sum (because of the factor $V(W)$, the sum actually comprises not $2^{N-1}$ but only $N$ summands).

3.5 Remark on alternate derivation of Okounkov’s formula

Okounkov first shows ([22, Proposition 3.4]) that the left-hand side of (3.4) is a symmetric polynomial in variables $(z_1, \ldots, z_N)$, of the same degree (in this claim the polynomial $P_{\nu|N-1}(w_1, \ldots, w_{N-1}; q, t)$ can be replaced by an arbitrary symmetric polynomial). This part of his proof is relatively easy and short, while the remaining part is longer and more intricate. But the latter part can be replaced by the following argument. The aforementioned proposition allows to reduce the desired identity (3.4) to the special case when, in the notation of Sect. 2,

$$(z_1, \ldots, z_N) = X_N(a), \quad a \in \text{Sign}(N).$$

And then the computation of Sect. 2 allows to further reduce the identity to the branching rule for the Macdonald polynomials.

After I realized this, I found a similar remark in Forrester–Rains [11, comment after (3.17)].
4 Proof of Theorem A: special case $t = q^r$, $r = 1, 2, 3, \ldots$

4.1 Preliminaries

Throughout this section we assume that $t = q^r$, where $0 < q < 1$ and $r$ is a fixed positive integer.

Recall the definition (1.8): the two-sided $q$-lattice $\mathbb{L} \subset \mathbb{R} \setminus \{0\}$ is the subset

\[ \mathbb{L} = \mathbb{L}_+ \cup \mathbb{L}_-, \quad \mathbb{L}_\pm := \{\xi \pm q^n : n \in \mathbb{Z}\} \subset \mathbb{R}^r, \quad (4.1) \]

where $\xi_- < 0$ and $\xi_+ > 0$ are two fixed extra parameters. We need these two parameters only to define the lattice $\mathbb{L}$. Note that $\mathbb{L}$ does not change if $\xi_+$ or $\xi_-$ is multiplied by an integral power of parameter $q$. Points of $\mathbb{L}$ are called nodes.

In this section, by a configuration we always mean a subset $X \subset \mathbb{L}$. We say that a configuration $X$ is $\tau$-sparse if any two distinct points of $X$ are separated by at least $\tau - 1$ empty nodes (of course, this is a real constraint only for $\tau \geq 2$).

Equivalently, $X$ is $\tau$-sparse if for any two distinct points $x, x'$ of $X$ the following condition holds: $0 < x' < x$ implies $x' \leq x \tau$, and $x < x' < 0$ implies $x' \geq x \tau$. One more equivalent formulation: for any two distinct points $x, x' \in X$ of the same sign, one has $|\log_q(x/x')| \geq \tau$.

Definition 4.1 Given two nodes $x' < x$ of $\mathbb{L}$, which are separated by at least $\tau - 1$ other nodes, we introduce a special notion of $q$-interval $\mathcal{I}_\tau(x', x)$. This is a set of nodes whose definition depends on the position of the pair $(x', x)$ with respect to $0$:

1. If $0 < x' < x$, then $\mathcal{I}_\tau(x', x) := \{y \in \mathbb{L}_+ : x'q^{-\tau} \leq y \leq x\}$.
2. If $x' < x < 0$, then $\mathcal{I}_\tau(x', x) := \{y \in \mathbb{L}_- : x' \leq y \leq xq^{-\tau}\}$.
3. If $x' < 0 < x$, then $\mathcal{I}_\tau(x', x) := \{y \in \mathbb{L} : x' \leq y \leq x\}$.

Note that in the third case $\mathcal{I}_\tau(x', x)$ contains infinitely many nodes.

Definition 4.2

(i) For each $N = 1, 2, \ldots$ we denote by $\Omega_N$ the set of $\tau$-sparse $N$-point configurations on $\mathbb{L}$.

(ii) We say that two configurations $X, Y \in \Omega_N$ interlace if the following condition holds. Write $X = (x_1 > \cdots > x_N)$ and $Y = (y_1 > \cdots > y_N)$; then we require that $y_i \in \mathcal{I}_\tau(x_{i+1}, x_i)$ for every $i = 1, \ldots, N - 1$.

This definition of $\Omega_N$ in item (i) agrees with Definition 1.5: the $N$-point $\tau$-sparse configurations are precisely the configurations $X_N(a^+, a^-) \in \text{DSign}(N)$. The definition of interlacement in item (ii) agrees with Definition 1.3. Below we write the interlacement relation as $X > Y$ or $Y < X$.

4.2 The matrices $\Lambda_{N-1}^N$

Let us agree to enumerate the points of a given configuration $X \in \Omega_N$ in the descending order: $X = (x_1 > \cdots > x_N)$. Keeping this in mind, we set

\[ V(X) = \prod_{1 \leq i < j \leq N} (x_i - x_j). \]
Thus, $V(X) > 0$. In the case $N = 1$ we agree that $V(X) = 1$.

**Definition 4.3** For each $N = 2, 3, \ldots$ we define the matrix $\Lambda^N_{N-1}$ of format $\Omega_N \times \Omega_{N-1}$ with the following entries $\Lambda^N_{N-1}(X, Y)$:

- $\Lambda^N_{N-1}(X, Y) = 0$ unless $X \succ Y$.
- If $X \succ Y$, then

$$
\Lambda^N_{N-1}(X, Y) = \frac{((t; q)_\infty)^N}{(tN; q)_\infty((q; q)_\infty)^{N-1}} \cdot \frac{V(Y)}{V(X)} \cdot \prod_{y \in Y} |y| \cdot \prod_{x, x' \in X: x \neq x'} (xq/x'; q)_{\tau-1} \cdot (\prod_{y \in Y} \prod_{x \in X} (yq/x; q)_{\tau-1} \cdot \prod_{x, x' \in X: x \neq x'} (xq/x'; q)_{\tau-1}).
$$

(4.2)

In the simplest case $\tau = 1$ the expression on the right-hand side simplifies and reduces to

$$
(q; q)_{N-1} \prod_{y \in Y} |y| \cdot \frac{V(Y)}{V(X)},
$$

(4.3)

which agrees with the definition given in [15,29].

**Lemma 4.4** All the entries $\Lambda^N_{N-1}(X, Y)$ are nonnegative.

**Proof** We will show that $X \succ Y$ entails $\Lambda^N_{N-1}(X, Y) > 0$. In the case $\tau = 1$ this follows immediately from (4.3), so we will assume that $\tau \geq 2$.

Suppose first that $X \subset \mathbb{L}_+$, that is, all points of $X$ are on the right of 0. Then, according to Definition 4.2, the following inequalities hold

$$
x_1 > \cdots > x_N > 0, \quad x_i \geq x_{i+1}^q - \tau, \quad i = 1, \ldots, N-1; \quad (4.4)
$$

$$
y_1 > \cdots > y_{N-1}, \quad x_i \geq y_i \geq x_{i+1}^q - \tau, \quad i = 1, \ldots, N-1. \quad (4.5)
$$

We have to prove that the quantity

$$
\prod_{y \in Y} \prod_{x \in X} (yq/x; q)_{\tau-1} \prod_{x, x' \in X: x \neq x'} (xq/x'; q)_{\tau-1}
$$

is strictly positive. Let us split it in two parts:

$$
\prod_{i \geq j \geq 1} (y_i q/x_j; q)_{\tau-1} \prod_{1 \leq i < j \leq N} (y_i q/x_j; q)_{\tau-1}, \quad \prod_{i \geq j \geq 1} (x_i q/x_j; q)_{\tau-1} \prod_{1 \leq i < j \leq N} (x_i q/x_j; q)_{\tau-1}.
$$

In the first part, all the factors in the numerator and denominator are strictly positive because of (4.4) and (4.5): indeed, $i \geq j$ implies $0 < y_i q/x_j < 1$, while $i > j$ implies $0 < x_i q/x_j < 1$ (here we use the assumption $\tau \geq 2$).
Next, the second part of our expression can be rewritten in the form

\[
\prod_{i=1}^{N-1} \prod_{j=i+1}^{N} \frac{(y_i q/x_j; q)_{\tau-1}}{(x_i q/x_j; q)_{\tau-1}} = \prod_{i=1}^{N-1} \prod_{j=i+1}^{N} \frac{1-y_i q^\tau/x_j}{1-x_i q^\tau/x_j}.
\]

Now the inequalities (4.4) and (4.5) show that all the factors in the denominator and the numerator are strictly negative. Since they contain equally many factors, we conclude that the whole expression is strictly positive.

The same reasoning is applicable in the case \( X \subset \mathbb{L}_- \) (observe that the definition of \( \tau \)-sparse configurations is symmetric with respect to reflection about zero, and so is the interlacement relation).

Now we turn to the case when 0 sits somewhere inside \( X \), that is, \( x_{k+1} < 0 < x_k \) for some \( k < N \). Let us split \( X \) into two parts, \( X_- \cup X_+ \), where \( X_- := X \cap \mathbb{L}_- \) and \( X_+ := X \cap \mathbb{L}_+ \). Next, observe that \( (y q/x; q)_{\tau-1} > 0 \) whenever \( y \) and \( x \) have opposite signs. Likewise, \( (x q/x'; q)_{\tau-1} > 0 \) whenever \( x \) and \( x' \) have opposite signs. Let us discard the corresponding factors.

Note that \( y_k \in [x_{k+1}, x_k] \) and all factors \( (y_k q/x; q)_{\tau-1} \), where \( x \) has the same sign as \( y_k \), are strictly positive, because \( y_k q/x < 1 \). Thus, these factors may again be discarded. After that the problem is reduced to the case when \( X = X_\pm \), examined above.

The next remark will be used in the proof of Theorem 4.6.

**Remark 4.5** Let \( X = (x_1 > \cdots > x_N) \in \Omega_N \) and let \( Y = (y_1 > \cdots > y_{N-1}) \) be an \((N-1)\)-point configuration such that \( y_i \in \mathcal{J}_1(x_{i+1}, x_i) \) for \( i = 1, \ldots, N-1 \). Then the right-hand side of (4.2) vanishes unless the stronger condition \( y_i \in \mathcal{J}_\tau(x_{i+1}, x_i) \) holds for all \( i \), meaning that \( Y \) must interlace with \( X \) in the sense of Definition 4.2.

Indeed, we have to show that if \( y_i \in \mathcal{J}_1(x_{i+1}, x_i) \setminus \mathcal{J}_\tau(x_{i+1}, x_i) \) for some \( i \), then the right-hand side of (4.2) vanishes. Let us examine the possible cases.

1. \( x_{i+1} < 0 < x_i \). Then \( \mathcal{J}_1(x_{i+1}, x_i) = \mathcal{J}_\tau(x_{i+1}, x_i) \), so the claim is trivial.
2. \( 0 < x_{i+1} = x_i q^\ell < x_i \) with \( \ell \in \{\tau, \tau + 1, \tau + 2, \ldots\} \). Then

   \[
   \mathcal{J}_1(x_{i+1}, x_i) = \{ y \in \mathbb{L}_+ : x_{i+1}q^{-1} \leq y \leq x_i \},
   \]
   \[
   \mathcal{J}_\tau(x_{i+1}, x_i) = \{ y \in \mathbb{L}_+ : x_{i+1}q^{-\tau} \leq y \leq x_i \}.
   \]

   If \( y_i \in \mathcal{J}_1(x_{i+1}, x_i) \setminus \mathcal{J}_\tau(x_{i+1}, x_i) \), then \( (y_i q/x_{i+1}; q)_{\tau-1} = 0 \), so that the right-hand side of (4.2) vanishes.

3. \( x_{i+1} < x_i = x_i q^\ell < 0 \) with \( \ell \in \{\tau, \tau + 1, \tau + 2, \ldots\} \). Then

   \[
   \mathcal{J}_1(x_{i+1}, x_i) = \{ y \in \mathbb{L}_- : x_{i+1} \leq y \leq x_i q^{-1} \},
   \]
   \[
   \mathcal{J}_\tau(x_{i+1}, x_i) = \{ y \in \mathbb{L}_- : x_{i+1} \leq y \leq x_i q^{-\tau} \}.
   \]

   If \( y_i \in \mathcal{J}_1(x_{i+1}, x_i) \setminus \mathcal{J}_\tau(x_{i+1}, x_i) \), then \( (y_i q/x_i; q)_{\tau-1} = 0 \), so that the right-hand side of (4.2) vanishes.
4.3 The coherency relation

Recall that \( \mathbb{Y} \) denotes the set of partitions, which we identify with the corresponding Young diagrams. Next, the length of a partition \( \nu \in \mathbb{Y} \) is denoted by \( \ell(\nu) \), and \( \mathbb{Y}(N) := \{ \nu \in \mathbb{Y} : \ell(\nu) \leq N \} \).

Let \( \text{Sym}(N) \) denote the algebra of symmetric polynomials with \( N \) variables (as the base field one can take \( \mathbb{R} \) or \( \mathbb{C} \)). Every polynomial \( f \in \text{Sym}(N) \) gives rise to a function on \( \Omega_N \): if \( X = (x_1, \ldots, x_N) \in \Omega_N \), then we write \( f(X) := f(x_1, \ldots, x_N) \) (since \( f \) is symmetric, the result does not depend on the enumeration of the points of \( X \)). In particular, this is applicable to Macdonald polynomials, and we write their values at configurations \( X \in \Omega_N \) as \( P_{\nu|N}(X; q, t) \).

**Theorem 4.6** Let \( N = 2, 3, \ldots \) and \( \Lambda_N^{N-1} \) be the matrix of format \( \Omega_N \times \Omega_{N-1} \) introduced in Definition 4.3. Recall that \( t = q^\tau \), where \( 0 < q < 1 \) and \( \tau \) is a positive integer. For any \( \nu \in \mathbb{Y}(N - 1) \) and any \( X \in \Omega_N \) the following ‘coherency relation’ holds

\[
\sum_{Y \in \Omega_{N-1}} \Lambda_N^{N-1}(X, Y) \frac{P_{\nu|N-1}(Y; q, t)}{(t^{N-1}; q, t)_\nu} = \frac{P_{\nu|N}(X; q, t)}{(t^N; q, t)_\nu}. \tag{4.6}
\]

Recall that the symbol \((z; q, t)_\nu\) was defined in (1.10). Note that \((z; q, t)_\nu \neq 0\) if \( z \) is real and less than 1, hence \((t^N; q, t)_\nu \neq 0\) and \((t^{N-1}; q, t)_\nu \neq 0\) for any \( N = 2, 3, \ldots \).

**Corollary 4.7** The \( \Lambda_N^{N-1}, N = 2, 3, \ldots, \) are stochastic matrices.

**Proof of the corollary** By Lemma 4.4, the matrix entries are nonnegative. Next, take in (4.6) as \( \nu \) the zero partition (= empty Young diagram). In this case the corresponding Macdonald polynomials are identically equal to 1 and the generalized Pochhammer symbols in the denominators also equal 1. Then (4.6) means that the row sums of \( \Lambda_N^{N-1} \) equal 1. We conclude that \( \Lambda_N^{N-1} \) is a stochastic matrix. \( \square \)

**Proof of the theorem** We enumerate the points of \( X \) and \( Y \) in descending order: \( X = (x_1 > \cdots > x_N), Y = (y_1 > \cdots > y_{N-1}) \). Then \( X > Y \) means exactly that \( y_i \in U(x_{i+1}, x_i) \) for all \( i = 1, \ldots, N-1 \).

First of all, observe that the series on the left-hand side of (4.6) converges. Indeed, if \( X \) is entirely contained in \( \mathbb{L}_+ \) or \( \mathbb{L}_- \), then there are only finitely many \( Y \)'s interlacing with \( X \), so the sum is finite. If \( X \) has points both in \( \mathbb{L}_+ \) and \( \mathbb{L}_- \), then there exists a unique index \( k \) such that \( x_{k+1} < 0 < x_k \). It follows that the \( q \)-interval \( U(x_{k+1}, x_k) \) comprises infinitely many nodes, while all other \( q \)-intervals \( U(x_{i+1}, x_i) \) contain finitely many nodes. Then the series on the left-hand side is infinite, but its convergence is assured by the factor \( |y_k| \) entering the right-hand side of (4.2).

In the simplest case \( \tau = 1 \), the Macdonald polynomials turn into the Schur functions, and then (4.6) admits a simple direct proof, see Gorin-Olshanski [15, Proposition 2.7] and Kim-Stanton [18]. In the case \( \tau = 2, 3, \ldots \) we derive (4.6) from Okounkov’s formula (3.4).
A simple but important observation is that if \( x' < x \) is a pair of points of \( \mathbb{L} \), then

\[
\int_{x'}^{x} f(y) d_q y = (1 - q) \sum_{y \in \mathcal{J}_1(x', x)} |y| f(y).
\]

Indeed, if \( x' < 0 < x \), this follows directly from the definition (3.1) of the \( q \)-integral. If \( x \) and \( x' \) are of the same sign, then the terms corresponding to points \( y \) lying outside the set \( \mathcal{J}_1(x', x) \subset [x', x] \) cancel out. Let us emphasize that the assumption \( x', x \in \mathbb{L} \) is crucial here; if it is dropped, then it may well happen that the \( q \)-integral depends on the values of \( f \) at some points \( y \) outside \([x', x]\).

Let us return to Okounkov’s formula (3.4) and show that it reduces to (4.6) when \( x_1, \ldots, x_N \) are the points of a configuration \( X \in \Omega_N \) enumerated in the descending order.

Indeed, due to (4.7), the multiple \( q \)-integral in (3.4) becomes a sum over the set \( \mathcal{J}_1(x_N, x_{N-1}) \times \cdots \times \mathcal{J}_1(x_2, x_1) \). Let us compare this sum with the sum on the left-hand side of (4.6). From comparison of (4.2) with (3.5) it is seen that both expressions have the same form, and the only apparent difference is that in (4.6), the summation is taken over the smaller set \( \mathcal{J}_\tau(x_N, x_{N-1}) \times \cdots \times \mathcal{J}_\tau(x_2, x_1) \). However, this does not matter because of Remark 4.5, which shows that all the extra summands actually vanish.

This completes the proof of the theorem. \( \Box \)

Theorem 4.6 and Corollary 4.7 provide a proof of Theorem A in the case of \( t = q^\tau \), \( \tau \in \{1, 2, \ldots\} \), except the uniqueness claim. The proof of the latter claim (in the general case) is given below in Sect. 5.3.

5 Proof of Theorem A: general case

Throughout this section \( \xi_+ > 0 \) and \( \xi_- < 0 \) are fixed parameters; \( q \) and \( t \) are supposed to lie in the open interval \((0, 1)\).

The goal of this section is to prove Theorem A (Sect. 1.9) and exhibit an explicit expression for the matrices \( \Lambda_{N_{N-1}}^N \) (see Sect. 5.10).

In the course of the proof, we sometimes need to introduce the assumption that \( t \) is in general position with respect to \( q \), but each time this constraint is ultimately removed.

5.1 The sets \( \Omega_N \)

As in Sect. 4, it will be convenient for us to switch from double signatures \( a \in \text{DSign}(N) \) to the corresponding point configurations \( X_N(a) \in \Omega_N \). We start with a direct description of the sets \( \Omega_N \) and then translate the notion of interlacement \( b < a \) into the language of configurations. This looks a bit more complicated as in the special case examined in Sect. 4.
Below we use the notation 

\[ q^Z := \{ q^m : m \in \mathbb{Z} \}, \quad Z_{\geq 0} := \{ 0, 1, 2, \ldots \}, \quad q^{Z_{\geq 0}} := \{ q^m : m \in Z_{\geq 0} \}. \]

Given an \( N \)-tuple \( X = (x_1 > \cdots > x_n) \) of nonzero real numbers, we set

\[ k = k(X) := \#\{ i = 1, \ldots, N : x_i > 0 \}. \]

**Lemma 5.1** Let \( N = 1, 2, \ldots \). The set \( \Omega_N \) introduced in Definition 1.5 consists of \( N \)-tuples \( (x_1 > \cdots > x_N) \) of nonzero real numbers satisfying the following constraints (1) – (4):

1. If \( k \geq 1 \), then \( x_1 \in \zeta + q^Z \).
2. If \( k \geq 2 \), then \( x_{i+1} \in x_i q^{Z_{\geq 0}} t \) for each \( i = 1, \ldots, k - 1 \).
3. If \( N - k \geq 1 \), then \( x_N \in \zeta - q^Z \).
4. If \( N - k \geq 2 \), then \( x_{i-1} \in x_i q^{Z_{\geq 0}} t \) for each \( i = N, \ldots, k + 2 \).

**Proof** Evident from Definition 1.5.

Let \( X = (x_1 > \cdots > x_N) \in \Omega_N \) and \( Y = (y_1 > \cdots > y_{N-1}) \in \Omega_{N-1} \), where \( N = 2, 3, \ldots \). We say that \( X \) and \( Y \) interlace (and then write \( X > Y \) or \( Y < X \)) if the corresponding double signatures interlace in the sense of Definition 1.3.

**Lemma 5.2** Let \( X \in \Omega_N \) and \( Y \in \Omega_{N-1} \). The configurations \( X \) and \( Y \) interlace if and only if for each \( r = 1, \ldots, N - 1 \), the coordinate \( y_r \) satisfies the following condition varying depending on the relative position of \( r \) and \( k \):

1. Suppose \( 1 \leq r < k \) and observe that this implies that \( 0 < x_{r+1} < x_r \) and \( x_{r+1} = x_r q^{l_r} t \) with some \( l_r \in \mathbb{Z}_{\geq 0} \). Then \( y_r = x_r q^{m_r} \) with \( 0 \leq m_r \leq l_r \).
2. Suppose \( k \leq r \leq N - 1 \) and observe that this implies that \( x_{r+1} < x_r < 0 \) and \( x_r = x_{r+1} q^{l_r} t \) with some \( l_r \in \mathbb{Z}_{\geq 0} \). Then \( y_r = x_{r+1} q^{m_r} \) with \( 0 \leq m_r \leq l_r \).
3. Suppose \( 0 < k = r < N \) and observe that this implies \( x_{k+1} < 0 < x_k \). Then \( y_k = x_k q^{m_k} \) or \( y_k = x_{k+1} q^{m_k} \), where \( m_k \in \mathbb{Z}_{\geq 0} \) may be arbitrary.

**Proof** Evident from Definition 1.3.

Note that in all cases we have \( x_{r+1} \leq y_r \leq x_r \).

### 5.2 Scheme of proof

The coherency relation (1.11) can now be rewritten in the form

\[
\sum_{Y \in \Omega_{N-1}} \Lambda^N_{N-1}(X, Y) \frac{P_{v|N-1}(Y; q, t)}{(r^{N-1}; q, t)_v} = \frac{P_{v|N}(X; q, t)}{(t^N; q, t)_v}, \tag{5.1}
\]

where \( X \in \Omega_N \) and \( v \in \mathbb{Y}(N - 1) \) are arbitrary.

We are going to prove that (5.1) holds true for a certain matrix \( \Lambda^N_{N-1} \) of format \( \Omega_N \times \Omega_{N-1} \) whose entries \( \Lambda^N_{N-1}(X, Y) \) are strictly positive for \( X > Y \) and equal 0.
otherwise. Once this is done, the remaining claims of Theorem A will follow quickly. Indeed, the fact that the row sums of $\Lambda^N_{N-1}$ equal 1 (meaning that $\Lambda^N_{N-1}$ is stochastic) is equivalent to the simplest particular case of (5.1) corresponding to $\nu = \emptyset$, and the uniqueness of the matrix is proved easily (Lemma 5.3 below).

As in the context of Sect. 4, we derive the desired coherency relation (5.1) from Okounkov’s formula (3.4). However, we can no longer simply substitute $Z = X$ into (3.4). The reason is that in doing so, for general $(q, t)$ and $N \geq 3$, we can stumble upon singularities. This is shown in Example 5.8.

Our strategy is the following. First, we represent the multiple $q$-integral on the left-hand side of (3.4) as a multiple sum (Lemma 5.4 below). Next, instead of directly substitute $Z = X$ into this sum, we specialize $z_i \rightarrow x_i$ step by step, by sorting out the coordinates in a special order depending on $k = k(X)$, as indicated in Definition 5.11 below. (A somewhat similar trick works in a different context, related to the $R$-matrix formalism, see e.g. Nazarov–Tarasov [21, §2].)

We show that, under assumption that $t$ is in general position with respect to $q$, in the course of this procedure, each term of our multiple sum remains well defined and finally has a limit. Many terms actually vanish in the limit, but those that survive give a weighted sum over the configurations $Y \prec X$, just as on the left-hand side of (5.1).

After that we check that in the final sum, the constraint on $t$ becomes inessential and can be dropped. Moreover, the weights $\Lambda^N_{N-1}(X, Y)$ turn out to be strictly positive.

5.3 Uniqueness claim in Theorem A

This claim follows from the next lemma, which is similar to [29, Lemma 4.1]. We fix $K \in \{1, 2, \ldots \}$ and define $\tilde{\Omega}_K$ as the disjoint union of the sets $\Omega_k$ with $0 \leq k \leq K$. Next, given $A > 0$, we denote by $\tilde{\Omega}_K[-A, A]$ the subset of those configurations in $\tilde{\Omega}_K$ that are entirely contained in the closed interval $[-A, A]$. Recall that $\text{Sym}(K)$ is our notation for the algebra of symmetric polynomials in $K$ variables. Any polynomial $P \in \text{Sym}(K)$ can be viewed as a function on $\tilde{\Omega}_K[-A, A]$, with zeroes added as arguments if needed. Given a finite measure $M$ on $\tilde{\Omega}_K[-A, A]$, we can form its pairing $\langle M, P \rangle$ with any $P \in \text{Sym}(K)$:

$$\langle M, P \rangle := \sum_{X \in \tilde{\Omega}_K[-A, A]} P(X)M(X).$$

This makes sense because $\tilde{\Omega}_K[-A, A]$ (as well as $\tilde{\Omega}_K$) is a countable set; here we tacitly assume that the sigma-algebra on $\tilde{\Omega}_K$ is generated by the singletons.

Lemma 5.3 In this notation, any finite measure on $\tilde{\Omega}_K[-A, A]$ is uniquely determined by its pairings with the Macdonald polynomials indexed by partitions $\nu \in \mathcal{Y}(K)$.

Proof In Sect. 6.1 we define a nontrivial Hausdorff topology on $\tilde{\Omega}_K$. In this topology, $\tilde{\Omega}_K[-A, A]$ is a compact subset. Although the topology is not discrete, this does not affect the Borel structure of the countable space $\tilde{\Omega}_K$: the Borel sets are simply arbitrary subsets, as for the discrete topology. Therefore, any finite measure on $\tilde{\Omega}_K[-A, A]$ is uniquely determined by its pairings with continuous functions.
Further, polynomials $P \in \text{Sym}(K)$ are continuous functions on $\tilde{\Omega}_K[-A,A]$. Moreover, they separate points. Therefore, by virtue of the Stone–Weierstrass theorem, they form a dense subalgebra in the algebra of real-valued continuous functions on $\tilde{\Omega}_K[-A,A]$. Finally, the Macdonald polynomials $P_v|_K(\cdot; q, t)$ with $v \in \mathcal{Y}(K)$ form a basis in $\text{Sym}(K)$. This proves the lemma. \hfill \square

In the context of Theorem A, we apply the lemma to the measure $\Lambda^N_{N-1}(X, \cdot)$ by taking $K = N - 1$ and choosing the interval $[-A, A]$ so large that it contains all points of $X$. This will guarantee that the measure $\Lambda^N_{N-1}(X, \cdot)$ is supported on $\tilde{\Omega}_{N-1}[-A,A]$ because of the interlacement condition.

5.4 Reorganization of Okounkov’s formula

To write the $q$-integral (3.4) as a multiple sum we need to introduce a suitable notation. Let

$$
\varepsilon := (\varepsilon(1), \ldots, \varepsilon(N - 1)) \in \{0, 1\}^{N-1}
$$

denote an arbitrary binary word of length $N - 1$, and let

$$
m := (m_1, \ldots, m_{N-1}) \in \mathbb{Z}^{N-1}_{\geq 0}
$$

be an arbitrary $(N - 1)$-tuple of nonnegative integers. Given $\varepsilon$ and $m$ as above, we assign to every ordered $N$-tuple $Z = (z_1, \ldots, z_N) \in \mathbb{C}^N$ an $(N - 1)$-tuple $\tilde{Z} \in \mathbb{C}^{N-1}$:

$$
\tilde{Z} := (\tilde{z}_1, \ldots, \tilde{z}_{N-1}) := (z_1+\varepsilon(1))q^{m_1}, \ldots, z_{N-1+\varepsilon(N-1)}q^{m_{N-1}}.
$$

Next, we set

$$
R_{\varepsilon,m}(Z; q, t) := \prod_{r=1}^{N-1} \prod_{s=1}^{N} \frac{(\tilde{z}_r q / z_s; q)_{\infty}}{(\tilde{z}_r t / z_s; q)_{\infty}} \prod_{1 \leq i \neq j \leq N} \frac{(z_i t / z_j; q)_{\infty}}{(z_i q / z_j; q)_{\infty}}.
$$

Or, in more detailed notation,

$$
R_{\varepsilon,m}(Z; q, t) := \prod_{r=1}^{N-1} \prod_{s=1}^{N} \frac{(z_{r+\varepsilon(r)}q^{m_{r+1}} / z_s; q)_{\infty}}{(z_{r+\varepsilon(r)}q^{m_{r}}t / z_s; q)_{\infty}} \prod_{1 \leq i \neq j \leq N} \frac{(z_i t / z_j; q)_{\infty}}{(z_i q / z_j; q)_{\infty}}.
$$

Note that $(a; q)_{\infty}$ is an entire function in $a \in \mathbb{C}$, with simple zeroes at the points $1, q^{-1}, q^{-2}, \ldots$. If follows that $R_{\varepsilon,m}(Z; q, t)$ is a meromorphic function in $N$ variables $z_1, \ldots, z_N$. Because this function actually depends only on the ratios of the variables, it can be regarded as a meromorphic function on the projective space $\mathbb{C}P^{N-1}$.

Finally, we set

$$
\tilde{C}_N(q, t) := (1 - q)^{N-1}C_N(q, t) = \frac{(t; q)_{\infty}^N}{(t^{N}; q)_{\infty}((q; q)_{\infty})_{N-1}}.
$$
Lemma 5.4 The left-hand side of Okounkov’s formula (3.4) can be written as the following multiple series

\[ \frac{\tilde{C}_N(q,t)}{V(Z)} \sum_{\epsilon \in \{0,1\}^{N-1}} \sum_{m \in \mathbb{Z}_{\geq 0}^{N-1}} V(\tilde{Z}) R_{\epsilon,m}(Z; q, t) \prod_{r=1}^{N-1} (-1)^{\epsilon(r)} \tilde{z}_r F(\tilde{Z}), \]

where

\[ F(\tilde{Z}) := \frac{P_{v|N-1}(\tilde{z}_1, \ldots, \tilde{z}_N; q, t)}{(t^{N-1}; q, t)_v}. \]

**Proof** This follows from the very definition of the \( q \)-integral. Indeed, we represent each of the one-variate \( q \)-integrals in (3.4) as the difference of two \( q \)-integrals,

\[ \int_{z_r}^{z_r+1} (\cdot) d_q w_r = \int_0^{z_r} (\cdot) d_q w_r - \int_0^{z_r+1} (\cdot) d_q w_r, \tag{5.5} \]

and then write the \( q \)-integrals on the right as infinite series over \( m_r \in \mathbb{Z}_{\geq 0} \). Specifically, in the first \( q \)-integral we set \( w_r = z_r q^{m_r} \), and in the second \( q \)-integral we set \( w_r = z_r+1 q^{m_r} \). Then the whole \((N-1)\)-fold \( q \)-integral in (3.4) turns into the sum of \( 2^{N-1} \) summands each of which is a series over \( m \in \mathbb{Z}_{\geq 0}^{N-1} \). The summands are indexed by the binary words \( \epsilon \): namely, \( \epsilon(r) = 0 \) encodes the choice of the first summand on the right-hand side of (5.5), while \( \epsilon(r) = 1 \) encodes the choice of the second one. \( \square \)

5.5 Singularities of the function \( R_{\epsilon,m}(Z; q, t) \)

Let us fix arbitrary \( \epsilon \in \{0,1\}^{N-1} \), \( m \in \mathbb{Z}_{\geq 0}^{N-1} \), and \( X = (x_1 > \cdots > x_N) \in \Omega_N \). Next, suppose that \( t \) is in general position with respect to \( q \): in fact it suffices to require that

\[ t, t^2, \ldots, t^{N-1} \notin q^Z := \{ q^n : n \in \mathbb{Z} \}. \tag{5.6} \]

**Lemma 5.5** Under these assumptions, the only factors in the denominators of (5.3) that may vanish at the point \( Z = X \) are those of the form \((z_r q^{\epsilon(r)} t / z_s; q)_\infty \) where one of the following two conditions holds

1. \( x_{r+\epsilon(r)} > 0, x_s > 0, \text{ and } s = r + \epsilon(r) + 1 \),
2. \( x_{r+\epsilon(r)} < 0, x_s < 0, \text{ and } s = r + \epsilon(r) - 1 \).

**Proof** Let us begin with the second product in (5.3). The factors in the denominator have the form \((z_i q / z_j; q)_\infty \) with \( i \neq j \). We claim that they do not vanish at \( Z = X \). Indeed, if \( x_i \) and \( x_j \) are of opposite sign, then \( x_i q / x_j \) is negative and hence \((x_i q / x_j; q)_\infty > 0 \). If \( x_i \) and \( x_j \) are of same sign, then \( x_i q / x_j \) lies in \( t^{i-j} q^Z \). Since \( i \neq j \), we see from (5.6) that \( x_i q / x_j \) is not in \( q^Z \), which entails \((x_i q / x_j; q)_\infty \neq 0 \).
Let us turn to the first product in (5.3). The factors in the denominator, at \( Z = X \), have the form

\[
(z_{r+1} q^{m_r} t / z_r; q) \infty, \quad r = 1, \ldots, N - 1, \quad s = 1, \ldots, N, \quad m_r \in \mathbb{Z}_{\geq 0}.
\]

Again, if \( x_{r+1} \) and \( x_r \) are of opposite sign, then vanishing is impossible. Assume they are of the same sign. Then vanishing may happen only if \( x_{r+1} / x_r \in \mathbb{Q} \), which exactly means that either (1) or (2) holds.

Whether a singularity really occurs depends also on the factors in the numerator. At first glance, the whole picture looks complicated, but our limit procedure makes it possible to avoid singularities.

**Definition 5.6** Given \( X \in \Omega_N \), let \( k = k(X) \) be the number of positive coordinates in \( X \), so that

\[
x_1 > \cdots > x_k > 0 > x_{k+1} > \cdots > x_N.
\]

We say that a given binary word \( \epsilon \in \{0, 1\}^{N-1} \) is \( k \)-adapted if

\[
\epsilon(r) = 0 \quad \text{for} \quad 1 \leq r \leq k - 1 \quad \text{and} \quad \epsilon(r) = 1 \quad \text{for} \quad k + 1 \leq r \leq N - 1.
\]

Note that if \( k = N \) (that is, all \( x_i \)'s are positive) or \( k = 0 \) (that is, all \( x_i \)'s are negative), then there is a unique choice for \( \epsilon \). In the remaining cases, when \( 1 \leq k \leq N - 1 \), there are two \( k \)-adapted \( \epsilon \)'s, because \( \epsilon(k) \) may take both values, 0 and 1.

**Corollary 5.7** Suppose, as above, that \( t \) satisfies the constraint (5.6). Let \( X \in \Omega_N \) and assume that \( \epsilon \) is \( k(X) \)-adapted.

Then the meromorphic function \( R_{\epsilon,m}(Z; q, t) \) is nonsingular at \( Z = X \) for any \( m \in \mathbb{Z}^{N-1}_{\geq 0} \).

**Proof** Set \( k = k(X) \). We split \( R_{\epsilon,m}(Z; q, t) \) into the product of two expressions,

\[
R_{\epsilon,m}(Z; q, t) = R^{(1)}_{\epsilon,m}(Z; q, t) R^{(2)}_{\epsilon,m}(Z; q, t),
\]

where

\[
R^{(1)}_{\epsilon,m}(Z; q, t) := \prod_{r=1}^{k-1} \frac{(z_r t / z_{r+1}; q) \infty}{(z_r q^{m_r} t / z_{r+1}; q) \infty} \prod_{r=k+1}^{N-1} \frac{(z_{r+1} t / z_r; q) \infty}{(z_{r+1} q^{m_r} t / z_r; q) \infty}
\]

and \( R^{(2)}_{\epsilon,m}(Z; q, t) \) consists of the remaining factors. By virtue of Lemma 5.5, all factors in the denominator of \( R_{\epsilon,m}(Z; q, t) \) that may vanish at \( Z = X \) are assembled in the denominator of \( R^{(1)}_{\epsilon,m}(Z; q, t) \), so that \( R^{(2)}_{\epsilon,m}(Z; q, t) \) is nonsingular at \( X \). On the other hand, \( R^{(1)}_{\epsilon,m}(Z; q, t) \) can be written as
\[ R_{\varepsilon,m}^{(1)}(Z; q, t) = \prod_{r=1}^{k-1} (z_r t / z_{r+1}; q)_{m_r} \cdot \prod_{r=k+1}^{N-1} (z_{r+1} t / z_r; q)_{m_r} \]  

and hence is nonsingular, too. \( \square \)

### 5.6 Example of singularity

One can show that for \( N = 2 \), the function \( R_{\varepsilon,m}(Z; q, t) = R_{\varepsilon,m}(z_1, z_2; q, t) \) is nonsingular at each point \( X \in \Omega_2 \), for any \( (\varepsilon, m) \). The next example shows that this is not always true for \( N \geq 3 \).

**Example 5.8** Below we use the standard shorthand notation

\[ (a_1, \ldots, a_n; q)^\infty := \prod_{i=1}^{n} (a_i; q)^\infty. \]

Let \( N = 3, \varepsilon = (1, 0), \) and \( m = (0, 0) \). The corresponding function \( R_{\varepsilon,m}(z_1, z_2, z_3; q, t) \) can be represented in the form

\[ \begin{align*}
(z_1 t / z_3, z_3 t / z_1, z_1 t / z_2, z_2 q / z_3, z_2 q / z_1, z_1 t q / z_2, q; q)^\infty z_3 & \cdot z_2 - z_1 t \\
(z_1 q / z_2, z_1 q / z_3, z_3 q / z_1, z_3 q / z_2, z_2 t / z_1, z_2 t q / z_3, t, t; q)^\infty z_2 & \cdot z_3 - z_2 t
\end{align*} \]

Suppose that \( t, t^2 \notin q^\mathbb{Z} \). At the point \( X = (1, t, t^2) \) (which is contained in \( \Omega_3 \)), the first fraction is nonsingular and nonvanishing, while the second fraction has a singularity. Hence the whole expression is also singular at \( X \).

### 5.7 Admissible pairs \((\varepsilon, m)\)

Let \( X \in \Omega_N \) and \( k := k(X) \) (Definition 5.6). We use the description of \( \Omega_N \) given in Lemma 5.1. As pointed out in Lemma 5.2, there exist nonnegative integers \( l_1, \ldots, l_{N-1} \) such that

\[ x_{i+1} = x_i t q^{l_i}, \quad i = 1, \ldots, k-1; \quad x_i = x_{i+1} t q^{l_i}, \quad i = k+1, \ldots, N-1. \]

**Definition 5.9** Let \( \varepsilon \in \{0, 1\}^{N-1} \) and \( m \in \mathbb{Z}_{\geq 0}^{N-1} \). Let us say that a pair \((\varepsilon, m)\) is \( X\)-admissible if \( \varepsilon \) is \( k \)-adapted in the sense of Definition 5.6 and, moreover, \( m_i \leq l_i \) for all \( i = 1, \ldots, N-1 \), except \( i = k \).

In the next lemma we restate the interlacement relation \( Y \prec X \).

**Lemma 5.10** There is a one-to-one correspondence between the \( X\)-admissible pairs \((\varepsilon, m)\) and the configurations \( Y = (y_1 > \cdots > y_{N-1}) < X \), defined by

\[ y_i = x_{i+\varepsilon(i)} q^{m_i}, \quad i = 1, \ldots, N-1. \]
That is,
\[ y_i = x_i q^{m_i}, \quad i = 1, \ldots, k - 1; \quad y_i = x_{i+1} q^{m_i}, \quad i = k + 1, \ldots, N - 1, \]
and \( y_k = x_k q^{m_k} \) or \( y_k = x_{k+1} q^{m_k} \) depending on whether \( \varepsilon(k) \) equals 0 or 1.

**Proof** This follows at once from Lemma 5.2. \( \square \)

### 5.8 Limit transition in \( R_{\varepsilon; m}(Z; q, t) \) as \( Z \to X \) (\( t \) generic)

Fix an arbitrary \( X \in \Omega_N \), where \( N \geq 3 \) and denote \( k := k(X) \). We would like to pass to a limit in (5.3) as \( Z \to X \). Example 5.8 shows that one cannot do this directly, because, for some \((\varepsilon, m)\), the meromorphic function \( R_{\varepsilon, m}(Z; q, t) \) may be singular at \( Z = X \). To circumvent this obstacle, we let \( Z \) approach \( X \) along a special path, as described in the following definition.

**Definition 5.11** (Step-by-step limit transition).

1. If \( k = N \), then we first set \( z_1 = x_1 \) keeping \( z_2, \ldots, z_N \) in general position, next we let \( z_2 \to x_2 \), then we let \( z_3 \to x_3 \), and so on up to the step \( z_N \to x_N \).
2. If \( k = 0 \), then we perform the same procedure in the inverse direction: \( z_N = x_N, z_{N-1} \to x_{N-1}, \ldots, z_1 \to x_1 \).
3. If \( 1 \leq k \leq N - 1 \), then we combine the two procedures, that is, we begin with \( z_1 = x_1 \) and go up to the step \( z_k \to x_k \); then we set \( z_N = x_N \) and go up to the step \( z_{k+1} \to x_{k+1} \). Equally well we may stop at the step \( z_{k-1} \to x_{k-1} \), then pass to \( z_N = x_N \) and proceed up to the step \( z_{k+2} \to x_{k+2} \), and finally set \( z_k = x_k, z_{k+1} = x_{k+1} \).

**Lemma 5.12** Assume \( t \) satisfies the constraint (5.6). Fix an arbitrary \( X \in \Omega_N \) and let \( Z \) approach \( X \) as described in Definition 5.11. Then \( R_{\varepsilon, m}(X; q, t) \) has a limit for every \((\varepsilon, m)\), and the limit value equals 0 unless \((\varepsilon, m)\) is \( X \)-admissible in the sense of Definition 5.9.

**Proof** Suppose that \( k \geq 2 \). As was pointed out above, the function \( Z \mapsto R_{\varepsilon, m}(Z; q, t) \) depends only on the ratios \( z_i/z_j \) of the variables. It follows that the first step, the specialization \( z_1 = x_1 \), presents no difficulty, because all the ratios \( z_i/z_j \) remain in general position. Let us justify the second step, the limit transition \( z_2 \to x_2 \).

Setting
\[
X' := (x_2, \ldots, x_N), \quad Z' := (z_2, \ldots, z_N), \quad \varepsilon' := (\varepsilon(2), \ldots, \varepsilon(N - 1)), \quad m' := (m_2, \ldots, m_{N-1}),
\]
we may write
\[
R_{\varepsilon, m}(Z; q, t) = R_{\varepsilon', m'}(Z'; q, t) \tilde{R}_{\varepsilon(1), m_1}(Z; q, t),
\]
where \( \tilde{R}_{\varepsilon(1), m_1}(Z; q, t) \) collects all factors from \( R_{\varepsilon, m}(Z; q, t) \) that are not contained in \( R_{\varepsilon', m'}(Z'; q, t) \). The exact form of \( \tilde{R}_{\varepsilon(1), m_1}(Z; q, t) \) depends on whether \( \varepsilon(1) \) equals 0 or 1; let us examine these two possible variants separately.
• **Variant 1:** $\varepsilon(1) = 0$. Then we have

\[
\tilde{R}_{0,m_1}(Z; q, t) \big|_{z_1=x_1} = \prod_{s=1}^{N} \frac{(z_1 q^{m_1+1}/z_s; q)_{\infty}}{(z_1 q^{m_1}/z_s; q)_{\infty}} \cdot \prod_{j=2}^{N} \frac{(z_{1j}/z_j, z_{jt}/x_1; q)_{\infty}}{(x_1 q/z_j, z_{jq}/z_1; q)_{\infty}} \bigg|_{z_1=x_1}
\]

\[
= \frac{(q^{m_1+1}; q)_{\infty}}{(q^{m_1 t}; q)_{\infty}} \cdot \prod_{s=2}^{N} \frac{(z_1 t/z_s; q)_{m_1}}{(x_1 q/z_s; q)_{m_1}} \cdot \prod_{j=2}^{N} \frac{(z_{jt}/x_1; q)_{\infty}}{(z_{jq}/x_1; q)_{\infty}}. \quad (5.8)
\]

Look at the final expression in (5.8). Here the first fraction is a strictly positive constant. The product over $j$ causes no problem: it can be directly specialized at $Z = X$, because then all its factors will be of the form $(a; q)_{\infty}$ with $a < 1$ and hence are strictly positive. Let us turn now to the product over $s$ and write it as

\[
\frac{(x_1 t/z_2)_{m_1}}{(x_1 q/z_2)_{m_1}} \cdot \prod_{s=3}^{N} \frac{(x_1 t/z_s)_{m_1}}{(x_1 q/z_s)_{m_1}} \quad (5.9)
\]

The product over $s$ does not involve $z_2$, so that it is not sensitive to the specialization $z_2 \to x_2$. Finally, examine the fraction in front of the product in 5.9. At the point $z_2 = x_2 = x_1 q^{l_1} t$, the denominator does not vanish, because $t \notin q^{Z}$. As for the numerator, at the same point, it reduces to $(q^{-l_1}; q)_{m_1}$, and this quantity vanishes unless $m_1 \leq l_1$.

• **Variant 2:** $\varepsilon(1) = 1$. Then we have

\[
\tilde{R}_{1,m_1}(Z; q, t) = \prod_{s=1}^{N} \frac{(z_2 q^{m_1+1}/z_s; q)_{\infty}}{(z_2 q^{m_1}/z_s; q)_{\infty}} \cdot \prod_{j=2}^{N} \frac{(z_{1j}/z_j, z_{jt}/z_1; q)_{\infty}}{(z_{1q}/z_j, z_{jq}/z_1; q)_{\infty}}. \quad (5.10)
\]

This expression makes sense under the substitution $(z_1, z_2) = (x_1, x_2)$: indeed, we use the fact that $(z_3, \ldots, z_N)$ is in general position; $t$ is also generic, and $x_2/x_1 < 1$. But at the point $(z_1, z_2) = (x_1, x_2)$, the factor $(z_{1j}/z_2; q)_{\infty}$ turns into $(q^{-l_1}; q)_{\infty}$ and hence vanishes. So the whole expression in fact disappears.

We conclude that the limit as $z_2 \to x_2$ does exist, and only the terms with $\varepsilon(1) = 0$ and $m_1 \leq l_1$ survive.

Then we apply the same procedure to the function $R_{\varepsilon',m'}(Z'; q, t)$ and so on. If $k = N$, then we may go up to the end and obtain the desired result. Otherwise we stop as $k$ becomes equal 1.

After that we begin to move in the opposite direction, starting from $z_N = x_N$. (Or we do that from the very beginning if $k = 0$.) Here the argument is similar.

Finally, the only remaining case is the one with $N = 2, k = 1$. That is, $x_2 < 0 < x_1$. Here the argument is trivial: in the limit, all $q$-Pochhammer factors are of the form $(a; q)_{\infty}$, where either $0 < a < 1$ or $a < 0$; hence, they are strictly positive (see formulas (5.13) and (5.14) below). In this case, all the summands survive in the limit and lead to the desired (infinite) sum over $\{y\} \subset X$. \qed
5.9 Computation of $R_{ε; m}(X; q, t)$ for arbitrary $t$ and admissible $(ε; m)$

Let, as above, $X \in \Omega_N$. The next lemma is a refinement of Corollary 5.7.

**Lemma 5.13** Let us remove the constraints (5.6), so that $t \in (0, 1)$ may be arbitrary. If a pair $(ε, m)$ is $X$-admissible in the sense of Definition 5.9, then the function $R_{ε, m}(Z; q, t)$ is nonsingular at the point $Z = X$ and $R_{ε, m}(X; q, t) > 0$.

**Proof** Suppose $k \geq 2$, so that $0 < x_2 < x_1$. Then from the proof of Lemma 5.12 (formula (5.8) and the argument after it) we obtain the recurrence relation

$$R_{ε_1, ..., ε_{N-1}; m_1, ..., m_N}(x_1, \ldots, x_N; q, t)$$

$$= \frac{(q^{m_{1}+1}; q)_{\infty}}{(q^{m_{1}}; q)_{\infty}} \cdot \prod_{s=2}^{N} \frac{(x_1 t / x_s; q)_{m_1}}{(x_1 q / x_s; q)_{m_1}} \cdot \prod_{j=2}^{N} \frac{(x_j t / x_1; q)_{\infty}}{(x_j q / x_1; q)_{\infty}}$$

$$\times R_{ε_2, ..., ε_{N-1}; m_2, ..., m_N}(x_2, \ldots, x_N; q, t),$$

with the understanding that the expression on the last line equals 1 if $N = 2$.

We claim that the expression on the middle line is strictly positive, for any $t \in (0, 1)$. Indeed, in the product over $j$, all factors are strictly positive. Next, write the product over $s$ in a more detailed way:

$$\prod_{s=2}^{N} \frac{(x_1 t / x_s; q)_{m_1}}{(x_1 q / x_s; q)_{m_1}} = \prod_{s=2}^{N} \frac{(1 - x_1 t / x_s) \ldots (1 - x_1 t q^{m_{1}-1} / x_s)}{(1 - x_1 q / x_s) \ldots (1 - x_1 q^{m_{1}} / x_s)}.$$

Since $x_s \leq x_1 t q^{l_1}$ and $m_1 \leq l_1$, we see that all factors are strictly negative, so that the whole expression is strictly positive.

Next, suppose $N - k \geq 2$, so that $x_N < x_{N-1} < 0$. Then we obtain a similar recurrence relation,

$$R_{ε_1, ..., ε_{N-1}; m_1, ..., m_N}(x_1, \ldots, x_N; q, t)$$

$$= \frac{(q^{m_{N+1}}; q)_{\infty}}{(q^{m_{N}}; q)_{\infty}} \cdot \prod_{s=1}^{N-1} \frac{(x_N t / x_s; q)_{m_N}}{(x_N q / x_s; q)_{m_N}} \cdot \prod_{j=1}^{N-1} \frac{(x_j t / x_N; q)_{\infty}}{(x_j q / x_N; q)_{\infty}}$$

$$\times R_{ε_1, ..., ε_{N-2}; m_1, ..., m_{N-1}}(x_1, \ldots, x_{N-1}; q, t).$$

The same argument shows that the expression on the middle line is strictly positive.

Using these two recurrence relations we reduce the problem to the case when $N = 2$ and $k = 1$, meaning $x_2 < 0 < x_1$. Then we have

$$R_{ε_1; m_1}(x_1, x_2; q, t) = \frac{(q^{m_{1}+1}; q)_{\infty}}{(q^{m_{1}}; q)_{\infty}} \frac{(x_1 t / x_2; q)_{m_1}}{(x_1 q / x_2; q)_{m_1}} \frac{(x_2 t / x_1; q)_{\infty}}{(x_2 q / x_1; q)_{\infty}}, \quad ε(1) = 0,$$

(5.13)
and
\[ R_{\varepsilon;m_1}(x_1, x_2; q, t) = \frac{(q^{m_1+1}; q)_{\infty}}{(q^{m_1}; q)_{\infty}} \frac{(x_2 t/x_1; q)_{m_1} (x_1 t/x_2; q)_{\infty}}{(x_2 q/x_1; q)_{m_1} (x_1 q/x_2; q)_{\infty}}, \quad \varepsilon(1) = 1. \] (5.14)

In both variants, all the factors are strictly positive for any \( t \in (0, 1) \), because \( x_2 < 0 < x_1 \).

### 5.10 The matrices \( \Lambda_N^{N-1} \)

**Definition 5.14** For each \( N = 2, 3, \ldots \) we define a matrix \( \Lambda_N^{N-1} \) of format \( \Omega_N \times \Omega_{N-1} \) as follows.

- If \( Y \) and \( X \) do not interlace, then \( \Lambda_N^{N-1}(X, Y) := 0 \).
- If \( Y \prec X \), then we take the \( X \)-admissible pair \((\varepsilon, m)\) corresponding to \( Y \) (see Lemma 5.10) and set

\[ \Lambda_N^{N-1}(X, Y) := \frac{((t; q)_{\infty})^N}{(t^N; q)_{\infty} ((q; q)_{\infty})^{N-1}} \cdot \frac{V(Y)}{V(X)} \prod_{t=1}^{N-1} |y_i| \cdot R_{\varepsilon, m}(X; q, t). \] (5.15)

The definition makes sense, because we know from Lemma 5.13 that the meromorphic function \( R_{\varepsilon, m}(Z; q, t) \) is nonsingular at \( Z = X \). Note also that the first fraction on the right-hand side is the constant \( \tilde{C}_N(q, t) \) given by (5.4).

To make the definition (5.15) explicit we have to exhibit an explicit expression for \( R_{\varepsilon, m}(X; q, t) \). Here are a few ways to do that.

1. From the proof of Lemma 5.13 one can deduce the formula

\[ R_{\varepsilon;m}(X; q, t) = \prod_{r=1}^{N-1} \frac{(q^{m_r+1}; q)_{\infty}}{(q^{m_r}; q)_{\infty}} \cdot \prod_{s=1}^{N-1} \frac{(x_{r+\varepsilon(r)} t/x_s; q)_{m_r}}{(x_{r+\varepsilon(r)} q/x_s; q)_{m_r}} \times \prod_{\substack{j=1, \ldots, N \\ j \neq k+1-\varepsilon(k)}} \frac{(x_{k+1-\varepsilon(k)} t/x_j; q)_{\infty}}{(x_{k+1-\varepsilon(k)} q/x_j; q)_{\infty}}. \] (5.16)

Recall that \( \varepsilon(r) = 0 \) for \( 1 < r < k \), \( \varepsilon(r) = 1 \) for \( k < r < N \), while for \( r = k \) with \( 0 < k < N \), both values 0 and 1 are admitted. Note also that the last product in (5.16) should be removed when \( k = 0, N \).

This formula can be checked directly as follows. It suffices to show that it agrees with the recurrence relations (5.11), (5.12), and with formulas (5.13), (5.14).

When we split off \( x_1 \), the remaining variables are renamed and \( k \) is replaced by \( k - 1 \). From this it is seen that (5.16) agrees with (5.11).
When we split off \( x_N \), the enumeration does not change and \( k \) remains intact. This agrees with (5.12).

Examine now the case when \( N = 2 \) and \( k = 1 \), meaning that \( x_2 < 0 < x_1 \). There are two variants, \( \varepsilon(1) = 0 \) and \( \varepsilon(1) = 1 \). In both variants, agreement with (5.13) and (5.14) is seen directly.

(2) An alternative formula is obtained by specializing directly \( Z := X, \tilde{Z} := Y \) into (5.2):

\[
R_{\varepsilon, m}(X; q, t) = \prod_{r=1}^{N-1} \prod_{s=1}^{N} \frac{(y_r q/x_s; q)_{\infty}}{(y_r t/x_s; q)_{\infty}} \prod_{1 \leq i \neq j \leq N} \frac{(x_i t/x_j; q)_{\infty}}{(x_i q/x_j; q)_{\infty}} \tag{5.17}
\]

However, in this formula we need to impose the constraint (5.6) to guarantee that the factors in the denominators do not vanish.

(3) Next, one can get rid of the constraint (5.6) in (5.17) by the following transformation of the right-hand side. The problem consists in possible vanishing of the factors \( (y_r t/x_s; q)_{\infty} \) (where \( y_r \) and \( x_s \) are of the same sign and such that \(|y_r t| \geq |x_s|\)), as well as of the factors \( (x_i q/x_j; q)_{\infty} \) (where \( x_i \) and \( x_j \) are of the same sign and such that \(|x_i q| \geq |x_j|\)). In (5.16), that problem was resolved due to cancellations. Here is the idea of another solution.

Let, for definiteness, \( 1 \leq r < s < k \), so that \( x_r \geq y_r > x_s > 0 \). Using the fact that \( y_r \in x_r q Z \), one can show that

\[
\frac{(y_r q/x_s; q)_{\infty}(x_r t/x_s; q)_{\infty}}{(y_r t/x_s; q)_{\infty}(x_r q/x_s; q)_{\infty}} = \left(\frac{y_r}{x_r}\right)^{\tau - 1} \frac{(x_s q/(y_r t); q)_{\infty}(x_s/x_r; q)_{\infty}}{(x_s/y_r; q)_{\infty}(x_s q/(x_r t); q)_{\infty}}.
\]

(5.18)

Observe that on the right-hand side of (5.18), the factors in the denominator already do not vanish.

This trick makes it possible to transform (5.17) to the form which does not require the constraint (5.6).

5.11 Completion of proof of Theorem A

As explained in Sect. 5.2, for the proof of Theorem A it suffices to prove the identity (5.1) linking the matrices \( \Lambda_{N-1}^{N} \) with Macdonald polynomials.

Suppose first that \( t \) satisfies the constraint (5.6) By virtue of Lemma 5.4, Okounkov’s formula (3.4) can be written in the form

\[
\frac{\tilde{C}_N(q, t)}{V(Z)} \sum_{\varepsilon \in [0, 1]} \sum_{m \in \mathbb{Z}_{\geq 0}^{N-1}} V(\tilde{Z}) R_{\varepsilon, m}(Z; q, t) \prod_{i=1}^{N-1} (-1)^{\varepsilon(i)} \tilde{z}_i
\]

\[
\times \frac{\rho_v|N-1(\tilde{z}_1, \ldots, \tilde{z}_{N-1})}{(t^{N-1}; q, t)_v} = \frac{\rho_v(N(z_1, \ldots, z_{N-1}))}{(t^N; q, t)_v}.
\]
Now we fix an arbitrary \( X \in \Omega_N \) and let \( Z \) approach \( X \) in the way described in Definition 5.11. By Lemma 5.12, in this limit regime, \( R_{\epsilon, m}(Z; q, t) \) has a limit for each \((\epsilon, m)\), but the result vanishes unless \((\epsilon, m)\) is \( X \)-admissible. Therefore, in the limit, we obtain on the left a sum over the \( X \)-admissible pairs \((\epsilon, m)\), which can be interpreted as a sum over the configurations \( Y \prec X \). Note that, given an \( X \)-admissible pair \((\epsilon, m)\), we have \( \tilde{Z} \rightarrow Y \) and \((-1)^{\epsilon(i)}\) is the sign of \( y_i \), so that \((-1)^{\epsilon(i)}\tilde{z}_i \rightarrow |y_i| \).

Taking into account Definition 5.14 we see that in the limit, Okounkov’s formula turns into (5.1), as desired.

After that we may remove the constraint on \( t \) by continuity, because the resulting formula makes sense for any \( t \in (0, 1) \) due to the results of Sect. 5.9.

This completes the proof of Theorem A.

5.12 Remarks

5.12.1 The Dixon–Anderson kernel

Let \( \text{Conf}_N(\mathbb{R}) \) denote the set of \( N \)-point configurations on \( \mathbb{R} \): an element of \( \text{Conf}_N(\mathbb{R}) \) is an \( N \)-tuple \( \mathcal{X} = (x_1 > \cdots > x_N) \) of real numbers. If \( \mathcal{X} \in \text{Conf}_N(\mathbb{R}) \) and \( \mathcal{Y} \in \text{Conf}_{N-1}(\mathbb{R}) \), then we write \( \mathcal{X} \succ \mathcal{Y} \) or \( \mathcal{Y} \prec \mathcal{X} \) if \( x_i > y_i > x_{i+1} \) for \( i = 1, \ldots, N-1 \).

Given \( \mathcal{X} \in \text{Conf}_N(\mathbb{R}) \) with \( N \geq 2 \), the following formula defines a probability measure \( \mathcal{L}_{N-1}^N(\mathcal{X}, d\mathcal{Y}) \) on the domain \( \{ \mathcal{Y} : \mathcal{Y} \prec \mathcal{X} \} \subset \text{Conf}_{N-1}(\mathbb{R}) \):

\[
\mathcal{L}_{N-1}^N(\mathcal{X}, d\mathcal{Y}) = \frac{\Gamma(N\tau)}{(\Gamma(\tau))^N} \frac{V(\mathcal{Y})}{(V(\mathcal{X}))^{2\tau-1}} (V(\mathcal{X}; \mathcal{Y}))^{\tau-1} d\mathcal{Y},
\]

where \( \tau > 0 \) is a parameter and

\[
V(\mathcal{X}) := \prod_{1 \leq i < j \leq N} (x_i - x_j), \quad V(\mathcal{Y}) := \prod_{1 \leq r < s \leq N-1} (y_r - y_s),
\]

\[
V(\mathcal{X}; \mathcal{Y}) := \prod_{i=1}^N \prod_{r=1}^{N-1} |x_i - y_r|.
\]

The fact that \( \mathcal{L}_{N-1}^N(\mathcal{X}, \cdot) \) is indeed a probability measure is equivalent to the evaluation of what is called a Dixon–Anderson integral (Forrester–Warnaar [12, sect. 2.1]). Thus, \( \mathcal{L}_{N-1}^N \) is a Markov kernel from \( \text{Conf}_N(\mathbb{R}) \) to \( \text{Conf}_{N-1}(\mathbb{R}) \); let us call it the Dixon–Anderson kernel.

For more about it, see Assiotis–Najnudel [2].

5.12.2 Degeneration \( \Lambda_{N-1}^N \rightarrow \mathcal{L}_{N-1}^N \)

Fix \( \tau > 0 \) and suppose \( t = q^\tau \), as usual. One can show that, as \( q \rightarrow 1 \), the stochastic matrices \( \Lambda_{N-1}^N \) (Definition 5.14) converge to the Dixon–Anderson kernels \( \mathcal{L}_{N-1}^N \).

In the case \( \tau \in \mathbb{Z}_{\geq 1} \) the proof is easy: one can use the simple formula (4.2). For arbitrary \( \tau > 0 \) one has to deal with the more sophisticated definition (5.15) and the
expression (5.17) (or rather its transformation described in item (3) of Sect. 5.10). Then the proof relies on the asymptotic formula

\[
\lim_{q \to 1} \frac{(uq^A; q)_\infty}{(uq^B; q)_\infty} = (1 - u)^{B - A},
\]

which is valid on the domain \( \mathbb{C} \setminus [1, +\infty) \) (Andrews–Askey–Roy [1, Theorem 10.2.4], Gasper–Rahman [13, ch. 1, (3.19)]).

5.12.3 Continuous analogue of Theorem A

The following identity is a continuous analogue of the coherency relation (5.1):

\[
\int_{\mathcal{X} \prec \mathcal{Y}} \mathcal{L}_{N-1}^N(\mathcal{X}, d\mathcal{Y}) P_{\nu(N-1); \tau} = P_{\nu|N-1}(\mathcal{X}; \tau),
\]

where \( X \in \text{Conf}_N(\mathbb{R}) \), \( \nu \in \mathcal{Y}(N - 1) \),

\[(u; \tau)_\nu := \prod_{(i, j) \in \nu} ((u + 1 - i) \tau + j - i),\]

and the polynomials on the left and on the right are the Jack polynomials with parameter \( \tau \), in \( N - 1 \) and \( N \) variables, respectively.

This formula appeared in [23, sect. 6]. Note that it is different from (1.5).

6 Extended stochastic matrices \( \tilde{\Lambda}_{N-1}^N \)

This section serves as a preparation to the proof of Theorem B. In that proof we use a compactness argument, for which we need to deal with some larger sets of configurations \( \tilde{\Omega}_N \supset \Omega_N \) equipped with a non-discrete topology. We introduce certain matrices \( \tilde{\Lambda}_{N-1}^N \) of format \( \tilde{\Omega}_N \times \tilde{\Omega}_{N-1} \) that extend the matrices \( \Lambda_{N-1}^N \), and we establish a technical result—a property of \( \tilde{\Lambda}_{N-1}^N \) stated as Theorem 6.5. It is used in the sequel, in Sects. 7.3 and 8.2.

6.1 Preliminaries

Theorem B was formulated in terms of double signatures, but it is more convenient to deal directly with point configurations, as in Sect. 5. The definitions formulated below are a direct extension of those given in the author’s paper [29, §6]. The reader is referred to that paper for more details.

**Definition 6.1** Recall that an infinite signature is an infinite sequence of non increasing integers \( a = (a_1 \geq a_2 \geq \ldots) \).
(i) By definition, the set $\Omega_\infty$ consists of the configurations in $\mathbb{R}^*$ of the form

$$X(a^+, a^-) := \{\zeta + q^{-a_i^+} t^i - 1\} \cup \{\zeta - q^{-a_i^-} t^i - 1\},$$

where $a^+$ and $a^-$ are two signatures, and at least one of them is infinite.

(ii) Next, $\tilde{\Omega}$ is defined as the union of the sets $\Omega_0 := \{\emptyset\}, \Omega_1, \Omega_2, \ldots,$ and $\Omega_\infty$.

Thus, elements of the space $\tilde{\Omega}$ are certain configurations in $\mathbb{R}^*$ which may be finite or infinite (in the case $t = q$ the space $\tilde{\Omega}$ coincides with the set $\Omega_\infty$ from [29]). We equip $\tilde{\Omega}$ with a structure of uniform space by proclaiming two configurations $X, X' \in \tilde{\Omega}$ to be $\varepsilon$-close (where $\varepsilon > 0$ is small) if they coincide outside the interval $(-\varepsilon, \varepsilon)$. In particular, this makes $\tilde{\Omega}$ a topological space. As such, it is locally compact and metrizable.

Both $\Omega_\infty$ and $\bigcup_{N=0}^\infty \Omega_N$ are dense subsets of $\tilde{\Omega}$.

For each $N = 1, 2, \ldots$, we denote by $\tilde{\Omega}_N$ the closure of $\Omega_N$ in $\tilde{\Omega}$; it is the union of the sets $\Omega_0, \ldots, \Omega_N$.

### 6.2 Construction of matrices $\Lambda_{N-1}^N$

Below the symbol $\mathcal{P}(\cdot)$ denotes the space of probability Borel measures on a given topological space.

**Proposition 6.2** Fix $N = 2, 3, \ldots$ and let us interpret the matrix $\Lambda_{N-1}^N$ as a map $\Omega_N \to \mathcal{P}(\Omega_{N-1})$. As such, it can be uniquely extended to a map $\tilde{\Lambda}_{N-1}^N : \tilde{\Omega}_N \to \mathcal{P}(\tilde{\Omega}_{N-1})$, which is continuous with respect to the topology on $\tilde{\Omega}_N$ inherited from $\tilde{\Omega}$ and the weak topology on $\mathcal{P}(\tilde{\Omega}_{N-1})$.

**Proof** The argument is exactly the same as in the proof of [29, Proposition 4.2]. The key ingredient is the coherency relation (5.1) for Macdonald polynomials, which is a generalization of a similar relation for the Schur polynomials from [29, Proposition 2.4]. □

In the theorem below we use the fact that for each $N$, the $N$-variate Macdonald polynomials can be extended from $\Omega_N$ to the ambient space $\tilde{\Omega}_N$ by continuity. This is equivalent to saying that the values on the subset $\Omega_n \subset \tilde{\Omega}_N$ with $n < N$ are obtained by adding extra $N - n$ zeroes as variables.

**Theorem 6.3** Let $N = 2, 3, \ldots, \nu \in Y(N - 1)$, and $X \in \tilde{\Omega}_N$. Then

$$\sum_{Y \in \tilde{\Omega}_{N-1}} \tilde{\Lambda}_{N-1}^N(X, Y) \frac{P_{\nu|N-1}(Y; q, t)}{(t^{N-1}; q, t)_\nu} = \frac{P_{\nu|N}(X; q, t)}{(t^N; q, t)_\nu).$$

**Proof** This follows from (5.1) and the definition of the extended matrices. □
Let $n < N$. We are going to define a modified interlacement relation, denoted as $Y^* \ll X^*$, between configurations $X^* \in \Omega_n \subset \tilde{\Omega}_N$ and $Y^* \in \Omega_n \subset \tilde{\Omega}_{N-1}$. Introduce a notation:

$$k(X^*) := \# \{ x^* \in X^* : x^* > 0 \}, \quad l(X^*) := \# \{ x^* \in X^* : x^* < 0 \}.$$  (6.2)

We will often abbreviate and write $k = k(X^*)$, $l = l(X^*)$. Evidently, $k + l = n$.

**Definition 6.4** We write $Y^* \ll X^*$ if $Y^* < (X^* \cup \{ x^0 \})$, where $x^0$ is an arbitrary point in $\zeta_t + q^\mathbb{Z}t^k \cup \zeta_t - q^\mathbb{Z}t^l$ sufficiently close to zero. Note that $X^* \cup \{ x^0 \} \in \tilde{\Omega}_N$ and the choice of $x^0$ does not matter (provided it is close to 0).

Equivalently, writing $X^* = (x_1^* > \cdots > x_n^*)$ and $Y^* = (y_1^* > \cdots > y_n^*)$, the relation $Y^* \ll X^*$ means that

$$x_{i+1}^* t^{-1} \leq y_i^* \leq x_i^* \quad \text{for} \quad 1 \leq i \leq k - 1,$$

$$x_j^* \leq y_j^* \leq x_{j+1}^* t^{-1} \quad \text{for} \quad k + 2 \leq j \leq n,$$

$$0 < y_k^* \leq x_k^*, \quad x_{k+1}^* \leq y_{k+1}^* < 0,$$

with the understanding that if $k = 0$ or $l = 0$, then some of the above inequalities disappear.

For instance, if $n = 3$ and $X^* = (x_1^*, x_2^*, x_3^*)$, where $x_1^* > x_2^* > 0 > x_3^*$, then $k = 2$, $l = 1$, and $Y^* \ll X^*$ means that $Y^* = (y_1^*, y_2^*, y_3^*)$, where

$$y_1^* \in \zeta_t + q^\mathbb{Z}, \quad x_1^* \geq y_1^* \geq x_2^* t^{-1},$$

$$y_2^* \in \zeta_t + q^\mathbb{Z}t, \quad x_2^* \geq y_2^* > 0,$$

$$y_3^* \in \zeta_t - q^\mathbb{Z}, \quad 0 > y_3^* \geq x_3^*.$$  

**Theorem 6.5** Let $X^* \in \Omega_n \subset \tilde{\Omega}_N$, where $n < N$. Then the measure $\tilde{\Lambda}^N_{N-1}(X^*, \cdot)$ is concentrated on the set $\{ Y^* \in \Omega_n : Y^* \ll X^* \} \subset \tilde{\Omega}_{N-1}$.

The remaining part of the section is devoted to the proof of this theorem.

**6.4 Preparation to proof**

Let $X^* \in \Omega_n \subset \tilde{\Omega}_N$ be fixed, $k := k(X^*)$, $l := l(X^*)$ (see (6.2)), and $d := N - n$. We assume $d > 0$. As usual, we enumerate the points of $X^*$ in the descending order: $X^* = (x_1^* > \cdots > x_n^*)$. Suppose that both $k$ and $l$ are strictly positive (otherwise the argument is simplified, see Sect. 6.8). Then $x_k^* > 0 > x_{k+1}^*$. We will also use the alternative notation

$$x^+ := x_k^*, \quad x^- := x_{k+1}^*.$$
Let $A$ be a large positive integer. We insert between 0 and $x^*_k$ the $d$-point configuration
\[ X_A^0 := (x^+ q^d t, x^+ q^d t^2, \ldots, x^+ q^d t^d), \]
and we set $X_A := X^* \cup X_A^0$. Thus,
\[ X_A = (x_1^*, \ldots, x_{k-1}^*, x^+; x^+ q^d t, x^+ q^d t^2, \ldots, x^+ q^d t^d; x^-, x_{k+2}^*, \ldots, x_n^*) \]
\[ =: (x_1, \ldots, x_n). \]
Obviously, $X_A \in \Omega_N$ and $X_A \to X^*$ as $A \to \infty$. Therefore, by the definition of the extended matrix $\tilde{\Lambda}_N^{N-1}$, the measure $\tilde{\Lambda}_N^{N-1}(X^*, \cdot)$ is the weak limit of the measures $\Lambda_N^{N-1}(X_A, \cdot)$.

Let $S_A$ denote the support of the pre-limit measure $\Lambda_N^{N-1}(X_A, \cdot)$: it consists of the configurations $Y \prec X_A$. Each $Y \in S_A$ contains the configuration $Y_0^A := (x^+ q^d t, x^+ q^d t^2, \ldots, x^+ q^d t^d - 1, x^-, x_{k+1}^*, \ldots, x_n^*)$, and we set $Y^* := Y \setminus Y_0^A$.

Thus, we may write
\[ Y = (y_1^*, \ldots, y_k^*, x^+ q^d t, x^+ q^d t^2, \ldots, x^+ q^d t^d - 1, y_{k+1}^*, \ldots, y_n^*), \]
\[ Y^* = (y_1^*, \ldots, y_k^*; y_{k+1}^*, \ldots, y_n^*). \]

Note that the correspondence $Y \mapsto Y^*$ is one-to-one; we denote by $S_A^*$ the image of the set $S_A$ under this correspondence.

Next, observe that $y_{k+1}^*$ is the only point of the configuration $Y$ that can be both to the left and to the right of zero. It is important for us to distinguish these two possibilities, so we write

\[ S_A = S_A^- \cup S_A^+, \quad S_A^- := \{ Y \in S_A : y_{k+1}^* < 0 \}, \quad S_A^+ := \{ Y \in S_A : y_{k+1}^* > 0 \} \]

and likewise
\[ S_A^* = S_A^{*-} \cup S_A^{*+}, \quad S_A^{*-} := \{ Y^* \in S_A^* : y_{k+1}^* < 0 \}, \quad S_A^{*+} := \{ Y^* \in S_A^* : y_{k+1}^* > 0 \} \]

The bijection $S_A \leftrightarrow S_A^*$ gives rise to the bijections $S_A^{\pm} \leftrightarrow S_A^{*\pm}$.

Finally, observe that if $Y \in S_A^-$, then $Y^* \in \Omega_n$ and $Y^* \ll X^*$, while for $Y \in S_A^+$ this is wrong.

### 6.5 Reduction of the problem

The configurations $Y^* = (y_1^*, \ldots, y_n^*) \in S_A^*$ satisfy the following constraints:
• Each of the $n - 2$ points $y_1^*, \ldots, y_{k-1}^*, y_{k+2}^*, \ldots, y_n^*$ may range only over a fixed finite set which does not depend on $A$.
• The point $y_k^*$ may range over the set $\{x^+, x^+q, \ldots, x^+q^A\}$, which is a finite geometric progression of the growing length $A + 1$.
• The range of $y_{k+1}^*$ is the disjoint union of two infinite geometric progressions:

$$\{x^-, x^-q, x^-q^2, \ldots\} \cup \{x^+td^A, x^+td^A+1, x^+td^A+2, \ldots\}. \quad (6.3)$$

Let $\delta > 0$ be small and $S_A^-(\delta)$ denote the subset of configurations $Y \in S_A^-$ satisfying at least one of the conditions $y_k^* \leq \delta$, $|y_{k+1}^*| \leq \delta$.

Our first task is to reduce Theorem 6.5 to the following two claims.

Claim 1. We have

$$\lim_{\delta \to 0} \sum_{Y \in S_A^-(\delta)} \Lambda_{N-1}^N(X_A, Y) = 0 \quad \text{uniformly on } A.$$ 

Claim 2. We have

$$\lim_{A \to \infty} \sum_{Y \in S_A^+} \Lambda_{N-1}^N(X_A, Y) = 0.$$ 

Proposition 6.6 These claims imply Theorem 6.5.

Proof Let us abbreviate

$$M_A := \Lambda_{N-1}^N(X_A, \cdot), \quad M := \tilde{\Lambda}_{N-1}^N(X^*, \cdot).$$

We can write $M_A = M_A^- + M_A^+$, where $M_A^\pm$ stands for the restriction of $M_A$ to the subset $S_A^\pm$ (more accurately, for this decomposition one should define $M_A^\pm$ as the result of multiplication of $M_A$ by the characteristic function of $S_A^\pm$).

We know that $M$ is the weak limit of the measures $M_A$ as $A \to +\infty$. On the other hand, Claim 2 tells us that the total mass of $M_A^+$ tends to 0 as $A \to +\infty$. Therefore, $M$ is also the weak limit of the measures $M_A^-$. Recall that a configuration $Y \in S_A^-$ differs from the corresponding configuration $Y^* \in S_A^*$ only by the $(d - 1)$-point configuration $Y_0^*$. The latter shrinks to 0 as $A \to +\infty$. It follows that $Y$ and $Y^*$ get closer to each other as $A \to +\infty$, with respect to the uniform structure. Therefore, denoting by $M_A^\pm$ the pushforward of $M_A^\pm$ under the bijection $S_A^\pm \leftrightarrow S_A^\pm$, we conclude that the measures $M_A^-$ and $M_A^-$ (which we regard as subprobability measures on the compact space $\tilde{\Omega}_N$) have a common weak limit. Thus, $M$ is the weak limit of the measures $M_A^-$.

We forget now about the compact space $\tilde{\Omega}_N$ and regard the measures $M_A^-$ as subprobability measures on the countable discrete space

$$\Omega^*_N := \{Y^* \in \Omega_N : Y^* \ll X^*\}.$$
We know that the total mass of $M_A^*$ tends to 1 as $A \to +\infty$. We also know that $M_A^*(Y^*) \to M(Y^*)$ for any fixed $Y^* \in \Omega_n^*$ (this is a consequence of the weak convergence $M_A^* \to M$).

To finish the proof it remains to show that the family $\{M_A^*\}$ is tight on $\Omega_n^*$ (although our measures are not probability measures, only subprobability ones, this claim makes sense, because their masses tend to 1).

Observe that, on the discrete space $\Omega_n^*$, a configuration $Y^* \in \Omega_n^*$ can escape to infinity only if $y_k^* \to 0$ or $y_{k+1}^* \to 0$, or both. From this it is seen that the desired tightness property is guaranteed by Claim 1.

We proceed to the proof of Claims 1 and 2. It is based on formula (5.16), which we apply to $X = X_A = X^* \cup X_0^*$ and $Y = Y^* \cup Y_0^*$. In our current notation, the configuration $X$ has $k + d$ points on the right of 0, so that the parameter $k = k(X)$ in (5.15) should be replaced with $k + d$. Now (5.16) takes the form

$$\Lambda_{N-1}^N(X_A, Y) = \tilde{C}_N(q, t) \frac{V(Y)}{V(X_A)} \cdot \prod_{r=1}^{N-1} |y_r| \cdot \prod_{r=1}^{N-1} (q^{m_r+1}; q)_{\infty} \cdot \prod_{j=1}^{N-1} (q^{m_{r+j-1}+1}; q)_{\infty}$$

where

$$X_A = (x_1, \ldots, x_N) = (x_1^*, \ldots, x_{k-1}^*, x^*; x^+ q^A t, x^+ q^A t^2, \ldots, x^+ q^A t^d; x^-, x_{k+2}^*, \ldots, x_N^*),$$

$$Y = (y_1, \ldots, y_{N-1}) = (y_1^*, \ldots, y_k^*; x^+ q^A t, x^+ q^A t^2, \ldots, x^+ q^A t^{d-1}; y_{k+1}^*, \ldots, y_N^*),$$

$$\varepsilon(1) = \cdots = \varepsilon(k + d - 1) = 0, \quad \varepsilon(k + d + 1) = \cdots = \varepsilon(N - 1) = 1,$$

and

$$\varepsilon(k + d) = \begin{cases} 1, & Y \in S_A^-, \\ 0, & Y \in S_A^+ \end{cases}$$

so that

$$k + d + 1 - \varepsilon(k + d) = \begin{cases} k + d, & Y^* \in S_A^-, \\ k + d + 1, & Y^* \in S_A^+ \end{cases} \quad (6.5)$$

Next, the parameters $m_1, \ldots, m_{N-1}$ are as follows:

$$m_{k+1} = \cdots = m_{k+d-1} = 0;$$
$m_1, \ldots, m_{k-1}$ and $m_{k+d+1}, \ldots, m_{N-1}$ are bounded from above by certain constants that depend only on $X^*$ but not on $A$; finally, $0 \leq m_k \leq A$ and $m_{k+d} \in \mathbb{Z}_{\geq 0}$.

Further, we set $m' := m_k, m'' := m_{k+d}$. Then

$$y_k = y_k^* = x^\mp q^{m'}, \quad m' = 0, \ldots, A,$$

and

$$y_{k+d} = y_{k+1}^* = \begin{cases} x^{-q^{m''}}, & Y^* \in S^-_A, \\ x^{+t^d q^{m''}+A}, & Y^* \in S^+_A, \end{cases} \text{ where } m'' \in \mathbb{Z}_{\geq 0}. $$

Let $f$ and $g$ be two expressions, possibly depending on $A$; then we write $f \lesssim g$ if $|f| \leq \text{const} |g|$ with some constant factor that does not depend on $A$. Let also agree that the symbol $\asymp$ will denote an equality up to a factor whose absolute value is bounded away from zero and infinity, uniformly on $A \to \infty$.

We will establish the following bounds on the quantities $\Lambda^N_{N-1}(X_A, Y)$:

**Proposition 6.7** Assume $Y \in S^-_A$. Then

$$\Lambda^N_{N-1}(X_A, Y) \lesssim t^{dm'} (\max(q, t))^{m''}$$

with some constant factor which does not depend on $A$.

**Proposition 6.8** Assume $Y \in S^+_A$. Then

$$\Lambda^N_{N-1}(X_A, Y) \asymp t^{dm'+dA} q^{m'+m''}.$$  

Let us show that Propositions 6.7 and 6.8 imply Claims 1 and 2, respectively.

Indeed, in both claims, we have to estimate a double sum taken over two indices $(m', m'')$.

In Claim 1 we have to suppose that $-\delta \leq y_{k+d} = y_{k+1}^* < 0$ with $\delta \to 0$, which amounts to saying that $m'' \geq B$ with $B \to +\infty$. Summation over $m'$ produces an expression which is bounded by a constant, so we are left with the sum

$$\sum_{m'' \geq B} (\max(q, t))^{m'}. $$

which goes to 0 as $B \to \infty$.

In Claim 2 there is no similar constraint, but we have instead the factor $t^{dA}$; due to it the double sum goes to 0 as $A \to +\infty$.

Therefore, our problem is reduced to the proof of these two propositions.

**6.6 Proof of Proposition 6.7**

We examine formula (6.4) taking into account the assumption $Y \in S^-_A$. 

According to (6.5) we have \( k + d + 1 = \varepsilon(k + d) = k + d \). Thus, in the product over \( j \), we have to substitute \( x_{k+d+1-\varepsilon(k+d)} = x_{k+d} \). As \( A \) grows, the point \( x_{k+d} \), which is in \( X^0_A \), goes to 0. From this it follows that the product over \( j \) remains bounded.

Next, examine the double product over \((r, s)\). Observe that if \( m \) remains bounded, then any fraction of the form \((z; q)_m/(zt^{-1}; q)_m\) also remains uniformly bounded, even if \( z \) grows together with \( A \). It follows that all fractions with \( r \) distinct from \( k \) and \( k + d \) remain bounded. Hence we are left with

\[
\prod_{r=k+k+d} \prod_{s=1, \ldots, N_{s \in r+\varepsilon(r)}} (x_{r+\varepsilon(r)}t/x_s; q)_{m_r} \prod_{s \notin r+\varepsilon(r)} (x_{r+\varepsilon(r)}q/x_s; q)_{m_r} \tag{6.6}
\]

Since \( \varepsilon(k) = 0 \) and \( \varepsilon(k + d) = 1 \), we have

\[
k + \varepsilon(k) = k, \quad k + d + \varepsilon(k + d) = k + d + 1,
\]

so that

\[
x_{k+\varepsilon(k)} = x^+, \quad x_{k+d+\varepsilon(k+d)} = x^-.
\]

Therefore, (6.6) is equal to

\[
\prod_{x \in X \setminus \{x^+\}} (x^+t/x; q)_{m'} \cdot \prod_{x \in X \setminus \{x^-\}} (x^-t/x; q)_{m''}
\]

In this expression, all the fractions with \( x \notin X^0_A \) remain bounded, hence the only relevant part is

\[
\prod_{x \in X^0_A} (x^+t/x; q)_{m'} \cdot \prod_{x \in X^0_A} (x^-t/x; q)_{m''} = \prod_{i=1}^{d} (t^{1-i}q^{-A}; q)_{m'} \cdot \prod_{i=1}^{d} ((x^+/x^+)t^{1-i}q^{-A}; q)_{m''} \cdot \prod_{i=1}^{d} ((x^-/x^-)t^{1-i}q^{-1-A}; q)_{m''} \tag{6.7}
\]

To handle the resulting two products in (6.7) we need two lemmas.

**Lemma 6.9** Let \( u > \max(q, t) \) be fixed. For \( m \leq A \),

\[
\frac{(uq^{-A}; q)_m}{(ut^{-1}q^{1-A}; q)_m} \asymp \left( \frac{t}{q} \right)^m
\]

**Proof** We have

\[
\frac{(uq^{-A}; q)_m}{(ut^{-1}q^{1-A}; q)_m} = \prod_{i=1}^{m} \frac{1 - uq^{i-A-1}}{1 - ut^{-1}q^{i-A}} = \left( \frac{t}{q} \right)^m \frac{(u^{-1}q^{A-m+1}; q)_m}{(u^{-1}t^{q^{A-m}}; q)_m} \asymp \left( \frac{t}{q} \right)^m,
\]
where the last step is justified by the fact that, due to the assumption on $u$,

$$0 < u^{-1} q^{A-m+1} \leq u^{-1} q < 1 \quad \text{and} \quad 0 < u^{-1} t q^{A-m} \leq u^{-1} t < 1.$$ 

\hfill \Box

**Lemma 6.10** Let $w > 0$ be fixed. Then

$$\frac{(-w q^{-A}; q)_m}{(-w t^{-1} q^{1-A}; q)_m} \asymp \left( \frac{t}{q} \right)^{\min(m,A)}.$$ 

**Proof** Suppose $m \leq A$. We have

$$\frac{(-w q^{-A}; q)_m}{(-w t^{-1} q^{1-A}; q)_m} = \prod_{i=1}^{m} \frac{1 + w q^{-A+i-1}}{1 + w t^{-1} q^{-A+i}} = \left( \frac{t}{q} \right)^{m} \prod_{i=1}^{m} \frac{1 + w^{-1} q^{A-i+1}}{1 + w^{-1} q^{A-i}} = \left( \frac{t}{q} \right)^{m} \frac{(-w^{-1} q^{A-m+1}; q)_m}{(-w^{-1} t q^{A-m}; q)_m} \asymp \left( \frac{t}{q} \right)^{A},$$

where last step is justified by the fact that the quantities $w^{-1} q^{A-m+1}$ and $w^{-1} t q^{A-m}$ are bounded from above by a constant which does not depend on $A$ (here we use the hypothesis $m \leq A$).

Suppose now $m > A$. Then we have

$$\frac{(-w q^{-A}; q)_m}{(-w t^{-1} q^{1-A}; q)_m} = \frac{(-w q^{-A}; q)_A}{(-w t^{-1} q^{1-A}; q)_A} \cdot \frac{(-w q; q)_{m-A}}{(-w t^{-1} q^{1}; q)_{m-A}} \asymp \left( \frac{t}{q} \right)^{A}.$$ 

This completes the proof of the lemma. \hfill \Box

**Corollary 6.11** The expression (6.7) is

$$\asymp \left( \frac{t}{q} \right)^{dm' + d \min(m'', A)}.$$ 

**Proof** The first and the second product on the right-hand side of (6.7) are estimated by applying Lemma 6.9 and Lemma 6.10, respectively. In Lemma 6.9 we set $u = t^{1-i}$, and in Lemma 6.10 we set $-w = (x^- / x^+) t^{1-i}$. In both cases, $i = 1, \ldots, d$. \hfill \Box

**Lemma 6.12** Under the assumption that $Y \in S_A^-$, we have

$$\frac{V(Y)}{V(X_A)} \prod_{r=1}^{N-1} |y_r| \lesssim q^{dm'+m''+(d-1)\min(m'', A)}.$$
**Proof** Indeed,

\[
\prod_{i=1}^{N-1} |y_i| \propto q^{m'i + m'' + A(d-1)},
\]

\[
V(X_A) \propto V(X_A^0) \propto q^{Ad(d-1)/2},
\]

\[
V(Y) \propto V(Y_A^0) \cdot \prod_{y \in Y_A^0} (y - y_k + d) \cdot \prod_{y \in Y_A^0} (y - y)
\]

\[
\propto q^{A(d-1)(d-2)/2} \cdot (x^+ q^{m'} + |x^-|q^{m''}) \cdot \prod_{i=1}^{d-1} (x^+ t^i q^A + |x^-|q^{m''}) \cdot q^{m'(d-1)}
\]

\[
\lesssim q^{A(d-1)(d-2)/2} \cdot q^{(d-1)\min(m'',A)} \cdot q^{m'(d-1)}.
\]

This implies the desired bound. \(\square\)

From Corollary 6.11 and Lemma 6.12 we obtain

\[
\Lambda_{N-1}^N(X_A, Y) \leq \text{const} t^{dm' + d \min(m'',A)} q^{m'' - \min(m'',A)}
\]

\[
\leq \text{const} t^{dm' + \min(m'',A)} q^{m'' - \min(m'',A)},
\]

because \(d \geq 1\).

It remains to check the inequality

\[
t^{\min(m'',A)} q^{m'' - \min(m'',A)} \leq (\max(q, t))^{m''}.
\]

If \(m'' \leq A\), then it turns into

\[
t^{m''} \leq (\max(q, t))^{m''},
\]

which is obvious.

Finally, suppose \(m'' > A\). Then the inequality takes the form

\[
t^A q^{m'' - A} \leq (\max(q, t))^{m''}.
\]

If \(t \leq q\), then this means \(t^A q^{m'' - A} \leq q^{m''}\) or else \(t^A q^{-A} \leq 1\), which holds true (because \(t \leq q\)).

If \(t > q\), then this means \(t^A q^{m'' - A} \leq t^{m''}\) or else \(q^{m'' - A} \leq t^{m'' - A}\), which also holds true (because \(m'' - A > 0\) and \(t > q\)).

This completes the proof of Proposition 6.7.

### 6.7 Proof of Proposition 6.8

Now we reexamine formula (6.4) assuming \(Y \in S_A^+\).
According to (6.5), we have 
\[ k + d + 1 - \varepsilon(k + d) = k + d + 1. \]
Because \( x_{k+d+1} = x^- \), the product over \( j \) in (6.4) takes the form
\[
\prod_{j \neq k+d+1} \frac{(x^-/x^j; \, q)_\infty}{(x^-/x^j; \, q)_\infty} \times \prod_{x \in x_0^A} \frac{(x^-/x; \, q)_\infty}{(x^-/x; \, q)_\infty}
\]
\[ = \prod_{i=1}^d \frac{(x^-/x^+)^{1-i}q^{-A}; \, q)_\infty}{(x^-/x^+)^{1-i}q^{-A}; \, q)_\infty} \times \left( \frac{t}{q} \right)^{dA}, \tag{6.8} \]
where the last step is justified by the following lemma, which we apply for \( w := -(x^-/x^+)t^{1-i} \).

**Lemma 6.13** Let \( w > 0 \) be fixed. As \( A \to +\infty \),
\[
\frac{(-wq^{-A}; \, q)_\infty}{(-wt^{-1}q^{1-A}; \, q)_\infty} \propto \left( \frac{t}{q} \right)^A.
\]

**Proof** We have
\[
\frac{(-wq^{-A}; \, q)_\infty}{(-wt^{-1}q^{1-A}; \, q)_\infty} = \frac{(-wq^{-A}; \, q)_A}{(-wt^{-1}q^{1-A}; \, q)_A} \times \frac{(-w; \, q)_\infty}{(-wt^{-1}; \, q)_\infty}
\]
\[ = \text{const} \frac{(-wq^{-A}; \, q)_A}{(-wt^{-1}q^{1-A}; \, q)_A} \times \left( \frac{t}{q} \right)^A,
\]
where the last step follows from Lemma 6.10 in which we take \( m = A \). \( \square \)

Now we turn to the double product over \((r, s)\) in (6.4). Again, its relevant part is (6.6). We still have \( \varepsilon(k) = 0 \), but now \( \varepsilon(k + d) \) equals 0 (not 1, as above). The result is that
\[ k + \varepsilon(k) = k, \quad k + d + \varepsilon(k + d) = k + d, \]
and hence
\[ x_{k+\varepsilon(k)} = x_k = x^+, \quad x_{k+d+\varepsilon(k+d)} = x_{k+d} \in X_0^A. \]

It follows that the part of (6.6) related to \( r = k + d \) is uniformly bounded, hence we are left with
\[
\prod_{s=1, \ldots, N} \frac{(x_k t/x_s; \, q)_{m_k}}{(x_k q/x_s; \, q)_{m_k}} \times \prod_{x \in X_0^A} \frac{(x^+ t/x; \, q)_{m'}}{(x^+ q/x; \, q)_{m'}} = \prod_{i=1}^d \frac{(t^{1-i}q^{-A}; \, q)_{m'}}{(t^{-i}q^{1-A}; \, q)_{m'}} \times \left( \frac{t}{q} \right)^{dm'}, \tag{6.9}
\]
where the last step is justified with the help of Lemma 6.9.

Combining (6.8) and (6.9) we obtain:
Corollary 6.14 The expression in the second line of (6.4) is \( \ll \left( \frac{t}{q} \right)^{dm'+dA} \).

The next lemma is an analogue of Lemma 6.12:

Lemma 6.15 Under the assumption that \( Y \in S_A^+ \), we have

\[
\frac{V(Y)}{V(X_A)} \prod_{r=1}^{N-1} |y_r| \asymp q^{(d+1)m'+m''+dA}.
\]

Proof Indeed,

\[
\prod_{i=1}^{N-1} |y_r| \asymp q^{m'+(m''+A)+A(d-1)},
\]

\[
V(X_A) \asymp V(X_A^0) \asymp q^{Ad(d-1)/2},
\]

\[
V(Y) \asymp V(Y_A^0) (y_k - y_{k+d}) \prod_{y \in Y_A^0} (y - y) \prod_{y \in Y_A^0} (y - y) \asymp q^{A(d-1)(d-2)/2} \cdot q^{m'} \cdot q^{A(d-1)} \cdot q^{m'(d-1)}.
\]

This implies the desired bound. \( \square \)

Corollary 6.14 and Lemma 6.15 together imply Proposition 6.8.

6.8 End of proof of Theorem 6.5

We have finished the proof of the theorem in the case when \( 0 < k < n \). It remains to examine the two extreme cases \( k = n \) and \( k = 0 \). By symmetry, they are equivalent, so we examine only the case \( k = n \). Then all points of \( X_A \) and \( Y \) are on the right of \( 0 \). We have \( N = k + d \),

\[
X_A = (x_1, \ldots, x_N) = (x_1^*, \ldots, x_n^*; x_k^* q^A t, x_k^* q^A t^2, \ldots, x_k^* q^A t^d),
\]

\[
Y = (y_1, \ldots, y_{N-1}) = (y_1^*, \ldots, y_k^*; x_k^* q^A t, x_k^* q^A t^2, \ldots, x_k^* q^A t^{d-1}),
\]

and

\[
\epsilon(1) = \cdots = \epsilon(k + d - 1) = 0.
\]

In the configuration \( Y \), each of the points except \( y_k = y_k^* \) is either fixed or ranges over a fixed finite set. As for \( y_k \), it may take the values of the form \( x_k^* t q^m \), where \( 0 \leq m \leq A - 1 \).

In the present situation the theorem reduces to the following claim:

\[
\lim_{B \to +\infty} \sum_{Y: m \geq B} \Lambda^N_{N-1}(X_A, Y) = 0 \quad \text{uniformly on \( A \).}
\]
But this follows from the next proposition, which is a simplified version of Propositions 6.7 and 6.8:

**Proposition 6.16** In the case \( k = n \) we have

\[
\Lambda_{N-1}^{N}(X_A, Y) \asymp t^{dm}.
\]

**Proof** We turn again to formula (6.4). The product over \( j \) now disappears and the only relevant part has the form

\[
\frac{V(Y)}{V(X_A)} \cdot \prod_{r=1}^{N-1} |y_r| \cdot \prod_{s=1}^{N-1} \prod_{r \neq s}^{N} \frac{(x_r t/x_s; q)_{mr}}{(x_r q/x_s; q)_{mr}},
\]

Arguing as in Lemma 6.15 we obtain

\[
\frac{V(Y)}{V(X_A)} \cdot \prod_{r=1}^{N-1} |y_r| \asymp q^{dm}.
\]

Next, the product over \((r, s)\) is handled with the aid of Lemma 6.9, and the result is \( \asymp \left( \frac{t}{q} \right)^{dm} \).

These two estimates yield the desired result. \(\square\)

This completes the proof of Theorem 6.5.

**7 Boundaries of projective chains: general facts**

**7.1 The boundary**

Recall (Sect. 1.1) that a *projective chain* \( \{S_N, L_{N-1}^{N}\} \) consists of an infinite sequence \( S_1, S_2, \ldots \) of countable sets linked by stochastic matrices \( L_{N-1}^{N} \) of format \( S_N \times S_{N-1} \), where \( N = 2, 3, \ldots \).

Recall that the symbol \( \mathcal{P}(\cdot) \) denotes the set of probability measures on a given measurable space. The matrix \( L_{N-1}^{N} \) determines a map \( \mathcal{P}(S_N) \rightarrow \mathcal{P}(S_{N-1}) \), which we write as \( M \mapsto ML_{N-1}^{N} \) (here any measure \( M \in \mathcal{P}(S_N) \) is interpreted as a row-vector whose coordinates are indexed by \( S_N \)).

The maps \( \mathcal{P}(S_N) \rightarrow \mathcal{P}(S_{N-1}) \) allow us to form the projective limit space \( \lim \mathcal{P}(S_N) \). By the very definition, an element of this space is an infinite sequence \( \{M_N \in \mathcal{P}(S_N) : N = 1, 2, \ldots \} \) with the property that \( M_N L_{N-1}^{N} = M_{N-1} \) for all \( N \geq 2 \); such sequences are called *coherent systems*.

In what follows we assume that the space \( \lim \mathcal{P}(S_N) \) is nonempty. It possesses a natural structure of a convex set, which gives sense to the following definition.
**Definition 7.1** By the boundary of a projective chain \( \{ S_N, L_{N-1}^N : N = 2, 3, \ldots \} \) we mean the set \( S_\infty := \text{Ex}(\lim_{\leftarrow} P(S_N)) \) of extreme points of \( \lim_{\leftarrow} P(S_N) \).

Given \( X \in S_\infty \), we denote by \( M(X) = \{ M_N(X) \} \) the coherent system represented by \( X \). In the next theorem we use the natural Borel structure on \( \lim_{\leftarrow} P(S_N) \) generated by the cylinder sets.

**Theorem 7.2** The set \( S_\infty \) is a Borel subset of the space \( \lim_{\leftarrow} P(S_N) \), so that we may form the space \( P(S_\infty) \) of probability Borel measures on \( S_\infty \).

For every coherent system \( M = \{ M_N \} \) there exists a unique measure \( \sigma \in P(S_\infty) \) such that \( M = \int_{S_\infty} M(X) \sigma(dX) \) in the sense that

\[
M_N(Y) = \int_{S_\infty} M_N(X)(Y) \sigma(dX) \quad \text{for every } N = 1, 2, \ldots \text{ and every } Y \in \Omega_N.
\]

Conversely, every measure \( \sigma \in P(S_\infty) \) generates in this way a coherent system, so that we obtain a bijection \( P(S_\infty) \leftrightarrow \lim_{\leftarrow} P(S_N) \).

**Proof** See Olshanski [29, Theorem 9.2]. \( \square \)

For later use it is convenient to slightly reformulate this result. Let us introduce the alternative notation

\[
L_N^\infty(X, Y) := M_N(X)(Y), \quad Y \in S_N.
\]

We may regard \( L_N^\infty \) as a Markov kernel: this simply means that \( L_N^\infty(X, \cdot) \) is a probability measure on \( S_N \) for any fixed \( X \in S_\infty \), and the function \( X \mapsto L_N^\infty(X, Y) \) is a Borel measurable function on \( S_\infty \) for any fixed \( Y \in S_N \). Next, we rename \( \sigma \) by \( M_\infty \). In this notation, Theorem 7.2 claims that there is a one-to-one correspondence \( \{ M_N \} \leftrightarrow M_\infty \) between coherent systems and probability measures on \( S_\infty \) given by

\[
M_N = M_\infty L_N^\infty, \quad N = 1, 2, 3, \ldots,
\]

or, in more detail,

\[
M_N(Y) = \int_{S_\infty} M_N(dX) L_N^\infty(X, Y), \quad N = 1, 2, 3, \ldots, \quad Y \in S_N. \tag{7.1}
\]

We call \( M_\infty \) the boundary measure of a given coherent system \( \{ M_N \} \). It is tempting to say that \( M_\infty \) is the limit of the measures \( M_N \) as \( N \to \infty \). One cannot do it in the abstract setting, because \( M_\infty \) and the \( M_N \)’s live on distinct spaces. However, in a number of concrete models one can use their specific properties and deduce from Theorem 7.2 that the \( M_N \)’s do converge to \( M_\infty \) in some natural sense. In particular, this can be done in our case, see Theorem 8.5 below.
7.2 The path space

Given two elements $X \in S_N$ and $Y \in S_{N-1}$, we write $X \succ Y$ or equivalently $Y \prec X$ if the matrix entry $L_{N-1}^N(X, Y)$ is nonzero (hence strictly positive).

A finite path of length $N$ is a sequence $(X(1), \ldots, X(N))$, where $X(i) \in S_i$ for all $i = 1, \ldots, N$ and $X(1) \prec X(2) \prec \cdots \prec X(N)$. The set of all such paths will be denoted by $\Pi_N$.

Likewise, an infinite path is an infinite sequence $(X(1) \prec X(2) \prec \ldots)$, where $X(i) \in S_i$ for all $i = 1, \ldots$. The set of all such paths is denoted by $\Pi$ and called the path space.

For each $N \geq 2$ there is a natural projection $\Pi_N \to \Pi_{N-1}$:

$$(X(1), \ldots, X(N-1), X(N)) \mapsto (X(1), \ldots, X(N-1)).$$

Evidently, $\Pi$ is the projective limit of the sets $\Pi_N$ with respect to these projections. We equip $\Pi$ with the corresponding Borel structure.

An elementary cylinder set of depth $N$ in $\Pi$ is the set of all infinite paths with a prescribed beginning $(X(1), \ldots, X(N))$; let us denote such a set by $C(X(1), \ldots, X(N))$.

Definition 7.3 We say that a probability Borel measure $\mathcal{M}$ on $\Pi$ is a Gibbs measure if the following condition holds. Let $N$ and $X \in S_N$ be arbitrary, and consider all elementary cylinder sets $C(X(1), \ldots, X(N))$ with $X(N) = X$. Then we require that

$$\mathcal{M}(C(X(1), \ldots, X(N)) = m(X)L_{N-1}^N(X(N), X(N-1))$$

$$\times L_{N-2}^{N-1}(X(N-1), X(N-2)) \cdots L_1^2(X(2), X(1)), \quad (7.2)$$

where $m(X) \geq 0$ is a quantity that depends on $X$ only. (Cf. [5, sect. 7.4].)

Proposition 7.4 There is a natural bijective correspondence $\mathcal{M} \leftrightarrow \{M_N\}$ between Gibbs measures and coherent systems.

Proof Let $\mathcal{M}$ be a Gibbs measure. For each $N$, we define a measure $M_N \in \mathcal{P}(S_N)$ by setting $M_N(X) = m(X)$ for $X \in S_N$, where $m(X)$ is taken from (7.2). It is immediately checked that $M_N$ is a probability measure and the sequence $M_1, M_2, \ldots$ is a coherent system.

Conversely, let $\{M_N\}$ be a coherent system. For each $N$, we define a probability measure $\mathcal{M}_N$ on $\Pi_N$ by setting

$$\mathcal{M}_N(C(X(1), \ldots, X(N)) = M_N(X(N))L_{N-1}^N(X(N), X(N-1))$$

$$\times L_{N-2}^{N-1}(X(N-1), X(N-2)) \cdots L_1^2(X(2), X(1)),$$

where $(X(1), \ldots, X(N)) \in \Pi_N$. The measures obtained in this way are consistent with the projections $\Pi_N \to \Pi_{N-1}$. Hence, by Bochner’s theorem (see Bochner [3, Theorem 5.1.1] or Parthasarathy [31, Ch. V]), they give rise to a probability measure $\mathcal{M}$ on $\Pi$. By the very construction, it is a Gibbs measure. \qed
Let $\pi = (X(N))$ and $\pi' = (X'(N))$ be two infinite paths; let us say that they are equivalent (and then write $\pi \sim \pi'$) if they have the same tail, that is, $X(N) = X'(N)$ for all $N$ large enough. Let $G$ be the group of all bijections $g : \Pi \rightarrow \Pi$ such that $g\pi \sim \pi$ for every path $\pi$ and $g\pi \neq \pi$ for finitely many paths $\pi$ only. This is a countable group of transformations of $\Pi$. Associated with the action of $G$ on $\Pi$ is a $1$-cocycle $c(g, \pi)$: if $\pi = (X(N))$ and $g\pi = (X'(N))$, then

$$c(g, \pi) := \prod_{N=2}^{\infty} \frac{L_{N-1}^N(X'(N), X'(N-1))}{L_{N-1}^N(X(N), X(N-1))}.$$  

The product on the right is actually finite and hence is well defined.

The notion of Gibbs measures can be reformulated as follows: these are precisely those probability measures $\mathcal{M} \in \mathcal{P}(\Pi)$ that are $G$-quasiinvariant and consistent with the cocycle $c(g, \pi)$, that is, for a test function $f$ on $\Pi$,

$$\int_{\Pi} f(g^{-1}\pi) \mathcal{M}(d\pi) = \int_{\Pi} f(\pi) c(g, \pi) \mathcal{M}(d\pi) \quad \forall g \in G. \quad (7.3)$$

This fact is used in the next proposition. Before to state it, observe that the notion of Gibbs measures given above can be extended, in a natural way, to finite measures (not necessarily probability ones). Next, if $\mathcal{M}$ is a finite measure on $\Pi$ and $A \subset \Pi$ is a Borel subset, then we denote by $\mathcal{M}|_A$ the restriction of $\mathcal{M}$ to $A$, which we regard again as a measure on $\Pi$.

**Proposition 7.5** Let $A \subset \Pi$ be a Borel subset, which is saturated with respect to the tail equivalence relation (that is, $A$ consists of whole equivalence classes). If $\mathcal{M}$ is a Gibbs measure, then so is $\mathcal{M}|_A$.

**Proof** We have $\mathcal{M}|_A = \chi_A \mathcal{M}$, where $\chi_A$ denotes the characteristic function of $A$. Our assumption on $A$ means that $\chi_A$ is $G$-invariant. It follows that if $\mathcal{M}$ satisfies (7.3), then so is $\chi_A \mathcal{M}$. This concludes the proof. \[\Box\]

### 7.3 Decomposition on singular and nonsingular components

Now we apply the general formalism described above to two concrete projective chains, $\{\Omega_N, \Lambda_N^{N-1}\}$ and $\{\tilde{\Omega}_N, \tilde{\Lambda}_N^{N-1}\}$; the results are used below in the proof of Theorem 8.4.

Let $\Pi$ and $\tilde{\Pi}$ denote the spaces of infinite paths for $\{\Omega_N, \Lambda_N^{N-1}\}$ and $\{\tilde{\Omega}_N, \tilde{\Lambda}_N^{N-1}\}$, respectively. Evidently, $\Pi$ is a subset of $\tilde{\Pi}$. Let us say that a path $\pi \in \tilde{\Pi}$ is nonsingular if it is contained in $\Pi \subset \tilde{\Pi}$; otherwise it is called singular.

Write a path $\pi \in \tilde{\Pi}$ as a sequence $\{X(N) \in \tilde{\Omega}_N : N = 1, 2, \ldots \}$. In this notation, $\pi$ is nonsingular if and only if $X(N) \in \Omega_N$ for each $N$; that is, $X(N)$ must contain exactly $N$ points. Therefore, $\pi$ is singular if this condition fails, that is, there exists and index $K$ such that $X(K)$ contains less than $K$ points, say, $k < K$ points. Then, as is seen from Theorem 6.5, for all $N > K$ the number of points in $X(N)$ is also equal to $k$. 

...
Thus, the nonsingular paths have the form
\[ X(1) \prec X(2) \prec \ldots, \quad X(N) \in \Omega_N, \quad N = 1, 2, \ldots, \]
while the singular paths have the form
\[ X(1) \prec \cdots \prec X(k) \preceq X(k + 1) \preceq X(k + 2) \preceq \ldots, \]
where \( X(N) \in \Omega_k \subset \tilde{\Omega}_N \) for all \( N \geq k \), with a certain \( k \). Recall that the meaning of symbol \( \preceq \) is explained in Definition 6.4.

From this description we obtain a stratification of the space \( \tilde{\Pi} \):
\[ \tilde{\Pi} = \Pi \sqcup \bigcup_{k=0}^{\infty} \Pi_k, \]
where \( \Pi_k \) is formed by those paths \( \{X(N) : N = 1, 2, \ldots\} \) for which \( X(N) \in \Omega_k \) for all \( N \geq k \).

**Lemma 7.6** Each of the strata \( \Pi, \Pi_0, \Pi_1, \ldots \) is a saturated Borel subset.

**Proof** The fact that the strata are saturated follows directly from their definition. Next, for each \( k = 0, 1, 2, \ldots \), the stratum \( \Pi_k \) consists precisely of the paths \( \pi = (X(N)) \) with the property \( X(k + 1) \in \Omega_k \). It follows that \( \Pi_k \) is the union of countably many elementary cylinder sets and hence a Borel set. This in turn implies that \( \Pi \) is a Borel set, too. \( \Box \)

**Corollary 7.7** Any extreme Gibbs measure on the space \( \tilde{\Pi} \) is concentrated on one of its strata \( \Pi, \Pi_0, \Pi_1, \ldots \).

**Proof** Let \( \mathcal{M} \) be an arbitrary finite Gibbs measure on the path space \( \tilde{\Pi} \). Lemma 7.6 makes it possible to restrict \( \mathcal{M} \) to any of the strata. Moreover, the resulting measure (denote it by \( \mathcal{M}_\infty \) or \( \mathcal{M}_k \)) will be a Gibbs measure by virtue of Proposition 7.5. We obtain the decomposition
\[ \mathcal{M} = \mathcal{M}_\infty + \mathcal{M}_0 + \mathcal{M}_1 + \ldots \]
in which each all the components are Gibbs measures. In the case when \( \mathcal{M} \) is an extreme probability Gibbs measure it must coincide with one of its components, all other components being equal to zero. This completes the proof. \( \Box \)

**8 Proof of Theorems B and C**

**8.1 The boundary of the chain \( \{\tilde{\Omega}_N, \tilde{\Omega}_{N-1}\} \)**

Let Sym denote the algebra of symmetric functions. Observe that for any configuration \( X \in \tilde{\Omega} \) and any positive integer \( k \), the sum \( \sum_{x \in X} |x|^k \) is finite. It follows that for any
for any $X \in \tilde{\Omega}$, the value of $f$ at $X$ makes sense: namely, we enumerate the points $x \in X$ in an arbitrary way and set

$$f(X) := f(x_1, x_2, \ldots), \quad \text{where } X = (x_1, x_2, \ldots)$$

(we add infinitely many 0’s if $X$ if finite). An important remark is that $f$ is a continuous function in the topology of the space $\tilde{\Omega}$.

We denote by $P_v = P_v(x_1, x_2, \ldots; q, t)$ the Macdonald symmetric function with index $v \in \mathcal{Y}$ and parameters $q$ and $t$ (Macdonald [19, Ch. VI, sect. 4]). Its value at $X \in \tilde{\Omega}$ is denoted by $P_v(X; q, t)$.

Given $X \in \tilde{\Omega}$ (see Definition 6.1 (ii)), we denote by $[X]$ the smallest closed interval of $\mathbb{R}$ containing all points of $X$.

**Theorem 8.1** The elements of the boundary of the chain $\{\tilde{\Omega}_N, \tilde{\Lambda}_N^{N-1}\}$ can be parametrized by the configurations $X \in \tilde{\Omega}$.

More precisely, to every $X \in \tilde{\Omega}$ there corresponds a coherent system $M^{(X)} = \{M_K^{(X)} : K = 1, 2, \ldots\}$; here the $K$th measure $M_K^{(X)} \in \mathcal{P}(\tilde{\Omega}_K)$ is concentrated on the compact set $\{Y \in \tilde{\Omega}_K : Y \subset [X]\}$ and is uniquely determined by the relations

$$\sum_{Y \in \tilde{\Omega}_K} M_K^{(X)}(Y) \frac{P_v|K(Y; q, t)}{(t^K; q, t)_v} = P_v(X; q, t),$$

where $v$ is an arbitrary partition with $\ell(v) \leq K$. The coherent families $M^{(X)}$ are pairwise distinct and are precisely the extreme ones.

Furthermore, the Borel structure on the boundary coincides with the Borel structure of the space $\tilde{\Omega}$ determined by its topology.

In the particular case $t = q$ this result was proved in [29, Theorem 6.2], and the same argument works in the general case. So we only sketch the proof and refer to [29] for more details.

**Sketch of proof** Step 1. For $N > K$ we set

$$\tilde{\Lambda}_K^N := \tilde{\Lambda}_K^{N-1} \tilde{\Lambda}_K^{N-2} \cdots \tilde{\Lambda}_K^1,$$

this is a stochastic matrix of format $\tilde{\Omega}_N \times \tilde{\Omega}_K$. Below we use the following direct generalization of (6.1): if $v \in \mathcal{Y}(K)$, then

$$\sum_{Y \in \tilde{\Omega}_K} \tilde{\Lambda}_K^N(X, Y) \frac{P_v|K(Y; q, t)}{(t^K; q, t)_v} = \frac{P_v|N(X; q, t)}{(t^N; q, t)_v}, \quad \forall X \in \tilde{\Omega}_N. \quad (8.2)$$

Note that $\tilde{\Lambda}_K^N(X, Y)$ vanishes unless $Y \subset [X]$.

Let $X \in \tilde{\Omega}$ be arbitrary. Take a sequence $\{X(N) \in \tilde{\Omega}_N : N = 1, 2, \ldots\}$ such that $X(N) \subset [X]$ and $X(N) \to X$ (such a sequence always exists). We claim that for any
fixed $K = 1, 2, \ldots$ there exists a weak limit

$$M_K^{(X)} := \lim_{N \to \infty} \widetilde{\Lambda}_K^N (X(N), \cdot) \in \mathcal{P} (\widetilde{\Omega}_K). \tag{8.3}$$

Indeed, substitute $X = X(N)$ into (8.2) and rewrite the resulting equality in the form

$$\left\{ \widetilde{\Lambda}_K^N (X(N), \cdot), \frac{P_{\nu,K}(\cdot; q, t)}{(t^K; q, t)_v} \right\} = \frac{P_{\nu,N}(X(N); q, t)}{(t^N; q, t)_v}, \tag{8.4}$$

where the angular brackets denote the canonical pairing between measures and functions.

Fix $\nu$ and let $N \to \infty$. Then $(t^N; q, t)_v \to 1$ and the right-hand side of (8.4) tends to $P_\nu(X; q, t)$. Thus, the left-hand side also has a limit for each $\nu$. Since the measures $\widetilde{\Lambda}_K^N (X(N), \cdot)$ are concentrated on a compact set, they have a weak limit, as it is seen from the argument of Lemma 5.3.

By the very construction, the limit measure, denoted by $M_K^{(X)}$, is concentrated on the compact set $\{ Y \in \widetilde{\Omega}_K : Y \subset [X] \}$ and is uniquely determined by the relations (8.1). In particular, it does not depend on the choice of the approximation $X(N) \to X$. Furthermore, the sequence $\{ M_K^{(X)} \}$ is a coherent system, and different configurations $X \in \widetilde{\Omega}$ lead to different coherent systems. All these claims are proved exactly as in [29].

(Note that a phrase in [29] has to be corrected: there, in the proof of Theorem 6.2, the beginning of step 1, it is written that any sequence $\{ X(N) \}$ converging to $X$ is ‘regular’, meaning that the measures $\widetilde{\Lambda}_K^N (X(N), \cdot)$ converge in a stronger sense, which is not true in general. However, we do not need this; for our purpose it suffices that these measures converge weakly.)

**Step 2.** Let $\{ M_K : K = 1, 2, \ldots \}$ be an extreme coherent system. By a general theorem (see [24, Theorem 6.1]), there exists a sequence $\{ X(N) \in \widetilde{\Omega}_K \}$ such that, as $N$ goes to infinity, $\widetilde{\Lambda}_K^N (X(N), Y) \to M_K(Y)$ for every $K$ and every $Y \in \widetilde{\Omega}_K$. A fortiori, for every $K$, the measures $\widetilde{\Lambda}_K^N (X(N), \cdot)$ converge to $M_K$ weakly. In particular, this holds for $K = 1$ which in turn implies that the measures $\widetilde{\Lambda}_1^N (X(N), \cdot)$ form a tight family of probability measures on $\widetilde{\Omega}_1$. Now we apply Proposition 8.2 (see below); it tells us that there exists a positive number $a$ such that $X(N) \subset [-a, a]$ for each $N$. Because the subset $\{ X \in \widetilde{\Omega} : X \subset [-a, a] \} \subset \widetilde{\Omega}$ is compact, the sequence $\{ X(N) \}$ has a limit point in $\widetilde{\Omega}$. Therefore, one may choose a subsequence of indices $N$ such that, along this subsequence, $X(N)$ converges to some element $X \in \widetilde{\Omega}$. Applying the result of step 1 we see that $M_K = M_K^{(X)}$ for every $K$. We conclude that the extreme coherent systems are contained among the systems of the form $\{ M_K^{(X)} \}$.

**Step 3.** Here we prove the converse claim: any coherent system of the form $\{ M_K^{(X)} \}$ is extreme. The argument is the same as in [29], with Schur symmetric functions being replaced by Macdonald symmetric functions.

**Step 4.** Here we apply a general fact about Borel maps to prove the final claim of the theorem. This claim is also necessary to justify an argument in step 3. $\square$
8.2 A condition of tightness

Our task here is to prove the following proposition, which was used in the argument above, on step 2.

**Proposition 8.2** Let \( \{X(N) \in \Omega_N : N = 1, 2, \ldots \} \) be a sequence of configurations such that the corresponding sequence \( \{\lambda_1(N, \cdot)\} \) of probability measures on \( \Omega_1 \) is tight. Then there exists \( a > 0 \) such that \( X(N) \subset [-a, a] \) for all \( N \).

First we state a lemma.

**Lemma 8.3** Let \( X \) be a nonempty configuration from \( \Omega_N \), where \( N \geq 2 \), and let \( x_0 \) denote the point of \( X \) with maximal absolute value, so that \( x_0 \) is either the leftmost or the rightmost point (in the case these endpoints of \( X \) have the same absolute value we take as \( x_0 \) any of them).

The number \( \lambda_1(X, x_0) \) is bounded from below by a universal positive constant:

\[
\lambda_1(X, x_0) \geq c := \prod_{m=1}^{\infty} (t_m; q)^{\infty} > 0. \tag{8.5}
\]

Observe that the proposition immediately follows from the lemma. Indeed, if the configurations \( X(N) \) are not uniformly bounded, then one can choose a subsequence of numbers \( N_1 < N_2 < \ldots \) such that for the corresponding configurations \( X(N_i) \), at least one endpoint goes to infinity. By virtue of the lemma, this means that the measure \( \lambda_1(X_i, \cdot) \) has an atom of size \( \geq c > 0 \) that escapes to infinity as \( i \to \infty \). But this contradicts the tightness assumption. Thus, it remains to prove the lemma.

**Proof of the lemma** First of all note that the two infinite products on the right-hand side of (8.5) converge. Indeed, to see this, write each of them as a double product

\[
\prod_{m=1}^{\infty} (\pm t^m; q)^{\infty} = \prod_{m=1}^{\infty} \prod_{n=0}^{\infty} (1 \mp t^m q^n),
\]

and observe that

\[
\sum_{m=1}^{\infty} \sum_{n=0}^{\infty} t^m q^n < \infty.
\]

We follow the proof of Lemma 4.3 in [29] which in turn relies on computations in §3 of that paper.

**Step 1.** Recall that \( \Omega_1 = \Omega_0 \cup \Omega_1 \), where \( \Omega_0 \) consists of the empty configuration and \( \Omega_1 = \mathbb{L} \). Since \( X \) is assumed to be nonempty, the measure \( \lambda_1(X, \cdot) \) is concentrated on \( \Omega_1 \): here we use Theorem 6.5. Thus, we may regard \( \lambda_1(X, \cdot) \) as a measure on \( \mathbb{L} \).

**Step 2.** Let us show that

\[
\sum_{y \in \mathbb{L}} \lambda_1(X, y) (yz^{-1}t_N; q)^{\infty} = \prod_{x \in X} (xz^{-1}t; q)^{\infty}, \quad z \in \mathbb{C} \setminus \mathbb{R}, \tag{8.6}
\]
cf. [29, Proposition 3.1]. Indeed, setting $K = 1$ and $\nu = (n)$ in (8.2) we get
\[
\sum_{y \in \mathbb{L}} \tilde{\Lambda}_1^N(X, y) \frac{(t^n; q)_n}{(t; q)_n} y^n = P_{(n)|N}(X; q, t), \quad \forall X \in \Omega_N, \ n \in \mathbb{Z}_{\geq 0}. \quad (8.7)
\]
Assume first that $|z|$ is large, multiply the both sides of (8.7) by $Q_{(n)|1}(z^{-1}; q, t)$ (the univariate Macdonald $Q$-polynomial) and sum over all $n \in \mathbb{Z}_{\geq 0}$. On the right-hand side we obtain the right-hand side of (8.6), by virtue of the fundamental Cauchy identity for the Macdonald symmetric functions [19, ch. VI, (4.13)].

Let us turn to the left-hand side. Here we may interchange the order of summation, which gives us
\[
\sum_{y \in \mathbb{L}} \tilde{\Lambda}_1^N(X, y) \left\{ \sum_{n=0}^{\infty} \frac{(t^n; q)_n}{(q; q)_n} Q_{(n)|1}(z^{-1}; q, t) y^n \right\}.
\]
We can compute the interior sum. From the definition of the Macdonald $Q$-functions (see [19, ch. VI, (4,12), (4.11), and 6.19]) it follows that
\[
Q_{(n)|1}(z^{-1}; q, t) = \frac{(t; q)_n}{(q; q)_n} z^{-n},
\]
Therefore, the interior sum is
\[
\sum_{n=0}^{\infty} \frac{(t^n; q)_n}{(q; q)_n} (yz^{-1})^n = \frac{(yz^{-1}t^n; q)_\infty}{(yz^{-1}; q)_\infty},
\]
where the last equality follows from the $q$-binomial formula [13]. This gives the desired equality (8.6). Finally, we get rid of the assumption that $|z|$ is large by using analytic continuation.

**Step 3.** Let us derive from (8.6) the equality
\[
\tilde{\Lambda}_1^N(X, x_0) = \frac{(t; q)_\infty}{(t^n; q)_\infty} \frac{\prod_{x \in X \setminus \{x_0\}} (xx^{-1}_0; q)_\infty}{\prod_{x \in X \setminus \{x_0\}} (xx^{-1}_0; q)_\infty}. \quad (8.8)
\]
Indeed, the right-hand side of (8.6) is a meromorphic function in $z \in \mathbb{C} \setminus \{0\}$. It has a pole at $z = x_0$ with the residue
\[
\text{Res}_{z=x_0} \left\{ \prod_{x \in X} \frac{(xz^{-1}; q)_\infty}{(xz^{-1}; q)_\infty} \right\} = x_0 \frac{(t; q)_\infty}{(q; q)_\infty} \frac{\prod_{x \in X \setminus \{x_0\}} (xx^{-1}_0; q)_\infty}{\prod_{x \in X \setminus \{x_0\}} (xx^{-1}_0; q)_\infty}. \quad (8.9)
\]
On the hand, let us compute the same residue by looking at the left-hand side of (8.6). Recall that the support of the measure $\tilde{\Lambda}_1^N(X, \cdot)$ is contained in $[X]$, the smallest
closed interval containing $X$. From this and by the very definition of $x_0$ we conclude that only the summand with $y = x_0$ contributes. Therefore, the residue in question is equal to

$$\tilde{\Lambda}_{1}^{N}(X, x_0) \text{Res}_{z=x_0} \left\{ \frac{(x_0 z^{-1} t^{N}; q)_{\infty}}{(x_0 z^{-1}; q)_{\infty}} \right\} = \tilde{\Lambda}_{1}^{N}(X, x_0) x_0 \frac{(t^{N}; q)_{\infty}}{(q; q)_{\infty}}. \tag{8.10}$$

Equating (8.9) to (8.10) we obtain (8.8).

**Step 4.** It remains to find a lower bound for the right-hand side of (8.8). By the definition of $x_0$, the numerator can be estimated as follows

$$\prod_{x \in X \setminus \{x_0\}} \frac{(x x_0^{-1} t^{N}; q)_{\infty}}{(x; q)_{\infty}} \geq \frac{(t^{N}; q)_{\infty}}{(q; q)_{\infty}} \prod_{m=1}^{\infty} \frac{(t^{m}; q)_{\infty}}{(q; q)_{\infty}}.$$

Likewise, the denominator can be estimated as follows

$$\prod_{x \in X \setminus \{x_0\}} \frac{(x x_0^{-1}; q)_{\infty}}{(x_0; q)_{\infty}} \leq (-1; q)_{\infty} \frac{(-t; q)_{\infty}}{(q; q)_{\infty}} \prod_{m=1}^{\infty} \frac{(-t^{m}; q)_{\infty}}{(q; q)_{\infty}}.$$

This completes the proof of (8.1). \hfill \square

### 8.3 Proof of Theorem B

The next theorem is similar to that of Theorem 8.1. Recall that the space $\Omega_{\infty}$ was introduced in Definition 6.1.

**Theorem 8.4** The elements of the boundary of the chain $\{\Omega_{N}, \Lambda_{N-1}^{N}\}$ can be parametrized by the configurations $X \in \Omega_{\infty}$.

More precisely, to every $X \in \Omega_{\infty}$ there corresponds a coherent system $M^{(X)} = \{M_{K}^{(X)} : K = 1, 2, \ldots\}$; here the $K$th measure $M_{K}^{(X)} \in \mathcal{P}(\Omega_{K})$ is concentrated on the compact set $\{Y \in \Omega_{K} : Y \subset [X]\}$ and is uniquely determined by the relations

$$\sum_{Y \in \Omega_{K}} M_{K}^{(X)}(Y) \frac{P_{v|K}(Y; q, t)}{(t^{K}; q)_{v}} = P_{v}(X; q, t), \tag{8.11}$$

where $v$ is an arbitrary partition with $\ell(v) \leq K$. The coherent families $M^{(X)}$ are pairwise distinct and are precisely the extreme ones.

Furthermore, the Borel structure on the boundary coincides with the Borel structure of the ambient space $\tilde{\Omega}$ determined by its topology.

This result is a reformulation (with a slight refinement) of Theorem B (see Sect. 1.10).
Proof The results of Sect. 7 show that the boundary of the chain \( \{ \Omega_N, \Lambda_{N-1}^N \} \) is contained in the boundary of the chain \( \{ \tilde{\Omega}_N, \tilde{\Lambda}_{N-1}^N \} \). We know (Theorem 8.1) that the latter boundary is the space \( \tilde{\Omega} \), and we are going to prove that the former boundary is its subset \( \Omega_\infty \). After that the remaining claims will follow from the corresponding claims of Theorem 8.1.

Proposition 7.4 allows us to switch to the language of Gibbs measures. Let \( X \in \tilde{\Omega} \), \( \{ M_K^{(X)} : K = 1, 2, \ldots \} \) be the corresponding coherent system, and \( \mathcal{M}^{(X)} \) denote the corresponding Gibbs measure on the path space \( \tilde{\Pi} \). We know that \( \mathcal{M}^{(X)} \) is extreme.

Therefore, by virtue of Corollary 7.7, \( \mathcal{M}^{(X)} \) is concentrated on one of the strata of \( \tilde{\Pi} \), and the boundary under question is the set of those configurations \( X \in \tilde{\Omega} \) for which the corresponding stratum is \( \Pi \), not \( \Pi_k \).

Thus, it suffices to show that \( \mathcal{M}^{(X)} \) is concentrated on some \( \Pi_k \) if and only if \( X \in \tilde{\Omega} \setminus \Omega_\infty \). We proceed to the proof of this claim.

Suppose that there exists \( k \) such that \( \mathcal{M}^{(X)} \) is concentrated on the stratum \( \Pi_k \). This implies that for any \( K > k \), the measure \( M_K^{(X)} \) is concentrated on \( \Omega_k \subset \tilde{\Omega}_K \). Now let \( v \) be an arbitrary partition with \( \ell(v) > k \). Take an arbitrary \( K \geq \ell(v) \) and observe that the polynomial \( P_v(K (\cdot ; q, t)) \) vanishes on the subset \( \Omega_K \subset \tilde{\Omega}_K \). Then (8.1) shows that \( P_v(X ; q, t) = 0 \). In particular, all elementary symmetric functions \( e_n \) with \( n > k \) vanish at \( X \) (here we use the fact that \( e_n \) coincides with \( P_{(v)}(\cdot ; q, t) \)). Therefore, the generating function

\[
1 + \sum_{n=1}^{\infty} e_n(X) z^n = \prod_{x \in X} (1 + xz)
\]

is a polynomial in \( z \) of degree at most \( k \).

On the other hand, this function vanishes at each point of the form \( z = -x^{-1} \) with \( x \in X \). This implies that \( X \) has at most \( k \) points, so that \( X \in \tilde{\Omega} \setminus \Omega_\infty \).

Conversely, suppose that \( X \in \tilde{\Omega} \setminus \Omega_\infty \), so that \( X \in \Omega_k \subset \tilde{\Omega} \) for some \( k \). For each \( N > k \) let \( X(N) \) denote the same configuration \( X \) regarded as an element of \( \Omega_k \subset \tilde{\Omega}_N \). Then for each \( K \) the limit relation (8.3) holds. It shows that the measure \( M_K^{(X)} \) is concentrated on the subset of configurations with at most \( k \) points. This in turn implies that \( \mathcal{M}^{(X)} \) cannot be concentrated on \( \Pi \). \( \square \)

8.4 Proof of Theorem C

The next theorem contains Theorem C (Sect. 1.11).

Theorem 8.5 Let \( \{ M_N \} \) be a coherent system of probability distributions for the chain \( \{ \Omega_N, \Lambda_{N-1}^N \} \) or \( \{ \tilde{\Omega}_N, \tilde{\Lambda}_{N-1}^N \} \) and let \( M_\infty \) be the corresponding boundary measure on \( \Omega_\infty \) or \( \tilde{\Omega} \), respectively. Then \( M_N \to M_\infty \) in the weak topology of the space \( \mathcal{P}(\tilde{\Omega}) \).

Proof Recall that the space \( \tilde{\Omega} \) is locally compact and suppose first that \( M_\infty \) is compactly supported. Then there exists an interval \([a, b] \subset \mathbb{R} \) such that \( M_\infty \) is concentrated on the compact subset \( \tilde{\Omega}[a, b] : = \{ X \in \tilde{\Omega} : X \subset [a, b] \} \). It follows that the same
also holds for all measures $M_N$. The symmetric functions form a dense subset of the Banach space $C(\hat{\Omega}[a, b])$, hence it suffices to prove that, as $N \to \infty$,

$$
\langle M_N, P_\nu(\cdot; q, t) \rangle \to \langle M_\infty, P_\nu(\cdot; q, t) \rangle \quad (8.12)
$$

for any partition $\nu$, where, as before, the angular brackets denote the canonical pairing between measures and functions, and $M_N$ is regarded as a measure on $\hat{\Omega}$.

On the other hand, for large enough $N$ we may write

$$
\langle M_N, P_\nu(\cdot; q, t) \rangle = \langle M_N, P_{\nu|N}(\cdot; q, t) \rangle
$$

and then it follows from (8.1) and (8.11) that, as $N \to \infty$,

$$
\langle M_N, P_{\nu|N}(\cdot; q, t) \rangle = (t^N; q, t)_\nu \langle M_\infty, P_{\nu|N}(\cdot; q, t) \rangle.
$$

Since $(t^N; q, t)_\nu \to 1$, this implies (8.12).

In the general case we may write $M_\infty$ as a convex combination of two probability measures,

$$
M_\infty = (1 - \varepsilon)M'_\infty + \varepsilon M''_\infty,
$$

where $M'_\infty$ is compactly supported and $\varepsilon > 0$ is a small parameter. Denote by $\{M'_N\}$ and $\{M''_N\}$ the coherent systems corresponding to $M'_\infty$ and $M''_\infty$, respectively. For an arbitrary fixed bounded continuous function $F$ on $\hat{\Omega}$ we have

\[
|\langle M_\infty, F \rangle - \langle M_N, F \rangle| \leq (1 - \varepsilon)|\langle M'_\infty, F \rangle - \langle M'_N, F \rangle| + \varepsilon|\langle M''_\infty, F \rangle - \langle M''_N, F \rangle| \\
\leq (1 - \varepsilon)|\langle M'_\infty, F \rangle - \langle M'_N, F \rangle| + 2\varepsilon\|F\|.
\]

By virtue of the above argument, as $N$ gets large, $|\langle M'_\infty, F \rangle - \langle M'_N, F \rangle|$ goes to $0$. It follows that

$$
\lim_{N \to \infty} |\langle M_\infty, F \rangle - \langle M_N, F \rangle| = 0,
$$

which completes the proof. \qed

**Acknowledgements** I am grateful to Cesar Cuenca and an anonymous referee for valuable comments.

**References**

1. Andrews, G.E., Askey, R., Roy, R.: Special Functions. Encyclopedia of Mathematics and Its Applications, vol. 71. Cambridge University Press, Cambridge (1999)
2. Assiotis, T., Najnudel, J.: The boundary of the orbital beta process. arXiv:1905.08684
3. Bochner, S.: Harmonic Analysis and the Theory of Probability. University of California Press, Berkeley (1955)
4. Borodin, A., Olshanski, G.: Harmonic analysis on the infinite-dimensional unitary group and determinantal point processes. Ann. Math. (2) 161, 1319–1422 (2005)
5. Borodin, A., Olshanski, G.: Representations of the Infinite Symmetric Group. Cambridge University Press, Cambridge (2017)
6. Bump, D.: Lie groups. Springer (2004 and 2013)
7. Cuenca, C.: Asymptotic formulas for Macdonald polynomials and the boundary of the (q,t)-Gelfand–Tsetlin graph. SIGMA 14, 001, 66 pages (2018). arXiv:1704.02429
8. Cuenca, C., Gorin, V., Olshanski, G.: The elliptic tail kernel. Int. Math. Res. Not. (to appear); advance online publication (2020). https://doi.org/10.1093/imrn/rnaa038; arXiv:1907.11841
9. Dynkin, E.B.: Sufficient statistics and extreme points. Ann. Probab. 6, 705–730 (1978)
10. Feller, W.: An Introduction to Probability Theory and Its Applications, vol. 2. Wiley, Hoboken (1971)
11. Forrester, P.J., Rains, E.M.: Interpretations of some parameter dependent generalizations of classical matrix ensembles. Probab. Theory Relat. Fields 131, 1–61 (2005)
12. Forrester, P.J., Warnaar, S.: The importance of Selberg integral. Bull. Am. Math. Soc. 45(4), 489–534 (2008)
13. Gasper, G., Rahman, M.: Basic Hypergeometric Series. With a foreword by Richard Askey, 2nd edn. Encyclopedia of Mathematics and its Applications, vol. 96. Cambridge University Press, Cambridge (2004)
14. Gorin, V.: The q-Gelfand–Tsetlin graph, Gibbs measures and q-Toeplitz matrices. Adv. Math. 229, 201–266 (2012)
15. Gorin, V., Olshanski, G.: A quantization of the harmonic analysis on the infinite-dimensional unitary group. J. Funct. Anal. 270, 375–418 (2016)
16. Heckman, G., Schlichtkrull, H.: Harmonic Analysis and Special Functions on Symmetric Spaces. Perspectives in Mathematics, vol. 16. Academic Press, Elsevier (1995)
17. Helgason, S.: Differential geometry, Lie groups, and symmetric spaces. Am. Math. Soc. (1974 and 2001)
18. Kim, J.S., Stanton, D.: On q-integrals over order polytopes. Adv. Math. 308, 1269–1317 (2017)
19. Macdonald, I.G.: Symmetric Functions and Hall Polynomials, 2nd edn. Oxford University Press, Oxford (1995)
20. Meyer, P.-A.: Probability and Potentials. Blaisdell, Waltham (1966)
21. Nazarov, M., Tarasov, V.: On irreducibility of tensor products of Yangian modules associated with skew Young diagrams. Duke Math. J. 112, 343–378 (2002)
22. Okounkov, A.: (Shifted) Macdonald polynomials: q-integral representation and combinatorial formula. Comp. Math. 112, 147–182 (1998)
23. Okounkov, A., Olshanski, G.: Shifted Jack polynomials, binomial formula, and applications. Math. Res. Lett. 4(1), 69–78 (1997)
24. Okounkov, A., Olshanski, G.: Asymptotics of Jack polynomials as the number of variables goes to infinity. Int. Math. Res. Not. 1998(13), 641–682 (1998)
25. Okounkov, A., Olshanski, G.: Limits of BC-type orthogonal polynomials as the number of variables goes to infinity. In: Kuznetsov, V., Sahi, S. (eds.) Jack, Hall–Littlewood and Macdonald polynomials. Contemporary Mathematics Series, vol. 417. AMS, pp. 281–318 (2006)
26. Olshanski, G.: Unitary representations of infinite-dimensional pairs (G, K) and the formalism of R. Howe. In: Vershik, A.M., Zhelobenko, D.P. (eds.) Representations of Lie Groups and Related Topics. Advances in Contemporary Mathematics, vol. 7. Gordon and Breach, N.Y., London etc., pp. 269–463 (1990)
27. Olshanski, G.: The problem of harmonic analysis on the infinite-dimensional unitary group. J. Funct. Anal. 205(2), 464–524 (2003)
28. Olshanski, G.: Probability measures on dual objects to compact symmetric spaces, and hypergeometric identities. Funct. Anal. Appl. 37, 281–301 (2003)
29. Olshanski, G.: Extended Gelfand–Tsetlin graph, its q-boundary, and q-B-splines. Funct. Anal. Appl. 50(2), 107–130 (2016). arXiv:1607.04201
30. Olshanski, G.: Macdonald-level extension of beta ensembles and large-N limit transition. Commun. Math. Phys. (to appear); advance online publication (2020). https://doi.org/10.1007/s00220-020-03899-7; arXiv:2007.06264
31. Parthasarathy, K.R.: Probability Measures on Metric Spaces. Academic Press, New York (1967)
32. Pickrell, D.: Separable representations for automorphism groups of infinite symmetric spaces. J. Funct. Anal. 90, 1–26 (1990)
33. Sato, R.: Quantized Vershik–Kerov theory and quantized central probability measures on branching graphs. J. Funct. Anal. 277, 2522–2557 (2019)
34. Sato, R.: Inductive limits of compact quantum groups and their unitary representations. arXiv:1908.03988

35. Winkler, G.: Choquet Order and Simplices. With Applications in Probabilistic Models. Lecturer Notes in Mathematics, vol. 1145. Springer, Berlin (1985)

**Publisher's Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.