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ABSTRACT

Deep neural networks could be fooled by adversarial examples with trivial differences to original samples. To keep the difference imperceptible in human eyes, researchers bound the adversarial perturbations by the $\ell_\infty$ norm, which is now commonly served as the standard to align the strength of different attacks for a fair comparison. However, we propose that using the $\ell_\infty$ norm alone is not sufficient in measuring the attack strength, because even with a fixed $\ell_\infty$ distance, the $\ell_2$ distance also greatly affects the attack transferability between models. Through the discovery, we reach more in-depth understandings based upon the assumption that the strength of all attacks should be measured by both the $\ell_\infty$ and $\ell_2$ norm. Our proposal is firmly supported by extensive experiments on ImageNet dataset from 7 attacks, 4 white-box models, and 9 black-box models.
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1. INTRODUCTION

Deep learning has widely served as a mainstream tool in various fields, so its vulnerability has received great attention, among which Adversarial Examples (AEs) has been extensively studied [1, 2]. AEs are slightly perturbed from the original (clean) samples but cheat victim Deep Neural Networks (DNNs) to produce incorrect predictions [3]. Also, white-box AEs on a surrogate model can be transferred to cheat other unseen victim models, i.e., the transfer-based attacks [4, 5].

In adversarial attacks, fair evaluations matter, and proper measurements of the attack strength are fundamental in distinguishing whether the performance improvements are brought towards the attack mechanism, i.e., several existing methods advocate that the strength of attacks should be simultaneously measured by both the $\ell_\infty$ and $\ell_2$ norm. By far, almost all transfer-based attacks bound the AEs by the $\ell_\infty$ ball with a fixed radius [4, 5, 6, 7, 8], based upon the assumption that the strength of attacks is maintained the same for a fair evaluation of the attack transferability on such occasions. However, an obvious counter-example could be: an attacker only crafts one single pixel [9], while another attacker crafts all pixels to the $\ell_\infty$ bound [1]. Although their perturbations are the same under the $\ell_\infty$ measurement, their attack strength is apparently different.

In this paper, we propose that bounding the perturbations merely by the $\ell_\infty$ norm is insufficient, since other measurements, e.g., the $\ell_2$ norm, can also pose significant effects on the transferability of AEs with the same $\ell_\infty$-norm perturbations. Under the same $\ell_\infty$ budget, i.e., the $\ell_\infty$ attacks, (1) attacks that produce AEs with larger $\ell_2$ distances from original samples result in higher-transferable AEs; (2) increasing the $\ell_2$ distances of AEs leads to a distinctive boost in transferability when the attack is namely conducted; (3) the transferability of AEs from almost all attacks stays amazingly the same when the $\ell_2$ distances are also fixed. These three phenomena firmly support our claim since they come from extremely large-scale experiments on ImageNet [10] from 7 attacks, 4 surrogate models, and 9 victim models with diverse architectures.

Our proposal, although intuitive, takes the initial steps to introduce multiple norms to align attack strength for an unbiased evaluation and fair comparison, since the community has long neglected the $\ell_2$ distance for perturbations with a fixed $\ell_\infty$ norm. For example, Square attack [11] and Fast Gradient Sign Method (FGSM) [1] attack black-box models efficiently [12] with 130% larger $\ell_2$ distances compared to the popular Projected Gradient Descend (PGD) [2]. Similarly, variants of PGD [4, 7] boost the transferability with 70% larger $\ell_2$ distances, increasing the visibility under the same $\ell_\infty$ budget.

Since larger perturbations with greater visibility naturally lead to better transferability, we thereby advocate that the strength of all attacks should be measured by both the $\ell_\infty$ and $\ell_2$ norms. The reason and the benefit herein can be interpreted: the $\ell_\infty$ norm measures the maximal perturbation while the $\ell_2$ norm reflects the overall attack strength involving all pixels. The maximum and the “average” of perturbations both matter in measuring their saliency in human eyes.

2. METHODOLOGY

2.1. Adversarial Attack and Its Transferability

In general, the adversarial attack can be described as

\[
\begin{align*}
\{ & f(x) \neq f(x + \Delta x), \\
& \|\Delta x\|_p \leq \varepsilon,
\end{align*}
\]

where
where \( f : \Omega \subset \mathbb{R}^n \rightarrow y \) refers to the victim model which predicts differently on the original samples \( x_{\text{org}} = x \) and AEs \( x_{\text{adv}} = x + \Delta x \). Here, \( \Delta x \) is the perturbation, which should be imperceptible in human eyes. In attack, we aim to fool DNNs by maximizing the training loss through optimizing the variable \( x \) with gradients \( g(x) = \nabla_x L(f(x|w), y) \). \( \Delta x \) is commonly restricted by \( \| \cdot \|_p \), such as \( \ell_1 \), \( \ell_2 \), or \( \ell_\infty \)-norm, where \( \ell_\infty \) is the most popular choice, and its iterative update of AE becomes \( x_{t+1} = x_t + \alpha \cdot g_{t+1} \). When the complete knowledge (mostly the gradients) of victim DNNs is known, attackers could achieve high success rates [1, 2].

However, in real-world scenarios, it is commonly impossible to attain the gradient information from the victim model, and thus black-box attacks become essential. It is discovered that the AEs from white-box attacks on a surrogate model could transfer to cheat other black-box victim models [4, 5]. Various techniques have been proposed in enhancing attack transferability. The Momentum Iterative (MI) [4] method first uses the momentum gradients, and later the Nesterov Iterative (NI) [7] chooses Nesterov accelerated gradients. In [5], the Diverse Input is proposed to produce AEs using average gradients from different scale copies of the original samples. The Scale Invariant [7] updates AEs with average gradients from different scale copies of the input. It has also been proposed to attack the attention heatmap while maximizing the training loss [8].

### 2.2. Studied Transfer-Based Attacks

We investigate 7 transfer-based attacks, which have been verified to be effective concerning transferability. More importantly, they naturally lead to distinctively different \( \ell_2 \) distances by using different optimization algorithms (on AEs) so that the impacts of \( \ell_2 \) norms can be embodied clearly.

Gradient Descent (GD) [2] performs the updates through the computed gradient direction. The corresponding attack is one-step FGSM [1] and multi-step PGD [2]. Momentum Gradient Descent (M-GD) [4] accumulates the gradients in a moving-average way, so it implicitly optimizes with more one-stage information as in GD. As a result, it gains a faster convergence and reduces oscillation. Nesterov Accelerated Gradient Descent (NA-GD) [7] makes a big jump in the previously accumulated gradient and does a correction afterward. This predictive strategy prevents it from going too fast and leads to increased responsiveness. Besides storing a moving average of past squared gradients, Adam [13] also keeps that of past gradients as in M-GD. The crucial idea is to go slower in dimensions that have gone far. L-Adam [14] regularizes the gradients. The \( \ell_2 \) regularization is often referred to as the weight decay. Compared to Adam, AdaBelief [15] has better convergence on many tasks with no extra costs. Momentum Stochastic Variance-Adapted Gradient (M-SVAG) [16], compared to M-GD, applies variance adaptation to update.

### 2.3. Experimental Setups

In our studies, ImageNet [10] validation set with 50K images are used as original samples, following [5, 7, 8]. Keras preprocessing function, central cropping, and resizing (to 224 or 299) are adopted to pre-process the inputs. In all experiments, 1K images are randomly (with a fixed seed) selected and the images falsely predicted by the surrogate are skipped as in [12, 8]. Experiments are implemented in TensorFlow [17] with 4 NVIDIA GeForce RTX 2080Ti GPUs.

For attack and test, several well-trained models in Keras Applications are used. VGG16 [18], ResNet50 [19], InceptionV3 [20], and DenseNet121 [21] are attacked as surrogate models. VGG19 [18], ResNet152 [19], DenseNet201 [21], InceptionResNetV2 [22], Xception [23], and NASNetLarge [24] are chosen as black-box victims. To enrich the comparison, we also test on some publicly available adversarially-trained black box models, including InceptionV3adv [25], InceptionResNetV2adv [25], ResNetXt101den [26]. The well-designed diversity of models can eliminate the bias from model architectures to a large extent, contributing to the solid conclusion concerning attacks and the \( \ell_2 \) distances.

The Attack Success Rate (ASR) is taken as the performance metric, which reflects the transferability and is measured by the average error rate of 9 victim models. The pre-average error rate and the code to reproduce our results are publicly available at https://github.com/Sizhe-Chen/FairAttack. Since the \( \ell_2 \) distance is dependent on the size of images, we use an associated normalized metric, which is the Root Mean Square Error (RMSE). RMSE calculates how far AEs perturb with respect to the \( \ell_2 \) distance, i.e., \( \text{dist}(x_{\text{adv}}, x_{\text{org}}) = \sqrt{\|x_{\text{adv}} - x_{\text{org}}\|^2/N} \), where \( N = H \cdot W \cdot C \) is the dimension of the sample.

To fairly evaluate the transferability of attacks, the optimization problem of the adversarial attack on the surrogate model is solved to a similar level with updates presented in Section 2.1. That is to say, the loss of the surrogate on AEs is controlled to a fixed value (such as 0.03 in our experiments if not otherwise stated). All perturbations are \( \ell_\infty \)-bounded by \( \varepsilon = 16 \), following [5, 6, 7].

### 3. \( \ell_2 \) DISTANCE AFFECTS \( \ell_\infty \) ATTACKS

In this section, we reveal the current insufficient measurement of the attack strength by showing the influence of the \( \ell_2 \) norm on the transferability via experiments on 7 transfer-based attacks, 4 surrogates, and 9 victims. Under the same \( \ell_\infty \) bound, (1) attacks that optimize AEs to larger \( \ell_2 \) distances enjoy better transferability; (2) enlarging \( \ell_2 \) distances of AEs leads to a steady increase of transferability; (3) fixing the \( \ell_2 \) distances of AEs produces amazingly consistent transferability for all attacks. Observations above solidly validate the deficiency of current attack strength measurements by solely the \( \ell_\infty \) norm.
Fig. 1. Transferability (lines) and RMSE (bars) of the AEs crafted by 7 attacks. Solid lines and light bars are results for Sec. 3.1. Dotted lines (ASR*) and the shadowed dark bars (RMSE*, on top of the bars) are results with the additional loss (2) for Sec. 3.2, where the AEs reach a larger RMSE when the attack stops at the same cross-entropy loss.

3.1. Transferability Correlates with RMSE

We first empirically study the transferability under the settings in Sec. 2.3, and Fig. 1 plots the results. Two indices are worth mentioning and comparing, i.e., the ASR (transferability) and the RMSE of AEs crafted by the tested 7 attacks.

For the solid lines (for transferability) and their corresponding light bars (for RMSE) in the same color, one could observe that the transferability has a strong correlation with RMSE. For the transferability, Adam family outperforms others, and then M-SVAG follows up. More specifically, the resulting transferability is ranked: Adam family > M-SVAG > GD > NA-GD ≈ M-GD. For RMSE, the Adam family also stands out, and a similar rank is obtained: Adam family > GD > M-SVAG > NA-GD ≈ M-GD. Among those surveyed attacks, except a slight difference concerning GD, this phenomenon holds true for all tested attacks. More notably, this overall trend remains stable for all 4 surrogates.

The results show that when the attack is equally conducted on surrogates, the ASR (transferability) of a certain attack has a strong correlation with the corresponding \( \ell_2 \) distances between AEs and their original samples, indicating that RMSE is an important factor for the transferability. To further validate this hypothesis, we consider directly intervening in the RMSE and investigating its effect on transferability.

3.2. Transferability with Larger RMSE

If the hypothesis remains true, the transferability should be boosted by straightforwardly increasing the \( \ell_2 \) distance (RMSE) with other settings fixed. In fact, larger RMSE can be gained in different ways, and here we offer one alternative by supplementing an RMSE term to the original loss, i.e.,

\[
L'(f(x|w), y) = L(f(x|w), y) + \gamma \| x - x_{\text{org}} \|_2, \quad (2)
\]

where \( L(f(x|w), y) \) is the standard cross-entropy loss, \( \| x - x_{\text{org}} \|_2 \) is the added RMSE between the potential AEs and their original samples, and the parameter \( \gamma > 0 \) controls the trade-off between the two parts in the loss.

With the modified loss function (2), the influence of RMSE term \( \| x - x_{\text{org}} \|_2 \) can now be evaluated in a quantitative way, maintaining the cross-entropy \( L(f(x|w), y) \) to a fixed value. Under this setting, we extend the experiment of Sec. 3 by performing the attacks with the modified loss (2) until the cross-entropy \( L(f(x|w), y) \) reaches the same level, such that the RMSE becomes the only factor that varies. We can see from Fig. 1 that a definite boost in transferability (from the solid lines to the dotted lines) is obtained under all circumstances, which strongly supports our hypothesis.

3.3. Transferability with Fixed RMSE

Besides the additional term to induce a large RMSE, another possible validation is to directly control the RMSE to the same level, which should also produce a similar ASR if our hypothesis is correct, i.e., RMSE is indeed an important metric in evaluating the attack strength in \( \ell_\infty \) attacks.

Therefore, we carefully tune the hyper-parameters to maintain AEs to have a similar RMSE \( \text{dist}(x, x_{\text{org}}) \) by stopping the attack when AEs approach a pre-set RMSE of 15 and Fig. 2 reports the results. Surprisingly, the transferability reaches a similar value for all surrogates with almost all attacks. The 4 flat lines indicate that the ASR towards 9 victims is found alike, however the specific optimization proceeds. Because the RMSE is imposed to be fixed, different optimization algorithms hardly impact the transferability, which is revealed and demonstrated by almost all studies in this paper.
we discuss why and how this seemingly intuitive conclusion is misleading. PGD, methods that keep perturbing those pixels tend to boost the attack strength since the hypervolume is insufficiently perturbed pixels. In contrast, the \( \ell_\infty \) distance considers all pixels, so we could distinguish the attack strength and the visibility of AEs more clearly.

The reason why the sole \( \ell_\infty \) measurement is inadequate is that iterative gradient-based attacks, such as PGD [2], generally yield lots of insufficiently perturbed pixels because the attack gradients are mostly sparse [8], i.e., extremely large in few pixels and small in most pixels. For example, PGD generally produces AEs with RMSE around 7 under the \( \ell_\infty \) bound \( \varepsilon = 16 \), which is far from the maximum RMSE distance of 16 if all pixels are fully perturbed. Since \( \ell_\infty \)-norm focuses only on the maximum, using this measurement prevents us from discovering the insufficiently-perturbed pixels. In contrast, the \( \ell_2 \) distance considers all pixels, so we could distinguish different attack strengths more clearly.

Because there exist many insufficiently perturbed pixels in PGD, methods that keep perturbing those pixels tend to boost the transferability as shown in Sec. 3.2, which is however not preferred due to the greater visibility. For example, MI-PGD [4] and NI-PGD [7] mostly produce AEs with RMSE around 12, which is significantly larger than that in PGD, making the AEs more perceivable. We could also explain why FGSM [1] transfers better than PGD [2] as shown in [12], a contradictory phenomenon since PGD is supposed to transfer better for its greater performance in white-box settings with more diverse patterns [8]. The reason here is that FGSM perturbs pixels only once, so it extremely exploits the feasible values within the \( \ell_\infty \) bound to push every pixel to the limit, leading to the maximal RMSE. Another example is the Square attack [11], which generates the maximally perturbed (under the \( \ell_\infty \) bound) AEs for each query, so its great performance may be partly due to this exhausted perturbing strategy. We visualize AEs from small perturbed attacks and large perturbed ones in Fig. 3, where the attack strength and the visibility of AEs differ a lot even they are bounded under the same \( \ell_\infty \) norm.

In most of the existing attack experiments, e.g., [4, 5, 6, 7], the attack strength is only measured by the \( \ell_\infty \) norm. However, as verified in the above experiments, one could change the \( \ell_2 \) distance to get different attack performance within the same \( \ell_\infty \) bound. In this concern, we advocate measuring the strength of all attacks by both the \( \ell_\infty \) and \( \ell_2 \) distance. In other words, to fairly evaluate the attack transferability, one could at least maintain the same \( \ell_2 \) distance under a fixed \( \ell_\infty \) bound in \( \ell_\infty \) attack and also report the RMSE as done in [8].

This encouraging discovery also positively supports our hypothesis that attackers could impact the transferability via RMSE because if the RMSE is kept fixed, various attacks could not the transferability, i.e., the powerless curves failing to oscillate in Fig. 2.

4. DISCUSSIONS ON FAIR EVALUATIONS

In the aforementioned extensive experiments, we have empirically verified that the sole \( \ell_\infty \)-norm is insufficient for measuring the attack strength since \( \ell_2 \) distances (measured by RMSE) also greatly influence the attack performance. In this section, we discuss why and how this seemingly intuitive conclusion is long-neglected in the community, and how we could perform a more unbiased evaluation on adversarial attacks.

The reason why the sole \( \ell_\infty \) measurement is inadequate is that iterative gradient-based attacks, such as PGD [2], generally yield lots of insufficiently-perturbed pixels because the attack gradients are mostly sparse [8], i.e., extremely large in few pixels and small in most pixels. For example, PGD generally produces AEs with RMSE around 7 under the \( \ell_\infty \) bound \( \varepsilon = 16 \), which is far from the maximum RMSE distance of 16 if all pixels are fully perturbed. Since \( \ell_\infty \)-norm focuses only on the maximum, using this measurement prevents us from discovering the insufficiently-perturbed pixels. In contrast, the \( \ell_2 \) distance considers all pixels, so we could distinguish different attack strengths more clearly.

Because there exist many insufficiently perturbed pixels in PGD, methods that keep perturbing those pixels tend to boost the transferability as shown in Sec. 3.2, which is however not preferred due to the greater visibility. For example, MI-PGD [4] and NI-PGD [7] mostly produce AEs with RMSE around 12, which is significantly larger than that in PGD, making the AEs more perceivable. We could also explain why FGSM [1] transfers better than PGD [2] as shown in [12], a contradictory phenomenon since PGD is supposed to transfer better for its greater performance in white-box settings with more diverse patterns [8]. The reason here is that FGSM perturbs pixels only once, so it extremely exploits the feasible values within the \( \ell_\infty \) bound to push every pixel to the limit, leading to the maximal RMSE. Another example is the Square attack [11], which generates the maximally perturbed (under the \( \ell_\infty \) bound) AEs for each query, so its great performance may be partly due to this exhausted perturbing strategy. We visualize AEs from small perturbed attacks and large perturbed ones in Fig. 3, where the attack strength and the visibility of AEs differ a lot even they are bounded under the same \( \ell_\infty \) norm.

In most of the existing attack experiments, e.g., [4, 5, 6, 7], the attack strength is only measured by the \( \ell_\infty \) norm. However, as verified in the above experiments, one could change the \( \ell_2 \) distance to get different attack performance within the same \( \ell_\infty \) bound. In this concern, we advocate measuring the strength of all attacks by both the \( \ell_\infty \) and \( \ell_2 \) distance. In other words, to fairly evaluate the attack transferability, one could at least maintain the same \( \ell_2 \) distance under a fixed \( \ell_\infty \) bound in \( \ell_\infty \) attack and also report the RMSE as done in [8].

5. CONCLUSION

In this paper, we aim at investigating the informative measurement of the attack strength when evaluating the transferability, and find out that the existing practice to only bound the \( \ell_\infty \) norm is insufficient. To support this, we extensively explore the influence of the \( \ell_2 \) distance of AEs on the attack transferability, which is however long-neglected in \( \ell_\infty \) attacks despite the intuitiveness. Accordingly, attackers are supposed to maintain the \( \ell_2 \) distance in attacks even the \( \ell_\infty \) distance is already fixed. Otherwise, attackers may trickily bypass the measurement to seemingly enhance the transferability by actually making the AEs more perceivable. Our work takes the first step giving rise to the attention for fair evaluations on the attack strength, and the \( \ell_2 \) norm is just one metric aside of the \( \ell_\infty \) norm and other metrics can be also influential, e.g., the \( \ell_0 \) norm, the \( \ell_1 \) norm, SSIM, the distance in feature spaces.
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