Feature Re-calibration based Multiple Instance Learning for Whole Slide Image Classification
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Abstract. Whole slide image (WSI) classification is a fundamental task for the diagnosis and treatment of diseases; but, curation of accurate labels is time-consuming and limits the application of fully-supervised methods. To address this, multiple instance learning (MIL) is a popular method that poses classification as a weakly supervised learning task with slide-level labels only. While current MIL methods apply variants of the attention mechanism to re-weight instance features with stronger models, scant attention is paid to the properties of the data distribution. In this work, we propose to re-calibrate the distribution of a WSI bag (instances) by using the statistics of the max-instance (critical) feature. We assume that in binary MIL, positive bags have larger feature magnitudes than negatives, thus we can enforce the model to maximize the discrepancy between bags with a metric feature loss that models positive bags as out-of-distribution. To achieve this, unlike existing MIL methods that use single-batch training modes, we propose balanced-batch sampling to effectively use the feature loss i.e., (+/-) bags simultaneously. Further, we employ a position encoding module (PEM) to model spatial/morphological information, and perform pooling by multi-head self-attention (PSMA) with a Transformer encoder. Experimental results on existing benchmark datasets show our approach is effective and improves over state-of-the-art MIL methods.

https://github.com/PhilipChicco/FRMIL

1 Introduction

Histopathology image analysis (HIA) is an important task in modern medicine and is the gold standard for cancer detection and treatment planning [17]. The development of whole slide image (WSI) scanners has enabled the digitization of tissue biopsies into gigapixel images and paved the way for the application of machine learning techniques in the field of digital pathology [3,22]. However, employing popular convolutional neural network (CNN) architectures for varied tasks in HIA is non trivial and has several challenges, ranging from the large size of WSIs and extreme high resolution to lack of precise labeling and stain color...
This motivates the need for memory efficient methods that mitigate the need for fine-grained labels and are fairly interpretable. To address this, multiple instance learning (MIL) is a popular formulation that considers diagnosis as a weakly supervised learning problem.

Through the recent advances in deep learning, MIL based histopathology analysis has achieved notable success. For instance, Li et al. introduced non-local attention to re-weight instances relative the highest scoring instance (critical) in a bag, proving to be a simple yet effective approach. However, the critical instance is only employed for implicit instance re-weighting and the method is sensitive to both the choice of the instance feature encoder (i.e., pre-trained ImageNet or self-supervised), and the scale of patches used. In MIL-RNN, recurrent neural networks (RNN) are used to sequentially process instance features, partially encoding position and context, but is limited in the ability to capture long range dependences.

Thus, follow-up works built on the latter with more complex attention-based variants using Transformer inspired architectures to better model long range instance correlations via multi-head self-attention (MSA) with positional information encoding. Along this line of thought, TransMIL highlights the importance of spatial positional encoding (PE) and single-scale learning over the latter, but is relatively sensitive to the depth of PE layers (i.e., x3) and does not explicitly pool all instances to a single bag representation, instead uses a learnable class token for final bag-level prediction. Thus, the use of Transformers with several MSA blocks can be computationally prohibitive, and would be more desirable to have less over-parameterized designs.

To address these challenges, we propose a Feature Re-calibration based MIL framework (FRMIL), building upon prior MIL approaches leveraging MSA with Transformer encoders. Here, we argue that re-calibrating the distribution of instance features can improve model performance towards better generalization by using the properties of the data distribution directly. In vision tasks such as few-shot learning, feature/distribution re-calibration is used to enable better generalization when learning from limited samples by transferring statistics from classes with sufficient examples. However, in the MIL scenario, instances are not always i.i.d, especially since positive instances are often limited in a WSI i.e., (≤ 10%). Thus, we consider a simpler form that uses the max instance to shift the original distribution towards better separability. Also, we consider MIL and anomaly detection as closely related tasks. For instance, Lee et al. leveraged MIL for weakly-supervised action localization by modeling background/normal actions as out-of-distribution using uncertainty by considering their inconsistency in a sequence with video-level labels only.

Inspired by these works, we hypothesize that features from positive and negative bags (binary MIL) exhibit larger and smaller feature magnitudes respectively, and this prior can be directly encoded into the learning framework for better representation learning. In Fig. 1 we show this phenomena and our intuition to highlight how the standard MIL assumption of having at-least one
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Fig. 1. Normalized density plots of the mean feature magnitudes on the CAMELYON16 [4] train-set, with test-set accuracy and improvements (red color). (a) Original feature magnitudes. (b) Max-instance calibrated based features. (c) Features learned by our FR-MIL model.

(+) instance in a bag can be used to make the distribution more separable. Herein, we establish a simple non-parametric baseline that re-calibrates features by subtracting the max instance per-bag, and then computes the probability of a bag-label as the normalized minimum between the mean magnitude and the estimated bag magnitude (see Sec. 2). Our evaluation shows that the baseline performance is comparable to classic MIL operators (i.e., max/mean-pooling) [31].

To incorporate this idea in our framework, we explicitly re-calibrate features with the aforementioned concept, and then feed the new features to a positional encoding module (PEM) [26] followed by a single pooling multi-head self-attention block (PMSA) [19] for bag classification. To effectively enforce feature magnitude discrepancy, we propose a feature embedding loss that maximizes the distance between positive and negative bag features, as well as the standard cross-entropy losses. The main contributions of this work are as follows: (i) We show that feature re-calibration using the max-critical instance embedding is a simple yet powerful technique for MIL, (ii) We introduce a feature magnitude loss to learn better instance/bag separation, (iii) To obtain robust bag embeddings, we leverage a positional encoder and a single self-attention block for instance aggregation, and (iv) Experimental results on a public benchmark and inhouse-curated datasets demonstrate the effectiveness of our method over state-of-the-art methods.

2 Methods

Overview. In this work, we consider a set of WSIs $X = \{X_i\}$, each associated with a slide-level label $Y_i = \{0, 1\}$, and our goal predict the slide labels using MIL (see. Fig. 2). We first extract instance features $H \in \mathbb{R}^D$ using a neural network $F_\theta$ i.e., $H_i = F_\theta(X_i)$, where $F$ is either pre-trained on ImageNet or self-supervised learning [9,15]. In FR-MIL, we feed $H$ to our max-instance selection module to obtain the highest instance (critical) as well as its probability, then we re-calibrate the features $H$ with the max-instance to obtain $\hat{H}$. The position
encoding module (PEM) creates a spatial representation of $\hat{H}$, applies a single group convolution $G_\theta$ to obtain correlated features, and then concatenates with a learnable class token $C$. Finally, we perform MIL Pooling by Multi-head Self-Attention (PSMA) using the max-instance as a query and the output of $G_\theta$ as key-value pairs to obtain the bag feature. FR-MIL is trained to minimize the bag loss, max-instance loss, and feature magnitude loss between positive and negative instance features. We detail each step below.

**Preliminaries: A Simple Baseline.** Inspired by the work of Lee et al. [20] that employ feature magnitudes for uncertainty estimation of background actions in video sequences, we hypothesize that normal and positive bags should have different magnitudes and can serve as a simple MIL baseline. Herein, given instance features $H_c^i = \{h_1, h_2, \ldots, h_n\}$, where $c$ denotes the WSI class; the mean feature magnitude per WSI can be obtained as $\mu_c^i = \frac{1}{N} \sum ||H_c^i||_2^2$, where $N$ denotes the number of instances in a bag. To obtain the probability $P(y = 1. | \cdot)$ of a bag, we formalize our assumption as:

$$P(y = 1. | \mu_c^i) = \min(\tau, \mu_c^i),$$

where $\tau$ is the pre-defined maximum feature magnitude determined on the train-set only i.e., point at which the distributions first meet (see Fig.1). Also, Eq. 1 is ensured to fall between 0 and 1, i.e., $0 \leq P(y = 1. | \cdot) \leq 1$. In Fig. 1 we show the magnitudes on a given train-set (Camelyon16 [4]) as a density plot. Note that while both normal and tumor slide curves appear to follow the Gaussian distribution (Fig. 1(a)), separation is non-trivial due to the presence of more normal than tumor instances ($\leq 10\%$), and reports a low accuracy ($44\%$) with $\tau = 18.8$. In Fig. 1(b), we show that re-calibrating the distribution by subtracting the max-instance feature before computing the magnitudes creates better separability. Formally, $\mu_c^i = \frac{1}{N} \sum ||H_c^i||_2^2$, where $\hat{H}_c^i = \{\hat{H} - h_{\text{max}}^i\}$ given $h_{\text{max}}^i = \arg\max_c \hat{H}_c^i$. Notably, re-calibration improves the test-accuracy by $+39$ with $\tau = 8.2$. Finally, Fig. 1(c) shows the learned distribution of FR-MIL when
trained with a feature magnitude loss $L_{fm}$ and re-calibration, with more significant improvements (+44), further validating our hypothesis.

**Feature Re-calibration & Max-Instance Selection.** Given the set of instance features $H$, our goal is to select the max-instance $h^q$ and it’s associated score $A^c$ using an instance classifier $f_m^\theta$ in our Max-Pooling module (see Fig. 2). Here, $A^c = \rho(f_m^\theta(H))$ where $\rho$ denotes the sigmoid function. Consequently, the sorted scores are used to index the max-instance in $H$ via an operator $g(\cdot)$, with $h^q$ later employed for feature re-calibration, as well as instance feature aggregation via PSMA for bag prediction. The max score $A^c$ is used to train the instance classifier $f_m^\theta$ using the loss $L_{max}$, in parallel with other modules in FR-MIL. Formally, re-calibration of features can be modeled as

$$\hat{H} = \text{ReLU}(\hat{H} - h^q),$$

(2)
similar to the intuition highlighted by the simple baseline. To further incorporate the concept of distribution re-calibration in our framework, we draw connections to prior work [20] for anomaly detection i.e., assumes the feature magnitudes of positive- and normal-bags are different, and can be modeled via uncertainty. Therefore, to effectively model the ambiguous normal/background features, the training procedure should employ both positive and negative bags simultaneously instead of selecting normal features within a single bag (single batch). Herein, counter to existing methods that use a single bag for training, we employ a sampling strategy to produce balanced bags per epoch i.e., we initialize a zero-tensor with the maximum bag size in during training, and fill the relevant bag instance features. Note that by ‘balanced’, we imply 1-negative and 1-positive bag is sampled. Formally, to enforce feature discrepancy we propose feature magnitude loss $L_{fm}$ as:

$$L_{fm}(\hat{H}_i^{pos}, \hat{H}_i^{neg}, \tau) = \frac{1}{N} \sum_{n=1}^{N} (\max(0, \tau - ||\hat{H}_i^{pos}||) + ||\hat{H}_i^{neg}||),$$

(3)
where $\hat{H}_i^{pos}$, and $\hat{H}_i^{neg}$ are the positive- and negative bag instance features, and $\tau$ is the pre-defined margin, respectively. While prior work [21] equally used max-pooling to select the max-instance, note that non-local masked attention was proposed for bag feature learning, whereas we use PSMA and propose feature re-calibration.

**Positional Encoding Module (PEM).** In the standard transformer [12, 30] design, encoding spatial information has proved useful for recognition tasks. However, it is non-trivial for WSIs due to varying sizes. In this work, we employ a conditional position encoder (PEM) [23] that takes re-calibrated features $\hat{H}$, performs zero-padding to provide absolute position for a convolution $G_\theta$, and later concatenates the output with a class token $C$ initialized from the normal distribution. Here, features $\hat{H}$ are re-shaped into a 2D image by first computing $\{H, W\}$ i.e., $H = \sqrt{N} = \sqrt{n}$, where $n$ is the number of instances in a bag. Thus, $\hat{H} \in \mathbb{R}^D \rightarrow \hat{H} \in \mathbb{R}^{B \times C \times H \times W}$,
where $B$ is the batch-size, $C = D$ are the instance feature dimensions, and $G_\theta$ is 2D convolution layer that performs group convolution with kernel size $3 \times 3$, and $1 \times 1$ zero padding. Note that prior work \cite{23} used different sized convolutions in a pyramidal fashion. Instead, we opt for a single layer to maintain computational feasibility. Finally, let $\hat{H} = \text{concat}(C_\theta, G_\theta(\hat{H}))$, where $\hat{H} \in \mathbb{R}^{(N+1) \times D}$ are the flattened restored features i.e., in the case of a single bag.

**MIL Pooling by Multi-head Self-Attention (PMSA).** In order to pool instance features $\hat{H}$ to a single bag feature, we employ a single multi-head Transformer encoder \cite{19} that takes as input the max-instance feature $h^q$ as a query and $\hat{H}$ as key-value pairs i.e., $\text{PMSA}_\theta(h^q, \hat{H})$. The formulation proposed by Lee et al. \cite{19} for set-based tasks employs an attention function $\varphi(Q, K, V)$ to measure similarity between a query vector $Q$ with key-value pairs $K, V \in \mathbb{R}^{d \times m}$ as: $\varphi(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{m}})V$, where $\{d, m\}$ is the instance feature dimension. This can be easily extended to multi-head attention by first projecting vectors onto $k$ different dimensions. The encoder consists of feed-forward networks $\{f^q_\theta, f^k_\theta, f^v_\theta\}$, where $f^o_\theta$ is fed the output of $\varphi$ (prototype) together with residual connections and optional Layer Normalization \cite{2} (LN). Formally, let $\hat{\varphi} = \varphi(Q, K, V) + Q$, then:

$$z = \text{PSMA}(h^q, \hat{H}, \hat{H}) = \text{LN}(\hat{\varphi} + \text{ReLU}(f^o_\theta(\hat{\varphi})))$$

(5)

to produce a bag feature $z$, later fed to the bag classifier $f^c_\theta$ for WSI classification.

Finally, FR-MIL is trained to minimize the bag-, max-pooling and feature losses. Thus, the final objective is:

$$L = \gamma_1 L_{\text{bag}}(\hat{y}, y) + \gamma_2 L_{\text{max}}(A^c, y) + \gamma_3 L_{\text{fm}}(\hat{H}^{\text{pos}}, \hat{H}^{\text{neg}}, \tau),$$

(6)

where $\{\gamma_i\}$ are balancing weights and $L_{\{\text{bag,max}\}}$ is the binary cross-entropy loss over the true WSI labels $y$ given $\hat{y} = f^c_\theta(z)$, respectively.

### 3 Experiments

**Datasets.** To demonstrate the effectiveness of FR-MIL, we conducted experiments on the publicly available dataset CAMELYON16 \cite{4}, and an in-house curated dataset termed COLON-MSI i.e., colorectal (adenocarcinoma) cancer slides involving microsatellite instable (MSI) molecular phenotypes \cite{5}. CAMELYON16 dataset was proposed for metastatis detection in breast cancer; it consists of 271 training sets and 129 testing sets. After pre-processing, a total of 3.2 million patches at $\times 20$ magnification, with an average of 8,800 patches per bag, and a maximum of 30,000 patches per bag on the training set. On the other hand, COLON-MSI consists of both microsatellite-stable (MSS) and microsatellite-instable (MSI), and is thus a subtyping task. It consists of 625 images, split as follows: 360 training, 92 validation, and 173 testing sets. Experts pathologists detected the presence of tumors with Immunohistochemical analysis (IHC) and PCR-based amplification and collectively agreed on the final slide-level label. Note that tumor ROIs are not used in this work. After pre-processing, a total of
Table 1. Evaluation of the proposed method on CAMELYON16 (CM16) and COLON-MSI sets. Metrics accuracy (ACC) and area under the curve (AUC) were employed. † denotes scores reported in the paper using ResNet50 as $F_{θ}$ with ImageNet features.

| Method         | CM16-ACC | CM16-AUC | COLON-MSI-ACC | COLON-MSI-AUC |
|----------------|----------|----------|---------------|---------------|
| Mean-pooling   | 0.7984   | 0.7620   | 0.624         | 0.830         |
| Max-pooling    | 0.8295   | 0.8641   | 0.763         | 0.859         |
| ABMIL          | 0.8450   | 0.8653   | 0.740         | 0.779         |
| MIL-RNN        | 0.8062   | 0.8064   | 0.630         | 0.631         |
| CLAM-SB        | 0.845    | 0.894    | 0.786         | 0.820         |
| DSMIL          | 0.8682   | 0.8944   | 0.734         | 0.811         |
| TransMIL       | 0.791    | 0.813    | 0.676         | 0.617         |
| TransMIL†      | 0.8837   | 0.9309   | -             | -             |
| FR-MIL (w/ $L_{bag}$) | 0.8600   | 0.8990   | 0.809         | 0.880         |
| FR-MIL (w/ $L_{bag} + L_{fm}$) | 0.8760   | 0.8990   | 0.775         | 0.842         |
| FR-MIL (w/ $L_{bag} + L_{max}$) | 0.8840   | 0.8940   | 0.780         | 0.831         |
| FR-MIL (w/ $L_{bag} + L_{max} + L_{fm}$) | 0.8910   | 0.8950   | 0.809         | 0.901         |

3.5 million patches at $\times 20$ magnification, an average of 6,000 patches/bag, and a maximum of 8900 patches in the train-set.

**Implementation Settings.** In the pre-processing step, we extracted valid patches of $256 \times 256$ after tissue detection and discard patches with $\leq 15\%$ tissue entropy. For the instance encoder $F_{θ}$, we employed the SimCLR [9] ResNet18 [16] encoder trained by Lee et al. [21] for the CAMELYON16 dataset. On the COLON-MSI set, we used an ImageNet pre-trained ResNet18. Thus, each instance feature is represented as $H_{i} \in \mathbb{R}^{n \times 512}$. FR-MIL is trained with balanced batch sampling ($B = 2$), and learning rate of $1e-4$ with Adam optimizer for 100 epochs with 20% dropout as regularization, and PSMA has heads $k = 8$. Hyper-parameters $\{γ_{1,2,3}\} = 0.33$, with $τ = 8.48$ for CAMELYON16, and $τ = 5.75$ on COLON-MSI, respectively.

**Comparison Methods.** We compare FR-MIL to traditional MIL methods max- and mean-pooling [31], as well as existing state-of-the-art methods: ABMIL [18], DSMIL [21], CLAM-SB [24], MIL-RNN [6], and TransMIL [26]. All compared methods are trained for 200 epochs on COLON-MSI with similar settings.

### 4 Results and Discussion

**Main Results.** Table 1 presents the results of our approach against recent methods. On the CAMELYON16 dataset, FR-MIL reports +3% (ACC) improvement over DSMIL with comparable performance (+1%) to the reported TransMIL scores using a larger feature extractor. Given that only a small portion of a each positive bag contains tumors, using the max-instance for bag pooling with
re-calibration is intuitively sound and shows better performance over other methods. Moreover, though we employ PEM similar to TransMIL, the use of a single PEM module on calibrated facilitates better correlation learning.

On the other hand, since the majority of slides contain relatively large tumor regions (averagely $\geq 75\%$) in COLON-MSI, max- and mean-pooling show high AUC but had inconsistent results (ACC). Overall, CLAM-SB reports the best ACC among the compared methods i.e., 78.6\%. Interestingly, TransMIL performed poorly on this set, possibly due to over-parametrization, and the morphological similarities between MSS and MSI instances. Similar observations were drawn regarding MIL-RNN. Consequently, the proposed FR-MIL highlights the importance of calibration in subtyping problems, reporting +2\% (ACC) and +5\% (AUC) improvements achieving the best scores. See Fig. 3 for the distribution of features.

Ablations. To validate the effectiveness of the proposed losses on learning, we evaluated FR-MIL with/without certain losses (see Table 1). First, on CAMELYON16, we found $L_{fm}$ was a crucial component to further boost the AUC score. Overall, when both $L_{max}$ and $L_{fm}$ were omitted, performance drops were noted. On the other hand, on COLON-MSI, using a $L_{bag}$ only had the best scores, whereas the use of both $L_{max}$ and $L_{fm}$ resulted in a significant reduction (AUC). However, employing all the losses resulted in more stable scores.

5 Conclusion

In this work, we presented a MIL framework for Whole Slide Image classification that leverages Feature Re-calibration, applicable to both binary and sub-typing tasks. We show that: (i) by leveraging feature magnitude discrepancy between positive and negative bags as a probabilistic measure; a simple baseline is comparable in performance to classic MIL operators, (ii) explicitly re-calibrating the data distribution with max-instances during training by drawing connections to the standard MIL assumption is simple yet effective, and (iii) the use of a metric feature loss to encourage better feature separation in (+/-) bags improves both Accuracy and AUC over state-of-the-art methods. Further exploring the utility
of this approach in multi-scale setting, or designing an adaptable margin (mean magnitude) estimator will be topics of future research.
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