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- Neural Architecture Search is firstly integrated into the compressed sensing MR image reconstruction task instead of manual designed networks.
- Better reconstruction results are achieved with 4 ~ 6 times fewer computation resources than baseline methods.
- The extensive analysis of how hyper-parameters affect reconstruction results and the searched structures, may offer insights to design neural networks for other medical analysis applications.
- The searched architectures can be directly generalized to different organ MR reconstruction tasks by re-training and will be more task-specific via re-searching.
- The evaluation code will be available at https://github.com/yjump/NAS-for-CSMRI.
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\textbf{ABSTRACT}

Recent works have demonstrated that deep learning (DL) based compressed sensing (CS) implementation can accelerate Magnetic Resonance (MR) Imaging by reconstructing MR images from sub-sampled k-space data. However, network architectures adopted in previous methods are all designed by handcraft. Neural Architecture Search (NAS) algorithms can automatically build neural network architectures which have outperformed human designed ones in several vision tasks. Inspired by this, here we proposed a novel and efficient network for the MR image reconstruction problem via NAS instead of manual attempts. Particularly, a specific cell structure, which was integrated into the model-driven MR reconstruction pipeline, was automatically searched from a flexible pre-defined operation search space in a differentiable manner. Experimental results show that our searched network can produce better reconstruction results compared to previous state-of-the-art methods in terms of PSNR and SSIM with 4 ∼ 6 times fewer computation resources. Extensive experiments were conducted to analyze how hyper-parameters affect reconstruction performance and the searched structures. The generalizability of the searched architecture was also evaluated on different organ MR datasets. Our proposed method can reach a better trade-off between computation cost and reconstruction performance for MR reconstruction problem with good generalizability and offer insights to design neural networks for other medical image applications. The evaluation code will be available at https://github.com/yjump/NAS-for-CSMRI.

1. Introduction

Magnetic Resonance Imaging (MRI) can noninvasively provide various contrast images for assessing anatomical structures and physiological functions. However, the raw data of MRI are acquired in k-space (i.e. Fourier space), and the speed of scanning is limited by physiological constraints [26]. The relative slow imaging speed limits the use of MRI in applications that are motion-sensitive or time-starved. Thus, MRI acceleration has been an active research area since it was proposed in the 1970s [48].

Among various MRI acceleration methods, Compressed Sensing Magnetic Resonance Imaging (CS-MRI) gains a lot of attention because it can significantly accelerate MRI without any additional hardware [32]. The key principle of compressed sensing [10] is that we can reconstruct high-quality images from sub-Nyquist sampling signals when the following two assumptions are satisfied: first, the image has a sparse representation in a specific transform domain; second, the sampling and the sparsity domain are incoherent. Based on this theory, we can reconstruct MR images from randomly sub-sampled k-space data by iterative optimization algorithms to suppress the aliasing artifacts, i.e. incoherent noise, caused by sub-Nyquist sampling. Thus, the major problem of CS-MRI transfers to: 1) designing a better sparse representation [30] for de-aliasing; 2) the efficient implementation for clinical translation. The whole framework of traditional CS-MRI is shown in Fig.1.

Nowadays, Deep Learning (DL) [23] has achieved a dominant position in many computer vision applications including object detection [12], semantic segmentation [31], image de-noising [51], image super-resolution [9], etc. Researchers have also validated the feasibility of deep neural networks based MRI reconstruction. As far as we know, the deep convolutional neural network (CNN) was firstly introduced to CS-MRI by Wang et al. [50], where a three-layer CNN was trained with L2 loss between paired zero-filled and fullysampled reconstruction MR images. Since then, significant progresses have been made by researchers to produce better MR image reconstruction results including data-driven methods [60, 33] and model-driven methods [43, 1]. A detailed review will be introduced in the following section. Researchers have successfully developed various DL based frameworks for CS-MRI, but limited attention is paid to how the network architectures can affect the reconstruction process. In previous works, all the networks were designed by handcraft, thus the performances of these networks highly depend on researchers’ expertise and labor with the following two concerns. On one hand, only several common convolutional operations (e.g. 3 × 3 convolution) are tried in current works and other operations (e.g. dilated convolution) with their possible combinations are not sufficiently explored. On the other hand, it is hard to balance the performance and computation cost of CNNs by limited manual attempts.

Recently, more and more researchers focus on developing algorithmic solutions to automate the manual process of architecture design. Architectures automatically found by
Neural Architecture Search (NAS) algorithms have achieved better performance with fewer computation resources in various vision tasks such as image classification [61, 5, 29] and semantic segmentation [27]. Inspired by this, here we proposed a novel and efficient MR image reconstruction network by NAS. Our main contributions can be summarized as follows:

- We present a novel network designed for MR image reconstruction via NAS instead of manual attempts. To the best of our knowledge, we are the first to introduce NAS to solve CS-MRI problem.
- Experimental results on a knee MR dataset demonstrate that the searched network can achieve better performance with 4 ∼ 6 times fewer computation resources than manually designed ones. The combination of NAS and CS-MRI is effective.
- How hyper-parameters affect reconstruction results and the searched structures was explored, which may offer insights to design neural networks for other medical image applications.
- Extensive experiments on a brain MR dataset prove that the searched network can be directly generalized to different organs via re-training. And a more task-specific architecture can be identified by re-searching.
- The evaluation code will be available at https://github.com/yjump/NAS-for-CSMRI.

The organization of this paper is as follows. In Section II, recent developments of DL based CS-MRI frameworks and NAS algorithms are reviewed. In Section III, details of how to search the network architecture are elaborated. In Section IV, experimental results show that our model is effective and efficient from both the quantitative and qualitative perspective. Extensive experiments of hyper-parameters and model generalizability are also presented. In Section V, we discuss and draw the conclusion of this study.

2. Related work

2.1. Recent Developments in DL based CS-MRI frameworks

Current DL based CS-MRI frameworks can be roughly divided into two categories: data-driven and model-driven methods.

For data-driven methods, inspired by the initial work of Wang et al. [50], researchers proposed different frameworks to learn the relationship between sub- and fully-sampled data. To build the mapping from sub-sampled k-space data to fully-sampled image data, Zhu et al. [60] proposed AutoMap model with fully-connected and convolutional layers. To perform reconstruction in the image domain, Lee et al. [25] reconstructed the magnitude and phase of MR images by two separated networks. Different generative adversarial networks (GAN) [13] were explored in [33, 52, 38] to reconstruct MR images with a discriminator-based loss for recovering more detailed textures. In these data-driven methods, deep networks can be regarded as the “black box” trained in an end-to-end fashion from the input domain to the output domain.
directly.

For model-driven methods, researchers used deep networks to learn image priors for MR image reconstruction and then integrated these networks into traditional algorithms to unroll the iterative optimization process. Sun et al. [44] firstly used convolutional layers to unroll the Alternating Direction Method of Multipliers (ADMM) optimization to solve the single-coil MR image reconstruction. A variational network was proposed by [14] to deal with the multi-coil problem. The data consistency module proposed in DCCNN [43] that performs iterative reconstruction in a cascading way has a great impact on the following works [17, 45, 55] and was generalized for common inverse problems and multi-channel MR data as the Model-based Deep Learning (MoDL) [1].

Although there exist various reconstruction frameworks now, the network architectures used in both data-driven and model-driven methods are very similar. U-net [41] and its variants with residual learning [25], cascading n-fold architecture [38] and channel-wise attention [17] were explored in independent works. U-net is famous for its success in medical image semantic segmentation, but it is not designed specifically for MR image reconstruction. In [50, 43, 1], plain fully convolutional networks were adopted. Following DCCNN [43], RDN [45] introduced dilated convolution [53] and recursive learning [19] to produce higher quality reconstructions with fewer parameters. Huang et al. [17] and Zeng et al. [55] also focused on how to design fine and novel structures instead of plain CNN with data consistency modules to improve final results. These architectures are all manually designed and have limited performance due to the concerns mentioned above. In contrast to these works, we tried to find a better architecture with the help of NAS.

2.2. Recent Developments in NAS Algorithms

The network architecture plays an important role in the study of DL and there are many famous architectures, e.g. AlexNet [22], InceptionNet [47], ResNet [15], etc. NAS aims to develop algorithms for automatic neural architectures design. At a high level, current methods usually fall into three categories: evolutionary algorithm (EA) [3], reinforcement learning (RL) [46], and differentiable search [29].

In EA based NAS methods[40, 39], the best architecture was obtained by progressively mutating a population of candidate architectures. Reinforcement learning (RL) technique is an alternative to EA in [61, 5, 28] by training a recurrent neural network [34] meta-controller to generate final architectures from a predefined sequences encoding search space. The major limitation of these EA and RL based methods is that they tend to require a large number of computation resources.

Our work is most closely related to the final differentiable search methods. Based on the continuous relaxation of the architecture representation [29], the architecture of inner cells can be selected via back propagation [24] automatically. Recent applications of differentiable search all focused on the classification and segmentation task of natural images, typically DARTS [29] and Auto-Deeplab[27]. These automatically searched network architectures have outperformed previous handcrafted ones in these tasks.

3. Methodology

To clarify our method, we firstly introduce DL based MR image reconstruction framework, then we present our neural architecture search strategy. Because multi-channel MRI data need a great number of computation resources, we perform all the formulations and experiments in the single-coil MR image reconstruction scene.

3.1. DL based MR Image Reconstruction Framework

We followed DCCNN [43] and MoDL[1] to unroll the alternating minimization algorithm with cascading CNN-derived constraint for the CS-MRI problem.

The aim of CS-MRI is to reconstruct the fully-sampled, i.e. aliasing free, MR image \( x \in \mathbb{C}^N \) from the sub-sample k-space measurement \( s \in \mathbb{C}^M (M < N) \), such that:

\[
    s = Ux,
\]

where \( U \in \mathbb{C}^{M \times N} \) is the sub-sampling encoding matrix (e.g. Fourier encoding). Then \( x \) can be obtained by solving the following unconstrained optimization problem:

\[
    \min_x \| s - Ux \|_2^2 + R(x),
\]

where \( R(x) \) is the regularization term in the image domain, and \( \| s - Ux \|_2^2 \) can be regarded as the data consistence term between the image domain and k-space domain. For the traditional CS-MRI framework, L1 or L2 norm of \( x \) is often used as the regularization term. For DL based CS-MRI, the deep CNN is integrated into this formulation by:

\[
    \min_x \| s - Ux \|_2^2 + \lambda \| x - D(x, \omega) \|_2^2,
\]

where \( D \) represents the deep CNN network with learn-able weights \( \omega \). This problem can be solved with the alternating minimization steps by:

\[
    y^{(n+1)} = \arg \min_x \| s - Ux \|_2^2 + \lambda \| x - y^{(n)} \|_2^2.
\]

The sub-problem of Eq.4 can be regarded as a de-aliasing problem in the image domain. Given paired zero-filled MR reconstruction image as \( x \) and fully-sampled MR image \( y \), the CNN \( D \) with its weights \( \omega \) can be obtained by minimizing the objective function:

\[
    \min_{\omega} \mathcal{L}(D(x, \omega) - y),
\]
where $\mathcal{L}$ is the loss function, e.g. L1 loss or L2 loss.

The sub-problem of Eq.5 is related to the data consistency problem between k-space and image domain. As for single channel MR image acquisition scenario, i.e. \( U = MF \) where \( F \in \mathbb{C}^{N \times N} \) applies two-dimensional Fast Fourier Transform (FFT) and \( M \in \mathbb{C}^{M \times N} \) is the sub-sampling mask selecting lines in k-space, Eq.5 has a close-formed solution:

\[
x = (1 + \lambda U^T U)^{-1}(D(x, \omega) + \lambda U^T s).
\]  

This solution was firstly introduced in DCCNN [43] as the data consistency process. MoDL[1] generalized Eq.5 to multi-channel acquisition cases. For example, to deal with multi-coil MR image, we have \( U = MF S \) where the coil sensitivity map \( S \) needs to be taken into consideration so the conjugate gradient (CG) algorithm is used to solve this more complex problem because \( 1 + \lambda U^T U \) is not analytically invertible. Then, the data consistency process can be integrated as a layer with deep CNNs without trainable parameters. In other words, we fuse the accurate partial k-space data into deep CNNs to correct biases that accrue during the inference periods by Eq.7.

Note the deep CNNs by reconstruction modules and the data consistency process by k-space data fusion modules, we can unroll Eq.5 and Eq.4 by cascading these modules. According to the limited computation resource we have, we iterate these modules three times to form the final backbone shown in Fig.2.

Under this uniform framework, some previous works [17, 45, 55] discussed how the design of reconstruction modules can improve the quality of MR image reconstruction. As mentioned above, their networks were all built by hand-craft. DCCNN[43] and MoDL [1] all used a plain CNN as the reconstruction module with residual learning shown in Fig.3. Particularly in MoDL [1], all the reconstruction modules shared the same weights to reduce the number of learn-able parameters. Sun et al.[45] designed a recursive dilated network named RDN shown in Fig.4.

In this work, we searched for the internal structure of the cells, which are stacked to form the reconstruction module drawn in Fig.5 via the NAS algorithm automatically. The concept of cell is also adopted in previous NAS works [29, 27, 37] and will be introduced in the following section. The first and the last common 3 x 3 convolutional layers are used to refine the channels of the input and the output data similar to previous works [43, 45].

### 3.2. Differentiable Search Strategy

#### 3.2.1. Definition of the Cell

In this manuscript, a cell maps the output tensors of previous two cells to construct its output, i.e. we can have:

\[
C_l = Cell(C_{l-1}, C_{l-2}, \alpha),
\]

where \( C_l \) is the output of cell \( l \), \( \alpha \) is a parameter representing the relaxation of discrete inner cell architectures by the following formulations.

The inner architecture of \( C_l \) can be defined as a directed acyclic computation graph formed by sequential internal nodes \( [P^1_l, P^2_l, \ldots, P^n_l] \) shown in Fig.5, and we can have:

\[
C_l = Concat(P^1_l, P^2_l, \ldots, P^n_l).
\]
Figure 4: The reconstruction module of RDN [45]. The dilated convolution is used to expand perception field and improve the performance. All the yellow dilated blocks share the same weights in reconstruction module by recursive learning [19] to reduce parameters.

Before searching internal cell architecture, these nodes are densely connected by all possible layer types in $\mathcal{O}$ shown in Fig. 6 (a). The parameter $\alpha$ is integrated into each cell node by the following two steps.

First, the output of $P_i^l$ is defined by tensors in $T_l^i$, that is:

$$P_i^l = \sum_{l_i \in l_i} O_{l_i}(I_i^l), \quad (10)$$

Second, the parameter $\alpha$ is added as the probability associated with each operation $O_k \in \mathcal{O}$ by:

$$O_{l_i}(I_i^l) = \sum_{k \in \mathcal{O}} \alpha_{l_i} O_k(I_i^l), \quad (11)$$

where $\alpha$ is limited by:

$$\sum_{k=1}^{[\mathcal{O}]} \alpha_{l_i} = 1, \forall i > j, \quad (12)$$

$$\alpha_{l_i} \geq 0, \forall i > j, O_k \in \mathcal{O}. \quad (13)$$

With the introduction of $\alpha$, the cell architecture search problem can be successfully integrated into a differentiable computation graph. After optimizing $\alpha$ via gradient descent, the layer operations with top-2 $\alpha$-value are preserved to form the final structure shown in Fig. 6 (b).

To clarify the final searched cell structure, we can define a 4-tuple $P_i^l = [I_i^{l_1}, I_i^{l_2}, O_i^{l_1}, O_i^{l_2}]$, where $I_i^{l_1}, I_i^{l_2} \in T_l^i$ are selections of the input tensors and $O_i^{l_1}, O_i^{l_2} \in \mathcal{O}$ are selections of candidate layer operations based on the optimized $\alpha$ value. Thus we have:

$$P_i^l = O_i^{l_1}(I_i^{l_1}) + O_i^{l_2}(I_i^{l_2}). \quad (14)$$

Finally, the structure of the cell is defined and can then be used as a common CNN module.

3.2.2. Design of the Operation Search Space

The candidate layer operations set $\mathcal{O}$ was defined by us as follows shown in Fig. 7:

- Sep_Conv_3x3: The $3 \times 3$ separable convolutional layer is formed by cascading a $3 \times 3$ depthwise separable convolutional layer and a $1 \times 1$ pointwise layer.
- Dil_2_Conv_3x3: The $3 \times 3$ separable convolutional layer with a dilation rate of 2 in the depthwise separable layer.
- Dil_3_Conv_3x3: The $3 \times 3$ separable convolutional layer with a dilation rate of 3 in the depthwise separable layer.

Define the connections between two nodes as a selection from candidate layer operations set $\mathcal{O}$, the input of $P_i^l$ as a selection from tensors set $T_l^i$. $\mathcal{O}$ contains different CNN layer types, such as $3 \times 3$ convolutional layer. The latter node can take in the input of this cell and all previous nodes’ outputs, so we have: $T_l^1 = [C_{l-1}, C_{l-2}, I_l^1]$, $T_l^2 = [C_{l-1}, C_{l-2}, P_l^1]$, $T_l^3 = [C_{l-1}, C_{l-2}, P_l^1, P_l^2]$, $\cdots$.
The definition of the cell and parameter $\alpha$. A cell takes in the output tensors of the previous two cells to construct its own output. Internal nodes with connections formed the cell are defined as a directed acyclic computation graph. Before searching for the final architecture, these nodes are densely connected by all possible layer types shown in (a). After optimization, the best two connections with its most suitable layer type are preserved according to $\alpha$ and form the final architecture in (b).

Figure 6: The candidate layer operations set $\mathcal{O}$.

- Skip connect
- None connect

We chose these operations based on the following observation and summary of previous works:

- The separable convolution was proposed by [7] and widely used in Mobilenet[16], Shufflenet[56] and other efficient networks. Comparing with common convolutional layer, separable convolution can use fewer calculations and parameters.

- The dilated convolution [53] is widely adopted in low-level image analysis tasks, because it can expand perception field without adding parameters. RDN [45] shows that dilated layers with various dilation rates CAN benefit the performance of MR image reconstruction.

3.2.3. Optimization Strategy

We followed the optimization strategy in [29] to search the inner structure of cells. The training data was divided into two disjoint sets $\text{train}_\omega$ and $\text{train}_\alpha$ according to the first-order approximation. The disjoint set partition also prevents the architecture from over-fitting the whole training data.

The optimization alternates between:
1. Update network weights $\omega$ by $\nabla_\omega \mathcal{L}_{\text{train}_\omega}(\omega, \alpha)$.
2. Update architecture $\alpha$ by $\nabla_\alpha \mathcal{L}_{\text{train}_\alpha}(\omega, \alpha)$.

The optimization object function $\mathcal{L}(\omega, \alpha)$ is defined by integrating $\alpha$ to Eq.6 as:

$$\min_{\omega} \mathcal{L}(D(x, \omega, \alpha) - y).$$  \hspace{1cm} (15)

According to [57], the L1 loss is beneficial to train machine learning models on computer vision tasks, even when the evaluation is performed under L2 norm related metrics, e.g. PSNR. Inspired by this, we defined the loss function $\mathcal{L}$ as L1 loss between paired zero-filled MR image $x$ and fully-sampled MR image $y$. The searching process needs to be
stopped when the cell structure starts to keep stable according to early stopping strategy, which is commonly used in NAS works [11, 4].

After the structure of the whole network is determined, the final network needs to be re-trained on the whole training set to maximize its final reconstruction performance.

4. Experimental Analysis

We compared our framework with the following methods: the conventional Total Variation (TV) [42] minimization based iterative algorithm, U-net baseline model used in [54] as a typically data-driven method, DCCNN [43], MoDL [1], and RDN [45] which can be regarded as a representative improved approach following [43, 1].

4.1. Dataset and Pre-processing

We conducted all the experiments on the fastMRI dataset [54] including knee and brain subsets obtained on 3 and 1.5 Tesla magnets. Due to limited computation resources we have, we randomly selected 80 scans with 2829 slices as the training set and 40 scans with 1457 slices as the testing set from the knee subset, and this mini-fastMRI knee dataset contains more slices than experiments in DCCNN[43] and RDN[45]. To evaluate the generalizability of the searched architecture for different organ reconstruction tasks, extensive experiments were carried out on a mini-fastMRI brain dataset including 100 scans with 1600 slices as the training set and 50 scans with 800 slices as the testing set from the T2 weighted brain subset.

The mini-fastMRI knee dataset provides raw complex-valued fully-sampled single-coil k-space data with different sizes. The following steps were performed to make paired 320×320 zero-filled and fully-sampled reconstructions: First, 2D-IFFT was applied on original k-space data to get MR images, which were then cropped centrally to generate 320 x 320 cropped complex images. After that, 2D-FFT was performed on each and obtain the corresponding 320×320 fully-sampled k-space data. The mini-fastMRI brain dataset, however, does not offer the complex-valued single-coil k-space data but has real-valued brain MR images with the same size of 320×320. We treated the real-valued brain MR images as complex-valued with zero phases following [45, 55] so that 2D-FFT could be applied to get simulate complex-valued k-space data.

To simulate the accelerated signals acquisition process, we used 4-fold and 8-fold Cartesian sub-sampling masks following the settings in [54]: For 4-fold sub-sampling, the central 8% k-space lines are full-sampled with the outer k-space under-sampled uniformly. For 8-fold sub-sampling, the central 4% k-space lines are full-sampled with the outer k-space under-sampled uniformly.

All the MR images were normalized by magnitude to [-6,6] with their phases unchanged. After normalization, the complex-valued images were separated into the real and the imaginary image and concatenated as the 2-channel input of the reconstruction network.

4.2. Implementation Details

4.2.1. Baseline configurations

The BART toolkit [49] was used to perform the TV minimization iterative reconstruction algorithm. We set the total variation regularization weight as 0.01 and implemented 200 iterations on each slice.

All the deep CNNs in this manuscript were implemented with Pytorch [35]. The input and output of all the CNNs are 2 channels and all the other layers have 32-channel output except for special reminders (e.g. U-net). No normalization operation, e.g. batch-normalization [18], was used in these networks following DCCNN [43].

We searched for our reconstruction module on the knee dataset with 3 cascading cells and each cell includes 3 internal computation nodes, named NasN_Knee. The final searched cell structure is drawn in Fig.8. The outputs of $C_{l-1}$ and $C_{l-2}$ are processed by $1 \times 1$ convolutional layers in $C_l$ to reduce channel number from 96 to 32.

To make different networks comparable, we made different networks have relatively similar learn-able parameters and floating-point operations (FLOPs). As a result, the reconstruction module of DCCNN[43] contains 3 residual blocks, and the reconstruction module of RDN [45] contains 3 recursive dilated blocks. Because we are dealing with single-coil reconstruction, we re-trained the DCCNN with sharing-weight reconstruction modules to re-implement MoDL [1]. For U-net, the input data are down-sampled 4 times with channels doubled starting from 32 channels.

According to DCCNN [43] and RDN [45], more blocks in their reconstruction modules will produce better results. Thus, we also added more blocks in these networks to evaluate whether they can use more computation resources to achieve similar performance with our searched network.
4.2.2. Training Strategy

All deep networks were trained on one TITAN X Pascal GPU with 12GB memory using Adam optimizer [21] for parameter learning with L1 loss only and a batchsize of 2. The initial learning rate was set to be 0.001 for the first 40 epochs and 0.0001 for the later 40 epochs. During the training process, the 4-fold and 8-fold Cartesian sub-sampling mask was generated randomly for every slice with equal possibility. This can also be viewed as a data augmentation to avoid over-fitting [6].

4.2.3. Evaluation Strategy

For all deep methods, the FLOPs per inference were calculated by counting multiplication and add operations in all convolutional layers inside the reconstruction modules after feeding a 320 × 320 2-channel MR image. The FLOPs is a wildly used metric to evaluate the computation resource cost in previous NAS works [29, 27]. And the numbers of learnable parameters are also provided, because previous works [1, 45] claimed they used fewer parameters to achieve better performance.

We evaluated the MSE, Normalized MSE (NMSE), PSNR and SSIM [59] between reconstructed results and target fully-sampling MR images on magnitude with the similar setting in baseline works [1, 43, 45]. In evaluation, half of the total cases were sub-sampled with 4-fold Cartesian sub-sampling masks and the other with 8-fold ones. All quantitative evaluation results were calculated on images reconstructed from the same corresponding sub-sampling patterns.

4.3. Knee MR Reconstruction Comparison

The quantitative evaluation results of knee MR reconstruction are shown in Tab.1, demonstrating that searched NasN_Knee network outperforms previous state-of-the-art frameworks. Among all the deep models, U-net is more different because its feature maps are reduced in size after down-sampling with channels doubled. So U-net has much more learnable parameters than others but with fewer operations. U-net has 40x more parameters than our proposed network while fails to provide better results. DCCNN, MoDL, RDN, and our NasN_Knee all adopt k-space fusion strategy. Comparing to DCCNN, MoDL uses sharing-weight reconstruction modules to reduce parameters and leads to worse reconstruction results. Because dilated blocks in RDN share the same weights, so its learnable parameters do not increase with more blocks. Although RDN and MoDL contain fewer learnable parameters, “there is no free lunch”, the FLOPs do not decrease by recursive learning, i.e. the inference speed is still limited. Our searched NasN_Knee architecture uses 4x fewer FLOPs to reconstruct better results than RDN with 8 recursive dilated blocks.

The qualitative knee MR reconstruction results are shown in Fig.9 and Fig.10. Two slices reconstructed from different sub-sampling ratios are presented, where we can find NasN_Knee can reduce aliasing artifacts more effectively compared with other methods. When the sub-sampling ratio gets bigger, our model performs much better than other methods with less noise and more accurate structural details.

4.4. Analysis of Hyper-Parameters

Although the architecture of cells is searched automatically, there still exist some hyper-parameters set manually in the whole framework. In this part, we conduct experiments to explore how these hyper-parameters may affect the reconstruction performance and the searched architecture.

4.4.1. Number of Cascading Modules and Cells

Given the searched cell structure (shown in Fig.8), we can cascade more modules (shown in Fig.2) or more cells in each module (shown in Fig.5) to build the whole reconstruction framework.

The reconstruction performance and FLOPs as functions of cascading modules are shown in Fig.11. While the reconstruction performance and FLOPs as functions of cascading cells in each module are shown in Fig.12.
We can find that more cascades lead to better reconstruction results but with heavier computation load. Comparing to the increase of FLOPs, the improve of performance may be not efficient enough.

### 4.4.2. Number of Internal Nodes in Each Cell

To explore the impact of internal nodes in each cell, we searched for different architectures where each cell contains a different number of internal nodes on the knee MR dataset. The searched results with 2 and 4 internal nodes are drawn
Table 2
Quantitative evaluation results of searched architectures with different internal nodes. The results are calculated on the testing set including 40 scans. ($AVG \pm STD$)

| Number of Nodes | MSE (×1e-10) | NMSE (×1e-2) | PSNR (dB) | SSIM | FLOPs | Param. |
|-----------------|--------------|--------------|-----------|------|-------|--------|
| 2               | 1.462 ± 3.046| 5.148 ± 6.407| 29.78 ± 6.696| 0.6201±0.2684| 11.37G | 107.7K |
| 3               | 1.432 ± 2.919| 5.112 ± 6.408| 29.83 ± 6.692| 0.6204±0.2676| 15.07G | 142.3K |
| 4               | 1.405 ± 2.781| 5.081 ± 6.420| 29.87 ± 6.719| 0.6218±0.2687| 18.76G | 176.8K |

Figure 11: The reconstruction performance and FLOPs as functions of cascading modules.

Figure 12: The reconstruction performance and FLOPs as functions of cascading cells in each module.

The results show that the increasing internal nodes bring mild but consistent benefit for the final performance. With 2 internal nodes and 6 times fewer FLOPs, the searched architecture still outperforms RDN[45]. And the found structures shown in Fig.8 and Fig.10 demonstrate that the algorithm does learn some principles to form the reconstruction architecture automatically. These principles offer insights for other researchers to design their network for other MR medical image tasks, e.g. Semantic Segmentation [8] or Super-Resolution [58]:

- Deeper feature maps require larger perception fields. In our searched results, layers with dilation rate 3 are always preferred in the bottom of the cell behind layers with dilation rate 2.
- It is important to fuse feature maps from different levels properly. In our searched cell structure, feature maps from $C_{l-2}$ are used to refine different nodes.

4.4.3. The Operation Search Space
To appreciate the value of the operation search space, experiments were performed to explore the relationship between operation search space and network performance.

Note original operation search space by A, we define a new space B as follows:

- Sep_Conv_3x3
- Dil_2_Conv_3x3
- Conv_9x1_1x9 : two cascading depthwise separable convolutional layers with the kernel size of $9 \times 1$ and $1 \times 9$.
- Skip Connect
- None Connect

The design of Conv_9x1_1x9 shown in Fig.14 is inspired by [36], where large convolutional kernels lead to better performance in semantic segmentation. Two cascading $9 \times 1$ and $1 \times 9$ convolutional layers enable dense connections within a large $9 \times 9$ region when producing the feature map.

The search result is drawn in Fig.15 and the reconstruction results of these architectures are listed in Tab.3. Results show that competitive reconstruction performance is achieved with fewer computation resources. With a different search space, the principle that larger perception layers are placed in the bottom still holds. What’s more, this experiment shows that the setting of operation search space allows us to explore more possibilities, if there are some novel and efficient layer types proposed in the future.

4.5. Generalizability of the Searched Architecture
We evaluated the generalizability of the searched architecture on the mini-fastMRI brain dataset from the following two aspects: for one, the architecture searched from the original knee data-set, i.e. NasN_Knee, was directly generalized to the brain dataset via re-training; for the other, we searched for another specific architecture with the similar setting of NasN_Knee for brain MR reconstruction, named NasN_Brain, but with an extended searching space including all the six operation types mentioned in this manuscript. The searched architecture is shown in Fig.16.

The quantitative brain MR reconstruction results are shown in Tab.4. We can find that NasN_Knee re-trained on the brain dataset still exceeds previous baseline models, demonstrating that the searched architectures can be generalized to...
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Figure 13: The searched structures of the cell with 2 and 4 nodes inside. Convolutional layers with larger perception field are always placed in the bottom and Feature maps from different levels are fused properly. By observing the selection of connections and layer types, some insights of network design can be concluded.

Table 3
Quantitative evaluation results of searched architectures with different operation search spaces. The results are calculated on the testing set including 40 cases. ($AVG \pm STD$)

| Operation Space | Search | MSE ($\times 10^{-10}$) | NMSE ($\times 10^{-2}$) | PSNR (dB) | SSIM | FLOPs | Param. |
|-----------------|--------|--------------------------|-------------------------|-----------|------|-------|--------|
| A               |        | 1.432 ± 2.919            | 5.112 ± 6.408           | 29.83 ± 6.692 | 0.6204 ± 0.2676 | 15.07G | 142.3K |
| A               |        | 1.439 ± 2.935            | 5.122 ± 6.401           | 29.81 ± 6.693 | 0.6202 ± 0.2678 | 12.44G | 117.2K |

Figure 14: The structure of Conv 9x1 1x9. Two cascading convolutional layers with 9x1 and 1x9 kernel size are adopted to achieve a 9 x 9 perception field.

5. Discussion and Conclusion

The MRI acceleration is highly demanded in clinical practice and has been an active research area for years. The introduction of compressed sensing made a significant breakthrough in the reduction of MRI scan time. Nowadays, deep learning technology brings new chances for us to solve this problem better. Although plenty of works have been explored, there still exists a gap between research works and clinical practice due to complex network architecture design and heavy computation cost. In this work, we evaluated the

more blocks and MoDL implies that reducing learning parameters by sharing weights does not always work in different tasks. The qualitative brain MR reconstruction results of all DL based methods are shown in Fig. 17 with 8-fold subsampling ratios.

We also re-trained NasN_Brain on the knee dataset and it produces slightly worse results than NasN_Knee but still outperforms manual designed baseline deep models shown in Tab. 5. We can conclude that the searched architecture is task-specific for MR reconstruction of different organs.

We also re-trained NasN_Brain on the knee dataset and it produces slightly worse results than NasN_Knee but still outperforms manual designed baseline deep models shown in Tab. 5. We can conclude that the searched architecture is task-specific for MR reconstruction of different organs.

We also re-trained NasN_Brain on the knee dataset and it produces slightly worse results than NasN_Knee but still outperforms manual designed baseline deep models shown in Tab. 5. We can conclude that the searched architecture is task-specific for MR reconstruction of different organs.
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Table 4
Quantitative brain MR reconstruction results of different DL based methods. The results are calculated on the testing set including 50 scans. (AVG ± STD)

| Model                        | MSE (×1e-10) | NMSE(×1e-2) | PSNR(dB) | SSIM  | FLOPs   | Param. |
|------------------------------|--------------|-------------|----------|-------|---------|--------|
| TV[42]                       | 16.81 ± 16.39| 7.700 ± 6.563| 26.94 ± 4.37 | 0.7594 ± 0.1039 | N/A     | N/A    |
| U-net[54]                    | 6.764 ± 7.274| 3.055 ± 2.697| 31.00 ± 4.764 | 0.8941 ± 0.05672 | 12.17G  | 3349K  |
| DCCNN[43] with 3 residual blocks | 6.388 ± 9.175| 2.894 ± 3.833| 31.85 ± 6.806 | 0.8933 ± 0.07821 | 17.41G  | 170.0K |
| DCCNN[43] with 11 residual blocks | 5.609 ± 7.532| 2.534 ± 3.051| 32.25 ± 6.332 | 0.8976 ± 0.07016 | 62.87G  | 613.9K |
| MoDL[1] with 3 residual blocks | 10.04 ± 12.88| 4.561 ± 5.326| 29.63 ± 5.976 | 0.8558 ± 0.09167 | 17.41G  | 56.7K  |
| MoDL[1] with 11 residual blocks | 17.98 ± 16.98| 8.208 ± 6.489| 26.60 ± 4.107 | 0.7537 ± 0.09623 | 62.87G  | 204.3K |
| RDN[45] with 3 recursive dilated blocks | 5.629 ± 7.392| 2.545 ± 2.972| 32.17 ± 6.115 | 0.8957 ± 0.06916 | 26.03G  | 86.79K |
| RDN[45] with 8 recursive dilated blocks | 5.782 ± 7.440| 2.629 ± 3.113| 32.03 ± 6.052 | 0.8944 ± 0.06882 | 68.79G  | 86.79K |
| NasN_Knee                    | 4.596 ± 6.236| 2.082 ± 2.561| 33.12 ± 6.348 | 0.9090 ± 0.06351 | 15.07G  | 142.3K |
| NasN_Brain                   | 4.495 ± 6.306| 2.032 ± 2.579| 33.27 ± 6.475 | 0.9117 ± 0.06286 | 14.39G  | 135.6K |

Table 5
Quantitative reconstruction performance of the searched architectures on different datasets. (AVG ± STD)

| Dataset | Model       | MSE (×1e-10) | NMSE(×1e-2) | PSNR(dB) | SSIM   |
|---------|-------------|--------------|-------------|----------|--------|
| Knee    | NasN_Knee   | 1.432 ± 2.919| 3.112 ± 6.408| 29.83 ± 6.692 | 0.6204 ± 0.2676 |
|         | NasN_Brain  | 1.454 ± 2.996| 5.153 ± 6.433| 29.78 ± 6.696 | 0.6202 ± 0.2685 |
| Brain   | NasN_Knee   | 4.596 ± 6.236| 2.082 ± 2.561| 33.12 ± 6.348 | 0.9090 ± 0.06351 |
|         | NasN_Brain  | 4.495 ± 6.306| 2.032 ± 2.579| 33.27 ± 6.475 | 0.9117 ± 0.06286 |

Figure 15: The searched cell structure when the operation search space is redefined.

Figure 16: The searched cell structure on the brain MR dataset, named NasN_Brain.

The applicability of NAS to improve the DL based CS-MRI performance remarkably. The key insight of our work is that we can search for a specific and novel network architecture for CS-MRI in a differentiable way, based on continuous relaxation of the cell. Experiments demonstrate that our optimized network can reconstruct MR images better than previous handcrafted networks even with 6 times fewer computation resources. These results imply that automatically searched neural architecture can balance performance and...
efficiency better, so may be more friendly for possible clinical translation in the future.

The analysis of how hyper-parameters may affect the network architectures found by NAS shows that the searched structures follow some basic principles. Deeper feature maps in the single block require larger perception fields and should be properly refined with skip connection from the shallower layers. These principles may offer insights for networks used in other medical image tasks. And the setting of layer types in operation searching space makes it an open workflow allowing us to add other advanced structures in the future. Extensive experiments to explore the generalizability of the searched architectures prove that the searched network can be directly generalized to different organ MR reconstruction tasks via re-training. And if we re-search the architecture for the exact application, the network will be more task-specific.

The following problems of this work will be explored in the near future. Due to the limited computation resources we have, we performed all experiments on single-coil MR reconstruction cases. But our methods can be generalized to multi-coil reconstruction by using 3D convolutional layers instead of 2D ones in the operation search space with the conjugate gradient solution instead of the close-formed one as MoDL[1] mentioned in Sec.3.1. Another concern lies in the simple loss function, i.e. L1 loss and 1D Cartesian sub-sampling pattern adopted in this manuscript for demonstrating purpose, other loss functions, i.e. GAN[33] loss, and sub-sampling patterns will be further explored with our workflow to improve the quality of final reconstruction.

To conclude, we present a novel reconstruction network for the CS-MRI task by automatically searching the inner structure. Experiments show the searched network can reconstruct MR images better and more efficiently than previous works. The searched architectures can be directly generalized to different MR reconstruction tasks of different organs through re-training and will be more task-specific via the architecture re-searching. With the superiority of good performance and the general applicability of neural architecture search, we expect that the proposed workflow can become a promising research direction for MRI acceleration with great potential impacts on other medical image applications.
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