A new entanglement measure based dual entropy
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Abstract Quantum entropy is an important measure for describing the uncertainty of a quantum state, more uncertainty in subsystems for pure states implies stronger quantum entanglement between subsystems. Our goal in this work is to quantify bipartite entanglement and quantum entangled networks using quantum dual entropy. We first propose a type of dual entropy from Shannon entropy. We define $S_t$-entropy entanglement based on von Neumann entropy and its complementary dual. This implies an analytic formula for two-qubit systems. We show that the monogamy properties of the $S_t$-entropy entanglement and the entanglement of formation (EOF) are inequivalent with $S_t$-entropy entanglement for quantum entangled networks. We finally prove a new type of entanglement polygon inequality in terms of $S_t$-entropy entanglement for quantum entangled networks. These results show new features of multipartite entanglement in quantum information processing.

1 Introduction

Entanglement as one of the most fascinating phenomena in quantum mechanics distinguishes the quantum world and the classical one \[1, 2\]. The ubiquity of entangled quantum states as a resource is well-known, and their effectiveness for applications often hinges on the degree of entanglement in the quantum state. Entanglement is usually quantified by the entropy of entanglement that arises from a subsystem while the information about the remaining system is ignored \[3\]. Entanglement entropy has been used to probe the various properties of many-body systems \[4–9\] or nonlocality of quantum networks \[10\].

It is well-known that quantum entropy is a valuable quantity for describing the uncertainty of a quantum state. For a pure state $|\psi\rangle_{AB}$, it can be quantified via the von Neumann entanglement entropies \[11\]:

$$S(\varrho_A) = -\text{Tr}_{\varrho_A} \log_2 \varrho_A,$$

where $\varrho_A = \text{Tr}_B(\rho_{AB})$ is the reduced density operator of subsystem $A$ obtained by tracing out the subsystem $B$ and $\rho_{AB} = |\psi\rangle_{AB} \langle \psi|$ is the density matrix of the whole system state $|\psi\rangle_{AB}$. This way for quantifying bipartite entanglement follows the idea that more uncertainty in subsystems implies stronger quantum entanglement between subsystems. A myriad of measures of entanglement entropy have so far been proposed such as the concurrence \[12\], the entanglement of formation (EOF) \[13\], Rényi-$\alpha$ entropy entanglement \[14–16\], Tsallis-$q$ entropy entanglement \[17, 18\], and Unified-$(q, s)$ entropy entanglement \[19\]. Howbeit, among these entanglement measures, there exists a common defect that bipartite entanglement is defined as the entropy of only one subsystem, which leads to neglect the information from the other system. This follows a natural problem is what more can be learned from a given state beyond von Neumann entropy.

One of the most fundamental issues concerned with the entanglement entropy measure is the limited shareability of bipartite entanglement for multipartite entangled systems. Followed by the original spirit of the Coffman–Kundu–Wootters (CKW) inequality \[20\], the entanglement distribution for a three-qubit system is firstly displayed analytically as the following form:

$$E_{A|BC} \geq E_{A|B} + E_{A|C},$$

where $E_{A|BC}$ is an entanglement measure of a composite quantum system containing systems $A, B, C$ under the bipartition $A$ and $BC$, $E_{A|B}$ and $E_{A|C}$ are entanglements of bipartite systems. This relation has been re-called as the monogamy of entanglement \[20, 21\]. Later, Osborne and Verstraete extend the monogamy inequality with the squared concurrence for any $n$-qubit systems.
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This gives the uncertainty before the statistical experiment. Now, for a given event $X$ consider a random variable $X_i \sim \{p_i, 1 - p_i\}$, that is, by regarding all the events except for $x_i$ as a complementary dual event of $x_i$. In this case, we get its self-information as $- \log_2 (1 - p_i)$. This follows a new binary entropy as
\[
H(X_i) = - p_i \log_2 p_i - (1 - p_i) \log_2 (1 - p_i)
\]
for $i = 1, \cdots, n$. Moreover, all the complementary dual information are framed into an entropy function as
\[
\overline{H}(X) = - \sum_{i=1}^{n} (1 - p_i) \log_2 (1 - p_i).
\]
This is firstly introduced as “extropy”, a complementary dual of Shannon entropy [45]. The extropy has been investigated in quantum theory [46], in which quantum extropy is used to detect the entanglement or nonlocal correlations of the system consisted of a single qubit and the radiation field.

In classical information theory, the intuitive link between the uncertainty and information is that the greater the uncertainty of the given distribution, the more information gain from learning the outcome of the experiment. This means the Shannon entropy only presents the information all we know concerning which event will occur while ignores the information of its complement. However, the extropy (6) can make up for this weakness. Thus, we redefine the entropy of the random variable $X$ as
\[
H'(X) = \sum_{i=1}^{n} H(X_i) = H(X) + \overline{H}(X).
\]

Example 1 Consider a random variable $X$ with probability distribution $p_i = Pr(X = x_i)$ associated with $X = x_i$, $i = 1, 2, 3$, where $0 \leq p_i \leq 1$ and $\sum_{i=1}^{3} p_i = 1$. The Shannon entropy is given by
\[
H(X) = - \sum_{i=1}^{3} p_i \log_2 p_i,
\]
while the total entropy is shown as

$$H_t(X) = \frac{1}{d} \sum_{i=1}^{d} \lambda_i \log_2 \lambda_i + \log_2(1 - \lambda_i).$$ (11)

This states that the $S'$-entropy of a density matrix $\rho$ is equal to the classical $S'$-entropy of the probability distribution $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_d)$ from its eigenvalues.

**Example 2** Consider a 5-qubit Heisenberg model with a random magnetic field in the $z$-direction. Its Hamiltonian is given by

$$H_5 = 0.5\sigma_1 \cdot \sigma_4 + 0.4\sigma_2 \cdot \sigma_3 + 0.3\sigma_3 \cdot \sigma_4 - 0.5\sigma_4 \cdot \sigma_5 + \sum_{i=1}^{5} h_j \sigma_j^z,$$ (12)

where we suppose that the pairs of $(1, 3), (2, 3), (3, 4), (4, 5)$ are correlated with each other, herein, $\sigma_j = (\sigma_j^x, \sigma_j^y, \sigma_j^z)$ represents a vector of Pauli matrices on qubit $j$, $h_j \in [-1, 1]$ denotes the strength of the disorder. For a 6-qubit system, the Hamiltonian is given by

$$H_6 = 0.4\sigma_1 \cdot \sigma_5 + 0.5\sigma_2 \cdot \sigma_5 - 0.3\sigma_3 \cdot \sigma_4 + 0.2\sigma_3 \cdot \sigma_6 + 0.6\sigma_5 \cdot \sigma_6 + \sum_{i=1}^{6} h_j \sigma_j^z,$$ (13)

where the pairs of $(1, 3), (2, 5), (3, 4), (3, 6), (5, 6)$ have correlation with each other. Consider initial states that are randomly generated 5-qubit, 6-qubit, and 7-qubit states, respectively, and the evolution time 100. We can get the von Neumann entropy and the total $S'$ entropy as shown in Fig. 2.

It follows that the von Neumann entropy is strictly smaller than the total $S'$ entropy while the total $S'$ entropy is no more than twice of von Neumann entropy, that is, $S \leq S' \leq 2S$.

Intuitively, the von Neumann entropy of a bipartite state $|\Phi\rangle_{AB}$ on Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$ can be viewed as the uncertainty of an observer $A$ who can only access to the subsystem $A$. While similar to classical scenarios, the present $S'$-entropy provides a method for describing its complementary dual information. In applications, one may suppose a mixed state represent an ensemble of pure states, that is, $\{p_i, |\psi_i\rangle\}$. In this case, the density operator is defined by $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$. Now, for each measurement
outcome $i$ under the measurement operator $M_i = |\psi_i\rangle\langle\psi_i|$, the quantum statistical probability is $p_i = \text{Tr}(M_i \rho)$. We can regard all the measurements except for $M_i$ as the complementary dual measurement of $M_i$. This implies a positive-operator-value measurement (POVM) $\{M_i, I - M_i\}$, which follows the average information (5). Hence, the quantum dual entropy $S^t$ gives an extended entropy information obtained from quantum statistics beyond the von Neumann entropy.

For a quantum system described by a density operator $\rho$, a general entropy function [47] may be defined as

$$S_f(\rho) = \text{Tr}(f(\rho)) = \sum_i f(\lambda_i),$$

where $f$ is a smooth concave function satisfying $f(0) = f(1) = 0$, $\lambda_i$ are the eigenvalues of $\rho$. This includes the von Neumann entropy with

$$f(\lambda) = -\lambda \ln \lambda.$$

(15)

While the Tsallis entropy [48] may be defined according to

$$f(\lambda) = \frac{(\lambda - \lambda^q)}{q - 1},$$

(16)

where $q > 0$ and $q \neq 1$. Instead, the present $S^t$-entropy (11) may be recovered according to

$$f(\lambda) = -\lambda \ln \lambda - (1 - \lambda) \ln(1 - \lambda).$$

(17)

This allows us construct one-parameter total entropy based on the Tsallis entropy and its complementary dual (see Appendix 3).

Next, we show that the present $S^t$-entropy satisfies the following properties.

**Lemma 1** Let $\rho_{AB}$ be any density operator of a composite system $A\otimes B$, and $\varrho_A(B)$ be the reduced density operator of the subsystem $A(B)$. The total entropy $S^t$ satisfies the following properties.

(i) Non-negativity The total entropy satisfies $0 \leq S^t(\rho) \leq d \log_2(d) - (d - 1) \log_2(d - 1)$.

(ii) Concavity For any convex combination $\rho = \sum_{i=1}^n p_i \rho_i$, the total entropy satisfies

$$\sum_{i=1}^n p_i S^t(\rho_i) \leq S^t(\rho).$$

(18)

(iii) Symmetry For any pure state $\rho_{AB}$ the total entropy satisfies $S^t(\varrho_A) = S^t(\varrho_B)$.

(iv) Invariance The total entropy is invariant under any unitary transformation, that is, $S^t(U\rho U^\dagger) = S^t(\varrho)$ for any $U \in SU(H_A \otimes H_B)$.

(v) Subadditivity For any product state $\rho = \varrho_A \otimes \varrho_B$, the total entropy satisfies

$$S^t(\rho) < S^t(\varrho_A) + S^t(\varrho_B)$$

(19)

and

$$S^t(\rho) \geq \max\{S^t(\varrho_A), S^t(\varrho_B)\}.$$  

(20)
Proof For any density matrix \( \rho \), the total entropy satisfies
\[
S'(\rho) \leq H'(X),
\]
where \( X \) is the classical random variable with distribution \( \{p_1, \cdots, p_n\} \).

The proof of Lemma 1 is shown in Appendix 1.

3 The \( S' \)-entropy entanglement

Let \( S^{AB} = S(\mathcal{H}_A \otimes \mathcal{H}_B) \) be the set of density matrices acting on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \). A function \( E: S^{AB} \to \mathbb{R}_+ \) is called a measure of entanglement if it satisfies the following conditions [49, 50]:

(E1) \( E(\rho) = 0 \) if and only if \( \rho \) is a separable state;
(E2) Invariance under local unitary transformations: \( E(\rho) = E((U_A \otimes U_B)\rho(U_A^\dagger \otimes U_B^\dagger)) \) for any local unitary transformations \( U_A \in SU(\mathcal{H}_A), \ U_B \in SU(\mathcal{H}_B) \);
(E3) Non-increasing on average under local operations and classical communication (LOCC) operations that is, \( \sum_j p_j E(\sigma_j) \leq E(\rho) \), where \( \Lambda^{LOCC} \) is an arbitrary LOCC operation defined by \( \Lambda^{LOCC}(\rho) = \sum_j p_j \sigma_j \).
(E4) Convexity: \( E(\sum_i p_i \rho_i) \leq \sum_i p_i E(\rho_i) \) for any \( \rho = \sum_i p_i \rho_i \), where \( \{p_i\} \) is a probability distribution, and \( \rho_i \)'s are density matrices.

In what follows, we propose new bipartite entanglement measure named the \( S' \)-entropy entanglement from the total quantum entropy.

3.1 The \( S' \)-entropy entanglement

For a pure state \( |\Phi\rangle_{AB} \) on \( d \times d \) dimensional Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), the \( S' \)-entropy entanglement is defined as
\[
E_i(|\Phi\rangle_{AB}) = \frac{1}{r} S'(\varrho_A),
\]
where \( r = d \log_2 d - (d - 1) \log_2 (d - 1) \) is a normalized factor and \( \varrho_A = Tr_B(|\Phi\rangle_{AB} \langle \Phi|) \) denotes the reduced density operator of the subsystem \( A \).

For a bipartite mixed state \( \rho_{AB} \) on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), the \( S' \)-entropy entanglement is given via the convex-roof extension as
\[
E_i(\rho_{AB}) = \inf_{\{p_i, |\Phi_i\rangle\}} \sum_i p_i E_i(|\Phi_i\rangle_{AB}),
\]
where \( E_i(|\Phi_i\rangle_{AB}) = S'(\varrho_i^A) \) is the \( S' \)-entropy of the subsystem \( A \) for the pure state \( \rho_i^A = |\Phi_i\rangle_{AB} \langle \Phi_i| \), and the infimum is taken over all the possible pure-state decompositions of \( \rho_{AB} = \sum_i p_i |\Phi_i\rangle_{AB} \langle \Phi_i| \) with \( p_i \geq 0 \), \( \sum_i p_i = 1 \). The quantity \( E_i(\rho) \) has defined an entanglement measure for any bipartite state.

**Theorem 1** For an arbitrary finite-dimensional quantum state \( \rho \) on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), the quantity \( E_i \) is a bipartite entanglement measure.

Proof For any density matrix \( \rho \) on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), it follows that \( E_i(\rho) \geq 0 \) from the non-negativity in Lemma 1 and Eq. (23), herein, the equality holds if and only if \( \rho \) is separable. This has proved the condition (E1).

Note that the quantum \( S' \)-entropy is invariant under local unitary transformations from Lemma 1, this follows the condition (E2).

The concavity of \( S' \)-entropy in Lemma 1 assures the monotonicity under average local operations and classical communication (LOCC). Here, we firstly prove the monotonicity for pure states, i.e., when \( \rho \) and \( \sigma_j \) are all pure states. From the definition of the quantum \( S' \)-entropy entanglement in Eq. (22), we have
\[
E_i(\rho) = S'(\rho^A) = S'(\sum_j p_j \sigma_j^A) \geq \sum_j p_j S'(\sigma_j^A) \geq \sum_j p_j E_i(\sigma_j),
\]
where the inequality (24) is from the concavity of the quantum \( S' \)-entropy in Lemma 1. The definition of the \( S' \)-entropy entanglement in Eq. (22) implies Eq. (25). According to Ref. [51], the monotonicity for mixed states can be inherited from the monotonicity of pure states via the convex roof extension. This has proved the condition (E3).
Finally, the convexity (E4) is followed directly from the fact that all the entanglement measures constructed via the convex roof extension are convex [3].

3.2 Analytic formula for two-qubit states

In this subsection, we provide an analytic formula of the $S'$-entropy entanglement for two-qubit systems. For any bipartite pure state $|\Phi\rangle_{AB}$ on Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$, its concurrence is defined by [52]:

$$C(|\Phi\rangle_{AB}) = \sqrt{2(1 - \text{Tr}(\varrho_A^2))},$$

(26)

where $\varrho_A = \text{Tr}_B(|\Phi\rangle_{AB}<\Phi\rangle_{AB})$ is the reduced density operator of the subsystem $A$.

For a mixed state $\rho_{AB}$ on Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$, its concurrence has the analytic formula as follows [53]:

$$C(\rho_{AB}) = \max \{0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4\}$$

(27)

where $\lambda_i$’s being eigenvalues of the matrix $\sqrt{\rho(\sigma_Y \otimes \sigma_Y)\rho^*(\sigma_Y \otimes \sigma_Y)}$ in decreasing order, herein, $\rho^*$ is the complex conjugate of $\rho$, and $\sigma_Y$ denotes Pauli operator.

Now, consider any $C^2 \otimes C^d$ pure state $|\phi\rangle_{AB}$ on Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$ with Schmidt decomposition

$$|\phi\rangle_{AB} = \sqrt{\lambda_0}|0\rangle_{AB} + \sqrt{\lambda_1}|1\rangle_{AB},$$

(29)

where the subsystem $A$ is qubit while the subsystem $B$ is on finite dimensional space, and $|\phi_i\rangle$ are orthogonal states on $\mathcal{H}_B$. From Eq. (22), we get the $S'$-entropy entanglement as

$$E_i(|\phi\rangle_{AB}) = -\lambda_0 \log_2 \lambda_0 - \lambda_1 \log_2 \lambda_1.$$  

(30)

Besides, the concurrence of $|\Psi\rangle_{AB}$ is given by

$$C(|\phi\rangle_{AB}) = \sqrt{2(1 - \text{Tr}(\varrho_A^2))} = 2\sqrt{\lambda_0\lambda_1}.$$  

(31)

This can be proved that

$$E_i(|\phi\rangle_{AB}) = h(C(|\phi\rangle_{AB})).$$  

(32)

where $h(x)$ is an analytic function defined as

$$h(x) = -\frac{1 + \sqrt{1 - x^2}}{2} \log_2 \frac{1 + \sqrt{1 - x^2}}{2} = -\frac{1 - \sqrt{1 - x^2}}{2} \log_2 \frac{1 - \sqrt{1 - x^2}}{2}.$$  

(33)

Thus, we get a functional relation (32) between the concurrence and $S'$-entropy entanglement for any qubit-qudit pure state on Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$. In addition, as shown in Appendix 1, $h(x)$ in Eq. (33) is monotonically increasing and convex. In fact, for any two-qubit mixed state, the $S'$-entropy entanglement has a similar relation with Eq. (32).

For any given two-qubit mixed state $\rho$ there is an optimal pure-state decomposition $\rho_{AB} = \sum_i p_i |\Phi_i\rangle_{AB}<\Phi_i\rangle_{AB}$ such that its concurrence is equal to its average pure-state concurrences [54], that is, we get

$$C(\rho_{AB}) = \sum_i p_i C(|\Phi_i\rangle_{AB})$$

(34)

This means that

$$h(C(\rho_{AB})) = h\left(\sum_i p_i C(|\Phi_i\rangle_{AB})\right) = \sum_i p_i h(C(|\Phi_i\rangle_{AB}))$$

(35)

$$\geq \sum_i p_i E_i(|\Phi_i\rangle_{AB}),$$

(36)

where the equality (35) is followed from Eq. (34), the equality (36) is obtained by using Eq. (32), and the inequality (37) is due to the definition of $E_i(\rho_{AB})$ in Eq. (23).
Moreover, from the optimal decomposition of \( \rho_{AB} = \sum_j p_j |u_j\rangle |u_j\rangle \) for the \( S' \)-entropy entanglement we get that

\[
E_t(\rho_{AB}) = \sum_j p_j E_t(|u_j\rangle |u_j\rangle) \\
= \sum_j p_j h(C(|u_j\rangle |u_j\rangle)) \\
\geq h(\sum_j p_j C(|u_j\rangle |u_j\rangle)) \tag{38}
\]

\[
\geq h(C(\rho_{AB})), \tag{39}
\]

where the equality (38) is followed from the relation (32), the inequality (39) is derived from the convexity of \( h(x) \) in Proposition 1, and the inequality (40) is from the monotonicity of \( h(x) \) and the definition of \( C(\rho_{AB}) \) in Eq. (27).

Combining Eqs. (37) with (40), we have

\[
E_t(\rho_{AB}) = h(C(\rho_{AB})) \tag{41}
\]

for any two-qubit mixed state \( \rho_{AB} \). So, Eq. (41) provides an analytic formula of the \( S' \)-entropy entanglement for any two-qubit state.

4 Monogamy inequality of the \( S' \)-entropy entanglement in quantum entangled networks

The original monogamy of the entanglement is quantitatively shown in the inequality (2). For a tripartite system, its monogamy relation is shown in Fig. 3. However, the inequality (2) may be invalid for general entanglement measures. Thus a natural question is to determine whether a given entanglement measure is monogamous or not.

4.1 The \( n \)-qubit systems

The \( S' \)-entropy entanglement for qubit systems can be reduced to the entanglement of formation (EOF) corresponding to the case of \( d = 2 \) in Eq. (30). In fact, for a pure state \(|\Phi\rangle_{AB} \) on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), EOF is defined via the von Neumann entropy as [13, 54]:

\[
E_f(|\Phi\rangle_{AB}) = S(\varrho_A) = -\text{Tr}(\varrho_A \log_2(\varrho_A)), \tag{42}
\]

where \( \varrho_A = \text{Tr}_B(|\Phi\rangle_{AB} \langle \Phi|) \) denotes the reduced density operator of the subsystem \( A \). EOF for a bipartite mixed state \( \rho_{AB} \) on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \) is given by

\[
E_f(\rho_{AB}) = \inf_{\{p_i, |\Phi_i\rangle\}} \sum_i p_i E(|\Phi_i\rangle), \tag{43}
\]

where the infimum takes over all the possible pure-state decompositions of \( \rho_{AB} = \sum_i p_i |\Phi_i\rangle_{AB} \langle \Phi_i| \) and \( \{p_i\} \) is a probability distribution. It has been proved that the squared EOF is monogamous for any \( n \)-qubit system \( \rho_{A_1 A_2 \cdots A_n} \) on Hilbert space \( \otimes_{i=1}^n \mathcal{H}_{A_i} \), that is,

\[
E_f^2(\rho_{A_1 A_2 \cdots A_n}) \geq \sum_{i=2}^n E_f^2(\rho_{A_1 |A_i}). \tag{44}
\]

where \( E(\rho_{A_1 |A_2 \cdots A_n}) \) characterizes the bipartite entanglement with respect to the bipartition \( A_1 \) and \( A_2 \cdots A_n \), and \( E(\rho_{A_1 |A_i}) \) is the bipartite entanglement of the reduced density operator \( \rho_{A_1 |A_i} = \text{Tr}_{A_2 \cdots A_n} (\rho_{A_1 A_2 \cdots A_n}) \) of joint subsystems \( A_1 \) and \( A_i \) for \( i = 2, \cdots, n \).
In this case, the reduced density operator is given by component has the form where system
\[ \rho \]  

This means that both the EOF and \( S' \)-entropy entanglement have the same monogamy features.

4.2 High dimensional systems

Our goal in this subsection is to extend the monogamy relationship for high dimensional systems. This will be explained by using several quantum entangled networks and single entanglement.

Consider a multipartite quantum system \( |\Psi\rangle \) on Hilbert space \( \bigotimes_{i=1}^{n} \mathcal{H}_{A_i} \). Define the “residual entanglement” of the \( S' \)-entropy entanglement as

\[ r^{E_{\gamma}}(|\Psi\rangle_{A_1A_2\ldots A_n}) = E^{E_{\gamma}}(|\Psi\rangle_{A_1A_2\ldots A_n}) - \sum_{i=2}^{n} E^{E_{\gamma}}(\rho_{A_1|A_i}). \]  

where \( E_{\gamma}(\rho_{A_1|A_i}) \) denotes the bipartite entanglement with respect to the bipartition \( A_1 \) and \( A_2 \ldots A_n \), and \( E_{\gamma}(\rho_{A_1|A_i}) \) is the bipartite entanglement of the reduced density operator \( \rho_{A_1|A_i} \) of joint subsystems \( A_1 \) and \( A_i \) for \( i = 2, \ldots, n \), and \( \gamma \) is a parameter with \( \gamma \in (0, \infty) \). We show that the \( S' \)-entropy entanglement has different monogamy relationship from EOF.

**Proposition 1** The monogamy of \( S' \)-entropy entanglement and EOF are inequivalent for quantum entangled networks.

Proposition 1 is proved by using the following examples.

**Example 3** Consider a chain-network consisting of two EPR states [2, 31], where Alice shares one EPR state with Bob and Charlie. The total system is in a 4 \( \otimes \) 2 \( \otimes \) 2 dimensional pure state \( |\Psi\rangle_{ABC} \) given by

\[ |\Psi\rangle_{ABC} = \frac{1}{\sqrt{2}}(\alpha|000\rangle + \beta|110\rangle + \alpha|201\rangle + \beta|311\rangle), \]  

here, the parameters are \( \alpha = \cos \theta \) and \( \beta = \sin \theta \).

The reduced density operator of the subsystem \( A \) is given by

\[ \rho_A = \frac{\alpha^2}{2}|0\rangle\langle 0| + \frac{\beta^2}{2}|1\rangle\langle 1| + \frac{\alpha^2}{2}|2\rangle\langle 2| + \frac{\beta^2}{2}|3\rangle\langle 3|. \]  

From Eq. (22) we get

\[ E_{\gamma}(|\Psi\rangle_{A|BC}) = \frac{a + b + 4}{8 - 3 \log_2 3}, \]  

where \( a = -\alpha^2 \log_2 \alpha^2 - (2 - \alpha^2) \log_2(2 - \alpha^2) \) and \( b = -\beta^2 \log_2 \beta^2 - (2 - \beta^2) \log_2(2 - \beta^2) \). The reduced state for the joint system \( A \) and \( B \) is given by

\[ \rho_{AB} = \frac{1}{2}(|\psi_1\rangle\langle \psi_1| + |\psi_2\rangle\langle \psi_2|), \]  

where \( |\psi_1\rangle \) are defined by \( |\psi_1\rangle = \alpha|00\rangle + \beta|11\rangle \) and \( |\psi_2\rangle = \alpha|20\rangle + \beta|31\rangle \). For any pure state decomposition of \( \rho_{AB} \), the pure state component has the form

\[ |\mu_1\rangle = a_1|\psi_1\rangle + e^{-i\theta} \sqrt{1 - a_1^2}|\psi_2\rangle. \]  

In this case, the reduced density operator is given by \( \rho_B^A = \alpha^2|0\rangle\langle 0| + \beta^2|1\rangle\langle 1| \). Therefore, according to the definition of the \( S' \)-entropy entanglement in Eq. (23), we have

\[ E_{\gamma}(\rho_{AB}) = \frac{-2\alpha^2 \log_2 \alpha^2 - 2\beta^2 \log_2 \beta^2}{8 - 3 \log_2 3}. \]  

In a similar manner, for the reduced quantum state \( \rho_{AC} \), the reduced density operator is given by \( \rho_{AC}^C = \frac{1}{2}|0\rangle\langle 0| + \frac{1}{2}|1\rangle\langle 1| \). This implies that

\[ E_{\gamma}(\rho_{AC}) = \frac{2}{8 - 3 \log_2 3}. \]
Fig. 4 The residue entanglement $\tau$ for a $4 \otimes 2 \otimes 2$ dimensional entanglement in Example 3. a The $S'$-entropy entanglement. b The EOF entanglement. $\tau^{E_i}$ is defined in Eq. (54) while $\tau^{E_f}$ is defined in Eq. (58).

So, the residual entanglement of the $S'$-entropy entanglement is given by

$$\tau^{E_i}(|\Psi\rangle_{A|BC}) = E^{\gamma}_i(|\Psi\rangle_{A|BC}) - E^{\gamma}_i(\rho_{AB}) - E^{\gamma}_i(\rho_{AC}) \neq 0$$

for $\gamma = 1$. Instead, the residual entanglement of the EOF entanglement is given by [25]:

$$E_f(|\Psi\rangle_{A|BC}) = -\alpha^2 \log_2 \alpha^2 - \beta^2 \log_2 \beta^2 + 1$$

(55)

$$E_f(\rho_{AB}) = -\alpha^2 \log_2 \alpha^2 - \beta^2 \log_2 \beta^2$$

(56)

$$E_f(\rho_{AC}) = 1$$

(57)

which follows

$$\tau^{E_f}(|\Psi\rangle_{A|BC}) = E^{\gamma}_f(|\Psi\rangle_{A|BC}) - E^{\gamma}_f(\rho_{AB}) - E^{\gamma}_f(\rho_{AC}) = 0$$

(58)

for $\gamma = 1$. For general $\gamma \neq 1$, both residual entanglements are shown Fig. 4. We obtain the residual entanglement of $\tau^{E_f}$ is negative while $\tau^{E_i}$ is zero for $\gamma = 1$.

Example 4 Consider a $6 \otimes 3 \otimes 3$ dimensional system in the pure state $|\Phi\rangle_{ABC}$ given by

$$|\Phi\rangle_{ABC} = \frac{1}{2\sqrt{3}}(|012\rangle + |021\rangle + |120\rangle + |102\rangle + |210\rangle + |201\rangle)$$

$$+ \frac{1}{\sqrt{6}}(|300\rangle + |411\rangle + |522\rangle).$$

(59)

By performing local projection measurements with computation basis, we get a joint distribution as

$$P_{xyz} = \sum_{x=0}^{5} \sum_{y,z=0}^{2} p_{xyz}|xyz\rangle = \frac{1}{12}(|012\rangle + |021\rangle + |120\rangle + |102\rangle + |210\rangle + |201\rangle)$$

$$+ \frac{1}{6}(|300\rangle + |411\rangle + |522\rangle),$$

(60)

where $|xyz\rangle$ denotes the measurement outcome $x, y, z$ for three particles and $p_{xyz}$ denotes the joint probability for the outcome $x, y, z$. Note that $p_{300} > \sqrt{p_{x=3}}p_{y=0}p_{z=0}$. $p_{xy} \neq p_xp_y$, $p_{xy} \neq p_xp_z$, and $p_{xz} \neq p_xp_z$, where $p_{x}, p_{y}, p_{z}, p_{xy}, p_{xz}, p_{xz}$ are marginal probability distributions. This implies $|\Phi\rangle$ is not from a triangle network or chain network but a single entanglement [57, 58]. The reduced density operator of the subsystem $A$ is given by $\rho_A = \frac{1}{6}I$ with the identity matrix $I$. According to Eq. (22) we have

$$E_i(|\Phi\rangle_{A|BC}) = 1.$$ 

(61)

Note that the reduced density operator $\rho_{AB}$ of $|\Phi\rangle_{ABC}$ in Eq. (59) has the following spectral decomposition

$$\rho_{AB} = \frac{1}{3}(|x_1\rangle\langle x_1| + |x_2\rangle\langle x_2| + |x_3\rangle\langle x_3|),$$

(62)
From Eq. (70) it is clearly that

\[ \text{Consequently, Eqs. (69) and (71) has shown the inequivalence of the} \]

\[ \text{Thus, we have from Eq. (64).} \]

\[ \text{Moreover, the state } \rho_{AB} \text{ in Eq. (62) can be decomposed into} \]

\[ \rho_{AB} = \sum_i p_i |\psi_i\rangle_{AB} \langle \psi_i| \].

\[ \text{Thus, we have} \]

\[ E_i(\rho_{AB}) = \sum_i p_i E_i(|\psi_i\rangle_{AB}) = 0.9520 \] (66)

\[ \text{from Eq. (64).} \]

\[ \text{Similarly, we show that the } S^I\text{-entropy entanglement of } \rho_{AC} \text{ is given by} \]

\[ E_i(\rho_{AC}) = 0.9520 \] (67)

\[ \text{From Eqs. (61), (66), and (67), we have} \]

\[ E^u_i(|\Phi\rangle_{AB}) < E^u_i(\rho_{AB}) + E^u_i(\rho_{AC}). \] (68)

\[ \text{for any } \alpha \leq 14, \text{ or} \]

\[ E^u_i(|\Phi\rangle_{AB}) > E^u_i(\rho_{AB}) + E^u_i(\rho_{AC}). \] (69)

\[ \text{for any } \alpha \geq 15, \text{ which is going beyond the monogamy inequality (2) with the squared EOF [23–25], the squared Rényi-} \alpha \text{-entropy [26], the squared Tsallis-} \alpha \text{-entropy [27], and the squared Unified-}(r, s) \text{ entropy [28].} \]

\[ \text{For the EOF, we have} \]

\[ E_f(|\Phi\rangle_{AB}) = \log_2 6, \]

\[ E_f(\rho_{AB}) = E_f(\rho_{AC}) = \frac{3}{2} \] (70)

\[ \text{From Eq. (70) it is clearly that} \]

\[ E_f^{\sqrt{3}}(|\Phi\rangle_{AB}) > E_f^{\sqrt{3}}(\rho_{AB}) + E_f^{\sqrt{3}}(\rho_{AC}). \] (71)

Consequently, Eqs. (69) and (71) has shown the inequivalence of the \( S^I \)-entropy entanglement and EOF in Proposition 1.

In a similar manner, using the total entropy of Tsallis entropy and its complementary dual, we can define a class of one-parameter entanglement measure, \( T^u_q \)-entropy entanglement, as stated in Appendix 2, it also includes the monogamy properties of \( T^q \)-entropy entanglement for qubit systems or higher-dimensional systems.

### 5 Entanglement polygon inequalities for quantum entangled networks

The monogamy inequality (2) provides a lower bound for the corresponding “one-to-group” entanglement, while the polygon inequality provides its upper bound. The polygon inequalities hold for arbitrary qubit pure states with respect to generic entanglement measures [35]. A natural problem is whether the polygon inequalities can be generalized for higher-dimensional systems. A simple geometric interpretation for the inequality (3) is \( E_f^{ijk}(|\psi\rangle) \), \( E_f^{ijk}(|\psi\rangle) \) and \( E_f^{ijk}(|\psi\rangle) \) consist of a triangle, that is, the one-to-group marginal entanglement \( E_i \) can denote the lengths of the three edges of a triangle, as illustrated in Fig. 5.

One special scenario to characterize general high-dimensional entangled states is from distributive constructions, where the local tensor structures further can be regarded as quantum networks. In fact, consider an \( n \)-partite entangled quantum network \( N_q(P, E) \)


**Fig. 5** Schematic polygon inequality (3) of tripartite entangled systems. The length of each side denotes correspondingly to the value of the marginal entanglement.

**Fig. 6** An $n$-partite quantum network consisting of $n$ parties $P_1$, $P_2$, $P_3$, and $P_n$. Here, each pair of two parties $P_i$ and $P_j$ share $s_j$ pairs of bipartite entangled pure states $|\psi_{ij}\rangle$, $|\psi_{2j}\rangle$, $|\psi_{3j}\rangle$, $|\psi_{nj}\rangle$.

consisting of bipartite entangled pure states as shown in Fig. 6, where $P$ represents parties $P_1$, $P_2$, $P_3$, and $E$ denotes entangled states. Suppose that there are $s_j$ pairs of arbitrary bipartite entangled pure states $|\psi_1\rangle_{ij}$, $|\psi_2\rangle_{ij}$, $|\psi_3\rangle_{ij}$ shared by any two parties $P_i$ and $P_j$. Then, the joint state shared by two parties $P_i$ and $P_j$ is given by $\otimes^{s_j}_{q=1} |\psi_q\rangle_{ij}$, the total state of $N_q(P, E)$ is denoted as

$$
|\Psi\rangle_{P_1...P_n} = \frac{n}{\prod_{1 \leq i < j \leq n} s_j} |\psi_i\rangle_{ij}. \quad (72)
$$

Next, we prove the polygon inequality for high-dimensional systems derived from quantum network $N_q$.

**Theorem 2** The polygon inequality of the quantum network $N_q(P, E)$ is given by

$$
E_t(|\Psi\rangle_{ij}) \leq \sum_{j \neq i} E_t(|\Psi\rangle_{ij}), \quad (73)
$$

where $E_t(|\Psi\rangle_{ij})$ denotes the one-to-group entanglement of the $n$-qudit quantum network state $|\Psi\rangle$, the subscript $i$ refers to all the systems owned by the party $P_i$, and $E_t$ denotes all the systems except for its owned by $P_i$, and $E_t$ is the $S'$-entropy entanglement.

**Proof** For a given party $P_i$ in the quantum network $N_q$, assume that it has entangled with $N$ parties $P_j$'s. Instead, suppose there are $M$ parties $P_k$'s who are entangled with the party $P_j$. It is sufficient to prove that

$$
E_t(|\Psi\rangle_{ij}) = E_t(\otimes_{j=1}^{s_j} |\psi_i\rangle_{ij}) = S'(\otimes_{j=1}^{s_j} \rho_i^j) \quad (74)
$$

$$
= S'(\otimes_{j=1}^{s_j} \rho_i^j) \quad (75)
$$

$$
\leq \sum_{j \neq i} S'(\otimes_{k \neq i} \rho_k^j) \quad (76)
$$

$$
= \sum_{j \neq i} E_t(|\Psi\rangle_{ij}). \quad (77)
$$

where the state $\rho_i^j = \text{Tr}_i(|\psi_i\rangle_{ij} \langle \psi_i|_{ij})$ in Eq. (74) is the reduced density operator for the subsystem of $P_i$ by tracing out the subsystems of $P_j$ entangled with $P_i$ and $|\psi_i\rangle_{ij} = \otimes_{j=1}^{s_j} |\psi_i\rangle_{ij}$ is the total state entangled between $P_i$ and $P_j$. The equality (75) is due to the symmetry in Lemma 1, where the state $\rho_i^j = \text{Tr}_j(|\psi_j\rangle_{ij} \langle \psi_j|_{ij})$ is the reduced density operator of the subsystems of $P_j$. The inequality (76) follows from the additivity of separable state $\rho_i^j$ in Eq. (19) of Lemma 1, herein, $\rho_i^j$ is the reduced density operator for the subsystem of $P_j$ by tracing out the subsystems of all the parties $P_k$. Here, $\{P_k\}$ denotes all the parties entangled with the given party $P_j$, i.e., the number of $\{P_i\}$ is no more than the numbers of $\{P_k\}$.  

\(\square\)
We define the indicator $I$ of the $S'$-entropy marginal entanglement for multipartite quantum system $|\Psi\rangle_{P_1\cdots P_n}$ as

$$I_{E_t}(|\Psi\rangle) = \min_i \left| E_{E_t}(|\Psi\rangle_{(i)}) - \sum_{j\neq i} E_{E_t}(|\Psi\rangle_{(ij)}) \right|$$  \hspace{1cm} (78)

This indicator may be useful for featuring the tripartite genuine entanglement. Specially, $|\Psi\rangle$ is genuine tripartite entanglement when $I_{E_t}(|\Psi\rangle_{P_1P_2P_3}) = 0$. However, it cannot be extended for more than three parties because of no additivity in Lemma 1.

**Example 5** Consider a 3-partite chain quantum network state $|\Psi\rangle_{ABC}$ in Example 3.

The reduced density operator of the subsystem $A$, $B$, and $C$ is respectively given by

$$\rho_A = \frac{a^2}{2} |0\rangle \langle 0| + \frac{b^2}{2} |1\rangle \langle 1| + \frac{\alpha^2}{2} |2\rangle \langle 2| + \frac{\beta^2}{2} |3\rangle \langle 3|,$$

$$\rho_B = \frac{\alpha^2}{2} |0\rangle \langle 0| + \frac{\beta^2}{2} |1\rangle \langle 1|,$$

$$\rho_C = \frac{1}{2} |0\rangle \langle 0| + \frac{1}{2} |1\rangle \langle 1|. \hspace{1cm} (79)$$

From Eq. (22), we get

$$E_i(|\Psi\rangle_{A|BC}) = \frac{a + b + 4}{8 - 3 \log_2 3},$$

$$E_i(|\Psi\rangle_{B|AC}) = -\alpha^2 \log_2 \alpha^2 - \beta^2 \log_2 \beta^2,$$

$$E_i(|\Psi\rangle_{C|AB}) = 1, \hspace{1cm} (80)$$

where $a$, $b$ are given in Eq. (49). According to Eq. (78) we get

$$I_{E_t}(|\Psi\rangle) = \min \left| E_{E_t}(|\Psi\rangle_{A|BC}) - E_{E_t}(|\Psi\rangle_{B|AC}) - E_{E_t}(|\Psi\rangle_{C|AB}) \right|,$$

$$E_{E_t}(|\Psi\rangle_{B|AC}) - E_{E_t}(|\Psi\rangle_{A|BC}) - E_{E_t}(|\Psi\rangle_{C|AB}), $$

$$E_{E_t}(|\Psi\rangle_{C|AB}) - E_{E_t}(|\Psi\rangle_{A|BC}) - E_{E_t}(|\Psi\rangle_{B|AC}). \hspace{1cm} (81)$$

Combining with Eqs. (80) and (81), the indicator $I$ of the $S'$-entropy marginal entanglement is shown in Fig. 7. It states that $I_{E_t}(|\Psi\rangle)$ is negative. This shows that Theorem 2 holds for quantum network state defined in Eq. (47).

**6 Conclusion**

Entanglement entropy exhibits qualitatively different behaviours from that of classical entropy, and provides a valuable tool for describing the features of many-body states. More importantly, the entanglement entropy measures how a subsystem is entangled with other systems in a given system. In an operational manner, the degree of entanglement in a pure many-body state is quantified by the entanglement entropy of its subsystems. However, until now, most of the entanglement entropies ignore the information of its complement of subsystems. Our consideration in this paper is to propose a new measure from von Neumann entropy and its complement entropy to characterize entanglement. This kind of entanglement shows new features beyond previous entanglement measures. So far, we have considered some special entanglement. A natural problem is to investigate the monogamy relationship for general entanglements, especially for high-dimensional systems.
In conclusion, we proposed the total entropy of the von Neumann entropy and its complementary dual which not only reveals the information of one subsystem but also its complementary statistics. We defined the bipartite $S'$-entropy entanglement based on the total entropy and provided the analytic formula in two-qubit systems. We also considered the monogamy property of qubit systems and higher-dimensional systems in terms of the $S'$-entropy entanglement. We obtained a polygon monogamy inequality for arbitrary quantum networks consisting of bipartite entangled pure states. This reveals an intriguing feature of high-dimensional entanglement going beyond any qubit entanglement. These results are interesting in quantum entanglement theory. Howbeit, in contrast to the simple case of pure entangled states, the quantification of mixed states is still challenging due to the optimization procedures, some efforts have been made towards the analytical lower bounds of entanglement measures, such as concurrence, the entanglement of formation, and $q$-concurrence [60–62]. Thus, finding an effective operational way to detect the $S'$-entropy entanglement for any bipartite quantum state is an open problem. It is also very interesting to explore the area law of many-body systems in terms of the present entanglement entropy [63, 64].
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Appendix 1: Proof of Lemma 1

The proof is completed by one-by-one.

(i) The quantum total entropy $S'$ for any density matrix $\rho$ on $d$-dimensional Hilbert space $\mathcal{H}$ satisfies the following inequalities as

$$0 \leq S' (\rho) \leq d \log_2 d - (d - 1) \log_2 (d - 1). \quad (82)$$

Here, the lower bound is achieved only for pure states while the upper bound is reached for the maximally mixed state $\rho = \frac{1}{d} I$.

Define a function $g : [0, 1] \mapsto \mathbb{R}$ as

$$g(x) = -x \log_2 x - (1 - x) \log_2 (1 - x). \quad (83)$$

It is easy to calculate the second derivative of $g(x)$ as

$$\frac{d^2 g(x)}{dx^2} = -\frac{1}{x(1 - x) \ln 2} < 0. \quad (84)$$

This implies that $g(x)$ is a concave function. From Eq. (10) it follows that

$$S' (\rho) = \text{Tr}[g(\rho)] = \sum_i g(\lambda_i) = d \sum_i \frac{1}{d} g(\lambda_i) \leq d g\left(\sum_i \frac{1}{d} \lambda_i\right) = d g\left(\frac{1}{d}\right) = d \log_2 d - (d - 1) \log_2 (d - 1). \quad (85)$$

Here, the inequality (85) is obtained from the concavity of the function $g(x)$ defined in Eq. (83). The equality (86) is followed from the equality of $\sum_i \lambda_i = 1$. The equality (87) is derived from the definition of $g(x)$ in Eq. (83). This has proved the non-negativity of the total quantum entropy.

(ii) For any convex combination $\rho = \sum p_i \rho_i$ on finite dimensional Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$, we have

$$\sum_i p_i S' (\rho_i) \leq S' (\rho), \quad (88)$$

where $\{p_i\}$ is a probability distribution, and $\rho_i$'s are density matrices on finite dimensional Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$. The equality holds if and only if all $\rho_i$'s are equal to each other. In fact, for any concave function $g(x)$, the functional $p = \text{Tr}(g(\rho))$ is concave for any arbitrary Hermitian operator $\rho$ (see Sec.III in Ref. [56] for details). According to Eq. (83), $g(x)$ is concave, that is, the concavity of $g$ ensures the concavity of $S' (\rho)$. This has proved the concavity.
(iii) Suppose a pure state $|\psi\rangle_{AB}$ defined on Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$ has the Schmidt decomposition

$$|\psi\rangle = \sum_{i=1}^{m} \sqrt{\lambda_i} |a_i\rangle_A |b_i\rangle_B.$$  

We get that the reduced density matrices $\varrho_A$ and $\varrho_B$ have the same spectra as $\{\lambda_i\}$. From Eq. (10) it follows that $S'(\varrho_A) = S'(\varrho_B)$ which has proved the symmetry.

(iv) Suppose a mixed state $\rho$ defined on Hilbert space $\mathcal{H}_A$ has a diagonal form:

$$\rho = \sum_{i=1}^{m} \sqrt{\lambda_i} |e_i\rangle \langle e_i|,$$

where $|e_i\rangle$ are orthogonal states. For a given unitary transformation $U \in \mathbb{SU}(\mathcal{H})$, we have $U\rho U^\dagger = \sum_{i=1}^{m} \sqrt{\lambda_i} |f_i\rangle \langle f_i|$, where $|f_i\rangle := U|e_i\rangle$ are orthogonal states. Note that both $\rho$ and $U\rho U^\dagger$ have the same eigenvalues. Thus from the definition of $S'$-entropy in Eq. (10) we have concluded the invariance under the unitary operation.

(v) From Ref. [47] any general entropy function (14) is subadditive if $x \frac{d^2g(x)}{dx^2}$ is a strictly decreasing function of $x \in (0, 1)$. From this condition, we can prove the subadditivity of the total quantum entropy $S'$. In fact, it is easy to check that

$$\frac{d\,g'(x)}{dx} = -\frac{1}{(1-x)^2 \ln 2} < 0,$$

where $g'(x) = \frac{d^2g(x)}{dx^2}$ with $g(x)$ defined in Eq. (83). This implies that the quantum entropy $S'$ is subadditive satisfying Eq. (19). Moreover, we can obtain Eq. (20) from Proposition 14 in Ref. [59].

(vi) Consider a given mixed state $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$, where $\{p_i\}$ is a probability distribution with $\sum_i p_i = 1$ and $\{|\psi_i\rangle\}$ are pure states (orthogonal or nonorthogonal). Then our goal here is to prove

$$S'(\rho) \leq H'(X),$$

where $H'(X)$ is the classical total entropy defined as

$$H'(X) = -\sum_{i=1}^{n} (p_i \log_2 p_i + (1 - p_i) \log_2 (1 - p_i))$$

and $X$ is the random variable associated with distribution $\{p_1, p_2, \ldots, p_n\}$. In fact, denote $\lambda_j$ and $|\varphi_j\rangle$ as the eigenvalues and the corresponding eigenstate of $\rho = \sum_j \lambda_j |\varphi_j\rangle \langle \varphi_j|$. The ensemble classification theorem [55] states that

$$|\psi_i\rangle = \sum_j u_{ij} \sqrt{\lambda_j} |\varphi_j\rangle$$

up to a normalization constant, where $(u_{ij})$ is a proper unitary matrix. It follows from Eq. (94) and $|\langle \varphi_j|\varphi_k\rangle = \delta_{jk}$, $p_i = \sum_j w_{ij} \lambda_j$, where $w_{ij} = u_{ij}^* u_{ij}$ are elements of a matrix, i.e., $\sum_j w_{ij} = \sum_j w_{ij} = 1$ for any $i, j$. Define the function $f(x) = -g(x)$, that is, $f : x \mapsto -g(x) \in \mathbb{R}$, $f(x)$ is convex function from the concavity of $g(x)$. Hence, we obtain

$$\sum_i f(p_i) = \sum_i f(\sum_j w_{ij} \lambda_j)$$

$$\leq \sum_i \sum_j w_{ij} f(\lambda_j)$$

$$= \sum_j f(\lambda_j),$$

where the inequality (95) is followed from the convexity of $f(x)$, the equality is due to $\sum_i w_{ij} = 1$ for all $j$. Combined Eqs. (7) with (10), the inequality (96) implies the inequality (93).

Appendix 2: the monotonicity and convexity of $h(x)$ in Eq. (33)

**Proposition 2** The function $h(x)$ defined in Eq. (33) is monotonically increasing and convex.

**Proof** Since $h(x)$ is an analytic function on $x \in (0, 1)$, its monotonicity and convexity can be followed from the nonnegativity of its first and second derivatives. In fact, the first derivative of $h(x)$ is given by

$$\frac{dh(x)}{dx} = \frac{x}{2\sqrt{1-x^2}} \times \log_2 \frac{1 + \sqrt{1-x^2}}{1 - \sqrt{1-x^2}}.$$ 

Springer
This is always nonnegative on \( x \in [0, 1] \). Moreover, we can get Eq. (97) is positive for \( x \in (0, 1) \). This means that \( h(x) \) is a strictly monotone increasing function on \( x \in [0, 1] \). While, from Eq. (97) the second derivative of \( h(x) \) is given by
\[
\frac{d^2 h(x)}{dx^2} = -2\sqrt{1-x^2} + \ln(1 + \sqrt{1-x^2}) - \ln(1 - \sqrt{1-x^2})
\]
which is positive for any \( x \in (0, 1) \).

\[ \square \]

**Appendix 3: the measure based the total entropy of Tsallis entropy and its complementary dual**

For the probability distribution \( p = \{ p_1, p_2, \ldots, p_n \} \) of random variable \( X \), the Tsallis entropy [48] is defined as
\[
T_q(p) = -\sum_{i=1}^{n} p_i \ln_q p_i
\]
with one parameter \( q \) as an extension of shannon entropy. This relation gives the arithmetic mean of the information \( -\ln_q p_i \), with its corresponding probability \( p_i \), where \( q \) logarithm function is defined by
\[
\ln_q(x) = \frac{1 - x^{1-q}}{q - 1}
\]
for any negative real numbers \( x \) and \( q \). The complementary dual of the Tsallis entropy is defined as
\[
\overline{T}_q(p) = -\sum_{i=1}^{n} (1 - p_i) \ln_q(1 - p_i).
\]

Similar with Eq. (7), we define the total entropy of Tsallis entropy and its complementary dual as
\[
T'_q(p) = \sum_{i=1}^{n} T_q(p_i, 1 - p_i),
\]
where \( T_q(p_i, 1 - p_i) \) are the sum of the Tsallis entropy and its complementary dual of a discrete random variable \( X \) with a probability distribution \( \{ p_1, p_2, \ldots, p_n \} \). \( T'_q \) is also viewed as entropy of the binomial random variable \( X_i \sim \{ p_i, 1 - p_i \} \) with a probability distribution \( \{ p_i, 1 - p_i \} \).

The quantum entropy of a density operator equals the classical entropy of the probability vector formed by its eigenvalues, thus we give the following definition.

**Definition 2** The total entropy of the Tsallis entropy and its complementary dual of a quantum state \( \rho \) on \( d \)-dimensional Hilbert space \( \mathcal{H} \) is defined by
\[
T'_q(\rho) = \frac{1 - Tr\rho^q - Tr(1 - \rho)^q + Tr(1 - \rho)}{q - 1},
\]
which corresponds to with the form (14) with
\[
f(p) = \frac{(p - p^q) + 1 - p - (1 - p)^q}{(q - 1)}.
\]

Here, the function \( f(p) \) is a smooth and strictly concave real function on \( p \in [0, 1] \) satisfying \( f(0) = f(1) = 0 \). For the second derivative of \( f(p) \), we have
\[
f''(p) = -q[(1 - x)^{q-2} + p^{q-2}] < 0
\]
for any \( q > 0 \). From Ref. [47], this entropy satisfies most basic properties of the conventional entropy except for the additivity in Lemma 1.

For a pure state \( |\Phi\rangle_{AB} \) on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), we define its \( T'_q \)-entropy entanglement as
\[
T'_q(|\Phi\rangle_{AB}) = T'_q(\varrho_A),
\]
where \( \varrho_A = Tr_B(|\Phi\rangle_{AB} \langle \Phi|) \) is the reduced density matrix of subsystem \( A \).

For a bipartite mixed state \( \rho_{AB} \) on Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), the \( T'_q \)-entropy entanglement is defined via convex-roof extension
\[
T'_q(\rho_{AB}) = \inf_{\{\rho_i, |\Phi_i\rangle\}} \sum_i p_i T'_q(|\Phi_i\rangle_{AB}),
\]
where the infimum is taken over all the possible pure-state decompositions of \( \rho_{AB} = \sum_i p_i |\Phi_i\rangle_{AB} \langle \Phi_i| \).
In fact, since $T_q^t$-entropy complies the general entropic forms, it follows from Proposition 2 in Ref. [47] that $T_q^t(\rho) \geq 0$ for any density matrix $\rho$, where the equality holds if and only if $\rho$ is separable. On the other hand, the $T_q^t$-entropy is invariant under local unitary transformation from Proposition 6 in Ref. [47]. This implies the condition (E2). The concavity of the entropy $T_q^t(\rho)$ can be followed from the concavity of the function $f(\rho)$ in Eq. (104). As a result, the concavity of the $T_q^t$-entropy ensures the monotonicity of $T_q^t$ under average LOCC, that is, the condition (E3) holds. The convexity (E4) is followed directly from the fact that all the measures constructed via the convex roof extension are convex [3].

Consider an arbitrary pure state $\phi_{AB}$ given in Eq. (29), it can be verified that

$$T_q^t(|\phi\rangle_{AB}) = f_q(C(|\phi\rangle_{AB})), \quad (108)$$

where the function $f_q(x)$ is analytic and defined as

$$f_q(x) = \frac{2[1 - (1 + \sqrt{1 - x^2})^q - (1 - \sqrt{1 - x^2})^q]}{q - 1}. \quad (109)$$

This means the $T_q^t$-entropy entanglement for qubit systems can be reduced to the Tsallis entropy entanglement. From Ref. [18], we get a functional relation as

$$T_q^t(\rho_{AB}) = f_q(C(\rho_{AB})) \quad (110)$$

for a bipartite two-qubit mixed state $\rho_{AB}$ on Hilbert space $H_A \otimes H_B$. Thus, a general monogamy of the Tsallis entropy entanglement in multiqubit systems is naturally inherited by the $T_q^t$-entropy entanglement [18, 27]. However, the monogamy of multipartite higher-dimensional systems may fail for the $T_q^t$-entropy.

Consider a $4 \otimes 2 \otimes 2$ dimensional system in the pure state $|\Psi\rangle_{ABC}$ given in Example 3.

From Eq. (106), we get that

$$T_q^t(|\Psi\rangle_{ABC}) = \frac{2^q + c - d}{2^q(q - 1)}, \quad (111)$$

where $c = \alpha^{2q - 1} + \beta^{2q - 2}$, and $d = (2 - \alpha^2)\eta^{-1} + (2 - \beta^2)\eta^{-1}$. According to Eq. (107), we have

$$T_q^t(\rho_{AB}) = \frac{2(1 - \alpha^{2q} - \beta^{2q})}{q - 1}, \quad (112)$$

$$T_q^t(\rho_{AC}) = 2(1 - \frac{1}{2^q(q - 1)}).$$

On the other hand, it is easy to check that

$$T_q^t(|\Psi\rangle_{ABC}) = \frac{2^{q - 1} - \alpha^{2q} - \beta^{2q}}{2^{q - 1}(q - 1)}, \quad (113)$$

$$T_q^t(\rho_{AB}) = \frac{1 - \alpha^{2q} - \beta^{2q}}{q - 1}, \quad T_q(\rho_{AC}) = \frac{2^{q - 1} - 1}{2^{q - 1}(q - 1)}.$$
Thus, the residual entanglement of the $T_q$-entropy and Tsallis entropy entanglement can be calculated as

$$\tau^{T_q}((\Psi)) = T_q(|\Psi_{ABC}\rangle) - T_q(|\rho_{AB}\rangle) - T_q(|\rho_{AC}\rangle),$$  \hspace{1cm} (114)

$$\tau^{T_q}(\Psi) = T_q(|\Psi_{ABC}\rangle) - T_q(|\rho_{AB}\rangle) - T_q(|\rho_{AC}\rangle).$$  \hspace{1cm} (115)

As it is illustrated in Fig. 8, different from the Tsallis entropy entanglement, the $\tau^{T_q}$ entanglement may be negative or positive, where $\alpha = \cos \theta$ and $\beta = \sin \theta$. This also means that the generic monogamy does not hold for high-dimensional systems in terms of the $T_q$-entropy entanglement.

References

1. E. Schrödinger, Die gegenwärtige Situation in der Quantenmechanik. Naturwissenschaften 23, 807–812 (1935)
2. A. Einstein, B. Podolsky, N. Rosen, Can quantum mechanical description of physical reality be considered complete? Phys. Rev. 47, 777–780 (1935)
3. R. Horodecki, P. Horodecki, M. Horodecki, K. Horodecki, Quantum entanglement. Rev. Mod. Phys. 81, 865 (2009)
4. Y. Zhang, T. Grover, A. Vishwakaran, Entanglement entropy of critical spin liquids. Phys. Rev. Lett. 107, 067202 (2011)
5. S.V. Isakov, M.B. Hastings, R.G. Melko, Topological entanglement entropy of a Bose-Hubbard spin liquid. Nature Phys. 7, 772–775 (2011)
6. Y.R. Ahn, E. Demler, Measuring entanglement entropy of a generic many-body system with a quantum switch. Phys. Rev. Lett. 109, 020504 (2012)
7. J.S. Kim, Tsallis entropy and entanglement constraints in multiqubit systems. Phys. Rev. A 89, 012328 (2010)
8. J.S. Kim, C.B. Sanders, Unified quantum and entanglement measures and monogamy of multi-party entanglement. J. Phys. A: Math. Theor. 44, 295303 (2011)
9. Y. Gour, S. Bandyopadhyay, B.C. Sanders, Dual monogamy inequality for entanglement. J. Math. Phys. 48, 012108 (2007)
10. J.S. Kim, B.C. Sanders, Monogamy of multi-qubit entanglement using Rényi entropy. J. Phys. A: Math. Theor. 43, 445305 (2010)
11. T.R. de Oliveira, M.F. Cornelio, F.F. Fanchini, Monogamy of entanglement of formation. Phys. Rev. A 89, 034303 (2014)
12. Y.K. Bai, Y.F. Xu, Z.D. Wang, Hierarchical monogamy relations for the squared entanglement of formation in multipartite systems. Phys. Rev. A 90, 012343 (2014)
13. W. Song, Y.K. Bai, M. Yang, Z.L. Cao, General monogamy relation of multi-qubit system in terms of squared Rényi-$\alpha$ entanglement. Phys. Rev. A 93, 062340 (2016)
14. Y. Luo, T. Tian, L.H. Shao, Y.M. Li, General monogamy of Tsallis $q$-entropy entanglement in multipartite systems. Phys. Rev. A 94, 022340 (2016)
15. A. Khan, J. ur Rehnan, K. Wang, H. Shin, Unified monogamy relations of multipartite entanglement. Sci. Rep. 9, 16419 (2019)
16. N.T. Islam, S.C. Fei, Entanglement monogamy relations of qubit systems. Phys. Rev. A 90, 022304 (2014)
17. Y. Luo, Y.M. Li, Monogamy of $q$-th power entanglement measurement in qubit systems. Ann. Phys. 362, 511–520 (2015)
18. X. Yang, Y.H. Yang, M.X. Luo, Strong entanglement distribution of quantum networks. Phys. Rev. Res. 4, 013153 (2022)
19. X. Yang, M.X. Luo, Unified monogamy relations of entanglement measures. Quantum Inf. Proc. 20, 108 (2021)
20. B. Herbal, Is entanglement monogamous? IBM J. Res. Dev. 48, 71–78 (2004)
21. T.J. Osborne, F. Verstraete, General monogamy inequality for bipartite qubit entanglement. Phys. Rev. Lett. 96, 220503 (2006)
22. T.R. de Oliveira, M.F. Cornelio, F.F. Fanchini, Monogamy of entanglement of formation. Phys. Rev. A 89, 034303 (2014)
23. Y.K. Bai, Y.F. Xu, Z.D. Wang, Hierarchical monogamy relations for the squared entanglement of formation in multipartite systems. Phys. Rev. A 90, 012343 (2014)
24. X.F. Qian, M.A. Alonso, J.H. Eberly, Entanglement polygamy in qubit systems. New J. Phys. 20, 063012 (2018)
25. N. Fries, G. Vitagliano, M. Malik, Huber, Entanglement certification from theory to experiment. Nat. Rev. Phys. 1, 72 (2019)
26. N.J. Cerf, M. Bourennane, A. Karlsson, N. Gisin, Security of quantum key distribution using $d$-level systems. Phys. Rev. Lett. 88, 127902 (2002)
27. L. Sheridan, T. Scaroni, Security proof for quantum key distribution using qudit systems. Phys. Rev. A 82, 030310 (2010)
28. M. Mafu, A. Dudley, S. Goyal, S. Giovannini, M. McLaren, M.J. Padgett, T. Konrad, F. Petruccione, N. Lütkenhaus, A. Forbes, Higher-dimensional orbital-angular-momentum-based quantum key distribution with mutually unbiased bases. Phys. Rev. A 88, 032305 (2013)
29. M. Mirhosseini, O.S. Magalia-Loaiza, M.N. O'Sullivan, B. Rodenburg, M. Malik, M.P.J. Lavery, M.J. Padgett, D.J. Gauthier, R.W. Boyd, High-dimensional quantum cryptography with twisted light. New J. Phys. 17, 033033 (2015)
30. T.R. de Oliveira, M.F. Cornelio, F.F. Fanchini, Monogamy of entanglement of formation in multipartite systems. Phys. Rev. A 90, 062343 (2014)
46. A.M. Almarashi, A. Algarni, S. Abdel-Khalek, G.A. Abd-Elmougod, M.Z. Raqab, Quantum extropy and statistical properties of the radiation field for photonic binomial and even binomial distributions. J. Russ. Laser Res. 41, 334–343 (2020)
47. N. Canosa, R. Rossignoli, Generalized nonadditive entropies and quantum entanglement. Phys. Rev. Lett. 88, 170401 (2002)
48. C. Tsallis, Possible generalization of Boltzmann-Gibbs statistics. J. Stat. Phys. 52, 479–487 (1988)
49. M. Horodecki, Entanglement measures. Quantum Inf. Comput. 1, 3–26 (2001)
50. O. Gühne, G. Tóth, Entanglement detection. Phys. Rep. 474, 1–75 (2009)
51. G. Vidal, Entanglement monotones. J. Mod. Opt. 47, 355–376 (2000)
52. P. Rungta, V. Bužek, C.M. Caves, M. Hillery, G.J. Milburn, Universal state inversion and concurrence in arbitrary dimensions. Phys. Rev. A 64, 042315 (2001)
53. V. Coffman, J. Kundu, W.K. Wootters, Distributed entanglement. Phys. Rev. A 61, 052306 (2000)
54. W.K. Wootters, Entanglement of formation of an arbitrary state of two qubits. Phys. Rev. Lett. 80, 2245 (1998)
55. L.P. Hughston, R. Jozsa, W.K. Wootters, A complete classification of quantum ensembles having a given density matrix. Phys. Lett. A 183, 14–18 (1993)
56. A.E. Rastegin, Fano type quantum inequalities in terms of $q$-entropies. Quantum Inf. Proc. 11, 1895–1910 (2012)
57. M.O. Renou, Y. Wang, S. Boreiri, S. Beigi, N. Gisin, N. Brunner, Limits on correlations in networks for quantum and no-signaling resources. Phys. Rev. Lett. 123, 070403 (2019)
58. M. X. Luo, Network configuration theory for all networks, arXiv:2107.05846, (2021)
59. G.M. Bosyk, S. Zozor, F. Holik, M. Portesi, P.W. Lamberti, A family of generalized quantum entropies: Definition and properties. Quantum Inf. Proc. 15, 3393–3420 (2016)
60. K. Chen, S. Albeverio, S.M. Fei, Entanglement of formation of bipartite quantum states. Phys. Rev. Lett. 95, 210501 (2005)
61. K. Chen, A. Sergio, S.M. Fei, Concurrence of arbitrary dimensional bipartite quantum States. Phys. Rev. Lett. 95, 040504 (2005)
62. X. Yang, M.X. Luo, Y.H. Yang, S.M. Fei, Parametrized entanglement monotone. Phys. Rev. A 103, 052423 (2021)
63. J. Eisert, M. Cramer, M.B. Plenio, Colloquium: area laws for the entanglement entropy. Rev. Mod. Phys. 82, 277 (2010)
64. B. Fernando GSL, H. Michal, An area law for entanglement from exponential decay of correlations. Nat. Phys. 9, 721 (2013)