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Percolation theory has been widely used to study phase transitions in complex networked systems. It has also successfully explained several macroscopic phenomena across different fields. Yet, the existent theoretical framework for percolation places the focus on the direct interactions among the system’s components, while recent empirical observations have shown that indirect interactions are common in many systems like ecological and social networks, among others. Here, we propose a new percolation framework that accounts for indirect interactions, which allows to generalize the current theoretical body and understand the role of the underlying indirect influence of the components of a networked system on its macroscopic behavior. We report a rich phenomenology in which first-order, second-order or hybrid phase transitions are possible depending on whether the links of the substrate network are directed, undirected or a mix, respectively. We also present an analytical framework to characterize the proposed induced percolation, paving the way to further understand network dynamics with indirect interactions.

Percolation theory [1] is no doubt one of the most prominent frameworks within statistical physics. Initially developed [2, 3] to explain the chemical formation of large macromolecules, it has been recently used to study various dynamical processes in complex networks [4–9]. Examples include the use of bond percolation [9, 10] to study the wide spread of rumors over online social media and outbreaks of infectious diseases on structured populations. Site percolation [4–9] has been employed to study the cascading failures of infrastructure networks [6, 12–15], and the resilience of protein-protein interaction networks [16]. Likewise, bootstrap percolation [17], k-core [18, 20] and linear threshold percolation [7, 21–23] have enabled the study of the spreading of behaviors over social networks. Finally, so-called explosive percolation [24] has allowed a better characterization of systems’ structural transitions when they are growing or can adapt, whereas core percolation [25, 20] has contributed significantly to get insights into NP problems. Common to all these percolation models is that they have successfully described various important dynamical phenomena by considering different direct interactions [8, 9, 27] over network nodes, in particular, they have captured the behavior of networked systems as given by phase transitions [4, 8, 9, 27, 28].

Our study is motivated by recent evidences that have shown that there are many systems in which indirect interactions play a major role on their dynamics [29, 34]. Such underlying indirect interactions might have important implications not only on the dynamics of the system, but also on the evolution and the emergence of network structures. For example, Christakis and Fowler [29, 30] found that for many social behaviors that can spread, such as drug [35] and alcohol addictions [36] and obesity [29], an individual can span its influence to their friends around three degrees of separation (friend of a friend’s friend). This phenomenon is also widely known as “three degrees of influence” in social science, which is an important behavioral influence mechanism that has a large impact on public health. In ecological networks, Guimarães Jr et al. [31, 32] discovered in 2017 that indirect effects contributed strongly to the trait coevolution among reciprocal species, which can alter environmental selection and promote the evolution of species. A final example is given by chemical molecular networks, where neglecting indirect molecular interactions significantly underestimates some kind of coupling in molecular assemblies [33, 34].

Notwithstanding the previous evidences, up to date there has been no percolation-based theoretical model that is suited to describe indirect influence, nor the consequences of having such interactions for the macroscopic behavior of the system. This is because, as mentioned before, no matter whether the interactions are encoded in regular or complex networks, existing models of percolation are always based on direct relations [8, 9, 27] among nodes. In other
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networks, the class of random directed networks is constructed by independently connecting two arbitrary nodes, regardless of any higher-order correlations given by indirect connections with other nodes. Here we fill this gap and propose a new percolation framework to study the impact of indirect interactions on the behavior of the whole system. This mechanism is called induced percolation.

Our results show that indirect interactions lead to a unique macroscopic behavior characterized by anisotropy and phase transitions. Specifically, we study the most general scenario in which links can be directed and report that varying the links’ directness could change the order of the phase transition. This is in direct contrast to previous percolation models, for which the nature of the phase transitions is not affected by the directionality of links. To the best of our knowledge, the phenomenon of directness-related order of the phase transitions only exists in some special cases of core percolation [20], whereas it is shown to be a generic feature in our indirect interaction model.

I. RESULTS

Induced percolation can be formally defined on directed networks as follows. Let us assume that the state of the nodes is characterized by an integer value, 0 or 1. Initially, we set the state of all nodes in the network to 1. A node \( i \) remains in state 1 if at least one of its incoming links comes from a node, say \( j \), with state 1, and in turn the node \( j \) has at least \( m \) other incoming links from nodes that are in state 1, see Fig.1a for an illustration of the case \( m = 2 \). Otherwise, node \( i \) changes to state 0 at the next time step. The influence of the \( m \) nodes on the node \( i \) defines the indirect interactions among them. Under this mechanism, certain nodes will change their states from 1 to 0 at each time step until no more changes are possible. Compared with bond, bootstrap or \( k \)-core percolation, the fundamental difference of induced percolation is that the current state of a node is affected not only by its nearest neighbors, but also by a number of its next-nearest neighbors.

The mechanism for induced percolation through a network captures the observation that there are behaviors whose influence reaches nodes beyond the first shell. As an illustration of our proposed induced percolation model, consider a social network in which everyone can play Mahjong, which is a game played by 4 people. If the friend of Jack maintains the habit of playing Mahjong, and at the same time, the friend of Jack has two more friends who play Mahjong (corresponding to \( m = 2 \)), then 3 of them (excluding Jack) need a fourth person to make it work. Hence, the friend of Jack will induce/persuade Jack to join the 3, and in turn will make Jack in a sustained state of playing Mahjong. This mechanism corresponds exactly to the \( m = 2 \) induced percolation on social networks. This sort of process is also very relevant in disease dynamics, when the interest is in tracing back the origin of infected nodes by going backwards in the infection tree: one would like to know what is the likelihood that node \( i \) could be infected (state 1) given that its neighbor node \( j \) has at least \( m \) infected nodes. In other words, what is the probability of observing an infection tree made up by node \( i \), node \( j \) and \( m \) other neighbors of \( j \)? Though the above two cases exemplify the induced percolation, it is conceivable that the mechanism of direct interactions mediated by indirect neighbors is representative for a large class of propagation or dynamical processes on complex systems.

The main quantity of interest is the outgoing giant component (GOUT) [8, 27, 28]. For various types of propagation dynamics on networks, the outgoing giant component corresponds to the largest spreading coverage, and it serves as an indicator for network connectivity under the specified propagation mechanism. The size of the out-going giant component in the above example corresponds to the number of individuals who were infected. Therefore, in induced percolation, the size of the out-going giant component is the order parameter, i.e., the macroscopic quantity that characterizes phase transitions. In addition, we also examine the size distribution of small out-going components.

In undirected networks, each link can be viewed as two directed links with opposite directions. Therefore, induced percolation can be studied on fully directed networks, and then extent the methodology to either undirected (i.e., fully bidirectional) networks or to networks in which there are both bidirectional and unidirectional links. Note that the out-going giant component of undirected networks is the same as the incoming giant component and the strongly-connected giant component. We schematically illustrate the proposed induced percolation mechanism on directed networks in Fig. 1 where we also show the order parameter as compared with the one typically used in bond percolation. Similar diagrams for undirected and mixed networks can be found in the Methods and Supplementary Information.

The phase transition that characterizes the induced percolation process can be analytically studied on random networks. The class of random directed networks is constructed by independently connecting two arbitrary nodes with a directed link with a fixed probability. The network can be described by the joint degree distribution \( P(k_{\text{in}}, k_{\text{out}}) \), which is the probability that a randomly selected node has out-degree \( k_{\text{out}} \) and in-degree \( k_{\text{in}} \). For random directed networks, the size of GOUT is derived through the following recursive equations. We first define two recursive variables \( x \) and \( y \) (see Fig. 1): \( x \) represents the probability that when selecting at random a directed link, the node at the origin of the link is active (in state 1), whereas \( y \) represents the probability that a link enables its end node to be in an active state. According to the definitions of \( x \) and \( y \), we have

\[ x = \sum_{k_{\text{in}}, k_{\text{out}}} P(k_{\text{in}}, k_{\text{out}}) k_{\text{out}} x^{k_{\text{out}}} \]

\[ y = \sum_{k_{\text{in}}, k_{\text{out}}} P(k_{\text{in}}, k_{\text{out}}) k_{\text{in}} y^{k_{\text{in}}} \]

\[ x = 1 - y \]

\[ G_{\text{OUT}} = \frac{x}{1-x} \]

\[ P(x) = \frac{1}{1-x} \]

\[ P(y) = \frac{1}{1-y} \]
\[ x = \sum_{k_{in},k_{out}}^{+\infty} k_{out} P \left( \frac{k_{in}}{\langle k \rangle} \right) [1 - (1 - y)^{k_{in}}]. \] (1)

where \(1 - (1 - y)^{k_{in}}\) is the probability that, for a node with an incoming degree \(k_{in}\), at least one of the \(k_{in}\) incoming neighbors is active (i.e., in state 1). \(k_{out} P(\frac{k_{in}}{\langle k \rangle})\) is the excess degree distribution [27, 28] for the node at the origin of an arbitrary directed link. This is because the likelihood of a node being the origin of a randomly chosen directed link is proportional to the node’s out-degree.

Calculating the probability \(y\) is a little more involved. The definition of the induced percolation process (see Figure 1) implies that even if the starting node of a directed link is active (which happens with probability \(x\)), it is not guaranteed that the end node of this directed link remains active (which happens with probability \(y\)). However, if the starting node of this directed link is itself active, and at the same time at least \(m\) neighbors pointing to the starting node are active, then this directed link can keep its end node active. Conversely, if a directed link can keep the node it points to active (corresponding to \(y\)), then the starting node of this directed link must be active (corresponding to \(x\)). Therefore, it must hold \(x > y\) when \(m > 1\) (\(x = y\) when \(m = 1\) which corresponds to bond percolation). The above analysis yields the expression of \(y\) as:

\[ y = \sum_{k_{in},k_{out}}^{+\infty} k_{out} P \left( \frac{k_{in}}{\langle k \rangle} \right) \sum_{s=m}^{k_{in}} \frac{k_{in}}{s} x^s (1 - x)^{k_{in} - s} \left[ 1 - \left(1 - \frac{y}{x}\right)^s \right] \] (2)

where \((\frac{k_{in}}{s}) x^s (1 - x)^{k_{in} - s}\) gives the probability that for a node of in-coming degree \(k_{in}\), \(s\) out of \(k_{in}\) neighbors are active (in state 1), while \(1 - (1 - y/x)^s\) is the probability that at least 1 out of the \(s\) active incoming neighbors keeps this node active (in state 1).

Using equations (1) and (2) we can solve for \(x\) and \(y\), which can then be used to calculate the order parameter \(P_{\infty}\) of the out-going component size from the equation:

\[ P_{\infty} = \sum_{k_{in},k_{out}}^{+\infty} P \left( \frac{k_{in}}{\langle k \rangle} \right) [1 - (1 - y)^{k_{in}}] \] (3)

Here \(P_{\infty}\) is equivalent to the probability that a randomly chosen node has at least one incoming node to keep it active. One interesting finding worth highlighting is that the GSCC coincides with the GIN for the induced percolation process on directed networks, which is not the case for classical percolation models (see Fig. 1f,g). The theoretical analysis of the order parameter \(P_{\infty}\) on undirected networks is illustrated in the Methods section. We also note that the analysis of \(P_{\infty}\) on mixed networks can be done by mapping the structure to a multilayer network, see Fig 1h,i and more details in the Supplementary Information.

Theoretical analyses allow to show that the type or order of the phase transition depends on the directionality of the links for the same network connectivity pattern, i.e., the phase transition is anisotropic in nature. On directed networks, when \(m > 1\) (\(m = 1\) is the case of typical bond percolation), induced percolation shows discontinuous (first-order) phase transitions (Fig. 2a,b,c and Fig. 5a,b for real world networks). Yet, on undirected networks, the same percolation process always leads to continuous (second-order) phase transitions (Fig. 2a,b,c and Fig. 5a,b for real world networks). These results are in sharp contrast with previous percolation models on networks, for which it has never been found that the directness of network links fundamentally alters the type of phase transitions. This means that previously studied types of percolation models, might have significantly underestimated the effects of asymmetry in link directions on the system’s macroscopic behavior. An important implication of this observation is that abrupt transitions in complex systems like ecological and social networks might be way more likely to occur than previously anticipated by existent percolation models.

The anisotropy induced by the directionality of the links leads to a rich and complex behavior when the network is composed of a mixture of directed and undirected links. Specifically, a hybrid phase transition emerges with the presence of a certain amount of directed links. Figures 3a, b and Fig. 5c show that by increasing the fraction \(p\) of directed links in the network, the order parameter GOUT evolves, as the average degree \(\langle k \rangle\) increases, from a continuous transition to a hybrid phase transition where both continuous and discontinuous transition exist, to a first order transition for larger values of \(\langle k \rangle\). In addition, in the region where the hybrid phase transition is observed, several quantities follow a set of scaling relations with critical exponents that are in line with Landau’s mean-field theory. We label the critical hybrid point where the hybrid transition first appears as point \(C(\langle k^* \rangle, p^*)\) in Figure 3. We find a set of scaling relations connecting GOUT to other quantities near \(C\) that are predicted by Landau’s mean field theory: within the hybrid transition, the jump height of GOUT, \(\Delta P_{\infty}(p^* + \Delta p) := \lim_{\langle k \rangle \to k^*_+} P_{\infty}(\langle k \rangle, p^* + \Delta p) - \)
lim_{(k) \rightarrow k_c} \langle k \rangle = P_\infty((k), p^* + \Delta p) \text{ where } k_c \text{ is the critical point at which the first order transition occurs, follows a scaling function of } \Delta p \text{ with the critical exponent } \eta = 1/2 \text{ (Fig. 3c)}

\[ \Delta P_\infty(p^* + \Delta p) \sim (\Delta p)^{\frac{1}{2}} \]

(4)

The same critical exponent holds for the jump height as a scaling function of \langle k \rangle - k^* as shown in the Supplementary Information. When fixing \( p \) at \( p^* \) and varying \( \langle k \rangle \) in the vicinity of \( k^* \), the size deviation of GOUT is quantified by the following scaling function of \langle k \rangle - k^* with critical exponent \( \theta = 1/3 \) (Fig. 3f), reached from both below and above, at the exact phase transition point, \( \langle k \rangle \) exhibits a novel oscillatory-like behavior, i.e., it is no longer monotonically decreasing with \( s \) (see Fig. 4a, b).

Another unexpected feature that distinguishes the percolation process formulated here from other percolation-like phenomena is the cluster size distribution near criticality. Typically, for second-order phase transitions, in the vicinity of the phase transition point, the size distribution of small connected clusters is in general governed by the monotonous function of \( P(s) \sim s^{-\tau} e^{-s/s^*} \), where \( s^* \) provides a characteristic size of the finite components [4, 10]. The closer to the critical point, the larger \( s^* \) will be. At the exact phase transition point, \( s^* \) approaches infinity and \( P(s) \) exhibits a monotonic power law distribution of \( P(s) \sim s^{-\tau} \), signifying a loss of characteristic scale in the distribution. However, for induced percolation on undirected networks, we find that near the critical point, \( P(s) \) exhibits a novel oscillatory-like behavior, i.e., it is no longer monotonically decreasing with \( s \).

As it can be seen in the figure, the observed oscillatory-like behavior of \( P(s) \) is more pronounced for small values of \( s \) and does not change the asymptotic power law distribution for large \( s \) nor the critical exponent of the phase transition, which is the same as in bond percolation, \( \beta = 1 \), \( \tau = 5/2 \) [13]. This behavior of \( P(s) \) is, however, clearly distinct from the classical monotonic distribution (see Fig. 4c, d). We note that we don’t have a clear notion of what is the exact impact of this pattern on the macroscopic behavior of the system, which is a question to be further examined in future works.

II. CONCLUSION

Motivated by empirical evidences that point to the existence of indirect influence in ecological and social networks, we have proposed a novel percolation model, referred to as induced percolation. This mechanistic process enables a mechanism through which influence propagates beyond nearest neighbors. We found that such indirect interactions lead to a plethora of percolation transitions in complex networks that are rooted in the degree of anisotropy of the connectivity pattern. Specifically, we have shown that the amount of directed links in a network determines the order of the phase transition, which spans from a second order in networks without directed links, to first order when all links are directed. In between, a rich behavior associated to a hybrid phase transitions emerges with the coexistence of second- and first-order phase transitions. Our results imply that the indirect influence between neighbors - by leveraging interaction asymmetry - fundamentally changes the nature of the phase transition of the system. In addition, we have reported that the indirect effect makes the size distribution of small clusters near the phase transition point exhibit a non-monotonic pattern, which has not been previously seen in other percolation models.

On work also represents a step ahead in the theoretical characterization of percolation-like phenomena and in the analytical description that will allow to study the impact of asymmetry of interactions and higher-order correlations on the dynamics of complex networked systems. Direct implications of our model include the fact that first-order transitions could be more abundant than expected in natural and human-made systems where directionality is found more often than not. Finally, we believe that our model represents the first step towards modeling and understanding in more detail the role of interactions that go beyond direct neighbors. Our theoretical framework provides the tools to explore in more depth different scenarios that could realistically describe different types of indirect spreading/influencing mechanisms and their associated macroscopic dynamical behavior.

Methods

Induced percolation on undirected networks. We elaborate on the definition and the theoretical derivation of induced percolation on undirected networks. All nodes in an undirected network are initially set to state 1. A node \( l \) remains in state 1 if at least one of its undirected links has a node \( j \) in state 1, and this node \( j \) has at least \( m \)
neighbors (excluding the node \( l \)) with state 1 (as illustrated in Figure S1A for the case of \( m = 2 \)); otherwise node \( l \) changes to state 0 at the next time step. To theoretically analyze the percolating probability that any node belongs to GCC (equivalent to GOUT), \( P_\infty \), we start by defining 6 conditional probabilities as intermediate variables, whose notations are shown collectively in Table S1 and Figure S2. Without loss of generality, we denote a randomly chosen undirected link as \( \{ j, l \} \) and deduce the probability that node \( l \) belongs to GCC.

According to the definition of induced percolation for undirected networks, the condition for node \( l \) to remain active (in state 1) is that there is at least one active neighbor \( j \), and the number \( \tilde{u} \) of active neighbors (except node \( l \)) of node \( j \) satisfies \( \tilde{u} \geq m \). We refer to a node in state 1 as an active node and in state 0 as an inactive node. Unlike active neighbors in directed networks, the number \( \tilde{u} \) of active neighbors in undirected networks is closely related to the degree \( k \) of node \( j \). Specifically, if \( k > m \) and node \( j \) is active, then node \( j \) can keep all its neighbors active. Conversely, if \( k \leq m \), then node \( j \) can not keep any of its neighbors active. Hereafter, we employ the degree \( k \) instead of the number of active neighbors \( \tilde{u} \) to derive percolation probability.

The conditional probability \( \tilde{v} \) is the probability that node \( j \) can keep node \( l \) active (in state 1), given node \( l \) can keep \( j \) active. As per the definition of induced percolation, the event of \( j \) keeping \( l \) active implies that the degree of node \( j \) satisfies \( k > m \). Node \( j \) simultaneously keeps all of its neighbors active. The above analysis yields the following recursive equation:

\[
\tilde{v} = \sum_{k=m+1}^{\infty} \frac{kP(k)}{\langle k \rangle}.
\]

where \( \frac{kP(k)}{\langle k \rangle} \) represents the excess degree distribution of the end node of a randomly chosen link.

On the other hand, the conditional probability \( \tilde{v}_\infty \) is defined as the probability that node \( j \) can keep node \( l \) active (in state 1), and node \( l \) is connected to the GCC via node \( j \), given that node \( l \) can keep \( j \) active. Again, as per the definition of induced percolation, the degree of node \( j \) satisfies \( k > m \). Analogously, node \( j \) can keep all its neighbors active. In addition, the event that node \( l \) connects to GCC through node \( j \) is equivalent to the event that node \( j \) connects to GCC through at least one of the \( k - 1 \) neighbors other than \( l \). The corresponding probability is \( 1 - (1 - \tilde{t}_\infty - \tilde{v}_\infty)^{k-1} \) (as shown in Figure S2c), where the probability \( 1 - \tilde{t}_\infty - \tilde{v}_\infty \) accounts for the likelihood that one of the \( k - 1 \) neighbors does not belong to the GCC given that node \( j \) can keep it active. Therefore, the self-consistent equation for the conditional probability \( \tilde{v}_\infty \) can be written as

\[
\tilde{v}_\infty = \sum_{k=m+1}^{\infty} \frac{kP(k)}{\langle k \rangle} \left[ 1 - (1 - \tilde{t}_\infty - \tilde{v}_\infty)^{k-1} \right].
\]

In the previous definition, we made use of the conditional probability \( \tilde{t}_\infty \), which is the probability that node \( j \) cannot keep node \( l \) active (in state 1) while node \( l \) connects to GCC through node \( j \), under the condition that node \( l \) maintains node \( j \) in state 1. Thus, it follows that the degree of node \( j \) satisfies \( k \leq m \) and that node \( j \) cannot keep any of its neighbors active. Moreover, the event in which node \( l \) connects to the GCC through node \( j \) is equivalent to the event in which node \( j \) reaches the GCC through one of the \( k - 1 \) neighbors other than \( l \). The corresponding probability reads \( 1 - (1 - \tilde{\vartheta}_\infty - \tilde{\varphi}_\infty)^{k-1} \) (as shown in Figure S2d), where the probabilities \( \tilde{\vartheta}_\infty, \tilde{\varphi}_\infty \) stand for cases in which node \( j \) cannot keep any neighbors in state 1, see below. Therefore, the conditional probability \( \tilde{t}_\infty \) can be
FIG. 1: **Induced percolation on directed networks.** Panel (a) illustrates the proposed mechanism of induced percolation for the case \( m = 2 \). In order for a node \( i \) to remain in state 1, at least one node \( (j) \) at the other end of an incoming link should be in state 1. On its turn, \( j \) should also have at least \( m \) (= 2 in the example) incoming links from neighbors that are in state 1. Panel (b) shows a directed graph of 8 nodes all in state 1. Panel (c) shows the giant out-going component (GOUT) when the graph on panel (b) is pruned according to the induced percolation rules. Panels (d) and (e) illustrate the variables \( x \) and \( y \) defined in the main text by equations (1-2). Panels (f) and (g) show the relationship between the order parameters GSCC, GIN and GOUT, for induced percolation and typical bond percolation processes, respectively. Panels (h) and (i) schematically represent the multilayer representation employed to derive the order parameter \( P_\infty \) when there are directed and undirected links in the substrate network.

Once the above probabilities have been defined, we can proceed with the derivation of the remaining three conditional probabilities, namely, \( \tilde{y} \), \( \tilde{a}_\infty \), \( \tilde{y}_\infty \), which are analogous to \( v \), \( \tilde{v}_\infty \) and \( \tilde{t}_\infty \), but under the condition that node \( l \) cannot keep node \( j \) active (in state 1). The derivation of the probability \( \tilde{y} \) is similar to \( \tilde{v} \), except that node \( j \) relies on at least one of \( k - 1 \) neighbors (except \( l \)) to remain active. This probability can be expressed as

\[
\tilde{y} = \sum_{k=m+1}^{\infty} \frac{kP(k)}{\langle k \rangle} \left[ 1 - (1 - \tilde{v})^{k-1} \right].
\]  

(9)

The derivation of the conditional probability \( \tilde{a}_\infty \) is similar to that of \( \tilde{t}_\infty \), except that one additional condition is required: of the \( k - 1 \) neighbors different to \( l \), at least one can keep \( j \) active and connected to the GCC. Assuming
that there are exactly $s$ ($1 \leq s \leq k - 1$) neighbors that can keep node $j$ active, the probability is $(k - 1)^{s-1}(1 - \tilde{y})^{k-1-s}$. The probability that node $j$ is connected to GCC through one of the $s$ neighbors is $\tilde{y}^s$. For the remaining $k - 1 - s$ neighbors that cannot keep node $j$ active, the probability of $j$ connecting to GCC through one of them is $\tilde{a}_\infty - \tilde{y}$. Therefore, the probability that node $j$ is not connected to GCC through any neighbor is $(1 - \tilde{y}^\infty)^s(1 - \tilde{a}_\infty - \tilde{y})^{k-1-s}$, as shown in Figure S2f. Therefore, the self-consistent equation to derive the conditional probability $\tilde{a}_\infty$ is

$$\tilde{a}_\infty = \sum_{k=1}^m kP(k) \sum_{s=1}^{k-1} \left( \frac{k-1}{s} \right) \tilde{y}^s(1 - \tilde{y})^{k-1-s} \times \left[ 1 - (1 - \tilde{y}^\infty)^s(1 - \tilde{a}_\infty)^{k-1-s} \right]$$

$$\sum_{k=1}^m kP(k) \left[ 1 - (1 - \tilde{y})^{k-1} - (1 - \tilde{y}^\infty - \tilde{a}_\infty)^{k-1} \right] + (1 - \tilde{y} - \tilde{a}_\infty)^{k-1}.$$  

Finally, the conditional probability $\tilde{y}^\infty$ can be obtained similarly to $\tilde{a}_\infty$, with the additional consideration that for $k - 1$ neighbors except $l$, at least one can keep $j$ active and that node $j$ connects to the GCC via at least one of the $k - 1$ neighbors. Thus, the degree of node $j$ satisfies $k > m$, which also implies that $j$ keeps all its neighbors active.
The mixed network is generated by assigning a percentage $p$ of directed links to an undirected ER network with an average degree $\langle k \rangle$,

\[
\text{Average Degree} = \langle k \rangle = \sum_{s=1}^{k-1} \sum_{m=1}^{k-1} \binom{k-1}{s} \binom{k-1}{m} \binom{k-1}{s} (1-\tilde{\nu})^{k-1-s} \left[ 1 - (1 - \tilde{\nu})^{s} (1 - \tilde{\tau} - \tilde{\nu})^{k-1-s} \right] = \sum_{k=m+1}^{\infty} kP(k) \frac{1}{(k-1)!} \left[ 1 - (1 - \tilde{\nu})^{k-1} - (1 - \tilde{\tau} - \tilde{\nu})^{k-1} \right] + (1 - \tilde{\nu} - \tilde{\tau})^{k-1},
\]

where

\[
\tilde{\nu} = \tilde{\tau} = \sum_{m=1}^{k-1} \binom{k-1}{m} \frac{1}{m!(k-m)!} \left[ 1 - (1 - \tilde{\nu})^{m} (1 - \tilde{\tau} - \tilde{\nu})^{k-1-m} \right] = \sum_{m=1}^{k-1} \binom{k-1}{m} \frac{1}{m!(k-m)!} \left[ 1 - (1 - \tilde{\nu})^{m} - (1 - \tilde{\tau} - \tilde{\nu})^{m} \right] + (1 - \tilde{\nu} - \tilde{\tau} - k)^{k-1}.
\]
FIG. 4: Size distribution, $P(s)$, of small clusters at the critical point of induced percolation ($m = 4$) on undirected networks. In (a) we show the size distribution, $P(s)$, which exhibits a fluctuating behavior especially for small sizes. Panel (b) plots the same distribution $P(s)$ but as a function of the average degree $\langle k \rangle$, showing an unambiguous non-monotonic decrease of the size distribution. Panels (c) and (d) depict the monotonous power-law decay of the cluster size distribution in the limit of classical bond percolation. Finally, panel (e) displays the cluster size distribution at the critical point $k_c = 1.65$, also showing the structure of each cluster. Results are averaged over $10^5$ independent realizations of undirected ER networks (of size $10^6$ nodes). As it can be clearly seen, the critical behaviors of induced and classical percolation processes differ.

where $s$ represents the number of neighbors that can keep $j$ active. The graphical solution of the self-consistent equation $\tilde{y}_\infty$ is shown in the main text, where $f(\tilde{y}_\infty) = F(\tilde{y}_\infty) - \tilde{y}_\infty$ and $F(\tilde{y}_\infty)$ represents the expression on the right hand side of equation Eq. (11). The value of $F(\tilde{y}_\infty)$ is obtained by solving the self-consistent equations Eq. (6)-Eq. (10).

The previously defined conditional probabilities allow to derive the order parameter, $P_\infty$, for induced percolation on undirected networks. For an arbitrarily chosen node $l$ to belong to the GCC, we have that i) at least one of its neighbors should keep it active, and ii) node $l$ is attached to the GCC through at least one of its neighbors. If the degree of node $l$ satisfies $k \leq m$, then the probability that node $l$ belongs to GCC is $1 - (1 - \tilde{y})^k - (1 - \tilde{y}_\infty - \tilde{a}_\infty)^k + (1 - \tilde{y} - \tilde{a}_\infty)^k$, whose derivation is similar to Eq. (10) in $\tilde{a}_\infty$. If the degree of node $l$ satisfies $k > m$, then the probability that node $l$ belongs to the GCC is $1 - (1 - \tilde{v})^k - (1 - \tilde{t}_\infty - \tilde{v}_\infty)^k + (1 - \tilde{v} - \tilde{t}_\infty)^k$ and the derivation is similar to $\tilde{y}_\infty$ in Eq. (11). Therefore, the order parameter $P_\infty$ can be computed, for undirected networks, as

$$P_\infty = \sum_{k=0}^{m} P(k) \left[ 1 - (1 - \tilde{y})^k - (1 - \tilde{y}_\infty - \tilde{a}_\infty)^k + (1 - \tilde{y} - \tilde{a}_\infty)^k \right]$$

$$+ \sum_{k=m+1}^{\infty} P(k) \left[ 1 - (1 - \tilde{v})^k - (1 - \tilde{t}_\infty - \tilde{v}_\infty)^k + (1 - \tilde{v} - \tilde{t}_\infty)^k \right].$$

(12)
collaborative networks with a mix of directed and undirected links is defined as follows. All nodes are initially set to state 1. A node \( l \) remains in state 1 if at least one of its undirected or directed links has a node \( j \) in state 1, and this node \( j \) has at least \( m \) neighbors (including incoming neighbors and undirected neighbors while excluding node \( l \)) with state 1 (as illustrated in Figure 6a for the case of \( m = 2 \)); otherwise node \( l \) changes to state 0 at the next time step. The formulation of the induced percolation framework on mixed networks is more complicated than that on directed and undirected networks. One of the main challenges is given by the intertwined effect of directed and undirected edges in maintaining neighbors state and connecting neighbors to the GOUT, which significantly increases the possibilities for a node connecting to GOUT. For example, a mixed network needs to consider staying active through directed neighbors and connecting to GOUT through undirected neighbors, or staying active through undirected neighbors and connecting to GOUT through directed outgoing links, which is not the case for directed and undirected networks. Therefore, in order to deal with this intertwined issue, we employ a multilayer network approach to separate the directed and undirected neighbors by layers. Thus, nodes on the same layer maintain the same pattern in relation to them being active, which enables a recursive calculation. Through aggregation of network layers, we account for all the possibilities in the calculation of the order parameter while effectively avoiding the previous challenge of dealing concurrently with directed and undirected links.

To derive the order parameter for induced percolation on mixed networks, we thus represent a mixed network by a multiplex network: one layer includes undirected links and the other layer includes directed links. A mixed random network is generated by assigning a single direction to an undirected link chosen from an undirected random network. The proportion \( p \) of assigned directed links and the average degree \( \langle k \rangle \) of the underlying undirected network constitute the parameter space for the generation of mixed networks. In this setting, the average degree in the undirected layer \( \langle k \rangle_u \) and the average degree in the directed layer \( \langle k \rangle_d \) follow \( \langle k \rangle_u = \langle k \rangle (1 - p) \) and \( \langle k \rangle_d = \frac{\langle k \rangle p}{2} \). By randomly selecting a directed link in the directed layer, the excess degree distribution of the starting node can be written as 
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where \( k_i, k_o \) represent the in-degree and out-degree in the directed layer, respectively, and \( k \) is the degree of remaining links. Each point of GOUT is computed for an induced percolation process with \( m = 2 \) on real-world networks after a fraction of \( 1 - \lambda \) links has been randomly removed. For directed P2p-04, P2p-24 networks, GOUT shows a discontinuous transition, while for undirected Email-Enron, Collab-HepTh and Collab-GrQc networks, GOUT shows a continuous transition. Panel (b) shows results for GOUT for various values of the parameter \( m \) on the original real-world networks without link removal (\( \lambda = 1 \)). When increasing the induced percolation parameter \( m \) from \( m = 1 \), GOUT experiences abrupt changes on directed networks and relatively small ones on undirected networks. Finally, panel (c) depicts results of the behavior of GOUT as a function of the remaining fraction of links, \( \lambda \), for real-world mixed networks and \( m = 2 \). Mixed networks are obtained converting, in the the P2p-24 directed networks, a proportion \((1 - p)\) of directed links into undirected links. As observed for synthetic networks, gradually increasing the proportion of directed links \( p \) leads first to a continuous, then to a hybrid and finally to a discontinuous transition. More detailed information of the real-world networks is provided in Table S2.
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TABLE II: Definition of conditional probabilities used to derive the probability of induced percolation on mixed networks. Each row shows one conditional probability. The first column shows the notation used to denote the conditional probability that the event in the fourth column occurs for a randomly selected undirected link \( \{j,l\} \) or a directed link \((j,l)\), given the conditional event presented in the third column. The right arrow \( (j \rightarrow l) \) represents that node \( j \) can keep node \( l \) active, otherwise denoted as \( j \not\rightarrow l \). For example, the conditional probability \( \psi_{\infty} \) shows the probability that given node \( l \) can keep node \( j \) active: (i) node \( j \) can keep node \( l \) active and (ii) \( l \) connects to GOUT through node \( j \).

| Conditional probability | Link type | Conditional event | Occuring event | Relation |
|-------------------------|-----------|------------------|----------------|----------|
| \( y \)                 | Directed  | \( j \not\rightarrow l \) | \( j \) is active but \( j \not\rightarrow l \) | \( x = y + a \) |
| \( a \)                 |           |                  | \( j \) is active | \( x = y + a \) |
| \( x \)                 | Undirected| \( l \not\rightarrow j \) | \( j \not\rightarrow l \) | \( x = y + a \) |
| \( y \)                 |           | \( l \not\rightarrow j \) | \( j \not\rightarrow l \) | \( x = y + a \) |
| \( \hat{a} \)           |           | \( l \not\rightarrow j \) | \( j \) is active but \( j \not\rightarrow l \) | \( x = y + a \) |
| \( \hat{x} \)           |           | \( l \not\rightarrow j \) | \( j \) is active | \( x = y + a \) |
| \( y_{\infty} \)        | Directed  | \( j \not\rightarrow l \) | \( i \) \( j \rightarrow l \) | \( x_{\infty} = y_{\infty} + a_{\infty} \) |
| \( a_{\infty} \)        |           | \( j \not\rightarrow l \) | \( i \) \( j \rightarrow l \) | \( x_{\infty} = y_{\infty} + a_{\infty} \) |
| \( l_{\infty} \)        | Undirected| \( l \not\rightarrow j \) | \( i \) \( j \rightarrow l \) | \( x_{\infty} = y_{\infty} + a_{\infty} \) |
| \( v_{\infty} \)        |           | \( l \not\rightarrow j \) | \( i \) \( j \rightarrow l \) | \( x_{\infty} = y_{\infty} + a_{\infty} \) |
| \( y_{\infty} \)        |           | \( l \not\rightarrow j \) | \( i \) \( j \rightarrow l \) | \( x_{\infty} = y_{\infty} + a_{\infty} \) |
| \( a_{\infty} \)        |           | \( l \not\rightarrow j \) | \( i \) \( j \rightarrow l \) | \( x_{\infty} = y_{\infty} + a_{\infty} \) |
| \( x_{\infty} \)        |           | \( l \not\rightarrow j \) | \( i \) \( j \rightarrow l \) | \( x_{\infty} = y_{\infty} + a_{\infty} \) |

in the undirected layer. Similarly, if an undirected link is randomly chosen in the undirected layer, the excess degree distribution of its end node follows \( kP(k; k_i, k_o) \langle k \rangle_d \sum_{s=0}^{k_i} \binom{k_i}{s} (1-x)^{k_i-s}x^s \). Following the same arguments as for the case of undirected networks, we use the undirected degree \( k \) of a node \( l \) to deduce the percolation probability, instead of using the number of undirected active neighbors.

On mixed networks, we mainly consider GOUT as the order parameter. For an active node \( l \) to be in GOUT, at least one active in-coming or undirected neighbor should belong to the GOUT. For a randomly chosen node \( l \) to remain in state 1, the definition of induced percolation implies that there is at least one active neighbor \( j \) in the directed layer or at least one active neighbor \( j \) in the undirected layer, and node \( j \) has \( s \) active incoming neighbors in the directed layer and \( \hat{u} \) active neighbors in the undirected layer (excluding node \( l \)) satisfying \( s + \hat{u} \geq m \). As noted, given that the number \( \hat{u} \) of active neighbors is closely associated with the undirected degree \( k \) of node \( j \), we use \( k \) instead of \( \hat{u} \) in deriving GOUT.

To obtain the condition for a node \( j \) to keep its neighbors active, we consider three cases separately: (i) If \( s + k > m \), then \( j \) can maintain neighbors either in the directed layer or in the undirected layer active; (ii) If \( s + k < m \), then \( j \) cannot keep any neighbors active; (iii) if \( s + k = m \), then node \( j \) cannot keep its undirected neighbors active, but node \( j \) can keep its outgoing neighbors in the directed layer active under the additional condition that all undirected neighbors of \( j \) are active (\( \hat{u} = k \)).

We start with the definition of a list of intermediate conditional probabilities, as described in Table II. The order parameter \( P_\infty \) is eventually obtained based on solutions of the defined probabilities. We present the definition and the solution of intermediate conditional probabilities one at a time.

The first probability \( y \) is defined as the probability that node \( j \) can keep node \( l \) active through a randomly selected directed link \((j,l)\). As per the definition of induced percolation, node \( j \) can keep node \( l \) active if \( s + k \geq m \) and \( j \) is active. In the case of \( s + k > m \), node \( j \) is kept active by at least one of the \( s \) active in-coming neighbors or \( k \) undirected neighbors with probability \( 1 - \left( \frac{a}{x} \right)^s (1-\hat{v})^k \). In the case of \( s + k = m \), only when all the undirected neighbors are active, with probability \( \tilde{x}^k \), node \( j \) can keep node \( l \) active. From the above analysis, the equation for solving the probability \( y \) reads

\[
y = \sum_{k,k_i,k_o} k_o P(k; k_i, k_o) \sum_{s=0}^{k_i} \binom{k_i}{s} (1-x)^{k_i-s}x^s \\
\times \left\{ I(s + k > m) \left[ 1 - \left( \frac{a}{x} \right)^s (1-\hat{v})^k \right] + I(s + k = m) \left[ \tilde{x}^k - \tilde{a}^k \left( \frac{a}{x} \right)^s \right] \right\}
\]

(13)

where \( I(x) \) represents the indicator function of the logical statement \( x \): \( I(x) = 1 \) if \( x \) is true, otherwise \( I(x) = 0 \).

For the probability \( a \), the degree of node \( j \) satisfies \( s + k \leq m \). When \( s + k < m \), node \( j \) cannot keep node \( l \) active. The probability \( a \) thus reduces to the probability of node \( j \) remaining active under the condition of having \( s \) active
in-coming neighbors, which is \(1 - \left(\frac{\alpha}{x}\right)^s (1 - \tilde{y})^k\). When \(s + k = m\), the probability that node \(j\) can not keep node \(l\) active follows \(1 - \left(\frac{\alpha}{x}\right)^s (1 - \tilde{y})^k - \tilde{x}^k + \tilde{a}^k \left(\frac{\alpha}{x}\right)^s\), where \(\left(\frac{\alpha}{x}\right)^s (1 - \tilde{y})^k\) is the probability of \(j\) being inactive (in state 0), and \(\tilde{x}^k\) is the probability of all undirected neighbors being active. The term \(\left(\frac{\alpha}{x}\right)^s \tilde{a}^k\) gives the probability that node \(j\) is inactive and at the same time all undirected neighbors are active too. According to the above analysis, the probability \(a\) can be obtained as

\[
a = \sum_{k, k_i, k_o} k_o P(k, k_i, k_o) \sum_{s=0}^{k_i} \left(\frac{k_i}{s}\right) (1-x)^{k_i-s} x^s
\]

\[
\times \left\{ I(s + k \leq m) \left[ 1 - \left(\frac{\alpha}{x}\right)^s (1 - \tilde{y})^k \right] - I(s + k = m) \left[ \tilde{x}^k - \tilde{a}^k \left(\frac{\alpha}{x}\right)^s \right] \right\}.
\]

For the conditional probability \(\tilde{v}\), the node \(j\) can keep node \(l\) active if \(s + k > m\) and \(j\) is active, which also indicates that \(j\) can keep all undirected neighbors active. Therefore, the equation for solving the probability \(\tilde{v}\) is

\[
\tilde{v} = \sum_{k, k_i, k_o} k_o P(k, k_i, k_o) \sum_{s=0}^{k_i} \left(\frac{k_i}{s}\right) (1-x)^{k_i-s} x^s
\]

\[
\times I(s + k > m) \left( 1 - \left(\frac{\alpha}{x}\right)^s (1 - \tilde{v})^k \right) - I(s + k = m) \left( \tilde{x}^k - \tilde{a}^k \left(\frac{\alpha}{x}\right)^s \right)^k.
\]

The derivation of the conditional probability \(\tilde{y}\) is similar to \(\tilde{v}\), except that node \(l\) cannot keep node \(j\) active. The additional requirement in calculating probability \(\tilde{y}\) is that node \(j\) is kept active by at least one of \(s\) active neighbors in the directed layer and \(k - 1\) neighbors except \(l\) in the undirected layer. The corresponding probability follows \(1 - \left(\frac{\alpha}{x}\right)^s (1 - \tilde{v})^k\). Therefore, the corresponding equation to solve \(\tilde{y}\) is

\[
\tilde{y} = \sum_{k, k_i, k_o} k_o P(k, k_i, k_o) \sum_{s=0}^{k_i} \left(\frac{k_i}{s}\right) (1-x)^{k_i-s} x^s
\]

\[
\times I(s + k > m) \left( 1 - \left(\frac{\alpha}{x}\right)^s (1 - \tilde{v})^k \right) - I(s + k = m) \left( \tilde{x}^k - \tilde{a}^k \left(\frac{\alpha}{x}\right)^s \right)^k.
\]

For the conditional probability \(\tilde{a}\), the event that node \(j\) is active but cannot keep node \(l\) active indicates \(s + k \leq m\). Therefore, the solution to the probability \(\tilde{a}\) is similar to Eq. (14):

\[
\tilde{a} = \sum_{k, k_i, k_o} k_o P(k, k_i, k_o) \sum_{s=0}^{k_i} \left(\frac{k_i}{s}\right) (1-x)^{k_i-s} x^s
\]

\[
\times I(s + k > m) \left( 1 - \left(\frac{\alpha}{x}\right)^s (1 - \tilde{v})^k \right) - I(s + k = m) \left( \tilde{x}^k - \tilde{a}^k \left(\frac{\alpha}{x}\right)^s \right)^k.
\]

The derivation of the probability \(y_\infty\) is analogous to the derivation of the probability \(y\), while an additional requirement is that at least one of the \(s\) active neighbors in the directed layer and \(k\) neighbors in the undirected layer belong to GOUT. Therefore, the equation to solve \(y_\infty\) is expressed as

\[
y_\infty = \sum_{k, k_i, k_o} k_o P(k, k_i, k_o) \sum_{s=0}^{k_i} \left(\frac{k_i}{s}\right) (1-x)^{k_i-s} x^s
\]

\[
\times \left[ I(s + k > m) Y_1(s, k) + I(s + k = m) Y_2(s, k) \right]
\]

where \(Y_1(s, k)\) denotes the probability that \(j\) connects to GOUT under the conditions \(s + k > m\) and \(j\) being active. In this case, node \(j\) can keep all its undirected neighbors active. According to the definition of induced percolation, at least one of \(s + k\) neighbors keeps \(j\) active, and \(j\) connects to GOUT through at least one of the \(s + k\) neighbors. Therefore, the probability \(Y_1(s, k)\) is calculated as

\[
Y_1(s, k) = \sum_{d=0}^{s-k} \sum_{u=0}^{k} \left( \begin{array}{c} s-k \n s-k \end{array} \right) \left( \begin{array}{c} u \n d \end{array} \right) \left( \begin{array}{c} a \n a \end{array} \right)^{s-d} \left( \begin{array}{c} k \n u \end{array} \right) \tilde{v}^u (1 - \tilde{v})^{k-u}
\]

\[
\times \left[ 1 - \left( 1 - \frac{\tilde{y}_\infty}{y} \right)^{d} \left( 1 - \frac{a_{\infty}}{a} \right)^{s-d} \left( 1 - \frac{\tilde{v}_\infty}{v} \right)^{u} \left( 1 - \frac{\tilde{a}_{\infty}}{1 - \tilde{v}} \right)^{k-u} \right]
\]

\[
= 1 - \left( 1 - \frac{x_\infty}{x} \right)^s (1 - \tilde{v}_\infty - \tilde{a}_\infty)^k - \left( \frac{a}{x} \right)^s (1 - \tilde{v})^k + \left( \frac{a - a_{\infty}}{x} \right)^s (1 - \tilde{v} - \tilde{a}_\infty)^k
\]

In addition, \(Y_2(s, k)\) represents the probability that (i) node \(j\) can keep its out-going neighbor \(l\) active and (ii) \(j\) connects to GOUT, given the condition \(s + k = m\). In this case, node \(j\) can keep node \(l\) active if all undirected
neighbors of \( j \) are active. Therefore, \( Y_2(s, k) \) is calculated as

\[
Y_2(s, k) = \sum_{d=0}^{s} \sum_{u=0}^{k} I(d + u > 0) \left( \binom{s}{d} \left( \frac{y}{x} \right)^d \left( \frac{a}{x} \right)^{s-d} \left( \frac{k}{u} \right) \tilde{y}^u \tilde{a}^{k-u} \right) \\
\times \left[ 1 - \left( 1 - \frac{y}{\tilde{y}} \right)^d \left( 1 - \frac{a}{\tilde{a}} \right)^{s-d} \frac{y}{\tilde{y}}^u \left( 1 - \frac{\tilde{a}}{a} \right)^{k-u} \right] \\
= \tilde{x}^k - \left( 1 - \frac{x}{\tilde{x}} \right)^s \tilde{x}^k \tilde{a}^k + \left( \frac{a - \tilde{a}}{x} \right)^s \tilde{a}^k + \left( \frac{a - \tilde{a}}{x} \right)^s \tilde{a}^k.
\]

The derivation of the probability \( a_{\infty} \) is similar to \( y_{\infty} \) and \( a \). The probability \( a_{\infty} \) is defined for the event in which \( j \) is active but \( j \) cannot keep \( l \) active, indicating that \( s + k \leq m \). However, in the case of \( s + k = m \) and if all undirected neighbors of node \( j \) are active, node \( j \) can keep node \( l \) active. The corresponding probability, which reads \( \mathbb{P}(s + k = m)Y_2(s, k) \), should be subtracted from the probability \( a_{\infty} \). Therefore, the probability \( a_{\infty} \) can be written as

\[
a_{\infty} = \sum_{k, k, k_0} x_{\infty} P(k, k, k_0) \sum_{s=0}^{k} \binom{k_i}{s} (1 - x)^{k_i-s} x^s \\
\times \left[ \mathbb{P}(s + k = m)Y_2(s, k) - \mathbb{P}(s + k = m)Y_2(s, k) \right].
\]

where \( Y_3(s, k) \) denotes the probability that node \( j \) connects to GOUT through neighbors other than \( l \), given that \( s + k \leq m \),

\[
Y_3(s, k) = \sum_{d=0}^{s} \sum_{u=0}^{k} I(d + u > 0) \left( \binom{s}{d} \left( \frac{y}{x} \right)^d \left( \frac{a}{x} \right)^{s-d} \left( \frac{k}{u} \right) \tilde{y}^u \tilde{a}^{k-u} \right) \\
\times \left[ 1 - \left( 1 - \frac{y}{\tilde{y}} \right)^d \left( 1 - \frac{a}{\tilde{a}} \right)^{s-d} \frac{y}{\tilde{y}}^u \left( 1 - \frac{\tilde{a}}{a} \right)^{k-u} \right] \\
= \left( 1 - \frac{x}{\tilde{x}} \right)^s \tilde{x}^k \tilde{a}^k + \left( \frac{a - \tilde{a}}{x} \right)^s \tilde{a}^k + \left( \frac{a - \tilde{a}}{x} \right)^s \tilde{a}^k.
\]

The probability \( \tilde{a}_{\infty} \) is defined for the event that node \( j \) cannot keep node \( l \) active and \( j \) connects to GOUT through neighbors other than \( l \), given the condition that \( l \) can keep \( j \) active. The event that \( j \) cannot keep node \( l \) active indicates \( s + k \leq m \). Therefore, we have that

\[
\tilde{a}_{\infty} = \sum_{k, k, k_0} x_{\infty} P(k, k, k_0) \sum_{s=0}^{k} \mathbb{P}(s + k = m) \binom{k_i}{s} (1 - x)^{k_i-s} x^s \\
\times \left[ \mathbb{P}(s + k = m)Y_2(s, k) - \mathbb{P}(s + k = m)Y_2(s, k) \right].
\]

Probabilities \( \tilde{v}_{\infty}, \tilde{y}_{\infty} \) and \( \tilde{a}_{\infty} \) are derived analogously to \( \tilde{v}, \tilde{y} \) and \( \tilde{a} \), except that additional conditions are required: node \( j \) connects to GOUT through at least one of the \( s \) active in-coming neighbors and \( k - 1 \) undirected neighbors (except \( l \)). Therefore, the probability \( \tilde{v}_{\infty} \) is obtained from

\[
\tilde{v}_{\infty} = \sum_{k, k, k_0} x_{\infty} P(k, k, k_0) \sum_{s=0}^{k} \mathbb{P}(s + k > m) \binom{k_i}{s} (1 - x)^{k_i-s} x^s \\
\times \left[ 1 - \left( 1 - \frac{x}{\tilde{x}} \right)^s \left( 1 - \tilde{v}_{\infty} - \tilde{\tau}_{\infty} \right)^{k-1} \right]
\]

and

\[
\tilde{y}_{\infty} = \sum_{k, k, k_0} x_{\infty} P(k, k, k_0) \sum_{s=0}^{k} \mathbb{P}(s + k > m) \binom{k_i}{s} (1 - x)^{k_i-s} x^s Y_1(s, k - 1)
\]

where \( Y_1(s, k - 1) \) means that (i) \( j \) can keep the undirected neighbor \( l \) active, and (ii) \( j \) connects to GOUT through nodes other than \( l \), given that \( s + k > m \). The value of \( Y_1(s, k - 1) \) is obtained from the equation Eq. 19. Analogously,
the probability $\tilde{a}_\infty$ is expressed as

$$\tilde{a}_\infty = \sum_{k,k_i,k_o} \frac{kP(k,k_i,k_o)}{(k)_u} \sum_{s=0}^{k_i} I(s + k \leq m) \left(\frac{k_i}{s}\right) (1 - x)^{k_i - s} x^s Y_3(s, k - 1)$$

(26)

where $Y_3(s, k - 1)$ represents the probability that $j$ connects to GOUT through neighbors other than $l$, given that $s + k \leq m$, whose value is determined by the equation Eq. (22).

Based on the solutions of the above defined probabilities, the order parameter GOUT on mixed networks can be calculated considering two contributions. When the total number of active neighbors $s$ in the directed layer and the number $k$ of neighbors in the undirected layer satisfies $s + k > m$ and when $j$ is active, node $j$ can keep all the undirected neighbors active. The probability that $j$ belongs to GOUT is $Y_1(s, k)$. However, when $s + k \leq m$, node $j$ cannot keep any of its undirected neighbors active. The probability that node $j$ belongs to GOUT is $Y_3(s, k)$. Finally, the order parameter GOUT is given by

$$P_\infty = \sum_{k,k_i,k_o} P(k,k_i,k_o) \sum_{s=0}^{k_i} \left(\frac{k_i}{s}\right) (1 - x)^{k_i - s} x^s$$

$$\times [I(s + k > m)Y_1(s, k) + I(s + k \leq m)Y_3(s, k)]$$

(27)

where $Y_1(s, k)$ and $Y_3(s, k)$ are established in equations Eqs. (19) and (22).

In addition, the order parameter $P_\infty$ on mixed networks exhibits hybrid phase transitions with the presence of certain amount of directed links. Within the hybrid transition, variables of $P_\infty$ follow a set of scaling relations with critical exponents in line with Landau’s mean-field theory. Specifically, the size of the jump of GOUT, $\Delta P_\infty := \lim_{p \to p_c^-} P_\infty(k^* + \Delta k, p) - \lim_{p \to p_c^+} P_\infty(k^* + \Delta k, p)$, where $p_c$ is the critical point at which the first order transition occurs, follows a scaling function of $\Delta k$ with the critical exponent $\eta = 1/2$ (Fig. 3)

$$\Delta P_\infty (k^* + \Delta k) \sim (\Delta k)^{\frac{1}{2}}.$$

(28)

The scaling relation between $\Delta P_\infty$ and $p - p^*$ is presented in the main text. If $\langle k \rangle$ is fixed at $k^*$ and we vary $p$ in the vicinity of $p^*$, the size deviation of GOUT can be quantified by the following scaling function of $p - p^*$ with critical exponent $\theta = 1/3$ (Fig. 4), reached from both below and above,

$$|P_\infty(k^*, p) - P_\infty^*(k^*, p^*)| \sim |p - p^*|^{\frac{1}{3}}.$$

(29)

The scaling behavior of GOUT when fixing $p$ at $p^*$ is presented in the main text.

B. Induced percolation on undirected networks

We presented the theoretical analysis of induced percolation on undirected networks in the Methods section of the main text. Here, we supplement the analysis with illustrations on the definition of induced percolation on undirected networks (as shown in Figure 9). In addition, we illustrate the relation between conditional probabilities (as shown in Figure 10) defined when deriving the order parameter $P_\infty$ on undirected networks.

C. Relation between different order parameters in directed networks

In directed networks, there are three types of giant connected components: giant strongly connected component (GSCC), giant out-going component (GOUT) and giant in-coming component (GIN), as shown in Figure 1 in the main text. Within a giant strongly connected component, any two nodes can reach each other through directed links. The GSCC corresponds to the largest strongly connected component above the critical point. GOUT corresponds to the set of active nodes that can be reached along directed links starting from the nodes in the GSCC, while GIN corresponds to the set of active nodes that can reach the GSCC along directed links. Therefore, GSCC is a subset of GOUT and GIN. In undirected networks, GSCC, GOUT, and GIN are the same set of nodes.
Induced percolation mechanism on mixed networks.

![Induced percolation mechanism](image)

**FIG. 6:** Induced percolation on mixed networks.

![Graph showing ∆P∞ as a function of ∆k = ⟨k⟩ – k* when approaching the critical point from above.](image)

**FIG. 7:** ∆P∞ as a function of ∆k = ⟨k⟩ – k* when approaching the critical point from above.
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**TABLE III:** Characteristics of the 5 real-world networks used in Fig. 5 of the main text. Columns from the second to the fifth present the number N of nodes, the number E of links, network type and the average degree ⟨k⟩ = 2E/N.

| Network       | N    | E    | Type         | ⟨k⟩ |
|---------------|------|------|--------------|-----|
| P2p-04 [42, 45] | 10,876 | 39,994 | Directed     | 7.35 |
| P2p-24 [42, 45] | 26,518 | 65,369 | Directed     | 4.93 |
| Email-Enron [43, 44] | 36,692 | 183,831 | Undirected   | 10.02 |
| Collab-HepTh [45]  | 9,875  | 25,973 | Undirected   | 5.26 |
| Collab-GrQc [45]  | 5,241  | 14,484 | Undirected   | 5.53 |
FIG. 8: The change of $P_\infty$ near the critical point $p^*$ as a function of $\Delta p = p - p^*$ when fixing $\langle k \rangle = k^*$.

FIG. 9: Induced percolation on undirected networks.
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