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1. Introduction

This paper is concerned with regularity criteria for weak Leray-Hopf solutions to the three-dimensional Navier-Stokes equations

\[
\frac{\partial u}{\partial t} - \Delta u + u \cdot \nabla u + \nabla p = 0, \quad \nabla \cdot u = 0, \quad u(\cdot, 0) = u_0(x), \quad \text{in } \mathbb{R}^3 \times (0, \infty).
\]

A weak Leray-Hopf solution \( u \) is a distributional solution of the Navier-Stokes equations, is continuous in time with respect to the weak \( L^2 \) topology and satisfies the energy inequality

\[
E(u)(t) := \|u(\cdot, t)\|_{L^2(\mathbb{R}^3)}^2 + \int_0^t \int_{\mathbb{R}^3} |\nabla u(x, s)|^2 \, dx \, ds \leq \|u_0\|_{L^2(\mathbb{R}^3)}^2.
\]

It is known that the Navier-Stokes equations are invariant with respect to the scaling symmetry

\[
(u_\lambda(x, t), p_\lambda(x, t)) = (\lambda u(\lambda x, \lambda^2 t), \lambda^2 p(\lambda x, \lambda^2 t)), \quad u_{0\lambda}(x) = \lambda u_0(\lambda x).
\]

Most of the known conditions ensuring regularity of the Navier-Stokes equations are formulated in terms of scale-invariant quantities such as \( u \in L^{\gamma}_{2,\alpha} \) \cite{17} or \( u \in L^\infty_t L^{\gamma}_x \) \cite{15}. The main obstacle to obtaining regularity of three-dimensional weak Leray-Hopf solutions of the Navier-Stokes equations without any additional assumptions is that the energy associated the solution is not scale-invariant. In particular,

\[
E(u_\lambda)(t) = \lambda^{-1} E(u)(\lambda^2 t).
\]

Such quantities that scale to a negative power of \( \lambda \) under the Navier-Stokes rescaling \( (3) \) are known as supercritical.

Recently, under the assumption of certain finite ‘slightly supercritical’ quantities (that scale to a logarithm of \( \lambda \) under the Navier-Stokes rescaling), regularity was shown \cite{20} and \cite{26}. The aim of this paper is to provide another new example of a slightly supercritical regularity criteria for the Navier-Stokes equations. Our main theorem is the following. Note that throughout this paper, we use the notation of ‘suitable weak Leray-Hopf solutions’.
In addition to being weak Leray-Hopf solutions, such solutions satisfy the local energy inequality in $\mathbb{R}^3 \times (0, \infty)$ as defined in [23, Definition 6.1].

**Theorem 1.** For all $M \in [1, \infty)$ and $E \in [1, \infty)$ sufficiently large, there exists $\delta(M, E) \in (0, \frac{1}{2})$ such that the following holds. Let $u$ be a suitable weak Leray-Hopf solution to the Navier-Stokes equations (1) on $\mathbb{R}^3 \times (0, \infty)$ with initial data $u_0 \in L^2(\mathbb{R}^3) \cap L^4(\mathbb{R}^3)$. Assume that

\[ \|u_0\|_{L^2}, \|u_0\|_{L^4} \leq M, \]

and that

\[ \|u\|_{L^{\infty}(0, \infty; L^{3-\delta(M, E)}(\mathbb{R}^3))} \leq E. \]

Then, the above assumptions imply that $u$ is smooth on $\mathbb{R}^3 \times (0, \infty)$. Moreover, there is an explicit formula for $\delta(M, E)$, see (24) below, and $\delta(M, E) \to 0$ when $E \to \infty$ or $M \to \infty$.

Our method and result is directly inspired by the recent result of Bulut [7] for the nonlinear supercritical Schrödinger equation. In particular, Theorem 1 hinges on quantitative bounds for a Navier-Stokes solution belonging to the critical space $L_t^\infty L_x^3$, which were established by Tao in [26]; see also the subsequent paper by the authors [3]. For other partial differential equations, it is often the case that a refined understanding of critical regimes can be used to prove ‘slightly supercritical’ results. Such slightly supercritical results occur for the nonlinear wave equation [24, 11], the hyperdissipative Navier-Stokes equations [25, 2, 9, 10], the supercritical SQG equation [14, 12] and the fractional Burgers equation [13] to name a few. In these works the slight supercriticality is obtained by varying the power of the nonlinearity as in the first paper, or the strength of the fractional dissipation as in the last three.

We call the result of Theorem 1 a mild breaking of the criticality, or a mild supercritical regularity criteria. Indeed, the supercritical space $L_t^\infty L_x^{3-\delta(M, E)}$ in which we break the scaling depends on the size $E$ of the solution in this supercritical space via $\delta(M, E)$. In other words this can be considered as a non effective regularity criteria, hence the term mild. Moreover, given a solution $u$, assume that you knew all the $L_t^\infty L_x^{3-\delta}$ norms for $\delta \to 0$. Then the question whether Theorem 1 applies to $u$ or not becomes a question about how fast

\[ \|u\|_{L^{\infty}(0, \infty; L^{3-\delta}(\mathbb{R}^3))} \]

grows when $\delta \to 0$. Moreover, in view of (Step 3) below in Section 2, the fact that $\delta(M, E)$ depends on $E$ seems unavoidable; see in particular the definition of $\delta(M, E)$ in (24). As far as we know the only space in which regularity is known for arbitrarily large norm is $L_t^\infty L_x^3$. Let us also remark that the condition $u_0 \in L^4(\mathbb{R}^3)$ can be replaced by any subcritical condition $u_0 \in L^{4+}(\mathbb{R}^3)$.

The mild criticality breaking of Theorem 1 is also in contrast with strong criticality breaking, which is genuinely supercritical and not a consequence of the critical theory. Only very few results enter that category for the Navier-Stokes equations. In this vein, let us mention the regularity criteria of Pan [20] for slightly supercritical axisymmetric solutions to Navier-Stokes.

Let us now state a consequence of Theorem 1.

**Theorem 2.** There exists a universal constant $\theta \in (0, 1)$ such that the following holds.

Let $u$ be a weak Leray-Hopf solution to the Navier-Stokes equations (1) on $\mathbb{R}^3 \times (0, \infty)$ with initial data $u_0 \in L^2(\mathbb{R}^3) \cap L^4(\mathbb{R}^3)$. Assume that $u$ first blows-up at $T^* > 0$ namely

\[ u \in L_{t_0}^{\infty}(0, T^*; L^{\infty}(\mathbb{R}^3)) \quad \text{and} \quad u \notin L^{\infty}((\frac{1}{2} T^*, T^*); L^{\infty}(\mathbb{R}^3)). \]

\[ \text{This means that there exists a universal constant } N_{univ} \in [1, \infty) \text{ such that for all } M \geq N_{univ} \text{ and } E \geq N_{univ} \text{ we have the result.} \]
Then the above assumptions imply that
\begin{equation}
\limsup_{t \uparrow T^*} \int_{\mathbb{R}^3} \frac{|u(x,t)|^3}{\log \log \left( (\log(e^{\log t} + |u(x,t)|))^2 \right)} \, dx = \infty.
\end{equation}

Recently, in [26] (Remark 1.6), Tao conjectured that if a solution first loses smoothness at time $T^* > 0$, then the Orlicz norm $\|u(t)\|_{L^3(\log \log L)^{-c}(\mathbb{R}^3)}^3$ must blow-up as $t$ tends to $T^*$. Theorem 2 provides a positive answer to Tao’s conjecture, albeit with an extra logarithm in the denominator. The proof of Theorem 2 is a consequence of Theorem 1. Its proof in Section 3 relies on a careful tuning of the parameters.

Previously, it was shown in [8] that if $u$ is a weak Leray-Hopf solution satisfying
\[ \int_0^\infty \int_{\mathbb{R}^3} \frac{|u|^3}{\log(1 + |u|)} \, dx \, dt < \infty \]
then $u$ is smooth on $\mathbb{R}^3 \times (0, \infty)$. Subsequent improvements were obtained in [18] and [5]. Let us mention that the techniques used in these papers cannot be used to treat the endpoint case we consider in Theorem 2.

**Alternative (qualitative) proof of Theorem 1.** A proof of Theorem 1 relying on quantitative arguments in given in Section 2. In order to clarify the role played by the hypothesis in Theorem 1, we find it instructive to finish this introduction by sketching a qualitative argument that yields Theorem 1. Nevertheless, this argument does not give an explicit quantitative bound for $\delta(M, E)$, which is produced by the quantitative argument given in Section 2 below. The argument is by contradiction and uses the persistence of singularities for critically bounded solutions [21]. Such a strategy is known to enable to non explicitly quantify regularity criteria, such as the celebrated Escauriaza, Seregin and Šverák [15] result; see [21] as well as [1] and [3, Introduction].

We argue by contradiction. There exists a sequence of suitable weak Leray-Hopf solutions $u^{(k)}$ on $\mathbb{R}^3 \times (0, \infty)$, initial data $u_0^{(k)}$ and $\delta^{(k)} \to 0$ such that
\begin{align*}
\|u_0^{(k)}\|_{L^2}, \quad &\|u_0^{(k)}\|_{L^4} \leq M, \\
\|u^{(k)}\|_{L^\infty(0,\infty;L^{3-\delta^{(k)}}(\mathbb{R}^3))} \leq E, \\
\text{and has a singular point} \quad (x^{(k)}, t^{(k)}) \in \mathbb{R}^3 \times (0, \infty).
\end{align*}

Note that we say that $(x, t)$ is a singular point of a Navier-Stokes solution $u$, if for all $r > 0$ sufficiently small $u \notin L^\infty(B(x, r) \times (t - r^2, t))$.

**First step: trapping the singularity.** By the theory of mild solutions with subcritical $L^4$ data [16] on the one hand, and eventual regularity [6, Theorem 1.2] on the other hand, there exists a universal constant $C \in (0, \infty)$ such that
\[ \frac{1}{CM^8} \leq t^{(k)} \leq CM^4 \quad \text{for all} \quad k \in \mathbb{N}. \]

By translation in space we can assume that $x^{(k)} = 0$.

**Second step: persistence of singularities.** Up to a subsequence $(0, t^{(k)}) \to \bar{t}$ with $C^{-1}M^{-8} \leq \bar{t} \leq CM^4$. Moreover, the global energy of $u^{(k)}$ is uniformly bounded in $k$. By [22], $u^{(k)}$ converges strongly in $L^3_{loc,t,x}$ (up to a subsequence) to a suitable weak Leray-Hopf solution $\bar{v}$ belonging to the energy space. By persistence of singularities [21, Proposition 2.2], $\bar{v}$ has a singularity at $(0, \bar{t})$. 
Third step: \( \tilde{v} \in L^\infty L^3 \). Since \( \tilde{v} \in L^\infty (0, \infty; L^2 (\mathbb{R}^3)) \) and \( \nabla \tilde{v} \in L^2 (0, \infty; L^2 (\mathbb{R}^3)) \), we have \( \tilde{v} \in L^4 (0, \infty; L^3 (\mathbb{R}^3)) \). Hence \( \tilde{v} (\cdot, t) \in L^3 (\mathbb{R}^3) \) for almost every \( t \in (0, \infty) \). Now for any fixed \( \delta \in (0, \frac{1}{2}) \), \( 0 < \delta(k) \leq \delta \) for \( k \) large enough, and hence we can interpolate the \( L^\infty (0, \infty; L^{3- \delta (k)} (\mathbb{R}^3)) \) norm between the \( L^\infty (0, \infty; L^2 (\mathbb{R}^3)) \) and \( L^\infty (0, \infty; L^{3- \delta (k)} (\mathbb{R}^3)) \) norms. This yields

\[
\| u^{(k)} \|_{L^\infty (0, \infty; L^{3- \delta (k)} (\mathbb{R}^3))} \leq E \frac{3 \delta (k) - \delta}{3 \delta (k) - 2 \delta} \leq \max (E, M).
\]

Now by Fatou’s lemma, for almost every \( t \in (0, \infty) \),

\[
\int_{\mathbb{R}^3} |\tilde{v} (x, t)|^3 \, dx \leq \liminf_{\delta \to 0} \int_{\mathbb{R}^3} |\tilde{v} (x, t)|^{3- \delta} \, dx \leq \max (E, M).
\]

Hence, \( \tilde{v} \in L^\infty (0, \infty; L^3 (\mathbb{R}^3)) \). From [15], this implies that \( \tilde{v} \) is smooth in \( \mathbb{R}^3 \times (0, \infty) \), which contradicts the fact that \( \tilde{v} \) has a singularity (see the second step above).

2. Quantitative proof of regularity under boundedness of mild supercritical quantities

The proof of Theorem 1 relies on three main steps:

(Step 1) quantitative control of the critical \( L^5_{L^t,x} \) norm, see Proposition 3 below;
(Step 2) \( L^p \) energy estimates for critically bounded solutions to the Navier-Stokes equations, see Proposition 4 below;
(Step 3) transfer of subcritical information from the initial data to large time via slicing in time.

Step 1: quantitative control of the critical \( L^5_{L^t,x} \) norm.

**Proposition 3.** For \( M \) and \( \bar{E} \) sufficiently large (see Footnote 1), there exists \( C (M) \in (0, \infty) \) such that the following holds. Let \( T \in (0, \infty) \). Let \( u \) be a suitable weak Leray-Hopf to the Navier-Stokes equations (1) on \( \mathbb{R}^3 \times (0, T) \) with initial data \( u_0 \in L^2 (\mathbb{R}^3) \cap L^4 (\mathbb{R}^3) \). Assume that

\[
\| u_0 \|_{L^2}, \| u_0 \|_{L^4} \leq M,
\]

and that

\[
\| u \|_{L^\infty (0, T; L^5 (\mathbb{R}^3))} \leq \bar{E}.
\]

Then, we have the following quantitative estimate

\[
\| u \|_{L^5 (0, T; L^5 (\mathbb{R}^3))} \leq C (M) \exp \exp (C_{\text{univ}} \bar{E}^c).
\]

Here, \( c \in [1, \infty) \) is a universal constant and \( C (M) \) can be taken to be \( C_{\text{univ}} (\log (M))^{\frac{1}{8}} \).

The point in this proposition is that we control quantitatively the critical \( L^5_{L^t,x} \) norm. This enables, see (Step 3) below, to slice the time interval into disjoint epochs where the \( L^5_{L^t,x} \) norm is small. Moreover, we remark that the constant in (6) is independent of time. Notice that by [15] a suitable weak Leray-Hopf solution to (1) for which

\[
\| u \|_{L^\infty (0, T; L^5 (\mathbb{R}^3))} < \infty
\]

is a classical solution on \( \mathbb{R}^3 \times (0, T) \). Hence the quantitative regularity result of Tao [26] can be used off-the-shelf.
Proof of Proposition 3. We combine: (i) short-time estimates coming for the mild solution theory [16], with (ii) eventual regularity for suitable weak Leray-Hopf solutions in three dimensions [6, Theorem 1.2] and (iii) quantitative regularity estimates away from initial time. First, since the initial data \( u_0 \in L^4(\mathbb{R}^3) \), there exists a universal constant

\[
\|u\|_{L^{5}(0,c_{4}|u_0|^{\delta};L^{5}(\mathbb{R}^{3}))} \leq c_{4}^{1/8}\|u_0\|_{L^{2}}^{1/2}\|u\|_{L^{5}(0,c_{4}|u_0|^{\delta};L^{5}(\mathbb{R}^{3}))}^{5/8} 
\]

(7)

Second, by eventual regularity for suitable weak Leray-Hopf solutions [6, Theorem 1.2] we have

\[
\|u\|_{L^\infty(\mathbb{R}^{3};L^{\infty}(\mathbb{R}^{3}))} \leq C_{univ}M^{-2}.
\]

Moreover, interpolating (8) with

\[
\|u\|_{L^{\frac{10}{5}}(\mathbb{R}^{3}\times(0,T))} \leq C_{univ}\|u_0\|_{L^{2}},
\]

coming from the finiteness of the global energy, we obtain

\[
\|u\|_{L^{p}(\mathbb{R}^{3}\times(\mathbb{R}^{3};L^{\infty}(\mathbb{R}^{3}))} \leq (C_{univ}\|u_0\|_{L^{2}})^{\frac{1}{2}}(C_{univ}M^{-2})^{\frac{1}{2}} \leq C_{univ}.
\]

(9)

Third, we consider the case of intermediate times \( S \in (c_{4}\|u_0\|_{L^{4}}^{8},C_{univ}M^{4}) \). By the quantitative regularity from [26, Theorem 1.2] under the boundedness of the critical \( L^{\infty}(0,S;L^{3}(\mathbb{R}^{3})) \) norm, we obtain for all \( t \in (0,S) \),

\[
\|u\(\cdot,t\)\|_{L^{\infty}(\mathbb{R}^{3})} \leq t^{-\frac{1}{2}}\exp\exp\left(C_{univ}\hat{E}_{c}\right)
\]

(10)

where \( c \in (0,\infty) \) is a universal constant. Interpolating with \( \|u(\cdot,t)\|_{L^{3}(\mathbb{R}^{3})} \) yields that, for \( \|u\|_{L^{\infty}(0,s;L^{3}(\mathbb{R}^{3}))} \) sufficiently large, we have

\[
\|u(\cdot,t)\|_{L^{2}(\mathbb{R}^{3})} \leq t^{-\frac{1}{2}}\exp\exp\left(C_{univ}\hat{E}_{c}\right)
\]

(11)

Thus integrating over \( (c_{4}\|u_0\|_{L^{4}}^{8},S) \) and using that \( S \leq C_{univ}M^{4} \) gives

\[
\|u\|_{L^{2}(\mathbb{R}^{3};L^{5}(\mathbb{R}^{3}))} \leq C_{univ}\log(M)\exp\exp\left(C_{univ}\hat{E}_{c}\right)
\]

(12)

Finally, combining the short-time estimate (7) with the large-time estimate (9) and the intermediate-time estimate (12) yields the desired conclusion. \( \square \)

Step 2: \( L^{p} \) energy estimates for critically bounded solutions. For \( t_{1} \in \mathbb{R}, S \in (0,\infty) \) and \( p \in [3,\infty) \), we define the \( L^{p} \) energy as follows

\[
\mathcal{E}_{p,t_{1}}(S) := \sup_{t_{1} \leq s \leq t_{1} + S} \int_{\mathbb{R}^{3}} |u|^{p}(x,s) \, dx + p \int_{t_{1}}^{t_{1} + S} \int_{\mathbb{R}^{3}} |\nabla u|^{2} |u|^{p-2} \, dx \, ds + \frac{4(p-2)}{p} \int_{t_{1}}^{t_{1} + S} \int_{\mathbb{R}^{3}} |\nabla |u|^{2}| \, dx \, ds.
\]

The following proposition provides estimates for this \( L^{p} \) energy independently of \( T \) under the assumption that \( u \) is critically bounded and sufficiently smooth.

Proposition 4. Let \( t_{1} \in \mathbb{R}, S \in (0,\infty) \) and \( p \in [4,\infty) \). There exists \( C_{p} \in (0,\infty) \) such that the following holds. Let \( u \) be a smooth bounded weak Leray-Hopf to the Navier-Stokes equations (1) on \( \mathbb{R}^{3} \times [t_{1},t_{1} + S] \) with initial data \( u(\cdot,t_{1}) \in L^{2}(\mathbb{R}^{3}) \cap L^{p}(\mathbb{R}^{3}) \). Then, we have the following quantitative estimate

\[
\mathcal{E}_{p,t_{1}}(S) \leq \|u(\cdot,t_{1})\|_{L^{p}(\mathbb{R}^{3})}^{p} + C_{p}\|u\|_{L^{5}(\mathbb{R}^{3};\times(t_{1},t_{1}+S))}^{p}\mathcal{E}_{p,t_{1}}(S),
\]

(14)
where $\mathcal{E}_{p,t_1}(S)$ is defined by (13). Moreover, $C_p \lesssim p^{\frac{3}{2}}$.

This proposition will be used in the case $p = 4$. We remark that if the critical $L^5(\mathbb{R}^3 \times (t_1, t_1 + T))$ is small enough, the $L^4$ estimate (14) provides a control of $\mathcal{E}_{4,t_1}(T)$. This is the key idea behind the slicing argument in (Step 3) below.

**Proof of Proposition 4.** We prove this result for the sake of completeness. The result may be well known, but we are not aware of an $L^p$ energy estimate in the form of (14); for a related estimate see for instance [4, Theorem 0.1] and [15, p. 45]. Let us fix $p \geq 4$. Estimate (14) follows from testing the Navier-Stokes system (1) with $\|u\|^{p-2}$. This yields the following $L^p$ energy balance

\begin{equation}
\frac{1}{p} \int_{\mathbb{R}^3} |u(x, t)|^p \, dx + \int_{t_1}^t \int_{\mathbb{R}^3} |\nabla u|^2 |u|^{p-2} \, dx + \frac{4(p-2)}{p^2} \int_{t_1}^t \int_{\mathbb{R}^3} |\nabla |u|^2| \, dx \nonumber
\end{equation}

for all $t \in [t_1, t_1 + S]$. First,

$$I_{\text{press}} = (p - 2) \int_{t_1}^S \int_{\mathbb{R}^3} R_i R_j (u_i u_j) |u|^{p-4} u_k u_l \partial_k u_l \, dx,$$

where $R = (R_\alpha)_{\alpha = 1, \ldots, 3}$ is the Riesz transform. Here, we also utilized the Einstein summation convention. Using now Hölder’s inequality and Calderón-Zygmund’s theorem, we get the following estimate

$$|I_{\text{press}}| \leq C(p - 2) \|u\|_{L_\infty^p(\mathbb{R}^3 \times (t_1, t))}^2 \lesssim \left( \int_{t_1}^t \int_{\mathbb{R}^3} |\nabla u|^2 |u|^{p-2} \, dxds \right)^{\frac{1}{2}} \left( \int_{t_1}^t \int_{\mathbb{R}^3} |\nabla u|^2 |u|^{p-2} \, dxds \right)^{\frac{1}{2}} \lesssim C(p - 2) \|u\|_{L^5(\mathbb{R} \times (t_1, t_1, t))} \|u\|_{L^{\frac{10}{3}}(\mathbb{R}^3 \times (t_1, t))} \left( \int_{t_1}^t \int_{\mathbb{R}^3} |\nabla u|^2 |u|^{p-2} \, dxds \right)^{\frac{1}{2}},$$

where $C \in (0, \infty)$ is a universal constant. Notice that $C$ a priori depends on $p$ but can be chosen uniformly in $p \in [4, \infty)$. Indeed, it depends on the constant from Calderón-Zygmund’s theorem for the $L^{\frac{10}{3}}$ boundedness of the Riesz transforms, and $\frac{5p}{p+3} \to 5$ as $p \to \infty$. Second, by Hölder’s inequality

$$|I_{\text{nl}}| \leq \|u\|_{L^5(\mathbb{R}^3 \times (t_1, t_1, t))} \|u\|_{L^{\frac{10}{3}}(\mathbb{R}^3 \times (t_1, t))} \left( \int_{t_1}^t \int_{\mathbb{R}^3} |\nabla u|^2 |u|^{p-2} \, dxds \right)^{\frac{1}{2}}.$$ 

This implies (14) by noticing that $\mathcal{E}_{p,t_1}(S)$ controls $\|u\|_{L^{\frac{10}{3}}(\mathbb{R}^3 \times (t_1, t))}$.
Step 3: transfer of subcritical information via slicing. Let \( M, E \in [1, \infty) \) be sufficiently large. Our goal is to prove that there exists \( \delta(M, E) \in (0, \frac{1}{2}) \) and \( K(M, E) \in [1, \infty) \) such that for all \( u_0 \in L^2(\mathbb{R}^3) \cap L^4(\mathbb{R}^3) \) and any suitable weak Leray-Hopf solution associated to the initial data \( u_0 \), if
\[
\|u_0\|_{L^2}, \|u_0\|_{L^4} \leq M,
\]
and
\[
\|u\|_{L^\infty(0,\infty;L^{3-\delta(M,E)}(\mathbb{R}^3))} \leq E,
\]
then
\[
u \in L^\infty(0,T;L^4(\mathbb{R}^3)) \Rightarrow \|u\|_{L^\infty(0,T;L^4(\mathbb{R}^3))} \leq K(M,E).
\]
This then obviously implies the result stated in Theorem 1. The crucial point is that \( K(M, E) \) is uniform in time. From the theory of mild solutions of the Navier-Stokes equations with subcritical initial data [16], we have
\[
\|u\|_{L^\infty(0,c_4\|u_0\|^{-\frac{8}{3},L^4(\mathbb{R}^3))}} \leq 2\|u_0\|_{L^4} \leq 2M.
\]
Hence it is sufficient to show that
\[
u \in L^\infty(0,T;L^4(\mathbb{R}^3)) \Rightarrow \|u\|_{L^\infty(c_4\|u_0\|^{-\frac{8}{3},T;L^4(\mathbb{R}^3))}} \leq K(M,E).
\]
Note that \( u \) is bounded and smooth on \( \mathbb{R}^3 \times [c_4\|u_0\|^{-\frac{8}{3}}, T] \), hence all subsequent estimates can be justified rigorously.

The only a priori globally controlled quantity is a supercritical \( L^\infty L^3 \) norm. We are not aware of any regularity mechanism enabling to brake the critically barrier based on the sole knowledge of such a supercritical bound. Therefore, the idea, following Bulut [7] is to transfer the subcritical information coming from the initial data \( u_0 \in L^4(\mathbb{R}^3) \) to arbitrarily large times by using three ingredients:

1. the control of the critical \( L^\infty L^3 \) norm via interpolation between the supercritical norm \( L^\infty L^{3-\delta(M,E)} \) and the subcritical \( L^\infty L^4 \) norm;
2. the control of the critical \( L^3 \) norm from Proposition 3, which enables the slicing of the interval \( (0,T) \) into a \( T \)-independent number of disjoint epochs \( I_j = (t_j, t_j + S_j) \);
3. the \( L^4 \) energy estimate of Proposition 4 which enables the transfer the subcritical information from time \( t_j \) to \( t_{j+1} \) and eventually to \( T \).

Let us carry out this three-step analysis, keeping the parameters \( \delta := \delta(M, E) \in (0, \frac{1}{2}) \) and \( K := K(M, E) \in [1, \infty) \) free for the moment. These two parameters will be fixed at the end of the argument, see (23) and (24). First by interpolation we obtain the following control
\[
\|u\|_{L^\infty(0,T;L^3(\mathbb{R}^3))} \leq \|u\|_{L^\infty(0,T;L^{3-\delta(\mathbb{R}^3))}} \|u\|_{L^\infty(0,T;L^4(\mathbb{R}^3))} \leq E^{\frac{3-\delta}{3+\delta}} K^{\frac{4}{3+\delta}}.
\]
Second, by the quantitative estimate (6) and the interpolation inequality (17), we have
\[
\|u\|_{L^\infty(0,T;L^5(\mathbb{R}^3))} \leq C(M) \exp \exp \left( C_{univ} \left( E^{\frac{3-\delta}{3+\delta}} K^{\frac{4}{3+\delta}} \right) \right).
\]
We take \( \varepsilon := \frac{1}{2c_4} \), where \( C_4 \) is the constant appearing in (14) for \( p = 4 \). We slice the interval \( (c_4\|u_0\|^{-\frac{8}{3}}, T) \) into \( m + 1 \) disjoint successive intervals \( I_j \) such that
\[
(c_4\|u_0\|^{-\frac{8}{3}}, T) = \bigcup_{j \in \{1, \ldots, m+1\}} I_j, \quad I_j \cap I_k = \emptyset, \quad I_j = (t_j, t_{j+1}) = (t_j, t_j + S_j),
\]
where equality is up to a set of measure zero, and

\[ \|u\|_{L^5(I_j; L^5(\mathbb{R}^3))} = \varepsilon \quad \text{for all } 1 \leq j \leq m \quad \text{and} \quad \|u\|_{L^5(\mathbb{R}^3; L^5(\mathbb{R}^3))} \leq \varepsilon. \]

Notice that \( t_1 = c_4 \|u_0\|_{L^8}^2 \) and \( t_{m+2} = T \). We now remark that (18) provides an upper bound for the number of subintervals in the decomposition of \((0, T)\). Indeed, we have

\[ \varepsilon^5 m \leq \sum_{j=1}^m \|u\|_{L^5(0, T; L^5(\mathbb{R}^3))}^5 = \|u\|_{L^5(0, T; L^5(\mathbb{R}^3))} \leq C(M) \exp \exp \left( \left( E \frac{3-\delta}{3+\delta} K \frac{4\delta}{3+3\delta} \right)^c \right). \]

Hence,

\[ m \leq \frac{C(M)}{\varepsilon^5} \exp \exp \left( \left( E \frac{3-\delta}{3+\delta} K \frac{4\delta}{3+3\delta} \right)^c \right). \]

Finally, we estimate the growth of the \( L^\infty_t L^4_x \) norm by iterating the \( L^4 \) energy estimate (14) on the time intervals \( I_j \). This yields

\[ E_{4, t_1}(S_1) \leq \|u(\cdot, t_1)\|_{L^4(\mathbb{R}^3)}^4 + C_4 \|u\|_{L^8(\mathbb{R}^3 \times I_1)} E_{4, t_1}(S_1) \leq \|u(\cdot, t_1)\|_{L^4(\mathbb{R}^3)}^4 + C_4 \varepsilon E_{4, t_1}(S_1). \]

Hence, by the definition of \( \varepsilon \) above, we can swallow the second term in the right hand side and get

\[ E_{4, t_1}(S_1) \leq 2\|u(\cdot, t_1)\|_{L^4(\mathbb{R}^3)}^4 \leq 32M^4. \]

Similarly, for all \( 1 \leq j \leq m+1 \),

\[ E_{4, t_j}(S_j) \leq 2\|u(\cdot, t_j)\|_{L^4(\mathbb{R}^3)}^4. \]

Iterating the above gives that for all \( 1 \leq j \leq m+1 \)

\[ E_{4, t_j}(S_j) \leq 2^j \|u(\cdot, t_j)\|_{L^4(\mathbb{R}^3)}^4 \leq 64M^4 2^m. \]

Therefore,

\[ \|u\|_{L^4(\mathbb{R}^3)}^4 = \max_{1 \leq j \leq m+1} \{ \|u\|_{L^4(\mathbb{R}^3)}^4 \} \leq 64M^4 2^m. \]

Finally, we combine this last estimate with the estimate (21) for \( m \). We get

\[ \|u\|_{L^\infty(\mathbb{R}^3)}^4 \leq 64M^4 \exp \left( \frac{2C(M) \log 2}{\varepsilon^5} \exp \exp \exp \left( C_{univ} E^c K \frac{4\delta}{3+3\delta} \right) \right), \]

where we used \( \frac{3-\delta}{3+\delta} \leq 1 \) for all \( \delta \in (0, \frac{1}{2}] \). For \( M \) and \( E \) sufficiently large, we choose now

\[ K(M, E) := 3M \exp \left( 2^4 (\log 2)^{c_4} C_4^3 C(M) \exp \exp \exp \left( eC_{univ} E^c \right) \right) \in [1, \infty) \]

and

\[ \delta(M, E) := \min \left( 4c_3 \log (K(M, E)) - 3, \frac{1}{2} \right) \in (0, \frac{1}{2}]. \]

Notice that \( \delta \) depends on \( M \) and \( E \) because \( K \) does. With these choices, we have on the one hand,

\[ E^c(K(M, E)) \frac{4e^c(M, E)}{3+3\delta+3\delta} \leq eE^c \]

and on the other hand

\[ 64M^4 \exp \left( \frac{2C(M) \log 2}{\varepsilon^5} \exp \exp \exp \left( e^c E^c K \frac{4\delta}{3+3\delta} \right) \right) \leq K(M, E)^4. \]

This concludes the proof of Theorem 1. \( \square \)
Let us make some remarks on Theorem 1 and its proof, which will be particularly instructive for proving Theorem 2.

**Remark 5.** From the above proof of Theorem 1, it is clear that if the hypothesis (4) applies on \( \mathbb{R}^3 \times (0, S) \) \( (0 < S < \infty) \) instead of \( \mathbb{R}^3 \times (0, \infty) \), then the following holds true. Namely, \( u \in L^\infty(0, S; L^4(\mathbb{R}^3)) \) and hence \( u \) is smooth on \( \mathbb{R}^3 \times (0, S] \). Furthermore, notice that in view of the quantitative bound (16), suitability of \( u \) is not required all the way up to time \( S \).

**Remark 6.** It is also clear from the above proof that replacing the hypothesis (4) by
\[
\|u\|_{L^\infty(0, \infty; L^{3-\delta}(\mathbb{R}^3))} \leq E
\]
with \( 0 < \delta \leq \delta(M, E) \) gives the same conclusion as in Theorem 1.

Consequently, if \( M \) is sufficiently large and \( E \geq M \), we see that the conclusion of Theorem 1 holds if the hypothesis (4) is replaced by (25) with
\[
0 < \delta \leq \frac{1}{\exp \exp \exp(E^{2c})}.
\]

### 3. Blow-up of slightly supercritical Orlicz norms

Let us first take \( M \) sufficiently large as in the hypothesis of Theorem 1 and Remark 6. We also choose this \( M \) such that
\[
\|u_0\|_{L^2}, \|u_0\|_{L^4} \leq M.
\]
To prove Theorem 2, it is sufficient to show that for \( S \in (0, \infty) \), the assumption that \( u \) is smooth on \( \mathbb{R}^3 \times (0, S) \) with
\[
\sup_{0 < t < S} \int_{\mathbb{R}^3} \frac{|u(x, t)|^3}{(\log \log (\log(e^{3e^e} + |u(x, t)|)^{\frac{1}{\delta}}))^{\theta}} \ dx \leq L < \infty
\]
and \( L \geq 1 \) implies that \( u \) is smooth on \( \mathbb{R}^3 \times (0, S] \).

**Step 1: Estimating the \( L^3_{x-\mu} \) norm of \( u \).** Let \( \mu \in (0, 1) \) and \( \lambda \in (1, \infty) \) be fixed parameters that will be determined below, see (41) and (45). Note also that \( \theta \in (0, 1) \) is a universal constant that will be determined, see (40). For each fixed \( t \in (0, S) \), we write
\[
u(x, t) = u_{>\lambda}(x, t) + u_{\leq \lambda}(x, t), \quad \text{where } u_{>\lambda}(x, t) := u(x, t)\chi_{\{x \in \mathbb{R}^3 : |u(x, t)| > \lambda\}}.
\]

Our aim is to use (28) to estimate the \( L^3_{x-\mu} \) norm of \( u_{>\lambda}(\cdot, t) \) and \( u_{\leq \lambda}(\cdot, t) \) respectively. First, let us do this for \( u_{>\lambda}(\cdot, t) \).

For each fixed \( t \in (0, S) \) we perform the following splitting
\[
\int_{\mathbb{R}^3} \frac{|u(x, t)|^3}{(\log \log (\log(e^{3e^e} + |u(x, t)|)^{\frac{1}{\delta}}))^{\theta}} \ dx = I_{>\lambda}(t) + I_{\leq \lambda}(t).
\]
Here,
\[
I_{>\lambda}(t) := \int_{\{x \in \mathbb{R}^3 : |u(x, t)| > \lambda\}} \frac{|u(x, t)|^3}{(\log \log (\log(e^{3e^e} + |u(x, t)|)^{\frac{1}{\delta}}))^{\theta}} \ dx.
\]

There exists a large constant \( C(\theta) \) such that if
\[
\lambda \geq \max(C(\theta), 2)
\]
we have
\[
\log(y) \geq \left( \log \log (\log(e^{3e^e} + y)^{\frac{1}{\delta}}) \right)^{\theta} \quad \forall y \in [\lambda, \infty).
\]
Thus, if (32) holds we have
\begin{equation}
\int_{\{x \in \mathbb{R}^3 : |u(x,t)| > \lambda\}} |u(x,t)|^{3-\mu} \frac{|u(x,t)|^{\mu}}{\log(|u(x,t)|)} dx \leq I_{\lambda}(t) \leq L.
\end{equation}

Let
\[ f(y) := \frac{y^\mu}{\log(y)}. \]

Clearly
\[ f'(y) \geq 0 \text{ for } y \geq \max(2, e^{\frac{1}{\mu}}). \]

Using this, together with (33), we see that if
\begin{equation}
\lambda \geq \max(C(\theta), 2, e^{\frac{1}{\mu}})
\end{equation}

we have
\begin{equation}
\int_{\{x \in \mathbb{R}^3 : |u(x,t)| > \lambda\}} |u(x,t)|^{3-\mu} dx \leq \frac{\log(\lambda)}{\lambda^\mu} L.
\end{equation}

Next, let us estimate the $L^{3-\mu}_x$ norm of $u \leq \lambda(\cdot, t)$. Clearly;
\begin{equation}
\int_{\{x \in \mathbb{R}^3 : |u(x,t)| \leq \lambda\}} |u(x,t)|^3 dx
\end{equation}

\[ = \int_{\{x \in \mathbb{R}^3 : |u(x,t)| \leq \lambda\}} |u(x,t)|^3 \left( \log \log \left( \left( \log(\log(e^{3\lambda} + |u(x,t)|) \right) \right)^{\frac{1}{\theta}} \right)^{\theta} dx \]

\[ \leq L \left( \log \log \left( \left( \log(\log(e^{3\lambda} + \lambda) \right) \right)^{\frac{1}{\theta}} \right)^{\theta}. \]

Now, since $u$ is a weak Leray-Hopf solution with initial data $\|u_0\|_{L^2(\mathbb{R}^3)} \leq M$, we have
\begin{equation}
\int_{\{x \in \mathbb{R}^3 : |u(x,t)| \leq \lambda\}} |u(x,t)|^2 dx \leq M^2.
\end{equation}

From the interpolation of Lebesgue spaces we have
\[ \|u \leq \lambda(\cdot, t)\|^{3-\mu}_{L^{3-\mu}(\mathbb{R}^3)} \leq \left( \|u \leq \lambda(\cdot, t)\|^{2}_{L^2(\mathbb{R}^3)} \right)^{\mu} \left( \|u \leq \lambda(\cdot, t)\|_{L^2(\mathbb{R}^3)}^{3} \right)^{1-\mu}. \]

Using this, together with (36)-(37), gives
\begin{equation}
\int_{\{x \in \mathbb{R}^3 : |u(x,t)| \leq \lambda\}} |u(x,t)|^{3-\mu} dx \leq M^{2\mu} \left( L \left( \log \log \left( \left( \log(\log(e^{3\lambda} + \lambda) \right) \right)^{\frac{1}{\theta}} \right)^{\theta} \right)^{1-\mu}.
\end{equation}

By using (35), (38) and noting that $M, L \geq 1$ and $\mu \in (0, 1)$, we obtain the following. Namely, when $\lambda$ satisfies (34) we have that for all $t \in (0, S)$
\begin{equation}
\|u(\cdot, t)\|_{L^{3-\mu}(\mathbb{R}^3)} \leq \max \left( \left( \frac{\log(\log(L)}{\lambda^\mu} \right)^{\frac{1}{\theta}}, \left( \frac{\log(\log(L)}{\lambda^\mu} \right)^{\frac{1}{\theta}} \right) + ML^{\frac{1}{\theta}} \left( \log \log \left( \left( \log(\log(e^{3\lambda} + \lambda) \right) \right)^{\frac{1}{\theta}} \right)^{\theta}.
\end{equation}

Note that since $L \geq 1$, this bound is larger than $M$.

**Step 2: choosing $(\mu, \lambda, \theta)$ and applying Theorem 1.** Define
\begin{equation}
\theta := \frac{1}{2e} \in (0, 1),
\end{equation}

Thus, if (32) holds we have
\begin{equation}
(33)
\end{equation}
where \( c \in (1, \infty) \) is the universal constant appearing in Proposition 3, equation (6). Next define

\[
\mu := \frac{1}{(\log(\lambda))^{\frac{1}{2}}},
\]

where \( \lambda \geq 2 \) is to be determined. For \( \lambda \geq e \) it is clear that \( \lambda \geq e^\mu \). Furthermore,

\[
\lim_{\lambda \to \infty} \left( \frac{\log(\lambda)}{\lambda^\mu} \right) = 0.
\]

Hence, there exists a \( \lambda_0(M, L) \) such that for all \( \lambda \geq \lambda_0(M, L) \) we have

\[
\left( \log(e^{e^{3(e^e)}} \lambda) \right)^{\frac{1}{2}} \leq \left( \log(\lambda) \right)^{\frac{1}{2}}
\]

and

\[
\max \left( \left( \frac{\log(\lambda)L}{\lambda^\mu} \right)^{\frac{1}{2}}, \left( \frac{\log(\lambda)L}{\lambda^\mu} \right)^{\frac{3}{4}} \right) + ML^{\frac{1}{4}} \left( \log \log \log \left( \left( \log(e^{e^{3(e^e)}} \lambda) \right)^{\frac{1}{2}} \right) \right)^{\frac{1}{6}} \leq E.
\]

Here,

\[
E := \left( \log \log \log \left( \left( \log(e^{e^{3(e^e)}} \lambda) \right)^{\frac{1}{2}} \right) \right)^{\frac{1}{2}} \mu.
\]

Now we choose any

\[
\lambda \geq \max \left( C(\theta), e, \lambda_0(M, L) \right),
\]

with \( C(\theta) \) being as in (34). With this choice of \( \lambda \), we see that the conclusion (39) holds. Hence, we obtain from (43) that

\[
\| u \|_{L^\infty(0, S; L^3)} \leq E \text{ with } E \geq M.
\]

From (42), we clearly have

\[
0 < \mu \leq \frac{1}{\exp \exp \exp(E^{2c})}.
\]

Taking \( \hat{\delta} := \mu \) and observing Remark 5 and Remark 6, we see that we can apply Theorem 1 to obtain that \( u \) is smooth on \( \mathbb{R}^3 \times [0, S] \). This concludes the proof. \( \square \)

4. Final Discussion: the Case of Type I Bounds

At first sight one might wonder if Theorem 1 could be used to resolve the following longstanding open problem. Namely, whether a suitable weak Leray-Hopf solution, with initial data \( u_0 \), satisfying the conditions

\[
\| u_0 \|_{L^2}, \| u_0 \|_{L^4} \leq M
\]

and

\[
\| u \|_{L^\infty(0, \infty; L^3)} \leq M
\]

(for arbitrarily large \( M \)) is smooth on \( \mathbb{R}^3 \times (0, \infty) \). In the literature (49) is sometimes known as a ‘Type I bound’.

Unfortunately, it seems that Theorem 1 cannot be used to resolve this open problem. Indeed, using interpolation of Lorentz spaces [19, Lemma 2.2] we see that for \( \delta \in (0, \frac{1}{2}] \) and

\[
\theta = \frac{6}{3 - \delta} - 2
\]
we have the following:

\[
\|u(\cdot, t)\|_{L^{3-\delta} - \delta} \leq \left( \frac{3 - \delta}{1 - \delta} + \frac{3 - \delta}{\delta} \right) \|u(\cdot, t)\|_{L^2, \infty}^{\theta} \|u(\cdot, t)\|_{L^3, \infty}^{1-\theta} \leq \frac{6M}{\delta}.
\]

Hence,

\[
\|u\|_{L^\infty(0, \infty; L^{3-\delta}(\mathbb{R}^3))} \leq E(M, \delta) := \frac{6M}{\delta}.
\]

For \(E\) defined in this way, the requirement (24) (coming from the proof of Theorem 1) becomes an equation for \(\delta\) for which there is no solution when \(M\) is large. Hence (24) cannot be satisfied.
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