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Majorana zero modes (MZMs) promise a platform for topologically protected fermionic quantum computation. However, creating multiple MZMs and generating (directly or via measurements) the requisite transformations (e.g., braids) pose significant challenges. We introduce fermion-parity-based computation (FPBC): a measurement-based scheme, modeled on Pauli-based computation, that uses efficient classical processing to virtually increase the number of available MZMs and which, given magic state inputs, operates without transformations. FPBC requires all MZM parities to be measurable, but this conflicts with constraints in proposed MZM hardware. We thus introduce a design in which all parities are directly measurable and which is hence well suited for FPBC. While developing FPBC, we identify the “logical braid group” as the fermionic analog of the Clifford group.

Pauli-based computation (PBC) is an intriguing measurement-based alternative to the circuit model of quantum computing \cite{1}. By performing only a minimal number of adaptive Pauli measurements on “magic state” inputs, PBC allows one to virtually expand the number of qubits in a quantum computer and forgo the need to perform Clifford gates \cite{2}, at the cost of efficient classical processing. While PBC is formulated for qubits, quantum computing can also use fermionic modes \cite{3}. Fermionic quantum computing is better suited to certain tasks, a notable example being many-electron, including quantum chemistry, simulations \cite{3,4}. For the fermionic hardware, Majorana zero modes (MZMs) are a promising option, as they offer topological protection of quantum information \cite{4,9}.

In this work, we formulate fermion-parity-based computation (FPBC), a fermionic counterpart of PBC, and propose a MZM hardware design well-suited to its implementation. En route, we identify the “logical braid group” as the group of all Clifford-like fermionic gates. For MZM computing, FPBC does not just mean fewer MZMs: it is a new computational model, distinct from the circuit model of previous measurement-based approaches \cite{9,13}, that eliminates the need to generate braiding and other Clifford-like transformations \cite{8,15}, and thus avoids the associated overheads \cite{13,16,17}.

A key requirement for FPBC is to be able to measure potentially complicated strings of MZMs. We find that configuration constraints present obstacles to this in existing MZM designs. Our design, based on top-transmon ingredients \cite{13,21}, is free of such constraints. Furthermore, unlike circuit-based computing in existing designs \cite{1,9,13,21}, FPBC with our design uses no ancilla MZMs. The only remaining limitation is locality, as we shall explain.

Fermionic Quantum Computing and Logical Braids: Consider \(2n\) Majorana operators \(\gamma_j = \gamma_j^\dagger\) (\(j = 1, \ldots, 2n\)) with anti-commutator \([\gamma_j, \gamma_k] = 2\delta_{jk}\). These \(2n\) modes have total fermion parity \(\Gamma_{2n} = \prod_{j=1}^{2n} \gamma_j\). Let \(\text{Maj}(m)\) denote the group of Majorana strings generated by \(\gamma_1, \ldots, \gamma_m\) and the phase factor \(i\), and \(\text{Maj}(m)\) denote the subgroup of \(\text{Maj}(m)\) that commutes with \(\Gamma_{2n}\). We call the Hermitian elements of \(\text{Maj}(m)\) fermion parity operators; FPBC will be based on their adaptive measurements.

To develop FPBC, we first consider fermionic quantum computing in the circuit model, and then, analogously to PBC \cite{1,22}, show how FPBC can simulate it. We consider fermionic circuits based on the universal gate set \(\{W_{4,abcd} = \exp(i\frac{\pi}{4}\gamma_a\gamma_b\gamma_c\gamma_d), T_{2,ab} = \exp(x\gamma_a\gamma_b)\}\) \cite{3}. Note that non-commuting \(W_4\) operators can generate all possible gates of the form \(\prod_{k=2}^{n} W_{3k,12k} \prod_{k=2}^{n} T_{2,ak}\) (including braid operators \(W_{2,ab}\) \cite{23,29}). This is because \(W_{4,abcd}\) is a “logical braid” between \(\gamma_a\) and \(\gamma_b\gamma_c\gamma_d\), the latter being a “logical Majorana” relative to \(\gamma_a\) (i.e., a parity-odd, Hermitian Majorana string anti-commuting with \(\gamma_a\) \cite{26}), and hence can send \(W_{2k} \rightarrow W_{2k+2}\) under conjugation. Due to this observation we refer to the group generated by the \(W_4\) as the logical braid group and its elements, including all \(W_{2k}\), as logical braids. Under conjugation, \(W_4\) gates map between strings in \(\text{Maj}(2n)\) \cite{27}: they are Clifford-like. Indeed, logical braids are the only parity-preserving unitaries with this property \cite{28}.

A key insight for FPBC is that a \(T_2\) gate can be implemented via a “magic state gadget.” Here, we describe this procedure using a dense encoding \cite{7} of magic states, which is more suitable for our fermionic hardware (cf. below) and a more efficient use of quantum resources \cite{4}. To implement \(t\) \(T_2\) gates, assume we have a separate register \(R_t\) of \(2t + 2\) Majoranas with its own conserved parity \(\Gamma_{2t+2}\). Define two sets of operators in \(\text{Maj}(2t + 2)\): \(\{X_1, X_2, \ldots, X_t\}\) and \(\{s_j = \gamma_2j - \gamma_{2j+1}|j = 1, \ldots, t\}\); obeying \(\{s_j, X_j\} = 0\) (for all \(j\)) and \([s'_j, X_j] = [X'_{j'}, X_j] = [s_j, s'_j] = 0\) (\(j' \neq j\)). Then let register \(R_t\) be in the state \(|\psi(t)\rangle = T_{2,12}T_{2,14} \cdots T_{2,2t-12} |\psi^X\rangle\), where \(|\psi^X\rangle\) is the +1-eigenstate of all \(X_j\) operators. Thus, the register contains \(t\) magic states densely encoded into \(2t + 2\) Majoranas. The gate \(T_{2,ab} = \exp(i\frac{\pi}{4}\gamma_a\gamma_b)\) can then be applied to Majoranas \(a, b\) in a separate register \(R_n\), with its own conserved parity, using the procedure or “gadget”
Much work has been devoted to optimising its readout-island pair. Magic state gadgets in these examples, in Majorana transmon setups [4, 8, 21, 41] one has “readout islands” with a pair of MZMs on each, and those whose measurement state. We then commute $V(\lambda_i, \lambda_i)$ past all $M_{j>i}$. Again, it can then be deleted. (Henceforth we leave the resulting updates of $M_{j>i}$ implicit.) For the final $n$ measurements, if $M_i$ is replaced by its corresponding $V(\lambda_i, \lambda_i)$, we include the classically randomly generated value of $\lambda_i$ in $b$.

Finally, we are left with a sequence of mutually commuting $M_j = s_j^{(c)}$ and $\lambda_j = 1$, which completely specifies a basis of $\mathcal{R}_n$ (within a given parity sector). Hence, since $[M_1, M_j] = 0$ for all $j \leq 1$, we can restrict $M_1$ to $\mathcal{R}_t$ without changing its measurement distribution or post-measurement state. We can then restrict $M_2$ to $\mathcal{R}_t$, since $[M_2, M_j] = 0$ for all $j \leq 1$, and so on. Doing this for all $M_{j>0}$ and then discarding $M_{j<0}$, we thereby restrict the entire computation to $\mathcal{R}_t$. There are only $t$ independent commuting parities (besides $\Gamma_{2t+2}$) on $\mathcal{R}_t$. Using efficient classical computation [10], one computes the outcomes for those $M_j$ dependent on preceding $M_i$, and deletes them. The quantum part of the computation is thus reduced to the adaptive measurement of $p \leq t$ mutually commuting parities on $\mathcal{R}_t$. The remaining entries in $b$ (those not filled by the classically sampled $\lambda_i$) come from the outcomes of those $M_{j>t}$ that were not replaced by logical braids: via the process described above these outcomes are either measured explicitly or computed classically. Thus, assisted with $\text{poly}(n)$-time classical processing, we can sample from $C$’s output distribution using FPBC.

**FPBC Hardware:** To perform FPBC, one needs hardware such that the fermion parities $M_i$ on $\mathcal{R}_t$ are measurable. In existing MZM designs, one can measure only those $M_i$ that meet certain configuration constraints. For example, in Majorana transmon setups [4, 8, 21, 41] one has “readout islands” with a pair of MZMs on each, and only those $M_i$ are measurable that feature no MZM without its readout-island pair. Magic state gadgets in these
setups, however, require inter-island logical braids and/or measurements, which can generate FPBCs with unmeasurable $M_i$ \cite{28}. (Subsequent braids may bring $M_i$ to a measurable configuration; however in typical setups, and for large $t$, only for a vanishingly small proportion of $M_i$ does just a constant-in-$t$ number of such braids suffice \cite{28}.)

We introduce a design (sketched in Fig. 2) that is free of such configuration constraints. The core ingredients and the corresponding physical considerations are based on Refs. \cite{20} and \cite{21}. The MZMs appear at tri-junctions between Majorana bound states at the ends of spin-orbit nanowires on superconducting islands \cite{5} \cite{12} \cite{55}. The islands are connected via tunable Josephson junctions (JJs) to other islands and, for some islands, also to one of two superconducting plates, called the bus and phase ground. This entire system is enclosed within a transmission line resonator. As we next explain, this has a parity-dependent resonance frequency, which allows one to measure the $M_i$ via dispersive readout \cite{15} \cite{18} \cite{20} \cite{41} \cite{53} \cite{57}. [The similar parity dependence of the transmon groundstate can be used to implement (approximate) $T_2$ gates \cite{20} \cite{21} and hence to supply (noisy) magic states for distillation.]

A JJ between superconductors $a$ and $b$, with phases $\phi_a$ and $\phi_b$ of their superconducting order parameters respectively, contributes a term $E_{J,ab}(1 - \cos (\phi_a - \phi_b))$ to the Hamiltonian \cite{55}, for some energy $E_{J,ab}$ that can be controlled by fluxes or electrostatic gates \cite{21} \cite{69} \cite{60}. By tuning these control parameters, each JJ can thus be turned on or off, corresponding to Josephson energy $E_{J,ab}^{(on/\text{off})}$, where $E_{J,ab}^{(on)} \gg E_{J,ab}^{(off)}$. The $k$th island has charging energy scale $E_{C,k} = e^2/2C_k$ for total capacitance $C_k$ between island $k$ and all other superconductors to which it is connected. We take $E_{J,ab}^{(on/\text{off})}$ to be of the same order of magnitude for all $ab$ and similarly for $E_{C,k}$ across all $k$. In what follows, each island will be connected (directly or via a path of “on” JJs) to either the bus or phase ground; we call these bus-connected and ground-connected islands, respectively. We assume that the Josephson energy dominates for all islands, namely that $E_{J,ab}^{(\text{off})} \gg E_{C,k}$ for all $a, k$ with JJs connecting them. Given this, and that $E_{J,ab}^{(on)} / E_{C,k} \gg E_{J,ml}^{(off)} / E_{C,l}$ (for all $a, k, b, l$ with JJs), any bus-connected (ground-connected) island has superconducting phase pinned to that of the bus (phase ground) \cite{21}. Hence, we can view the entire system as having a single effective JJ between bus- and ground-connected subsystems. The corresponding Josephson and charging energies are $E_J$ and $E_C$, respectively, associated to sums of (“off”-state) Josephson energies and capacitances between the bus- and ground-connected subsystems. We will take $E_J \gg E_C$, i.e., work in the transmon regime \cite{13}.

The $j$th tri-junction has Hamiltonian \cite{14} \cite{15} \cite{21} \cite{61}

$$V_{M,j} = \frac{E_M}{2} \sum_{a,b,c=1}^{3} \epsilon_{abc} A_{j,a}(i \gamma_{j,b} \gamma_{j,c}) = iE_M |A_j| \gamma_{j,+} \gamma_{j,-}. \quad (2)$$

Here $\gamma_{j,1}, \gamma_{j,2},$ and $\gamma_{j,3}$ are the Majorana bound states at the ends of the nanowires at the $j$th tri-junction and $E_M$ is the overall tri-junction energy scale. The $A_{j,a}$ include phase-dependent cosines encoding the $4\pi$-periodic Josephson effect \cite{5} \cite{62} (cf. the flux-dependent couplings of Refs. \cite{15} and \cite{21}) and $|A_j|^2 = \sum_{a=1}^{3} A_{j,a}^2$. The coupling of the three Majorana bound states results in a MZM which we denote $\gamma_{j,0}$, and two more Majorana modes $\gamma_{j,+}$ and $\gamma_{j,-}$ encoding a nonzero-energy fermion \cite{28}.

We take $E_M \ll \hbar \omega_0$, where $\omega_0 \approx \sqrt{8E_J/E_C}/\hbar$ sets the transmon level spacing \cite{13}; the system is thus a top-transmon perturbed by the $V_{M,j}$ \cite{28}. For low-lying levels, $V_{M,j}$ can be taken at zero bus-ground phase difference \cite{21}. Without $V_{M,j}$, the effect of Majorana bound states is a contribution $(-1)^m \delta \varepsilon_m \mathcal{P}$ to the $m$th transmon energy level, where $\delta \varepsilon_m \propto \exp(-\sqrt{8E_J/E_C})$, and $\mathcal{P}$ is the joint fermion parity of Majorana bound states on bus-connected islands \cite{21} \cite{28}. In considering $V_{M,j}$, we work with $E_M \gg \delta \varepsilon_m$ and to first order in $\delta \varepsilon_m/E_M$. This allows one to project $\mathcal{P}$ to $Q = P_- P_{\text{transmon}}$, where $P_- = \prod_j P_{j,-} = (1 - i\gamma_{j,+} \gamma_{j,-})/2$.

Dispersive readout thus measures $Q$. The only fermion operators contributing to $Q$ are the $\gamma_{j,0}$, with $\gamma_{j,0}$ entering $Q$ if and only if there is an odd number of bus-connected islands around tri-junction $j$. With one bus-connected island at tri-junction $j$, only the $\gamma_{j,0}$ on that island features in $P$; then the projection gives $P_- \gamma_{j,0} P_{\text{transmon}} = A_{j,a} \gamma_{j,0}/|A_j| \prod_j P_{j,-}$ \cite{28}. For three bus-connected islands at tri-junction $j$, all three $\gamma_{j,a}$ feature in $P$; we have $P_- (i \gamma_{j,a} \gamma_{j,b} \gamma_{j,c}) P_{\text{transmon}} = P_- (i \gamma_{j,0} \gamma_{j,+} \gamma_{j,-}) P_{\text{transmon}} = -\gamma_{j,0}$. With two bus-connected islands, tri-junction
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tri-junctions around which one or two islands are bus-connected, and \( \alpha_j \) is set by the \( j \)th tri-junction’s bus-connected island configuration.

Arbitrary parity measurement: The preceding discussion hints that our design allows for the measurement of any MZM parity \( M \). We now explain this in detail. Since \( \gamma_{j,0} \) features in \( Q \) when an odd number of islands surrounding it are bus-connected, precisely those \( \gamma_{j,0} \) that are endpoints of a path of bus-connected islands feature in \( Q \) (see Fig. 3). We convert this observation into the following prescription: Let \( M \) feature those \( \gamma_{j,0} \) with \( j \) in some set \( S_M \). Index the labels \( j \in S_M \), with \( k_j = 1, \ldots, |S_M| \) such that \( k_{j'} < k_j \) if \( \gamma_{j,0} \) is to the right of or directly below \( \gamma_{j',0} \) (cf. Fig. 3F). Pair the \( \gamma_{j,0} \) with successive \( k_j \) (i.e., first with second, third with fourth, etc.) and, for each pair, draw the shortest clockwise path of islands between the two MZMs. We then connect all islands featuring in an odd (even) number of paths to the bus (phase ground).

The measurement configuration thus formed for \( M \) is realizable with the JJs indicated in Fig. 3. The shortest clockwise path between a MZM pair is one of five basic paths shown in Fig. 3A-E. A combination of these is realizable if there exists a path through “on” JJs from every bus-connected (ground-connected) island to the bus (phase ground), and only “off” JJs link bus-connected and ground-connected subsystems. In Fig. 3 we indicate how the JJs achieve this for each basic path. All pairs of basic paths are trivially realizable if we omit Path E, since then no bottom-row horizontal island is bus-connected, and bus-connected vertical islands are always adjacent to a bus-connected horizontal island. There are a further five pairs that include Path E (EI for I=1-A,...,E) which all can be checked to be realizable. Hence so too are all measurement configurations produced by the prescription. A 12-MZM example is shown in Fig. 3F.

We thus find that implementing FPBC with our design could reduce the resource cost of MZM-based quantum computation. The required number of MZMs is reduced, both since the computation is restricted to \( R_4 \) and since no ancilla MZMs are needed. We also reduce the total number of operations, by deleting all logical braids, and avoiding the overheads from braiding processes \[ 63 \].

However, there is a residual limitation of locality in our design; it cannot be used for arbitrarily large registers \( R_4 \). In ideal systems, this arises via the suppression of \( \omega_{\text{shift}} \) with the number \( L \) of islands in the system. Since \( E_J \) and \( E_C \) characterize the effective JJ between bus- and ground-connected subsystems, they scale as \( O(L) \) and \( O(L^{-1}) \), respectively, so we have \( \delta \varepsilon_m \sim \exp(-cL) \) with \( c \) a constant \[ 64 \]. \( \omega_{\text{shift}} \) is further suppressed by a factor \( A_{j,\alpha_j} / |A_j| \) for every tri-junction around which one or two islands are bus-connected. Hence, increasing the size of \( R_4 \) requires the ability to resolve increasingly small \( \omega_{\text{shift}} \). In realistic setups, larger and more complex systems may also incur more accidental features (e.g., material defects, accidental quantum dots). These may reduce coherence times and measurement fidelities \[ 65 \, 66 \], and pose challenges for calibrating parity measurements. However, one may be able to use techniques similar to those for mapping defect features and locations in transmon systems \[ 63 \, 64 \, 69 \, 70 \] to facilitate calibration, and reduce the number of defects with new materials techniques \[ 68 \, 71 \, 74 \]. Additionally, in larger setups, more JJs allow for more quasi-particle poisoning events, which are not inhibited by a strong charging energy as they are in other designs \[ 9 \]. However, these rates may still be small enough to be neglected on relevant timescales \[ 73 \, 76 \], and could be further reduced with quasi-particle traps \[ 77 \, 78 \].

Conclusion: We have introduced fermion-parity-based computation, a low-resource-cost, measurement-based model of quantum computing with Majoranas, and have...
explained how it is able to simulate any fermionic quantum circuit. We introduced a MZM hardware design that is free of constraints on measurable operators, beyond those of locality, and hence is well-suited to FPBC. We expect that a t-MZM FPBC, similarly to PBC [1], can be simulated by a (t − k)-MZM FPBC if supplemented by exp(k)-time classical processing; thus with FPBC one could minimize the quantum resources needed for fermionic computation. To overcome the locality constraint, future work could consider how multiple copies of our setup might be used to measure larger fermion parities. We expect one could adapt existing work on transmon qubit-parity measurements [79, 82] to our Majorana-transmon setup, wherein frequency shifts are produced only by (suitably generalized [83]) fermion parities. These larger setups could be made feasible by adapting transmon-based methods for improved measurements [84, 85] and large device generalizations [83]. One could also investigate our hardware design in the context of Majorana fermion codes [81, 91], taking advantage of the large set of measurable operators.
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SUPPLEMENTAL MATERIAL

I. Logical braids exhaust all parity-preserving Clifford-like unitaries

The Clifford group, defined for qubits, is the group of unitary operators that send strings of Pauli operators to other such strings under conjugation [2]. Here, in analogy with the Clifford group, we demonstrate that W4 operators can generate all parity-preserving unitaries that send Majorana strings to Majorana strings. We denote the group of all such Clifford-like unitaries B2n for a system of Majoranas γ1,...,γ2n. Suppose W is some basic operator satisfying Wγ2nW† = γ2n for γ ∈ Maj(2n). Then we can obtain any other operator U satisfying the same property through U = WU′, where U′ = W†U satisfies Uγ2n(U′)† = γ2n. We can see that U′ ∈ B2n−1, since any U′γi(U′)†, i ≠ 2n, must be parity-odd and anti-commute with γ2n, and hence cannot feature γ2n. (While considering U = VWU′ with VT = Y appears more general, any V ∈ B2n satisfying VT†Y = Y is such that VW = WV′ for some V′ ∈ B2n−1.) This factorization is analogous to that for the Clifford group [40], and as in that case, it allows one to build U ∈ B2n iteratively from a sequence of basic operators.

We now demonstrate that W4 is a suitable basic operator. If γ has no γ2n factor, W = exp(γγ2n/2) satisfies the required property, Wγ2nW† = Y. Otherwise take some γj absent from Y; Y′ = exp(γγ2nγj)Y exp(γγ2nγj) contains no factor of γ2n. Hence the operator W = exp(γγ2nγj) exp(γγ2nγj) is of the desired type. Since W4 can send W2n → W2n±2 under conjugation, for any 1 < m < n − 1, the W4 can generate the above basic operators whenever n > 2. They can also map between various W2n operators, since, for example, exp(γγ2nY) = U exp(γγ2nY)U† where

$$U = \exp\left(\frac{\pi}{4}\gamma_a Y\right) \exp\left(\frac{\pi}{4}\gamma_b Y\right)$$  \hspace{1cm} (S1)

for some 3-Majorana Y′ that has even overlap with Y.

This shows that all elements of B2n are products of W4 operators. Hence logical braids exhaust B2n: the group B2n is the logical braid group.

II. Measurements of all fermion parities can be generated by FPBC

Here, we show that, for dense encodings and for t ≤ n, FPBC can result in arbitrary fermion parities in the measurement sequence. This is true for any magic state gadget one might utilize, provided that it uses one magic state to implement an exp(θγaγb) gate, or more generally exp(iθΓ) with fermion parity Γ. (We comment on sparse encodings and other more general cases at the end of this section.) Thus, if MZMs are hosted in a setup which has configuration constraints on measurable operators, it is possible for FPBC to require the measurement of unmeasurable operators; in this case, braids or other operations must supplement FPBC.

For the fermionic circuit being simulated, we have two Majorana registers, each in a fixed parity sector. A computational register Rn of 2n+2 Majoranas is in an arbitrary state, while the register R4t, with 2t + 2 Majoranas, is in a state encoding t magic states (for concreteness, let this state be the |ψ(t)⟩ defined in the main text). We consider a gadget Mj, enabling exp(iθΓj) ∈ B2n+2 (with Γj = −iγaγb) on Rn while using the jth magic state. [More general Γj are achieved upon suitably altering the purely Rn logical braids Bj described below.] Apart from some basic assumptions set out below, our considerations hold regardless of the specific form of Mj. As in the main text, we define st = iγ2l−1γ2 for Xl such that [Xl, X′] = [Xl, st] for l ≠ 4 and [Xl, st] = 0, l ∈ {1, 2, 3, t}. Since the st eigenvalues label a complete eigenbasis for R4 with definite Γ2t+2 eigenvalue, and the Xl flip these eigenvalues, the operators st, Xl and Γ2t+2 generate Maj(2t + 2).

We assume that Mj is composed of fermion parity measurements and logical braids, and acts trivially on γc, c ≠ a, b in Rn, and on magic states j’ ≠ j in R4t. We use the convention in Fig. [S1] the gadget begins with measurements and finishes with logical braids. (This is equivalent to other Mj conventions upon commuting all logical braids in Mj past its measurements.) Then, the gadget’s measurements cannot be trivial on either register: that would either destroy some logical information or collapse a magic state. Therefore, these measurements are all in the form Pj = ΓjMj for some operator Pj = Mj ∈ {Xj, st}, where (Xj, st) is the set of operators generated by st, Xj and the phase factor i. There need be only one such measurement, since any subsequent one must either have certain measurement outcome, in which case...
it is deleted and the outcome computied, or anti-commute with a preceding measurement; in this case we replace it with a logical braid, as described in the main text. For concreteness, we assume that these measurements, together with those of \(s_a^{(c)}\) in \(R_n\) at the beginning and the end of the computation (as described in the main text), are the only measurements in the circuit.

Since the gadget serves only to enact the gate \(\exp(i\theta \Gamma_j)\), it must leave the two registers disentangled after its use. Hence \(R_j\) in Fig. S1 (which is adaptive, i.e., could depend on the gadget’s measurement outcome) must disentangle the two registers after the measurement of \(\Gamma_j M_j\). This implies that \(R_j\) neither commutes with \(\Gamma_j M_j\) nor acts trivially in either register, nor is a product solely of factors that do. Therefore, upon absorbing any purely \(R\) logical braids from \(R_j\) into \(B_j + 1\) (thus making \(B_j + 1\) adaptive) and commuting any purely \(R\) logical braids in \(R_j\) past the circuit (these commute with the \(M_j\), and \(R_j \neq j\) by our assumption that the gadget acts trivially on magic states and commuting any purely \(R\) that do). Therefore, upon absorbing any purely \(R\) logical braids from \(R_j\) into \(B_j + 1\) (thus making \(B_j + 1\) adaptive) and commuting any purely \(R\) logical braids in \(R_j\) past the circuit (these commute with the \(M_j\), and \(R_j \neq j\) by our assumption that the gadget acts trivially on magic states and commuting any purely \(R\) that do). Therefore, upon absorbing any purely \(R\) logical braids from \(R_j\) into \(B_j + 1\) (thus making \(B_j + 1\) adaptive) and commuting any purely \(R\) logical braids in \(R_j\) past the circuit (these commute with the \(M_j\), and \(R_j \neq j\) by our assumption that the gadget acts trivially on magic states and commuting any purely \(R\) that do).

For the following, let \(\Lambda_a\) be any member of \(B_{2n+2}\). Thus, the \(\Lambda_a\) can be set to be any arbitrary fermion parities (apart from \(1\) or \(\Gamma_{2n+2}\), given a suitable choice of circuit and of gadget measurement outcomes.

For the following, let \(S = (\Gamma_{2n+2}, s_1^{(c)}, \ldots, s_n^{(c)})\) where \(\Gamma_{2n+2}\) is \(R_n’s\) overall fermion parity. We make the assumption that \(n \geq t\). Since we can choose the \(\Lambda_a\) arbitrarily and there are only \(t\) of these operators, let us choose them to be such that no non-trivial product of the \(\Lambda_a\) is a member of \(S\). That is, the \(\Lambda_a\) are “independent” from \(S\). For fermion parity operator \(O\), define \(A(O)\) to be the set of all \(s_a^{(c)}\) anti-commuting with \(O\). Since \(\{s_a^{(c)}\}\) and \(\Gamma_{2n+2}\) label a complete basis in \(R_n\), the group \(S\) is maximal: \(R_n\) has no parity-preserving operator outside of \(S\) that commutes with \(S\). This, along with the independence of the \(\Lambda_a\) from \(S\), implies that if \(O\) is a non-trivial product of the \(\Lambda_a\), then \(A(O) \neq \emptyset\).

We next study the consequences of commuting the \(R_j\) past the \(P_j\) measurements. For the resulting updates, we shall use the following, which can be easily verified:

**Lemma 1.** Consider fermion parities \(A, B, C\ satisfying \(AB = (-1)^a BA\), for \(a \in \{0,1\}\) and \(\{AB, C\} = 0\). Then conjugation with the logical braid \(U_{AB}\) gives

\[
U_{AB}^†CU_{AB} = i^{1-a}CAB.
\]

We commute \(R_{t-1}\) past \(P_t\), then \(R_{t-2}\) past \(P_{t-1}\) and \(P_t\) etc; in this way the \(R_j\) need not be commuted past other logical braids. While we always have \(\{N_{i-1}, M_i\} = 0\), we can either have \(\{O_{i-1}, O_i\} = 0\) or \(\{O_{i-1}, O_i\} = 0\) (either case can arise for some \(B_{t-1}\)). In the former case, commuting \(R_{t-1}\) past \(P_t\) leaves \(P_t\) unchanged. In the latter case, by Lemma 1, it updates

\[
P_t = O_t M_t \mapsto P_t = i O_t O_{t-1} N_{t-1} M_t.
\]

In either case, \(P_{t-1}\) and the resulting \(P_t\) commute (in the latter case due to \(\{N_{i-1}, M_i\} = 0\)). Similarly, after commuting through all \(R_j\) between \(P_t\) and \(P_{t+1}\) (for \(t < i\), the updated \(P_t\) commutes with \(P_{t+1}\). The remaining \(R_j\) do not change this, because they either update \(P_t\) and \(P_{t+1}\) in the same way, or they update one with a factor with which the other commutes. Thus the resulting \(P_t\) all mutually commute. However, they might not all commute with the \(\{s_a^{(c)}\}\) at the beginning.

We now use our remaining freedom in choosing \(O_t\) to judiciously set the resulting \(P_t\). Since each has a different, non-trivial product of \(O_t\) (already set to be independent of \(S\), the \(P_t\) are independent of \(S\), and uniquely set by choosing the \(O_t\). Thus, so long as \(A(P) \neq \emptyset\) for any non-trivial product of the \(P_t\), we may choose the \(A(P_t)\) arbitrarily. Let us, therefore, take \(A(P_t) = \{s_a^{(c)}\}\) for some indices \(a_i \in \{1, \ldots, n\}\), with \(a_i \neq a_j\) for \(i \neq j\). This choice clearly ensures the \(P_t\) are independent of \(S\).

Beginning with \(P_1\), this measurement anti-commutes only with \(s_1^{(c)}\). Hence it is replaced with the logical braid \(V_1 = \exp(\frac{\pi}{4} P_1 s_1^{(c)})\). Since both \(P_t\) and \(s_a^{(c)}\) commute with all \(P_{1\to i}\), \(V_1\) can be commuted past these measurements without updating them. Then we must replace \(P_2\) with a logical braid, \(V_2 = \exp(\frac{\pi}{4} P_2 s_a^{(c)})\), which can be similarly commuted past all \(P_{1\to i}\), etc. After replacing all measurements of the \(P_t\) with their corresponding \(V_t\), we are left with a circuit involving measurements of the \(s_a^{(c)}\), followed by the logical braid \((V_tV_{t-1} \ldots V_1)(R_1 R_2 \ldots R_t)\), which is followed by the measurements of the \(A_t\).

Owing to the arbitrariness of the logical braid \(B_t\) that updated only the final \(s_a^{(c)}\) measurements but not the \(O_t\), we may choose the \(A_t\) to be any (non-trivial, mutually commuting) fermion parities. Let us focus on the first of these, \(A_1\). It is possible for this to have any commutation relations with the \(s_a^{(c)}\) and \(O_t\) (so long as it does not commute with all of them), because there are \(t < n\) of the \(O_t\), and \(n\) of the \(s_a^{(c)}\), all of which are independent. Let \(A_1 O_i = (-1)^{q_i} O_i A_1\) for \(q_i \in \{0,1\}\). Then the above implies we may choose all \(q_i\) and the set \(A(A_1)\) arbitrarily.
Commutate all logical braids $R_t, \ldots, R_1$ past $\Lambda_1$. This updates $\Lambda_1$ to $Q_1$, an operator commuting with all $P_i$ for the same reason that the $P_i$ mutually commute. Now we show that $Q_1$ may contain any string of $N_i$; if $I$ is some set of indices from $\{1, \ldots, t\}$, then $Q_1$ can act in $R_i$ as $\prod_{i \in I} N_i$ if we choose the $q_i$ such that $A_i(\prod_{j \neq i} O_j, O_i) = 0$ if and only if $i \in I$ (Lemma II). Thus, given operators $O_i$, there is a one-to-one correspondence between length-$t$ bit strings $q = (q_1, \ldots, q_t)$ and products of the $N_i$, and hence, we can choose $Q_1$ to include any product of $N_i$.

Now we consider commuting the $V_i$ past $Q_1$. Since $Q_1$ and the $P_i$ commute, $V_i$ updates $Q_1$ only if $\{Q_1, s_a(c)\} = 0$. Thus, by Lemma II the $V_i$ update $Q_1$ to the operator

$$Q_1' = V_1' \ldots V_t' Q_1 V_1 \ldots V_t = Q_1 \left( \prod_{s_a(c) \in A(Q_1)} P_j s_a(c) \right).$$

Each $P_j$ acts as $M_j$ on the $j$th magic state, trivially on all $k > j$ magic states and either trivially or as $N_j$ on all $k < j$ magic states. We may thus obtain an arbitrary string of $M_j$ operators in $Q_1'$ if we can set $A(Q_1)$ arbitrarily. But we know that we may set $A(\Lambda_1)$ arbitrarily, and that $Q_1 = \pm \Lambda_1 \prod_{j \in I}(iO_j N_j)$ for some set of indices $I$ (where the $\pm 1$ is due to $I$ being unordered). Hence if $s_a(c) \in A(\prod_{j \in I} O_j)$ then $s_a(c) \in A(Q_1)$ if and only if $s_a(c) \notin A(\Lambda_1)$ and vice versa. Thus for any product of $O_i$ in $Q_1$, we can choose $A(Q_1)$ arbitrarily by choosing a suitable $A(\Lambda_1)$.

To summarise, by choosing a suitable $q$, the operator $Q_1'$ can include any string of $N_i$, and by choosing a suitable $A(\Lambda_1)$, it can include any string of $M_i$. (Of course, the $P_j$ factors in $Q_1'$ may also include some $N_i$, but these are independent of $q$, and hence do not preclude using $q$ to achieve any string of $N_i$ in $Q_1'$.) Thus we can choose $Q_1'$ to contain any string from $(X_1, s_1, \ldots, X_t, s_t)$.

What remains to show is that the restriction of $Q_1'$ to $R_i$ may need to be measured in FPBC (instead of being replaced by a logical braid). For this, $Q_1'$ must commute with all the $s_a(c)$. To see that this is possible, note that having set $A(P_i) = \{s_a(c)\}$ implies that $Q_1'$ commutes with all $s_a(c) \notin A(Q_1)$. Furthermore, $Q_1'$ commutes with $s_a(c) \in A(Q_1)$ because for such $s_a(c)$, we have $\{Q_1, s_a(c)\} = \{P_j, s_a(c)\} = 0$ and $[P_i, s_a(c)] = 0$ for $i \neq j$. This leaves only $s_a(c) \in A(Q_1) \setminus S_t$, with $S_t = \{s_a(c) | j = 1, \ldots, t\}$, to be considered. However, thus far only $A(Q_1) \setminus S_t$ needed to be chosen, hence we can set $A(\Lambda_1) \setminus S_t = \emptyset$. Therefore, with the above choices, $[Q_1', s_a(c)] = 0$ for all $a = 1, \ldots, n$. We have thus proved the following:

**Theorem 1.** Let $R_n$ be a register of $(2n + 2)$ Majoranas in a fixed parity sector, and in the $s_a(c) = 1$ $(a = 1, \ldots, n)$ computational basis state. Let $T_{\theta, ab} = \text{exp}(\theta \gamma_a \gamma_b) \notin B_{2n+2}$ be some gate implementable via a magic state gadget that uses a single magic state. Consider the class of fermionic circuits defined on $R_n$ involving $t \leq n$ gates of the form $T_{\theta, ab}$ interspersed by logical braids $B_i \in B_{2n+2}$, and $n$ final $s_a(c)$ measurements. Upon converting such a circuit to FPBC, the set of all possible measurements thus generated may contain any fermion parity operator defined on a register $R_t$ of $(2t + 2)$ Majoranas.

The above theorem implies that if a MZM design contains configuration constraints on measurable operators, it is possible for FPBC to require the measurement of unmeasurable operators (cf. Section III). While in the most general case, without the stated assumptions or judicious choices, FPBC could avoid certain measurements, it remains difficult for it to avoid unmeasurable (or uneasily measurable) operators in many designs. For example, for $t > n$, while some strings from $(X_1, s_1, \ldots, X_t, s_t)$ may not require measurement, those that do may still involve any of the $s_i$ and $X_i$. For sparse encodings, we must consider a subset of the above-defined $s_i$ and $X_i$ as encoding logical information; then any string of operators from the group generated by this subset can appear in FPBC. Similarly, for more general gadgets using $k \geq 1$ magic states to enact a single gate, while FPBC can generate measurements drawn only from a subset of all MZM strings, these strings have similar complexity as those for $k = 1$.

**III. Resource cost of FPBC in constrained hardware**

Section II showed that it is possible to generate an arbitrary parity-preserving MZM string (up to a factor of $\Gamma_{2t+2}$) in FPBC. Hence let us model FPBC as a sequence of $p \leq t$ (commuting) fermion parity measurements chosen uniformly at random. (We again assume a dense encoding. Some designs are not suitable for this [9, 21]; we briefly comment on them at the end of this section.) In terms of this model, we now show that, upon increasing the number of MZMs, FPBC becomes overwhelmingly likely to generate many measurements that, in a broad class of physical setups, require performing prohibitively many extra operations, such as braids.

Generalising from transmon-based designs, we consider setups that have readout islands $v_i$ hosting a constant, even number $c$ of MZMs. We assume the islands are arranged in a cubic lattice $L$ of dimension $d$. For a fermion parity $\Gamma$, we define the weight of $\Gamma$ in $v_i$ to be the number of MZMs in $v_i$ that feature in $\Gamma$. Motivated by features common to many proposed designs [2, 8, 15], we assume that (i) for some $\Gamma$ to be measurable, it must have even weight in all islands of $L$, and (ii) there is a constant braid radius $r$, such that every MZM within distance $r$ of some $\gamma_a$ can be braided directly with $\gamma_a$ (either adiabatically or through measurements with ancillas).

As noted in the main text, if an operator $\Gamma$ is non-
measurable, braids (or extra measurements and ancillas) must supplement FPBC. We define the braid cost of parity $M_i$ to be the minimum number of braids that must be performed to place $M_i$ in a measurable configuration. Every operator that has odd weight in two readout islands has a braid cost given by $\sim x/r$, where $x$ is the distance (i.e. the number of lattice links) between the two islands.

So, in general, FPBC might involve the measurement of $O(m)$-braid-cost operators, where $m = O(r^{1/d})$ is the linear size of the system.

Below, we upper bound the proportion of parity operators that have braid cost no greater than a given value $R$. An operator with braid cost less than $R$ will be called $R$-measurable. We impose periodic boundary conditions on $L$ (this only increases the proportion of measurable operators). As we focus only on asymptotics, assume for simplicity that $L$ has equal side lengths $m$, and that $m$ is divisible by $rR$. Divide the lattice into $d$-dimensional cubic regions of side length $rR$. There are $(rR)^d$ inequivalent such divisions. We now prove the following lemma:

**Lemma 2.** Given an $R$-measurable operator $\Gamma$, lattice $L$ (with periodic boundary conditions) can be divided into $d$-cubic regions of side length $rR$ in such a way that $\Gamma$ has even weight in every region.

**Proof.** Suppose $\Gamma$ has odd weight in $2q$ islands with distances $b_1, \ldots, b_q$ between nearest-neighbor islands. Since $\Gamma$ is $R$-measurable, we have $B := \sum_i b_i < rR$. Start in $d = 1$. There are precisely $b_j$ divisions of $\mathcal{L}$ for which a boundary between regions lies between nearest-neighbor pair $j$ (with separation $b_j$). We say that pair $j$ is “split” by those divisions. We now show that a division exists that splits none of the pairs. A spatial distribution of the $2q$ islands that maximizes the number of pair-splitting divisions is one where, for any division, at most one of the pairs is split. In this case there are $B$ divisions that split some pair. But since $B < rR$, even in this case there must be at least one division that splits no pairs. For $d > 1$, the sum of separations between nearest-neighbor pairs in any direction is at most $B < rR$. Hence the argument for $d = 1$ can be applied to all directions.

Next we provide an upper bound on the number $M_{m,d}^R$ of $R$-measurable fermion parities (up to a sign) in $L$. While for any $R$-measurable parity $\Gamma$ there exists at least one division such that $\Gamma$ has even weight in every region (Lemma 2), not all operators that satisfy this are $R$-measurable. [E.g., an operator with a pair (in terms of Lemma 2) in every region is not $R$-measurable beyond a certain $m$ if $R < O(m)$, since we have $O(m)$ regions.]

Hence, by counting all parities that have even weight in every region for at least one division, we over-estimate $M_{m,d}^R$. For a given division, there are $(m/rR)^d$ regions with $c(rR)^d$ MZMs in each (recall $c$ is the number of MZMs per island). The number of parities up to a sign in a single region is $2^{c(rR)^d-1}$ (where the $-1$ accounts for half of all operators on the region being parity odd). Hence there are $2^{m/rR-(m/rR)^d}$ operators that have even weight in every region. Multiplying this value by the number of distinct divisions $(rR)^d$ further over-estimates $M_{m,d}^R$, since operators that are even in all regions for multiple divisions are counted more than once. There are $N_{m,d} = 2^{m^2-c-1}$ parity operators in total (up to a sign). We conclude:

$$\frac{M_{m,d}^R}{N_{m,d}} \sim (rR)^d 2^{1-(m/rR)^d}. \quad (S6)$$

Hence, we have proved the following:

**Theorem 2.** Let $L$ be a $d$-dimensional cubic lattice with $m^d$ islands and a constant braid radius $r$. For any $R < O(m)$, the proportion of $R$-measurable operators $M_{m,d}^R/N_{m,d} \to 0$ as $m \to \infty$.

A random set of fermion parity measurements will therefore be dominated by non-$R$-measurable operators for any $R < O(m)$, as $m$ increases. Furthermore, this $O(m)$ braid cost cannot be avoided by introducing ancilla MZMs into the system. For example, if we assume that having an even weight in all islands is the only requirement for measurability, then an operator $i\gamma_a\gamma_b$ that is non-$R$-measurable can be made $R$-measurable only by using an ancilla operator $A$ that has odd weight within regions of radius $rR/2$ centred on the islands containing $\gamma_a$ and $\gamma_b$ (call these islands $v_a$ and $v_b$ respectively). One could then implement $< R$ braids to move $\gamma_a$ and $\gamma_b$ onto the closest islands in which $A$ has odd weight (call these $v_{\tilde{a}}$ and $v_{\tilde{b}}$ respectively). Then the product $i\gamma_a\gamma_b A$ is measurable and, since the eigenvalue of $A$ is known, that of $i\gamma_a\gamma_b$ can be inferred. But if $v_a$ and $v_b$ are separated by a distance of more than $2Rr$ [a scenario that according to Theorem 2 is overwhelmingly likely as $m \to \infty$, for any $R < O(m)$], the operator $A$ must have odd weight in islands that are more than a distance of $Rr$ separated. Hence, $A$ itself is not $R$-measurable and so the system cannot be prepared in a state of definite $A$-parity with fewer than $R$ braids. Indeed, the number of required braids is no different than if $A$ had not been introduced: if $v_{\tilde{a}}$ and $v_{\tilde{b}}$ are separated by distance $rD$, there are $D$ braids required to prepare the system in a fixed $A$-parity state, and $< R$ braids to move $\gamma_a$ to $v_{\tilde{a}}$ and $\gamma_b$ to $v_{\tilde{b}}$. But $r(R+D)$ is at least as big as the shortest distance between $v_{\tilde{a}}$ and $v_{\tilde{b}}$, and hence introducing $A$ cannot reduce the number of braids required to measure $i\gamma_a\gamma_b$.

Finally, consider the case in which MZMs are grouped into smaller blocks of fixed parity (e.g., in “Majorana RAM” 21 and tetron/hexon 9, 41, 94, 95 architectures). These setups cannot implement fermionic quantum circuits 3, 4, but may still perform FPBC with magic states sparsely encoded. There may still be, however, a large number of non-measurable operators generated in FPBC if, for example, the system constrains measurable operators to have support in blocks that are geometrically
grouped close together. (This is the case for tetron and hexon architectures \[9, 13\], but not for the Majorana RAM \[21\].) As we noted in Section \(11\) this FPBC could contain arbitrary measurements, subject to the constraint that all measurement operators commute with all block parities. We expect (but do not prove here), similarly to the number of \(R\)-measurable \([R < O(m)]\) operators in systems using dense encodings, that the proportion of operators that are measurable, or can be brought into a measurable configuration with only few extra operations, becomes vanishingly small as the size of the system increases. While Majorana RAMs do not have this constraint, in that case braids, moving computational and ancilla MZMs onto/off the bus-connected islands, are required to switch between different Pauli operator strings. In the worst case, one must perform \(O(t)\) braids per measurement (if two subsequent Pauli strings differ greatly from one another) and \(O(t)\) measurements - hence one might require \(O(t^2)\) braids to perform FPBC.

IV. Top-transmon Hamiltonian, tri-junction projections, and resonance shifts

Here we discuss the Hamiltonian of the proposed physical design (cf. Fig. 2 of the main text). Let islands belonging to set \(S_B\) be bus-connected and the rest be ground-connected. Furthermore, assume \(E_J \gg E_C\) and that \(E^{\text{(on)}}_{\text{J},k} / E_{\text{C},k} \gg E_J / E_C\) for all superconductors \(a, k\) connected by JJs. Thus all bus-connected (ground-connected) islands are taken to have their superconducting phases pinned to that of the bus (phase ground). We neglect the effects of quantum phase slips of these island phases around their minima, taking into account only the quantum phase slips of the bus-ground phase difference. In this case, and for decoupled tri-junctions [i.e., in the absence of \(V_{M,j}\) of the main text, repeated in Eq. (S9) for convenience], the system’s energy levels are approximately given by \(18\) \[21\]

\[
E_m \approx \bar{E}_m - (-1)^m \delta \varepsilon_m \left( \prod_{k \in S_B} P_k \right) \cos \left[ \frac{\pi}{e} \left( q_0 + \sum_{k \in S_B} q_k \right) \right], \tag{S7}
\]

where \(P_k\) is the fermion parity of the Majorana bound states on island \(k\), \(q_0\) and \(q_k\) are related to the induced charges on the bus and island \(k\), respectively \[21\], and the form of \(E_m\) and \(\delta \varepsilon_m\) can be related to the measured values on the bus and island \(k\), respectively \[21\]. The relevant energy scales are \(\hbar \Omega_m = E_{m+1} - E_m \approx \sqrt{8E_J E_C}\) and \(\delta \varepsilon_m \propto \exp(-\sqrt{8E_J / E_C}) \ll \hbar \Omega_m\).

We next include \(V_{M,j}\). In the \(E_M \ll \hbar \Omega_m\) regime, the \(V_{M,j}\) term acts as a perturbation to the transmon levels. If the temperature \(T\) also satisfies \(k_B T \ll \hbar \Omega_0\), one can focus on the two lowest transmon levels \((m = 0, 1)\), described by the perturbed top-transmon Hamiltonian

\[
H_{\text{tt}} = \sigma_z \left[ \frac{1}{2} \hbar \Omega_0 + \left( \prod_{k \in S_B} P_k \right) \delta_+ \cos(\pi q_{\text{tot}} / e) \right] + \left( \prod_{k \in S_B} P_k \right) \delta_- \cos(\pi q_{\text{tot}} / e) + \sum_j V_{M,j}, \tag{S8}
\]

where \(\delta_\pm = \frac{1}{2}(\delta \varepsilon_1 \pm \delta \varepsilon_0)\) and \(q_{\text{tot}} = q_0 + \sum_{k \in S_B} q_k\). The Pauli matrix \(\sigma_z\) acts on transmon eigenstates labelled by \(m = 0, 1\). From now on, we assume \(q_{\text{tot}} = 0\), for simplicity.

We now focus on the tri-junction terms

\[
V_{M,j} = \frac{1}{2} E_M \sum_{a=1}^3 \epsilon_{abc} A_j, a (i \gamma_{j,a} \gamma_{j,c}). \tag{S9}
\]

Introducing the vectors

\[
A_j = \begin{pmatrix} A_{j,1} \\ A_{j,2} \\ A_{j,3} \end{pmatrix}, \quad \gamma_j = \begin{pmatrix} \gamma_{j,1} \\ \gamma_{j,2} \\ \gamma_{j,3} \end{pmatrix}, \tag{S10}
\]

we can write this as

\[
V_{M,j} = - \frac{1}{2} E_M \gamma_j \cdot (A_j \times \gamma_j). \tag{S11}
\]

Consider the decomposition using three mutually orthonormal unit vectors \(\hat{A}_j = A_j / |A_j|\) and \(\hat{A}_{j,\pm}\):

\[
\gamma_j = \hat{A}_{j,0} \gamma_{j,0} + \hat{A}_{j,+} \gamma_{j,+} + \hat{A}_{j,-} \gamma_{j,-}. \tag{S12}
\]

The orthonormality of the vectors implies that \(\gamma_{j,0}\) and \(\gamma_{j,\pm}\) are Majorana operators. We find that \(\gamma_{j,0}\) is a MZM; it cancels from the Hamiltonian because

\[
A_j \times \hat{A}_j = 0, \quad \hat{A}_j \cdot (A_j \times \hat{A}_{j,\pm}) = 0. \tag{S13}
\]

We have

\[
V_{M,j} = i E_M \gamma_{j,+} \gamma_{j,-} A_j \cdot (\hat{A}_{j,+} \times \hat{A}_{j,-}). \tag{S14}
\]

We use fermion conventions where \(i \gamma_{j,+} \gamma_{j,-} = -1\) in the groundstate; this corresponds to the orientation

\[
A_j \cdot (\hat{A}_{j,+} \times \hat{A}_{j,-}) > 0 \Rightarrow \hat{A}_{j,+} \times \hat{A}_{j,-} = \hat{A}_j. \tag{S15}
\]

Working in the regime \(k_B T, \delta \varepsilon_{0,1} \ll E_M\), we can project to the \(i \gamma_{j,+} \gamma_{j,-} = -1\) sector. Denoting this low-energy projection by \(\mapsto\), we find

\[
\gamma_j \mapsto \hat{A}_j \gamma_{j,0}, \tag{S16}
\]

\[
i \gamma_{a,b} \mapsto - \sum_c \epsilon_{abc} e_c \cdot \hat{A}_j, \tag{S17}
\]

where \(e_1 = (1, 0, 0)^\top\), \(e_2 = (0, 1, 0)^\top\) and \(e_3 = (0, 0, 1)^\top\).
Using these projections, we work to first-order in $\delta_\pm/E_M$ and obtain a low-energy effective form of $H_{tt}$:

$$H_{\text{eff}} = \sigma_z \left[ \frac{1}{2} \hbar \Omega_0 + Q \delta_+ \right] + Q \delta_-$$  \hspace{1cm} (S18)

where $Q = P_- \prod_{k \in S_{\text{B}}} P_k^\dagger$ and $P_- = \prod_j \frac{1}{2}(1 - i \gamma_j^+ \gamma_j^-)$.

The total system, including the resonator, the top-transmon, and the coupling between the two, is described by the Jaynes-Cummings Hamiltonian

$$H_{JC} = H_{\text{eff}} + \hbar \omega_0 (a^\dagger a + \frac{1}{2}) + \hbar g \left( a \sigma_+ + a^\dagger \sigma_- \right),$$  \hspace{1cm} (S19)

where $a$ and $a^\dagger$ are photon ladder operators, $\omega_0$ is the resonator’s bare resonance frequency, $g$ is the transmon-resonator coupling strength, and $\sigma_\pm = (\sigma_x \pm i \sigma_y)/2$.

The resonator operates in the dispersive regime $[18, 57]$, $\delta \omega^2 \gg g^2 (n+1)$, where $\delta \omega = \Omega_0 - \omega_0$ and $n$ is the resonator’s photon occupation number. In this limit, one can diagonalize Hamiltonian [S19] within a block spanned by states $|n, m=1\rangle$ and $|n+1, m=0\rangle$, where $m$ is the transmon level. We thus obtain effective resonance frequencies to second order in $g/\delta \omega$ (neglecting virtual transitions to $m>1$ levels [18]), assuming the transmon is in the lowest energy level:

$$\omega_{\text{eff}} = \omega_0 - \frac{\hbar g^2}{\hbar \delta \omega + 2 \delta_+ Q},$$  \hspace{1cm} (S20)

A change in the eigenvalue of $Q$ results in a shift in this resonance frequency approximately given by Eq.(3) of the main text, where the constant $C = 4g^2/(\hbar \delta \omega^2)$. 
