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ABSTRACT

The large variability of internal and external factors is a serious problem hampering production management. To meet the standards and at the same time ensure the viability of production it is necessary to quickly respond to problems that arise during production processes, and to adequately correct plans. Measures taken in the management of made-to-order production are frequently single and unique, and therefore resemble the features of project management. The paper discusses the project management method derived from the theory of constraints – CCPM. The paper describes an original algorithm for CCPM implementation and presents the results of success CCPM implementation in a company from the Wielkopolska region. The implementation of CCPM resulted in improved timeliness of order delivery, improved communication and standardization of processes related to order delivery.

Introduction

One of the main challenges facing SMEs in made to order manufacturing is having to combine their regular operations with continuous development, improvement and following new trends, regularly appearing in the economic environment. The pace of change taking place in the economic system, the development of techniques and technologies, changes in the law and constantly changing customer requirements mean that the failure to adapt causes obvious losses to SMEs. Global competition and market demand for customized products and services, delivered just in time, exert real stress on businesses [1, 2]. Additionally, nowadays companies establish new manufacturing sites in different locations and form strategic relationships with business partners in order to increase their responsiveness to market changes and to share resources more effectively and efficiently [3, 4]. These factors make it even more difficult to manage the project: deliver the customer’s order [5, 6]. Project management is a management method whose aim is to effectively reach the project objective within the specified time and a fixed budget [7]. There are many methods supporting project management described in the literature. The most commonly used in practice include Gantt chart, Critical Path Method (CPM) and Project Evaluation and Review Technique (PERT).

A Gantt chart is a horizontal bar chart developed as a production control tool in 1917 by Henry L. Gantt, an American engineer and social scientist. Frequently used in project management, a Gantt chart provides a graphical illustration of a schedule that helps to plan, coordinate, and track specific activities in a project. CPM and PERT originated in 1957 and 1958, respectively, with CPM examining the tradeoffs between project duration reduction and increases in activity and project costs; and with PERT examining the uncertainty aspects of completion dates for development projects. CPM was originally developed for use with manufacturing plant rebuilds by DuPont and PERT for use with the Polaris
nuclear submarine program by the Special Project Office of the Department of the Navy and the consulting firm Booz Allen Hamilton [8].

These methods, however, are not always justifiable and effective due to their reliance on certain assumptions that become more questionable as projects become increasingly complex and demands for resources grow [9, 10].

Goldratt introduced the concept of Critical Chain Project Management for Single Project to begin to address the problems associated with the more traditional methods of PERT/CPM and Gantt charts.

Goldratt published in 1997 the concept of CCPM in the book Critical Chain [11].

The paper describes an original algorithm, developed based on in-depth analysis of the size of the time buffer, for CCPM implementation and presents case study which are the results of CCPM implementation in a company from the Wielkopolska region.

Theory of constraints

The assumptions of the TOC, as introduced by an Israeli physicist Dr. Moshe Eliyahu Goldratt, were first published in the 1984 book The Goal: Excellence In Manufacturing which offered comprehensive solutions for production management. Theory of Constraints focuses on system improvement which is defined as a series of independent processes [12, 13]. Application of the principles of TOC in practice requires a holistic view of the entire production system [14]. One of the three principles of TOC is concentration [15], i.e. focus on the most important issues. It means that all processes and positions should be supervised, although the non-critical may enjoy a certain autonomy. Most attention should be given to tasks that are crucial from the point of view of the system as a whole. The main aim of every company is to increase the profit. According to this point of view, constraints are the main obstacles in achieving the aims of companies. In other words, anything that gets in the way of gaining more profit is considered a constraint [11]. The identification of the constraint is the basis for improving the production system. According to TOC the system consists of five steps. The steps are sequential and instruct concentration of efforts on the system component that is capable of producing the most positive impact on the system [16].

The process of ongoing improvement in TOC is shown in Fig. 1.

The first step in the process of continuous improvement involves the identification and precise indication of the system component which hampers its global performance. According to TOC the introduction of changes must start from such a weak link, because improving other elements in the system and improvement of local efficiency will not affect the performance of the system as a whole. Each system has at least one constraint [18], and its identification is necessary for proper management [19].

The second step consists in the exploitation of the constraint: the change agent should obtain as much capability as possible from the constraining component. Each lost minute caused by the fact that the constraint is not working is a loss which cannot be recovered. Therefore, in this step the change agent should take the necessary action to ensure uninterrupted work of the constraint, in order to achieve maximum capability of the system constraint.

The third step involves subordination of everything else to the decision that was made, i.e. the adjustment of the pace of work of other system elements to the pace of work of the constraint. Otherwise, when other system elements will produce faster or produce more, the cost of production will grow, among others by the increase in work-in-progress inventory.

Steps 2 and 3 are very important in the TOC, because they contribute to the structuring of the system. There are still many other ways to increase throughput and improve the system. In the fourth step, described as increasing the productivity of the constraint, TOC allows for investments which will contribute to improving the efficiency of the entire system by strengthening the constraint. If the constraint is overcome, which should happen as a result of the continuous improvement of performance as a result of step 4, it is necessary to find another component which restricts the capability of the production system.
Appropriate identification of constraints offers many opportunities for business improvement and it positively affects the performance indicators. Note that TOC was designed as a tool for managing constraints, and it is not synonymous with continuous liquidation. At the appropriate moment, it is necessary to purposefully leave the constraint in the company, and then, through proper management thereof, control the bottleneck of the production system.

**CCPM**

A method of project management called Critical Chain Project Management (CCPM) was developed on the foundations of TOC. Critical Chain means that all the co-dependent tasks must take the longest path to complete, taking into account the constraints of system elements [20]. CCPM consists in planning, scheduling and maintaining the critical chain during the project in order to maximize the working time of the bottleneck, and to efficiently determine inventories for the fundamental steps of the project [21]. CCPM takes into account the ambitious task performance times and eliminates individual safety margins, adding a time buffer at the end of the project, which allows for smooth management and evaluation of project progress.

The main goal of using CCPM method is to reduce the duration or guarantee hitting the due date. The critical chain is defined as the longest chain of activities which determines overall project duration, considering both precedence and resource dependencies [11].

Watson [22] mentioned that in project environment activity duration varies depending on the availability of materials, workers, tools and in some cases the weather. Steyn [23] acknowledges that in a project some activities will be completed earlier than expected, others later. When activities are combined in a network, however, the early activities and late activities do not average out: in general, it is only the late activities that impact the project completion, which is one reason why projects tend to take longer than estimated. Due to such type of nature of project environment completion time of activities cannot be estimated with precision [24].

That is why CCPM uses time buffers in project management and provides a simple tool for monitoring projects and setting realistic deadlines [25].

The Project Buffer protects the promised due date from variation in the critical chain. Feeding Buffers protect the ability of the critical chain to maintain its relay race performance by buffering the variation of non-critical tasks and chains where they feed into or merge with critical chain tasks. With a properly sized feeding buffer inserted, the critical chain task that relies inputs from that non-critical chain has an improved chance of being able to start as soon as it predecessor critical task is complete [26].

Appropriate sizing of the buffers and proper management thereof is key to effective project management. In the traditional approach to project management safety margins are added to each project activity. There are three mechanisms of estimating the size of the safety margins [27]:

- a reference to negative experiences of the past,
- adding a separate safety margin at every level of management,
- protection against standard margin shortening by the superior by a certain percentage, by always adding such amount of time.

Analysis of the literature proves that various authors have a slightly different approach to the method of time buffer sizing.

Goldratt [11] suggested a method for sizing the buffers which was based on using 50% of the safe estimates as task duration. Having determined the critical chain, a half of the total of the critical (feeding) tasks will be used as project (feeding) buffer. The method applies the principle of aggregation to project schedule risks. Contingency reserves for individual activities are reduced so that activity durations are challenging but realistic.

Geekie [28] proposes that the buffer size of the project should be calculated as half the duration of the longest buffer feed path. Leach [29] adds that the project buffer should not be shorter than 25% of the critical chain, and that particular attention is necessary if the path is shorter than ten actions or if one action constitutes over 20% of the path duration. Łopatowska [30], in turn, claims that the project buffer should account for 50% of the difference between the time of critical chain tasks at 80-90% task time estimate, and the time of critical chain at 50% time estimate. At the same time, it is assumed that the project buffer may not be shorter than 25% of the duration of the critical chain.

**Practical implementation of CCPM**

**Background**

The company where CCPM was implemented is a micro-company established in 1985. For 7 years it has sold made to order wooden houses. Their offer includes designing the house according to customer requirements, manufacturing the necessary house parts, transport and assembly on the customer’s construction site, as well as weatherproof-
ing and maintenance. Their sales office is in Poznań, a warehouse of finished products is located near Poznań, and parts are manufactured by one of the three suppliers in Estonia, as schematically shown in Fig. 2. Raw materials are ordered with two independent timber yards, also located in Estonia.

![Diagram of the enterprise. Own study.](image)

The houses sold by the company are made in the “tongue and groove” technology. It is a timber joint where two elements are fitted together by inserting the “tongue” of one element into the “groove” of the other element. The technology maximizes the natural durability of the structure. Such joints ensure air- and leak-tightness and improve the stability of the building. Unlike in traditional wooden buildings with round logs, the use of the “tongue and groove” technology eliminates the negative effects of an external factor – moisture.

Project completion, or the delivery of customer order, consists of fourteen tasks divided into three stages which involve different resources. The tasks completed in the three stages are shown in Tables 1 to 3.

The first stage is carried out in the customer service office in Poznań (Table 1).

The second stage is associated with production in Estonia (Table 2).

The third stage is the order delivery, i.e. the assembly of the house on the customer’s site (Table 3).

Table 4 presents a list of all task times before the introduction of modifications, as well as the dates of task completion in a selected project carried out in 2015. To emphasize the waste of time resulting from the use of safety time margins the time buffers are listed as separate tasks.

### Table 1
Tasks carried out in the first stage.

| Task no. | Task description |
|----------|------------------|
| 1        | Discussion about order details and drafting the contract for the customer |
| 2        | Preparation of detailed design documents and drawings for the producer |
| 3        | Approval of the project by the customer |
| 4        | Defining the detailed budget (for the purposes of the company) |
| 5        | Creating a roadmap (for the purposes of the company) |
| 6        | Ordering raw material with the supplier in Estonia |
| 7        | Sending manufacturing order to the production plant in Estonia |

### Table 2
Tasks carried out in the second stage.

| Task no. | Task description |
|----------|------------------|
| 8        | Production of house parts by a supplier in Estonia |
| 9        | Packing and preparation for transport (performed in the warehouse of the manufacturer upon the request of the ordering company) |
| 10       | Transport from the manufacturer to the warehouse near Poznań, carried out by an external transport company |

### Table 3
Tasks carried out in the third stage.

| Task no. | Task description |
|----------|------------------|
| 11       | Transport of house parts from the warehouse near Poznań to the customer’s site carried out by an external transport company |
| 12       | Organizing the assembly team and their arrival to the construction site |
| 13       | Building the house and additional tasks, e.g. additional weatherproofing of the house |
| 14       | Signing of the delivery-acceptance act by the customer |
Tasks carried out in the first stage, in the customer service office, are relatively short. The size of safety time margins (tasks number 2, 4, 6, 8, 10 and 13) results from the experience of the workers, who emphasized during the study that due to various customer requirements and the nature of cooperation with the customer it is difficult to precisely determine the duration of each task in the stage; therefore, just in case they assume adequate safety margins. Task no. 6, ordering raw material with the supplier in Estonia, is not assigned with additional safety margin, because the computer software used by the company makes it an easy task completed electronically, and the time necessary to perform the task includes potential difficulties with using the software.

Tasks carried out in the second stage are performed by subcontractors. Task no. 8, production of house parts, according to the schedule should be completed within 112 hours. However, the duration of this task is as many as 18 days because the supplier in Estonia works 5 days a week in a single shift operation only. Additionally, the task has a 50% safety margin, which allows the analyzed company to protect the deadline for project completion notified to the customer in case of any delays, which sometimes occur with the foreign supplier. 50% safety margin is assigned also to task no. 10, transport from the manufacturer in Estonia to the warehouse near Poznań. This is due to the fact that the parts are transported by one driver who has to go approximately 1300 km. Safety time margin is used during extended wait time at the border or other unforeseen road events.

The tasks performed in the third stage are associated with the assembly of the house on the customer’s site. Tasks number 11 and 12 – transport of house parts from the warehouse near Poznań to the customer’s site, and arrival of the assembly team to the construction site, respectively, are performed at the same time. The time for task completion given in the table (48 hours) does not refer to the actual, physical duration of the task, but the time within which an external contractor agreed to deliver the parts within the territory of Poland. Task number 13, building the house, is scheduled to take 40 hours, or five working days. However, due to technical and organizational problems occurring during the assem-
bly, the company assumes a 40-hour safety margin to be sure to meet the deadline agreed with the customer.

Algorithm

The present subchapter presents authors’ algorithm of Critical Chain Project Management implementation (Fig. 3).

1. Selection of a group of projects to be analyzed
2. Status quo evaluation
3. Analysis of disruptions and causes of delays
4. Identification of the critical chain
5. Identification of task times, buffer sizes and persons in charge
6. Establishing the procedure of the transfer of information

Fig. 3. Algorithm of CCPM implementation. Own study.

The first step in the algorithm is to select the projects to be analyzed. In this study, the studied company performs one type of project: the construction of a house. Therefore the analysis focused on 7 house designs which differed due to customer requirements.

The second step involves the analysis of the status quo: the comparison of the sequence of tasks and the duration of tasks in the analyzed group of projects.

The third step of the algorithm consists in the analysis of disruptions and delays occurring during project implementation.

Step four involves the identification of the chain of critical tasks and tasks that feed into the critical chain.

In the fifth step it is necessary to determine the duration of all tasks, the size of feeding buffers and project buffer, and the persons responsible for each task.

The final step of the algorithm is to identify the procedure of the transfer of information, which is aimed at developing the relay race effect (full kit). Full kitting is completed prior to the release of a project, and its aim is to clarify requirements, getting sign offs and staging of materials. It is important to distinguish between full kitting and actually doing the tasks [5]: activities that allow project tasks to be done without interruptions are included in the full kit list, whereas activities that directly progress the tasks are excluded.

The implementation of CCPM

The implementation of CCPM in the studied company began from selecting a group of projects to be analyzed and from evaluating the status quo. Disruptions were identified and the research team discussed the causes and possible means of elimination of the disruptions. Next, the critical chain was identified. It consisted of tasks listed in Tables 1–3, excluding tasks number 4 and 5. Due to the nature of the project the feeding branches were not identified. Then, the duration of all tasks was determined again, and persons in charge of the tasks were indentified.

As a result of the research it was decided to reduce the duration of tasks in the first stage by approximately 50%. The analysis showed that task 1 is usually completed within 3–4 hours. Therefore, it was decided to set the duration of the task as 3 h; if necessary, the project buffer may be used. Similar conclusions were drawn from the analysis of duration of other tasks in the first stage. Task 3 was shortened significantly: the original time needed for task completion (10 h) resulted from the fact that the customer’s visit was arranged only after the preparation of documents. After the changes, the date and time of the customer’s visit is determined already during the first meeting, which further motivates employees to complete task 2 in the shortest possible time. Reducing the time needed to complete the tasks saved 6 h. This was possible thanks to the standardization of office work in the first stage of the project. The total time of 17 h of buffer margins was reduced by half and transferred to the project buffer. New times for the completion of tasks in the first stage are given in Table 5.

| Task number | Old structure of time [h] | New time |
|-------------|--------------------------|----------|
| 1           | 4 2                      | 3 h      |
| 2           | 8 3                      | 5 h      |
| 3           | 2 8                      | 2 h      |
| 4           | 4 2                      | 3 h      |
| 5           | 2 1                      | 1.5 h    |
| 6           | 1                        | 0.5 h    |
| 7           | 1                        | 1 h      |

Legend | Expected time for the task | Margin of safety

Also the duration of the second stage of the project was reduced (see Table 6). Since all the tasks
in the second stage are performed by a supplier, it was decided to use a feeding buffer; the buffer was created using the time saved from safety buffers protecting the deadlines of tasks in the second stage of the project. The feeding buffer was set at 50% of all safety margins used in this stage.

Table 6
Task duration in the second stage.

| Task number | Old structure of time [h] | New time |
|-------------|--------------------------|----------|
| 8           | 112                      | 112 h    |
| 9           | 6                        | 6 h      |
| 10          | 48                       | 48 h     |
|             |                          |          |
|             | 41 h feeding buffer was added at the end of second part of project |

Safety margins assigned to tasks in the third stage were also eliminated. New time for the completion of tasks in the third stage are given in Table 7.

Table 7
Task duration in the third stage.

| Task number | Old structure of time [h] | New time |
|-------------|--------------------------|----------|
| 11          | 48                       | 48 h     |
| 12          | 48                       | 48 h     |
| 13          | 40                       | 40 h     |
| 14          | 2                        | 2 h      |

In the third stage the original size of safety buffers was 67 hours. The time was reduced by 50% and assigned to the project buffer.

During the final stage of CCPM implementation the information transfer procedure was established to induce the so-called relay race effect. According to the procedure, the person in charge of the task which is nearly completed is obliged to notify the person in charge of the next task to prepare to work.

Discussion

The use of safety buffers caused many complications and significantly extended order delivery. It often happened that finished products were stored in the warehouse longer than necessary. Parts which had been produced sooner than expected waited to be collected from the warehouse in accordance with the original schedule, even though they could have already been transported to the construction site. Additionally, lack of contact with external shipping companies caused misunderstandings and project delays.

The introduction of CCPM allowed for the shortening of lead time and improved the timeliness of services provided.

Detailed analysis of time savings is shown in Table 8.

Table 8
The structure of time saved.

| Stage | Original time | Stage I | Stage II | Stage III |
|-------|---------------|---------|----------|-----------|
|       | 39 h          | 248 h   | 205 h    |           |
| New time | 17 h          | 166 h   | 138 h    |           |
| Project buffer | 8.5 h | - | 33.5 h |           |
| Feeding buffer | - | 41 h | - |           |
| Reduced time | 14.5 h | 41 h | 33.5 h |           |

Note, that the actual time saved ranges from 89 to 172 hours. The difference in the estimates of time saved results from the use of the feeding buffers and the project buffer, the use of which is not obligatory. In an extreme case, with no disruptions, it is possible to save as many as 172 hours. If there are some delays and it is necessary to use both buffers, 89 h will be saved. Due to disruptions and thanks to the introduction of the relay race effect, the time savings in the delivery of each project will range from 89 to 172 hours.

The first two projects performed in accordance with the new procedures were completed in 343 hours and 336 hours, respectively, which meant that 149 hours and 156 hours were saved, respectively.

Project management in this company should be further improved by monitoring the use of the feeding buffer and the project buffer over a longer period of time, and analyzing the buffer sizes according to the principles of buffer management.
Conclusions

The implementation of CCPM helped the company to systematize the process of project management and improve communication within the company and between the company and its cooperators. The research also contributed to the simplification of documents used in the company, which in turn facilitated office processes.

The implementation of CCPM improved the timeliness of order delivery and the quality of service, which translates into increased customer satisfaction.

The use of CCPM results in significant improvement in project timeliness but it also requires discipline and change in the habits of employees. Overcoming the resistance to change and changing the habits of employees is the greatest challenge in CCPM implementation. Understandably, each employee tries to protect their safe time for task completion. Nevertheless, the resistance may be overcome through trainings which show that changes in the company should be viewed globally, and which emphasize the benefits from the relay race effect. CCPM is a method which brings results immediately after the first application, which additionally positively affects all project members.

A key factor in achieving satisfactory results of CCPM implementation is the proper implementation of the fifth step of the presented algorithm. To adequately determine task time and buffer sizes it is necessary to make decisions based not only on diagnostic tests, but also on actual capacities. At this stage of CCPM implementation it is crucial to use the knowledge of experienced experts and to be able to foresee undesirable behaviors which may adversely affect project delivery date. Due to the large number of criteria to be considered in each project management, it is recommended that methods supporting decision-making be used. The effectiveness of engineering tools that support decision-making has been proven in numerous publications [31-38]. Decision-making support tools enable project managers to monitor and control the key factors influencing e.g. task time, which positively affects the results of CCPM implementation.
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