We propose a novel mechanism for the photo-induced superconducting-like response recently reported in cuprates and other strongly correlated materials. This mechanism relies on quantum-fluctuating bosons consisting of electron pairs. With periodic drive, the electron pairs and vacancies of pairs form a coherent non-equilibrium condensate, different from conventional superconductors, yet showing superconducting-like response in some regime even with dissipation. Unlike the case of driven fermionic bands which results in the familiar Floquet bands with hybridization gaps, for driven bosons the “gap” opens up in the momentum direction, resulting in a resonant region in momentum space where the eigenvalues are complex. We give a simple physical argument why this picture leads to a “perfect conductor” which exhibits superconducting-like frequency-dependent conductivity but no Meissner response. While our model is quite general, in the case of cuprates, quantum-fluctuating pair density wave in the pseudogap region may serve as the origin of the quantum-fluctuating electron pairs.

I. INTRODUCTION

In the last ten years, photo-induced superconducting-like response have been reported in various strongly correlated materials, including multiple species of cuprate high-temperature superconductors, K$_3$C$_60$, and an organic superconductor [1–6]. In these pump-probe experiments, a pump pulse excites the sample; the transient ac conductivity is then inferred by measuring the reflection coefficients of a probe light. Very surprisingly, samples originally in the normal phase behave like superconductors for picoseconds after the pump. Most recently, the lifetime of the transient superconductivity is extended to nanoseconds [7], which allows a direct measurement of the two-terminal resistance.

The microscopic mechanism of the photo-induced superconducting-like response is still unclear, and it may depends on details of the material. In La$_{1.8-x}$Eu$_{0.2}$Sr$_x$CuO$_4$ (LESCO) and La$_{2-y}$Ba$_y$CuO$_4$ (LBCO), the response is found near 1/8 doping, where superconducting transition temperature $T_c$ in equilibrium is suppressed to almost zero by ‘stripe orders’ [1, 5, 8]. X-ray diffraction experiments reported the melting of the stripes after the pump, which is argued to be connected to the transient superconducting response below a temperature scale comparable to the equilibrium $T_c$ of nearby doping. However, this mechanism cannot apply to YB$_2$Cu$_3$O$_y$ (YBCO), where the temperature $T'$ below which the photo-induced superconducting-like response is found, coincides with the pseudogap temperature $T'$ for multiple underdoped samples. At 7% hole doping, the transient superconductivity exists up to at least 300K, which is 8 times larger than the equilibrium superconducting transition temperature $T_c = 35K$ [5]. A more detailed study [9] shows that the superconducting-like response is induced only when the pump frequency is close to the oscillation frequencies of the apical oxygen, suggesting the change in the electronic structure is driven by the resonantly excited optical phonon. In K$_3$C$_60$, the photo-induced superconducting-like response also exists below a temperature $T' \gg T_c$, but the response is seen over a broad frequency range of the pump light. [5, 10]

The experiments have stimulated many theoretical efforts. Ref. [11, 12] discussed the possibility that a transient static lattice distortion, resulting from nonlinear phonon couplings, favors higher superconducting transition temperature. Ref. [10, 13] discussed potential cooling effects of the pump. Ref. [14–18] discussed the pump-enhanced electron-phonon interaction and its impact on superconductivity. Ref. [19–22] discussed the enhancement of superconducting response through parametric amplification of Josephson plasma modes and/or the Higgs mode. Ref. [23] discussed superconducting fluctuations and its experimental signatures induced by the pump in a normal state. Going beyond superconductivity, hence perfect reflection of the probe light, Ref. [24, 25] discussed the enhancement of the probe light, Ref. [26] discussed transient negative conductivity.

In this paper, we propose a new mechanism for photo-induced superconducting-like response. We focus on the limit $T_c \ll T \ll T', \Omega$, where $T$ is the temperature of the sample and $\Omega$ is the frequency of the pump. Since $T \gg T_c$, the equilibrium superconducting order and the thermal fluctuations of the Cooper pairs do not play a role; on the other hand $T' \ll T', \Omega$, so that the system is at low temperature compared to the energy scale relevant to the physics of the ‘driven superconductivity’. In this limit, we assume that the response comes from electron pairs which do not condense at equilibrium due to quantum fluctuations. We show that a periodic drive produces an intrinsically non-equilibrium state of the electron pairs different from conventional superconductors; nonetheless, the state shows coherent superconducting-like electromagnetic response.

For YBCO, the assumed quantum-fluctuating electron pairs in the pseudogap region may come from fluctuating pair density waves (PDW), which is studied in details in a recent work of the authors’ [27]. In this pro-
posal, electrons near the antinodes are gapped by pairing at nonzero momenta. However, at low temperature, the electron pairs form a bosonic Mott insulator instead of a superfluid in the unit cell enlarged by the charge density wave. Thus, apart from quasi-electron excitations near the node, we also have gapped excitations of electron pairs and vacancies of electron pairs near the PDW momentum, which are described by the following Lagrangian

\[ \mathcal{L} = \frac{1}{2} \left| \partial_t \Psi \right|^2 - \frac{v^2}{2} \left| \nabla \Psi \right|^2 - \frac{1}{2} \Delta^2 \left| \Psi \right|^2 - \frac{U}{8} \left| \Psi \right|^4, \quad (1) \]

where \( \Psi \) is a complex boson field; \( v, \Delta, \) and \( U \) are the velocity, gap, and interaction strength of the pair.

For the propose of this work, the existence of bosonic particle and hole excitations is important, but the exact ground state is not. We shall proceed phenomenologically using the Lagrangian above. As a qualitative description of the electron pairs, Eq. 1 may apply to both 2D and 3D materials; with small changes, it also describes phenomena specific to bilayer cuprates, which we discuss in a separate work [28]. We emphasize that in contrast to previous works that discuss how an existing superconductor can be enhanced by a periodic drive, we show that even an insulator can have superconducting-like response under periodic drive.

To describe the non-equilibrium physics after the pump, we add a periodic modulation to the boson gap (see Sec. II for details), which may come from the resonantly excited optical phonon in YBCO, or directly from the pump in the recent experiment on \( \text{K}_3\text{C}_{60} \), where laser pulses with much longer duration are used [7]. We also discuss an alternative model consisting of non-relativistic bosons (Eq. 24), which captures the essential non-equilibrium physics of the relativistic model, but is much easier to handle analytically.

In both models, the periodic drive resonantly excite particle-hole pairs of the boson, resulting in a time-dependent condensate of the electron pairs and vacancies of electron pairs. The density of the excitations grows exponentially at early time, and finally saturates due to the nonlinear interaction if the periodic drive continues indefinitely. In real experimental settings, the evolution of the condensate depends on the total energy of the pump, the strength of the nonlinear interaction and the dissipation rate of the boson. We discuss several scenarios in Sec. VI.

We show that the ac conductivity of the condensate is like that of a superconductor, \( \sigma(\omega) \propto i/\omega \), even with dissipation. This \( 1/\omega \) behavior is cut off only when \( \omega \) approaches the inverse of the duration of the photo-induced state, namely the smallest frequency one can resolve in the transient phenomena. We give analytic results for ac conductivity at early time (Sec. IV and Sec. III) and numerical results for ac conductivity beyond early time.

On the other hand, we find that there is no Meissner effect for the response to a static magnetic field at early time. So the phenomenology is quite different from that of a superconductor. It is closer to a free fermion gas without any source of scattering or dissipation, but of course we find this behavior even in the presence of dissipation. We shall refer to this phenomenon as a “perfect conductor”. It is only at late time, if the excited electron pairs have enough time to relax to the zero momentum before the energy of the pump is completely dissipated, that we expect a Meissner effect. In that scenario, the driven system may arrive at a novel non-equilibrium steady state at late time, which is not likely the case for experiments performed on YBCO but which may be the case in the recent experiment on \( \text{K}_3\text{C}_{60} \) [7]. We shall discuss this steady state and its electromagnetic response in a separate work [29].

II. THE DRIVEN BOSON MODEL AND THE EVOLUTION OF THE QUANTUM STATE

![FIG. 1. Reproduction of Fig. 1(c) in Ref. [11]. The THz pump excites the c-axis oscillation of the apical oxygens.](image)

In this section, we discuss the periodically driven boson model and the initial time evolution of the quantum state. The relativistic boson model we consider is

\[ \mathcal{L}_{\text{rel}} = \frac{1}{2} \left| \partial_t \Psi \right|^2 - \frac{v^2}{2} \left| \nabla \Psi \right|^2 - \frac{1}{2} \Delta^2 \left| \Psi \right|^2 - \frac{U}{8} \left| \Psi \right|^4 - \lambda \cos(\Omega t) \left| \Psi \right|^2. \quad (2) \]

The driving term we choose is not unique, but represents one of the simplest possibilities. In real experiments, the dominant driving term depends on materials. YBCO, for example, is composed of \( \text{CuO}_2 \) bilayers (adjacent blue planes in Fig. 1) and atoms in between. We assume that each layer contains electron pairs described
by Eq. 1 [27], where the parameters depends on the positions of the atoms between the bilayers. To the leading order, the resonantly excited oscillation of the oxygen illustrated in Fig. 1 should induce opposite changes of the parameters in the upper and lower CuO$_2$ layers in each bilayer, for example, a modulation of the boson gap described in Eq. 2. In that case, the coefficient $\lambda$ is proportional to the oscillation amplitude of the oxygen. For simplicity, we focus on a single layer in the current work, which already captures the essence of the non-equilibrium physics. In addition to the single-layer physics, the weak $c$-axis coupling in YBCO gives new signatures in the $c$-axis response, which we discuss in a separate work [28]. For a single layer, in addition to the periodic modulation of the gap, one may also consider a periodic coupling to the charge density. However, to the leading order, this driving term leaves the ground state invariant since the total charge commutes with the Hamiltonian.

We may also apply similar models to isotropic 3D materials. In that case, if the material has an inversion symmetry or mirror reflection symmetry, the driving term in Eq. 2 is forbidden in the first order of the pump electric field. We can replace the driving term by a periodic approximation, keeping only those time-dependent terms that are in resonance, $\Omega \approx 2E_k$. In that case, the coefficient $\lambda$ is approximately constant, and when the excited boson amplitude is relatively small, $|\Psi|^2 < \Delta^2 / U$, $\lambda / U$, such that the boson interaction is not important. In this limit, we find an analytic solution of the time evolution.

Now we analyze the evolution of the bosons at early time, starting from its ground state. We define the early time as the period when the phonon amplitude have not significantly decayed, so that $\lambda$ is approximately constant, and when the excited boson amplitude is relatively small, $|\Psi|^2 < \Delta^2 / U$, $\lambda / U$, such that the boson interaction is not important. In this limit, we find an analytic solution of the time evolution.

To provide some intuition, we first consider the classical equation of motion.

$$\partial_t^2 \Psi_k = (E_k^2 + 2\lambda \cos(\Omega t)) \Psi_k,$$  \hspace{1cm} (3)

where $\Psi_k$ is the spatial Fourier transform of $\Psi$ at time $t$, $E_k \equiv \sqrt{\Delta^2 + \nu^2 k^2}$.

Without the periodic drive, $\Psi_k$ oscillates at its natural frequency, $\pm E_k$. When $\Omega \approx 2E_k$, the periodic drive resonantly mixes these two modes, resulting in an exponentially growing amplitude of the oscillation, known as parametric resonance. In the quantum model, the exponential growth starts from the zero-point fluctuation of $\Psi_k$. In fact, simple models of parametric resonances is well-studied in the early days of quantum optics [30].

Let us perform standard canonical quantization to the time-dependent Lagrangian,

$$[\Pi(x), \Psi(x')] = -i\delta(x - x'),$$  \hspace{1cm} (5)

where

$$\Pi \equiv \frac{\delta L_{\text{rel}}}{\delta \partial_t \Psi} = \frac{1}{2} \partial_t \Psi^*$$  \hspace{1cm} (6)

Define,

$$\Psi_k \equiv \frac{1}{\sqrt{E_k}}(a_k + b_k)^\dagger,$$  \hspace{1cm} (7)

$$\partial_t \Psi_k \equiv \sqrt{E_k}(-ia_k + i b_k^\dagger)$$  \hspace{1cm} (8)

It is easy to check $a_k$ and $b_k$ obey the commutation relations of independent boson annihilation operators. We identify $a_k$ as the annihilation operator of electron pairs, and $b_k$ as the annihilation operator of vacancies of electron pairs relative to a background. And the Hamiltonian is given by

$$H_t = \sum_k E_k(a_k^\dagger a_k + b_k^\dagger b_k) + \frac{\lambda}{E_k}(a_k^\dagger + b_k)(a_k + b_k^\dagger) \cos(\Omega t)$$  \hspace{1cm} (9)

In the Heisenberg picture, an operator $O$ evolves as

$$dO(t)/dt = i[H_t(t), O(t)],$$  \hspace{1cm} (10)

where $O(t)$ is defined by the time-ordered integral

$$O(t) \equiv [e^{-i \int_0^t H_t' dt'}]_T O(0) [e^{-i \int_0^t H_t' dt'}]_T$$  \hspace{1cm} (11)

Note that in Eq. 10, the Hamiltonian at time $t$ is also subject to the similarity transformation since it does not commute with the Hamiltonian at a different time.

Applying it to the boson annihilation operators, we get

$$da_k(t)/dt = -iE_k a_k(t) - i\lambda / E_k \cos(\Omega t) a_k(t) + b_k(t))$$  \hspace{1cm} (12)

$$db_k(t)/dt = iE_k b_k(t) + i\lambda / E_k \cos(\Omega t) a_k(t) + b_k(t))$$  \hspace{1cm} (13)

We focus on momenta near resonance, $\Omega \approx 2E_k$. Without the external drive $a_k(t) = a_k(0)e^{-iE_k t}$, $b_k(t) = b_k(0)e^{iE_k t}$. For $\lambda \ll \Omega^2$, we take the rotating wave approximation, keeping only those time-dependent terms that are in resonance,

$$da_k(t)/dt \simeq -iE_k a_k(t) - i\lambda / 2E_k \cos^2(\Omega t) a_k(t)$$  \hspace{1cm} (14)

$$db_k(t)/dt \simeq iE_k b_k(t) + i\lambda / 2E_k \cos^2(\Omega t) a_k(t)$$  \hspace{1cm} (15)

Define $\bar{b}_k = e^{i\Omega t} b_k$, we have

$$d\left( \begin{array}{c} a_k(t) \\ \bar{b}_k(t) \end{array} \right) / dt \simeq -i \left( \begin{array}{cc} E_k & \lambda / 4E_k \\ \frac{\lambda}{2E_k} & -E_k \end{array} \right) \left( \begin{array}{c} a_k(t) \\ \bar{b}_k(t) \end{array} \right)$$  \hspace{1cm} (16)

The eigenvalues of the matrix is

$$\omega = \frac{\Omega}{2} \pm i\theta_k,$$

$$\theta_k = \sqrt{\left( \frac{\lambda}{2E_k} \right)^2 - \left( \frac{\Omega}{2} - E_k \right)^2}$$  \hspace{1cm} (17)

In the resonant region, $|\Omega - E_k| < \frac{\lambda}{2E_k}$, the eigenvalues are complex. The complex eigenvalues comes from the relative minus sign between the two off-diagonal elements in Eq. 15, which is a consequence of Bose statistics. If
we mix two fermion bands crossing each other, we would open a gap in the energy spectrum (Fig. 2(a)). These are often referred to as Floquet bands. However, for the boson model, the ‘gap opening’ is in the opposite direction; there is a momentum range that does not have real energy eigenvalues (Fig. 2(b)).

Consider turning on the drive at time \( t = 0 \), we have

\[
\begin{pmatrix}
    a_k(t) \\
    b_{-k}^\dagger(t)
\end{pmatrix} \approx e^{-i\frac{\Omega}{2}t}
\begin{pmatrix}
    u_k(t) & v_k(t) \\
    v_k^\ast(t) & u_k^\ast(t)
\end{pmatrix}
\begin{pmatrix}
    a_k(0) \\
    b_{-k}^\dagger(0)
\end{pmatrix},
\]

where \( u_k(t) \) and \( v_k(t) \) grows exponentially in the resonant region,

\[
    u_k(t) = \cosh(\theta_k t) + i \frac{\Omega}{2} - E_k \sinh(\theta_k t),
\]

\[
    v_k(t) = i \frac{\lambda}{2 E_k \theta_k} \sinh(\theta_k t) \tag{18}
\]

Eq. 17 represents a time-dependent Bogoliubov transformation of the boson operators; \( u_k(t) \) and \( v_k(t) \) satisfies \( |u_k(t)|^2 - |v_k(t)|^2 = 1 \). From Eq. 17, the number of excited bosons at time \( t \) is

\[
    \langle a_k^\dagger(t) a_k(t) \rangle = \langle b_{-k}^\dagger(t) b_{-k}(t) \rangle = |v_k(t)|^2 \tag{19}
\]

These bosonic particles and holes exist in a coherent state. The exponentially growing mixing between \( a_k \) and \( b_{-k}^\dagger \) corresponds to an exponentially growing ‘particle-hole condensate’ of electron pairs in the Schrödinger picture. To figure out the quantum state at time \( t \) in the Schrödinger picture, note that

\[
    (a_k(t) - \frac{v_k^\ast(t)}{u_k(t)} e^{-i\Omega t} b_{-k}^\dagger(t)) |0\rangle \propto a_k(0) |0\rangle = 0, \tag{20}
\]

\[
    \Rightarrow (a_k(0) - \frac{v_k^\ast(t)}{u_k(t)} e^{-i\Omega t} b_{-k}^\dagger(0)) |t\rangle = 0, \tag{21}
\]

Similarly,

\[
    (b_k(0) - \frac{v_k^\ast(t)}{u_k(t)} e^{-i\Omega t} a_{-k}^\dagger(0)) |t\rangle = 0 \tag{22}
\]

where \( |0\rangle \) and \( |t\rangle \) denote the ground state and the state at time \( t \). The two equations above completely fixes \( |t\rangle \) up to an arbitrary overall phase \( \phi_0(t) \),

\[
    |t\rangle = e^{i\phi_0(t)} \prod_k \sqrt{1 - |v_k(t)/u_k(t)|^2} e^{\frac{i\lambda^\ast(t)}{4 v_k^\ast(t)} e^{-i\Omega t} a_k^\dagger b_{-k}^\dagger} |0\rangle 
    \propto e^{\sum_k \frac{\lambda^\ast(t)}{4 v_k^\ast(t)} e^{-i\Omega t} a_k^\dagger b_{-k}^\dagger} |0\rangle. \tag{23}
\]

For each momentum, the electron pairs and vacancies of electron pairs form a two-mode squeezed state, which is well studied in quantum optics literature. For us, it is important that excitations at different momenta are also coherent. This state represents a condensate of charge-neutral pairs of the bosons, with ‘wavefunction’ \( v_k^\ast(t)/u_k^\ast(t) e^{-i\Omega t} \) in the momentum space.

This result is insensitive to the choice of the periodic drive. For example, if we change the periodic drive to be proportional to the current density in the x direction (for pump field in the x direction), with a coefficient \( \lambda' \), we only need to change \( \lambda \) into \( \lambda' v_k^\ast k_x \).

At first glance, the quantum state at time \( t \) represents a bosonic version of exciton condensates. However, the wavefunction indicates that the charge \( 2e \) pairs and charge \( -2e \) vacancies are not bound together; the wavefunction actually decays as a power law in real space for large \( t \), which is reasonable since the energy of the particle and the hole lies in the continuum of a band instead of in the band gap. This property is crucial for the electromagnetic response we discuss in the next section. Under external electromagnetic field, the positive charge and the negative charge move in opposite directions; this relative motion, absent in usual exciton condensates, gives the superconducting-like response at early time.

The discussion above relies on the rotating wave approximation, which greatly simplifies the calculation. However, it breaks gauge invariance, which is crucial for the linear response formalism, if we couple the model to electromagnetic field. To get the correct response functions of the relativistic model, we have to take into account corrections to the rotating wave approxima-
tion (see appendix B). In order to avoid this cumbersome practice whenever possible, we illustrate the physics by studying an alternative non-relativistic model, which captures the essence of the non-equilibrium physics while making the rotating-wave approximation exact.

\[ \mathcal{L}_{\text{non-rel}} = ia^* \partial_t a - \frac{1}{2m}\nabla|a|^2 - \Delta|a|^2 - \frac{\tilde{U}}{4}|a|^4 + ib^* \partial_t b - \frac{1}{2m}\nabla|b|^2 - \Delta|b|^2 - \frac{\tilde{U}}{4}|b|^4 - (\tilde{\lambda} e^{i\Omega t} ab + \tilde{\lambda} e^{-i\Omega t} a^* b^*), \]

where \( a \) and \( b \) represents charge 2e pairs and charge 2e vacancies. Ignoring the interaction, the corresponding free Hamiltonian is

\[ H = \sum_k \frac{k^2}{2m}(a_k^\dagger a_k + b_k^\dagger b_k) + (\tilde{\lambda} a_k b_{-k} e^{i\Omega t} + h.c.) \]

We follow the same procedure to analyze this model. The solution to the Heisenberg equation is still in the form of Eq. 17, except that

\[ E_k = \frac{k^2}{2m}, \quad \theta_k = \sqrt{\tilde{\lambda}^2 - \Omega^2 - E_k^2} \]

and

\[ u_k(t) = \cosh(\theta_k t) + \frac{i}{\theta_k} \frac{\Omega}{2} - E_k \sinh(\theta_k t), \]

\[ v_k(t) = i \frac{\tilde{\lambda}}{\theta_k} \sinh(\theta_k t), \]

comparing with the relativistic model, we identify \( \tilde{\lambda} \) approximately as \( \lambda/\Omega \).

The photo-induced superconducting-like response we discuss relies on the existence of both particle and hole excitations and that they are both bosonic, but the particle-hole symmetry of the model is not important. We choose it for simplicity.

### III. DISSIPATION

Before discussing the electromagnetic response of the non-equilibrium condensate, we study whether it is robust under dissipation. We distinguish two kinds of dissipation. The first kind is the scattering of a single boson, which includes scatterings by phonons and disorders to a different momentum, scatterings into two electrons, etc. The scattering rates of these processes are linearly proportional to the boson density. The second kind of dissipation is particle-hole recombination; its rate is quadratic in the boson density. We discuss it in Sec. VI.B. The first kind of dissipation can be treated analytically. We use it for the calculation of conductivity in the next section.

We introduce a phenomenological decay rate \( \Gamma \) per boson. We use the Lindblad equation for the evolution of density matrix \( \rho \)

\[ \frac{d\rho}{dt} = \mathfrak{L}_1[\rho], \]

where \( \mathfrak{L} \) is a linear functional acting on the space of operators,

\[ \mathfrak{L}_1[\rho] = -i[H,\rho] + \sum_{k} \sum_{\sigma=a,b} L_{\sigma,k} \rho L_{\sigma,k}^\dagger - \frac{1}{2} \{ L_{\sigma,k}^\dagger L_{\sigma,k}, \rho \}. \]

We choose the simplest jump operators, \( L_{a,k} = \sqrt{\Gamma} a_k \)

\[ L_{b,k} = \sqrt{\Gamma} b_k, \]

representing the incoherent decay of bosons at rate \( \Gamma \). The formal solution of Eq. 28 is given by the time-ordered integral

\[ \rho(t) = [e^{\int_0^t \mathfrak{L}_1 dt}]_T \rho(0), \]

In the Heisenberg picture

\[ O(t) = [e^{\int_0^t \mathfrak{L}_1 dt}]_T O(0), \]

The evolution of the boson creation and annihilation operators is still simple (see Appendix A for details),

\[ \begin{pmatrix} a_k(t) \\ b_k^\dagger(t) \end{pmatrix} \approx e^{-i\lambda t - \Gamma t/2} \begin{pmatrix} u_k(t) & v_k(t) \\ v_k(t)^* & u_k(t)^* \end{pmatrix} \begin{pmatrix} a_k(0) \\ b_k^\dagger(0) \end{pmatrix}. \]

Since \( u_k(t) \) and \( v_k(t) \) grows as \( e^{\lambda t} \), the exponential growing condensate survives (at early time) as long as \( \lambda > \Gamma/2 \). Otherwise, the effect of the pump would be small at any time and well described by perturbative approaches.

Lastly, we point out that the dissipative evolution of operators defined by Eq. 31 does not preserve operator multiplications (see Appendix A for details). Specifically, we find

\[ a_k^\dagger a_k(t) = [e^{\int_0^t \mathfrak{L}_1 dt}]_T [a_k^\dagger a_k(0)] = a_k^\dagger(t) a_k(t) + n_k^\Gamma(t), \]

where

\[ n_k^\Gamma(t) \equiv \Gamma \int_0^t |v_k(t')|^2 e^{-\Gamma t'} dt'. \]

### IV. CONDUCTIVITY AT EARLY TIME

Now we study the response of the non-equilibrium condensate to a probe field at early time. We define the early time as the time that the optical phonon which drives the electron pairs has not decayed, and that the boson density is low such that the interaction of bosons are negligible. In this limit, we calculate the electromagnetic response analytically. More broadly, we shall argue that results in this section applies qualitatively as long as the boson density is growing.
We minimally couple the bosons to the electromagnetic field, \( \partial_t \to \partial_t + ie^* A_0 \), \( \nabla \to \nabla + ie^* \vec{A} \), where \( e^* = -2e \) and \( \{ A_0, \vec{A} \} \) is the electromagnetic four potential. For simplicity, we first study the non-relativistic model. The electric current at momentum \( \vec{q} \) is

\[
\vec{j}(\vec{q})_{\text{non-rel}} = \frac{\delta \mathcal{L}_{\text{non-rel}}}{\delta \vec{A}(-\vec{q})} = \vec{j}^P_{\text{non-rel}}(\vec{q}) + \vec{j}^D_{\text{non-rel}}(\vec{q}), \tag{35}
\]

where \( \vec{j}^P_{\text{non-rel}} \) and \( \vec{j}^D_{\text{non-rel}} \) are the paramagnetic current and the diamagnetic current,

\[
\vec{j}^P_{\text{non-rel}}(\vec{q}) = \frac{e^*}{m} \sum_k (\vec{k} + \vec{q})(-a_k^\dagger a_{k+\vec{q}} + b_k^\dagger b_{k+\vec{q}}),
\]

\[
\vec{j}^D_{\text{non-rel}}(\vec{q}) = -\frac{e^*}{m} \sum_k (a_k^\dagger a_k + b_k^\dagger b_k) \vec{A}(q), \tag{36}
\]

where \( \vec{j}^D_{\text{non-rel}} \) comes from the quadratic terms of \( \vec{A} \) after the substitution, \( \nabla \to \nabla + ie^* \vec{A} \) into Eq. 24. To the linear order in \( \vec{A} \),

\[
\vec{j}^D_{\text{non-rel}}(\vec{q}) = -\frac{e^*}{m} \sum_k (a_k^\dagger a_k(t) + b_k^\dagger b_k(t)) \vec{A}(q),
\]

\[
= -\frac{e^*}{m} \sum_k (|v_k(t)|^2 + n_k^\Gamma(t)) \vec{A}(q)
\]

\[
\approx -\frac{e^*}{8} \frac{\tilde{\lambda}}{\lambda - \Gamma/2} \sqrt{\frac{\tilde{\lambda}}{\pi \Gamma}} e^{2\tilde{\lambda}t - \Gamma t} \vec{A}(q), \tag{37}
\]

where we have used Eq. 27, 32, and Eq. 33-34, and we have restricted the model to two-dimensional space. In the last line, we make the approximation \( t \gg 1/\tilde{\lambda} \) and expand the growth exponent \( \theta_k \) to the second order in \( (\Omega/2 - E_k) \), so that we can approximate the momentum summation by a Gaussian integral. Apart from this approximation, Eq. 37 holds only at early time when the boson interaction is negligible. At later time, the exponential growth saturates and decays due to the boson interaction and dissipation.

This diamagnetic current resembles the London equation in a superconductor, with a superfluid density \( \rho_s = \frac{1}{8} \frac{\tilde{\lambda}}{\lambda - \Gamma/2} \sqrt{\frac{\tilde{\lambda}}{\pi \Gamma}} e^{2\tilde{\lambda}t - \Gamma t} \) at early time, giving a conductivity \( \sigma(\omega) = e^* \rho_s (i/\omega + \delta(\omega)) \), but we have to take into account the paramagnetic current. In fact, in a free fermion system, the paramagnetic current cancels the singular superconducting response, and changes the ac conductivity into a Drude peak of width \( \Gamma \).

Surprisingly, we find that, the paramagnetic current is much smaller than the diamagnetic current, even with dissipation, as long as \( 1/t \ll \omega, \tilde{\lambda} \). In other words, as long as the time is long enough to resolve the frequency and the growth exponent, the ac conductivity resembles that of a superconductor.

Now we sketch the calculation of the paramagnetic current without dissipation. The calculation with dissipation is very similar except that one has to deal with operator multiplications more carefully, which we discuss in Appendix A.

Without dissipation, the conventional linear response formalism holds. But in our case the response depends not only on the frequency of the probe field but also on the time relative to the pump. We consider turning on the probe field of frequency \( \omega \) slowly, before the pump, and calculate the current at time \( t \) after the pump. For large frequencies, \( \omega \gg \tilde{\lambda}, 1/t \), the response at time \( t \) mainly comes from a time window of width \( \sim 1/\omega \) before time \( t \); therefore it does not matter whether the probe field is turned on before the pump or after the pump. Nonetheless, this setup has the advantage of studying the crossover from large frequencies to small frequencies.

For \( \vec{q} = 0 \),

\[
\langle j^P(t) \rangle = \int_{-\infty}^{t} i \langle [j^P_1(t), j^P_2(t')] \rangle A_m(\omega) e^{-i\omega t} dt' \nonumber = -2 \int_{-\infty}^{t} \text{Im}[\langle j^P_1(t), j^P_2(t') \rangle] A_m(\omega) e^{-i\omega t}. \tag{38}
\]

Using the definition of the current in Eq. 36 and the evolution of the boson annihilation operators given by Eq. 17 and Eq. 27, we find

\[
\langle j^P_1(t), j^P_2(t') \rangle = \sum_k \frac{4e^*}{m^2} k^2 u_k(t) u_k(t') v_k(t) v_k(t') \tag{39}
\]

In the limit \( \omega t \gg 1, \tilde{\lambda} t \gg 1 \), the summation is dominated by those momenta satisfying \( \Omega/2 = E_k \), which have the largest growth exponent. However, \( \langle j^P_1(t), j^P_2(t') \rangle \) is purely real for those momenta; therefore the leading-order contribution to the response kernel is zero according to Eq. 38. The subleading contribution is smaller by at least a factor of \( 1/(\tilde{\lambda} t) \) or \( 1/(\omega t) \) compared to the diamagnetic current. In Appendix A, we show that the same argument holds even with dissipation. Thus we confirm that in the limit \( 1/t \ll \omega, \tilde{\lambda} \), subjecting to the condition that the boson density is small enough such that the boson interaction is negligible, there is a superconducting-like response:

\[
\sigma(\omega) = ie^* \frac{\rho_s}{\omega}, \quad \rho_s = \frac{1}{8} \frac{\tilde{\lambda}}{\lambda - \Gamma/2} \sqrt{\frac{\tilde{\lambda}}{\pi \Gamma}} e^{2\tilde{\lambda}t - \Gamma t}. \tag{40}
\]

The exponential growth of the ‘superfluid density’ eventually saturates due to interaction.

Note that for \( \omega = 0 \), the probe field is pure gauge, and gauge invariance requires that \( \vec{j} \to 0 \). Assuming the response is a smooth function of \( t \), we should have \( \vec{j} \to 0 \) in the limit \( \omega t \ll 1 \).
The response of the relativistic model is more complicated. The paramagnetic current is no longer negligible even in the limit $\omega t \gg 1$. We show in Appendix B that in the absence of dissipation, there is a similar superconducting-like ac response,

$$\rho_s = \frac{1}{8} (1 + 4\Delta^2 / \Omega^2) \sqrt{\frac{\lambda}{\pi \Omega t}} e^{2\lambda \Omega / \Omega} \quad (41)$$

We expect this response to be robust against dissipation as in the non-relativistic model. In addition, there is a fast oscillating current at frequency $\omega \pm \Omega$ in the relativistic model, which we ignore for now.

Physically, we have a charge-neutral, particle-hole condensate, located on a ring satisfying $E_k \simeq \Omega / 2$ in the B.Z., different from a conventional superconductor, which is a condensate of charged particles at a single momentum. The reason that the sample conducts perfectly despite static scattering and dissipation in the early time is also different from that of a superconductor.

We give a physical argument for the perfect conductivity of the driven boson system through the comparison to a Fermi liquid. In a Fermi liquid, the acceleration of the electrons by the electric field is constantly offset by elastic scatterings with disorders and inelastic scatterings with other excitations. For the driven boson system we study, such scatterings also reduce the current. However, the imbalance of the particle and hole distribution created by the electric field cannot be erased by a single scattering event. On the contrary, it is enhanced by the periodic drive due to the Bose statistics. Thus, as long as the scattering rate is smaller than the growth rate of the condensate, we have a perfect conductor.

An interesting question is whether the transient state exhibits Meissner effect. Consider turning on a static magnetic field before the pump, would it be repelled out of the sample after the pump? In the next section, we give a physical argument that there is no Meissner effect at early time. In Appendix C, we calculate the response to the vector potential $A(\omega, \vec{q})$ in the limit $\omega t \gg 1, \sqrt{\Omega / mg t} \gg 1$. We find that for the non-relativistic model, the results of this section hold for $\omega \gg \Omega^2 / 2m$. But for $\omega \ll \Omega^2 / 2m$, the paramagnetic current exactly cancels the diamagnetic current at small frequencies and momenta. Thus, there is no Meissner effect for strictly static magnetic field, but we may still see a perfect diamagnetism if the Meissner effect is probed by an ac field.

V. ABSENCE OF MEISSNER EFFECT AT EARLY TIME

The absence of Meissner effect is shown by explicitly calculating the response function to a transverse electromagnetic potential in the static limit for the non-relativistic model, which we do in Appendix C. Here we present a physical argument for the absence of Meissner effect at early time. To see this we first review how a free boson condensate and a fermi sea respond differently to a static transverse vector potential. Consider the Corbino geometry shown in Fig. 3. Thread a flux in the middle, which provides a vector potential $A \ll 2\pi / L_x$, where $L_x$ is the circumference of the sample and we have set the charge to 1. This flux is equivalent to a twist of the boundary condition, hence the change of momentum quantization from $(2\pi x / L_x, 2\pi y / L_y)$ where $n_x$ and $n_y$ are integers, to $(2\pi x / L_x + A, 2\pi y / L_y)$. For a Bose-Einstein condensate (BEC), the single-particle momentum at which the bosons condense is forced to move from zero to $A$, which gives a current $j = NA / m$, where $N$ is the number of bosons in the condensate. This macroscopic coefficient indicates a large energy penalty for a flux, which leads to flux quantization in the Corbino geometry, a manifestation of the Meissner effect.

For a free fermion system (Fig. 3(b)), the change of the quantization condition would also give a current if the occupation number at each momentum were unchanged. This current corresponds to the diamagnetic current in the linear response formalism. However, in the static limit, the system will lower its energy by redistributing the fermion occupation, so that the fermions at some momenta are moved outside the Fermi surface and the opposite momenta are moved inside. In the new ground state, these fermion occupation relaxes to the quantized momenta which have moved into the Fermi surface under the twist of the boundary condition, reducing the total energy cost and the current.

To see this in more detail, we consider each one-dimensional cut passing across the Fermi sea (Fig. 3(c)), the change of the momentum quantization directly adds $N^{\text{cut}} A$ to the total momentum where $N^{\text{cut}}$ denotes the total number of occupied states along this cut. In addition, if $k^{\text{cut}}_F$ lies in a window of width $A$ in the $2\pi / L_x$ inter-
val between neighboring momenta, the rightmost state moves out of the Fermi surface. Removing it reduces the total momentum by $k_F^\text{cut}$. Similarly, the leftmost momentum moves inside the Fermi surface. Adding it reduces the total momentum by $k_F^\text{cut}$. On average, the change of total momentum along the cut is

$$\Delta k = N^\text{cut} A - k_F^\text{cut} \frac{A}{2\pi/L_x} - k_F^\text{cut} \frac{A}{2\pi/L_x} = 0. \quad (42)$$

For spatial dimensions higher than one, averaging over all cuts, the overall change of the total momentum is zero. Thus, on average, the Fermi surface is not shifted by the vector potential. The energy gain is zero up to and including order $A^2$ and there is no current to linear order in $A$. In the case of a superconductor, a gap appears at the Fermi level, and this kind of re-distribution of occupation cannot occur. The ground state energy increases as $A^2$, just like the case of the boson condensate.

For the driven non-relativistic boson model we consider, the situation is closer to the fermi sea than the boson condensate. This is because the particles in the charge-neutral condensate are concentrated on a ring in momentum space satisfying

$$E_k^p + E_k^h \simeq \Omega/2, \quad (43)$$

where $E_k^p = k^2/2m^p$ and $E_k^h = k^2/2m^h$ are the particle and hole dispersions, which in general have different masses. As pointed out in Fig. 2, there is no energy gap, but a resonant ring in $k$ space whose occupation grows with time. At time $t$ the effective width of the resonant ring is $\delta E \sim \sqrt{\lambda}/t$. Applying a small vector potential, the momentum of the particle/hole is shifted by $\pm A$. The resonant condition changes to

$$\frac{(k + A)^2}{2m^p} + \frac{(-k - A)^2}{2m^h} \simeq \Omega/2$$

$$\Rightarrow \frac{(k + A)^2}{2m^\text{eff}} \simeq \Omega/2, \quad (44)$$

where $\frac{1}{m^\text{eff}} = \frac{1}{m^p} + \frac{1}{m^h}$. This is the same condition as for the Fermi surface of the free Fermi sea. Allowing for redistribution of the states that satisfy the resonance condition, we conclude that on average, the resonant ring is not shifted by the vector potential up to and including order $A^2$, for the same reason that the Fermi surface is not shifted by the vector potential.

Thus, the driven boson system does not generate a large diamagnetic current that can repel a magnetic flux that is turned on before the pump. This is very different from the response to an ac field, where the electric field moves the particles; the imbalance the field creates, the current, is magnified by the parametric amplification despite the dissipation. We have an example of a perfect conductor with no Meissner effect.

VI. LATE-TIME BEHAVIOR: BOSON INTERACTION, DISSIPATION, AND THE DECAY OF THE PHONON

In the previous few sections, we discuss the early-time behavior of the driven boson system, ignoring the boson interaction and the decay of the periodic drive. In this section, we incorporate these two factors in a mean field treatment, and discuss the late-time behavior. For the decay of the periodic drive, we focus on the case of YBCO, where an optical phonon, initially excited by the short THz pump, drives the electron pairs and gradually decays as its energy transfers to the electron pairs. The electromagnetic pulse itself also drives the Cooper pairs directly, but it is usually less important in experiments conducted on YBCO since the duration of the pulse is much shorter than the lifetime of the phonon. For simplicity, we shall mainly focus on the non-relativistic boson model. We consider the following Lagrangian

$$\mathcal{L}_{\text{non-rel}} = ia^* \partial_t a - \frac{1}{2m} |\nabla a|^2 - |a|^2 - \frac{\tilde{U}}{4} |a|^4$$

$$+ ib^* \partial_t b - \frac{1}{2m} |\nabla b|^2 - |b|^2 - \frac{\tilde{U}}{4} |b|^4$$

$$- 2\tilde{\lambda}(ab + a^*b^*) + \frac{1}{g} (\partial_\mu \tilde{\lambda})^2 - \frac{\Omega^2}{g} \tilde{\lambda}^2, \quad (45)$$

where $\tilde{\lambda}$ is the amplitude of the optical phonon (the c-axis displacement of the apical oxygen shown in Fig. 1, scaled to remove the coupling constant of the phonon and the boson), oscillating at frequency $\Omega$. Its equation of motion is

$$\partial_t^2 \tilde{\lambda}(x) = -\Omega^2 \tilde{\lambda}(x) - g[a(x)b(x) + a^\dagger(x)b^\dagger(x)] \quad (46)$$

Since the phonon amplitude, initially created by the pump, is spatially uniform and much larger than the quantum zero-point motion and it couples to all boson modes, we expect the following classical approximation to be appropriate.

$$\partial_t^2 \tilde{\lambda} = -\Omega^2 \tilde{\lambda} - \frac{2g}{N} \sum_k \text{Re}[\langle a_k b_{-k} \rangle]. \quad (47)$$

$N$ is the total number of discrete momenta.

We also approximate the interaction $\tilde{U}|a|^4 (\tilde{U}|b|^4)$ by $4\tilde{U} \langle |a|^2 \rangle |a|^2 \langle |b|^2 \rangle |b|^2$, where the factor of 4 comes from different ways of contracting the fields. This gives the mean field dispersion

$$E_{k}^\text{MF} = E_k + \frac{\tilde{U}}{N} \sum_k \langle a_k^\dagger a_k \rangle \quad (48)$$

Now we discuss the scenario that the decay of the phonon and the dissipation of the boson are negligible,
g → 0, Γ → 0. In this scenario, the late-time behavior is dictated by the interaction, which we incorporate into the Heisenberg equation by changing the bare dispersion to the mean field dispersion.

Immediately after the pump, the boson number grows exponentially at resonant momenta, as discussed before. As it grows, the mean field energy also goes up, and the resonant condition changes. The resonant region becomes considerably shifted when \( \tilde{\omega} = 0 \). Eventually, when \( \tilde{U}/\langle |a|^2 \rangle \sim \tilde{\lambda} \). Eventually, when \( \tilde{U}/\langle |a|^2 \rangle + \Delta = \Omega/2 + \tilde{\lambda} \), no boson modes are resonantly excited and the growth saturates (Fig. 4(a)). Since \( \tilde{\lambda} \ll \Omega \), the boson density at saturation, \( \langle |a|^2 \rangle = (\Omega/2 + \tilde{\lambda} - \Delta)/U \), is almost independent of the amplitude of the pump.

If the periodic drive persists long enough, the simplest possibility is that the excited bosons relax to the zero momentum and condense at the frequency \( \Omega/2 \). According to Eq. 26 and 48, when the boson density saturates, the effective dispersion of the driven system is (see Fig. 2(c))

\[
\omega = \Omega/2 \pm \sqrt{\tilde{\lambda}^2 - (\frac{\Omega}{2} - E_{k}^{MF})^2}
\]

\[
= \Omega/2 \pm |k|\sqrt{\tilde{\lambda}/m + \frac{k^2}{4m^2}}
\]  

(49)

The ‘soft mode’ near \( \Omega/2 \) has linear dispersion, just like the Goldstone mode in an equilibrium superconductor! In fact, this non-equilibrium system holds rich phenomena of novel superconducting steady states, some of which the mean field theory is inadequate to describe. We analyze the phase diagram of the steady states in a separate work [29].

We also simulate the relativistic boson model. In addition to the smooth growth and saturation seen in the non-relativistic model, \( \langle |\Psi|^2 \rangle \) also has a frequency-\( \Omega \) oscillating component. Furthermore, we compute the ‘superfluid density’ numerically at a low probe frequency (Fig. 5)\(^1\). We use a lattice regularization for the relativistic dispersion, which is discussed in Appendix. B.

\(^1\) In the computation of the response function, we ignore the vertex correction, which is at the same order of magnitude as the mean field energy modification, but hard to deal with in this time-dependent model.
the dissipation of the boson. In the rest of this section, we first include the scattering of a single boson, where we give a self-consistent mean field solution. Then we discuss the case where particle-hole recombination is the main source of dissipation.

A. Scattering of a single boson

Combining the mean-field treatment discussed above and the Lindblad equation discussed in Sec. III, we derive the following equations for the average values of the boson bilinears (see Appendix A for details)

\[ \partial_t \langle a_k^{\dagger} a_k \rangle = -\Gamma \langle a_k^{\dagger} a_k \rangle - 4\lambda \text{Im}[\langle a_k b_{-k} \rangle] \]
\[ \partial_t \langle a_k b_{-k} \rangle = (-2iE_k^{\text{MF}} - \Gamma) \langle a_k b_{-k} \rangle - 2i\lambda(2\langle a_k^{\dagger} a_k \rangle + 1) \]

We choose the initial condition \( \langle a_k^{\dagger} a_k \rangle = \langle a_k b_{-k} \rangle = 0, \lambda = \lambda_0, \partial_t \lambda = 0 \) and solve Eq. [47, 48, 50] numerically.

In the following, we discuss two scenarios.

In the first scenario, the dissipation rate \( \Gamma \) is small but nonzero, and the phonon susceptibility \( g \) is chosen so that the total energy initially stored in the phonon is comparable to the total energy of the boson system if it were to reach the steady state. In this scenario, the boson density initially grows as in the first scenario, but as the phonon energy transfers to the boson system, the growth slows down and eventually reverses as the energy dissipates away (Fig. 4(b)).

In the second scenario, the dissipation rate is larger than that in the second scenario, and is comparable to the initial growth rate of the boson. Once the phonon amplitude is not large enough to compensate the dissipation, the boson density starts to decay sharply. Meanwhile, the phonon itself still carries considerable energy which decays much more slowly (Fig. 4(c)).

However, none of these two scenarios produce the linear proportionality between the superfluid density and the electric field seen in experiments. If the dissipation rate is comparable to the initial growth rate as in the second scenario, we should observe that the superfluid density vanishes at a nonzero field. On the other hand, if the dissipation rate is much smaller than the initial growth rate as in the first scenario, we expect the boson density, which is proportional to the superfluid density, to be proportional to the total energy of the pump, which is quadratic in the electric field. In order to resolve this problem, we next discuss the second kind of dissipation mentioned earlier, namely that due to recombination of particle and hole.

B. particle-hole recombination

In fact, the linear proportionality between the superfluid density and the electric field is natural if the main source of dissipation is the recombination of the bosonic particle and hole. Phenomenologically, we can add a decay rate proportional to the square of the boson density in the initial exponential-growing regime

\[ \frac{d\rho}{dt} = 2\lambda \rho - \Gamma' \rho^2, \]

where \( \rho = \langle |a|^2 \rangle = \langle |b|^2 \rangle \). Then the maximum boson density is \( \rho_{\text{max}} = 2\lambda/\Gamma' \), which is linearly proportional to the electric field.

VII. SUMMARY AND OUTLOOK

In this work we provide an explanation of the recently discovered photo-induced superconducting-like response in YBCO using a model of driven gapped electron pairs. The mechanism does not rely on other assumptions except that there are gapped electron pairs, which we previously proposed to explain the pseudogap phenomenology in cuprates [27]. In the early time after the pump, when the interaction of the excited electron pairs and vacancies of pairs are negligible, we show that the non-equilibrium state is a time-dependent particle-hole condensate, which exhibits a growing perfect-conductor response even with dissipation. In the late time the condensate saturates and decays. Our observations support the existence of gapped electron pairs in the pseudogap region. It would be very interesting to further investigate the transient state by other experimental techniques, for example, time-dependent ARPES, and tunneling measurements, and make comparisons with the theory.

In the following we discuss several open problems we would like to study in the future.

We have modeled disorders and dissipation effectively as the decay of the of the excited electron pairs and vacancies of pairs, like in the Drude model. We have shown that the superconducting-like response is robust against this decay. However, it would be good to explicitly include quenched disorders in the model. Following Anderson’s argument [31] on disordered superconductors in equilibrium, we find that the coherent particle-hole condensate is stable against disorders: instead of using the momentum eigenstates for electron pairs, we can solve the Heisenberg equation of motion in the basis of the energy eigenstates with quenched disorders. This approach preserves the two by two block structure and the analytical solution (Eq. 17) holds in the new basis. Yet, the response of this condensate to electromagnetic fields requires further investigation.

The present work focus on the in-plane response of the 2D system. In a follow-up work [28], we generalize our model to coupled bi-layer systems and discuss the c-axis response.

We have shown that at least in the early time, the system shows superconducting-like ac conductivity but no Meissner effect for static magnetic field. It is related to
that electron pairs condense in a ring of momenta satisfying $E_k = \Omega/2$ instead of at a single momentum. Can such a state exist in equilibrium? Would it be a superconductor? It would also be interesting to further explore the possibility of a perfect conductor without Meissner effect in non-equilibrium and equilibrium systems.

Our mean-field treatment of the late-time behavior is adequate for the majority of the experiments, which uses a short pump (around 100fs). But it is not accurate enough to resolve the fine structures of the potential steady states, which may describe the most recent experiments, that electron pairs condense in a ring of momenta satisfying $E_k = \Omega/2$ instead of at a single momentum. Can such a state exist in equilibrium? Would it be a superconductor? It would also be interesting to further explore the possibility of a perfect conductor without Meissner effect in non-equilibrium and equilibrium systems.
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Appendix A: Dissipation

In this appendix we discuss the mathematical treatment of dissipation. We first derive the time evolution of boson operators $a_k$ and $b_k$ and boson bilinears, and then discuss the linear response formalism and specifically, the paramagnetic current with dissipation.

1. Evolution of boson operators

According to Eq. 31, operators in the Heisenberg picture is defined as

$$O(t) = e^{\Sigma_{\lambda}^t} e^{\Sigma_{\lambda}} O(0),$$  \hspace{1cm} (A1)

where the operation $\Sigma_{\lambda}^t$ is defined by the equation

$$\text{Tr}[O\Sigma_{\lambda}^t[\rho]] = \text{Tr}[\Sigma_{\lambda}^t[O][\rho]].$$  \hspace{1cm} (A2)

Thus

$$\Sigma_{\lambda}^t[O] = i[\mathcal{H}_t, O] + \sum_{k = a,b} \sum_{\sigma = a,b} L_{\sigma,k}^t O_{\sigma,k} - \frac{1}{2} \{ L_{\sigma,k}^t L_{\sigma,k}, O \}. \hspace{1cm} (A3)$$

For the free non-relativistic boson model,

$$\begin{pmatrix} \Sigma_{\lambda}^t[a_k] \\ \Sigma_{\lambda}^t[b_{-k}^\dagger] \end{pmatrix} = \begin{pmatrix} -iE_k - \Gamma/2 & -i\lambda e^{-i\Delta t} \\ i\lambda e^{i\Delta t} & iE_k - \Gamma/2 \end{pmatrix} \begin{pmatrix} a_k \\ b_{-k}^\dagger \end{pmatrix} = D_t \begin{pmatrix} a_k \\ b_{-k}^\dagger \end{pmatrix} \hspace{1cm} (A4)$$

Thus,

$$\begin{pmatrix} a_k(t) \\ b_{-k}^\dagger(t) \end{pmatrix} = e^{\Sigma_{\lambda}^t} e^{\Sigma_{\lambda}} \begin{pmatrix} a_k(0) \\ b_{-k}^\dagger(0) \end{pmatrix} = e^{\Sigma_{\lambda}^t} \begin{pmatrix} a_k(t) \\ b_{-k}^\dagger(t) \end{pmatrix} = e^{D_t \Delta t} \begin{pmatrix} a_k(0) \\ b_{-k}^\dagger(0) \end{pmatrix} = e^{P \Delta t} \begin{pmatrix} a_k(0) \\ b_{-k}^\dagger(0) \end{pmatrix}. \hspace{1cm} (A5)$$

Note that $\Sigma_{\lambda}^t$ does not act on $c$ numbers, and because of that the last line has the opposite time order as the first line. We now get a single equation of the time evolution

$$d \begin{pmatrix} a_k(t) \\ b_{-k}^\dagger(t) \end{pmatrix}/dt \approx \begin{pmatrix} -iE_k - \Gamma/2 & -i\lambda e^{-i\Delta t} \\ i\lambda e^{i\Delta t} & iE_k - \Gamma/2 \end{pmatrix} \begin{pmatrix} a_k(t) \\ b_{-k}^\dagger(t) \end{pmatrix} \hspace{1cm} (A6)$$

which leads to Eq. 32 in the main text.

Unlike unitary evolution, the Lindblad equation does not preserve operator multiplications. For example,

$$\Sigma_{\lambda}^t[a_k a_k] = \Sigma_{\lambda}^t[a_k^\dagger a_k] + \Sigma_{\lambda}^t[a_k a_k], \hspace{1cm} (A7)$$

but

$$\Sigma_{\lambda}^t[a_k a_k^\dagger] = a_k \Sigma_{\lambda}^t[a_k^\dagger] + \Sigma_{\lambda}^t[a_k a_k^\dagger]. \hspace{1cm} (A8)$$

A simple way to solve the time evolution of boson bilinear operators is to first remove the time dependence of the Hamiltonian (Eq. 25) by a unitary transformation

$$U(t) = e^{\sum_k b_k^\dagger b_k \Omega_k(t)}, \hspace{1cm} (A9)$$

such that

$$\frac{d}{dt} a_k(t) = \Sigma_{\lambda}^t[a_k a_k], \hspace{1cm} (A10)$$

Assuming $a_k^\dagger(t) a_k(t) = a_k^\dagger(t) a_k(t) + n_k^\dagger(t)$, using the solution that $a_k(t) = e^{-i\Delta t/2 - \Gamma t/2}(u_k(t) a_k + v_k(t) b_{-k}^\dagger)$, and comparing the left hand side of Eq. A10 with the right hand side, we find that

$$\frac{d}{dt} n_k^\dagger(t) = \Gamma |v_k(t)|^2 e^{-\Gamma t}, \hspace{1cm} (A11)$$

which gives Eq. 34. Similarly,

$$\frac{d}{dt} m_k^\dagger(t) = \Gamma |u_k(t)|^2 e^{-\Gamma t}, \hspace{1cm} (A12)$$

Lastly, for the joint boson-phonon evolution discussed in Sec. VI, we cannot remove the time dependence of the mean-field Hamiltonian by a unitary transformation. Instead, we use the following equation of motion of the average value of an operator

$$\frac{d}{dt} \langle O(t) \rangle = \text{Tr}[O \Sigma_{\lambda}^t[\rho(t)]] = \text{Tr}[\Sigma_{\lambda}^t[O][\rho(t)]] = \langle \Sigma_{\lambda}^t[O] \rangle, \hspace{1cm} (A14)$$

which gives Eq. 50.

2. Linear response with dissipation

Now we discuss modifications of the linear response formalism in the presence of dissipation. We show that for the non-relativistic boson model the paramagnetic current is much smaller than the diamagnetic current in the limit $1/t \ll \omega, \lambda$.

For simplicity, we first remove the time-dependence of the periodic Hamiltonian by a unitary transformation and then formulate the linear response theory in the new basis.

Applying a probe vector potential in the $x$ direction, the Hamiltonian is modified as

$$H_A = H - j x A x(t), \hspace{1cm} (A15)$$

In the Schrodinger picture, to the first order in $A x$

$$\frac{d}{dt} \rho(t) = \Sigma[\rho(t)] + i[j x, \rho(t)] A x(t), \hspace{1cm} (A16)$$
\[ \delta \rho(t) = i \int_{-\infty}^{t} e^{i(t-t')} \{ [j^P_x(t'), \rho(t')] \} A_x(t') dt' \] (A17)

and the expectation value of the paramagnetic current is,

\[ \langle j^P_x \rangle_t = \text{Tr} [j^P_x \delta \rho(t)] \]

\[ = i \int_{-\infty}^{t} \text{Tr} \left[ e^{i(t-t')} [j^P_x(t'), j^P_x(t')] e^{i\rho(0)} \right] A_x(t') dt' \]

\[ = i \int_{-\infty}^{t} \text{Tr} \left[ [e^{i(t-t')} [j^P_x(t'), j^P_x(t')] A_x(t') dt' \]

\[ = i \int_{-\infty}^{t} \langle e^{i(t-t')} [j^P_x(t'), j^P_x(t')] \rangle A_x(t') dt' \] (A19)

Eq. A19 is a generalization of the conventional linear response formalism to the case with dissipation.

For the non-relativistic boson model, according to Eq. 32, 33, and 36,

\[ [e^{i(t-t')} [j^P_x(t'), j^P_x(t')] \]

\[ = \sum_k \frac{4e^2}{m^2} k^2 e^{-\Gamma(t-t')} (a_k b_{-k} u_k(t-t')v_k(t-t') - h.c.), \] (A20)

and for a probe field of frequency \( \omega \)

\[ \langle j^P_x \rangle_t = - \sum_k \frac{8e^2}{m^2} k^2 A_x \int_{0}^{t} dt' e^{i\omega t'} e^{-\Gamma(t-t')} \]

\[ \text{Im} \left\{ (e^{i\omega t'} a_k b_{-k}) u_k(t-t')v_k(t-t') \right\} \]

\[ = - \sum_k \frac{8e^2}{m^2} k^2 A_x \int_{0}^{t} dt' e^{i\omega t'} e^{-\Gamma(t-t')} \]

\[ \text{Im} \left\{ [u_k(t') v_k^*(t') + m_k^2 (t') u_k(t-t') v_k(t-t')] \right\} \] (A21)

Note that \( u_k(t') \) and \( v_k(t') \) are sum of exponential functions of \( t' \). By Eq. A13, \( m_k^2 (t') \) is also a sum of exponential functions of \( t' \). Furthermore, when \( \omega \neq 0 \), the integral in Eq. A21 is a sum of exponential functions of \( t \) whose growth exponent is not larger than \( (2\theta_k - \Gamma) \). Thus the integral is bounded by \( c_k e^{(2\theta_k - \Gamma)t} \), where \( c_k \) is independent of time. For \( \lambda t \gg 1, \omega t \gg 1 \), the momentum summation is dominated by those momenta that \( E_k \gg \Omega/2 \), and we can approximate the leading exponential function as

\[ e^{(2\theta_k - \Gamma)t} \sim e^{(2\lambda - \Gamma)t} e^{-\frac{(\Omega/2 - E_k)^2}{\lambda t}} \] (A22)

and approximate the momentum summation by a Gaussian integral of \( (\Omega/2 - E_k)/\lambda \). However

\[ \text{Im} \left\{ [u_k(t') v_k^*(t') + m_k^2 (t') u_k(t-t') v_k(t-t')] \right\} = 0 \]

when \( E_k = \Omega/2 \). Thus the leading contribution to Eq. A21 is smaller compared to the diamagnetic current (see Eq. 37) by a factor of order \( 1/\tilde{\lambda} t \) or \( 1/\omega t \). Thus, in the limit \( 1/t \ll \omega, \tilde{\lambda} \), we conclude that \( j_x \simeq j^D_x \) even with dissipation.

**Appendix B: Linear response of the relativistic boson**

In this appendix, we discuss the electromagnetic response of the relativistic boson model. We split the discussion into four sections. For simplicity, we take the boson velocity v to be unity throughout this appendix unless otherwise specified.

### 1. Lattice regularization

For the relativistic boson model, the current operator is

\[ \tilde{j}^P_{rel}(q) = \bar{j}^P_{rel}(q) + \tilde{j}^D_{rel}(q), \] (B1)

\[ \tilde{j}^P_{rel}(q) = \sum_k e^{\gamma} (\vec{k} + \frac{q}{2}) \Psi_{-k} \Psi^\dagger_{-k-q} \]

\[ = \sum_k e^{\gamma} \frac{\vec{k} + \frac{q}{2}}{\sqrt{E_k E_{k+q}}} (a^\dagger_{-k} + b_k)(a_{-k-q} + b_{k+q}), \] (B2)

\[ \tilde{j}^D_{rel}(q) = - \sum_k e^{\gamma} \frac{\vec{k} + \frac{q}{2}}{E_k} (a^\dagger_{-k} + b_k)(a_{-k-q} + b_{k+q}) \tilde{A}(q). \] (B3)

The relativistic boson model is more difficult to handle than the non-relativistic model. Even without periodic drive, the relativistic boson model has an apparently divergent conductivity if we naively introduce a momentum cutoff. For example, for a uniform vector potential along the x direction,

\[ \langle j^D_x \rangle = - \sum_k \frac{e^{\gamma}}{E_k} (b_k \bar{b}_k) A_x = -e^{2} \int_{0}^{\Lambda} \frac{d^2 k}{(2\pi)^2} \frac{1}{E_k} A_x. \] (B4)

On the other hand

\[ \langle j^P_x \rangle = \sum_n \langle \langle n | j^P_x | 0 \rangle \rangle^2 \frac{2}{E_n - E_0} A_x = e^{2} \int_{0}^{\Lambda} \frac{d^2 k}{(2\pi)^2} \frac{1}{E_k} A_x. \] (B5)
Naively, $j_x = j_x^D + j_x^P$ grows linearly with the momentum cutoff $\Lambda$. However, physically, a uniform vector potential is pure gauge, which should not induce any current.

There are multiple ways to regularize this response. Since we are interested in a condensed matter system, the most natural way is to use a lattice regularization. We consider the following general Lagrangian

$$L = \sum_k |\partial_t \Psi_k|^2 - F_k |\Psi_k|^2$$  \hspace{1cm} (B6)

instead of $F_k = k^2 + \Delta^2$, we demand $F_k$ to be periodic in the B.Z. and approaches $\Delta^2$ only for small $k$.

Minimally couple this model with electromagnetic field, we find

$$K_{xx} = -j_x/A_x = -j_x^D/A_x - j_x^P/A_x$$

\[= \int \frac{d^2k}{(2\pi)^2} \frac{-2}{2\sqrt{F_k}} e^{*} \frac{e^{2}}{2\sqrt{F_k}} \partial_{k_x} F_k \partial_{k_x} F_k + \int \frac{d^2k}{(2\pi)^2} \frac{e^{*}}{2\sqrt{F_k}} \partial_{k_x} (F_k^{-1/2} \partial_{k_x} F_k) \]

\[= \int \frac{d^2k}{(2\pi)^2} \frac{e^{*}}{2} \partial_{k_x} (F_k^{-1/2} \partial_{k_x} F_k) \]

\[= 0 \hspace{1cm} (B7)\]

For the numerical results presented in Fig. 5, we use $F_k = \Delta^2 + \frac{W^2}{2(2 - \cos(k_x) - \cos(k_y))}$ with $\Delta = 1, W = 8$, which simulates a relativistic boson with velocity $v = 2\sqrt{2}$ at small momenta.

For the analytic calculation of the driven boson model, because the leading order contribution comes only from the resonant region $E_k \sim \Omega/2$, we do not need to explicitly use any regularization scheme. We can simply ignore all terms that do not grow exponentially.

### 2. Electromagnetic response for $\omega \gg \lambda/\Omega$

Even though the final result does not depend on whether $\omega$ is larger or smaller than $\lambda/\Omega$, The calculation of conductivity is particularly simple in the limit that the probe frequency is larger, $\omega \gg \lambda/\Omega$. We first look at the conductivity in this limit.

In the Heisenberg picture, under the rotating wave approximation (Eq. 7, 17, 18),

$$\Psi_k(t) \approx \frac{1}{\sqrt{E_k}} (W_k(t) a_k(0) + W_k^\dagger(t) b_k(0))$$  \hspace{1cm} (B8)

where $W_k(t) \equiv e^{-i\omega t/2} a_k(t) + e^{i\omega t/2} b_k(t)$. Thus,

$$\langle j_x^D(t) \rangle = -\sum_k \frac{e^{*}}{E_k} |W_k(t)|^2 A_x e^{-i\omega t}$$  \hspace{1cm} (B9)

On the other hand, by the standard Kubo formula,

$$\langle j_x^P(t) \rangle = \frac{1}{2} \frac{e^{*}}{E_k} |W_k(t)|^2 A_x e^{-i\omega t} \int_{-\infty}^t \! dt' e^{-i\omega t'}$$

$$i\langle W_k^2(t) W_k^2(t') - W_k^2(t') W_k^2(t) \rangle \hspace{1cm} (B10)$$

We are interested in the limit $\omega, \lambda/\Omega \ll \Omega$. In the resonant region, we identify $u_k(t), v_k(t)$ and $e^{-i\omega t}$ as slowly varying functions of time compared to $e^{\pm i\Omega t/2}$. Thus, we divide $W_k^2(t)$ into three components

$$W_k^2(t) = e^{-i\Omega t} u_k^2(t) + e^{i\Omega t} v_k^2(t) + u_k(t)v_k(t)$$

$$\equiv W_{\Omega,0,0}^2(t) + W_{\Omega,0,2}^2(t) + W_{\Omega,2,0}^2(t) \hspace{1cm} (B11)$$

Correspondingly, the current also has a slowly varying component and fast oscillating components. We rewrite the integral in Eq. B10 as follows, keeping only the slowly varying component

$$-\int_{-\infty}^t \! dt' e^{-i\omega t'} 2\text{Im}[W_k^2(t) W_k^2(t')] = C_k + D_k + \ldots$$  \hspace{1cm} (B12)

$$C_k \equiv -\int_{-\infty}^t \! dt' e^{-i\omega t'} 2\text{Im}[W_{\Omega,0,0}^2(t) W_{\Omega,0,0}^2(t')]$$

$$-\int_{-\infty}^t \! dt' e^{-i\omega t'} 2\text{Im}[W_{\Omega,0,2}^2(t) W_{\Omega,2,0}^2(t')]$$

$$D_k \equiv -\int_{-\infty}^t \! dt' e^{-i\omega t'} 2\text{Im}[W_{\Omega,2,0}^2(t) W_{\Omega,0,2}^2(t')] \hspace{1cm} (B13)$$

In the limit $\theta, \omega \ll \Omega$, $C_k$ takes a simple form

$$C_k \approx \frac{2}{\Omega} (|u_k(t)|^4 - |v_k(t)|^4) = \frac{2}{\Omega} (2 |v_k|^2 + 1)$$  \hspace{1cm} (B14)

where we have used $|u_k(t)|^2 - |v_k(t)|^2 = 1$. Furthermore if we assume $\omega \gg \lambda/\Omega, \theta$, $D_k$ becomes negligible

$$D_k = i W_{\Omega,0,2}^2(t) \int_{-\infty}^t \! W_{\Omega,2,0}^2(t') e^{-i\omega t'} dt'$$

$$- i W_{\Omega,2,0}^2(t) \int_{-\infty}^t \! W_{\Omega,0,2}^2(t') e^{-i\omega t'}$$

$$\approx -\frac{1}{\omega} |W_{\Omega,0,0}^2|^2 + \frac{1}{\omega} |W_{\Omega,2,0}^2|^2$$

$$= 0 \hspace{1cm} (B15)$$

Combining the slowly varying component of the diamagnetic and the paramagnetic current, we find
\[ \langle j_x(t) \rangle_{\text{slow}} \simeq - \sum_k \frac{2e^2}{\Omega} \frac{2k^2}{E_k^2} (|v_k|^2 + 1) A_x e^{-i\omega t} \]
\[ \simeq \int \frac{kdk}{2\pi} \frac{e^{i2\Omega \theta}}{\Omega} (1 - \frac{k^2}{2E_k^2})^2 e^{i2\Omega t} A_x e^{-i\omega t} \]
\[ = \int \frac{EdE}{2\pi} e^{iE} \frac{2E^2}{2\pi} \frac{\lambda}{E	heta} e^{i2\Omega t} A_x e^{-i\omega t}. \]

(B16)

Define \( x = \frac{\Omega/2 - E}{\lambda/\Omega} \), \( \theta \simeq \lambda/\Omega(1 - x^2/2) \) and
\[ \langle j_x(t) \rangle_{\text{slow}} \simeq - \frac{\lambda e^{i2\theta}}{8\pi} (1 + \frac{4\Delta^2}{\Omega^2}) e^{i2\lambda t/\lambda} \int dx e^{-x^2 \lambda t/\lambda} \]
\[ = - \frac{e^{i2\theta}}{8\sqrt{\pi}} (1 + \frac{4\Delta^2}{\Omega^2}) \sqrt{\frac{\lambda}{\Omega}} e^{i2\lambda t/\lambda} A_x e^{-i\omega t} \]

(B17)

Thus,\[ \frac{d}{dt} \left( \frac{a_k(t)}{\tilde{b}_{-k}(t)} \right) \approx \left( \frac{E_k}{2E_k} \frac{\lambda}{\Omega - E_k} \right) \left( \frac{a_k(t)}{\tilde{b}_{-k}(t)} \right) \]
\[ + \frac{i}{2E_k} \left( -2 \cos \Omega t - e^{-2i\Omega t} \right) \left( \frac{a_k(t)}{\tilde{b}_{-k}(t)} \right) \]

(B18)

where \( \tilde{b}_{-k}(t) = e^{-i\Omega t/2} b_{-k}(t) \). In the resonant region \( E_k \simeq \Omega/2 \), \( a_k \) and \( \tilde{b}_{-k} \) approximately oscillates near frequency \( \Omega/2 \). The first term on the right hand side oscillates at the same frequency as the left hand side; we call it the resonant term. The second term is the non-resonant term, which oscillates at frequencies differ to the bare frequency by \( O(\Omega) \) if we substitute \( a_k \) and \( \tilde{b}_{-k} \) by its bare solution at \( \lambda = 0 \). To the first order, we can ignore the second term
\[ \frac{d}{dt} \left( \frac{a_k(t)}{\tilde{b}_{-k}(t)} \right) \approx \left( \frac{E_k}{\Omega - E_k} \frac{\lambda}{2E_k} \right) \left( \frac{a_k(t)}{\tilde{b}_{-k}(t)} \right) \]

(B19)

To the second order, the correction to the solution above satisfies
\[ \frac{d}{dt} \left( \frac{a_k(t)}{\tilde{b}_{-k}(t)} \right) \approx \left( \frac{E_k}{\Omega - E_k} \frac{\lambda}{2E_k} \right) \left( \frac{a_k(t)}{\tilde{b}_{-k}(t)} \right) \]

(B21)

Keep only terms at the order of \( \lambda/\Omega^2 \), we find
\[ \Psi_k^{(2)}(t) = W_k^{(2)}(t) a_k(t) + W_k^{(2)}(t) \tilde{b}_{-k}(t), \]
\[ W_k^{(2)}(t) = \frac{\lambda}{\Omega^2} \left[ e^{i\Omega t/2} \left( \frac{1}{2} \right) u_k(t) - \frac{1}{2} \left( \frac{1}{2} \right) v_k(t) \right] + \left( 1 + \frac{4\Delta^2}{\Omega^2} \right) \left( \frac{1}{2} e^{-3i\Omega t/2} u_k(t) + e^{i3\Omega t/2} v_k(t) \right) \]

(B22)

In the next section, we plug in the second order result
\[ W_k(t) = W_k^{(1)}(t) + W_k^{(2)}(t) \]

(B23)

into Eq. B10 to calculate the conductivity at arbitrary frequency.

4. Electromagnetic response at arbitrary frequency

In Eq. (B10-B13), we write the parametric current as an integral involving \( W_k(t) \) and identify contributions from \( C_k \) and \( D_k \). The contribution from \( C_k \) involves the time integral of fast oscillating terms, which is suppressed by a factor of \( \frac{1}{\Omega} \). The leading order \( W_k(t) \) gives a contribution comparable to the diamagnetic current; the correction to \( W_k(t) \) only gives a much smaller contribution. On the other hand, the contribution from \( D_k \) is naively \( \Omega^2/\lambda \) larger than the diamagnetic current. For consistency, we need to include corrections of \( W_k(t) \) at the order of \( \lambda/\Omega^2 \).

Now we formally treat \( \frac{\omega}{\lambda/\Omega} \) as an \( O(1) \) number, and treat \( \Omega/(\lambda t) \) and \( \lambda/\Omega^2 \) as small numbers. More specifically, note that \( D_k \) depends on the momentum only through the energy and that \( D_k \) is prominent only in the resonant region. Therefore, we define \( x = \frac{\Omega/2 - E}{\lambda/\Omega} \) and expand \( D_k \) as a power series of \( x \) near \( x = 0 \). By explicit calculation, we find that
We keep only terms which grow exponentially. The last two lines are non-oscillating in time: they give a DC component to the current. In the limit $\omega t \ll 1$, the probe field becomes pure gauge, and gauge invariance requires the DC component to cancel the AC component. However, the DC component is actually a response to the sudden turning on of the pump field at $t = 0$. For probe fields with frequencies much larger than $1/t$, if we turn on the probe field after the pump (which is usually the case in experiments), the DC component disappears. Now we focus on the limit $\omega t \gg 1$. Note that

$$\theta \simeq \frac{\lambda}{\Omega}(1 - (x - x_0)^2/2),$$

where $x_0 \equiv 2\lambda/\Omega^2$. For $\lambda t/\Omega \gg 1$, the momentum summation can be approximated as a Gaussian integral of $x$ centered around $x_0$. After the Gaussian integral, $\langle x \rangle \simeq x_0 = 2\lambda/\Omega^2$, $\langle x^2 \rangle \simeq \Omega/(2\lambda t)$, $\langle x^3 \rangle \simeq 3/(\Omega t)$. The expansion of $D_k$ in $x$ becomes a mixed expansion in $\lambda/\Omega^2$ and $\Omega/(\lambda t)$. We ignore terms of $O((\lambda/\Omega^2)^2)$.

To the leading order in $\Omega/(\lambda t)$, we can safely ignore $x^2$ and $x^3$. Since $\langle x \rangle = 2\lambda/\Omega^2$, we find from Eq. (B24) that the AC component is zero at this order. Thus we extend the validity of the results in Appendix B2 to smaller frequencies.

To the next order in $\Omega/(\lambda t)$, we get a small correction to the superfluid density and a real part of the conductivity.

$$\text{Re } \sigma(\omega, t) = \frac{e^2}{16\sqrt{\pi}}(1 + 12\Delta^2/\Omega^2)\frac{4(\lambda/\Omega)^2}{(4(\lambda/\Omega)^2 + \omega^2)\omega^2 t} \sqrt{\frac{\lambda}{\Omega}} e^{2\lambda t/\Omega}. \quad (B26)$$

Note that the real part is much smaller than the superconducting-like imaginary part when $1/t \ll \omega, \lambda/\Omega$. $\text{Re } \sigma(\omega, t) \sim O(1/(\omega t), \Omega/(\lambda t))\text{Im } \sigma(\omega, t)$.

**Appendix C: No Meissner effect at early time**

In this appendix, we calculate the response of the non-relativistic boson model to magnetic field at early time, ignoring the dissipation, the boson interaction, and the decay of the periodic drive.

Consider a probe field

$$\tilde{A} = A_x e^{i\xi_y y - i\omega t}, \quad (C1)$$

which is smoothly turned on before the pump. The paramagnetic current induced by this probe field is,

$$\langle j^P_x (q, t) \rangle = \int_{-\infty}^t i\langle [\tilde{j}_x^P (q, t), \tilde{j}_x^P (-q, t')] \rangle A_x e^{-i\omega t'} dt'$$

$$= -2 \int_{-\infty}^t \text{Im} \langle [\tilde{j}_x^P (q, t), \tilde{j}_x^P (-q, t')] \rangle A_x e^{-i\omega t'} dt'$$

$$= -\frac{4e^2}{m^2} \sum_k k_x^2 A_x e^{-i\omega t} \int_{-\infty}^t dt' e^{i\omega (t-t')} \text{Im} [u_{k+q}(t')v_k(t')(u_{k+q}(t)v_k(t) + u_k(t)v_{k+q}(t))], \quad (C2)$$

where $u_k(t)$ and $v_k(t)$ are given by Eq. (27).

We find that the integral on the last line of Eq. (C2) grows at most by $e^{2\lambda t}$. In the limit $1/t \ll \omega, \sqrt{\Omega/mq}, \lambda$, to compute the leading-order behavior, we only need to keep terms proportional to $e^{2\lambda t}$ and $e^{2\theta t + \lambda \omega t}$, and approximate the momentum summation by an integral near $E_k = \Omega/2$ and $E_{k+q} = \Omega/2$ where the growth exponent reaches its maximum. Contributions from all other terms are suppressed by powers of $1/t$. For example, $e^{i\xi_y + \Theta k + \lambda \omega t}$ reaches its maximum only when $E_k = E_{k+q} = \Omega/2$; this much smaller phase space results in a much smaller contribution in the limit $1/t \ll \sqrt{\Omega/mq}$. To further simplify the result, we utilize the freedom to interchange $k$ and $k + q$ in the momentum summation, and we take the limit $\omega \ll \lambda$. With these simplifications, we find that in 2D

$$\langle j^P_x (q, t) \rangle \simeq \frac{e^2}{m} \sum_k \frac{k_x^2 (E_{k+q} - E_k)}{(E_{k+q} - E_k)^2 - 2i\omega \lambda} e^{2\lambda t} A_x e^{-i\omega t}$$

$$= \frac{e^2}{m} \int \frac{dk}{2\pi} e^{2\theta t} A_x e^{-i\omega t}$$

$$\cdot \frac{d\phi}{2\pi} \left( \phi \cos \phi + \frac{\hat{q}^2}{2m} \right) - \frac{d\phi}{2\pi} \left( \phi \cos \phi + 1 \right) \left( \frac{\phi}{2\pi} \cos \phi + e^{2\lambda t/\Omega} \right), \quad (C3)$$

where $\phi$ is the angle between $\hat{k}$ and $\hat{q}$ (which we choose to be in the y axis), $k_{\Omega} \equiv \sqrt{2\Omega m}$, $\epsilon \equiv q/2k_{\Omega}$, and $a \equiv \frac{\lambda + \omega}{2} \lambda/\Omega \sqrt{\frac{\Omega}{2m}}$.

We find that the integral is singular in the small $q$ and $\omega$ limit: it approaches 0 for $a \gg 1$ and approaches 1 for $a \ll 1$. Thus, for the probe field with frequency and momentum $\omega, q$ satisfying $\omega \ll \Omega \sqrt{\frac{q^2}{2m}}$, for example for a static magnetic field, there is no superconducting-like response at early time.