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SUMMARY With more digital home appliances and network devices having OSGi as the software management platform, the power-saving capability of the OSGi platform has become a critical issue. This paper is aimed at improving the power-efficiency of the OSGi platform, i.e. reducing the energy consumption with minimum performance degradation. The key to this study is an efficient power-saving technique which exploits the runtime information already available in a Java virtual machine (JVM), the base software of the OSGi platform, to best determine the timing of performing DVFS (Dynamic Voltage and Frequency Scaling). This, technically, involves a phase detection scheme that identifies the memory phase of the OSGi-enabled device/server in a correct and almost effortless way. The overhead of the power-saving procedure is thus minimized, and the system performance is well maintained. We have implemented and evaluated the proposed power-saving approach on an OSGi server, where the Apache Felix OSGi implementation and the DaCapo benchmarks were applied. The results show that this approach can achieve real power-efficiency for the OSGi platform, in which the power consumption is significantly reduced and the performance remains highly competitive, compared with the other power-saving techniques.
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1. Introduction

With the fast growth of the Internet, the use of the Internet has not been limited to the office (work environment). Instead, the home has already replaced the office to become the major place for users to use the Internet. This significant change has led to the wide deployment of home services/applications and devices, such as multimedia on demand, mobile remote control and smart home devices.

In order to provide friendly user interfaces and achieve easy management for multiple services, applications and devices, an information gateway is necessary. The Open Service Gateway initiative (OSGi) [1] platform is one of the widely used standards for such a gateway. The OSGi defines a set of standards that involves the protocols between heterogeneous services/applications and devices. As a result, different resources can communicate to each other and be well managed under the OSGi platform.

In an OSGi network, the OSGi server, also written as Open Service Gateway (OSG), is the most important component. This server normally connects to service providers over a wide area network (WAN), and connects to domestic devices over a local area network (LAN). Service providers can package their applications as bundles. These bundles can then be transferred to, and executed on, the OSGi server as requested. It is worth noting that an OSGi server is usually nonstop, i.e. a long-running server providing continuing services. Therefore, it leads to the energy wastage problem, i.e. the power-saving issue.

The Dynamic Voltage and Frequency Scaling (DVFS) technique is a common methodology for reducing the energy wastage of the server-based systems. In the simplest form, DVFS is based on dynamically changing the voltage/frequency of processors to reduce the power consumption [2]. Several related studies have been presented in the literature [3]–[7]. These studies are classified into two major groups: (1) profiling and (2) performance monitors.

The basic idea of the profiling-based approach is to analyze the runtime behaviors of the applications first, and then to adjust the frequencies of the processors based on the information gathered in the analysis (profiling) phase [8]. This method is intuitive, but it requires extra costs, such as code analyses and insertion of special instructions. Thus, the profiling approach is rarely applied to the systems which require quick response.

The alternative is to use the DVFS technique based on the information of the hardware performance monitors (PM) [9]. By reading the PM at runtime, different phases of an application, such as memory phase and execution phase, can be identified and observed during its execution. For example, the memory phase often means a higher memory stall cycles, thus implying the timing to lower the processor frequency for power-saving. However, this PM-based approach comes with two limitations. First, the result of the phase identification is always one step behind, since it can only be obtained after the program behavior information appears in the PM. Second, the actual end time of a given phase cannot be precisely determined/computed.

In this paper, we focus on how to improve the power-saving of the OSGi platform, especially for OSGi-enabled devices which are used as long-running servers. Unlike the traditional methods (i.e. profiling and PM), our approach reduces the energy wastage of the OSGi platform by exploiting the runtime information which is already available in a Java virtual machine (JVM) [10], the base software of the OSGi platform, where the runtime information serves as the basis to effectively guide the way of using the DVFS for greater power efficiency.
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Compared with the other power-saving techniques, the proposed approach offers two benefits. First, no profiling is required, avoiding extra costs (as mentioned above). Secondly, the runtime information of a JVM, actually correlated with the application phases, can be obtained before the execution of the applications, so that the problems of the PM-based method can be avoided.

To demonstrate the feasibility of our novel approach, a series of experimental steps are performed as follows. First, the software components of the OSGi platform are studied, including the base software of the OSGi platform, i.e. the JVM. Then, the runtime information of the JVM is analyzed to identify the particular phases of OSGi applications. Finally, according to the correlation between the OSGi application phases and the analyzed runtime information, the power-saving approach is proposed and is evaluated based on an OSGi implementation [1], [16] and several benchmark programs [11]. The experimental results demonstrate the effectiveness of the proposed approach.

2. The Power-Saving Opportunity for OSGi Platform

The Open Service Gateway initiative (OSGi) [1] defines a standardized service platform for developing and deploying service-oriented applications. In OSGi, a service is described as a Java interface which is normally packaged along with its implementations into a software component called bundle. Each bundle can be dynamically and remotely installed, updated and removed. Such a dynamics provides a point-to-point transmission solution between service providers and local devices.

Figure 1 illustrates a typical OSGi infrastructure. It is easy to see that the OSGi server/gateway plays the key role in this infrastructure. The user at home can select a service to install on the OSGi server. For service providers, their OSGi applications (i.e. bundles), with the help of the operators, can be remotely deployed on the OSGi server. In this case, the OSGi server serves as a residential gateway which could be a set-top box (STB), ADSL modems, cable modems, etc.

It should be noted that, to ensure the platform independence, the OSGi platform employs a Java technology-based software framework. Each OSGi platform must be powered by a Java virtual machine (JVM). As shown in Fig. 2, the basic architecture of an OSGi-enabled device/server contains an OSGi framework that sits on top of a JVM. All the bundles (Java applications) running on the OSGi device are supposed to be run on the JVM. This means that all the instructions (i.e. Java bytecodes) have to be interpreted by a single JVM instance, and then be executed on the hardware.

Based on this fact, we have a hypothesis that there exists some relationship between the JVM runtime information and the phases of the applications. In this case, assume the memory phase of the OSGi device could be correlated to some of the JVM runtime information. Then, it would be possible to identify the correct timing to lower the CPU frequencies while the device is running. That is, under this hypothesis, the runtime information of the JVM would provide an opportunity to achieve power-saving for the OSGi device.

The remainder of this paper will be dedicated to our methodology, including how to analyze the application behavior and how the JVM runtime information can be used to identify the application phases.

In addition, since our approach is based on observing the runtime information already available in a JVM and performing DVFS in advance, the problems caused by the traditional power-saving approaches can be avoided naturally. According to our experiments in this study, the proposed power-saving approach can appropriately change CPU frequencies to reduce the energy wastage of the OSGi platform while maintaining performance.

3. Methodology

This section mainly describes the JVM runtime information useful for our study, and how the phases of the OSGi device/application can be correlated to the runtime information.

The JVM runtime information refers to the data internally managed by a running JVM, including the internal data
structures and the resource details of the JVM. In this study, the exploited runtime information would be limited to the automatic memory management of the JVM, also known as garbage collection [12]. Garbage collection (GC), an integral part of a JVM, is designed for the “memory recycling” and is essentially related to the memory access behaviors of the applications. It normally takes up a considerable portion of the Java system workload [13].

In a garbage-collected system, the involved operations/instructions can typically be divided into two parts: mutator and collector. The mutator represents the thread of computation that allocates and modifies the objects in heap, which is usually referred to as the application thread. The collector, or garbage collector, corresponds to the thread of control in charge of reclaiming the unused objects (i.e., garbage) in heap.

Since the mutator is essentially application-dependent, it is difficult to be used to identify the memory phase of the OSGi device in a precise way. Although it might work by analyzing the mutator behaviors of the applications (running on the device) at runtime, it is costly and actually can lead to performance degradation.

In contrast, the collector would provide a better opportunity for efficiently determining the memory phase of the OSGi device at runtime. First, the garbage collector, as such, is dedicated to the memory analysis and optimization. Second, the collector and the mutator are typically mutually-exclusive (i.e., non-overlapping); that is, the GC phase (i.e., the execution period of GC) would not be interfered with by the mutator behavior. Also, the OSGi device, as mentioned earlier, is based on the architecture where all applications are executed on a single JVM instance.

Based on these facts, a reasonable hypothesis would be that the GC phase of an OSGi device implies the memory phase of the device. Technically, since the JVM can identify all the GC phases at runtime, the correct timing to lower the CPU frequencies of the device can be determined naturally, thus achieving the power-saving goal. Under this concept, the mutator phase would be referred to as the execution phase.

To further support this hypothesis, we conduct the following experiment, configured as described in Sect. 5. Two Java benchmarks, Sunflow and Eclipse, from the Da-capo benchmark suite [11] are used. A special measure called Stall Cycle Per Instruction (SCPI) [20] is employed (tracked) to analyze the phases of the applications (benchmarks). The SCPI is defined as follows:

\[
SCPI = \frac{\text{Mem\_Stall}}{\text{Instr\_Ret}}
\]

where Mem\_Stall and Instr\_Ret are both the hardware events which can be monitored by the performance monitors. Instr\_Ret stands for the number of instructions retired. Mem\_Stall represents the number of the stalled cycles, which reflects the time the CPU needs to wait for the required input data from memory.

In this experiment, a low value of SCPI is used to indicate an execution phase, since it implies a high CPU workload. On the other hand, a high value of SCPI is used to signify a memory phase, which normally implies the CPU waiting for memory requests and actually the timing to lower the CPU frequencies.

Figure 3 and Fig. 4, respectively, show the experimental results for the benchmarks Eclipse and Sunflow, where the SCPI values and the GC periods are plotted. Here, each GC period (or GC phase) stands for an engaged period of GC, and the disengaged periods of GC can be viewed as the mutation phases (periods).

It could be observed that the SCPI values of the mutation phases vary greatly and are very instable. That is because the workload in the mutation phase actually refers to the application code. In contrast, the SCPI values of the GC phases are relatively high and stable. That is because the GC phase is essentially responsible for analyzing and collecting unused objects in heap memory, thus resulting in a significant number of memory stall cycles (i.e., the memory cycles that the CPU needs to wait for the required data from memory).
phase).

Clearly, the results confirm our hypothesis that the GC phase of an OSGi device implies the memory phase of that device. In this study, a novel power-saving approach is developed according to this hypothesis, which is detailed in the next section.

4. The Power-Saving Approach

This section presents our power-saving approach. The approach is based on the above hypothesis which correlates the GC phase of an OSGi device/server with the memory phase of that device/server.

Under this hypothesis, the memory phase and the execution phase, respectively, refer to the GC period and the non-GC period. Therefore, the phase detection can be achieved by directly observing the engaged/disengaged periods of the garbage collector at runtime.

Since the GC related runtime information is naturally available to a JVM and is naturally mapped to the application phases, the phase detection overhead is minimized. The phase detection procedure can be carried out by modifying the JVM. For example, when a GC trigger occurs (i.e. memory phase), a procedure of lowering the CPU frequencies would be launched for reducing the power consumption. The power-saving algorithm is outlined in Fig. 5.

Each time a start/end event of the GC occurs, the frequencies of the available CPUs would be decreased/increased. Since the frequency adjustments are confined to the engaged periods of GC, the performance of the mutators (i.e. application code) would not be affected. In the algorithm, the frequency adjustment details, e.g. the available number of CPU and levels of frequency, hinge on the underlying hardware architecture. In addition, the effectiveness of the algorithm could be related to the selection of GC strategies/algorithms. For example, in a generational GC system with our power-saving approach enabled, a major/full GC would outperform a minor GC in terms of the power-saving. That is because a major GC often involves an analysis of a wide range of memory, thus resulting in a longer period of memory phase [14].

An overview of the entire power-saving approach is illustrated in Fig. 6. This, technically, involves (1) instrumenting the JVM of the OSGi platform for detecting the memory (or GC) phase, and (2) the procedure of lowering the CPU frequencies of the device/server.

The former corresponds to the timing informing module, which is added for observing and gathering the required GC information, e.g. the timing information about the start and the end of a GC phase. The latter is realized by the frequency adjustment module, which is embedded in the kernel for efficiently adjusting the CPU frequencies (as requested). All the requests are from the timing informing module. It is also worth noting that the frequency adjustment module includes in-line assembly codes that can directly adjust CPU frequencies by accessing some particular registers of the CPU [15]. Thus, compared with the method based on user-level calls, the way we adjust CPU frequencies is more efficient; the required CPU cycles for the frequency adjustment are minimized.

In addition, the power-saving approach brings two advantages, in comparison with the traditional methods. The first is the reliable phase identification, which, as described earlier, is simply because of the nature of the garbage collection (i.e. the memory phase). As we have seen in the previous experiment (Fig. 3 and Fig. 4), each of the GC phases always reflects a memory-intensive period. Therefore, our approach can avoid the inappropriate adjustment of the CPU frequencies. It should be noted that lowering the CPU frequencies in an execution phase (i.e. mutation phase) could degrade the overall system performance. For those methods based on profiling or PM, an inappropriate frequency adjustment may occur due to an inaccurate phase detection, thereby causing unnecessary performance degradation and energy wastage.

The second advantage of the proposed approach is that the overhead of the phase identification/detection is quite low. In fact, most of the power-saving approaches require the phase identification, and this usually has a negative impact on the system performance, e.g. the additional profiling

```
Power-Saving Algorithm:
    for each GC event E, issued by the JVM process
        if E = GC_START then
            for each available CPU Ca
                Ca := minimum frequency;
        else if E = GC_FINISH then
            for each available CPU Ca
                Ca := maximum frequency;
    end if
```

Fig. 5 The power-saving algorithm.

Fig. 6 The OSGi power-saving implementation.
work. Since the phase identification of our approach is entirely based on the runtime information already available in the JVM, the overhead can be minimized.

In short, the proposed power-saving technique could provide an opportunity to achieve the power-saving goal for the OSGi platform without the overheads caused by the traditional power-saving techniques.

5. Experimental results

In order to validate the power-efficiency of the proposed OSGi power-saving approach, the following experiments are conducted. All the measurements are based on a server with the Q6800 processor, a Quad-Core Intel CPU. The frequency of each core is allowed to be adjusted independently from 1.7 to 2.9 GHz. The Fedora Core 14 with kernel version 2.6.35 and Apache Felix 3.0.9 [16], an OSGi implementation that conforms to the OSGi R4 specifications [1], are used in the experiments.

In addition, a state-of-the-art Hotspot JVM, shipped with OpenJDK 1.7 [17], is used in the experiments. The GC configuration is entirely based on the default settings in the HotSpot JVM, in which the used garbage collector is a generational garbage collector. The garbage-collected space is divided into two generations, the young generation and the tenured generation [14]. The copying collector is used in the young generation. The young generation is optimized for those objects with a short lifetime. After several collections, the survived objects are moved to the tenured generation since these objects have a longer lifetime. In the tenured generation, the mark-sweep-compact collector is used to collect the garbage concurrently [18].

The generational garbage collector would be suitable for the OSGi platform. For the OSGi server, most of the temporary objects, created by the applications in response to immediate requests, would fall into the young generation and are collected frequently and effectively. The long-lived objects, often created by long running applications, would be considered as the tenured generation, and the infrequent collections on the tenured generation can avoid unnecessary GC operations, thus improving the server performance.

In the experiments, the measurement of CPU power consumption is critical. A widely used dynamic power measurement of CMOS circuits [19] is used in this study. The dynamic power consumption of processors \( P \) is expressed as follows.

\[
P = C \times V_{dd}^2 \times f
\]

where \( C \) is the effective switching capacitance, \( V \) is the CPU supply voltage, and \( f \) is the CPU execution frequency. With this equation, the power consumption of the processors could be (approximately) measured.

However, the power consumption cannot exactly indicate the power-efficiency, because the lower frequency settings (of CPUs) might significantly decrease the system performance. Hence, another measure called energy-delay product (EDP) is used here to evaluate the power-efficiency. The EDP value is defined as the product of the power consumption and the execution time squared [5]. Since this measure considers both energy and delay simultaneously, the EDP value can better reflect the power-efficiency. In general, a lower EDP value indicates a better power-efficiency.

Since there is no standard benchmark for evaluating the power-efficiency of the OSGi platform, the widely used Java benchmark suite, Dacapo [11], is used in our experiments. The latest version of Dacapo consists of fourteen Java benchmarks that cover a various range of applications, such as image tracing, document searching, database operation and web service processing. Therefore, the effectiveness (i.e. power-efficiency) of the OSGi power-saving approach can be examined under various types of workloads. In the implementation, each of the benchmarks is simply wrapped as an OSGi bundle and is designed to be launched when the bundle is started.

Furthermore, four power configurations are used to demonstrate the power-efficiency of our OSGi power-saving approach. First, the power configurations max-frequency and min-frequency, respectively, represent the maximum and minimum frequency. Both of them use the static (fixed) CPU frequency and can be mapped to the performance and power-saving governors in Linux.

The other two configurations, respectively, refer to the Linux power-saving governors, ondemand and conservative. These two power-saving governors would adjust frequencies based on observing the CPU workload. The use of ondemand governors normally switches to the highest frequency immediately when the CPU load is high. It can thus maintain the system performance well, while it leads to more energy wastage. On the other hand, the use of conservative governors increases frequency step by step. Thus, slight performance degradation and less energy wastage would be observed. These two Linux power-saving governors are popular and actually could be used to represent the PM-based power-saving approaches.

Figure 7, Fig. 8 and Fig. 9, respectively, show the experimental results in terms of performance, power-consumption and EDP values. The configuration, OSGi power-saving, represents the proposed power-saving approach. For each of these figures, the results of the last four configurations are normalized to the results of the first configuration (i.e. the max-frequency).

Figure 7 shows the performance comparison. It is unsurprising that the maximum frequency configuration delivers better overall performance than the other four configurations. In particular, for each of the benchmarks, the performance degradation caused by the OSGi power-saving configuration is less than two percent (compared to the results of the maximum frequency configuration). This suggests that our OSGi power-saving approach is highly competitive with the maximum frequency setting in terms of the performance.

In Fig.8, it is easy to see that the use of our OSGi power-saving approach leads to the lowest power consumption. In this case, the energy wastage is reduced by about
nineteen percent on average; the use of ondemand and conservative governors leads to an average reduction of eleven and fifteen percent respectively. It should be noted that the power consumption of min-frequency always delivers the lowest performance (as in Fig. 7) and actually results in the longest execution time, so the total power consumption for the min-frequency configuration is the largest.

Fig. 7  The performance comparison.

In Fig. 9, the EDP values are measured for comparing the power-efficiency. It can be seen that, for each of the benchmarks, the OSGi power-saving configuration delivers better power-efficiency than the other four configurations. In this case, the EDP values of the OSGi power-saving approach can be reduced by ten percent on average compared with the other four settings.

Table 1 displays the garbage collection times for the benchmarks; the results vary greatly among applications. That is mainly because each application has its own memory allocation behavior and can thus influence the garbage collection behavior. Coupled with the power-efficiency comparison in Fig. 9, the results also indicate that, for most of the benchmarks, a greater percentage of GC time results in a better power-saving. For example, the percentage of GC time for the benchmark H2 is the highest (19%), so the power-efficiency for H2 is relatively higher than most of the other benchmarks (i.e. a lower EDP value).

To further evaluate the practicality of our approach, a real OSGi application/bundle based on the Home Surveillance Application (HSA), also used in [33], is included as a benchmark. The main feature of HSA is to enable a remote monitoring capability for an OSGi-based home network, as illustrated in Fig. 10. The snapshot service, launched when the bundle starts, periodically obtains the snapshots/images captured by the cameras connected to the home network (via wireless LAN); all the captured and processed images are maintained in a local storage device. The surveillance service interacts with the snapshot service and relies on the OSGi Http Service to provide a web-based interface for the
client devices (e.g. a smart phone) to request the images around the house, thus achieving the remote monitoring capability.

Figure 11 shows the power-efficiency comparison for HSA under different number of clients (1, 2, 4 and 8). The number of clients reflects the maximum number of simultaneous requests to the surveillance service. The results show that the OSGi power-saving configuration always leads to the lowest EDP values, especially for higher number of clients. That is because the more the number of requests, the higher the probability of triggering GC would be, hence benefiting more from the proposed power-saving approach.

The power-efficiency for HSA is also evaluated in a long running mode, as shown in Fig. 12, where the EDP values are measured using four clients under different periods of running time (1, 2, 4 and 8 hours). It can be seen that the OSGi power-saving configuration still outperforms the other four configurations, and that there is no clear difference among the results under different periods of running time. It should be noted that the effectiveness of the proposed approach actually depends on the application behavior; the power saving gain normally increases while the applications on the server allocate memory. In the extreme case where applications work without allocating memory, the OSGi server may not benefit from the proposed power-saving approach.

Moreover, an experiment is conducted to evaluate the effectiveness of using different GC algorithms, where an incremental GC, shipped with the HotSpot JVM, is added for comparison with the default generational GC. The incremental GC here refers to the Concurrent Mark-Sweep GC used in an incremental mode. The results, as shown in Fig. 13, are measured under different number of clients. It can be seen that the default generational GC outperforms the incremental GC in terms of the power-efficiency (i.e. lower EDP values). That is because the incremental GC performs the tenured generation collection by dividing the work into discrete phases, which normally results in low pause times but leads to longer execution times, thus having higher EDP values.

Overall, our measurements demonstrate that an OSGi device/server can significantly benefit from the novel power-saving approach in terms of power consumption and power-
efficiency, and particularly the performance remains highly competitive. The results also confirm our hypothesis that the GC phase of an OSGi device/server directly implies the memory phase of the device/server.

6. Related Work

As hardware components are more power-hungry than ever, the power consumption of long-running devices/servers has become an important issue. Recent studies have demonstrated that the energy wastage can be retrenched by operating hardware components with different power levels. Moreover, due to the significant energy demands of CPUs in server systems, many studies are aimed at reducing the power consumption of CPUs. Weiser et al suggested using the Dynamic Voltage Scaling (DVS) to save the energy wastage of CPUs [20]. More related studies were based on exploring the performance of DVFS techniques in both general-purpose and embedded systems [21]–[24].

However, few studies really focused on the power consumption issue of the long-running server based on OSGi. Most of the related studies are targeted at reducing the energy consumption for the devices connected to the server instead of for the server (system). For example, Hlacavs et al presented a distributed approach to achieve energy efficiency for future home environments/networks based on the resource sharing [25]. In [26], a home energy management system, based on a residential OSGi Gateway, is developed for reducing home energy consumption. Tompros et al proposed a network architecture that relies on an intelligent residential gateway to enable the programming of the energy consumption for the home devices [27].

In view of this, this study first attempts to explore the power-saving opportunity for the OSGi platform, and then presents a power-saving technique based on exploiting the JVM runtime information and the DVFS technique [2]. Several key findings are also revealed through this study. First, the hypothesis that the GC phase of the OSGi platform indicates the memory phase is confirmed (by the experimental results presented here). Second, the runtime behavior of the OSGi device/server can be simply observed by the underlying Java runtime, thereby minimizing the phase identification overhead, when compared with the other power-saving techniques.

The energy efficiency topic, in fact, has been investigated in many other aspects. For example, Jun shirako et al. [32] proposed a static compiler control scheme to reduce the power consumption of a multi-core processor without profiling. It involves a voltage/frequency control for processors and a power supply cut-off function for unnecessary processors. In [30], a DVFS-based power-saving approach is developed for the Android system, where a technique based on memory access rate and critical CPU speed is used to predict/suggest the suitable frequency at runtime. Since the memory access rate is obtained by performance monitors (PM), the problems of the PM-based approach, mentioned in Sect.1, are unavoidable. In contrast, our approach can avoid the problems because it uses the information already available at runtime.

There are also some studies that concentrate on the energy efficiency for Java-based execution environments. For example, the study from Shiwen Hu and Lizy K. John [31] aims at investigating the processor energy consumption on virtual execution environments (e.g. JVM) through exploring the impact of using optimized Just-in-time compiler (JIT) as well as garbage collector. Moreover, Paul Griffin et al. proposed a hybrid garbage collection scheme to appropriately lessen the number of GC triggers (i.e. the number of memory accesses), thereby resulting in a lower energy consumption [28]. In [29], Guilin Chen et al. investigated how to reduce the energy consumption by tuning the garbage collector in a multibanked memory architecture. Both of them [28], [29] achieve the energy efficiency by changing the policy of garbage collection in some way. In contrast, our approach simply exploits the GC triggering information and does not change the behavior of garbage collector.

7. Conclusions

In this paper, a novel power-saving approach for the OSGi platform is proposed. The core of this work is a key observation that correlates the memory phase of the OSGi device/server with the GC phase of the JVM in that device/server. Based on this, we develop an OSGi power-saving technique which carefully exploits the runtime information already available in the JVM to determine the appropriate timing (e.g. memory phase) of applying the DVFS (i.e. CPU frequency adjustment), thereby efficiently reducing the energy consumption for the OSGi platform. To the best of our knowledge, this is the first study focusing on applying JVM runtime information to the power-saving issue for the OSGi platform.

The proposed approach has been implemented and evaluated on an OSGi server. The results show that this approach provides an opportunity to achieve real power-efficiency for the OSGi platform, in which the power consumption is significantly reduced and the performance remains highly competitive.
Furthermore, such an approach could be applicable to other types of Java servers also powered by a single JVM, such as the J2EE application server. In future work, we plan to investigate adapting this approach to more Java-based servers/devices for the power-efficiency.
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