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Abstract
In programming, learning code representations has a variety of applications, including code classification, code search, comment generation, bug prediction, and so on. Various representations of code in terms of tokens, syntax trees, dependency graphs, code navigation paths, or a combination of their variants have been proposed, however, existing vanilla learning techniques have a major limitation in robustness, i.e., it is easy for the models to make incorrect predictions when the inputs are altered in a subtle way. To enhance the robustness, existing approaches focus on recognizing adversarial samples rather than on the valid samples that fall outside a given distribution, which we refer to as out-of-distribution (OOD) samples. Recognizing such OOD samples is the novel problem investigated in this paper. To this end, we propose to first augment the in-distribution datasets with out-of-distribution samples such that, when trained together, they will enhance the model’s robustness. We propose the use of an energy-bounded learning objective function to assign a higher score to in-distribution samples and a lower score to out-of-distribution samples in order to incorporate such out-of-distribution samples into the training process of source code models. In terms of OOD detection and adversarial samples detection, our evaluation results demonstrate a greater robustness for existing source code models to become more accurate at recognizing OOD data while being more resistant to adversarial attacks at the same time. Furthermore, the proposed energy-bounded score outperforms all existing OOD detection scores by a large margin, including the softmax confidence score, the Mahalanobis score, and ODIN.

1 Introduction
Learning code representations (a.k.a. embeddings) and developing a prediction model for programs have been found to be beneficial for a variety of programming tasks, including program functionality classification [13, 46], code search [20, 29, 54], code comments generation [4, 27, 59], bug prediction [34, 67], program translation [11, 21], etc.

While the performance of source code models continues to improve, the real world is open and full of unknowns, presenting significant challenges for such learning models to handle diverse inputs reliably. Existing source code models suffer from two kinds of robustness problems: (1) adversarial robustness: small, seemingly innocuous perturbations to the input that lead to incorrect predictions [7, 50, 63]; (2) out-of-distribution (OOD) uncertainty arises when a machine learning model sees an input that differs from its training data, and while still predicting on an existing class label by the model regardless. To the best of our knowledge, adversarial robustness for code has been studied recently [7, 50, 52, 53, 62, 63], while the OOD uncertainty detection has been neglected in the research on the robustness of code models.

In this work, we seek to address the OOD robustness problem by proposing a novel learning method that brings two benefits together: (1) making source code models more resilient to adversarial samples; (2) enabling the detection of OOD samples.

We observe that current learning models only capture very specific patterns from limited training datasets, i.e., the datasets are classified by a given set of labels, and the models can only know what is known from the datasets to make known predictions. In other words, they learn known-knowns and unknown-knowns, rather than known-unknowns and unknown-unknowns.

In general, when training and testing data are drawn from the same distribution, modern neural networks are known to generalize effectively. However, when the neural networks are used in real-world applications, there is often limited control over the distribution of testing data. The training data may not contain sufficient number of classes beforehand. Regardless of the size of the training dataset, therefore, the model cannot encompass all possible labels, which may lead to an issue that the model may simply output a label based on the value of the softmax layer for classification, even though the testing sample does not belong to any of the labelled classes.

To tackle this problem, we aim to enable source code models to say "I don’t know" whenever possible instead of making a blind prediction by pretending that they knew the answer. For example, POJ104 [43] is a well-known dataset
for code classification task that contains 52000 samples and 104 classes. Many code learning models have been trained on this dataset, including Tree-based CNN [43], ASTNN [64], TreeCaps [9], etc. However, when one deploys any of these models to real-world usage, a new/unseen program must still be classified into one of the 104 classes, which does not hold. Ideally, the code classification model should be able to tell if the new code snippet does not really belong to any of these classes.

Apart from code classification, a significant variety of programming tasks can be formulated as classification problems. For instance, Alon et al. [5] formulates the method name prediction task as an extreme classification problem. Hoang et al. [26] develops a tool for the patch identification task which can also be formulated as a classification problem. Numerous studies on bug detection have also been conducted as classification tasks [40, 45, 47, 65]. Given that OOD is a general problems for classification tasks, all of these programming tasks will suffer from it and might expose risks when deployed in real-world usages. Therefore, it is our belief that determining where inputs are OOD is essential for source code model in real-world applications.

To overcome the above-mentioned limitation in learning methods, we propose to use an auxiliary dataset in addition to the main dataset to train for a specific code learning task. The auxiliary dataset is used as an external resource to improve the model’s prediction capability, i.e., the model will know when not to predict something outside of its knowledge. In the case of code learning, a collection of code snippets from any code hosting repository, such as Github, can be used as the auxiliary dataset. As a result, the auxiliary dataset has the benefit of being inexpensive to collect because one does not need to label its elements, as we will demonstrate later in technical details. Now, we aim to train the model to generate a single scalar value as the measurement score, so that in-distribution samples have high scores and out-of-distribution samples have low scores.

A softmax confidence score has been used in prior work for OOD detection in vision learning and natural language processing to safeguard against OOD inputs [33, 37], where OOD is defined as an input with a low softmax confidence score. However, neural networks can yield arbitrarily high softmax confidence for inputs that are far away from the training data. On the other hand, energy-based models have been shown to improve image synthesis calibration, robustness, and OOD detection [19]. Inspired by the pioneer work, we propose an energy-bounded objective function for the auxiliary dataset that will be jointly trained with the cross-entropy objective function for the main dataset. The additional knowledge from the auxiliary dataset will be leveraged to the model during this jointly training phase by pushing the OOD samples farther away, in distance, from the in-distribution samples.

Since our energy-bounded learning method is agnostic to the cross-entropy objective functions, it is applicable to a wide range of source code models and a several programming tasks. In this work, we evaluated the method on the code representations such as Tree-based CNN, TreeCaps, Code2Vec, Bi-LSTM, and Transformer, with programming tasks including code classification and method name prediction. The results show that training the source code model with an auxiliary dataset and using an energy-bounded objective improves the model’s robustness in terms of both adversarial and OOD detection robustness.

In summary, our contributions are listed as follows.

- We are the first to explore a novel research direction to detect OOD samples to enhance the robustness of source code models;
- We propose to use the energy as the score to detect OOD samples at inference time. We show that the energy score outperforms the other scores, such as softmax confidence score [25], the Mahalanobis score [33], and ODIN [37] on novel OOD evaluation benchmarks of source code models.
- We propose a novel energy-bounded loss function as an alternative to the cross-entropy loss function at training time for source code models. The source code models that employ this loss are trained on an auxiliary dataset (out-distribution) in addition to the main dataset (in-distribution), which is intended to improve the models’ robustness. Our results demonstrate that using an energy-bounded loss function significantly improves the robustness of source code models in terms of adversarial robustness and OOD detection.
- We leverage several semantics-equivalent program transformations as adversarial attacks because a weak code model could regard such transformed programs as being a new class of program. Therefore, we use these transformations to test the adversarial robustness of the energy-bound enhanced learning against subtle changes in the input code on the percentage of predictions changed metric;
- Using code classification and method name prediction tasks, our evaluations demonstrate that using an energy-bounded loss function and an auxiliary dataset increases the capacity of big code models to discriminate between in- and out-of-distribution samples while retaining classification performance.
- We release our code on the anonymous repository https://github.com/pldi22/energy_bounded and the auxiliary dataset for OOD benchmark.

The structure of the remainder of the paper is organized as follows. Section 2 presents related work, Section 3 introduces background concepts necessary for our approach, which is detailed in Section 4. Section 5 presents the evaluation of our
approach, and Section 6 analyses the case study for threats to validity, with a discussion of future work in Section 7. Finally, we conclude in Section 8.

2 Related Work

Code Representation Learning. There has been a huge interest in applying deep learning techniques to programming tasks such as program functionality classification [43, 64], bug localization [22, 48], function name prediction [18], code clone detection [64], program refactoring [27], program translation [11], and code synthesis [8]. Allamanis et al. [1] extend ASTs to graphs by adding a variety of code dependencies as edges among the tree nodes, intended to represent code semantics, and apply Gated Graph Neural Networks (GGNN) [36] to learn the graphs from code; Code2vec [4], Code2seq [3], and ASTNN [64] are designed based on splitting ASTs into smaller ones, either as a bag of path-contexts or as flattened subtrees representing individual statements. They use various kinds of Recurrent Neural Networks (RNNs) to learn such code representations.

Robustness of Neural Networks. A considerable body of research has been conducted on the robustness of artificial intelligence (AI) systems in general, and deep neural networks in particular. Szegedy et al. [57] is the first to discover that deep neural networks are vulnerable to small perturbations that are imperceptible to human eyes. Many following up works [10, 17, 31, 42] further demonstrated the severity of the robustness issues with a variety of attacking methods. While aforementioned approaches only apply to models for image classification, new attacks have been proposed that target models in other domains, such as natural language processing [28, 35, 66] and graphs [14, 68]. In addition, a new line of research about methods to ensure the robustness of source code models has been proposed [7, 53, 62, 63]. Aside from these methods, Rabin et al. [51] proposed a method to leverage program transformation to measure the generalizability of source code models.

OOD Detection. Significant progress has recently been made in identifying OODs and training models that are robust to such examples (defenses). However, the majority of the research has targeted computer-vision and natural language processing tasks [16, 25, 33, 37]. The softmax confidence score has become a common baseline for OOD detection [25]. Many following up methods propose different scores to detect the OOD samples, such as the Mahalanobis score [33], adding a temperature scaling factor for softmax score [37], etc. DeVries and Taylor [16] propose to learn the confidence score by attaching an auxiliary branch to a pre-trained classifier and deriving an OOD score. While most of these methods have been proposed for either vision learning or natural language processing, no previous work has been found to know whether these methods are applicable to code representation learning, nor knowing whether they require any adaptation.

3 Background

In this section, we present the background concepts to prepare for the understanding of our solution in Section 4.

3.1 Code Representation Learning

The method of learning source code representations typically consists of two stages: (1) converting a code snippet to an intermediate representation (IR), such as token streams, ASTs, AST paths, or graphs; and (2) designing a neural network capable of processing such intermediate representations.

This type of neural network is also referred to as an encoder because it takes the input code IR and maps it to a code vector embedding $\tilde{u}$, typically a combination of various types of code elements, then feed the embedding vector into the next layer(s) of training for an objective function associated with the learning system’s specific task.

Furthermore, cross-entropy is a loss function that is mostly used across the techniques to model source code ($\approx 20\%$) [61]. In our work, we propose an energy-bounded objective as an alternative to the cross-entropy loss function in order to enhance the robustness of source code models.

3.2 Energy-based Models

The essence of the energy-based model (EBM) [32] is based on the construction of a function $E(x): \mathbb{R}^D \rightarrow \mathbb{R}$ that maps each point $x$ in the input space to a single, non-probabilistic scalar called the energy. A collection of energy values could be turned into a probability density $p(x)$ through the Gibbs distribution:

$$p(y | x) = \frac{e^{-E(x, y)/T}}{\int_{y'} e^{-E(x, y')/T}} = \frac{e^{-E(x, y)/T}}{e^{-E(x)/T}},$$

where the denominator $\int_{y'} e^{-E(x, y')/T}$ is called the partition function, which marginalizes over $y$, and $T$ is the temperature parameter.

The energy $E(x)$ of a given data point $x \in \mathbb{R}^D$ can be expressed as the negative logarithm of the partition function:

$$E(x) = -T \cdot \log \int_{y'} e^{-E(x, y')/T} \; (2)$$

3.3 OOD detection

OOD detection is the task of deciding whether or not a sample is from a learned distribution $D_{in}$. Samples from $D_{in}$ are called in-distribution, and otherwise are said to be out-of-distribution (OOD) from $D_{out}$. Therefore, OOD detection is a binary classification problem that relies on a score to differentiate between in- and out-of-distribution samples. We call the classifier as the out-of-distribution detector (OODD).
Out-of-distribution Detector. An out-of-distribution detector should produce values that are distinguishable between in- and out-of-distribution. For each code sample $x$, we first feed $x$ into a pre-trained code-processing neural network (such as Tree-based CNN), then calculate the confidence score $s$ and compare it to a threshold $\delta$.

Mathematically, the out-of-distribution detector can be described as:

$$
g(x; \delta) = \begin{cases} 1 & \text{if } s \leq \delta, \\ 0 & \text{if } s > \delta. \end{cases}$$

3.4 Adversarial Attack and Robustness

Adversarial robustness for source code models include two steps. The first step is to generate samples that are adversarial to the normal samples, i.e., in hope that the classifier would find it difficult to associate them with the correct labels. The second step is to train the source code models in such a way that it can defend itself against an adversarial attack.

For code learning models, a general idea to generate adversarial samples is to apply some program transformations to obtain from a program a variant of itself. The requirement is that the semantics of the original program must be preserved by the transformed programs, i.e., given an input, the transformed program must produce the same output as does the original program.

The adversarial robustness of a code learning model refers to the minimal performance degradation when adversarial samples are used. Generative adversarial networks (GAN) could enhance the robustness of a given neural learning networks. In this work, we do not use them because our purpose is to measure the adversarial robustness through the generated samples.

4 Our Approach

Usually the general steps for training source code models are carried out as follows. Initially, the code samples needs to be mapped into an appropriate representation, and then the code representation is fed into a code encoder that is specifically designed to process such code presentation, e.g., with the code classification task using Tree-based CNN [43], the code samples in the main training dataset will be represented as the Abstract Syntax Tree (AST), and the AST will be fed into the TBCNN to obtain the code embedding. The code embedding is then fed into a softmax layer for classification, and the cross-entropy loss function is utilized as the objective to train the code classification model.

Figure 1 presents an overview of our framework. First, an auxiliary dataset including additional code samples will be treated as out-distribution data, while the samples in the main dataset will be treated as in-distribution data. The code samples in the OOD dataset will be encoded in exactly the same way as the samples in the main dataset, except for the steps after obtaining the code embeddings and logits:

the energy of both the auxiliary and main code embeddings are computed using an energy-bounded loss function. The intuition of introducing the energy-bound loss function is to assign distinct score ranges to separate out-of-distribution from in-distribution data. The cross-entropy and energy-bounded loss functions are trained jointly in our end-to-end learning framework as the total loss.

4.1 Energy-bounded Loss Function at Training Time

Here we present the energy-bounded loss function to train source code model with an auxiliary dataset. While an energy score may be advantageous for a pre-trained neural network, the energy difference between in- and out-of-distribution samples is not always optimal for distinction. Following [39], we propose an energy-bounded learning objective in which the neural network is designed to purposely generate a gap between in-distribution and out-of-distribution data by assigning lower energy to in-distribution data and larger energy to out-of-distribution data.

Specifically, the energy-based classifier is trained using the following objective function:

$$\min_\theta \mathbb{E}_{(x, y) \sim D_{\text{in}}} \left[ -\log F_{y}(x) \right] + \lambda \cdot L_{\text{energy}} \quad (3)$$

where $F(x)$ is the softmax output of the classification model and $D_{\text{in}}$ is the in-distribution training data.

The overall training objective combines the standard cross-entropy loss, along with a regularization loss defined in terms of energy:

$$L_{\text{energy}} = \mathbb{E}_{(x_{\text{in}}, y) \sim D_{\text{in}}} \left( \max(0, E(x_{\text{in}}) - m_{\text{in}}) \right)^2 \quad (4)$$

$$+ \mathbb{E}_{x_{\text{out}} \sim D_{\text{out}}} \left( \max(0, m_{\text{out}} - E(x_{\text{out}})) \right)^2 \quad (5)$$

where $D_{\text{out}}$ is the unlabeled auxiliary OOD training data.

In particular, the energy is regularized using two squared hinge loss terms with separate margin hyperparameters $m_{\text{in}}$ and $m_{\text{out}}$. In one term, the model penalizes in-distribution samples that produce energy higher than the specified margin parameter $m_{\text{in}}$. Similarly, in another term, the model penalizes the out-of-distribution samples with energy lower than the margin parameter $m_{\text{out}}$. In other words, the loss function penalizes the samples with energy $E(x) \in [m_{\text{in}}, m_{\text{out}}]$.

In our evaluation, we choose $\lambda = 0.1$. $m_{\text{in}}$ is chosen from $\{-3, -5, -7\}$, and $m_{\text{out}}$ is chosen from $\{-15, -19, -23, -27\}$.

4.2 Using Energy on Pretrained Models for OOD Detection at Inference Time

Once the model is trained, the energy score can be derived from it for OOD detection. Here we intuitively present the steps to derive the energy score.

The energy-based model has an inherent connection with modern machine learning, especially discriminative models.
Figure 1. An overview of our approach: the encoder processes both the in-distribution dataset and the out-of-distribution dataset to get the corresponding embeddings. Then the embeddings are fed into a feed-forward neural network to get the logits. The scalar energy scores $E_{\text{in}}$ and $E_{\text{out}}$ for in- and out-of-distribution samples respectively are computed from the logits. Next, the energy-bounded loss function $L_{\text{energy}}$ is computed from $E_{\text{in}}$ and $E_{\text{out}}$ and the cross-entropy loss $L_{\text{cross-entropy}}$ is computed from the in-distribution’s logits. Finally, $L_{\text{energy}}$ and $L_{\text{cross-entropy}}$ will be jointly trained into a total loss function $L_{\text{total}}$ for the end-to-end training process.

To see this, consider a discriminative neural classifier $f(x) : \mathbb{R}^D \rightarrow \mathbb{R}^K$, which maps an input $x \in \mathbb{R}^D$ to $K$ real-valued numbers known as logits.

Typically, these logits are used to derive a categorical distribution using the softmax function:

$$p(y \mid x) = \frac{e^{f_y(x)/T}}{\sum_i e^{f_i(x)/T}},$$

(6)

where $f_y(x)$ indicates that the $y^{\text{th}}$ index of $f(x)$, i.e., the logit is corresponding to the $y^{\text{th}}$ class label.

By connecting Eq. 1 and Eq. 6, the energy can be defined for a given input $(x, y)$ as $E(x, y) = -f_y(x)$. More importantly, without changing the parameterization of the neural network $f(x)$, we can express the free energy function $E(x; f)$ over $x \in \mathbb{R}^D$ in terms of the denominator of the softmax activation:

$$E(x; f) = -T \cdot \log \sum_i e^{f_i(x)/T}.$$  

(7)

It should be noted that the energy score can be derived from a pre-trained model that was trained using either the cross-entropy or the energy-bounded loss function. We will demonstrate the use of the energy score in the Evaluation section.

5 Evaluation

We describe two ways for measuring the robustness of code learning models. The first way is to determine whether or not a sample is out-of-distribution, i.e., OOD Detection. The second way is to determine whether a code learning model can continue to predict correctly against adversarial samples, i.e., Adversarial Robustness.

Notably, these two robustness measurements must be evaluated in accordance with specific code learning tasks. In Section 5.1, we describe the code learning tasks and the source code models for each of the task. Then in Sections 5.3 and 5.4, we describe the settings and the evaluation results for OOD Detection and Adversarial Robustness measurements, respectively.

5.1 Code Learning Tasks

The code learning tasks we consider in this paper are code classification, method name prediction. All of these tasks share a similar framework such that the code representation is fed into the code encoder, then the code encoder is used to predict some labels such that the tag name of code snippet, the method name of a function, or text description of a function body. The code encoder can be any of the well-known models that have been used for code learning recently, such as Tree-based CNN [44], Code2vec [5], Code2seq [3], BiLSTM [55] and Transformer [58]. Due to the generality of deep learning representations, each of these models can be adapted into these code learning tasks, even when their original design is for other tasks.

Below we describe the goal of each code learning task:

- **Code Classification**: Given a piece of code, this task is to classify the functionality it belongs to. This task may go under different names depending on the purposes, such as malware classification, patch identification, bug triage, etc. Even though the names are different, the general goal is similar, i.e., to classify a piece of code into a given class. We choose ‘code classification’ to represent this family of problems because their processes are similar;
• **Method Name Prediction**: Given a piece of code (without its function header), this task is to predict a meaningful name that reflects the functionality of the code, e.g., `get_computation_result`. It should be noted that this task can be formulated in a variety of ways. The first way, e.g., Code2Vec [5], is to treat this problem as an extreme classification task, where classes are the set of method names which can be a huge number. The second way, e.g., Code2seq [3], is to treat this problem as a generation task, meaning that one can use a decoder to generate a sequence of sub-tokens. Since our aim is to consider OOD for classification task, we use the first approach like Code2Vec to predict the method name out of a large number of classes.

5.2 Training Settings

We train the code classification models and the method name prediction models using two different loss functions. The first one is the well-known cross-entropy loss function used in most of the source code models [61]. The second one is the energy-bounded loss function we presented in this study (Equation 4). In general, we call the source code models trained on cross-entropy loss as CE Models, and the energy-bounded loss as EB Models.

Note that the code snippet is processed differently for the appropriate model. For TBCNN, Code2vec and Code2seq models, code must be parsed into an AST for these models to process. We use tree-sitter, an incremental parsing system which supports multiple programming languages [12] as the parser to parse code into the AST. For Bi-LSTM and Transformer, one can treat code simply as a sequence of tokens.

To train the neural networks, a common setting used among all these techniques is that they all utilize both node type and token information to initialize a node in ASTs to make it consistent and fair among all of the baselines, we follow [9] to set both the dimensionality of type embeddings and text embeddings to 100. Note that we make the source code models as strong as possible by choosing the hyper-parameters above as the optimal settings according to their papers or code. Also, note that the goal of this work is not to increase the performance of source code models on certain code learning tasks. Our goal is to train such models on EB loss function such that the performance of such EB models are comparable to the CE models, and the robustness of the EB models should be significantly higher than the CE models.

Table 1 shows the performance when we train such models using the cross-entropy loss (CE) and energy-bounded loss (EB). The metric to measure the quality of code classification (CC) is accuracy (Acc), and the metric for method name prediction (MNP) is F1 score on the sub-tokens. As seen, the performance of any of the models are comparable between CE and EB. As one can observe, the accuracy of EB of different models are similar to CE of the original models. **This shows that training with the energy-bounded loss does not affect on the prediction capability of source code models.**

5.3 Out-of-distribution Detection

5.3.1 Baselines. We aim to compare our energy score with the other scores for OOD detection, they are:

- **Maximum softmax probability (MSP)** [25]: the softmax score has been used as a strong baselines to detect OODs, i.e., OOD samples tends to have a lower value of the softmax score than the in-distribution samples, thus it can be use to detect the OOD samples.
- **Mahalanobis Distance** [33]: this score is to measure the probability density of test sample on feature spaces of DNNs utilizing the concept of a "generative" classifier.
- **ODIN** [37]: this score is an improved version of the MSP score, which uses an additional temperature scaling of the softmax score to improve OOD detection.

In contrast, we used the energy score in two different manners. First, an energy score is derived from Equation 7 for a pre-trained CE model, this is denoted as Eneg. Second, a similar energy score is also derived from Equation 7, but from a pre-trained EB model instead. By training the source code model with an auxiliary dataset, we would like to know whether or not there is any superior performance using the energy-bounded loss function compared to the simply derived energy score from a CE model.

5.3.2 Datasets.

**Code Classification.** For in-distribution dataset, we use the POJ dataset from [44] that has been widely used as the benchmark for code classification, which comprises of 52000 C programs of 104 classes. For out-distribution dataset, we use the data from Project CodeNet [49], a large-scale dataset that consisting of over 14 million code samples and about 500 million lines of code in 55 different programming languages. Because the POJ dataset is for C language only, we select the samples in Project CodeNet that are written in C, which resulting in around 750k samples. The number of OOD samples is much larger than those in the in-distribution dataset. To deal with imbalanced datasets and speed up the

| Tasks | CC (Acc) | MNP (F1) |
|-------|----------|----------|
| Loss  | CE       | EB       | CE | EB |
| TBCNN | 95.12    | 95.35    | 40.89 | 39.86 |
| TreeCaps | 97.24 | 97.56    | 48.29 | 47.01 |
| Code2Vec | -      | -        | 27.49 | 28.83 |
| Bi-LSTM | 84.59   | 85.92    | 38.25 | 38.69 |
| Transformer | 93.49 | 93.80    | 45.39 | 44.28 |

Table 1. Performance of Code Classification (CC) and Method Name Prediction (MNP) of source code models when training with the Cross-Entropy loss (CE) and the Energy-Bounded loss (EB), respectively.
training progress, we randomly sample 60k samples from these 750k samples. Then for both the in- and out-distribution dataset, we split them into training/testing/validation with the ratio 70/20/10 into data portions called \( \text{in} – \text{training} \), \( \text{in} – \text{testing} \), \( \text{in} – \text{validation} \) and \( \text{out} – \text{training} \), \( \text{out} – \text{testing} \), \( \text{out} – \text{validation} \).

**Method Name Prediction.** For in-distribution dataset, we use the Java-Small dataset from [3] that has been widely used as the benchmark for method name prediction, which comprises of 700k samples. This dataset have been split into training/testing/validation by projects, which can considered as \( \text{in} – \text{training} \), \( \text{in} – \text{testing} \), \( \text{in} – \text{validation} \). For out-distribution dataset, we also use the data from Project CodeNet [49]. Because the Java-Small dataset is for Java, we only select the samples in Project CodeNet that are written in Java, which resulting in 2M samples. We also randomly select 700k samples from these 2M samples and split it into training/testing/validation with the ratio 70/20/10 as the \( \text{out} – \text{training} \), \( \text{out} – \text{testing} \), \( \text{out} – \text{validation} \).

### 5.3.3 Metrics

To evaluate out-of-distribution detection methods, we treat the OOD examples as the positive class, and then evaluate four metrics: area under the receiver operating characteristic curve (AUROC), area under the precision-recall curve (AUPR), the false positive rate at \( N \% \) true positive rate (FPR), and the test error of the \( \text{in} – \text{testing} \) (Test Error).

AUROC and AUPR are holistic metrics that summarize the performance of a detection method across multiple thresholds. They are also useful when the anomaly score threshold is not known \textit{a priori}. AUROC can be thought of as the probability that an anomalous example is given a higher OOD score than an in-distribution example [15]. Thus, a higher AUROC is better, and a random detector has an AUROC of 50%. AUPR is useful when anomalous examples are infrequent [41], as it takes the base rate of anomalies into account.

Whereas AUROC and AUPR represent the detection performance across various thresholds, the FPRN metric represents the performance at one strict threshold. By observing the performance at a strict threshold, we can make clear comparisons among strong detectors. The FPRN metric [6, 30, 38] is the probability that an in-distribution example (negative) raises a false alarm when \( N \% \) of anomalous examples (positive) are detected, so a lower FPRN is better.

Capturing nearly all anomalies with few false alarms can be of high practical value. The Test Error is also a metric derived from FPRN that measure the misclassification probability when TPR is 95%.

### 5.3.4 Evaluation Results

Table 2 shows the main evaluation results. The abbreviated metric names “MSP” stands for the Maximum Softmax Probability score, “Maha” stands for the Mahalanobis score. “ODIN” is the MSP score with additional temperature scaling factor, “Energy” is the energy score computed from the Equation 7. Note that all of these scores are computed from a CE Model.

The remaining metrics are “energy-bounded,” which also refer to the energy score derived in Equation 7, but this score is computed from the EB models instead. The metrics for evaluation are FPR95, AUROC, AUPR and Test Error. Here the marker \( \downarrow \) indicates that smaller values are better and the marker \( \uparrow \) indicates that larger values are better.

We can see that, on average, the OOD detection performance in term of FPR95, AUROC, AUPR using the energy score outperforms all of the other scores for any of the CE Models on both of the code classification and method name prediction task. This shows that the energy score is a powerful measurement to detect OOD samples. Moreover, if we train the source code models using the energy-bounded loss function, the derived energy score can distinguish in- and out-distribution samples even better, i.e., we can see in Table 1 that the Energy-bounded score for all of the metrics (FPR95, AUROC, AUPR, Test Error) across all of the models are the best among the other measurement scores.

It should be noted that the performance of the Bi-LSTM is mostly worse than the other code models in any of the metric, it is because Bi-LSTM is not a strong model for code learning tasks, but we still involve this into the evaluation to show that the energy-bounded learning method is even applicable to a weaker model.

To gain further insights, we compare the energy score distribution for in- and out-of-distribution data for the code classification task. Figure 2 compares the energy and softmax score histogram distributions, derived from the TBCNN model trained on cross-entropy loss (TBCNN-CE), and another TBCNN model trained on energy-bound loss (TBCNN-EB) for the code classification task. As we can see in Figure 2a, the softmax histograms derived from TBCNN-CE for in- and out- distribution makes it difficult to distinguish the two distributions, resulting in FPR95 value of 99.71%. On the other hand, using the energy histograms derived from TBCNN-CE in Figure 2b makes it better to distinguish the two distributions, resulting in FPR95 value of 68.62%. Finally, Figure 2c shows the energy histograms derived from TBCNN-EB, resulting in the perfect value of FPR95=0.0%. This demonstrates the superior performance of the energy-bound learning model trained with the auxiliary dataset.

### 5.4 Adversarial Robustness

We consider the task to measure the robustness of each model by applying the semantically-preserving program transformations to a set of test programs. We follow Rabin et al. [50], Wang and Su [60] to transform programs in 5 ways that change code syntax but preserve code functionality:

- **Variable Renaming (VN),** a refactoring transformation that renames a variable in code, where the new name of the
Figure 2. Distribution of softmax scores vs. energy scores from TBCNN-CE vs. TBCNN-EB. (a) FPR95 = 99.71 for the softmax confidence score derived from the TBCNN-CE model. (b) FPR95 = 68.62 for the energy score derived from the TBCNN-CE model. (c) FPR95 = 0.00 for the energy score derived from the TBCNN-EB model.

Table 2. OOD Performance. CC stands for Code Classification, MNP stands for Method Name Prediction. ↓ indicates smaller values are better and ↑ indicates larger values are better.

| Tasks | Models | FPR95 ↓ | AUROC ↑ | AUPR ↑ | Test Error ↓ |
|-------|--------|---------|---------|--------|--------------|
| CC    | TBCNN  | 99.71 / 89.85 / 74.58 / 68.62 / 0.00 | 14.74 / 43.66 / 51.98 / 74.05 / 99.71 | 48.33 / 61.39 / 84.39 / 99.98 | 33.09 / 36.32 / 31.24 / 32.37 / 6.71 |
|       | Bi-LSTM | 99.87 / 94.96 / 89.43 / 92.33 / 7.96 | 64.33 / 76.65 / 88.34 / 95.82 / 96.99 | 33.89 / 34.56 / 31.32 / 35.35 / 6.42 | |
|       | TreeCaps | 99.63 / 93.82 / 88.28 / 97.34 / 0.00 | 62.46 / 79.14 / 62.62 / 98.25 / 99.99 | 65.07 / 68.09 / 64.30 / 97.82 / 99.99 | 31.92 / 30.97 / 40.07 / 67.49 / 0.71 |
|       | Transformer | 99.68 / 86.92 / 84.41 / 88.85 / 0.00 | 20.58 / 45.45 / 60.32 / 73.95 / 99.97 | 84.21 / 61.32 / 65.26 / 84.90 / 99.95 | 32.59 / 28.56 / 35.41 / 37.17 / 0.90 |
| MNP   | TBCNN  | 89.71 / 80.85 / 74.58 / 68.28 / 6.56 | 25.56 / 34.55 / 40.57 / 58.35 / 93.26 | 39.29 / 85.56 / 40.59 / 64.41 / 92.49 | 25.53 / 24.55 / 27.59 / 24.31 / 12.29 |
|       | Bi-LSTM | 86.16 / 82.85 / 74.58 / 10.28 / 14.89 | 62.46 / 79.14 / 62.62 / 98.25 / 99.99 | 65.07 / 68.09 / 64.30 / 97.82 / 99.99 | 31.92 / 30.97 / 40.07 / 67.49 / 0.71 |
|       | Code2Vec | 89.71 / 89.36 / 74.58 / 68.28 / 6.56 | 25.56 / 34.55 / 40.57 / 58.35 / 93.26 | 39.29 / 85.56 / 40.59 / 64.41 / 92.49 | 25.53 / 24.55 / 27.59 / 24.31 / 12.29 |
|       | TreeCaps | 80.36 / 92.84 / 63.56 / 60.23 / 2.34 | 38.32 / 48.15 / 60.32 / 84.97 / 97.23 | 42.63 / 71.82 / 67.99 / 92.89 / 97.22 | 28.83 / 24.71 / 45.32 / 39.49 / 10.75 |
|       | Transformer | 89.71 / 89.36 / 74.58 / 68.28 / 6.56 | 25.56 / 34.55 / 40.57 / 58.35 / 93.26 | 39.29 / 85.56 / 40.59 / 64.41 / 92.49 | 25.53 / 24.55 / 27.59 / 24.31 / 12.29 |

variable is taken randomly from a set of variable vocabulary in the training set;
• Unused Statement (US), inserting an unused string declaration to a randomly selected basic block in the code.
• Permute Statement (PS), swapping two independent statements (i.e., with no dependence) in a basic block in the code.
• Loop Exchange (LX) replaces for loops with while loops or vice versa. We traverse the AST to identify the node the
defines the for loop (or the while loop) then replace one with another with modifications on the initialization, the condition, and the afterthought.

- Switch to If (SF) replaces a switch statement in the method with its equivalent if statement. We traverse the AST to identify a switch statement, then extract the subtree of each case statement of the switch and assign it to a new if statement.

We then examine if the models make the same predictions as the prior predictions for the original programs after the programs have been transformed. We use the method name prediction task with the similar datasets used in OOD detection for this Adversarial Robust measurement.

5.4.1 Metrics. We use percentage of predictions changed (PPC) as the metric used by [50, 60, 63] to measure the robustness of the code models. Formally, suppose $P$ denotes a set of test programs, a semantic-preserving program transformation $\mathcal{T}$ that transforms $P$ into a set of transformed programs $P' = \{ p' = \mathcal{T}(p) | p \in P \}$, and a source code model $\mathcal{M}$ that can make predictions for any program $p$: $\mathcal{M}(p) = l$, where $l \in L$ denotes a predicted label for $p$ according to a set of labels $L$ learned by $\mathcal{M}$, we compute the percentage of predictions changed as:

$$PPC = \frac{|\{ p' \in P' | \mathcal{M}(p) \neq \mathcal{M}(p') \} |}{|P'\}| \times 100 \quad (8)$$

Lower $PPC$ values for $\mathcal{M}$ suggest higher robustness as they can maintain more of correct predictions with respect to the transformation.

5.4.2 Results. Table 3 shows the results of this task by comparing the before/after percentage of prediction changes with respect to the five semantic-preserving transformations. It is clear that for all these transformations, EB outperforms CE in terms of the adversarial robustness (by an average of 6.7% across the transformations).

Although additional types of program transformations could be used to enhance model robustness, the analysis of current transformations already indicates that training all source code models with energy-bounded loss makes them more robust to adversarial attacks. In future work, one could introduce more semantic-preserving program transformations to enhance the robustness of the models.

6 Case Study

Our goal in this study is to use the pre-trained EB models to determine if a code snippets in the in-testing are out-of-distribution or not. We choose the method name prediction since code classification is not suitable for this analysis. Because the in-testing of code classification is split from the same data distribution, while the in-testing from method name prediction is not split by the same data distribution, but is collected by projects, e.g., Wildfly and Gradle are 2 projects in the in-testing, thus determine if the code snippets in these projects are OOD can bring benefit such that it can reduce the false-positives produced by the model’s prediction.

To do so, we need to define a threshold $\delta$ on the energy score, such that when the energy score is higher than $\delta$, then the sample is considered as out-distribution, otherwise it will be considered as in-distribution. We use the ROC curve to help us to find a good threshold. A good threshold in our case is to satisfy that the True Positive Rate (TPR) must be high, the the False Positive Rate (FPR) must be low, i.e., miss-classifications are low. Since our dataset is balanced, we choose the threshold that maximize TPR – FPR.

In this study, we employ the TreeCaps-EB model for method name prediction. Thus, finding the $max(TPR – FPR)$ value for the energy threshold from the test samples yields a value of $-15.82$. Then, we utilize this threshold to assess whether or not the code snippets contained in the in-testing section are OOD. According to our analysis, 64% of the testing samples in the in-testing part are OOD. This means that if we are certain that the model will fail to predict a suitable name for these samples, we can disregard them during the testing phase. By eliminating these 64% test samples from the testing phase, we can enhance the F1 score for the TreeCaps-EB method name prediction from 39.86% to 74.38%. To ensure that eliminating these 64% is indeed significant, we randomly select another 64% of test samples to eliminate and examine the remainder; this results in an F1 score of 44.34% only. Comparing to the F1=74.38% increased from excluding the 64% OODs, the F1=44.35% from excluding 64% randomly is significantly lower. This means that 64% of OOD test samples assist us in excluding samples for which the model cannot make an accurate prediction.

It is worth noting that code learning models, even the state-of-the-art ones such as TreeCaps, are not always able to get correct results for the classification tasks that involve many class labels. For example, Figure 3 shows some code snippets where TreeCaps-EB model could not predict the correct name for the method name prediction task. These samples have been predicted to be OOD by our method. Therefore, it is possible to use OODD to enhance the understanding that there is a limitation in code learning models in such tasks.

In summary, threats of validity in this case study can be summarised as follows:

**Construct validity.** Even though we have chosen an energy threshold $\delta = -15.82$ based on the principle to maximize the TPR-FPR, it is still an empirical parameter which may vary by datasets of case studies. It would require further study to know whether there could be better signals to determine the threshold. Another potential threat to

---

2 https://github.com/wildfly/wildfly
3 https://github.com/gradle/gradle
Table 3. Model robustness between cross-entropy loss (CE) vs energy-bounded loss (EB), measured as percentage of predictions changed wrt. semantic-preserving program transformations. The lower the more robust.

| Model     | VR CE | VR EB | US CE | US EB | PS CE | PS EB | LX CE | LX EB | SF CE | SF EB |
|-----------|------|------|-------|-------|-------|-------|-------|-------|-------|-------|
| TBCNN     | 22.45% | 15.48% | 24.92% | 14.60% | 18.49% | 15.33% | 19.84% | 15.33% | 25.09% | 18.50% |
| TreeCaps  | 16.39% | 10.49% | 19.95% | 15.33% | 17.39% | 11.20% | 23.22% | 15.29% |
| Code2Vec  | 24.40% | 20.59% | 24.06% | 20.58% | 19.55% | 17.29% | 23.88% | 18.49% | 29.31% | 18.02% |
| Bi-LSTM   | 28.29% | 22.60% | 29.92% | 20.99% | 26.29% | 20.55% | 27.23% | 22.50% |
| Transformer | 20.09% | 16.33% | 21.11% | 16.29% | 20.94% | 16.30% | 22.98% | 16.23% | 27.95% | 21.28% |

validity is the choice of procedural programming languages. Since existing code classification and method name prediction tasks have not been evaluated on functional programming paradigms, we do not extend our scope to them either. In future we may extend the scope to other paradigms after the code learning models have been evaluated to them.

**Internal and external validity.** By using semantics-preserving program transformations, we minimize the potential errors introduced by us because all the labels of out-of-distribution samples are determined by the algorithm. The two tasks being used for this study have been bench marked by other researchers in this field. We have not introduced additional datasets and labels that could bias the analysis.

7 Discussion

In this section, we would like to explore our technique in further detail. To begin with, our technique was assessed exclusively on classification-based tasks, but many programming problems might be formulated differently. For instance, extreme summarization [2] is to summarize a program into textual description, program translation [11] is to translate a program from one language into another. These two tasks can be considered as translation tasks in general, and there is a need to quantify the uncertainty of the translated results, i.e., the model should not produce incorrect translation results if the output is uncertain. Indeed, numerous works have proposed techniques for testing such machine translation tasks for natural language processing [23, 24, 56], but these techniques focus exclusively on the erroneous in the translated sentences, rather than on their uncertainty. Additionally, the methods are limited to natural language processing, but our approach is suitable to code representation learning.

Second, there are a few other ways for evaluating the robustness of source code models against adversarial attacks. For instance, Yefet et al. [62] proposes a gradient-based technique for generating adversarial examples that can be used to attack source code models. This method has been used to generate adversarial examples to bypass method name prediction and bug detection task. In our situation, we use a more straightforward way suggested by Rabin et al. [51] to apply a predefined set of transformation operators to the code snippets. We leave the task to use the gradient-based method to evaluate against our energy-based models in the future.

Figure 3. Examples of code snippets that our energy-based learning algorithm identified as being out-of-distribution successfully. We illustrate the ground-truth method name in each case study alongside the prediction provided by the TreeCaps model from the Softmax layer. All of the predicted names are incorrect or incomplete.
8 Conclusion

In this paper, we propose an energy-bound loss function as an alternative for the cross-entropy loss function commonly used to train source code models. Along with the main dataset (in-distribution dataset), the energy-bound objective is trained using an auxiliary dataset (out-of-distribution dataset). We hypothesize that this training technique improves the robustness of source code models while preserving their predictive ability and the energy score produced from such models is used to detect code snippets that are out-of-distributions. The results of our evaluation on two programming-related tasks indicate that the energy-bound score surpasses all of the other scores for the OOD detection task. Additionally, for the method name prediction task, models trained on the energy-bound loss function demonstrate higher robustness than those models trained on the cross-entropy loss function. It is therefore recommendable to consider this alternative in classification-based code learning.
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