Assessment of Methods for Performance Comparison of Pure and Zeotropic Working Fluids for Organic Rankine Cycle Power Systems
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Abstract: In this paper, we present an assessment of methods for estimating and comparing the thermodynamic performance of working fluids for organic Rankine cycle power systems. The analysis focused on how the estimated net power outputs of zeotropic mixtures compared to pure fluids are affected by the method used for specifying the performance of the heat exchangers. Four different methods were included in the assessment, which assumed that the organic Rankine cycle systems were characterized by the same values of: (1) the minimum pinch point temperature difference of the heat exchangers; (2) the mean temperature difference of the heat exchangers; (3) the heat exchanger thermal capacity (UA); or (4) the heat exchanger surface area for all the considered working fluids. The second and third methods took into account the temperature difference throughout the heat transfer process, and provided the insight that the advantages of mixtures are more pronounced when large heat exchangers are economically feasible to use. The first method was incapable of this, and deemed to result in optimistic estimations of the benefits of using zeotropic mixtures, while the second and third method were deemed to result in conservative estimations. The fourth method provided the additional benefit of accounting for the degradation of heat transfer performance of zeotropic mixtures. In a net power output based performance ranking of 30 working fluids, the first method estimates that the increase in the net power output of zeotropic mixtures compared to their best pure fluid components is up to 13.6%. On the other hand, the third method estimates that the increase in net power output is only up to 2.56% for zeotropic mixtures compared to their best pure fluid components.
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1. Introduction

The organic Rankine cycle (ORC) power plant is a viable technology for conversion of heat to electricity. The heat-to-electricity conversion is enabled by circulation of an organic working fluid in a closed thermodynamic cycle. When the temperature of the heat input is low or the electrical power output of the plant is low, the ORC system features advantages compared to the steam Rankine cycle, since the working fluid properties of organic fluids are favorable over the properties of steam in these applications [1–4].

A way to improve the system efficiency when utilizing low-temperature heat is to use a zeotropic mixture as the working fluid [5–7]. Zeotropic mixtures change the temperature during the phase change, which is opposed to the isothermal phase change process of pure fluids. The temperature difference between the saturated vapor and liquid temperatures is typically denoted as the temperature...
glide. By employing zeotropic mixtures as working fluids in ORC units, it is possible to utilize the temperature glide to reduce the temperature difference during heat transfer in the primary (heat input) heat exchanger and condenser. On the other hand, the use of zeotropic mixtures is often related to larger heat exchangers due to degradation of heat transfer performance [8], and lower mean temperatures of the condenser and primary heat exchanger.

The performance of pure fluids and zeotropic mixtures have previously been compared based on a wide range of performance indicators employing various modeling methods. The methods employed are typically thermodynamic optimization or economic (thermoeconomic or technoeconomic) optimization. In thermodynamic optimization, the objective function can, for example, be the thermal efficiency, exergy efficiency, or the net power output. The modeling detail is typically restricted to flow sheet level including energy and mass balances. This approach has been used extensively for preliminary fluid selection. When used for selection and comparison of pure fluids and mixtures, a value for the minimum pinch point temperature difference in the heat exchangers is typically fixed and assumed equal for all fluids. When evaluated based on this approach, there is a general consensus in the scientific literature that the zeotropic mixtures provide significant thermodynamic benefits compared to pure fluids [6,9–14]. For a 120 °C geothermal heat source, Heberle et al. [9] found that i-butane/i-pentane (0.8/0.2) mole achieves 8% higher second law efficiency compared to pure i-butane. Andreasen et al. [10] identified 30 high performing fluids based on net power output for two heat sources and found that 19 fluids were zeotropic mixtures for a 120 °C heat source while 24 were zeotropic mixtures for a 90 °C heat source. Lecompte et al. [11] reported a 7.1–14.2% increase in the second law efficiency for zeotropic mixtures compared to the corresponding pure fluids for a 150 °C heat source. For heat source temperatures ranging from 150 °C to 300 °C, Braimakis et al. [12] compared the performance of five hydrocarbons and their mixtures, and found that zeotropic mixtures achieved the highest performance for all the investigated temperatures. The performance gains are generally attributed to improved temperature profile matching in the condenser [6,10] resulting in reduced exergy destruction (or irreversibilities) [9,11,13]. Another general conclusion from such studies is that the ORC units using mixtures require heat transfer equipment with larger capacities (UA values) [9–12] and heat transfer areas A [13] when compared to pure fluids. Thereby, it remains unclear whether the increased performance compensates for the larger investment required for the heat exchangers when zeotropic mixtures are used as working fluids.

Baik et al. [15] fixed the total cycle UA value and optimized a transcritical ORC unit using R125 and three subcritical ORC units using R134a, R152a and R245fa. The results suggest a 5% larger net power output of the transcritical cycle compared to the highest performing subcritical cycle (R134a). In a comparison of pure and mixed working fluids for ORC units, Baik et al. [16] fixed the total cycle heat transfer area assuming tube-in-tube configurations for heat exchangers. Based on this comparison, they concluded that the use of zeotropic mixtures did not have a significant impact on the performance of the condensation process for transcritical ORC units. Bombarda et al. [17] compared the performance of an ORC unit and a Kalina cycle unit for diesel engine waste heat recovery based on equal logarithmic mean temperature differences in the heat exchangers, and found that the two cycles obtained similar performance. The works by Baik et al. [15,16] and Bombarda et al. [17] focus on specific case studies, and do not include an assessment of the employed methods or the implications of selecting those methods.

The trade-off between increased investment in heat transfer equipment versus improved thermodynamic performance can be accounted for in economic optimizations of ORC units. The models employed in economic analyses are typically based on a flow sheet level model for determining the thermodynamic states in the process, which is combined with economic models for estimating economic performance criteria, for example the net present value or levelized cost of electricity. In the economic models, the cost of the ORC unit is typically determined from equipment cost correlations usually involving sizing of heat transfer equipment. Previous studies employing thermoeconomic or technoeconomic optimization methods for fluid comparisons do not clearly
indicate whether mixtures or pure fluids are more feasible to use [18–25]. Le et al. [18] minimized the levelized cost of electricity for n-pentane/R245fa mixtures, and found that pure n-pentane yielded the lowest values. A similar conclusion was reached by Feng et al. [19] in a comparison based on a multi-objective optimization of levelized cost of electricity and exergy efficiency. In an other study, Feng et al. [20] found that a mixture of R245fa and R227ea was unable to reach lower levelized cost of electricity than R245fa. For a case study based on waste heat recovery, Heberle and Brüggemann [21] minimized the system cost per unit exergy for R245fa, i-butane, i-pentane, and i-butane/i-pentane, and found the lowest values for pure i-butane. Oyewunmi and Markides [22] investigated the thermoeconomic trade-offs for binary mixtures of n-butane, n-pentane, n-hexane, R245fa, R227ea, R134a, R236fa, and R245ca, and also found that pure fluids were the most cost-effective. On the other hand, Heberle and Brüggemann [23] demonstrated a 4% reduction in the electricity generation cost for propane/i-butane compared to i-butane for utilization of a geothermal heat source at 160 °C. Based on multi-objective optimizations of exergy efficiency and specific ORC unit investment cost, Imran et al. [24] found improved economic and thermodynamic performance for R245fa/i-butane (0.4/0.6)_{mass} compared to pure R245fa and i-butane. Andreasen et al. [25] found that the outcome of the performance comparison between R32, and R32/R134a (0.65/0.35) depends on the amount of investment made. At high investment costs, the mixture R32/R134a (0.65/0.35) obtained higher performance than R32, while the two fluids reached similar performance at low investment costs. A major drawback of using the economic optimization methodology is the high model complexity and computational time required compared to thermodynamic methods. For this reason, thermodynamic methods are preferred for fluid screenings where many fluid candidates are considered.

As indicated above, contradicting conclusions are resulting from thermodynamic and economic optimization regarding the feasibility of using zeotropic mixtures. This is especially the case when the minimum pinch point temperature differences are assumed to be equal for all fluids. Thus, there is a risk that fluid screenings based on thermodynamic optimization and fixed minimum pinch point temperature difference assumptions might identify economically infeasible fluids. This indicates a need for improved methods for fluid screening, enabling effective identification of economically feasible zeotropic mixtures.

Alternative thermodynamic methods have been proposed and discussed in relation to vapor compression cycles [26,27]. McLinden and Radermacher [26] proposed a method for specifying the total heat exchanger area per unit capacity, and claimed that this method provides a fair basis for comparing the performance of pure fluids and mixtures. Högberg et al. [27] assessed three methods for comparing the performance of pure fluids and mixtures in heat pump applications. The first method was based on equal minimum approach temperatures (equivalent to equal minimum pinch point temperature differences), the second was based on equal mean temperatures in the heat exchangers and the third on equal heat exchanger areas. They concluded that the first method should be avoided, while the third method is the preferred method. The second method was evaluated good enough for rough performance estimations.

In the framework of preliminary performance evaluation of zeotropic mixtures and pure fluids for ORC systems, an assessment of available methods for modeling the heat exchangers is relevant, since the same values of the minimum pinch point temperature differences result in higher performance and larger heat transfer equipment for zeotropic mixtures [9–13]. Therefore, it should be considered whether the use of zeotropic mixtures results in higher performance when the same size of heat transfer equipment is used for the zeotropic mixtures and the pure fluids. Since the assumption of the same minimum pinch point temperature differences does not result in the same size of heat transfer equipment, it is relevant to consider alternative methods for modeling the performance of the heat exchangers in ORC systems. The relevance of an assessment of methods for thermodynamic performance evaluation of working fluids, is supported by the strong preference towards fixing the minimum pinch point temperature difference presented in the scientific literature. Generally, there is a lack of a quantitative assessment of the implications of selecting this approach in comparison to
alternative options. Such an assessment is particularly relevant in the case of performance comparison of pure fluids and zeotropic mixtures for ORC systems, since significant thermodynamic performance benefits have been estimated for zeotropic mixtures compared to pure fluids for the same values of minimum pinch point temperature differences [6,9–14], while economic optimizations have resulted in contradicting conclusions regarding the feasibility of using pure fluids and zeotropic mixtures [18–25].

The objective of the present study was to quantify the influence of different modeling methods on the results of the thermodynamic performance comparison of working fluids for ORC systems. The analysis considered methods which are relevant at an early stage in the ORC unit design procedure when many working fluid candidates are considered as possible alternatives. The conventional method of assuming the same minimum pinch point temperature differences in the heat exchangers for pure fluids and zeotropic mixtures was compared to three alternative methods for specifying heat exchanger performance in thermodynamic modeling of ORC systems. The four methods considered in this study are: (1) assuming the same minimum pinch point temperature differences for all working fluids; (2) assuming the same mean temperature differences for all working fluids; (3) assuming the same thermal capacity values ($\bar{U}A$ values, the product of the overall heat transfer coefficient, $\bar{U}$, and the heat transfer area, $A$) for all working fluids; and (4) assuming the same heat transfer areas for all working fluids. First, it was considered how the net power outputs of ORC units using the working fluids propane, i-butane, and two mixtures of propane/i-butane (mole compositions of 0.2/0.8 and 0.8/0.2) vary as a function of the condenser size, represented by the minimum pinch point temperature difference, the mean temperature difference, the thermal capacity ($\bar{U}A$) value, and the heat transfer area, respectively. Subsequently, a fluid ranking considering 30 working fluids (pure fluids and mixtures in subcritical and transcritical configurations) was made using the following methods: (1) assuming that all fluids have the same minimum pinch point temperature differences in the condenser and primary heat exchanger respectively; and (2) assuming that the sum of the primary heat exchanger and condenser thermal capacity ($\bar{U}A$) is the same for all fluids. Based on the results of the analyses, the methods were assessed and the feasibility of using zeotropic mixtures in ORC power systems was discussed.

The major novelty of the paper is that it provides a quantitative assessment of using different methods for specifying heat exchanger performance in the thermodynamic comparison of zeotropic mixtures and pure fluids for ORC power systems. Such an assessment has not previously been carried out in relation to ORC power systems. In comparison to the method assessments for vapor compression cycles presented by McLinden and Radermacher [26] considering subcritical mixtures of R22/R114 and R22/R11, and Högberg et al. [27] considering subcritical mixtures of R22/R114 and R22/R142b, we extended the analysis by including a fluid ranking considering 30 different pure fluids and zeotropic mixtures comprising both subcritical and transcritical configurations. The conclusions obtained are not only relevant for ORC power systems, but also apply for other thermodynamic processes, as discussed in the paper.

Section 2 describes the implementation of the different models and methods. Section 3 presents and discusses the results of the analyses and includes the method assessment. The paper is ended by Section 4 where the conclusions of the study are presented.

2. Methods

The ORC unit analyzed in this study consisted of an expander, a condenser (cond), a pump and a primary heat exchanger (PrHE) (see Figure 1). The heat input to the unit was provided by a hot water stream, while the heat released from condensation of the working fluid was transferred to a cooling water stream. The case of liquid heat source and sink fluids justified the use of counter-flow heat exchangers, which enabled the utilization of temperature profile matching in the primary heat exchanger and condenser. The mechanical power generated by the expansion of the working fluid was transferred to
a generator, enabling the ORC unit to deliver a net power output ($W_{\text{net}}$) defined by the difference between the power consumption of the pump and the expander (neglecting electrical and mechanical losses):

$$W_{\text{net}} = m_{\text{in}}[h_3 - h_4 - (h_2 - h_1)]$$  \hspace{1cm} (1)

The numerical simulation models were developed in Matlab® 2018b [28] using the commercial software REFPROP® version 9 [29] for working fluid property data, and the open source software CoolProp version 4.2 [30] for properties of water. The assessment and comparison of the methods was demonstrated based on a case assuming a hot fluid inlet temperature of 120 °C. A detailed comparison of the net power output variation as a function of the minimum pinch point temperature difference, the mean temperature difference, the $\bar{UA}$ value, and the heat transfer area of the condenser, respectively, was carried out. The working fluids selected for the detailed comparison were, propane, i-butane, and two mixtures of these fluids, which have previously showed promising performance in subcritical ORC systems [10,21]. The mole compositions of the two mixtures were selected to be 0.2/0.8 and 0.8/0.2, since these compositions result in a temperature glide around 5 °C, corresponding to the selected temperature rise of the cooling water. Subsequently, the performance of propane/i-butane was compared with the 29 other fluids (pure fluids and mixtures in subcritical and transcritical configurations) identified by Andreasen et al. [10].

![Figure 1. A sketch of the organic Rankine cycle system.](image)

2.1. Thermodynamic ORC Process Model

The thermodynamic models described here provide the basis for the four different methods compared in this study. The only difference between the three methods employing constraints on the minimum pinch point temperature differences ($\Delta T_{\text{pp}}$), the mean temperature differences ($\Delta T_{\text{m}}$), or the $\bar{UA}$ values of the heat exchangers, was the calculation of the heat exchanger performance variable (i.e., $\Delta T_{\text{pp}}$, $\Delta T_{\text{m}}$, or $\bar{UA}$ was calculated and constrained). The fourth method, which based the performance comparison on heat exchanger surface areas, needed to be supplemented by models for dimensioning of heat exchangers (see Section 2.2).

The modeling conditions used for simulating the ORC unit were based on Andreasen et al. [10] and are shown in Table 1. Additional assumptions were as follows: no pressure loss in piping or heat exchangers, no heat loss from the system, and steady state condition and homogeneous flow. The decision variables were optimized to maximize the net power output of the ORC system, while respecting the constraints on primary heat exchanger and condenser performance, and the minimum expander outlet vapor quality. The optimization was carried out in two steps, where the first optimization step was carried out by running the particle swarm optimizer available in Matlab with a population of 30,000 for 50 iterations. The best solution found in the first step was used as the starting point for Matlab’s pattern search optimizer. In Table 1, the primary heat exchanger
and condenser constraints are denoted as minimum pinch point temperature difference constraints, however these constraints were substituted by constraints on maximum values of $\bar{UA}$ depending on which method was applied. Note that the heat exchanger parameters were implemented as constraints and not as fixed parameters. However, by optimizing the primary heat exchanger pressure, degree of superheating, working fluid mass flow rate, and the condensation temperature, the optimum values of minimum pinch point temperature differences or $\bar{UA}$ values converged to the limiting values.

Table 1. ORC unit modeling conditions.

| Parameters and Variables | Value/Range |
|--------------------------|-------------|
| **Fixed parameters**     |             |
| Hot fluid temperature (°C) | 120         |
| Hot fluid mass flow rate (kg/s) | 50       |
| Hot fluid pressure (bar)  | 4           |
| Cooling water inlet temperature (°C) | 15       |
| Cooling water temperature rise (°C) | 5         |
| Cooling water pressure (bar) | 4          |
| Condenser outlet vapor quality (-) | 0       |
| Pump isentropic efficiency (-) | 0.8       |
| Expander isentropic efficiency (-) | 0.8       |
| **Constraints**          |             |
| Min. pinch point temp. diff., primary heat exchanger * (°C) | 10         |
| Min. pinch point temp. diff., condenser ** (°C) | 1–10 **    |
| Min. expander outlet vapor quality (-) | 1       |
| **Decision variables**   |             |
| Primary heat exchanger pressure (bar) | 1–0.8 · $P_{crit}$ |
| Degree of superheating (°C) | 0–50       |
| Working fluid mass flow rate (kg/s) | 5–200    |
| Condensation temperature at bubble point (°C) | 17–35     |

* Results presented in Section 3.2 employ heat exchanger constraints based on the $\bar{UA}$ value rather than minimum pinch point temperature differences. ** The condenser minimum pinch point temperature difference was varied in steps of 1 °C.

For the primary heat exchanger and condenser, a counter-current flow heat exchanger configuration was assumed. The location of the minimum pinch point temperature difference in the primary heat exchanger was assumed to be at the inlet, outlet, or the saturated liquid point. The temperature difference in the condenser was checked at the working fluid outlet (bubble point) and at the dew point. Calculations of $\bar{UA}$ values and mean temperature differences were done by discretizing the primary heat exchanger and the condenser in $n = 10$ control volumes. In the discretization, it was ensured that the bubble and dew points were always located on control volume boundaries. The total $\bar{UA}$ values of the heat exchangers were calculated by summing the contribution from each control volume ($\bar{UA}_j$):

\[
\bar{UA} = \sum_{j=1}^{n} (\bar{UA}_j) = \sum_{j=1}^{n} \frac{\dot{Q}_j}{(\Delta T_{lm})_j} = \sum_{j=1}^{n} \frac{m_c (h_{c,o} - h_{c,i})}{(T_{h,o} - T_{c,j}) - (T_{h,i} - T_{c,o})} \cdot \ln \left( \frac{T_{h,o} - T_{c,i}}{T_{h,i} - T_{c,o}} \right) 
\]  

(2)

where $\dot{Q}$ is the heat transfer rate, $\Delta T_{lm}$ is the log mean temperature difference, $T$ is temperature, subscript $j$ refers to control volume $j$, subscripts $c$ and $h$ refer to the cold and hot side of the heat exchanger, and subscripts $i$ and $o$ refer to inlet and outlet of control volume $j$. The log mean temperature correction factor was not included in the expression, since the heat exchangers were assumed to enable counter-current flow. Counter-current flow is required in order to utilize the temperature glide of zeotropic mixtures for temperature profile matching with the hot fluid and the cooling water, and can be achieved with plate, tube-in-tube, and single-pass shell-and-tube heat exchangers.
The mean temperature difference was calculated based on the following equation:

$$\Delta T_m = \frac{Q}{UA}$$  \hspace{1cm} (3)

2.2. Shell-and-Tube Heat Exchanger Model

A shell-and-tube heat exchanger model was used for estimating the heat transfer area of the condenser. The model was used for estimation of the heat transfer areas presented in Section 3.1.4. The heat exchanger was assumed to have one tube pass and one shell pass (see Figure 2).

The heat transfer surface area was calculated based on the following equation:

$$A = \pi d_{oa} LN_t$$  \hspace{1cm} (4)

where \( d_{oa} \) is the outer tube diameter, \( L \) is the tube length, and \( N_t \) is the number of tubes.

The tube length required for transferring the required heat was calculated by discretization of the heat exchanger:

$$L = \sum_{j=1}^{n} L_j = \sum_{j=1}^{n} \frac{(UA)_{j}}{(UA)'_{j}}$$  \hspace{1cm} (5)

where \( (UA)'_{j} \) is the \( UA \) per length of tube, which was calculated as:

$$\frac{1}{(UA)'_{j}} = \frac{1}{\alpha_{in,j} \pi d_{in} N_t} + \frac{\ln \left( \frac{d_{ou}}{d_{in}} \right)}{2 \pi \lambda_l N_t} + \frac{1}{\alpha_{ou,j} \pi d_{ou} N_t}$$  \hspace{1cm} (6)

where \( d_{in} \) is the inner tube diameter, \( \lambda_l \) is the thermal conductivity of the tube material, \( \alpha_{in,j} \) is the inner tube heat transfer coefficient (hot side), and \( \alpha_{ou,j} \) is the outer tube heat transfer coefficient (cold side).

![Figure 2. A sketch of the shell-and-tube condenser.](image)

In the heat exchanger model, the number of control volumes was equal to 30. In case the working fluid was superheated vapor at the inlet to the condenser, the condenser was sized to perform both the desuperheating and the condensation of the working fluid. An overview of the implemented heat transfer and pressure drop correlations is provided in Table 2. The modeling conditions assumed for the condenser are listed in Table 3. The tube diameter, tube pitch ratio and baffle cut ratio were selected to represent commonly used values according to the guidelines provided by Shah and Sekulić [31]. A low value of the shell bundle clearance corresponding to a fixed tube sheet design [31] was selected. This enabled a design without sealing strips, since there was no need to restrict the bypass flow between the shell inner wall and the tube bundle. The tube-to-baffle hole diametral clearance and the
shell-to-baffle diametral clearance values were selected based on the values used in Example 8.3 in Shah and Sekulić [31]. The thermal conductivity of the tube material was selected to represent stainless steel [31]. The pressure drops were fixed to ensure comparable pumping power for all considered ORC systems. The values of pressure drop were selected to ensure that the flow velocities of the liquid in the shell and the vapor in the tubes were within the limits specified by Coulson and Richardson [32]. The tubes were arranged in a 30° triangular configuration to enhance heat transfer performance [31,33] and no tubes were placed in the window section in order to minimize tube vibration problems [31]. Shell side heat transfer and pressure drop correction factors accounting for larger baffle spacing at the inlet and outlet ducts compared to the central baffle spacing were neglected.

The model of the shell-and-tube heat exchanger was previously presented and verified by Andreasen et al. [25] and Kærn et al. [34]. The implementation of the Bell–Delaware method [35–37] was verified by comparison with the outline presented by Shah and Sekulić [31]. The cross-flow, leakage flow, and by-pass flow areas were predicted within 0.11% (discrepancies were due to rounding errors) of the values reported in Example 8.3 in Shah and Sekulić [31]. The shell side heat transfer coefficient and pressure drop for single phase flow of a lubricating oil were predicted within 0.15% (discrepancies were due to rounding errors) of the values reported in Example 9.4 in Shah and Sekulić [31]. The implementation of the condensation heat transfer correlation was verified to be within 0.8% of the predicted heat transfer coefficients for i-butane presented in Figure 5 in Shah [38]. Discrepancies can be attributed to inaccuracies in obtaining data points from the figure.

| Model                        | Reference                        |
|------------------------------|----------------------------------|
| **In-tube flow**             |                                  |
| Single phase heat transfer correlation | Gnielinski [39]                  |
| Single phase friction factor  | Petukhov [40]                    |
| Condensation heat transfer correlation | Shah [38]                      |
| Mixture effects in condensation | Bell and Ghaly [41]             |
| Single phase pressure drop    | Blasius [42]                     |
| Two-phase pressure drop       | Müller-Steinhagen and Heck [43] |
| **Shell-side flow**          |                                  |
| Pressure drop and heat transfer correlations | Bell–Delaware method [31,35–37] |
| Ideal cross flow heat transfer correlation | Martin [44]                    |

Table 3. Condenser modeling conditions.

| Parameter Description                        | Value |
|----------------------------------------------|-------|
| Tube outer diameter, \( d_{ou} \) [mm]       | 20    |
| Tube inner diameter [mm]                     | 16    |
| Tube pitch ratio, \( p_t / d_{ou} \) [-]     | 1.25  |
| Baffle cut ratio, \( l_{bc} / d_{ou} \) [-]  | 0.25  |
| Shell bundle clearance [mm]                  | 11    |
| Number of sealing strips [-]                 | 0     |
| Tube-to-baffle hole diametral clearance [mm] | 0.8   |
| Shell-to-baffle diametral clearance [mm]     | 3     |
| Tube thermal conductivity [W/(m °C)]         | 15    |
| Shell (cold) side pressure drop [kPa]        | 50 \(^\dagger\) |
| Tube (hot) side pressure drop [kPa]          | 50 \(^\dagger\) |

\(^\dagger\) The number of tubes and baffle spacing were selected to obtain the specified pressure drops through a numerical solving procedure.
3. Results and Discussion

3.1. Influence of Heat Exchanger Parameters

In the following, it is demonstrated how the results of a net power output comparison among pure fluids and zeotropic mixtures is affected by which heat exchanger performance parameter is used as basis for the comparison. First, the condenser size is represented using the minimum pinch point temperature difference and subsequently the condenser size is represented by mean temperature differences, $\bar{UA}$ values and heat transfer areas. The analysis presented in Section 3.1 is based on the simulation data listed in Table A1 in Appendix A.

3.1.1. Minimum Pinch Point Temperature Difference Based Comparison

Figure 3 shows the maximized net power output as a function of the condenser minimum pinch point temperature difference for i-butane, propane/i-butane (0.2/0.8), propane/i-butane (0.8/0.2) and propane. For all fluids, an approximately linear trend was observed, and the absolute difference in terms of net power output among the fluids was independent of value selected for the condenser minimum pinch point temperature difference. Sketches of the ORC unit $T_s$-diagrams for the four fluids are displayed in Figure 4.

![Figure 3. Net power output versus pinch point temperature difference for the condenser.](image)

![Figure 4. Cont.](image)
The variation of $\bar{U}A$ and $\Delta T_m$ for the condensers are depicted in Figure 5. When the minimum pinch point temperature difference was the same for the pure fluids and the mixtures, the heat transfer equipment used for mixture condensation was associated with larger values of $\bar{U}A$ and smaller values of mean temperature difference. The performance comparison was therefore affected by whether the fluids were compared based on the same values of the minimum pinch point temperature difference, mean temperature difference or $\bar{U}A$.

3.1.2. Mean Temperature Difference Based Comparison

The plot depicted in Figure 6 is generated by exchanging the minimum condenser pinch point temperature difference represented on the horizontal axis in Figure 3 with the mean temperature difference. Note that the optimized solutions displayed in Figures 3 and 6 are the same. For each fluid, the left most points in Figure 6 correspond to the solutions with a minimum pinch point temperature difference in the condenser of 10 $^\circ$C, while the right most points correspond to the optimized solutions with minimum pinch point temperature difference values of 1 $^\circ$C. The filled marker represent the solutions with a minimum pinch point temperature difference of 5 $^\circ$C.

For all fluids plotted in Figure 6, the relationship between the mean temperature difference and the net power output were approximately linear. This was also the case when the fluids were compared based on the same values of condenser pinch points. However, when compared based on the mean temperature differences, the curves for the pure fluids and the mixtures were displaced relative to each other. Generally, the mixtures achieved mean temperature differences that were similar to the
pinch point temperature differences, while the pure fluids had mean temperature differences that were 1.5–3 °C higher than the pinch points. This means that the performance improvement obtained by mixtures was rated less when the comparison was based on the same values of mean temperature differences than on the same values of minimum pinch point temperature differences. The results shown in Figure 6 suggest that the performance of propane was higher than that of propane/i-butane (0.2/0.8) for mean temperature differences higher than 3 °C, whereas propane/i-butane (0.2/0.8) reached higher net power outputs than those of propane for all values of the condenser pinch point temperature difference in the pinch point based comparison (see Figure 3).

A comparison of the condensation processes for propane and propane/i-butane (0.2/0.8) is illustrated in the QT-diagrams (heat transfer rate versus temperature diagrams) depicted in Figures 7 and 8. Figure 7 displays the comparison based on equal values of minimum pinch point temperature differences ($\Delta T_{pp} = 5 ^\circ C$). The condensation process of propane is displayed as a horizontal line, since the optimum solution resulted in condensation from saturated vapor to saturated liquid. The optimum solution for propane/i-butane (0.2/0.8) involved 10 °C of desuperheating. Disregarding the desuperheating process, the condensation process for propane/i-butane (0.2/0.8) was carried out at a lower temperature than the condensation of propane, resulting in a lower mean temperature for the mixture. Due to the match between the temperature glide of the mixture and the temperature increase of the coolant, the minimum pinch point temperature difference value could be achieved throughout most of the condensation process. This resulted in dissimilar mean temperatures for the pure fluid and the mixture. The mean temperature was $\Delta T_m = 7.2 ^\circ C$ for propane, while it was $\Delta T_m = 5.2 ^\circ C$ for the mixture. When the pinch point temperature difference of propane/i-butane (0.2/0.8) was increased by 2 °C, the mean temperatures of the two fluids were equal. This situation is displayed in Figure 8. When $\Delta T_m = 7.2 ^\circ C$ for both fluids, the temperature difference between the coolant and the condensing working fluid was lowest for the mixture in the left half of the QT-diagram (from 0% to 50% heat transfer rate), while it was lowest for propane in the remaining part of the diagram (from 50% to 100% heat transfer rate).

![Figure 6](image)

Figure 6. Net power output as a function of condenser mean temperature difference.
Figure 7. $\dot{Q}T$-diagram of condensation when $\Delta T_{pp} = 5 \, ^\circ C$ for propane and propane/i-butane (0.2/0.8).

Figure 8. $\dot{Q}T$-diagram of condensation when $\Delta T_{m} = 7.2 \, ^\circ C$ for propane and propane/i-butane (0.2/0.8).

3.1.3. $\bar{U}A$ Value Based Comparison

The plot depicted in Figure 9 displays the comparison of propane, i-butane, propane/i-butane (0.2/0.8), and propane/i-butane (0.8/0.2). Figure 9 is an alternative representation of the results presented in Figures 3 and 6. Essentially, the difference between Figures 3 and 9 is that the net power outputs are plotted as a function of $\bar{U}A$ instead of minimum pinch point temperature differences. The left most values (lowest $\bar{U}A$ and net power output) plotted in Figure 9 thereby correspond to the solutions with minimum pinch point temperature difference values of 10 $^\circ C$, while the right most values (highest $\bar{U}A$ and net power output) correspond to the solutions with minimum pinch point temperature values of 1 $^\circ C$. Note that the solutions with 1 $^\circ C$ minimum pinch point temperature difference for the mixtures are outside the boundaries of the plot. The filled markers correspond to the solutions with minimum pinch point temperature differences of 5 $^\circ C$.

In the comparison between propane and propane/i-butane (0.2/0.8), propane achieved the highest performance for $\bar{U}A$ values below 4000 kW/$^\circ C$. The plots in Figure 9 suggest that the benefits of using mixtures were highest when the value of $\bar{U}A$ for the condenser was high. Furthermore, by comparing the net power outputs of the fluids based on the same values of the condenser $\bar{U}A$, the increase in net power output was lower compared to the case when the net power outputs were compared based on the same minimum pinch point temperature differences. For example, the net power output of the mixture propane/i-butane (0.8/0.2) was 7.0% higher compared to propane for condenser minimum pinch point temperature differences of 3 $^\circ C$. Simultaneously, the $\bar{U}A$ value of...
the condenser was 91% higher for the mixture compared to propane. When the net power outputs were compared based on condenser $\bar{U}A$ values of 4300 kW/°C (corresponding to $\Delta T_{pp,\text{cond}} = 3$ °C for the mixture and $\Delta T_{pp,\text{cond}} = 1$ °C for propane) the net power output of the mixture was 1.7% larger compared to that of propane. Comparing the fluids based on the same $\bar{U}A$ values was similar to the comparison based on equal mean temperature differences, since the variation in heat transfer rate was insignificant. These results indicate that the comparison based on the same minimum pinch point temperature differences resulted in an optimistic estimation of the thermodynamic benefit of using zeotropic mixtures, while the comparisons based on the same $\bar{U}A$ values and mean temperature difference resulted in conservative estimations of the benefits of using zeotropic mixtures.

### 3.1.4. Heat Transfer Area Based Comparison

Figure 10 shows the results of the fluid comparison when the fluids are rated on equal values of heat transfer area for the condenser. Similar to Figure 9, the plots in Figure 10 were generated based on the optimized solutions from Figure 3. The heat transfer areas were calculated based on the outputs (pressures, temperatures and mass flow rates) from the thermodynamic ORC process model by using the shell-and-tube heat exchanger model with conditions listed in Table 3. For each fluid, the lowest condenser areas in Figure 10 correspond to minimum pinch point temperature difference values of 10 °C, while the highest condenser areas correspond to minimum pinch point temperature values of 1 °C. The filled markers denote the solutions with a minimum pinch point temperature difference of 5 °C.
By comparing Figures 9 and 10, the influence of the variation in $\bar{U}$ can be observed. The heat transfer performance of propane was higher than that of i-butane. Furthermore, the overall heat transfer coefficient of propane was also larger than those of the mixtures. In the comparisons depicted in Figure 10, the larger heat transfer coefficient of propane increased the feasibility of this fluid compared to the $\bar{UA}$ value based method presented in Figure 9.

At condenser areas below 2000 m$^2$, propane was the highest performing fluid. At around 2000 m$^2$, there was a crossing of the curves for propane and propane/i-butane (0.8/0.2), and at higher condenser areas the (0.8/0.2) mixture achieved the highest net power outputs. The curve crossing occurred where the minimum pinch point temperature difference in the condensers was around 2 °C for propane and 5 °C for the mixture.

### 3.2. Fluid Performance Ranking

In this section, it is demonstrated how the outcome of a fluid performance ranking can be affected by the employed modeling method. The demonstration is based on the fluid selection study presented by Andreasen et al. [10] for a 120 °C liquid water heat source, and the fluids considered for comparison are the 30 optimum fluids identified in that study. In the present study, the net power output of the ORC unit was maximized for each of the 30 fluids by employing the modeling conditions listed in Table 1. Supercritical pressures were allowed and the maximum pressure was limited to 100 bar. The high pressure in the system was limited to be below 80% of the critical pressure for subcritical systems and above 120% of the critical pressure for transcritical systems. For transcritical ORC solutions, the degree of superheating was replaced by the temperature difference between the expander inlet temperature and the critical temperature as decision variable which was varied in the range from 0 °C to 100 °C.

For mixtures, the composition was optimized. The ranking of the 30 working fluids based on fixed minimum pinch point temperature differences of $\Delta T_{pp,PrHE} = 10$ °C and $\Delta T_{pp,cond} = 5$ °C is listed in Table 4. The ranking was essentially the same as that presented by Andreasen et al. [10] except from the definition of the expander efficiency, which Andreasen et al. [10] based on a polytropic efficiency of 0.8, while an isentropic efficiency of 0.8 was employed in the present study. Moreover, the pressure constraints for subcritical and transcritical ORC solutions were not employed by Andreasen et al. [10]. This resulted in small variations in the fluid ranking compared to the previous results.

Table 5 lists the ranking of the 30 fluids when based on a fixed value of $\bar{UA}_{tot} = 3500$ kW/°C. This value is the sum of the primary heat exchanger and condenser $\bar{UA}$ values for R218 in Table 4. The distribution of the total $\bar{UA}$ value between the primary heat exchanger and condenser was included as a decision variable. The optimization of the $\bar{UA}$ distribution enabled the power output of the ORC unit with R218 to increase from 1444 kW to 1460 kW. Despite this increase, the fluid was not ranked as the best performing fluid when the same value of $\bar{UA}_{tot}$ was assumed for all fluids. Instead, the results suggest that R143a was the highest performing fluid due to an increase in net power output from 1361 kW to 1521 kW. This large increase was due to the relatively low value of $\bar{UA}_{tot}$ resulting from the minimum pinch point temperature difference based optimization (see Table 4). When comparing the net power output and $\bar{UA}$ value of R218 and R143a, R218 reached 6% higher net power output with 22% higher $\bar{UA}_{tot}$. The minimum pinch point temperature difference based method resulted in large differences in the requirement for the heat exchangers. When rated based on the $\bar{UA}$ value method, the differences due to variations in the $\bar{UA}$ values were eliminated, which enabled a fairer comparison of the fluids. The fluids R227ea, R1234yf and propylene also experienced a large increase in the ranking when rated on the $\bar{UA}$ value based method rather than the minimum pinch point temperature difference based method.

Generally, the results indicate that, when the fluid ranking was based on equal values of $\bar{UA}_{tot}$, the pure fluids performed better relative to the zeotropic mixtures than when the performance comparison was based on equal values of the minimum pinch point temperature difference. In the minimum pinch point temperature difference based comparison, 19 out of the 30 fluids were zeotropic
mixtures (including the predefined mixture R422A). In this case, the zeotropic mixtures enabled up to 13.6% higher performance compared to the best pure fluid in each mixture. In the $\bar{U}A_{tot}$ based comparison, only 12 fluids were zeotropic mixtures, since the composition of seven mixtures converged to 0% or 100% mole fraction. In this case, the performance increase of the zeotropic mixtures compared to the pure fluids was very small.

Moreover, when the fluid ranking was based on equal values of the minimum pinch point temperature difference, 17 out of the 30 fluids were transcritical, but, in the fluid ranking based on equal values of $\bar{U}A_{tot}$, only seven fluids were transcritical. The highest net power output was still achieved with transcritical ORC units, however the relative difference in net power output of the highest performing subcritical compared to the highest performing transcritical unit was reduced.

### Table 4. Fluid selection and optimization based on fixed values of the minimum pinch point temperature difference $\Delta T_{pp,Prhe} = 10^\circ$C and $\Delta T_{pp,cond} = 5^\circ$C.

| Fluid | $W_{net}$ (kW) | $X_{w_f}$ (%) | $P_{PrHE}$ (bar) | $\Delta T$ $\dagger$ ($^\circ$C) | $\bar{m}_{w_f}$ (kg/s) | $T_{cond}$ ($^\circ$C) | $\bar{U}A_{cond}$ (kW/$^\circ$C) | $\bar{U}A_{PrHE}$ (kW/$^\circ$C) | $\Delta T_g$ $\ddagger$ ($^\circ$C) | $\Delta W_{r}$ $\ddagger\ddagger$ (%) |
|-------|-----------------|--------------|-----------------|------------------|------------------|------------------|---------------------|---------------------|------------------|------------------|
| R218$^{sc}$ | 1444 - | 43.1 | 28.5 | 163 | 24.0 | 2075 | 1426 | - | - |
| R422A$^{sc}$ | 1431 - | 52.8 | 27.3 | 109 | 23.4 | 2173 | 1182 | 1.36 | 1.75 |
| R125$^{sc}$ | 1406 - | 55.4 | 33.4 | 118 | 24.6 | 1991 | 1203 | - | - |
| R41$^{sc}$ | 1367 - | 98.7 | 65.9 | 48.3 | 24.2 | 1881 | 1182 | - | - |
| eth./pro.$^{sc}$ | 1367 88.3 | 87.1 | 66.3 | 44.4 | 20.0 | 2288 | 1354 | 5.90 | 12.6 |
| eth./i-but.$^{sc}$ | 1334 95.5 | 90.4 | 68.7 | 45.5 | 20.2 | 2197 | 1384 | 7.63 | 9.90 |
| eth./but.$^{sc}$ | 1330 96.3 | 91.5 | 68.9 | 45.5 | 20.3 | 2183 | 1384 | 8.16 | 9.53 |
| eth./i-pen.$^{sc}$ | 1316 97.7 | 94.1 | 69.6 | 46.2 | 20.4 | 2174 | 1391 | 9.09 | 8.37 |
| eth./pen.$^{sc}$ | 1310 97.9 | 92.9 | 68.4 | 45.7 | 20.4 | 2116 | 1385 | 13.1 | 7.88 |
| SF6$^{sc}$ | 1296 - | 78.3 | 62.5 | 156 | 23.4 | 1814 | 1404 | - | - |
| eth./hex.$^{sc}$ | 1291 99.1 | 95.1 | 72.0 | 46.2 | 20.9 | 2095 | 1371 | 13.1 | 6.31 |
| eth./hep.$^{sc}$ | 1285 99.2 | 94.6 | 71.3 | 46.1 | 21.0 | 2068 | 1370 | 25.7 | 5.82 |
| CO2/pro.$^{sc}$ | 1233 74.5 | 100 | 68.7 | 65.1 | 20.0 | 1901 | 1266 | 11.9 | 9.76 |
| R227ea$^{sc}$ | 1215 - | 17.0 | 0 | 99.0 | 24.5 | 1710 | 688.5 | - | - |
| R1234yf$^{sc}$ | 1215 - | 25 | 0.685 | 79.8 | 24.9 | 1676 | 689.7 | - | - |
| ethane$^{sc}$ | 1214 - | 94.4 | 77.8 | 46.3 | 23.0 | 1737 | 1304 | - | - |
| CO2/i-but.$^{sc}$ | 1211 88.5 | 100 | 65.2 | 65.7 | 20.0 | 1923 | 1202 | 16.0 | 12.5 |
| C4F10$^{sc}$ | 1205 - | 10.1 | 0 | 121 | 24.0 | 1751 | 739.7 | - | - |
| CO2/i-but.$^{sc}$ | 1199 91.0 | 100 | 66.7 | 66.0 | 20.0 | 2012 | 1165 | 15.6 | 13.6 |
| pro./i-but.$^{sc}$ | 1192 79.6 | 22.2 | 0 | 33.5 | 20.4 | 2286 | 591.3 | 5.26 | 6.14 |
| pro./but.$^{sc}$ | 1186 91.5 | 24.6 | 0.730 | 33.1 | 21.1 | 2193 | 591.3 | 4.96 | 5.62 |
| pro./i-pen.$^{sc}$ | 1179 96.8 | 25.8 | 1.79 | 33.2 | 21.7 | 2077 | 592.0 | 5.66 | 4.98 |
| propylen$^{sc}$ | 1178 - | 46.3 | 42.5 | 38.1 | 24.5 | 1558 | 627.0 | - | - |
| pro./pen.$^{sc}$ | 1177 96.6 | 25.2 | 2.17 | 32.8 | 21.3 | 2058 | 590.4 | 8.20 | 4.77 |
| pro./hex.$^{sc}$ | 1165 99.0 | 26.7 | 4.02 | 32.1 | 22.3 | 1922 | 581.3 | 8.42 | 3.75 |
| ibut./pen.$^{sc}$ | 1150 86.6 | 9.29 | 0 | 31.0 | 20.5 | 2048 | 595.5 | 6.15 | 6.84 |
| but./pen.$^{sc}$ | 1142 72.0 | 6.25 | 0 | 28.5 | 20.2 | 2081 | 523.4 | 5.39 | 8.18 |
| but./pen.$^{sc}$ | 1136 83.4 | 6.62 | 0 | 27.9 | 20.3 | 1992 | 521.5 | 6.52 | 7.60 |

$\dagger$ $\Delta T$ represents the degree of superheating for subcritical ORC units (sc) and the temperature difference between the turbine inlet and the critical temperature for transcritical ORC units (tc). $\ddagger$ $\Delta T_g$ represents the temperature glide of condensation. $\ddagger\ddagger$ $\Delta W_r$ represents the relative difference in net power output between the mixture (mix) and the best pure component in the mixture (pure), $\Delta W_r = (W_{net,mix} - W_{net,pure}) / W_{net,pure}$.
from 18.8% (R227ea compared to R218 in Table 4) to 1.1% (R227ea compared to R143a in Table 5). This indicates that the method assuming the same minimum pinch point temperature differences for all fluids resulted in optimistic performance estimations of the thermodynamic benefits of using transcritical ORC units and/or zeotropic mixtures, while the method assuming the same total $\overline{UA}$ value resulted in a conservative estimations.

Table 5. Fluid selection and optimization based on fixed values of $\overline{UA}_{tot} = \overline{UA}_{PrHE} + \overline{UA}_{cond} = 3500 \text{ kW/}^{\circ}\text{C}$.

| Fluid  | $W_{net}$ (kW) | $X_{w f}$ (%) | $P_{PrHE}$ (bar) | $\Delta T_{\parallel}$ (°C) | $m_{w f}$ (kg/s) | $T_{cond}$ (°C) | $\overline{UA}_{cond}$ (kW/°C) | $\overline{UA}_{PrHE}$ (kW/°C) | $\Delta T_g$ (°C) | $\Delta W_r$ (°) |
|--------|----------------|---------------|------------------|-----------------------------|----------------|----------------|-----------------------------|-----------------------------|----------------|----------------|
| R143a | 1521           | 47.9          | 36               | 72.4                        | 24.4           | 1819           | 1681                        | -                           | -              | -              |
| R422a | 1511           | 50.7          | 35               | 96.5                        | 23.8           | 1831           | 1669                        | 1.35                        | 1.00           |
| R227ea| 1505           | 23.3          | 0.14             | 105                         | 24.4           | 1870           | 1630                        | -                           | -              | -              |
| R125  | 1496           | 54.0          | 42               | 104                         | 23.8           | 1850           | 1650                        | -                           | -              | -              |
| R1234yf-psc | 1475 | 27.1          | 1.3              | 92.9                        | 25.0           | 1947           | 1551                        | -                           | -              | -              |
| R218  | 1460           | 41.8          | 32               | 149                         | 24.3           | 1843           | 1657                        | -                           | -              | -              |
| R41   | 1457           | 96.3          | 72               | 47.6                        | 24.3           | 1857           | 1643                        | -                           | -              | -              |
| C4F10 | 1455           | 13.3          | 0                | 121                         | 23.6           | 1877           | 1623                        | -                           | -              | -              |
| CO2/pro. | 1442 | 0.747         | 4.8              | 38.0                        | 23.6           | 1800           | 1699                        | 1.76                        | 1.24           |
| eth./pro. | 1441 | 3.73          | 5.5              | 38.0                        | 22.8           | 1950           | 1550                        | 2.44                        | 1.20           |
| R32   | 1439           | 46.3          | 50               | 43.2                        | 23.6           | 2065           | 1435                        | -                           | -              | -              |
| propylen | 1425 | 36.4          | 26               | 32.3                        | 23.3           | 2021           | 1479                        | -                           | -              | -              |
| pro./ibut.sc | 1424 | 3.0          | 3.8              | 37.6                        | 24.4           | 1951           | 1549                        | 0                           | 0              |
| pro./but.sc | 1424 | 0.30         | 3.9              | 37.6                        | 24.4           | 1951           | 1549                        | 0                           | 0              |
| pro./ipen.sc | 1424 | 3.0          | 3.8              | 37.6                        | 24.4           | 1952           | 1548                        | 0                           | 0              |
| prop./hex.sc | 1424 | 100         | 33.9             | 37.6                        | 24.4           | 1952           | 1548                        | 0                           | 0              |
| eth./ibut.sc | 1407 | 3.68         | 14.3             | 33.9                        | 18.0           | 2092           | 1408                        | 7.14                        | 2.25           |
| CO2/ibut.sc | 1400 | 1.19         | 13.8             | 33.9                        | 23.6           | 2078           | 1415                        | 6.77                        | 1.76           |
| ibut./ipen.sc | 1391 | 12.1         | 0                | 32.5                        | 21.4           | 2134           | 1358                        | 4.00                        | 1.08           |
| eth./ibut.sc | 1389 | 2.27         | 10.3             | 30.1                        | 17.2           | 2115           | 1385                        | 7.49                        | 2.56           |
| but./ipen.sc | 1387 | 51.1         | 0.23             | 30.3                        | 19.6           | 2125           | 1374                        | 6.56                        | 2.41           |
| but./pen.sc | 1382 | 82.6         | 0.23             | 29.6                        | 20.1           | 2202           | 1271                        | 6.73                        | 2.00           |
| CO2/hex.sc | 1373 | 4.046        | 5.79             | 29.9                        | 19.5           | 2179           | 1321                        | 3.94                        | 1.34           |
| eth./ipen.sc | 1365 | 0.412        | 4.30             | 30.6                        | 17.2           | 2142           | 1358                        | 6.43                        | 1.50           |
| eth./pen.sc | 1362 | 0.541        | 3.34             | 29.0                        | 17.1           | 2132           | 1368                        | 6.67                        | 1.75           |
| SF6   | 1363           | 7.50          | 64               | 155                         | 23.3           | 1857           | 1643                        | -                           | -              | -              |
| eth./hex.sc | 1331 | 0.23         | 28.3             | 22.6                        | 2235           | 1265                        | 0                           | 0              | -              |
| eth./bpe.sc | 1327 | 0.279        | 28.1             | 22.5                        | 2241           | 1259                        | 0                           | 0              | -              |
| ethane   | 1281          | 94.7          | 81               | 45.7                        | 22.5           | 1899           | 1601                        | -                           | -              | -              |

(‡) $\Delta T$ represents the degree of superheating for subcritical ORC units (sc) and the temperature difference between the turbine inlet and the critical temperature for transcritical ORC units (tc). (‡‡) $\Delta T_g$ represents the temperature glide of condensation. (‡‡‡) $\Delta W_r$ represents the relative difference in net power output between the mixture (mix) and the best pure component in the mixture (pure), $\Delta W_r = (W_{net, mix} - W_{net, pure})/W_{net, pure}$.

3.3. Assessment of Modeling Methods

The use of zeotropic mixtures provides the flexibility of adjusting the temperature profile of evaporation and condensation to obtain optimal alignment with the temperature profiles of sensible heat sources and sinks. This has an effect on the temperature difference between the heat exchanging fluid streams throughout the primary heat exchanger and the condenser. By basing the comparison of pure fluids and mixtures on equal values of the minimum pinch point temperature difference, there is no distinguishing between solutions where the minimum temperature difference value is reached at a single location in the heat exchanger (for example in case of pure fluids) and solutions where the temperature difference is close to the minimum value throughout the heat exchanger (in case of temperature profile matching) (see Figure 7). However, as demonstrated in Section 3.1, these two situations can result in very different mean temperatures and $\overline{UA}$ values. Ultimately, when comparing pure fluids and zeotropic mixtures based on equal values of minimum pinch point
temperature difference, the zeotropic mixtures benefit from reduced irreversibilities in the heat transfer processes due to temperature profile matching. However, the additional cost related to the larger heat transfer equipment required for transferring the heat across a lower mean temperature difference is unaccounted for. Thereby, the estimation of the benefit of temperature profile matching is deemed to be optimistic when the comparison is based on equal values of minimum pinch point temperature differences, since the ORC unit employing the zeotropic mixtures are provided with the additional benefit of having heat exchangers with larger thermal capacity (larger $\bar{UA}$ and lower mean temperature difference). Using this thermodynamic modeling approach for comparing the performance of pure fluids and zeotropic mixtures there is a risk of overestimating the benefits of zeotropic mixtures, which might not be representative of the actual performance difference when the cost of heat exchangers are taken into account in subsequent thermoeconomic analyses.

By use of alternative modeling methods, it is possible, with limited additional modeling effort, to take differences in mean temperature differences or $\bar{UA}$ values into account. The added modeling complexity solely consists of discretizing the heat exchangers in a suitable number of control volumes, which enables to calculate the $\bar{UA}$ values and mean temperature differences, and defining limiting values for either of them. In many situations it is even required to discretize the heat transfer process for identifying the location of the minimum pinch point temperature difference, for example when the temperature profile of the mixture is highly curved, or when the high pressure is supercritical or slightly below the critical pressure. It is beneficial to specify limits for the mean temperature difference or the $\bar{UA}$ value of the heat exchangers rather than for the minimum pinch point temperature difference, since the mean temperature difference and the $\bar{UA}$ value take the complete heat transfer process into account and are therefore more indicative of the heat transfer surface area and thereby the cost of the heat exchanger. The use of the methods assuming either the same mean temperature difference or the same $\bar{UA}$ values for pure fluids and zeotropic mixtures, is deemed to result in conservative estimations of the thermodynamic performance benefit of using zeotropic mixtures.

Defining a constraint based on the mean temperature difference is beneficial in the sense that it is conceptually similar to the minimum pinch point temperature difference and it is therefore easier to define suitable limiting values. Defining heat exchanger constraints based on $\bar{UA}$ values provides an additional option of optimizing the distribution of $\bar{UA}$ to each of the heat exchangers by defining a limit for the total ORC unit $\bar{UA}$ (sum of $\bar{UA}$ for all heat exchangers in the unit). The drawback of defining constraints based on $\bar{UA}$ values is that the $\bar{UA}$ value depends on the capacity of the system, i.e., the net power output and heat transferred in the process. One way of addressing this issue is to define a base case fluid for which the heat exchanger minimum pinch point temperature differences are fixed at reasonable values. The $\bar{UA}$ values of the heat exchangers for the base case solution can then be used as limiting values for the remaining simulations. The use of methods fixing the mean temperature differences or $\bar{UA}$ values of heat exchangers does not account for differences in heat transfer coefficients. Such differences can be accounted for by including heat exchanger models in the optimization framework for estimation of heat transfer areas. However, this requires the use of heat transfer correlations which adds to the model complexity and computational time required for the simulations. In relation to fluid screening studies, it is desirable to limit the computational time of the model when many fluids are evaluated. An overview of the method assessment is shown in Table 6.

The thermodynamic modeling methods discussed in this paper do not account for effects of fluid properties on the design, efficiency and cost of the ORC expander. Such aspects are essential when selecting a fluid for an ORC unit. Astolfi et al. [45], Martelli et al. [46], and Meroni et al. [47] provided methods for including axial turbine design aspects in the framework of thermodynamic and thermoeconomic ORC process optimizations. Such methods are relevant to combine with the methods discussed in the present paper for preliminary design and optimization of ORC systems.
Table 6. Method assessment overview.

| Benefits                                                                 | Drawbacks                                                                 |
|--------------------------------------------------------------------------|---------------------------------------------------------------------------|
| Fixed $\Delta T_{pp}$                                                    | • Mixtures are systematically allowed to have lower mean temperature differences than pure fluids |
| • Simple model allowing quick calculations                                | • Influence of temperature profile matching on heat exchanger size is not accounted for |
| • Easy to define reasonable minimum pinch point temperature difference values independently of the ORC unit capacity | • Differences in heat transfer coefficients are not accounted for |
| Fixed $\Delta T_m$                                                       | • Higher model complexity and computational time compared to the fixed minimum pinch point temperature difference method |
| • Influence of temperature profile matching on heat exchanger size is accounted for | • Differences in heat transfer coefficients are not accounted for |
| • Same mean temperatures for all fluids                                  |                                                                          |
| • Easy to define reasonable mean temperature difference values independently of the ORC unit capacity |                                                              |
| Fixed $\overline{U}A$                                                   | • Higher model complexity and computational time compared to the fixed minimum pinch point temperature difference method |
| • Influence of temperature profile matching on heat exchanger size is accounted for | • Value of $\overline{U}A$ must be selected depending on the ORC unit capacity |
| • Same $\overline{U}A$ values for all fluids                            | • Differences in heat transfer coefficients are not accounted for |
| • Possible to select total ORC unit $\overline{U}A$ value and optimize distribution to each heat exchanger |                                                |
| • Conceptually similar to fixing the heat transfer area in case of equal values of $\overline{U}$ |                                                            |
| Fixed $A$                                                                | • Higher model complexity and computational time compared to the three other methods |
| • Influence of temperature profile matching on heat exchanger size is accounted for | • Value of heat transfer area, $A$, must be selected depending on the ORC unit capacity |
| • Same heat transfer area for all fluids                                 |                                                                          |
| • Differences in heat transfer coefficients are accounted for            |                                                                          |

3.4. Feasibility of Using Zeotropic Mixtures

Traditionally, the primary reason for using zeotropic mixtures as working fluids in ORC power systems is to utilize the temperature glide of phase change for temperature profile matching with sensible heat sources and sinks, with the aim of reducing the irreversibilities of the heat transfer processes. As indicated in the fluid comparison based on equal heat transfer area (see Figure 10), those benefits are highest when the heat transfer area is high. In the theoretical case of infinitely large counter-flow heat exchangers, it is possible for mixtures to reach higher capacities (lower mean temperature differences and higher $\overline{U}A$) than pure fluids, since the temperature profiles achieve a better match with the sensible heat source and sink in the primary heat exchanger and the condenser. On the other hand, when the heat exchangers are small, the temperature differences in the heat exchangers are large and the $\overline{U}A$ values are small. In this case, the performance increase due to the better temperature match achieved with zeotropic mixtures is limited and tends to be overcompensated by the degradation in heat transfer coefficient, as demonstrated in Section 3.1.4. This observation indicates that zeotropic mixtures are more likely to be economically feasible compared to pure fluids in applications where it pays off to invest in large heat exchangers. This is the case in geothermal applications, where a large investment is required for establishing the geothermal well. Astolfi et al. [45] demonstrated how their thermoeconomic optimization results for pure fluids in an ORC unit designed for utilizing geothermal heat, was affected by the investment required for the geothermal well. A variation of the geothermal well cost from zero to 12 M€ resulted in an increase of the ORC unit cost (power block only) from 3.03 M€ to 8.57 M€, and a reduction of the minimum pinch point temperature difference of
the condenser from 2.5 °C to 0.43 °C. Similarly, it is more likely that zeotropic mixtures achieve higher economic performance than pure fluids, when the cost of the heat exchangers is low.

It is also worthwhile considering zeotropic mixtures for other reasons than the temperature profile matching capabilities. By including zeotropic mixtures in the fluid screening, the number of considered working fluids is larger, and it is more likely to identify fluids with desirable properties considering multiple criteria such as thermodynamic performance, environmental friendliness, safety and cost. For example, the high flammability of hydrocarbons could be reduced by adding a non-flammable fluid [48,49]. Fluids which result in high process pressures could benefit from being mixed with a low pressure fluid. This could result in a reduction in piping and heat exchanger costs [25]. Additionally, for the same condenser bubble point (condensing fluid outlet temperature), it is possible for zeotropic mixtures to have a higher increase in the coolant temperature due to the temperature glide. For the same amount of heat transfer, the mass flow rate of cooling water can thereby be smaller for mixtures. This can result in lower size and cost for cooling water circulating pumps, and cooling towers [5].

3.5. Method Selection for Other Thermodynamic Processes

Temperature profile matching is not only utilized for zeotropic mixtures, but also for pure fluids where temperature profile matching in the preheater has been used for optimizing the ORC system performance [50,51]. In addition, the use of a recuperator can result in almost perfect alignment of the temperature profiles of the heated liquid and the cooled vapor [51]. In such situations, it is important to check that the mean temperature differences and the $\bar{U}A$ values do not get excessively low and high, respectively. In power cycle units where the pressure is supercritical, for example transcritical ORC units or supercritical CO$_2$ units, temperature profile matching is possible in the heat transfer process between the hot fluid and the supercritical working fluid. When comparing such units with power cycle units using subcritical pressures it is also important to account for differences in mean temperature differences and $\bar{U}A$ values in order not to overestimate the performance of the units employing supercritical pressures (see also Section 3.2). Due to the curved temperature profile of the supercritical heating process it is necessary to discretize the heat exchanger for identifying the pinch point location. Thus, it is possible to define constraints on the mean temperature difference or $\bar{U}A$ values of the heat exchangers with limited additional effort compared to applying minimum pinch point temperature difference constraints.

The implementation of constraints on either mean temperature differences or $\bar{U}A$ values rather than minimum pinch point temperature differences, should also be considered for other power cycles utilizing zeotropic mixtures as working fluids. Examples of such cycles are the Kalina cycle using ammonia/water mixtures, and physical absorption cycles using lithium-bromide/water mixtures.

The alternative methods discussed in this paper are also useful in combination with computer aided molecular design (CAMD) [52–54], and continuous molecular targeting (CoMT) [55,56] methods, which consider the molecular optimization of the working fluid. In such optimization problems, the ORC process model is typically based on thermodynamics, since a full thermoeconomic model including heat exchanger sizing would be too extensive to implement at this stage. Although the CAMD and CoMT methods are able to identify thermodynamic optima, it is possible that the fluids designed are not thermoeconomically optimal. By using minimum pinch point temperature difference based models, there is a risk that benefits due to temperature profile matching is overestimated. It is therefore important to check whether there is a correlation between $\bar{U}A$ values or mean temperatures, with the performance ranking of the designed fluids. If this is the case, it is worthwhile considering implementation of constraints on mean temperature differences or $\bar{U}A$ values. Cignitti et al. [57] carried out a CAMD based optimization integrating ORC process and working fluid design, and found different optimum working fluids depending on whether the selected heat exchanger constraints were based on minimum pinch point temperature differences or $\bar{U}A$ values.
4. Conclusions

In this paper, four different methods for performance comparison of pure fluids and zeotropic mixtures in ORC systems were assessed. The methods were characterized by which modeling approach was used for representing the performance of the heat exchangers in the systems. The methods compared the net power output of the fluids based on either the same minimum pinch point temperature differences, the same mean temperature differences, the same $\bar{UA}$ values, or the same heat transfer areas for all fluids.

The comparison of propane, i-butane, propane/i-butane (0.2/0.8) and propane/i-butane (0.8/0.2) based on the same values of condenser pinch point temperature differences suggests that the highest net power outputs are achieved by the mixtures for all values of condenser pinch temperature difference. When compared based on the same values of condenser mean temperature differences or $\bar{UA}$ values, the results suggest that propane/i-butane (0.8/0.2) achieves the highest net power output. However, the mixture propane/i-butane (0.2/0.8) is outperformed by propane at condenser mean temperature differences above 3°C and $\bar{UA}$ values below 4000 kW/°C. When comparing the net power outputs of the fluids based on the same condenser heat transfer areas, the highest performance is achieved by propane at heat transfer areas below 2000 m², while propane/i-butane (0.8/0.2) achieves the highest performance at heat transfer areas above 2000 m². In the heat transfer area based comparison, propane achieves higher net power outputs than propane/i-butane (0.2/0.8) for all considered values of the condenser heat transfer area. The results suggest that the fluid i-butane achieves the lowest net power outputs of the four fluids in all the considered cases.

A fluid performance ranking of 30 working fluids assuming the same minimum pinch point temperature differences for all fluids, indicates that the net power outputs of zeotropic mixtures are up to 13.6% higher compared to the best pure fluids in the mixtures. On the other hand, by assuming that the sum of the condenser and primary heat exchanger $\bar{UA}$ value is the same for all fluids, the results indicate that the net power outputs of zeotropic mixtures are only up to 2.56% higher compared to the best pure fluids in the mixtures. Similarly, the estimated performance benefit of using transcritical ORC units decreases from 18.8% in the minimum pinch point temperature difference based comparison to 1.1% in the $\bar{UA}$ value based comparison.

The method assuming equal minimum pinch point temperature differences for all fluids was deemed to result in optimistic estimations of the benefits of using zeotropic mixtures, while the methods assuming equal mean temperature differences or $\bar{UA}$ values were deemed to result in conservative estimations. The method assuming equal heat transfer areas for all fluids was deemed too comprehensive for thermodynamic optimization considering modeling complexity and computational time. This indicates that it is beneficial to use the method assuming equal minimum pinch point temperature differences and the method assuming equal $\bar{UA}$ values (or mean temperature differences) concurrently in preliminary fluid selection, since they result in different conclusions regarding the thermodynamic performance of working fluids.

Relevant future work within this research topic could comprise an economic optimization of an ORC system considering a group of selected working fluids. By carrying out the working fluid selection for the economic analysis based on two or more of the thermodynamic methods assessed in the present paper, it is possible to judge which of the methods identifies the more economically beneficial working fluids.
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**Nomenclature**

**Abbreviations**

| Abbreviation | Description                  |
|--------------|------------------------------|
| CAMD         | Computer aided molecular design |
| CoMT         | Continuous molecular targeting |
| ORC          | Organic Rankine cycle        |

**Greek symbols**

| Symbol | Description                  |
|--------|------------------------------|
| α      | Convective heat transfer coefficient, (kW/m$^2$ ◦C) |
| Δ      | Difference                   |
| η      | Efficiency, (%)              |
| λ      | Thermal conductivity, (kW/m ◦C) |

**Symbols**

| Symbol | Description                  |
|--------|------------------------------|
| A      | Area, (m$^2$)                |
| d      | Diameter, (m)                |
| h      | Specific enthalpy, (kJ/kg)   |
| L      | Tube length, (m)             |
| l$_{bc}$ | Length of baffle cut, (m)   |
| m      | Mass flow rate, (kg/s)       |
| n      | Number of control volumes, (-) |
| N$_t$  | Number of tubes, (-)        |
| P      | Pressure, (bar)              |
| p$_t$  | Tube pitch, (m)              |
| $\dot{Q}$ | Heat transfer rate, (kW)   |
| T      | Temperature, (◦C)            |
| $\bar{U}$ | Average overall heat transfer coefficient, (kW/m$^2$ ◦C) |
| W      | Mechanical power, (kW)       |
| X      | Mole fraction, (-)           |

**Subscripts and superscripts**

| Subscript | Description                  |
|-----------|------------------------------|
| c         | Cold                         |
| cond      | Condenser                    |
| crit      | Critical                     |
| g         | Glide of condensation        |
| hf        | Hot fluid                    |
| i         | Input                        |
| in        | Inner                        |
| j         | Control volume counter       |
| lm        | Log mean                     |
| m         | Mean                         |
| mix       | Mixture                      |
| net       | Net                          |
| o         | Out                          |
| ou        | Outer                        |
| pp        | Pinch point                  |
| PrHE      | Primary heat exchanger       |
| pure      | Pure fluid                   |
| r         | Relative                     |
| sc        | Subcritical                  |
| tc        | Transcritical                |
| tot       | Total                        |
| wf        | Working fluid                |
Appendix A

Table A1 displays the variation in net power output, condenser mean temperature difference, condenser $\bar{U}A$ values, and condenser areas as functions of the condenser pinch point temperature difference for the working fluids propane, i-butane, propane/i-butane (0.2/0.8) and propane/i-butane (0.8/0.2). The data are plotted in Figures 3, 5, 6, 9, and 10.

Table A1. Variation of net power output ($\dot{W}_{net}$), condenser mean temperature difference ($\Delta T_{m,cond}$), condenser $\bar{U}A$ values ($\bar{U}A_{cond}$), and condenser areas ($A_{cond}$) as functions of the condenser pinch point temperature difference ($\Delta T_{pp,cond}$) for propane, i-butane and the mixtures propane/i-butane (0.2/0.8) and propane/i-butane (0.8/0.2).

| $\Delta T_{pp,cond}$ [°C] | $\dot{W}_{net}$ [kW] | $\Delta T_{m,cond}$ [°C] | $\bar{U}A_{cond}$ [kW/°C] | $A_{cond}$ [m²] |
|---------------------------|----------------------|-------------------------|-------------------------|---------------|
|                           | propane              | i-butane                | (0.2/0.8)               | (0.8/0.2)     |
|                           | 981                  | 939                     | 1022                    | 1058          |
| 10                        | 1009                 | 965                     | 1050                    | 1086          |
| 9                         | 1037                 | 992                     | 1078                    | 1115          |
| 8                         | 1065                 | 1020                    | 1107                    | 1144          |
| 7                         | 1123                 | 1048                    | 1135                    | 1174          |
| 6                         | 1135                 | 1076                    | 1165                    | 1204          |
| 5                         | 1183                 | 1103                    | 1194                    | 1235          |
| 4                         | 1214                 | 1134                    | 1224                    | 1266          |
| 3                         | 1245                 | 1164                    | 1255                    | 1298          |
| 2                         | 1286                 | 1194                    | 1286                    | 1330          |
| 1                         |                      |                        |                        |               |
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