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Abstract

In this work we propose to fit a sparse logistic regression model by a weakly convex regularized nonconvex optimization problem. The idea is based on the finding that a weakly convex function as an approximation of the $\ell_0$ pseudo norm is able to better induce sparsity than the commonly used $\ell_1$ norm. For a class of weakly convex sparsity inducing functions, we prove the nonconvexity of the corresponding sparse logistic regression problem, and study its local optimality conditions and the choice of the regularization parameter to exclude trivial solutions. Despite the nonconvexity, a method based on proximal gradient descent is used to solve the general weakly convex sparse logistic regression, and its convergence behavior is studied theoretically. Then the general framework is applied to a specific weakly convex function, and a necessary and sufficient local optimality condition is provided. The solution method is instantiated in this case as an iterative firm-shrinkage algorithm, and its effectiveness is demonstrated in numerical experiments by both randomly generated and real datasets.
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I. INTRODUCTION

Logistic regression is a widely used supervised machine learning method for classification. It learns a neutral hyperplane in the feature space of a learning problem according to a probabilistic model, and classifies test data points accordingly. The output of the classification result does not only give a class label, but also a natural probabilistic interpretation. It can be straightforwardly extended from two-class to multi-class problems, and it has been applied to text classification [1], gene selection and microarray analysis [2], [3], combinatorial chemistry [4], image analysis [5], [6], etc.
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In a classification problem \( N \) pairs of training data \( \{(x^{(i)}, y^{(i)}), i = 1, \ldots, N\} \) are given, where every point \( x^{(i)} \in \mathbb{R}^d \) is a feature vector in the \( d \) dimensional feature space, and \( y^{(i)} \) is its corresponding class label. In a two-class logistic regression problem, \( y^{(i)} \in \{0, 1\} \), and it is assumed that the probability distribution of a class label \( y \) given a feature vector \( x \) is as the following

\[
p(y = 1|x; \theta) = \sigma(\theta^T x) = \frac{1}{1 + \exp(-\theta^T x)}
\]

\[
p(y = 0|x; \theta) = 1 - \sigma(\theta^T x) = \frac{1}{1 + \exp(\theta^T x)},
\]

(1)

where \( \sigma(\cdot) \) is the sigmoid function defined as above, and \( \theta \in \mathbb{R}^d \) is the model parameter to be learned. When \( x^T \theta = 0 \), the probability of having either label is 0.5, and thus the vector \( \theta \) gives the normal vector of a neutral hyperplane. Notice that if an affine hyperplane \( \theta^T x + b \) is to be considered, then we can simply add an additional dimension with value 1 to every feature vector, and then it will have the linear hyperplane form.

Suppose that the labels of the training samples are independently drawn from the probability distribution (1), then it has been proposed to learn \( \theta \) by minimizing the negative log-likelihood function, and the optimization problem is as follows

\[
\text{minimize} \quad l(\theta),
\]

(2)

where \( \theta \in \mathbb{R}^d \) is the variable, and \( l \) is the (empirical) logistic loss

\[
l(\theta) = \sum_{i=1}^{N} - \log p(y^{(i)}|x^{(i)}; \theta).
\]

(3)

Problem (2) is convex and differentiable, and can be readily solved [7]. Once we obtain a solution \( \hat{\theta} \), given a new feature vector \( x \), we can predict the probability of the two possible labels according to the logistic model, and take the one with larger probability by

\[
y = 1 \left( x^T \hat{\theta} \geq 0 \right) = \begin{cases} 
1, & x^T \hat{\theta} \geq 0; \\
0, & x^T \hat{\theta} < 0.
\end{cases}
\]

When the number of training samples \( N \) is relatively small compared to the feature space dimension \( d \), adding a regularization can avoid over-fitting and enhance classification accuracy on test data, and the \( \ell_2 \) norm has long been used as a regularization function [8]–[10]. Furthermore, a sparsity-inducing regularizer can select a subset of all available features that capture the relevant properties. Since \( \ell_1 \) norm is a convex function that induces sparsity, the \( \ell_1 \) norm regularized sparse logistic regression prevails [1], [11]–[15].

Despite that in general nonconvex optimization is hard to solve globally, nonconvex regularization has been extensively studied to induce sparsity in sparse logistic regression [16], [17] and other sparsity
related topics such as compressed sensing [18]–[20]. Inspired by results that tie binomial regression and one-bit compressed sensing [15], as well as results in compressed sensing indicating that weakly convex functions are able to better induce sparsity than the $\ell_1$ norm [18], [19], [21], in this work we propose to use a weakly convex function in sparse logistic regression.

A. Contribution and outline

In this work, we consider a logistic regression problem in which the model parameter $\theta$ is sparse, i.e., the dimension $d$ can be large, and $\theta$ is assumed to have only $K$ non-zero elements, where $K$ is relatively small compared to $d$. We propose the following problem that uses a weakly convex (nonconvex) function $J$ in sparse logistic regression

$$\min_{\theta} l(\theta) + \beta J(\theta),$$

where the variable is $\theta \in \mathbb{R}^d$, $\beta > 0$ is a regularization parameter, and $l$ is the logistic loss [3]. The contribution of this work can be summarized as the following.

- We introduce weakly convex (nonconvex) sparsity inducing functions into sparse logistic regression. We prove that the general weakly convex regularized optimization problem (4) is nonconvex. Its local optimality conditions are studied, as well as the range of the regularization parameter $\beta$ to exclude 0 as a local optimum. These will be in section III.

- A solution method based on proximal gradient is proposed to solve the general problem of weakly convex regularized sparse logistic regression (4). Despite its nonconvexity, we provide a conclusion on the convergence behavior, which shows that the objective function is able to monotonically decrease and converge. These will be in section IV.

- We apply the general framework to a specific weakly convex regularizer. A necessary and sufficient condition on its local optimality is obtained, and the convergence analysis of the solution method for the general problem can also be applied. These will be in section V. In numerical experiments in section VI we use this specific choice of function to verify the effectiveness of the model and the method on both randomly generated and real datasets.

B. Notations

In this work, for a vector $x$, we use $\|x\|_2$ to denote its $\ell_2$ norm, $\|x\|_1$ to denote its $\ell_1$ norm, and $\|x\|_\infty$ to denote its infinity norm. Its $i$th entry is denoted as $x_i$. For a matrix $X$, $\|X\|$ is its operator norm, i.e., its largest singular value. For a differentiable function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, its gradient is denoted as $\nabla f$, and if it is twice differentiable, then its Hessian is denoted as $\nabla^2 f$. If $f$ is a convex function, $\partial f(x)$ is its...
subgradient set at point \( x \). For a function \( F : \mathbb{R} \to \mathbb{R} \), we use \( F'_- \) and \( F'_+ \) to denote its left and right derivatives, and \( F''_- \) and \( F''_+ \) to denote its left and right second derivatives, if they exist.

II. RELATED WORKS

A. \( \ell_2 \) and \( \ell_1 \) regularized logistic regression

The \( \ell_2 \) regularized logistic regression problem is as the following

\[
\text{minimize } l(\theta) + \beta \| \theta \|^2_2,
\]

where \( \theta \) is the variable, \( l \) is the logistic loss \( (3) \), and \( \beta > 0 \) is the regularization parameter. The solution can be interpreted as the maximum a posteriori probability (MAP) estimate of \( \theta \), if \( \theta \) has a Gaussian prior distribution with zero mean and covariance \( \beta I \) \( (8) \). The problem is strongly convex and differentiable, and can be solved by methods such as the Newton, quasi-Newton, coordinate descent, conjugate gradient descent, and iteratively reweighted least squares. For example see \( [9], [10] \) and references therein.

It has been known that minimizing the \( \ell_1 \) norm of a variable induces sparsity to its solution, so the following \( \ell_1 \) norm regularized sparse logistic regression has been widely used to promote the sparsity of \( \theta \)

\[
\text{minimize } l(\theta) + \beta \| \theta \|_1,
\]

(5)

where \( \theta \) is the variable, \( l \) is the logistic loss \( (3) \), and \( \beta > 0 \) is a parameter balancing the sparsity and the classification error on the training data. In logistic regression, \( \theta_j = 0 \) means that the \( j \)th feature does not have influence on the classification result. Thus, sparse logistic regression tries to find a few features that are relevant to the classification results from a large number of features. Its solution can also be interpreted as an MAP estimate, when \( \theta \) has a Laplacian prior distribution \( p(\theta) = (\beta/2)^d \exp(-\beta \| \theta \|_1) \).

The problem \( (5) \) is convex but nondifferentiable, and several specialized solution methods have been proposed, such as an iteratively reweighted least squares (IRLS) method \( [13] \) in which every iteration solves a LASSO \( [22] \), a generalized LASSO method \( [11] \), a coordinate descent method \( [1] \), a Gauss-Seidel method \( [12] \), an interior point method that scales well to large problems \( [14] \), and some online algorithms such as \( [23] \).

B. Nonconvex sparse logistic regression and SVMs

The work \( [16] \) studies properties of local optima of a class of nonconvex regularized M-estimators including logistic regression and the convergence behavior of a proposed composite gradient descent solution method. The nonconvex regularizers considered in their work overlap with the ones in this work, but they have a convex constraint in addition.
Difference of convex (DC) functions are proposed in works such as [17], [24], [25] to approximate the $\ell_0$ pseudo norm and work as the regularization for feature selection in logistic regression and support vector machines (SVMs). Their solution methods are based on the difference of convex functions algorithm (DCA), where each iteration involves solving a linear program. In this work, our regularizer also belongs to the general class of DC functions, but we study a more specific class, i.e., the weakly convex functions, and there is no need to solve a linear program in every iteration to solve the problem, given that the proximal operator of the weakly convex function has a closed form expression.

C. Nonconvex compressed sensing

From the perspective of reconstructing $\theta$, one-bit compressed sensing [26] studies a similar problem, where a sparse vector $\theta$ (or its normalization $\theta/\|\theta\|_2$) is to be estimated from several one-bit measurements $y^{(i)} = 1(\theta^T x^{(i)} \geq 0)$, and compressed sensing [27] studies a problem where a sparse $\theta$ is to be estimated from several linear measurements $y^{(i)} = \theta^T x^{(i)}$. In this setting $x^{(i)}$ for $i = 1, \ldots, N$ are known sensing vectors. Nonconvex regularizations have been used to promote sparsity in both compressed sensing [19], [21], [28], [29] and one-bit compressed sensing [20]. These studies have shown that, despite that nonconvex optimization problems are usually hard to solve globally, with some proper choices of the nonconvex regularizers, using some local methods their recovery performances can be better than that of the $\ell_1$ regularization, both theoretically and numerically, in terms of required number of measurements and robustness against noise.

D. Weakly convex sparsity inducing function

A class of weakly convex functions has been proposed to induce sparsity [19]. The definition is as the following.

**Definition 1.** [19] The weakly convex sparsity inducing function $J$ is defined to be separable

$$J(x) = \sum_{i=1}^{n} F(x_i),$$

where the function $F : \mathbb{R} \to \mathbb{R}_+$ satisfies the following properties.

- Function $F$ is even and not identically zero, and $F(0) = 0$;
- Function $F$ is non-decreasing on $[0, \infty)$;
- The function $t \mapsto F(t)/t$ is nonincreasing on $(0, \infty)$;
- Function $F$ is weakly convex [30] on $[0, \infty)$ with nonconvexity parameter $\zeta > 0$, i.e., $\zeta$ is the smallest positive scalar such that the function

$$H(t) = F(t) + \zeta t^2$$
is convex.

According to the definition function $J$ is weakly convex, and

$$G(x) = J(x) + \zeta \|x\|_2^2 = \sum_{i=1}^{d} H(x_i)$$

is a convex function. Thus, $J$ belongs to a wider class of DC functions [24], and both $J$ and $G$ are separable across all coordinates. Since $\zeta > 0$, the function $J$ is nonconvex, and it can be nondifferentiable, which indicates that an optimization problem with $J$ in the objective function can be hard to solve. Nevertheless, the fact that by adding a quadratic term the function becomes convex allows it to have some favorable properties, such as that its proximal operator is well defined by a convex problem with a unique solution.

The proximal operator $\text{prox}_{\beta J}(\cdot)$ of function $J$ with parameter $\beta$ is defined as

$$\text{prox}_{\beta J}(v) = \arg\min_{x} \beta J(x) + \frac{1}{2} \|x - v\|_2^2,$$

(6)

where the minimization is with respect to $x$. If $\beta$ is small enough so that $\beta \zeta < \frac{1}{2}$, then the objective function in (6) is strongly convex, and the minimizer is unique. For some weakly convex functions, their proximal operators have closed form expressions which are relatively easy to compute.

For instance a specific $F$ satisfying Definition [1] is defined as follows

$$F(t) = \begin{cases} |t| - \zeta t^2 & |t| \leq \frac{1}{2\zeta} \\ \frac{1}{4\zeta} & |t| > \frac{1}{2\zeta} \end{cases}.$$  

(7)

The function in (7) is also called minimax concave penalty (MCP) proposed in [31] for penalized variable selection in linear regression, and has been used in both sparse logistic regression [16] and compressed sensing [20], [21]. Its proximal operator with $\beta \zeta < \frac{1}{2}$ can be explicitly written as

$$\text{prox}_{\beta F}(v) = \begin{cases} 0 & |v| < \beta \\ \frac{v - \beta \text{sign}(v)}{1 - 2\beta \zeta} \beta \leq |v| \leq \frac{1}{2\zeta} \\ v & |v| > \frac{1}{2\zeta} \end{cases}.$$  

(8)

The proximal operator (8) is also called firm shrinkage operator [32], which generalizes the hard and soft shrinkage corresponding to the proximal operators of the $\ell_1$ norm and the pseudo $\ell_0$ norm, respectively.

III. SPARSE LOGISTIC REGRESSION WITH WEAKLY CONVEX REGULARIZATION

To fit a sparse logistic regression model, we propose to try to solve problem (4) with function $J$ belonging to the class of weakly convex sparsity inducing functions in Definition [1]. Note that when the nonconvexity parameter $\zeta = 0$, problem (4) becomes convex and the standard $\ell_1$ logistic regression is an instance of it.
A. Convexity

An interesting observation is that at this point problem (4) with the nonconvexity parameter $\zeta > 0$ can either be convex or nonconvex, depending on the data matrix

$$X = \left( x^{(1)}, \ldots, x^{(N)} \right),$$

the regularization parameter $\beta$, as well as the nonconvexity parameter $\zeta$. In the following, from a perspective we have a conclusion that problem (4) is nonconvex with any $\zeta > 0$ (not necessarily sufficiently large).

Theorem 1. If the dimension of the column space of the matrix $X$ is less than $d$, i.e., matrix $X$ does not have full row rank, then problem (4) is nonconvex for any $\zeta > 0$.

Remark 1. For the data matrix $X$, if the number of data points $N$ is less than the dimension $d$, which is a typical situation where regularization is needed, or the data points are on a low dimensional subspace in $\mathbb{R}^d$, then the dimension of the column space of $X$ is less than $d$. In this work, we do not require that $X$ has full row rank, so in general the problem (4) that we try to solve is nonconvex.

Proof. If problem (4) is convex, i.e., its objective is convex, then the subgradient set of the objective at any $\theta$ is

$$\nabla l(\theta) + \beta \partial G(\theta) - 2\beta \zeta \theta,$$

where the plus and minus signs operate on every element of the set $\partial G(\theta)$. We denote $\partial G(\theta) - 2\zeta \theta$ as $\partial J(\theta)$. If (4) is convex, the following must hold for any $\theta_0, \theta$ and any subgradient $g \in \nabla l(\theta_0) + \beta \partial J(\theta_0)$

$$l(\theta) + \beta J(\theta) \geq l(\theta_0) + \beta J(\theta_0) + g^T (\theta - \theta_0).$$

(9)

In the following we will construct $\theta_0, \theta$, and $g$ such that (7) does not hold.

From Definition $[\text{I}]$ $H(t) = F(t) + \zeta t^2$ is convex, so $H_-(t)$ and $H_+(t)$ always exist, and $F_-(t)$ and $F_+(t)$ also exist according to

$$H_-(t) = F_-(t) + 2\zeta t \leq F_+(t) + 2\zeta t = H_+(t).$$

From Definition $[\text{I}]$ we also have that for all $t_1 > t_2 > 0$

$$\frac{F(t_1)}{t_1} \leq \frac{F(t_2)}{t_2} \leq \frac{F_+(t)}{t_2} \leq F_+(0).$$

Because $F$ is not linear, there must exist $t_0 > 0$ such that for all $t > t_0$

$$\frac{F(t)}{t} \leq \frac{F(t_0)}{t_0} < \frac{F_+(t)}{t}.$$

(10)
Note that \( F'_+(0) = -F'_-(0) > 0 \) is true, because \( F \) is even, and if \( F'_+(0) = 0 \), then \( F(t)/t \leq 0 \) and \( F(t) \geq 0 \) will lead to \( F(t) = 0 \) for all \( t > 0 \), which does not satisfy Definition \[1\].

Because \( X \) does not have full row rank, there exists \( u \neq 0 \) such that \( u^T X = 0 \). For such \( u \), we have that
\[
l(tu) = l(0)
\]
holds for any \( t \).

Next we will find \( t > 0 \) and \( g \in \nabla l(0) + \beta \partial J(0) \), such that
\[
\beta J(tu) < \beta J(0) + (tu - 0)^T (g - \nabla l(0)).
\]
Note that \( J(0) = 0 \). Suppose that for any \( t > 0 \) and any \( h = (g - \nabla l(0))/\beta \in \partial J(0) \), which is equivalent to \( h_i \in [F'_-(0), F'_+(0)] \), the following holds
\[
\sum_{i=1}^{d} F(tu_i) = J(tu) \geq tu^T h = t \sum_{i=1}^{d} h_i u_i. \tag{11}
\]
Because of (10), for every \( u_i > 0 \), there is a \( t_i > 0 \) such that for all \( t > t_i \)
\[
F(tu_i) < F'_+(0)tu_i,
\]
and for every \( u_i < 0 \) there is a \( t_i > 0 \) such that for all \( t > t_i \)
\[
F(tu_i) < tf'_-(0)u_i.
\]
Thus, we have that the following holds for all \( t > \max_i(t_i) \)
\[
\sum_{i=1}^{d} F(tu_i) < \sum_{u_i > 0} tF'_+(0)u_i + \sum_{u_i < 0} tF'_-(0)u_i.
\]
In (11), by taking \( h_i = F'_+(0) \) when \( u_i > 0 \) and \( h_i = F'_-(0) \) when \( u_i < 0 \), we have a contradiction. Now we have proved that
\[
l(tu) + \beta J(tu) < l(0) + g^T tu
\]
holds for some \( t > 0 \) and a \( g \in \nabla l(0) + \beta \partial J(0) \), so (9) does not hold for all \( \theta_0 \) and \( \theta \), and the objective in (4) is nonconvex.
B. Local optimality conditions

In this part we discuss optimality conditions for problem (4). As revealed in the previous part, problem (4) can easily be nonconvex, so its local optimality conditions are worth studying. First we will have a sufficient condition for local optimality, and next a necessary condition is unveiled.

What has already been known is that, for a DC function, its local minimum has to be a critical point [33] which is defined as the following.

**Definition 2.** [33] A point $x^*$ is said to be a critical point of a DC function $g(x) - h(x)$, where $g(x)$ and $h(x)$ are convex, if $\partial g(x^*) \cap \partial h(x^*) = \emptyset$.

When a function is differentiable, the above definition is in consistent with the common definition that a critical point is a point where the derivative equals zero. Consequently, in our settings if $\theta^*$ is a local optimum of problem (4), then we at least know that $2\beta\zeta_\theta \theta^* \in \partial (l + \beta G)(\theta^*)$, which is equivalent to

$$2\zeta_\theta \theta^* - \frac{1}{\beta} \nabla l(\theta^*) \in \partial G(\theta^*). \quad (12)$$

In the following we have some further conclusions, and let us begin with a theorem on a sufficient local optimality condition.

**Theorem 2.** Suppose that $H''_-(t)$ and $H''_+(t)$ exist for any $t \in \mathbb{R}$ at which $H(t)$ is differentiable. If for every $\theta^*_i$, $i = 1, \ldots, d$, one of the following conditions holds, then $\theta^*$ is a local optimum of problem (4).

- Function $F$ is not differentiable at $\theta^*_i$, and

$$2\zeta_\theta \theta^*_i - \frac{1}{\beta} \nabla l(\theta^*) \in (H''_-(\theta^*_i), H''_+(\theta^*_i)) \quad (13)$$

- Function $F$ is differentiable at $\theta^*_i$,

$$2\zeta_\theta \theta^*_i - \frac{1}{\beta} \nabla l(\theta^*) = H'(\theta^*_i), \quad (14)$$

and both $H''_+(\theta^*_i)$ and $H''_-(\theta^*_i)$ are no less than $2\zeta$.

**Remark 2.** Function $H$ is convex, and $F$ being not differentiable at $\theta^*_i$ is equivalent to that $H$ is not differentiable at $\theta^*_i$, so $H'_-(\theta^*_i) < H'_+(\theta^*_i)$, and the open interval in (13) exists.

**Remark 3.** The conditions (13) and (14) imply (12), which is a necessary condition for $\theta^*$ to be a local optimum and boils down to

$$H'_-(\theta^*_i) \leq 2\zeta_\theta \theta^*_i - \frac{1}{\beta} \nabla l(\theta^*) \leq H'_+(\theta^*_i) \quad (15)$$
for every $i$. As a sufficient condition, Theorem 2 requires more than $|12|$. A direct observation is that $|13|$ requires strict inequalities, while the ones in $|15|$ are not strict.

**Proof.** By definition of local optimality, $\theta^*$ is a local optimal point of problem $|4|$, if and only if

$$
\beta \zeta \| \theta \|_2^2 + l(\theta^*) + \beta G(\theta^*) - \beta \zeta \| \theta^* \|_2^2 \leq l(\theta) + \beta G(\theta)
$$

holds for any $\theta$ in a small neighborhood of $\theta^*$. It can be equivalently written as

$$
l(\theta^*) + \beta G(\theta^*) \leq l(\theta) + \beta G(\theta) + 2\beta \zeta (\theta^* - \theta, \theta^*) - \beta \zeta \| \theta^* - \theta \|_2^2.
$$

(16)

We will prove that if every $\theta_i^*$ for $i = 1, \ldots, d$ satisfies either of the two conditions, then $\theta^*$ is a local optimum, i.e., (16) holds in a small neighborhood of $\theta^*$.

If the first condition $|13|$ holds for $\theta_i^*$, then together with the convexity inequalities that

$$
H(\theta_i^*) \leq H(\theta_i) + (\theta_i^* - \theta_i)H'_i(\theta_i^*)
$$

$$
H(\theta_i^*) \leq H(\theta_i) + (\theta_i^* - \theta_i)H'_i(\theta_i^*),
$$

we know that

$$
H(\theta_i^*) \leq H(\theta_i) + (\theta_i^* - \theta_i) \left( 2\zeta \theta_i^* - \frac{\nabla l(\theta_i^*)}{\beta} - \zeta (\theta_i^* - \theta_i) \right)
$$

holds for all $\theta_i$ such that

$$
0 \leq \zeta (\theta_i^* - \theta_i) \leq 2\zeta \theta_i^* - \frac{\nabla l(\theta_i^*)}{\beta} - H'_i(\theta_i^*),
$$

and all $\theta_i$ such that

$$
0 \leq \zeta (\theta_i - \theta_i^*) \leq H'_i(\theta_i^*) - 2\zeta \theta_i^* + \frac{\nabla l(\theta_i^*)}{\beta}.
$$

Therefore, there exists $\delta_i > 0$ such that for all $(\theta_i - \theta_i^*)^2 \leq \delta_i$ we have

$$
H(\theta_i^*) \leq H(\theta_i) + (\theta_i^* - \theta_i) \left( 2\zeta \theta_i^* - \frac{\nabla l(\theta_i^*)}{\beta} - \zeta (\theta_i^* - \theta_i) \right) - \zeta (\theta_i - \theta_i^*)^2.
$$

(17)

If the second condition in Theorem 2 holds for $\theta_i^*$, then according to the second order Taylor expansion, there exists $\delta_i > 0$ such that the following holds in a small neighborhood $(\theta_i - \theta_i^*)^2 \leq \delta_i$,

$$
H(\theta_i^*) + (\theta_i - \theta_i^*)H'_i(\theta_i^*) + \zeta (\theta_i - \theta_i^*)^2 \leq H(\theta_i).
$$

Together with (14), we also arrive at (17). Therefore, (17) holds for every coordinate with some $\delta_i > 0$, and we have that

$$
G(\theta^*) \leq G(\theta) + (2\zeta \theta^* - \nabla l(\theta^*)/\beta)^T (\theta - \theta^*) - \zeta \| \theta - \theta^* \|^2
$$

holds for $\theta$ in a neighborhood $\| \theta - \theta^* \| \leq \delta$ with $\delta = \min_i \delta_i > 0$. Together with the fact that $l$ is convex, we have that (16) holds in such neighborhood. \qed
Next, we will show a necessary condition for $\theta^*$ to be a local optimum.

**Theorem 3.** Suppose that $H''(t)$ and $H''_+(t)$ exist for any $t \in \mathbb{R}$ at which $H(t)$ is differentiable. If $\theta^*$ is a local optimum of problem (4), then for every $\theta^*_i$, $i = 1, \ldots, d$, one of the following conditions holds.

- Function $F$ is not differentiable at $\theta^*_i$ and (15) holds.
- Function $F$ is differentiable at $\theta^*_i$, (14) holds, and both $H''_+(\theta^*_i)$ and $H''_-(\theta^*_i)$ are no less than $2\zeta - 0.25\|X\|^2/\beta$.

**Remark 4.** Theorem 2 and Theorem 3 can be used to certify if a point is a local optimum. We can see that there is a gap between them. If function $F$ is not differentiable at $\theta^*_i$, the sufficient condition requires (15) to hold with strict inequalities, while the necessary condition does not require them to be strict. If function $F$ is differentiable at $\theta^*_i$, then the sufficient condition requires the left and right second derivatives of $H$ to be no less than $2\zeta$, while the necessary condition requires them to be no less than $2\zeta - 0.25\|X\|^2/\beta$, which is due to the contribution of function $l$ to the convexity.

**Proof.** Since $\theta^*$ is a local optimum, it is a critical point, so we only need to prove that for a critical point $\theta^*$, if there exists $\theta^*_i$ that does not satisfy the two conditions, then such a critical point $\theta^*$ cannot be a local optimum. Suppose that there is a $\theta^*_i$ at which $F$ (and also $H$) is differentiable, and one of $H''_+(\theta^*_i)$ and $H''_-(\theta^*_i)$ is less than $2\zeta - 0.25\|X\|^2/\beta$. Without loss of generality, we assume that

$$H''_+(\theta^*_i) < 2\zeta - 0.25\|X\|^2/\beta.$$  \hspace{1cm} (18)

Then we take

$$\theta = (\theta^*_1, \ldots, \theta^*_{i-1}, \theta^*_i - t, \theta^*_{i+1}, \ldots, \theta^*_d)$$

for $t > 0$, so

$$\theta - \theta^* = (0, \ldots, 0, -t, 0, \ldots, 0),$$

and

$$l(\theta) + \beta G(\theta) - l(\theta^*) - \beta G(\theta^*) = l(\theta) - l(\theta^*) + \beta H(\theta^*_i - t) - \beta H(\theta^*_i)$$

$$\leq -\nabla l(\theta^*)^t t + \frac{1}{8}\|X\|^2 t^2 + \beta H(\theta^*_i - t) - \beta H(\theta^*_i)$$

$$< -\nabla l(\theta^*)^t t + \frac{1}{8}\|X\|^2 t^2 - \beta H'(\theta^*_i) t + \left(\beta\zeta - \frac{1}{8}\|X\|^2\right) t^2$$

$$= -\nabla l(\theta^*)^t t - \beta H'(\theta^*_i) t + \beta\zeta t^2,$$
where the first inequality holds in that the Lipchitz constant of $\nabla l$ is $0.25\|X\|^2$, and the second inequality holds for small positive $t$ according to the second order Taylor expansion and (18). Consequently, together with (14) we have that in any small neighborhood there exists $\theta$ such that

$$l(\theta^*) + \beta G(\theta^*) > l(\theta) + \beta G(\theta) + 2\beta \zeta (\theta^* - \theta)^T \theta^* - \beta \zeta \| \theta - \theta^* \|^2$$

holds, so $\theta^*$ cannot be a local optimum.

\[ \square \]

C. Choice of the regularization parameter

In this part, we will show a condition on the choice of the regularization parameter $\beta$ to avoid 0 to become a local optimum of problem (4). More specifically, in the following, we will show that if $\beta$ is larger than a certain value, then 0 will be a local optimum of problem (4), and if $\beta$ is smaller than that value, then 0 will not even be a critical point.

**Theorem 4.** Suppose that the mean of the data points is subtracted from them, i.e., $\sum_{i=0}^{N} x^{(i)} = 0$. If

$$\beta < \left\| \frac{\sum_{y^{(i)}=1} x^{(i)}}{F'_+(0)} \right\|_\infty,$$

then 0 is not a local minimum of problem (4). If

$$\beta > \left\| \frac{\sum_{y^{(i)}=1} x^{(i)}}{F'_+(0)} \right\|_\infty,$$

then 0 is a local minimum of problem (4).

**Proof.** If $-\nabla l(0) \notin \beta \partial G(0)$, then according to (12), 0 is not a critical point of the objective in problem (4), so 0 is not a local optimum of problem (4). Since $\sum_{i=0}^{N} x^{(i)} = 0$, the condition becomes

$$-\nabla l(0) = \sum_{y^{(i)}=1} x^{(i)} \notin \beta \partial G(0),$$

which is equivalent to that

$$\beta F'_+(0) < \left\| \sum_{y^{(i)}=1} x^{(i)} \right\|_\infty.$$

On the other side, if

$$\beta F'_+(0) > \left\| \sum_{y^{(i)}=1} x^{(i)} \right\|_\infty,$$
then $\theta$ is a local optimum of problem (4). To prove this, first notice that the following holds for any $\theta$ and any $g \in \partial G(0)$

$$l(\theta) \geq l(0) + \theta^T \nabla l(0),$$

$$J(\theta) \geq G(0) + g^T \theta - \zeta \|\theta\|^2_2.$$  

Thus, for any $\theta$ and any $g \in \partial G(0)$

$$l(\theta) + \beta J(\theta) \geq l(0) + \beta J(0) + \theta^T \nabla l(0) + \beta g^T \theta - \beta \zeta \|\theta\|^2_2.$$  

Then, for every $\theta$ we take the following $g \in \partial G(0)$

$$g_i = \begin{cases} F'_+ (0), & \theta_i \geq 0 \\ F'_- (0), & \theta_i < 0, \end{cases}$$

so we have

$$\theta^T (\nabla l(0) + \beta g) - \beta \zeta \|\theta\|^2_2 = \sum_{\theta_i > 0} \theta_i (\nabla l(0)_i + \beta F'_+(0)) - \beta \zeta \theta_i^2 + \sum_{\theta_i < 0} \theta_i (\nabla l(0)_i + \beta F'_-(0)) - \beta \zeta \theta_i^2$$

$$> 0,$$

where the last inequality holds for all $\|\theta\|_2$ small enough, in that $\nabla l(0)_i + \beta F'_+(0)$ is strictly positive and $\nabla l(0)_i + \beta F'_-(0)$ is strictly negative. Therefore, we have that in a small neighborhood of 0, the following holds

$$l(\theta) + \beta J(\theta) > l(0) + \beta J(0),$$

which means that 0 is a local minimum in this case.

In the proof of Theorem 1 we have that $F'_+(0) > 0$, so we reach the conclusions in Theorem 4.

IV. A PROXIMAL GRADIENT METHOD

In this section, we try to solve the weakly convex regularized sparse logistic regression problem (4) with any function $J$ satisfying Definition 1. Since the logistic loss $l$ is differentiable and the proximal operator of function $J$ can be well defined, the method that we use is proximal gradient descent, and the iterative update is as the following

$$\theta_{k+1} = \text{prox}_{\alpha_k \beta J}(\theta_k - \alpha_k \nabla l(\theta_k)), \quad (19)$$

where $\alpha_k > 0$ is a stepsize, and

$$\nabla l(\theta_k) = \sum_{i=1}^{N} \left( \sigma \left( \theta_k^T x^{(i)} \right) - y^{(i)} \right) x^{(i)}.$$
Note that the update (19) of the algorithm is equivalent to solving the following problem

$$\text{minimize } \alpha_k \beta J(\theta) + \frac{1}{2} \| \theta - \theta_k + \alpha_k \nabla l(\theta_k) \|^2,$$

which is strongly convex for $\alpha_k \beta \zeta < 1/2$. The computation of the gradient can be distributed in every $i$ and then summed up, and the calculation of the proximal operator can be elementwise parallel, in that the function $J$ is separable across the coordinates according to its definition.

The stepsize $\alpha_k$ in the algorithm can be chosen as a constant $\alpha$ or determined by backtracking. In the following we prove its convergence with the two stepsize rules.

**Theorem 5.** For stepsize $\alpha_k$ chosen from one of the following ways,

- **constant stepsize** $\alpha_k = \alpha$ and
  $$\frac{1}{\alpha} > \max \left( 2 \beta \zeta, \frac{1}{8} \|X\|^2 + \beta \zeta \right);$$

- **backtracking stepsize** $\alpha_k = \eta^n \alpha_{k-1}$, where $\beta \zeta \alpha_0 < 1/2$, $0 < \eta < 1$, and $n_k$ is the smallest nonnegative integer for the following to hold
  $$l(\theta_k) \leq l(\theta_{k-1}) + \langle \theta_k - \theta_{k-1}, \nabla l(\theta_{k-1}) \rangle + \frac{1}{2 \alpha_k} \| \theta_{k-1} - \theta_k \|^2$$

the sequence $\{\theta_k\}$ generated by the algorithm satisfies the following.

- **Objective function** $l(\theta_k) + \beta J(\theta_k)$ is monotonically non-increasing and convergent;
- **The update of the iterates converges to 0**, i.e.,
  $$\| \theta_k - \theta_{k-1} \|_2 \to 0;$$
- **The first order necessary local optimality condition will be approached**, i.e., there exists $g_k \in \partial G(\theta_k)$ for every $k$ such that
  $$\beta g_k - 2 \beta \zeta \theta_k + \nabla l(\theta_k) \to 0.$$

**Remark 5.** A constant stepsize depending on the maximum eigenvalue of the data matrix $X$ is able to guarantee convergence, but when $X$ is of huge size or distributed and its eigenvalue is not attainable, a backtracking stepsize which does not depend on such information can be used. Note that because $l$ is Lipchitz differentiable, $n_k$ in the backtracking method always exists.

**Remark 6.** If the sequence $\{\theta_k\}$ has limit points, then the third conclusion means that every limit point of the sequence $\{\theta_k\}$ is a critical point of the objective function.
Remark 7. According to Theorem 5, the objective function converges, so we can choose \( \epsilon_{\text{tol}} > 0 \) and set the following

\[
|l(\theta_{k+1}) + \beta J(\theta_{k+1}) - l(\theta_k) - \beta J(\theta_k)| \leq \epsilon_{\text{tol}}
\]  

(22)
as a stopping criterion.

Proof. The techniques used in this proof are similar to the ones in [34], [35]. To begin with, we are going to prove that the objective function in problem (4) is able to decrease monotonically during the iterations. First of all, notice the fact that the gradient of function \( l \) is Lipchitz continuous, which gives the following inequality according to the Lipchitz property

\[
l(\theta_k) + \beta J(\theta_k) \leq l(\theta_{k-1}) + \nabla l(\theta_{k-1})^T (\theta_k - \theta_{k-1}) + \frac{L}{2} \| \theta_k - \theta_{k-1} \|^2 + \beta J(\theta_k),
\]  

(23)
where \( L \) is the Lipchitz constant. If the backtracking stepsize is used, then we have

\[
l(\theta_k) + \beta J(\theta_k) \leq l(\theta_{k-1}) + \nabla l(\theta_{k-1})^T (\theta_k - \theta_{k-1}) + \frac{1}{2\alpha_k} \| \theta_{k-1} - \theta_k \|^2 + \beta J(\theta_k).
\]  

(24)
Secondly, according to our update rule, \( \theta_k \) minimizes the following function of \( u \)

\[
\beta J(\theta_k) + \frac{1}{2\alpha_k} \| u - \theta_{k-1} \|^2 + \nabla l(\theta_{k-1})^T (u - \theta_{k-1}),
\]
which is \( \mu_k \)-strongly convex given that

\[
\frac{\mu_k}{2} = \frac{1}{2\alpha_k} - \beta \zeta > 0.
\]
Thus, we have that

\[
\beta J(\theta_k) + \nabla l(\theta_{k-1})^T (\theta_k - \theta_{k-1}) + \frac{1}{2\alpha_k} \| \theta_k - \theta_{k-1} \|^2 \leq \beta J(\theta_{k-1}) - \frac{\mu_k}{2} \| \theta_k - \theta_{k-1} \|^2.
\]  

(25)
Combining (25) with (24) yields that

\[
l(\theta_k) + \beta J(\theta_k) \leq l(\theta_{k-1}) + \beta J(\theta_{k-1}) - \frac{\mu_k}{2} \| \theta_k - \theta_{k-1} \|^2,
\]
which means that the objective function is monotonically non-increasing with the backtracking stepsize. For the constant stepsize \( \alpha = \alpha_k \), combining (25) with (23), we have

\[
\beta J(\theta_k) + l(\theta_k) \leq l(\theta_{k-1}) + \frac{L - 1/\alpha - \mu}{2} \| \theta_k - \theta_{k-1} \|^2 + \beta J(\theta_{k-1}).
\]
For \( \alpha \) small enough such that

\[
L - 1/\alpha - \mu < 0,
\]
we have that the objective function is non-increasing. Because

\[
L \leq \sup_\theta \| H(\theta) \| = \frac{1}{4} \| X \|^2,
\]
a sufficient condition for
\[ L - \frac{1}{\alpha} - \mu = L - \frac{2}{\alpha} + 2\beta\zeta < 0 \]
is that
\[ \frac{1}{2}\|X\|^2 + \beta\zeta < \frac{1}{\alpha}, \]
which is the requirement of the constant stepsize. Together with the fact that the objective function is lower bounded, we have proved the first claim in the Theorem [5].

The second claim can be seen from that
\[ 0 \leq \frac{1}{2} \left( \frac{\mu + L}{\alpha} - \|\theta_k - \theta_{k-1}\|^2 \right) \]
holds for the constant stepsize, and
\[ 0 \leq \frac{\mu_k}{2} \|\theta_k - \theta_{k-1}\|^2 \]
holds for the backtracking stepsize. Note that \( \mu_k \) is nondecreasing during the iterations, so \( \|\theta_k - \theta_{k-1}\|^2 \) converges to 0 in both cases.

To see the third claim, remind that the update rule indicates that
\[ 0 \in \beta\partial G(\theta_k) - 2\beta\zeta \theta_k + \nabla l(\theta_k) - \nabla l(\theta_{k-1}) + \frac{1}{\alpha_k} (\theta_k - \theta_{k-1}), \]
so there exists \( g_k \in G(\theta_k) \) for every \( k \) such that
\[ \beta g_k - 2\beta\zeta \theta_k + \nabla l(\theta_k) = \beta g_k - 2\beta\zeta \theta_k - \nabla l(\theta_{k-1}) + \nabla l(\theta_k) - \nabla l(\theta_{k-1}) \]
\[ = - \frac{1}{\alpha_k} (\theta_k - \theta_{k-1}) + \nabla l(\theta_k) - \nabla l(\theta_{k-1}). \]
Since \( \nabla l \) is continuous, as \( \theta_k - \theta_{k-1} \to 0 \), for a constant stepsize (21) holds. For the backtracking stepsize, \( 1/\alpha_k \) is nondecreasing, so (21) also holds.

According to Theorem [5] the algorithm can be summarized in Table I.

V. A SPECIFIC WEAKLY CONVEX FUNCTION AND ITERATIVE FIRM-SHRINKAGE METHOD

In this section, we take the weakly convex function \( J \) to be the specific one defined by \( F \) in (7), in that its proximal operator has a closed form expression (8) that is easy to compute. We will first show a sufficient and necessary condition for local optimality, and then discuss the proximal gradient descent method studied in the previous section for this specific case.
TABLE I
PROXIMAL GRADIENT DESCENT FOR WEAKLY CONVEX REGULARIZED LOGISTIC REGRESSION.

| Input: initial point $\theta_0$, $\alpha_0 < 1/(2\beta\zeta)$ (or $\alpha$ satisfying (20)), $\epsilon_{\text{tol}} > 0$. |
|---|
| $k = 0$; |
| Repeat: |
| update $\theta_{k+1}$ by (19) using constant or backtracking stepsize $\alpha_{k+1}$; |
| $k = k + 1$; |
| Until stopping criterion (22) is satisfied. |

A. Local optimality

With a specific function $J$ defined by $F$ in (7) we have the following conclusion on its local optimality.

**Theorem 6.** Suppose that function $J$ is defined by $F$ in (7), and $\beta\zeta > 0.125\|X\|^2$. Then $\theta^*$ is a local minimum of problem (4), if and only if one of the following conditions holds for every $\theta^*_j$, $j = 1, \ldots, d$.

- $\theta^*_j = 0$ and $|\nabla l(\theta^*)_j| < \beta$;
- $|\theta^*_j| > \frac{1}{\beta\zeta}$ and $\nabla l(\theta^*)_i = 0$.

**Remark 8.** If the training data points are linearly separable, i.e., there exists $\|\theta_0\|_2 = 1$ such that $\theta_0^T x(i) \neq 0$ and

$$y(i) = \begin{cases} 1, & \theta_0^T x(i) > 0; \\ 0, & \theta_0^T x(i) < 0, \end{cases}$$

holds for all $i = 1, \ldots, N$, then

$$\nabla l(t\theta_0) \rightarrow 0, \quad t \rightarrow +\infty,$$

so we have that

$$\lim_{t \rightarrow +\infty} l(t\theta_0) + \beta J(t\theta_0) = l^* + \beta J^*$$

is a local optimal value. For such reason in [16] a constraint on a norm of $\theta$ is added in their optimization problem. However, here we note that for a given $t > 0$ the following bound holds

$$0 \leq l(t\theta_0) + \beta J(t\theta_0) - l^* - \beta J^* \leq \sum_{i=1}^N \exp \left( -t \left| \theta_0^T x(i) \right| \right).$$

The above upper bound is exponential in $t$ and decreases to 0, so with a sufficiently large $t$, a point $t\theta_0$ can give an objective value numerically sufficiently close to $l^* + \beta J^*$. 
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Remark 9. From Theorem 6, we know that any \( \theta \) with any entry of which the absolute value is in \( (0, \frac{1}{2\zeta}) \), where \( \frac{1}{2\zeta} \leq \beta/(0.25\|X\|^2) \), is excluded from the solutions. Thus, if we wish to obtain an estimated \( \theta \) with entries either have large enough absolute values or 0, then we can set such a threshold by \( \zeta \).

Proof. The sufficiency can be directly obtained from Theorem 2. To see this, notice that \( F \) is only not differentiable at 0, \( F'(0) = 1 \), and the function

\[
H(t) = \begin{cases} 
|t|, & |t| \leq \frac{1}{2\zeta} \\
\frac{1}{t} + \zeta t^2, & |t| > \frac{1}{2\zeta}
\end{cases}
\]

satisfies the condition that both \( H'' \) and \( H' \) are no less than \( \zeta \) when and only when \( |t| > 1/(2\zeta) \), where \( H'(t) = 2\zeta t \).

From Theorem 3, together with the assumption that \( \beta\zeta > 0.125\|X\|^2 \), we can directly have a necessary condition that every \( \theta^*_j \) satisfies one of the following

- \( \theta^*_j = 0 \) and \( |\nabla l(\theta^*)_j| \leq \beta \);
- \( |\theta^*_j| > \frac{1}{2\zeta} \) and \( \nabla l(\theta^*)_j = 0 \).

Thus, to prove Theorem 6, we only need to show that if there is a coordinate \( i \) such that \( \theta^*_i = 0 \) and \( |\nabla l(\theta^*)_i| = \beta \), then \( \theta^* \) is not a local optimum. To see this, we take

\[
\theta = (\theta^*_1, \ldots, \theta^*_{i-1}, -t, \theta^*_{i+1}, \ldots, \theta^*_d),
\]

and we will prove that for any \( 0 < \delta < 1/(2\zeta) \), there exists \( t \) such that \( 0 < |t| \leq \delta \) and the local optimality inequality (16) does not hold. According to the Lipchitz condition, we have

\[
l(\theta) - l(\theta^*) \leq -t\nabla l(\theta^*)_i + \frac{1}{8}\|X\|^2 t^2.
\]

Since \( \theta^*_i = 0 \) and \( |\theta_i| \leq 1/(2\zeta) \), we have

\[
G(\theta^*) - G(\theta) = -|t|.
\]

If \( \nabla l(\theta^*)_i = \beta \), then for any \( t > 0 \)

\[
l(\theta) - l(\theta^*) + \beta G(\theta) - \beta G(\theta^*) + 2\beta\zeta (\theta^* - \theta)^T \theta^* - \beta\zeta \|\theta^* - \theta\|^2 = l(\theta) - l(\theta^*) + \beta |t| - \beta\zeta t^2 \leq \frac{1}{8}\|X\|^2 t^2 - \beta\zeta t^2 < 0.
\]

If \( \nabla l(\theta^*)_i = -\beta \), then for any \( t < 0 \) the above inequality holds. Therefore, we prove that the local optimality inequality (16) cannot hold within any small neighborhood of \( \theta^* \), and \( \theta^* \) is not a local optimum. \( \square \)
TABLE II

ITERATIVE FIRM SHRINKAGE ALGORITHM WITH ACCELERATION.

| Input: initial point $\theta_0$, $\alpha_0 < 1/(2\beta\zeta)$ (or $\alpha$ satisfying (20)).

$k = 1$, $t_1 = 1$, $\theta_1 = \hat{\theta}_0$;

Repeat:

- update $\hat{\theta}_k = \text{prox}_{\alpha_k/\beta J}(\theta_k - \alpha_k \nabla l(\theta_k))$
  according to (8) by constant or backtracking stepsize;
- update $t_{k+1} = \frac{1 + \sqrt{1+4t_k^2}}{2}$;
- update $\theta_{k+1} = \hat{\theta}_k + \left(\frac{t_k - 1}{t_{k+1}}\right)(\hat{\theta}_k - \hat{\theta}_{k-1})$;
- $k = k + 1$;

Until maximum number of iterations is reached.

B. Iterative firm-shrinkage algorithm

When the function $J$ is defined by $F$ in (7), the proximal gradient method in Table I discussed in section IV is instantiated and can be understood as a generalization of the iterative shrinkage-thresholding algorithm (ISTA) used to solve $\ell_1$ regularized least square problems [34], [36]. As the concrete proximal operator defined in (8) has been named as the firm-shrinkage operator, we call the method an iterative firm-shrinkage algorithm (IFSA).

According to Theorem 5 for IFSA if a constant or backtracking stepsize satisfying Theorem 5 is used, then we know that the objective function is non-increasing and convergent, that the update $\|	heta_k - \theta_{k-1}\|_2$ goes to 0, and that any limit point of $\{\theta_k\}$ (if there is any) is a critical point of the objective function.

To accelerate the convergence of a proximal gradient method, the Nesterov acceleration [37] has been used in ISTA [34], in which the convergence rate has been accelerated from $O(1/k)$ to $O(1/k^2)$. Such technique is also applicable to the proximal gradient method IFSA. While the convergence analysis under such acceleration is not in the scope of this work, we have the algorithm summarized in Table II.

VI. NUMERICAL EXPERIMENTS

In this section, we demonstrate numerical results of the weakly convex regularized sparse logistic regression (4) with function $J$ specifically defined by $F$ in (7). The solving method IFSA is implemented and tested both with and without acceleration. As a comparison, we also show results of $\ell_1$ logistic regression, of which there are more than one equivalent forms and we use the one in (5). There are many algorithms for $\ell_1$ logistic regression, and we simply use a generic solver SCS interfaced by CVXPY [38], in that in such comparison we focus on replacing the $\ell_1$ norm with a weakly convex function.
A. Randomly generated datasets

1) One example for convergence demonstration: To begin with, for one example we show the convergence curves and the estimated $\theta/\|\theta\|_2$ of our algorithm with different constant stepsizes. The dimensions of the data are $d = 50$, $N = 1000$, and $K = 8$. The data matrix is generated by $X = AB/\|AB\|$, where $A \in \mathbb{R}^{50 \times 45}$ and $B \in \mathbb{R}^{45 \times 1000}$ are Gaussian matrices, so that the data points are in a latent 45-dimensional subspace. The positions of the non-zeros of the ground truth $\theta_0$ is uniformly randomly generated, and the amplitudes are uniformly distributed over $[5, 15]$. The label $y$ is generated according to $1(\theta_0^T x \geq 0)$ so that the data points are linearly separable.

We set the regularization parameter $\beta = 1.2$ and the nonconvexity parameter $\zeta = 0.1$. To satisfy the convergence condition in Theorem 3 we need $\alpha < 4.08$. As a comparison, we also solve the problem with $\zeta = 0$, i.e., the $\ell_1$ regularized logistic regression problem (5), by CVXPY [38].

The results without and with the Nesterov acceleration are shown in Fig. 1 and Fig. 2 respectively. Fig. 1 shows that, with larger stepsize (within the range), the objective function decreases faster, and when terminated at the given number of iterations the estimated $\theta/\|\theta\|_2$ becomes closer to the ground truth. Fig. 2 shows that with the acceleration the objective function decreases faster for all the tested stepsizes, and that the estimations of $\theta/\|\theta\|_2$ are better than the estimation obtained from the $\ell_1$ logistic regression.
2) Varying nonconvexity and regularization parameters: In the second experiment, we demonstrate the performance under various choices of the parameters $\zeta$ and $\beta$. The dimensions are $d = 50$, $K = 5$, and $n = 200$. The training data $X$ is randomly generated from i.i.d. normal distribution, and the ground truth $\theta_0$ is generated by uniformly randomly choosing $K$ nonzero elements with i.i.d. normal distribution. The step size of IFSA is chosen as 0.1. The labels are generated so that the data points are linearly separable. The results are in Fig. 3 where the horizontal axis is the logarithm of $\zeta$, the vertical axis is the logarithm of $\beta$, and the gray scale represents the logarithm of the test error averaged from 10 independently random experiments, each of which is tested by 1000 random test data points which are generated in the same way as the training data points.

The results show that with a fixed value of $\beta$ from $10^{-2.8}$ to $10^{0.6}$, as the value of $\zeta$ increases from 0, the test error first decreases and then increases, and there is always a choice of $\zeta > 0$ under which the test error is smaller than the test error with $\zeta = 0$ which is the $\ell_1$ logistic regression. The results in Fig. 3 verify our motivation that weakly convex regularized logistic regression can better estimate the sparse model than the $\ell_1$ logistic regression and enhance test accuracy.

3) Non-separable datasets: In the above two settings the data points are linearly separable, while in this part we will show test errors when the training data points are not linearly separable. To be specific, the label $y$ of a training data $x$ is generated by $y = 1(x^T\theta + n \geq 0)$, where $n$ is an additive noise generated from the Gaussian distribution $\mathcal{N}(0, \epsilon^2 I)$. The training data matrix $X$, the ground truth model
Fig. 3. Logarithm of test error under various values of $\zeta$ and $\beta$.

| noise level | $\ell_1$ logistic regression | weakly convex logistic regression |
|-------------|-----------------------------|----------------------------------|
| 0.01        | 3.27%                       | 1.50%                            |
| 0.03        | 4.94%                       | 1.89%                            |
| 0.05        | 4.21%                       | 2.62%                            |
| 0.1         | 6.48%                       | 5.43%                            |
| 0.3         | 9.95%                       | 9.27%                            |
| 0.5         | 20.6%                       | 20.4%                            |

From the results, we can see that, as the noise level increases, the error rates of both methods increase, but under every tested noise level the weakly convex logistic regression can achieve lower error rate than the $\ell_1$ logistic regression.
### TABLE IV
RESULTS ON REAL DATASETS.

|                   | Spambase | Arrhythmia | Colon |
|-------------------|----------|------------|-------|
| number of training samples | 921      | 361        | 25    |
| number of features     | 57       | 279        | 2000  |
| number of test samples | 3680     | 91         | 37    |
| \(\ell_1\) logistic regression best \(\beta\) | 0.0062   | 0.01       | 0.0046|
| \(\ell_1\) logistic regression error rate   | 8.23%    | 24.18%     | 28%   |
| weakly convex best \(\zeta\)                  | 0.006    | 0.0055     | 0.01  |
| weakly convex error rate                          | 7.96%    | 18.68%     | 24%   |

### B. Real datasets

In this part, we show experimental results of the weakly convex logistic regression on real datasets which have been commonly used in \(\ell_1\) logistic regression, and compare the classification error rates between these two methods. The first dataset is a spam email database [39], where the number of features 57 is far smaller than the number of data points 4601, of which 20% are used for training. The classification result indicates whether or not an email is a spam. The second one is an arrhythmia dataset [39] which has 279 features and 452 data points, of which 80% are used for training. The two classes refer to the normal and arrhythmia, and missing values in the features are filled with zeros. The third one is a gene database from tumor and normal tissues [40], where the number of features 2000 is far larger than the number of data points 62, of which 40% are used for training. The classification result is whether or not it is a tumor tissue. The test and training data points are randomly separated.

In the experiments, we first run \(\ell_1\) logistic regression with various \(\beta\) on the training data and use cross validation on the test data to find the best value of \(\beta\) and the corresponding error rate. Then we run the IFSA for weakly convex logistic regression under the best \(\beta\) with various \(\zeta\), and still use cross validation to get the best \(\zeta\) and its error rate.

Results in Table IV show that, for the first dataset, where the number of features is far smaller than the number of training data, the weakly convex logistic regression has a little improvement over the \(\ell_1\) regularized logistic regression. For the second and the third datasets, where the number of training data points is inadequate compared to the number of features, the improvement achieved by weakly convex logistic regression is more significant.
VII. CONCLUSION AND FUTURE WORK

In this work we study weakly convex regularized sparse logistic regression. For a class of weakly convex sparsity inducing functions, we first prove that the optimization problem with such functions as regularizers is in general nonconvex, and then we study its local optimality conditions, as well as the choice of the regularization parameter to exclude a trivial solution. Even though the general problem is nonconvex, a solution method based on the proximal gradient descent is devised with theoretical convergence analysis. Then the general framework is applied to a specific weakly convex function, and a necessary and sufficient local optimality condition is unveiled. The solution method for this specific case named iterative firm-shrinkage algorithm is implemented. Its effectiveness is demonstrated in numerical experiments by both randomly generated data and real datasets.

There can be several directions to extend this work, such as using only parts of the data in every iteration by applying stochastic proximal gradient method. More generally, weakly convex regularization could be used in other machine learning problems to fit sparse models.
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