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ABSTRACT. In this chapter we first review the Levy-Lieb functional, which gives the lowest kinetic and interaction energy that can be reached with all possible quantum states having a given density. We discuss two possible convex generalizations of this functional, corresponding to using mixed canonical and grand-canonical states, respectively. We present some recent works about the local density approximation, in which the functionals get replaced by purely local functionals constructed using the uniform electron gas energy per unit volume. We then review the known upper and lower bounds on the Levy-Lieb functionals. We start with the kinetic energy alone, then turn to the classical interaction alone, before we are able to put everything together. An appendix is devoted to the Hohenberg-Kohn theorem and the role of many-body unique continuation in its proof.
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1. Introduction

Density Functional Theory (DFT) attempts to describe all the relevant information about a many-body quantum system at or near its ground state in terms of its one-body density $\rho(r)$. In its orbital-free variational formulation by Levy [99] and Lieb [116], DFT relies completely on a universal functional $\rho \mapsto F_{\text{LL}}[\rho]$ which gives the lowest (kinetic plus interaction) energy that can be reached with all possible quantum states having a given density function $r \mapsto \rho(r)$. This functional is exact and it is able to describe interacting quantum Coulomb systems in their ground states. It is of course not known explicitly and one of the main purpose of DFT is to find suitable approximations. In this chapter we review known upper and lower bounds on this functional and discuss some regimes in which it simplifies. In particular we focus on the Local Density Approximation (LDA) which becomes exact in the regime where the density is very flat on sufficiently large regions of space, as was recently proved in [106, 108]. A simpler older approximation is the Thomas-Fermi functional [169, 53] which is surprisingly accurate for heavy atoms [122, 123] and is reviewed in [114].

It turns out that there are several possible Levy-Lieb-type functionals. Instead of considering $N$-particle wavefunctions one can as well work with mixed states [116], or even with grand-canonical states for which only the average number of particles is fixed. The latter has not been thoroughly discussed in the literature. We consider the three possibilities in this chapter. When we discuss bounds, it is useful to consider the kinetic and interaction energies separately. This naturally brings in Lieb-Thirring [125, 126] and Lieb-Oxford [113, 120] inequalities, which provide lower bounds on these two functionals.

In Appendix A we recall the Hohenberg-Kohn theorem, which is another important abstract result in DFT. It turns out that its proof relies on some unique continuation problems for $N$-particle systems, which are not yet completely understood.
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Notation. Everywhere in the chapter $\mathbf{x} = (r, \sigma)$ denotes both the space variable $r \in \mathbb{R}^d$ and the spin variable $\sigma \in \mathbb{Z}_q$. Although the physical case
corresponds to \( d = 3 \) and \( q = 2 \), it is sometimes useful to keep \( d \) and \( q \) general to better emphasize the role of the dimension and spin. To simplify our writing we use the convention that 
\[
\mathcal{R}^d \times \mathbb{Z}^q \quad \text{f}(x) \, dx = \sum_{\sigma \in \mathbb{Z}^q} \mathcal{R}^d \, f(r, \sigma) \, dr.
\]

For \( N \) particles we use the notation 
\[
X = (x_1, \ldots, x_N) \in (\mathbb{R}^d \times \mathbb{Z}^q)^N
\]
with a similar convention for the integral 
\[
\int_{(\mathbb{R}^d \times \mathbb{Z}^q)^N}
\]

We recall that the one-body density \( \rho_\Psi \) of an \( N \)-particle fermionic (normalized) wavefunction 
\[
\Psi \in \bigwedge^1_{\mathbb{C}} L^2(\mathbb{R}^d \times \mathbb{Z}^q, \mathbb{C})
\]
is defined by 
\[
\rho_\Psi(r) := N \sum_{\sigma_1, \ldots, \sigma_N \in \mathbb{Z}^q} \int_{\mathbb{R}^d} \cdots \int_{\mathbb{R}^d} |\Psi(r, \sigma_1, r_2, \sigma_2, \ldots, r_N, \sigma_N)|^2 dr_2 \cdots dr_N
\]
The interpretation of \( \rho_\Psi \) is that it provides the average number of particles in space, without taking their spin into account.

2. Universal functionals in Density Functional Theory

Following [99, 116] we express the ground state energy as a variational problem involving only the density, and we discuss some (known and unknown) mathematical properties of the associated functionals.

2.1. The Levy-Lieb universal functional. For completeness we consider general interaction potentials \( w \) in any space dimension \( d \). This is useful to understand the particularities of the physical case at work in DFT, namely the Coulomb interaction \( w(r) = |r|^{-1} \) in dimension \( d = 3 \).

Let 
\[
v_+ \in L^1_{\text{loc}}(\mathbb{R}^d, \mathbb{R}), \quad v_-, w \in L^p(\mathbb{R}^d, \mathbb{R}) + L^\infty(\mathbb{R}^d),
\]
with \( w \) even, with \( v_+ \geq 0 \), with \( v := v_+ - v_- \) and with
\[
p \begin{cases} 
eq 1 & \text{when } d = 1, \\ > 1 & \text{when } d = 2, \\ = \frac{d}{2} & \text{when } d \geq 3. \end{cases}
\]

Under the assumption (1), the \( N \)-body potential 
\[
W_N^{v,w}(r_1, \ldots, r_N) := \sum_{j=1}^N v(r_j) + \sum_{1 \leq j < k \leq N} w(r_j - r_k)
\]
is infinitesimally \((-\Delta)\)-form bounded from below, which means that 
\[
\int_{(\mathbb{R}^d \times \mathbb{Z}^q)^N} W_N^{v,w}(\Psi)^2 \geq -\varepsilon \int_{(\mathbb{R}^d \times \mathbb{Z}^q)^N} |\nabla \Psi|^2 - C_{N,\varepsilon} \int_{(\mathbb{R}^d \times \mathbb{Z}^q)^N} |\Psi|^2
\]
for all \( \Psi \) and all \( \varepsilon > 0 \), with \( C_{N,\varepsilon} \) a constant depending only on \( \varepsilon \) and \( N \). From this we can deduce that the quadratic form associated with the symmetric \( N \)-body operator 
\[
H_N^{v,w} := \sum_{j=1}^N \left( -\frac{\Delta_{r_j}}{2} + v(r_j) \right) + \sum_{1 \leq j < k \leq N} w(r_j - r_k)
\]
is closed on the energy space
\[
Q(H^v,w_N) := \left\{ \Psi \in \bigcap_{i=1}^N L^2(\mathbb{R}^d \times \mathbb{Z}_q) : \right. \\
\int_{(\mathbb{R}^d \times \mathbb{Z}_q)^N} |\nabla \Psi(X)|^2 \, dX + \int_{\mathbb{R}^d} v_+(r) \rho_\Psi(r) \, dr < \infty \right\}. 
\]
(3)

This allows us to work with the associated Friedrichs self-adjoint realization of \( H^v,w_N \), see [149, Sec. VIII.6] and [150, Sec. X.3]. Everywhere we work with fermions, that is, the wavefunction \( \Psi \) is assumed to be anti-symmetric with respect to exchanges of its variables. Note that the bosonic case is obtained when the number of spin states \( q \) is equal to \( N \), see [121, Sec. 3.1.2–3.1.3].

The Hamiltonian (2) describes \( N \) fermionic particles evolving in \( \mathbb{R}^d \), with \( q \) spin states, submitted to an external potential \( v \) and interacting via the pair potential \( w \). An important physical quantity is the ground state energy of the system which is obtained by minimizing the corresponding energy
\[
E_N[v] := \inf_{\Psi \in Q(H^v,w_N)} \left\langle \Psi, H^v,w_N \Psi \right\rangle \\
\int_{(\mathbb{R}^d \times \mathbb{Z}_q)^N} |\Psi|^2 = 1
\]

where \( \left\langle \Psi, H^v,w_N \Psi \right\rangle \) is understood in the sense of quadratic forms. By the variational principle, this is just the bottom of the spectrum of the operator \( H^v,w_N \):
\[
E_N[v] := \min \sigma \left( H^v,w_N \right)
\]
in the fermionic subspace. We do not emphasize the interaction \( w \) in our notation since it will usually be fixed. When needed we will instead use the notation \( E^w_N[v] \).

The main idea of [99, 116] is to replace the infimum over \( \Psi \) by a two-step minimization
\[
\inf_{\Psi} (\cdots) = \inf_{\rho} \inf_{\Psi} (\cdots)
\]
where we first minimize over the density \( \rho \) and then over all the wavefunctions having this prescribed density. This procedure requires to identify the set of \( N \)-representable densities, that is, those arising from a \( \Psi \) in the form domain of \( H^v,w_N \), a question that we now address.

The Hoffmann-Ostenhof inequality [81] states that
\[
\sum_{j=1}^N \int_{(\mathbb{R}^d \times \mathbb{Z}_q)^N} |\nabla_j \Psi(X)|^2 \, dX \geq \int_{\mathbb{R}^d} |\nabla \sqrt{\rho \Psi}(r)|^2 \, dr
\]
(4)
for all (bosonic or fermionic) wavefunctions (see also Theorem 11 below). This inequality implies that we should restrict ourselves to densities such that
\[
\sqrt{\rho} \in H^1(\mathbb{R}^d) = \left\{ f \in L^2(\mathbb{R}^d) : \nabla f \in L^2(\mathbb{R}^d) \right\}.
\]

This turns out to be the optimal condition.

**Theorem 1** (Representability of the one-particle density [116]). Let \( \rho \in L^1(\mathbb{R}^d,\mathbb{R}^+ \}) \) be such that \( \sqrt{\rho} \in H^1(\mathbb{R}^d) \) and \( \int_{\mathbb{R}^d} \rho(r) \, dr = N \in \mathbb{N} \). Then there
exists one normalized antisymmetric wavefunction \( \Psi \in \bigwedge^N L^2(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C}) \) of finite kinetic energy, \( \int_{(\mathbb{R}^d \times \mathbb{Z}_q)^N} |\nabla \Psi|^2 < \infty \), such that \( \rho = \rho \Psi \).

The proof of the theorem is much easier for \( q \geq N \) where the antisymmetry can be put entirely in the spin variables. One can just take

\[
\Psi(X) = \prod_{j=1}^N \sqrt{\frac{\rho(r_j)}{N}} \frac{\det(\delta_j(\sigma_k))_{1 \leq j,k \leq N}}{\sqrt{N!}}.
\]

When \( q < N \) the proof in [116], inspired of [129, 79], consists of taking a Slater determinant

\[
\Psi(X) = \frac{1}{\sqrt{N!}} \det\{\phi_j(x_k)\}
\]

with the orbitals

\[
\phi_j(x) = \sqrt{\frac{\rho(r)}{N}} e^{i\theta_j(r)} \delta_0(\sigma)
\]

where the phases \( \theta_j \) are chosen to make the \( \phi_j \) orthonormal. Although one knows that there exist such phases (an explicit example will be given later in (44)), one has a very bad control of their behavior in \( N \). This will be discussed later in Section 4 when we consider the kinetic energy cost of introducing such phases.

At this point we have found the set of \( N \)-representable densities

\[
\left\{ \rho \in L^1(\mathbb{R}^d, \mathbb{R}_+) : \int_{\mathbb{R}^d} \rho = N, \int_{\mathbb{R}^d} |\nabla \sqrt{\rho}|^2 < \infty \right\}.
\]

Note that this is a convex set since \( \rho \mapsto \int_{\mathbb{R}^d} |\nabla \sqrt{\rho}|^2 \) is convex by [115, Thm. 7.8]. With Theorem 1 at hand, we can rewrite the ground state energy as a minimization principle over \( \rho \) in this convex set:

\[
E_N[v] := \inf_{\sqrt{\rho} \in H^1(\mathbb{R}^d)} \left\{ F_{LL}[\rho] + \int_{\mathbb{R}^d} v(r) \rho(r) \, dr \right\}
\]

where

\[
F_{LL}[\rho] := \inf_{\Psi \in \bigwedge^N L^2(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C})} \left\{ \frac{1}{2} \sum_{j=1}^N \int_{(\mathbb{R}^d \times \mathbb{Z}_q)^N} |\nabla_j \Psi(X)|^2 \, dX \right\}
\]

is called the Levy-Lieb functional. It is the lowest possible (kinetic plus interaction) energy of a quantum system having the prescribed density \( \rho \). This universal functional is the central object of DFT, since knowing it would allow one to compute the ground state energy of a system with any external potential \( v \), by (7). In this chapter we will review what is known about \( F_{LL} \). But first we need to introduce two other universal functionals, which are obtained after convexifying \( F_{LL} \) in two different ways.
2.2. Lieb’s universal functional. Note that \( v \mapsto E_N[v] \) is concave (as seen from the variational principle, it is a minimization over \( \Psi \) of affine functions in \( v \)). More precisely, from (7) we see that \( E_N \) is the Legendre transform of \( F_{LL} \) on the convex set of \( N \)-representable densities. This naturally raises the question of whether \( F_{LL} \) is, conversely, the Legendre transform of \( E_N \). This turns out to be wrong since \( F_{LL} \) is not convex \([116]\). It is therefore convenient to look at the convex hull (also called lower convex envelope)

\[
F_L := \text{Conv}(F_{LL}),
\]

which is the Legendre transform of \( E_N \). Here the convex hull means that it is the largest convex function below \( F_{LL} \). Another kind of convex hull with respect to \( N \) will be considered later. As proved in \([116]\), the function \( F_L \) is explicit and given by a similar definition as in (8) but with mixed states instead of pure states:

\[
F_L[\rho] := \inf_{\Gamma = \Gamma^\ast \geq 0 \atop \text{Tr}(\Gamma) = 1 \atop \text{Tr}(-\Delta)^p < \infty \atop \rho \Gamma = \rho} \text{Tr} \left( H_{N}^{0,w} \Gamma \right).
\] (9)

We recall that the density \( \rho_\Gamma \) of a mixed state \( \Gamma \) (a non-negative self-adjoint operator satisfying \( \text{Tr} (\Gamma) = 1 \)), diagonalized in the form

\[
\Gamma = \sum_j \alpha_j |\Psi_j\rangle \langle \Psi_j|,
\]

with \( \alpha_j \geq 0 \) and \( \sum_j \alpha_j = 1 \), is defined by

\[
\rho_\Gamma := \sum_j \alpha_j \rho \Psi_j.
\]

It is useful to know that the infimum is attained in (9), as well as for the Levy-Lieb functional in \([8]\).

**Theorem 2** (Existence of optimal (pure and mixed) states \([116]\)). Let \( \rho \in L^1(\mathbb{R}^d, \mathbb{R}_+) \) be such that \( \int_{\mathbb{R}^d} \rho = N \in \mathbb{N} \) and \( \sqrt{\rho} \in H^1(\mathbb{R}^d) \). Then the infima in (8) and (9) are attained.

The proof uses the fact that a minimizing sequence \( \Psi_j \) (resp. \( \Gamma_j \)) is necessarily compact in \( L^2(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C})^{\mathbb{N}} \) (resp. in the trace class), since the density is fixed, hence the sequence is tight.

Let us consider a density \( \rho \) and a corresponding minimizing \( N \)-particle mixed state \( \Gamma \). Diagonalizing \( \Gamma \) in the form \( \Gamma = \sum_j \alpha_j |\Psi_j\rangle \langle \Psi_j| \), we see that

\[
F_L[\rho] = \sum_j \alpha_j \langle \Psi_j, H_{N}^{0,w} \Psi_j \rangle \geq \sum_j \alpha_j F_{LL}[\rho \Psi_j],
\]

and since the upper bound is obvious, we conclude that (9) can also be written in the form

\[
F_L[\rho] = \min_{\rho = \sum_j \alpha_j \rho_j \atop \sum_j \alpha_j = 1 \atop \sqrt{\rho} \in H^1(\mathbb{R}^d) \atop \int_{\mathbb{R}^d} \rho_j = N} \sum_j \alpha_j F_{LL}[\rho_j].
\] (10)
This is the claimed convex hull of $F_{\text{LL}}$.

Since an affine function always attains its minimum at an extreme point of a convex set, the ground state energy $E_N[v]$ is given by the same formula

$$E_N[v] = \inf_{\Gamma=\Gamma^* \geq 0, \Gamma \geq 1, \rho \Gamma = \rho} \text{Tr} \left( H_N^{v,w} \Gamma \right)$$

$$= \inf_{\sqrt{\rho} \in H^1(\mathbb{R}^d)} \left\{ F_L[\rho] + \int_{\mathbb{R}^d} v(r) \rho(r) \, dr \right\}$$

as we had in (7) for pure states. From this discussion it seems more natural to work with the convex Lieb functional $F_L$, instead of $F_{\text{LL}}$. The following duality principle holds.

**Theorem 3 (Duality [116]).** We have

$$F_L[\rho] = \sup_{v \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)} \left\{ E_N[v] - \int_{\mathbb{R}^d} v(r) \rho(r) \, dr \right\}$$

$$= \sup_{v \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d), H_N^{v,w} \geq 0} \left\{ - \int_{\mathbb{R}^d} v(r) \rho(r) \, dr \right\} \quad (11)$$

with $p$ as in (11).

In the second line the constant $E_N[v]$ has been included in $v$, hence the constraint that $H_N^{v,w} \geq 0$ in the operator sense.

We have seen in Theorem 2 that (8) and (9) are attained. On the other hand, the supremum in (11) will not be attained for most densities. Indeed, $\rho$ would then be the density of a mixed ground state for the corresponding $E_N[v]$ but this set is believed to be very small. For instance, if $\rho$ vanishes on a set of positive measure, the supremum cannot be attained with a $v$ for which unique continuation holds on the whole space. This is discussed in Appendix A.

The importance in applications of the convex formulation of DFT based on the functionals $F_{\text{LL}}$ and $F_L$ is reviewed in [80].

### 2.3. Grand canonical universal functional.

At this step we have defined two universal functionals $F_{\text{LL}}$ and $F_L$ of the density $\rho$, which provide the same ground state energy $E_N[v]$ in presence of an external potential $v$. Since Lieb’s functional $F_L$ is convex, it is to be preferred over $F_{\text{LL}}$. The convexity implies the dual formula stated in Theorem 3.

In spite of its convexity, the functional $F_L$ does not behave well with respect to the weak topology of $H^1(\mathbb{R}^d)$. This might lead to some difficulties in processes where some electrons are lost, e.g. for scattering. Indeed, if we have a sequence $\rho_n$ such that $\sqrt{\rho_n} \rightharpoonup \sqrt{\rho}$ weakly but not strongly, then we may have $\int_{\mathbb{R}^d} \rho(r) \, dr < N$. The integral does not even need to be an integer, in which case $F_L[\rho]$ would not make any sense. For this reason it is natural to introduce a functional allowing for non-integer values of the particle number. The following grand-canonical version did not appear in [116], but was mentioned in [142] and was recently studied in [106, 108].
For us, a grand-canonical state (commuting with the particle number) will be a collection $\Gamma = (\Gamma_n)_{n \geq 0}$ of non-negative self-adjoint operators, each of them acting on the $n$-particle space $\bigwedge_1^n L^2(\mathbb{R}^d \times \mathbb{Z}_q)$, and such that

$$\Gamma_0 + \sum_{n \geq 1} \text{Tr} (\Gamma_n) = 1.$$ 

Here $\Gamma_0$ is a number in $[0, 1]$ which gives the probability that there is no particle at all. The corresponding density is the sum

$$\rho \Gamma = \sum_{n \geq 1} \rho_n \Gamma_n$$

so that the average number of particles in the system is given by

$$\int_{\mathbb{R}^d} \rho \Gamma \, dr = \sum_{n \geq 1} n \text{Tr} (\Gamma_n).$$

We define the grand-canonical universal functional as

$$F_{GC}[\rho] := \inf \sum_{n \geq 1} \text{Tr} (H^{0,w}_n \Gamma_n).$$

In order to guarantee that the problem is well posed, we need some more assumptions on the interaction potential $w$. We assume that the system is stable of the second kind \[152\], that is, there exists a constant $C$ such that

$$\forall n \geq 1, \quad H^{0,w}_n \Gamma_n \geq -Cn.$$ 

Inserting this in (12) implies

$$F_{GC}[\rho] \geq -C \int_{\mathbb{R}^d} \rho(r) \, dr$$

hence the infimum in (12) is finite. A typical example is that of a non-negative interaction potential $w \geq 0$ such as Coulomb, or more generally a potential $w$ which is classically stable of the second-kind \[152\], that is, which satisfies the same assumption as (13) with the kinetic energy removed:

$$\forall n \geq 2, \quad \sum_{1 \leq j < k \leq n} w(r_j - r_k) \geq -Cn \quad \text{a.e. on } (\mathbb{R}^d)^n.$$ 

For a density with integer particle number $\int_{\mathbb{R}^d} \rho(r) \, dr = N \in \mathbb{N}$ the grand canonical functional is the lowest of the three universal functionals:

$$F_{GC}[\rho] \leq F_L[\rho] \leq F_{LL}[\rho].$$

The following can be shown similarly as for Theorem 2, using the stability assumption \[13\].

**Theorem 4** (Existence of optimal grand-canonical states). Assume that the system is stable of the second kind as in \[13\]. Let $\rho \in L^1(\mathbb{R}^d, \mathbb{R}^+)$ be such that $\sqrt{\rho} \in H^1(\mathbb{R}^d)$. Then the infimum in (12) is attained.

From the existence of a minimizer we deduce as before that

$$F_{GC}[\rho] = \min_{\rho = \sum_n \rho_n} \sum_n \alpha_n F_L[\rho_n] = \min_{\rho = \sum_j \rho_j} \sum_j \beta_j F_{LL}[\rho_j].$$
In other words, the grand canonical functional is also a convex hull of the original Levy-Lieb functional $F_{LL}$, but convex combinations $\rho = \sum_j \beta_j \rho_j$ are considered with the $\rho_j$ having an arbitrary number of particles. It is not required that all the $\rho_j$ have the fixed number $N$ of particles like for $F_L$.

An interesting question is to determine whether an optimal grand canonical state $(\Gamma_n)_{n \geq 0}$ corresponding to a given $\rho$ always satisfies $\Gamma_n \equiv 0$ for $n \geq n_{\text{max}}$. In this case we say that $\Gamma = (\Gamma_n)_{n \geq 0}$ has a compact support in $n$. No result of this sort seems to have appeared in the literature up to now.

The following theorem asserts that $F_{GC}$ is the weak-$*$ lower semi-continuous envelope of $F_{L}$, in an appropriate sense.

**Theorem 5 (Weak lower semi-continuity).** We assume that

$$0 \leq w \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)$$

with $p$ as in (1) and that $w$ tends to 0 at infinity. The functional $F_{GC}$ is the weak-$*$ lower semi-continuous closure of $F_{L}$, in the following sense:

(i) For any sequence $(\sqrt{\rho_j})_{j \geq 1} \subset H^1(\mathbb{R}^d)$ converging weakly in $H^1(\mathbb{R}^d)$ to $\sqrt{\rho} \in H^1(\mathbb{R}^d)$, we have

$$F_{GC}[\rho] \leq \liminf_{j \to \infty} F_{GC}[\rho_j]. \quad (15)$$

(ii) For any $\sqrt{\rho} \in H^1(\mathbb{R}^d)$, there exists a sequence $(\sqrt{\rho_j})_{j \geq 1} \subset H^1(\mathbb{R}^d)$ converging strongly to $\sqrt{\rho}$ in $H^1(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$ for all $2 < p < p^*$, such that

$$F_{GC}[\rho] = \lim_{j \to \infty} F_{L}[\rho_j]. \quad (16)$$

Here

$$p^* = \begin{cases} \infty & \text{in dimensions } d = 1, 2, \\ \frac{2d}{d-2} & \text{in dimensions } d \geq 3, \end{cases}$$

is the critical Sobolev exponent. Since we are not aware that the proof of Theorem 5 was explicitly written anywhere, we provide the full argument later in Appendix B. It is inspired by [102].

When the liminf on the right of (15) is finite (which we can always assume, otherwise the statement is void), then the Hoffmann-Ostenhof inequality [4] implies that $\sqrt{\rho}$ is bounded in the homogeneous Sobolev space $H^1(\mathbb{R}^d)$. However $\int_{\mathbb{R}^d} \rho_j$ need not be bounded in general and this is why only the weak convergence in $H^1(\mathbb{R}^d)$ was assumed. This plays an important role in (ii). Consider a $\rho$ and an associated optimal grand-canonical state $\Gamma = (\Gamma_n)_{n \geq 0}$ for $F_{GC}[\rho]$. If we have $\Gamma_{n_k} \neq 0$ for a sequence $n_k \to \infty$, then this means that infinitely many particles are needed to properly represent $\rho$ grand-anonically. Although this is very unlikely to happen in practical situations, this can probably not be avoided for a general interaction $w$ and a general $\rho$. Then we need a diverging number of particles

$$\int_{\mathbb{R}^d} \rho_j = N_j \to +\infty$$

in our canonical state associated with $\rho_j$, even if it has a bounded energy. On the other hand, if there exists one minimizer $(\Gamma_n)_{n \geq 0}$ for $F_{GC}[\rho]$ which has a compact support in $n$, then (ii) holds with a sequence converging weakly in $H^1(\mathbb{R}^d)$, as will be clear from our proof. This is one reason why it
is important to understand whether optimal states always have a compact support in \( n \), as we have mentioned previously.

Next we discuss the dual formulation of \( F_{\text{GC}} \). For \( v = v_+ - v_- \) with \( v_- \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d) \) and \( v_+ \in L^1_{\text{loc}}(\mathbb{R}^d) \), we find that the Legendre transform of \( F_{\text{GC}} \) is given by

\[
E^{\text{GC}}_\lambda[v] := \inf_{\sqrt{\rho} \in H^1(\mathbb{R}^d)} \left\{ F_{\text{GC}}[\rho] + \int_{\mathbb{R}^d} v \rho \right\} = \inf_{\sum_n \alpha_n = \lambda} \sum_n \alpha_n E_n[v].
\] (17)

For \( \lambda = N \in \mathbb{N} \), we have \( E^{\text{GC}}_N[v] \leq E_N[v] \) but equality will in general not hold. If the function \( n \mapsto E_n[v] \) is convex in the discrete sense, that is,

\[
E_n[v] - E_{n-1}[v] \leq E_{n+1}[v] - E_n[v], \quad \forall n \geq 1,
\] (18)

then it follows that

\[
E^{\text{GC}}_{N+\theta}[v] = (1 - \theta) E_N[v] + \theta E_{N+1}[v]
\]

for all \( N \in \mathbb{N} \) and \( \theta \in [0, 1) \) \cite{12}. In particular \( E^{\text{GC}}_N[v] = E_N[v] \). Therefore, in case \cite{13} holds, the grand canonical functional \( F_{\text{GC}}[\rho] \) provides the same ground state energy in an external potential \( v \) as the canonical ones \( F_{\text{LL}}[\rho] \) and \( F_{\text{L}}[\rho] \). In physical terms the condition \cite{13} means that the electron ionization energy is greater than or equal to the electron affinity. It is a famous conjecture that \cite{13} holds for the Coulomb potential in dimension \( d = 3 \), for atomic or molecular external potentials \( v \) \cite{12} \cite{14}. A counterexample is provided in \cite{16} for a different \( w \). Note that \cite{13} always holds for \( w \equiv 0 \).

In case \cite{13} does not hold, then \( E^{\text{GC}}_N[v] \) is equal to the convex hull of \( n \mapsto E_n[v] \). This amounts to considering the set \( \mathcal{K} \subset \mathbb{N} \) of the points \( k \) such that

\[
E_k[v] - E_{k-1}[v] = \max_{n=2,\ldots,k} (E_n[v] - E_{n-1}[v]).
\]

One obtains

\[
E^{\text{GC}}_N[v] = E_{n_1}[v] + \frac{E_{n_1}[v] - E_{n_2}[v]}{n_1 - n_2} (N - n_1)
\]

where \( n_1 < N < n_2 \) are the two closest points in \( \mathcal{K} \) on the left and right of \( N \).

### 2.4. Kohn-Sham exchange correlation

In the previous sections we have explained the Levy-Lieb variational formulation of the ground state energy of the \( N \)-particle problem in terms of the density only, which is really in the spirit of DFT. Practitioners prefer to use an auxiliary set of \( N \) orthonormal functions \( \Phi = (\varphi_1, \ldots, \varphi_N) \), which describe \( N \) fictitious uncorrelated electrons, to build the desired density through the formula

\[
\rho_\Phi(r) = \sum_{n=1}^{N} \sum_{\sigma \in \mathbb{Z}_q} |\varphi_n(r, \sigma)|^2 = \rho_\Phi(r)
\]

with the Slater determinant

\[
\Psi(x_1, \ldots, x_N) = \frac{\det(\varphi_j(x_k))}{\sqrt{N!}}.
\] (19)
This method provides a better representation of the kinetic energy, but it is much more costly from a computational point of view. We quickly explain this approach due to Kohn-Sham [93] here. For a density $\rho$ with $\int_{\mathbb{R}^d} \rho(r) \, dr = N \in \mathbb{N}$, we introduce the lowest kinetic energy of Slater determinants

$$T_S[\rho] := \min_{\varphi_1, \ldots, \varphi_N \in H^1(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C})} \frac{1}{2} \sum_{j=1}^{N} \int_{\mathbb{R}^d \times \mathbb{Z}_q} |\nabla \varphi_j(x)|^2 \, dx$$

(20)

(the min is attained for the same reason as in Theorem 2). We then add and subtract $T_S$ from $F_{LL}$, which allows rewriting the $N$-particle ground state using $N$ orbitals as

$$E_N[v] := \inf_{\varphi_1, \ldots, \varphi_N \in H^1(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C})} \left\{ \frac{1}{2} \sum_{j=1}^{N} \int_{\mathbb{R}^d \times \mathbb{Z}_q} |\nabla \varphi_j(x)|^2 \, dx + \int_{\mathbb{R}^d} v(r) \rho_\varphi(r) \, dr \right. + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} w(r - r') \rho_\varphi(r) \rho_\varphi(r') \, dr \, dr' + E_{xc}[\rho_\varphi] \right\},$$

(21)

where

$$E_{xc}[\rho] := F_{LL}[\rho] - T_S[\rho] - \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} w(r - r') \rho(r) \rho(r') \, dr \, dr'$$

(22)

is called the exchange-correlation energy. From a mathematical point of view, the Kohn-Sham approach a priori requires to study both $F_{LL}[\rho]$ and $T_S[\rho]$ as separated functionals. It is an interesting question to find a way to study $E_{xc}[\rho]$ directly, without interpreting it as a difference. In chemistry one often relies on the adiabatic connection formula (see Remark 17 below), which however involves another kinetic energy functional $T[\rho]$ discussed later in Section 4.

Instead of using $N$ uncorrelated electrons as main variable, one may also use a one-particle density matrix $\gamma$ as main variable, which is often called the Kohn-Sham method with fractional occupations. The method is similar but one has to subtract the lowest kinetic energy $T_{GC}[\rho]$ of all possible one-particle density matrices, which is defined later in Section 4.

3. The Uniform Electron Gas and the Local Density Approximation

The universal functionals $F_{LL}$, $F_L$ and $F_{GC}$ defined in the previous section allow in principle to describe any fermionic system interacting via the potential $w$. But these functionals are of course not known exactly and finding them is essentially the same as solving the $N$-particle problem. One of the main purpose of DFT is to find reliable and efficient approximations. Here we discuss the most widely used of these approximations, called the Local Density Approximation (LDA) [82, 93, 128, 46, 136, 141], where they are replaced by purely local ones. The LDA is often considered as "the mother of all approximations" [143] and it yields surprisingly good results, even in cases where the density is not at all slowly varying [128, 136]. Its successors
involving gradient corrections are even better and have become the standard
in DFT calculations. In this section we only consider the Coulomb case in
dimension \( d = 3 \) but we expect similar results for other potentials in all
dimensions.

Of course, the functionals \( F_{\text{LL}}, F_{\text{L}}, \) and \( F_{\text{GC}} \) are not local at all. Two elec-
trons at different places are always entangled and, furthermore, the Coulomb
potential has a very long range so that electrons interact even when they
are far apart. In the LDA one makes the assumption that the only non-local
part is the Hartree term (the classical Coulomb energy of the density \( \rho \)) and
one approximates the rest by a local function of \( \rho \), that is, the integral of a
function \( f \) depending only on the value \( \rho(r) \) at \( r \):

\[
F_{\text{LL},\text{L},\text{GC}}[\rho] \approx \frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(r) \rho(r')}{|r - r'|} \, dr \, dr' + \int_{\mathbb{R}^3} f(\rho(r)) \, dr.
\]

The function \( f \) is chosen to be the energy per unit volume of an infinite gas
of constant density \( \rho \), called the Uniform Electron Gas (UEG), so that the
approximation becomes exact when \( \rho \) is constant over a very large domain.
Because the UEG is an infinite system it should not depend whether it is
defined canonically or grand-canonically. Hence the function \( f \) must be the
same for the three functionals \( F_{\text{LL}}, F_{\text{L}}, \) and \( F_{\text{GC}} \).

The idea behind the LDA is as depicted in Figure 1. After subtrac-
tion of the Hartree term, one splits the space into small boxes (of volume \( dr \))
and assumes that the remaining energy is the sum of the local energies. In
each little box, one replaces the density by a constant. One does not use the
energy of the constant function in the small box, but rather the energy per
unit volume of an infinite system having the corresponding uniform density,
multiplied by the volume \( dr \) of the small box.

In the LDA the complicated Levy-Lieb functionals therefore get replaced
by a new universal function \( f : \mathbb{R}_+ \to \mathbb{R} \), which is much simpler since it
only depends on one real parameter. But the function \( f \) is also not known
exactly, and we will see that it displays a very rich structure.

In this section we report on the results in [108] where the LDA was rigor-
ously justified for the first time. The proper regime is that of slowly varying
densities, that is, densities \( \rho \) which are very flat on sufficiently large domains
such that \( f(\rho) \) becomes a good local approximation. To this end we start
by defining the function \( f \).

3.1. The Uniform Electron Gas. The uniform electron gas was rigor-
ously defined in [106, 108] and it is obtained by assuming that the density
is exactly constant over a large domain which grows such as to cover the
whole space. The result is the following.

**Theorem 6** (Uniform Electron Gas [106, 108]). Let \( w(r) = |r|^{-1} \) in di-

dimension \( d = 3 \) and \( q \geq 1 \) the number of spin states. Let \( \rho_0 > 0 \). Let \( \Omega \)
be a fixed open convex set of unit volume \( |\Omega| = 1 \). Let \( \chi \in L^1(\mathbb{R}^3) \) be a
radial non-negative function of compact support such that \( \int_{\mathbb{R}^3} \chi = 1 \) and
$f_R^3 |\nabla \sqrt{\chi}|^2 < \infty$. Then the following thermodynamic limit exists

$$f(\rho_0) := \lim_{L \to \infty} L^{-3} \left( \int_{\mathbb{R}^3 \times \mathbb{R}^3} (\mathbf{1}_{L\Omega} \ast \chi)(\mathbf{1}_{L\Omega} \ast \chi)(r) dr \right)$$

and does not depend on $\Omega$ and $\chi$.

Electrons have $q = 2$ spin states but we wrote the result with a general $q$ for convenience. It is expected that the exact same result holds for the other two functionals $F_{LL}$ and $F_L$, with the same limit $f(\rho_0)$. This has not yet been proved, except in the classical case where the kinetic energy is dropped (see Section 5).

The number $f(\rho_0)$ is the energy per unit volume (with the Hartree energy subtracted) of an infinite gas submitted to the constraint that its density is exactly constant over $\mathbb{R}^3$, $\rho(r) \equiv \rho_0$. In the literature, $f(\rho_0)$ is often confused with the corresponding Jellium energy. In Jellium there is no constraint on $\rho$ but one adds instead a uniform background of density $\rho_0$ which compensates the long range of the Coulomb potential $\left[119, 104\right]$. That the two models coincide has only been shown in the classical case $\left[36, 107\right]$ so far, as we will mention in Section 5 below. In the quantum case the same result should hold, but the proof has not been written yet.

Here are some rigorously known properties of the function $f$.

**Theorem 7** (Properties of $f$ $\left[119, 72, 106, 108\right]$). The function $f$ is locally Lipschitz: There exists a constant $C$ such that

$$|f(\rho_1) - f(\rho_2)| \leq C \left( \max(\rho_1, \rho_2)^{1/2} + \max(\rho_1, \rho_2)^{3/2} \right) |\rho_1 - \rho_2|,$$

for all $\rho_1, \rho_2 \geq 0$. The function $f$ satisfies the uniform bound

$$c_{TF}(3)q^{-3/4} \rho^{3/4} - \frac{3}{5} \left( \frac{9\pi}{2} \right)^{1/2} \rho^{1/2} \leq f(\rho) \leq c_{TF}(3)q^{-3/4} \rho^{3/4} - c_D(1, 3)q^{-3/4} \rho^{3/4}$$
for all $\rho \geq 0$, where $c_{\mathrm{TF}}(3) = (3/10)(6\pi^2)^{2/3}$ and $c_{\mathrm{D}}(1, 3) = (3/4)(6/\pi)^{1/3}$ are respectively the Thomas-Fermi and Dirac constants, discussed later in Sections [2] and [3]. It behaves at small densities like

$$f(\rho) = c_{\mathrm{UEG}}(1, 3)\rho^{\frac{2}{3}} + o\left(\rho^{\frac{2}{3}}\right)_{\rho \to 0^+}$$

(27)

where

$$-1.4508 \simeq \frac{3}{5} \left(\frac{9\pi}{2}\right)^{\frac{1}{3}} \leq c_{\mathrm{UEG}}(1, 3) \leq -1.4442$$

is the classical UEG energy discussed later in Section [4], and at large densities like

$$f(\rho) = c_{\mathrm{TF}}(3)q^{-\frac{2}{3}}\rho^{\frac{2}{3}} - c_{\mathrm{D}}(1, 3)q^{-\frac{2}{3}}\rho^{\frac{2}{3}} + o\left(\rho^{\frac{2}{3}}\right)_{\rho \to \infty}.$$  (28)

The statement involves several constants that will be introduced in the next sections. It is believed that $f$ is smooth except at finitely many points corresponding to phase transitions. In the case of spin-1/2 particles like electrons ($q = 2$), numerical simulations in [20, 146, 24, 88, 175, 47, 84, 3] indicate that there might be one or two such points. For a long time it was believed that the system can be a ferromagnetic Wigner crystal, a ferromagnetic fluid and a paramagnetic fluid. Recent results indicate that the ferromagnetic fluid phase might not exist [84, 3], however. More transitions could occur in the solid phase (for instance an anti-ferromagnetic crystal). In spite of the clear numerical evidence that there are phase transitions, proving it remains a very challenging open problem [10]. Several approximate formulas for the function $f$ are used in DFT, including for instance the celebrated Perdew-Wang (PW92) functional [144].

3.2. The Local Density Approximation of $F_{\mathrm{GC}}$. We now state a result from [108] where the LDA was justified for the first time in the quantum case.

**Theorem 8 (LDA for $F_{\mathrm{GC}}$ [108]).** Let $w(\mathbf{r}) = |\mathbf{r}|^{-1}$ in dimension $d = 3$ and $q \geq 1$ the number of spin states. Then there exists a constant $C = C(q)$ such that

$$\left| F_{\mathrm{GC}}[\rho] - \frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(\mathbf{r})\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d\mathbf{r} d\mathbf{r}' - \int_{\mathbb{R}^3} f(\rho(\mathbf{r})) d\mathbf{r} \right|$$

$$\leq \varepsilon \int_{\mathbb{R}^3} (\rho(\mathbf{r}) + \rho(\mathbf{r})^2) d\mathbf{r} + \frac{C(1 + \varepsilon)}{\varepsilon} \int_{\mathbb{R}^3} |\nabla \sqrt{\rho}(\mathbf{r})|^2 d\mathbf{r} + \frac{C}{\varepsilon^{15}} \int_{\mathbb{R}^3} |\nabla \sqrt{\rho}(\mathbf{r})|^4 d\mathbf{r}$$

(29)

for every $\varepsilon > 0$ and every non-negative density $\rho \in L^1(\mathbb{R}^3) \cap L^2(\mathbb{R}^3)$ such that $\nabla \sqrt{\rho} \in L^2 \cap L^4(\mathbb{R}^3)$. Here $f$ is the function defined in Theorem [2].

It is expected that the exact same result holds for the canonical functionals $F_{\mathrm{LL}}$ and $F_{\mathrm{L}}$, with of course the additional constraint that $\int_{\mathbb{R}^3} \rho \in \mathbb{N}$.

The last gradient term $\varepsilon^{-15} |\nabla \sqrt{\rho}|^4$ was chosen for simplicity but the same result actually holds with $\varepsilon^{1-4p} |\nabla \rho|^p$ instead, under the conditions that $p > 3$, $0 < \theta < 1$ and $2 \leq p\theta \leq 1 + p/2$. The constant $C$ then depends on the chosen $p$ and $\theta$. 
In addition to the large power of $\varepsilon$, which is an artifact of the proof in \[108\], the form of the error term is probably not optimal. It is reasonable to expect that the right side of \[29\] should only involve quantities like $\rho^{5/3}$, $\rho^{4/3}$, $\sqrt{\rho}'^2$ and $|\nabla \rho^{1/3}|^2$ or perhaps $|\nabla \rho|$ which have the same scaling as the kinetic and Coulomb terms. The inequality \[29\] holds for every density but it is useful only when the two gradient terms are much smaller than the first term,
\[
\int_{\mathbb{R}^3} \left( |\nabla \sqrt{\rho}(r)|^2 + |\nabla \sqrt{\rho}(r)|^4 \right) \, dr \ll \int_{\mathbb{R}^3} (\rho(r) + \rho(r)^2) \, dr,
\]
so that after optimizing over $\varepsilon$ one gets a small term on the right side of \[29\]. One interesting case is when the density is given in terms of a fixed function $\rho$ with $\int_{\mathbb{R}^3} \rho = 1$, which is rescaled in the manner
\[
\rho_N(r) = \rho(N^{-1/3}r).
\]
After optimizing over $\varepsilon$ we obtain the following expansion of the grand-canonical Levy-Lieb energy:
\[
F_{GC}[\rho_N] = \frac{N^2}{2} \iint_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(r)\rho(r')}{|r - r'|} \, dr \, dr' + N \int_{\mathbb{R}^3} f(\rho(r)) \, dr + O\left(N^{11/12}\right).
\]
(30)

The first term is the trivial non-local Coulomb term, whereas the next term in the expansion is the LDA. It is an interesting open question to determine the next order correction, which is believed to be also local, of order $N^{4/3}$ and to involve gradients. The exact same result as (30) is expected for $F_{LL}$ and $F_L$.

**Remark 9** (LDA for the exchange-correlation energy). Theorem \[15\] below is a result similar to Theorem \[8\] for the grand-canonical kinetic energy $T_{GC}$ alone, and implies a corresponding bound for the difference of the two functionals. These two bounds justifies the LDA for the (grand-canonical) exchange-correlation energy, as was defined in Section \[2.3\].

In the next two sections we study separately the kinetic energy functional and the classical interaction functional. We discuss known upper and lower bounds and derive the LDA for these functionals in a similar (but simpler) manner as for the full Levy-Lieb functional $F_{GC}$. Although the minimum of a sum is in general not the sum of the two minima, understanding the kinetic and interaction energies separately will give us useful information on the full functional, as explained in Section \[6\] below.

### 4. Kinetic Energy and Lieb-Thirring Inequalities

**4.1. Three kinetic energy functionals.** We have introduced in (20) the lowest kinetic energy $T_3[\rho]$ that can be reached with Slater determinants, for a given density $\rho$ with $\int_{\mathbb{R}^3} \rho(r) \, dr = N$. We can define in a similar manner the lowest kinetic energy that can be reached with all possible wave
functions

\[
T[\rho] := \min_{\Psi \in \mathcal{A}_N^{1 \to H^1(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C})}} \frac{1}{2} \sum_{j=1}^{N} \int_{(\mathbb{R}^d \times Z_q)^N} |\nabla_j \Psi(X)|^2 \, dX.
\] (31)

This is nothing but \( F^0_{\text{LL}}[\rho] \), the Levy-Lieb functional with interaction \( w \equiv 0 \). Recall that \( T \) and \( T_S \) depend on the number of spin states \( q \).

Since this is a non-interacting problem, one may think at first sight that minimizers will always be Slater determinants, that is, \( T[\rho] \) and \( T_S[\rho] \) should coincide. But this is not true in general\([110]\) and the best one can say for a general \( \rho \) is that \( T_S[\rho] \geq T[\rho] \).

There are two other natural kinetic functionals corresponding to \( F^0_{\text{LL}}[\rho] \) and \( F^0_{\text{GC}}[\rho] \), respectively. For the first one the minimization is extended to mixed canonical states and for the second one to grand-canonical states. It turns out that these two are equal:

\[
F^0_{\text{LL}}[\rho] = F^0_{\text{GC}}[\rho].
\]

The reason is that the kinetic energy can be expressed in terms of the one-particle density matrix \( \gamma \) and that the set of such matrices which are \( N \)-representable by a mixed state coincides with those which are representable by a grand-canonical state\([27, 28]\). By duality, this also follows from the fact that the inequality\([13]\) always holds in the non-interacting case.

In order to explain all this in detail, we first recall that the one-particle density matrix \( \gamma_{\Psi} \) of a wavefunction \( \Psi \) is the self-adjoint operator acting on the one-particle space \( L^2(\mathbb{R}^d \times \mathbb{Z}_q) \) with integral kernel

\[
\gamma_{\Psi}(x, y) = N \int_{(\mathbb{R}^d \times \mathbb{Z}_q)^{N-1}} \Psi(x, X) \overline{\Psi(y, X)} \, dX.
\]

This gives

\[
\frac{1}{2} \sum_{j=1}^{N} \int_{(\mathbb{R}^d \times Z_q)^N} |\nabla_j \Psi(X)|^2 \, dX = \text{Tr} \left( \frac{-\Delta}{2} \right) \gamma_{\Psi}
\]

with the trace interpreted in the quadratic form sense. Every density matrix of an antisymmetric \( \Psi \) satisfies \( 0 \leq \gamma_{\Psi} = (\gamma_{\Psi})^* \leq 1 \) and \( \text{Tr} \, (\gamma_{\Psi}) = N \). When we consider mixed \( N \)-particle states we obtain the convex hull of the set of \( N \)-representable density matrices. This convex hull is definitely contained in the convex set

\[
\{ \gamma = \gamma^* : 0 \leq \gamma \leq 1, \ \text{Tr} \, (-\Delta) \gamma < \infty, \ \text{Tr} \, (\gamma) = N \}.
\]

But the extreme points of this set are the rank–\( N \) orthogonal projections with finite kinetic energy. Those are exactly the one-particle density matrices of the Slater determinants. Hence we must have equality of the two convex sets. By considering grand-canonical states the set will not increase further. See Theorem\([27]\) for a related result.
This discussion leads us towards introducing the following kinetic energy functional

\[
T_{GC}[\rho] := \min_{0 \leq \gamma = \gamma^* \leq 1} \left\{ \frac{\text{Tr}( -\Delta )}{2} : \gamma \right\}, \quad (32)
\]

We call it “grand-canonical” since \( \int \rho \) can now take any positive value. But for \( \int \rho \in \mathbb{N} \), this is just Lieb’s canonical energy \( T_{GC}[\rho] = F^0_L[\rho] \). In this case we also have

\[
T_{GC}[\rho] \leq T[\rho] \leq T_S[\rho], \quad \text{when} \ \int \rho \in \mathbb{N}.
\]

The functional \( T_{GC}[\rho] \) is convex and it is the convex hull and the weak-\( * \)-semi-continuous closure of both \( T[\rho] \) and \( T_S[\rho] \), similarly as in Theorems 5.

Minimizers exist for these three functionals, as in Theorem 2. It suffices to take \( \omega \equiv 0 \) in all those theorems.

Remark 10 \((N\)-representability of the one-particle density matrix\). There are complicated constraints on a one-particle density matrix \( \gamma \) to ensure that it arises from an \( N \)-particle wavefunction \( \Psi \). For instance, when \( N = 2 \) then all the eigenvalues of \( \gamma \) must be of even multiplicity. Another example is that no \( \gamma \) of rank \( N + 1 \) is \( N \)-representable. See [28, 62, 101] for these two examples and [154, 13, 91, 2] for more advanced results when \( N \geq 3 \).

Now we mention some known upper and lower bounds on the kinetic energy functionals. Lower bounds naturally involve the lowest functional \( T_{GC}[\rho] \). Upper bound should ideally involve \( T_S[\rho] \) but we will see that much more is known on \( T_{GC}[\rho] \).

4.2. Lower bounds: Hoffmann-Ostenhof and Lieb-Thirring inequalities. The first lower bound is the Hoffmann-Ostenhof inequality mentioned previously in (4) and which holds for the grand-canonical kinetic energy as well.

**Theorem 11** \((Hoffmann-Ostenhof inequality \[81\])\). For every \( \rho \geq 0 \) such that \( \sqrt{\rho} \in H^1(\mathbb{R}^d) \), we have

\[
T_{GC}[\rho] \geq \frac{1}{2} \int_{\mathbb{R}^d} |\nabla \sqrt{\rho}(r)|^2 \, dr. \quad (33)
\]

Using the Gagliardo-Nirenberg inequality \[118\]

\[
\|u\|_{L^2(\mathbb{R}^d)}^{\frac{2}{d}} \int_{\mathbb{R}^d} |\nabla u(r)|^2 \, dr \geq c_{GN}(d) \int_{\mathbb{R}^d} |u(r)|^{2+\frac{2}{d}} \, dr, \quad (34)
\]

for \( u = \sqrt{\rho} \), we obtain

\[
T_{GC}[\rho] \geq \frac{c_{GN}(d)}{2N^{\frac{2}{d}}} \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr
\]

and this is optimal for bosons. But for fermions this is not optimal at all. The Lieb-Thirring inequality states that one can replace the \( N \)-dependent prefactor by an \( N \)-independent one (or, rather, by a \( q \)-dependent constant where \( q \) is the number of spin states).
Theorem 12 (Lieb-Thirring \cite{125, 126, 121}). There exists a positive constant $c_{LT}(d) > 0$ such that

$$T_{GC}[\rho] \geq q^{-\frac{2}{d}} c_{LT}(d) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr$$

for all $\rho \geq 0$ such that $\sqrt{\rho} \in H^1(\mathbb{R}^d)$.

Note the spin dependence in $q^{-2/d}$ which is compatible with the fact that the bosonic case is recovered when $q = N$. For particles like electrons we have $q = 2$ and the constant is $N$-independent.

For large fermionic systems the Lieb-Thirring inequality is an advantageous replacement for the Gagliardo-Nirenberg inequality, to which it reduces in the case $N = 1$ (in particular we always have $c_{LT}(d) \leq c_{GN}(d)/2$). Since its invention, the Lieb-Thirring inequality \cite{125} has played a central role in the mathematical understanding of large fermionic systems. It was originally used to give a proof of stability of matter \cite{125, 112, 117, 121} that is much shorter than the original proof of Dyson and Lenard \cite{48}. Later the Lieb-Thirring inequality was generalized to systems at positive density \cite{57, 58} where $\rho$ is a local perturbation of a constant, and to the dynamic case where it extends Strichartz’s inequality \cite{59, 60}.

The right side of (35) is related to the kinetic energy of the free Fermi gas. Indeed, we recall that the translation-invariant orthogonal projector

$$P_{\rho_0} = 1 \left( -\Delta \leq \frac{d+2}{d} c_{TF}(d) q^{-\frac{2}{d}} \rho_0 \right)$$

has the constant density $\rho_{P_{\rho_0}} = \rho_0$ and the constant kinetic energy density $c_{TF}(d) q^{-2/d} \rho_0^{1+2/d}$, where

$$c_{TF}(d) = \frac{2\pi^2 d}{(d+2) \left( \frac{d}{2d-1} \right)^{\frac{2}{d}}}$$

is called the Thomas-Fermi constant.

The best constant $c_{LT}(d)$ in (35) is unknown but it is definitely less or equal to $c_{TF}(d)$. This is seen by using the trial state $\gamma_R = \chi(\cdot/R) P_{\rho_0} \chi(\cdot/R)$ and taking the limit $R \to \infty$. The famous Lieb-Thirring conjecture \cite{159} states that

$$c_{LT}(d) = \min \left\{ \frac{c_{GN}(d)}{2}, c_{TF}(d) \right\} = \begin{cases} \frac{c_{GN}(d)}{2} & \text{for } d = 1, 2, \\ c_{TF}(d) & \text{for } d \geq 3. \end{cases}$$

In other words, the conjecture states that the best constant is obtained either for the infinite non-interacting uniform electron gas, or for one isolated electron. This conjecture was investigated numerically in \cite{98}. The proof of the conjecture \cite{98} in dimension $d = 3$ would have a great impact since it would mean that the Thomas-Fermi-Dirac (TFD) energy is an exact lower bound to the many-particle problem \cite{114}, as we will mention later in Section 6. The Thomas-Fermi energy is the simplest functional in Density Functional Theory and knowing that it is an exact lower bound would simplify drastically many mathematical results, in addition to increasing its physical significance.
The best known estimate on $c_{LT}(d)$ was recently proved in [56] and reads

$$\forall d \geq 1, \quad \frac{c_{LT}(d)}{c_{TF}(d)} \geq (1.456)^{-\frac{2}{d}}.$$ 

It improves upon the previously best known result where $1.456$ was replaced by $1.814$ and which was proved in $d = 1$ in 1991 by Eden and Foias [49] and in $d \geq 2$ by Dolbeault, Laptev and Loss [45] in 2008. We refer to [56, 55, 159, 54] for a recent overview of other important results on the Lieb-Thirring inequality.

By duality, the Lieb-Thirring inequality implies a bound on the sum of the negative eigenvalues of a one-particle Schrödinger operator in an external potential $v$, denoted by functional calculus as $-\text{Tr} \left( -\Delta / 2 + v \right)_-$. Namely, we have by (7)

$$-\text{Tr} \left( -\Delta / 2 + v \right)_- = \inf_{N \geq 0} E^0_N[v]$$

$$= \inf_{\int_{\mathbb{R}^d} v \rho < \infty} \left\{ T_{GC}[\rho] + \int_{\mathbb{R}^d} v(r) \rho(r) \, dr \right\}$$

$$\geq \inf_{\int_{\mathbb{R}^d} v \rho < \infty} \left\{ q \frac{c_{LT}(d)}{d} \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr + \int_{\mathbb{R}^d} v(r) \rho(r) \, dr \right\}$$

$$= - \frac{2d^2 q}{(d + 2)^{1+\frac{2}{d}} c_{LT}(d)^{\frac{2}{d}}} \int_{\mathbb{R}^d} v_-(r)^{1+\frac{2}{d}} \, dr$$

(39)

where $E^0_N$ indicates that we take $w \equiv 0$. Since $T_{GC}[\rho] = F^0_{GC}[\rho]$ is the Legendre transform of $E^0_N[v]$, the inequality (39) is actually equivalent to the Lieb-Thirring inequality (35). The original proof of Lieb and Thirring [125, 126] was actually showing (39) and it is only much later that Rumin [153] found a direct proof of (35).

The semi-classical constant (37) naturally occurs for slowly varying densities in the LDA regime, as we will see. Nam proved in [133] that one can replace the Lieb-Thirring (unknown) constant $c_{LT}(d)$ by $c_{TF}(d)$ at the expense of a gradient correction.

**Theorem 13** (Nam’s Lieb-Thirring inequality with gradient correction [133]). Let $q, d \geq 1$. There exists a universal constant $\kappa(d)$ (independent of the number of spin states $q$) such that

$$T_{GC}[\rho] \geq q^{-\frac{2}{d}} c_{TF}(d) (1 - \varepsilon) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr - \frac{\kappa(d)}{\varepsilon^3 + \frac{3}{4}} \int_{\mathbb{R}^d} |\nabla \sqrt{\rho(r)}|^2 \, dr$$

for all $0 < \varepsilon < 1$ and all $d \geq 1$.

This was the first step towards a proof of the validity of the LDA for the kinetic energy, to which we will come back soon.

Li and Yau proved in [111] a lower bound involving the optimal Thomas-Fermi constant in a bounded domain $\Omega \subset \mathbb{R}^d$:

$$T_{GC}[\rho] \geq c_{TF}(d) |\Omega|^{-\frac{2}{d}} \left( \int_{\Omega} \rho(r) \, dr \right)^{\frac{2}{d}}$$

for all $\sqrt{\rho} \in H^1_0(\Omega)$

(41)
(see also [118, Thm. 12.3] and [75, Lem. 9]). The bound is particularly useful for densities $\rho$ which are (almost) constant over a domain $\Omega$. For instance for $\rho(\mathbf{r}) = \rho_0 1_{\Omega} * \chi(\mathbf{r})$ with supp$(\chi) \subset B_1$ we find the exact lower bound

$$T_{\text{GC}}[\rho_0 1_{\Omega} * \chi(\mathbf{r})] \geq c_{\text{TF}}(d)(\rho_0)^{\frac{3}{d}} |\Omega|^{\frac{1}{d}} \Omega + B|^{\frac{1}{d}} = c_{\text{TF}}(d)(\rho_0)^{\frac{3}{d}} \left(|\Omega| - C |\Omega|^{\frac{2}{d}}\right)$$

whereas [10] yields a worse error term.

4.3. Upper bounds. For upper bounds one should ideally consider the larger functional $T_S[\rho]$. In dimension $d = 1$, March and Young [129, Eq. (9)] gave the proof of an estimate similar to [10] without the parameter $\varepsilon$ in front of the gradient correction

$$T_S[\rho] \leq q^{-2} \pi^2 \frac{2}{N} \int_{\mathbb{R}} \rho(x)^3 \, dx + \frac{1}{2} \int_{\mathbb{R}} \left| (\sqrt{\rho})' (x) \right|^2 \, dx$$

(42)

where $\pi^2/6 = c_{\text{TF}}(1)$. In the same paper they also state a result in 3D (for a constant $c > c_{\text{TF}}(3)$) but the proof has a mistake [116, Sec. 5.B]. The bound [122] is proved by using as trial state the orbitals

$$\varphi_n(x) = \sqrt{\frac{\rho(x)}{N}} \exp \left( \frac{2i\pi n}{N} \int_{-\infty}^{x} \rho(t) \, dt \right)$$

(43)

(we take $q = 1$ for simplicity), where $n \in \mathbb{Z}$ and the phases are seen to make the $\varphi_n$ orthonormal. Computing the kinetic energy of this trial state, one obtains

$$T_S[\rho] \leq 2 \pi^2 \sum_{n=1}^{N^2} \int_{\mathbb{R}} \rho(x)^3 \, dx + \frac{1}{2} \int_{\mathbb{R}} \left| (\sqrt{\rho})' (x) \right|^2 \, dx.$$ 

Taking all the integers $n$ less than or equal to $N/2$ in absolute value and using the precise behavior of the series gives the result for $q = 1$.

The method can be generalized to higher dimensions using a similar method, but the estimate has a bad behavior in $N$. The orbitals

$$\varphi_n(x) = \sqrt{\frac{\rho(\mathbf{r})}{N}} e^{i \theta_n(\mathbf{r})} \delta_0(\sigma)$$

(44)

were considered in [79, 116] and these are the phases which we already mentioned in [5]. Using this trial state one obtains [116] for $q = 1$

$$T_S[\rho] \leq \left( \frac{2 \pi^2}{3} N^2 + C N \right) \int_{\mathbb{R}^d} |\nabla \sqrt{\rho(\mathbf{r})}|^2 \, d\mathbf{r}.$$ 

(45)

An upper bound on $T_S[\rho]$ involving only $\int_{\mathbb{R}^d} |\nabla \sqrt{\rho}|^2$ has to have a constant diverging at least as fast as $N^{2/d}$, due to the Lieb-Thirring inequality. In [170, 177, 11] the optimal upper bound of this form was shown:

$$T_S[\rho] \leq C N^{\frac{3}{2}} \int_{\mathbb{R}^d} |\nabla \sqrt{\rho(\mathbf{r})}|^2 \, d\mathbf{r}.$$ 

(46)

The idea of the proof is to apply a deformation of the space in order to map $\rho$ onto the constant density in a box, which is then represented by a usual Slater determinant made of plane waves. One would expect an upper bound on $T_S[\rho]$ involving both $\int_{\mathbb{R}^d} \rho^{1+2/d}$ and $\int_{\mathbb{R}^d} |\nabla \sqrt{\rho}|^2$, with coefficients
independent of $N$ as in (42) but this seems unknown at present. The periodic case was studied in [12].

Recently, an upper bound similar to (40) was proved in [108] for the grand-canonical functional $T_{GC}[\rho]$.

**Theorem 14** (Upper bound on $T_{GC}[\rho]$ [108]). Let $d, q \geq 1$. There exists a constant $\kappa'(d)$ such that

$$T_{GC}[\rho] \leq q^{-\frac{d}{2}}c_{TF}(d) \left(1 + \varepsilon\right) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{d}{2}} \, dr + \kappa'(d) \frac{1 + \varepsilon}{\varepsilon} \int_{\mathbb{R}^d} \left| \nabla \sqrt{\rho(r)} \right|^2 \, dr$$

for all $\varepsilon > 0$ and all $\rho \geq 0$ with $\sqrt{\rho} \in H^1(\mathbb{R}^d)$.

The main difficulty in the proof of (47) is the constraint that the one-particle density matrix must have the exact density $\rho$. One can provide rather good upper bounds if we allow to vary the density a bit. For instance, by using coherent states [114] the density $\rho$ is replaced by $\rho \ast |f|^2$ where $f$ is the profile used to build the coherent states (typically a Gaussian).

The proof of (47) instead relies on the following trial one-particle density matrix

$$\gamma = \int_0^\infty \sqrt{\eta \left( \frac{t}{\rho(r)} \right)} \, dt \left( -\Delta \leq 2 \frac{d}{d} + \frac{d}{d} c_{TF}(d) q^{-\frac{d}{2}} t^2 \right) \sqrt{\eta \left( \frac{t}{\rho(r)} \right)} \, dt.$$

Here the two functions $\sqrt{\eta(t/\rho(r))}$ are interpreted as multiplication operators, whereas the operator in the middle is the Fourier multiplier $P_t$ introduced before in (36). The non-negative function $\eta$ is chosen such that

$$\int_0^\infty \eta(t) \, dt = 1, \quad \int_0^\infty \eta(t) \frac{dt}{t} \leq 1.$$ 

The main idea is to represent the density $\rho$ by using the smooth “layer cake principle” [118, Thm. 1.13]

$$\rho(r) = \int_0^\infty \eta \left( \frac{t}{\rho(r)} \right) \, dt$$

where we think of $\eta$ as very concentrated around 1, and to then take the free Fermi gas $P_t$ as in [36] on the support of $\eta(t/\rho)$ where $\rho$ is very close to $t$.

The measure $dt/t$ in (48) ensures that $\rho\gamma = \rho$ exactly. On the other hand the condition $\int_0^\infty \eta(t) \, dt/t \leq 1$ ensures that $0 \leq \gamma \leq 1$ and means that $\eta$ must put slightly more weight on the right of 1 than on the left. Computing the kinetic energy of the trial state (48) and optimizing over $\eta$, one obtains (47).

We have explained the construction of the trial state (48) to emphasize how much easier it is to work in the grand-canonical setting. It is an important open problem to obtain a bound similar to (47) on $T_S[\rho]$ or $T[\rho]$. For $T_S[\rho]$ this amounts to understanding how to build $N$ orthogonal orbitals with the prescribed density, and to obtain the lowest possible energy. This problem is somewhat related to the smooth Hobby-Rice problem. There one considers $N$ arbitrary $L^2$–normalized functions $\varphi_1, \ldots, \varphi_N \in H^1(\mathbb{R}^d, \mathbb{C})$ and looks for the minimal kinetic energy cost to orthonormalize them using only phases: $\varphi_j' = \varphi_j e^{i\theta_j}$. It was proved in [97, 155, 61] that such phases $\theta_j$ always exist, but known bounds involve $\|\nabla \theta_j\|_{L^1}$, which are not enough.
to deduce anything on the $H^1$ norm of the orbitals $\varphi_j'$. In view of (45), one would suspect that

$$\min_{|\varphi_j'|=|\varphi_j|} \sum_{j=1}^N \int_{\mathbb{R}^d \times \mathbb{Z}_q} |\nabla \varphi_j'(x)|^2 \, dx \leq C(N,d) \sum_{j=1}^N \int_{\mathbb{R}^d \times \mathbb{Z}_q} |\nabla \varphi_j(x)|^2 \, dx$$

but this seems unknown at present. In (43) the reference orbitals are all equal to $\sqrt{\rho/N}$ but this is probably not the optimal choice for $T_S[\rho]$ in dimension $d \geq 2$.

4.4. **Local Density Approximation for the kinetic energy.** From the lower bound (40) and the upper bound (47) we obtain the following result which is similar to Theorem 8 but involves only quantities that all scale the same, namely like inverse-length squared.

**Theorem 15** (Local Density Approximation of the kinetic energy [133, 108]). Let $d, q \geq 1$. There exists a universal constant $C(d)$ such that

$$\left| T_{GC}[\rho] - q^{-\frac{2}{d}} c_{TF}(d) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr \right|$$

$$\leq \varepsilon q^{-\frac{2}{d}} \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr + C(d) \left( 1 + \varepsilon^{-3-\frac{2}{d}} \right) \int_{\mathbb{R}^d} |\nabla \sqrt{\rho}(r)|^2 \, dr \quad (50)$$

for all $\rho \geq 0$ with $\sqrt{\rho} \in H^1(\mathbb{R}^d)$ and all $\varepsilon > 0$.

In the regime where

$$\int_{\mathbb{R}^d} |\nabla \sqrt{\rho}(r)|^2 \, dr \ll \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr$$

the optimization over $\varepsilon$ gives a right side which is negligible compared to the left side. In this regime we can approximate the kinetic energy functional in the manner

$$T_{GC}[\rho] \approx q^{-\frac{2}{d}} c_{TF}(d) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr. \quad (51)$$

The right side is called the Thomas-Fermi kinetic energy and it is the simplest approximation to $T_{GC}[\rho]$. If we fix a density $\rho$ with $\int_{\mathbb{R}^d} \rho = 1$ and take $\rho_N(r) = \rho(r N^{-1/d})$, then we find from (50) that

$$T_{GC}[\rho(\cdot N^{-1/d})] = N q^{-\frac{2}{d}} c_{TF}(d) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} \, dr + O \left( N^{\frac{2d+1}{2d+2}} \right).$$

From semi-classical analysis it is expected that for a sufficiently regular $\rho$ the next term should be equal to

$$\frac{d-2}{6d} N^{1-\frac{2}{d}} \int_{\mathbb{R}^d} |\nabla \sqrt{\rho}(r)|^2 \, dr. \quad (52)$$

which is called the von Weizsäcker correction, see [136, Sec. 6.7] and [128, p. 89–90]. This is in reference to the historical work [171] for atoms in dimension $d = 3$ where however von Weizsäcker chose the coefficient $1/2$ instead of $1/18$. The value of the prefactor in (52) was predicted in [90].

---

1In order to recover Scott’s correction in atoms, the coefficient must actually be taken equal to $0.083$ [114].
That the coefficient is negative in dimension $d = 1$ is related to the non-optimality of the Thomas-Fermi constant in the Lieb-Thirring inequality [85] and is well known in one-dimensional semi-classical analysis [21].

Even without having a clean upper bound like (47), it is reasonable to believe that

$$\lim_{N \to \infty} \frac{\mathcal{T}[\rho(<N^{1/d})]}{N} = \lim_{N \to \infty} \frac{T_S[\rho(<N^{1/d})]}{N} = q^{-2} c_{\text{TF}}(d) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{2}{d}} d\mathbf{r}$$

but this does not seem to be known at present. If the fixed density $\rho$ is replaced by a well chosen locally constant density $\rho_N$ converging to $\rho$, then this was proved in [71, Thm. 4].

4.5. Derivation from Levy-Lieb at large densities. In this section we show that our kinetic energy functionals can be obtained from the corresponding Levy-Lieb functionals in a proper limit of large densities. For completeness, we consider a rather arbitrary interaction potential $w$ in any dimension.

**Theorem 16** (Convergence at high density). Let $w \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)$ with $p$ as in (1) and $\rho \geq 0$ such that $\sqrt{\rho} \in H^1(\mathbb{R}^d)$. If $\int_{\mathbb{R}^d} \rho \in \mathbb{N}$ we have

$$\lim_{\lambda \to \infty} \frac{F_{\text{LL}}[\lambda^d \rho(\cdot \cdot)]}{\lambda^2} = \mathcal{T}[\rho], \quad \lim_{\lambda \to \infty} \frac{F_{\text{L}}[\lambda^d \rho(\cdot \cdot)]}{\lambda^2} = T_{\text{GC}}[\rho].$$

If $\int_{\mathbb{R}^d} \rho \in \mathbb{R}_+$ and the additional classical stability assumption (14) holds, we have

$$\lim_{\lambda \to \infty} \frac{F_{\text{GC}}[\lambda^d \rho(\cdot \cdot)]}{\lambda^2} = T_{\text{GC}}[\rho].$$

One can also prove the convergence of optimal states or even write the theorem in the form of Gamma convergence. In a similar manner, $T_S[\rho]$ arises from the Hartree-Fock-type Levy-Lieb functional where one only minimizes over Slater determinants.

Since we have not found the proof in the literature, we provide it here for completeness.

**Proof.** We start with $F_{\text{LL}}$. By scaling we see that

$$\frac{F_{\text{LL}}^w[\lambda^d \rho(\cdot \cdot)]}{\lambda^2} = \frac{F_{\text{LL}}^w[\rho]}{\lambda^2}$$

with the new interaction potential $w_\lambda(r) = \lambda^{-2} w(r/\lambda)$. Our assumptions on $w$ imply that $w$ is infinitesimally $(-\Delta)$-form bounded, that is, $|w| \leq \varepsilon (-\Delta) + C_\varepsilon$ for all $\varepsilon > 0$. After scaling this implies

$$|w_\lambda| \leq \varepsilon (-\Delta) + \frac{C_\varepsilon}{\lambda^2}.$$

For the two-particle operator this gives

$$\sum_{1 \leq j < k \leq N} |w_\lambda(r_j - r_k)| = \frac{1}{2} \sum_{j=1}^N \sum_{k \neq j}^N |w_\lambda(r_j - r_k)| \leq \frac{N - 1}{2} \sum_{j=1}^N \left(-\varepsilon \Delta_j + \frac{C_\varepsilon}{\lambda^2}\right)$$
and we thus obtain
\[
\frac{1 - \varepsilon(N - 1)}{2} \sum_{j=1}^{N} (-\Delta)_j - \frac{N(N - 1)C_\varepsilon}{2\lambda^2} \leq H_{N}^{0,w_\lambda} \leq \frac{1 + \varepsilon(N - 1)}{2} \sum_{j=1}^{N} (-\Delta)_j + \frac{N(N - 1)C_\varepsilon}{2\lambda^2}.
\]
(55)

This yields the bound
\[
(1 - \varepsilon(N - 1))T[\rho] - \frac{N(N - 1)C_\varepsilon}{2\lambda^2} \leq \frac{F_{\lambda}^{w}[\lambda^d\rho(\lambda\cdot)]}{\lambda^2} \leq (1 + \varepsilon(N - 1))T[\rho] + \frac{N(N - 1)C_\varepsilon}{2\lambda^2}.
\]

The limit (53) follows after taking first \(\lambda \to \infty\) and then \(\varepsilon \to 0\). For an explicit potential such as Coulomb we know how \(C_\varepsilon\) depends on \(\varepsilon\) and one can then give a quantitative bound.

For \(F_L\) the argument is exactly the same, with the same bound and \(T[\rho]\) replaced by \(T_{GC}[\rho]\). For \(F_{GC}\) the above argument does not work due to the bad behavior in \(N\). Instead, we rescale the stability assumption (14) on \(w\) and obtain
\[
H_{n}^{0,w_\lambda} \geq \sum_{j=1}^{n} (-\Delta)_j - \frac{C}{\lambda^2} n
\]
which provides the lower bound
\[
\frac{F_{\lambda}^{w}[\lambda^d\rho(\lambda\cdot)]}{\lambda^2} \geq T_{GC}[\rho] - \frac{C}{\lambda^2} \int_{\mathbb{R}^d} \rho(r) \, dr.
\]

For the upper bound we consider a fixed grand-canonical state \(\Gamma = (\Gamma_n)_{n \geq 0}\) such that
\[
\sum_{n \geq 1} \text{Tr} (H_{n}^{0,0} \Gamma_n) \leq T_{GC}[\rho] + \eta
\]
for some small \(\eta > 0\). From the proof in Appendix [B] we can assume that \(\Gamma\) has compact support: \(\Gamma_n \equiv 0\) for \(n \geq K\). Using the previous bound (53) in the canonical case, we obtain the bound
\[
\frac{F_{\lambda}^{w}[\lambda^d\rho(\lambda\cdot)]}{\lambda^2} \leq (1 + \varepsilon(K - 1))(T_{GC}[\rho] + \eta) + \frac{K(K - 1)C_\varepsilon}{2\lambda^2}.
\]

The limit now follows after taking \(\lambda \to \infty\), \(\varepsilon \to 0\) and finally \(\eta \to 0\). \(\square\)

**Remark 17 (Adiabatic connection).** For homogeneous potentials such as Coulomb, scaling \(\rho\) is the same as changing the strength of the interaction. This is the spirit of the adiabatic connection formula, which is often used in quantum chemistry to interpolate between the non-interacting and interacting problems \([50]\). Let us for instance discuss \(F_{L}^{w}[\rho]\) and the corresponding kinetic energy \(T_{GC}[\rho] = F_{L}^{0}[\rho]\). We introduce a coupling constant \(t\) in front of \(w\) and look at the function \(t \mapsto F_{L}^{tw}[\rho]\). It is concave on \([0,1]\) (and increasing if \(w \geq 0\)). It has left and right derivatives everywhere, which are given by the minimal and maximal values of the interaction energy among all the possible minimizers \(\Gamma_t\) of \(F_{L}^{tw}[\rho]\), by the Feynman-Hellmann theorem.
These two derivatives are equal, except possibly on a countable subset of $[0,1]$. We can express

$$F_L^w[\rho] - T_{GC}[\rho] = \int_0^1 \frac{\partial}{\partial t} F_L^{tw}[\rho] \, dt = \int_0^1 \text{Tr} \left( \sum_{1 \leq j < k \leq N} w(r_j - r_k) \right) \Gamma_t \, dt$$

where $\Gamma_t$ is any minimizer for $F_L^{tw}[\rho]$. This is a formula for the direct plus exchange-correlation energy in Kohn-Sham theory with fractional occupations. It is sometimes useful to consider a general path $t \in [0,1] \mapsto w_t$ in place of the simple linear switching, see [174] and [80, Sec. 2.4].

5. The classical interaction energy and Lieb-Oxford inequalities

In this section we study the Levy-Lieb functional with the kinetic energy dropped, which then becomes a purely classical problem.

5.1. A multi-marginal optimal transport problem. In the classical problem there is no difference between fermions and bosons. In the canonical setting, the main variable is a symmetric probability density $P(r_1, \ldots, r_N)$ over $(\mathbb{R}^d)^N$ which in the quantum case corresponds to

$$P(r_1, \ldots, r_N) = \sum_{\sigma_1, \ldots, \sigma_N \in \mathbb{Z}_q} |\Psi(r_1, \sigma_1, \ldots, r_N, \sigma_N)|^2$$

for pure states and to an average of such quantities for mixed states. The sum over the spin variables occurs since the interaction potential has been assumed to be spin-independent. In general, $P$ will not be absolutely continuous with respect to the Lebesgue measure, however. The problem is therefore better stated in the form

$$F_{\text{SCE}}[\rho] = \inf_{P : \rho P = \rho} \int_{(\mathbb{R}^d)^N} \sum_{1 \leq j < k \leq N} w(r_j - r_k) \, dP(r_1, \ldots, r_N)$$

with the density

$$\rho_P(r) = N \int_{(\mathbb{R}^d)^{N-1}} dP(r, r_2, \ldots, r_N).$$

The acronym SCE means Strictly Correlated Electrons [160] [164] [163] [69] [162] [151] since, as we will explain, the minimizing solution $P$ is typically supported on a set of small dimension where the positions of the particles are highly dependent of each other. In general $\rho$ can be a singular measure. In the worst case $\rho$ is the sum of $N$ Dirac deltas, in which case $P$ has to be the symmetrized tensor product of these $N$ deltas so that the locations of the particles are then completely fixed. For simplicity we will always assume that $\rho \in L^1(\mathbb{R}^d)$. Nevertheless, the minimizing $P$ need not be a function.

There is a grand-canonical version of $F_{\text{SCE}}$ which is stated in the form

$$F_{\text{GSCE}}[\rho] = \inf_{P = \left( P_n \right)_{n \geq 0}} \sum_{n \geq 2} \int_{(\mathbb{R}^d)^n} \sum_{1 \leq j < k \leq n} w(r_j - r_k) \, dP_n(r_1, \ldots, r_n).$$

(57)
This was introduced in [106] and further studied in [108, 107, 42]. For the problem to be well posed for all densities, it is needed that \( w \) satisfies the stability condition \( 14 \).

The two classical problems \( 56 \) and \( 57 \) belong to the class of multi-marginal optimal transport problems \( 33, 35, 137, 41, 162 \). We only mention here a few striking results. The existence of a minimizing \( P \) for \( 56 \) follows by compactness arguments similar to Theorem 2, for a large class of interaction potentials including the Coulomb potential. The argument is the same in the grand-canonical case \( 57 \). It was proved in \( 30 \) that the infimum can be restricted to Monge states which are the most correlated \( N \)-particle probability densities with one-particle density \( \rho \) and take the form

\[
P(r_1, \ldots, r_N) = \text{Sym} \int_{\mathbb{R}^d} \delta_y(r_1) \delta_{T_2}(r_2) \cdots \delta_{T_{N-1}}(r_N) \frac{\rho(y)}{N} \, dy,
\]

where \( T : \mathbb{R}^d \to \mathbb{R}^d \) is a transport map such that \( T \# \rho = \rho \) and \( T^N = \text{Id} \) and \( \text{Sym} \) denotes symmetrization. The formula means that the position \( y = r_1 \) of the first particle completely determines the positions \( r_2 = T_1 \ldots, r_N = T_{N-1} r_1 \) of the other \( N - 1 \) particles through the transport map \( T \) (and the picture is symmetrized with respect to the indices of the particles at the end). When moving the first particle (at the appropriate speed such as to build the desired density \( \rho \) the other particles follow in a ‘strictly correlated’ way.

Even if the infimum in \( 56 \) is the same when restricted to Monge states, there might exist no Monge minimizer \( 41, 162 \). Only when \( N = 2 \), or in one dimension for all \( N \geq 2 \) \( 29 \) one can be sure that Monge minimizers exist. In fact, in dimension \( d = 1 \) and for a positive interaction \( w \geq 0 \), the problem admits a minimizer \( P \) which does not depend on \( w \) at all! It is the Monge state with increasing transport map \( T \# (\rho 1_{(r_{k-1}, r_k)}) = \rho 1_{(r_k, r_{k+1})} \)

where \( r_0 = -\infty < r_1 < r_2 < \cdots < r_{N-1} < r_N = +\infty \) are chosen such that \( \int_{r_k}^{r_{k+1}} \rho(r) \, dr = 1 \). \( 29 \). The corresponding \( N \)-particle probability can also be expressed in the manner

\[
P(r_1, \ldots, r_N) = \text{Sym} \int_{0}^{1} \delta_{r_1(s)} \otimes \cdots \otimes \delta_{r_N(s)} \, ds
\]

where \( r_k(s) : [0, 1] \to [r_{k-1}, r_k] \) is the inverse of the increasing function \( r \mapsto s_k(r) = \int_{r_{k-1}}^{r} \rho(t) \, dt \). This is displayed in Figure \( 2 \). For instance, for the uniform density \( \rho(r) = 1 (0 \leq r \leq N) \) we have simply \( T(y) = y \). The \( N \) points are placed on the lattice, \( (y + \mathbb{Z}) \cap [0, N) \) and their position is averaged over \( s \in [0, 1] \):

\[
P(r_1, \ldots, r_N) = \text{Sym} \int_{0}^{1} \delta_s(r_1) \delta_{1+s}(r_2) \cdots \delta_{N-1+s}(r_N) \, ds.
\]

This is called a floating Wigner crystal in Physics and Chemistry \( 9, 130, 47, 107 \), since the particles are exactly located on a lattice, whose position is varied. We will come back to this special state later in Section \( 5.4 \).

In \( 22 \) some interesting properties of the exact (Monge or not Monge) minimizer \( P \) of \( 56 \) were established. This includes the fact that the \( N \) particles have a positive distance to each other on the support of \( P \), for
a repulsive interaction such as Coulomb. The dual formulation is similar to (11) and takes the form

$$F_{\text{SCE}}[\rho] = \sup_{v \in C^0(\mathbb{R}^d)} \left\{ -\int_{\mathbb{R}^d} v(r) \rho(r) \, dr \right\}.$$  (61)

One important feature of the SCE problem is that there exists an optimal potential \( v_{\text{SCE}} \) solving the supremum in (61), under rather weak assumptions on the interaction potential \( w \). The optimal \( v_{\text{SCE}} \) is called a Kantorovich potential. This is in stark contrast to the quantum case (11), where unique continuation drastically reduces the set of densities \( \rho \) for which the supremum is attained (see Appendix A below). Under the sole assumption that \( w \) is radial decreasing, diverges at the origin and is \( C^1 \) outside of the origin (like for the Coulomb potential \( w(r) = |r|^{-1} \) in dimension \( d = 3 \)), it was proved in [22] that there exists an optimal Kantorovich potential \( v_{\text{SCE}} \) which is bounded and Lipschitz. An optimal \( N \)-particle probability \( P \) must then be supported on the set

$$\left\{ \sum_{1 \leq j < k \leq N} w(r_j - r_k) + \sum_{j=1}^N v_{\text{SCE}}(r_j) \right\}. \quad$$

In other words, the \( N \) particles should minimize the associated \( N \)-particle classical problem with the external potential \( v_{\text{SCE}} \). All densities \( \rho \in L^1(\mathbb{R}^3) \) are \( v \)-representable in the classical case.

5.2. Convergence of the Levy-Lieb functional at low density. We have seen above in Theorem 16 that the kinetic energy functional becomes dominant at large densities. Similarly, the interaction becomes dominant at low densities, provided that \( w \) has the right scaling at large distances. To simplify our exposition, from now on we restrict our discussion to power-law (Riesz) potentials

$$w(r) = \frac{1}{|r|^s}, \quad 0 < s < \min(2, d).$$
The main result is the following

**Theorem 18** (Convergence at low density). Let \( w(\mathbf{r}) = |\mathbf{r}|^{-s} \) with \( 0 < s < \min(2, d) \). Let \( \rho \geq 0 \) such that \( \sqrt{\rho} \in H^1(\mathbb{R}^d) \). If \( \int_{\mathbb{R}^d} \rho \in \mathbb{N} \) we have

\[
\lim_{\lambda \to 0} \frac{F_{\text{LL}}[\lambda^d \rho(\lambda \cdot)]}{\lambda^{1+s/2}} = \lim_{\lambda \to 0} \frac{F_{\text{LL}}[\lambda^d \rho(\lambda \cdot)]}{\lambda^{1+s/2}} = F_{\text{SCE}}[\rho].
\]

If \( \int_{\mathbb{R}^d} \rho \in \mathbb{R}_+ \) we have

\[
\lim_{\lambda \to 0} \frac{F_{\text{GC}}[\lambda^d \rho(\lambda \cdot)]}{\lambda^{1+s/2}} = F_{\text{GSCE}}[\rho].
\]

Note that the stability condition (13) is always satisfied for the positive potential \( w(\mathbf{r}) = |\mathbf{r}|^{-s} \), hence the grand-canonical energies are well defined.

The proof is much more complicated than Theorem 16, since an optimizer \( \mathbb{P} \) for \( F_{\text{SCE}}[\rho] \) or \( F_{\text{GSCE}}[\rho] \) will never have a finite kinetic energy, even under the assumption that \( \sqrt{\rho} \in H^1(\mathbb{R}^d) \). The limit for \( F_{\text{LL}} \) was shown for \( \int_{\mathbb{R}^d} \rho = 2 \) with spin first by Cotar, Friesecke and Klüppelberg in [33] and later extended to \( \int_{\mathbb{R}^d} \rho = 3 \) by Bindini and de Pascale in [8]. The limit for \( F_{\text{L}}[\rho] \) and all \( \int_{\mathbb{R}^d} \rho \in \mathbb{N} \) was solved in [103] whereas the case of \( F_{\text{LL}} \) was finally treated in [34]. The proof for \( F_{\text{GC}} \) follows along the lines of [103].

To summarize, at large densities the Levy-Lieb functional behaves like the kinetic energy of non-interacting quantum particles, whereas at low density the particles tend to be very correlated and solve the corresponding classical problem.

### 5.3. Lieb-Oxford inequality

We discuss here upper and lower bounds on the interaction energy, with an emphasis on lower bounds (Lieb-Oxford inequality).

The easiest upper bound is obtained by taking the decorrelated trial state \( \mathbb{P} = (\rho/N) \otimes N \), that is, independent particles distributed according to the density \( \rho \). This gives the bound

\[
F_{\text{SCE}}[\rho] \leq \frac{1}{2} \int_{\mathbb{R}^{2d}} w(\mathbf{r} - \mathbf{r}') \rho(\mathbf{r}) \rho(\mathbf{r}') \, d\mathbf{r} \, d\mathbf{r}'.
\]

The right side is, up to the constant \( 1 - 1/N \), the classical energy of the density distribution \( \rho \) and it is a non-local term. The factor \( 1/N \) can be dropped for repulsive potentials.

It is relatively easy to prove a similar lower bound, under the additional assumption that \( w \) is continuous and has a non-negative Fourier transform, \( \hat{w} \geq 0 \). In this case we have

\[
\int_{\mathbb{R}^{2d}} w(\mathbf{r} - \mathbf{r}') \, d\eta(\mathbf{r}) \, d\eta(\mathbf{r}') = (2\pi)^d/2 \int_{\mathbb{R}^d} \hat{w}(k) |\hat{\eta}(k)|^2 \, dk \geq 0
\]

for every signed measure \( \eta \). Taking \( \eta = \sum_{j=1}^N \delta_{\mathbf{r}_j} - f \) and expanding we find the pointwise inequality on \( (\mathbb{R}^d)^N \)

\[
\sum_{1 \leq j < k \leq N} w(\mathbf{r}_j - \mathbf{r}_k) \geq \sum_{j=1}^N w* f(\mathbf{r}_j) - \frac{1}{2} \int_{\mathbb{R}^{2d}} w(\mathbf{r} - \mathbf{r}') f(\mathbf{r}) f(\mathbf{r}') \, d\mathbf{r} \, d\mathbf{r}' - \frac{w(0)N}{2}.
\]
This is valid for all $f$ and the last error term comes from the case $j = k$. Integrating against any state $\mathcal{F}$ with density $\rho$ and taking $f = \rho$, we obtain the following lower bound:

$$F_{\text{SCE}}[\rho] \geq \frac{1}{2} \int_{\mathbb{R}^{2d}} w(r-r') \rho(r) \rho(r') \, dr \, dr' - \frac{w(0)}{2} \int_{\mathbb{R}^d} \rho(r) \, dr,$$

when $\hat{w} \geq 0$. (65)

For a long-range potential the first term grows faster than $N$ for most densities, hence the last error term is often much lower than the classical energy. For Coulomb or other power-law potentials, the previous argument does not work since $w(0) = +\infty$. One solution is to regularize the potential at the origin but this also modifies the classical interaction energy. One can estimate the error under appropriate regularity assumptions on $\rho$. But Lieb [113] and then Lieb-Oxford [120] have proved a universal bound which has the right scaling behavior and does not require to smear out the potential. We state it for power-law potentials but the inequality is slightly more general.

Theorem 19 (Lieb-Oxford inequality [113, 120, 121, 4, 72, 124, 127]). Assume that $w(r) = |r|^{-s}$ with $0 < s < d$ in dimension $d \geq 1$. Then there exists a universal constant $c_{\text{LO}}(s, d) > 0$ such that

$$F_{\text{GSCE}}[\rho] \geq \frac{1}{2} \int_{\mathbb{R}^{2d}} \frac{\rho(r) \rho(r')}{|r-r'|^s} \, dr \, dr' - c_{\text{LO}}(s, d) \int_{\mathbb{R}^d} \rho(r)^{1+\frac{d}{s}} \, dr,$$

for every $\rho \in (L^1 \cap L^{1+\frac{d}{s}})(\mathbb{R}^d, \mathbb{R}_+).$ (66)

From now on we always call $c_{\text{LO}}(s, d)$ the smallest constant for which the inequality (66) is valid for all $\rho$. Note that $c_{\text{LO}}(s, d)$ works for every particle number $\int_{\mathbb{R}^d} \rho$. If one adds the constraint that $\int_{\mathbb{R}^d} \rho = \lambda$ then the optimal constant depends on $\lambda$ but it is non-decreasing and has the limit $c_{\text{LO}}(s, d)$ when $\lambda \to \infty$.

Although only the case $s = 1$ and $d = 3$ was considered in the original papers [113, 120], the proof for $s = 1$ and $d = 2$ given in [4, 72, 124] extends to any $0 < s < d$ in any dimension, see [127, Lemma 16]. This proof involves the Hardy-Littlewood estimate for the maximal function $M_\rho$ [73],

$$\|M_\rho\|_{L^{1+\frac{d}{s}}(\mathbb{R}^d)} \leq c_{\text{HL}}(s, d) \|\rho\|_{L^{1+\frac{d}{s}}(\mathbb{R}^d)}$$

and, consequently, the best known estimate on $c_{\text{LO}}(s, d)$ involves the unknown constant $c_{\text{HL}}(s, d)$. A Lieb-Oxford bound was shown for $w(r) = -\log |r|$ in two dimensions in [110, Prop. 3.8]. In dimension $d = 1$, optimal Lieb-Oxford bounds are studied in [40].

In the 3D Coulomb case, $d = 3$ and $s = 1$, the best estimate known so far on the optimal Lieb-Oxford constant is

$$1.4442 \leq c_{\text{LO}}(1, 3) \leq 1.5765.$$ (67)

The upper constant was equal to 8.52 in [113], to 1.68 in [120] and later improved to 1.64 in [89]. The better value 1.58 was obtained very recently in [104]. The lower bound has been claimed in [139, 100] and only shown recently in [36, 108]. It will be discussed in the next section. It was conjectured in [100, 133, 148] that the best Lieb-Oxford constant is indeed
about 1.44. It remains an important challenge to find the optimal constant in (68). Several of the most prominent functionals used in Density Functional Theory make use of the value of the Lieb-Oxford constant for calibration [139, 100, 140, 166, 168, 167, 138].

A different Lieb-Oxford inequality was recently proved in the 3D Coulomb case in [109]. It reads

$$\sum_{1 \leq j < k \leq N} \frac{1}{|r_j - r_k|} d\mathbb{P}(r_1, ..., r_N) - \frac{1}{2} \int_{\mathbb{R}^6} \frac{\rho_P(r)\rho_P(r')}{|r - r'|} dr \, dr'$$

\[\geq -1.2490 \int_{\mathbb{R}^3} \rho_P(r) \frac{4}{3} dr, \quad (68)\]

under the additional assumption that \(\mathbb{P}\) has negative correlations, which means

$$N(N-1) \int_{\mathbb{R}^{3N-6}} d\mathbb{P}(r, r', r_3, ..., r_N) \leq \rho_P(r) \rho_P(r'), \quad \text{for a.e. } r, r' \in \mathbb{R}^3. \quad (69)$$

This condition is satisfied when \(\mathbb{P}\) is the square of a Slater determinant [19], in which case the left side of (68) is called the exchange energy and the best constant is believed to be 1.09 [138]. But many other states satisfy the condition (69). In statistical mechanics, this is typical of gas phases [152] at high temperature. Since \(1.25 < 1.44 < c_{LO}(1,3)\), this means that such states cannot provide the optimal Lieb-Oxford constant. In fact, we explain below how to obtain the constant 1.44 from a solid (periodic) phase.

The indirect energy is the equivalent of the exchange-correlation energy defined in the quantum case in Section 2.4

$$E_{\text{ind}}[\rho] = F_{\text{SCE}}[\rho] - \frac{1}{2} \int_{\mathbb{R}^d} w(r - r')\rho(r)\rho(r') \, dr \, dr'.$$

For power-law interactions it is always negative and bounded from below by a constant times \(\int_{\mathbb{R}^d} \rho^{1+s/d}\).

5.4. Constant densities and the classical Uniform Electron Gas.

We discuss here the special case of densities which are constant over a finite set and the limit when this set fills the whole space. This is the classical equivalent of the Uniform Electron Gas discussed in the quantum case in Section 3.1 above. This special case will give us some lower bounds on the Lieb-Oxford constant \(c_{LO}(s, d)\), including the bound 1.44 in dimension \(d = 3\) stated in (67).

The classical equivalent of Theorem 6 was proved in [106].

**Theorem 20** (The classical Uniform Electron Gas energy [106]). Assume that \(w(r) = |r|^{-s}\) with \(0 < s < d\) in dimension \(d \geq 1\). Let \(\rho_0 > 0\). Let \(\Omega\) be a fixed open convex set of unit volume \(|\Omega| = 1\). Then there exists a universal
constant $c_{\text{UEG}}(s, d) > 0$ such that

$$
\lim_{L \to \infty} L^{-d} \left( F_{\text{GSCE}}[\rho_01_{L\Omega}] - \frac{\rho_0^2}{2} \iint_{(L\Omega)^2} \frac{d\mathbf{r} \, d\mathbf{r}'}{|\mathbf{r} - \mathbf{r}'|^s} \right) = 0,
$$

$$
\lim_{L \to \infty} L^{-d} \left( F_{\text{SCE}}[\rho_01_{L\Omega}] - \frac{\rho_0^2}{2} \iint_{(L\Omega)^2} \frac{d\mathbf{r} \, d\mathbf{r}'}{|\mathbf{r} - \mathbf{r}'|^s} \right) = c_{\text{UEG}}(s, d) \rho_0^{1 + \frac{s}{d}}.
$$

(70)

In particular we obtain $c_{\text{LO}}(s, d) \geq -c_{\text{UEG}}(s, d)$.

The constant $c_{\text{UEG}}(1, 3)$ is the one which has appeared before in Theorem 18. At low density, the quantum UEG behaves like a classical gas by an equivalent of Theorem 18 for infinite systems [106].

Note that the classical canonical and grand-canonical functionals are known to give the same thermodynamic limit. In the quantum case this is not yet known. We have stated the theorem for a fixed domain $\Omega$ which is scaled but the same result holds for a general sequence $\Omega_L$ that has a regular boundary in the sense of Fisher [106].

Except in dimensions $d \in \{1, 8, 24\}$ and $\max(0, d - 2) \leq s < d$, some special cases to which we will come back, the constant $c_{\text{UEG}}(s, d)$ is unknown. In order to get upper bounds on $c_{\text{UEG}}(s, d)$, we need to construct trial states. The idea is to use a floating crystal similar to (60), that is, to place the particles on a lattice and then average over translations to obtain a constant density.

Let $\mathcal{L} \subset \mathbb{R}^d$ be a lattice of normalized unit cell $Q$. We then only retain the points of the lattice intersecting the large cube $C_L = (-L/2, L/2)^d$ and average over the translations of this finite lattice over $Q$. This way we obtain a trial state which is constant over the union of the corresponding translates of $Q$. In general this is only an approximation of $C_L$ but since the limit (70) is insensitive to the type of domains, this will not create any difficulty. The trial state is, therefore, given by

$$
P_{\mathcal{L}, L} := \text{Sym} \int_{Q} \bigotimes_{\ell \in \mathcal{L} \cap C_L} \delta_{\ell + y} \, dy.
$$

(71)

Then $P_{\mathcal{L}, L}$ has the constant density

$$
\rho_{P_{\mathcal{L}, L}} = 1_{\Omega_L} \quad \text{over the set} \quad \Omega_L = \bigcup_{\ell \in \mathcal{L} \cap C_L} Q + \ell.
$$

(72)

The state is as displayed in Figure 3. Note that the energy of the probability measure $P_{\mathcal{L}, L}$ is simply the interaction of the lattice points, since the interaction potential is translation-invariant:

$$
\int_{(\mathbb{R}^d)^N} \sum_{1 \leq j < k \leq N} \frac{1}{|\mathbf{r}_j - \mathbf{r}_k|^s} \, dP_{\mathcal{L}, L} = \frac{1}{2} \sum_{\ell, \ell' \in \mathcal{L} \cap C_L} \frac{1}{|\ell - \ell'|^s}.
$$
It is instructive to see first what happens in the short range case \( s > d \). Then the energy per unit volume converges to

\[
\lim_{L \to \infty} \frac{1}{2|\Omega_L|} \sum_{\ell \neq \ell' \in \mathcal{L} \cap C_L} \frac{1}{|\ell - \ell'|^s} = \frac{1}{2} \sum_{\ell \in \mathcal{L} \setminus \{0\}} \frac{1}{|\ell|^s} =: \zeta_{\mathcal{L}}(s), \quad s > d. \tag{73}
\]

The function on the right side is called the Epstein Zeta function \([51, 17, 10]\) and it is the natural generalization to \( \mathbb{R}^d \) of the usual Riemann Zeta function, with which it coincides when \( d = 1 \) (hence \( L = \mathbb{Z} \)). It turns out that the limit in the long range case can be expressed with the (analytic extension) of \( \zeta_{\mathcal{L}} \), for potentials decaying to zero at infinity faster than Coulomb.

Something special is happening at \( s = d - 2 \).

**Theorem 21** (Indirect energy of the floating Wigner crystal \([15, 14, 16, 105, 96, 104]\)). Let \( d - 2 \leq s < d \) in dimension \( d \geq 3 \) and \( 0 < s < d \) in dimensions \( d = 1, 2 \). Let \( \mathcal{L} \subset \mathbb{R}^d \) be a lattice with a normalized unit cell \( Q \) having no dipole and no quadrupole moment:

\[
\hat{Q}_r = 0, \quad \hat{Q}_{ij} = \delta_{ij}, \quad |\hat{Q}_r| = 2d \int_Q |r|^2 \, dr.
\]

Then the indirect energy per unit volume of the floating Wigner crystal \([71]\) converges to

\[
\lim_{L \to \infty} |\Omega_L|^{-1} \left( \frac{1}{2} \sum_{\ell \neq \ell' \in \mathcal{L} \cap C_L} \frac{1}{|\ell - \ell'|^s} - \frac{1}{2} \int_{\Omega_L^2} \frac{dr \, dr'}{|r - r'|^s} \right) = \begin{cases} 
\zeta_{\mathcal{L}}(s) & \text{for } s > d - 2, \\
\zeta_{\mathcal{L}}(d - 2) + \frac{|S^{d-1}|}{2d} \int_C |r|^2 \, dr & \text{for } s = d - 2, 
\end{cases} \tag{74}
\]

where \( \zeta_{\mathcal{L}}(s) \) is the analytic continuation to \( \mathbb{C} \setminus \{d\} \) of the Epstein Zeta function on the right of \( (73) \), initially defined for \( \Re(s) > d \).

A similar result holds for \(-1 \leq s \leq 0\) in \( d = 1 \) and \( s = 0 \) in \( d = 2 \) \([96, 104]\).

The first divergent term in the lattice sum is the classical energy, which behaves like \( N^{2-s/d} \) and depends on the shape of the chosen large domain \( C_L \):

\[
\frac{1}{2} \int_{\Omega_L^2} \frac{dr \, dr'}{|r - r'|^s} \sim_{L \to \infty} L^{2d-s} \int_{(C_L)^2} \frac{dr \, dr'}{|r - r'|^s}. \tag{75}
\]

This is because the lattice sum is a Riemann sum for the corresponding integral at that scale. Replacing \( C_L \) by another set changes this macroscopic term. Note that the analytic extension of \( (75) \) is \( o(L^d) \) for \( s > d \). This term probably exists in the short range case too, but it is lower order and it was not seen in the limit \( (73) \).

The theorem provides the next order term in the long range case \( d - 2 < s < d \). This is an extensive quantity (of the order of the volume) which has a limit independent of the shape \( C_L \). This limit is simply the analytic extension of the short range energy. This is compatible with our picture.
that the classical energy \(\zeta(s)\) is the leading term for \(s < d\) but once it is removed, we are essentially back to \(\zeta\).

At \(s = d - 2\) the picture changes. Another term of the order \(L^2(d-1)-s\), which was lower order for all \(s > d - 2\), becomes relevant for the energy per unit volume at \(s = d - 2\) and dominates for \(s < d - 2\). As we will explain later, this is a kind of surface term.

In dimension \(d = 1\) we know from \([29]\) that the floating crystal is optimal and provides the minimal classical energy at constant density. Therefore we deduce from Theorem 21 that

\[
c_{\text{UEG}}(s, 1) = \zeta(s), \quad \text{for all } 0 < s < 1.
\] (76)

In particular, \(-c_{\text{LO}}(s, 1) \leq \zeta(s)\).

In higher dimensions, the floating crystal is not known to be an exact minimum, and furthermore there are several possible crystals. Therefore we only obtain the upper bound

\[
-c_{\text{LO}}(s, d) \leq c_{\text{UEG}}(s, d) \leq \min_{\mathcal{L}} \zeta_{\mathcal{L}}(s), \quad \text{for max}(0, d - 2) < s < d. \tag{77}
\]

The minimum is over all lattices of normalized unit cell. It is expected that the last inequality should be an equality for some values of the dimension \(d\) including \(d = 1, 2, 3\). So far this is only known in dimensions \(d = 8\) and \(d = 24\) \([25, 145]\). In dimension \(d = 2\) the minimum on the right of \((77)\) is known to be achieved by the triangular lattice \([117, 23, 50, 43, 131]\) whereas in dimension \(d = 3\), numerics indicates that it is achieved by the Body-Centered Cubic lattice (BCC) for \(0 < s \leq 3/2\) and the Face-Centered Cubic lattice (FCC) for \(3/2 < s < 3\) \([68, 157, 17, 10]\).

The surprising jump of the energy per unit volume in the Coulomb case \(s = d - 2\) was first discovered in 1979 by Hall \([76]\) based on an unpublished remark by Plaskett in 1959. The conundrum raised by Hall was discussed in several papers in the 80s, see for instance \([39, 86, 78, 77, 1, 134]\). It was rediscovered in 1988 by Borwein et al \([15]\) and was recently revived and reformulated in \([105, \text{App. B}]\). It has indeed always been assumed in the Physics and Chemistry literature that the floating crystal is a good trial state for the UEG, and that \(c_{\text{UEG}}(1, 3)\) should even be equal to the BCC lattice energy, whose value is \(\zeta_{\text{BCC}}(1) \simeq -1.4442\) (see \([26]\) and \([88, \text{p. 43}]\)). This value is used in most DFT functionals based on the Uniform Electron Gas. But the Coulomb potential is exactly the one for which the floating crystal behaves badly, by Theorem 21.

Note that the jump exists and is unavoidable in 1D, where the floating crystal is known to be optimal, but it happens at the negative value \(s = -1\). Indeed, for \(w(r) = -|r|\) we have the expansion similar to Theorem 21

\[
F_{\text{SCE}}[\rho_0 \mathbb{I}_{[0,L]}] = -\frac{L^3(\rho_0)}{2} \int_0^1 \int_0^1 |x - y| \, dx \, dy + \frac{L(\rho_0)}{6} + O(1) \tag{78}
\]

with \(1/6 > -\zeta(-1) = 1/12\).

In order to better understand what is going on, it is useful to reinterpret the result in terms of the Jellium model \([119, 104]\). In this model there is no constraint on the electronic density but the particles interact with a compensating uniform background of opposite charge. At density one, the
corresponding energy is defined by

$$E_{Jel}(\Omega, r_1, \ldots, r_N) = \sum_{1 \leq j < k \leq N} \frac{1}{|r_j - r_k|^s} - \sum_{j=1}^{N} \int_{\Omega} \frac{dr'}{|r_j - r'|^s} + \frac{1}{2} \int_{\Omega \times \Omega} \frac{dr \, dr'}{|r - r'|^s}$$

where $\Omega$ is any measurable set of volume $|\Omega| = N$, representing the uniform background. A short calculation shows that the indirect energy of the floating crystal can be written in the form

$$\frac{1}{2} \sum_{\ell \neq \ell'} \frac{1}{|\ell - \ell'|^s} - \frac{1}{2} \int_{(\Omega_L)^2} \frac{dr \, dr'}{|r - r'|^s} = \int_{\Omega} E_{Jel}(\Omega_L, (\mathcal{L} \cap C_L) + y) \, dy. \quad (79)$$

In other words it is the average of Jellium energies where the lattice points are moved over the fixed background $\Omega_L$. In this interpretation it becomes clear why the averaging over $y$ induces the shift in (74): moving the particles away from the center of the unit cells is not at all energetically favorable. When the particles are moved in one direction this creates a large excess of negative charges on one side and a corresponding excess of background charge on the opposite side (Figure 3). These two opposite boundary charges have an interaction energy proportional to $(L^{d-1})^2/L^s = L^{2(d-1)-s}$ which is exactly of the order of the volume in the Coulomb case $s = d - 2$ and grows faster for $s < d - 2$. On the other hand, when the particles are placed exactly at the center of the unit cells, one recovers the analytic extension of the short range energy for all $s > d - 4$.

**Theorem 22** (Jellium energy of the clamped Wigner crystal \[119, 15, 14, 16, 105, 10, 96, 104\]). Assume that $d \geq 1$. Let $\mathcal{L} \subset \mathbb{R}^d$ be a lattice satisfying the same assumptions as in Theorem 21. Then the Jellium energy per unit volume of the Wigner crystal clamped at the center of the unit cells, converges to

$$\lim_{L \to \infty} \frac{E_{Jel}(\Omega_L, \mathcal{L} \cap C_L)}{|\Omega_L|} = \zeta_L(s) \quad (80)$$

for all $\max(0, d - 4) < s < d$.

The floating crystal is really not a good trial state for the UEG. The conundrum raised in Theorem 21 was recently resolved in $[36, 107]$. Cotar and Petrache managed to prove in $[36]$ that the (unknown) UEG energy $c_{UEG}(s, d)$ is always continuous for $0 < s < d$ and that it is equal to the (also unknown) Jellium energy for $d - 2 \leq s < d$. The proof of continuity in $s$ is very delicate and requires the use of advanced analytical techniques due to Fefferman and collaborators $[52, 85, 74]$. A short time later, the same result was obtained in $[107]$ with a different and much simpler argument. Here we only explain this argument for the special case of the floating crystal, that is, we show how to modify the trial state (71) in order to cancel the shift appearing in (74).

The main idea of $[107]$ is to immerse the crystal in a thin layer of fluid. In other words, the floating crystal is melted close to the boundary in order to reduce the large charge fluctuations. The fluid gets displaced with the crystal when the latter is averaged over translations. Think of a block of
Figure 3. A two-dimensional picture of the Jellium model. The dots represent the point particles, which are placed on a finite subset of a lattice $\mathcal{L}$. The colored set is the union of the corresponding unit cells and it represents a uniform background charge distribution of opposite charge. The indirect energy of the floating crystal is obtained after integrating the position of the lattice over the unit cell $Q$ as in (79). When the lattice is not centered, this results in an excess of point charges on one side and an excess of background charge on the other side, indicated by the two rectangles. These large boundary charge fluctuations are responsible for the shift in Theorem 21 at $s = d - 2$.

ice filling completely a container. In order to move the ice it is necessary to melt it close to the container walls.

To describe this procedure, let us denote by $C'_L$ a slightly larger cubic container such that $\Omega_L + Q \subset C'_L$, where we recall that $\Omega_L$ is the union of the unit cells $Q + \ell$ with $\ell \in \mathcal{L} \cap C_L$. We can take $C'_L = C_L + \lambda$ where $\lambda$ is any fixed distance larger than the diameter of $Q$. We assume that the volume of the fluid $|C'_L \setminus \Omega_L| = M$ is an integer. It satisfies $M \leq C L^{d-1} \ll L^d$. The new trial state has the $N = |\Omega_L|$ particles on the floating crystal, translated by $y \in Q$ as before in (71), together with $M$ other particles forming an uncorrelated fluid in $C'_L \setminus (\Omega_L + y)$, the set remaining after we have subtracted the union of all the cells centered at the particle positions (Figure 4):

$$\tilde{P}_{\mathcal{L},L} = \text{Sym} \int_{Q_\ell \in \mathcal{L} \cap C_L} \delta_{\ell+y} \otimes \left( \frac{1_{C'_L \setminus (\Omega_L + y)}}{M} \right)^{\otimes M} \, dy.$$

(81)

Note that the state of the fluid is correlated with the position $y$ of the crystal.
Figure 4. A two-dimensional picture of the modified floating crystal \( [S1] \) from \([107]\). The dots represent the point particles which are at the centers of hexagons of volume one. As the whole crystal block is translated by \( y \), the incompressible fluid gets displaced to fill the remaining space \( C'_L \setminus (\Omega_L + y) \).

The resulting density is only constant well inside the container.

**Theorem 23** (Indirect energy of the modified floating crystal \([107]\)). Let \( \max(0, d - 4) < s < d \) in dimension \( d \geq 1 \) and \( \mathcal{L} \subset \mathbb{R}^d \) a lattice satisfying the same assumptions as in Theorem \([21]\). Then the indirect energy per unit volume of the modified floating Wigner crystal \([81]\) converges to

\[
\lim_{L \to \infty} |C'_L|^{-1} \left( \int_{(\mathbb{R}^d)^N} \sum_{1 \leq j < k \leq N} \frac{1}{|r_j - r_k|^s} \, d\tilde{P}_{\mathcal{L}, L} \right. \\
- \frac{1}{2} \int_{\mathbb{R}^{2d}} \frac{\rho_{\mathcal{L}, L}^\ast(r) \rho_{\mathcal{L}, L}^\ast(r')}{|r - r'|^s} \, dr \, dr' \right) = \zeta_{\mathcal{L}}(s), \tag{82}
\]

In particular we obtain

\[
-c_{LO}(s, d) \leq c_{UEG}(s, d) \leq \zeta_{\mathcal{L}}(s), \quad \text{for all } \max(0, d - 4) < s < d.
\]

For the BCC lattice in dimension \( d = 3 \), one finds the claimed lower bound

\[
c_{LO}(1, 3) \geq -\zeta_{BCC}(1) \approx 1.4442.
\]

It is reasonable to conjecture that

\[
e_{UEG}(s, d) = \min_{\mathcal{L}} \zeta_{\mathcal{L}}(s)
\]

for \( d = 1, 2, 3 \) and all \( 0 < s < d \), which amounts to saying that the uniform electron gas is always crystallized at zero temperature \([10, 11]\). The modified trial state \([S1]\) suggests that the system can only be a solid in the bulk. In a neighborhood of the boundary, it is probably a fluid because the
particles have to be able to move sufficiently far away around the crystal to compensate the large charge fluctuations.

In this section we have explained some major difficulties encountered when trying to construct good trial states for the Uniform Electron Gas. Those are entirely due to the boundary, namely to the fact that we work with a finite piece of material in the physical space $\mathbb{R}^d$. If we set up the model on the torus, as is often done in practical calculations, these difficulties disappear [114, Sec. IV.C].

It is worth mentioning an estimate due to Lieb and Narnhofer [119] in the Coulomb case $s = 1$ in dimension $d = 3$ which states that

$$F_{\text{SCE}}[\mathbf{1}_\Omega] \geq \frac{1}{2} \int_{\Omega \times \Omega} \frac{dr \, dr'}{|r - r'| - \frac{3}{5} \left(\frac{9\pi}{2}\right)^{\frac{d}{2}} |\Omega|} \tag{83}$$

for any open set $\Omega$ of integer volume. The constant $(3/5)(9\pi/2)^{1/3} \simeq 1.4508$ is surprisingly close to the expected optimal value $\zeta_{\text{BCC}}(1)$ and it implies in any case that

$$-1.4508 \leq c_{\text{UEG}}(1,3) \leq -1.4442.$$

This is the bound that appeared in Theorem [7]. For negatively-correlated states as in (69), the constant can be replaced by $(3/2)(\pi/6)^{1/3} \simeq 1.2090$ [109].

In dimension $d = 3$ for $s = 1$ it was conjectured in [135, 148] that the classical Uniform Electron Gas gives the optimal Lieb-Oxford constant, i.e.,

$$c_{\text{LO}}(1,3) = -c_{\text{UEG}}(1,3).$$

**Remark 24** (Determinantal processes and the Dirac constant). Let $\rho = \rho_0 \mathbf{1}_{C_L}$ with $N = \rho_0 L^d \in \mathbb{N}$. Instead of the floating crystal [7] and its modified version (81), one can consider the square of a Slater determinant as a trial state:

$$\mathcal{P}(r_1, ..., r_N) = \frac{1}{\sqrt{N!}} L^{-Nd} \left| \det \left( e^{i2\pi \mathbf{k}_j \cdot r_i} \mathbf{1}_{C_L}(r_j) \right) \right|^2,$$

where $\mathbf{k}_1, ..., \mathbf{k}_N$ are $N$ distinct points in $\mathbb{Z}^d$ (our trial state contains no spin). We find

$$F_{\text{SCE}}[\rho_0 \mathbf{1}_{C_L}] \leq \frac{\rho_0^2}{2} \int_{(C_L)^2} w(r - r') \, dr \, dr'$

$$- \frac{1}{2} \int_{(C_L)^2} w(r - r') \left| L^{-d} \sum_{j=1}^N e^{i2\pi \mathbf{k}_j \cdot (r-r')} \right|^2 \, dr \, dr'.$$

As for the free Fermi gas we choose all the points $\mathbf{k}_i$ in a given ball centered at the origin. For $w(r) = |r|^{-s}$ the second term behaves like $L^{d-1+s/d} c_{\text{CD}}(s,d)$ where the Dirac constant [43]

$$c_{\text{CD}}(s,d) = \frac{1}{2(2\pi)^d} \int_{\mathbb{R}^d} \frac{|\mathbf{1}_{B_{k_F}}(r)|^2}{|r|^s} \, dr$$

is the exchange energy per unit volume of a free Fermi gas. Here the Fermi radius is $k_F = \sqrt{2(d+2) c_{\text{TFP}}(d)/d}$. This proves that

$$-c_{\text{LO}}(s,d) \leq c_{\text{UEG}}(s,d) \leq -c_{\text{CD}}(s,d)$$
but this bound is worse than the floating crystal. The particles are not correlated enough. In dimension $d = 3$ with $s = 1$ one finds $c_D(1, 3) = (3/4) (6/\pi)^{1/3} \approx 0.9305$. Recall that for an arbitrary determinantal point process, we have the better Lieb-Oxford inequality \( (68) \) from \( [109] \).

5.5. Local Density Approximation for the classical interaction energy. We have discussed in the previous section the case of exactly constant densities and their limit of infinite volume. We now consider the case of slowly varying densities, which are assumed to be essentially constant over large sets.

First, we mention that the Lieb-Narnhofer bound \( (83) \) from \( [119] \) was generalized to arbitrary densities, in the form of lower bounds involving gradient-type corrections \( [7, 105] \). For instance, the bound

\[
F_{\text{GSCE}}[\rho] \geq \frac{1}{2} \int_{\mathbb{R}^6} \frac{\rho(r)\rho(r')}{|r - r'|} \, dr \, dr' - \left( \frac{3}{5} \left( \frac{9\pi}{2} \right)^{1/3} \varepsilon + \varepsilon \right) \int_{\mathbb{R}^3} \rho(r)^{3/2} \, dr - \frac{0.001206}{\varepsilon^3} \int_{\mathbb{R}^3} |\nabla \rho(r)| \, dr \tag{84}
\]

was shown to hold in \( [105] \) for any $\varepsilon > 0$.

The following result gives a quantitative estimate on the grand-canonical classical energy for slowly varying densities.

**Theorem 25** (Local Density Approximation of the classical Coulomb energy \( [108] \)). Consider the case $w(r) = |r|^{-1}$ in dimension $d = 3$. There exists a constant $C$ such that

\[
F_{\text{GSCE}}(\rho) - \frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(r)\rho(r')}{|r - r'|} \, dr \, dr' - c_{\text{UEG}}(1, 3) \int_{\mathbb{R}^3} \rho(r)^{3/2} \, dr
\]

\[
\leq \varepsilon \int_{\mathbb{R}^3} (\rho(r) + \rho(r)^{3/2}) \, dr + \frac{C}{\varepsilon^3} \int_{\mathbb{R}^3} |\nabla \rho^{1/3}(r)|^2 \, dr \tag{85}
\]

for every $\varepsilon > 0$ and every non-negative density $\rho \in L^1(\mathbb{R}^3) \cap L^{4/3}(\mathbb{R}^3)$ such that $\nabla \rho^{1/3} \in L^4(\mathbb{R}^3)$.

The gradient term can be replaced by $\varepsilon^{-b} \int_{\mathbb{R}^3} |\nabla \rho^{\theta}(r)|^p \, dr$ for any $p > 3$ and $0 < \theta < 1$ such that $\theta p \geq 4/3$, with $b = \max\{2p - 1, (1 + 3\theta)p - 4\}$.

If we fix a density $\rho$ with $\int_{\mathbb{R}^3} \rho = 1$ and take $\rho_N(r) = \rho(rN^{-1/3})$, then we find that

\[
F_{\text{GSCE}}[\rho(N^{-1/3})] = \frac{N^{5/2}}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(r)\rho(r')}{|r - r'|} \, dr \, dr'
\]

\[
+ c_{\text{UEG}}(1, 3) N \int_{\mathbb{R}^3} \rho(r)^{3/2} \, dr + O\left( N^{\frac{5}{\theta}} \right). \tag{86}
\]

Compare this expansion with the quantum case \( (30) \).

It is an open problem to prove an estimate similar to \( (85) \) for the canonical SCE functional $F_{\text{SCE}}$. However, a non quantitative convergence similar
to \([86]\) is known even for \(w(r) = |r|^{-s}\) in all dimensions \(d > s > 0\):

\[
F_{\text{SCE}}[\rho(N^{-1/d})] = \frac{N^{2-s}}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{\rho(r)\rho(r')}{|r - r'|^s} \, dr \, dr' + c_{\text{UEG}}(s, d) \int_{\mathbb{R}^3} \rho(r)^{1+s/2} \, dr + o(N). \tag{87}
\]

In the Coulomb case for \(d = 3\), \([87]\) was proved in \([106]\) whereas general power-law potentials were covered in \([37]\).

6. Upper and Lower Bounds on the Levy-Lieb Functionals

In the previous sections we have studied the kinetic and interaction energies separately and reviewed several known upper and lower bounds. Since the minimum of a sum is always larger or equal to the sum of the minima, we easily obtain lower bounds on the full Levy-Lieb functional. For instance, the minimum of a sum is always larger or equal to the sum of the minima, i.e.,

\[
\text{min} \{ f_1, f_2 \} \leq f_1 + f_2.
\]

We refer to \([114]\) for a review of results on Thomas-Fermi-type functionals. From Nam’s bound \([40]\) one can replace the Lieb-Thirring constant by \((1 - \varepsilon)c_{\text{TF}}(d)\) at the expense of a (negative) gradient correction.

Upper bounds are more complicated because a trial state that works for \(T[\rho]\) could be very bad for the classical energy and conversely. We have seen in Section 4 that the set of one-particle density matrices that are \(N\)-representable by a mixed states is exactly given by the operators \(\gamma = \gamma^*\) such that \(0 \leq \gamma \leq 1\) and \(\text{Tr}(\gamma) = N\). This is because any such operator is the convex combination of rank-\(N\) projections which correspond to Slater determinants. But for estimating the interaction energy we need some more information on the two-particle density.

An explicit convex combination which provides a bound on the two-particle density matrix was derived in \([115]\). The idea is the following. Assume for simplicity that \(\gamma = \sum_{i=1}^{K} n_i |u_i\rangle\langle u_i|\) has finite rank \(K\). By Horn’s lemma \([115]\) there exists a set of \(N\) orthonormal vectors \(V^1, ..., V^N\) in \(\mathbb{C}^K\) such that \(\sum_{k=1}^{N} |V_k|^2 = n_i\) for all \(i\). Define then the new orbitals

\[
f_\theta^K = \sum_{j=1}^{K} e^{i\theta_j} V_k^j u_j\text{ where } \theta = (\theta_1, ..., \theta_K) \in (0, 2\pi)^K
\]

and the associated trial mixed state

\[
\Gamma = \frac{1}{(2\pi)^K} \int_0^{2\pi} d\theta_1 \cdots \int_0^{2\pi} d\theta_K \left| f_\theta^1 \wedge \cdots \wedge f_\theta^K \right| \langle f_\theta^1 \wedge \cdots \wedge f_\theta^K | f_\theta^N \wedge \cdots \wedge f_\theta^N \rangle.
\]
A computation shows that its one-particle density matrix is exactly $\gamma$, whereas its two-particle density matrix is

$$
\Gamma^{(2)} = \mathcal{A}(\gamma \otimes \gamma) - \sum_{1 \leq j<k \leq K} \left| \sum_{i=1}^{N} V_j^i V_k^i \right|^2 |u_j \wedge u_k \rangle \langle u_j \wedge u_k|,
$$

(88)

where $\mathcal{A}$ is the orthogonal projection onto the anti-symmetric two-particle subspace $L^2(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C}) \wedge L^2(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C})$. The first operator has the integral kernel

$$
\mathcal{A}(\gamma \otimes \gamma) = \gamma(x_1, y_1) \gamma(x_2, y_2) - \gamma(x_1, x_2) \gamma(y_1, y_2).
$$

(89)

The operator $\mathcal{A}(\gamma \otimes \gamma)$ is exactly the two-particle density matrix of the unique quasi-free state over the Fock space that has the one-particle density $\gamma$ [6]. Integrating against the potential $w$, the first term in (89) gives the classical energy (Hartree term) whereas the second gives the exchange term, which is non-positive for $w \geq 0$.

Since the last term in (88) is a non-positive operator, the following was obtained in [115] after using the density of finite rank operators.

**Lemma 26** (Mixed canonical states and quasi-free states [115]). Let $0 \leq \gamma = \gamma^* \leq 1$ be a one-particle density matrix such that $\text{Tr} (\gamma) = N \in \mathbb{N}$. Then there exists a mixed state $\Gamma$ over the fermionic $N$-particle space $\bigwedge^N L^2(\mathbb{R}^d \times \mathbb{Z}_q, \mathbb{C})$ such that its one-particle density matrix is $\gamma$ and its two-particle density matrix $\Gamma^{(2)}$ satisfies

$$
\Gamma^{(2)} \leq \mathcal{A}(\gamma \otimes \gamma)
$$

(90)
in the operator sense.

Using the lemma for the trial state (48) employed in the proof of Theorem 14 and neglecting the exchange term, the following was derived in [108].

**Theorem 27** (Upper bound on $F_L[\rho]$ [108]). For $w(r) = |r|^{-s}$ in dimension $d > s > 0$, we have

$$
F_L[\rho] \leq c_{TF}(d)(1 + \varepsilon)q^{-\hat{q}} \int_{\mathbb{R}^d} \rho(r)^{1+\hat{q}^*} dr + \kappa'(d) \left( 1 + \frac{\varepsilon}{\varepsilon} \right) \int_{\mathbb{R}^d} |\nabla \sqrt{\rho}(r)|^2 dr
$$

$$
+ \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{\rho(r) \rho(r')}{|r-r'|^s} dr dr' \quad (91)
$$

for any $\varepsilon > 0$.

This time, the right side of (91) involves an energy functional that looks like the Thomas-Fermi-von Weizäcker energy [114]. It is an open problem to derive a similar upper bound for $F_{LL}$.

**APPENDIX A. THE HOHENBERG-KOHN THEOREM**

In this chapter we have mainly discussed the convex formulation of Density Functional Theory [116, 80] based on the universal functionals of Levy and Lieb. Another important result is the Hohenberg-Kohn theorem [82] which, in spite of its rather abstract character, is often cited as the main justification for the use of the density to replace the $N$-particle wavefunction. As we will explain, the necessary assumptions for the validity of this
theorem are not yet fully understood mathematically. In fact, this result
relies on the unique continuation principle which is not completely settled
for $N$-particle Hamiltonians. Before stating the Hohenberg-Kohn theorem,
we therefore start by discussing unique continuation in detail.

For simplicity we assume throughout the whole appendix that there is no
spin: $q = 1$. Adding $q$ does not change anything in the following results but it makes the
notation a bit heavier.

A.1. **Many-body unique continuation.** We refer for instance to [95] for
a discussion on the importance of the unique continuation for the Hohenberg-
Kohn theorem. Because unique continuation is a purely local property we
allow here external potentials $v$ whose positive part $v_+ = \max(v, 0)$ is only
locally integrable. For simplicity, we assume that its negative part $v_− = \max(−v, 0)$ and the interaction potential $w$ are infinitesimally $(-Δ)$-form-
bounded, as was done in the body of the chapter.

**Definition 28** (Many-body unique continuation). Let
\[ v_+ \in L^1_{\text{loc}}(\mathbb{R}^d, \mathbb{R}), \quad v_−, w \in L^p(\mathbb{R}^d, \mathbb{R}) + L^\infty(\mathbb{R}^d) \]
with $v_\pm \geq 0$ and $p$ satisfying \([\text{1}]\). We say that the potentials $v = v_+ − v_−$ and
$w$ satisfy the many-body unique continuation principle if, for every integer
$N \geq 1$, (the Friedrichs realization of) $H^{v,w}_N$ satisfies the unique continuation
principle in its form domain: if we have $H^{v,w}_N \Psi = λ \Psi$ for some $λ \in \mathbb{R}$ and
$\Psi \in Q(H^{v,w}_N)$ with $|\{ \Psi = 0 \}| > 0$, then $\Psi ≡ 0$.

The equation $H^{v,w}_N \Psi = 0$ is understood in $Q(H^{v,w}_N)'$, that is,
\[ \frac{1}{2} \int_{\mathbb{R}^{dN}} \nabla \Phi(\mathbf{X})^\ast \cdot \nabla \Psi(\mathbf{X}) \, d\mathbf{X} + \int_{\mathbb{R}^{dN}} W^{v,w}_N(\mathbf{X}) \Phi(\mathbf{X})^\ast \Psi(\mathbf{X}) \, d\mathbf{X} = 0 \]
for every $\Phi \in Q(H^{v,w}_N)$ or, equivalently, in the sense of distributions. Recall that the full $N$-body potential is defined by
\[ W^{v,w}_N(r_1, ..., r_N) := ∑_{j=1}^{N} v(r_j) + ∑_{1 \leq j<k \leq N} w(r_j - r_k). \]

Our formulation of unique continuation is one of the strongest possible,
in that it only requires $\Psi$ to vanish on a set of positive measure in order to
deduce that $\Psi ≡ 0$. This is the property which is needed in the proof of the
Hohenberg-Kohn theorem, as we will see. This is sometimes called “unique
continuation on sets of positive measures”. For $v_+ \in L^p_{\text{loc}}(\mathbb{R}^d, \mathbb{R}^+) \text{ with } p$
as in \([\text{1}]\) it is shown in [38] that any $\Psi \in H^{1}_{\text{loc}}(\mathbb{R}^{dN})$ vanishing on a set of
positive measure and solving $H^{v,w}_N \Psi = λ \Psi$ must have a point $\mathbf{X}_0 \in \mathbb{R}^{dN}$
where it vanishes to infinite order, that is, such that
\[ \forall α > 0, \quad ∫_{|\mathbf{X}_0 - \mathbf{X}| \leq α} |Ψ(\mathbf{X})|^2 \, d\mathbf{X} = O(r^α). \]
Unique continuation for functions vanishing to infinite order at one point is
usually called “strong unique continuation”. Many authors consider instead
the “weak unique continuation” problem where $Ψ$ is instead assumed to
vanish on an open set, but this is not sufficient for the Hohenberg-Kohn theorem.

Unique continuation is a very well studied question. Note first that if we restrict our attention to the potentials for $N$ electrons in a molecule, where

$$v(r) = - \sum_{m=1}^{M} \frac{z_m}{|r - R_m|}, \quad w(r - r') = \frac{1}{|r - r'|}$$

then any eigenfunction of $H_{N}^{v,w}$ is analytic outside of the singularities of the potential $132$, which form a set of zero measure. Therefore it satisfies the unique continuation principle. However, restricting the theory to this very special, though physically relevant, class of potentials is not appropriate in density functional theory. In order to fully understand the density, it is necessary to allow the largest possible class of potentials.

In a famous work $87$, Jerison and Kenig have proved that the (strong) unique continuation principle holds for $-\Delta + W$ in $\mathbb{R}^D$ under the sole assumption that $W \in L^p_{\text{loc}}(\mathbb{R}^D)$ with $p$ satisfying $11$ and $d$ replaced by $D$. This was then generalized by Koch and Tataru in $92$ and many other authors. These results apply to the $N$-particle setting under the condition that

$$W_{N}^{v,w} \in L^d_{\text{loc}}(\mathbb{R}^{dN})$$

and this is valid for all $N \geq 2$ when

$$v, w \in L^p_{\text{loc}}(\mathbb{R}^d) \text{ for all } 1 \leq p < \infty.$$ 

This is not far from asking that the potentials are locally bounded (in which case the result would follow for instance from the singular Carleman-type estimate proved in $151$). We see that $L^p$ conditions are not well adapted to the $N$-particle problem, since they yield $N$-dependent constraints on $v$ and $w$. More natural assumptions on $v$ and $w$ involve relative bounds with respect to the Laplacian, since such properties are easily propagated to all $N$. For instance if $v$ and $w$ are infinitesimally ($-\Delta$)–form bounded in $\mathbb{R}^d$,

$$\forall \varepsilon > 0, \quad |v| + |w| \leq \varepsilon (-\Delta) + C\varepsilon,$$

then so is the $N$-particle potential $W_{N}^{v,w}$ in $\mathbb{R}^{dN}$ for every $N$. It seems reasonable to conjecture that the many-body unique continuation principle holds under the sole assumption (92), but this is not known, even for $N = 1$. See $165$ for a similar conjecture in the Kato class, which involves $L^1$ norms instead of $L^2$ norms.

Georgescu $67$ and Schechter-Simon $158$ have provided one of the first results for $N$-body systems with $N$-independent assumptions on $v$ and $w$, but they required the wavefunction to vanish on an open set (weak unique continuation). In a recent work $63$ $64$, Garrigue has extended their result to cover the case of functions vanishing on a set of positive measure. His main assumption is that

$$|v_+|^2 1_{B_R} + |v_-|^2 + |w|^2 \leq \varepsilon (-\Delta)^{3/2} - \delta + C_{\delta,\varepsilon, R}$$

for some $\delta > 0$ and all $\varepsilon, R > 0$. This condition in the one-body space $\mathbb{R}^d$ is inherited by $W_{N}^{v,w}$ in $\mathbb{R}^{dN}$ for every $N \geq 1$. After using the Sobolev inequality, the following result was shown in $64$. 
Theorem 29 (Unique continuation for $L^p$ potentials [64]). Any potentials $v, w$ with $v_+ \in L_p^\text{loc}(\mathbb{R}^d)$ and $v_-, w \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)$ with $p > \max(2, 2d/3)$ satisfy the many-body unique continuation property of Definition 28.

Theorem 29 now covers Coulomb-type potentials. This is the best result known at the moment for many-body unique continuation. It is an important problem to generalize it to more singular potentials $v$.

A.2. Main theorem and some open problems. Let us now state the Hohenberg-Kohn theorem, which says that the density uniquely determines the potential, under the condition that unique continuation holds.

Theorem 30 (Hohenberg-Kohn). Let $(v_1)_-, (v_2)_-, w \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)$ and $(v_1)_+, (v_2)_+ \in L^1_\text{loc}(\mathbb{R}^d)$ with $p$ as in [1] and assume that $(v_1, w)$ or $(v_2, w)$ satisfies the many-body unique continuation property of Definition 28.

If there are two ground states $\Psi_1$ and $\Psi_2$ of, respectively, $H_N^{v_1, w}$ and $H_N^{v_2, w}$ so that $\rho_{\Psi_1} = \rho_{\Psi_2}$, then we have $v_1 = v_2 + C$ for some constant $C$.

The following proof is essentially the one given in [116, 63].

Proof. Changing $v_2$ into $v_2 - (E_N[v_2] - E_N[v_1])/N$ we can assume that the two ground state energies are equal. Note that the assumption $\rho_{\Psi_1} = \rho_{\Psi_2}$ implies that $\Psi_1 \in \mathcal{Q}(H_N^{v_1, w})$ and $\Psi_2 \in \mathcal{Q}(H_N^{v_2, w})$, the form domains of the two operators defined in [3]. We can write

\[
    \langle \Psi_1, H_N^{v_2, w} \Psi_1 \rangle = \langle \Psi_1, H_N^{v_2, w} \Psi_1 \rangle + \int_{\mathbb{R}^d} \rho_{\Psi_1}(r) \left( v_1(r) - v_2(r) \right) \, dr \\
    \geq \langle \Psi_2, H_N^{v_2, w} \Psi_2 \rangle + \int_{\mathbb{R}^d} \rho_{\Psi_1}(r) \left( v_1(r) - v_2(r) \right) \, dr.
\]

Exchanging the two indices and using that the two densities are equal, we obtain that there is equality everywhere. In particular, $\Psi_1$ is a ground state for $H_N^{v_1, w}$, hence belongs to its operator domain and solves the equation

\[
    \left( H_N^{v_1, w} - H_N^{v_2, w} \right) \Psi_1 = \sum_{j=1}^N \left( v_1(r_j) - v_2(r_j) \right) \Psi_1 = 0
\]

in the sense of distributions hence also almost everywhere. Due to the unique continuation principle (for either $\Psi_1$ or $\Psi_2$), we know that $|\{ \Psi_1 = 0 \}| = 0$ hence this implies that

\[
    \sum_{j=1}^N \left( v_1(r_j) - v_2(r_j) \right) = 0
\]

for almost every $r_1, \ldots, r_N \in \mathbb{R}^d$. Integrating against $f^{\otimes N}$ with $f \in C_c^\infty(\mathbb{R}^d)$, we deduce that

\[
    N \int_{\mathbb{R}^d} \left( v_1(r) - v_2(r) \right) f(r) \, dr = 0.
\]

We obtain $v_1 = v_2$ a.e., as we wanted. \hfill \Box

Remark 31 (Mixed states). There is a similar Hohenberg-Kohn theorem for mixed states. That is, if we have two $N$-particle mixed states $\Gamma_1$ and $\Gamma_2$ supported on the ground state eigenspaces of $H_N^{v_1, w}$ and $H_N^{v_2, w}$ respectively, such that $\rho_{\Gamma_1} = \rho_{\Gamma_2}$, then $v_1 = v_2 + C$. The proof is similar.
From Theorem 29, we know that the Hohenberg-Kohn theorem holds when \( p > \max(2, 2d/3) \). We now discuss some consequences of this result.

Let us consider a fixed interaction \( w \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d) \) (in DFT \( w \) is usually the Coulomb potential in dimension \( d = 3 \)). We introduce the set of \( v \)-representable densities

\[
\mathcal{R}_w := \left\{ \rho_\Psi : \Psi \text{ ground state of } H_{N}^{v,w} \text{ for some } (v, w) \right\}
\]

satisfying the many-body unique continuation in Definition 28.

The Hohenberg-Kohn theorem states that any \( \rho \in \mathcal{R}_w \) arises from a unique potential \( v \), up to a constant. We remark that the set \( \mathcal{R}_w \) might be quite small. In fact, all the densities \( \rho \in \mathcal{R}_w \) are positive in the following sense. If we had \( |\{ \rho = 0 \}| > 0 \) then the associated \( \Psi \) would vanish on a set of infinite measure, which contradicts the unique continuation principle. It is an interesting question [65, 66] to determine how small \( \mathcal{R}_w \) is.

That the set \( \mathcal{R}_w \) might be quite small is not really a problem in density functional theory, since the sought-after ground state density of course always belongs to \( \mathcal{R}_w \). However, the smallness of \( \mathcal{R}_w \) creates some technical difficulties. For instance if we have \( \rho \in \mathcal{R}_w \) with associated potential \( v \) then one cannot use the implicit function theorem to determine a potential for other densities in the neighborhood of \( \rho \).

In DFT, one important question is to understand the dependence of \( \mathcal{R}_w \) on the interaction potential \( w \). In fact, in Kohn-Sham theory the goal is to replace the many-body problem with interaction \( w \) by a non-interacting eigenvalue problem. If we have \( \rho \in \mathcal{R}_w \cap \mathcal{R}_0 \) with \( \rho = \rho_\Psi \) and \( H_{N}^{v,w}\Psi = 0 \), then we conclude that there exists a unique potential \( v_{KS} \) called the Kohn-Sham potential and a normalized ground state \( \Psi' \) such that \( \rho_{\Psi'} = \rho \) and

\[
H_{v+ v_{KS}, 0}^{v+v_{KS}}\Psi' = \sum_{j=1}^{N} \left( -\frac{\Delta r_j}{2} + v(r_j) + v_{KS}(r_j) \right) \Psi' = 0.
\]

The spectrum of \( H_{v+ v_{KS}, 0}^{v+v_{KS}} \) is determined in terms of the one-particle Kohn-Sham operator \( h_{KS} = -\Delta/2 + v + v_{KS} \). When its eigenvalues satisfy

\[
\lambda_N(h_{KS}) < \lambda_{N+1}(h_{KS})
\]

then \( \Psi' \) is unique up to a phase and equal to the Slater determinant

\[
\Psi' = (N!)^{-1/2} \det(\varphi_i(x_j))
\]

where the orbitals \( \varphi_1, ..., \varphi_N \) are the \( N \) first eigenfunctions of \( h_{KS} \). Hence the interacting problem has been mapped onto a non-interacting problem. For this reason, it is desirable that \( \mathcal{R}_w \cap \mathcal{R}_0 \) is as large as possible, perhaps even equal to the whole set \( \mathcal{R}_w \). This question does not seem to have been studied in detail. Understanding the Coulomb case is the main goal of the Kohn-Sham formulation of DFT. See [66] for numerical results in this direction.

In the original approach of [82, 93], the Hohenberg-Kohn theorem is used to define universal functionals. Namely, for every \( \rho \in \mathcal{R}_w \), we know that

---

2To include densities vanishing on a set of positive measure we have to allow \( v_+ \) to be infinite on such sets and rephrase the unique continuation principle accordingly.
there exists a unique potential $v$ (up to constants) and an $N$-particle wave-
function $\Psi$ such that $\rho = \rho_{v}$ and $\Psi$ is a ground state for $E_{N}[v]$. Should $\Psi$
be non-degenerate, this defines a map $\rho \mapsto \Psi[\rho]$ and therefore one can de-
fine the universal energy functional by $\rho \mapsto \langle \Psi[\rho], H_{0}^{w}, \Psi[\rho] \rangle$, and similarly
for the kinetic and interaction energies. This approach is not satisfactory
from a mathematical point of view, however, since the set $\mathcal{R}_{w}$ is essentially
unknown.

APPENDIX B. PROOF OF THEOREM

Note that since $w \geq 0$, we always have $F_{GC}[\rho] \geq 0$. In particular, there is
nothing to prove when $\rho = 0$. In addition, the Lieb-Thirring inequality (35)
or the Hoffmann-Ostenhof inequality (4) imply that $F_{GC}[\rho] > 0$ for $\rho \neq 0$.

For the proof we need to introduce the $k$-particle density matrices [102]

$$
\Gamma^{(k)} = \sum_{n \geq k} \frac{n!}{(n-k)!} \text{Tr}_{k+1 \to n}[\Gamma_{n}]
$$

of a grand-canonical state $\Gamma = (\Gamma_{n})_{n \geq 0}$, where $\text{Tr}_{k+1 \to n}$ means the partial
trace in the $n-k+1$ last variables. The energy can be expressed in terms
of $\Gamma^{(1)}$ and $\Gamma^{(2)}$ only, as follows

$$
\sum_{n \geq 1} \text{Tr} (H_{0}^{w}, \Gamma_{n}) = \frac{1}{2} \text{Tr} \left( (-\Delta)^{\Gamma^{(1)}} \right) + \frac{1}{2} \text{Tr} \left( w_{12}^{2} \Gamma^{(2)} \right).
$$

Here $w_{12} \geq 0$ denotes the multiplication operator by $w(r_{1} - r_{2})$ on the
two-particle space $L^{2}(\mathbb{R}^{d} \times \mathbb{Z}_{q}, \mathbb{C}) \wedge L^{2}(\mathbb{R}^{d} \times \mathbb{Z}_{q}, \mathbb{C})$.

We will also use the concept of localized states [102]. For a function
$0 \leq \chi \leq 1$ on $\mathbb{R}^{d}$, the localized state $\Gamma|\chi$ of a grand-canonical state $\Gamma$ is
characterized by the property that its density matrices are equal to $\Gamma^{(k)}|\chi = \chi \otimes \Gamma^{(k)} \chi \otimes \chi$ for all $k$.

Proof of (i). Let $\Gamma_{j} = (\Gamma_{j,n})_{n \geq 0}$ be a grand-canonical minimizer for $F_{GC}[\rho_{j}]$
whose existence is guaranteed by Theorem 4. After extraction of a subse-
quence we may assume that $F_{GC}[\rho_{j}]$ converges to a finite limit (if the limit
is $+\infty$ there is nothing to show).

Since the second term is non-negative, the kinetic energy $\text{Tr} \left( (-\Delta)^{\Gamma^{(1)}_{j}} \right)$
must be uniformly bounded, hence $\sqrt{-\Delta}^{\Gamma^{(1)}_{j}}$ is bounded in the trace-
class. For fermions, $\Gamma^{(1)}_{j}$ is in addition bounded in operator norm by 1.
Note however that we have no a priori bound on the number of particles
$\text{Tr} (\Gamma^{(1)}_{j}) = \int_{\mathbb{R}^{d}} \rho_{j}$, which could diverge. The idea is to use the local trace
class topology instead.

By the Hoffmann-Ostenhof and Lieb-Thirring inequalities (4) and (35),
$\sqrt{\rho_{j}}$ is bounded in $H^{1}(\mathbb{R}^{d}) \cap L^{2+4/d}(\mathbb{R}^{d})$. In particular $\rho_{j}$ is bounded in $L^{1}$ on
any finite ball, uniformly with respect to the center of the ball. This means
that $\Gamma^{(1)}_{j}$ is locally uniformly bounded in the trace-class. Due to the kinetic
energy bound, we can therefore assume, after extraction of a subsequence,
that $\Gamma^{(1)}_{j}$ converges strongly locally in the trace class to some operator $\Gamma^{(1)}$.
which is such that \( \rho_{\Gamma(1)} = \rho \), the weak limit of the sequence \( \rho_j \). Since \( \rho \) is integrable by assumption, \( \Gamma(1) \) is indeed trace-class.

The argument is somewhat more complicated for \( \Gamma_j(2) \). Let \( 0 \leq \chi \leq 1 \) be a function of compact support. Denoting the localized state by \( \Gamma_j|\chi \), we know that \( \Gamma_j(1)|\chi = \chi \Gamma_j(1) \chi \) is bounded in the trace class. By Yang’s inequality \[172, 173\], we have \( \| \Upsilon_n \| \leq Cn \text{Tr} (\Upsilon_n) \) for any \( n \)-particle operator \( \Upsilon_n \geq 0 \) and a universal constant \( C \). This implies that

\[
\| \chi \otimes \Gamma_j(2) \chi \| \leq C \sum_{n \geq 2} n \text{Tr} (\Gamma_j|\chi,n) \leq C \int_{\mathbb{R}^d} \chi^2 \rho_j.
\]

Hence \( \Gamma_j(2) \) is a locally bounded sequence of operators. No local bound on the trace is known, but this does not create any difficulty. Up to extraction of a subsequence, we can therefore assume that \( \Gamma_j(2) \rightharpoonup \Gamma(2) \) weakly locally as operators. Since \( w_{12} \geq 0 \) by assumption, Fatou’s lemma for operators now implies that

\[
\lim inf_{j \to \infty} F_{GC}[\rho_j] \geq \frac{1}{2} \text{Tr} \left( (-\Delta) \Gamma(1) \right) + \frac{1}{2} \text{Tr} \left( w_{12} \Gamma(2) \right).
\]

We have thus shown that the energy is weakly lower semi-continuous when expressed in terms of the one and two-particle density matrices. Our next task is to go back to states in Fock space.

Following \[102, Lemma 3\], we know that there exists a state \( \Gamma = (\Gamma_n)_{n \geq 0} \) on the Fock space which has the density matrices \( \Gamma(1) \) and \( \Gamma(2) \). The argument uses a different notion of weak convergence and goes as follows. First we extract a subsequence in the sense of weak-* convergence over the local algebra of anti-commutation relations. The weak limit is in principle an abstract state over the local CAR but since its density is \( \rho \), which is integrable over \( \mathbb{R}^d \), the state is actually normal and arises from a grand-canonical state \( \Gamma = (\Gamma_n)_{n \geq 0} \) \[18, 19\], which has the above density matrices, as we claimed. In particular, the right side of \( (93) \) is by definition \( \geq F_{GC}[\rho] \), which concludes the proof of \( (15) \).

**Proof of (ii).** Let \( \rho \geq 0 \) be such that \( \sqrt{\rho} \in H^1(\mathbb{R}^d) \) and let \( \Gamma = (\Gamma_n)_{n \geq 0} \) be a grand-canonical state such that \( \rho_\Gamma = \rho \) and

\[
F_{GC}[\rho] = \frac{1}{2} \text{Tr} \left( -\Delta \Gamma(1) \right) + \frac{1}{2} \text{Tr} \left( w_{12} \Gamma(2) \right).
\]

By optimality, we must have

\[
\text{Tr} \left( H_{\alpha,0}^0 \Gamma_n \right) = \text{Tr} (\Gamma_n) \left[ \frac{\rho_{\Gamma_n}}{\text{Tr} (\Gamma_n)} \right] = \text{Tr} (\Gamma_n) \left[ \frac{\rho_{\Gamma_n}}{\text{Tr} (\Gamma_n)} \right]
\]

for all \( n \geq 1 \) such that \( \Gamma_n \neq 0 \) (otherwise we could decrease the energy by choosing another state, without changing the density). We split the rest of the argument into several steps.

**Step 1.** *Approximation by a state with \( \rho_{\Gamma_{n_0}} \geq \alpha \rho \).* In this first step we slightly modify \( \Gamma \) in order to guarantee that \( \rho_{\Gamma_{n_0}} \geq \alpha \rho \) for some \( \alpha > 0 \) and some \( n_0 \), a property which will play a role in the next step. To this end we remark that there exists a state \( \Gamma \) with density \( \rho_\Gamma = \rho \) and which only lives
over the $N$ and $(N+1)$–particle subspaces, where $N$ is the integer part of
\( \int_{\mathbb{R}^d} \rho \). If \( \int_{\mathbb{R}^d} \rho \in \mathbb{N} \) we just take \( \tilde{\Gamma} \) to minimize \( F_{LL}[\rho] \). Otherwise, we can write \( \int_{\mathbb{R}^d} \rho = N + \kappa \) with \( \kappa \in (0,1) \) and we consider the state
\[ \tilde{\Gamma} = (1 - \kappa)\Gamma_N + \kappa \Gamma_{N+1} \]
where \( \Gamma_N \) optimizes \( F_{LL}[N\rho/(N+\kappa)] \) and \( \Gamma_{N+1} \) optimizes \( F_{LL}[(N+1)\rho/(N+\kappa)] \). The total density is then
\[ \rho_{\tilde{\Gamma}} = \left( (1 - \kappa) \frac{N}{N + \kappa} + \kappa \frac{N + 1}{N + \kappa} \right) \rho = \rho, \]
as desired. With the trial state \( \tilde{\Gamma} \) we have a state \( \Gamma \) with the exact density \( \rho \) and an energy very close to that of \( \Gamma \).

Without loss of generality, we can thus assume for the rest of the proof that we have a state \( \Gamma \) with the exact density \( \rho_{\Gamma} = \rho \) and such that \( \rho_{\Gamma_{n_0}} \geq \alpha \rho \) for some \( n_0 \) and \( \alpha > 0 \).

**Step 2. Approximation by a state with compact support in \( n \).** In case that \( \Gamma_n \) does not vanish for large \( n \), we replace the state \( \Gamma = (\Gamma_n)_{n \geq 0} \) by a new state \( \Gamma' = (\Gamma'_n) \) so that \( \Gamma'_n \equiv 0 \) for \( n \) large enough, at the expense of a small error in the energy. Although it is possible to keep the exact density, we will here allow the density to vary a little.

First note that since \( \rho \neq 0 \), we have \( F_{GG}[\rho] > 0 \) and therefore \( \Gamma_0 < 1 \) (otherwise the energy would vanish). This allows us to define \( \Gamma' \) by
\[
\begin{align*}
\Gamma'_0 &= \Gamma_0 + \sum_{n \geq K+1} \text{Tr}(\Gamma_n), \\
\Gamma'_n &= \Gamma_n, \\
\Gamma'_n &= 0 \quad \text{for } n \geq K + 1.
\end{align*}
\]
In other words, we truncate the state and compensate the missing mass in the vacuum. The energy of \( \Gamma' \) is equal to \( \sum_{n=1}^{K} \text{Tr}(H^{0,w}_n \Gamma_n) \) and it converges to \( F_{GG}[\rho] \) as \( K \to \infty \). Similarly, its density is equal to \( \sum_{n=1}^{K} \rho_{\Gamma_n} \) and it converges to \( \rho \) in \( L^1(\mathbb{R}^d) \). In addition, we have for the one-particle density matrix \( \text{Tr}(-\Delta)\gamma' \leq \text{Tr}(-\Delta)\gamma \) which proves that
\[ \int_{\mathbb{R}^d} |\nabla \sqrt{\rho_T}|^2 \leq \sum_{n \geq 1} \int_{\mathbb{R}^d} |\nabla \sqrt{\rho_{\Gamma_n}}|^2 \leq \text{Tr}(-\Delta)\gamma \]
by the Hoffmann-Ostenhof inequality (33). This gives the strong convergence of \( \rho_T \) to \( \rho \) in \( L^p(\mathbb{R}^d) \) when \( K \to \infty \) for \( 1 \leq p < p^* / 2 \) where \( p^* \) is the critical Sobolev exponent. Finally, we would like to prove the convergence
\[
\nabla \sqrt{\sum_{n=1}^{K} \rho_{\Gamma_n}} \to \nabla \sqrt{\sum_{n=1}^{\infty} \rho_{\Gamma_n}} = \nabla \sqrt{\rho},
\]
strongly in \( L^2(\mathbb{R}^d) \) and this is where the first step helps. Indeed, we have the following lemma.
Lemma 32. Let \((\rho_j)\) be a sequence such that \(\alpha \rho \leq \rho_j \leq \rho\) for some \(\alpha > 0\) and \(\rho_j(x) \to \rho(x)\) a.e., where \(\sqrt{\rho} \in H^1(\mathbb{R}^d)\). If \(\nabla \sqrt{\rho - \rho_j} \to 0\) strongly in \(L^2(\mathbb{R}^d)\), then \(\nabla \sqrt{\rho_j} \to \nabla \sqrt{\rho}\) strongly in \(L^2(\mathbb{R}^d)\).

Proof of Lemma 32. We write \(u_j = \sqrt{\rho_j} / \sqrt{\rho}\), which satisfies \(\sqrt{\alpha} \leq u_j \leq 1\) by assumption and which converges almost everywhere to 1. Then the assumption means that

\[
\nabla \sqrt{\rho - \rho_j} = \sqrt{1 - u_j^2} \nabla \sqrt{\rho} - \sqrt{\rho} \frac{u_j u_{\rho_j}}{\sqrt{1 - u_j^2}} \to 0
\]

strongly in \(L^2(\mathbb{R}^d)\). The first term goes to 0 by dominated convergence, hence we conclude that the second term tends to 0 in \(L^2(\mathbb{R}^d)\). Then we have

\[
\int_{\mathbb{R}^d} \left| \nabla \sqrt{\rho} - \nabla \sqrt{\rho_j} \right|^2 = \int_{\mathbb{R}^d} \left| (1 - u_j) \nabla \sqrt{\rho} - \sqrt{\rho} \nabla u_j \right|^2 \\
\leq 2 \int_{\mathbb{R}^d} (1 - u_j)^2 |\nabla \sqrt{\rho}|^2 + 2 \int_{\mathbb{R}^d} \rho |\nabla u_j|^2.
\]

The first term converges again to 0, whereas the second can be estimated by

\[
\int_{\mathbb{R}^d} \rho |\nabla u_j|^2 \leq \frac{1 - \alpha}{\alpha} \int_{\mathbb{R}^d} \frac{\rho u_j^2 |\nabla u_j|^2}{1 - u_j^2} \to 0,
\]

and the lemma follows. \(\square\)

In our case, the inequality (95) implies that \(\sum_{n \geq 1} \int_{\mathbb{R}^d} |\nabla \sqrt{\rho_{\Gamma_n}}|^2\) is a convergent series. In addition, by the Cauchy-Schwarz inequality for series,

\[
\int_{\mathbb{R}^d} \left| \nabla \sqrt{\sum_{n \geq K+1} \rho_{\Gamma_n}} \right|^2 \leq \sum_{n \geq K+1} \int_{\mathbb{R}^d} \left| \nabla \sqrt{\rho_{\Gamma_n}} \right|^2 \xrightarrow{K \to \infty} 0.
\]

Since we have for \(K \geq n_0\)

\[
\sum_{n = 1}^{K} \rho_{\Gamma_n} \geq \alpha \rho
\]

for some \(\alpha > 0\), the lemma implies the convergence (96).

At this step we have replaced \(\Gamma = (\Gamma_n)_{n \geq 0}\) by a new state \(\Gamma' = (\Gamma'_n)\) with compact support in \(n\), and a close energy. In addition, \(\|\rho_{\Gamma'} - \rho_{\Gamma}\|_{L^1(\mathbb{R}^d)}\) and \(\|\nabla \sqrt{\rho_{\Gamma'}} - \nabla \sqrt{\rho_{\Gamma}}\|_{L^2(\mathbb{R}^d)}\) are small. To simplify our exposition we assume henceforth that \(\Gamma_n \equiv 0\) for \(n \geq K + 1\).

Step 3. Approximation by a state with compact support in space. Next we localize the state \(\Gamma\) in order to make it have a compact support in space. Let \(\chi_R := \chi(\cdot / R)\) for some \(\chi \in C^\infty_c(\mathbb{R}^d)\) satisfying \(\chi(0) = 1\) and \(0 \leq \chi \leq 1\). We consider the localized state \(\Gamma_{|\chi_R}\) which has the density \(\chi_R^2 \rho\) and the energy

\[
\frac{1}{2} \text{Tr} ((-\Delta)\chi_R \Gamma^{(1)}(\chi_R)) + \frac{1}{2} \text{Tr} (w_{12}(\chi_R^2 \Gamma^{(2)}).
\]

Note that the space localization does not modify the support in \(n\) (102). That is, the state \(\Gamma_{|\chi_R}\) satisfies \((\Gamma_{|\chi_R})_n \equiv 0\) for \(n \geq K + 1\) (the same value as for \(\Gamma\)). The energy and the density converge strongly as \(R \to \infty\) to that.
of $\Gamma$. Hence we can assume in the following that $\Gamma = (\Gamma_n)_{n \geq 0}$ has both a compact support in $n$ and in space.

**Step 4. Construction of the canonical sequence.** In the previous approximations we have replaced the initial grand-canonical state by a new state $\Gamma$ which has an energy close to the minimal energy $F_{GC}[\rho]$ and a density close to the initial density, in all the appropriate function spaces. In this step we finally construct the sequence $\rho_j$ but it will only be close to $\rho_\Gamma$ in the spaces mentioned in the statement of the theorem. We recall that $\Gamma_n \equiv 0$ for $n \geq K + 1$.

Let $\varphi_\ell \in C^\infty_c(B_1)$ be $K$ orthonormal functions in the unit ball $B_1 \subset \mathbb{R}^d$ and define $\varphi_{j,\ell}(r) = j^{-d/2} \varphi_\ell(r/j - v)$ where $v \neq 0$ is any fixed vector in $\mathbb{R}^d$. These are $K$ orthonormal functions in the translated and dilated ball $jv + jB_1$. We then introduce the following $K$-particle mixed state

$$\Upsilon_j := \Gamma_0 |S_{j,0}\rangle\langle S_{j,0}| + \sum_{n=1}^{K-1} \Gamma_n \wedge |S_{j,n}\rangle\langle S_{j,n}| + \Gamma_K$$

where

$$S_{j,n} := \varphi_{j,n+1} \wedge \cdots \wedge \varphi_{j,K}$$

is an $(K - n)$-particle Slater determinant. For $j$ large enough the $\Gamma_n$’s and $\varphi_{j,\ell}$ have disjoint support, hence

$$\text{Tr}(\Upsilon_j) = \Gamma_0 + \sum_{n=1}^{N} \text{Tr}(\Gamma_n) = 1,$$

as required. After a lengthy but straightforward calculation, one finds that $\Upsilon_j$ has the energy

$$\text{Tr}(H_0^w \Upsilon_j) = \sum_{n=1}^{K} \text{Tr}(H_n^0 \Gamma_n) + \sum_{n=0}^{K-1} \left( S_{j,n} H_{K-n}^0 \Gamma_n \right) \text{Tr}(\Gamma_n)$$

$$+ \sum_{n=0}^{K-1} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} w(r - r') \rho_{\Gamma_n}(r) \rho_{S_{j,n}}(r') \, dr \, dr'.$$

Under our assumptions on $w$ the last two terms converge to 0 in the limit $j \to \infty$, hence the energy of $\Upsilon_j$ converges to that of $\Gamma$. In particular,

$$\limsup_{j \to \infty} F_L[\rho_{\Upsilon_j}] \leq \lim_{j \to \infty} \text{Tr}(H_0^w \Upsilon_j) = \sum_{n=1}^{K} \text{Tr}(H_n^0 \Gamma_n).$$

In addition, the density is

$$\rho_{\Upsilon_j} = \rho_\Gamma + \sum_{n=0}^{K-1} \text{Tr}(\Gamma_n) \sum_{\ell=n+1}^{K} |\varphi_{j,\ell}|^2$$

and its square root converges strongly to $\sqrt{\rho_\Gamma} \in \dot{H}^1(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$ for all $2 < p < p^*$, but not for $p = 2$. 

Step 5. Conclusion. Using an $\varepsilon/2$ argument to justify the approximations made in Steps 1–3, we have managed to construct the sequence $\rho_j$ mentioned in the statement and proved that it satisfies
\[
\limsup_{j \to \infty} F_L[\rho_j] \leq F_{GC}[\rho].
\]
(97)

Next we notice that the lower bound
\[
\liminf_{j \to \infty} F_L[\rho_j] \geq \liminf_{j \to \infty} F_{GC}[\rho_j] \geq F_{GC}[\rho]
\]
follows from (i). Therefore we obtain the stated limit
\[
\lim_{j \to \infty} F_L[\rho_j] = F_{GC}[\rho]
\]
and this completes the proof of the theorem. 

References

[1] A. Alastuey and B. Jancovici, On the classical two-dimensional one-component Coulomb plasma, J. Phys. France, 42 (1981), pp. 1–12.

[2] M. Altunbulak and A. Klyachko, The Pauli principle revisited, Comm. Math. Phys., 282 (2008), pp. 287–322.

[3] S. Azadi and N. D. Drummond, Low-density phase diagram of the three-dimensional electron gas, 2022.

[4] V. Bach, Error bound for the Hartree-Fock energy of atoms and molecules, Commun. Math. Phys., 147 (1992), pp. 527–548.

[5] V. Bach and L. Delle Site, On some open problems in many-electron theory, in Many-Electron Approaches in Physics, Chemistry and Mathematics, V. Bach and L. Delle Site, eds., Mathematical Physics Studies, Springer International Publishing, 2014, pp. 413–417.

[6] V. Bach, E. H. Lieb, and J. P. Solovej, Generalized Hartree-Fock theory and the Hubbard model, J. Statist. Phys., 76 (1994), pp. 3–89.

[7] R. D. Benguria, G. A. Bley, and M. Loss, A new estimate on the indirect Coulomb energy, Int. J. Quantum Chem., 112 (2012), pp. 1579–1584.

[8] U. Bindini and L. De Pascale, Optimal transport with Coulomb cost and the semiclassical limit of density functional theory, J. ´Ec. polytech. Math., 4 (2017), pp. 909–934.

[9] R. F. Bishop and K. H. Lührmann, Electron correlations, ii. ground-state results at low and metallic densities, Phys. Rev. B, 26 (1982), pp. 5523–5557.

[10] X. Blanc and M. Lewin, The crystallization conjecture: A review, EMS Surv. Math. Sci., 2 (2015), pp. 255–306.

[11] O. Bokanowski and B. Grébert, A decomposition theorem for wave functions in molecular quantum chemistry, Math. Models Methods Appl. Sci., 6 (1996), pp. 437–466.

[12] O. Bokanowski, B. Grébert, and N. J. Mauser, Local density approximations for the energy of a periodic Coulomb model, Math. Models Methods Appl. Sci., 13 (2003), pp. 1185–1217.

[13] R. Borland and K. Dennis, The conditions on the one-matrix for three-body fermion wavefunctions with one-rank equal to six, J. Phys. B, 5 (1972), pp. 7–15.

[14] D. Borwein, J. M. Borwein, and R. Shail, Analysis of certain lattice sums, J. Math. Anal. Appl., 143 (1989), pp. 126–137.

[15] D. Borwein, J. M. Borwein, R. Shail, and I. J. Zucker, Energy of static electron lattices, J. Phys. A, 21 (1988), pp. 1519–1531.

[16] D. Borwein, J. M. Borwein, and A. Straub, On lattice sums and Wigner limits, J. Math. Anal. Appl., 414 (2014), pp. 489–513.

[17] J. M. Borwein, M. L. Glasser, R. C. McPhedran, J. G. Wan, and I. J. Zucker, Lattice sums then and now, vol. 150 of Encyclopedia of Mathematics and
its Applications, Cambridge University Press, Cambridge, 2013. With a foreword by Helaman Ferguson and Claire Ferguson.

[18] O. Bratelli and D. W. Robinson, Operator Algebras and Quantum Statistical Mechanics 1: $C^*$- and $W^*$-Algebras. Symmetry Groups. Decomposition of States, Texts and Monographs in Physics, Springer, 2nd ed., 2002.

[19] ———. Operator Algebras and Quantum Statistical Mechanics 2: Equilibrium States, Models in Quantum Statistical Mechanics, Texts and Monographs in Physics, Springer, 2nd ed., 2002.

[20] S. G. Brush, H. L. Sahlin, and E. Teller, Monte Carlo study of a one-component plasma, i, J. Chem. Phys., 45 (1966), pp. 2102–2118.

[21] K. Burke, Lieb’s most useful contribution to density functional theory? In: The Physics and Mathematics of Elliott Lieb. The 90th Anniversary Volume I, edited by R.L. Frank, A. Laptev, M. Lewin and R. Seiringer, ch. 7, pp. 131–142, EMS Press (2022).

[22] G. Buttazzo, T. Champion, and L. De Pascale, Continuity and estimates for multimarginal optimal transportation problems with singular costs, Appl. Math. Optim., 78 (2018), pp. 155–200.

[23] J. W. S. Cassels, On a problem of Rankin about the Epstein zeta-function, Proc. Glasgow Math. Assoc., 4 (1959), pp. 73–80.

[24] D. M. Ceperley and B. J. Alder, Ground State of the Electron Gas by a Stochastic Method, Phys. Rev. Lett., 45 (1980), pp. 566–569.

[25] H. Cohn, A. Kumar, S. D. Miller, D. Radchenko, and M. Viazovska, Universal optimality of the $E_8$ and Leech lattices and interpolation formulas, Ann. of Math., (2022). to appear.

[26] R. A. Coldwell-Horsfall and A. A. Maradudin, Zero-point energy of an electron lattice, J. Math. Phys., 1 (1960), pp. 395–404.

[27] A. Coleman, Structure of fermion density matrices, Rev. Modern Phys., 35 (1963), pp. 685–689.

[28] A. Coleman and V. Yukalov, Reduced Density Matrices: Coulson’s Challenge, Springer Verlag, 2000.

[29] M. Colombo, L. De Pascale, and S. Di Marino, Multimarginal optimal transport maps for one-dimensional repulsive costs, Canad. J. Math., 67 (2015), pp. 350–368.

[30] M. Colombo and S. Di Marino, Equality between Monge and Kantorovich multimarginal problems with Coulomb cost, Ann. Mat. Pura Appl. (4), 194 (2015), pp. 307–320.

[31] M. Colombo, S. Di Marino, and F. Stra, First order expansion in the semiclassical limit of the Levy-Lieb functional, arXiv e-prints, (2021), p. arXiv:2106.06283

[32] M. Colombo and F. Stra, Counterexamples in multimarginal optimal transport with Coulomb cost and spherically symmetric data, Math. Models Methods Appl. Sci., 26 (2016), pp. 1025–1049.

[33] C. Cotar, G. Friesecke, and C. Klüppelberg, Density functional theory and optimal transportation with Coulomb cost, Comm. Pure Appl. Math., 66 (2013), pp. 548–599.

[34] C. Cotar, G. Friesecke, and C. Klüppelberg, Smoothing of transport plans with fixed marginals and rigorous semiclassical limit of the Hohenberg-Kohn functional, Arch. Ration. Mech. Anal., 228 (2018), pp. 891–922.

[35] C. Cotar, G. Friesecke, and B. Pass, Infinite-body optimal transport with Coulomb cost, Calc. Var. Partial Differ. Equ., 54 (2015), pp. 717–742.

[36] C. Cotar and M. Petrache, Equality of the jellium and uniform electron gas next-order asymptotic terms for Coulomb and Riesz potentials, ArXiv e-prints 1707.07664 (version 5), (2019).

[37] C. Cotar and M. Petrache, Next-order asymptotic expansion for $N$-marginal optimal transport with Coulomb and Riesz costs, Adv. Math., 344 (2019), pp. 137–233.

[38] D. G. de Figueiredo and J.-P. Gossez, Strict monotonicity of eigenvalues and unique continuation, Comm. Partial Differential Equations, 17 (1992), pp. 339–346.
54 M. LEWIN, E.H. LIEB, AND R. SEIRINGER

[89] G. Kin-Lic Chan and N. C. Handy, Optimized Lieb-Oxford bound for the exchange-correlation energy, Phys. Rev. A, 59 (1999), pp. 3075–3077.

[90] D. Kirzhnits, Quantum corrections to the Thomas-Fermi equation, Soviet Phys. JETP, 5 (1957).

[91] A. A. Klyachko, Quantum marginal problem and N-representability, J. Phys. Conf. Series, 36 (2006), pp. 72–86.

[92] H. Koch and D. Tataru, Carleman estimates and absence of embedded eigenvalues, Commun. Math. Phys., 267 (2006), pp. 419–449.

[93] W. Kohn and L. J. Sham, Self-consistent equations including exchange and correlation effects, Phys. Rev. (2), 140 (1965), pp. A1133–A1138.

[94] M. Koivisto and M. J. Stott, Kinetic energy functional for a two-dimensional electron system, Phys. Rev. B, 76 (2007), p. 195103.

[95] P. E. Lammert, In search of the Hohenberg-Kohn theorem, J. Math. Phys., 59 (2018), pp. 042110, 19.

[96] A. r. b. k. Lauritsen, Floating Wigner crystal and periodic jellium configurations, J. Math. Phys., 62 (2021), pp. Paper No. 083305, 17.

[97] O. Lazarev and E. H. Lieb, A smooth, complex generalization of the Hobby-Rice theorem, Indiana Univ. Math. J., 62 (2013), pp. 1133–1141.

[98] A. Levy, Universal variational functionals of electron densities, first-order density matrices, and natural spin-orbitals and solution of the \( v \)-representability problem, Proc. Natl. Acad. Sci. U. S. A., 76 (1979), pp. 6062–6065.

[99] M. Levy and J. P. Perdew, Tight bound and convexity constraint on the exchange-correlation-energy functional in the low-density limit, and other formal tests of generalized-gradient approximations, Phys. Rev. B, 48 (1993), pp. 11638–11645.

[100] M. Lewin, Solutions of the multiconfiguration equations in quantum chemistry, Arch. Ration. Mech. Anal., 171 (2004), pp. 83–114.

[101] A. Levitt, Geometric methods for nonlinear many-body quantum systems, J. Funct. Anal., 260 (2011), pp. 3535–3595.

[102] A. Levitt, Semi-classical limit of the Levy-Lieb functional in Density Functional Theory, C. R. Math. Acad. Sci. Paris, 356 (2018), pp. 449–455.

[103] A. Levitt, Coulomb and Riesz gases: The known and the unknown, J. Math. Phys., 63 (2022), p. 061101. Special collection in honor of Freeman Dyson.

[104] M. Lewin and E. H. Lieb, Improved Lieb-Oxford exchange-correlation inequality with gradient correction, Phys. Rev. A, 91 (2015), p. 022507.

[105] M. Lewin, E. H. Lieb, and R. Seiringer, Statistical mechanics of the Uniform Electron Gas, J. Éc. polytech. Math., 5 (2018), pp. 79–116.

[106] M. Lewin, E. H. Lieb, and R. Seiringer, Improved Lieb-Oxford bound on the indirect and exchange energies, Lett. Math. Phys., in press (2022). Themed collection “Mathematical Physics and Numerical Simulation of Many-Particle Systems”; V. Bach and L. Delle Site (eds.).

[107] M. Lewin, P. T. Nam, S. Serfaty, and J. P. Solovej, Bogoliubov spectrum of interacting Bose gases, Comm. Pure Appl. Math., 68 (2015), pp. 413–471.

[108] P. Li and S. T. Yau, On the Schrödinger equation and the eigenvalue problem, Commun. Math. Phys., 88 (1983), pp. 309–318.
[117] ______, The stability of matter: from atoms to stars, Bull. Amer. Math. Soc. (N.S.), 22 (1990), pp. 1–49.
[118] E. H. Lieb and M. Loss, Analysis, vol. 14 of Graduate Studies in Mathematics, American Mathematical Society, Providence, RI, 2nd ed., 2001.
[119] E. H. Lieb and H. Narnhofer, The thermodynamic limit for jellium, J. Stat. Phys., 12 (1975), pp. 291–310.
[120] E. H. Lieb and S. Oxford, Improved lower bound on the indirect Coulomb energy, Int. J. Quantum Chem., 19 (1980), pp. 427–439.
[121] E. H. Lieb and R. Seiringer, The Stability of Matter in Quantum Mechanics, Cambridge Univ. Press, 2010.
[122] E. H. Lieb and B. Simon, Thomas-Fermi theory revisited, Phys. Rev. Lett., 31 (1973), pp. 681–683.
[123] ______, The Thomas-Fermi theory of atoms, molecules and solids, Adv. Math., 23 (1977), pp. 22–116.
[124] E. H. Lieb, J. P. Solovej, and J. Yngvason, Ground states of large quantum dots in magnetic fields, Phys. Rev. B, 51 (1995), pp. 10646–10665.
[125] E. H. Lieb and W. E. Thirring, Bound on kinetic energy of fermions which proves stability of matter, Phys. Rev. Lett., 35 (1975), pp. 687–689.
[126] ______, Inequalities for the moments of the eigenvalues of the Schrödinger hamiltonian and their relation to Sobolev inequalities, Studies in Mathematical Physics, Princeton University Press, 1976, pp. 269–303.
[127] D. Lundholm, P. T. Nam, and F. Portmann, Fractional Hardy-Lieb-Thirring and related inequalities for interacting systems, Arch. Ration. Mech. Anal., 219 (2016), pp. 1343–1382.
[128] S. Lundqvist and N. March, eds., Theory of the Inhomogeneous Electron Gas, Physics of Solids and Liquids, Springer US, 1983.
[129] N. H. March and W. H. Young, Variational methods based on the density matrix, Proc. Phys. Soc., 72 (1958), p. 182.
[130] S. Mikhailov and K. Ziegler, Floating Wigner molecules and possible phase transitions in quantum dots, Eur. Phys. J. B, 28 (2002), pp. 117–120.
[131] H. L. Montgomery, Minimal theta functions, Glasgow Math. J., 30 (1988), pp. 75–85.
[132] J. C. B. Morrey, On the analyticity of the solutions of analytic non-linear elliptic systems of partial differential equations. I. Analyticity in the interior., Amer. J. Math., 80 (1958), pp. 198–218.
[133] P. T. Nam, Lieb-Thirring inequality with semiclassical constant and gradient error term, J. Funct. Anal., 274 (2018), pp. 1739–1746.
[134] B. R. A. Nijboer and T. W. Ruijgrok, On the energy per particle in three- and two-dimensional Wigner lattices, J. Statist. Phys., 53 (1988), pp. 361–382.
[135] M. M. Odashima and K. Capelle, How tight is the Lieb-Oxford bound?, J. Chem. Phys., 127 (2007), p. 054106.
[136] R. Pass and W. Yang, Density-Functional Theory of Atoms and Molecules, International Series of Monographs on Chemistry, Oxford University Press, USA, 1994.
[137] B. Pass, Multi-marginal optimal transport: theory and applications, ESAIM Math. Model. Numer. Anal., 49 (2015), pp. 1771–1790.
[138] J. P. Perdew and J. Sun, The Lieb-Oxford Lower Bounds on the Coulomb Energy, Their Importance to Electron Density Functional Theory, and a Conjectured Tight Bound on Exchange. In: The Physics and Mathematics of Elliott Lieb. The 90th Anniversary Volume II, edited by R.L. Frank, A. Laptev, M. Lewin and R. Seiringer, ch. 36, pp. 165–178, EMS Press (2022).
[139] J. P. Perdew, Unified Theory of Exchange and Correlation Beyond the Local Density Approximation, in Electronic Structure of Solids ’91, P. Ziesche and H. Eschrig, eds., Akademie Verlag, Berlin, 1991, pp. 11–20.
[140] J. P. Perdew, K. Burke, and M. Ernzerhof, Generalized gradient approximation made simple, Phys. Rev. Lett., 77 (1996), pp. 3865–3868.
[118] J. P. Perdew and S. Kurth, Density Functionals for Non-relativistic Coulomb Systems in the New Century, Springer Berlin Heidelberg, Berlin, Heidelberg, 2003, pp. 1–55.

[119] J. P. Perdew, R. G. Parr, M. Levy, and J. L. Balduz, Density-functional theory for fractional particle number: Derivative discontinuities of the energy, Phys. Rev. Lett., 49 (1982), pp. 1691–1694.

[120] J. P. Perdew and K. Schmidt, Jacob’s ladder of density functional approximations for the exchange-correlation energy, AIP Conference Proceedings, 577 (2001), pp. 1–20.

[121] J. P. Perdew and Y. Wang, Accurate and simple analytic representation of the electron-gas correlation energy, Phys. Rev. B, 45 (1992), pp. 13244–13249.

[122] M. Petrache and S. Serfaty, Crystallization for Coulomb and Riesz interactions as a consequence of the Cohn-Kumar conjecture, Proc. Am. Math. Soc., 148 (2020), pp. 3047–3057.

[123] E. Pollock and J. Hansen, Statistical Mechanics of Dense Ionized Matter. II. Equilibrium Properties and Melting Transition of the Crystalized One-Component Plasma, Phys. Rev. A, 8 (1973), pp. 3110–3122.

[124] R. A. Rankin, A minimum problem for the Epstein zeta-function, Proc. Glasgow Math. Assoc., 1 (1953), pp. 149–158.

[125] E. Răşănen, S. Pittalis, K. Capelle, and C. R. Proetto, Lower bounds on the exchange-correlation energy in reduced dimensions, Phys. Rev. Lett., 102 (2009), p. 206406.

[126] M. Reed and B. Simon, Methods of Modern Mathematical Physics. I. Functional analysis, Academic Press, 1972.

[127] ———, Methods of Modern Mathematical Physics. II. Fourier analysis, self-adjointness, Academic Press, New York, 1975.

[128] R. Regbaoui, Strong uniqueness for second order differential operators, J. Differential Equations, 141 (1997), pp. 201–217.

[129] D. Ruelle, Statistical mechanics. Rigorous results, Singapore: World Scientific, London: Imperial College Press, 1999.

[130] M. Rumine, Balanced distribution-energy inequalities and related entropy bounds, Duke Math. J., 160 (2011), pp. 567–597.

[131] M. B. Ruskai, N-representability problem: Particle-hole equivalence, J. Mathematical Phys., 11 (1970), pp. 3218–3224.

[132] V. Rütherfoord, On the Lazarev-Lieb extension of the Hobby-Rice theorem, Adv. Math., 244 (2013), pp. 16–22.

[133] L. Salasnich, Kirzhnits gradient expansion for a D-dimensional Fermi gas, J. Phys. A, 40 (2007), pp. 9987–9992.

[134] P. Sarnak and A. Strömbergsson, Minima of Epstein's zeta function and heights of flat tori, Invent. Math., 165 (2006), pp. 115–151.

[135] M. Schechter and B. Simon, Unique continuation for Schrödinger operators with unbounded potentials, J. Math. Anal. Appl., 77 (1980), pp. 482–492.

[136] L. Schimmer, The state of the Lieb-Thirring conjecture. In The Physics and Mathematics of Elliott Lieb. The 90th Anniversary Volume II, edited by R.L. Frank, A. Laptev, M. Lewin and R. Seiringer, ch. 39, pp. 253–275, EMS Press (2022).

[137] M. Seidl, Strong-interaction limit of density-functional theory, Phys. Rev. A, 60 (1999), pp. 4387–4395.

[138] M. Seidl, T. Benyahia, D. P. Kooi, and P. Gori-Giorgi, The Lieb-Oxford bound and the optimal transport limit of DFT. In: The Physics and Mathematics of Elliott Lieb. The 90th Anniversary Volume II, edited by R.L. Frank, A. Laptev, M. Lewin and R. Seiringer, ch. 43, pp. 345–360, EMS Press (2022).

[139] M. Seidl, S. Di Marino, A. Gerolin, L. Nenna, K. J. H. Giesbertz, and P. Gori-Giorgi, The strictly-correlated electron functional for spherically symmetric systems revisited, ArXiv e-prints, (2017).

[140] M. Seidl, P. Gori-Giorgi, and A. Savin, Strictly correlated electrons in density-functional theory: A general formulation with applications to spherical densities, Phys. Rev. A, 75 (2007), p. 042511.
[164] M. Seidl, J. P. Perdew, and M. Levy, Strictly correlated electrons in density-functional theory, Phys. Rev. A, 59 (1999), pp. 51–54.

[165] B. Simon, Schrödinger semigroups, Bull. Amer. Math. Soc. (N.S.), 7 (1982), pp. 447–526.

[166] J. Sun, J. P. Perdew, and A. Ruzsinszky, Semilocal density functional obeying a strongly tightened bound for exchange, Proc. Nat. Acad. Sci. U.S.A., 112 (2015), pp. 685–689.

[167] J. Sun, R. C. Remsing, Y. Zhang, Z. Sun, A. Ruzsinszky, H. Peng, Z. Yang, A. Paul, U. Waghmare, X. Wu, M. L. Klein, and J. P. Perdew, Accurate first-principles structures and energies of diversely bonded systems from an efficient density functional, Nature Chemistry, 8 (2016), pp. 831–836.

[168] J. Sun, A. Ruzsinszky, and J. P. Perdew, Strongly constrained and appropriately normed semilocal density functional, Phys. Rev. Lett., 115 (2015), p. 036402.

[169] L. H. Thomas, The calculation of atomic fields, Proc. Camb. Philos. Soc., 23 (1927), pp. 542–548.

[170] M.-I. Trappe, Y. Len, H. Ng, and B.-G. Englert, Airy-averaged gradient corrections for two-dimensional fermion gases, Annals of Physics, 385 (2017), pp. 136–161.

[171] C. F. v. Weizsäcker, Zur theorie der Kernmassen, Z. Phys., 96 (1935), pp. 431–458.

[172] C. N. Yang, Concept of off-diagonal long-range order and the quantum phases of liquid He and of superconductors, Rev. Modern Phys., 34 (1962), pp. 694–704.

[173] C. N. Yang, Some properties of the reduced density matrix, J. Mathematical Phys., 4 (1963), pp. 418–419.

[174] W. Yang, Generalized adiabatic connection in density functional theory, J. Chem. Phys., 100 (1998), pp. 10107–10110.

[175] F. H. Zong, C. Lin, and D. M. Ceperley, Spin polarization of the low-density three-dimensional electron gas, Phys. Rev. E, 66 (2002), p. 036703.

[176] G. Zumbach and K. Maschke, New approach to the calculation of density functionals, Phys. Rev. A (3), 28 (1983), pp. 544–554.

[177] G. Zumbach and K. Maschke, Erratum: “New approach to the calculation of density functionals”, Phys. Rev. A (3), 29 (1984), pp. 1585–1587.

CNRS & CEREMADE, Université Paris-Dauphine, PSL University, 75016 Paris, France
Email address: mathieu.lewin@math.cnrs.fr

Departments of Mathematics and Physics, Jadwin Hall, Princeton University, Washington Rd., Princeton, NJ 08544, USA
Email address: lieb@princeton.edu

IST Austria (Institute of Science and Technology Austria), Am Campus 1, 3400 Klosterneuburg, Austria
Email address: robert.seiringer@ist.ac.at