REFERENCE-BASED TEXTURE TRANSFER FOR SINGLE IMAGE SUPER-RESOLUTION OF MAGNETIC RESONANCE IMAGES
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ABSTRACT

Magnetic Resonance Imaging (MRI) is a valuable clinical diagnostic modality for spine pathologies with excellent characterization for infection, tumor, degenerations, fractures and herniations. However in surgery, image-guided spinal procedures continue to rely on CT and fluoroscopy, as MRI slice resolutions are typically insufficient. Building upon state-of-the-art single image super-resolution, we propose a reference-based, unpaired multi-contrast texture-transfer strategy for deep learning based in-plane and across-plane MRI super-resolution. We use the scattering transform to relate the texture features of image patches to unpaired reference image patches, and additionally a loss term for multi-contrast texture. We apply our scheme in different super-resolution architectures, observing improvement in PSNR and SSIM for 4x super-resolution in most of the cases.

Index Terms—Super-resolution, MRI, texture, wavelet transform

1. INTRODUCTION

Magnetic Resonance (MR) Imaging provides high value in spine clinical diagnosis, with standard classification and grading schemes for spinal pathologies built on MRI. Some of these rely on subtle findings specific to MRI such as end-plate abnormalities and high-intensity zones [1]. While spine MRI is unmatched for diagnosis and post-operative prognosis [2], surgery guidance is dominated by radiation imaging: CT and fluoroscopy. A primary requirement for intra-operative use is geometric accuracy, which is typically lower in MRI due to acquisition of thicker slices. Super-resolution (SR) could be an enabler for use of MRI intra-operatively in spine procedures. We take up deep learning super-resolution as a direct means of improving spine MRI resolution, leveraging the unique possibility in MRI of acquiring multiple contrast images and with different slicing direction.

Related work: Some state-of-the-art single image super-resolution (SISR) techniques for natural images include Residual Channel Attention network (RCAN) [3] and Residual Feature Distillation Network (RFDN) [4]. Recent work in MRI super-resolution include [5], which evaluated SSIM improvement in SRCNN for brain MRI, and showed superior reconstruction compared to fusion of thick slices of different anatomical orientation. Multi-contrast super-resolution has been explored in [6] where synergizing multiple contrasts was shown to achieve better super-resolution results, using a composition of loss terms including MSE, adversarial, perceptual and textural loss. Other approaches in literature include residual deep learning [7] and use of cross-plane self-similarity in MRI [8].

Peculiar to MRI, the different MRI contrast images have similar texture patterns. State-of-art SISR networks like RCAN, RFDN, can be augmented to utilize this. Reference based SISR methods have been effective in leveraging texture details from reference images to assist resolution enhancement [9]. But VGG [10] type feature-maps which are used in natural image SR would not be suited, as they are known to be sensitive to lower order image characteristics, capturing structure more than texture. The learnt filters are also not guaranteed to be orthogonal, making comparison and matching using simplistic distance metrics questionable. In our work we emphasize on using textures of multi-contrast MRI images as reference for super-resolution. Texture transfer (TT) attempts to replace the texture features of Low Resolution (LR) MRI input with matched textures of the High Resolution (HR) reference. Before comparing the LR textures with the reference textures, the reference images are degraded by blurring so that matching operates in similar sampling frequency.

In place of VGG feature maps like in prior works, we use wavelet scattering to extract multiscale texture features and

![Fig. 1: Proposed SISR with texture transfer](image-url)
use a texture-based loss function for texture transfer. Our approach achieves texture transfer by extracting wavelet scattering features, compared using dense matching to an unpaired HR reference, and combining texture information from the matched reference. Fig. 1 shows a quick overview of the proposed reference-based texture transfer approach.

We summarize our contributions as follows:

1. A module applicable onto baseline architectures like SRCNN, RCAN, RFDN, providing a reference-based, unpaired, texture transfer strategy using wavelet scattering and texture loss, utilizing multi-contrast MRI.

2. We explore the effect of using different kinds of reference images in improving the resolution quality; for instance, use of axial reference images to train model for sagittal LR-HR.

3. We compare 3 existing SISR architectures: SRCNN, RCAN, RFDN on sagittal and axial MRI input LR images with different types of MRI reference images. Results show improvement for most cases across models improving the in-plane and through-plane resolution (4x) both quantitatively and qualitatively.

2. SUPER RESOLUTION THROUGH TEXTURE TRANSFER

2.1. Background study for texture transfer

The concept of reference-based texture transfer has been inspired from the idea of neural style transfer using VGG features in SISR. For MR images, texture details can be retrieved from the images acquired across multiple protocols and hence can be used for texture transfer. Wavelet is one of the best ways to decompose the image into various frequency bands, which can be effectively used in texture extraction. Hence, in our approach of reference-based texture transfer, we compute the wavelet transform of the LR image to be super resolved and the high resolution reference to extract texture features. In the transformed domain, feature swapping is performed wherein the texture features of LR is replaced with the best matched texture features of the reference by dense comparison. To minimize the difference between the swapped texture features and the texture features of super resolved output, we include a texture loss term in the loss function.

In the proposed method, Morlet wavelet transform is used for computing the texture features of the image. Morlet wavelet filters are very similar to Gabor filters, which have been widely used in texture extraction. Wavelet coefficients are computed at different scales, where scale denotes the level of decomposition of the image.

Additionally, in the proposed approach based on wavelet transform, wavelet filters at different rotation angles are considered to ensure rotation invariance in the computed features.

2.2. Feature Swapping

There are two main steps in feature swapping - Dense matching and texture transfer. The LR image \( I_{LR} \) is first up-sampled to the actual size using bicubic interpolation. The HR reference images are down-sampled and up-sampled using bicubic interpolation to obtain blurred reference images so as to bring them to the same frequency bandwidth as the LR input. The process of feature swapping is illustrated in Fig. 2. The wavelet scattering coefficients are obtained for up-sampled LR input \( (I_{LR} \uparrow) \), HR reference \( (I_{Ref} \uparrow) \) and blurred HR reference \( (I_{Ref} \downarrow\uparrow) \). The features of LR input and that of blurred reference are sampled into small dense patches of size 3x3 with a stride of 1. Each texture patch of \( I_{LR} \uparrow \) is compared with every other texture patches of \( I_{Ref} \downarrow\uparrow \), to get the corresponding reference texture patch index that gives the highest correlation. To represent this mathematically, let the sampling function be given as \( P \) and the similarity map between the \( i^{th} \) input texture patch and the \( j^{th} \) reference texture patch can be given as \( s(i,j) \). The similarity between two patches is calculated as a dot product.

\[
s(i,j) = \langle P_i(\phi_{J,L}(I_{LR} \uparrow)), P_j(\phi_{J,L}(I_{Ref} \downarrow\uparrow)) \rangle
\]

Here \( \phi_{J,L} \) denotes the texture feature extractor with scale \( J \) and number of rotation angles \( L \). The index of the reference texture patch that gives the maximum similarity is chosen as the texture for that particular LR image texture patch.

\[
S(i) = \arg\max_j s(i,j)
\]

\( S(i) \) is the index of reference texture patch of maximum correlation. This operation (called as dense matching operation) is repeated for every LR input patch to obtain the best matching correspondences in texture and can be formulated as,

\[
M(J,L) = D(\phi_{J,L}(I_{LR} \uparrow), \phi_{J,L}(I_{Ref} \downarrow\uparrow))
\]

Here, \( D \) denotes the dense matching operation and \( M(J,L) \) is the matching correspondences between the features of LR input and that of blurred reference.

Based on the correspondences, the patches of texture features of HR reference are placed at the appropriate positions. We call this operation of transfer of texture information from the HR reference to the LR input as texture transfer.

\[
F = H(\phi_{J,L}(I_{Ref}), M(J,L))
\]

where, \( H \) denotes the texture transfer operation and \( F \) denotes the transferred features that can be concatenated to the SISR model during training at a specified layer (typically at one of the initial layers) of the model based on its architecture.
2.3. Loss functions

We used three loss functions in the proposed approach namely the reconstruction loss in the image domain, perceptual loss and texture loss in the feature domain. The reconstruction loss $L_{rec}$ is given as,

$$L_{rec} = \|I_{SR} - I_{HR}\|_1$$  (5)

where $I_{SR}$ is the super resolved (or predicted) image and the $I_{HR}$ is the HR ground-truth image. The perceptual loss component is applied [14] to improve the visual quality of the image by enforcing similarity with respect to the ground truth in the feature space. Typically, we adopt the ReLU5-1 layer of VGG19 [15]. It can be given by,

$$L_p = \frac{1}{S} \sum_{i=1}^{N} \|\theta_i(I_{SR}) - \theta_i(I_{HR})\|_F$$  (6)

where $S$ is the features size (width * height * number of channels), $N$ is the number of channels and $\theta_i$ denotes the $i^{th}$ channel of VGG19. The third loss function enforces texture similarity between the swapped features of LR (from reference images) and the super resolved image. The texture loss is computed by taking Frobenius norm of Gram matrix of the extracted texture features.

$$L_t = \frac{1}{W} \|Gr(\phi_{J,L}(I_{SR})) - Gr(F)\|_F$$  (7)

Here, $F$ and $\phi_{J,L}$ are defined in Section 2.2, $W$ is the feature size and $Gr(.)$ calculates the Gram matrix, which helps in computing the texture information [16].

3. EXPERIMENTS

3.1. Data preparation

We have used two publicly available datasets for training and validation - Zenodo [17] and Dataset1 from SpineWeb [18]. We have chosen 23 volumes of T2-weighted turbo spin echo 3D MR of Zenodo and 8 MRI T1-weighted volumes of SpineWeb Dataset1 for training. The HR patches are created by randomly cropping twenty 64 x 64 patches from each MRI 2D slice making a total of 14000 patches (10920 sagittal view patches from Zenodo and 3080 sagittal SpineWeb patches together) for training. For testing, 312 sagittal view images of Zenodo and 316 axial view images of SpineWeb are used. Wilcoxon signed-rank test with an alpha of 0.05 is used to assess statistical significance.

3.2. Training details with and without texture transfer

The models chosen for training are the pre-existing SISR models - SRCNN, RCAN and RFDN with and without texture transfer. For each model we conduct three trainings - one without TT with only $L_1$ and $L_p$ loss components. (denoted by model name followed by $(L_1 + L_p)$) and the other two with TT based on two different sets of reference images (sagittal and axial reference, denoted by model name followed by $(L_1 + L_p + L_t)$ with suffix '-Sag' or '-Ax' respectively). Before training the baseline models with TT, feature swapping followed by concatenation of swapped features to one of the initial layers of the model is performed. The two types of reference images used in our study are - 1. Sagital TT: Four sagittal reference images from Zenodo for sagittal reference based training 2. Axial TT: Five Axial reference images for axial reference based training. For texture extraction we use the Morlet wavelet transform with $J = 2$ and $L = 8$. We have used Adam optimizer with learning rate 1e-4 for all the models. The batch size is chosen to be 9 for SRCNN and RFDN, and 16 for RCAN. All the implementations are carried out using Pytorch.
### Table 1: Quantitative comparison of SRCNN, RCAN and RFDN without and with texture transfer (metrics improvements shown in bold). Sagittal view data - Zenodo images, Axial view data - SpineWeb images. Sagittal and axial texture transfer models end with ‘-Sag’ and ‘-Ax’

| Model name | Sagittal view data | Axial view data |
|------------|--------------------|-----------------|
|            | PSNR (dB) | SSIM  | PSNR (dB) | SSIM  |
| Bicubic    | 35.1682  | 0.9221 | 28.9117  | 0.8827 |
| SRCNN \(L_1 + L_p\) | 37.4923  | 0.9483 | 29.7490  | 0.8985 |
| SRCNN \(L_1 + L_p + L_t\)-Sag | 38.0789  | 0.9550 | 30.0975  | 0.9041 |
| SRCNN \(L_1 + L_p + L_t\)-Ax | 38.1703  | 0.9557 | 30.1647  | 0.9050 |
| RCAN \(L_1 + L_p\)  | 38.4679  | 0.9596 | 30.3360  | 0.9066 |
| RCAN \(L_1 + L_p + L_t\)-Sag | 38.5239  | 0.9601 | 30.3383  | 0.9072 |
| RCAN \(L_1 + L_p + L_t\)-Ax | 38.5320  | 0.9603 | 30.3883  | 0.9078 |
| RFDN \(L_1 + L_p\)  | 38.4368  | 0.9586 | 30.3409  | 0.9073 |
| RFDN \(L_1 + L_p + L_t\)-Sag | 38.5021  | 0.9587 | 30.1427  | 0.9055 |
| RFDN \(L_1 + L_p + L_t\)-Ax | 38.5349  | 0.9594 | 30.2444  | 0.9066 |

Fig. 3: Visual comparison of methods SRCNN, RCAN and RFDN with and without texture transfer

## 4. RESULTS

The three convolutional neural network (CNN) models (SRCNN, RCAN and RFDN) are chosen based on the complexity of the architectures. The SRCNN is the simplest of the three models. RCAN is one of the state-of-the-art deep models with residual blocks and channel attention layers. RFDN is one of the recent models having multiple residual feature distillation blocks. Table 1 shows the quantitative comparison of the proposed approach. From the table, the following observations are noted. 1) The performance improvement of the proposed texture transfer has been consistent across the SISR baseline CNN models in most of the cases under study (highlighted in bold). 2) The axial texture transfer results are better than sagittal texture transfer. This is an important observation which emphasizes the purpose of reference based texture transfer. The reason could be that the texture features taken from high resolution reference image (in this case axial reference images which are T1-weighted images of voxel size 0.3 mm x 0.3 mm) are richer as compared to those with lower resolution. 3) The performance improvements are consistent across models for sagittal texture transfer. The resulting metrics are found to be statistically significant (pvalue < 0.05). For axial texture transfer, the SRCNN and RCAN show improvements while RFDN has shown equivalent performance in SSIM and a reduction in performance in PSNR. Since RFDN has multiple dense connections with multi-distillation blocks, we believe that the layer through which TT is done could be a reason in influencing the overall performance. As a future work, we are studying more CNN-based SISR models to understand the consistency of different texture transfer strategies across layers of the models. Fig. 3 shows the inter-vertebral sections of the lumbar spine anatomy. The qualitative comparison of bicubic interpolation method and models with and without TT is shown. From figure it is clear that the linear structures (highlighted with a box) in the discs are reconstructed with better agreement to the groundtruth as compared with the baseline CNN models.

## 5. CONCLUSION

Towards enabling the use of MRI in spine surgery intra-operative guidance, we take up single image super-resolution from clinical MRI, and demonstrated our novel method of reference-based texture transfer, implemented in 3 baseline architectures, and evaluated on two public datasets for multi-contrast SR in different slicing directions. Comparing with the baseline, the proposed texture transfer with texture loss exhibits good improvements in the performance evaluation metrics together with visual quality improvement. The observations show that the proposed neural texture transfer can be a potential source of improving the resolution of MRI images.
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