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Abstract

Given the abundance of applications of ranking in recent years, addressing fairness concerns around automated ranking systems becomes necessary for increasing the trust among end-users. Previous work on fair ranking has mostly focused on application-specific fairness notions, often tailored to online advertising, and it rarely considers learning as part of the process. In this work, we show how to transfer numerous fairness notions from binary classification to a learning to rank setting. Our formalism allows us to design methods for incorporating fairness objectives with provable generalization guarantees. An extensive experimental evaluation shows that our method can improve ranking fairness substantially with no or only little loss of model quality.

1 Introduction

Ranking problems are abundant in many contemporary subfields of machine learning and artificial intelligence, including web search, question answering, candidate/reviewer allocation, recommender systems and bid phrase suggestions [43]. Decisions taken by such ranking systems affect our everyday life and this naturally leads to concerns about the fairness of ranking algorithms.

Indeed, ranking systems are typically designed to maximize utility and return the results most likely correct for each query [53]. This can have potentially harmful down-stream effects. For example, in 2015 Google became the target of heavy criticism after news reports that when searching for “CEO” in Google’s image search, the first image of a women appeared only in the twelfth row, requiring two page scrolls to reach, and it actually did not show a real person but a Barbie doll [42]. Similar problems still exist in other ranking applications, such as product recommendations or online dating.

Potentially biased or otherwise undesirable results are particularly problematic in the learning to rank (LTR) setting [41, 45], where a machine learning model is trained to predict the relevances of the items for any query at test time. Training data for these systems is typically obtained from users interacting with another ranking system. Therefore, a biased selection of items can lead to disadvantageous winner-takes-it-all and rich-get-richer dynamics [59, 61].

A number of ranking-related fairness notions were proposed to make ranking systems more fair [10, 56, 75]. However, these were tailored to specific applications, such as online advertising. Some are also not well suited to the LTR situation, because their associated algorithms work by directly manipulating the order of returned items for a given query. In contrast, in the LTR setting one would hope that the system learns to be fair, such that a manipulation of the predicted relevance scores or the order of items are not necessary. This latter aspect brings up the problem of generalization for fairness: a ranking method could appear fair on the training data but turn out unfair at prediction time.

In this paper, we address these challenges and develop fairness-aware algorithms for LTR that provably generalize. To this end, we exploit connections between ranking and classification. Indeed, in contrast to fair learning in information retrieval, fair classification is a widely studied area where both the
algorithmic and learning theoretic challenges of learning fair models are rather well understood [5, 23, 68]. Importantly, many different notions of fairness have been proposed, which describe different properties that are desirable in various applications [44].

We provide a formalism for translating such well-established and well-understood fairness notions from classification to ranking by phrasing the LTR problem as a binary classification problem for every query-item pair. We exemplify our approach on three fairness notions that emerge naturally in the ranking setting and correspond to popular concepts in classification: demographic parity, equalized odds, and equality of opportunity. We then formulate corresponding fairness regularization terms, which can be incorporated with minor overhead into many standard LTR algorithms.

Besides its flexibility, another advantage of our approach is that it makes the task of fair LTR readily amendable to a learning-theoretic analysis. Specifically, we show generalization bounds for the three considered fairness notions, using a chromatic concentration bound for sums of dependent random variables [31] to overcome the challenge that training samples for the same query are not independent.

Finally, we demonstrate the practical usefulness of our method for training fair models. Experiments on two ranking datasets confirm that training with our regularizers indeed yields models with greatly improved fairness at prediction time, often with little to no reduction of ranking quality. In contrast, prior fair ranking methods are unable to consistently improve our fairness notions.

2 Related work

Fairness in classification. Algorithmic fairness is well explored in the context of binary classification, see [5] for a detailed introduction. In this work we show how to extend three popular group fairness notions – demographic parity, equalized odds and equality of opportunity [30] – to the ranking setting. In principle, our formalism is applicable to other group fairness notions, as well as individual [25] and causal [40] fairness notions. We defer the exploration of these to future work. On the methodological level, we opt for a highly adaptive and scalable regularization approach, inspired by successful regularization methods for fair classification [34, 36, 73]. More generally any other fair classification technique, e.g. [4, 22, 38, 52, 60, 77], may be applicable to our framework.

Fairness in ranking. Fairness in ranking has so far received less attention than fairness in classification. For an overview of recent techniques, see [18]. Most existing works concentrate on application-specific (single-purpose) fairness notions. One popular concept is fairness of exposure [10, 28, 46, 54, 56, 57, 70, 74]. It states that exposure/attention received by a group of items or an individual item should be proportional to its utility. Other works aim at ensuring sufficient representation of items from different groups in the top-$k$ positions of a ranking [19, 20, 27, 71, 75]. Besides group fairness also fair treatment of individuals has been studied in the context of ranking [13, 72].

Among papers considering broader notions of fairness in ranking, [8] designs learning algorithms that can work with any fairness oracle. The framework however is limited to linear classifiers and the authors do not propose specific fairness notions. [55] introduces a number of fair ranking definitions and draws parallels to equalized odds and demographic parity from fair classification. However, it does not provide a formal framework from studying the correspondence between the two setups, and does not study how to optimize these measures in a learning to rank context. Moreover, its fairness measures concern fair rankings for a fixed query, which also holds for the causal fairness notion in [69]. In contrast, our notion of ranking fairness is amortized across queries, similarly to [10].

Another related line of work is the one of pairwise fairness [8, 39, 47]. These works also describe ranking as a classification task in order to define fairness. However, the considered task is the proxy commonly employed by pairwise ranking methods, namely predicting which one of two items is more relevant than the other for a given query. In contrast, we define fairness in direct relation to the downstream task of deciding whether to return an item as relevant for a query or not. [33, 64] introduce fairness notions for bipartite ranking. These are also based on pairwise comparisons between points, but aim at learning fair continuous risks scores.

Overall, the main difference of our work to previous ones on ranking fairness is that we do not introduce a new fairness notion or algorithm. Instead, the formalism we introduce allows transferring existing fairness notions from classification to ranking. A second distinction is that only a minority of prior works considers fairness in the context of learning, and those who do usually propose new training techniques. Instead, the fairness regularizers we introduce can be combined with any existing
A dataset in the LTR setting typically has the form $(q_i, d_j, r_j)_{i \in [N], j \in [m_i]}$, i.e. for each of $N$ queries, $q_1, \ldots, q_N \in Q$, a subset of the items $D_{q_i} = \{d_{i1}, d_{i2}, \ldots, d_{im_i}\} \subset D$ are annotated with binary labels $r_j = r(q_i, d_j) \in \{0, 1\}$ that indicate if item $d_j$ is relevant to query $q_i$ or not. In most real-world scenarios, $m_i$ will be much smaller than $|D|$, since it is typically impractical to determine the relevance of every item for a query.

The goal of learning to rank is to use a given training set to learn a ranking procedure that, for any future query, can return a set of items as well as their order. That is, the learner has to construct a subset selection function,

$$R: Q \rightarrow \mathcal{P}(D),$$

where $\mathcal{P}$ denotes the power set operation, as well as an ordering of the predicted item set. In practice, both steps are typically combined by learning a score function, $s: Q \times D \rightarrow \mathbb{R}$. For any fixed $q$, $s(q, \cdot)$ induces a total ordering of $D$, and the set of predicted items is obtained by thresholding or top-$k$ prediction. The function $s$ is usually learned by minimizing a loss function on the quality of the result ranking on the train data. Classic examples of this construction are SVMRank [32] or WSABIE [65]. Most other pointwise, pairwise and listwise methods can also be phrased in the above way, with differences mainly in how the loss is defined and how the score function is learned numerically [41].

**Evaluation measures.** Many measures exist for evaluating the quality of a ranking system. Arguably the simplest is to measure the fraction of correctly predicted relevant items.

**Definition 1.** Let $S$ be a test set in the format introduced above. For any query $q_i$, let $d_{i1}^j, d_{i2}^j, \ldots$ be a ranking of the items in $D_{q_i}$ with associated ground-truth values $r(q_i, d_j^i)$. Then, for any $k \in \mathbb{N} \setminus \{0\}$, the precision at $k$ is defined as $P@k = \frac{1}{N} \sum_{i=1}^{N} P@k(q_i)$ with

$$P@k(q_i) = \frac{1}{k} \sum_{j=1}^{k} r(q_i, d_j^i).$$

}$3$ Preliminaries

In this section we introduce some background information on the learning to rank (LTR) task. A thorough introduction can be found, e.g., in [41], [45].

**Learning to rank.** Let $Q$ be a set of possible queries to a ranking system, and let $D$ be a set of items (historically documents) that are meant to be ranked according to their relevance for any query. Typically, we think of the query set as practically infinite, e.g. natural language phrases, whereas the item set is finite and fixed, e.g. a database of products or customers. These are not fundamental constraints, though, and extensions are possible, e.g. items appearing or disappearing over time.

A dataset in the LTR setting typically has the form $S = \{(q_i, d_j^i, r_j^i)\}_{i \in [N], j \in [m_i]}$, i.e. for each of $N$ queries, $q_1, \ldots, q_N \in Q$, a subset of the items $D_{q_i} = \{d_{i1}^j, d_{i2}^j, \ldots, d_{im_i}^j\} \subset D$ are annotated with binary labels $r_j^i = r(q_i, d_j^i) \in \{0, 1\}$ that indicate if item $d_j^i$ is relevant to query $q_i$ or not. In most real-world scenarios, $m_i$ will be much smaller than $|D|$, since it is typically impractical to determine the relevance of every item for a query.

The goal of learning to rank is to use a given training set to learn a ranking procedure that, for any future query, can return a set of items as well as their order. That is, the learner has to construct a subset selection function,

$$R: Q \rightarrow \mathcal{P}(D),$$

where $\mathcal{P}$ denotes the power set operation, as well as an ordering of the predicted item set. In practice, both steps are typically combined by learning a score function, $s: Q \times D \rightarrow \mathbb{R}$. For any fixed $q$, $s(q, \cdot)$ induces a total ordering of $D$, and the set of predicted items is obtained by thresholding or top-$k$ prediction. The function $s$ is usually learned by minimizing a loss function on the quality of the resulting ranking on the train data. Classic examples of this construction are SVMRank [32] or WSABIE [65]. Most other pointwise, pairwise and listwise methods can also be phrased in the above way, with differences mainly in how the loss is defined and how the score function is learned numerically [41].

**Evaluation measures.** Many measures exist for evaluating the quality of a ranking system. Arguably the simplest is to measure the fraction of correctly predicted relevant items.

**Definition 1.** Let $S$ be a test set in the format introduced above. For any query $q_i$, let $d_{i1}^j, d_{i2}^j, \ldots$ be a ranking of the items in $D_{q_i}$ with associated ground-truth values $r(q_i, d_j^i)$. Then, for any $k \in \mathbb{N} \setminus \{0\}$, the precision at $k$ is defined as $P@k = \frac{1}{N} \sum_{i=1}^{N} P@k(q_i)$ with

$$P@k(q_i) = \frac{1}{k} \sum_{j=1}^{k} r(q_i, d_j^i).$$


For any $k$, the $P@k$ value reflects only which items appear in the top-$k$ list, but not their ordering. Furthermore, $P@k$ is automatically small for datasets in which queries have only few relevant documents. To mitigate these shortcomings, one can add position-dependent weights and normalize by the score of a best-possible ranking.

**Definition 2.** In the same setting as for Definition\cite{1} the normalized discounted cumulative gain at $k$ is defined as $\text{NDCG}@k = \frac{1}{N} \sum_{i=1}^{N} \text{NDCG}@k(q_i)$ for

$$\text{NDCG}@k(q_i) = \left( \frac{1}{\log_2(k+1)} \sum_{j=1}^{k} r(q_i, d_j) \right) / \left( \frac{1}{\log_2(k+1)} \sum_{j=1}^{\min(k,K_i)} 1 \right),$$

where $K_i = | \{ d \in D_{q_i} : r(q_i, d) = 1 \} |$ is the number of relevant items for query $q_i$. Queries with no relevant items are excluded from the average, as the measure is not well-defined for these.

## 4 Fairness in Learning-to-Rank

We now introduce our framework for group fairness in ranking. The main step is to exploit a correspondence between ranking and multi-label learning, a view that has previously been employed for practical tasks, e.g., in extreme classification \cite{7}, but not –to our knowledge– to make LTR benefit from prior work on classification fairness.

Specifically, we study how a set of relevant items for any query can be selected in a fairly. Analogously to the discussion in Section\cite{3} this originally means learning a subset selection function $R : Q \rightarrow \mathcal{P}(D)$, where $R(q)$ is the predicted set of selected items for a query $q$. The objects for which we want to impose fairness, the items, occur as outputs of the learned functions. This makes it hard to leverage fairness notions from classification, where fairness is defined with respect to the inputs.

We advocate an orthogonal viewpoint: for any fixed query $q$, we treat the items not as elements of the predictor’s output, but as the inputs to a query-dependent classifier: $f_q : D \rightarrow \{0, 1\}$, where $f_q(d) = 1$, if item $d$ is should be returned for query $q$, and $f_q(d) = 0$ otherwise. As the query is a priori unknown, this means one ultimately has to find an item selection function

$$f : Q \times D \rightarrow \{0, 1\}. \quad (4)$$

While, of course, both views are equivalent, the latter one allows us to readily integrate notions of classification fairness into the LTR paradigm. Here we focus on the inclusion of group fairness, and leave the derivation of individual fairness \cite{25} or counterfactual fairness \cite{40} to future work.

Note that even though the item selection function $f(q, d)$ and the relevance label $r(q, d)$ have the same signature, their roles are different. $r$ specifies if an item is relevant for a query or not. $f$ indicates if the item should be returned as a result. These concepts differ when other aspects besides relevance are meant to influence the ranking, such as an upper bound on how many items can be retrieved per query or fairness and diversity considerations.

### 4.1 Group fairness in learning to rank

Notions of group fairness in classification are typically based on an underlying probabilistic framework that allows statements about (conditional) independence relations \cite{5}. The same is true in the ranking situation, where we assume $\mathbb{P} \in \mathcal{P}(Q \times D \times \{0, 1\})$ to be an unknown but fixed distribution over query/document/relevance triplets. In the rest of our work, all statements about probabilities of events, denoted by $Pr$, will be with respect to $\mathbb{P}(q,d,r(q,d))$. Note that $\mathbb{P}$ characterizes only the marginal distribution of observing individual data points. It does not further specify how sets of many points, e.g. a training dataset, would be sampled. In particular, as we will discuss later, datasets for ranking tasks are typically not sampled i.i.d. from $\mathbb{P}$, but exhibit strong statistical dependencies.

Analogously to the situation of classification, we assume that any item $d \in D$ has a protected attribute, $A(d)$, which denotes the group membership for which fairness should be ensured. For example, $A(d)$ can correspond to gender, when the retrieved items are images of people, or to the country of origin of an Amazon product. In this work, we assume binary-valued protected attributes, but this is only for simplicity of presentation, not a fundamental limitation of our framework.

A plausible notion of fairness in the context of ranking is: For any relevant item the probability of being included in the ranker’s output should be independent of its protected attribute. This
intuition is easy to formulate in our formalism, resulting a direct analog of the equality of opportunity principle from fair classification \[30\].

**Definition 3 (Equality of opportunity for LTR).** An item selection function \( f : Q \times D \rightarrow \{0,1\} \) fulfills the equality of opportunity condition, if
\[
\Pr(f(q,d) = 1 | A(d) = 0, r(q,d) = 1) = \Pr(f(q,d) = 1 | A(d) = 1, r(q,d) = 1),
\]
where \( A(d) \) denotes the protected attribute of a document \( d \).

The above definition provides a formal criterion of what it means for a ranking system to be fair. In practice, a ranker will rarely achieve perfect fairness. Therefore, we also introduce a quantitative version of Defintion 3 in the form of a fairness deviation measure \[67,68\] that reports a ranking procedure’s amount of unfairness (or lack of fairness) by means of its mean difference score \[16\].

**Definition 4.** The equality of opportunity (EOp) violation of any item selection function, \( f : Q \times D \rightarrow \{0,1\} \), is
\[
\Gamma^\text{EOp}(f) = \left| \Pr(f(q,d) = 1 | A(d) = 0, r(q,d) = 1) - \Pr(f(q,d) = 1 | A(d) = 1, r(q,d) = 1) \right|.
\]

Clearly, \( f \) is fair in the sense of Definition 3 if and only if it fulfills \( \Gamma^\text{EOp}(f) = 0 \).

**Other fairness measures.** As discussed extensively in the literature, different notions of fairness are appropriate under different circumstances. For example, to check the equality of opportunity condition one needs to know which items are relevant for a query, and this can be problematic, e.g., if the available data itself exhibits a bias in this respect.

A major advantage of our formalism compared to prior fair ranking methods is that it is not partial to a specific fairness measure. Besides equality of opportunity, many other notions of group fairness can be expressed by simply translating the corresponding expressions from classification.

For example, one can avoid the problem of the data bias by simply demanding: The probability of any item to be selected should be independent of its protected attribute (disregarding its relevance to the query). In our formalism, this condition is a direct analog of demographic parity \[17\].

**Definition 5 (Demographic Parity for LTR).** An item selection function \( f : Q \times D \rightarrow \{0,1\} \) fulfills the demographic parity condition, if
\[
\Pr(f(q,d) = 1 | A(d) = 0) = \Pr(f(q,d) = 1 | A(d) = 1).
\]

As associated quantitative measure we define the demographic parity (DP) violation of \( f \) as
\[
\Gamma^\text{DP}(f) = \left| \Pr(f(q,d) = 1 | A(d) = 0) - \Pr(f(q,d) = 1 | A(d) = 1) \right|.
\]

Another meaningful notion of fairness in ranking is: The probability of any item to be selected should be independent of its protected attribute, individually for all relevant and for all irrelevant items. This condition yields the ranking analog of the equality odds criterion \[30\].

**Definition 6 (Equalized Odds for LTR).** An item selection function \( f : Q \times D \rightarrow \{0,1\} \) fulfills the equalized odds condition, if for all \( r \in \{0,1\} \):
\[
\Pr(f(q,d) = 1 | A(d) = 0, r(q,d) = r) = \Pr(f(q,d) = 1 | A(d) = 1, r(q,d) = r)
\]

The equalized odds (EOD) violation of \( f \) is
\[
\Gamma^\text{EOD}(f) = \frac{1}{2} \sum_{r \in \{0,1\}} \left| \Pr(f(q,d) = 1 | A(d) = 0, r(q,d) = r) - \Pr(f(q,d) = 1 | A(d) = 1, r(q,d) = r) \right|.
\]

### 4.2 Training fair rankers

The above definitions do not only allow measuring the fairness of a fixed ranking system, but any of them can also be used to enforce the fairness of a LTR system during the training phase. For this, we create empirical variants of the fairness violation measures and add them as a regularizer during the training step \[2,34\]. For this construction to make sense, we have to answer two questions: Can we solve the resulting optimization efficiently? and Does the inclusion of a regularizer generalize, i.e. ensure fairness also on future predictions? In rest of this section, we will answer the first question.

The second question we will address in Section 4.3.
To allow for gradient-based optimization, we parametrize the binary-valued item selection function in a differentiable way using a real-valued score function \( s: Q \times D \to [0, 1] \), similar as introduced in Section 3. Our inspiration, however, comes from the classification setting, such as logistic regression, and we assume that \( s \) is not arbitrary real-valued, but that it parameterizes the probability that \( d \) is selected for \( q \), i.e. \( s(q, d) = \Pr(f(q, d) = 1) \).

**Empirical fairness measures.** For a given training set, \( S \), in the format discussed in Section 3 we obtain empirical estimates of the previously introduced fairness violation measures. For any \( \alpha \in \{0, 1\}, r \in \{0, 1\} \), denote by \( S_\alpha \) the subset of data points \( (q, d, r(q, d)) \) in \( S \) with \( A(d) = \alpha \), and by \( S_{\alpha,r} \) the subset of data points in \( S \) with \( A(d) = \alpha \) and \( r(q, d) = r \).

**Definition 7 (Empirical fairness violation measures).** For any function \( s: Q \times D \to [0, 1] \), its empirical equality of opportunity violation on a dataset \( S \) is

\[
\Gamma^{EOP}(s; S) = \left| \frac{1}{|S_{0,1}|} \sum_{(q,d) \in S_{0,1}} s(q, d) - \frac{1}{|S_{1,1}|} \sum_{(q,d) \in S_{1,1}} s(q, d) \right|. \tag{8}
\]

The empirical demographic parity violation of \( s \) on \( S \) is

\[
\Gamma^{DP}(s; S) = \left| \frac{1}{|S_0|} \sum_{(q,d) \in S_0} s(q, d) - \frac{1}{|S_1|} \sum_{(q,d) \in S_1} s(q, d) \right|. \tag{9}
\]

and the empirical equalized odds violation of \( s \) on \( S \) is

\[
\Gamma^{EOd}(s; S) = \frac{1}{2} \sum_{r \in \{0,1\}} \left| \frac{1}{|S_{0,r}|} \sum_{(q,d) \in S_{0,r}} s(q, d) - \frac{1}{|S_{1,r}|} \sum_{(q,d) \in S_{1,r}} s(q, d) \right|. \tag{10}
\]

These expressions can be derived readily as approximations of the conditional probabilities of the individual fairness measures by fractions of the corresponding examples in \( S \). This is done by assuming that the marginal probability of any data point in \( S \) is \( P \), and inserting the assumed relation \( s(p, q) = \Pr(f(p, q) = 1) \). Note that Definition 7 applies also to binary-valued functions, so it can also be used to evaluate the fairness of a learned item selection function on a dataset.

**Learning with fairness regularization.** Let \( L(s, S) \) be any loss function ordinarily used to train an LTR system. Instead of optimizing solely this fairness-agnostic loss, we propose to optimize a fairness-aware regularized objective:

\[
L^{fair}(s; S) = L(s, S) + \alpha \Gamma(s, S) \tag{11}
\]

for \( \alpha \geq 0 \), where \( \Gamma(s, S) \) is any of the empirical measures of fairness violation. The larger the value of \( \alpha \), the more the resulting rankers will take also the fairness of its decisions into account rather than just their utility. In the case that constraints on the desired fairness of the system are given, e.g. the often cited four-fifth rule [9], then a suitable value of \( \alpha \) can be determined by classic model selection, e.g. using a validation set. In general, we expect the desired trade-off between utility and fairness to be influenced also by subjective factors and we leave \( \alpha \) as a free parameter. However, as our experiments in Section 5 show, and as it has been observed in the context of classification [66], the relation between fairness and ranking quality is not necessarily adversarial.

**Optimization.** The fairness regularization terms, \( \alpha \Gamma(s, S) \), are absolute values between differences of weighted sums over the score functions. Consequently, their values and their gradients can be computed efficiently using standard numerical frameworks. In large-scale settings, where ordinary gradient descent optimization is infeasible due to memory and computational limitations, the regularized objective (11) can also be optimized by stochastic gradient steps over mini-batches, as long as the unregularized loss function \( L(s, S) \), supports this as well. The resulting per-batch gradient updates are not unbiased estimators of the full gradient, though, so the characteristics of the fairness notion changes depending on the batch size. For example, if batches were always formed of a single query with all associated documents, fairness would be enforced individually for each query, while the original objective enforces it averaged across all queries. In our experiments, however, we did not observe any deleterious effect of stochastic training when using a moderate batch size of 100.

**4.3 Generalization**

In this section we show that, given enough data, our train-time regularization procedure will also ensure fairness at prediction time. Specifically, we prove a generalization bound by means of a uniform concentration argument, showing that the fairness on future decisions is bounded by the sum...
of the fairness on the training set and a complexity term, where the latter decreases monotonically towards zero with the number of queries in the training set. Our results are similar to the ones in [68] for the classification setting. However, in the case of ranking data there is additional dependence between the samples, which complicates the analysis and influences the complexity term.

**Data generation process.** To study the generalization properties of our fairness measures at training time versus prediction time, we first have to formally define the statistical properties of the training data. We assume the following data generation process which is consistent with the structure of LTR datasets, with the only simplifying assumption that the item sets for all queries are of equal size $m$.

For a given data distribution $\mathbb{P}(q, d, r)$, a dataset $S = \{(q_i, d^i_j, r^i_j)\}_{i \in [N], j \in [m]}$, is sampled as follows: 1) queries, $q_1, \ldots, q_N$, are sampled i.i.d. from the marginal distribution $\mathbb{P}(q)$; 2) for each query $q_i$, independently a set of items, $D_{q_i} = \{d^i_1, \ldots, d^i_m\}$, is sampled in an arbitrary way with the only restriction that the marginal distribution of each individual $d^i_j$ should be $\mathbb{P}(d|q_i)$; 3) for each pair $(q_i, d^i_j)$ independently, the relevance $r^i_j$ is sampled from $\mathbb{P}(r|q_i, d^i_j)$.

Note that each data point of the resulting training set has marginal distribution $\mathbb{P}$. Nevertheless, a lot of flexibility remains about how the actual items per query are chosen. In particular, the item set can have dependencies, such as avoiding repetitions or diversity constraints. While this choice of generating process complicates the theoretical analysis, we believe that it is necessary, because we want to make sure that real-world ranking data is covered, which typically is far from i.i.d.

We now characterize the generalization properties of the fairness regularizers. Let $\mathcal{F} \subset \{ f : Q \times D \rightarrow \{0, 1\} \}$ be a set of item selection functions that make independent deterministic decisions per item (e.g., by thresholding a learned score function). Then, the following theorem holds:

**Theorem 1.** Let $S$ be a dataset sampled as described above with $2N m > v$ for $v = \text{VCdim}(\mathcal{F})$. Let $P = \min_{r, a} (\mathbb{P}(r(q, d) = r \land A(d) = a))$ and $Q = \min_{a} (\mathbb{P}(A(d) = a))$. Then, for any $\delta > 0$, each of the following inequalities holds with probability at least $1 - \delta$ over the sampling of $S$, uniformly for all $f \in \mathcal{F}$:

$$
\Gamma^{\text{EOp}}(f) \leq \Gamma^{\text{EOp}}(f, S) + C_1, \quad \Gamma^{\text{EOD}}(f) \leq \Gamma^{\text{EOD}}(f, S) + C_2, \quad \Gamma^{\text{DP}}(f) \leq \Gamma^{\text{DP}}(f, S) + C_3,
$$

with $C_1 = C_2 = 8\sqrt{\frac{v \log(\frac{2eN m}{v}) + \log(\frac{48}{\delta})}{NP^2}}$, $C_3 = 8\sqrt{\frac{2v \log(\frac{2eN m}{v}) + \log(\frac{24}{\delta})}{NQ^2}}$.

**Proof sketch.** The proof consists of two parts. First, for any fixed item selection function a bound is shown on the gap between the conditional probabilities contributing to fairness measure and their empirical estimations. We combine this with the large deviations bounds for sums of dependent random variables in terms of the chromatic number of their dependence graph of $[31]$. Next, the bounds are extended to hold uniformly over the full hypothesis space by evoking a variant of the classic symmetrization argument (e.g., $[63]$), while carefully accounting for the dependence between the samples. A complete proof can be found in the supplementary material.

**Discussion.** Theorem 1 bounds the fairness violation on future data by the fairness on the training set plus an explicit complexity term, uniformly over all item selection functions. Consequently, any item selection function with low fairness violation on the training set will have a similarly low fairness violation on new data, provided that enough data was used for training. Indeed, the complexity term decreases like $\sqrt{\log N/N}$ as $N \rightarrow \infty$, which is the expected behavior for a VC-based bound. We refer to the supplementary material for a more detailed discussion of the bound.

5 Experiments

We report on some experiments to validate the practicality and performance of our method for training fair LTR systems, including a large-scale setting. Our emphasis lies on studying the interaction between model quality and fairness, the effectiveness of our proposed method for optimizing both of these notions on real data and on the comparison to previous fair ranking algorithms. For space reasons, we only provide a high-level description of the experimental setting here. Technical details, e.g., on feature extraction, can be found in the supplemental material.
We use the training data of TREC 2019 Fairness track dataset [11]. It consists of 652 real-world queries taken from the Semantic Scholar search engine, together with a set of scientific papers for each query and binary labels for the relevance of every query-passage pair. The average number of labeled passages per query is 7.1, out of which 3.4 are relevant on average. Because of the rather small number of queries, we use five-fold cross-validation to evaluate our method and report averages and standard errors across the folds. As an exemplary protected attribute we use a proxy of the authors’ seniority. We split the set of documents into two groups based on whether the mean of their authors’ i10-index proxies (as provided in the TREC data) exceeds a threshold t or not. For t ∈ {3, 4, 5} we get different amounts of group imbalance, with the minority group consisting of approximately 46%, 26% and 9% of all papers, respectively.

MSMARCO. We use the passage ranking dataset v2.1 of MSMARCO [48]. It consists of approximately one million natural language questions, which serve as queries, associated sets of potentially relevant passages from Internet sources, and binary relevance labels for all provided query-document pairs. On average, there are 8.8 passages per question, and the average number of relevant ones is 0.65. For training and evaluation we use the default train-development split and report average and standard deviation over 10 random seeds. To create a protected attribute, we split the passages into two groups based on their top-level domains, thinking of it as a proxy of the answers’ geographic origin. Specifically, we split by "*.com vs other" (denoted by com) and by "*.com/.org/.gov/.edu/.net vs other" (denoted by ext). Their minority groups are of size 32% and 5% of all passages, respectively.

5.2 Learning to rank models

Our algorithm. We adopt a classical pointwise LTR approach with a generalized linear score function, \( s(d, q) = \langle \theta, \phi(q, d) \rangle \), for a predefined feature function, \( \phi : Q \times D \rightarrow \mathbb{R}^D \) (see supplemental material). As loss function of ranking quality, \( L(s, S) \), we use the squared loss between the relevance labels and the predictions of \( s \) over all data. To optimize for both ranking quality and fairness, we train with a weighted loss, as in equation (11). For TREC we train all models by SGD with a batch size of 100 queries and 10 passages per query and a learning rate of 0.003. In the MSMARCO experiments we train with 5 epochs of SGD with a batch size of 100 queries and 10 passages per query and a learning rate of 0.0001.

Baselines and ablation studies. Our method is the first to enforce the well-established fairness notions from classification in a LTR setting. Hence previously developed methods for fair ranking aim to optimize for other (often single-purpose) fairness notions. Nevertheless, it is informative to see how such algorithms perform against our method, in order to understand the relationship between
We obtained very similar results also for the other setups, e.g. different values of $k$. 

We also perform an ablation study by considering a version of our algorithm that learns to enforce such per-query fairness notions. Within our framework this is achieved by regularizing the relevances of items at test time are unknown, so we first train via our method with $\alpha_k, p, \alpha$ $\in [0, \alpha]$. We use $\alpha = 0.1$ and $p = 0.02, 0.04, \ldots, 0.98$. Note that in our LTR setting the true relevances of items at test time are unknown, so we first train via our method with $\alpha = 0$ and then, at test time, use the relevances predicted by our method as ground truth and apply FA*IR on top.

We also perform an ablation study by considering a version of our algorithm that learns to enforce fairness on the per-query level. This is inspired by [55], who, however, do not propose an algorithm for enforcing such per-query fairness notions. Within our framework this is achieved by regularizing with a separate term for every query in a batch and then averaging over the batch afterwards.

### Results

Figure [1] shows the results when imposing different amounts of the equal opportunity fairness in typical settings for TREC ($t = 3, k = 3$; top row) and MSMARCO (com, $k = 3$; bottom row). We also report the ranking quality and equal opportunity unfairness for the three baselines. As one can see, our method is able to consistently improve fairness. For TREC, this comes at no loss in ranking quality (here NDCG). For MSMARCO the loss is quite small for small to medium values of $\alpha$. As the figure shows, these observations are robust across the different amounts of regularization. In contrast, the fairness curves of the baselines behave erratically with respect to the trade-off parameters. The possibility of increasing the fairness of learning models without damaging their accuracy has been previously observed in the context of supervised learning [66]. To the best of our knowledge, we are the first to observe this in a ranking context. This effect is more expressed in the experiment on the TREC data than for MSMARCO, possibly due to the higher number of relevant items per query in TREC, which results in more flexibility to rearrange items without decreasing the ranking quality.

We obtained very similar results also for the other setups, e.g. different values of $k$, fairness measures and protected attributes and for $P@k$. Plots for these can be found in the supplemental material.
Table 1 summarizes some of the results in a compact form. For different fairness notions and splits into protected groups (rows), it reports the maximal and mean reduction of the fairness violation measure over the range of values of the trade-off parameter for which the corresponding model’s prediction quality is not significantly worse than for a model trained without a fairness regularizer (i.e. $\alpha = 0$). Here we call a model significantly worse than another if the difference of the mean quality values of the two models is larger than the sum of the standard errors/deviations, for TREC/MSMARCO respectively, around those averages (that is, if the error bars, as in Figure 1, would not intersect). The results are averaged over $k \in \{1, 2, 3, 4, 5\}$, with individual versions in the supplementary material.

Intuitively, the max values quantify how much an algorithm can improve fairness without decreasing the ranking quality, while the mean values report the average improvement of fairness over the values of the trade-off parameters, as a more robust measure. The results confirm that in all cases our proposed training method is able to greatly reduce the unfairness in the test time ranking without majorly damaging ranking quality. In comparison, the baselines behave inconsistently between experiments and are less robust to the choice of the trade-off parameter, indicating that training with the right regularization, as integrated in our method, is indeed beneficial for test time fairness.

We refer to the supplementary material for further results, including splits over the values of $k$, experiments for P@$k$ and plots of the performance of our algorithm in other scenarios.

6 Conclusion

We introduced a framework for transferring classification fairness notions to the context of LTR, by rephrasing ranking as a collection of query-dependent classification problems. This viewpoint, while technically elementary, opens a wide range of possibilities for expanding the optimization methods and proof techniques from the fair classification literature to ranking and multi-label learning. In particular, we report the first – to our knowledge – generalization bound for group fairness in the context of ranking. We further show in our experiments that including a suitable regularizer during training can greatly improve the fairness of rankings with no or minor reduction in model quality. This effect seems even more pronounced than what had been observed in classification tasks, especially if the set of relevant items for any query is large. Therefore, we hypothesize that the multi-label nature of the ranking task naturally allows for more fairness without adverse effects on accuracy, and we deem making this intuition formal an interesting direction for future research.
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Supplementary Material

The supplementary material is structured as follows:

Section A contains the complete proof of Theorem 1. In particular, Section A.1 discusses the chromatic concentration bounds of [31] that we need to address the dependence between the samples. Section A.2 uses this tool and a conditional probability concentration technique of [68] to prove a concentration bound for a single classifier. Finally, in Section A.3 we make this bound uniform over the hypothesis space by evoking a variant of the classic symmetrization argument (e.g. [63]), while carefully accounting for the dependence between the samples. We conclude with a brief discussion in Section A.4 on the bounds and with some ideas for potential improvements and extensions of the theoretical analysis.

Section B provides more technical details on our experiments, in particular on the feature extraction procedures used and on the computational costs.

Section C contains further experimental results, including results for \( P@k \) (Section C.1), results for all three fairness measures in the setup of Figure 1 (Section C.2), splits of Table 1 according to the value of \( k \) (Section C.3) and the plots of the performance of our algorithm on all experimental setups (Section C.4).

A Proof of Theorem 1

To prove Theorem 1, we first introduce some classic definitions and concentration results for sums of dependent random variables from [31] in Section A.1. Next we show in Section A.2 how these can be used to derive large deviation bounds for the three fairness notions, given a fixed classifier. The proof is similar to the corresponding i.i.d. result of [68], however an application of the results from [31] is needed because of the dependence between the samples. Finally, in Section A.3 we show how these bounds can be made uniform over the hypothesis space by adapting the classic symmetrization argument (e.g. [63]) to a dependent data scenario.

A.1 Concentration inequalities for sums of dependent random variables

To deal with the dependence between the samples, we will use the following framework from [31]. Let \( Y_\alpha \) be a set of random variables, with \( \alpha \) ranging over some index set \( \mathcal{A} \). Let \( X = \sum_{\alpha \in \mathcal{A}} Y_\alpha \). To derive concentration bounds for \( X \), the following notions are useful:

**Definition 8 ([31]).** Given \( \mathcal{A} \) and \( \{Y_\alpha\}_{\alpha \in \mathcal{A}} \):

- A subset \( \mathcal{A}' \subset \mathcal{A} \) is independent if the random variables \( \{Y_\alpha\}_{\alpha \in \mathcal{A}'} \) are (jointly) independent.
- A family \( \{A_j\}_j \) is a cover of \( \mathcal{A} \) if \( \cup_j A_j = \mathcal{A} \). A cover is proper if each set \( A_j \) is independent.
- \( \chi(\mathcal{A}) \) is the size of the smallest proper cover of \( \mathcal{A} \), that is the smallest integer \( m \), such that \( \mathcal{A} \) can be written as the union of \( m \) independent subsets.

Then the following result holds, similar to the Hoeffding inequality, but accounting for the amount of dependence between the random variables \( \{Y_\alpha\}_{\alpha \in \mathcal{A}} \):

**Theorem 2 ([31]).** Let \( Y_\alpha \) and \( X \) be as above, with \( a_\alpha \leq Y_\alpha \leq b_\alpha \) for every \( \alpha \in \mathcal{A} \), for some real numbers \( a_\alpha \) and \( b_\alpha \). Then, for every \( t > 0 \):

\[
\Pr(X \geq \mathbb{E}(X) + t) \leq \exp \left(-\frac{2t^2}{\chi(\mathcal{A}) \sum_{\alpha \in \mathcal{A}} (b_\alpha - a_\alpha)^2}\right). \tag{12}
\]

The same upper bound holds for \( \Pr(X \leq \mathbb{E}(X) - t) \).

If instead one considers the mean of \( \{Y_\alpha\}_{\alpha \in \mathcal{A}} \), namely \( \bar{X} = \frac{1}{|\mathcal{A}|} \sum_{\alpha \in \mathcal{A}} Y_\alpha \), then the following holds:

\[
\Pr(\bar{X} \geq \mathbb{E}(\bar{X}) + t) \leq \exp \left(-\frac{2t^2|\mathcal{A}|^2}{\chi(\mathcal{A}) \sum_{\alpha \in \mathcal{A}} (b_\alpha - a_\alpha)^2}\right). \tag{13}
\]
Specifically, if the $Y_i$ are Bernoulli random variables:

$$P(\bar{X} \geq E(\bar{X}) + t) \leq \exp \left( -2 \frac{t^2|A|}{\chi(A)} \right).$$

### A.2 Non-uniform bounds

First we use the tools from the previous section and a technique of [68, 2] to show a non-uniform Hoeffding-type bound for equal opportunity and equalized odds:

**Lemma 1.** Fix $\delta \in (0, 1)$ and a binary predictor $f : \mathcal{X} \times D \rightarrow \{0, 1\}$. Suppose that $N > \frac{8 \log(8/\delta)}{P^2}$, where $P = \min_{a,r} P(A(d) = a, r(q, d) = r)$, then:

$$P \left( |\Gamma^{\text{EOp}}(f, S) - \Gamma^{\text{EOp}}(f)| > 2 \sqrt{\log(8/\delta) / NP} \right) \leq \delta.$$  

and

$$P \left( |\Gamma^{\text{EOD}}(f, S) - \Gamma^{\text{EOD}}(f)| > 2 \sqrt{\log(16/\delta) / NP} \right) \leq \delta.$$  

**Proof.** Denote by $I_{ar} = \{(i, j) : A(d_i^j) = a, r(q_i, d_i^j) = r\}$ the set of indexes of the training data for which the document belongs to the group $a$ and the relevance of the query-document pair is $r$. Notice that $I_{ar}$ is a random variable and that $|I_{ar}| = |S_{a,r}|$. We first bound the probability of a large deviation of

$$\gamma_{ar}^S(f) := \frac{1}{|I_{ar}|} \sum_{(i,j) \in I_{ar}} f(q_i, d_i^j)$$

from $\gamma_{ar}(f) := P(f(q, d) = 1 | A(d) = a, r(q, d) = r)$, for each pair $r \in \{0, 1\}, a \in \{0, 1\}$. Since $f$ is fixed here, we omit the dependence of $\gamma_{ar}(f), \gamma_{ar}^S(f), \Gamma^{\text{EOp}}(f), \Gamma^{\text{EOD}}(f)$, etc. on $f$ for the rest of this proof.

For any fixed $I_{ar}$:

$$E(\gamma_{ar}^S | I_{ar}) = E \left( \frac{1}{|I_{ar}|} \sum_{(i,j) \in I_{ar}} f(q_i, d_i^j) \right) = P(f(q, d) = 1 | A(d) = a, r(q, d) = r) = \gamma_{ar}(f),$$  

since the marginal distribution of every $(q_i, d_i^j, r(q_i, d_i^j))$ is $P$. It is also easy to see that if $A = \{(i, j) : i \in [N], j \in [m]\}$ is the index set of the random variables $Y_{(i,j)} = f(q_i, d_i^j)$, then $\chi(A) = m$. Therefore, for any fixed set $I_{ar} \subset A$, we have $\chi(I_{ar}) \leq M = m$. Now conditional on $I_{ar}$:

$$E(|\gamma_{ar}^S - \gamma_{ar}| > t | I_{ar}) = E \left( \frac{1}{|I_{ar}|} \sum_{(i,j) \in I_{ar}} f(q_i, d_i^j) - \gamma_{ar} \right) > t \right) \leq 2 \exp \left( -2 \frac{t^2|I_{ar}|}{m} \right).$$

Similarly, $|I_{ar}| = \sum_{i\in[N]} \sum_{j\in[m]} I(r(q_i, d_i^j) = r, A(d_i^j) = a)$ is the sum of $Nm$ Bernoulli random variables indexed by $A = \{(i,j) \in [N] \times [m], \chi(A) = m\}$. Denote by $P_{ar} = P(A(d) = a, r(q, d) = r)$ and recall the notation $P = \min_{a,r} P_{ar}$. Then $E(|I_{ar}|) = P_{ar} Nm$. Therefore,

$$P( |I_{ar}| \leq P_{ar} Nm - t ) \leq \exp \left( -2 \frac{t^2}{Nm^2} \right).$$

Setting $t = P_{ar} Nm/2$, we obtain:

$$P \left( |I_{ar}| \leq \frac{P_{ar}}{2} Nm \right) \leq \exp \left( - \frac{P_{ar}^2 N}{2} \right).$$

(19)

Now assume that $N \geq \frac{2 \log(8/\delta)}{P^2}$. Then for any $r \in \{0, 1\}, a \in \{0, 1\}$:

$$P(|\gamma_{ar}^S - \gamma_{ar}| > t \right) \sum_{I_{ar}} P(|\gamma_{ar}^S - \gamma_{ar}| > t | I_{ar}) P(I_{ar}).$$
\[
\begin{align*}
&\leq \mathbb{P}(|I_{ar}| \leq \frac{P_{ar}}{2} Nm) + \sum_{I_{ar}: |I_{ar}| \geq \frac{P_{ar} Nm}{2}} \mathbb{P}(|\gamma_{ar}^S - \gamma_{ar}| > t|I_{ar}) \mathbb{P}(I_{ar}) \\
&\leq \exp\left(-\frac{P_{ar}^2 N}{2}\right) + \sum_{I_{ar}: |I_{ar}| \geq \frac{P_{ar} Nm}{2}} \exp\left(-2 \frac{t^2 |I_{ar}|}{m}\right) \mathbb{P}(S_{ar}) \\
&\leq \frac{\delta}{8} + 2 \exp\left(-t^2 NP_{ar}\right).
\end{align*}
\]

The rest of the proof proceeds as in [63]. For a fixed \(r \in \{0, 1\}\) the triangle law gives:

\[
||\gamma_{0r}^S - \gamma_{1r}^S| - |\gamma_{0r} - \gamma_{1r}| \leq |\gamma_{0r}^S - \gamma_{1r}^S - \gamma_{0r} + \gamma_{1r}| \leq |\gamma_{0r}^S - \gamma_{0r}| + |\gamma_{1r}^S - \gamma_{1r}|.
\]

Therefore,

\[
\begin{align*}
\mathbb{P}(||\gamma_{0r}^S - \gamma_{1r}^S| - |\gamma_{0r} - \gamma_{1r}| > 2t) &\leq \mathbb{P}(|\gamma_{0r}^S - \gamma_{0r}| + |\gamma_{1r}^S - \gamma_{1r}| > 2t) \\
&\leq \mathbb{P}(|\gamma_{0r}^S - \gamma_{0r}| > t) + \mathbb{P}(|\gamma_{1r}^S - \gamma_{1r}| > t) \\
&\leq \frac{\delta}{4} + 4 \exp(-t^2 NP).
\end{align*}
\]

Setting \(t = t_0 = \sqrt{\frac{\log(16/\delta)}{NP}}\) gives:

\[
\mathbb{P}(||\gamma_{0r}^S - \gamma_{1r}^S| - |\gamma_{0r} - \gamma_{1r}| > 2t) \leq \frac{\delta}{4} + 4 \delta = \frac{\delta}{2}.
\]

Setting \(r = 1\) gives the first result.

For the second result, note that taking the union bound over \(r \in \{0, 1\}\) shows that with probability at least \(1 - \delta\) both \(||\gamma_{00}^S - \gamma_{10}^S| - |\gamma_{00} - \gamma_{10}| \leq 2t_0\) and \(||\gamma_{01}^S - \gamma_{11}^S| - |\gamma_{01} - \gamma_{11}| \leq 2t_0\) hold.

Under this event we have:

\[
\begin{align*}
|\Gamma^{EOD}(f, S) - \Gamma^{EOD}(f)| &= \frac{1}{2} \left(|\gamma_{00}^S - \gamma_{10}^S| + |\gamma_{01}^S - \gamma_{11}^S| \right) - \frac{1}{2} \left(|\gamma_{00} - \gamma_{10}| + |\gamma_{01} - \gamma_{11}| \right) \\
&= \frac{1}{2} \left(|\gamma_{00}^S - \gamma_{10}^S| - |\gamma_{00} - \gamma_{10}| \right) + \frac{1}{2} \left(|\gamma_{01}^S - \gamma_{11}^S| - |\gamma_{01} - \gamma_{11}| \right) \\
&\leq \frac{1}{2} \left||\gamma_{00}^S - \gamma_{10}^S| - |\gamma_{00} - \gamma_{10}| \right| + \frac{1}{2} \left||\gamma_{01}^S - \gamma_{11}^S| - |\gamma_{01} - \gamma_{11}| \right| \\
&\leq 2t_0
\end{align*}
\]

and hence the result follows. \(\square\)

An identical argument, by conditioning on the values of the set \(I_a = \{(i, j) : A(d_j^i) = a\}\) gives a similar result for demographic parity:

**Lemma 2.** Fix \(\delta \in (0, 1)\) and a binary predictor \(f : Q \times D \to \{0, 1\}\). Suppose that \(N > 8 \log(8/\delta) \frac{4}{Q^2}\), where \(Q = \min_a \mathbb{P}(A(d) = a)\), then:

\[
\mathbb{P}\left(|\Gamma^{DP}(f, S) - \Gamma^{DP}(f)| > 2 \sqrt{\frac{\log(8/\delta)}{NQ}}\right) \leq \delta.
\]  

(20)

### A.3 Uniform bounds

In this section we show how to formally extend the non-uniform bounds from the previous section to hold uniformly over the hypothesis space \(\mathcal{H}\).

Let \(S' = \{(q_u, d_u^i, r(q_u, d_u^i))\}_{u \in [N], i \in [m]}\) be a ghost sample independent of \(S\) and also sampled via the same procedure as \(S\), as described in the main body of the paper. In the proof of Lemma 1 we showed that for any classifier \(f\) and any \(t \in (0, 1)\):

\[
\mathbb{P}\left(|\Gamma^{EOp}(f) - \Gamma^{EOp}(f, S)| > 2t\right) \leq 2 \exp\left(-\frac{P^2 N}{2}\right) + 4 \exp\left(-\frac{t^2 NP}{2}\right) \leq 6 \exp\left(-\frac{t^2 NP^2}{2}\right).
\]

(21)
\[ \mathbb{P} \left( |\Gamma^{\text{EoD}}(f) - \Gamma^{\text{EoD}}(f, S)| > 2t \right) \leq 4 \exp \left( -\frac{P^2 N}{2} \right) + 8 \exp \left( -\frac{t^2 N P}{2} \right) \leq 12 \exp \left( -\frac{t^2 N P^2}{2} \right) \]  

Similarly, from the proof of Lemma 2

\[ \mathbb{P} \left( |\Gamma^{\text{Op}}(f) - \Gamma^{\text{Op}}(f, S)| > 2t \right) \leq 2 \exp \left( -\frac{Q^2 N}{2} \right) + 4 \exp \left( -\frac{t^2 N Q}{2} \right) \leq 6 \exp \left( -\frac{t^2 N Q^2}{2} \right) \]

We will use these in particular to prove the following symmetrization lemma:

**Lemma 3.** For any \( t > 4 \sqrt{\frac{2 \log(12)}{NP^2}} \),

\[ \mathbb{P}_S \left( \sup_{f \in F} (\Gamma^{\text{EoP}}(f) - \Gamma^{\text{EoP}}(f, S)) \geq t \right) \leq 2 \mathbb{P}_S \left( \sup_{f \in F} (\Gamma^{\text{EoP}}(f, S') - \Gamma^{\text{EoP}}(f, S)) \geq t/2 \right). \]  

(25)

For any \( t > 4 \sqrt{\frac{2 \log(24)}{NQ^2}} \),

\[ \mathbb{P}_S \left( \sup_{f \in F} (\Gamma^{\text{EoD}}(f) - \Gamma^{\text{EoD}}(f, S)) \geq t \right) \leq 2 \mathbb{P}_S \left( \sup_{f \in F} (\Gamma^{\text{EoD}}(f, S') - \Gamma^{\text{EoD}}(f, S)) \geq t/2 \right). \]  

(26)

For any \( t > 4 \sqrt{\frac{2 \log(12)}{NQ^2}} \),

\[ \mathbb{P}_S \left( \sup_{f \in F} (\Gamma^{\text{Op}}(f) - \Gamma^{\text{Op}}(f, S)) \geq t \right) \leq 2 \mathbb{P}_S \left( \sup_{f \in F} (\Gamma^{\text{Op}}(f, S') - \Gamma^{\text{Op}}(f, S)) \geq t/2 \right). \]  

(27)

**Proof.** We show the result for the equal opportunity fairness measure, the rest follow in an identical manner.

Let \( f^* \) be the function achieving the supremum on the left-hand side. Note that:

\[ 1(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S) \geq t) 1(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S') < t/2) \]

\[ = 1(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S) \geq t \land \Gamma^{\text{EoP}}(f^*, S') - \Gamma^{\text{EoP}}(f^*) > -t/2) \]

\[ \leq 1(\Gamma^{\text{EoP}}(f^*, S') - \Gamma^{\text{EoP}}(f^*, S) > t/2). \]

Taking expectation with respect to \( S' \):

\[ 1(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S) \geq t) \mathbb{P}_{S'}(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S') < t/2) \leq \mathbb{P}_{S'}(\Gamma^{\text{EoP}}(f^*, S') - \Gamma^{\text{EoP}}(f^*, S) > t/2). \]

Now using (21):

\[ \mathbb{P}_{S'}(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S') \geq t/2) \leq 6 \exp \left( -\frac{t^2 NP^2}{32} \right) \leq \frac{1}{2}, \]

so:

\[ \frac{1}{2} 1(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S) \geq t) \leq \mathbb{P}_{S'}(\Gamma^{\text{EoP}}(f^*, S') - \Gamma^{\text{EoP}}(f^*, S) > t/2). \]

Taking expectation with respect to \( S \):

\[ \mathbb{P}_S(\Gamma^{\text{EoP}}(f^*) - \Gamma^{\text{EoP}}(f^*, S) \geq t) \leq 2 \mathbb{P}_{S,S'}(\Gamma^{\text{EoP}}(f^*, S') - \Gamma^{\text{EoP}}(f^*, S) > t/2) \]

\[ \leq 2 \mathbb{P}_{S,S'}(\sup_{f \in F} (\Gamma^{\text{EoP}}(f, S') - \Gamma^{\text{EoP}}(f, S)) \geq t/2). \]  

\[ \square \]

Given a set of \( n \) input datapoints \( z_1, \ldots, z_n \) with \( z_i = (q_i, d_i, r(q_i, d_i)) \), consider:

\[ \mathcal{F}_{z_1, \ldots, z_n} = \{ (f(q_1, d_1), \ldots, f(q_n, d_n)) : f \in \mathcal{F} \} \]  

(28)

If the supremum is not attained, this argument can be repeated for each element of a sequence of classifiers approaching the supremum.
We can now present a proof of Theorem 1.

Theorem 1. Suppose that $v = VC(F) \geq 1$ and that $2Nm > v$. Then for any $\delta \in (0, 1)$:

$$P_S \left( \sup_{f \in F} (\Gamma^{EOp}(f) - \Gamma^{EOp}(f, S)) \geq t \right) \leq 2S_{F}(2Nm) \left( 1 - \delta \right)$$

where $S_{F}(2Nm)$ is defined as:

$$S_{F}(n) = \sup_{(z_1, \ldots, z_n)} |F_{z_1, \ldots, z_n}|$$

We have:

$$P_S \left( \sup_{f \in F} (\Gamma^{EOp}(f) - \Gamma^{EOp}(f, S)) \geq t \right) \leq 2S_{F}(2Nm) \left( 1 - \delta \right)$$

$$P_S \left( \sup_{f \in F} (\Gamma^{DP}(f) - \Gamma^{DP}(f, S)) \geq t \right) \leq 2S_{F}(2Nm) \left( 1 - \delta \right)$$

$$P_S \left( \sup_{f \in F} (\Gamma^{EOp}(f, S) - \Gamma^{EOp}(f, S)) \geq t \right) \leq 2S_{F}(2Nm) \left( 1 - \delta \right)$$

Proof. Again we present the proof for equal opportunity, with the other inequalities following in a similar manner.

Note that given sets $S$ and $S'$, the values of $\Gamma^{EOp}(f, S)$ and $\Gamma^{EOp}(f, S')$ are completely determined by the values of $f$ on $S$ and $S'$ respectively. Therefore, for any $t \in \left( 4 \sqrt{\frac{2 \log(12)}{NP^2}}, 1 \right)$ using Lemma 5 and the union bound:

$$P_S \left( \sup_{f \in F} (\Gamma^{EOp}(f) - \Gamma^{EOp}(f, S)) \geq t \right) \leq 2S_{F}(2Nm) \left( 1 - \delta \right)$$

In particular, if $d = VC(F)$, by Sauer's lemma $S_{F}(2Nm) \leq (\frac{2eNm}{d})^d$ whenever $2Nm > d$, so:

$$P_S \left( \sup_{f \in F} (\Gamma^{EOp}(f) - \Gamma^{EOp}(f, S)) \geq t \right) \leq 24 \left( \frac{2eNm}{d} \right)^d \exp \left( \frac{-t^2 NP^2}{128} \right)$$

It follows that:

$$P_S \left( \sup_{f \in F} (\Gamma^{EOp}(f) - \Gamma^{EOp}(f, S)) \geq t \right) \leq 8 \left( \frac{2eNm}{d} \right)^d \exp \left( \frac{-t^2 NP^2}{128} \right)$$

whenever:

$$1 > 8 \left( \frac{2eNm}{d} \right)^d \exp \left( \frac{-t^2 NP^2}{128} \right)$$

It is easy to see that the right inequality holds whenever $d \geq 1$, $2Nm \geq d$ and $\delta < 1$. In addition, inequality (33) trivially holds if the left inequality is not fulfilled. Hence the result follows.

A.4 Discussion

Theorem 1 bounds the fairness violation on future data by the fairness on the training set plus an explicit complexity term, uniformly over all item selection functions. Consequently, any item selection function with low fairness violation on the training set will have a similarly low fairness
violation on new data, provided that enough data was used for training. Indeed, the complexity term decreases like $\sqrt{\log N/N}$ as $N \to \infty$, which is the expected behavior for a VC-based bound.

The same scaling behavior does not hold with respect to the number of items per query, $m$. This is unfortunate, but unavoidable, given the weak assumptions we make on the data generation process: because we do not restrict how the per-query item sets are created, each of them could simply consist of many copies of a single item. In that case, even arbitrary large $m$ would provide only as much information as $m = 1$. In the current form, $m$ appears even logarithmically in the numerator of the complexity term. We believe this to be an artifact of our proof technique, and expect that a more refined analysis will allow us to remove this dependence in the future.

Note that for real data, we do expect larger $m$ to be have a beneficial effect on generalization. This is the reason that we prefer to present the bound as it is in the theorem, i.e. with the empirical fairness estimated from all available data, rather than any alternative formulation, e.g. subsampling the training set to $m = 1$, which would recover an i.i.d. setting. Finding an assumption on the generating process of real-world LTR data that does allow bounds that decrease with respect to $m$ is an interesting topic for future work.

In addition, we expect that more advanced techniques from learning theory, e.g. analysis based on Rademacher complexities [6], can be applied to obtain sharper, data-dependent guarantees. Indeed, there has been work on extending the classic Rademacher complexity generalization bounds to the case of dependent data, e.g. [62], and we deem the application of such techniques in the context of fair LTR an interesting direction for future work.

### B Details of Experimental Setup

Here we present further details about our experiments, in particular the construction of the feature embeddings $\phi : Q \times D \to \mathbb{R}^D$ and a discussion on the computation costs of our experiments.

#### B.1 Feature extraction

**TREC**

Inspired by the learning to rank approach for the TREC track of [12], we pre-compute 9-dimensional embeddings of every query-paper pair by using the following hardcrafted features:

- the BM25 score of the query with the title, abstract, authors, topics and publication venue of the paper (5 values),
- the number of in- and out-citations (2 values),
- the publication year of the paper (1 value)
- the character length of the query (1 value).

Each feature is normalized by subtracting the mean of the feature over the dataset and dividing by its standard deviation.

**MSMARCO**

We use pretrained 768-dimensional BERT feature embeddings [24] for representing the query-passage pairs. Specifically, we follow the embedding procedure described in [49, 29], where each query-passage pair is represented as the following token sequence:

$$[CLS] \text{ query text } [SEP] \text{ passage text } [CLS]$$

This sequence is then processed through a pre-trained BERT model [4] from Tensorflow Hub [1], with maximum sequence length set to 200, and the hidden units of the first $[CLS]$ token are used as a representation of the query-passage pair.

#### B.2 Computational costs

For both datasets running a single experiment consists of training and evaluating a single ML model, with a fixed choice of training method (algorithm), type of fairness, split into protected groups and

[1] https://fair-trec.github.io/2019/index.html
[2] https://microsoft.github.io/msmarco/
[3] https://tfhub.dev/tensorflow/bert_en_uncased_L-12_H-768_A-12/1
value of the regularization parameter. In both cases, training an individual model was relatively cheap, with the main computational considerations coming from the large number of experiments to be ran in total.

For TREC an individual experiment takes about 60 seconds on a CPU for our algorithm and for FA*IR and around 11 and 17 minutes for DELTR and the per-query baseline respectively. Each experiment requires less than 512MB of RAM. In total, we ran 1170 experiments for each of these algorithms, one for every fixed type of fairness (equality of opportunity, demographic parity or equalized odds), split into protected groups (3 types of splits, corresponding to \( t = 3, 4, 5 \)), value of the regularization parameter (a total of 26 values were used), and a choice of a train-test split (a total of 5 independent splits were used).

For MSMARCO an individual experiment takes about 9 minutes on a CPU for our algorithm and for FA*IR and about 40 minutes for the per-query method. Each experiment requires less than 64GB of RAM. In total, we ran 960 experiments for each of those models, one for every fixed type of fairness (equality of opportunity, demographic parity or equalized odds), split into protected groups (2 types of splits, \( com \) and \( ext \)), value of the regularization parameter (a total of 16 values were used), and a choice of a train-test split (a total of 10 random seeds were used to compute a random split).

Therefore, approximately 585 and 928 CPU hours are needed for the TREC and the MSMARCO experiments in total.

### C Further experimental results

We report on multiple additional metrics and experiments on the TREC and MSMARCO data, that were deferred to the supplementary material for space reasons.

#### C.1 Results with \( P@k \)

We first present plots from the same experiments as in Figure [1] but with Precision@k as a metric for model performance. Specifically, Figure [2] shows the results when imposing different amounts of the equal opportunity fairness notions in typical settings for TREC (\( t = 3, k = 3 \); top row) and MSMARCO (\( com, k = 3 \); bottom row), both for our method and for the baselines. We see a very similar picture as with the NDCG metric, with no loss in precision for our method on the TREC data and little to no effect for MSMARCO, for small to medium values of \( \alpha \). Again, the baselines are not able to consistently improve equal opportunity.
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(e) Ours, MSMARCO  (f) FA*IR, MSMARCO  (g) Per-query, MSMARCO

Figure 2: Test-time performance of fair rankers with equal opportunity fairness, achieved by our algorithm and the baselines: unfairness (left \( y \)-axes) and Prec@3 ranking quality (right \( y \)-axes); after training with different regularization strengths (\( x \)-axis).

#### C.2 Plots for all three fairness measures

Here we present all results in the typical settings for TREC (\( t = 3, k = 3 \)) on Figure [3] and for MSMARCO (\( com, k = 3 \)) on Figure [4]. These plots complement Figure [1] from the main body of the
paper by showing the results for the other two fairness measures, demographic parity and equalized odds, as well. We see that also for these measures our algorithm effectively improves fairness at little to no cost in ranking performance, for small values of $\alpha$. On the other hand, the baselines perform erratically and inconsistently across the measures and the two datasets.

![Figure 3](image)
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Figure 3: TREC: Test-time performance of fair rankers with equal opportunity, demographic parity and equalized odds fairness, achieved by our algorithm and the baselines: unfairness (left $y$-axes) and NDCG@3 ranking quality (right $y$-axes); after training with different regularization strengths ($x$-axis).

**C.3 Mean and maximal improvements of fairness**

Next we provide estimates on how much improvement of fairness is achievable without sacrificing ranking quality, both for our algorithm and the baselines. Essentially, we provide analogs of the results in Table 1 but with detailed splits according to the values of $k$.

Specifically, Tables 2, 3, 4, 5 report the maximal reduction of the fairness violation measure over the range of values of the trade-off parameter for which the corresponding model’s prediction quality is not significantly worse than for a model trained without a fairness regularizer (i.e. $\alpha = 0$), for our method, DELTR, FAIR and the per-query fairness variant respectively. Recall that we call a model significantly worse than another if the difference of the mean quality values of the two models is larger than the sum of the standard errors/deviations, for TREC/MSMARCO respectively, around
Figure 4: MSMARCO: Test-time performance of fair rankers with equal opportunity, demographic parity and equalized odds fairness, achieved by our algorithm and the baselines: unfairness (left $y$-axes) and NDCG@3 ranking quality (right $y$-axes); after training with different regularization strengths ($x$-axis).

those averages (that is, if the error bars, as in Figure 1, would not intersect). Each of the entries in a table reports the improvement possible by the algorithm under consideration.

Next, Tables 6, 7, 8, 9 report the mean reduction of the fairness violation measure over the range of values of the trade-off parameter for which the corresponding model’s prediction quality is not significantly worse than for a model trained without a fairness regularizer (i.e. $\alpha = 0$), again for our method, DELTR, FAIR and the per-query fairness variant respectively.
Table 2: Maximal relative fairness increase without a significant decrease of ranking quality for our method. See main text for details.

| TREC       | k   | 1  | 2  | 3  | 4  | 5  | average over k |
|------------|-----|----|----|----|----|----|----------------|
| equality of opportunity | t = 3 | 52% | 58% | 59% | 37% | 32% | 48% |
|            | t = 4 | 51% | 46% | 42% | 56% | 36% | 46% |
|            | t = 5 | 53% | 55% | 48% | 48% | 27% | 46% |
| demographic parity | t = 3 | 41% | 31% | 32% | 17% | 12% | 27% |
|            | t = 4 | 63% | 41% | 45% | 42% | 30% | 44% |
|            | t = 5 | 62% | 43% | 67% | 61% | 50% | 57% |
| equalized odds | t = 3 | 23% | 24% | 24% | 13% | 16% | 20% |
|            | t = 4 | 32% | 25% | 31% | 38% | 24% | 30% |
|            | t = 5 | 34% | 10% | 38% | 42% | 21% | 29% |
| average over settings | | 46% | 37% | 43% | 39% | 27% | 39% |

| MSMARCO   | k   | 1  | 2  | 3  | 4  | 5  | average over k |
|-----------|-----|----|----|----|----|----|----------------|
| equality of opportunity | ext | 63% | 58% | 53% | 49% | 50% | 55% |
|            | com | 25% | 24% | 19% | 19% | 9%  | 19% |
| demographic parity | ext | 38% | 41% | 41% | 46% | 43% | 42% |
|            | com | 14% | 16% | 19% | 22% | 28% | 20% |
| equalized odds | ext | 67% | 63% | 60% | 58% | 59% | 61% |
|            | com | 27% | 29% | 27% | 30% | 30% | 28% |
| average over settings | | 39% | 38% | 36% | 37% | 36% | 37% |

Table 3: Maximal relative fairness increase without a significant decrease of ranking quality: DELTR method. See main text for details.

| TREC       | k   | 1  | 2  | 3  | 4  | 5  | average over k |
|------------|-----|----|----|----|----|----|----------------|
| equality of opportunity | t = 3 | 26% | 43% | 38% | 49% | 41% | 39% |
|            | t = 4 | 10% | 0%  | 0%  | 0%  | 0%  | 2%  |
|            | t = 5 | 28% | 20% | 23% | 18% | 0%  | 18% |
| demographic parity | t = 3 | 59% | 66% | 51% | 50% | 50% | 55% |
|            | t = 4 | 22% | 22% | 11% | 7%  | 0%  | 12% |
|            | t = 5 | 40% | 30% | 28% | 20% | 11% | 26% |
| equalized odds | t = 3 | 39% | 53% | 45% | 54% | 49% | 48% |
|            | t = 4 | 19% | 18% | 4%  | 3%  | 0%  | 9%  |
|            | t = 5 | 33% | 26% | 23% | 18% | 6%  | 21% |
| average over settings | | 31% | 31% | 25% | 24% | 17% | 20% |

Table 4: Maximal relative fairness increase without a significant decrease of ranking quality: FA*IR method. See main text for details.

| TREC       | k   | 1  | 2  | 3  | 4  | 5  | average over k |
|------------|-----|----|----|----|----|----|----------------|
| equality of opportunity | t = 3 | 60% | 56% | 53% | 56% | 56% | 6%  |
|            | t = 4 | 23% | 78% | 68% | 66% | 66% | 13% |
|            | t = 5 | 0%  | 0%  | 33% | 0%  | 0%  | 6%  |
| demographic parity | t = 3 | 79% | 77% | 93% | 83% | 83% | 11% |
|            | t = 4 | 26% | 67% | 75% | 56% | 56% | 11% |
|            | t = 5 | 0%  | 0%  | 33% | 0%  | 0%  | 11% |
| equalized odds | t = 3 | 56% | 54% | 60% | 57% | 57% | 40% |
|            | t = 4 | 10% | 48% | 62% | 40% | 40% | 1%  |
|            | t = 5 | 0%  | 0%  | 1%  | 0%  | 0%  | 1%  |
| average over settings | | 28% | 43% | 51% | 41% | 41% | 1%  |

| MSMARCO   | k   | 1  | 2  | 3  | 4  | 5  | average over k |
|-----------|-----|----|----|----|----|----|----------------|
| equality of opportunity | ext | 80% | 66% | 44% | 64% | 64% | 0%  |
|            | com | 0%  | 0%  | 0%  | 0%  | 0%  | 0%  |
| demographic parity | ext | 0%  | 36% | 80% | 39% | 39% | 0%  |
|            | com | 0%  | 0%  | 0%  | 0%  | 0%  | 0%  |
| equalized odds | ext | 33% | 51% | 51% | 45% | 45% | 0%  |
|            | com | 0%  | 0%  | 0%  | 0%  | 0%  | 0%  |
| average over settings | | 19% | 26% | 29% | 25% | 25% | 0%  |
Table 5: Maximal relative fairness increase without a significant decrease of ranking quality: per query fairness. See main text for details.

|               | k   | 1 | 2    | 3    | 4    | 5    | average over k |
|---------------|-----|---|------|------|------|------|----------------|
| TREC          |     |   |      |      |      |      |                |
| equality of opportunity | t = 3 | 28% | 19%  | 17%  | 20%  | 9%  | 19%            |
|               | t = 4 | 21% | 0%   | 2%   | 29%  | 19% | 14%            |
|               | t = 5 | 9%  | 14%  | 10%  | 6%   | 0%  | 8%             |
| demographic parity | t = 3 | 4%  | 14%  | 22%  | 17%  | 17% | 15%            |
|               | t = 4 | 32% | 26%  | 26%  | 25%  | 24% | 27%            |
|               | t = 5 | 48% | 15%  | 35%  | 8%   | 15% | 24%            |
| equalized odds  | t = 3 | 16% | 14%  | 7%   | 22%  | 11% | 14%            |
|               | t = 4 | 11% | 3%   | 19%  | 14%  | 16% | 13%            |
|               | t = 5 | 7%  | 8%   | 11%  | 11%  | 0%  | 7%             |
| average over settings |     | 19% | 13%  | 17%  | 17%  | 12% | 16%            |
| MSMARCO       |     |   |      |      |      |      |                |
| equality of opportunity | com | 28% | 25%  | 23%  | 19%  | 23% | 24%            |
|               | ext | 3%  | 1%   | 5%   | 1%   | 2%  | 2%             |
| demographic parity | com | 0%  | 0%   | 0%   | 0%   | 0% | 0%             |
|               | ext | 4%  | 6%   | 8%   | 6%   | 9%  | 7%             |
| equalized odds  | com | 16% | 15%  | 14%  | 13%  | 14% | 14%            |
|               | ext | 1%  | 1%   | 2%   | 1%   | 2%  | 1%             |
| average over settings |     | 9%  | 8%   | 9%   | 8%   | 8% | 8%             |

Table 6: Mean relative fairness increase without a significant decrease of ranking quality for our method.

|               | k   | 1 | 2    | 3    | 4    | 5    | average over k |
|---------------|-----|---|------|------|------|------|----------------|
| TREC          |     |   |      |      |      |      |                |
| equality of opportunity | t = 3 | 29% | 42%  | 44%  | 27%  | 26% | 34%            |
|               | t = 4 | 41% | 38%  | 33%  | 44%  | 28% | 37%            |
|               | t = 5 | 35% | 28%  | 41%  | 40%  | 18% | 32%            |
| demographic parity | t = 3 | 30% | 20%  | 21%  | 8%   | 9%  | 17%            |
|               | t = 4 | 49% | 26%  | 32%  | 30%  | 23% | 32%            |
|               | t = 5 | 43% | 21%  | 56%  | 42%  | 39% | 40%            |
| equalized odds  | t = 3 | 16% | 14%  | 15%  | 7%   | 11% | 13%            |
|               | t = 4 | 25% | 18%  | 20%  | 27%  | 17% | 21%            |
|               | t = 5 | 23% | 6%   | 28%  | 29%  | 17% | 21%            |
| average over settings |     | 32% | 24%  | 32%  | 28%  | 21% | 27%            |
| MSMARCO       |     |   |      |      |      |      |                |
| equality of opportunity | com | 42% | 39%  | 36%  | 33%  | 33% | 36%            |
|               | ext | 12% | 12%  | 9%   | 10%  | 5%  | 10%            |
| demographic parity | com | 24% | 26%  | 27%  | 30%  | 29% | 27%            |
|               | ext | 10% | 11%  | 12%  | 13%  | 17% | 13%            |
| equalized odds  | com | 44% | 41%  | 39%  | 38%  | 40% | 41%            |
|               | ext | 16% | 17%  | 15%  | 18%  | 18% | 17%            |
| average over settings |     | 25% | 24%  | 23%  | 24%  | 24% | 24%            |
Table 7: Mean relative fairness increase without a significant decrease of ranking quality: DELTR method.

| TREC          | $k$ | $1$ | $2$ | $3$ | $4$ | $5$ | average over $k$ |
|---------------|-----|-----|-----|-----|-----|-----|------------------|
| equality of opportunity $t = 3$ | 10% | 5%  | 26% | 9%  | 11% | 23% | 27%             |
| $t = 4$       | 15% | -2% | 11% | -9% | -12%| -23%| -8%             |
| $t = 5$       | 43% | 11% | 35% | 5%  | 9%  | 7%  | 7%              |
| demographic parity $t = 3$       | 24% | 11% | 45% | 3%  | 3%  | 3%  | 6%              |
| $t = 4$       | 25% | 11% | 15% | 10% | 5%  | 30% | 14%             |
| $t = 5$       | 9%  | 13% | 2%  | 2%  | 9%  | 2%  | -1%             |
| equalized odds $t = 3$            | 18% | 19% | 13% | 13% | 7%  | 14% |                 |
| $t = 4$       | 18% | 19% | 13% | 13% | 7%  | 14% |                 |
| $t = 5$       | 18% | 19% | 13% | 13% | 7%  | 14% |                 |

Table 8: Mean relative fairness increase without a significant decrease of ranking quality: FA*IR method.

| TREC          | $k$ | $3$ | $4$ | $5$ | average over $k$ |
|---------------|-----|-----|-----|-----|------------------|
| equality of opportunity $t = 3$ | 16% | 17% | 20% | 18% | 11%             |
| $t = 4$       | -1% | 7%  | 26% | 11% |                 |
| $t = 5$       | -24%| -25%| -2% | -17%|                 |
| demographic parity $t = 3$       | 22% | 20% | 29% | 24% |                 |
| $t = 4$       | 1%  | 3%  | 26% | 10% | -35%            |
| $t = 5$       | -37%| -52%| -16%| -35%|                 |
| equalized odds $t = 3$            | 15% | 11% | 22% | 16% |                 |
| $t = 4$       | -5% | -5% | 19% | 3%  |                 |
| $t = 5$       | -40%| -44%| -22%| -35%|                 |
| average over settings              | -6% | -7% | 11% | -1% |                 |

| MSMARCO       | $k$ | $3$ | $4$ | $5$ | average over $k$ |
|---------------|-----|-----|-----|-----|------------------|
| equality of opportunity $com$     | -23%| -11%| -13%| 11%|                 |
| $ext$         | -55%| -114%| -166%| -112%|                 |
| demographic parity $com$          | -20%| -90%| -39%| -50%|                 |
| $ext$         | -91%| -173%| -240%| -168%|                 |
| equalized odds $com$               | 10% | -35%| -9% | -12%|                 |
| $ext$         | -70%| -144%| -210%| -142%|                 |
| average over settings              | -34%| -93%| -109%| -79%|                 |
Table 9: Mean relative fairness increase without a significant decrease of ranking quality: per-query fairness.

| TREC          | 1    | 2    | 3    | 4    | 5    | average over k |
|---------------|------|------|------|------|------|----------------|
| equality of opportunity |      |      |      |      |      |                |
| $t = 3$       | -14% | -8%  | -2%  | 1%   | -1%  | -5%            |
| $t = 4$       | -14% | -10% | -6%  | 2%   | 7%   | -4%            |
| $t = 5$       | -27% | -7%  | -4%  | -9%  | -16% | -13%           |
| demographic parity |      |      |      |      |      |                |
| $t = 3$       | -4%  | -1%  | 2%   | -1%  | -1%  | -1%            |
| $t = 4$       | 4%   | 3%   | 6%   | 7%   | 6%   | 5%             |
| $t = 5$       | -3%  | -2%  | 11%  | -5%  | 2%   | 1%             |
| equalized odds |      |      |      |      |      |                |
| $t = 3$       | -3%  | -2%  | -3%  | -3%  | -3%  | -3%            |
| $t = 4$       | -7%  | -3%  | 2%   | -1%  | 4%   | -1%            |
| $t = 5$       | -11% | -8%  | 4%   | 4%   | -9%  | -4%            |
| average over settings | -9% | -4%  | 1%   | -1%  | -1%  | -3%            |

| MSMARCO       | 1    | 2    | 3    | 4    | 5    | average over k |
|---------------|------|------|------|------|------|----------------|
| equality of opportunity |      |      |      |      |      |                |
| com ext       | 7%   | 6%   | 6%   | 5%   | 6%   | 6%             |
| opportunity   | 0%   | 0%   | 1%   | 0%   | 0%   | 0%             |
| demographic parity |      |      |      |      |      |                |
| com ext       | 0%   | 0%   | 0%   | 0%   | 0%   | 0%             |
| parity        | 2%   | 3%   | 4%   | 3%   | 5%   | 3%             |
| equalized odds |      |      |      |      |      |                |
| com ext       | 4%   | 4%   | 3%   | 3%   | 4%   | 4%             |
| odds          | 0%   | 0%   | 0%   | 0%   | 0%   | 0%             |
| average over settings | 2%  | 2%   | 2%   | 2%   | 2%   | 2%             |
C.4 Plots for other values of $k$ and other splits into protected groups

All plots below show NDCG@$k$ and fairness achieved by our method, for the three fairness notions on every row.

C.4.1 TREC results

Different rows correspond to different values of $k$ and $t$ (the threshold for the $i_{10}$ index).

Figure 5: $k = 1$, $t = 3$

Figure 6: $k = 1$, $t = 4$

Figure 7: $k = 1$, $t = 5$
Figure 8: $k = 2, t = 3$

Figure 9: $k = 2, t = 4$

Figure 10: $k = 2, t = 5$

Figure 11: $k = 3, t = 3$

Figure 12: $k = 3, t = 4$
(b) Equalized odds, TREC data

Figure 13: $k = 3, t = 5$

(a) Demographic parity, TREC data
(b) Equalized odds, TREC data
(c) Equality of opportunity, TREC data

Figure 14: $k = 4, t = 3$

(a) Demographic parity, TREC data
(b) Equalized odds, TREC data
(c) Equality of opportunity, TREC data

Figure 15: $k = 4, t = 4$

(a) Demographic parity, TREC data
(b) Equalized odds, TREC data
(c) Equality of opportunity, TREC data

Figure 16: $k = 4, t = 5$

(a) Demographic parity, TREC data
(b) Equalized odds, TREC data
(c) Equality of opportunity, TREC data

Figure 17: $k = 5, t = 3$
Figure 18: $k = 5, t = 4$

Figure 19: $k = 5, t = 5$
C.4.2 MSMARCO results

Different rows correspond to different values of $k$ and the two different splits into protected groups (com and ext).

![Graphs](a) Demographic parity, MSMARCO  (b) Equalized odds, MSMARCO  (c) Equality of opportunity, MSMARCO

Figure 20: $k = 1$, com

![Graphs](a) Demographic parity, MSMARCO  (b) Equalized odds, MSMARCO  (c) Equality of opportunity, MSMARCO

Figure 21: $k = 1$, ext

![Graphs](a) Demographic parity, MSMARCO  (b) Equalized odds, MSMARCO  (c) Equality of opportunity, MSMARCO

Figure 22: $k = 2$, com
Figure 23: $k = 2$, ext

Figure 24: $k = 3$, com

Figure 25: $k = 3$, ext

Figure 26: $k = 4$, com

Figure 27: $k = 4$, ext
Figure 28: $k = 5$, $com$

Figure 29: $k = 5$, $ext$