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ABSTRACT. We prove that the Schrödinger map initial-value problem
\[
\begin{align*}
\frac{\partial_t s}{s} &= s \times \Delta_x s \quad \text{on } \mathbb{R}^d \times [-1,1]; \\
s(0) &= s_0
\end{align*}
\]
is locally well-posed for small data \(s_0 \in H^\epsilon_{Q}(\mathbb{R}^d; \mathbb{S}^2), \epsilon_0 > (d + 1)/2, Q \in \mathbb{S}^2\).

1. INTRODUCTION

In this paper we consider the Schrödinger map initial-value problem
\[
\begin{align*}
\frac{\partial_t s}{s} &= s \times \Delta_x s \quad \text{on } \mathbb{R}^d \times [-1,1]; \\
s(0) &= s_0, \quad (1.1)
\end{align*}
\]
where \(d \geq 2\) and \(s : \mathbb{R}^d \times [-1,1] \to \mathbb{S}^2 \hookrightarrow \mathbb{R}^3\) is a smooth function. The Schrödinger map equation has a rich geometric structure and arises naturally in a number of different ways; we refer the reader to \([13]\) or \([8]\) for details. In this paper we prove a local well-posedness result for the initial-value problem (1.1) for small data in low-regularity spaces.

For \(\sigma \geq 0\) let \(J^\sigma\) denote the operator on \(\mathcal{S}'(\mathbb{R}^d)\) defined by the Fourier multiplier \(\xi \to (1 + |\xi|^2)^{\sigma/2}\), and let \(H^\sigma = H^\sigma_{\mathcal{S}}(\mathbb{R}^d)\) denote the usual Banach spaces of complex-valued Sobolev functions on \(\mathbb{R}^d\), \(\|f\|_{H^\sigma} = \|J^\sigma(f)\|_{L^2}\). For \(\sigma \geq 0\) and \(Q = (Q_1, Q_2, Q_3) \in \mathbb{S}^2\) we define the complete metric space
\[
H^\sigma_{Q}(\mathbb{R}^d; \mathbb{S}^2) = \{ f : \mathbb{R}^d \to \mathbb{R}^3 : |f(x)| = 1 \text{ and } f_l - Q_l \in H^\sigma \text{ for } l = 1, 2, 3 \}, \quad (1.2)
\]
with the induced distance
\[
d^\sigma_{Q}(f, g) = \left[ \sum_{l=1}^{3} \| f_l - g_l \|^2_{H^\sigma} \right]^{1/2}. \quad (1.3)
\]
For \(Q \in \mathbb{S}^2\) we define the complete metric space
\[
H^\infty_{\mathcal{S}}(\mathbb{R}^d; \mathbb{S}^2) = \bigcap_{\sigma \geq 0} H^\sigma_{Q}(\mathbb{R}^d; \mathbb{S}^2) \text{ with the induced metric.}
\]
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For $Q \in \mathbb{S}^2$ let $f_Q(x) \equiv Q$, $f_Q \in H^\infty_Q(\mathbb{R}^d; \mathbb{S}^2)$. For any metric space $X$, $x \in X$, and $r > 0$ let $B_X(x, r)$ denote the open ball $\{ y \in X : d(x, y) < r \}$. Let $\mathbb{Z}_+ = \{ 0, 1, \ldots \}$. Our main theorem concerns local well-posedness of the initial-value problem (1.1) for small data $s_0 \in H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)$, $\sigma > (d + 1)/2$, $Q \in \mathbb{S}^2$.

**Theorem 1.1.** (a) Assume $\sigma_0 > (d + 1)/2$ and $Q \in \mathbb{S}^2$. Then there is $\epsilon(\sigma_0) > 0$ with the property that for any $s_0 \in H^\infty_Q(\mathbb{R}^d; \mathbb{S}^2) \cap B_{H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)}(f_Q, \epsilon(\sigma_0))$ there is a unique solution

$$s = S^\sigma(s_0) \in C([-1, 1] : H^\infty_Q(\mathbb{R}^d; \mathbb{S}^2))$$

of the initial-value problem (1.1).

(b) The mapping $s_0 \rightarrow S^\sigma(s_0)$ extends uniquely to a Lipschitz mapping

$$S^\sigma : B_{H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)}(f_Q, \epsilon(\sigma_0)) \rightarrow C([-1, 1] : H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)),$$

with the property that $S^\sigma(s_0)$ is a weak solution of the initial-value problem (1.1) for any $s_0 \in B_{H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)}(f_Q, \epsilon(\sigma_0))$.

(c) In addition, for any $\sigma' \in \mathbb{Z}_+$ we have the local Lipschitz bound

$$\sup_{t \in [-1, 1]} d^\sigma_{Q+\sigma'}(S^\sigma_0(s_0)(t), S^\sigma_0(s_0')(t)) \leq C(\sigma_0, \sigma', R) \cdot d^\sigma_{Q+\sigma'}(s_0, s_0') \tag{1.4}$$

for any $R > 0$ and $s_0, s_0' \in B_{H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)}(f_Q, \epsilon(\sigma_0)) \cap B_{H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)}(f_Q, R)$. Thus the mapping $S^\sigma$ restricts to a locally Lipschitz mapping

$$S^\sigma_0+\sigma' : B_{H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)}(f_Q, \epsilon(\sigma_0)) \cap H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2) \rightarrow C([-1, 1] : H^\sigma_Q(\mathbb{R}^d; \mathbb{S}^2)).$$

In section 2 we use the stereographic projection to reduce Theorem 1.1 to Theorem 2.2. Then we analyze the resulting derivative Schrödinger equation by treating the nonlinear term as a perturbation. It appears likely that a more careful analysis of the nonlinear interactions, possibly using the “modified Schrödinger map equation” (cf. [13] or [5]), would allow one to extend Theorem 1.1 to the full subcritical range $\sigma_0 > d/2$. As in the case of wave maps (for which the regularity theory for small data is much better understood, see [9], [11], [19], [20], [17], [18], [10], [15], and [21]), the critical case $\sigma_0 = d/2$ is more difficult since, among other things, the critical space $H^{d/2}(\mathbb{R}^d)$ fails to control $L^\infty$. We hope to return to these issues in the future.

The initial-value problem (1.1) has been studied extensively (also in the case in which the sphere $\mathbb{S}^2$ is replaced by more general targets). It is known that sufficiently smooth solutions exist locally in time, even for large data (see, for example, [16], [1], [2], [12], [8] and the references therein). Such theorems for (local in time) smooth solutions are proved using variants of the energy method. For low-regularity data, the energy method cannot be applied, and the initial-value problem (1.1) has been studied indirectly using the “modified Schrödinger map equation” (see, for example, [13], [14], [7], and [5]). While existence and
uniqueness theorems for this modified Schrödinger map equation in certain low-regularity spaces are known (at least in dimension $d = 2$), it is not clear whether such theorems can be transferred to the original Schrödinger map initial-value problem. Our approach in this paper is more direct, in the sense that we analyze the Schrödinger map initial-value problem without passing to the modified Schrödinger map equation. As a result of the recursive construction of the solution we obtain a locally Lipschitz flow, which appears to be new even in the case of sufficiently smooth data. Also, our proof of Theorem 1.1 is self-contained; in particular it does not depend on the existence of smooth solutions.

We describe now some of the ingredients in the proof of Theorem 1.1. First, using the stereographic projection, we reduce matters to proving Theorem 2.2. We would then like to analyze the resulting derivative Schrödinger equation in some $\mathcal{X}^{\sigma,b}$-type spaces. However, the use of standard $\mathcal{X}^{\sigma,b}$ spaces (i.e. spaces defined by suitably weighted norms in the frequency space) seems to lead inevitably to logarithmic divergences, regardless of the amount of smoothness one assumes. To avoid these logarithmic divergences we work with high frequency spaces that have two components: an $\mathcal{X}^{\sigma,b}$-type component measured in the frequency space and a normalized $L_{e}^{1,2}$ (see definition (3.3)) component measured in the physical space. Such spaces have been used recently in dimension $d = 1$ by the authors [3]. The spaces $L_{e}^{1,2}$ are relevant due to the local smoothing induced by the Schrödinger flow. Then we prove suitable linear and nonlinear estimates in these spaces, and conclude Theorem 2.2 using a recursive (perturbative) construction.

The rest of the paper is organized as follows: in section 2 we use the stereographic projection to reduce matters to proving Theorem 2.2. In section 3 we define our main normed spaces and prove some of their basic properties. In section 4 we prove several linear and nonlinear estimates. In section 5 we use these estimates to complete the proof of Theorem 2.2.

2. Preliminary reductions

We start now the proof of Theorem 1.1. By rotation invariance, we may assume

$$Q = (0, 0, 1).$$

The uniqueness statement in part (a) is straightforward: assume

$$s = (s_1, s_2, s_3), s' = (s'_1, s'_2, s'_3) \in C([-1, 1] : H_{Q}^{\infty}(\mathbb{R}^d; S^2))$$

are solutions of (1.1). Let $q = s' - s$, so

$$\begin{cases}
\partial_t q = (s + q) \times \Delta_x (s + q) - s \times \Delta_x s \text{ on } \mathbb{R}^d \times [-1, 1]; \\
q(0) = 0.
\end{cases}$$

(2.2)
We multiply (2.2) by \( q(t) \) and integrate by parts over \( \mathbb{R}^d \) to obtain
\[
\frac{1}{2} \partial_t \|q(t)\|_{L^2}^2 = \int_{\mathbb{R}^d} [s(t) \times \Delta_x q(t)] \cdot q(t) \, dx \\
\leq C_s(\|q(t)\|_{L^2}^2 + \sum_{l=1}^d \|\partial_{x_l} q(t)\|_{L^2}^2). \tag{2.3}
\]
Then we apply \( \partial_{x_l} \) to (2.2), multiply by \( \partial_{x_l} q(t) \), add up over \( l = 1, \ldots, d \), and integrate by parts over \( \mathbb{R}^d \). The result is
\[
\frac{1}{2} \partial_t \left[ \sum_{l=1}^d \|\partial_{x_l} q(t)\|_{L^2}^2 \right] = - \int_{\mathbb{R}^d} [q(t) \times \Delta_x s(t)] \cdot \Delta_x q(t) \, dx \\
\leq C_s(\|q(t)\|_{L^2}^2 + \sum_{l=1}^d \|\partial_{x_l} q(t)\|_{L^2}^2). \tag{2.4}
\]
Using (2.3) and (2.4), \( q \equiv 0 \) as desired.

We start now the construction of the solution \( s \). Fix \( \sigma_0 > (d + 1)/2 \) as in Theorem 1.1 and \( \epsilon_0 \) sufficiently small.\(^1\) In view of the Sobolev imbedding theorem, if \( f \in B_{H^s_0(\mathbb{R}^d, \mathbb{S}^2)}(f_Q, \epsilon_0) \) then \( f \) is continuous and takes values in a small neighborhood of \( Q \). Thus, for \( f = (f_1, f_2, f_3) \in B_{H^s_0(\mathbb{R}^d, \mathbb{S}^2)}(f_Q, \epsilon_0) \) we can define
\[
g = L(f) = \frac{f_1 + if_2}{1 + f_3}.
\]
Clearly, \( L(f) : \mathbb{R}^d \to \mathbb{C} \) is continuous and takes values in a small neighborhood of \( 0 \). For \( g \in B_{H^s_0}(0, \epsilon_0) \) we define
\[
f = (f_1, f_2, f_3) = \tilde{L}(g) = \left( \frac{g + \overline{g}}{1 + \overline{g} g}, \frac{(-i)(g - \overline{g})}{1 + \overline{g} g}, \frac{1 - g \overline{g}}{1 + \overline{g} g} \right).
\]
Clearly, \( \tilde{L}(g) : \mathbb{R}^d \to \mathbb{S}^2 \) is continuous and takes value in a small neighborhood of \( Q \). We have the following estimates:

**Lemma 2.1.** (a) If \( f \in H^\infty(Q, \mathbb{R}^d, \mathbb{S}^2) \cap B_{H^s_0(\mathbb{R}^d, \mathbb{S}^2)}(f_Q, \epsilon_0) \) then \( L(f) \in H^\infty \cap B_{H^s_0}(0, C \epsilon_0) \) and
\[
\|L(f) - L(f')\|_{H^s} \leq C(\sigma, d^s_Q(f_Q, f), d^s_Q(f_Q, f')) \cdot d^s_Q(f, f'), \tag{2.5}
\]
for any \( f, f' \in H^\infty(Q, \mathbb{R}^d, \mathbb{S}^2) \cap B_{H^s_0(\mathbb{R}^d, \mathbb{S}^2)}(f_Q, \epsilon_0) \) and \( \sigma \geq \sigma_0 \).

(b) If \( g \in H^\infty \cap B_{H^s_0}(0, \epsilon_0) \) then \( \tilde{L}(g) \in H^\infty(Q, \mathbb{R}^d, \mathbb{S}^2) \cap B_{H^s_0(\mathbb{R}^d, \mathbb{S}^2)}(f_Q, C \epsilon_0) \) and
\[
d^s_Q(\tilde{L}(g), \tilde{L}(g')) \leq C(\sigma, \|g\|_{H^s}, \|g'\|_{H^s}) \cdot \|g - g'\|_{H^s}, \tag{2.6}
\]
\(^1\)In this section we could have any \( \sigma_0 > d/2 \); for \( \sigma_0 > (d + 1)/2 \) the value of \( \epsilon_0 \) depends only on the dimension \( d \).
for any $g, g' \in H^\infty \cap B_{H^{\sigma_0}}(0, \varepsilon_0)$ and $\sigma \geq \sigma_0$.

**Proof of Lemma 2.1** In view of the definitions, for both part (a) and part (b) it suffices to prove that if $\sigma \geq \sigma_0$ then

$$
\|h \cdot h'\|_{H^\sigma} \leq M(\sigma) \cdot (\|h\|_{H^{\sigma_0}} \cdot \|h'\|_{H^\sigma} + \|h\|_{H^\sigma} \cdot \|h'\|_{H^{\sigma_0}}) \quad \text{for any } h, h' \in H^\infty, \tag{2.7}
$$

for some increasing function $M : [\sigma_0, \infty) \to [1, \infty)$, and

$$
\|h \cdot (1 + h')^{-1}\|_{H^\sigma} \leq C(\sigma, \|h'\|_{H^\sigma}) \cdot \|h\|_{H^\sigma} \quad \text{for any } h \in H^\infty, h' \in H^\infty \cap B_{H^{\sigma_0}}(0, \varepsilon_0), \tag{2.8}
$$

provided that $\varepsilon_0$ is sufficiently small. The inequality (2.7) is well-known, using the fact $H^\sigma(\mathbb{R}^d)$ is a Banach algebra for any $\sigma > d/2$ and the Littlewood–Paley product trichotomy (with $M(\sigma)$ depending only on $\sigma$ and $d$). For (2.8) it suffices to prove that

$$
\|h \cdot (h')^n\|_{H^\sigma} \leq 2^{-n}C(\sigma, \|h'\|_{H^\sigma}) \cdot \|h\|_{H^\sigma} \quad \text{for } n \geq 0.
$$

We turn now to the proof of (2.9) for $n \geq 1$. Let $b_{n,\sigma} = \|h \cdot (h')^n\|_{H^\sigma}$. Using (2.7) we have

$$
b_{n,\sigma_0} \leq (M(\sigma_0) \|h'\|_{H^{\sigma_0}})^n \cdot \|h\|_{H^{\sigma_0}} \quad \text{for } n = 0, 1, \ldots, \tag{2.10}
$$

which gives (2.9) in the case $\sigma = \sigma_0$. Assume now that $\sigma \leq \sigma_0 + 2$. Then, using (2.7) and (2.10),

$$
b_{n,\sigma} \leq M(\sigma_0 + 2) \cdot \|h'\|_{H^{\sigma_0}} \cdot b_{n-1,\sigma} + M(\sigma_0 + 2) \cdot \|h'\|_{H^\sigma} \cdot b_{n-1,\sigma_0} \leq (1/3)b_{n-1,\sigma} + C(\sigma, \|h'\|_{H^\sigma}) \cdot 2^{-n}\|h\|_{H^\sigma}. \tag{2.11}
$$

Since $b_0,\sigma = \|h\|_{H^\sigma}$, the bound (2.9) follows easily from (2.11) in this case.

Finally, assume that $\sigma \geq \sigma_0 + 2$. We may assume that the bound (2.9) for $\sigma - 1$ holds, and use the Kato-Ponce commutator estimate [6, Lemma XI]: if $f, g \in H^\infty(\mathbb{R}^d)$ and $\sigma > 0$ then

$$
||J^\sigma(fg) - fJ^\sigma(g)||_{L^2} \leq C_\sigma(||\nabla f||_{L^\infty}||J^{\sigma-1}g||_{L^2} + ||J^{\sigma}f||_{L^2}||g||_{L^\infty}),
$$

where $J^\sigma$ is the operator defined by the multiplier $\xi \to (1 + |\xi|^2)^{\sigma/2}$. We apply this inequality with $f = h', g = h \cdot (h')^{n-1}$. The result is

$$
b_{n,\sigma} \leq C||h'\|_{H^{\sigma_0}} \cdot b_{n-1,\sigma} + C_\sigma||h'\|_{H^{\sigma_0+1}} \cdot b_{n-1,\sigma-1} + C_\sigma||h'\|_{H^\sigma} \cdot b_{n-1,\sigma_0} \cdot 2^{-n} \leq (1/3)b_{n-1,\sigma} + C(\sigma, \|h'\|_{H^\sigma}) \cdot 2^{-n}\|h\|_{H^\sigma},
$$

using the induction hypothesis on $b_{n-1,\sigma-1}$. The bound (2.9) follows in the case $\sigma \geq \sigma_0 + 2$. \qed
A direct computation shows that if $u \in C([-1, 1] : H^\infty)$ is a solution of the equation

$$(i\partial_t + \Delta_x)u = \frac{2\pi}{1 + u^2} \sum_{j=1}^d (\partial_{x_j} u)^2 \text{ on } \mathbb{R}^d \times [-1, 1],$$

then the function $s \in C([-1, 1] : H\infty_Q(\mathbb{R}^d ; S^2))$, $s(t) = \tilde{L}(u(t))$ is a solution of the Schrödinger map equation

$$\partial_t s = s \times \Delta_x s \text{ on } \mathbb{R}^d \times [-1, 1].$$

In view of Lemma 2.1, for Theorem 1.1 it suffices to prove the following:

**Theorem 2.2.** (a) Assume $\sigma_0 > (d + 1)/2$. Then there is $\epsilon(\sigma_0) > 0$ with the property that for any $\phi \in H^\infty \cap B_{H^{\sigma_0}}(0, \epsilon(\sigma_0))$ there is a solution

$$u = \tilde{S}^\infty(\phi) \in C([-1, 1] : H^\infty)$$

of the initial-value problem

$$\begin{cases}
(i\partial_t + \Delta_x)u = 2\pi(1 + u^2)^{-1} \sum_{j=1}^d (\partial_{x_j} u)^2 \text{ on } \mathbb{R}^d \times [-1, 1]; \\
u(0) = \phi.
\end{cases} \tag{2.12}$$

(b) The mapping $\phi \to \tilde{S}^\infty(\phi)$ extends uniquely to a Lipschitz mapping

$$\tilde{S}^{\sigma_0} : B_{H^{\sigma_0}}(0, \epsilon(\sigma_0)) \to C([-1, 1] : H^{\sigma_0}),$$

with the property that $\tilde{S}^{\sigma_0}(\phi)$ is a weak solution of the initial-value problem \eqref{2.12} for any $\phi \in B_{H^{\sigma_0}}(0, \epsilon(\sigma_0))$.

(c) In addition, for any $\sigma' \in \mathbb{Z}_+$ we have the local Lipchitz bound

$$\sup_{t \in [-1, 1]} \|\tilde{S}^{\sigma_0}(\phi)(t) - \tilde{S}^{\sigma_0}(\phi')(t)\|_{H^{\sigma_0 + \sigma'}} \leq C(\sigma_0, \sigma', R) \cdot \|\phi - \phi'\|_{H^{\sigma_0 + \sigma'}}, \tag{2.13}$$

for any $R > 0$ and $\phi, \phi' \in B_{H^{\sigma_0}}(0, \epsilon(\sigma_0)) \cap B_{H^{\sigma_0 + \sigma'}}(0, R)$. Thus the mapping $\tilde{S}^{\sigma_0}$ restricts to a locally Lipschitz mapping

$$\tilde{S}^{\sigma_0 + \sigma'} : B_{H^{\sigma_0}}(0, \epsilon(\sigma_0)) \cap H^{\sigma_0 + \sigma'} \to C([-1, 1] : H^{\sigma_0 + \sigma'}).$$

### 3. Notation and preliminary lemmas

In this section we summarize most of the notation, define our main normed spaces,\(^2\) and prove some of their basic properties. For $l = 1, \ldots, d + 1$ let $\mathcal{F}_l$ and $\mathcal{F}_l^{-1}$ denote the Fourier transform operator and the inverse Fourier transform operator acting on $S'(\mathbb{R}^l)$.

\(^2\)It is likely that only minor changes would be needed to guarantee that all of our normed spaces are in fact Banach spaces. We do not need this, however, since the limiting argument in section 5 takes place in the Banach spaces $C([-1, 1] : H^\sigma)$. 

For \( l = 1, \ldots, d \) we fix \( \eta_{0}^{(l)} : \mathbb{R}^{l} \to [0, 1] \) smooth radial functions supported in the sets \( \{ \xi \in \mathbb{R}^{l} : |\xi| \leq 8/5 \} \), equal to 1 in the sets \( \{ \xi \in \mathbb{R}^{l} : |\xi| \leq 5/4 \} \), and with the property that
\[
\sum_{k=0}^{\infty} \eta_{k}^{(l)} = 1 \quad \text{where} \quad \eta_{k}^{(l)}(\xi) = \eta_{0}^{(l)}(\xi/2^{k}) - \eta_{0}^{(l)}(\xi/2^{k-1}). \tag{3.1}
\]

We define now the normed spaces \( X_{k} \) and \( Y_{k} \). For \( k \in \mathbb{Z}_{+} \) and \( j \in \mathbb{Z}_{+} \) let
\[
\begin{align*}
D_{k,j} &= \{ (\xi, \tau) \in \mathbb{R}^{d} \times \mathbb{R} : |\xi| \in [2^{k-1}, 2^{k+1}] \text{ and } |\tau + |\xi|^{2}/2^{j+1} | \leq 2^{j+1} \} \quad \text{if } k \geq 1; \\
D_{k,j} &= \{ (\xi, \tau) \in \mathbb{R}^{d} \times \mathbb{R} : |\xi| \leq 2 \text{ and } |\tau + |\xi|^{2}/2^{j+1} | \leq 2^{j+1} \} \quad \text{if } k = 0.
\end{align*}
\]

Let \( D_{k,\infty} = \bigcup_{j \geq 0} D_{k,j} \). We define first the normed spaces
\[
X_{k} = \{ f \in L^{2}(\mathbb{R}^{d} \times \mathbb{R}) : f \text{ supported in } D_{k,\infty} \text{ and } \| f \|_{X_{k}} = \sum_{j=0}^{\infty} 2^{j/2} \| \eta_{j}^{(1)}(\tau + |\xi|^{2}) \cdot f \|_{L^{2}} < \infty \}. \tag{3.2}
\]

The spaces \( X_{k} \) are not sufficient for our estimates, due to various logarithmic divergences. For any vector \( e \in S^{d-1} \) let
\[
P_{e} = \{ \xi \in \mathbb{R}^{d} : \xi \cdot e = 0 \}
\]
with the induced Euclidean measure. Also, let
\[
D_{k,j}^{e} = \{ (\xi, \tau) \in D_{k,j} : \xi \cdot e \geq |\xi|/2 \} \quad \text{for } j \in \mathbb{Z}_{+} \text{ and } j = \infty.
\]

For \( p, q \in [1, \infty] \) we define the normed spaces \( L_{e}^{p,q}(\mathbb{R}^{d} \times \mathbb{R}) \),
\[
L_{e}^{p,q} = \{ f \in L^{2}(\mathbb{R}^{d} \times \mathbb{R}) : \| f \|_{L_{e}^{p,q}} = \left[ \int_{\mathbb{R}} \left[ \int_{P_{e} \times \mathbb{R}} \left| f(re + v, t) \right|^{q} dv dt \right]^{p/q} dr \right]^{1/p} < \infty \}. \tag{3.3}
\]

Then, for \( k \geq 100 \) and \( e \in S^{d-1} \), we define the normed spaces
\[
Y_{k}^{e} = \{ f \in L^{2}(\mathbb{R}^{d} \times \mathbb{R}) : f \text{ supported in } D_{k,\infty}^{e} \text{ and } \| f \|_{Y_{k}^{e}} = 2^{-k/2} \| \mathcal{F}_{(d+1)}^{-1}((\tau + |\xi|^{2} + i) \cdot f) \|_{L^{2}_{e}} < \infty \}. \tag{3.4}
\]

For simplicity of notation, we define \( Y_{k}^{e} = \{0\} \) for \( k = 0, 1, \ldots, 99 \).

We fix \( L \) large and \( e_{1}, \ldots, e_{L} \in S^{d-1} \), \( e_{l} \neq e_{l'} \) if \( l \neq l' \), with the property that
\[
\text{for any } e \in S^{d-1} \text{ there is } l \in \{1, \ldots, L\} \text{ such that } |e - e_{l}| \leq 2^{-50}.
\]

We assume in addition that if \( e \in \{e_{1}, \ldots, e_{L}\} \) then \(-e \in \{e_{1}, \ldots, e_{L}\} \). For \( k \in \mathbb{Z}_{+} \) we define
\[
Z_{k} = X_{k} + Y_{k}^{e_{1}} + \ldots + Y_{k}^{e_{L}}. \tag{3.5}
\]
We prove now several estimates. In view of the definitions, if \( f \in Z_k \) then we can write
\[
\begin{align*}
\left\{ \begin{array}{l}
f = \sum_{j \in \mathbb{Z}^+} g_j + f_{e_1} + \ldots + f_{e_L} \text{ where } g_j \text{ is supported in } D_{k,j}, f_{e_i} \in Y^{e_i}_k; \\
\sum_{j \in \mathbb{Z}^+} 2^{j/2} ||g_j||_{L^2} + ||f_{e_1}||_{Y^{e_1}_k} + \ldots + ||f_{e_L}||_{Y^{e_L}_k} \leq 2 ||f||_{Z_k}.
\end{array} \right.
\end{align*}
\]
(3.6)
Also, if \( m \in L^\infty(\mathbb{R}^d), \mathcal{F}^{-1}_{(d)}(m) \in L^1(\mathbb{R}^d), \) and \( f \in Z_k, \) then \( m(\xi) \cdot f \in Z_k \) and
\[
||m(\xi) \cdot f||_{Z_k} \leq C ||\mathcal{F}^{-1}_{(d)}(m)||_{L^1(\mathbb{R}^d)} \cdot ||f||_{Z_k}.
\]
(3.7)
For simplicity of notation, for \( k \in \mathbb{Z}_+ \) and \( l \in [0, 60] \cap \mathbb{Z} \) we define the smooth functions \( \chi_{k, l} : \mathbb{R} \rightarrow [0, 1], \)
\[
\left\{ \begin{array}{l}
\chi_{k, l}(r) = [1 - \eta_0^{(1)}(r/2^{k-l})] \cdot 1_{[0, \infty)}(r) \text{ if } k \geq 100; \\
\chi_{k, l}(r) \equiv 1 \text{ if } k \leq 99.
\end{array} \right.
\]
(3.8)
We show first that the spaces \( Z_k \) are logarithmic modifications of the spaces \( X_k. \)

**Lemma 3.1.** If \( k, j \in \mathbb{Z}_+ \) and \( f \in Z_k \) then
\[
||f \cdot \eta_j^{(1)}(\tau + |\xi|^2)||_{X_k} \leq C ||f||_{Z_k} \text{ and } ||f||_{X_k} \leq C(k + 1) ||f||_{Z_k}.
\]
(3.9)

**Proof of Lemma 3.1.** Clearly, we may assume \( k \geq 100 \) and \( f = f_e \in Y^e_k, \) for some \( e \in \{e_1, \ldots, e_L\}. \) Let
\[
h_e(x) = 2^{-k/2} \mathcal{F}^{-1}_{(d)}[(\tau + |\xi|^2 + i) \cdot f_e](x).
\]
(3.10)
Thus
\[
f_e(\xi, \tau) = 1_{P^\infty_{k, \infty}}(\xi, \tau) \cdot \frac{2^{k/2}}{\tau + |\xi|^2 + i} \mathcal{F}_{(d+1)}^{-1}(h_e)(\xi, \tau).
\]
In view of the definitions, for \( k \geq 100 \) it suffices to prove that
\[
2^{k/2} 2^{-j/2} ||1_{D_{k,j}}(\xi, \tau) \cdot \chi_{k,40}(\xi \cdot e) \cdot \mathcal{F}_{(d+1)}(h)||_{L^2_{\xi, \tau}} \leq C(1 + 2^{-2k})^{-1/2} ||h||_{L^2_{k,2}}
\]
(3.11)
for any \( h \in \mathcal{S}(\mathbb{R}^{d+1} \times \mathbb{R}) \) and \( j \in \mathbb{Z}_+. \) We write \( \xi = \xi_1 e + \xi', x = x_1 e + x', x_1, \xi_1 \in \mathbb{R}, x', \xi' \in P_e. \) Let
\[
h'(x_1, \xi', \tau) = \int_{P_e \times \mathbb{R}} h(x_1 e + x', t) e^{-i(x' \cdot \xi' + t \tau)} dx' dt.
\]
By Plancherel theorem,
\[
||h||_{L^2_{k,2}} = C ||h'||_{L^1_{\xi_1}L^2_{\xi', \tau}}.
\]
Thus, for \( 3.11; \) it suffices to prove that
\[
2^{(k-j)/2} ||1_{D_{k,j}}(\xi, \tau) \cdot \chi_{k,40}(\xi_1) \int_{\mathbb{R}} h'(x_1, \xi', \tau) e^{-i x_1 \xi_1} dx_1 ||_{L^2_{\xi_1, \xi', \tau}} \leq C(1 + 2^{-2k})^{-1/2} ||h'||_{L^1_{\xi_1}L^2_{\xi', \tau}}.
\]
This follows easily since for any \((\xi', \tau) \in P_e \times \mathbb{R}\) the measure of the set \(\{\xi_1 : \xi_1 \approx 2^k\text{ and } |\tau + \xi_1^2 + |\xi'|^2| \leq 2^{i+1}\}\) is bounded by \(C \min(2^{i-k}, 2^k)\). \(\square\)

The proof of Lemma 3.1 shows also that for \(k \leq 99\)
\[
\|f\|_{X_k^2} \leq C 2^{-k/2} \|\mathcal{F}^{-1}_{(d+1)}[|\tau + |\xi|^2 + i|] \cdot f\|_{L^2_k} \tag{3.12}
\]
for any \(e \in S^{d-1}\) and \(f\) supported in \(D_{k,\infty}\). We prove now a local-smoothing estimate.

**Lemma 3.2.** If \(k \in \mathbb{Z}_+, e \in S^{d-1}, \text{ and } f \in Z_k\) then
\[
\|\mathcal{F}^{-1}_{(d+1)}[f \cdot \chi_{k,30}(\xi \cdot e)]\|_{L^2_\infty} \leq C 2^{-k/2}\|f\|_{Z_k}. \tag{3.13}
\]

**Proof of Lemma 3.2.** We write \(\xi = \xi_1 e + \xi', \xi_1 \in \mathbb{R}, \xi' \in P_e\). Using the Plancherel theorem and the definitions, for (3.13) it suffices to prove that for any \(x_1 \in \mathbb{R}\)
\[
\left\| \int_{\mathbb{R}} f(x_1 + \xi', \tau) \chi_{k,30}(\xi_1)e^{i x_1 \xi_1} d\xi_1 \right\|_{L^2_{x_1,\tau}} \leq C 2^{-k/2}\|f\|_{Z_k}. \tag{3.14}
\]

We use the representation (3.6). Assume first that \(f = g_j\). In view of the definitions, it suffices to prove that if \(j \geq 0\) and \(g_j\) is supported in \(D_{k,j}\) then
\[
\left\| \int_{\mathbb{R}} g_j(x_1 + \xi', \tau) \chi_{k,40}(\xi_1)e^{i x_1 \xi_1} d\xi_1 \right\|_{L^2_{x_1,\tau}} \leq C 2^{-k/2}2^{j/2}\|g_j\|_{L^2}. \tag{3.15}
\]
The bound (3.15) is a consequence of Plancherel theorem for \(k \leq 99\). Assume \(k \geq 100\) and let \(g_j^\#(\xi_1, \xi', \mu) = g_j(\xi_1 e + \xi', \mu - \xi_1^2 - |\xi'|^2)\), so \(g_j^\#\) is supported in the set \(\{(\xi_1, \xi', \mu) \in \mathbb{R} \times P_e \times \mathbb{R} : \xi_1^2 + |\xi'|^2 \in [2^{k-2}, 2^{k+2}], |\mu| \leq 2^{i+1}\}\). Using Hölder’s inequality and the fact that \(\chi_{k,40}\) is supported in the interval \([c2^k, \infty)\), the left-hand side of (3.15) is dominated by
\[
C \sup_{||h||_{L^2(P_e \times \mathbb{R})}=1} \int_{\mathbb{R} \times P_e \times \mathbb{R}} |g_j(\xi_1 e + \xi', \tau)\chi_{k,40}(\xi_1)h(\xi', \tau) d\xi_1 d\xi' d\tau
= C \sup_{||h||_{L^2(P_e \times \mathbb{R})}=1} \int_{\mathbb{R} \times P_e \times \mathbb{R}} |g_j^\#(\xi_1, \xi', \mu)\chi_{k,40}(\xi_1)h(\xi', \mu - \xi_1^2) d\xi_1 d\xi' d\mu
\leq C 2^{-k/2} \int_{\mathbb{R}} \left[ \int_{\mathbb{R} \times P_e} |g_j^\#(\xi_1, \xi', \mu)|^2 d\xi_1 d\xi' \right]^{1/2} d\mu,
\]
which gives (3.15).

Assume now that \(f = f_{e'} \in Y^{e'}_k, e' \in \{e_1, \ldots, e_L\}, k \geq 100\), and define \(h_{e'}\) as in (3.10). Notice also that
\[
\|f_{e'} \cdot [1 - \eta_0^{(1)}(\tau + |\xi|^2/2^{2k-100})]\|_{X_k^2} \leq C \|f_{e'}\|_{Y^{e'}_k},
\]
using (3.11). Since the inequality (3.14) was already proved for \( f \in X_k \), it suffices to show that for any \( x_1 \in \mathbb{R} \)

\[
\left\| \int_{\mathbb{R}} \eta_0^{(1)}((\tau + |\xi|^2)/2^{2k-100}) f_{\xi'}(\xi_1 e + \xi', \tau) \times \chi_{k,30}(\xi_1) e^{ix_1 \xi_1} d\xi_1 \right\|_{L^{2}_{\xi',\tau}} \leq C 2^{-k/2} \| f_{\xi'} \|_{Y_{\xi'}}. \tag{3.16}
\]

We examine first the support in \((\xi', \tau)\) of the function obtained after taking the \( \xi_1 \) integral in the left-hand side of (3.16). We fix a vector \( e^\perp \in \mathbb{S}^{d-1} \cap P_e \) and a real number \( \theta \in [0, 2\pi) \) with the property that

\[
e' = \cos \theta \cdot e + \sin \theta \cdot e^\perp. \tag{3.17}
\]

The choice of \( e^\perp \) and \( \theta \) is unique (up to signs) unless \( e' = \pm e \). The function obtained after taking the \( \xi_1 \) integral in the left-hand side of (3.16) is supported in the set

\[
S = \{ (\xi', \tau) \in P_e \times \mathbb{R} : -\tau - |\xi'|^2 \in [2^{2k-80}, 2^{2k+10}], |\xi'| \leq 2^{k+1}, \quad (-\tau - |\xi'|^2)^{1/2} \cos \theta + (\xi' \cdot e^\perp) \sin \theta \geq 2^{k-10} \}, \tag{3.18}
\]

and the integral in \( \xi_1 \) is taken over the interval \( \xi_1 \in [2^{k-30}, 2^{k+1}] \). As in the proof of Lemma 3.11, we can write

\[
f_{e'}(\xi, \tau) = \chi_{k,5}(\xi \cdot e') \cdot \frac{2^{k/2}}{\tau + |\xi|^2 + i} F_{(d+1)}(h_{e'})(\xi, \tau) \text{ where } \| f_{e'} \|_{Y_{e'}} = C \| h_{e'} \|_{L^{1/2}_{e'}}. \]

Thus, for (3.16) it suffices to prove that

\[
\left\| 1_S(\xi', \tau) \int_{\mathbb{R}} \eta_0^{(1)}((\tau + |\xi|^2)/2^{2k-100}) F_{(d+1)}(h_{e'})(\xi_1 e + \xi', \tau) \times \chi_{k,5}(\xi \cdot e') / (\tau + |\xi|^2 + i)^{1/2} \chi_{k,30}(\xi_1) e^{ix_1 \xi_1} d\xi_1 \right\|_{L^{2}_{\xi',\tau}} \leq C 2^{-k} \| h_{e'} \|_{L^{1/2}_{e'}}. \tag{3.19}
\]

Let \( M = M(\xi', \tau) = (-\tau - |\xi'|^2)^{1/2} \). Elementary estimates using the definitions show that we can approximate

\[
1_S(\xi', \tau) \cdot \eta_0^{(1)}((\xi_1^2 - M^2)/2^{k-100}) \cdot (\xi_1^2 - M^2 + i)^{-1} \cdot \chi_{k,5}(\xi \cdot e') \cdot \chi_{k,30}(\xi_1) \]

\[
= 1_S(\xi', \tau) \cdot \chi_{k,30}(M) \cdot \chi_{k,5}(M e + \xi') \cdot \eta_0^{(1)}((\xi_1 - M)/2^{k-100}) / 2M \cdot (\xi_1 - M + i / 2^k) + E \tag{3.20}
\]

where

\[
|E(\xi, \tau)| \leq C \cdot 1_S(\xi', \tau) \cdot 1_{[2^{k-35}, 2^{k+10}]}(\xi_1) \cdot 1_{[2^{k-35}, 2^{k+10}]}(\xi \cdot e') \times \eta_0^{(1)}((\xi_1^2 - M^2)/2^{2k+10}) \cdot [2^{-2k} + (1 + |\xi_1^2 - M^2|)^{-2}]. \tag{3.21}
\]
We substitute the identity \( (3.20) \) into \( (3.19) \). We handle first the error term: using \( (3.11) \) and \( (3.13) \)

\[
\left\| \int_\mathbb{R} E(\xi, \tau) \mathcal{F}_{(d+1)}(h_e')(\xi_1 e + \xi', \tau) e^{ix_1 \xi_1} d\xi_1 \right\|_{L^2_{e', \tau}} \leq \sum_{j \leq 2k+C} \left\| \int_\mathbb{R} \eta_j^{(1)}(\tau + |\xi|^2) \cdot E(\xi, \tau) \mathcal{F}_{(d+1)}(h_e')(\xi_1 e + \xi', \tau) e^{ix_1 \xi_1} d\xi_1 \right\|_{L^2_{e', \tau}} \leq C \sum_{j \leq 2k+C} 2^{-(k-j)/2} \left\| \eta_j^{(1)}(\tau + |\xi|^2) \cdot E(\xi, \tau) \cdot \mathcal{F}_{(d+1)}(h_e')(\xi, \tau) \right\|_{L^2_{\xi, \tau}} \leq C \left\| h_e' \right\|_{L^1_{e', 2}}
\]

which agrees with \( (3.19) \).

We estimate now the contribution of the first term in the right-hand side of \( (3.20) \). Since \( M(\xi_2, \tau) \approx 2^k \) in \( S \), it suffices to prove that

\[
\left\| 1_S(\xi', \tau) \int_\mathbb{R} \eta_0^{(1)}\left(\frac{((\xi_1 - M(\xi', \tau))/2^{k-100})}{\xi_1 - M(\xi', \tau)} + i/2^k\right) \mathcal{F}_{(d+1)}(h)(\xi, \tau) \cdot e^{ix_1 \xi_1} d\xi_1 \right\|_{L^2_{e', \tau}} \leq C \left\| h \right\|_{L^1_{e', 2}},
\]

for any \( h \in \mathcal{S}(\mathbb{R}^d \times \mathbb{R}) \) and \( x_1 \in \mathbb{R} \). With \( e^\perp \) as \( \theta \) as in \( (3.17) \), let

\[
e^\perp = -\sin \theta \cdot e + \cos \theta \cdot e^\perp.
\]

Let

\[
\tilde{P}_{e^\perp} = \{ \xi \in \mathbb{R}^d : \xi \cdot e = \xi \cdot e^\perp = 0 \} = \tilde{P}_{e^\perp, e^\perp},
\]

and write \( \xi = \xi_1 e + \xi_2 e^\perp + \xi'' \), \( y = y_1 e' + y_2 e^\perp + y'' \), \( y_1, y_2, \xi_1, \xi_2 \in \mathbb{R} \), \( y'', \xi'' \in \tilde{P}_{e^\perp, e^\perp} \).

For \( \tau, r \in \mathbb{R} \) and \( \xi'' \in \tilde{P}_{e^\perp, e^\perp} \) let

\[
h'(y_1, r, \xi'', \tau) = \int_{\mathbb{R}^d} h(y_1 e' + y_2 e^\perp + y'', t) e^{-iy_1 r} e^{-iy'' r} e^{-ix'' r} d\xi_1 \times dy_1 dy_2 dy'' dt.
\]

By Plancherel theorem,

\[\| h \|_{L^1_{e', 2}} = C \| h' \|_{L^2_{y_1, \xi_2, \xi'', \tau}}.\]

Also, using \( (3.17) \) and \( (3.23) \),

\[
\mathcal{F}_{(d+1)}(h)(\xi_1 e + \xi_2 e^\perp + \xi'', \tau) = \int_\mathbb{R} h'(y_1, -\sin \theta \cdot \xi_1 + \cos \theta \cdot \xi_2, \xi'', \tau) e^{-iy_1 (\cos \theta \cdot \xi_1 + \sin \theta \cdot \xi_2)} dy_1.
\]
Thus, for (3.22) it suffices to prove that
\[ \|1_S(\xi_2 e^{\delta} + \xi'', \tau) \|_{L^2_z} \leq C \|h''\|_{L^2}, \]  
(3.24)

for any compactly supported function \( h'' : \mathbb{R} \times P_{e, e^1} \times \mathbb{R} \rightarrow \mathbb{C} \). Let
\[ h^*_z(r, \xi''', \tau) = \int_{\mathbb{R}} \eta_0(1)(v/2^{k-100}) h''(-\sin \theta \cdot v + r) \cdot e^{ixz_1v} dv \]
Using the boundedness of the Hilbert transform on \( L^2(\mathbb{R}) \), \( \|h^*_z\|_{L^2} \leq C \|h''\|_{L^2}. \) Thus, for (3.22) it suffices to prove that
\[ \|1_S(\xi_2 e^{\delta} + \xi'', \tau) \|_{L^2_z} \leq C \|h^*_z\|_{L^2}. \]
This follows easily by a change of variables, using the definition (3.18) of the set \( S \). This completes the proof of the lemma.

\[ \square \]

We remark that the proof also gives the following weaker inequality: if \( k \in \mathbb{Z}_+ \), \( e \in \mathbb{S}^{d-1} \), and \( f \in Z_k \) then
\[ \|1_f\|_{L^2_{z_k}} \leq C(k+1) \|f\|_{Z_k}. \]
(3.25)

For this, using Lemma 3.4, it suffice to prove that
\[ \|\mathcal{F}^{-1}_{(d+1)}(g)\|_{L^\infty_{z_k}} \leq C \|g\|_{X_k} \]
for any \( g \in X_k \). We decompose \( g = \sum_{j=0}^\infty g_j, g_j \) supported in \( D_{k,j} \), write \( \xi = \xi_1 e + \xi' \), \( \xi_1 \in \mathbb{R} \), \( \xi' \in P_e \), and use Plancherel theorem. It remains to prove that
\[ \|1_{D_{k,j}}(g)\|_{L^\infty_{z_k}} \leq C 2^{j/2} \|g_j\|_{L^2} \]
for any \( x_1 \in \mathbb{R} \). We decompose \( g_j = \eta_0(1) \cdot g_j + (1 - \eta_0(1)) \cdot g_j \), and apply Hölder’s inequality for the first part and the same argument as in the proof of (3.15) for the second part. This completes the proof of (3.25).

We will also need a maximal function estimate.

**Lemma 3.3.** If \( k \geq 0 \), \( f \in Z_k \), and \( e \in \mathbb{S}^{d-1} \) then
\[ \|1_{[-2,2]}(t) \cdot \mathcal{F}^{-1}_{(d+1)}(f)\|_{L^\infty_{z_k}} \leq C 2^{(d-1)k/2} (k+1)^2 \|f\|_{Z_k}. \]
(3.26)

**Proof of Lemma** In view of Lemma 3.4, we may assume \( f \in X_k \). Using (3.26) it suffices to prove that
\[ \|1_{[-2,2]}(t) \cdot \mathcal{F}^{-1}_{(d+1)}(g_j)\|_{L^\infty_{z_k}} \leq C 2^{(d-1)k/2} (k+1)^2 \|g_j\|_{L^2} \]
(3.27)
for any function $g_j$ supported in $D_{k,j}$. We define $g_j^\#(\xi, \mu) = g_j(\xi, \mu - |\xi|^2)$. The left-hand side of (3.27) is dominated by

$$\left| \int_{[-2i+1, 2i+1]} |1_{[-2, 2]}(t) \cdot \int_{\mathbb{R}^d} g_j^\#(\xi, \mu) e^{ix\xi e^{-it|\xi|^2}} d\xi \right|_{L^2_{\mu}}.$$

Thus, for (3.27) it suffices to prove that

$$\left| \int_{[-2, 2]} h(\xi) e^{ix\xi e^{-it|\xi|^2}} d\xi \right|_{L^2_{\mu}} \leq C 2^{(d-1)k}(k+1) \cdot ||h||_{L^2_{\xi}},$$

for any function $h$ supported in the set $\{\xi \in \mathbb{R}^d : |\xi| \leq 2^{k+1}\}$.

To prove (3.28), using a standard $TT^*$ argument, it suffices to show that

$$\left| \int_{[-4, 4]}(t) \int_{\mathbb{R}^{d-1} \times \mathbb{R}} e^{ix_1 \xi_1 e^{ix'|\xi'|^2}} e^{-i\xi_1 \xi_1^2} d\xi_1 \leq C 2^{(d-1)k}(k+1)^2.$$

By stationary phase, for any $\xi' \in \mathbb{R}^{d-1}$

$$\left| \int_{\mathbb{R}^{d-1}} e^{ix_1 \xi_1 e^{-i\xi_1^2}} \eta_0^{(d-1)}(\xi'/2^{k+1}) d\xi_1 \right| \leq C \min(2^{(d-1)k}, |t|^{-(d-1)/2}),$$

and

$$\left| \int_{\mathbb{R}} e^{ix_1 \xi_1 e^{-i\xi_1^2}} \eta_0^{(1)}(\xi/2^{k+1}) d\xi_1 \right| \leq C \min(2^k, |t|^{-1/2}).$$

In addition, by integration by parts, if $|x_1| \geq 2^{k+1}|t|$ then

$$\left| \int_{\mathbb{R}} e^{ix_1 \xi_1 e^{-i\xi_1^2}} \eta_0^{(1)}(\xi/2^{k+1}) d\xi_1 \right| \leq C 2^k(1 + 2^k|x_1|)^{-2}.$$

Let $K(x_1, x', t)$ denote the function in the left-hand side of (3.28). In view of the three bounds above,

$$\sup_{|t| \leq 4, x' \in \mathbb{R}^{d-1}} |K(x_1, x', t)| \leq C 2^{dk}(1 + 2^k|x_1|)^{-2} + C 2^{dk/2}|x_1|^{-d/2} \cdot 1_{[2^{-k}, 2^k]}(|x_1|).$$

The bound (3.28) follows since $d \geq 2$. 

We conclude this section with $L^\infty_t L^2_x$ and $L^\infty_{x,t}$ estimates.

**Lemma 3.4.** If $k \geq 0$, $t \in \mathbb{R}$, and $f \in Z_k$ then

$$\sup_{t \in \mathbb{R}} \|T_{(d+1)}^{-1}(f)(\cdot, t)\|_{L^2_x} \leq C \|f\|_{Z_k}.$$  \hfill (3.30)

Thus

$$\|T_{(d+1)}^{-1}(f)\|_{L^\infty_{x,t}} \leq C 2^{dk/2}\|f\|_{Z_k}.$$  \hfill (3.31)
Proof of Lemma 3.4. By Plancherel theorem it suffices to prove that
\[ \left\| \int_{\mathbb{R}} f(\xi, \tau)e^{it\tau} d\tau \right\|_{L^2_\xi} \leq C\|f\|_{Z_k} \quad \text{(3.32)} \]
We use the representation (3.6). Assume first that \( f = g_j \). Then
\[ \left\| \int_{\mathbb{R}} g_j(\xi, \tau)e^{it\tau} d\tau \right\|_{L^2_\xi} \leq C\|g_j(\xi, \tau)\|_{L^2_\xi L^1_\tau} \leq C2^{j/2}\|g_j\|_{L^2_\xi}, \]
which proves (3.32) in this case.
Assume now that \( k \geq 100 \) and \( f = f_{e} \in Y_k^e, \ e \in \{e_1, \ldots, e_L\} \). We have to prove that
\[ \left\| \int_{\mathbb{R}} f_{e}(\xi, \tau)e^{it\tau} d\tau \right\|_{L^2_\xi} \leq C\|f_{e}\|_{Y_k^e} \quad \text{(3.33)} \]
We define \( h_{e} \) as in (3.10), so
\[ f_{e}(\xi, \tau) = \chi_{k,10}(\xi \cdot e) \cdot \frac{2^{k/2}}{\tau + |\xi|^2 + i} \mathcal{F}_{(d+1)}(h_{e})(\xi, \tau), \]
with \( \chi_{k,10} \) as in (3.8). We write \( \xi = \xi_1 e + \xi', x = x_1 e + x', x_1, \xi_1 \in \mathbb{R}, x', \xi' \in P_e \).
For (3.33) it suffices to prove that
\[ 2^{k/2}\left\| \chi_{k,10}(\xi_1) \int_{\mathbb{R}} \frac{1}{\tau + |\xi|^2 + i} \cdot \mathcal{F}_{(d+1)}(h)(\xi_1 e + \xi', \tau)e^{it\tau} d\tau \right\|_{L^2_\xi} \leq C\|h\|_{L^1_\xi L^2_\tau}, \quad \text{(3.34)} \]
for any \( h \in S(\mathbb{R}^d \times \mathbb{R}) \) and \( t \in \mathbb{R} \). As in the proof of Lemma 3.3, we define
\[ h'(x_1, \xi', \tau) = \int_{P_e \times \mathbb{R}} h(x_1 e + x', t)e^{-i(x' \cdot \xi' + it)} dx' dt, \]
so
\[ \mathcal{F}_{(d+1)}(h)(\xi_1 e + \xi', \tau) = \int_{\mathbb{R}} h'(x_1, \xi', \tau)e^{-ix_1 \xi_1} dx_1 \text{ and } \|h\|_{L^1_\xi L^2_\tau} = C\|h'\|_{L^1_\xi L^2_\tau}. \]
Let
\[ h^*_t(x_1, \xi', \mu) = \int_{\mathbb{R}} \frac{1}{\tau + \mu + i} h'(x_1, \xi', \tau)e^{it\tau} d\tau. \]
In view of the boundedness of the Hilbert transform on \( L^2(\mathbb{R}) \),
\[ \|h^*_t(x_1, \xi', \mu)\|_{L^2_{\mu,t}} \leq C\|h'(x_1, \xi', \tau)\|_{L^2_{\xi', \tau}} \text{ for any } x_1, t, \mu \in \mathbb{R}. \]
Thus, for (3.34), it suffices to prove that
\[ 2^{k/2}\left\| \chi_{k,10}(\xi_1) \int_{\mathbb{R}} h^*_t(x_1, \xi', |\xi|^2)e^{-ix_1 \xi_1} dx_1 \right\|_{L^2_\xi} \leq C\|h^*_t\|_{L^1_\xi L^2_{\xi', \tau}}. \]
This follows easily by changes of variables. \( \square \)
4. Linear and Nonlinear Estimates

For $\sigma \geq 0$ we define the normed spaces

$$ F^\sigma = \{ u \in C(\mathbb{R} : H^\infty) : \|u\|_{F^\sigma}^2 = \sum_{k=0}^{\infty} 2^{2\sigma k} \|\eta_k^{(d)}(\xi) \cdot \mathcal{F}(d+1) u\|_{Z_k}^2 < \infty \}, $$

and

$$ N^\sigma = \{ u \in C(\mathbb{R} : H^\infty) : \|u\|_{N^\sigma}^2 = \sum_{k=0}^{\infty} 2^{2\sigma k} \|\eta_k^{(d)}(\xi) \cdot (\tau + |\xi|^2 + i)^{-1} \cdot \mathcal{F}(d+1) u\|_{Z_k}^2 < \infty \}. $$

For $\phi \in H^\infty$ let $W(t)\phi \in C(\mathbb{R} : H^\infty)$ denote the solution of the free Schrödinger evolution

$$ [W(t)\phi](x, t) = c_0 \int_\mathbb{R}^d e^{ix \xi - i|\xi|^2} \mathcal{F}(d)(\phi)(\xi) d\xi. $$

Assume $\psi : \mathbb{R} \rightarrow [0, 1]$ is an even smooth function supported in the interval $[-8/5, 8/5]$ and equal to 1 in the interval $[-5/4, 5/4]$. We prove first two linear estimates.

**Lemma 4.1.** If $\sigma \geq 0$ and $\phi \in H^\infty$ then $\psi(t) \cdot [W(t)\phi] \in F^\sigma$ and

$$ \|\psi(t) \cdot [W(t)\phi]\|_{F^\sigma} \leq C_\sigma \|\phi\|_{H^\sigma}. $$

**Proof of Lemma 4.1.** A straightforward computation shows that

$$ \mathcal{F}(d+1)[\psi(t) \cdot (W(t)\phi)](\xi, \tau) = \mathcal{F}(d)(\phi)(\xi) \cdot \mathcal{F}(1)(\psi)(\tau + |\xi|^2). $$

Then, directly from the definitions,

$$ \|\psi(t) \cdot [W(t)\phi]\|_{F^\sigma}^2 = \sum_{k \in \mathbb{Z}_+} 2^{2\sigma k} \|\eta_k^{(d)}(\xi) \cdot \mathcal{F}(d)(\phi)(\xi) \cdot \mathcal{F}(1)(\psi)(\tau + |\xi|^2)\|_{Z_k}^2 $$

$$ \leq \sum_{k \in \mathbb{Z}_+} 2^{2\sigma k} \|\eta_k^{(d)}(\xi) \cdot \mathcal{F}(d)(\phi)(\xi) \cdot \mathcal{F}(1)(\psi)(\tau + |\xi|^2)\|_{Z_k}^2 $$

$$ \leq C \sum_{k \in \mathbb{Z}_+} 2^{2\sigma k} \|\eta_k^{(d)}(\xi) \cdot \mathcal{F}(d)(\phi)(\xi)\|_{L^2}^2 $$

$$ \leq C_\sigma \|\phi\|_{H^\sigma}, $$

as desired.

**Lemma 4.2.** If $\sigma \geq 0$ and $u \in N^\sigma$ then $\psi(t) \cdot \int_0^t W(t-s)(u(s)) \, ds \in F^\sigma$ and

$$ \left\|\psi(t) \cdot \int_0^t W(t-s)(u(s)) \, ds\right\|_{F^\sigma} \leq C \|u\|_{N^\sigma}. $$
Proof of Lemma 4.2. A straightforward computation shows that
\[
\mathcal{F}_{(d+1)} \left[ \psi(t) \cdot \int_0^t W(t-s)(u(s))ds \right](\xi, \tau) =
\]
\[
c \int \mathcal{F}_{(d+1)}(u)(\xi, \tau') \frac{\hat{\psi}(\tau - \tau') - \hat{\psi}(\tau + |\xi|^2) d\tau'\tau' + |\xi|^2},
\]
where, for simplicity of notation, \( \hat{\psi} = \mathcal{F}(\psi) \). For \( k \in \mathbb{Z}_+ \) let
\[
f_k(\xi, \tau') = \mathcal{F}_{(d+1)}(u)(\xi, \tau') \cdot \eta_k^{(d)}(\xi) \cdot (\tau' + |\xi|^2 + i)^{-1}.
\]
For \( f \in \mathbb{Z}_+ \) let
\[
T(f)(\xi, \tau) = \int \mathcal{F}_{(d+1)}(u)(\xi, \tau') \frac{\hat{\psi}(\tau - \tau') - \hat{\psi}(\tau + |\xi|^2) d\tau'\tau' + |\xi|^2} (\tau' + |\xi|^2 + i) d\tau'. \quad (4.4)
\]
In view of the definitions, it suffices to prove that
\[
||T||_{L^2(\mathbb{Z}_+)} \leq C \text{ uniformly in } k \in \mathbb{Z}_+. \quad (4.5)
\]
To prove (4.5) we use the representation (3.6). Assume first that \( f = g_j \) is supported in \( D_{k,j} \). Let \( g_j^\#(\xi, \mu') = g_j(\xi, \mu' - |\xi|^2) \) and \([T(g)]^\#(\xi, \mu) = T(g)(\xi, \mu - |\xi|^2)\). Then,
\[
[T(g)]^\#(\xi, \mu) = \int g_j^\#(\xi, \mu') \frac{\hat{\psi}(\mu - \mu') - \hat{\psi}(\mu)}{\mu'} (\mu' + i) d\mu'. \quad (4.6)
\]
We use the elementary bound
\[
\left| \frac{\hat{\psi}(\mu - \mu') - \hat{\psi}(\mu)}{\mu'} (\mu' + i) \right| \leq C[(1 + |\mu|)^{-4} + (1 + |\mu - \mu'|)^{-4}].
\]
Then, using (4.6),
\[
|T(g)^\#(\xi, \mu)| \leq C(1 + |\mu|)^{-4} \cdot 2^{j/2} \left[ \int |g_j^\#(\xi, \mu')|^2 d\mu' \right]^{1/2}
\]
\[
+ C1_{[-2^{j+10},2^{j+10}]}(\mu) \int |g_j^\#(\xi, \mu')|(1 + |\mu - \mu'|)^{-4} d\mu'.
\]
It follows from the definition of the spaces \( X_k \) that
\[
||T||_{X_k \rightarrow X_k} \leq C \text{ uniformly in } k \in \mathbb{Z}_+, \quad (4.7)
\]
as desired.
Assume now that \( f = f_e \in Y^e_k, k \geq 100, e \in \{e_1, \ldots, e_L\} \). We write
\[
f_e(\xi, \tau') = \frac{\tau' + |\xi|^2}{\tau' + |\xi|^2 + i} f_e(\xi, \tau') + \frac{i}{\tau' + |\xi|^2 + i} f_e(\xi, \tau').
\]
Using Lemma \ref{lem:estimate1} \( \|i(\tau' + |\xi|^2 + i)^{-1}f_e(\xi, \tau')\|_{X_k} \leq C\|g_k\|_{Y^s_k} \). In view of \eqref{eq:1.4} and \eqref{eq:4.7}, it suffices to prove that
\[
\left\| \int_{\mathbb{R}} f_e(\xi, \tau') \hat{\psi}(\tau - \tau') \, d\tau' \right\|_{Z_k} + \left\| \hat{\psi}(\tau + |\xi|^2) \int_{\mathbb{R}} f_e(\xi, \tau') \, d\tau' \right\|_{X_k} \leq C\|f_e\|_{Y^s_k}. \tag{4.8}
\]

The bound for the second term in the left-hand side of \eqref{eq:4.9} follows from \eqref{eq:3.33} with \( t = 0 \). To bound the first term we write
\[
f_e(\xi, \tau') = f_e(\xi, \tau') \left[ \frac{\tau' + |\xi|^2 + i}{\tau + |\xi|^2 + i} + \frac{\tau - \tau'}{\tau + |\xi|^2 + i} \right].
\]

The first term in the left-hand side of \eqref{eq:4.9} is dominated by
\[
C \left\| (\tau + |\xi|^2 + i)^{-1} \int_{\mathbb{R}} f_e(\xi, \tau')(\tau' + |\xi|^2 + i) \hat{\psi}(\tau - \tau') \, d\tau' \right\|_{Y^s_k} + C \left\| (\tau + |\xi|^2 + i)^{-1} \int_{\mathbb{R}} f_e(\xi, \tau') \hat{\psi}(\tau - \tau') \cdot (\tau - \tau') \, d\tau' \right\|_{X_k}. \tag{4.9}
\]

For the first term in \eqref{eq:4.9} we use the definition to bound it by \( C\|f_e\|_{Y^s_k} \). For the second term in \eqref{eq:4.9}, it follows from Lemma \ref{lem:estimate1} that \( \|f_e\|_{L^2_{t,\xi}} \leq C\|f_e\|_{Y^s_k} \), thus
\[
\left\| \int_{\mathbb{R}} f_e(\xi, \tau') \hat{\psi}(\tau - \tau') \cdot (\tau - \tau') \, d\tau' \right\|_{L^2_{t,\xi}} \leq C\|f_e\|_{Y^s_k}.
\]
Thus the second term in \eqref{eq:4.9} is bounded by \( C\|f_e\|_{Y^s_k} \), which completes the proof of \eqref{eq:4.9}.

We prove now several nonlinear estimates. For \( u \in C(\mathbb{R} : H^{\infty}) \) we define
\[
\mathcal{N}(u) = \psi(t) \cdot 2\bar{u}(1 + u\bar{u})^{-1} \sum_{j=1}^d (\partial_{x_j} u)^2 \in C(\mathbb{R} : H^{\infty}), \tag{4.10}
\]
which is the nonlinear term in \eqref{eq:2.12}. We are looking to control
\[
\|\mathcal{N}(u) - \mathcal{N}(v)\|_{N^\sigma}, \sigma > (d + 1)/2,
\]
where \( u, v \in F^\sigma \). The plan is the following: if we ignore the factor \( 2(1 + u\bar{u})^{-1} \), then \( \mathcal{N}(u) \) is essentially of the form
\[
\psi(t) \cdot \bar{u} \cdot \nabla_x u_2 \cdot \nabla_x u_3.
\]
This is a trilinear expression. To estimate it, we use Lemma \ref{lem:estimate2} and the restriction \( \sigma > (d + 1)/2 \) to place the two low-frequency factors in \( L^{\infty}_{t,\xi} \), for suitable vectors \( e \). Then, using Lemma \ref{lem:estimate1} we place the high frequency factor in \( L^2_{t,\xi} \), and gain \( 1/2 \) derivative. The product is then in \( L^1_{t,\xi} \), which gains the second \( 1/2 \) derivative (compare with the definition \eqref{eq:3.1}).

There are certain technical difficulties to running this argument, mostly due to the presence of the factor \( (1 + u\bar{u})^{-1} \) and the fact that the spaces \( F^\sigma \) are not stable.
under complex conjugation. To address this last problem (see \cite{15} below), we define normed spaces $\tilde{Z}_k$, $k \in \mathbb{Z}_+$, and $\tilde{F}^\sigma$, $\sigma \geq 0$:

$$\tilde{Z}_k = \{ f \in L^2(\mathbb{R}^d \times \mathbb{R}) : f \text{ supported in } D_{k,\infty} \text{ and } ||f||_{\tilde{Z}_k} < \infty \},$$  \hspace{1cm} (4.11)

where

$$||f||_{\tilde{Z}_k} = 2^{k/2} \sup_{\xi, \tau \in \mathbb{Z}^{d-1}} ||\mathcal{F}^{-1}_{(d+1)}[f \cdot \chi_{k,20}(\xi) \cdot e^{i\tau}]||_{L^\infty},$$

$$+ 2^{-(d-1)k/2} \sup_{\xi, \tau \in \mathbb{Z}^{d-1}} ||1[-2,2](t) \cdot \mathcal{F}^{-1}_{(d+1)}(f)||_{L^2} \hspace{1cm} (4.12)$$

and

$$\tilde{F}^\sigma = \{ u \in C(\mathbb{R} : H^\infty) : ||u||^{2}_{\tilde{F}^\sigma} = \sum_{k=0}^{\infty} 2^{2\sigma k} ||\eta_k^{(d)}(\xi) \cdot \mathcal{F}_{(d+1)}(f)||^{2}_{\tilde{Z}_k} \}, \hspace{1cm} (4.13)$$

In view of Lemma 3.2 and Lemma 3.3

$$\left\{ \begin{array}{l}
||f||_{\tilde{Z}_k} \leq C||f||_{Z_k} \text{ for any } k \in \mathbb{Z}_+ \text{ and } f \in Z_k; \\
||u||_{\tilde{F}^\sigma} \leq C||u||_{\tilde{F}^\sigma} \text{ for any } \sigma \geq 0 \text{ and } u \in F^\sigma.
\end{array} \right. \hspace{1cm} (4.14)$$

In addition, directly from the definition,

$$||u||_{\tilde{F}^\sigma} = ||u||_{\tilde{F}^\sigma} \text{ for any } \sigma \geq 0 \text{ and } u \in \tilde{F}^\sigma. \hspace{1cm} (4.15)$$

We start with a symmetric trilinear estimate. For $\sigma \in \mathbb{R}$ let $J^\sigma$ denote the operator defined by the Fourier multiplier $(\xi, \tau) \rightarrow (1 + |\xi|^2)^{\sigma/2}$.

**Lemma 4.3.** If $\sigma > (d + 1)/2$ and $u_1, u_2, u_3 \in \tilde{F}^\sigma$ then $\psi(t) \cdot J^1(u_1) \cdot J^1(u_2) \cdot J^1(u_3) \in N^\sigma$ and

$$||\psi(t) \cdot J^1(u_1) \cdot J^1(u_2) \cdot J^1(u_3)||_{N^\sigma} \leq C_\sigma ||u_1||_{\tilde{F}^\sigma} \cdot ||u_2||_{\tilde{F}^\sigma} \cdot ||u_3||_{\tilde{F}^\sigma}. \hspace{1cm} (4.16)$$

**Proof of Lemma 4.3** We fix a smooth function $\gamma^{(d)} : \mathbb{R}^d \to [0,1]$ supported in $[-2/3, 2/3]^d$, equal to 1 in $[-1/3, 1/3]^d$, with the property that

$$\sum_{m \in \mathbb{Z}^d} \gamma^{(d)}(\xi - m) \equiv 1.$$ 

Let $U = \psi(t) \cdot J^1(u_1) \cdot J^1(u_2) \cdot J^1(u_3)$. Using the definitions,

$$||U||^2_{N^\sigma} \leq C \sum_{k \in \mathbb{Z}_+} 2^{2\sigma k} \sum_{|m| \in [2^{8d}, 2^{12d}]} ||\eta_k^{(d)}(\xi) \cdot \gamma^{(d)}(\xi/2^{k-10d} - m) \cdot (\tau + |\xi|^2 + i)^{-1} \cdot \mathcal{F}_{(d+1)}(U)||^2_{\tilde{Z}_k}. \hspace{1cm} (4.17)$$

For $k \in \mathbb{Z}_+$ let $Q_k$ denote the operator defined by the Fourier multiplier $(\xi, \tau) \rightarrow \eta_k^{(d)}(\xi)$. We have

$$Q_k[Q_{k_1}(v_1) \cdot Q_{k_2}(v_2) \cdot Q_{k_3}(v_3)] \equiv 0 \text{ unless } k \leq \max(k_1, k_2, k_3) + 3. \hspace{1cm} (4.18)$$
In view of (4.17), for (4.16) it suffices to prove that for $|m| \in [2^{8d}, 2^{12d}]$ fixed
\[
\sum_{k \in \mathbb{Z}_+} 2^{2k} ||\gamma^{(d)}(\xi/2^{k-10d} - m) \cdot (\tau + |\xi|^2 + i)^{-1} \cdot F_{(d+1)}(Q_k(U))||_{Z_k}^2 \leq C_\sigma \| u_1 \|_{\tilde{F}_\sigma}^2 \cdot \| u_2 \|_{\tilde{F}_\sigma}^2 \cdot \| u_3 \|_{\tilde{F}_\sigma}^2.
\] (4.19)

Let $\tilde{m} = m/|m|$ and define
\[
S(\tilde{m}) = \{ e \in \{ e_1, \ldots, e_t \} : |e \cdot \tilde{m}| \geq 3/4 \} \quad \text{and} \quad \tilde{L}^{p,q}_{\tilde{m}} = \bigoplus_{e \in S(\tilde{m})} L^{p,q}_{e},
\]

Using the definition of $Z_k$ (and (4.12) if $k \leq 99$), and the identity $L^{p,q}_{-e} = L^{p,q}_{e}$,
\[
||\gamma^{(d)}(\xi/2^{k-10d} - m) \cdot (\tau + |\xi|^2 + i)^{-1} \cdot F_{(d+1)}(Q_k(U))||_{Z_k} \leq C2^{-k/2} ||Q_k(U)||_{\tilde{F}^{1,2}_{\tilde{m}}}.
\] (4.20)

We assume now that $k$ is fixed and estimate the right-hand side of (4.20). In view of (4.18) and the definition of $U$,
\[
Q_k(U) = Q_k \left[ \psi(t) \sum_{(k_1,k_2,k_3) \in T_k} J^{1}Q_{k_1}(u_1) \cdot J^{1}Q_{k_2}(u_2) \cdot J^{1}Q_{k_3}(u_3) \right],
\]

where $T_k = \{(k_1,k_2,k_3) \in (\mathbb{Z}_+)^3 : k \leq \max(k_1,k_2,k_3) + 3 \}$. Since $Q_k$ is a bounded operator on $\tilde{L}^{p,q}_{\tilde{m}}$ uniformly in $k$, the right-hand side of (4.20) is dominated by
\[
C2^{-k/2} \sum_{(k_1,k_2,k_3) \in T_k} \| \psi(t) \cdot J^{1}Q_{k_1}(u_1) \cdot J^{1}Q_{k_2}(u_2) \cdot J^{1}Q_{k_3}(u_3) \|_{\tilde{F}^{1,2}_{\tilde{m}}}. \] (4.21)

Assume, by symmetry, that $k_1 = \max(k_1,k_2,k_3) \geq k - 4$. Then, using the definitions (4.12) and (4.13), for any vector $e \in S^{d-1}$,
\[
\| 1_{[-2,2]}(t) \cdot J^{1}Q_{k_3}(u_3) \|_{L^{\infty}_e} \leq C2^{k_2} \| 1_{[-2,2]}(t) \cdot Q_{k_3}(u_3) \|_{L^{\infty}_e} \leq C2^{-\sigma k_2 2(d+1)k_2/2(k_2 + 1)} \| u_2 \|_{\tilde{F}_\sigma}. \] (4.22)

Similarly, for any vector $e \in S^{d-1}$,
\[
\| 1_{[-2,2]}(t) \cdot J^{1}Q_{k_1}(u_1) \|_{L^{\infty}_e} \leq C2^{-\sigma k_1 2(d+1)k_2/2(k_2 + 1)} \| u_3 \|_{\tilde{F}_\sigma}. \] (4.23)

We show next that
\[
\| J^{1}Q_{k_1}(u_1) \|_{\tilde{F}^{1,2}_{\tilde{m}}} \leq C2^{k_1/2} \| F_{(d+1)}(Q_{k_1}(u_1)) \|_{\tilde{Z}_{k_1}}. \] (4.24)

Using the definition (4.12), for (4.24) it suffices to prove that
\[
\| Q_{k_1}(u_1) \|_{F^{1,2}_{\tilde{m}}} \leq C \sup_{e \in S^{d-1}} \| F^{-1}_{(d+1)}[F_{(d+1)}(Q_{k_1}(u_1)) \cdot \eta_{k_1,20}(\xi \cdot e)] \|_{L^{\infty}_e}. \] (4.25)

Since $\chi_{k_1,20} \equiv 1$ if $k_1 \leq 99$, we may assume $k_1 \geq 100$ in (4.25). Using the function $\gamma^{(d)}$ defined at the beginning of the proof, we decompose
\[
Q_{k_1}(u_1) = \sum_{|n| \in [2^{8d}, 2^{12d}]} F^{-1}_{(d+1)}[F_{(d+1)}(Q_{k_1}(u_1)) \cdot \gamma^{(d)}(\xi/2^{k_1-10d} - n)].
\]
Thus, for (4.25) we only need the following elementary statement: if \( n \in S^{d-1} \) there is \( e \in S(n) \) with the property that \( e \cdot n \geq 2^{-10} \). To see this, we find first a vector \( e' \in S^{d-1} \) with the properties \( |e' \cdot n| \geq 7/8 \) and \( e' \cdot n \geq 2^{-9} \) (simply take \( e' = n \) or \( e' = -n \) or \( e' = \hat{n} + 2^{-6}n \)), and then find a vector \( e \in \{e_1, \ldots, e_L\} \) such that \( |e - e'| \leq 2^{-50} \). This completes the proof of (4.24).

Using (4.22), (4.23), (4.24), and the restriction \( \sigma > (d+1)/2 \), and summing over \( k_2, k_3 \), the expression in (4.21) is bounded by

\[
C_{\sigma} \|u_1\|_{\tilde{F}_{\sigma}} \cdot \|u_3\|_{\tilde{F}_{\sigma}} \sum_{k_1 \geq k-4} 2^{(k_1-k)/2} \|F_{(d+1)}(Q_{k_1}(u_1))\|_{\tilde{Z}_{k_1}}
\]

\[
+ C_{\sigma} \|u_1\|_{\tilde{F}_{\sigma}} \cdot \|u_3\|_{\tilde{F}_{\sigma}} \sum_{k_2 \geq k-4} 2^{(k_2-k)/2} \|F_{(d+1)}(Q_{k_2}(u_2))\|_{\tilde{Z}_{k_2}}
\]

\[
+ C_{\sigma} \|u_1\|_{\tilde{F}_{\sigma}} \cdot \|u_2\|_{\tilde{F}_{\sigma}} \sum_{k_3 \geq k-4} 2^{(k_3-k)/2} \|F_{(d+1)}(Q_{k_3}(u_3))\|_{\tilde{Z}_{k_3}}.
\]

The bound (4.19) follows from (4.20), which completes the proof of Lemma 4.3.

We continue with a symmetric multilinear estimate.

**Lemma 4.4.** If \( \sigma > (d+1)/2 \), \( n \geq 1 \), and \( u_1, \ldots, u_n \in F_\sigma \) then \( \tilde{u}_1 \cdot \ldots \cdot \tilde{u}_n \in \tilde{F}_\sigma \) and

\[
||\tilde{u}_1 \cdot \ldots \cdot \tilde{u}_n||_{\tilde{F}_{\sigma}} \leq (C_{\sigma})^n \cdot ||u_1||_{F_{\sigma}} \cdot \ldots \cdot ||u_n||_{F_{\sigma}},
\]

where \( \tilde{u}_m \in \{u_m, \overline{u}_m\} \) for \( m = 1, \ldots, n \).

**Proof of Lemma 4.4.** In view of (4.14) and (4.15), we may assume \( n \geq 2 \). We recall the definition

\[
||\tilde{u}_1 \cdot \ldots \cdot \tilde{u}_n||_{\tilde{F}_{\sigma}}^2 = \sum_{k \in \mathbb{Z}_+} 2^{2\sigma k} \|F_{(d+1)}(Q_k(\tilde{u}_1 \cdot \ldots \cdot \tilde{u}_n))\|_{\tilde{Z}_k}^2.
\]

We have

\[
Q_k[Q_{k_1}(\tilde{u}_1) \cdot \ldots \cdot Q_{k_n}(\tilde{u}_n)] = 0 \text{ unless } \max(k_1, \ldots, k_n) \geq k - 2 - \log_2 n.
\]

We fix \( k \in \mathbb{Z}_+ \) and let \( T_k^n = \{(k_1, \ldots, k_n) \in (\mathbb{Z}_+)^n : k - \max(k_1, \ldots, k_n) + 2 + \log n\} \). Then

\[
\|F_{(d+1)}[Q_k(\tilde{u}_1 \cdot \ldots \cdot \tilde{u}_n)]\|_{\tilde{Z}_k} \leq \sum_{(k_1, \ldots, k_n) \in T_k^n} \|F_{(d+1)}[Q_{k_1}(\tilde{u}_1) \cdot \ldots \cdot Q_{k_n}(\tilde{u}_n)]\|_{\tilde{Z}_k}.
\]

To analyze the right-hand side of (4.28) for \( (k_1, \ldots, k_n) \) fixed, assume, by symmetry, that \( k_1 = \max(k_1, \ldots, k_n) \) and \( k_2 = \max(k_2, \ldots, k_n) \). Using (3.31), Lemma
that the part of the expression in the right-hand side of (4.28) which corresponds to estimate the $L^\infty$ norm in the first line of (4.12) we consider two cases. If $k_2 \geq k_1 - 50 \log n$ then, using Lemma 3.2 and (3.31), and the restriction $\sigma > (d + 1)/2$

$$2^{-(d-1)k/2(k+1)^2} \sup_{e \in \mathbb{S}^{d-1}} ||1_{[-2,2]}(t) \cdot Q_k [Q_k (\widetilde{u}_1) \ldots Q_k (\widetilde{u}_n)]||_{L^\infty}$$

$$\leq C 2^{-(d-1)k/2(k+1)^2} \sup_{e \in \mathbb{S}^{d-1}} ||1_{[-2,2]}(t)Q_k (\widetilde{u}_1)||_{L^\infty} \cdot \prod_{m=2}^n ||Q_k (\widetilde{u}_m)||_{L^\infty}$$

$$\leq C n \frac{2^{(d-1)k/2} (k+1)^2}{2^{(d-1)k/2} (k+1)^2} ||F_{(d+1)}(Q_k (u_1))||_{L^\infty} \cdot \prod_{m=2}^n 2^{d_{km}/2} ||F_{(d+1)}(Q_k (u_m))||_{z_{km}}.$$

To estimate the $L^\infty$ norm in the first line of (4.12) we consider two cases. If $k_2 \geq k_1 - 50 \log n$ then, using Lemma 3.2 and (3.31), and the restriction $\sigma > (d + 1)/2$

$$2^{k/2} \sup_{e \in \mathbb{S}^{d-1}} ||F_{(d+1)}^\infty (\mathcal{F}_{(d+1)}(Q_k (u_1))||_{L^\infty} \cdot \prod_{m=2}^n ||Q_k (u_m)||_{L^\infty} \leq C n ||F_{(d+1)}(Q_k (u_1))||_{L^\infty} \cdot \prod_{m=2}^n 2^{d_{km}/2} ||F_{(d+1)}(Q_k (u_m))||_{z_{km}}.$$

If $k_2 \leq k_1 - 50 \log n$ (so $|k - k_1| \leq 2$), let $U = Q_k (\widetilde{u}_2) \ldots Q_k (\widetilde{u}_n)$ and notice that $F_{(d+1)}(U)$ is supported in the set $\{ (\xi, \tau) : |\xi| \leq 2^{k_1 - 40} \}$. Thus, for any $e \in \mathbb{S}^{d-1}$,

$$F_{(d+1)}(Q_k (\widetilde{u}_1) \cdot U)(\xi, \tau) \cdot \chi_{k,20} (\xi, \tau) = F_{(d+1)}(Q_k (\widetilde{u}_1) \cdot U)(\xi, \tau) \cdot \chi_{k,20} (\xi, \tau)$$

where

$$F_{(d+1)}(Q_k (u_1))(\xi, \tau) = F_{(d+1)}(Q_k (u))(\xi, \tau) \cdot \chi_{k,20} (\xi, \tau).$$

Thus, using Lemma 3.2 and (3.31),

$$2^{k/2} \sup_{e \in \mathbb{S}^{d-1}} ||F_{(d+1)}^\infty (\mathcal{F}_{(d+1)}(Q_k (u_1))||_{L^\infty} \cdot \prod_{m=2}^n ||Q_k (u_m)||_{L^\infty} \leq C n ||F_{(d+1)}(Q_k (u_1))||_{L^\infty} \cdot \prod_{m=2}^n 2^{d_{km}/2} ||F_{(d+1)}(Q_k (u_m))||_{z_{km}}.$$
to \( k_1 = \max(k_1, \ldots, k_n) \) is dominated by

\[
(C_{\sigma})^n \prod_{m=2}^n \|u_m\|_{F^{\sigma}} \cdot \sum_{k_1 \geq k_2 = \log_2 n} \frac{2^{(d-1)k_1/2}(k_1 + 1)^2}{2^{(d-1)k_2/2}(k_2 + 1)^2} \cdot \|\mathcal{F}_{(d+1)}(Q_{k_1}(u_1))\|_{Zk_1}.
\]

The bound (4.26) then follows from (4.27). \( \square \)

For \( u \in C(\mathbb{R} : H^\infty) \) we define

\[
\mathcal{N}_0(u) = 2\pi(1 + u\overline{u})^{-1} \in C(\mathbb{R} : H^\infty),
\]

so \( \mathcal{N}(u) = \psi(t) \cdot \mathcal{N}_0(u) \cdot \sum_{j=1}^d (\partial_{x_j} u)^2 \) (compare with (4.10)).

**Lemma 4.5.** Assume \( \sigma > (d + 1)/2 \). Then is \( \overline{\tau}(\sigma) > 0 \) with the property that

\[
\| J^{\sigma'}(\mathcal{N}_0(u) - \mathcal{N}_0(v)) \|_{F^\sigma} \leq C(\sigma, \sigma', \| J^{\sigma'} u \|_{F^\sigma} + \| J^{\sigma'} v \|_{F^\sigma}) \cdot \| J^{\sigma'}(u - v) \|_{F^\sigma}
\]

for any \( \sigma' \in \mathbb{Z}_+ \), and any \( u, v \in B_{F^\sigma}(0, \overline{\tau}(\sigma)) \cap F^{\sigma + \sigma'} \).

**Proof of Lemma 4.5.** We write first

\[
\mathcal{N}_0(u) - \mathcal{N}_0(v) = \frac{u - v}{(1 + u\overline{u})(1 + v\overline{v})} - \frac{(u - v) \cdot \overline{u} \overline{v}}{(1 + u\overline{u})(1 + v\overline{v})}.
\]

By expanding in power series and using (4.10), it suffices to prove that

\[
\| J^{\sigma'}((u - v) \cdot u_1 \cdot \ldots \cdot u_n) \|_{F^\sigma} \leq 2^{-n} \cdot C(\sigma, \sigma', \| J^{\sigma'} u \|_{F^\sigma} + \| J^{\sigma'} v \|_{F^\sigma}) \cdot \| J^{\sigma'}(u - v) \|_{F^\sigma},
\]

for any \( n \geq 1 \), where \( u_m \in \{u, \overline{u}, v, \overline{v}\} \). This follows directly from Lemma 4.3 since \( \sigma' \in \mathbb{Z}_+ \) we can distribute the \( \sigma' \) derivatives in the left-hand side of (4.34) in at most \((n + 1)^{\sigma'} \leq 2^n \cdot C_{\sigma'} \) ways. For each of the resulting terms we use (4.20); since at most \( \sigma' \) of the factors contain derivatives, all the other \( n - \sigma' \) factors contribute a factor of \( \overline{\tau}(\sigma) \ll 1 \), which gives the exponential decay in (4.33). \( \square \)

5. **Proof of Theorem 2.2**

In this section we complete the proof of Theorem 2.2. Our main ingredients are Lemma 4.1, Lemma 4.2, Lemma 4.3, Lemma 4.5, and the bound

\[
\sup_{t \in \mathbb{R}} \|u\|_{H^{\sigma}} \leq C_{\sigma} \|u\|_{F^\sigma} \text{ for any } \sigma \geq 0 \text{ and } u \in F^\sigma,
\]

which follows from Lemma 3.4. Assume, as in Theorem 2.2 that \( \sigma_0 > (d + 1)/2 \) and \( \phi \in H^\infty \cap B_{H^{\sigma_0}}(0, \epsilon(\sigma_0)) \), where \( \epsilon(\sigma_0) \ll 1 \) is to be fixed. We define recursively

\[
\begin{cases}
  u_0 = \psi(t) \cdot W(t) \phi; \\
  u_{n+1} = \psi(t) \cdot W(t) \phi + \psi(t) \cdot \int_0^t W(t - s)(\mathcal{N}(u_n(s))) \, ds \quad \text{for } n \in \mathbb{Z}_+.
\end{cases}
\]

Clearly, \( u_n \in C(\mathbb{R} : H^\infty) \).
We show first that
\[ \|u_n\|_{F^{\sigma_0}} \leq C_{\sigma_0} \|\phi\|_{H^{\sigma_0}} \] for any \( n = 0, 1, \ldots \), if \( \epsilon(\sigma_0) \) is sufficiently small. \( (5.3) \)

The bound \( (5.3) \) holds for \( n = 0 \), due to Lemma 4.1. Then, using Lemma 4.5 with \( \sigma' = 0, v \equiv 0 \), Lemma 4.3, and the inequality \( (4.14) \), we have
\[ \|N(u_n)\|_{N^{\sigma_0}} \leq C_{\sigma_0} \|u_n\|_{F^{\sigma_0}}. \]

Using Lemma 4.2, the definition \( (5.2) \), and Lemma 4.1, it follows that
\[ \|u_{n+1}\|_{F^{\sigma_0}} \leq C_{\sigma_0} \|\phi\|_{H^{\sigma_0}} + C_{\sigma_0} \|u_n\|_{F^{\sigma_0}}^3, \]
which leads to \( (5.3) \) by induction over \( n \).

We show now that
\[ \|u_n - u_{n-1}\|_{F^{\sigma_0}} \leq 2^{-n} \cdot C_{\sigma_0} \|\phi\|_{H^{\sigma_0}} \] for any \( n \in \mathbb{Z}_+ \) if \( \epsilon(\sigma_0) \) is sufficiently small. \( (5.4) \)

This is clear for \( n = 0 \) (with \( u_{-1} \equiv 0 \)), using Lemma 4.1. Then, using Lemma 4.5 with \( \sigma' = 0, v \equiv 0 \), Lemma 4.3, and the estimates \( (4.14) \) and \( (5.3) \), we have
\[ \|N(u_{n-1}) - N(u_{n-2})\|_{N^{\sigma_0}} \leq C_{\sigma_0} \cdot \epsilon(\sigma_0)^2 \cdot \|u_{n-1} - u_{n-2}\|_{F^{\sigma_0}}. \]

Using Lemma 4.2 and the definition \( (5.2) \) it follows that
\[ \|u_n - u_{n-1}\|_{F^{\sigma_0}} \leq C_{\sigma_0} \cdot \epsilon(\sigma_0)^2 \cdot \|u_{n-1} - u_{n-2}\|_{F^{\sigma_0}}, \]
which leads to \( (5.4) \) by induction over \( n \).

We show now that
\[ \|J^{\sigma'}(u_n)\|_{F^{\sigma_0}} \leq C(\sigma_0, \sigma', \|J^{\sigma'}\phi\|_{H^{\sigma_0}}) \] for any \( n, \sigma' \in \mathbb{Z}_+ \). \( (5.5) \)

We argue by induction over \( \sigma' \) (the case \( \sigma' = 0 \) follows from \( (5.3) \)). So we may assume that
\[ \|J^{\sigma'-1}(u_n)\|_{F^{\sigma_0}} \leq C(\sigma_0, \sigma', \|J^{\sigma'-1}\phi\|_{H^{\sigma_0}}) \] for any \( n \in \mathbb{Z}_+ \), \( (5.6) \)

and it suffices to prove that
\[ \|\partial_{x_i}^{\sigma'}(u_n)\|_{F^{\sigma_0}} \leq C(\sigma_0, \sigma', \|J^{\sigma'}\phi\|_{H^{\sigma_0}}) \] for any \( n \in \mathbb{Z}_+ \) and \( i = 1, \ldots, d \). \( (5.7) \)

The bound \( (5.7) \) for \( n = 0 \) follows from Lemma 4.1. We use the decomposition
\[ N(u_n) = \sum_{j=1}^{d} \psi(t) \cdot N_0(u_n) \cdot (\partial_{x_j} u_n)^2, \]
thus
\[ \partial_{x_i}^{\sigma'}(N(u_n)) = 2 \sum_{j=1}^{d} \psi(t) \cdot N_0(u_n) \cdot \partial_{x_j} u_n \cdot \partial_{x_i}^{\sigma'}(\partial_{x_j} u_n) + E_n, \] \( (5.8) \)
where
\[ E_n = \sum_{j=1}^{d} \psi(t) \cdot \sum_{\sigma^\prime_1+\sigma^\prime_2+\sigma^\prime_3=\sigma^\prime} \partial_{x_1}^\prime N_0(u_n) \cdot \partial_{x_2}^\prime \partial_{x_j} u_n \cdot \partial_{x_2}^\prime \partial_{x_j} u_n. \]

Using Lemma 4.3,
\[ \|E_n\|_{N^{\sigma_0}} \leq C_{\sigma_0} \sum_{j=1}^{d} \sum_{\sigma^\prime_1+\sigma^\prime_2+\sigma^\prime_3=\sigma^\prime} \sum_{\sigma^\prime_1, \sigma^\prime_2 < \sigma^\prime} \|J^{-1} \partial_{x_1}^\prime N_0(u_n)\|_{\bar{F}_{\sigma_0}} \cdot \|J^{-1} \partial_{x_2}^\prime \partial_{x_j} u_n\|_{\bar{F}_{\sigma_0}} \cdot \|J^{-1} \partial_{x_2}^\prime \partial_{x_j} u_n\|_{\bar{F}_{\sigma_0}}. \]
Using now Lemma 4.5 with \( v = 0 \), the bound (4.14), and the induction hypothesis (5.6), we have
\[ \|E_n\|_{N^{\sigma_0}} \leq C(\sigma_0, \sigma^\prime, \|J^{\sigma^\prime - 1} \phi\|_{H^{\sigma_0}}). \quad (5.9) \]
In addition, using again Lemma 4.3, Lemma 4.5 with \( v = 0 \), (4.14) and (5.3),
\[ \|2 \sum_{j=1}^{d} \psi(t) \cdot N_0(u_n) \cdot \partial_{x_j} u_n \cdot \partial_{x_2}^\prime \partial_{x_j} u_n\|_{N^{\sigma_0}} \leq C_{\sigma_0} \cdot \epsilon(\sigma_0)^2 \cdot \|\partial_{x_2}^\prime u_n\|_{F^{\sigma_0}}. \quad (5.10) \]

We use now the definition (5.2), together with Lemma 4.1, Lemma 4.2 and the bounds (5.9) and (5.10) to conclude that
\[ \|\partial_{x_2}^\prime u_{n+1}\|_{F^{\sigma_0}} \leq C(\sigma_0, \sigma^\prime, \|J^{\sigma^\prime} \phi\|_{H^{\sigma_0}}) + C_{\sigma_0} \cdot \epsilon(\sigma_0)^2 \cdot \|\partial_{x_2}^\prime u_n\|_{F^{\sigma_0}}. \]
The bound (5.7) follows by induction over \( n \) provided that \( \epsilon(\sigma_0) \) is sufficiently small.

Finally, we show that
\[ \|J^{\sigma^\prime}(u_n - u_{n-1})\|_{F^{\sigma_0}} \leq 2^{-n} \cdot C(\sigma_0, \sigma^\prime, \|J^{\sigma^\prime} \phi\|_{H^{\sigma_0}}) \text{ for any } n, \sigma^\prime \in \mathbb{Z}_+. \quad (5.11) \]
As before, we argue by induction over \( \sigma^\prime \) (the case \( \sigma^\prime = 0 \) follows from (5.4)). So we may assume that
\[ \|J^{\sigma^\prime-1}(u_n - u_{n-1})\|_{F^{\sigma_0}} \leq 2^{-n} \cdot C(\sigma_0, \sigma^\prime, \|J^{\sigma^\prime-1} \phi\|_{H^{\sigma_0}}) \text{ for any } n \in \mathbb{Z}_+, \quad (5.12) \]
and it suffices to prove that
\[ \|\partial_{x_i}^\prime(u_n - u_{n-1})\|_{F^{\sigma_0}} \leq 2^{-n} \cdot C(\sigma_0, \sigma^\prime, \|J^{\sigma^\prime} \phi\|_{H^{\sigma_0}}) \text{ for any } n \in \mathbb{Z}_+ \text{ and } i = 1, \ldots, d. \quad (5.13) \]
The bound (5.13) for \( n = 0 \) follows from Lemma 4.1. For \( n \geq 1 \) we use the decomposition
\[ \mathcal{N}(u_{n-1}) - \mathcal{N}(u_{n-2}) = \sum_{j=1}^{d} \psi(t) \cdot (\mathcal{N}_0(u_{n-1}) - \mathcal{N}_0(u_{n-2})) \cdot (\partial_{x_j} u_{n-1})^2 \]
\[ + \sum_{j=1}^{d} \psi(t) \cdot \mathcal{N}_0(u_{n-2}) \cdot \partial_{x_j} u_{n-1} \cdot \partial_{x_j} u_{n-1} + u_{n-2}. \quad (5.14) \]
The same argument as before, which consists of expanding the \( \sigma' \) derivative, and combining Lemma 4.3, Lemma 4.5 (5.3), and (5.12), shows that

\[
\left\| \partial_x \left[ \sum_{j=1}^d \psi(t) \cdot (N_0(u_{n-1}) - N_0(u_{n-2})) \cdot (\partial_x u_{n-1})^2 \right] \right\|_{N^\sigma_0} \leq 2^{-n} \cdot C(\sigma_0, \sigma', ||J^\sigma \phi||_{H^\sigma_0}).
\]  

(5.15)

To estimate the \( \sigma' \) derivative of the term in the second line of (5.14), we expand again the \( \sigma' \) derivatives. Using again the combination of Lemma 4.3, Lemma 4.5 (5.3), and (5.12), the \( N^\sigma_0 \) norm of most of the terms that appear is again dominated by \( 2^{-n} \cdot C(\sigma_0, \sigma', ||J^\sigma \phi||_{H^\sigma_0}) \). The only remaining terms are

\[
\sum_{j=1}^d \psi(t) \cdot N_0(u_{n-2}) \cdot \partial_x \partial_x(u_{n-1} - u_{n-2}) \cdot \partial_x(u_{n-1} + u_{n-2}),
\]

and we can estimate

\[
\left\| \sum_{j=1}^d \psi(t) \cdot N_0(u_{n-2}) \cdot \partial_x \partial_x(u_{n-1} - u_{n-2}) \cdot \partial_x(u_{n-1} + u_{n-2}) \right\|_{N^\sigma_0}
\]

\[
\leq C_{\sigma_0} \cdot \epsilon(\sigma_0)^2 \cdot \left\| \partial_x(u_{n-1} - u_{n-2}) \right\|_{F^\sigma_0}.
\]

As before, it follows that

\[
\left\| \partial_x(u_n - u_{n-1}) \right\|_{F^\sigma_0} \leq 2^{-n} \cdot C(\sigma_0, \sigma', ||J^\sigma \phi||_{H^\sigma_0})
\]

\[
+ C_{\sigma_0} \cdot \epsilon(\sigma_0)^2 \cdot \left\| \partial_x(u_{n-1} - u_{n-2}) \right\|_{F^\sigma_0}.
\]

The bound (5.13) follows by induction provided that \( \epsilon(\sigma_0) \) is sufficiently small.

We can now use (5.11) and (5.1) to construct

\[
u = \lim_{n \to \infty} u_n \in C(\mathbb{R} : H^\infty).
\]

In view of (5.2),

\[
u = \psi(t) \cdot W(t) \phi + \psi(t) \cdot \int_0^t W(t - s)(N(u(s))) \, ds \text{ on } \mathbb{R}^d \times \mathbb{R},
\]

so \( \tilde{S}^\infty(\phi) \), the restriction of \( u \) to \( \mathbb{R}^d \times [-1, 1] \), is a solution of the initial-value problem (2.12). The bound (2.13) follows from the uniform bound (5.3) and (5.1).

For Theorem 2.2 (b) and (c), it suffices to show that if \( \sigma' \in \mathbb{Z}_+ \) and \( \phi, \phi' \in B_{H^{\sigma_0}}(0, \epsilon(\sigma_0)) \cap H^\infty \) then

\[
\sup_{t \in [-1, 1]} \left\| \tilde{S}^\infty(\phi) - \tilde{S}^\infty(\phi') \right\|_{H^{\sigma_0 + \sigma'}} \leq C(\sigma_0, \sigma', ||\phi||_{H^{\sigma_0 + \sigma'}}) \cdot ||\phi - \phi'||_{H^{\sigma_0 + \sigma'}}.
\]

(5.16)
Part (b) corresponds to the case $\sigma' = 0$. To prove (5.16), we define the sequences $u_n$ and $u'_n$, $n \in \mathbb{Z}_+$, as in (5.2). Using Lemma 4.1,

$$||u_0 - u'_0||_{F^{\sigma_0}} \leq C_{\sigma_0}||\phi - \phi'||_{H^{\sigma_0}}.$$  

Then we decompose $\mathcal{N}(u_n) - \mathcal{N}(u'_n)$ as in (5.14). As before, we combine Lemma 4.1, Lemma 4.2, Lemma 4.3, Lemma 4.5, and the uniform bound (5.3) to conclude that

$$||u_{n+1} - u'_{n+1}||_{F^{\sigma_0}} \leq C_{\sigma_0}||\phi - \phi'||_{H^{\sigma_0}} + C_{\sigma_0} \cdot \epsilon(\sigma_0)^2 \cdot ||u_n - u'_n||_{F^{\sigma_0}}.$$  

By induction over $n$ it follows that

$$||u_n - u'_n||_{F^{\sigma_0}} \leq C_{\sigma_0}||\phi - \phi'||_{H^{\sigma_0}} \text{ for any } n \in \mathbb{Z}_+.$$  

In view of (5.1) this proves (5.16) for $\sigma' = 0$.

Assume now that $\sigma' \geq 1$. In view of (5.1), for (5.10) it suffices to prove that

$$||J^{\sigma'}(u_n - u'_n)||_{F^{\sigma_0}} \leq C(\sigma_0, \sigma', ||J^{\sigma'}(\phi)||_{H^{\sigma_0}}) \cdot ||J^{\sigma'}(\phi - \phi')||_{H^{\sigma_0}},$$  

(5.17)

for any $n \in \mathbb{Z}_+$. We argue, as before, by induction over $\sigma'$: we decompose $\mathcal{N}(u_n) - \mathcal{N}(u'_n)$ as in (5.14), and combine Lemma 4.1, Lemma 4.2, Lemma 4.3, and the uniform bound (5.3). The proof of (5.17) is similar to the proof of (5.11). This completes the proof of Theorem 2.2.
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