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Previous work developed a K-matrix formalism applicable to positive energies for the scattering between two s-wave interacting particles with two internal states, isotropic spin-orbit coupling and vanishing center-of-mass momentum [H. Duan, L. You and B. Gao, Phys. Rev A 87, 052708 (2013)]. This work extends the formalism to the entire energy regime. Explicit solutions are obtained for the total angular momentum $J = 0$ and 1 channels. The behavior of the partial cross sections in the negative energy regime is analyzed in detail. We find that the leading contributions to the partial cross sections at the negative energy thresholds are governed by the spin-orbit coupling strength $k_{so}$ and the mass ratio. The fact that these contributions are independent of the two-body scattering length $a_s$ is a direct consequence of the effective reduction of the dimensionality, and hence of the density of states, near the scattering thresholds due to the single-particle spin-orbit coupling terms. The results are analytically continued to the energy regime where bound states exist. It is shown that our results are consistent with results obtained by alternative approaches. Our formulation, which can be regarded as an extension of the standard textbook partial wave decomposition, can be generalized to two-body systems with other types of spin-orbit coupling, including cases where the center-of-mass momentum does not vanish.

PACS numbers:

I. INTRODUCTION

Spin-momentum coupling, which is associated with the presence of non-Abelian gauge fields, is crucial for a range of interesting effects in condensed matter physics. Throughout this article, we follow established terminology and refer to the coupling between a particle’s spin degrees of freedom and its canonical momentum as spin-orbit coupling [1, 2]. Some of the interest in these spin-orbit coupled systems stems from the fact that the single-particle dispersion curve displays Dirac behavior rather than Schrödinger equation-type characteristics. The realization of synthetic gauge fields for neutral cold atom systems provides opportunities to (i) mimic condensed matter phenomena and (ii) look for novel physics not accessible with conventional condensed matter systems. In cold atom systems, a variety of techniques have been developed to create synthetic gauge fields, including lattice shaking [3] and Raman coupling [4]. Raman laser coupling schemes have already led to the experimental realization of one-dimensional spin-orbit coupling (equal mixture of Rashba and Dresselhaus spin-orbit coupling) [4–7] and two-dimensional spin-orbit coupling [8]. This paper considers isotropic three-dimensional spin-orbit coupling. While this type of spin-orbit coupling has not yet been realized experimentally in cold atom systems, several proposals exist toward its experimental realization [9–11]. The two-particle scattering framework developed in our work for systems with short-range interactions is related to scattering works for electronic systems with spin-orbit coupling. In the context of electronic systems, the negative energy regime, which is the focus of our work, has not received as much attention as the positive energy regime [12–14]. Thus, we expect our developments to not only be of interest to the cold atom community but also to the condensed matter community.

Spin-orbit coupled cold atom systems are currently of great interest to experimentalists and theorists. To date a variety of exciting single-particle based phenomena such as Landau-Zener transitions [15], Zitterbewegung oscillations [16], and spin wave dynamics [17] have been studied. Two-body interactions add a new degree of freedom to the system. For spin-orbit coupled systems, unlike in the alkalis, the singlet and triplet channels are strongly coupled, giving rise to changes of the two-body binding energy and the crossover physics in Fermi gases [18–24]. While the experimental study of these effects is still in its infancy, first radio-frequency studies of weakly-bound Feshbach molecules reveal that the spin-orbit coupling terms have an appreciable effect [25]. In a different experiment, the mixing of different partial waves was demonstrated explicitly in bosonic systems with one-dimensional spin-orbit coupling [26]. For a Bose-Einstein condensate, the existence of a stripe phase has been predicted theoretically based on the mean-field Gross-Pitaevskii equation. This new phase arises for certain Raman coupling strengths if the interspecies and intraspecies scattering lengths differ [27–30]. The interplay between the two-body interactions and the single-particle spin-orbit coupling terms also leads to interesting few-body effects. For example, effectively one-dimensional systems with spin-orbit coupling allow for the realization of spin-chain models [31, 32]. Moreover, Borromean three-body states have been predicted to exist [33–35].

Motivated by the developments presented in Refs. [36, 37] for positive energies, this paper develops a scattering formalism for two particles with isotropic spin-orbit coupling applicable to the entire energy regime. The formulation can be regarded as a generalization of the usual partial wave decomposition for two particles that
are, at large interparticle distances, fully determined by the kinetic energy. In the presence of spin-orbit coupling, the particles’ behavior at large distances is governed by the combination of the kinetic energy and the spin-orbit coupling term. The presence of the spin-orbit coupling modifies the asymptotic form of the wave function to be matched to. Our formalism is illustrated for the contact s-wave interaction potential, which allows for the derivation of analytical expressions. While some of the results for the \((J, M_J) = (0, 0)\) channel had been derived previously \([21, 36, 38–41]\), the results for the \((J, M_J) = (1, M_J)\) channel are, to the best of our knowledge, new. It is shown that the mass ratio can be used to tune the scattering properties. This finding suggests rich physics for unequal-mass systems with spin-orbit coupling. We find that the leading terms of the partial cross sections are independent of the s-wave scattering length for all negative energy scattering thresholds. This s-wave scattering length independence suggests a new type of universality, namely a regime where the two-body scattering cross sections are determined by the single-particle spin-orbit coupling parameter \(k_{\text{so}}\). The effect can be traced back to an effective reduction of the dimensionality due to the spin-orbit coupling. While this effective dimensionality reduction is well known and appreciated \([21, 40, 42]\), its impact on threshold laws has, to the best of our knowledge, not been discussed in detail in the literature. Our results for the \((J, M_J) = (0, 0)\) and \((1, M_J)\) channels are related to results obtained by alternative approaches \([38–41]\). It is demonstrated that the asymptotic basis chosen in our work and in Ref. \([40]\) are different. With a proper unitary transformation, the solutions can, however, be transformed into each other (see also Ref. \([41]\)). While we, naturally, prefer our approach, it is argued that the use of the alternative asymptotic basis provides a useful complementary viewpoint. Last, our formulation provides the basis for numerical coupled-channel calculations for systems with spin-orbit coupling. While it was already pointed out in Ref. \([36]\) that the partial wave decomposition approach only requires minor modifications of a typical coupled-channel code, it is our work that shows how to set such calculations up consistently over the entire energy regime.

The remainder of this paper is organized as follows. Section II introduces the general scattering framework. This framework is then applied to the \((J, M_J) = (0, 0)\) channel in Sec. III and to the \((J, M_J) = (1, M_J)\) channel in Sec. IV. Last, Sec. V provides a summary and an outlook.

II. GENERAL FORMALISM

For two particles interacting through a two-body short-range interaction potential \(V_{2b}(r_1 - r_2)\) with isotropic spin-orbit coupling terms that are proportional to \(k_{\text{so}}\), the system Hamiltonian \(\hat{H}_{\text{tot}}\) reads

\[
\hat{H}_{\text{tot}} = \left(\frac{\hat{p}_1^2}{2m_1} + \frac{\hat{p}_2^2}{2m_2}\right) I_1 \otimes I_2 + \frac{\hbar k_{\text{so}}}{m_1} (\hat{p}_1 \cdot \hat{\sigma}_1) \otimes I_2 + \frac{\hbar k_{\text{so}}}{m_2} (\hat{p}_2 \cdot \hat{\sigma}_2) + \hat{V}_{2b}(r_1 - r_2) I_1 \otimes I_2.
\]  

(1)

Here, \(\hat{p}_j\) denotes the canonical momentum operator of the \(j\)th particle, \(m_j\) the mass of the \(j\)th particle, \(\hat{\sigma}_j\) a vector that contains the three Pauli matrices of the \(j\)th particle, and \(r_1, r_2\) the position vector of the \(j\)th particle. In Eq. (1), \(I_j\) denotes the 2 by 2 identity matrix that spans the Hilbert space of the spin degrees of freedom of the \(j\)th particle. Defining the center-of-mass and relative coordinates \(\mathbf{R}\) and \(\mathbf{r}\), \(\mathbf{R} = (m_1 \mathbf{r}_1 + m_2 \mathbf{r}_2) / (m_1 + m_2)\) and \(\mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2\), Eq. (1) can be rewritten as

\[
\hat{H}_{\text{tot}} = \hat{H}_{\text{com}}^0 + \hat{H}_{\text{rel}}^0 + \hat{V}_{2b}(\mathbf{r}) I_1 \otimes I_2,
\]  

(2)

where

\[
\hat{H}_{\text{com}}^0 = \frac{\hat{p}^2}{2M} I_1 \otimes I_2 + \frac{\hbar k_{\text{so}}}{M} \hat{\mathbf{p}} \cdot (\hat{\sigma}_1 \otimes I_2 + I_1 \otimes \hat{\sigma}_2)
\]  

(3)

and

\[
\hat{H}_{\text{rel}}^0 = \frac{\hat{p}^2}{2\mu} I_1 \otimes I_2 + \frac{\hbar k_{\text{so}}}{\mu} \hat{\mathbf{p}} \cdot \left(\frac{m_2 \hat{\sigma}_1 \otimes I_2 - m_1 I_1 \otimes \hat{\sigma}_2}{M}\right).
\]  

(4)

Here, \(M\) and \(\mu\) denote the center-of-mass and reduced masses, \(M = m_1 + m_2\) and \(\mu = m_1 m_2 / (m_1 + m_2)\), and \(\hat{\mathbf{p}}\) and \(\hat{\mathbf{p}}\) are the center-of-mass and relative momentum operators, \(\hat{\mathbf{p}} = \hat{p}_1 + \hat{p}_2\) and \(\hat{\mathbf{p}} = (m_2 \hat{p}_1 - m_1 \hat{p}_2) / M\). Since the system Hamiltonian \(\hat{H}_{\text{tot}}\) commutes with \(\hat{\mathbf{p}}\) \([43]\), the center-of-mass momentum is conserved. Throughout this paper, we consider the situation where the expectation value of the center-of-mass momentum vanishes. Integrating out the center-of-mass degrees of freedom, the Hamiltonian \(\hat{H}_{\text{tot}}\) reduces to

\[
\hat{H} = \hat{H}_{\text{rel}}^0 + \hat{V}_{2b}(\mathbf{r}) I_1 \otimes I_2.
\]  

(5)

We start our discussion by considering the non-interacting Hamiltonian \(\hat{H}_{\text{rel}}^0\). Defining

\[
\hat{\Sigma} = (m_2 \hat{\sigma}_1 \otimes I_2 - m_1 I_1 \otimes \hat{\sigma}_2) / M
\]  

(6)

and the relative helicity operator \(\hat{h}_{\text{rel}}\),

\[
\hat{h}_{\text{rel}} = \frac{\hat{\mathbf{p}} \cdot \hat{\Sigma}}{|(\hat{\mathbf{p}} \cdot \hat{\Sigma})|}.
\]  

(7)

Eq. (4) can be rewritten as

\[
\hat{H}_{\text{rel}}^0 = \frac{\hat{p}^2}{2\mu} I_1 \otimes I_2 + \frac{\hbar k_{\text{so}}}{\mu} \hat{h}_{\text{rel}} |(\hat{\mathbf{p}} \cdot \hat{\Sigma})|.
\]  

(8)
The expectation value $|\langle \hat{p} \cdot \hat{\Sigma} \rangle|$ in the denominator of $\hat{h}_{\text{rel}}$, which serves as a “normalization factor”, is evaluated with respect to the same state as the expectation value of $\hat{H}_{\text{rel}}^0$. Since $\hat{h}_{\text{rel}}$ commutes with $\hat{H}_{\text{rel}}^0$, the eigenstates and eigenvalues of $\hat{H}_{\text{rel}}^0$ can be labeled by the eigenvalues $h_{\text{rel}}$ of $\hat{h}_{\text{rel}}$, where $h_{\text{rel}}$ can take the values 1 and $-1$.

To determine the eigenenergies of $\hat{H}_{\text{rel}}^0$, we consider a fixed relative momentum quantum number $p$ and define $p = \hbar k$ and $k = |k|$. For a state with fixed $p$ and $h_{\text{rel}}$, we have $|\langle \hat{p} \cdot \hat{\Sigma} \rangle| = \hbar k |\langle \hat{\Sigma} \rangle|$ [44]. Since $|\langle \hat{\Sigma} \rangle|$ can take the values 1 and $\eta$, where

$$\eta = (m_2 - m_1)/M,$$  \hspace{1cm} (9)

the eigenenergies of $\hat{H}_{\text{rel}}^0$ are

$$E_A = \frac{\hbar^2 (\bar{k} + \bar{k}_{\text{so}})}{2\mu} - E_r$$ \hspace{1cm} (10)

and

$$E_B = \frac{\hbar^2 (\bar{k} + \eta \bar{k}_{\text{so}})}{2\mu} - \eta^2 E_r.$$ \hspace{1cm} (11)

Here, $\bar{k} = h_{\text{rel}} k$ and $E_r$ is the recoil energy, $E_r = \hbar^2 k_{\text{so}}^2/(2\mu)$. The energies $E_A$ and $E_B$ are referred to as the energies of branch A and branch B, respectively.

Figure 1(a) shows the eigenenergies of $\hat{H}_{\text{rel}}^0$, as a function of $k$ for equal masses (i.e., for $\eta = 0$). These dispersion curves are shown in many papers, including those discussing two-body scattering [36, 40]. Since $k$ is by definition positive, only the positive side of the horizontal axis exists. The curves labeled by $\alpha$ and $\delta$ show $E_A$ and the curves labeled by $\beta$ and $\gamma$ show $E_B$; note that the curves labeled by $\beta$ and $\gamma$ are—for the equal-mass case shown—degenerate. In Fig. 1(a), the red and green solid lines show the energy of states with positive relative helicity ($h_{\text{rel}} = 1$) while the circles and triangles show the energy of states with negative relative helicity ($h_{\text{rel}} = -1$). Figure 1(b) replots the eigenenergies as a function of $k$. Since $\bar{k} = h_{\text{rel}} k$, the eigenenergies corresponding to states with negative helicity (symbols) are, compared to Fig. 1(a), “flipped” to negative $\bar{k}$. While there exist four states for a fixed $k$ in Fig. 1(a), there exist two states for a fixed $\bar{k}$ in Fig. 1(b). In this representation, branch A and branch B each correspond to smooth parabola. Figure 1(c) illustrates the mass dependence of the energy of branch B. For a finite mass imbalance, the minimum of branch B is located at finite negative $\bar{k}$. Specifically, as $\eta$ increases from 0 to 1, the minimum $\bar{k}^\text{min}_B$ of $E_B$ moves from 0 to $-\bar{k}_{\text{so}}$. For $\eta = 1$ (infinite mass imbalance), branch B is degenerate with branch A. Since branch A is independent of $\eta$, the minimum $\bar{k}^\text{min}_A$ of $E_A$ does not move as $\eta$ changes. The minima $\bar{k}^\text{min}_A$ and $\bar{k}^\text{min}_B$ are shown by the filled black squares in Figs. 1(b) and 1(c).

To obtain the eigenstates of $\hat{H}_{\text{rel}}^0$, we write $k$ in spherical coordinates, $\mathbf{k} = \bar{k} \mathbf{n}$ with $k$ the magnitude of $\mathbf{k}$ and $\mathbf{n}$ the unit vector in the direction of $\mathbf{k}$, $\mathbf{n} = (\sin \theta_k \cos \phi_k, \sin \theta_k \sin \phi_k, \cos \theta_k)$, and diagonalize the 4 by 4 Hamiltonian matrix in spin space. The resulting eigenstates of the branches labeled by $\alpha$, $\beta$, $\gamma$, and $\delta$ in Fig. 1(a) are

$$|\alpha\rangle^+ = \left( \begin{array}{c} e^{i\phi_k} \\ 1/\sqrt{2} e^{i\phi_k} |\chi_{0,0}\rangle - \sin \frac{\theta_k}{2} e^{2i\phi_k} |\chi_{1,0}\rangle \\ - \frac{\cos \theta_k}{\sqrt{2}} e^{i\phi_k} |\chi_{1,0}\rangle + \sin \frac{\theta_k}{2} |\chi_{1,1}\rangle \end{array} \right).$$ \hspace{1cm} (12)
\[
|\delta\rangle^- = \frac{e^{i|k|\cdot r}}{(2\pi)^{3/2}} \left( \frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{0,0}\rangle - \frac{\sin \theta_k}{2} e^{2i\phi_k} |\chi_{1,-1}\rangle \right)
- \cos \theta_k \frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{1,0}\rangle + \frac{\sin \theta_k}{2} |\chi_{1,1}\rangle ,
\]
(13)
\[
|\beta\rangle^+ = \frac{e^{i|k|\cdot r}}{(2\pi)^{3/2}} \left[ \sin^2 \left( \frac{\theta_k}{2} \right) e^{2i\phi_k} |\chi_{1,-1}\rangle + \sin \theta_k \frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{1,0}\rangle + \cos^2 \left( \frac{\theta_k}{2} \right) |\chi_{1,1}\rangle \right] ,
\]
(14)
and
\[
|\gamma\rangle^- = \frac{e^{i|k|\cdot r}}{(2\pi)^{3/2}} \left[ \cos^2 \left( \frac{\theta_k}{2} \right) e^{2i\phi_k} |\chi_{1,-1}\rangle - \sin \theta_k \frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{1,0}\rangle + \sin \left( \frac{\theta_k}{2} \right) |\chi_{1,1}\rangle \right] ,
\]
(15)
Here, the superscripts “+” and “−” indicate the relative helicity (“+” corresponds to \(h_{rel} = 1\) and “−” to \(h_{rel} = -1\)). Our goal is now to combine the states |\alpha\rangle^+ and |\delta\rangle^- into a single state, the eigenstate |\bar{k}, \theta_k, \phi_k\rangle_A of branch A. Inspection of Eqs. (12) and (13) shows that the spatial parts are not changing smoothly when the relative helicity changes from “+” to “−” (the spatial part associated with |\chi_{0,0}\rangle changes sign). Since the eigenstate |\delta\rangle^- depends parametrically on \(k\), the state given in Eq. (13) remains an eigenstate if we change \(k\) to -\(k\). Making this replacement and using the identities \(\theta_{-k} = \pi - \theta_k\) and \(\phi_{-k} = \pi + \phi_k\), Eq. (13) becomes
\[
|\delta\rangle^- = \frac{e^{-i|k|\cdot r}}{(2\pi)^{3/2}} \left( -\frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{0,0}\rangle - \frac{\sin \theta_k}{2} e^{2i\phi_k} |\chi_{1,-1}\rangle \right)
- \cos \theta_k \frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{1,0}\rangle + \frac{\sin \theta_k}{2} |\chi_{1,1}\rangle .
\]
(16)
Using \(\bar{k} = h_{rel}k\), Eqs. (12) and (16) can be combined to yield the eigenstate |\bar{k}, \theta_k, \phi_k\rangle_A of branch A,
\[
|\bar{k}, \theta_k, \phi_k\rangle_A = \frac{e^{i|\bar{k}|\cdot r}}{(2\pi)^{3/2}} \times \left( -\frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{0,0}\rangle - \frac{\sin \theta_k}{2} e^{2i\phi_k} |\chi_{1,-1}\rangle \right)
- \cos \theta_k \frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{1,0}\rangle + \frac{\sin \theta_k}{2} |\chi_{1,1}\rangle .
\]
(17)
For a fixed \(n\), the branch A state changes smoothly from a state with “+” relative helicity to a state with “−” relative helicity if the quantity \(\bar{k}\) goes through zero. The state has positive relative helicity if \(\bar{k}n\) is parallel to \((\Sigma)\) and negative relative helicity if \(\bar{k}n\) is anti-parallel to \((\Sigma)\). The eigenstate |\bar{k}, \theta_k, \phi_k\rangle_B of branch B with energy \(E_B\) can be obtained by applying an analogous logic to Eqs. (14) and (15). We find
\[
|\bar{k}, \theta_k, \phi_k\rangle_B = \frac{e^{i|\bar{k}|\cdot r}}{(2\pi)^{3/2}} \left[ \sin^2 \left( \frac{\theta_k}{2} \right) e^{2i\phi_k} |\chi_{1,-1}\rangle + \sin \theta_k \frac{1}{\sqrt{2}} e^{i\phi_k} |\chi_{1,0}\rangle + \cos^2 \left( \frac{\theta_k}{2} \right) |\chi_{1,1}\rangle \right]
\]
(18)
The expectation value of \(\hat{H}_{rel}\) with respect to |\bar{k}, \theta_k, \phi_k\rangle_A and |\bar{k}, \theta_k, \phi_k\rangle_B is \(k/|k|\), which equals +1 for \(k > 0\) (positive helicity) and -1 for \(k < 0\) (negative helicity).
We now construct, following the logic of Refs. [36, 37], the eigenstates of \(\hat{H}_{rel}^0\) with good total angular momentum quantum number \(J\) and corresponding projection quantum number \(M_J\). \(\hat{H}_{rel}^0\) commutes with the square of the total angular momentum operator \(\hat{J}\) and its \(z\)-component \(\bar{J}_z\), where \(\bar{J}^2 = (\hat{L} + \hat{S})^2\) and \(\bar{J}_z = L_z + S_z\). Here, \(\hat{L}\) is the relative orbital angular momentum operator of the two-particle system. Using standard angular momentum algebra [45], the eigenstates of \(\bar{J}^2\) and \(\bar{J}_z\) are constructed by taking linear combinations of states with different orbital angular momentum and spin angular momentum quantum numbers,
\[
|J, M_J; L, S\rangle = \sum_{L,S,M} c_{L,M,L,S} |L, M_L; S, M_S\rangle ,
\]
(19)
where the \(c_{L,M,L,S}\) denote Clebsch-Gordan coefficients and \(M_L\) and \(M_S\) the projection quantum numbers corresponding to the operators \(\hat{L}_z\) and \(\hat{S}_z\), respectively. For each \((J, M_J)\) channel, we expand the eigenstates \(\psi^{(J,M_J)}(k\bar{r})\) of \(\hat{H}_{rel}^0\) into components labeled by \((J, M_J; L, S)\),
\[
\psi^{(J,M_J)}(k\bar{r}) = \sum_{L,S} u^{(J,M_J)}_{L,S}(k\bar{r}) |J, M_J; L, S\rangle ,
\]
(20)
where the sums over \(L\) and \(S\) go over all quantum numbers allowed by angular momentum coupling and where the “weights” \(u^{(J,M_J)}_{L,S}(k\bar{r})/r\) have the unit of inverse length and depend on the distance \(r\). To obtain the weights for \(\psi^{(J,M_J)}(k\bar{r})\) (assuming that \(J\) and \(M_J\) are fixed), we project the plane wave solutions, Eqs. (17)-(18), onto each \((J, M_J; L, S)\) component. This projection yields the following general structure for \(\psi^{(J,M_J)}(k\bar{r})\),
\[
\psi_{\text{reg}}^{(J,M_J)}(k\bar{r}) = \sum_{L,S} a^{(J,M_J)}_{L,S}(k\bar{r}) j_L(k\bar{r}) |J, M_J; L, S\rangle ,
\]
(21)
where \(j_L(k\bar{r})\) is the spherical Bessel function of order \(L\). Here, the coefficients \(a^{(J,M_J)}_{L,S}\) are normalized such that \(\sum_{L,S} |a^{(J,M_J)}_{L,S}|^2 = 1\). Equation (21) constitutes the regular eigenstates of \(\hat{H}_{rel}^0\). To span the full Hilbert space, a set of irregular solutions is needed in addition to the
regular solutions. Replacing the spherical Bessel functions $j_L(\bar{k}r)$ in Eq. (21) by spherical Neumann functions $n_L(\bar{k}r)$, we obtain the irregular solutions

$$\psi_{irr}^{(J,M_J)}(\bar{k}r) = \sum_{L,S} a_{L,S}^{J,M_J}(\bar{k}) n_L(\bar{k}r)|J, M_J; L, S). \quad (22)$$

Looking ahead, we define

$$\psi_{reg}^{(J,M_J)}(\bar{k}r) = \left(a_{l_1,S_1}^{J,M_J}(\bar{k}) j_{l_1}(\bar{k}r), a_{l_2,S_2}^{J,M_J}(\bar{k}) j_{l_2}(\bar{k}r), \ldots \right)^T \quad (23)$$

and

$$\psi_{irr}^{(J,M_J)}(\bar{k}r) = \left(a_{l_1,S_1}^{J,M_J}(\bar{k}) n_{l_1}(\bar{k}r), a_{l_2,S_2}^{J,M_J}(\bar{k}) n_{l_2}(\bar{k}r), \ldots \right)^T \quad (24)$$

We now consider a non-vanishing short-range potential $\hat{V}_2(r)$. For a spherically symmetric two-body interaction potential $\hat{V}_2(r)$, the Hamiltonian $\hat{H}$, Eq. (5), commutes with $\hat{J}_3$ and $\hat{J}_z$. Thus we seek scattering solutions for each $(J, M_J)$ channel. The radial scattering wave function $\psi^{(J,M_J)}(r)$ in the $(J, M_J)$ channel for a fixed energy is written asymptotically, in the large $r$ limit, as

$$\psi^{(J,M_J)}(r) \rightarrow \mathcal{J}^{(J,M_J)}(r) - \mathcal{N}^{(J,M_J)}(r) \mathcal{K}^{(J,M_J)}, \quad (25)$$

where

$$\mathcal{J}^{(J,M_J)}(r) = \begin{bmatrix} N_{A_+} \psi_{reg}^{(J,M_J)}(\bar{k}_{A_+} r), N_{A_-} \psi_{reg}^{(J,M_J)}(\bar{k}_{A_-} r), \\
N_{B_+} \psi_{reg}^{(J,M_J)}(\bar{k}_{B_+} r), N_{B_-} \psi_{reg}^{(J,M_J)}(\bar{k}_{B_-} r) \end{bmatrix} \quad (26)$$

and

$$\mathcal{N}^{(J,M_J)}(r) = \begin{bmatrix} N_{A_+} \psi_{irr}^{(J,M_J)}(\bar{k}_{A_+} r), -N_{A_-} \psi_{irr}^{(J,M_J)}(\bar{k}_{A_-} r), \\
N_{B_+} \psi_{irr}^{(J,M_J)}(\bar{k}_{B_+} r), -N_{B_-} \psi_{irr}^{(J,M_J)}(\bar{k}_{B_-} r) \end{bmatrix}. \quad (27)$$

Here, the subscripts $A$ and $B$ are added to the wave functions $\psi_{reg}^{(J,M_J)}(\bar{k}r)$ and $\psi_{irr}^{(J,M_J)}(\bar{k}r)$, Eqs. (23) and (24), to indicate the regular and irregular solutions of branch $A$ and branch $B$, respectively. The subscripts $A_+$ and $A_-$ distinguish the two allowed $\bar{k}$ of branch $A$ at fixed energy. We use the convention $\bar{k}_{A_+} > \bar{k}_{A_-}$ and $\bar{k}_{A_-} < \bar{k}_{A_+}$. Similarly, the subscripts $B_+$ and $B_-$ distinguish the two allowed $\bar{k}$ of branch $B$ at fixed energy. We use the convention $\bar{k}_{B_+} > \bar{k}_{B_-}$ and $\bar{k}_{B_-} < \bar{k}_{B_+}$ [see Fig. 1(b) for an illustration]. The $N_{A_+}, N_{A_-}, N_{B_+},$ and $N_{B_-}$ denote current normalization factors that are chosen such that the flux over a closed surface encircling the origin for a state with outgoing current is normalized to 1 [see Eqs. (35) and (36) below and Ref. [46]]. The forms of $\mathcal{J}^{(J,M_J)}(r)$ and $\mathcal{N}^{(J,M_J)}(r)$ in Eqs. (26) and (27) ensure that the scattering matrix $S^{(J,M_J)}$ is related to the reaction matrix $\mathcal{K}^{(J,M_J)}$ in the “usual way” when the outgoing current boundary condition at large $r$ is matched (see the discussion below), namely through

$$S^{(J,M_J)} = (I + i\mathcal{K}^{(J,M_J)})(I - i\mathcal{K}^{(J,M_J)})^{-1}. \quad (28)$$

Here, $I$ denotes the identity matrix. The reaction matrix $\mathcal{K}^{(J,M_J)}$ is determined by matching the radial wave functions to the asymptotic form, Eq. (25), at sufficiently large interparticle distances. Specifically, if we know the large $r$ behavior of the wave function $\psi^{(J,M_J)}(r)$ in the $(J, M_J; L, S)$ basis for a short-range interaction potential $\hat{V}_2(r)$, then we can match its asymptotic large $r$ behavior to Eq. (25). In general, $\psi^{(J,M_J)}(r)$ can be obtained by propagating the logarithmic derivative matrix using an appropriate propagation scheme. Importantly, since Eqs. (26) and (27) are continuous with respect to the arguments $\bar{k}_{A_+}, \bar{k}_{A_-}, \bar{k}_{B_+},$ and $\bar{k}_{B_-}$ and since these arguments change smoothly when the energy goes from small positive to small negative values, $\psi^{(J,M_J)}(r)$ changes smoothly as the energy goes from positive to negative values.

To relate the scattering matrix $S^{(J,M_J)}$ and the reaction matrix $\mathcal{K}^{(J,M_J)}$, we analyze the outgoing currents at large distances. The relative current $j(r)$ for state $\psi^{(J,M_J)}(\bar{k}r)$ is defined through

$$j(r) = \frac{1}{2\mu} \left\{ (\psi^{(J,M_J)})^\dagger p_k \psi^{(J,M_J)} + \left[(\psi^{(J,M_J)})^\dagger p_k \psi^{(J,M_J)}\right]^\ast \right\}, \quad (29)$$

where $p_k$ is the relative kinetic momentum operator, which is related to the relative canonical momentum operator $\hat{p}$ by $p_k = \mu [\hat{r} \otimes I_2 + h\kappa \otimes \hat{\Sigma}]$. \quad (30)

Recall, $\psi^{(J,M_J)}$ is a four-component spinor and each of the three components of $p_k$ is a 4 by 4 matrix. Doing the multiplications in Eq. (29), we can check that $j(r)$ is— as it should be—a three-component vector. To obtain scattering wave functions that correspond to outgoing current at large $r$, we consider the following two linear combinations of Eqs. (21) and (22),

$$\psi^{(J,M_J)}+(\bar{k}r) = i\psi_{reg}^{(J,M_J)}(\bar{k}r) - \psi_{irr}^{(J,M_J)}(\bar{k}r) \quad (31)$$

and

$$\psi^{(J,M_J)}-(\bar{k}r) = -i\psi_{reg}^{(J,M_J)}(\bar{k}r) - \psi_{irr}^{(J,M_J)}(\bar{k}r). \quad (32)$$

Here, $\psi^{(J,M_J)}+(\bar{k}r)$ contains the “phase factor” $e^{ikr}$ while $\psi^{(J,M_J)}-(\bar{k}r)$ contains the “phase factor” $e^{-ikr}$. The currents for $\psi^{(J,M_J)}+(\bar{k}r)$ and $\psi^{(J,M_J)}-(\bar{k}r)$ are

$$j^+(r) = \frac{\hbar}{4\pi\mu r^2} (\bar{k} - \bar{k}_{\min}) \hat{r} \quad (33)$$

(continue...
and
\[ J^-(r) = -\frac{\hbar}{4\pi r^2}(\hat{k} - \hat{k}_{\text{min}})\hat{r}, \] (34)
respectively, where \( \hat{k}_{\text{min}} \) is the \( \hat{k} \) value at which the energy is minimal and \( \hat{r} \) is the unit vector in the \( r \) direction. Importantly, the states with outgoing current are \( \psi_{(J,Mj)+}(\hat{k}r) \) for \( \hat{k} > \hat{k}_{\text{min}} \) and \( \psi_{(J,Mj)-}(\hat{k}r) \) for \( \hat{k} < \hat{k}_{\text{min}} \). The current normalization factors are determined by enforcing current conservation, i.e., by enforcing
\[ |N|^2 \oint j^+(r) \cdot dS = 1 \text{ for } \hat{k} > \hat{k}_{\text{min}} \] (35)
and
\[ |N|^2 \oint j^-(r) \cdot dS = 1 \text{ for } \hat{k} < \hat{k}_{\text{min}}. \] (36)

Table I shows the current and the corresponding current normalization factor for the states \( \psi_{(J,Mj)}^+, \psi_{(J,Mj)}^- \). For each branch \( A \) state, \( \hat{k} \) takes the values \( \hat{k}_{A+} \) and \( \hat{k}_{A-} \); similarly, for each branch \( B \) state, \( \hat{k} \) takes the values \( \hat{k}_{B+} \) and \( \hat{k}_{B-} \). Since we have \( \hat{k}_{A+} > \hat{k}_{A-} \), \( \hat{k}_{B+} > \hat{k}_{B-} \), and \( \hat{k}_{B-} < \hat{k}_{B-} \), the current points in the +\( \hat{r} \) direction for the states \( \psi_{(J,Mj)}^+(\hat{k}_{A+}r), \psi_{(J,Mj)}^-(\hat{k}_{A-}r), \psi_{(J,Mj)}^+(\hat{k}_{B+}r), \) and \( \psi_{(J,Mj)}^-(\hat{k}_{B-}r) \); for the other four states, the current points in the -\( \hat{r} \) direction.

To obtain the scattering matrix \( S_{(J,Mj)} \), we rewrite Eq. (25) in terms of the states listed in the first column of Table I. Grouping the states with outgoing current together and those with incoming current together, we find

\[
\frac{1}{2\sqrt{2}} \left\{ \begin{array}{c}
N_A \psi_{(J,Mj)}^+(\hat{k}_{A+}r) - N_A \psi_{(J,Mj)}^-(\hat{k}_{A-}r), \\
N_B \psi_{(J,Mj)}^+(\hat{k}_{B+}r) - N_B \psi_{(J,Mj)}^-(\hat{k}_{B-}r)
\end{array} \right\} (I - iK_{(J,Mj)}) = \left\{ \begin{array}{c}
\psi_{(J,Mj)}^+(\hat{k}r) \\
\psi_{(J,Mj)}^-(-\hat{k}r)
\end{array} \right\}
\]

(37)

Important observables are the partial cross sections \( \sigma_{jl}^{(J,Mj)} \) that characterize the scattering from state \( j \) to state \( l \). Throughout this paper, state \( j \) (\( j = 1 - 4 \)) corresponds to the state in the \( j \)th column of \( \mathcal{J}_{(J,Mj)}(r) \) and \( \mathcal{N}_{(J,Mj)}(r) \). This means that states 1-4 have the arguments \( \hat{k}_1 = \hat{k}_{A+}, \hat{k}_2 = \hat{k}_{A-}, \hat{k}_3 = \hat{k}_{B+}, \) and \( \hat{k}_4 = \hat{k}_{B-} \). The partial cross sections [47] are related to the elements of the \( \mathcal{S}_{(J,Mj)} \) matrix by
\[ \sigma_{jl}^{(J,Mj)} = \frac{2\pi}{K_j^2} |S_{ij}^{(J,Mj)} - \delta_{jl}|^2, \] (38)
where \( \delta_{jl} \) is the Kronecker delta function. Since the lowest scattering threshold occurs at \( E = -E_r \), two-body bound states may exist for \( E < -E_r \). The bound state energies can be obtained by analyzing the poles of the \( \mathcal{S}_{(J,Mj)} \) matrix. Explicit calculations for the \( (J,Mj) = (0,0) \) and \( (1,Mj) \) channels are detailed in the next two sections.

III. \( (J,Mj) = (0,0) \) CHANNEL

This section considers the \( (J,Mj) = (0,0) \) channel. Angular momentum algebra yields that the components \((J,Mj); L,S) = (0,0;0,0)\) and \((0,0;1,1)\) contribute. Since the \((J,Mj); L,S) = (0,0;0,0)\) component contains the spherical harmonics \( Y_{0,0} \), multiplied by the spin singlet, and since the \((J,Mj); L,S) = (0,0;1,1)\) component contains the spherical harmonics \( Y_{1,0} \), \( (M_L = -1,0,1) \), multiplied by spin triplets, both components are anti-symmetric under the exchange of the two particles. Using the projection procedure outlined in the previous section, we find that branch \( A \) has non-zero components in the \((J,Mj) = (0,0)\) channel and that the last two columns in Eqs. (26) and (27) are zero. Thus, throughout this section, we drop the last two columns, i.e., we work with \( K_{(0,0)} \) and \( \mathcal{S}_{(0,0)} \) matrices of size 2 by 2 that describe the physics of branch \( A \). Since the dispersion relationship of branch \( A \) is independent of the mass ratio, our results in this section are independent of the mass ratio. Thus, since both contributing components are anti-symmetric under the exchange of the two particles, the scattering solutions obtained in this section apply to either two identical fermions or to two distinguishable particles with equal or unequal masses. We have

\[
\mathcal{J}^{(0,0)}(r) = \begin{bmatrix}
\frac{1}{\sqrt{2}} N_A \bar{k}_{A+} j_0(\bar{k}_{A+} r) & \frac{1}{\sqrt{2}} N_A \bar{k}_{A-} j_0(\bar{k}_{A-} r) \\
-\frac{1}{\sqrt{2}} N_A \bar{k}_{A+} j_1(\bar{k}_{A+} r) & -\frac{1}{\sqrt{2}} N_A \bar{k}_{A-} j_1(\bar{k}_{A-} r)
\end{bmatrix}, \] (39)
higher-partial wave free-space scattering phase shifts can differ here than in Ref. [40]. As we discuss in more treatments.

The use of the zero-range pseudo-potential limits the applicability of the results previously in Refs. [36, 37]. The resulting \( \mathcal{K}(0,0) \) matrix reads

\[
\mathcal{K}(0,0) = \frac{-a_{s}}{ \tilde{k}_{A+} - \tilde{k}_{A-} } \begin{bmatrix}
\tilde{k}_{A+}^2 & \tilde{k}_{A+} \tilde{k}_{A-} \\
\tilde{k}_{A+} \tilde{k}_{A-} & \tilde{k}_{A-}^2
\end{bmatrix}.
\]

The \( \mathcal{S}(0,0) \) matrix is obtained from the \( \mathcal{K}(0,0) \) matrix using Eq. (28). The partial cross sections, in turn, are obtained using Eq. (38). We find

\[
\sigma_{11}^{(0,0)} = \frac{\sigma_{11}^{(0,0)}}{\sigma_{21}^{(0,0)}} = \frac{8\pi a_{s}^{2} \tilde{k}_{A+}^2}{(\tilde{k}_{A+} - \tilde{k}_{A-})^2 + a_{s}^2 (\tilde{k}_{A+}^2 + \tilde{k}_{A-}^2)}
\]

and

\[
\sigma_{12}^{(0,0)} = \sigma_{22}^{(0,0)} = \left( \frac{\tilde{k}_{A-}}{\tilde{k}_{A+}} \right)^{2} \sigma_{11}^{(0,0)}.
\]

Recall, \( \tilde{k}_{A+} \) and \( \tilde{k}_{A-} \) depend on the relative scattering energy \( E \). Thus, the partial cross sections given in Eqs. (44)-(45) contain the full energy-dependence. We stress that Eqs. (43)-(45) apply to all energies. For positive energy (\( E > -E_r \)), we have \( \tilde{k}_{A+}^\text{min} < \tilde{k}_{A+} < 0 \) and \( \tilde{k}_{A-}^\text{min} < \tilde{k}_{A-} < 0 \). At the scattering threshold \( E = -E_r \), \( \tilde{k}_{A+} \) is equal to \( \tilde{k}_{A-} \). Using this, it can be seen readily from Eqs. (44) and (45) that all four partial cross sections approach the same value as \( E \to -E_r \).

To gain more insight, we Taylor expand Eqs. (44) and (45) around the scattering threshold \( E = -E_r \). Near \( E = -E_r \) (here, we exclude \( a_{s} = 0 \)), we find that the threshold behavior for all partial cross sections...
is independent of $a_s$. Table II shows the first three terms of the power series in terms of the small parameter $x = (E/E_r + 1)^{1/2}$. The partial cross sections $\sigma_{jl}^{(0,0)}$ approach the constant $2\pi/k_{so}^2$ for all finite $a_s$. This threshold behavior is distinct from that observed near $E = 0$ (see Ref. [36]) and from the typical s-wave threshold law ($\sigma \rightarrow 8\pi a_s^2$ for two identical bosons). Figure 2 illustrates the threshold behavior near $E = -E_r$ for various $|a_s k_{so}|$ combinations. Since the first-order correction is also independent of $a_s$ (see Table II), the variation of $\sigma_{jl}^{(0,0)}$ near $E = -E_r$ is the same for all $a_s$. We refer to this behavior as universal as it is fully determined by the single-particle quantity $k_{so}$. The energy range over which the first-order correction provides a good description depends on $a_s$. For large $|a_s k_{so}|$, the second-order correction is small. For small $|a_s k_{so}|$, in contrast, the second-order correction is significant, leading to a “turn-around” of $\sigma_{jl}^{(0,0)}$ (see, e.g., the lowest curve in Fig. 2 for $|a_s k_{so}| = 0.2$). Since the isotropic three-dimensional spin-orbit coupling scenario has not yet been realized experimentally in cold atom systems, we use values from one-dimensional experimental realizations [4] to get a feeling for the scattering length values covered in Fig. 2. Using $k_{so} = \sqrt{2\pi}/\lambda$ and $\lambda \approx 80\text{nm}$, the values of $a_s k_{so}$ are 0.2 and 50 correspond to $a_s \approx 680a_0$ and $170,000 a_0$, where $a_0$ denotes the Bohr radius; such scattering length values can be realized by utilizing Feshbach resonance techniques [48]. We also note that proposals for adjusting the spin-orbit coupling strength have been put forward [49–51].

The asymptotic large $r$ basis chosen in our work and in Ref. [40] differ. Reference [40] used a rotated basis, which is related to our asymptotic basis through the application of the matrix $U$ (i.e., the matrices $J^{(0,0)}(r)U$ and $N^{(0,0)}(r)U$ are used instead of $J^{(0,0)}(r)$ and $N^{(0,0)}(r)$ as in our work), where $U$ is chosen such that $U^{-1}K^{(0,0)}U$ and $U^{-1}S^{(0,0)}U$ are diagonal. The incoming states of Ref. [40] cannot be labeled by a fixed momentum and instead are linear combinations of states with different momenta. Reference [41], which also discussed the relationship between the different asymptotic basis, referred to these states as “standing waves”. Diagonalizing $K^{(0,0)}$, one finds that one of the eigenvalues of $K^{(0,0)}$ is 0 (this corresponds to a vanishing “effective” p-wave phase shift $\delta_P^{\text{eff}}$, i.e., $\delta_P^{\text{eff}} = 0$) and that the other eigenvalue is given by the “effective” s-wave phase shift $\delta_s^{\text{eff}}$,

$$\tan\delta_s^{\text{eff}} = -a_s k_{so} \left[ \left( \frac{E}{E_r} + 1 \right)^{1/2} + \left( \frac{E}{E_r} + 1 \right)^{-1/2} \right].$$

Expression (46) agrees with Eq. (44) from Ref. [40]. The fact that one of the eigenvalues is zero is a consequence of the fact that our interaction potential $V_{ps}$ does not account for a finite free-space p-wave phase shift. While Ref. [41] interpreted the phase shifts $\delta_{s}^{\text{eff}}$ and $\delta_{p}^{\text{eff}}$ as the equivalent of the usual free-space s- and p-wave phase shifts, we prefer to think of these phase shifts as effective phase shifts that are obtained by switching to the standing wave picture. The “true” phase shifts, defined in analogy to the standard partial wave decomposition, are those obtained by writing the elements of the matrix given in Eq. (43) as $\tan\delta_{jl}$.

In the “high energy” regime ($E \gg -E_r$), the first term in Eq. (46) dominates and the tangent of the phase shift is approximately proportional to the density of states of a three-dimensional system. Near the scattering threshold ($E \rightarrow -E_r$), the second term in Eq. (46) dominates and the tangent of the phase shift is approximately proportional to the density of states of a one-dimensional system. This effective dimensionality reduction is responsible for the emergence of the new universal threshold law (see Table II). Equivalently, for $E \rightarrow -E_r$, the eigenvalue given in Eq. (46) diverges and both the $S^{(0,0)}$ matrix and the partial cross sections are independent of $a_s$. As the above discussion shows, the analysis of the effective phase shifts, obtained by switching to the “standing wave” basis, provides a simple intuitive understanding of the modified threshold law discussed in the context of Table II. Moreover, the standing wave basis does allow
for the construction of effective low-energy interactions that may be easier to deal with in multi-body theories than the original pseudo-potential [40, 41].

To determine the bound state energies, we calculate the poles of the $S^{(0,0)}$ matrix. The bound state energy $E_{\text{bound}}^{(0,0)}$ is determined by the roots of the equation

$$\tan \delta_{\text{eff}}^{s} = -i.$$  \hfill (47)

In agreement with Refs. [21, 38, 40, 41], we find that there exists a bound state for all $a_s$. The bound state energy reads

$$E_{\text{bound}}^{(0,0)} = -\frac{\hbar^2 k_s^2}{2\mu} - E_r,$$ \hfill (48)

where

$$k_s = \frac{1 + \text{sign}(a_s)\sqrt{1 + 4a_s^2k_s^2}}{2a_s},$$ \hfill (49)

For $k_{so} = 0$, Eqs. (48) and (49) reduce to the binding energy $-\hbar^2/(2\mu a_s^2)$ for pure $s$-wave contact interactions with positive $a_s$.

### IV. $(J, M_J) = (1, M_J)$ Channels

This section considers two particles in the $(J, M_J) = (1, M_J)$ channels, where $M_J$ takes the values $-1$, 0 and 1. While the radial parts of the wave functions for different $M_J$ are identical, the angular parts differ. Specifically, given the scattering wave function in the $M_J$ channel, that in the $M_J'$ channel is obtained by replacing $|J, M_J; L, S\rangle$ by $|J, M_J; L, S\rangle$. Angular momentum algebra yields that the components $(J, M_J; L, S) = (1, M_J; 1, 0), (1, M_J; 1, 1), (1, M_J; 2, 1)$ and $(1, M_J; 0, 1)$ contribute. For the $(J, M_J) = (1, M_J)$ channels, there exist two scattering thresholds, namely, $E = -\eta^2E_r$ and $E = -E_r$. For $E > -\eta^2E_r$, branch A and branch B are open. At $E = -\eta^2E_r$, branch B becomes closed, implying that branch A is the only open branch in the energy regime $-E_r < E < -\eta^2E_r$ (see the dispersion curves in Fig. 1). Using the projection procedure outlined in Sec. II, we have

\begin{align}
\mathcal{J}^{(1, M_J)}(r) &= \begin{bmatrix}
\frac{1}{\sqrt{2}} N_{A+}\tilde{k}_{A+} j_1(\tilde{k}_{A+}r) & \frac{1}{\sqrt{2}} N_{A-}\tilde{k}_{A-} j_1(\tilde{k}_{A-}r) & 0 & 0 \\
\frac{1}{\sqrt{2}} N_{A+}\tilde{k}_{A+} j_0(\tilde{k}_{A+}r) & \frac{1}{\sqrt{2}} N_{A-}\tilde{k}_{A-} j_0(\tilde{k}_{A-}r) & -\frac{1}{\sqrt{6}} N_{B+}\tilde{k}_{B+} j_0(\tilde{k}_{B+}r) & -\frac{1}{\sqrt{6}} N_{B-}\tilde{k}_{B-} j_0(\tilde{k}_{B-}r) \\
\frac{1}{\sqrt{3}} N_{A+}\tilde{k}_{A+} j_2(\tilde{k}_{A+}r) & \frac{1}{\sqrt{3}} N_{A-}\tilde{k}_{A-} j_2(\tilde{k}_{A-}r) & -\frac{1}{\sqrt{2}} N_{B+}\tilde{k}_{B+} j_2(\tilde{k}_{B+}r) & -\frac{1}{\sqrt{2}} N_{B-}\tilde{k}_{B-} j_2(\tilde{k}_{B-}r) \\
0 & 0 & -\frac{1}{\sqrt{2}} N_{B+}\tilde{k}_{B+} j_1(\tilde{k}_{B+}r) & -\frac{1}{\sqrt{2}} N_{B-}\tilde{k}_{B-} j_1(\tilde{k}_{B-}r)
\end{bmatrix}, 
\end{align}

\begin{align}
\mathcal{N}^{(1, M_J)}(r) &= \begin{bmatrix}
\frac{1}{\sqrt{2}} N_{A+}\tilde{k}_{A+} n_1(\tilde{k}_{A+}r) & -\frac{1}{\sqrt{2}} N_{A-}\tilde{k}_{A-} n_1(\tilde{k}_{A-}r) & 0 & 0 \\
\frac{1}{\sqrt{2}} N_{A+}\tilde{k}_{A+} n_0(\tilde{k}_{A+}r) & -\frac{1}{\sqrt{6}} N_{A-}\tilde{k}_{A-} n_0(\tilde{k}_{A-}r) & -\frac{1}{\sqrt{3}} N_{B+}\tilde{k}_{B+} n_0(\tilde{k}_{B+}r) & -\frac{1}{\sqrt{3}} N_{B-}\tilde{k}_{B-} n_0(\tilde{k}_{B-}r) \\
\frac{1}{\sqrt{3}} N_{A+}\tilde{k}_{A+} n_2(\tilde{k}_{A+}r) & -\frac{1}{\sqrt{3}} N_{A-}\tilde{k}_{A-} n_2(\tilde{k}_{A-}r) & -\frac{1}{\sqrt{2}} N_{B+}\tilde{k}_{B+} n_2(\tilde{k}_{B+}r) & -\frac{1}{\sqrt{2}} N_{B-}\tilde{k}_{B-} n_2(\tilde{k}_{B-}r) \\
0 & 0 & -\frac{1}{\sqrt{2}} N_{B+}\tilde{k}_{B+} n_1(\tilde{k}_{B+}r) & -\frac{1}{\sqrt{2}} N_{B-}\tilde{k}_{B-} n_1(\tilde{k}_{B-}r)
\end{bmatrix}, 
\end{align}

and

$$\Psi^{(1, M_J)}(r) = \mathcal{J}^{(1, M_J)}(r) - \mathcal{N}^{(1, M_J)}(r)\mathcal{K}^{(1, M_J)}.$$

Assuming $E > -\eta^2E_r$ and following the same steps as in Sec. III, the 4 by 4 $\mathcal{K}^{(1, M_J)}$ matrix is determined by matching the zero-range boundary conditions. We find

\begin{align}
\mathcal{K}^{(1, M_J)} = \frac{a_s}{3(k_{A+} - k_{A-})} \begin{bmatrix}
\bar{k}_{A+}^2 & \bar{k}_{A+} \bar{k}_{B+} & \beta \bar{k}_{A+} \bar{k}_{B+} & \beta \bar{k}_{A-} \bar{k}_{B-} \\
\bar{k}_{A+} \bar{k}_{A-} & \bar{k}_{A+}^2 & \beta \bar{k}_{A-} \bar{k}_{B+} & \beta \bar{k}_{A-} \bar{k}_{B-} \\
\bar{k}_{A+} \bar{k}_{B+} & \beta \bar{k}_{A+} \bar{k}_{B+} & \bar{k}_{B+}^2 & \beta \bar{k}_{B+} \bar{k}_{B-} \\
\bar{k}_{A+} \bar{k}_{B-} & \beta \bar{k}_{A+} \bar{k}_{B-} & \beta \bar{k}_{B+} \bar{k}_{B-} & \bar{k}_{B-}^2
\end{bmatrix},
\end{align}

where $\beta$ is equal to $\sqrt{2}N_{B+}/N_{A+}$. The energy-dependent $S^{(1, M_J)}$ matrix and partial cross sections $\sigma^{(1, M_J)}_{jl}$, in turn, are obtained using Eqs. (28) and (38). Note, throughout the remainder of this section we drop the superscript “$(1, M_J)$” from the partial cross sections $\sigma^{(1, M_J)}_{jl}$ for no-
tational convenience.

To obtain the partial cross sections for the energy region \(-E_0 < E < -\eta^2 E_r\), we pursue two different but equivalent approaches. Approach 1 constructs a 4 by 4 \(K^{(1,MJ)}\) matrix, partitions off the 2 by 2 \(K^{(1,oo)}_{oo}\) matrix, and then constructs the 2 by 2 \(S^{(1,MJ)}_{oo}\) matrix. Approach 2 analytically continues the 4 by 4 \(S^{(1,MJ)}\) matrix for \(E > -\eta^2 E_r\) to the \(E < -\eta^2 E_r\) energy region and then partitions off the 2 by 2 \(S^{(1,MJ)}_{oo}\) matrix. In both approaches, the partial cross sections are obtained from the 2 by 2 \(S^{(1,MJ)}_{oo}\) matrix.

Approach 1 follows the logic of Ref. [52], which discusses multi-channel scattering in the absence of spin-orbit coupling. Since branch \(B\) is closed in the energy region \(-E_r < E < -\eta^2 E_r\), \(\tilde{k}_{B+}\) and \(\tilde{k}_{B-}\) are imaginary. This motivates us to write \(\tilde{k}_{B+} = ik^* - \eta k_{so}\) and \(\tilde{k}_{B-} = -ik^* - \eta k_{so}\), with \(k^*\) real and \(k^*\) greater than zero. To ensure that the last two columns of \(N^{(1,MJ)}(r)\) decay exponentially, we replace the \(n_j(\tilde{k}_{B+}, r)\) in the third column of \(N^{(1,MJ)}(r)\) by \(-n_j(\tilde{k}_{B+}, r)\) and the \(n_j(\tilde{k}_{B-}, r)\) in the fourth column of \(N^{(1,MJ)}(r)\) by \(-n_j(\tilde{k}_{B-}, r)\) to determine the corresponding \(K^{(1,MJ)}\) matrix, as given in Eq. (50), and the modified \(\Lambda^{(1,MJ)}(r)\) into Eq. (52). Matching the resulting \(\Psi^{(1,MJ)}(r)\) to the \(s-, p-, d-\) wave boundary conditions at \(r = 0\), we obtain a modified 4 by 4 \(K^{(1,MJ)}\) matrix applicable to the energy regime \(-E_r < E < -\eta^2 E_r\). Dividing this matrix into the open-open sub-block \(K^{(1,MJ)}_{oo}\), the closed-closed sub-block \(K^{(1,MJ)}_{cc}\), the open-closed sub-block \(K^{(1,MJ)}_{oc}\), and the closed-open sub-block \(K^{(1,MJ)}_{co}\), we have

\[
K^{(1,MJ)} = \begin{bmatrix} K^{(1,MJ)}_{oo} & K^{(1,MJ)}_{oc} \\ K^{(1,MJ)}_{co} & K^{(1,MJ)}_{cc} \end{bmatrix}, \tag{54}
\]

where the open-open block \(K^{(1,MJ)}_{oo}\) reads

\[
K^{(1,MJ)}_{oo} = \frac{-a_{eff}}{k_{A+} - k_{A-}} \begin{bmatrix} \frac{k_{A+}^2}{k_{A+}} & \tilde{k}_{A+} \\ \tilde{k}_{A+} & \frac{k_{A-}^2}{k_{A-}} \end{bmatrix} \tag{55}
\]

with

\[
a_{eff} = \frac{a_s k^*}{3k^* + 2a_s \left[ (\eta k_{so})^2 - (k^*)^2 \right]} \tag{56}
\]

Interestingly, Eq. (55) is identical to Eq. (43) with \(a_s\) replaced by \(a_{eff}\). The quantity \(a_{eff}\) can thus be interpreted as an effective scattering length, which is modified by the states in the closed branch \(B\), that describes the scattering between the states in branch \(A\). The \(S^{(1,MJ)}_{oo}\) matrix is obtained using Eq. (28) with \(K^{(1,MJ)}\) replaced by \(K^{(1,MJ)}_{oo}\). Last, the partial cross sections \(\sigma_{11}, \sigma_{12}, \sigma_{21}\), and \(\sigma_{22}\) for \(-E_r \leq E < -\eta^2 E_r\) are obtained using Eq. (38) with \(S^{(1,MJ)}\) replaced by \(S^{(1,MJ)}_{oo}\).

Approach 2 is based on analytic continuation. While this approach may be more intuitive to some readers, we note that the approach may be impractical for numerical calculations that propagate the logarithmic derivative matrix. Approach 2 takes the 4 by 4 \(S^{(1,MJ)}\) matrix for \(E > -\eta^2 E_r\) and replaces \(k_{B+}\) and \(k_{B-}\) by \(k^* - \eta k_{so}\) and \(-k^* - \eta k_{so}\), where \(k^*\) is real and greater than zero. These replacements guarantee that the outgoing solutions \(\psi_B^{(1,MJ)}(\tilde{k}_{B+}, r)\) and \(\psi_B^{(1,MJ)}(\tilde{k}_{B-}, r)\) decay exponentially for \(E < -\eta^2 E_r\). We then divide \(S^{(1,MJ)}\) into the open-open sub-block \(S^{(1,MJ)}_{oo}\), the closed-closed sub-block \(S^{(1,MJ)}_{cc}\), the open-closed sub-block \(S^{(1,MJ)}_{oc}\), and the closed-open sub-block \(S^{(1,MJ)}_{co}\).

\[
S^{(1,MJ)} = \begin{bmatrix} S^{(1,MJ)}_{oo} & S^{(1,MJ)}_{oc} \\ S^{(1,MJ)}_{co} & S^{(1,MJ)}_{cc} \end{bmatrix} \tag{57}
\]

The \(S^{(1,MJ)}_{oo}\) matrix obtained from approach 2 agrees, as it should, with that obtained from approach 1.

We first analyze the scattering between branch \(A\) states, i.e., we analyze the partial cross sections \(\sigma_{ij}\) with \(j, l\) equal to 1 and 2. The threshold behavior is obtained by Taylor expanding \(\sigma_{11} = \sigma_{21}\) and \(\sigma_{12} = \sigma_{22}\) around \(E = -\eta^2 E_r\) (this is the energy where branch \(B\) becomes closed) and \(E = -E_r\) (this is the lowest scattering threshold). Table III shows the leading and sub-leading terms for \(\eta \neq 0\) (columns 2-4) and \(\eta = 0\) (columns 5-7). It can be seen that the sub-leading term of \(\sigma_{jl}\) behaves differently for \(E \to (-\eta^2 E_r)^+\) and \(E \to (-\eta^2 E_r)^-\). This “asymmetric” behavior is exemplarily shown in Fig. 3 for \(\sigma_{13} k_{so}^2\) for \(a_s k_{so} = 1\) (circles) and \(a_s k_{so} = -1\) (solid lines). The scattering threshold is equal to \(-E_r/4\) for \(\eta = 1/2\) [see Fig. 3(a)] and equal to 0 for \(\eta = 0\) [see Fig. 3(b)]. Figure 3 also illustrates another important aspect. The partial wave cross section \(\sigma_{12}\) is independent of the sign of the scattering length \(a_s\) for \(E > -\eta^2 E_r\) if \(\eta^2 E_r\) is finite and for \(E > 0\) if \(\eta = 0\). The sign of the scattering length does, however, enter into the partial cross section expressions below these energies. The same holds true for \(\sigma_{11} = \sigma_{21}\). This results from the fact that the partial cross sections \(\sigma_{jl}\) (\(j, l = 1\) and 2) depend on \(a_s^2\) for \(E > -\eta^2 E_r\) and on \(a_{eff}^2\) for \(E < -\eta^2 E_r\). While \(a_s^2\) is independent of the sign of \(a_s\), \(a_{eff}^2\) depends on the sign of \(a_s\) [see Eq. (56)]. This behavior should be contrasted with the usual s-wave case, where the cross section is independent of the sign of the s-wave scattering length for all positive energies, implying that cross section measurements can only be used to deduce the magnitude of the scattering length but not the sign. Another aspect illustrated by Fig. 3 is that \(\sigma_{12}\) vanishes at \(E = -\eta^2 E_r\) for \(\eta = 1/2\) and is finite for \(\eta = 0\). This can be understood by evaluating \(a_{eff}\), Eq. (56), for \(E = -\eta^2 E_r\) (\(k^* = 0\)). For \(\eta \neq 0\) and \(E = -\eta^2 E_r\), \(a_{eff}\) is equal to zero, implying that the partial cross sections for branch \(A\) vanish at this energy. For \(\eta = 0\) and \(E = 0\), \(a_{eff}\) is equal to \(a_s/3\), implying that the partial cross sections for branch \(A\) are finite. The partial wave cross sections \(\sigma_{jl}\) with \(j, l\) equal to 1 and 2 approach \(2\pi/k_{so}\) at the lowest scattering threshold, i.e., at \(E = -E_r\) (see Fig. 3 and columns 4 and 7 of
the limit is taken from above (positive side) while the superscript \( + \) indicates that it is taken from below (negative side).

The coefficients \( c_1, c_2, \ldots \) for vanishing and finite \( \eta \) are independent of \( a_s \). The sub-leading term is as in Table II and \( \eta \) is equal to \( \sqrt{|E/E_r + \eta^2|} \).

Table III. Behavior of the partial cross sections for two particles with unequal masses (\( \eta \neq 0 \)) and equal masses (\( \eta = 0 \)) in the \((J, M_J) = (1, M_J)\) channels; this table considers scattering processes within branch A. The superscript \( + \) indicates that the limit \( \eta \rightarrow \infty \) while the superscript \( - \) indicates that it is taken from below (negative side).

The coefficients \( c_{11}, c_{12}, \ldots \) for \( \eta \neq 0 \), which are reported in Appendix A, depend on \( a_s \). In contrast, the coefficients \( d_{11}, d_{12}, \ldots \) for \( \eta = 0 \), which are also reported in Appendix A, depend on \( a_s^2 \).

The red solid curves correspond to \( a_s k_{so} = -1 \) and the circles to \( a_s k_{so} = 1 \). For \( E \leq -\eta^2 E_r \), the partial cross section is independent of the sign of the \( s \)-wave scattering length, i.e., the solid curves and the circles coincide. For \( -E_r < E < -\eta^2 E_r \), in contrast, the partial cross section depends on the sign of \( a_s \). The inset in panel (a) shows an enlargement of the \( E \approx -\eta^2 E_r \) region, demonstrating that the partial cross section changes continuously with energy.

Figure 4 highlights a number of other characteristics of the partial cross sections \( \sigma_{12} \) and \( \sigma_{11} \) in the vicinity of the threshold energies. For \( \eta \neq 0 \), the leading order term of \( \sigma_{11} \) in the vicinity of \( E = -\eta^2 E_r \) goes to zero linearly with \( |E + \eta^2 E_r| \), with a coefficient that is independent of \( a_s \). The sub-leading term of \( \sigma_{11} \) scales as \( |E + \eta^2 E_r|^{3/2} \) and is independent of \( a_s \) for \( E \rightarrow (-\eta^2 E_r)^+ \) but dependent on \( a_s \) for \( E \rightarrow (-\eta^2 E_r)^- \). This implies that \( \sigma_{11} \) depends very weakly on \( a_s \) for \( E \rightarrow (-\eta^2 E_r)^+ \) and comparatively strongly on \( a_s \) for \( E \rightarrow (-\eta^2 E_r)^- \). This discussion explains the asymmetry of the partial cross section \( \sigma_{11} \) in the vicinity of \( E = -\eta^2 E_r \) in Fig. 4(a).

For \( \eta = 0 \), in contrast, the leading order term of \( \sigma_{11} \) in the vicinity of \( E = 0 \) goes to zero quadratically with \( E \), with a coefficient that depends on \( a_s \) for \( E < 0 \) and on \( |a_s| \) for \( E > 0 \) [see Fig. 4(c)]. Figures 4(b) and 4(d) show the threshold behavior of \( \sigma_{12} \) for \( \eta = 1/2 \) and \( \eta = 0 \), respectively, in the vicinity of \( E = -E_r \) for \( a_s k_{so} = 50 \), 0.6 and 0.3 (see the labels in the figure). These figures illustrate the dependence of the partial cross section on \( a_s k_{so} \).

Next, we analyze the partial cross sections \( \sigma_{33}, \sigma_{34}, \sigma_{43}, \) and \( \sigma_{44} \), which describe the scattering between states in branch B. We Taylor expand \( \sigma_{33} = \sigma_{34} \) and \( \sigma_{43} = \sigma_{44} \) for \( \eta > 0 \) around \( E = -\eta^2 E_r \) (see column 2 of Table IV).

Since branch B is closed below \( E = -\eta^2 E_r \), the Taylor series is only applicable to the energy regime \( E \geq -\eta^2 E_r \). For \( \eta \neq 0 \), \( \sigma_{33} = \sigma_{34} \) and \( \sigma_{43} = \sigma_{44} \) approach the constant \( 2\pi/(\eta^2 k_{so}^2) \) (at this threshold all other partial cross sections go to zero, provided \( \eta \) is greater than 0; see Tables III-VI). Figures 5(a) and 5(b) show \( \sigma_{33} \) and \( \sigma_{34} \), respectively, in the vicinity of \( E = -\eta^2 E_r \) for \( \eta = 1/2 \) and three different \(|a_s k_{so}|\) combinations, i.e., \(|a_s k_{so}| = 50, 0.6, \) and 0.3. To obtain the threshold behavior for \( \eta = 0 \), we set \( \eta \) to 0 and Taylor expand \( \sigma_{33} = \sigma_{34} \) and \( \sigma_{43} = \sigma_{44} \) around \( E = 0 \). The resulting leading-order terms (see column 3 of Table IV) are equal to each other and depend on \( a_s^2 \). In fact, all four partial cross sections \( \sigma_{33}, \sigma_{34}, \sigma_{43}, \) and \( \sigma_{44} \) coincide for all positive energies. Figure 5(c) shows \( \sigma_{33} = \sigma_{34} \) for \( \eta = 0 \) with \(|a_s k_{so}| = 50 \) and 1.

Next, we analyze the partial cross sections \( \sigma_{12}, \sigma_{13}, \sigma_{22}, \sigma_{23}, \sigma_{24}, \sigma_{34}, \) and \( \sigma_{44} \), which describe scattering processes from states in branch A to states in branch B. Taylor expand-

\[
\begin{align*}
\sigma_{11} k_{so}^2 &= \sigma_{21} k_{so}^2 = c_{11}^0 y^2 + c_{11}^{(1+)} y^3 + c_{11}^{(1-)} y^4 / (a_s k_{so}) \\
\sigma_{12} k_{so}^2 &= \sigma_{22} k_{so}^2 = c_{12}^0 y^2 + c_{12}^{(1+)} y^3 + c_{12}^{(1-)} y^4 / (a_s k_{so}) \\
\sigma_{13} k_{so}^2 &= \sigma_{23} k_{so}^2 = c_{13}^0 y^2 + c_{13}^{(1+)} y^3 + c_{13}^{(1-)} y^4 / (a_s k_{so}) \\
\sigma_{14} k_{so}^2 &= \sigma_{24} k_{so}^2 = c_{14}^0 y^2 + c_{14}^{(1+)} y^3 + c_{14}^{(1-)} y^4 / (a_s k_{so})
\end{align*}
\]
and depends quadratically on $a$ and $M$, but only depends linearly on $J$.

Table V). The prefactor is independent of $\sigma$ and $6(b)$ illustrate the threshold behavior of the partial cross sections for $(a)$ and $(b)$ unequal masses ($\eta = 1/2$), and $(c)$ and $(d)$ equal masses ($\eta = 0$); this figure considers scattering processes within branch A. Panel (a) shows $\sigma_{12}^k = \sigma_{21}^k$ in the vicinity of $E = -\eta^2 E_r$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 0.6$ (dashed line), and $a_2 k_{i0} = -0.6$ (circles). Panel (b) shows $\sigma_{12}^k = \sigma_{22}^k$ in the vicinity of $E = -E_r$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 0.6$ (dashed line), and $a_2 k_{i0} = 0.3$ (dotted line). Panel (c) shows $\sigma_{11}^k = \sigma_{21}^k = \sigma_{22}^k$ in the vicinity of $E = 0$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 1$ (dashed line), and $a_2 k_{i0} = -1$ (circles). Panel (d) shows $\sigma_{12}^k = \sigma_{22}^k$ in the vicinity of $E = -E_r$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 0.6$ (dashed line), and $a_2 k_{i0} = 0.3$ (dotted line).

FIG. 4: (Color online) Partial cross sections, in units of $1/k_{i0}^2$, for the $(J,M) = (1, M)$ channels as a function of the energy $E$ for $(a)$ and $(b)$ unequal masses ($\eta = 1/2$), and $(c)$ and $(d)$ equal masses ($\eta = 0$); this figure considers scattering processes within branch A. Panel (a) shows $\sigma_{12}^k = \sigma_{21}^k$ in the vicinity of $E = -\eta^2 E_r$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 0.6$ (dashed line), and $a_2 k_{i0} = -0.6$ (circles). Panel (b) shows $\sigma_{12}^k = \sigma_{22}^k$ in the vicinity of $E = -E_r$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 0.6$ (dashed line), and $a_2 k_{i0} = 0.3$ (dotted line). Panel (c) shows $\sigma_{11}^k = \sigma_{21}^k = \sigma_{22}^k$ in the vicinity of $E = 0$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 1$ (dashed line), and $a_2 k_{i0} = -1$ (circles). Panel (d) shows $\sigma_{12}^k = \sigma_{22}^k$ in the vicinity of $E = -E_r$ for $|a_2 k_{i0}| = 50$ (solid line), $a_2 k_{i0} = 0.6$ (dashed line), and $a_2 k_{i0} = 0.3$ (dotted line).

Finally, we analyze the partial cross sections $\sigma_{31}$, $\sigma_{32}$, and $\sigma_{42}$, which describe scattering processes from states in branch B to states in branch A. Taylor expanding $\sigma_{31} = \sigma_{41}$ and $\sigma_{32} = \sigma_{42}$ around $E = -\eta^2 E_r$ ($\eta \neq 0$; see Table V). The prefactor is independent of $a_2$ for $\eta \neq 0$, and depends quadratically on $a_2$ for $\eta = 0$. Figures 7(a) and 7(b) illustrate the threshold behaviors for $\sigma_{31}$ and $\sigma_{32}$, respectively, in the vicinity of $E = -\eta^2 E_r$ for $|a_2 k_{i0}| = 50, 0.6, 0.3$. Close to $-\eta^2 E_r$, the leading term dominates and all three curves coincide approximately. For $\eta = 0$, $\sigma_{31} = \sigma_{41}$ goes to zero at the $E = 0$ threshold, with the leading order term depending on $a_2^2$, while $\sigma_{32} = \sigma_{42}$ diverges as
$\frac{1}{\sqrt{E}}$, with the leading order term depending on $a_s^2$. We note that an analogous divergent behavior of a subset of the partial cross sections has been predicted for a spin-1 system with spin-orbit coupling [37].

As in Sec. III, we diagonalize the $K(1,M_J)$ matrix for $E \geq -\eta^2 E_r$ and the $K_{so}$ matrix for $E < -\eta^2 E_r$, and transform to the rotated or standing wave basis. For $E \geq -\eta^2 E_r$, we find that three of the eigenvalues of $K(1,M_J)$ are zero. If we had used a pseudo-potential that accounts not only for $s$-wave interactions but also for higher partial wave interactions, these eigenvalues would not be zero. The fourth eigenvalue reads

$$
\tan \delta_{\text{eff},1} = - \frac{a_s k_{so}}{3} \left[ \left( \frac{E}{E_r} + 1 \right)^{\frac{1}{2}} + \left( \frac{E}{E_r} + 1 \right)^{-\frac{1}{2}} \right] + 2 \left( \frac{E}{E_r} + \eta^2 \right)^{\frac{1}{2}} + 2 \eta^2 \left( \frac{E}{E_r} + \eta^2 \right)^{-\frac{1}{2}}
$$

Equation (58) shows that the threshold behavior around $-\eta^2 E_r$ depends strongly on $\eta$. For $\eta = 0$, the last term in square bracket in Eq. (58) vanishes and $\tan \delta_{\text{eff},1}$ behaves like $-2a_s k_{so}(1 + \sqrt{E/E_r})/3$ in the vicinity of $E = 0$.

| $E \rightarrow (-\eta^2 E_r)^+$ | $E \rightarrow 0^+$ |
|---|---|
| $\eta, a_s \neq 0$ | $\eta = 0, a_s \neq 0$ |
| $\sigma_{13}^2 k_{so} = \sigma_{23}^2 k_{so}$ | $c_{13}^0 y$ |
| $\sigma_{14} k_{so} = \sigma_{24} k_{so}$ | $c_{14}^0 y$ |

TABLE VI: Behavior of the partial cross sections for two particles with unequal masses ($\eta \neq 0$) and equal masses ($\eta = 0$) in the $(J, M_J) = (1, M_J)$ channels in the vicinity of the energy where branch B becomes closed; this table considers scattering processes from branch A to branch B. The coefficients $c_{13}^0$ and $c_{14}^0$ for $\eta \neq 0$, which are reported in Appendix A, are independent of $a_s$. In contrast, the coefficients $d_{13}^0$ and $d_{14}^0$ for $\eta = 0$, which are also reported in Appendix A, depend on $a_s^2$. |
This implies that the partial cross sections depend on \( a_s \).

For \( \eta \neq 0 \), the last term in square bracket in Eq. (58), which behaves like a one-dimensional system, dominates (in fact, it diverges). Correspondingly, the partial cross sections are independent of \( a_s \) as \( E \to (-\eta^2E_r)^+ \).

For \( E < -\eta^2E_r \), we find that one of the eigenvalues of \( K_{so}^{(1,M_f)} \) is zero while the other reads

\[
\tan \delta_{\text{eff},2}^s = -a_0 k_{so} \left[ \left( \frac{E}{E_r} + 1 \right)^{1/2} + \left( \frac{E}{E_r} + 1 \right)^{-1/2} \right] \quad (59)
\]

Equation (59) shows that near the lowest scattering threshold (\( E = -E_r \)), the tangent of the phase shift is approximately proportional to the density of states of a one-dimensional system for both \( \eta \neq 0 \) and \( \eta = 0 \) (i.e., the second term in the square bracket dominates as \( E \to -E_r \)). This is similar to what we found in Sec. III for the \((J,M_f) = (0,0)\) channel. For \( E = -E_r \), the tangent of the phase shift diverges and the partial cross sections are independent of \( a_s \).

This section discussed the scattering processes within branch A (see Figs. 3 and 4 and Table III), within branch B (see Fig. 5 and Table IV), from branch A to branch B (see Fig. 6 and Table V), and from branch B to branch A (see Fig. 7 and Table VI) for the \((J,M_f) = (1,M_f)\) channels. As a means of summarizing, we consider the limiting values of the cross section matrices at the scattering thresholds. At the lowest scattering threshold \((E = -E_r)\), the cross section matrix approaches, regardless of the mass ratio,

\[
\sigma \xrightarrow{E=0^+} \begin{bmatrix}
0^4(c) & 0^5(0) & 0^6(c) & 0^6(c) \\
0^4(c) & 0^5(0) & 0^6(c) & 0^6(c) \\
0^7(c) & 0^7(c) & 0^7(d) & 0^7(d) \\
0^7(c) & 0^7(c) & 0^7(d) & 0^7(d)
\end{bmatrix} \quad (61)
\]

For equal masses, the behavior of \( \sigma_{12} \) is shown in Figs. 3(b) and 4(d). For unequal masses, the behavior of \( \sigma_{12} \) is shown in Figs. 3(a) and 4(b). As already discussed, the mass ratio provides a means to tune the scattering threshold at which branch B becomes closed and, subsequently, to tune the threshold behavior. For equal masses, branch B becomes closed at \( E = 0 \) and we have

\[
\sigma \xrightarrow{E=-\eta^2E_r} \begin{bmatrix}
0^4(a) & 0^4(a) & 0^6(a) & 0^6(a) \\
0^4(a) & 0^4(a) & 0^6(a) & 0^6(a) \\
0^7(a) & 0^7(a) & 0^7(b) & 0^7(b) \\
0^7(a) & 0^7(a) & 0^7(b) & 0^7(b)
\end{bmatrix} \quad (62)
\]

In Eqs. (61) and (62), the superscript indicates the figure number in which the corresponding cross section is shown (e.g., the entry "04(a)" in Eq. (62) says that \( \sigma_{11} \) is equal to zero at \( E = -\eta^2E_r \) and that this behavior can be seen...
in Fig. 4(a)]. Comparison of Eqs. (61) and (62) shows that the threshold behavior is significantly impacted by the mass ratio.

To determine the bound state energies \( E_{\text{bound}}^{(1,M_J)} \) for the \((J,M_J) = (1,M_J)\) channels, we analyze the poles of the \( S^{(1,M_J)} \) matrix. The bound state energy \( E_{\text{bound}} \) is determined by the roots of the equation

\[
\tan \delta_{\text{eff},1} = -1. \tag{63}
\]

Since \( S_{oo}^{(1,M_J)} \) is a sub-matrix of \( S^{(1,M_J)} \), the poles of \( S_{oo}^{(1,M_J)} \) are also poles of \( S^{(1,M_J)} \). The equation \( \tan \delta_{\text{eff},2} = -1 \) yields the same result for the bound state energy. In the weak-binding limit, i.e., for \( 1/\alpha_s \to -\infty \), the bound state energy approaches \((-1 + a_s^2 k_{so}^2/9)E_r\). In the strong-binding limit, i.e., for \( 1/\alpha_s \to +\infty \), the bound state energy approaches \(-\hbar^2/(2\mu a_s^2) - (1 + 2\eta^2)E_r\). The solid, dashed and dotted lines in Fig. 8 show \( E_{\text{bound}}^{(1,M_J)}/E_r \), \( E_{\text{bound}}^{(1,M_J)} < -E_r \), as a function of \( 1/(\alpha_s k_{so}) \) for \( \eta = 0 \), \( 1/2 \) and 1, respectively. For all \( \eta \), there exists a single two-body bound state for all \( \alpha_s \). For fixed \( \alpha_s k_{so} \), \( E_{\text{bound}}^{(1,M_J)} \) becomes more negative as \( \eta \) increases from 0 to 1. For \( \eta = 1 \), \( E_{\text{bound}}^{(1,M_J)} \) is identical to \( E_{\text{bound}}^{(0,0)} \) since \( \tan \delta_{\text{eff},1}, \) Eq. (58), agrees with \( \tan \delta_{\text{eff},1}, \) Eq. (46), in this case.

V. CONCLUSION

This paper developed—building on the formulations presented in Refs. [36, 37] for positive energies—a scattering framework for two particles with isotropic spin-orbit coupling applicable to all energies. Inspired by the usual partial wave decomposition for systems without spin-orbit coupling, Refs. [36, 37] derived solutions using the magnitude of the wave number \( k \). Since the derivative of the single particle energies with respect to \( k \) for systems with isotropic spin-orbit coupling shows a discontinuity at vanishing energy [see Fig. 1(a)], the extension of the framework developed in Refs. [36, 37] to negative energies is not entirely straightforward. One approach would be to obtain solutions for the various energy regions separately and then match the solutions. Alternatively, and this is the route pursued in this paper, one might seek solutions that apply to all energy regions. To this end, we replaced \( k \) by \( \bar{k} \), \( \bar{k} = h_{\text{rel}}k \), and defined single-particle energies whose derivative with respect to \( \bar{k} \) is continuous for all energies [see Figs. 1(b) and 1(c)]. Our formulation allows us to treat the various scattering thresholds and energy variations across these thresholds using standard coupled-channel formulations. Specifically, this opens the door for calculating energy-dependent or thermally averaged scattering cross sections by making modifications to existing propagation based scattering codes.

We applied our framework to the \((J,M_J) = (0,0)\) and \((J,M_J) = (1,M_J)\) channels for two particles, with equal or unequal masses, interacting through the zero-range s-wave pseudo-potential. Assuming s-wave contact interactions, the \( J = 0 \) and 1 channels are the only channels affected by the two-body interactions, i.e., the behavior of the \( J = 2, 3, \ldots \) channels is independent of \( \alpha_s \). If we, e.g., take the state \( |\bar{k}, \theta_k, \phi_k\rangle_A \) as our initial state, the population of the \( J = 1 \) partial wave channels is three times higher than that of the \( J = 0 \) partial wave channel. If we take an equal mixture of \( |\bar{k}, \theta_k, \phi_k\rangle_A \) and \( |\bar{k}, \theta_k, \phi_k\rangle_B \) as our initial state, then the population of the \( J = 1 \) partial wave channels is six times higher than that of the \( J = 0 \) partial wave channel. While this paper did not report total cross sections, the above statements give a feeling for how to convert the partial wave cross sections presented in this paper to total cross sections.

We obtained closed analytical expressions applicable to all energies for the partial wave cross sections. The behavior of the partial cross sections was analyzed in detail near the scattering thresholds. Particular attention was paid to the scattering thresholds located at negative energies and simple analytical results were reported for the limiting behaviors. While our results were obtained for a specific functional form of the spin-orbit coupling and specific scattering channels, we believe that our study points toward more general characteristics of two-body scattering in the presence of spin-orbit coupling. First, the partial cross sections for scattering between states corresponding to a branch that becomes closed at a particular negative energy scattering threshold are—at the scattering threshold—indeed of the s-wave scattering length \( a_s \) and fully determined by the spin-orbit coupling strength \( k_{so} \). This universal behavior can be interpreted as being a consequence of an effective dimensionality reduction near the scattering thresholds. At
the lowest scattering threshold, all partial wave cross sections, and hence also the total cross section, are independent of \( a_s \). Second, the mass ratio dependence of the results in the \((J, M_J) = (1, M_J)\) channels points toward an interesting tunability of few- and many-body properties of mass imbalanced systems. It is easily recognized that the scattering threshold where branch B becomes closed depends on the mass ratio. Since a subset of the partial cross sections vanishes at this threshold, different mass ratios should result in different energy dependent cross sections. Moreover, the two-body binding energy was found to depend on the mass ratio.

The present paper suggests a variety of follow-up studies. Most immediately, it would be interesting to extend our theoretical framework to systems with finite total momentum or with other types of spin-orbit coupling. Moreover, it would be interesting to incorporate the formulation presented in this paper into a two-body scattering code and to investigate the influence of two-body van der Waals physics on scattering observables in the presence of spin-orbit coupling. Looking further ahead, extending the scattering framework to three particles with spin-orbit coupling would be a major step forward.
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**Appendix A: Coefficients that describe the threshold behavior of the \((J, M_J) = (1, M_J)\) channel**

In the following we report explicit expressions for the coefficients introduced in Table III:

\[ c_{12}^{(0)} = \frac{\pi}{2(1 - \eta^2)(1 - \sqrt{1 - \eta^2})^2}. \]  
(A4)

\[ c_{12}^{(1+)} = \frac{\eta^2 - 2}{\eta^2(1 - \eta^2)^{1/2}} c_{12}^{(0)}, \]  
(A5)

\[ c_{12}^{(1-)} = \frac{3}{\eta^2} c_{12}^{(0)}, \]  
(A6)

\[ d_{11}^{(0)} = \frac{\pi a_s^2 k_{so}^2}{2(9 + 4a_s^2 k_{so}^2)}, \]  
(A7)

\[ d_{11}^{(1)} = \frac{16}{\pi} (d_{11}^{(0)})^2, \]  
(A8)

\[ d_{12}^{(0)} = 16d_{11}^{(0)}, \]  
(A9)

and

\[ d_{12}^{(1)} = -\frac{1}{\pi} (d_{12}^{(0)})^2. \]  
(A10)

In the following we report explicit expressions for the coefficients introduced in Table V:

\[ c_{13}^{(0)} = c_{14}^{(0)} = \frac{\pi}{\eta^2 \sqrt{1 - \eta^2}} \]  
(A11)

and

\[ d_{13}^{(0)} = d_{14}^{(0)} = \frac{4\pi a_s^2 k_{so}^2}{9 + 4a_s^2 k_{so}^2}. \]  
(A12)

In the following we report explicit expressions for the coefficients introduced in Table VI:

\[ c_{31}^{(0)} = 2\sqrt{1 - \eta^2} c_{11}^{(0)}, \]  
(A13)

\[ c_{32}^{(0)} = 2\sqrt{1 - \eta^2} c_{12}^{(0)}, \]  
(A14)

\[ d_{31}^{(0)} = \frac{1}{4} d_{13}^{(0)}, \]  
(A15)

and

\[ d_{32}^{(0)} = 4d_{13}^{(0)}. \]  
(A16)
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