Electric-field control of interfering transport pathways in a single-molecule anthraquinone transistor
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Abstract

It is understood that molecular conjugation plays an important role in charge transport through single-molecule junctions. Here, we investigate electron transport through an anthraquinone based single-molecule three-terminal device. With the use of an electric-field induced by a gate electrode, the molecule is reduced resulting into a ten-fold increase in the
off-resonant differential conductance. Theoretical calculations link the change in differential conductance to a reduction-induced change in conjugation, thereby lifting destructive interference of transport pathways.

Electric-field control by a gate electrode is a promising route to manipulate charge transport through single molecules. Detailed spectroscopy as a function of bias and gate voltage is possible, enabling the systematic study of electron transport through single-molecule junctions; examples of which are Coulomb blockade, the Kondo effect, vibrational excitations and electronic excitations. All these experiments can be essentially understood by considering transport channels through individual orbitals. In some molecules, however, transport may involve more than one orbital at the same time, possibly leading to interfering pathways; changing the occupancy can then induce dramatic changes in the conductance. In quinone-type molecules, this phenomenon is traditionally understood as a change in the conjugation of the pi-electron system (see figure 1a). Transport experiments in which the occupancy is changed have been performed at room-temperature in solution using electro-chemical setups, however these lack the direct electric-field control which can be attained with a gate electrode in solid-state devices.

We investigate the effect of the electric-field on charge transport through a molecule with an anthraquinone core (AQ). The molecule has spacers terminated by sulfur groups for binding to gold electrodes. The neutral molecule is shown in figure 1a together with its first two reduced states. It is designed as a redox switch, where the neutral state is in a cross-conjugated form and the twice-reduced state has a linear conjugation. It is shown that these two reductions of AQ are reversible and change the electronic structure of the molecule. Furthermore, the occurrence of quantum interference in AQ and its functioning as a redox switch have been investigated theoretically. On the experimental side conducting force microscopy, eutectic Ga-In top contacting and mechanically controlled break-junctions have shown that AQ has a suppressed conductance, which is linked to its cross-conjugation. However, in-situ switching of the conjugation as a function of electric-field has not yet been reported. Here we study AQ in a solid-state three-terminal device and demonstrate electric-field switching of molecular conjugation.
Figure 1: a) Anthraquinone with thiolated spacers. The neutral molecule can be reversibly reduced in two steps, thereby changing the conjugation from cross-conjugation (top) to linear conjugation (bottom). b) Scanning electron microscope image of a break junction on top of an aluminium gate electrode prior to electromigration; scale bar indicates 250 nm.

To create three-terminal metal/molecule/metal junctions, gold wires are deposited on top of an oxidized aluminium gate; the result is shown in figure 1b. On a silicon chip 22 of such junctions are typically fabricated. A solution of dichloromethane with a concentration of 0.1 mM of AQ is then deposited on the chip. In this solution and at room-temperature, the gold wire is controllably thinned down by electromigration until its resistance is about 5 KΩ. Subsequently, the gold wires are left to self-brake until the resistance of the junction is between 100 KΩ and 1 MΩ; this takes one to two hours depending on the thickness of the gold wire. To prepare for cool-down, the sample space is pumped down, evaporating the dichloromethane. The chip is then cooled to 4 K in a liquid helium dewar. Measurements are performed by applying a voltage on the gate electrode and across the source electrodes while measuring the current at the drain. The experimental system possesses a heater-resistor and a 1K pot, which makes temperature-dependent measurements possible.

In this paper, we discuss five different junctions that show a pronounced charge-state dependence of the off-resonant differential conductance. Figure 2a shows the differential conductance map as a function of bias (V) and gate (V_g) voltage of one of the five junctions. In this sample (which we will call sample A from now on) two slanted lines cross at V_g = -2.1 V. The two
Figure 2: Bias and gate voltage dependent measurement of sample A at 2.9 K. a) Numerical derivative (dI/dV) of the current as a function of bias (V) and gate (V_g) voltage. Two charge-states are present (labelled N and N+1) and the on-resonant transport regime is indicated by the two red triangles (labelled SET). On the left the off-resonant differential conductance is low, as indicated by the black color. On the right, the red/yellow colors represents a much higher off-resonant differential conductance in the adjacent charge-state. The blue and green arrows indicate the location of the IV traces in figure c). b) Blue line: differential conductance versus gate voltage at V = 0 mV. The red dashed line is a Gaussian function with an electronic coupling, Γ, of 1.2 meV. c) Current versus bias voltage at the two different gate voltages shown by the arrows in figure a). The inset shows the corresponding differential conductance. The differential conductance of the trace at V_g = -2.5 V is multiplied by 10.
red-coloured triangles originating from this crossing point indicate areas in which transport is dominated by resonant single electron tunnelling (SET). In the regions left and right of the vertical pair of triangles, transport is off-resonant involving higher-order co-tunnel processes. The regions of off-resonant transport left and right of the resonance differ in charge by one electron on the molecule; as denoted by the transition from N to N+1, where N is the excess charge on the molecule, with the most likely scenario N=0 (see also below). Comparing the differential conductance of the charge-states, it can be clearly seen that the level of differential conductance in the right charge-state is about an order of magnitude higher than that of the left charge-state.

The differential conductance as a function of gate voltage at zero bias is shown in figure 2b and clearly shows the difference in off-resonant differential conductance between the two charge-states. At gate voltages below $V_g = -2.1$ V the differential conductance is around $G = 0.27$ µS. Increasing the gate voltage above $V_g = -2$ V, the differential conductance increases to about $G = 2.5$ µS far from the resonance (see figure S4a in the supplementary information). The peak near $V_g = -2$ V is due to resonant transport. It is striking to see that the resonance itself is strongly asymmetric, contrary from what would be expected from usual quantum dot theory\textsuperscript{21,22}. The left side of the resonance follows a Gaussian line-shape (red dashed line in fig 2b), but the right side deviates strongly from the Gaussian line-shape. For the other samples an asymmetry is also found, albeit less pronounced (see supplementary information).

Figure 2c shows two current-voltage characteristics taken in the left and right charge-state (blue and green arrows in figure 2a). The inset shows that at any bias voltage the differential conductance increase is more than an order of magnitude. Figure S1a in the supplementary info shows that the above described features persist even at higher bias voltages up to 40 mV.

The inset of figure 2c also shows the presence of excitations of a few meV in the off-resonant transport regime of both charge-states (the one in the N charge-state is not visible with the contrast settings used to obtain figure 2a). This observation of excitations in both off-resonant transport regimes (N and N+1), combined with the fact that excitations with the same energy are present in the resonant transport regime, supports the conclusion that the features in figure 2 are from
the same molecule (see figure S2 in the supporting information). This is further strengthened by figure S1b in the supporting info, which shows the emergence of a weak zero-bias peak in the right charge-state, indicative of Kondo physics associated with an unpaired electron. It suggests that by going from the left to the right charge-state, a single electron is added to the system which changes the occupation from even to odd. Since it is unlikely that many electrons can be put on a small molecule, we assign the even occupation to the neutral state (N=0) and the odd occupation to the singly reduced state.

Table 1: Off-resonant low-bias differential conductance in the N and N+1 charge-state for five different samples. The last column shows the difference in differential conductance between the two charge-states. All values are in µS. The off-resonant differential conductance is determined by fitting the left and right side of the N to N+1 resonance with a Lorentzian (Gaussian for sample A) and determining the offset conductance. For Sample A the N+1 differential conductance was estimated by determining the lowest value it reaches in the N+1 state.

| Sample | Differential conductance G(N) (µS) | Differential conductance G(N+1) (µS) | Differential conductance difference G(N+1)-G(N) (µS) |
|--------|-----------------------------------|-------------------------------------|-----------------------------------------------|
| A      | 0.27                              | 2.54                                | 2.27                                          |
| B      | 0.75                              | 2.14                                | 1.39                                          |
| C      | 0.27                              | 2.38                                | 2.11                                          |
| D      | 0.43                              | 2.71                                | 2.28                                          |
| E      | 6.98                              | 8.77                                | 1.79                                          |

Four other samples have also been identified which show a charge-state dependent increase of off-resonant transport when comparing adjacent charge-states. All these samples, including sample A, are shown in figure S4 and S5 in the supplementary information. Table 1 lists the conductance in the left charge-state and adjacent charge-state to the right (N to N+1 transition) for these five samples. It can be seen that the conductance increase is approximately the same for all junctions.

To further investigate sample A, the temperature dependence of the differential conductance versus gate voltage at V = 0 mV is shown in figure 3a. The figure shows that the resonance widens as the temperature is increased whereas the off-resonant differential conductance remains almost the same. It should be noted that the asymmetric shape persists for all temperatures. Figure 3b
Figure 3: Temperature dependence and switching of sample A. a) Temperature dependence of the differential conductance versus gate at V = 0 mV. Gate is multiplied with $\alpha = 25$ mV/V, so that the x-axis represents energy scale in meV. b) Log-plot of the differential conductance as a function of temperature at two gate voltages. c) Broadening of the left and right side of the resonance as a function of temperature. Red dashed lines are linear fits to the data with broadening $= c_1 + c_2 * T$ where $c_1 = -0.006, c_2 = 0.01$ for the left side and $c_1 = 0.08, c_2 = 0.02$ for the right side. d) Conductance switching of the junction at 2.9 K. A square wave is applied on the gate electrode as input. The output is the source-drain current at V = 1 mV.
compares the off-resonant differential conductance in the two charge-states, showing a slight increase with temperature. This slight increase indicates that Kondo physics is not the main cause of the conduction increase in the right charge-state, as in that case a logarithmic decrease is expected. To quantify the widening of the resonance we have plotted in figure 3c the width of the left side at half maximum and the right side at 3/4th maximum of the resonance. The width on both sides of the resonance has a linear dependence with temperature. Linear dependence is expected when a life-time broadened resonance is temperature broadened by the Fermi function in the leads. It is interesting to note that the redox-induced conductance switching can be performed reversibly at speeds limited by the RC time of the set-up. Figure 3d shows the result when changing the gate voltage in a square-wave fashion on the time scale of seconds. In this experiment, the square wave signal on the gate was centered around the resonance gate voltage, and as the lower panel shows, it results in a square wave output signal. Figure S7 in the supplementary information shows a 10 Hz sine wave modulating the current output of the junction.

The difference in conductance between the N and N+1 charge-states resembles the transmissions obtained from theoretical calculations on molecules providing two interfering pathways for electrons. Quinone structures are examples of such structures. Indeed, these calculations invariably show a significant increase of the conductance upon reduction, even in the off-resonant regime when Coulomb blockade can be significant.

We have performed GW calculations for the pi-system of the central anthraquinone (AQ) and anthracene (AC) group with the Ohno parametrization for the Pariser-Par-Pople (PPP) hamiltonian. The GW implementation in the GPAW code was used, with the parameters $U = 11$ eV and $t = -2.5$ eV for the PPP Hamiltonian and $V = -10$ eV for the oxygen. Figure 4 shows the calculated transmission through the AQ and AC groups.

The transmission of the AQ group (figure 4a) clearly shows an increase in the off-resonant conductance upon reduction from the N to N+1 charge-state, both on the linear (lower panel) and logarithmic scale (upper panel). In addition, two interference dips can be identified in the N=0 charge-state indicative of destructive quantum interference.
Figure 4: Transmission of the anthraquinone and anthracene group, calculated using the GW method with Ohno parametrization\textsuperscript{26} (parameters taken from Pedersen\textsuperscript{31} and Roos and Skancke\textsuperscript{30}).

a) Transmission for the anthraquinone group. Top figure: Anthraquinone group, dashed lines are the entry and exit site for the transmission calculation. Middle figure: Transmission on a logarithmic scale. The N=0 and N=1 charge-states are identified and the dashed line marks the boundary between the charge-states i.e. it marks the position of the LUMO. The HOMO is visible at an energy of -4.5 eV. Bottom figure: Transmission on linear scale zoomed-in on the reduction (LUMO) peak.

b) Transmission of the anthracene group. Top figure: Anthracene group, dashed lines are the entry and exit site for the transmission calculation. Middle figure: Transmission on a logarithmic scale. The N=0 and N=1 charge-states are identified and the dashed line marks the boundary between the charge-states i.e. it marks the position of the LUMO. The HOMO is visible at an energy of -0.7 eV. Bottom figure: Transmission on linear scale zoomed-in on the reduction (LUMO) peak.
to come to a quantitative agreement in the field of molecular electronics, it is interesting to note that the experimental charge-state dependent differential conductance increase of approximately $1 \sim 2 \mu S$ (table I) is of the same order of magnitude as is present in the calculations (the increase in transmission is approximately $T = 0.01$, which corresponds to a conductance increase of $1 \mu S$).

An important question is whether indeed the quinone-character is responsible for the observed behaviour. To verify this, we also calculated the transmission for anthracene (figure 4b). This molecule, which lacks the oxygen stub-structures characteristic for quinone, shows a small decrease in the transmission upon reduction and lacks the quantum interference dip structure in the N=0 charge-state. This supports the conclusion that quantum interference is responsible for the charge-state dependent off-resonant differential conductance measured in the anthraquinone molecule.

Comparing the results for the device analysed in this paper and the four presented in the supplementary information shows that, in addition to the common feature of a conductance increase upon reduction, there is device-to-device variation. The explanation for such a variation can be found in the non-reproducibility of the coupling between molecules and electrodes, and in image charge effects. Calculations incorporating these effects are shown in the supporting info (figure S8).

To conclude, we have shown that when changing the electron occupation of an anthraquinone-based single-molecule junction the off-resonant differential conductance changes dramatically. This is accompanied with an asymmetric resonance between the two charge-states. Both effects are linked to an occupation dependent conjugation of anthraquinone; this is supported by GW calculations. This research thus realizes the in-situ change of conjugation in a solid-state single-molecule system and opens up the way to detailed experimental investigation of pi-conjugation based transport phenomena and interfering transport pathways in single molecules.
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