ON THE MAXIMUM OF COTANGENT SUMS RELATED TO THE RIEMANN HYPOTHESIS IN RATIONAL NUMBERS IN SHORT INTERVALS
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Abstract. Cotangent sums play a significant role in the Nyman-Beurling criterion for the Riemann Hypothesis. Here we investigate the maximum of the values of these cotangent sums over various sets of rational numbers in short intervals.
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1. Introduction

The subject of this paper, the cotangent sums

\[ c_0 \left( \frac{r}{b} \right) := - \sum_{m=1}^{b-1} \frac{m}{b} \cot \left( \frac{\pi mr}{b} \right), \]

has been studied by the authors in various papers (cf. [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17]) and by the second author in his thesis [18]. In [18] the author considers moments of \( c_0(r/b) \) as the variable \( r \) ranges over the set

\[ \{ r : (r,b) = 1, A_0 b \leq r \leq A_1 b \}, \]

where \( A_0, A_1 \) are fixed with \( 1/2 < A_0 < A_1 < 1 \) and \( b \) tends to infinity. He could show that

\[ \frac{1}{\phi(b)} \sum_{(r,b)=1 \atop A_0 b \leq r \leq A_1 b} c_0 \left( \frac{r}{b} \right)^{2k} = H_k b^{2k} (1 + o(1)), \quad (b \to +\infty), \]

where

\[ H_k := \int_0^1 \left( \frac{g(x)}{\pi} \right)^{2k} dx, \]

\[ g(x) := \sum_{l \geq 1} \frac{1 - 2\{lx\}}{l}. \]

The range \( 1/2 < A_0 < A_1 < 1 \) was later extended to \( 0 < A_0 < A_1 < 1 \) by S. Bettin in [2].

The cotangent sums \( c_0(r/b) \) can be associated to the study of the Riemann Hypothesis through its relation with the so-called Vasyunin sum \( V \), which is defined
as follows:

$$V \left( \frac{r}{b} \right) := \sum_{m=1}^{b-1} \left\{ \frac{mr}{b} \right\} \cot \left( \frac{\pi mr}{b} \right),$$

where $$\{ u \} := u - \lfloor u \rfloor,$$ $$u \in \mathbb{R}.$$

It can be shown that

$$V \left( \frac{r}{b} \right) = -c_0 \left( \frac{r}{b} \right),$$

where $$\tilde{r}$$ is such that $$\tilde{r} r \equiv 1 \pmod{b}.$$ The Vasyunin sum is itself associated to the study of the Riemann Hypothesis through the following identity (see [1], [3]):

$$\frac{1}{2\pi(rb)^{1/2}} \int_{-\infty}^{+\infty} \left| \zeta \left( \frac{1}{2} + it \right) \right|^2 \left( \frac{r}{b} \right)^{it} \frac{dt}{\frac{1}{4} + t^2} = \frac{\log 2}{\pi} - \gamma - 2 \left( \frac{1}{r} + \frac{1}{b} \right),$$

(1.2)

According to this approach initiated by Nyman and Beurling, the Riemann Hypothesis is true if and only if

$$\lim_{N \to +\infty} d_N = 0,$$

where

$$d_N^2 := \inf_D \frac{1}{2\pi} \int_{-\infty}^{+\infty} \left| 1 - \zeta \left( \frac{1}{2} + it \right) D_N \left( \frac{1}{2} + it \right) \right|^2 \frac{dt}{\frac{1}{4} + t^2}$$

and the infimum is taken over all Dirichlet polynomials

$$D_N(s) = \sum_{n=1}^{N} a_n n^s.$$

In the paper [11] the authors investigate the maximum of $$|c_0(r/b)|$$ for fixed large $$b$$ and $$r$$ lying in a short interval $$[A_0 b, (A_0 + \Delta)b],$$ $$0 < A_0 < 1, \Delta = b^{-C},$$ $$0 < C < 1/2$$ fixed. We recall the following definitions and results from [11]:

**Definition 1.1.** Let $$0 < A_0 < 1, 0 < C < 1/2.$$ For $$b \in \mathbb{N}$$ we set

$$\Delta := \Delta(b, C) = b^{-C}.$$ We set

$$M(b, C, A_0) := \max_{A_0 b \leq r \leq (A_0 + \Delta)b} \left| c_0 \left( \frac{r}{b} \right) \right|.$$

**Theorem 1.2. (Theorem 1.2 of [11])**

With Definition 1.1 let $$D$$ satisfy $$0 < D < \frac{1}{2} - C.$$ Then we have for sufficiently large $$b:$$

$$M(b, C, A_0) \geq \frac{D}{\pi} b \log b.$$ In this paper we modify this result in two directions:

I) We restrict the numerator $$r$$ in [11] to the sequence of prime numbers. We shall prove:

**Theorem 1.3.** Let $$q$$ be prime, $$C, D > 0, C + D < 1/32.$$ Let $$\Delta$$ be defined as in Definition 1.1

$$M_p(q, C, A_0) := \max_{A_0 q \leq p \leq (A_0 + \Delta)q} \left| c_0 \left( \frac{p}{q} \right) \right|.$$
Then we have for sufficiently large \( q \):
\[
M_p(q, C, A_0) \geq \frac{D}{\pi} q \log q .
\]

II) We consider fractions \( r/b \) simultaneously varying the numerator \( r \) and the denominator \( b \).

**Definition 1.4.** For \( \alpha \in (0, 1), \Delta > 0, B \in \mathbb{N} \) we define
\[
\mathcal{R}(\alpha, \Delta, B) := \left\{ \frac{r}{b} : \left| \alpha - \frac{r}{b} \right| < \Delta, (r, b) = 1, B < b \leq 2B \right\} ,
\]
\[
M_s(\alpha, \Delta, B) := \max_{\frac{r}{b} \in \mathcal{R}(\alpha, \Delta, B)} \left| c_0 \left( \frac{r}{b} \right) \right| .
\]

We shall prove:

**Theorem 1.5.** Let \( \alpha \in (0, 1), 0 < C, D < 1, C + D < 3/4 \). Then we have for \( B \) sufficiently large:
\[
M_s(\alpha, B^{-C}, B) \geq \frac{D}{\pi} B \log B .
\]

Basic for the proof of the result of the paper [11] as well as for the proofs of the results of the present paper is the relation of \( c_0(\frac{r}{b}) \) to the Estermann zeta function \( E(s, \frac{r}{b}, \alpha) \) and the closely related function \( D_{\sin}(s, x) \). We give the following definition and lemma.

**Definition 1.6.** Let \( \text{Res} > \Re \alpha + 1, b \geq 1, (r, b) = 1 \) and
\[
\sigma_{\alpha}(n) := \sum_{d\mid n} d^\alpha .
\]

The Estermann zeta function is defined by
\[
E\left(s, \frac{r}{b}, \alpha\right) := \sum_{n \geq 1} \frac{\sigma_{\alpha}(n) \exp\left(2\pi i n r/b\right)}{n^s} .
\]

For \( x \in \mathbb{R}, \Re s > 1 \), we set
\[
(1.3) \quad D_{\sin}(s, x) := \sum_{n \geq 1} \frac{d(n) \sin(2\pi n x)}{n^s} .
\]

**Lemma 1.7.**
\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{2} D_{\sin} \left( 0, \frac{r}{b} \right) = 2b^{-2} D_{\sin} \left( 1, \frac{\bar{r}}{b} \right) .
\]

**Proof.** This is Lemma 2.6 of [11]. \( \square \)

From Lemma [1.7] it becomes clear, that a crucial step in the proofs has to be the simultaneous localization of the fractions \( r/b \) and \( \bar{r}/b \). After confining \( r/b \) and \( \bar{r}/b \) to certain intervals and approximating the characteristic functions of these intervals by Fourier series, this leads to the problem of estimating certain exponential sums. In [11] Kloosterman sums with the fixed denominator \( b \) are estimated by a result due to A. Weil. If the numerators \( r \) are restricted to special subsets of the integers, like prime numbers, other exponential sums - in the present paper exponential sums in finite fields - must be considered. We apply estimates due to Fouvry and Michel [5].

If both numerators and denominators are variable, sums of Kloosterman sums have
to be considered. We shall apply results based on the Spectral Theory of Automorphic Forms due to Deshouillers and Iwaniec \[4\]. In Section 4 we collect all definitions and results on these exponential sums, needed for the proofs of Theorems 1.3 and 1.5.

2. PRELIMINARY LEMMAS

In the following lemma we give a relation between the value $D_{\sin}(1, x)$ and the continued fraction expansion of $x$.

**Lemma 2.1.** Let $x = \langle a_0; a_1, a_2, \ldots \rangle$ be the continued fraction expansion of $x \in \mathbb{R}$. Moreover, let $u_r/v_r$ be the $r$-th partial quotient of $x$. Then

$$D_{\sin}(1, x) = -\frac{\pi^2}{2} \sum_{l \geq 1} \frac{(-1)^l}{vl} \left( \frac{1}{\pi v_l} + \psi \left( \frac{v_l-1}{v_l} \right) \right),$$

whenever either of the two series (1.3), (2.1) is convergent. If $x = \langle a_0; a_1, a_2, \ldots, a_r \rangle$ is a rational number then the range of summation of the series on the right is to be interpreted to be $1 \leq l \leq r$. Here $\psi$ is an analytic function satisfying $\psi(x) = -\log(2\pi x) - \gamma + O(\log x)$, $(x \to 0)$.

**Proof.** This is Lemma 2.5 of \[11\]. □

**Lemma 2.2.** Let $\epsilon > 0$, $b \geq b(\epsilon)$, $(r, b) = 1$, $0 < r < b$. Let

$$\frac{r}{b} = \langle 0; w_1, \ldots, w_s \rangle$$

be the continued fraction expansion of $r/b$ with partial fractions $u_i/v_i$. Then there are at most 3 values of $l$ for which

$$\frac{1}{v_l} \psi \left( \frac{v_l-1}{v_l} \right) \geq \log \log b$$

and at most one value of $l$, for which

$$\frac{1}{v_l} \psi \left( \frac{v_l-1}{v_l} \right) \geq \epsilon \log b.$$

**Proof.** This is Lemma 2.14 of \[11\]. □

3. FOURIER ANALYSIS

**Definition 3.1.** For $\beta \in \mathbb{R}$, $v \geq 0$, $\Delta > 0$, let the functions $\chi_1, \chi_2$ be defined by

$$\chi_1(u, v) := \begin{cases} 1, & \text{if } \beta + v < u \leq \beta + \Delta - v \\ 0, & \text{otherwise} \end{cases}$$

and

$$\chi_2(u) := \Delta^{-1} \int_0^\Delta \chi_1(u, v)dv.$$

**Lemma 3.2.** We have

$$\chi_2(u) = \sum_{n=-\infty}^{\infty} a(n)e(nu),$$
where \( a(0) = \frac{\Delta}{2} \) and
\[
a(n) = \begin{cases} 
O(\Delta), & \text{if } |n| \leq \Delta^{-1}, \\
O(\Delta^{-1}n^{-2}), & \text{if } |n| > \Delta^{-1}.
\end{cases}
\]

Proof. This is Lemma 2.10 of [11]. □

**Definition 3.3.** For \( \gamma > 0, v \geq 0 \), let
\[
\chi_3(u,v) := \begin{cases} 
1, & \text{if } -\gamma + v < u < \gamma \\
0, & \text{otherwise}
\end{cases}
\]
and
\[
\chi_4(u) := \gamma^{-1} \int_0^\gamma \chi_3(u,v)dv.
\]

**Lemma 3.4.** We have
\[
\chi_4(u) = \sum_{n=-\infty}^{+\infty} c(n) e(nu),
\]
where \( c(0) = \gamma \) and
\[
c(n) = \begin{cases} 
O(\gamma), & \text{if } |n| \leq \gamma^{-1} \\
O(\gamma^{-1}n^{-2}), & \text{if } |n| > \gamma^{-1}.
\end{cases}
\]

Proof. This is Lemma 2.22 of [11]. □

4. **Exponential Sums**

**Definition 4.1.** Let \( b \in \mathbb{N}, m,n \in \mathbb{Z} \). The Kloosterman sum \( K(m,n,b) \) is defined by
\[
K(m,n,b) := \sum_{(r,b) = 1} e\left(\frac{mr + nr}{b}\right).
\]

For \( m = 0 \) (resp. \( n = 0 \)) we obtain the Ramanujan sums \( K(0,n,b) \) (resp. \( K(m,0,b) \)).

**Lemma 4.2.** We have the bounds
\[
|K(m,n,b)| \leq d(b)(m,n,b)^{1/2}b^{1/2}
\]
and
\[
|K(0,n,b)| \leq (n,b).
\]

Proof. The result (4.1) is due to Weil (cf. [19]). The result (4.2) is elementary. □

The next result has not been used in previous papers of the authors. It is due to Deshouillers and Iwaniec and is related to the Spectral Theory of Automorphic Forms.

**Lemma 4.3.** For positive real numbers \( T, M, N, \epsilon \) and complex sequences \( \vec{a} = (a_m)_{m \in \mathbb{N}}, \vec{b} = (b_n)_{n \in \mathbb{N}} \) one has
\[
\sum_{M < m \leq 2M} a_m \sum_{N < n \leq 2N} b_n \sum_{b \leq \left(\frac{mn}{b}\right)} \frac{1}{b} K(m, \pm n, b) \ll T^\epsilon \left\{ (MN)^{1/2} + (TMN)^{1/6} \right\} \|a_M\|_2 \|b_N\|_2.
\]
The constant implied in $\ll$ depends on $\epsilon$ alone. Here $\|c_N\|_2$ is defined by

$$\|c_N\|_2 := \left( \sum_{N < n \leq 2N} |c_N|^2 \right)^{1/2}.$$ 

Proof. This is formula (1.47) from the Corollary to Theorem 8 in [4]. $\square$

Definition 4.4. Let $\mathbb{F}_q$ be the finite field with $q$ elements and let $\psi$ be a non-trivial additive character over $\mathbb{F}_q$, $f$ a rational function of the form

$$f(x) = \frac{P(x)}{Q(x)},$$

$P$ and $Q$ relatively prime, monic non-constant polynomials,

$$S(f; q, x) := \sum_{p \leq x} \psi(f(p)),$$

$(p$ denotes the $p$-fold sum of the element 1 in $\mathbb{F}_q$).

Lemma 4.5. With conditions from Definition 4.4 we have:

$$S(f; q, x) \ll q^{3/16 + \epsilon} x^{25/32}.$$

The implied constant depends only on $\epsilon$ and the degrees of $P$ and $Q$.

Proof. This is due to Fouvry and Michel [5]. $\square$

5. Proof of Theorem 1.3

Definition 5.1. Let $\Delta = b^{-c}$ as in Definition 1.7 and let $\Omega > 0$. Let $q$ be a prime number. We set

$$N(q, \Delta, \Omega) := \{ p \text{ prime} : A_0 q \leq p \leq (A_0 + \Delta)q, \ |\bar{p}| \leq \Omega \}.$$ 

Definition 5.2. Let $S(f; q, x)$ be as in Definition 4.4. Let $E(m, n, q) := S(f; q, q)$ with $f(p) := mp + \frac{n}{p}$, $\psi(u) := e(u/q)$.

Lemma 5.3. We have

$$E(m, n, q) \ll q^{31/32 + \epsilon}$$

for all $\epsilon > 0$.

Proof. This follows from Lemma 4.5 with $x = q$. $\square$

Lemma 5.4. We have

$$N(q, \Delta, \Omega) > 0,$$

for $q$ sufficiently large.

Proof. By Definitions 3.1, 3.2, 3.4 and Lemmas 3.2, 3.4, 5.3 we have

$$N(q, \Delta, \Omega) \geq \phi(q)a(0)c(0) + \sum_{m,n=-\infty}^\infty a(m)c(n)E(m, n, q),$$

$$\geq \phi(q)q^{-(C+D+\epsilon)} + O(q^{31/32 + \epsilon}),$$

which proves the result. $\square$
We may now conclude the result of Theorem 1.3. By Lemma 5.4 there is at least one prime $p \in [A_0q, (A_0 + \Delta)q]$, such that $\frac{\bar{p}}{q} \in (0, \Omega)$.

By Lemma 2.1 we have:

$$c_0 \left( \frac{p}{q} \right) = -q \sum_{l \geq 1} \frac{(-1)^l}{vl} \left( \frac{1}{\pi vl} + \psi \left( \frac{vl-1}{vl} \right) \right).$$

Let $(u_i/v_i)_{i=1}^s$ be the sequence of partial fractions of $\frac{\bar{p}}{q}$. From

$$\Omega \geq \frac{\bar{p}}{q} \geq \frac{1}{v_1 + 1}$$

we obtain $v_1 + 1 \geq \Omega^{-1}$.

By Lemma 2.2 we have

$$\sum_{l > 1} \left( \frac{1}{\pi vl} + \psi \left( \frac{vl-1}{vl} \right) \right) < 2\epsilon \log q, \quad \text{for } q \geq q_0(\epsilon).$$

Therefore,

$$\left| D_{\sin} \left( 0, \frac{p}{q} \right) \right| \geq \frac{1}{\pi} \log(\Omega^{-1}(1 + o(1))), \quad (q \to \infty).$$

This proves Theorem 1.3.

6. Proof of Theorem 1.5

**Definition 6.1.** Let $\alpha \in (0, 1)$, $\Delta > 0$, $\Omega > 0$. We set

$$N(\alpha, \Delta, \Omega) := \# \{ (b, r) : \alpha \leq \frac{r}{b} \leq \alpha + \Delta, \langle r, b \rangle = 1, |\bar{r}| \leq \Omega b, B < b \leq 2B \}.$$

**Lemma 6.2.** Let $0 < C, D < 1$, $C + D < 3/4$. Then we have:

$$N(\alpha, \Delta, \Omega) > 0.$$

**Proof.** By Definition 6.1 Lemmas 3.2 3.4 we have with a positive constant $c^* > 0$:

$$N(\alpha, \Delta, \Omega) \geq c^* B^2 a(0)c(0) + \sum_{(m,n)=-\infty}^{\infty} a(m)c(n) \sum_{B < b \leq 2B} K(m, n, b)$$

It suffices to treat only the terms with $m > 0$, $n > 0$. We partition the sum into subsums:

$$\Sigma_{M,N} := \sum_{M < m \leq 2M} a_m \sum_{N < n \leq 2N} c_n \sum_{B < b \leq 2B} K(m, n, b).$$

We obtain $\Sigma_{M,N}$ by partial summation from

$$\Sigma_{M,N,u} := \sum_{M < m \leq 2M} a_m \sum_{N < n \leq 2N} c_n \sum_{1 \leq b \leq u} \frac{1}{b} K(m, n, b).$$

We choose integers $\mu = \mu(M)$ and $\nu = \nu(N)$ to be determined later and partition the interval $(M, 2M]$ into $O(\mu)$ subintervals $I_k := (m_k, m_{k+1}]$ of lengths $|I_k|$ with

$$\frac{1}{2}\mu^{-1} M < |I_k| \leq 2\mu^{-1} M, \quad 1 \leq k \leq k_0(M)$$

and the interval $(N, 2N]$ into $O(\nu)$ subintervals $J_l := (n_l, n_{l+1}]$ of lengths $|J_l|$ with

$$\frac{1}{2}\nu^{-1} N < |J_l| \leq 2\nu^{-1} N, \quad 1 \leq l \leq l_0(N).$$
We have
\[ \Sigma_{M,N,u} = \sum_{1 \leq k \leq k^*(M)} \sum_{1 \leq l \leq l^*(N)} \Sigma_{M,N,u}^{(k,l)} \]
where
\[ \Sigma_{M,N,u}^{(k,l)} = \sum_{m \in I_k} a_m \sum_{n \in J_l} c_n \sum_{1 \leq b \leq u} \frac{1}{b} K(m,n,b) \]

We now partition the sums \( \Sigma_{M,N,u}^{(k,l)} \) into two subsums. For this purpose we define
\[ T = T(k,l,u) \]
and set
\[ \Sigma_{M,N,u}^{(k,l)} = \Sigma_{M,N,u}^{(k,l,1)} - \Sigma_{M,N,u}^{(k,l,2)} \]
where
\[ \Sigma_{M,N,u}^{(k,l,1)} = \sum_{m \in I_k} a_m \sum_{n \in J_l} c_n \sum_{1 \leq b \leq u \leq T(m,n,u)} \frac{1}{b} K(m,n,b) \]
\[ \Sigma_{M,N,u}^{(k,l,2)} = \sum_{m \in I_k} a_m \sum_{n \in J_l} c_n \sum_{u < b \leq T(m,n,u)} \frac{1}{b} K(m,n,b) \]

We write \( M = B^C 2^\kappa \), \( N = B^D 2^\lambda \), with \( \kappa, \lambda \in \mathbb{Z} \).
We apply Lemma 4.3 with the sequences \((a_{m,k})\), \((b_{n,l})\) in place of \( \overrightarrow{a} \) and \( \overrightarrow{b} \), which we denote by
\[ a_{m,k} := \begin{cases} a_m, & \text{if } m \in I_k \\ 0, & \text{otherwise} \end{cases} \]
\[ b_{n,l} := \begin{cases} b_n, & \text{if } n \in J_l \\ 0, & \text{otherwise} \end{cases} \]
We obtain by Lemmas 4.3, 3.2, 3.4:
\[ \|a_{m,k}\|_2 = \begin{cases} O \left( \mu^{-\frac{\kappa}{2}} B^{-\frac{\kappa}{2}} \frac{2^\lambda}{2^\lambda} \right), & \text{if } \kappa \leq 0 \\ O \left( \mu^{-\frac{\kappa}{2}} B^{-\frac{\kappa}{2}} \right), & \text{if } \kappa > 0 \end{cases} \]
\[ \|b_{n,l}\|_2 = \begin{cases} O \left( \nu^{-\frac{\lambda}{2}} B^{-\frac{\lambda}{2}} \frac{2^\lambda}{2^\lambda} \right), & \text{if } \lambda \leq 0 \\ O \left( \nu^{-\frac{\lambda}{2}} B^{-\frac{\lambda}{2}} \right), & \text{if } \lambda > 0 \end{cases} \]
We now estimate \( \Sigma_{M,N,u}^{(k,l,2)} \). We let
\[ \mathcal{J}_{(k,l,u)}^{M,N} := \{(m,n,b) : m \in I_k, n \in J_l, u < b \leq T(m,n,u)\} \]
We have
\[ |\mathcal{J}_{(k,l,u)}^{M,N}| \ll 2^{\kappa+\lambda} B^{1+C+D} (\mu^{-1} + \nu^{-1}) \mu^{-1} \nu^{-1} \]
For \((m,n,b) \in \mathcal{J}_{(k,l,u)}^{M,N}\) we estimate the sums \( K(m,n,b) \) individually by the use of Lemma 4.2 and obtain by (6.2), (6.3), (6.4) and (6.5):
\[ \sum_{M,N} \sum_{k,l} a_{m,k} c_{n,l} K(m,n,b) = O \left( B^{\frac{1}{2}+\epsilon} (\mu^{-1} + \nu^{-1}) \right) \]
From (6.2), (6.3), (6.6) we finally get:
\[ N(\alpha, \Delta, \Omega) = c^* B^2 a(0)c(0) + O \left( B\mu^{\frac{3}{2}}\nu^{\frac{1}{2}} \right) + O \left( B^{\frac{3}{2}} \left( \mu^{-1} + \nu^{-1} \right) \right). \]

We have
\[ a(0)c(0) \geq B^{-C-D+\epsilon}. \]

We choose \( \mu = \nu = B^4 \) and obtain the proof of Lemma 6.2 for the case \( C > 1/4 \).

For the case \( C \leq 1/4 \) we only partition the interval \([N, 2N]\) and sum over the contributions of the different values of \( m \). Instead of \( T = T(k, l, u) \), defined by
\[ T \left( \frac{mk}{MN} \right) = u \]
we define \( T = T(l, u) \) by
\[ T \left( \frac{ml}{N} \right) = u. \]

\( J_{k,l,u}^{M,N} \) in (6.4) is replaced by
\[ J_{(l,u)}^{N} := \{(n,b) : n \in J_l, u < b \leq T(l,u)\}. \]

We again estimate the Kloosterman sums for \((n,b) \in J_{(l,u)}^{N}\) individually by Lemma 4.2 and for the other pairs \((n,b)\) by Lemma 4.3. This proves Lemma 6.2 also for \( C \leq 1/4 \). The case \( D \leq 1/4 \) is analogous.

Thus the proof of Lemma 6.2 is finished. \( \square \)

We may now conclude the proof of Theorem 1.5.

By Lemma 6.2 there is at least one pair \((b,r)\), such that \((r,b) = 1, \alpha \leq \frac{1}{b} < \alpha + \Delta, \left| \frac{\bar{r}}{b} \right| \leq \Omega, B < b \leq 2B.\)

Let \((u_i/v_i)_{i=1}^{s} \) be the sequence of partial fractions of \( \bar{r}/b \). From
\[ \Omega \geq \frac{\bar{r}}{b} \geq \frac{1}{v_1 + 1} \]
we obtain \( v_1 + 1 \geq \Omega^{-1}. \)

By Lemma 2.1 we have:
\[ c_0 \left( \frac{v}{b} \right) = -b \sum_{l \geq 1} \left( \frac{(-1)^l}{v_l} \left( \frac{1}{\pi v_l} + \psi \left( \frac{v_l-1}{v_l} \right) \right) \right). \]

By Lemma 2.2 we have
\[ \sum_{l \geq 1} \left( \frac{1}{\pi v_l} + \psi \left( \frac{v_l-1}{v_l} \right) \right) < 2\epsilon \log B, \text{ for } B \geq B_0(\epsilon). \]

Therefore,
\[ \left| D_{\sin} \left( 0, \frac{\tau}{b} \right) \right| \geq \frac{1}{\pi} \log(\Omega^{-1}(1 + o(1))), \ (B \to \infty). \]

This proves Theorem 1.5. \( \square \)
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