Disease Single Nucleotide Polymorphism Selection using Hybrid Feature Selection Technique
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Abstract. According to recent studies the Single Nucleotide Polymorphism (SNPs) plays very important role as genetic marker in various complex diseases. Lots of machine learning techniques are already applied on SNPs data to distinguish between affected and healthy individuals. The major problem with the SNPs dataset is high number of features and small number of samples which are referred as ‘large p’ and ‘small s’ problem. In this paper we proposed a hybrid feature selection method for selecting an optimal subset of SNPs and from that we select the significant SNPs, which act as marker for disease. The method is a hybrid technique based on combination of filter and wrapper method, the (mRMR) Minimum Redundancy Maximum Relevancy and Particle Swarm Optimization for Gene Selection with Support Vector machine (PGOGS-SVM) respectively. The proposed mRMR+PSOGS-SVM approach has been applied to mental retardation SNP dataset taken from NCBI-GEO website. The method has achieved high classification accuracy up to 88% and outperformed all other compared feature selection techniques.
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1. Introduction
Approximately there are 3 billion base pairs in human genome called as nucleotides. The difference in single nucleotide in the DNA is referred as Single Nucleotide Polymorphism, which is the cause of most common genetic variation amongst the people. The SNPs generally occurs throughout the human genome and they are estimated to be present once in every 1000 base pairs. The SNPs are genetic variants between individuals that are used as an efficient marker (genes) for many complex diseases. It has been reported that the SNPs cause the phenotypic changes like height, colour, skins etc. and the simplest example is sickle cell anaemia [1]. Many complex diseases are having combination of environment factor and genetic factors. The Gene Wide Association Study (GWAS) has been recently used to understand the relationship between genetic variation and diseases [2].

The current value predictions of SNPs are 11 million [3], as per the highly abundant microarray platform, the genotype has approx. 1 million SNPs [4]. To predict SNPs interaction within complex diseases is not an easy task, so to overcome with this problem, Machine Learning techniques are commonly applied on SNPs data sets for classification. The main challenge for SNPs dataset is that there is very small number of samples (few hundred) but large number of SNPs (about to millions), this is referred as the “The Curse of Dimensionality” problem [5]. The main target of SNPs analysis is to build models that distinguish the healthy individual from the affected one with the disease. So, the selection of SNPs subset that is highly discriminative is crucial and this problem is called feature selection [6]. The main objective of feature selection technique is to minimize the feature subset and maximize the classification accuracy. There are multiple dimensionality reduction techniques that
have been usually applied to transform the initial feature set into a smallest subset associated with disease [7]. Several revolutionary methods have been already used in different gene studies [8][9]. For the success of a Machine Learning model the selection of good FS method is very crucial. By definition the process of removing irrelevant features and create a smaller feature subset so that the machine learning technique’s select only those features of training data that are useful for production and analysis is called feature selection [10][11]. The analysis of SNPs data sets is playing a crucial role in disease – gene association studies. Various feature selection techniques have been used to select the most informative SNPs. Batanyam et.al [12] used a three-stage approach for the classification of the SNP data, first they applied various feature selection techniques like RFS, FSDD, ReliefF to select most informative SNPs- then they used (FFM) feature fusion method for generating new artificial features of selected SNPs, finally they did the classification task. In various studies usually there are three types of feature selection methods which have been used: Filter, wrapper and Embedded method [13]. The filter methods are learner’s independent method. They rely on characteristics of data. The filter methods select the features based on different criteria such as mutual information, symmetrical uncertainty and fisher score. The main advantage of filter method is that they are fast, efficient and more scalable. As they are not interacting with classifier, so they usually have low performance results. The wrapper approach basically depends on the learner (Classifier) to know the effect of various feature subsets [14] [15]. The wrapper method searches for a subset of feature and evaluate the selected feature via learner’s performance. They offer better classification accuracy than the filter methods. The main disadvantage is that they are computationally expensive for large data sets like SNPs. So, there is an intermediate solution called as the embedded methods to overcome the problem of both filter and wrapper methods. The embedded methods include the advantages of both methods, recently many embedded methods have been used usually like first filter method applied and then followed by the wrapper method [16].

Anekboon et al. [17] proposed a hybrid method such as CBFS+KNN and ANN+RR, where first filter approach is used then wrapper approach. The researchers avoid using wrapper and filter technique alone in SNPs analysis because of higher dimensionality of the data and less accuracy. In the present paper we have proposed a hybrid method using mRMR as a filter approach to select the subset of SNPs, followed by PSO-SVM as wrapper -feature selection technique. The proposed method has been applied on Mental Retardation dataset retrieved from NCBI (GEO). The paper has been divided in three sections. Section 2 describes the proposed feature selection method and classification task. However, section 3 discusses the experimental results followed by conclusion in section 4.

2. The Proposed structure
The proposed structure is for analysing mutation related complex disease as described in figure1. This includes the three-stage framework: the pre-processing followed by the transformation of data and to find out the most relevant feature that are associated with disease by propose feature selection technique and the last step is classification of the relevant feature.

![Figure 1. Data flow diagram for proposed technique.](image-url)
2.1 Pre-Processing
The pre-processing stage is conducted into two sub stages.

1. Transformation of the SNPs data.
2. Data refinement.

The SNPs data are usually in character string so this makes difficult for analysis process. The data needs to be converted into numerical form. This process can be applied in many ways [18] [19]. In the first step of pre-processing, we have used the transformation process used by Naeem et.al [20] which is a lossless transformation and the SNPs values are converted from {AA, AB, BB, NC} to {11,01,10, and 00} as shown in figure 2.

![Table 1](image1.png)

**Figure 2.** Transformation of SNPs datasets, where s is the number of features and x the number of samples

2.2 Data Refinement

**Removals of duplicate SNPs**- The duplicate SNPs are those, which have same values in case and control samples, for example a SNP having BB value in both cases and control. The MR Dataset had total 262328 SNPs, out of which, 1% duplicate SNPs were removed that reduced the total number of SNPs to 260317. Removing of such redundant SNPs reduce the data size and maintain efficient storage.

**No Call Replacements**- the No Call values of SNPs data are produced when the value of allele is not finding by the DNA sequencer, the No call value is marked as “NC”. The SNPs which have more than 10% of “NC” values are discarded.

The other remaining “NC” values in the SNPs are replaced by most relevant value. Okser et.al and Wuet.al [21] [22] have widely used this technique. MR data set contains large number of NC values, more than 12% of total SNPs are having more than or equal to 10% “NC” value, after pre-processing the remaining SNPs in MR data set reduced to 221507.

2.3 Proposed Feature Selection Technique
After pre-processing of data, a feature selection technique is needed to select the most relevant subset of features. In this paper mRMR and PSOGS-SVM algorithm have been fused. Where mRMR is used as a filter approach and PSOGS-SVM is used as a wrapper approach. Brief explanations about these approaches are given below.
2.3.1 Minimum Redundancy Maximum Relevance (mRMR)

The mRMR technique was introduced by Ding and Pang [23]. It is a very effective and fast filter feature selection technique for genomic data. The mRMR algorithm selects important features by minimum redundancy and maximum relevance based on mutual information between features. The minimum redundancy means to select the genes that are mutually dissimilar. The minimum redundancy is expressed in equation 1.

$$\min_{W_i} W_I = \frac{1}{|S|^2} \sum_{l,j \in S} I(l, j),$$

where S is set of features, I(i,j) is mutual information between feature i& j.

The maximum relevance condition is used mutual information between gene and target class to maximize the total relevance of all genes. The maximum relevance condition is expressed as.

$$\max_{V_i} V_I = \frac{1}{|F|} \sum_{i \in F} I(h, i)$$

The first feature in mRMR is selected according to the equation 2, first the feature with the highest I(h,i) is select and rest are selected incremental way.

2.3.2 PSOGS-SVM

PSO was introduced in 1995 by Kennedy and Eberhart [24]. It is based on the social behaviour of flocking of bird or fish schooling. The PSO-SVM is a filter-based method given by Xue et.al [25]. In this article we have proposed a Particle Swarm Optimization for gene selection (PSOGS) method as a wrapper approach to select the efficient SNPs for classification of diseases. The basic functionality of PSOGS algorithm is as follows:

1. Initialization of the particles which are randomly generated. To find the optimal solutions all particles move around in problem space.
2. Each particle in the population should be measured on the basis of its fitness.
3. Evaluate the velocity function of each particle at the t-th iterations according to following equations:

$$V_i(t + 1) = w \times V_i(t) + c_1 r_1 \times (pbest_i(t) - x_i(t)) + c_2 r_2 \times (gbest(t) - x_i(t))$$

Where position vector $X_i = (x_{i1}, x_{i2}, \ldots, x_{in})$, velocity vector $V_i = (v_{i1}, v_{i2}, \ldots, v_{in})$, $x_{id}$ is a binary bit, $i=1, 2, \ldots, m$, $d=1, 2, \ldots, n$, $m$ = total no of particles, $n$ = dimension of the data. $C1$ and $C2$ are acceleration constants with the value between [0, 2], $w$ is the inertia weight and $r1$, $r2$ and $r3$ are the random numbers value between [0,1].

4. Each particle moves to the next position.

$$S \text{ig}(V_i(t + 1)) = \frac{1}{1 + e^{-v_{i}(t+1)}}$$
If \( \text{Sig}(V_i(t+1)) > r3 \) then \( x^d_i(t+1) = 1 \); (gene selected)

Else \( x^d_i(t+1) = 0 \) (gene discarded)

The sigmoid function \( \text{Sig} \left( V_i^d(t+1) \right) \in [0,1] \) (7)

To find out the importance of a particle (gene subset) we calculate the fitness value.

\[
\text{fitness}(X_i) = w_1 \ast A(X_i) + \left( \frac{w_2(M - R(X_i))}{M} \right)
\]

(8)

\( M \) = total no of genes for each sample, \( R(X_i) \) = No. of gene selected in \( X_i \). \( w_1 \) and \( w_2 \) are priority weights where \( w_1 \in [0.1,0.9] \) and \( w_2 = 1 - w_1 \). While \( A(X_i) \in [0,1] \) is LOOCV (Leave One out Cross Validation) accuracy that use only the genes in gene subset(\( X_i \)). The accuracy is defined by SVM classifier.

5. If termination criterion meets, then stop the algorithm otherwise return to step 2.

In PSOGS feature selection, if number of features are chosen are \( n \) then there has to be \( 2 + n \) decision variables and the value of \( n \) ranges between 0 and 1. If the value of the bit vector is 1 then the gene is selected and if its value is 0 that means the gene is discarded.

Table 1: The PSOGS parameters.

| Parameters               | value |
|--------------------------|-------|
| Swarm size               | 50    |
| Inertia Weight           | 0.9   |
| Acceleration constants C1, C2 | 2     |
| Maximum No. of iterations| 30    |

The SNPs dataset have huge number of features, which makes the feature selection very necessary to reduce the feature space and improve the accuracy. Here we have designed a hybrid feature method by combining mRMR and PSOGS+SVM techniques. Our FS method overcomes the disadvantages of mRMR and other wrapper-based techniques. The mRMR is a filter-based technique so the classifiers are not included in the first step. mRMR has limited performance when we use it alone, and similarly PSOGS+SVM is not applicable on enormous data sets such as SNPs, which are having a large feature space in millions. The PSOGS+SVM are very time consuming when we apply it alone. So, we enhance the selection process in PSOGS+SVM by using mRMR filter approach at first, so this technique improves the classification accuracy. The workflow of algorithm is presented in figure 3. After pre-processing SNPs data set, the filter method mRMR is applied. The mRMR work on mutual information between the target class and the attributes variables. The \( n \) number of feature subset, which is selected by mRMR techniques gives as an input to wrapper based PSOGS+SVM algorithm. The first step in PSOGS+SVM is the initialization of the population of particle where each particle has been assigned a random position within \( D \) dimension space having a relative velocity for each particle. In the next step the fitness of each particle is evaluated for SVM. For each particle, fitness is considered to be classification accuracy in the study. If the fitness is better than the best fitness of the particle, then the positive vector is saved for the particle. If the fitness is better than the global best than the global best position vector is saved. The position and velocity of particle are updated until the termination criterion is satisfied.
2.4 SNPs Datasets
The proposed work used the Mental Retardation SNP microarray dataset which is available publicly at NCBI with GEO accession GSE13117 and platform GPL3718. The NCBI has free public repository named as GEO (Gene Expression Omnibus) that has numerous amounts of datasets like NGS, SNPs and other genomic microarray data of various diseases. In mostly datasets the samples are labelled in two classes such as case and control, the control samples are healthy ones and case samples are affected ones. All samples both case and control are having a unique identification number and a sequence of SNPs alleles. The SNP marker is of two types homozygous and heterozygous, the values AA and BB is for homozygous allele and AB for heterozygous allele. The MR Dataset consists of 262328 SNPs (features) and 360 samples, in which 120 are case and 240 are control samples [26].
3. Results and Discussion
The proposed mRMR+ PSOGS-SVM was implemented in MATLAB package version r 2018a. The classifier ANN, SVM, NB and LDA are applied with LOO-CV for obtaining results. The two measures used for prediction the rate of classification are accuracy (Acc) and F-measure (F).

\[
Acc = \frac{TP+TN}{TP+FP+FN+T} \times 100
\]

\[
F = 2 \times \frac{Pre \times Re}{Pre + Re}
\]

When

\[
Re = \frac{TP}{TP+FN} \times 100
\]

\[
Pre = \frac{TP}{TP+FP} \times 100
\]

TP = True Positive, TN= True negative, FP= False Positive, FN= False Negative

Table 2: The performance of different classifier on MR data set

| MR          | SVM | ANN | NB | LDA |
|-------------|-----|-----|----|-----|
| mRMR        | 81.67 | 74.72 | 80.00   | 76.67   |
| CMIM        | 82.83 | 69.44 | 69.76   | 32.44   |
| ReliefF     | 76.72 | 69.44 | 81.93   | 73.92   |
| CMIM RFE    | 81.88 | 66.31 | 82.99   | 70.45   |
| mRMR_PSOGS  | 81.88 | 66.11 | 65.28   | 63.16   |

An optimal subset of 50 SNPs was used for obtaining the experiment results. Table 1 shows the performance measures used are accuracy and F-measure to compare proposed method with ReliefF, CMIM, mRMR and CMIM – SVMRFE and it clearly shows that the proposed FS method outperforms the compare methods on given data set.

By comparing the obtained result our method shows superiority over compared algorithms in the tested data sets with 5% increase in average accuracy. The result shows that mRMR-PSOGS+SVM hybrid method gives good performance over all classifier except KNN that achieved low accuracy out of all the classifiers. The figure 4 shows that the proposed algorithm is validate and about to reach best accuracy with feature subset is more than 20 SNPs.
Figure 4. Performance comparison between proposed and other methods over (10, 20, 30, 50, 70 and 100) SNPs.

The best accuracy was obtained while using 50 SNPs and the method outperforms CMIM, Relief F, mRMR and CMIM – SVMREF methods. The observation shows that the proposed method obtained up to 87% accuracy with 50 SNPs, which is very useful for medical diagnosis.

Table 3: The comparison of classification accuracy of different FS method including proposed method on MR data sets.

| MR       | SNPs | Acc% | Ref |
|----------|------|------|-----|
| DS+SVM   | 6    | 59   | [2] |
| Chi+SVM  | 2    | 59   | [2] |
| CMIM+SVM | 100  | 83   | [12]|
| mRMR+SVM | 100  | 82   | [12]|
| ReliefF+SVM | 30  | 78   | [12]|
| CMIM+SVMREF | 50  | 85   | [1] |
| Proposed (SVM) | 50 | 88   |     |

The chi+SVM and DS+SVM are having worst performance with approx. 59% accuracy using only 2 and 6 SNPs. The present method achieved highest accuracy among all the FS methods with a subset of 50 SNPs.

To examine the statistical significance of the results a non-parametric Kruskal-Wallis H test is used. The result comparison of the proposed method and other methods show in table with P value (P<0.05).
Table 4. KRUSHKAL WALLIS H Test for Statistical significance between proposed and other methods.

| SVM | KNN | LDA | NB |
|-----|-----|-----|-----|
| RF  | mRMR | CM, RFE | Pro | RF  | mRMR | CM, RFE | Pro | RF  | mRMR | CM, RFE | Pro |
| SVM+Proposed | + | + | + | 1 | + | + | + | 1 | + | + | + | 1 | (+) states a significance with p ≤ 0.05 and (-) states the significance p > 0.05. |
| KNN+Proposed | + | - | + | + | + | 1 | + | - | + | + | 1 | + | + | + | + | |
| LDA+Proposed | + | + | - | + | + | + | 1 | + | + | - | + | + | + | + | |
| NB+Proposed | + | + | + | + | + | - | + | + | + | + | - | + | + | + | - | |

As shown in the above-mentioned results the proposed algorithm outperforms the all compared algorithms in terms of accuracy and statistical significance.

4. Conclusion

The proposed work presented a hybrid approach using mRMR+PSOGS-SVM model to deal with the high dimensional datasets especially the genomic data like SNPs datasets. The technique is a two-stage approach, first the mRMR filter technique used to select the best subset form the large feature space. Then we applied the PSOGS-SVM method that not only discarded the redundant genes but also improved the accuracy of the model which helps in predicting the complex disease. The experiment conduct on MR Dataset obtained from NCBI (GEO) database and the proposed technique outperformed the compared methods (CMIM, mRMR, ReliefF, CMIM-SVMRFE). Using different number of SNPs on tested datasets up to 88% accuracy was achieved. From the derived results we conclude that, to distinguish the affected person with complex diseases the SNPs dataset of whole genome can be used.
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