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Excited-state dynamics of molecules with classically driven trajectories and Gaussians
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ABSTRACT

Simulating the dynamics of a molecule initiated in an excited electronic state constitutes a rather challenging task for theoretical and computational chemistry, as such dynamics leads to a strong coupling between nuclear motion and electronic states, that is, a breakdown of the Born–Oppenheimer approximation. This New Views article proposes a brief overview on recent theoretical developments aiming at simulating the excited-state dynamics of molecules – nonadiabatic molecular dynamics – focusing in particular on strategies employing travelling basis functions to portray the dynamics of nuclear wavefunctions. We start by discussing the central equations for nonadiabatic molecular dynamics in a Born–Huang representation. We then propose a comparison between two commonly employed strategies to simulate the excited-state dynamics of molecular systems in their full configuration space, Ab Initio Multiple Spawning (AIMS) and Trajectory Surface Hopping (TSH). The equations of motion for the two techniques are compared and used to contrast their respective description of phenomena involving the decoherence of nuclear wavepackets. Some recent works and developments of the AIMS method are then summarised. This New Views article ends with a highlight on the Exact Factorisation of the molecular wavefunction and how this approach contrasts with the more conventional Born–Huang picture when it comes to the description of photophysical and photochemical processes.

ARTICLE HISTORY

Received 14 May 2019
Accepted 1 September 2019

KEYWORDS

Excited-state dynamics; nonadiabatic dynamics; computational photochemistry; surface hopping; ab initio multiple spawning

1. Introduction

Many parts of our way to picture a molecule and its chemistry have been heavily influenced by the Born–Oppenheimer Approximation (BOA). Chemical structures, properties and reactivity are in many cases discussed mostly in terms of the evolution of nuclear degrees of freedom in a single electronic eigenstate – a direct result of the BOA, which completely decouples the motion of electrons and nuclei and thus introduces the concept of potential energy surfaces (PEs) [1,2]. As long as a molecule evolves in only one electronic eigenstate (usually the electronic ground state), the BOA provides a reliable framework for the theoretical treatment of its properties and reactivity. However, as soon as this molecule owns sufficient energy to encounter regions of the configuration space where nuclear motion can induce
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a change of electronic eigenstate, the BOA will break down. This occurs usually when the dynamics is initiated in an excited electronic state. During the relaxation process following this electronic excitation, the molecule will likely reach regions of nonadiabaticity, that is, regions where nuclear motion can potentially couple different electronic states, eventually leading to a change of electronic state. Consequently, a theoretical investigation of the time evolution of any photoexcited system is inherently connected with a molecular description that goes beyond the BOA – a challenge that has been actively tackled over the past decades [3].

The dynamics of a molecule in its excited electronic states is not just a curiosity for theoretical chemists, but is central for our understanding of photochemistry and its application in energy-related devices (light-emitting or photovoltaic materials), for example. A theoretical understanding of nonadiabatic processes is also central to support new experimental techniques, like ultrafast dynamics based on diffraction techniques (ultrafast electron and X-ray diffraction) that are directly sensitive to the spatial distribution of atoms. Through ultrafast electron diffraction, it was achieved to measure the nuclear motion in photoexcited molecular crystals with femtosecond resolution [4,5]. The time-resolved structural information obtained experimentally allows direct comparison with the results of simulations of nonadiabatic dynamics, as demonstrated in recent work [6–10]. Hence, these advances in experimental techniques also induced an increase in the importance of quantum dynamical simulations. The general interest for theoretical photochemistry is also reflected in the recent publication of several new textbooks on the topic – see, for example [11–14].

Different strategies have been proposed to describe the nuclear dynamics of an electronically excited molecule. The multiconfigurational time-dependent Hartree (MCTDH) [15–18] constitutes one of the most accurate methods available and alleviates the exponential cost of grid-based quantum dynamics strategies by using time-dependent single particle basis functions, propagated according to the Dirac–Frenkel principle. Although MCDTH still scales exponentially with the number of degrees of freedom, the base of the exponentiation is reduced to the number of single particle basis functions per degree of freedom (compared to the number of grid points in the standard method). Another strategy consists in expressing the nuclear wavefunctions using trajectory basis functions (TBFs). TBFs are \(3N_N\)-dimensional Gaussian functions (with \(N_N\) being the number of nuclei of the system) which can travel in position and momentum space, and form therefore a sort of moving grid of Gaussian functions. This idea is inspired by Heller’s earlier work on expressing a nuclear wavepacket in terms of frozen Gaussians [19–22]. Following the idea of MCTDH, the equations of motion for the Gaussian functions can be determined through the Dirac–Frenkel variational principle, leading to the method called variational multiconfigurational Gaussian (vMCG) that offers a quantum propagation of the Gaussian parameters [23–25]. In multiconfigurational Ehrenfest (MCE), the Gaussian functions are propagated classically, following Ehrenfest trajectories [26–28]. As a result, the TBFs follow an average PES in regions of strong nonadiabaticity, composed of a linear combination of the adiabatic surfaces weighted by electronic coefficients. Alternatively, the method called full multiple spawning (FMS) proposes to evolve the Gaussian functions classically on adiabatic PESs [29–31]. The number of TBFs can, however, be expanded when nonadiabatic regions are encountered during the dynamics by using a spawning algorithm. More information on the FMS strategy will be provided in this New Views article.

While the methods mentioned above all formally incorporate the quantum nature of nuclei, the family of techniques coined mixed quantum/classical proposes to greatly simplify the dynamics by enforcing a classical approximation for the nuclei, while the electrons are still treated quantum-mechanically. In Ehrenfest dynamics, a mean-field potential energy is used to propagate the purely classical nuclei [32–34]. An extensively used mixed quantum/classical method is trajectory surface hopping (TSH), which represents the dynamics of a nuclear wavepacket by a swarm of independent classical trajectories that can hop between electronic states in regions of high nonadiabaticity [35,36]. The hopping probability is governed by electronic amplitudes integrated on the support of the classical trajectory, with the most commonly used hopping criterion being the fewest switches algorithm [37–39]. More information on TSH will be given below.

Note that apart from these strategies, a variety of other formalisms has been developed to describe non-Born–Oppenheimer dynamics, such as semiclassical approaches [40–42], including e.g. mapping approaches [43–47], quantum-classical Liouville methods [48–50], Bohmian dynamics [51–54] or quantum trajectory mean-field dynamics [55].

In this New Views article, we propose an introduction to the central equations of nonadiabatic molecular dynamics, highlighting the key required quantities for their solution – electronic structure and nuclear dynamics. We focus on the FMS framework and its current developments, also highlighting how its formalism compares to the commonly employed TSH strategy. We finally discuss new perspectives on excited-state
dynamics offered by the so-called Exact Factorisation of the molecular wavefunction.

2. Born–Huang approach to nonadiabatic dynamics

In the following, we will introduce the central equations for nonadiabatic quantum dynamics within the so-called Born–Huang representation of the molecular wavefunction. These equations constitute the cornerstone for the FMS method that will be described later in this New Views article. Solving the nonadiabatic quantum dynamics equations requires specific information about the electronic structure of the molecule, and we briefly discuss some of the main techniques employed for this purpose and the limitations of their approximations. Last but not least, we highlight the link between the Born–Huang representation and concepts of photochemistry.

2.1. Time-dependent molecular wavefunction

Any urge towards a quantum-mechanical description of a (pure state) system is indispensably connected to a treatment of its wavefunction. The wavefunction is an element of the Hilbert space of square-integrable functions and contains the information on all properties of the system. If the system under consideration is a molecule, one needs to consider its molecular wavefunction \( \Psi(r, R, t) \), which depends on the \( 3N_{el} \) electronic and \( 3N_{nuc} \) nuclear coordinates, collected in \( r \) and \( R \), respectively, and the time \( t \). Characterising the time dependence of the molecular wavefunction, sometimes referred to as its ‘quantum dynamics’, implies the solution of the time-dependent molecular Schrödinger equation.

Within a nonrelativistic framework, the time-dependent Schrödinger equation for a molecule, in atomic units, reads

\[
i \frac{\partial}{\partial t} \Psi(r, R, t) = \hat{H}(r, R) \Psi(r, R, t).
\]

(1)

The molecular Hamiltonian \( \hat{H}(r, R) \) can be separated into a sum of a nuclear kinetic energy operator \( \hat{T}_{N}(R) \) and an electronic Hamiltonian \( \hat{H}_{el}(r, R) \), taking the form

\[
\hat{H}(r, R) = -\sum_{r} \frac{1}{2M_{r}} \nabla_{r}^{2} - \sum_{i<j} \frac{1}{|r_{i} - r_{j}|} \nabla_{r_{i}} \cdot \nabla_{r_{j}} + \sum_{i} \frac{1}{2} \nabla_{r_{i}}^{2} + \sum_{\gamma,j} \frac{Z_{\gamma}}{|R_{\gamma} - r_{j}|} + \sum_{\gamma,\beta} \frac{Z_{\gamma} Z_{\beta}}{|R_{\gamma} - R_{\beta}|} - \sum_{\gamma,j} \frac{Z_{\gamma}}{|R_{\gamma} - r_{j}|} - \sum_{\gamma} \frac{1}{2M_{\gamma}} \nabla_{\gamma}^{2} + \hat{H}_{el}(r, R)
\]

\[
= \hat{T}_{N}(R) + \hat{H}_{el}(r, R).
\]

(2)

\( \hat{H}_{el} \) includes the kinetic energy operator for the electrons as well as all the operators for Coulombic interactions related to the electrons and nuclei. For a given nuclear configuration \( R \), the time-independent electronic Schrödinger equation provides an eigenvalue equation for the \( \hat{H}_{el} \) Hamiltonian,

\[
\hat{H}_{el}(r, R) \Phi_{J}(r, R) = E_{J}^{el}(R) \Phi_{J}(r, R),
\]

(3)

producing a set of orthonormal electronic basis functions, \( \{ \Phi_{J}(r, R) \} \), called electronic (adiabatic) wavefunctions with \( J \) being a label denoting the electronic state, and associated with the electronic energies \( E_{J}^{el}(R) \). Using this orthonormal basis to expand our molecular wavefunction leads to the so-called Born–Huang (BH) representation [56]

\[
\Psi(r, R, t) = \sum_{J} \Phi_{J}(r, R) \chi_{J}(R, t).
\]

(4)

(Note that the sum can run over explicit quantum numbers or over states.) It is important to realise that the BH representation groups all the time dependence of the molecular wavefunction in the expansion coefficients \( \chi_{J}(R, t) \), which correspond to time-dependent nuclear wavefunctions for each electronic state \( J \).

By inserting the BH representation (Equation 4) into the time-dependent Schrödinger equation (Equation 1), one obtains a series of coupled equations of motion for the nuclear amplitudes (upon left multiplication by \( \Phi_{J}^{*}(r, R) \) and integration over all electronic coordinates \( r \),

\[
i \frac{\partial \chi_{J}(R, t)}{\partial t} = \left[ \hat{T}_{N}(R) + E_{J}^{el}(R) \right] \chi_{J}(R, t)
\]

\[
- \sum_{J} \sum_{\rho} \left[ \frac{1}{M_{\rho}} \langle \Phi_{J} | \frac{\partial}{\partial R_{\rho}} | \Phi_{J} \rangle r \frac{\partial}{\partial R_{\rho}} \right]
\]

\[
+ \frac{1}{2M_{\rho}} \langle \Phi_{J} | \frac{\partial^{2}}{\partial R_{\rho}^{2}} | \Phi_{J} \rangle r
\]

\[
\chi_{J}(R, t).
\]

(5)

The first square-bracket term on the right-hand side of Equation (5) describes the evolution of the nuclear wavefunction \( \chi_{J}(R, t) \) on the \( I \)th electronic state, with the corresponding PES arising from \( E_{J}^{el}(R) \). The second square-bracket term introduces couplings between nuclear amplitudes evolving on different electronic states through the first- and second-order nonadiabatic derivative couplings, \( d_{IJ}(R) = \langle \Phi_{I} | \nabla_{R} \Phi_{J} \rangle r \) and \( D_{IJ}(R) = \langle \Phi_{I} | \nabla_{R}^{2} \Phi_{J} \rangle r \), respectively. The notation \( \langle \cdot \cdot \cdot \rangle_{r} \) means integration over \( r \). (We note that \( D_{IJ}(R) \) is non-zero and also contributes an additional term within a given electronic state \( I \).)
2.2. Electronic structure for nonadiabatic dynamics

The previously derived set of equations of motion for nuclear amplitudes, Equation (5), makes it clear that a solution of the time-dependent Schrödinger equation in the adiabatic representation requires knowledge of the following electronic information: electronic energies $E_I(R)$, nonadiabatic coupling vectors $d_{IJ}(R)$, and potentially the gradients of the electronic energies and second-order nonadiabatic couplings $D_{IJ}(R)$, for and between all electronic states considered. These quantities can be obtained from a vast range of methods that aim at approximating the time-independent electronic states with a charge-transfer character [80–86], conical intersections between the ground and first excited state [87], electronic states with double-excitation character [87–91], and can formally only be used to describe ground-to-excited-state quantities like nonadiabatic coupling vectors [92–99] (or spin–orbit coupling matrix elements [100]), even if linear-response theory already offers a good approximation [101] (quadratic response theory can be used but unstable within the adiabatic approximation [99,102,103]). Different benchmarks of LR-TDDFT and exchange/correlation functionals for the description of electronic energies have been proposed in the literature (see, e.g. [104] for a review of benchmarks), and we highlight here only more specific benchmarks related to oscillator strengths [105], singlet/triplet splitting [106], spin–orbit couplings [107] and nonadiabatic dynamics [108].

ADC(2), in its standard formulation, cannot be used to describe the coupling between the ground and first excited state but a spin-flip variant has recently been proposed [109]. CC2 (second-order approximate coupled cluster) suffers from instabilities in regions where electronic states are degenerate [103,108] and work to solve this issue recently appeared in the literature [110,111].

Besides its computational cost, (MS-)CASPT2 may suffer from the appearance of intruder states and instabilities near conical intersection [59,112].

Nonadiabatic dynamics techniques can be classified into two families based on when the electronic structure quantities are calculated. Some nuclear dynamics strategies require a global knowledge of the PESs and couplings over the entire nuclear configuration space considered. Therefore, such methods necessitate the precalculation of all electronic structure quantities prior to the actual nuclear propagation. They also often rely on the fitting of the electronic structure quantities to certain functional forms or on the use of a model Hamiltonian [113,114]. Contrarily, other nonadiabatic methods only require the electronic structure information to be known locally, allowing for on-the-fly nonadiabatic dynamics (also called ‘direct’ or ‘ab initio’ dynamics). In this case, the electronic quantities are computed at each nuclear propagation time step or when required.1 The cost of electronic structure calculations can become a serious bottleneck when performing on-the-fly excited-state dynamics of molecular systems. Recent developments could achieve a dramatic reduction of this computational cost, for instance by combining nonadiabatic dynamics with quantum chemical calculations accelerated on graphics processing units (GPUs) (see for example Refs. [117–120]) or by employing machine (or deep-) learning strategies [121,122,123].

Finally, it is crucial to highlight the importance of carefully testing the different quantum-chemical methods
Our understanding of photochemical and photophysical processes is rooted in the previously introduced Born–Huang representation: one often thinks about excited-state molecular processes in terms of a molecule transferring between different electronic states during nonradiative relaxation processes – exactly what the set of coupled equations (5) describes. A typical Born–Huang picture of photochemistry is represented schematically in Figure 1. A molecule is originally in its ground electronic and vibrational state (1) when an ultrashort pulse of light triggers an electronic excitation (2) towards a certain excited electronic state $S_n$, based on the interaction between the light pulse and the molecule. If the pulse is short enough, the original nuclear wavefunction in $S_0$ is projected onto the excited electronic state to form a nuclear wavepacket (3) – the original nuclear wavefunction is represented in excited state $S_n$ as a linear combination of the nuclear eigenstates of this new electronic state. The nuclear wavepacket in electronic state $S_n$, $\chi_{S_n}(R,t)$, relaxes (4) and is likely to reach regions of strong nonadiabaticity, i.e. regions where electronic states are close in energy and can be coupled by nuclear motion, as described above. In such regions, the nuclear wavepacket will transfer amplitude towards the coupled electronic states, leading to a splitting or a branching on a different electronic state with same (6) or different (5) spin multiplicity. Such a relaxation process is called nonradiative decay, and more precisely internal conversion if the electronic states considered all share the same spin multiplicity or intersystem crossings whenever they have different spin multiplicities. If the nuclear wavepacket is trapped in a region (minimum) of an excited state$^2$ for a time long enough, luminescence can be observed: the molecule relaxes to the ground state via light emission (7). Let us note at this stage that solving the Schrödinger equation with the Hamiltonian introduced in Equation (2) does not allow to observe the processes of light absorption (2), light emission (7) or intersystem crossings (6) – see Section 3.2.4 for more details. The discussion of photochemical processes in terms of static and coupled PESs on which nuclear wavepackets evolve is a direct by-product of the Born–Huang representation of the molecular wavefunction.

3. Nonadiabatic molecular dynamics

Now that the main equations and ingredients for nonadiabatic dynamics have been defined, let us discuss how such a dynamics can be performed in practice for molecular systems. We start from the full description of nuclear quantum effects, moving then to an expansion of the nuclear amplitudes in a basis of TBFs, and finishing with a more approximate description of nuclear probability densities as a swarm of classical independent trajectories.

3.1. Expressing the nuclear amplitudes in a basis of time-dependent functions

Let us start by considering the nuclear wavefunction in electronic state $J$, $\chi_J(R,t)$, and expand it in...
a basis of $N_{BFs}^J$ basis functions, $\{\tilde{\chi}_k^J\}_{k=1}^{N_{BFs}^J}$, with $\tilde{\chi}_k^J := \tilde{\chi}_k^J (R; a_{k,1}^J (t), \ldots, a_{k,N_p}^J (t))$ (with $a_{k,j}^J (t)$ being a set of $N_p$ time-dependent parameters). Inserting this basis expansion into the BH representation results in the following expansion of the molecular wavefunction:

$$\Psi (r, R, t) = \sum_{j}^{\infty} \sum_{k}^{N_{BFs}^J} C_k^J (t) \tilde{\chi}_k^J (R; a_{k,1}^J (t), \ldots, a_{k,N_p}^J (t)) \Phi_j (r; R),$$

with $\{C_k^J\}_{k=1}^{N_{BFs}^J}$ being complex time-dependent expansion coefficients associated with the electronic state $J$. If one inserts this form of the BH representation into the TDSE (Equation 1), left-multiplies the result by $(\tilde{\chi}_k^J (R; a_{k,1}^J (t), \ldots, a_{k,N_p}^J (t)) \Phi_j (r; R))^*$ and integrates over all electronic ($r$) as well as nuclear coordinates ($R$), a set of equations of motion for the complex expansion coefficients can be deduced and reads, in matrix form,

$$\dot{C} = -iS^{-1}[(H - i\dot{S})C],$$

(7)

This is nothing but the time-dependent molecular Schrödinger equation expressed within a basis of electronic eigenfunctions $\{(\Phi_j (r; R))\}$ and a basis of nonorthogonal functions $\{(\tilde{\chi}_k^J (R; a_{k,1}^J (t), \ldots, a_{k,N_p}^J (t)))\}$. One finds in Equation (7) the overlap matrix $(S_{kk}^{jj}) = \langle \tilde{\chi}_k^J | \tilde{\chi}_k^J \rangle R \delta_{jj}$, the Hamiltonian matrix $(H_{kk}) = \langle \Phi_k | H | \Phi_k \rangle R, R$ and an overlap matrix including the time derivatives of the basis functions $(\dot{S}_{kk}^{jj}) = \langle \partial_t \tilde{\chi}_k^J | \tilde{\chi}_k^J \rangle R \delta_{jj}$. Importantly, the form of Equation (7) indicates that all the basis functions are coupled in an intra- as well as an interstate manner.

The definition of the basis functions $\{\tilde{\chi}_k^J\}_{k=1}^{N_{BFs}^J}$, the approach to describe the evolution of its time-dependent parameters as well as the way to compute or approximate the matrix elements of Equation (7) are what differentiates the various methods for nonadiabatic quantum molecular dynamics. The variational Multiconfigurational Gaussian (vMCG) method proposes to employ the Dirac–Frenkel variational principle to propagate the basis functions, taken as multidimensional Gaussians, and their parameters [23–25,125–127]. In multiconfigurational Ehrenfest (MCE), the (frozen) Gaussians follow Ehrenfest trajectories [26–28,128]. Other alternative formulations of the total molecular wavefunction using TBFs were proposed more recently [129,130]. In the following, we will focus on the Full (FMS) and Ab Initio Multiple Spawning (AIMS) methods that utilise a basis of frozen multidimensional Gaussian functions which evolve according to classical laws of motion.

### 3.2. Full- and ab initio multiple spawning

#### 3.2.1. Equations of motion

FMS [29,31,131–136] is based on the idea of expanding the nuclear wavefunctions into a basis of moving multidimensional Gaussian functions (the basis functions described earlier and now called trajectory basis functions – TBFs),

$$\chi_j (R, t) := \sum_{k=1}^{N_{BFs}^J} C_k^J (t) \tilde{\chi}_k^J (R; \bar{R}_k^J (t), \bar{P}_k^J (t), \bar{P}_R^J (t), \alpha).$$

(8)

The time dependence of the basis set is apparent in the definition of the position, $\bar{R}_k^J (t)$, and momentum, $\bar{P}_k^J (t)$, of the centre of the TBF, as well as a phase, $\bar{P}_R^J (t)$. Since FMS utilises an ansatz of frozen Gaussians, their width, $\alpha$, will be time independent. Each 3$N_N$-dimensional TBF is constructed as a product of 3$N_N$ one-dimensional Gaussian functions, i.e.

$$\tilde{\chi}_k^J (R; \bar{R}_k^J (t), \bar{P}_k^J (t), \bar{P}_R^J (t), \alpha) = \exp \left[ -\frac{2\alpha}{\pi} \right] \frac{1}{2} \left( \frac{\alpha}{\pi} \right)^{1/4} \exp \left[ -\alpha \frac{1}{2} \left( \bar{R}_k^J (t) \right)^2 \right] \exp \left[ i\bar{P}_R^J (t) \bar{R}_k^J (t) \right] \right],$$

(9)

and their centre in position and momentum space will evolve based on Hamilton’s equations of motion [134,136].

In FMS, the initial molecular wavefunction of the system is expressed as a linear combination of $N_{ini}$ coupled parent wavefunctions. For each of these parent molecular wavefunctions, one can write an FMS version of the BH representation, leading to the following representation of the molecular wavefunction:
\[ \Psi(r, R, t) = \sum_{\beta}^{N_{\beta}} \tilde{\Psi}_\beta(r, R, t) \]

\[ = \sum_{\beta}^{N_{\beta}} \sum_{I}^{N_{TBF, I, \beta}} \sum_{J}^{N_{TBF, J, \beta}} C_{kj}^{(I)\beta}(t) \tilde{\chi}_{Jk\beta}^{(I)} \left( R, \tilde{R}_{k\beta}(t), \mathbf{P}_{k\beta}(t), \mathbf{v}_{k\beta}(t), \alpha \right) \Phi_J(r, R). \]  

(11)

Inserting this expansion into the time-dependent Schrödinger equation and analogously applying the operations performed to obtain Equation (7) yields a similar set of equations of motion for the nuclear amplitudes as described in Equation (7), but that we now rewrite for the amplitude of a given electronic state \( I \):

\[ \frac{dC_I}{dt} = -i \left[ (H_{II} - iS_{II})C_I + \sum_{J \neq I}^{\infty} H_{IJ}C_J \right]. \]  

(12)

Here again, the overlap matrices read \( (S)^{II}_{k\beta,k'\beta'} = \langle \tilde{\chi}_{k\beta}^{(I)} | \tilde{\chi}_{k'\beta'}^{(I)} \rangle_R \) and \( (S)^{II}_{k\beta,k'\beta'} = \langle \tilde{\chi}_{k\beta}^{(I)} | (\partial / \partial t) \tilde{\chi}_{k'\beta'}^{(I)} \rangle_R \). The Hamiltonian matrix elements between TBF \( k \) (from parent branch \( \beta \)) evolving in state \( I \) and TBF \( k' \) (from parent branch \( \beta' \)) evolving in state \( J \) are given by

\[ \langle H \rangle^{II}_{k\beta,k'\beta'} = \langle \Phi_I | (H_{k\beta}^{(I)})_R | \Phi_J \rangle \]

\[ = \langle \tilde{\chi}_{k\beta}^{(I)} | \tilde{H} | \tilde{\chi}_{k'\beta'}^{(I)} \rangle_R \delta_{IJ} \]

\[ = \langle \tilde{\chi}_{k\beta}^{(I)} | \tilde{T}_N | \tilde{\chi}_{k'\beta'}^{(I)} \rangle_R \delta_{IJ} + \langle \tilde{\chi}_{k\beta}^{(I)} | \tilde{E}_1 | \tilde{\chi}_{k'\beta'}^{(I)} \rangle \delta_{IJ} \]

\[ - \sum_{\rho} \frac{3N_{\rho}}{2M_{\rho}} \left( \tilde{\chi}_{k\beta}^{(I)} \right)_R \left( \frac{\partial}{\partial R_{\rho}} \Phi_I \right)_R \left( \frac{\partial}{\partial R_{\rho}} \Phi_J \right)_R \]

\[ - \sum_{\rho} \frac{3N_{\rho}}{2M_{\rho}} \left( \tilde{\chi}_{k\beta}^{(I)} \right)_R \left( \frac{\partial}{\partial R_{\rho}} \Phi_I \right)_R \left( \frac{\partial}{\partial R_{\rho}} \Phi_J \right)_R \]

Equation (13) makes it apparent that intrastate couplings, i.e. couplings between TBFs evolving on the same electronic state, are mediated by the nuclear kinetic energy operator, the electronic energy and the diagonal Born–Oppenheimer terms (first, second and fourth terms on the r.h.s of Equation 13, respectively). Interaction of TBFs belonging to different electronic states is due to the nonadiabatic coupling terms (third and fourth terms on the r.h.s of Equation 13). Such inter-state coupling terms are what accounts for the non-Born–Oppenheimer effects, that is, the fact that nuclear motion causes transfer of nuclear amplitude between electronic states. Figure 2 proposes a schematic representation of intrastate (blue) and interstate (red) couplings between TBFs in FMS.

**3.2.2. Spawning algorithm**

One of the most important characteristics of the FMS strategy is its use of an adaptive basis set to describe nonadiabatic processes. As stated above, an FMS run starts

---

**Figure 2.** Schematic representation of the different possible couplings between TBFs. Intrastate couplings are highlighted by a blue area, while interstates ones are depicted in red. The physics encapsulated in the Hamiltonian varies if one uses FMS/AIMS (molecular Hamiltonian – internal conversion), GFMS/GAIMS (molecular Hamiltonian plus spin–orbit coupling Hamiltonian – internal conversion and intersystem crossings) or XFFMS/XFAIMS (molecular Hamiltonian plus dipolar-coupling Hamiltonian – photo-triggered processes and internal conversion).
with a linear combination of $N_{\text{ini}}$ coupled parent TBFs. In FMS, the number of TBFs describing the nuclear wavefunction in electronic state $I$ will change over time due to so-called spawning events [134]. Each of the initial TBFs has the possibility to trigger the creation of new TBFs on coupled electronic states, whenever it evolves in regions characterised by a strong nonadiabaticity. At each step of the FMS dynamics, an effective nonadiabatic coupling between the state driving the TBF and all other electronic states is computed at the position of the TBF. This effective coupling is usually defined as the modulus of the nonadiabatic coupling vector, $|d_{ij}|$, or the projection of the nonadiabatic coupling vector onto the classical velocity of the TBF, $|d_{ij} \cdot \dot{R}_{k\beta}|$. If this effective coupling between the driving and any other electronic state at the current position of the TBF exceeds a predefined threshold, the propagation of the complex amplitudes is stopped and only the respective TBF is propagated until the point where a maximum in the effective coupling is reached. At this point, a new child TBF is spawned on the coupled state, if certain additional criteria are met [134,137,138]. In the case of a successful spawn, the child TBF with a complex amplitude of 0 and the parent TBF will be propagated back in time, until the time when the parent TBF entered into the coupling region. The FMS dynamics can then be resumed with the equations of motion defined by Equation (12) extended by a new (child) TBF. The extended set of TBFs will allow for exchange of amplitude between the coupled electronic states. The spawning algorithm implies that the number of TBFs in state $I$ (from branch $\beta$) in Equation (11) is actually time dependent: $N_{\text{TBFs}I,\beta} \rightarrow N_{\text{TBFs}I,\beta}(t)$. More details about the spawning algorithm can be found in Refs. [134,136,137,139].

### 3.2.3. Ab initio multiple spawning

The FMS framework described in the previous section would be in principle exact in the limit of a large number of TBFs and an exact evaluation of the matrix elements of its equations of motion (Equation 13). However, neither requirement can be strictly met if one is interested in the excited-state dynamics of molecules in their full dimensionality, and two key approximations have to be introduced and will define the AIMS method. These approximations are summarised below and the interested reader can consult Ref. [140] for their test and a more detailed discussion.

The Hamiltonian matrix elements described in Equation (13) imply the evaluation of integrals over all nuclear coordinates, with integrands containing electronic-structure quantities that precisely depend on the nuclear position. As such, computing Hamiltonian matrix elements in FMS requires a knowledge of these electronic-structure quantities at each possible nuclear configuration, implying the precomputation of all electronic-structure quantities over the entire nuclear configuration space. A strategy employed in AIMS to alleviate this issue is to approximate the integrals in the Hamiltonian elements. Let us consider that one wants to evaluate an integral between TBF $k$ in state $I$ and TBF $k'$ in $I$ with the generic electronic-structure quantity $\theta_{ij}(R) = \langle \Phi_I|\hat{\theta}(R)|\Phi_I \rangle_R$,

$$
(\Theta)^{ij}_{k\beta,k'Brien} = \langle \tilde{\chi}^{(I)}_{k\beta} | \langle \Phi_I|\hat{\theta}(R)|\Phi_I \rangle_R | \tilde{\chi}^{(I)}_{k'\beta'} \rangle_R \tag{14}
$$

One can start by expanding the electronic-structure quantity around the centroid position of the product of the two TBFs, $\tilde{R}^{(I)}_{k\beta,k'\beta'} = \frac{1}{2}(\tilde{R}^{(I)}_{k\beta} + \tilde{R}^{(I)}_{k'\beta'})$:

$$
\theta_{ij}(R) = \theta_{ij}(\tilde{R}^{(I)}_{k\beta,k'\beta'}) + \sum_{\rho} (R_{\rho} - \tilde{R}^{(I)}_{\rho,k\beta,k'\beta'}) \frac{\partial \theta_{ij}(R)}{\partial R_{\rho}} \bigg|_{R_{\rho} = \tilde{R}^{(I)}_{\rho,k\beta,k'\beta'}} + \frac{1}{2} \sum_{\rho} (R_{\rho} - \tilde{R}^{(I)}_{\rho,k\beta,k'\beta'}) \times \frac{\partial^2 \theta_{ij}(R)}{\partial R_{\rho} \partial R_{\rho'}} \bigg|_{R_{\rho} = \tilde{R}^{(I)}_{\rho,k\beta,k'\beta'}, R_{\rho'} = \tilde{R}^{(I)}_{\rho,k\beta,k'\beta'}} \times (R_{\rho} - \tilde{R}^{(I)}_{\rho,k\beta,k'\beta'}) + \cdots \tag{15}
$$

Considering the spatial localisation of the TBFs, the electronic-structure quantity of interest is assumed to be only slightly varying in the region of non-zero overlap between the two TBFs [134,139,141]. As a result, one assumes that the above Taylor expansion can be truncated after zeroth order, leading to the following (approximate) integrals:

$$
(\Theta)^{ij}_{k\beta,k'\beta'} = \langle \tilde{\chi}^{(I)}_{k\beta} | \langle \Phi_I|\hat{\theta}(R)|\Phi_I \rangle_R | \tilde{\chi}^{(I)}_{k'\beta'} \rangle_R \approx \theta_{ij}(\tilde{R}^{(I)}_{k\beta,k'\beta'}) \langle \tilde{\chi}^{(I)}_{k\beta} | \tilde{\chi}^{(I)}_{k'\beta'} \rangle_R \tag{16}
$$

Applying this so-called saddle-point approximation of order zero (SPA0) to the definition of the FMS Hamiltonian matrix elements (Equation 13) yields, after neglecting the second-order couplings, the AIMS Hamiltonian matrix elements:

$$
(H)^{ij}_{k\beta,k'\beta'} \approx \langle \tilde{\chi}^{(I)}_{k\beta} | \tilde{R}_N \tilde{\chi}^{(I)}_{k'\beta'} \rangle_R \delta_{ij} + E^{el}_{ij}(\tilde{R}^{(I)}_{k\beta,k'\beta'}) \langle \tilde{\chi}^{(I)}_{k\beta} | \tilde{\chi}^{(I)}_{k'\beta'} \rangle_R \delta_{ij} - \sum_{\rho} \frac{1}{M_{\rho}} \langle d_{ij}(\tilde{R}^{(I)}_{k\beta,k'\beta'}) \rangle_{\rho} \times \langle \tilde{\chi}^{(I)}_{k\beta} | \frac{\partial}{\partial R_{\rho}} \tilde{\chi}^{(I)}_{k'\beta'} \rangle_R \tag{17}
$$
Calculating Hamiltonian matrix elements using the saddle-point approximation of order zero allows for the on-the-fly propagation of the AIMS equations of motion. TBFs are propagated based on ab initio molecular dynamics, while the equations for the complex amplitudes (Equation 12) require additional electronic-structure calculations at the centroid position between each pair of TBFs, coupling them together.

The second approximation is the so-called independent first generation approximation (IFGA). In FMS, the dynamics is usually initialised with a linear combination of \( N_{\text{ini}} \) coupled parent TBFs mimicking an initial nuclear wavepacket. In the high-dimensional case of a molecule, a nuclear wavepacket is expected to rapidly spread in configuration space after photoexcitation, hence the initial parent TBFs are expected to uncouple rapidly and, as a result, evolve independently shortly after the beginning of the dynamics. Within the framework of the IFGA, the initial parent TBFs are considered uncoupled from the very beginning of the dynamics [133,134]. Within the IFGA, one can sample the initial conditions for each parent TBF from a Wigner distribution and run them independently. Consequently, it is assumed that all TBFs from a branch \( \beta \) will evolve completely independently from any TBFs coming from a different branch \( \beta' \).

Applying the SPA0 and the IFGA to the FMS equations of motion leads to the AIMS method, which allows for the description of the nonadiabatic dynamics of molecules in full dimensionality. AIMS has been successfully employed to elucidate the photochemistry of numerous molecules (see Refs. [7,117,119,143–147] for example and Refs. [136,148] for a more detailed list of applications).

### 3.2.4. Extension of full- and ab initio multiple spawning

The FMS equations of motion introduced above describe the nonadiabatic dynamics of a molecule in an in principle exact way under the assumption that such excited-state dynamics can be fully described by the molecular Hamiltonian given in Equation (2) (Figure 2). Hence, the FMS framework described until now only allows for the description of nonradiative deexcitation of molecules via internal conversion pathways (events 4 and 6 in Figure 1). As indicated earlier, other physical processes related to excited states can be of importance like intersystem crossings (event 5 in Figure 1) or the explicit interaction of a molecule with an external electromagnetic field to produce photoexcitation (event 2 in Figure 1) or phototriggered processes. The description of such events can easily be included within an FMS (or AIMS) framework by adding the necessary supplementary terms to the molecular Hamiltonian, leading to additional couplings between the TBFs resulting from the presence of extra physical processes (in the following, we denote the modified molecular Hamiltonian by \( \hat{H}' \)).

In the Generalised FMS method (GFMS) [149], a spin–orbit coupling Hamiltonian [150,151] is added to the molecular Hamiltonian:

\[
\hat{H}(x, R) = \hat{H}(r, R) + \hat{H}_{\text{SOC}}(x, R),
\]

where \( x = (r, s) \) (we indicate here the spin component for the electronic degrees of freedom only). Thanks to this additional term and an alteration of the spawning algorithm, GFMS (and its approximate version GAIMS) can be used to describe internal conversion and intersystem crossing events on an equal footing. An alternative implementation of spin–orbit coupling in FMS is presented in Refs. [152,153].

In the eXternal Field FMS (XFFMS or XFAIMS in its AIMS approximation) [154], the molecular Hamiltonian is supplemented by a dipolar coupling term, allowing for couplings between TBFs mediated by an external electromagnetic field \( E(t) \) (an underlined bold symbol indicates a 3D vector):

\[
\hat{H}(r, R, t) = \hat{H}(r, R) - \hat{\mu}(r, R) \cdot E(t),
\]

where \( \hat{\mu}(r, R) = \hat{\mu}^e(r) + \hat{\mu}^N(R) \) is the molecular dipole moment, composed of an electronic and a nuclear part. Photo(de)excitation processes with laser pulses as well as more complex in silico experiments like pump–dump [155] or control [156] can be achieved within this framework. The effect of an external field in FMS has also been included in a Floquet-type approach [157,158].

Figure 2 summarises the different types of couplings in FMS (AIMS) and its extensions.

### 3.3. Trajectory surface hopping

TSH belongs to the family of mixed quantum/classical methods for nonadiabatic dynamics [159]. TSH proposes to portray the nonadiabatic dynamics of nuclear wavepackets by using swarms of independent classical trajectories – within the so-called independent trajectory approximation (ITA) – that can hop from one electronic state to the other in case of strong nonadiabaticity [35,160].

In TSH, the nuclei of a molecule are propagated classically based on Newton’s equations of motion. Hence, the nuclear force felt by the molecule at time \( t \) along a certain trajectory, labelled \( \alpha \), is given by

\[
F^\alpha(t) = -\nabla_R E^\alpha_e(R)|_{R=R^\alpha(t)}.
\]

The notation \( E^\alpha_e(R) \) indicates that the classical force is obtained from a given (adiabatic) electronic state that
can change during the dynamics to reproduce nonadiabatic transitions. How can the driving state of the dynamics at each nuclear time step be determined? Tully proposed an algorithm, coined Fewest Switches, which limits the number of hopping events to a minimum in a TSH run [37]. (In the following, we will use the acronym TSH to denote surface hopping within the fewest switches algorithm.) Each trajectory \( \alpha \) is assigned a time-dependent electronic wavefunction given by

\[
\tilde{\Phi}(r, R^t, t) = \sum_{I} \tilde{c}_{I}^{\alpha}(t) \Phi_I(r, R^t),
\]

(21)

with \( \Phi_I(r, R^t) \) being a solution of the time-independent Schrödinger equation (3) for nuclear configuration \( R = R^t \), and \( \tilde{c}_{I}^{\alpha}(t) \) a set of complex coefficients. A set of equations of motion for the complex amplitudes can be obtained by inserting Equation (21) into the time-dependent electronic Schrödinger equation (plus some algebra),

\[
\tilde{c}_{I}^{\alpha}(t) = -iE_I^{\alpha}(R^t) \tilde{c}_{I}^{\alpha}(t) - \sum_{I} \hat{R}_{I}^{\alpha}(t) \cdot d_{II}(R^t) \tilde{c}_{I}^{\alpha}(t).
\]

(22)

We note the presence of the nonadiabatic coupling vectors \( d_{II}(R^t) \) in Equation (22), which are projected onto the nuclear velocity vector (at time \( t \)), \( \hat{R}_{I}^{\alpha}(t) \).

A TSH run typically starts by selecting the initial conditions (positions and momenta) for a given trajectory \( \alpha \) and the initial driving state. At time \( t_0 \), all the complex coefficients are set to zero, except for the one corresponding to the initial driving state which is initiated to one. The nuclear degrees of freedom are propagated according to Equation (20), with the electronic energy being that of the initial state. After each nuclear integration time step, (i) the amplitudes are propagated (with a smaller time step) based on Equation (22), (ii) a probability for the trajectory \( \alpha \) to jump from the driving electronic state to another one is computed and (iii) a stochastic algorithm is employed to determine whether the trajectory should change state. The fewest-switches probability to hop from state \( I \) to any other electronic state \( J \) between time \( t \) and \( t + dt \) is given by \( [37] \),

\[
\mathcal{P}_{I \rightarrow J}^{\alpha} = \text{max} \left[ 0, \frac{-2dt}{|\tilde{c}_{I}^{\alpha}(t)|^2} \Re \left[ \tilde{c}_{I}^{\alpha}(t) \cdot \hat{R}_{I}^{\alpha}(t) \right] \cdot d_{IJ}(R^t) \right].
\]

(23)

A hop occurs from \( I \) to another electronic state \( J \) if

\[
\sum_{K} P_{I \rightarrow K}^{\alpha} \leq \xi \leq \sum_{K} P_{I \rightarrow K}^{\alpha},
\]

(24)

where \( \zeta \) is a random number generated uniformly in the interval \([0 : 1]\). The trajectory is propagated until the predetermined completion criterion. This summarises the main steps for the propagation of a single trajectory \( \alpha \), but it is critical to realise that a large number of independent trajectories, or independent TSH runs, are required to converge the hopping algorithm and the sampling of initial conditions. We note that new flavours of TSH have recently been proposed [161].

### 3.4. Ab initio multiple spawning vs trajectory surface hopping

In the following, we aim at comparing the two different ansätze for nonadiabatic dynamics proposed by TSH and AIMS. To achieve this goal, it is necessary to compare the respective equations of motion for the complex amplitudes. Let us consider a system consisting of two electronic states \( I \) and \( J \).

In TSH the equations of motion for a certain trajectory \( \alpha \) read

\[
\begin{pmatrix}
\tilde{c}_{I}^{\alpha}(t) \\
\tilde{c}_{J}^{\alpha}(t)
\end{pmatrix} = -i \left( \begin{array}{cc} H_{II} & H_{IJ} \\ H_{JI} & H_{JJ} \end{array} \right) \begin{pmatrix}
\tilde{c}_{I}^{\alpha}(t) \\
\tilde{c}_{J}^{\alpha}(t)
\end{pmatrix} + \sum_{\rho} \left( \begin{pmatrix}
\tilde{c}_{I}^{\alpha}(t) \\
\tilde{c}_{J}^{\alpha}(t)
\end{pmatrix} \right) \end{pmatrix},
\]

(25)

with the Hamiltonian elements being defined as \( H_{II} = E_{I}(R^t) \) and \( H_{IJ} = -id_{IJ}(R^t) \cdot \hat{R}_{I}^{\alpha}(t) \) following Equation (22).

In AIMS, assuming the simple case of two TBFs evolving on state \( I \) and one TBF on state \( J \), we will obtain the following equations of motion:

\[
\begin{pmatrix}
S_{11}^{II} & S_{12}^{II} \\
S_{21}^{II} & S_{22}^{II}
\end{pmatrix}
\begin{pmatrix}
\tilde{C}_{I}^{\alpha}(t) \\
\tilde{C}_{J}^{\alpha}(t)
\end{pmatrix}
= -i \left( \begin{array}{cc} H_{II} & H_{IJ} \\ H_{JI} & H_{JJ} \end{array} \right)
\begin{pmatrix}
\tilde{C}_{I}^{\alpha}(t) \\
\tilde{C}_{J}^{\alpha}(t)
\end{pmatrix}

- \sum_{\rho} \left( \begin{pmatrix}
\tilde{C}_{I}^{\alpha}(t) \\
\tilde{C}_{J}^{\alpha}(t)
\end{pmatrix} \right) \end{pmatrix},
\]

(26)

with the Hamiltonian matrix elements being defined as \( H_{kk'}^{II} = E_{I}(\tilde{R}_{kk'}^{II}(t)) \langle \tilde{x}_{k}^{(I)} | \tilde{x}_{k'}^{(I)} \rangle_{R} \) and \( H_{kk'}^{IJ} = -\sum_{\rho} \sum_{\rho} (1/M_{\rho}) \langle d_{IJ}(\tilde{R}_{kk'}^{(IJ)}) | \partial / \partial R_{\rho} | \tilde{x}_{k}^{(I)} \rangle_{R} \).

Comparing these two sets of equations of motion clearly highlights the difference between the ITA inherent to TSH and the coupled TBFs strategy employed by AIMS. As a consequence of the ITA, all inter- and intrastate interactions between different trajectories are neglected within TSH, and interstate couplings are exclusively evaluated at the location of the trajectory \( \alpha \) at time
$t$. Which kind of approximations shall we perform on the AIMS matrix elements to bridge the equations of motion of AIMS to those of TSH? The most obvious approximation is to set the overlap and Hamiltonian matrix elements of the type $S_{kk}^{II}$ and $H_{kk}^{II}$ to zero in Equation (26). This will decouple the TBFs evolving on the same state and prevent amplitude transfer between them. Recovering the interstate couplings of TSH from the AIMS equations would in addition require that the two coupled TBFs, evolving on different electronic states, follow the same trajectory, leading to a perfect overlap between them at all time.

While the ITA greatly simplifies the TSH algorithm and allows for a computational cost scaling linearly with the number of TSH trajectories, it is clear from the previous analysis that the trajectories produced might suffer from potential artefacts. In particular, the original TSH struggles in cases where the nuclear wavepacket branches in a nonadiabatic region, leading to a separation of the nuclear components on the two coupled surfaces – a phenomena often coined decoherence. The fact that the TSH complex amplitudes are evolved on the support of a single trajectory implies that a TSH trajectory can become overcoherent, that is, complex coefficients cannot decohere from each other, leading to a misrepresentation of the population oscillation between the two states (or the presence of a non-zero nonadiabatic coupling for an extended period of time) can lead to a decoherence problem with

\[ c_I^{\alpha}(t) = c_I^{\alpha}(0) \exp(-\Delta t/\tau_J^{\alpha}), \quad \forall J \neq I, \]
\[ c_I^{\alpha}(t) = c_I^{\alpha}(t) \left[ 1 - \frac{1 - \sum_{J \neq I} |c_J^{\alpha}(t)|^2}{|c_I^{\alpha}(t)|^2} \right], \]
\[ \tau_J^{\alpha} = \frac{\hbar}{|E^{el}_{J^{\alpha}} - E^{el}_{I^{\alpha}}|} \left( 1 + \frac{C}{E^{kin}_{J^{\alpha}}} \right), \]

with $E^{kin}_{J^{\alpha}}$ being the nuclear kinetic energy of the TSH trajectory $\alpha$ at time $t$ and $C$ a constant. Zhu et al. observed that their results were quite insensitive to the parameter $C$ and used a value of 0.1 Hartree. This value has been used and tested in the context of TSH and became the usual default value for $C$ in most applications of the EDC for molecular systems. Other more involved correction schemes have been introduced in the literature, like the (parameter-free) augmented fewest switches surface hopping (A-FSSH) strategy proposed by Subotnik and coworkers [175,179,180].

These different decoherence-correction strategies have been extensively tested on a variety of model systems, where an uncorrected TSH dynamics would break down, and showed to provide reasonable corrections (see, e.g. [163,171,175,176,179,181,182]).

It is interesting to note, however, that only a few works have been highlighting the role of such decoherence correction for the nonadiabatic dynamics of molecules (see, e.g. [171,183–186]). In the following, we introduce some preliminary calculations aiming at assessing the role of a decoherence correction (EDC) in TSH for the molecule DMABN, and comparing the outcome of TSH dynamics with the one of AIMS. DMABN is a molecule famous for its dual fluorescence. Its ultrafast dynamics upon photoexcitation in the second excited electronic state (S2) has been recently studied using TSH/LR-TDDFT [187], TSH/ADC(2) [188], A-FSSH/LR-TDDFT [189] and AIMS/LR-TDDFT [118]. All methods describe an ultrafast relaxation of the S1 population towards S2 in less than 50 fs, without a twist of the dimethylamino group (as proposed in an earlier theoretical work [190]). Such an ultrafast decay from S2 was also observed for a parent molecule, 4-aminobenzonitrile, using the quantum dynamics method ML-MCTDH [191]. Interestingly, both TSH/ADC(2) and AIMS/LR-TDDFT nonadiabatic dynamics show that, while the nuclear wavepacket formed on S2 rapidly transfers amplitude towards S1, some population also moves back from S1 to S2 at later times. This observation is quite important in the context of TSH, as such oscillations of population between two states (or the presence of a non-zero nonadiabatic coupling for an extended period of time) can lead to a decoherence problem with
Figure 3. Preliminary results on the nonadiabatic molecular dynamics of the molecule DMABN (inset). The population trace of the initially photoexcited state S\(_2\) molecule is plotted over time for TSH (light grey), TSH with the decoherence correction ‘EDC’ (dark grey) and AIMS (palatinate).

Nonadiabatic interferences between nuclear wavepackets on different electronic states are notorious for triggering a breakdown of the ITA (see, e.g. [148,165,180,195,196]), which cannot be easily fixed by a decoherence corrections [197]. The explicit simulation of photoexcitation processes or pump/probe dynamics in TSH can also become problematic in certain regimes [198], and XFAIMS constitutes an appealing alternative for such cases [199].

4. An alternative perspective on nonadiabatic dynamics

Up to this point, all concepts and methods discussed emerged from a Born–Huang picture of the molecular wavefunction, i.e. the molecular wavefunction is represented by Equation (4). As discussed above, this representation is the cornerstone for our way of thinking about excited-state dynamics as nuclear wavepackets evolving on electronic eigenstates. It is, however, important to keep in mind that Born–Huang is only one of the possible representations of \(\Psi (r,L,t)\), and adopting a different viewpoint would lead to a change of perspective in our way of describing photochemistry and photophysics. Consider, for example, that we do not perform an expansion in an electronic basis, but instead use a time-dependent electronic wavefunction with a parametric dependence on the nuclear coordinates. Within this proposition, the molecular wavefunction would be represented by

\[
\Psi (r,L,t) = \chi (R,t) \Phi (r,L,t),
\]

where \(\chi (R,t)\) is the time-dependent nuclear wavefunction and \(\Phi (r,L,t)\) the time-dependent electronic wavefunction. Such a representation of the molecular wavefunction can be shown to be exact when supplemented with a partial normalisation condition

\[
\int \left| \Phi (r,L,t) \right|^2 = 1 \quad \forall \ R,t,
\]

and has been coined Exact Factorisation [62,200–203]. The representation in Equation (28) is a generalisation of the time-independent factorisation proposed earlier by Hunter [204–208]. We note that the importance of the parametric dependence in the electronic wavefunction on the nuclear coordinates has been discussed in Ref. [209].

How does the Exact Factorisation representation of the molecular wavefunction differ from the Born–Huang one? Equations of motion for the nuclear and electronic time-dependent wavefunctions – obtained upon insertion of Equation (28) into the time-dependent Schrödinger equation and using the partial normalisation condition, see Refs. [202] for details – reveal a rather different picture of nonadiabatic phenomena. The concept of multiple time-independent electronic eigenstates disappears, as does the idea that a series of coupled nuclear amplitudes are evolving on different static PESs.
Instead, the Exact Factorisation proposes to picture the dynamics of a molecule in the excited state as a single time-dependent nuclear wavefunction evolving under the action of a single time-dependent potential energy surface and a single time-dependent vector potential [210]. The behaviour of these time-dependent potentials has been studied in details for model systems [202,211], and it was shown for example that propagating independent classical trajectories with forces derived from the time-dependent PES already offers an excellent approximation to the nuclear wavepacket dynamics [212,213], even in cases of nonadiabatic interferences [196]. As the nuclei only have to follow a single time-dependent PES, no hopping or spawning is required in stark contrast to the Born–Huang representation. These observations greatly motivated the development of approximate nonadiabatic dynamics strategies based on the Exact Factorisation [62,214,215], with methods like the coupled-trajectory mixed quantum/classical (CT-MQC) strategy having been applied to the excited-state dynamics of molecular systems [216–221]. The Exact Factorisation has also been used to shed new lights on the dynamics through conical intersections [222,223] – conical intersections being related to a Born–Huang expansion in adiabatic electronic states – as well as the geometric phase [224]. Figure 4 presents, for a two-dimensional model system, a comparison between the potential energy surfaces and nonadiabatic coupling vectors obtained within the Born–Huang representation (Figure 4a) and a snapshot of the corresponding Exact-Factorisation quantities – time-dependent potential energy surface and vector potential – at the time when the nuclear wavefunction hits the nonadiabatic region (Figure 4b) (see Ref. [223] for more details). The time-dependent potential energy surface and vector potential are smooth and do not exhibit the typical features of the corresponding adiabatic (Born–Huang) quantities.

5. Summary

The use of TBFs to perform excited-state dynamics has been stimulated by recent progress within the frameworks of AIMS, MCE or vMCG. In this New Views article, we discussed the details of the former strategy as well as its recent developments. We also proposed a comparison of AIMS with the most commonly employed techniques to perform nonadiabatic molecular dynamics, TSH, for cases where decoherence between nuclear wavepackets can play a role. Dramatic improvement in the efficiency of electronic structure methods will surely be a key ingredient for a more general use of TBFs-based nonadiabatic methods, and recent developments in the field appear to be very promising. New routes to solve the time-dependent molecular Schrödinger equation will perhaps emerge from the Exact Factorisation – for example a scheme combining TBFs within a vMCG framework, Ehrenfest dynamics, and the Exact Factorisation has recently been developed for excited-state dynamics [225]. The study of photochemistry in optical cavity (or emission processes) will most likely become another important line of research for TBFs-based strategies, as recently done with other techniques [226–228].

Notes

1. We note that on-the-fly diabatisation is possible, see, e.g. [115,116].
2. Kasha’s rule suggests that the excited electronic state from which luminescence takes place is often the lowest one.
3. We note that the total (classical) energy for each individual TBF is strictly conserved and used in simulations to detect any potential issue with the underlying electronic structure calculations. From a quantum perspective, while the norm of the total wavefunction is strictly conserved in both FMS and AIMS, the expectation value of the molecular Hamiltonian (the total energy) would be conserved only in the limit of a large number of classically driven TBFs, as discussed for example in Ref. [142].
4. Calculations were performed with Newton-X [192,193], using LR-TDDFT within the Tamm–Dancoff approximation (in Gaussian09 [194]), the LC-PBE functional with range-separation parameter set to 0.3 bohr (mimicking quantitatively the potential energy scans obtained with ωPBE) and a time step of 0.5 fs. Initial conditions were sampled from a Wigner distribution for uncoupled harmonic oscillators based on a DFT optimised geometry and corresponding frequencies.
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