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Abstract—Causal effect estimation for dynamic treatment regimes (DTRs) contributes to sequential decision making. However, censoring and time-dependent confounding under DTRs are challenging as the amount of observational data declines over time due to a reducing sample size but the feature dimension increases over time. Long-term follow-up compounds these challenges. Another challenge is the highly complex relationships between confounders, treatments, and outcomes, which causes the traditional and commonly used linear methods to fail. We combine outcome regression models with treatment models for high dimensional features using uncensored subjects that are small in sample size and we fit deep Bayesian models for outcome regression models to reveal the complex relationships between confounders, treatments, and outcomes. Also, the developed deep Bayesian models can model uncertainty and output the prediction variance which is essential for the safety-aware applications, such as self-driving cars and medical treatment design. The experimental results on medical simulations of HIV treatment show the ability of the proposed method to obtain stable and accurate dynamic causal effect estimation from observational data, especially with long-term follow-up. Our technique provides practical guidance for sequential decision making, and policy-making.
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I. INTRODUCTION

Many real-world situations require a series of decisions, so a rule is needed (also referred to as a dynamic treatment regime (DTR), plan or policy) to assist making decisions at each step. For example, a doctor usually needs to design a series of treatments in order to cure patients. The treatment often varies over time, and the treatment assignment at each time point depends on the patient’s history, which includes the patient’s past treatments, the observed static or dynamic covariates that denote the patient’s characteristics, and the past measured outcomes of the patient’s disease. Estimating the causal effect of specific dynamic treatment regimes over time (also known as dynamic causal effect estimation) benefits decision makers when facing sequential decision-making problems. For example, estimating the effect of a series of treatments given by a doctor can apparently guide the real selection of correct treatments for patients. Although the gold standard for dynamic causal effect estimation is randomized controlled experiments, it is often either unethical, technically impossible, or too costly to implement [1]. For example, for patients diagnosed with the human immunodeficiency virus (HIV), it is unethical to pause their treatment for the sake of a controlled experiment. Hence, causal effect estimation is often conducted using uncontrolled observational data, which typically includes observed confounders, treatments, and outcomes.

The challenges associated with estimating the causal effect of DTR are censoring and time-dependent confounding. For example, the patients may quit the treatments due to dead over time and then the outcome values of these patients are unknown (censoring). Furthermore, the features and outcomes of former time steps also affect current treatments and current outcomes, so this increases the features of current time point (time-dependent confounding). A longer follow-up makes the challenges even more difficult. Another challenge is to address the highly complex relationships between confounders, treatments, and outcomes, which causes the traditional and commonly used linear methods to fail.

A motivating example is a HIV treatment research study with a focus on children’s growth outcomes, measured by height-for-age z-scores (HAZ). The subjects of the study are HIV-positive children who were diagnosed with AIDS, before the commencement of the study. The treatment is antiretroviral (ART) which is a dynamic binary treatment. The study is to evaluate the effect of different treatment regimes applied to HAZ. The research took a couple of months to observe the outcomes at a time point of interest. A child may be censored during the study, where they may cease to follow the study during the treatment process. Censoring leads to a reduction in the number of subjects at each time point in the HIV treatment research study, since not all the children may survive the study after several months. ART may also bring drug-related toxicities, so a judgement needs to be made as to whether to use ART or not by the measurements of a child’s cluster of differentiation 4 count (CD4 count), CD4%, and weight for age z-score (WAZ). These measurements also serve as a disease progression measure for the child. The CD4 count, CD4%, and WAZ are affected by prior treatments and also influence treatments (ART initiation) and the outcomes (HAZ) at a later stage. Thus, CD4 count, CD4%, and WAZ are time-dependent confounders.

Existing methods can be roughly categorised into three groups. The first group requires the treatment models to fit for both the treatment and censoring mechanisms (these mechanisms model the treatment assignment process and the missing data mechanism), such as the inverse probability of treatment weighting (IPTW) [2]. However, the cumulative inverse probability weights may be small due to the censoring problem, which leads to a near positivity violation (this
Violation makes it difficult to trust the estimates provided by the methods. The second group fits the outcome regression models (these models are to estimate the relationships between the outcome and the other variables), such as the sequential g-formula (seq-gformula) [3]. However, the outcome regression models may introduce bias into seq-gformula. The last group is a doubly robust method (LTMLE) [4], [5], which combines the iterated outcome regressions and the inverse probability weights estimated by treatment models. However, it suffers from the censoring problem because the observational data reduces in the long-term which in turn decreases the modeling performance, especially with long-term follow-up.

In this paper, we propose a two-step model to combine the iterated outcome regressions and the inverse probability weights, where the uncensored subjects until the time point of interest are all used. Hence our model improves the target parameter using potentially more subjects than LTMLE. LTMLE improves the target parameter using the uncensored subjects following the treatment regime of interest. It is for this reason that it is problematic to fit a limited number of subjects following the treatment regime of interest for common models in the long-term follow-up study. As our model uses a larger number of subjects in the estimation improvement, it may achieve better performance and stability. To capture the complex relationships between confounders, treatments, and outcomes in the DTRs, we apply a deep Bayesian method to the outcome regression models. The deep Bayesian method has a powerful capability to reveal complex hidden relationships using subjects of a small sample size. The experiments show that our method demonstrates the better performance and stability compared with other popular methods.

The three contributions of our study are summarised as follows:

- Our method is able to use all the uncensored data samples which cannot be fully used by other methods like LTMLE, so our method is able to achieve a more stable performance.
- A deep Bayesian method is applied to the iterated outcome regression models. A deep Bayesian method has a strong ability to capture the complex hidden relationships between the confounders, the treatments, and the outcomes in a small-scale dataset with high dimensions.
- The deep Bayesian method is able to capture the uncertainty for the causal prediction of every subject. Such uncertainty modeling is essential for the safety-aware applications, like self-driving cars and medical treatment design.

The remainder of this paper is organized as follows. Section II discusses the related work. Section III describes the problem setting and a deep Bayesian method. We introduce our deep Bayesian estimation for dynamic causal effect in Section IV. Section V describes the experiments with a detailed analysis of our method and its performance compared with other methods. Finally, Section VI concludes our study and discusses future work.

II. RELATED WORK

In the majority of previous work, learning the causal structure [6]–[11] or conducting causal inference from observational data in the static setting (a single time point) [12]–[17] have been proposed. These methods cannot be applied to dynamic causal effect estimation [18], [19] directly. A few methods focus on the counterfactual prediction of outcomes for future treatments [18], [20]–[22]. Counterfactual prediction methods aim to estimate the causal effect of the following future treatment, which is different from our problem setting.

Another body of work focuses on selecting optimal DTRs [21], [23]. G-estimation [24], [25] has been proposed for optimal DTRs in the statistical and biomedical literature. G-estimation builds a parametric or semi-parametric model to estimate the expected outcome. Two common machine learning approaches, Q-learning [26] and A-learning [27], are applied to estimate DTRs. Q-learning is based on regression models for the outcomes given in the patient information and is implemented via a recursive fitting procedure. A-learning builds regret functions that measure the loss incurred by not following the optimal DTR. It is easy for the Q-functions of Q-learning and the regret functions of A-learning to fit poorly in high dimensional data.

Finally, we discuss the methods proposed to estimate the dynamic causal effect. The methods proposed to evaluate DTRs from observational data include the inverse probability of treatment weighting (IPTW) [2], the marginal structural model (MSM) [19], [28], sequential g-formula (seq-gformula) [3], and the doubly robust method (LTMLE) [4], [5]. IPTW estimates dynamic causal effect using the data from a pseudo-population created by inverse probability weighting. The misspecified parametric models used for the treatment models will lead to inaccurate estimation. MSM fits a model that combines information from many treatment regimes to estimate the dynamic causal effect. However, MSM may result in bias introduced by the regression model for the potential outcome and bias introduced by treatment models. Sequential g-formula uses the iterated conditional expectation to estimate the average causal effect. The performance of sequential g-formula relies on the accuracy of the outcome regression models. LTMLE calculates the cumulative inverse probabilities by the treatment models on the uncensored subjects who follow the treatment regime of interest. Then it fits the outcome regression models and uses the cumulative inverse probabilities calculated to improve the target variable. The unstable weights from the treatment models may affect the accuracy of LTMLE.

III. PRELIMINARY KNOWLEDGE

This section briefly introduces the problem setting using HIV treatment as an example and the deep kernel learning method.

A. Dynamic Causal Effects

Observational data consists of information about the subjects. In the HIV treatment study, patients are the subjects. For each subject, time-dependent confounders $X_k$, treatment $T_k$ and outcome $Y_k$ are observed at each time point $k$. Given
the HIV treatment example, the treatment indicator is whether ART is taken; CD4 variables are affected by previous treatments and influence the latter treatment assignment and outcomes, CD4 variables belong to time-dependent confounders; and HAZ is the outcome. The static confounders V represent each subject’s specific static features, such as patients’ age. We use $L_k$ to describe the union of static confounders V and time-dependent confounders $X_k$ at time k.

The outcome values are unknown (censored) for some subjects who pass away before follow-up. The censoring variable is represented as $C_k$. If a subject does not follow the study, the subject will not attend the following study (if $C_i = 1$, then $C_j = 1$, for any time $j > i$). If a subject follows the study at a time point, then the subject has followed the study in all previous time points (if $C_j = 0$, then $C_j = 0$, for any time $j < i$). Usually, a few subjects are censored at each time point [4], and fewer subjects would continue to follow the study.

An example of censoring is given in the Table I. At the beginning, all subjects take part in the study. After the first treatment assignment, some subjects do not follow the study. The features of these subjects are “missing” in the following study. As the study continues, an increasing number of subjects fail to follow the study. Thus, fewer subjects are available in the following study, which becomes a problem in the long follow-up study.

To summarise, the observational data can be described as $(L_0, C_0, Y_0), (T_{k-1}, L_k, C_k, Y_k)$, for $k = 1, \ldots, K$, and $(T_K, L_{K+1}, C_{K+1}, Y_{K+1})$ in $K+1$ time point treatment regimes. All subjects are uncensored at the baseline, which is $C_0 = 0$, and all subjects are untreated before the study, which is represented as $T_{-1} = 0$. The $T_k = (T_0, T_1, \ldots, T_{k-1}, T_k)$ represents the past treatments until the time $k$. Other symbols with an overbar, such as $Y_k, L_k$, have similar meanings. The history of covariates at time $k$ is $H_k = (T_{k-1}, L_k, C_k, Y_k)$. For simplicity, the subscript of variables will be omitted unless explicitly needed. Let $Y^d$ be the potential outcome of the possible treatment rule of interest, $d$, and $L^d$ be the potential covariates of $d$. The potential outcome $Y^d$ is the factual outcome or counterfactual value of the factual outcome.

A treatment regime, also referred to as a strategy, plan, policy, or protocol, is a rule to assign treatment values at each time $k$ of the follow-up. A treatment regime is static if it does not depend on past history $h_k$. For example, the treatment regime “always treat” is represented by $d_k = (1, 1, \ldots, 1)$, and the treatment regime “never treat” is represented by $d_k = (0,0, \ldots, 0)$. Both two treatment regimes assign a constant value for a treatment, so the assignments do not depend on past history. A dynamic treatment regime depends on the past history $h_k$. The treatment assignment at the time point $k$ is $d_k = f(h_k)$. A dynamic treatment regime is a treatment rule $d_k = (d_0, \ldots, d_k)$. The outcome at the time point $k + 1$ is affected by the history $h_k$, the treatment $t_k$, and the observed confounders $l_{k+1}$. The outcome can be described by $y_{k+1} = f(h_k, t_k, l_{k+1})$.

The causal graph [29] for dynamic treatments is illustrated in Fig. 1. The nodes represent the observed variables. Links connecting the observed quantities are designated by arrows. Links emanating from the observed variables that are causes to the observed variables that are affected by causes. The treatment at time $k$ is influenced by the observed history $H_k$. The confounders $L_{k+1}$ and outcome $Y_{k+1}$ at time $k + 1$ are influenced by the history $H_k$. The confounders $L_{k+1}$ also influence the outcome $Y_{k+1}$.

If all subjects are uncensored, the dynamic causal effect is to estimate the counterfactual mean outcome $E[Y^d_{K+1}]$. To adjust the bias introduced by uncensoring in the data, the treatment assignment and uncensoring are considered as a joint treatment [19]. The goal is to estimate the counterfactual mean outcome $E[Y^d_{K+1}:c_{K+1}=0]$. The mean outcome refers to the mean outcome at time $K + 1$ that would have been observed if all subjects have received the intended treatment regime $d$ and all subjects had been followed-up. The identifiability conditions for the dynamic causal effect need to hold with the joint treatment $(T_m, C_{m+1})$ at all time $m$, where $m = 0, 1, \ldots, K$. Note that dynamic causal effect estimation from observational data is possible only with some causal assumptions [19].

Several common causal assumptions are:

- **Consistency**, that is $Y^d_m = Y_m$ and $\tilde{L}_{m+1} = \tilde{l}_m$, if $T_{m-1} = d_{m-1}$. The consistency assumption means the potential variable equals the observed variable, if the actual treatment is provided.

- **Positivity**, where $Pr(T_m = d_m | \tilde{L}_m = \tilde{l}_m, \tilde{Y}_m = \tilde{y}_m, T_{m-1} = d_{m-1}) > 0$ for all $d_m$, $l_m$ and $y_m$ with $Pr(T_{m-1} = d_{m-1}, \tilde{L}_m = \tilde{l}_m, \tilde{Y}_m = \tilde{y}_m) > 0$. The positivity assumption means the subjects have a positive possibility of continuing to receive treatments according to the treatment regime.

- **Sequential ignorability**, it is $Y^d_m \perp T_{m-1} | \tilde{L}_m, Y_{m-1}, \tilde{Y}_{m-1}$ for all $d_m$, $l_m$ and $y_m$. The symbol $\perp$ represents statistical independence. The sequential ignorability assumption means all confounders are measured in the data.

The causal assumptions consistency and sequential ignorability cannot be statistically verified [19]. A well-defined treatment regime is a pre-requisite for the consistency assumption. The sequential ignorability assumption requires that the researchers’ expert knowledge is correct.

Based on these assumptions, the counterfactual mean outcome can be estimated from the observational data. Let $L_k$ absorb $Y_k$ if $k < K + 1$ only in the Eq. (1) and Eq. (2). The counterfactual mean outcome $E[Y^d_{K+1}:c_{K+1}=0]$ under the joint
TABLE I: An example of censoring. “-” represents a missing value.

| Observation | L₀ | C₀ | Y₀ | T₀ | L₁ | C₁ | Y₁ | T₁ | L₂ | C₂ | Y₂ | ... | T_K | L_K+₁ | C_K+₁ | Y_K+₁ |
|------------|----|----|----|----|----|----|----|----|----|----|----|-----|------|-------|-------|-------|
| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0|
| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0|
| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0| 0|

The features to evaluate are denoted as \( x_i \) and the outputs to evaluate are represented as \( f_x \). The predictive distribution of the GP—the conditional distribution \( f_x|X_s, X, y \) is Gaussian, that is

\[
f_x|X_s, X, y \sim \mathcal{N}(\mathbb{E}[f_x], \text{cov}(f_x)),
\]

where \( \mathbb{E}[f_x] = m(x) + K(X_s, X)\gamma + K(X_s, X)\sigma^2 I \) and \( \text{cov}(f_x) = K(X_s, X) - K(X_s, X)K(X_s, X)\sigma^2 I \).

The log-likelihood function is used to derive the maximum likelihood estimator. The log likelihood of the outcome \( y \) is

\[
\log p(y|\gamma, X) \propto -[y^T(K_s + \sigma^2 I)^{-1}y + \log|K_s + \sigma^2 I|],
\]

where \( K_s \) denotes kernel function \( K(X, X) \) given the parameter \( \gamma \).

Dkl transforms the inputs of a base kernel with a deep neural network. That is, given a base kernel \( k(x_i, x_j|\theta) \) with hyperparameters \( \theta \), the inputs \( x \) are transformed as a non-linear mapping \( g(x, w) \). The mapping \( g(x, w) \) is given by a deep neural network parameterized by weights \( w \).

\[
k(x_i, x_j|\theta) \rightarrow k(g(x_i), g(x_j)|w, \theta, w).
\]

In order to obtain scalability, DKL uses the KISS-GP covariance matrix as the kernel function \( K_s \),

\[
K_s \approx MK_{U,U}^\text{deep}M^T := K_{\text{KISS}},
\]

where \( K_{U,U}^\text{deep} \) is a covariance matrix learned by Eq. (8), evaluated over \( m \) latent inducing points \( U = \{u_i\}_{i=1,...,m} \) and \( M \) is a sparse matrix of interpolation weights, \( M \) contains 4 non-zero entries per row for local cubic interpolation.

The technique to train DKL is described briefly in the following content. DKL jointly trains the deep kernel hyperparameters \( \{w, \theta\} \), that is, the weights of the neural network, and the parameters of the base kernel. The training process is to maximise the log marginal likelihood of the GP. The chain rule is used to compute the derivatives of the log marginal likelihood with respect to \( \{w, \theta\} \). Inference follows a similar process of a GP.

Most deep learning models which cannot represent their uncertainty and usually perform poorly for small size observations. Compared with most deep learning models, DKL may achieve good performance with data of small size and DKL can capture the uncertainty for the predictions of the observations.

IV. OUR PROPOSED MODEL

This section begins with an outline of our proposed method, followed by a description of the methods applied in the treatment models and the outcome regression models. Some
Suppose we are interested in the dynamic treatment regime data. Models may achieve better performance in data with subjects, which are usually larger than the uncensored subjects designed models for the treatment models on the uncensored subjects. We take a treatment at each time point. At each iteration, DKL is trained for a joint treatment, the treatment models relating to both the treatment and censoring mechanism need to be estimated. The cumulative product of inverse treatment probabilities is calculated by
\[ W_m^T = \prod_{k=0}^{m-1} \frac{1}{\Pr(T_{k+1} = 0 | T_k, L_k, C_k = 0, Y_k)}. \] (12)
The cumulative product of inverse modified treatment probabilities is calculated by
\[ W_{md}^T = \frac{W_m^{T_{m-1}}}{\Pr(T_m = d_m | T_{m-1}, L_m, C_m = 0, Y_m)} \] (13)
The subjects have followed the causal study for the first \( m - 1 \) time points. The equation represents the probability of subjects taking a treatment \( d_m \) at the time point \( m \).

Similarly, the cumulative product of inverse censoring probabilities is calculated by
\[ W_c^{C_m+1=0} = \prod_{k=0}^{m-1} \frac{1}{\Pr(C_{k+1} = 0 | T_k, L_{k+1}, C_k = 0, Y_k)}. \] (14)
The cumulative product of inverse modified censoring probabilities is calculated by
\[ W_{md}^{C_m+1=0} = \frac{W_c^{C_m=0}}{\Pr(C_{m+1} = 0 | T_{m-1}, d_m, L_{m+1}, C_m = 0, Y_m)}. \] (15)
The equation represents the probability of subjects taking a treatment \( d_m \) at the time point \( m \). These subjects have followed the causal study at the first \( m - 1 \) time points.

The cumulative product of inverse treatment and censoring probabilities is
\[ W_m = W_m^T \times W_c^{C_m+1=0}. \] (16)
The cumulative product of inverse modified treatment and modified censoring probabilities is
\[ W_{md} = W_{md}^T \times W_{md}^{C_m+1=0}. \] (17)
The weights \( W_m \) and \( W_{md} \) are applied in the outcome regression models of our proposed method.

Another component of our proposed model is the outcome regression models. Fit a DKL model for outcome regression models (Fig. 2) at each time \( m \), recursively from the last time point to the first time point. The outcome regression models are fitted and evaluated for all subjects that are uncensored at each time point. At each iteration, DKL is trained for a outcome regression model firstly. Then DKL predicted an intermediate outcome used in the next iteration. The input is transformed with a deep neural network according to Eq. (8). At the iteration \( m \), an outcome regression model is fitted with...
TABLE III: The baseline methods. IPTW and MSM only apply treatment models relating to both the treatment and censoring mechanism. Sequential g-formula only applies the outcome regression models using the iterated conditional expectation estimator. Both LTMLE and our proposed method combine treatment models and outcome regression models to obtain a dynamic causal effect.

| Method                                           | ID  | Treatment models | Outcome regression | Reference |
|--------------------------------------------------|-----|------------------|--------------------|-----------|
| Inverse probability of treatment weighting       | IPTW| Yes              | No                 | [2]       |
| Marginal structural model                        | MSM | Yes              | No                 | [19], [28]|
| Sequential g-formula                             | Seq-| No               | Yes                | [3]       |
| Longitudinal targeted maximum likelihood estimation| LTMLE-| Yes            | Yes                | [4], [5]  |
| Our proposed method                               | TS- | Yes              | Yes                |           |

Algorithm 1: TS Algorithm

input : Treatments $T$, confounders $L$ and outcomes $Y$

output: Causal effects

1 for $m \leftarrow 0$ to $K$ do

1. Fit models for the treatment models relating to both the treatment and censoring mechanism (Eq. (10) and (11)).

2. Compute $W_m$ according to Eq. (16) and $W_m^{md}$ according to Eq. (17).

3. Set $Q_{K+1} = Y$. Then, for $m = K, K-1, \ldots, 0$,
   
4. a) Fit a model $h(T_m, L_{m+1}, Y_m; \theta)$ with a covariate $W_m$ for the conditional expectation $E[Q_{m+1}|T_m, L_{m+1}, C_{m+1} = 0, Y_m]$ with subjects that $C_{m+1} = 0$. 

5. b) Predict the outcome $\hat{Q}_m$ based on the model $h(T_{m-1}, L_{m+1}, Y_{m}; \theta)$ using the covariate $W_m^{md}$ rather than $W_m$ with subjects that $C_m = 0$.

6. The dynamic causal effect is calculated by the mean of the predicted outcome, that is $E[\hat{Q}_0]$.

end

The whole procedure of our algorithm is summarised in Algorithm 1.

We use a logistic regression model on the assumption of a linear additive form of covariates to estimate time-varying inverse probability weights. Then, we apply DKL [30] for the outcome regression models. We name our two-step (TS) model with DKL for the outcome regression models, TS-DKL.

V. EXPERIMENTS

We design a series of experiments to evaluate the effectiveness of the proposed model. First, we introduce data simulations for dynamic treatment regimes. Then, we present the experimental setting and baseline methods, followed by an analysis of the experimental results. The experiments include the property analyses of the proposed model and the evaluation of the performance of the proposed model on simulated data.

A. Data simulation

Since rare ground truth is known in real non-experimental observational data, we use simulation data from LTMLE [4] with a slight revision to fit the problem setting. We run ten simulations for the data generation process. We simulate a binary treatment indicator, a censoring indicator, three static covariates, three time-dependent covariates and an outcome variable with twelve time points using causal structural equations Eq. (18) by R-package simcausal [33].

We simulate the static covariates $(V^1, V^2, V^3)$, which refers to region, sex, age, respectively. The time-dependent covariates $(L^1_k, L^2_k, L^3_k)$ refer to CD4 count, CD4%, and WAZ at time $k$, respectively. We simulate a binary treatment indicator $T_k$, referring to whether ART was taken at time $k$ or not; a censoring indicator $C_k$, describing whether the patient was censored (failing to follow the study) at time $k$; and a continuous outcome $Y_k$, which refers to HAZ at time $k$. The binary variable is simulated by a Bernoulli ($B$) distribution. We use uniform ($U$) distribution, normal ($N$) distribution, and truncated normal distribution which is denoted by $N_{[a,b]}$ where $a$ and $b$ are the truncation levels, to simulate continuous variables. When values are simulated in truncated normal distributions, if the values are smaller than $a$, they are replaced by a random draw from a $U(a_1, a_2)$ distribution. Conversely, if the values are greater than $b$, then the replacing values are drawn from a $U(b_1, b_2)$ distribution. The values of $(a_1, a_2, b_1, b_2)$ are $(0, 50, 5000, 10000)$ for $L_1$, $(0.03, 0.09, 0.7, 0.8)$ for $L_2$, and $(-10, 3, 3, 10)$ for both $L_3$ and $Y$. The notation $D_0$ denotes the data that have been observed before the time point. All the subjects are untreated before the study and are represented by $T_{-1} = 0$, and all the subjects are uncensored at the baseline $k = 0$.

The goal is to estimate the mean HAZ at time $K+1$ for the subjects. We consider four treatment regimes (Eq. (19)), where two treatment regimes are static, and the other two are
\[ T_{-1} \sim B(p = 1) \]
\[ V' \sim B(p = 4392/5826) \]
\[ V^2 | \mathcal{D} \sim \begin{cases} B(p = 2222/4392) & \text{if } V' = 1 \\ B(p = 758/1434) & \text{if } V' = 0 \end{cases} \]
\[ V^3 | \mathcal{D} \sim U(1, 5) \]
\[ L^1_k | \mathcal{D} \sim \begin{cases} N_{[0, 100000]}(650, 350) & \text{if } V' = 1 \\ N_{[0, 10000]}(720, 400) & \text{if } V' = 0 \end{cases} \]
\[ L^2_0 | \mathcal{D} \sim \mathcal{N}((L^1_0 - 671.7468)/10 \cdot 0.52788 + 1, 0) \]
\[ \hat{L}^1_0 | \mathcal{D} \sim \mathcal{N}(0.16 + 0.05 \cdot (L^1_0 - 650) / 650, 0.07) \]
\[ \hat{L}^2_0 | \mathcal{D} \sim \mathcal{N}(1 - 0.1648954)/(10 - 0.0698332) + 1, 0) \]
\[ L^3_k | \mathcal{D} \sim \begin{cases} N_{[-5, 5]}(-1.65 + 0.1 \cdot V^3 + 0.05 \cdot (L^1_0 - 650)/650 + 0.05 \cdot (L^2_0 - 16)/16, 1) & \text{if } V' = 1 \\ N_{[-5, 5]}(-2.05 + 0.1 \cdot V^3 + 0.05 \cdot (L^1_0 - 650)/650 + 0.05 \cdot (L^2_0 - 16)/16, 1) & \text{if } V' = 0 \end{cases} \]
\[ C_0 | \mathcal{D} \sim B(p = 0) \]
\[ Y_0 | \mathcal{D} \sim N_{[-5, 5]}(-2.6 + 0.1 \cdot I(V^3 > 2) + 0.3 \cdot I(V^3 = 0) + (L^2_0 + 1.45), 1.1) \]
\[ T_0 | \mathcal{D} \sim \begin{cases} B(p = 1) & \text{if } T_{-1} = 1 \\ B(p = 1/ (1 + \exp \left(-\left[-2.4 + 0.015 \cdot (750 - L^1_0) + 5 \cdot (0.2 - L^2_0) - 0.8 \cdot L^3_0)\right]\right)) & \text{if } T_{-1} = 0 \end{cases} \]

For \( k > 0 \):
\[ L^1_k | \mathcal{D} \sim \begin{cases} N_{[0, 10000]}(1.3 \cdot \log(k \cdot (1034 - 662)/8) + L^1_{k-1} + 2 \cdot L^2_{k-1} + 2 \cdot L^3_{k-1} + 2.5 \cdot T_{k-1}, 50) & \text{if } k \in \{1, 2, 3, 4\} \\ N_{[0, 10000]}(4 \cdot \log(k \cdot (1034 - 662)/8) + L^1_{k-1} + 2 \cdot L^2_{k-1} + 2 \cdot L^3_{k-1} + 2.5 \cdot T_{k-1}, 50) & \text{if } k \in \{5, 6, 7, 8\} \\ N_{[0, 10000]}(L^1_{k-1} + 2 \cdot L^2_{k-1} + 2 \cdot L^3_{k-1} + 2 \cdot L^4_{k-1} + 2.5 \cdot T_{k-1}, 50) & \text{if } k \in \{9, 10, 11, 12\} \end{cases} \]
\[ L^2_k | \mathcal{D} \sim \begin{cases} N_{[0, 600]}(L^2_{k-1} + 0.0003 \cdot (L^1_k - L^1_{k-1}) + 0.0005 \cdot (L^3_k - L^1_{k-1}) + 0.0005 \cdot T_{k-1}, 0.02) & \text{if } k < 0 \\ N_{[0, 5135]}(L^1_k - L^1_{k-1}) + 0.0017 \cdot (L^2_k - L^1_{k-1}) + 0.2 \cdot (L^2_k - L^1_{k-1}) + 0.0005 \cdot T_{k-1}, 0.5) & \text{if } k > 0 \end{cases} \]
\[ C_k | \mathcal{D} \sim B \left( \max(p = 1/ \left(1 + \exp \left(-\left[-6 + 0.01 \cdot (750 - L^1_k) + 1 \cdot (0.2 - L^2_k) - 0.65 \cdot L^3_k - T_{k-1})\right]\right)\right), 0.05) \]
\[ Y_k | \mathcal{D} \sim N_{[-5, 5]} \left( Y_{k-1} + 0.00005 \cdot L^1_k - L^1_{k-1} - 0.000001 \cdot \left(L^1_k - L^1_{k-1}\right) \cdot \sqrt{L^0} \right) + 0.01 \cdot \left(L^2_k - L^2_{k-1}\right) - 0.0001 \cdot \left((L^2_k - L^2_{k-1}) \cdot \sqrt{L^0}ight)^2 + 0.07 \cdot \left((L^3_k - L^3_{k-1}) \cdot (L^0_k + 1.5135)\right) - 0.001 \cdot \left((L^3_k - L^3_{k-1}) \cdot (L^0_k + 1.5135)\right)^2 + 0.005 \cdot T_{k-1} + 0.075 \cdot T_{k-2} + 0.05 \cdot T_{k-1} \cdot T_{k-2}, 2.5 \right) \]
\[ T_k | \mathcal{D} \sim \begin{cases} B(p = 1) & \text{if } T_{-1} = 1 \\ B(p = 1/ (1 + \exp \left(-\left[-2.4 + 0.015 \cdot (750 - L^1_0) + 5 \cdot (0.2 - L^2_0) - 0.8 \cdot L^3_0 + 0.8 \cdot L^2_0)\right]\right)) & \text{if } T_{-1} = 0 \end{cases} \]

Dynamic:
\[ d^1_k = \begin{cases} c_k = 0 \text{ and } t_k = 1 \text{ for all } k \\ c_k = 0 \text{ and } t_k = 0 \text{ otherwise} \end{cases} \]
\[ d^2_k = \begin{cases} c_k = 0 \text{ and } t_k = 1 \text{ if condition 1} \\ c_k = 0 \text{ and } t_k = 0 \text{ otherwise} \end{cases} \]
\[ d^3_k = \begin{cases} c_k = 0 \text{ and } t_k = 1 \text{ if condition 2} \\ c_k = 0 \text{ and } t_k = 0 \text{ otherwise} \end{cases} \]
\[ d^4_k = \begin{cases} c_k = 0 \text{ and } t_k = 0 \text{ for all } k \end{cases} \]

Condition 1: CD4 count \( d^2_k < 750 \) or CD4% \( d^2_k < 25\% \)
or WAZP \( d^2_k < -9 \) or \( t_{k-1} = 1 \)

Condition 2: CD4 count \( d^3_k < 350 \) or CD4% \( d^3_k < 15\% \)
or WAZP \( d^3_k < -9 \) or \( t_{k-1} = 1 \)

The first and fourth treatment regimes are static. The first treatment regime “always treat” means all uncensored subjects are treated at each time point during the study. The last treatment regime “never treat” means all uncensored subjects are not treated at each time point during the study. The second and third treatment regimes, “750s” and “350s”, mean uncensored subjects receive treatments until their CD4 reaches a particular threshold. Our proposed method is designed for the dynamic treatment regimes “750s” and “350s”.

### B. Experimental setting

The experimental setting is described briefly in this section. The target is to evaluate the average dynamic causal effect, under a treatment regime of interest, from the observational data. The evaluation metric for estimation is the mean absolute error (MAE) between the estimated average causal effect and the ground truth.

We use the Python package gpyporch [34] to implement the DLK model [30, 35]. We use a fully connected network that has the architecture of three hidden layers with 1000, 500, and 50 units. The activation function is ReLU. The optimization method is implemented in Adam [36] with a learning rate of 0.01. We train the deep kernel learning model for five iterations, and the DLK model uses a GridInterpolationKernel (SKI) with an RBF base kernel. A neural network feature extractor is used to pre-process data, and the output features are scaled between 0 and 1.
C. Baseline Methods

We present the baseline methods which are the inverse probability of treatment weighting (IPTW) [2], marginal structural model (MSM) [19], [28], sequential g-formula (Seq) [3], and longitudinal targeted maximum likelihood estimation (LTMLE) [4], [5]. The comparative methods and publication references are listed in Table III. IPTW and MSM only apply treatment models, sequential g-formula only applies outcome regression models, and LTMLE and our proposed method apply both the treatment models and outcome regression models. We describe the general implementation procedure for these comparative methods as follows.

Given a fixed regime \( \bar{d} \), \( 
\bar{g}_k(\bar{L}_{k+1}, \bar{Y}_k) \)

is defined as Eq. (20),

\[
\bar{g}_k(\bar{L}_{k+1}, \bar{Y}_k) = \prod_{m=0}^{k} \Pr(T_m = d_m | T_{m-1} = d_{m-1}, C_m = 0, L_m, Y_m) 
\times \prod_{m=1}^{k+1} \Pr(C_m = 0 | T_{m-1} = d_{m-1}, C_{m-1} = 0, \bar{L}_m, \bar{Y}_{m-1}),
\]

where \( \bar{g}_k(\bar{L}_{1}, \bar{Y}_0) = \Pr(T_0 = d_0 | L_0, Y_0) \times \Pr(C_1 = 0 | T_0 = d_0, L_1, Y_0) \). \( g_{n,k}(\bar{L}_{k+1}, \bar{Y}_k) \) denotes the estimated values of \( \bar{g}_k(\bar{L}_{k+1}, \bar{Y}_k) \).

Now we describe the general procedure of LTMLE [4], [5]. Before the outcome regression models with respect to the target variable are fitted to the observational data, we calculate the probabilities \( \bar{g}_{n,k}(\bar{L}_{k+1}, \bar{Y}_k) \) for each subject that follows the given treatment regime \( \bar{d} \). The following steps can be implemented as follows: Set \( \bar{Q}_{n,k+1} = Y \) (the continuous outcome should be rescaled to [0,1] using the true bounds and be truncated to (a,1-a), such as a = 0.0005). Then for \( k = K, ..., 1 \),

1) Fit a model for \( \mathbb{E}[\bar{Q}_{n,k+1}|C_k = 0, \bar{T}_k, \bar{L}_{k+1}] \). The model is fitted on all subjects that are uncensored until time \( k + 1 \).

2) Plug in \( \bar{T}_k = \bar{d}_k \) based on the treatment regime \( \bar{d}_k \), predict the conditional outcome \( \bar{Q}_{n,k} \) with the regression model from step 1 for all subjects with \( C_k = 0 \).

3) Plug in \( \bar{T}_k = \bar{d}_k \) based on the treatment regime \( \bar{d}_k \), get \( \bar{Q}_{n,k} \) with the regression model from step 1 for all subjects with \( C_k + 1 = 0 \).

4) Construct the “clever covariate”

\[
CL_k(C_{k+1}, \bar{T}_k = \bar{d}_k, \bar{L}_{k+1}, \bar{Y}_k) = \frac{I(C_{k+1} = 0, \bar{T}_k = \bar{d}_k, \bar{L}_{k+1}, \bar{Y}_k)}{\bar{g}_{n,k}(\bar{L}_{k+1}, \bar{Y}_k)},
\]

where \( I(\cdot) \) is an indicator function for a logical statement.

- Run a no-intercept logistic regression. The outcome refers to \( \bar{Q}_{n,k+1} \), the offset is \( \logit(\bar{Q}_{k}) \), and the covariate \( CL_k \) is the unique covariate. The model fits all subjects that are uncensored until time \( k + 1 \) and followed the treatment regime \( \bar{T}_k = \bar{d}_k \). Let \( \hat{e} \) be the estimated coefficient of \( H_k \).

- Obtain the new predicted value \( \bar{Q}_{n,k} \) for all subjects with \( C_k = 0 \) by

\[
\bar{Q}_{n,k} = \expit(\logit(\bar{Q}_{n,k}) + \hat{e}_k / \bar{g}_{n,k}(\bar{L}_{k+1}, \bar{Y}_k)).
\]

4) An estimate of the dynamic causal effect is obtained by taking the mean of \( \bar{Q}_{n,1} \) over all subjects; the mean is transformed back to the original scale for the continuous outcome.

The sequential g-formula (the sequential g-computation estimator or the iterated conditional expectation estimator) can be estimated by step 1, step 2, and step 4 of LTMLE.

IPTW uses the time-varying inverse probability weights to create pseudo-populations in order to estimate the dynamic causal effect. The IPTW estimator for dynamic causal effect at time \( k \) can be obtained from \( \mathbb{E}[Y \cdot I(C_{k+1} = 0, \bar{T}_k = \bar{d}_k) / \bar{g}_{n,k}(\bar{L}_{k+1}, \bar{Y}_k)] \), where \( I(\cdot) \) is the indicator function.

To estimate the dynamic causal effect, we fit the ordinary linear regression model \( \mathbb{E}[Y | d_k, \bar{c}_{k+1} = 0] = \theta_0 + \theta_1 \text{cum}(\bar{d}_k) \) to estimate the parameters of the marginal structural model (MSM). The \( \text{cum}(\bar{d}_k) \) represents the cumulative treatment in \( k \) time points. MSM is fitted in the pseudo-population created by inverse probability weights. That is, we use weighted least squares with inverse probability weights.

To improve the performance of the outcome regression models, Super Learner [37], [38] is often used. Super Learner is an ensemble machine learning method. We test three different sets of learners for outcome regression models which are applied in sequential g-formula, LTMLE, and our model. Learner 1 consists of ordinary linear regression models, learner 2 contains ordinary linear regression models and random regression forests, and learner 3 adds a multi-layer perceptron (MLP) algorithm with a hidden layer with 128 units in addition to the algorithms used in learner 2. We represent sequential g-formula with learners 1, 2 and 3 as Seq-L1, Seq-L2 and Seq-L3, respectively. We represent similarly in LTMLE and our proposed method with the three learners as the outcome regression models. In order to show the effectiveness of DKL, we also implement our proposed method with a fully connected neural network (TS-NN) as the outcome regression model. The network has the architecture of three hidden layers with 128, 64, and 32 units. The activation function is the ReLU activation function and dropout regularization is used. We train our outcome regression model for 5 epochs with a dropout rate of 0.9. The optimization method is implemented in Adam [36] with a learning rate of 0.01.

D. Propensity score truncation for positivity problems

To calculate the dynamic causal effect, all baseline methods excluding sequential g-formula have treatment models relating to both the treatment and censoring mechanism. The treatment models for the \( K + 1 \) time points is \( 2K + 2 \), that is, \( K + 1 \) treatment models relating to the treatment assignment mechanism, and \( K + 1 \) treatment models relating to the censoring mechanism. In long-term follow-up causal studies, the treatment models need to regress on high-dimensional features using small-size samples at each time point. The estimated treatment and uncensored probabilities may be small and the cumulative probabilities would be close to zero. This may lead to near-positivity violations.

We deal with small treatment and uncensored probabilities by truncating them at a bound. We truncate both the estimated treatment and uncensored probabilities at a lower bound 0.1 and a higher bound 0.9. The truncation improves
the stability of the performance for the methods. In addition, we normalize the weights by their sum, that is a new weight $W_i = W_i / \sum_j W_j$. For all methods that apply the treatment models, we use standard logistic regression models for the treatment models relating to both the treatment and censoring mechanism.

E. Evaluation of a long follow-up time and declining sample size

Fewer subjects follow the study as the causal study progresses. If a subject is uncensored at time $k$, then the subject has followed all the studies in previous time points. If a subject is censored at time $k$, then the variables related to the subject are unobserved from time $k+1$. The estimation of dynamic causal effects is necessarily restricted to uncensored subjects. Another challenge is that time-dependent confounders are affected by prior treatments and influence future treatments and outcomes, hence it is necessary for the time-dependent confounders to be adjusted. In long-term follow-up causal studies, high-dimensional adjustment confounders exist. All baseline methods are required to fit the data of uncensored subjects at each time point. As a result, the estimators need to handle a reduced sample size and high-dimensional confounders at each time point.

We show that fewer subjects are available with more features to regress over time in Table IV. There are 485 uncensored subjects and 66 adjustment confounders at the twelfth time point, that is $K = 11$. The number of uncensored subjects at the time point of interest is quite small. It is seen that the size of uncensored subjects is declining as the study progresses (the time point increases) and it is noted that the number of features to regress at each time point increases. Regression estimators need to fit data with increasing features but smaller available observations. Table IV show that the number of uncensored subjects following the dynamic treatment regime of interest (“750s” and “350s”) is even smaller than the number of uncensored subjects.

The limited number of uncensored subjects who follow the treatment regime of interest makes it challenging to estimate the dynamic causal effect. Some estimators (such as LTMLE and IPTW) need to use the information from the limited number of uncensored subjects who followed the treatment regime of interest. However, these estimators may have an unstable estimation in a long-term follow-up study. We investigate the trend of two dynamic treatment regimes, “750s” and “350s”, to show the declining, limited sample size of subjects who followed the treatment regimes in Fig. 3. The size of the uncensored subjects reduces as the study progresses. This is also true for the uncensored subjects following the treatment regime of interest, where Fig. 3 shows that the sample size of the uncensored subjects is much larger than those uncensored subjects who followed a special treatment regime. It is usually easier for a model to achieve stable performance by fitting the data with more observations than fitting the data with less observations. The treatment models of our proposed model fit the data of uncensored subjects. The treatment models of LTMLE fit the data of uncensored subjects who followed the dynamic treatment regime. This makes it possible for our proposed model to achieve a more stable estimation.

F. Experimental analysis of our proposed method

We analyse the influence of the number of subjects applied in the treatment models. The treatment models of LTMLE and IPTW need to fit the limited number of uncensored subjects who followed the treatment regime of interest at each time point $k$. Unlike LTMLE and IPTW, the treatment models of our model fit on all subjects who are uncensored at each time $k$. As more subjects are available in the treatment models, the estimate of our proposed method for a dynamic causal effect may be more stable. DKL is applied in the outcome regression model at each time point. DKL is suitable for the data which has high features but a small number of observations. We show the MAE estimates for the two dynamic treatment regimes, “750s” and “350s”, in Fig. 4 and Fig. 5. The MAE for the treatment regime, “750s”, varies between 0 and 2 for different time points. The MAE for the treatment regime, “350s”, varies between 0 and about 2 for different time points. It is interesting that bias reduces as the time point increases. Next, we focus on the experimental analysis of the long follow-up, that is the time point 11 and 12. As illustrated in Fig. 4 and Fig. 5, the estimates of the dynamic causal effect with the given dynamic treatment regimes (“750s” and “350s”) at different time points (the time point 11 and 12 ) do not vary significantly. The figures show our model provides stable estimates for the long-term follow-up causal study. It is also noted that the bias of the dynamic causal effect at the time points 11 and 12 is small. These results indicate that our proposed method is able to achieve a stable and effective estimate in a long-term follow-up study.

Next, we analyse DKL’s ability to capture the variance for the causal prediction of a subject. For every predicted value, DKL also produces its variance. Ten observations were selected to show the predicted values $\hat{y}_{d,k,\bar{c}_{k+1}}$ and the variances of these predicted values. Fig. 6 show the predicted values and its five standard deviation. The variances are presented by the shade area in the figure. It can be seen that
TABLE IV: The number of features to regress increases, but the sample size of the uncensored subjects to regress declines, over time. As the time-dependent confounding exists, more features need to regress but less subjects are available in a longer study. The label “uncensored” refers to the uncensored subjects. The labels “750s” and “350s” refer to the uncensored subjects who have followed the dynamic treatment regime.

| Time Point | Dimension | Uncensored | 750s | 350s |
|------------|-----------|------------|------|------|
| 1          | 11        | 883        | 480  | 564  |
| 2          | 16        | 821        | 429  | 434  |
| 3          | 21        | 777        | 397  | 386  |
| 4          | 26        | 736        | 374  | 355  |
| 5          | 31        | 699        | 353  | 330  |
| 6          | 36        | 664        | 333  | 308  |
| 7          | 41        | 632        | 315  | 287  |
| 8          | 46        | 598        | 297  | 266  |
| 9          | 51        | 571        | 283  | 250  |
| 10         | 56        | 541        | 266  | 250  |
| 11         | 61        | 514        | 250  | 232  |
| 12         | 66        | 485        | 235  | 199  |

Fig. 4: The experimental analysis for the performance (MAE) given the dynamic treatment regime, “750s”, at different time $K + 1 = 9, 10, 11, 12$.

Fig. 5: The experimental performance (MAE) of average causal effects for the treatment rule “350s” at different time points. We show the MAE for time points 9, 10, 11 and 12 ($K = 8, 9, 10, 11$).

Fig. 6: The plot shows the estimated value $\hat{y}_{dK,K+1=0}$ and its variance for each observation. The number of the observations is 10. The time point is $K+1 = 12$.

G. Evaluation of dynamic causal effect with synthetic data

The results of the experiment using synthetic data are analysed in this section. We aim to estimate the dynamic causal effect $E[Y|d_{K},c_{K+1}=0]$. The real dynamic causal effects are directly obtainable within the simulated data. The performance is evaluated using the MAE between the estimated causal effect and the real causal effect, for all ten simulations. Our proposed method (TS-DKL) is designed for the dynamic treatment regimes, “750s” and “350s”. The comparative methods and publication references are listed in Table III. The outcome regression models of sequential g-formula, LTMLE and our proposed method are equipped with three different sets of learners, detailed in Section V-C. A neural network is only implemented in the outcome regression model of our proposed method (TS-NN). TS-NN is used to evaluate the effectiveness of the DKL.

We summarise the experimental results of the estimates for the dynamic treatment regimes, “750s” and “350s”, in time points 11 and 12 in Table V. Table V shows that no models can obtain the best results for all estimates for the two dynamic treatment regimes at the two different time points. We can observe that TS-DKL obtains the best results (three treatments out of the four), followed by IPTW (one treatment out of the four), in the two time points. TS-DKL achieves the second best experimental performance for the dynamic treatment regime “750s” at the time point 12, where the experimental performance of IPTW is the best. Compared with TS-NN, TS-DKL achieves better experimental performance in all dynamic treatment regimes, hence we conclude that applying DKL in the outcome regression models is effective. The reason for this is the outcome regression model needs to fit the data, which has high dimensions but is small in terms of sample size. A deep neural network usually works poorly with a limited number of observations. This is the main reason that DKL is applied in the outcome regression models. Compared with the three TS-L* models, TS-L1, TS-L2, and TS-L3, we believe DKL has a strong ability to capture the complex treatment, time-varying confounders, and outcome relationships. The reason for this is that the only difference between TS-DKL and the three TS-L* models is that the different methods are applied in the outcome regression models. As the performance of TS-DKL is the best one in both two time points, TS-DKL has a strong ability to capture the causal effects of dynamic treatment regimes in a long-term follow-up causal study.

We analyse the experiment results for our proposed method for the static treatment regimes. TS-DKL is designed to
estimate the dynamic causal effects for the dynamic treatment regimes. It is still unknown whether our proposed method is able to achieve a comparative experimental performance for static treatment regimes or not. Table VI show the experimental performance of the baseline methods for the static treatment regimes, “always treat” and “never treat”. TS-DKL obtains the best experimental performance under the static treatment regime “always treat”, and Seq-L3 obtains the best experimental performance under the static treatment regime “never treat”, for time point 11. IPTW obtains the best experimental performance under the static treatment regime “always treat”, and TS-L2 obtains the best experimental performance under the static treatment regime “never treat”, for time point 12. It is noted that the experimental performance of LTMLE-L3 and TS-DKL is relatively better than the other baseline methods, excluding IPTW, under the static treatment regime “always treat”, for time point 12. Thus, the experimental performance of TS-DKL under the treatment regime “always treat” is relatively better than the other methods. All the baseline methods obtain poor estimates under the treatment regime “never treat”. One potential reason for this is the limited number of uncensored subjects who followed the treatment regime “never treat”, which reduces the models’ ability to capture the data generating process. Moreover, the limited number of subjects particularly affect the models IPTW, MSM and LTMLE.

We analyse the bias introduced by the outcome regression models. The outcome regression models are applied in sequential g-formula, LTMLE and our proposed method. The results of the empirical standard deviations (ESD) of the estimates for dynamic causal effect in time points 11 and 12 are shown in Table VII. TS-DKL performs stably under both dynamic treatment regimes in the two different time points. Seq-L2 obtains stable experimental performance under the dynamic treatment regime “350s”, and obtains relatively larger ESD under the dynamic treatment regime “750s”. TS-L1 and TS-L2 have stable performance under the dynamic treatment regime, “350s”, in time point 12. We can conclude that DKL is an effective method to implement in the outcome regression models. By comparising of TS-NN and TS-DKL, it can be seen that Bayesian deep learning introduces robustness in the small-sized data. The neural network applied in TS-NN performs unstably for the small-sized observations.

### VI. Conclusion and Future Work

We proposed a deep Bayesian estimation for dynamic treatment regimes with long-term follow-up. Our two-step method combines the outcome regression models with treatment mod-els and improves the target quantity using the information of inverse probability weights on uncensored subjects. Deep kernel learning is applied in the outcome regression models to capture the complex relationships between confounders, treatments, and outcomes. The experiments have verified that our method generally achieves both good performance and stability.

Currently, our approach lacks an analysis of asymptotic properties. The work on the analytic estimation of standard errors and confidence intervals is yet to be undertaken. In future work, we will provide theoretical guarantees for standard errors and confidence intervals.
