Bose-Hubbard model with attractive interactions
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We consider the Bose-Hubbard model of atoms in an optical lattice potential when the atom-atom interactions are attractive. If the lowest energy lattice sites are degenerate (such as in the homogeneous case), then, at a critical value of the interaction strength, a phase-coherent condensate becomes unstable to a quantum superposition such that the number distribution of each of the degenerate sites becomes double peaked. In the limit when the interaction dominates, the superposition becomes macroscopic and has the form $|\psi\rangle \propto \sum_i e^{i\delta n_i} b_i^{\dagger N} |\text{vac}\rangle$, where $N$ is the total number of atoms and the sum ranges over the energy-degenerate sites.

PACS numbers: 03.75.Lm, 34.50.-s, 05.30.Jp

An optical lattice potential loaded with a Bose-Einstein condensate of neutral atoms was predicted by Jaksch \textit{et al.} and recently confirmed by Greiner \textit{et al.} to be a realization of the Bose-Hubbard model of condensed matter physics.\textsuperscript{2} In addition to exemplifying a quantum phase transition, this system is ideal for creating and controlling the quantum states of the atoms at the sites of the lattice potential\textsuperscript{2,4}. The Bose-Hubbard model is described by a Hamiltonian of the form\textsuperscript{1}

$$H = -J \sum_{\langle j,i \rangle} b_j^{\dagger} b_i + \sum_i \epsilon_i n_i + \frac{1}{2} U \hat{n}_i (\hat{n}_i - 1) \quad (1)$$

where $\hat{b}_i$ and $\hat{n}_i = \hat{b}_i^{\dagger} \hat{b}_i$ are the annihilation and number operators of the mode localized at the $i$th lattice site. $J$ is the hopping matrix to neighboring sites, $U \propto a_s$ is the strength of the on-site interactions due to s-wave scattering and $\epsilon_i$ is an energy offset due to an additional confining magnetic trap. In the large hopping regime, $J \gg |U|$, the ground state of this system is well described by a phase-coherent condensate and the number fluctuations are approximately Poissonian: $\delta n_i \equiv \sqrt{\langle \hat{n}_i^2 \rangle} - \langle \hat{n}_i \rangle \approx \sqrt{\langle \hat{n}_i \rangle}$, where $n_i = \langle \hat{n}_i \rangle$. For $U > 0$, increasing the interaction energy reduces the on-site number fluctuations, $(\delta n_i \propto \sqrt{\langle \hat{n}_i \rangle})$ and, at a critical value of $U/J$, the system undergoes a Mott-insulator phase transition $(\delta n_i \rightarrow 0)$ and all phase coherence vanishes.\textsuperscript{2} In the experimental realization, the simple global phase-transition picture is complicated by the presence of the confining trap which produces local Mott domains.\textsuperscript{2}

The use of neutral atoms opens up the possibility of exploring the Bose-Hubbard model with attractive interactions $(U < 0)$ as certain species of atom interact via a negative $s$-wave scattering length and many atoms can be made to interact via a negative scattering length by using the technique of Feshbach resonance to alter the interaction potential.\textsuperscript{5} Attractive interactions are particularly interesting because they lead to an instability of a phase-coherent condensate.\textsuperscript{5,6,9,11,12} The aim of this letter is to describe the nature of this instability for the Bose-Hubbard model and its relationship to the formation of novel quantum states.

Certain aspects of the behavior of the attractive Bose-Hubbard model can be deduced from the results for a simple two-mode model of a condensate in a double-well potential.\textsuperscript{13} In contrast to the repulsive case, it is predicted that the number fluctuations will increase $(\delta n_i > \sqrt{|\epsilon_i|})$ as the magnitude of the interaction energy is increased.\textsuperscript{13} The behavior as the magnitude of the interaction energy is further increased depends crucially on the single-particle energies of the two wells, $\epsilon_1$ and $\epsilon_2$. In the case where the wells are asymmetric, $\epsilon_1 \neq \epsilon_2$, the energy is minimized by all atoms accumulating in the lower energy site. In the case of symmetric wells, $\epsilon_1 = \epsilon_2$, Cirac \textit{et al.} and Steel \textit{et al.} have shown that the system is unable to choose which site to accumulate in and will form a quantum superposition of the two possibilities. This superposition state is associated with very large number fluctuations: $\delta n_1 \rightarrow n_1$. In the multi-well case considered here, we expect this superposition state to form between all sites that are degenerate with the lowest energy site.

These results show that if the site energies are degenerate, then a phase-coherent condensate will become unstable to a superposition state. On the other hand, in the absence of a lattice potential, a condensate with attractive interactions is known to become unstable as the interaction strength is increased.\textsuperscript{5,8,11,12} It is convenient to consider two distinct types of instability: (I) a global implosion of the condensate wavefunction confined in a harmonic trap and (II) local instabilities of an unconfined condensate accompanied by large density fluctuations.\textsuperscript{5,11,12} In the present case we find no evidence of an instability of type I, even with the addition of a harmonic confining trap, and conclude that the Bose-Hubbard model becomes invalid before this type of instability can occur. However, the instability where a condensate gives way to a superposition state described here shows many similarities to an instability of type II.

We can analyze the stability of a condensate in a lattice potential via a Bogoliubov type treatment: in the limit of large hopping, $J \gg |U|$, the ground state is well
applied by a phase-coherent condensate described by a mean-field, and we can consider small fluctuations about this mean-field by making the replacement $b_i(t) = e^{-i\hat{\phi} i/\hbar} [\beta_i + \delta_i(t)]$ in the Heisenberg equations of motion for $\delta_i$ and neglecting all terms except those linear in the fluctuations $\delta_i$. This results in the equations

$$0 = -J \sum_{\langle i, j \rangle} \beta_j + (\epsilon_i - \mu + U|\beta_i|^2) \beta_i \tag{2}$$

$$\frac{d\delta_i}{dt} = -J \sum_{\langle i, j \rangle} \delta_j + (2U|\beta_i|^2 + \epsilon_i - \mu) \delta_i + U \beta_i^2 \delta_i \tag{3}$$

for the mean field and fluctuations, respectively. After solving Eq. (2) for $\beta_i$ and $\mu$, Eq. (3) can be solved by making the Bogoliubov transformation $\delta_i = \sum_k u_{i,k} e^{-i\omega_i \delta} \delta_k + v_{i,k} e^{i\omega_i \delta} \delta_k^\dagger$, with the normalization condition $\sum_k |u_{i,k}|^2 - |v_{i,k}|^2 = 1$, and solving the resulting equations for $\omega_i$, $u_{i,k}$ and $v_{i,k}$.

Assuming a homogeneous one-dimensional lattice of $M$ sites (with periodic boundary conditions) containing $N$ atoms, equations (2) and (3) can be solved analytically [15, 16] such that $\mu = Un - 2J$, where $n = |\beta|^2 = N/M$ is the mean-field solution and the quasi-particle energies have the form

$$\hbar \omega_k = \sqrt{\varepsilon_k (\varepsilon_k + 2Un)} \tag{4}$$

where $\varepsilon_k = 4J \sin^2(\pi k/2)$. Here $k = (2\pi/aM)m$ for $m = -M/2, \cdots, M/2$. This shows that as $U$ becomes increasingly negative, the first quasi-particle energy (corresponding to $k = 2\pi/aM$) drops to zero at $Un = -2J \sin^2(\pi/M)$ and then becomes imaginary, signaling a critical point beyond which the lattice system is unable to support a condensate. An analytical expression for the on-site number fluctuations can also be determined from this treatment [16] (see also [17]) as:

$$\delta n_i^2 = \frac{n}{M} \sum_k \frac{\varepsilon_k}{\hbar \omega_k}. \tag{5}$$

It is evident that at the critical point the number fluctuations [18] diverge. Comparing with Ref. [9] we see that a type II instability is formally very similar to the present case.

In order to treat the strong interaction regime beyond the instability (where the Bogoliubov treatment breaks down), we have numerically calculated the exact ground state. In the Fock state basis the state space of the system is large: $(N + M - 1)!/[N!(M - 1)!]$. But the Hamiltonian [14] is a very sparse matrix and so for small numbers of atoms and sites we can calculate the lowest few eigenvalues and eigenstates by the Lanczos method [19]. The results of these calculations are presented in Fig. 1.

After the critical point of the Bogoliubov treatment the exact calculations show that the number distribution becomes double peaked (corresponding to the formation of a superposition state) which gives rise to the sudden increase in the number fluctuations shown in Fig. 1.

The results of these calculations are presented in Fig. 1. FIG. 1: Ground state of a homogeneous one-dimensional lattice. This figure shows $\delta n_i$ (solid line), $C_1$ (dashed line) and $C_N$ (dash-dotted line) as a function of $U/J$. The inset shows the energy difference between the first excited state and the ground state. The dotted lines correspond to a Bogoliubov treatment.

The two peaks of the distribution move further apart and narrow as the interaction is increased which reduces the single-particle correlation between neighboring sites, $C_1 = \langle b_i^\dagger b_{i+1} \rangle$, but increases the $N$-particle correlation, $C_N = M \langle b_i^N b_{i+1}^N \rangle / N!$. Finally, in the strong attractive interaction limit, the results confirm that the ground state is a macroscopic superposition of the form:

$$|\psi\rangle = \frac{1}{\sqrt{MN!}} \sum_{j=1}^M e^{i\phi_j} b_j^N \left| \text{vac} \right\rangle, \tag{6}$$

and the number fluctuations become $\delta n_i = \sqrt{N(M - 1)/M}$ or $\approx N/\sqrt{M}$ for many sites.

In the current experiments [2, 4], an inhomogeneity is introduced to the lattice system by an harmonic magnetic trap which is used to confine the atoms in space. In the one-dimensional case considered here, this gives rise to the single-particle energies $\epsilon_i = \lambda(i - \frac{1}{2}(M + \Delta))^2$, where $i = 1$ to $M$, $\lambda$ is a measure of the curvature and $0 \leq \Delta < 1$ is the offset of the lattice from the center of the confining potential. Figure 2 shows the results of exact calculations in the case of non-degenerate sites. Note that the number fluctuations become large close to where the critical point would have occurred if the sites were degenerate (the system gets close to forming a superposition at this point) and then decrease as the atoms accumulate into a single site.

We can also calculate the critical behavior of the inhomogeneous system via a Bogoliubov treatment, which requires the numerical solution of the mean-field equations before solving the linear equations [9] for the quasi-particles. In the non-degenerate case when $0 < \Delta < 1$, for $M$ odd, there is always one site, $i = \frac{1}{2}(M + 1)$, with the lowest single-particle energy. In this case, no critical point is seen and as the interaction becomes more attractive, the condensate—which has an approximately
Gaussian spatial profile of width $w$—simply decreases in width until all atoms accumulate in site $i = \frac{1}{2} (M + 1)$. In figure 2 we have plotted the minimum energy gap to the first excited state, $\Delta E_{\text{min}}$, (found by varying $U/J$ over a broad range of values) as a function of $\Delta$. The finite value of this gap for $\Delta \neq 0$ demonstrates the stability of the condensate in the non-degenerate case. We find no evidence of an instability of type I which would be expected to occur even in the non-degenerate case.

Figure 4 shows the dependence of the critical point (where the first excitation energy becomes imaginary) on the curvature in the degenerate case: $\Delta = 0$. The inset shows that for a broad range of trap curvatures, the critical point occurs when the condensate width is of the order of the site spacing.

In a realistic situation it may be difficult (if not impossible) to create a lattice with exactly degenerate sites. However, in current experiments, the high interaction regime is reached by a dynamic process whereby the relevant parameter, $\kappa(t) = |U(t)|/J(t)$, is increased at a certain rate $\gamma$ (this is normally in the adiabatic regime so the system remains in the ground state). In this case, close to $\kappa(t) \sim 1/N$ (where the critical point would be if the sites were degenerate), if one increases $\kappa(t)$ at a rate faster than the oscillation frequency between two different sites, $\gamma \gg (\epsilon_1 - \epsilon_2)/\hbar$ (but still slower than the tunneling rate) then, for short times, the system will be unaware of the inhomogeneity and it is possible to effectively “capture” the superposition before the atoms are able to tunnel into the lowest energy site. To illustrate this point we have numerically solved the Schrödinger equation for a two-mode model with the time-dependent interaction strength $U(t) = U_J (1 - e^{-\gamma t})$. The results of this simulation are shown in Fig. 4. The large number fluctuations for a sufficiently large $\gamma$ (dotted line) confirm the formation of a superposition even though the single-particle energies in the two wells differ.

Experimental realization of the interaction dominated regime of the Bose-Hubbard model with a large number of atoms is complicated by the fact that the localization of all $N$ atoms at a single lattice site may render the Bose-Hubbard model invalid unless the magnitude of the scattering length is small. Approximating the potential at each lattice site by a harmonic potential of length $a_0$, the interaction strength must satisfy $n_i a_{0i} \gg |\langle \hat{n}_i (\hat{n}_j - 1) \rangle| a_s |$, such that the interaction does not alter the shape of the localized mode-functions at each site. In fact, we can continue to use the Bose-Hubbard model beyond this inequality with renormalized parameters, the ultimate limit being the stability of the localized mode-function.
against a type I instability: $\eta_{\text{loss}} > n_i|a_s|$. A possible method to overcome this is to load a very deep optical lattice (so that $J$ is small) with repulsively interacting atoms and use Feshbach resonance to slowly tune the interaction through zero so it becomes just slightly negative, as described in Ref. [21] for $^7$Li. This method has the additional advantage that it will minimize three-body loss of atoms which scales as $\eta_{\text{loss}}^4$ [21].

In conclusion, the ground state of the attractive Bose-Hubbard model displays behavior fundamentally different from the repulsive case. In particular, if the lowest energy sites are degenerate then, at a critical value of the interaction strength, a phase-coherent condensate becomes unstable to a quantum superposition such that the number distribution at each degenerate site becomes double peaked. The atoms have a tendency to accumulate at a single site in order to minimize the interaction energy but they are unable to choose which site due to the energy degeneracy and so form a superposition of all the possibilities. Interestingly, our results suggest that the Bose-Hubbard model becomes invalid before an instability of type I (for a confined condensate) occurs and that an instability of type II (for an unconfined condensate) corresponds to the formation of superposition states due to the homogeneity of free space. In an experimental realization, atom loss (or absorption imaging) will destroy the superposition by tending to localize the atoms at one site. Superpositions such as (6) can be destroyed by the loss of just one atom which will “collapse” the quantum state of the atoms to one of the degenerate lattice sites. Less macroscopic superpositions, such as those formed just after the critical point, will be more robust against loss [14]. Methods of non-destructive detection of these superposition states will be the topic of future work.
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