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ABSTRACT: We follow up the work, where in light of the Picard-Lefschetz thimble approach, we split up the real-time path integral into two parts: the initial density matrix part which can be represented via an ensemble of initial conditions, and the dynamic part of the path integral which corresponds to the integration over field variables at all later times. This turns the path integral into a two-stage problem where, for each initial condition, there exits one and only one critical point and hence a single thimble in the complex space, whose existence and uniqueness are guaranteed by the characteristics of the initial value problem. In this paper, we test the method for a fully quantum mechanical phenomenon, quantum tunnelling in quantum mechanics. We compare the method to solving the Schrödinger equation numerically, and to the classical-statistical approximation, which emerges naturally in a well-defined limit. We find that the Picard-Lefschetz result matches the expectation from quantum mechanics and that, for this application, the classical-statistical approximation does not.
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1 Introduction

The computation of real-time correlators in quantum mechanics may be formally phrased through a path integral formulation of the time evolution of the density matrix. Given that a correlator is expressed through

\[ \langle \hat{O}(t) \rangle = \text{Tr}[\rho_0 \hat{O}(t)] , \]  

one may rewrite this as a path integral

\[ \langle \hat{O}(t) \rangle = \frac{1}{Z} \int \mathcal{D}\phi \rho_0 e^{i \int_C dt L} \hat{O} , \quad Z = \int \mathcal{D}\phi \rho_0 e^{i \int_C dt L} \tag{1.2} \]

The operator \( \hat{O} \) is assumed to be expressed in terms of some fields \( \phi \), that now live on the Schwinger-Keldysh contour \( C \) \cite{1, 2} in the complex time-plane. This means that their time index starts at the initial time \( t = 0 \), runs to some late time, and returns to \( t = 0 \) (see below). \( \rho_0 \) is a representation of the initial density matrix, \( L \) is the Lagrangian expressed in terms of the fields \( \phi \) and \( Z \) is the partition function.

This integral can in certain simple cases be computed explicitly, and advanced perturbative techniques allows the computation of real-time correlators, say in equilibrium. However, in the cases where non-perturbative or out-of-equilibrium information is of interest, the situation becomes very challenging. Numerical simulations must then often be employed, and since the integrand is a highly oscillatory complex phase (the Lagrangian \( L \) is usually real), convergence of numerical integration is in general poor due to this “sign problem”.

There are a number of ways to try and sidestep this problem. One is to solve for the time evolution of the fields, or correlators of the fields, through some effective, systematically truncated, evolution equations. Good examples include the classical statistical approximation, where an ensemble mimicking the quantum initial density matrix are
evolved using straightforward classical equations of motion. In cases where the occupation numbers are large, and the system is far from thermal equilibrium, this is a powerful and easily implementable approximation (see for instance [3–7]). Truncated Schwinger-Dyson equations for two- or higher-point correlators have been used to good effects for the approach to equilibrium, as well as in cosmological applications involving scalar and fermion fields (see [8–11]). Stochastic equations have also proven a valuable tool for concrete cases, that allow for a mapping of the full dynamics to such a description in a systematic way (see for instance [12, 13]).

In some cases, however, one must return to the direct computation of the path integral (1.2), but standard Monte-Carlo techniques, routinely and effectively applied to euclidean systems in QCD, fall short. A number of ways to try and resolve this sign problem have been proposed. Stochastic quantization is particularly promising, providing a Langevin type equation to sample the field space [14–16]. For a real-time path integral, the procedure leads to complex Langevin equations, driving the field \( \phi \) away from the real axis sampling the entire complex plane. This effective doubling of the degrees of freedom helps to significantly improve convergence and one may show that under sensible assumptions, the correct physical result is achieved.

Another remedy for the sign problem is to again complexify the real integration variables \( \phi \), but rather than doubling the dimensionality of field space \( \mathbb{R}^n \to \mathbb{C}^n \), we constrain the field variables to live on a specific manifold in the complex plane of real dimension \( n \). The task is then to find a manifold where the integral is better behaved, and we can expect convergence with a manageable amount of importance sampling. This manifold could be the Lefschetz thimbles [17–22], or other manifolds such as generalized thimbles [23–33], and in each case, we need to provide a numerical algorithm to find the given manifold. The upshot is that as a consequence of Cauchy’s theorem (generalised to \( n \) dimensions), the path integral on any sensible deformation of \( \mathbb{R}^n \) will give the same result.

Since the sampling is performed along the thimble, the method works best when the thimble is unique, or when there is a way of including each thimble systematically one by one. In thermal equilibrium [34], it is customary to include the initial density matrix \( \rho_0 \) in the path integral. This leads to the complex time-contour being extended to \( t = -i/T \), with \( T \) the temperature. Further, the field configurations are prescribed to be periodic in the time variable. In this case, the Monte Carlo algorithm will need to sample the entire configuration space, including all the thimbles.

In [35], we argued that for initial value problems, one should instead think of the initial density matrix as an ensemble of initial conditions, very similar to the classical statistical approximation. Each realisation of the initial density matrix leads to a classical trajectory, and each such trajectory is a “critical” configuration corresponding to one unique thimble. Hence, to the extent that the initial state permits it,\(^1\) all the thimbles will be included in the total path integral by sampling the ensemble of initial conditions one by one. In [35] we implemented this in quantum mechanics (0-dimensional field theory) for a simple scalar model, and computed the non-equal time correlator.

\(^1\)This initial could be Gaussian, or in some other distribution that is easy to sample.
Still, it would be interesting to stress-test our method for a truly quantum mechanical phenomenon, in a non-trivial system. And so in the present paper we study quantum mechanical tunnelling (for applications of Lefschetz thimble to tunnelling problem from a more theoretical viewpoint, see [36–38]), precisely because we expect this process to challenge the numerical path integral. Furthermore, we expect the difference between the thimble approach and the classical-statistical approximation to be much more pronounced. In our real-time thimble approach, we sample the initial conditions and solve for the classical trajectories. The further identification and sampling along the thimbles provides the quantum contribution, but omitting this step allows us to recover the standard classical-statistical averaging. This allows a straightforward comparison between the two methods.

The structure of the paper is as follows: in section 2, we present the closed-time path integral in terms of the initial density matrix and thimble. In section 3, we solve the textbook quantum mechanical tunnelling problem of ground state tunnel splitting, utilizing different methods. Finally, section 4 is our summary and conclusions.

2 Setting up the path integral

The section is devoted to a short, but hopefully sufficiently self-contained, description of the closed-time path integral and thimble methods. For a thorough discussion of the topics, we refer the reader to [35]. Since quantum field theory problems are what we ultimately want to tackle, we keep a spatial index in this section. We have in mind a single real scalar field with a double-well potential,

\[ V(\phi) = \frac{m^2}{2}\phi^2 - g_3\phi^3 + \frac{\lambda}{24}\phi^4, \]  

(2.1)

which we will use later in the next section. All the conclusions drawn in the present section, however, hold true for arbitrary potential.

2.1 The closed-time path integral

As described briefly above, the Schwinger-Keldysh closed-time path integral [1, 2] appears naturally when we evaluate correlation functions at time \( t \), given an initial density matrix at \( t_0 \),

\[ \langle \hat{O}(t) \rangle = \text{Tr} \left( \hat{O}(t)\hat{\rho}(t_0) \right) = N \int \mathcal{D}\phi \ O(t)\langle \phi^+_0; t_0|\hat{\rho}|\phi^-_0; t_0 \rangle e^{\int c \hat{L} dt}. \]

(2.2)

As shown in figure 1, the path comprises two branches starting at some initial time \( t_0 \) (typically, \( t_0 = 0 \)), and ending at some final time \( t_m \). The upper branch hosts fields \( \phi^+_j \), while the lower one hosts \( \phi^-_j \). In the following, we will think of a finite set of discrete values of time \( t \) separated by \( dt \), as appropriate for the numerical simulations to be performed below. Formally, the continuum limit arises from taking \( dt \to 0 \). These branches appear when one inserts complete sets of states,\(^2\) \( |\phi_j, t_j\rangle \), into (1.1), located at times from \( t_0 \)

\(^2\) These states are eigenstates of the operator \( \hat{\phi}(t_j) \). One may reach the same result by using the unitary time-evolution operator.
to some time $t_m$, later than any time appearing in the operator $\hat{O}$. One then finds a number of inner products of the form $\langle \phi_i, t_i | \phi_j, t_j \rangle$, which may be evaluated by using the Hamiltonian to evolve each state to some intermediate time $t_c$. In [35] we took $t_c$ to lie at the midpoint between $t_i$ and $t_j$. Besides the choice of midpoint, one can also choose the forward or backward difference, for instance, to select $t_j$ or $t_i$ to be $t_c$. But this comes with a warning. For instance, if one chooses the forward difference on the upper branch, i.e., evaluating $\langle \phi_{j+1}^+, t_{j+1} | \phi_{j+1}^+, t_{j+1} \rangle$ at $t_{j+1}$, then one should also evaluate the lower branch amplitude $\langle \phi_j^+, t_j | \phi_{j+1}^+, t_{j+1} \rangle$ at $t_{j+1}$, even though this counts as a backward difference. In particular, the expressions on the upper and lower branches should be the complex-conjugate of each other. This requirement is obvious when we calculate the expectation value of $\hat{m}$ in Quantum Mechanics,

$$\langle \hat{\phi}_m \rangle \equiv \int \! d\phi_m \Psi^* \phi_m \Psi,$$

given the wavefunction $\Psi = \int \! ^{\phi_m} \! \mathcal{D}\phi \exp \left( i \int_0^{t_m} \! dt \mathcal{L} \right) \Psi_0$. As a bonus of eq. (2.3), the complex-conjugation enforces all $\phi_m$ terms in the exponent to vanish, except the temporal derivative terms, since the Lagrangian is real. This conclusion also holds true for quantum field theory. That is to say, as long as $t_c$ is chosen consistently, the exponent in (2.2) does not contain $\phi_m$ terms other than through $\phi_m \phi_{m-1}^\dagger$. This linear dependence on $\phi_m$ is crucial in what follows.

While $\phi^+$ prove useful in the practical numerical calculation, another basis of fields more easily reveals the separation of variables, and so we introduce the Keldysh basis

$$\phi^\dagger = \frac{1}{2} (\phi^+ + \phi^-), \quad \phi^\sigma = \phi^+ - \phi^-,$$

where we adopt the coefficients of the transformation from [39, 40], but the name for the fields from [41]. It is important to realize that the notation $(\phi^\dagger, \phi^\sigma)$ does not mean $\phi^\sigma$ is “quantum” and $\phi^\dagger$ is “classical”, as they are both required for the full quantum description.

---

3We have inserted only a single $\phi_m$ field at $t_m$, which is manifested in eq. (2.3). Actually, even if we insert both upper and lower fields at $t_m$, such as $\phi_m^\pm$, the two fields would be the same, since $\langle \phi_m^-, t_m | \phi_m^+, t_m \rangle = \delta(\phi_m^+ - \phi_m^-)$. Therefore, we can always integrate out one of them, and this leads us back to the single field insertion at $t_m$. 

---
The naming convention of \( \phi^{cl} \) follows from the behaviour of this field at the critical point of the action, and its role in the classical-statistical approximation to be discussed later.

Having introduced \((\phi^{cl}, \phi^q)\), we can now split the partition function into two parts: the initial density matrix and the dynamic part of the path integral. Since it is natural to pair up \( \phi_j^0 \) and \( \phi_{j+1}^{cl} \) in the \((\phi^{cl}, \phi^q)\) basis, we attribute all terms that only consist of \( \phi_j^0 \), \( \phi_j^q \) and \( \phi_{j+1}^{cl} \) to the initial density matrix part. Nevertheless, the dynamic part still contains \( \phi_j^0 \) and \( \phi_{j+1}^{cl} \), but not \( \phi_j^q \). For the free initial density matrix, we can further integrate out the dummy variable \( \phi_j^q \) [35], and this integral is in fact a Wigner-Weyl transform of the initial density matrix [42], which for the quantum field theory in momentum space is of a form,

\[
W(\phi^{cl}, \pi^{cl}) \equiv \int D\phi^q \left( \phi^{cl} + \frac{\phi^q}{2} \right) \exp \left( -\frac{i}{\hbar} \int \frac{d^d p}{(2\pi)^d} \phi^q_{\pi^{cl}} \right),
\]

with the notation \( \int d^d p \, \phi^q \equiv \int d^d p \, (f(p))^* g(p) \), provided that both \( f(x) \) and \( g(x) \) in the configuration space are real functions. In practice, the splitting proceeds as

\[
Z = \int D\phi(\phi^0; t_0; t_1; e^I \int_c dt L = \int D\phi^{cl} D\phi^q D\phi^{cl} / \phi^0 + \phi^q / 2 | \phi^{cl} - \phi^q / 2 \rangle \times \exp \left( -\frac{i}{\hbar} \int \frac{d^d p}{(2\pi)^d} \phi^q \left[ \phi^{cl} - \phi^0 \left( 1 - \omega_p^2 dt^2 / 2 \right) \right] \right) \mid \prod_{j=1}^{m-1} D\phi^q D\phi^{cl} e^{-I} = \int D\phi^{cl} D\phi^{cl} W(\phi^0; \pi^{cl}) \int \prod_{j=1}^{m-1} D\phi^q D\phi^{cl} e^{-I}, (2.6)
\]

where from the first line to the second\(^4\) we arrange the terms in the exponent into two parts, according to whether or not the terms contain \( \phi_j^q \), and \(-I\) refers to the part without \( \phi_j^q \). Obviously, the conjugate momentum field \( \pi_0^{cl} \) is defined via

\[
\pi_0^{cl} \equiv \phi_0^{cl} \left( 1 - \omega_p^2 dt^2 / 2 \right),
\]

which is also the initial \( \phi_0^{cl} \), up to the order of \( O((dt)^2) \).

For one thing, we find that the Wigner function of the initial density matrix for the free thermal state reads, up to an overall constant factor,

\[
W(\phi^0, \pi^{cl}) = \exp \left( -\frac{1}{\hbar} \int \frac{d^d p}{(2\pi)^d} \left[ \omega_p \left( \phi^0 \left( 2n_p + 1 \right) \left| \phi^0 \right|^2 + 2n_p (2n_p + 1) \left| \pi^{cl} \right|^2 \right] \right) ,
\]

where the particle number \( n_p \) follows the Bose-Einstein distribution, \( n_p = 1/(e^{\omega_p / \beta} - 1) \), and the frequency \( \omega_p \) refers to the frequency of the free theory, namely \( \omega_p = \sqrt{p^2 + m^2} \).

\(^4\)We specified the second line by imposing the theory to be free at \( t_0 \), that is, considering only the quadratic terms in the potential. Otherwise we should include extra non-linear terms of \( \phi_j^q \). In particular, we have in mind to turn on the interaction gradually or instantly by varying the coupling constants.
Concretely, the initialization satisfies,

\begin{align}
\langle \phi^c_0(p) \phi^c_0(p') \rangle &= \frac{\hbar}{\omega_p} \left( n_p + \frac{1}{2} \right) (2\pi)^d \delta^d(p - p'), \\
\langle \pi^c_0(p) \pi^c_0(p') \rangle &= \omega_p \hbar \left( n_p + \frac{1}{2} \right) (2\pi)^d \delta^d(p - p'),
\end{align}

(2.9)

according to which we can draw random numbers for practical simulations as the initialization. In particular, we are going to use \(\tilde{\phi}^c_0\) and \(\tilde{\phi}^c_1\) to denote those random numbers generated by this way, and as a convention of the paper, the fields with tildes always refer to the classical trajectories satisfying the classical equation of motion, except of course \(\tilde{\phi}^c_0\) and \(\tilde{\phi}^c_1\), which serve as the initialization satisfying (2.9).

For the dynamic part of the path integral, the integrals over all field variables not belonging to the initial condition, there are a number of different ways to express the exponent, depending on which basis we use. In order to better see the classical-statistical approximation, we can use the basis introduced in (2.4), the \((\phi^c, \phi^q)\) basis, for which we find

\begin{align}
\mathcal{I} &= \left( \frac{-i}{\hbar} \right) \int d^d x \sum_{j=1}^{m-1} \left( \overline{\phi^c_{j+1}} - \phi^c_{j+1} \right) \phi^q_j + \frac{g_3 d t}{4} \left( \phi^q_j \right)^3 - \frac{\lambda d t}{24} \phi^c_j \left( \phi^q_j \right)^3.
\end{align}

(2.10)

Here we have defined

\begin{align}
\overline{\phi^c_{j+1}} &= 2 \phi^c_j - \phi^c_{j-1} - d t^2 \left( -\nabla^2 \phi^c_j + m^2 \phi^c_j - 3g_3(\phi^c_j)^2 - \frac{\lambda}{6} (\phi^c_j)^3 \right)
\end{align}

(2.11)

in order to highlight the connection with the equation of motion. This expression makes it manifest that the exponent \(\mathcal{I}\) is an odd function of \(\phi^q\), and we will call those non-linear terms of \(\phi^q\) the quantum vertices. The classical-statistical approximation then states that we drop the quantum vertices in (2.10), in which case we may perform the \(D\phi^q\) part of the path integral, which leaves us with a delta function \(\delta(\phi^c_0(x) - \phi^c_1(x))\) for \(j > 1\), while we still need to perform the path integral over the initial condition \(\phi^c_0\) and \(\phi^c_1\). In practice, this means that \(\phi^c\) satisfies the classical equations of motion, where the initial data, \(\phi^c_0\) and \(\phi^c_1\), is drawn from the Gaussian distribution (2.9). This approximation has been used in many calculations, including early-Universe simulations (for instance [3, 4, 43, 44]), bubble nucleation [42, 45, 46] and thermalization [8, 9, 39].

It is clear from these expressions that the exponent \(\mathcal{I}\) is purely imaginary, and so the exponential term in (2.6) is purely a phase, leading to a highly oscillatory integral. Dealing with this oscillatory behaviour is the main role of Picard-Lefschetz thimbles [17, 47], and in this paper we use the generalized thimbles of [28–30] to compute the integral.

### 2.2 Lefschetz thimble and generalized thimble method

The central idea of thimble methods is to start with an integration of some function, \(e^{-\mathcal{I}(\Xi)}\), over real variables, \(X_j\), and then promote the \(X_j\) to complex variables, \(Z_j\), whilst also promoting the integrand to a holomorphic function \(e^{-\mathcal{I}(\Xi)}\) [17–31, 35–37, 47, 48].
problem then corresponds to integrating along the surface \( \mathbb{R}^n \subset \mathbb{C}^n \) given by \( \text{Im}(Z_j) = 0 \), but this surface may be deformed\(^5\) to some \( n \)-dimensional surface \( \mathcal{M} \subset \mathbb{C}^n \) without affecting the value of the integral, due to Cauchy’s theorem for contour integrals in the complex plane. It is then convenient to perform a coordinate transformation from this curve back to the initial real surface, parametrized by the \( X_j \)

\[
\int_{\mathbb{R}^n} \prod_{j=1}^n dX_j e^{-\mathcal{I}(X)} = \int_{\mathcal{M}} \prod_{j=1}^n dZ_j e^{-\mathcal{I}(Z)} = \int_{\mathbb{R}^n} \prod_{j=1}^n dX_j \det \left( \frac{\partial Z_j}{\partial X_j} \right) e^{-\mathcal{I}(Z(X))}. \tag{2.12}
\]

The trick to making the integrals converge is to pick an appropriate surface \( \mathcal{M} \), and that is done with the aid of the Picard-Lefschetz flow equations,

\[
\frac{dZ_j}{d\tau} = \frac{\partial \mathcal{I}}{\partial Z_j}, \quad \frac{d}{d\tau} \left( \frac{\partial Z_j}{\partial X_k} \right) = \frac{\partial^2 \mathcal{I}}{\partial Z_j \partial Z_l} \frac{\partial Z_l}{\partial X_k}, \tag{2.13}
\]

where the second equation can be derived from the first. As initial conditions for the flow, one takes \( Z_j = X_j \), and sets \( J_{jk} = \partial Z_j / \partial X_k \) to be the \( n \times n \) identity matrix. In this way, each point \( X \) on the real surface is flowed into the complex plane. The surface \( \mathcal{M} \) is called a generalized thimble \(^{28-30}\), and its shape depends on how long one chooses to flow the equations. In the limit of infinite flow time one recovers the Lefschetz thimbles.

In the case of field theory, our \( \phi_i \) in (2.6) are promoted to complex variables, in analogy to the \( X_j \to Z_j \) above.\(^6\) Along the flow, \( \text{Re}[\mathcal{I}] \) always increases, so the weight \( e^{-\text{Re}[\mathcal{I}]} \) decreases exponentially, making the integrand of (2.6) take the form of damped oscillations, leading to a well-behaved integral. In practice, it is convenient to combine this with the determinant of the Jacobian and construct a probability distribution function \( P = e^{-\text{Re}[\mathcal{I}]+\ln|\det(J)|} \) for use in the Monte Carlo evaluation of the integral \(^{27,35}\). Now, by generating samples according to this probability distribution function, we are able to compute the expectation value of any observable, which is done by reweighting the observable by \( e^{-i\text{Im}[\mathcal{I}]+i\arg(\det(J))} \), as this is what remains of the \( e^{-\mathcal{I}} \) after we have accounted for \( P \).

For a single initialization, i.e. one choice of \( \tilde{\phi}_0^{cl} \) and \( \tilde{\phi}_1^{cl} \), we can measure the expectation value due to its single generalized thimble as

\[
\langle \mathcal{O} \rangle_{\text{GT}} = \frac{\left< \frac{e^{-i\text{Im}[\mathcal{I}]+i\arg(\det(J))} \mathcal{O}}{e^{-i\text{Im}[\mathcal{I}]+i\arg(\det(J))}} \right>_P}{\left< \frac{e^{-i\text{Im}[\mathcal{I}]+i\arg(\det(J))}}{e^{-i\text{Im}[\mathcal{I}]+i\arg(\det(J))}} \right>_P},
\]

where the brackets \( \langle \ldots \rangle_P \) correspond to an average using \( P \) as the probability distribution function. To compute the full quantum average, denoted \( \langle \ldots \rangle \), we need to average over an ensemble of initializations \( \tilde{\phi}_0^{cl}, \tilde{\phi}_1^{cl} \) drawn from a Gaussian as determined by the initial distribution (2.9) \(^{35}\).

\(^5\)The curve must not cross any poles, and the integrand is assumed to vanish asymptotically on the deformed curved.

\(^6\)To avoid confusion: the time variable indexing the fields \( \phi \) lives in a complex plane on the Keldysh contour. The time index is part of the \( j \) label on \( X_j \). But now the domain of integration, the values taken by the field variables \( \phi_j \), is also deformed into the complex plane.
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2.3 Critical points

Of central importance to our discussion are the critical points (or critical configurations), the fixed points of the flow, $\partial I / \partial Z = 0$. These are the classical trajectories, and so as the manifold $\mathcal{M}$ is deformed by the flow, it does so while the classical trajectories stay pinned at their real values. All configurations away from the critical points give an exponentially suppressed contribution (depending on how much we "flow"), while all the critical points contribute with equal weight. Hence it is essential to identify and include all critical points, and their neighbourhoods in configuration space.

By definition, we only need to solve
\[
\frac{\partial I}{\partial \phi^c_j(x)} = 0, \quad \text{and} \quad \frac{\partial I}{\partial \phi_j^{cl}(x)} = 0, \quad \text{for all } x \text{ and } j \geq 1,
\]
with the explicit expression of $I$ in (2.10). The linear dependence on $\phi_m$, which is treated as a $\phi^1$ field, together with the odd dependence on $\phi^q$, allows us to solve the equations exactly. Firstly, since $\phi_m(x)$ only couples to $\phi^q_{m-1}(x)$, we obtain $\phi^q_{m-1}(x) = 0$ as the solution of $\partial I / \partial \phi_m(x) = 0$. Then, given $\phi^q_{m-1}(x) = 0$ for all $x$, we can derive $\phi^q_m(x) = 0$ from $\partial I / \partial \phi_m^{cl-1}(x) = 0$. In fact, we can continue this process to discover that all $\phi^q(x) = 0$ at the critical points. With this in mind, $\partial I / \partial \phi_j^c(x) = 0$ leads to the classical equation of motion for $j \geq 1$,
\[
\ddot{\phi}^c_{j+1} - 2\dot{\phi}^c_j + \dot{\phi}^c_j - d^2 \left( -\nabla^2 \phi^c_j + m^2 \phi^c_j - 3g_3(\phi^c_j)^2 - \frac{\lambda}{6}(\phi^c_j)^3 \right) = 0,
\]
where we use tilde to refer to the solution of $\phi^{cl}$, given the initialization $\tilde{\phi}^c_0(x)$ and $\tilde{\phi}^c_1(x)$. Unsurprisingly, we have shown that the stationary points are the classical trajectories $\tilde{\phi}^c$. And by sampling the entire ensemble of initial conditions $\tilde{\phi}^c_0(x)$, $\tilde{\phi}^c_1(x)$ we can ensure that we include all of them.

For a given initial condition $\tilde{\phi}^c_0(x)$, $\tilde{\phi}^c_1(x)$, we then have a unique classical trajectory, and we proceed to generate a Markov chain of random trajectories starting from there. The resulting trajectories are then, in general, no longer fixed points of the flow, and are therefore evolved into some complex-valued trajectory through applying the flow equation. The thimble corresponding to the original classical trajectory is the collection of all such nearby trajectories flowed into the complex space.

Still, had all the field variables $\phi_j$ been part of this Monte-Carlo sampling, one could imagine at some stage randomly generating another classical trajectory. This is then the fixed point corresponding to another neighbourhood of trajectories, belonging to another thimble than the original one. This means that when sampling all the field variables simultaneously, one should take care to properly include all the thimbles, in effect finding all the neighbourhoods of classical trajectories.

In our case, we sample the initial conditions separately, and keep them fixed, while the Monte-Carlo sampling of the other variables takes place. Thus as an initial value problem, the existence and uniqueness of the critical point in the complex space are guaranteed. This means that we will never at random end up on a different classical trajectory, because there
is only one classical trajectory corresponding to given values of $\tilde{\phi}^0(x)$, $\tilde{\phi}^1(x)$ (or indeed the field variables at any two times, we choose to keep fixed). And so in our two-step sampling, we are sure to find all thimbles and that in any Markov chain, only one thimble is present.

We stress that the conclusion here applies to the quantum field theory with any number of spatial dimensions.

In summary, our approach has a number of advantages for real-time simulations using the Keldysh contour: it admits the two-part splitting into an “external” average over realisations of the initial density matrix and the “internal” Monte-Carlo sampling of the rest of the field variables in the path integral. We can generate the initialization according to the initial density matrix, and with each external initialization there exists one and only one critical point/thimble for the internal part. Thirdly, the critical point $(\phi^0 = 0, \phi^1 = \tilde{\phi}^1)$ lies in the real plane, as long as $\tilde{\phi}^0$ and $\tilde{\phi}^1$ are real, which is the case in our approach. Thus the Lefschetz thimble and the generalized thimble coincide at the unique critical point. At the moment, it is easier to implement an algorithm to generate samples on the generalized thimble than on the Lefschetz thimble, so we are going to adopt the Generalized Thimble Method in the following calculation. For more details and numerical applications, see [35].

3 Tunnel splitting of the ground state

Having set up our formalism and algorithm, we wish to apply it to the inherently quantum mechanical process of tunneling. We therefore introduce a system with a double well potential,

$$V = \frac{1}{2} \phi^2 (1 - g\phi)^2, \quad (3.1)$$

which corresponds to $m = 1$, $g_3 = g$, $\lambda = 12g^2$ in (2.1), and we shall take $\hbar = 1$ in the simulations. In the following, we will consider field theory in zero spatial dimensions, i.e. quantum mechanics.

The two minima of the potential are situated at $\phi = 0$ and $\phi = 1/g$ respectively, and the height of the barrier between the two minima is $1/(32g^2)$. We set the system up with an initial Gaussian vacuum state of the $\phi = 0$ minimum. When $g$ is small, the separation between the two minima is large and the barrier is high, but the wave function will nevertheless oscillate between the two minima. This is a textbook problem [49, 50] known as tunnel splitting of the ground state, which is why we use it as a test of the thimble approach.

To get an idea of how the system behaves we may start off by making the approximation of focussing only on the first two energy eigenstates. These are approximately given by the superposition of the two Gaussian vacuum states located around each minimum,

$$\Psi_+ \simeq \frac{\Psi_L + \Psi_R}{\sqrt{2}}, \quad \Psi_- \simeq \frac{\Psi_L - \Psi_R}{\sqrt{2}}, \quad (3.2)$$

where $\Psi_L$ is the Gaussian wavefunction associated to the $\phi = 0$ minimum, and $\Psi_R$ is the Gaussian wavefunction associated to the $\phi = 1/g$ minimum.
Thus if we take the initial state to be $\Psi_L$, we expect the wave function to evolve as,

$$
\Psi(t) \simeq \frac{e^{-iE_+t}\Psi_+ + e^{-iE_-t}\Psi_-}{\sqrt{2}}.
$$

(3.3)

In particular, if we measure the average $\phi$, we would obtain

$$
\int d\phi \Psi^*(t)\phi\Psi(t) \simeq \int d\phi \frac{1}{2} \left( \Psi_+\phi\Psi_+ + \Psi_-\phi\Psi_- + e^{-i\Delta Et}\Psi_+\phi\Psi_- + e^{i\Delta Et}\Psi_-\phi\Psi_+ \right)
$$

$$
\simeq \int d\phi \frac{1}{2} \left( \Psi_L\phi\Psi_L + \Psi_R\phi\Psi_R + \cos(\Delta Et) \left( \Psi_L\phi\Psi_L - \Psi_R\phi\Psi_R \right) \right)
$$

$$
\simeq \frac{1}{2g} \left[ 1 - \cos(\Delta Et) \right],
$$

(3.4)

where, for last relation, we utilize the fact that $\int d\phi \Psi_L\phi\Psi_L = 0$ and $\int d\phi \Psi_R\phi\Psi_R = 1/g$.

This shows that the oscillation is described by a single parameter $\Delta E$, which is the energy difference between the first two energy eigenstates. In the literature, there exist many ways to compute the energy difference, here we mention three of them.

**WKB estimate of $\Delta E$:** the textbook of Landau and Lifshitz [49] provides a WKB analysis of the problem, leading to the formula,

$$
\Delta E = \frac{1}{\pi} \exp \left[ -\int_a^b \sqrt{2(V - E_0)}d\phi \right].
$$

(3.5)

where $a$ and $b$ are turning points, determined by $V - E_0 = 0$. In theory, $E_0$ should be the average energy between the first two states, but this may be no easier to calculate than $\Delta E$. However, in practice we may take the free vacuum energy, 0.5, to be an estimate of $E_0$. As $g$ becomes larger, $g > 0.25$ in our example, then the height of the barrier is lower than 0.5, meaning that the WKB formula (3.5) is no longer valid, so we can only trust this approximation for $g \ll 0.25$.

**Instanton estimate of $\Delta E$:** the tunnelling property can also be captured by an instanton calculation, and the energy difference is estimated via a simple formula [50, 51],

$$
\Delta E = \frac{2}{g\sqrt{\pi}} \exp \left( -\frac{1}{6g^2} \right).
$$

(3.6)

The formula holds when $g$ is small and we note that one does not need to know the average energy $E_0$ a priori.

**Finite Fock space estimate of $\Delta E$:** finally, for this simple problem, we can find $\Delta E$ to high precision by approximating the Fock space with a finite set of vectors [52]

$$
|n\rangle = \frac{1}{\sqrt{n!}} (a^\dagger)^n |0\rangle, \quad a^\dagger |n\rangle = \sqrt{n+1} |n+1\rangle, \quad a |n\rangle = \sqrt{n} |n-1\rangle,
$$

(3.7)

and write $\phi = (a^\dagger + a)/\sqrt{2}$ into a matrix,

$$
\phi = \begin{pmatrix}
0 & 1/\sqrt{2} & 0 & \cdots \\
1/\sqrt{2} & 0 & 1 & \cdots \\
0 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots 
\end{pmatrix}.
$$

(3.8)
\begin{center}
\begin{tabular}{|c|c|c|c|}
\hline
 & \(g = 0.2\) & \(g = 0.3\) & \(g = 0.5\) \\
\hline
WKB & \(\Delta E = 0.087\) with \(E_0 = 0.5\) & \(\cdots\) & \(\cdots\) \\
\hline
Instanton & \(\Delta E = 0.087\) & \(\Delta E = 0.590\) & \(\Delta E = 1.159\) \\
\hline
Matrix & \(\Delta E = 0.061\) & \(\Delta E = 0.286\) & \(\Delta E = 0.637\) \\
\hline
\end{tabular}
\end{center}

Table 1. Both WKB and Instanton approximations to \(\Delta E\) work best when \(g\) is small. In the cases of \(g = 0.3\) and 0.5, \(E_0\) is already larger than the height of potential barrier, so the WKB approach is not valid.

The lowest two eigenvalues of \(H = H_0 - g\phi^3 + g^2\phi^4/2\) are then the energy of the ground state and the first excited state, respectively. With a 100 \(\times\) 100 matrix, we can already achieve a high precision, as will be seen in the next section.

In Table 1, we present \(\Delta E\) for different \(g\) using the three different methods.

Having gained an analytic understanding for the behaviour of the wavefunction, specifically (3.4), we may now solve the full Schrödinger equation numerically, and use our analytic approach to interpret the results.

3.1 Solving Schrödinger equation

The time dependent Schrödinger equation reads,

\[ i\hbar \frac{\partial}{\partial t} \Psi = -\frac{\hbar^2}{2} \frac{\partial^2}{\partial \phi^2} \Psi + V\Psi, \tag{3.9} \]

and we give the wave function an initial condition associated to the Gaussian ground state of the \(\phi = 0\) minimum,

\[ \Psi(\phi, 0) = \left( \frac{m}{\hbar \pi} \right)^{1/4} \exp \left( -\frac{m\phi^2}{2\hbar} \right). \tag{3.10} \]

It is fairly straightforward to simulate this system with such an initial condition, and for an explicit realization with Python, see [53]. In Figure 2, we show the expectation value of \(\phi\) in the time range \(0 < mt \leq 300\), with \(g = 0.3\), as calculated with the full Schrödinger equation (solid red curve), and the analytic approximation (3.4) based on the ansatz of (3.3). The approximate solution shows good agreement to the full solution, with the oscillations clearly visible at the expected frequency, along with further structure that is not captured by the two-state approximation. The presence of this extra structure is seen by looking at a snapshot of the wavefunction at some later time, as in Figure 3.

Given that the two-state approximation yields good agreement with the full solution we may introduce the idea of the tunnelling time, given by \(t_{\text{tun}} = \frac{\pi}{\Delta E}\), and we see from Table 1 that small \(g\) leads to longer tunnelling times, as is to be expected given that in this regime the barrier height is increased, and the vacua are further separated. We should note here that one can in fact rescale \(\phi\) to remove \(g\), at the cost of redefining \(\hbar \rightarrow g^2\hbar\). Here we would interpret the small \(g\) limit as a small \(\hbar\) limit, and again we expect the tunnelling times to be increased in this limit.
Figure 2. Expectation value $\langle \phi \rangle$ for the potential (3.1). The dashed blue line refers to the fit with function $\frac{1}{2g}(1 - \cos(\Delta E t))$, with $g = 0.3$ and $\Delta E = 0.285763$, matching the matrix approximation found in table 1. Also notice there exist oscillations with higher frequencies, which indicate that other eigenstates contribute too, but they are not as dominant as the first two eigenstates.

Figure 3. Plots of the real and imaginary parts of $\Psi$ and the probability $\Psi \Psi^*$ at times $mt = 0, 4$ for $g = 0.3$.

3.2 Results with the thimble approach

We adopt the algorithm used in [35] to implement the Markov Chain Monte Carlo evaluation of the integral. In practice, we first generate initial $\hat{\phi}_0^{cl}$ and $\check{\phi}_1^{cl}$ according to the Gaussian initial distribution (2.9). Then, for each initialization, we utilize a Metropolis-Hastings algorithm to generate samples on the generalized thimble. Specifically, according to the proposal distribution, the algorithm is classified as a Random Walk Metropolis-Hastings. A robust choice of the proposal function is $\exp\left(-\langle dx \rangle^T J_n^a J_n^a dx / \delta^2 \right)$, given in [27]. Notice the proposal function above is expressed in the real space, and it corresponds to $\exp\left(-\langle dz \rangle^d dz / \delta^2 \right)$ in the complex space, given that $dz = J dx$. Therefore the...
covariance matrix is proportional to the identity matrix in the complex manifold. Random Walk Metropolis-Hastings algorithm becomes hard to explore the target space, when the number of integration variables is large, and in practice we find that when the total number of variables is larger than \( \sim 20 \), each Markov chain will require \( \mathcal{O}(100) \) CPU-hours or more. Thus, in order to guarantee we achieve ergodicity for each chain, we restrict to 18 field variables, and spend more computational time in increasing the number of updates.

The numerical challenge we encounter here also reflects the fact that the pure quantum tunnelling effect is hard to simulate, as it is accompanied with exponential suppression of the evolution across the barrier, for instance as in [54]. To have a sensible signal of tunnelling, a reasonably-sized coupling constant is required. But for the double-well potential, when the quantum tunnelling effect is big, so is the classical-statistical effect, whereby the field has enough energy to classically roll over the barrier for a significant proportion of the random initial conditions \( \phi^{cl}_0 \) and \( \phi^{cl}_1 \). Therefore, we want the simulations to be able to distinguish the two effects with a reasonable number of field variables. We shall present results for \( g = 0.3 \) and \( g = 0.5 \), both of which correspond to \( g > 0.25 \), and so the height of potential barrier is close to, but just below, 0.5, i.e. the Gaussian vacuum energy. As we start the system in the Gaussian ground state, this means that the average energy of the particle is close to the barrier height, meaning that the classical-statistical approximation is just about able to probe the second minimum.

In figure 4 we show the results for \( g = 0.3 \). The plot on the left gives the solution for the full Schrödinger equation (solid curve), and the results for the classical-statistical approximation are shown as the curve with 1\( \sigma \) statistical error bars. For this value of the coupling the barrier is located at \( \phi = 5/3 \), and it is clear that the classical-statistical approximation starts to break down as the expectation value moves into the second minimum. The plot confirms our expectation that the classical-statistical approximation can not capture what really happens during the quantum tunnelling. The right hand plot of figure 4 shows a comparison of the three methods, the path integral and the Schrödinger methods are seen to agree within error bars, as they should, while the classical-statistical approximation is starting to deviate at later times.

The simulations with a slightly higher coupling, \( g = 0.5 \), correspond to a smaller tunnelling time, and so behave more quantum mechanically. The results of this case are shown in figure 5, where we see that the Schrödinger and the thimble approaches again agree within error bars, but now the classical-statistical approximation is showing a more pronounced deviation than in the \( g = 0.3 \) case. For \( g = 0.3 \), we have implemented 400 initializations, each with 20 millions updates, for \( g = 0.5 \) we used 200 initializations, each with 50 millions updates.

The key difference between the classical-statistical approximation and the full thimble approach is that the approximation only uses the critical point for each set of initial conditions, i.e. the solution to the classical equations of motion for that initial data. The full thimble, however, is able to explore more of the field space in order to get a better estimate for the path integral.

In our simulations, the thimble is a 16 (real-)dimensional subspace of \( \mathbb{C}^{16} \), and so it is difficult to visualize. But we can show a comparison the field values at the critical point.
Figure 4. Results of the simulations with $g = 0.3$ for: full Schrödinger evolution (left, solid curve); classical-statistical approximation (left, curve with $1\sigma$ statistical error bars); a comparison of all three methods, Schrödinger, classical-statistical and initial density plus thimble, over a reduced evolution time.

Figure 5. Results of the simulations with $g = 0.5$: a comparison of all three methods, Schrödinger, classical-statistical and initial density plus thimble.

versus the average over the whole generalized thimble. In figure 6 we present the data for a single Monte-Carlo chain, for one choice of initial data. This shows the statistics of $\phi_i^{cl}$ for each time slice of the path integral in the $g = 0.3$ case, where the tunnelling rate is suppressed by the larger barrier height. The solid red lines show the solution to the classical equations of motion for the same initial data, which will form one member of the ensemble of the classical-statistical approximation. We see that at early times the generalized thimble values match the red lines, but deviate at later time slices, leading to the discrepancy between the full quantum behaviour and the classical-statistical approximation.
Figure 6. $\phi_{cl}^i$ restricted to a single thimble (single initialization) with $g = 0.3$. The red dots refer to the values of $\phi_{cl}^i$ on the critical point. So the red line represents the classical trajectory, which is in this case oscillating only around one of the two minima, whose values are denoted in the plot by the dashed cyan lines, while the maximum of the potential by the dashed blue line. The black error bar indicates the mean and one standard error of Re[$\phi_{cl}^i$] evaluated over the whole thimble.

4 Conclusion

We have provided a calculation of quantum mechanical tunnelling using the generalized thimble approach [28–30], and compared it to the full Schrödinger equation computation, as well as the classical-statistical approximation [39]. The thimble method presented by the authors in [35] explicitly breaks up the path integral into initial conditions (external) and a dynamic (internal) part, and so is ideally suited to understanding the classical-statistical approximation, where the path integral is approximated by summing over solutions to the classical equations of motion. We have demonstrated that the thimble calculation of the real-time path integral does indeed reproduce the expected results of the Schrödinger equation, and we have seen how it improves on the classical-statistical approximation by exploring more of the field trajectory space required in calculating the path integral.

While the Schrödinger equation is by far the superior method for calculating these tunnelling processes in quantum mechanics, the Schrödinger functional method is not well-suited to numerical studies of quantum field theory, which is where we expect the thimble approach to be superior in understanding real-time, non-perturbative quantum dynamics of (at least) scalar field theories.

In the present work, we adopt the Generalized Thimble Method, but because of the uniqueness of the thimble for each initialization, it is also possible to sample directly on the Lefschetz thimble. The latter approach might be optimal when there are more integration variables. In either case, it becomes more and more difficult to explore the manifold of the thimble through a Markov chain, as the dimension of the manifold increases. Also, it seems that the tunnelling process in itself also amplifies the difficulty.
The numerical challenge is substantial. Given \( n \) integration variables, the most time consuming part of solving the flow equations is to calculate \( \det(J) \) which alone requires \( \mathcal{O}(n^3) \) computational time (or less, see [27]). Another large factor is the total number of updates of the Markov chain, whose exact form depends on the algorithm used. To explore the manifold of each thimble, we are now using the Random Walk Metropolis-Hastings algorithm, which on the tunnelling problem behaves less efficiently in higher dimensions. The hope is that we can find some efficient Monte Carlo algorithm, which can maintain \( \mathcal{O}(n) \) or some other polynomial power. This would mirror the efficiency gained for imaginary time lattice simulations through Hybrid Monte Carlo or Metropolis with local update. An interesting option is to implement a machine learning algorithm to better estimate the thimble [55, 56]. Another is to perhaps adapt a complex Langevin algorithm [48, 57, 58] to explore along a thimble rather than in the entire complexified manifold.

Acknowledgments

PMS is supported by STFC Grant No. ST/L000393/1 and ST/P000703/1, AST and ZGM are supported by a UiS-ToppForsk grant. The authors were also supported by a ECIU travel grant. The numerical work was performed on the Abel supercomputing cluster of the Norwegian computing network Notur.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] J.S. Schwinger, Brownian motion of a quantum oscillator, J. Math. Phys. 2 (1961) 407 [insPIRE].
[2] L.V. Keldysh, Diagram technique for nonequilibrium processes, Zh. Eksp. Teor. Fiz. 47 (1964) 1515 [Sov. Phys. JETP 20 (1965) 1018] [insPIRE].
[3] J. García-Bellido, M. García Perez and A. Gonzalez-Arroyo, Symmetry breaking and false vacuum decay after hybrid inflation, Phys. Rev. D 67 (2003) 103501 [hep-ph/0208228] [insPIRE].
[4] J. Smit and A. Tranberg, Chern-Simons number asymmetry from CP-violation at electroweak tachyonic preheating, JHEP 12 (2002) 020 [hep-ph/0211243] [insPIRE].
[5] J. Berges, K. Boguslavski, S. Schlichting and R. Venugopalan, Basin of attraction for turbulent thermalization and the range of validity of classical-statistical simulations, JHEP 05 (2014) 054 [arXiv:1312.5216] [insPIRE].
[6] G. Aarts and J. Berges, Classical aspects of quantum fields far from equilibrium, Phys. Rev. Lett. 88 (2002) 041603 [hep-ph/0107129] [insPIRE].
[7] Z.-G. Mou, P.M. Saffin and A. Tranberg, Simulations of cold electroweak baryogenesis: quench from portal coupling to new singlet field, JHEP 01 (2018) 103 [arXiv:1711.04524] [insPIRE].
[8] A. Arrizabalaga, J. Smit and A. Tranberg, Tachyonic preheating using 2PI-1/N dynamics and the classical approximation, JHEP 10 (2004) 017 [hep-ph/0409177] [nSPIRE].

[9] J. Berges and J. Cox, Thermalization of quantum fields from time reversal invariant evolution equations, Phys. Lett. B 517 (2001) 369 [hep-ph/0006160] [nSPIRE].

[10] J. Berges, S. Borsányi and J. Serreau, Thermalization of fermionic quantum fields, Nucl. Phys. B 660 (2003) 51 [hep-ph/0212404] [nSPIRE].

[11] A. Arrizabalaga, J. Smit and A. Tranberg, Equilibration in 4 theory in 3 + 1 dimensions, Phys. Rev. D 72 (2005) 025014 [hep-ph/0503287] [nSPIRE].

[12] D. Bodeker, On the effective dynamics of soft non-Abelian gauge fields at finite temperature, Phys. Lett. B 426 (1998) 351 [hep-ph/9801430] [nSPIRE].

[13] M. D’Onofrio, K. Rummukainen and A. Tranberg, Sphaleron rate in the minimal standard model, Phys. Rev. Lett. 113 (2014) 141602 [arXiv:1404.3565] [nSPIRE].

[14] G. Aarts and I.-O. Stamatescu, Stochastic quantization at finite chemical potential, JHEP 09 (2008) 018 [arXiv:0807.1597] [nSPIRE].

[15] G. Aarts, E. Seiler and I.-O. Stamatescu, The complex Langevin method: when can it be trusted?, Phys. Rev. D 81 (2010) 054508 [arXiv:0912.3360] [nSPIRE].

[16] D. Sexty, Simulating full QCD at nonzero density using the complex Langevin equation, Phys. Lett. B 729 (2014) 108 [arXiv:1307.7748] [nSPIRE].

[17] AURORASCIENCE collaboration, New approach to the sign problem in quantum field theories: high density QCD on a Lefschetz thimble, Phys. Rev. D 86 (2012) 074506 [arXiv:1205.3996] [nSPIRE].

[18] M. Cristoforetti, F. Di Renzo, A. Mukherjee and L. Scorzato, Monte Carlo simulations on the Lefschetz thimble: taming the sign problem, Phys. Rev. D 88 (2013) 051501 [arXiv:1303.7204] [nSPIRE].

[19] A. Mukherjee, M. Cristoforetti and L. Scorzato, Metropolis Monte Carlo integration on the Lefschetz thimble: application to a one-plaquette model, Phys. Rev. D 88 (2013) 051502 [arXiv:1308.0233] [nSPIRE].

[20] A. Behtash, T. Sulejmanpasic, T. Schäfer and M. Ünsal, Hidden topological angles and Lefschetz thimbles, Phys. Rev. Lett. 115 (2015) 041601 [arXiv:1502.06624] [nSPIRE].

[21] Y. Tanizaki, Y. Hidaka and T. Hayata, Lefschetz-thimble analysis of the sign problem in one-site fermion model, New J. Phys. 18 (2016) 033002 [arXiv:1509.07146] [nSPIRE].

[22] Y. Tanizaki, H. Nishimura and J.J.M. Verbaarschot, Gradient flows without blow-up for Lefschetz thimbles, JHEP 10 (2017) 100 [arXiv:1706.03822] [nSPIRE].

[23] A. Alexandru, G. Basar and P. Bedaque, Monte Carlo algorithm for simulating fermions on Lefschetz thimbles, Phys. Rev. D 93 (2016) 014504 [arXiv:1510.03258] [nSPIRE].

[24] A. Alexandru et al., Sign problem and Monte Carlo calculations beyond Lefschetz thimbles, JHEP 05 (2016) 053 [arXiv:1512.08764] [nSPIRE].

[25] A. Alexandru et al., Monte Carlo study of real time dynamics on the lattice, Phys. Rev. Lett. 117 (2016) 081602 [arXiv:1605.08040] [nSPIRE].

[26] A. Alexandru, G. Basar, P.F. Bedaque and N.C. Warrington, Tempered transitions between thimbles, Phys. Rev. D 96 (2017) 034513 [arXiv:1703.02414] [nSPIRE].
[27] A. Alexandru, G. Basar, P.F. Bedaque and G.W. Ridgway, Schwinger-Keldysh formalism on the lattice: a faster algorithm and its application to field theory, Phys. Rev. D 95 (2017) 114501 [arXiv:1704.06404] [nSPIRE].

[28] A. Alexandru, P.F. Bedaque, H. Lamm and S. Lawrence, Deep learning beyond Lefschetz thimbles, Phys. Rev. D 96 (2017) 094505 [arXiv:1709.01971] [nSPIRE].

[29] A. Alexandru, P.F. Bedaque, H. Lamm and S. Lawrence, Finite-density Monte Carlo calculations on sign-optimized manifolds, Phys. Rev. D 97 (2018) 094510 [arXiv:1804.00697] [nSPIRE].

[30] A. Alexandru et al., Finite density QED$_{1+1}$ near Lefschetz thimbles, Phys. Rev. D 98 (2018) 034506 [arXiv:1807.02027] [nSPIRE].

[31] M. Fukuma and N. Umeda, Parallel tempering algorithm for integration over Lefschetz thimbles, PTEP 2017 (2017) 073B01 [arXiv:1703.00861] [nSPIRE].

[32] M. Ulybyshev, C. Winterowd and S. Zafeiropoulos, Taming the sign problem of the finite density Hubbard model via Lefschetz thimbles, arXiv:1906.02726 [nSPIRE].

[33] M. Ulybyshev, C. Winterowd and S. Zafeiropoulos, Lefschetz thimbles decomposition for the Hubbard model on the hexagonal lattice, arXiv:1906.07678 [nSPIRE].

[34] A.K. Das, Finite temperature field theory, World Scientific, Singapore (1997).

[35] Z.-G. Mou, P.M. Saffin, A. Tranberg and S. Woodward, Real-time quantum dynamics, path integrals and the method of thimbles, JHEP 06 (2019) 094 [arXiv:1902.09147] [nSPIRE].

[36] Y. Tanizaki and T. Koike, Real-time Feynman path integral with Picard-Lefschetz theory and its applications to quantum tunneling, Annals Phys. 351 (2014) 250 [arXiv:1406.2386] [nSPIRE].

[37] A. Cherman and M. Unsal, Real-time Feynman path integral realization of instantons, arXiv:1408.0012 [nSPIRE].

[38] W.-Y. Ai, B. Garbrecht and C. Tamarit, Functional methods for false vacuum decay in real time, arXiv:1905.04236 [nSPIRE].

[39] G. Aarts and J. Smit, Classical approximation for time dependent quantum field theory: Diagrammatic analysis for hot scalar fields, Nucl. Phys. B 511 (1998) 451 [hep-ph/9707342] [nSPIRE].

[40] C. Greiner and B. Müller, Classical fields near thermal equilibrium, Phys. Rev. D 55 (1997) 1026 [hep-th/9605048] [nSPIRE].

[41] A. Kamenev and A. Levchenko, Keldysh technique and nonlinear σ-model: basic principles and applications, Adv. Phys. 58 (2009) 197 [arXiv:0901.3586] [nSPIRE].

[42] M.P. Hertzberg and M. Yamada, Vacuum decay in real time and imaginary time formalisms, Phys. Rev. D 100 (2019) 016011 [arXiv:1904.08565] [nSPIRE].

[43] A. Rajantie, P.M. Saffin and E.J. Copeland, Electroweak preheating on a lattice, Phys. Rev. D 63 (2001) 123512 [hep-ph/0012097] [nSPIRE].

[44] Z.-G. Mou, P.M. Saffin and A. Tranberg, Cold baryogenesis from first principles in the two-Higgs doublet model with fermions, JHEP 06 (2015) 163 [arXiv:1505.02692] [nSPIRE].

[45] J. Braden et al., New semiclassical picture of vacuum decay, Phys. Rev. Lett. 123 (2019) 031601 [arXiv:1806.06069] [nSPIRE].
[46] J.J. Blanco-Pillado, H. Deng and A. Vilenkin, Flyover vacuum decay, arXiv:1906.09657 [inSPIRE].

[47] E. Witten, Analytic continuation of Chern-Simons theory, AMS/IP Stud. Adv. Math. 50 (2011) 347 [arXiv:1001.2933] [inSPIRE].

[48] G. Aarts, Lefschetz thimbles and stochastic quantization: complex actions in the complex plane, Phys. Rev. D 88 (2013) 094501 [arXiv:1308.4811] [inSPIRE].

[49] L.D. Landau and E.M. Lifshitz, Quantum mechanics, Pergamon Press, U.K. (1958).

[50] J. Zinn-Justin, Quantum field theory and critical phenomena, Clarendon Press, U.K. (2002).

[51] A. Garg, Tunnel splittings for one dimensional potential wells revisited, Amer. J. Phys. 68 (2000) 430.

[52] W. Kinzel and G. Reents, Physics by computer, Springer, Berlin Germany (1998).

[53] https://scipy-cookbook.readthedocs.io/items/SchrodingerFDTD.html

[54] Z.-G. Mou, P.M. Saffin, P. Tognarelli and A. Tranberg, Simulations of “tunnelling of the 3rd kind”, JHEP 07 (2017) 015 [arXiv:1703.08375] [inSPIRE].

[55] A. Moss, Accelerated Bayesian inference using deep learning, arXiv:1903.10860 [inSPIRE].

[56] M.S. Albergo, G. Kanwar and P.E. Shanahan, Flow-based generative models for Markov chain Monte Carlo in lattice field theory, Phys. Rev. D 100 (2019) 034515 [arXiv:1904.12072] [inSPIRE].

[57] J. Berges, S. Borsánya, D. Sexty and I.O. Stamatescu, Lattice simulations of real-time quantum fields, Phys. Rev. D 75 (2007) 045007 [hep-lat/0609058] [inSPIRE].

[58] G. Aarts, L. Bongiovanni, E. Seiler and D. Sexty, Some remarks on Lefschetz thimbles and complex Langevin dynamics, JHEP 10 (2014) 159 [arXiv:1407.2090] [inSPIRE].