A Novel Metaheuristic Data Mining Algorithm for the Detection and Classification of Parkinson Disease
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Abstract

Objectives: Over the rapidly changing environment, the data mining techniques and its application are applied in the healthcare sector for medical diagnosis. The present study intends to provide a survey to gain the knowledge over current techniques of database discovery for the classification of Parkinson Disease. Methods: The study adopted a novel metaheuristic data mining algorithm for the detection and classification of Parkinson Disease were about 195 instances are selected for the investigation. In the initial phase the data underwent five phases, which includes training dataset, data pre-process, feature selection, classification and evaluation. However the research evaluated through performance measure tool, which consist of various techniques. This includes the confusion matrix, precision, recall and error rate. The confusion matrix is evaluated with various attributes like Specificity, Sensitivity, Accuracy and Positive and Negative predictive values. Findings: The study also performs a comparative study on five classification algorithms i.e. ABO, SCFW with KELM, FCM, ACO and PSO algorithms. This comparison results from confusion matrix of the selected algorithms which supports in identifying the specificity, sensitivity and accuracy of performance measures index showed that ABO algorithm is found to have best specificity, sensitivity and accuracy compared to all other algorithms, i.e. SCFW with KELM, FCM, PSO and ACO. In addition, the classifiers comparison results of the selected algorithms indicated that ‘ABO’ has the highest accuracy. Conclusion: In the present paper intended to estimate the efficiency and efficacy of the selected algorithm to best detect the Parkinson Dataset using various classifiers, as early detection of any kind of disease is an essential factor. The study reported that ABO algorithm has about have 97 percent accuracy in classifying and features filtering.
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1. Introduction

It is well acknowledged that the causes of Parkinson’s Diseases (PD) are still unknown due to the lack of blood or laboratory tests. Although various efforts have been adopted to classify and diagnose still achieving precise accuracy classification remains challenging.¹⁻⁴ Therefore, given this context, the goal of this research is to design and develop the new algorithm to detect and classify PD. A new algorithm will be proposed considering the limitations of existing ANN and genetic models. In addition, the research also evaluates existing algorithms in terms of its benefits and drawbacks of each and how best to find the most suitable algorithm. This research work adopts a novel metaheuristic data mining algorithm for the detection and classification of Parkinson Diseases. The present paper is organized in the below structure where Section 1 discusses the previous studies conducted elsewhere on PD and different algorithms used to detect the same. Section 2 discussed the adopted methodology and procedure which supports the research to obtain the objective. In section 3, the obtained data are analyzed and the results are presented. Finally, in section 4 the analyzed results are concluded. The below section illustrates the empirical evidence on PD.

This section illustrates the previous studies conducted on detection and classification of Parkinson Diseases based on various algorithms, Ene⁶ applied the
Probabilistic Neural Networks (PNN) types for the classification purpose. Incremental Search, Monte Carlo Search and Hybrid search are the three PNN types that have been used for classification purpose, related to smoothening factor. As an outcome, there is no major difference between the three techniques of searching the smoothening factor although the Hybrid search plays better of 81%. The classification work on Parkinson Disease is carried out by several authors. Gil and Manuel examined the performance of classifier, which was designed for PD detection; this classifier includes SVM and ANN. With the use of three procedures, i.e. SVM and Multilayer Perceptrons (MLP) with of the two kernel types, they deduced a high level of exactness in the confusion matrix with regards to various measurement parameters like accuracy, specificity, sensitivity, negative predictive value and positive predictive value. They concluded by demonstrating a high level of certainty that was above 90%. Some of the parameter elements showed high preciseness of “Sensitivity” and “Negative predictive value” with 99.32% and 97.06%.

Another paper illustrated by Little et al. on compatibility of Dysphonic measurements predicted that nonstandard estimations along with traditional harmonics to noise ratios will be best suitable to separate active people from PWP. The four features Recurrence Period Density Entropy, Harmonics to Noise Ratio, Pitch Period Entropy and Detrended Fluctuation Analysis are inputted into the kernel support vector machine that produces a comprehensive classification performance of 91.4%. The task conducted by Das stressed on the comparison of four classification methods. By using SAS software, numerous classifiers have been implemented to determine Parkinson Disease. The four individual classification models used were Neural Network, DM Neural, Regression and Decision Tree are the four independent classification models used. The resulting Neural Network produced best classification rate of 92.9%.

Caglaret al. suggested two types of Multilayer Perceptrons (MLP), Radial Basis Function (RBF) Networks and Artificial Neural Networks. Apart from that, Adaptive Neuro-Fuzzy Classifier (ANFC) along with linguistic hedges is utilized. ANFC along with linguistic hedges provided the best acceptance results with 95.38% for training and test dataset at 94.72%. However, in the study by Tsanas et al., the prediction level of PD was determined using the rapid and remote replication of UPDRS evaluation having clinically feasible accuracy (5% prediction error). Thus the study adopted the speech test, which was administered by the researcher and self-administered, ensured that these speech features were analysed using the signal processing algorithms, and also curved map with the statistical edge over these algorithms to UPDRS. Their findings were assessed through the largest database of PD speech in prevalent, where number touching near to 6,000 recordings collected from 42 PD patients, who were selected for a six-month, multi-centre trial.

Rusz et al. explored the feasible aspect of automated acoustic measures with an aim to recognize voice and speech disorders in PD. The researchers selected 46 Czech native speakers to collect data, out of which; 24 were with early PD, prior to getting administered pharmacotherapy treatment. They have implemented so many conventional and non-standard measurements along with the strategy of statistical decision-making to examine the extent to which selected speakers were having vocal impairment. Then, they resorted to application of support vector machine to identify the most suitable combination of measurements to distinguish PD from healthy subjects. Their proposed method ensured through classification performance of 85%. Again, they have identified the way measures of phonation and articulation are related with bradykinesia and rigidity in PD. As per their conclusion, the acoustic analysis might simplify the clinical assessment of voice and speech disorders, and assists in assessing clinical progression and for monitoring treatment effects.

Ramani and Sivagami focused to find the best accurate classifier algorithm, in order to diagnose PD. The research utilized Tanagra Data mining tool in order to propose a classification model to determine the patient as PD or non-PD. The research had 22 elements of dataset with an extensive range of values. The results confirmed that Random Tree classifier provides 100% accuracy. Yet, the telemonitoring dataset was not utilized, which is set to produce precise classification, which helps the drug discovery procedure.

Yadav et al. said that the PD symptoms showed up only during middle and late middle ages, which make it difficult for the researchers to predict it. There are many indications that prompted PD. This report concentrates on speech articulation and tried to determine a model on account of three data mining procedures. The three data mining methods are obtained from three different domains of data mining, i.e., from statistical classifier, tree classifier and support vector machine classifier. The output performances of the three classifiers are measured.
with three performance metrics i.e., accuracy, specificity and sensitivity. Hence, the main aim of this report is to determine the best accurate model for people with PD. Still, only the voice process is treated as the symptom, and other symptoms such as environmental and age factor, difficulties with speech articulation and production and trembling arms, legs, hands were not considered.

In order to trespass the above constraint, another researcher Ramani et al. adopted telemonitoring in order to estimate the six feature relevance algorithms and thirteen classification algorithm’s output. In addition, Sriram et al. used the patient voice to determine the existence of PD. The research embraced the machine learning method that was determined to give a better understanding from PD dataset in the current decade. The research results prompted that the parallel coordinates showed higher variability in Parkinson disease dataset. SVM has provided good accuracy (88.9%) when compared to majority of and k-NN algorithms. Classification algorithm like Random Forest has provided better accuracy (90.26) and Naïve Bayes has showed a lesser accuracy (69.23). Huge number of clusters in healthy dataset in Fo and low number in diseased data has been determined by Hierarchal clustering and SOM. In the same manner, the study conducted by Ahrlich and Lawo explored the prediction for PD on the basis of four individual motor symptoms involving freezing of gait, bradykinesia, dyskinesia and tremor. The study implemented the machine learning algorithms and made a comparison with the conventional one to ascertain the efficiency. The study implemented the secondary data collected from past studies, and those were subjected to evaluation. Narmadha et al. in their study emphasized on determining the prevalence of the PD with the intention of ascertaining the features of sensitivity, specificity and accuracy in a given data set. The study implemented classifiers and rules, like Naïve bayes, naïve bayes simple, NNge rule and decision table. It was identified from the analysis that the decision table was facilitating highest accuracy, i.e. 96 percent tailed with NNge rule (90%) naive bayes simple (68%), and Naïve bayes (67%). Still, there are so many useful tools such as Naïve Bayes Multinomial, Complement Naïve Bayes, Naïve Bayes Updatable, and Bayes Net, which ensures the estimation of the performance metrics, where features like Specificity, Sensitivity, and Accuracy were not implemented.

Sharma and Giri made an attempt to identify the PD through applying the artificial neural network and support vector machine in automatic means. Three varieties of classifiers were implemented in the study like Multi-Layer Perceptron (MLP), k-Nearest Neighbors (KNN) algorithm, and Support Vector Machines (SVM) with an aim to assist the experts for making a diagnosis over PD. The research dataset comprises of so many voice signals obtained from 31 people (23 with people having PD and 8 healthier ones). Thus, this study relied on PD data to set obtained from University of California (UCI) machine learning database. The results reflect about the high percentage of accuracy, i.e. approximately the accuracy was observed to be 85 percent. There are various data mining Classification techniques are used to identify various diseases like diabetic. Thus it is clear evident that there are numerous studies, which have used disordered voice symptom to identify PD, but only few compared the algorithm. Hence, the present study compares various algorithms and identifies the best algorithm for the classification of PD.

2. Method

The data is collected from the healthcare sector through secondary methodology and the each and every healthcare sector huge dataset is available. Thus from the available data, about 195 data set is selected for the investigation. Thus metaheuristic algorithms technique is used to select population to attain the accurate classification methods. To overcome the limitations in the existing algorithms, the present study proposed a new algorithm, i.e. Artificial Bear Optimization (ABO). In simple terms, the ABO algorithm was farmed from the rigorous analytical bear smelling technique as the bear has a keen smelling sense, where a bear detects a dead animal within 20 miles of distance. This incredible sense of smell receptors allowed to formulation of ABO algorithm. The ABO algorithm is designed and implemented to evaluate the performance through Area Under the Curve (AUC) in the ROC curve.

The methodology section is categorized into two sections, which include the data mining phase where the methods for the data using data mining is discussed, and in the second phase performance measure tools used to determine, the best algorithm for PD detection is discussed. Both data mining phase and performance measure section is considered as the key methodology which determined the structure of the present study. The data mining phase consists of various training stages, which allows classifying the PD severity. These stages consist various phases, which include the selection of training data set followed by pre-processing of the data.
set, assessing the feature relevance and classification of algorithms, which allows to generate rules for severity prediction. The final phase consists of the evaluation, in which feature filtering algorithms create the classifiers and ranks based on their error rate. In order to ensure the chosen classifier's accuracy the available test phases are verified. Moreover, these attributes like Specificity, sensitivity, and accuracy are common for disease detection. For instance\textsuperscript{22} used these performance metrics to predict Heart Disease.

2.1 Training Dataset
The training dataset is used to collect the data and in the present study, these data are categorized into two target classes, which include the Healthy individuals and people with PD. However, among the target classes, the features of predictors are found to be common as only two possible values of target classes that classify the training dataset as 0 and 1. In the present study, the training dataset consist of 195 instances with 23 characteristic features, and a wide range of biomedical voice measurement is constituted as features.

2.2 Data Pre-Processing
During the data mining process the data pre-processing is considered as the important stage\textsuperscript{11}, as the redundant or irrelevant data is removed and more importantly, the occurrence of misleading is experienced only if the data is not analysed properly. During this stage the data is selected, normalized, cleaned, transformed and extracted.

2.3 Feature Selection
The feature selection is a process where the input variable’s subset are identified and selected through feature’s elimination and analysis with little or no predictive information. Moreover, during the feature selection phase, the researcher is more likely to be supported in pattern data mining communities, recognition and statistics\textsuperscript{11,23}. Thus, after the feature selection phase, the process of classification is carried out, which is illustrated in the below section.

2.4 Classification
According to Jacob and Ramani\textsuperscript{24} the processes of classification consist of finding a set of models, which is distinguished and describe the available data classes. In order to identify the unknown label classification, this classification process is carried out, which also allows implementing and predicting the model.

2.5 Evaluation
The classifier results obtained with the filtered attributes of the various feature reduction algorithms are analysed and evaluated based on their accuracy. The evaluation is performed using various performance measures.

2.6 Performance Measures
The present study adopted the Han and Kamber\textsuperscript{25} method to measure the performance of the adopted model, which consist of various parameters’ confusion matrix, Precision and Recall, Accuracy and Error-Rate.

2.6.1 Confusion Matrix
According to Nancy et al.\textsuperscript{23} confusion matrix is the matrix consist of $S\times S$ matrix, in which various variables of ‘$S$’ column represent attributes of dataset index and ‘$S$’ rows. This tool allows analysing efficiency of the classifier from different classes. Table 1 represents a general structure of the confusion matrix of the predicted and actual class for a given dataset.

| Actual | Predicted |
|--------|-----------|
| Positive | True Positive (TP) | False Negative(FN) |
| Negative | False Positive (FP) | True Negative (TN) |

\[sensitivity(\%) = \frac{TP}{TP + FN} \times 100\]

\[specificity(\%) = \frac{TN}{FP + TN} \times 100\]

2.6.2 Precision and Recall
The fundamental element, i.e. Precision and Recall, allows to measure text performance\textsuperscript{26}. The algorithm which classifies the data accordingly referred as precision and if the precision value is 1.000, it indicates 100 percent accuracy.

\[Precision = \frac{TP}{TP + FP}\]

However, recall value is considered as the percentage of class relevant information which is classified correctly\textsuperscript{26}.

\[Recall = \frac{TP}{TP + FN}\]
2.6.3 Accuracy

According to Skodda et al.\textsuperscript{27} based on the test cases percentage, i.e. classifying the test set correctly by the classifier is known as the accuracy.

\[
\text{sensitivity (\%)} = \frac{TP + TN}{TP + FP + FN + TN} \times 100 \quad (5)
\]

Error-Rate

The misclassification rate of the test set is known as the error rate\textsuperscript{13,23}.

\[
Re = 1 - \text{Acc (M)} \quad (6)
\]

Where R is the Error rate, Acc (M) is the Accuracy of the selected variables.

2.7 Test Phase

To verify the accuracy of the designed classifier, the provided test data sets are tested using the predictor attributes of each test data. Later, each of the attributes is being compared to the rules of generated classifier, which results in labelling the test data class. This is labelling affirms the accuracy.

2.8 Parkinson’s Data Set

Parkinson Disease is detected based on various symptoms like trembling leg, arms, hands, arms and postural instability, bradykinesia, tremor, etc.,\textsuperscript{28} out of which Voice measurement technique is the frequent and reliable symptoms which have shown 90 percent great progress in the advancement of PD detection\textsuperscript{13}. Moreover, studies\textsuperscript{2,4,16,19} have shown that majority of the PD patients have some kind of vocal deterioration. Thus the present study mainly focused on discriminating the healthy individuals from those with PD, using the speech signals of the selected participants. The Table 2 represent the voice measure, and each row represents voice recording from the study participants, i.e. 195 instances in which the index status has two items, were 1 is for individuals with PD and 0 set is for healthy individuals.

### Table 2. Description of the Attributes

| Index | Attribute | Description |
|-------|-----------|-------------|
| MDVP | F0 (Hz)   | Average vocal fundamental frequency |
| MDVP | Fhi (Hz)  | Maximum vocal fundamental frequency |
| MDVP | Flo(Hz)   | Minimum vocal fundamental frequency |
| MDVP | Jitter (%)| Kay Pentax MDVP jitter as percentage |
| MDVP | (Abs)     | Kay Pentax MDVP absolute jitter in microseconds |
| MDVP | RAP       | Key Pentax MDVP Relative Amplitude Perturbation |
| MDVP | PPQ       | Kay Pentax MDVP five-point Period Perturbation Quotient |
| Jitter: | DDP   | Average absolute difference of differences between cycles, divided by the average period |
| MDVP | Shimmer   | Key Pentax MDVP local shimer |
| MDVP | Shimmer (dB)| Key Pentax MDVP local shimer in decibels |
| MDVP | APQ       | Kay Pentax MDVP eleven-point Amplitude Perturbation Quotient |
| Shimmer | APQ3 | 3 Point Amplitude Perturbation Quotient |
| Shimmer | APQ5 | 5 Point Amplitude Perturbation Quotient |
| Shimmer | DDA | Average absolute difference between consecutive differences between the amplitude of consecutive periods |
| NHR  |           | Noise to Harmonic Ratio |
| HNR  |           | Harmonics to Noise Ratio |
| RPDE |           | RPDE Recurrence Period Density Entropy |
| DFA  |           | Detrended Fluctuation Analysis |
| Spread1 |       | Non Linear measure of fundamental frequency |
| Spread2 |      | Non Linear measure of fundamental frequency |
| D2   |           | Correlation Dimension |
| PPE  |           | Pitch Period Entropy |
| Status | Health Status | 0- Healthy; 1- Parkinson |

Note: MDVP stands for (Kay Pentax) Multi-Dimensional Voice Program.
study compared various algorithms like ABO, SCFW with KELM, FCM, PSO and ACO, which supports in detecting Parkinson’s disease. The study adopted the metaheuristic algorithms technique which is used to select population to attain the accurate classification methods. The study conducted a comparative analysis of various feature selection algorithms, and it was found that ABO was appropriate and provided best attributes for classification. Every meta-heuristic algorithm is inspired by nature. In the implementation of the concerned new algorithm along with inspiration for nature, the proposed study will use the smelling sense of BEAR to the dynamic and optimal systems for diagnosing Parkinson diseases. The concerned question remains with designing the meta-heuristic problems for dynamic optimization, which remains as the information required during the concerned search that must get memorized and how the information gets used towards the guide in searching and maintaining the adaptability towards changes. Among several optimization problems, concerned environmental variables or the decision variables, in this case, diagnoses and classification gets subjected or perturbed that changes after the final solution gets implemented and obtained for the concerned problem. Thus, ABO is identified to diagnose and classify rightly, there is a necessity to consider the appropriate and acceptable solution with slight changes for the values of decision variable. Thus the present study used the following feature selection process:

Step 1. Select_subset = {}
Step 2. Init.all feature weightage = 0
Step 3. for I = 1 to no_of_sample
      Step 3.1 Get one instance X from the training data set D.
      Step 3.2 Get near hit H = instance in D where dist(X, H) is closest and X.class=H.class
      Step 3.3 Get nearmiss M = instance in D where dist(X, M) is closest and X.class<>M.class
      Step 3.4 Update weightage for all features
Step 4. for j = 1 to no_of_feature
      Step 4.1 If weightagej>= Threshold, add featurej to selected subset T

The study used the ABO algorithm for both regression and classification problems were the following steps were adopted:
Start{FF = {collection of all predictor features (forest)}
RF = {input data – feature vector}
Repeat {Compare the Attribute Values (av) of RF with FF.
If (RF.av == FF.av) then take the positive branch
Elsetake the negative branch
} for all RF until leaf node is reached.
End

The research used the MATLAB software to classify the dataset by using five classifiers and to determine the performance metrics, i.e. specificity, sensitivity and accuracy. Table 3 illustrates the performance measures

| Algorithm    | Confusion Matrix |
|--------------|------------------|
|              | 0    | 1    | Sum |
| ABO          | 0    | 156  | 160 |
|              | 1    | 4    | 160 |
|              | Sum  | 160  | 320 |
|              | 0    | 1    | Sum |
| SCFW with KELM | 0    | 83.5 | 89  |
|              | 1    | 5.5  | 83.5| 89  |
|              | Sum  | 89   | 178 |
|              | 0    | 1    | Sum |
| FCM          | 0    | 68.5 | 75  |
|              | 1    | 6.5  | 75  |
|              | Sum  | 75   | 150 |
|              | 0    | 1    | Sum |
| PSO          | 0    | 204.5| 235 |
|              | 1    | 30.5 | 204.5| 235 |
|              | Sum  | 235  | 470 |
|              | 0    | 1    | Sum |
| ACO          | 0    | 89   | 107 |
|              | 1    | 18   | 89  |
|              | Sum  | 107  | 214 |
using the confusion matrix which consists of actual and predicted classifications information using the classification system. It indicates the confusion matrix of the selected algorithms which supports in identifying the specificity, sensitivity and accuracy and performance measures index. Moreover, they also identified to measure the test performance statistically. From the analysis, it is evident that ABO algorithm is found to have best specificity, sensitivity and accuracy compared to all other algorithms, i.e. SCFW with KELM, FCM, PSO and ACO.

Table 4 presents the Comparison results of classifiers of the selected algorithm. From the analysis, it is evident that algorithm ‘ABO’ has the highest accuracy of 97 percent, which is followed by SCFW with KELM (94%) and FCM (91%). However, the accuracy of other algorithms PSO and ACO were found be below 90 percent, i.e. 87 percent and 83 percent, and Figure 1 illustrate the same. Moreover, from Table 4 presents the recall and precision values of the comparison results of classifiers where the highest value is observed in ABO (97%), which is followed by while SCFW with KELM (94%) and FCM (91%). This also depicted in Figure 2, 3 and 4. In addition, while considering the F-measure value, the highest value is observed in ABO of 1.05. This followed by SCFW with KELM (0.9381), FCM (0.9134) and PSO (0.8713). However, the least value is observed in ACO (0.8313) which is presented graphically in Figure 4.

Table 4. Comparison results of classifiers of the selective attributes

| Performance Measures | ABO   | SCFW with KELM | FCM       | PSO       | ACO       |
|-----------------------|-------|----------------|-----------|-----------|-----------|
| Accuracy (%)          | 97.5000 | 93.8202         | 91.3333   | 87.0213   | 83.1776   |
| Recall (%)            | 0.9762  | 0.9383          | 0.9134    | 0.8719    | 0.8310    |
| Precision (%)         | 0.9734  | 0.9379          | 0.9133    | 0.8707    | 0.8317    |
| F-Measure             | 1.0533  | 0.9381          | 0.9134    | 0.8713    | 0.8313    |

Figure 1. Accuracy values of the algorithms.

Figure 2. Precision values of the algorithms.

Figure 3. Recall values of the algorithms.

Figure 4. F-Measure values of the algorithms.

Thus, it is clearly evident from the study analysis, various algorithms were analysed to perform the experiment for both training and test dataset with the furnished feature relevance. The ABO Algorithm classifies the Parkinson Disease dataset accurately and provides the 97%. From the Linear Discriminant Analysis, it was evident that ABO, SCFW with KELM and FCM yields the accuracy results above 90 percent. Moreover, Figure 5 illustrates the comparative analysis of true positive rate and false positive rate. From the comparative analysis it is clearly evident that ABO algorithm was identified to have maximum mean value which was followed by SCFW with KELM, FCM, ACO and PSO algorithms.
The present study used 195 instances and 23 Parkinson Dataset features were the study performed a comparative study of several algorithms i.e. ABO, SCFW with KELM, FCM, PSO and ACO on the dataset. In order to overcome the existing algorithm’s limitation the present study proposes that the ABO algorithm as the best based on the specificity, sensitivity and accuracy, positive and negative predictive values. Thus, from the study it is concluded that ABO algorithm is identified as the best algorithm which supports in treating the patient well ahead. In this research paper, ABO classifier yields the 97% accuracy.
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