Interface Faceting-Defaceting Mediated by Disconnections
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An intrinsic feature of nearly all internal interfaces in crystalline systems (homo- and heterophase) is the presence of disconnections (topological line defects constrained to the interface that have both step and dislocation character). Disconnections play a major role in determining interface thermodynamics and kinetics. We demonstrate that elastic interactions between disconnections lead to a thermodynamic, first-order, finite-temperature, faceting-defaceting transition, in agreement with experiments. These elastic interactions strongly modify equilibrium interface morphologies (compared with those solely determined by anisotropic surface energy) as well as the kinetics and morphologies of migrating interfaces. We demonstrate these phenomena through numerical simulations based upon a general, continuum disconnection-based model for interface thermodynamics and kinetics applied to embedded particles/grains, steady-state interface migration geometries, and nominally flat interfaces.

I. INTRODUCTION

Most materials of technological interest are polycrystalline, have multiple phases, or both; in other words, interfaces between crystalline phases are ubiquitous. The interfaces separating differently oriented domains of the same crystal phase (grains) are referred to as grain boundaries (GBs), while those separating distinct crystal phases regardless of the relative crystal orientation are identified as heterophase interfaces. These interfaces may either be smoothly curved or faceted, i.e. exhibiting flat regions of fixed inclination connected by sharp corners/edges or curved junctions. Varying the temperature (and other thermodynamic conditions) or inducing interface migration can lead to the faceting of smoothly curved interfaces and vice versa. Such faceting transitions are normally discussed in terms of the anisotropy of the interface energy (per area), \( \gamma(\hat{n}(s)) \), where \( \hat{n}(s) \) is the interface unit normal that varies along the interface, \( s \). For a closed surface, such as a particle embedded in a matrix, the interface morphology is well described by the Wulff construction \([1]\), i.e. the convex hull of \( \gamma(\hat{n}(s)) \), leading to Wulff shapes. In close-to-equilibrium conditions, interfaces exhibit preferential orientations corresponding to minima of \( \gamma(\hat{n}(s)) \). They feature sharp corners for relatively large interface-energy anisotropies, and may exhibit straight facets when there are discontinuities in the derivative of the surface energy \( \gamma(\hat{n}) \) with respect to \( \hat{n} \). For a nominally flat interface, faceting results in a “hill-and-valley” or sawtooth interface profile; again, usually described in terms of discontinuities in \( \gamma(\hat{n}) \). Although the Wulff shape well describes faceted morphologies at equilibrium, out-of-equilibrium conditions can be treated analogously by focusing on the interface-normal velocity \( \mathbf{v}(\hat{n}(s)) \) and similar constructions (leading to kinetic Wulff shapes) \([2, 3]\).

Thermodynamic descriptions of faceting are traditionally based solely upon the minimization of the interface free energy and the Wulff construction \([4, 5]\). Cahn described interface faceting thermodynamics and first-order faceting/defaceting transitions in terms of the inverse interface energy \( \gamma^{-1} \) plot \([6]\). At low temperatures, the interface energy vs. interface inclination exhibits minima as “cusps”, usually associated with atomically closed-packed, low-energy interfaces. With increasing temperature, however, these cusps become shallow, smooth, and/or disappear, leading to defaceting and smoothly curved interface morphologies \([7]\). Although interface energy anisotropy can explain many commonly observed interface faceting-defaceting phenomena \([8–10]\), experimental observations demonstrate that shear stress can also drive the faceting transformations \([11]\).

As is now widely accepted, interface migration is mediated by disconnections; these are line defects possessing step and/or dislocation character \([12–14]\). The dislocation character of disconnections implies that interfaces have elastic fields which influence both interface migration and interface faceting-defaceting (as demonstrated below). The question addressed here is how, and to what extent, these elastic interactions modify faceting-defaceting behavior and interface mobility relative to the classical (anisotropic), capillarity-based theory (i.e., pure capillarity). Some researchers \([15, 16]\) analyzed the scale of faceting by associating dislocation character with facet junctions based on atomistic and continuum elastic approaches. They concluded that the stresses produced by the intrinsic junction dislocation character were too small to counter interfacial tension and maintain finite length facets \([15, 16]\). Recently, Medlin et al. \([17]\) extended this
analysis to include elastic interactions between intrinsic junctions and secondary GB dislocations/disconnections (i.e., GB disconnections of large Burgers vector). They concluded that GB faceting is strongly influenced by secondary GB dislocations/disconnections, even for GBs with small inclination angles. This study did not, however, examine the wide range of phenomena associated with faceting transitions, the effect of external stress, interface migration, or their influence on microstructure evolution. Here, we propose a thermodynamic and kinetic model of interface faceting based upon the crystallographic structure of crystalline interfaces that includes both capillarity (interface energy) and elasticity effects.

We recently proposed a continuum equation of motion for arbitrarily curved interfaces based upon disconnection glide [18, 19]. In this study, we investigate faceting-defaceting behavior, interface mobility, and interface morphology evolution through a series of numerical and theoretical approaches based upon disconnection migration. We compare these results with experimental observations and conclude that disconnection motion is key to unifying a wide range of phenomena associated with faceting-defaceting and interface morphology evolution. These results apply to grain boundaries and heterophase interfaces in most crystalline systems.

II. INTERFACE BICRYSTALLOGRAPHY AND EQUATION OF MOTION

Consider two crystal lattices (differently oriented and/or of different crystal structures) meeting at an interface. Extend the two lattices to fill the whole space such that they interpenetrate to form a dichromatic pattern. Lattice points of two lattices coincide at some sites in the dichromatic pattern to form the coincidence-site lattice (CSL) [20–22]. Figure 1 shows the dichromatic patterns associated with the formation of several GBs: a \( \Sigma_5 \) [100] GB, a \( \Sigma_3 \) [110] GB, and a \( \Sigma_7 \) [111] GB in face-centered cubic (FCC) crystals. Figure 1d shows the pattern formed by interpenetrating FCC and body-centered tetragonal (BCT) crystals, which can be used to describe a heterophase interface, e.g., the interface between an FCC parent phase and a BCT martensite in Ni\(_2\)MnGa. In Fig. 1, sites in one lattice are shaded black and in the other white; the coincidence sites are gray [13].

To form an interface, select a plane in the CSL, remove one lattice on one side of the plane and remove the other lattice on the other side. We choose close-packed planes of the CSL as reference interface planes, indicated by the dashed lines in Fig. 1. Reference interfaces are highly coherent and usually correspond to cusps in the interface energy as a function of macroscopic degrees of freedom (facet planes usually correspond to such reference planes). Multiple reference planes exist for each dichromatic pattern. For example, the \( \Sigma_5 \) [100] pattern possesses four references, i.e., the dashed lines in Fig. 1a. For an \( n \)-reference pattern, “R(\( k \))” refers to the reference interface with inclination \( \phi(\( k \)) = k\pi/n \) (\( k \in [0, n - 1] \)).

The line defect on each reference interface (disconnection) has an associated step height and/or Burgers vector. The displacement-shift-complete (DSC) lattice consists of the set of all displacements of one lattice relative to the other that conserve the dichromatic pattern. Disconnection Burgers vectors correspond to translation vectors of the DSC lattice. For example, for the FCC/BCT pat-
tern shown in Fig. 1d, the red and green dashed lines, respectively, as R(1) and R(2) interface planes; the Burgers vector and step height for disconnections on R(1) are $b^{(1)}$ and $h^{(1)}$. For the disconnection on the R(2) interface the the Burgers vector is zero and the step height is $h^{(2)}$ (i.e., this disconnection is a pure step).

An interface, slightly inclined with respect to a reference plane, can be represented as the reference interface with a superimposed distribution of disconnections with step character. Hence, an arbitrarily curved interface may be described as a distribution of disconnections on the reference interfaces. The disconnections on each segment of an interface are those of the two reference interfaces most closely aligned with the local, inclined segment; see Ref. [18] and Supplementary Material (SM).

The conventional driving force for interface migration is capillarity (i.e., curvature-driven interface migration), which may be described in terms of the motion of pure-step disconnections (no Burgers vector). However, the disconnections associated with general interfaces (e.g., those observed during microstructure evolution and faceting-defaceting) usually have both step and dislocation character. Elastic interaction between disconnection Burgers vectors also play an important role in mi-
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tion Burgers vectors, where $	au \cdot \beta$ represents the elastic driving force acting on the disconnection Burgers vectors, where $\tau$ and $\beta$ are the resolved shear stress and shear-coupling factor vectors of the reference interfaces. $\psi$ is the chemical-potential jump across the interface related to differences in the bulk free energy densities of two phases/grains meeting at the interface, accounting, for example, the driving force for grain nucleation and martensite transformations.

In the following, we simulate the faceting-defaceting behavior for three bicrystalline thin-film configurations shown in Fig. 2. We focus on how a combination of the capillarity and elasticity associated with disconnections $(\Gamma \kappa + \tau \cdot \beta)$ modifies the faceting-defaceting behavior based on conventional capillarity $(\Gamma \kappa)$ and/or a jump in the chemical potential at the interfaces $(\psi)$.

$$v = M(\Gamma \kappa + \tau \cdot \beta + \psi) \hat{n}, \quad (1)$$

where $v$ is the velocity of an interface segment and $M$ is the intrinsic mobility tensor. Eq. (1) features three driving forces. Weighted mean curvature $\Gamma \kappa$ is the capillarity driving force, with interface stiffness $\Gamma = \gamma + \gamma_{\phi \phi}$ ( $\phi$ is the local inclination angle) and local mean curvature $\kappa$. $\tau \cdot \beta$ represents the elastic driving force acting on the disconnection Burgers vectors, where $\tau$ and $\beta$ are the resolved shear stress and shear-coupling factor vectors of the reference interfaces. $\psi$ is the chemical-potential jump across the interface related to differences in the bulk free energy densities of two phases/grains meeting at the interface, accounting, for example, the driving force for grain nucleation and martensite transformations.

III. EMBEDDED GRAINS

A configuration commonly used for the study of faceting-defaceting behavior is a cylindrical grain embedded in an infinitely large matrix, as schematically shown in Fig. 2a. Faceting-defaceting of the interface of an embedded grain is widely observed in mazed bicrystals in textured thin films. In particular, grains with continuously curved boundaries found in as-deposited thin films often facet during annealing [24–26]. In this section, we focus on the effects of capillarity and elasticity on interface faceting-defaceting of embedded grains/particles.

We first investigate the evolving morphology of an initially circular domain in a system driven only by capillarity (weighted mean curvature) in systems with different bicrystallography (i.e., different numbers of reference interfaces) assuming isotropic interface mobility, generalizing the corresponding results of [18, 19]. Figure 3a shows the evolution for the isotropic interface energy case $(\gamma = 1)$. The red dash line is the initial grain shape, while the solid blue lines represent interface morphologies at different stages (uniform time intervals). As expected, this grain shrinks as a circle and its area $A(t) = A(0) - 2\pi M \gamma t$; see the gray line in Fig. 3e. This is classical capillarity-driven grain shrinkage.

Figure 3b-d show the evolution of initially circular interfaces with 2, 4, and 6 reference interfaces of isotropic mobility. The interface energy is anisotropic [27, 28]:

$$\gamma(\phi) = \gamma^{(1)} \left| \frac{\sin(\phi - \phi^{(1)})}{\sin(\phi^{(2)} - \phi^{(1)})} \right| + \gamma^{(2)} \left| \frac{\sin(\phi^{(2)} - \phi)}{\sin(\phi^{(2)} - \phi^{(1)})} \right|, \quad (2)$$

where the superscripts “(1)” and “(2)” denote two reference interfaces with inclinations bounding the local interface inclination, i.e., $\phi^{(1)} \leq \phi \leq \phi^{(2)}$; $\gamma^{(1)}$ and $\gamma^{(2)}$ are the interface energies for the two reference interfaces. In principle, there are $n$ reference interface angles and energies, but for simplicity, we only consider the case of a single reference interface energy, $\gamma^{(1)} = \gamma^{(2)} = 1$. This interface energy vs. inclination exhibits sharp cusps at $\phi = k\pi/n$ $(k$ is integer). For this anisotropic interface energy, the circle shrinks into a $2n$-sided polyhedron and then stops evolving. The symmetry of the equilibrium shapes is consistent with the symmetry of the dichroic pattern shown in Fig. 1 and the shape generated by the Wulff construction (see SM). These symmetries reflect those observed in faceted island grains for [110]
$\Delta \Phi = C - \int \min_k |\phi(s) - \phi^{(k)}(s)| \, ds \int \phi \, ds, \quad (3)$

where $s$ is the parametric coordinate along the interface curve and $C$ is a constant. For a closed isotropic interface, we set $C = \pi/(4n)$ such that $\Delta \Phi = 0$ in the absence of faceting. If the interface is fully faceted, $\Delta \Phi$ reaches the maximum $\pi/(4n)$. Figure 4h shows that the degree of faceting in the evolving shape decreases with increasing temperature. This is indicative of a faceting-defaceting transition with increasing temperature.

Capillarity-driven evolution and the evolution controlled by the motion of disconnections with pure step character are identical [18]. On the other hand, when disconnections have both step and dislocation character, the evolution may be very different. We examine the effects of such disconnections on interface faceting-defaceting; see Figs. 4c-f. The direction of the Burgers vectors (dictated by the dichromatic pattern) in these calculations are shown as arrows in Fig. 1a; all disconnections possess the same magnitude of shear-coupling factor, $\beta$. Comparing Fig. 4a (no dislocation character) and 4c (with dislocation character) shows that including dislocation character/elasticity reduces the interface migration velocity at $T = 0.05$. Accounting for the dislocation character leads to sharper interface corners/vertices and makes sharper facets. Figure 4f shows interface morphology images for capillarity and elasticity at $T = 1000$ for several temperatures. Similar to Fig. 4e, interface corners become more rounded with increasing temperature, while the morphology at $T = 0.8$ is quite similar in these two cases (with or without consideration of elasticity).

Figure 4g compares the evolution of the domain area for interfaces driven by pure capillarity and the combination of capillarity and elasticity at different temperatures. The most obvious effect of raising the temperature is to increase the slope (following the initial transient). This is largely the result of increasing mobility with increasing temperature. Comparing the migration velocities for interfaces with and without disconnection dislocation character shows that dislocation character (elasticity) slows/enhances the migration rate and that this effect is most significant at low/high temperatures.

Examination of Fig. 4h demonstrates that the degree of faceting/shape anisotropy is larger for interfaces driven by a combination of capillarity and elasticity than those driven by capillarity alone at elevated temperatures; this
FIG. 4. Evolution of an initially circular interface with and without inclusion of elasticity at finite temperatures. (a), (b) Evolution of an initially circular interface driven by pure capillarity at temperatures of 0.05 and 0.5. Since the disconnections are pure steps, the shear-coupling factors for all reference interfaces are zero. (c), (d) Evolution of an initially circular interface driven by capillarity and elasticity at the temperature of 0.05 with different disconnection Burgers vector arrangements. In (c), the shear-coupling factors are \( \beta^{(1)} = \beta^{(3)} = 0.5 \) and \( \beta^{(2)} = \beta^{(4)} = -0.5 \); in (d), \( \beta^{(1)} = \beta^{(3)} = 0.5 \) and \( \beta^{(2)} = \beta^{(4)} = 0 \). In (a)-(d), the red dash lines are the initially circular interfaces, and the time interval is \( \Delta t = 200 \). (e), (f) Interface morphology images at different temperatures at \( t = 1000 \), driven by (e) pure capillarity and (f) a combination of capillarity and elasticity. (g) The normalized domain area \( [A(0) - A(t)]/A(0) \) vs. time \( t \) for 6 different temperatures. The dash and solid curves indicate evolution due to pure capillarity and combined capillarity and elasticity, respectively. (h) Degree of faceting \( \Delta \Phi \), Eq. (3), vs. normalized domain area.

Effect appears to be largest at intermediate temperatures. At low temperatures, interfaces are strongly faceted under pure capillarity such that adding elastic effects does not significantly alter the faceting. At \( T = 0.8 \), the effective shear-coupling factor \( \beta \) is very small (because multiple disconnection modes operate on each reference interface) such that, again, elasticity effects are negligible. At intermediate temperatures (e.g., \( T = 0.1, 0.3 \) or 0.5), the degrees of faceting and elasticity effects are large. In all cases, the degree of faceting \( \Delta \Phi \) gradually decreases with increasing temperature, but no sharp faceting-defaceting transition is observed. However, a large drop in \( \Delta \Phi \) is observed for \( 0.1 \leq T \leq 0.3 \) for interfaces driven by both capillarity and elasticity, indicating that a sharp faceting-defaceting transition occurs in this temperature range; the sharp transition can also be seen in Fig. 4f.

In many situations, some operative disconnection modes may correspond to pure steps according to the dichromatic pattern; e.g., in Fig. 1d, the disconnections on the reference interface indicated by the green dash line are pure steps. Figure 4d shows an example where only R(1) and R(3) disconnection possess Burgers vectors while the other two are pure steps (the definition of “R(k)” is shown in Fig. 1a for the 4-reference pattern”). In this case, we see a transition of the shape from an octagon to nearly square as the domain shrinks. This is in contrast to the pure capillarity case, Fig. 4a, and the case where all disconnection modes possess finite Burgers vectors, Fig. 4c. Therefore, the grain shape is strongly influenced by the operative disconnection modes on different reference interfaces. This may explain why the morphologies, observed in experiments and simulations, are often inconsistent with those predicted based solely upon conventional capillarity [26, 31, 32].

Faceted domain shape is not only dependent upon intrinsic interface properties (e.g., interface energy, elastic interactions between disconnections) but is also influenced by the nature of the driving force (e.g., externally applied stress, variations in chemical potential). The chemical potential may be discontinuous across an interface; e.g., when the materials on the two sides of the interface are of different phases and one of the phases is energetically favorable. Figure 5 shows the effects of chemical potential jump and external stress on the evolution starting from the same initial interface morphology at \( T = 0.05 \). The disconnections have step and disloca-
tion character (all other parameters are as in Fig. 4c).

Figures 5a and b show the effect of a chemical-potential jump (ψ) on domain shape evolution. The interface has four reference planes (see Fig. 1a). For ψ < 0, the chemical potential is lower inside the domain than outside such that the embedded grain grows; when the sign of ψ switches, the embedded grain shrinks. When the intrinsic mobilities of the four reference interfaces are identical (Fig. 5a), the domain shapes during growth and shrinkage are the same (although corners are sharper for shrinkage). However, when the intrinsic mobilities are different: $M(2) = M(4) = 2M(1) = 2M(3)$, the embedded domain morphology is completely different upon switching the sign of ψ: in particular the overall shape is rotated by $\pi/4$. The role of the direction of growth on the final shape may be deduced from the surface normal dependence of the interface velocity (i.e., from the kinetic Wulff shape rather than the Wulff shape [33]).

Since interface morphology evolves via the motion of disconnections, morphology evolution can be driven by an applied stress. Such stress-driven morphology evolution was indeed widely observed in both experiments and simulations [11, 34, 35]. In Figs. 5c-e, we apply a uniform external stress $\sigma^{ext}_{12}$, $\sigma^{ext}_{11}$, or $\sigma^{ext}_{22}$; the intrinsic mobilities of the four reference interfaces are identical. Comparing these results without an external stress (i.e. Fig. 4c), we see that the application of a stress leads to the elongation of the grain along one direction and shortening along the perpendicular direction. Analysis of the Peach-Koehler (PK) force on each Burgers vector shows that $\sigma^{ext}_{ij}$ affects only on R(1) and R(3) disconnections. The elongation and shortening directions are parallel to the R(1) and R(3) reference interfaces. A similar analysis applies to the $\sigma^{ext}_{11}$ and $\sigma^{ext}_{22}$. In SM, we demonstrate what applied stress conditions lead to grain growth/shrinkage.

Our analysis of a single, embedded domain shows that disconnection dislocation character can produce marked changes in domain morphology evolution as compared with pure steps/capillarity-driven dynamics. These effects are associated with disconnection stress fields, elastic interactions between disconnections, and their interaction with external stresses. The results are consistent with experiments and show how the morphology may be manipulated by applying stress during annealing.

IV. STEADY-STATE INTERFACE MIGRATION: EMBEDDED HALF-LOOPS

An intrinsic difficulty in the experimental determination of interface mobility is that the capillarity driving force typically decreases during microstructural evolution (e.g., in normal grain growth) or increases during shrinkage of an embedded grain (Fig. 2a). Such changes modify the relative importances of the different driving forces. Shvindlerman, Gottstein, and co-workers [10, 36, 37] introduced a half-loop bicrystal geometry, as shown in Fig. 2b, for which the capillarity driving force is constant, leading to steady-state GB migration. This has been exploited in a wide range of experimental [10, 38, 39] and atomistic simulation [40] studies [36]. We exploit this geometry to observe the influence of elastic interactions on interface faceting-defaceting transitions and migration.

Figure 6 shows the evolution of a half-loop grain boundary in a hexagonal close-packed Zn bicrystal that undergoes a faceting-defaceting transition with temperature. The CSL of the [1010] tilt misoriented crystals corresponds to 2-reference interfaces; the (0001) close-packed plane and the $\sim 76^\circ$ inclined from the (0001) plane [38]. Referring to Figs. 6a-c, the (0001) plane is...
connections with step and dislocation character, where both capillarity and elasticity contribute to the driving force. The results are shown in Figs. 6a and b. In both cases, a facet forms near the top of the half-loop at $T = 0.3$, and the angle between the facet and the vertical (0001) reference interface is $76^\circ$, in agreement with our CSL analysis. The facet length formed in case (ii) is larger than in case (i) while in both cases the facets are significantly shortened at $T = 0.5$, and completely disappear by $T = 0.7$; the top of the half-loop is smoothly curved. Such a faceting-defaceting transition was also observed in the experiments, where the facet length decreased upon raising the annealing temperature from 643 K to 673 K, and a defaceted morphology was observed at 678 K (see Fig. 6c [38]).

Figure 6d shows the relation between the steady-state facet length $L_f$ and temperature. $L_f$ gradually decreases with increasing temperature and then drops abruptly to zero (i.e., the loop becomes smooth) at $T = 0.510$ for pure capillarity or at $T = 0.525$ when elasticity is considered; this suggests that dislocation character enhances interface facet stability. The first-order nature of the phase transition is consistent with the experimental observations in Fig. 6c [39].

GB mobility cannot be directly measured from the evolution of the half-loop. Based on a pure capillarity assumption, Sursaeva, et al. [39] derived an expression for the normalized facet mobility (the ratio between facet mobility and total GB mobility):

$$\frac{M_f}{M_b} = \frac{\theta - \phi}{\sin \theta \sin \phi - a - 2L_f \sin \theta},$$

where $\theta$ is the misorientation angle of the [1010] tilt GB, $\phi$ is the inclination angle of the facet, and $a$ is the half-loop width. Applying this expression to our half-loops for disconnections with and without dislocation character, we find that the normalized facet mobility is $\sim 20\%$ larger upon including elastic effects than under pure capillarity at $T < 0.5$; see Fig. 6e. A first-order transition in the facet mobility also occurs at the temperature where the abrupt decrease in facet length is observed.

Evolution of a quarter-loop (Fig. 2b) of [111] tilt GB in Al was also studied experimentally [10]. We performed numerical simulations on the same GB in Al (but with the half-loop geometry) to deduce the effect of elastic interactions (see Fig. 7). Figures 7a and b show that the GBs are faceted at low temperature and fully defaceted at high temperature; the faceting-defaceting transition temperature is $T \approx 0.5$. The FCC [111] tilt dichromatic pattern in Fig. 1c implies this is a 6-reference case. We chose the R(4) interface ($\phi(4) = 90^\circ$) as the two edges of the half-loop such that possible facet angles are $\phi = 0^\circ$, $30^\circ$ and $60^\circ$ relative to the $e_1$-axis. The GB profile shows $0^\circ$ and $60^\circ$ facets without elasticity (Fig. 7a) and only $30^\circ$ when elasticity (dislocation character) is included (Fig. 7b). Both experimental observations and simulation results (see Fig. 7d, e) only show $30^\circ$ facets ($60^\circ$ away from the long edge) [10, 40], consistent with the numerical results.
which include dislocation character (Fig. 7b).

Figure 7c shows numerical results for the temporal evolution of the half-loop area at several temperatures. For $T > 0.1$, the GB migration velocities evolving under the combined effects of capillarity and elasticity are larger than those driven by capillarity alone. GB migration velocities and activation energies are shown in Fig. 7f. The blue and black curves correspond to the cases shown in Fig. 7a (pure capillarity) and b (both capillarity and elasticity - effective shear-coupling factors $\beta = 1$ at $T = 0$). We also consider a similar case with $\beta = 0.5$ at $T = 0$ to study the effect of $\beta$ on GB migration. At low temperatures ($T \leq 0.5$), the migration velocities of GBs driven by combined capillarity and elasticity are much larger than those driven by pure capillarity. With temperature increasing, GB migration velocities for cases including elasticity approach those without elasticity; this is expected since the effective shear-coupling factor $\beta \to 0$ with increasing temperature. The apparent activation energies ($Q_{GB}$) shown in the bar chart in Fig. 7g are deduced from the slope of the curves in Fig. 7f for $T \geq 0.5$. Apparent activation energies for $\beta(T)$ case where $\beta(0) = 1$ and $\beta(0) = 0.5$ are 0.16 and 0.19, which are 48.4% and 38.7% smaller than that for the pure capillarity case ($Q_{GB} = 0.25$). This clearly demonstrate that the elastic fields disconnection Burgers vectors strongly affect the apparent activation energies for GB migration.

V. NOMINALLY FLAT INTERFACES

Since interfaces evolve in the embedded grain and GB half-loop configurations, deducing the nature of the thermodynamic faceting-defaceting transition is difficult. We now consider the case of a nominally flat interface pinned at two ends, as schematically shown in Fig. 2c; this can be viewed as a simplified model for a GB in a polycrystalline microstructure where GBs are delimited by triple junctions (TJ). GB motion is highly constrained by the low mobility of the TJs. This model is reasonable since faceting-defaceting behavior is dominated by the intrinsic behavior of the GBs and the effects of TJs on faceting is weak. Therefore, we make the approximation that TJs are immobile (i.e., interfaces are pinned at TJs) for this faceting-defaceting study.

The interface pinned at its ends, where the vector between the two pinning points is not a facet direction is interesting. In this case, in the absence of elasticity, the energy of the fully faceted interface (anisotropic interface energy) is independent of the faceting amplitude and period; the length of this interface as the Manhattan distance (see SM). This implies, in the anisotropic interface energy case, there is no faceting/defaceting transition [42, 43]. Hence, athermodynamic faceting-defaceting transition must include elastic effects; i.e., the long-range elastic interaction between disconnections with dislocation character. In this section, we focus on the thermodynamics and kinetics of nominally flat, pinned interfaces.

Figure 8a shows the temporal evolution of an initially unfaceted, nominally flat (microscopically rough) interface with 6 references and inclination $\phi = 45^\circ$ at several temperatures. Referring to the example 6-reference pattern in Fig. 1c, the $\phi = 45^\circ$ interface can be described by $\phi = 30^\circ$ and $60^\circ$ reference interfaces (i.e., R(2) and R(3) interfaces). As shown in Fig. 8a, the initially flat interface (dark gray lines) facets on progressively larger (amplitude and period) scales with increasing temperature (fixed time annealing). The facets that appear on annealing exhibit consistent largely of two inclinations and
meet at facet junctions at turning angles of ±30° (±15° with respect to the flat interface). The faceted interface profiles are in excellent agreement with those experimentally observed for [111] tilt GBs in Au (Fig. 8c) [41].

Continuum elasticity analysis and atomistic simulations [15, 16] show that the elastic energy decreases with increasing facet period; in other words, the faceted interface with the largest possible facets is thermodynamically preferred to the flat interface at low temperature. At the same time, the presence of finer facets at low temperatures in isochronal annealing treatments (numerical results and experiments) suggests that facet coarsening is kinetically controlled. Figure 8b shows the temporal evolution of the period of the interface profile under different temperatures (period obtained by Fourier analysis of the interface profile). At equilibrium (i.e., after very long time anneals), the interface should be faceted with a period 100 (i.e., the distance between two pinned ends). At low temperature (T = 0.01), facet coarsening is too slow to achieve equilibrium interface facet profile within the explored simulation times. At high temperature (T = 0.3), the faceted profile is fully coarsened within the simulation time. The coarsening process is illustrated in Fig. 8b. Each jump corresponds to the merging of two neighboring facet junctions.

With continued increases in temperature, the interface may undergo a faceting-defaceting transition. To study this phenomenon, we examine the equilibrium profile of a 2-reference interface (e.g., Fig. 1b) with inclination φ = 45° at several temperatures. We initialize the simulations with a fully-coarsened faceted interface (equilibrium or near-equilibrium configuration below the transition temperature). The simulations are performed for times sufficient to achieve equilibrium interface profiles (i.e., until profile evolution ceases). Figure 9a shows the equilibrium interface profiles at different temperatures. We see that the interface profile amplitude Hf (defined as the difference in height between the peak and the valley) gradually decreases with increasing temperature; the interface undergoes a faceting-defaceting transition (Hf = 0) at 0.4 < T < 0.5. Figure 9b shows Hf vs. temperature. The red curve in Fig. 9b corresponds to the case of Fig. 9a. Hf abruptly drops from 9.34 to near 0 at T = 0.41; this indicates that the faceting-defaceting transition is first-order. Such first-order faceting-defaceting transitions have been observed experimentally; e.g., the [111] tilt GBs in Al [41], as seen in Fig. 9c.

The elastic energy dominates the low-temperature behavior and favors a faceted profile (driving disconnections toward the facet junctions), while the configurational entropy dominates the high-temperature behavior and favors an unfaceted profile (i.e., a uniform spatial distribution of disconnections); this leads to a first-order faceting-defaceting transition as described further in SM. The effective shear-coupling factor β is also temperature-dependent. This dependence does not change the nature of the first-order transition, but does lower the transition temperature; cf. the case where β = temperature dependent and that where β is temperature independent (solid red circles and the unfilled circles in Fig. 9b). Since β → 0 as temperature increases, including the temperature dependence of β further decreases the elastic energy with temperature increasing.

It is interesting to note that, as shown in Fig. 9e, increasing temperature (below the transition temperature), the maximum slopes of the equilibrium profiles increasingly deviate from the reference inclinations (slopes ±1). This phenomenon is also seen experimentally [41]. We extracted the interface slopes from the experimental images in Fig. 9c at different temperatures in Fig. 9d; the maximum slope decreases with increasing temperature.

Fig. 9b shows that the faceting-defaceting transition temperature decreases with decreasing interface inclination (φ = 45°, 30° and 15°). Decreasing φ implies decreasing disconnection density.
VI. CONCLUSIONS

In this study, we examined the faceting and defaceting of internal interfaces in crystalline materials based upon a mechanistic model that accounts for bicrystallography, interface structure, and elasticity, in addition to capillarity. We demonstrate that many of the experimentally-observed features of the faceting-defaceting transition and interface morphology evolution may be traced to the thermodynamics and dynamics of the disconnections that lie in the interface. Disconnections are line defects with step and/or dislocation character determined by bicrystallography. The latter implies that elasticity plays an important role in the properties/behavior of internal interfaces. Compared with conventional theories for interface motion, based upon anisotropic surface energy, the elastic effects associated with disconnections

- lead to a thermodynamic, first-order, finite-temperature faceting-defaceting transition,
- enhance faceting during microstructure evolution and profoundly modify interface morphologies,
- make interface migration/morphology-evolution stress-dependent, and
- increase the apparent mobility of an entire interface whilst reducing the apparent activation energy for interface migration.

We demonstrate these phenomena through numerical simulations based upon a general, rigorous, continuum disconnection-based model for interface (grain boundaries, heterophase interfaces) thermodynamics and kinetics [18]. Our simulations examine embedded particles/grains, steady-state interface migration geometries (half-loops [37]), and nominally flat interfaces pinned between junctions. The corresponding results demonstrate that consideration of the elastic fields associated with disconnections is essential for describing both equilibrium morphologies and morphology/microstructure evolution in crystalline systems with internal interfaces.

VII. METHODS

The equation of motion for disconnection-mediated interface migration (see [18, 23]) is Eq. (1). A more detailed account of this continuum model and the expressions for each term in Eq. (1) are provided in SM. The simulations are performed by solving Eq. (1) by a finite difference method. The interface is discretized into N segments, the coordinates of these points are $x_i$ with $i = 0, 1, \ldots, N-1$. Structure-related quantities (e.g., curvature, local tangent, \ldots) are calculated based on derivatives along the interface curve using a three-point stencil.

For all the simulations, reduced quantities are employed: $\tilde{x} = x_0/\alpha$ (for all “length” quantities; $\alpha$ is the length of one DSC cell edge), the time interval $\Delta t = \Delta t M(1) \gamma(1)/\alpha^2$, the intrinsic mobility $M(k) = M(k)/M(1)$, the stress $\tilde{\tau} = \tau\alpha/\gamma(1)$, the chemical potential jump $\tilde{\psi} = \psi\alpha/\gamma(1)$, the temperature $\tilde{T} = k_B T/(\gamma(1)\alpha^2)$ ($k_B$ is the Boltzmann constant), the activation energy $Q = Q/(\gamma(1)\alpha^2)$, and the interface energy $\tilde{\gamma} = \gamma/\gamma(1)$. Throughout the paper, we omit the tilde symbol for simplicity.

The initial shape of the embedded grain is a circle with a radius of 100. The width and height of the initial GB half-loop are set as 20 and 110, respectively. The length and inclination angle of the initially unfaceted, pinned interface is 100 and 45°, respectively.

Based on a solid-on-solid approximation, the temperature dependence of the interface free energy can be described by [29, 30]:

![Diagram](image-url)

FIG. 9. Thermodynamic faceting-defaceting transition of a flat interface with 2 references. (a) Equilibrium morphologies of a flat interface at different temperatures. (b) Facet heights of the interface profiles with different inclinations vs. temperature. (c) Experimental observations of facet-defacing transition of [111] tilt GBs in Al [41]; reproduced with permission (Copyright 1989 Elsevier). (d) The interface slopes at different temperatures extracted from the experimental images in (c). (e) Maximum slope of the interface profile at different temperatures for $\phi = 45°$. 

where the zero-temperature interface energy $\gamma(\phi, 0)$ is
Eq. (2), $\epsilon = e^{-\gamma(\phi)/k_{\text{B}}T}$ and $R = \sqrt{(1 - \epsilon)^2 \tan^2 \phi + 4\epsilon}$. The parameters required for $\gamma(\phi, T)$ are $\{\gamma^{(\ell)}\}$ ($\ell = 1, \ldots, n$); see Table I. The temperature dependence of the effective shear-coupling factor on each reference interface is obtained by averaging over different disconnection Burgers vectors and step heights weighted by Boltzmann factors [44]. Here we assume that two disconnection modes are activated. The effective shear-coupling factor on R(\ell) interface is

$$\beta(\ell)^{(k)}(T) = \frac{\sum_{i=1,2} b_i e^{-E_i^* w/k_{\text{B}}T}}{\sum_{i=1,2} h_i^* e^{-E_i^* w/k_{\text{B}}T}},$$

(6)

where $b_i$, $h_i$ and $E_i^*$ ($i = 1, 2$) are the Burgers vector, the step height and the nucleation barrier for the $i^{\text{th}}$ disconnection mode, and $w$ is the thickness of the thin film sample. The reduced nucleation barrier is defined as $E_i^* = E_i^* w/(\gamma^{(\ell)} \alpha^2)$. In some simulations, we set $\beta(\ell)^{(k)}$ to zero for some reference interfaces. The parameters required for $\beta(\ell)^{(k)}(T)$ are ($\beta_1, E_1^*$) and ($\beta_2, E_2^*$); see Table I. The temperature dependence of the intrinsic mobility of R(\ell) reference interface is assumed to be Arrhenius:

$$M^{(k)}(T) = M_0^{(k)} e^{-Q^{(k)}/k_{\text{B}}T},$$

(7)

where $Q^{(k)}$ is the activation energy and $M_0^{(k)}$ is the prefactor; see Table I.

**Table I. Parameters used in the simulations.** “e” is the base of natural logarithm. $m$ is odd.

| Figure No. | n-reference | Interface energy $\gamma^{(m)}$ | $\gamma^{(m+1)}$ | Shear-coupling factor $\beta_1$ | $E_1^*$ | $\beta_2$ | $E_2^*$ | Intrinsic mobility $M_0^{(m)}$ | $M_0^{(m+1)}$ | $Q^{(m)}$ | $Q^{(m+1)}$ |
|------------|--------------|-------------------------------|----------------|--------------------------------|--------|----------|--------|-------------------------------|--------------|---------|-----------|
| Embedded grain | 3b, c, d     | 2, 4, 6                       | 1 1            | 0 -                            | 0      | 0        | 0      | 1                            | 1            | -       | -         |
|             | 4a, b, e     | 4                             | 1 1            | 0 -                            | 0      | 0        | 0      | e                            | e            | 0.01    | 0.01      |
|             | 4c, d, f     | 4                             | 1 1            | 0.5 1                          | -0.25  | 2        | e      | e                            | 0.01         | 0.01    | 0.01      |
|             | 5a, c, d, e  | 4                             | 1 1            | 0.5 1                          | -0.25  | 2        | e      | e                            | 0.01         | 0.01    | 0.01      |
|             | 5b           | 4                             | 1 1            | 0.5 1                          | -0.25  | 2        | 0.5e   | e                            | 0.01         | 0.01    | 0.01      |
| GB half-loop | 6a (Zn)     | 2                             | 1 1            | 0 -                            | 0      | -        | -      | e                            | 0.5e         | 0.01    | 0.1       |
|             | 6b (Zn)     | 2                             | 1 1            | 1 1                            | -0.5   | 2        | e      | 0.5e                           | 0.01         | 0.1     | 0.1       |
|             | 7a (Al)     | 6                             | 1 1            | 0 -                            | 0      | -        | -      | e                            | 0.01         | 0.01    | 0.01      |
|             | 7b (Al)     | 6                             | 1 1            | 1 1                            | -0.5   | 2        | e      | e                            | 0.01         | 0.01    | 0.01      |
| Flat interface | 8           | 6                             | 1 1            | 0.5 1                          | -0.25  | 2        | e      | e                            | 0.01         | 0.01    | 0.01      |
|             | 9           | 2                             | 1 1            | 0.5 1                          | -0.25  | 2        | e      | e                            | 0.01         | 0.01    | 0.01      |
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