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Abstract Networks of the brain are composed of a very large number of neurons connected through a random graph and interacting after random delays that both depend on the anatomical distance between cells. In order to comprehend the role of these random architectures on the dynamics of such networks, we analyze the mesoscopic and macroscopic limits of networks with random correlated connectivity weights and delays. We address both averaged and quenched limits, and show propagation of chaos and convergence to a complex integral McKean-Vlasov equations with distributed delays. We then instantiate a completely solvable model illustrating the role of such random architectures in the emerging macroscopic activity. We particularly focus on the role of connectivity levels in the emergence of periodic solutions.
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1 Introduction

Neuronal networks in the cortex are composed of large structures, called cortical columns, that are in charge of collective information processing. Neurons are characterized by a non-
linear activity subject to an intense noise. They interact by sending action potentials (spikes) to those neurons they are connected to. The transmission of the information takes a specific time, related to the characteristic time of the synaptic chemical machinery and to the transport of signals at finite speed through the axons (and therefore function of the anatomical distance between the cells).

The macroscopic behaviors emerging from such large-scale systems provide relevant signals that are recorded by usual imaging techniques and from which physicians can infer hallmarks of function and dysfunction. Large-scale networks are therefore adequate scales to uncover the function of the cells, and as such have attracted much work in the past few years. Indeed, while properties of single cells have been well known since the seminal works of Hodgkin and Huxley [16, 17], models of macroscopic behaviors are less understood and computational studies have mainly relied on heuristic descriptions of macroscopic behaviors through firing-rate models, following the important work of Wilson and Cowan (WC) [32, 33]. In this class of models, we will make a distinction between macroscopic models in which the activity considered describes a whole brain area (which correspond to finite-dimensional WC systems) and mesoscopic models that describe macroscopic variables at a finer scale at which averaging effects occur but where we can resolve finer structure of the brain (e.g., WC integro-differential neural field equations). WC models have been very successful in reproducing a number of relevant phenomena in the cortex such as visual hallucinations, which was related to symmetry breaking and pattern formation in the neural field equation [11] and binocular rivalry in macroscopic models [24], see [6] for a recent review. WC model describes the evolution of a macroscopic variable, the population-averaged firing-rate, as a deterministic variable, which satisfies a delayed differential (macroscopic scale) or integro-differential (mesoscopic scale) equation. The success of these models prompted much work in order to provide a link between such macroscopic regimes and the noisy activity of individual cells. Mean-field methods based on the statistical physics theory of gases was also used for biologically relevant neuronal models [28, 29] including noisy input or noisy synaptic transmission and delays. Similarly to the molecular description of gases, it is shown that the propagation of chaos property takes place and that the system converges to a particular class of McKean-Vlasov equations.

In the vast majority of these studies, networks are assumed to be fully connected (i.e. all cells interact together), and no specific topology is taken into account. If this assumption is relevant in the molecular theory of gases, such architectures are not germane to neuronal networks. Indeed, cortical networks tend to rather display complex network topologies [5]. Typical cortical networks tend favor local connectivity: they present a short path length (associated with global efficacy of information transfer), high clustering (associated to resilience to noise) which are rather compatible with small-world topologies and that ensure important function (see [3], and [7] for a review). Moreover, some experimental studies tend to relate typical connectivity patterns with collective qualitative properties of the networks in physiological situations [15], and in particular in relationship with the emergence of synchronized activity. The question we may ask here is whether such random architectures, in which neurons connect to their nearest neighbors with higher probability than to more remote cells, have qualitative properties different from fully connected networks.

The topic of this paper is precisely to investigate the role of network topology in the macroscopic or mesoscopic activity of cortical networks. From a mathematical viewpoint, heterogeneous connections break down the interchangeability assumption usually instrumental in order to prove mean-field limits (see e.g. [26]). However, the classical coupling method readily extends, as we show here, to networks with specific random topologies. In detail, a weak notion of exchangeability under a certain probability law (that of the connectivity weights and delays) is enough. We will address here both annealed (i.e. averaged
over all possible connectivity patterns) and quenched convergence along subsequences, of networks with random architectures and random delays in a general setting encompassing the classical models of Hodgkin-Huxley and Fitzhugh-Nagumo neurons [13]. In order to uncover the role of random connectivities in the qualitative behavior of the network, we will instantiate a simple model, the WC firing-rate model with noise as a benchmark of single neurons behaviors. This model has the interest (see [31]) to have Gaussian solutions whose mean and standard deviation satisfy a dynamical system which will be analyzed using the bifurcation theory. The rigorous analysis of this model will lead us to conclude that in our models, random connectivities affect the network only when these are correlated with the delays (which is the case in neuronal network models since the connectivity probability, as well as the interaction delays are functions of the distance between two cells), and that these topologies govern the response of the network.

The paper is organized as follows. We start by introducing in Sect. 2 the formalism and the network under consideration. In Sect. 3 we present the main theoretical results for finite-populations networks on which our developments are based. Appendix A extends these results to neural fields where the number of different neuronal populations tends to infinity. The proof of these results are extension of previous works [28, 30], and are therefore postponed in Sect. 5. Section 4 is devoted to the qualitative analysis of the nature of the solutions in the case of the firing-rate model, and exhibits the relationship between network topology and macroscopic dynamics.

2 Setting of the Problem

We now introduce the mathematical formalism used throughout the paper. We work in a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) satisfying the usual conditions. We will analyze the dynamics of a neuronal network model composed of \(N\) neurons, in an abstract setting valid for most usual models used in computational neuroscience such as the Hodgkin-Huxley [17] or Fitzhugh-Nagumo [14] models. In this model, the state of each neuron \(i\) is described by a \(d\)-dimensional variable \(X_{i,N} \in E\) (typically in \(E \subset \mathbb{R}^d\)) corresponding to the membrane potential, ionic concentration and gated channels (see e.g. [12]).

The networks are composed of \(N\) neurons falling into \(P(N)\) populations labeled \(\alpha \in \{1, \ldots, P(N)\}\) and composed of \(N_\alpha\) neurons, and the convention \(\alpha = p(i)\) defines the population neuron \(i\) belongs to. The level of description chosen governs the choice of the asymptotic regime analyzed. Here, we will consider two main different cases:

- The **macroscopic scale** where neurons gather into a few populations \(P(N) = P\) fixed, corresponding to coarse-grained descriptions of neural activity, generally called in the neuroscience domain neural mass models [18].
- The **mesoscopic scale**, or neural-field limit, where the number of populations tends to infinity and the area described covers a continuous piece of cortex \(\Gamma \subset \mathbb{R}^p\) with \(p \in \mathbb{N}^*\). This description correspond to finer scale descriptions at which averaging effects occur, but fine enough to resolve the spatial structure of the cortex [29].

In each population, neurons have different intrinsic properties, receive different inputs and present a specific connectivity map with neurons in the other populations. Macroscopic or mesoscopic behavior correspond to the network’s properties when the number of neurons in each population tends to infinity. This limit will be denoted with a slight abuse of notation \(N \to \infty\). To fix ideas, we make the following assumption in the macroscopic scale case:
There exists a sequence of positive real numbers \( r_1, \ldots, r_P \in (0, 1)^P \) with \( \sum_{\alpha=1}^{P} r_\alpha = 1 \) such that for all \( \alpha \in \{1, \ldots, P\} \),

\[
N_\alpha / N \rightarrow r_\alpha,
\]

when \( N \to \infty \).

In other words, we are assuming that the fraction of neurons belonging to a given population remains non trivial in the limit \( N \to \infty \).

The evolution state \( X^{i,N}_t \) of neuron \( i \) in the population \( \alpha \in \{1, \ldots, P\} \) is governed by a stochastic differential equation. The intrinsic dynamics of the neuron is governed by a function \( f_\alpha : \mathbb{R}_+ \times E \mapsto E \). This evolution is stochastic, driven by independent \( m \)-dimensional Brownian motions \( (W^i_t) \) through a diffusion coefficient \( g_\alpha : \mathbb{R}_+ \times E \mapsto \mathbb{R}^{d \times m} \). The neuron \( i \) receives inputs from other neurons in the network, which affect its state through an interaction function \( b_{\alpha \gamma} : \mathbb{R} \times E \times E \mapsto E \) depending on

- The synaptic weight \( w_{ij} \in \mathbb{R} \) between neurons \( i \) in population \( \alpha \) and \( j \) in population \( \gamma \) controlling the topology of the network: these are zero when there is no connection between \( i \) and \( j \), positive when the connection is excitatory and negative when inhibitory.
- The state of both neurons \( i \) and \( j \).

These interactions take place after a delay \( \tau_{ij} > 0 \).

The dynamics of neuron \( i \) in population \( \alpha \) is given by:

\[
\begin{align*}
    dX^{i,N}_t &= \left( f_\alpha(t, X^{i,N}_t) + \sum_{y=1}^{P(N)} \sum_{\rho(j)=y} \frac{1}{N_y} b_{\alpha y}(w_{ij}, X^{i,N}_t, X^{i,N}_{t-\tau_{ij}}) \right) dt \\
&\quad + g_\alpha(t, X^{i,N}_t) \cdot dW^i_t,
\end{align*}
\]

under the assumption that \( b(0, x, y) = 0 \) and the fact that the synaptic weight \( w_{ij} \) is assumed zero when no link from \( j \) to \( i \). In these notations, the architecture of the network is completely integrated in the choice of the synaptic coefficients \( w_{ij} \). In our purpose to analyze networks on random graphs, we will consider that the synaptic weights \( w_{ij} \) and delays \( \tau_{ij} \) are non-negative random variables, drawn in a distinct probability space \((\Omega', \mathcal{F}', \mathbb{P}')\) at the beginning of the evolution and frozen. We generically denote by \( \mathbb{E} \) the expectation with respect to the processes (i.e., under the probability \( \mathbb{P} \)) and by \( \mathbb{E} \) the expectation of random variables or processes with respect to the environment (i.e. under \( \mathbb{P}' \)). One realization of these weights corresponds to one network with prescribed architecture. In realistic settings, both connectivity weight and delay are related to the distance between the cells, and therefore are generally correlated. A specific choice relevant to biology is discussed in Sect. 4, in which connectivity probability as well as delays are deterministic functions of the random respective locations of the cells (yielding a specific strong correlation between the two variables).

While the random variables \( w_{ij} \) and \( \tau_{ij} \) are correlated, an important hypothesis is that for fixed \( i \), sequences \( (\tau_{ij}, j = 1 \cdots N) \) and \( (w_{ij}, j = 1 \cdots N) \) are considered independent and identically distributed population-wise, i.e. they have the same distribution for all \( j \) belonging to a given population.\(^1\) For fixed \( i \in \{1, \ldots, N\} \), we can therefore denote \( A_{ip(j)} \) the distribution of the variables \( (w_{ij}, \tau_{ij}) \).

\(^1\)Note that the whole sequence of weights \( (w_{ij}; 1 \leq i, j \leq N) \) as well as the delays \( (\tau_{ij}; 1 \leq i, j \leq N) \) might be correlated. When these are related to the distance \( r_{ij} \) between \( i \) and \( j \), correlations may arise from
The piece of cortex considered will be said invariant by translations if the joint distribution of weights and delays \((w_{ij}, \tau_{ij})\) for \(p(j) = \gamma\) does not depend on the specific neuron \(i\) considered but only on the population \(\alpha\) the neuron \(i\) belongs to.\(^2\) In that case, we will denote \(\Lambda_{\gamma\gamma}\) the joint law of weights and delays. In the general case, we assume that the laws \(\Lambda_{\gamma\gamma}\) depend on the position \(r_i\) of neuron \(i\). If cells of population \(\alpha\) are distributed on a space \(D\) with density \(p\), and the weights and delays have a density \(\lambda_{r_i}(s,t)\), \(\Lambda_{\alpha\alpha}\) is the law with density \(\int_D \lambda_r(s,t)dp(r)\).

Let us denote by \(\tau\) the maximal possible delay \(\tau_{ij}\) which we assume finite.\(^3\) Equations (1) are stochastic differential equations on the infinite-dimensional space of functions \(C([−\tau, 0], E)\) (i.e. on the variable \(\tilde{X}_t = (X_s, s \in [t−\tau, t])\), see e.g. [9, 19]).

Finally, we consider that the network has chaotic initial states, in the sense that they have independent and population-wise identically distributed initial conditions. In detail, we denote \(\mathcal{C}_\tau = C([−\tau, 0], E^P)\) and set \((\zeta_0^\alpha(t)) \in \mathcal{C}_\tau\) a stochastic process with independent components. Chaotic initial condition on the network consists in setting independent initial condition for all neurons, with distribution for neurons of population \(\alpha\) equal to that of \(\zeta_0^\alpha\).

In what follows, we note \(\mathcal{M}^2(C([−\tau, 0], E^N))\) the space of square integrable stochastic processes on \([−\tau, 0]\) with values in \(E^N\), \(\mathcal{M}(\mathcal{C})\) the set of probability distributions on \(\mathcal{C}\) the set of continuous functions \([−\tau, T] \mapsto E^P\), and \(\mathcal{M}^2(\mathcal{C})\) the space of square-integrable processes.

3 Main Results

In this section, we state and discuss the main mathematical results on the convergence of the above described process as the network size goes to infinity. Interestingly, even if the network considered has a complex random topology in which connectivity map as well as delays are correlated, methods developed in the case of fully connected architectures [28, 29] extend to this more complex case. Proofs are provided for completeness in Sect. 5.

Let us first state the following proposition ensuring well-posedness of the network system:

**Proposition 1** Let \(X_0 \in \mathcal{M}^2(C([−\tau, 0], E^N))\) an initial condition of the network system. For any \((\alpha, \gamma) \in \{1, \ldots, P(N)\}^2\), assume that:

(H1) \(f_\alpha\) and \(g_\alpha\) are uniformly in time Lipschitz-continuous functions with respect to their second variable.

(H2) For almost all \(w \in \mathbb{R}\), \(b_{\alpha\gamma}(w, \cdot, \cdot)\) is \(L_{\alpha\gamma}\)-Lipschitz-continuous with respect of both variables.

(H3) There exists functions \(K_{\alpha\gamma}: \mathbb{R} \mapsto \mathbb{R}^+\) such that for any \((\alpha, \gamma) \in \{1, \ldots, P(N)\}^2\),

\[
|b_{\alpha\gamma}(w,x,y)|^2 \leq K_{\alpha\gamma}(w) \quad \text{and} \quad \mathbb{E}[K_{\alpha\gamma}(w)] \leq \bar{k} < \infty.
\]

\(\gamma\) symmetry \((r_{ij} = r_{ji})\) or triangular inequality \(r_{ij} \leq r_{ik} + r_{kj}\). The independence assumption is nevertheless valid in that setting provided that the locations of the different cells are independent and identically distributed random variables.

\(^2\) The term invariant by translation is chosen in reference to random variables \(\tau_{ij}\) and \(w_{ij}\) function of the distance \(r_{ij}\) between neuron \(i\) and \(j\): this distance is independent of the particular choice of neuron \(i\) (and of its location) if the neural field is invariant by translation in the usual sense.

\(^3\) This is always the case when considering bounded neural fields.
The drift and diffusion functions satisfy the monotone growth condition: there exists a positive constant $K$ depending on $f$ and $g$ such that:

$$x^T f_\alpha(t, x) + \frac{1}{2} |g_\alpha(t, x)|^2 \leq K (1 + |x|^2).$$

Then for almost all realization of the synaptic weights $w_{ij} \in \mathbb{R}$ and the delays $\tau_{ij} \in [-\tau, 0]$, we have existence and uniqueness of solutions to the network equations (1).

This property results from the application of standard theory of stochastic delayed differential equations. We provide a sense of the proof in Sect. 5: the details of the proof of this elementary proposition will largely simplify the analysis of the limit equations.

When the number of neurons goes to infinity (under assumption (H0)) then

- for almost any realization of the transmission delays $\tau_{ij}$ and synaptic weights $w_{ij}$ in the translation-invariant case; or
- averaged across all realizations of the disorder in the general case,

the propagation of chaos property holds: if the initial conditions are chaotic, then the states of a finite number of neurons are independent for all times when $N \to \infty$. Their law is given by a nonlinear McKean-Vlasov equation that depends on the neural population they belong to. Similar results hold for mesoscopic limits of neural field models, i.e. in situations in which the number of populations $P(N)$ diverges as $N \to \infty$. In this case, the notion of solution is much more complex, as one obtains a process depending on space but which is not measurable with respect to the spatial variable. These questions, addressed in [29], will be briefly discussed in our context in Appendix A.

In both cases, the proof of the convergence and propagation of chaos will use the powerful coupling method (see [26]). The proof is in two steps: (i) we prove that the limit equation (see (2) below) has an unique solution, and (ii) that the law of $X_{t}^{i, N}$ converges towards the law of (2).\(^4\)

### 3.1 Randomly Connected Neural Mass Models

Let $P(N) = P$ be fixed and independent of $N$. In this case, we will show that the network equation converges (in a sense to be defined in each sub-case) towards the solution of a well-posed McKean-Vlasov equation given by:

\[
\begin{align*}
    d\bar{X}_t^\alpha &= f_\alpha(t, \bar{X}_t^\alpha) \, dt + g_\alpha(t, \bar{X}_t^\alpha) \cdot dW_t^\alpha \\
    &\quad + \left( \sum_{\gamma=1}^{P} \int_{-\tau}^{0} \int_{\mathbb{R}} \mathbb{E}_{\tilde{Y}} \left[ b_{a\gamma} \left( w, \bar{X}_t^\alpha, \tilde{Y}_t^{\gamma} \right) \right] d\Lambda_{a\gamma}(s, w) \right) dt,
\end{align*}
\]

where $\tilde{Y}$ is a process independent of $\bar{X}$ that has the same law, $\mathbb{E}_{\tilde{Y}}$ the expectation under the law of $\tilde{Y}$, and $W_t^\alpha$ are independent adapted standard Brownian motions of dimension $d \times m$. Denoting by $m_t^\gamma(dx)$ the law of $\tilde{Y}_t$ the equation (2) is nothing but

\[
\begin{align*}
    d\bar{X}_t^\alpha &= f_\alpha(t, \bar{X}_t^\alpha) \, dt + g_\alpha(t, \bar{X}_t^\alpha) \cdot dW_t^\alpha \\
    &\quad + \left( \sum_{\gamma=1}^{P} \int_{-\tau}^{0} \int_{E} \left[ b_{a\gamma} \left( w, \bar{X}_t^\alpha, y \right) \right] m_t^{\gamma}(dy) d\Lambda_{a\gamma}(s, w) \right) dt.
\end{align*}
\]

\(^4\)More precisely, taking a finite set of neurons $\{i_1, \ldots, i_k\}$ the law of the process $(X_{1}^{i_1, N}, \ldots, X_{k}^{i_1, N}, t \in [-\tau, T])$ converge in probability towards a vector $(\bar{X}_t^{i_1}, \ldots, \bar{X}_t^{i_1}, t \in [-\tau, T])$, where the processes $\bar{X}_t^{i}$ are independent and have the law of $X^{p(i)}_t$ given by (2).
The hypotheses made in Proposition 1 also ensure existence and uniqueness of solutions as we now state in the following:

**Theorem 2** Under the hypotheses of Proposition 1 and for any \( \zeta_0 \in \mathcal{M}(C([−\tau, 0], E^P)) \) a square integrable process, the mean-field equations (3) with initial condition \( \zeta_0 \) have a unique strong solution on \([−\tau, T]\) for any time horizon \( T > 0 \).

In order to demonstrate the convergence of the network equation and the propagation of chaos when the number of neurons goes to infinity, we use Dobrushin’s coupling approach [10, 25–27] in the same fashion as done in [28, 29] in the context of neurosciences, the only difference being the random environment nature of the network equation related to the random structure of the synaptic coefficients.

### 3.2 Quenched Convergence and Propagation of Chaos in the Translation Invariant Case

The translation invariant case correspond to the situation where the laws \( \Lambda_{i\gamma} \) for \( i \) such that \( p(i) = \alpha \) are identical and only depend on \( \alpha \).

Let \( i \in \mathbb{N} \) such that \( p(i) = \alpha \). We define the process \( \bar{X}_i \) solution of (2), driven by the Brownian motions \( (W^i_t) \) that governs \( X^i \), and having the same initial condition as neuron \( i \) in the network, \( \zeta_0^i \in \mathcal{M}^2(C) \):

\[
\begin{align*}
\frac{d\bar{X}^i_t}{dt} &= f_\alpha(t, \bar{X}^i_t)dt + g_\alpha(t, \bar{X}^i_t) \cdot dW^i_t \\
&+ \left( \sum_{\gamma=1}^P \int_{-\tau}^0 \int_{\mathbb{R}} \mathbb{E}_Z[b_{\alpha\gamma}(w, \bar{X}^i_t, Z_{\gamma_{t+\tau}}^\gamma)] d\Lambda_{\alpha\gamma}(s, w) \right) dt, \quad t \geq 0 \\
\bar{X}^i_0 &= \zeta_0^i(t), \quad t \in [−\tau, 0].
\end{align*}
\]

By definition, the processes \((Z_1^i, \ldots, Z_P^i)\) are a collection of processes independent of \((\bar{X}_i^i)_{i=1,...,N}\) and have the distribution \( m_1^\alpha \otimes \cdots \otimes m_P^\alpha \), where \( m_\alpha^\alpha \) is the probability distribution of \( \bar{X}^\alpha_\alpha \) (unique solution of the equation (2)).

**Theorem 2** ensures well posedness of these equations, and therefore \((\bar{X}^i_\alpha)_{i \in \mathbb{N}}\) constitute a sequence of independent processes with law \( \bar{X}^{p(i)}_\alpha \).

**Theorem 3** (Quenched Convergence) Under assumptions (H1)–(H4) and chaotic initial conditions in \( \mathcal{M}^2(C) \). The process \((X_{i\gamma}^i, −\tau \leq t \leq T)\) for \( i \in \mathbb{N} \) fixed, solution of the network equations (1), converges almost surely towards the process \((\bar{X}^i_\alpha, −\tau \leq t \leq T)\) solution of the mean-field equations (4). This implies in particular convergence in law of the process \((X_{i\gamma}^i, −\tau \leq t \leq T)\) towards \((\bar{X}^\alpha_\alpha, −\tau \leq t \leq T)\) solution of the mean-field equations (2).

### 3.3 Annealed Convergence and Propagation of Chaos in the General Case

We now turn our attention to the case of non-translation invariant networks where the law of delays and synaptic weights depend on the index of neuron \( i \) in population \( \alpha \). In this case we will see that the propagation of chaos property remains valid as well as convergence to the mean-field equations (2), no more for almost all realization of the disorder, but in average across all possible configurations. Denoting \( \mathcal{E}_i \) the expectation over all possible distributions \( \Lambda_{i\gamma} \), we have:
Theorem 4 (Annealed convergence in the general case) We assume that (H1)–(H4) are valid and that network initial conditions are chaotic in $M^2(C)$, and that the interaction does not depend on the postsynaptic neuron state (i.e., $b(w, x, y) = \ell(w, y)$). Let us fix $i \in \mathbb{N}$, then the law of process $(X^i_{t,N}, -\tau \leq t \leq T)$ solution to the network equations (1) averaged over all the possible realizations of the disorder, converge almost surely towards the process $(\tilde{X}^i_t, -\tau \leq t \leq T)$ solution to the mean field equations (2). This implies in particular the convergence in law of $(E[X^i_{t,N}], -\tau \leq t \leq T)$ towards $(\tilde{X}^\alpha_t, -\tau \leq t \leq T)$ solution of the mean field equations (2).

Extensions to the spatially extended neural field case are discussed in Appendix A.

4 Application: Dynamics of the Firing-Rate Model with Random Connectivity

In the previous section, we derived limit equations for networks with random connectivities and synaptic weights. The motivation of these mathematical developments is to understand the role of specific connectivity and delays patterns arising in plausible neuronal networks. More precisely, it is known that anatomical properties of neuronal networks affect both connectivities and delays, and we will specifically consider the two following facts:

- Neurons connect preferentially to those anatomically close.
- Delays are proportional to the distance between cells.

At the level of generality of the previous sections, we obtained very complex equations, from which it is very hard to uncover the role of random architectures. However, as we already showed in previous works [31], a particularly suitable framework to solve these questions is provided by the classical firing-rate model. In that case, we showed in different contexts that the solution to the mean-field equations is Gaussian, whose mean and standard deviation are solution of simpler dynamical system.

4.1 Reduction to Distributed Delays Differential Equations

In the firing-rate model, the intrinsic dynamics of each neuron is given by

$$f_\alpha(t, x) = -x/\theta_\alpha + I_\alpha(t),$$

where $I_\alpha(t)$ is the external input of the system, and the diffusion function $g_\alpha(t, x) = \lambda_\alpha$ is constant. The interaction only depends in a nonlinear transform of the membrane potential of the pre-synaptic neuron multiplied by the synaptic weight: $b_{\alpha \gamma}(w, x, y) = J_{\alpha \gamma}(w)S(y)$. We also assume, in order to satisfy the assumptions of the Theorems 3 and 4, that the functions $J_{\alpha \gamma} \in L^\infty(\mathbb{R})$ and $S \in W^{1, \infty}(E^d)$. Therefore, when considering the delays and the synaptic weights only depending on $p(i)$, we have propagation of chaos and almost sure convergence (quenched) towards the mean-field equations:

$$d\tilde{X}^\alpha_t = \left(-\frac{\tilde{X}^\alpha}{\theta_\alpha} + I_\alpha(t) + \sum_{\gamma=1}^{P} \int_{-\tau}^{0} \int_{E^d} J_{\alpha \gamma}(w) \mathbb{E}_Y[S(Y^Y_{t+s})]d\Lambda_{\alpha \gamma}(s, w)\right) dt$$

$$+ \lambda_\alpha dW^\alpha_t,$$

and in the general case, the same result holds in an averaged sense.
Remark 5 Let us note that if the synaptic weights and the delays are independent, it is very easy to see that the network converges towards an effective mean-field equation where the disorder in the connectivity weights disappears and the mean-field equation obtained reduces to

\[
\frac{d\bar{X}_t^\alpha}{dt} = \left( -\frac{\bar{X}_t^\alpha}{\theta_\alpha} + I_\alpha(t) + \sum_{\gamma=1}^{P} \bar{J}_{\alpha\gamma} \int_{-\tau}^{0} \mathbb{E}_Y \left[ S(Y_{t+s}^\gamma) \right] d\rho_{\alpha\gamma}(s) \right) dt + \lambda_\alpha dW_t^\alpha,
\]

where \(\rho_{\alpha\gamma}\) is the marginal density of delays of \(\Lambda_{\alpha\gamma}\) and \(\bar{J}_{\alpha\gamma}\) is the averaged synaptic weight. This is exactly the same equation as would arise from a non-disordered network equation where all connectivity weights are deterministic: \(J_{ij} = \bar{J}_{\alpha\gamma}/N_\gamma\). Therefore, the architecture plays a role in the dynamics only when the synaptic weights and the delays are correlated, as is the case of the cortex.

We will therefore focus on more realistic models where delays and connectivity weights are correlated. It is very easy to see, integrating equation (5), that the solution satisfies the implicit equation:

\[
\tilde{X}_t^\alpha = \bar{X}_0^\alpha e^{-t/\theta_\alpha} + \int_0^t e^{-(t-s)/\theta_\alpha} \left( -\frac{\bar{X}_{s}^\alpha}{\theta_\alpha} + I_\alpha(s) \right) ds + \int_0^t e^{-(t-s)/\theta_\alpha} \lambda_\alpha dW_s^\alpha,
\]

which is composed of Gaussian terms and the initial condition \(\tilde{X}_0^\alpha e^{-t/\theta_\alpha}\) vanishing at an exponential rate. Therefore, when the initial conditions are Gaussian processes, the solution is also Gaussian with mean \(u_\alpha\) and variance \(v_\alpha\). Taking expectation and covariance we get that the mean and the variance of the solution satisfy the following well-posed system of delayed differential equations:

\[
\begin{cases}
\dot{u}_\alpha = -u_\alpha/\theta_\alpha + \sum_{\gamma=1}^{P} \int_{-\tau}^{0} \int_{\mathbb{R}} J_{\alpha\gamma}(w) \mathbb{E}_Y \left[ S(Y_{s+t}^\gamma) \right] d\Lambda_{\gamma\gamma}(s, w) ds
\end{cases}
\]

\[
\dot{v}_\alpha = -2v_\alpha/\theta_\alpha + \lambda_\alpha^2.
\]

In the firing-rate case, we hence have an important reduction of complexity. This simpler form allows us to use bifurcation theory in order to understand the role of the parameters on the qualitative properties of the solutions. This theory has been widely used in neuroscience in order to uncover, in single cells models, the emergence of periodic spiking or bursting [12], and for heuristic macroscopic models, formation of patterns of activity [6] or visual hallucinations [11]. Here, the theory of delayed differential equations (see e.g. [11]) allows us to uncover the role of the randomness of the architecture and delays in shaping the collective behavior of the network. In order to analyze this dependence, we consider the system in the absence of external input \(I = 0\) and

\[
S(x) := \frac{1}{\sqrt{2\pi}} \int_0^x e^{-s^2/2} ds,
\]

If the initial condition is not Gaussian, the solution to the mean-field equation will nevertheless be attracted exponentially fast towards the Gaussian solution described.
which has the property that a simple change of variables yields (see [31, Appendix A]):

\[ E_Y[S(Y_{γt}^n)] = E_Y[S(Y_{γt}^n)] = \frac{u_y(t)}{\sqrt{1 + v_y(t)}}. \]

In that simplified case, a stationary solution of the system is given by \((u^*_a, v^*_a) = (0, \lambda^2 \theta_a / 2)\). The solution to the variance equation is

\[ v_a(t) = \frac{1}{2}(\lambda^2 \theta_a + e^{-2t/\theta_a}) = v^*_a + \frac{1}{2}e^{-2t/\theta_a}, \]

then the stability of the fixed point only depends on the delayed linear equation to the mean, which is:

\[ \dot{u}_a(t) = -\frac{u_a(t)}{\theta_a} + \sum_{γ=1}^{P} \int_{-t}^{0} \int_{R} J_{αγ}(w) \frac{1}{\sqrt{2\pi(1 + v^*_α)}} u_y(t + s) dΛ_{αγ}(s, w). \]

If only one population is considered, then dropping the index for the population lead us to:

\[ \dot{u}(t) = -\frac{u(t)}{\theta} + \int_{-t}^{0} \int_{R} J(w) \frac{1}{\sqrt{2\pi(1 + v^*)}} u(t + s) dΛ(s, w). \]  

(7)

The stability of the fixed point only depends on the dispersion relationship:

\[ ξ = -\frac{1}{θ} + \frac{1}{\sqrt{2\pi(1 + v^*)}} \int_{-t}^{0} \int_{R} J(w) e^{ξs} dΛ_{αγ}(s, w), \]  

(8)

which is nothing more than looking for solutions of the form \(u = \exp(ξt)\) in (7).

The solutions of this equations are the characteristic exponents of the system, and relate directly the stability of the fixed point considered. If all characteristic exponents have negative real part, the equilibrium is asymptotically exponentially stable, but if there exists a characteristic exponent with strictly positive real part, the equilibrium is unstable. Turing-Hopf bifurcations occur when the system has a pair of complex conjugate characteristic exponents with non-zero imaginary part crossing the imaginary axis.

4.2 Small-World Type Model and Correlated Delays

As we stated before one interesting situation arising in neuroscience is the case where synaptic weights and the delays are function of the distance between neurons. Without loss of generality, we assume the signal transmission speed is unitary, then the delay \(τ_{ij}\) between the neuron \(i\) at location \(r_i\) and a neuron \(j\) at location \(r_j\) is simply modeled by

\[ τ_{ij} = |r_i - r_j| + τ_s, \]

where \(τ_s\) is the minimum value corresponding to the transmission of the information at the synapse. We further assume that the synaptic links are drawn according to a Bernoulli random variable:

\[ w_{ij} = \begin{cases} 1 & \text{with probability } b(|r_i - r_j|) := e^{-β|r_i - r_j|} \\ 0 & \text{with probability } 1 - b(|r_i - r_j|). \end{cases} \]
with $\beta > 0$. The synaptic weights are given by $J(w_{ij})$ with

$$J(x) = \begin{cases} \bar{J} & \text{if } x = 1 \\ 0 & \text{if } x = 0. \end{cases}$$

In this model, the total connectivity level of the system decreases when $\beta$ is increased. When neurons are uniformly distributed in the interval $[0, a]$, the averaged law density can be easily computed and is given by:

$$dp(r) = \left(2a - \frac{2r}{a^2}\right) dr,$$

and thanks to conditional expectation we find that (8) is nothing but

$$\xi = -\frac{1}{\theta} + \frac{1}{\sqrt{2\pi(1 + v^*)}} \mathcal{E}[\mathcal{E}[J(w)e^{\xi u}|r]]$$

$$= -\frac{1}{\theta} + \frac{1}{\sqrt{2\pi(1 + v^*)}} \mathcal{E}[\mathcal{E}[J(w)|r]e^{-\xi(\tau_s + r)}]$$

$$= -\frac{1}{\theta} + \frac{\bar{J}e^{-\xi \tau_s}}{\sqrt{2\pi(1 + v^*)}} \int_0^a e^{-(\beta + \xi)r} \left(\frac{2}{a} - \frac{2r}{a^2}\right) dr.$$

Turing bifurcations arise for parameters such that there exists a purely imaginary characteristic root (solution of the above equation) $\xi = i\omega$. These occur when one can find $\omega > 0$ such that:

$$i\omega = -\frac{1}{\theta} + \frac{2\bar{J}}{\sqrt{2\pi(1 + v^*)}} \frac{1}{a(\beta + i\omega)} \left(1 - \frac{1}{a(\beta + i\omega)} + \frac{e^{-a(\beta + i\omega)}}{a(\beta + i\omega)} e^{-i\omega \tau_s}\right).$$

Since (9) depend on many parameters, in order to understand the solutions we study the system decoupling the size of the neural field with respect to the connectivity parameter $\beta$ and the size $a$.

4.2.1 The Effect of the Extension of the Neural Field

We first fix $\beta > 0$ and make the change of variables $\Omega = a\omega$, $B = a\beta$. Defining

$$Z(\Omega, B) = \frac{2\bar{J}}{\sqrt{2\pi(1 + v^*)}} \frac{1}{B + i\Omega} \left(1 - \frac{1}{B + i\Omega} + \frac{e^{-(B + i\Omega)}}{B + i\Omega}\right),$$

then (9) is reduced to solve the system

$$\begin{cases} a^2 = \Omega^2 \left(|Z(B, \Omega)|^2 - \frac{1}{\theta^2}\right)^{-1}, \\ \tau_s = \left(\text{Arg}(Z(\Omega, B)) - \text{Arg} \left(1 + \frac{i\Omega}{a}\right) + 2k\pi\right) \frac{a}{\Omega}, \\ B = \beta a \end{cases}$$

which can be seen as a intersection of two surfaces in the space $(a, B, \tau_s)$:

$$S_1 : \left\{ \mathbb{R} \times \mathbb{R}_+ \rightarrow \mathbb{R}^3 \ (\Omega, B) \mapsto (a(\Omega, B), B, \tau_s(\Omega, B)) \right\} \quad S_2 : \left\{ \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{R}^3 \ (a, \tau_s) \mapsto (a, \beta a, \tau_s) \right\}.$$
where \( a(\Omega, B) \) and \( \tau_s(\Omega, B) \) are the solutions of (10) for \( B \) given. We obtain a sequence of Turing-Hopf bifurcations indexed by \( k \), and the first bifurcation is responsible for oscillations appearing in the system.

In Fig. 1, we represent the curve of Hopf bifurcation given by (10) for a fixed value of the parameter \( \beta \). This bifurcation diagram separates the parameter space \((a, \tau_s)\) into a region of oscillatory regime and a region of stationary behavior. The typical shape of the Hopf bifurcation curve is a parabola, displaying a unique minimum for a value that we denote by \((a^m, \tau_s^m)\). We denote \( \tau_s^0 \) the value of the Hopf bifurcation curve for \( a = 0 \) (i.e. fully connected network with deterministic delays \( \tau_s \)). For \( a = 0 \), the system depends on the delays in the following fashion: for any \( \tau_s < \tau_s^0 \), the system converges towards stationary behaviors, and for \( \tau_s > \tau_s^0 \), the system displays periodic behaviors.

For \( \tau_s > \tau_s^0 \) fixed, long-range connectivities (corresponding to small values of \( \beta \)) produce synchronized periodic behaviors that disappear when the network becomes less connected, until a specific value of \( \beta \) corresponding to the unique intersection of the Hopf curve with the line of constant \( \tau_s \). For \( \tau_s^0 < \tau_s < \tau_s^m \), the long-range (small \( \beta \) or small \( a \)) and short-range (large \( \beta \) or large \( a \)) connectivity models correspond to stationary behaviors, and for values of the network length \( a \) (or range \( \beta \)) in a specific interval, the system will display synchronized
behaviors. Eventually, for $\tau_s < \tau_m^a$, the system only displays stationary solutions whatever the length of the network $a$ or the range $\beta$.

### 4.2.2 The Effect of the Connectivity Factor

Let us now fix the size of the interval $a > 0$. We investigate the effects of $\beta$ and $\tau_s$ on the solution. Equation (9) can be written in the form:

\[
\begin{align*}
\omega^2 &= -\frac{1}{\theta^2} + |Z(\omega, \beta)|^2, \\
\tau_s &= \left(\text{Arg}(Z(\omega, \beta)) - \text{Arg}\left(\frac{1}{\theta^2} + i\omega\right) + 2k\pi\right) \frac{1}{\omega}
\end{align*}
\]

with

\[
Z(\omega, \beta) = \frac{2\tilde{J}}{\sqrt{2\pi(1 + \nu^2)}} \frac{1}{\theta(\beta + i\omega)} \left(1 - \frac{1}{\theta(\beta + i\omega)} + e^{-\theta(\beta + i\omega)}}\right).
\]

We solve this equation by numerically computing the manifold:

\[
S_0 := \left\{(\omega, \beta) \in \mathbb{R} \times \mathbb{R}_+, \text{ such that } \omega^2 + \frac{1}{\theta^2} - |Z(\omega, \beta)|^2 = 0 \right\}
\]

from which one can readily compute the delay corresponding to the Hopf bifurcation. Figure 2(a) show the solution to the system (11) for a fixed value of the spatial extension of the neural field. The curve is relatively different: it now appears to be a monotone non-decreasing map separating oscillatory and stationary behaviors. Qualitatively, the global picture remains unchanged: oscillations vanish as $\beta$ is increased, i.e. as the network is less connected.

### 4.2.3 Discussion

We therefore observe that the topology of the network strongly impacts the collective behavior of the network. For a fixed value of the connectivity parameter, we have seen that there exists an optimal neural field size for synchronization. At this size, the constant delays necessary to induce oscillations is minimal. In contrast, at fixed values of $a$, we observe that the optimal connectivity level ensuring minimal constant delay to induce oscillations is zero: fully connected networks synchronize more easily. In the cortex, for energetic reasons, full connectivity is not favored, and therefore this indicates optimal cluster sizes for synchronization.

### 5 Proofs

We start by showing the well-posedness of the network system stated in Proposition 1:

**Proof of Proposition 1** The proof splits into two main steps: we show *a priori estimates* and define a *contraction map* that implies existence and unicity for a stopped version of the problem.

**A priori estimates** Let us start by showing that all possible solutions of the system have bounded second moment. It is important to remark that the number of particles of the system
Fig. 2 Neurons uniformly distributed in $[0,a]$ for different values of $\beta$. Fixed parameters $\theta = 1$, $\bar{J} = -3.5$, $\lambda = 0.5$: (a) Hopf bifurcation diagram in the plane $(\beta, \tau_s)$ for $a = 3$. (c–e) Starting from a point inside the oscillation zone increasing one of the parameters $\beta$ or $\tau_s$ induces transition to the stationary state. All simulations were made for an Euler explicit method with $N = 3500$

is fixed. Let $X^N$ be a solution of (1) and $\tau_n$ the first time the process $|X^N_t|$ exceeds the quantity $n$. We look for an upper-bound of the form:

$$
\mathbb{E}[|X^N_{t\land\tau_n}|^2] \leq \mathbb{E}[|X^N_0|^2] + C \int_0^{t\land\tau_n} \mathbb{E}[1 + |X^N_{s\land\tau_n}|^2] ds,
$$

(12)

where the positive constant $C$ does not depend on $\bar{X}_t = (X_s, s \in [t - \tau, t])$ nor on $n$.

It is clear that Itô’s formula is valid for $|X^N_{t\land\tau_n}|^2$ and that we can study each $i \in \{1, \ldots, N\}$ separately. For all $t > 0$:

$$
|X^{i,N}_{t\land\tau_n}|^2 = |X^i_0|^2 + 2 \int_0^{t\land\tau_n} (X^{i,N}_s)^T g_a(s, X^i_s) dW^i_s \\
+ 2 \int_0^{t\land\tau_n} [(X^{i,N}_s)^T f_a(s, X^i_s) + \frac{1}{2} |g_a(s, X^i_s)|^2] ds \\
+ (X^{i,N}_s)^T \sum_{\gamma=1}^{P} \sum_{p(j)=\gamma} \frac{1}{N_{\gamma}} [b_{\alpha\gamma}(w_{ij}, X^{i,N}_s, X^{j,N}_{s-\tau_j})] ds,
$$

where $\alpha = 1, \ldots, \gamma, \gamma = 1, \ldots, P, \gamma(j) = \gamma, \gamma = 1, \ldots, P, \gamma(j) = \gamma, \gamma = 1, \ldots, P$. The positive constant $C$ does not depend on $\bar{X}_t = (X_s, s \in [t - \tau, t])$ nor on $n$. It is clear that Itô’s formula is valid for $|X^{i,N}_{t\land\tau_n}|^2$ and that we can study each $i \in \{1, \ldots, N\}$ separately. For all $t > 0$:

$$
|X^{i,N}_{t\land\tau_n}|^2 = |X^i_0|^2 + 2 \int_0^{t\land\tau_n} (X^{i,N}_s)^T g_a(s, X^i_s) dW^i_s \\
+ 2 \int_0^{t\land\tau_n} [(X^{i,N}_s)^T f_a(s, X^i_s) + \frac{1}{2} |g_a(s, X^i_s)|^2] ds \\
+ (X^{i,N}_s)^T \sum_{\gamma=1}^{P} \sum_{p(j)=\gamma} \frac{1}{N_{\gamma}} [b_{\alpha\gamma}(w_{ij}, X^{i,N}_s, X^{j,N}_{s-\tau_j})] ds,
$$

where $\alpha = 1, \ldots, \gamma, \gamma = 1, \ldots, P, \gamma(j) = \gamma, \gamma = 1, \ldots, P, \gamma(j) = \gamma, \gamma = 1, \ldots, P$. The positive constant $C$ does not depend on $\bar{X}_t = (X_s, s \in [t - \tau, t])$ nor on $n$. It is clear that Itô’s formula is valid for $|X^{i,N}_{t\land\tau_n}|^2$ and that we can study each $i \in \{1, \ldots, N\}$ separately. For all $t > 0$:
The stochastic integral has null expectation and a direct application of (H4) allow us to find upper-bounds for the two first lines of the previous equality. The last term is controlled using (H3):

$$\int_0^{t \land \tau_n} (X_s^{i,N})^T \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \frac{1}{N^\gamma} [b_{\alpha\gamma}(w_{ij}, X_s^{i,N}, X_{s-\tau_{ij}})] \, ds$$

$$\leq \int_0^{t \land \tau_n} \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \frac{1}{N^\gamma} (\bar{K}_{\alpha\gamma}(w_{ij}) + |X_s^{i,N}|^2) \, ds$$

$$\leq P \int_0^{t \land \tau_n} (\bar{K} + |X_s^{i,N}|^2) \, ds,$$

where we have introduced $\bar{K} := \max_{(\alpha, \gamma)} \max_{(i, j)} \bar{K}_{\alpha\gamma}(w_{ij})$. Summing over $i$ yields directly to (12).

Applying Gronwall’s lemma we find a uniform upper bound for the second moment of $X_{t \land \tau_n}$ for any $t \in [-\tau, T \land \tau_n]$. Finally letting $n \to \infty$ provides that for any realization of the synaptic weights and delays the solutions of (1) have bounded second moment.

Existence Let $X^0 \in \mathcal{M}^2(C, \tau)$ such that $X^0\big|_{[-\tau, 0]} \equiv X_0$ a given stochastic process. We introduce the map $\Phi$ given by

$$\Phi : \begin{cases} \mathcal{M}(C) \mapsto \mathcal{M}(C) \\ X \mapsto (Y_t = \{Y_t^{i,N}, i = 1, \ldots, N\} \text{, with} \\
Y_t^{i,N} = X_0^{i,N}(0) + \int_0^t \left[ f_\alpha(s, X_s^{i,N}) \\
+ \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \frac{1}{N^\gamma} b_{\alpha\gamma}(w_{ij}, X_s^{i,N}, X_{s-\tau_{ij}}) \right] \, ds \\
+ \int_0^t g_\alpha(s, X_s^{i,N}) \cdot dW_s; \quad t > 0 \\
Y_t = X_0^i(t), \quad t \in [-\tau, 0] \end{cases}$$

and the sequence of processes $(X^k)_{k \geq 0}$ on $\mathcal{M}(C)$ given by the induction $X^{k+1} = \Phi(X^k)$. Existence and uniqueness are classically shown through a fixed point argument on the map $\Phi$.

For compactness of notations, we denote $X_t^{i,k} \in E$ the $i$ component of the vector $X_t^k$. We decompose the difference into elementary terms:

$$X_t^{i,k+1} - X_t^{i,k} = \int_0^t \left[ f_\alpha(s, X_s^{i,k}) - f_\alpha(s, X_s^{i,k-1}) \right] \, ds$$

$$+ \int_0^t \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \frac{1}{N^\gamma} [b_{\alpha\gamma}(w_{ij}, X_s^{i,k}, X_{s-\tau_{ij}})$$

$$- b_{\alpha\gamma}(w_{ij}, X_s^{i,k-1}, X_{s-\tau_{ij}})] \, ds$$

$$+ \int_0^t \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \frac{1}{N^\gamma} [b_{\alpha\gamma}(w_{ij}, X_s^{i,k-1}, X_{s-\tau_{ij}})$$

$$- b_{\alpha\gamma}(w_{ij}, X_s^{i,k-1}, X_{s-\tau_{ij}})] \, ds$$

$$+ \int_0^t \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \frac{1}{N^\gamma} [b_{\alpha\gamma}(w_{ij}, X_s^{i,k-1}, X_{s-\tau_{ij}})$$

$$- b_{\alpha\gamma}(w_{ij}, X_s^{i,k-1}, X_{s-\tau_{ij}})] \, ds.$$

$$\Box$$
\[+ \int_0^t \left( g_\alpha(s, X^{i,k}_s) - g_\alpha(s, X^{i,k-1}_s) \right) \cdot dW^i_s \]
\[\overset{\text{def}}{=} A^i_t + B^i_t + C^i_t + D^i_t,\]
where we simply identify each of the four terms \( A_t = (A^i_t, i = 1, \ldots, N) \), \( B_t \), \( C_t \), and \( D_t \) with their corresponding expression. Using Holder’s inequality
\[|X^{k+1}_t - X^k_t|^2 \leq 4(|A_t|^2 + |B_t|^2 + |C_t|^2 + |D_t|^2),\]
and treat each term separately. The first term \( A_t \) and the last term \( D_t \) are easily controlled using standard techniques (Cauchy-Schwarz inequality and Burkholder-Davis-Gundy theorem) and (H1). In \( B_t \) follows
\[
\sum_{i=1}^N P \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \left| \int_0^t \left[ b_{\alpha\gamma}(w_{ij}, X^{i,k}_s, X^{j,k}_{s-\tau_{ij}}) - b_{\alpha\gamma}(w_{ij}, X^{i,k-1}_s, X^{j,k}_{s-\tau_{ij}}) \right] ds \right|^2 \\
\leq \sum_{i=1}^N P \sum_{\gamma=1}^P \sum_{p(j)=\gamma} \int_0^t \left| b_{\alpha\gamma}(w_{ij}, X^{i,k}_s, X^{j,k}_{s-\tau_{ij}}) - b_{\alpha\gamma}(w_{ij}, X^{i,k-1}_s, X^{j,k}_{s-\tau_{ij}}) \right|^2 ds \\
\leq TP^2L^2N \int_0^t |X^k_s - X^{k-1}_s|^2 ds,
\]
where \( L := \max_{(\alpha,\gamma)} L_{\alpha\gamma} \). and similarly for \( C_t \).

The conclusion is easy, at this point we have:
\begin{equation}
\mathbb{E}\left[ \sup_{-\tau \leq s \leq t} |X^{k+1}_s - X^k_s|^2 \right] \leq C \int_0^t \mathbb{E}\left[ \sup_{-\tau \leq u \leq s} |X^k_u - X^{k-1}_u|^2 \right] ds,
\end{equation}
where \( C > 0 \) depends on \( T, K, L \) and \( P \). Calling
\[M^k_t := \mathbb{E}\left[ \sup_{-\tau \leq s \leq t} |X^k_s - X^{k-1}_s|^2 \right],\]
a priori bounds ensures that \( M^0_T < \infty \) and the recursive inequality holds
\[M^k_t \leq C^k \int_0^t \int_0^{s_1} \ldots \int_0^{s_{k-1}} M^0_{s_1} ds_1 \ldots ds_{k-1} \leq C^k \frac{t^k}{k^k} M^0_T,\]
From the last inequality we get that
\[\sum_{n=1}^{\infty} \mathbb{E}\left[ \sup_{-\tau \leq s \leq t} |X^{n+1}_s - X^n_s|^2 \right] < \infty,
\]
which implies in particularly the almost sure convergence of
\[X^0_t + \sum_{k=0}^{n} (X^{k+1}_t - X^k_t) = X^n_t,
\]
on \([-\tau, T]\). The limit defined \( \bar{X}_t \) is trivially a fixed point of \( \Phi \) and by consequence solution to networks equations (1).
Uniqueness Starting with two solutions of the network equations (1) with exactly the same initial condition one can remake the argument used to find (13) and then the uniqueness follows directly from Gronwall’s lemma.

The proof well-posedness of mean field equation (3) (Theorem 2) is very similar:

\textbf{Proof of Theorem 2} It might seem that averaging over the delays and weights could add some new technical difficulties to the upper-bounds for the second moment but thanks to (H3) similar estimates hold.

To illustrate how to deal with our random network framework, let \( X \) be a solution of the mean-field equations and once again \( \tau_n \) the first time that the process \( |X_t| \) exceeds the quantity \( n \). Applying Itô’s formula to \( |X_{t \wedge \tau_n}|^2 \) we now find

\[
|X_{t \wedge \tau_n}|^2 = |s_0|^2 + 2 \int_0^{t \wedge \tau_n} \left( (X^\alpha_t)^T f_\alpha(s, X^\alpha_s) + \frac{1}{2} |g_\alpha(s, X^\alpha_s)|^2 \right) ds + (X^\alpha_s)^T \sum_{y=1}^P \int_{-\tau}^0 \left[ \mathbb{E} \left[ b_{\alpha y}(w, X^\alpha_s, \tilde{Y}_s^\gamma) \right] d\Lambda_{\alpha y}(u, w) \right] ds + 2 \int_0^{t \wedge \tau_n} (X^\alpha_s)^T g_\alpha(s, X^\alpha_s) dW^\alpha_t,
\]

the only interesting term is the one in the second line, using triangular inequality and (H3) we get

\[
(X^\alpha_s)^T \sum_{y=1}^P \int_{-\tau}^0 \left[ \mathbb{E} \left[ b_{\alpha y}(w, X^\alpha_s, \tilde{Y}_s^\gamma) \right] d\Lambda_{\alpha y}(u, w) \right] ds \leq P |X^\alpha_s|^2 + \sum_{y=1}^P \int_{-\tau}^0 \mathbb{E} \left[ b_{\alpha y}(w, X^\alpha_s, \tilde{Y}_s^\gamma) \right] d\Lambda_{\alpha y}(u, w) \leq C(\tilde{k} + |X^\alpha_s|^2).
\]

Equipped with this estimate, the proof is identical to that of the related property in Proposition 1, i.e., define a contraction mapping which gives the existence and uniqueness of solutions.

The two following proofs deal with the propagation of chaos property, we first demonstrate Theorem 3 which states the convergence properties in a quenched sense in the translation invariant case, and we finally explain how to adapt this proof to the general case Theorem 4, i.e., how to deal with the additional difficulty of averaging over all possible positions of neurons in each population.

\textbf{Proof of Theorem 3} The idea extends standard arguments for propagation of chaos and mean-field limits by considering random correlated coupling and delays. The argument remains to control the difference between the two processes as \( N \) goes to infinity. Decomposing the difference in 5 simpler terms we find:

\[
X^{i,N}_t - \tilde{X}^i_t = \int_0^t \left( f_\alpha(s, X^{i,N}_s) - f_\alpha(s, \tilde{X}^i_s) \right) ds
\]
\[ + \int_0^t \left( g_{\alpha}(s, X_{s}^{i,N}) - g_{\alpha}(s, \bar{X}_{s}^{i}) \right) \cdot dW_s^i \]
\[ + \sum_{\gamma=1}^{P} \int_0^t \sum_{p(j)=\gamma} \left[ b_{\alpha\gamma}(w_{ij}, X_{s-t_{ij}}^{i,N}, X_{s-t_{ij}}^{j,N}) - b_{\alpha\gamma}(w_{ij}, \bar{X}_{s-t_{ij}}^{i}, \bar{X}_{s-t_{ij}}^{j}) \right] \frac{ds}{N_{\gamma}} \]
\[ + \sum_{\gamma=1}^{P} \int_0^t \sum_{p(j)=\gamma} \left[ b_{\alpha\gamma}(w_{ij}, \bar{X}_{s-t_{ij}}^{i}, \bar{X}_{s-t_{ij}}^{j}) - b_{\alpha\gamma}(w_{ij}, \bar{X}_{s}, \bar{X}_{s-t_{ij}}^{j}) \right] \frac{ds}{N_{\gamma}} \]
\[ + \sum_{\gamma=1}^{P} \int_0^t \left( \frac{1}{N_{\gamma}} \sum_{p(j)=\gamma} b_{\alpha\gamma}(w_{ij}, \bar{X}_{s-t_{ij}}^{i}, \bar{X}_{s-t_{ij}}^{j}) \right) d\Lambda_{\alpha\gamma}(u, w) \]
\[ - \int_{-\tau}^0 \int_{\mathbb{R}} \mathbb{E}[b_{\alpha\gamma}(w, \bar{X}_{s}, Z_{s+u}^{\gamma})] d\Lambda_{\alpha\gamma}(u, w) \) \]
\[ := A_t(N) + B_t(N) + C_t(N) + D_t(N) + E_t(N). \]

We are interested in the behavior of \( E\left[ \sup_{-\tau \leq u \leq s} |X_{s}^{i,N} - \bar{X}_{s}^{i}|^2 \right] \) as \( N \to \infty \). Under the same ideas used in Proposition 1 and in Theorem 2, we find:

\[ E\left[ \sup_{0 \leq s \leq t} |A_t(N)|^2 \right] \leq K^2 T \int_0^t E\left[ \sup_{-\tau \leq u \leq s} |X_{u}^{i,N} - \bar{X}_{u}^{i}|^2 \right] ds \]
\[ E\left[ \sup_{0 \leq s \leq t} |B_t(N)|^2 \right] \leq 4K^2 T \int_0^t E\left[ \sup_{-\tau \leq u \leq s} |X_{u}^{i,N} - \bar{X}_{u}^{i}|^2 \right] ds, \]
\[ E\left[ \sup_{0 \leq s \leq t} |C_t(N)|^2 \right] \leq TL^2 P^2 \int_0^t E\left[ \sup_{-\tau \leq u \leq s} |X_{u}^{k,N} - \bar{X}_{u}^{k}|^2 \right] ds \]
\[ E\left[ \sup_{0 \leq s \leq t} |D_t(N)|^2 \right] \leq TL^2 P^2 \int_0^t \max_{k=1,\ldots,N} E\left[ \sup_{-\tau \leq u \leq s} |X_{u}^{k,N} - \bar{X}_{u}^{k}|^2 \right] ds, \]

where \( L \) is the maximum value of constants \( L_{\alpha\gamma} \) (finite number of populations) and we precise that the 4 in the \( B_t(N) \) upper-bound is found using the Burkholder-David-Gundy Inequality.

For the last term \( E_t(N) \) we start by applying the Cauchy-Schwartz and the triangular inequality:

\[ E\left[ \sup_{0 \leq s \leq t} |E_s(N)|^2 \right] \leq TP \sum_{\gamma=1}^{P} \int_0^t E\left[ \frac{1}{N_{\gamma}} \sum_{p(j)=\gamma} \left( b_{\alpha\gamma}(w_{ij}, \bar{X}_{s-t_{ij}}^{i}, \bar{X}_{s-t_{ij}}^{j}) \right) \right] \frac{ds}{N_{\gamma}} \]
\[ - \int_{-\tau}^0 \int_{\mathbb{R}} \mathbb{E}[b_{\alpha\gamma}(w, \bar{X}_{s}, Z_{s+u}^{\gamma})] d\Lambda_{\alpha\gamma}(u, w) \) \]

moreover,

\[ E\left[ \frac{1}{N_{\gamma}} \sum_{p(j)=\gamma} \left( b_{\alpha\gamma}(w_{ij}, \bar{X}_{s-t_{ij}}^{i}, \bar{X}_{s-t_{ij}}^{j}) \right) \right] \frac{ds}{N_{\gamma}} \]
\[ - \int_{-\tau}^0 \int_{\mathbb{R}} \mathbb{E}[b_{\alpha\gamma}(w, \bar{X}_{s}, Z_{s+u}^{\gamma})] d\Lambda_{\alpha\gamma}(u, w) \) \]

\( \copyright \) Springer
the sequence of delays, weights and Brownian motions. We remark that

\[ \lim_{\tau \to 0} \tau \int_0^\tau \| \dot{X}_i(s) \| ds \leq C \] 

for any generic constant that does not depend on \( \tau \). In the above expression, \((\tilde{\tau}, \tilde{w})_{ay}\) denotes a random variable with law \(\Lambda_{ay}\) independent of the sequence of delays, weights and Brownian motions. We remark that

\[ \int_{-\tau}^0 \int_{\mathbb{R}} \mathbb{E}[b_{ay}(w, \tilde{X}_i^j, \tilde{Z}_i^j)] d\Lambda_{ay}(u, w) \]

is exactly the expectation of \(b_{ay}(w_{ij}, \tilde{X}_s^i, \tilde{X}_{s-\tau_{ij}}^j)\) under the law of \(\tilde{X}_s^i\) and of the pair delays-weights.

Therefore in the case \(j \neq l\), the term in the summation vanishes, and in the opposite case \(j = l\) we use the triangular inequality to see that

\[ \mathcal{E} \left[ \mathbb{E}[|b_{ay}(w_{ij}, \tilde{X}_s^i, \tilde{X}_{s-\tau_{ij}}^j) - \mathbb{E}_Z(\tilde{\tau}, \tilde{w})_{ay} [b_{ay}(\tilde{w}_{ay}, \tilde{X}_s^i, \tilde{Z}_s^j)]|^2] \right] \]

\[ \leq 2 \mathcal{E} \left[ \mathbb{E}[|b_{ay}(w_{ij}, \tilde{X}_s^i, \tilde{X}_{s-\tau_{ij}}^j)|^2 + \mathbb{E}_Z(\tilde{\tau}, \tilde{w})_{ay} [b_{ay}(\tilde{w}_{ay}, \tilde{X}_s^i, \tilde{Z}_s^j)]|^2] \right] \]

\[ \leq 2 \mathcal{E} \left[ \mathbb{E}[\tilde{K}(w_{ij}) + k] \right] \leq 4k. \]

This implies that number of non-null terms in the sum is proportional to \(N \gamma\) and all of them are bounded by the same quantity. Thus

\[ \mathcal{E} \left[ \mathbb{E} \left[ \sup_{0 \leq t \leq T} |E_t(N)|^2 \right] \right] \leq \bar{C}k \sum_{\gamma = 1}^p \frac{1}{N \gamma} \leq \bar{C}\bar{k}P \min_{\gamma}(N \gamma). \]

Assembling all the estimates, using that on \([-\tau, 0]\) both \(X_s^{i,N}\) and \(\tilde{X}_s^i\) are equal and denoting by \(C\) any generic constant that does not depend on \(N\) we find

\[ \max_{i=1, \ldots, N} \mathcal{E} \left[ \mathbb{E} \left[ \sup_{-\tau \leq s \leq 0} |X_s^{i,N} - \tilde{X}_s^i|^2 \right] \right] \]

\[ \leq C \int_0^T \max_{k=1, \ldots, N} \mathcal{E} \left[ \mathbb{E} \left[ \sup_{-\tau \leq u \leq s} |X_s^{k,N} - \tilde{X}_s^k|^2 \right] \right] ds + \frac{C}{\min_{\gamma}(N \gamma)} \]

by Gronwall’s inequality:

\[ \max_{i=1, \ldots, N} \mathcal{E} \left[ \mathbb{E} \left[ \sup_{-\tau \leq s \leq 0} |X_s^{i,N} - \tilde{X}_s^i|^2 \right] \right] \leq \frac{Ce^{CT}}{\min_{\gamma}(N \gamma)} , \]

which tends to zeros as \(N\) goes to infinity by (H0).

As a side result, the almost sure convergence towards the coupled process implies the convergence in law of \((X_t^{i,N}, -\tau \leq t \leq T)\) towards \((\bar{X}_t^i, -\tau \leq t \leq T)\).

From the last inequality we have easily the propagation of chaos property. Fixing a finite set of neurons \(\{i_1, \ldots, i_l\} \subset \mathbb{N}\), then if \(f_a\) and \(g_a\) are globally Lipschitz continuous, we have:

\[ \max_{i_1, \ldots, i_l} \mathcal{E} \left[ \mathbb{E} \left[ \sup_{-\tau \leq s \leq 0} |(X_s^{i_1,N}, \ldots, X_s^{i_l,N}) - (\bar{X}_s^{i_1}, \ldots, \bar{X}_s^{i_l})|^2 \right] \right] \leq \frac{1Ce^{CT}}{\min_{\gamma}(N \gamma)} , \]

\(\square\)
hence
\[(X^{i_1,N}_s, \ldots, X^{i_l,N}_s, -\tau \leq s \leq T) \xrightarrow{L} (\bar{X}^{i_1}_s, \ldots, \bar{X}^{i_l,N}_s, -\tau \leq s \leq T),\]
and truncation argument allows to conclude on the convergence in the locally Lipschitz case. This implies that the vector \((X^{i_1,N}_s, \ldots, X^{i_l,N}_s, -\tau \leq s \leq T)\) converges in law towards \(m^{i_1} \otimes \cdots \otimes m^{i_l}\), readily implying propagation of chaos.

**Proof of Theorem 4** The proof uses essentially the same arguments as that of Theorem 3. Here, we control the difference between \(E_i[X_s^{i,N}]\) and \(\bar{X}^j_s\) in the quadratic norm \(\|Z\|^2 := E[\sup_{-\tau \leq s \leq T} |Z_s|^2]\). The assumption on \(b\) allow us to separate the distance into only 4 terms similarly to the quenched case. Most terms are handled in a similar fashion, the only difference being the presence of an additional expectation \(E_i\). The main difference is to deal with the term corresponding to \(E_i(N)\), which now reads:
\[
E \left[ E \left[ E_i \left[ \ell_{\alpha \gamma} (w_{ij}, \bar{X}^j_{s-t_{ij}}) \right] \right] \right] 
\leq T \sum_{\gamma=1}^P \int_0^t E \left[ \left| \frac{1}{N^\gamma} \sum_{p(j)=\gamma} E_i \left[ \ell_{\alpha \gamma} (w_{ij}, \bar{X}^j_{s-t_{ij}}) \right] \right| \right]^2 ds.
\]
Again,
\[
E \left[ E_i \left[ E [ \ell_{\alpha \gamma} (w_{ij}, \bar{X}^j_{s-t_{ij}}) ] \right] \right] = \int_0^t \int_\mathbb{R} E [ \ell_{\alpha \gamma} (w, Z^\gamma_s) ] d\Lambda^\gamma_s (u, w)
\]
we develop in the same way that Theorem 3. The key point is that it suffices to find an upper-bound uniformly in the disorder of the system which is trivially found using (H3), i.e.,
\[
E \left[ E_i \left[ \ell_{\alpha \gamma} (w_{ij}, \bar{X}^j_{s-t_{ij}}) \right] - E[Z_{\bar{\tau},\bar{w}}_{\alpha \gamma} \left[ \ell_{\alpha \gamma} (w_{\alpha \gamma}, Z^\gamma_{s-\bar{\tau}_{\alpha \gamma}}) \right] \right] \right]^2 \leq 2\tilde{k},
\]
and we conclude using (H0).

**6 Discussion**

In this paper, motivated by the structure of interconnection matrix and interactions of neuronal networks of the brain, we analyzed the mean-field limits and dynamics of networks on some random graphs with delays correlated to the synaptic weights. Extending coupling methods to these models, we showed quenched and averaged propagation of chaos, and convergence towards a complex mean-field equation involving distributed delays and averaging with respect to the law of the connectivity. This limit equation is relatively complex in general models, however, they massively simplify for the classical firing-rate model, in which case solutions are exactly reduced to a system of distributed delays integro-differential equations, from which one can infer, using bifurcation theory, the role of random connectivities and delays. This technique led us to demonstrate that typical size of the neuronal area, as well as typical length scale of connectivity, induced or broke synchronization of the neurons.
In detail, we showed that depending on the connectivity of the network and the averaged delays the network can either present stationary or a synchronized periodic behavior. In this sense, using a small-world type of model for the value of the weights, we were able to prove that the architecture of the system also plays a role in the dynamics. We also showed that the macroscopic behavior depends on the size of the neural field considered and, more important, on the connectivity of the system measured as the amount of connections over the total possible ones.

6.1 Relationship with Pathological Rhythmic Brain Activity

Synchronized states are ubiquitous and serve essential function in brain such as memory or attention [8]. Impairments of synchronization levels often relate to severe pathological effects such as epilepsy (too much synchronization) or Parkinson’s disease (too little synchronization) [23]. Troubles in oscillatory patterns have also been related to connectivity levels in epilepsy. In detail, the emergence of seizures and abnormal synchronization was hypothesized to be related to an increased functional connectivity, or more recently to the appearance of an increased number of synaptic buttons between cells. The former phenomenon has been reported in various epileptic situations (see e.g. [4]), and the latter was mainly evidenced in hippocampal epilepsy, and is generally referred to as neosynaptogenesis, or sprouting, see e.g. [2, 20, 21]. Our models provides an elementary account for the fact that indeed, increased connectivity levels (corresponding to small values of $\beta$) tend to favor synchronization for most values of $\tau_s$. The model even makes a prediction about some possible parameter regions in which this synchronization may only arise in a particular intermediate interval of connectivity levels $\beta$. Disorder also seems to intervene in the emergence of abnormally synchronized oscillations, as evidenced for instance by Aradi and Soltesz [1] who showed that even if average levels of connectivity in rats subjects to febrile epileptic seizures were similar to those of a control population, variance in the connectivities were increased. Our models incorporate the law of the synaptic weights, and therefore all for testing this hypothesis, as well as a number of variations around these models, in a rigorous manner.

6.2 Cluster Size and Synchronization in Primary Visual Area

The structure of the primary visual areas are very diverse across species. These areas are composed of cells sensitive to the orientation of visual stimuli. In primates, neurons gather into columns as a function of the orientation they are selective to, and these columns organize spatially creating continuous patterns of a specific anatomical size (see e.g. [5]). In contrast, rodents present no specific organization of neurons selective to the same orientation (salt-and-pepper organization, see [22]). The reason why these architectures are very different across mammals is still poorly understood, and one of the possible explanations proposed is related to the size of V1: the model tends to show that it is harder to ensure collective synchronization at the level of large cortical areas than locally, phenomenon probably due to the fact that naturally, connectivities are local. This is precisely one of the results of our analysis. In our model, the parameter $a$ characterizes the size of one cortical column, and the results of the analysis of the model show that increasing the size of a column $a$ induces transitions from synchronized regimes to stationary regimes, reducing the collective response of neurons.
6.3 Macroscopic vs Mesoscopic Models

The question of which is the proper scale adapted to describe a phenomenon is central in computational neuroscience. Of course, it is tempting to propose large-scale macroscopic models made of homogeneous neuronal populations, as neuronal networks tend to present a columnar organization made of a large number of strongly connected neurons. Most models use implicitly this kind of structure through neural mass models [18, 32]. Another common approximation is the neural field model (see [6] for a recent review) that describes the cortical activity through integro-differential delayed equations, which could be related to a particular limit of neuronal networks with local homogeneity properties as shown in [29].

The model analyzed sits at an intermediate scale at which homogeneity of connectivity is only true (i) locally an (ii) in a statistical sense. Though these local variations, the model studied in first part of Sect. 3, termed macroscopic, describes the neural network at a macroscopic scale with a single equation describing the averaged or quenched behavior of one cell in the network. Appendix A shows that the result persists when considering asymptotically a continuum of neural populations, yielding the mesoscopic model. Let us now compare our models to usual neural mass (NM) or neural fields (NF). These latter models are given by the equations (in which $\Phi$ is a sigmoid transform):

$$\dot{u}_\alpha(t) = \frac{u_\alpha(t)}{\theta_\alpha} + \sum_{\beta=1}^{P} J_{\alpha\beta} \Phi(u_\beta(t - \tau_{\alpha\beta}))$$

for finite-populations networks (model NM), and in spatial continuous settings (NF) with a single layer:

$$\partial_t u(r,t) = -\frac{u(r,t)}{\theta} + \int_{\Gamma} J(r,r')\Phi(u(r',t - \tau(r,r'))) dr'.$$

These two equations are very close from the mean equations we obtained in our mean-field limit. Disregarding stochastic inputs, the macroscopic (mesoscopic) model is an homogeneized version of an heterogeneous neural mass (resp, neural field) model. Disregarding the effect of stochastic noise, our macroscopic model therefore tends to correspond to spatially homogeneous solutions of the neural field equations for translation invariant neural fields. Indeed, assuming $r \in \mathbb{S}_a$ the 1-dimensional torus of length $a$, i.e. the periodic interval $[0, a]$, $J(r,r') = J(r - r')$ and $\tau(r,r') = \tau_s + |r - r'|$, spatially homogeneous solutions are functions of time only, satisfying the equations:

$$\dot{\bar{u}}(t) = -\frac{\bar{u}(t)}{\theta} + \int_{0}^{a} \tilde{J}(\zeta) \Phi(\bar{u}(t - \tau_s - \zeta)) d\zeta$$

(which does not depend on $r$). Our model yields an equation on the mean of the process that corresponds to:

$$\dot{\mu}(t) = -\frac{\mu(t)}{\theta} + \int_{0}^{a} \tilde{J}(\zeta) f(\mu(t - \tau_s - \zeta), v(t - \tau_s - \zeta)) d\zeta.$$

Therefore, with an appropriate choice of parameters and function, the mean-field macroscopic model represents spatially homogeneous solutions of the Wilson-Cowan neural field equations. The present approach provides a microscopic interpretation of these equations, and the model provides therefore a suitable framework to investigate random individual phenomena arising in large neuronal areas, observed at scales that do not resolve fine structure of the brain, such as the electro-encephalogram method used in epilepsy monitoring.
6.4 Perspectives

The course of our developments lead us to cast aside the assumption of full connectivity or exchangeability between neurons. Incidentally, this work therefore shows that the notion of exchangeability, widely use in large stochastic particle systems, can be significantly weakened, in favor of statistical equivalent, and more structured global exchangeability properties such as the translation invariance. This opens the way to develop a these ideas towards invariant architectures under the action of specific groups of transformation. This constitute an active research that we are currently developing. This method also has a number of possible implications in neuroscience and in complex systems more generally, and may help understanding the dynamics of large neural networks. Enriching this model considering different populations in the applications section is a straightforward extension of the manuscript, and analyzing those results would allow going even deeper in the analysis of neuronal networks and macroscopic synchronization of them as an effect of random pairs delays and synaptic weights. Considering different kind of architectures is also a possible path to follow and could bring new relationships with the specific cortical functions. A deep question is whether one can obtain information on the microscopic configurations related to the macroscopic regimes observed. This motivates to develop the analysis of the presence of structured activity (localized bumps, traveling waves, traveling pulses) and their probability of appearance as a function of disorder, noise and the parameters of the system. This is an exciting question well worth investigating. One limitation of the qualitative analysis provided here is that the moment reduction is rigorously exact only in very specific models where solutions are Gaussian. Such models do not reproduce the excitability properties of the cells. Extending this analysis to excitable systems, i.e. analyzing equation (2) with nonlinear dynamics and nonlinear interactions, is a deep and challenging mathematical question in the domain of stochastic processes and functional analysis.

Appendix A: Randomly Connected Neural Fields

We now extend the above results to the mesoscopic case of spatially-extended neural fields with random correlated connectivity weights and delays. In this case, following [29], we consider that the number of populations in a network of size \( N \) is \( P(N) \), and this quantity diverges when \( N \) tends to infinity covering, in the limit \( N \to \infty \), a piece of cortical tissue \( \Gamma \) which compact set of \( \mathbb{R}^\delta \) (generally \( \delta = 1, 2 \)). In this interpretation, a population index represents the location \( r_\alpha \in \Gamma \) of a microcolumn on the neural field, which are assumed to be independent random variables with distribution \( \lambda \) on \( \Gamma \). For the sake of simplicity and consistency with other works about neural fields, we include the dependence on the neural populations in the drift and diffusion functions. We therefore introduce three maps:

- the measurable functions \( f : \Gamma \times \mathbb{R} \times E \mapsto E \) and \( g : \Gamma \times \mathbb{R} \times E \mapsto E^m \)
- the map \( b : \Gamma \times \Gamma \times \mathbb{R} \times E \times E \mapsto E \) which is assumed measurable,

and rewrite the network equations as:

\[
dX_i^{i,N} = f(r_\alpha, t, X_i^{i,N}) + \frac{1}{P(N)} \sum_{\gamma=1}^{P(N)} \sum_{p(j)=\gamma} b(r_\alpha, r_\gamma, w_{ij}, X_i^{i,N}, X_j^{j,N}) dt + g(r_\alpha, t, X_i^{i,N}) \cdot dW_i. \tag{14}
\]
These equations are clearly well-defined as proved in Proposition 1. As described in the macroscopic framework 2, the two sequences of random variables \((w_{ij})\) and \((\tau_{ij})\) for fixed \(i \in \mathbb{N}\) are independent, and for fixed \((i, j)\), \(\tau_{ij}\) and \(w_{ij}\) are correlated. Their law depend on the locations \(r_\alpha\) and \(r_\gamma\) of the microcolumns neurons \(i\) and \(j\) belong to. We denote \(\Lambda_{r_\alpha, r_\gamma}\) this law. We assume that this law is measurable with respect to the Borel algebra of \(\Gamma\), i.e. for any \(A \in \mathcal{B}(\mathbb{R} \times \mathbb{R}^+\)) the Borel algebra of \(\mathbb{R} \times \mathbb{R}^+\), the map \((r, r') \mapsto \Lambda_{r,r'}(A)\) is measurable with respect to \(\mathcal{B}(\Gamma \times \Gamma)\). We assume that assumptions (H1)–(H4) are valid uniformly in the space variables, and consider the neural field limit given by the condition:

\[
\varepsilon(N) = \frac{1}{P(N)} \sum_{y=1}^{P(N)} \frac{1}{N_y} \xrightarrow{N \to \infty} 0. \tag{15}
\]

Elaborating on the proofs provided (i) in the finite-population case treated in the present manuscript and (ii) in the neural field limit for non random synaptic weights or delays, we will show that the network equations converge towards a spatially-extended McKean-Vlasov equation:

\[
dX_t(r) = f(r, t, X_t(r)) \, dt + g(r, t, X_t(r)) \cdot dW_t(r) \\
+ \int_\Gamma \int_{-\tau}^0 \mathbb{E}_Z[b(r, r', j, X_t(r), Z_{t+t}(r'))]d\Lambda_{r,r'}(j, s)d\lambda(r')dt. \tag{16}
\]

In these equations, the process \((W_t(r))\) is a chaotic Brownian motion (as defined in [29]), i.e. a stochastic process indexed by space \(r \in \Gamma\), such that for any \(r \in \Gamma\), the process \(W_t(r)\) is a standard \(m\)-dimensional Brownian motion and for any \(r \neq r' \in \Gamma^2\), \(W_t(r)\) and \(W_t(r')\) are independent. These processes are singular functions of space, and in particular not measurable with respect to the Borel algebra of \(\Gamma\), \(\mathcal{B}(\Gamma)\). Therefore, the solutions are themselves not measurable, which raise questions on the definition of the mean-field equation (16) in particular for the definition of the integral on space of the mean-field term. However, it was shown in [29], making sense of this equation amounts showing that the law of the solution is \(\mathcal{B}(\Gamma)\)-measurable. Once this is proved, the integral is well defined. In the spatial case, we make the following assumptions, that are directly corresponding to the assumptions (H1)–(H4) of the finite-population case:

(H1') \(f\) and \(g\) are uniformly Lipschitz-continuous functions with respect to their last variable.

(H2') For almost all \(w \in \mathbb{R}\) and any \((r, r') \in \Gamma^2\), \(b(r, r', w, \cdot, \cdot)\) is \(L\)-Lipschitz-continuous, i.e. for any \((x, y)\) and \((x', y')\) in \(E \times E\), we have:

\[
|b(r, r', w, x, y) - b(r, r', w, x', y')| \leq L(|x - x'| + |y - y'|).
\]

(H3') There exists a function \(\tilde{K} : \mathbb{R} \mapsto \mathbb{R}^+\) such that for any \((r, r') \in \Gamma^2\),

\[
|b(r, r', w, x, y)|^2 \leq \tilde{K}(w) \quad \text{and} \quad \mathcal{E}_{\Lambda_{r,r'}}[\tilde{K}(w)] \leq \bar{k} < \infty.
\]

(H4') The drift and diffusion functions satisfy the uniform (in \(r\)) monotone growth condition:

\[
x^T f(r, t, x) + \frac{1}{2} |g(r, t, x)|^2 \leq K(1 + |x|^2).
\]
The initial conditions we consider for the mean-field equations are processes \((\xi_t(r), t \in [-\tau, 0]) \in X_0\) the space of spatially chaotic square integrable process with measurable law, processes such that the regularity conditions are satisfied:

- for any \(r \in \Gamma\), \(\xi_t(r)\) is square integrable in \(C_\tau\)
- for any \(r \neq r'\), the processes \(\xi(r)\) and \(\xi(r')\) are independent
- for fixed \(t \in [-\tau, 0]\), the law of \(\xi_t(r)\) is measurable with respect to \(B(\Gamma)\), i.e. for any \(A \in B(E)\), \(p_{\xi_t}(r) = P(\xi_t(r) \in A)\) is a measurable function of \((\Gamma, B(\Gamma))\) in \([0, 1]\).

We will denote \(X_T\) the set of processes \((\xi_t(r), t \in [-\tau, T])\) satisfying the above regularity conditions on \([-\tau, T]\).

**Proposition 6** Under assumptions (H1')–(H4'), for any initial condition \(\xi \in X\), there exists a unique, well-defined strong solution to the mean-field equations (16).

The proof classically starts by showing square integrability of possible solutions, then considers equation (16) as a fixed point equation \(X_t = \Phi(X_t)\), and shows a convergence property of iterates of the map \(\Phi\) starting from an arbitrary chaotic process \(X^0 \in X_T\). It is easy to see that the function \(\Phi\) maps \(X_T\) in itself. The sequence of processes \(X^k = \Phi^k(X^0)\) is therefore well-defined. Estimates similar to those proved in Proposition 1 and Theorem 2 allow concluding on the existence and uniqueness of solutions. The proof being classical, it is left to the interested reader extending the argument of [29, Theorem 2] to our random environment setting.

The convergence result of the network equations towards the mean-field equations can be stated as follows:

**Theorem 7** Let \(\xi \in X_0\) a chaotic process. Consider the process \((X^{i,N}_t, t \in [-\tau, T])\) solution of the network equations (14) with independent initial conditions identically distributed for neurons in the same population located at \(r \in \Gamma\) with law equal to \((\xi_t(r), t \in [-\tau, 0])\). Under assumptions (H1')–(H4') and the neural field limit assumption (15), the process \((X^{i,N}_t, t \in [-\tau, T])\) converges in law towards \((X_t(r), t \in [-\tau, T])\) solution of the mean-field equations with initial conditions \(\xi\).

The proof of this result proceeds as that of [29, Theorem 3] including the refinements brought in the proof of Theorem 2 to take into account random connectivities and delays.
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