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Abstract

Determinant maximization provides an elegant generalization of problems in many areas, including convex geometry, statistics, machine learning, fair allocation of goods, and network design. In an instance of the determinant maximization problem, we are given a collection of vectors $v_1, \ldots, v_n \in \mathbb{R}^d$, and the goal is to pick a subset $S \subseteq [n]$ of given vectors to maximize the determinant of the matrix $\sum_{i \in S} v_i v_i^T$, where the picked set of vectors $S$ must satisfy some combinatorial constraint such as cardinality constraint ($|S| \leq k$) or matroid constraint ($S$ is a basis of a matroid defined on $[n]$).

In this work, we give a combinatorial algorithm for the determinant maximization problem under a matroid constraint that achieves $O(d^{O(d)})$-approximation for any matroid of rank $r \geq d$. This complements the recent result of [BLP+22] that achieves a similar bound for matroids of rank $r \leq d$, relying on a geometric interpretation of the determinant. Our result matches the best-known estimation algorithms [MNST20] for the problem, which could estimate the objective value but could not give an approximate solution with a similar guarantee. Our work follows the framework developed by [BLP+22] of using matroid intersection based algorithms for determinant maximization. To overcome the lack of a simple geometric interpretation of the objective when $r \geq d$, our approach combines ideas from combinatorial optimization with algebraic properties of the determinant. We also critically use the properties of a convex programming relaxation of the problem introduced by [MNST20].
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1 Introduction

In an instance of the determinant maximization problem, we are given a collection of vectors \( v_1, \ldots, v_n \in \mathbb{R}^d \), and the goal is to pick a subset \( S \subseteq [n] \) of given vectors to maximize the determinant of the matrix \( \sum_{i \in S} v_i v_i^\top \). The set \( S \) must satisfy additional combinatorial constraints such as cardinality constraint (\( |S| \leq k \)) or matroid constraint (\( S \) is a basis of a matroid defined on \([n]\)). The determinant maximization problem under matroid constraint provides a general framework to model problems in various areas, including convex geometry [Kha95, SEPM15, Nik15], experimental design in statistics [Puk06, ALSW17, SX18, NST19], reliable network design [BH09, LPYZ19], fair allocation of goods [AGSS16, AMGV18], sensor placements [IB09], and determinantal point processes [KT12].

The case when the rank of the matroid \( r \) is greater than \( d \) is important as it generalizes crucial applications like Nash Social Welfare, experimental design, and network design. Algorithmically, this setting presents an interesting challenge as the difficulty of approximation for some applications differs when \( r \leq d \) and when \( r \gg d \). For example, the problem of maximizing Nash social welfare (NSW) can be modeled as an instance of determinant maximization under matroid constraints. While NSW is APX-hard [Lee17] in general, when the rank of the matroid constraint for NSW is at most dimension \( d \), NSW is solvable in polynomial time.

We describe a couple of applications that are modeled by determinant maximization problems.

Nash Social Welfare problem. The goal of Nash Social Welfare problem is to find an allocation of \( m \) indivisible items to \( d \) players to maximize welfare. Player \( i \) has valuation \( u_i(j) \) for item \( j \), and these valuations are additive, i.e., for any \( S \subseteq [m] \), \( u_i(S) = \sum_{j \in S} u_i(j) \). The Nash Social Welfare objective of an allocation \( \sigma \) is defined as the geometric mean of valuations of the agents, \( \text{NSW}(\sigma) = (\prod_{i=1}^n \sum_{j=i} u_i(j))^{1/d} \). The geometric mean aims to capture both the fairness aspect, that each player individually obtains a bundle of large value, as well as total efficiency that the items go to players who value them more. [AGSS16] showed that this problem could be modeled as a particular case of determinant maximization where the constraint matroid is a partition matroid. For player \( i \) and item \( j \), consider a vector \( v_{i,j} = \sqrt{u_i(j)} e_i \), where \( e_1, \ldots, e_d \) are the standard basis vectors in \( \mathbb{R}^d \). Consider the partition matroid \( \mathcal{M} \) on \([d] \times [m]\) with \([m]\) partitions, \( P_j = \{(i,j) : i \in [d]\} \) for \( j \in [m] \). The independent sets of \( \mathcal{M} \) are the sets which at most one vector from each partition, i.e., \( \mathcal{I} = \{ S \subseteq [d] \times [m] : |S \cap P_j| \leq 1 \} \). Then any basis, \( S \), corresponds to a feasible allocation of items, and \( \det(\sum_{S \cap P_j=(i)} v_{i,j} v_{i,j}^\top) \) is equal to the Nash Social Welfare objective raised to the power \( d \). Our results give a polynomial in \( d \) approximation algorithm for maximizing Nash Social Welfare.

Experimental design. One of the classical problems in statistics is the experimental design problem [Puk06]. In this problem, the goal is to estimate an unknown parameter vector \( \theta^* \in \mathbb{R}^d \) by taking a set of linear observations of the form \( y_i = v_i^\top \theta^* + \eta_i \) where \( v_i \in \mathbb{R}^d \) and \( \eta_i \) is Gaussian noise. We can select the test vector \( v_i \) from a set of candidate vectors, \( \{v_1, \ldots, v_n\} \), but each observation has some associated cost. The goal of experimental design is to select a subset of \( r \) (often \( r \ll n \)) vectors, \( S \), from the candidate set \( \{v_1, \ldots, v_n\} \) such that observations on \( S \) maximize the accuracy of estimating \( \theta^* \) for some criterion. Under the Gaussian assumption on the noise, for a set of observations \( S \), the maximum likelihood estimator for \( \theta^* \) is the ordinary least squares solution on \( S \), i.e., \( \hat{\theta} = \arg\min_y (\sum_{i \in S} |v_i^\top \theta - y_i|^2) \). A simple computation shows that \( \hat{\theta} - \theta^* \) is distributed as
a $d$-dimensional Gaussian with covariance matrix proportional to $\left(\sum_{i \in S} v_i v_i^T\right)^{-1}$. One optimality criterion, called $D$-optimality, is to minimize the determinant of this matrix, which corresponds to minimizing the volume of the confidence ellipsoid. This can be formulated as an instance of the determinant maximization problem where the constraint matroid is the uniform matroid with rank $r$. A natural generalization of this problem is to restrict the feasible sets of observations to independent sets of a general matroid $\mathcal{M}$. This captures constraints that arise in practice. For example, some observations should be mutually exclusive, or observations should be spread apart in time or location \[\text{[TW22]}\]. Our algorithms gives a $O(d^{O(d)})$-approximation for $D$-optimal design under matroid constraints when the rank of the matroid is greater than $d$.

**Network design.** Given a graph $G = (V, E)$, a network design problem involves selecting a subgraph $H = (V, F)$ with $F \subseteq E$ such that $H$ is well-connected and $F$ satisfies some combinatorial constraints. An example of a combinatorial constraint on $F$ could be $|F| \leq k$ for some integer $k$. Li et al. \[\text{[LPYZ19]}\] consider the notion of connectivity defined by maximizing the number of spanning trees in $H$. This measure of connectivity has found applications in communication networks, network reliability, and as a predictor of the spread of information in social networks. We refer the reader to \[\text{[LPYZ19]}\] for further details. Here we note that the problem can be easily captured as a determinant maximization problem due to Kirchoff’s formula that relates the determinant of the Laplacian of a graph to the number of spanning trees in it.

### 1.1 Our Results and Contributions

Our main contribution is to give an approximation algorithm for the determinant maximization problem when the rank of the matroid $r$ more than the dimension $d$.

**Theorem 1** There is a polynomial time algorithm which, given a collection of vectors $v_1, \ldots, v_n \in \mathbb{R}^d$ and a matroid $\mathcal{M} = ([n], \mathcal{I})$ of rank $r \geq d$, returns a set $S \in \mathcal{I}$ such that

$$
\text{det} \left( \sum_{i \in S} v_i v_i^T \right) = \Omega \left( \frac{1}{d^{O(d)}} \right) \max_{S' \in \mathcal{I}} \text{det} \left( \sum_{i \in S'} v_i v_i^T \right).
$$

This matches the $d^{O(d)}$-approximate estimation algorithm of \[\text{[MNST20]}\], which only gives an estimate of the optimum value and results in $d^{O(d^2)}$-approximation algorithm. This result also complements the previous work \[\text{[BLP+22]}\] which gives an $O(r^{O(r)})$-approximation algorithm for the determinant maximization problem under a matroid constraint when the rank $r$ is at most $d$.

Throughout the paper, for a subset $S \subseteq [n]$, we also use $S$ to denote the corresponding set of vectors $\{v_i : i \in S\}$ as well as the matrix whose columns are vectors $v_i$ in $S$. We use $V_S$ to denote the matrix formed by vectors $v_i$ for $i \in S$. For a subset of vectors $S$ and vectors $u, v$, we use $S - v + u$ to denote the set $(S \setminus \{v\}) \cup \{u\}$.

**Technical Overview.** Our starting point is the local search algorithm of \[\text{[BLP+22]}\], which gives an $r^{O(r)}$-approximation when $r \leq d$. The algorithm tries to find a basis $S$ of $\mathcal{M}$ to optimize the objective $\text{det}(V_S^T V_S)$, or equivalently the product of the top $r$-eigenvalues of $V_S^T V_S$. Let $S$ be any basis of $\mathcal{M}$ with a non-zero objective. The algorithm builds a directed bipartite graph, $G(S)$, called the exchange graph of $S$ with bipartitions given by $[n] \setminus S$ and $S$. $G(S)$ contains a forward arc $u \rightarrow v$
for \( u \notin S \) and \( v \in S \) if the vectors in \( S - v + u \) are spanning in the linear matroid, and a backward arc from \( v \) to \( u \) if \( S - v + u \) is a basis of \( \mathcal{M} \). Instead of the traditional vertex weights, the exchange graph \( G(S) \) has edge weights which measure the change in objective after a single swap. The algorithm then iteratively finds a cycle \( C \) in \( G(S) \) with a really negative weight and updates the solution by swapping all elements along the cycle, i.e., \( S \leftarrow S \triangle C \). While we also follow a similar outline, the approach runs into significant challenges. Firstly, when the size of the picked set is at most \( d \), the determinant \( \det(V_S^\top V_S) \) is equal to the square of the \( r \)-dimensional volume of the parallelepipeds spanned by the vectors in \( S \). So, the weight of a forward arc \( u \to v \) is simply the ratio of the volume of the parallelepipeds spanned by vectors in \( S - v + u \) and \( S \). This ratio can be reduced to a simple form using orthogonal projections. When \( r > d \), this geometric relation, and the corresponding arc weights are no longer meaningful. In what follows, we show how to modify the algorithm to work in our case. In particular, we take a more algebraic rather than geometric approach. In our analysis, we crucially utilize the sparsity guarantees of a convex programming relaxation [MNST20] to avoid approximation factors that depend on the rank of the matroid \( r \).

We now outline the approach in detail, identifying crucial places where we need to take a different approach. The first critical difference is the weights on the edges of the exchange graph. Following [BLP+22], a natural approach would be to assign weight on forward arc \( u \to v \) with \( u \notin S, v \in S \) in the exchange graph as the logarithm of the ratio of objective when we replace \( v \) with \( u \) in the current basis \( S \). So, for any \( u \notin S \) and \( v \in S \), \( w(u \to v) = -\frac{1}{2} \log \frac{\det(V_S V_S^\top - vv^\top + uu^\top)}{\det(V_S V_S^\top)} \). While in the case when \( r = d \), the \( w(u \to v) \) can be interpreted nicely using the geometric equivalence to volumes of parallelepipeds, and they also appear as entries of a natural linear map. But in our case, we take a more algebraic approach as such a simple geometric interpretation of the determinant does not exist when \( r > d \). Using the matrix determinant lemma, we have

\[
w(u \to v) = -\frac{1}{2} \log \det \left( V_S V_S^\top - vv^\top + uu^\top \right) + \frac{1}{2} \log \det(V_S V_S^\top) = \frac{1}{2} \log \left[ \frac{(u^\top (V_S V_S^\top)^{-1} v)^2}{1} + \left(1 + u^\top (V_S V_S^\top)^{-1} u\right) \cdot \left(1 - v^\top (V_S V_S^\top)^{-1} v\right) \right]. \tag{1} \]

We consider the two terms in equation (1) separately and define two forward arcs, denoted by \( u \xrightarrow{\perp} v \) and \( u \xrightarrow{\parallel} v \) in \( G(S) \) for every \( u \in [n]\setminus S \) and \( v \in S \). We introduce separate weights for the two new types of edges so that, with weight \( -\log \left( |u^\top (V_S V_S^\top)^{-1} v| \right) \) for arcs of type I and a weight of \( -\log \sqrt{(1 + u^\top (V_S V_S^\top)^{-1} u)(1 - v^\top (V_S V_S^\top)^{-1} v)} \) for arcs of type II.

The next step is to show that if the current solution \( S \) is significantly suboptimal, then there exists a cycle \( C \) in the exchange graph of \( S \) with the weights defined via equation (1) having a significantly negative total weight. We call such a cycle an \( f \)-violating cycle (formally defined in Definition 6). When \( r \leq d \), the weights of the arcs in cycle \( C \) correspond to entries of a linear map between \( S \) and the optimal solution. This linear map is used crucially to imply the existence of such an \( f \)-violating cycle. But the existence of such a linear map relies on the fact that the chosen vectors in \( S \) must be linearly independent but clearly, that is not the case when \( r > d \). Instead, we show that the arc weights defined in equation (1) are closely related to entries of a bilinear map given by the inner product space induced by the matrix \( (V_S V_S^\top)^{-1} \) (see Definition 1). The matrix \( (V_S V_S^\top)^{-1} \) completely describes the change in the determinant of \( S \) when adding or removing vectors from \( S \) (see Lemma 3). Moreover, the change in determinant is precisely equal to the determinant of a
matrix whose entries are from this inner product space and, therefore, bilinear in the vectors being added and removed. The bilinearity is crucial to relate arc weights in the exchange graph with the change in determinant. It allows us to use the Cauchy-Schwarz inequality and similar tools (see in Lemma 5).

Our algorithm uses $f$-violating cycles to both identify a suboptimal solution and modify it to a better valued solution. Therefore the algorithm’s approximation factor depends on the optimality gap between the current and the optimal solution up to which we can find an $f$-violating cycle. The next challenge is that we can only guarantee the existence of an $f$-violating cycle when the current solution $S$ is suboptimal compared to the optimal solution $S^*$ by a factor that depends exponentially on $|SΔS^*|$, which can be as large as $2r$. To control the size of the symmetric difference between the current and the optimal solution, we use a convex program introduced in [MNST20] (discussed in Section 2.3) to obtain sparse support for the matroid as a preprocessing step. This step reduces the problem to the case when the symmetric difference between $S$ and $S^*$ can be at most $3d^2$, allowing us to prove a guarantee that depends only on the dimension $d$ and not on the rank of the matroid $r$. Naively using this guarantee gives an approximation factor exponential in $O(d^2)$. To obtain the appropriate dependence in $d$, we use properties of matroids to carefully construct an $f$-violating cycle $C$ with at most $2d$ arcs as long as our current solution $S$ is suboptimal compared to the optimal solution $S^*$ by a factor of at least $d^{cd}$ for some constant $c$.

We now state our main lemma about the existence of $f$-violating cycles.

**Lemma 1** Let the number of elements in the ground set of $M$ be $r + k$, and define $f : \mathbb{Z}_+ \to \mathbb{Z}_+$ as $f(i) = \max\{2, (i!)^{11}\}$. For any basis $S$ of $M$ with $\det(V_S V_S^T) > 0$, if there exists a basis $T$ such that $\det(V_T V_T^T) > \det(V_S V_S^T) \cdot d^{4d} \cdot k^d \cdot f(2d)$, then there exists a cycle $C$ with at most $2d$ arcs in $G(S)$ such that

$$\sum_{e \in C} w(e) \leq -\log(f(|C|/2)).$$

As discussed above, we use a convex program introduced in [MNST20] to ensure $k = O(d^2)$ in the above lemma.

After finding a minimal $f$-violating cycle $C$, we update $S \leftarrow SΔC$. Our final step is to prove that updating any basis $S$ with a minimal $f$-violating cycle, $C$ in $G(S)$, strictly increases the determinant while keeping the new solution independent in the matroid $M$.

**Theorem 2** Let $C$ be a minimal $f$-violating cycle in $G(S)$ and let $T = SΔC$. Then $T$ is independent in $M$ and $\det(V_T V_T^T) > 2 \cdot \det(V_S V_S^T)$.

If there are no type II arcs in a minimal $f$-violating cycle $C$, then our proof follows a similar argument as in [BLP+22]. The existence of type II arcs creates significant challenges. First, we show that $C$ can contain only one type II arc (see Lemma 7). Second, exchanging on a type II arc changes the inner product space associated with the solution predictably by introducing additional bilinear error terms. We use the minimality of cycle $C$ to bound these error terms so that the problem reduces to the case when there is no type II arc in $C$. Lemma 1 and Theorem 2 together guarantee that as long as the current solution $S$ is sub-optimal to a factor of $O(d^{O(d)})$ compared to the optimal solution, the algorithm will be able to find a cycle $C$ in $G(S)$ such that the determinant of $SΔC$ is strictly greater than the determinant $S$ by a factor of two. By iteratively finding and exchanging on such cycles, we obtain Theorem 1.
1.2 Related Work

Determinant Maximization Under Cardinality Constraints. Cardinality constraints can be represented as a uniform matroid constraint, and even in this special case, the determinant maximization problem is NP-hard [Wel82]. There has been substantial work on approximation algorithms for this problem [Kha96, DSEFM15, Nik15, ALSW17, SX18, MNST20], and the best known approximation algorithms provide an $\epsilon d$-approximation when $r \geq d$ [SX18]. Improved results are known when $r$ is significantly larger than $d$. Allen-Zhu et al. [ALSW17] give a $(1+\epsilon)^d$-approximation when $r \geq \frac{d^2}{\epsilon}$ using spectral sparsification methods. The same guarantee can also be obtained when $r \geq \frac{d^2}{\epsilon}$ [MSTX19] using the local search method.

Determinant Maximization Under Matroid Constraints. With general matroid constraints, there are $e^{O(r)}$-estimation algorithms when $r \leq d$ [NS16, AG17, ALGV19] and a min$\{e^{O(r)}, O(d^{O(d)})\}$-estimation algorithm when $r \geq d$ [MNST20]. These algorithms use a convex relaxation of the problem and a connection to real stable polynomials and only estimate the optimum value. They can be derandomized into deterministic algorithms, which provide an $e^{O(r^2)}$-approximation when $r \leq d$ and an $O(d^{O(d)})$-approximation [MNST20] when $r \geq d$.

Another approach uses a non-convex program to efficiently find an approximate solution [ESV17] when the constraint matroid is either a partition or a regular matroid. For a partition matroid with parts of constant size and rank $r \leq d$, they provide a $c r$-approximation for some constant $c > 0$, and for regular matroids of rank $d$, the approximation factor is a function of the size of the ground set of the matroid.

1.3 Organization

In section 2, we discuss a few useful linear algebra primitives, then formally define the exchange graph and discuss the convex programming relaxation of the problem from [MNST20]. Finally, we state our algorithm for determinant maximization under matroid constraints. In section 3, we show the existence of an $f$-violating cycle under appropriate suboptimality conditions and prove Lemma 3. In Section 4, we prove Theorem 2, which guarantees that our objective increases by a factor of 2 after updating along an $f$-violating cycle. In Appendix A, we provide some of the definitions and preliminaries related to matroids along with the proof of Theorem 1. We state the omitted proofs and lemmas from Section 3 and Section 4 in Appendices B and C respectively. In Appendix D, we provide a bound on the permanent of a matrix arising from a minimal $f$-violating cycle (first proved in [BLP+22]), which is crucial for our algorithm’s success.

2 Preliminaries

As stated in the introduction, for a subset $S \subseteq [n]$, we also use $S$ to denote the corresponding set of vectors $\{v_i : i \in S\}$. We use $V_S$ to denote the matrix formed by vectors $v_i$ for $i \in S$. For a subset of vectors $S$ and vectors $u, v$, we use $S - v + u$ to denote the set $(S \setminus \{v\}) \cup \{u\}$.
2.1 Linear Algebra

**Lemma 2 (Matrix determinant lemma)** Suppose $A$ is an invertible $d \times d$ and $U, V$ are $d \times \ell$ matrices. Then $\det(A + UV^T) = \det(A) \cdot \det(I_\ell + V^T AU)$.

Throughout the paper, we use the following lemma to measure the change in determinant when updating the current basis $S$.

**Lemma 3 (Determinant Update)** Suppose $S$ is a basis of $\mathcal{M}$ which is also linearly spanning and $X, Y \subset [n]$ with $|X| = |Y| = \ell$ and $Y \subset S$. Let $T = (S \cup X) \setminus Y$. Then

$$\det(V_T V_T^T) = \det(V_S V_S^T) \cdot \det \left( I_{2\ell} + \begin{bmatrix} V_X (V_S V_S^T)^{-1} V_X & -V_X (V_S V_S^T)^{-1} V_Y \\ V_Y (V_S V_S^T)^{-1} V_X & -V_Y (V_S V_S^T)^{-1} V_Y \end{bmatrix} \right).$$

**Proof** Expanding $V_T V_T^T$ gives

$$\det(V_T V_T^T) = \det(V_S V_S^T + V_X V_X^T - V_Y V_Y^T) = \det \left( V_S V_S^T + [V_X - V_Y] [V_X V_Y]^T \right).$$

Using the matrix determinant lemma gives

$$\det(V_T V_T^T) = \det(V_S V_S^T) \cdot \det \left( I_{2\ell} + \begin{bmatrix} V_X (V_S V_S^T)^{-1} V_X & -V_X (V_S V_S^T)^{-1} V_Y \\ V_Y (V_S V_S^T)^{-1} V_X & -V_Y (V_S V_S^T)^{-1} V_Y \end{bmatrix} \right).$$

\[\square\]

For any basis $S$ which is linearly spanning, Lemma 3 implies that the matrix $(V_S V_S^T)^{-1}$ completely characterizes the change in the determinant of $S$ via the inner product space $\mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} : (u, v) \mapsto u^T (V_S V_S^T)^{-1} v$. For ease of notation, we formally define the inner product space induced by $(V_S V_S^T)^{-1}$.

**Definition 1** For any basis $S$ which is linearly spanning, we use $\langle \cdot, \cdot \rangle_S$ to denote the inner product induced by $(V_S V_S^T)^{-1}$ and $\| \cdot \|_S$ to denote the corresponding norm. For any $u, v \in \mathbb{R}^d$, $\langle u, v \rangle_S = u^T (V_S V_S^T)^{-1} v$ and $\|u\|_S = \sqrt{\langle u, u \rangle_S}$.

2.2 Exchange Graph

We now formally define the exchange graph $G(S)$ and the two types of arc weights in $G(S)$. We also define cycle weights and the notion of $f$-violating cycles, which was first introduced in [BLP+22].

**Definition 2 (Exchange graph)** For a subset of vectors $S = \{v_1, \ldots, v_r\}$ such that $S$ is independent in $\mathcal{M}$ and $S$ is a linearly spanning in $\mathbb{R}^d$, we define the exchange graph of $S$, denoted by $G(S)$, as a bipartite graph, where the right-hand bipartition consists of vectors in $S$, and the left-hand bipartition consists of all
the vectors not in $S$. There is an arc from $v \in S$ to $u \notin S$ if $S - v + u$ is independent in $\mathcal{M}$. There are two arcs, labeled I and II, from a vertex $u \notin S$ to a vertex $v$ in $S$ in $S - v + u$ is a linear spanning set.

We now formally define the weight functions for arcs of type I and type II.

**Definition 3 (Weight functions)** In the exchange graph $G(S)$, all the backward arcs, from a vector $v \in S$ to a vector $u \in [n] \setminus S$, have weight 0. The two forward arcs from $u \in [n] \setminus S$ to $v \in S$ have weights

$$w(u \overset{I}{\rightarrow} v) = -\log |u^\top (V_S V_S^\top)^{-1} v| = -\log |\langle u, v \rangle_S|,$$

$$w(u \overset{II}{\rightarrow} v) = -\log \sqrt{(1 + u^\top (V_S V_S^\top)^{-1} u) \cdot (1 + v^\top (V_S V_S^\top)^{-1} v)}$$

$$= -\log \sqrt{(1 + \|u\|_S^2) \cdot (1 - \|v\|_S^2)}.$$

The following lemma, which is a direct corollary of Lemma 3, gives some intuition behind the chosen definitions.

**Lemma 4** Let $S$ be a solution with $\det(V_S V_S^\top) > 0$ and $u \notin S$. Then for every $v \in S$ $\det(V_S V_S^\top - vv^\top + uu^\top) / \det(V_S V_S^\top) = \exp \left(-2 \cdot w(u \overset{I}{\rightarrow} v)\right) + \exp \left(-2 \cdot w(u \overset{II}{\rightarrow} v)\right)$.

To characterize the set of really negative cycles, we use the following function $f$.

**Definition 4 (Function $f$)** We define $f : \mathbb{Z}_+ \rightarrow \mathbb{Z}_+$ as $f(1) = 2$, and $f(i) = (i!)^{11}$ for all $i \geq 2$.

Now we redefine cycle weights, $f$-violating cycles, and minimal $f$-violating cycles with respect to the weights introduced above.

**Definition 5 (Cycle Weight)** The weight of a cycle $C$ in $G(S)$ is defined as $w(C) = \sum_{e \in C} w(e)$.

We use $|C|$ to denote the number of arcs in cycle $C$ and $\text{ver}(C)$ to denote the set of vertices in cycle $C$. For a basis $S$ and cycle $C$ in $G(S)$, we use $S \triangle C$ to denote the symmetric difference of $S$ and $\text{ver}(S)$.

**Definition 6 ($f$-Violating Cycle)** A cycle $C$ in $G(S)$ is called an $f$-violating cycle if $w(C) < -\log f(|C|/2)$.

**Definition 7 (Minimal $f$-Violating Cycle)** A cycle $C$ in $G(S)$ is called a minimal $f$-violating cycle if

- $C$ is an $f$-violating cycle, and
- for all cycles $C'$ such that $\text{ver}(C') \subseteq \text{ver}(C)$, $C'$ is not an $f$-violating cycle.

A minimal $f$-violating cycle in $G(S)$ (if one exists) can be found in polynomial time following the same method as [BLP+22].
2.3 Convex Program

To guarantee the existence of an \( f \)-violating cycle, Lemma 1 requires that the ground set of \( \mathcal{M} \) has cardinality at most \( r + \text{poly}(d) \). A priori, this assumption might seem very limiting. However, [MNST20] gave a convex relaxation of the problem, which admits an \( r + \text{O}(d^2) \) sparse solution. For the constraint matroid \( \mathcal{M} = ([n], \mathcal{I}) \), let \( \mathcal{I}_s(\mathcal{M}) := \{ S \in \mathcal{I} : |S| = s \} \) be the set of all independent sets of size \( s \). We denote by \( \mathcal{P}(\mathcal{M}) \) the matroid base polytope of \( \mathcal{M} \), which is the convex hull of the bases of \( \mathcal{M} \). For any vector \( z \in \mathbb{R}^n \) and a subset \( S \subseteq [n] \), let \( z(S) := \sum_{i \in S} z_i \). We let \( Z = \{ z \in \mathbb{R}^n : \forall S \in \mathcal{I}_d(\mathcal{M}), z(S) \geq 0 \} \). In [MNST20], they introduce the optimization problem

\[
\sup_{x \in \mathcal{P}(\mathcal{M})} \inf_{z \in Z} g(x, z) := \log \det \left( \sum_{i \in N} x_i e^z_i v_i^\top \right).
\]

The above program is a convex relaxation of the determinant maximization problem. Let \( \text{OPT}_{\text{CP}} \) denote the optimal value of the convex program and let \( \text{OPT} \) denote the optimal value of the determinant maximization problem on \( \mathcal{M} \). We require the following fact about this convex program which can be found in [MNST20].

**Theorem 3** [MNST20] Given vectors \( v_1, \ldots, v_n \) with constraint matroid \( \mathcal{M} = ([n], \mathcal{I}) \), there is a polynomial time algorithm that returns an optimal solution \( \hat{x} \) to \( \text{CP} \) such that \( |\text{supp}(\hat{x})| \leq r + 2 \left( \frac{d+1}{2} + d \right) \) where \( \text{supp}(\hat{x}) \) is the set of variables with a non-zero value. Moreover, there exists a basis \( T \subseteq \text{supp}(\hat{x}) \) such that

\[
\det \left( \sum_{i \in T} v_i v_i^\top \right) \geq (2e^5 d)^{-d} \cdot \max_{S \in \mathcal{I}} \det \left( \sum_{i \in S^*} v_i v_i^\top \right).
\]

Note that [MNST20] does not explicitly address the existence of the set \( T \). They instead provide a randomized rounding algorithm that achieves the determinant bound in expectation (See the proof of Theorem 2.3 in [MNST20] for details), thus implying the existence of such a basis \( T \). We only need the existential result for the success of our algorithm.

2.4 Algorithm

We begin by finding a sparse optimal fractional solution \( \hat{x} \) to \( \text{CP} \). We then define a new matroid restricted to the support of \( \hat{x} \). After this, our algorithm is structurally identical to the algorithm in [BLP+22].

**Algorithm 1** Algorithm to find an approximation to \( \text{OPT} \)

**Input:** \( \mathcal{M} = ([n], \mathcal{I}), V = \{v_1, \ldots, v_n\}, \hat{x} \)

\( E \leftarrow \text{supp}(\hat{x}) \)

\( \mathcal{M}_E \leftarrow (E, \mathcal{I}_{|E|}) \)

\( S \leftarrow \text{basis of } \mathcal{M}_E \text{ with } \det(V_S V_S^\top) > 0 \)

**while** there exists an \( f \)-violating cycle in \( G(S) \)**

\( C = \text{minimal } f \text{-violating cycle in } G(S) \)

\( S = S \triangle C \)

**end while**

Return \( S \)
When we update \( S \leftarrow S \triangle C \), Theorem 2 guarantees that the new set is independent in the constraint matroid \( \mathcal{M} \) and its determinant is strictly greater than that of \( S \).

\section{Sparsity and Existence of a Short Cycle}

In this section, we prove if the size of the ground set of \( \mathcal{M} \) is \( r + k \), and \( S \) is a basis with sub-optimality ratio \( d^k \cdot k^d \cdot f(2d) \), then \( G(S) \) contains an \( f \)-violating cycle. Combining this with the sparsity guarantee of \( (CPT) \) ensures that an optimality gap of \( d^c \) (for some constant \( c \)) suffices for the existence of an \( f \)-violating cycle.

We start by proving there exists a basis \( T \) such that the symmetric difference between \( T \) and \( S \) is \( \ell \) and the ratio of the determinants of \( T \) and \( S \) is at least \( (2\ell)! \), then \( G(S) \) contains an \( f \)-violating cycle (see Lemma 5). A crucial ingredient of this proof is to relate the inner product space induced by \( (V_S V_S^T)^{-1} \) to arc weights in \( G(S) \). With this fact in hand, we use the augmentation property of matroids to construct a basis that differs from \( S \) in only \( 2d \) elements to complete the proof of Lemma 1.

We restate Lemma 1 for the reader’s convenience.

**Lemma 1** Let the number of elements in the ground set of \( \mathcal{M} \) be \( r + k \), and define \( f : \mathbb{Z}_+ \to \mathbb{Z}_+ \) as \( f(i) = \max\{2, (il)^{11}\} \). For any basis \( S \) of \( \mathcal{M} \) with \( \det(V_S V_S^T) > 0 \), if there exists a basis \( T \) such that \( \det(V_T V_T^T) > \det(V_S V_S^T) \cdot d^k \cdot f(2d) \), then there exists a cycle \( C \) with at most \( 2d \) arcs in \( G(S) \) such that

\[
\sum_{e \in C} w(e) \leq -\log(f(|C|/2)).
\]

**Proof** Let \( T = \{u_1, u_2, \ldots, u_r\} \) and \( S = \{v_1, v_2, \ldots, v_r\} \) such that \( S - v_i + u_i \in \mathcal{I} \) for all \( i \in [r] \). By Fact 1 such an ordering always exists. Using the Cauchy-Binet formula,

\[
\frac{\det(V_T V_T^T)}{\det(V_S V_S^T)} = \sum_{|Y|=d} \frac{\det(V_Y V_Y^T)}{\det(V_S V_S^T)} = \sum_{|Y|=d} \det(V_Y^T (V_S V_S^T)^{-1} V_Y) . \tag{2}
\]

Define \( U := T \setminus S \). Since the ground set contains \( r + k \) elements, \( |U| \leq k \). We partition the set of all \( d \)-subsets of \( T \) by their intersection with \( U \). For a set \( W \subseteq U \), let \( S_W = \{Y : Y \subseteq T, |Y| = d, Y \cap U = W\} \). Then

\[
\frac{\det(V_T V_T^T)}{\det(V_S V_S^T)} = \sum_{|Y|=d} \det(V_Y^T (V_S V_S^T)^{-1} V_Y) = \sum_{W \subseteq U, |W| \leq d} \sum_{Y \in S_W} \det(V_Y^T (V_S V_S^T)^{-1} V_Y) .
\]

The number of subsets of \( U \) of size at most \( d \) is \( \sum_{d=0}^d \binom{k}{d} \leq d \cdot (k/d)^d \). Therefore, there exists a \( W \subseteq U \) with \( |W| \leq d \) such that

\[
\sum_{Y \in S_W} \det(V_Y^T (V_S V_S^T)^{-1} V_Y) \geq d^{d-1} \cdot k^{-d} \cdot \frac{\det(V_T V_T^T)}{\det(V_S V_S^T)} \geq (2d)! \cdot f(2d) ,
\]

where the last inequality follows from the hypothesis of the lemma.
Again, using the Cauchy-Binet formula on $T_i$ for any $M$ entries in the top left block is equal to the number of permutation entries in the bottom right block.

Then there exists an $f$-violating cycle in $G$.

Lemma 5  Let $T, S$ be two bases of $M$ such that $|T \setminus S| = \ell$ and $\det(V_T V_T^T) \geq \det(V_S V_S^T) \cdot (2\ell)! \cdot f(2\ell)$. Then there exists an $f$-violating cycle in $G(S)$.

Proof. Let $X := T \setminus S$ and $Y := S \setminus T$. Using Lemma 3, we have

\[
\frac{\det(V_T V_T^T)}{\det(V_S V_S^T)} = \det \left( \begin{bmatrix} I_\ell + V_X^T (V_S V_S^T)^{-1} V_X & -V_X^T (V_S V_S^T)^{-1} V_Y \\ -V_Y^T (V_S V_S^T)^{-1} V_X & I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y \end{bmatrix} \right).
\]

Let $A := \begin{bmatrix} I_\ell + V_X^T (V_S V_S^T)^{-1} V_X & -V_X^T (V_S V_S^T)^{-1} V_Y \\ -V_Y^T (V_S V_S^T)^{-1} V_X & I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y \end{bmatrix}$ and $a_{ij} := [A]_{i,j}$. Expanding the determinant of $A$ gives

\[
|\det(A)| = |\sum_{s \in S_{2\ell}} \prod_{i=1}^{2\ell} a_{i,\sigma(i)}| \leq \sum_{s \in S_{2\ell}} |\prod_{i=1}^{2\ell} a_{i,\sigma(i)}|.
\]

Since $|S_{2\ell}| = (2\ell)!$, there exists a permutation $\tau \in S_{2\ell}$ such that

\[
\prod_{i=1}^{2\ell} |a_{i,\tau(i)}| \geq \frac{1}{(2\ell)!} \cdot \frac{\det(V_T V_T^T)}{\det(V_S V_S^T)} \geq f(2\ell).
\]

We now relate $|a_{i,\tau(i)}|$ to the weight of an arc in $G(S)$ for every $i$ and then use those arcs to construct a set of cycles, one of which will give an $f$-violating cycle.

To bound $|a_{i,\tau(i)}|$, consider the partition of the set of indices, $[2\ell]$, into four sets according to $\tau$ as follows. Let $I_1 = \{i \in [\ell] : \tau(i) \leq \ell\}$, $I_2 = \{i \in [\ell] : \tau(i) > \ell\}$, $I_3 = \{i \in [\ell, \ell + 2\ell] : \tau(i) \leq \ell\}$, and $I_4 = \{i \in [\ell, \ell + 2\ell] : \tau(i) > \ell\}$ (see Figure 1). Note that $|I_1| = |I_4|$; the number of permutation entries in the top left block is equal to the number of permutation entries in the bottom right block. Let $X = \{u_1, u_2, \ldots, u_\ell\}$ and $Y = \{v_\ell+1, v_{\ell+2}, \ldots, v_{2\ell}\}$ so that $S - v_\ell+1 + u_\ell \in I$ for all $i \in [\ell]$.

For any $i \in I_1$,

\[
|a_{i,\tau(i)}| \leq 1 + |u_i^T (V_S V_S^T)^{-1} u_{\tau(i)}| = 1 + |\langle u_i, u_{\tau(i)} \rangle_S| \leq 1 + \|u_i\|_S \cdot \|u_{\tau(i)}\|_S \quad \text{(by Cauchy Schwarz)}
\]

\[
\leq \sqrt{(1 + \|u_i\|^2_S) \cdot (1 + \|u_{\tau(i)}\|^2_S)}.
\]

For any $i \in I_4$ with $i \neq \tau(i)$, by Lemma 8, $|a_{i,\tau(i)}| = |\langle v_i, v_{\tau(i)} \rangle_S| \leq \sqrt{(1 - \|v_i\|^2_S) \cdot (1 - \|v_{\tau(i)}\|^2_S)}$.
Putting it all together,

For \( i \)

\[
\det |\langle \delta \rangle|_{\tau} = |\langle u_i, v_{\tau(i)} \rangle|_S.
\]

Similarly, for \( i \in I_3 \),

\[
|\langle u_{i,\tau(i)} \rangle|_S = |\langle u_{i,\tau(i)}, v_i \rangle|_S.
\]

Putting it all together,

\[
\prod_{i=1}^{2\ell} |a_{i,\tau(i)}| = \left( \prod_{i \in I_1} |a_{i,\tau(i)}| \right) \cdot \left( \prod_{i \in I_2} |a_{i,\tau(i)}| \right) \cdot \left( \prod_{i \in I_3} |a_{i,\tau(i)}| \right)
\]

\[
\leq \left( \prod_{i \in I_1} \sqrt{1 + \|u_i\|_S^2} \cdot (1 + \|u_{\tau(i)}\|_S^2) \right) \cdot \left( \prod_{i \in I_2} \sqrt{1 - \|v_i\|_S^2} \cdot (1 - \|v_{\tau(i)}\|_S^2) \right)
\]

\[
\cdot \prod_{i \in I_3} |\langle u_i, v_{\tau(i)} \rangle|_S \cdot \prod_{i \in I_3} |\langle u_{i,\tau(i)}, v_i \rangle|_S.
\]

Figure 1: A permutation and corresponding index partition when \( \ell = 4 \).

This inequality is trivially true when \( \tau(i) = i \) as \( a_{i,i} = (1 - \|v_i\|_S^2) \) for all \( i \in I_4 \).

For \( i \in I_2 \), \( |a_{i,\tau(i)}| = |u_i^T (V_S^T V_S)^{-1} v_{\tau(i)}| = |\langle u_i, v_{\tau(i)} \rangle|_S \).

We will now relate the R.H.S. of the inequality to the weights of cycles in \( G(S) \). For this purpose, we define a new permutation \( \delta \) as follows. Since \( |I_1| = |I_4| \), first define a bijection \( h : I_1 \to I_4 \). Then the permutation \( \delta \) is given by \( \delta(i) = \tau(h(i)) \) for every \( i \in I_1 \), \( \delta(i) = \tau(h^{-1}(i)) \) for every \( i \in I_4 \), and \( \delta(i) = \tau(i) \) for any \( i \in I_2 \cup I_3 \). Then the inequality becomes

\[
\prod_{i=1}^{2\ell} |a_{i,\tau(i)}| \leq \prod_{i \in I_1} \sqrt{1 + \|u_i\|_S^2} \cdot (1 - \|u_{\delta(i)}\|_S^2) \cdot \prod_{i \in I_2} \sqrt{1 - \|v_i\|_S^2} \cdot (1 + \|u_{\delta(i)}\|_S^2)
\]

\[
\cdot \prod_{i \in I_3} |\langle u_i, v_{\delta(i)} \rangle|_S \cdot \prod_{i \in I_3} |\langle u_{i,\tau(i)}, v_i \rangle|_S.
\]

(4)

where we have swapped some terms using the new permutation to ensure that each square root has one addition and one subtraction term. We claim that \( S + u_i - v_{\delta(i)} \) is a linear spanning subset of \( \mathbb{R}^d \) for any \( i \in I_1 \cup I_2 \). To observe this, note that \( \det(V_S V_S^T + u_i u_i^T - v_{\delta(i)} v_{\delta(i)}^T) = \det(V_S V_S^T) \cdot (\|u_i\|_S^2 + (1 + \|u_i\|_S^2) \cdot (1 - \|v_{\delta(i)}\|_S^2)) \) from Lemma 4. Since \( \prod_{i=1}^{2\ell} |a_{i,\tau(i)}| > 0 \), inequality (4) implies, either \( |\langle u_i, v_{\delta(i)} \rangle|_S > 0 \) or \( (1 + \|u_i\|_S^2) \cdot (1 - \|v_{\delta(i)}\|_S^2) > 0 \) for every \( i \in I_1 \cup I_2 \). Therefore \( \det(V_S V_S^T + u_i u_i^T - v_{\delta(i)} v_{\delta(i)}^T) > 0 \) and \( S + u_i - v_{\delta(i)} \) is a linearly spanning set of cardinality \( r \). So,
Consider a weighted bipartite graph \( H(S) \) with bipartitions \( X \) and \( Y \), and forward arcs \( u_i \xrightarrow{\text{in}} v_{\delta(i)} \) for all \( i \in I_1 \), \( u_i \xrightarrow{\text{out}} v_{\delta(i)} \) for all \( i \in I_2 \), \( u_{\delta(i)} \xrightarrow{\text{in}} v_i \) for all \( i \in I_3 \), \( u_{\delta(i)} \xrightarrow{\text{out}} v_i \) for all \( i \in I_4 \). Additionally, for each \( i \in [\ell] \), we add two backward arcs from \( v_{\ell+i} \rightarrow u_i \) with weight 0 to \( H(S) \). Since \( S - v_{\ell+i} + u_i \in \mathcal{I} \), \( v_{\ell+i} \rightarrow u_i \) is also an arc in \( G(S) \). So the arcs in \( H(S) \) are a multiset of arcs in \( G(S) \).

\( H(S) \) contains \( 4\ell \) arcs with every vertex incident to exactly two incoming arcs and two outgoing arcs. Therefore \( H(S) \) is an Eulerian graph, and we can decompose it into arc disjoint cycles \( C_1, \ldots, C_k \). So, summing over the weights of arcs in \( H(S) \) gives

\[
\sum_{i \in I_1} w(u_i \xrightarrow{\text{in}} v_{\delta(i)}) + \sum_{i \in I_4} w(u_{\delta(i)} \xrightarrow{\text{in}} v_i) + \sum_{i \in I_2} w(u_i \xrightarrow{\text{out}} v_{\delta(i)}) + \sum_{i \in I_3} w(u_{\delta(i)} \xrightarrow{\text{out}} v_i) = \sum_{i=1}^k w(C_i).
\]

Taking exponential and using (5), we get \( \prod_{i=1}^k \exp(-w(C_i)) \geq f(2\ell) \). Since \( C_1, \ldots, C_k \) are arc disjoint and \( H(S) \) contains \( 4\ell \) arcs, \( \sum_{i=1}^k |C_i| = 4\ell \). Now using the fact that \( f(a) \cdot f(b) \leq f(a+b) \), we get

\[
\prod_{i=1}^k \exp(-w(C_i)) \geq f(2\ell) \geq \sum_{i=1}^k f(|C_i|/2).
\]

So there exists a cycle \( C \) in \( C_1, \ldots, C_k \) such that \( \exp(-w(C)) > f(|C|/2) \). Since every arc in \( H(S) \) is also an arc in \( G(S) \), the cycle \( C \) is present in \( G(S) \) too. Therefore \( C \) is an \( f \)-violating cycle in \( G(S) \).

\( \square \)

### 4 Short Cycles give Large Improvement

In this section, we prove that exchanging on a minimal \( f \)-violating cycle in \( G(S) \) gives a basis whose determinant is strictly larger than \( S \). We first show that any minimal \( f \)-violating cycle contains at most one edge of type II (see Lemma 7). Using this observation, we bound the change in determinant in two steps.

First, if the minimal \( f \)-violating cycle, \( C \), only contains type I edges, then the proof follows the
We prove this lemma by induction on the number of arcs in $T$. Let $T = SΔC$, then
\[
\det(V_TV_T^T) \geq \det(V_SV_S^T) \cdot \det(V_{T\setminus S}(V_SV_S^T)^{-1}V_{S\setminus T})^2,
\]
(see Lemma 10). Every non-zero entry of $V_{T\setminus S}(V_SV_S^T)^{-1}V_{S\setminus T}$ corresponds to the weight of a type I arc whose endpoints lie in the vertices of $C$. Using the minimality of $C$, the problem of bounding $|V_{T\setminus S}(V_SV_S^T)^{-1}V_{S\setminus T}|$ can be reduced to bounding the determinant of a numerical matrix whose entries depend only on the function $f$ and the number of edges in $C$, $|C|$. Using properties of the function $f$, we prove that when $C$ is a minimal $f$-violating cycle with only type I edges,
\[
|\det(V_{T\setminus S}(V_SV_S^T)^{-1}V_{S\setminus T})| \gg 1.
\]
Otherwise, if $C$ contains exactly one type II edge $e = (u \xrightarrow{v} v)$, we first bound the change induced by exchanging on $e$, i.e., $\det(V_{S-v+u}V_{S-v+u}^T) / \det(V_SV_S^T)$, and then the change caused by swapping on the remaining edges in $C\setminus e$. The main new ingredient in our proof is the change in the determinant when updating $S-v+u$ by $C\setminus e$ is approximately the same as the change in determinant when updating $S$ by $C\setminus e$, i.e.,
\[
\frac{\det(V_{SAC}V_{SAC}^T)}{\det(V_SV_S^T)} = \frac{\det(V_{S-v+u}V_{S-v+u}^T)}{\det(V_SV_S^T)} \cdot \frac{\det(V_{(S-v+u)Δ(C\setminus e)}V_{(S-v+u)Δ(C\setminus e)}^T)}{\det(V_{S-v+u}V_{S-v+u}^T)}.
\]
To prove this, we show that the inner product space induced by $(V_{S-v+u}V_{S-v+u}^T)^{-1}$ does not deviate much from the inner product space induced by $(V_SV_S^T)^{-1}$. As these inner product spaces completely characterize the change in determinant, the inequality follows.

We crucially use the following lemma, first proved in [BLP+22], to prove quantitative versions of (6) and (7).

**Lemma 6** Let $A_\ell \in \mathbb{R}^{\ell \times \ell}$ satisfy the following properties:

(i) $a_{i,j} > 0$ for all $i \in [\ell],$

(ii) $0 \leq a_{i,j} \leq 2 \cdot f(i-j)/\prod_{t=j+1}^{\ell} a_{t,t}$ for all $j < i \leq \ell$, and

(iii) $0 \leq a_{i,j} \leq 2 \cdot f(\ell-j+i) \cdot \prod_{t=i}^{\ell} a_{t,t} / f(\ell)$ for all $i < j \leq \ell$.

Then the permanent of $A_\ell$ is at most $\prod_{i=1}^{\ell} a_{i,i} \cdot (1 + 0.05/\ell)$.

**Lemma 7** Let $C$ be a minimal $f$-violating cycle in $G(S)$. Then $C$ contains at most one edge of type II.

**Proof** We prove this lemma by induction on the number of arcs in $C$, $|C|$. Since $G(S)$ is bipartite, $|C|$ is always even. The hypothesis is trivially true for the base case when $|C| = 2$, as $C$ contains only one forward arc. Let $|C| = 2\ell$, and for the sake of contradiction, let $C$ contain two type II arcs at a distance $k$ from each other, i.e., $C = (u_1 \xrightarrow{u_2} v_1 \rightarrow u_2 \xrightarrow{u_3} v_2 \ldots u_k \xrightarrow{v_k} \ldots v_\ell \rightarrow u_1)$, such that
$v_i \in S$ and $S - v_i + u_i \mod \ell + 1$ is independent in $\mathcal{M}$ for all $i \in [\ell]$. Then consider the two cycles formed by switching the type II edges in $C$,

$$C_1 = (u_1 \xrightarrow{u} v_k \rightarrow u_{k+1} \xrightarrow{1} v_{k+2} \ldots v_\ell \rightarrow u_1) \quad \text{and} \quad C_2 = (u_k \xrightarrow{u} v_1 \rightarrow u_2 \xrightarrow{1} v_3 \ldots v_{k-1} \rightarrow u_k).$$

Rearranging the weights of the arcs, we get

$$\exp\left( -2w(u_1 \xrightarrow{u} v_1) - 2w(u_k \xrightarrow{u} v_k) \right) = \frac{1 + \|u_1\|_2^2}{1 - \|v_1\|_2^2} \cdot \frac{1 + \|u_k\|_2^2}{1 - \|v_k\|_2^2}.$$

We defer the proof of $\text{det}(V_T V_T^\top) > 2 \cdot \text{det}(V_S V_S^\top)$.

Since $C$ is $f$-violating, $\exp(-2w(u_1 \xrightarrow{u} v_1) - 2w(u_k \xrightarrow{u} v_k)) > 0$, and therefore $\text{det}(V_S V_S^\top + u_1 u_1^\top - v_k v_k^\top) > 0$ and $\text{det}(V_S V_S^\top + u_k u_k^\top - v_1 v_1^\top) > 0$. Consequently, $S + u_1 - v_k$ and $S + u_k - v_1$ are linearly spanning, and $u_1 \xrightarrow{u} v_k$ and $u_k \xrightarrow{u} v_1$ are forward arcs in $G(S)$.

So $G(S)$ contains cycles $C_1$ and $C_2$. Additionally, $w(u_1 \xrightarrow{u} v_1) + w(u_k \xrightarrow{u} v_k) = w(u_1 \xrightarrow{u} v_k) + w(u_k \xrightarrow{u} v_1)$ implies that $w(C) = w(C_1) + w(C_2)$. Since ver$(C_1) \subseteq$ ver$(C)$, ver$(C_2) \subseteq$ ver$(C)$, and $C$ is a minimal $f$-violating cycle, $C_1$ and $C_2$ are not $f$-violating, i.e., $w(C_1) \geq -\log(f(|C_1|/2)$ and $w(C_2) \geq -\log(f(|C_2|/2)$.

Thus

$$w(C) = w(C_1) + w(C_2) \geq -\log(f(|C_1|/2)) - \log(f(|C_2|/2)) > -\log(f(|C|/2),$$

where the last inequality holds because $f(a) \cdot f(b) < f(a + b)$ and $|C_1| + |C_2| = |C|$. This contradicts the fact that $C$ is $f$-violating, and therefore $C$ can contain at most one type II arc.

We are now ready to prove Theorem 2, which we restate here for convenience.

Theorem 2 Let $C$ be a minimal $f$-violating cycle in $G(S)$ and let $T = S \triangle C$. Then $T$ is independent in $\mathcal{M}$ and $\text{det}(V_T V_T^\top) > 2 \cdot \text{det}(V_S V_S^\top)$.

Proof We defer the proof of $T$ being independent to Lemma 9 in Appendix C as it is identical to the proof in [BDL+22]. For bounding the determinant of $V_T V_T^\top$, we consider two cases based on the number of type II edges in $C$:

**Case 1:** $C$ only contains edges of type I. Let $C = (u_1 \xrightarrow{1} v_1 \rightarrow u_2 \xrightarrow{1} v_2 \ldots u_\ell \xrightarrow{1} v_\ell \rightarrow u_1)$. Define $X := T \setminus S = \{u_1, \ldots, u_\ell\}$, $Y := S \setminus T = \{v_1, \ldots, v_\ell\}$, and $B := V_X^\top (V_S V_S^\top)^{-1} V_Y$. Using Lemma 10 we have

$$\text{det}(V_T V_T^\top) \geq \text{det}(V_S V_S^\top) \cdot \text{det}(V_X^\top (V_S V_S^\top)^{-1} V_Y)^2 = \text{det}(V_S V_S^\top) \cdot \text{det}(B)^2. \quad (8)$$

So it suffices to bound $|\text{det}(B)|$ to bound the change in the determinant. We claim that $B$ satisfies the prerequisites of Lemma 5, i.e.,

- for all $i < j \leq \ell$, $|b_{i,j}| \leq 2 \cdot f(\ell - j + i) / f(\ell) \cdot \prod_{\ell=1}^{\ell} |b_{i,\ell}|$
- for all $\ell \geq i > j$, $|b_{i,j}| \leq 2 \cdot f(\ell - j) / \prod_{\ell=1}^{\ell-1} |b_{i,\ell}|$. 
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For $i, j \in [\ell]$ with $i > j$, define a cycle $C_{i,j} := (u_i \xrightarrow{1} v_j \rightarrow u_{i+1} \xrightarrow{1} v_{j+1} \ldots v_{i-1} \rightarrow u_i)$. $C_{i,j}$ contains $2(i-j)$ arcs and $\text{ver}(C_{i,j}) \nsubseteq \text{ver}(C)$. So, by minimality of $C$, $C_{i,j}$ is not an $f$-violating cycle. Therefore applying Lemma 6 to $\text{ver} C_{i,j}$ gives

$$|b_{i,j}| = |\langle u_i, v_j \rangle_S| < \frac{f(i-j)}{\prod_{k=1}^{j+1} \exp(-w(u_k \rightarrow v_k))} = \frac{f(i-j)}{\prod_{k=1}^{j+1} |b_{k,k}|},$$

where the last inequality follows from the definition $|b_{i,j}| = |\langle u_i, v_j \rangle_S| = \exp(-w(u_i \rightarrow v_j)).$

For $i, j \in [\ell]$ with $i < j$, define a shortcut cycle $C_{i,j} := (v_{\ell} \rightarrow u_1 \xrightarrow{1} v_i \ldots u_i \xrightarrow{1} v_j \rightarrow v_{j+1} \ldots u_\ell \xrightarrow{1} v_{\ell}).$ $C_{i,j}$ contains $2(\ell-j+i) < 2\ell$ arcs and $\text{ver}(C_{i,j}) \nsubseteq \text{ver}(C)$. Again, by the minimality of $C$, $C_{i,j}$ is not an $f$-violating cycle. Therefore,

$$\exp(-w(C_{i,j})) = |\langle u_i, v_j \rangle_S| \cdot \prod_{k=1}^{i-1} \exp(-w(u_k \rightarrow v_k)) \cdot \prod_{k=1}^{\ell} \exp(-w(u_k \rightarrow v_k)) < f(\ell-j+i). \quad (9)$$

Since $C$ is an $f$-violating cycle, we also have $\prod_{k=1}^{\ell} \exp(-w(u_k \rightarrow v_k)) > f(\ell)$. Dividing $\text{[9]}$ by this inequality gives

$$|b_{i,j}| = |\langle u_i, v_j \rangle_S| < \frac{f(\ell-j+i)}{f(\ell)} \cdot \prod_{k=i}^{\ell} \exp(-w(u_k \rightarrow v_k)) = \frac{f(\ell-j+i)}{f(\ell)} \cdot \prod_{k=i}^{\ell} |b_{k,k}|.$$

Therefore applying Lemma 6 to $B$, we have $\text{perm}(B) \leq 1.05 \cdot \prod_{i=1}^{\ell} |b_{i,i}|$. Let $S_k$ denote the set of permutations of $[k]$, and $\text{id}_k$ denote the identity permutation on $[k]$. Then expanding the determinant of $B$ gives

$$|\text{det}(B)| = |\sum_{\sigma \in S_k} \prod_{i=1}^{\ell} b_{i,\sigma(i)}| \geq \prod_{i=1}^{\ell} |b_{i,i}| - \sum_{\sigma \in S_k \setminus \text{id}_k} \prod_{i=1}^{\ell} |b_{i,\sigma(i)}|$$

$$\geq \sum_{i=1}^{\ell} |b_{i,i}| - (\text{perm}(|B|) - \prod_{i=1}^{\ell} |b_{i,i}|)$$

$$\geq 0.95 \cdot \prod_{i=1}^{\ell} |b_{i,i}|.$$

Since $C$ is an $f$-violating, the exponential of $w(C)$ is equal to

$$\prod_{i=1}^{\ell} \exp(-w(u_i \rightarrow v_i)) = \prod_{i=1}^{\ell} |b_{i,i}| \geq f(\ell),$$

and therefore $|\text{det}(B)| \geq 0.95f(\ell)$. Plugging this bound in equation (8) gives

$$\text{det}(V_T^TV_T^\top) \geq \text{det}(V_S^TV_S^\top) \cdot |\text{det}(B)|^2 \geq (0.95 \cdot f(\ell))^2 > 2.$$  

**Case 2:** Cycle $C$ contains exactly one edge of type II. Let $C = (u_1 \xrightarrow{1} v_1 \rightarrow u_2 \xrightarrow{1} v_2 \ldots u_\ell \xrightarrow{1} v_\ell \rightarrow u_1), and define $X := T\setminus S = \{u_1, \ldots, u_\ell\}, Y := S\setminus T = \{v_1, \ldots, v_\ell\}.$
Since there could be two forward arcs from a vertex $u_i$ to a vertex $v_j$, we define a matrix $A \in \mathbb{R}^\ell \times \ell$ such that the $(i, j)$-th entry of $A$ corresponds to the arc with the lower weight. Let $[A]_{ij} := a_{ij}$ such that

- $a_{ij} = \max\{\langle u_i, v_j \rangle, \sqrt{(1 + \|u_i\|_S^2) \cdot (1 - \|v_j\|_S^2)}\}$ for all $i, j < \ell$,
- $a_{\ell j} = \sqrt{(1 + \|u_\ell\|_S^2) \cdot (1 - \|v_j\|_S^2) + \langle u_\ell, v_j \rangle^2}$ for all $j < \ell$, and
- $a_{i\ell} = \sqrt{(1 + \|u_i\|_S^2) \cdot (1 - \|v_\ell\|_S^2) + \langle u_i, v_\ell \rangle^2}$ for all $i$.

In the rest of the proof, we show that $\det(V^T_\ell V^T_\ell) \geq 0.65 \cdot (\prod_{i=1}^\ell a_{ii})^2 \cdot \det(V^T_S V^T_S)$. This proves the required increase in the determinant because of the following claim.

**Claim 4.1** The entries of the matrix $A$ satisfy

(a) $\prod_{i=1}^\ell a_{ii} \geq f(\ell),$

(b) $a_{ii} = |\langle u_i, v_i \rangle|_S$ for all $i \in [\ell - 1]$, and

(c) for any $k \in [\ell]$, the principal submatrix of $A$ corresponding to the first $k$ rows and columns, $A_{kk}$ satisfies $\det(A_{kk}) \leq (1 + 0.05/k) \cdot \prod_{i=1}^k a_{ii}$.

The proof of the claim appears in Appendix A.2.

We first bound the change in the determinant caused by swapping on the arc $(u_\ell \rightarrow v_\ell)$. Let $S_1 = S - v_\ell + u_\ell$. Using Lemma 3 on $S_1$ gives

$$\det(V^T_{S_1} V^T_{S_1}) = \det(V^T_S V^T_S) \cdot \det \left( I_2 + \begin{bmatrix} u_\ell (V^T_S V^T_S)^{-1} u_\ell & u_\ell (V^T_S V^T_S)^{-1} v_\ell \\ -v_\ell (V^T_S V^T_S)^{-1} u_\ell & -v_\ell (V^T_S V^T_S)^{-1} v_\ell \end{bmatrix} \right)$$

$$= \det(V^T_S V^T_S) \cdot \left( (1 + \|u_\ell\|_S^2) \cdot (1 - \|v_\ell\|_S^2) + \langle u_\ell, v_\ell \rangle^2_S \right) = \det(V^T_S V^T_S) \cdot a_{\ell\ell}^2. \quad \text{(10)}$$

Note that $(1 + \|u_\ell\|_S^2) \cdot (1 - \|v_\ell\|_S^2) = \exp(-2 \cdot w(u_\ell \rightarrow v_\ell)) > 0$ since the edge $(u_\ell \rightarrow v_\ell)$ belongs to the $f$-violating cycle $C$. This fact, along with $\det(V^T_S V^T_S) > 0$, implies that $\det(V^T_{S_1} V^T_{S_1}) > 0$ and, therefore, $V^T_{S_1} V^T_{S_1}$ is invertible.

Let $X_1 = X - u_\ell$ and $Y_1 = Y - v_\ell$. Then by Lemma 10

$$\det(V^T_{X_1} V^T_{X_1}) = \det(V^T_S V^T_S) \cdot \det(V^T_{X_1} V^T_{X_1} - Y_1 V^T_{Y_1} + X_1 V^T_{X_1}) \geq \det(V^T_S V^T_S) \cdot \det(V^T_{X_1} (V^T_S V^T_S)^{-1} Y_1)^2. \quad \text{(11)}$$

Combining (10) and (11), we get

$$\det(V^T_{X_1} V^T_{X_1}) \geq \det(V^T_S V^T_S) \cdot a_{\ell\ell}^2 \cdot \det(V^T_{X_1} (V^T_S V^T_S)^{-1} Y_1)^2. \quad \text{(12)}$$

In the rest of the proof, we show that $|\det(V^T_{X_1} (V^T_S V^T_S)^{-1} Y_1)| \approx |\det(V^T_{X_1} (V^T_S V^T_S)^{-1} Y_1)|$. We start by measuring the deviation of the inner product space induced by $(V^T_S V^T_S)^{-1}$ from the inner product space induced by $(V^T_S V^T_S)^{-1}$, and then use the minimality of cycle $C$ to control this deviation.
Since \((V_{S_1}V_{S_1}^\top)^{-1} = (V_{S}V_{S}^\top - u_\ell u_\ell^\top + v_\ell v_\ell^\top)^{-1} = (V_{S}V_{S}^\top + [u_\ell - v_\ell] \cdot \begin{bmatrix} u_\ell^\top \\ v_\ell^\top \end{bmatrix})^{-1}\), applying the Woodbury matrix identity to \((V_{S_1}V_{S_1}^\top)^{-1}\) gives
\[
(V_{S_1}V_{S_1}^\top)^{-1} - (V_{S}V_{S}^\top)^{-1} = -(V_{S}V_{S}^\top)^{-1} [u_\ell - v_\ell] \cdot \left(I_2 + \begin{bmatrix} u_\ell^\top \\ v_\ell^\top \end{bmatrix} (V_{S}V_{S}^\top)^{-1} [u_\ell - v_\ell] \right)^{-1} \cdot \begin{bmatrix} u_\ell^\top \\ v_\ell^\top \end{bmatrix} (V_{S}V_{S}^\top)^{-1}
\]
\[
= -(V_{S}V_{S}^\top)^{-1} [u_\ell - v_\ell] \cdot \left[1 + \frac{\|u_\ell\|^2}{\|v_\ell\|^2} - \langle u_\ell, v_\ell \rangle \right]^{-1} \cdot \begin{bmatrix} u_\ell^\top \\ v_\ell^\top \end{bmatrix} (V_{S}V_{S}^\top)^{-1}.
\]

(13)

For any invertible matrix \(W\), \(W^{-1} = \text{adjoint}(W) / \det(W)\). Therefore,
\[
\begin{bmatrix} 1 + \|u_\ell\|^2 \\ \langle u_\ell, v_\ell \rangle \end{bmatrix}^{-1} = \frac{1}{(1 + \|u_\ell\|^2)(1 - \|v_\ell\|^2) + \langle u_\ell, v_\ell \rangle} \cdot \begin{bmatrix} 1 - \|v_\ell\|^2 \\ -\langle u_\ell, v_\ell \rangle \end{bmatrix} = a_{\ell,\ell}^2 \cdot \begin{bmatrix} 1 - \|v_\ell\|^2 \\ -\langle u_\ell, v_\ell \rangle \end{bmatrix}.
\]

(from definition of \(a_{\ell,\ell}\))

Substituting the inverse in equation 13 gives
\[
(V_{S_1}V_{S_1}^\top)^{-1} - (V_{S}V_{S}^\top)^{-1} = -a_{\ell,\ell}^{-2} \cdot (V_{S}V_{S}^\top)^{-1} [u_\ell - v_\ell] \cdot \left(I_2 + \begin{bmatrix} u_\ell^\top \\ v_\ell^\top \end{bmatrix} (V_{S}V_{S}^\top)^{-1} [u_\ell - v_\ell] \right)^{-1} \cdot \begin{bmatrix} u_\ell^\top \\ v_\ell^\top \end{bmatrix} (V_{S}V_{S}^\top)^{-1}
\]
\[
= -a_{\ell,\ell}^{-2} \cdot \left[(V_{S}V_{S}^\top)^{-1} u_\ell u_\ell^\top (V_{S}V_{S}^\top)^{-1} (1 - \|v_\ell\|^2) + (V_{S}V_{S}^\top)^{-1} v_\ell v_\ell^\top (V_{S}V_{S}^\top)^{-1} (1 + \|u_\ell\|^2)\right].
\]

(14)

So for \(i, j \in [\ell - 1]\), the \(i, j\)-th entry of \(V_{\tilde{X}_i}(V_{S_1}V_{S_1}^\top)^{-1}V_{Y_1}\) is given by
\[
u_i^\top (V_{S_1}V_{S_1}^\top)^{-1} v_j = \langle u_i, v_j \rangle_{S} - a_{\ell,\ell}^{-2} \cdot \left[(1 - \|v_\ell\|^2) \cdot \langle u_i, u_\ell \rangle_{S} \cdot \langle u_i, v_\ell \rangle + \langle u_i, v_\ell \rangle_{S} \cdot \langle u_i, v_\ell \rangle_{S} \cdot \langle u_i, v_j \rangle_{S} + \langle u_i, v_\ell \rangle_{S} \cdot \langle v_i, v_j \rangle_{S} - (1 + \|u_\ell\|^2) \cdot \langle u_i, v_\ell \rangle_{S} \cdot \langle v_i, v_j \rangle_{S}\right].
\]

The difference between \(u_i^\top (V_{S_1}V_{S_1}^\top)^{-1} v_j\) and \(v_i^\top (V_{S_1}V_{S_1}^\top)^{-1} v_j\) consists of four terms bilinear in \(u_i\) and \(v_j\). Even though these terms do not directly correspond to any arc weights in \(G(S)\), each of these bilinear terms can be upper bounded by entries of the matrix \(A\) (see in Claim 4.2). We then use the multi-linearity of the determinant to show that their contribution to \(\det(V_{\tilde{X}_i}(V_{S_1}V_{S_1}^\top)^{-1}V_{Y_1})\) is negligible, and therefore \(|\det(V_{\tilde{X}_i}(V_{S_1}V_{S_1}^\top)^{-1}V_{Y_1})|\) is approximately equal to \(|\det(A)|\).

By equation 14, the \(j\)-th column of \(V_{\tilde{X}_i}(V_{S_1}V_{S_1}^\top)^{-1}V_{Y_1}\) is the sum of the five vectors defined below:
\[
z_0^j := V_{\tilde{X}_i}(V_{S}V_{S}^\top)^{-1} v_j,
\]
\[
z_1^j := -a_{\ell,\ell}^{-2} \cdot (1 - \|v_\ell\|^2) \cdot (V_{\tilde{X}_i}(V_{S}V_{S}^\top)^{-1} u_\ell) \cdot \langle u_\ell, v_j \rangle_{S},
\]
\[
z_2^j := -a_{\ell,\ell}^{-2} \cdot \langle u_\ell, v_\ell \rangle_{S} \cdot \langle v_\ell, v_j \rangle_{S} - (1 + \|u_\ell\|^2) \cdot \langle u_\ell, v_\ell \rangle_{S} \cdot \langle v_\ell, v_j \rangle_{S}.
\]
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\[ z_j^2 := -a_{\ell,\ell}^2 \cdot \langle u_\ell, v_\ell \rangle_S \cdot (V_{X_i}^T (V_S V_S^T)^{-1} u_\ell) \cdot \langle v_\ell, v_j \rangle_S, \]
\[ z_j^3 := -a_{\ell,\ell}^2 \cdot \langle u_\ell, v_\ell \rangle_S \cdot (V_{X_i}^T (V_S V_S^T)^{-1} v_\ell) \cdot \langle u_\ell, v_j \rangle_S, \]
\[ z_j^4 := a_{\ell,\ell}^2 \cdot (1 + \|u_\ell\|_S^2) \cdot (V_{X_i}^T (V_S V_S^T)^{-1} v_\ell) \cdot \langle v_\ell, v_j \rangle_S. \]

So the \( j \)-th column of \( V_{X_i}^T (V_S V_S^T)^{-1} V_{Y_i} \) equals \( z_j^0 + z_j^1 + z_j^2 + z_j^3 + z_j^4 \).

To bound the deviation terms, we crucially use the following claim about the absolute value of vector \( z_j^k \). A proof of the claim appears in Appendix C.

**Claim 4.2** The matrix \( A \) and the vectors \( z_j^0, z_j^1, z_j^2, z_j^3, z_j^4 \) satisfy

- for \( k \in \{1, 2, 3, 4\} \) and \( i \in [\ell - 1] \), \( |z_j^k(i)| \leq a_{i,\ell} \cdot a_{\ell,\ell} \cdot a_{i,\ell}^{-1} \).
- for any \( j_1 \neq j_2 \) and \( i_1 \neq i_2 \), \( |z_{j_1}^1(i_1) \cdot z_{j_2}^2(i_2)| \leq a_{i_1,j_2} \cdot a_{j_1,\ell} \cdot a_{i_2,\ell} \cdot a_{i_1,\ell}^{-1} \) and \( |z_{j_1}^2(i_1) \cdot z_{j_2}^3(i_2)| \leq a_{i_1,j_2} \cdot a_{i_2,j_1} \cdot a_{i_1,\ell} \cdot a_{i_2,\ell}^{-1} \).

Using this claim, we upper bound entries from \( z_j^k \) by entries of matrix \( A \) later in the proof.

Let \( \det(w_1, w_2, \ldots, w_\ell) \) denote the determinant of the matrix whose \( i \)-th column is \( w_i \). Using the multi-linearity of the determinant,

\[
\det(V_{X_i}^T (V_S V_S^T)^{-1} V_{Y_i}) = \det(z_k^1, z_k^2, \ldots, z_k^{\ell-1}) = \sum_{q \in Q} \det(z_{q(1)}, z_{q(2)}, \ldots, z_{q(\ell-1)}), \quad (15)
\]

where \( Q \) is the set of all functions from \([\ell - 1]\) to \( \{0, 1, 2, 3, 4\} \), i.e., \( Q = \{q : [\ell - 1] \to \{0, 1, 2, 3, 4\}\} \).

Note that for any \( j_1, j_2 \in [\ell - 1] \) and \( i \in \{1, 2, 3, 4\} \), the vectors \( z_j^{i_1} \) and \( z_j^{i_2} \) are co-linear. Additionally, for any \( j \in [\ell - 1] \), \( z_j^2 \) and \( z_j^3 \) are both co-linear with \( V_{X_i}^T (V_S V_S^T)^{-1} u_\ell \), which does not depend on \( j \). Similarly, \( z_j^1 \) and \( z_j^4 \) are both co-linear with \( V_{X_i}^T (V_S V_S^T)^{-1} v_\ell \). So for any function \( q \in Q \), if more than two columns \( j \) have \( q(j) \neq 0 \), then \( \det(z_{q(1)}, z_{q(2)}, \ldots, z_{q(\ell-1)}) = 0 \).

Let \( z_j^k(i) \) denote the \( i \)-th entry of vector \( z_j^k \). We can can alter the formula for \( z_j^k \) to obtain a formula for \( z_j^k(i) \) by replacing the \((V_{X_i}^T (V_S V_S^T)^{-1} v_\ell)\) term by its \( i \)-th entry, which is exactly \( u_{i_1}^T (V_S V_S^T)^{-1} v_\ell = \langle u_{i_1}, v_\ell \rangle_S \).

To further restrict the class of functions which contribute to \( \det(V_{X_i}^T (V_S V_S^T)^{-1} V_{Y_i}) \), note that

\[
z_{j_1}^1(i_1) \cdot z_{j_2}^3(i_2) = -a_{\ell,\ell}^2 \cdot (1 - \|v_\ell\|_S^2) \cdot \langle u_\ell, v_{j_1} \rangle_S \cdot \langle u_\ell, v_{j_2} \rangle_S \cdot \langle u_\ell, v_\ell \rangle_S \cdot \langle u_{i_1}, u_\ell \rangle_S \cdot \langle u_{i_2}, v_\ell \rangle_S
\]
\[= z_{j_2}^3(i_2) \cdot z_{j_1}^1(i_1). \quad (16)
\]

Now consider two columns \( j_1, j_2 \in [\ell - 1] \) with \( j_1 \neq j_2 \) and functions \( q_1, q_2 \in Q \) such that \( q_1(j) = q_2(j) = 0 \) for all \( j \notin \{j_1, j_2\} \), \( q_1(j_1) = 1 \), \( q_1(j_2) = 3 \), and \( q_2(j_1) = 3 \), \( q_2(j_2) = 1 \). Since exchanging two columns of a matrix flips the sign of the determinant, equation (16) implies that

\[\det(z_{q_1(1)}, z_{q_1(2)}, \ldots, z_{q_1(\ell-1)}) = -\det(z_{q_1(1)}, z_{q_1(2)}, \ldots, z_{q_1(\ell-1)}).\]

The terms corresponding to \( q_1 \) and \( q_2 \) cancel each other, so we can ignore their contribution to the overall sum in (15).
Similarly, if \( q_1(j_1) = 2, q_1(j_2) = 4 \) and \( q_2(j_1) = 4, q_2(j_2) = 2 \), then
\[
\det(z_1^{q_1(1)}, z_2^{q_2(2)}, \ldots, z_{\ell-1}^{q_{\ell-1}(\ell-1)}) = -\det(z_1^{q_1(1)}, z_2^{q_2(2)}, \ldots, z_{\ell-1}^{q_{\ell-1}(\ell-1)}).
\]

So the subset of function in \( Q \) with non-zero determinants is the union of the following four sets:

- \( \{q_0\} \) such that \( q_0(j) = 0 \) for all \( j \in [\ell - 1] \),
- \( Q_2 = \{ q \in Q : q(j) \neq 0 \) for exactly one \( j \} \),
- \( Q_3 = \{ f \in Q : \exists j_1, j_2 \text{ s.t. } q(j_1) = 1, q(j_2) = 4, \text{ and } q(j) = 0 \forall j \in [\ell - 1] \setminus \{j_1, j_2\} \} \),
- \( Q_4 = \{ f \in Q : \exists j_1, j_2 \text{ s.t. } q(j_1) = 2, q(j_2) = 3, \text{ and } q(j) = 0 \forall j \in [\ell - 1] \setminus \{j_1, j_2\} \}. \)

Using these definitions and the triangle inequality, equation (15) implies
\[
|\det(V_{X_1}^T (V_{S_1} V_{S_1}^T)^{-1} V_{X_1})| \geq |\det(z_1^0, z_2^0, \ldots, z_{\ell-1}^0)| - \sum_{q \in \{Q_2 \cup Q_3 \cup Q_4\}} |\det(z_1^{q(1)}, z_2^{q(2)}, \ldots, z_{\ell-1}^{q(\ell-1)})|.
\]

By expanding the determinants, we now bound every determinant term in (17) separately. Let \( S_\ell \) denote the set of permutations on \([\ell]\) and \( \text{id}_\ell \) denote the identity permutation on \( \ell \) elements. Expanding the first term in (17) gives
\[
|\det(z_1^0, z_2^0, \ldots, z_{\ell-1}^0)| = |\sum_{\sigma \in S_{\ell-1}} \prod_{i=1}^{\ell-1} |z_i^0(\sigma(i))| | = \prod_{i=1}^{\ell-1} |z_i^0(i)| - \sum_{\sigma \in S_{\ell-1} \setminus \text{id}_{\ell-1}} \prod_{j=1}^{\ell-1} |z_j^0(\sigma(j))|,
\]
where the last inequality follows from the triangle inequality. By part (b) of Claim 4.1, \( |z_i^0(\sigma(i))| = |\langle u_i, v_\sigma \rangle_S| = a_{i,i} \) for all \( i < \ell \) and by definition, \( |z_i^0(\sigma(i))| = |\langle u_i, v_\sigma \rangle_S| \leq a_{i,j} \) for \( i \neq j \) and \( i < \ell \). Therefore,
\[
|\det(z_1^0, z_2^0, \ldots, z_{\ell-1}^0)| \geq \prod_{i=1}^{\ell-1} a_{i,i} - \sum_{\sigma \in S_{\ell-1} \setminus \text{id}_{\ell-1}} \prod_{j=1}^{\ell-1} a_{\sigma(j),j} = \prod_{i=1}^{\ell-1} a_{i,i} - (\text{perm}(A_{\ell-1,\ell-1}) - \prod_{i=1}^{\ell-1} a_{i,i}),
\]
where \( A_{\ell-1,\ell-1} \) is the principal submatrix of \( A \) consisting of the first \( \ell - 1 \) rows and columns. Using part (c) of Claim 4.1, we have \( \text{perm}(A_{\ell-1,\ell-1}) \leq 1 + 0.05 / (\ell - 1) \cdot \sum_{i=1}^{\ell-1} a_{i,i} \), and therefore
\[
|\det(z_1^0, z_2^0, \ldots, z_{\ell-1}^0)| \geq 0.95 \cdot \prod_{i=1}^{\ell-1} a_{i,i}, \tag{18}
\]

Summing up the determinants corresponding to the functions in \( Q_2 \), we have
\[
\sum_{f \in Q_2} |\det(z_1^{q_1(1)}, z_2^{q_2(2)}, \ldots, z_{\ell-1}^{q_{\ell-1}(\ell-1)})| = \sum_{j \in [\ell-1]} \sum_{i \in [4]} |\det(z_1^0, z_2^0, \ldots, z_j^i, \ldots, z_{\ell-1}^0)|
\]
\[
= \sum_{j \in [\ell-1]} \sum_{i \in [4]} \sum_{\sigma \in S_{\ell-1}} \left( \prod_{x \neq j} |z_x^0(\sigma(x))| \cdot z_j^i(\sigma(j)) \right)
\]
\[
\leq \sum_{j \in [\ell-1]} \sum_{i \in [4]} \sum_{\sigma \in S_{\ell-1}} \left( \prod_{x \neq j} |z_x^0(\sigma(x))| \right) \cdot |z_j^i(\sigma(j))|.
\]
where the last inequality follows by part (a) of Claim 4.1.

Plugging (20) in (19), we get

\[
\sum_{\delta \in \delta_{\ell-1} \setminus \text{id}_\ell} \prod_{x=1}^\ell a_{\delta(x),x} \leq 4 \cdot \prod_{i=1}^{\ell-1} a_i \cdot a_{i,\ell}^{-1} \cdot (\text{from Claim 4.2})
\]

To simplify the last expression, consider a function \( T : S_{\ell-1} \times [\ell-1] \rightarrow S_\ell \) mapping every (permutation, index) pair \((\sigma \in S_{\ell-1}, j \in [\ell-1])\) to a permutation in \( S_\ell \). Define \( T(\sigma, j) \) as the permutation which maps \( T(\sigma, j)(j) = \ell, T(\sigma, j)(\ell) = \sigma(j) \), and \( T(\sigma, j)(x) = \sigma(x) \) for all \( x \in [\ell-1] \setminus \{j\} \).

Using this definition, \( \prod_{x \neq j} a_{\sigma(x),x} \cdot a_{\sigma(j),\ell} \cdot a_{\ell,j} = \prod_{x=1}^\ell a_{T(\sigma, j)(x),x} \) (see Figure 2).

Figure 2: In expansion of \( \det(z_1^0, z_2^0, z_3^0, z_4^0, z_5^0) \), the product of entries for permutation \( \sigma \in S_5 \) with \( \sigma(2) = 3 \) and \( j = 2 \) can be upper bounded by a permutation \( \delta \in S_6 \) in expansion of \( \text{perm}(A) \) with \( \delta(2) = 6, \delta(6) = 3 \), and all other entries same as \( \sigma \).

Since \( T \) is one-to-one by construction and does not include \( \text{id}_\ell \) in its image, the summation can be further simplified as

\[
\sum_{j \in [\ell-1]} \sum_{\sigma \in S_{\ell-1}} \left( \prod_{x \neq j} a_{\sigma(x),x} \right) \cdot a_{\sigma(j),\ell} = \sum_{j \in [\ell-1]} \sum_{\sigma \in S_{\ell-1}} \left( \prod_{x=1}^\ell a_{T(\sigma, j)(x),x} \right) = \sum_{\delta \in \delta_{\ell-1} \setminus \text{id}_\ell} \prod_{x=1}^\ell a_{\delta(x),x} \cdot (20)
\]

Plugging (20) in (19), we get

\[
\sum_{\delta \in \delta_{\ell-1} \setminus \text{id}_\ell} \prod_{x=1}^\ell a_{\delta(x),x} \leq 4 \cdot \prod_{i=1}^{\ell-1} a_i \cdot a_{i,\ell}^{-1} \]

\[
\leq 4 \cdot (\text{perm}(A) - \prod_{i=1}^{\ell-1} a_{i,i}) \cdot a_{i,\ell}^{-1} \leq 0.2 \cdot \prod_{i=1}^{\ell-1} a_{i,i} \cdot (21)
\]

where the last inequality follows by part (a) of Claim 4.1.
In a similar fashion, summing up the determinants corresponding to the functions in $Q_3$, we have

$$\sum_{q \in Q_3} |\det(z_1^{q(1)}, z_2^{q(2)}, \ldots, z_{\ell-1}^{q(\ell-1)})| = \sum_{j_1, j_2 \in [\ell-1]} |\det(z_1^{q(1)}, z_2^{q(2)}, \ldots, z_{\ell-1}^{q(\ell-1)})|
$$

$$= \sum_{j_1, j_2 \in [\ell-1]} \left| \sum_{\sigma \in S_{\ell-1}} \prod_{j=1}^{\ell-1} z_j^{q(j)}(\sigma(j)) \right| \leq \sum_{j_1, j_2 \in [\ell-1]} \sum_{\sigma \in S_{\ell-1}} \prod_{j=1}^{\ell-1} z_j^{q(j)}(\sigma(j))$$

$$\leq \sum_{j_1, j_2 \in [\ell-1]} \sum_{\sigma \in S_{\ell-1}} \left( \prod_{j \neq j_1, j_2} |z_j^0(\sigma(j))| \right) |z_j^1(\sigma(j_1)) \cdot z_j^4(\sigma(j_2))| \cdot (\text{from definition of } z^0)$$

$$\leq \sum_{j_1, j_2 \in [\ell-1]} \sum_{\sigma \in S_{\ell-1}} \left( \prod_{j \neq j_1, j_2} a_{\sigma(j), j} \cdot a_{\sigma(j_1), j_1} \cdot a_{\sigma(j_2), j_2} \cdot a_{\sigma(j_1), j_1}^{-1} \right).$$  \hspace{1cm} (22)

where the last inequality follows from Claim 4.2

Again, consider a function $T : S_{\ell-1} \times [\ell-1] \times [\ell-1] \rightarrow S_{\ell}$ that maps every (permutation, index, index) tuple $(\sigma \in S_{\ell-1}, j_1 \in [\ell-1], j_2 \in [\ell-1])$ with $j_1 \neq j_2$ to a permutation $S_{\ell}$. Define $T(\sigma, j_1, j_2)$ as the permutation in $S_{\ell}$ with $T(\sigma, j_1, j_2)(j_1) = j_1, T(\sigma, j_1, j_2)(j_2) = j_2$, and $T(\sigma, j_1, j_2)(x) = \sigma(x)$ for all $x \neq \{j_1, j_2\}$. Using this mapping, $\left( \prod_{j \neq j_1, j_2} a_{\sigma(j), j} \right) \cdot a_{\sigma(j_1), j_1} \cdot a_{\sigma(j_2), j_2} = \prod_{x=1}^\ell a_{T(\sigma, j_1, j_2)(x), x}$ (see Figure 3).

Figure 3: In expansion of $\det(z_1^0, z_2^4, z_3^1, z_4^2, z_5^0, z_6^0)$, the term corresponding to permutation $\sigma \in S_3$ with $\sigma(3) = 2, \sigma(2) = 4$ with $j_1 = 3$ and $j_2 = 2$, can be upper bounded by a permutation $\delta \in S_6$ in expansion of perm(A) with $\delta(2) = 2, \delta(3) = \ell, \delta(\ell) = 4$, and all other entries same as $\sigma$.

Note that for a fixed input $j_2$, $T$ is a one-to-one function in $j_1$ and $\sigma$. So given a permutation $\delta \in S_{\ell}$, there are exactly $\ell$ tuples $(\sigma, j_1, j_2)$ such that $T(\sigma, j_1, j_2) = \delta$. Also, since $\sigma(j_2) < \ell$, the image of $T$
From (12) and (25), plugging (18), (21), (23), (24) in (17), we get

\[
\sum_{j_1, j_2 \in [\ell-1]} \sum_{q(j_1)=1, q(j_2)=4} \left( \prod_{j \neq j_1, j_2} a_{\sigma(j), j} \right) \cdot a_{\sigma(j_1), j_1} \cdot a_{\sigma(j_2), j_2} = \sum_{j_1, j_2 \in [\ell-1]} \sum_{q(j_1)=1, q(j_2)=4} \sum_{x=1}^{\ell} a_T(\sigma_{j_1 j_2}(x), x) \\
= \ell \cdot \sum_{\delta \in S_\ell \setminus \{id\}} \prod_{x=1}^{\ell} a_{\delta(x), x}.
\]

Plugging this into (22) gives

\[
\sum_{\delta \in S_\ell \setminus \{id\}} \prod_{x=1}^{\ell} a_{\delta(x), x} \leq \ell \cdot \prod_{i=1}^{\ell} a_{i,i}^{-1} \cdot \left( \prod_{i=1}^{\ell} a_{i,i} \right) \leq \ell \cdot (\text{perm}(A) - \prod_{i=1}^{\ell} a_{i,i}) \cdot \prod_{i=1}^{\ell} a_{i,i} \leq 0.05 \cdot \prod_{i=1}^{\ell-1} a_{i,i},
\]

where the last inequality follows from Claim 4.1.

Similarly, summing over the functions in \(Q_4\) gives

\[
\sum_{\delta \in S_\ell \setminus \{id\}} \prod_{x=1}^{\ell} a_{\delta(x), x} \leq \ell \cdot (\text{perm}(A) - \prod_{i=1}^{\ell} a_{i,i}) \cdot \prod_{i=1}^{\ell} a_{i,i} \leq 0.05 \cdot \prod_{i=1}^{\ell-1} a_{i,i}.
\]

Plugging (18), (21), (23), (24) in (17), we get

\[
|\det(Z)| \geq |\det(z^0_1, z^0_2, \ldots, z^0_{\ell-1})| - \sum_{f \in \{Q_2 \cup Q_3 \cup Q_4\}} |\det(z^{q(1)}_1, z^{q(2)}_2, \ldots, z^{q(\ell-1)}_{\ell-1})| \\
\geq 0.95 \cdot \prod_{i=1}^{\ell-1} a_{i,i} - 0.3 \cdot \prod_{i=1}^{\ell-1} a_{i,i} = 0.65 \cdot \prod_{i=1}^{\ell-1} a_{i,i}.
\]

From (12) and (25),

\[
\det(V_1 V_1^\top) \geq 0.65 \cdot a_{\ell,\ell}^2 \cdot \left( \prod_{i=1}^{\ell-1} a_{i,i} \right)^2 \cdot \det(V_2 V_2^\top) > 0.65 \cdot f(\ell)^2 \cdot \det(V_2 V_2^\top) > 2 \cdot \det(V_2 V_2^\top),
\]

where the second last inequality follows from part (a) of Claim 4.1.

\[\square\]

References

[AG17] Nima Anari and Shayan Oveis Gharan. A generalization of permanent inequalities and applications in counting and optimization. In Proceedings of the 49th Annual ACM SIGACT Symposium on Theory of Computing, pages 384–396. ACM, 2017.
[AGSS16] Nima Anari, Shayan Oveis Gharan, Amin Saberi, and Mohit Singh. Nash social welfare, matrix permanent, and stable polynomials. In Proceedings of Conference on Innovations in Theoretical Computer Science, 2016.

[ALGV19] Nima Anari, Kuikui Liu, Shayan Oveis Gharan, and Cynthia Vinzant. Log-concave polynomials ii: high-dimensional walks and an fpras for counting bases of a matroid. In Proceedings of the 51st Annual ACM SIGACT Symposium on Theory of Computing, pages 1–12. ACM, 2019.

[ALSW17] Zeyuan Allen-Zhu, Yuanzhi Li, Aarti Singh, and Yining Wang. Near-optimal design of experiments via regret minimization. In Doina Precup and Yee Whye Teh, editors, Proceedings of the 34th International Conference on Machine Learning, ICML 2017, Sydney, NSW, Australia, 6-11 August 2017, volume 70 of Proceedings of Machine Learning Research, pages 126–135. PMLR, 2017.

[AMGV18] Nima Anari, Tung Mai, Shayan Oveis Gharan, and Vijay V Vazirani. Nash social welfare for indivisible items under separable, piecewise-linear concave utilities. In Proceedings of the Twenty-Ninth Annual ACM-SIAM Symposium on Discrete Algorithms, pages 2274–2290. SIAM, 2018.

[BH09] John S Baras and Pedram Hovareshti. Efficient and robust communication topologies for distributed decision making in networked systems. In Proceedings of the 48th IEEE Conference on Decision and Control (CDC) held jointly with 2009 28th Chinese Control Conference, pages 3751–3756. IEEE, 2009.

[BLP+22] Adam Brown, Aditi Laddha, Madhusudhan Pittu, Mohit Singh, and Prasad Tetali. Determinant maximization via matroid intersection algorithms. In 63rd IEEE Foundations of Computer Science (FOCS), 2022.

[Bre90] Francesco Brenti. Unimodal polynomials arising from symmetric functions. Proceedings of the American Mathematical Society, 108(4):1133–1141, 1990.

[Com74] Louis Comtet. Advanced combinatorics, enlarged ed., d, 1974.

[DSEFM15] Marco Di Summa, Friedrich Eisenbrand, Yuri Faenza, and Carsten Moldenhauer. On largest volume simplices and sub-determinants. In SODA, pages 315–323. SIAM, 2015.

[ESV17] Javad B Ebrahimi, Damian Straszak, and Nisheeth K Vishnoi. Subdeterminant maximization via nonconvex relaxations and anti-concentration. In 2017 IEEE 58th Annual Symposium on Foundations of Computer Science (FOCS), pages 1020–1031. Ieee, 2017.

[JB09] Siddharth Joshi and Stephen Boyd. Sensor selection via convex optimization. IEEE Transactions on Signal Processing, 57(2):451–462, 2009.

[Kha95] Leonid Khachiyan. On the complexity of approximating extremal determinants in matrices. Journal of Complexity, 11(1):138–153, 1995.

[Kha96] Leonid G Khachiyan. Rounding of polytopes in the real number model of computation. Mathematics of Operations Research, 21(2):307–320, 1996.

[KT+12] Alex Kulesza, Ben Taskar, et al. Determinantal point processes for machine learning. Foundations and Trends® in Machine Learning, 5(2–3):123–286, 2012.

[Lee17] Euiwoong Lee. Apx-hardness of maximizing nash social welfare with indivisible items. Information Processing Letters, 122:17–20, 2017.
A Omitted Proofs and Examples

A.1 Matroids

Definition 8 (Matroid) A matroid \( M \) is a pair \((E, I)\), where \( E \) is a finite set called the ground set of the matroid and \( I \) is a family of subsets of \( E \) called the independent sets, satisfying the following properties:

- The empty set is independent, i.e., \( \emptyset \in I \).
- Downward Closure: If \( S \in I \) and \( T \subset S \), then \( T \in I \).
• Augmentation: If \( S, T \in \mathcal{I} \) with \(|T| < |S|\), then there exists \( s \in S \setminus T \) such that \( T \cup \{s\} \in \mathcal{I} \).

**Definition 9 (Basis of Matroid)** An independent set \( S \in \mathcal{I} \) is called a basis of a matroid \( \mathcal{M} = (E, \mathcal{I}) \) if it has the largest cardinality among all independent sets of \( \mathcal{M} \).

We crucially use the following fact about matroids.

**Fact 1** For any two distinct bases \( S \) and \( T \) of matroid \( \mathcal{M} \), there exists a bijection \( h \) from \( S \) to \( T \), such that for every \( s \in S \setminus T \), \((S \setminus \{s\}) \cup \{h(s)\}\) is a basis of \( \mathcal{M} \).

### A.2 Omitted Proofs from Section 2

**Proof of Theorem 1** Let \( \text{OPT} \) denote the optimal value of determinant maximization on vectors \( v_1, \ldots, v_n \) with constraint matroid \( \mathcal{M} = ([n], \mathcal{I}) \). By Theorem 3, there exists a fractional solution \( \hat{x} \) to (CP) with \(|\text{supp}(\hat{x})| \leq r + d^2 + 3d\) such that there exists a basis \( T \) in \( \mathcal{M} \) with \( T \subset \text{supp}(\hat{x}) \) and

\[
\det\left( \sum_{i \in T} v_i v_i^\top \right) \geq (2e^5 d)^{-d} \cdot \text{OPT}.
\]

Let \( E = \text{supp}(\hat{x}) \), and \( \mathcal{M}_E = (E, \mathcal{I}_E) \) be the matroid \( \mathcal{M} \) restricted to \( E \). Let \( \text{OPT}_E \) be the optimal value of the determinant maximization problem on vectors in \( \{v_i : i \in E\} \) with constraint matroid \( \mathcal{M}_E \). Then \( \text{OPT}_E \det(\sum_{i \in T} v_i v_i^\top) \geq (2e^5 d)^{-d} \cdot \text{OPT} \).

Let \( S \) be the current basis in Algorithm 1. Then by Lemma 1 while

\[
\det(\sum_{i \in S} v_i v_i^\top) < \text{OPT}_E \cdot O(d^{k(d)}) = \text{OPT}_E \cdot O(4^{d(d)}),
\]

there exists an \( f \)-violating cycle, \( C \) in \( G(S) \). So while and we update \( S \leftarrow S \triangle C \). So the basis \( S \) returned by Algorithm 1 satisfies \( \det(\sum_{i \in S} v_i v_i^\top) \geq \Omega(d^{-O(d)}) \cdot \text{OPT} \).

If we initialize \( S \) to any solution with a non-zero determinant, then in each iteration of Algorithm 1, the ratio of the determinants satisfies

\[
1 \leq \frac{\det(\sum_{i \in \text{OPT}_E} v_i v_i^\top)}{\det(\sum_{i \in S} v_i v_i^\top)} \leq 2^{4\sigma},
\]

where \( \sigma \) is the encoding length of the input to the determinant maximization problem (Chapter 3, Theorem 3.2 [Sch00]). Theorem 2 tells us that each iteration improves the objective by a factor of at least 2, so Algorithm 1 will terminate in at most \( 4\sigma \) iterations.

### B Omitted Lemmas and proofs from Section 3

**Lemma 8** Let \( S = \{v_1, \ldots, v_r\} \) such that \( V_S V_S^\top \) is invertible. Then

- \( \det(I - V_Y (V_S V_S^\top)^{-1} V_Y) \geq 0 \) for any \( Y \subseteq S \),
• \( |v_i^\top (V_S V_S^\top)^{-1} v_j| \leq \sqrt{(1 - v_i^\top (V_S V_S^\top)^{-1} v_i) \cdot (1 - v_j^\top (V_S V_S^\top)^{-1} v_j)} \) for any \( i, j \in S \) and \( i \neq j \).

**Proof** For any \( Y \subseteq S \), \( V_S V_S^\top - V_Y V_Y = \sum_{D \in S \setminus Y} \sum_{v} v v^\top \cdash 0 \). Therefore,

\[
\det(V_S V_S^\top - V_Y V_Y) = \det(V_S V_S^\top) \cdot (1 - V_Y (V_S V_S^\top)^{-1} V_Y) \geq 0.
\]

For any \( v_i, v_j \in S \) with \( i \neq j \), \( V_S V_S^\top - v_i v_i^\top - v_j v_j^\top \cdash 0 \). Using the matrix determinant lemma gives

\[
\det(V_S V_S^\top - v_i v_i^\top - v_j v_j^\top) = \det(V_S V_S^\top + [-v_i \quad -v_j] [v_i^\top \quad v_j^\top]) = \det(V_S V_S^\top) \cdot (I_2 + [v_i^\top \quad v_j^\top] (V_S V_S^\top)^{-1} [-v_i \quad -v_j]) = \det(V_S V_S^\top) \cdot ((1 - v_i^\top (V_S V_S^\top)^{-1} v_i) \cdot (1 - v_j^\top (V_S V_S^\top)^{-1} v_j) - (v_i^\top (V_S V_S^\top)^{-1} v_j)^2) \geq 0.
\]

This implies \( |v_i^\top (V_S V_S^\top)^{-1} v_j| \leq \sqrt{(1 - v_i^\top (V_S V_S^\top)^{-1} v_i) \cdot (1 - v_j^\top (V_S V_S^\top)^{-1} v_j)} \).

\( \square \)

**C** Omitted Lemmas and proofs from Section 4

**Lemma 9** If \( C \) is a minimal \( f \)-violating cycle in \( G(S) \), then \( S \Delta C \) is independent in \( M \).

**Proof** Let \( T := S \Delta C \) and let \( |C| = 2 \ell \). Since \( C \) is an \( f \)-violating cycle, \( w(C) < -\log(f(\ell)) \).

Define \( N_2 \) as the set of backward arcs in \( C \) and \( N_2 \) as the set of forward arcs in \( C \). For the sake of contradiction, assume that \( T \) is not independent in \( M \). Then, there exists a matching \( N'_1 \) on the vertices of \( C \) consisting of only backward arcs such that \( N_1 \neq N'_1 \) (Chapter 39, Theorem 39.13, [Sch03]). Let \( A \) be a multiset of arcs consisting of two copies of all arcs in \( N_2 \) plus all arcs in \( N_1 \) and \( N'_1 \) (with arcs in \( N_1 \cap N'_1 \) appearing twice). Consider the directed graph \( D = (\text{ver}(C), A) \).

Since \( N_1 \neq N'_1 \), \( D \) contains a directed circuit \( C_1 \) with \( \text{ver}(C_1) \not\subseteq \text{ver}(C) \). Every vertex in ver \( (C) \) has exactly two in-edges and two out-edges in \( A \). Therefore, \( D \) is Eulerian, and we can decompose \( A \) into directed circuits \( C_1, \ldots, C_k \). Since only arcs in \( N_2 \) have non-zero weights and the sum of these weights in \( w(C) \), we have \( \sum_{i=1}^k w(C_i) = 2w(C) \).

Because \( \text{ver}(C_1) \not\subseteq \text{ver}(C) \) by definition, at most one cycle in \( C_1, \ldots, C_k \) can have the same set of vertices as \( C \). If for some \( j, \text{ver}(C_j) = \text{ver}(C) \), then \( w(C_j) = w(C) \) as \( C_j \) must contain every edge in \( N_2 \) once. So, \( \sum_{i \neq j} w(C_i) = w(C) < -\log(f(\ell)) \). Since \( \sum_{i \neq j} |C_i|/2 = \ell \) and the function \( f \) satisfies \( f(a) \cdot f(b) < f(a + b) \), there must exist a cycle \( C_i \) with \( i \neq j \). Since only at most one cycle can have the same vertex set as \( C \), we also have \( \text{ver}(C_i) \not\subseteq \text{ver}(C) \). So \( C_i \) is an \( f \)-violating cycle with \( \text{ver}(C_i) \not\subseteq \text{ver}(C) \). This contradicts the minimality of \( C \).

Otherwise, if \( \text{ver}(C_j) \not\subseteq \text{ver}(C) \) for all \( j \), then \( \sum_i w(C_i) = 2w(C) < -2\log(f(\ell)) \). Since \( \sum_i |C_i|/2 = 2\ell \) and the function \( f \) satisfies \( f(a) \cdot f(b) < f((a + b)/2)^2 \) for any \( a, b < (a + b)/2 \), there exists a cycle \( C_i \) such that \( \text{ver}(C_i) \not\subseteq \text{ver}(C) \) and \( w(C_i) < -\log(f(|C_i|/2)) \). So \( C_i \) is an \( f \)-violating cycle with \( \text{ver}(C_i) \not\subseteq \text{ver}(C) \), which contradicts the fact that \( C \) is a minimal \( f \)-violating cycle. \( \square \)
Lemma 10 Let $S, T$ be sets of vectors in $\mathbb{R}^d$ such that $|S| = |T| = r$, $|S \triangle T| \leq 2d$, and let $X = T \setminus S$, $Y = S \setminus T$. Then

$$\det(V_T V_T^T) \geq \det(V_S V_S^T) \cdot \det(V_X^T (V_S V_S^T)^{-1} V_Y)^2.$$  

Proof Let $\ell := |X| = |Y|$. Then by Lemma 3 we get

$$\det(V_T V_T^T) = \det(V_S V_S^T) \cdot \det\left(\begin{bmatrix} I_\ell + V_X^T (V_S V_S^T)^{-1} V_X & V_X^T (V_S V_S^T)^{-1} V_X \\ -V_Y^T (V_S V_S^T)^{-1} V_X & I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y \end{bmatrix}\right). \tag{26}$$

Since $I_\ell + V_X^T (V_S V_S^T)^{-1} V_X > 0$, the $\ell \times \ell$ matrix $I_\ell + V_X^T (V_S V_S^T)^{-1} V_X$ is invertible. We define

$$A := I_\ell + V_X^T (V_S V_S^T)^{-1} V_X, \quad B := V_X^T (V_S V_S^T)^{-1} V_Y, \quad C := I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y,$$

$$Q := \begin{bmatrix} I_\ell \\ B^T A^{-1} I_\ell \end{bmatrix}, \quad P := \begin{bmatrix} I_\ell & -A^{-1}B \\ 0 & I_\ell \end{bmatrix}.$$  

Then

$$Q \cdot \begin{bmatrix} I_\ell + V_X^T (V_S V_S^T)^{-1} V_X & V_X^T (V_S V_S^T)^{-1} V_Y \\ -V_Y^T (V_S V_S^T)^{-1} V_X & I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y \end{bmatrix} \cdot P = \begin{bmatrix} A & 0 \\ 0 & C + B^T A^{-1} B \end{bmatrix}. \tag{27}$$

Since $\det(P) = \det(Q) = 1$,

$$\det\left(\begin{bmatrix} I_\ell + V_X^T (V_S V_S^T)^{-1} V_X & V_X^T (V_S V_S^T)^{-1} V_Y \\ -V_Y^T (V_S V_S^T)^{-1} V_X & I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y \end{bmatrix}\right) = \det(Q \cdot \begin{bmatrix} A & B \\ -B^T & C \end{bmatrix} \cdot P)

= \det(A) \cdot \det(C + B^T A^{-1} B). \quad \text{(from \ref{27})}$$

By Lemma 8, $C = I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y \succeq 0$, and since $B^T A^{-1} B \succeq 0$, we have $\det(C + B^T A^{-1} B) \geq \det(B^T A^{-1} B)$. Therefore,

$$\det\left(\begin{bmatrix} I_\ell + V_X^T (V_S V_S^T)^{-1} V_X & V_X^T (V_S V_S^T)^{-1} V_Y \\ -V_Y^T (V_S V_S^T)^{-1} V_X & I_\ell - V_Y^T (V_S V_S^T)^{-1} V_Y \end{bmatrix}\right) \geq \det(A) \det(B^T A^{-1} B) = \det(B)^2, \tag{28}$$

where the last equality holds because both $A$ and $B$ are $\ell \times \ell$ matrices. Combining \ref{26} and \ref{28} completes the proof. \hfill \Box

Proof of Claim 4.1 For part (a), the product of the diagonal entries of $A$ is

$$\prod_{i=1}^{\ell} a_{ii} \geq \left(\prod_{i=1}^{\ell-1} |\langle u_i, v_i \rangle_S|\right) \cdot \sqrt{(1 + \|u_i\|_S^2)} \cdot (1 - \|v_i\|_S^2) \geq \exp(-w(C)) \geq f(\ell).$$

where the last inequality follows from the fact that $C$ is an $f$-violating cycle.

For part (b), if $a_{ii} > |\langle u_i, v_i \rangle_S|$, then

$$\exp(-w(u_i \rightarrow v_j)) = \sqrt{(1 + \|u_i\|_S^2)} \cdot (1 - \|v_j\|_S^2) \geq |\langle u_i, v_j \rangle_S| = \exp(-w(u_i \rightarrow v_j)).$$
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So replacing the arc \((u_i, \ell \to v_j)\) with \((u_i, u \to v_j)\) in \(C\) gives an \(f\)-violating cycle \(C'\), with \(\text{ver}(C) = \text{ver}(C')\) but with two arcs of type II. Since \(C'\) contains two arcs of type II, by Lemma 7 there exists an \(f\)-violating cycle \(C''\) such that \(\text{ver}(C'') \subset \text{ver}(C') = \text{ver}(C)\), which contradicts the minimality of \(C\).

For part [c], we first bound every off-diagonal entry of matrix \(A\) as a function of its diagonal entries and then apply Lemma 6.

For \(i, j \in [\ell]\) with \(i > j\), define the cycles \(C_{i,j}^1 := (u_i \to v_j \to u_{j+1} \to v_{j+1} \to \ldots \to v_{i-1} \to u_i)\) and \(C_{i,j}^II := (u_i \to v_j \to u_{j+1} \to v_{j+1} \to \ldots \to v_{i-1} \to u_i)\). Both \(C_{i,j}^1\) and \(C_{i,j}^II\) contain \(2(i-j)\) arcs and \(\text{ver}(C_{i,j}^1) = \text{ver}(C_{i,j}^II) \subset \text{ver}(C)\). So, by minilquity of \(C\), \(C_{i,j}^1\) and \(C_{i,j}^II\) are not \(f\)-violating cycles. Therefore, \(\exp(-w(C_{i,j}^1)) = |\langle u_i, v_j \rangle_S| \cdot \prod_{k=j+1}^{i-1} \exp(-w(u_k \to v_k)) < f(i-j)\), and

\[
|\langle u_i, v_j \rangle_S| < \frac{f(i-j)}{\prod_{k=j+1}^{i-1} \exp(-w(u_k \to v_k))}.
\]

Using a similar argument for \(C_{i,j}^II\) gives

\[
\sqrt{(1 + \|u_i\|_S^2) \cdot (1 - \|v_j\|_S^2)} < \frac{f(i-j)}{\prod_{k=j+1}^{i-1} \exp(-w(u_k \to v_k))}.
\]

Combining (29) and (30), we get

\[
a_{ij} \leq |\langle u_i, v_j \rangle_S| + \sqrt{(1 + \|u_i\|_S^2) \cdot (1 - \|v_j\|_S^2)} \leq \frac{2 \cdot f(i-j)}{\prod_{k=j+1}^{i-1} |a_{k,k}|} = \frac{2 \cdot f(i-j)}{\prod_{k=j+1}^{i-1} |a_{k,k}|},
\]

where the last equality follows from part [b] of this claim.

For \(i, j \in [\ell - 1]\) with \(i < j\), define \(C_{i,j}^I := (v_\ell \to u_1 \to v_1 \to u_2 \to v_2 \to \ldots \to u_{j+1} \to u_j \to v_j)\) and \(C_{i,j}^II := (v_\ell \to u_1 \to v_1 \to u_2 \to v_2 \to \ldots \to u_{j+1} \to u_j \to v_j)\). Both \(C_{i,j}^I\) and \(C_{i,j}^II\) contain \(2(\ell - j + i)\) arcs and \(\text{ver}(C_{i,j}^I) = \text{ver}(C_{i,j}^II) \subset \text{ver}(C)\). So, they are not \(f\)-violating cycles. Therefore,

\[
\exp(-w(C_{i,j}^I)) = |\langle u_i, v_j \rangle_S| \cdot \prod_{k=1}^{i-1} \exp(-w(u_k \to v_k)) \cdot \prod_{k=j+1}^{\ell-1} \exp(-w(u_k \to v_k)) \cdot \exp(-w(u_\ell \to v_\ell)) < f(\ell-j+i).
\]

Since \(C\) is an \(f\)-violating cycle, we also have

\[
\prod_{k=1}^{\ell-1} \exp(-w(u_k \to v_k)) \cdot \exp(-w(u_\ell \to v_\ell)) > f(\ell).
\]

Dividing (31) by (32) gives

\[
|\langle u_i, v_j \rangle_S| < \frac{f(\ell-j+i)}{f(\ell)} \cdot \prod_{k=1}^{j} \exp(-w(u_k \to v_k)).
\]
Similarly,
\[
\sqrt{(1 + \|u_i\|_S^2) \cdot (1 - \|v_j\|_S^2)} < \frac{f(\ell - j + i)}{f(\ell)} \cdot \prod_{k=i}^j \text{exp}(-w(u_k \rightarrow v_k)).
\] 

(34)

Summing (33) and (34) gives
\[
a_{ij} \leq |\langle u_i, v_j \rangle_S| + \sqrt{(1 + \|u_i\|_S^2) \cdot (1 - \|v_j\|_S^2)} \leq 2 \cdot \frac{f(\ell - j + i)}{f(\ell)} \cdot \prod_{k=i}^j |a_{k,k}|.
\]

To bound \(a_{i,\ell}\) for \(i < \ell\), consider cycles \(C_{i,\ell}^1 := (v_{\ell} \rightarrow u_1 \rightarrow \ldots \rightarrow u_i \rightarrow v_{\ell})\) and \(C_{i,\ell}^\parallel := (v_{\ell} \rightarrow u_1 \rightarrow \ldots \rightarrow u_i \rightarrow v_{\ell})\). Both \(C_{i,\ell}^1\) and \(C_{i,\ell}^\parallel\) contain 2 arcs and \(\text{ver}(C_{i,\ell}^1) = \text{ver}(C_{i,\ell}^\parallel) \subseteq \text{ver}(C)\). So, they are not \(f\)-violating cycles. Following a similar argument to the \(i < j < \ell\) case and comparing \(w(C_{i,\ell}^1), w(C_{i,\ell}^\parallel)\) with \(w(C)\) gives
\[
a_{i,\ell} \leq 2 \cdot \frac{f(i)}{f(\ell)} \cdot \prod_{k=i}^{\ell-1} |a_{k,k}| \cdot \text{exp}(-w(u_\ell \rightarrow v_\ell)) < 2 \cdot \frac{f(i)}{f(\ell)} \cdot \prod_{k=i}^{\ell-1} |a_{k,k}| \cdot a_{i,\ell}.
\]

So \(A\) satisfies all three prerequisites of Lemma 6. Applying Lemma 6 to \(A\) gives \(\text{perm}(A) \leq \prod_{i=1}^{\ell-1} a_{i,i}(1 + 0.05/\ell)\).

For any \(t \in [\ell]\), the principal submatrix \(A_{t,t}\) satisfies prerequisites (ii) and (iii) of Lemma 6. Observe that \(f(y - x)/f(y)\) is a non-increasing function of \(y\) for any fixed \(x \in [\ell]\). Therefore, for any \(i > j\),
\[
a_{i,j} \leq \frac{2f(t - j + i)}{f(t)} \cdot \prod_{k=i}^j a_{i,i} \leq \frac{2f(t - j + i)}{f(t)} \cdot \prod_{k=i}^j a_{i,j},
\]
as long as \(t \leq \ell\). So \(A_{t,t}\) also satisfies prerequisite (iii) of Lemma 6. Therefore, by Lemma 6, \(\text{perm}(A_{t,t}) \leq \prod_{i=1}^{\ell-1} a_{i,i}(1 + 0.05/t)\).

Proof of Claim 4.2 For any \(i, j \in [\ell - 1]\), the \(i\)-th entry of \(|z_j^i|\) can be bounded as
\[
|z_j^i(i)| = a_{i,i}^2 \cdot (1 - \|v_j\|_S^2) \cdot |\langle V_S^\top V_S^{-1}u_i, v_j \rangle_S| \\
\leq (1 - \|v_j\|_S^2) \cdot |u_i^\top (V_S V_S^\top)^{-1} u_i| \cdot |u_i| \cdot a_{i,j} \cdot a_{i,\ell}^2,
\]

where the last inequality follows from the definition of \(a_{i,j}\). By the Cauchy Schwarz inequality,
\[
|u_i^\top (V_S V_S^\top)^{-1} u_i| \leq \sqrt{(u_i^\top (V_S V_S^\top)^{-1} u_i) \cdot (u_i^\top (V_S V_S^\top)^{-1} u_i)} = \|u_i\|_S \cdot \|u_i\|_S.
\]

Therefore,
\[
|z_j^i(i)| \leq (1 - \|v_j\|_S^2) \cdot \|u_i\|_S \cdot \|u_i\|_S \cdot a_{i,j} \cdot a_{i,\ell}^2, \\
= \sqrt{\|u_i\|_S^2 \cdot (1 - \|v_j\|_S^2)} \cdot \sqrt{\|u_i\|_S^2 \cdot (1 - \|v_j\|_S^2)} \cdot a_{i,j} \cdot a_{i,\ell}^2
\]
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Similarly, the $i$-th entry of $|z_j^2|$ is given by
\[
|z_j^2(i)| = a_{\ell,i}^2 \cdot (v_{\ell, i} v_{\ell,j})_s \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} u_{\ell}) \cdot (v_{\ell, i} v_{\ell,j})_s| \\
\leq |u_{\ell}^T (V_s V_s^T)^{-1} u_{\ell}| \cdot |v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}| \cdot a_{\ell,i}^{-1} \\
\leq \|u_{\ell}\|_S \cdot \|u_{\ell}\|_S \cdot \|v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}\| \cdot a_{\ell,i}^{-1}. 
\]
(by Cauchy Schwarz)

By Lemma 8, $|v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}| \leq \sqrt{(1 - \|v_{\ell}\|_S^2) \cdot (1 - \|v_{\ell}\|_S^2)}$. Therefore,
\[
|z_j^2(i)| \leq \|u_{\ell}\|_S \cdot \|u_{\ell}\|_S \cdot \sqrt{(1 - \|v_{\ell}\|_S^2) \cdot (1 - \|v_{\ell}\|_S^2)} \cdot a_{\ell,i}^{-1} \\
= \sqrt{\|u_{\ell}\|_S^2 \cdot (1 - \|v_{\ell}\|_S^2)} \cdot \sqrt{(1 - \|v_{\ell}\|_S^2) \cdot (1 - \|v_{\ell}\|_S^2)} \cdot a_{\ell,i}^{-1} \leq a_{\ell,i} \cdot a_{\ell,j} \cdot a_{\ell,\ell}^{-1}. 
\]

Similarly,
\[
|z_j^3(i)| = a_{\ell,i}^2 \cdot (v_{\ell, i} v_{\ell,j})_s \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}) \cdot (u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell})_s| \leq a_{\ell,i} \cdot a_{\ell,j} \cdot a_{\ell,\ell}^{-1} \\
|z_j^4(i)| = a_{\ell,i}^2 \cdot (1 + \|u_{\ell}\|_S^2) \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}) \cdot (v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell})_s| \leq a_{\ell,i} \cdot a_{\ell,j} \cdot a_{\ell,\ell}^{-1}. 
\]

This concludes the proof of the first part of the claim.

For columns $j_1, j_2$ with $j_1 \neq j_2$, and rows $i_1, i_2$ with $i_1 \neq i_2$, we have
\[
|z_{j_1}^1(i_1) \cdot z_{j_2}^4(i_2)| = a_{\ell,i}^4 \cdot (1 - \|v_{\ell}\|_S^2) \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}) \cdot (u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell})_s| \leq a_{\ell,i} \cdot a_{\ell,j} \cdot a_{\ell,\ell} \cdot \|v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}\|_S \cdot \|v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}\|_S \\
\leq a_{\ell,i}^2 \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell})_s| \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell})_s| \cdot (1 + \|u_{\ell}\|_S^2) \cdot \|v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}\|_S \\
\leq a_{\ell,i}^2 \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell})_s| \cdot |(u_{\ell}^T (V_s V_s^T)^{-1} v_{\ell})_s| \cdot (1 + \|u_{\ell}\|_S^2) \cdot \|v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}\|_S \\
\leq a_{\ell,i}^2 \cdot \|u_{\ell}\|_S \cdot \|u_{\ell}\|_S \cdot a_{\ell,i} \cdot a_{\ell,\ell} \cdot \|v_{\ell}^T (V_s V_s^T)^{-1} v_{\ell}\|_S. 
\]
(by Cauchy Schwarz)

By Lemma 8, $|\langle v_{\ell}, v_{\ell,j} \rangle_S| \leq \sqrt{(1 - \|v_{\ell}\|_S^2) \cdot (1 - \|v_{\ell}\|_S^2)}$. Therefore,
\[
|z_{j_1}^1(i_1) \cdot z_{j_2}^4(i_2)| \leq \|u_{\ell}\|_S \cdot \|u_{\ell}\|_S \cdot a_{\ell,i} \cdot a_{\ell,j} \cdot a_{\ell,\ell} \cdot \sqrt{(1 - \|v_{\ell}\|_S^2) \cdot (1 - \|v_{\ell}\|_S^2)} \cdot a_{\ell,i}^{-2} \\
= a_{\ell,i} \cdot a_{\ell,j} \cdot \|u_{\ell}\|_S \cdot \|u_{\ell}\|_S \cdot \sqrt{(1 - \|v_{\ell}\|_S^2) \cdot (1 - \|v_{\ell}\|_S^2)} \cdot \sqrt{\|u_{\ell}\|_S^2 \cdot (1 - \|v_{\ell}\|_S^2)} \cdot a_{\ell,i}^{-2} \\
\leq a_{\ell,i} \cdot a_{\ell,j} \cdot a_{\ell,\ell} \cdot a_{\ell,\ell}^{-1}. 
\]
(by Cauchy Schwarz)

By a similar argument, one can conclude $|z_{j_1}^2(i_1) \cdot z_{j_2}^3(i_2)| \leq a_{\ell,i} \cdot a_{\ell,j} \cdot a_{\ell,\ell} \cdot a_{\ell,\ell}^{-1}$. □
D Permanent of the Coefficient Matrix

Lemma 6 Let $A_\ell \in \mathbb{R}^{\ell \times \ell}$ satisfy the following properties:

(i) $a_{ij} > 0$ for all $i \in [\ell]$,

(ii) $0 \leq a_{ij} \leq 2 \cdot f(i - j) / \prod_{l=j+1}^{\ell-1} a_{l,l}$ for all $j < \ell$, and

(iii) $0 \leq a_{ij} \leq 2 \cdot f(\ell - j + i) \cdot \prod_{l=i}^{\ell} a_{l,l} / f(\ell)$ for all $i < j \leq \ell$.

Then the permanent of $A_\ell$ is at most $\prod_{i=1}^{\ell} a_{i,i} \cdot (1 + 0.05 / \ell)$.

Proof We first scale $A_\ell$ so that the upper bounds on off-diagonal entries are independent of the diagonal entries. Let $B_\ell$ be the matrix obtained by applying the following operation to $A_\ell$:

- Divide the $j$-th column by $\prod_{x=1}^{j} a_{x,x}$ for all $j \in [\ell]$
- Multiply the $i$-row by $\prod_{x=1}^{i-1} a_{x,x}$ and for $i > 1$

Then $\text{perm}(A_\ell) = \prod_{i=1}^{\ell} a_{i,i} \cdot \text{perm}(B_\ell)$, and the entries of $B_\ell$ satisfy

1. $b_{ij} = 1$ for all $i \in [\ell]$,

2. $b_{ij} \leq 2 \cdot f(i - j)$ for all $j < i$, and

3. $b_{ij} \leq 2 \cdot f((l-j+1)/f(l))$ for all $i < j$.

For $\ell = 2$, $\text{perm}(B_2) = 1 + b_{1,2} \cdot b_{2,1} \leq 1 + \frac{4f(1)^2}{f(2)} < 1.006$ and therefore $\text{perm}(A_2) \leq (1 + 0.05/2) \cdot a_{1,1} \cdot a_{2,2}$.

So we assume $\ell \geq 3$. Let $S_\ell$ denote the set of permutations on $[\ell]$, and $\text{id}_\ell$ denote the identity permutation on $\ell$ elements. Expanding the permanent of $B_\ell$ gives

$$\text{perm}(B_\ell) = \sum_{\sigma \in S_\ell} \prod_{i=1}^{\ell} b_{i,\sigma(i)} = 1 + \sum_{\sigma \in S_\ell \setminus \{\text{id}_\ell\}} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \cdot \sum_{\sigma \in S_\ell \setminus \{\text{id}_\ell\}} 1.$$  \hspace{1cm} (35)

We categorize all permutations in $S_\ell \setminus \{\text{id}_\ell\}$ based on the number of fixed points and exceedances. The set of fixed points of a permutation $\sigma \in S_\ell$ is defined as $\{i \in [\ell] : \sigma(i) = i\}$ and the exceedance of $\sigma$ is defined as the number of indices $i$ such that $\sigma(i) > i$ (for more details, see Definition 10 and Lemma 11). Let $S_\ell(n,k)$ denote the subset of $S_\ell$ with $\ell - n$ fixed points and $k$ exceedances (see Figure 4).

By definition, all permutations in $S_\ell \setminus \{\text{id}_\ell\}$ have at most $\ell - 2$ fixed points and at least 1 exceedance. So we can further expand (35) as

$$\text{perm}(B_\ell) = 1 + \sum_{n=2}^{\ell} \sum_{k=1}^{n-1} \sum_{\sigma \in S_\ell(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \cdot \sum_{\sigma \in S_\ell \setminus \{\text{id}_\ell\}} 1.$$  \hspace{1cm} (36)
For a permutation $\sigma \in S_\ell(n,k)$,

$$
\prod_{i=1}^\ell b_{i,\sigma(i)} = \prod_{i=\sigma(i)} b_{i,d} \cdot \prod_{i<\sigma(i)} b_{i,\sigma(i)} \cdot \prod_{i>\sigma(i)} b_{i,\sigma(i)} = \prod_{i<\sigma(i)} b_{i,\sigma(i)} \cdot \prod_{i>\sigma(i)} b_{i,\sigma(i)} \quad \text{(since } b_{i,d} = 1) \\
\leq \prod_{i>\sigma(i)} 2f(i - \sigma(i)) \cdot \prod_{i<\sigma(i)} \frac{2f(\ell - \sigma(i) + i)}{f(\ell)}. \quad \text{(from properties 2 and 3)}
$$

Since $\sum_{i=1}^\ell i - \sigma(i) = 0$ for any permutation,

$$
\sum_{i>\sigma(i)} i - \sigma(i) + \sum_{i<\sigma(i)} \ell - \sigma(i) + i = \ell \cdot |\{i : \sigma(i) > i\}| = \ell \cdot kr 
$$

for any $\sigma \in S_\ell(n,k)$. Therefore, if $\sigma \in S_\ell(n,k)$, then there exist integers $1 \leq x_1, x_2, \ldots, x_n \leq \ell - 1$ with $\sum_{i=1}^n x_i = \ell \cdot k$, such that

$$
\prod_{i=1}^\ell b_{i,\sigma(i)} \leq 2^n \cdot \prod_{i=1}^n f(x_i) / f(\ell)^k. \quad (37)
$$

If $k \geq n/2$, and $x_1, \ldots, x_n$ satisfy $\sum_{i=1}^n x_i = \ell \cdot k$, and $1 \leq x_i \leq \ell - 1$, then $\prod_{i=1}^n f(x_i)$ is maximized when $x_1 = \ldots = x_k = \ell - 1$, $x_{k+1} = 2k - n + 1$, and $x_{k+2} = \ldots = x_n = 1$ because $f(a+b) \geq f(a) \cdot f(b)$. Similarly, when $k < n/2$, $\prod_{i=1}^n f(x_i)$ is maximized when $x_1 = \ldots = x_{k-1} = \ell - 1$, $x_k = \ell - n + 2k - 1$, and $x_{k+1} = \ldots = x_n = 1$. So,

$$
\prod_{i=1}^n f(x_i) \leq \begin{cases} 
    f(\ell - 1)^k \cdot f(2k - n + 1) \cdot f(1)^{n-k-1} & \text{if } k \geq n/2 \\
    f(\ell - 1)^{k-1} \cdot f(\ell - n + 2k - 1) \cdot f(1)^{n-k} & \text{otherwise}.
\end{cases}
$$

Plugging these bounds in (37), we get

$$
\prod_{i=1}^\ell b_{i,\sigma(i)} \leq \begin{cases} 
    2^n \cdot \frac{f(\ell - 1)^k \cdot f(2k - n + 1) \cdot f(1)^{n-k-1}}{f(\ell)^k} & \text{if } k \geq n/2 \\
    2^n \cdot \frac{f(\ell - 1)^{k-1} \cdot f(\ell - n + 2k - 1) \cdot f(1)^{n-k}}{f(\ell)^k} & \text{if } k < n/2.
\end{cases}
$$
Using the definition of $f$, for any $k \geq n/2$,

$$\prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq 2^{2n-k-1} \cdot \frac{(2k-n+1)!^{11}}{\ell^{11k}},$$

and for $k < n/2$,

$$\prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq 2^{2n-k} \cdot \frac{1}{\ell^{11(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2k))^{11}}. \quad (39)$$

We will now bound the sum of $\prod_{i=1}^{\ell} b_{i,\sigma(i)}$ over all permutations $\sigma$ in $S_{\ell}(n,k)$ based on the relative values of $n$ and $k$.

For fixed $k$ and $n$ with $k < n/2$, summing over all permutations in $S_{\ell}(n,k)$ gives

$$\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq |S_{\ell}(n,k)| \cdot \max_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} = \left(\begin{array}{c} \ell \\ n \end{array}\right) \cdot \theta(n,k) \cdot \max_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \left(\begin{array}{c} \ell \\ n \end{array}\right) \cdot \theta(n,k) \cdot \frac{1}{\ell^{11(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2k))^{11}},$$

(from Lemma [11])

where the last inequality follows from (39). We will bound the three terms of equation (40), $\left(\begin{array}{c} \ell \\ n \end{array}\right)$, $\theta(n,k)$, and $2^{2n-k}$ separately.

Expanding the first term, we get

$$\left(\begin{array}{c} \ell \\ n \end{array}\right) \cdot \frac{1}{\ell^{(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2k))} = \frac{\ell \cdot (\ell - 1) \ldots (\ell - n + 1)}{n! \cdot \ell^{(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2k))} < \frac{1}{n! \cdot \ell^{k-1}}. \quad (41)$$

For the third term, note that $k < n/2$ implies that $2^{2n-k} < 2^{3n-3k}$, and since $k \geq 1$, $\ell - n + 2k > 2$. Using these two facts, we get

$$2^{2n-k} \cdot \frac{1}{\ell^{(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2k))^{3}} < \frac{2^{3(n-k)}}{(\ell - n + 2k)^{3(n-k)}} < 1. \quad (42)$$

Plugging (41) and (42) in (40), we get

$$\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{n! \cdot \ell^{k-1}} \cdot \theta(n,k) \cdot \frac{1}{\ell^{(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2k)}.$$  

(43)

For $k = 1$, $\theta(n,k) = 1$ by Lemma [11] and therefore

$$\sum_{\sigma \in S_{\ell}(1,n)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{n!} \cdot \frac{1}{(\ell \cdot (\ell - 1) \ldots (\ell - n + 2))^{7}}.$$  

(44)
Summing over all \( n \) gives
\[
\sum_{n=2}^{\ell} \sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \sum_{n=2}^{\ell} \frac{1}{n!} \cdot \frac{1}{(\ell \cdot (\ell - 1) \ldots (\ell - n + 2))^2} \leq \frac{1}{2^{\ell^2}}.
\] (45)

For any \( 2 \leq k < n/2 \), using Lemma [11] we have \( \theta(n, k) = (2k + 3)^n \). Since \( k \geq 2, 2k + 3 \leq 2 \cdot 2k \), and therefore \( \theta(n, k) \leq (2 \cdot 2k)^{n+2} \). Plugging this in (43), we get
\[
\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{n! \cdot \ell^{4(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2))^4}.
\] (46)

Moreover \( k < n/2 \) implies that \( n - k > n/2 \), and as a result \( n \leq 2(n - k) \) and \( 2^n \cdot (2k)^n \leq 2^{2(n-k)} \cdot (2k)^{2(n-k)} \). Therefore,
\[
2^n \cdot (2k)^n \cdot \frac{1}{\ell^{4(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2))^4} \leq 2^{2(n-k)} \cdot (2k)^{2(n-k)} \cdot \frac{1}{\ell^{4(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2))^4} \leq \left( \frac{2}{\ell - n + 2k} \right)^{2(n-k)} \cdot \left( \frac{2k}{\ell - n + 2k} \right)^{2(n-k)} < 1,
\] (47)

where the last inequality follows from \( 2k \leq \ell - n + 2k \) and \( 2 \leq \ell - n + 2k \).

Combining (46) and (47), we have for any \( 2 \leq k < n/2 \),
\[
\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{n! \cdot \ell^{4(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2))^3}.
\] (48)

Summing over all \( k \) and \( n \) with \( 2 \leq k < n/2 \) gives
\[
\sum_{n=2}^{\ell} \sum_{k=2}^{\lfloor n/2 \rfloor - 1} \sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} = \sum_{n=5}^{\ell} \sum_{k=2}^{\lfloor n/2 \rfloor - 1} \sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \quad (\text{since } n > 2k > 4)
\]
\[
\leq \sum_{n=5}^{\ell} \sum_{k=2}^{\lfloor n/2 \rfloor - 1} \frac{1}{n! \cdot \ell^{4(k-1)} \cdot (\ell \cdot (\ell - 1) \ldots (\ell - n + 2))^3} \quad (\text{from } 48)
\]
\[
\leq \frac{1}{5!} \sum_{n=5}^{\ell} \sum_{k=2}^{\lfloor n/2 \rfloor - 1} \frac{1}{\ell^{4(k-1)}} \leq \frac{1}{5!} \sum_{n=5}^{\lfloor n/2 \rfloor - 1} \frac{1}{\ell^4} \quad (\text{since } k > 2)
\]
\[
\leq \frac{1}{5!} \cdot \ell \cdot \lfloor \ell/2 \rfloor \cdot \frac{1}{\ell^4} \leq \frac{1}{2 \cdot 5!} \cdot \ell^2.
\] (49)

Similarly, for a fixed \( k \) and \( n \) with \( k \geq n/2 \), summing over all permutations in \( S_{\ell}(n,k) \),
\[
\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \binom{\ell}{n} \cdot \theta(n,k) \cdot 2^{2n-k-1} \cdot \frac{(2k-n+1)!}{\ell^{1k}}.
\] (50)
We again bound the three terms, namely \(_\binom{\ell}{n}\), \(\theta(n,k)\), and \(2^{2n-k-1}\) separately.

For the first term, since \(n/2 \leq k\), \(2n - k - 1 \leq 3k - 1\), and therefore

\[
2^{2n-k-1} \cdot \frac{(2k-n+1)!}{\ell^{3k}} \leq 2^{3k-1} \cdot \frac{(2k-n+1)!}{\ell^{3k}}.
\]

Since \(2k - n + 1 \leq k\) and \(k + 1 \leq \ell\), \(2^{3k-1} \cdot \frac{(2k-n+1)!}{\ell^{3k}} \leq \frac{1}{2} \cdot \frac{(2^k k)!}{(k+1)!}^3\).

For \(k = 1, 2, 3, 4, 5\), \(\frac{(2^k k)!}{(k+1)!}^3 \leq 1\). For \(k \geq 6\), \(2^k k! \leq k^k\). Therefore,

\[
2^{2n-k-1} \cdot \frac{(2k-n+1)!}{\ell^{3k}} \leq \frac{1}{2}.
\] (51)

Expanding the third term,

\[
\left(\binom{\ell}{n}\right) \cdot \frac{(2k-n+1)!^2}{\ell^{2k}} = \frac{\ell \cdot (\ell-1) \ldots (\ell-n+1)}{n!} \cdot \frac{(2k-n+1)!^2}{\ell^{2k}} \leq \frac{1}{n!} \cdot \frac{(2k-n+1)!^2}{\ell^{2k-n}} \leq \frac{1}{n!} \cdot \frac{(2k-n+1)!}{\ell(n-1)!}.
\]

Since \(k + 1 \leq n\), we have \(2k - n + 1 \leq n - 1\), and therefore

\[
\left(\binom{\ell}{n}\right) \cdot \frac{(2k-n+1)!^2}{\ell^{2k}} \leq \frac{(2k-n+1)!}{\ell(n-1)!} \leq \frac{1}{\ell}.
\] (52)

Plugging in (51) and (52) in (50),

\[
\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{2\ell} \cdot \theta(n,k) \cdot \frac{(2k-n+1)!^6}{\ell^{6k}}.
\] (53)

Since \(\theta(n,n-1) = 1\), for \(k = n-1\), we have

\[
\sum_{\sigma \in S_{\ell}(n,n-1)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{2\ell} \cdot \frac{(n-1)!^6}{\ell^{6(n-1)}}.
\] (54)

Summing over all \(n\) gives

\[
\sum_{n=2}^{\ell} \sum_{\sigma \in S_{\ell}(n,n-1)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \sum_{n=2}^{\ell} \frac{1}{2\ell} \cdot \frac{(n-1)!^6}{\ell^{6(n-1)}} \leq \sum_{n=2}^{\ell} \frac{1}{2\ell} \cdot \frac{1}{\ell^6} \text{ (since } n - 1 < \ell) \leq \frac{1}{2\ell^6}.
\] (55)

By Lemma 11, for \(k < n-1\), \(\theta(n,k) \leq (2n-2k+5)^n\) for \(n \geq n/2\), and

\[
\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{2\ell} \cdot (2n-2k+5)^n \cdot \frac{(2k-n+1)!^6}{\ell^{6k}}.
\]
Let \( z = 2k - n \), then
\[
(2n - 2k + 5)^n \cdot \frac{(2k - n + 1)!}{\ell^k} = (2k - 2z + 5)^{2k-z} \cdot \frac{(z + 1)!}{\ell^k}
\leq (2k - z + 5)^{2k-z} \cdot \frac{(z + 1)!}{\ell^k}.
\]

Taking the partial derivative of \( \frac{(2k-z+5)^{2k-z}}{\ell^k} \) with respect to \( k \),
\[
\frac{\partial}{\partial k} \left( \frac{(2k-z+5)^{2k-z}}{\ell^k} \right) = (2k - z + 5)^{2k-z} \left( 2 \cdot \log(2k - z + 5) + 2 \cdot \frac{2k - z}{2k - z + 5} - 6 \log(\ell) \right),
\]
where the last inequality follows since \( 2k - z \leq \ell \) and \( \ell \geq 3 \).

Therefore \( \frac{(2k-z+5)^{2k-z}}{\ell^k} \) is a non-increasing function of \( k \). Since \( n = 2k - z \geq 1 \), \( k \) satisfies \( 2k \geq z + 1 \).
So \( \frac{(2k-z+5)^{2k-z}}{\ell^k} \) is maximized when \( 2k = z + 1 \). Therefore,
\[
(2k - z + 5)^{2k-z} \cdot \frac{(z + 1)!}{\ell^k} \leq 6 \cdot \frac{(z + 1)!}{\ell^k} = 6 \cdot \frac{(2k - n + 1)!}{\ell^k} \text{ (from definition of } z) \]
\leq 6 \cdot \frac{\ell^6(2k-n+1)}{\ell^k} \leq \frac{6}{\ell^{(n-k-1)}}. \text{ (since } 2k - n + 1 < n \leq \ell) \]

Plugging this bound in (53) gives
\[
\sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \frac{1}{2\ell} \cdot \frac{6}{\ell^{(n-k-1)}}. \tag{56}
\]

Summing over all \( n \) and \( k \) gives
\[
\sum_{n=2}^{\ell} \sum_{k=\lfloor n/2 \rfloor}^{n-2} \sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} \leq \sum_{n=2}^{\ell} \sum_{k=\lfloor n/2 \rfloor}^{n-2} \frac{1}{2\ell} \cdot \frac{6}{\ell^{(n-k-1)}} \leq \sum_{n=2}^{\ell} \sum_{k=\lfloor n/2 \rfloor}^{n-2} \frac{1}{2\ell} \cdot \frac{3}{\ell^5} \text{ (since } n - k - 1 \geq 1) \]
\leq \frac{3}{\ell^5}. \tag{57}
\]

Plugging in (45), (49), (55), and (57) into (36),
\[
\text{perm}(B_\ell) = 1 + \sum_{n=2}^{\ell} \sum_{k=1}^{n-1} \sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)}
\]
\[
= 1 + \sum_{n=2}^{\ell} \sum_{\sigma \in S_{\ell}(n,1)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} + \sum_{n=5}^{\ell} \sum_{k=2}^{\lfloor n/2 \rfloor - 1} \sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)}
\]
\[
+ \sum_{n=2}^{\ell} \sum_{\sigma \in S_{\ell}(n,n-1)} \prod_{i=1}^{\ell} b_{i,\sigma(i)} + \sum_{n=2}^{\ell} \sum_{k=\lfloor n/2 \rfloor}^{n-2} \sum_{\sigma \in S_{\ell}(n,k)} \prod_{i=1}^{\ell} b_{i,\sigma(i)}
\]
\leq 1 + \frac{1}{2\ell^5} + \frac{1}{240\ell^2} + \frac{1}{2\ell^6} + \frac{3}{\ell^5} \leq 1 + \frac{0.05}{\ell}. \text{ (since } \ell \geq 3) \]

36
The explicit formula for $E_n = \prod_{i=1}^{\ell} a_{i,j} \cdot \text{perm}(B_i) \leq \prod_{i=1}^{\ell} a_{i,j} \cdot (1 + \frac{0.05}{t})$.

**Definition 10 (Exceedances, Eulerian numbers, and Derangement numbers)**

- The exceedance of a permutation $\sigma \in S_n$ is defined as $|\{i \in [n - 1] : \sigma(i) > i\}|$.
- The Eulerian number $E(n, k)$ is defined to be the number of permutations in $S_n$ with $k - 1$ exceedences.
- The derangement number $T(n, k)$ is defined to be the number of derangements in $S_n$ with $k$ exceedences.

The explicit formula for $E(n, k)$ is $E(n, k) = \sum_{j=0}^{n-k+1} (-1)^j \binom{n+1}{j} \cdot (k + 1 - j)^n$ (page 273, [Com74]). The exponential generating function of $E(n, k)$ is given by (page 273, [Com74])

$$\sum_{n=0}^{\infty} \sum_{k=0}^{n} E(n, k) \frac{t^k}{n!} x^n = \frac{t - 1}{t - e^{(t-1)x}}.$$ \hspace{1cm} (58)

The exponential generating function of $T(n, k)$ is given by (Proposition 5, [Bre90])

$$\sum_{n=0}^{\infty} \sum_{k=1}^{n-1} T(n, k) \frac{t^k}{n!} x^n = e^{-t} \cdot \frac{t - 1}{t - e^{(t-1)x}}.$$ \hspace{1cm} (59)

Comparing (58) and (59), we infer

$$T(n, k) = \sum_{j=0}^{n} (-1)^{(n-j)} \binom{n}{j} \cdot E(j, k).$$ \hspace{1cm} (60)

**Lemma 11** $S_\ell(n, k)$ denote the set of permutations on $[\ell]$ with $\ell - n$ fixed points and $k$ exceedences. Then

$$|S_\ell(n, k)| \leq \binom{\ell}{n} \cdot \theta(n, k) \quad \text{where} \quad \theta(n, k) := \begin{cases} 1 & \text{if } k = 1 \text{ or } k = n - 1 \\ (2k + 3)^n & \text{if } 2 \leq k < n/2 \\ (2n - 2k + 5)^n & \text{if } n/2 \leq k \leq n - 2. \end{cases}$$

**Proof** If we fix the $\ell - n$ fixed points for a permutation in $S_\ell(n, k)$, then we get a derangement on the remaining $n$ points with $k$ exceedences. Therefore $|S_\ell(n, k)| = \binom{\ell}{n} \cdot T(n, k)$. So, it suffices to prove that

- $T(n, 1) = T(n, n - 1) = 1$,
- $T(n, k) = T(n, n + 1 - k) < (2k + 3)^n$ for any $k \in \{2, \ldots, n - 2\}$.

From definition $E(n, m) = \sum_{k=0}^{n+1} (-1)^{k+1} \binom{n+1}{k} (m + 1 - k)^n$. So removing terms with odd $k$ from $E(n, m)$ does not decrease it value. Therefore,

$$E(n, m) < \binom{n+1}{0} \cdot (m+1)^n + \binom{n+1}{2} \cdot (m+1-2)^n + \ldots = \sum_{i=0}^{m+1} \binom{n+1}{2i} \cdot (m+1-2i)^n$$
\[ < (m + 1)^n \cdot \left( \sum_{i=0}^{n} \binom{n+1}{2i} \right) \leq (m + 1)^n \cdot 2^n. \]

Using equation 60 and taking absolute values, we get

\[ T(n,k) < \sum_{j=0}^{n} \binom{n}{j} \cdot E(j,k) < \sum_{j=0}^{n} \binom{n}{j} \cdot 2^j \cdot (k + 1)^j = (1 + 2(k + 1))^n. \]