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Abstract

Parameterized quantum circuits (PQC, aka, variational quantum circuits) are among the proposals for a computational advantage over classical computation of near-term (not error corrected) digital quantum computers. PQCs have to be “trained” — i.e., the expectation value function has to be maximized over the space of parameters.

This paper deals with the number of samples (or “runs” of the quantum computer) which are required to train the PQC, and approaches it from an information theoretic viewpoint. The main take-away is a disparity in the large amount of information contained in a single exact evaluation of the expectation value, vs the exponentially small amount contained in the random sample obtained from a single run of the quantum circuit.
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1 Introduction

Hybrid quantum-classical computing with parameterized (or variational) quantum circuits (PQCs) works by alternately running the parameterized quantum circuit on a digital, gate-based quantum computer, and updating parameters in classical hard- and software. The hybrid process aims to find parameter settings which optimize some objective function derived from the measurement results of the PQC, for example with the goal to find the ground state of the measurement Hamiltonian. This process has become known as “training” the PQC.

For the purpose of this paper, a Parameterized Quantum Circuit consists of a sequence of quantum operations, applied to a known initial state which we denote by $|0\rangle\langle 0|$, and followed by a measurement. Some of the quantum operations are unitaries of the form

$$\rho \mapsto e^{-\pi i x_j H_j} \rho e^{\pi i x_j H_j}, \ j = 1, \ldots, n,$$

where the $H_j$ are hermitian operators and $x \in \mathbb{R}^n$ is the vector of parameters. For simplicity(!), we assume that the $H_j$ have $\pm 1$ eigenvalues. (We allow more general dependence on the parameters in Section 2) We also assume that the observable in the final measurement has eigenvalues $\pm 1$. Hence, a single run of the quantum circuit (with measurement) with parameters set to $x$ yields a random number in $\pm 1$, whose expectation we denote by $f(x)$, and refer to as the expectation value function of the PQC. In this simplified setting, the training problem is this:

maximize $f(x)$ over $x \in \mathbb{R}^n$.

(Note that $n$ is the number of parameters, not the number of qubits.)
Even though, in applications, a good local maximum is often sufficient, training PQCs is known to be difficult for a variety of reasons. The least of it is that, as a non-concave maximization problem, the training problem is likely to be NP-hard: But classical neural network training has the same property, and it is not a huge problem there. More specific to the quantum case is the existence of “plateaus”: large regions of the parameter space where the gradient is close to 0 [3]. While training seems to work fine in practice with a small number of qubits, the exponential dependence on the number of qubits of indicators of “trouble” are worrisome. In this paper, we add one new worrying perspective to the discussion: The information content of the random output of a run of the PQC. For that we consider a setting which is very generous to the designer of a training algorithm: The algorithm is only ever used on a fixed $\alpha$, and a fixed, finite number (depending on $n$) of functions $f_c$, $c \in C$, all of which are known to the algorithm. The algorithm itself can be randomized. The algorithm has infinite computational resources; e.g., it can represent real numbers exactly, and make instantaneous computations on them (for parameters and expectation values).

Formally, we define the following. A sample query consists of the training algorithm setting the parameters to an $x \in \mathbb{R}^n$ ad libitum, and then running once the quantum circuit with this setting, retrieving the resulting random number $F \in \{\pm1\}$ with $EF = f(x)$. In contrast, in an evaluation query after setting the parameters ad libitum, the algorithm is given the real number $f(x)$ exactly.

The success of the algorithm is only measured in some definition of average-case — not worst-case — over $c \in C$ and over its internal randomness. The following algorithm and theorem underlines just how ridiculously generous the computational model is.

**Theorem 1.** Let $\mu$ be an arbitrary absolutely continuous probability measure on $\mathbb{R}^n$. If in Step 2 $x$ is drawn according to $\mu$, then the Omnibotent Algorithm succeeds with probability 1.

---

1 Algorithm: Omnibotent-Algorithm

**Input:** Evaluation-query access to a function $f \in \{f_c \mid c \in C\}$

**Returns:** $x \in \mathbb{R}^n$ maximizing $f(x)$

2 Pick a random parameter setting $x \in \mathbb{R}^n$

3 Query $f(x)$.

4 Iterating over all $c \in C$, find one with $f_c(x) = f(x)$

5 Look up the parameter setting $x^*$ maximizing $f_c$ in a table

6 output $x^*$.

The proof of this theorem, in Section 2, will show that with probability 1 over the choice of $x$, the mapping $f_c \mapsto (x, f_c(x))$ is one-to-one.

In information theoretic terms, if $C$ is randomly chosen in $C$, then a single evaluation query of $f_C$ at a random point contains all information about $f_C$:

$$\mathbb{H}(f_A \mid (X, f_A(X))) = 0. \quad (2)$$

Our Superman algorithms with infinite memory and tables with worked-out solutions hit Kryptonite, when we replace evaluation-query access by sample-query access — even when we allow the output to be off by a significant amount from the true maximum. We propose the the following definition.

**Definition 2.** Let $A$ be a Las-Vegas (randomized) algorithm which is given sample-query access to one (unknown) element in a family $C$ of PQCs with $n$ parameters. For $\alpha \in \mathbb{R}_+$, we say that $A$ $\alpha$-succeeds in the training problem, if it outputs a parameter setting $x^*$ with $f(x^*) \geq \max_c f(x) - \alpha$, after performing a number of sample queries whose number depends on: the internal randomness of $A$; the random choice of $c$ uniformly in $C$; and the randomness in the sample query results.

**Theorem 3.** There are constants $c > 1$ and $\alpha \approx 1$ and a family of simple PQCs ($3^n$ for each number of qubits $n$) such that every $\alpha$-successful training algorithm, with probability $1 - c^{-n}$, requires at least $c^n$ sample queries.

In terms of information content of queries: For any $m \ll c^n$, for the queries at the (ran-
dom) parameter settings \(X_1, \ldots, X_m\) that a randomized training algorithm performs, and the corresponding sample query results \(Q_1, \ldots, Q_m\), if \(C \in \mathcal{C}\) is chosen uniformly at random, we have

\[
\mathbb{I}(C : (X_1, Q_1, \ldots, X_m, Q_m)) \leq m2^{-T(n)}H(C).
\]

Clearly, the difference in the perfect performance of the algorithms for evaluation and sample queries lies in the information content of the queries, (2) vs (3). The contribution of this paper lies in bringing the consideration of information to the table with regards to algorithms and lower bounds for FQC training.

This paper is organized as follows. In Section 2, we prove Theorem 1. Section 3 is dedicated to the proof of Theorem 2. We conclude with an outlook on related questions. We showed some technicalities out of the weary eye of the reader into the appendix.

2 Evaluation queries are powerful

We consider a family of parameterized quantum circuits which is more general than in the rest of the paper: The only restriction is that the parameters \(x \in \mathbb{R}^m\) occur only in unitary quantum operations of the form

\[
|\psi\rangle \rightarrow e^{-i\sum_j \theta_j(x)H_j}|\psi\rangle,
\]

for arbitrary Hermitian operators \(H_j\) and \(H\) on no matter how many qubits, and arbitrary analytic functions \(\theta_j : \mathbb{R}^m \rightarrow \mathbb{R}\).

In this section, we prove the following theorem.

**Theorem 4.** Let \(\mathcal{C}\) be a countable family of parameterized quantum circuits, each taking exactly \(m\) parameters, and such that the expectation value functions of the circuits are all distinct.

If \(x \in \mathbb{R}^m\) is chosen randomly according to an absolutely continuous measure on \(\mathbb{R}^m\), then, with probability 1, the circuit \(C \in \mathcal{C}\) is uniquely determined by a single query of its expectation value (evaluation query) with parameters \(x\).

**Proof.** The expectation value function is real analytic. Real analytic function have the property that zero-sets are lower-dimensional sub-varieties. Hence, their measure, wrt any absolutely continuous probability measure, is 0. Consequently, the set of points \(x\) for which two such functions coincide also has measure zero. We refer to [1] for the details.

3 Sample-queries are poor

We will need some notation. It can be seen [4] that \(f\) is periodic in each coordinate, so we set \(T := \mathbb{R}/\mathbb{Z}\); note that \(T^n = (\mathbb{R}/\mathbb{Z})^n = \mathbb{R}^n/\mathbb{Z}^n\).

For a function \(f\) with range in \([-1, +1]\), we write \(F_f(x)\) for the probability distribution with support contained in \(\{\pm 1\}\) and mean \(f(x)\). Modeling the behavior of parameterized quantum circuits, we assume that, conditioned on \(f\) and \(x\), samples from \(F\) are independent from each other and from all other random variables.

For any function \(f_0 : T^n \rightarrow \mathbb{R}\) and \(a \in \{0, \frac{1}{3}, \frac{2}{3}\}^n \subset T^n\), we define the function \(f_a := f_0(\square - a)\); similarly, for a set \(P_0 \subset T^n\), we define \(P_a := \{x - a \mid x \in P_0\}\).

We are now well equipped to describe the technical approach.

3.1 The “plateau game”

For \(n \in \mathbb{N}\), consider the following plateau game[2] played between Alice and Bob:

*There is a set \(P_0 \subset T^n\) with \(0 \notin P_0\), which is known to both Alice and Bob.*

*At the beginning of the game, Alice chooses an \(a \in \{0, \frac{1}{3}, \frac{2}{3}\}^n\), hidden from Bob. Then, the players proceed in rounds. In each round, Bob chooses an element \(x \in T^n\), and asks Alice, “Is \(x\) \(\in P_a\)?”, to which Alice answers truthfully. The game ends when Bob queries a point which is not in \(P_a\), in which case Bob wins; otherwise the game proceeds forever (and Alice wins).*
Bob can make randomized queries, i.e., Alice cannot “change her mind” about her choice of \( a \) after the first round begins.

Suppose that Bob makes randomized queries and wins after \( M_a \) rounds, in the case that Alice picks \( a \) as her hidden point (\( M_a \) is a random variable). Suppose further that Alice chooses her hidden point uniformly at random in \( \{0, 1/3, 2/3\}^n \); since it is a random variable, we denote it by a capital letter, \( A \). Finally, let

\[
p := \sup_{x \in \mathbb{T}^n} \mathbb{P}(P_A \not\in x)
\]

denote the highest probability of Bob winning in the first round.

Here is the lower bound on the number of rounds it takes Bob to succeed.

**Lemma 5.** \( \mathbb{P}(M_A \leq m) \leq pm \)

Before we give the proof, a remark. While the setting of the game allows Bob to adaptively choose his next move based on Alice’s answers to his previous questions, that adaptivity is not really present, as Bob — unless he has already won — (knows that he) always gets the same answer: “Yes”. Indeed, the transition from the training problem to the plateau game (performed in Lemma \( \text{6} \) below) takes the adaptivity out of the equation.

Hence, Bob’s strategy is a single probability measure, which he may just as well choose before Alice picks her point. We refer to Appendix \( \text{A} \) for the formal justification.

**Proof of Lemma 5.** Let \( m \in \mathbb{N} \). To decide \( M_A \leq m \), we need to observe the game only for the first \((\text{at most})\) \( m \) rounds. For \( x \in (\mathbb{T}^n)^m \), \( a \in \{0, 1/3, 2/3\}^n \), we let \( \beta(a, x) := 1 \), if Bob wins in the first \( m \) rounds with the questions \( x_1, x_2, \ldots, x_m \), i.e., if there is a \( j \) with \( x_j \not\in P_a \), and \( \beta(a, x) := 0 \) otherwise.

By the above remark, the set of Bob’s strategies is the set of probability distributions \( \mu \) on \((\mathbb{T}^n)^m \), and \( \mu \) does not depend on \( a \). Now we just compute (the sums are over all \( \{0, 1/3, 2/3\}^n \)):

\[
\mathbb{P}(M_A \leq m) = \frac{1}{n} \sum_a \int_{(\mathbb{T}^n)^m} \beta(a, x) \, d\mu(x)
= \int_{(\mathbb{T}^n)^m} \beta(a, x) \, d\mu(x)
= \int_{(\mathbb{T}^n)^m} \mathbb{P}(\exists j : x_j \not\in P_a) \, d\mu(x)
\leq m \cdot \sup_{x \in (\mathbb{T}^n)^m} \mathbb{P}(x_j \not\in P_a)
= mp.
\]

This completes the proof of Lemma 5.

### 3.2 From the training problem to the plateau game

Now we come to the technical lemma which connects the PQC-training problem to the plateau game \( \mathcal{G}_0 \).

**Lemma 6.** Let \( n \in \mathbb{N}, f_0 : \mathbb{T}^n \to [-1, +1] \) a continuous function, and \( P_0 \subset \mathbb{T}^n \). Further, let \( \eta \in [-1, +1], 0 \leq \delta < \alpha \) (we will need \( \delta \ll 1 \) and \( \alpha \gg \delta \) for the conclusion to make sense). We assume

\[
\begin{align*}
(i) \quad |f_0(x) - \eta| &< \delta \text{ for all } x \in P_0 \\
(ii) \quad f_0(0) &= \max_x f_0(x) \\
(iii) \quad \max_{x \in P_0} f_0(x) + \alpha < f_0(0) \text{ for an } \alpha \gg \delta.
\end{align*}
\]

Consider an \( \alpha \)-successful algorithm \( \mathcal{A} \) for maximizing a function \( f \in \{ f_a \mid a \in \{0, 1/3, 2/3\}^n \} \), which has sample-query access to \( f \). With \( \mathcal{A} \) chosen uniformly at random from \( \{0, 1/3, 2/3\}^n \), denote the number of sample queries performed by the algorithm for maximizing \( f = f_A \) before it terminates by the random variable \( T_A \).

With \( p \) as in \( (4) \), we have that

\[
\mathbb{P}(T_A \leq m) \leq (p + \delta/2)m + 1
\]

The proof fills the remainder of this subsection. The idea is that we want to compare what the algorithm does when it samples according to \( F_f \) to what it does when it samples according to \( F_P \), where

\[
\bar{f} := \begin{cases} 
  f(x), & \text{if } x \notin P_0 \\
  \eta, & \text{if } x \in P_0.
\end{cases}
\]
For that, we have to run two "copies" of the algorithm in parallel, but the random decisions must be coupled; cf Appendix B for the technical details. We say that the two runs diverge, if the algorithms’ inner states differ, or one of the queries result in a different answer.

**Lemma 7.** Under the conditions of Lemma 6, the probability that the coupled runs of the algorithm diverge at or before the \(m\)th query is at most \(\delta m/2\).

**Proof.** As the random decisions of the two runs are coupled, for the runs of the algorithm to diverge, at least one sample-query has to give a different result for \(F_f\) from \(F_f\). If the first \(j\) query points and query results are the same, then, by coupling, the \((j+1)\)th query point \(x_{j+1}\) is the same, too. Hence, the probability that the \((j+1)\)th query result differs is \(|f(x) - f(x)|/2\), which by condition (i) in Lemma 6, is at most \(\delta/2\).

By induction, the probability that no query point or query result is different in any of the first \(m\) queries is at least

\[
(1 - \delta/2)^m
\]

which, by Bernoulli’s inequality, is at least \(1 - \delta m/2\).

Now we can finish the proof of Lemma 6.

**Proof of Lemma 6.** W.l.o.g., we impose on algorithm \(A\) that it queries (at least once) the point \(x^\ast\), which we account for by the "+1" on the RHS of \((5)\).

With this modification, the for \(A\) to output a point \(x^\ast\) with \(f(x^\ast) \geq \max_x f(x) - \alpha\), by conditions (II) and (III) it is necessary that the algorithm queries at least 1 point \(x \notin P_A\). We will lower bound the random variable \(T_A\) which counts the number of queries of \(A\) until (and including) the first query point outside of \(P_0\) is requested.

As explained above, we now synchronize the run of \(A\) with a coupled run where the samples are taking according to \(F_f\) instead of \(F_f\).

Let \(m \in \mathbb{N}\). We distinguish tow cases.

1.) The two runs diverge before or at the \(m\)th query;

2.) The two runs do not diverge before or at the \(m\)th query.

In case 1., nothing can be said about \(T_A\). The probability of this happening is at most \(\delta m/2\) by Lemma 7.

As for the case 2., note that \(A\) with samples according to \(F_f\) is a randomized strategy for Bob playing the plateau game: After each "yes" answer from Alice, he throws a coin with probability of heads \((1 - \eta)/2\), and proceeds dependant on the outcome. Hence, by Lemma 5, the probability of querying a point not in \(P_0\) is at most \(pm\).

This concludes the proof of Lemma 6.

### 3.3 A simple family of PQCs

We will now give a family of PQCs \(C^{(n)}\), \(n \in \mathbb{N}\), on \(n\) qubits, which implement functions \(f^{(n)}_0: \mathbb{T}^n \rightarrow \mathbb{R}\) to which will apply Lemma 6. In this section, the "PQC" will stand synonymous with "PQC with parameters given in the form \((I)\) and measurement is of an observable with \(\pm 1\)-eigenvalues."

We start with a simple observation for easy reference.

**Lemma 8.** Let \(g: \mathbb{T}^n \rightarrow \mathbb{R}\), \(h: \mathbb{T}^m \rightarrow \mathbb{R}\), and suppose that the expectation value functions of PQCs \(C_f\) and \(C_g\) are \(f\) and \(g\) resp. Then \(f: \mathbb{T}^{n+m} \rightarrow \mathbb{R}: (x,y) \mapsto g(x)h(y)\) can be obtained as the expectation value function of a PQC.

**Proof.** Let \(C_{g\circ f}\) use \(q_g\) \((q_h)\) qubits, perform the quantum operation \(E_g(x)\) on parameter setting \(x\) \((E_h(y)\) on parameter setting \(y)\), and ultimately measure the observable \(M_g\) \((M_h)\). With \(\rho_0 := |0\rangle \langle 0|:\)

\[
\begin{align*}
g(x) &= \text{tr}(M_g E_g(x) \rho_0) \\
h(y) &= \text{tr}(M_h E_h(y) \rho_0).
\end{align*}
\]

The function \(f\) is realized as an expectation value function by taking \(q_g + q_h\) qubits, starting in \(\rho_0 \otimes \rho_0\), applying the quantum operation \(E_g \otimes E_h\), and ultimately measuring the observable \(M_g \otimes M_h\).

In view of Lemma 8 we finish give a PQC for the function

\[
h: \mathbb{T} \rightarrow \mathbb{R}: x \mapsto 1/3 + \cos(2\pi x)/3.\] (6)
As for the first part, it can easily be seen that there exists a \( \phi \in [0, \pi/4] \) such that
\[
R := e^{-2\pi i (\cos \phi X + \sin \phi Z)}
\]
has the property that, with \( x = 1/3 \), the quantum operation \( \rho \mapsto R^t \rho R^{-t} \) maps \( Z \) into the \( X \)-\( Y \)-plane. The same is then the case for \( t = 2/3 \). Now take the following PQC \( C_1 \):
\[
|0\rangle \xrightarrow{R^x} \quad (7)
\]
where the measurement at the end is of the observable \( Z \). The expectation value function of (7) and \( h \) coincide for \( x = 0, 1/3, 2/3 \), and since both are trigonometric polynomials of degree 1 (cf. [4]), they are the same for every \( x \in \mathbb{R} \). Thus we have realized the function \( h \) in (6) as the expectation value function of the parameterized quantum circuit (7).

So we can realize the function \( h \) defined in (6). Proving that \( f \) as defined in (6) has the required properties requires a little work.

Second, we invoke Lemma 9 to give us a PQC, \( C_n \), whose expectation value function is equal to
\[
f_0^{(n)}: \mathbb{T}^n \rightarrow \mathbb{R}: x \mapsto \prod_{j=1}^n h(x_j).
\]

3.4 Conclusion of the proof of Theorem 3

We are now ready to conclude the proof of Theorem 3.

Just one more definition: For \( x \in \mathbb{T}^n \) and \( a \in \{0, 1/3, 2/3\}^n \), we denote by \( d(a, x) \) the number of \( j \) with \( |x_j - a_j| < 1/6 \), where for \( y \in \mathbb{R} \), \( \lfloor y \rfloor \) denotes the Bohr “norm”: the smallest element in \( y + \mathbb{Z} \). The quantity \( d(a, x) \) is the Hamming distance between \( a \) and the point resulting from “rounding” \( x \) to the closest element in \( \{0, 1/3, 2/3\}^n \) (if ties are broken properly).

With \( f_0 \) defined as in (6), we let
\[
P_0 := \{x \in \mathbb{T}^n \mid d(0, x) > n/2\}.
\]

We note the following simple fact-plus-definition (of \( \delta \)) for easy reference.

**Lemma 9.** For all \( x \in P_0 \),
\[
|f_0(x)| < (2/3)^{n/2} =: \delta
\]

**Proof.** This follows directly from the definitions of \( f_0 \) in (6), the fact that \( |h(t)| \leq 2/3 \) holds for all \( t \in \mathbb{T} \) with \( |t| \geq 1/6 \), and the definition of \( P_0 \).

The other important quantity for the use of Lemma 6 is \( p \), as defined in (4). Another short lemma-plus-definition.

**Lemma 10.** For all \( x \in \mathbb{T}^n \), if \( A \) is chosen uniformly at random in \( \{0, 1/3, 2/3\}^n \), then
\[
\mathbb{P}(P_A \neq x) \leq e^{-n/36} =: p.
\]

**Proof.** Fix an arbitrary \( \mathbf{x} \in \mathbb{T}^n \), and consider the Bernoulli random variables
\[
D_j := \begin{cases} 1, & \text{if } |x_j - A_j| < 1/6, \\ 0, & \text{otherwise.} \end{cases}
\]
Note that the \( x \notin P_A \) is equivalent to
\[
D := \sum_{j=1}^n D_j > n/2.
\]

Since the \( A_j \) are independent, the \( D_j \) are, too. Moreover, we have \( \mathbb{P}(D_j = 1) \in \{0, 1/3\} \). By an appropriate version of Hoeffding’s inequality, we find that
\[
\mathbb{P}(P_A \neq x) = \mathbb{P}(D > n/2) \leq \mathbb{P}(D > \mathbb{E}D + n/6) \leq e^{-n/36}.
\]

We are now ready to put it all together.

**Proof of Theorem 3** With \( f_0, P_0, \delta, p \) as above and \( \eta := 0, \alpha := 1 - 2\delta \), the conditions of Lemma 6 are satisfied, with \( \max_j f_0(x) = 1 \). Hence, for any \( \alpha \)-successful algorithm \( A \) we have for the number of sample queries, \( T_A \), satisfies 5. By the definitions of \( \delta, p \), we can find an absolute constant \( c > 1 \) such that
\[
\mathbb{P}(T_A < c^n) \leq e^{-n}.
\]

This concludes the proof of the theorem.
Notes about Theorem 3

It should be pointed out that in our setup, the algorithm is given the magic ability to know whether it has queried a point with a close-to-maximal function value. Hence, our definition of “omnipotence” may be modified to include that ability. Theorem 3 is set in Las Vegas; it can readily be moved to Monte Carlo by just rearranging the proof.

The bound on the mutual information, (3), can be obtained from (5) using standard tools; we leave that to the reader.

4 Outlook

It is argued in [2], that sampling from derivatives gives an advantage in terms of convergence of gradient descent algorithms, under some assumptions. It remains to be seen whether querying samples from derivatives of \( f \) removes the exponentially poor information content of sample queries in setting.

Acknowledgements

The authors would like to thank Vitaly Skachek for a discussion enabling the proof of Lemma [5], which simplified the whole §3.1.

This research was supported by the Estonian Research Council, ETAG (Eesti Teadusagentuur), through PUT Exploratory Grant #620. Ironically, BG was partly supported by United States Air Force Office of Scientific Research (AFOSR) via AOARD Grant “Verification of Quantum Cryptography” (FA2386-17-1-4022).

References

[1] Evgenii Dolzhkov. Tba. Master’s thesis, University of Tartu, 2020.

[2] Aram Harrow and John Napp. Low-depth gradient measurements can improve convergence in variational hybrid quantum-classical algorithms. \textit{arXiv preprint arXiv:1901.05374}, 2019.

[3] Jarrod R McClean, Sergio Boixo, Vadim N Smelyanskiy, Ryan Babbush, and Hartmut Neven. Barren plateaus in quantum neural network training landscapes. \textit{Nature communications}, 9(1):4812, 2018.

[4] Javier Gil Vidal and Dirk Oliver Theis. Calculus on parameterized quantum circuits. \textit{Preprint arXiv:1812.06323}, 2018.

APPENDIX

A Non-adaptivity of the Plateau Game

Formally, the set of adaptive strategies of Bob would be a sequence \( \mu_j \) of maps from the set

\[
\left( \mathbb{T}^n \times \{\text{Yes, No}\} \right)^{j-1}
\]

of his previous question and Alice’s answers to the set of probability distributions on \( \mathbb{T}^n \). Since the right-hand entries (Alice’s answers) are always the same (unless Bob has won), this collapses to: for every \( j \in \mathbb{N} \) and \( x \in (\mathbb{T}^n)^{j-1} \), a probability distribution on \( \mathbb{T}^n \) — in other words, a probability distribution on \( (\mathbb{T}^n)^j \).

B Coupling of the two runs of the algorithm

We assume an infinite stack of independent random numbers \( R_0, R_1, R_2, R_3, \ldots \), each uniformly distributed in \([-1, +1]\). Based on them, the sampling from \( F \) is performed and the random decisions of the algorithm are made:

- When querying a sample from \( F_g(x) \), the top of the stack, \( R_0 \) is considered. If \( R_0 < g(x) \), the query result is +1, otherwise it is −1. \( R_0 \) is then popped from the stack.

- Similarly, when the randomized algorithm tosses a coin, the top \( R_0 \) is consulted in the obvious manner, and popped.

We run the algorithm \( A \) simultaneously with two different sample-query distributions: In one
of the answer the queries according to the distributions $F_f$, in the other run we answer according to $F_f$. In the two runs, we use two stacks the same infinite sequence of random numbers.