Large Deformation Image Registration with Anatomy-Aware Laplacian Pyramid Networks
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Abstract. Deep learning-based methods have recently demonstrated remarkable results in deformable image registration for a wide range of medical image analysis tasks. However, most of the deep learning-based approaches are often limited to small deformation settings. In this paper, we describe a deformable image registration approach for the Learn2Reg 2020 challenge based on the Laplacian pyramid image registration networks. Our approach won 1st place in the Learn2Reg 2020 challenge.
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1 Introduction

Medical image registration is important in a variety of medical image analysis and has been a topic of active research for decades. Recently, several unsupervised deep learning-based approaches [2,3,11,16,19] have been proposed for deformable image registration and achieved remarkable performance in terms of registration accuracy, computation speed and robustness. To evaluate state-of-the-art methods for image registration, the Learn2Reg 2020 challenge [1] consists of four clinically relevant sub-tasks, including brain intra-operative ultrasound (iUS) to MRI registration [17], exhale-to-inhale lung CT registration [9], abdominal CT registration [18], and Hippocampus registration [15]. The clinical sub-tasks in the Learn2Reg challenge impose three critical challenges: estimating large deformations, learning from small datasets, and dealing with multi-modal scans, which are challenging for deep learning-based approaches.

In this paper, we present an image registration method based on a specific deep convolutional neural network (CNN) architecture for large deformation registration, which won the Learn2Reg 2020 challenge. We adopt the Laplacian pyramid network with anatomical label supervision to overcome the large interior or intra-variations of the anatomical structures in the input scans, and data augmentation to alleviate the overfitting issue.
2 Methods

Existing deep learning-based approaches \cite{2,3,14,16} often rely on the affine pre-registration and are limited to small deformation settings. Consequently, the registration accuracy degrades whenever there exists large inter- or intra-variation of the anatomical structures in the input scans. Motivated by the successes of deep Laplacian pyramid networks in a variety of computer vision tasks \cite{4,10}, we proposed the Laplacian pyramid image registration network (LapIRN) \cite{12} that aims to address the medical image registration problem in large deformation settings.

2.1 Laplacian Pyramid Image Registration Networks

Let $F$ and $M$ denote a fixed 3D scan and a moving 3D scan, respectively. We formulate the image registration problem as a learning problem based on deep CNN. The goal of our method is to estimate the optimal displacement fields $\phi^*$ such that the dissimilarity between the warped moving scan $M(\phi^*)$ and $F$ are minimized, subject to the smoothness regularization on $\phi^*$.

We implement our image registration approach by using a 3-level Laplacian pyramid framework to naturally mimic the conventional multi-resolution strategy. Figure 1 depicts the network architecture of our method. We first create the input image pyramid by downsampling the input images with trilinear interpolation to obtain $F_i \in \{F_1, F_2, F_3\}$ (and $M_i \in \{M_1, M_2, M_3\}$), where $F_i$ denotes the downsampled $F$ with a scale factor $0.5^{(L-i)}$ such that $F_1$ has the coarsest spatial resolution in $F_i$ and $F_3 = F$. For each level $i \in 1, 2, 3$, we utilize the identical CNN-based registration network (CRN) presented in \cite{12} to capture hierarchical features of the input image pair in pyramid level $i$ (i.e., the concatenation of $F_i$ and $M_i$) necessary to estimate the correspondence deformation.
field $\phi_i$ at level $i$. Similar to the conventional multi-resolution optimization approach, the registration starts with the input image pair that has the coarsest spatial resolution (i.e., $F_1$ and $M_1$). The resulting deformation field $\phi_1$ and the high-level embedding from the CRN in pyramid level $i$ is then passed to the next level. The skip connection between the CRNs at different pyramid levels greatly increases the receptive field as well as the non-linearity of the network to learn complex non-linear correspondence at the finer levels. For pyramid level $i > 1$, the CRN focuses on the misalignment of $F_i$ and $M_i(\hat{\phi}_{i-1})$, and takes the concatenation of $F_i$, $M_i$ and the upsampled $\phi_{i-1}$ as input. The output deformation $\phi_i$ is formed by the addition of the output of CRN in the pyramid level $i$ and added with upsampled deformation field from the previous level $\hat{\phi}_{i-1}$. We repeat this registration process until the finest level completed.

### 2.2 Anatomical Label Supervision

To overcome the registration difficulties caused by the large inter- or intra-variations of the anatomical structures in the input scans, we introduce the anatomical label supervision along with the similarity pyramid to the loss function of LapIRN. The complete loss is therefore:

$$
\mathcal{L}_p = \mathcal{S}^p + \mathcal{L}_{\text{dice}} + \frac{\lambda}{2(L-p)} ||\nabla \phi_p||_2^2,
$$

(1)

where $p \in \{1, 2, 3\}$ denotes the current pyramid level, $\mathcal{S}^p$ represents the similarity pyramid with $p$ levels, $\mathcal{L}_{\text{dice}}$ is the Dice score loss of the anatomical segmentation labels, the last term is the smoothness regularization on the displacement fields.
\[ \phi, \text{ and } \lambda \text{ is a regularization parameter. The similarity pyramid is a weighted sum of the similarity between the fixed image and warped moving image in different spatial resolutions, which is less sensitive to the image noise and helps to avoid local minimal solutions. Mathematically, The proposed similarity pyramid is formulated as:} \]

\[ S^K(F, M) = \sum_{i \in [1..K]} -\frac{1}{2(K-i)} NCC_w(F_i, M_i), \tag{2} \]

where \( S^K(\cdot, \cdot) \) denotes the similarity pyramid with \( K \) levels, \( NCC_w \) represents the local normalized cross-correlation with windows size \( w^3 \), and \((F_i, M_i)\) denotes the images in the image pyramid. Although the similarity pyramid is robust to the noise, it heavily relies on the intensity-based similarity metric, which implies that this metric cannot differentiate distinct anatomical structures with similar intensity values presented in the input scans. As such, we decide to utilize the anatomical segmentation label in the dataset and introduce an anatomy-aware loss term \( L_{\text{dice}} \). Given the anatomical segmentation labels of the fixed image \( F_{i}^{\text{seg}} \) and the moving image \( M_{i}^{\text{seg}} \) in \( i \)-th pyramid level. The proposed anatomy-aware loss term is formulated as:

\[ L_{\text{dice}}(F_{i}^{\text{seg}}, M_{i}^{\text{seg}}(\phi_i)) = \frac{2|F_{i}^{\text{seg}} \cap M_{i}^{\text{seg}}(\phi_i)|}{|F_{i}^{\text{seg}}| + |M_{i}^{\text{seg}}(\phi_i)|}. \tag{3} \]

### 2.3 Data Preprocessing and Augmentation

We adopt a simple preprocessing pipeline for the image scans in all sub-tasks. We downsample all the image scans with a factor of 2 and normalized the intensity values to \([0, 1]\). For task 3, we also apply the windowing with lower and upper bound set to \(-500\) and \(800\) respectively on the abdominal CT scans. During the training phase of our method, we apply affine augmentation with a probability of 0.1 to our training data in order to alleviate the overfitting issue. Specifically, the affine matrix used to augment the training data is defined as: \( A = R_x R_y R_z T_{xyz} \), where \( R_x, R_y \) and \( R_z \) denotes the rotation matrices over \( x, y \) and \( z \) axis respectively. \( T_{xyz} \) represents the composition of a translation and scaling matrices. We randomly sample the degree of rotation, translation and scaling parameters from \([-10, 10], [-0.05, 0.05] \) and \([-0.08, 0.08] \).
3 Results

We implemented our method in Pytorch [13] and trained it on an NVIDIA RTX2080TI GPU using the Learn2Reg 2020 training dataset. As our method is not capable of multi-modal registration, we use a conventional affine registration approach (6 DoF) with the Normalized gradient field as the similarity metric and the Limited-memory the L-BFGS as the optimizer for task 1. Table 1 shows the results of our model and the other top-performance teams on the Learn2Reg 2020 testing dataset. Our method achieves the best overall ranking among ten international groups. In particular, our method shows the state-of-the-art results in abdominal CT registration (Task 3) and Hippocampus MR registration (Task 4) in terms of the dice similarity coefficient, Hausdorff distance of segmentation, smoothness of the solutions and runtime. Qualitative results of abdominal CT registration and Hippocampus MR registration on cases with large inter-variation are depicted in Figs. 2 and 3. The result in Fig. 2 shows that not only does our method achieve promising registration accuracy on the labeled anatomical structures under the large deformation setting, our method is also capable to register the unlabeled regions, including spinal vertebra and pelvis.

| Method       | Task1  | Task2  | Task3  | Task4  |
|--------------|--------|--------|--------|--------|
|              | TRE    | SDlogJ | Time   | TRE    | SDlogJ | Time   | DSC    | SDlogJ | Time   |
| Initial      | 6.38   | -      | -      | 10.24  | -      | -      | 0.23   | -      | -      |
| Ours         | 5.67   | 0.00   | 31.21  | 3.24   | 0.06   | 1.33   | 0.67   | 0.12   | 1.83   | 0.88   | 0.05   | 1.00   |
| PDD-Net [5, 6] | 3.08   | 0.00   | 4.61   | 2.46   | 0.04   | 2.49   | 0.46   | 0.43   | 4.05   | 0.78   | 0.07   | 0.31   |
| deeds [7, 8] | 3.93   | 0.00   | 9.12   | 2.26   | 0.07   | 41.32  | 0.51   | 0.11   | 41.65  | 0.76   | 0.11   | 3.14   |

4 Conclusion

In this paper, we have described the method that we used in the Learn2Reg 2020 challenge. By integrating the conventional multi-resolution optimization strategy with deep neural network, our method inherits the runtime advantage of the deep neural network and achieves the state-of-the-art results in most of the clinically relevant sub-tasks in the Learn2Reg 2020 challenge.
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