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Abstract—For multilingual sequence-to-sequence pretrained language models (multilingual Seq2Seq PLMs), e.g. mBART [1], the self-supervised pretraining task is trained on a wide range of monolingual languages, e.g. 25 languages from CommonCrawl4 while the downstream cross-lingual tasks generally progress on a bilingual language subset, e.g. English-German, making there exists the data discrepancy, namely domain discrepancy, and cross-lingual learning objective discrepancy, namely task discrepancy, between the pretraining and finetuning stages. To bridge the above cross-lingual domain and task gaps, we extend the vanilla pretrain-finetune pipeline with an extra code-switching restore task. Specifically, the first stage employs the self-supervised code-switching restore task as a pretext task, allowing the multilingual Seq2Seq PLMs to acquire some in-domain alignment information. And for the second stage, we fine-tune the model on downstream data normally. Experiments on both NLG evaluation (12 bilingual translation tasks, 30 zero-shot translation tasks, and 2 cross-lingual summarization tasks) and NLU evaluation (7 cross-lingual natural language inference tasks) show our model outperforms the strong baseline mBART with standard finetuning strategy, consistently. Analyses indicate our approach could narrow the Euclidean distance of cross-lingual sentence representations, and improve the model generalization with trivial computational cost. We release the code at: https://github.com/zanchangtong/CSR4mBART.

Index Terms—Multilingual Sequence-to-Sequence Pre-Train, Cross-Lingual Gap, Code-Switching Restore Task

I. INTRODUCTION

PRETRAINING has achieved tremendous success in natural language processing fields [2]–[9] since they transfer the knowledge from large-scale of unlabeled data implicitly to the parameters of the pretrained models. Inspired by their success, recent works [1], [10] attempt to design a unified multilingual sequence-to-sequence pretrained language model (multilingual Seq2Seq PLM) for cross-lingual downstream tasks, e.g. machine translation [11], cross-lingual summarization [12], and cross-lingual language understanding [13]. Despite successfully moving the first step, the multilingual Seq2Seq PLMs encounter many challenges on cross-lingual NLU and NLG tasks [13]. For example, with covering more language pairs, i.e. from 25 to 50, mBART50 [14] does not show any promising improvements (or even worse on 8 out of 24 languages) in given bilingual downstream tasks as reported by [14].

This deficiency may draw from the huge CROSS-LINGUAL GAP that exists between pretraining (PT) and finetuning (FT). Specifically, we can categorize the cross-lingual gap into two aspects, which are as described by [15]. (i) “Domain discrepancy”: PT are generally trained on monolingual data of multiple languages from a more general domain, e.g. 25 languages for mBART [1], while the FT is mainly based on a bilingual subset, e.g. news domain English→German; (ii) “Task discrepancy”: the task of PT is to utilize the monolingual data under a self-supervised pattern, such as denoising task for mBART, while the FT aims to generate the target-side language conditioned on the source-side language in a supervised fashion. Table I illustrates the detailed learning objective difference, multilingual Seq2Seq PLMs are pretrained with denoising tasks on monolingual corpora, e.g. English “[EN]”, Chinese “[ZH]”, while FT on the cross-lingual task, e.g. translation, highly relying on cross-lingual alignment information to accomplish the generation.

Recent works that have been focused on designing advanced
finetuning strategies for better utilizing the pretrained models can be divided into three categories, i.e. vocabulary-level, task-level, and model-level. [18], [17] show that bridging the vocabulary-level gap will narrow the subword and domain discrepancies between upstream and downstream tasks, thus improving the finetuning performance. [18], [19] empirically validate the effectiveness of adopting task-level transferring strategies from the upstream to the downstream tasks via multi-task learning. Besides, [20]–[22] focus on the model-level adjusting, enhancing finetuning stability or training with less cost. Nevertheless, how to implement an effective finetuning strategy to bridge the cross-lingual gap and narrow it for Seq2Seq PLMs, including both domain discrepancy and task discrepancy, still remains an intractable problem with less attention.

In this paper, we propose a two-stage finetuning strategy for multilingual Seq2Seq PLMs. Equipped with a code-switching restore task, it can effectively tune model on downstream cross-lingual generation and understanding tasks. Our strategy sufficiently transfers the monolingual knowledge for multilingual Seq2Seq PLMs adapting to downstream cross-lingual tasks, thus improving the sub-optimal performance of finetuning caused by cross-lingual gap, i.e., domain discrepancy and task discrepancy. The first stage (§III-B) is designed to inform the multilingual Seq2Seq PLMs about the downstream cross-lingual knowledge, by training it to denoise the code-switched samples for mitigating the task discrepancy. And we optimize these two tasks simultaneously to ensure the great potential to mitigate the domain discrepancy. More specifically, we first derive the unsupervised translation vocabulary (in Table 1) with downstream cross-lingual sentences following [23]. Then, we introduce it by code-switching restore task. We perturb the downstream sentences by randomly replacing a certain percentage words with the semantic similar word of downstream another language. For parameter estimation, we minimize the cross-entropy between the reconstructed output and the raw sample. To sufficiently transfer the knowledge from a multilingual Seq2Seq PLMs to the downstream cross-lingual tasks, we perform code-switching restore tasks in both the source- and target-side languages, and optimize these two tasks alternatively. In the next stage, the standard finetuning is applied in the second step to derive the final model.

Experimental results on 12 bilingual translation tasks, 30 zero-shot translation tasks, 2 cross-lingual summarization tasks, and 7 cross-lingual natural language inference tasks show that our method could consistently outperform the standard finetuning. We also conduct further analyses to provide some insights into our method and investigate how our approach bridging the cross-lingual gap: 1) Our approach could narrow the Euclidean distance of cross-lingual sentence representations, especially for distant languages (e.g. 11.37 vs. 5.17 for Lt→En), confirming our claim; 2) Our approach could improve the model generalization with a better low-frequency word translation accuracy; and 3) Our approach only requires trivial computational costs, having great potential to be a universal plug-in strategy for any multilingual Seq2Seq PLMs.

The main contributions of our work are three-fold:

- We propose a two-stage finetuning approach with the code-switching restore (CSR) task for multilingual Seq2Seq PLMs on cross-lingual generation and understanding tasks.
- Extensive experiments on 51 cross-language scenarios demonstrate that our proposed approach can effectively improve the performance of multilingual Seq2Seq PLMs.
- Additional analyses show that our approach indeed narrows the cross-lingual representation distance, benefiting the model generalization with trivial computational cost.

The subsequent paper is designed as follows. We discuss related works in Section II. How we construct the code-switching restore task based two-stage finetuning is introduced in Section III. Experimental results and corresponding analyses are shown in Section IV and Section V, respectively. Conclusions are described in Section VI.

II. RELATED WORK

Our work is inspired by three lines of research: i) sequence-to-sequence PLMs, ii) code-switching based algorithms for pretrained-finetune paradigm and iii) improving finetuning.

a) Sequence-to-Sequence PLMs: Seq2Seq PLMs bring remarkable improvements for natural language processing tasks, where large-scale unsupervised monolingual data is utilized via sequence-to-sequence self-supervised tasks. MASS [10] takes a sentence with contiguous masked tokens as input and maps it to a sequence consisting of missing tokens. “Text-to-Text Transfer Transformer” (T5) [24] proposes unified text-to-text format to support a wide variety of English-language NLP tasks. And, mT5 [13] further extends T5 to 101 languages, verifying the universality of unified text-to-text format. BART [25] analyzes the effect of different noise functions, shows remarkable performance on downstream monolingual understanding and generation tasks [26]. mBART [1] is a multilingual extension of BART that learns to reconstruct sentences whose orders are permuted and tokens are masked. While mBART and its variants [27]–[29] mainly focus on downstream bilingual translation tasks, mBART50 [30] further extends mBART to 50 languages and analyzes the affect on multilingual translation scenarios.

However, the above pretraining tasks cannot offer models with cross-lingual alignment information. Therefore, bridging the cross-lingual gap for multilingual Seq2Seq PLMs between upstream and downstream tasks is worth investigating.

b) Code-Switching Based Algorithms for Pretrain-Finetune Paradigm: The basic idea of our work to address the cross-lingual gap between Seq2Seq multilingual PLMs and the finetuning process is the code-switching restore task, in which we train multilingual PLMs to predict the original sentence according to the code-switched one during finetuning. Several works also proposed to investigate benefits of code-switching in pretrain-finetune paradigm. CSP [31] focuses on the pretraining stage and uses unsupervised lexicon induction to construct a code-switching pretraining task, in which monolingual data is used, and a model is pretrained from scratch. CeMAT [32] proposes aligned code-switching & masking and dynamic dual-masking for pretraining the sequence-to-sequence transformer, achieving significant gains on both
autoregressive translation and non-autoregressive translation tasks. DICT-MLM [33] uses ground truth bilingual dictionaries in the code-switching task, being evaluated on cross-lingual transfer tasks rather than machine translation. Code-switching is also used in pretrained models of multilingual-multimodal scenarios. M3P [34] introduces the code-switching to effectively learn a universal representation and benefits the non-English tasks performance.

Differing from above methods, our approach employs code-switched samples from downstream datasets for the denoising task as the first-stage finetuning, providing the standard fine-tuning with a better in-domain initialization with narrowed domain and task gaps.

c) Improving Finetuning: Recent works have shown gains compared to directly optimize the downstream objective, based on modifications of finetuning in task, model, and vocabulary levels.

For task-level, new tasks are involved during finetuning [24], [35], [36]. MTDNN [19] proves the efficiency of multi-task learning on top of the pretrained language models and evaluates on several NLU benchmarks. Nevertheless, no cross-lingual scenario is considered. Muppet [13] scales up the type and number of intermediate tasks, which further verifies that multi-task learning could consistently bring benefits to various NLU tasks. Besides, several works also concentrate on further add additional regularization terms. Inspired by trust-region theory, R3F [37] proposes to map samples in similar embeddings with small perturbations. Recadim [38] aims to recall the pretraining task by adding the difference of weights between the finetuned model and the original pretrained model to the loss function.

Model-level works mainly focus on the issue of over-parameterization, where only part of pretrained parameters are initialized, or some components beneficial for downstream tasks are added [39–41]. Mixout [20] improves the model performance on the GLUE benchmark by randomly initializing part of parameters with pretrained weights. In addition, CHILD-TUNING [42] gets a better ability of natural language understanding by masking the gradient of non-child networks during the backward process. LNA [21] can also get the SOTA performance on two large-scale multilingual speech translation benchmarks, where only normalization layers and attention modules are trained. Besides finetuning PLMs with part of parameters, there also exits works concentrate on adjusting the Pre-training task, thus improving performance on specific target task type. VECO [22] adds a cross-attention module between two different languages for better capturing the cross-lingual information and performs better on downstream cross-lingual understanding tasks and translation tasks.

For vocabulary-level, the vocabulary will be adjusted for more efficient inference to avoid possible mismatching for effective inference. [16] introduce an embedding generator to adapt the vocabulary, leading to a better performance on NLG tasks. [17] achieve model acceleration without sacrifice for the accuracy based on model adjustment along with dictionary clipping.

Our work belongs to the task-level approach, by introducing a pretext task with code-switching for finetuning multilingual Seq2Seq PLMs on cross-lingual generation and understanding. The difference between this work and previous ones is that we employ a code-switching restore task that samples in both languages from the following task is involved, ensuring the model is more adaptive to the downstream cross-lingual settings.

III. BRIDGING CROSS-LINGUAL GAPS

In this section, we present a two-stage finetuning approach with a code-switching restore task, which leads to better performance over standard finetuning both on cross-lingual generation tasks and cross-lingual understanding tasks.

A. Preliminary

a) Sequence-to-Sequence Model based Cross-lingual Text Generation: Sequence-to-sequence model, transformer, has achieved remarkable performance on various cross-lingual text generation tasks, which models source language sentences with bidirectional attention based encoder and generates target language representations with decoder based the encoder output. For a sample $S = (X, Y) = (x_1, ..., x_n; y_1, ..., y_m)$, the training of cross-lingual generation usually follows a teacher force fashion, maximizing the conditional generation objective over the training data $(X, Y)$:

$$
\mathcal{L}_{gen} = \sum_{X, Y \in \{(X,Y)\}} -\log P(Y|X) \\
= \sum_{X, Y \in \{(X,Y)\}} \sum_{j=1}^{m} -\log P(y_j | y_1, ..., y_{j-1}, X) 
$$

b) Denoising Task for Multilingual Sequence-to-Sequence Pretraining: The denoising pretrain task learns a function that directly maps the sentence with noises to the original sentence, as shown at the top of Figure 1. We adopt mBART [1] as the backbone, which uses a standard sequence-to-sequence Transformer [11], pretrained on the CC-25 dataset. For a sample $X_l$ in language $l$, mBART is trained to capture the monolingual knowledge during pretraining by optimizing follow objective:

$$
\mathcal{L}_{PT} = \sum_{l \in L} -\log P(X_l | \mathcal{N}(X_l)) 
$$

where $L$ represents the set of the languages contained in CC-25, $\mathcal{N}(\cdot)$ is the noise function that mainly contains span masking and sentence permutation. For span masking in mBART, 35% of total words are selected, and each span is replaced with a mask token. The span length is determined by a Poisson distribution whose expected length is set to 3.5.

c) Standard Finetuning for Cross-Lingual Tasks: Given a cross-lingual sentence pair $S_l = (X_l, Y_l)$, standard finetuning directly feeds $X_l$ into the encoder and estimates parameters under the supervision of $Y_l$. As shown at the bottom of Figure 1, we follow mBART to append source language ID and target language ID, e.g. “[EN]” and “[ZH]”, to the end of $X_l$ and the beginning of $Y_l$. For the summarization task,

https://github.com/pytorch/fairseq/tree/main/examples/mbart
besides language ID, we employ a symbol “/si” to separate sentences. During finetuning downstream tasks, the model heavily depends on the cross-lingual information that multilingual Seq2Seq PLMs may lack, motivating us to introduce the cross-lingual information before standard finetuning.

B. Two-Stage Finetuning with Code-Switching Restore Task

To sufficiently transfer monolingual knowledge in different languages to downstream cross-lingual tasks, we consider adopting a cross-lingual pretext task with easy-to-acquire cross-lingual knowledge, i.e. “Unsupervised Translation Vocabulary” in the middle of Figure 1 between multilingual Seq2Seq PLMs and standard finetuning. Following [23], we utilize unsupervised word embedding mapping to extract translation vocabulary with the downstream source-side or target-side monolingual corpus only. More specifically, given the downstream monolingual source and target corpus denoted as $D = \{S_i = (x_1, \ldots, x_n; y_1, \ldots, y_m)\}$. We first train a word2vec [43] model to get the in-domain word-level embedding for both source side and target side, i.e. $E_x$ and $E_y$. These two sets of embeddings are then embedded into a shared feature space via self-learning following. Thus, we can measure the semantic distance of two words in different languages by the dot product distance of the corresponding embedding pair. We randomly select one of the top-k nearest neighbors as the semantic similar words for switch operation. Formally, the selected neighbors for $x_i$ and $y_i$ are denoted as $x'_i$ and $y'_i$, respectively.

4a) The Code-Switching Restore Task: The code-switching restore task is designed for injecting the above unsupervised translation vocabulary to bridge the cross-lingual gap between pretraining and standard finetuning.

The code-switching restore tasks will be performed on the downstream languages, we take the source-side code-switching as an example here, while operations are the same for the target language. As illustrated in Figure 1 given a sentence pair $S_i = (x_1, y_1) = (x_1, \ldots, x_n; y_1, \ldots, y_m)$ selected from $D$, where $X$ is Chinese sentence “布什与沙龙举行了会谈” and $Y$ is English sentence “Bush held a talk with Sharon.”, we sample a text span “举行了会谈” from the Chinese sentence $X_i$ whose length is determined by a Poisson distribution. For each selected word $x_i$, e.g. “举行”, we replace it with one of its unsupervised translation vocabulary $x'_i$, i.e. “held”, to derive the new code-switched source sentence. Such sampling will be repeated until the total percentage of substituted words reaches 35%[3] Then the source sentence of our pretext task can be written as $X'_i = (x_1, \ldots, x'_i, \ldots, x'_{i+j}, \ldots, x_n)$. e.g. “布什与沙龙 held a talk” in our example.

After that, we can get the pretext sentence task pair $S'_i = (X'_i; Y_i)$, i.e. “布什与沙龙 held a talk” → “布什与沙龙举行了会谈” in our example. Then we feed this sentence pair into the multilingual Seq2Seq PLM, optimizing the cross-entropy loss. Considering the same operation for the target-side sentence $Y_j$, the total objective for the code-switching

We keep the substitution rate as the default mask ratio of mBART.
A. Experimental Setup

Cross-lingual evaluations for code-switching are only trained using datasets closely follow [23] as described in III-B. Recall that the word embeddings for code-switching are only trained using datasets of downstream tasks.

b) Two-Stage Finetuning: After introducing downstream cross-lingual knowledge with our proposed code-switching restore task, the multilingual Seq2Seq PLMs will be easier to adapt downstream standard finetuning. Thus, the recipe for using our approach follows a two-fashion: In the first stage, we tune the multilingual Seq2Seq PLMs for certain steps using the above pretext task, where the model can gain a better in-domain initialization with the narrowed cross-lingual gap for the downstream tasks. In the second stage, we tune the model normally on the downstream task.

The effective performance of our method comes from the narrowed cross-lingual representation distance in §V-A confirming our above claim.

IV. Experiments

We conduct cross-lingual NLG evaluations on four typical tasks: i) bilingual translation; ii) zero-shot translation; iii) cross-lingual summarization, and NLU evaluations on representative iv) cross-lingual Natural Language Inference (cross-lingual NLI) tasks.

A. Experimental Setup

a) Baselines: We select three models as our baseline models for comparison. For cross-lingual generation tasks, we select Random and mBART to verify performance improvement of our approach. And, mBERT and mBART are used for cross-lingual NLI experiments.

- **Random**: the Transformer model [11] whose parameter is randomly initialized, and trained from scratch.
- **mBERT**: multilingual BERT [44] indicates the bidirectional transformer pretrained on the Wikipedias of 104 languages using Masked Language Model (MLM) task, finetuning on cross-lingual NLI tasks.
- **mBART**: directly finetuning the mBART [1] model on downstream tasks with identical update steps to our proposed two-stage finetuning strategy. To obtain the best performance, we apply grid search to get hyper-parameters, e.g. lr, batch size, training steps, on the validation set.

b) Model Training: We select mBART [1], the multilingual sequence-to-sequence pretrained language model, pretrained on CC-25 dataset as our backbone model. For each task, source and target languages are jointly tokenized into sub-word units with the 250k SentencePiece [45] vocabulary of mBART [1]. All experiments are conducted on the opensource toolkit fairseq [46]. We set hyperparameters as follows, including 0.3 as the dropout ratio, 0.2 as the label smoothing ratio, 2500 as warm-up steps, and 3e-5 as the learning rate. The maximum update steps for different tasks are presented in following sections. Unless otherwise stated, we use beam search with size 5 in decoding.

For unsupervised translation vocabulary acquisition, we closely follow [23] as described in [11-B]. Recall that the word embeddings for code-switching are only trained using datasets of downstream tasks.

B. Bilingual Translation

The bilingual translation task aims to translate a source language sentence into the target language. In this task, we conducted 12 experiments on publicly available parallel corpora to evaluate the superiority of our approach. Two of these corpora are obtained from WMT (Tr, Lt ↔ En), while others are gathered from IWSLT (Vi, De, Ko, It ↔ En). For data pre-processing, we follow [50] to remove duplicated sentence pairs. We set the training steps to 5k for the pretext task, and to 25k for the translation task, respectively. For evaluation, we use sacreBLEU [47] to measure the translation quality. We select Mecab-Ko with Hannanu [4] to perform segmentation.

---

TABLE II

**PERFORMANCE OF BILINGUAL TRANSLATION TASKS ON WMT AND IWSLT DATASETS. RESULTS ARE IN THE FORMAT “SACREBLEU / COMET-SCORE”. (BOLD: THE BEST RESULTS, “†/‡”: SIGNIFICANT STATISTICAL DIFFERENCE (p < 0.05/p < 0.01) FROM mBART.)**

| Languages Data Source | En-Vi IWSLT15 | En-De IWSLT14 | En-Tr WMT17 |
|----------------------|--------------|--------------|------------|
| **Direction**        | ← →          | ← →          | ← →        |
| **Random**           | 23.6 / -     | 24.8 / -     | 12.2 / -   |
| **mBART**            | 28.2 / 0.150 | 29.4 / 0.190 | 22.1 / 0.393 | 20.0 / 0.823 |
| +ours                | 29.6 / 0.159 | 29.7 / 0.213 | 32.6 / 0.418 | 23.1 / 0.435 | 20.9 † / 0.872 |

| Languages Data Source | En-Ko IWSLT17 | En-It IWSLT17 | En-Lt WMT19 |
|----------------------|--------------|--------------|------------|
| **Direction**        | ← →          | ← →          | ← →        |
| **Random**           | 15.3 / -     | 16.3 / -     | 18.1 / -   |
| **mBART**            | 17.2 / 0.141 | 33.4 / 0.273 | 29.1 / 0.488 | 12.8 / 0.302 |
| +ours                | 18.5 † / 0.202 | 33.5 / 0.301 | 35.7 † / 0.572 | 30.8 † / 0.507 | 13.5 † / 0.316 |

---

$\mathcal{L}_{\text{pretext}} = \sum_{X_i \in \mathcal{D}} \log P(X_i | X_i') - \sum_{Y_j \in \mathcal{D}} \log P(Y_j | Y_j')$ (3)

where $X_i$, $Y_j$ mean source and target sentences in the downstream dataset, respectively, and $X_i'$, $Y_j'$ are correspondingly code-switched sentences.

http://konlpy.org/en/v0.3.0/install/
C. Zero-Shot Translation

The zero-shot translation tasks aim to transfer the ability of pretrained YY→En model to the zero-resource language pairs XX→En.

Generally, the closer distance between language XX and YY, the better transfer performance will be realized by the model. In our settings, we use all the above 6 bilingual translation corpora, and directly utilize the models finetuned on YY→En from bilingual translation experiments in §IV-B.

### TABLE III

**Performance of zero-shot translation tasks on XX→En directions. Results are in the format “SacreBLEU / COMET-score”.**

| Testing Languages | Finetuned Languages | Vi | De | Ko | It | Lt |
|-------------------|---------------------|----|----|----|----|----|
|                  | Vi                  | 28.2 / 0.150 | 15.5 / -0.119 | 15.5 / -0.174 | 18.5 / -0.095 | 19.0 / -0.101 | 14.0 / -0.291 |
|                  | mBART               | 29.6 / 0.159 | 15.2 / -0.116 | 15.8 / -0.147 | 18.6 / 0.078 | 19.0 / -0.065 | 13.6 / -0.322 |
|                  | +ours               | 22.0 / 0.107 | 39.2 / 0.553 | 20.8 / 0.139 | 23.6 / 0.169 | 24.2 / 0.121 | 20.5 / -0.044 |
|                  | De                  | 8.8 / -0.212 | 9.0 / -0.111 | 22.1 / 0.393 | 15.0 / 0.089 | 9.1 / -0.189 | 13.4 / 0.023 |
|                  | mBART               | 9.0 / -0.134 | 8.7 / -0.077 | 23.1 / 0.435 | 15.4 / 0.153 | 9.7 / -0.107 | 13.9 / -0.002 |
|                  | +ours               | 7.7 / -0.326 | 8.0 / -0.270 | 8.8 / -0.154 | 17.2 / 0.141 | 6.8 / -0.375 | 7.1 / -0.234 |
|                  | Tr                  | 7.9 / -0.242 | 8.3 / -0.191 | 9.7 / -0.104 | 18.5 / 0.202 | 7.9 / -0.219 | 8.3 / -0.189 |
|                  | mBART               | 28.4 / 0.087 | 24.9 / 0.017 | 23.8 / 0.096 | 27.4 / 0.161 | 37.3 / 0.434 | 23.7 / -0.122 |
|                  | +ours               | 29.2 / 0.121 | 25.6 / 0.053 | 24.7 / 0.123 | 27.8 / 0.183 | 38.8 / 0.452 | 23.5 / -0.146 |
|                  | Ko                  | 12.9 / -0.093 | 11.5 / -0.784 | 18.2 / 0.133 | 14.9 / -0.012 | 12.7 / -0.113 | 29.1 / 0.488 |
|                  | mBART               | 13.5 / -0.003 | 11.4 / 0.017 | 17.8 / 0.160 | 15.2 / 0.069 | 13.5 / -0.010 | 30.8 / 0.057 |

When evaluating the performance for ko generation. As for other languages, we used the default tokenizer of official SacreBLEU. We also use COMET\(^5\) to evaluate semantic faithfulness, which is more correlated to human judgments. It is worth to notify that, for supervised models, we directly report the SOTA random initialized results from mBART and previous works.

Table III lists the results. We can see that our approach achieves better translation than both supervised and mBART baselines in all languages. Noticeably, our method achieves improvements against mBART using standard finetuning on 9 out of 12 directions with sufficient significance, proving the effectiveness of introducing a code-switching restore task to bridge the cross-lingual gap for multilingual Seq2Seq PLM. We also see XX→En translation tasks all achieve sufficient performance improvement, which indicates our approach is relatively more beneficial for English as target language. The results of mBART consistently outperforms the randomly initialized transformer by a large margin, which confirms the benefit of pretraining and is agree with previous works.

Table III also shows that our approach can achieve consistent COMET-score improvements compared to standard finetuning across 12 experiments. We got an extra promotion of up to 0.061 (Ko→En). A higher COMET score means that the sentences translated by our approach are more in line with human translation.

D. Cross-Lingual Summarization

The cross-lingual summarization task aims to automatically generate a target language summary that retains the most important content of the source language document. We conduct the cross-lingual summarization experiments on NCLS dataset\(^5\), which contains 370K En→Zh document-summary pairs and 1.69M Zh→En document-summary pairs.

For too-long documents, we follow\(^5\) to truncate the input sentence to 220 words, and the output to 130 words (160 words for Chinese output). We empirically employ different batch sizes for En→Zh and Zh→En directions (49K and 98K) according to their document lengths, i.e. En→Zh is significantly larger than that of Zh→En. We set the training steps to 5k and 50k for the pretext task and the rest cross-lingual

### TABLE IV

**Performance of cross-lingual summarization tasks on NCLS dataset. The best results are bold.**

|                | Rouge-1 | Rouge-2 | Rouge-L |
|----------------|---------|---------|---------|
|                 | En→Zh   |         |         |
| Random          | 6.3     | 1.1     | 6.4     |
| mBART           | 22.1    | 8.7     | 21.7    |
| +ours           | 22.4    | 9.1     | 22.1    |
|                 | Zh→En   |         |         |
| Random          | 50.8    | 6.0     | 16.5    |
| mBART           | 27.1    | 11.4    | 22.5    |
| +ours           | 28.2    | 12.1    | 23.4    |
summarization task, respectively. After finetuning, the model could generate the English/Chinese summarization according to the Chinese/English document. We follow \[49\] to report the F1-score of ROUGE-1, ROUGE-2, and ROUGE-L. The summaries are generated by beam search with size=6 in decoding. After generation, we use Standford NLP tokenizer\[7\] to segment words for English, while Chinese texts are split by characters.

Table \[\text{V}\] lists the performance of generated summarization. Clearly, our model outperforms other baselines consistently. Compared with the model after the standard finetuning, our model achieves +0.4 in ROUGE-L for En→Zh, and +0.9 in ROUGE-L for Zh→En, indicating the superiority of our method.

\[\text{E. Cross-Lingual NLI}\]

In the cross-lingual natural language inference (cross-lingual NLI) task, we finetune the model on English training data and perform inference on other languages. We use datasets from XNLI [50] benchmark and report the accuracy. In this task, we utilize the publicly accessible bilingual embeddings MUSE\[8\] to imply code-switching. For model finetuning, we set the batch size to 128, the learning rate to 5e-6 for 10 epochs iteration, performing early stopping on the validation set.

Table \[\text{V}\] shows that our proposed finetuning approach outperforms the other two strong baselines, i.e. mBERT\[6\] and mBART with standard finetuning. Our model achieves +1.4 average score improvement over mBART and +5.9 over mBERT. Our method achieves the improvement by a large margin on language like “Tr” whose pretraining corpus is limited in mBART, showing the transferability and effectiveness of our proposed method on NLU tasks, especially for low-resource languages.

\[\text{V. DISCUSSION}\]

To better understand how our approach alleviates the cross-lingual gaps between multilingual Seq2Seq PLMs and downstream tasks, we make in-depth analyses to investigate three problems: Q1: How does our method narrow cross-lingual representation gaps? (§\text{V-A}) Q2: Whether our approach improves the low-frequency word translation? (§\text{V-B}) and Q3: Does our strategy acquire large computational costs? (§\text{V-C})

\[\text{A. Narrowing Cross-Lingual Representation Distance}\]

Many previous works have shown that narrowing the cross-lingual gaps can bring better modeling performance \[53\], \[54\]. To quantify the narrowed cross-lingual representation distance, we take the average sentence embedding to represent each language and evaluate the language distance on CC-100 \[55\]. In practice, we select a subset \(S\) containing 20k sentences for approximation.

Given a sentence \(S_i = (x_1, \ldots, x_n)\), we feed it into the model to obtain the sentence embedding \(e_i\), where \(e_i\) is the output on the last token from the decoder. Applying the Euclidean distance, the distance between the source and target language is therefore defined as:

\[
D_{\text{language}} = \left( \sum_{i=1}^{20k} |e_{i}^{\text{source}} - e_{i}^{\text{target}}|^2 \right)^{1/2}
\]  

Table \[\text{VI}\] shows the language distances of four language pairs. We notice that the cross-lingual representation distances are reduced in all scenarios after finetuning. Moreover, our method can further reduce the distance up to -6.20 reduction on En-Lt. This demonstrates that our strategy could improve the finetuning performance by significantly reducing the cross-lingual representation distance.

\[\text{B. Improving Low-Frequency Word Translation}\]

Each selected word in our code-switching restore stage will be replaced with multiple candidates in another language, thus our method is expected to obtain better generalization, especially at the word level. To verify our hypothesis, we measure the translation performance of low-frequency words, which evaluated with F-measure by using compare-mt\[10\]. We
I can study everything. In our water supply, I think, is the so-called machine age. No one can question it. Anything, no trickery. And, as I say, the machine age.

Deutsch: Whatever goes into my sleeve or comes out of my sleeve, no trickery, and you can examine everything.

Ours: Nothing goes into my throat or comes out, no tricks, and you can study everything.

In the water supply, I think, is the so-called machine age. What happened is the so-called machine age.

mBART: This is the so-called machine age.

Ours: This is the so-called machine age.

C. Trivial Computational Costs

As shown in Figure 2, we also conclude that the code-switching restore task benefits the finetuning converges speed. At the second finetuning stage of our method, the model after the pretext task only requires about half of the update steps (12k vs. 25k) to reach the same loss level, compared to standard finetuning. Since the tuning step number in the first stage is set to 5k (only 16.7% of total steps), we argue that the computational costs are not an obstacle to the extensibility of our approach. Additionally, our model can achieve even lower loss with further training applied, indicating that the code-switching restore task can adapt the model in advance to cross-lingual downstream tasks more effectively.

VI. Conclusion

In this work, we propose a feasible code-switching based finetuning approach to mitigate the cross-lingual gap in the multilingual Seq2Seq pretrain-finetune paradigm. In our method, a model needs to reconstruct a sequence in the source language with part of words replaced by their neighbors from the unsupervised translation vocabulary in the target language, and vice versa. Experimental results illustrate the effectiveness and universality of our finetuning approach on both cross-lingual generation and language understanding tasks. Moreover, extensive analyses also prove that our pretext task can significantly narrow the cross-lingual representation distance and boost the low-frequency word translation with trivial computational cost.

In future work, we will explore the effectiveness of our strategy on more multilingual Seq2Seq PLMs, e.g. mT5 [13], and supervised multilingual Seq2Seq pretrained translation models [56]–[58]. Meanwhile, it will be interesting to design more efficient pretext tasks to further reduce the cross-lingual gaps in multilingual Seq2Seq PLMs.
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