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Abstract. Comprehension of surgical workflow is the foundation upon which computers build understanding of surgery. In this work, we moved beyond just identification of surgical phases to predict future surgical phases and the transitions between them. We used a novel GAN formulation that sampled the future surgical phases trajectory conditioned, on past laparoscopic video frames, and compared it to state-of-the-art approaches for surgical video analysis and alternative prediction methods. We demonstrated its effectiveness in inferring and predicting the progress of laparoscopic cholecystectomy videos. We quantified the horizon-accuracy trade off and explored average performance as well as the performance on the more difficult, and clinically important, transitions between phases. Lastly, we surveyed surgeons to evaluate the plausibility of these predicted trajectories.

1 Introduction

The past decade has seen substantial research trying to build the foundation of surgical workflow comprehension for machines \cite{13,15,24,26}. These works usually focus on post-hoc analysis, trying to identify the current surgical phase from past video events alone. Little has been done to investigate predicting future events, and the research that has been published focuses on specific predictive tasks, such as remaining surgical time \cite{25}.

The ultimate goal of this research is to create machines capable of improving intra-operative patient care. To do so, they will need to augment the surgeon’s capabilities, which requires not only understanding of past surgical events but also the ability to anticipate and predict futures ones. This prediction capability must be more than the ability to predict specific narrow tasks, like remaining surgical time. More complete models that truly understand surgical workflow are needed and should have the generic capabilities to allow them to predict multiple tasks. This should preferably be done using existing models that describe the surgical process. The use of existing models is key for rapid implementation:
completely novel models will require the generation of new annotations and cost excessive man-hours to develop.

When aiming to create such a framework, we must remember the often non-linear nature of the surgical process. This non-linearity is especially prominent in more complex surgical cases that would benefit from automatic methods of risk reduction. Another important aspect is the uncertain, yet discrete, nature of the sequences involved – the uncertainty is both due to the limited field of view of the camera, as well as, our lack of knowledge as a third person observer of the surgeon’s intent and knowledge about the case.

We address this difficult prediction problem via a new model that uses an encoder-decoder predictor based on a discrete generative adversarial network (GAN [7]). This model can predict roll-outs of the surgical process in the form of discrete label sequences for operative phases over time. This model also emits the phase estimates over the past and current time phase, allowing analysis and prediction of the surgery within a unified, multitask framework.

**Contributions:** Our contributions are as follows:

1. We present a novel formulation and model for joint surgical process analysis and prediction.
2. We examine the use of a discrete GAN within that model.
3. We demonstrate results of the proposed model for analysis and prediction of Laparoscopic Cholecystectomy surgery. We show how the model surpasses existing approaches in both sequence prediction and transition detection tasks. We further quantify the subjective plausibility of the predictions based on a survey of surgeons.

**Related works:** Our work relates to several major topics of research. In surgical workflow understanding, significant effort has been devoted to analysis of the surgical process [1,13,15,24,26,27]. However, little effort has been devoted so far to prediction of future workflow with few notable exceptions, such as prediction of remaining surgical time as a regression task [25].

Sequence prediction has been common in autonomous driving and trajectory prediction, where predicting the trajectories of road users allows vehicles to interact and plan, or warn the driver of road risk. However, the trajectories predicted are in a continuous state space, and other concerns such as multiagent interactions, agent goals, and environmental context, lead to different designs structures [8,11,16,19].

Autoencoding and processing of discrete sequences has been prevalent in the natural language processing (NLP) literature [2,3,5,22] with different types of connectivity structures and tasks. Outside of NLP, prediction and completion of discrete sequences has been more limited in its applications, with notable examples in several fields of natural sciences such as chemistry and biology [4,6,14,29,30]. However, in these domains the signal to be analyzed is directly observed, unlike surgical phases, that are not directly observed in the video.
2 Methods

In this section we introduce in detail the proposed model. The surgery can be in one of \( N_P \) possible phases during the operation.

2.1 Problem formulation

Our goal is to predict the surgeon’s future actions. Instead of predicting the only possible phase path, we try to predict a distribution of possible phase sequences using GAN, limiting the prediction learning to a fixed past and future horizon, as is common in prediction literature. During surgery, a surgeon makes decisions based on the recently observed \( T_p \) video frames \( I = \{I_{t_0-T_p}, \ldots, I_{t_0-1}, I_{t_0}\} \). The model prediction is represented by \( y = \{y_{t_0+1}, y_{t_0+2}, \ldots, y_{t_0+T_f}\} \), where \( T_f \) is the number of frames the model is predicting into the future. At each time step, the model predicts the surgery phases \( y_t \in \{0, 1\}^{N_P} \), where phase labels are encoded as 1-hot vectors.

2.2 Auto-encoding Sequence Models

Several auto-encoding models have been used to predict sequential data, mostly based on GANs \([7][8][10]\) and conditional variational auto-encoders \([11][20]\). Our model follows GANs and includes a generator and a discriminator model denoted by \( G \) and \( D \) respectively. As an auto-encoder GAN, the generator includes an encoder module and decoder module. The discriminator includes a past encoder module and a future encoder module and is trained to distinguish whether a provided sequence is a fake sequence created by the generator or a real sequence from the data. Usually, an additional data term is added to ensure that the generator can regenerate real data sequences, often with a variety loss \([8][23]\).
2.3 Surgical Prediction GAN (SUPR-GAN)

Unlike standard sequence prediction problems, we have additional supervisory cues in the form of annotation labels, $\hat{Y}$. We leverage the annotation labels both as the generator data term but also to train the encoder into learning a sufficient representation for the sequence. The overview of the network is given in Fig. 1.

**Generator Encoder** The generator’s encoder takes the observations then encodes all the observed information into a single vector. Since the observations are sequential, Long short-term memory (LSTM) is thus applied for the recurrence. The encoding process can be formally written as:

$$e_t = CNN(I_t), \quad h_t = LSTM_{G,\text{enc}}(h_{t-1}, e_t), \quad y_t = PhaseDecoder(h_t)$$

Where CNN uses ResNet [9] as the backbone, and MLP are multiple-layer-perceptrons.

**Generator Decoder** The decoder leverages the information from the encoder, concatenating the random noise

$$y_{t-1} = PhaseDecoder(h_{t-1}), \quad h_t = LSTM_{G,\text{dec}}(h_{t-1}, y_{t-1})$$

at each time step $t$, the estimated variables can be obtained by different heads separately:

**Discriminator** The discriminator is composed of two encoders, one for each of the past and future sequences. Both encoders feed off phase vectors,

$$h_t = LSTM_{D,}(h_{t-1}, y_{t-1}). \quad \text{(1)}$$

The last state of the future encoder is fed through a discriminator head that emits a binary label – real or fake – for the sequence. The real represents the trajectory sampled from the real data, whereas fake represents the sample generated by the prediction model.

**Discrete GAN** As the surgery workflow which we are predicting has discrete sequences, a function which can convert the generator decoder output probabilities to discrete sequences is required. Gumbel-Softmax [12] layer is used after the generator decoder output. It is a differentiable layer so that it allows us to have discrete phase prediction samples input to the discriminator, without breaking the gradient.

**Loss** The loss function used for training is a combination of GAN loss and data loss. The GAN loss penalizes the whether the predicted trajectory is reasonable or not.

$$L_{dis}(y, \hat{y}) = \min_D \max_G V(G, D), \quad \text{(2)}$$

where $V(G, D)$ is the usual GAN loss, formally written as:

$$\min_D \max_G V(G, D) = \mathbb{E}_{x \sim p_{data}(x)} \log(D(x)) + \mathbb{E}_{z \sim p_z}(\log(1 - D(z))). \quad \text{(3)}$$
z is the generator noise sample and x represent sample from the data’s label sequence, Y. The data loss in GAN-based predictors is destined to ensure the prediction is not too far from the ground truth. We use a variety loss [23], which penalizes the distance between the ground truth labels and the most similar reconstructed sequence out of a set of $N_s = 5$ samples.

$$
L_{\text{rec}}(y, \hat{y}) = \min_{j=1}^{N_s} \sum_{t=t_0+1}^{t_0+T_f} d_L(Y_t^{(j)}, \hat{y}_t).
$$

$d_L(\cdot, \cdot)$ is a distance between the labels and prediction – cross-entropy as our sequences are discrete categories.

**Past Encoding Loss** Unlike domains where GAN-based predictors are decoding the raw signals (such as images and trajectory prediction), we are decoding annotated labels that are much more costly to obtain and are not the same as the encoded signal (images). This allows us to add an additional data term measuring how well the encoder recognizes the phase, even in past frames. This is similar to phase recognition costs and is expressed as:

$$
L_{\text{past}}(y, \hat{y}) = \sum_{t=t_0-T_p}^{t_0} d_L(y_t, \hat{y}_t),
$$

where we use cross-entropy loss as before.

During the experiment, the overall loss is $L = \omega_1 L_{\text{dis}} + \omega_2 L_{\text{rec}} + \omega_3 L_{\text{past}}$, where $\omega_1 = 0.6$ and $\omega_2 = 0.2$ and $\omega_3 = 0.2$.

### 3 Experiments

We now describe the experiments conducted with our model. We have tested both the objective measures of accuracy relating to the model’s predictive power, as well as the perceived plausibility of the predicted trajectories when gauged by clinical experts (surgeons).

**Datasets** The proposed model is evaluated on two large surgical video datasets. *Cholec80* Cholec80 is a public available dataset which contains 80 laparoscopic cholecystectomy. The dataset is divided into 40/40 split for training and testing. The dataset is annotated into 7 different phases.

*MGH200* MGH200 consists of 200 laparoscopic cholecystectomy videos, where 150 videos are used in training and 50 videos are employed for testing. The dataset is annotated into 12 surgical phases, which contain more variability and clinically meaningful phase transitions.

**Model Parameters and Training Strategy** In the experiment, the videos are re-sampled at 1 fps and input to the model. The number of the MoN samples is set to 10. During model training, the generator encoder is pre-trained with the surgical phase recognition task for 20 epochs. The pre-training is accomplished with the same dataset; therefore, no additional data are used. During GAN training, we use small epochs to train the generator and the discriminator in an iterative fashion, where the epoch size is 64 and the number of epoch is 2000.
Fig. 2. Examples of prediction results in MGH200 dataset. For each example, on the left, a diagram of the phases of the operation performed. The horizontal axis indicates the time, ranging from the past 15s to the future 15s. The vertical cyan bar indicates the “current” time point associated with the video image on the right side. Red horizontal segments indicate the ground truth trajectories. And the horizontal color bars (orange, blue, black) indicate the different samples predicted by the SUPR-GAN. (a) Video 20, frame 433 (b) video 41, frame 205 (c) video 20, frame 847, (d) video 47, frame 2535.

**Prediction settings** In the prediction, we use 15 seconds of the past video and have a prediction horizon of 15 seconds. The choice is made due to several reasons: (i) 15 seconds of the video segment in the past should contain the recent phase labels, and therefore rich information to predict future phase labels. (ii) The prediction horizon of 15 seconds is a reasonable length for the potential surgical applications, giving the surgeon and their team notice of potential predicted events. (iii) LSTMs are limited in their ability to numerically propagate information over large timescales [21], and to and cover a complex set of predictions as the prediction horizon increases [10,18].

**Evaluation Metrics** To evaluate the performance of the prediction models, we employ two metrics:

- **Per-transition accuracy:** Every time the ground truth transits to the new phase, if the new phase is predicted before it happened within a time window of $\delta$ seconds, we consider the transition to be well predicted. We set $\delta$ to 15.
- **Levenshtein distance:** Levenshtein distance [17] measures the minimum number of operations required to transform one sequence into the other. It is widely applied to NLP for comparing strings and to Biology for comparing DNA sequences. In our evaluation, we calculate the average Levenshtein distance between the prediction and the ground truth.
Table 1. The per-transition accuracy on Cholec80 Dataset

|                                | Constant Model | HMM | LSTM | SUPR-GAN (Proposed) |
|--------------------------------|----------------|-----|------|---------------------|
| Preparation                   |                |     |      |                     |
| Calot Triangle Dissection     | 7.5%           | 5.3%| 72.5%| 87.5%               |
| Clipping and Cutting          | 2.5%           | 42.5%| 82.5%| 57.5%               |
| Gallbladder Dissection        | 7.5%           | 35% | 70%  | 65%                 |
| Gallbladder Packaging         | 12.5%          | 10% | 50%  | 30%                 |
| Cleaning and Coagulation      | 42.8%          | 31.4%| 42.9%| 54.3%               |
| Gallbladder Retraction        | 85.0%          | 17.5%| 50%  | 30%                 |
| Overall                       | 26.0%          | 31.5%| 59.6%| 60.9%               |

Qualitative Results

The result examples of the proposed model, with different clinically meaningful cases are shown in Fig. 2. In the example (a), the model predictions align well with the ground truth during the transitions to 'Checkpoint 1' and 'Clip Cystic Duct'. Similarly, in the example (b), the transitions from 'Clip Cystic Duct' to 'Dissection of Calot’s Triangle' is well captured by the black prediction sample. Moreover, the model is able to predict the different possible future phases in the bifurcation areas (e.g. samples in orange and blue shows the model is predicting it is also possible to transit to 'Clip the Cystic Duct' if the cystic duct is not fully divided). Some other results are also shown in (c) and (d). The proposed model can not only give accurate prediction about the phase transitions, it can also provide diverse samples which cover the different possible transitions.

Quantitative Results

We compare the performance of the proposed model on two datasets with several baseline methods. Constant prediction model is a simple baseline using the last frame of the past encoding head to perform the prediction; its performance suffers in the transition areas. We also employ Hidden-Markov Model (HMM) as another baseline. Once the past phase encoding likelihoods are obtained, they are used as the observation for HMM. Baum-Welch algorithm [28] is used to estimate the HMM internal parameters. We also compared to a variant of the proposed model, which is the GAN generator trained with only data loss and past encoding loss, which is referred to as LSTM in Table 2. The experimental results on Cholec80 dataset are shown in Table 1 and the results on MGH200 are shown in Table 2. The SUPR-GAN has achieved best overall per-transition accuracy on both datasets. We further show the average Levenshtein distance between the predicted sample and the ground truth, The constant model is having a good performance measured with Levenshtein distance, especially when calculating over all the samples. This is due to the following main reasons (i) when there’s no transitions, the constant model makes the reasonable predictions. (ii) For the segments with transition areas, the constant model can still give correct prediction before the actual transition happens. However, after the transition occurs the prediction accuracy can drop to very low, which can be further illustrated by the low per-transition accuracy in Table 2. Compared with other methods, the proposed model has achieved good performance by having a high per-transition accuracy and maintaining a low Levenshtein distance.
### Transition to Phase

| Block | Port placement | Fundus retraction | Release GB peritoneum | Dissection of Calot’s triangle | Checkpoint 1 | Block 2 | Divide Cystic Artery | Divide Cystic Duct | Checkpoint 2 | Block 3 | Remove GB from liver bed | Bagging |
|-------|----------------|-------------------|-----------------------|-------------------------------|--------------|--------|---------------------|-------------------|--------------|--------|--------------------------|---------|
|       | 0%             | 0%                | 91.8%                 | 12.3%                         | 0.0%         |        | 1.8%                | 0%                | 4.4%         |        | 64.6%                    | 91.892% |
|       | 0%             | 0%                | 32.1%                 | 69.5%                         | 100%         |        | 12.7%               | 0%                | 13.3%        |        | 35.4%                    | 100%    |
|       | 0%             | 33.3%             | 67.9%                 | 61.9%                         | 33.3%        |        | 7.3%                | 60%               | 66.7%        |        | 81.9%                    | 83.8%   |
|       | 0%             | 0%                | 62.3%                 | 57.1%                         | 44.4%        |        | 25.5%               | 48.9%             | 57.8%        |        | 54.2%                    | 86.8%   |

|       |      |       |                       |                               |              |        |                     |                   |              |        |                        |         |
|-------|------|-------|-----------------------|-------------------------------|--------------|--------|---------------------|-------------------|--------------|--------|--------------------------|---------|
|       |      |       |                       |                               |              |        |                     |                   |              |        |                        |         |
|       |      |       |                       |                               |              |        |                     |                   |              |        |                        |         |

|       |      |       |                       |                               |              |        |                     |                   |              |        |                        |         |
|-------|------|-------|-----------------------|-------------------------------|--------------|--------|---------------------|-------------------|--------------|--------|--------------------------|---------|
|       |      |       |                       |                               |              |        |                     |                   |              |        |                        |         |
|       |      |       |                       |                               |              |        |                     |                   |              |        |                        |         |

### Table 2. The per-transition accuracy on MGH200 Dataset

| Metrics                  | Constant Model | HMM | LSTM | SUPR-GAN(Proposed) |
|--------------------------|----------------|-----|------|--------------------|
| LD (transitions)         | 9.53           | 11.67 | 9.26 | 9.15               |
| LD (Overall)             | 3.47           | 13.15 | 4.27 | 3.36               |

### Table 3. The Levenshtein distance (LD) on MGH200 Dataset (the lower the better)

**Surgeon evaluation** In addition to objective measures, we have also compared our predictions to surgeon’s perception of future events. We have curated 20 surgical video segments of 15 seconds, sampled around transitions in the surgery. We have divided the segments into 4 groups, and asked 15 surgeons to view them. For each example, we provide the surgeon annotators 3 future trajectories, where two of them are generated by the model and one is the ground truth. We asked the surgeons to pick the most plausible one. From the results collected from the surgeons, 47% of the examples the surgeons didn’t find the true trajectories, which further states that our model is able to make reasonable future surgical workflow predictions.

### 4 Conclusions

In this paper, we proposed a prediction framework for surgical workflow based on a discrete encoder–decoder GAN. Our evaluation on objective metrics as well as study of perceived plausibility demonstrate the effectiveness of the approach, and suggest several directions to extend this approach to additional predictive tasks and more complete exploration of video-based surgical process prediction and its relation to the surgical mindset as an statistical inference problem of both analytical and practical value.
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