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Abstract. Given any Banach space $X$ and any $w^*$-compact subset $K$ of $X^*$, we compute the Szlenk index of the $w^*$-closed, convex hull of $K$ as a function of the Szlenk index of $K$. As a consequence, for any compact, Hausdorff topological space $K$ and any Banach space $X$, we compute the Szlenk index of $C(K, X)$ as a function of the Szlenk index of $X$ and the Cantor-Bendixson index of $K$. Also as an application, we compute the Szlenk index of any injective tensor product $X\hat{\otimes}_\varepsilon Y$ in terms of $Sz(X)$ and $Sz(Y)$. As another application, we give a complete characterization of those ordinals which occur as the Szlenk index of a Banach space, as well as those ordinals which occur as the Bourgain $\ell_1$ or $c_0$ index of a Banach space.

1. Introduction

Since Szlenk introduced his index \cite{Szlenk} to prove the non-existence of a separable, reflexive Banach space which is universal for the class of separable, reflexive Banach spaces, the Szlenk index has become an important tool in Banach space theory. For a survey of these results, we refer the reader to \cite{Pisier}. One remarkable property of the Szlenk index is that it perfectly determines the isomorphism classes of separable $C(K)$ spaces, which can be seen by combining the results of Bessaga and Pełczyński \cite{Bessaga}, Milutin \cite{Milutin}, and Samuel \cite{Samuel}. The Szlenk index is also an important tool regarding asymptotically uniformly smooth and $w^*$-UKK renormings \cite{Kadets}, and $\xi$-$w^*$-UKK renormings of separable Banach spaces \cite{Smith}. For these questions, the relationship between the Szlenk index of a given set and the Szlenk index of its $w^*$-closed, convex hull is important. The content of this work provides a sharp result regarding the relationship between these two indices.

Let us recall the definition of the Szlenk derivation and the Szlenk index. Given a Banach space $X$, a $w^*$-compact subset $K$ of $X^*$, and $\varepsilon > 0$, we let $s_\varepsilon(K)$ consist of all those $x^* \in K$ such that for all $w^*$-neighborhoods $V$ of $x^*$, $\text{diam}(V \cap K) > \varepsilon$. We define the transfinite derived sets by $s_\varepsilon^0(K) = K$, $s_\varepsilon^{\xi+1}(K) = s_\varepsilon(s_\varepsilon^\xi(K))$, and $s_\varepsilon^\xi(K) = \cap_{\zeta < \xi} s_\varepsilon^\zeta(K)$ when $\xi$ is a limit ordinal. We let $Sz_\varepsilon(K) = \min\{\xi : s_\varepsilon^\xi(K) = \emptyset\}$ if this class of ordinals is non-empty, and we write $Sz_\varepsilon(K) = \infty$ otherwise. We agree to the convention that $\xi < \infty$ for any ordinal $\xi$. We let $Sz(K) = \sup_{\varepsilon > 0} Sz_\varepsilon(K)$, with the convention that the supremum is $\infty$ if $Sz_\varepsilon(K) = \infty$ for some $\varepsilon > 0$. Last, we let $Sz(X) = Sz(B_{X^*})$ for a Banach space $X$.

We also recall the definition of the Cantor-Bendixson derivative of a subset of a topological space. If $K$ is a topological space and $L \subset K$, we let $L'$ consist of all members of $L$ which are not isolated in $L$. We define the transfinite derived sets $L^\xi$ for all ordinals $\xi$ as above: $L^0 = L$, $L^{\xi+1} = (L^\xi)'$, and $L^\xi = \cap_{\zeta < \xi} L^\zeta$ when $\xi$ is a limit ordinal. We let $i(L)$ denote the
minimum $\xi$ such that $L^\xi = \emptyset$ if such a $\xi$ exists, and $i(L) = \infty$ otherwise. We recall that $L$ is scattered if and only if $i(L) < \infty$.

Throughout, $\text{Ord}$ denotes the class of ordinal numbers, $\mathbb{N} = \{1, 2, \ldots\}$, $\mathbb{N}_0 = \{0\} \cup \mathbb{N}$. We denote the first infinite ordinal by $\omega$ and the first uncountable ordinal by $\omega_1$. Recall that a gamma number is an ordinal which is greater than the sum of any two lesser ordinals. Of course, 0 is a gamma number. The non-zero gamma numbers are precisely the ordinals of the form $\omega^\xi$ for some $\xi$ [20].

Given an ordinal $\xi$, we let $\Gamma(\xi)$ denote the minimum gamma number which is not less than $\xi$. Since $\omega^\xi \geq \xi$ for any ordinal $\xi$, this minimum exists. For completeness, we agree that $\Gamma(\infty) = \infty$. For the convenience, we will also agree to call $\infty$ a gamma number.

**Theorem 1.1.** Let $K$ be any compact, Hausdorff topological space. Then $Sz(C(K)) = \Gamma(i(K))$.

With only slightly more difficulty, we will be able to show the following more general result. Given a compact, Hausdorff space $K$ and a Banach space $X$, we let $C(K, X)$ denote the continuous, $X$-valued functions defined on $K$.

**Theorem 1.2.** Let $K$ be compact, Hausdorff, $X$ a non-zero Banach space. Then

$$Sz(C(K, X)) = \max\{Sz(C(K)), Sz(X)\}.$$ 

Combining Theorems 1.1 and 1.2 completely determines the Szlenk index of $C(K, X)$ in terms of the Szlenk index of $X$ and the Cantor-Bendixson index of $K$.

The same method which we use to prove theorem 1.2 will be used to prove the following concerning the injective tensor product $X \hat{\otimes}_\varepsilon Y$ of $X$ and $Y$.

**Theorem 1.3.** Let $X, Y$ be non-zero Banach spaces. Then

$$Sz(X \hat{\otimes}_\varepsilon Y) = \max\{Sz(X), Sz(Y)\}.$$ 

Theorem 1.5 also relates the Szlenk index of a Banach space to the Szlenk index of a norming set. From this it follows that we can easily construct a Banach space with prescribed Szlenk index by constructing a norming set with the desired Szlenk index. With this fact, we obtain the following. Recall that the cofinality of an ordinal $\xi$ is the minimum cardinality of a subset $A$ of $[0, \xi)$ such that $\sup A = \sup[0, \xi)$.

**Theorem 1.4.** Let $\Gamma = \{\omega^\xi : \xi \in \text{Ord}, \xi$ has countable cofinality$\}$ and $\Lambda = \{\omega^{\omega^\xi} : \xi \in \text{Ord}, \xi$ is a limit ordinal$\}$. Then for any ordinal $\xi$, there exists a Banach space $X$ with $Sz(X) = \xi$ if and only if $\xi \in \Gamma \setminus \Lambda$.

Theorems 1.1, 1.2, 1.3 will follow easily from the next theorem and a few easy lemmas.

**Theorem 1.5.** Let $X$ be any Banach space, $K \subset X^*$ $w^*$-compact, and let $L = \overline{\text{co}}^* (K)$. Then $Sz(L) = \Gamma(Sz(K))$. 
2. Proofs of Theorems 1.1, 1.2, 1.3

Recall that a real Banach space $X$ is said to be Asplund if every real-valued, convex, continuous function defined on a convex, open subset $U$ of $X$ is Fréchet differentiable on a dense $G_δ$ subset of $U$. If $X$ is a complex Banach space, we say it is Asplund if it is Asplund as a vector space over the reals. We say that a subset $K \subset X^*$ is $w^*$-fragmentable if for every non-empty subset $L$ of $K$ and any $\varepsilon > 0$, there exists a $w^*$-open set $V$ in $X^*$ such that $\text{diam}(V \cap L) \leq \varepsilon$ and $V \cap L \neq \emptyset$. It is easy to see that $SZ(K) = \infty$ if and only if $K$ fails to be $w^*$-fragmentable.

We first collect some facts concerning the Szlenk index.

**Proposition 2.1.** Let $X$ be a Banach space and let $K \subset X^*$ be $w^*$-compact.

(i) $SZ(K) = 1$ if and only if $K$ is norm compact. In particular, $SZ(X) = 1$ if and only if $\dim X < \infty$.

(ii) $SZ(X) < \infty$ if and only if $X$ is Asplund.

(iii) If $K \subset L$ for some $L \subset X^*$ $w^*$-compact, $SZ(K) \leq SZ(L)$.

(iv) If $Y$ embeds isomorphically into $X$, $SZ(Y) \leq SZ(X)$.

(v) If $K$ is convex and $SZ(K) < \infty$, then there exists an ordinal $\xi$ such that $SZ(K) = \omega^\xi$.

That is, $SZ(K)$ is a gamma number.

(vi) For $\varepsilon > 0$, $x^* \in s_{\varepsilon}(K)$ if and only if there exist a directed set $D$ and nets $(x^*_\lambda)_{\lambda \in D}$, $(y^*_\lambda)_{\lambda \in D} \subset K$ each of which converges $w^*$ to $x^*$ such that for each $\lambda \in D$, $\|x^*_\lambda - y^*_\lambda\| > \varepsilon$.

(vii) For $\varepsilon > 0$, if $x^* \in s_{\varepsilon}(K)$, there exists a net $(x^*_\lambda) \subset K$ converging $w^*$ to $x^*$ such that $\|x^*_\lambda - x^*\| > \varepsilon/2$ for every $\lambda$.

(viii) If there exists a net $(x^*_\lambda) \subset K$ converging $w^*$ to $x^*$ such that $\|x^*_\lambda - x^*\| > \varepsilon$ for every $\lambda$, then $x^* \in s_{\varepsilon}(K)$.

(ix) For any $w^*$-compact sets $K_1, \ldots, K_n$ and any $\varepsilon > 0$, $s_{\varepsilon}(\bigcup_{i=1}^n K_i) \subset \bigcup_{i=1}^n s_{\varepsilon/2}(K_i)$.

(x) If $Y$ is any Banach space, $SZ(X \oplus Y) = \max\{SZ(X), SZ(Y)\}$.

Items (iii), (vi), (vii), and (viii) follow easily from the definition. Item (i) can be found in [6]. Item (ii) follows from the fact that a Banach space is an Asplund space if and only if its dual ball is $w^*$-fragmentable, which is shown in Chapter I.5 of [11] for real Banach spaces and can be deduced for the complex case using the real case (see [6, Theorem 1.4] for the details). Item (iv) is given in [13]. Item (v) is given in [16] when $K = B_{X^*}$, but the same proof works for convex sets. Item (ix) is given in [5]. Last, item (x) was shown in [12].

We state the lemmas which, in conjunction with Theorem 1.5, yield Theorems 1.1 and 1.2. We postpone the proof of Theorem 1.5 until Section 4. In what follows, $F$ will denote the scalar field (either real or complex numbers) and for $K \subset X^*$ and $T \subset F$,

$$TK := \{tx^* : t \in T, x^* \in K\}.$$ 

We let $S_F = \{t \in F : |t| = 1\}$. 

Lemma 2.2. For any \( w^* \)-compact subset \( K \) of \( X^* \), any \( \varepsilon_0 > \varepsilon > 0 \), and any ordinal \( \xi \), \( s^\xi_{\varepsilon_0}(S_\varepsilon K) \subset S_\varepsilon s^\xi_{\varepsilon_0}(K) \). In particular, \( Sz_\varepsilon(S_\varepsilon K) \leq Sz_{\varepsilon/3}(K) \) and \( Sz(S_\varepsilon K) = Sz(K) \).

Proof. We will use Proposition 2.1(vii), (viii) frequently throughout the proof. We prove the result by induction. The base case is trivial. To see the successor case, it is sufficient to check the case that II HÁJEK and LANCIEN [12] deduced that the Szlenk index of \( \xi \) completes the successor case, it is sufficient to check the case that \( \lambda > 0 \). Assume \( y^* \in s^\xi_{\varepsilon_0}(S_\varepsilon K) \). Fix \( (\varepsilon_\lambda x^*_\lambda) \subset S_\varepsilon K \) converging \( w^* \) to \( y^* \) such that for all \( \lambda \), \( \|\varepsilon_\lambda x^*_\lambda - y^*\| > \varepsilon_0/2 \). By passing to a subnet, we may assume \( \varepsilon_\lambda \to \varepsilon \in S_\varepsilon \) and \( x^*_\lambda \to x^* \in K \). Note that \( y^* = \varepsilon x^* \). Then

\[
\limsup_{\lambda} \|x^*_\lambda - x^*\| = \limsup_{\lambda} \|\varepsilon_\lambda x^*_\lambda - \varepsilon x^*\| \geq \varepsilon_0/2 > \varepsilon/2.
\]

From this it follows that \( x^* \in s^\xi_{\varepsilon/2}(K) \) and \( y^* = \varepsilon x^* \in S_\varepsilon s^\xi_{\varepsilon/2}(K) \).

Last, assume that the result holds for every \( \zeta < \xi \), where \( \xi \) is a limit ordinal. Assume \( y^* \in s^\xi_{\varepsilon_0}(S_\varepsilon K) \). For every \( \zeta < \xi \), there exist \( \varepsilon_\zeta \in S_\varepsilon \) and \( x^*_\zeta \in s^\xi_{\varepsilon_0}(K) \) such that \( y^* = \varepsilon_\zeta x^*_\zeta \). By passing to subnets of \( (\varepsilon_\zeta)_{\zeta<\xi} \) and \( (x^*_\zeta)_{\zeta<\xi} \), we may assume \( \varepsilon_\zeta \to \varepsilon \in S_\varepsilon \) and \( x^*_\zeta \to x^* \). Then because the sets \( s^\xi_{\varepsilon/2}(K) \) are decreasing and \( w^* \)-closed, \( x^* \in s^\xi_{\varepsilon/2}(K) \) and \( y^* = \varepsilon x^* \in S_\varepsilon s^\xi_{\varepsilon/2}(K) \).

Lemma 2.3. Let \( K \) be a compact Hausdorff topological space. Given a closed subset \( L \) of \( K \), let \( D_L = \{ \delta_x : x \in L \} \), where \( \delta_x \) denotes the Dirac measure at \( x \). Then for any \( 0 < \varepsilon < 2 \) and any closed subset \( L \) of \( K \), \( S_\varepsilon(D_L) = i(L) \).

Proof. This follows easily from the fact that \( s^\xi(\varepsilon L) = D_{L^\varepsilon} \) for any ordinal \( \xi \). This can be shown by induction on \( \xi \), where the base and limit ordinal cases are trivial. In order to complete the successor case, it is sufficient to check the case that \( \xi = 1 \). Note that \( \delta : L \to D_L \) given by \( \delta(x) = \delta_x \) is a homeomorphism when \( L \) is endowed with its \( w^* \)-topology. Therefore if \( \delta_x \in D_{L'}, x \in L' \), and \( x \) is not isolated in \( L \). This means \( \delta_x \) is not \( w^* \)-isolated in \( \delta(L) = D_L \), and any \( w^* \)-neighborhood of \( \delta_x \) must contain two distinct members of \( D_L \), and therefore have diameter exactly \( 2 > \varepsilon \). From this it follows that \( \delta_x \in s_\varepsilon(L) \). Conversely, if \( \delta_x \in s_\varepsilon(D_L) \), then \( x \) cannot be isolated in \( L \), otherwise \( \{ \delta_x \} \) is a \( w^* \)-neighborhood of \( \delta_x \) relative to \( D_L \), and \( \text{diam}(\delta_x) \cap D_L) = 0 < \varepsilon \). Thus \( x \in L' \), and \( \delta_x \in D_{L'} \).

Proof of Theorem 1.7. Note that if \( D_K \) is the collection of Dirac measures, then by the Hahn-Banach theorem, \( B_{C(K)^*} = \varphi_{w^*}(S_\varepsilon D_K) \). Then by Theorem 1.5 and Lemmas 2.2 and 2.3

\[
Sz(C(K)) = Sz(B_{C(K)^*}) = \Gamma(Sz(S_\varepsilon D_K)) = \Gamma(i(D_K)) = \Gamma(i(K)).
\]

Samuel [23] showed that for a countable ordinal \( \xi \), the Szlenk index of \( C([1, \omega^\xi]) \) is \( \omega^{\xi+1} \). HáJÉK and LANCIEN [12] deduced that the Szlenk index of \( C([0, \xi]) \) is \( \omega_1 \omega \) when \( \omega_1 \leq \xi < \omega_1 \omega \). Brooker [7] gave a computation of the Szlenk index of \( C([0, \xi]) \) for every infinite ordinal \( \xi \).
Brooker showed that for any infinite ordinal $\xi$, the Szlenk index of $C([0, \xi])$ is $\omega^{\xi+1}$, where $\zeta$ is such that $\omega^\zeta \leq \zeta < \omega^{\zeta+1}$. It is easy to show that for any ordinals $\zeta, \xi$ such that $\omega^\zeta \leq \zeta < \omega^{\zeta+1}$, $\iota([0, \xi]) = \zeta + 1$. From this, it follows that for any ordinals $\omega^\zeta \leq \xi < \omega^{\xi+1}$, $\Gamma(i([0, \xi])) = \omega^{\xi+1}$, so Theorem 1.1 offers another computation of the Szlenk indices of all $C([0, \xi])$ spaces. Theorem 1.1 also offers another proof that $C(K)$ is an Asplund space if and only if $K$ is scattered, which was originally shown by Namioka and Phelps [21].

In the next lemma, we will say that for a Banach space $F$ and a subset $C \subset F^*$ is 1-norming for $F$ provided that for every $x \in F$, $\sup_{x^* \in C} \Re x^*(x) \geq \|x\|$.

**Lemma 2.4.** (i) If $E, F$ are Banach spaces, $B \subset E^*$, $C \subset F^*$ are $w^*$-compact, and $f : B \rightarrow C$ is a $w^*$-$w^*$-continuous, Lipschitz surjection, then $S_z(C) \leq S_z(B)$.

(ii) If $B \subset B_{X^*} \times B_{Y^*} = B_{(X \oplus_1 Y)^*}$ is $w^*$-compact, $F$ is a Banach space, $C \subset B_{F^*}$ is 1-norming for $F$, and $f : B \rightarrow C$ is $w^*$-$w^*$-continuous, Lipschitz, and surjective, then $S_z(F) \leq \max\{S_z(X), S_z(Y)\}$.

**Proof.** (i) The proof is the same as the proof Lemma 2.5 of [6], where it was shown in the case that $f$ is the restriction to $B$ of $S^*$, where $S : F \rightarrow E$ is a linear operator. The proof is easily seen to hold in the more general setting of Lemma 2.4.

(ii) By (i) and since $B \subset B_{(X \oplus_1 Y)^*}$,

$$S_z(C) \leq S_z(B) \leq S_z(B_{(X \oplus_1 Y)^*}) = S_z(X \oplus_1 Y) = \max\{S_z(X), S_z(Y)\}.$$  

The last equality uses Proposition 2.1(x). Since the maximum of two gamma numbers is a gamma number, the maximum $\max\{S_z(X), S_z(Y)\}$ is a gamma number by Proposition 2.1(v). Then $S_z(C) \leq \max\{S_z(X), S_z(Y)\}$ gives that $\Gamma(S_z(C)) \leq \max\{S_z(X), S_z(Y)\}$. By the Hahn-Banach theorem, if $C \subset B_{F^*}$ is 1-norming for $F$, $\co w^*(C) = B_{F^*}$, and Theorem 1.5 yields that

$$S_z(F) = S_z(B_{F^*}) \leq \Gamma(S_z(C)) \leq \max\{S_z(X), S_z(Y)\}.$$  

□

**Proof of Theorem 1.2.** Since $C(K), X$ embed isomorphically into $C(K, X)$,

$$\max\{S_z(X), S_z(C(K))\} \leq S_z(C(K, X)).$$

We deduce the reverse inequality. Let $Y = C(K)$. Given $x^* \in X^*$ and $x \in K$, let $x^* \delta_x \in C(K, X)^*$ be the functional given by $x^* \delta_x(g) = x^*(g(x))$. Let

$$B = \{(x^*, \delta_x) : x^* \in B_{X^*}, x \in K\} \subset B_{X^*} \times B_{Y^*} = B_{X^* \oplus_\infty Y^*}.$$  

Define $f : B \rightarrow B_{C(K, X)^*}$ by letting $f(x^*, \delta_x) = x^* \delta_x$ and let $C = f(B)$. One easily checks that $C$ is 1-norming for $C(K, X)$ and $f$ is $w^*$-$w^*$-continuous, 1-Lipschitz, and surjective. Thus the result follows by Lemma 2.3(ii).

□
Let $L(Y^*, X)$ denote the bounded operators from $Y^*$ into $X$. Given $x \in X$, $y \in Y$, we let $x \otimes y : Y^* \to X$ be the operator given by $(x \otimes y)(y^*) = y^*(y)x$. We recall that the injective tensor product $X \hat{\otimes}_e Y$ of $X, Y$ can be viewed as the closure in $L(Y^*, X)$ of \{\sum_{i=1}^n x_i \otimes y_i : n \in \mathbb{N}, x_i \in X, y_i \in Y\}.

Proof of Theorem 1.3. Since $X, Y$ embed into $X \hat{\otimes}_e Y$, we see that $\text{max}\{Sz(X), Sz(Y)\} \leq Sz(X \hat{\otimes}_e Y)$. We again focus on the reverse inequality. Let $B = B_{X^*} \times B_{Y^*}$ and define $f : B \to B_{(X \hat{\otimes}_e Y)^*}$ by $f((x^*, y^*)) = x^* \otimes y^*$. Here, given $P \in X \hat{\otimes}_e Y$, $(x^* \otimes y^*)(P) = x^*(Py^*)$.

Of course, $\|x^* \otimes y^*\| = \|x^*\|\|y^*\|$. We let $C = f(B)$ and note that $C$ is 1-norming for $X \hat{\otimes}_e Y$ and $f$ is $w^*-w^*$-continuous, 2-Lipschitz, and surjective. Thus we deduce the desired inequality by Lemma 2.3(ii).

\[\square\]

3. Proof of Theorem 1.4

The purpose of this section is to provide a complete characterization of those ordinals which occur as the Szlenk index, the Bourgain $\ell_1$ index, or the Bourgain $c_0$ index of a Banach space. We know that the Szlenk index of an Asplund space must be of the form $\omega^\chi$. It turns out that the solution of this problem for the Szlenk index can be done in a way which simultaneously solves the problem of which ordinals occur as the $\ell_1$ or $c_0$ index of a Banach space.

In this section, a 1-unconditional basis for the Banach space $X$ will be an unordered collection $(e_i)_{i \in I}$ of vectors in $X$ having dense span in $X$ such that for every finite subset $A$ of $I$, every set of unimodular scalars $(\varepsilon_i)_{i \in A}$, and all scalars $(a_i)_{i \in A}$,

$$\| \sum_{i \in A} \varepsilon_i a_i e_i \| = \| \sum_{i \in A} a_i e_i \|.$$

Note that in this case, for every non-empty subset $A$ of $I$, the projection $P_A : X \to X$ given by $P_A \sum_{i \in I} a_i e_i = \sum_{i \in A} a_i e_i$ is a projection of norm 1. If $x^*, y^* \in X^*$ are such that there exists a subset $A$ of $I$ such that $x^* = P_A^* y^*$, we will say that $x^*$ is a suppression projection of $y^*$, and in this case, $\|x^*\| \leq \|y^*\|$. For any $(\varepsilon_i)_{i \in I} \subset S_F^I$, the operator $P_\varepsilon : X \to X$ given by $P_\varepsilon \sum_{i \in I} a_i e_i = \sum_{i \in I} \varepsilon_i a_i e_i$ is an isometry. We note that if $(f_\lambda) \subset X^*$ is a bounded net and $\varepsilon_\lambda = (\varepsilon_{\lambda,i})_{i \in I}$ is a net in $S_F^I$ converging to $\varepsilon$ in the product topology, $P_{\varepsilon_\lambda}^* f_\lambda \to P_{\varepsilon}^* f$. Let $(e_i^*)_{i \in I}$ denote the biorthogonal functionals to $(e_i)_{i \in I}$. Note that $X^*$ is identifiable with all formal (not necessarily norm converging) series $\sum_{i \in I} a_i e_i^*$ such that $\sup_{|A| < \infty} \| \sum_{i \in A} a_i e_i^* \| < \infty$. For $f \in X^*$, we let $\text{supp}(f) = \{i \in I : f(e_i) \neq 0\}$. Note that $X^*$ can be endowed with a lattice structure where the positive elements are those formal series $\sum_{i \in I} a_i e_i^* \in X^*$ with $a_i \geq 0$ for all $i$. We may define $| \cdot |$ on $X^*$ by $| \sum_{i \in I} a_i e_i^* | = \sum_{i \in I} |a_i| |e_i^*|$, and note that this function is $w^*$-w*-continuous on $B_{X^*}$. Given a subset $M$ of $X^*$, we let $|M| = \{|f| : f \in M\}$. Note that if $M$ is $w^*$-compact, so is $|M|$. We say $M \subset X^*$ is unconditional if $M = \{P_x^* a \ast x^* : x^* \in M, \varepsilon \in S_F^I\}$.

The unconditionalization of $M$ is $\{P_x^* a \ast x^* : (\varepsilon_i)_{i \in I}, x^* \in M\}$. Our remarks imply that the unconditionalization of $M$ is $w^*$-compact if $M$ is.
Lemma 3.1. For any $M \subset [e_i^*: i \in I]$ which is $w^*$-compact, any ordinal $\zeta$, any $0 < \varepsilon < \varepsilon_1$, 
\[ |s_j^{\xi}(M)| \subset s_j^{\xi/2}(|M|). \]
In particular, $Sz(M) = Sz(|M|)$.

Proof. Note that we may replace $M$ by its unconditionalization, from which it easily follows that $Sz(|M|) \subseteq Sz(M)$. We will prove the first statement of the lemma by induction. The base and limit cases are trivial. Suppose the result holds for some $\zeta$ and suppose also that $f \in s_{\varepsilon_1}^{\xi+1}(M)$. We may fix a net $(f_\lambda) \subset s_{\varepsilon_1}^{\xi}(M)$ such that for all $\lambda$, $\|f_\lambda - f\| > \varepsilon_1/2$. For every $\lambda$, fix $\varepsilon_\lambda = (\varepsilon_1^\lambda)_{i \in I} \subset s_2^I$ such that $P_\varepsilon f_\lambda = |f| \in s_2^{\xi/2}(|M|)$. By the inductive hypothesis, $P_\varepsilon f_\lambda \in s_2^{\xi/2}(|M|)$. By passing to a subnet, we may assume $\varepsilon_\lambda \to \varepsilon$ and note that necessarily $P_\varepsilon f = |f|$. Moreover, since $f$ lies in the norm closure of the span of $(e_i^*: i \in I)$, it follows that $P_\varepsilon f \to |f|$ in norm. From this it follows that 
\[ \limsup_{\lambda} \|f_\lambda - f\| \geq \limsup_{\lambda} \|P_\varepsilon f_\lambda - P_\varepsilon f\| - \|P_\varepsilon f - |f|\| = \limsup_{\lambda} \|f_\lambda - f\| \geq \varepsilon_1/2 > \varepsilon/2. \]
This yields that $|f| \in s_{\varepsilon/2}^{\xi+1}(|M|)$.

We include here another easy fact.

Claim 3.2. Suppose that $X$ is a Banach space and $(M_i)_{i \in I}$ is a collection of $w^*$-compact subsets of $X^*$ such that for every $i \neq j \in I$, $\{0\} = M_i \cap M_j$. Let $M = \bigcup_{i \in I} M_i$. Suppose that any net $(f_\lambda) \subset M$ such that for any $i \in I$, $(f_\lambda)$ is eventually in $M \setminus (M_i \setminus \{0\})$ converges $w^*$ to 0.

(i) $M$ is $w^*$-compact.

(ii) For any ordinal $\mu$ and any $\varepsilon > 0$, $s_\varepsilon^\mu(M) \setminus \{0\} \subset \bigcup_{i \in I} s_\varepsilon^\mu(M_i)$. Consequently, for any $\varepsilon > 0$, if $\sup_{i \in I} Sz_\varepsilon(M_i) < \infty$, then $Sz_\varepsilon(M) \leq (\sup_{i \in I} Sz_\varepsilon(M_i)) + 1$. Moreover, if for some $\xi$, some $\varepsilon > 0$, and every $i \in I$, $s_\varepsilon^\xi(M_i) \subset \{0\}$, $Sz_\varepsilon(M) \leq \xi + 1$.

Proof. (i) If $I$ is finite, (i) is trivial. Assume $I$ is infinite and let $I_\infty = I \cup \{\infty\}$ denote the one-point compactification of $I$ with its discrete topology. For any net $(f_\lambda) \subset M$, either $(f_\lambda)$ has a subnet which is constantly 0, and which therefore converges $w^*$ to 0, or $(f_\lambda)$ has a subnet (which we assume is the entire net) such that for all $\lambda$, $f_\lambda \neq 0$. In this case, for each $\lambda$, there exists a unique $i_\lambda \in I$ such that $f_\lambda \in M_{i_\lambda}$. Then we may pass to a subnet and assume that $(i_\lambda)$ converges in $I$. If $i_\lambda$ converges to $i \in I$, we may pass to a subnet once more and assume $(f_\lambda) \subset M_i$. By $w^*$-compactness of $M_i$, $(f_\lambda)$ has a $w^*$-convergent subnet. Otherwise $i_\lambda$ converges to $\infty$ in $I_\infty$, whence for any $i \in I$, $(f_\lambda)$ is eventually not in $M_i$. From the hypothesis, $f_\lambda \to 0$. Thus in any case, the original net $(f_\lambda) \subset M$ has a $w^*$-converging subnet.

(ii) It is well-known and an easy proof by induction on $\mu$ that if $N, P$ are $w^*$-compact subsets of $X^*$ and $V$ is a $w^*$-open set such that $V \cap P = \emptyset$, then for any $\varepsilon > 0$ and $\mu > 0$,
Proposition 3.3. (i) For any Banach space $X$, $I_1(X) \geq I_\infty(X^*)$.

(ii) For any Banach space $X$, $I_1(X) = 1 + \dim X$ if $X$ has finite dimension, $I_1(X) = \infty$ if $\ell_1$ embeds into $X$, and otherwise there exists an ordinal $\xi > 0$ such that $I_1(X) = \omega^\xi$. The analogous statement holds for the $I_\infty$ index.

(iii) For any limit ordinal $\xi$ and any Banach space $X$, $Sz(X), I_1(X), I_\infty(X) \neq \omega^{\omega^\xi}$.

(iv) Suppose $X$ has a $1$-unconditional basis. Then $I_1(X) \geq Sz(X)$ and if $Sz(X) \geq \omega^\omega$, $Sz(X) = I_1(X)$.

Items (i), (ii), and the portion of (iii) dealing with $I_1$ and $I_\infty$ appeared in [10]. The remaining items appeared in [9]. Items (ii) and the portion of (iii) dealing with $I_1$ and $I_\infty$ appeared for separable Banach spaces in [14], while the remaining portion of (iii) and item (iv) appeared for separable Banach spaces in [1].

Given a well-founded tree $T$ and $t \in T$, we let $T(t) = \{s \in T : t \leq s\}$. Sets of this form are called wedges. Then the coarse wedge topology on a tree, with which all trees in this
section will be endowed, is the topology generated by wedges and their complements. If $T$ is well-founded, then $T$ is compact with its coarse wedge topology [22]. This was stated for a more general notion of tree in [22], and there the terminology “branch complete” was used in place of “well-founded.” Note that $t$ lies in the Cantor-Bendixson derivative of $T$ if and only if $\{s \in T : s^- = t\}$ is infinite. For any derived tree $T^\xi$, the relative coarse wedge topology on $T^\xi$ as a subset of $T$ coincides with the coarse wedge topology of $T^\xi$. Let us say that the tree $T$ is full if for every ordinal $\xi$ and every $t \in T^{\xi+1}$, $\{s \in T^\xi : s^- = t\}$ is infinite. It follows from this condition that the $\xi^{th}$ derived tree coincides with the $\xi^{th}$ Cantor-Bendixson derivative of $T$ for every $\xi$.

We also remark here that for any sequence $(\xi_n)$ of ordinals, there exists a sequence of disjoint $B$-trees $(B_n)$ such that, with $T_n = B_n \cup \{0\}$, $o(T_n) = \xi_n + 1$ and such that $T_n$ is full. Indeed, we may let $B_n$ denote those non-empty sequences $(n,\gamma_i,\zeta_i)_{i=1}^p$ such that $\gamma_i \in [0,\xi_n)$, $\gamma_p < \ldots < \gamma_1$, and $\zeta_i \in \mathbb{N}$. It is trivial to check by induction that for any $\zeta$, $B_\zeta^\xi$ is the collection of all non-empty sequences $(n,\gamma_i,\zeta_i)_{i=1}^p \in B_n$ such that $\gamma_p > \zeta$. This yields the correct order of $T_n$. The inclusion of the $k_i$ terms ensures that $T_n$ is full.

We say that a subset $C$ of a tree $T$ is segment complete if for every $s \preceq t$, $s,t \in C$, $\{u : s \preceq u \preceq t\} \subset C$.

Fix $\theta \in (0,1)$. Fix an ordinal $\alpha$ and let $\xi = \omega^\omega$. Let $(B_n)$ be a sequence of disjoint $B$-trees such that with $T_n = B_n \cup \{\varnothing\}$, $o(T_n) = \xi^n + 1$ and $T_n$ is full. Let $B = \cup_{n=1}^{\infty} B_n$. For each $n \in \mathbb{N}$, $1 \leq k \leq n$, and $\gamma \in [0,\xi^{n-k})$, let

$$G_{n,k,\gamma} = B_n^{\xi\gamma} \setminus B_n^{\xi(\gamma+1)}.$$  

Note that $G_{n,k,\gamma}$ is segment complete and that $(G_{n,k,\gamma})_{\gamma<\xi^{n-k}}$ partitions $B_n$. Let $c_{00}(B)$ denote the span of the canonical Hamel basis $\{e_t : t \in B\}$ and let $e_t^*$ be the coordinate functional to $e_t$. For each $n \in \mathbb{N}$, $1 \leq k \leq n$, and $\gamma \in [0,\xi^{n-k})$, let

$$K_{n,k,\gamma} = \{0\} \cup \left\{\theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \preceq t} \varepsilon_s e_s^* : \varepsilon_s \in S_{\xi}, t \in G_{n,k,\gamma}\right\},$$

$$L_{n,k,\gamma} = |K_{n,k,\gamma}|,$$

$$K = \bigcup_{n,k,\gamma} K_{n,k,\gamma}, \quad L = |K|.$$  

Note that the basis $(e_t : t \in B)$ becomes a normalized, 1-unconditional basis for the completion $\mathfrak{S}$ of $c_{00}(B)$ under the norm $\|x\| = \sup_{f \in K} |f(x)|$.

Lemma 3.4. (i) The collection $I = \{L_{n,k,\gamma} : n \in \mathbb{N}, 1 \leq k \leq n, \gamma < \xi^{n-k}\}$ satisfies the hypotheses of Claim 3.2.

(ii) For any $\varepsilon > 0$, any $n \in \mathbb{N}$, any $1 \leq k \leq n$, and any $\gamma < \xi^{n-k}$, $Sz_\varepsilon(L_{n,k,\gamma}) \leq \xi^k + 1$.

(iii) If $\varepsilon > 2\theta^j$, then for any $j < n \in \mathbb{N}$, $j < k \leq n$, and $\gamma < \xi^{n-k}$, $Sz_\varepsilon(L_{n,k,\gamma}) \leq \xi^j + 1$.

(iv) For any $n, j \in \mathbb{N}$, $1 \leq k \leq n$, $\gamma < \xi^{n-k}$, and $\varepsilon > 2\theta^j$, $Sz_\varepsilon(L_{n,k,\gamma}) \leq \xi^j + 1$.

(v) If $0 < \varepsilon < \theta^{n-1}$, $Sz_\varepsilon(L_{n,n,0}) = \xi^n + 1$. 


Proof. Note that if \( f \in L_{n,k,\gamma} \), \( \text{supp}(f) \subset G_{n,k,\gamma} \). For any \( s \in B \), there is a finite subset \( F \) of \( I \) such that if \( f \in L \setminus F \), \( f(e_s) = 0 \). Indeed, if \( s \in B_n \), then for each \( 1 \leq k \leq n \), there exists a unique \( \gamma_k \) such that \( s \in G_{n,k,\gamma_k} \), and \( F = \{ L_{n,k,\gamma_k} : 1 \leq k \leq n \} \) has this property. Therefore if \( (f_\lambda) \) is any net in \( L \) is such that for any \( P \in I \), \( (f_\lambda) \) is eventually in \( \cup I \setminus (P \setminus \{0\}) \), for any \( s \in B \), \( f_\lambda(e_s) \rightarrow 0 \), whence \( (f_\lambda) \) is \( w^*\)-null. Next, suppose \( (m,k,\gamma) \neq (n,l,\delta) \), \( f \in L_{m,k,\gamma} \setminus \{0\} \), and \( g \in L_{n,l,\delta} \setminus \{0\} \). If \( m \neq n \), \( \text{supp}(f) \cap \text{supp}(g) \subset G_{m,k,\gamma} \cap G_{n,l,\delta} = \emptyset \) and \( f \neq g \). If \( m = n \) and \( k \neq l \),

\[
\{ f(e_s) : s \in B \} = \{ 0, \theta^{k-1} \} \neq \{ 0, \theta^{l-1} \} = \{ g(e_s) : s \in B \},
\]

and \( f \neq g \). If \( m = n \), \( k = l \), and \( \gamma \neq \delta \), then \( \text{supp}(f) \cap \text{supp}(g) \subset G_{m,k,\gamma} \cap G_{m,k,\delta} = \emptyset \). Thus \( L_{m,k,\gamma} \cap L_{n,l,\delta} = \{0\} \). It remains to show that \( L_{n,k,\gamma} \) is \( w^*\)-compact. Consider the following equivalence relation \( \cong \) on \( T_n^{k,\gamma} \). We let \( s \approx t \) if \( s = t \) or if \( s,t \in T_n^{k,\gamma} \).

Let \( q : T_n^{k,\gamma} \rightarrow Q = T_n^{k,\gamma}/ \cong \) denote the quotient map sending a member of \( T_n^{k,\gamma} \) to its equivalence class. Endow \( Q \) with the quotient topology induced by this map, noting that \( Q \) is compact. Note that \( T_n^{k,\gamma} \setminus T_n^{k,\gamma+1} = G_{n,k,\gamma} \), and the equivalence classes of \( Q \) are \( T_n^{k,\gamma+1} \) and \( \{t\}, t \in G_{n,k,\gamma} \). We define the map \( \varphi : Q \rightarrow L_{n,k,\gamma} \) by \( \varphi(T_n^{k,\gamma+1}) = 0 \) and \( \varphi(\{t\}) = \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t} e_s^* \) for \( t \in G_{n,k,\gamma} \). It is straightforward to check that this is a bijection, and we need only to show that \( \varphi \) is continuous to see that it is a homeomorphism.

Note that for any \( \tau \in Q \), \( \text{supp}(\varphi(\tau)) \subset G_{n,k,\gamma} \), thus we only need to show that for any net \( (\tau_\lambda) \subset Q \) converging to \( \tau \in Q \) and for any \( s \in G_{n,k,\gamma} \), \( \varphi(\tau_\lambda)(e_s) \rightarrow \varphi(\tau)(e_s) \). For every \( \lambda \), fix \( t_\lambda \in \tau_\lambda \) and fix \( t \in \tau \). Note that if \( t \in G_{n,k,\gamma} \), then \( t_\lambda \rightarrow t \) in the topology of \( T_n^{k,\gamma} \), and if \( t \in T_n^{k,\gamma} \), then for any \( s \in G_{n,k,\gamma} \), eventually \( s \not\subseteq t_\lambda \). In the case that \( t \in G_{n,k,\gamma} \), for any \( s \in G_{n,k,\gamma} \), \( \varphi(\tau_\lambda)(e_s) \rightarrow \theta^{k-1} = \varphi(\tau)(e_s) \) if \( s \leq t \) and \( \varphi(\tau_\lambda)(e_s) \rightarrow 0 = \varphi(\tau)(e_s) \) if \( s \not\leq t \). If \( t \in T_n^{k,\gamma+1} \), then \( \varphi(\tau_\lambda)(e_s) \rightarrow 0 = \varphi(\tau)(e_s) \) for every \( s \in G_{n,k,\gamma} \).

(ii) We claim that for any \( \zeta, \xi \in \ell^1 \),

\[
s_\xi^\zeta(L_{n,k,\gamma}) \subset \{0\} \cup \left\{ \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t} e_s^* : t \in G_{n,k,\gamma} \cap T_n^{k,\gamma+\zeta} \right\}.
\]

Since \( G_{n,k,\gamma} \cap T_n^{k,\gamma+1} = \emptyset \), setting \( \zeta = \xi^k \) yields that \( s_\xi^k(L_{n,k,\gamma}) \subset \{0\} \), and \( S_{\xi^k}(L_{n,k,\gamma}) \leq \xi^k + 1 \) as desired. The base case and limit ordinal cases are clear. Assume that \( t, t_\lambda \in G_{n,k,\gamma} \cap T_n^{k,\gamma+\zeta} \), \( \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t} e_s^* \neq \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t} e_s^* \) and

\[
\theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t_\lambda} e_s^* \rightarrow \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t} e_s^*.
\]

It follows that eventually \( t < t_\lambda \), whence \( t \in G_{n,k,\gamma} \cap T_n^{k,\gamma+\zeta+1} \), as desired.

(iii) Fix any \( n, j \in \mathbb{N} \), \( j < k \leq n \), and suppose that \( \varepsilon > 2\theta^j \). We claim that for any \( \zeta \),

\[
s_\xi^\zeta(L_{n,k,\gamma}) \subset \{0\} \cup \left\{ \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t} e_s^* : t \in G_{n,k,\gamma} \cap T_n^{k,\gamma+\xi^k-j\xi} \right\} =: A_\zeta.
\]
Note that a representation of a functional as $\theta^{k-1} \sum_{G_{n,k,\gamma} \ni s} e_s^*$ for $t \in G_{n,k,\gamma} \cap T_n^{\xi^k+\xi^{k-j}\zeta}$ is unique, and the set $G_{n,k,\gamma} \cap T_n^{\xi^k+\xi^{k-j}\zeta}$ is segment complete. The base and limit ordinal cases are clear. To obtain a contradiction, suppose $s^\xi_\zeta(L_{n,k,\gamma}) \subset A_\zeta$ while $f \in s^{\xi+1}_\zeta(L_{n,k,\gamma}) \setminus A_{\xi+1}$. By the inductive hypothesis, there exists $t \in G_{n,k,\gamma} \cap T_n^{\xi^k+\xi^{k-j}\zeta}$ such that $f = \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t} e_s^*$. Since $f \in s^{\xi+1}_\zeta(L_{n,k,\gamma})$, there exists a net $(f_\lambda) \subset s^{\xi}_\zeta(L_{n,k,\gamma})$ converging $w^*$ to $f$ and such that $\|f_\lambda - f\| > \varepsilon / 2 > \theta^j$ for all $\lambda$. By the inductive hypothesis, for each $\lambda$, there exists a unique $t_\lambda \in G_{n,k,\gamma} \cap T_n^{\xi^k+\xi^{k-j}\zeta}$ such that $f_\lambda = \theta^{k-1} \sum_{G_{n,k,\gamma} \ni s \leq t_\lambda} e_s^*$. It follows that $t < t_\lambda$ eventually, and we may assume $t < t_\lambda$ for all $\lambda$. Since we have assumed $f \notin A_{\xi+1}, t \notin T_n^{\xi^k+\xi^{k-j}\zeta}$. Since $t < t_\lambda, t_\lambda \notin T_n^{\xi^k+\xi^{k-j}\zeta}$. However, since $f, f_\lambda \in A_\zeta$, $t, t_\lambda \in T_n^{\xi^k+\xi^{k-j}\zeta}$, and therefore $t, t_\lambda \in T_n^{\xi^k+\xi^{k-j}\zeta} \setminus T_n^{\xi^k+\xi^{k-j}\zeta}$. Since $\xi^k + \xi^{k-j}\zeta = \xi^{k-j}\xi^k\gamma + \xi^{k-j}\zeta = \xi^{k-j}(\xi^k\gamma + \zeta)$ and $\xi^k\gamma + \xi^{k-j}\zeta + 1 = \xi^{k-j}(\xi^k\gamma + \zeta + 1)$, it follows that $t, t_\lambda \in T_n^{\xi^k+\xi^{k-j}\zeta} \setminus T_n^{\xi^k+\xi^{k-j}\zeta} = T_n^{\xi^k+\xi^{k-j}\zeta}(\xi^k\gamma + \zeta) \setminus T_n^{\xi^k+\xi^{k-j}\zeta}(\xi^k\gamma + \zeta + 1) = G_{n,k-j,\xi^k\gamma + \zeta}$.

Fix any $\lambda$. The set $\sigma = \{s : t < s \leq t_\lambda\}$ is a subset of $\sigma_1 := \{s \in G_{n,k-j,\xi^k\gamma + \zeta} : s \leq t_\lambda\}$, and $f_\lambda - f = \theta^{k-1} \sum_{s \in \sigma} e_s^* = \theta^j \theta^{k-j-1} \sum_{s \in \sigma} e_s^*$. Since $\theta^{k-j-1} \sum_{s \in \sigma} e_s^*$ is a suppression projection of $\theta^{k-j-1} \sum_{s \in \sigma_1} e_s^* \in L_{n,k-j,\xi^k\gamma + \zeta}$, it follows that $\theta^j \|f_\lambda - f\| = \theta^j \theta^{k-j-1} \sum_{s \in \sigma} e_s^* \leq \theta^j \theta^{k-j-1} \sum_{s \in \sigma_1} e_s^* \leq \theta^j$.

This contradiction yields the successor case and finishes (iii).

(iv) Fix any $n \in \mathbb{N}$, $1 \leq k \leq n$, and $\gamma < \xi^{n-k}$. Suppose that $\varepsilon > 2\theta^j$. Then the result follows by (ii) if $k < j$ and by (iii) if $j < k$.

(v) Note that $L_{n,n,0} = \{0\} \cup \{\theta^{n-1} \sum_{s \leq t} e_s^* : s \leq t \in B_n\}$. Given $t \in T_n$, let $\varphi(t) = 0$ if $t = \emptyset$ and $\varphi(t) = \theta^{n-1} \sum_{s \leq t} e_s^*$ if $t \in B_n$. As in (i), this is a homeomorphism from $T_n$ to $L_{n,n,0}$ with its $w^*$-topology. Since $T_n$ is full and has order $\xi^n + 1$, and since $L_{n,n,0}$ is homeomorphic to $T_n$, the Cantor-Bendixson index of $L_{n,n,0}$ is $\xi^n + 1$. Thus for any $\varepsilon > 0$, $S_\zeta(L_{n,n,0}) \leq \xi^n + 1$, since $S_\zeta(\cdot)$ can obviously not exceed the Cantor-Bendixson index of a set. We claim that if $0 < \varepsilon < \theta^{n-1}$, $\varphi(T_n^\zeta) \subset s^\xi_\zeta(L_{n,n,0})$ for any $\zeta$. Here, $T_n^\zeta$ can refer to either the $\zeta^{th}$ derived tree or the $\zeta^{th}$ Cantor-Bendixson derivative, since they coincide because $T_n$ is full. The proof is by induction on $\zeta$, where the base and
limit cases are trivial. Suppose $t \in T_{n+1}$. Since $T_n$ is full, $t$ is the limit of some net $(t_\lambda) \subseteq T_n$, where $t_\lambda \to t$. Then $\varphi(t_\lambda) \to \varphi(t)$, while
\[
\|\varphi(t_\lambda) - \varphi(t)\| = \theta^n - 1 \|e^n_\lambda\| = \theta^n - 1 > \varepsilon.
\]
Since $(\varphi(t_\lambda)) \subseteq s_\varepsilon(L_{n,n,0})$, we deduce that $\varphi(t) \in s_\varepsilon(L_{n,n,0})$. This gives the inclusion, and since $o(T_n) = \xi^n + 1$, $Sz_\varepsilon(L_{n,n,0}) = \xi^n + 1$.

\[\square\]

**Corollary 3.5.** $Sz(\mathcal{G}) = I_1(\mathcal{G}) = I_\infty(\mathcal{G}) = \omega^{\omega + 1}$.

**Proof.** It follows from Lemma 3.33(v) that $Sz(\mathcal{G}) \geq \sup_n \xi^n = (\omega^{\omega})^\omega = \omega^{\omega + 1}$. It follows from Lemma 3.33(i) and (iv) as well as Claim 3.2 that $Sz(L) \leq \omega^{\omega + 1}$, since for any $\varepsilon > 0$, $\sup_n \xi^n \leq \xi^j + 1 < \omega^{\omega + 1}$, where $j \in \mathbb{N}$ is such that $\varepsilon > 2\theta^j$.

It follows from Theorem 1.5 and Lemma 3.1 that $Sz(\mathcal{G}) = \Gamma(Sz(K)) = \Gamma(Sz(L)) = \omega^{\omega + 1}$.

Since $\omega^{\omega + 1} \geq \omega$, it follows from Proposition 3.3 that $Sz(\mathcal{G}) = I_1(\mathcal{G}) \geq I_\infty(\mathcal{G}^*)$.

We need only show that $I_\infty(\mathcal{G}^*) \geq \omega^{\omega + 1}$. To that end, we claim that for any $n \in \mathbb{N}$ and any $t \in G_{n,n,0}$, $(e^n_{t|_i})_{i=1}^{|t|} \in T_\infty(\mathcal{G}^*, \theta^{1-n})$, which follows from the fact that $\theta^{n-1} \sum_{i=1}^{|t|} e^n_{t|_i} \in L \subseteq B_{\mathcal{G}^*}$ and the fact that $(e^n_{t|_i})_{i=1}^{|t|}$ is normalized and 1-unconditional. Since $o(G_{n,n,0}) = \xi^n + 1$, we deduce that $\sup_n o(T_\infty(\mathcal{G}^*, \theta^{1-n})) \geq \sup_n \xi^n + 1 = \omega^{\omega + 1}$, whence the result follows.

\[\square\]

Fix ordinals $\alpha, \beta$ such that $\beta = \omega^\eta, \eta > 0$, $\beta$ has countable cofinality, and $\alpha = \omega^\eta n_1 + \ldots + \omega^\eta n_k$ for some $k \in \mathbb{N}$, $n_1, \ldots, n_k \in \mathbb{N}$, $\gamma_1 > \ldots > \gamma_k \geq \eta$. Fix a sequence $0 < \beta_1 < \beta_2 < \ldots$ such that $\beta_n \uparrow \beta$. Let $(B_n)$ be a sequence of disjoint $B$-trees such that $o(B_n) = \omega^\eta n + 1$ and $T_n := \{\mathcal{O}\} \cup B_n$ is full. Let $B = \cup_{n=1}^\infty B_n$. Fix a sequence $(n_\gamma) \in (0,1)$ tending to 0. For each $n \in \mathbb{N}$ and each $\gamma \in [0,\beta_n)$, let $G_{n,\gamma} = B_n^{\omega^\gamma} \setminus B_n^{\omega^\gamma+1}$.

Note that $(G_{n,\gamma})_{\gamma < \beta_n}$ partitions $B_n$ into segment complete subsets. Let $c_{00}(B)$ denote the span of the canonical Hamel basis $(e_t : t \in B)$ and let $e_t^*$ denote the coordinate functional to $e_t$. For each $n \in \mathbb{N}$ and $\gamma \in [0,\beta_n)$, let
\[
K_n = \{0\} \cup \left\{ \theta_n \sum_{\mathcal{O} < s \leq t} \epsilon_s e_*^s \in S_F, t \in B_n \right\}, \quad L_n = |K_n|,
\]
\[
K_{n,\gamma} = \{0\} \cup \sum_{G_{n,k} \not\in s \leq t} \epsilon_s e_*^s \in S_F, t \in G_{n,\gamma}, \quad L_{n,\gamma} = |K_{n,\gamma}|,
\]
\[
K = \left( \cup_{n=1}^\infty K_n \right) \cup \left( \cup_{n=1}^\infty \cup_{\gamma < \beta_n} K_{n,\gamma} \right), \quad L = |K|.
\]

Let $\mathcal{G}$ denote the completion of $c_{00}(B)$ under the norm $\|x\| = \sup_{f \in K} |f(x)|$. Then $(e_t)_{t \in B}$ becomes a normalized, 1-unconditional basis of $\mathcal{G}$.
Lemma 3.6. (i) The collection \( I = \{ L_n, L_{n,\gamma} : n \in \mathbb{N}, \gamma < \beta_n \} \) satisfies the hypotheses of Claim 3.3.

(ii) If \( \varepsilon > 2\theta_n \), \( S_{\varepsilon}(L_n) < \omega^\beta \).

(iii) If \( 0 < \varepsilon < \theta_n \), \( S_{\varepsilon}(L_n) = \omega^\alpha \beta_n + 1 \).

(iv) For any \( \varepsilon > 0 \), any \( n \in \mathbb{N} \), and any \( \gamma < \beta_n \), \( S_{\varepsilon}(L_{n,\gamma}) \leq \omega^\alpha + 1 \).

Proof. (i) Since any member of \( L_n \) or \( L_{n,\gamma} \) must have its support in \( B_n \), which is disjoint from \( B_m \) when \( m \neq n \), \( L_n \cap L_m = \emptyset \) when \( n \neq m \). Similarly, for any \( \gamma_1, \gamma_2 \), \( L_n \cap L_{n,\gamma_2} = \{ 0 \} \) and \( L_{m,\gamma_1} \cap L_{n,\gamma_2} = \{ 0 \} \) when \( m \neq n \). When \( \gamma_1 \neq \gamma_2 < \beta_n \), \( L_{n,\gamma_1} \cap L_{n,\gamma_2} = \{ 0 \} \), since for any \( f \in L_{n,\gamma_1} \), \( \text{supp}(f) \in G_n,\gamma_1 \) which is disjoint from \( G_n,\gamma_2 \). For any \( s \in B \), there exists a unique pair \( (n, \gamma) \) such that \( s \in G_{n,\gamma} \). Therefore if \( f \in L \) is such that \( f(e_s) \neq 0 \), \( f \in L_n \cup L_{n,\gamma} \).

Thus we deduce as in Lemma 3.4 that if \( (f_\lambda) \subset L \) is any net such that for any \( \epsilon > 0 \), \( (f_\lambda) \) is eventually not in \( P \), \( f_\lambda \to 0 \). Showing that \( L_n, L_{n,\gamma} \) are \( w^* \)-compact again follow as in Lemma 3.4.

(ii) Let \( \varphi : T_n \to L_n \) denote the function \( \varphi(\emptyset) = 0 \) and \( \varphi(t) = \sum_{\sigma \prec s \leq t} e_s^* \). Arguing as in (i), we note that this is a homeomorphism. We claim that if \( \varepsilon > 2\theta_n \), then for any \( 0 \leq \gamma < \beta_n \),

\[
s^\gamma_{\varepsilon}(L_n) \subset \varphi(T_n^\omega)\rho^\gamma.
\]

Since \( \emptyset = T_n^\omega \beta_n + 1 \), this will yield that \( S_{\varepsilon}(L_n) \leq \beta_n + 1 < \omega^\beta \). We prove the claim by induction, with the base case and limit ordinal cases being trivial. Assume that \( s^\gamma_{\varepsilon}(L_n) \subset \varphi(T_n^\omega)\rho^\gamma \) and \( f \in s^\gamma_{\varepsilon}(L_n) \). Then there exists a net \( (f_\lambda) \subset s^\epsilon_{\varepsilon}(L_n) \) such that \( f_\lambda \to f \) and \( \|f_\lambda - f\| > \varepsilon/2 > \theta_n \) for all \( \lambda \). Let \( t = \varphi^{-1}(f) \in T_n^\omega \rho \) and let \( t_\lambda = \varphi^{-1}(f_\lambda) \in T_n^\omega \rho \). If \( t \in T_n^\omega(\gamma + 1) \), then \( f \in \varphi(T_n^\omega(\gamma + 1)) \) as desired, so assume \( t \in T_n^\omega \rho \setminus T_n^\omega(\gamma + 1) = G_{n,\gamma} \). We may assume \( t \preceq t_\lambda \) for all \( \lambda \), whence \( t_\lambda \notin T_n^\omega(\gamma + 1) \), and it follows that \( (t_\lambda) \subset G_{n,\gamma} \). Fix \( \lambda \). From this it follows that \( \sigma := \{ s : t \prec s \preceq t_\lambda \} \) is a subset of \( \sigma_1 := \{ s : G_{n,\gamma} \ni s \preceq t \} \) and \( f_\lambda - f = \theta_n \sum_{s \in \sigma_1} e_s^* \). Since \( \theta_n \sum_{s \in \sigma_1} e_s^* \in \theta_n L \), and \( f_\lambda - f \) is a suppression projection of \( \theta_n \sum_{s \in \sigma_1} e_s^* \),

\[
\|f_\lambda - f\| \leq \theta_n \| \sum_{s \in \sigma_1} e_s^* \| \leq \theta_n < \varepsilon/2,
\]

and this contradiction yields the result.

(iii) This is the same as Lemma 3.3 (iv).

(iv) We claim that for any \( n \in \mathbb{N} \) and any \( \gamma < \beta_n \),

\[
s^\gamma_{\varepsilon}(L_{n,\gamma}) \subset \{ 0 \} \cup \left\{ \theta_n \sum_{G_{n,\gamma} \ni s \leq t} e_s^* : t \in G_{n,\gamma} \cap T_n^\omega \rho + \gamma + \zeta \right\}.
\]

Note that since \( G_{n,\gamma} \cap T_n^\omega(\gamma + 1) = \emptyset \), this claim will show that \( s^\gamma_{\varepsilon}(L_{n,\gamma}) \subset \{ 0 \} \), yielding (iv). The base and limit ordinal cases are trivial. Assume the \( \zeta \) case holds and for some \( (t_\lambda), t \in G_{n,k} \cap T_n^\omega \rho + \zeta \), \( \theta_n \sum_{G_{n,\gamma} \ni s \leq t} e_s^* \neq \theta_n \sum_{G_{n,\gamma} \ni s \leq t} e_s^* \) and

\[
\theta_n \sum_{G_{n,k} \ni s \leq t_\lambda} e_s^* \to \theta_n \sum_{G_{n,k} \ni s \leq t} e_s^*.
\]
From this it follows that eventually $t < t_\lambda$, whence $t \in T_n^{\omega^{\alpha+\gamma+\zeta}+1}$, and the result follows.

\[ \square \]

**Corollary 3.7.** $I_1(\mathcal{G}) \geq I_\infty(\mathcal{G}^*) \geq Sz(\mathcal{G}) = \omega^{\alpha+\beta}$. If $\alpha + \beta \geq \omega$, these inequalities are equalities.

The proof is the same as the proof of Corollary 3.5

**Corollary 3.8.** Let

$$\Gamma = \{ \omega^\xi : \xi \in \text{Ord}, \xi \text{ has countable cofinality} \},$$

$$\Lambda = \{ \omega^\xi : \xi \text{ is a limit ordinal} \},$$

$$\Omega = \Gamma \setminus \Lambda.$$

(i) For any ordinal $\xi$, there exists a Banach space $X$ with $Sz(X) = \xi$ if and only if $\xi \in \Omega$.

(ii) For any ordinal $\xi$, there exists a Banach space $X$ with $I_1(X) = \xi$ if and only if $\xi \in \mathbb{N} \cup \Omega$.

(iii) For any ordinal $\xi$, there exists a Banach space $\xi$ with $I_\infty(X) = \xi$ if and only if $\xi \in \mathbb{N} \cup \Omega$.

**Proof.** Let $\mathcal{G}_3$ denote the class of ordinals $\xi$ such that there exists a Banach space $X$ with $Sz(X) = \xi$. Let $\mathcal{J}_1$ denote the class of ordinals $\xi$ such that there exists a Banach space $X$ with $I_1(X) = \xi$, and let $\mathcal{J}_\infty$ be defined similarly. Note that for any Banach space $X$, either $Sz(X) = 1$, $Sz(X) = \infty$, or $Sz(X) = \sup_n Sz(B_{X^*}, 1/n)$ and $Sz(B_{X^*}, 1/n) < Sz(X)$. This is because $Sz(B_{X^*}, 1/n)$ is a successor, while $Sz(X)$ is a limit. From this we deduce that $Sz(X)$ must have countable cofinality if it is an ordinal. Similarly, $I_1(X)$ is finite, $I_1(X) = \infty$, or $I_1(X) = \sup_n o(T_1(X, n))$, and $I_1(X)$ has countable cofinality. The same is true of $I_\infty(X)$.

This fact combined with Proposition 2.1(v) yields that $\mathcal{G}_3 \subset \Gamma$, and combining this fact with Proposition 3.3, $\mathcal{J}_1, \mathcal{J}_\infty \subset \Gamma \cup \mathbb{N}$. Again using Proposition 3.3, $\mathcal{G}_3, \mathcal{J}_1, \mathcal{J}_\infty \subset \Omega$. Thus we deduce one containment of each of (i)-(iii).

For any natural number $n$, $I_1(\ell_n^{n-1}) = I_\infty(\ell_n^{n-1}) = n$, where $\ell_0 = \{0\}$. Thus $\mathbb{N} \subset \mathcal{J}_1, \mathcal{J}_\infty$.

Note that $Sz(\mathbb{F}) = 1$, so it remains only to show that $\Omega \setminus \{1\} \subset \mathcal{G}_3, \mathcal{J}_1, \mathcal{J}_\infty$.

Fix $\xi \in \Omega \setminus \{1\}$. Then $\xi = \omega^\zeta$ for some $\zeta > 0$, and since $\xi$ has countable cofinality, so does $\zeta$. Write the Cantor normal form of $\zeta$ as $\zeta = \omega^{\gamma_1}n_1 + \ldots + \omega^{\gamma_k}n_k$. If $k = n_k = 1$, $\zeta = \omega^{\omega^{\gamma}}$ for some $\gamma$. Note that $\gamma = 0$ or $\gamma$ is a successor, otherwise $\xi \in \Lambda$. If $\gamma = 0$, $\xi = \omega$, and $I_1(\ell_2) = I_\infty(\ell_2) = Sz(\ell_2) = \omega$. Assume $\gamma$ is a successor, say $\gamma = \alpha + 1$. Then with $\mathcal{G}$ defined as above,

$$Sz(\mathcal{G}) = I_1(\mathcal{G}) = I_\infty(\mathcal{G}^*) = \omega^{\omega^{\alpha+1}} = \xi.$$

Next, suppose that either $k > 1$ or $n_k > 1$. Then let $\alpha = \omega^{\gamma_1}n_1 + \ldots + \omega^{\gamma_k}n_k - 1$ and $\beta = \omega^{\gamma_k}$. Note that $\alpha + \beta = \zeta$, and since $\zeta$ has countable cofinality, so does $\beta$. By our computations above, $Sz(\mathcal{G}) = \omega^{\alpha+\beta} = \omega^\xi$. If $\zeta \geq \omega$,

$$I_1(\mathcal{G}) = I_\infty(\mathcal{G}^*) = \omega^{\alpha+\beta} = \omega^\zeta = \xi.$$
Thus it remains to show the existence of Banach spaces $X, Y$ with $I_1(X) = I_\infty(Y) = \omega^{n+1}$ for any $n \in \mathbb{N}$. Let $X_1 = (\oplus_k \ell^k_1)_{\ell^2}$. Assuming $X_n$ has been defined, let $X_{n+1} = (\oplus_k \ell^k_1(X_n))_{\ell^2}$.

It was shown in [3] that for each $n \in \mathbb{N}$, $I_1(X_n) = \omega^{n+1}$ and $I_\infty(X_n^*) = \omega^{n+1}$.

\[ \square \]

4. Combinatorial necessities

The proof of Theorem 1.5 is a modification of an argument due to Schlumprecht [24]. Schlumprecht used the Schreier families and repeated averages hierarchy (first given in [2]) to show that in order to check that all convex combinations of certain vectors are uniformly large, it is sufficient to check only over certain convex combinations the coefficients of which come from the repeated averages hierarchy. Our proof differs from the proof given in [24] in the following ways. First, that proof used a characterization of the Szlenk index of a separable Banach space due to Alspach, Judd, and Odell [1]. Since we want to compute the Szlenk index of arbitrary $w^*$-compact sets, we use a different characterization of Szlenk index from [9] which was inspired by the result from [1]. Second, since we want to consider possibly uncountable ordinals and sets in the duals of non-separable Banach spaces, we must find suitable replacements for both the Schreier families and the repeated averages hierarchy, which we do in this section. Last, we must prove that in order to show that all convex combinations of certain vectors are uniformly large, it is sufficient to check only over the convex combinations the coefficients of which come from our analogue of the repeated averages hierarchy, we must prove a combinatorial result, Theorem 4.3.

If $\Lambda$ is a set, we let $\Lambda^{<\mathbb{N}}$ denote the finite sequences in $\Lambda$, including the empty sequence $\varnothing$. We order $\Lambda^{<\mathbb{N}}$ by $s \preceq t$ if $s$ is an initial segment of $t$, and $s < t$ if $s$ is a proper initial segment of $t$. We let $|t|$ denote the length of $t$. For $0 \leq i \leq |t|$, $t_i$ denotes the initial segment of $t$ having length $i$, and if $t \neq \varnothing$, $t^-$ denotes the maximal, proper initial segment of $t$. We let $s \cdot t$ denote the concatenation of $s$ with $t$. Given a subset $U$ of $\Lambda^{<\mathbb{N}}$, we let $\text{MAX}(U)$ denote the members of $U$ which are maximal in $U$ with respect to $\prec$. If $T \subset \Lambda^{<\mathbb{N}}$ is closed under taking initial segments, we say $T$ is a tree. We define $T' = T \setminus \text{MAX}(T)$. We define the higher order derived trees $T^\xi$ by $T^0 = T$, $T^{\xi+1} = (T^\xi)'$, and $T^\xi = \cap_{\zeta < \xi} T^\zeta$ when $\xi$ is a limit ordinal. These are indeed trees if $T$ is. We define the order of $T$ by $o(T) = \min \{ \xi : T^\xi = \varnothing \}$ if this class is non-empty, and $o(T) = \infty$ otherwise. We say $T$ is well-founded if $o(T) < \infty$, and we say $T$ is ill-founded otherwise. A branch of $T$ is a maximal linearly ordered subset. We note that $o(T) = \infty$ if and only if $T$ admits an infinite branch. We say $T \subset \Lambda^{<\mathbb{N}} \setminus \{ \varnothing \}$ is a $B$-tree if $T \cup \{ \varnothing \}$ is a tree. Each of the notions above regarding derived trees and order can be relativized to $B$-trees. If $\Lambda_1, \Lambda_2$ are two sets, we naturally identify $(\Lambda_1 \times \Lambda_2)^{<\mathbb{N}}$ with the subset of $\Lambda_1^{<\mathbb{N}} \times \Lambda_2^{<\mathbb{N}}$ consisting of those pairs of sequences $(s, t)$ such that $|s| = |t|$. That is, we identify the sequence of pairs $((a_i, b_i))_{i=1}^n$ with the pair of sequences $((a_i)_{i=1}^n, (b_i)_{i=1}^n)$, and we identify $\varnothing$ with $(\varnothing, \varnothing)$. Given subsets $S, T$ of $\Lambda_1^{<\mathbb{N}}, \Lambda_2^{<\mathbb{N}}$, respectively, we say $\theta : S \to T$ is monotone provided that for any $s < s_1$, $s, s_1 \in S$, $\theta(s) < \theta(s_1)$. We recall that for any
Proof. If \( T \) is ill-founded, then there exists an infinite branch \((x_n)_{n \in \mathbb{N}}\). Since branches are maximal by definition, \(|x_n| = n\) for each \( n \in \mathbb{N}\). For any tree \( S \), we may then define \( \theta(s) = x_{|s|} \). This is monotone and preserves lengths.

We next prove by induction on \( A = \{ ((\zeta, \xi)) \in \text{Ord}^2 : \xi < \zeta \}\) with its lexicographical ordering that if \( S, T \) are \( B \)-trees with \( o(S) = \xi \) and \( o(T) = \zeta \), then there exists a monotone, length-preserving function \( \theta : S \to T \). In the proof, if \( S \) is a \( B \)-tree on the set \( \Lambda \) and \( s \) is a finite sequence in \( \Lambda \), let \( S(s) \) denote those non-empty members of \( \Lambda^{<\mathbb{N}} \) such that \( s^{\frown}u \in S \). Note that \( S(s) \) is a \( B \)-tree, well-founded if \( S \) is. Suppose that \( (\zeta, \xi) \in A \) and the result holds for every pair less than \( (\zeta, \xi) \). Let \( S, T \) be \( B \)-trees (say on the set \( \Lambda \)) such that \( o(S) = \xi \) and \( o(T) = \zeta \). Let \( R \) denote the sequences in \( S \) having length 1. If \( R = \emptyset \), \( S = \emptyset \), and the empty map from \( S \) to \( T \) is monotone and preserves lengths. Assume that \( R \neq \emptyset \). Note that for any \( s \in S \), \( o(S(s)) < \xi \). Indeed, for any ordinal \( \eta \), \( S^{\eta}(s) = (S(s))^{\eta} \), which is easily seen by induction. If \( o(S(s)) = 0 \), then since \( s \in S \), \( o(S) > 0 \). If \( o(S(s)) = \eta + 1 \), \( S^{\eta}(s) \neq \emptyset \), whence \( s \in S^{\eta+1} \) and \( o(S) > \eta + 1 \). If \( o(S(s)) = \eta \) and \( \eta \) is a limit ordinal, then for any \( \gamma < \eta \), \( S^{\gamma}(s) \neq \emptyset \), whence \( s \in S^{\gamma+1} \). Since this holds for every \( \gamma < \eta \), \( s \in \cap_{\gamma < \eta} S^{\gamma} = S^{\eta} \), and \( o(S) > \eta \).

We claim that for any \( s \in R \), there exists a sequence \( t \in T \) having length 1 such that \( o(S(s)) \leq o(T(t)) \). If it were true that for some \( s \in S \), \( o(S(s)) > o(T(t)) \) for every \( t \in T \), then \( o(S) > o(T) \). Indeed, since \( T^{o(T(t))} \neq \emptyset \), \( t \) has no proper extensions in \( T^{o(T(t))} \), and \( t \notin T^{o(T(t))} \). Then if \( \eta = (\sup_{t \in T} o(T(t))) + 1 \), \( T^{\eta} = \emptyset \), since \( T^{\eta} \) contains no sequences of length 1, and must therefore be empty. From this it follows that \( \xi < \eta \). But \( o(S(s)) > \sup_{t \in T} o(T(t)) \) implies that \( \xi = o(S) > o(S(s)) \geq \sup_{t \in T} o(T(t)) + 1 = \eta \geq \zeta \), a contradiction. This yields the claim.

For every \( s \in R \), let \( t_s \) be a sequence in \( T \) of length 1 such that \( o(S(s)) \leq o((T(t_s))) \). By the inductive hypothesis, there exists \( \theta_s : S(s) \to T(t_s) \) which is monotone and preserves lengths. We then define \( \theta : S \to T \) by letting \( \theta(s) = t_s \) and if \( s' \) is a sequence in \( S \), \( \theta(s') = t_s \theta_s(s'') \), where \( s \in R \) and \( s'' \) are the unique sequences such that \( s \) has length 1 and \( s' = s^{\frown}s'' \). The function \( \theta \) defined in this way is monotone and preserves lengths.

\[ \square \]

Given a sequence \( t = (\xi_i)_{i=1}^{n} \) of ordinals and an ordinal \( \xi \), we let \( \xi + t = (\xi + \xi_i)_{i=1}^{n} \). Given a set \( G \subset [0, \zeta)^{<\mathbb{N}} \), we let \( \xi + G = \{ \xi + t : t \in G \} \subset [\zeta, \zeta + \xi)^{<\mathbb{N}} \). We next define the \( B \)-trees \( \Gamma_\xi \), which will serve as the skeletons of our analogues of the Schreier families. For each \( \xi \in \text{Ord} \), \( \Gamma_\xi \) will be a \( B \)-tree on the set \([0, \omega^\xi)^{<\mathbb{N}} \) having order \( \omega^\xi \). We let \( \Gamma_0 = \{(0)\} \).
Next, assuming $\Gamma_\xi \subset [0, \omega^\xi)^<_N$ has been defined, we define the $B$-trees $\Gamma_\xi,n$ for $n \in \mathbb{N}$. We let $\Gamma_{\xi,1} = \Gamma_\xi$. If $\Gamma_\xi,n$ has been defined, we let

$$\Gamma_{\xi,n+1} = \{\omega^\xi n + s, (\omega^\xi n + t)^\cap u : s \in \Gamma_\xi, t \in \text{MAX}(\Gamma_\xi), u \in \Gamma_\xi,n\}$$

and $\Gamma_{\xi+1} = \bigcup_{n=1}^\infty \Gamma_{\xi,n}$. Last, if $\xi$ is a limit ordinal and if $\Gamma_\zeta$ has been defined for each $\zeta < \xi$, we let

$$\Gamma_\xi = \bigcup_{\zeta < \xi} (\omega^\zeta + \Gamma_{\zeta+1}).$$

We collect the following easy facts. The proofs are either easy induction arguments or use standard facts about ordinals which can be found in [20].

**Proposition 4.2.** Let $\xi$ be an ordinal.

(i) $\Gamma_\xi$ is a $B$-tree with order $\omega^\xi$.

(ii) $\omega^\xi + \Gamma_{\xi+1} \subset [\omega^\xi, \omega^{\xi+1})^<_N$.

(iii) If $\xi$ is a limit ordinal, the union $\Gamma_\xi = \bigcup_{\zeta < \xi} (\omega^\zeta + \Gamma_{\zeta+1})$ is a totally incomparable union.

(iv) If $\langle \xi_i \rangle_{i=1}^p \in \Gamma_{\xi,n}$ for some $n \in \mathbb{N}$, $\xi_1 \in [\omega^\xi(n-1), \omega^\xi n)$.

(v) The union $\Gamma_{\xi+1} = \bigcup_{n=1}^\infty \Gamma_{\xi,n}$ is a totally incomparable union.

(vi) For a given sequence $t, t \in \Gamma_{\xi,n}$ for some $n \in \mathbb{N}$ if and only if there exist $1 \leq m \leq n$, $t_1, \ldots, t_m \in \Gamma_\xi$ so that $t_i$ is maximal for each $1 \leq i < m$ and so that

$$t = (\omega^\xi(n-1) + t_1)^\cap (\omega^\xi(n-2) + t_2)^\cap \ldots (\omega^\xi(n-m) + t_m),$$

and in this case $m$ and the sequences $t_i$ are unique. Moreover, for this $t, t \in \text{MAX}(\Gamma_{\xi+1})$ if and only if $m = n$ and $t_n \in \text{MAX}(\Gamma_\xi)$.

If $t \in \Gamma_{\xi,n}$, and if $t$ can be written as $(\omega^\xi(n-1) + t_1)^\cap \ldots (\omega^\xi(n-m) + t_m)$ as in Proposition 4.2(vi), we let $\iota_{\xi,n}(t) = t_m$, $\lambda_{\xi,n}(t) = m$. We say $t$ is on level $m$.

Our next task is to define the analogue of the repeated averages hierarchy. Given a $B$-tree $T$, we let $\Pi T = \{ (s, t) \in T \times \text{MAX}(T) : s \preceq t \}$. For each $\xi \in \text{Ord}$, we define $p_\xi : \Pi \Gamma_\xi \to [0, 1]$ such that $\sum_{s < t' \preceq 1} p_\xi(t', t) = 1$ for each $t \in \text{MAX}(\Gamma_\xi)$. We let $p_0((0), (0)) = 1$. Next, assume $p_\xi$ has been defined. For $t \in \text{MAX}(\Gamma_{\xi+1})$, $t \in \Gamma_{\xi,n}$ for some $n \in \mathbb{N}$ and $t = (\omega^\xi(n-1) + t_1)^\cap (\omega^\xi(n-2) + t_2)^\cap \ldots t_n$ for some $t_1, \ldots, t_n \in \text{MAX}(\Gamma_\xi)$. If $s \preceq t$, then for some $1 \leq m \leq n$ and $s' \preceq t_m$,

$$s = (\omega^\xi(n-1) + t_1)^\cap \ldots (\omega^\xi(n-m+1) + t_{m-1})^\cap (\omega^\xi(n-m+1) + s'),$$

where the first $m - 1$ sequences in the concatenation are understood to be omitted if $m = 1$. In this case, we define

$$p_{\xi+1}(s, t) = \frac{1}{n} p_\xi(s', t_m).$$
With this definition, if \( t = (\omega^\xi(n - 1) + t_1) \cdots \omega^\xi(n - i) + t_i \in MAX(\Gamma_{\xi,n}) \) and if \( s_i = (\omega^\xi(n - 1) + t_1) \cdots \omega^\xi(n - i) + t_i \) and \( s_0 = \emptyset \),

\[
\sum_{\varnothing < s \leq t} p_{\xi + 1}(s, t) = \sum_{i=1}^{n} \sum_{s_{i-1} < s \leq s_i} p_{\xi + 1}(s, t) = \frac{1}{n} \sum_{i=1}^{n} \sum_{s_{i-1} < s \leq s_i} p_\xi(t', t_i) = 1.
\]

Last, assume \( p_\zeta \) has been defined for every \( \zeta < \xi \), where \( \xi \) is a limit ordinal. If \( (s, t) \in \Pi \Gamma_\xi \), then there exists a unique \( \zeta < \xi \) and a unique \( (s', t') \in \Pi \zeta + 1 \) such that \( s = \omega^\zeta + s' \) and \( t = \omega^\zeta + t' \). Then we let \( p_\xi(s, t) = p_{\zeta + 1}(s', t') \). It follows by a trivial proof by induction that for any \( \xi \in \text{Ord} \), if \( s \in \Gamma_\xi \) and if \( t, t' \in MAX(\Gamma_\xi) \) are any two maximal extensions of \( s \), \( p_\xi(s, t) = p_\xi(s, t') \). We may therefore unambiguously define \( P_\xi : \Gamma_\xi \to [0,1] \) by \( P_\xi(s) = p_\xi(s, t) \), where \( t \) is a maximal extension of \( s \) in \( \Gamma_\xi \). Note that since \( \Gamma_\xi \) is well-founded, every \( s \in \Gamma_\xi \) admits a maximal extension. Note that for any \( \xi \in \text{Ord} \) and any \( n \in \mathbb{N} \), if \( t \in \Gamma_{\xi, n} \), \( nP_{\xi + 1}(t) = P_\xi(\iota_{\xi,n}(t)) \).

In the remainder of this section, \( D \) will be a directed set. For any \( B \)-tree \( T \) on a set \( \Lambda \), we let \( TD = \{(t, \sigma) \in (\Lambda \times D)^{<N} : t \in T \} \). That is, \( TD = \{(t, (U_1, \ldots, U_n)) \in (\Lambda \times D)^{<N} : U_i \in D, t \in T \} \). Of course this is a \( B \)-tree, and one easily verifies by induction that for any ordinal \( \xi \), \( (TD)^\xi = T^\xi D \), so that \( TD \) and \( T \) have the same order. We let \( \Omega_\xi = \Gamma_\xi D \) and \( \Omega_{\xi, n} = \Gamma_{\xi, n} D \).

We define \( P_\xi \) on \( \Omega_\xi D \) by letting \( P_\xi(t, \sigma) = P_\xi(t) \). For \( \xi \in \text{Ord} \) and \( n \in \mathbb{N} \), we define the function \( \lambda_{\xi, n} : \Omega_{\xi, n} \to \{1, \ldots, n\} \) by \( \lambda_{\xi, n}(t, \sigma) = \lambda_{\xi, n}(t) \), where \( \lambda_{\xi, n} \) defined on \( \Gamma_{\xi, n} \) is as given following Proposition 4.2. We let \( \Lambda_{\xi, n, m} = \{t \in \Gamma_{\xi, n} : \lambda_{\xi, n}(t) = m\} \), \( \Sigma_{\xi, n, m} = MAX(\Lambda_{\xi, n, m}) \), and \( \Sigma_{\xi, n} = \cup_{m=1}^{n} \Sigma_{\xi, n, m} \). Note that \( \tau \in \Sigma_{\xi, n} \) if and only if \( \iota_{\xi, n}(\tau) \in MAX(\Omega_{\xi}) \).

If \( t \in \Omega_{\xi, n} \), and if \( t = (\omega^\xi(n - 1) + t_1) \cdots (\omega^\xi(n - m) + t_m) \) is the representation given in Proposition 4.2(\( vi \)), we define \( \iota_{\xi, n}(t, \sigma) = (t_m, \sigma') \), where \( \sigma' \) is the tail of \( \sigma \) which has the same length as \( t_m \). We also define \( \pi_{\xi, n}(t, \sigma) = ((\omega^\xi(n - 1) + t_1) \cdots (\omega^\xi(m - 1) + t_m), \sigma'') \), where \( \sigma'' \) is the initial segment of \( \sigma \) having the same length as \( t_1 \cdots t_{m-1} \). We let \( U_\tau = \{\tau' \in \Omega_{\xi, n} : \pi_{\xi, n}(\tau) = \pi_{\xi, n}(\tau')\} \), and refer to this set as the unit containing \( \tau \). A set \( U \subset \Omega_{\xi, n} \) will be called a unit if \( U = U_\tau \) for some \( \tau \). It is clear that any unit \( U \) of \( \Omega_{\xi, n} \) is \( U \) canonically identified with \( \Omega_{\xi} \) via the map \( \iota_{\xi, n} : U \to \Omega_{\xi} \). This canonical identification is monotone, preserves immediate predecessors, and \( P_\xi(\iota_{\xi, n}(\tau)) = nP_{\xi + 1}(\tau) \) for any \( \tau \in U \). We will implicitly make use of these facts throughout. In particular, if \( g : U \to \mathbb{R} \) is a function and if \( g' : \Omega_{\xi} \to \mathbb{R} \) is given by \( g'(\iota_{\xi, n}(\tau)) = g(\tau) \),

\[
\frac{1}{n} \sum_{\varnothing < \tau' \leq \iota_{\xi, n}(\tau)} P_\xi(\tau')g'(\tau') = \sum_{\pi_{\xi, n}(\tau) < \tau' \leq \tau} P_{\xi + 1}(\tau')g(\tau')
\]

for any \( \tau \in U \). This relationship between averages is vital and implicitly used in the final section.

If \( T_1, T_2 \) are any \( B \)-trees, and \( S_1 \subset T_1 D \), \( S_2 \subset T_2 D \), we say a function \( \theta : S_1 \to S_2 \) is a pruning provided it is monotone and for every \( \tau_1 = (t_1, (U_1, \ldots, U_n)) \in S_1 \), if \( \theta(\tau_1) = (t_1, (V_1, \ldots, V_m)) \), \( U_n \preceq_D V_m \). Note that if \( \theta : T_1 \to T_2 \) is any monotone function such that \( |\theta(t)| = |t| \) for all \( t \in T_1 \), then \( \theta' : T_1 D \to T_2 D \) given by \( \theta'(t, \sigma) = (\theta(t), \sigma) \) defines
a pruning. We say a pair \((\theta, e)\) is an extended pruning if \(\theta : S_1 \to S_2\) is a pruning and if \(e : \text{MAX}(S_1) \to \text{MAX}(S_2)\) is such that for any \(\tau \in \text{MAX}(S_1)\), \(\theta(\tau) \preceq e(\tau)\). We abuse notation and write \((\theta, e) : S_1 \to S_2\) rather than \((\theta, e) : S_1 \times \text{MAX}(S_1) \to S_2 \times \text{MAX}(S_2)\). For \(\xi \in \text{Ord}\) and \(m, n \in \mathbb{N}\), we say a pair \((\theta, e)\) is a level pruning provided that \(\theta : \Omega_{\xi,m} \to \Omega_{\xi,n}\) is a pruning and \(f : \Sigma_{\xi,m} \to \Sigma_{\xi,n}\) is such that

\[(\omega(\xi(m - 1) + t_1) \ldots \omega(\xi(m - i) + t_i), \sigma) \mapsto ((\omega(\xi(n - 1) + t_1) \ldots \omega(\xi(n - i) + t_i), \sigma)\).

Note that this function is a pruning, the pair consisting of this function and its restriction to \(\Omega_{\xi,m}\) is an extended pruning, and the pair consisting of this function and its restriction to \(\Sigma_{\xi,m}\) is a level pruning. In the sequel, we will refer to this identification as the natural identification of \(\Omega_{\xi,m}\) with the first \(m\) levels of \(\Omega_{\xi,n}\). Moreover, if \(\tau \in \Sigma_{\xi,n,m} \setminus \Omega_{\xi,m}\), \(\Omega_{\xi,m}\) is naturally identifiable with \(A_{\tau} = \{\tau' \in \Omega_{\xi,n} : \tau < \tau'\}\) via the function \(\Omega_{\xi,m} \to A_{\tau}\) given by \(\tau \mapsto \tau \cap \tau'\). Note that this function is a pruning, the pair consisting of this function and its restriction to \(\text{MAX}(\Omega_{\xi,m})\) is an extended pruning, and the pair consisting of this function and its restriction to \(\Sigma_{\xi,m}\) is a level pruning. We will refer to this as the natural identification of \(\Omega_{\xi,m}\) with \(A_{\tau}\). Moreover, for any other \(\tau_1 \in \Sigma_{\xi,n,m} \setminus \Omega_{\xi,m}\), \(A_{\tau_1}\) and \(A_{\tau}\) are naturally identifiable, since each is naturally identifiable with \(\Omega_{\xi,m}\). We also note that \(o(\Gamma_{\xi,m}) = \omega^\xi m \leq o(\Gamma_{\xi,n})\) if either \(\xi < \zeta\) or \(\xi = \zeta\) and \(m \leq n\), and in this case there exists a monotone function \(\phi : \Gamma_{\xi,m} \to \Gamma_{\xi,n}\) such that \(|\phi(t)| = |t|\) for all \(t \in \Gamma_{\xi,m}\). Then \(\theta(t, \sigma) = (\phi(t), \sigma)\) is a pruning. Therefore if \(\zeta < \xi\) or if \(\zeta = \xi\) and \(m \leq n\), then there exists a pruning \(\theta : \Omega_{\xi,m} \to \Omega_{\xi,n}\). Since \(\Omega_{\xi,n}\) is well-founded, there exists \(e : \text{MAX}(\Omega_{\xi,m}) \to \text{MAX}(\Omega_{\xi,n})\) such that \((\theta, e) : \Omega_{\xi,m} \to \Omega_{\xi,n}\) is an extended pruning. Indeed, for any \(\tau \in \text{MAX}(\Omega_{\xi,m})\), we may let \(e(\tau)\) be any maximal extension of \(\theta(\tau)\), at least one of which exists by well-foundedness.

For an ordinal \(\xi, \varepsilon \in \mathbb{R}\), and a function \(g : \Pi\Omega_{\xi} \to \mathbb{R}\), we say \(g\) is

(i) \(\varepsilon\)-small if there exists an extended pruning \((\theta, e) : \Omega_{\xi} \to \Omega_{\xi}\) such that for every \(\tau \in \text{MAX}(\Omega_{\xi})\), \(\sum_{\varnothing \triangleleft \tau' \triangleleft \varepsilon(\tau)} \Pi\Omega_{\xi}(\tau') g(\tau', e(\tau)) < \varepsilon\),

(ii) \(\varepsilon\)-large if for every \(\delta > 0\), there exists an extended pruning \((\theta, e) : \Omega_{\xi} \to \Omega_{\xi}\) so that for every \((\tau', \tau) \in \Pi\Omega_{\xi}\), \(g(\theta(\tau'), e(\tau)) \geq \varepsilon - \delta\).
Remark Note that these alternatives are not exclusive. Indeed, for any \( \xi > 0 \), there exists a function \( g : \Pi_\Omega_\xi \to [-1, 1] \) which is 1-large and \( \varepsilon \)-small for any \( \varepsilon > -1 \). One may define \( g : \Pi_\Omega_{\xi+1} \to [-1, 1] \) by letting \( f|_{\Pi_\Omega_{\xi+n}} = (-1)^n \), which is both 1-large and \( \varepsilon \)-small for every \( \varepsilon > -1 \). If \( \xi \) is a limit ordinal and there exists a function \( f_\xi : \Pi_\Omega_{\xi+1} \to [-1, 1] \) which is 1-large and \( \varepsilon \)-small for every \( \varepsilon > -1 \), we may define such a function \( f : \Pi_\Omega_{\xi} \to [-1, 1] \) by identifying \( (\omega^\xi + \Gamma_{\xi+1})D \) with \( \Omega_{\xi+1} \) and using this identification and \( f_\xi \) to define \( f \) on \( \Pi(\omega^\xi + \Gamma_{\xi+1})D \).

**Theorem 4.3.** For any ordinal \( \xi \), any function \( g : \Pi_\Omega_\xi \to [-1, 1] \), and any \( \varepsilon \in \mathbb{R} \), \( g \) is either \( \varepsilon \)-large or \( \varepsilon \)-small.

The assumption that \( g \) maps into \([ -1, 1 ] \) in Theorem 4.3 is purely a matter of convenience. It is clear how to deduce from Theorem 4.3 the following generalization.

**Corollary 4.4.** For any ordinal \( \xi \), if \( g : \Omega_\xi \to \mathbb{R} \) is any bounded function and if \( \varepsilon \in \mathbb{R} \), then \( g \) is either \( \varepsilon \)-large or \( \varepsilon \)-small.

**Corollary 4.5.** For any ordinal \( \xi \), if \( g : \Pi_\Omega_\xi \to \mathbb{R} \) is a bounded function and \( \varepsilon \in \mathbb{R} \) is such that for every \( \tau \in \text{MAX}(\Omega_\xi) \), \( \sum_{\theta < \tau \leq \tau} \mathbb{P}_\xi(\tau')g(\tau', \tau) \geq \varepsilon \), then \( g \) is \( \varepsilon \)-large.

Corollary 4.5 follows from the fact that no such function \( g \) could be \( \varepsilon \)-small.

The proof of Theorem 4.3, of course, will be by induction. The only case which will require some work is the successor case. For that, we need the following technical piece.

**Lemma 4.6.** Suppose that \( \xi \in \text{Ord} \) is an ordinal such that for every \( g : \Pi_\Omega_\xi \to [-1, 1] \) and any \( \varepsilon \in \mathbb{R} \), \( g \) is either \( \varepsilon \)-large or \( \varepsilon \)-small. For any \( n \in \mathbb{N} \), \( \varepsilon \in \mathbb{R} \), \( \delta > 0 \), and \( g : \Pi_\Omega_{\xi,n} \to [-1, 1] \), there exist \( p, q \in \mathbb{N}_0 \) such that \( p + q = n \), an extended pruning \( (\theta, e) : \Omega_{\xi,p} \to \Omega_{\xi,n} \), a level pruning \( (\phi, f) : \Omega_{\xi,q} \to \Omega_{\xi,n} \) and a function \( e' : \text{MAX}(\Omega_{\xi,q}) \to \text{MAX}(\Omega_{\xi,n}) \) such that

(i) for every \( (\tau', \tau) \in \Pi_{\Omega_{\xi,p}} \), \( g(\theta(\tau'), e(\tau)) \geq \varepsilon - \delta \),

(ii) for every \( \tau \in \text{MAX}(\Omega_{\xi,q}) \), \( f(\tau) \preceq e'(\tau) \),

(iii) for every \( \tau \in \Sigma_{\xi,q} \),

\[ \sum_{\pi_{\xi,n}(f(\tau')) < \tau' \leq f(\tau)} \mathbb{P}_\xi(\tau', e'(\tau'')) < \varepsilon \]

whenever \( \tau'' \in \text{MAX}(\Omega_{\xi,q}) \) is a maximal extension of \( \tau \).

Here, if \( p = 0 \) (resp. \( q = 0 \)), we take \( \Omega_{\xi,0} = \emptyset \) and agree that the conclusion on \( (\theta, e) \) (resp. \( (\phi, f) \)) is vacuously satisfied.

We will relegate the somewhat technical proof of Lemma 4.6 to the final section.

**Proof of Theorem 4.3.** The proof is by induction. The base case follows from the fact that the function \( g \) can be identified with the net \( (g((0), (U)))_{U \in D} \). Then there exists a subnet of this net which is either always in \([ \varepsilon, \infty) \) or always in \(( -\infty, \varepsilon ) \). This means that for every \( U \in D \), we may select \( V_U \in D \) with \( U \leq_D V_U \) such that the pair \( (\theta, e) : \Omega_0 \to \Omega_0 \) given
by \( \theta((0, (U))) = e((0, (U))) = ((0), (V_U)) \) is an extended pruning which witnesses that \( g \) is \( \varepsilon \)-large provided that the subnet is always in \([\varepsilon, \infty)\) and which witnesses that \( g \) is \( \varepsilon \)-small if the subnet is always in \((-\infty, \varepsilon)\).

Next, assume \( \xi \) is a limit ordinal and the result holds for every \( \zeta < \xi \). Fix a function \( g : \Pi \Omega_\xi \to [-1, 1] \). Let \( \Theta_\zeta = (\omega^\zeta + \Gamma_{\zeta+1})D \) for each \( \zeta < \xi \). Recall that \( \Gamma_\xi = \cup_{\zeta < \xi} (\omega^\zeta + \Gamma_{\zeta+1}) \), and therefore \( \Omega_\xi = \cup_{\zeta < \xi} \Theta_{\zeta+1} \). Recall that \( \Theta_{\zeta+1} \) can be naturally identified with \( \Omega_{\zeta+1} \) by \( j_\zeta : \Omega_{\zeta+1} \to \Theta_{\zeta+1} \) given by \( j_\zeta(t, \sigma) = (\omega^\zeta + t, \sigma) \). Moreover, with this identification, \( \mathbb{P}_{\zeta+1}(\tau) = \mathbb{P}_{\xi}(j_\zeta(\tau)) \) for every \( \tau \in \Omega_{\zeta+1} \). Using this identification, we may treat \( g|_{\Pi \Omega_{\zeta+1}} \) as a function on \( \Pi \Omega_{\xi} \). Using the inductive hypothesis, this function is either \( \varepsilon \)-large or \( \varepsilon \)-small. Let \( \Sigma \) denote the set of those \( \zeta < \xi \) such that the function \( g|_{\Pi \Omega_{\zeta+1}} \) is \( \varepsilon \)-large. Then either \( \sup \Sigma = \xi \) or \( \sup(0, \xi) \setminus \Sigma = \xi \). We will show that in the first case, \( g \) is \( \varepsilon \)-large, and otherwise \( g \) is \( \varepsilon \)-small. Suppose \( \sup \Sigma = \xi \) and fix \( \delta > 0 \). For each \( \zeta \in \Sigma \), we find an extended pruning \((\theta_\zeta, e_\zeta) : \Theta_{\zeta+1} \to \Theta_{\zeta+1} \) such that for every \((\tau', \tau) \in \Pi \Theta_{\zeta+1}, g(\theta_\zeta(\tau'), e_\zeta(\tau)) \geq \varepsilon - \delta \). For every \( \zeta < \xi \), fix \( \eta_\zeta \in \Sigma \) such that \( \zeta < \eta_\zeta \) and fix an extended pruning \((\theta'_\zeta, e'_\zeta) : \Theta_{\zeta+1} \to \Theta_{\eta_\zeta+1} \). Let \( \theta|_{\Theta_{\zeta+1}} = \theta_{\eta_\zeta} \circ \theta'_\zeta \) and \( e|_{\text{MAX}(\Theta_{\zeta+1})} = e_{\eta_\zeta} \circ e'_\zeta \). One easily checks that \( g(\theta(\tau'), e(\tau)) \geq \varepsilon - \delta \) for every \((\tau', \tau) \in \Pi \Omega_\xi \), and \( g \) is \( \varepsilon \)-large. Next, suppose \( \sup \Sigma < \xi \). For every \( \xi \in (0, \xi) \setminus \Sigma \), since \( f|_{\Theta_{\zeta+1}} \) is \( \varepsilon \)-small by the inductive hypothesis, we may find an extended pruning \((\theta_\zeta, e_\zeta) : \Theta_{\zeta+1} \to \Theta_{\zeta+1} \) such that for every \( \tau \in \text{MAX}(\Theta_{\zeta+1}) \), \( \sum_{\sigma < \tau' \leq \tau} \mathbb{P}_{\xi}(\tau')g(\tau', e(\tau)) < \varepsilon \). For every \( \zeta < \xi \), fix \( \eta_\zeta \in (0, \xi) \setminus \Sigma \) such that \( \zeta < \eta_\zeta \) and fix an extended pruning \((\theta'_\zeta, e'_\zeta) : \Theta_{\zeta+1} \to \Theta_{\eta_\zeta+1} \). Let \( \theta|_{\Theta_{\zeta+1}} = \theta_{\eta_\zeta} \circ \theta'_\zeta \) and \( e|_{\text{MAX}(\Theta_{\zeta+1})} = e_{\eta_\zeta} \circ e'_\zeta \). One easily checks that \( (\theta, e) : \Omega_\xi \to \Omega_\xi \) witnesses that \( g \) is \( \varepsilon \)-small.

Last, assume the result holds for some \( \xi \). Fix \( \varepsilon \in \mathbb{R} \) and \( g : \Pi \Omega_{\xi+1} \to [-1, 1] \). Assume that \( g \) is not \( \varepsilon \)-small. Of course, if \( \varepsilon > 1 \), \( g \) is trivially \( \varepsilon \)-small, so it must be that \( \varepsilon \leq 1 \). Fix \( \delta > 0 \) and choose \( \rho \in (0, 1) \) such that \( 1 - \rho + \rho(\varepsilon - \delta/2) < \varepsilon \). For each \( n \in \mathbb{N} \), apply Lemma 4.6 to \( g|_{\Pi \Omega_{\xi,n}} \) to obtain \( p_n, q_n \) with \( p_n + q_n = n \), extended prunings \((\theta_n, e_n) : \Omega_{\xi,p_n} \to \Omega_{\xi,n} \) level prunings \((\phi_n, f_n) : \Omega_{\xi,q_n} \to \Omega_{\xi,n} \) and functions \( e'_n : \text{MAX}(\Omega_{\xi,q_n}) \to \text{MAX}(\Omega_{\xi,n}) \) satisfying the conclusions of Lemma 4.6 with \( \varepsilon \) replaced by \( \varepsilon - \delta/2 \) and \( \delta \) replaced by \( \delta/2 \). We claim that if \( q_n > \rho n \) for infinitely many \( n \in \mathbb{N} \), then \( g \) is \( \varepsilon \)-small. Suppose that \( n_1 < n_2 < \ldots, n_i, n \in \mathbb{N} \), are such that for all \( i \in \mathbb{N}, i \leq \rho n_i < q_n \). For each \( i \in \mathbb{N} \), fix some extended pruning \((\phi''_n, e''_n) : \Omega_{\xi,i} \to \Omega_{\xi,q_{n_i}} \) and define \( \phi : \Omega_{\xi+1} \to \Omega_{\xi+1} \) by letting \( \phi|_{\Omega_{\xi,i}} = \phi_{n_i} \circ \phi''_n \). Define \( e : \text{MAX}(\Omega_{\xi+1}) \to \text{MAX}(\Omega_{\xi+1}) \) by letting \( e = e'_{n_i} \circ e''_n \). Fix any \( \tau' \in \text{MAX}(\Omega_{\xi,i}) \) and let \( \tau = e(\tau') \). Let \( \tau_1, \ldots, \tau_n \) be the initial segments of \( \tau_n \) such that \( \tau_j \in \Sigma_{\xi,n,j} \) for \( 1 \leq j \leq n_i \). Let \( \tau_0 = \emptyset \). Note that for each \( 1 \leq j \leq n_i, \pi_{\xi,n_i}(\tau_j) = \tau_{j-1} \). By condition (iii) of Lemma 4.6

\[
\sum_{\tau_{j-1} < \tau'' \leq \tau_j} \mathbb{P}_{\xi}(\iota_{\xi,n_i}(\tau''))g(\tau'', \tau) = \sum_{\tau_{j-1} < \tau'' \leq \tau_j} \mathbb{P}_{\xi}(\iota_{\xi,n_i}(\tau''))g(\tau'', e'_{n_i}(e''_n(\tau'))) < \varepsilon - \delta/2
\]
for all $j$ such that $\tau_j \in f_{n_i}(\Sigma_{\xi,q_{n_i}})$. Of course, there are $q_{n_i}$ such values of $j$. Let $A \subset \{1, \ldots, n_i\}$ denote the set of $j$ such that $\tau_j \in f_{n_i}(\Sigma_{\xi,q_{n_i}})$. Then

$$\sum_{\tau'' \leq \epsilon(\tau')} \mathbb{P}_{\xi+1}(\tau'', e(\tau')) = \frac{1}{n_i} \sum_{j=1}^{n_i} \sum_{\tau_{j-1} < \tau'' \leq \tau_j} \mathbb{P}_{\xi}(\epsilon_{n_i}(\tau'')) g(\tau'', e(\tau')) \leq \frac{|A|}{n_i}(\epsilon - \delta/2) + \frac{n_i - |A|}{n_i} < \rho(\epsilon - \delta/2) + 1 - \rho < \epsilon.$$

Since $\tau' \in \text{MAX}(\Omega_{\xi+1})$ was arbitrary, the extended pruning $(\phi, e)$ implies that $g$ is $\epsilon$-small. This contradiction shows that $q_n \leq n \rho$ for all but finitely many, and therefore all sufficiently large, $n \in \mathbb{N}$. This means that $p_n \geq (1 - \rho)n$ for all sufficiently large $n \in \mathbb{N}$, and we may fix $n_1 < n_2 < \ldots$ such that $i < (1 - \rho)n_i \leq p_{n_i}$ for all $i \in \mathbb{N}$. We then fix any extended prunings $(\theta''_i, e''_i) : \Omega_{\xi,i} \rightarrow \Omega_{\xi,p_{n_i}}$ and define $(\theta, e) : \Omega_{\xi+1} \rightarrow \Omega_{\xi+1}$ by letting $\theta|_{\Omega_{\xi,i}} = \theta_{n_i} \circ \theta''_i$ and by letting $e|_{\text{MAX}(\Omega_{\xi,i})} = e_{n_i} \circ e''_i$. It follows from the construction that for all $(\tau', \tau) \in \Pi\Omega_{\xi+1}$, $g(\theta(\tau'), e(\tau)) \geq \epsilon - \delta/2 - \delta/2 = \epsilon - \delta$. Since $\delta > 0$ was arbitrary, $g$ is $\epsilon$-large.

\[ \square \]

5. Proof of Theorem 5.5

Let $X$ be a Banach space. In this section, $D$ will be a weak neighborhood basis at 0 in $X$ directed by reverse inclusion. Let $\Omega_{\xi} = \Gamma_{\xi} D$ as defined in the previous section. Given $H \subset B_{X}^{\text{cn}}$, let $(H)^{w}_{t}$ denote those $t \in H$ such that for any $U \in D$, there exists $x \in U$ such that $t^\sim(x) \in H$. We define $(H)^{0}_{w} = H$, $(H)^{\xi+1}_{w} = ((H)^{\xi}_{w})^{\circ}_{w}$, and if $\xi$ is a limit ordinal, let $(H)^{\xi}_{w} = \bigcap_{\xi < \xi}(H)^{\xi}_{w}$. Let $o_w(H)$ denote the minimum ordinal $\xi$ such that $(H)^{\xi}_{w} = \emptyset$ if such an ordinal exists, and otherwise write $o_w(H) = \infty$. For $\varepsilon > 0$, let

$$H^{K}_{\varepsilon} = \{\emptyset\} \cup \{(x_i)_{i=1}^{n} \in B_{X}^{\text{cn}} : (\exists x^* \in K)(\forall 1 \leq i \leq n)(\Re x^*(x_i) \geq \varepsilon)\}.$$

We will use the following characterization of Szlenk index.

**Theorem 5.1.** Let $K \subset X^*$ be $w^*$-compact and non-empty. Let $\xi$ be an ordinal.

1. $Sz(K) > \xi$ if and only if there exists $\varepsilon > 0$ such that $o_w(H^{K}_{\varepsilon}) > \xi$.
2. For any $\varepsilon > 0$, $o_w(H^{K}_{\varepsilon}) > \xi$ if and only if for any $B$-tree $T$ with $o(T) = \xi$, there exists a collection $(x_i)_{t \in TD} \subset B_{X}$ such that
   
   (i) for any $\tau = \tau^\sim(t,U) \in TD$, $x_{\tau} \in U$,
   
   (ii) for every $\tau \in TD$, $(x_{\tau_{|\tau_{|}}})_{|\tau_{|}=1}^{n_{|\tau_{|}}} \in H^{K}_{\varepsilon}$.

Item (2) of Theorem 5.1 was not stated in this way in [9]. It was proved for a particular choice of $B$-tree $T$ with $o(T) = \xi$. However, it is easy to see that if there exists one $B$-tree $S$ with $o(S) = \xi$ and a collection $(y_{\tau})_{\tau \in SD}$ satisfying items (i) and (ii) in (2), then for any $B$-tree $T$ with $o(T) = \xi$, there exists such a collection $(x_{\tau})_{\tau \in TD}$ satisfying items (i) and (ii).

Indeed, if we fix any monotone $\theta : T \rightarrow S$ which preserves lengths, recalling that at least one such function $\theta$ exists, then we may define $\phi : TD \rightarrow SD$ by $\phi((t,\sigma)) = (\theta(t),\sigma)$. Then
we may define \( (x_\tau)_{\tau \in TD} \) by \( x_\tau = y_{\phi(\tau)} \), and observe that \( (x_\tau)_{\tau \in TD} \) also satisfies items (i) and (ii) of (2) from Theorem 5.1.

Since \( \Gamma_\xi \) is a B-tree with \( o(\Gamma_\xi) = \omega^\xi \), we obtain the following particular case of Theorem 5.1. We isolate it, since it is the particular form we will use. We recall that \( \Omega_\xi = \Gamma_\xi D \).

**Corollary 5.2.** Let \( K \subset X^* \) be a \( w^* \)-compact, non-empty set. Then for any \( \varepsilon > 0 \), \( o_w(H^K_\varepsilon) > \omega^\xi \) if and only if there exists \( (x_\tau)_{\tau \in \Omega_\xi} \subset B_X \) such that

(i) for each \( \tau = \tau_1 (t, U) \subset \Omega_\xi \), \( x_\tau \subset U \),

(ii) for each \( \tau \subset \Omega_\xi \), \( (x_\tau, \varepsilon) \in H^K_\tau \).

In particular, \( Sz(K) > \omega^\xi \) if and only if for some \( \varepsilon > 0 \), there exists a collection \( (x_\tau)_{\tau \in \Omega_\xi} \subset B_X \) satisfying (i) and (ii).

The next corollary indicates that if \( K \) is balanced, in order to verify the properties above, up to a small change in \( \varepsilon \), we only need to check how well \( K \) norms certain convex combinations of the branches of a tree as in Corollary 5.2.

**Corollary 5.3.** Suppose \( K \subset X^* \) is \( w^* \)-compact, balanced, non-empty. Fix \( 0 < \varepsilon_0 < \varepsilon \). Let \( (x_\tau)_{\tau \in \Omega_\xi} \subset B_X \) be such that for every \( \tau = \tau_1 (t, U) \subset \Omega_\xi \), \( x_\tau \subset U \). For each \( \tau \in \text{MAX}(\Omega_\xi) \), let

\[
y_\tau = \sum_{\emptyset < \tau' \leq \tau} P_\xi(\tau') x_{\tau'} \in \text{co}(x_{\tau'} : \emptyset < \tau' \leq \tau).
\]

If for each \( \tau \in \text{MAX}(\Omega_\xi) \), there exists \( y_\tau^* \in K \) such that \( \text{Re } y_\tau^*(y_\tau) \geq \varepsilon \), then \( o_w(H^K_{\varepsilon_0}) > \omega^\xi \).

**Proof.** Since \( K \) is bounded, the function \( g : \Pi \Omega_\xi \to \mathbb{R} \) given by \( g(\tau', \tau) = \text{Re } y^*_\tau(x_{\tau'}) \) is bounded. Since for any \( \tau \in \text{MAX}(\Omega_\xi) \), \( \sum_{\emptyset < \tau' \leq \tau} P_\xi(\tau') g(\tau', \tau) = \text{Re } y^*_\tau(y_\tau) \geq \varepsilon \), Corollary 4.5 implies that \( g \) must be \( \varepsilon \)-large. Let \( \delta = \varepsilon - \varepsilon_0 \) and fix an extended pruning \( (\theta, e) : \Omega_\xi \to \Omega_\xi \) such that for every \( (\tau', \tau) \in \Pi \Omega_\xi \), \( g(\theta(\tau'), e(\tau)) \geq \varepsilon - \delta = \varepsilon_0 \). Then by Corollary 5.2 \((z_\tau)_{\tau \in \Omega_\xi} = (x_{\theta(\tau')})_{\tau' \in \Omega_\xi} \subset B_X \) witnesses that \( o_w(H^K_{\varepsilon_0}) > \omega^\xi \). Indeed, for any \( \tau' = \tau_1 (t, U) \subset \Omega_\xi \), since \( \theta \) is a pruning, \( \theta(\tau') = \tau_1^*(t_2, V) \) for some \( V \in D \) such that \( V \subset U \). Then

\[
z_{\tau'} = x_{\theta(\tau')} \in V \subset U,
\]

showing that \( (z_\tau)_{\tau \in \Omega_\xi} \) satisfies (i) of Corollary 5.2. For any \( \tau \in \text{MAX}(\Omega_\xi) \), \( y^*_\tau(\tau) \) is such that for each \( 1 \leq i \leq |\tau| \), \( \text{Re } y^*_\tau(z_{\tau_i}) = y^*_\tau(x_{\theta(\tau_i)}) \geq \varepsilon_0 \), since \( (\tau_i, \tau) \in \Pi \Omega_\xi \). This shows that \( (z_\tau)_{\tau \in \Omega_\xi} \) satisfies (ii) of Corollary 5.2.

**Proof of Theorem 5.3** If \( K \) is empty, there is nothing to show. Assume \( K \) is non-empty and let \( L = \overline{co}^{w^*} (K) \). By Proposition 2.1(i), we know \( Sz(K) \subset Sz(L) \) and, since \( Sz(L) \) must be \( \infty \) or a gamma number, \( \Gamma(Sz(K)) \leq Sz(L) \). We must show the reverse inequality. Note that if we can show that \( Sz(\overline{co}^{w^*} (S_T K)) \leq \Gamma(Sz(S_T K)) \), then since \( L \subset \overline{co}^{w^*} (S_T K) \), Lemma...
which is the desired inequality. Therefore we may replace \( K \) with \( S_F K \) and assume that \( K \) is balanced.

We will show that if \( o_w(\mathcal{H}_u^L) > \omega^\xi \) for some \( \varepsilon > 0 \), then \( o_w(\mathcal{H}_u^K) > \omega^\xi \) for any \( 0 < \varepsilon < \varepsilon \).

By the last statement of Corollary 5.2 this will imply that if \( S_Z(L) > \omega^\xi, S_Z(K) > \omega^\xi \), which implies that \( S_Z(L) \leq \Gamma(S_Z(K)) \). Suppose \( o_w(\mathcal{H}_u^L) > \omega^\xi \). Fix \( (x_\tau)_{\tau \in \Omega} \subset B_X \) as in Corollary 5.2 Since \( L \) is \( w^* \)-compact, convex, and balanced, a finite sequence \( (x_i)_{i=1}^n \subset B_X \) lies in \( \mathcal{H}_u^L \) if and only if for every convex combination \( x \) of \( (x_i)_{i=1}^n \), \( |x|_L = \max_{x \in L} \text{Re } x^*(x) \geq \varepsilon \). This follows from using the Hahn-Banach theorem as explained in [9]. For each \( \tau \in \text{MAX}(\Omega_\xi) \), set \( y_\tau = \sum_{\sigma < \tau, \sigma \neq \tau} \mathbb{P}_\xi(\tau')x_{\tau'} \) as in Corollary 5.3. Then our previous remarks guarantee that \( |y_\tau|_L \geq \varepsilon \) for each \( \tau \in \text{MAX}(\Omega_\xi) \). But since \( L \) is the \( w^* \)-closed, convex hull of \( K \), and since \( K \) is balanced, this means there exists \( y_\tau^* \in K \) such that \( \text{Re } y_\tau^*(y_\tau) \geq \varepsilon \). Applying Corollary 5.3 yields that \( o_w(\mathcal{H}_u^K) > \omega^\xi \) for any \( 0 < \varepsilon < \varepsilon \).

\( \square \)

6. Technical lemmata and the proof of Lemma 4.6

**Lemma 6.1.** For any \( \xi \in \text{Ord} \), any \( n \in \mathbb{N} \), any finite set \( A \), and any \( h : \text{MAX}(\Omega_{\xi,n}) \to A \), there exist \( a \in A \) and a level pruning \( (\theta, f) : \Omega_{\xi,n} \to \Omega_{\xi,n} \) such that for any \( \tau \in \text{MAX}(\Omega_{\xi,n}) \), \( h(f(\tau)) = a \).

**Proof.** Recall that if \( n = 1 \), a level pruning \( (\theta, f) : \Omega_{\xi,n} \to \Omega_{\xi,n} \) is simply an extended pruning. We recall also that any level pruning from \( \Omega_{\xi,n} \) into itself must map \( \text{MAX}(\Omega_{\xi,n}) \) into itself. We prove the result by induction on \( \text{Ord} \times \mathbb{N} \) ordered lexicographically. The result for \( \xi = 0 \) and \( n = 1 \) follows from the fact that the net \( (h((0), (U)))_{U \in D} \) in \( A \) must have a constant subnet. Assume \( \xi \) is a limit ordinal and the result holds for every pair \((\zeta, 1) \) with \( \zeta < \xi \). Fix \( h : \text{MAX}(\Omega_{\xi,1}) \to A \). Since \( \Omega_{\xi,1} = \bigcup_{\zeta < \xi} \Theta_{\xi+1} \), where \( \Theta_{\xi+1} \) is as in the proof of Theorem 4.6 and can be naturally identified with \( \Omega_{\xi+1} = \Omega_{\xi+1,1} \), we may apply the inductive hypothesis to obtain for each \( \zeta < \xi \) some extended pruning \( (\theta_\zeta, f_\zeta) : \Theta_{\xi+1} \to \Theta_{\xi+1} \) and \( a_\zeta \in A \) such that \( h \circ \theta_\zeta(\tau) = a_\zeta \) for all \( \tau \in \text{MAX}(\Theta_{\xi+1}) \). Fix some \( a \in A \) such that \( \sup \{ \zeta < \xi : a_\zeta = a \} = \xi \), noting that such an \( a \in A \) must exist. For each \( \zeta < \xi \), we fix \( \eta_\zeta > \zeta \) such that \( a = a_{\eta_\zeta} \) and an extended pruning \( (\theta_\zeta, f_\zeta) : \Theta_{\xi+1} \to \Theta_{\eta_\zeta+1} \). Let \( (\theta, f) : \Omega_{\xi} \to \Omega_{\xi} \) be defined by \( \theta|_{\Theta_{\xi+1}} = \theta_{\eta_\zeta} \circ \theta_\zeta \) and \( f|_{\text{MAX}(\Theta_{\xi+1})} = e_{\eta_\zeta} \circ e_\zeta \). Then \( a = h \circ f(\tau) \) for all \( \tau \in \text{MAX}(\Omega_{\xi}) \).

Assume that for some \( \xi \in \text{Ord} \) and some \( n \in \mathbb{N} \), the result holds for every pair \((\xi, k) \) with \( 1 \leq k \leq n \). Fix \( h : \text{MAX}(\Omega_{\xi,n+1}) \to A \). For each \( \tau \in \Sigma_{\xi,n+1,1} \), let \( B_\tau = \{ \tau' \in \Omega_{\xi,n+1} : \tau < \tau' \} \). Then \( B_\tau \) can be naturally identified with \( \Omega_{\xi,n} \) in a way which also identifies \( h|_{\text{MAX}(B_\tau)} \) with an \( A \)-valued function on \( \text{MAX}(\Omega_{\xi,n}) \). Then there exists \( a_\tau \in A \) and a level pruning \( (\theta_\tau, f_\tau) : B_\tau \to B_\tau \) so that for all \( \tau' \in \text{MAX}(B_\tau) \), \( h \circ f_\tau(\tau') = a_\tau \). Of course,
level prunings were defined as being between \( \Omega_{\xi,n} \) and \( \Omega_{\xi,q} \), but we agree to call \((\theta, f)\) a level pruning since it is identified with one via the identification of \( B_\tau \) with \( \Omega_{\xi,n} \). We define \( H : \Sigma_{\xi,n+1} \to A \) by \( H(\tau) = a_\tau \). Note that since \( \Lambda_{\xi,n+1} \) is naturally identified with \( \Omega_\xi \) and \( \Sigma_{\xi,n+1} = MAX(\Lambda_{\xi,n+1}) \) is naturally identified with \( MAX(\Omega_\xi) \), we apply the inductive hypothesis again to obtain an extended pruning \((\theta', e') : \Lambda_{\xi,n+1} \to \Lambda_{\xi,n+1} \) and \( a \in A \) so that \( H \circ e'(\tau) = a \) for all \( \tau \in \Sigma_{\xi,n+1} \). We then define \( \theta \) on \( \Lambda_{\xi,n+1} \) by setting it equal to \( \theta' \). We define the level pruning \( f \) on \( \Sigma_{\xi,n+1} \) by setting it equal to \( e' \). Given \( \tau \in \Sigma_{\xi,n+1} \), we first let \( j_\tau : B_\tau \to B_{e'(\tau)} \) denote the natural identification of these sets and then define \( \theta \) on \( B_\tau \) by setting it equal to \( \theta_{e'(\tau)} \circ j_\tau \). In order to define \( f \) on \( B_\tau \cap \Sigma_{\xi,n+1} \), we note that \( j_\tau \) identifies \( B_\tau \cap \Sigma_{\xi,n+1} \) with \( B_{e'(\tau)} \cap \Sigma_{\xi,n+1} \) and let \( f|_{B_\tau} = f_{e'(\tau)} \circ j_\tau \). Then \((\theta, f)\) is a level pruning and for any \( \tau \in MAX(\Omega_{\xi,n+1}) \), \( a = h \circ f(\tau) \).

Last, assume that for some \( \xi \in Ord \) and all \( n \in \mathbb{N} \), the result holds for every pair \((\xi, n)\). Fix a function \( h : MAX(\Omega_{\xi+1}) \to A \). For each \( n \in \mathbb{N} \), apply the inductive hypothesis to obtain a level pruning \((\theta_n, f_n) : \Omega_{\xi,n} \to \Omega_{\xi,n} \) and \( a_n \in A \) such that \( a_n = h \circ f_n(\tau) \) for all \( \tau \in MAX(\Omega_{\xi,n}) \). Fix \( a \in A \) and natural numbers \( n_1 < n_2 < \ldots \) such that for all \( i \in \mathbb{N} \), \( a = a_{n_i} \). Let \( j_i : \Omega_{\xi,i} \to \Omega_{\xi,n_i} \) be the natural identification of \( \Omega_{\xi,i} \) with the first \( i \) levels of \( \Omega_{\xi,n_i} \) and let \( e'_i : MAX(\Omega_{\xi,i}) \to MAX(\Omega_{\xi,n_i}) \) be any function such that \((j_i, e'_i) : \Omega_{\xi,i} \to \Omega_{\xi,n_i} \) is an extended pruning. Let \( \theta|_{\Omega_{\xi,i}} = \theta_{n_i} \circ j_i \) and \( f|_{MAX(\Omega_{\xi,i})} = f_{n_i} \circ e'_i \).

\[ \square \]

**Lemma 6.2.** Suppose that \( \xi \in Ord \) is such that for any \( \varepsilon \in \mathbb{R} \) and any \( g : \Pi \Omega_{\xi} \to [-1, 1] \), \( g \) is either \( \varepsilon \)-large or \( \varepsilon \)-small. Then for any \( \delta > 0 \), any \( \varepsilon \in \mathbb{R} \), any \( n \in \mathbb{N} \), and any \( g : \Pi \Omega_{\xi,n} \to [-1, 1] \), there exists a level pruning \((\theta, f) : \Omega_{\xi,n} \to \Omega_{\xi,n} \) such that for every unit \( U \) of \( \Omega_{\xi,n} \), either

(i) for every \( \tau \in MAX(U) \) and every \( \tau'' \in MAX(\Omega_{\xi,n}) \) such that \( \tau \leq \tau'' \),

\[
\sum_{\pi_{\xi,n}(f(\tau)) < \pi_{\xi,n}(\tau'')} P_{\xi}(\pi_{\xi,n}(\tau')) g(\tau', f(\tau'')) < \varepsilon,
\]

or

(ii) for every \( \tau' \in U \) and every \( \tau \in MAX(\Omega_{\xi,n}) \) such that \( \tau' \leq \tau \),

\[ g(\theta(\tau'), f(\tau)) \geq \varepsilon - \delta. \]

**Proof.** We induct on \( n \in \mathbb{N} \). The \( n = 1 \) case is simply the hypothesis that for every \( \varepsilon \in \mathbb{R} \), every function \( g : \Pi \Omega_{\xi} \to [-1, 1] \) is either \( \varepsilon \)-large or \( \varepsilon \)-small. Assume the result holds for every natural number \( k \leq n \). Fix \( \varepsilon \in \mathbb{R} \), \( \delta > 0 \), and \( g : \Pi \Omega_{\xi,n+1} \to [-1, 1] \). For each \( \tau \in \Sigma_{\xi,n+1} \), let \( B_\tau = \{\tau' \in \Omega_{\xi,n+1} : \tau < \tau' \} \). Identifying \( B_\tau \) with \( \Omega_{\xi,n} \), we apply the inductive hypothesis to obtain \((\theta_\tau, f_\tau) : B_\tau \to B_\tau \) such that for every unit \( U \) of \( B_\tau \), either (i) or (ii) of the lemma is satisfied. Let \( (\tau_i)_{i=1}^r \) be a list of the initial segments of \( \tau \) and let \( A \) be a partition of \([-1, 1]^r \) into sets of diameter not exceeding \( \delta/2 \), where \([-1, 1]^r \) is endowed with the \( l^\infty \) metric. Define \( h_\tau : MAX(B_\tau) \to A \) by letting \( h_\tau(\tau') \) denote the member \( S \) of \( A \) such that
(g(τ, fτ(τ′))) τ=1 ∈ S. Still identifying Bτ with Ωξ,n, Lemma 6.1 implies the existence of a level pruning (θ′, f′τ) : Bτ → Bτ and Sτ ∈ A such that for all τ′ ∈ MAX(Bτ), hτ(f′τ(τ′)) = Sτ. This means that for any τ0 ∈ Λξ,n+1, any extension τ ∈ Σξ,n+1 of τ0, and any two maximal extensions τ′, τ″ ∈ MAX(Ωξ,n+1) of τ, |g(τ0, fτ ∘ f′τ(τ′)) − g(τ0, fτ ∘ f′τ(τ″))| ≤ δ/2.

Let G : ΠΛξ,n+1 → [−1,1] be given by

\[ G(τ_0, τ) = \inf \{g(τ_0, fτ ∘ f′τ(τ′)) : τ ≤ τ′ ∈ MAX(Ωξ,n+1)\}. \]

By the last sentence of the previous paragraph, for any (τ0, τ) ∈ ΠΛξ,n+1 and any maximal extension τ′ ∈ MAX(Ωξ,n+1) of τ, g(τ0, fτ ∘ f′τ(τ′)) ≤ δ/2 + G(τ0, τ′). Since Λξ,n+1 is identifiable with Ωξ, we may deduce that G is either (ε − δ/2)-small or (ε − δ/2)-large. This means that we may find an extended pruning (θ′, e′τ) : Λξ,n+1 → Λξ,n+1 so that either \(\sum_{τ′\leq e′τ(τ)} \mathbb{P}_ξ(τ_{ξ,n+1}(τ')) G(τ', e'(τ)) < \varepsilon - \delta/2\) for every τ ∈ Σξ,n+1 or so that G(θ′(τ′), e′τ(τ)) ≥ ε − δ/2 − δ/2 = ε − δ for every (τ′, τ) ∈ ΠΛξ,n+1.

We define θ on Λξ,n+1 by setting it equal to θ′ and f on Σξ,n+1 by setting it equal to e′. For a fixed τ ∈ Σξ,n+1, let jτ : Bτ → B′e(τ) be the natural identification. Define θ on Bτ by \(θ = θ'e(τ) ∘ θ'e(τ) ∘ jτ\) and define f on Bτ ∩ Σξ,n+1 by \(f = f'e(τ) ∘ f'e(τ) ∘ jτ\). We show that (θ, f) satisfies the conclusion. We first show that one of the two alternatives is satisfied for the unit \(U = Λξ,n+1\). Suppose that we are in the case that for every \(τ ∈ Σξ,n+1 = MAX(U)\),

\[ \sum_{τ' ≤ e'(τ)} \mathbb{P}_ξ(τ_{ξ,n+1}(τ')) G(τ', e'(τ)) < \varepsilon − \delta/2. \]

Then for any maximal extension τ″ ∈ MAX(Ωξ,n+1) of τ, jτ(τ″) is a maximal extension of e′(τ). As mentioned in the previous paragraph, for every τ′ ≤ e′(τ),

\[ g(τ', f(τ'')) = g(τ', f'e(τ) ∘ f'e(τ) ∘ jτ(τ'')) ≤ \delta/2 + G(τ', e'(τ)). \]

Since \(\sum_{τ' ≤ e'(τ)} \mathbb{P}_ξ(τ_{ξ,n+1}(τ')) = 1\),

\[ \sum_{τ' ≤ e'(τ)} \mathbb{P}_ξ(τ_{ξ,n+1}(τ')) g(τ', f(τ'')) = \sum_{τ' ≤ e'(τ)} \mathbb{P}_ξ(τ_{ξ,n+1}(τ')) (\delta/2 + G(τ', e'(τ))) = \delta/2 + \sum_{τ' ≤ e'(τ)} \mathbb{P}_ξ(τ_{ξ,n+1}(τ')) G(τ', e'(τ)) < \delta/2 + \varepsilon - \delta/2 = \varepsilon. \]

This shows that in this case, the unit Λξ,n+1 satisfies (ii) in the statement of the lemma. Next, suppose we are in the case that for every (τ′, τ) ∈ ΠΛξ,n+1, G(θ′(τ), e′τ(τ)) ≥ ε − δ. Then for any τ′ ∈ Λξ,n+1 and any τ″ ∈ MAX(Ωξ,n+1), if τ ∈ Σξ,n+1 is the extension of τ′ which is an initial segment of τ″, then since jτ(τ″) is a maximal extension of e′(τ),

\[ g(θ(τ'), f(τ'')) = g(θ'(τ), f'e(τ) ∘ f'e(τ) ∘ jτ(τ'')) ≥ \inf \{g(θ'(τ'), f'e(τ) ∘ f'e(τ)(τ)) : e'(τ) ≤ \hat{τ} ∈ MAX(Ωξ,n+1)\} = G(θ'(τ'), e'(τ)) ≥ \varepsilon - \delta. \]
In this case, item (i) in the statement of the lemma is satisfied by the unit $\Lambda_{\xi,n+1,1}$. Therefore in either case, one of the two items (i), (ii) is satisfied by this unit.

We finally show that one of the two items (i), (ii) is satisfied by every unit $U$ of $\Omega_{\xi,n+1}$ other than $\Lambda_{\xi,n+1,1}$. To that end, fix such a unit and fix $\tau \in \Sigma_{\xi,n+1,1}$ such that $U \subset B_\tau$. Since $(\theta_{e'(\tau)} \circ j_\tau, f_{e'(\tau)} \circ j_\tau) : B_\tau \to B_{e'(\tau)}$ is (identified with) a level pruning, there exists a unit $V \subset B_{e'(\tau)}$ such that

$$\theta_{e'(\tau)} \circ j_\tau(U) \subset V \quad \text{and} \quad f_{e'(\tau)} \circ j_\tau(MAX(U)) \subset MAX(V).$$

By our choice of $(\theta_{e'(\tau)}, f_{e'(\tau)})$, either for every $\tau_1 \in MAX(V)$ and every maximal extension $\tau_2$ of $\tau_1$,

$$\sum_{\pi_{\xi,n+1}(f_{e'(\tau)}(\tau_1)) < \tau' \leq f_{e'(\tau)}(\tau_1)} P_\xi(t_{\xi,n+1}(\tau'))g(\tau', f_{e'(\tau)}(\tau_2)) < \varepsilon,$$

or for every $(\tau_1, \tau_2) \in \Pi B_{e'(\tau)}$,

$$g(\theta_{e'(\tau)}(\tau_1), f_{e'(\tau)}(\tau_2)) \geq \varepsilon - \delta.$$

In the first case, for any $\tau_0 \in MAX(U)$ and every maximal extension $\tau''$ of $\tau_0$, $\tau_1 := f_{e'(\tau)} \circ j_\tau(\tau_0) \in MAX(V)$ and $\tau_2 := f_{e'(\tau)} \circ j_\tau(\tau'')$ is a maximal extension of $\tau_1$, whence

$$\sum_{\pi_{\xi,n+1}(f(\tau_0)) < \tau' \leq f(\tau_0)} P_\xi(t_{\xi,n+1}(\tau'))g(\tau', \tau'') = \sum_{\pi_{\xi,n+1}(f_{e'(\tau)}(\tau_1)) < \tau' \leq f_{e'(\tau)}(\tau_1)} P_\xi(\tau')g(\tau', f_{e'(\tau)}(\tau_2)) < \varepsilon,$$

and (i) is satisfied for the unit $U$.

In the second case, for any $\tau' \in U$ and any maximal extension $\tau''$ of $\tau'$, $\tau_1 := f_{e'(\tau)} \circ j_\tau(\tau') \in V$ and $\tau_2 := f_{e'(\tau)} \circ j_\tau(\tau'')$ is a maximal extension of $\tau_1$, whence

$$g(\theta(\tau'), f(\tau'')) \geq g(\theta(\tau_1), f_{e'(\tau)}(\tau_2)) \geq \varepsilon - \delta,$$

and (ii) is satisfied for the unit $U$.

\[\square\]

For $\xi \in \text{Ord}$ and $n \in \mathbb{N}$, let us say that $P \subset \Sigma_{\xi,n}$ is unital provided that for any unit $U$ in $\Omega_{\xi,n}$, either $MAX(U) \subset P$ or $P \cap MAX(U) = \emptyset$. Note that the complement of a unital set is also unital.

**Lemma 6.3.** For any $\xi \in \text{Ord}$ and $n \in \mathbb{N}$, if $P, Q \subset \Sigma_{\xi,n}$ is a partition of $\Sigma_{\xi,n}$ into unital subsets, then there exist $p, q \in \mathbb{N}_0$ with $p + q = n$ and level prunings $(\theta, f) : \Omega_{\xi,p} \to \Omega_{\xi,n}$, $(\phi, f') : \Omega_{\xi,q} \to \Omega_{\xi,n}$ such that $f(\Sigma_{\xi,p}) \subset P$ and $f'(\Sigma_{\xi,q}) \subset Q$. As in Lemma 4.6, we agree that $\emptyset = \Omega_{\xi,0}$.

**Proof.** We induct on $n \in \mathbb{N}$. Since $\Omega_{\xi,1}$ has only one unit, for $n = 1$, either $\Sigma_{\xi,1} = P$ or $\Sigma_{\xi,1} = Q$. In the first case, we take $p = 1$ and let $(\theta, f)$ be the identity. Otherwise we let $q = 1$ and let $(\phi, f')$ be the identity.
Assume the result holds for a given \( n \) and let \( P, Q \) be a partition of \( \Sigma_{\xi,n+1} \) into unital subsets. For each \( \tau \in \Sigma_{\xi,n+1,1} \), identify \( B_\tau = \{ \tau' \in \Omega_{\xi,n+1} : \tau \prec \tau' \} \) with \( \Omega_{\xi,n} \) and note that this identification also identifies \( P \cap B_\tau, Q \cap B_\tau \) with a partition of \( \Sigma_{\xi,n} \) into unital sets. Using this identification and the inductive hypothesis, we find \( p_\tau, q_\tau \in \mathbb{N}_0 \) with \( p_\tau + q_\tau = n \) and level prunings \( (\theta_\tau, f_\tau) : \Omega_{\xi,n} \to B_\tau, (\phi_\tau, f'_\tau) : \Omega_{\xi,q_\tau} \to B_\tau \) such that \( f_\tau(\Sigma_{\xi,n}) \subset B_\tau \cap P \) and \( f'_\tau(\Sigma_{\xi,q_\tau}) \subset B_\tau \cap Q \). Note that either \( \Sigma_{\xi,n+1,1} \subset P \) or \( \Sigma_{\xi,n+1,1} \subset Q \), since \( \Lambda_{\xi,n+1} \) is a single unit. We assume that \( \Sigma_{\xi,n+1,1} \subset P \), with the other case being identical. Let \( p = 1 + \min_{\tau \in \Sigma_{\xi,n+1,1}} p_\tau \) and \( q = \max_{\tau \in \Sigma_{\xi,n+1,1}} q_\tau = n + 1 - p \). We define \( (\phi, f') : \Omega_{\xi,q} \to \Omega_{\xi,n+1} \) by setting it equal to \( (\phi_\tau, f'_\tau) \) for some \( \tau \in \Sigma_{\xi,n+1,1} \) such that \( q_\tau = q \). Of course, by this construction, \( f_\tau(\Sigma_{\xi,q}) \subset Q \). Next, we define \( (\theta, f) : \Omega_{\xi,p} \to \Omega_{\xi,n+1} \). Let \( \theta|_{\Lambda_{\xi,n+1}} \) be the natural identification of \( \Lambda_{\xi,n+1} \) with \( \Lambda_{\xi,n+1,1} \) and let \( f|_{\Sigma_{\xi,p,1}} \) be the natural identification of \( \Sigma_{\xi,p,1} \) with \( \Sigma_{\xi,n+1,1} \). If \( p = 1 \), this completes the definition of \( (\theta, f) \), and \( f(\Sigma_{\xi,p}) = f(\Sigma_{\xi,n+1}) \subset P \). Otherwise fix \( \tau \in \Sigma_{\xi,p,1} \), let \( C_\tau = \{ \tau' \in \Omega_{\xi,p} : \tau \prec \tau' \} \), and let \( j_\tau : C_\tau \to \Omega_{\xi,p,f(\tau)} \) be the natural identification of \( C_\tau \) (which can be naturally identified with \( \Omega_{\xi,p,n+1} \) with the first \( p - 1 \) levels of \( \Sigma_{\xi,p,f(\tau)} \)). This may be done, since \( p - 1 \leq p(f(\tau)) \). Then let \( \theta|_{C_\tau} = \theta|_{f(\tau)} \circ j_\tau \) and \( f|_{C_\tau}(f|_{\Sigma_{\xi,n}}) = f|_{\Sigma_{\xi,n}} \circ j_\tau \). Suppose that \( \tau' \in \Sigma_{\xi,p} \). If \( \tau' \in \Sigma_{\xi,p,1} \), \( f(\tau') \in P \) since \( f(\Sigma_{\xi,p,1}) = \Sigma_{\xi,n+1,1} \subset P \). Otherwise there exists \( \tau \in \Sigma_{\xi,p,1} \) such that \( \tau \prec \tau' \), and \( \tau' \in C_\tau \). Then \( j_\tau(\tau') \in C_\tau \cap \Sigma_{\xi,n+1} \) and our choice of \( f|_{f(\tau)} \) gives that \( f(\tau') \in f|_{f(\tau)}(C_\tau \cap \Sigma_{\xi,n+1}) \subset P \).

Proof of Lemma 4.6. Suppose \( \xi \in \text{Ord} \) is such that for every \( g : \Omega_{\xi} \to [-1,1] \) and \( \varepsilon \in \mathbb{R} \), \( g \) is either \( \varepsilon \)-large or \( \varepsilon \)-small. Fix \( \varepsilon \in \mathbb{R}, \delta > 0, n \in \mathbb{N}, \) and \( g : \Pi_{\Omega_{\xi,n}} \to [-1,1] \). Fix a level pruning \( (\theta'', f'') \) as in Lemma 6.2. We define \( P \subset \Sigma_{\xi,n} \) as follows: For a unit \( U \) in \( \Omega_{\xi,n} \), \( \text{MAX}(U) \subset P \) if for every \( \tau' \in U \) and every extension \( \tau'' \in \text{MAX}(\Omega_{\xi,n}) \) of \( \tau' \), \( g(\theta''(\tau')) = g(f''(\tau')) \geq \varepsilon - \delta \), and otherwise \( \text{MAX}(U) \cap P = \emptyset \). Let \( Q = \Sigma_{\xi,n} \setminus P \). Then \( P, Q \) is a partition of \( \Sigma_{\xi,n} \) into unital subsets. Note that the conclusion of Lemma 6.2 implies that for any unit \( U \) such that \( \text{MAX}(U) \cap P = \emptyset \), for any \( \tau \in \text{MAX}(U) \) and any maximal extension \( \tau'' \in \text{MAX}(\Omega_{\xi,n}) \) of \( \tau, \sum_{\pi_{\xi,n}(f''(\tau'))} \tau' \prec \tau'' \sum_{\pi_{\xi,n}(f''(\tau'))} \text{Prob}(\xi_{\pi_{\xi,n}}(\tau'))g(\tau', f''(\tau')) < \varepsilon \). Let \( p, q, (\phi_p, f_p) \), and \( (\phi_q, f_q) \) be as in the conclusion of Lemma 6.3. Let \( e_p : \text{MAX}(\Omega_{\xi,p}) \to \text{MAX}(\Omega_{\xi,n}) \) be such that for any \( \tau \in \text{MAX}(\Omega_{\xi,p}), f_p(\tau) \leq e_p(\tau) \), where we omit this step if \( p = 0 \). Let \( \theta : \Omega_{\xi,p} \to \Omega_{\xi,n} \) be given by \( \theta'' \circ \phi_p \) and let \( e : \text{MAX}(\Omega_{\xi,p}) \to \text{MAX}(\Omega_{\xi,n}) \) be given by \( e = f'' \circ e_p \). Fix any \( e_q : \text{MAX}(\Omega_{\xi,q}) \to \text{MAX}(\Omega_{\xi,n}) \) such that for any \( \tau \in \text{MAX}(\Omega_{\xi,q}), f_q(\tau) \leq e_q(\tau) \). Define \( \phi = \theta'' \circ \phi_q, f' = f'' \circ f_q, \) and \( e' \circ e_q \).
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