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ABSTRACT

Denial of service (DoS) attack is among the most significant types of attacks in cyber security. The objective of this research is to introduce a new algorithm to distinguish normal service requests from the denial of service attacks. Our proposed approach can detect the denial of service attacks by the analysis of the packets sent from the client to the server, which depend on machine learning. Our algorithm collects different datasets of benign network traffic and different types of denial of service attacks, such as DDoS, DoS Hulk, DoS GoldenEye, DoS Slowhttptest, and DoS Slowloris, that were used for training. Moreover, our algorithm monitors the network every specific time to find denial of service attack. Our results show that the algorithm can detect the benign cases and distinguish the types of denial of service attack. Furthermore, the results could achieve 99 percentage of correct classification of all selected cases.

1. INTRODUCTION

During the recent years, denial of service (DoS) attacks has been often reported to target an increased number of internet sites. Transmission control protocol (TCP) synchronize (SYN) flooding is one of the most dominant types of these attacks [1]. Blazek et al. described an elevation in the frequency DoS attacks during this period, which can possibly cause various services to be disrupted, costing several millions to billions of dollars [2]. DOS attacks aim at ceasing the reception of minimal-performance services by the legitimate users, through the consumption of as largest amount of resources as possible as shown in Figure 1. TCP’s three-way handshake is a procedure that is commonly utilized by TCP SYN flooding, particularly its limitation in maintaining half-open connections. The common candidate targets of this type of attacks include web, file transfer protocol (FTP), or mail servers, along with any other system with a connection to the internet and provision of TCP-based network services. The beginning of any TCP connection involves the expression of the client’s willingness of establishing such a connection, which is indicated by a SYN message that is sent by the client to the server. As a reply, a synchronize (SYN) and acknowledge (ACK) SYN/ACK message is sent back by the server, confirming the receipt the initial SYN message and, simultaneously, commencing the reservation of an entry in the connection table and buffer space. Following such an exchange, the TCP connection is treated as half-open. An ACK message must be sent back to the server by the user to ensure that the TCP connection is completely established. During the TCP SYN flooding attack, enormous SYN messages with fake (spoofed) internet protocol (IP) addresses are sent to an.
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In the distributed DoS attacks, an individual server (victim) by a certain attacker, among a high number of compromised users subjected to distributed DoS attacks. In spite of the reply sent by the server to SYN/ACK messages, absolutely no acknowledgment occurs by the client to these messages. Consequently, the resources of the server are consumed due to the occurrence of a large number of half-open connections. This process does not stop until the absolute consumption of the server’s resources, leaving no more capability of accepting any other requests of TCP connection. End-system methods have been recently suggested to protect against SYN flooding attacks. Nonetheless, these methods necessitate that the end-systems be modified. They are also unable to provide protection against those attacks proceeding with full TCP handshaking [3]. Furthermore, the researchers are still questioning the potential overhead that such end-system methods are able to introduce. A continuous threat to networks and computers connected to the internet is still posed by DoS attacks. In the computer crime and security survey reported by the crime scene investigation/federal bureau of investigation (CSI/FBI), 42% of the participants reported DoS attacks as a major issue. Financial setbacks resulting from DoS attacks constituted the second largest cause of loss of revenue, immediately ranked after the proprietary information theft [4].

WikiLeaks reported that it was targeted by a distributed denial of service (DDoS) attack that lasted for over longer than one week. The website stated it was subjected to a traffic flood of 10 gigabits per second, causing slowness and unresponsiveness [5]. The research gap in this paper is applying machine learning algorithms to automatically the process of predicting DoS and DDoS attacks such as "DDoS", "DoS Hulk", "DoS GoldenEye", "DoS Slowhttptest" and "DoS Slowloris". The rest of the paper is organized as follows; Section 2 delineates the related work. Section 3 describes the system design. Section 4 provides the results. Section 5 is conclusions.

2. RELATED WORK

Many studies have been involved in preventing DDoS attacks in recent times [6]. Such approaches are designed to aid a victim server to keep serving requests during the occurrence of attacks. Such approaches include those related to resource scaling, management, and relocation, as well as network-based mitigation methods specified by software. Moreover, there is several techniques solved abnormal attack [7]-[15], but this Dos attack need different technique to solve it. So that, we used different monitoring network attributes to distinguish between normal and abnormal attacks, such as source and destination IPs, destination and source ports, type of attack and protocols, and more behavior of packet.

As a mechanism of action, DoS attacks overwhelm websites, clog network connections, and render servers unavailable [5]. Wang et al. [16] proposed a DoS attacks detection method that acts on the victim side, the model worked by monitoring the network traffic packets on the primary victim server. Xiao et al. [17] detected DDoS attacks toward a data center by employing correlation analysis. This approach benefits from the correlation of flow information within the data center. It confers a mechanism that depends on K-Nearest Neighbor with correlation and r-polling model for the reduction of the overhead caused by the high density of the training dataset. Kalkan and Alagöz [18] proposed a mechanism to detect and filter DDoS attacks, depending upon the score value calculated for each incoming packet. The authors suggested a...
considerable increase in the success of system’s behavior toward legal and attack packets. Decision on whether the packet is legal or not is decided by the mechanism. The utilized input attributes included IP address, port number, protocol type, packet size, time to live (TTL) value, and TCP flag. Our proposed technique is different from the above model in terms of environment. Our proposed system works by analyzing messages sent from the client to the server with history packets. After that, the proposed algorithm decides to drop or forward the packet.

An approach that employs the advanced all repeated patterns detection (ARPaD) Algorithm was previously introduced, allowing all repeated patterns in a sequence to be detected. The proposed method allows readily acquiring the results related to all IP prefixes in a sequence of hits. Therefore, the network administrator receives an alarm when a potential DDoS attack is being developed. The results are based on several experiments [19].

A method to preliminary detects DDoS attacks via the classification of network conditions was proposed by Nguyen and Choi in 2010 [20], where key features served for the selection of a number of variables. Furthermore, they utilized the -nearest neighbor (-NN) approach for the classification of network conditions into the phases of DDoS attack. Moreover, Tsai and Lin [21] described a novel approach, called the triangle area based nearest approach, for the detection of DDoS attacks, which resulted in the improvement of accuracy and false positive rate (FPR) values. The concept of the DDoS attack and its influences on network traffic was introduced by Bhange et al. [22] in 2012. The authors investigated this attack via the analysis of network traffic the distribution, with the aim of distinguishing abnormal from normal network behavior. A highly sophisticated method for the detection of DoS attack, utilizing MCA, was introduced by Tan et al. in 2014 [23], proposing a novel detection system that depends on MCA for the protection of online services against DoS attacks. Also in 2014, a mathematical model was developed for the estimation of the combined influences of DDoS attack pattern and network environment on the attack. The model was designed by initially capturing the adjustment behaviors that belong to the victim TCPS congestion window.

3. SYSTEM DESIGN

Machine learning [24] is integral part of artificial intelligence that based on improving results through learning and experience. J48 represents an open-source Java implementation of the C4.5 algorithm in the Weka data-mining tool. C4.5 is software that is used to produce a decision tree depending on a labeled input dataset. C4.5 is commonly described as a statistical classifier, given the possibility of using the decision trees it generates for the purpose of classification [25]. Our proposed method adopts the machine learning classifies algorithm of type J48. The selected training samples include the benign and DDoS, DoS Hulk, DoS GoldenEye, DoS Slowhttptest and DoS Slowloris samples, captured by Sharafaldin et al. [26]. The proposed method contains benign and DoS attacks as network traffic samples. We tested the network in different behavioral of attack. So that, we know every label, when the network was ready, we captured it by using CICFlowMeter. The dataset labeled for every captured, we captured five of different the DoS attack dataset and one of benign dataset; we used this data set for training. Moreover, every sample includes many attributes, such as source and destination IPs, destination and source ports, type of attack and protocols, and more behavior of packet. The number of attributes for every sample is saved as a CSV file, is 79. We used 14400 samples for training and testing, 9600 samples for training and 4800 samples for testing. The training dataset we called it in the flowchart diagram as shown in Figure 1 is “first dataset”. The testing dataset we called it in the flowchart diagram as shown in Figure 1 is “second dataset”. In the training part, we divided 9600 for each of the benign and DDoS, DoS Hulk, DoS GoldenEye, DoS Slowhttptest, and DoS Slowloris, so each included 1600 samples. In the testing part, we divided 4800 for each of the benign and DDoS, DoS Hulk, DoS GoldenEye, DoS Slowhttptest, and DoS Slowloris, so each included 800 samples. The algorithm monitors the network to read 78 attributes without label attribute because it used for testing. When the number of samples is monitored by the algorithm and should reaches to 800 samples, the algorithm saves them as a second dataset without label. The algorithm changes and tests the label. The algorithm changed the sequence of the label (SoL) that starts from “benign”, “DDoS”, “DoS Hulk”, “DoS GoldenEye”, “DoS Slowhttptest” and ends with “DoS Slowloris”. After that, the algorithm finds the best result label (BRL), depending on the label that was changed as shown in Figure 2. If the high accuracy is labeled as benign, the algorithm continues to capture a new dataset; otherwise, it sends a warning of an attack, with the type of that attack. Approaches that include statistical analysis, machine learning, and data mining can be used in the detection of DDoS attack.
4. RESULTS

We tested our algorithm based on the samples that were collected with six datasets as shown in Table 1. The first tested result was that of the benign samples; the result stated that 782 samples are benign. Moreover, the algorithm classified 3 samples as DDoS, 2 as DoS Hulk, 2 as DoS GoldenEye, 10 as DoS Slowhttptest, and 1 as DoS Slowloris; where the classification accuracy of benign was 97.7 percentage.

The second tested result was that of the DDoS samples, where 798 samples were classified as DDoS. However, the algorithm also showed an incorrect classification, where it classified 2 samples as benign, where the classification accuracy of DDoS was 99.8 percentage. The third tested result was that of the DoS Hulk samples. The algorithm classified 799 samples as DoS Hulk. However, 1 sample was classified as benign; the classification accuracy for DoS Hulk was 99.9 percentage. The fourth tested was DoS GoldenEye, it was 800 samples; the classification accuracy was 100 percentage.

The fifth tested was DoS Slowhttptest, it was 794 of 800 samples were correctly classified; the accuracy was 99.3 percentage. However, 6 samples were incorrectly classified, among which 4 as DoS Slowloris and 1 sample as each of DoS GoldenEye and benign. Finally, the sixth tested was DoS Slowhttptest, it was 794 of 800 samples were correctly classified; the accuracy was 99.3 percentage. However, 6 samples were incorrectly classified, among which 4 as DoS Slowhttptest and 2 as benign.

Table 1. Result of proposed system

| Type of Sample  | Number of Samples | Benign | DDoS | DoS Hulk | DoS GoldenEye | DoS Slowhttptest | DoS Slowloris | Correct Classification |
|-----------------|-------------------|--------|------|----------|---------------|------------------|---------------|------------------------|
| Benign          | 800               | 782    | 3    | 2        | 2             | 10               | 1             | 97.8%                  |
| DDoS            | 800               | 2      | 799  | 0        | 0             | 0                | 0             | 99.8%                  |
| DoS Hulk        | 800               | 1      | 0    | 799      | 0             | 0                | 0             | 99.9%                  |
| DoS             | 800               | 0      | 0    | 0        | 800           | 0                | 0             | 100%                   |
| GoldenEye       | 800               | 1      | 0    | 0        | 1             | 794              | 4             | 99.3%                  |
| DoS Slowhttptest| 800               | 2      | 0    | 0        | 0             | 4                | 794           | 99.3%                  |
| DoS Slowloris   | 800               | 0      | 0    | 0        | 0             | 4                | 794           | 99.3%                  |
| Total of Correct Classification | 99.3% |

5. CONCLUSIONS

Our proposed machine learning classifier algorithm is of the type J48. We selected benign and DDoS, DoS Hulk, DoS GoldenEye, DoS Slowhttptest and DoS Slowloris samples for tested our proposed system. They were captured by using CICFlowMeter, five labeled as having one type of the five DoS labels, while one had the label of benign. Moreover, every sample included many attributes, including the source and destination IPs, destination and source ports, type of attack and protocols, and more behavior of packet. The formed collectively 79 attributes for every sample, which were saved as a CSV file. We tested our algorithm based on the samples collected with six datasets. Our results or all the selected cases showed the accuracy of proposed system was 99 percentage of correct classification. In the future work, we will test our algorithm in various mobile attacks such as scareware and SMS.
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