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Abstract
We consider the problem of helping agents improve by setting goals. Given a set of target skill levels, we assume each agent will try to improve from their initial skill level to the closest target level within reach (or do nothing if no target level is within reach). We consider two models: the common improvement capacity model, where agents have the same limit on how much they can improve, and the individualized improvement capacity model, where agents have individualized limits. Our goal is to optimize the target levels for social welfare and fairness objectives, where social welfare is defined as the total amount of improvement, and we consider fairness objectives when the agents belong to different underlying populations. We prove algorithmic, learning, and structural results for each model.

A key technical challenge of this problem is the non-monotonicity of social welfare in the set of target levels, i.e., adding a new target level may decrease the total amount of improvement; agents who previously tried hard to reach a distant target now have a closer target to reach and hence improve less. This especially presents a challenge when considering multiple groups because optimizing target levels in isolation for each group and outputting the union may result in arbitrarily low improvement for a group, failing the fairness objective. Considering these properties, we provide algorithms for optimal and near-optimal improvement for both social welfare and fairness objectives. These algorithmic results work for both the common and individualized improvement capacity models. Furthermore, despite the non-monotonicity property and interference of the target levels, we show a placement of target levels exists that is approximately optimal for the social welfare of each group. Unlike the algorithmic results, this structural statement only holds in the common improvement capacity model, and we illustrate counterexamples of this result in the individualized improvement capacity model. Finally, we extend our algorithms to learning settings where we have only sample access to the initial skill levels of agents.
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### Introduction

One of the principal practices in policy making is setting reasonable expectations for the groups or individuals involved in the policy. Whether it is in the context of public policy, education, or career development, a too low expectation (i.e., an easy-to-achieve goal) may be a cause for not improving at one’s capacity, while a too high expectation (i.e., an out-of-reach goal) may be discouraging to even make an attempt. To accommodate different levels of participants’ abilities, the policy-maker may consider different levels of expectations and design goals at various levels so that all (or most of) the participants have a goal within their reach but not too easily achieved. At the other side from the policy-maker are the participants who may view their goal as a mere requirement for accessing other benefits, e.g., increasing their chances of promotion or gaining freedom to pursue other opportunities. In this case, the individuals may choose an easy-to-achieve goal rather than aim for maximal improvement. Examples of such expectations include reading goals for youth, language proficiency goals for applicants, outreach activities for employers, etc.

In this work, we consider the problem of helping agents improve by setting goals. Given a set of target “skill levels”, we assume each agent will try to improve from their initial skill level to the closest target level within reach (or do nothing if no target level is within reach). The designer’s goal is to maximize the total improvement both with and without fairness considerations.

Mathematically, we formulate this problem as follows. There are \( n \) agents belonging to \( g \) distinct groups. Agent \( i \) has an initial skill level, \( p_i \in \mathbb{Z}_{\geq 0} \), and can increase their skill by at most \( \Delta_i \) which is called its “improvement capacity”. Given a set of target levels \( T \subset \mathbb{Z}_{\geq 0} \), agent \( i \) improves to the closest target \( \tau \in T \) such that \( \tau > p_i \) and \( \tau \leq p_i + \Delta_i \) if such target exists; otherwise it stays at \( p_i \).

This problem formulation gives rise to multiple challenges. First, optimizing improvement for a set of agents may conflict with another set. Consider a beginner-level agent (skill level \( B \)) and an intermediate-level (skill level \( I \)) agent. Agent \( I \) finds any level up to \( \tau_I \) within reach. Therefore, we need to design a project at level \( \tau_I \) for this agent to improve maximally. On the other hand, \( B \) has the capacity to improve until \( \tau_B \), where \( I < \tau_B < \tau_I \) – See Figure 1a. Now, consider both target levels \( \tau_B \) and \( \tau_I \). Since agent \( I \) now has a closer target of \( \tau_B \), this agent no longer achieves its maximum improvement, and only reaches skill level \( \tau_B \). Secondly, there is non-monotonicity in the placement of target levels, i.e., adding a new target to the current placement may decrease the total amount of improvement. Consider a beginner-level (\( B \)) and an intermediate-level (\( I \)) agent and a target, \( \tau \), achievable by both agents – See Figure 1b. Designing a new project at level \( \tau' \) between \( B \) and \( \tau \) decreases the total amount of improvement since one agent (if \( B < \tau' \leq I \)) or both agents (if \( I < \tau' < \tau \)) switch from improving to \( \tau \) to improving to \( \tau' \), which requires less improvement.

![Figure 1](image)

(a) Conflict in optimizing improvement. (b) Non-monotonicity in set of target levels.

---

\(^1\) We assume the policy-maker can disallow agent \( i \) from choosing a target \( \tau \leq p_i \). For example, in designing reading goals for grade-school students, the fifth graders are not allowed to choose materials from the second-grade level, although the reverse is allowed. Setting the base for each agent at their true skill level is an abstraction of our mathematical model.
Main Results. In this work, we consider algorithmic, fairness, and learning-theoretic formulations, where a set of optimal target levels must be found in the presence of effort-bounded agents. We use social welfare as the notion of efficiency and define it as the total amount of improvement. Also, we define social welfare for a given group as the amount of improvement that group achieves. We consider two models: (1) the common improvement capacity model, where agents have the same limit $\Delta$ on how much they can improve, and (2) the individualized improvement capacity model, where agents have individualized limits $\Delta_i$.

The main results of the paper are:

1. An efficient algorithm for placement of target levels to maximize social welfare. (Section 3)
2. An efficient algorithm for outputting the Pareto-optimal outcome for the social welfare of multiple groups. In particular, this can output the max-min fair solution that maximizes the minimum total improvement across groups. (Section 4)
3. A structural result on Pareto-optimal solutions: there exists a placement of target levels that simultaneously is approximately optimal for each group. More explicitly, when there are a constant number of groups, the total improvement for each group is a constant-factor approximation of the maximum improvement that we could provide that group if it were the only group under consideration. This is our main contribution. (Section 5)
4. An efficient learning algorithm for near-optimal placement of target levels. (Section 6)

The algorithmic results work for both the common and individualized improvement capacity models. However, the structural result only holds in the common improvement capacity model, and we illustrate examples where achieving any nontrivial fraction of optimal for all groups is not possible in the individualized capacity model.

Related work

Our work broadly falls under two general research areas: social welfare maximization in mechanism design and algorithmic fairness. Specifically, the closest topics to our paper are designing portfolios for consumers to minimize loss of returns [13], designing badges to steer users’ behavior [4], and the literature on strategic classification.

Closest to our work is Diana et al.[13] who consider a model where each agent has a risk tolerance, observed as a real number, and must be assigned to a portfolio with risk lower than what they can tolerate. The goal of the mechanism designer is to design a small number of portfolios that minimizes the sum of the differences between the agent’s risk tolerance and the risk of the portfolio they take; in other words, it minimizes the loss of returns. Since this is a minimization problem where each agent selects the closest target (portfolio) below their risk tolerance, adding any new target can only help with the objective function. Therefore, unlike our model, there is no conflict between targets, and the objective function is monotone in the set of targets.

Designing targets to incentivize agents to take specific actions is also a common feature of online communities and social media sites. In these platforms, there is a mechanism for rewarding user achievements based on a system of badges (similar to targets in our model) [4, 15, 5, 11, 12]. Among such papers, the closest to ours is Anderson et al.[4] who investigate how to optimally place badges in order to induce particular user behaviors, among other things. They consider a dynamic setting with a single user type interested in a particular distribution of actions and a mechanism designer whose objective is to set badges to motivate a different distribution of actions. Compared to our work, their model is more general in the sense that users can spend effort on different actions (improve in multiple dimensions), but also more specific, in the sense that there is only one user type; therefore, unlike our model there is no conflict between different users and adding more badges for the desired action always helps with steering the users in that direction (it is a monotone setting).
Another line of work that is relevant is strategic classification. In most cases, agents are fraudulently strategic, that is to say, game the decision-making model to get desired outcomes (see [18, 14, 20, 23, 1, 10, 16, 9, 26] among others). In other cases, in addition to actions only involving gaming the system, agents can also perform actions that truthfully change themselves to become truly qualified (see [21, 19, 3, 28, 22, 17, 7, 25, 8, 2] among others). In this paper, we assume agents only truthfully change themselves and, therefore, focus on incentivizing agents to improve as much as they can.

Within the combinatorial optimization literature, our work is related to the uncapacitated facility location (UFL) problem (see Chapter 4.5 of [27] for the problem definition). The main distinction between our problem and UFL is that the objective in UFL is to minimize the total distance traveled by the clients to reach their closest facility; whereas in our problem, the goal is to maximize the total distance traveled by agents to their closest target within reach.

Organization of the Paper

Section 2 formally introduces the general model settings and definitions used in the paper, and Section 3 provides an efficient algorithm for the problem of maximizing total improvement. Section 4 provides algorithms that output Pareto optimal solutions for groups’ social welfare, including a solution that maximizes the minimum improvement per group. Section 5 provides an algorithm that finds the best simultaneously approximately optimal improvement per group and show it provides a constant approximation when the number of groups is constant. In Section 6, we provide efficient learning algorithms which generalize the previous results to a setting where there is only sample access to agents, and Appendix E provides further extensions to our main problems. All missing proofs are deferred to the appendix.

2 Model and Preliminaries

There are $n$ agents $1, \ldots, n$. Agent $i$ is associated with two quantities: initial skill level, $p_i$, and improvement capacity, $\Delta_i$, which determines the maximum amount agent $i$ can improve its skill. For the majority of the paper, we assume $p_i$ and $\Delta_i$ belong to $\mathbb{Z}_{\geq 0}$; however, some of our results hold more generally for real numbers. We consider two different models. The common and the individualized improvement capacity models. In the first model, all agents have the same improvement capacity, i.e., $\Delta_i$ are equal across agents; we substitute $\Delta_i$ with $\Delta$ in this case. The second model is a generalization where $\Delta_i$ may have different values. We use $\Delta_{\text{max}} = \max\{\Delta_1, \ldots, \Delta_n\}$. Our solution is a finite set of target levels $T \subset \mathbb{Z}_{\geq 0}$. We assume we are given a maximum number of allowed target levels $k$ (if $k = n$, this is equivalent to allowing an unbounded number of target levels).

Agents behavior. Given target levels $T \subset \mathbb{Z}_{\geq 0}$, agent $i$ aims for the closest target above its initial skill if it can reach to that target given its improvement capacity. More formally, agent $i$ aims for $\min\{\tau \in T : p_i < \tau \leq p_i + \Delta_i\}$ if such $\tau$ exists and improves from $p_i$ to $\tau$. If no such target exists, agent $i$ does not improve and its final skill level remains the same as the initial skill level $p_i$.

We use social welfare (SW) as our notion of efficiency and define it as the total amount of improvement of agents.
Groups and fairness notion. Each agent belongs to one of $g$ distinct groups $G_1, \ldots, G_g$. Given any set of target levels, the social welfare of group $\ell$, $SW_\ell$, is defined as the total amount of improvement for agents in that group. We are interested in Pareto-optimal solutions for groups’ social welfare. A solution $T$ is Pareto-optimal (is on the Pareto frontier) if there does not exist $T’$ in which all groups gain at least as much social welfare, and one group gains strictly higher. In particular, the Pareto frontier includes the max-min solution that maximizes the minimum social welfare across groups. In this paper, we focus on two natural fairness notions: one is the max-min solution described above, and the other is the notion of simultaneous approximate optimality given below.

Definition 1 (Simultaneous $\alpha$-approximate optimality). A solution with at most $k$ targets is simultaneously approximately optimal for each group with approximation factor $0 \leq \alpha \leq 1$ if, for each group $\ell$, the social welfare of group $\ell$ is at least an $\alpha$ fraction of the maximum social welfare achievable for group $\ell$ using at most $k$ targets.

Observation 2 determines the potential positions of the targets in an optimal solution.

Observation 2. Without loss of optimality, the targets in an optimal solution are either at positions $p_i + \Delta_i$ or $p_i$ for some $i \in \{1, 2, \ldots, n\}$. Consider a solution where target $\tau$ does not satisfy this condition. By shifting $\tau$ to the right as long as it does not cross $p_i + \Delta_i$ or $p_i$ for any $i$, the total amount of improvement weakly increases: This transformation does not change the sets of agents that reach each target, and only increases the improvement of agents aiming for $\tau$.

Definition 3 ($T_p$). The set of potential optimal target levels, $T_p$, is $\bigcup_{i=1}^{n} \{p_i, p_i + \Delta_i\}$.

3 Maximizing Total Improvement

Algorithm 1 provides an efficient dynamic programming algorithm for finding a set of $k$ target levels that maximizes total improvement for a collection of $n$ agents. The recursion function $T(\tau, \kappa)$ finds the best set of at most $\kappa$ target levels for agents on or to the right of $\tau$. Recall that any target $\tau$ only affects the agents on its left, and agent $i$ such that $p_i < \tau$ never selects $\tau’ > \tau$ in presence of $\tau$. In the recursive step (item 3 in Algorithm 1), $T(\tau, \kappa)$ is optimized by picking a target $\tau’ > \tau$ that maximizes the total improvement achieved by $\tau’$ plus the total improvement achieved in the subproblem $T(\tau’ - \kappa, \kappa - 1)$.

Algorithm 1. Run dynamic program based on function $T$, defined below, that takes $\cup_i \{p_i\}$ and $k$ as input and outputs $T(\tau_{\min}, k)$, as the optimal improvement, and $S(\tau_{\min}, k)$, as the optimal set of targets; where $\tau_{\min} = \min\{\tau \in T_p\}$ and $\tau_{\max} = \max\{\tau \in T_p\}$. $T(\tau, \kappa)$ captures the maximum improvement possible for agents on or to the right of $\tau$ in $T_p$ when at most $\kappa$ target levels can be selected. Function $T$ is defined as follows.

1) For any $\tau \in T_p$, $T(\tau, 0) = 0$.
2) For any $1 \leq \kappa \leq k$, $T(\tau_{\max}, \kappa) = 0$.
3) For any $\tau \in T_p$, $\tau < \tau_{\max}$ and $1 \leq \kappa \leq k$:

$$T(\tau, \kappa) = \max_{\tau’ \in T_p, \tau < \tau’} \left( T(\tau’, \kappa - 1) + \sum_{\tau < \tau’ - p_i \leq \Delta_i} (\tau’ - p_i) \right)$$

$S(\tau, \kappa)$ keeps track of the optimal set of targets corresponding to $T(\tau, \kappa)$.

2 Although the results are presented for the total improvement objective, they also hold for the average improvement objective.
4 Pareto Optimality and Maximizing Minimum Improvement

Algorithm 2 provides a dynamic programming algorithm that constructs the Pareto frontier for groups’ social welfare. By iterating through all Pareto-optimal solutions, we can find the solution that maximizes minimum improvement across all groups in pseudo-polynomial time. In contrast to Algorithm 1 where the algorithm only needs to store an optimal solution for each subproblem, here for each subproblem the algorithm stores a set containing all g-tuples of groups’ improvements \((I_1, I_2, \cdots, I_g)\) that are simultaneously achievable for groups \(\{G_1, \cdots, G_g\}\).

**Theorem 4.** Algorithm 1 finds a set of targets that achieves the optimal social welfare (maximum total improvement) that is feasible using at most \(k\) targets given \(n\) agents. The algorithm runs in \(O(n^3)\).

**Algorithm 2.** Run dynamic program based on function \(T\), defined below, that takes \(\forall \ell \cup i \in G_\ell\{p_i\}\) and \(k\) as input and outputs \(T(\tau_{\text{min}}, k)\), as the Pareto-frontier improvement tuples, and \(S(\tau_{\text{min}}, k)\), as the Pareto-frontier sets of targets; where \(\tau_{\text{min}} = \min\{\tau \in T_p\}\) and \(\tau_{\text{max}} = \max\{\tau \in T_p\}\). \(T(\tau, k)\) constructs the Pareto frontier for groups’ social welfare for agents on or to the right of \(\tau\) in \(T_p\) when at most \(k\) target levels can be selected. Function \(T\) is defined as follows.

1) For any \(\tau \in T_p\), \(T(\tau, 0) = 0_g\).
2) For any \(1 \leq k \leq k\), \(T(\tau_{\text{max}}, k) = 0_g\).
3) For any \(\tau \in T_p\), \(\tau < \tau_{\text{max}}\) and \(1 \leq k \leq k\):

\[
T(\tau, k) = \left\{ \left( I_\ell + \sum_{\ell' < \ell', \tau' - p_i' \leq \Delta_i} 1_{\{i \in G_\ell\}}(\tau' - p_i) \right) \right\}_{\ell=1}^g, \text{ s.t. } (I_\ell)_{\ell=1}^g \in T(\tau', \kappa), \tau' \in T_p, \tau' > \tau
\]

All the dominated solutions are removed from \(T(\tau, k)\). \(S(\tau, k)\) stores the sets of targets corresponding to the improvement tuples in \(T(\tau, k)\).

**Theorem 5.** Algorithm 2 constructs the Pareto frontier for groups’ social welfare using at most \(k\) targets given \(n\) agents in \(g\) groups. When all \(p_i, \Delta_i\) values are integral, it has a time-complexity of \(O(n^{g+2}k^g\Delta_{\text{max}}^g)\), where \(\Delta_{\text{max}}\) is the maximum improvement capacity.

**Corollary 6.** There is an efficient algorithm that finds a set of at most \(k\) targets that maximizes minimum improvement across all groups, i.e., maximizing \(\min_{1 \leq \ell \leq g} SW_\ell\).

The algorithm mentioned in Corollary 6 is pseudo-polynomial since its time-complexity depends on the numeric value of \(\Delta_{\text{max}}\). Appendix C provides a Fully Polynomial Time Approximation Scheme (FPTAS) to maximize the minimum improvement across all groups for the setting where each group \(G_\ell\) has its own improvement capacity \(\Delta_\ell\). In the FPTAS, we assume that \(p_i, \Delta_i\) values are real numbers.

5 Simultaneous Approximate Optimality

In this section, we establish a structural result about the Pareto optimal solutions in the common improvement capacity model, and show there exists a simultaneously approximately optimal solution on the Pareto frontier, where the approximation factor depends on the number of groups. More specifically, given \(g\) groups, and limit \(k \geq g\) on the number of target levels, we provide Algorithm 3 whose improvement per group is simultaneously an \(\Omega(1/g^3)\) approximation of the optimal \(k\)-target solution for each group; implying a constant
approximation when the number of groups is constant. This result is of significance because natural outcomes such as the max-min fair solution and the union of group-optimal targets may lead to arbitrarily poor performance in terms of simultaneous approximate optimality – See Examples 10 and 11. This result only holds for the common improvement capacity model, and in Example 12, we show such a solution does not exist for the individualized improvement capacity model.

**Theorem 7.** Algorithm 3, given limit $k \geq g$ on the number of target levels, outputs a solution that is simultaneously $\Omega(1/g^3)$-approximately optimal for each group, in the common improvement capacity model. More specifically, it provides a solution such that for all $1 \leq \ell \leq g$, $SW_{\ell} \geq 1/(16g^3)OPT_{\ell}^g$, where $OPT_{\ell}^g$ is the optimal social welfare of group $\ell$ using at most $k$ target levels.

**Corollary 8.** There is an efficient algorithm to find a simultaneously $\alpha^*$-approximately optimal solution for each group in the common improvement capacity model, where $\alpha^*$, defined as the best approximation factor possible, is $\Omega(1/g^3)$.

We are not aware if $\Omega(1/g^3)$ is the best possible ratio; however, the following example shows there are no simultaneously approximately optimal solutions with approximation factor $> 1/g$.

**Example 9.** Let $\Delta = 1$. Suppose group $\ell \in \{1, 2, \ldots, g\}$ has a single agent at position $(\ell - 1)/g$; i.e., the agents are at $0, 1/g, \ldots, (g - 1)/g$. For each group, the optimal total improvement is 1 in isolation (independent of the limit on the number of targets). However, using any number of targets in total there are no solutions with $> 1/g$ improvement for all groups.

The following example shows that the max-min fair solution does not satisfy a simultaneous constant approximation per group even when there are only two groups.

**Example 10.** Let $\Delta = 1$. Group $A$ has $n$ agents; one agent at each position $1, 2, \ldots, n$. Group $B$ has $n$ agents in $k$ bundles of size $n/k$. The bundles of agents are at positions $n + 1 - k^2/n, \ldots, n + k - k^2/n$. The unique max-min solution has targets at $n - k + 1, n - k + 2, \ldots, n + 1$, and leads to $k$ total improvement for each group which is $k/n$ of the optimal total improvement for group $B$.

The following example shows solving the optimization problem separately per group and outputting the union of the targets can lead to arbitrarily low group improvement compared to the optimum.

**Example 11.** Suppose there are two groups $A$ and $B$ and no limit on the number of targets. Group $A$ has $n$ agents at positions $1, 3, 5, \ldots, 2n - 1$. Group $B$ has $n$ agents at positions $2 - \varepsilon, 4 - \varepsilon, \ldots, 2n - \varepsilon$. First, consider the common capacity model, where $\Delta = 1$. In this case, the optimal solution for group $A$ in isolation consists of targets at positions $\{2, 4, \ldots, 2n\}$ and the optimal solution for group $B$ is isolation is $\{3 - \varepsilon, 5 - \varepsilon, \ldots, 2n + 1 - \varepsilon\}$. Now, consider a solution that is the union of the targets in the two separate solution. Since each agent in group $B$ is in $\varepsilon$ proximity of a target from group $A$, the total improvement in group $B$ is $n\varepsilon$. Therefore, the total improvement in group $B$ can be arbitrarily close to 0. Next, consider the individualized capacity model, where agents in group $A$ have $\Delta_A = 1$, and agents in group $B$ have $\Delta_B = 1 + 2\varepsilon$. The optimal set of targets in isolation for group $A$ is $\{2, 4, \ldots, 2n\}$, and for group $B$ is $\{3 + \varepsilon, 5 + \varepsilon, \ldots, 2n + 1 + \varepsilon\}$. The union of these solutions result in $1 + (n - 1)\varepsilon$ for group $A$, and $n\varepsilon$ for group $B$ which are arbitrarily low compared to the optimum, which is simultaneously $\geq n(1 - \varepsilon)$ for group $A$ and $\geq n$ for group $B$.  

---

**FORC 2023**
The following example shows that if agents can improve by different amounts (the individualized improvement capacity model), then no approximation factor only as a function of $g$ of optimal improvement per group is possible.

**Example 12.** Suppose groups $A$ and $B$ each have a single agent at position 0. The agent in group $A$ has improvement capacity $\Delta_A = \varepsilon$ and the agent in group $B$ has improvement capacity $\Delta_B = 1$. The optimal total improvement in isolation for group $A$ is $\varepsilon$, and for group $B$ is 1. However, when considering both groups, no placement of targets with positive improvement for group $A$ leads to $> \varepsilon$ improvement for group $B$.

First, we describe a high-level overview of Algorithm 3 that proceeds in four main steps.

1. **Optimal targets in isolation.** Run Algorithm 1 separately for each group to find an optimal allocation of at most $\lceil k/g \rceil$ targets. Let $T_\ell$ be the output for group $\ell$.

2. **Distant targets in isolation.** Delete $3/4$ fraction of each set of target levels, $T_\ell$, such that (1) the distance between every two consecutive targets in each set is at least $2\Delta$ and (2) the new $T_\ell$ (after deletion) guarantees an $\Omega(1)$ approximation of the previous step when the targets for each group are considered in isolation. Section 5.2 below shows this is possible.

3. **Locally optimized distant targets in isolation.** For each $\ell$ and $\tau \in T_\ell$, consider the agents in group $\ell$ that afford to reach $\tau$ (agents in $G_\ell \cap [\tau - \Delta, \tau]$). Optimize $\tau$ to maximize the total improvement for this set of agents.

4. **Resolve interference of targets.** Consider sets of interfering targets. Relocate these targets locally to guarantee $\Omega(1/g^2)$ approximation per group compared to the previous step where each group was considered in isolation. Section 5.4 below shows this is possible.

### 5.1 Step 1: Optimal targets in isolation

At the end of step 1, $T_\ell$ is the optimal set of targets for $G_\ell$ in isolation. The following observation shows that without loss of optimality, we may assume the distance between every other target level is at least $\Delta$.

**Observation 13.** Consider a set of target levels $T : \tau_1 < \tau_2 < \ldots$. Suppose $\tau_{j+2} < \tau_j + \Delta$. By removing $\tau_{j+1}$, any agent with $\tau_j \leq p_i < \tau_{j+1}$ improves strictly more, and other agents improve the same amount. This weakly increases social welfare.

### 5.2 Step 2: Distant targets in isolation

Step 2 of the algorithm runs the following procedure for $T_\ell$.

**Definition 14 (Distant targets procedure).** Consider solution $T : \tau_1 < \tau_2 < \ldots$, where for all $j$, $\tau_{j+2} - \tau_j \geq \Delta$ as input to the following procedure.

- Partition $T$ into 4 parts, $P_1, P_2, P_3, P_4$, where $P_i =: \tau_i, \tau_{i+1}, \tau_{i+2}, \ldots$ Consider the part $P_i$ that introduces the highest improvement. Update $T$ to $P_i$ (and delete the rest).

Lemma 15 shows that at the end of this step, target levels in $T_\ell$ are $2\Delta$ apart, this step provides a 4-approximation compared to the previous step, and the number of targets designated to each group is at most $\lceil k/g \rceil$.

---

3 Although the total number of targets used in this step can be more than $k$, after the algorithm ends at most $k$ targets are being used in total.

4 Example 30, however, shows the distance between two consecutive targets may be arbitrarily smaller than $\Delta$. 
At the end of step 1, we optimize $T_\ell$, the set of targets for group $\ell$, by keeping the part with the highest improvement and deleting the rest. This modification is necessary for the next step. To do the optimization, we use Algorithm 1 for agents in $T_\ell$ and limit 1 on the number of targets. This procedure results in a set of targets $\ell$, where for all $\tau_j \in \ell$, agents in $\tau_j$ and $\tau_{j+4}$ have total improvement at least $1/4$, and $|\ell| \leq |\ell|/4$. Particularly, for $|\ell| \leq [k/g]$ where $k \geq g$, the number of final targets, $|\ell|$, is at most $[k/g]$.

**Proof.** Since the best out of 4 parts have been selected, the total improvement at the end of the procedure is at least 1/4 fraction of $I$. In addition, in the final set, every group of targets are indexed $\tau_j$ and $\tau_{j+4}$. Therefore, since originally for all $j$, $\tau_{j+2} - \tau_j \geq \Delta$, we have $\tau_{j+4} - \tau_j \geq 2\Delta$. Finally, since in each set of $\tau_j, \ldots, \tau_{j+4}$ exactly one target is selected, the final number of targets is at most $[|\ell|/4]$.

**5.3 Step 3: Locally optimized distant targets in isolation**

At the end of step 2, every two targets in $T_\ell$, the set of targets for group $\ell$, are at distance at least $2\Delta$. Consider only the targets and agents in group $\ell$. For each $\tau \in T_\ell$, agents in $[\tau - \Delta, \tau]$ improve to $\tau$ and the remaining agents do not improve. To continue with the algorithm, we first delete the agents that do not improve (and update $G_\ell$ accordingly). Then, we optimize $T_\ell$ for the set of agents that do improve. This modification is necessary for the next step. To do the optimization, we use Algorithm 1 for agents in $[\tau - \Delta, \tau]$ for any $\tau \in T_\ell$ and limit 1 on the number of targets, and replace $\tau$ with the output of the algorithm.
Setting Fair Incentives to Maximize Improvement

Lemma 16. At the end of step 3 in Algorithm 3, (i) the distance between every two targets in $T_k$ is at least $\Delta$; (ii) each target $\tau \in T_k$ is optimal, i.e., maximizes total improvement for the remaining agents in $G_k \cap [\tau - \Delta, \tau]$; and (iii) the total amount of improvement of $G_k$ using solution $T_k$ does not decrease compared to the previous step.

Proof. Let $\tau$ be a target at the beginning of step 3 and $\tau'$ be its replacement at the end of this step.

We first prove statement (i). First, we argue for agents in $[\tau - \Delta, \tau)$, the optimal target $\tau'$ belongs to $[\tau, \tau + \Delta]$. Intuitively, the reason is that all these agents afford to improve to $\tau$; therefore, a target smaller than $\tau$ is suboptimal. Also, none of the agents affords to improve beyond $\tau + \Delta$. More formally, if $\tau' < \tau$, agents in $[\tau - \Delta, \tau')$ improve less compared to a target at $\tau$ and agents in $[\tau', \tau)$ do not improve. On the other hand, if $\tau' > \tau + \Delta$, none of the agents can reach $\tau'$ and the total improvement for these agents will be 0. Therefore, at the end of this step, every target $\tau$ is replaced with $\tau' \in [\tau, \tau + \Delta]$. Now, by Observation 13 and Lemma 15, the distance between consecutive targets at the end of step 2 is at least $2\Delta$. Therefore, after the modification explained (shifting each target to the right by less than $\Delta$) this distance decreases by at most $\Delta$ and becomes at least $\Delta$.

Now, we move on to statement (ii). We need to argue if $\tau'$ is optimal for agents in $[\tau - \Delta, \tau)$, it is also optimal for agents in $[\tau' - \Delta, \tau')$. By Lemma 15, at the beginning of step 3, there are no targets in $(\tau, \tau + 2\Delta)$; more specifically, there are no targets for agents in $[\tau, \tau + \Delta]$ and these agents get eliminated in this step. Therefore, since $\tau'$ belongs to $[\tau, \tau + \Delta]$, as shown in the proof of statement (i), we only need to argue that if $\tau'$ is optimal for $[\tau - \Delta, \tau)$, it is also optimal for $[\tau' - \Delta, \tau')$. Suppose this was not the case, and there was another target $\tau''$ which was optimal for this set. Since the agents in $[\tau' - \Delta, \tau)$ are the only agents with positive amount of improvement for target $\tau'$, replacing $\tau'$ with $\tau''$ would result in higher improvement for the whole set of agents in $[\tau - \Delta, \tau)$ which is in contradiction with definition of $\tau'$.

Finally, we argue statement (iii). In step 3, we consider two sets of agents: those who do not improve in step 2, and those who do. The new targets in this step have been optimized for the second set and (weakly) increase their total improvement. Since the first set did not have any improvement in the first place, the total amount of improvement (for the first and second set) does not decrease in this step.

Next, we extract properties about optimal solutions. Since at the end of step 3, $T_k$ is optimal for $G_k$, we take advantage of these properties in the remaining steps of the algorithm. Lemma 17 shows that if $\tau$ is optimal for agents in $[\tau - \Delta, \tau)$, a considerable fraction of these agents reside in the left-most part of the interval. Lemma 18 shows that if $\tau$ is optimal for agents in $[\tau - \Delta, \tau)$, substituting $\tau$ with another target in this interval, far enough from the left endpoint, $\tau - \Delta$, guarantees a considerable fraction of the optimal improvement.

Lemma 17. Consider optimal target $\tau$ for the set of agents $A$ in $[\tau - \Delta, \tau)$ in absence of other targets. For each $0 \leq x \leq 1$, at least $x$ fraction of $A$ belong to $[\tau - \Delta, \tau - \Delta + x\Delta)$. In particular, at least $1/(2g)$ fraction of the agents are in $[\tau - \Delta, \tau - (2g - 1)/(2g)\Delta)$. 

Proof. Let $p_x$ be the fraction of agents in $A$ in $[\tau - \Delta, \tau - \Delta + x\Delta)$. Each of these agents is improving by at least $(1 - x)\Delta$. Therefore, the contribution of these agents to total improvement of $A$ is at least $p_x|A|(1 - x)\Delta$. Since $\tau$ is the optimal target, it introduces at least as much improvement as any other target, and in particular a target at $\tau' = \tau + x$. Consider the total improvement introduced by $\tau'$ compared to $\tau$ (in absence of target $\tau$). The contribution of the agents in $[\tau - \Delta, \tau - \Delta + x\Delta)$ to total improvement reduces to 0, but
the contribution of the agents in \([\tau - \Delta + x\Delta, \tau]\) increases by \((1 - p_x)|A|\Delta\). Since \(\tau\) is the optimal target, the loss of substituting it with \(\tau'\) is at least as much as the gain. Therefore, \(p_x(1 - x)\Delta \geq (1 - p_x)|x\Delta|\); which implies \(p_x \geq x\). ▶

Lemma 18. Consider optimal target \(\tau\) for agents \(A\) in \([\tau - \Delta, \tau]\) in absence of other targets. By relocating \(\tau\) to any point in \([\tau - \Delta + x\Delta, \tau]\), for \(0 < x \leq 1\), the total improvement of \(A\) is at least \(x^2/4\) of the optimum. In particular, by relocating \(\tau\) to any point in \([\tau - \Delta + \Delta/g, \tau]\), the total improvement is at least \(1/(4g^2)\) of the optimum.

Proof. Similar to the previous lemma, let \(p_{x/2}\) be the fraction of agents in \([\tau - \Delta, \tau - \Delta + (x/2)\Delta]\). After the relocation, each such agent improves by at least \((x/2)\Delta\); therefore, the contribution of these agents to total improvement is at least \(p_{x/2}|A|(x/2)\Delta\). The optimal total improvement is bounded by \(|A|\Delta\). Therefore, using \(p_{x/2} \geq x/2\), by Lemma 17, the total improvement after relocation is at least \(x^2/4\) of the optimum. ▶

5.4 Step 4: Resolve interference of targets

In this step, we consider the solutions for all groups together and resolve the interference of targets designed for different groups. As illustrated in Example 11, this interference can lead to arbitrarily low social welfare. To resolve this issue, we take advantage of sparsity of the targets designed for the same group (step 2) and optimality of \(T_\ell\) for \(G_\ell\) (step 3).

The main purpose of this step is to recover an approximation guarantee of the total improvement of each target in isolation at the end of step 3 by removing the interference among the targets. Particularly, for each target \(\tau \in T_\ell\) in isolation, we consider agents in \(G_\ell\) reaching to that, i.e., agents in interval \([\tau - \Delta, \tau]\). By Lemma 17, a considerable fraction of these agents are on the left-most side of the interval. And as shown in Lemma 18, as long as there exists a target far enough from the left endpoint we are in good shape. More precisely, if for all \(\tau\) at the beginning of this step, there is a target in the final solution in \([\tau - \Delta + \Delta/g, \tau]\) (property 1), and no targets in \((\tau - \Delta, \tau - \Delta + \Delta/g)\) (property 2), a \(1/(4g^2)\) fraction is achievable. The set of targets at the end of step 3 may fail to satisfy these properties, because there may be targets \(\tau' < \tau\) such that \(\tau'\) is not far enough from the left endpoint of the interval corresponding to \(\tau\); i.e., for \(s = \tau - \Delta, s < \tau' < s + \Delta/g\).

To resolve the interference among the targets, in step 4, we work as follows. First, we consider the left endpoints of improvement intervals corresponding to the targets; i.e., \(\forall \tau_j\), at the end of step 3, consider \(s_j = \tau_j - \Delta\). Then, we partition these left endpoints into maximal parts \(S_1, S_2, \ldots\), such that in each part, the distance between every two consecutive points is small, particularly, less than \(\Delta/g\). Using the sparsity of the targets (step 2) the number of points in each part is bounded. Finally, we design a new target \(\tau_j^*\) (defined formally below) corresponding to part \(S_i\), such that \(\tau_j^*\) is to the left of any \(S_j\) with \(j > i\), and at distance between \(\Delta/g\) and \(\Delta\) to the right of the points in \(S_i\) (satisfying properties 1 and 2). Using optimality of \(T_\ell\) for \(G_\ell\) (step 3) this results in the desired approximation factor. More formally, this step proceeds as follows.

1. Let \(T : \tau_1 < \tau_2 < \ldots\) be the union of the set of targets found at the end of step 3.
2. Construct \(S : s_1 < s_2 < \ldots\) from \(T\), such that \(\forall \tau_j \in T\), include \(s_j = \tau_j - \Delta\) in \(S\).
3. Partition \(S\) into the least number of parts of consecutive points: \(S_1, S_2, \ldots\), such that in each part \(S_i : s_u < s_{u+1} < \ldots < s_v\), each two consecutive points are at distance less than \(\Delta/g\); i.e., \(\forall s_r, s_{r+1} \in S_i, s_{r+1} - s_r < \Delta/g\). By construction of the first three steps (and as shown in the proof of Lemma 19), the number of points in each part is at most \(g\).
4. For each \(S_i : s_u < s_{u+1} < \ldots < s_v\), consider new target \(\tau_i^* = \min\{\tau_u, s_{v+1}\}\).
5. Output the set of new targets.
Lemma 19. Consider $T$ as the union of all solutions at the end of step 3. For all $\tau \in T$, consider the interval $[\tau - \Delta, \tau]$ which consists of agents that improve to target $\tau$ if it were the only target available. At the end of step 4, (i) there will be a target in $[\tau - \Delta + \Delta/g, \tau]$, and (ii) there will be no targets in $(\tau - \Delta, \tau - \Delta + \Delta/g)$.

Proof. Statement (i) is equivalent to (i”) for any $s \in S$, there will be a target in $[s + \Delta/g, s + \Delta)$; and statement (ii) is equivalent to (ii”) for any $s \in S$, there will be no targets in $(s, s + \Delta/g)$. We prove (i”) and (ii”).

We first show the size of each part is at most $g$; i.e. $\forall i, |S_i| \geq g$. The proof is by contradiction. Suppose there exists $|S_i| \geq g + 1$. Therefore, there exist $s_j < s_j' \in S_i$ and group index $\ell$, such that $s_\ell + \Delta, s_\ell' + \Delta \in T_\ell$, and all $s$ satisfying $s_j < s < s_j' \in S_i$ corresponding to targets in distinct groups other than $\ell$. Therefore, there are at most $g - 1$ such $s$. Hence, $s_\ell' - s_j < g \times \Delta/g = \Delta$, implying there are two targets in $T_\ell$ at distance strictly less than $\Delta$ which is in contradiction with Lemma 16.

Now, we prove statement (i”). In step 4, the final target corresponding to part $S_i$ : $s_u \leq s_{u+1} \leq \ldots \leq s_v$ is defined as $\tau^*_v = \min \{\tau_v, s_{u+1} \}$. By definition, $\tau^*_v \leq s_{u+1}$; therefore, it is (weakly) to the left of any $s_j$ for $j \geq v + 1$. Also, using $|S_i| \leq g$, $s_v < s_u + (g - 1)\Delta/g$, which implies $\tau_u - s_v > \Delta/g$, and since by definition, $s_{u+1} - s_v \geq \Delta/g$, both $s_{u+1}$ and $\tau_u$ are at least at distance $\Delta/g$ to the right of $s_v$ and any $s_j$ such that $j \leq v$. This proves statement (i”).

Finally, we prove (i”). In the proof of (ii”), we showed that $\tau^*_v \geq s_v + \Delta/g$ which implies $\tau^*_v \geq s + \Delta/g$, $\forall s \in S_i$. Therefore, it suffices to show $\tau^*_v \leq s_u + \Delta$, which then implies $\tau^*_v \leq s + \Delta$, $\forall s \in S_i$. The definition of $\tau^*_v$ directly implies $\tau^*_v \leq s_u + \Delta$. ▶

5.5 Putting everything together

Theorem 20. Algorithm 3, given $k \geq g$, provides a solution with at most $k$ number of targets, such that for all $1 \leq \ell \leq g$, $SW_\ell \geq 1/(16g^2)OPT_\ell^{\lfloor k/g \rfloor}$, where $OPT_\ell^k$ is the optimal social welfare of group $\ell$ using at most $k$ target levels. This statement holds in the common improvement capacity model.

Proof. By Observation 13 and Lemma 15, when the targets designed for each group are considered separately and in isolation, at the end of step 2, there are at most $\lfloor k/g \rfloor$ targets designed for group $\ell$ and the total improvement in this group is $1/4$-approximation of $OPT_\ell^{\lfloor k/g \rfloor}$. By Lemma 16, Lemma 18, and Lemma 19, we lose another $4g^2$ factor compared to step 2. In total, Algorithm 3 results in $SW_\ell \geq 1/(16g^2)OPT_\ell^{\lfloor k/g \rfloor}$, for all groups $1 \leq \ell \leq g$. Also, when $k \geq g$, the total number of targets is at most $g \lfloor k/g \rfloor \leq k$. ▶

Proof of Theorem 7. Given Theorem 20, it suffices to argue $OPT_\ell^{\lfloor k/g \rfloor} \geq OPT_\ell^k/g$; i.e., when the number of targets increases by a factor, here $g$, the optimal total improvement increases by at most that factor. The argument follows using the subadditivity of total improvement as a function of the set of targets. Specifically, consider the optimal $k$-target solution and an arbitrary partition with $g$ parts of size $\lfloor k/g \rfloor$ or $\lceil k/g \rceil$; by subadditivity, one of the parts provides at least $1/g$ of the total improvement. ▶

Proof of Corollary 8. Algorithm 2 in Section 4 outputs the Pareto frontier for groups’ social welfare. By definition, the solution provided in Algorithm 3 is dominated by a solution on the Pareto frontier. By computing the factor of simultaneous approximate optimality of each solution on the Pareto frontier, we find the solution that achieves the best simultaneous approximation factor $\alpha^*$, and by Theorem 7, this solution is simultaneously $\Omega(1/g^3)$-approximately optimal. ▶
Remark 21 (a weaker benchmark and a tighter gap). In contrast with Theorem 7 that measures the performance of Algorithm 3 with respect to the optimal $k$-target solution for each group (the notion of simultaneous approximate optimality), Theorem 20 measures the performance with respect to the optimal $[k/g]$-target solution for each group. Since the lower bound provided in Example 9 shows achieving better than $1/g$ of either of these benchmarks is not possible, there is only a factor $g$ gap in the performance of the algorithm and the lower bound with respect to the optimal $[k/g]$-target solution.

6 Generalization Guarantees

In this section, we generalize our results to a setting where we only have sample access to agents and provide sample complexity results. Section 6.1 provides a guarantee for the fairness objective in absence of fairness, and Section 6.1 provides a guarantee for the maximization objective.

6.1 Generalization Guarantees For the Maximization Objective

Suppose there is a distribution $\mathcal{D}$ over agents’ positions. Our goal is to find a set of $k$ targets $\mathcal{T}$ that maximizes expected improvement of an agent when we only have access to $n$ agents sampled from $\mathcal{D}$. For any distribution $\mathcal{D}$ over agents’ positions, we define $I_p(\mathcal{T}) = \mathbb{E}_{p \sim \mathcal{D}}[I_p(\mathcal{T})]$, where $I_p(\mathcal{T})$ captures the improvement of agent $p$ given the targets in $\mathcal{T}$. In Theorem 22, we provide a generalization guarantee that shows if we sample a set $S$ of size $n \geq \varepsilon^{-2}(\Delta_{\text{max}}^2(k \ln(k) + \ln(1/\delta)))$ drawn i.i.d from $\mathcal{D}$, then with probability at least $1 - \delta$, for all sets $\mathcal{T}$ of $k$ targets, we can bound the difference between average performance over $S$ and actual expected performance, such that $|I_S(\mathcal{T}) - I_\mathcal{D}(\mathcal{T})| \leq \mathcal{O}(\varepsilon)$. Formally, we show the following theorem holds:

Theorem 22 (Generalization of the maximization objective). Let $\mathcal{D}$ be a distribution over agents’ positions. For any $\varepsilon > 0$, $\delta > 0$, and number of targets $k$, if $S = \{p_i\}_{i=1}^n$ is drawn i.i.d. from $\mathcal{D}$ where $n \geq \varepsilon^{-2}\Delta_{\text{max}}^2(k \ln(k) + \ln(1/\delta))$, then with probability at least $1 - \delta$, for all sets $\mathcal{T}$ of $k$ targets, $|I_S(\mathcal{T}) - I_\mathcal{D}(\mathcal{T})| \leq \mathcal{O}(\varepsilon)$.

In particular, the solution $\mathcal{T}^*$ that maximizes improvement on $\mathcal{S}$, also maximizes improvement on $\mathcal{D}$ within an additive factor of $\mathcal{O}(\varepsilon)$.

In order to prove Theorem 22, we use two main ideas. First, using a framework developed by Balcan et al. [6], we bound the pseudo-dimension complexity of our improvement function. Then, using classic results from learning theory [24], we show how to translate pseudo-dimension bounds into generalization guarantees. The framework proposed by Balcan et al. [6] depends on the relationship between primal and dual functions. When the dual function is piece-wise constant, piece-wise linear or generally piece-wise structured, they show a general theorem that bounds the pseudo-dimension of the primal function. Formally pseudo-dimension is defined as following:

Definition 23 (Pollard’s Pseudo-Dimension). A class $\mathcal{F}$ of real-valued functions $P$-shatters a set of points $\mathcal{X} = \{x_1, x_2, \ldots, x_n\}$ if there exists a set of thresholds $\gamma_1, \gamma_2, \ldots, \gamma_n$ such that for every subset $T \subseteq \mathcal{X}$, there exists a function $f_T \in \mathcal{F}$ such that $f_T(x_i) \geq \gamma_i$ if and only if $x_i \in T$. In other words, all $2^n$ possible above/below patterns are achievable for targets $\gamma_1, \ldots, \gamma_n$. The pseudo-dimension of $\mathcal{F}$, denoted by $\text{PDim}(\mathcal{F})$, is the size of the largest set of points that $\mathcal{P}$-shatters.
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Balcan et al. [6] show when the dual function is piece-wise structured, the pseudo-dimension of the primal function gets bounded as follows:

**Theorem 24 (Bounding Pseudo-Dimension [6]).** Let \( \mathcal{U} = \{ u_\rho \mid \rho \in \mathcal{P} \subseteq \mathbb{R}^d \} \) be a class of utility functions defined over a d-dimensional parameter space. Suppose the dual class \( \mathcal{U}^* \) is \( (\mathcal{F}, \mathcal{G}, m) \)-piecewise decomposable, where the boundary functions \( \mathcal{G} = \{ f_{a, \theta} : \mathcal{U} \to \{0, 1\} \mid a \in \mathbb{R}^d, \theta \in \mathbb{R} \} \) are halfspace indicator functions \( g_{a, \theta} : u_\rho \mapsto \| a \cdot \rho + \theta \| \) and the piece functions \( \mathcal{F} = \{ f_{a, \theta} : \mathcal{U} \to \mathbb{R} \mid a \in \mathbb{R}^d, \theta \in \mathbb{R} \} \) are linear functions \( f_{a, \theta} : u_\rho \to a \cdot \rho + \theta \), and \( m \) shows the number of boundary functions. Then, \( \text{PDim}(\mathcal{U}) = \mathcal{O}(d \ln(dm)) \).

We use Theorem 24 to bound the pseudo-dimension of the improvement function.

**Lemma 25.** Let \( \mathcal{U} = \{ u_T : p \to u_T(p) \mid T \in \mathbb{R}^k, p \in \mathbb{R} \} \) be a set of functions, where each function defined by a set of \( k \) targets, takes as input a point \( p \in \mathbb{R} \) that captures an agent’s position, and outputs a number showing the improvement that the agent can make. Then, \( \text{PDim}(\mathcal{U}) = \mathcal{O}(k \ln(k)) \).

**Proof.** We use Theorem 24 to bound \( \text{PDim}(\mathcal{U}) \). First, we define the dual class of \( \mathcal{U} \) denoted by \( \mathcal{U}^* \). The function class \( \mathcal{U}^* = \{ u^*_p : T \to u_p(T) \mid T \in \mathbb{R}^k, p \in \mathbb{R} \} \) is a set of functions, where each function defined by an agent \( p \), takes as input a set \( T \in \mathbb{R}^k \) of \( k \) targets, and outputs the improvement that \( p \) can make given \( T \). Geometrically, in the dual space, there are \( k \) dimensions \( \tau_1, \ldots, \tau_k \), and each dimension is corresponding to one target. In order to use Theorem 24, we show that \( \mathcal{U}^* = (\mathcal{F}, \mathcal{G}, k) \) is piecewise-structured. The boundary functions in \( \mathcal{G} \) are defined as follows. If agent \( p \) improves to a target \( \tau_i \), then \( 0 < \tau_i - p \leq \Delta \), where \( \Delta \) is the improvement capacity of \( p \). Additionally, between all the targets within a distance of at most \( \Delta \), \( p \) improves to the closest one. For each pair of integers \( (i, j) \), where \( 1 \leq i, j \leq k \), we add the hyperplane \( \tau_i - \tau_j = 0 \) to \( \mathcal{G} \). Above this hyperplane is the region where \( \tau_i > \tau_j \), implying that \( \tau_i \) comes after \( \tau_j \). Below the hyperplane is the region where the ordering is reversed. In addition, for each target \( \tau_i \), we add the boundary functions \( \tau_i = p \) and \( \tau_i = p + \Delta \) to \( \mathcal{G} \). In the region between \( \tau_i = p \) and \( \tau_i = p + \Delta \), \( \tau_i \) is effective and the agent can improve to it. Now, the dual space is partitioned into a set of regions. In each region, either there exists a unique closest effective target \( (\tau_i) \), or all the targets are ineffective. In the former case, the improvement that the agent makes is a linear function of its distance from the closest effective target \( (f = \tau_i - p) \). In the latter case, the agent makes no improvement \( (f = 0) \). Therefore, the piece functions in \( \mathcal{F} \) are either constant or linear. Now, since the total number of boundary functions is \( m = \mathcal{O}(k^2) \) and the space is \( k \)-dimensional, using Theorem 24, \( \text{PDim}(\mathcal{U}) = \mathcal{O}(k \ln(k^2)) = \mathcal{O}(k \ln(k)) \).

Now, we are ready to prove Theorem 22.

**Proof.** Classic results from learning theory [24] show the following generalization guarantees: Suppose \([0, H]\) is the range of functions in hypothesis class \( \mathcal{H} \). For any \( \delta \in (0, 1) \), and any distribution \( \mathcal{D} \) over \( \mathcal{X} \), with probability \( 1 - \delta \) over the draw of \( S \sim \mathcal{D}^n \), for all functions \( h \in \mathcal{H} \), the difference between the average value of \( h \) over \( S \) and its expected value gets bounded as follows:

\[
\left| \frac{1}{n} \sum_{x \in S} h(x) - E_{y \sim \mathcal{D}}[h(y)] \right| = \mathcal{O}\left( H \sqrt{\frac{1}{n} \left( \text{PDim}(\mathcal{H}) + \ln(\frac{1}{\delta}) \right)} \right)
\]

\(^5\) If the input consists of \( k' \) targets where \( k' < k \), it resembles the case where \( k \) targets are used and \( k - k' \) of them are ineffective, i.e., are put at position \( \tau_{\min} \).
In the case of maximizing improvement, $H = \Delta_{\max}$ and $\text{PDim}({\mathcal{H}}) = \mathcal{O}(k \ln(k))$. By setting $n \geq \varepsilon^{-2} \Delta_{\max}^2 (k \ln(k) + \ln(1/\delta))$, with probability at least $1 - \delta$, the difference between the average performance over $S$ and the expected performance on $D$ gets upper-bounded by $\mathcal{O}(\varepsilon)$. ▷

6.2 Generalization Guarantees For Fairness Objectives

Suppose there is a distribution $D_\ell$ of agents’ positions for each group $\ell$. Let $D = \sum_{\ell=1}^g \alpha_\ell D_\ell$ be a weighted mixture of distributions $D_1, \ldots, D_g$. Let $\alpha_{\min} = \min_{1 \leq \ell \leq g} \alpha_\ell$. Suppose we have sampling access to $D$ and cannot directly sample from $D_1, \ldots, D_g$. Our goal is to derive generalization guarantees for different objective functions across multiple groups when we only have access to a set $S$ of $n$ agents sampled from distribution $D$. Let $I_G(T)$ denote the average improvement of agents in group $G \subseteq S$ given a set $T$ of $k$ targets. Let $I_{D_\ell}(T) = \text{EP}_{p \sim D_\ell}[I_p(T)]$, where $I_p(T)$ captures the improvement of agent $p$ given $T$. In Theorem 26, we show if we sample a set $S$ of $\mathcal{O}\left(\frac{\alpha^{-1}_{\min} (\varepsilon^{-2} \Delta_{\max}^2 (k \ln(k) + \ln(g/\delta)) + \ln(g/\delta))}{\delta/g}\right)$ examples drawn i.i.d. from $D$, then for all sets $T$ of $k$ targets and for all groups $\ell$, $|I_{G_\ell}(T) - I_{D_\ell}(T)| \leq \mathcal{O}(\varepsilon)$.

▷ Theorem 26 (Generalization across multiple groups). Let $D$ be a distribution over agents’ positions. For any $\varepsilon > 0$, $\delta > 0$, and number of targets $k$, if $S = \{p_i\}_{i=1}^n$ consisting of $g$ groups $\{G_{\ell}\}_{\ell=1}^g$ is drawn i.i.d. from $D$, where $n \geq (2/\alpha_{\min}) (\varepsilon^{-2} \Delta_{\max}^2 (k \ln(k) + \ln(2g/\delta)) + 4 \ln(2g/\delta))$, then with probability at least $1 - \delta$, for all sets $T$ of $k$ targets, for all groups $\ell$, $|I_{G_\ell}(T) - I_{D_\ell}(T)| \leq \mathcal{O}(\varepsilon)$.

Proof. Let $S$ be partitioned into $g$ groups where each group $G_\ell$ has size $n_\ell$. First, for each group $\ell$, let $A_\ell$ denote the event that $n_\ell \geq (n\alpha_\ell)/2$. Using Chernoff-Hoeffding bounds we have $\Pr[n_\ell < (n\alpha_\ell)/2] \leq e^{-n\alpha_\ell}/8 \leq \delta/(2g)$. The last inequality holds since $n \geq 8 \ln(2g/\delta)/\alpha_\ell$.

Next, for each group $\ell$, let $B_\ell$ denote the event that $|I_{G_\ell}(T) - I_{D_\ell}(T)| \leq \mathcal{O}(\varepsilon)$, then:

$$\Pr[B_\ell] \geq \Pr[B_\ell \cap A_\ell] = \Pr[B_\ell \mid A_\ell] \cdot \Pr[A_\ell] \geq (1 - \delta/(2g))(1 - \delta/(2g)) \geq (1 - \delta/g) \quad (1)$$

In the above statement, inequality $\Pr[B_\ell \mid A_\ell] \geq (1 - \delta/(2g))$ holds since given $A_\ell$ happens, then $n_\ell \geq \varepsilon^{-2} \Delta_{\max}^2 (k \ln(k) + \ln(2g/\delta))$, and by Theorem 22, event $B_\ell$ happens with probability at least $1 - \delta/(2g)$. Now, by Equation (1), $\Pr[B_\ell] \geq 1 - \delta/g$. By applying a union bound, event $B_\ell$ happens with probability at least $1 - \delta$ for any group $\ell$. ▷

In particular, solution $T^*$ satisfying one of the fairness notions considered in this paper, e.g., simultaneous approximate optimality or maximizing minimum improvement across groups, on input $S$, achieves a performance guarantee within an additive factor of $\mathcal{O}(\varepsilon)$ on inputs drawn from $D$.
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A Missing Proofs of Theorem 3

A.1 Proof of Theorem 4

Theorem 4. Algorithm 1 finds a set of targets that achieves the optimal social welfare (maximum total improvement) that is feasible using at most $k$ targets given $n$ agents. The algorithm runs in $O(n^3)$.

Proof. Proof of correctness follows by induction. Suppose that the value computed for all $T(\tau', \kappa')$ where $(\tau', \kappa') < (\tau, \kappa)$ is correct. Here “<” means $(\tau', \kappa')$ is computed before $(\tau, \kappa)$ which is when $\kappa' < \kappa$ and $\tau' \geq \tau$. First, if either $\tau = \tau_{\text{max}}$ or $\kappa = 0$, the induction hypothesis holds since $T(\tau_{\text{max}}, \kappa) = 0$ for all $1 \leq \kappa \leq k$, and $T(\tau, 0) = 0$, for all $\tau \in T_p$. To show the inductive step holds note that the algorithm considers the optimal value for $T(\tau, \kappa)$ as the maximum of the $T(\tau', \kappa - 1) + \sum_{\tau \leq \rho_i < \tau' \text{ s.t. } \rho_i - p_i \leq \Delta_i} (\tau' - p_i)$ over all the possible placements of the leftmost target $\tau'$. Since $T(\tau', \kappa - 1)$ is computed correctly by the induction hypothesis and all the possible placements of the leftmost target are considered, the value obtained at $T(\tau, \kappa)$ is optimal and correct.

Now we proceed to bounding the time complexity. There are $O(nk)$ subproblems to be computed. Consider a pre-computation stage where $\sum_{\tau \leq \rho_i < \tau' \text{ s.t. } \rho_i - p_i \leq \Delta_i}$ is computed for all pairs of $\tau, \tau' \in T_p$. This stage takes $O(n^3)$ time. Computation of each subproblem $T(\tau, \kappa)$ for all $\tau \in T_p$ and $1 \leq \kappa \leq k$ requires $O(n)$ operations. This is because to compute max in property 3), we compute $T(\tau', \kappa - 1) + \sum_{\tau \leq \rho_i < \tau' \text{ s.t. } \rho_i - p_i \leq \Delta_i}$ for $O(n)$ potential target levels greater than $\tau$, for which each takes $O(1)$ time. Since there are $O(nk)$ subproblems, the running time of the algorithm is $O(n^2k + n^3) = O(n^3)$.

B Missing Proofs of Section 4

B.1 Proof of Theorem 5

Theorem 5. Algorithm 2 constructs the Pareto frontier for groups’ social welfare using at most $k$ targets given $n$ agents in $g$ groups, and has a running time of $O(n^{g+2}kg\Delta_{\text{max}}^g)$, where $\Delta_{\text{max}}$ is the maximum improvement capacity.

Proof. Proof of correctness follows by induction and it is along the same lines as proof of Algorithm 1. Suppose that Pareto-frontiers constructed for all $T(\tau', \kappa')$ where $(\tau', \kappa') < (\tau, \kappa)$ is correct. Here “<” means $(\tau', \kappa')$ is computed before $(\tau, \kappa)$ which is when $\kappa' < \kappa$ and $\tau' \geq \tau$. First, if either $\tau = \tau_{\text{max}}$ or $\kappa = 0$, the induction hypothesis holds since $T(\tau_{\text{max}}, \kappa) = 0$ for all $1 \leq \kappa \leq k$, and $T(\tau, 0) = 0$, for all $\tau \in T_p$. The inductive step holds since the algorithm considers all the possible placement of the leftmost target $\tau'$. Since $T(\tau', \kappa - 1)$ is computed correctly by the induction hypothesis and all the possible placements of the leftmost target are considered, the Pareto-frontier constructed at $T(\tau, \kappa)$ is correct.

Now we proceed to bounding the time complexity. Initially, in a pre-computation stage, for each pair of targets $\tau, \tau' \in T_p$, $\sum_{\tau \leq \rho_i < \tau' \text{ s.t. } \rho_i - p_i \leq \Delta_i}$ is pre-computed for all groups and is stored in a tuple of size $g$. This stage can be done in $O(n^3)$. Each set $T(\tau, \kappa)$ has size at most $(n\Delta_{\text{max}} + 1)^g$, since each individual can move for one of the values $\{0, \cdots, \Delta_{\text{max}}\}$ and therefore, the total improvement in each group is one of the values $\{0, \cdots, n\Delta_{\text{max}}\}$. At each step of the recurrence, given the information stored in the pre-computation stage, the summation can be computed in $O(g)$. When computing a subproblem $T(\tau, \kappa)$, the recurrence searches over $O(n)$ targets $\tau' \in T_p$, and at most $(n\Delta_{\text{max}} + 1)^g$ tuples of group improvement in $T(\tau', \kappa - 1)$. As a result, solving each subproblem takes $O(gn(n\Delta_{\text{max}})^g)$. The total number of subproblems that need to get solved is $O(nk)$. Therefore, the total running time of the algorithm is $O(n^{g+2}kg\Delta_{\text{max}}^g + n^3) = O(n^{g+2}kg\Delta_{\text{max}}^g)$. □
B.2 Proof of Corollary 6

**Corollary 6.** There is an efficient algorithm that finds a set of at most \( k \) targets that maximizes minimum improvement across all groups, i.e., maximizing \( \min_{1 \leq \ell \leq g} SW_{\ell} \).

**Proof.** Algorithm 2 constructs the Pareto frontier for groups’ social welfare. By iterating through all Pareto-optimal solutions, we can find the solution that maximizes the minimum improvement across all groups. There are at most \((n\Delta_{\text{max}} + 1)^g\) Pareto-optimal solutions. Finding the minimum improvement in each solution takes \( O(g) \). Therefore, in total, finding the solution that maximizes the minimum improvement across all groups takes \( O(g(n\Delta_{\text{max}})^g) \). ▶

C An FPTAS for Maximizing Minimum Group Improvement

In this section, we present a Fully Polynomial Time Approximation Scheme (FPTAS) to maximize minimum improvement across all groups. Here, we assume that each group \( \ell \) has its own improvement capacity \( \Delta_{\ell} \). The algorithm finds a set of at most \( k \) targets that approximates the max-min objective within a factor of \( 1 - \varepsilon \) for any arbitrary value of \( \varepsilon > 0 \). Here, we relax the assumption on the integrality of \( p_i, \Delta_i \) values needed for the running time guarantee in Theorem 5, and suppose all \( p_i, \Delta_i \) values are real numbers. Similar to the dynamic program based on Algorithm 2, for each subproblem, a set containing all \( g \)-tuples of improvements \((I_1, I_2, \cdots, I_g)\) that are simultaneously achievable for all groups is stored. However, computing all such tuples takes exponential time since \( \sum_{i=1}^{k} (2^n) \) possible cases of targets’ placements need to be considered. Therefore, we discretize the set of all possible improvements for this problem by rounding all the improvement tuples, and develop an FPTAS algorithm. The recurrence for the dynamic program is given in Algorithm 4. The algorithm runs efficiently when the number of groups is a constant.

**Algorithm 4.** The algorithm considers two separate cases of \( k < g \), and \( k \geq g \). For the \( k \geq g \) case, the algorithm finds a set of \( k \) targets that approximates the max-min objective within a factor of \( 1 - \varepsilon \) for any arbitrary value of \( \varepsilon > 0 \). For the \( k < g \) case, it finds an optimal solution for the max-min objective.

For the \( k \geq g \) case, there exists an FPTAS for the max-min objective as follows. First, run a dynamic program using the following recursive function to get a set of Pareto-optimal solutions. In this Pareto-frontier, we show the solution that maximizes minimum improvement across all groups, gives a \((1 - \varepsilon)\)-approximation for the max-min objective. In the recurrence, \( \mu_{\ell} = \varepsilon \Delta_{\ell}/(16kg^3) \) for \( 1 \leq \ell \leq g \), and \( \Delta_{\ell} \) is the improvement capacity of agents in group \( \ell \).

\[
F(\tau', k') = \left\{ \left( \mu_{\ell}, \frac{I_{\ell}' + \sum_{\tau' \leq p_i < \tau} \left\{ i \in G_{\ell} \right\} (\tau - p_i)}{\mu_{\ell}} \right)_{i=1}^{g} \mid \begin{array}{c}
\text{s.t. } (I_{\ell}')_{\ell=1}^{g} \in F(\tau, k' - 1), \tau \in T_{p}, \tau \geq \tau' \\
\end{array} \right\}
\]

Intuitively, \( F(\tau', k') \) stores the rounded down values of the feasible tuples of group improvements when all agents on or to the right of \( \tau' \) are available and \( k' \) targets are used. The corresponding set of targets used to construct the improvement tuples in \( F(\tau', k') \) is kept in a hash table \( S(\tau', k') \), whose keys are the improvement tuples in \( F(\tau', k') \). The dynamic program ends after computing \( F(\tau_{\text{min}}, k) \) and \( S(\tau_{\text{min}}, k) \). At the end, we output the set of targets in \( S(\tau_{\text{min}}, k) \) corresponding to the improvement tuple that maximizes the improvement of the worst-off group. Lemma 27 shows that this algorithm gives a \((1 - \varepsilon)\)-approximation for the max-min objective when \( k \geq g \).
When \( k < g \), for each subset of \( T_p \) of size at most \( k \) that is corresponding to a placement of targets, we store its corresponding improvement tuple. Next, we iterate through all improvement tuples and output the one that maximizes minimum improvement.

- **Lemma 27.** Algorithm 4 gives a \((1 - \varepsilon)\)-approximation for the max-min objective when \( k \geq g \).

  **Proof.** The proof is by induction. Consider an improvement tuple \((I_1, \ldots, I_g)\) corresponding to an arbitrary set of \( k \) targets, and let \((I'_1, \ldots, I'_g)\) denote the rounded down values where \( I'_\ell = \mu_\ell \lfloor \frac{I_\ell}{\mu_\ell} \rfloor \) for all \( 1 \leq \ell \leq g \). Suppose that for all \( 1 \leq \ell \leq g \), \( I'_\ell \geq I_\ell - (k - 1)\mu_\ell \).

  Now consider an improvement tuple \((J_1, \ldots, J_g)\) corresponding to an arbitrary set of \( k \) targets. For each \( 1 \leq \ell \leq g \), let \( J'_\ell = \mu_\ell \lfloor \frac{J_\ell}{\mu_\ell} \rfloor \). We show that for each \( 1 \leq \ell \leq g \), \( J'_\ell \geq J_\ell - k\mu_\ell \).

  Therefore, for each set of \( k \) targets, the rounded improvement of each group \( \ell \) stored in the table is within an additive factor of \( k\mu_\ell = \varepsilon \Delta_\ell / (16g^3) \) of its true improvement. We argue that in the solution returned by the algorithm, improvement of each group is at least \((1 - \varepsilon)OPT\).

  First, when \( k \geq 1 \), each group can improve for at least \( \Delta_\ell \) by setting a target within a distance of \( \Delta_\ell \) from its rightmost agent. Now, using Theorem 7 when \( k \geq g \), there exists a solution that is simultaneously \( 1/(16g^3) \)-optimal for all groups. Therefore, the optimum value of the max-min objective is at least \( OPT \geq \Delta_\ell / (16g^3) \) for all \( 1 \leq \ell \leq g \). Therefore, for each solution consisting of \( k \) targets, the rounded improvement of each group is within an additive factor of \( \varepsilon OPT \) of its true improvement. As a result, the minimum group improvement in the returned solution is at least \((1 - \varepsilon)OPT\).

In the following, we bound the approximation factor of our algorithm in both cases of \( k \geq g \) and \( k < g \).

- **Corollary 28.** Algorithm 4 described above gives a \((1 - \varepsilon)\)-approximation for the max-min objective.

  **Proof.** For the case of \( k \geq g \), by Lemma 27 the algorithm outputs a \((1 - \varepsilon)\)-approximation. For \( k < g \), it outputs an optimum solution. Therefore, in total, it gives a \((1 - \varepsilon)\)-approximation for the max-min objective.

In the following, we bound the time-complexity of the algorithm.

- **Theorem 29.** Algorithm 4 has a running time of \( O(n^g + 2k^g + 1g^3\varepsilon^3 + 1) \).

  **Proof.** Initially, in a pre-computation stage, for each pair of targets \( \tau, \tau' \in T_p \), \( \sum_{\tau' \leq \tau', \tau' \in T_p} \tau - p_\ell \geq \sum_{\tau' \leq \tau', \tau' \leq \tau} \sum_{\tau' \leq \tau, \tau' \in T_p} \{ i \in G_\ell \} \{ \tau - p_\ell \} \) is pre-computed for all pairs and is stored in a tuple of size \( g \). This stage can be done in \( O(n^3) \). Now, first consider the case where \( k \geq g \). We show the dynamic programming algorithm using recurrence \( F(\tau', k') \) has a running time of \( O(n^g + 2k^g + 1g^3\varepsilon^3 + 1) \). Each set \( \Phi(\tau', k') \) has size at most \( \prod_{\ell=1}^{g} (n \Delta_\ell / \mu_\ell) = (16nk^g / \varepsilon)^g \). At each step of the recurrence, given the information stored in the pre-computation stage, the summation can be computed in \( O(g) \). When computing \( F(\tau', k') \), the recurrence searches over \( O(n) \) targets \( \tau \in T_p \), and at most
\[\prod_{i=1}^{g}(n\Delta_i/\mu)^g = (16nk^g/\varepsilon)^g\] tuples of group improvement in \(\mathcal{F}(\tau, k')\). As a result, solving each subproblem takes \(O(nqk^g/\varepsilon)^g\). The total number of subproblems that need to get solved is \(O(nk)\). Therefore, the total running time of computing \(\mathcal{F}(\tau_{\text{min}}, k)\) is \(O(n^g k^{g+1} g^{3g+1}/\varepsilon^g)\).

Next, consider the case where \(k < g\). The algorithm considers \(O(n^g)\) placements of targets. Given the pre-computation stage, computing the improvement tuple corresponding to each placement of targets takes \(O(kg)\). As a result, this case takes \(O(kg^2)\).

Therefore, the total running time of algorithm is \(O(n^3 + n^{g+2} k^{g+1} g^{3g+1}/\varepsilon^g + kg^2) = O(n^{g+2} k^{g+1} g^{3g+1}/\varepsilon^g)\). \(\blacksquare\)

D Distance between consecutive target levels

Observation 13 shows it is without loss of optimality to assume the distance between every other targets is at least \(\Delta\) in the common improvement capacity model. The following example investigates this property for consecutive targets, and shows an instance where the distance between two consecutive targets is arbitrarily small compared to \(\Delta\) in the optimal solution.

\begin{itemize}
  \item \textbf{Example 30.} Suppose \(\Delta = 1\) and there is no limit on the number of targets. Suppose there is an agent at position 0, an agent at position 1, and \(m\) agents at position 1 + 1/\(m\). The optimal solution is \(T = \{\tau_1 = 1, \tau_2 = 1 + 1/m, \tau_3 = 2 + 1/m\}\). As \(m \to \infty\), the distance between \(\tau_1\) and \(\tau_2\) approaches 0.
\end{itemize}

E Extensions and Open Problems

E.1 Extension 1: A lower bound on the number of agents that improve

Consider Algorithm 1 whose goal is to find a set of at most \(k\) target levels that maximizes the total improvement for a collection of \(n\) agents. It is possible that the solution of this algorithm focuses on a small fraction of the agents and does not help many agents to improve. In Algorithm 5, we show how to modify Algorithm 1 to ensure at least \(n_{\text{th}}\) agents improve.

The main idea for the recursive step (item 4 in Algorithm 5) is to first consider the potential leftmost targets \(\tau'\) > \(\tau\), let \(x\) denote the number of agents that are within reach to \(\tau'\), and use the smaller subproblem of finding the optimal targets for agents on or to the right of \(\tau'\) with one less available target level and an updated lower bound of \(\eta - x\), i.e., \(\mathcal{S}(\tau', \kappa - 1, \eta - x)\). We add the performance of each potential leftmost target to the optimal improvement of the remaining subproblem and pick the leftmost target that maximizes this summation.

\begin{itemize}
  \item \textbf{Algorithm 5.} Run dynamic program based on function \(\mathcal{S}\), defined below, that takes \(\cup_i \{p_i\}\) and \(k\) as input and outputs \(\mathcal{S}(\tau_{\text{min}}, k, n_{\text{th}})\), as the optimal set of targets; where \(\tau_{\text{min}} = \min\{\tau \in T_p\}\) and \(\tau_{\text{max}} = \max\{\tau \in T_p\}\). \(\mathcal{S}(\tau, \kappa, \eta)\) captures the maximum improvement possible for agents on or to the right of \(\tau \in T_p\) when \(\kappa\) target levels can be selected and at least \(\eta\) agents need to improve. If \(\mathcal{S}(\tau_{\text{min}}, k, n_{\text{th}}) = -\infty\) then incentivizing at least \(n_{\text{th}}\) agents to improve is impossible. Function \(\mathcal{S}\) is defined as follows.
  \begin{enumerate}
    \item For any \(\tau \in T_p, \eta \geq 1\), we have \(\mathcal{S}(\tau, 0, \eta) = -\infty\).
    \item For any \(1 \leq \kappa \leq k, \eta \geq 1\), \(\mathcal{S}(\tau_{\text{max}}, \kappa, \eta) = -\infty\), where \(\tau_{\text{max}} = \max\{\tau \in T_p\}\). This holds since no agents can improve to \(\tau_{\text{max}}\) however at least \(\eta\) agents to the right of \(\tau_{\text{max}}\) need to improve which is a contradiction.
  \end{enumerate}
\end{itemize}
3) For any \( \tau \in T_p, 0 \leq \kappa \leq k, \eta \leq 0 \), \( S(\tau, \kappa, \eta) = T(\tau, \kappa) \) where function \( T \) is defined in Algorithm 1.

4) For any \( \tau \in T_p, \tau < \tau_{\text{max}}, 1 \leq \kappa \leq k, \) and \( 1 \leq \eta \leq n \):

\[
S(\tau, \kappa, \eta) = \max_{\tau' \in T_p} \left( S(\tau', \kappa - 1, \eta - 1 \mid \tau \leq p_i < \tau' \text{ s.t. } \tau' - p_i \leq \Delta_i) \right) + \sum_{s.t. \tau \leq p_i < \tau' \text{ s.t. } \tau' - p_i \leq \Delta_i} (\tau' - p_i)
\]

\( S'(\tau, \kappa, \eta) \) keeps track of the optimal set of targets corresponding to \( S(\tau, \kappa, \eta) \).

E.2 Extension 2: Optimizing the number of target levels

The nonmonotonicity property may make adding a new target level to the current placement reduce the maximum improvement (see Figure 1b), or wasteful if we place the new target level somewhere no agent can reach or on top of an existing target. Therefore, when considering \( k = 1, 2, \ldots, n \), it is possible that the maximum total improvement is achieved at \( k < n \). Using the dynamic program based on Algorithm 1 we can find the minimum value of \( k \) that satisfies this property and minimizes the number of targets subject to achieving maximum total improvement. Furthermore, by finding the total amount of improvement for different values of \( k \), the principal can decide how many targets are sufficient to achieve a desirable total improvement (bi-criteria objective).

E.3 Open Problem: Tightening the approximation gap

Algorithm 3, as stated in Theorem 7, provides an \( \Omega(1/g^3) \)-approximation simultaneous guarantee compared to the optimal solution for each group using at most \( k \) targets; and as stated in Theorem 20, provides an \( \Omega(1/g^2) \)-approximation simultaneous guarantee compared to the optimal solution for each group using at most \( \lceil k/g \rceil \) targets. Example 9, on the other hand, shows an instance where no solutions with \( > 1/g \) simultaneous approximation for the groups is possible for either of the benchmarks. Therefore, there is a gap of \( O(g^2) \) for the first, and a gap of \( O(g) \) for the second benchmark. Finding the optimal order of approximation guarantees for these benchmarks and tight lower bounds are the main problems left open by our work.