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Fixação dos preços na Colômbia: evidência de micro-dados do índice de preços do produtor

Juan Manuel Julio; Héctor Manuel Zárate

Usando uma base de dados única, a qual contém os reportes de preços utilizados para o cômputo do índice de preços do produtor (IPP) desde junho de 1999 até outubro de 2006, neste trabalho exploramos a maneira como os produtores e importadores colombianos fixam os seus preços. Nos enfocamos em cinco perguntas, a saber: 1) são os preços rígidos ou flexíveis?; 2) é mais provável um incremento que uma diminuição de preços?; 3) estão sincronizadas as mudanças dos preços?; 4) a regra de fixação de preços dependem de fatores de estado ou de tempo?; e 5) são grandes as atualizações dos preços? As respostas a estas perguntas provêm a micro-fundamentação para o desenho da política monetária neste país.
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Fijación de los precios en Colombia: evidencia de micro datos del IPP
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Usando una base de datos única que contiene los reportes de precios utilizados para el cómputo del índice de precios al productor (IPP) desde junio de 1999 hasta octubre de 2006, en este trabajo exploramos la manera como los productores e importadores colombianos fijan sus precios. Nos enfocamos en cinco preguntas, a saber: 1) ¿son los precios rigidos o flexibles? 2) ¿Es más probable un incremento que una disminución de precios? 3) ¿Están sincronizados los cambios de los precios? 4) ¿La regla de fijación de precios es dependiente de factores de estado o de tiempo? 5) ¿Son grandes las actualizaciones de los precios? Las respuestas a estas preguntas proveen la microfundamentación para el diseño de la política monetaria en este país.
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In this paper we explore the price setting behavior of Colombian producers and importers using a unique database containing the monthly price reports underlying the Colombian PPI from Jun-1999 to Oct-2006. We focus on five particular questions: 1. Are prices sticky or flexible? 2. Is a price increase more likely than a decrease? 3. Are price changes synchronized? 4. Is the pricing rule state or time dependent? 5. Are price changes sizable? Answers to these questions provide some of the micro fundamentals for the design of monetary policy in this country.
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I. INTRODUCTION

The assumption that prices are sticky has become an important factor in the design of monetary policy models. In fact, theoretical studies have shown that the degree of price flexibility has an important effect on the response of key variables to economic innovations.\(^1\) Therefore, price stickiness is an important source of short to medium term non neutrality in monetary policy models. See Bils and Klenow (2004), Taylor (1980) and Rothemberg (1982).

More precisely, the degree of price flexibility determines the slope of the new Keynesian Phillips curve, which implies that the dynamic behavior of the inflation rate, in response to marginal costs innovations, is highly dependent on the pricing rule used in the model. Thus, price stickiness has an important effect on the degree of inflation (as well as many other variables) persistence, a key determinant of monetary policy. Thus, price stickiness has also an important effect on the design of monetary policies\(^2\) (see Angeloni et al., 2006).

Acknowledging the importance of price stickiness, inflation targeting central banks devote a great effort to study the features and determinants of the individual pricing rules that determine it. These features and determinants, in turn, provide the required micro foundations for monetary policy models.

---

1. Price stickiness relate to the fact that the price of goods and services do not react immediately to demand or supply innovations.

2. Inflation persistence has to do with the dynamic behavior of the inflation rate (with respect to an “equilibrium”), after the economy has been hit by a shock.
Evidence on the price setting behavior in particular economies comes from two sources: Quantitative studies on individual price databases and firm’s surveys on qualitative pricing practices. Quantitative studies are particularly suited to study the price setting behavior since they contain a huge number of price quotes over a long time span. However, this evidence is usually complemented with surveys on qualitative features that might not be found otherwise (see Álvarez et al., 2005a).

There are several reasons to study the price setting behavior at the firm level. First, even though the final goal of the central bank is CPI inflation, several theories on the price setting behavior refer to producers rather than consumers prices. Second, theoretical studies have shown that a monetary policy that does not take into account PPI inflation, or PPI sector shocks, tends to produce larger welfare losses than a policy that targets CPI and PPI inflations (Huang and Liu, 2005). And third, monetary policy channels may differ, and be relatively more important, for producer prices than consumer prices, especially if the retail sector uses simple pricing rules (see Gautier, 2006, and Basu, 1995).

Furthermore, producer prices differ from consumers because producers have closer links with their costumers, which translate into long term relationships based on explicit contracts. Furthermore the lack of anonymity in producer markets leads to costumer resistance and, depending on the degree of competitiveness in the sector, increases the odds of collusion. In addition, costumer hierarchy is more important in producer markets, and price adjustment costs seem to be of less importance.

There are several alternative ways to set up pricing rules in monetary policy models. Pricing rules may be “time dependent” or “state dependent”. In time dependent rules, prices are kept constant for an exogenously determined random number of periods (Taylor contracts), or, an exogenously determined random fraction of firms is allowed to adjust prices to new information (Calvo rule). In state dependent rules the probability of a price change is endogenous to the state of the economy, but firms face costs related to the price change.

---

3 Given that firm surveys are performed on a low frequency basis, and in periods of time whose economic conditions rarely repeat in the future, they tend to focus on qualitative invariant price setting features like the type of information used to decide on price changes, the market power of firms, and so on.
Price stickiness may be set up in several ways. For instance, the lack of price change synchronization has been identified as one of the main sources of price stickiness. In fact, producers seem to prefer slow price changes, to avoid large relative price movements, in the face of unsynchronized nominal innovations. In time dependent rules, for instance, price changes are not synchronized, and this lack of synchronization causes price inertia (see Blanchard, 1982).

Another way to introduce price stickiness in monetary policy models is by fixing differing degrees of inertia depending on the direction of the shock. In fact, it has been argued that prices are downward rigid. Some authors say that the price signals the quality of the good, and thus producers tend to avoid price reductions. Other authors propose that price reductions are rare because consumers do not respond as efficiently to reductions than to increases. Finally, some others suggest that, in the face of unsynchronized innovations, the strategic behavior of firms lead to downward rigidity.

The existence of strong downward rigidities relates to big welfare loses associated to monetary policy. However, a little downward rigidity, accompanied by a low inflation, ‘greases the wheels’ and allow real (i.e. relative) prices to fall when necessary for a stable long run inflation target.

Finally, some researchers propose that the cost of changing prices is an important source of price stickiness. In fact, if the cost curve is convex, with respect to the price change size, firms will avoid big price changes. In state dependent rules, for instance, price change costs are one the main sources of price stickiness.

In this paper we explore the price setting behavior of Colombian producers using the monthly price reports underlying the Colombian PPI from Jun-1999 to Oct-2006. Following our previous discussion, we focus on five particular questions: 1. Are prices sticky or flexible? 2. Is a price increase more likely than a decrease? 3. Are price changes synchronized? 4. Is the pricing rule state dependent or time dependent? 5. Are price changes sizable? Answers to these questions provide the micro economic foundations for the design of the monetary policy model in this country.

Being an exploratory work, we include little external information, and consequently, our results are mostly descriptive and unconditional. However, we interpret, as far as possible, our findings in terms of the possible models and macroeconomic implications.
Apart from the introduction, the paper is distributed as follows: in section two we describe the definitions we will use along the paper, which are common to price stickiness studies, we describe the dataset and its treatment (as it has an important effect on the results), we describe the methodology and the PPI’s weighing scheme. By describing the PPI’s weighing scheme, we propose a ranking according to the manufacture stage of goods, for an aggregated basket, that will be used to interpret the results of section three. In the fourth we conclude.

II. METHODOLOGY

A. BASIC DEFINITIONS

A particular product is a unique physical item or service that is traded in the economy, which has a clearly defined source (produced-and-consumed or imported), brand, presentation, packaging, unit of measure, and content, among others. A product category is a particular product whose price is reported by a clearly identified producer.

A product class is a basket or group of individual products. There are several ways to aggregate individual products in PPI databases. For the Colombian case, product classes or baskets refer to interactions, at different levels, of the source (produced-and-consumed or imported), the nine digits local adaptation of the CIIU code, and the destination (intermediate consumption, final consumption, capital goods and construction materials) of goods. Moreover, according to Banco de la República (1999), the PPI can be obtained according to many other alternative baskets.

The workhorse of price stickiness studies is the duration, that is, the length of time that the price of a product category remains constant. We also define a price sequence as an uninterrupted sequence of price reports belonging to a particular product category.

A particular product category might be associated to more than one price sequence due to the eventual appearance of missing values. Missing values may arise due to several reasons like the temporary unavailability of the informant, or the product category in a particular informant. In this case, PPI administrators follow very strict rules to impute missing values, like carrying over the last observed price or price change. On the other hand, when the informant or product unavailability is permanent, we refer to product or sample attrition.
A *price spell* is an uninterrupted sequence of constant price reports associated with a unique product category. As an example, Graph 1 presents five price sequences belonging to the same individual product, measured in five different cities. From this figure it can be observed that prices tend to move together in the long run, and that some sequences tend to provide longer spells than others. It is also observed that price changes lack synchronization. Finally, it should be noticed that big price changes are frequent as well as price reductions.

**Graph 1**

**Example of five Individual Price Trajectories**

In most cases the beginning of the price sequence does not match the date a particular product category appears for the first time in the economy, thus the first spell is usually *censored*. In a similar way, the end of the last spell in a particular sequence might not match the disappearance of the particular product category, and therefore might be *truncated*. Truncation may arise because of involuntary product or informant *attrition* or voluntary *attrition* due to sample maintenance (see Baudri et al., 2004).

For a particular product category and price spell \((s)\), price stickiness can be studied through the *duration* of the spell \((T_s)\), or the *frequency of price changes* \((F_s)\). The frequency of price changes is the fraction of the basket weight, belonging to a particular product class that changes their prices on a given period of time.
The duration (a time series measure) and frequency of price changes (across section measure), computed for the whole sample, relate to each other according to the formula:

\[
T = \frac{1}{F}
\]  

from which an indirect non parametric duration estimate may be obtained.

Direct non parametric duration estimates rely on very few assumptions but require that all price spells to be non-censored. Indirect non parametric estimates, those derived from the frequency of price changes, can handle censored spells at the cost of assuming a constant hazard rate function.\(^4\)

In Taylor contracts, for instance, the implied hazard function is generally increasing, depending on the duration distribution assumed. In state dependent rules the hazard function depends on the distribution of the innovations, and is usually increasing. A constant hazard function, like that implied in a deterministic Calvo pricing, is hard to justify in practice.

B. THE DATA SET

Our data set consists of 540,069 monthly list price reports collected from June 1999 to October 2006 in order to compute the Colombian PPI, excluding exports. On average there were 6,178 reports each month, which corresponds to the number of different product categories surveyed. The sampling and PPI computation methodology is described in Banco de la República (1999).

Imports make 32.5% of total PPI records and are concentrated in manufactures. Table 1 describes the composition of the initial sample according to its source (produced-and-consumed and imports) and the CIIU1 classification. Produced-and-consumed records make 67.5% of the sample, 85.1% of agriculture-cattle...,84.4% of mining-and-quarry and just 64.4% of manufactures.

\(^4\) The hazard function describes the probability of a price change conditional on no price change during the last \(k\) periods, as a function of \(k\). The survival function is analogous to the hazard and determines the probability that a price spell lasts more than \(k\) periods.
The Colombian PPI database has some similarities and differences in comparison to those studied in the individual country studies in the IPN. Our sample is bigger just than the Italian one, which has just 71,000 records, and its time coverage is similar to ours: six years.

Moreover, our basket is similar to that of these countries. According to Table 2, the German, Portuguese and Spanish, like our’s, cover the whole PPI basket, unlike the Italian and French that include just 44% and 92% respectively of the PPI basket.

Table 1
Initial Sample Composition, Number of Price Reports

| Category                        | Produced | Consumed | Imported | Total  |
|---------------------------------|----------|----------|----------|--------|
| Agriculture cattle hunting forestry fishing | 62,905   | 11,032   | 73,937   |
| Mining quarry                   | 6,108    | 1,131    | 7,239    |
| Manufacture industry            | 295,706  | 163,187  | 458,893  |
| **Total**                       | **364,719** | **175,350** | **540,069** |

Source: author’s calculations.

A unique feature of our database is that price reports are requested and recorded (i.e. ex post), when the reporter is temporarily unavailable. Certainly, these reports can not be used for PPI computation, but whenever ex post prices are observed they replace the corresponding missing or imputed values in our analysis. Imputation is performed for only three months, when the sample attrition is recorded.
Imputation is performed by carrying over the last observed price in its currency, and the currency value is updated at every period of time. The original sample contains 32,693 reports imputed by the PPI administrator, 6.10% of the original sample. However, there were still 1,750 missing values disconnecting some of the price sequences identified. These missing values were imputed, which gives a total of 34,443 imputed reports, 6.43% of the original sample.

Regarding imputation we follow the lead of the IPN individual country studies where all but the French and German studies report the use some kind of imputation (Table 2).

Our database contains indicator variables for the following events: sales, promotions, rebates, sale of defective products and sale of products by companies in the liquidation process. These reports were excluded from both our analysis and the PPI computation.\(^5\) Altogether there were 3,768 reports deleted because of these events, 0.74% of the sample (see Appendix).

As far as taxes go, according to Banco de la República (1999), PPI prices are requested before taxes.

Finally, for most product categories prices are reported on a monthly basis. However, some informants schedule price changes at lower frequencies like quarters, semesters or years. Under these circumstances, the PPI survey is performed at the requested frequency, and the questionnaire continuously asks for frequency updates. Frequency changes are recorded in the database and the survey frequency is updated accordingly.

C. WEIGHING

The Colombian PPI has two levels of operating weights. At the highest disaggregation levels, such as the minimal classes and product categories, there is a flexible weighing scheme, which applies mostly to agricultural products. From there, CIIU7

\(^5\) Deleting the records corresponding to sales and rebates is a normal practice in price duration studies since they might reveal end of season, liquidating or other events not related to normal price strategies. However, their deletion might cause an upward duration bias since the related spells tend to be shorter than average. Since in our study these records are a very small percentage of the total sample its effect is expected to be negligible.
and up, a fixed weighing scheme applies. For our estimates we use average weights when required.

We hypothesize that the pricing behavior of firms differ according to the source of goods (imports or produced-consumed), and its manufacture stage. The first is explained by both, the effect of exchange rate variations on the price of imports, and the type of innovations an importer is subject to, in comparison to a producer of locally consumed goods. The second relates to the fact that whenever unsynchronized innovations occur, firms prefer slow price adjustments, in order to avoid large relative price movements (see Blanchard, 1982, and Clark, 1999).

Table 3 shows the weight allocation, within each destination, according to the source (one digit CIIU code interaction). The organization of the table aims to emphasize both, the link between the destination of goods and their manufacture stage, proxied by the CIIU code, within each source, and the difference between imported and produced-consumed goods.

In the panel A of Table 3 destination weight shares add up 100% regardless of the source of goods, and in the panel B destination share weights add up 100% for each source.\(^6\)

The panel A of Table 3 reveals that construction materials, intermediate and final consumption goods are dominated by produced-consumed goods. In fact, the shares of produced-consumed goods are 81.5%, 78% and 85.6% respectively and just 27.8% for capital goods. In addition, it should be noticed that imports are basically manufactures with a very small share of agriculture and mining.

The panel B of Table 3 reveals a more interesting picture. Destination, for produced-consumed goods at least, may be ranked according to the manufacture stage of goods. The ranking may be performed by comparing the share of agricultural and manufactures between them. In fact, for produced-consumed goods, the lowest share of manufactures (56%), and the highest of agriculture (41%), corresponds to intermediate consumption goods, setting this destination in the lowest manufacture stage level. The third is final

---

6 The whole weighing structure may be recovered from Table 3 by noticing that 38.8% of the PPI excluding exports corresponds to final consumption, 43.0% to intermediate consumption, 10.2% to capital goods and the remaining 8.0% to construction goods.
consumption with 83% and 17% respectively. The second is capital goods with 94% and 6% respectively, and the first is construction goods, 91% manufactures and 9% mining and quarry, since the later have a higher manufacture stage than agricultural products.

This ordering will play an important role for the interpretation of results. However, for imports it is not possible to establish a similar ordering since the behavior of import prices is highly influenced by the import frequency.
D. METHODOLOGY

Direct estimation of the mean duration at any level of aggregation is based on non censored spells, that is, discarding the first and last spells of each price sequence. However, indirect duration estimates, derived from the frequency of price changes, include censored spells and thus might be more efficient and unbiased.

After discarding the first and last spells of every price sequence, there were 159,090 price spells remaining in the database, an average of 14.5 spells per sequence (Table 4).

Table 4
Spell Distribution

|                        | Imports  | Produced consumed | Total   |
|------------------------|----------|------------------|---------|
| Agriculture cattle hunting forestry fishing | 6,007    | 45,828           | 51,835  |
| Manufacture industry   | 70,443   | 34,647           | 105,090 |
| Mining quarry          | 937      | 1,228            | 2,165   |
| Total                  | 77,387   | 81,703           | 159,090 |

Source: author’s calculations.

The price sequence composition according to the source and CIIU1 class they belong is similar to the record composition of the initial sample (Table 5).

Table 5
Price Sequence Composition, Final Sample

|                        | Produced consumed | Imported | Total   |
|------------------------|------------------|----------|---------|
| Agriculture cattle hunting forestry fishing | 967    | 190    | 1,157   |
| Mining quarry          | 98    | 18    | 116     |
| Manufacture industry   | 5,767 | 3,876 | 9,643   |
| Total                  | 6,832 | 4,084 | 10,916  |

Source: author’s calculations.

Since our price sequences are not interrupted, each of them may be uniquely identified as a sequence of price reports $P_{mkt}$, where $t=1,2,3,...,T$ is the time; $k=1,2,3,...,K_{mj}$
identifies the product category reported by the $j=1,2,3,...,J_m$ informant belonging to the $m=1,2,3,...,M$ minimal class. The triplet $(m, j, k)$ identifies a price sequence uniquely.

Let $i=1,2,3,...,N_{mjk}$ be the identifier of the $i$–th price spell in the $(m, j, k)$ sequence, and let $T_{mjk}^i$ be the $i$–th price spell duration. All the information regarding the $i$–th price spell can be summarized in the triplet $(m, j, k)$, the price level, the spell’s starting date and duration.

We can estimate the mean duration for the $(m, j, k)$ product category as

$$
\bar{T}_{mjk} = \frac{1}{N_{mjk}} \sum_{i=1}^{N_{mjk}} T_{mjk}^i
$$

Since our database does not distinguish particular products, we cannot compute any statistics at this level. Instead, we compute the average weighted duration for each minimal product class as

$$
\bar{T}_m = \frac{1}{\sum_{j=1}^{J_m} \sum_{k=1}^{K_m} \alpha_{jk}} \sum_{j=1}^{J_m} \sum_{k=1}^{K_m} \alpha_{jk} \bar{T}_{mjk}
$$

where $\alpha_{jk}$ is the average weight for each product category in the minimal product class.

Once we have estimated the average duration for each minimal product class, we can estimate the duration for wider aggregations by computing weighted averages using the corresponding average or fixed PPI weights.

$$
\bar{T}_n = \frac{1}{\sum_{m=1}^{M_n} \alpha_m} \sum_{m=1}^{M_n} \alpha_m \bar{T}_m
$$

where $\alpha_m$ is the PPI weight associated with the $m$–th minimal product class.

Given that we are unable to identify individual products, our aggregation starts with the minimal classes rather than individual products. This procedure affects the interpretation of our estimates at the minimal class level since these are, for the majority of the sample, unweighted averages of the product categories belonging to the minimal classes. However, no aggregation bias is expected to happen since the duration of price spells are computed for uniquely determined sequences.
Following the same procedure we can compute any statistic to characterize the distribution of durations. We focus on the median, the quartiles and standard deviation.

Indirect mean duration estimates may be obtained from the estimated mean frequency of price changes (FPC). The mean FPC is the average percentage of the basket changing its prices on a given period of time, and thus it is across sectional measure.

Indirect duration estimates require the computation of the frequency of price changes for each product category, thus, we define a binary variable indicating a price change

\[ I_{m,j,k,t} = \begin{cases} 1 & \text{if } p_{m,j,k,t} \neq p_{m,j,k,t-1} \\ 0 & \text{otherwise} \end{cases} \]  

and then, the estimated FPC for the \( m \)-th minimal class at time \( t \) can be computed as

\[ F_{mt} = \frac{1}{I_{m}} \sum_{k=1}^{K} \sum_{j=1}^{J} \sum_{k=1}^{K} W_{mjk} I_{mjk} \]  

and

\[ \bar{F}_{mt} = \frac{1}{T} \sum_{m=1}^{M} F_{mt} \]  

Following the same procedure we compute the frequency of price increases and decreases.

**III. HOW DO COLOMBIAN PRODUCER’S CHANGE THEIR PRICES?**

**A. ARE PRICES STICKY OR FLEXIBLE?**

To answer this question, the estimated duration and frequency of price changes (FPC), distributions are studied for increasingly disaggregated baskets up to the

---

7 Non parametric indirect duration estimates derived from FPC’s assume the existence of a constant hazard function.
minimal classes. Distributions according to the destination and source of goods are also studied. The results are shown in tables 6 and 7 as well as in Graph 2, panels A and B. Further breakdowns are available from the authors.

Findings about this issue summarize in the following points.

- **The average weighed duration of producer’s prices is 5.52 months, 20.2% of the basket change it prices each month, but there is a sizable degree of**
duration heterogeneity between and within product classes. The weighed standard deviation of durations is 4.16 months (Table 6).

Graph 2

A. Estimated Mean Frequency of Price Changes Across Time Whole Basket and for Each Destination

B. Estimated Mean Duration Across Time Whole Basket and for Each Destination

Source: Banco de la República.
Heterogeneity might be explained in part by the source of goods. Because of COP/USD exchange rate variation, not only there is a sharp difference in average duration, 3.84 months for imported and 6.03 for produced-and-consumed, but there are also homogeneity gains within imported goods as its weighed standard deviation reduces to 3.41 months, and the coefficient of variation for produced-and-consumed reduces with respect to that of the total basket (Table 6).

Price duration heterogeneity might also be explained by the manufacture stage of goods. For produced-and-consumed goods, duration ranking is similar to the one obtained by analyzing the PPI weighing structure in section II.3. Construction materials have the largest duration (7.73 months), intermediate consumption the lowest (5.29) and final consumption and capital goods are in the middle (6.43 and 6.46 months, respectively). There are also clear homogeneity gains as the intermediate consumption and construction materials standard deviation (3.92 and 2.78 months, respectively), are smaller than those of the total produced-and-consumed basket (4.23 months). Surprisingly, the coefficient of variation of construction materials reduces to 2.78 showing a striking heterogeneity reduction for this basket (tables 6 and 7).

Estimated duration increases as the inflation rate decreases. In fact, setting aside basket differences, our findings are consistent with Colombian CPI results. Jaramillo and Cerquera (1999) concluded that, on average, consumer prices remained constant for two months during a period of moderately high average CPI inflation of 28%. Espinosa, Jaramillo and Caicedo (2001) found a mean duration of four months during a period when the average CPI inflation rate was 25%, and our results show an estimated mean duration of 5.5 months in a period when the producers price inflation is 7%. Moreover, Graph 2B show a clear upward duration trend with a higher slope during 1999 and 2000, as expected from the rapid inflation adjustment after the 1998 crises. Afterwards the trend is small but steady, consistent with the steady small downward trend the inflation rate has followed since 2000.

The analysis of the FPC distribution leads to similar results. Colombian outcomes are analogous to those of the IPN. The weighted average FPC for the whole euro-area is 21%. The highest flexibility is found for France, where 25% of producer prices change each month, and the highest stickiness for Italy, where 15% of producer prices change every month, on average. Colombian results, 20% each month, lie in a middle range. However, if we take into account that the
inflation rate during the sample for the countries of the IPN was lower than 2.5% and the Colombian was 7%, this evidence suggests that Colombian prices are stickier than those of the IPN (see Vermeullen et al., 2007) (Table 8).

More interestingly, individual country studies, as well as the EU summaries, report a high degree of duration heterogeneity within and between product classes. Vermeullen et al. (2007), reports that individual country data bases in the EU consistently point to a direct relationship between duration of producer price spells and the amount of transformation required to produce the particular items. See Table 8 also.

These results, Colombian as well IPN, agree with Blanchard (1982), who proposes that price setting must be influenced by the number of manufacturing stages. This author argues that, “Desynchronization implies snake effects, i.e. movements in factor prices slowly transmitted to intermediate and final good prices (pp. 2).” Thus, stickiness relate directly to the number of production steps required by the particular good. Therefore, goods lower in the manufacture stage scale have higher price and profit variability than those high up in this scale.

B. IS A PRICE INCREASE MORE LIKELY THAN A DECREASE?

In order to answer this question, we compute the average frequency of price increases and decreases according to the source, destination and CIIU1 classification code.

| Country | FCP (percentage) | D (months) | Heterogeneity | Down Rigid | Sync | State/Time | Size |
|---------|-----------------|------------|---------------|------------|------|------------|------|
| France  | 25              | 7          | Manuf Stage   | Yes        | N/A  | s/t        | No (U4% D4%) |
| Italy   | 15              | 6          | Manuf Stage   | No         | Low  | N/A        | No (U4.5% D4.1%) |
| Germany | 22              | 8          | Manuf Stage   | Yes        | High | s/t        | No |
| Spain   | 21              | 12         | Cost Str / Comp | Slight    | N/A  | s/t        | Yes (4.8%) |
| Portugal| 23              | n/a        | Manuf Stage   | Slight     | Yes  | N/A        | Yes |

Note: n/a = non available, s/t = state and time dependent.
Source: Vermeullen et al. (2006) and individual country studies.

Table 8
International Research: Results
of goods. Results are presented in Table 9 and the corresponding findings summarize in the following points:

- *Price increases are slightly more likely to happen than decreases.* In fact, only in one case, mining imports destined to intermediate consumption, the frequency of price increases is lower than that of decreases, 10% and 10.8% respectively (Table 9).

Table 9
Frequency of Price Increases and Decreases by Source, CIIU1 and Destination (percentage)

| Destination          | Change | Produced consumed | Imports |
|----------------------|--------|-------------------|---------|
|                      |        | Agric. | Manuf. | Mining | Agric. | Manuf. | Mining |
| Intermediate consumption | Increase | 8.3    | 4.2    | 11.9    | 9.8    | 8.0    | 10.0    |
|                      | Decrease | 6.0    | 1.8    | 6.6    | 9.2    | 7.2    | 10.8    |
|                      | Increase | 9.8    | 4.1    | 10.3    | 7.7    | 6.1    |
| Final consumption     | Decrease | 8.8    | 2.0    | 8.9    | 6.7    | 5.3    |
| Capital goods         | Increase | 10.7   | 4.7    |         | 8.4    |
|                      | Decrease | 7.4    | 1.1    |         | 8.3    |
| Construction materials| Increase | 3.3    | 1.7    |         | 6.6    |
|                      | Decrease | 1.0    | 0.7    |         | 5.9    |
| Average ratio incr./decr. | | 131    | 299    | 180    | 111    | 110    | 93      |

Source: author’s calculations.

- *The ratio between the frequency of price increases and decreases is higher for produced-and-consumed goods in comparison to imported ones.* In just one case, agricultural products destined to final consumption, it is higher for imports. Thus, there is a clear difference in the behavior of price increases over decreases between sources of goods (Table 9).

- *The ratio between the frequency of price increases and decreases relates to the manufacture stage of goods too.* Within produced-consumed goods, the average ratio is highest for manufactures, middle for mining and lowest for agriculture. A similar order is observed for imports if we take into account that agricultural imports in Colombia correspond chiefly to highly processed foods (Table 8).
There is a surprisingly high frequency of price decreases. Finding a slight downward nominal rigidity in producer prices is not surprising, given that a positive inflation of moderate size was observed in the sample span for Colombia. Moreover, this slight downward rigidity justifies the choice of a 3% long run inflation target in Colombia, since it permits that real (relative) prices reduce when required to maintain the long term objective. Moreover, the finding of no strong downward rigidities, in comparison to the six IPN countries, indicates that the welfare costs of monetary policy due to this kind of stickiness are not bigger than in the EU. See Table 8.

C. ARE PRICE CHANGES SYNCHRONIZED WITHIN MINIMAL CLASSES?

In order to determine the degree of synchronization of product changes, we compute a synchronization measure proposed by Fisher and Konieczni (2000). Under the assumption of perfect synchronization, these authors propose to use the ratio between the standard deviation of the monthly frequencies of price changes at the minimal class level, and the theoretical standard deviation implied by the average frequency of price changes computed at the minimal class level that would be observed under the assumption of perfect synchronization. This ratio is one in the case of perfect synchronization and zero with perfect staggering8 (see, also, Aucremane and Dhyne, 2004, and Díaz, 2004).

The results are presented in graphs 2 and 3 and the main finding comprise in the following point.

---

8 For a given minimal class let \( p_t \) be the mean FPC at \( t \). The synchronization index proposed by Fisher and Konieczni may be computed as \( FK = \sqrt{\frac{\sum (p_t - \bar{p})^2}{\bar{p}(1 - \bar{p})}} = \frac{s_p^2}{\bar{p}(1 - \bar{p})} \), where \( \bar{p} = \frac{\sum p_t}{T} \) and \( s_p^2 \) are the sample mean and variance of \( p_t \) respectively. If synchronization is perfect, either all firms change its prices at the given period of time or none of them do. Hence \( p_t \) is a dummy variable and \( s_p^2 = \bar{p}(1 - \bar{p}) \), leading to \( FK = 1 \). Now, if \( p_t = \bar{p} \ \forall t \), that is, under uniform staggering with a fixed percentage of firms \( p_t \) changing its prices each period, \( FK = 0 \). Therefore, given \( \bar{p} \), \( FK \) measures the proximity of \( s_p^2 \) to its upper bound.
Colombian producers do not tend to synchronize price changes, but there seems to be some seasonal synchronization. In fact, Graph 3 displays the frequency of minimal product classes (bars measured on left scale), for each level of synchronization ratio (x axis), and the cumulative weight (line measured on right scale), for minimal product classes. The distribution of the synchronization ratio is highly skewed with a unique mode around 0.175, where the cumulative weight reaches about 80% of the total PPI basket. Moreover, more than 98% of the PPI weight has a synchronization ratio below 0.3. In addition, only 0.15% of the products have a synchronization ratio between 0.95 and 1. However, Graph 2 suggests the existence of seasonal synchronization at very aggregate levels.

This finding is consistent with the view that the lack of synchronization yields price stickiness. In fact, Italian researchers find strong evidence of staggering (in agreement with its high stickiness), and German researchers find evidence of a high degree of synchronization in particular industrial sectors (which agrees with its low stickiness). Therefore, the Colombian price stickiness seems to be related to a low synchronization level. See Table 8.
D. IS THE PRICING RULE “STATE DEPENDENT” OR “TIME DEPENDENT”?

In order to answer this question, we present two types of evidence: a conditional logistic model and the Klenow and Kryvtsov (2003) inflation variance decomposition. The first helps determine the factors affecting the choice of changing or not producer prices. The second helps assess the importance of time dependence and state dependence in producer’s pricing rules.

The conditional logistic model explains the probability of no price change at the product category level. The explanatory variables, according to the previous discussions, are the source code, SOURCE, the CIIU1 code, the year and month of the price report, the monthly devaluation rate, the inflation rate and the output gap. Since our logistic analysis involves some categorical factors, SOURCE, CIIU1, the year and month of the report, the overall factor significance is studied through the type III analysis of variance. Table 10 contains this analysis for the model including all the regressors (upper panel), and the factors remaining after a stepwise factor selection procedure in the lower panel.

The results are presented in tables 10 to 12, and the findings summarize in the following points:

- **There is clear presence of time and state dependence in producer’s pricing rules, but time dependence dominate.** In fact, time related variables like the month and year of the report are clearly more significant than those related to the state of the economy in the conditional logistic model. Moreover, due to the correlation between the inflation rate and the output gap, only the inflation rate enters into the model (see Table 10, bottom panel). However, after removing the inflation rate, the output gap significance improves greatly. These findings are confirmed in Table 11, where the final model estimates are presented, and in Table 12 where the Klenow and Kryvtsov decomposition is used.

---

9 According to Klenow and Krivtsov the inflation rate might be decomposed as the product of the FPC and the percentage price change as\[ \pi_t = FPC_t D(P_t) \] where \( P_t \) is the price level and \( D \) is the difference operator. The volatility of the first term figures prominently in many state dependent models, and the volatility of the second is the only source of fluctuations in time dependent pricing models. By writing \[ \pi_t = FPC_t D(P_t) + FPC_t D(P_t) + (FPC_t - FPC_t) (D(P_t) - D(P_t)) - FPC_t D(P_t) \] an exact variance decomposition is found,\[ V(\pi_t) = FPC_t V(D(P_t)) + V(FPC_t D(P_t)) + (FPC_t - FPC_t) (D(P_t) - D(P_t))^2 \text{Cov} \] where \( \text{Cov} = \text{Cov}(FPC_t D(P_t), FPC_t D(P_t)) + (FPC_t - FPC_t) (D(P_t) - D(P_t))^2 \). In the variance decomposition equation the first term is time dependent and the remaining two are the state dependent ones.
shown. From Table 12 it can be observed that consistently the time dependency contribution to the inflation variance is substantially bigger, in all categories and classifications, than the state contribution.

In addition, it should be noted that, in agreement with our previous discussion, the source and manufacture state of goods (CIIU1), as well as their interaction, are the most important factors explaining the decision of changing prices.

- For produced-and-consumed goods state dependency seems to relate to the manufacture stage of goods. In fact, the state dependence contribution is higher, between 16.5% and 34%, for produced-consumed manufactures regardless of their destination.

International studies also find evidence of strong time dependency in producer prices with a small but significant contribution of state dependency. In the case of France, for
instance, the average time dependence contribution is 92.2%. Strong time dependency in producer prices may arise because of the higher reliance on explicit contracts and costumer resistance. See Table 8.
In order to answer this question, the weighted average percentage price increase and decrease were computed. The results are contained in Table 13 and the findings summarize in the following points.

- **Percentage price increases and decreases are not sizably different from the average inflation level during the sample span** (Table 13).

- **However, this evidence implies that a big amount of the basket changing its prices above the inflation, in absolute value.** That is, price changes bigger than the inflation rate in absolute value, are frequent. This evidence suggests that costs are not convex (Table 13).

- **Percentage price increase and decrease heterogeneity has to do with the source of goods.** Percentage price increases and decreases are uniformly lower for imported goods than produced-consumed goods.

- **Percentage price increase and decrease heterogeneity has to do with the manufacture stage of goods.** For produced-consumed goods, the average ratio of increases over decreases is smallest for agriculture, 140.7%, second for mining, 153.8% and highest for manufactures, 174.5%. A similar ordering is found for
imports. International evidence on the existence of convex costs agrees with our findings (see Vermeullen, et al., 2007) and Table 8.

Table 13
Percentage Price Increase and Decrease by Source, CIIU1 and Destination

| Destination                  | Rule       | Produced consumed | Imports |
|------------------------------|------------|-------------------|---------|
|                              |            | Agric. | Manuf. | Mining | Agric. | Manuf. | Mining |
| Intermediate consumption     | Time dep.  | 4.2    | 4      | 5.7    |         |        |        |
|                              | State dep. | 2.3    | 3.1    | 4      |         |        |        |
| Final consumption            | Time dep.  | 9.6    | 14.6   | 7.8    | 6.6     |        |        |
|                              | State dep. | 7.5    | 10.7   | 5.7    | 3.3     |        |        |
| Capital goods                | Time dep.  | 4.6    | 5.9    | 7.7    | 9.2     |        |        |
|                              | State dep. | 3      | 5.3    | 5.8    | 7.1     |        |        |
| Construction materials       | Time dep.  | 6.5    | 7.7    |        | 10.7    |        |        |
|                              | State dep. | 3.5    | 5.4    | 8.7    |         |        |        |
| Average ratio incr./decr.    | 140.7      | 174.5  | 153.8  | 125.6  | 138.7   | 150.9  |        |

Source: author’s calculations.

IV. CONCLUSION

Colombian producers and importers change their prices relatively frequently: 20.2% of the basket each month. Although this result is similar to those of the six countries of the IPN, taking into account the inflation rate prevailing during the sample, our prices are stickier than theirs. This result implies that, ceteris paribus, our cycles are deeper than those of the EU.

Looking for an explanation to this level of stickiness, we found that the lack of synchronization seems to be a very important factor. However, the costs of price changes do not seem to be convex. Therefore, the costs of price changes do not seem to matter much when firms decide a price change.

However, we found some evidence of seasonal synchronization that may be related to the minimum wage increase schedule and explicit contracts.

Nevertheless, a surprisingly high frequency of price decreases of moderate size was found given the level of PPI inflation prevailing during the sample.
In addition, a slight nominal downward rigidity was found. This downward rigidity relate to the efficiency of the price system, as it permits to set a long run inflation target of 3%.

However, no signs of strong nominal downward rigidities were found. Therefore, the high welfare costs of monetary policy related to strong nominal rigidities, at least in comparison to the countries in the IPN, are ruled out for Colombia.

Moreover, we found that the decision to change prices is determined by both, state and time dependent factors, dominated by the later. That is, like in Taylor contracts.

Also strong sectoral differences in the price setting behavior of firms were found. These sectoral differences relate to the source and manufacture stage of goods. In fact, import prices are more flexible, both in absolute and downward terms, than produced-and-consumed ones. Moreover, produced-and-consumed goods are stickier, both in absolute and downward, as their manufacture stage increases. In addition, the state dependence component is higher for produced-and-consumed goods than for the rest of the basket.

Consequently, imports and low manufactured goods respond quicker to monetary policy than those higher up in the manufacture stage scale.

Finally, setting aside basket differences, our findings are consistent with previous results. Jaramillo and Cerquera (1999) concluded that, on average, consumer prices remained constant for two months during a period when the average CPI inflation was 28%. Espinosa, Jaramillo and Caicedo (2001), estimated a mean duration of four months during a period when the average CPI inflation rate was 25%. Our results show an estimate of 5.5 months during a period when the producers price inflation was 7%.

This fact, according to Angeloni et al. (2006), implies that the sensibility of the overall inflation persistence to cost push and demand shocks as well as past inflation reduced along with the inflation rate. Therefore, a direct relationship between inflation and persistence is implied, ceteris paribus. This prediction, according to Taylor (2000), implies that the reduction of the inflation rate, derived from the increase in credibility during the 1990s, reduced the pricing power of firms, which in turn helped keep a downward inflation trend. However, according to Taylor’s predictions, these benefits (decreasing inflation and increasing growth), “can disappear if monetary policy and expectations change” p. 2.
## APPENDIX

### List of Variables in Data Set

| Category                           | Description                                                                                                                                 |
|------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| **Prices**                         | The price in its original currency.                                                                                                        |
|                                    | The price in Colombian Pesos (COP)                                                                                                          |
| **Product category identification**| The source code, which identifies if the product is imported or produced-and-consumed.                                                        |
|                                    | A nine digit minimal product class code, which is a local adaptation of the CIIU code, revision 3                                              |
|                                    | A quote code (unique within informants), that identifies reports on particular product categories.                                          |
| **Informant identification**       | City in which the reporter is located.                                                                                                     |
|                                    | An informant code that is unique within each city.                                                                                           |
| **Indicator variables that record the occurrence of the following events:** | Promotions and rebates.                                                                                                                      |
|                                    | Sale of defective products                                                                                                                  |
|                                    | Changes in sales units, name, brand, internal reference code or report currency.                                                             |
|                                    | The inclusion or exclusion of a product category.                                                                                             |
|                                    | The inclusion or exclusion of an informant.                                                                                                  |
|                                    | Change in report frequency.                                                                                                                 |
|                                    | Temporary unavailability of the reporter                                                                                                    |
|                                    | Price report imputation and the method used.                                                                                                 |
|                                    | A code that indicates whether the record was used for the actual computation of the PPI or not.                                             |
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