Optomechanical Stirling heat engine driven by feedback-controlled light
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We propose and analyze a microscopic Stirling heat engine based on an optomechanical system. The working fluid is a single vibrational mode of a mechanical resonator, which interacts by radiation pressure with a feedback-controlled optical cavity. The cavity light is used to engineer the thermal reservoirs and to steer the resonator through a thermodynamic cycle. In particular, the feedback is used to properly modulate the light fluctuations inside the cavity and hence to realize efficient thermodynamic transformations with realistic optomechanical devices.

I. INTRODUCTION

Microscopic thermal machines are intensively employed in the investigation of the thermodynamics of the quantum world and of non-equilibrium systems \[1\,2\]. Various proposals exploit optomechanical systems, which are very versatile devices that can be controlled also at the quantum level \[3\,4\], to design microscopic heat engines \[5\,16\]. However, no experimental optomechanical heat engine has been demonstrated so far. Here we propose and analyze a feasible heat engine based on a feedback-controlled optomechanical system \[17\].

Specifically, in this work we study an optomechanical system within a feedback loop, where the amplitude of the laser field, which drives the optical cavity, is modulated by a signal, proportional to the photocurrent resulting from the homodyne detection of a field quadrature at the cavity output (see Fig. 1). This scheme is similar to the one investigated in Refs. \[16\,17\] and the present research is a further demonstration of the versatility of feedback-controlled light, as an efficient tool to steer the dynamics of optomechanical systems. Here we show, analogously to Ref. \[16\], that by controlling the light fluctuations with a feedback system it is possible to engineer an efficient optomechanical-based heat engine. However, the dynamics that we describe in this work is fundamentally different from that reported in Ref. \[16\]. Here the engine employs the phononic excitations of the mechanical resonator as the working fluid. Laser cooling is used to engineer the thermal baths at different temperatures, with which the resonator comes into contact during the thermodynamic cycle. Moreover, the optical spring effect is exploited to modulate the mechanical frequency, which mimics the variation of the volume in a standard thermodynamic heat engine. Differently from typical optomechanical systems, where the optical spring is relatively small to achieve a sizable efficiency in an engine of this kind, here we employ the feedback system to increase the optical spring and attain a significant efficiency. The resulting dynamics is somehow similar to that investigated in Ref. \[9\], which describes how to realize an optomechanical Stirling heat engine using a trapped nanoparticle. In this latter case, a sufficiently large variation of the mechanical frequency, i.e., the trapped particle oscillation frequency, is realized by controlling the intensity of the additional trapping potential. We highlight that our approach makes use of a simpler optical set-up, which can be applied to any optomechanical device – not only trapped particles – both in the optical and microwave domain.

The article is organized as follows. In Sec. II we introduce the model and derive the effective reduced equations for the mechanical resonator, after the adiabatic elimination of the cavity mode. Then, in Sec. III we identify a suitable Stirling cycle and show how to steer the system dynamics, by adjusting the feedback parameters. In Sec. IV we study the engine performances under different conditions. Finally Sec. V is devoted to the conclusions. In the appendices we report the details of the adiabatic elimination of the cavity field (App. A), as well as additional results, evaluated for systems in the resolved sideband regime (App. B).

II. THE MODEL

We consider a mode of a Fabry-Pérot optical cavity at the frequency \(\omega_c\), driven by a laser field at the frequency \(\omega_L\), and with total decay rate \(\kappa \equiv k_1 + k_2\), where \(k_1\) and \(k_2\) are the decay rates due to the mirror losses. The applied driving field is detuned by \(\Delta \equiv \omega_c - \omega_L\) from the cavity resonance. The laser amplitude is modulated by a signal proportional to the homodyne photocurrent of the field quadrature detected at the cavity output (see Fig. 1). The cavity mode is coupled by radiation pressure to a vibrational mode of a mechanical resonator with frequency \(\omega_m\) and dissipation rate \(\gamma\). We employ the standard linearized description of the optomechanical dynamics \[4\], which – under the assumption of a sufficiently large driving power – focuses on the fluctuations of the opti-
cal, $a(t)$ and $a^\dagger(t)$, and mechanical, $b(t)$ and $b^\dagger(t)$, field operators around the corresponding average values. Specifically they fulfill the quantum Langevin equations

$$\dot{a}(t) = - (\kappa + i \Delta) a(t) - i G [b(t) + b^\dagger(t)] + \sqrt{2 \kappa} a_{\text{in}}(t), \quad (1)$$

$$\dot{b}(t) = - \left( \frac{\gamma}{2} + i \omega_m \right) b(t) - i G [a(t) + a^\dagger(t)] + \sqrt{\gamma} b_{\text{in}}(t), \quad (2)$$

where $G$ is the linearized coupling strength, proportional to the intensity of the cavity field. The cavity detuning takes into account also the shift due to the optomechanical interaction. Moreover $a_{\text{in}}(t)$ and $b_{\text{in}}(t)$ are the input noise operators. The cavity input $a_{\text{in}}(t)$ includes the noise entering from the two mirrors

$$a_{\text{in}}(t) \equiv \sqrt{\kappa_1} a^{(1)}_{\text{in}}(t) + \sqrt{\kappa_2} a^{(2)}_{\text{in}}(t). \quad (3)$$

The input field through the first mirror is modified – assuming a broadband feedback response function [17] – according to the relation

$$a^{(1)}_{\text{in}}(t) = a^{(1)}_{\text{in},0}(t) + g_{\text{fb}} i(t - \tau_{\text{fb}}), \quad (4)$$

where $g_{\text{fb}}$ is the feedback gain and $i(t)$ is the homodyne photocurrent [defined below in Eq. (6)], which is delayed by the feedback delay time $\tau_{\text{fb}}$. Furthermore $a^{(1)}_{\text{in},0}(t)$ is the input field without feedback and is characterized, as well as the input on the second mirror, by the vacuum noise fluctuations such that $\langle a^{(1)}_{\text{in},0}(t) a^{(1)*}_{\text{in},0}(t') \rangle = \delta(t - t')$. The mechanical input noise, instead, describes thermal noise with $n_T$ excitations such that $\langle b_{\text{in}}(t) b^\dagger_{\text{in}}(t') \rangle = (n_T + 1) \delta(t - t')$. Here, the feedback acts by measuring the optical field at the output of the second mirror. After introducing the corresponding output operator

$$a^{(2)}_{\text{out}}(t) = \sqrt{2 \kappa_2} a(t) - a^{(2)}_{\text{in}}(t), \quad (5)$$

the homodyne photocurrent, with homodyne phase $\theta_{\text{fb}}$ and detection efficiency $\eta_{\text{fb}}$, is

$$i(t) = \eta_{\text{fb}} \big[ e^{-i \omega_{\text{fb}}} a^{(2)}_{\text{out}}(t) + e^{i \omega_{\text{fb}}} a^{(2)*}_{\text{out}}(t) \big] + \sqrt{1 - \eta_{\text{fb}}} X_{\text{v}}(t), \quad (6)$$

where $X_{\text{v}}$ describes additional white noise, with correlation $\langle X_{\text{v}}(t) X_{\text{v}}(t') \rangle = \delta(t - t')$, due to the imperfect detection. Whenever the feedback delay time is much smaller than both the characteristic interaction time $1/G$ and the cavity decay time $1/\kappa$, its effect on the field operator amounts to an additional phase factor such that $a^{(2)}_{\text{out}}(t - \tau_{\text{fb}}) \approx a^{(2)}_{\text{out}}(t) e^{i \Delta \tau_{\text{fb}}}$. Thereby we find

$$i(t - \tau_{\text{fb}}) \approx \eta_{\text{fb}} \big[ e^{-i \phi} a^{(2)}_{\text{out}}(t) + e^{i \phi} a^{(2)*}_{\text{out}}(t) \big] + \sqrt{1 - \eta_{\text{fb}}} X_{\text{v}}(t), \quad (7)$$

with the total feedback phase denoted as

$$\phi \equiv \theta_{\text{fb}} - \Delta \tau_{\text{fb}}. \quad (8)$$

By inserting Eqs. (3)-(7) into Eq. (1), one finds that the Langevin equation for the cavity field takes the form

$$\dot{a}(t) = - (\kappa_{\text{eff}} + i \Delta_{\text{eff}}) a(t) + \mu a^\dagger(t)$$

$$- i G [b(t) + b^\dagger(t)] + \sqrt{2 \kappa_{\text{eff}}} a_{\text{in},\text{eff}}(t), \quad (9)$$

where we have introduced the feedback-modified parameters

$$\kappa_{\text{eff}} \equiv \kappa - \text{Re} [\mu],$$

$$\Delta_{\text{eff}} \equiv \Delta - \text{Im} [\mu], \quad (10)$$

with

$$\mu \equiv 2 \sqrt{\eta_d \kappa_1 \kappa_2} g_{\text{fb}} e^{-i \phi} = \kappa - \kappa_{\text{eff}} + i (\Delta - \Delta_{\text{eff}}). \quad (11)$$

The total noise operator, which also accounts for the noise due to the feedback, is defined as

$$a_{\text{in,eff}}(t) \equiv \frac{1}{\sqrt{\kappa_{\text{eff}}}} \left[ \sqrt{\kappa_1} a^{(1)}_{\text{in},0}(t) + \sqrt{\kappa_2} a^{(2)}_{\text{in}}(t) \right]$$

$$- \sqrt{\eta_d \kappa_1} g_{\text{fb}} \left[ e^{-i \phi} a^{(2)}_{\text{in}}(t) + e^{i \phi} a^{(2)*}_{\text{in}}(t) \right]$$

$$+ \sqrt{(1 - \eta_d) \kappa_1} g_{\text{fb}} X_{\text{v}}(t),$$

(12)

with correlations

$$\langle a_{\text{in,eff}}(t) a^{(1)}_{\text{in,eff}}(t') \rangle = (1 + n_{\text{eff}}) \delta(t - t'),$$

$$\langle a_{\text{in,eff}}(t) a^{(2)}_{\text{in,eff}}(t') \rangle = n_{\text{eff}} \delta(t - t'), \quad (13)$$

(14)

where

$$n_{\text{eff}} \equiv \frac{\kappa_1 g_{\text{fb}}^2}{\kappa_{\text{eff}}} = \frac{\vert \mu \vert^2}{4 \eta_d \kappa_{\text{eff}}^2} = \frac{(\kappa - \kappa_{\text{eff}})^2 + (\Delta - \Delta_{\text{eff}})^2}{4 \eta_d \kappa_{\text{eff}}^2},$$

$$m_{\text{eff}} \equiv n_{\text{eff}} \left[ 1 - \frac{\sqrt{\eta_d \kappa_2} e^{i \phi}}{\sqrt{\kappa_{\text{eff}}}} \right] = n_{\text{eff}} \left[ 1 - \frac{2 \eta_d \kappa_2}{\mu} \right]. \quad (15)$$

We are interested in the weak coupling regime $G \ll \kappa_{\text{eff}}$, whereby the effect of the cavity light on the mechanical resonator can be taken into account by means of effective parameters, determined by adiabatically eliminating the cavity field from the Langevin equations of the mechanical resonator. Specifically we focus on the slowly varying mechanical operator $\hat{b}(t)$ defined by the transformation $b(t) \equiv e^{-i \omega_{\text{m}} t} \hat{b}(t)$, in comparison to which the cavity field evolves on a much shorter time scale. The resulting reduced equation for the mechanical degrees of freedom is (for details see App. A)

$$\dot{\hat{b}}(t) \approx - \left( \frac{\gamma + \Gamma_m}{2} + i \Delta_m \right) \hat{b}(t) + \sqrt{\gamma + \Gamma_m} B_{\text{m}}(t), \quad (16)$$

where we have introduced the light-induced mechanical dissipation rate $\Gamma_m$ and the optical spring $\Delta_m$, which can be expressed in terms of the feedback-modified cavity response function

$$\Lambda(\omega) \equiv \frac{\tilde{X}(\omega) \left[ 1 + \mu \tilde{X}(-\omega) \right]}{1 - \vert \mu \vert^2} \tilde{X}(\omega) \tilde{X}(-\omega), \quad (17)$$

where

$$\tilde{X}(\omega) \equiv \frac{1}{\kappa_{\text{eff}} + i (\Delta_{\text{eff}} - \omega)}, \quad (18)$$

as

$$\Gamma_m \equiv 2 G^2 \text{Re} \left[ \Lambda(\omega_m) - \Lambda(-\omega_m) \right], \quad (19)$$

$$\Delta_m \equiv 2 G^2 \text{Im} \left[ \Lambda(\omega_m) - \Lambda(-\omega_m) \right]. \quad (20)$$
Moreover, $B_m(t)$ is the modified noise operator, whose correlation functions can be expressed in terms of the power spectrum of the cavity field amplitude (see App. A1)

$$S_{X_m}(\omega) = 2\kappa_{\text{eff}} \left[ \left( n_{\text{eff}} + 1 \right) |\Lambda(\omega)|^2 + n_{\text{eff}} |\Lambda(-\omega)|^2 \right] + 2\text{Re} \left[ m_{\text{eff}} \Lambda(\omega) \Lambda(-\omega) \right] ,$$  

as

$$\langle B_m^\dagger(t) B_m(t') \rangle \cong \frac{G^2 S_{X_m}(\omega_m) + \gamma n_T}{\gamma + \Gamma_m} \delta(t - t') ,$$  

$$\langle B_m(t) B_m(t') \rangle \cong \frac{G^2 S_{X_m}(\omega_m) + \gamma (n_T + 1)}{\gamma + \Gamma_m} \delta(t - t') ,$$  

and $\langle B_m(t) B_m(t') \rangle = \langle B_m(t) B_m(t') \rangle \cong 0$. Hence, the corresponding steady state number of mechanical excitations, which describes the final stage of the laser cooling with feedback-controlled light [17, 18], is

$$n_m = \frac{G^2 S_{X_m}(\omega_m) + \gamma n_T}{\gamma + \Gamma_m} .$$  

Finally, we can introduce the corresponding equation for the average number of mechanical excitations, $n_b(t) \equiv \langle \hat{b}^\dagger(t) \hat{b}(t) \rangle$,

$$\overset{\cdot}{n}_b(t) = - (\gamma + \Gamma_m) [n_b(t) - n_m] ,$$  

which we are going to use in the evaluation of the engine performance.

### III. THE OPTOMECHANICAL STIRLING CYCLE

The Stirling engine works between two isochoric and two isothermal transformations, as schematically depicted in Fig. 2. In our system these transformations are realized by controlling the feedback gain $g_{fb}$ and the feedback phase $\phi$, introduced, respectively, in Eqs. (4) and (8). By adjusting these parameters, it is possible to tune the cavity response function, Eq. (17). The latter, in turn, affects the optical spring $\Delta_m(\phi, g_{fb})$, Eq. (20), and the number of effective thermal excitations $n_m(\phi, g_{fb})$, Eq. (23), which, hence, both depend on $g_{fb}$ and $\phi$. Correspondingly, this allows to have control over the effective temperature of the reservoir, which is given by

$$T(\phi, g_{fb}) = \frac{\hbar \left[ \omega_m + \Delta_m(\phi, g_{fb}) \right] n_m(\phi, g_{fb})}{k_B} ,$$  

with $k_B$ being Boltzmann’s constant. So, despite the system is operated at room temperature, the applied laser cooling allows to engineer effective bath temperatures below 1 K. Therefore, by tuning the feedback parameters it is possible to steer the dynamics of the mechanical resonator and to drive it through specific thermodynamic transformations.

The variation of the feedback parameters should take place on a sufficiently slow time scale, such that the approximations introduced in the previous section remain valid. In particular, the adiabatic elimination is valid as long as the cavity field is always well approximated by its instantaneous steady state. In this case, it is possible to tune the feedback and steer the mechanical oscillator through the first isothermal expansion,
where the vibrational frequency decreases from the initial upper value $\omega_m + \Delta_m^{(b)}$ to the final lower value $\omega_m + \Delta_m^{(h)}$, thus realising the engine stroke $1 \rightarrow 2$ in Fig. 2. In the second stroke, corresponding to the isochoric transformation $2 \rightarrow 3$, heat is removed from the system and the temperature is lowered from $T_{hot}$ to $T_{cold}$. The second isothermal corresponds to the compression stage (third stroke $3 \rightarrow 4$), where the mechanical frequency is increased back to its initial value. Finally, in the last stroke $4 \rightarrow 1$, heat is absorbed at constant frequency and the temperature returns to its initial value.

In order to determine the values of $g_{fb}$ and $\phi$, which allow to perform the Stirling cycle, we numerically explored the behaviour of the effective temperature [see Fig. 3 (a)] and of the optical spring [see Fig. 3 (b)] as a function of these parameters. Level lines in these two contour plots represent isotherms and isochoros, respectively. Our aim is to identify a pair of isotherms, at different temperatures, and a pair of isochoros, at different mechanical frequencies, which form a closed loop, i.e., a Stirling cycle, in the $(\phi, g_{fb})$ plane.

Figure 3 shows that maximum variability of the optomechanical parameters is achieved close to the system instability (represented by the white areas). Hence, we confine ourselves to the region enclosed by the dashed square, in Fig. 3 and identify a few specific isothermal and isochoric lines, suitable to implement a Stirling cycle. The magnified view of this region is depicted in Fig. 4. In particular, we focus on the area where the effective cavity decay rate is $\kappa_{eff} > G, \Gamma_m$, such that the cavity dynamics is fast enough to assure the validity of the adiabatic elimination. Figure 4 highlights a specific Stirling cycle where two isotherms (blue and red lines) cross two isochoros (cyan and pink lines) in order to form a closed loop. In particular, the blue line denotes the cold isotherm, the red line corresponds to the hot one, the cyan line marks the low frequency isochore, and the pink one is the high frequency one.

In order to simulate the mechanical oscillator dynamics during a Stirling cycle, the values of the feedback parameters $\phi$ and $g_{fb}$ are properly varied so that, in each stroke, the system moves along the path in the $(\phi, g_{fb})$ space at constant speed (see Fig. 5). This results in a nonlinear time evolution of $\phi(t)$ and $g_{fb}(t)$, as depicted in Figs. 5 (b) and (c). The values of $\phi(t)$ and $g_{fb}(t)$ determine the time evolution of the other system parameters $\Gamma_m(t)$, $\Delta_m(t)$, and $n_m(t)$ (see Fig. 6), which appear in the reduced equations of the mechanical resonator Eqs. (16) and (24). The isothermal strokes are characterized by a constant effective temperature, determined by the feedback parameters [Fig. 4 (a)]. Instead, the optical spring $\Delta_m(t)$ remains constant during the isochoric transformations [Fig. 4 (b)]. The corresponding dynamics of the effective damping rate $\Gamma_m$, the number of system excitations $n_m$, and the effective bath excitations $n_b$ are shown in Fig. 6 (c) and (d). The behaviour of $n_b$ is evaluated by numerically solving Eq. (24), with the time
dependent parameters reported in Fig. 6 and using the instantaneous steady state as initial condition. In order to analyze the proper working regime of the engine, we have computed the time evolution of the system over several cycles and verified that, after a few cycles, the resonator dynamics stabilizes and repeats itself from cycle to cycle.

In this work, we have considered only linear variations of the system along the cycle lines in the \( \phi, g_{fb} \) space. However, the optimization of the engine performances would probably require a more sophisticated and customized control of the feedback parameters, similar to the approach discussed in Ref. [9] or by using techniques such as shortcut-to-adiabaticity [21].

IV. ENGINE EFFICIENCY AND POWER

In order to assess the engine performance, we have evaluated its efficiency and power delivery. The efficiency is defined as the ratio of the work \( W_{\text{tot}} \) done by the engine to the absorbed heat \( Q_{\text{abs}} \)

\[
\eta \equiv -\frac{W_{\text{tot}}}{Q_{\text{abs}}}.
\]  

The power, instead, is by definition the work done per unit time

\[
P \equiv -\frac{W_{\text{tot}}}{t_{\text{tot}}},
\]  

where \( t_{\text{tot}} \) is the cycle duration. In our notation we consider positive quantities both the heat \( Q \), absorbed by the system, and the work \( W \), performed by the environment on the system. Therefore, the work done by the engine is negative and...
the variation of the internal energy is \( \Delta U = Q + W \). For a quantum system the internal energy \( U \) is given by the expectation value of the Hamiltonian operator over the state of the system, represented by the density matrix \( \rho(t) \). In the present case the system Hamiltonian is

\[
H(t) = \hbar [\omega_m + \Delta_m(t)] b^\dagger(t)b(t)
\]

and the internal energy

\[
U(t) = \text{Tr} \{ H(t) \rho(t) \}, \quad U(t) = \hbar [\omega_m + \Delta_m(t)] n_b(t) .
\]

The heat exchanged from the initial time \( t_i \) to the final time \( t_f \) is given by the integral

\[
Q = \int_{t_i}^{t_f} dt \, \text{Tr} \{ H(t) \dot{\rho}(t) \} .
\]

The heat \( Q \) can be evaluated using the expression for the time derivative of the density matrix, given by the Lindblad master equation, which is equivalent to the quantum Langevin equation

\[
\dot{\rho}(t) = -i [H(t), \rho(t)] + \frac{\gamma + \Gamma_m(t)}{2} \left[ n_m(t) + 1 \right] \mathcal{L}[b] \cdot \rho(t) \\
+ n_m(t) \mathcal{L}[b^\dagger] \cdot \rho(t) ,
\]

with \( \mathcal{L}[x] \cdot \rho = 2 x \rho x^\dagger - x^\dagger x \rho - \rho x^\dagger x \). Thereby one finds

\[
Q = \hbar \int_{t_i}^{t_f} dt \left[ \gamma + \Gamma_m(t) \right] [\omega_m + \Delta_m(t)] \left[ n_m(t) - n_b(t) \right] .
\]

Eventually one can determine the work as the difference between the variation of the internal energy and the heat.

We have computed the heat and work exchanged by the system by solving numerically Eq. (24), with the time dependent coefficients that follow various thermodynamic cycles, similar to the ones reported in Fig. 4, and we have analyzed the corresponding engine performance in terms of efficiency and power. For instance, in the case of the cycle of Fig. 4 the resulting efficiency is \( \eta = 0.13 \).

We have to emphasize that, in principle, a similar engine could be accomplished even without feedback by adjusting the temperature and the optical spring via the laser intensity, which...
increasing either $T_{\text{hot}}/T_{\text{cold}}$ or $(\omega_m + \Delta_m^{(h)})/(\omega_m + \Delta_m^{(l)})$ would bring the system in the regime in which $\kappa_{\text{eff}} < G$, where the adiabatic elimination is no longer valid. This implies that the results of Figs. 4-6 cannot be further improved by selecting different temperatures or mechanical frequencies.

The previous results have been achieved considering a fixed total cycle time and an equal duration for each stroke. In Fig. 9 we show how the performance of the engine depend on the duration of the cycle. In particular, we present the results as a function of the total time $t_{\text{tot}}$ [see Fig. 9 (a) and (c)] and of the ratio $r_T$ between the duration of the isothermal strokes and the total time (assuming, however, that both the two isotherms and the two isochores have equal duration) [see Fig. 9 (b) and (d)]. We observe that the dependence of the efficiency on the cycle length is relatively weak. Instead, the power rapidly decreases with $t_{\text{tot}}$, while it is not too affected by changes of $r_T$. In Fig. 10 (a), we report the corresponding efficiency at maximum power, as a function of the temperature ratio. Namely, we plot the efficiency evaluated at the specific values of $t_{\text{tot}}$ and $r_T$ [reported in Figs. 10 (b) and (c)], which result in the maximum power for each value of the temperature ratio. As we have seen in Fig. 9 the maximum power is always achieved for the smallest total time $t_{\text{tot}} = 200 \omega_m^{-1}$. As expected the efficiency is upper-bounded by the Curzon-Ahlborn efficiency

$$\eta_{C-A} \equiv 1 - \sqrt{\frac{T_{\text{cold}}}{T_{\text{hot}}}} \quad (34)$$

A final comment is in order. The scheme that we have analyzed is effective if the optomechanical coupling strength $G$ is smaller than the cavity decay rate $\kappa$ (see App. B). In fact the feedback permits to effectively modify the cavity linewidth, see Eq. (10), and, in turn, this allows to have control over the mechanical parameters. However, if $G$ approaches the value of $\kappa$, the range of the feedback parameters, which are consistent with our analysis, shrinks (because the adiabatic elimination is valid if $\kappa_{\text{eff}} > G$, so that the value of $\kappa_{\text{eff}}$ cannot be smaller than that of $\kappa$) and, as a consequence, the ability to design suitable thermodynamic cycles is reduced. In App. B we have reported an example (see Figs. 13 and 14), which describes this situation and shows that when $G = \kappa$, the efficiencies of the engine with and without feedback are comparable.

V. CONCLUSIONS

We have shown how to steer a mechanical resonator through a thermodynamic cycle using an in-loop cavity. The cavity light is controlled by a feedback loop and is used both to engineer the reservoir by laser cooling, and to tune the mechanical frequency via the optical spring effect. Thereby, the engine cycle is achieved by controlling only the feedback transfer function, which defines the feedback gain and the phase. This makes the experimental implementation of the proposed setup relatively simple.

The feedback system that we have analyzed allows to increase significantly the range of variability of the mechanical temperature (see Ref. 18) and frequency, as compared to what is achievable by controlling the driving light frequency

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10.png}
\caption{(a) Efficiency at maximum power as a function of the ratio of hot to cold bath temperature, and corresponding values of (b) the total cycle time $t_{\text{tot}}$ and (c) the ratio of isothermal duration to the total time $r_T$. In (a) the dashed gray line represents the Carnot efficiency, whereas the dotted gray line the Curzon-Ahlborn efficiency. The other parameters are as in Fig. 3.}
\end{figure}
and intensity. Hence, we have shown that this effect can be employed to enhance the efficiency of a Stirling heat engine over the efficiency achievable in a similar system without feedback by almost two orders of magnitude. We note that it might be worth considering if higher efficiencies could be attained by combining the two techniques, for example, by controlling the driving laser power to engineer the reservoir number of excitations and using the feedback for tuning the mechanical frequency. Moreover, a further increase of the engine efficiency could be achieved by resorting to a more elaborate time control of the system parameters \( G \) and \( \gamma \), by implementing shortcut-to-adiabaticity techniques \([21]\).

Our analysis is performed in a regime in which quantum phenomena are not yet observable. In fact, here we are interested in indicating the simplest route towards a first experimental realization of an optomechanical heat engine. Nevertheless, it would be very interesting to study in detail regimes where quantum effects are relevant and novel quantum thermodynamical processes could be explored. In order to move towards this direction it would be necessary to relax also other assumptions that are at the basis of the present investigation. For example, we have analyzed only situations in which the system-reservoir coupling (i.e., the optomechanical coupling) is weak. Moreover, our results have been obtained for relatively slow transformations, such that the evolution of the number of mechanical excitations of the resonator closely follows that of the bath [see Fig. 6(d)]. If either the coupling is not sufficiently small or the transformations are not sufficiently slow, the adiabatic elimination, at the basis of our investigation, is no more valid. In these cases our study should be extended by including a detailed analysis of the full coupled optomechanical dynamics. In this regime it would be particularly interesting to investigate the role of correlations between the system and the reservoir \([23, 24]\), to study effects related to correlations in the reservoir \([27, 28]\) (which in this system can be generated by the feedback itself \([17]\)), to analyze if this feedback setup can play the role of a Maxwell demon \([29]\), and, more generally, to examine the role of the feedback in the energy exchanges of quantum heat engines \([30, 31]\).

### Appendix A: Adiabatic elimination of the cavity field

In this appendix we discuss the derivation of the effective equations for the mechanical resonator Eqs. (13) and (16), which are valid in the weak coupling regime \( G \ll \kappa_{eq} \) and are determined by adiabatically eliminating the cavity field from the Langevin equations of the mechanical resonator. Specifically we focus on the slowly varying mechanical operator \( \tilde{b}(t) \) defined by the transformation \( \tilde{b}(t) \equiv e^{-i\omega t} \hat{b}(t) \), in comparison to which the cavity field evolves on a much shorter time scale. Hence, we first determine the steady state for the cavity field and then substitute it in the equation for \( \tilde{b}(t) \). The steady state for the cavity field operator can be expressed in terms of its Fourier transform with \( \tilde{x}(\omega) \equiv \frac{1}{\sqrt{2\pi}} \int dt e^{i\omega t} x(t) \) and \( \{\tilde{x}(\omega)\}^\dagger \equiv \tilde{x}^\dagger(-\omega) \), introducing the cavity response function

\[
\tilde{\chi}(\omega) \equiv \tilde{x}(\omega) \left( 1 - \mu^2 \tilde{\chi}(-\omega) \right)^\dagger
\]

modified by the feedback \([17]\)

\[
\tilde{\lambda}(\omega) \equiv \tilde{\chi}(\omega) \left( 1 - \mu^2 \tilde{\chi}(-\omega) \right)^\dagger
\]

with \( \tilde{\chi}(\omega) \) defined in Eq. (13), as

\[
a(t) = a(t)\big|_{G=0} - \frac{i G}{\sqrt{2\pi}} \int d\omega e^{-i\omega t} \tilde{\lambda}(\omega) \left[ \hat{b}(\omega) + \hat{\dagger}(\omega) \right],
\]

where \( a(t)\big|_{G=0} = \frac{i G}{\sqrt{2\pi}} \int d\omega e^{-i\omega t} \tilde{\alpha}(\omega) \big|_{G=0} \) indicates the steady state field operator without resonator. The integral in Eq. (A2) can be further approximated, using the convolution theorem \([\frac{1}{\sqrt{2\pi}} \int dt e^{i\omega t} \int dt' f(t-t') g(t') = \sqrt{2\pi} \int d\omega \tilde{f}(\omega) \tilde{g}(\omega) \]

i.e., \( \int dt' f(t-t') g(t') = \int d\omega e^{-i\omega t} \tilde{f}(\omega) \tilde{g}(\omega) \) and introducing the slowly varying mechanical operators, which are essentially constant over the cavity time scale determined by the Fourier transform, \( \tilde{\lambda}(\omega) \), of the response function \( \tilde{\lambda}(\omega) \), as

\[
\int_{-\infty}^{\infty} d\omega e^{-i\omega t} \tilde{\lambda}(\omega) \hat{b}(\omega) = \int_{-\infty}^{\infty} dt' \tilde{\lambda}(t-t') \hat{b}(t')
\]

\[
\approx \hat{b}(t) \int_{-\infty}^{\infty} dt' \tilde{\lambda}(t-t') e^{-i\omega t''}
\]

\[
= \sqrt{2\pi} \hat{b}(t) \int_{-\infty}^{\infty} d\omega e^{-i\omega t} \tilde{\lambda}(\omega) \delta(\omega - \omega_m)
\]

\[
= \sqrt{2\pi} \hat{b}(t) e^{-i\omega_m t} \tilde{\lambda}(\omega_m),
\]

and similarly

\[
\int_{-\infty}^{\infty} d\omega e^{-i\omega t} \tilde{\lambda}(\omega) \hat{\dagger}(\omega) \approx \sqrt{2\pi} \hat{\dagger}(t) e^{i\omega_m t} \tilde{\lambda}(-\omega_m).
\]

thereby one finds

\[
a(t) \approx a(t)\big|_{G=0} - i G \left\{ \tilde{\lambda}(\omega_m) e^{-i\omega_m t} \hat{b}(t) + \tilde{\lambda}(-\omega_m) e^{i\omega_m t} \hat{\dagger}(t) \right\},
\]

so that substituting it and its hermitian conjugate into the equation for \( \tilde{b}(t) \) and retaining only resonant terms one finds Eq. (16) of the main text, where the modified noise operator \( B_{in}(t) \) is explicitly given by

\[
B_{in}(t) = \frac{-i G \left\{ a(t)\big|_{G=0} + a(t)\big|_{G=0} + \sqrt{\kappa_m} b_{in}(t) \right\}}{\sqrt{\kappa_m}} e^{i\omega_m t}
\]

whose correlation functions can be expressed in terms of the correlations of the steady state cavity field quadrature

\[
X(t) \equiv a(t)\big|_{G=0} + a(t)\big|_{G=0}
\]

without resonator, and of the mechanical input noise \( b_{in}(t) \). In particular, according to our assumptions \( \kappa > G, \gamma \) the correlation of \( X(t) \) decays on a time scale smaller than the time scale of the mechanical dynamics. Thus if we indicate with \( o(t) \) a generic variable of the slow mechanical dynamics then we can approximate

\[
\int dt \left\{ X(t) X(t' + \tau) \right\} o(t) \approx o(t) \int dt \left\{ X(t) X(t' + \tau) \right\} = \int dt \left\{ X(t) X(t' + \tau) \right\}
\]
\[ \frac{\alpha(t)}{2\pi} \int dt \int d\omega \int d\omega' e^{-i\omega t} e^{-i\omega' (t+\tau)} \langle \tilde{X}_0(\omega) \tilde{X}_0(\omega') \rangle = \frac{\alpha(t)}{2\pi} \int dt \int d\omega e^{i\omega \tau} S_X(\omega) = \alpha(t) S_X(0) \]

where we have introduced the power spectral density of the cavity field defined by the relation

\[ \langle \tilde{X}_0(\omega) \tilde{X}_0(\omega') \rangle = \delta(\omega + \omega') S_X(\omega), \quad (A8) \]

and the specific form of which is reported below. This result implies that we can approximate the field quadrature correlation function as

\[ \langle X_0(t) X_0(t + \tau) \rangle \approx \delta(\tau) S_X(0). \quad (A9) \]

A similar calculation, including generic time-dependent phase factors, shows that

\[ \langle X_0(t) X_0(t + \tau) \rangle e^{ip t} e^{i\eta} = \delta(\tau) S_X(0) e^{ip t}. \quad (A10) \]

This approximation can be employed to determine the expressions for the correlation functions of the noise operator \( B_m(t) \) reported in Eq. (22). The correlations \( \langle B_m(t) B_n(t') \rangle \) and \( \langle B_m(t) B_n(t') \rangle \), instead, include fast oscillating phase factors at frequency \( \pm 2 \omega_m \). Hence, their effect on the dynamics of the mechanical resonator is negligible. Correspondingly, the equation for the mechanical excitation number is

\[ \frac{\partial}{\partial t} \langle \tilde{b}^\dagger(t) \tilde{b}(t) \rangle = - (\gamma + \Gamma_m) \langle \tilde{b}^\dagger(t) \tilde{b}(t) \rangle + G^2 S_X(0) + \gamma n_T \]

and similarly

\[ \frac{\partial}{\partial t} \langle \tilde{b}(t) \tilde{b}^\dagger(t) \rangle = - (\gamma + \Gamma_m) \langle \tilde{b}(t) \tilde{b}^\dagger(t) \rangle + G^2 S_X(0) + \gamma (n_T + 1). \]

(A11)

(A12)

Now, given that for bosonic operators \( \langle \tilde{b}(t) \tilde{b}^\dagger(t) \rangle = \langle \tilde{b}^\dagger(t) \tilde{b}(t) \rangle = 1 \), one finds that

\[ \Gamma_m = G^2 \left[ S_X(\omega_m) - S_X(0) \right]. \quad (A13) \]

Thus, we finally find Eq. (24).

Note that the response function defined in Eq. (A1) is the function which enters the equation for the field operator (A2), while the one introduced in Eq. (17) is the response function for the quadrature operator \( X_0(t) \), see Eq. (A15). They are related by the equation \( \lambda(\omega) - \tilde{\lambda}(0) = \lambda(\omega) - \lambda(0) \).

1. The power spectrum of the cavity field

The expression for the power spectrum of the cavity quadrature \( S_X(\omega) \) reported in Eq. (21) can be computed as follows. The operators of the cavity field, obtained solving Eq. (9), are

\[ \tilde{a}(\omega) \bigg|_{G=0} = \frac{\sqrt{2 \kappa_{\text{eff}}}}{1 - \mu^2 \bar{\tilde{\chi}}(\omega) \bar{\tilde{\chi}}(\omega)} \times \left[ a_{\text{in,eff}}(\omega) + \mu \bar{\tilde{\chi}}(\omega) \bar{\tilde{\chi}}(\omega) a_{\text{in,eff}}^\dagger(\omega) \right] \quad (A14) \]

\[ \tilde{a}^\dagger(\omega) \bigg|_{G=0} = \frac{\sqrt{2 \kappa_{\text{eff}}}}{1 - \mu^2 \bar{\tilde{\chi}}(\omega) \bar{\tilde{\chi}}(\omega)} \times \left[ a_{\text{in,eff}}(\omega) + \mu \bar{\tilde{\chi}}(\omega) \bar{\tilde{\chi}}(\omega) a_{\text{in,eff}}^\dagger(\omega) \right]. \]

FIG. 11. As in Fig. 4 with \( \kappa = 0.1 \omega_m, G = 0.01 \omega_m, T_{\text{hot}} = 6 \text{ K}, T_{\text{cold}} = 3 \text{ K}, \Delta_m^{(0)} = 0.004 \omega_m \text{ and } \Delta_{m}^{(1)} = -0.004 \omega_m \). In this case the resulting efficiency (with \( t_m = 40000 \omega_m^{-1} \) and \( r_T = 0.5 \)) is \( \eta = 0.01 \).

FIG. 12. As in Fig. 7 with \( \kappa = 0.1 \omega_m, T_{\text{hot}} = 40 \text{ K}, T_{\text{cold}} = 20 \text{ K}, \Delta_m^{(0)} = 0.0004 \omega_m \text{ and } \Delta_{m}^{(1)} = -0.0005 \omega_m \). In this case the resulting efficiency (with \( t_m = 60000 \omega_m^{-1} \) and \( r_T = 0.5 \)) is \( \eta = 0.001 \).

Hence, the corresponding expression for the quadrature operator is

\[ \tilde{X}_0(\omega) = \sqrt{2 \kappa_{\text{eff}}} \left[ \lambda(\omega) a_{\text{in,eff}}(\omega) + \lambda(0) a_{\text{in,eff}}^\dagger(\omega) \right]. \quad (A15) \]
where the cavity response function $\Lambda(\omega)$ is defined in Eq. (17). Finally, Eq. (21) is obtained combining Eqs. (A8), (A15) and the correlations of the input noise in Fourier space

$$\langle a_{\text{in,eff}}^\dagger(\omega) a_{\text{in,eff}}(\omega') \rangle = n_{\text{eff}} \delta(\omega + \omega'),$$  \hspace{0.5cm} (A16)

$$\langle a_{\text{in,eff}}(\omega) a_{\text{in,eff}}^\dagger(\omega') \rangle = (n_{\text{eff}} + 1) \delta(\omega + \omega'),$$  \hspace{0.5cm} (A17)

$$\langle a_{\text{in,eff}}(\omega) a_{\text{in,eff}}(\omega') \rangle = m_{\text{eff}} \delta(\omega + \omega'),$$  \hspace{0.5cm} (A18)

$$\langle a_{\text{in,eff}}^\dagger(\omega) a_{\text{in,eff}}^\dagger(\omega') \rangle = m_{\text{eff}} \delta(\omega + \omega').$$  \hspace{0.5cm} (A19)

### Appendix B: The resolved sideband limit

In the main text we have studied an optomechanical system in the unresolved sideband regime ($\kappa = 2\omega_m$) where our approach gives the largest efficiency. In this appendix, for completeness, we derive a few results in the resolved sideband limit, where $\kappa_{\text{eff}} \ll \omega_m$. In this case the engine efficiency is reduced. The results that we report hereafter are obtained for a ratio $T_{\text{hot}}/T_{\text{cold}} = 2$. Instead, the values of $\Delta_m^{(h)}$ and $\Delta_m^{(l)}$ are chosen in order to optimize the corresponding engine efficiencies.

Specifically, here we consider $\kappa = 0.1\omega_m$. The results in Figs. [11] and [12] are obtained with parameters consistent with those of the experiments reported in Refs. [18–20]. Figure [11] is obtained including the feedback, whereas Fig. [12] is without feedback. We note that the corresponding engine efficiencies are very low, however also in this case we find a strong enhancement due to the feedback.

In Figs. [13] and [14] we have used larger optomechanical couplings (up to $G = \kappa = 0.1\omega_m$). In this case the system is at the limit of validity of the adiabatic elimination, and the feedback cannot be fully exploited to enhance the performance of the engine. In fact, the possibility of extending the variability of the optomechanical parameters is permitted by the ability to reduce also the effective cavity linewidth (see Eq. (16)) [17]. In this case, however, the cavity linewidth cannot be further reduced and the efficiencies corresponding to the thermodynamic cycles with (Fig. [13]) and without (Fig. [14]) feedback are comparable.
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