Information retrieval system in text-based skripsi document search file using vector space model method
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Abstract. Speed and simplicity in the process of finding documents and information have become a necessity in the campus library. The speed in finding a skripsi document that is currently still very long to find the data and more simple in displaying what you are looking for then we aim to search and find skripsi documents in a digital library at a private university in Jakarta more quickly and display what which is searched precisely. An approach is needed using the VSM method that encourages without complete keywords, and to see the effectiveness of research searches. The results of the VSM method can be applied for the development of prototype applications. The prototype used to facilitate the process of searching or finding the documents and information needed is fast and simple.

1. Introduction

In the digital search, the information era is used for many purposes in supporting information retrieval activities using information retrieval systems, the information sought from various content such as text, images, video, audio and so on for user needs.

This information is meaningless if the relevant information cannot be recovered for the needs of users, one of them is the library information application. Therefore, college libraries require information retrieval systems or digital library services that provide instant access to skripsi collections/documents through method keyword search, writing, and title.

The author tries to apply the retrieval information method to one of the private tertiary education libraries in Jakarta in order to provide faster and more accurate information in the skripsi document search process, so that students can do searches without needing to complete the keyword in detail, Hana students need to type the keyword in search of skripsi documents and will be displayed in full.

In this study, the author uses the vector space model method which is one of the retrieval information methods that aims to simplify the retrieval process in text-based documentation.

The implementation of the vector space model can be felt and enjoyed in various scientific fields, one of which is to develop document indexing schemes that increase the effectiveness of taking free text medical documents [1]. With documents and queries represented as vectors and angles between the two [2], vectors are calculated using the consinus function in common with the effectiveness of VSM which
largely depends on the weighting of the VSM [3] and allows the calculation results to be ranked according to the measure of similarity [4].

The purpose of this study is to implement a retrieval system model on library applications at private universities in Jakarta to trace documents in a repository based on document searches entered by students so that documents will be found similar to the keywords students have searched for, as well as ranking/order of documents which is found based on the similarity value.

2. Materials and methods

2.1 Information Retrieval System

Information retrieval system shows the process in the form of information retrieval needed [5]. Information retrieval (IR) is generally associated with knowledge-based information retrieval and retrieval [6] information retrieval system (IR).

Information Retrieval System finds information that is usually in the form of documents from unstructured data in the form of text to meet the information needs of a large set of data that is generally stored in a computer database [7].

The Information Retrieval System application has been used in many fields such as medicine, companies and so on. One application of the Information Retrieval System is a search engine that can be applied in various fields. On search engines with Information Retrieval Systems users can enter queries that are free in the sense of query words that correspond to human language and the system can find documents that match queries written by users.

The working principle of the Information Retrieval System is if there is a collection of documents and the user who formulates the question (request or request). The answer to the question is a series of relevant documents and discard irrelevant documents [8].

The Information Retrieval System will take one of these possibilities. Information Retrieval System is divided into two main components, namely, the indexing system to produce a system database and retrieval is a combination of user interface and look-up-table. The Information Retrieval System is designed to find documents or information needed by the user.

The Information Retrieval System aims to answer the information needs of users with information sources available in the following conditions [8]:
1. Presenting a set of ideas in a document using a set of concepts.
2. There are several users who need ideas, but cannot identify and find them well.
3. Information Retrieval System aims to bring together the ideas put forward by the author in documents with user information needs expressed in the form of keyword queries/search terms.

The main function of the Information Retrieval System [8]
1. Identify sources of information that are relevant to the interests of the targeted user community
2. Analyze the content of information sources (documents)
3. Representing the contents of the source of information in a certain way that allows it to be met with user questions
4. Represent user questions (queries) in a certain way that allows the source of information to be found in the database.
5. Meeting search statements with data stored in the database
6. Find back relevant information
7. Improve system performance based on feedback provided by the user.

2.2 Information Retrieval System Architecture

The Information Retrieval System process as in Figure 1 uses a simple architecture. Before doing the retrieval process, database definitions are needed. Next follows the stages of the process; The documents to be used, the operations that will be used in the search, and the text processing model [9].
2.3 Process Calculation of VSM

Vector Space Model (VSM) is a method to see the level of proximity or similarity (similarity) term by weighting the term. Documents are viewed as a vector that has a magnitude (distance) and direction (direction). In the Vector Space Model, a term is represented by a dimension of vector space. The relevance of a document to a query is based on the similarity between document vectors and query vectors [9].

VSM provides a partial matching framework is possible. This is achieved by setting non-binary weights for index terms in queries and documents. The term weight is finally used to calculate the level of similarity between each document stored in the system and user requests. Documents taken are sorted in a sequence that has similarities, the vector model takes into consideration the documents that are relevant to the user's request. The result is a collection of documents that are taken far more accurately (in the sense that they are in accordance with the information needed by the user). A \( dj \) document and a query \( q \) are represented as \( t \)-dimensional vectors as shown in figure 2.

![Figure 1. The Process of Retrieving Information [6]](image)

![Figure 2. The Cosines of is adopted as sim \( dj, q \) [6]](image)

![Figure 3. Matrix term-document [6]](image)
In VSM the document collection is represented as a matrix of term-document (or matrix term frequency). Each cell in the matrix corresponds to the weight given from a term in the specified document. A zero value means that the term is not in the document. Figure 3 shows the term-document matrix with \( n \) documents and \( t \) terms.

The process of calculating VSM is through the stages of calculating term frequency (Inf), term frequency Inverse Document Frequency (TF-IDF), query and document distances, measurement of query document similarity (inner product), and Cosine Similarity measurement (calculating cosine values the angle between two vectors).

Through VSM and TF-IDF weighting, you will get a numerical representation of documents so that you can calculate the closeness between documents. The closer the two vectors are in a VSM, the more like the two documents represented by the two vectors. The similarity between documents can be calculated using a similarity measure function. This size allows ranking documents according to their similarity or relevance to the query. Cosine Similarity or \( \text{Sim} (q, d_j) \) is used to evaluate the level of similarity or similarity of the document \( (d_j) \) relating to query \( (q) \) as a correlation between vectors \( d_j \) and \( q \). This correlation can be measured, with equation (1).

\[
\text{Sim}(q, d_j) = \frac{q \cdot d_j}{|q| \cdot |d_j|} = \frac{\sum_{i=1}^{n} W_{iq} \cdot W_{ij}}{\sqrt{\sum_{j=1}^{t} (W_{iq})^2} \cdot \sqrt{\sum_{i=1}^{n} (W_{ij})^2}} \quad \text{……………………… (1)}
\]

3. Results and Discussion

This designed system is used by private universities in Jakarta which already have student research skripsi data in digital form and stored in the repository.nusamandiri.ac.id. The data collected in the form of primary data with student skripsi data for 2015-2018 consisted of 800 attribute parameters with five input attributes used such as title, supervisor, student and year.

![Figure 4. The flow of the IRS System with VSM](image)

This system is designed by taking a repository database that has been available at repository.nusamandiri.ac.id at private universities in Jakarta.

Some things that must be considered within the boundaries of this study are as follows:

a) The system designed is an information retrieval system with documents in pdf format and
Indonesian language text.
b) The document is a document in the form of a text/paper.
c) The main data is a database that is registered at the repository.nusamandiri.ac.id

d) The system will read/retrieve document collections in the repository.
e) The search option that is made is based on the title, abstract and overall contents of the document.

The system description is designed using VSM and the process stages are seen in the system flow in Figure 4. The repository is a database whose documents will be retrieved and traced and the index file is a document store after the cluster is done according to the options. This application is designed with two users, the admin side and the user. Draft explanation as shown in Figures 5 and 6. The admin will do an indexing process wherein this process will be parsed and stemming the document, which after extracting it into format.txt is then grouped.

![Figure 5. Indexing Process (Admin)](image1)

![Figure 6. Indexing Process (User)](image2)
Next from the user side where the user only needs to enter the query to start the search for document searches. The document entered in the system is the document in the repository and the document is extracted into a .txt form as shown in Figure 7. The extraction process is done only by executing the extract file button in the application.

![Figure 7. Document Extraction](image)

For the next process that is still the admin right is to enter stopword data, and the interface for entering this stopword is shown in Figure 3. Entering the stopword can be done by uploading the file with the format. Txt and with a maximum size of 1024KB.

![Figure 8. The Stopword Upload Interface](image)

![Figure 9. Interface input query](image)
The first interface for the user is the column for entering the query as a keyword to start the search, which is shown in Figure 9 label a. The query entered is in the form of sentences and not files. The next step after entering the query, the user can choose the search option consisting of 4 (four) options as described in Figure 9 label b.

Figure 10 is the result that will be given to the user, while the documents have been ranked according to their similarity value to the query. The final result given to the user is the order of documents according to the similarity value to the user query, as described in Figure 16. The most similar document is P8 with a similarity value of 6.5%.

4. Conclusion
This system design can be used as a tool to get document references that are similar to the entered query so that the user can estimate the extent to which the research will be done. The prototype still has a system error when the user's choice option is content, this is possible because of limited hardware and time limit execution of the programming language used.

For the development of research, if you are going to use the Porter algorithm, you should add a complementary table to the Indonesian word so that all words can be recognized by the system. The collection of documents used should also be in a diverse format and will be maximized if using a wider database so that applications can be used together between institutions.
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