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Abstract: Bayesian Networks (BN) are probabilistic models that are commonly used for the diagnosis in numerous domains (medicine, finance, transport, robotics, ...). In the case of autonomous vehicles, they can contribute to elaborate intelligent monitors that can take the environmental context into account. We show in this paper some main abilities of BN that can help in the elaboration of fault detection isolation and recovery (FDIR) modules. One of the main difficulty with the BN model is generally to elaborate these ones according to the case of study. Then, we propose some automatic generation techniques from failure mode and effects analysis (FMEA)-like tables using the pattern design approach. Once defined, these modules have to operate online for autonomous vehicles. In a second part, we propose a design methodology to embed the real-time and non-intrusive implementations of the BN modules using FPGA-SoC support. We show that the FPGA implementation can offer an interesting speed-up with very limited energy cost. Lastly, we show how these BN modules can be incorporated into the decision-making model for the mission planning of unmanned aerial vehicles (UAVs). We illustrate the integration by means of two models: the Decision Network model that is a straightforward extension of the BN model, and the BFM model that is an extension of the Markov Decision Process (MDP) decision-making model incorporating a BN. We illustrate the different proposals with realistic examples and show that the hybrid implementation on FPGA-SoC can offer some benefits.
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1. Introduction

Bayesian Networks (BNs) are well known probabilistic models to elaborate diagnosis taking into account uncertainties. Numerous fields of applications like medicine, robotics, industrial process, exploit their inference mechanism to evaluate the causes of a disease or the source of the malfunctioning from the observed environment. With the autonomy of unmanned aerial vehicles (UAV), the safety becomes a major issue to achieve the mission correctly. Then the analysis and the evaluation of the dependability of the system [1] including the safety and the security constraints are crucial. In the case of aerospace systems, a set of faults and errors [2] related to sensors, actuators and embedded systems can be identified in advance. To detect and to mitigate the different kinds of hazards, number of model-based fault detection isolation recovery (FDIR) techniques have been introduced [3].

The BNs are used in safety and risk analysis/assessment. The superiority of the BN over conventional risk analysis methods such as the Bowtie method and Fault tree are well proven in many
literatures [4–6]. In [7–9], the FDIR techniques use static or dynamic BNs in order to define the Health Management (HM) of the system from sensor observation. Other works [10,11] in security show that BNs can be also used to model particular security threats. The BN model can be an interesting model for elaborating intelligent monitors for autonomous vehicles.

The elaboration of the appropriate BN able to fit the dependable system is a complex task and is generally based on expert knowledge or on the learning algorithms [12–14]. Learning algorithms can help in defining the parameters and the structure of the networks. Nevertheless, they are really inefficient if not driven by some expertise. The first challenge is then to elaborate these ones without being a BN expert and without using extensive and inefficient learning methods.

The second challenge in the context of autonomous vehicle is to embed these intelligent monitors in the real-time context. Actual UAV systems have the opportunity to embed parallel application by deploying them onto specific parallel architecture such as multi-core CPU, GPU or FPGA architecture. These hardware supports are currently proposed for the real-time vision application [15]. The BN monitors can be described in a parallel way and can be efficiently implemented on FPGA support.

A hardware implementation on FPGA of the HM is proposed to achieve real-time objectives and non intrusive monitoring [16,17]. The efficiency of their FPGA implementation relies on the Arithmetic Circuit (AC) compilation [18], proposed for the BN inference, which gives a linear time computational complexity for real-time execution. The main challenge considering this kind of implementation is the design tool/methodology for an easy and a scalable FPGA implementation.

When embedded real-time BN estimators/monitors are available, the next step is to incorporate them into the decision-making module for an operational mission planning. For the mission planning, there are different decision-making models that can be compatible with the BN monitors such as Decision Networks (DN), Markov Decision Process (MDP), POMDP, ... As Decision Networks is an extension of BN, the integration of BN monitors to this model is straightforward. For MDP model, the BNs can be used for the transition function between states. The interaction between the BN diagnosis and the decision-making model in the context of the mission management can be challenging in terms of functional distribution and operative organization onto the system.

In this paper, we propose to respond to the three following challenges during elaborating the intelligent estimators/monitors based on BN:

- a simple (friendly) way to generate their BN specifications
- a design methodology to elaborate the efficient BN implementation on parallel FPGA support
- a practical way to incorporate the BN monitors into the decision-making mechanism for the mission management of an autonomous vehicle.

Compared to the literature, our proposal shows different advantages at different levels. At the model level, we propose different BN structures to define the diagnosis and the error mitigation modules. These models can be easily elaborated from FMEA-like tables using design pattern techniques. The BN models and the way to specify them present an advantage compared to [7,8] where the BNs are only elaborated by expertise. Our proposal does not need any BN expertise. This paper proposes also a design methodology to implement the BN monitors onto FPGA. The main advantage of this methodology compared to the literature is a proposal of a complete design flow from FMEA-like tables towards FPGA support. In [10], a dedicated FPGA tool is proposed but does not take as input high-level specifications such as FMEA-tables and does not propose a complete design flow. To elaborate efficient implementations, we also propose specific and original optimizations for the BN structures that can be applied in a systematic way. The last point concerned the BN integration into a decision-making engine. In [9], the authors use Decision Networks to express the mission planning but no systematic method to elaborate them is proposed. In this paper, a methodology to design Decision Networks for the mission planning is presented and it can be extended to other models based on MDP. This methodology offers an easy way to specify the mission that can incorporate BN monitors, no equivalent methodology is proposed in the literature. The disadvantage of this methodology
is that it is limited to some patterns that we have selected and it does not take into account for
now the historical variations of the evidence to make some predictions or to reinforce the value of
the diagnosis. To validate the monitors and the mission planning elaborated by our methodology,
we present different study cases that show also the scalability of our proposal.

In Section 2, we focus on some BN models for the diagnosis and the error mitigation. These ones
can help to elaborate monitors for some physical or functional elements of the system such as sensors
and applications. In Section 3, we focus on the methodology to automatically build these BN monitors
from FMEA-like tables and on the methodology to generate an embedded real-time version onto
FPGA. Section 4 shows how to incorporate them into a global view of decision-making for the case of
the mission management of an autonomous vehicle. This integration is proposed using two possible
decision-making models: DN model and MDP model. In Section 5, we show through examples
that the BN implementations onto FPGA are efficient and low-power and present some co-design
experiment for decision-making modules incorporating BN monitors at the mission management level.
Section 6 opens a discussion on the BN parameters and on the cooperation between the diagnosis
and decision-making modules at the mission management level.

2. BN Model for the Monitoring and the Error Recovery

In this section, we present different BN models and we show their ability to diagnose and to
mitigate errors. We mainly propose some dedicated BN structures. We mention in the last part
(Section 6.1) how the parameters of the BN structures can be defined.

2.1. Diagnosis with BN

BNs are probabilistic graphical models used to understand and control the behavior of
systems [19]. The nodes of such a network represent random variables, the conditional probabilities
of which are given by probability tables (CPTs). The arcs of the network indicate the conditional
dependencies. The structure of the Bayesian network is defined by the nodes and the arcs of
the corresponding graph. The parameters of the BN are the CPT of the nodes. A simple example of
a BN is given in Figure 1. The node UAV Altitude ($U_A$) represents the altitude status describing
whether the altitude of the UAV is increasing or decreasing. The nodes Barometer ($S_B$) and Altimeter
($S_A$) represent the sensors observing whether the UAV moves up or down. The node $U_A$ influences
the sensor readings, hence there are arcs from $U_A$ to $S_A$ and $S_B$. The CPT tables for the sensor
($S_A$), for example, should be read as follows: if the status $U_A$ is “increasing”, then the probability
that it is reading an increasing value is 0.7.

$$P(U_A = \text{inc} | U_A = \text{dec}) = 0.5$$

Figure 1. (a) Definition of a BN with its parameters (CPTs); (b) Illustration of the inference mechanism

The diagnosis is obtained by using an inference mechanism based on observations on $S_A$ or $S_B$,
and to compute the posterior probabilities over $A$ using Bayes’ theorem (Equation (1)).

$$P(A|B)P(B) = P(A \cap B) = P(B|A)P(A)$$

(1)
We use Bayes’ theorem for our example as follows (Equation (2)):

\[ P(U_A = \text{Inc}|S_A = \text{Inc}) = \frac{P(S_A = \text{Inc}|U_A = \text{Inc})P(U_A = \text{Inc})}{P(S_A = \text{Inc})} = \frac{0.7 \times 0.5}{0.7 \times 0.5 + 0.2 \times 0.5} = 0.778 \] (2)

So with the evidence on \( S_A \), we can say that the probability of the altitude status to be “increasing” equals 0.778 as shown in Figure 1b. If for example, we add observations on the barometer giving an increasing value, the probability \( P(U_A = \text{Inc}|S_A = \text{Inc}, S_B = \text{Inc}) \) increases to 0.969.

During UAV missions, the evaluation of health status of the components of the system (i.e., sensors, actuators, etc.) is done from sensor data [20]. On the other hand, the Quality of Service (QoS) status of the applications which are executed on board, such as tracking application, can also be monitored to ensure mission success. Figure 2 illustrates the monitoring of the tracking application. For this application, we enumerate the different potential problems that can occur. In this example, one of potential problem is the vibration that can affect the quality of the tracking. The vibration can occur when IMU shows deviation or when strong wind is detected. This BN evaluates the QoS of the application based on evidence on IMU deviation or on wind detection as described in Figure 3.

**Figure 2.** BN for vibration error type.

**Figure 3.** Application Quality of Service (QoS) probability under the observed context.

### 2.2. Error Mitigation with BN

BN can also help to mitigate error by proposing the most adequate solution when an error is detected. In this case, the BN includes the potential mitigation proposal. We fix the expected resultant and we calculate by inference the most adequate solution to solve the problem. To ensure the quality of service of the application, some error recovery can be activated. In that case, if we activate the stabilization, the QoS of the application increases. To know if it is useful to activate
the stabilization, we can proceed by inference. We evaluate the probability to activate the stabilization by fixing the quality of service at high. If this probability is high that means that the most appropriate action is to activate the stabilization in order to increase the QoS. This principle is illustrated in Figure 4.

![Figure 4](image)

**Figure 4.** The probability to activate is the stabilization to maintain a good QoS of the application depending on the evidence on IMU and wind.

### 2.3. Integration of the Embedded System Constraints

In the context of embedded systems, the constraints related to the system cannot be ignored. It is important to capture these system constraints and to integrate them at the monitor level for considering a realistic solution. The system constraints include resource constraints, timing constraints and the energy consumption ones. The resource constraints of the vibration example can be associated to the application as shown in Figure 5.

![Figure 5](image)

**Figure 5.** BN for Vibration Including Resource Constraint.

We show in Figure 6 that depending on resource availability, we can choose to activate the stabilization for the application (case when resource >30%) or not if there are not enough resources available (case resource <30%).

![Figure 6](image)

**Figure 6.** Choice of the solution (error mitigation) adapted to the resources availability using BN.
The timing constraints can be inserted also in the BN model, connected to the resource information. Actually, the resource needed for the application implementation can increase to provide an application with a better performance because parallel functions need generally more resource to operate in a parallel way. This can be modeled with the parameters of the BN model as shown in Figure 7. To operate at 250 MHz, we need more resources (>30%) than if we operate at 100 MHz.

| Cas 1: performance = 100MHz | res < 30% | 30% < res < 80% | res > 80% |
|----------------------------|-----------|-----------------|-----------|
| Stabilization = activ      | 0.9       | 0.7             | 0.1       |
| Stabilization = not-activ  | 0.1       | 0.3             | 0.9       |

| Cas 2: performance = 250MHz | res < 30% | 30% < res < 80% | res > 80% |
|-----------------------------|-----------|-----------------|-----------|
| Stabilization = activ       | 0.8       | 0.5             | 0.1       |
| Stabilization = not-activ   | 0.2       | 0.5             | 0.9       |

Figure 7. Integration of the performances in the initial probability table.

A BN model for HM specifications allows to take into account the uncertainty of the context of the mission, based on sensor information. Nevertheless, for a non-expert in BN models, the HM specifications for diagnosis or error mitigation are not so easy to elaborate. We propose in the next section to simplify the specifications of HM by catching the main error contexts, the main systems constraints and main mitigation solutions by means of simple FMEA-like tables. These tables enable to define the underlying BN models based on a pattern driven approach.

3. Methodology for an Automatic BN Generation and Its Embedded Implementation

The specific structures of BN able to specify the monitors and the error recovery can be defined automatically from FMEA-like table using pattern driven approach. The embedded version of these BN monitors necessitate to elaborate new design tools to implement them onto FPGA. We propose a complete design flow from FMEA-tables towards FPGA implementation dedicated to the BN monitors.

3.1. Pattern Driven Approach

We define different patterns that can introduce the environment constraints, the system constraints, the application constraints and the possible mitigations. Patterns represent some specific structures of BN that can be elaborated from FMEA-like tables. Here we list the three main patterns: the FMEA_HM pattern, the FMEA/MIT pattern and the FMEA_EMB pattern, respectively representing the context-aware diagnosis, the error mitigation proposal with or without the embedded constraints. These ones are detailed below.

3.1.1. The FMEA_HM Pattern

The health status of an element of the system can be defined by the BN structure detailed in Figure 8. If the element \( U \) is the element to monitor, we define \( H_U \) its health status. Its value depends on the possible types of error that can degrade the functioning of the element and this can happen for some particular appearance contexts. The appearance contexts represent the causes that reinforce the belief of error presence. These types of error can be monitoring using specific sensors that can be faulty themselves. Table 1 summarizes the results of this analysis and defines the main nodes of the BN structure, where each \( U.E_i \) represents an error type, defining source of failure. This error can be monitored by the appearance contexts \( A.E_i \) and/or sensors \( S.E_i \) that can be hardware or software. The sensors can themselves be faulty; information can also be reinforced by the appearance
contexts \((A_H E_i)\) of the Health status of the sensors \((H_E_i)\). In addition to error types, we need an internal monitor of the global system \((S_U)\). The information given by the monitor can be reinforced by the appearance contexts \((A_H)\) of the Health status of the monitor \((H_S)\). From Table 1 we can automatically generate the BN structure associated to the \(FMEA._HM\) pattern.

![Figure 8. Failure mode and effects analysis (FMEA). Health Management (HM) pattern for BN where the \(S_U, S_Ei\) nodes represent the sensor nodes of either a hardware or a software monitor, the nodes \(U, U_Ei\) are the internal states possibly affected by an error \(E_i\), the \(H_U\) node represents the health of the system, \(H_S\) and \(H_Ei\) nodes represent the health of the sensor and the \(A_H, A_H E_i\) are the appearance contexts.](image)

### Table 1. FMEA table for an error type Health Management (FMEA._HM pattern).

| Error Type Monitoring | Appearance Contexts (Error Type) | Appearance Contexts (Monitoring) |
|-----------------------|---------------------------------|----------------------------------|
| \(U_Ei\)              | \(S_Ei\)                        | \(A_Ei\)                         | \(A_H E_i\)                      |

### 3.1.2. The FMEA._MIT Pattern

We can include in the previous FMEA-table the possible error mitigation for a specific type of error. This structure is especially useful to propose an alternative for an application. Therefore, this BN computes the health of the application \((H_{app})\) that represents QoS. A novel column \(C_Ei\) is added and corresponds to the possible mitigation solution for the error type \(U_Ei\). The new table is shown in Table 2. This table corresponds to the generic BN structure described in Figure 9 that is an extension of FMEA._HM. The node \(HM.Sys\) represents the Health of the system and can be added in the BN structure as it can be considered as an potential error associated to the system malfunctioning.

### Table 2. FMEA table to mitigate errors (FMEA._MIT pattern).

| Error Type | Monitoring | Appearance Contexts | Mitigation |
|------------|------------|---------------------|------------|
| \(U_Ei\)  | \(S_Ei\)  | \(A_Ei\)            | \(C_Ei\)   |
3.1.3. The FMEA_EMB Pattern

For an embedded application or sensor, it is necessary to respect the timing constraints and resource constraints. These constraints can be added in the same manner into an FMEA-like table as shown in Table 3. This additional information can be used to elaborate BN of the Figure 10 using FMEA_EMB pattern. The generic specification can be expressed in a table that introduces two new columns Resource and Performance. These two new columns enable to specify the minimum resource needed to be able to apply the mitigation proposal (C_Ei). If the minimum resources is not respected, the mitigation cannot be done. The real-time performance are expressed in the column Performance in terms of acceptable range of values (minimum value with Perf_min, and the maximum value with Perf_max).

Table 3. FMEA table for the error mitigation with embedded constraints (FMEA_EMB pattern).

| Error Type | Monitoring | Appearance Contexts | Mitigation | Resources | Performance |
|------------|------------|---------------------|------------|-----------|-------------|
| U_Ei       | S_Ei       | A_Ei                | C_Ei       | Ress_min  | Perf_min, Perf_max |
We resume the main steps and we enlighten the FPGA implementation of these monitors through an example detailed in Section 5.

For an efficient implementation of the diagnosis and the mitigation modules specified by Bayesian Networks from FMEA tables, we propose to target FPGA support. The different steps to generate an efficient bitstream are detailed in Figure 11. The main steps are:

1. Two kinds of high-level transformations: one dedicated to BN compilation and one more classical related to the structural (or hierarchical) decomposition and to the bitwidth optimization. The first category includes the compilation into an Arithmetic Circuit (AC) form, the evidence optimization. This step provides an C-code (C-HLS Compliant) that can feed HLS tool such as Vivado-HLS from Xilinx.

2. HLS directives proposal for the C-code in order to generate efficient implementation onto FPGA (C-HLS Compliant with directives). These directives are proposed to guide the management of the parallelism for the resource usage, the management of the memory and the management of SW/HW interface. These directives are defined in Pragma form using the Vivado-HLS tool [23].

3. Integration to HLS tool such as Vivado-HLS whose flow towards a FPGA-SoC board is illustrated in Figure 12. From the implementation on an hybrid FPGA-SoC, different types of interfaces can be used to import the evidence values from the sensors or the parameters of the BN (DMA interface or BRAM interface) via AXI – Bus (see Figure 24).

**Figure 11.** Our design tool proposal for the FPGA implementation of BN monitors from FMEA-like tables (F2F BNTool).
As inputs, we propose to describe the BN monitors by means of FMEA-like tables associated to three main patterns described in Section 2. These tables can vary in terms of types of error and in terms of error mitigation proposals. From these tables, we generate the BN structures according to the pattern used in the table. After generating the BN model of the monitors, we propose an Arithmetic Circuit (AC) description that can translate the inference computation of BN structures into trees including arithmetics operators (* and +). This AC description can also be directly generated from the BN pattern of the tables. The AC description is an internal form that can be optimized by propagating some evidences associated to sensor activities. Then we can map the code to specific libraries by proceeding to a structural decomposition. Other optimizations like bitwidth optimization can be applied to save resource and to improve performance and reduce energy consumption. This optimization tunes a floating point value to a fixed point one with a limited precision according to an acceptable accuracy. More details on this tuning are given in [22]. The result of the first group of transformations generate a C-description that is HLS compliant. From that point, we feed HLS tool with the C-description. In addition to the one, we can propose some appropriate HLS directives for the parallelism and memory management to provide a better FPGA implementation. Then the HLS tool (Vivado-HLS) is able to provide the embedded version onto the FPGA support. We place our proposal as a front end of commercial HLS tool by proposing the adequate parameters for the HLS directives, the C-code of the BN monitors, as well the adequate interface between the FPGA and the CPU with BRAM or DMA option. The adaptation with the HLS tool from Xilinx is shown in Figure 12.

Figure 12. Integration of our proposal to Xilinx Design flow: HLS directive adaptation, C-code generated by our tool proposal, adaptation with the architecture option (BRAM, DMA).

3.3. Dedicated Optimizations for an Efficient Implementation of BN

We propose to focus on the high-level transformations dedicated to the BN transformations: AC compilation and Evidence optimization.

3.3.1. AC Compilation

BN inference algorithms are used to answer queries when computing posterior probabilities. Classical inference algorithms are based on propagation on the junction tree. A major problem for embedded systems is the complexity of the computation. Algorithms based on ACs are powerful and can produce predictable real-time performances [18,24].

The AC representation of BN can be built from the multilinear function (MLF) $f$ [18] associated with the marginal probabilities of the BN. We show in Figure 13a) an example of MLF to very simple BN structure incorporating two nodes $A$ and $B$. This MLF can be represented by a tree detailed in Figure 13b). The leaves of the Arithmetic Circuit are $\lambda$ (evidence indicator) and $\theta$ (network parameter), and the inner nodes of the tree represent a multiplication (*) or an addition (+), alternately.
To compute the posterior probability \( P(x|e) = \frac{f(x,e)}{f(e)} \) (where \( x \) is a variable and \( e \) the evidence) for the diagnostic, two steps are required: the first to evaluate \( f(e) \) and the second to compute the circuit derivatives to obtain \( f(x,e) = \frac{\partial f}{\partial x} \).

\[
f(x,e) = f(e) \cdot \frac{\partial f}{\partial x}
\]

**Figure 13.** (a) A simple BN represented by a multilinear function \( f \). (b) The corresponding Arithmetic Circuit of the BN.

The generation of the AC description is based on a new approach of inference computation, which takes advantage of the factorization of the MLF and the regular structure of our general model. The AC MLF factorization is based on the relationship between child and parent nodes. The sub-MLFs for children (if no conditional dependence between them) are represented by a “+” in the AC, and parents combine them with a “∗”. In our model, all error type nodes and all monitor nodes are children of the \( U \) node (unobservable status of the system). Since there is no conditional dependence between these nodes, their MLF can be calculated separately and in parallel, similar to sub-BNs of each error type, where the parent node represents the error type and the child nodes are the monitor and appearance context nodes.

The corresponding Algorithm 1 is given as the following for the FMEA_HM pattern:

**Algorithm 1 FMEA_HM to AC C-code**

**Require:** Evidence indicators and Network parameters

for each \( s \) state of the node \( U \) do

Compute SubAC for all \( U_{-E_i} \) states (\( f_{-U_{-E_i}} \))

end for

Multiply all \( f_{-U_{-E_i}} \) by network parameters of \( U \) node related to \( s \) (1)

for each \( s \) state of the \( U \) node do

Compute SubAC for system monitor (\( f_{U_s} \)) with the new parameters obtained by (1)

end for

Compute the probability of the system Health node \( P(H_{-U}|e) \)

**Ensure:** Health probability of the system

In this algorithm, SubAC represents the MLF with evidences (e) of the sub-BNs associated to the different error types. In addition, the probability of the system Health node is given by Equation (3).

\[
P(H_{-U}|e) = \frac{\lambda_{H=ok} \cdot \theta_{H=ok} \cdot f_{-U_{H=ok}}}{\lambda_{H=ok} \cdot \theta_{H=ok} \cdot f_{-U_{H=ok}} + \lambda_{H=bad} \cdot \theta_{H=bad} \cdot f_{-U_{H=bad}}} \tag{3}
\]
\( P(H_U|e) \) is given for nodes including 2 states (state \( \text{ok} \) and state \( \text{bad} \)). If we have several states, we can easily extend the computation of the probability \( P(H_U|e) \) by taking each state into account.

### 3.3.2. Evidence Optimization

The evidence optimization can be applied to AC structure to reduce its complexity. This transformation propagates constant values for its reduction. These constant values are related to the observability of the BN nodes. In an AC, we can see that the values \((\lambda_x, \lambda_{\bar{x}})\) of evidence of a variable \( X \) are equal to:

- \((\lambda_x, \lambda_{\bar{x}}) = (1,1)\) when there is no observation on the variable \( X \),
- \((\lambda_x, \lambda_{\bar{x}}) = (1,0)\) when the evidence is on the variable \( X \) and the observation is \( x \),
- \((\lambda_x, \lambda_{\bar{x}}) = (0,1)\) when the evidence is on the variable \( X \) and the observation is \( \bar{x} \).

Furthermore, in our examples in Section 2, two types of nodes (observable and unobservable) are known: depending on the type of the BN structure (from FMEA_HM, FMEA_MIT, FMEA_EMB pattern) \( A, S, C \) and \( \text{Ress} \) nodes are observable (evidence), so they take the values \((1,0)\) or \((0,1)\) for evidence. The other nodes are unobservable, so they take the values \((1,1)\) for evidence. These observations and the symmetrical structure of the AC make it possible to reduce the AC as follows:

- Delete the left (or right) topmost branch containing a \( C \) (or an \( H \)) node, and in all sub-branches where \( C \) (or \( H \)) appears, replace the probability parameters by a choice between the right or left value. We can simplify here, because the value of \((\lambda_x, \lambda_{\bar{x}})\) of these nodes is never equal to 1 at the same time,
- Repeat this procedure for all \( C \) and \( H \) nodes,
- Fix all the \( \lambda_x \) values for the unobservable nodes at \((1,1)\).

### 4. Methodology for the BN Integration at the Mission Manager Level

In this section, we consider the decision-making engine and we propose to incorporate the BN monitors at this level. We focus here on two decision-making models that deal with uncertainty. The first one is a well-known extension of the BN, named Decision Networks [9]. The second model is the Markov Decision Process model that is a very common model [25] used in robotics. The MDP model can be useful to specify to more complex missing. Solving an MDP means choosing the optimal control actions that will maximize a reward or, equivalently, minimize a cost criterion. Several cost criteria are classically used. Typical reward (or costs) criteria include instantaneous or average discounted and undiscounted costs over finite or infinite time horizons in continuous or discrete time. In our setup, we are concerned by the undiscounted cost on finite horizon in discrete time.

For the both models, we show how they can cooperate with the BN monitors to elaborate a context-aware decision making including some safety requirements. These models can be used for a high level model for mission management of autonomous vehicles. We show how we can specify the mission planning in a case of UAV with DN and MDP models. Finally, the implementation of the decision-making models on FPGA-SoC platform is proposed with a dedicated design process.

#### 4.1. Decision Networks (DN)

DN are directed acyclic graphs (DAG) with nodes belonging to three different categories: chance nodes (ellipses or circles in graphical notation) represent (as in BN) discrete random variables; decision nodes (rectangles) represent actions or decisions with a predefined set of states; value nodes (diamonds) represent utility (or cost) measures associated with random or decision variables. Edges represent direct (possibly causal) influence between connected objects. An example of DN (cf. Figure 14), linking the two BNs and the possible actions to activate by a utility table. The table (detailed in Table 4) gives a score for each action relative to the BNs, and the choice of the adequate action is given by computing a utility function \( U_f \) for each action.
Figure 14. Decision Network (DN) example to make a decision between the different actions to choose (Speed UP, Slow Down, Emergency Landing) taking into account the state of the unmanned aerial vehicle (UAV) in altitude and the health status of the battery.

Table 4. Utility table for decision making with DN associated with the actions Speed Up (SU), Slow Down (SD) and Emergency Landing (EL).

| UAV Alt. (U_A) | inc | dec |
|----------------|-----|-----|
| Battery (H_E)  | ok  | bad |
| Actions (A)    | SU  | SD  | EL  | SU  | SD  | EL  | SU  | SD  | EL  |
| U              | 100 | 0   | 0   | 0   | 0   | 100 | 0   | 100 | 0   | 0   | 100 |

To compute the utility function, we need the probability of the UAV state and the battery state representing the correct functioning. These latter ones are provided by BN. The utility function of each action is equal to the sum of the products of the action with the adequate probability concerning the UAV state and the battery state. The action to be chosen is the action that has the highest utility function.

Let us consider the example of Figure 14:

\[
\text{Action_to_choose} = \text{Max}(U_{f_{SU}}, U_{f_{SD}}, U_{f_{EL}}): \text{the highest utility function where each utility function } U_{f_k}(k = \{SU, SD, EL\}) \text{ is equal to}
\]

\[
U_{f_k} = \sum_i \sum_j U(A = k, U_A = i, H_E = j) \cdot P(U_A = i) \cdot P(H_E = j)
\]

\[i = \{\text{inc, dec}\} \text{ and } j = \{\text{ok, bad}\}\]

which represents the sum of the products of utility values from the Table 4 with the adequate probability concerning the UAV state (U_A) and the battery (H_E) from Figure 14.

In this example, if we take the BN probabilities \(P(U_A = \text{inc}) = 0.9\), \(P(H_E = \text{ok}) = 0.8\) and the utility table of Table 4, then \(U_{f_{SU}} = 72\), \(U_{f_{SD}} = 8\) and \(U_{f_{EL}} = 20\) which means that the action chosen is SU (“Speed up”) this case.

4.1.1. Mission Planning Description with DN

Figure 15 illustrates our approach in a case of a mission for an autonomous vehicle, where we combine a Health Management modules with a decision-making module. The first module is based on Bayesian Networks and has been developed from FMEA tables. According to the reference mission, the module allows, from information given by sensors, to continually monitoring the system,
to check the mission reliability and to be able to detect and locate a failure with BN monitors. The decision-making module is a Decision Network (defining the Influence Diagram), taking a list of possible actions and the results of the Health Management modules and gives the adequate recovery action to define the new mission plan.

![Decision Network Diagram](image.png)

**Figure 15.** Embedded Decision Network for an autonomous vehicle.

### 4.1.2. The DN Design Tool for an Embedded Implementation

To design dedicated Decision Networks incorporating diagnosis or mitigation, we can extend the F2F BN design tool as shown in Figure 16. In this version, we have the three main layers:

1. In the first layer, a friendly front-end interface to generate the Bayesian Network model from FMEA-like analysis and incorporate to decision process for a DN definition. The DN specifications can be expressed in `.net` format or `.m` format in order to be compatible with other tools such as Genie [26], BNT [27] tool for Matlab.

2. In the second layer, the Bayesian core tool takes a DN as input. First a series of dedicated high-level transformations are proposed for the BN part: AC compilation based on model patterns, evidence optimization. Then optimizations on the whole DN part are proposed such as bitwidth optimization and a functional/structural decomposition based on the choice of the elementary function for a hierarchical decomposition before the generation of the C-code.

3. In the second layer, a refinement of C-code is proposed by introduction of HLS directives for code parallelization, memory and interface management. This latter C-HLS compliant code is tailored for a complete FPGA implementation on ZedBoard.

The second layer proposes high-level transformations and provides parallel opportunities for the code independent of the target platform. These high-level transformations are mainly detailed in Section 3.2. The third layer gives an more practical guide for a parallel implementation on a SoC/FPGA platform. This latter one is platform dependent.
4.2. Markov Decision process (MDP)

In this section, we propose to integrate BN to Markov Decision Process (MDP) [28] to elaborate a more complex mission planning. This model is named BFM cmodel (Bayesian network built from FMEA table to feed the MDP model) [29]. The BFM model relies on an architecture based on two principal modules: the diagnosis module based on BN and the decision-making module based on MDP. Figure 17 shows the proposed architecture where the diagnosis modules are organized in three categories: health of the sensors, health of embedded applications in term of QoS and the health of the system (computing resources, battery, etc.). The decision modules manage the mission and are specified by the mission designer using the MDP model.

The diagnosis module computes the probability of the health status of the different HW/SW components of the system (sensors, applications, etc.) considering the context hazards and the internal event for the components. Therefore, different types of Health Management (HM) are available to feed the decision module by probabilities (applications HM, sensors HM and system HM). The “applications HM” contains multiples HMs, one for each application that can run on the embedded system (e.g., tracking, navigation, obstacle avoidance, etc.). The “sensor HM” also contains different HMs for the different sensor or set of sensors (e.g., GPS, camera, etc.). Finally, the “system HM” includes the HM of the other components of the system as resources (i.e., CPU load, etc.), battery, etc. For the HM generation, we can use the different patterns (FMEA_HM pattern, the FMEA/MIT pattern and the FMEA_EMB pattern) introduced in Section 3.
The decision module uses the MDP to specify the mission and to select the set of actions to execute. The MDP model takes as inputs the probabilities provided by the different HM of diagnosis module. These probabilities are carried by the transition functions of the MDP model. The MDPs consider the potential sensor failures (sensor HM), system failure (resource HM) and the different alternatives for the embedded applications (application HM).

The mission can be expressed using concurrent BFMs. The different BFMs highlight some functionalities (or missions phases) of the mission. For instance, we can have three main functionalities:

- **Navigation functionality (BFM navigation):** considers all the applications needed to achieve navigation phase. These applications are for example take-off, path planning, obstacle avoidance, etc.
- **Safety functionality (BFM safety):** consists of a set of application that used for mission and autonomous system safety. These applications are landing, obstacle detection and avoidance, emergency search landing area, etc.
- **Application functionality (BFM application):** consists of a set of applications using to achieve the mission aim like target detection, tracking, indoor/outdoor mapping, etc.

For an autonomous system, we need an embedded mission planning. The diagnosis part continuously monitors by the help of the sensors or by the help of internal flags the embedded system and the environmental context of the mission. This part is fed by the sensor data or by the application metrics. Then as shown in Figure 18, the decision module can update its decision online taking the new probabilities of the diagnosis into account in order to generate a new mission plan.
Example of Mission Planning with BFM Model

We take as a case study a tracking mission where the aim is to detect and track a potential target (for more details see [30]). We define the mission planning using the concurrent BFMs (BFM navigation, BFM landing, BFM tracking). Each BFM is associated to a MDP detailed as follows:

- For the BFM-navigation: the MDP of the navigation phase includes 9 states (ex: waypoints states, obstacle detection state, etc.) and 7 actions (example: take-off, obstacle detection, follow trajectory, etc.) which involves 7 transition matrices of size $9 \times 9$ and a rewards matrix of size $9 \times 7$.
- For the BFM-landing: the MDP contains 10 states (landing state, found landing area state, etc.) and 6 actions (search landing area, landing, etc.). This gives 6 transition matrices of size $10 \times 10$ and a rewards matrix of size $10 \times 6$ generated for the landing phase.
- For the BFM-tracking: the MDP contains 12 states (target detection state, tracking states, etc.) and 10 actions (target detection, tracking, stabilization, etc.). Thus, its gives 10 transitions matrices of $12 \times 12$ size and a rewards matrix of size $12 \times 10$.

In Section 6, we propose a hardware and software implementation of the MDP part of the BFM model to show the extra-execution time and speed up gain, concerning the pure decision-making modules without the diagnosis extension. The implementation of the HM modules associated to the BN part of the BFM has been explained and already explored in Section 3.2.

5. Study Cases

In this section, we present first different study cases that illustrate the different types of BN monitors: a sensor monitor with the GPS and an application monitor with the tracking application. Then we explore some HW implementations of scalable monitors using the design flow detailed in Section 3.2. Finally, we present the result of the HW exploration of a complete DN decision-making engine.

5.1. BN Generation Examples

We illustrate in this section the use of the pattern driven approach for two cases of study. For more details about these examples, please refer to [30,31].
5.1.1. Example 1 Sensors Monitoring: GPS Example

A GPS receiver is used worldwide and offers a very affordable solution with limited on-board processing, in contrast to vision-based approaches. Nevertheless, the GPS system is error-prone. The accuracy and the reliability of the position given by a GPS depend on contextual factors affecting the satellite signal during its propagation or its reception. The sources of error can be identified at the system level by means of additional bias for the computation of pseudorange measurements [32,33]. These measurements can tune the GPS positioning accuracy from slightly imprecise to completely faulty. They can be improved by introducing observations [34] or real environments [35]. The aim of the HM for GPS is to estimate the positioning deviation in terms of probabilistic values considering the context of use on the basis of sensor information. The HM of GPS can be modeled by means of BNs from the FMEA. The main GPS localization errors are shown in Figure 19a and the corresponding FMEA is represented in Table 5.

Table 5. FMEA for GPS.

| Error Types   | Monitoring                                      | Appearance Context (Error Types or Monitor)                  |
|---------------|-------------------------------------------------|-------------------------------------------------------------|
| Ionosphere    | Dual frequency measurement                      | - Low elevation satellites                                   |
|               |                                                 | - Solar storm                                               |
|               |                                                 | - Proximity to geomagnetic equator/poles                   |
| Troposphere   | Model based on: - temperature - relative humidity - satellite elevation angle | - Dryness                                                  |
|               | Obstacle detection (laser sensor, software)     | - Vapor                                                    |
| Multipath     |                                                 | - Urban terrain                                            |
|               | Comparison with the calculated position         | - Weather (laser monitor)                                  |
| Receiver      |                                                 | - High altitude                                           |
| (internal monitor) |                                               | - Vibration                                                |

Figure 19. (a) Illustration of the different types of error for the GPS receiver. (b) The BN monitor generated from the FMEA-like table of Table 5.
The BN for GPS HM is given in Figure 19b. We can obtain the BNs from the FMEA of the GPS (Table 5) using the proposed model. The GPS localization system accuracy is mainly evaluated by the 4 error types, which themselves are monitored by software or hardware sensors as well as their appearance contexts. The sensors themselves can be faulty and their Healths are reinforced by the appearance contexts. An example for laser sensors is the weather node, which can be given by weather forecast or temperature sensors.

5.1.2. Example 2 Application Monitoring with Mitigation: Tracking Application Example

The FMEA table contains the possible errors that can decrease the QoS of the tracking application considering the context. Depending on environment factors, different parameters or versions of the tracking algorithm can be considered to achieve a good QoS, as shown in Table 6.

Table 6. Failure mode effects analysis applied to the tracking application.

| Errors                  | Possible Monitoring     | Appearances Context               | Solution (Algorithms) |
|-------------------------|-------------------------|-----------------------------------|-----------------------|
| Vibration               | IMU (Inertial Measurement Unit)  
Vibration sensor       | Wind                               | Activate the stabilization |
| Tracking point lost     | Model based on: number of features detected (Harris) [36] | Drone speed variations of luminosity | Improve the contrast |
| Motion vector lost      | Model based on: motion vector between 2 images [36] | Target speed Small R.O.I           | Raise the R.O.I size |

Figure 20 shows the translation of the FMEA Table 6 of the tracking application into a BN model. The root node represents the QoS of the tracking application to maintain when an error context occurs. The U_nodes indicate the unobservable state of the errors of vibrations (U_Vibration), motion vector (U_Loss motion vector) and error of point tracking (U_Loss point tracking). These types of errors are monitored by physical (sensors) or software measurements denoted by S_nodes as (S_IMU, S_Model, . . .) and appearances context. Monitor nodes can also have a health status indicated by the H_S_nodes as (H_S_M) in a certain appearances context A_H_nodes (e.g., Small R.O.I). The C_nodes represent the solution proposals that can mitigate the observed type error (e.g., C_Stabilization in the case of vibrations error), and ensure to maintain the expected application QoS level.

Figure 20. BN for tracking application with mitigation proposals.
The mitigation capability of the BN is shown in Figure 20. The probabilities associated to the mitigation nodes (green nodes) are computed with the expected value of QoS equal to high. As mentioned previously, the nodes represent random variables. Each node has two states except the QoS node which has 3 states (high, medium, low).

In this example, we observe a context with wind and target speed and we fix the probability (evidence) of QoS to be in the state “high”. The wind introduces some vibrations and tracking error occurs. The target speedup can also lead to a wrong motion vector estimation if the R.O.I is too small regarding the target speed. These observations are reported in the BN by providing evidences on these context nodes, represented by the red nodes in Figure 20. We obtain a probability of 60% to activate the stabilization and 72% to activate new tracking version by increasing the window (R.O.I) size. In this example, the efficient solution is to increase the R.O.I size.

5.1.3. Example 3 Resource-Aware Monitoring for the Tracking Application

The performance of an application depends on its implementation. For instance to be able to achieve 150 frames per second (FPS) for the tracking application, we need a parallel version implemented with FPGA hardware resources. For each embedded application, different variants can be defined to fit the performance needs. For the tracking application, we can have for instance a fast version (version A) of 150 FPS that runs on FPGA using all resources, a slow one (version C at 5 FPS) that runs on CPU only, and an intermediate one (version B running at 50 FPS) that runs a the CPU with a coprocessor implemented on the FPGA. In this section, we show how we can enrich the HM to take into account the resource constraints of the system and the performance constraints.

First, the resource constraints are introduced into the HM as BN nodes. The probabilities of these nodes correspond to the load of the device chosen to execute the embedded applications. A large panel of computing resources can be considered such as GPU, multi-cores FPGA, or heterogeneous architectures such as FPGA-SoC. The resource constraints can be roughly expressed in terms of number of cores for multi-core CPU, number of workgroups for a GPU and in terms of number of tiles (predefined dynamically reconfigurable area) for the FPGA. In a case of hybrid devices like FPGA-SoC (e.g., Altera Cyclone V, Xilinx Zynq), we define the metric $U_{App}$ corresponding to the resource occupancy for one application $App_i$, where the fractional part of $U_{App}$ represents the CPU load and where the whole part of $U_{App}$ represents the FPGA load in terms of tiles.

These two loads (FPGA and CPU) can be separately modeled with two different nodes in the HM whose number of states depends on the parallel grain chosen for each support. For instance, in a case of the FPGA, the number of states can be associated to the number of tiles; and in a case of CPU, the number of states depends on the different interesting thresholds for the CPU use (typically 20, 40, 60, 80%). Figure 21 illustrates the insertion of this resource constraint into the resource nodes. In this example, we consider a FPGA-SoC device and two resource nodes are inserted. A total of 4 tiles are under consideration for the FPGA, and two thresholds (at 30% and at 80%) for the CPU. The values of these nodes correspond to information monitored by the system and based on this information, we estimate the capability of the chosen version to be executed by the device. We estimate two possible states $ToActivate$ or $ToDeactivate$ of the version. This estimation is elaborated through the conditional probability tables of the solution nodes of the HM related to the resources nodes. If we consider the version $A$ of the tracking, we need to use all the resources of the FPGA, so the activation of this version is possible only if the monitor of system indicates a total availability of the FPGA.
5.2. Experiment on FPGA-SoC Based on FMEA_HM Pattern

To give an idea of potential interest of an FPGA implementation of the BN diagnosis, we propose to explore different implementations of different variants of HM using the FMEA_HM pattern. We take a basic HM incorporating 3 error types and we vary the number of HM variants from 2 HMs to 10 HMs. The complexity of an HM with 3 error types corresponds to BN with 27 nodes. The number of nodes of each HM corresponds to the BN generated with the FMEA_HM pattern with 3 error types and two appearance contexts for each error type and two appearance contexts for each sensor that monitors the error type. Then the complexity of one HM is equal to 27 nodes. The implementation of 10 HMs has a complexity of 270 nodes. The Figures 22 and 23 summarize the results. For these experiments, we propose two strategies. The first one is that all the HMs are computed separately and in parallel (with resource limitation when necessary), and the second one is that one HM is used for all the computations which are in pipeline.

Figure 22. Results of the HW implementation for the scalable BN monitors in terms of FPGA resources (BRAM, DSP, LUT, FF) and in terms of performance with pipeline and parallel directives.
Figure 22 shows the used area and the latency for the different cases, and Figure 23 gives for the same cases the HW and SW runtime, the speed-up and the energy consumption. From Figure 22 we can deduce that the area grows with the number of HMs, in the case of parallel strategy because each HM operates independently and there is no resource sharing. Note that it is necessary to limit the resources in case of 6 and 10 HMs, otherwise it exceeds the capacity of the device (in this case study, we use a Zynq xc7z020 from ZedBoard [37]). In the case of pipeline strategy, the resources used grow slowly, which amounts to use the same resources. In the case of parallel strategy, the latency grows, too, with the number of HMs, which is due to the data reading, but the latency gap between 2 HMs, 4 HMs and 6 HMs is small. However, the 10 HM latency is more important, because of a big limitation of resources. In the case of pipeline strategy, the latency grows, too, with the number of HMs, since the interval of computation grows with the number of HMs.

From Figure 23, we confirm that we can have a good speed-up with the HW implementation. In the case of parallel strategy, we observe that the speed-up is less important for 10 HMs because of the big limitation of resources. The speed-up and the energy consumed are better in the case of parallel strategy due to the interval of computation between two HMs in the pipeline strategy.

These results firstly show the impact on performance, resources and energy consumption of a generic Bayesian network based on FMEA_HM pattern by varying the number of error types. We can conclude that HW accelerations and resources increase with the number of error types, because each type of error represents an independent Bayesian subnet. We achieve a speed-up greater than 14 with an FPGA implementation for 10 HM (270 nodes) and with a very low energy cost. The strategy to adopt (parallel or pipeline strategy) for generating an efficient HW implementation onto FPGA depends on the complexity of the BN monitors and on the resource capacity. In a general case, the parallel strategy offers better speed-up but the needs of resource is bigger. Depending on the resource capacity and on the timing constraint, pipeline strategy can offer a good trade-off.

We see in this example that BN monitors are good candidate for HW implementations. We obtain a significative speed-up comparing to the SW version. This means that we can easily consider these HW implementations for an embedded version of autonomous vehicle. In the next section, we study how to incorporate them into a decision-making mechanism of the mission manager.
5.3. HW Exploration for DN

In this part, we propose to explore a co-design implementation of the decision-making modules. To achieve a co-design implementation, we propose to target a ZedBoard incorporating a hybrid Zynq processor with processing system and programmable logic on chip. We couple our design tool to the commercial tool from Xilinx (Vivado-HLS, Vivado and SDK) such as in Figure 12 to target the Zynq processor. As shown in Figure 24, the target architecture is built around the ARM Cortex-A9 processor (Zynq processing system PS; the SW part). The processor is communicating with dedicated HW accelerators (from the Programmable logic part) using the programmable logic through an Advanced eXtensible Interface (AXI) bus.

We consider for the co-design implementation on the Zynq processor, the BRAM architecture for the communication between the HW and the SW parts (see [20] for more details). For Bayesian networks based on FMEA, we propose an architecture where the parameters of the BN are stored in BRAM and can be modified using an AXI_BRAM Controller, which manages the data transfer between the BRAM blocks and the DDR memory. This architecture allows fast data transmission. Note that the probability tables can be sent when they are fixed and can be modified on-line via the AXI_BRAM controller. In practice, the update rate is low and the probability tables can often be considered static during a mission. The evidence indicators (Boolean values) are provided by the sensors and are updated for each computation according to the sensor frequency. To minimize time and optimize resources, they are concatenated by 32 and sent via AXI_BRAM Controller. The health status or decision results are sent via an AXI lite bus. If many results must be sent, we can also use a BRAM for output. Figure 24 represents this architecture for the HW/SW experiment implementations on a ZedBoard.

We propose here the study of the decision with the DN model by varying both the number of Bayesian networks and the number of actions. We explore here a co-design approach for the DN model by varying the number of actions and the number of BNs. Table 7 summarizes the results of the decision making using the pipeline strategy for BN with average data partitioning and all BN with 3 error types. For this experiment, we propose two types of implementation for the DN: a complete
one in HW and a mixed one (BN of the DN in HW and the pure decision-making part od the DN in SW).

Table 7. Resource and performance of the DN implementation by varying the number of Bayesian networks and actions.

|                | Resource Latency Speed-Up Conso. |          |          |          | (µJ)    |
|----------------|---------------------------------|----------|----------|----------|---------|
|                | BRAM   | DSP   | LUT   | FF      | (cycles) |          |
| 2 Bayesian networks (54 nodes) |        |        |        |         |         |
| 2 Actions      | All in HW | 14%   | 14%   | 23%   | 12%     | 310     | 5.96    | 6.33    |
|                | Mixed   | 14%   | 6%    | 20%   | 11%     | 528     | 3.50    | 10.50   |
| 10 Actions     | All in HW | 14%   | 24%   | 32%   | 16%     | 355     | 7.33    | 7.56    |
|                | Mixed   | 14%   | 6%    | 20%   | 11%     | 1328    | 1.96    | 26.42   |
| 10 Bayesian networks (270 nodes) |        |        |        |         |         |
| 2 Actions      | All in HW | 61%   | 41%   | 78%   | 34%     | 6001    | 11.12   | 170.42  |
|                | Mixed   | 60%   | 6%    | 44%   | 24%     | 60,370  | 1.10    | 1521.32 |
| 10 Actions     | All in HW | 80%   | 60%   | 80%   | 40%     | 11025   | 21.3    | 330.84  |
|                | Mixed   | 60%   | 6%    | 44%   | 23%     | 232,475 | 1.02    | 5835.12 |

We can see that in all cases the implementation of the whole DN in HW is more efficient, with a good acceleration. When the number of BN is small, a mixed implementation may be possible when the number of actions is also small. We can also see that the HW time evolves linearly in number of actions and exponentially in number of Bayesian networks, which is due to the size of the utility table which is exponential in number of Bayesian networks and of the multiplications of all the values of this table by the probabilities of BN in the calculation of the utility function. The resources also increase with the number of BN and actions, which can be explained by the parallelism in the calculation of the utility functions of the different actions, as well as the products of multiplications of the BN probability and the utility table.

Then, we can conclude that a complete HW implementation is the most efficient but can use a lot of resources. The mixed implementation (state of health in HW and Decision in SW) is interesting when the number of actions is small. The choice of concerning implementation of DN is mostly made according to the need for performance/energy consumption and available resources. For practical case, the mixed solutions are most of the time enough for the decision process of the mission manager.

6. Discussion

We propose in this section a discussion onto two aspects concerning the BN monitors. The first one is the issue of the BN parameters and the second one is about their incorporation into the embedded decision-making engine at mission management level.

6.1. BN Parameter Issue

One of the problems when dealing with a Bayesian Network (BN) is to define its parameters (the probability tables). Generally, these probabilities are defined by an expert of the system. However, this expertise may be incomplete or impossible to achieve in some domains and/or systems. In this case, it is necessary to use a learning method for the BN parameters [12]. There are different learning methods for BN parameters in the context of complete data [13] or incomplete data [14]. In the real application like the evaluation of autonomous system health status, the expert databases are often incomplete. The missing data can be provided by sensor failures, inaccurate measurements of sensors data, etc. In this case, it is possible to learn the BN parameters from the databases using the Expectation and Maximization (EM) algorithm [38]. As this algorithm can consider the structure of the BN, the learning phase can be manageable. In [39], we show that we can reduce the timing in the learning phase if the structure of the BN is known in advance.
6.1.1. Description of EM Algorithm

**EM** is a classical algorithm used to learn and estimate the parameters (CPT probability) of BN under incomplete observed data. **EM** is an iterative algorithm that works in two steps: **step E** et **step M** [40].

- **Step E (expectation):** estimate the missing values from the current parameters \( \theta^r \). For each BN node \( V \) and for each sample of the incomplete database, we compute the conditional probability \( P(V_{\text{missed}} | V_{\text{measured}}) \) (Equation (5)). The computation of these probabilities is based on the inference process using generally the junction tree algorithm.

\[
N(V_i = v_k, pa(V_i) = v_j | V_0, \theta^r) = \sum_{t=1..T} \sigma^t_{i,j,k}, \forall j, k. \tag{4}
\]

where \( V_0 \) indicates the evidence of the whole measured data and \( pa(V_i) = v_j \) represent the status of the parent node of \( V_i \). \( \sigma^t_{i,j,k} \) is the conditional probability at time \( t \) of \( V_i \) and its parent knowing the value of the observation about \( V \) and \( \theta \). Finally, \( N \) represents the sum of the probabilities of all the instances of node \( V_i \).

- **Step M (maximization):** re-estimate the parameters from the results obtained from step E by applying the maximum likelihood or the maximum a posteriori approaches. The most used approach is the maximum likelihood. Therefore, the probability at the next time step is equal to the occurrence of \( V_i \) divided by the sum of all the occurrences of \( V_i \) across the whole database (Equation (5)).

\[
\theta^r_{i,j,k} = \frac{N_{i,j,k}}{\sum_k N_{i,j,k}} \tag{5}
\]

The effectiveness of the EM algorithm depends on the rate of missing data in the database. In previous work [39] we evaluate the accuracy of the learned probability with EM in the case of 50% and 80% of missing data in the database. The results show that the learned probability is more accurate when we have a lot of information in the database.

6.1.2. BN Parameter Learning: GPS Case Study

We simplify the GPS monitor shown in the Figure 19 because multiple error nodes can be negligible (like the troposphere and ionosphere errors) in modern GPS. Only the nodes corresponding to uncorrected errors are kept (see Figure 25). In addition to these nodes, the node “nb_Satellite” has been added. The nodes of the new BN GPS are:

- **H_GPS:** represents the health of the GPS.
- **H_S_GPS:** represents the health of the GPS receiver.
- **U_GPS:** indicates the internal GPS type error node.
- **S_GPS:** represents the GPS receiver sensor.
- **U_Multipath:** indicates the multipath type error.
- **S_Laser:** laser sensor node.
- **H_S_Laser:** represents the health of the laser sensor.
- **Nb_Satellite:** indicates the number of the visible satellites.
- **Altitude:** indicates the altitude.
- **Environment:** represents the appearance context of multipath error.
Before applying the EM algorithm and learning the BN parameters, we need a learning database which can be built by simulation, mission history report, etc. For the GPS case study, we collect some information about a user position around an area (example: building) at different times. We consider a few known positions as a reference path. The difference between the computed position (using smartphone for example) and the reference one represent the GPS position deviation. The information was collected at almost the same time over several days. The information recovered for each position located with GPSData application are: the latitude, the longitude and the altitude, the number of visible satellites and the accuracy of the position given by the GPS.

Each information collected by the user at different time corresponds to a specific node of the GPS monitor. Now, the collected data can be interpreted and transformed into BN data:

- Altitude correspond to ‘altitude’ node.
- Deviation correspond to ‘H_GPS’ node.
- Distance correspond to ‘S_laser’ node.
- Satellite correspond to ‘nb_satellite’ node.
- Accuracy correspond to ‘S_GPS’ node.

According to the value of the collected data and the fixed threshold for each node status of the GPS monitor. Thus, the data correspond to one of status of the corresponding BN node (interpreted as evidence). Table 8 shows how to interpret the real data into BN data.

| Collected Data | Corresponding BN Node Status |
|----------------|------------------------------|
| Deviation > 3 m | H_GPS = not_ok |
| Distance > 10  | S_laser = not_ok |
| Accuracy > 3   | S_GPS = not_ok |
| Altitude > 40 m| Altitude = high |
| Nb_satellite > 4| Nb_satellite = sup4 |

Once the database of the observed data for each node is built, we can perform the EM algorithm to learn the BN parameters which is the CPT probability values. The idea here is to compare the accuracy of the GPS position obtained with different collected database, with the reference one. Figure 26 shows the reference path (known position in red) around a building. Figure 27 shows the different paths (resulting from GPS positions) obtained by applying EM with different databases built from he collected data. In comparison with the reference path (in red on the figure), we can show that the accuracy of the GPS position varies according to the variation of the collected raw data and the rate of missing
values in the database. In this case study, the parameters of all the BN nodes are learned with EM algorithm. The complexity of this approach varies according to the number of nodes and the conditional dependence. To deal with this, we can just learn the parameters of the pertinent nodes like the sensors nodes and the appearance context nodes using EM with another kind of inference mechanism [39].

![Figure 26. Reference position (path) used.](image1)

![Figure 27. Accuracy comparison between the reference path and the learned path.](image2)

6.2. HW/SW Implementation of Decision-Making Mechanism Based on BN

In the second part of the discussion, we look at the embedded version of the decision-making engine. In Section 4, we have evaluated the interest of a complete HW version in a case of decision-making engine using DN, we propose to extend this study with an MDP model. We focus
on the implementation of decision-making part only in order to conclude for a strategy to adopt for elaborating an efficient embedded implementation.

**HW Exploration of the MDP Model**

To implement the BFM module, we can use a design flow very similar to the one defined in Figure 16 where the decision part is now expressed using an MDP model. The MDP part can be easily described in C-code and be mapped using HLS directives onto FPGA.

Table 9 shows the speed up obtained by executing the different MDPs describing the tracking mission phases (navigation, landing and tracking) on ZedBoard Xilinx and also the SW and HW execution time. We can see that the execution time increases according to the MDP size in terms of states and actions number. With a more complex mission than the tracking mission (with a hundred states and actions), the execution time and speed up increase significantly. For our case study, a response time lower than 10 ms is enough to apply the new mission plan generated by the decision module of BFM model. The Table 10 shows the resources needed for an HW implementation of the MDP part of the BFM.

**Table 9. MDP speed up and SW/HW execution time.**

| MDP          | MDP-Navigation | MDP-Landing | MDP-Tracking |
|--------------|----------------|-------------|--------------|
| Speed up     | 2.86           | 1.22        | 1.14         |
| Execution time (SW clock frequency 1 GHz) | 2.7 ms | 3.1 ms | 8.6 ms |
| Execution time (HW clock frequency 100 MHz) | 0.9 ms | 2.6 ms | 7.6 ms |

**Table 10. FPGA resources for the MDP implementations.**

| MDP          | MDP-Navigation | MDP-Landing | MDP-Tracking |
|--------------|----------------|-------------|--------------|
| BRAM         | 4%             | 4%          | 5%           |
| DSP          | 10%            | 12%         | 4%           |
| FF           | 8%             | 9%          | 10%          |
| LUT          | 19%            | 21%         | 23%          |

According to the results below, we can see the HW implementations of the MDP provide a short speed-up. The SW implementation of MDP can be enough for practical mission because low-latency decision-making mechanisms are most of the time enough for some practical mission cases. The HW resources can be used for other applications like vision-based ones. Nevertheless, the BN part of the BFM model can take benefit of an HW implementation as shown in Section 3.2.

Therefore, for an online execution of the mission planning, we can execute the diagnosis module on a hardware part (FPGA) and the decision module on a software part (CPU). This can be done either using a DN model or a BFM model for the decision-making mechanism. Nevertheless, in case of occupied CPU by the execution of other applications (obstacle detection, navigation, etc.), the HW implementation of the decision module (execution on FPGA) can be requested to unload the CPU and ensure the continuity of the ongoing mission.

**7. Conclusions**

The BN model is interesting to elaborate intelligent FDIR monitors incorporating the diagnosis and the error recovery modules. These ones can monitor the different elements of the system (sensors, hardware component, memories) but also the applications. Some system constraints (timing constraints and resources constraints) can also be introduced into these BN models. As the direct specification of the BN is not so easy, we propose a friendly method driven by pattern recognition and FMEA-like table specification to elaborate them. In a second part, we propose an efficient HW implementation of the BN monitors onto FPGA-SoC platform. The FPGA implementation can present a real interest for
2 reasons: speed-up and online updates. We give significative examples. We show with a BN monitor of 270 nodes that the corresponding FPGA implementation can offer a speed-up upto 16 compared to the SW version. It can be useful for a real-time monitoring. With an FPGA implementation, we are able to provide also non-intrusive monitors and we are able to perform the online updates by modifying the parameters of the networks, if necessary. Endly, the BN monitors can be incorporated into a decision-making model such as Decision Network or MDP to elaborate a high-level decision-making process of the mission manager. Embedded implementations of the cooperative diagnosis-decision making mechanism are also proposed on a FPGA-SoC support. We show that a co-design approach can provide an interesting trade-off for the decision-making implementation of the mission manager: diagnosis in HW and pure decision-making mechanism in SW. Actually, the BN monitors are the part that can mainly take benefit of an FPGA implementation while the decision-making mechanism is not so critical to be HW implemented.

As future works, we will consider the distributed approach of the BN monitors in a context of swarms including both the safety and the security constraints. In the case of a single drone, we have already explored a concurrent MDP specification incorporating BN monitors. This model can be applied for a cooperative mission between UAVs. Nevertheless, different challenges are still to be addressed. The first one concerns the adaptability of the UAV networks concerning a decision. This adaptability is necessary because the environmental context of the mission can change in real-time (strong wind, unexpected obstacle), because some security threats can be detected (GPS spoofing, deny of service, . . . ), and because some failure may appear at different levels (sensor, motor, autopilot, companion board). To adapt the decision inside a swarm, we need to organize the global decision through the local ones. This means that the priorities should be fixed at the network level to make each single decision more appropriate and this must be done at real-time. Another challenge is the real-time feature that can be supported by an specific parallel hardware platform such as FPGA-SoC board. Our future work will propose a new methodology and new embedded implementations of the decision-making engine to be distributed onto a swarm in an adaptive and real-time way that includes the local monitors of each UAV. Predictions and learning are also under considerations to improve the BN monitoring and the decision-making.
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