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Abstract: Algorithms for controlling fully autonomous systems must meet especially high requirements with respect to safety and robustness. A particularly challenging example are autonomous deep space missions, which we investigated in several projects. In this context, we showed that a safe and robust autonomous system can be realized through nonlinear model predictive control approaches using optimization techniques in combination with multi-sensor fusion based on an extended representation of uncertainty. The focus of this paper is on demonstrating the versatility of that concept by transferring the corresponding algorithms to the also very challenging application of autonomous driving. In particular, we propose a system concept for a self-driving car based on our methodology. Furthermore, we present results of a real world research vehicle that autonomously explores a parking lot, dynamically takes obstacles into account, and finally performs a parking maneuver.

© 2019, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.

Keywords: Autonomous vehicles, Automotive control, Nonlinear model predictive control, Vehicle models, Multi-sensor fusion, Evidential mapping

1. INTRODUCTION

The development of autonomous vehicles is an ongoing process in which remarkable results were already achieved in the 1990s (Dickmanns, 1997). Since then, considerable effort has been put by the industry and science into continuously improving this technology, which will ultimately enable new mobility concepts, increase road safety, and achieve a higher degree of automation of logistical processes (Maurer et al., 2016).

To realize a fully autonomous system, the collaboration of experts from several fields of science is crucial. For example, the safe maneuvering of a vehicle should, among others, be based on an accurate estimate of its own state and of its environment as well as a subsequent computation of robust control commands. This results in highly sophisticated algorithms as for example developed within the DARPA challenge for self-driving cars (Ferguson et al., 2008; Wille and Form, 2008). However, similar requirements also apply to entirely different areas of research, such as autonomous deep space missions like those considered in KaNaRiA (Probst et al., 2015) and EnEx-CAUSE (Clemens et al., 2018). Here, state estimation is realized using a Bayesian filter (Clemens and Schill, 2016; Nakath et al., 2018), while the control approach is based on numerical optimization for solving optimal control problems (Schattel, 2018; Meerpohl et al., 2018). The result is not only highly efficient but most noticeably also applicable to other scenarios such as the safe and robust control of an autonomous vehicle. This was demonstrated in the project AO-Car. Here, the algorithms originating from space applications were adapted in the time frame of one year to the exemplary scenario of autonomous parking lot exploration using a research vehicle. In the further course of this work, we present the main components of the resulting system and demonstrate its capabilities.

2. RESEARCH VEHICLE AND SYSTEM OVERVIEW

The proposed system was implemented on the modified Volkswagen Passat GTE shown in Fig. 1. In the following, we give a short overview of the essential hardware and software components.

2.1 Hardware Components of the Research Vehicle

One aim during planning and realizing the modifications of the vehicle was that they are as close as possible to production in terms of hardware selection and visual integration. The original
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sensor system, consisting of 360° cameras (Area View), ultrasonic sensors (USS), a multifunction camera (MFC) and radar, was extended by two Ibeo Sc4la laser scanners. The coverage of all sensors is shown in Fig. 2. However, due to the short project duration, camera and radar data is not considered yet. In addition, a consumer global navigation satellite system (GNSS) receiver was installed, which computes RTK-supported position estimates, and a low-cost inertial measurement unit (IMU) provides the accelerations and the turning rates of the vehicle.

Two computers (Spectra PowerBox) were installed for conducting all computations, while acceleration and steering wheel angle values are used to control the vehicle. The control signals are transmitted via the interface originally used by the Volkswagen driver assistance systems, which provides additional safety features. Furthermore, a safety driver has the possibility to manually oversteer the system (longitudinal and lateral) at any time.

2.2 Overview of the Software System

The proposed system can be divided into three main modules: Multi-Sensor Fusion (FUS), Decision Making (DM) and Control (CTRL). An overview is shown in Fig. 3. The FUS module fuses the sensor data in order to estimate the current state of the vehicle and to aggregate information about its environment. The results are used by DM to decide on the vehicle’s behavior and to define an appropriate target state at every time step. Finally, CTRL computes corresponding control commands based on a nonlinear model predictive control approach. The single components are discussed in the following sections.

3. MULTI-SENSOR FUSION

The FUS module fuses all sensor data in order to localize the vehicle, to create a map of the environment, and to detect obstacles in the vicinity of the vehicle. All three tasks are described in the following.

3.1 Localization

The goal of localization is to estimate the state \( x_t \) of the vehicle based on absolute measurements \( z_t \) and relative state transition measurements \( u_t \). The latter contain IMU data (acceleration and yaw rate) and the steering angle, which are used to predict the state \( x_{t-1} \) based on the previous estimate \( x_{t-1} \). Afterwards, \( x_t \) is corrected with respect to absolute references using \( z_t \), which contains GNSS position estimates as well as the speed reported by the vehicle. The state of the vehicle is composed of its pose (position and orientation) and its speed. Furthermore, in order to provide a robust estimate, the bias of the accelerometer and of the gyroscope has to be estimated as well. Accordingly, the state space is defined as \( \mathcal{X} := \mathbb{R}^2 \times SO(2) \times \mathbb{R} \times \mathbb{R} = SE(2) \times \mathbb{R}^3 \), where \( SO(2) \) denotes the 2D rotation group and \( SE(2) \) is the 2D special Euclidean group. The state vector \( x_t \) is given by \( x_t := (r^1, \psi, v, \delta_x, \delta_y) \), where \( r := (r_x, r_y) \) is the position, \( \psi \) is the orientation, \( v \) is the speed, and \( \delta_x, \delta_y \) are the accelerometer bias and the gyroscope bias, respectively.

Solving the state estimation problem corresponds to calculating the distribution \( p(x_t | z_{0:t}, u_{1:t}) \) of the state \( x_t \) given all absolute measurements \( z_{0:t} \) and all state transition measurements \( u_{1:t} \). We assume the state posterior is a normal distribution with mean \( \mu_t \in \mathcal{X} \) and covariance \( \Sigma_t \in \mathbb{R}^{6 \times 6} \), i.e., the state is distributed corresponding to

\[
    x_t | z_{0:t}, u_{1:t} \sim \mathcal{N} (\mu_t, \Sigma_t).
\]

Accordingly, we can use an extended Kalman filter (EKF) (Thrun et al., 2005, Sect. 3.3) to estimate the parameters \( \mu_t, \Sigma_t \). More precisely, we are using the implementation of Clemens and Schill (2016), which is based on the so-called boxplus-method (Hertzberg et al., 2013). This formalism allows a seamless integration of manifold state spaces like \( \mathcal{X} \) into sensor fusion algorithms.

3.2 Mapping

The mapping submodule of FUS aims to provide a representation of the vehicle’s environment. In particular, we are estimating an evidential grid map (Pagac et al., 1998), which is based on the belief function theory (Shafer, 1976; Smets and Kennes, 1994) and can be seen as a generalization of a classical probabilistic grid map (Thrun et al., 2005, Chap. 9). Here, each grid cell \( Y_i \subset \Theta_Y \), \( 1 \leq i \leq M \) is an evidential variable, which indicates whether the corresponding area is occupied (\( o \)) or free (\( f \)). Accordingly, the frame of discernment, i.e., the set of all mutually exclusive possibilities in the domain, is defined as \( \Theta_Y := \{ o, f \} \). Furthermore, \( M \) denotes the total number of cells and the entire map is given by \( Y \in \Theta_Y^M \). In contrast to probabilistic grid maps, one cannot only assign belief mass to the singletons of the hypotheses space but to all subsets as well, including the superset \( \Theta_Y \) and the empty set \( \emptyset \). By that means, evidential grid maps allow the representation and the distinction between different dimensions of uncertainty (Reineking and Clemens, 2014). For example, a lack of knowledge is represented by mass on \( \Theta_Y \), while contradictory measurements result in mass on \( \emptyset \). In the case of probabilistic grid maps, both is represented by a uniform distribution \( P(o) = P(f) = 0.5 \), and thus, one cannot discriminate the different causes from each other. The additional information provided by evidential grid maps can for example be utilized for path planning and exploration tasks (Clemens et al., 2016).
For creating the map, we follow the methodology of mapping with known pose (Thrun et al., 2005, Chap. 9), i.e., the trajectory $x_{0:t}$ is estimated using the algorithm discussed in Sect. 3.1, but its uncertainty is neglected during the mapping process. Accordingly, we aim for estimating the conditional mass function $m(Y|x_{0:t}, z_{0:t})$ of the map $Y$ given the trajectory $x_{0:t}$ and all laser scanner measurements $z_{0:t}$. In order to make the computation feasible, we assume conditional independence among the grid cells, which allows us to factorize the joint mass function of all cells into marginal cell mass functions according to

\[ m(Y|x_{0:t}, z_{0:t}) = \prod_{i=1}^{M} m(Y_i|x_{0:t}, z_{0:t}). \]

(2)

Thus, the map update can be applied to single cells instead of the entire map. In particular, the mass function of each cell can be estimated recursively over time using

\[ m(Y_i|x_{0:t}, z_{0:t}) = m(Y_i|x_{0:t-1}, z_{0:t-1}) \odot m(Y_i|x, z_i), \]

(3)

for $1 \leq i \leq M$. The mass function $m(Y_i|x_{0:t-1}, z_{0:t-1})$ corresponds to the map belief for $t-1$ and $m(Y_i|x, z_i)$ is the map belief resulting from the current measurement $z_i$. The latter is computed using the inverse sensor model proposed by Clemens et al. (2016). Finally, the operator $\odot$ denotes the conjunctive rule of combination (Smets, 1990). In contrast to other combination rules, $\odot$ yields mass on $\theta$ and thus enables the identification of conflicts. Because of low vehicle speeds on a parking lot, consecutive laser scans have a large overlap. Thus, the map is not updated using every measurement but only when a certain distance (e.g., 0.25 m) has been driven.

3.3 Obstacle Detection

The evidential grid map discussed above provides the basis for decisions on a longer time scale. However, since it is not updated with all measurement, it does not adapt very fast to changes in the environment and thus is only partially suited for making short-term decisions. For that reason, we compute a local obstacle map in order to retrieve up-to-date information regarding obstacles in the vicinity of the vehicle (see Fig. 4a). Here, a probabilistic grid map is used, since it is sufficient for that purpose. Each grid cell $\theta_i \in [0,1]$, $1 \leq i \leq N$ of this map indicates the probability of hitting an obstacle in the corresponding area. The entire map is given by $\theta \in [0,1]^N$ and $N$ denotes the total number of cells, which is usually much smaller than the number of cells in the evidential grid map, i.e., $N \ll M$.

In contrast to the evidential grid map, the obstacle map is not computed for the entire sequence of measurements $z_{0:t}$ but only for the latest measurements $z_{t-d:t}$ with $d < t$. We solve the mapping problem using forward model mapping (Thrun et al., 2005, Sect. 9.4), which uses the forward sensor model $p(\bar{z}_i|\theta_i, x_i)$ instead of the inverse sensor model $p(\theta_i|x_i, \bar{z}_i)$. This is realized by applying maximum likelihood estimation (MLE) in order to obtain the most likely value $\theta^*_i$ for each cell, which results in

\[ \theta^*_i = \arg\max_{\theta_i \in [0,1]} \prod_{j=t-d}^{t} p(\bar{z}_j|\theta_i, x_i). \]

(4)

In general, this equation can only be applied to the entire trajectory slice $x_{t-d:t}$ and the entire measurement slice $\bar{z}_{t-d:t}$, i.e., the map cannot be estimated recursively over time. However, if high-precise sensors like laser scanners are used, (4) reduces to $\theta_i^* = k_i/(k_i + l_i)$, where $k_i, l_i$ are counters, which indicate how often the corresponding cell was at the end-point of a laser beam and how often it was traversed by a laser beam without being hit, respectively. Accordingly, the map for $\bar{z}_{t-d:t}$ can be obtained from the map for $\bar{z}_{t-d-1:t-1}$ by decrementing and incrementing the counters according to $\bar{z}_{t-d-1:t-1}$ and $\bar{z}_t$, respectively, which makes the algorithm highly efficient.

4. DECISION MAKING

The DM module decides on the behavior of the autonomous vehicle. It combines the current estimate of the vehicle’s state and its environment with a priori knowledge and input from passengers. Within the exploration of a parking lot, the a priori knowledge relates to the geometry of the lot and the rough location of each parking space, while the input from passengers could be an area of interest or the command to park in the next possible parking space. In addition to setting the direction indicators or defining a suitable target speed depending on the current situation, DM is essentially responsible for two sub-tasks: (a) evaluating the fused sensor data to identify available parking spaces and (b) providing guidance that ensures continuous driving of the vehicle by defining desired target states at a high frequency (e.g., 50 Hz).

4.1 Parking Space Detection

Parking spaces are detected based on the obstacle map (see Sect. 3.3). The process is illustrated in Fig. 4b and consists of three steps. The first step aims to detect the rows of parking cars to the left and to the right of the vehicle. We assume that the other cars are aligned next to each other in approximately straight lines. Thus, for detecting the boundaries facing our vehicle, the obstacle map is transformed into the Hough space for lines (Duda and Hart, 1972) under consideration of the uncertainty associated with each grid cell. After that, one line at each side is selected based on certain criteria, e.g., distance and angle with respect to our vehicle (red lines in Fig. 4b). In the second step, we search along both lines for free spaces (blue dots in Fig. 4b). During this process, we do not only consider the grid cells located exactly on the lines but also take some grid cells next to the lines into account. The third step determines possible parking poses. For this, we fit rectangles into the free spaces obtained in the second step (green rectangles in Fig. 4b). Each rectangle has the size of our vehicle (plus a safety margin), while it is oriented orthogonally to the detected lines from the first step. Furthermore, the edge representing the rear of our vehicle is aligned with the corresponding line. If only one rectangle fits into a parking space, it is placed in the center of it (bottom row in Fig. 4b), while if multiple rectangles fit into a space, they are evenly distributed (top row in Fig. 4b). After that, one rectangle (e.g., the closest) is picked as initial parking pose (orange rectangle in Fig. 4b). Once the vehicle can observe the entire parking space, we optimize the final parking
5. NONLINEAR MODEL PREDICTIVE CONTROL

In order to transfer the vehicle from an initial state to the desired target state given by DM, the CTRL module uses a nonlinear model predictive controller (NMPC). Thereby, optimal control problems are continuously defined and solved. Compared to common control approaches, NMPC is computationally expensive but offers great advantages since it takes nonlinear dynamics and path constraints into account (cf. Paden et al., 2016). In the automotive sector, there are some applications of (N)MPC. Most of them show their applicability in simulations (cf. Li et al., 2017; Weiskircher et al., 2017). Falcone et al. (2007) show the implementation of an MPC based control approach on a dSpace Autobox.

5.1 Optimal Control Problem

The planning of each maneuver can be considered as a search for an optimal trajectory and thus can be formulated as an optimal control problem given by

\[
\min_{x,u,T} J(x,u,T)
\]

s.t. \( \dot{x}(t) = f(x(t),u(t)) \),
\[
x_{\text{min}} \leq x(t) \leq x_{\text{max}},
\]
\[
u_{\text{min}} \leq u(t) \leq u_{\text{max}},
\]
\[
\Psi_1(x(0),x(T)) = 0,
\]
\[
\Psi_2(x(0),x(T)) \leq 0,
\]
\[
C(x(t),u(t),t) \leq 0 \text{ for all } t \in [0,T].
\]

The states \( x \), controls \( u \), as well as the process time \( T \) are determined in such a way that the objective function \( J \) is minimized. Every solution of (5) respects the dynamics given by \( f \), the boundary conditions provided by \( \Psi_1 \) and \( \Psi_2 \), as well as further path constraints such as obstacle avoidance defined by the function \( C \). The process time \( T \) can be either fixed or free. All states and controls are limited by physical boundaries \( x_{\text{min}},x_{\text{max}} \) and \( u_{\text{min}},u_{\text{max}} \), respectively.

In order to address optimal control problems of the form (5), we apply a direct method (Betts, 2010) by using the software framework TransWORHP (Knauer and Büskens, 2012). Thereby, the infinite dimensional optimal control problem is transformed into a nonlinear optimization problem (NLP), which is subsequently solved using the NLP solver WORHP (Büskens and Wassel, 2012).

5.2 Single Track Model

To describe the dynamic behavior of the vehicle, a kinematic single-track model is used, which provides sufficient accuracy due to low speeds on a parking lot and the correspondingly small external forces (Polack et al., 2017). Within this approach, the wheels are replaced by one virtual wheel per axle. The resulting model describes the x-y-position of the rear wheel, the vehicle’s orientation \( \psi \) with respect to a reference frame, the steering angle \( \beta \), the speed \( v \) and the acceleration \( a \). To ensure the transmission of continuous and smooth controls, we add the derivatives of the acceleration and of the steering angle to the model. Thereby, the steering angle velocity \( \omega_{\beta} \) is considered as an additional state variable and the controls consist of the jerk \( j \) and the steering angle acceleration \( a_{\beta} \). Together with the wheelbase \( L \), this leads to

\[
\dot{x} = v \cdot \cos(\psi), \quad \dot{\psi} = v \cdot \frac{\tan(\beta)}{L},
\]
\[
\dot{y} = v \cdot \sin(\psi), \quad \dot{\beta} = \omega_{\beta},
\]
\[
v = a,
\]
\[
\ddot{a} = j.
\]
Defining the state \( x := (r_x, r_y, \psi, v, \beta, \omega_0, a) \in \mathbb{R}^7 \) and the control \( u := (j, a_\beta) \in \mathbb{R}^2 \), the system (6) models the dynamics \( f \) in (5). States and controls are bounded by \( x_{min}, x_{max} \in \mathbb{R}^7 \) and \( u_{min}, u_{max} \in \mathbb{R}^2 \), respectively, due to physical limitations and comfort reasons in terms of smooth driving (Sommer et al., 2018).

5.3 Boundary Conditions and Obstacle Avoidance

The initial state \( x(0) \) in (5) shall correspond to \( x_{ext} \), which is composed of the current state estimate \( x_T \) (see Sect. 3.1) and additional values, e.g., from the previous optimization step. Furthermore, it is required that \( x(T) \) is located in the neighborhood of the target state \( x_T \) determined by DM (see Sect. 4.2). With \( \varepsilon \in \mathbb{R}_0^+ \) being small and the component-wise absolute value operator \( \cdot \), these conditions can be expressed by \( \Psi_1 \) and \( \Psi_2 \) from (5) as

\[
\begin{align*}
\Psi_1(x(0), x(T)) & := x_{ext} - x(0), \\
\Psi_2(x(0), x(T)) & := |x_T - x(T)| - \varepsilon.
\end{align*}
\]

In order to prevent the vehicle from colliding with obstacles, the function \( C \) forces the solution of (5) to maintain a minimum safety distance to all obstacles of the obstacle map (see Sect. 3.3). For this, an accessible area is specified by a closed polygonal chain, while the vehicle itself is approximated by overlapping circles (Sommer et al., 2018).

5.4 Objective Function

The objective function includes a weighted combination of terms consisting of the process time, controls, selected states, and penalty terms depending on the target state \( x_T \) provided by DM. Furthermore, the squared deviation from the desired speed \( v_{set} \) determined by DM is added. This yields

\[
J(x,u,T) := w_0T + \int_0^T w_1 \omega_\beta^2 + w_2 a^2 + w_3 \beta^2 + w_4 a_\beta^2 \text{d}t \\
+ \int_0^T w_5 (v - v_{set})^2 \text{d}t \\
+ w_6 (r_x(T) - r_x(T))^2 + w_7 (r_y(T) - r_y(T))^2 \\
+ w_8 (\psi(T) - \psi_T)^2 + w_9 (\beta(T) - \beta_T)^2.
\]

During exploration, \( w_6, \ldots, w_9 \) are set to zero and \( \Psi_2 \) in (7) shall hold. When entering a parking space, \( w_6, \ldots, w_9 > 0 \) are set and \( \Psi_2 \) is disregarded. The weighting can be adjusted adaptively to the current application, situation, and environment.

5.5 Implementation

An optimal control problem of the form (5) is set up with (6), (7), (8), and physical constraints (Sommer et al., 2018). As soon as (5) is solved, the first few control signals (acceleration and steering wheel angle, cf. Sect. 2.1) are transmitted to the vehicle. Therefore, the determined steering angle \( \beta \) is converted to the steering wheel angle. Afterwards (5) is set up with the new current estimated state and is solved again.

Even if NMPC adapts to a changing environment, there can be situations that require the vehicle to stop quickly. To ensure an immediate reaction, a high-priority safety module is used to initiate an emergency braking maneuver. Thereby, the minimum distance to obstacles in the direction of travel of the vehicle is monitored and evaluated with respect to the current speed and steering angle. In case of a potential collision, the module overwrites the acceleration value determined by NMPC and stops the vehicle.

6. REAL WORLD DEMONSTRATION

To demonstrate the proposed system for autonomous driving, we present results for the exploration of a parking lot of the University of Bremen. We show how the self-driving vehicle explores the area performing lane keeping, dynamically taking obstacles into account, and finally executing a parking maneuver. Two corridors are selected as the area of interest and a set of parking spaces is provided from which the vehicle is supposed to find a free one.

Fig. 6 shows the evolving evidential grid map as described in Sect. 3.2. Parked vehicles and further obstacles detected during exploration are registered accordingly. Utilizing the information provided by FUS and a priori knowledge of the parking lot, DM determines a desired target state for CTRL. An exemplary situation is shown in Fig. 7, where the vehicle is guided through a left turn. It should be noticed that the posterior poses in Fig. 7b vary slightly from the path shown in Fig. 7a because DM continuously defines new target states and the used model is only an approximation of the reality.

When a free parking space is found, a maneuver to enter it is initiated by DM. Thereby, the desired target pose is moved into the parking space as described in Sect. 4.2. Exemplary parking trajectories and maneuvers have been shown by Sommer et al. (2018).
7. CONCLUSION

In this paper, a system for navigating and controlling an autonomous vehicle was presented, which was developed in the research project AO-Car. The goal of the latter was to transfer theories and methods for multi-sensor fusion and nonlinear model predictive control that were developed for deep space missions to this terrestrial application in the short time period of one year. Test drives on a real world vehicle showed that these methods yield a system that solves the challenging tasks of driving on a parking lot under consideration of unknown obstacles and of exploring it autonomously. Furthermore, free parking spaces are detected and a parking maneuver can be initiated on request. Altogether, our results show that approaches from space applications can be transferred to the terrestrial application of autonomous driving with comparably little effort and great success. One of the main advantages of the presented approach is its versatility, which allows extensions to further scenarios. In particular, we are continuing the work within the project OPA3L, which focuses on urban traffic and posses the challenges of dealing with a highly-dynamic environment as well as of cooperating with other vehicles. Another topic is to perform a quantitative evaluation of the presented algorithms.
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