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\section*{Abstract}
Saturation-style automated theorem provers (ATPs) based on the given clause procedure are today the strongest general reasoners for classical first-order logic. The clause selection heuristics in such systems are, however, often evaluating clauses in isolation, ignoring other clauses. This has changed recently by equipping the E/ENIGMA system with a graph neural network (GNN) that chooses the next given clause based on its evaluation in the context of previously selected clauses. In this work, we describe several algorithms and experiments with ENIGMA, advancing the idea of contextual evaluation based on learning important components of the graph of clauses.
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\section{Introduction: Clause Selection and Context}
Clause selection is a crucial part of saturation-style \cite{29} automated theorem provers (ATPs) such as E \cite{32}, Vampire \cite{20}, and Prover9 \cite{22}. These systems, implementing the given-clause \cite{21} algorithm, provide the strongest methods for proving lemmas in large interactive theorem prover (ITP) libraries \cite{4}, and occasionally prove open conjectures in specialized parts of mathematics \cite{19}.

Clause selection heuristics have a long history of research, going back to a number of experiments done with the Otter system \cite{24}. Systems such as Prover9 and E have eventually developed extensive domain-specific languages for clause selection heuristics, allowing application of sophisticated algorithms based on a number of different ideas \cite{31,35,27,23,13} and their automated improvement \cite{34,30,15}. These algorithms are, however, often evaluating clauses in isolation, ignoring other clauses selected in the proof search, and thus largely neglecting the notion of a \textit{(proof) state} and its obvious importance for choosing the next \textit{action} (clause).

This has changed recently with equipping the E/ENIGMA \cite{14,6} system with a logic-aware graph neural network (GNN) \cite{25}, where the next given clause is chosen based on its evaluation in the context of previously selected clauses \cite{12}. In more details, in GNN-ENIGMA, the generated clauses are not ranked immediately and independently on other clauses. Instead, they are judged by the GNN.
in larger batches and with respect to a large number of already selected clauses (*context*). The GNN estimates collectively the most useful subset of the context and new clauses by several rounds of message passing. The message-passing algorithm takes into account the connections between symbols, terms, subterms, atoms, literals, and clauses. It is trained on many previous proof searches, and it estimates which clauses will collectively benefit the proof search in the best way.

In the rest of the paper, we describe several algorithms and experiments with ENIGMA and GNN-based algorithms, advancing the idea of contextual evaluation. In Section 2, we give an overview of the learning-based ENIGMA clause selection in E, focusing on the recently added context-based evaluation by GNNs. Section 3 introduces the first variant of our context-based algorithms called *leapfrogging*. These algorithms interleave saturation-style ATP runs with external context-based evaluations and clause filtering. Section 4 introduces the second variant of our context-based algorithms, based on learning from past interactions between clauses and splitting the proof search into separate components. Section 5 discusses technical details, and Section 6 evaluates the methods.

## 2 ENIGMA and Learning Context-Based Guidance

This section summarizes our previous Graph Neural Network (GNN) ENIGMA anonymization architecture [12], which was previously successfully used for a given clause guidance within E Prover [16]. In this context, anonymization means guidance independent on specific symbol names.

Saturation-based ATPs, such as E, employ a *given-clause loop*. The input first-order logic problem is translated into a refutationally-equivalent set of clauses, and a search for a contradiction is initiated. Starting with the initial set of clauses, one clause is selected (*given*) for processing, and all possible inferences with all previously processed clauses are derived. This extends the set of clauses available for processing, and the loop repeats until (1) the contradiction (empty clause) is derived, or (2) there are no clauses left for processing (that is, the input problem is not provable), or (3) resources (time, memory, or user patience) are exhausted. As the selection of the right clauses for processing is essential for a success, our approach is to guide the clause selection within an ATP by sophisticated machine learning methods.

For the clause selection with ENIGMA Anonymous, we train a GNN classifier for symbol-independent clause embeddings from a large number of previous successful E proof searches. From every successful proof search, we extract the set of all processed clauses, and we label the clauses that appear in the final proof as *positive* while the remaining (unnecessarily processed) clauses as *negative*. These training data are turned into a tensor representation (one- and two-dimensional variable-length vectors), which encapsulate clause syntax trees by abstracting from specific symbol names while preserving information about symbol relations. Each tensor represents a set of clauses as a graph with three types of nodes (for terms/subterms, clauses, and symbols), and passes initial embeddings through a fixed number of message-passing (graph convolution) layers.
Additionally, the conjecture clauses of the problem to be proved are incorporated into the graph to allow for conjecture-dependent clause classification.

Once a GNN classifier is trained from a large number of proof searches, it is utilized in a new proof search to evaluate the clauses to be processed and to select the best given clause as follows. Instead of evaluating the clauses one by one, as is the case in the alternative ENIGMA Anonymous decision tree classifiers, we postpone clause evaluation until a specific number of clauses to be evaluated is collected. These clauses form the query part and the size of the query is passed to the prover as a parameter. The query clauses are extended with clauses forming a context, that is, a specific number of clauses already processed during the current proof search. In particular, we use the first \( n \) clauses processed during the proof search as the context. The context size \( n \) is another parameter passed to the prover. After adding the conjecture and context clauses to the query, their tensor representation is computed and sent to the GNN for evaluation. The GNN applies several graph convolution (message passing) layers getting an embedding of every clause. Each clause is combined through a single fully connected layer with an embedding of the conjecture, and finally transformed into a single score (logit), which is sent back to the prover. The prover then processes the clauses with better (higher) scores in advance. For details, see [12,25].

3 Leapfrogging

The first class of algorithms is based on the idea that the graph-based evaluation of a particular clause may significantly change as new clauses are produced and the context changes. It corresponds to the human-based mathematical exploration, in which initial actions can be done with relatively low confidence and following only uncertain hunches. After some amount of initial exploration is done, clearer patterns often appear, allowing re-evaluation of the approach, focusing on the most promising directions, and discarding of less useful ideas.

In tableau-based provers such as leanCoP [26] with a compact notion of state, such methods can be approximated in a reinforcement learning setting by the notion of big steps [18] in the Monte-Carlo tree search (MCTS), implementing the standard explore/exploit paradigm [10]. In the saturation setting, our proposed algorithm uses short standard saturation runs at the exploration phase, after which the set of processed (selected) clauses is reevaluated and a decision on its most useful subset is made by the GNN. These two phases are iterated in a procedure that we call leapfrogging.

In more detail, leapfrogging is implemented as follows (see also Algorithm 1). Given a clausal problem consisting of a set of initial clauses \( S = S_0 \), an initial saturation-style search (in our case E/ENIGMA) is run on \( S \) with an abstract time limit. We may use a fixed limit (e.g., 1000 nontrivial processed clauses) for all runs, or change (e.g. increase) the limits gradually. If the initial run results in a proof or saturation within the limit, the algorithm is finished. If not, we inspect the set of clauses created in the run. We can inspect the set of all generated clauses, or a smaller set, such as the set of all processed clauses. So far, we used the latter because it is typically much smaller and better suits our
Algorithm 1: The Leapfrogging algorithm with a fixed saturation limit

```
Input: AxiomClauses, NegConjectureClauses, SaturationLimit, IterationLimit, PremiseSelector;
1 \( S_0 = \text{AxiomClauses} \cup \text{NegConjectureClauses}; \)
2 for \( i = 0 \) to IterationLimit do
3   \( (L_{i+1}, \text{Result}) = \text{Saturate}(S_i, \text{SaturationLimit}); \)
4   if Result = Unsatisfiable then return Unsatisfiable;
5   else if Result = Satisfiable then
6     if \( i=0 \) then return Satisfiable;
7     else return Unknown;
8   else // Result = Unknown
9     \( S_{i+1} = \text{PremiseSelector}(L_{i+1}, \text{NegConjectureClauses}); \)
10    \( S_{i+1} = S_{i+1} \cup \text{NegConjectureClauses}; \)
11 return Unknown;
```

training methods. This (large) set is denoted as \( L_0 \). Then we apply a trained graph-based predictor to \( L_0 \), which selects a smaller most promising subset of \( L_0 \), denoted as \( S_1 \). We may or may not automatically include also the initial negated conjecture clauses or the whole initial set \( S_0 \) in \( S_1 \). \( S_1 \) is then used as an input to the next limited saturation run of E/ENIGMA. This process is iterated, producing gradually sets \( S_i \) and \( L_i \).

A particularly simple version of leapfrogging uses GNN-guided ENIGMA for the saturation “jumps”, and omits the external selection, thus setting \( S_{i+1} := L_i \). This may seem meaningless with deterministic clause selection heuristics that do not use context: the next saturation run may be selecting the same clauses and ending up with \( S_{i+1} = S_i \). Already in the standard ATP setting this is, however, easy to make less deterministic, as done, for example, in the randoCoP system [28]. The GNN-guided ENIGMA will typically also make different choices with the new input set \( L_i \) than with the input set \( S_0 \).

A more involved version of leapfrogging, however, makes use of a nontrivial trained graph-based predictor that will reduce \( L_i \) to \( S_{i+1} \) such that \( S_{i+1} \subseteq L_i \). For this, we use an external evaluation run of a GNN, which has been trained in the same way as the GNN used inside ENIGMA: on sets of positive and negative processed clauses extracted from many successful proof runs. Here, the positive clauses are those that end up being part of the proof, and the negative ones are the remaining processed clauses. This is also very similar to an external premise selection [2] done with the GNNs [25], with the difference that the inputs are now clauses instead of formulas.

4 Learning Reasoning Components

The second class of algorithms is based on learning important components in the graph of clauses. This is again motivated by an analogy with solving mathematical problems, which often have well-separated reasoning and computational components. Examples include numerical calculations, computing derivatives and integrals, performing Boolean algebra in various settings, sequences of standard
rewriting and normalization operations in various algebraic theories, etc. Such components of the larger problem can be often solved mostly in isolation from the other components, and only their results are then used together to connect them and solve the larger problem.

Human-designed problem solving architectures addressing such decomposition include, e.g., SMT systems, systems such as MetiTarski [1], and a tactic-based learning-guided proof search in systems such as TacticToe [9]. In all these systems, the component procedures or tactics are, however, human-designed and (often painstakingly) human-implemented, with a lot of care both for the components and for the algorithms that merge their results. This approach seems hard to scale to the large number of combinations of complex algorithms, decision procedures and reasoning heuristics used in research-level mathematics, and other complex reasoning domains.

Our new approach is to instead start to learn such targeted components, expressed as sets of clauses that perform targeted reasoning and computation within the saturation framework. We also want to learn the merging of the results of the components automatically. This is quite ambitious, but there seems to be growing evidence that such targeted components are being learned in many iterations of GNN-guided proving followed by retraining of the GNNs in our recent large iterative evaluation over Mizar. In these experiments, we have significantly extended our previously published results [12], eventually automatically proving 73.5% (more than 40k) of the Mizar theorems. In particular, there are many examples shown on the project Github page demonstrating that the GNN is learning to solve more and more involved computations in problems involving differentiation, integration, boolean algebra, algebraic rewriting, etc. Our initial approach is therefore to (i) use the GNN to learn to identify interacting reasoning components, (ii) use graph-based and clustering-based algorithms to split the set of clauses into components based on the GNN predictions, (iii) run saturation on the components independently, (iv) possibly merge the most important parts of the components, and (v) iterate. See the Split and Merge Algorithm 2.

5 Clustering Methods

Here we propose two modifications of our previous GNN architecture, described in Section 2, for the identification of interacting reasoning components, and we describe their intended use. The overall methodology to detect and utilize reasoning components is as follows. To produce the training data, we run E with a fixed limit of $N$ given clause loops. For each solved problem, we output not only the proof, but the full derivation tree of all clauses generated during the proof search. These will provide training data to train a GNN classifier. For unproved problems, we output the $N$ given clauses processed during the search. These data from unsuccessful proof searches are then used for the prediction of interacting components. This is the start of the Split and Merge Algorithm 2.

3 https://github.com/ai4reason/ATP_Proofs
4 The publication of this large evaluation is in preparation.
Algorithm 2: The Split and Merge algorithm

Input: AxiomClauses, NegConjectureClauses, SaturationLimit, IterationLimit, PremiseSelector, ClusteringAlgo;

1. \( S_0 = \text{AxiomClauses} \cup \text{NegConjectureClauses}; \)

2. for \( i = 0 \) to IterationLimit do

   3. \((L_i, \text{Result}) = \text{Saturate}(S_i, \text{SaturationLimit}); \)

   4. if Result = Unsatisfiable then return Unsatisfiable;

   5. else if Result = Satisfiable then

      6. if \( i = 0 \) then return Satisfiable;

      7. else return Unknown;

   8. else // Result = Unknown

      9. \((C_1^i, ..., C_K^i) = \text{ClusteringAlgo}(L_i); \) // Split to components

     10. for \( j = 1 \) to \( K \) do

         11. \((L_j^i, \text{Result}_j) = \text{Saturate}(C_j^i, \text{SaturationLimit}); \) // Run each

         12. if Result\(_j\) = Unsatisfiable then return Unsatisfiable;

     13. \( S_{i+1} = \text{PremiseSelector}(\bigcup_{j=1}^{K} L_j^i, \text{NegConjectureClauses}); \) // Merge

14. \( S_{i+1} = S_{i+1} \cup \text{NegConjectureClauses}; \)

15. return Unknown;

The training data are extracted from successful proof searches as follows. From each derivation tree, we extract all clause pairs \( C_i \) and \( C_j \) which interacted during the proof search, that is, the pairs which were used to infer another clause. All pairs \((C_i, C_j)\) which were used to infer a proof clause are marked as positive while the remaining clause pairs as negative. Such clauses with the information about their positive/negative pairing are used to train a GNN predictor.

The trained GNN predictor will guide the construction of clusters, where clauses resembling positively linked clauses should end up within the same cluster. We obtain the data for predictions from the above unsuccessful proof searches (with the fixed limit of \( N \) processed clauses), and they contain \( N \) processed clauses for every problem. We want to assign each pair of clauses \((C_i, C_j)\) a score \( l_{i,j} \) which describes the likelihood of inferring a useful clause from \( C_i \) and \( C_j \). These scores are the basis for the clustering algorithms.

We experiment with two slightly different GNN architectures for the identification of reasoning components. Let \( d \) be the dimension of the final clause embedding, and let \( c_i, c_j \) be the embeddings of clauses \( C_i, C_j \) respectively. Then the two architectures — differently computing the score \( l_{i,j} \) — are as follows:

1. We pass both \( c_i, c_j \) through a linear layer (with biases, without an activation function) with the output dimension \( n \), resulting in \( d_i, d_j \). Then we calculate \( l_{i,j} = d_i \cdot d_j / \sqrt{n} \).

2. We pass both \( c_i, c_j \) through a linear layer with the output dimension \( 2n \), resulting in \( d_i', d_j' \). Then we calculate \( l_{i,j} = d_i \cdot \text{rev}(d_j) / \sqrt{n} \) where \( \text{rev} \) represents reversing the vector.

Mathematically, this corresponds to \( l_{i,j} = c_i^T A c_j + v^T (c_i + c_j) + b \) where \( v^T \) are \( n \)-dimensional vectors for clause evaluation, \( b \) is a scalar bias, and \( A \) is an
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$n \times n$ matrix which is symmetric and positive definite in architecture 1, and just symmetric in architecture 2. For training, we pass the value $l_{i,j}$ through sigmoid and binary cross entropy loss.

5.1 Clustering

To split the clauses into separate components, we use standard clustering algorithms. However, in our case, it is likely that some clauses should be shared among various components, and hence we are also interested in methods capable of such overlapping assignments.

Of course, the crucial precondition for splitting clauses into components is defining the similarity between clauses, or even better, a distance between them. We have at least two straightforward options here—to define the distance between two clauses as the distance between their embeddings (vectors) or use the matrix $L = (l_{ij})$ as a similarity measure, which approximates the likelihood that clauses $i$ and $j$ interact in the proof. A simple way to produce distances from $L$ is to treat each row of $L$ as a vector and define the distance between two clauses as the (Euclidean) distance between the corresponding rows of $L$.

Another approach is to use directly the intended meaning of matrix $L$, the likelihood that two given clauses appear in a proof, and to produce a weighted graph from $L$, where vertices are clauses and edges are assigned weights according to $L$. Moreover, we can remove edges that have weights below some threshold, expressing that such clauses do not interact. In this way, we obtain a weighted graph that can be clustered into components. The following paragraphs briefly describe the clustering algorithms used in the experiments.

**k-means** A widely used clustering method is $k$-means. The goal is to separate vectors into $k$ clusters in such a way that their within-cluster variance is minimal. Although $k$-means is a popular clustering method, it suffers from numerous well-known problems. For example, it assumes that we know the correct number of clusters in advance, the clusters are of similar sizes, and they are nonoverlapping. Although these assumptions are not satisfied in our case, we used $k$-means from SciPY [36] as a well-known baseline.

**Soft $k$-means** It is possible to modify $k$-means in such a way that overlapping clusters (also called soft clusters) are allowed. An example is the Fuzzy C-Means (FCM) algorithm [3] that generalizes $k$-means by adding the membership function for each point. This function scores how much each point belongs to a cluster, and it is possible to adjust the degree of overlap between the clusters. We used the fuzzy-c-means package [7] for our experiments.

**Graph clustering** We have experimented with the cluster application from the popular Graphviz visualisation software [8], which can split a graph into

---

5 Another popular way how to generalize $k$-means (and assign a point to more than one cluster) is to use Gaussian mixture models.
clusters using the methods described in [5]. The graphs are clustered based on the modularity measure which considers the density of links inside a cluster compared to links between clusters. It is possible to either directly specify the intended number of clusters (soft constraint), or base the number of clusters on their modularity. We also experimented with clustering using the modularity quality. Moreover, by removing some highly connected vertices (clauses) before clustering and adding them into all clusters, we can produce overlapping clusters.

6 Evaluation

6.1 Leapfrogging

The first leapfrogging experiment is done as follows:

1. We stop GNN-ENIGMA after 300 processed clauses and print them.
2. We restart with the 300 clauses used as input, stop at 500 clauses and print the 500 clauses.
3. We restart with the 500 clauses, and do a final run for 60s.

This is done on a set of 28k hard Mizar problems that we have been trying to prove with many different methods in a large ongoing evaluation over the full Mizar corpus. We try with four differently trained and parameterized GNNs, denoted as $G_1, \ldots, G_4$. The summary of the runs is given in Table 1.

We see that the methods indeed achieve high complementarity to the original GNN strategies. This is most likely thanks to the different context in which the GNN sees the initial clauses in the subsequent runs.

6.2 Splitting and Merging

The initial experimental evaluation is done on a large benchmark of 57880 Mizar40 [17] problems exported to first-order logic by MPTP [33]. We use a subset of 52k Mizar40 [17] problems for training. To produce the training data, we run E with a well-performing GNN guidance, and with the limit of 1000 given clause loops. Within this limit, around 20k of the training problems are

---

6. https://gitlab.com/graphviz/graphviz/-/blob/main/lib/sparse/mq.h
7. Details are at https://github.com/ai4reason/ATP_Proofs
8. The detailed parameters of the GNNs are given in Appendix A.
9. On a server with 36 hyperthreading Intel(R) Xeon(R) Gold 6140 CPU @ 2.30GHz cores, 755 GB of memory, and 4 NVIDIA GeForce GTX 1080 Ti GPUs.
10. http://grid01.ciirc.cvut.cz/~mptp/1147/MPTP2/problems_small_consist.tar.gz
solved. For the 32k unproved training problems, we output the 1000 given clauses processed during the search. As described in Section 5, we train a GNN predictor on the 20k successful runs, and use it to predict the interactions between the processed clauses of the unsuccessful runs. Since the evaluation on the full set of the 32k unsolved problems would be too resource-intensive, we limit this to its randomly chosen 3000-big subset. Table 2 shows the performance of the clustering methods in solving the problems in the first Split phase. The strongest method is the Graphviz-based graph clustering. In more detail, the cluster tool gives us on the GNN graph predictions up to four graph components. We run again with a 1000-given clause limit on them newly solving altogether 111 problems inside the components of the 3000.

Then we choose this clustering for an experiment with the Merge phase. We merge the components of the remaining unsolved 2889 problems and use our GNN for a premise-selection-style final choice of the jointly best subset of the clauses produced by all the components (line 13 of Algorithm 2). We use four thresholds for the premise selection, and run again with a 1000-given clause limit on each of such premise selections (line 3 of Algorithm 2). This run on the merged components yields another 66 new proofs. Many of the newly found proofs indeed show frequent computational patterns. Examples (see also Appendix A) include the proofs of Mizar problems T16 FDIFF 5,11 T48 NEWTON,12 T10 MATRIX 4,13 T11 VECTSP 2,14 T125 RVSUM 1,15 T13 BCIALG 3,16 and T14 FUZZY 2.17

7 Conclusion

We have described several algorithms advancing the idea of contextual evaluation based on learning important components of the graph of clauses. The first leapfrogging experiments already show very encouraging results on the Mizar dataset, providing many complementary solutions. The component-based algorithm also produces new solutions and there are clearly many further methods and experiments that can be tried in this setting. We believe that this approach

---

11 http://grid01.ciirc.cvut.cz/~mptp/7.13.01.4.181.1147/html/ffdiff_5.html#T16
12 http://grid01.ciirc.cvut.cz/~mptp/7.13.01.4.181.1147/html/newton.html#T48
13 http://grid01.ciirc.cvut.cz/~mptp/7.13.01.4.181.1147/html/matrix_4.html#T10
14 http://grid01.ciirc.cvut.cz/~mptp/7.13.01.4.181.1147/html/vectsp_2.html#T11
15 http://grid01.ciirc.cvut.cz/~mptp/7.13.01.4.181.1147/html/rvsum_1.html#T125
16 http://grid01.ciirc.cvut.cz/~mptp/7.13.01.4.181.1147/html/bcialg_3.html#T13
17 http://grid01.ciirc.cvut.cz/~mptp/7.13.01.4.181.1147/html/fuzzy_2.html#T14
may eventually lead to using large mathematical libraries for automated learning of nontrivial components, algorithms, and decision procedures involved in mathematical reasoning.
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A Additional Data From the Experiments

A.1 Parameters of the GNNs Used In Leapfrogging

The main parameters of the graph neural networks are the number of graph convolutional layers used and the number of epochs for which they were trained. When used in ENIGMA, two additional important parameters are the number of context clauses used by ENIGMA-GNN and the number of query clauses used by ENIGMA-GNN. Table 3 shows these parameters for the leapfrogging experiments.

| Method | Layers | Epochs | Context | Query |
|--------|--------|--------|---------|-------|
| G_1    | 10     | 69     | 256     | 128   |
| G_2    | 10     | 55     | 768     | 512   |
| G_3    | 8      | 389    | 768     | 256   |
| G_4    | 10     | 15     | 512     | 256   |

A.2 Interesting Frequent Computational Patterns

Here we show several of the computationally looking proofs found only by the Split and Merge algorithm.

Fig. 1. Differentiation – T16.FDIFF.5
Fig. 2. Associativity of gcd by many rewrites – T48_NEWTON

Fig. 3. Matrix manipulation – T10 MATRIX,4