Light transport in homogeneous tissue with m-dependent anisotropic scattering I: Case’s singular eigenfunctions solution and Chandrasekhar polynomials

LIN WANG, MENG RONG, AND KAIYANG LI*

Wuhan University, School of Physics and Technology, Department of Electronic Science and Technology, No. 299, Bayi Road, Wuchang District, Wuhan City, Hubei Province 430072, China

*lkly@whu.edu.cn

Abstract: This paper is the first of two deriving the analytical solutions for light transport in infinite homogeneous tissue with an azimuth-dependent (m-dependent) anisotropic scattering kernel by two approaches, Case’s singular eigenfunctions expansion and Fourier transform, as well as proving the consistence of the two solutions. In this paper, Case’s method was applied and extended to the general m-dependent anisotropic scattering case. The explicit Green’s function of radiance distributions, which was regarded as the comparative standard for the equivalent solution via Fourier transform and inversion in our second accompanying paper, was expanded into a complete set of the discrete and continuous eigenfunctions. Considering that the two kinds of m-dependent Chandrasekhar orthogonal polynomials that play vital roles in these analytical solutions are very sensitive to the typical optical parameters of biological tissue as well as the degrees or orders, four numerical evaluation methods were benchmarked to find the stable, reliable and feasible numerical evaluation methods in high degrees and high orders.
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1. Introduction

Though for decades many approximation methods, such as the spherical harmonics ($P_n$) [1, 2], the simplified spherical harmonics ($S_n$) [3–6], the diffusion equation ($DE$) [7–10], $F_n$ method [11, 12], etc., are applied to deal with the light transport equations and make great success, the traditional but effective Case’s singular eigenfunctions (CSEs) expansion solutions [13] are still regarded as the exact analytical solutions and as the criteria for testing the approximate methods. Since K. M. Case reported the singular eigenfunctions expansion method of building the elementary solutions for the radiative transport equation (RTE) and
proved the orthogonality and completeness of the singular eigenfunctions in isotropic scattering [13], the Case’s method has become the hot hits and soon extended to linear anisotropic scattering [14, 15], general anisotropic scattering with [16, 17] and without [18] azimuthal symmetry. Due to its complexity, the numerical approximation was the main efforts in quite a long time. In recent years, the Case’s method was revisited by some researchers [19–21] to seek the more “exact” solutions in biological optics, neutron transport theory, heat transport theory, and so on.

As for the analytical solutions, the Case’s method and Fourier transform method are both indispensable. For the regular infinite space, the solutions obtained from the two methods should be consistent with each other. In fact, K. M. Case [22] applied the Fourier transform method to linear transport theory early. B. D. Ganapol [23–26] explicitly proved the consistence between the CSEs solution and the Fourier transform solution in the case \( m = 0 \). The purpose of our two papers is to extend the consistent theory suitable for the neutron transport to the azimuth-dependent or m-dependent light transport in biological tissue. So in our first paper, we firstly derived the Green’s function based on the CSEs expansion for the light transport in infinite homogeneous tissue with m-dependent anisotropic scattering kernel and made a comparative standard for the Fourier transform solution which is to be discussed in our second accompanying paper.

In Case’s method, the Chandrasekhar orthogonal polynomials occupy the most important and fundamental position undisputedly. Without the orthogonal polynomials, it is impossible to build the eigenfunctions and elementary solutions, or to find the discrete eigenvalues. Inönü [27] and K. M. Case [28, 29] discussed the polynomials thoroughly and laid a substantial mathematical foundation for successive researchers. C. E. Siewert, etc [30–32], proved many useful identities about Chandrasekhar polynomials and gave some feasible methods to compute the polynomials with high orders and high degrees for the sake of finding the discrete eigenvalues. In fact, in our reachable scope, there are not many literatures on the Chandrasekhar polynomials, especially in the evaluations of the polynomials. Recently, Ganapol [33] focused on the Chandrasekhar polynomials and benchmarked the various computational methods for zero order, \( m = 0 \). However, our numerical evaluation experiments showed that in biological optics, unlike the neutron transport domain or the extremely critical testing parameters, the Chandrasekhar orthogonal polynomials are very sensitive to the optical parameters of biological tissue, such as single particle albedo \( \sigma \) and anisotropy factor \( g \). So in this paper, we extended Ganapol’s methods in the case \( m = 0 \) to benchmark the m-dependent Chandrasekhar polynomials with the typical optical parameters of biological tissue to find the stable, reliable, feasible numerical evaluation methods in high degrees and high orders.

2. Case’s singular eigenfunctions solution

2.1 Eigenvalues and singular eigenfunctions

The light transport in the infinite homogeneous tissue with an m-dependent anisotropic scattering kernel is governed by integro-differential equation [11, 12, 34, 35]:

\[
\mu \frac{\partial \psi(x, \mu, \varphi, \mu_0, \varphi_0)}{\partial x} + \mu \psi(x, \mu, \varphi, \mu_0, \varphi_0) = \mu \int_0^{2\pi} \int_{-1}^{1} p(\cos \gamma) \psi(x, \mu', \varphi'; \mu_0, \varphi_0) d\mu' d\phi' + \delta(x) \delta(\mu - \mu_0) \delta(\varphi - \varphi_0)
\]

(1)

where \( \psi(x, \mu, \varphi, \mu_0, \varphi_0) \) is the radiance of the scattering light which only depends on the position coordinate \( x \in \mathbb{R} \), the direction cosine \( \mu \) measured with the angle between the propagating radiation and the positive \( x \) axis, and the azimuthal angle \( \varphi \). \( \mu_0, \varphi_0 \) are the
direction cosine and azimuthal angle of the source positioned at \( x = 0 \), respectively. \( \mu \) is the scattering coefficient, \( \mu_a \) is the absorption coefficient, and \( \mu_t = \mu_a + \mu_s \) is the total attenuation coefficient [35]. \( p(\cos \gamma) \) is the scattering phase function where \( \gamma \) is the scattering angle. We assume that the scatters are spherical symmetric and express the phase function as spherical harmonics expansion [21, 34]:

\[
p(\cos \gamma) = \frac{1}{4\pi} \sum_{l=0}^{L} (2l+1) f_l \sum_{m=-l}^{l} \frac{(l-m)!}{(l+m)!} P_l^m(\mu) P_l^m(\mu') e^{i\phi(\theta, \phi)}
\]

where \( L \) is the truncated position of the scattering kernel and \( L > 1 \). \( f_0 = 1 \), \( 0 < f_l < 1 \) for \( 1 \leq l \leq L \), and \( f_l = 0 \) for \( l > L \). In biological tissue optics, the Henyey-Greenstein anisotropic scattering kernel is often applied and then \( f_l = g^l \) [35]. The anisotropy factor \( g \) is the average cosine of angle of scattering [35]. \( P_l^m(\mu) \) is the associated Legendre functions of the first kind [36].

To develop the singular eigenfunctions solution of Eq. (1), we expand the \( \psi(x, \mu, \phi; \mu_a, \phi_a) \) as Fourier series [18]

\[
\psi(x, \mu, \phi; \mu_a, \phi_a) = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \phi^m(x, \mu; \mu_a) e^{i\phi_0}
\]

Substituting Eq. (3) and \( \delta(\phi - \phi_a) = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{i\phi_0} \) into Eq. (1), we get

\[
\mu \frac{\partial \psi^m(x, \mu; \mu_a)}{\partial x} + \mu_s \psi^m(x, \mu; \mu_a) = \frac{H_i}{2} \sum_{l=0}^{L} \beta_l^m P_l^m(\mu) \int_{-l}^{l} P_l^m(\mu') \psi^m(x, \mu'; \mu_a) d\mu' \\
+ \delta(x) \delta(\mu - \mu_a) e^{i\phi_0}
\]

where \( \beta_l^m = \frac{(l-m)!}{(l+m)!} (2l+1) f_l \). Thus, according to the Case’s method [13] and separation of variables in homogeneous equation of Eq. (4), the solution in full-space has the form:

\[
\psi^m(x, \mu) \equiv \exp(\frac{-\mu}{\nu} x / \nu) \phi^m(\nu, \mu)
\]

where \( \nu \) is the eigenvalues and \( \phi^m(\nu, \mu) \) is the corresponding eigenfunctions. Substituting Eq. (5) into the homogeneous equation of Eq. (4), we get the equation for \( \phi^m(\nu, \mu) \):

\[
\left( 1 - \frac{\mu}{\nu} \right) \phi^m(\nu, \mu) = \frac{\sigma}{2} \sum_{l=0}^{L} \beta_l^m P_l^m(\mu) \int_{-l}^{l} P_l^m(\mu') \phi^m(\nu, \mu') d\mu'
\]

where \( \sigma = \mu_a / \mu \) is the single particle albedo, and it is obvious that \( 0 < \sigma < 1 \) in absorbing tissue, and \( \sigma = 1 \) when \( \mu_a = 0 \) in conservative tissue.

Considering the Hobson definition [36] of the associated Legendre functions of the first kind which is used by the mathematical computing softwares, such as Matlab, Mathematica, etc., we define
\[ g^n_v (v) \equiv (-1)^n \int_{-1}^{1} P^n_v (\mu) \phi^n (v, \mu) d\mu \quad (7) \]

\( g^n_v (v) \) is the Chandrasekhar polynomials that we will discuss in Section 3.

Then, when \( v \notin [-1,1] \), the discrete eigenfunctions are

\[ \phi^n (v, \mu) = \frac{\sigma_v g^n (v, \mu)}{2} \quad (8) \]

and satisfy the normalization condition

\[ \int_{-1}^{1} \phi^n (v, \mu) (1-\mu^2)^{1/2} d\mu = 1 \quad (9) \]

where

\[ g^n (v, \mu) = \sum_{|\nu|=|\mu|} \beta^n_{\nu} g^n_v (v) P^n_{\nu} (\mu) \quad (10) \]

So we define the function

\[ \Lambda^n (z) = 1 - \frac{\sigma_z}{2} \int_{-1}^{1} \frac{g^n (z, \mu) (1-\mu^2)^{1/2} d\mu}{z - \mu} \quad (11) \]

and get the discrete paired real eigenvalues \( \pm \nu^n_j (1 \leq j \leq M) \) which are determined by the roots of \( \Lambda^n (\pm \nu^n_j) = 0 \), \( M \) is the number of positive eigenvalues [29]. \( \Lambda^n (z) \) is a holomorphic function in the complex \( z \)-plane excluding a cut line \(-1 \) to \( 1 \) on the real axis. When \( z \) approaches the cut line from above \( (+) \) and below \( (−) \), by Plemelj’s formula [37], we get

\[ \left[ \Lambda^n (v) \right]^{+} = 1 - \frac{\sigma_v}{2} \int_{-1}^{1} \frac{g^n (v, \mu) (1-\mu^2)^{1/2} d\mu}{v - \mu} \pm \frac{i \sigma_v}{2} g^n (v, v) (1-v^2)^{1/2} \quad (12) \]

Here \( \mathcal{P} \) denotes the Cauchy principal value.

The CSEs for continuous spectrum \( v \in (-1,1) \) are

\[ \phi^n (v, \mu) = \frac{\sigma_v}{2} \frac{g^n (v, \mu)}{v - \mu} + \frac{\lambda (v)}{(1-v^2)^{1/2}} \delta (v - \mu) \quad (13) \]

where

\[ \lambda (v) = 1 - \frac{\sigma_v}{2} \int_{-1}^{1} \frac{g^n (v, \mu) (1-\mu^2)^{1/2} d\mu}{v - \mu} \quad (14) \]

From Eq. (12), we get

\[ \left[ \Lambda^n (v) \right]^{+} + \left[ \Lambda^n (v) \right]^{-} = 2 \lambda (v) \quad (15) \]

\[ \left[ \Lambda^n (v) \right] \left[ \Lambda^n (v) \right] = \lambda^2 (v) + \left[ \frac{\pi \sigma_v}{2} g^n (v, v) (1-v^2)^{1/2} \right]^2 \quad (16) \]
2.2 Orthogonality and norms

The orthogonality and full/partial-range completeness properties of the discrete and continuous eigenfunctions for isotropic scattering [13], for linear anisotropic scattering [14, 15], and for general anisotropic scattering [16–18] are discussed in many early classical literatures. In our case the orthogonality and completeness are easy to be extended from the general anisotropic scattering case. However, the norms of the discrete and continuous eigenfunctions are rarely expressed explicitly.

The discrete and continuous eigenfunctions for specific \( m \) satisfy the following orthogonalities:

\[
\int_{-1}^{1} \phi^m(v_i, \mu) \phi^m(v_j, \mu) \mu d\mu = N^m_0(v_i) \delta_{ij}
\]

(17)

\[
\int_{-1}^{1} \phi^m(v, \mu) \phi^m(v', \mu) \mu d\mu = N^m(v) \delta(v - v')
\]

(18)

\[
\int_{-1}^{1} \phi^m(v, \mu) \phi^m(v', \mu) \mu d\mu = 0
\]

(19)

where \( v_i, v_j \) are any discrete eigenvalues, \( v, v' \) are in continuous spectrum, \( v, v' \in (-1, 1) \). \( \delta_{ij} \) is the Kronecker delta, \( \delta_{ij} = 1 \) for \( i = j \), and otherwise \( \delta_{ij} = 0 \). \( \delta(v - v') \) is the Dirac delta. \( N^m_0(v_i) \) is the norms of the discrete eigenfunctions

\[
N^m_0(\pm v_i) = \frac{\pm \sigma v_j^m}{2} \left[ \sigma(v_j^m)^2 \sum_{l=|m|} \beta^m g^m_l(v_i^n) \sum_{l=|m|} \beta^m g^m_l(v_j^n) \frac{\gamma_l \delta_{m0}}{(v_j^m)^2} - 1 \right.

\]

\[
- \sum_{l=|m|} \beta^m g^m_l(v_j^n)^2 - (1 + \delta_{m0}) v_j^n \sum_{l=|m|} \beta^m g^m_l(v_j^n) \sum_{k=0}^{\left[ (l-1)/2 \right]} (2l - 4k - 1) g^{m-2k-1}_l(v_j^n) \left. \right]
\]

(20)

where \( \delta_{m0} \) is the Kronecker delta, \( \delta_{m0} = 1 \) for \( m = 0 \), and otherwise \( \delta_{m0} = 0 \). \( \gamma_m = 1 \) for \( l+k \) is even, and \( \gamma_m = v_j \) for \( l+k \) is odd. \( \left[ (l-1)/2 \right] \) denotes the nearest integer less than or equal to \((l-1)/2\). The proof of \( N^m_0 \) needs the integral relation for \( z \) that is not on the cut line \(-1 : 1 \) on the real axis [38]

\[
\int_{-1}^{1} \frac{P^m_\alpha(\mu)}{z - \mu} d\mu = \begin{cases} 2 P^m_\alpha(z) Q^m_\alpha(z) & l \leq k \\ 2 Q^m_\alpha(z) P^m_\alpha(z) & l > k \end{cases}
\]

(21)

and the expansion of the directive of \( P^m_\alpha(x) \)

\[
\frac{dP^m_\alpha(x)}{dx} = \frac{1 + \delta_{m0}}{2} \sum_{k=0}^{\left[ (l-1)/2 \right]} (2l - 4k - 1) P^m_{\alpha-2k+1}(x)
\]

(22)
$Q^m(z)$ is the associated Legendre functions of the second kind. When $m = 0$, it is easy to validate that Eq. (20) is really identical to the results by Mika [16] and by Van Den [17] for $m$-independent general anisotropic scattering. $N_0^m(\pm v_j^m)$ can also be expressed as [39, 40]

$$N_0^m(\pm v_j^m) = \pm \frac{1}{2} \sigma \left( v_j^m \right)^2 g^m(v_j^m, v_j^m) \left[ \left( v_j^m \right)^2 - 1 \right] \left[ \Lambda^m(z) \right]$$

(23)

$N_0^m(v)$ in Eq. (18) is the norm of eigenfuncions for continuous spectrum [39]

$$N_0^m(v) = \frac{v \left[ \Lambda^m(v) \right] \left[ \Lambda^m(v) \right]}{(1 - v^2)^{1/4}}$$

(24)

### 2.3 Singular eigenfuctions solution

Now, by Case’s elementary solution theory [13], we can write the singular eigenfunctions elementary solution for homogeneous equation of Eq. (4):

$$\psi^m(x, \mu) = \sum_{j=1}^{M} a_m^j \phi^m(v_j^m, \mu) \exp(-\mu, x/v_j^m) + \sum_{j=1}^{M} a_m^-j \phi^m(-v_j^m, \mu) \exp(\mu, x/v_j^m)$$

$$+ \int_{-1}^{1} A_m^0(v) \phi^m(v, \mu) \exp(-\mu, x/v) dv$$

(25)

Considering the boundary condition

$$\psi^m(0+, \mu) - \psi^m(0-, \mu) = \frac{1}{\mu} \delta(x) \delta(\mu - \mu_0) e^{-im\phi}$$

(26)

and the subcritical tissue, hence $\sigma < 1$, the radiance must vanish at infinity:

$$\lim_{H \to \infty} \psi^m(x, \mu) = 0$$

(27)

So the solution must be separated into two half spaces:

$$\psi^m(x, \mu; \mu_0) = \begin{cases} 
\sum_{j=1}^{M} a_m^j \phi^m(v_j^m, \mu) \exp(-\mu, x/v_j^m) \\
+ \int_{-1}^{1} A_m^0(v) \phi^m(v, \mu) \exp(-\mu, x/v) dv \quad (x > 0) \\
- \sum_{j=1}^{M} a_m^-j \phi^m(-v_j^m, \mu) \exp(\mu, x/v_j^m) \\
- \int_{-1}^{1} A_m^0(v) \phi^m(v, \mu) \exp(-\mu, x/v) dv \quad (x < 0)
\end{cases}$$

(28)

Using the orthogonalities Eq. (17) ~Eq. (19), the coefficients $a_m^j$ and $A_m^0(v)$ can be easily deduced:

$$a_m^{\pm j} = \frac{1}{N_0^m(\pm v_j^m)} \phi^m(\pm v_j^m, \mu_0) e^{-im\phi}$$

(29)
\[ A(v) = \frac{1}{N^m(v)} \phi^m(v, \mu_0) e^{-i\varphi_0}. \] (30)

So in the infinite homogeneous tissue with \(m\)-dependent anisotropic scattering, the component of the Green’s function for specific \(m\) can be rewritten as

\[
\psi^m(x, \mu; \mu_0) = e^{-i\varphi_0} \left\{ \sum_{j=1}^{l, m} \phi^m(v_j^m, \mu_0) \phi^m(v_j^m, \mu) \frac{N^m(v_j^m)}{N^m(v)} \exp(-\mu x/v_j^m) \right. \\
+ \int_0^1 \phi^m(v, \mu_0) \phi^m(v, \mu) \frac{N^m(v)}{N^m(v)} \exp(-\mu x/v) dv \quad (x > 0) \\
- \sum_{j=1}^{l, m} \phi^m(-v_j^m, \mu_0) \phi^m(-v_j^m, \mu) \frac{N^m(-v_j^m)}{N^m(v)} \exp(\mu x/v_j^m) \\
- \int_0^1 \phi^m(v, \mu_0) \phi^m(v, \mu) \frac{N^m(v)}{N^m(v)} \exp(\mu x/v) dv \quad (x < 0) \right\}.
\] (31)

From Eq. (3) we can get the expected final result Green’ function for Eq. (1). This singular eigenfunctions solution is the comparative standard for the Fourier transform solution which will be discussed in our second accompanying paper.

3. Chandrasekhar polynomials

The Chandrasekhar polynomials \(g_i^m(z)\) play a vital role in discrete eigenvalues finding and the numerical evaluation of the solution, so many researchers had studied them for decades. In this section we revisited the Chandrasekhar polynomials for \(m \geq 0\) and analyzed the stability of various computational method.

3.1 Definitions and recurrences of polynomials

To avoid confusing, following the naming conventions for Legendre polynomials, \(g_i(z)\) and \(\rho_i(z)\) are called the Chandrasekhar polynomials of the first and second kinds respectively when \(m = 0\), \(g_i^m(z)\) and \(\rho_i^m(z)\) the associated Chandrasekhar polynomials of the first and second kinds respectively when \(m > 0\).

Let’s back to the definition the associated Chandrasekhar polynomials of the first kind in Eq. (7). Obviously, when \(l = m\), we get the first term for specific \(m\), \(g_i^m(z) = (2m - 1)!!\). Due to the attributes of \(P_i^m(x)\), \(g_i^m(z)\) satisfies the following relations:

\[ g_i^{-m}(z) = (-1)^{m} \frac{(l-m)!}{(l+m)!} g_i^m(z) \] (32)

\[ g_i^{-m}(-z) = (-1)^{-m} g_i^m(z) \] (33)

From Eq. (6), the famous three-term recurrence relation is emerged

\[ zh_i g_i^m(z) - (l-m+1)g_i^{m+1}(z) - (l+m)g_i^{m-1}(z) = 0 \] (34)

where \(h_i = (2l+1)(1 - \sigma_f), m \geq 0, l \geq m\). When \(m = 0\), Eq. (34) is the three-term recurrence relation for the associated Chandrasekhar polynomials of the first kind.
The matrix generated from Eq. (34) is not a real symmetric matrix form which is not convenient to compute the eigenvalues, so the normalized associated Chandrasekhar polynomials of the first kind are introduced

\[ \hat{g}_m^m(z) = \frac{(l-m)!}{(l+m)!} g_m^m(z) \]  

and then Eq. (34) changes into

\[ zh \hat{g}_m^m(z) = \sqrt{l(l+1)-m^2} \hat{g}_m^m(z) + \sqrt{l(l+1)-m^2} \hat{g}_{m-1}^m(z) = 0 \]  

with the initial term

\[ \hat{g}_m^m(z) = \frac{(2m-1)!!}{(2m)!} \sqrt{2m} m! \]  

Similarly we define the associated Chandrasekhar polynomials of the second kind \( \rho_m^m(z) \) by three-term recurrence relations

\[ zh \rho_m^m(z) = (l-m+1) \rho_{m+1}^m(z) - (l+m) \rho_m^m(z) = -\rho_{m+1}^m(z) \delta_m \]  

with initial two terms \( \rho_0^m(z) = 0 \) and \( \rho_{m+1}^m(z) = z/(2m+1)! \). So the normalized associated Chandrasekhar polynomials of the second kind

\[ \hat{\rho}_m^m(z) = \frac{(l-m)!}{(l+m)!} \rho_m^m(z) \]  

satisfy the following three-term recurrence relations

\[ zh \hat{\rho}_m^m(z) = \sqrt{l(l+1)-m^2} \hat{\rho}_m^m(z) - \sqrt{l(l+1)-m^2} \hat{\rho}_{m+1}^m(z) = -\sqrt{2m+1} \hat{\rho}_{m+1}^m(z) \delta_m \]  

The Christoffel–Darboux (C-D) identity or Liouville-Ostrogradski (L-O) formula [27, 33, 34] between \( g_m^m(z) \) and \( \rho_m^m(z) \) when \( m \geq 0 \) are

\[ g_{m+1}^m(z) \rho_m^m(z) - g_m^m(z) \rho_{m+1}^m(z) = \frac{(l+m-1)!}{(l-m)!} \rho_{m+1}^m(z) g_m^m(z) \]  

So for the normalized \( \hat{g}_m^m(z) \) and \( \hat{\rho}_m^m(z) \) we have

\[ \hat{g}_{m+1}^m(z) \hat{\rho}_m^m(z) - \hat{g}_m^m(z) \hat{\rho}_{m+1}^m(z) = \frac{(2m+1)!!}{(2m)!} \sqrt{2m} \rho_m^m(z) g_m^m(z) \]  

Equation (41) and Eq. (42) play an indispensable part in the following computation methods and in the derivation of the Fourier transform solution. It is noted that the initial terms of two kinds of polynomials, actually may be any nonzero constants. As shown in the following sections, we will let \( \hat{g}_m^m(z) = 1 \) without loss of generality. The first term of \( \hat{\rho}_m^m(z) \), \( \hat{\rho}_m(z) \), is usually set to zero, and the initial nonzero term, \( \hat{\rho}_{m+1}^m(z) \), satisfies \( \hat{\rho}_{m+1}^m(z) g_m^m(z) = z \) for convenience.
3.2 Determinant and eigenvalues of the characteristic matrix

The Chandrasekhar polynomials of the first and second kinds were expressed as the form of determinant by Inönü [27], Ganapol [23]. The explicit determinantal representation of the associated Chandrasekhar polynomials of first kind \( g^m_l(z) \) was given by McCormick [32, 39]. For lower degrees or lower orders approximation evaluating the polynomials by determinant is still a good choice. However, they are inconvenient to compute and analyze due to their asymmetries. The associated Chandrasekhar polynomials of the first and second kinds which have got a real symmetric determinantal form can be expressed as

\[
\hat{g}^m_l(z) = \frac{\sqrt{(2m)!} g^m_m(z)}{\sqrt{(l-m)!(l+m)!}} |A^m_{l-1}(z)| \tag{43}
\]

\[
\hat{\rho}^m_l(z) = \frac{\sqrt{(2m+1)!} \rho^m_{m+1}(z)}{\sqrt{(l-m)!(l+m)!}} |A^m_{l-1}(z)| \tag{44}
\]

respectively, where matrix

\[
A^m_l(z) = \begin{pmatrix}
zh_m & \sqrt{(m+1)^2 - m^2} & \cdots & \sqrt{l^2 - m^2} \\
\sqrt{(m+1)^2 - m^2} & zh_{m+1} & \cdots & \sqrt{l^2 - m^2} \\
\vdots & \vdots & \ddots & \vdots \\
\sqrt{l^2 - m^2} & \sqrt{l^2 - m^2} & \cdots & zh_l
\end{pmatrix} \tag{45}
\]

The subscript \( l \) denotes the maximum degree of \( h \) in the lower right corner of the matrix, and the superscript \( m \) denotes the minimum degree of \( h \) in the upper left corner of the matrix. \( | \cdot | \) denotes the determinant of the matrix. It is obvious that \( \hat{g}^m_l(z) \) and \( \hat{\rho}^m_l(z) \) are both polynomials of \( l - m \) degrees of \( z \).

\( A^m_l(z) \) is square matrix of order \( l - m + 1 \), so

\[
|A^m_l(z)| = \left( \prod_{j=m}^{l} h_j \right) |B^m_l + zI| \tag{46}
\]

where the characteristic matrix

\[
B^m_l = \begin{pmatrix}
0 & b^m_{m+1} & \cdots & b^m_{m+2} \\
b^m_{m+1} & 0 & b^m_{m+2} & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
b^m_{m+2} & b^m_{m+2} & \cdots & 0
\end{pmatrix} \tag{47}
\]

where \( b^m_j = \sqrt{(j^2 - m^2)/(h_j, h_{j+1})} \), \( (j = m+1, m+2, \ldots, l) \) and \( I \) is \( l - m + 1 \) identity matrix.

Because of the property of the real symmetry, the eigenvalues of \( B^m_l \) are real, simple, \( \pm \) paired, and \( B^m_l \) can be easily converted to diagonal matrix.
Because the eigenvalues of characteristic matrix $B_m^μ$ will be the key in our following evaluations and the discrete eigenvalues finding in Case’s method, here we focused on the distributions of eigenvalues. Firstly, we were interested in how the parameters of $B_m^μ$, such as the single particle albedo $σ$ and anisotropy factor $g$, affect the greatest eigenvalues.

We set $m$ from 0 to 30 with step 5 and built a $1001 \times 1001$ square matrix. Different from the neutron transport theory or the critical parameters given by Ganapol [33], in biological tissue, $σ$ and $g$ are about $0.7 \sim 0.9$ (such as epidermis and dermis, $g = 0.78$ [35]). So the 2-norms of the matrix were computed with anisotropy factor $g$ from 0.7 to 1 with step 0.02 and $σ = 0.7, 0.8, 0.9$ respectively.
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Fig. 1. The 2-norms of the characteristic matrix vary with anisotropy factor $g$, the curves in each subfigure denote the 2-norms when $m = 0, 5, 10, 15, 20, 25, 30$ from top to bottom.

As shown in Fig. 1, the greatest eigenvalues are very sensitive to the anisotropy factor $g$ when $g$ increases up to about 0.85. Furthermore, when $g \leq 0.85$, the greatest eigenvalues are about 1 except in $m = 0$ case. In fact, this may be a bad news. Inönü [27] and Machida [12] pointed out that the discrete eigenvalues in Case’s method are the zeroes of $g_l^μ(z)$ as $l \to \infty$. From another point of view, the discrete eigenvalues must be greater than 1. So in some biological tissue there is the potential danger that these expected discrete eigenvalues would not be found.

Next, we benchmarked the distributions and variation tendency of the eigenvalues with the typical optical parameters of biological tissue. We let $m = 0$, $σ = 0.8$ and $g = 0.7, 0.8, 0.9$ without loss of generality, and then enlarged the characteristic matrix from $2 \times 2$ square matrix to $500 \times 500$ square matrix successively. That is to say, the degree of the polynomials varied from 2 to 500. For each square matrix, we computed its positive eigenvalues and sorted them in descending order. If the number of positive eigenvalues is less than 500, then fill the extra position with zeroes. Then we observed the variation tendency of the eigenvalues along the order of the square matrix increasing. Figure 2 shows the distributions and variation tendency of eigenvalues at some sampled positions, and each curve in each subfigure denotes the tendency of the eigenvalues with the same position but the different degrees of polynomials.
Though for different $l$, the number of eigenvalues of the matrix is, of course, different. But as shown in Fig. 2, the norms or the greatest eigenvalues (the top curve) will approach to a constant as $l$ increases. So do the other eigenvalues. This may be a good news. For a very large $l$, let $g_{i+1}^m(z) \equiv 0$, as shown in the following linear system of equations method, and then the eigenvalues of $B_{i+1}^m$ are just the zeroes of $g_{i+1}^m(z)$ which are the discrete eigenvalues and can easily be found in the lower degrees of polynomials. This indicates that we can find Case’s discrete eigenvalues with a not much bigger $l$.

3.3 Computation of the polynomials

Similar to the case $m = 0$ [33], there are various methods to compute the Chandrasekhar polynomials for high degrees or high orders. Here, we benchmarked the following four methods and compared the resulting sequences to evaluate the round off errors.

3.3.1 Computational method

(a) Determinant eigenvalues method

Theoretically, Eq. (43), Eq. (44) can be used to evaluate $\hat{g}_i^m(z)$ and $\hat{\rho}_i^m(z)$, but the factorials will soon lead to overflow or underflow for high orders or high degrees. We rewrite them as

$$\hat{g}_i^m(z) = g_m(z) \prod_{j=0}^{i-1} \frac{h_{m+j}(z+\lambda^m_{i,j})}{\sqrt{(j+1)(j+1+2m)}}$$  \hspace{1cm} (48)

$$\hat{\rho}_i^m(z) = \rho_m^i(z) \prod_{j=1}^{i} \frac{h_{m+j}(z+\lambda^m_{i,j})}{\sqrt{(j+1)(j+1+2m)}}$$  \hspace{1cm} (49)

where $\lambda^m_{i,j}$ is the $j^{th}$ eigenvalue of $B_{i+1}^m$ and $\lambda^m_{i,j}$ the $j^{th}$ eigenvalue of $B_{i+1}^{m+1}$.

Equation (48) and Eq. (49) are optimized to fit the numerical computation because each term in the product is not too big or too small.

(b) Forward recurrence method

The forward recurrence method is the most intuitive method of evaluating the polynomials because of the explicit form of the three-term recurrence relations.
From Eq. (36) and Eq. (40), the forward recurrence formulas for $\hat{g}_j^m(z)$ and $\hat{\rho}_j^m(z)$ are

$$
\hat{d}_j^m(z) = \frac{zh_{j+1}^m \hat{d}_{j+1}^m(z) - \sqrt{(j-1)^2 - m^2} \hat{d}_{j-1}^m(z)}{\sqrt{j^2 - m^2}}
$$

(50)

where $j = m + 2, m + 3, \ldots, N$, $m \geq 0$ and $\hat{d}_j^m(z)$ are $\hat{g}_j^m(z)$ or $\hat{\rho}_j^m(z)$. With the appropriate initial terms the resulting sequences will be got without any difficulties.

(c) Backward recurrence method

In the backward recurrence method, we set the degree $l$ from $m$ to a certain large integer $N$ and force, a $\hat{g}_{m+N}^m(z) \equiv 0$ nd then evaluated all the $\hat{g}_j^m(z)$ in the reverse direction. From Eq. (36), we get

$$
\hat{g}_j^m(z) = \frac{zh_{j+1}^m \hat{g}_{j+1}^m(z) - \sqrt{(j+2)^2 - m^2} \hat{g}_{j+2}^m(z)}{\sqrt{(j+1)^2 - m^2}}
$$

(51)

where $j = m, m+1, \ldots, m+N-1$. Since $\hat{g}_N^m(z)$ is unknown, we define

$$
\hat{g}_j^m(z) = \gamma_j^m \hat{g}_{m+N}^m(z)
$$

(52)

So the coefficients $\gamma_j^m$ satisfy

$$
\gamma_j^m(z) = \frac{zh_{j+1}^m \gamma_{j+1}^m(z) - \sqrt{(j+2)^2 - m^2} \gamma_{j+2}^m(z)}{\sqrt{(j+1)^2 - m^2}}
$$

(53)

and $\gamma_{m+N}^m(z) = 1$, $\gamma_{m+1}^m(z) = 0$. When the backward recurrence iterated to $j = m$ without overflows or underflows, we get

$$
\hat{g}_m^m(z) = \gamma_m^m(z) \hat{g}_N^m(z)
$$

(54)

So all the terms will be got

$$
\hat{g}_j^m(z) = \frac{\gamma_j^m(z)}{\gamma_m^m(z)} \hat{g}_m^m(z)
$$

(55)

Since we get the resulting sequence of the associated Chandrasekhar polynomials of the first kind $\hat{g}_j^m(z)$, the associated Chandrasekhar polynomials of the second kind $\hat{\rho}_j^m(z)$ may be got by C-D identity Eq. (42) along forward direction. If we are mandatory to apply the backward recurrence to $\hat{\rho}_j^m(z)$ ignoring the reasonability and validity, the iteration should be end at $j = m + 1$ because $\hat{\rho}_m^m(z) = 0$.

(d) Linear system of equations method
In linear system of equations method, we still set the degree $l$ from $m$ to a certain large integer $m + N$ and assembled the $N + 1$ equations into a linear system

$$\left[ B_{m+N}^w(z) - zI \right] G_{m+N}^w(z) = \overline{G}_{m+N+1}^w(z)$$  \hspace{1cm} (56)

where vector $G_{m+N}^w(z) = (a_m, a_{m+1}, \ldots, a_{m+N})^T$, and vector $\overline{G}_{m+N+1}^w(z) = (0, 0, \ldots, -ca_{m+N+1})^T$. Here

$$a_j = \sqrt{h_j g_j^m(z)}, \quad j = m, m+1, \ldots, m + N + 1$$  \hspace{1cm} (57)

and $c$ is a certain coefficient.

Now, let $\hat{g}_{m+N+1}^m(z) \equiv 0$, so Eq. (56) changes to homogeneous linear equations

$$\left[ B_{m+N}^w - zI \right] G_{m+N}^w(z) = 0$$  \hspace{1cm} (58)

So, according to the theories of linear algebra, Eq. (58) has a nontrivial solution only when the determinant matrix of the coefficient equals to zero

$$\left| B_{m+N}^w - zI \right| = 0$$  \hspace{1cm} (59)

Then $z_i, (i = 0, 1, \ldots, N)$ that satisfy Eq. (59) are just the paired eigenvalues of $B_{m+N}^w$ and corresponding $G_{m+N}^w(z_i)$ are eigenvectors. For various $z_i$, the ratio of $a_j$ to $\sqrt{h_j g_j^m(z_i)}$ keeps a constant which can be determined by the known initial term $\hat{g}_m^m(z_i)$, so we get the approximation

$$\hat{g}_i^m(z_i) = \frac{\overline{h}_i^m a_j \hat{g}_m^m(z_i)}{\sqrt{h_j}}$$  \hspace{1cm} (60)

Different from the other three methods, here we only get the approximation values of $\hat{g}_i^m(z)$ at the specific eigenvalue $z_i$.

### 3.3.2 Error measurements

From above four computational methods, the resulting sequences of the associated Chandrasekhar polynomials of the first and second kinds can be evaluated. However, as many other similar polynomials, such as $P_i^w(z)$ or $Q_i^w(z)$, each computational method represents different stability for different $z$ because of the inescapable round off errors.

To measure the errors when $\hat{g}_i^m(z)$ and $\hat{\rho}_j^m(z)$ are evaluated independently, such as method (a) and (b), we define the first residual vector

$$R_{i,j}^m(z) \equiv \hat{g}_{i-1}^m(z) \hat{\rho}_j^m(z) - \hat{g}_j^m(z) \hat{\rho}_{i-1}^m(z) - \sqrt{2m+1} \hat{\rho}_{m+1}^m(z) \hat{g}_m^m(z) \sqrt{h_j^2 - m_i^2}$$  \hspace{1cm} (61)
where \( j = m + 1, m + 2, \ldots, l \). If the computational method is stable, \( \hat{g}_m^j(z) \) and \( \hat{\rho}_m^j(z) \) will be evaluated precisely, and then they should confirm well to Eq. (42) and \( R_m^m(z) \) should be equal or very close to zero.

When \( \hat{g}_m^j(z) \) is evaluated firstly and then \( \hat{\rho}_m^j(z) \) by Eq. (42), we can define the second residual vector by the three-term recurrence of \( \hat{\rho}_m^j(z) \)

\[
R_m^m(z) = z h_j \hat{\rho}_m^j(z) - \sqrt{(j+1)^2 - m^2} \hat{\rho}_{j+1}^m(z) - \sqrt{j^2 - m^2} \hat{\rho}_{j-1}^m(z)
\]

(62)

where \( j = m + 1, m + 2, \ldots, l - 1 \). Similarly, when \( \hat{\rho}_m^j(z) \) is evaluated firstly and then \( \hat{g}_m^j(z) \) by Eq. (42), we define the third residual vector by the three-term recurrence of \( \hat{g}_m^j(z) \)

\[
R_m^m(z) = z h_j \hat{g}_m^j(z) - \sqrt{(j+1)^2 - m^2} \hat{g}_{j+1}^m(z) - \sqrt{j^2 - m^2} \hat{g}_{j-1}^m(z)
\]

(63)

For the same kind of resulting sequences of \( \hat{g}_m^j(z) \) or \( \hat{\rho}_m^j(z) \) from different computational method, we define the absolute error vector

\[
R_m^m(z) \equiv \hat{d}_m^j(z) - \hat{d}_m^j(z)
\]

(64)

where \( \hat{d}_m^j(z), \hat{d}_m^j(z) \) denotes the values of \( \hat{g}_m^j(z) \) or \( \hat{\rho}_m^j(z) \) from different computational method, and the relative error vector

\[
R_m^m(z) = \frac{\hat{d}_m^j(z) - \hat{d}_m^j(z)}{\hat{d}_m^j(z)}
\]

(65)

After the residual or error vectors are got, we can measure the average of errors by

\[
D_m^m(z) = -\log |R_m^m(z)|
\]

(66)

or

\[
\overline{D}_m^m(z) = -\log \left\{ R_m^m(z) [R_m^m(z)]^T \right\}
\]

(67)

where \( i = 1, 2, 3, 4 \).

3.3.3 Numerical evaluation results

We have done a plenty of numerical experiments for the associated Chandrasekhar polynomials of the first and second kinds based on the previous computational methods and measured the errors by the previous measurements. In our numerical experiments, we set \( \hat{g}_m^0(z) \equiv 1 \) and \( \hat{\rho}_m^0(z) \equiv z \).

1) Method (a) and method (b) benchmark

Based on the experience in the case \( m = 0 \), firstly, we set a certain \( |z| < 1 \). We let \( N = 1000, m = 15 \) then \( l = 15, 16, \cdots, 1015 \) and let anisotropy factor \( g = 0.8 \), single particle albedo \( \sigma = 0.9 \), and \( z_0 = 0.48 \), and then the results are shown in Fig. 3.
As shown in Fig. 3 (a), the sequence of \( g_l^n (z_0) \), and (b), the sequence of \( \rho_l^n (z_0) \), even for a larger \( N \), the two methods can complete successfully and the envelopes of two kinds of polynomials decrease as the degree \( l \) increases. Figure 3(c) shows the logarithmic absolute errors \( D_l^n (z_0) \) of the two sequences of \( g_l^n (z_0) \) from method (a) and method (b) respectively. Figure 3(d) shows the \( D_l^n (z_0) \) for \( \rho_l^n (z_0) \) .

The extremely small errors show that the resulting sequences of the associated Chandrasekhar polynomials of the first/second kind computed by method (a) and (b) are almost identical. Figure 3(e) and (f) are logarithmic residual errors \( D_l^n (z_0) \) of \( g_l^n (z_0) \) and \( \rho_l^n (z_0) \) respectively, where each polynomials is evaluated by method (a) and (b). It is apparent that they agree with C-D formula perfectly.

Next, since when \(|z|<1\), the method (a) and method (b) seem to be stable, we iterated \( z \) from 0.01 to 0.99 with step 0.02 and \( m \) from 0 to 30 with step 5. To save the computational time, we set \( N = 599 \) and focused on the average errors measurement. For each pair of \( z \) and \( m \), we computed \( g_l^n (z) \) and \( \rho_l^n (z) \) with the degree \( l \) from \( m \) to \( m+N \) by method (a) and (b), and then got four resulting sequences. For each method, we got the residual vector \( R_{lj}^n (z) \), where \( j = m, m+1, \ldots, m+N \), and then the average residual errors . Figure 4(a) and (b) describe the changes of the average residual errors with \( z \) and \( m \). When \( m = 0 \), the errors is still extremely small even when \( z \to 1 \). So in Ref [33], Ganapol can safely conclude that the forward recurrence is stable for \( g_l (z) \) when \(|z|<1\).

However, as shown in Fig. 4 (a) and (b), for a specific \( m \), the errors will be increasing as \( z \) is increasing, and for a not very big order \( m \), the logarithmic average
residual errors will deteriorate rapidly to under zero. That is to say, the resulting sequences do not confirm to the C-D formula at all. Similarly, we computed the absolute errors $R_{k,j}^m(z)$ by Eq. (64), and then the average absolute errors $\bar{D}_{k}^m(z)$ shown in Fig. 4 (c) and (d). The changes of the average absolute errors are similar to the average residual errors.

Fig. 4. The average errors of the first (left) and second (right) kinds of Chandrasekhar polynomials as $z$ from 0 to 1 with step 0.2 and $m$ from 0 to 30 with step 5 when $N = 599$.

As shown in Fig. 4, when $|z|<1$ and $z$ is not approaching $\pm1$, for a not very big $m$, we can conclude that method (a) and method (b) are stable for two kinds of polynomials. But we must be also clearly aware that in certain aforementioned cases the stabilities of these two methods are broken remarkably and we can’t determine that which method is unstable or both methods are unstable. Then the backward recurrence must come on stage. And when $|z|>1$, the two methods will soon lead to overflow, and whether they are stable is to be determined.

Fig. 5. The curves of the first (left) and second (right) kinds of Chandrasekhar polynomials as $z$ from −1 to 1. $g(l,m)$ denotes $r_{k,l}^m(z)$, and $\rho(l,m)$ denotes $\bar{r}_{k,l}^m(z)$.
Since in a non-strict sense the method (a) and (b) are identical and stable when \(|z| < 1\), we can easily evaluate the Chandrasekhar polynomials with variable \(z\) and observe the complex curves to verify the abstract attributes of zeroes that summarized by Inönü [27] which are common to all orthogonal polynomials in general [36]. For example, as shown in Fig. 5, the zeroes of the five curves are interlacing, i.e., between two consecutive zeroes of \(\tilde{g}_{m}^{n}(z)\), there must be one and only one zero of \(\tilde{g}_{m}^{n}(z)\), and vice versa.

2) Method (b) and method (c) benchmark

When \(|z| < 1\), since in most cases the forward recurrence methods for two kinds of polynomials are stable and reliable, we introduced the backward recurrence and applied to the two kinds of polynomials to determine the stability of method (c) when \(|z| < 1\). We iterated \(z\) from 0.01 to 0.99 with step 0.02 and \(m\) from 0 to 30 with step 5 as previous parameters and computed, for each kind of polynomials, the average logarithmic absolute errors of the two sequences from method (b) and (c) by Eq. (64) and Eq. (66). As shown in Fig. 6, for two kinds of polynomials, the average absolute errors are too large to be accepted even in the case \(m = 0\). So the backward recurrence method is not suitable for the two kinds of polynomials when \(|z| < 1\).

![Fig. 6. The average logarithmic absolute errors of the two sequences of the first (left) and second (right) kind of Chandrasekhar polynomials as \(z\) from 0 to 1 with step 0.2 and \(m\) from 0 to 30 with step 5 when \(N = 599\).](image)

![Fig. 7. The average logarithmic residual errors of the first and second kind of Chandrasekhar polynomials as \(z\) from 0 to 1 with step 0.2 and \(m\) from 0 to 30 with step 5 when \(N = 599\).](image)

Thus, when \(|z| < 1\), for each kind of polynomials, we got two series of resulting sequences, one is from forward recurrence, and the other is from backward
recurrence. So the average residual errors can be evaluated by Eq. (61) and Eq. (66) to determine how they confirm to C-D formula. The average residual errors for \( \hat{g}_m(z) \) and \( \hat{\rho}_m(z) \) which are both from method (a) are discussed before. The other combinations are shown in Fig. 7. As shown in Fig. 7, if the backward recurrence is applied to the polynomials of the second kind, the errors are still very large. It can also be seen that the backward recurrence method is not suitable for the second kind of polynomials when \( |z| < 1 \). Though Fig. 7 (c) shows that the errors are very small, considering the results of Fig. 6 and comparing the resulting sequences, we still believe that the backward recurrence method is not suitable for the first kind of polynomials when \( |z| < 1 \).

Thus, it is obvious that the forward recurrence method is suitable for two kinds of polynomials when \( |z| < 1 \), but the backward recurrence method is not. We went on making the benchmarks when \( |z| > 1 \). When \( |z| > 1 \), the benchmarks will tend to suffer from the parameters severely. When the backward recurrence is applied to the first kind of polynomials the evaluation will soon exceed the machine precision. So we must adjust the appropriate parameters, such as \( m, \sigma, z \), and decrease \( N \). We let \( N = 251 \), \( z \) from 1.25 to 9.00 with step 0.25 and \( m \) from 0 to 30 with step 5 as previous parameters.

![Fig. 8. The average logarithmic residual errors of the first and second kind of Chandrasekhar polynomials as z from 1.25 to 9.00 with step 0.25 and m from 0 to 30 with step 5 when N = 251.](image)

As shown in Fig. 8 (a), the backward recurrence is applied to \( \hat{g}_m(z) \) and \( \hat{\rho}_m(z) \), the very large errors show that the backward recurrence is not simultaneously suitable for two kinds of polynomials. So as shown in Fig. 8 (b), the combination, that the backward recurrence is applied to \( \hat{g}_m(z) \) and the forward recurrence is applied to \( \hat{\rho}_m(z) \), is the best choice because of the extremely small errors.

Thus, we can safely conclude (not show) that (1) in the case \( m = 0 \), the forward recurrence method is stable for the polynomials of the first kind only when \( |z| < 1 \) and the backward recurrence is suitable for them only when \( |z| > 1 \), (2) in the case \( m \neq 0 \), the forward recurrence method is only valid for the polynomials of the first kind when \( |z| < 1 \) and not close to \( \pm 1 \), and it should be aware that the bigger \( m \), the worse the stability as \( z \) is approaching \( \pm 1 \), so when \( |z| > 1 \) or close to \( \pm 1 \), the
backward recurrence should be applied to them, (3) the forward recurrence is stable for the polynomials of the second kind for any $z$ and any $m$, and the backward recurrence is not suitable for the polynomials of the second kind.

Since the forward recurrence is a perfect evaluation method for the polynomials of the second kind, we may compute them firstly, and then compute the polynomials of the first kind by C-D formula. After numerical experiments, we found that when $|z| < 1$, this method is equivalent to the method (a) and method (b), and when $|z| > 1$ it is equivalent to the method (c). But due to the rapid overflow or underflow, we don’t recommend this method.

3) Method (d) benchmark

From Eq. (59), the main task in method (d) is to find the eigenvalues of $B_m^{m \times N}$, and the approximate values of the polynomials of the first kind at each eigenvalue $z_i (i = 0, 1, \cdots, N)$ can be evaluate by Eq. (60). The distributions and variation tendency of the eigenvalues are discussed in section 3.2. Here, the question is whether these approximate values are accurate for $|z_1| > 1$ or $|z_1| < 1$.

Firstly, we noticed that the parameters $N, m, \sigma, g$ had quite an influence on the arithmetic or the eigenvalues and eigenvectors of characteristic matrix. In some cases there are no eigenvalues greater than 1, and in other cases there are eigenvalues greater than 1 or less than 1, as indicated in section 3.2. After the eigenvectors were computed, we found that in many cases, when the eigenvalues are approaching the maximum and minimum eigenvalue, the corresponding eigenvectors have some zero components (or very close to zero), and the number of the zero components increases as the eigenvalues increase. These zero components is caused by the fact, as discussed in section 3.2, that many of the eigenvalues with the same position will tend to a constant as the order of the characteristic matrix increases. So the corresponding components, or polynomials with different degrees, have common zeroes.

Next, we tested many characteristic matrix with various parameters like before and got their eigenvalues and eigenvectors. On one hand, by method (d), we evaluated the values of the first kind of polynomials for the corresponding degrees and orders. On the other hand, for every eigenvalue we applied forward recurrence to the polynomials of the first and second kinds with the same parameters and without considering whether the eigenvalues is less than 1 or not. Then we find that the method (d), in fact, is equivalent to the forward recurrence method, especially when the eigenvalue is close to 0 or $m = 0$. In a typical case, we let $\sigma = 0.9, g = 0.8, m = 0$, and $N = 251$. There are four positive eigenvalues greater than 1. For every eigenvalue, to verify if the value vector of the polynomials of first kind from method (d) satisfies the C-D formula, we checked the logarithmic residual errors by Eq. (61) and Eq. (67).
Fig. 9. The logarithmic residual errors and absolute errors in method (d).

As shown in Fig. 9, the x-axis, eigenvalue index, is the position number of the positive eigenvalues in ascending order, and the y-axis, error vector index, is the index of the residual errors computed by Eq. (61) and Eq. (67). In fact, though when the eigenvalue is greater than 1 the errors is not much small, as shown in the Fig. 9 (a), the results of method (d) confirm well to the C-D formula. Then, we checked the logarithmic absolute errors between the matrix of the polynomials from eigenvectors matrix by method (d) and the matrix of the polynomials by method (a). As shown in Fig. 9 (b), it is obvious that when the eigenvalue is less than 1, the errors are very small. When the eigenvalue is greater than 1, the forward recurrence is unstable, so it is no meaning to focus on it.

So method (d) is also a feasible method to evaluate the polynomials of the first kind, especially when the other methods are not available.

4. Conclusion

The Case’s method is used to find the radiance distributions of the light transport in the infinite homogeneous tissue with $m$-dependent anisotropic scattering kernel, and the final analytical solution is expanded by the contributions of the discrete eigenfunctions and the continuous singular eigenfunctions. In our second accompanying paper, we will apply the Fourier transform to obtain another analytical solution of the light transport equation and prove the consistence between the two solutions in a mathematical manner.

Considering the vital importance of the two kinds of $m$-dependent Chandrasekhar orthogonal polynomials, we made great efforts on them. After the benchmark, the following guiding rules may be helpful:

1) The determinant eigenvalues method is identical to the forward recurrence method for two kinds of Chandrasekhar polynomials.

2) In the case $m = 0$, the forward recurrence method is stable for the polynomials of the first kind only when $|z| < 1$, and the backward recurrence method is suitable for them only when $|z| > 1$.

3) In the case $m \neq 0$, the forward recurrence method is only valid for the polynomials of the first kind when $|z| < 1$ and not close to $\pm 1$, and it should be noticed that the bigger $m$, the worse the stability as $z$ is approaching $\pm 1$, when $|z| > 1$ or close to $\pm 1$, the backward recurrence should be applied to them.
4) The forward recurrence is stable for the polynomials of the second kind for any $z$ and any $m$, and the backward recurrence is not suitable for the polynomials of the second kind.

5) The linear system of equations method is also a feasible method for the larger degrees of the polynomials of the first kind, it is not suitable for the polynomials of the second kind.

Based on the conclusions, our future work is to establish the measurable standards or formulas for the stabilities in m-dependent case. Since the Chandrasekhar polynomials can be evaluated effectively, the solutions of the light transport integro-differential equations in one/two/three-dimension full space, half space, and slab space etc. with general scattering kernel may be benchmarked to seek the more “exact” radiance or heat distributions in various tissue.
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