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Abstract

Generative adversarial networks (GANs) can synthesize high-quality (HQ) images, and GAN inversion is a technique that discovers how to invert given images back to latent space. While existing methods perform on StyleGAN inversion, they have limited performance and are not generalized to different GANs. To address these issues, we proposed a self-supervised method to pre-train and fine-tune GAN encoders. First, we designed an adaptive block to fit different encoder architectures for inverting diverse GANs. Then we pre-train GAN encoders using synthesized images and emphasize local regions through cropping images. Finally, we fine-tune the pre-trained GAN encoder for inverting real images. Compared with state-of-the-art methods, our method achieved better results that reconstructed high-quality images on mainstream GANs. Our code and pre-trained models are available at: https://github.com/disanda/Deep-GAN-Encoders.
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1. Introduction

With the burgeoning advance of deep neural networks, generative adversarial networks (GANs) \cite{1,2,3} can synthesize high-quality (HQ) images. For instance, BigGAN \cite{4} can synthesize HQ images with sizes of 128×128, 256×256, and 512×512. It performs label-supervised training on ImageNet \cite{5}, which is a large-scale dataset with 1000 labels. Moreover, StyleGAN and upgrade versions \cite{6,7} can generate high-quality images, such as cars, cats, and horses with resolutions of 256×256 on LSUN \cite{8}, and high-quality faces with resolutions of up to 1024×1024 pixels on CelebA \cite{9}.

GANs are well-known for their impressive performance in image synthesis, suggesting that there is potential for developing GAN-based technologies for real image editing \cite{10,11}. Despite the success of state-of-the-art GANs like BigGAN and StyleGANs, which use layer-wise latent representation to accurately synthesize images.
As shown in Fig. 1, inverting given images into latent space is a technique known as GAN inversion [12]. GAN-based applications utilize inverted latent vectors to represent edited images or videos [13]. Previous methods [14, 15, 16] have attempted to design an encoder for GAN inversion. Such methods perform well for shallow networks and low-quality images (below $256 \times 256$), but they are not effective for GANs that fail to invert HQ images into the latent space.

Figure 1: Overview of GAN inversion, Inverting real images to latent vectors is called GAN inversion (indicated by black arrow). Using the latent vectors as input to the generator from pre-trained GAN, we can generate reconstructions (indicated by black arrows).

From the perspective of optimizing parameters, there are three primary approaches for GAN inversion. : (1) Optimizing latent vector, which directly optimizes latent vectors [17]; (2) Training encoder, which involves training an encoder to generate latent vectors [18, 19]; (3) Hybrid method, which combines the previous two methods by first training an encoder and then optimizing the latent vectors [20].

From the perspective of optimizing objectives, while [13, 18, 21] add facial identity features to improve face inversion performance, they can not be generalized to other non-face images. Consequently, these methods have limited performance, and generalizability to other GANs since they are only designed for StyleGANs.

Unlike existing methods, we utilize cropped images instead of facial identities to enhance method generalization. Meanwhile, we are the first to boost GAN inversion by fine-tuning the pre-trained GAN encoders. The detailed comparisons are shown in Table 1.

Table 1: Overview of Optimization Parameters and Objectives for Different GAN Inversion Methods.

| Method      | Parameters          | Objectives         |
|-------------|---------------------|--------------------|
|             | Latent Vector       | Encoder(Training)  | Encoder(Fine-tuning) | Identity Feature | Cropping Image |
| ALAE[19]    | •                   | •                  | •                    |
| In-domain[20]| •                   | •                  |                      |
| pSp[21]     | •                   | •                  |                      |
| E2Style[18] | •                   | •                  |                      |
| RiDDLE[13]  | •                   | •                  |                      |
| Ours        | •                   | •                  | •                    |
To invert various GANs, we design an adaptive encoder block that can be regarded as a universal GAN encoder architecture. Our method not only reconstructs real faces with high fidelity but also maintains their identity features and semantic attributes, particularly in the case of human faces (as shown in Fig. 2).

Figure 2: The 1st row displays face images synthesized by StyleGAN2 (FFHQ 1014×1024) [7]. In the 2nd row, we present our reconstructions. Using our method, the 3rd row shows three real faces (on the left) and their reconstructions (on the right). Our method accurately reproduces the original faces. The 4th row demonstrates the ability of our method to edit faces using five interpretable latent directions using [11]: mouth, eyeglasses, younger, older, and pose.

We transform pre-trained GAN into an auto-encoder, an encoder-decoder architecture. Next, we regard pre-trained generators as decoders and design corresponding encoders in GANs. Our contributions are summarized as follows:

• We designed an adaptive encoder block for GAN inversion. The block helps us to build different GAN encoders. Our method is the first effort to create diverse GAN encoders to match mainstream GANs via the adaptive block.

• To perform GAN inversion on high-quality (HQ) images, we improved the loss function by cropping images to obtain image attentions that highlight the key areas of these images. This attention can be applied to both center-aligned and misaligned images. Furthermore, we further enhanced the loss function by incorporating the structural similarity metric.

• Unlike current methods [13, 21, 20], which rely on hybrid approaches for inverting real images (i.e., training an encoder and then optimizing the latent vector), we fine-tune the pre-trained encoder to achieve superior inversion performance, e.g., real face reconstructions. Besides, our method enables real face editing via label-based latent directions, which outperforms state-of-the-art performance compared to the current method [19].
2. Related Work

2.1. GAN Inversion

GAN inversion [12] aims to invert given images to latent vectors and then faithfully reconstruct images using well-trained GANs. Meanwhile, GAN inversion methods could coordinate usable latent directions to edit given images. Various GAN-based applications depend on GAN inversion, such as face editing [22, 23] and text-to-image [24].

GANs can be regarded as a distinct form of auto-encoder, with the generator serving as the decoder and the discriminator as the encoder [15]. Unlike conventional encoders, the discriminator in GANs solely distinguishes between real and fake images and cannot encode images into latent codes.

This above limitation prevents GANs from encoding output images into latent space. The adversarial auto-encoder (AAE) [25] and its upgraded version [19] integrate a variational auto-encoder (VAE) [23] with GAN to realize a GAN encoder. However, AAE exhibits limited performance in GAN inversion. This is because AAE is designed to learn presentations on training dataset images, not for given images.

Here, given images are synthesized or real images. AAE focuses on mapping the training data distribution into a latent distribution for synthesized images, rather than inverting real images. Most real images are not part of the training datasets, and cannot be accurately reconstructed by AAE. Therefore, GAN inversion is an essential part of the learning representation in GANs.

Latent vectors, also referred to as latent codes or latent variables, are sampled from the latent space. Traditional approaches [16, 26] rely on shallow encoders to invert low-quality images into latent space. However, inverting high-quality images into latent space poses a challenge due to their large size, which can be up to $1024 \times 1024$ pixels.

If the dimensionality of latent vectors is too small (e.g., $\leq 256$), mode collapse or spatial entanglement can occur in the latent representation. The size gap between images and latent vectors makes GAN inversion even more difficult. Although previous methods [27, 28] reduced spatial entanglement by interpolating latent space on manifold directions, they only work in a few cases with shallow GANs.

In StyleGANs, the layer-wise style latent vector ($w$) is in each convolution layer besides the typical latent vector which is the first layer input ($z$). Based on the layer-wise manner, Image2StyleGAN [17] directly optimizes $w$ for GAN inversion (Latent code method). However, the method requires a significant number of training operations (around 3,500 iterations per image) for most given images, making it less efficient when inverting real images. Therefore, we use an encoder for the GAN inversion.

For the StyleGAN inversion, In-Domain GAN [20] trained an encoder to invert dataset images into $w$, and In-Domain GAN inverted a given image via optimizing $w$ based on the pre-trained encoder. ALAE [19] use an auto-encoder framework for StyleGAN inversion. To improve StyleGAN inversion, pSp [21] added face identity loss, and E2Style [18] upgrades pSp by simplifying the style mapping layer. RiDDLE [13] enhances face identity features to edit real face images.

For BigGAN inversion, drawing on the concept of BiGAN [26], BigBiGAN [29] improves the discriminator to judge image-latent pairs (rather than just judging images as in standard GANs) and trains the encoder with an upgraded BigGAN to obtain the BigGAN image reconstructions.
While existing methods have inverted real images to latent vectors, these methods are specific to StyleGANs for real aligned faces. We improve the GAN inversion performance in terms of generalization.

In addition, interpretable directions can be discovered on latent space using supervised methods [10, 11], which also can be discovered via unsupervised methods [23, 30]. Interpretable directions are widely utilized for image editing and video generation.

2.2. Similarity Evaluation

Mean square error (MSE) and cosine similarity (COS) are used to measure the similarity of images and latent vectors in previous training loss functions [21, 20, 19]. However, the two methods below are better suited for measuring image similarity:

- **LPIPS.** To measure the perceptual similarity of images, learned perceptual image patch similarity (LPIPS) requires a pre-trained model [31] (e.g., VGG [32] or AlexNet [33]), which is trained on ImageNet [5] for classification. LPIPS extracts multi-layer features to evaluate image similarity between images and their reconstructions. To evaluate the similarity of HQ images more consistently, we also apply SSIM.

- **SSIM.** Reconstructed images are subject to inevitable distortions in deep neural networks, such as passing the down- or up-sampling layer, including the convolutional, normalization, pooling, and activation layers. Any of these steps have the potential of degrading the reconstruction quality. We consider adding structural similarity (SSIM) [34] to measure jointly the perceptual feature similarity. SSIM has high computational efficiency and does not require pre-training models.

Current methods for evaluating image similarity are limited, especially when dealing with HQ images. To improve the performance of GAN inversion, it is essential to incorporate a more diverse set of similarity metrics. Despite LPIPS being widely used, SSIM offers higher computational efficiency and can be an auxiliary loss function term for training and fine-tuning encoders. Therefore, we propose a loss function that combines multiple similarity metrics for GAN inversion.

- **Grad-CAM.** For HQ images, the evaluation of image similarity is not sufficient. While [13, 18, 21] attempt to augment similarity assessment by integrating facial identity information, they are confined to face images. To address more types of images, we crop images to highlight objects and evaluate image similarity using the cropped images to enhance inversion performance. However, some misaligned image objects are in random positions, and these images are hard to crop. Consequently, we need a method to crop misaligned images.

The class activation mapping (CAM) [35] is to locate object positions within images using a classification model pre-trained on ImageNet [5]. However, to obtain object locations, CAM needs to train the CAM model again. Gradient-weighted class activation mapping (Grad-CAM) upgrades CAM by utilizing a pre-trained model gradient at the pixel level and does not require additional training. We utilize Grad-CAM to crop misaligned images to focus more on the image objects.

3. Method

**Overview.** In this section, we propose an adaptive block that can be used for different architectures of GAN encoders. We first introduce our encoder-decoder symmetric architecture, and
the adaptive encoder block, followed by the cropping attentions, and the loss function used for training and fine-tuning.

**Symbol denotation.** For the model part, we denote the GAN generator as $G$. The GAN encoder is denoted as $E$. For conditional GANs (e.g., BigGAN), the label vector is denoted by $c$.

For the image part, we denote the real image as $y$, and its reconstruction is denoted as $y'$. The GAN-synthesized image is denoted by $x$, and its reconstruction is denoted as $x'$. $AT1$ and $AT2$ denote image cropping functions, while $x_1$ and $x_2$ refer to cropped synthesized images that emphasize image objects. The cropped reconstructions are represented by $x_1'$ and $x_2'$.

For the latent space of most shallow GANs, the latent vectors are not layer-wise and go directly from the first layer. So we denote the latent vector as $z$ of the given image ($x$ or $y$). $z'$ denotes the inverted latent vector of the reconstructed image ($x'$ or $y'$).

For StyleGAN latent space, its first layer input is a constant and we denote it as $z_c$ instead of $z$. There are two additional layer-wise vectors in StyleGAN: the style vector ($w$) and the noise vector ($z_n$). So the latent vectors of StyleGAN are ($w$, $z_c$, $z_n$) and their inverted vectors as: ($w'$, $z'_c$, $z'_n$).

Here, the GAN inversion task aims to obtain inverted latent vectors (e.g., $w'$ of StyleGAN) from the GAN encoder. Let $w'$ get the reconstruction abilities of $w$ while ensuring that $x'$ (or $y'$) is as similar as possible to $x$ (or $y$).

We demonstrate the data flow of our method in Fig. 3:

![Figure 3: Inversion data flow for StyleGANs consists of 3 steps. In Step 1, we input latent vectors ($w$, $z_c$) with their inverted vectors ($w'$, $z'_c$) to $G$ to synthesize and reconstruct images ($x$, $x'$). In Step 2, we crop $x$ and $x'$ to obtain two attention areas that highlight main objects in images. At Step 3, we train $E$ to invert images back to latent vectors.](image)
3.1. Encoder Architecture

We make the architecture of $E$ symmetrical to $G$ by designing an adaptive block. In a symmetric architecture [36], the encoder and decoder are equally powerful and mirror each other’s design. This encoder architecture guarantees that the features extracted by the encoder work well with the decoder, improving the representation via encoder latent space.

Meanwhile, the symmetric architecture can help preserve the features from the image space to the latent space and back to the image space. Training can be more efficient, which leads to easier convergence.

The adaptive block is illustrated in Fig. 4. Each block consists of two convolutional layers (CONV), and each CONV followed by a learnable noise vector ($z'_n$) and a layer-wise style vector $w'$. $w'$ outputs from fully connected layers (FC). Both FC and CONV use an equalized learning rate [3].

![Figure 4: Overview of the adaptive block architecture for GAN encoder. NORM denotes the normalization layer, and AC denotes the activation layer. FC and learnable $z'_n$ are removed in other PGGAN and BigGAN. We have also added layer-wise label vectors $c$ for BigGAN inversion.](image)

To perform the symmetric architecture, we designed the encoder blocks to mimic the generator blocks. We adopted the residual bypass as in [37] and incorporated it into each encoder block.

As we add more layers to GAN encoders, training can become slower and accuracy might not improve, or even decline. Our residual blocks address this problem and handle the vanishing gradient issue.

Below are three cases demonstrating how we adapted the encoder block to match different GAN generators:
**StyleGANs.** We input latent vectors \((w, z, c)\) to \(G\) and get \(x\). Next, we invert vectors \((w', z', c')\) using \(E\). We do not optimize latent vectors here. Instead, we train and fine-tune GAN encoders to get the ideal inverted latent vectors.

**PGGAN.** We remove the style- and noise-related vectors (i.e., \(w'\) and \(z'_{n}\)), and remove style FC in each block. At the last block, we changed the last CONV to an FC to adapt to PGGAN. Distinct from StyleGANs, the latent vector of PGGAN is \(z \in \mathbb{R}^{512}\) from the first layer.

**BigGAN.** We also remove \(w', z'_{n}\) with the relevant layers from each block. We replace the instance norm \([38]\) with the conditional batch normalization (CBN). \(c \in \mathbb{R}^{256}\) denotes ImageNet labels that are input into \(G\) to synthesize the label-based image. Similar to \(w\), \(c\) in BigGAN is a layer-wise vector and its imitated vector is \(c'\). In the last block of BigGAN, two FC layers output \(c'\) and \(z \in \mathbb{R}^{128}\) separately. We perform the label vectors as one-hot vectors.

In the **Appendix**, we report the architectural details of the encoders used for StyleGANs, PGGAN, and BigGAN. We can modify the blocks to accommodate different latent representations when we use the adaptive block for other GAN encoders, following our above cases.

### 3.2. Pre-training Loss Function

Training the encoder aims to invert synthesized images to the latent space and reconstruct these images using the encoded latent vectors, i.e., \(x \approx x'\) as follows:

\[
L_E = L_{IMG}(x, x').
\]  

Here, the objective of \(L_{IMG}(x, x')\) is to make the reconstructed image \((x')\) sufficiently similar to the original image \((x)\). To train the encoders, we adopt a self-supervised approach based on pre-trained generators. We synthesize training samples by feeding random latent vectors \((z)\) into the generator, \(x \approx G(z)\). We evaluate the similarity of image \(x\) and its reconstruction \(x' \approx G(E(G(z)))\) attached with cropped attentions. To ensure comparability, we resize cropped attentions \((x_1, x'_1)\) and \((x_2, x'_2)\) up to the same size of images \((x, x')\).

**Cropping Attention.** Inverting HQ images to latent space while preserving high-fidelity reconstructed images is a challenging task because the encoding process often leads to the loss of feature information. A common issue is the loss of local features. To address this, we propose to crop the images to emphasize the objects of interest. These cropped images are supplemental samples of the training dataset in each training iteration.

Cropping images directs the encoder’s attention to specific areas, which is beneficial when key features are concentrated in particular regions. By emphasizing these areas, the model learns more pertinent features while disregarding irrelevant ones, leading to better performance \([39]\).

We crop two attentions, denoted as AT1 and AT2. The cropped attentions and their reconstructions are: \((x_1, x'_1)\) and \((x_2, x'_2)\). These attentions emphasize image objects. AT1 represents the first cropping, performed as \(x_1, x'_1 = AT1(x, x')\). Based on AT1, AT2 represents the subsequent cropping: \(x_2, x'_2 = AT2(x, x')\). Both attentions outstanding key objects in HQ images. Finally, the image loss function is given by:

\[
L_{IMG}(x, x') \rightarrow L(x, x') + \mu_1 L(AT1(x, x')) + \mu_2 L(AT2(x, x')).
\]  

Where \(\mu_1\) and \(\mu_2\) are hyper parameters. For center-aligned images, we set empirically to: \(\mu_1\) to 0.375 and \(\mu_2\) to 0.625.
Figure 5: Cropping attention to center-aligned faces. The gray dashed line indicates the boundaries of the original image. Empirically, the black dashed line crops the first attention (AT1) around 0.75% width, and the red dashed line crops the second attention (AT2) around 0.69% width and height from the original figures.

**Aligned Image.** For preprocessed images, such as faces from CelebA-HQ [40], the dataset images are center-aligned, making it easy to crop margin areas to highlight the face objects. As shown in Figure 5, we create two attentions for each face: AT1 crops along the black dashed line that contains the whole head, and AT2 crops along the red dashed line that contains the facial features. We determined the cropping margins empirically: AT1 crops 12.5% of the pixels in width (75%), while AT2 crops around 15.5% of the pixels in both width and height (69%).

**Misaligned Image.** Objects appear at random positions in non-centrally aligned images, making it challenging to crop them for attention. To address this, we use Grad-CAM-based attention (As shown in Figure 6).

Figure 6: Cropping attention (Grad-CAM-based) for misaligned images. The first attention (AT1) are image heat maps that obtain gradients from VGG16, and the second attention (AT2) are object-labeled images.
We feed images into a pre-trained VGG16 model [32], which consists of 13 convolutional layers within 5 blocks used for ImageNet classification. To crop the misaligned attention, we extract gradient values from the last convolutional layer and generate image heat maps. We refer to these heat maps as the first attention (AT1). Next, we label the objects on images to obtain object-labeled maps, which we refer to as the next attention (AT2).

To further improve the performance of our method, we incorporate both LPIPS and Gram-CAM into the VGG16 model. LPIPS scores are obtained by forward features, while Gram-CAM values are obtained through back feature gradients. We extract image features from the final convolutional layer of each block in VGG16 and compute the feature similarity to obtain LPIPS scores.

In addition to LPIPS, MSE, and COS, we add SSIM [34] to measure image similarity directly, as described in [34]. SSIM yields more informative gradients based on the previous loss functions, particularly in low-contrast areas [41]. Incorporating SSIM into the loss function can thus enhance the performance of GAN inversion. The image loss function is therefore based on a combination of these diverse similarity metrics.

\[ L_{\text{IMG}} = \alpha L_{\text{MSE}} + \beta L_{\text{COS}} + \gamma L_{\text{LPIPS}} + \delta L_{\text{SSIM}}. \] (3)

Where \( \alpha, \beta, \gamma, \delta \) are hyper parameters that we set empirically to: \( \alpha = 5, \beta = 3, \gamma = 2, \delta = 1. \)

3.3. Fine-tuning Pre-trained GAN Encoder

Fine-tuned GAN encoders can find latent vectors that faithfully reconstruct real images. Fine-tuning improves the capacity of encoders to represent real image features that differ significantly from the pre-training datasets. This enhancement elevates the performance of pre-trained GANs in real image reconstruction tasks [42].

In the fine-tuning process in shallow GANs, our objective is to obtain latent vectors that represent real image inversions, e.g., \((z \approx z')\) in shallow GANs or \((w \approx w')\) in StyleGANs. Synthesized images \((x, x')\) should be replaced with real images, \((y, y')\). Therefore, the loss function evaluates two components: image \((IMG)\) and latent space \((LS)\).

Latent Regularization. We measure latent similarity using MSE and COS and utilize the following loss function to regularize inverted latent vectors:

\[ L_{\text{LS}}(z, z') = \alpha L_{\text{MSE}}(z, z') + \beta L_{\text{COS}}(z, z') 
\]

\[ = \alpha \left( \frac{\|z - z'\|_2}{n} \right) + \beta \left( 1 - \frac{z \cdot z'}{||z||_2 \times ||z'||_2} \right). \] (4)

To fine-tune the encoder in shallow GANs, we evaluate the similarity in the two vectors: \((y, y')\) and \((z, z')\). However, small sizes of latent vectors struggle to represent HQ images. Therefore, HQ images are represented using layer-wise latent vectors, e.g., StyleGANs.

For StyleGAN inversion, prior works [6, 4] have shown that incorporating additional layer-wise and multi-type latent vectors can improve the representation of synthesized images. Hence, we introduced other types of latent vectors to jointly represent synthesized images. One of these is the constant vectors \(z_c\). The first block of the StyleGAN generator takes \(z_c\) as input, where the size of \(z_c\) is larger than the general latent vector \(z\).

Another type of latent vector is the layer-level noise vector \(z_n\), which is used as a set of learnable parameters for each convolutional layer. \(z_n\) can control diverse local features for slightly modifying the peripheral areas of images, such as the local hair diversification in human faces.
We designed the StyleGAN encoder ($E$) that outputs $z'_c$ and attaches learnable $z'_n$ to convolutional layers. This incremental step ensures symmetric input and output between $E$ and $G$. Finally, $E$ outputs $w'$, constant $z'_c$, and upgrade learnable parameter $z'_n$. We then evaluate the similarity between latent vectors via the encoder output. Considering two pairs of latent vectors $(w, w')$ and $(z_c, z'_c)$, we regularize the latent vectors with the following loss function:

$$L_{LS}(z, z') \rightarrow \alpha L_{LS}(w, w') + \beta L_{LS}(z_c, z'_c).$$

(5)

Where $\alpha = 1$ and $\beta = 1$ are hyper parameters. Here, the whole loss function for fine-tuning encoders is briefly summarized as (hyper parameters $\epsilon = 0.01$):

$$L_E = L_{IMG} + \epsilon L_{LS}.$$  

(6)

4. Experiment

4.1. Setup

**Device.** Our experiments were performed on a Nvidia Tesla V100-SXM3 (32GB) GPU. To invert real images, each image undergoes optimization within 3,500 iterations, approximately 2.08 iterations per second, and consumes about 7,670 MB of memory for the max resolutions (a 1024×1024 real face image).

**Hyper-parameters.** We trained encoders for 7 epochs. We used the Adam optimizer [43] with a learning rate of 0.0015 and decayed $\beta$ values of $\beta_1 = 0$ and $\beta_2 = 0.99$. To maximize the CUDA memory usage during training, we set different hyper-parameters for varying image resolutions: batch sizes ($B$), initial hidden features ($F$), layer blocks ($L$). For the 256 × 256 resolution: ($B = 8$, $F = 64 \times 64$, $F = 7$); for the 512 × 512 resolution: ($B = 4$, $F = 32 \times 32$, $L = 8$); for the 1024 × 1024 resolution: ($B = 2$, $F = 16 \times 16$, $L = 9$).

**Learning-parameters.** For most shallow GANs (e.g., PGGAN), the learning parameters are limited to the first layer input, i.e., $z'$. For conditional GANs like BigGAN, we learned both the label vector $c'$ and $z'$ to ensure the reconstructed image corresponds to the correct label. For layer-wise representation GANs, such as StyleGANs, we learned the layer-wise vectors, i.e., $w'$. To get the initial $w$ for learning $w'$, we used the general latent vector $z \in \mathbb{R}^{512}$, which inputs into the pre-trained mapping model $M$ to obtain layer-wise $w \in \mathbb{R}^{512 \times \text{layers}}$.

**Datasets.** In the pre-training step, we used pre-trained generators to synthesize 30,000 samples each, sourced from CelebA-HQ [40] and LSUN [8] (using PGGAN and StyleGANs), as well as ImageNet (using BigGAN). We performed 7-fold cross-validation by randomly allocating 15% samples (4,500) for each fold. In the fine-tuning step, we used 1,500 real images and implement 10-fold cross-validation by randomly allocating 10% samples (150) for each fold.

**Evaluation Metrics.** We used PSNR, SSIM, and LPIPS to evaluate the similarity between original and reconstructed images for GAN inversion performance. To assess the quality of the GAN-generated inversion, we added FID [44].

We reported the standard deviations of the cross-validation results for these evaluation methods in Table 2. The results show that the standard deviations are greater in the fine-tuning step. We believe this issue arises because the data size in the fine-tuning step is smaller (4,500) than
that in the pre-training step (30,000). Additionally, the features of real images differ more than those of synthesized images, leading to a greater standard deviation during fine-tuning.

**Comparisons.** We compared synthesized images by famous GANs with those reconstructions, including PGGAN [3], StyleGANs [6,7], and BigGAN [4], to evaluate the GAN inversion performance for the pre-trained GANs. We also compared our approach with existing state-of-the-art methods of GAN inversion, including RiDDLE [13], E2Style [18], pSp [21], In-Domain [20], ALAE [19] on StyleGANs (Fig. 7), and BigBiGAN [29] on BigGAN (Fig. 8).

**Ablation Studies.** We conducted several ablation studies to investigate the impact of different training strategies (Fig. 9), cropped aligned attentions (Fig. 10), misaligned attentions (Fig. 11) and the fine-tuning use of SSIM (Fig. 12). In addition, we compared the performance of our method with InterfaceGAN [10] (Fig. 13) on real image inversion and editing tasks. The ablation studies indicated the optimal settings for our method and allowed insight into the underlying factors affecting its performance.

As shown in Table 3, we summarize the subsequent experimental tables, including both baseline comparisons and ablation experiments.

| Table ID | Experiment | Content       |
|----------|------------|---------------|
|          | Baseline comparison | Ablation study |
| Table 4  | ✓          | StyleGANs     |
| Table 5  | ✓          | BigGAN        |
| Table 6  | ✓          | Cropping image |
| Table 7  | ✓          | Fine-tuning(SSIM) |
| Table 8  | ✓          | Face editing  |

### 4.2. Comparison of GAN Inversion

**Pre-trained GAN Inversion.** Our method is capable of reconstructing GAN-synthesized images and repairing local areas that may have produced crumbled or unreasonable objects. We attribute this improvement to the latent representation learned by our pre-trained encoder.

In the case of BigGAN, the reconstructions are nearly indistinguishable from the synthesized images. We attribute this success to the inclusion of layer-wise label vectors (e). In the case of PGGAN and StyleGAN1, where some results are imperfect, our method can reconstruct images better than the synthesized images. In the case of StyleGAN2, our method keeps the same
performance compared to StyleGAN2. The results are presented in the appendix (see Fig. 16 and Fig. 15).

Baseline Comparisons. On the task of real face inversion, we compared our method with state-of-the-art methods, i.e., RiDDLE [13], E2Style [18], pSp [21], InDomainG [20], and ALAE [19]. Except for ALAE, which can hardly reconstruct the original face, other methods are more successful, but our method performs better in small details. We present the visual comparison in Fig. 7.

ALAE, pSp, and E2Style inverted images directly from pre-trained $E$. Similar to [17], In-Domain optimized $w$ based on its pre-trained encoder. In contrast, we fine-tuned $E$ based on the pre-trained $E$, then let $E$ invert real images to ideal $w$.

We quantitatively evaluated the image similarity on synthesized ($x$ vs. $x'$) and real images ($y$ vs. $y'$). Here, we did not compare ALAE in real images because ALAE cannot effectively reconstruct real images. We report results in Table 4.

RiDDLE, E2Style, and pSp provide better results for GAN-synthesized images and are also good for real images. For real image inversion, our method outperforms other methods by fine-tuning pre-trained $E$. 

Figure 7: Qualitative comparison of our method with RiDDLE [13], E2Style [18], pSp [21], InDomainG [20], and ALAE [19] on real face inversions. Red windows in the images alternately highlight the different details. Our method outperforms in red windows (zoom-in images for better visual comparison).
We also compared our method to BigBiGAN [29] for BigGAN [4] on the ImageNet dataset. While BigGAN has lower performance than StyleGANs, it is currently the only valid ImageNet-compatible method. The results demonstrate that our method outperforms BigBiGAN within the constraints of the ImageNet environment.

BigBiGAN is a BiGAN-inspired method [26] to invert images generated by BigGAN. However, BigBiGAN was unable to invert most real images due to pattern collapse during BigGAN inversion. We present three representative ImageNet cases in Fig. 8 and report the qualitative evaluation in Table 5.

![Image](image_url)

Figure 8: Qualitative comparison of our method and BigBiGAN [29] for inverting 256x256 ImageNet images. Three labels used for the demonstration are bald eagle, golden retriever, and petri dish. Our method demonstrated superior results to BigBiGAN in GAN inversion.
Table 5: Quantitative comparison of BigGAN inversion on ImageNet. Our method vs. BigBiGAN.

|                  | PSNR↑ | SSIM↑ | LPIPS↓ | FID↓ |
|------------------|-------|-------|--------|------|
| BigBiGAN [29]    | 25.14 | 0.750 | 0.348  | 106.58 |
| Ours             | 26.63 | 0.761 | 0.329  | 89.26 |

4.3. Ablation Study

**Training Strategy.** There are two pre-training strategies for GAN encoders, as shown below:

Strategy 1: we set $\mu_1 = 1$ and $\mu_2 = 1$ (as shown in Eq. [5]). Here, we use two cropped attentions to improve the performance. To conserve GPU memory, we removed the pixel gradients during backward propagation.

Strategy 2: we set $\mu_1 = 5$ and $\mu_2 = 9$, and added a fused cropped operation in each block, which is similar to PGGAN [3], yield slightly better performances on attention regions with larger values of $(\mu_1, \mu_2)$.

Although Strategy 2 provides more faithful image reconstructions with preserved attention gradients, the overhead cost of this approach should be considered, particularly concerning memory and computation requirements. Specifically, the training process for Strategy 2 consumes approximately 20% more gradient memory in StyleGAN2 FFHQ, which limits its scalability for HQ images. Additionally, Strategy 1 optimizes encoders from high-level features (non-pixel). In contrast, Strategy 2 trains encoders from pixel level at random noise, resulting in a gradient trajectory that transitions from noise to blurred images. Figure 9 visually compares these two strategies.

Figure 9: The two strategies differ in their treatment of the last pixel gradient. Strategy 1 (S1) trains the encoder without the last pixel gradients, while Strategy 2 (S2) trains the encoder with pixel gradients.
Cropping Attentions. To overcome the challenge of reconstructing HQ images for GAN inversion, we evaluated the differences of cropping attentions by reconstructing 1024×1024 faces at the 2nd epoch. For comparison, we trained $E$ via different cropped attentions and evaluated the inversion performances.

![Figure 10: Visual comparison of w/o center-aligned attentions using Strategy 2. The 1st row shows generated faces by StyleGAN2 (FFHQ, config F). The 2nd–4th rows show reconstructed images with different attentions (AT1 and AT2). With the addition of different cropped attentions, the visual performance is gradually improved.](image)

We evaluated different attentions (none, one, or two) on image reconstruction performance, as shown in Fig. 10. Adding AT1 improved the similarity of the main reconstructive area, and adding AT2 further improved similarity, especially in key image areas. The best performance was observed with the progressive addition of AT1 and AT2. We report the quantitative evaluations in Table 6.

| Reconstructions | PSNR↑ | SSIM↑ | LPIPS↓ | FID↓ |
|----------------|-------|-------|--------|------|
| $x'$ w/o AT    | 18.97 | 0.699 | 0.411  | 165.45 |
| w/ AT1         | 18.82 | 0.698 | 0.409  | 149.34 |
| w/ (AT1, AT2)  | 18.75 | 0.697 | 0.412  | 152.80 |
| $x_1'$ w/o ATs | 19.65 | 0.685 | 0.404  | 135.34 |
| w/ AT1         | 19.76 | 0.686 | 0.401  | 127.25 |
| w/ (AT1, AT2)  | 19.71 | 0.688 | 0.402  | 136.48 |
| $x_2'$ w/o AT  | 20.79 | 0.701 | 0.386  | 101.63 |
| w/ AT1         | 20.72 | 0.699 | 0.381  | 87.23 |
| w/ (AT1, AT2)  | 21.23 | 0.712 | 0.377  | 86.09 |
Misaligned Images. To compare the effectiveness of center-aligned attentions and Grad-CAM attentions for misaligned images, we evaluated the dataset of LSUN cats, where cats are misaligned objects in images. As shown in Fig. 11, we evaluated two training strategies. Compared with center-aligned attention, Grad-CAM attention produced better results.

w/o SSIM. Unlike previous works that use MSE, LPIPS, or face identity models to evaluate image similarity [17][20][21], we include SSIM to the loss function to train and fine-tune encoders. Fig. 12 shows the visual comparison and confirms that using SSIM leads to better in-
versions, which were evaluated at two different iterations. Table 7 shows the quantitative results for GAN inversion evaluated on the CelebA-HQ datasets. These results demonstrated that we improved performance with the addition of SSIM.

Table 7: Quantitative comparison for the ablation study of w/o SSIM.

|                  | 1,500 iterations | 3,500 iterations |
|------------------|------------------|------------------|
|                  | PSNR↑ | SSIM↑ | LPIPS↓ | FID↓ | PSNR↑ | SSIM↑ | LPIPS↓ | FID↓ |
| w/o SSIM         | 21.92 | 0.632 | 0.395 | 78.10 | 22.90 | 0.639 | 0.386 | 76.06 |
| w/ SSIM          | 23.07 | 0.657 | 0.396 | 68.06 | 23.19 | 0.657 | 0.393 | 65.03 |

Figure 13: Qualitative comparison of face editing. We compare our method to InterfaceGAN [10] in terms of real face reconstruction and face editing using five learned latent directions. The latent directions for pose and age display both positive (+) and negative (-) results.

4.4. Real Face Editing

As shown in Fig. 13, real faces can be edited through learned latent directions using face attribute labels. In comparison with InterfaceGAN [10] and its inversion method [20], our approach improves GAN inversion and latent regularization to achieve state-of-the-art performance.

To further evaluate the performance of our method with InterfaceGAN, we conducted a quantitative evaluation that compared both method results covering five face attribute labels (pose,
age, gender, smile, and eyeglasses). We utilized [11] to learn our label-based directions. The compared ground truth are real faces. The results are in Table 8.

Table 8: Quantitative Comparison of Face Editing (Our method vs. InterfaceGAN).

|                   | PSNR↑ | SSIM↑ | LPIPS↓ | FID↓ |
|-------------------|-------|-------|--------|------|
| InterfaceGAN [10]  | 18.28 | 0.553 | 0.465  | 93.23|
| Ours              | 19.70 | 0.561 | 0.428  | 87.59|

5. Limitation

Current GAN inversion methods limit the quality of HQ real face reconstructions. As shown in Fig. 14, existing methods struggle to accurately preserve small details in reconstructed faces, such as earrings and badges. We believe the current state-of-the-art GANs inadequately generate these features, resulting in unsuccessful reconstructions.

![Figure 14: GAN inversion deficiency for high-quality real faces. This leads to the blurring of accessories such as the woman’s one earring (in the first column), the man’s badge (in the second column), and the woman’s two earrings (in the third column).](image)

6. Conclusion

In this paper, we present a novel GAN inversion approach that facilitates the reconstruction of real images via fine-tuning pre-trained GAN encoders. Our approach was successfully implemented in various popular GANs, including PGGAN, BigGAN, and StyleGANs. Additionally, we improved image similarity evaluation in the loss function by using cropping attentions to highlight the objects of interest. In our future work, we plan to explore the learning of interpretable directions in latent space to enable real image editing.
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Appendix

As shown in Tables 9 and 10, we report the different encoder architectures for inverting StyleGANs, PGGAN, and BigGAN. We also report more visual results of GAN inversion in Fig. 14.
Table 9: Architectures for StyleGAN encoders.

| Block ID | StyleGAN Encoder (R) |
|----------|----------------------|
| 1        | FC, IN, CONV(512,512,3), L-ReLU FC, IN, CONV(32,32,3), L-ReLU |
| 2        | FC, IN, CONV(512,512,3), L-ReLU FC, IN, CONV(32,32,3), L-ReLU |
| 3        | FC, IN, CONV(512,512,3), L-ReLU FC, IN, CONV(32,32,3), L-ReLU |
| 4        | FC, IN, CONV(512,512,3), L-ReLU FC, IN, CONV(32,32,3), L-ReLU |
| 5        | FC, IN, CONV(512,512,3), L-ReLU FC, IN, CONV(32,32,3), L-ReLU |
| 6        | FC, IN, CONV(512,512,3), L-ReLU FC, IN, CONV(32,32,3), L-ReLU |
| 7        | FC, IN, CONV(512,512,3), L-ReLU FC, IN, CONV(32,32,3), L-ReLU |

* In block 1, CONV(31, 256), 3 is not shown in the table, which maps the RGB channels to $C_{in}$.
* In CONV(512, 512), $R$ is the input channel, and $C_{out}$ is output channel, and $k$ is kernel size. Stride and padding are 1 for all CONVs.
* FC output layer-wise style vectors of $w^t$. IN is instance normalization, L-ReLU is the activation functions of Leaky ReLU.
* In PGGAN, $G$ outputs its imitated vector: $z' \in \mathbb{R}^{1024}$. We remove all FC and then add FC(1024*4*4, 512) in the last block.

Table 10: Architectures for BigGAN encoders

| Block ID | BigGAN Encoder (R) |
|----------|-------------------|
| 1        | CRN, CONV(128,128,3), L-ReLU CRN, CONV(64,64,3), L-ReLU CRN, CONV(32,32,3), L-ReLU |
| 2        | CRN, CONV(256,256,3), L-ReLU CRN, CONV(128,128,3), L-ReLU CRN, CONV(64,64,3), L-ReLU |
| 3        | CRN, CONV(512,512,3), L-ReLU CRN, CONV(256,256,3), L-ReLU CRN, CONV(128,128,3), L-ReLU |
| 4        | CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(512,512,3), L-ReLU CRN, CONV(256,256,3), L-ReLU |
| 5        | CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(256,256,3), L-ReLU |
| 6        | CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(256,256,3), L-ReLU |
| 7        | CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(256,256,3), L-ReLU |
| 8        | CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(1024,1024,3), L-ReLU CRN, CONV(256,256,3), L-ReLU |

* CRN is the conditional batch normalization and requires the label vector as input.
* $G$ outputs $a \in \mathbb{R}^{512}$ and $b \in \mathbb{R}^{512}$, and $E$ outputs the imitated vectors: $a' \in \mathbb{R}^{128}$ and $a'' \in \mathbb{R}^{256}$. 
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Figure 15: Visual comparison of GAN-synthesized images (upper row) with our reconstructions (lower row) from PG-GAN (FFHQ 1024x1024 faces), StyleGAN1 (LSUN 512x512 cars and 256x256 cats), and StyleGAN2 (LSUN 256x256 horses and 1024x1024 faces). Our method successfully reproduces or enhances the synthesized images of these GANs.
Figure 16: Visual comparison of BigGAN Inversion quality. The original BigGAN-synthesized results (upper row) and our reconstructed images (lower row) from ImageNet with a resolution of $256 \times 256$. Our method successfully reproduces the BigGAN results.
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