Population studies of stellar-mass black hole binaries have become major players in gravitational-wave astronomy. The underlying assumptions are that the targeted source parameters refer to the same quantities for all events in the catalog and are included when modeling selection effects. Both these points have so far been neglected when estimating the orientations of the black hole spins. In particular, the detector-frame gravitational-wave frequency used to define frequency-dependent quantities (e.g., 20 Hz) introduces an inconsistent reference between events at the population level. We solve both issues by modeling binary black hole populations and selection effects at past time infinity, corresponding to the well-defined reference frequency of 0 Hz. We show that, while current gravitational-wave measurement uncertainties obfuscate the influence of reference frequency in population inference, ignoring spins when estimating selection effects leads to an overprediction of spin alignment in the underlying astrophysical distribution of merging black holes.

I. INTRODUCTION

The population of stellar-mass black hole (BH) binaries detected via gravitational waves (GWs) is growing quickly [1, 2]. A key underlying assumption when performing a statistical analysis at the population level is that one is combining measurements of the same parameters for all events. This is trivially the case for constant quantities such as masses and spin magnitudes. The spin orientations, however, are subject to relativistic precession and vary as the binary inspirals toward merger [3]. If present, the orbital eccentricity also changes during the inspiral [4].

State-of-the-art GW population inference is performed at a fixed detector-frame frequency [5]. For LIGO/Virgo, the reference frequency is typically set to \( f_{\text{ref}} = 20 \) Hz. This choice is perfectly acceptable when analyzing a single event but questionable at the population level, mainly for two reasons:

- As currently defined, \( f_{\text{ref}} \) is a detector-frame quantity, but the parameters targeted in the inference (e.g., masses) are taken in the source frame.

- The binary configuration at a given reference frequency depends on the other parameters. Systems with larger (smaller) masses and/or antialigned (coaligned) spins are closer (farther) from merger.

These issues were made evident for GW190521, where the high mass imposed a lower value \( f_{\text{ref}} = 11 \) Hz, different from all other events in the catalog [2].

The spin directions at \( f_{\text{ref}} \) thus describe different quantities for each event: one is not allowed to put them together in a population fit as if they were the same. To the best of our knowledge, this issue plagues all current GW population studies which make use of quantities that vary during the binary evolution.

A first step in the right direction was recently taken in Ref. [6], where spins are quoted at a fixed dimensionless time \( t_{\text{ref}} = -100M \) from the peak of the GW strain. While this tackles the first issue highlighted above, it does not fully address the second point. One can still construct several dimensionless quantities that vary monotonically along the inspiral (e.g., time, orbital frequency, orbital separation) and select any of those when quoting the spin directions.

Current spin inference suffers from another pressing issue. When reconstructing the observable population of sources from the observed catalog, one must account for selection effects [7, 8]. Although it is well known that sources with spins coaligned (counteraligned) with the binary’s orbital angular momentum are easier (harder) to observe [9, 10], this detection bias is often deemed as unimportant and neglected. While (the aligned components of) the spins are included in the pipeline injections used to estimate the LIGO/Virgo detectability, their dependence on the population parameters is then neglected when sampling the population likelihood [5].

We present the first complete solution to these conceptual issues: the spin directions needed in both the population and selection-effect models are those at past time infinity or, equivalently, \( f_{\text{ref}} = 0 \) Hz. This asymptotic configuration uniquely determines the entire history of the binary up to an orbital and a precessional phase [11, 12]. This reference puts the spin directions of all the events on equal footing, thus allowing for a consistent implementation of the population fit. Two points need to be tackled:

- Data from GW events are, by definition, taken when the binary is detectable and thus need to be propagated backward to past time infinity.
Modeling selection effects instead requires propagating the tested population forward from past time infinity to detection.

We first travel back in time ($20 \rightarrow 0$ Hz) when treating the event likelihoods and then “back to the future” ($0 \rightarrow 20$ Hz) when handling selection effects. Our DeLorean consists of precession-averaged post-Newtonian (PN) evolutions.

II. STATISTICAL INFERENCE

The statistical problem we tackle is that of an inhomogeneous Poisson process including measurement errors and selection effects [7, 8, 13]. We denote the parameters of individual events with $\theta$ (e.g. BH masses, spins, etc.) and those of the overarching population with $\lambda$ (e.g. power-law index of the mass spectrum, etc.). The targeted posterior is

$$p(\lambda|d) \propto \pi(\lambda)\sigma^{-N}(|\lambda|) \prod_{i=1}^{N} p_{\text{pop}}(\theta|\lambda) L(d_i|\theta) d\theta$$  (1)

where $i = 1, \ldots, N$ labels the events in the catalog, $d$ indicates the entire data stream, $d_i$ indicates a short stretch of data around event $i$, $L(d_i|\theta)$ is the likelihood of the single-event analysis, $p_{\text{pop}}(\theta|\lambda)$ is the population model, and $\pi(\lambda)$ is a prior on the population parameters. Selection effects enter the population likelihood via

$$\sigma(\lambda) = \int p_{\text{pop}}(\theta|\lambda)p_{\text{det}}(\theta)d\theta$$  (2)

where $p_{\text{det}}(\theta) \in [0,1]$ is the detection probability given a binary with parameters $\theta$. The posterior of Eq. (1) has been marginalized over the expected number of events with a scale-free prior. The hyperparameters $\lambda$ thus only capture the shape of the population distribution and not the corresponding merger rate; this is equivalent to imposing $\int p_{\text{pop}}(\theta|\lambda) = 1$.

For $p_{\text{pop}}(\theta|\lambda)$, we use the phenomenological model referred to as POWER LAW + PEAK and Default Spin in Ref. [5], which returns the highest Bayes factor among the options they tested. The model covers $\text{dim}(\theta) = 6$ event parameters and $\text{dim}(\lambda) = 12$ population parameters. The distribution of the primary mass $m_1$ is a superposition of a power-law component with index $\alpha$ truncated between $m_{\text{max}}$ and $m_{\text{min}}$ and a Gaussian component with mean $\mu_m$, width $\sigma_m$, and mixing fraction $\lambda_m$. The secondary mass $m_2$ conditioned on $m_1$ follows a power-law distribution with index $\beta$. The distributions of $m_1, m_2$ are smoothed over a range $\delta_m$ near $m_{\text{min}}$. The spin magnitudes $\chi_1, \chi_2$ follow a beta distribution with mean $\mu_\chi$ and variance $\sigma_\chi^2$. The cosines of the angles between the spins and the orbital angular momentum $\theta_1, \theta_2$ are distributed assuming a superposition of a uniform distribution and a truncated Gaussian with a peak at $\cos \theta_1, \theta_2 = 1$, width $\sigma_\theta$, and mixing fraction $\zeta$. Crucially, while we adopt the same functional form of Ref. [5], the spin tilts $\theta_1, \theta_2$ are here inserted at past time infinity and not at detection. The distributions of all other parameters (distance, sky location, etc.) is assumed to be independent of $\lambda$ and equal to the prior used in the underlying single-event analyses.

The integrals at the numerator of Eq. (1) are approximated with Monte Carlo summations using samples of the posterior $p(\theta|d_i) \propto L(d_i|\theta)\pi(\theta)$ from the data release accompanying Refs. [14] (O1+O2) and [2] (O3a), which in total include 44 GW events with false-alarm rate $<1 \text{ yr}^{-1}$. The single-event priors $\pi(\theta)$ are handled analytically with suitable reweighting factors [15].

For the POWER LAW + PEAK and Default Spin model, BH masses and spins are not correlated and, consequently, the population model $p_{\text{pop}}(\theta|\lambda)$ can be written as the product of two terms, one only including masses and one only including spins. In Ref. [5], the spin part was included only in the integral of Eq. (1), and not in that of Eq. (2). When computing $\sigma(\lambda)$, they instead used a fixed spin distribution, thus neglecting some $\lambda$ dependencies and introducing a bias. This was motivated by the large computational cost of the search injections used to estimate $p_{\text{det}}(\theta)$.

We find that a simpler $p_{\text{det}}(\theta)$ prescription (as used previously, e.g. [16]) fully reproduces the results of Ref. [5] while allowing for a consistent inclusion of spin effects. In particular, we use the semianalytic approximation of Ref. [17], assuming two data-taking periods of approximately 166 days (O1+O2 [1, 18]) and 150 days (O3a [2]), and a single-detector signal-to-noise ratio (SNR) threshold of 8 [19]. SNRs are computed with representative noise curves$^1$ and the IMRPhenomPv2 waveform model [20]. The integral at the denominator of Eq. (1) is approximated with a Monte Carlo sum using samples drawn from an injected population with $p(m_1) \propto m_1^{-2.35}$, $p(m_2|m_1) \propto m_2^3$ [2], uniform spin magnitudes, spin directions with equally weighted isotropic and preferentially aligned components ($\zeta = 0.5$ and $\sigma_\theta = 0.02$), and redshifts distributed uniformly in comoving volume and source-frame time.

The prior $\pi(\lambda)$ is uniform over all 12 population parameters with limits and additional cuts as in Ref. [5]. We sample $p(\lambda|d)$ using GWPopulation [21], Dynesty [22], and Bilby [23].

III. SPIN PROPAGATION

We propagate BH spin orientations across emission frequencies using the precession-averaged PN formalism first developed in Refs. [11, 24]. We use an updated version of the PRECESSION code$^2$ which, leveraging new analytical advancements [25, 26] and numerical recipes,

---

1 From dcc.ligo.org/LIGO-P1200087-v47 (“early high”, for O1+O2) and dcc.ligo.org/LIGO-T2000012 (“Livingston”, for O3a).

2 See github.com/dgerosa/precession.
which serves as the initial condition for the precession-vectors \([2, 14]\) and isotropicity is preserved very accurately in the PN regime. We then compute \(f_{\text{det}}\), a detector-frame quantity. For current LIGO events with \(f_{\text{det}}\) formed using the redshifted mass \(m_{\text{ref}}\), we find \(\chi_{\text{eff}} = 11\) Hz for GW190521 and \(f_{\text{det}} = 20\) Hz for GW190517_0555101). Solid curves are computed at \(f_{\text{det}} = 0\) Hz. The central panels show contours at the 50% and 90% levels.

First, we propagate binaries backward in time to estimate the likelihood \(\mathcal{L}(d_{\text{det}}|\theta)\). For a given posterior sample at \(f_{\text{ref}} > 0\) Hz, we obtain the corresponding orbital separation \(r\) using Eq. (4.13) of Ref. [31] and the Newtonian angular momentum \(L = m_1 m_2 \sqrt{r/M}\) (where \(M = m_1 + m_2\)). The \(f_{\text{ref}} \rightarrow r\) conversion needs to be performed using the redshifted mass \(M(1+z)\) because \(f_{\text{ref}}\) is a detector-frame quantity. For current LIGO events with \(f_{\text{ref}} = 11, 20\) Hz, we find \(6M \leq r \lesssim 25M\), which is in the PN regime. We then compute \(J = [L + m_1^2 \chi_1 + m_2^2 \chi_2]\), which serves as the initial condition for the precession-averaged ordinary differential equation. We only propagate posterior samples, and not prior samples. Current single-event priors are isotropic in the spin directions \([2, 14]\) and isotropicity is preserved very accurately by PN integrations \([11, 32]\), such that \(\pi(\cos \theta_1, \cos \theta_2)\) is uniform both in band and at \(f_{\text{ref}} = 0\) Hz.

Second, we evolve binaries from the injected population forward in time to compute the detectability \(p_{\text{det}}(\theta)\). A binary configuration described by \(m_{1,2}, \chi_{1,2}, \text{ and } \theta_{1,2}\) at \(r = \infty\) is first integrated down to \(f_{\text{ref}} = 20\) Hz with corresponding redshift \(z\). At this location, we sample the precessional phase from its probability distribution function using the 2PN result of Refs. [11, 24] and the orbital phase uniformly in \([0, 2\pi]\). The resulting system, now well in the LIGO/Virgo band, is used to compute the SNR and thus \(p_{\text{det}}(\theta)\).

**IV. RESULTING POPULATIONS**

Our results are presented in Fig. 2 where we show, for the first time, the asymptotic population of BH spins inferred from current LIGO/Virgo data (\(f_{\text{ref}} = 0\) Hz, red). We also run a control case with an identical setup but taking the spin tilts at detection (\(f_{\text{ref}} = 11, 20\) Hz, red).
FIG. 2. Left: the one- and two-dimensional marginal distributions of the spin population parameters. The red curves show our results for population inference with spins defined at 0 Hz. The blue curves represent a control case in which spins are introduced to the selection function but the parameter estimation samples are quoted at the original reference frequency of 20 Hz (11 Hz for GW190521). The gray curves show results from the LIGO/Virgo Collaboration (LVC) [5] which neglects spins when estimating selection effects. The population parameters $\mu_\chi$ and $\sigma_\chi^2$ (\(\zeta\) and $\sigma_t$) describe the distributions of spin magnitudes (spin directions). The one-dimensional distribution for the width $\sigma_m$ of the Gaussian component in primary mass appears at the top-right. Contours indicate the 50% and 90% credible regions. Right: the posterior population distributions (means, bold lines) of the dimensionless spin magnitudes $\chi$ and spin tilts $\theta$. The shaded regions mark the symmetric 90% confidence intervals bounded by the 5% and 95% quantiles (lower and upper dashed lines, respectively).

blue). As in Ref. [5], in this case we use the single-event posterior samples at face value, inconsistently mixing reference frequencies. The third distribution presented in Fig. 2 (gray) is obtained from posterior samples publicly released by the LVC [5]. In this case, spins are neglected when evaluating selection effects.

The corner plot on the left of Fig. 2 shows that including spins in the selection function (blue, red) has a moderately significant effect on the spin population parameters. The posterior weights are increased at small $\zeta$ (where the isotropic component of the spin-tilt distribution is favored over alignment) and large $\sigma_t$ (increasing the width of the aligned component). In particular, we (LVC [5]) find medians and 90% intervals of $\zeta = 0.63^{+0.33}_{-0.32}$ ($\zeta = 0.76^{+0.22}_{-0.44}$) and $\sigma_t = 1.60^{+1.95}_{-0.92}$ ($\sigma_t = 0.87^{+1.29}_{-0.45}$). Therefore, we infer somewhat larger spin misalignments compared to Ref. [5]. This is demonstrated in the posterior population distribution $\tilde{p}_{\text{pop}}(\theta|\lambda)p(\lambda|d)d\lambda$ on the right of Fig. 2, where we find $p(\theta < 45^\circ) = 18\%$ (red and blue) compared to 24\% (gray) for Ref. [5]. Aligned binaries are easier to detect, implying that their intrinsic distribution is more heavily suppressed compared to other regions of the parameter space. This is a form of Malmquist bias equivalent to the more familiar case of the BH masses, where numerous observed events at $m \sim 30M_\odot$ imply a lower intrinsic merger rate compared to $m \sim 5M_\odot$, even if we have only observed a few low-mass events.

The impact on the parameters $\mu_\chi$ and $\sigma_\chi^2$ governing the spin magnitude ($\chi$) distribution, and hence the posterior population distribution for $\chi$, is less prominent. There is a minor suppression of BHs with low spin magnitudes (top-right panel in Fig. 2), which is driven by correlations between the hyperparameters describing spin magnitudes and orientations. This is not surprising, as the best measured spin parameters are the effective quantities $\chi_{\text{eff}}$ and $\chi_p$. The mass parameters (which are not all shown in Fig. 2 for clarity) are largely unaffected by our analysis. We report a minor shift in the Gaussian component of the primary mass distribution as determined by $\sigma_m$ in Fig. 2, which is narrower ($\sigma_m = 4.62^{+4.32}_{-3.10}$) compared to
when biases due to inconsistent parameter references are will be amplified. A future publication will investigate what they really are.

When computing $\sigma$ the systematic error one incurs when putting together catalog size and improved detector sensitivity, systematics is addressed here for the first time. Furthermore, while the assumptions made so far in the GW literature, we stress that this is an important conceptual point which was being reviewed [42, 43]. The updated population analysis of Ref. [43] includes spins in the selection effects, but does not stress its crucial importance when drawing populationanalyses will allow for a direct, systematics-free comparison between GW data and astrophysical models of compact-object formation.

Once selection effects are properly accounted for, we find that considering spins at 20 or 0 Hz has a minor impact (compare blue and red distributions in Figs. 2 and 3). The systematic error one incurs when putting together spin directions corresponding to different evolutionary stages of the binary inspiral is, at present, subdominant compared to statistical errors. While our findings validate the assumptions made so far in the GW literature, we stress that this is an important conceptual point which is addressed here for the first time. Furthermore, while statistical errors are bound to decrease with increasing catalog size and improved detector sensitivity, systematics will be amplified. A future publication will investigate when biases due to inconsistent parameter references are expected to become significant in population analyses.

V. CONCLUSIONS

We solved two conceptual issues that affected all GW population studies so far. An unbiased inference requires the BH spins to be (i) fully included when estimating selection effects and (ii) measured at past time infinity. We find that, with the same GW events and population model, the preference for spin alignment inferred in Ref. [5] is reduced. Notably, this result is the opposite to the recent findings of Refs. [35, 36], although for a very different reason. There it is claimed that the Default Spin model is inappropriate to describe the current set of events and underpredicts spin alignment. Future applications of sophisticated nonparametric population modeling (e.g. [37]) will inevitably require a consistent reference among all events.

While here we focused on BH spins, the orbital eccentricity is another key property that evolves during the binary inspiral. As GW analyses extend from quasicircular to eccentric sources, one will need to face the issue of building a population model for the eccentricity in a coherent fashion. We anticipate this could be tackled using suitable extensions to the averaging techniques proposed here (cf. Ref. [38]).

The spin directions at past time infinity are equal, to an excellent approximation [28], to those at BH formation [39–41]. As GW astronomy enters its large-statistics regime, traveling backward and forward in time when performing population analyses will allow for a direct, systematics-free comparison between GW data and astrophysical models of compact-object formation.
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Note added.—Data from the second half of the third LIGO/Virgo observing run were released while this paper was being reviewed [42, 43]. The updated population analysis of Ref. [43] includes spins in the selection effects, but does not stress its crucial importance when drawing the posterior population distributions of the spin tilts. The issue of back-propagating spins is being recognized by the wider community and was adopted in the single-event analysis of Ref. [42]. However, when putting events together at the population level, Ref. [43] still uses spin

Figure 3 show our Bayesian measurement of $\sigma(\lambda)$, i.e. the distribution of Eq. (2) across samples of Eq. (1), which sets the fraction of events from the inferred population that are observable. Including spins in the detectability returns a lower fraction $\sigma(\lambda) = 0.44_{-0.13}^{+0.18}\%$ compared to $\sigma(\lambda) = 0.57_{-0.19}^{+0.25}\%$ as obtained from the samples of Ref. [5]. In other words, by neglecting spins in the inference, one is tempted to think that the intrinsic and observed population are more similar to each other than what they really are.
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