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Abstract: We provide a unified framework of Mahler measure, dessins d’enfants, and gauge theory. With certain physically motivated Newton polynomials from reflexive polygons, the Mahler measure and the dessin are in one-to-one correspondence. From the Mahler measure, one can construct a Hauptmodul for a congruence subgroup of the modular group, which contains the subgroup associated to the dessin. In brane tilings and quiver gauge theories, the modular Mahler flow gives a natural resolution of the inequivalence amongst the three different complex structures $\tau_{R,G,B}$. We also study how, in F-theory, 7-branes and their monodromies arise in the context of dessins. Moreover, we give a dictionary on how Mahler measure generates Gromov-Witten invariants.
1 Introduction and Summary

Mahler measure has been an important concept in number theory and geometry over the last several decades [1–6]. While its definition is straight-forward and requires nothing beyond complex analysis - it is the geometric mean of the log-absolute value of a Laurent
polynomial over the unit \( n \)-torus - it has profound consequences in a multitude of mathematical disciplines. Moreover, a generalization of the Mahler measure to an arbitrary torus, called the Ronkin function, has been a useful tool in the study of tropical geometry and is closely related to amoebae of the polynomial.

Perhaps more surprisingly, the Mahler measure has found applications in physics as well. For instance, its connection to volume conjecture and knot invariants [7] has appeared in the context of topological strings [8]. In dimer models, Mahler measures and Ronkin functions reveal the generating function of the perfect matchings [9]. As a result, they can be used to count BPS states/Donaldson-Thomas invariants using crystal melting and quiver quantum mechanics, which also give rise to emergent Calabi-Yau (CY)\(^1\) geometry [10].

Recently, Mahler measure has been more deeply explored in quiver gauge theories [11–15], which has been proposed as a “universal measure” for toric quivers. In particular, Mahler measure has monotonic behaviour along the so-called Mahler flow between different “limits” of the quiver gauge theory. Along the Mahler flow, it encodes a phase transition that has nice interpretations in both mathematics and physics. Furthermore, the Mahler measure has also been found to have intimate relation with \( a \)-maximization, and also enjoys salient properties under dualities [15].

In parallel, dessins d’enfants (children’s drawings) [16] have constituted a core object in algebraic geometry and number theory since Grothendieck’s Esquisse d’un Programme (sketch of a programme) [17]. Following Belyi’s theorem [18], these bipartite graphs can be nicely connected to algebraic curves. The study of dessins has then been led to the vast areas of Galois theory, modularity, and, more recently, congruence subgroups and monstrous moonshine [19–23]. Due to the relationship to polynomial equations defining Riemann surfaces, dessins appear in the study of Seiberg-Witten theory, as points in the Coulomb branch [24]. They have then applied to various aspects in physics, including both \( \mathcal{N} = 1 \) and \( \mathcal{N} = 2 \) quivers, conformal blocks etc [25–28].

Now, it was demonstrated in [4] that the Mahler measure has certain expansion whose building blocks behave as modular forms. Therefore, it would be natural to expect some deep connection between Mahler measure and dessins due to the emergence of modularity. In particular, so-called reflexive polygons provide a nice playground since their Newton polynomials define elliptic curves.

**Main Results:** In this paper, we shall focus on modular Mahler measures for reflexive polygons. The family of elliptic curves defined by the Newton polynomials with parameter \( k \) furnishes the Klein’s \( j \)-invariant as a meromorphic function \( j(k) : \mathbb{P}^1 \to \mathbb{P}^1 \). Of particular interest here would be the so-called tempered families that put certain restrictions on the coefficients of the Newton polynomials. We find that a subset of these families, which we call *maximally tempered*, give a one-to-one correspondence between Mahler measures and dessins.

\(^1\)Strictly speaking, this should be called Gorenstein as it is singular (and non-compact). Nevertheless, we shall abuse nomenclature, and call them CY, as in most of the literature.
A priori, there does not seem to be anything special for the maximally tempered coefficients except that they are non-zero binomial numbers along each edge of a reflexive polygon. However, it has a salient interpretation in physics. When constructing quiver theories from brane tilings, each lattice point in the Newton polygon is associated with some perfect matchings/gauged linear sigma model fields [29–31]. The maximally tempered coefficients are exactly the numbers of perfect matchings for the lattice points.

We find that the dessins obtained in such way are invariant under specular duality (Proposition 3.3). On the other hand, how Mahler measures behave under specular duality has been studied in [15]. Here, with the special maximally tempered coefficients, we find that Mahler measures are invariant for specular duals (Proposition 3.5 and Corollary 3.5.1). Thus, the one-to-one correspondence between Mahler measures and dessins are automatic (Remark 9). As is known, specular duality preserves the master space of the gauge theory. However, different toric phases are often not related by such a duality\(^2\). Therefore, the Mahler measure and the dessin should encode some information of the master space.

Calculations of the modular Mahler measure show that certain modular quantities are related to some congruence subgroups via their Hauptmoduln. In fact, they contain the congruence subgroups associated to the dessin (Conjecture 3.6 and 3.7). Besides, as the Mahler measure is derived from several modular forms (with singularities), one can naturally apply the results in [32] and study the Mahler measure in terms of \(j\)-invariants (Proposition 3.10, Equations (3.17) and (3.18)).

For quiver gauge theories, there has been a long-standing puzzle about the relationship between (i) \(\tau_\mathcal{R}\), the complex structure of the torus in the isoradial \(a\)-maximized brane tiling, (ii) \(\tau_\mathcal{B}\), the complex structure from the dessin, and (iii) \(\tau_\mathcal{G}\), the complex structure from the torus fibration in the mirror [26, 33, 34]. Using the modular Mahler measure, we show that \(\tau_{\mathcal{R},\mathcal{G},\mathcal{B}}\) are different points along the Mahler flow (Proposition 3.11 and Conjecture 3.12).

Modularity also has various important applications in many other topics such as (rational) conformal field theories, black holes etc. Here, we show that the dessins give the positions of 7-branes in F-theory compactifications (Proposition 4.1), and the monodromies of the 7-branes are related to the monodromy (cartographic) groups of the dessins.

Another interesting topic is the BPS states of non-critical strings in F-theory. In particular, the Gromov-Witten (GW) invariants from zero-size instantons have been computed in [35, 36]. It was later observed in [37] (also remarked in [38]) that modular expansions in Mahler measure recover the GW invariants from the instanton expansions of Yukawa coupling (with certain 4-cycle vanishing in the embedding CY geometry). Here, we give a dictionary between the quantities on the Mahler and GW sides (Table 4.1). This explains and generalizes the observation in [37].

**Organization:** The paper is organized as follows. In §2, we briefly review all the required background in mathematics and physics. Then in §3, we discuss the modular Mahler measure and its relation to dessins. In §4, we venture to F-theory and conclude with an outlook. We draw a road-map in Figure 1.1 in order to guide the reader.

\(^2\)Yet, they have the same Mahler measure and dessin as the Newton polynomial does not change.
2 Dramatis Personae

In this section, we give a brief review on the main topics of this study, namely the Mahler measure, reflexive polygons, elliptic curves, dessins etc.

2.1 Mahler Measure

As introduced in [1], the (logarithmic) Mahler measure is

$$\mathfrak{m}(P) = \int_0^1 \cdots \int_0^1 \log |P(\exp(2\pi i \theta_1), \ldots, \exp(2\pi i \theta_n))| d\theta_1 \cdots d\theta_n$$

$$= \frac{1}{(2\pi i)^n} \int_{|z_1|=1} \cdots \int_{|z_n|=1} \log |P(z_1, \ldots, z_n)| \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n}$$

(2.1)

for a non-zero Laurent polynomial $P(z) = P(z_1, \ldots, z_n) \in \mathbb{C}[z_1, \ldots, z_n^\pm 1]$. Properties of Mahler measure have been extensively studied. For instance, it is invariant under $z \rightarrow \pm z^M$ for any non-zero matrix $(M_{ij})_{n \times n} \in \text{GL}(n, \mathbb{Z})$, where $z^M = \left( \prod_{i=1}^n z_i^{M_{1i}}, \ldots, \prod_{i=1}^n z_i^{M_{ni}} \right)$.

In this paper, we will focus on two-variable Laurent polynomials, viz, $z = (z, w)$. Moreover, the Laurent polynomials are always of the form

$$P(z, w) = k - p(z, w)$$

(2.2)

---

3In much of the literature, the Mahler measure is defined to be $\exp(\mathfrak{m}(P))$, but we will exclusively work with this logarithmic version (2.1).
where \( p(z, w) \) does not have a constant term. We further require that \( |k| > \max_{|z|=|w|=1} |p(z, w)| \).

Therefore, (2.1) becomes

\[
\mathfrak{m}(P) = \Re \left( \frac{1}{(2\pi i)^2} \int_{|z|=|w|=1} \log(k - p(z, w)) \frac{dz \, dw}{z \, w} \right). \tag{2.3}
\]

For convenience, let us define

\[
m(P) := \frac{1}{(2\pi i)^2} \int_{|z|=|w|=1} \log(P(z, w)) \frac{dz \, dw}{z \, w}, \tag{2.4}
\]

such that \( \mathfrak{m}(P) = \Re(m(P)) \).

Then, we may use the formula series expansion of \( \log(k - p(z, w)) \) in \( p \), which converges uniformly on the support of the integration path, arriving at

\[
m(P) = \log k - \int_0^{k^{-1}} (u_0(t) - 1) \frac{dt}{t}, \tag{2.5}
\]

where

\[
u_0(k) = \frac{1}{(2\pi i)^2} \int_{|z|=|w|=1} \frac{1}{1 - k^{-1}p(z, w)} \frac{dz \, dw}{z \, w}. \tag{2.6}
\]

Since we will be mainly dealing with \( m(P) \), we shall henceforth call \( m(P) \) the Mahler measure as well for brevity.

It is not hard to see that

\[
\frac{dm(P)}{d \log k} = k \frac{dm(P)}{dk} = u_0(k). \tag{2.7}
\]

Physically, this is called the Mahler flow equation [15]. It reveals the monotonic behaviour of the Mahler measure:

**Proposition 2.1.** The Mahler measure \( \mathfrak{m}(P) \) strictly increases when \(|k| \) increases from \( \max_{|z|=|w|=1} |p(z, w)| \) to \( \infty \).

In terms of \( \lambda = k^{-1} \), the Mahler flow equation reads

\[
\frac{dm}{d \log \lambda} = \frac{\lambda \, dm}{d \lambda} = -u_0(\lambda). \tag{2.8}
\]

**Example 1.** Let us consider \( P = k - z - z^{-1} - w - w^{-1} \). The quantities \( m \) and \( u_0 \) are given as

\[
m(P) = -\log(\lambda) - 2\lambda^2 F_3 \left( 1, 1; \frac{3}{2}, \frac{3}{2}; 2, 2, 2; 16\lambda^2 \right), \quad u_0(\lambda) = 2 F_1 \left( \frac{1}{2}; \frac{1}{2}; 1; 16\lambda^2 \right). \tag{2.9}
\]

\footnote{In general, if we have real \( k \) satisfying \( k > \max_{|z|=|w|=1} |p(z, w)| \), then \( \mathfrak{m}(P) = m(P) \).}

\footnote{It is also conjectured that this could be extended to \(|k| = 0 \) although we are not considering this extended region here. In such case, we shall take the Mahler flow equation as the definition for \( u_0 \).}
For detailed steps, the readers are referred to, for example, the appendix in [15]. We plot the Mahler flow as

\[ m(P) \]

\[ u_0(k) \]

In particular, we see that \( u_0 \) diverges when \( k \) approaches to 4. This in fact indicates a certain phase transition [15].

### 2.2 Reflexive Polygons

The next concept we will introduce is that of lattice polygons. Given a Laurent polynomial \( P = \sum c_{m,n} z^m w^n \), we can associate a point \((m,n)\) on the lattice \( \mathbb{Z}^2 \) to each monomial \( z^m w^n \). In particular, we are interested in the convex hull of the set of these lattice points, which gives a (convex) lattice polygon called the Newton polygon of \( P \). In general, for an \( n \)-dimensional lattice polytope \( \mathfrak{P} \), it is said to be reflexive if its dual polytope

\[ \mathfrak{P}^o := \{ v \in \mathbb{Z}^n | u \cdot v \geq -1, \forall u \in \mathfrak{P} \} \]

is also a lattice polytope (in \( \mathbb{Z}^n \)). In two dimensions, a polygon is reflexive if and only if it has exactly one interior point. It is well-known that altogether there are 16 inequivalent reflexive polygons up to \( \text{SL}(2, \mathbb{Z}) \) transformations. These are listed in Figure 2.1.

**Example 2.** As the running example, we take \( P = k - z - z^{-1} - w - w^{-1} \), which gives lattice points \((0,0), (\pm 1,0)\) and \((0, \pm 1)\). Hence, it corresponds to a reflexive polygon with a single interior lattice point at \((0,0)\). This is called \( \mathbb{F}_0 \) (No.15) in Figure 2.1.

For each lattice polygon, we can always construct an associated toric variety [39] which is a complex surface. For the reflexive ones, the variety will be Fano. Furthermore, one can construct a cone by viewing the points as \((m,n,1)\) in three dimensions and using \((0,0,0)\) as the apex. As a result, this defines a toric CY singularity of (complex) dimension 3 [39, 40]. Hence, the Newton polygon is also known as the toric diagram. As the endpoints \((m,n,1)\) of the cone are co-hyperplanar, the non-compact singularity is CY.

As shown in [41], the Laurent/Newton polynomial \( P(z, w) \) specifies the mirror geometry of the CY singularity by \( P(z, w) = W = uv \) with \( u,v \in \mathbb{C} \). Hence, it can be viewed as a double fibration over the \( W \)-plane. In particular, \( P = 0 \) is known as the spectral curve. See [31] for more details.
Figure 2.1: The 16 inequivalent reflexive polygons (up to $\text{SL}(2, \mathbb{Z})$). Figure taken from [42] (with slight modifications). The reflexive polygons are arranged such that the dual pairs are mirror symmetric with respect to the middle line (fourth row), and the four polygons in the middle line are therefore self-dual. In each row, the polygons have the same number of boundary points/(normalized) area. In each column, the polygons have the same number of vertices.
2.2.1 Tempered Polynomials

Given a Newton polygon, it is easy to construct the Newton polynomial, in reverse to what was discussed in the beginning of §2.2. Nevertheless, we still have the freedom to choose the complex coefficients in $P(z, w)$. In number theory and related study of Mahler measure, the so-called tempered families are of particular interest [4, 5].

Given a Newton polygon $\mathcal{P}$, we obtain the Newton polynomial $P(z, w) = \sum c_{(m,n)}z^mw^n$ with coefficients $c_{(m,n)}$ for each of the lattice points. Now, consider a bounding edge $F$ of the polygon $\mathcal{P}$. There might also be lattice points on it (the yellow points in Figure 2.1), in addition to the 2 endpoints (the black points in Figure 2.1) which are vertices of $\mathcal{P}$. Suppose there are $N$ lattice points on $F$, indexed from 0 to $N - 1$, and we call the associated coefficients $c_{(m,n)}$ as $c_{F,l}$. Then, we can create an auxiliary polynomial $P_F(t) \in \mathbb{C}[t]$ as

$$P_F(t) = \sum_{l=0}^{N-1} c_{F,l}t^l,$$

for each edge $F$.

Notice that this automatically requires that the boundary point $c_{F_1,N-1}$ to coincide with $c_{F_2,0}$ for any two adjacent edges $F_1$ and $F_2$. A Laurent polynomial is then said to be tempered if the set of roots of $\prod_{F \in \mathcal{P}} P_F(t)$ consists of roots of unity only. In other words, each $P_F$ in $\mathcal{P}$ would only have roots on the unit circle.

Notice that being tempered only gives restrictions to coefficients for the boundary points. For the reflexive polygons considered in this paper, we always take the single interior point as the origin, corresponding to the constant term $k$ in the Newton polynomial as discussed before: $P(z, w) = k - p(z, w)$.

**Example 3.** For $\mathbb{F}_0$, $P = k - z - z^{-1} - w - w^{-1}$ is tempered. For instance, the lattice points $(1, 0)$ and $(0, -1)$ corresponds to the monomials $-z$ and $-w^{-1}$ in $P$. The edge linking them is associated to the polynomial $-1 - t$ which only has one root $t = -1$. In fact, every one of the 4 edges has the same polynomial $P_F = -1 - t$. Thus, $P$ is tempered.

| $t^0$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
|-------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $t^1$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 2 |
| $t^2$ | -2 | -2 | -1 | 0 | 0 | 1 | 2 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 4 |
| $t^3$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | -2 | 0 |
| $t^4$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | -1 | 0 | 0 | 1 | 0 | 1 |

*Table 2.1:* Each column gives a set of coefficients for $P_F(t)$ such that the solutions to $P_F(t) = 0$ only have roots of unity.

For reflexive polygons, all the possible $P_F$’s that make $P$ tempered have been classified in [4]. We reproduce it here in Table 2.1; there are 25 possibilities. For convenience, given a tempered Newton polynomial, if it only has non-zero coefficients for vertices, we shall call such choice minimally tempered coefficients. If all the boundary points have non-zero coefficients and the coefficients for every edge are binomial, that is, $P_F = (t + 1)^N$ for all $F \in \mathcal{P}$, then we shall call such choice maximally tempered coefficients. When a polygon has no boundary lattice points other than vertices (i.e., each edge has exactly the 2 endpoints
which are lattice points), the minimally and maximally tempered coefficients coincide and this is the only set of tempered coefficients.

**Example 4.** As we have seen, \( \mathcal{F}_0 \) has only one possible set of tempered coefficients. On the other hand, for \( \mathbb{C}^3/(\mathbb{Z}_4 \times \mathbb{Z}_2) \) \((1, 0, 3)(0, 1, 1)\) (No. 2 in Figure 2.1), there are \( 2 \times 2 \times 4 = 16 \) tempered choices. When all the three faces have \( P_{F_1}(t) = -t - 1 \), \( P(z, w) \) is minimally tempered. If \( P_{F_2} = -t^2 - 2t - 1 = -(t + 1)^2 \) and \( P_{F_3} = -t^4 - 4t^3 - 6t^2 - 4t - 1 = -(t + 1)^6 \), then \( P(z, w) \) is maximally tempered. Notice that the minus sign is just a convention here as it would not change the spectral curve \( P = 0 \). All the maximally and minimally tempered Newton polynomials are listed in Appendix A.

**Remark 1.** Returning to the Mahler measure, we checked the Mahler flow for the 16 reflexive polygons from \( k = 0 \) to tropical \( k \) numerically. The Mahler measures are all strictly increasing when \( k \) increases, which supports the Mahler flow conjecture in [15].

### 2.2.2 Elliptic Curves

Since the reflexive polygons give elliptic curves, we here review some of the requisites from the geometry and number theory of elliptic curves. In general, any elliptic curve \( E \) can be transformed into Weierstrass normal form

\[
y^2 = x^3 + fx + g. \tag{2.13}
\]

The curve is non-singular if and only if \( \Delta \neq 0 \), where

\[
\Delta = -16(4f^3 + 27g^2) \tag{2.14}
\]

is known as the discriminant. Then the \( j \)-invariant is given by

\[
j = \frac{4 \times (24f)^3}{\Delta}. \tag{2.15}
\]

This is a crucial concept since isomorphic (isogenous) elliptic curves have the same \( j \)-invariant. Notice that however \( j \)-invariant is only able to distinguish elliptic curves over algebraically closed fields.

Topologically, an elliptic curve \( E \) is the torus \( \mathbb{T}^2 \). Hence, it is endowed with a complex structure specified by the two periods which are integrals along the two cycles \( A \) and \( B \) of the torus: \( \int_{A, B} \frac{dx}{y} \). This complex structure should coincide with the \( \tau \) computed from \( u_{0,1} \) in (2.19) up to \( \text{SL}(2, \mathbb{Z}) \). As a function of \( \tau \), \( j(\tau) : E \to \mathbb{P}^1 \) is a modular function, i.e., invariant under \( \text{SL}(2, \mathbb{Z}) \) transformations. It is in fact the only modular function in that any meromorphic function which is \( \text{SL}(2, \mathbb{Z}) \)-invariant is a rational function in \( j(\tau) \).

Now, because our Newton polynomial (2.2) always has a parameter \( k \), any reflexive polygon defines for us a family of elliptic curves. Geometrically, when \( k \in \mathbb{C} \cup \infty \), this defines an elliptic fibration over \( \mathbb{P}^1 \), giving us a complex surface which is called a modular elliptic surface [19, 43]. In this case, all the crucial quantities, such as \( \Delta \) and \( j \), depend on \( k \). In particular, \( j(k) \) can be seen as a map from \( \mathbb{P}^1 \) with coordinate \( k \) to \( \mathbb{P}^1 \). We will make use of this map shortly.
2.3 Modular Mahler Measure

In general, the spectral curve \( P(z, w) = 0 \) defines a Riemann surface as an algebraic curve \( \Sigma \). Since each reflexive polygon has a single interior point, \( \Sigma \) is genus one. For all but finitely many \( k \)'s, the curve would be a smooth elliptic curve. For convenience, let us define \( \lambda := k^{-1} \), then we have (where we explicitly write out the dependence of the elliptic curve on the parameter \( \lambda \))

\[
\Sigma_\lambda : 1 - \lambda \ p(z, w) = 0. \tag{2.16}
\]

As pointed out in [4], \( u_0 \) is a period of a holomorphic 1-form on \( \Sigma_\lambda \). Hence, it satisfies the Picard-Fuchs equation

\[
A(\lambda) \frac{d^2 u_0}{d\lambda^2} + B(\lambda) \frac{du_0}{d\lambda} + C(\lambda) u_0 = 0, \tag{2.17}
\]

where \( A(\lambda), B(\lambda), C(\lambda) \) are polynomials in \( \lambda \). As we will see (in §3.3), this is actually a consequence of Theorem 3.8 [32]. We may then use the Picard-Fuchs equation to find the dual period \( u_1 \) of the form

\[
u_1(\lambda) = u_0(\lambda) \log(\lambda) + v(\lambda), \tag{2.18}\]

where \( v \) is a holomorphic function with \( v(0) = 0 \). This defines

\[
\tau = \frac{1}{2\pi i} \frac{u_1}{u_0}, \quad q = e^{2\pi i \tau} = \lambda + \ldots. \tag{2.19}\]

As usual, \( \tau \) gives the complex structure of the elliptic curve \( P = 0 \) as a torus. The monodromy around \( \lambda = 0 \) (i.e., at \( k \) infinity) acts as \( \tau \to \tau + 1 \). This fixes \( q \) and we may locally invert it to get

\[
\lambda(\tau) = q + \ldots, \quad u_0(\tau) = 1 + \ldots. \tag{2.20}\]

Using the nome \( q \), we can also express the Mahler flow equation (2.8) as

\[
q \frac{dm}{dq} = \frac{dm}{d\lambda} \frac{d\lambda}{dq} = \frac{u_0 q d\lambda}{\lambda dq} =: e(\tau). \tag{2.21}\]

In fact, \( \lambda, u_0, e \) are modular forms (with singularities) of weights 0, 1, 3 respectively under the monodromy of Picard-Fuchs equation, namely a congruence subgroup of \( \text{SL}(2, \mathbb{Z}) \) acting on \( \tau \) [4]. We may therefore call (2.21) the **modular Mahler flow equation**.

Write the Fourier series of \( e(\tau) \) as \( e(\tau) = 1 + \sum_{n=1}^\infty e_n q^n \). Then from (2.21), we have

**Theorem 2.2** (Rodriguez-Villegas [4]). *Locally around \( \tau = i\infty \) (i.e., \( \lambda = 0 \)), we have*

\[
m(P) = -2\pi i \tau - \sum_{n=1}^\infty \frac{e_n}{n} q^n. \tag{2.22}\]

Because of the modularity of \( e(\tau) \), the Mahler measure for elliptic curves is referred to as *modular Mahler measure* though \( m(P) \) itself is not modular.
Example 5. For \( P(z, w) = \lambda^{-1} - z - z^{-1} - w - w^{-1} \), \( m(P) \) and \( u_0 \) are given in (2.9). Since \( u_0 \) is hypergeometric, it is easy to see that the Picard-Fuchs equation is

\[
\mu(16\mu - 1) \frac{d^2 u}{d\mu^2} + (32\mu - 1) \frac{du}{d\mu} + 4u = 0,
\]

where we have used \( \mu := \lambda^2 \) for convenience. This leads to [4]

\[
u_1 = u_0 \log(\mu) + 8\mu + 84\mu^2 + \frac{2960}{3} \mu^3 + \ldots,
\]

(2.24)

and

\[
u_0 = 1 + 4 \sum_{\substack{n=1 \mod 2}} \sum_{d|n} \chi_4(d) q^n,
\]

(2.25)

where \( \chi_4 \) is the Dirichlet character/Kronecker symbol satisfying \( \chi_4(n) = 1, 0 \) when \( n \equiv 0, 1 \mod 2 \). Then, we have

\[
m(P) = \frac{16 \text{Im} \tau}{\pi^2} \sum_{n_1, n_2 \in \mathbb{Z}} \left( \frac{\chi_4(n)}{(n_1 + 4n_2 \tau)^2(n_1 + 4n_2 \bar{\tau})} \right),
\]

(2.26)

which under modular transformations, we have

\[
\tau \to -\frac{1}{\tau} : \quad m = \frac{16 \text{Im} \tau}{\pi^2} \sum_{n_1, n_2 \in \mathbb{Z}} \left( \frac{\chi_4(n_1)\tau}{(4n_2 - n_1 \tau)^2(4n_2 - n_1 \bar{\tau})} \right),
\]

(2.27)

\[
\tau \to \tau + 1 : \quad m = \frac{16 \text{Im} \tau}{\pi^2} \sum_{n_1, n_2 \in \mathbb{Z}} \left( \frac{\chi_4(n_1)}{(n_1 + 4n_2 \tau)^2(n_1 + 4n_2 \bar{\tau})} \right).
\]

Hence, \( m \) is invariant under monodromy \((\tau \to \tau + 1)\) at \( k \to \infty \) while we have \( m \to 0 \) as \( \tau \to 0 \). We expect this to be true in general for reflexive polygons.

2.4 Esquisse de Dessins, or Sketches of Children’s Drawings

The discussions on elliptic curves above are intimately related to the profound theorem by Belyi [18]:

**Theorem 2.3.** Let \( \mathcal{X} \) be a compact, connected Riemann surface. Then \( \mathcal{X} \) is a non-singular, irreducible projective variety of complex dimension 1 and can be defined by polynomial equations. The defining polynomial has algebraic coefficients if and only if there exists a rational map \( \beta : \mathcal{X} \to \mathbb{P}^1 \) which is ramified at exactly three points, that is, has three critical values.

We will be primarily concerned with the case of \( \mathcal{X} = \mathbb{P}^1 \), so that the Belyi map is a rational function \( p(x)/q(x) : \mathbb{P}^1 \to \mathbb{P}^1 \). Now, on the target \( \mathbb{P}^1 \), any three points can be taken to be 0, 1 and \( \infty \) (that is, [0 : 1], [1 : 1] and [1 : 0] in homogeneous coordinates).
by linear-fractional Möbius transformations, so that the three ramified points can be thus
chosen. Following Grothendieck \[17\], a bipartite graph called **dessin d’enfant** (or child’s
drawing) can be associated to $\beta$ by

$$
B = \beta^{-1}(0) = \{x \in \mathbb{P}^1 \mid p(x) = 0\}, \quad W = \beta^{-1}(1) = \{x \in \mathbb{P}^1 \mid p(x) = q(x)\},
$$

$$
E = \beta^{-1}([0,1]) = \{x \in \mathbb{P}^1 \mid p(x) = tq(x), \text{ for some } t \in [0,1]\},
$$

$$
F = \beta^{-1}(\infty) = \{x \in \mathbb{P}^1 \mid q(x) = 0\},
$$

where $B$, $W$, $E$ and $F$ denote the black, white vertices, edges and faces respectively. As $\beta$
is $\mathbb{P}^1 \to \mathbb{P}^1$, the graph is embedded on a sphere. Moreover,

**Proposition 2.4.** Let $\beta : \mathbb{P}^1 \to \mathbb{P}^1$ be a Belyi map. Then the associated bipartite graph
$(V = B \sqcup W, E, F)$ is loopless, connected and planar. It has $|V| = |\beta^{-1}([0,1])|$ vertices,
$|E| = \deg(\beta)$ edges and $|F| = |\beta^{-1}(\infty)|$ faces, satisfying $|V| - |E| + |F| = 2$.

As we will plot the dessin on a plane via stereographic projection, all the bounded
faces on the plane are called internal faces while the face containing $k \to \infty$ is known as
the external face. As $\beta$ is a multi-covering of the target $\mathbb{P}^1$, we can consider the mon-
odromy around each vertex in the dessin. Essentially, each monodromy acting on a vertex
permutes the edges connected to that vertex. We shall denote the set of such permutations
around black (white) vertices as $\sigma_0$ ($\sigma_1$). Then $\sigma_0$ and $\sigma_1$ generate a free group known as
the monodromy/cartographic group $G$ of the dessin. In particular, the monodromies $\sigma_\infty$
around faces can be obtained by $\sigma_\infty \circ \sigma_1 \circ \sigma_0 = 1$. As the dessin has $|E|$ edges, $G$ is a
subgroup of the symmetric group $S_N$ where $N = |E|!$.

In our context, recall that all our elliptic curves $E$ are parametrized by $k$ so that the
Klein invariant $j(k)$ is a function of the parameter $k$ and is thus a map from $\mathbb{P}^1$ (instead of $E$) to $\mathbb{P}^1$. We will show in §3.1 that $j(k)$ is actually Belyi for maximally tempered coefficients in the Newton polynomials:

$$
\beta = \frac{j}{1728}.
$$

**Congruence subgroups and coset graphs** A coset graph is a graph associated with a

**group** $K$ generated by elements $\{x_i\}$ and a subgroup $H$. Then each vertex (drawn in black
so as to reconstruct the dessin) in the coset graph represents a right coset $Hg$ for $g \in K$.
An edge is of form $(Hg, Hgx_i)$ which connects the coset $Hg$ and $H(gx_i)$.

As we will see shortly, the dessins associated to reflexive polygons (with maximally
tempered coefficients) are **clean**, namely that the white vertices all have valency 2. There-
fore, the dessins can be viewed as coset graphs by removing the white vertices. Conversely,
we can insert a white vertex on each edge to get the dessin from the coset graph.

In particular, the dessins we will consider in §3 are associated with the modular group
$(\mathbb{P})\text{SL}(2,\mathbb{Z})$ and the congruence subgroups. Hence, the generators can be taken as the
usual $S$ and $T$, viz,

$$
S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{s.t. } \text{PSL}(2,\mathbb{Z}) = \langle S, T | S^2 = (ST)^3 = 1 \rangle.
$$
The congruence groups of level $n$ are defined as

$$
\Gamma(n) := \left\{ M \in \text{(P)SL}(2, \mathbb{Z}) \middle| M \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \pmod{n} \right\},
$$

$$
\Gamma_1(n) := \left\{ M \in \text{(P)SL}(2, \mathbb{Z}) \middle| M \equiv \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \pmod{n} \right\},
$$

$$
\Gamma_0(n) := \left\{ M \in \text{(P)SL}(2, \mathbb{Z}) \middle| M \equiv \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \pmod{n} \right\}.
$$

In particular, we have $\Gamma(n) \leq \Gamma_1(n) \leq \Gamma_0(n)$ and $\Gamma_0(n_2) \leq \Gamma_0(n_1)$ if $n_1 | n_2$. The fact that every congruence subgroup of (P)SL(2, $\mathbb{Z}$) has a coset graph (called Schreier-Cayley graph) which is a clean trivalent dessin was discussed in [19, 22, 44].

Given a congruence subgroup $\Gamma$, the quotient space $\mathfrak{h}/\Gamma$ (where $\mathfrak{h}$ is the upper half plane) can be compactified by adding a few isolated points (aka cusps of $\Gamma$). Such compactified curve $X(\Gamma)$ is called the modular curve. The genus of $\Gamma$ is then defined to be the genus of $X(\Gamma)$. When $X(\Gamma)$ is of genus 0, the field of meromorphic functions on $X(\Gamma)$ is generated by a single element known as a Hauptmodul of $\Gamma$.

2.5 Dimers and Quivers

Having introduced the requisite mathematical concepts, let us now proceed to some physics. With so-called forward and inverse algorithms, one can construct a Newton polygon, which encodes a toric CY 3-fold, from a brane tiling, which encodes a quiver gauge theory in (3+1)-dimensions with $\mathcal{N} = 1$ supersymmetry, and vice versa. From a tiling, we may then get a toric quiver as its dual graph which encodes certain supersymmetric gauge theories. Here, we will not explain the details and the readers are referred to [29–31, 45, 46]. Instead, we will only introduce the necessary concepts for this paper.

A perfect matching of a bipartite graph is a collection of edges such that each vertex is incident to exactly one edge. The bipartite nature then means that each edge connects one white with one black node. The dimer model is then the study of (random) perfect matchings [9, 47]. Physically, the dimer models are also called brane tilings as they have a nice interpretation in terms of brane systems. In particular, the dimers discussed here are all $\mathbb{Z}_2$-periodic and embedded in $T^2$.

Given a perfect matching $M$, there is a unit flow $\omega$ along each edge in $M$ from a white to a black node. Consider a reference perfect matching $M_0$ with flow $\omega_0$ and a path from face $f_0$ to $f_1$ in the graph. Then for any $M$ with flow $\omega$, the total flux of $\omega - \omega_0$ across the path defines a path-independent height function of $M$. The difference of height functions of any two perfect matchings is independent of the choice of $M_0$. The height change is then $(h_x, h_y)$ if the horizontal and vertical height changes of $M$ (for one period) are $h_x$ and $h_y$ respectively.

Moreover, we can assign some (real) energy function to each edge $e$. Then given a perfect matching $M$, its energy is $\mathcal{E}(M) := \sum_{e \in M} \mathcal{E}(e)$. For any edge $e$ in the graph, its edge weight is defined to be $e^{-\mathcal{E}(e)}$. 


With all these quantities, we can then obtain the associated Newton polynomial as
\[
P(z, w) = \sum_M e^{-\mathcal{E}(M)} z^{h_x} w^{h_y} (-1)^{h_x h_y + h_x + h_y}.
\] (2.32)

Moreover, from this expression, we can see that each perfect matching \( M \) is associated to a lattice point \((h_x, h_y)\) in the Newton polygon. Hence, we shall call a perfect matching external (internal) if it corresponds to an external (internal) point in the toric diagram. Physically, the perfect matchings are in one-to-one correspondence with gauged linear sigma model fields. The perfect matchings associated to each point are explicitly labelled in Figure 2.1 for reflexive polygons. Since the polygon/tiling correspondence is one-to-many, the different numbers assigned to the interior point of a polygon are from different tilings/toric phases. Notice that each vertex corresponds to exactly one perfect matching.

**Canonical edge weights** There is a special choice of edge weights which comes from the R-charges of the fields in the quiver theory. Since the quiver is the dual diagram, each arrow\(^6\) corresponds to an edge in the tiling. As each arrow is physically a multiplet, we can relate its R-charge \( R \) to the corresponding edge in the tiling as follows. As an edge always belongs to two faces, we can connect the centre points of the faces and the two endpoints of the edge to form a rhombus. Then the rhombus angle \( \theta \) satisfies \( 2\theta = \pi R \), where \( 2\theta \) is the angle of the rhombus at the vertex that has in common with the edge.

In particular, the edge would then have length \( 2\cos(\theta) \). This is often the situation for isoradial dimers whose faces can all be inscribed in a circle of the same radius. Nevertheless, as discussed in [15], this R-charge/rhombus angle setting could also be extended to non-isoradial dimers if one thinks of zero or negative edge lengths. Then the canonical weight of an edge is \( 2\sin(\pi R/2) \). With such canonical weights, one can find many interesting features of quiver gauge theories regarding the Newton polynomials and Mahler measures. See [15] for more details.

**Example 6.** Let us consider the tiling in Figure 2.2(a). The canonical weight for an edge is always \( \sqrt{2} \). Using (2.32), one can find that the curve is given by
\[
-2z - 2z^{-1} - 2w - 2w^{-1} + (2 + 2 + 2 + 2) = 0,
\] (2.33)

\(^6\)We can choose the direction of an arrow such that the white (or black) node is on its left as long as the convention is consistent.
or, equivalently,
\[-z - z^{-1} - w - w^{-1} + 4 = 0.\]  \hspace{1cm} (2.34)

We see that the corresponding Newton polygon is our running reflexive example, shown in 2.2(b). The quiver in Figure 2.2(c) is the dual graph of the dimer. This is the well-known phase I (corresponding to No.15 (a) in Figure 2.1) of the D-brane worldvolume quiver gauge theory for the CY 3-fold which is the cone over the Fano toric surface $\mathbb{F}_0 = \mathbb{P}^1 \times \mathbb{P}^1$. In this example, we find that Newton polynomial obtained from canonical weights coincide with the one with (maximally) tempered coefficients (at $k = 4$).

In general, coefficients from canonical weights are not necessarily the same as maximally tempered coefficients.

**Specular duality** As studied in [48], the quiver gauge theories enjoy specular duality under which the master spaces are preserved. In short, the master space $\mathcal{F}^\circ$ [49, 50] is the space of solutions to the F-term relations (more strictly, the maximal spectrum of the coordinate ring quotiented by the ideal of F-terms). Its largest irreducible component is known as the coherent component $\text{Irr} \mathcal{F}^\circ$, which can be written as a symplectic quotient in terms of perfect matchings $M_i$:
\[
\text{Irr} \mathcal{F}^\circ = \mathbb{C}[M_i]/Q_F, \hspace{1cm} (2.35)
\]
where $Q_F$ is the F-term charge matrix [45].

**Remark 2.** It was shown in [15] that $u_0(k)$ is the generating function of the master space in terms of F-term charge matrix though the F-term relations in higher orders are just redundant. Following [15], $k \to \infty$ is known as a tropical limit when $P(z, w) = k - p(z, w)$. As a result, this is equivalent to $q \to 0$ and hence $\tau \to i\infty$. Physically, $\tau$ can be interpreted as the complexified gauge coupling in type IIB string theory, that is, $\tau = \frac{g}{2\pi} + \frac{i}{2\pi \lambda}$. Therefore, this gives the weak coupling $g_{\text{IIB}} \to 0$. For the modular forms (with singularities) introduced before, we have $\lambda \to 0$, $u_0 \to 1$ and $e \to 1$. In particular, $u_0 \to 1$ indicates a free theory in the tropical limit as the master space become trivial. This is consistent with the weakly coupled gauge theory with $\tau \to i\infty$.

Moreover, we have $m \to \infty$ for tropical $k$. On the other hand, $m$ would go to 0 in the strong coupling regime (as $\tau \to 0$).

For reflexive polygons, the specular duals are [48]
\[
1 \leftrightarrow 1, \\
2 \leftrightarrow 4d, \ 3a \leftrightarrow 4c, \ 3b \leftrightarrow 3b, \ 4a \leftrightarrow 4a, \ 4b \leftrightarrow 4b, \\
5 \leftrightarrow 6c, \ 6a \leftrightarrow 6a, \ 6b \leftrightarrow 6b, \\
7 \leftrightarrow 10d, \ 8a \leftrightarrow 10c, \ 8b \leftrightarrow 9c, \ 9a \leftrightarrow 10b, \ 9b \leftrightarrow 9b, \ 10a \leftrightarrow 10a, \\
11 \leftrightarrow 12b, \ 12a \leftrightarrow 12a, \\
13 \leftrightarrow 15b, \ 14 \leftrightarrow 14, \ 15a \leftrightarrow 15a, \\
16 \leftrightarrow 16. \hspace{1cm} (2.36)
\]
where the letters following the number label different toric phases as in Figure 2.1. As we can see, their internal and external perfect matchings get exchanged under specular duality.

**Remark 3.** The red numbers in the above list contain polygons that are called exceptional cases due to the following two reasons [15].

- With canonical weights, most of the specular duals can have the same Mahler measure (with the constant term taken to be k) up to an additive constant, that is, \( m(P_2) = m(P_1) + \kappa \). Hence, by an overall scaling of factor \( e^{-\kappa} \), we have \( k - p_1 \to k - e^{-\kappa}p_1 \) (notice that this does not change the spectral curve \( P_1 = 0 \)). Thus, \( m(P_2) = m(P_1) \). As a result, for example, polygons No.2 and No.3 have the same Mahler measure as they are connected by different toric phases of No.4 even though they are not specular duals. However, it turns out that No.5, 6, 9 and 11 do not satisfy this property.

- Moreover, with canonical weights (with constant term \( k \)), most Newton polynomials can have equal coefficients for vertices under rescaling of \( z \) and/or \( w \). However, this is not possible for No.5, 6, 9 and 11.

It is worth noting that the exceptions of the above two properties coincide (though the reason why they coincide is still unclear). It is still not known why No.5, 6, 9, 11 are exceptional. In §3.1, we will see that they are further exceptional regarding a third property.

**Example 7.** The toric phase (b) for No.15 is specular dual to the single toric phase for No.13. Indeed, No.15(b) has 4 external and 5 internal perfect matchings while No.13 has 5 external and 4 internal perfect matchings. A more detailed analysis on the two theories under specular duality can be found in [48].

### 3 Modularity and Gauge Theories

Having introduced all the background, we are now ready to discuss how modular Mahler measures connected the various different areas in mathematics and physics. From §2, the readers may have already noticed that

**Proposition 3.1.** The maximally tempered coefficients in the Newton polynomials are equal to the numbers of perfect matchings associated to the exterior lattice points of the toric diagrams.

Hence, we will mainly focus on maximally tempered coefficients in the following discussions, and we will see various properties implying potential physical relevance. As listed in [51], all the non-reflexive polygons with two interior points also have maximally tempered coefficients equal to the numbers of perfect matchings associated to the boundary points (it would also be interesting to see what happens for higher dimensional reflexive polytopes [52]). Furthermore, the consistent brane tilings for all polygons presented in [53] also have maximally tempered coefficients while the remaining inconsistent tilings do not\(^7\). Therefore, it is natural to conjecture that

\(^7\)See [54] for a general discussion on consistency of brane tilings.
Conjecture 3.2. A brane tiling is consistent if and only if the corresponding toric diagram (either reflexive or non-reflexive) has maximally tempered coefficients for its boundary points. Moreover, the maximally tempered coefficients are equal to the numbers of perfect matchings associated to the boundary points.

It is curious that maximal tempered coefficients appear in two completely different contexts, one from perfect matching in physics and another from considering Mahler measure in mathematics.

3.1 Dessins and Mahler Measure

As mentioned throughout, we will focus on the 16 reflexive polygons with maximally tempered coefficients. The Newton polynomials are listed in Table A.1. Recall that the spectral curve \( P(z, w) = 0 \) for each reflexive polygon is an elliptic curve (except for finitely many \( k \) values). We can transform the spectral curves into Weierstrass normal form

\[
y^2 = x^3 + f(k)x + g(k)\]

(3.1)

This is computationally rather involved (Nagell’s algorithm) but can luckily be done with SAGE [55].

In Table 3.1, we list the Weierstrass form of all 16 reflexive polygons with maximally tempered coefficients, where the coefficients \( f(k) \) and \( g(k) \) all assume the form

\[
f = -\frac{1}{48}k^4 + a(k), \quad g = \frac{1}{864}k^6 + b(k). \quad (3.1)
\]
We also list the values of $k$ when the spectral curve becomes singular for each case. Here, $\kappa_{1,2,3}$ are the three roots to $k^3 + k^2 - 18k - 43 = 0$ ($\kappa_1 \approx 4.73$, $\kappa_{2,3} \approx -2.86 \pm 0.94i$) while $\kappa_{5,6,7,8}$ are the four roots to $k^4 + k^3 - 8k^2 - 36 - 11 = 0$ ($\kappa_5 \approx -0.33$, $\kappa_6 \approx 3.80$, $\kappa_{7,8} \approx -2.23 \pm 1.94i$).

We find that specular duals have exactly the same elliptic curve. Notice that this property only holds for maximally tempered coefficients. Recall that the maximally tempered coefficients indicate the number of perfect matchings for each lattice point and that specular duality exchange internal and external perfect matchings. Again, we see that maximally tempered coefficients are of particular physical interest.

We also tabulate all the values of $k$ that make each spectral curve $P = 0$ singular in Table 3.1. They can be obtained by checking whether the discriminant of the curve vanishes. It is worth mentioning that in many cases, there exists a singular $k$ such that $|k|$ is equal to the minimal number of internal perfect matchings for the polygon. For instance, No.4 has four toric phases, the numbers of internal perfect matchings are 12, 12, 14 and 21 respectively. Indeed, there is a singular $k = |k| = 12$. However, five of the reflexive polygons do not obey this observation: No. 5, 6, 11, 14 and 12. We find that the first four polygons coincide with the exceptional cases in Remark 3 while No.12 is the specular dual of (the exceptional) No.11.

**Dessins d’Enfants** Given the elliptic curves in Table 3.1, we can then compute their $j$-invariants as in Table 3.2. Notice that in terms of the $k$ parameter, this is a map $j : \mathbb{P}^1 \to \mathbb{P}^1, k \mapsto j(k)$. In particular, the preimage $\mathbb{P}^1 \cong S^2$ is the space of $k$, and hence parametrizes the Mahler flow. We will discuss this in more details in §3.4. By further checking $j(k)/1728$, we find that all of them are Belyi. Therefore, we can plot the corresponding dessins as in Figure 3.1 based on the Mathematica package from [56].

| $a(k)$ | $\frac{1}{2}k^2 + \frac{1}{2}k - \frac{1}{3}$ | $\frac{1}{2}k$ |
|-------|-----------------|-------------|
| $b(k)$ | $-\frac{1}{72}k^4 - \frac{1}{27}k^3 + \frac{1}{18}k^2 + \frac{1}{6}k + \frac{19}{16}$ | $-\frac{1}{27}k^3 + \frac{1}{3}$ |
| Singular $k$ | $\kappa_{5,6,7,8}$ | $-3, \frac{3}{2}(-1 \pm i\sqrt{3})$ |

Table 3.1: The data of the elliptic curves for reflexive polygons with maximally tempered coefficients. We also list the values of Table 3.1 three roots to $k$.

| Polygon(s) | No.1 | No.2, 3, 4 | No.5, 6 | No.7, 8, 9, 10 |
|------------|------|------------|--------|----------------|
| $j(k)$     | $k^{-18}(k+6)k^{-24}$ | $(k^2-8k-32)k^3$ | $(k^4-40k^2-120k-80)k^3$ | $k^3(k^3-24k-48)k^3$ |
| $j(k)$     | $(k^4-16k^2-24k+16)k^3$ | $(k^4-16k^2+16)k^3$ | $(k^4-8k^2-24k+16)k^3$ | $k^3(k^3-24k-27)k^3$ |

Table 3.2: The $j$-invariants for the elliptic curves.

In Appendix B, for example, we list the elliptic curves for the same polygons but with minimally tempered coefficients, and specular duals do not give the same elliptic curves anymore.
Figure 3.1: The dessins for reflexive polygons with maximally tempered coefficients, their passports and the corresponding congruence subgroups.
Here, the plots for the dessins are rigid in the sense that the vertices and edges are at the precise positions of $k = j^{-1}$ on $S^2 \cong \mathbb{C} \cup \{\infty\}$ (except the part in the dashed blue box in (c) where we have to zoom in since the vertices $j^{-1}(0)$ and $j^{-1}(1)$ are too close to each other). As a result, the dessins in (e, g, h) have different “shapes” though they are isomorphic graphs.

As we have checked the reflexive polygons case by case, we conclude that

**Proposition 3.3.** With maximally tempered coefficients for all 16 reflexive polygons, the family of elliptic curves, depending on $k$, are modular elliptic surfaces such that the $j$-invariants $j(k)$ are Belyi maps. Furthermore, specular dual reflexive polygons, regardless of which toric phases, give rise to the same elliptic curve, and hence the same $j$-invariant and dessin.

**Remark 4.** Different toric phases for a reflexive polygon are often not related by specular duality, but they would still lead to the same elliptic curve/dessin as these phases would only differ by the multiplicity of the interior point. Since the master space is invariant under specular duality, this hints that the corresponding elliptic curve and dessin should encode some common features of the master spaces in different phases.

**Remark 5.** In fact, $j(k)/1728$ being Belyi is generally true only for maximally tempered coefficients. For any other coefficient choices which are not physical in the sense of counting perfect matchings, the maps may or may not be Belyi. See Appendix B for example.

Although specular duals have the same elliptic curve, this does not directly imply that they should have the same Mahler measure as the Weierstrass normal form is obtained from the spectral curve under some bi-rational transformation while Mahler measure is only $\text{GL}(2, \mathbb{Z})$ invariant. Of course, we can compute the Mahler measures for reflexive polygons and likewise check case by case to show that specular duals have the same Mahler measure. Nevertheless, there is a more general proof using the Corollary 3.14.1 in [15]:

**Lemma 3.4.** Given a pair of specular duals $a$ and $b$, suppose that the perfect matchings are mapped under $M^a_i \leftrightarrow M^b_i$. If their Newton polynomials are $P_{a,b}(z, w) = k - p_{a,b}(z, w)$, then for $|k| \geq \max_{|z|=|w|=1} \left( |p_a|, |p_b| \right)$, the two Mahler measures have the series expansions

$$m(P_{a,b}) = \log(k) - \sum_{n=2}^{\infty} \frac{f_n(M^{a,b}_i)}{nk^n},$$

where $f_n$ are functions of $M^{a,b}_i$, and we have simply used $M^{a,b}_i$ to denote the weight for the corresponding perfect matching.

Now we can “unrefine” this by taking $M^{a,b}_i = 1$. Then, we get the maximally tempered coefficients since they give the numbers of corresponding perfect matchings for the lattice points. Therefore,

**Proposition 3.5.** With maximally tempered coefficients, the Mahler measure is invariant under specular duality.
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In particular,

**Corollary 3.5.1.** The reflexive polygons with maximally tempered coefficients have the same Mahler measure under specular duality.

**Remark 6.** As Proposition 3.5 is a general statement, if two non-reflexive polygons have specular dual phases, then they would also have the same Mahler measure. Notice however the maximally tempered coefficients would now also fix all the coefficients for the interior points to be the corresponding numbers of perfect matchings except the origin with coefficient $k$.

**Remark 7.** As Mahler measure is $GL(2, \mathbb{Z})$ invariant, equivalent lattice polygons which are classified up to $SL(2, \mathbb{Z})$ transformations would have the same Mahler measure.

For reference, we list the Mahler measures for reflexive polygons with maximally tempered coefficients in Table 3.3.

| No.1 | $log(k) - \frac{27}{k^2} - \frac{164}{k^3} - \frac{4941}{2k^4} - \frac{31752}{k^5} - \frac{479940}{k^6} - \frac{7426080}{k^7} - \frac{482173965}{4k^8} - \frac{6030521840}{3k^9} - \frac{171779570802}{5k^{10}} - \cdots$ |
| No.2, 3, 4 | $log(k) - \frac{10}{k^2} - \frac{32}{k^3} - \frac{297}{2k^4} - \frac{2112}{k^5} - \frac{55720}{3k^6} - \frac{163200}{k^7} - \frac{3038665}{2k^8} - \frac{43496720}{3k^9} - \frac{141433992}{k^{10}} - \cdots$ |
| No.5, 6 | $log(k) - \frac{5}{k^2} - \frac{10}{k^3} - \frac{135}{2k^4} - \frac{312}{k^5} - \frac{5675}{3k^6} - \frac{11100}{k^7} - \frac{280175}{2k^8} - \frac{1346800}{3k^9} - \frac{2962386}{k^{10}} - \cdots$ |
| No.7, 8, 9, 10 | $log(k) - \frac{3}{k^2} - \frac{4}{k^3} - \frac{45}{2k^4} - \frac{72}{k^5} - \frac{340}{3k^6} - \frac{1440}{k^7} - \frac{27405}{2k^8} - \frac{96880}{3k^9} - \frac{794178}{k^{10}} - \cdots$ |
| No.11, 12 | $log(k) - \frac{2}{k^2} - \frac{2}{k^3} - \frac{9}{k^4} - \frac{24}{k^5} - \frac{245}{3k^6} - \frac{200}{k^7} - \frac{2065}{2k^8} - \frac{12320}{3k^9} - \frac{75852}{k^{10}} - \cdots$ |
| No.13, 15 | $log(k) - \frac{2}{k^2} - \frac{9}{k^3} - \frac{200}{3k^4} - \frac{125}{2k^5} - \frac{31752}{3k^6} - \cdots$ $= log k - 2k^{-2} \binom{4}{1, 1, 3, 2; 2, 2, 2; 16k^{-2}}$ |
| No.14 | $log(k) - \frac{1}{k^2} - \frac{2}{k^3} - \frac{3}{2k^4} - \frac{12}{k^5} - \frac{55}{3k^6} - \frac{60}{k^7} - \frac{875}{4k^8} - \frac{1400}{3k^9} - \frac{9576}{3k^{10}} - \cdots$ |
| No.16 | $log(k) - \frac{2}{k^2} - \frac{15}{k^3} - \frac{560}{3k^4} - \cdots$ $= log k - 6k^{-3} \binom{4}{1, 1, 4, 5; 2, 2, 2; 27k^{-3}}$ |

**Table 3.3:** The Mahler measure up to order 10 for reflexive polygons with maximally tempered coefficients. Here, we restrict $k \geq \max_{|z|=|w|=1} \{|p(z, w)|\}$. If $|k| \geq \max_{|z|=|w|=1} \{|p(z, w)|\}$ (i.e., not necessarily real), then $m(P)$ is just the real part of these expressions.
It is then also straightforward to get the expression for \( u_0(k) \), which reads
\[
    u_0(k) = 1 + \sum_{n=2}^{\infty} \frac{n c_n}{k^n}, \quad \text{if } m(P) = \log(k) - \sum_{n=2}^{\infty} \frac{c_n}{k^n}.
\] (3.3)

Remark 8. Following [9], the Mahler measures in Table 3.3 are the free energies of the corresponding dimer models per fundamental domain.

Remark 9. When the Newton polynomials have maximally tempered coefficients, as both Mahler measure/\( u_0(k) \) and the dessins are invariant under specular duality and should encode certain information of the master space, it would be natural to associate Mahler measures and dessins with each other.

3.2 Hauptmoduln and the \( k \) parameter

In this subsection, we shall give more clues on the connection between Mahler measure and dessins, as well as to congruence groups. Let us consider the modular expansion of Mahler measure and illustrate this with a few examples.

Example 1: No.15 As reviewed in §2.3, the Mahler measure for \( P = k - z - z^{-1} - w - w^{-1} \) reads
\[
    m(P) = \frac{16 \Im \tau}{\pi^2} \sum_{n_1, n_2 \in \mathbb{Z}} \frac{\chi_{-4}(n_1)}{(n_1 + 4n_2\tau)^2(n_1 + 4n_2\bar{\tau})}.
\] (3.4)

Of particular interest here would be the parameter \( k \), where [57]
\[
    k^2 = \frac{\eta^{24}(2\tau)}{\eta^8(\tau)\eta^{16}(4\tau)} = q^{-1} + 8 + 20q - 62q^3 + 216q^5 - \ldots,
\] (3.5)

with \( \eta(\tau) \) being the Dedekind eta function. This is a Hauptmodul for \( \Gamma_0(4) \). In particular, the congruence subgroup associated to the dessin in this case is \( \Gamma_0(8) \), which is a subgroup of \( \Gamma_0(4) \).

Example 2: No.16 The Newton polynomial is \( P = k - z - w - z^{-1}w^{-1} \). One can compute that
\[
    u_0(k) = 2 F_1 \left( \frac{1}{3}, \frac{2}{3}; 1; \frac{27}{k^3} \right).
\] (3.6)

For convenience, we write \( \mu \equiv 1/k^3 \). Then we have [4]
\[
    u_0 = 1 + 6 \sum_{n=1}^{\infty} \sum_{d|n} \chi_{-3}(d)q^n, \quad e = 1 - 9 \sum_{n=1}^{\infty} \sum_{d|n} d^2 \chi_{-3}(d)q^n,
\] (3.7)
\[
    \mu = \frac{1}{27} \left( 1 - \frac{e}{\mu^3} \right) = q - 15q^2 + 171q^3 - 1679q^4 + \ldots,
\]

where \( \chi_{-3}(n) = 0, 1, -1 \) when \( n \equiv 0, 1, 2 \) (mod 3). The Mahler measure is
\[
    m(P) = \frac{81\sqrt{3} \Im \tau}{4\pi^2} \sum_{n_1, n_2 \in \mathbb{Z}} \frac{\chi_{-3}(n_1)}{(n_1 + 3n_2\tau)^2(n_1 + 3n_2\bar{\tau})}.
\] (3.8)
Moreover, we have [57]

\[ k^3 = \frac{1}{\mu} = 27 + \left( \frac{\eta(\tau)}{\eta(3\tau)} \right)^{12} = 27 + \frac{1}{q} - 12 + 54q^2 - 76q^2 - 243q^3 + 1188q^4 - 1384q^5 + \ldots \] (3.9)

This is a Hauptmodul for \( \Gamma_0(3) \). In particular, the congruence subgroup associated to the dessin in this case is \( \Gamma_0(9) \), which is a subgroup of \( \Gamma_0(3) \).

Example 3: No. 5, 6 The Newton polynomials are \( P = k - z - z^{-1}w - z^{-1}w^{-1} - w^{-1} - 2w - 3z^{-1}w - 3z^{-1} \) for No. 5 and \( P = k - z - w - z^{-1}w - z^{-1}w^{-1} - zw^{-1} - 2z^{-1} - 2w^{-1} \) for No. 6. This has actually been computed in [37, 58]:

\[
\begin{align*}
\eta &= 1 + 2 \sum_{n=1}^{\infty} (\chi(n) + (3 + i)\overline{\chi(n)}) \frac{q^n}{1 - q^n}, \\
e &= 1 + 2 \sum_{n=1}^{\infty} ((2 - i)\chi(n) + (2 + i)\overline{\chi(n)}) \frac{n^2q^n}{1 - q^n}, \\
m(P) &= -2\pi i \tau - 2 \sum_{n=1}^{\infty} \sum_{d | n} ((2 - i)\chi(d) + (2 + i)\overline{\chi(d)})nq^n,
\end{align*}
\] (3.10)

where \( \chi(n) = i^l \) when \( n \equiv 2^l \pmod{5} \). Moreover, we have

\[ (k - 3)^{-1} = q \prod_{n=1}^{\infty} (1 - q^n)^5(\frac{2}{5}) = 3 + q - 5q^2 + 15q^3 - 30q^4 + 40q^5 - \ldots, \] (3.11)

where \( \left( \frac{2}{5} \right) = (-1)^l \) when \( n \equiv 2^l \pmod{5} \). This is a Hauptmodul for \( \Gamma_1(5) \). In particular, the congruence subgroup associated to the dessin in this case is \( \Gamma_1(5) \).

Example 4: No. 7, 8, 9, 10 This has actually been computed in [37, 58]:

\[
\begin{align*}
u_0 &= \frac{\eta(2\tau)\eta(3\tau)}{\eta^3(\tau)\eta^6(6\tau)}, \\
e &= 1 + \sum_{n=1}^{\infty} (-1)^n \chi_{-3}(n) \frac{n^2q^n}{1 - q^n}, \\
m(P) &= -2\pi i \tau - \sum_{n=1}^{\infty} \sum_{d | n} (-1)^d \chi_{-3}(d)nq^n,
\end{align*}
\] (3.12)

where \( \chi_{-3}(n) \) is the same as in Example 2. Moreover, we have

\[ k - 2 = \frac{\eta^3(2\tau)\eta^6(3\tau)}{\eta^3(\tau)\eta^6(6\tau)} = \frac{1}{q} + 3 + 6q + 4q^2 - 3q^3 - 12q^4 - 8q^5 + \ldots \] (3.13)

This is a Hauptmodul for \( \Gamma_0(6) \). In particular, the congruence subgroup associated to the dessin in this case is \( \Gamma_0(6) \).

As we can see, the \( k \) parameter is closely related to the Hauptmodul of certain congruence subgroup\(^8\). We may also conjecture that

\(^8\)Therefore, the Hauptmoduln, and hence the meromorphic functions on modular curves, should physically be related to the (sizes of) gas phases for dimer models and the Mahler flows [9, 15]
Conjecture 3.6. Let $\Gamma^a$ be the congruence subgroup associated to the dessin for the reflexive polygons (with maximally tempered coefficients). Then $k^a$ is a Hauptmodul for some congruence subgroup $\Gamma^b$, and $\Gamma^a \leq \Gamma^b$. Moreover, $\Gamma^b$ is the monodromy group of the corresponding Picard-Fuchs equation.

We may even give a stronger conjecture.

**Conjecture 3.7.** If $\Gamma^a = \Gamma_{l_1}(r_1)$ and $\Gamma^b = \Gamma_{l_2}(r_2)$ (where $l_{1,2} = 0, 1$), then $l_1 = l_2$ and $r_1 = |n_2|r_2$.

Here, we are focusing on the maximally tempered coefficients. Mathematically, we would also wonder whether the $k$ parameters could be related to Hauptmoduln for certain congruence subgroups for any coefficients. In Appendix B, we give different types of examples for minimally tempered coefficients.

### 3.3 Mahler Measure and $j$-Invariant

As the Mahler measures and dessins are connected to each other, it should be possible to write $m(P)$ in terms of $j$. Let us first start with a rather general definition of periods introduced in [32]:

**Definition 3.1.** A period is a complex number whose real and imaginary parts are values of absolutely convergent integrals of rational functions with rational coefficients, over domains in $\mathbb{R}$ given by polynomial inequalities with rational coefficients.

As a matter of fact, the set of periods, which is countable, form an algebra under the usual sum and product operations. Famous constants such as $\pi$ can be shown to be periods. In particular, when the Newton polynomial has rational coefficients, the Mahler measure is a period [32]. For those considered in this paper, i.e., $P(z, w) = k - p(z, w)$ with any tempered coefficients, this means $m(P)$ is a period when $k \in \mathbb{Q}$.

An important theorem in [32] says that

**Theorem 3.8.** Consider $\text{SL}(2, \mathbb{Z})$ or any of its subgroup of finite index. Let $f(z)$ be a modular form (either holomorphic or meromorphic) of some positive weight $w$ and let $t(z)$ be a modular function under the action of the group. Then $F(t(z)) \equiv f(z)$, which is multi-valued, satisfies a homogeneous linear differential equation of order $(w + 1)$,

\[ \sum_{n=0}^{w+1} a_n F^n(t(z)) = 0 \text{ with } a_n \text{ algebraic functions of } t(z). \]

Since $\lambda$, $u_0$ and $e$ are modular forms of weights 0, 1 and 3 respectively (though with singularities), and since $j(\tau)$ is a modular function, we have

**Corollary 3.8.1.** The modular forms $\lambda(j(\tau))$, $u_0(j(\tau))$ and $e(j(\tau))$ satisfy linear differential equations (with respect to $j$) of order 1, 2 and 4 respectively.

Recall that $e$ generates the coefficients of $m(P)$ in $q$-series. It would therefore be reasonable to expect certain relations between Mahler measures and $j$-invariants.

Another crucial result in [32] says that
Theorem 3.9. Let \( f(z) \) be a modular form of positive weight \( w \) and let \( t(z) \) be a modular function, both defined over \( \mathbb{Q} \). Then \( \forall z_0 \in \mathfrak{h} \) for which \( t(z_0) \) is algebraic, \( \pi^w f(z_0) \) is a period.

We may now apply this theorem to the modular forms in our paper.

Corollary 3.9.1. When \( j(\tau) \) is algebraic, \( \lambda(j(\tau)), \pi u_0(j(\tau)) \) and \( \pi^3 e(j(\tau)) \) are periods.

Moreover, when \( j \in \overline{\mathbb{Q}} \), we also learn that \( q \) is transcendental following [59]. Since \( m(P) \) is a period when \( P \in \mathbb{Q}[z^{\pm 1}, w^{\pm 1}] \) and \( j \) is a rational function of \( k \), we learn that \( m(P) \) is a period if \( j \) is rational. In fact, we can extend this to \( j \) being algebraic. This is because \( m(P) \) is a sum over \( \lambda^n/n \) with integer coefficients\(^{10}\). Now this follows from \( \lambda \) being a period and that periods form an algebra with countably many elements. Hence, we conclude that

**Proposition 3.10.** The Mahler measure \( m(P) \) is a period if \( j \) is algebraic.

Since \( \lambda \) and \( u_0 \) satisfy certain differential equations, that is,

\[
\lambda' = \alpha_0 \lambda, \quad u_0'' + \alpha_1 u_0' + \alpha_2 u_0 = 0, \quad (3.14)
\]

where \( f' \) denotes the derivative with respect to \( j \) and \( \alpha_{0,1,2} \) are differentiable algebraic functions of \( j \), we can use the Mahler flow equation

\[
\frac{dm}{d\log \lambda} = \lambda \frac{dm}{d\lambda} = -u_0 \quad (3.15)
\]

to get

\[
\lambda \frac{dm}{dj} \lambda' = \frac{1}{\alpha_0} m' = -u_0. \quad (3.16)
\]

Plugging this into the Picard-Fuchs equation for \( u_0 \) (with respect to \( j \)) yields

\[
m'''(j) + \left( \alpha_1 - \frac{2\alpha_0'}{\alpha_0} \right) m''(j) + \left( \alpha_2 - \frac{\alpha_1 \alpha_0'}{\alpha_0} + \frac{2(\alpha_0')^2}{\alpha_0^2} - \frac{2\alpha_0'}{\alpha_0} \right) m'(j) = 0. \quad (3.17)
\]

**Tropical limit** Recall that \( m \sim \log k \) in the tropical limit where \( k \to \infty \). Likewise, we have \( j \to \infty \) as \( j(k) \) is a rational function \( f_1(k) f_2(k) \) with \( \deg(f_1) > \deg(f_2) \). More precisely, \( j \sim k^n \) in the tropical limit, where \( n = \deg(f_1) - \deg(f_2) \) is the power for the external face in the passport of the corresponding dessin. Hence, in the tropical limit,

\[
m \sim \frac{1}{n} \log j. \quad (3.18)
\]

One may wonder whether for any \( j \), \( m(j) \) can be expressed by further adding a sum of \(-c_l/j^l \) where \( l \geq 2 \) are integers and \( c_l \) are some coefficients. However, due to the multi-valuedness of \( k \) as a function of \( j \), this would only be valid on one branch. Indeed, \( j \) could still diverge for some finite \( k \) while \( m(j) \) would remain finite in this case.

**Remark 10.** Using Mahler flow equation and Picard-Fuchs equation (2.17), we may also write \( m(P) \) as a differential equation with respect to \( \lambda \) as \( \lambda \) is of weight 0 (under the monodromy of Picard-Fuchs equation). Then the differential equation reads

\[
\lambda A \frac{d^3 m(\lambda)}{d\lambda^3} + (\lambda B + 2A) \frac{d^2 m(\lambda)}{d\lambda^2} + (\lambda C + B) \frac{dm(\lambda)}{d\lambda} = 0. \quad (3.19)
\]

\(^{10}\)This can be seen from \( u_0 \) as its coefficients are integers that count F-term relations.
3.4 Mahler Flow and the $\tau_{R,G,B}$ Conjecture

There has been a long puzzle about the nature of brane tilings as bipartite graphs on $T^2$ [26, 33, 34, 60]. On the one hand, they could be interpreted as dessins\textsuperscript{11} on $T^2$, acquiring a complex structure called $\tau_B$ (the subscript $B$ indicates its origin from Belyi) which is that of $T^2$ as an elliptic curve.

On the other hand, the R-charges in the quiver theory obtained from the isoradial brane tiling correspond to angles of the faces in the tiling\textsuperscript{12}. The R-charges would then determine the complex structure $\tau_R$ on the torus which supports the tiling. It would be natural to suspect that the two complex structures would coincide as conjectured in [26]. However, as later discussed in [33, 60], counterexamples exist and this $\tau_B = \tau_R$ conjecture does not hold in general.

Furthermore, there is a third complex parameter called $\tau_G$ coming directly from the geometry of the CY3 singularity corresponding to the toric diagram. In particular, a $U(1)^2$ subgroup of the $T^3$-action would leave the Kähler form and holomorphic 3-form invariant. When the CY space is viewed as a special Lagrangian fibration, the $U(1)^2$ would then define an invariant part of such fibration, which turns out to be a torus. The metric on this torus, which is the pullback of the metric on the CY singularity, leads to the complex structure $\tau_G$. As studied in [34], $\tau_{R,G,B}$ may sometimes be coincident with each other, but they do not always equal in general. Notice that when we say $\tau_{R,G,B}$ coincide, this is always up to $SL(2,\mathbb{Z})$ transformation. In practice, we would always compare $j(\tau_{R,G,B})$ as it is modular invariant. The $\tau_{R,G,B}$ conjecture is then to find when and how $j(\tau_{R,G,B})$ are all equal.

Our present analysis of the Mahler measure resolves this issue in a natural way. Since $j(k) = \frac{f_1(k)}{f_2(k)}$ where $f_{1,2}(k)$ are polynomials of $k$, the range of $j(k)$ is the whole $\mathbb{C} \cup \{\infty\}$. Therefore, no matter what value $j(\tau_{R,G,B})$ takes, there must be at least one $k$ on $\mathbb{P}^1$ such that $j(\tau) = j(\tau_{R,G,B})$. Thus,

**Proposition 3.11.** The Mahler flow extrapolates $\tau_{R,G,B}$.

This is true in general, and not just restricted to the reflexive cases. Since we still have the freedom to choose the coefficients for the Newton polynomial even if the polygon is fixed, one may wonder which Mahler flow would be the appropriate choice. As $\tau_R$ originates from R-charges and R-charges are associated to angles in the isoradial (or even non-isoradial) tilings, instead of tempered coefficients, we shall always use the coefficients from the canonical edge weights on the tilings\textsuperscript{13}.

**Example 8.** For (chiral) orbifolds of $\mathbb{C}^3$ and of the conifold ($\mathbb{C}$), the three complex structures coincide [26, 33, 34, 60], due to the hexagonal and square symmetries of the tiling. For instance, $j(k) = \frac{k^3(k^3-24)^3}{k^3-27}$ for $dP_0$, which is a $\mathbb{Z}/3$-orbifold of $\mathbb{C}^3$ and $j(\tau_{R,G,B}) = 0$.

---

\textsuperscript{11}They are embedded on $T^2$ instead of $\mathbb{P}^1$ compared to the dessins discussed in this paper so far.

\textsuperscript{12}In fact, we may also treat non-isoradial tilings as “isoradial” tilings in a similar manner if we allow zero or negative angles. See [15] for more details.

\textsuperscript{13}Therefore, in $j(k) = \frac{f_1(k)}{f_2(k)}$, $f_{1,2}$ have algebraic coefficients.
Solving \( j(k) = j(k_{R,G,B}) \), we find that the \( \tau_{R,G,B} \) complex structure is located at
\[
k = 0, \ 2\sqrt{3}, \ 2\sqrt{3}e^{\pm 2\pi i/3}
\] (3.20)
on the sphere.

As another example, \( j(k) = \frac{(k^4-16k^2+16)^3}{k^2(k^2-16)} \) for \( \mathbb{F}_0 \), a \( \mathbb{Z}/2 \)-orbifold of \( C \) and \( j(\tau_{R,G,B}) = 1728 \). Solving \( j(k) = j(k_{R,G,B}) \), we find that the \( \tau_{R,G,B} \) complex structure is located at
\[
k = \pm 2\sqrt{2}, \ \pm \sqrt{2(4+3\sqrt{2})}, \ \pm i\sqrt{2(-4+3\sqrt{2})}
\] (3.21)
on the sphere.

**Example 9.** Unlike the above example, the suspended pinch point (SPP) and its orbifolds have different \( \tau_{R,G,B} \). For instance, SPP/\( \mathbb{Z}_2 \) with action (0,1,1,1) (No.8 in the list of reflexive polygons) has Newton polynomial
\[
P(z,w) = -2A^2zw^2 - A^2w^3 - A^2z^2w - 2ABw^2 - B^2z - B^2w + kzw
\] (3.22)
for canonical edge weights, where
\[
A = \sin^2\left(\frac{\pi}{2\sqrt{3}}\right), \quad B = \sin\left(\left(1 - \frac{1}{\sqrt{3}}\right)\pi\right)\sin\left(\frac{1}{2}\left(1 - \frac{1}{\sqrt{3}}\right)\pi\right).
\] (3.23)
Therefore,
\[
j(k) = \frac{256C^3k^3(-6 - 6Ck + C^3k^3)^3}{(-3 + Ck)(1 + Ck)^3(3 + 2Ck)^2},
\] (3.24)
where
\[
C = \csc\left(\frac{\pi}{2\sqrt{3}}\right)\csc^2\left(\frac{\pi}{\sqrt{3}}\right).
\] (3.25)
As computed in [60],
\[
j(\tau_B) = \frac{132304644}{5}, \quad j(\tau_R) = 287496.
\] (3.26)
Therefore, the \( \tau_B \) complex structure is located at approximately
\[
k = -1.112, \ 6.909, \ -2.898 \pm 5.439i, \ -6.157, \ -1.114, \ -0.752, \ 2.2260, \ -0.737 \pm 0.009i, \ 3.635 \pm 5.430i
\] (3.27)
while the \( \tau_R \) complex structure is located at approximately
\[
k = -1.107, \ 3.677, \ -1.285 \pm 2.392i, \ -2.892, \ -1.112, \ -0.785, \ 2.2261, \ -0.721 \pm 0.041, \ 2.006 \pm 2.351i
\] (3.28)
on the Mahler flow sphere.

Based on the known examples, it seems that the toric diagrams (e.g. \( C \) and \( C \)) which satisfy the \( \tau_B = \tau_R \) conjecture look more “symmetric” than those (e.g. SPP) do not satisfy the \( \tau_B = \tau_R \) conjecture. It turns out that the coefficients from canonical weights for those more “symmetric” polygons coincide with the maximally tempered coefficients while those from canonical weights for the less “symmetric” ones do not agree with the maximally tempered coefficients. Based on the above examples, it is natural to conjecture that

**Conjecture 3.12.** Up to \( SL(2,\mathbb{Z}) \), the \( \tau_B = \tau_R \) condition holds if and only if the maximally tempered coefficients of the Newton polynomial coincide with the coefficients from canonical edge weights on the tiling.
4 Further Connections to String/F-Theory

In this section, we shall briefly discuss some relations with F-theory compactification and its BPS states/Gromov-Witten invariants. If we consider a sigma model whose target space is one of the non-compact CY 3-folds from the reflexive polygons, then its mirror is Landau-Ginzburg theory with the $W$-plane $W = P(z,w)$. In particular, the BPS states from D-branes wrapping compact cycles can be studied via some F-theory background [61].

4.1 Dessins and 7-Branes

We recall that given an elliptic fibration over some complex base $B$ with fibre $y^2 = x^3 + f(v)x + g(v)$ and $v \in B$, the F-theory compactified on it is equivalent to Type IIB compactification on $B$ with complexified coupling $\tau$. This coupling $\tau$, which serves as the complex structure of the elliptic fibre, can be exactly identified as $\tau = \frac{1}{2\pi i} \frac{a_1}{a_0}$ in our modular Mahler measure discussions, and is defined up to $SL(2,\mathbb{Z})$ transformations.

As mentioned before, the elliptic curve becomes singular and the fibre degenerates when the discriminant $\Delta = 4f^3 + 27g^2$ vanishes. These are the positions where $(p,q)$ 7-branes are placed since $\tau$ is transformed by $SL(2,\mathbb{Z})$ transformations under the monodromies around 7-branes in Type IIB. Here, let us consider the surface that corresponds to a toric diagram, which defines the CY singularity, or we can think of the geometry as a double fibration over the $W$-plane with a $\mathbb{C}^*$ fibre and a punctured Riemann surface $W = P(z,w)$. In particular, the surface is now over the base $\mathbb{P}^1$ parametrized by the $k$ parameter with fibre $P(z,w)$.

From Table 3.1, we know that in our cases $f(k)$ and $g(k)$ are always of degrees 4 and 6 respectively. Therefore, one would expect $\Delta$ to be of degree 12. This would agree with the requirement of 12 7-branes in physics. However, it is possible for $\Delta$ to have degree less than 12. The reasons are that $4f^3 + 27g^2$ may have cancellations of terms. Nevertheless, as we shall now discuss, we are still able to recover the 12 7-branes, and we can actually put them on the dessin.

As the fibre degenerates at the $n$ zeros of $\Delta$ (counted with multiplicity), there must be $n$ 7-branes associated to them. It turns out that the remaining $(12 - n)$ 7-branes are compensated by $j \to \infty$ at the tropical limit, that is, $k \to \infty$. Indeed, by checking the degree of the numerator minus the degree of the denominator of $j$ in Table 3.2, we find that they are precisely equal to 12 minus the degree of $\Delta$. This actually makes sense since we are now considering the compact $\mathbb{P}^1$ as the space of $k$. Therefore, we should also take the singular curve at $k$ tropical into account, which is just a usual point on the compact sphere.

As the corresponding dessin is parametrized by $\beta = j/1728$, one may consider to associate the 7-branes to the faces of the dessin. However, some 7-branes could still not correspond to the faces (both internal and external), i.e., $j \to \infty$. This is because the numerator and denominator of $j$ may have some factors being cancelled. Suppose the $j$-invariant is

$$j = \frac{4 \times (24f)^3}{\Delta} = \frac{(k-k_s)^{n_1}f_1(k)}{(k-k_s)^{n_2}f_2(k)},$$

(4.1)
where \( n_1 > n_2 \) and \( f_{1,2} \) do not have any \((k - k_*)\) factor. As a result, \( k = k_* \) is a zero of \( \Delta \) which makes the curve singular, but this information is not encoded by \( j \to \infty \) since such factors all get cancelled in the denominator. Nevertheless, as \( n_1 > n_2 \), we find that such 7-branes now correspond to a black node (pre-image of \( j = 0 \)) in the dessin.

Notice that we have not considered the possibility of \( n_1 = n_2 \). If so, then such number of 7-branes would not correspond to a face or a black vertex in the dessin. We shall then write\(^{14}\)

\[
f = (k - k_*)^{2n} f_a, \quad g = (k - k_*)^{3n} g_b, \tag{4.2}
\]

where the subscripts \( a, b \) indicate the degree of \( f_a \) and \( g_b \). This is because now the \( j \)-invariant looks like

\[
j = 4 \times 24^3 \times \frac{(k - k_*)^{6n} f_a^3}{4(k - k_*)^{6n} f_a^3 + 27(k - k_*)^{6n} g_b^2}. \tag{4.3}
\]

Since the degrees of \( f \) and \( g \) are 4 and 6 respectively, \( n \) can only be 1 or 2.

Let us first consider the case \( n = 2 \). Then \( a = b = 0 \). In other words, \( f^3 \propto g^2 \). In this case, the \( j \)-invariant is trivially a constant, and the dessin is empty. Equivalently, we can think of it as the external face where all the 7-branes live being the whole sphere with no other elements for the dessin.

If \( n = 1 \), then we can write the elliptic curve as

\[
y^2 = \frac{x^3}{(k - k_*)^3} + \frac{f_2 x}{(k - k_*)} + g_3. \tag{4.4}
\]

Under the redefinition \( x/(k - k_*) \to x \) and \( y/(k - k_*)^{3/2} \to y \), we get the Weierstrass normal form

\[
y^2 = x^3 + f_2 x + g_3, \tag{4.5}
\]

where \( f_2 \) and \( g_3 \) are of degrees 2 and 3. Hence, no matter what value \( k_* \) is, we would only get the same curve, and we are only left with six 7-branes.

We have therefore shown that

**Proposition 4.1.** On the dessin, all the faces (including both internal and external) and some of the black vertices (the pre-images \( j = 0 \)) correspond to 7-branes. A black vertex at \( k = k_* \) is associated to 7-branes if and only if \( j(k_*) = 0 \) and \( \Delta(k_*) = 0 \).

**Example 10.** Let us illustrate this with an example whose 7-branes are associated to both faces and a black vertex. The dessin for the reflexive polygon No.1 is given in Figure 3.1(a).

Moreover,

\[
\Delta = (k + 6)^8 (k - 21), \quad j = \frac{(k - 18)^3(k + 6)}{k - 21}. \tag{4.6}
\]

Hence, there is a 7-brane located at the centre \( k = 21 \) of the internal face. Moreover, since there is a zero of order 8 for \( \Delta \) at \( k = -6 \), this would give eight 7-branes on top

\(^{14}\)Notice that we do not have any further restrictions on \( f_a \) and \( g_b \), so they could still have common factors. However, (4.2) suffices to complete our argument as we only need to know whether 7-branes could be associated to places other than faces and black vertices.
of each other. As \( j \) is also zero in this case, we find that the eight 7-branes correspond to the leftmost black vertex in the dessin. So far, we have only found nine 7-branes. The remaining three are placed at the tropical \( k \) in the external face on the sphere. Indeed, we have \( j \to k^3 \) when \( k \to \infty \).

It is worth noting that when \( j \) diverges at say \( k = k_* \), near this point we have \( j \sim \frac{1}{k-k_*} \). This yields \( \tau \sim \frac{1}{2\pi i} \log(k-k_*) \). When \( k \to k_* \), we get \( \tau \to i\infty \). As \( \tau = \frac{\theta}{2\pi} + \frac{i}{\alpha_{11}} \), we have \( g_{11} \to 0 \). Notice that this weak coupling regime is only local due to the \( \text{SL}(2,\mathbb{Z}) \) transformation. In the special case when \( f^3 \propto g^2 \), \( j \) becomes a constant. In particular, when \( f^3/g^2 \) is \( -\frac{3}{4\sqrt{3}} \), we have a global weak coupling [62, 63].

**Brane monodromy and dessin monodromy** The non-trivial effect of passing the branch cut of a \( (p,q) \) 7-brane is often encoded by the monodromy matrix \( M_{p,q} \in \text{SL}(2,\mathbb{Z}) \) [64]. In fact, we can relate the monodromy group \( G \) of the dessin generated by \( (\sigma_0, \sigma_1, \sigma_\infty) \) to the monodromies of the 7-branes.

The general strategy is as follows. First, we choose a reference point on the dessin, just like what one does for 7-branes. As the monodromy for a 7-brane is analyzed by a loop going around the branch cut connecting the brane and the reference point, we also go along the loops on the dessin surrounding the reference point and the internal faces/black vertices where the 7-branes are. Then these loops would correspond to some permutations \( \sigma^i \in G \) which can be obtained from the generators \( (\sigma_0, \sigma_1) \). Finally, we can determine the permutation for the external face, namely the tropical limit \( k \to \infty \), using \( \prod \sigma^i = 1 \) as \( \prod M_{p,q} = 1 \). Notice that this identity also guarantees that the permutation for the external face must be an element of \( G \).

**Example 11.** Let us illustrate this again with the reflexive polygon No.1. In Figure 4.1, we label the edges and plot the monodromies explicitly on the dessin. It is then easy to see

\[ \text{Figure 4.1: The dessin associated to } \Gamma_0(3) \text{ with passport } \{1^3 1^3, 2^2, 1^3 3^1\}. \text{ Here, the numbers are the labels of the edges, and the orange (purple) cycles indicate the permutations around black (white) vertices.} \]


that the monodromy group \( G \) is generated by \( \sigma_0 = \{(1), (234)\} \) and \( \sigma_1 = \{(12), (34)\} \). This is a subgroup of \( S_4 \) with \( |G| = 12 \). From \( \sigma_\infty \circ \sigma_1 \circ \sigma_0 = 1 \), we get \( \sigma_\infty = \{(142)\} \).
Now for instance, let us choose a point on edge 2 as reference point. Then the monodromy for the 7-brane associated to the internal face can be chosen to correspond to the permutation $\sigma^a = (234)$ while the (total) monodromy associated to the leftmost black vertex can be chosen to correspond to $\sigma^b = (12)$. As a result, the (total) monodromy for the 7-branes associated to the external face is $\sigma^c = (2143)$ so that $\sigma^c \circ \sigma^b \circ \sigma^a = 1$. It is obvious that $\sigma^a \in \sigma_0$, $\sigma^b \in \sigma_1$ and $\sigma^c = (\sigma^b \circ \sigma^a)^{-1}$ all belong to $G$.

As the choice for $(p,q)$ is not unique, alternatively we may also choose for example $\sigma^a = (234)(34) = (23)$ and $\sigma^b = (12)$. Then $\sigma^c = (213)$.

A comment on F-theory on elliptically fibred K3 It is well-known that the compactification of F-theory on an elliptically fibred K3 surface is dual to heterotic string theory compactified on $T^2$. In this setting, the elliptic fibre is still $y^2 = x^3 + f(k)x + g(k)$ with $k \in \mathbb{P}^1$, but now the degrees of $f$ and $g$ become 8 and 12 respectively. Hence, the number of 7-branes is 24. Although the graph consisting of edges connecting black and white vertices may not be a dessin or even be bipartite any more, the above discussions should still apply following similar methods.

4.2 Mahler Measure and Gromov-Witten Invariants

When the F-theory is compactified on one of our CY 3-folds, its effective theory is a closed subsector of the type II compactification. The BPS states of the F-theory compactification should then give a subsector of those in the full type II theory. In [35, 36], such instanton expansions were computed. In particular, the GW invariants of local vanishing del Pezzo surfaces (independently of the global embedding in the CY spaces where F-theory compactifies) were observed to coincide with certain modular expansions of Mahler measures from the same toric diagrams later in [37]. Here, we propose that the GW invariants of any vanishing 4-cycles could be recovered from such modular expansions from the corresponding toric diagrams according to the dictionary of the two sides.

As an elliptic curve is topologically $T^2$, the periods are given by $\tilde{\phi}$ and $\tilde{\phi}_D$ following the notations of [35]. Then we shall identify the gauge coupling $\partial \tilde{\phi}_D / \partial \tilde{\phi}$ with $\tau$ on the modular Mahler measure side, that is,

$$\tau \sim \frac{\partial \tilde{\phi}_D}{\partial \tilde{\phi}}. \quad (4.7)$$

The instanton expansions in [35] are worked out at the large complex structure point $c = 0$, where $c = e^{2\pi i \tilde{\phi}} + \ldots$ provides a coordinate on the moduli space. This corresponds to the tropical limit $k \rightarrow \infty$, or equivalently, $q \rightarrow 0$. A natural ansatz for the correspondence would then be

$$c \sim q^\nu \quad (4.8)$$

for some $\nu \in \mathbb{Z}^+$. In order to have the correspondence consistent, our goal is to show that this leads to the correspondence between the Yukawa coupling $C_{\tilde{\phi}\tilde{\phi}\tilde{\phi}}$ in [35] and $\frac{d \log q}{d c}$ in [37]. In
particular, they have the expansions

$$C_{\tilde{\phi} \tilde{\phi} \tilde{\phi}} = c_0 + \sum_{n=1}^{\infty} \frac{a_n n^3 q^n}{1 - q^n}, \quad \frac{d \log q}{dm} = -1 + \sum_{n=1}^{\infty} \frac{a_n n^3 (e^{-\nu m})^n}{1 - (e^{-\nu m})^n},$$

(4.9)

where $q_\tilde{\phi} := e^{2\pi i \tilde{\phi}}$ and $\nu$, $c_0$ are some positive constants depending on different cases. Then $a_n$ coincides with the GW invariants $a_n$ up to the constant $c_0$, that is, $a_n = -c_0 a_n$.

Following these two expansions, we should have

$$e^{-\nu m} \sim q_\tilde{\phi} = e^{2\pi i \tilde{\phi}}.$$

Indeed, the expansion for $q^{\nu}$ is $q^{\nu} = e^{-\nu m} + \ldots$, which agrees with $c = e^{2\pi i \tilde{\phi}} + \ldots$. Now, since $m = -2\pi i \tau - \ldots$, we have $m \sim -2\pi i \tau$. This would yield $\tilde{\phi} \sim \nu \tau$. As $u_0 \sim 1$, we shall further tune the constant factor to be

$$\tilde{\phi} \sim -c_0 \tau u_0.$$

The reason is that with

$$\tilde{\phi}_D \sim -\frac{1}{2\pi i} c_0 \tau u_1,$$

(4.12)

using $u_1 \sim u_0 \log \lambda \sim u_0 \log q = 2\pi i \tau u_0$, we can recover

$$\frac{\partial \tilde{\phi}_D}{\partial \tilde{\phi}} = \frac{\partial \tilde{\phi}_D/\partial \tau}{\partial \tilde{\phi}/\partial \tau} \sim -\frac{1}{2\pi i} \frac{c_0 \partial u_1/\partial \tau}{c_0 u_0} = \tau.$$

(4.13)

Now we are ready to show that

$$C_{\tilde{\phi} \tilde{\phi} \tilde{\phi}} \sim -c_0 \frac{d \log q}{dm},$$

(4.14)

where

$$C_{\tilde{\phi} \tilde{\phi} \tilde{\phi}} = \frac{\partial^3 \tilde{\phi}_D}{\partial \tilde{\phi}^3} \sim \frac{\partial \tau}{\partial \tilde{\phi}}.$$  

(4.15)

This can be seen as follows. Since $\lambda = q + \ldots$, we have

$$-\frac{dm}{d \log q} = -\frac{dm}{d \log \lambda} = u_0.$$  

(4.16)

On the other hand,

$$\frac{\partial \tilde{\phi}}{\partial \tau} \sim \frac{\partial (-c_0 \tau u_0)}{\partial \tau} = -c_0 u_0.$$  

(4.17)

Thus,

$$C_{\tilde{\phi} \tilde{\phi} \tilde{\phi}} \sim -\frac{1}{c_0 u_0} \sim -c_0 \frac{d \log q}{dm}.$$  

(4.18)

Since we are working at the large complex structure point/tropical limit, “$\sim$” can be turned into “$=$”. To summarize, the correspondence of quantities between Mahler measure and GW invariants is listed in Table 4.1. This generalizes the observations in [37].
Table 4.1: The correspondence between Mahler and GW in the tropical limit.

**Outlook**  Regarding the dictionary in Table 4.1, we expect that the correspondence between Mahler measure and GW invariants holds for all 16 reflexive polygons. It would be interesting to have a precise proof of the correspondence. Incidentally, the partition function on $S^2$ for certain gauged linear sigma model was used to compute genus-0 GW invariants for a 3d CY variety$^{15}$ in [65] without the use of mirror symmetry. In particular, this linear sigma model flows an IR non-linear sigma model with the CY variety as the target space. It would be interesting to see whether modular Mahler measures could have any relations to this. Moreover, the dictionary between Mahler measure and GW invariants can be potentially extended to the topological vertex formalism.

By virtue of elliptic curves, the theories discussed in this section would have natural connections to Seiberg-Witten (SW) theories as pointed out in [35, 61]. It is also worth noting that dessins have also appeared in the study of SW curves as in [21, 24, 28]. It could be possible that the discussions on dessins and (modular) Mahler measures in this paper would give some new insights to the study of SW theories and topological strings. From the perspective of (modular) Mahler measure, it would also be interesting to apply this to crystal melting, superconformal index, knot/quiver correspondence, black holes etc.
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**A Maximally and Minimally Tempered Newton Polynomials**

In Table A.1, we list all the maximally and minimally tempered Newton polynomials for the reflexive polygons.

| Polygon | Maximally tempered polynomial | Minimally tempered polynomial |
|---------|--------------------------------|-------------------------------|
| No.1    | $k - \frac{w^2}{z} - \frac{z^2}{w} - \frac{3w}{z} - \frac{3z}{w} - \frac{1}{wz} - 3w - \frac{3}{w} - 3z - \frac{3}{z}$ | $k - \frac{w^2}{z} - \frac{z^2}{w} - \frac{1}{wz}$ |
| No.2    | $k - \frac{w^3}{z} - \frac{4w^2}{z} - \frac{6w}{z} - \frac{z}{w} - \frac{1}{wz} - 2w - \frac{2}{w} - \frac{1}{z}$ | $k - \frac{w^3}{z} - \frac{z}{w} - \frac{1}{wz}$ |
| No.3    | $k - \frac{w^2}{z} - \frac{3w}{z} - \frac{z}{w} - \frac{1}{wz} - 2w - \frac{2}{w} - z - \frac{3}{z}$ | $k - \frac{w^2}{z} - \frac{z}{w} - \frac{1}{wz} - z$ |

$^{15}$Notice that the CY varieties studied are all compact, though some discussions are made in the large volume regime.
Hence, we will not repeat their results here.

Table A.1: The maximally and minimally tempered Newton polynomials for reflexive polygons.

| Polygon | No.1 | No.2 | No.3 | No.4 |
|---------|------|------|------|------|
| a(k)    | $-\frac{9}{2}k$ | -4 | -3 | $\frac{1}{3}k^2 - \frac{16}{3}$ |
| b(k)    | $-\frac{5}{8}k^3 - \frac{27}{4}$ | $-\frac{2}{3}k^2$ | $-\frac{3}{4}k^2 - 2$ | $-\frac{1}{64}k^4 - \frac{4}{9}k^2 + \frac{128}{27}$ |
| j(k)    | $\frac{k^3(k^3+216)^3}{(k^3-27)^3}$ | $\frac{(k^4+192)^3}{(k^3-64)^3}$ | $\frac{(k^4+144)^3}{k^2(k^2-16)(k^2+9)^2}$ | $\frac{(k^4-16k^2+256)^3}{k^4(k^2-16)^2}$ |

B Elliptic Curves for Minimally Tempered Coefficients

Although not as physically interesting as the maximally tempered coefficients, let us list the results for minimally tempered coefficients for comparison and reference. As the reflexive polygons No.10, 12, 14, 15 and 16 do not have any boundary points other than vertices, the minimally tempered coefficients coincide with the maximally tempered coefficients. Hence, we will not repeat their results here.

As shown in Table B.1, the elliptic curves for minimally tempered coefficients are not the same for specular duals. The reason is that these coefficients do not encode all the information of the corresponding (numbers of) perfect matchings.
Table B.1: The data of the elliptic curves $y^2 = x^3 + fx + g$ and $j$-invariants for reflexive polygons (with minimally tempered coefficients). Again, we have $f = -\frac{1}{k^4}a(k)$ and $g = \frac{1}{864}k^6 + b(k)$ here.

| $a(k)$ | $b(k)$ | $j(k)$ |
|-------|-------|--------|
| 1     | $-\frac{1}{12}k^2 - k - 1$ | $\frac{1}{12}k^2 + \frac{1}{2}k + \frac{5}{3}$ |
| $\frac{1}{2}k^2 + k$ | $\frac{1}{12}k^2 - \frac{1}{3}k^3 + \frac{1}{5}k^2 + k + 1$ | $-\frac{1}{72}k^4 - \frac{1}{27}k^3 - \frac{1}{6}k^2 - \frac{5}{6}k - \frac{125}{108}$ |
| $\frac{1}{6}k^2 + k + \frac{2}{3}$ | $-\frac{1}{72}k^4 - \frac{1}{12}k^3 - \frac{1}{36}k^2 + \frac{1}{3}k - \frac{7}{27}$ | $(k^4 - 4k^2 - 24k - 35)^3$ |

In Figure B.1, we list the plots obtained from $j(k)/1728$. As we can see, this is not a Belyi map for No.8, and hence the plot is not dessin or even a bipartite graph. Moreover, although the graph for No.9 is bipartite, it is not connected, and hence the map is not Belyi as well.

One may also compute the Mahler measures for the Newton polynomials $P(z, w) = k - p(z, w)$ with those minimally tempered coefficients as series of $k$. We will not list them here, but we would like to point out two properties:

- There are several (but not all) reflexive pairs giving the same Mahler measures. These pairs are No.1&16, No.2&13, No.4&15 (plus the self-dual ones). The reason is that the vertices of the polygons in each pair are related by some GL(2, $\mathbb{Z}$) transformation (while the other reflexive duals are not). This can be seen by quotient gradings on the lattice or directly computations of Plücker coordinates. As the minimally tempered coefficients only contain the vertices, this then follows from the fact that Mahler measure is GL(2, $\mathbb{Z}$) invariant.

- There are four classes of polygons whose Mahler measures can be expressed compactly using some generalized hypergeometric functions $4F3$. Likewise, their $u_0$ are also simply some hypergeometric functions $2F1$. These four classes are classified in [4]. It turns out that the four classes are precisely No.1&16, No.2&13, No.4&15 and the self-dual No.7.
Figure B.1: The dessins (or just graphs from \( j/1728 \)) for reflexive polygons with minimally tempered coefficients. As listed, some of them correspond to certain congruence subgroups (as coset graphs).

Although not all dessins (or just graphs) are associated to congruence subgroups, we may still compute the modular expansions for the \( k \) parameters and check if they give rise to any Hauptmoduln. Here we give three examples of different types. The detailed steps
can be found in [37, 57].

**Example 1: No.1** As this is the same as the case for dP$_0$ (No.16), we have computed that $k^3 = 27 + \left( \frac{\eta(\tau)}{\eta(3\tau)} \right)^{12}$. This is a Hauptmodul for $\Gamma_0(3)$. In particular, the congruence subgroup associated to the dessin in this case is $\Gamma(3)$, which is a subgroup of $\Gamma_0(3)$.

**Example 2: No.11** We have

$$k^4 = q^{-1} + 40 + 276q - 2048q^2 + 11202q^3 + \cdots = 64 + \left( \frac{\eta(\tau)}{\eta(2\tau)} \right)^{24}, \quad (B.1)$$

where the second equality is checked perturbatively. This is a Hauptmodul for $\Gamma_0(2)$. On the other hand, the crossing dessin does not correspond to any congruence subgroup. By removing the white vertices (or black vertices), this does not even seem to be a coset graph for any group either.

**Example 3: No.7** We have

$$k^6 = 864 \left( 1 - \frac{E_6(\tau)}{E_4^{3/2}(\tau)} \right), \quad (B.2)$$

where $E_4(\tau) = 1 + 240 \sum_{n=1}^{\infty} \frac{n^4 q^n}{1-q^n}$ and $E_6(\tau) = 1 - 540 \sum_{n=1}^{\infty} \frac{n^6 q^n}{1-q^n}$ are the Eisenstein series. This is not known to be a Hauptmodul of any genus-0 congruence subgroup. On the other hand, the flower dessin does not correspond to any congruence subgroup either. By removing the white vertices, however, it could be viewed as a coset graph associated to any group with 6 generators (and the subgroup being itself). Incidentally, there are two things worth noting:

- As given in [66], we have
  $$E_4^{1/4}(\tau) = 2F_1 \left( \frac{1}{12}, \frac{5}{12}; 1; \frac{1728}{j} \right), \quad (B.3)$$
  in terms of $j$-invariant (cf. §3.2).
- The $q$-series expansion for $E_4(\tau)$ has $a_n = 240$ for $n \geq 1$. It turns out that $2a_n = 480$ are the GW invariants in the first row of Table 1 given in [36] (cf. §4.2).
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