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Abstract. Robust search procedures are a central component in the design of black-box constraint-programming solvers. This paper proposes activity-based search, the idea of using the activity of variables during propagation to guide the search. Activity-based search was compared experimentally to impact-based search and the $w_{deg}$ heuristics. Experimental results on a variety of benchmarks show that activity-based search is more robust than other heuristics and may produce significant improvements in performance.

1 Introduction

Historically, the constraint-programming (CP) community has focused on developing open, extensible optimization tools, where the modeling and the search procedure can be specialized to the problem at hand. This focus stems partially from the roots of CP in programming languages and partly from the rich modeling language typically found in CP systems. While this flexibility is appealing for experts in the field, it places significant burden on practitioners, reducing its acceptance across the wide spectrum of potential users. In recent years however, the constraint-programming community devoted increasing attention to the development of black-box constraint solvers. This new focus was motivated by the success of Mixed-Integer Programming (MIP) and SAT solvers on a variety of problem classes. MIP and SAT solvers are typically black-box systems with automatic model reformulations and general-purpose search procedures. As such, they allow practitioners to focus on modeling aspects and may reduce the time to solution significantly.

This research is concerned with one important aspect of black-box solvers: the implementation of a robust search procedure. In recent years, various proposals have addressed this issue. Impact-based search (IBS) \cite{10} is motivated by concepts found in MIP solvers such as strong branching and pseudo costs. Subsequent work about solution counting can be seen as an alternative to impacts \cite{8} that exploits the structure of CP constraints. The weighted-degree heuristic ($w_{deg}$) \cite{1} is a direct adaptation of the SAT heuristic $V_{sids}$\cite{5} to CSPs that relies on information collected from failures to define the variable ordering.

This paper proposes Activity-Based Search (ABS), a search heuristic that recognizes the central role of constraint propagation in constraint-programming...
systems. Its key idea is to associate with each variable a counter which measures the activity of a variable during propagation. This measure is updated systematically during search and initialized by a probing process. ABS has a number of advantages compared to earlier proposals. First, it does not deal explicitly with variable domains which complicates the implementation and runtime requirements of IBS. Second, it does not instrument constraints which is a significant burden in solution-counting heuristics. Third, it naturally deals with global constraints, which is not the case of WDEG since all variables in a failed constraint receive the same weight contribution although only a subset of them is relevant to the conflict. ABS was compared experimentally to IBS and WDEG on a variety of benchmarks. The results show that ABS is the most robust heuristic and can produce significant improvements in performance over IBS and WDEG, especially when the problem complexity increases.

The rest of the paper is organized as follows. Sections 2 and 3 review the IBS and WDEG heuristics. Section 4 presents ABS. Section 5 presents the experimental results and Section 6 concludes the paper.

2 Impact-Based Search

Impact-based search was motivated by the concept of pseudo-cost in MIP solvers. The idea is to associate with a branching decision $x = v$ a measure of how effectively it shrinks the search space. This measure is called the impact of the branching decision.

Formalization Let $P = \langle X, D, C \rangle$ be a CSP defined over variables $X$, domains $D$, and constraints $C$. Let $D(x_i)$ denote the domain of variable $x_i \in X$ and $|D(x_i)|$ denote the size of this domain. A trivial upper-bound on the size of the search space of $S(P)$ is given by the product of the domain sizes:

$$S(P) = \prod_{x \in X} |D(x)|$$

At node $k$, the search procedure receives a CSP $P_{k-1} = \langle X, D_{k-1}, C_{k-1} \rangle$, where $C_{k-1} = C \cup \{c_0, c_1, c_2, \ldots, c_{k-1}\}$ and $c_i$ is the constraint posted at node $i$. Labeling a variable $x$ with value $a \in D_{k-1}(x)$ adds a constraint $x = a$ to $C_{k-1}$ to produce, after propagation, the CSP $P_k = \langle X, D_k, C_k \rangle$.

The contraction of the search space induced by a labeling $x = a$ is defined as

$$I(x = a) = 1 - \frac{S(P_k)}{S(P_{k-1})}$$

$I(x = a) = 1$ when the assignment produces a failure since $S(P_k) = 0$ and $I(x = a) \approx 0$ whenever $S(P_k) \approx S(P_{k-1})$, i.e., whenever there is almost no domain reduction. An estimate of the impact of the labeling constraint $x = a$ over a set of search tree nodes $K$ can then be defined as

$$\bar{I}(x = a) = \frac{\sum_{k \in K} 1 - \frac{S(P_k)}{S(P_{k-1})}}{|K|}$$
Actual implementations (e.g., [7]) rely instead on
\[ I_1(x = a) = \frac{I_0(x = a) \cdot (\alpha - 1) + I(x = a)}{\alpha} \]
where \( \alpha \) is a parameter of the engine and the subscripts in \( I_0 \) and \( I_1 \) denote the impact before and after the update. Clearly, \( \alpha = 1 \) yields a forgetful strategy, \( \alpha = 2 \) gives a running average that progressively decays past impacts, while a choice \( \alpha > 2 \) favors past information over most recent observations.

The (approximate) impact of a variable \( x \) at node \( k \) is defined as
\[ I(x) = \sum_{a \in D_k(x)} 1 - \bar{I}(x = a) \]

To obtain suitable estimates of the assignment and variable impacts at the root node, IBS simulates all the \( \sum_{x \in X} |D(x)| \) possible assignments. For large domains, domain values are partitioned in blocks. Namely, for a variable \( x \), let \( D(x) = \bigcup_{i=1}^{b} B_i \) with \( B_i \cap B_j = \emptyset \) \( \forall i, j : i \neq j \in 1..b \). The impact of a value \( a \in B_i \) \( (i \in 1..b) \) is then set to \( I(x = a) = I(x \in B_i) \). With partitioning, the initialization costs drop from \( |D(x)| \) propagations to \( b \) propagations (one per block). The space requirement for IBS is \( \Theta(\sum_{x \in X} |D(x)|) \), since it stores the impacts of all variable/value pairs.

The Search Procedure IBS defines a variable and a value selection heuristic. IBS first selects a variable \( x \) with the largest impact, i.e., \( x \in \arg \max_{x \in X} I(x) \). It then selects a value \( a \) with the least impact, i.e., \( a \in \arg \min_{v \in D(x)} \bar{I}(x = v) \). Neither \( \arg \max_{x \in X} I(x) \) nor \( \arg \min_{v \in D(x)} \bar{I}(x = v) \) are guaranteed to be a singleton and, in case of ties, IBS breaks the ties uniformly at random.

As any randomized restarting search procedure, IBS can be augmented with a restart strategy. A simple restarting scheme limits the number of failures in round \( i \) to \( l_i \) and increases the limit between rounds to \( l_{i+1} = \rho \cdot l_i \) where \( \rho > 1 \).

3 The WDEG Heuristic

WDEG maintains, for each constraint, a counter (weight) representing the number of times a variable appears in a failed constraint, i.e., a constraint whose propagation removes all values in the domain of a variable. The weighted degree of variable \( x \) is defined as
\[ \alpha_{wdeg}(x) = \sum_{c \in C} \text{weight}[c] \text{ s.t. } x \in \text{vars}(c) x \land |\text{FutVars}(c)| > 1 \]
where \( \text{FutVars}(c) \) is the set of uninstantiated variables in \( c \).

WDEG only defines a variable selection heuristic: It first selects a variable \( x \) with the smallest ratio \( \frac{|D(x)|}{\alpha_{wdeg}(x)} \). All the weights are initialized to 1 and, when a constraint fails, its weight is incremented. The space overhead of WDEG is \( \Theta(|C|) \) for a CSP \( \langle X, D, C \rangle \).
4 Activity-Based Search

ABS is motivated by the key role of propagation in constraint-programming solvers. Contrary to SAT solvers, CP uses sophisticated filtering algorithms to prune the search space by removing values that cannot appear in solutions. ABS exploits this filtering information and maintains, for each variable $x$, a measure of how often the domain of $x$ is reduced during the search. The space requirement for this statistic is $\Theta(|X|)$. ABS can optionally maintain a measure of how much activity can be imputed to each assignment $x = a$ in order to drive a value-selection heuristic. If such a measure is maintained, the space requirement is proportional to the number of distinct assignments performed during the search and is bounded by $O(\sum_{x \in X} |D(x)|)$. ABS relies on a decaying sum to forget the oldest statistics progressively, using an idea from VsIDS. It also initializes the activity of the variables by probing the search space.

ABS is simple to implement and does not require sophisticated constraint instrumentation. It scales to large domains without special treatment and is independent of the domain sizes when the value heuristic is not used. Also, ABS does not favor variables appearing in failed constraints, since a failure in a CP system is typically the consequence of many filtering algorithms.

Formalization Given a CSP $P = \langle X, D, C \rangle$, a CP solver applies a constraint-propagation algorithm $F$ after a labeling decision. $F$ produces a new domain store $D' \subseteq D$ enforcing the required level of consistency. Applying $F$ to $P$ identifies a subset $X' \subseteq X$ of affected variables defined by

$$\forall x \in X' : D'(x) \subset D(x);$$
$$\forall x \in X \setminus X' : D'(x) = D(x).$$

The activity of $x$, denoted by $A(x)$, is updated at each node $k$ of the search tree by the following two rules:

$$\forall x \in X \text{ s.t. } |D(x)| > 1 : A(x) = A(x) \cdot \gamma$$
$$\forall x \in X' : A(x) = A(x) + 1$$

where $X'$ is the subset of affected variables and $\gamma$ be an age decay parameter satisfying $0 \leq \gamma \leq 1$. The aging only affects free variables since otherwise it would quickly erase the activity of variables labeled early in the search.

The activity of an assignment $x = a$ at a search node $k$ is defined as the number of affected variables in $|X'|$ when applying $F$ on $C \cup \{x = a\}$, i.e.,

$$A_k(x = a) = |X'|.$$

As for impacts, the activity of $x = a$ over the entire tree can be estimated by an average over all the tree nodes seen so far, i.e., over the set of nodes $\mathcal{K}$. The estimation is thus defined as

$$\tilde{A}(x = a) = \frac{\sum_{k \in \mathcal{K}} A_k(x = a)}{|\mathcal{K}|}.$$
Once again, it is simpler to favor a weighted sum instead

$$\hat{A}_1(x = a) = \frac{\hat{A}_0(x = a) \cdot (\alpha - 1) + A_k(x = a)}{\alpha}$$

where the subscripts on $\hat{A}$ capture the estimate before and after the update. When the value heuristic is not used, it is not necessary to maintain $\hat{A}(x = a)$ which reduces the space requirements without affecting variable activities.

The Search Procedure Abs defines a variable ordering and possibly a value ordering. It selects the variable $x$ with the largest ratio $A(x)|D(x)|$, i.e., the most active variable per domain value. Ties are broken uniformly at random. When a value heuristic is used, Abs selects a value $a$ with the least activity, i.e., $a \in \text{argMin}_{v \in D(x)} \hat{A}(x = v)$. The search procedure can be augmented with restarts. The activities can be used “as-is” to guide the search after a restart. It is also possible to reinitialize activities in various ways, but this option was not explored so far in the experimentations.

Initializing Activities Abs uses probing to initialize the activities. Consider a path $\pi$ going from the root to a leaf node $k$ in a search tree for the CSP $P = (X, D, C)$. This path $\pi$ corresponds to a sequence of labeling decisions $(x_0 = v_0, x_1 = v_1, \ldots, x_k = v_k)$ in which the $j^{th}$ decision labels variable $x_j$ with $v_j \in D_j(x_j)$. If $X_j \subseteq X$ is the subset of variables whose domains are filtered as a result of applying $F$ after decision $x_j = v_j$, the activity of variable $x$ along path $\pi$ is defined as $A^\pi(x) = A^\pi_k(x)$ where

$$
\begin{align*}
A^\pi_0(x) &= 0 \\
A^\pi_j(x) &= A^\pi_{j-1}(x) + 1 \quad \text{if } x \in X_j (1 \leq j \leq k) \\
A^\pi_j(x) &= A^\pi_{j-1}(x) \quad \text{if } x \notin X_j (1 \leq j \leq k)
\end{align*}
$$

$A^\pi(x) = 0$ if $x$ was never involved in any propagation along $\pi$ and $A^\pi(x) = k$ if the domain of $x$ was filtered by each labeling decision in $\pi$. Also, $A^\pi(x) = A(x)$ when $\gamma = 1$ (no aging) and path $\pi$ is followed.

Now let us now denote $\Pi$ the set of all paths in some search tree of $P$. Each such path $\pi \in \Pi$ defines an activity $A^\pi(x)$ for each variable $x$. Ideally, we would want to initialize the activities of $x$ as the average over all paths in $\Pi$, i.e.,

$$\mu_A(x) = \frac{\sum_{\pi \in \Pi} A^\pi(x)}{|\Pi|}.$$ 

Abs initializes the variables activities by sampling $\Pi$ to obtain an estimate of the mean activity $\hat{\mu}_A(x)$ from a sample $\hat{\Pi} \subset \Pi$. More precisely, Abs repeatedly draws paths from $\Pi$. These paths are called probes and the $j^{th}$ assignment $x_j = v_j$ in a probe $p$ is selected uniformly at random as follows: (1) $x_j$ is a free variable and (2) value $v_j$ is picked from $D_j(x_j)$. During the probe execution, variable activities are updated normally but no aging is applied in order to ensure that all probes contribute equally to $\hat{\mu}_A(x)$. Observe that some probes may
terminate prematurely since a failure may be encountered; others may actually find a solution if they reach a leaf node. Moreover, if a failure is discovered at the root node, singleton arc-consistency [9] has been established and the value is removed from the domain permanently.

The number of probes is chosen to provide a good estimate of the mean activity over the paths. The probing process delivers an empirical distribution \( \hat{A}(x) \) of the activity of each variable \( x \) with mean \( \hat{\mu}_A(x) \) and standard deviation \( \hat{\sigma}_A(x) \). Since the probes are iid, the distribution can be approximated by a normal distribution and the probing process is terminated when the 95\% confidence interval of the t-distribution, i.e., when

\[
[\hat{\mu}_A(x) - t_{0.05,n-1} \cdot \frac{\hat{\sigma}_A(x)}{\sqrt{n}}, \hat{\mu}_A(x) + t_{0.05,n-1} \cdot \frac{\hat{\sigma}_A(x)}{\sqrt{n}}]
\]

is sufficiently small (e.g., within \( \delta \% \) of the empirical mean) for all variables \( x \) with \( n \) being the number of probes.

Observe that this process does not require a separate instrumentation. It uses the traditional activity machinery with \( \gamma = 1 \). In addition, the probing process does not add any space requirement: the sample mean \( \hat{\mu}_A(x) \) and the sample standard deviation \( \hat{\sigma}_A(x) \) are computed incrementally, including the activity vector \( A^p \) for each probe as it is completed. If a value heuristic is used the sampling process also maintains \( A(x = a) \) for every labeling decision \( x = a \) attempted during the probes.

5 Experimental Results

5.1 The Experimental Setting

The Configurations All the experiments were done on a Macbook Pro with a core i7 at 2.66Ghz running MacOS 10.6.7. Ibs, Wdeg, and Abs were were all implemented in the COMET system [3]. Since the search algorithms are in general randomized, the empirical results are based on 50 runs and the tables report the average \( (\mu_T) \) and the standard deviation \( \sigma_T \) of the running times in seconds. Unless specified otherwise, a timeout of 5 minutes was used and runs that timeout were assigned a 300s runtime. The following parameter values were used for the experimental results: \( \alpha = 8 \) in both Ibs and Abs, \( \gamma = 0.999 \) (slow aging), and \( \delta = 20\% \). Experimental results on the sensitivities of these parameters will also be reported. For every heuristic, the results are given for three strategies: no restarts (NR), fast restarting (\( \rho = 1.1 \)) or slow restarting (\( \rho = 2 \)), depending on which strategy is best across the board. The initial failure limit is set to \( 3 \cdot |X| \).

Search Algorithms The search algorithms were run on the exact same models, with a single line changed to select the search procedure. In our experiments, Ibs does not partition the domains when initializing the impacts and always computes the impacts exactly. Both the variable and value heuristics break ties
randomly. In WDEG, no value heuristic is used: The values are tried in the sequential order of the domain. Ties in the variable selection are broken randomly. All the instances are solved using the same parameter values as explained earlier. No comparison with model-counting heuristic is provided, since these are not available in publicly available CP solvers.

Benchmarks The experimental evaluation uses benchmarks that have been widely studied, often by different communities. The multi-knapsack and magic square problems both come from the Ibs paper [10]. The progressive party has been a standard benchmark in the local search, mathematical-programming, and constraint-programming communities, and captures a complex, multi-period allocation problem. The nurse rostering problem [11] originated from a mathematical-programming paper and constraint programming was shown to be a highly effective and scalable approach. The radiation problem is taken from the 2008 MiniZinc challenge [6] and has also been heavily studied. These benchmarks typically exploit many features of constraint-programming systems including numerical, logical, reified, element, and global constraints.

5.2 The Core Results

Multi-Knapsack This benchmark is from [10] and our implementation follows Refalo’s informal description. The satisfaction model uses an arithmetic encoding of the binary knapsacks (not a global constraint) where the objective is replaced by a linear equality with a right-hand-side set to the known optimal value. All
the constraints use traditional bound-consistency algorithms for filtering linear constraints. A second set of experiments considers the optimization variant. The COP uses \( n \) global binary knapsack constraints (binaryKnapsackAtmost in COMET) based on the filtering algorithm in [13]. These benchmarks contain up to 50 variables.

Figure 1 is a pictorial depiction of the behavior of the three search algorithms with no restarts. The chart on the left gives the absolute running time (in seconds) with a logarithmic scale. The stacked bar chart on the right reports the same data using a relative scale instead where the height of the bar is the normalized sum of the running time of all three algorithms and the length of each segment is its normalized running time. Note that, since this view is not logarithmic, adjacent bars correspond to different totals. The results clearly show that, as the difficulty of the problem increases, the quality of WDEG sharply decreases and the quality of Abs significantly improves. On the harder instances, Abs is clearly superior to Ibs and vastly outperforms WDEG. Figure 2 conveys the same information for the optimization variant with similar observations.

Table 1 provides the numerical results for instances 1 – 2 to 1 – 6. The first column specifies the instance, while the remaining columns report the average run times, the standard deviations, and the number of runs that did not time-out. The results are given for no-restart and slow-restart strategies for all heuristics. On the decision instance 1 – 6, WDEG often fails to find a solution within the time limit and, in general, takes considerable time. Abs always finds solutions and is about 5 times faster than Ibs for the no-restart strategy which is most effective on the decision variant. On the optimization variant, WDEG cannot solve instance 1 – 5 in any of the 50 runs and Ibs does not always find a solution. Abs, in contrast, finds a solution in all 50 runs well within the time limit.

In summary, on this benchmark, WDEG is vastly outperformed by Ibs and Abs as soon as the instances are not easy. Abs is clearly the most robust heuristic and produces significant improvements in performance on the most difficult instances, both in the decision and optimization variants.

| Bench | Model  | \[\mu(T)\] | \[\sigma(T)\] | \[T\] | \[\sigma(T)\] | \[T\] |
|---|---|---|---|---|---|---|
| 1-2 | Abs|NR| 0.01 | 0.01 | 50 | 0.97 | 0.13 | 50 |
| | Abs|R(2)| 0.01 | 0.01 | 50 | 0.74 | 0.08 | 50 |
| | Ins|NR| 0.01 | 0.01 | 50 | 36.61 | 15.19 | 50 |
| | Ins|R(2)| 0.01 | 0.01 | 50 | 18.84 | 5.98 | 50 |
| | WDEG|NR| 0 | 0 | 50 | 0.52 | 0.14 | 50 |
| | WDEG|R(2)| 0 | 0 | 50 | 0.60 | 0.11 | 50 |
| 1-3 | Abs|NR| 0.04 | 0.01 | 50 | 2.03 | 0.27 | 50 |
| | Abs|R(2)| 0.04 | 0.01 | 50 | 1.85 | 0.20 | 50 |
| | Ins|NR| 0.02 | 0.01 | 50 | 14.45 | 8.63 | 50 |
| | Ins|R(2)| 0.03 | 0.01 | 50 | 14.01 | 10.15 | 50 |
| | WDEG|NR| 0.01 | 0.01 | 50 | 2 | 0.47 | 50 |
| | WDEG|R(2)| 0.01 | 0.01 | 50 | 2.55 | 0.72 | 50 |
| 1-4 | Abs|NR| 0.13 | 0.03 | 50 | 26.16 | 7.47 | 50 |
| | Abs|R(2)| 0.16 | 0.05 | 50 | 16.35 | 2.11 | 50 |
| | Ins|NR| 0.15 | 0.07 | 50 | 200.96 | 41.91 | 50 |

Table 1. Experimental Results on Multi-Knapsack.
**Table 2.** Experimental Results on Magic Squares.

*Magic Square* This benchmark is also from [10] and the model is based on a direct algebraic encoding with $2 \cdot n$ linear equations for the rows and columns (the square side is $n$), 2 linear equations for the diagonals, one alldifferent constraint (not enforcing domain consistency) for the entire square, $2 \cdot n$ binary inequalities to order the elements in the diagonals, and two binary inequalities to order the top-left corner against the bottom-left and top-right corners. Table 2 report results for squares of size 7 to size 10. The $F$ column in Table 2 reports the number of successful runs (no timeout).

On magic squares, wdeg is completely dominated by Ibs and Abs: It has poor performance and is not robust even on the simpler instances. The best performance for Ibs and Abs is obtained using a fast restart, in which case Abs provides a slight improvement over Ibs. Ibs is more effective than Abs with slow or no restarts.

*Progressive Party* The progressive party problem [12] is a constraint satisfaction problem featuring a mix of global constraint and has been used frequently for benchmarking CP, LS, and MIP solvers. The instance considered here is the $2 \cdot 8$ instance with 29 guests, 8 periods and 13 hosts, i.e., 232 variables with domains of size 13. The goal is to find a schedule for a social event taking place over $k$ time periods subject to constraints on the sizes of the venues (the boats), sizes of the group, and social constraints (two groups cannot meet more than once and one group cannot go back to the same boat more than once). The model relies on multiple global alldifferent, multi-knapsacks and arithmetic constraints with reifications. This model breaks the search in $k$ phases (one per period) and uses the black-box heuristic within each period.

The results are given in Table 3. Abs clearly dominates Ibs on this benchmark for all restarting strategies. Abs is also clearly superior to wdeg when no restarts are used but is slightly slower than wdeg when slow or fast restarts are used.
### Table 3. Experimental Results on the Progressive Party 2 – 8.

| Row Labels | \( \mu(C) \) | \( \mu(T) \) | \( \sigma(T) \) | \( F \) |
|------------|-------------|-------------|-------------|------|
| Abs[NR]    | 163884.80   | 46.49       | 90.24       | 257205.36 |
| Abs[R(1.1)]| 2338.18     | 4.91        | 0.87        | 405027.32 |
| Abs[R(2)]  | 4324.88     | 5.47        | 2.10        | 14424.60  |
| Ins[NR]    | 1041257.62  | 112.31      | 136.07      | 19594.12  |
| Ins[R(1.1)]| 15357.24    | 5.24        | 2.25        | 405027.32 |

### Table 4. Experimental Results on Nurse Rostering.

**Nurse Rostering** This benchmark is taken from [11] and is a rostering problem assigning nurses to infants in an hospital ward, while balancing the workload. The multi-zone model can be found in Listing 1.2 in [11]. The custom search procedure is removed and replaced by a call to one of the generic searches (Ins, ABS, WDEG). Table 4 reports the performance results for the three heuristics and 3 restarting strategies on the one-zone instances (z1-z5,z8). Note that the custom procedure in [11] relies on a dynamic-symmetry breaking on values and sophisticated variable/value ordering. Results for WDEG beyond z5 are not reported as it times out systematically. As before, column \( F \) reports the number of runs that finish (out of 50), \( C \) reports the number of choice points and the \( T \) columns reports the mean and standard deviation of the running time.

WDEG exhibits extremely poor performance and robustness on this benchmark. ABS is clearly the most robust procedure as it solves all instances in all its runs for all the restarting strategies. It is also significantly faster than Ins on 4 and z8. Ins behaves well in general, except on 4 and z8 for which it sometimes fails to find solutions and takes significantly more time than ABS. It is faster than ABS on z3 and z5.
Radiation This last benchmark is a constrained optimization problem for radiation therapy taken from the 2008 MiniZinc challenge [6]. The objective is to find a setup of a radiation therapy machine to deliver a desired radiation intensity to a tumor. The problem uses algebraic constraint and the formulation can be found in the mini-zinc repository [4]. The search procedure must deal with all the variables at once. In 2008, several solvers were unable to solve most instances in a reasonable amount of time as seen in [4], which indicates the difficulty of the instances. The instance sizes are specified in Table 5. A row gives a term for each array in the problem with its size and the size of the domains. For instance, the instances. The instance sizes are specified in Table 5. A row gives a term for any restarting strategy.

Table 6 reports the results for 5 instances. ABS clearly dominates IBS on all instances and IBS cannot solve the largest instance within the time limit for any restarting strategy. WDEGC performs well in general on this benchmark. It is slightly faster than ABS on the largest instance for the slow and fast restarts.

Table 5. Description of the Radiation Instances.

Table 6. Experimental Results on Radiation Benchmarks.
but is slower with no restarts. On instance 9, it is faster with no restart and slower when slow or fast restart are used. Both wdeg and Abs are effective on this problem and clearly superior to Ibs.

Summary  On this collection of benchmarks, Abs is clearly the most robust and effective heuristic. It is robust across all benchmarks and restarting strategies and is, in general, the fastest heuristic. WDEG has significant robustness and performance issues on the multi-knapsack, magic square, and nurse rostering benchmarks. Ibs has some robustness issues on radiation, some rostering instances, and the optimization variant of the large knapsack problems. It is in general significantly less efficient than Abs on the knapsack, rostering, and radiation benchmarks.

5.3 Sensitivity Analysis

Criticality of the Variable Ordering  Table 7 reports the performance of activity-based search when no variable ordering is used. The value heuristic simply tries the value in increasing order as in wdeg. The results indicate that the value selection heuristic of Abs does not play a critical role and is only marginally faster/more robust on the largest instances.

Sensitivity to the Sample Size  Figure 3 illustrates graphically the sensitivity of Abs to the confidence interval parameter $\delta$ used to control the number of probes in the initialization process. The statistics are based on 50 runs of the non-restarting strategy. The boxplots show the four main quartiles for the running time (in seconds) of Abs with $\delta$ ranging from 0.8 down to 0.05. The blue line connects the medians whereas the red line connects the means. The circles beyond the extreme quartiles are outliers. The left boxplot shows results on msq-10 while the right one shows results on the optimization version of knap1-4.

The results show that, as the number of probes increases (i.e., $\delta$ becomes smaller), the robustness of the search heuristic improves and the median and the mean tend to converge. This is especially true on knap1-4, while msq-10 still exhibits some variance when $\delta = 0.05$. Also, the mean decreases with more probes on msq-10, while the mean increases on knap1-4 as the probe time becomes more important. The value $\delta = 0.2$ used in the core experiments seem to be a reasonable compromise.

| Method | $\mu(C)$ | $\mu(T)$ | $\sigma(T)$ | $S$ |
|--------|----------|----------|-------------|------|
| Abs[NR] | 11224.80 | 1.48     | 0.38        | 50   |
| Abs[R(1,1)] | 18803.18 | 2.30     | 0.86        | 50   |
| Abs[R(2)] | 12248.46 | 1.57     | 0.43        | 50   |
| Abs[NR] | 7147.90  | 1.27     | 0.39        | 50   |
| Abs[R(1,1)] | 12161.34 | 1.92     | 0.68        | 50   |
| Abs[R(2)] | 10926.12 | 1.74     | 0.54        | 50   |
| Abs[NR] | 27702.00 | 3.53     | 0.78        | 50   |
| Abs[R(1,1)] | 63755.24 | 7.80     | 2.27        | 50   |
| Abs[R(2)] | 16708.46 | 2.23     | 0.47        | 50   |

Table 7. The Influence of the Value Ordering.

| Method | $\mu(C)$ | $\mu(T)$ | $\sigma(T)$ | $S$ |
|--------|----------|----------|-------------|------|
| Abs[NR] | 11224.80 | 1.48     | 0.38        | 50   |
| Abs[R(1,1)] | 18803.18 | 2.30     | 0.86        | 50   |
| Abs[R(2)] | 12248.46 | 1.57     | 0.43        | 50   |
| Abs[NR] | 7147.90  | 1.27     | 0.39        | 50   |
| Abs[R(1,1)] | 12161.34 | 1.92     | 0.68        | 50   |
| Abs[R(2)] | 10926.12 | 1.74     | 0.54        | 50   |
| Abs[NR] | 27702.00 | 3.53     | 0.78        | 50   |
| Abs[R(1,1)] | 63755.24 | 7.80     | 2.27        | 50   |
| Abs[R(2)] | 16708.46 | 2.23     | 0.47        | 50   |
| Abs[NR] | 36534.92 | 5.06     | 1.18        | 50   |
| Abs[R(1,1)] | 46948.84 | 6.76     | 1.99        | 50   |
| Abs[R(2)] | 12161.34 | 1.92     | 0.68        | 50   |
| Abs[NR] | 7147.90  | 1.27     | 0.39        | 50   |
| Abs[R(1,1)] | 12161.34 | 1.92     | 0.68        | 50   |
| Abs[R(2)] | 10926.12 | 1.74     | 0.54        | 50   |
| Abs[NR] | 27702.00 | 3.53     | 0.78        | 50   |
| Abs[R(1,1)] | 63755.24 | 7.80     | 2.27        | 50   |
| Abs[R(2)] | 16708.46 | 2.23     | 0.47        | 50   |

| Method | $\mu(C)$ | $\mu(T)$ | $\sigma(T)$ | $S$ |
|--------|----------|----------|-------------|------|
| Abs[NR] | 11224.80 | 1.48     | 0.38        | 50   |
| Abs[R(1,1)] | 18803.18 | 2.30     | 0.86        | 50   |
| Abs[R(2)] | 12248.46 | 1.57     | 0.43        | 50   |
| Abs[NR] | 7147.90  | 1.27     | 0.39        | 50   |
| Abs[R(1,1)] | 12161.34 | 1.92     | 0.68        | 50   |
| Abs[R(2)] | 10926.12 | 1.74     | 0.54        | 50   |
| Abs[NR] | 27702.00 | 3.53     | 0.78        | 50   |
| Abs[R(1,1)] | 63755.24 | 7.80     | 2.27        | 50   |
| Abs[R(2)] | 16708.46 | 2.23     | 0.47        | 50   |
| Abs[NR] | 36534.92 | 5.06     | 1.18        | 50   |
| Abs[R(1,1)] | 46948.84 | 6.76     | 1.99        | 50   |
| Abs[R(2)] | 12161.34 | 1.92     | 0.68        | 50   |
| Abs[NR] | 7147.90  | 1.27     | 0.39        | 50   |
| Abs[R(1,1)] | 12161.34 | 1.92     | 0.68        | 50   |
| Abs[R(2)] | 10926.12 | 1.74     | 0.54        | 50   |
| Abs[NR] | 27702.00 | 3.53     | 0.78        | 50   |
| Abs[R(1,1)] | 63755.24 | 7.80     | 2.27        | 50   |
| Abs[R(2)] | 16708.46 | 2.23     | 0.47        | 50   |
Sensitivity to $\gamma$ (Aging) Figure 4 illustrates the sensitivity to the aging parameter. The two boxplots are once again showing the distribution of running times in seconds for 50 runs of $\text{msq-10}$ (left) and $\text{knap1-4}$ (right). What is not immediately visible on the figure is that the number of timeouts for $\text{msq-10}$ increases from 0 for $\gamma = 0.999$ to 9 for $\gamma = 0.5$. Overall, the results seem to indicate that the slow aging process is desirable.

5.4 Some Behavioral Observations

Figure 5 depicts the behavior of $\text{Abs}$ and $\text{Ins}$ on radiation #9 under all three restarting strategies. The $x$ axis is the running time in a logarithmic scale and the $y$ axis is the objective value each time a new upper bound is found. The three red curves depict the performance of activity-based search, while the three blue curves correspond to impact-based search. What is striking here is the difference in behavior between the two searches. $\text{Abs}$ quickly dives to the optimal solution and spends the remaining time proving optimality. Without restarts, activity-based search hits the optimum within 3 seconds. With restarts, it finds the optimal solution within one second and the proof of optimality is faster too. $\text{Ins}$ slowly reaches the optimal solution but then proves optimality quickly. Restarts have a negative effect on $\text{Ins}$. We conjecture that the reduction of large domains
Fig. 5. The Radiation-9 Objective over Time.

Fig. 6. Frequencies and Distribution of Activity Levels on Radiation-9.

may not be such a good indicator of progress and may bias the search toward certain variables.

Figure 6 provide interesting data about activities on radiation #9. In particular, Figure 6 gives the frequencies of activity levels at the root, and plots the activity levels for all the variables. (Only the variables not fixed by singleton arc-consistency are shown in the figures). The two figures highlight that the probing process has isolated a small subset of the variables with very high activity levels, indicating that, on this benchmark, there are relatively few very active variables. It is tempting to conjecture that this benchmark has backdoors [14] or good cycle-cutsets [2] and that activity-based search was able to discover them, but more experiments are needed to confirm or disprove this conjecture.

6 Conclusion

Robust search procedures is a central component in the design of black-box constraint-programming solvers. This paper proposed activity-based search, the
idea of using the activity of variables during propagation to guide the search. A variable activity is incremented every time the propagation step filters its domain and is aged otherwise. A sampling process is used to initialize the variable activities prior to search. Activity-based search was compared experimentally to the IBS and WDEG heuristics on a variety of benchmarks. The experimental results have shown that ABS was significantly more robust than both IBS and WDEG on these classes of benchmarks and often produces significant performance improvements.
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