Detail Reconstruction of 3D Face Model from Single Image
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Abstract. With the development of computer vision technology, 3D face model reconstruction technology has a great breakthrough. In view of the current popular deep learning method, we use an algorithm based on neural network to restore the details of 3D face model. We design a high frequency detail generation network to generate displacement map based on the texture extracted from the original image. The displacement map contains a large number of high frequency detail features of the target face. By embedding the displacement map into the face model, the details of the model can be restored.

1. Introduction
After years of development, image processing has been relatively mature. Face recognition is also one of the most important applications in the field of computer vision. In most environments, the current face recognition technology can recognize the target face efficiently. 2D image information is not complete enough to meet the needs of research, so 3D reconstruction method has become one of the hot research methods. With the application of deep learning method in image processing [1], artificial reconstruction method is replaced, and efficient 3D face reconstruction algorithm is more suitable for research and application. At present, most of the known 3D face reconstruction algorithms only reconstruct the rough model or a small amount of detail model. As these models contain most of the information, but the accuracy is not ideal. We propose an algorithm based on neural network to reconstruct 3D models from single face images and restore high frequency details.

2. Non-front face alignment
Our proposed algorithm mainly deals with the problem of face pose and face details. Bazal et al. proposed a Basel face model (BFM) based on principal component analysis (PCA) [2]. BFM is a parametric model, which can be obtained by inputting shape parameters, texture parameters and other data. Although this model has a high degree of fit to the target face, it contains most of the face information, but it is difficult to deal with high frequency details such as facial wrinkles. Our method uses a neural network to generate the displacement map based on the real texture map, which contains most of the details [3].

2.1. Camera model
In the field of 3D reconstruction, a camera model is often needed to simulate the image acquisition process of real camera equipment. The camera model takes the normal of the face image as the positive direction, considering the pose angle, the zoom and displacement of the image.
Generally speaking, the camera model uses orthogonal perspective projection to achieve imaging. Orthographic perspective projection cannot scale images effectively. So we use weak perspective projection similar to orthogonal perspective projection to solve this problem [5]. Suppose that the real model shape vector \( S \) of the non-frontal target face, the rotation matrix relative to the positive direction of the camera model is \( R \in \mathbb{R}^{3 \times 3} \), and the weak perspective projection function is:

\[
P = FS + t, \tag{1}
\]

where \( F = f * \Lambda * R \), \( f \) is the focal length parameter of the camera model, \( \Lambda \) is the orthogonal matrix, and \( t \) is the displacement parameter.

2.2. Feature point detection

When processing non frontal face images, some information of face pose self occlusion is lost seriously, so it is difficult to follow-up operation. Aiming at the problem of face pose, a face alignment method is proposed. Referring to PRN, we try to apply weight to 3D dense face model in UV vector space, so as to solve the problem that it is difficult to obtain partial information of self occlusion [6]. Face feature points are distributed in the main components of the face, we put a large weight on these feature points to highlight the recognition degree of the face.

In the aspect of feature point detection, we used dlib library based on regression tree set cascade method [7]. The feature points are detected, and then the dictionary is indexed to get the face deflection angle, and then the rotation matrix is calculated. Figure 1 is an example of feature point detection, and the image is from 300W dataset [8].

![Feature point detection example](image)

Figure 1. Example of feature point detection.

3. 3D face detail reconstruction

Our method divides 3D face reconstruction into two steps: smooth model reconstruction and model detail generation. Smooth model lacks high frequency details, and model details generation can make up for the details of smooth model.

3.1. Reconstruction of smooth model using BFM

The BFM based on PCA is a parametric model. In this paper, we need to input parameters to get the shape model with smooth surface. The shape vector of the reconstructed model is \( S' = (x_i, y_i, z_i) \) by inputting the shape parameter \( \alpha_i \) to influence the vector:

\[
S_{\text{smooth}} = \sum_{i=1}^{n} \alpha_i S_i \tag{2}
\]

The detected feature points are used to calculate PCA parameters, but they can not represent all the information of 2D face. Compared with the real face model, the model reconstructed by BFM will inevitably lose some information.

\[
S - S_{\text{smooth}} = \sum_{k} \omega_k \| L_k - P(x_k, y_k) \|_2, \tag{3}
\]

where \( L_k \) is the kth feature point of plane face, \( P(x_k, y_k) \) is the projection coordinate of the kth vertex of the 3D model on the 2D plane, \( \omega_k \) is the weight of the kth feature point.
3.2. High frequency detail generation

In the field of 3D model reconstruction, high frequency details are essential for a high precision model. The number of facial details is large and complex, so it is unrealistic to analyze the details by only one face image. For 3D detail model, the manual reconstruction method is time-consuming and labor-consuming, so we propose a detail generator based on CGAN to restore the high frequency details of the reconstructed model.

![Diagram of high frequency detail generator](image)

The network is divided into two parts: compression channel and expansion channel. Each layer consists of two convolution layers and one maximum pooling layer. Image as input, compression channel through dimension reduction, each layer generates half dimension feature map. The generated feature map is fused with the dimension reduced image in the expansion channel to generate a new image, and the last layer outputs the generated image.

The generated image is grayed and input to the PatchGAN for threshold judgment. If the judgment is successful, the displacement map will be output; if the judgment fails, it will be re input into the detail generator. Loss function of this network [9]:

\[
\begin{align*}
L_G &= \mathcal{V}_{\text{GAN}}(D, G) + \lambda_1 L_1(G), \\
L_D &= -\mathcal{V}_{\text{GAN}}(D, G),
\end{align*}
\]

where \(\lambda_1\) is set to 100.

![Comparison of smooth model and detail model](image)

Figure 3. Comparison of smooth model and detail model. (a) Original image. (b) Smooth model. (c) Detail model.
4. Experimental evaluation

We use the original image reconstruction model in Facescape dataset [10], and compare our method with the advanced method PRN. Facescape dataset is a collection of face information by deep camera equipment, which includes the original image and the corresponding real model. We calculate the point cloud error between the reconstructed model and the real model, and evaluate the accuracy of the model.

Figure 4. Error heat map.

Figure 4 shows the error heat distribution between the algorithm reconstruction model and the real database model. The four images in the first line are the original images that can be published in Facescape dataset. For this evaluation, we use ICP algorithm to compare the error values of 50K point clouds of the model, and calculate the root mean square error (RMSE). The detailed data are shown in Table 1. As can be seen from the data in Table 1, the accuracy of our method is higher than that of PRN in most cases.

| Method   | (a)  | (b)  | (c)  | (d)  |
|----------|------|------|------|------|
| Our method | 5.82 | 6.11 | 5.01 | 5.72 |
| PRN      | 5.97 | 6.57 | 4.94 | 6.48 |

5. Conclusion

The proposed method uses the displacement map to enhance the high frequency details of the smooth model. Considering that the pose of the target face will interfere with the reconstruction process, our method uses a face alignment method to identify the positive direction of the face, and obtains the face feature points through the detection of dlib library. The feature points are used to calculate the BFM parameters. After the experimental evaluation, our method in terms of accuracy has achieved relatively ideal results.
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