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ABSTRACT

Deep learning models are becoming predominant in many fields of machine learning. Text-to-Speech (TTS), the process of synthesizing artificial speech from text, is no exception. To this end, a deep neural network is usually trained using a corpus of several hours of recorded speech from a single speaker. Trying to produce the voice of a speaker other than the one learned is expensive and requires large effort since it is necessary to record a new dataset and retrain the model. This is the main reason why the TTS models are usually single speaker. The proposed approach has the goal to overcome these limitations trying to obtain a system which is able to model a multi-speaker acoustic space. This allows the generation of speech audio similar to the voice of different target speakers, even if they were not observed during the training phase.

Index Terms— text-to-speech, deep learning, multi-speaker speech synthesis, speaker embedding, transfer learning

1. INTRODUCTION

Text-to-Speech (TTS) synthesis, the process of generating natural speech from text, remains a challenging task despite decades of investigation. Nowadays there are several TTS systems able to get impressive results in terms of synthesis of natural voices very close to human ones. Unfortunately, many of these systems learn to synthesize text only with a single voice. The goal of this work is to build a TTS system which can generate in a data efficient manner natural speech for a wide variety of speakers, not necessarily seen during the training phase. The activity that allows the creation of this type of models is called Voice Cloning and has many applications, such as restoring the ability to communicate naturally to users who have lost their voice or customizing digital assistants such as Siri.

Over time, there has been a significant interest in end-to-end TTS models trained directly from text-audio pairs; Tacotron 2 [1] used WaveNet [2] as a vocoder to invert spectrograms generated by sequence-to-sequence with attention [3] model architecture that encodes text and decodes spectrograms, obtaining a naturalness close to the human one. It only supported a single speaker. Gibiansky et al. [4] proposed a multi-speaker variation of Tacotron able to learn a low-dimensional speaker embedding for each training speaker. Deep Voice 3 [5] introduced a fully convolutional encoder-decoder architecture which supports thousands of speakers from LibriSpeech [6]. However, these systems only support synthesis of voices seen during training since they learn a fixed set of speaker embeddings. Voiceloop [7] proposed a novel architecture which can generate speech from voices unseen during training but requires tens of minutes of speech and transcripts of the target speaker. In recent extensions, only a few seconds of speech per speaker can be used to generate new speech in that speaker’s voice. Nachmani et al. [8] for example, extended Voiceloop to utilize a target speaker encoding network to predict speaker embedding directly from a spectrogram. This network is jointly trained with the synthesis network to ensure that embeddings predicted from utterances by the same speaker are closer than embeddings computed from different speakers. Jia et al. [9] proposed a speaker encoder model similar to [8], except that they used a network independently-trained exploring transfer learning from a pre-trained speaker verification model towards the synthesis model.

This work is similar to [9] however introduces different architectures and uses a new transfer learning technique still based on a pre-trained speaker verification model but exploiting utterance embeddings rather than speaker embeddings. In addition, we use a different strategy to condition the speech synthesis with the voice of speakers not observed before and compared several neural architectures for the speaker encoder model. The paper is organized as follows: Section 2 describes the model architecture and its formal definition; Section 3 reports experiments and results done to evaluate the proposed solution; finally conclusions are reported in Section 4.

2. MODEL ARCHITECTURE

Following [9], the proposed system consists of three components: a speaker encoder, which computes a fixed-dimensional embedding vector from a few seconds of reference speech of a target speaker; a synthesizer, which predicts a mel spectrogram from an input text and an embedding vector; a neural vocoder, which infers time-domain waveforms from the mel spectrograms generated by the synthesizer. At inference time, the speaker encoder takes as input a short reference utterance of the target speaker and generates, according to its internal learned speaker characteristics space, an embedding vector. The synthesizer takes as input a phoneme (or grapheme) sequence and generates a mel spectrogram, conditioned by the speaker encoder embedding vector. Finally the vocoder takes the output of the synthesizer and generates the speech waveform. This is illustrated in Figure 1.

2.1. Problem Definition

Consider a dataset of N speakers each of which has M utterances in the time-domain. Let’s denote the j-th utterance of the i-th speaker as $u_{ij}$ while the feature extracted from the j-th utterance of the i-th speaker as $x_{ij}$ ($1 \leq i \leq N$ and $1 \leq j \leq M$). We chose as feature vector $x_{ij}$ the mel spectrogram.

The speaker encoder $E$ has the task to produce meaningful embedding vectors that should characterize the voices of the speakers. It computes the embedding vector $e_{ij}$ corresponding to the utterance
We will motivate this choice in Paragraph 2.4.

where $w$ of the utterance $S$ utterance level, we can also define the speaker embedding $c_i$:  

$$c_i = \frac{1}{n} \sum_{j=1}^{n} e_{ij}$$  (2)

In [9], the synthesizer $S$ predicts $x_{ij}$ given $c_i$ and $t_{ij}$, the transcript of the utterance $u_{ij}$:  

$$\hat{x}_{ij} = S(c_i, t_{ij}; w_S)$$  (3)

where $w_S$ represents the synthesizer model parameters. In our approach, we propose to use the utterance embedding rather than the speaker embedding:  

$$\hat{x}_{ij} = S(e_{ij}, t_{ij}; w_S)$$  (4)

We will motivate this choice in Paragraph 2.4.

Finally, the vocoder $V$ generates $u_{ij}$ given $\hat{x}_{ij}$. So we have:  

$$\hat{u}_{ij} = V(\hat{x}_{ij}; w_V)$$  (5)

where $w_V$ represents the vocoder model parameters.

This system could be trained in an end-to-end mode trying to optimize the following objective function:  

$$\min_{w_E, w_S, w_V} L_V(u_{ij}, V(S(E(x_{ij}; w_E), t_{ij}; w_S); w_V))$$  (6)

where $L_V$ is a loss function in the time-domain. However, it requires to train the three models using the same dataset, moreover, the convergence of the combined model could be hard to reach. To overcome this drawback, the synthesizer can be trained independently to directly predict the mel spectrogram $x_{ij}$ of a target utterance $u_{ij}$ trying to optimize the following objective function:  

$$\min_{w_E} L_S(x_{ij}, S(e_{ij}, t_{ij}; w_S))$$  (7)

where $L_S$ is a loss function in the time-frequency domain. It is necessary to have a pre-trained speaker encoder model available to compute the utterance embedding $e_{ij}$.

The vocoder can be trained either directly on the mel spectrograms predicted by the synthesizer or on the groundtruth mel spectrograms:  

$$\min_{w_V} L_V(u_{ij}, V(x_{ij}; w_V)) \text{ or } \min_{w_V} L_V(u_{ij}, V(\hat{x}_{ij}; w_V))$$  (8)

where $L_V$ is a loss function in the time-domain. In the second case, a pre-trained synthesizer model is needed.

If the definition of the objective function was quite simple for both the synthesizer and the vocoder, unfortunately this is not the case for the speaker encoder. The encoder does not have labels to be trained on because its task is only to create the space of characteristics necessary to create the embedding vectors. The Generalized End-to-End (GE2E) [10] loss brings a solution to this problem and it allows the training of the speaker encoder independently. Consequently, we can define the following objective function:  

$$\min_{w_E} L_G(S; w_E) = \sum_{i,j} L_G(e_{ij})$$  (9)

where $S$ represents a similarity matrix and $L_G$ is the GE2E loss function.

### 2.2. Speaker Encoder

The speaker encoder must be able to produce an embedding vector that meaningfully represents speaker characteristics in the transformed space starting from a target speaker’s utterance. Furthermore, the model should identify these characteristics using a short speech signal, regardless of its phonetic content and background noise. This can be achieved by training a neural network model on a text-independent speaker verification task that tries to optimize the GE2E loss so that embeddings of utterances from the same speaker have high cosine similarity, while those of utterances from different speakers are far apart in the embedding space.

The network maps a sequence of mel spectrogram frames to a fixed-dimensional embedding vector, known as d-vector [11][12]. Input mel spectrograms are fed to a network consisting of one Conv1D [13] layer of 512 units followed by a stack of 3 GRU [14] layers of 512 units, each followed by a linear projection of 256 dimension.

Following [9], the final embedding dimension is 256 and it is created by L2-normalizing the output of the top layer at the final frame. This is shown in Figure 2. We noticed that this architecture was the best among the various tried and tested, as we will see in Section 5.

During the training phase, all the utterances are split into partial utterances that are 1.6 seconds long (160 frames). Also at inference time, the input utterance is split into segments of 1.6 seconds with 50% overlap and the model processes each segment individually. Following [9][10], the final utterance-wise d-vector is generated by L2 normalizing the window-wise d-vectors and taking the element-wise average.

### 2.3. Synthesizer and Vocoder

The synthesizer component of the system is a sequence-to-sequence model with attention [1][2] which is trained on pairs of text derived

**Fig. 1.** High level overview of the three components of the system.

**Fig. 2.** Speaker encoder model architecture. Input is composed of a time sequence of dimension 40. The last linear layer takes the hidden state of the last GRU layer as input.
token sequences and audio derived mel spectrogram sequences. Furthermore, the network is trained in a transfer learning configuration (see Paragraph 2.4), using an independently-trained speaker encoder to extract embedding vectors useful to condition the outcomes of this component. In view of reproducibility, the adopted vocoder component of the system is a Pytorch github implementation of the neural vocoder WaveRNN \[15\]. This model is not directly conditioned on the output of the speaker encoder but just on the input mel spectrogram. The multi-speaker vocoder is simply trained by using data from many speakers (see Section 3).

### 2.4. Transfer Learning Modality

The conditioning of the synthesizer via speaker encoder is the fundamental part that makes the system multi-speaker: the embedding vectors computed by the speaker encoder allow the conditioning of the mel spectrograms generated by the synthesizer so that they can incorporate the new speaker voice. In \[2\], the embedding vectors are speaker embeddings obtained by Equation 2. We used the utterance embeddings computed by Equation 1. In fact, at inference time only one utterance of the target speaker is fed to the speaker encoder which therefore produces a single utterance-level d-vector. Thus, in this case, it is not possible to create an embedding at the speaker level since the average operation cannot be applied. This implies that only utterance embeddings can be used during the inference phase. In addition, an average mechanism could cause some loss in terms of accuracy. This is due to larger variations in pitch and voice quality often occurring in utterances of the same speaker while utterances have lower intra-variation. Following \[9\], the embedding vectors computed by the speaker encoder are concatenated only with the synthesizer encoder output in order to condition the synthesis. However, we experimented with a new concatenation technique: first we passed the embedding through a single linear layer and then we applied the concatenation between the output of this layer and the synthesizer encoder one. The goal was to exploit the weights of the linear layer to make the embedding vector more meaningful, since the layer was trained together with the synthesizer. We noticed that this method achieved good convergence of training and was about 75\% times faster than the former vector concatenation.

### 3. EXPERIMENTS AND RESULTS

We used different publicly available datasets to train and evaluate the components of the system. For the speaker encoder, different neural network architectures were tested. Each of them was trained using a combination of three public sets: LibriTTS \[16\] train-other and dev-other; VoxCeleb \[17\] dev and VoxCeleb2 \[18\] dev. In this way, we obtained a number of speakers equal to 8,381 and a number of utterances equal to 1,419,192, not necessarily all clean and noiseless. Furthermore, transcripts were not required. The models were trained with a batch size of 64 speakers and 10 utterances for each speaker. The models were trained using groundtruth waveforms rather than the synthesizer outputs.

All layers have 512 units except the linear ones which have 256. Moreover, dropout rate of 0.2 was used after all the layers except the linear ones. The loss function used was the L1 loss \[20\] and Adam as optimizer. Moreover, the input texts were converted into phoneme sequences and target mel spectrogram features are computed on 50 ms signal windows, shifted by 12.5 ms and passed through an 80-channel mel-scale filterbank. The vocoder was trained using groundtruth waveforms rather than the synthesizer outputs.

We separately trained the synthesizer and the vocoder using the same training set given by the combination of the two “clean” sets of LibriTTS, obtaining a number of speakers equal to 1,151, a number of utterances equal to 149,736 and a total number of hours equal to 245.14 of 22.05 kHz audio. We trained the synthesizer using the L1 loss \[20\] and Adam as optimizer. Moreover, the input texts were converted into phoneme sequences and target mel spectrogram features are computed on 50 ms signal windows, shifted by 12.5 ms and passed through an 80-channel mel-scale filterbank. The vocoder was trained using groundtruth waveforms rather than the synthesizer outputs.

#### 3.1. Baseline System

We choose as baseline for our work the Corentin Jemine’s real-time voice cloning system \[21\], a public re-implementation of the Google system \[9\] available on github\[2\]. This system is composed of three components: a recurrent speaker encoder consisting of 3 LSTM \[22\] layers and a final linear layer, each of which has 256 units; a sequence-to-sequence with attention synthesizer based on WaveRNN \[15\] as vocoder.

#### 3.2. Speaker Encoder: Proposed System

To evaluate all the speaker encoder models and choose the best one, the Speaker Verification Equal Error Rate (SV-EER) was estimated by pairing each test utterance with each enrollment speaker. The models implemented are:

- **rec_conv network**: 5 Conv1D layers, 1 GRU layer and a final linear layer;
- **rec_conv_2 network**: 3 Conv1D layers, 2 GRU layers each followed by a linear projection layer;
- **gru network**: 3 GRU layers each followed by a linear projection layer;
- **advanced_gru network**: 1 Conv1D layer and 3 GRU layers each followed by a linear projection layer (Figure 2);
- **lstm network**: 1 Conv1D layer and 3 LSTM \[22\] layers each followed by a linear projection layer.

All layers have 512 units except the linear ones which have 256. Moreover, dropout rate of 0.2 was used after all the layers except the first and after the last. All the models were trained using a batch size of 64 speakers and 10 utterances for each speaker. The results obtained are shown in Table 1.

| Name      | Step Time | Train Loss | SV-EER | LR Decay  |
|-----------|-----------|------------|--------|-----------|
| rec_conv  | 0.33s     | 0.36       | 0.073  | Reduce on Plateau |
| rec_conv_2| 0.45s     | 0.39       | 0.075  | Reduce on Plateau |
| gru       | 1.45s     | 0.33       | 0.054  | Every 100,000 step |
| advanced_gru | 0.86s   | 0.14       | 0.040  | Exponential |
| lstm      | 1.08s     | 0.17       | 0.052  | Exponential |

We designed the advanced gru network trying to combine the advantages of convolutional and gru networks. In fact, looking at the table, this architecture was much faster than the gru network during training, and obtained the best SV-EER on the test set. Figure 3 illustrates the projection in a two-dimensional space of the utterance embeddings computed by the advanced gru network on the basis of

---

1. https://github.com/fatchord/WaveRNN
2. https://github.com/CorentinJ/Real-Time-Voice-Cloning
Fig. 3. Advanced Gru Network test utterance embeddings projection.

6 utterances extracted from 12 speakers of the test set. In Figure 3, the 12 speakers are 6 men and 6 women. The projections were made using UMAP [23]. Both the figures show that the model has created a space of internal features that is robust regarding the speakers, creating well-formed clusters of speakers based on their utterances and nicely separating male speakers from female ones.

The SV-EER obtained on the test set from the speaker encoder model of the proposed system is 0.040 vs the baseline one which is 0.049.

Fig. 4. Advanced Gru Network six utterances for six male vs six utterances for six female taken from the test set.

3.3. Similarity Evaluation

To assess how similar the waveforms generated by the system were from the original ones, we transformed the audio signals produced into utterance embeddings (using the speaker encoder advanced gru network) and then projected them in a two-dimensional space together with the utterance embeddings computed on the basis of the groundtruth audio. As test speakers, we randomly choose eight target speakers: four speakers (two male and two female) were extracted from the test-set-clean of LibriTTS [16], three (two male and one female) from VCTK [24] and finally a female proprietary voice. For each speaker we randomly extracted 10 utterances and compared them with the utterances generated by the system calculating the cosine similarity. The speakers averaged values of cosine similarity between the generated and groundtruth utterance embeddings range from 0.56 to 0.76. Figure 5 shows that synthesized utterances tend to lie close to real speech from the same speaker in the embedding space.

3.4. Subjective Evaluation

Finally, we evaluated how the generated utterances were, subjectively speaking, similar in terms of speech timbre to the original ones. To do this, we gathered Mean Similarity Scores (MSS) based on a 5 points mean opinion score scale, where 1 stands for “very different” and 5 for “very similar”. Ten utterances of the proprietary female voice were cloned using both the proposed and the baseline system and then 12 subjects, most of them TTS experts, were asked to listen to the 20 samples, randomly mixed, and rate them. Participants were also provided with an original utterance as reference. The question asked was: “How do you rate the similarity of these samples with respect to the reference audio? Try to focus on vocal timbre and not on content, intonation or acoustic quality of the audio”. The results obtained are shown in Table 2. Although not conclusive, this experiment highlights a subjective evidence of the goodness of the proposed approach, despite the significant variance of both systems: this is largely due to the low number of test participants.

Table 2. MSS of the baseline and the proposed systems.

| System | MSS       |
|--------|-----------|
| baseline | 2.59 ± 1.03 |
| proposed | 3.17 ± 0.97 |

4. CONCLUSIONS

In this work, our goal was to build a Voice Cloning system which could generate natural speech for a variety of target speakers in a data efficient manner. Our system combines an independently trained speaker encoder network with a sequence-to-sequence with attention architecture and a neural vocoder model. Using a transfer learning technique from a speaker-discriminative encoder model based on utterance embeddings rather than speaker embeddings, the synthesizer and the vocoder are able to generate good quality speech also for speakers not observed before. Despite the experiments showed a reasonable similarity with real speech and improvements over the baseline, the proposed system does not fully reach human-level naturalness in contrast to the single speaker results from [1]. Additionally, the system is not able to reproduce the speaker prosody of the target audio. These are consequences of the additional difficulty of generating speech for a variety of speakers given significantly less data per speaker unlike when training a model on a single speaker.
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