NON-UNIQUENESS OF LERAY SOLUTIONS OF THE FORCED NAVIER-STOKES EQUATIONS
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ABSTRACT. In the seminal work [39], Leray demonstrated the existence of global weak solutions to the Navier-Stokes equations in three dimensions. We exhibit two distinct Leray solutions with zero initial velocity and identical body force. Our approach is to construct a ‘background’ solution which is unstable for the Navier-Stokes dynamics in similarity variables; its similarity profile is a smooth, compactly supported vortex ring whose cross-section is a modification of the unstable two-dimensional vortex constructed by Vishik in [43, 44]. The second solution is a trajectory on the unstable manifold associated to the background solution, in accordance with the predictions of Jia and Šverák in [32, 33]. Our solutions live precisely on the borderline of the known well-posedness theory.
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1. Introduction

In the seminal work [39], Leray demonstrated the existence of global weak solutions to the three-dimensional Navier-Stokes equations in the whole space:

\[
\begin{align*}
\partial_t u + u \cdot \nabla u - \Delta u + \nabla p &= f, \\
\text{div } u &= 0.
\end{align*}
\]  

\text{(NS)}

Leray’s work, and in particular his compactness method, has become paradigmatic for the construction of global weak solutions to many nonlinear PDEs. His weak solutions, which he called solutions turbulent, are now known as Leray-Hopf solutions, recognizing also the contribution [30] of Hopf in bounded domains.

Definition 1.1. Let \( T > 0, u_0 \in L^2(\mathbb{R}^3) \) be a divergence-free vector field, and \( f \in L^1_t L^2_x(\mathbb{R}^3 \times (0, T)) \). A Leray-Hopf solution on \( \mathbb{R}^3 \times (0, T) \) with initial datum \( u_0 \) and force \( f \) is a divergence-free vector field

\[
\begin{align*}
u \in L^\infty_t L^2_x \cap L^2_t H^1_x(\mathbb{R}^3 \times (0, T))
\end{align*}
\]

(1.1)

which

(1) belongs to \( C_w([0, T]; L^2(\mathbb{R}^3)) \) and attains the initial data: \( u(\cdot, 0) = u_0; \)
solves the Navier-Stokes equations (NS) in the sense of distributions on $\mathbb{R}^3 \times (0, T)$ for some pressure $p \in L^1_{loc}(\mathbb{R}^3 \times (0, T))$; and

(3) satisfies the energy inequality for all $t \in (0, T]$:

$$\frac{1}{2} \int |u(x, t)|^2 \, dx + \int_0^t \int |\nabla u|^2 \, dx \, ds \leq \frac{1}{2} \int |u_0(x)|^2 \, dx + \int_0^t \int f \cdot u \, dx \, ds. \quad (1.2)$$

Leray’s construction [39] shows that for each divergence-free $u_0 \in L^2(\mathbb{R}^2)$ and $f \in L^1_t L^2_x + L^2_t H^{-1}_x(\mathbb{R}^3 \times \mathbb{R}_+)$, there exists a global-in-time Leray–Hopf solution to (NS) with initial data $u_0$ and body force $f$. Solutions further satisfy $u(\cdot, t) \to u_0$ as $t \to 0^+$ strongly in $L^2(\mathbb{R}^3)$. Their pressure is determined, up to a constant-in-space function of time $c(t)$, by solving

$$-\Delta p = \text{div} \, \text{div}(u \otimes u) - \text{div} \, f. \quad (1.3)$$

Furthermore, solutions built via Leray’s construction are suitable (see [38, Proposition 30.1]), namely, they satisfy the local energy inequality

$$(\partial_t - \Delta) \frac{1}{2} |u|^2 + |\nabla u|^2 + \text{div} \left[ \left( \frac{1}{2} |u|^2 + p \right) u \right] \leq f \cdot u \quad (1.4)$$

distributionally on $\mathbb{R}^3 \times \mathbb{R}_+$. Suitability was crucial in developing dimensional bounds on the potential singular set as done by Caffarelli, Kohn, and Nirenberg [13].

Do Leray–Hopf solutions, perhaps augmented with suitability, constitute an existence and uniqueness class for the Navier–Stokes equations? Since Leray’s work, this has remained an important open problem in the theory of the Navier-Stokes equations, as discussed in [30, 37] and, in the past decade, [33] and [11, Problem 9]. In 1969, Ladyzhenskaya [37] already gave an example of non-uniqueness to (NS), though in a time-varying domain which degenerates as $t \to 0^+$ and with non-standard boundary conditions and a force. In recent years, this problem has been revisited, and various works have influenced the community toward the expectation that uniqueness does not hold. We mention two of particular importance: First, Jia, Šverák, and Guillod [32, 33, 28] developed a program towards non-uniqueness and supported the missing steps with numerical evidence. Second, Buckmaster and Vicol [12] constructed non-unique distributional solutions of the Navier-Stokes equations with finite kinetic energy via the powerful method of convex integration. Despite several attempts and results obtained alongside these ideas, convex integration is at the present time far from reaching the minimum regularity (1.1) required to speak of Leray-Hopf solutions.

In this paper, we answer the uniqueness question in the negative:

**Theorem 1.2 (Non-uniqueness).** There exist $T > 0$, $f \in L^1_t L^2_x(\mathbb{R}^3 \times (0, T))$, and two distinct suitable Leray–Hopf solutions $u, \bar{u}$ to the Navier–Stokes equations on $\mathbb{R}^3 \times (0, T)$ with body force $f$ and initial condition $u_0 \equiv 0$.

The solutions exhibited in this theorem are smooth for positive times and satisfy many additional properties, which we describe in Theorem 1.3. It is elementary to extend the distinct solutions to global-in-time Leray–Hopf solutions by modifying the force after $T$ and using Leray’s result.
1.1. **Strategy.** The Navier–Stokes equations possess a scaling symmetry

\[ u_\lambda(x,t) = \lambda u(\lambda x, \lambda^2 t), \quad p_\lambda(x,t) = \lambda^2 p(\lambda x, \lambda^2 t), \quad f_\lambda(x,t) = \lambda^3 f(\lambda x, \lambda^2 t), \quad (1.5) \]

arising from dimensional analysis:

\[ [x] = L, \quad [t] = L^2, \quad [u] = L^{-1}, \quad [p] = L^{-2}, \quad [f] = L^{-3}, \quad (1.6) \]

as discussed in [13]. The scaling symmetry is intimately connected with the well-posedness theory; the critical norms (those invariant under the scaling symmetry) mark the borderline between the regime in which the non-linearity dominates (supercritical) and the regime in which it can be treated perturbatively (subcritical). On the borderline itself, the notion of ‘size’ becomes important, as can be seen from the following heuristic: When \( u_0 \sim a/|x| \), we have \( \Delta u_0 \sim a/|x|^3 \) and \( u_0 \cdot \nabla u_0 \sim a^2/|x|^3 \). When \( a \ll 1 \), \( \Delta u_0 \) dominates, and we expect well-posedness; when \( a \gg 1 \), the non-linearity dominates, and we look for non-uniqueness.

A particular class of solutions which lives precisely on the borderline of the known well-posedness theory are the self-similar solutions, that is, Navier–Stokes solutions on \( \mathbb{R}^3 \times \mathbb{R}_+ \) invariant under the scaling symmetry (1.5). These solutions also play an important role in the program of Jia, Šverák, and Guillod [32, 33, 28], which we describe further in Section 1.2.

We introduce the similarity variables\(^2\)

\[ \xi = \frac{x}{\sqrt{t}}, \quad \tau = \log t, \quad (1.7) \]

\[ u(x,t) = \frac{1}{\sqrt{t}} U(\xi, \tau), \quad f(x,t) = \frac{1}{t^2} F(\xi, \tau). \quad (1.8) \]

Notice that \( \tau \in \mathbb{R} \) whereas \( t \in (0, +\infty) \). Our convention is that lower case functions denote functions in physical variables, and upper case functions denote the corresponding functions in similarity variables. In these variables, the Navier–Stokes equations become

\[ \partial_\tau U - \frac{1}{2} (1 + \xi \cdot \nabla \xi) U - \Delta U + U \cdot \nabla U + \nabla P = F \]

\[ \text{div} \ U = 0. \quad (1.9) \]

A self-similar solution \( \bar{u} \) is precisely a steady state \( \bar{U} \) of the renormalized flow (1.9).

Suppose furthermore that \( \bar{U} \) is linearly unstable for the dynamics of (1.9), namely, there exists an unstable eigenvalue for the linearized operator \( L_{ss} \), defined by

\[ -L_{ss} = -\frac{1}{2} (1 + \xi \cdot \nabla \xi) U - \Delta U + \mathbb{P} \left( \bar{U} \cdot \nabla U + U \cdot \nabla \bar{U} \right), \quad (1.10) \]

where \( \mathbb{P} \) is the Leray projector. We seek the unstable manifold associated to the most unstable eigenvalues, whose real part is denoted by \( a \). Solutions on this manifold satisfy the asymptotics

\[ U = \bar{U} + U^{\text{lim}} + O(e^{2\tau a}), \quad (1.11) \]

\(^1\)These particular dimensions arise from treating the viscosity \( \nu \), which has dimensions \([\nu] = L^2/T\), as a dimensionless quantity.

\(^2\)We regard \( \tau \) as \( \log t/t_0 \) with \( t_0 = 1 \); the argument of the logarithm is non-dimensionalized by the reference time \( t_0 \).
as $\tau \to -\infty$, where $U^\text{lin}$ is a non-trivial solution of the linearized equations $\partial_\tau U^\text{lin} = L_\infty U^\text{lin}$ on $\mathbb{R}^3 \times \mathbb{R}$ and corresponding to an unstable eigenfunction. Observing that $U^\text{lin}$ decays at the rate $e^{\tau a}$, the solution $\bar{U}$ may be regarded as ‘non-unique at $\tau = -\infty$,’ which corresponds to non-uniqueness at $t = 0$ in physical variables.

For our purposes, it will be enough to construct a single trajectory on the unstable manifold. This part of the argument, which we carry out in Section 4, is analogous to that of [33, Theorem 4.1], though with technical differences. For instance, no truncation to achieve finite energy will be necessary here.

Before proceeding, we make two crucial observations: First, motivated by the force in Vishik’s work, we allow ourselves a force in (1.9). Then any smooth function of space may be considered a steady solution of the PDE. Second, it is enough to find an unstable steady state for the Euler equations. Heuristically, by increasing the size of the background $\bar{U}$, the main terms in the linearized operator (1.10) are those arising from the nonlinearity of the equation; the extra terms, including the Laplacian, can be considered perturbatively. We make this reduction rigorous in Section 3.

Our central task is therefore to find a smooth and decaying unstable steady state of the forced Euler equations in three dimensions. This task is far from elementary. First of all, there is no general tool to construct unstable solutions. Rather, unstable solutions are typically sought among explicit solutions with many symmetries and subsequently analyzed by ODE techniques. In three dimensions, the most natural explicit steady states are shear flows and vortex columns, which do not decay and hence have infinite energy. Remarkably, to our knowledge, there is no existing unstable solution in three dimensions suitable for our purposes, with or without forcing.

In two dimensions, a natural class of explicit steady states is comprised of vortices:

$$\bar{u} = \bar{u}^\varphi(\varphi)e^\varphi,$$

written here in polar coordinates $(\varrho, \varphi)$. In [44], Vishik constructed unstable vortices with $\bar{w}$ having power-law decay as $\varrho \to + \infty$, see Theorem 2.1 below. Interestingly, the motivation for Vishik’s construction originates in the classical work of Tollmien [42] on shear flows (see the summary in [18]). The rigorous construction of unstable shear flows is due to [40].

Our approach is to construct a vortex ring which ‘lifts’ Vishik’s unstable vortex to three dimensions. The vortex ring we are looking for is an axisymmetric Euler solution without swirl. Recall that axisymmetric-no-swirl velocity fields are of the form $u = u^r(r,z)e_r + u^z(r,z)e_z$. The corresponding vorticity $\omega$ and stream function $\psi$ satisfying $-\Delta \psi = \omega$ are pure swirl: $\omega = -\omega^\theta(r,z)e_\theta$ and $\psi = \psi^\theta(r,z)e_\theta$. In
these variables, the Euler equations become
\[ \partial_t \omega^\theta + u \cdot \nabla \omega^\theta - \frac{u^r}{r} \omega^\theta = 0 \quad (1.13) \]
\[ \left( \partial_r^2 + \frac{1}{r} \partial_r - \frac{1}{r^2} + \partial_z^2 \right) \psi^\theta = \omega^\theta \quad (1.14) \]
\[ u = -\partial_z \psi^\theta e_r + \left( \partial_r + \frac{1}{r} \right) \psi^\theta e_z. \quad (1.15) \]

Here is the key observation: At large distances \( r \rightarrow +\infty \), the axisymmetric Euler equations without swirl formally converge to the two-dimensional Euler equations
\[ \partial_t \omega + u \cdot \nabla \omega = 0 \quad (1.16) \]
\[ \Delta_{x,y} \psi = \omega, \quad u = \nabla \perp \psi \quad (1.17) \]
with the axisymmetric variables \((r, z)\) corresponding to the two-dimensional variables \((x, y)\).\(^5\) To exploit the key observation, we put Vishik’s unstable vortex into the axisymmetric variables \((r, z)\) and center it at a large distance \( r = \ell \). This construction corresponds to a ‘very long’ vortex ring. To this end, we first construct a compactly supported unstable vortex in Proposition 2.2 by truncating Vishik’s vortex. We demonstrate in Proposition 2.6 that, for large enough \( \ell \), the resulting vortex ring, whose cross-sectional profile is this new unstable profile, is also unstable.

The above arguments culminate in the following refined version of Theorem 1.2.

**Theorem 1.3** (Non-uniqueness, refined). There exists a smooth, compactly supported velocity profile \( \bar{U} \) and a smooth, compactly supported force profile
\[ \bar{F} := -\frac{1}{2}(1 + \xi \cdot \nabla \xi)\bar{U} - \Delta \bar{U} + \bar{U} \cdot \nabla \bar{U} \quad (1.18) \]
satisfying the following properties:

(A) The linearized operator \( L_{ss} \) defined in (1.10) has an unstable eigenvalue \( \lambda \) with non-trivial smooth eigenfunction \( \eta \) belonging to \( H^k(\mathbb{R}^3) \) for all \( k \geq 0 \):
\[ L_{ss} \eta = \lambda \eta \quad \text{and} \quad a := \text{Re} \lambda > 0. \quad (1.19) \]

Consider the solution
\[ U^{\text{lin}}(\cdot, \tau) = \text{Re}(e^{\tau \lambda} \eta) \quad (1.20) \]
of the linearized equation \( \partial_\tau U^{\text{lin}} = L_{ss} U^{\text{lin}} \) in \( \mathbb{R}^3 \times \mathbb{R} \).

(B) There exists \( T \in \mathbb{R} \) and a velocity field \( U^{\text{per}} : \mathbb{R}^3 \times (-\infty, T] \rightarrow \mathbb{R}^3 \) satisfying
\[ \| U^{\text{per}}(\cdot, \tau) \|_{H^k} \lesssim e^{2\tau a} \quad \forall \tau \in (-\infty, T] \quad (1.21) \]
for all \( k \geq 0 \), and, in the notational convention (1.8) above,
\[ \bar{u}, \quad u = \bar{u} + u^{\text{lin}} + u^{\text{per}} \quad (1.22) \]
are two distinct suitable Leray–Hopf solutions of the Navier–Stokes equations (NS) on \( \mathbb{R}^3 \times (0, e^T) \) with initial data \( u_0 \equiv 0 \) and forcing term \( \bar{f} \).

---

\(^5\)The vector Laplacian satisfies \( \Delta = \nabla \text{div} + \nabla \perp \text{curl} \) in two dimensions and \( \Delta = \nabla \text{div} - \text{curl} \text{curl} \) in three dimensions. This is a manifestation of the definition (up to a sign convention on the Laplacian) \( \Delta = dd^* + d^*d \) on differential \( k \)-forms. The signs in the equations (1.14) and (1.17) match under the convention that \( \omega^\theta = -\omega \cdot e_\theta \).
The solutions constructed above live at critical regularity and therefore satisfy (1.2) and (1.4) with equality. One may easily verify that for any $p \in [2, +\infty]$, $k \geq 0$, and $t \in (0, e^T)$, we have

$$t^\frac{k}{2} \| \nabla^k \bar{u} (\cdot, t) \|_{L^p} + t^\frac{k}{2} \| \nabla^k u (\cdot, t) \|_{L^p} \lesssim_k t^\frac{k}{2} (\frac{3}{p} - 1),$$

(1.23)

$$t^\frac{k}{2} \| \nabla^k f (\cdot, t) \|_{L^p} \lesssim_k t^\frac{k}{2} (\frac{3}{p} - 3).$$

(1.24)

Our solutions moreover do not break the axisymmetric without swirl structure. However, it is likely that our instability does break the following nearly symmetric structure inherited from Vishik’s vortex. Namely, in two dimensions, Vishik’s instability breaks radial symmetry, retaining only strict $m$-fold rotational symmetry (see (2.1) below). The cross section of our vortex ring is nearly radial, and although we do not prove it, our unstable direction is likely nearly $m$-fold symmetric but not nearly radial. It is further striking that non-uniqueness holds already in this class because initially smooth axisymmetric solutions without swirl are known to remain globally smooth [36]. This suggests that non-uniqueness and finite-time singularity are separate issues, though in models exhibiting both, the two issues may be related through the problem of continuation past the singularity.

1.2. Comparison with existing literature. We now review the above cited literature more in detail and point out certain connections with the present work.

Self-similarity, instability, and non-uniqueness in the Navier-Stokes equations: Jia, Šverák, and Guillod’s program [32, 33, 28]. Let $a_0 \in C^\infty(\mathbb{R}^3 \setminus \{0\})$ be divergence free and scaling invariant and $\sigma \in \mathbb{R}$ be a size parameter. One may ask whether there exists a scaling invariant solution $u_\sigma$ with initial data $u_{0, \sigma} = \sigma a_0$. For $|\sigma| \ll 1$, existence and uniqueness falls into the known perturbation theory of Koch and Tataru [35] in $\text{BMO}^{-1}$, for example. For arbitrary size, existence was demonstrated in [32] via a new local-in-space smoothing estimate and Leray–Schauder degree theory (see [5] and the references it cites for a simplified approach). Thus, the self-similar solutions constructed in [32] with initial data $u_{0, \sigma}$ constitute a continuous-in-$\sigma$ branch connected to the origin, and non-uniqueness in the Cauchy problem for (NS) is conjectured in [33] to arise due to bifurcations within or from this class of solutions.6 In [33], spectral conditions on the linearized operator $L_{ss}^{(\sigma)}$ (that is, linearized around the profiles $U_\sigma$) are identified for such bifurcations to occur. Moreover, it is shown how to truncate the solutions to have finite energy without introducing a force (for this, it is roughly necessary to ‘watch’ the eigenvalue become unstable). One of the spectral conditions was verified numerically in [28] on certain axisymmetric examples with pure swirl initial datum.

One of the main difficulties in rigorous verification of the spectral condition in [33] is that the self-similar solutions are non-explicit. In our work, the inclusion of a force gives us the freedom to search for a more explicit unstable profile.

Self-similarity, instability, and non-uniqueness in the Euler equations. As in the above mentioned works and the present work, self-similarity and instability lie at

\[\text{\textsuperscript{6}}\text{One may draw analogy between steady states of (NS) and (1.9). Bifurcations among steady solutions of (NS) (and, hence, non-uniqueness for certain boundary data) occur naturally, as in the emergence of Taylor vortices in Taylor-Couette flow.}\]
the core of two recent results on the sharpness of the Yudovich class in the two-dimensional Euler equations, that is, non-uniqueness of solutions with vorticity in $L^p$, $p < +\infty$. Vishik [43] obtains non-uniqueness with a force belonging to $L_1^t L^p_x$ in the right-hand side of the vorticity equation. His approach is based on the construction [44] of an unstable vortex which we use in an essential way (see also the exposition [1] by the authors and four others).

Bressan, Murray, and Shen [6, 7] proposed an initial datum which is expected to generate non-unique Euler solutions without a force. Their mechanism of instability is different from Vishik’s and partially inspired by the vortex spirals of Elling [19, 20]. Akin to [33, 28], it is based on a combination of analytical and numerical evidence which is highly suggestive, though not yet known to rise to the level of computer-assisted proof.

**Convex integration.** Buckmaster and Vicol [12] (see also [8]) demonstrated non-uniqueness of distributional solutions to the Cauchy problem for the Navier-Stokes equations via the convex integration method for any $L^2$ initial datum. Their proof introduces the important tool of **intermittency** and builds on the fundamental works for the Euler equations and the proof of the Onsager conjecture [31, 9] (see [11, 10] for further connections to fluid turbulence). The solutions of [12] have finite kinetic energy ($u \in L_t^\infty L_x^2$) but do not belong to the energy class (1.1); more generally, all known convex integration schemes are far from reaching the regularity $\nabla u \in L_t^2 L^2_x$ necessary to speak of Leray solutions.

Non-uniqueness of Leray solutions was instead proved in [16, 17] for the **hypodissipative** Navier-Stokes equations, namely, with the Laplacian in (NS) replaced by a fractional Laplacian $(-\Delta)^\alpha$ of order $\alpha < 1/3$. In forthcoming work [2] by the first and third authors, we demonstrate non-uniqueness of Leray solutions of the forced Navier-Stokes equations in two dimensions in the whole supercritical range $\alpha < 1$.

As in the present work, our methods are based on self-similarity and instability.

Recently, convex integration was also used [14, 15] to demonstrate the sharpness of certain classical results, obtaining in particular non-uniqueness in $L_t^q L_x^\infty$, $q < 2$, in any dimension $d \geq 2$, and in $C_t L^p_x$, $p < 2$, in dimension $d = 2$, respectively.

**Vortex filaments.** Our vortex ring construction is partially inspired by, though rather different from, the works [26, 3] on vortex filaments. In those papers, existence and uniqueness were established for a class of Navier-Stokes solutions whose initial vorticity is a Dirac mass along a curve. The infinitesimal structure of these vortex filaments is the two-dimensional Lamb–Oseen vortex, whose stability was demonstrated in [27] (see also [23, 24]). We mention also [25], which, motivated by vortex rings, discusses analogies between the two-dimensional and axisymmetric-without-swirl Navier-Stokes equations from the perspective of well-posedness.

**Open problems.** As mentioned above, the main task of this paper is to find an unstable (forced) Euler steady state. The steady state we choose is a perturbation of a particular (unforced) unstable vortex of Vishik whose construction is far from simple. Given the flexibility afforded by a force, it would be interesting to know how generic this instability is and to develop a general method for finding these unstable (forced) solutions. It is, moreover, an open problem to remove the force.
2. Linear instability: from two dimensions to axisymmetry

2.1. Spectral preliminaries. Let $H$ be a Hilbert space and $L : D(L) \subset H \to H$ be closed and densely defined. Then $D(L)$ is a Hilbert space with the graph norm. The basic theory of these operators is reviewed in [41, VIII: Unbounded Operators]. A simple criterion for self-adjointness is that $\ker L + i$ and $\ker L - i$ are trivial.

The resolvent set $\rho(L)$ consists of those $\lambda \in \mathbb{C}$ such that $\lambda - L : D(L) \to H$ is invertible. Its inverse $R(\lambda, L) : H \to D(L)$ is known as the resolvent, and it is bounded by the open mapping theorem. The spectrum $\sigma(L)$ is the complement of the resolvent set. In our convention, the essential spectrum $\sigma_{\text{ess}}(L)$ is the set of spectral values for which $\lambda - L$ is not Fredholm of index zero.\(^7\) The essential spectrum is closed. Moreover, [34, Theorem 5.28] (see also the discussion in [34, Chapter 4, Section 6]) can be used to show that, in each connected component of $\mathbb{C} \setminus \sigma_{\text{ess}}(L)$, (i) $\lambda - L$ is not invertible everywhere, or (ii) $\lambda - L$ is invertible except at isolated points.

An operator $T : D(L) \to H$ is relatively compact with respect to $L$ if $T$ is compact when $D(L)$ is considered with the graph norm. A key property is that relatively compact perturbations do not disturb the essential spectrum: $\sigma_{\text{ess}}(L + T) = \sigma_{\text{ess}}(L)$, see [34, Theorem 5.26].

We frequently use the following reasoning: Consider an operator $L$ as above whose essential spectrum is known to be contained in a half space $\{\Re \lambda \leq \mu\}$. We perturb $L$ by a relatively compact perturbation $T$, so that $\sigma_{\text{ess}}(L + T) = \sigma_{\text{ess}}(L)$. Furthermore, we typically know that the perturbed operator $L + T$ is invertible for $\Re \lambda \gg 1$. Hence, the spectrum in $\{\Re \lambda > \mu\}$ consists of isolated points.

2.2. Two-dimensional instability. To begin, we recall the unstable vortex constructed in [44], see also [1].

For integer $m \geq 2$, we define the following space of $m$-fold rotationally symmetric functions:

$$L^2_m := \{f \in L^2(\mathbb{R}^2) : f(R_{2\pi/m}x) = f(x)\text{ for a.e. } x \in \mathbb{R}^2\}, \quad (2.1)$$

where $R_{2\pi/m} : \mathbb{R}^2 \to \mathbb{R}^2$ is counterclockwise rotation by $2\pi/m$.

Typically, the two-dimensional Biot-Savart law $\text{BS}_{2d}[f] := \nabla \Delta^{-1} f = K_2 * f$, considered on $L^2(\mathbb{R}^2)$, is only well defined up to constants and satisfies $L^2(\mathbb{R}^2) \to H^1(\mathbb{R}^2; \mathbb{R}^2)$. An important point is that the Biot-Savart law is well defined on $L^2_m$ within the class of $m$-fold rotationally symmetric functions, since the $m$-fold rotational symmetry sets the mean velocity on $B_R$ to zero for all $R > 0$.

For $f \in L^2(\mathbb{R}^2)$, using polar coordinates $(x, y) = (\rho \cos \varphi, \rho \sin \varphi)$ and expanding in Fourier series, we can write

$$f(x, y) = \sum_{k \in \mathbb{Z}} f_k(\rho)e^{ik\varphi}, \quad f_k(\rho) := \frac{1}{2\pi} \int_0^{2\pi} f(\rho, \varphi)e^{-ik\varphi}d\varphi. \quad (2.2)$$

\(^7\)The essential spectrum is sometimes defined otherwise, as the set where $\lambda - L$ is not semi-Fredholm [34], or as the set where $\lambda - L$ is not Fredholm [21].
The Plancherel identity gives
\[ \|f\|_{L^2(\mathbb{R}^2)}^2 = 2\pi \sum_{k \in \mathbb{Z}} \|f_k\|_{L^2(\mathbb{R}_+, \varrho \, d\varrho)}^2. \tag{2.3} \]

It is immediate to check that \( f \in L^2_m \) if and only if \( f_k = 0 \) whenever \( m \) does not divide \( k \). It is convenient to introduce the following decomposition of \( L^2_m \):
\[ L^2_m = \bigoplus_{k \in \mathbb{Z}} U_k, \quad U_k := \{ f(x) = g(\varrho)e^{ikm\varphi} : g \in L^2(\mathbb{R}_+, \varrho \, d\varrho) \}, \tag{2.4} \]
where \( U_k \) are closed, mutually orthogonal subspaces of \( L^2_m \).

Let us consider a smooth, divergence-free vector field \( \overline{u}(x) = \zeta(|x|)x^\perp \) that decays at infinity, where \( x^\perp = (-x_2, x_1) \). We set
\[ \overline{\omega} = \text{curl} \overline{u} = \nabla^\perp \cdot \overline{u}, \tag{2.5} \]
which is a radial function.

We then define
\[ A : D(A) \subset L^2_m \to L^2_m, \quad D(A) := \{ \omega \in L^2_m : \overline{u} \cdot \nabla \omega \in L^2_m \}, \tag{2.6} \]
\[ -A\omega = \overline{u} \cdot \nabla \omega + u \cdot \nabla \overline{\omega}, \tag{2.7} \]
where \( u = \text{BS}_{2d}[\varrho] \). It is verified in [43, 44, 1] that \( K\omega := u \cdot \nabla \overline{\omega} \) is a compact operator \( K : L^2_m \to L^2_m \). The operator \( A \) is closed and densely defined. By regarding it as a compact perturbation of the skew-adjoint operator \( \omega \mapsto \overline{u} \cdot \nabla \omega \), we have that the essential spectrum of \( A \) belongs to the imaginary axis, and the remainder of the spectrum is discrete, consisting of countably many eigenvalues of finite algebraic multiplicity.

We now state a version of Vishik’s theorem in [44], see also [1, Theorem 3.0.1].

**Theorem 2.1.** There exists \( m \geq 2 \) and a smooth, radially symmetric vorticity profile \( \overline{\omega} = \overline{\omega}(\varrho) \) satisfying
\[ |\overline{\omega}| + \varrho |\partial_\varrho \overline{\omega}| \lesssim \langle \varrho \rangle^{-2} \tag{2.8} \]
such that \( A : D(A) \subset L^2_m \to L^2_m \) has an unstable eigenvalue \( \lambda \) (that is, \( \text{Re} \lambda > 0 \)).

The profile can be chosen to satisfy many additional properties, which we do not require here. Recall that \( \langle \varrho \rangle = (1 + \varrho^2)^{1/2} \) is the Japanese bracket notation. The decay rate \( \langle \varrho \rangle^{-2} \) is not essential; any power-law decay will suffice. One may multiply the vortex by a prefactor \( \beta \gg 1 \) to increase \( \text{Re} \lambda \).

We now demonstrate that appropriate truncations of unstable vortices remain unstable. Let \( \phi \in C_0^\infty(B_1) \) be radially symmetric with \( \phi \equiv 1 \) on \( B_{1/2} \). For \( R > 0 \), consider \( \phi_R(x) := \phi(x/R) \) and the truncation
\[ \overline{u}_R = \phi_R \overline{u}, \quad \overline{\omega}_R = \text{curl} \overline{u}_R = \nabla^\perp \cdot \overline{u}_R. \tag{2.9} \]
We consider also operators \( A_R \) defined analogously to \( A \) in (2.6)-(2.7) with \( \overline{u}_R \) replacing \( \overline{u} \) and \( \overline{\omega}_R \) replacing \( \overline{\omega} \).

**Proposition 2.2** (Truncated unstable vortex). Let \( \overline{\omega} \) be an unstable vortex as in Theorem 2.1. Let \( \lambda_\infty \) be an unstable eigenvalue of \( A \). For all \( \varepsilon \in (0, \text{Re} \lambda_\infty) \), there exists \( R_0 > 0 \), depending on \( \varepsilon, \lambda_\infty, \) and \( \overline{\omega} \), such that for all \( R \geq R_0 \), \( A_R \) has an unstable eigenvalue \( \lambda_R \) with \( |\lambda_R - \lambda_\infty| < \varepsilon \).
Proof. Let us begin by observing (separation of variables) that the subspaces $U_k$ defined in (2.4) are invariant under the operators $A$ and $A_R$. Moreover, the restrictions
\[ A^{(k)} = A|_{U_k}, \quad A^{(k)}_R = A_R|_{U_k}, \tag{2.10} \]
are continuous. Indeed, for $\omega(x) = g(\varphi)e^{imk\varphi}$ we have
\[ A^{(k)}\omega = \left(-\zeta imk\varphi + \frac{1}{\varphi}imkf\hat{\omega}^\prime\right)e^{imk\varphi}, \tag{2.11} \]
\[ A^{(k)}_R\omega = \left(-\phi_R\zeta imk\varphi + \frac{1}{\varphi}imkf\hat{\omega}_R^\prime\right)e^{imk\varphi}, \tag{2.12} \]
where
\[ \left(\partial_{\varphi\varphi} + \frac{1}{\varphi}\partial_{\varphi} - \frac{(mk)^2}{\varphi^2}\right)f = g. \tag{2.13} \]

By employing [1, Lemma 4.12], one can see that
\[ \|f\|_{L^\infty(\varphi d\varphi)} \lesssim_{mk} \|g\|_{L^2(\varphi d\varphi)} \lesssim \|\omega\|_{L^2_\varphi}. \tag{2.14} \]

We now demonstrate that
\[ A^{(k)}_R \xrightarrow{\rightarrow +\infty} A^{(k)} \tag{2.15} \]
in operator norm. Let $n := km \neq 0$, since the operators $A^{(0)}$ and $A^{(0)}_R$ are zero. For $\omega(x) = g(\varphi)e^{im\varphi}$ and $f(\varphi)$ as above, the difference between $A^{(k)}_R$ and $A^{(k)}$ is
\[ (A^{(k)}_R - A^{(k)})\omega = \left(-\zeta(\phi_R - 1)img + \frac{1}{\varphi}imf(\hat{\omega}_R^\prime - \hat{\omega}^\prime)\right)e^{im\varphi}. \tag{2.16} \]

Since
\[ \|\hat{\varphi}(\phi_R - 1)\|_{L^\infty(\varphi d\varphi)} + \|\frac{1}{\varphi}(\hat{\omega}_R^\prime - \hat{\omega}^\prime)\|_{L^2(\varphi d\varphi)} \xrightarrow{\rightarrow +\infty} 0 \tag{2.17} \]
due to the cutoff $\phi_R$ and the decay properties of $\bar{u}$ and $\bar{\omega}$, the claimed conclusion (2.15) follows from (2.14) and H"{o}lder’s inequality.

The unstable eigenvalue $\lambda_{\infty}$ can be associated to a non-trivial eigenfunction $\eta$ belonging to $U_{k_0}$ for some $k_0 \in \mathbb{Z}$. Since $A^{(0)}$ is trivial, we must have that $k_0 \neq 0$.

Let $K$ be a compact subset of $\rho(A) \cap \{\text{Re}\lambda > 0\}$. For all $\lambda \in K$, we have
\[ \lambda - A^{(k)}_R = \lambda - A^{(k)} + (A^{(k)} - A^{(k)}_R) \]
\[ = (\lambda - A^{(k)})(I + R(\lambda, A^{(k)})(A^{(k)}_R - A^{(k)})). \tag{2.18} \]

Due to (2.15), there exists $R_0 > 0$ (which depends on $K$) such that, for all $R \geq R_0$, $\lambda - A^{(k)}_R$ is invertible, its inverse is
\[ R(\lambda, A^{(k)}_R) = [I + R(\lambda, A^{(k)})(A^{(k)}_R - A^{(k)})]^{-1}R(\lambda, A^{(k)}), \tag{2.19} \]
and
\[ R(\lambda, A^{(k)}_R) \xrightarrow{\rightarrow +\infty} R(\lambda, A^{(k)}) \tag{2.20} \]
in operator norm, uniformly on $K$. 

Let \( c \subset \rho(A^{(k_0)}) \cap \{ \Re \lambda > 0 \} \) be a counterclockwise, smooth, simple, closed curve containing \( \lambda_\infty \) in its interior and no other element of \( \sigma(A^{(k_0)}) \). Let \( K = c \).

We define the spectral projection \( \Pr^{(k_0)} \) onto \( \lambda_\infty \) according to

\[
\Pr^{(k_0)} = \frac{1}{2\pi i} \int_{c} R(\lambda, A^{(k)}) d\lambda,
\]

and we define \( \Pr^{(k_0)} \) similarly. The projection \( \Pr^{(k_0)} \) is non-trivial. Therefore, since \( \Pr^{(k_0)} \to \Pr^{(k_0)} \) in operator norm as \( R \to +\infty \), we must have that for all \( R \) sufficiently large, \( \Pr^{(k_0)} \) is also non-trivial. Therefore, \( A^{(k_0)} \) must have an unstable eigenvalue, and so must \( A_{R} \). This completes the proof. \( \square \)

For \( \varepsilon = \Re \lambda_\infty /2 \), we choose \( \bar{R} \geq R_0 \) and define the truncated vortex \( \tilde{u} = \bar{u}_{\bar{R}} \) and \( \tilde{\omega} = \text{curl} \tilde{u} \). Let us introduce the weighted space \( L^2_\gamma = L^2(\mathbb{R}^2, \gamma \, dr \, dz) \), without imposing \( m \)-fold symmetry, where \( \gamma \geq 0 \) is a smooth weight satisfying

\[
\gamma \equiv 1 \text{ on } B_{\bar{R}}, \quad \langle r, z \rangle^{100} \lesssim |\gamma| \lesssim \langle r, z \rangle^{100} \text{ on } \mathbb{R}^2,
\]

where \( \langle \gamma, z \rangle^2 := \gamma^2 + z^2 + 1 \). We now consider the operator \( L_\infty : D(L_\infty) \subset L^2_\gamma \to L^2_\gamma \) defined by

\[
-L_\infty := \tilde{u} \cdot \nabla \omega + u \cdot \nabla \tilde{\omega},
\]

where \( u = BS_{2d}[\omega] \). Notice that \( BS_{2d} : L^2_\gamma \to L^2_\infty \cap \dot{H}^1 \) is well defined and continuous since \( L^2_\gamma \) embeds into \( L^1 \). The domain of \( L_\infty \) is

\[
D(L_\infty) := \{ \omega \in L^2_\gamma : \tilde{u} \cdot \nabla \omega \in L^2(B_{\bar{R}}) \}.
\]

Using that supp \( \tilde{u} \), supp \( \tilde{\omega} \subset B_{\bar{R}} \), it is not difficult to verify that the operator \( \omega \mapsto u \cdot \nabla \tilde{\omega} \) is compact. Hence, for the same reasons as before, the essential spectrum of \( L_\infty \) is on the imaginary axis, and the remainder of the spectrum is discrete, consisting of countably many eigenvalues of finite algebraic multiplicity.

**Corollary 2.3** (Instability in weighted space). The operator \( L_\infty \) has an unstable eigenvalue.

*Proof.* Let \( \eta \) be a non-trivial unstable eigenfunction of \( A_{\bar{R}} \). Since \( \text{supp}(A_{\bar{R}} \eta) \subset B_{\bar{R}} \) and \( \lambda \eta + A_{\bar{R}} \eta = 0 \), it follows that \( \eta \) is supported in \( B_{\bar{R}} \). In particular \( \eta \in L_\gamma \) and \( \lambda \eta + L_\infty \eta = 0 \). \( \square \)

### 2.3. Axisymmetric instability without swirl

We now pass to the axisymmetric situation. We artificially place the two-dimensional vortex \( \tilde{u}(x, y) = u^r e_x + u^y e_y \) into the axisymmetric-without-swirl coordinates \((r', z) \in \mathbb{R}_+ \times \mathbb{R} \). More often, we work with the variable \( r = r' - \ell \in \mathbb{R}_{>-\ell} \), where \( \ell \geq 2 \bar{R} \). We define

\[
\tilde{u}(r, z) = \tilde{u}^r e_r + \tilde{u}^z e_z,
\]

where, as functions on \( \mathbb{R}^2 \), \( \tilde{u}^r(r, z) = \tilde{u}^r(r, z) \) and \( \tilde{u}^z(r, z) = \tilde{u}^z(r, z) \). So far, \( \tilde{u} \) does not correspond to a divergence-free axisymmetric-no-swirl vector field, since the physical divergence of \( \tilde{u} \) is

\[
\text{div}_r \tilde{u} := \left( \partial_r + \frac{1}{r + \ell} \right) \tilde{u}^r + \partial_z \tilde{u}^z = (r + \ell)^{-1} (\partial_r, \partial_z) \cdot [(r + \ell) \tilde{u}].
\]

Since \((\partial_r, \partial_z) \cdot \tilde{u} = 0\), there is an error of \((r + \ell)^{-1} \tilde{u}^r\), which we correct below:
Lemma 2.4 (Correcting the divergence). For each \( \ell \geq 2R \), there exists \( v_\ell \in C^0_0(B_R; \mathbb{R}^2) \) satisfying
\[
\text{div}_r (\bar{u} + v_\ell) = 0
\] (2.27)
and
\[
v_\ell \to +\infty 0 \text{ in } C^k(B_R) \text{ for all } k \geq 0.
\] (2.28)

Proof. We multiply (2.27) through by \( r + \ell \) to find that the correction \( v_\ell \) must solve
\[
(\partial_r, \partial_\theta) \cdot [(r + \ell)v_\ell] = -\bar{u}^r.
\] (2.29)

The right-hand side belongs to \( C^0_0(B_R) \) and has zero mean due to the radial symmetry of \( \bar{u}: \int_{\mathbb{R}^2} \bar{u}(x, y) \, dx \, dy = 0 \). Bogovskii’s operator \([4]\) (see also Galdi’s book \([22, \text{ Section III.3}]\)) gives us a solution \((r + \ell)v_\ell \in C^0_0(B_R; \mathbb{R}^2)\) which is independent of \( \ell \).

The function \( v_\ell \) and its quantitative bounds are recovered after dividing by \( r + \ell \).

We define the corrected background as
\[
\bar{u}_\ell = \bar{u} + v_\ell, \quad \bar{\omega}_\ell = \text{curl}_r \bar{u} := -\partial_\theta \bar{u}^r + \partial_r \bar{u}^\theta.
\] (2.30)

Here, we identify the 3d \( \text{curl} \) of \( \bar{u} \in C^\infty(\mathbb{R}^3; \mathbb{R}^3) \) with a scalar function \( \text{curl}_r \bar{u} \). This is possible because, as \( \bar{u} \) is axisymmetric without swirl, it holds
\[
\text{curl}_{3d} \bar{u} = -\text{curl}_r \bar{u} e_\theta.
\] (2.31)

Notice the sign convention for the swirl component we introduced above (1.13).

Consider the linearized axisymmetric-no-swirl Euler operator around the background \( \bar{u}_\ell \):
\[
-\mathbf{L}_\ell \omega := \bar{u}_\ell \cdot \nabla \omega + u \cdot \nabla \bar{\omega}_\ell - \frac{\bar{u}^r_{\ell}}{r + \ell} \omega - \frac{u^r}{r + \ell} \bar{\omega}_{\ell}, \quad u = \text{BS}_\ell[\omega],
\] (2.32)
where here and in this subsection \( \nabla = (\partial_r, \partial_\theta) \) and \( u = \text{BS}_\ell[\omega] \) is defined by
\[
\partial_r^2 \psi + \frac{1}{r + \ell} \partial_r \psi - \frac{1}{(r + \ell)^2} \psi + \partial_z^2 \psi = \omega \text{ in } \mathbb{R}^2_{r > -\ell}, \quad \partial_\psi |_{r = -\ell} = 0
\] (2.33)
\[
u = -\partial_\theta \psi e_r + \left( \partial_r + \frac{1}{r + \ell} \right) \psi e_z.
\] (2.34)
We emphasize here that \( \omega \) is regarded as minus the swirl component of the vorticity and \( \text{supp} \bar{u}_\ell, \text{supp} \bar{\omega}_\ell \subset B_R \) and

2.3.1. Functional analytic set-up. We consider the space
\[
L^2_{1, \ell} := L^2(\mathbb{R}_{r > -\ell}^2; \gamma \, dr \, dz),
\] (2.35)
where \( \gamma \) is defined in (2.22). We define the operator \( \mathbf{L}_\ell: D(\mathbf{L}_\ell) \subset L^2_{1, \ell} \to L^2_{1, \ell} \) with domain
\[
D(\mathbf{L}_\ell) := \{ \omega \in L^2_{1, \ell} : \bar{u}_\ell \cdot \nabla \omega \in L^2(B_R) \}
\] (2.36)
according to
\[
\mathbf{L}_\ell = \mathbf{M}_\ell + \mathbf{K}_\ell + \mathbf{S}_\ell, \quad (2.37)
\]
where
\[
-\mathbf{M}_\ell \omega := \bar{u}_\ell \cdot \nabla \omega + \frac{1}{2} (\text{div}_{2d} v_\ell) \omega,
\] (2.38)
\[
-\mathbf{K}_\ell \omega := \text{BS}_\ell[\omega] \cdot \nabla \bar{\omega}_\ell,
\] (2.39)
\[
-\mathbf{S}_\ell \omega := -(r + \ell)^{-1} \text{BS}_\ell[\omega] \bar{\omega}_\ell - (r + \ell)^{-1} \bar{u}_\ell \omega - \frac{1}{2} (\text{div}_{2d} v_\ell) \omega.
\] (2.40)
It is not hard to see (Lemma 2.5 below) the mapping properties
\[ M_\ell : D(L_\ell) \subset L^2_{\gamma,\ell} \to L^2(B_R) \subset L^2_{\gamma,\ell}, \] (2.41)
and
\[ K_\ell, S_\ell : L^2_{\gamma,\ell} \to L^2(B_R) \subset L^2_{\gamma,\ell}. \] (2.42)

The naming convention is as follows: \( M_\ell \) is the 'main term', which is also skew-adjoint with the above choice of domain; \( K_\ell \) is 'compact'; and \( S_\ell \) is 'small'. To show that \( M_\ell \) is skew-adjoint we use that \( \gamma = 1 \) on the support of \( \tilde{u}_\ell \) and \( \tilde{\omega}_\ell \).

**Lemma 2.5 (Basic properties).** The operators \( K_\ell, S_\ell : L^2_{\gamma,\ell} \to L^2_{\gamma,\ell} \) are bounded. Moreover, \( K_\ell \) is compact, and
\[ \| S_\ell \|_{L^2_{\gamma,\ell} \to L^2_{\gamma,\ell}} \to 0 \text{ as } \ell \to +\infty. \] (2.43)

Since \( \bar{R} \) is fixed, it will be convenient to omit the dependence of the implied constants on \( \bar{R} \) in the remainder of the paper.

**Proof.** Let us begin by proving (2.43). Let \( \omega \) be a function supported on \( \{ r > -\ell \} \).

By (2.29), we have that \( \text{div}_2 v_\ell = - (r+\ell)^{-1} v_\ell^r - (r+\ell)^{-1} \tilde{w}^r \) and, by the boundedness of \( \tilde{w}^r \) and since \( v_\ell^r \) goes to 0 in \( L^\infty \), we deduce that \( \text{div}_2 v_\ell \) goes to 0 in \( L^\infty \). Using also that \( \tilde{u}_\ell \) is supported in \( B_R \), we estimate
\[
\left\| (r+\ell)^{-1} \tilde{u}_\ell^r \omega + \frac{1}{2} (\text{div}_2 v_\ell) \omega \right\|_{L^2_{\gamma,\ell}} \leq \left( \left( \frac{1}{\ell - \bar{R}} \| \tilde{u}_\ell^r \|_{L^\infty} + \| \text{div}_2 v_\ell \|_{L^\infty} \right) \| \omega \|_{L^2_{\gamma,\ell}} \right) \to 0 \text{ as } \ell \to +\infty
\] (2.44)

The standard estimate for the Biot-Savart kernel in \( \mathbb{R}^3 \), read on axisymmetric functions, gives us that
\[
\| \text{BS}_\ell [\omega] \|_{L^6((r+\ell) \, dr \, dz)} \lesssim \| \omega \|_{L^2((r+\ell) \, dr \, dz)} \lesssim \ell^{1/2} \| \omega \|_{L^2(\gamma \, dr \, dz)}. \] (2.45)

Hence, we estimate
\[
\| (r+\ell)^{-1} \text{BS}_\ell [\omega] \tilde{\omega}_\ell \|_{L^2_{\gamma,\ell}} = \| (r+\ell)^{-1} \text{BS}_\ell [\omega] \tilde{\omega}_\ell \|_{L^2(B_R)} \lesssim \frac{1}{\ell - \bar{R}} \| \text{BS}_\ell [\omega] \|_{L^6(B_R)} \| \tilde{\omega}_\ell \|_{L^3(B_R)} \lesssim \ell^{-5/6} \| \text{BS}_\ell [\omega] \|_{L^6((r+\ell) \, dr \, dz)} \| \tilde{\omega}_\ell \|_{L^3(B_R)} \lesssim \ell^{-1/3} \| \omega \|_{L^2_{\gamma,\ell}} \| \tilde{\omega}_\ell \|_{L^3(B_R)}. \] (2.46)

Recalling that \( \tilde{\omega}_\ell \) is bounded independently on \( \ell \), putting together (2.44), (2.46) and (2.45), we obtain (2.43).

To prove that \( K_\ell \) is compact, it is enough to check that
\[
\| \text{BS}_\ell [\omega] \|_{L^6(B_R)} + \| \nabla \text{BS}_\ell [\omega] \|_{L^2(B_R)} \lesssim 1. \] (2.47)

The \( \dot{H}^1 \) estimate follows from the fact that \( \omega \in L^2 \), while the \( L^6 \) estimate is a consequence of (2.45). \( \square \)
With these properties in mind, we can say the following: The essential spectrum of $L_\ell$ is contained in a half-plane $\{\Re \lambda < \omega_{\ell \to +\infty}(1)\}$, outside of which the spectrum is discrete, consisting of countably many eigenvalues of finite algebraic multiplicity. We always consider $\ell$ large enough so that the $o(1)$ term above is $\leq 1/2$.

2.3.2. **Main result.** We are now ready to state our main instability result for the operator $L_\ell$. The proof is given at the end of this section.

**Proposition 2.6** (Axisymmetric instability). Let $\lambda_{\infty}$ be an unstable eigenvalue of $L_\infty$. For all $\varepsilon \in (0, \Re \lambda_{\infty})$, there exists $\ell_0 \geq 2\hat{R}$, depending on $\tilde{u}, \varepsilon$, and $\lambda_{\infty}$, such that for all $\ell \geq \ell_0$, the operator $L_\ell$ has an unstable eigenvalue $\lambda_\ell$ with $|\lambda_\ell - \lambda_{\infty}| < \varepsilon$.

It will be convenient to consider all operators on the single function space $L^2_\gamma$ rather than $L^2_{\gamma,\ell}$. Define the projection operator $P_\ell : L^2_\gamma \to L^2_{\gamma,\ell}$ by restriction:

$$P_\ell \omega = \omega|_{r > -\ell}.$$  

We consider the operator

$$L_\ell P_\ell = M_\ell P_\ell + K_\ell P_\ell + S_\ell P_\ell : L^2_\gamma \to L^2_\gamma,$$  

and observe that for $\ell \geq 2\hat{R}$ and $\lambda \in \mathbb{C} \setminus \{0\}$,

$$\lambda \in \sigma(L_\ell) \quad \text{if and only if} \quad \lambda \in \sigma(L_\ell P_\ell).$$  

Indeed, if we make the identification

$$L^2_\gamma = L^2(\{r < -\ell\} \times \mathbb{R}, \gamma \, dr \, dz) \oplus L^2_{\gamma,\ell}, \quad \omega = ((I - P_\ell)\omega, P_\ell \omega) = (f, g),$$  

the operator $\lambda + L_\ell P_\ell$ acts as $(f, g) \mapsto (\lambda f, \lambda g + L_\ell g)$. Hence, $\lambda + L_\ell P_\ell$ is invertible if and only if $\lambda + L_\ell$ is invertible. This implies (2.50).

We introduce the operators

$$K_\infty : L^2_\gamma \to L^2_\gamma, \quad -K_\infty \omega := \text{BS}_{2d}[\omega] \cdot \nabla \tilde{\omega},$$

$$M_\infty : D(M_\infty) \subset L^2_\gamma \to L^2_\gamma, \quad -M_\infty \omega := \tilde{u} \cdot \nabla \omega,$$

where $D(M_\infty) = \{\omega \in L^2_\gamma : \tilde{u} \cdot \nabla \omega \in L^2(B_{\hat{R}})\}$.

**Lemma 2.7.** Let $K$ be a compact subset of $\rho(M_\infty + K_\infty) \cap \{\Re \lambda > 0\}$. There exists $\ell_0 \geq 2\hat{R}$ such that, for all $\ell \geq \ell_0$, the operator $\lambda - M_\ell P_\ell - K_\infty$, acting on $L^2_\gamma$, is invertible for all $\lambda \in K$, and

$$R\lambda, M_\ell P_\ell + K_\infty \}_{\ell \to +\infty} R\lambda, M_\infty + K_\infty \} \quad \text{in} \; L^2_\gamma,$$

for all $f \in L^2_\gamma$, uniformly on $K$.

**Proof.** First, we show that

$$R\lambda, M_\ell P_\ell \}_{\ell \to +\infty} R\lambda, M_\infty \} \quad \text{for all} \; f \in L^2_\gamma$$

locally uniformly in $\{\Re \lambda > 0\}$. To do so, we employ the identity

$$[R\lambda, M_\ell P_\ell - R\lambda, M_\infty] f(x) = \int_0^\infty e^{-\lambda t}(f(X_\ell^t(x)) - f(X_t(x))) \, dt,$$
where $X^\ell$ and $X$ are the flow maps associated to, respectively, $\tilde{u}_\ell$ and $\tilde{u}$. Since $X^\ell_t(x) = X_t(x) = x$ for any $x \in \mathbb{R}^2 \setminus B_R$, it holds

$$
\| [R(\lambda, M_\ell P_\ell) - R(\lambda, M_\ell P_t)] f \|_{L^2} \leq \int_0^\infty e^{-\Re \lambda t} \| f(X^\ell_t) - f(X_t) \|_{L^2(B_R)} dt .
$$

The claimed conclusion (2.55) follows from a simple approximation argument and the fact that $X^\ell_t \in C^1$ as a consequence of Lemma 2.4.

We now show that

$$
I - R(\lambda, M_\ell P_\ell) K_\infty \ell \rightarrow \infty \rightarrow I - R(\lambda, M_\infty) K_\infty
$$

in operator norm, locally uniformly in $\{ \Re \lambda > 0 \}$.

To this aim we use that $K_\infty$ is a compact operator on the separable Hilbert space $L^2_\gamma$; hence, it can be approximated in operator norm by a sequence $(F_k)$ of finite-rank operators on $L^2_\gamma$. Due to (2.55), we have that

$$
R(\lambda, M_\ell P_\ell) F_k \ell \rightarrow \infty \rightarrow R(\lambda, M_\infty) F_k,
$$

in operator norm, locally uniformly in $\{ \Re \lambda > 0 \}$, for each $k \in \mathbb{N}$. Therefore, (2.58) follows from a simple diagonal argument.

From (2.58) it follows that there exists $\ell_0 \geq 2R$ such that, for all $\ell \geq \ell_0$, we have that $\lambda - M_\ell P_\ell - K_\infty$ is invertible, and

$$
R(\lambda, M_\ell P_\ell + K_\infty) = [I - R(\lambda, M_\ell P_\ell) K_\infty]^{-1} R(\lambda, M_\ell P_\ell).
$$

Indeed, the identity

$$
\lambda - M_\ell P_\ell - K_\infty = (\lambda - M_\ell P_\ell) [I - R(\lambda, M_\ell P_\ell) K_\infty],
$$

tells us that $\lambda - M_\ell P_\ell - K_\infty$ is invertible if and only if $I - R(\lambda, M_\ell P_\ell) K_\infty$ is invertible. When $\lambda \in \mathcal{K}$, the operator on the right-hand side of (2.58) is invertible, and its inverse depends continuously on $\lambda$; therefore, when $\ell$ is sufficiently large, we have that $I - R(\lambda, M_\ell P_\ell) K_\infty$ is invertible.

To conclude the proof of (2.55) it remains only to show that

$$
[I - R(\lambda, M_\ell P_\ell) K_\infty]^{-1} \ell \rightarrow \infty \rightarrow [I - R(\lambda, M_\infty) K_\infty]^{-1},
$$

which again is a consequence of (2.58) and the invertibility of $I - R(\lambda, M_\infty) K_\infty$.

**Proof of Proposition 2.6.** Thanks to (2.50) and the fact that $\sigma(L_\ell)$ in $\{ \Re \lambda > o_{\ell \rightarrow +\infty}(1) \}$ consists of eigenvalues with finite multiplicity, it is enough to show that $\sigma(L_\ell P_\ell) \cap \{ \Re \lambda > o_{\ell \rightarrow +\infty}(1) \}$ is non-empty.

For any $\lambda \in \rho(M_\infty + K_\infty) \cap \{ \Re \lambda > 0 \}$ we decompose the operator $\lambda - L_\ell P_\ell$ as

$$
\lambda - M_\ell P_\ell - K_\infty P_\ell - S_\ell P_\ell = \lambda - M_\ell P_\ell - K_\infty - (K_\infty P_\ell - I) - (K_\ell P_\ell - K_\infty) P_\ell - S_\ell P_\ell
$$

$$
= \lambda - M_\ell P_\ell - K_\infty - I_\ell - \Pi_\ell,
$$

on $D(L_\ell)$ when $\ell \geq \ell_0$, see Lemma 2.7. We argue below that $I_\ell$ and $\Pi_\ell$ converge to zero as $\ell \rightarrow +\infty$ (it is already known that $S_\ell$ does so, see Lemma 2.5).
In particular, we have $I - R(\lambda, M_\ell P_\ell + K_\infty)(I_\ell + \Pi_\ell + S_\ell P_\ell)$, hence, $\lambda - L_\ell P_\ell$, will be invertible when $\ell$ is large enough.

1. Term $I_\ell$. Let us show that
\[ \| K_\infty(P_\ell - I) \|_{L_2^\gamma \to L_2^\gamma} \to 0 \quad \text{as} \ \ell \to +\infty. \tag{2.64} \]
For any $\omega \in L_2^\gamma$, it holds
\[ \| K_\infty(P_\ell - I) \omega \|_{L_2^\gamma} = \| K_\infty(P_\ell - I) \omega \|_{L_2(B_R)} \leq \| BS_2d[\omega 1_{\{r<\ell\}}] \|_{L_2(B_R)} \| \nabla \tilde{\omega}_\ell \|_{L_\infty}. \]
The second factor is bounded since $\tilde{\omega}$ is smooth with bounded support and curl $v_\ell$ and its derivatives are bounded by Lemma 2.4. As regards the first term, since $BS_2d$ sends $L^q(\mathbb{R}^2)$ to $L^{q'}(\mathbb{R}^2)$ for any $q \in (1, 2)$, by Hölder’s inequality, we have for any fixed $\varepsilon \in (0, 1)$ that
\[ \| BS_2d[\omega 1_{\{r<\ell\}}] \|_{L_2(B_R)} \lesssim \| \omega 1_{\{r<\ell\}} \|_{L_2^{1+\varepsilon}} \lesssim \| \omega \|_{L_2^2(r, dr dz)} \| (r, z)^{-50(1+\varepsilon)} 1_{\{r<\ell\}} \|_{L_\infty^{1+\varepsilon}}. \tag{2.65} \]
Notice that the second factor on the right-hand side is $o_{\ell \to +\infty}(1)$.

2. Term $II_\ell$. We show that
\[ \| (K_\ell P_\ell - K_\infty) P_\ell \|_{L_2^\gamma \to L_2^\gamma} \to 0 \quad \text{as} \ \ell \to +\infty. \tag{2.66} \]
Let $\omega$ be a function supported on $\{r > \ell\}$. It is enough to prove that
\[ \| BS_2d[\omega] - BS_\ell[\omega] \|_{L_2(B_R)} \leq C(\ell) \| \omega \|_{L_2^\gamma}, \tag{2.67} \]
where $C(\ell) = o_{\ell \to +\infty}(1)$.

Recall that
\[ BS_2d[\omega] = -\partial_2 \psi_r e_r + \partial_r \psi e_z, \tag{2.68} \]
\[ BS_\ell[\omega] = -\partial_2 \psi_\ell e_r + \partial_r \psi_\ell e_z + \frac{1}{r + \ell} \psi_\ell e_z, \tag{2.69} \]
where $\psi, \psi_\ell$ are the stream functions associated to $\omega$; they satisfy
\[ \Delta_\ell \psi_\ell = \left( \partial_r^2 + \frac{1}{r + \ell} \partial_r - \frac{1}{(r + \ell)^2} + \partial_z^2 \right) \psi_\ell = \omega, \quad \partial_\ell \psi_\ell \big|_{r=-\ell} = 0, \tag{2.70} \]
\[ \Delta \psi = (\partial_r^2 + \partial_z^2) \psi = \omega. \tag{2.71} \]
In particular, we have
\[ \| BS_2d[\omega] - BS_\ell[\omega] \|_{L_2(B_R)} \leq \| (r + \ell)^{-1} \psi_\ell \|_{L_2(B_R)} + \| \nabla (\psi_\ell - \psi) \|_{L_2(B_R)} =: I + II. \tag{2.72} \]
We now estimate $I$ and $II$ separately.

Let us begin by studying $I$. We recall the standard Young convolution inequality applied to the Biot-Savart kernel in $\mathbb{R}^3$ gives
\[ \| \psi \|_{L^q((r + \ell)^dz)} + \| (\partial_r + (r + \ell)^{-1} \partial_z) \psi_\ell \|_{L^{q'}((r + \ell)dz)} \lesssim_p \| \omega \|_{L^p((r + \ell)dz)} \lesssim_p \ell^{1/p} \| \omega \|_{L_2^\gamma}. \tag{2.73} \]
for any $p \in (1, 3/2)$, where $1/p^* = 1/p - 1/3$ and $1/q = 1/p - 2/3$. 

\[ \]
To bound $I$, it is enough to use Hölder’s inequality and (2.73) with $p = 6/5$ and $q = 6$. Indeed,
\[
\| (r + \ell)^{-1} \psi \|_{L^2(B_R)} \lesssim \| (r + \ell)^{-1} \psi \|_{L^6(B_R)} \lesssim \ell^{-1} \| \psi \|_{L^6((r+\ell) \, dr \, dz)} \lesssim \ell^{-1/6} \| \omega \|_{L^4_0}.
\]

Let us now study $II$.
\[
\| \psi \|_{L^p(0,1; \mathbb{R}^n)} + \| \nabla \psi \|_{L^p(0,1; \mathbb{R}^n)} \lesssim_p \| \omega \|_{L^p} \lesssim_p \| \omega \|_{L^4_0}
\]
for any $p \in (1, 2)$, where $1/p^* = 1/p - 1/2$. Notice that $\psi$ is only defined up to a constant; here and in the following, we assume that $\psi(0) = 0$, which implies
\[
\| \psi \|_{L^R(0,1; \mathbb{R}^n)} \lesssim_p R^{2 - \frac{2}{p} - \frac{2}{p^*}} \| \omega \|_{L^4_0} \quad \text{for any } R > 1, q \geq 1, p \in (1, 2).
\]

Let us denote by $\chi_\ell$ a standard cutoff which is 1 on $B_{\ell/4}$ and 0 outside $B_{\ell/2}$, with $|\nabla \chi_\ell| \lesssim 1$ and $|\nabla^2 \chi_\ell| \lesssim 1$. Here, $\ell \geq 8 \tilde{R}$. We write an equation for $(\psi_\ell - \psi)\chi_\ell$ by using the equations for $\psi_\ell$ and $\psi$. We obtain
\[
\Delta [(\psi_\ell - \psi)\chi_\ell] = \frac{1}{(r + \ell)^2} \psi_\ell \chi_\ell - \frac{1}{r + \ell} \partial_r \psi_\ell \chi_\ell + 2 \nabla (\psi_\ell - \psi) \cdot \nabla \chi_\ell + (\psi_\ell - \psi) \Delta \chi_\ell.
\]
By using Hölder’s inequality and the Sobolev embedding in $\mathbb{R}^2$, we deduce
\[
\| \nabla (\psi_\ell - \psi) \|_{L^2(B_R)} \lesssim \| \nabla [(\psi_\ell - \psi)\chi_\ell] \|_{L^6} \lesssim \| \Delta [(\psi_\ell - \psi)\chi_\ell] \|_{L^{3/2}},
\]
and (2.77) implies
\[
\| \Delta [(\psi_\ell - \psi)\chi_\ell] \|_{L^{3/2}(B_{\ell/2})} = \| (r + \ell)^{-2} \psi_\ell \chi_\ell - (r + \ell)^{-1} \partial_r \psi_\ell \chi_\ell + 2 \nabla (\psi_\ell - \psi) \cdot \nabla \chi_\ell + (\psi_\ell - \psi) \Delta \chi_\ell \|_{L^2(B_{\ell/2})}
\]
\[
\lesssim \frac{1}{\ell^2} \left( \| \psi_\ell \|_{L^2(B_{\ell/2})} + \| \psi \|_{L^2(B_{\ell/2})} \right) + \frac{1}{\ell} \left( \| (\partial_r + (r + \ell)^{-1}, \partial_z) \psi_\ell \|_{L^2(B_{\ell/2})} + \| \nabla \psi \|_{L^2(B_{\ell/2})} \right).
\]
By using Hölder’s inequality and (2.73) we estimate the first term:
\[
\frac{1}{\ell^2} \| \psi_\ell \|_{L^2(B_{\ell/2})} \lesssim \frac{1}{\ell} \| \psi_\ell \|_{L^4((r+\ell) \, dr \, dz)} \lesssim \frac{1}{\ell^{1/2}} \| \omega \|_{L^4_0}.
\]

To estimate the second term we employ (2.76):
\[
\frac{1}{\ell^2} \| \psi \|_{L^{3/2}(B_{\ell/2})} \lesssim \frac{1}{\ell^{1/2}} \| \omega \|_{L^4_0}.
\]

We apply (2.73) to the third term: For $\varepsilon > 0$ small enough, it holds
\[
\frac{1}{\ell^2} \| (\partial_r + (r + \ell)^{-1}, \partial_z) \psi_\ell \|_{L^2(B_{\ell/2})} \lesssim \frac{1}{\ell^{2/10}} \| (\partial_r + (r + \ell)^{-1}, \partial_z) \psi_\ell \|_{L^2 + \varepsilon(B_{\ell/2})}
\]
\[
\lesssim \frac{1}{\ell^{4/3}} \| (\partial_r + (r + \ell)^{-1}, \partial_z) \psi_\ell \|_{L^{4}((r+\ell) \, dr \, dz)} \lesssim \varepsilon \frac{1}{\ell^{1/3}} \| \omega \|_{L^4_0}.
\]
To estimate the last term, we use Hölder’s inequality and (2.75):
\[
\frac{1}{\ell} \|\nabla \psi\|_{L^{3/2}(B_1/2)} \leq \frac{1}{\ell^{\frac{1}{15}}} \|\nabla \psi\|_{L^{5/2}(B_1/2)} \leq \frac{1}{\ell^{\frac{2}{15}}} \|\omega\|_{L^2}.
\]  

(2.83)

3. Conclusion. From the above arguments and Lemma 2.7, we conclude the following. Let \(K\) be a compact subset of \(\rho(M_\infty + K_\infty) \cap \{\Re \lambda > 0\}\). There exists \(\ell_1 \geq \ell_0\) such that, for all \(\ell \geq \ell_1\), the operator \(\lambda - M_\ell P_\ell - K_\ell P_\ell - S_\ell P_\ell\) is invertible on \(L^2\), and its inverse converges to \(R(\lambda, M_\infty + K_\infty)\) pointwise, uniformly on \(K\), as \(\ell \to +\infty\).

Let \(\bar{c} \subset B_\ell(\ell_\infty)\) be a counterclockwise, smooth, simple, closed curve containing \(\lambda_\infty\) in its interior and no other element of \(\sigma(L_\infty)\). Let \(K = \bar{c}\). When \(\ell \geq \ell_1\), we may define the spectral projections \(Pr_\ell : L^2_\ell \to L^2_\ell\) according to
\[
Pr_\ell = \frac{1}{2\pi i} \int_{\bar{c}} R(\lambda, L_\ell P_\ell) \, d\lambda,
\]
and analogously \(Pr_\infty\). In particular, the integrand is well defined when \(\ell \geq \ell_1\). Then \(Pr_\ell f \to Pr_\infty f\) for all \(f \in C^\infty_0(\mathbb{R}^2)\) as \(k \to +\infty\). In particular, since \(Pr_\infty\) is non-trivial, we must have that \(Pr_\ell\) is non-trivial for all sufficiently large \(\ell\). □

3. Linear instability: from Euler to Navier-Stokes equations

For sufficiently large \(\ell\) (which will be fixed momentarily), we define \(\bar{U}\) to be the axisymmetric-no-swirl velocity field on \(\mathbb{R}^3\) associated with \(\bar{u}_\ell\):
\[
\bar{U}(x) = \bar{u}_\ell^r(r + \ell, z)e_r + \bar{u}_\ell^z(r + \ell, z)e_z,
\]
where \(x = (x', z)\) and \(r = |x'|\). Let \(L^2_{\text{aps}}\) denote the set of \(L^2\)-integrable ‘axisymmetric pure-swirl’ vector fields \(\Omega = \Omega^\theta(r, z)e_\theta\).

In this section, we concern ourselves with instability for the operator
\[
L_{\text{vor}}^{(\beta)} : D(L_{\text{vor}}^{(\beta)}) \subset L^2_{\text{aps}} \to L^2_{\text{aps}},
\]
(3.2)

\[-L_{\text{vor}}^{(\beta)} = (-1 - \frac{\xi}{2} \cdot \nabla \xi)\Omega - \Delta \Omega + \beta[\bar{U}, \Omega] + \beta[U, \bar{\Omega}],
\]
(3.3)

where \(U = \text{BS}_{3d}[\bar{\Omega}]\). Its domain is
\[
D(L_{\text{vor}}^{(\beta)}) := \{\Omega \in L^2_{\text{aps}} : \Omega \in H^2(\mathbb{R}^3), \xi \cdot \nabla \xi \Omega \in L^2(\mathbb{R}^3)\}.
\]
(3.4)

We further introduce the operators comprising \(L_{\text{vor}}^{(\beta)}:\)
\[
-\mathbf{D} \Omega := -\frac{3}{4} \Omega - \frac{\xi}{2} \cdot \nabla \xi \Omega - \Delta \Omega
\]
(3.5)

\[-\mathbf{M} \Omega := U \cdot \nabla \Omega
\]
(3.6)

\[-\mathbf{S} \Omega := -\bar{\Omega} \cdot \nabla U - \Omega \cdot \nabla \bar{U}
\]
(3.7)

\[-\mathbf{K} \Omega := (\text{BS}_{3d}[\bar{\Omega}] \cdot \nabla)\bar{\Omega}.
\]
(3.8)

The naming convention is as follows: \(\mathbf{D}\) is the ‘dissipation’, \(\mathbf{M}\) is the ‘main term’, \(\mathbf{S}\) arises from the ‘stretching’ and is ‘small’, and \(\mathbf{K}\) is easily verified to be ‘compact’. Notice that \(\mathbf{D} - \Delta\) is a skew-symmetric operator; this will play a role in Lemma 3.3.
Finally, we define
\[
T_\beta := \frac{1}{\beta} D + M + S + K = \frac{1}{\beta} \left( L_{\text{vor}}^{(\beta)} - \frac{1}{4} \right).
\] (3.9)

In analogy with \( T_\beta \) we introduce
\[
T_\infty := M + S + K,
\] (3.10)
whose domain is \( D(T_\infty) = \{ \Omega \in L^2_{\text{aps}} : \bar{U} \cdot \nabla \Omega \in L^2(\mathbb{R}^3) \} \).

Let
\[
a := \sup_{\lambda \in \sigma(T_\infty)} \Re \lambda, \quad \mu := \| S \|_{L^2_{\text{aps}} \rightarrow L^2}.
\] (3.11)

The above constants depend on \( \ell \), which we fix momentarily to ensure that
\[
a > \mu.
\] (3.12)

From Proposition 2.6, we know that \( a > \text{const.} \) for all sufficiently large \( \ell \). On the other hand, we now justify that \( \mu \to 0 \) as \( \ell \to +\infty \). Using the axisymmetric-pure-swirl structure to estimate \( S \), we have
\[
(S\Omega)^\theta = \frac{1}{r} \bar{\Omega}^\theta U^r + \frac{1}{r} \bar{\Omega}^\theta \bar{U}^r.
\] (3.13)

Since \( \bar{U} \) is compactly supported and, specifically, \( \text{supp} \bar{U} \subset \{ x \in \mathbb{R}^3 : |r-\ell|^2 + |z|^2 \leq \bar{R}^2 \} \), we have by the Calderón–Zygmund estimates that
\[
\| S\Omega \|_{L^2} \leq \left\| \bar{\Omega}^\theta U^r \right\|_{L^2(r dr dz)} + \left\| \frac{1}{r} \bar{\Omega}^\theta \bar{U}^r \right\|_{L^2(r dr dz)}
\]
\[
\lesssim \frac{1}{\ell} \| U^r \|_{L^3(r dr dz)} \| \bar{\Omega}^\theta \|_{L^3(r dr dz)} + \frac{1}{\ell} \| \bar{U}^r \|_{L^\infty} \| \bar{\Omega}^\theta \|_{L^2(r dr dz)}
\]
\[
\lesssim \frac{1}{\ell^{2/3}} \| \bar{\Omega}^\theta \|_{L^2(r dr dz)},
\] (3.14)

where the implicit constant may depend on \( \| \bar{\Omega}^\theta \|_{L^\infty} \).

From now on, we consider \( \ell \) and the background \( \bar{U} \) as fixed and satisfying (3.12).

**Theorem 3.1** (Self-similar Navier-Stokes instability: vorticity). Let \( \lambda_\infty \) be an unstable eigenvalue of \( T_\infty \) with \( \Re \lambda_\infty > \mu \). For all \( \epsilon \in (0, \Re \lambda_\infty - \mu) \), there exists \( \beta_0 > 0 \) such that, for all \( \beta \geq \beta_0 \), \( T_\beta \) has an unstable eigenvalue \( \lambda_\beta \) satisfying \( |\lambda_\beta - \lambda_\infty| < \epsilon \), and \( L_{\text{vor}}^{(\beta)} \) has an unstable eigenvalue \( \widetilde{\lambda}_\beta \) defined by
\[
\widetilde{\lambda}_\beta = \beta \lambda_\beta + \frac{1}{4}.
\] (3.15)

To prove nonlinear instability in Section 4, it will be more convenient to work with the velocity formulation. Therefore, we introduce
\[
L_{\text{vel}}^{(\beta)} : D(L_{\text{vel}}^{(\beta)}) \subset L^2_{\sigma}(\mathbb{R}^3) \rightarrow L^2_{\sigma}(\mathbb{R}^3)
\] (3.16)
\[
- L_{\text{vel}}^{(\beta)} U := (-\frac{1}{2} - \frac{\xi}{2} \cdot \nabla \xi) U - \Delta U + P(\bar{U} \cdot \nabla U + U \cdot \nabla \bar{U})
\] (3.17)
whose domain is
\[
D(L_{\text{vel}}^{(\beta)}) := \{ U \in L^2_{\sigma}(\mathbb{R}^3) : U \in H^2(\mathbb{R}^3), \xi \cdot \nabla \xi U \in L^2(\mathbb{R}^3) \}.
\] (3.18)

Here, \( L^p_{\sigma}(\mathbb{R}^3) \) is the space of divergence-free \( L^p \)-integrable vector fields on \( \mathbb{R}^3 \). Notice that we do not impose axisymmetry on \( L_{\text{vel}}^{(\beta)} \).
Corollary 3.2 (Self-similar Navier-Stokes instability: velocity). For $\beta \geq \beta_0$, the unstable eigenvalue $\tilde{\lambda}_{\beta}$ in Theorem 3.1 is also an unstable eigenvalue of $L^{(\beta)}_{\text{vel}}$.

The operator $L_{ss}$ in the next section will be defined as $L^{(\beta)}_{\text{vel}}$ for sufficiently large $\beta$.

Before we prove Theorem 3.1 and Corollary 3.2, we prove two preliminary lemmas.

Lemma 3.3. For all $\beta > 0$ and $\lambda \in \{\text{Re} \lambda > \mu\}$, we have

$$\|R(\lambda, \beta^{-1}D + M + S)\|_{L^2_{\text{aps}} \to L^2_{\text{aps}}} \leq (\text{Re} \lambda - \mu)^{-1},$$

(3.19)

and, for all $\Omega \in L^2_{\text{aps}}$, we have

$$R(\lambda, \beta^{-1}D + M + S)\Omega \xrightarrow{\beta \to +\infty} R(\lambda, M + S)\Omega \text{ in } L^2$$

locally uniformly in $\{\text{Re} \lambda > \mu\}$.

From (3.19) and the compactness of $K$, we know that the essential spectrum of $T_{\beta}$ is contained in the left half-plane $\{\text{Re} \lambda \leq \mu\}$, and the remainder of its spectrum is discrete, consisting of isolated eigenvalues of finite algebraic multiplicity.

Proof. Consider the advection-diffusion equation

$$\partial_\tau \Omega^\beta - \frac{1}{\beta}(\Delta + \frac{3}{4} + \frac{\xi}{2} \cdot \nabla \xi)\Omega^\beta + \overline{U} \cdot \nabla \Omega^\beta - S\Omega^\beta = 0$$

(3.21)

and its inviscid counterpart

$$\partial_\tau \Omega + \overline{U} \cdot \nabla \Omega - S\Omega = 0$$

(3.22)

supplemented with the initial condition $\Omega^\beta(\cdot, 0) = \Omega(\cdot, 0) = \Omega_0 \in C^\infty_0(\mathbb{R}^3) \cap L^2_{\text{aps}}$.

The basic energy estimate for solutions to (3.21) is

$$\frac{1}{2} \frac{d}{d\tau} \|\Omega^\beta\|^2_{L^2} + \frac{1}{\beta} \int |\nabla \Omega^\beta|^2 \, dx \leq \|S\|_{L^2 \to L^2} \|\Omega^\beta\|^2_{L^2} \leq \mu \|\Omega^\beta\|^2_{L^2}. \quad (3.23)$$

Therefore, we have

$$\frac{1}{2} \frac{d}{d\tau} \|e^{\tau\mu} \Omega^\beta(\cdot, \tau)\|^2_{L^2} + \frac{1}{\beta} \int |\nabla e^{\tau\mu} \Omega^\beta(\cdot, \tau)|^2 \, dx \leq 0. \quad (3.24)$$

Hence,

$$\|\Omega^\beta\|_{L^2} \leq e^{\tau\mu} \|\Omega_0\|_{L^2}. \quad (3.25)$$

The growth estimate (3.25) ensures that the Laplace transform

$$R(\lambda, \beta^{-1}D + M + S)\Omega_0 = \int_0^\infty e^{-s\lambda} \Omega^\beta(\cdot, s) \, ds$$

(3.26)

is well defined and satisfies the desired estimate (3.19) when $\text{Re} \lambda > \mu$. Additionally, we have the analogous Eulerian energy estimates for $\Omega$ without the term corresponding to $\beta^{-1}D$. The estimates can also be extracted from the ODE along Lagrangian trajectories:

$$\frac{d}{d\tau} (\Omega \circ X_\tau) = (S\Omega) \circ X_\tau, \quad (3.27)$$

---

8One can also see the estimate (3.19) directly from the resolvent advection-diffusion PDE.
where \( X_r \) is the flow map associated to \( \bar{U} \). It is moreover possible to demonstrate that \( \Omega \) is smooth, though we only require \( H^1 \) estimates, and compactly supported. The smoothness can be extracted from Eulerian energy estimates for \( \partial_t \Omega \) or from the ODE (3.27). The compact support properties follow from (3.27) and the compact support property of \( S \), namely, \( \text{supp} \ S \Omega \subset \text{supp} \ U \).

We now demonstrate the inviscid limit \( \Omega^\beta \to \Omega \) for fixed initial data \( \Omega_0 \in C_0^\infty(\mathbb{R}^3) \cap L^2_{\text{aps}} \) with rate of convergence possibly depending on \( \Omega_0 \). The equation satisfied by the difference \( \Omega^\beta - \Omega \) is

\[
\partial_t (\Omega^\beta - \Omega) - \frac{1}{\beta} (\Delta + \frac{3}{4} + \frac{\xi}{2} \cdot \nabla \xi)(\Omega^\beta - \Omega) + \bar{U} \cdot \nabla (\Omega^\beta - \Omega) - S(\Omega^\beta - \Omega) = \frac{1}{\beta} F := \frac{1}{\beta} (\Delta + \frac{3}{4} + \frac{\xi}{2} \cdot \nabla \xi)\Omega,
\]

where the right-hand side is an error term to be controlled below. Since

\[
\| F \|_{L^2_{\mathcal{H}^{-1}(\mathbb{R}^3 \times (0,T))}} = \left\| (\Delta + \frac{3}{4} + \frac{\xi}{2} \cdot \nabla \xi)\Omega \right\|_{L^2_{\mathcal{H}^{-1}(\mathbb{R}^3 \times (0,T))}} \leq C(T, \Omega_0),
\]

the energy estimate for (3.28) gives

\[
\frac{1}{2} \frac{d}{dt} \| \Omega^\beta - \Omega \|^2_{L^2} + \frac{1}{\beta} \int |\nabla (\Omega^\beta - \Omega)|^2 \, dx \\
\leq \mu \| \Omega^\beta - \Omega \|^2_{L^2} + \frac{1}{\beta} \langle F, \Omega^\beta - \Omega \rangle \\
\leq \mu \| \Omega^\beta - \Omega \|^2_{L^2} + \frac{C}{\beta} \| F(\cdot, \tau) \|^2_{\mathcal{H}^{-1}} + \frac{1}{2\beta} \left( \| \Omega^\beta - \Omega \|^2_{L^2} + \| \nabla (\Omega^\beta - \Omega) \|^2_{L^2} \right).
\]

The term involving \( \nabla (\Omega^\beta - \Omega) \) on the right-hand side can be absorbed into the left-hand side, from which we conclude that, for all finite \( T > 0 \), we have

\[
\| \Omega^\beta - \Omega \|_{L^\infty L^2_2(\mathbb{R}^3 \times (0,T))} \xrightarrow{\beta \to +\infty} 0,
\]

and convergence is with rate \( O(\beta^{-1}) \) depending on \( T \) and \( \Omega_0 \).

To complete the proof of uniform convergence for \( \Omega_0 \in C_0^\infty(\mathbb{R}^3) \cap L^2_{\text{aps}} \), we estimate

\[
\| [R(\lambda, \beta^{-1} D + M + S) - R(\lambda, M + S)]\Omega_0 \|_{L^2} \\
\leq \int_0^T e^{-s\lambda} \| (\Omega^\beta - \Omega)(\cdot, s) \|_{L^2} \, ds \\
+ \int_T^{+\infty} e^{-s\lambda} \| \Omega^\beta(\cdot, s) \|_{L^2} \, ds + \int_T^{+\infty} e^{-s\lambda} \| \Omega(\cdot, s) \|_{L^2} \, ds \\
\leq o_{\beta \to +\infty}(1) + 2e^{-T(\text{Re} \lambda - \mu)},
\]

where \( o(1) \) may depend on \( T \) and \( \Omega_0 \). The proof of convergence for general \( \Omega_0 \in L^2_{\text{aps}} \) follows from density.

\footnote{Notably, the \( H^1 \) norm of \( \Omega \) may grow more quickly than \( e^{\tau \mu} \); this can be seen in the term \( \partial_t \bar{U} \cdot \nabla \Omega \) in the equation for \( \partial_t \Omega \). This is why we avoid estimating the gradient of solutions to the resolvent problem.}
The following lemma follows from the previous one via abstract arguments:

**Lemma 3.4.** For all compact subsets $K$ of $\{\Re \lambda > \mu\} \backslash \sigma(T_{\infty})$, there exists $\beta_0 > 0$, depending on $K$, such that, for all $\beta \geq \beta_0$, the operator $T_{\beta}$ is invertible,

$$
\sup_{\beta \geq \beta_0} \sup_{\lambda \in K} \|R(\lambda, T_{\beta})\|_{L_{\text{aps}}^2 \to L^2} < +\infty, \quad (3.33)
$$

and, for all $\Omega \in L_{\text{aps}}^2$, we have

$$
R(\lambda, T_{\beta})\Omega \xrightarrow{\beta \to +\infty} R(\lambda, T_{\infty})\Omega \text{ in } L^2 \quad (3.34)
$$

uniformly-in-$\lambda$ on $K$.

**Proof.** This is analogous to the proof of Lemma 2.7. Recall that

$$
\lambda - T_{\beta} = (\lambda - \beta^{-1}D - M - S)[I - R(\lambda, \beta^{-1}D + M + S)K]. \quad (3.35)
$$

Since $K$ is a compact operator on a separable Hilbert space, we may approximate it in operator norm by a sequence of finite-rank operators $(F_k)$. The uniform convergence in Lemma 3.3 implies that, for each $k \in \mathbb{N}$, the operator $R(\lambda, \beta^{-1}D + M + S)F_k$ converges in operator norm to $R(\lambda, M + S)F_k$, uniformly-in-$\lambda$ on $K$; hence, $R(\lambda, \beta^{-1}D + M + S)K \to R(\lambda, M + S)K$ similarly. Therefore, for $\beta$ sufficiently large, the operator $I - R(\lambda, \beta^{-1}D + M + S)K$ is a small perturbation of the invertible operator $I - R(\lambda, M + S)K$, so it is invertible. The convergence follows straightforwardly. We leave further details to the reader. \hfill \Box

**Proof of Theorem 3.1.** This is analogous to the conclusion of the proofs of Propositions 2.2 and 2.6. We consider a counterclockwise, simple, smooth, closed curve $\mathcal{C} \subset B_\varepsilon(\lambda_\infty) \cap \sigma(T_{\infty})$ containing $\lambda_\infty$ in its interior and no other element of $\sigma(T_{\infty})$.

We define the spectral projection $P_{R_{\beta}}$ according to

$$
P_{R_{\beta}} = \frac{1}{2\pi i} \int_{\mathcal{C}} R(\lambda, T_{\beta}) \, d\lambda. \quad (3.36)
$$

We use the convergence in Lemma 3.4 to determine that, for $\beta$ sufficiently large, the projection is non-trivial. We leave further details to the reader. \hfill \Box

**Proof of Corollary 3.2.** By choosing $\beta$ sufficiently large, we may ensure that $L_{\text{vel}}^{(\beta)}$ has an unstable eigenvalue, denoted simply by $\lambda$, with $\Re \lambda \geq 1$, see the formula (3.15). We claim that an $L^2$-eigenfunction $\Omega$ of $L_{\text{vel}}^{(\beta)}$ associated to such an eigenvalue further satisfies $\Omega \in L^1(\mathbb{R}^3)$. Once this is known, we have that the velocity field $U = BS_{3d}[\Omega]$ belongs to $L^2(\mathbb{R}^3)$ by standard mapping properties and moreover is an unstable eigenfunction of $L_{\text{vel}}^{(\beta)}$ with eigenvalue $\lambda$.

Notice that $\Omega \in D(T_{\beta})$ solves the equation

$$
\lambda \Omega - (1 + \frac{\varepsilon}{2} \cdot \nabla \xi)\Omega - \Delta \Omega = F \quad (3.37)
$$

where $-F = \beta[U, \Omega] + \beta[U, \bar{\Omega}]$ belongs to $L^2(\mathbb{R}^3)$ and is compactly supported. The solution of (3.37) can be found explicitly by ‘undoing’ the similarity variables: Define

$$
h(x, t) = t^{\lambda-1} \Omega \left( \frac{x}{t^{1/2}} \right), \quad g(x, t) = t^{\lambda-2} F \left( \frac{x}{t^{1/2}} \right). \quad (3.38)
$$

Then

$$
\partial_t h - \Delta h = g, \quad h(\cdot, 0) \equiv 0. \quad (3.39)
$$
The zero initial condition in (3.39) comes from \( \|h(\cdot, t)\|_{L^2} = t^{\Re \lambda - \frac{1}{2}} \|\Omega\|_{L^2(\mathbb{R}^3)} \to 0 \) as \( t \to 0^+ \). Notice also

\[
\|g(\cdot, t)\|_{L^1(\mathbb{R}^3)} = t^{\Re \lambda - \frac{1}{2}} \|F\|_{L^1(\mathbb{R}^3)}. \tag{3.40}
\]

Hence, \( g \in L^\infty_t L^1_x(\mathbb{R}^3 \times (0, 1)) \). We can represent the eigenfunction \( \Omega \) as

\[
\Omega(x) = h(x, 1) = \int_0^1 e^{\Delta(1-s)} g(\cdot, s) \, ds \in L^1(\mathbb{R}^3), \tag{3.41}
\]
due to (3.40) and the mapping property \( \|e^{\Delta(1-s)}\|_{L^1 \to L^1} \leq 1 \). □

A similar argument can be used to characterize the domains of \( L^{(\beta)}_{\text{vol}} \) and \( L^{(\beta)}_{\text{vel}} \), see [33, Section 2].

4. Nonlinear instability

In this section, we demonstrate how to use the linear instability proven in Corollary 3.2 to construct non-unique solutions to the forced Navier-Stokes equations.

We employ the uppercase/lowercase notation introduced in (1.8) for functions in similarity/physical variables, respectively. Recall that \( L^p_\sigma \) is the space of divergence-free vector fields in \( L^p(\mathbb{R}^3) \).

**Theorem 4.1 (Non-uniqueness criterion).** Let \( \bar{U} \) be a compactly supported, smooth, divergence-free vector field on \( \mathbb{R}^3 \). Suppose that (A) in Theorem 1.3 holds, that is, the linearized operator \( L_{\text{ss}} : D(L_{\text{ss}}) \subset L^2_\sigma \to L^2_\sigma \) defined by

\[
- L_{\text{ss}} U = -\frac{1}{2} (1 + \xi \cdot \nabla \xi) U - \Delta U + \mathbb{P}(\bar{U} \cdot \nabla U + U \cdot \nabla \bar{U}), \tag{4.1}
\]

where \( D(L_{\text{ss}}) := \{ U \in L^2_\sigma : U \in H^2(\mathbb{R}^3), \xi \cdot \nabla U \in L^2(\mathbb{R}^3) \} \), has an unstable eigenvalue \( \lambda \). Then \( \lambda \) can be chosen to be maximally unstable, that is, \( \Re \lambda = \sup_{z \in \sigma(L_{\text{ss}})} \Re z > 0 \), and moreover, (B) in Theorem 1.3 holds.

As mentioned above (1.11), a second solution to (NS) is sought as a trajectory on the unstable manifold of \( \bar{U} \) associated to the most unstable eigenvalues of \( L_{\text{ss}} \). We make the following ansatz:

\[
U = \bar{U} + U^{\text{lin}} + U^{\text{per}}, \tag{4.2}
\]

where

\[
U^{\text{lin}}(\cdot, \tau) = \Re(e^{\lambda \tau} \eta) \tag{4.3}
\]
is a solution of the linearized PDE \( \partial_\tau U^{\text{lin}} = L_{\text{ss}} U^{\text{lin}}, \lambda = a + ib \) is an unstable eigenvalue of \( L_{\text{ss}} \) with maximal growth rate \( a > 0 \), and \( \eta \in L^2_\sigma \) is a non-trivial eigenfunction associated to \( \lambda \). The remainder \( U^{\text{per}} \), whose equation is (4.17) below, decays in \( L^2 \) as \( o(e^{\tau a}) \) when \( \tau \to -\infty \). The additional decay ensures that \( U \) is not identical to \( \bar{U} \) and, moreover, guarantees non-uniqueness.

In Section 4.2, we employ a fixed point argument to solve (4.17) and construct \( U^{\text{per}} \). First, we introduce the semigroup generated by \( L_{\text{ss}} \).
4.1. The linear operator. In this section we study $\sigma(L_{ss})$, the spectrum of the closed, densely defined operator $L_{ss} : D(L_{ss}) \subset L^2_\sigma \to L^2_\sigma$, and the associated semigroup $e^{tL_{ss}} : L^2_\sigma \to L^2_\sigma$. The latter is well defined and strongly continuous, as proven in [33, Section 2].

We define the spectral bound of $L_{ss}$ as

$$s(L_{ss}) := \sup\{\text{Re} \lambda : \lambda \in \sigma(L_{ss})\},$$

which is bounded by the growth bound

$$\omega_0(L_{ss}) := \inf\{\omega \in \mathbb{R} : \|e^{tL_{ss}}\|_{L^2_\sigma \to L^2_\sigma} \leq M(\omega)e^{\omega t}\}$$

(4.5)

of the semigroup. We refer the reader to [21, Proposition 2.2] for the proof of the inequality $s(L_{ss}) \leq \omega_0(L_{ss})$. As a consequence of [34, Corollary 2.11], in our generality, we have the following.

Lemma 4.2. It holds $\omega_0(L_{ss}) = \max\{\omega_{\text{ess}}(L_{ss}), s(L_{ss})\}$, where

$$\omega_{\text{ess}}(L_{ss}) := \inf_{\tau > 0} \frac{1}{\tau} \log \left(\inf\{\|e^{\tau L_{ss}} - K\|_0 : K \text{ is compact}\}\right).$$

(4.6)

Moreover, for every $w > \omega_{\text{ess}}(L_{ss})$, the set $\sigma(L_{ss}) \cap \{\text{Re} \lambda > w\}$ is finite, and the corresponding spectral projection has finite rank.

In other words, the identity $s(L_{ss}) = \omega_0(L_{ss})$ holds up to taking into account contributions coming from the essential spectrum.

Applying [33, Lemma 2.7], we have that $\omega_{\text{ess}}(L_{ss}) \leq -1/4$, and hence the following result holds.

Proposition 4.3. Assume $a := s(L_{ss}) > 0$. Then $a < \infty$, and there exist $\lambda = a + ib \in \sigma(L_{ss})$ and $\eta = \eta_1 + i\eta_2$ such that $\eta_1, \eta_2 \in D(L_{ss})$ and $L_{ss}\eta = \lambda\eta$.

Moreover, for any $\delta > 0$, it holds

$$\|e^{tL_{ss}}U_0\|_{L^2} \leq M(\delta)e^{\lambda(a+\delta)}\|U_0\|_{L^2}, \quad \forall U_0 \in L^2_\sigma.$$

(4.7)

A more elementary way to prove that $\sigma(L_{ss}) \cap \{\text{Re} \lambda \geq \mu\}$ is countable for all $\mu > -1/4$ was already mentioned in Section 2.1, since $U \mapsto \mathbb{P}(U \cdot \nabla U + U \cdot \nabla \bar{U})$ is relatively compact with respect to $U \mapsto (1 + \xi \cdot \nabla \xi)U/2 + \Delta U$, whose essential spectrum is contained in $\{\text{Re} \lambda \leq -1/4\}$, as is easily demonstrated by an energy estimate, see [33, Section 2]. Proposition 4.3 contains more information, and in particular, the growth estimate (4.7).

We conclude this section by proving that $e^{tL_{ss}}$ enjoys parabolic regularity estimates with sharp growth at infinity.

Lemma 4.4. Assume $a = s(L_{ss}) > 0$. Then, for any $\sigma_2 \geq \sigma_1 \geq 0$ and $\delta > 0$, it holds

$$\|e^{tL_{ss}}U_0\|_{H^{\sigma_2}} \leq \frac{M(\sigma_1, \sigma_2, \delta)}{\tau^{(\sigma_2-\sigma_1)/2}}e^{\tau(a+\delta)}\|U_0\|_{H^{\sigma_1}},$$

(4.8)

for any $U_0 \in L^2_\sigma \cap H^{\sigma_1}(\mathbb{R}^3)$.

Proof. It suffices to treat the case when $\sigma_1, \sigma_2$ are non-negative integers. The general case follows by interpolation.

We divide the proof into two steps. First, we show smoothing estimates (4.8) for small times, say, $0 < \tau \leq 2$, and afterward we address the long-time behaviour.
Step 1. For any $0 \leq m \leq k$, it holds
\[
\|e^{\tau L_2} U_0\|_{H^k} \leq M(k, m) \tau^{-\frac{ka}{2}} \|U_0\|_{H^m}, \quad \forall U_0 \in L^2 \cap H^m(\mathbb{R}^3), \tau \in (0, 2). \tag{4.9}
\]
To ease notation, we set $U(\cdot, \tau) := e^{\tau L_2} U_0$. We study the problem in physical variables: Setting \[
u(x, t) := \frac{1}{\sqrt{t+1}} U \left( \frac{x}{\sqrt{t+1}}, \log(t+1) \right), \quad \bar{u}(x, t) := \frac{1}{\sqrt{t+1}} \bar{U} \left( \frac{x}{\sqrt{t+1}} \right),
\]
we have the equation
\[
\begin{cases}
\partial_t u - \Delta u = -\mathbb{P}(\bar{u} \cdot \nabla u + u \cdot \nabla \bar{u}) \quad \text{in } \mathbb{R}^3 \times (0, e^2 - 1) \\
u(x, 0) = U_0(x) \quad \text{in } \mathbb{R}^3.
\end{cases}
\tag{4.11}
\]
Using that $\bar{U}$ is smooth with compact support, we can easily prove that
\[
\|u(\cdot, t)\|_{L^2} + t^{1/2} \|\nabla u(\cdot, t)\|_{L^2} \leq C(\bar{U}) \|U_0\|_{L^2}, \quad t \in (0, 10),
\tag{4.12}
\]
which gives
\[
\|U(\cdot, \tau)\|_{L^2} + \tau^{1/2} \|\nabla U(\cdot, \tau)\|_{L^2} \leq C(\bar{U}) \|U_0\|_{L^2}, \quad \tau \in (0, 2).
\tag{4.13}
\]
The latter implies (4.9) for $k = 1$ and $m = 0, 1$. The general case follows by induction studying the equation solved by $\nabla^k u$ which has a structure similar to (4.11) but with forcing and additional lower order terms.

Step 2. For any $\delta > 0$ it holds
\[
\|e^{\tau L_2} U_0\|_{H^k} \leq M(k, \delta) e^{\tau(a+\delta)} \|U_0\|_{L^2}, \quad \forall U_0 \in L^2 \cap H^2, \tau \geq 2. \tag{4.14}
\]
Using the semigroup property, Step 1 with $m = 0$, and (4.7), we have
\[
\|e^{\tau L_2} U_0\|_{H^k} = \|e^{k L_2} (e^{(\tau-k) L_2} U_0)\|_{H^k} \leq M(k) \kappa^{-k/2} \|e^{(\tau-k) L_2} U_0\|_{L^2} \leq M(k, \delta) \kappa^{-k/2} e^{(\tau-k)(a+\delta)} \|U_0\|_{L^2}.
\tag{4.15}
\]
The claimed inequality (4.14) follows by choosing $\kappa = 1$.

It is immediate to see that the combination of (4.9) in Step 1 and (4.14) in Step 2 gives (4.8) for integers $\sigma_2 \geq \sigma_1 \geq 0$. This completes the proof. $\square$

As a consequence of Proposition 4.3 and Proposition 4.4, it holds
\[
\|U^{\lin}_{\tau}\|_{H^k} = C(k, \eta) e^{\alpha \tau} \quad \text{for any } \tau \geq 0 \text{ and } k \in \mathbb{N}.
\tag{4.16}
\]

4.2. Nonlinear construction. In this section, we solve the nonlinear problem
\[
\partial_t U^{\per} - L_{ss} U^{\per} = -\mathbb{P} \left[ (U^{\per} \cdot \nabla) U^{\per} \right] - \mathbb{P} \left[ (U^{\lin} \cdot \nabla) U^{\per} + (U^{\per} \cdot \nabla) U^{\lin} \right] - \mathbb{P} \left[ (U^{\lin} \cdot \nabla) U^{\lin} \right].
\tag{4.17}
\]

Proposition 4.5. Assume $a = s(L_{ss}) > 0$ and $N > 5/2$ is an integer. Then there exist $T = T(\bar{U}, U^{\lin}, N) \in \mathbb{R}$, $\varepsilon_0 = \varepsilon_0(a) > 0$ and $U^{\per} \in C((-\infty, T]; H^N(\mathbb{R}^3; \mathbb{R}^3))$, a solution to (4.17), such that
\[
\|U^{\per}(\cdot, \tau)\|_{H^N} \leq e^{(a+\varepsilon_0) \tau}, \quad \text{for any } \tau \leq T.
\tag{4.18}
\]
Once Proposition 4.5 is known, the solution $U^\text{per}$ can be bootstrapped to satisfy the refined decay estimates
\[
\|U^\text{per}\|_{H^k} \lesssim e^{2a\tau}, \quad \tau \in (-\infty, T], \; k \geq 0,
\] (4.19)
thereby completing the proofs of Theorem 4.1 and Theorem 1.3. This bootstrapping is discussed in Section 4.2.7.

The remaining part of this section is devoted to the proof of Proposition 4.5 by means of a fixed point argument.

**Remark 4.6.** In principle, one could infer the existence, uniqueness, and smoothness of the unstable manifold from abstract theory for semilinear parabolic PDEs, see [29]. It is simple and instructive to give a construction below, which can be generalized to non-compactly supported backgrounds, see Remark 4.8.

4.2.1. **Functional setting.** From now on, as in Proposition 4.5, we suppose $a = s(L\alpha) > 0$. Let $N > 5/2$ be an integer. It will be enough to choose $\varepsilon_0 = a/2$. Let $T \in \mathbb{R}$, to be determined. We suppress dependence of the constants below on $\bar{U}$ and $U^\text{lin}$, which are now fixed.

We consider the norm
\[
\|U\|_X := \sup_{\tau < T} e^{-(a+\varepsilon_0)\tau} \|U(\cdot, \tau)\|_{H^N},
\] (4.20)
and the associated Banach space
\[
X := \{ U \in C((-\infty, T]; H^N(\mathbb{R}^3, \mathbb{R}^3)) : \|U\|_X < \infty \} .
\] (4.21)
We study the functional
\[
\mathcal{T}(U)(\cdot, \tau) = -\int_{-\infty}^\tau e^{(\tau-s)L\alpha} \circ \mathbb{P} \left[ (U \cdot \nabla)U + (U^\text{lin} \cdot \nabla)U + (U^\text{lin} \cdot \nabla)U^\text{lin} \right] ds
- \int_{-\infty}^\tau e^{(\tau-s)L\alpha} \circ \mathbb{P} [(U^\text{lin} \cdot \nabla)U^\text{lin}] ds.
\]
By Duhamel’s formula and parabolic regularity theory, any $U \in X$ such that $\mathcal{T}(U) = U$ is a solution to (4.17) satisfying the statement of Proposition 4.5.

To find the sought fixed point we apply the contraction mapping principle.

**Proposition 4.7.** There exist $T = T(\bar{U}, U^\text{lin}, N) \in \mathbb{R}$ and $\varepsilon_0 = \varepsilon_0(a)$ such that
\[
\mathcal{T} : \{ U \in X : \|U\|_X \leq 1 \} \rightarrow \{ U \in X : \|U\|_X \leq 1 \},
\] (4.22)
is a contraction.

**Proof.** We first prove a claim which, under suitable assumptions, builds a fixed point of an operator with our structure.

4.2.2. **Abstract claim.** Let $X$ be a Banach space and
\[
\mathcal{T}(U) := B(U, U) + LU + G, \quad U \in X,
\] (4.23)
where $G \in X$, $L : X \rightarrow X$ is a bounded linear operator and $B : X \times X \rightarrow X$ is a bounded bilinear form. If
\[
\|L\| + 2\|B\| + \|G\|_X < 1,
\] (4.24)
then
\[ \mathcal{T} : \{ U \in X : \|U\|_X \leq 1 \} \to \{ U \in X : \|U\|_X \leq 1 \}, \]  
(4.25)
is a contraction.

Indeed, if \( \|U\|_X \leq 1 \), then
\[ \|\mathcal{T}U\|_X \leq \|B(U, U)\|_X + \|LU\|_X + \|G\|_X \leq \|B\|\|U\|_{X}^{2} + \|L\|\|U\|_X + \|G\|_X < 1. \]
(4.26)

Let us now consider \( U, V \in X \) such that \( \|U\|_X \leq 1, \|V\|_X \leq 1 \). It holds
\[
\|\mathcal{T}(U) - \mathcal{T}(V)\|_X \leq \|B(U, U) - B(V, V)\|_X + \|L(U - V)\|_X \leq \|B(U, U)\|_X + \|B(V, U - V)\|_X + \|L\|\|U - V\|_X \leq (2\|B\| + \|L\|)\|U - V\|_X, 
\]
(4.27)
since \( 2\|B\| + \|L\| < 1 \), we conclude that \( \mathcal{T} \) is a contraction.

4.2.3. Application of the claim to Proposition 4.7. We now turn to verify the assumptions of the previous elementary claim for our operators:
\[
B(U, V)(\cdot, \tau) := - \int_{-\infty}^{\tau} e^{(\tau-s)\mathcal{L}_{ss}} \circ \mathbb{P} \left[ (U \cdot \nabla)V \right] ds, \]  
(4.30)
\[
LU(\cdot, t) := - \int_{-\infty}^{t} e^{(t-s)\mathcal{L}_{ss}} \circ \mathbb{P} \left[ (U^{\text{lin}} \cdot \nabla)U + (U \cdot \nabla)U^{\text{lin}} \right] ds, \]  
(4.31)
\[
G(\cdot, \tau) := - \int_{-\infty}^{\tau} e^{(\tau-s)\mathcal{L}_{ss}} \circ \mathbb{P} \left[ (U^{\text{lin}} \cdot \nabla)U^{\text{lin}} \right] ds. \]  
(4.32)

More precisely, we prove below that
\[
\|B(U, U)\|_X + \|LU\|_X + \|G\|_X \leq C(N, \delta, a)e^{T(a-\varepsilon_0)}, \]  
(4.33)
provided \( \delta < a \). Choosing \( \delta = \varepsilon_0/2 = a/4 \) and \( T \) negative enough we conclude that the right-hand side in (4.33) is less than \( 1/2 \). Applying the previous abstract claim, the proof of Proposition 4.7 is concluded provided we show (4.33).

To this end, we will use the following observation: For \( N > 5/2 \), the space \( H^{N-1}(\mathbb{R}^3) \) is an algebra, and hence for every \( f, g \in H^{N}(\mathbb{R}^3) \),
\[
\|f \nabla g\|_{H^{N-1}} \leq C(N)\|f\|_{H^{N-1}}\|\nabla g\|_{H^{N-1}} \leq C(N)\|f\|_{H^{N}}\|g\|_{H^{N}}. \]  
(4.34)

4.2.4. Estimate on \( B(U, U) \). We show that
\[
\|B(U, U)\|_X \leq C(N, \delta, d)e^{(a+\varepsilon_0)T}\|U\|_{X}^{2}. \]  
(4.35)

We apply Lemma 4.4 to get
\[
\|B(U, U)(\cdot, \tau)\|_{H^{N+1/2}} \leq M(N, \delta) \int_{-\infty}^{\tau} \frac{e^{(\tau-s)(a+\delta)}}{(\tau-s)^{3/4}}\|(U \cdot \nabla)U(\cdot, s)\|_{H^{N-1}}ds, \]  
(4.36)
for any \( \tau \in (-\infty, T) \). Thanks to (4.34), we deduce
\[
\|(U \cdot \nabla)U(\cdot, s)\|_{H^{N-1}} \leq C(N)\|U(\cdot, s)\|_{H^{N}}^{2} \leq C(N)e^{2(a+\varepsilon_0)s}\|U\|_{X}^{2}, \]  
(4.37)
and, using that \( a + 2\varepsilon_0 - \delta > 0 \), we obtain

\[
\| B(U, U)(\cdot, \tau) \|_{H^{N+1/2}} \leq C(N, \delta) \| U \|_X^2 \int_{-\infty}^{\tau} \frac{e^{(\tau-s)(a+\delta)} e^{2(a+\varepsilon_0)s}}{(\tau - s)^{3/4}} ds \tag{4.38}
\]

\[
\leq C(N, \delta) e^{2(a+\varepsilon_0)\tau} \| U \|_X^2 , \tag{4.39}
\]

which implies (4.35). The additional gain of \( 1/2 \) regularity is not necessary for the existence; we use it to bootstrap the solution to smoothness in Section 4.2.7.

### 4.2.5. Estimate on \( G \)

We show that

\[
\| G \|_X \leq C(N, \delta, a) e^{T(a-\varepsilon_0)} , \tag{4.40}
\]

provided \( \delta < a \).

As a consequence of Lemma 4.4 and (4.34), we have

\[
\| G(\cdot, \tau) \|_{H^N} \leq M(N, \delta) \int_{-\infty}^{\tau} e^{(\tau-s)(a+\delta)} \| U^{\text{lin}} \cdot \nabla U^{\text{lin}} \|_{H^N} ds , \tag{4.41}
\]

\[
\| U^{\text{lin}} \cdot \nabla U^{\text{lin}} \|_{H^N} \leq C(N) \| U^{\text{lin}} \|_{H^{N+1}}^2 \leq C(N) e^{2as} . \tag{4.42}
\]

Hence,

\[
\| G(\cdot, \tau) \|_{H^N} \leq C(N, \delta) \int_{-\infty}^{\tau} e^{(\tau-s)(a+\delta)} e^{2as} ds \leq C(N, \delta, a) e^{2a\tau} , \tag{4.43}
\]

provided \( \delta < a \). This implies (4.40).

### 4.2.6. Estimate on \( LU \)

We show that

\[
\| LU \|_X \leq C(N, \delta, a) e^{aT} \| U \|_X . \tag{4.44}
\]

As a consequence of Lemma 4.4 we get

\[
\| LU(\cdot, \tau) \|_{H^{N+1/2}} \tag{4.45}
\]

\[
\leq M(N, \delta) \int_{-\infty}^{\tau} \frac{e^{(\tau-s)(a+\delta)}}{(\tau - s)^{3/4}} (\| U^{\text{lin}} \cdot \nabla U \|_{H^{N-1}} + \| U \cdot \nabla U^{\text{lin}} \|_{H^{N-1}}) ds , \tag{4.46}
\]

for \( \tau \in (-\infty, T) \).

By employing (4.16) and (4.34) we deduce

\[
\| (U^{\text{lin}} \cdot \nabla U) \|_{H^{N-1}} + \| (U \cdot \nabla U^{\text{lin}} \|_{H^{N-1}} \leq C(N, \delta) e^{(2a+\varepsilon_0)s} \| U \|_X . \tag{4.47}
\]

This implies

\[
\| LU(\cdot, \tau) \|_{H^{N+1/2}} \leq C(N, \delta, a) e^{(2a+\varepsilon_0)s} \| U \|_X , \tag{4.48}
\]

and (4.44) easily follows.

Collecting the estimates (4.35), (4.40), (4.44), we obtain (4.33).
4.2.7. **Refined decay estimates.** Once the solution $U_{\text{per}}$ of Proposition 4.5 is known to exist, we can bootstrap it to satisfy $O(e^{2\tau \alpha})$ decay in all $H^k$, $k \geq 0$, as claimed in Theorem 1.3. First, the estimate (4.43) on $G$ is already satisfied for all $N$. Second, the estimates on $B(U_{\text{per}}, U_{\text{per}})$ and $LU_{\text{per}}$ above gain $1/2$ derivative above the regularity of the solution. By Duhamel’s formula, we see that if $N > \frac{5}{2}$ (not necessarily integral) and

$$\sup_{\tau \in (-\infty,T]} e^{-(a+\varepsilon_0)\tau} \|U_{\text{per}}(\cdot, \tau)\|_{H^N} < +\infty,$$

then

$$\sup_{\tau \in (-\infty,T]} e^{-2\tau} \|U_{\text{per}}(\cdot, \tau)\|_{H^{N+1/2}} < +\infty.$$  

(4.50)

By induction, we conclude that (4.50) holds for all $N > \frac{5}{2}$.

**Remark 4.8** (General backgrounds). It is possible to treat more general unstable backgrounds satisfying the natural decay conditions

$$|\nabla^k \tilde{U}(\xi)| \lesssim_k <\langle \xi \rangle^{-k-1}$$

and $\tilde{u}(x, t) \to \bar{u}_0$ in $L^2_{\text{loc}}(\mathbb{R}^3)$ as $t \to 0^+$. Let $0 \leq \chi \in C^\infty(B_2)$ with $\chi \equiv 1$ on $B_1$. For $\alpha \in (0, 1/2)$, we define

$$\tilde{u}(x, t) = \bar{u}(x) \chi \left( \frac{x}{t^{\alpha}} \right).$$

(4.52)

That is, the cut-off shrinks as $t \to 0^+$ but ‘more slowly’ than the self-similar rate (in similarity variables, the tails of the cut-off are escaping to $|\xi| = +\infty$ as $\tau \to -\infty$). The ansatz is instead $u = \tilde{u} + u_{\text{lin}} + u_{\text{per}}$. The cut-off introduces additional forcing and lower-order terms, which are treated perturbatively. (With this forcing, the refined decay $O(e^{2\tau \alpha})$ is not expected, but it is not necessary for non-uniqueness.)
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