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The stability of a Bose-Einstein condensed state of trapped ultra-cold atoms is investigated under the assumption of an attractive two-body and a repulsive three-body interaction. The Ginzburg-Pitaevskii-Gross (GPG) nonlinear Schrödinger equation is extended to include an effective potential dependent on the square of the density and solved numerically for the \(s\)-wave. The lowest frequency of the collective mode is determined and its dependences on the number of atoms and on the strength of the three-body force are studied. We show that the addition of three-body dynamics can allow the number of condensed atoms to increase considerably, even when the strength of the three-body force is very small compared with the strength of the two-body force. We also observe a first-order liquid-gas phase transition for the condensed state up to a critical strength of the effective three-body force.
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I. INTRODUCTION

The theoretical research on Bose-Einstein condensation (BEC) \([1]\), a phenomenon predicted more than 70 years ago, is receiving considerable experimental and theoretical support in recent years \([2]\). The relevance of BEC for understanding the properties of liquid \(^4\)He was pointed out by London \([3]\), suggesting that the peculiar phase transition that liquid helium undergoes at 2.18K is a BEC phenomenon. It is also important to observe that, at the level of two-body collisions, Bogoliubov in 1947 \([4]\) has shown for homogeneous gas that BEC is only possible for systems with repulsive potentials.

Intense experimental researches on BEC for magnetically trapped weakly interacting atoms have been done recently \([5,6]\). In the experiment reported in \([5]\), a condensate of approximately 2000 spin-polarized \(^{87}\)Rb atoms was produced in a cylindrically symmetric magnetic trap \([6]\). It is a common understanding that, in low temperature and density, where interatomic distances are much greater than the distance scale of atom-atom interactions, two-body interactions take a simple form, and three-body interactions can be neglected. At such regime, only two-body \(s\)-wave scattering is important. With temperature low enough the magnitude of the scattering length \(a\) is much less than the corresponding thermal de Broglie wavelength, and the exact shape of two-atom interaction is unimportant.

The experimental evidences of Bose-Einstein condensation (BEC) in magnetically trapped weakly interacting atoms \([5,6]\) brought a considerable support to the theoretical research on bosonic condensation. The nature of the effective atom-atom interaction determines the stability of the condensed state: the two-body pseudopotential is repulsive for a positive \(s\)-wave atom-atom scattering length and it is attractive for a negative scattering length \([6]\). The ultra-cold trapped atoms with repulsive two-body interaction undergoes a phase-transition to a stable Bose condensed state, in several cases found experimentally, as for \(^{87}\)Rb \([5]\), \(^{23}\)Na \([6]\) and \(^1\)H \([6]\). However, a condensed state of atoms with negative \(s\)-wave atom-atom scattering length (as in case of \(^7\)Li \([3]\)) would be unstable, unless the number of atoms \(N\) is small enough such that the stabilizing force provided by the harmonic confinement in the trap overcomes the attractive interaction, as found on theoretical grounds \([7,8]\). It was indeed observed in the \(^7\)Li gas \([3]\), for which the \(s\)-wave scattering length is \(a = -14.5 \pm 0.4\) Å, that the number of allowed atoms in the Bose condensed state was limited to a maximum value between 650 and 1300, which is consistent with the mean-field prediction \([11]\).

So, for systems of atoms with attractive two-body interaction, it is widely believed \([1,4,12]\) that the condensate has no stable solution above certain critical number of atoms \(N_{\text{max}}\). However, in this case the addition of a repulsive potential derived from three-body interaction is consistent with a number of atoms larger than \(N_{\text{max}}\). Even for a very small strength of the three-body force, the region of stability for the condensate can be extended considerably, as previously reported in \([13,14]\), and shown in more detail in the present work. By considering the possible effective interactions, it was reported in Ref. \([14]\) that a sufficiently dilute and cold Bose gas exhibits similar three-body dynamics for both signs of the \(s\)-wave atom-atom scattering length. It was also suggested that, for a large number of bosons the three-body repulsion can overcome the two-body attraction, and a stable condensate will appear in the trap \([18]\). If
an atomic system is characterized by having effectively an attractive two-body interaction together with a repulsive three-body interaction, two mechanisms for stability are possible: (a) the kinetic energy acting at lower densities and (b) the repulsive weak three-body force effective at higher densities. These mechanisms indicate that, for the same number of atoms, one lower-density phase and a higher-density phase can be found, if the three-body force is weak enough not to dominate the effective interaction.

It was pointed out in Ref. [14] that an easier experimental approach to probe density fluctuations is to consider an observable directly sensitive to the probability of finding three atoms near each other, which will correspond to the loss rate of atoms due to three-body recombination. Such a three-body recombination rate in BEC, was considered recently in Refs. [21, 22] and [14] (see also the review of [13]). It was shown in Ref. [20] that the three-body recombination coefficient of ultracold atoms to a weakly bound $s$ level goes to infinity in the Efimov limit [22]. The Efimov limit is a particularly interesting three-body effect, which happens when the two-body scattering length is very large (positive or negative). In this case, with the two boson energy close to zero, the three-boson system presents an increasing number of loosely bound three body states, which have large spatial extension and do not depend on the details of the interaction [22]. So, our main motivation here is to provide an extension to the GPG equation [24,25], which considers a three-body interaction and, in this way, provides the framework for a numerical investigation of the relevance of three-body interaction in Bose-Einstein condensation.

In the present work we consider a possible general scenario of atomic systems with attractive two-body and repulsive three-body interactions. By using the mean-field approximation, we investigate the competition between the leading term of an attractive two-body interaction, originated from a negative two-atom $s$-wave scattering length, and a repulsive three-body effective interaction, which can happen in the Efimov limit [22] ($|a| \rightarrow \infty$) as discussed in Ref. [14]. We show that, in a dilute gas, a small repulsive three-body force added to an attractive two-body interaction is able to stabilize the condensate beyond the critical number of atoms in the trap, found just with attractive two-body force [11], such that a kind of liquid-gas phase-transition occurs. The plan of the paper is as follows. In section II, we introduce the Ginzburg - Pitaevskii - Gross (GPG) formalism. In section III, we present the main numerical results for the static solutions, together with a variational analysis. In section IV, we present a stability analysis and results for collective excitation in the condensate. In this section IV we also observe that the inclusion of three body effects points out possible evidences of a liquid - gas phase transition in the condensate. Finally, in section V, we present our main conclusions.

### II. Ginzburg - Pitaevskii - Gross Formalism

In the following, we present our formalism, where the original Ginzburg - Pitaevskii - Gross (GPG) non-linear equation [24,25], which includes a term proportional to the density (two-body interaction), is extended through the addition of a term proportional to the squared-density (three-body interaction). Next, after reducing such equation to dimensionless units, we study numerically the $s$-wave solution by varying the corresponding dimensionless parameters, which are related to the two-body scattering length, the strength of the three-body interaction and the number of atoms in the condensed state. As particularly observed in Ref. [27], to incorporate all two-body scattering processes in such many particle system, the two-body potential should be replaced by the many-body $T$-matrix. Usually, at very low energies, this is approximated by the two-body scattering matrix, which is directly proportional to the scattering length [22]. So, in order to obtain the desired equation, we first consider the effective Lagrangian, which describes the condensed wave-function in the Hartree approximation, implying the GPG energy functional:

$$\mathcal{L} = \int d^3\mathbf{r} \left[ \frac{i\hbar}{2} \Psi^\dagger(\mathbf{r}) \frac{\partial \Psi(\mathbf{r})}{\partial t} - \frac{i\hbar}{2} \frac{\partial \Psi^\dagger(\mathbf{r})}{\partial t} \Psi(\mathbf{r}) + \frac{\hbar^2}{2m} \Psi^\dagger(\mathbf{r}) \nabla^2 \Psi(\mathbf{r}) - \frac{m}{\omega^2} r^2 |\Psi(\mathbf{r})|^2 \right] + \mathcal{L}_1. \quad (1)$$

In our description, the atomic trap is given by a rotationally symmetric harmonic potential, with angular frequency $\omega$, and $\mathcal{L}_1$ gives the effective atom interactions up to three particles.

The effective interaction Lagrangian for ultra-low temperature bosonic atoms, including two- and three-body scattering at zero energy, is written as:

$$\mathcal{L}_1 = -\frac{1}{2} \int d^3r_1 d^3r_2 d^3r'_1 d^3r'_2 \Psi^\dagger(\mathbf{r}'_1) \Psi^\dagger(\mathbf{r}'_2) \Psi(\mathbf{r}_1) \Psi(\mathbf{r}_2) \times \left\langle \mathbf{r}_{12} \right| T^{(2)}(0) \left| \mathbf{r}_{12} \right\rangle \delta^3(\mathbf{r}_1 + \mathbf{r}'_2 - \mathbf{r}_1 - \mathbf{r}_2) - \frac{1}{3!} \int \prod_{i=1}^3 d^3r_i d^3r'_i \Psi^\dagger(\mathbf{r}'_i) \Psi(\mathbf{r}_i) \delta^3(\mathbf{R}'_{123} - \mathbf{R}_{123}) \times \left\langle \mathbf{r}'_{123} \right| T^{(3)}(0) - \sum_{j<k} T^{(3)}_{jk}(0 - K_i) \left| \mathbf{r}'_{123} \right\rangle, \quad (2)$$

*The physics of three-atoms in the Efimov limit is discussed in Ref. [23], that extends a previous study of universal aspects of the Efimov effect [26].
where $\vec{r}_{12}$ and $\vec{R}_3$ are the relative coordinates, given by $\vec{r}_{12} = \vec{r}_1 - \vec{r}_2$ and $\vec{R}_3 = \vec{r}_3 - (\vec{r}_1 + \vec{r}_2)/2$; and $\vec{R}_{123} \equiv (\vec{r}_1 + \vec{r}_2 + \vec{r}_3)$. $T^{(3)}(0)$ and $T^{(2)}_{jk}(0)$ are the corresponding three-body $T$-matrix and two-body $T$-matrix for the pair $jk$, which are evaluated at zero-energy. The two-body $T$-matrix for each pair $(jk)$ is subtracted from $T^{(3)}(0)$ to avoid double counting and $K_i$ is the kinetic energy operator for particle $i$.

We can approximate the above effective interaction Lagrangian at low densities by averaging the $T$-matrices over the relative coordinates, considering that the thermal wave-length is much greater than the characteristic interaction distances.

$$\mathcal{L}_1 = -\frac{1}{2} \int d^3r_1' d^3r_2' \langle \vec{r}_{12}' | T^{(2)}(0) | \vec{r}_{12} \rangle \int d^3r |\Psi(\vec{r})|^4$$

$$- \frac{1}{3!} \int d^3r_1' d^3R_3' d^3r_2' d^3R_3 \int d^3r |\Psi(\vec{r})|^6$$

$$\times \left\langle \vec{r}_{12}' \vec{R}_3' \left| T^{(3)}(0) - \sum_{j<k} T^{(2)}_{jk}(0 - K_i) \right| \vec{r}_{12} \vec{R}_3 \right\rangle .$$

(3)

The integrations of the $T$-matrices over the relative coordinates gives the zero momentum matrix elements:

$$\int d^3r_1' d^3r_2' \langle \vec{r}_{12}' | T^{(2)}(0) | \vec{r}_{12} \rangle = (2\pi)^3 \left\langle \vec{p}_{12} = 0 | T^{(2)}(0) | \vec{p}_{12} = 0 \right\rangle = \frac{4\pi \hbar^2 a}{m} ,$$

where $a$ is the two-body scattering length. For the connected three-body $T$-matrix, also by integrating over the coordinates, we obtain the corresponding zero momentum ($\vec{p}_{12} = 0, \vec{R}_3 = 0$) matrix elements, which give us the strength of the three-body effective interaction $\lambda_3$, as follows:

$$\int d^3r_1' d^3R_3' d^3r_2' d^3R_3$$

$$\times \left\langle \vec{r}_{12}' \vec{R}_3' \left| T^{(3)}(0) - \sum_{j<k} T^{(2)}_{jk}(0 - K_i) \right| \vec{r}_{12} \vec{R}_3 \right\rangle = (2\pi)^6 \left\langle T^{(3)}(0) - \sum_{j<k} T^{(2)}_{jk}(0 - K_i) \right\rangle$$

$$= 2\lambda_3 ,$$

(5)

where $\langle | \langle \vec{p}_{12} = 0, \vec{R}_3 = 0 |$ and $| \rangle \equiv | \vec{p}_{12} = 0, \vec{R}_3 = 0 \rangle$.

The nonlinear Schrödinger equation, which describes the condensed wave-function in the mean-field approximation, is obtained from the effective Lagrangian given in Eq. (3). By considering the interaction in Eq. (3), it can be written as

$$i\hbar \frac{\partial \Psi(\vec{r}, t)}{\partial t} = \left[ -\frac{\hbar^2}{2m} \nabla^2 + \frac{m}{2} |\omega|^2 r^2 - N \frac{4\pi \hbar^2 a}{m} |\Psi(\vec{r}, t)|^2 + \lambda_3 N^2 |\Psi(\vec{r}, t)|^4 \right] \Psi(\vec{r}, t) .$$

(6)

For a stationary solution, $\Psi(\vec{r}, t) = e^{-i|\mu|/\hbar} \psi(\vec{r})$, and the above equation can be written as

$$\mu \psi(\vec{r}) \equiv \left[ -\frac{\hbar^2}{2m} \nabla^2 + \frac{m}{2} |\omega|^2 r^2 - N \frac{4\pi \hbar^2 a}{m} |\psi(\vec{r})|^2 + \lambda_3 N^2 |\psi(\vec{r})|^4 \right] \psi(\vec{r}),$$

(7)

where $\mu$ is the chemical potential (single particle energy) and $\psi(\vec{r})$ is normalized as

$$\int d^3r |\psi(\vec{r})|^2 = 1 .$$

(8)

The total energy of the system is given by

$$E = \int d^3r \left\{ \frac{N \hbar^2}{2m} |\nabla \psi(\vec{r})|^2 + N \frac{m}{2} |\omega|^2 r^2 |\psi(\vec{r})|^2 - \frac{N^2 4\pi \hbar^2 a}{m} |\psi(\vec{r})|^4 + \frac{N^3}{3} \lambda_3 |\psi(\vec{r})|^6 \right\} .$$

(9)

The central density of the system can be obtained directly from the solution of the above equation, normalized as in Eq. (8):

$$\rho_c = N |\psi(0)|^2 .$$

(10)

The physical scales presented in the above equations can be easily recognized by working with dimensionless equations. By rescaling Eq. (1) for the $s$-wave solution, we obtain

$$\left[ -\frac{d^2}{dx^2} + \frac{1}{4} x^2 - \frac{\Phi(x)^2}{x^2} + g_3 \frac{\Phi(x)^4}{x^4} \right] \Phi(x) = \beta \Phi(x) ,$$

(11)

where $x \equiv \sqrt{2m\omega/\hbar} r$ and $\Phi(x) \equiv N^{1/2} \sqrt{8\pi |a| r} \psi(\vec{r})$. The dimensionless parameters, related to the chemical potential and the three-body strength are, respectively, given by

$$\beta \equiv \frac{\mu}{\hbar \omega} \quad \text{and} \quad g_3 \equiv \lambda_3 \hbar \omega \left[ \frac{m}{4\pi \hbar^2 a} \right]^2 .$$

(12)

The normalization for $\Phi(x)$, obtained from Eq. (3), defines a number $n$ related to the number of atoms $N$:

$$\int_0^{2\pi} dx |\Phi(x)|^2 = n , \quad \text{where} \quad n \equiv 2N |a| \sqrt{\frac{2m\omega}{\hbar}} .$$

(13)

The boundary conditions in Eq.(11) are given by

$$\Phi(x \to 0) \to 0 .$$

$$\Phi(x \to \infty) \propto \exp \left( -\frac{x^2}{4} + \left[ \beta - \frac{1}{4} \right] \ln(x) \right) .$$

(14)

In terms of the dimensionless variables, the total energy of the system is given by

$$E = \hbar \omega N \int_0^{\infty} dx \left\{ \frac{\phi(x)^2}{dx} + \frac{x^2 \phi'(x)}{4} - \frac{n \phi'(x)^2}{2x^2} + \frac{n^2 \phi'(x)}{3x^4} \right\} ,$$

(15)

where $\phi(x) \equiv \Phi(x)/n^{1/2}$ is normalized to one.
III. LIQUID-GAS PHASE TRANSITION - STATIC SOLUTIONS

A. Variational Approach

As a further reference to our results, and the stability analysis, it will be helpful first to consider a variational procedure [29] using a trial gaussian wave function for \( \psi(\vec{r}) \). So, in Eq. (16) we consider the following variational wave function (normalized to one):

\[
\psi_{\text{var}}(\vec{r}) = \left( \frac{1}{\pi \alpha^2 \hbar} \right)^{\frac{3}{4}} \exp \left[ -\frac{r^2}{2\alpha^2} \left( \frac{m\omega}{\hbar} \right) \right], \tag{16}
\]

where \( \alpha \) is a dimensionless variational parameter. The corresponding root-mean-square radius, \( r_0 \), will be proportional to the variational parameter \( \alpha \):

\[
r_0 \equiv \sqrt{\langle r^2 \rangle_{\text{var}}} = \alpha \sqrt{\frac{3 \hbar}{2m\omega}}. \tag{17}
\]

The expression for the total variational energy, which is obtained after replacing Eq. (16) in Eq. (9), is given by

\[
E_{\text{var}}(\alpha) = \hbar \omega N \left[ \frac{3}{4} \left( \alpha^2 + \frac{1}{\alpha^2} \right) - \frac{n}{4\sqrt{3\pi \alpha^6}} + \frac{2n^2 g_3}{9\sqrt{3\pi \alpha^6}} \right]. \tag{18}
\]

In the same way, we can obtain the corresponding variational expression for the single particle energy, Eq. (17):

\[
\mu_{\text{var}}(\alpha) = \hbar \omega \left[ \frac{3}{4} \left( \alpha^2 + \frac{1}{\alpha^2} \right) - \frac{n}{2\sqrt{3\pi \alpha^6}} + \frac{2n^2 g_3}{3\sqrt{3\pi \alpha^6}} \right]. \tag{19}
\]

The variational central density, using Eqs. (10) and (16), can also be given in terms of this parameter \( \alpha \):

\[
\rho_{c,\text{var}}(\alpha) = \left( \frac{m\omega}{\pi \hbar} \right)^{3/2} \frac{1}{\alpha^3}. \tag{20}
\]

The approximate solutions for the total energy are obtained from the extrema of (13) with respect to variation of the parameter \( \alpha \).

The variational solutions of \( E_{\text{var}}(\alpha) \) are given, as a function of \( n \) and \( g_3 \) (where \( \alpha < 0 \) and \( g_3 > 0 \)), by the real roots of \( \partial E_{\text{var}}(\alpha)/\partial \alpha = 0 \).

\[
\uparrow By using a numerical procedure one can reach easily the extrema of Eq. (13) by varying the parameter \( \alpha \), once the other parameters are fixed.

\[
\]
The numerical solutions of Eq. (11) are obtained for several values of $\beta$, using three values of $g_3$ to characterize the solutions. We have used the Runge-Kutta (RK) and “shooting” method to obtain the corresponding solutions in each case. The stability assignment for the stationary solutions was made by studying the corresponding time dependent Schrödinger equation, using the Crank-Nicolson (CN) method (see Refs. [11] and [31]). The numerical procedure to determine such stability was done in the following way: when applying the CN method, we started by using the static solution obtained from the RK method and observed if the modulus of the wave function remained constant. If this was occurring for a long period of time (of about 500 units of dimensionless time $\tau = \omega t$) the solution was considered stable, otherwise unstable.

In Fig. 2 we present the total energy as a function of $n$, given by Eq. (13), for three significative values of the quintic parameter $g_3$, given by 0, 0.016 and 0.03. The results agree with Ref. [11]. When $g_3 = 0$, the stable solutions for the energy starts at zero (for $n = 0$) and reaches a critical limit at $n_{\text{max}} \approx 1.62$. There is no solutions for higher $n$, but the plot also shows a branch with unstable solutions (with higher energies) for $n \leq 1.62$. Our results are consistent with results given in Ref. [7]. When $g_3 = 0.03$, only stable solutions appear for the energy, with no limit in the number of atoms, having a maximum at $n \approx 2$. So, this and higher values for $g_3$ already represent a dominance of the quintic term in the interaction of Eq. (11). We observe that the numerical stability analysis is consistent with the variational approach discussed in the previous sub-section. The more interesting case represented in Fig. 2 is for $g_3 = 0.016$, as in such a case we observe a region of the plot where we can have up to three solutions for the same $n$. The inset to this figure amplifies the region of the plot where, for $g_3 = 0.016$, the solutions become unstable (between A and B) or metastable (between A and C, or B and C). At the point C a phase transition occurs from a less denser (gas) to a more denser (liquid) phase.

**B. Numerical Results**

In Fig. 2, the total energy, in units of $(\hbar \omega)/ \left(2|a| \sqrt{(2m\omega)/\hbar}\right)$, is shown as a function of the reduced number of atoms $n$, given by Eq. (13), for $g_3 = 0$, 0.016 and 0.03. The inset points out critical limits discussed in the text.

In Fig. 3, following a correspondence to Fig. 2, we present the results for the chemical potential in dimensionless units ($\beta$) as a function of $n$. The line with arrow in the inset to this figure indicates the approximate position in $n$, where the phase-transition (from a ‘gas’ phase to a ‘liquid’ phase) occurs. For $g_3 = 0.016$ the part of the plot linking points A and B is unstable (see both Figs. 2 and 3), otherwise it is stable. Finally, for $g_3 = 0.03$, the function of the energy in terms of $n$ is always single valued and stable. Our calculation for $g_3 = 0$ also agrees with results presented in Ref. [11], with the maximum number of atoms limited to $n_{\text{max}} \approx 1.62$. As we can see, for $n \leq n_{\text{max}}$ two solutions are possible, one of them being unstable. For $g_3$ higher than zero, a new pattern appears. For instance, the plot for the case of $g_3 = 0.016$ (see the inset) can be divided in several sectors according to the stability analysis, with the help of Fig. 2. Starting from $n = 0$ ($\beta = 1.5$) until point $C_{G}$, and from $C_{L}$

---

1Our $n$ is equal to $|C_{al}|^2$ of Ref. [11].
to higher values of $n$, we have stable solutions; from $C_G$ to $A$ and from $B$ to $C_L$ we obtain metastable solutions; from $A$ to $B$ the solutions are unstable, corresponding to maxima for the energies.

![Graph](image1)

**FIG. 3.** The chemical potential, in dimensionless units ($\beta = \mu/(\hbar\omega)$), is shown as a function of the reduced number of atoms $n$, for the same set of $g_3$ shown in Fig. 2. The inset points out the critical limits corresponding to Fig. 2 ($C_G$ and $C_L$ corresponds to $C$), and the straight line with arrow indicates the transition from a less denser to a more denser phase.

In Fig. 4 we also plot the central density $\rho_c$, defined in Eq. (10), as a function of the number $n$. We use the same values of the parameter $g_3$ as used in Figs. 2 and 3. The inset to the figure also points out the phase transition which occurs when $g_3 = 0.016$. As the straight line with arrow shows, after the transition the system becomes more than three times denser than the original one. Also, for $0 < g_3 < 0.0183$, we observe that the density $\rho_c$ presents back bending typical of a first order phase transition.

By extending the observations of a first order phase transition, given in Figs. 2-4 for $g_3 = 0.016$, we also determined the region of $g_3$ where such kind of phase transition can occur. In Fig. 5 we have a phase-diagram, where it was shown the critical boundary separating the two phases and a critical point at $n = 1.8$ and $g_3 = 0.0183$. For $g_3$ less then such critical value, we observe two regions with distinct phases, similar to gas and liquid phases. These two different phases are also clearly identified in our Fig. 4, where we present the central density as a function of $n$.

![Graph](image2)

**FIG. 4.** Central density, in dimensionless units, as a function of the number $n$, for the same set of parameters $g_3$ given in Figs. 2 and 3.

![Graph](image3)

**FIG. 5.** Graphical representation of the interface of the two distinct phase (gas and liquid), in the plane defined by the reduced number of atoms $n$ and the parameter $g_3$ (lower frame); and for the central density $\rho_c$ versus $g_3$ (upper frame). The arrows in the lower frame correspond to the point where it occurs the phase transition for $g_3 = 0.016$, when changing $n$.

For each $g_3$, the transition point given by the crossing point in the $E$ versus $n$ (see Fig. 2) corresponds to a Maxwell construction in the diagram of $\mu$ versus $n$. At this point an equilibrated condensate should undergo a phase transition from the branch extending to small $n$ to the branch extending to large $n$. The system should never explore the back bending part of the diagram because, as seen in Fig. 2, it is an unstable extremum of the energy. From Figs. 1-5, it is clear that the first branch is associated with small densities, large radii, and positive chemical potentials while the second branch presents a more compact configuration with a smaller radius a
larger density and a negative chemical potential. This justify the term gas (G) for the first one and liquid (L) for the second one. However we want to stress that both solutions are quantum fluids.

IV. COLLECTIVE EXCITATIONS

In this section, from the time evolution of GPG equation, given in Eq. (1), we consider the ground-state collective excitations for the system [32]. Following Ref. [34], the collective excitations are described by the Bogoliubov equations [25, 29, 35]. After including three body interactions they take the form

\[ \mathcal{L}_\nu - \hbar \omega_\nu |u_\nu + \{NU_0 + 2\lambda_3 N^2 |\psi_g|^2 \}|^2 v_\nu = 0 \]

\[ \mathcal{L}_\nu + \hbar \omega_\nu v_\nu + \{NU_0 + 2\lambda_3 N^2 |\psi_g|^2 \}|^2 u_\nu = 0, \quad (21) \]

where

\[ \mathcal{L}_\nu \equiv H_0 - \mu + 2U_0N |\psi_g|^2 + 3\lambda_3 N^2 |\psi_g|^4. \quad (22) \]

\[ H_0 \text{ is the harmonic oscillator hamiltonian, } U_0 \equiv -(4\pi \hbar^2 |a|)/m, \omega_\nu \text{ is the frequency of the collective oscillations, } N \text{ is the number of atoms and } \psi_g \equiv \psi_g(\mathbf{r}) \text{ is the ground state solution of the Eq. (1). The above equations have been solved by using several methods [33]. In the present calculations we have employed two methods: a time-dependent and a time-independent one. In the time-dependent procedure we have added a weak perturbation to the potential and, with CN algorithm, examined the time evolution of Eq. (1) for a selected point of the wave-function. The lowest collective oscillations } (\omega_\nu) \text{ were determined through Fourier transformation [34]. By using the time independent algorithm, we have solved Eqs. (21) with the matching algorithm [37] generalized for two functions } u \text{ and } v. \text{ The method works by departing from the analytically known } u, v \text{ and } \omega_\nu \text{ for the harmonic oscillator (chemical potential near to } 3/2\hbar \omega). \text{ Then we successively apply the matching method for the coupled } u \text{ and } v, \text{ gradually decreasing the chemical potential. This allows to reach subsequent solutions, by employing the deformation algorithm described in Ref. [33]. We obtain exact agreement between both methods, time-dependent or time-independent one.} \]

Figure 6 shows the collective frequencies } \omega_\nu \text{ as a function of } n \text{ for the first mode } (l = 0). \text{ The solutions corresponding to } g_3 = 0 \text{ agree well with the ones given in Ref. [33], loosing stability as } \omega_\nu \rightarrow 0. \text{ By using this criterium, we have obtained the regions of stability for } g_3 = 0.016. \text{ For } g_3 = 0.03 \text{ all the solutions are stable. Following the inset of Fig. 6, for } g_3 = 0.016, \text{ one can observe that, as the number of atoms is increased, in the less denser phase, the frequency of the collective excitations decreases and are related to stable solutions till the point } C_G; \text{ from this point down to the point } A \text{ (increasing } n), \text{ the frequency continues to decrease to zero, but now related to meta-stable solutions. As already explained previously in the discussion of Figs. 2-5, and also from the variational energy solutions given in Fig. 1, it is very likely that occurs a phase transition, from } C_G \text{ to } C_L \text{ (or from the meta-stable solutions, given in the branches } C_G-A \text{ and } B-C_L, \text{ to the corresponding stable solutions with fixed } n). \text{ Once in the denser phase (from } B \text{ passing through the point } C_L, \text{ the frequency of the collective excitations increases as the number of atoms increases, contrary to the behavior observed for the system in the less denser phase. This can be qualitatively understood considering the variational energy of the two phases and the corresponding stable energy as shown in Fig. 1.} \]

The curvature of the variational energy as a function of } \alpha \text{ at the minimum for the liquid phase is bigger than the corresponding one in the gas phase [compare in Fig.1 the insets (I) and (II) with the insets (III) and (IV)]. This indicates, in agreement with Fig. 6, that the restoration force is stronger for the liquid phase than for the gas phase and consequently the frequencies of the collective modes starting at the point } C_L \text{ are higher than the corresponding ones for the gas phase ending at } C_G. \text{ As we include more particles the frequencies of the oscillations increase in the liquid phase. Corresponding to Fig. 6, in Fig. 7 the collective frequencies are shown as a function of the chemical potential } \beta. \text{ From right to left, as the chemical potential decreases till } C_G, \beta \text{ also decreases; from } C_G \text{ to } A, \text{ and from } B \text{ to } C_L, \text{ the solutions are meta-stable, such that the system will look for a transition to a stable branch (from } C_G, \text{ increasing } \beta, \text{ and from } C_L, \text{ decreasing } \beta). \text{ From } C_L, \text{ as we further decreases the value of } \beta \text{ the frequency of the collective excitations increases.} \]
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**FIG. 7.** Collective frequencies as a function of the chemical potential \( \beta \).

**V. CONCLUSIONS**
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