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Abstract. Data reduction is one of the applicable techniques used to obtain the reduction representation from the data whose volume is much smaller, but still retains the original integrity of the data. Attribute reduction is a process to identify and eliminate an attribute with irrelevant or excessive values. In this study, attribute reduction was carried out using the Chi-Square Algorithm implemented in \textit{K-Nearest Neighbor} (KNN) for classifying the objects based on the closest data to the objects. The test was carried out on the Pima Indians dataset with the total of 768 data. The Chi-Square method was used to reduce the dimensions of large datasets and to improve the accuracy of the prediction of the closest \textit{K-Nearest Neighbor} results. \textit{K-Nearest Neighbor} using \textit{Chi-Square} as the choice of features proved to be accurate and effective in reducing data. The results of this study show that \textit{K-Nearest Neighbor} using \textit{Chi-Square} as the choice of features was accurate and effective in reducing data without reducing the integrity of the original data and reducing the quality of the information produced.
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1. Introduction

Analysis of complex and large amounts of data can take a long time to proceed and often leads to impractical or inappropriate analysis. Many researchers have conducted research on data reduction methods. Such technique is useful in reducing complex data without reducing the integrity of the original data and reducing the quality of the information produced. \cite{4}

This selection process is implemented using the \textit{K-Nearest Neighbor} algorithm. \textit{K-Nearest Neighbor} is a method for for classifying the objects based on the closest data to the objects. \textit{K-Nearest Neighbor} (KNN) can also be defined as a classifier used to classify data based on the comparison of the nearest K value. K parameter on \textit{K-Nearest Neighbor} (KNN) has a large influence on the final outcome of the prediction produced. \cite{5}

The method used for attribute selection in this study was the \textit{Chi-Square} method, one of the feature selection methods which include the filter method. \textit{Chi-Square} is a type of non-parametric comparative test performed on two variables, where the scale data of the two variables is nominal. If one of the two variables is variable with a nominal scale, \textit{Chi-Square} test must be carried out at the lowest degree. \cite{5}
2. Methodology
To obtain accurate, relevant, and valid data, the data was collected using the documentary research method. This method is a type of data collection examining various kinds of documents which are useful for analyzing the materials. The stages carried out in the implementation of this research are as follows:
a. Study of literature
In order to explore the previous studies discussing the process of data reduction in the *K-Nearest Neighbor* (KNN) algorithm by using *Chi-Square*, the study of literature was carried out. The data of this study were obtained from various books, journals, articles and several other references.
b. Research Analysis
The analysis carried out in this study was to evaluate the level of accuracy of the *K-Nearest Neighbor* algorithm by combining the *Chi-Square* algorithm in order to reduce the large data so that the accurate results can be gained.
Workflow diagram and Flowchart of Algorithms Work System undertaken in this study are illustrated in figure. 1 and figure. 2:

![Figure 1. Research Work Flow Chart](image1)

![Figure 2. Flowchart Work System Flow Algorithms](image2)

**Figure 1. Workflow diagram**

Start – Problem identification – Reviewing the literature- determining the purpose of the study- dataset collection- implementing the proposed algorithms- testing- analyzing the evaluation results- summarizing the result of the study- end.
Based on figure 1, it can be explained as follows:

a. Pre-processing Stages

Pre-processing is a preparation process that is carried out on the dataset so that it is ready to be processed. All documents including training data, test data, and new data will be subject to pre-processing stage first.

In the pre-processing stage, the data is uniformised and reduced. This stage is done by selecting, cleaning, and then transforming the data into the desired form so that the model can be prepared. The purpose of this stage is to prepare valid data before being processed in the next stage. Thus, cleansing, transformation, and attribute reduction are carried out in this stage. The data obtained is processed to gain relevant and appropriate attributes. However, in this study, pre-processing data stage was not carried out.

b. Attribute Reduction (Chi-Square)

In this study, Chi-Square was used to reduce the data. It checks the null hypothesis which states that there is no relationship between attributes. Based on this null hypothesis, the model for distributing data is categorized with the assumption that there is no relationship between attributes. This test is undertaken based on the comparison between the actual data distribution and the expected data distribution. Contingency tables for calculating Chi-Square are also desirable. The frequency observed for \( c_{ij} \) cell is \( n_{ij} \). The expected frequency for \( C_{ij} \) cell is \( e_{ij} \).

\[
e_{ij} = \frac{n_{ij}}{n} \tag{1}
\]

The Chi-Square test formula can be calculated as follows:

\[
(x^2) = \sum_{i=1}^{r} \sum_{j=1}^{c} \frac{(n_{ij} - e_{ij})^2}{e_{ij}} \tag{2}
\]

Information:
- \( n \): Expected frequency
- \( x^2 \): Chi-square value
- \( e \): Frequency obtained

c. Fold Cross Validation

In this stage, the data sharing stage is carried out to divide the training data and the testing data. The amount of training data is 90% while the test data is 10%. Such distribution is used based on the suggestion of k-fold cross validation method so that the performance of the classification model can be measured. 10-fold cross validation is the basic form of cross validation. In this study, the 10 fold cross validation was used because the data is quite large which is 768 datasets. It means that the testing data used in this study was 70 datasets for each fold.

In cross validation, the training and testing data must be crossed in a row so that each data has the opportunity to be validated. According to Refaeilzadeh et al. (2008), there are two main objectives using cross-validation:

1. To measure the performance on the provided training model using one algorithm. In another word, to check the general performance of the algorithm.
2. To compare the performance of two or more different algorithms and gain the best algorithm for the available data. Moreover, it also compares the performance of two or more variations of the parameter model.

d. Classification (K-Nearest Neighbor)

K-Nearest Neighbor (K-NN) is a classifier that is used to classify data based on the comparison of the nearest K value and the K parameter on KNN which has a large influence on the final outcome of the prediction. K-NN measures the similarity of data using distance measurements. In this study, Euclidean distance is used to calculate the similarity of two or more data.

\[
d(x, y) = \sqrt{\sum_{a=1}^{m} (x_a - y_a)^2} \tag{3}
\]
Variable d is the distance of both data. K-NN is known as a method that requires time and large computational costs because the testing data and all available training data need to be matched first. Thus, there is a need for a data reduction process in order to reduce attributes that are not needed in the data so that computing time can be accelerated.

e. Evaluation

The final step is to do an evaluation. This stage aims to determine the accuracy of the results from the datasets classification using the classification method of the test data. Evaluation is performed to find the optimal solutions resulting from various and complex classification methods that are carried out repeatedly. [13] In this study, evaluation was conducted to determine the level of accuracy of the results in the preprocessing data, attribute reduction, and classification of test data stages.

Novakovic et al. (2017) mention that there are several standard measurements used to measure classifications with two class labels: accuracy, true positive rate, false positive rate, true negative rate, false negative rate, and precision. [13] In this study, the accuracy standard was used because it is considered adequate. Accuracy can be formulated using the following equation:

\[
\text{Accuracy} = \frac{\text{jumlah nilai benar}}{\text{jumlah data keseluruhan}} \times 100\% \quad (4)
\]

f. Testing

The dataset that has been collected is then classified using the K-Nearest Neighbor (K-NN) algorithm and reduced by using Chi-Square. At this stage, the system that has been implemented is tested. After testing the system, the stage of measuring system performance was performed in order to draw conclusions on the results of the research conducted.

g. Analysis of the Evaluation Results and Conclusion of the Research Results

The next step is analyzing the results of the two algorithms in order to reach the conclusion of the study. From the results, it is expected that K-Nearest Neighbor and Chi-Square can predict a person's tendency to develop diabetes mellitus (DM). Furthermore, through the data reduction, it is also expected that the results and the accuracy of the study can be optimized.

3. Result and Discussion

The selection process in this study was implemented using the K-Nearest Neighbor algorithm. It is a method for classification on objects based on training data that is the closest to the object in terms of distance.

By carrying out the first test towards all attributes, there were 445 correct data out of 538 total data. The accuracy equation of the K-NN classification uses the following equation:

\[
\text{Accuracy} = \frac{\text{jumlah nilai benar}}{\text{jumlah data keseluruhan}} \times 100\% \quad (5)
\]

By using the above accuracy equation for k = 10, the result for the accuracy of the classification using KNN was 82.71%. The classification using the KNN method was carried out with 7-times-trial using different Ks for each experiment. The Ks used were 5, 10, 15, 20, 25, 30, and 35.

The results of the accuracy obtained are shown in table 1 below:

| The value of k used | Correct data | Accuracy Results |
|---------------------|--------------|-----------------|
| k-5                 | 430          | 79.93%          |
| k-10                | 445          | 82.71%          |
| k-15                | 408          | 75.84%          |
| k-20                | 428          | 79.55%          |
| k-25                | 405          | 75.28%          |
| k-30                | 413          | 76.77%          |
| k-35                | 404          | 75.09%          |
The results of the accuracy in the form of a diagram can be seen in Figure 3 below:
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Used K value/ correct data/ accuracy results

The table above shows the results of accuracy of different k. From the table, it can be concluded that k = 10 has the highest accuracy of 82.71% with 445 true data out of 538 total data.

Then, the second test is carried out on all attributes resulting in 89 correct data out of 90 total data.

By using the above accuracy equation for k = 6, the results obtained from the accuracy of classification calculations using KNN is 98.89%. Classification using the KNN method is performed with 5 trials using different k for each experiment. The Ks used were 3, 5, 6, 10, and 15. The results of the accuracy obtained are shown in table 2 below:

| The value of k used | Correct data | Accuracy Results |
|---------------------|--------------|------------------|
| k-3                 | 87           | 96.67            |
| k-5                 | 88           | 97.78%           |
| k-6                 | 89           | 98.89%           |
| k-10                | 88           | 97.78%           |
| k-15                | 86           | 95.56%           |

Used K value/ correct data/ accuracy results

The table above shows the results of accuracy of different K. From the table, it can be concluded that the highest accuracy for k = 6 was 98.89%. The results of the accuracy in the form of a diagram can be seen in Figure 4 below:

![Figure 4. Comparison of different accuracy of k](image)

From figure 3, it can be seen that k-6 has the highest accuracy. Therefore, it was used for the next process to retrieve the value of accuracy.

After conducting the classification and normalization process using the K-Nearest Neighbor algorithm, attribute reduction was performed by using the Chi-Square method, one of the attribute
reduction methods including the filter method. It is also one type of non-parametric comparative test performed on two variables where the scale data of the two variables is nominal.

*K-Nearest Neighbor* can solve data class imbalance problems and the selection feature of *Chi-Square* is one way to reduce large dataset dimensions. Chi-Square has an important role in choosing the appropriate subset of the original feature sets since not all attributes are relevant to the problem. Hence, the use of *K-Nearest Neighbor* in this study can help reducing complex data without reducing the integrity of the original data and reducing the quality of the information produced. From the result of the study, it was proven the use of *K-Nearest Neighbor* and *Chi-Square* stabilized and even increased the accuracy.

4. Conclusion

Based on the testing and evaluation of the *K-Nearest Neighbor* (KNN) method in attribute reduction using the *Chi-Square* algorithm, it was concluded that the *K-Nearest Neighbor* algorithm showed stabil and increased accuracy from datasets with large data dimensions. The use of Chi-Square method can also reduce the dimensions of large datasets and help improving the results of *K-Nearest Neighbor* prediction accuracy. In this case, K-Nearest Neighbor utilizes attribute reduction function from *Chi-Square* to select data attributes with the characteristics of the data itself, and increases the accuracy of *K-Nearest Neighbor* predictions.

*Chi-Square* based on *K-Nearest Neighbor* only considers a small subset of all possible models so that the risk of skipping or losing the best model will increase, along with the addition of independent variables. This research can be further developed by using other Data Mining classification methods, the use of attribute reduction methods or other optimization methods that can overcome large dimensional data problems without reducing the integrity of the original data and reducing the quality of the information produced.
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