MHz data collection of a microcrystalline mixture of different jack bean proteins
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We provide a detailed description of a serial femtosecond crystallography (SFX) dataset collected at the European X-ray free-electron laser facility (EuXFEL). The EuXFEL is the first high repetition rate XFEL delivering MHz X-ray pulse trains at 10 Hz. The short spacing (<1 µs) between pulses requires fast flowing microjets for sample injection and high frame rate detectors. A data set was recorded of a microcrystalline mixture of at least three different jack bean proteins (urease, concanavalin A, concanavalin B). A one megapixel Adaptive Gain Integrating Pixel Detector (AGIPD) was used which has not only a high frame rate but also a large dynamic range. This dataset is publicly available through the Coherent X-ray Imaging Data Bank (CXIDB) as a resource for algorithm development and for data analysis training for prospective XFEL users.

Background & Summary
The high peak brightness and femtosecond duration of X-ray pulses provided by X-ray free-electron lasers (XFELs) enable acquisition of essentially radiation damage free diffraction data. This allows structure determination of highly damage-prone systems such as metalloproteins. Moreover, XFELs afford data collection of small and/or weakly diffracting particles including microcrystals kept at room temperature. Diffraction at room temperature is of particular interest since it opens the door for time-resolved experiments. For all these reasons
beam time at XFELs is heavily oversubscribed. Thus, XFELs providing pulses at MHz repetition rate instead of 10–120 Hz, have been awaited eagerly. The European XFEL (EuXFEL) near Hamburg is the first MHz XFEL; the facility has accepted users since September 2017.

The EuXFEL has a unique pulse structure: ultimately it will deliver up to 27,000 pulses per second, organized in 10 pulse trains per second with a 4.5 MHz repetition rate within each train7−9. In order to make use of as many X-ray pulses as possible, fresh sample needs to be available for each pulse and the diffraction data need to be recorded and stored. This poses great challenges for fast enough sample delivery as well as detectors. The Adaptive Gain Integrating Pixel Detector (AGIPD)18 was developed specifically for use at EuXFEL. In addition to a fast acquisition rate (up to 3520 images/s recorded with 10 trains/s), which is achieved through an analogue memory capable of storing 352 images, and operation at 4.5 MHz frame rate18, the AGIPD provides a large dynamic range. This is made possible by a dynamic gain switching amplifier in each pixel. This allows for each pixel a dynamic range of more than $10^4$ 12.4 keV photons in the lowest and single photon sensitivity in the highest gain mode.

Here we describe serial femtosecond crystallography (SFX) data collected at the Single Particles, Clusters, and Biomolecules and Serial Femtosecond Crystallography (SPB/SFX) instrument11,12 of the European XFEL in June 2018. The goal was to establish whether there is a detrimental influence of the previous X-ray pulse on the sample probed by the following pulse. Since we could exclude this for the current experimental conditions already during the beam time using lysozyme microcrystals as a well-established model system13 – which was also observed in another experiment published after our beam time14, we decided to also investigate a previously uncharacterized sample, a mixture of microcrystals of different jack bean proteins. The present data set contains the results of these diffraction measurements. We used this data to determine the structure of two of the proteins15. However, we did not perform detailed checks for damage; therefore such an analysis can still be performed. Moreover, the data allow the testing of algorithms for efficient indexing of mixtures containing crystals with different unit cells. This is important if unit cell dimensions in a sample either differ due to non-isomorphism, change due to dehydration during sample delivery or due to structural changes induced by reaction initiation in time-resolved experiments. Moreover, the data allows testing algorithms for calibration of the AGIPD detector, and may be used to develop and benchmark data analysis routines for data collection at EuXFEL.

Methods

These methods are expanded versions of descriptions in our related work13.

Sample preparation and injection. Proteins were extracted from jack bean meal (from Sigma (J0125)) using acetone following published procedures15,16. The proteins were crystallized at 4°C as described using a batch crystallization approach17. After three weeks, at least three morphologically distinct kinds of microcrystals were observed with rod-, needle- and rugby ball-like shapes. The microcrystalline slurry was filtered using a 20 μm stainless steel inline filter. For injection via a liquid microjet produced by a gas dynamic virtual nozzle (GDVN) injector17 using helium as the focusing gas, the sample concentration was adjusted to contain 10–15% (v/v) settled crystalline material. During injection the sample was kept at 4°C in a rotating temperature-controlled reservoir to prevent crystal settling as described in ref. 18. The sample flow rate was 30–40 μl min$^{-1}$, and gas pressure 400–500 psi at the inlet of the GDVN’s gas supply line, corresponding to a flow rate of 140–250 ml min$^{-1}$. In order to reproducibly flow enough sample fast enough to close the gap created in the jet by the previous X-ray pulse19 in time before the next pulse arrives, the jet speed must be measured in situ during data collection both on a regular basis and for each change in flow conditions (e.g., new sample, crystal concentration, change in liquid flow rate or helium pressure, new GDVN, etc.). To this end the jet was imaged using a femtosecond laser to prevent blurring of the images as described recently19. The fs laser pulse and the camera were triggered by the EuXFEL global trigger (10 Hz) that indicates the arrival of an X-ray pulse train, thus the images were recorded at a set delay relative to the arrival of the pulse train. This delay was set so as to image the jet shortly after the second pulse generated a visible gap in the jet, thus imaging the effect of the first two pulses on the jet. Imaging two gaps in the jet that are produced by two X-ray pulses therefore allows determining jet speed in a single image. To enable comparison of all data collected in a liquid jet, jet speed was always set to a value of 40–50 m s$^{-1}$, typically ~45 m s$^{-1}$, by adjusting sample flow rate and pressure of the focusing gas.

Data collection. The experiment was performed at the SPB/SFX instrument of the EuXFEL11,12. The accelerator was delivering ten pulse trains per second with 60 pulses per train. The first 10 pulses of each train were used for electron orbit feedback and then being sent to the pre-undulator dump, without lasing. The remaining 50 pulses of the train (1.1. MHz intra-train repetition rate; we measured 886.15 ± 0.01 ns spacing between pulses) were used for data collection. The photon energy was tuned to a nominal value of 7.48 keV. The X-ray focus was ~15 μm, electron bunch length ~50 fs FWHM. For each individual X-ray pulse, the pulse energy was recorded by an X-ray gas monitor detector (XGMD) upstream of the experimental hutch showing that each pulse had 0.9–1.5 mJ pulse energy. With a beamline transmission of ~70%, this yields a flux of up to 5.0 × 10$^{15}$ photons/μm$^2$ per pulse (9.9 × 10$^{15}$ photons/(μm$^2$ s)) at the sample position.

Detector calibration. Details on the detector and its general calibration procedure can be found in a separate publication20. This section provides a brief overview of the steps included to calibrate the detector for the described experiment. The raw data, as output by the AGIPD detector, was corrected and calibrated with facility-provided automatic calibration21–23. The calibration constants were derived by EuXFEL and the AGIPD consortium20, and are applied on a per-pixel, per-memory cell and per-gain mode basis.

In a first step, the gain setting for each pixel is evaluated from the digitized analogue gain information provided by the detector. Two thresholds exist, derived from dark image data, and gain settings of high, medium and low are assigned depending on whether the pixel’s gain value is below the first, between both, or above the second
threshold. Subsequently, this information alongside the memory cell index is used to correct the offset/pedestal value for each pixel with the appropriate constant. Offset constants are evaluated as the median pixel value of a set of dark images and adjusted by an additional switching offset for medium and low gain stages, which was derived from pulse capacitor and charge injection data. Pulse capacitor and charge injection data is acquired in special operation modes of the detector, which use ASIC-internal current sources for signal generation without X-rays present. The additional switching offset adjustment is necessary as offsets differ slightly, depending on whether a pixel has automatically switched gain due to integrated charge, or was forced to switch into a particular gain setting (as is the case for dark image data). Finally, a relative gain correction is performed. The relative gain constants were obtained by first determining the relative slopes of the medium and low gain stages with respect to the high gain stage, using pulse capacitor and charge injection data respectively. The relative high gain of a given pixel with respect to all pixels of the detector was determined from flat field data (Cu-fluorescence), by evaluating the positions of the first five photon peaks. The high-to-medium and high-to-low gain relative slopes are then used to scale this high gain constant, providing constants for medium and low gain. All characterizations further yield bad pixel masks, which are provided on a per-image basis alongside the calibrated data, and are already selected for the appropriate gain and memory cell.

The quality of the detector calibration at the time of the experiment can be judged from the histogram of corrected data from all modules and 64 pulses (Fig. 1). This together with the presence of anomalous signal in the diffraction data shows that the corrections are adequate for the described experiment. They reflect the knowledge about the detector at the time of the experiment (June 2018). Since then, understanding of the detector has increased further.

**Data processing and structure solution.** CASS was used for online data analysis of the corrected detector data and offline hit identification. A hit is defined as an image where more than ten Bragg spots were identified. To this end we used the algorithm described in ref. Indexing and integration were performed with CrystFEL version 0.6.3. The sample-detector distance was determined by indexing rate optimization, yielding a value of 121 mm. A nominal value of 7.47 keV was used for indexing. The position of the sample jet was continuously adjusted to maximize the hit rate. The positions and orientations of individual sensor modules of the AGIPD were refined as described. Due to the large number of saturated pixels in the corrected detector images, the top and the bottom row of detector ASICs were excluded from the geometry file to prevent contamination of integrated detector signals with artefacts. In addition, three further ASICs on the right side of the detector were observed to switch off and on during data recording and thus were excluded as well (see Figure Less_panel_geom in the Auxiliary File available together with the deposited data on the Coherent X-ray Imaging Data Bank website (CXIDB)). The concanavalin B data were subjected to AMBIGATOR to remove the indexing ambiguity. The cumulative intensity distributions of the data agree with the theoretically expected distributions, as shown in Fig. 2. This reflects the quality of the detector calibration in general and the successful indexing of the polar space group of concanavalin B in particular.
Data Records

In total, 1,333,750 diffraction images were collected of the microcrystalline jack bean protein mixture. The final number of indexed diffraction patterns is 76,803 for concanavalin A and 23,719 for concanavalin B, with the resolution limit of the Monte-Carlo integrated data being 2.1 Å in both cases. Data collection statistics for concanavalin A and B are listed in Table 1. We did not follow up on the urease data because of the low resolution of the data. Due to the large size of the raw data we only deposited those images identified as hits on the CXIDB website with the CXIDB ID 87. During this experiment the pulse energy determined with the gas monitor detectors was not assigned to the same data location as the diffraction images (the pulse train number metadata, “trainID”, did not match). The pulse energy information per pulse was therefore not used, and was removed from the deposited data.

The refined structural models and integrated scaled diffraction data have been deposited in the Protein Data Bank (accession code: 6GW9 (concanavalin A) and 6GWA (concanavalin B)).

### Table 1. Data collection statistics. The number of indexed crystals are 76,803 for concanavalin A and 23,719 for concanavalin B. Values in parentheses are for the highest resolution shell.

| Space group | Concavinalin A (6GW9) | Concavinalin B (6GWA) |
|-------------|-----------------------|-----------------------|
| Cell dimensions |                         |                       |
| a, b, c (Å) | 63.9, 88.1, 90.2 | 82.3, 82.3, 103.4 |
| α, β, γ (°) | 90.0, 90.0, 90.0 | 90.0, 90.0, 120.0 |
| Resolution (Å) | 45–2.1 (2.2–2.1) | 42–2.2 (2.3–2.2) |
| Rsplit | 0.128 (0.694) | 0.146 (0.560) |
| CC1/2 | 0.984 (0.333) | 0.967 (0.232) |
| CC* | 0.996 (0.706) | 0.992 (0.614) |
| I/σ(I) | 7.2 (2.0) | 7.6 (3.2) |
| Completeness (%) | 100.0 (100.0) | 100.0 (100.0) |
|Multiplicity | 715 (146) | 723 (241) |

Data Validation

We successfully phased the diffraction data of concanavalin A (using PDB entry 1JBC as the search model after removal of the waters and the metal ions) and concanavalin B (using 1CNV as the search model after removal of the waters) using molecular replacement with PHASER. The structures were refined by iterative cycles of rebuilding in COOT and refinement using PHENIX, including simulated annealing. With Rsplit of 0.186/0.238 and 0.161/0.213 and r.m.s. deviations of 0.002 Å and 0.009 Å in bond lengths and 0.577° and 1.210° in bond angles for concanavalin A and concanavalin B, respectively, the final models have excellent geometry. Detailed refinement quality indicators can be found in ref. The overall structures are highly similar to those determined using macroscopic crystals, with core RMSDs on Cα atoms against reference structures of 0.31 Å for concanavalin A (vs. PDB entry 1JBC) and 0.24 Å for concanavalin B (vs. PDB entry 1CNV).
Code Availability

Data were processed with CrystFEL 0.6.3. CrystFEL 0.6.3 is a free open source software under the GNU Public License version 3 and can be downloaded from http://www.desy.de/~twhite/crystfel/. CASS is publicly available on GitHub (https://github.com/tbarends/pygeom).

The script used to optimize detector geometry is publicly available on GitHub (https://github.com/tbarends/pygeom).
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