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Abstract. The impact of the global recession in 1998 that originated from the recession in the US will affect the projected economies in Asia, including Indonesia, both direct and indirect nature. In this study, we predicted Indonesia's GDP in the event of the economic crisis that hit Indonesia starting in 1998. Instead of using the famous prediction algorithm as a neural network and linear regression. K-Nearest Neighbour is selected because it is easy and fast to use in the small dataset. We use a dataset from 1980-2002, consisting of rice prices, premium prices, GDP of Japanese country, American GDP, currency exchange rates, Indonesian government consumption, and the value of Indonesia's oil exports. For evaluation, we compare k-NN regression prediction result with prediction result using back propagation neural network and multiple linear regression algorithm. Result show, k-NN regression is able to predict Indonesia’s GDP using small dataset better than the neural network, and multiple linear regression method.

1. Introduction
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The understanding of the phenomenon of Indonesia's economy and its relationship with the possibilities that occur in the future are very helpful in determining attitudes or policies that lead to hope or expectation to be achieved. To understand the phenomenon of the Indonesian economy both now and in the future, we need to develop quantitative methods to be able to do the analysis of the phenomenon of the Indonesian economy. BPS has developed a model for forecasting economic growth of Indonesia based on the Keynesian Model [1], [2]. Neural networks and linear regression have been widely used for prediction methods, from the economic field (macro economy) [3], [4], also the problem of predicting traffic flow [5] [6]. The neural network is more accurate than linear regression but they need a lengthy amount of time required to train the network [7]. In this study, we use non-parametric k-Nearest neighbour regression for predicting Indonesian GDP from 1998 to 2002 when the economic crisis hit Indonesia in 1998. K-nearest neighbour non-parametric regression method is a reliable method for short-term prediction, which can reflect the nonlinear characteristics between parameters. We use the same parameters that used in Keynesian Model [1], [2], the result of prediction using the k-NN method then compare with the result of prediction using backpropagation neural network and multiple linear regression method.

2. Related Work and Problem
Many studies have applied K-NN to solve the problem in many fields for classification and regression [8]. Some studies use k-NN for classification, predict heart disease [9] K-NN prediction result show better accuracy compare with naïve Bayes and decision tree, classification of the poor for health cards distribution [10] the accuracy of the results of determining feasibility using a combination of K-Nearest Neighbour-Naive Bayes Classifier algorithms is better than just the K-Nearest Neighbour algorithm. While some studies use K-NN for regression, in this study we predict traffic speed using K-NN[7] result of prediction using similar data show better accuracy than using all data, other study use k-NN for predicting stock price [11], also there is study predicting using multivariate k-NN model for dependent variable [12]

In economic field many studies have been done in predicting GDP and inflation, using various method and algorithm, most of them use the neural network and linear regression [3], [4], [11], [13], [14], there was also study in predicting GDP using k-NN. Indonesia was hit by the economic crisis in 1998, seen in the graph in figure 1 below, Indonesia's economic growth declined sharply. We want to find out whether the K-NN regression is able to predict Indonesia's GDP after experiencing a crisis. Next, we will evaluate whether the K-NN prediction results are better than using neural networks and multiple linear regression for short time prediction.

Figure 1. Line chart of Indonesia GDP from 1980 to 2002 [1], [2]
3. Dataset and Method

3.1. Dataset

Our dataset is collected from BPS, are data from 1992 until 2002, follow [1], [2]. Component inputs are variable based on the model Keynesian macroeconomics.

| Year | P_RICE | P_GASOL | YUSA | YJPN | NGC | ER | GDP      |
|------|--------|---------|------|------|-----|----|---------|
| 1980 | 218    | 150     | 5162 | 313140 | 49918.76863 | 631.78 | 510343.7318 |
| 1981 | 243    | 150     | 5292 | 322325 | 54992.65957 | 636.58 | 546392.529  |
| 1982 | 263    | 240     | 5189 | 331236 | 59520.0004 | 666.4  | 548704.6318 |
| 1983 | 294    | 320     | 5424 | 336575 | 58943.78765 | 906.15 | 571112.8582 |
| 1984 | 310    | 350     | 5814 | 347072 | 61006.2885 | 1026.6 | 616038.9267 |
| 1985 | 307    | 385     | 6054 | 364712 | 68654.20321 | 1110.1 | 638044.8962 |
| 1986 | 335    | 385     | 6264 | 375502 | 68691.4393 | 1288.8 | 685104.8487 |
| 1987 | 369    | 385     | 6475 | 389753 | 67679.7536 | 1644.3 | 729413.662  |
| 1988 | 458    | 385     | 6743 | 416119 | 72831.27233 | 1687.3 | 778293.2381 |
| 1989 | 476    | 385     | 6981 | 438135 | 80335.29163 | 1771.7 | 849093.7644 |
| 1990 | 515    | 450     | 7113 | 460925 | 84219.20541 | 1848.3 | 925909.2462 |

3.2. Methods

The KNN algorithm is a method for classifying objects based on nearest training examples in the feature space. While testing the data, it will find the value of K closest to the test data. The nearest neighbours are defined in the Euclidean range between two points $X=(x_1, x_2, ..., x_n)$ dan $Y=(y_1, y_2, ..., y_n)$ [15].

3.2.1. Minkowski distance.

Our study uses K-NN following R library kknn [16]. The Minkowski distance. It is expressed as [17]:

$$d = \left( \sum_{i=1}^{m} |u_i - v_i|^p \right)^{1/p}$$

where $(u_1, u_2, u_3, ..., u_m)$ and $(v_1, v_2, v_3, ..., v_m)$ are two vectors in m-dimension Euclidean space, and $p$ is a positive real number. It is a generalization of all commonly used metrics on a Euclidean space.

3.2.2. Multivariate prediction

Based on the Keynesian model type following [1], [2], there are some functions that will be used as a forecast model is

- GDP = PC + PCF + GC + GCF + EX-IM + S
- PC = f (GDPV / PGDP, PC (-1), PPC)
- CF = f ((LO + IMEQ) / PCF, GDP (-1), FI, ER)
- IM = f (GDP, IM (-1), PIM / PGDP)
- PGDP = f (M1, M2, PEX, P_RICE, P_GASOL, ER)
- XNO = f (GDP-USA, GDP-Japan, PXNO, ER, IM)
- EX = XNO + XO
- PPC = f (PGDP)

From the econometric equation that is formed will be seen that the Exogenous Variable used as assumptions macroeconomic variables are:
a. LO (Outstanding Bank Credits)
b. M1
c. P_RICE (Rice Price)
d. P_GASOL (Premium)
e. Japan GDP
f. GDP-USA
g. ER
h. GC
i. XO (Export of Oil)

Only 7 components to be used in the manufacture of artificial neural network models, namely:

a. P_RICE (Rice Price)
b. P_GASOL (Premium)
c. Japan GDP
d. GDP-USA
e. ER (Exchange Rate)
f. GC (Government Consume)
g. XO (Export of Oil).

Where P_RICE is the price of rice, P_GASOL is a premium price, JAPAN GDP is the value of the GDP of the country of Japan, GDP USA GDP is the value of the American States, the ER is the currency exchange rate, GC is the Indonesian government consumption, and XO is Indonesia's oil export. The dependent variable is GDP Indonesia (Y). For predicting GDP Indonesia, the independent variables are P_RICE, P_GASOL, Japan GDP, GDP USA, ER, GC, and XO.

4. Result and Discussion

We use data 1980 to 1997 as training data. Then we predict GDP 1998 to 2002, and for evaluation, we calculate the error of the result of prediction with actual data. Our result of prediction is shown in table 2 below and visualise in figure 2 below. As seen in figure 2 below, prediction GDP using K-NN with K=3 show better result compare with neural network and multiple linear regression. Line chart of K-NN result is the nearest with actual data.

Table 2. Prediction Result

| Year | Actual  | K-NN (K=3) | NN  | MLR    |
|------|---------|------------|-----|--------|
| 1998 | 1317281 | 1461908    | 1772240.097 | 1928309 |
| 1999 | 1325352 | 1461908    | 1811397.378 | 2838850 |
| 2000 | 1389770 | 1485901    | 1810886.817 | 2676212 |
| 2001 | 1440406 | 1485901    | 1819270.103 | 2667334 |
| 2002 | 1505216 | 1485901    | 1823764.3   | 3305946 |
To evaluate our prediction result we calculate the error using mean absolute percentage error (MAPE). The result is shown in table 3 and visualizes in figure 3 below. As seen in table 3 and figure 3, K-NN with k=3 show lowest MAPE value compares to the neural network and multiple linear regression. This show that the K-NN prediction result has better accuracy than the neural network and multiple linear regression.

Table 3. MAPE error result

| Name          | MAPE  |
|---------------|-------|
| K-NN (K=3)    | 6.53  |
| Neural Network| 29.80 |
| MLR           | 91.59 |

5. Conclusions
Generally, our research objective is to predict Indonesia GDP when Indonesia hit by the economic crisis in 1998 using only 17-row training data (1980-1997). Experiment result shows that multivariate prediction using K-NN show better result compare with neural network and multiple linear regression for short time prediction using little data training.
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