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Abstract

We establish a new formula for the fractional derivative with Mittag-Leffler kernel, in the form of a series of Riemann–Liouville fractional integrals, which brings out more clearly the non-locality of fractional derivatives and is easier to handle for certain computational purposes. We also prove existence and uniqueness results for certain families of linear and nonlinear fractional ODEs defined using this fractional derivative. We consider the possibility of a semigroup property for these derivatives, and establish extensions of the product rule and chain rule, with an application to fractional mechanics.

1 Introduction

Fractional calculus is the study of generalised orders of differentiation and integration (together referred to as differintegration): beyond integer orders to real numbers, complex numbers, and beyond \([34]\,[38]\,[24]\).

There are many different definitions of fractional differintegrals, many of which conflict with each other in some regions of their domains of definition. One of the most commonly used is the Riemann–Liouville formula, in which the \(\alpha\)th integral of a function \(f\) is given by \([34]\,[38]\)

\[
D_{c+}^{-\alpha} f(t) := \frac{1}{\Gamma(\alpha)} \int_{c}^{t} (t - \tau)^{\alpha-1} f(\tau) \, d\tau,
\]

where \(\alpha > 0\) (so that this is an integral rather than a derivative) and \(c\) is a constant of integration, generally taken to be either 0 or \(-\infty\). Fractional Riemann–Liouville derivatives are then defined to be standard derivatives of fractional RL integrals:

\[
D_{c+}^{\alpha} f(t) := \frac{d^n}{dt^n} \left( D_{c+}^{-n} f(t) \right), \quad n := \lfloor \alpha \rfloor + 1,
\]

for any \(\alpha > 0\).

Another frequently used definition of fractional differintegrals is the Caputo one \([34]\,[38]\). Here, fractional integrals are again defined using the formula \([1]\), while fractional derivatives are defined to be fractional RL integrals of standard derivatives:

\[
D_{c+}^{\alpha} f(t) := D_{c+}^{\alpha-n} \left( \frac{d^n}{dt^n} f(t) \right), \quad n := \lfloor \alpha \rfloor + 1,
\]

for any \(\alpha > 0\).

Fractional derivatives and integrals of this Riemann–Liouville type have a vast number of applications across many fields of science and engineering \([45]\). For example, they can be used to model controllability \([22]\), viscoelastic flows \([25],[12]\), chaotic systems \([33]\), Stokes problems \([46]\), thermoelasticity \([35]\), several vibration and diffusion processes \([8],[39],[6]\), bioengineering problems \([24]\), and many other complex phenomena.

A natural question now is to investigate which properties of fractional derivatives make them so suitable to model successfully certain complex systems from several branches of science and engineering.
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The answer to this question relies on the property exhibited by many of the aforementioned systems of non-local dynamics: that is, the processes and dynamics possess a certain degree of memory, and the fractional operators defined above are non-local, while the ordinary derivative is clearly a local operator. Thus it can be useful to consider fractional-order models in any problem involving global optimisation, where some degree of memory is expected; many such problems are found for example in control theory.

We recall that the fractional integrator, as well as the related continuous frequency distributed differential model, represents an important tool for the simulation of fractional systems together with the solution of initial condition problems. We stress the fact that the infinite-dimensional state vector of fractional integrators gives a direct generalisation to fractional calculus of the theoretical results corresponding to the integer order systems.

Some applications when the above mentioned results appear are in control theory and fractional variational principles, e.g. on fractional Euler-Lagrange and Hamilton equations and the fractional generalisation of total time derivatives.

Recently, Caputo and Fabrizio have proposed a new definition of fractional derivatives:

\[ C^\alpha_t \frac{d}{dt} f(t) = \frac{M(\alpha)}{\Gamma(1-\alpha)} \int_0^t \exp \left[ \frac{\alpha}{1-\alpha} (t-y) \right] f(y) \, dy, \]

valid for \( 0 < \alpha < 1 \), with \( M(\alpha) \) being a normalisation function satisfying \( M(0) = M(1) = 1 \). The basic challenge they were addressing was whether it is possible to construct another type of fractional operator which has nonsingular kernel and which can better describe in some cases the dynamics of non-local phenomena. The Caputo–Fabrizio definition has already found applications in areas such as diffusion modelling and mass-spring-damper systems.

Here we shall mostly be considering a more recently developed definition for fractional differintegrals, due to \( [9] \). This new type of calculus addresses the same underlying challenge as that of Caputo and Fabrizio, but it uses a kernel which is non-local as well as non-singular, namely the Mittag-Leffler function:

\[ A^\alpha_t D^\alpha_{\alpha} f(t) = \frac{B(\alpha)}{\Gamma(1-\alpha)} \int_0^t f(x) E_\alpha \left[ \frac{\alpha}{1-\alpha} (t-x)^\alpha \right] dx, \]

\[ A^\alpha_t D^\alpha_{\alpha} f(t) = \frac{B(\alpha)}{\Gamma(1-\alpha)} \int_0^t f'(x) E_\alpha \left[ \frac{\alpha}{1-\alpha} (t-x)^\alpha \right] dx, \]

again valid for \( 0 < \alpha < 1 \) with \( B(\alpha) \) being a normalisation function. (We shall examine these definitions and the required assumptions in more detail below.) In this way we are able to describe a different type of dynamics of non-local complex systems. In fact the classical fractional calculus and the one corresponding to the Mittag-Leffler nonsingular kernel complement each other in the attempt to better describe the hidden aspects of non-local dynamical systems. Fractional calculus based on the non-singular Mittag-Leffler kernel is more easily used from the numerical viewpoint, and this has been studied for example in diffusion modelling and mass-spring-damper systems.

We note that the Mittag-Leffler function is already known to be highly useful in fractional calculus. It has also been an important part of the definitions of certain other fractional differintegrals, such as that proposed by Pskhu.

Applications of the new AB formula have been explored in fields as diverse as chaos theory, heat transfer, and variational principles. Furthermore, it is natural to address the same questions about the fractional integrator and applications of these new operators in the theory of control and related fractional variational Euler-Lagrange and Hamilton equations (see \([2, 15, 18]\)). Besides, we expect to obtain some new terms in all generalised formulae from the classical fractional calculus, and this aspect will be important for the related applications.

Some basic properties of the new AB differintegrals have already been proven in several recent papers: for example, the original paper established the formulae for Laplace transforms of AB differintegrals and some Lipschitz-type inequalities; the paper considered integration by parts identities and Euler-Lagrange equations; and the paper established, using Laplace transforms, analogues of the Newton–Leibniz formula for the integral of a derivative. However, much of the ground-level theory of this new model of fractional calculus has not yet been fully developed, and this paper aims to add to this basic theory by establishing new fundamental results in the field.

The structure of our paper is as follows. In section we prove a new series formula for AB derivatives, which provides a more direct connection to non-locality properties of fractional calculus, and which will likely also be useful in numerical applications, since we can truncate the series at some finite point without having to deal with the transcendental Mittag-Leffler function explicitly. In section we get the
ball rolling with the theory of fractional differential equations, by solving some general classes of linear and nonlinear ODEs in the AB model, with reference to some possible applications for these ODEs. In section 3 we consider the semigroup property, an important point of interest in any model of fractional calculus, and the conditions for its validity in the AB model. In sections 5 and 6 we use the series formula of section 2 to prove extensions of the product rule and chain rule to the AB model, and briefly explore an application of the chain rule to fractional dynamical systems.

2 A NEW FORMULA FOR THE FRACTIONAL DERIVATIVE WITH MITTAG-LEFFLER KERNEL

The following definitions for fractional derivatives are established in [9].

Definition 2.1. The ABR fractional derivative (R denotes Riemann–Liouville type) is defined by

$$\text{ABR } D_{a+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \frac{d}{dt} \int_a^t f(x) E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-x)^\alpha \right) dx$$

for $0 < \alpha < 1$, $a < t < b$, and $f \in L^1(a,b)$.

Definition 2.2. The ABC fractional derivative (C denotes Caputo type) is defined by

$$\text{ABC } D_{a+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \int_a^t f'(x) E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-x)^\alpha \right) dx$$

for $0 < \alpha < 1$, $a < t < b$, and $f$ a differentiable function on $[a,b]$ such that $f' \in L^1(a,b)$.

In the above definitions, the function $E_\alpha$ is the Mittag-Leffler function, defined by:

$$E_\alpha(x) = \sum_{n=0}^{\infty} \frac{x^n}{\Gamma(\alpha n + 1)}.$$ (6)

In general, the normalisation function $B(\alpha)$ can be any function satisfying $B(0) = B(1) = 1$, but for the present work we shall assume that all values of $B(\alpha)$ are real and strictly positive. The reason for introducing this multiplier function, often taken simply to be identically 1, is because sometimes it is desired to integrate over the order of differentiation $\alpha$, e.g. in some modelling problems. We may wish some values of $\alpha$ to contribute more than others, and hence we allow ourselves leeway to weight different values of $\alpha$ if we so desire.

Lemma 2.1. For given $\alpha, a, t \in \mathbb{R}$ with $a < t$ and $0 < \alpha < 1$, and a given normalisation function $B$, the ABR derivative $\text{ABR } D_{a+}^\alpha f(t)$ is well-defined for any function $f$ such that the RL integral $\int_a^t f(x) \frac{d}{dx} \left( E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-x)^\alpha \right) \right) dx$ is well-defined, while the ABC derivative $\text{ABC } D_{a+}^\alpha f(t)$ is well-defined for any differentiable function $f$ such that $f'$ is an $L^1$ function.

Proof. We first consider the ABR derivative, and differentiate explicitly:

$$\text{ABR } D_{a+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \frac{d}{dt} \int_a^t f(x) E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-x)^\alpha \right) dx$$

$$= \frac{B(\alpha)}{1-\alpha} \left[ f(t) E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-t)^\alpha \right) + \int_a^t f(x) \frac{d}{dx} \left( E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-x)^\alpha \right) \right) dx \right]$$

$$= \frac{B(\alpha)}{1-\alpha} \left[ f(t) + \int_a^t f(x) \sum_{n=0}^{\infty} \frac{\alpha(\alpha n)}{\Gamma(\alpha n + 1)} (t-x)^{\alpha n-1} dx \right]$$

(7)

The function $E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-x)^\alpha \right)$ and its $t$-derivative, considered as functions of $x$, are holomorphic at every point in the interval $[a,t]$. And the interval of integration is finite, so the only way the integral could possibly diverge would be due to behaviour near $x = t$. Thus the conditions for the ABR derivative to be well-defined are exactly that the integral in (7) should behave well as $x \to t$ from below.

As $x \to t$, we have $(t-x)^\alpha \to 0$ and therefore

$$E_\alpha \left( \frac{- \alpha}{1-\alpha} (t-x)^\alpha \right) \sim 1 + \frac{- \alpha}{(1-\alpha)(\alpha+1)}(t-x)^\alpha,$$
uniformly in the whole complex plane. So the ABR fractional derivative can be rewritten as follows:

\[
\frac{d}{dt} E_{\alpha} \left( \frac{-t}{1-\alpha} (t-x)^\alpha \right) \sim \frac{-\alpha^2}{(1-\alpha)\Gamma(\alpha+1)} (t-x)^{\alpha-1}.
\]

So the integral in (7) converges if and only if

\[
\int_a^t f(x) (t-x)^{\alpha-1} \, dx
\]

converges, i.e. if and only if the RL integral \( D_{a+}^{-\alpha} f(t) \) is well-defined.

Now we consider the ABC derivative:

\[
ABC D_{a+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \int_a^t f'(x) E_{\alpha} \left( \frac{-\alpha}{1-\alpha} (t-x)^\alpha \right) \, dx
\]

Once again, the function \( E_{\alpha} \left( \frac{-\alpha}{1-\alpha} (t-x)^\alpha \right) \) is holomorphic as a function of \( x \) at every point in the interval \([a, t]\), and the interval of integration is finite. So the conditions for the ABC derivative to be well-defined are exactly that this integral should behave well as \( x \to t \) from below. We also know that as \( x \to t \),

\[
E_{\alpha} \left( \frac{-\alpha}{1-\alpha} (t-x)^\alpha \right) \sim 1,
\]

so the integral in (8) converges if and only if

\[
\int_a^t f'(x) \, dx
\]

converges, for which it suffices that \( f \) is differentiable and \( f' \) is \( L^1 \).

Lemma 2.1 shows how we chose the conditions for the function \( f \) in Definitions 2.1 and 2.2: it is on these function spaces for \( f \) that the ABR and ABC fractional derivatives are well-defined. (It is shown in 2.2 that the RL integral is well-defined for \( f \in L^1[a,b] \).)

We now prove the main result of this section.

**Theorem 2.1.** The ABR fractional derivative can be expressed as

\[
ABR D_{a+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \left( \frac{RL f_{a+}^{\alpha+1}}{t} \right)(t) \tag{9}
\]

or equivalently (provided composition of RL differintegrals of \( f \) works as it should) as

\[
ABR D_{a+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n RL f_{a+}^{\alpha+1} f(t) \tag{10}
\]

each series converging locally uniformly in \( t \) for any \( a, \alpha, f \) satisfying the conditions laid out in Definition 2.1.

**Proof.** The Mittag-Leffler function \( E_{\alpha}(x) \) is an entire function of \( x \), the series (9) converging locally uniformly in the whole complex plane. So the ABR fractional derivative can be rewritten as follows:

\[
ABR D_{a+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \frac{d}{dt} \int_a^t f(x) \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n (t-x)^{\alpha n} \, dx
\]

\[
= \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \frac{1}{\Gamma(\alpha n+1)} \int_a^t (t-x)^{\alpha n} f(x) \, dx
\]

\[
= \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \frac{d}{dt} \left( RL f_{a+}^{\alpha+1} f(t) \right),
\]

where \( RL f \) is the standard Riemann–Liouville fractional integral defined in section 2.1.

\( \square \)
In fractional calculus, dealing with convergent series is a standard requirement. Let us recall that the Grunwald-Letnikov differintegral is expressed as a series, and so are the expressions of the fractional Leibniz rule and fractional chain rule. In fact these fundamental tools and formulae reflect the non-locality of the operators and play a genuine role in many real world applications. Thus we expect that the series formula given by Theorem 2.1 may be more applicable than the original formula given by Definition 2.1 in many contexts and applications where the non-locality property is important.

The new series formula may also be useful from a numerical point of view. The original formula for AB derivatives is written in terms of the transcendental Mittag-Leffler function, and any explicit calculations of AB derivatives would necessarily involve dealing with this function in some way. But with the new formula, we can obtain an approximation to the AB derivative by truncating the series after some finite number of terms and then using standard Riemann–Liouville numerical methods to estimate each term of the sum. We have not investigated the numerical applications in detail, but we hope that the results of the current work will make it easier to do so.

As we shall see later on in sections 5 and 6, the series formula also enables us to prove fundamental results such as the product rule and chain rule for fractional AB derivatives. In fact these fundamental tools and formulae reflect the non-locality of the operators and play a genuine role in many real world applications. Thus we expect that the new series formula may also be useful from a numerical point of view. The original formula also enables us to derive the formula for Laplace transforms of ABR derivatives in a way different from that used in [9]. The following identity is equation (9) in [9]:

\[ \text{ABR} D_{0^+}^\alpha f(s) = \frac{B(\alpha)}{1-\alpha} \left( \frac{s^\alpha}{s^\alpha + \frac{1}{1-\alpha}} \right) \hat{f}(s), \]  

valid for any sufficiently well-behaved function \( f \). We can now prove this by taking Laplace transforms directly on the series in [9]:

\[
\text{ABR} D_{0^+}^\alpha f(s) = \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \left( \frac{d}{dt} \text{RL} I_{0^+}^{\alpha n+1} f(t) \right)(s)
\]

\[
= \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \left( s(s^{-\alpha n-1} \hat{f}(s)) - \text{RL} I_{0^+}^{\alpha n+1} f(0) \right)
\]

\[
= \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \hat{f}(s) - \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \text{RL} I_{0^+}^{\alpha n+1} f(0)
\]

\[
= \frac{B(\alpha)}{1-\alpha} \left( \frac{s^\alpha}{s^\alpha + \frac{1}{1-\alpha}} \right) \hat{f}(s) - \text{ABR} D_{0^+}^\alpha \circ \text{RL} I_{0^+} f(0).
\]

Thus we have derived the following more general formula for Laplace transforms of AB derivatives, which reduces to (11) when \( f \) has sufficiently nice convergence properties at the lower limit \( t = 0 \):

\[ \text{ABR} D_{0^+}^\alpha f(s) = \frac{B(\alpha)}{1-\alpha} \left( \frac{s^\alpha}{s^\alpha + \frac{1}{1-\alpha}} \right) \hat{f}(s) - \text{ABR} D_{0^+}^\alpha \circ \text{RL} I_{0^+} f(0). \]  

(12)

Theorem 2.1 also has a number of other useful corollaries.

**Corollary 2.1.** The AB fractional integral operator \( AB I_{a^+}^\alpha \), defined by

\[ AB I_{a^+}^\alpha f(t) = \frac{1-\alpha}{B(\alpha)} f(t) + \frac{\alpha}{B(\alpha)} \text{RL} I_{a^+}^\alpha f(t), \]  

is both a left and right inverse to the ABR fractional differential operator \( \text{ABR} D_{a^+}^\alpha \) whenever \( a, \alpha, f \) satisfy the conditions from Definition 2.1.

**Proof.** First let us note that the expression (13) is well-defined if and only if the RL integral \( \text{RL} I_{a^+}^\alpha f(t) \) is well-defined, which matches with our assumptions on \( f \) for the \( \alpha \)th AB fractional derivative to be well-defined.

The expression (13) can be formally rewritten as

\[ \text{ABR} D_{a^+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \left( 1 - \left( \frac{-\alpha}{1-\alpha} \right) \text{RL} I_{a^+}^\alpha \right)^{-1} f(t) = \left( \frac{1-\alpha}{B(\alpha)} + \frac{\alpha}{B(\alpha)} \text{RL} I_{a^+}^\alpha \right)^{-1} f(t), \]  
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which gives us the motivation for using (13) as our definition for AB fractional integrals. Now we need to prove rigorously that

$$ ABR D_{a+}^\alpha \left( AB I_{a+}^\alpha f(t) \right) = f(t) \tag{14} $$

and

$$ AB I_{a+}^\alpha \left( ABR D_{a+}^\alpha f(t) \right) = f(t) \tag{15} $$

for $a, \alpha, f$ as stated. We proceed as follows.

$$ ABR D_{a+}^\alpha \left( AB I_{a+}^\alpha f(t) \right) = \frac{1 - \alpha}{B(\alpha)} ABR D_{a+}^\alpha f(t) + \frac{\alpha}{B(\alpha)} RL I_{a+}^\alpha f(t) $$

$$ = \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^n RL I_{a+}^\alpha f(t) + \frac{\alpha}{1 - \alpha} \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^n RL I_{a+}^\alpha f(t) $$

$$ = \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^n RL I_{a+}^\alpha f(t) - \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^{n+1} RL I_{a+}^\alpha f(t) $$

$$ = f(t); $$

$$ AB I_{a+}^\alpha \left( ABR D_{a+}^\alpha f(t) \right) = \frac{1 - \alpha}{B(\alpha)} ABR D_{a+}^\alpha f(t) + \frac{\alpha}{B(\alpha)} RL I_{a+}^\alpha \left( ABR D_{a+}^\alpha f(t) \right) $$

$$ = \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^n RL I_{a+}^\alpha f(t) + \frac{\alpha}{1 - \alpha} RL I_{a+}^\alpha \left( \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^n RL I_{a+}^\alpha f(t) \right) $$

$$ = \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^n RL I_{a+}^\alpha f(t) - \sum_{n=0}^{\infty} \left( - \frac{\alpha}{1 - \alpha} \right)^{n+1} RL I_{a+}^\alpha f(t) $$

$$ = f(t), $$

where in both cases we have used the fact that Riemann–Liouville fractional integrals have nice composition properties: the RL integral of an RL integral is an RL integral of the appropriate order (see for instance Lemma 2.3 of [21]). Note that since $f \in L^1(a,b)$, all RL fractional integrals of $f$ are well-defined, and therefore so are the ABR derivative of $f$ (by Lemma 2.1), the AB integral of $f$ (by the definition (13)), and their compositions (by Lemma 2.3 of [21] again).

**Example 2.1.** As an example to verify the result of Corollary 2.1, we set $f(t) = 1$ and calculate $AB I_{a+}^\alpha \left( ABR D_{a+}^\alpha f(t) \right)$ explicitly using the definitions (4) and (13). Firstly, by (4) we have

$$ ABR D_{a+}^\alpha (1) = \frac{B(\alpha)}{1 - \alpha} \frac{d}{dt} \int_a^t E_\alpha \left( \frac{t-x}{\Gamma(n\alpha+1)} \right) dx $$

$$ = \frac{B(\alpha)}{1 - \alpha} \frac{d}{dt} \sum_{n=0}^{\infty} \frac{\left( \frac{t-x}{\Gamma(n\alpha+1)} \right)^n}{\Gamma(n\alpha+1)} \int_a^t (t-x)^{n\alpha} dx $$

$$ = \frac{B(\alpha)}{1 - \alpha} \frac{d}{dt} \left( (t-a) \sum_{n=0}^{\infty} \frac{\left( \frac{t-a}{\Gamma(n\alpha+2)} \right)^n}{\Gamma(n\alpha+2)} \right) $$

$$ = \frac{B(\alpha)}{1 - \alpha} E_\alpha \left( \frac{t-a}{\Gamma(n\alpha+2)} \right). $$
Then by applying (13) to this, we have

\[
AB I^\alpha_{a+} (ABR D^\alpha_{a+}(1)) = \frac{1 - \alpha}{B(\alpha)} (ABR D^\alpha_{a+}(1)) + \frac{\alpha}{B(\alpha)} RL I^\alpha_{a+} (ABR D^\alpha_{a+}(1))
\]

\[
= E_\alpha \left( \frac{\alpha}{\Gamma(\alpha)} (t - a)^\alpha \right) + \frac{\alpha}{(1 - \alpha) \Gamma(\alpha)} \int_a^t (t - x)^{\alpha - 1} B(\alpha) E_\alpha \left( \frac{x}{\Gamma(\alpha)} (t - x)^\alpha \right) dx
\]

\[
= E_\alpha \left( \frac{\alpha}{\Gamma(\alpha)} (t - a)^\alpha \right) + \frac{\alpha}{(1 - \alpha) \Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{(-\alpha)^n}{\Gamma(n + 1)} (t - a)^{(n + 1)\alpha} B(\alpha, n\alpha + 1)
\]

\[
= E_\alpha \left( \frac{\alpha}{\Gamma(\alpha)} (t - a)^\alpha \right) - \sum_{n=0}^{\infty} \frac{(-\alpha)^n}{\Gamma(n + 1)} (t - a)^{(n + 1)\alpha}
\]

\[
= E_\alpha \left( \frac{\alpha}{\Gamma(\alpha)} (t - a)^\alpha \right) - \left[ E_\alpha \left( \frac{\alpha}{\Gamma(\alpha)} (t - a)^\alpha \right) - 1 \right]
\]

\[
= 1,
\]

precisely as expected.

Note that the equation (15) should no longer be valid when \( \alpha = 1 \), because in this case the result for ordinary derivatives would be a Newton–Leibniz rule rather than a direct inverse relation. However, we can see from examining the above example that the \( \alpha \)th derivative of \( f(t) \) is not always convergent to the standard 1st derivative as \( \alpha \to 1 \). Specifically,

\[
\lim_{\alpha \to 1} \left( ABR D^\alpha_{a+}(1) \right) = \lim_{\alpha \to 1} \left( B(\alpha) E_\alpha \left( \frac{-\alpha}{\Gamma(\alpha)} (t - a)^\alpha \right) \right)
\]

\[
= \lim_{\alpha \to 1} \left( \frac{-\alpha}{\Gamma(\alpha)} \exp \left( \frac{-t - a}{1 - \alpha} \right) \right) = \delta(t - a),
\]

the Dirac delta function. This is equal to zero (the 1st derivative of \( f(t) \) almost everywhere, but the blowup at the limiting point \( t = a \) changes the behaviour of the integral. In fact, we can observe the same behaviour with the classical Riemann–Liouville derivative: in that model, the \( \alpha \)th derivative of \( f(t) = 1 \) is \( \frac{t^{1-\alpha}}{\Gamma(1-\alpha)} \), which again blows up at the limiting point \( t = a \). In both models, the double limit as \( \alpha \to 1 \) and \( t \to a \) needs to be handled with care. For the AB model, as \( \alpha \to 1 \), the ABR derivative converges to the standard derivative only almost everywhere (everywhere except \( t = a \)), and thus the Newton–Leibniz formula at \( \alpha = 1 \) cannot be derived as a limit of the corresponding result (15) for \( \alpha < 1 \).

In this way, we can understand the apparent discrepancy between the direct inverse relationship of the ABR derivative and AB integral and the Newton–Leibniz relationship of the standard 1st-order derivative and integral. See, however, Corollary 2.2 below for a valid Newton–Leibniz relationship between the ABC derivative and the AB integral.

**Corollary 2.2.** The AB integral operators and ABR differential operators form a commutative family of differintegral operators:

\[
AB R D^\alpha_{a+} \left( ABR D^\beta_{a+} f(t) \right) = ABR D^\beta_{a+} \left( ABR D^\alpha_{a+} f(t) \right)
\]

\[
AB I^\alpha_{a+} (ABR D^\alpha_{a+} f(t)) = ABR D^\alpha_{a+} (ABR I^\alpha_{a+} f(t))
\]

\[
AB R D^\alpha_{a+} (ABR D^\alpha_{a+} f(t)) = ABR D^\alpha_{a+} (ABR D^\alpha_{a+} f(t))
\]

for \( \alpha, \beta \in (0, 1) \) and \( a, f \) satisfying the conditions from Definition 2.7.

**Proof.** For the first identity, we use equation (10) to get

\[
AB R D^\alpha_{a+} (ABR D^\beta_{a+} f(t)) = \frac{B(\beta)}{1 - \beta} \sum_{m=0}^{\infty} \frac{(-\beta)^m}{m!} RL I^\alpha_{a+} \left( B(\beta) \right)
\]

\[
= \frac{B(\alpha)}{1 - \alpha} \sum_{m,n} (-\alpha)^n (-\beta)^m RL I^{\alpha + \beta m}_{a+} f(t).
\]

This expression is symmetric in \( \alpha \) and \( \beta \) – it remains the same if these two variables are swapped – so it must be equal to \( ABR D^\beta_{a+} (ABR D^\alpha_{a+} f(t)) \), as required.
For the second identity, we use equation (13) to get
\[ AB I_{a+}^{\alpha} \left( AB I_{a+}^{\beta} f(t) \right) = \left( \frac{1 - \alpha}{B(\alpha)} + \frac{\alpha}{B(\alpha)} RL I_{a+}^{\alpha} \right) \left( \frac{1 - \beta}{B(\beta)} + \frac{\beta}{B(\beta)} RL I_{a+}^{\beta} \right) f(t), \]
which again is symmetric in \( \alpha \) and \( \beta \), since the Riemann–Liouville fractional integral operators commute (this is another consequence of Lemma 2.3 in [21]).

For the third identity, we use equations (10) and (13) together:
\[ AB R^\alpha_{a+} \left( AB I_{a+}^{\beta} f(t) \right) = \left( \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1 - \alpha} \right)^n RL I_{a+}^{\alpha n+1} f'(t) \right) \]
\[ = \left( \frac{1 - \beta}{B(\beta)} + \frac{\beta}{B(\beta)} RL I_{a+}^{\beta} \right) \left[ \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1 - \alpha} \right)^n RL I_{a+}^{\alpha n+1} f'(t) \right] \]
\[ = AB I_{a+}^{\beta} \left( AB R^\alpha_{a+} f(t) \right), \]
again using the fact that Riemann–Liouville fractional integral operators are commutative, as well as the local uniform convergence of the series in (10).

Note that both of the above corollaries could also be proved using the Laplace transform formula (11) which was established in [9]. But the advantage of the new approach, proving them directly from Theorem 2.1, is that it works for all functions \( f \) such that the AB fractional derivatives and integrals are well-defined, not just those \( f \) which have well-defined Laplace transforms. The proofs are more direct, without the need to pass back and forth between the time domain and the frequency domain.

The same method used to prove Theorem 2.1 also works to establish the following analogous result for ABC fractional derivatives.

**Theorem 2.2.** The ABC fractional derivative can be expressed as
\[ ABC D_{a+}^{\alpha} f(t) = \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1 - \alpha} \right)^n RL I_{a+}^{\alpha n+1} f'(t), \] (16)
this series converging locally uniformly in \( t \) for any \( a, \alpha, f \) satisfying the conditions from Definition 2.2.

And just as we did above for ABR derivatives, we can use this result to derive the following expression for Laplace transforms of ABC derivatives:
\[ ABC D_{a+}^{\alpha} f(s) = \frac{B(\alpha)}{1 - \alpha} \cdot \frac{s^{\alpha-1}}{s^\alpha + \frac{\alpha}{1 - \alpha}} \left( s \hat{f}(s) - f(0) \right) \] (17)
for any function \( f \) with well-defined Laplace transform \( \hat{f} \) and ABC fractional derivative \( ABC D_{a+}^{\alpha} f(t) \). This was equation (10) in [9].

The following result was already shown in [15] using Laplace transforms, but we can now prove it in a much more elementary way, with fewer required assumptions on the function \( f \), by using the series formula from Theorem 2.2.

**Corollary 2.3.** The AB fractional integral and the ABC fractional derivative satisfy the following Newton–Leibniz formula:
\[ AB I_{a+}^{\alpha} \left( ABC D_{a+}^{\alpha} f(t) \right) = f(t) - f(a), \] (18)
valid whenever \( a, \alpha, f \) satisfy the conditions from Definition 2.2.

**Proof.** By the definition (13) of the AB integral, together with the series formula (10) for the ABC derivative, we have
\[ AB I_{a+}^{\alpha} \left( ABC D_{a+}^{\alpha} f(t) \right) = \left( 1 - \frac{\alpha}{B(\alpha)} \right) \frac{ABC D_{a+}^{\alpha} f(t)}{RL I_{a+}^{\alpha} \left( ABC D_{a+}^{\alpha} f(t) \right)} \]
\[ = \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1 - \alpha} \right)^n RL I_{a+}^{\alpha n+1} f'(t) + \frac{\alpha}{1 - \alpha} RL I_{a+}^{\alpha} \left( \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1 - \alpha} \right)^n RL I_{a+}^{\alpha n+1} f'(t) \right) \]
\[ = \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1 - \alpha} \right)^n RL I_{a+}^{\alpha n+1} f'(t) - \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1 - \alpha} \right)^{n+1} RL I_{a+}^{\alpha n+1} f'(t) \]
\[ = RL I_{a+}^{1} f'(t) = f(t) - f(a), \]
by the standard Newton–Leibniz formula.
This is significant because the Newton–Leibniz formula is a required element in the derivation of a theory of fractional vector calculus [10]. Thus, knowing that a Newton–Leibniz analogue holds for ABC derivatives may enable us to construct a theory of fractional vector calculus in the AB model too.

3 Some Ordinary Differential Equations

3.1 Linear ODEs of Riemann–Liouville type

As a basic first case, consider the following simple fractional ODE:

\[ A^{BR}D_0^{\alpha} f(t) - \frac{B(\alpha)}{1-\alpha} f(t) = g(t) \]  \hspace{1cm} (19)

where \( f \) and \( g \) are Laplace-transformable functions and \( \alpha \in (0, 1) \). Taking Laplace transforms of (19), using the formula (12), yields

\[ \frac{B(s)}{1-\alpha} \left( s^{\alpha} + \frac{s^{\alpha}}{1-\alpha} \right) \hat{f}(s) - A^{BR}D_0^{\alpha} \circ RL I_0^{\alpha} f(0) - \frac{B(\alpha)}{1-\alpha} \hat{f}(s) = \hat{g}(s), \]

and therefore

\[ \frac{B(\alpha)}{1-\alpha} \left( \frac{s^{\alpha}}{s^{\alpha} + \frac{s^{\alpha}}{1-\alpha}} \right) \hat{f}(s) = \hat{g}(s) + A^{BR}D_0^{\alpha} \circ RL I_0^{\alpha} f(0). \]

Thus the Laplace-transformed solution \( \hat{f}(s) \) is given by

\[ \hat{f}(s) = \frac{(1-\alpha)^2}{B(\alpha)} \left( s^{\alpha} + \frac{s^{\alpha}}{1-\alpha} \right) \hat{h}(s), \]

where the function \( \hat{h}(s) \) is defined by

\[ \hat{h}(s) = \hat{g}(s) + A^{BR}D_0^{\alpha} \circ RL I_0^{\alpha} f(0) \]

or equivalently

\[ h(t) = g(t) + \left[ A^{BR}D_0^{\alpha} \circ RL I_0^{\alpha} f(0) \right] \delta(t). \]  \hspace{1cm} (20)

Now the Laplace transform of the Riemann–Liouville fractional derivative \( RL D_0^{\alpha} h(t) \) is \( s^{\alpha} \hat{h}(s) - RL I_0^{\alpha-\alpha} h(0) \), so the Laplace transform of \( RL D_0^{\alpha} h(t) + RL I_0^{\alpha-\alpha} h(0) \delta(t) \) is simply \( s^{\alpha} \hat{h}(s) \). Thus the unique Laplace-transformable solution to equation (19) is

\[ f(t) = \frac{(1-\alpha)^2}{B(\alpha)} \left( RL D_0^{\alpha} h(t) + RL I_0^{\alpha-\alpha} h(0) \delta(t) \right) - \frac{B(\alpha)}{1-\alpha} h(t), \]

where \( h \) is defined by (20) and therefore depends only – and linearly – on \( g \) and initial values of \( f \).

More generally, let us consider the following fractional ODE, inhomogeneous with arbitrary constant coefficients:

\[ A^{BR}D_0^{\alpha} f(t) - Af(t) = g(t) \]  \hspace{1cm} (21)

where \( f \) and \( g \) are Laplace-transformable functions, \( \alpha \in (0, 1) \), and \( A \) is a constant. Write \( k := \frac{1-\alpha}{B(\alpha)} A \) for ease of notation, so that the equation (21) becomes

\[ A^{BR}D_0^{\alpha} f(t) - \frac{B(\alpha)}{1-\alpha} kf(t) = g(t). \]

Then take Laplace transforms of this equation, using the formula (12), to get

\[ \frac{B(\alpha)}{1-\alpha} \left( \frac{s^{\alpha} - k s^{\alpha} + \frac{s^{\alpha}}{1-\alpha}}{s^{\alpha} + \frac{s^{\alpha}}{1-\alpha}} \right) \hat{f}(s) - A^{BR}D_0^{\alpha} \circ RL I_0^{\alpha} f(0) = \hat{g}(s). \]

Thus the Laplace-transformed solution \( \hat{f}(s) \) can be written as:

\[ \hat{f}(s) = \frac{1-\alpha}{B(\alpha)} \left( s^{\alpha} + \frac{s^{\alpha}}{1-\alpha} \right) \left[ (1-k)s^{\alpha} - \frac{k\alpha}{1-\alpha} \right]^{-1} \left( \frac{1-\alpha}{B(\alpha)} \left( \frac{1-k}{1-\alpha} \right) s^{\alpha} \right)^{-1} \hat{h}(s) \]

\[ = \frac{1-\alpha}{B(\alpha)} \left( \frac{1-k}{1-\alpha} \right) s^{\alpha} + \frac{k\alpha}{1-\alpha} \left( 1 - \frac{k\alpha}{1-\alpha} s^{\alpha} \right)^{-2} \hat{h}(s) \]

\[ = \frac{1-\alpha}{B(\alpha)} \left( \frac{k\alpha}{1-\alpha} s^{\alpha} + \frac{k\alpha^2}{1-\alpha} s^{2\alpha} + \ldots \right) \hat{h}(s). \]
where $h$ is defined by (20) as before.

From here, a simple way of proceeding

$$f(s) = \frac{1}{k} \left( 1 + \frac{k\alpha}{(1-k)(1-\alpha)}s^{-\alpha} + \frac{k^2\alpha^2}{(1-k)^2(1-\alpha)^2}s^{-2\alpha} + \ldots \right) A^B I_{0^+}^\alpha h(s)$$

and therefore

$$f(t) = \frac{1}{1-k} \frac{d}{dt} \int_0^t E_\alpha \left( \frac{k\alpha}{(1-k)(1-\alpha)}(t-x)^\alpha \right) A^B I_{0^+}^\alpha h(x) \, dx$$

$$= \frac{1}{1-k} A^B I_{0^+}^\alpha h(t) + \frac{1}{1-k} \frac{d}{dt} \int_0^t E_\alpha \left( \frac{k\alpha}{(1-k)(1-\alpha)}(t-x)^\alpha \right) A^B I_{0^+}^\alpha h(x) \, dx.$$  \hfill (22)

Alternatively, a slightly more interesting way of proceeding yields

$$\dot{f}(s) = \frac{1-\alpha}{(1-k)B(\alpha)} \left( 1 + \frac{\alpha}{1-\alpha} + \frac{k\alpha}{(1-k)(1-\alpha)}s^{-\alpha} + \left[ \frac{k\alpha^2}{(1-k)^2(1-\alpha)^2} + \frac{k^2\alpha^2}{(1-k)^2(1-\alpha)^2} \right]s^{-2\alpha} + \ldots \right) \dot{h}(s)$$

$$= \frac{1-\alpha}{k(1-k)B(\alpha)} \left( (k-1) \left[ 1 + \frac{\alpha}{1-\alpha} + \frac{k\alpha}{(1-k)(1-\alpha)}s^{-\alpha} + \frac{k^2\alpha^2}{(1-k)^2(1-\alpha)^2}s^{-2\alpha} + \ldots \right] \right) \dot{h}(s)$$

and therefore

$$f(t) = \frac{1-\alpha}{kB(\alpha)} \dot{h}(t) + \frac{1-\alpha}{k(1-k)B(\alpha)} \frac{d}{dt} \int_0^t E_\alpha \left( \frac{k\alpha}{(1-k)(1-\alpha)}(t-x)^\alpha \right) h(x) \, dx$$

$$= \frac{1}{A} \dot{h}(t) + \frac{1}{A(1-k)} \left[ \dot{h}(t) + \int_0^t \frac{d}{dt} E_\alpha \left( \frac{k\alpha}{(1-k)(1-\alpha)}(t-x)^\alpha \right) h(x) \, dx \right]$$

$$= \frac{k}{A(1-k)} \dot{h}(t) + \frac{1}{A(1-k)} \int_0^t \frac{d}{dt} E_\alpha \left( \frac{k\alpha}{(1-k)(1-\alpha)}(t-x)^\alpha \right) h(x) \, dx.$$  \hfill (23)

So the (equivalent) expressions (22) and (23), where the function $h$ is defined by (20), provide the unique Laplace-transformable solution to the ODE (21).

By applying this argument multiple times, we can solve any linear sequential fractional ODE of the form

$$\left( A^B D_{0^+}^\alpha - A \right) \left( A^B D_{0^+}^\beta - B \right) \cdots \left( A^B D_{0^+}^\gamma - C \right) f(t) = g(t),$$

where $g$ is a Laplace-transformable function and $\alpha, \beta, \ldots, \gamma \in (0, 1)$ and $A, B, \ldots, C$ are constants. In each case, we can construct a nested integral formula for the unique Laplace-transformable solution $f$ to the ODE (24).

**Example 3.1.** As an example application of this method, let us consider the following sequential fractional ODE:

$$A^B D_{0^+}^{1/2} \circ A^B D_{0^+}^{1/2} f(t) = f(t) + g(t),$$

where we take the normalisation function $B(\alpha)$ to be identically 1. This ODE can be rewritten as

$$\left( A^B D_{0^+}^{1/2} - 1 \right) \left( A^B D_{0^+}^{1/2} + 1 \right) f(t) = g(t),$$

which we can split into a coupled pair of ODEs as follows:

$$A^B D_{0^+}^{1/2} j(t) - j(t) = g(t);$$

$$A^B D_{0^+}^{1/2} f(t) + f(t) = j(t).$$  \hfill (26) \hfill (27)

Note that both (26) and (27) are ODEs in the form of (21). In the first case, we have $\alpha = 1/2, A = 1,$ and therefore $k = 1/2,$ so the formula (23) becomes

$$j(t) = g(t) + 2 \int_0^t \frac{d}{dt} E_{1/2}((t-x)^{1/2}) g(x) \, dx.$$
In the second case, we have \( \alpha = 1/2, A = -1 \), and therefore \( k = -1/2 \), so the formula (23) becomes

\[
f(t) = \frac{1}{3}j(t) - \frac{2}{3} \int_0^t \frac{d}{dt} E_{1/2}\left( -\frac{s}{2}(t-x)^{1/2} \right) j(x) \, dx.
\]

Thus the solution to the sequential ODE (25) is:

\[
f(t) = \frac{1}{3}g(t) + \frac{2}{3} \int_0^t \frac{d}{dt} E_{1/2}\left( (t-x)^{1/2} \right) g(x) \, dx - \frac{2}{3} \int_0^t \frac{d}{dt} E_{1/2}\left( -\frac{s}{2}(t-x)^{1/2} \right) g(x) \, dx
- \frac{2}{3} \int_0^t \frac{d}{dt} E_{1/2}\left( -\frac{s}{2}(t-x)^{1/2} \right) \left[ 2 \int_0^x \frac{d}{dx} E_{1/2}(x-y)^{1/2} \right] dy \, dx.
\]

### 3.2 Linear ODEs of Caputo type

Now let us consider the same types of ODEs but with derivatives of Caputo type instead of Riemann–Liouville type. The solution in this case runs in much the same way as before, except that now the initial values are slightly easier to deal with.

As a basic first case, let us consider the following simple fractional ODE, analogous to (19):

\[
^{ABC}D_0^\alpha f(t) - \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) = g(t)
\]

where \( f \) and \( g \) are Laplace-transformable functions and \( \alpha \in (0, 1) \). Taking Laplace transforms, we get

\[
\mathcal{L} \left\{ \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) \right\} = \frac{\mathcal{B}(\alpha)}{1-\alpha} f(s) - \mathcal{B}(\alpha) \hat{f}(s)
\]

\[
\mathcal{L} \left\{ \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) \right\} = \frac{\mathcal{B}(\alpha)}{1-\alpha} f(s) - \mathcal{B}(\alpha) \hat{f}(s)
\]

\[
\mathcal{L} \left\{ \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) \right\} = \frac{\mathcal{B}(\alpha)}{1-\alpha} f(s) - \mathcal{B}(\alpha) \hat{f}(s)
\]

\[
\mathcal{L} \left\{ \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) \right\} = \frac{\mathcal{B}(\alpha)}{1-\alpha} f(s) - \mathcal{B}(\alpha) \hat{f}(s)
\]

\[
\mathcal{L} \left\{ \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) \right\} = \frac{\mathcal{B}(\alpha)}{1-\alpha} f(s) - \mathcal{B}(\alpha) \hat{f}(s)
\]

where \( RLD \) is the Riemann–Liouville fractional derivative. So the unique Laplace-transformable solution to the ODE (23) is

\[
f(t) = \frac{\mathcal{B}(\alpha)}{1-\alpha} g(t) - \frac{\mathcal{B}(\alpha)}{1-\alpha} \frac{\mathcal{B}(\alpha)}{1-\alpha} RL D_{0+}^\alpha g(t) - \frac{\mathcal{B}(\alpha)}{1-\alpha} \frac{\mathcal{B}(\alpha)}{1-\alpha} RL D_{0+}^\alpha g(t) \delta(t) + \frac{\mathcal{B}(\alpha)}{1-\alpha} \frac{\mathcal{B}(\alpha)}{1-\alpha} t^{-\alpha} f(t).
\]

More generally, let us consider the following fractional ODE, inhomogeneous with arbitrary constant coefficients, identical to (24) except with ABC derivatives instead of ABR:

\[
^{ABC}D_0^\alpha f(t) - A f(t) = g(t)
\]

where \( f \) and \( g \) are Laplace-transformable functions, \( \alpha \in (0, 1) \), and \( A \) is a constant. Note that this is the AB equivalent of a class of fractional ODEs which has been much studied in the classical Caputo case; see for example [17]. Write \( k := \frac{\mathcal{B}(\alpha)}{\mathcal{B}(\alpha)} A \) again, so that equation (24) becomes

\[
^{ABC}D_0^\alpha f(t) - \frac{\mathcal{B}(\alpha)}{1-\alpha} k f(t) = g(t).
\]

Then take Laplace transforms of this, to get

\[
\mathcal{B}(\alpha) \left( \frac{\mathcal{B}(\alpha)}{1-\alpha} \mathcal{L} \left\{ \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) \right\} - k \mathcal{L} \left\{ \frac{\mathcal{B}(\alpha)}{1-\alpha} f(t) \right\} \right) = \hat{g}(s)
\]

and therefore

\[
\hat{f}(s) \left( (1-k)s^{\alpha - \frac{k\alpha}{1-\alpha}} - s^{\alpha - 1} f(0) \right) = \hat{g}(s).
\]
Thus the Laplace-transformed solution *f*(s) is given by

\[
\hat{f}(s) = \left( (1 - k)s^\alpha - \frac{k\alpha}{\Gamma(1 - \alpha)} \right)^{-1} \left[ \frac{1 - \alpha}{\Gamma(1 - \alpha)} g(s) + s^\alpha f(0) \right] \\
= \left( 1 - \frac{k\alpha}{(1 - k)(1 - \alpha)} s^{-\alpha} \right)^{-1} \left[ \frac{1 - \alpha}{(1 - k)\Gamma(1 - \alpha)} \left( 1 + \frac{\alpha}{1 - \alpha} s^{-\alpha} \right) g(s) + \frac{1}{(1 - k)^2} f(0) \right] \\
= \left( 1 + \frac{k\alpha}{(1 - k)(1 - \alpha)} s^{-\alpha} + \frac{k^2\alpha^2}{(1 - k)^2(1 - \alpha)^2} s^{-2\alpha} + \ldots \right) \left[ \frac{1 - \alpha}{(1 - k)\Gamma(1 - \alpha)} \left( 1 + \frac{\alpha}{1 - \alpha} s^{-\alpha} \right) g(s) + \frac{1}{(1 - k)^2} f(0) \right].
\]

Now we already know from the previous section that the inverse Laplace transform of the ***g***(s) part of the RHS is given by the (equivalent) expressions (22) and (23), except with *h* replaced by *g* in each case. And the ***f***(0) part comes to

\[
\frac{1}{1 - k} \sum_{n=0}^{\infty} \left( \frac{k\alpha}{(1 - k)(1 - \alpha)} \right)^n s^{-\alpha - 1} f(0),
\]

so its inverse Laplace transform is

\[
\frac{1}{1 - k} \sum_{n=0}^{\infty} \left( \frac{k\alpha}{(1 - k)(1 - \alpha)} \right)^n \frac{t^n}{\Gamma(n\alpha + 1)} f(0) = \frac{1}{1 - k} E_\alpha \left( \frac{k\alpha}{(1 - k)(1 - \alpha)} t^\alpha \right) f(0).
\]

Thus, using equation (23) for the ***g***(s) part, we find that the unique Laplace-transformable solution to the ODE (21) is given by

\[
f(t) = -\frac{1}{A} \hat{g}(t) + \frac{1}{A(1 - k)} \frac{d}{dt} \int_0^t E_\alpha \left( \frac{k\alpha}{(1 - k)(1 - \alpha)} (t - x)^\alpha \right) g(x) \, dx + \frac{1}{1 - k} E_\alpha \left( \frac{k\alpha}{(1 - k)(1 - \alpha)} t^\alpha \right) f(0)
\]

\[
= \frac{k}{A(1 - k)} \hat{g}(t) + \frac{1}{A(1 - k)} \int_0^t \frac{d}{dt} E_\alpha \left( \frac{k\alpha}{(1 - k)(1 - \alpha)} (t - x)^\alpha \right) g(x) \, dx + \frac{1}{1 - k} E_\alpha \left( \frac{k\alpha}{(1 - k)(1 - \alpha)} t^\alpha \right) f(0).
\]

(30)

By applying the above argument multiple times, we can solve any linear sequential fractional ODE of the form

\[
\left( \begin{array}{c}
A_{\text{ABC}} D^{\alpha}_{0+} - A \\
A_{\text{ABC}} D^{\beta}_{0+} - B \\
\vdots \\
A_{\text{ABC}} D^{\gamma}_{0+} - C
\end{array} \right) f(t) = g(t)
\]

(31)

where *g* is a Laplace-transformable function and *α*, *β*, \ldots, *γ* ∈ (0, 1) and *A*, *B*, \ldots, *C* are constants. In each case, we can construct a nested integral formula for the unique Laplace-transformable solution *f* to the ODE (31), which depends linearly on the initial condition *f*(0).

**Example 3.2.** As an example application of this method, let us consider the following sequential fractional ODE, analogous to (25) but with ABC derivatives instead of ABR:

\[
A_{\text{ABC}} D^{1/2}_{0+} \circ A_{\text{ABC}} D^{1/2}_{0+} f(t) = f(t) + g(t),
\]

(32)

where we take the normalisation function *B*(α) to be identically 1. As in Example 3.1, we can split this ODE into a coupled pair as follows:

\[
A_{\text{ABC}} D^{1/2}_{0+} j(t) - j(t) = g(t);
\]

(33)

\[
A_{\text{ABC}} D^{1/2}_{0+} f(t) + f(t) = j(t).
\]

(34)

Note that both (33) and (34) are ODEs in the form of (29). In the first case, we have *α* = 1/2, *A* = 1, and therefore *k* = 1/2, so the formula (30) becomes

\[
j(t) = g(t) + 2 \int_0^t \frac{d}{dt} E_{1/2} \left( (t - x)^{1/2} \right) g(x) \, dx + 2 E_{1/2} \left( t^{1/2} \right) j(0).
\]

In the second case, we have *α* = 1/2, *A* = -1, and therefore *k* = -1/2, so the formula (30) becomes

\[
f(t) = \frac{1}{3} j(t) - \frac{2}{3} \int_0^t \frac{d}{dt} E_{1/2} \left( - \frac{1}{2}(t - x)^{1/2} \right) j(x) \, dx + \frac{2}{3} E_{1/2} \left( - \frac{1}{3} t^{1/2} \right) f(0).
\]
So with initial conditions giving \( f(0) = j(0) = 0 \), for example, the solution to the sequential ODE (25) is:

\[
f(t) = \frac{1}{3} g(t) + \frac{2}{3} \int_{0}^{t} \frac{d}{dt} E_{1/2} \left( (t - x)^{1/2} \right) g(x) \, dx - \frac{2}{3} \int_{0}^{t} \frac{d}{dt} E_{1/2} \left( - \frac{1}{3} (t - x)^{1/2} \right) g(x) \, dx \\
- \frac{2}{3} \int_{0}^{t} \frac{d}{dt} E_{1/2} \left( - \frac{1}{3} (t - x)^{1/2} \right) \left[ 2 \int_{0}^{x} \frac{d}{dx} E_{1/2} ((x - y)^{1/2}) g(y) \, dy \right] \, dx.
\]

Thus we see that the only difference between the results for linear ODEs in the ABR model and in the ABC model is in how the initial conditions manifest themselves in the solutions.

Note that various examples of ODEs of the form (21) and (29) have already found applications in the real world, for example to electrical circuits of type RC, LC, and RL [19]. Our analysis goes beyond these to cover general ODEs of the form (24) and (31), and also some nonlinear ODEs as we are about to see.

3.3 Nonlinear ODEs by Laplace methods

Similar methods to those utilised above can also be used to solve certain special classes of nonlinear ordinary differential equations. For example, consider the following ODE, a fractional version of one of the classes of ODE considered in [4]:

\[
^ABC D_{0+}^{\alpha} f(t) - A f \ast f(t) = g(t),
\]

(35)

where \( f \) and \( g \) are Laplace-transformable functions, \( \alpha \in (0, 1) \), \( A \) is a constant, and \( \ast \) denotes the convolution operation. Taking Laplace transforms of this equation, we get:

\[
\frac{B(\alpha)}{1 - \alpha} \cdot \frac{s^{\alpha - 1}}{s^{\alpha} + \frac{A}{1 - \alpha}} \left( s \hat{f}(s) - f(0) \right) - A (\hat{f}(s))^{2} = \hat{g}(s),
\]

which can be rearranged to

\[
A (\hat{f}(s))^{2} - \frac{B(\alpha)}{1 - \alpha} \cdot \frac{s^{\alpha - 1}}{s^{\alpha} + \frac{A}{1 - \alpha}} \hat{f}(s) + \left( \hat{g}(s) + \frac{B(\alpha)}{1 - \alpha} \cdot \frac{s^{\alpha - 1}}{s^{\alpha} + \frac{A}{1 - \alpha}} f(0) \right) = 0.
\]

But this is simply a quadratic equation in \( \hat{f}(s) \), so we can solve it to find:

\[
\hat{f}(s) = \frac{\frac{B(\alpha)}{1 - \alpha} \cdot \frac{s^{\alpha - 1}}{s^{\alpha} + \frac{A}{1 - \alpha}} \pm \sqrt{\left( \frac{B(\alpha)}{1 - \alpha} \cdot \frac{s^{\alpha - 1}}{s^{\alpha} + \frac{A}{1 - \alpha}} \right)^{2} - 4 A \left( \hat{g}(s) + \frac{B(\alpha)}{1 - \alpha} \cdot \frac{s^{\alpha - 1}}{s^{\alpha} + \frac{A}{1 - \alpha}} f(0) \right)}}{2 A}.
\]

(36)

Note that the right hand side of (36) depends only on \( g(t) \) and \( f(0) \), so we can take inverse Laplace transforms to get an explicit formula for \( f(t) \).

Much the same arguments can of course be applied to the ODE (35) with the ABC derivative replaced by an ABR one, and the final result would look similar to (36) except with different dependence on the initial conditions.

As we can see, the final results are less succinct and elegant than those obtained above for linear ODEs, but this is natural since nonlinear ODEs almost always present extra difficulties as compared to the simpler linear case.

3.4 Nonlinear ODEs using the series formula

There are also some classes of nonlinear ODEs for which the series formula of Theorem 2.1 enables us to obtain a quick solution. For example, consider the following nonlinear ODE, a case of the Riccati equation, which in the classical Caputo context was considered in [16]:

\[
^ABC D_{0+}^{\alpha} f(t) = P + Q (f(t))^{2}, \quad f(0) = f_{0}
\]

(37)

We consider the possibility of a convergent series solution of the form

\[
f(t) = \sum_{k=0}^{\infty} a_{k} t^{k\alpha},
\]

(38)
whose ABC derivative can be written as follows, using the result of Theorem 2.22

\[ ABCD_{0+}^\alpha f(t) = \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n RL f_{0+}^{\alpha+1} \left( \sum_{k=1}^{\infty} a_k t^k \right) \]

\[ = B(\alpha) \sum_{n=0}^{\infty} \sum_{k=1}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \frac{a_k \Gamma(k+1)}{\Gamma((k+n)\alpha+1)} t^{(k+n)\alpha} \]

\[ = \sum_{m=1}^{\infty} \left[ \frac{B(\alpha)}{1-\alpha} \sum_{k=1}^{m} a_k \left( \frac{-\alpha}{1-\alpha} \right)^{m-k} \Gamma(k+1) \Gamma((m+1)\alpha) \right] t^{m\alpha}. \]

Meanwhile, the right hand side of [57] with the ansatz [38], is simply

\[ P + Q(f(t))^2 = P + Q \sum_{k=0}^{\infty} a_k t^k \sum_{n=0}^{\infty} a_n t^{n\alpha} = \sum_{m=0}^{\infty} \left[ P\delta_{m0} + Q \sum_{k=0}^{m} a_k a_{m-k} \right] t^{m\alpha}. \]

Thus the nonlinear Riccati equation [57] has a solution of the form [38] with the coefficients \( a_k \) defined to satisfy

\[ 0 = P + Qa_0^2, \]

\[ \frac{B(\alpha)}{1-\alpha} \sum_{k=1}^{m} a_k \left( \frac{-\alpha}{1-\alpha} \right)^{m-k} \frac{\Gamma(k+1)}{\Gamma(m+1)\alpha} = Q \sum_{k=0}^{m} a_k a_{m-k} \quad \text{for all } m > 0. \]

This identity can be used to find all the coefficients, by solving it for each value of \( m \) in turn. For \( m = 0 \), we have \( 0 = P + Qa_0^2 \), so \( a_0 = \pm \sqrt{-P/Q} \). For \( m > 0 \), we have

\[ a_m = \frac{\frac{B(\alpha)}{1-\alpha} \sum_{k=1}^{m-1} a_k \left( \frac{-\alpha}{1-\alpha} \right)^{m-k} \frac{\Gamma(k+1)}{\Gamma(m+1)\alpha} - Q \sum_{k=1}^{m-1} a_k a_{m-k}}{2Qa_0 - \frac{B(\alpha)}{1-\alpha}}. \]

Thus, the general solution of the form [38] to the Riccati equation [57] is

\[ f(t) = \sqrt{-\frac{P}{Q}} + \sum_{m=1}^{\infty} A \left( \frac{-\alpha}{1-\alpha} \right)^{m} \frac{\Gamma(k+1)}{\Gamma(m+1)\alpha} - Q \sum_{k=1}^{m-1} a_k a_{m-k} \right] t^{m\alpha}. \]

This is an extension to the AB model of the results of [10] for series solutions of the Riccati equation. Note that this simple solution was only possible because we were able to use the new series formula [10] for AB derivatives. The fractional derivative on the left hand side of the ODE became a double series to match the double series on the right hand side, and we could solve the resulting identity very directly.

4 The Semigroup Property

The semigroup property for AB fractional differintegrals is not satisfied in general. For example, taking \( B(\alpha) = 1 \) we get

\[ AB_{1/3}^{2/3} (t) = \left( t + 2 t^{1/3} \right) t = \frac{2}{3} t^{1/3} + \frac{2}{3} t^{5/3} \]

and yet

\[ AB_{1/3}^{1/3} \left( AB_{1/3}^{1/3} (t) \right) = \frac{2}{3} t^{1/3} + \frac{2}{3} t^{5/3} \]

\[ + \frac{2}{3} t^{1/3} + \frac{2}{3} t^{5/3} = \frac{4}{3} t^{1/3} + \frac{4}{3} t^{5/3} \]

- two entirely different expressions.

Can we find conditions for when the semigroup property does hold?
Thus we have a Riemann–Liouville fractional integral equation in $B$ is exactly equivalent to

$$ABR I_{0+}^{\alpha} \left( ABR I_{0+}^{\beta} f(t) \right) = g(t) = ABR I_{0+}^{\alpha+\beta} f(t)$$

is exactly equivalent to

$$ABR D_{0+}^{\beta} \left( ABR D_{0+}^{\alpha} g(t) \right) = f(t) = ABR D_{0+}^{\alpha+\beta} g(t).$$

This is good to know, because the definition of AB fractional integrals is much simpler and easier to work with than that of ABR fractional derivatives.

The semigroup property for AB fractional integrals is equivalent to the following conditions (where we use $AB I$ to denote AB fractional integrals and just $I$ to denote Riemann–Liouville fractional integrals):

$$AB I_{0+}^{\alpha} \left( AB I_{0+}^{\beta} f(t) \right) = AB I_{0+}^{\alpha+\beta} f(t)$$

$$\Leftrightarrow \left( \frac{1 - \alpha}{B(\alpha)} + \frac{\alpha}{B(\alpha)} \right)^{\alpha} \left( \frac{1 - \beta}{B(\beta)} + \frac{\beta}{B(\beta)} \right)^{\beta} f(t) = \left( \frac{1 - \alpha - \beta}{B(\alpha + \beta)} + \frac{\alpha + \beta}{B(\alpha + \beta)} \right)^{\alpha+\beta} f(t)$$

$$\Leftrightarrow \left( \frac{1 - \alpha(1 - \beta)}{B(\alpha)B(\beta)} \right) f + \frac{\alpha(1 - \beta)}{B(\alpha)B(\beta)} f + \frac{\beta(1 - \alpha)}{B(\alpha)B(\beta)} f + \frac{\alpha \beta}{B(\alpha)B(\beta)} f^{\alpha+\beta} f = 1 - \frac{1 - \alpha - \beta}{B(\alpha + \beta)} f + \frac{\alpha + \beta}{B(\alpha + \beta)} f^{\alpha+\beta} f$$

$$\Leftrightarrow \left[ \frac{\alpha \beta}{B(\alpha)B(\beta)} - \frac{\alpha + \beta}{B(\alpha + \beta)} \right] \alpha^{\alpha+\beta} f + \alpha(1 - \beta) \alpha^{\alpha} f + \beta(1 - \alpha) \beta^{\beta} f + \alpha \beta \beta^{\beta} f = 0.$$

Thus we have a Riemann–Liouville fractional integral equation in $f$ which must be satisfied in order for the AB fractional integrals of $f$ to have the semigroup property. If we assume for simplicity that the normalisation function $B$ satisfies its own semigroup property $B(\alpha)B(\beta) = B(\alpha + \beta)$, then we can simplify the condition (39) as follows:

$$\Leftrightarrow (\alpha - \alpha - \beta) f + (\alpha - \beta) \alpha f + (\beta - \beta) \beta f + \alpha \beta f = 0$$

$$\Leftrightarrow \alpha \beta \left( f^{\alpha+\beta} f - \alpha f - \beta f + f \right) + \alpha (f^{\alpha} f - f^{\alpha+\beta} f) + \beta (f^{\beta} f - f^{\alpha+\beta} f) = 0$$

$$\Leftrightarrow \alpha \beta (f - 1) f - \alpha \alpha (f^{\beta} f - 1) f + \beta f - (f^{\beta} f - 1) f = 0$$

$$\Leftrightarrow \left[ (\alpha - 1) f^{\beta} f - (\beta - 1) f^{\alpha} f \right] = f^{\alpha+\beta} f.$$

Using the composition properties of Riemann–Liouville fractional differintegrals, we can derive a necessary condition for the semigroup property in the form of a Riemann–Liouville fractional differential equation by applying $D^{\alpha+\beta} = B^{\beta} D_{0+}^{\alpha+\beta}$ to (39):

$$\Leftrightarrow \left[ \frac{1 - \alpha(1 - \beta)}{B(\alpha)B(\beta)} - \frac{1 - \alpha - \beta}{B(\alpha + \beta)} \right] \alpha^{\alpha+\beta} f + \frac{\alpha(1 - \beta)}{B(\alpha)B(\beta)} \alpha^{\alpha} f + \frac{\beta(1 - \alpha)}{B(\alpha)B(\beta)} \beta^{\beta} f + \frac{\alpha \beta}{B(\alpha)B(\beta)} \beta^{\beta} f = 0$$

$$\Leftrightarrow \left[ \frac{\alpha \beta}{B(\alpha)B(\beta)} - \frac{\alpha + \beta}{B(\alpha + \beta)} \right] f = 0.$$

Assuming that $B(\alpha)B(\beta) = B(\alpha + \beta)$, we can again rewrite this condition in a more elegant form:

$$\Leftrightarrow \alpha \beta D^{\alpha+\beta} f + \alpha(1 - \beta) D^{\alpha} f + \beta(1 - \alpha) D^{\beta} f + (\alpha \beta - \alpha - \beta) f = 0.$$

Using the methods described in [27], we can solve this fractional ODE for rational $\alpha, \beta$ by finding the roots of the indicial polynomial

$$P(x) = \alpha \beta x^{\alpha+\beta} + \alpha(1 - \beta)x^{\beta} + \beta(1 - \alpha)x^{\alpha} + (\alpha \beta - \alpha - \beta) = (\beta x^{\alpha} - \beta + 1)(\alpha x^{\beta} - \alpha + 1) - 1.$$
This equation is not going to have neat solutions in general, but in the case where \( \alpha = \beta \) things become easier. In this case, our assumption on \( B \) from earlier becomes \( B(\alpha)^2 = B(2\alpha) \) and the indicial polynomial is

\[
P(x) = \alpha^2 x^{2\alpha} + 2\alpha (1 - \alpha) x^\alpha + (\alpha^2 - 2\alpha) = \alpha^2 \left( x^{2\alpha} + \frac{2 - 2\alpha}{\alpha} x^\alpha + \frac{\alpha - 2}{\alpha} \right).
\]

Here the indicial polynomial is relatively easy to solve, and we can use its roots to construct a solution \( f \) to the fractional ODE (40) in the form of a linear combination of incomplete gamma functions.

**Example 4.1.** For example, let us consider the simplest case, that in which \( \alpha = \beta = \frac{1}{q} \) for some natural number \( q > 2 \). Here we have

\[
P'(x) = 2\alpha(ax - \alpha + 1), \quad P'(1) = 2\alpha, \quad P\left(\frac{2 - \alpha}{\alpha}\right) = -2\alpha
\]

and by \[27\] the solution to the fractional ODE (40) is

\[
f(t) = \frac{1}{2\alpha} \sum_{k=0}^{q-1} E_t(-\alpha, 1) - \frac{1}{2\alpha} \sum_{k=0}^{q-1} \left( \frac{\alpha - 2}{\alpha} \right)^{q-k-1} E_t(-\alpha, \frac{\alpha - 2}{\alpha})
\]

where \( E \) in this case is the relative of the Mittag-Leffler function defined by

\[
E_t(a, \alpha) = \sum_{n=0}^{\infty} \frac{(at)^n}{\Gamma(n\alpha + 1)}.
\]

So the function \( f \) defined by (41) is the only function satisfying the semigroup property

\[
ABR \int_0^a \left( ABR \int_0^a f(t) \right) = ABR \int_0^a f(t)
\]

where \( \alpha = \frac{1}{q} \), \( q > 2 \) is a natural number, and \( B \) satisfies \( B(\alpha)^2 = B(2\alpha) \).

## 5 The Product Rule

Among other results \[30, 31, 32\] on RL differintegrals, Osler proved \[28\] that the product rule can be generalised to the following identity for Riemann–Liouville fractional differintegrals:

\[
RL D_\alpha^a (u(t)v(t)) = \sum_{n=0}^{\infty} \binom{\alpha}{n} RL D_\alpha^{\alpha-n} u(t) RL D_\alpha^n v(t) \quad \forall \alpha \in \mathbb{C}, t \in \mathbb{R} \setminus \{a\}
\]

where \( u(t), v(t), \) and \( u(t)v(t) \) are all functions in the form \( t^\lambda \eta(t) \) with \( \text{Re}(\lambda) > -1 \) and \( \eta \) analytic on a domain \( \mathbb{R} \subset \mathbb{C} \) containing \( a \). Note that \( \text{Re}(\alpha) \) can be either positive or negative, so this identity covers fractional integrals as well as derivatives. Thus for \( \alpha > 0 \) we have

\[
RL I_\alpha^{a+n} u(t)v(t)) = \sum_{n=0}^{\infty} \binom{-\alpha}{n} RL I_\alpha^{a+n} u(t) \frac{d^n v}{dt^n}.
\]

which we can use to prove a corresponding identity for ABR fractional derivatives. For any \( \alpha \in (0, 1) \) and \( u, v \) as above,

\[
ABR D_\alpha^a (u(t)v(t)) = \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n RL I_\alpha^{a+n} u(t)v(t))
\]

\[
= \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \left( \frac{-n\alpha}{m} \right) \frac{d^m u}{dt^m} \left( \frac{-n\alpha}{m} \right) RL I_\alpha^{a+n} u(t)v(t))
\]

\[
= \sum_{m=0}^{\infty} \frac{d^m v}{dt^m} \left[ \frac{B(\alpha)}{1-\alpha} \sum_{n=0}^{\infty} \left( \frac{-\alpha}{1-\alpha} \right)^n \frac{-n\alpha}{m} \frac{d^m u}{dt^m} \left( \frac{-n\alpha}{m} \right) RL I_\alpha^{a+n} u(t)v(t)) \right].
\]

Note that when \( m = 0 \), the term in square brackets is exactly \( ABR D_\alpha^a u(t) \).

In order to prove rigorously that the double series in (44) converges, we shall express it as the sum of a finite series and a remainder term, and then prove that the remainder term tends to zero. Specifically, we start from the following formula, equation (2.199) in \[31\]:

\[
RL D_\alpha^a (u(t)v(t)) = \sum_{n=0}^{N} \binom{\alpha}{n} RL D_\alpha^{\alpha-n} u(t) RL D_\alpha^n v(t) - R_N^a (t),
\]
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valid for $\alpha \in \mathbb{R}, n \geq \alpha + 1, u \in C[a, t], v \in C^{N+1}[a, t]$, where the remainder term $R_N^\alpha(t)$ is defined by
\[
R_N^\alpha(t) = \frac{1}{N! \Gamma(-\alpha)} \int_a^t (t - \tau)^{-\alpha - 1} u(\tau) \left[ \int_\tau^t v^{(N+1)}(\xi) (\tau - \xi)^N \, d\xi \right] \, d\tau.
\]
Applying (45) with $\alpha$ replaced by $-n\alpha$ for $n \in \mathbb{N}$, we find
\[
\frac{\partial^{\alpha} I_{a+}^\alpha}{\partial t^\alpha} (u(t)v(t)) = \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^\infty \left( -\frac{\alpha}{1 - \alpha} \right)^n \frac{R_L I_{a+}^{\alpha n}}{n!} (u(t)v(t))
\]
\[
= \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^\infty \left( -\frac{\alpha}{1 - \alpha} \right)^n \frac{R_L D_{a+}^{\alpha n} u(t)}{n!} (R_L D_{a+}^{\alpha n} v(t) - R_{N}^{\alpha n}(t))
\]
where the interchange of summations is valid because by Theorem 2.1 we know that the sum over $n$ converges locally uniformly whenever the relevant ABR derivative is well-defined. So in order to establish the convergence of the outer series in (44), it will suffice to prove that
\[
\lim_{N \to \infty} \sum_{n=0}^\infty R_{N}^{\alpha n}(t) = 0
\]
for $\phi \in C^\infty[a, t]$. And this can be proven by almost exactly the same argument as in [34]. Equation (2.201) from there gives
\[
R_{N}^{\alpha n}(t) = \frac{(-1)^N(t - a)^{N+\alpha + 1}}{N! \Gamma(\alpha)} \int_0^1 \int_0^1 u(a + \eta(t - a)) v^{(N+1)}(a + (t - a)(\zeta + \eta - \zeta \eta)) \, d\eta \, d\zeta,
\]
so
\[
\sum_{n=0}^\infty R_{N}^{\alpha n}(t) = \frac{(-1)^N(t - a)^{N+2}}{N!} \frac{d}{dt} \left( E_\alpha((t - a)^\alpha) \right) \times
\]
\[
\int_0^1 \int_0^1 u(a + \eta(t - a)) v^{(N+1)}(a + (t - a)(\zeta + \eta - \zeta \eta)) \, d\eta \, d\zeta,
\]
which converges to 0 as $N \to \infty$, as required. Note that in order to derive the final expression, we used the fact that
\[
\sum_{n=0}^\infty \frac{t^{-\alpha n}}{\Gamma(\alpha n + 1)} = -\sum_{n=0}^\infty \frac{\alpha t^{-\alpha n}}{\Gamma(\alpha n + 1)} = -t \frac{d}{dt} \left( \sum_{n=0}^\infty \frac{t^{-\alpha n}}{\Gamma(\alpha n + 1)} \right) = -t \frac{d}{dt} E_\alpha(t^{-\alpha}).
\]
Thus (44) is valid as a generalisation of the Leibniz rule to ABR fractional derivatives.

**Example 5.1.** As an example to verify this new result, let us take $u(t) = t^2$ and $v(t) = t$ with $a = 0$. Then the right-hand side of (44) becomes
\[
\sum_{n=0}^{1} \frac{d^n}{dt^n} \int_{a}^{t} \left[ \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^{\infty} \left( -\frac{\alpha}{1 - \alpha} \right)^n \frac{2}{\Gamma(3 + \alpha n)} (t^2)^{2 + \alpha n} \right] + \left[ \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^{\infty} \left( -\frac{\alpha}{1 - \alpha} \right)^n \frac{2}{\Gamma(4 + \alpha n)} (t^3)^{3 + \alpha n} \right] = \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^{\infty} \left( -\frac{\alpha}{1 - \alpha} \right)^n \frac{R_L I_{a+}^{\alpha n}}{n!} (t^3) = ABR D_{a+}^{\alpha} (t^3),
\]
exactly as expected.
The product rule is an extremely important result to examine in any new model of fractional calculus. As was pointed out by Tarasov [41], the Leibniz rule plays a crucial role in fractional calculus and its applications, to the extent that it can be used as a test for the validity of a given model.

Furthermore, having an analogue of the product rule enables us to greatly extend the number of functions whose fractional derivatives can be easily calculated. We now have a formula which can be used to compute AB derivatives of anything which can be expressed as a product of two or more functions whose AB derivatives are already known—thus expanding the space of functions on which we can easily do calculations. The expression (44) is admittedly cumbersome, but this is a common problem with fractional generalisations of results from calculus (we see it also in the classical result (42)), and it is still computationally manageable.

6 THE CHAIN RULE

6.1 Deriving the chain rule

Osler also generalised the chain rule to the following identity for fractional Riemann–Liouville differintegrals of composite functions [29]:

\[
\begin{align*}
RL D^\alpha_{a+} f(g(t)) &= \frac{(t-a)^{-\alpha}}{\Gamma(1-\alpha)} f(g(t)) + \sum_{n=1}^{\infty} \binom{\alpha}{n} \frac{(t-a)^{n+\alpha}}{\Gamma(n+\alpha+1)} \sum_{k=1}^{n} \frac{d^k f(g(t))}{dg(t)^k} \sum_{(P_1, \ldots, P_n)} \left[ \prod_{i=1}^{n} \frac{i}{P_i(t)^{i+1}} \left( \frac{d^i g(t)}{dt^i} \right)^{P_i} \right] \\
\end{align*}
\]

(47)

for all \( t, \alpha, a \in \mathbb{C} \), where \( g \) is smooth and \( f(g(t)) \) is a function of the form \( t^\lambda g(t) \) with \( \text{Re}(\lambda) > -1 \) and \( \eta \) analytic on a domain \( R \subset \mathbb{C} \) containing \( a \), and the final sum is over all \( n \)-tuples \( (P_1, \ldots, P_n) \) of non-negative integers such that \( \sum_i P_i = k \) and \( \sum_i iP_i = n \). Note that again this identity covers fractional integrals as well as derivatives, so we can use it to get a corresponding identity for ABR fractional derivatives. For \( \alpha \in (0, 1) \) and any \( f, g \) as above such that \( f(g(t)) \) is an \( L^1 \) function,

\[
ABR D^\alpha_{a+} f(g(t)) = B(\alpha) \sum_{m=0}^{\infty} \binom{-\alpha}{1}^m RL D^m_{a+} f(g(t))
\]

\[
= B(\alpha) \sum_{m=0}^{\infty} \binom{-\alpha}{1}^m \frac{(t-a)^{m+\alpha}}{\Gamma(m\alpha+1)} f(g(t)) + \sum_{n=1}^{\infty} \binom{-\alpha}{n} \frac{(t-a)^{n+\alpha}}{\Gamma(n+\alpha+1)} \sum_{k=1}^{n} \frac{d^k f(g(t))}{dg(t)^k} \sum_{(P_1, \ldots, P_n)} \left[ \prod_{i=1}^{n} \frac{i}{P_i(t)^{i+1}} \left( \frac{d^i g(t)}{dt^i} \right)^{P_i} \right] \\
\]

(48)

where the series in (47) are convergent by the proof in [29] and the outer series in (48) is locally uniformly convergent by Theorem 2.1 therefore the sums can be interchanged and the result is a well-defined convergent series.

**Example 6.1.** As an example to verify this new identity, let us take \( a = 0 \) and \( g(t) = e^t \) and \( f(t) = t^2 \) so that \( f(g(t)) = e^{2t} \). Then the \( k \)th derivative of \( f(g(t)) \) with respect to \( g(t) \) is \( 2e^t \) if \( k = 1, 2 \) and \( 0 \) if \( k > 2 \). For \( k = 1, 2 \), we must have \( P_1, \ldots, P_n = (0, \ldots, 0, 1) \) and therefore

\[
\prod_{i=1}^{n} \frac{i}{P_i(t)^{i+1}} \left( \frac{d^i g(t)}{dt^i} \right)^{P_i} = \prod_{i=1}^{n} \frac{i}{(1)!^{i+1}} (e^t)^i = e^t.
\]

For \( k = 2 \), we must have either \( P_j = P_{n-j} = 1 \) for some \( j \neq \frac{n}{2} \) and all other \( P_i = 0 \) or (if \( n \) is even) \( P_{n/2} = 2 \) and all other \( P_i = 0 \). In the first case,

\[
\prod_{i=1}^{n} \frac{i}{P_i(t)^{i+1}} \left( \frac{d^i g(t)}{dt^i} \right)^{P_i} = \prod_{i=1}^{n} \frac{i}{(1)!^{i+1}} (e^t)^i = \left( \frac{n}{2} \right) e^{2t}
\]

while in the second case,

\[
\prod_{i=1}^{n} \frac{i}{P_i(t)^{i+1}} \left( \frac{d^i g(t)}{dt^i} \right)^{P_i} = \prod_{i=1}^{n} \frac{i}{2(1)!^{i+1}} (e^t)^i = \frac{1}{2} \left( \frac{n}{2} \right) e^{2t}.
\]
So the right-hand side of \[13\] becomes

\[
B(\alpha) \left[ E_a \left( \frac{\alpha}{1-\alpha} a^\alpha \right) e^{2t} + \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \left( \frac{\alpha}{1-\alpha} \right)^m \left( \frac{-ma}{n} \right) \Gamma(n + ma + 1) \left( 2e^t \right)^n + \sum_{j=1}^{[n/2]} \binom{n}{j} e^{2t} + \left( \frac{n}{n/2} \right) e^{2t} \right],
\]

where the last term is present only if \( n \) is even. This simplifies to

\[
= B(\alpha) \left[ \frac{E_a \left( \frac{\alpha}{1-\alpha} a^\alpha \right) e^{2t}}{1-\alpha} + \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \left( \frac{\alpha}{1-\alpha} \right)^m \left( \frac{-ma}{n} \right) \Gamma(n + ma + 1) \sum_{j=0}^{n} \binom{n}{j} e^{2t} \right]
\]

\[
= \frac{B(\alpha)}{1-\alpha} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \left( \frac{\alpha}{1-\alpha} \right)^m \left( \frac{-ma}{n} \right) \Gamma(n + ma + 1) \sum_{j=0}^{n} \binom{n}{j} e^{2t}
\]

which is exactly the formula for \( AB \), since the Riemann–Liouville integrals of the exponential function are given by \( RL \).

Once again, being able to use the chain rule enables a big extension to the class of functions with easily computable fractional derivatives. With the results of this and the previous section, we can now explicitly compute AB derivatives of anything which can be derived by multiplication and composition from two or more functions with already known AB derivatives. So once more we have expanded the space of functions on which it is easy to perform calculations with AB derivatives. The expression \[13\] is even more cumbersome than \[14\], but as before it is still feasible to compute.

### 6.2 An application to fractional mechanics

In the following section we present a physical application of our results and series representation of AB derivatives. The idea is to show how the expression of the chain rule proved above plays a vital role in writing down the Euler-Lagrange equations of two Lagrangians which differ by a total time-like derivative. From the classical viewpoint these Lagrangians are equivalent, but when we fractionalise the classical Lagrangians this property is lost.

In \[11\] the authors used the series expression of the chain rule for Riemann-Liouville fractional derivatives \[14\] in order to propose a Lagrangian and Hamiltonian representation as a 1+1 field theory. Their starting point was the following expression:

\[
L'_I = L_I(q^\rho(t), D_a^\rho q^\rho(t)) + D_a^\rho F(q^\rho(t)), \quad \rho = 1, \ldots, n
\]  

(49)

In our case, the representation of the AB and ABC derivatives as series, together with the form \[13\] of the chain rule from the previous subsection, lead us to a generalized version of the results reported in \[11\] which are valid now on a bigger domain. Our analogue of \[13\] is

\[
L'_f = L_f(p^\gamma(t), AB(a)^\rho(p^\gamma(t))) + AB(a)^\rho G(p^\gamma(t)), \quad \gamma = 1, \ldots, n,
\]  

(50)

and again we need the chain rule – in this case, equation \[13\] – in order to evaluate the final term:

\[
L'_f = L_f(p^\gamma(t), AB(a)^\rho p^\gamma(t)) + \frac{B(\alpha)}{1-\alpha} \left[ E_a \left( \frac{\alpha}{1-\alpha} (t - a)^\alpha \right) G(p^\gamma(t)) + \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \left( \frac{\alpha}{1-\alpha} \right)^m \left( \frac{-ma}{n} \right) \Gamma(n + ma + 1) \sum_{k=1}^{n} \frac{d^k G(p^\gamma(t))}{dp^\gamma(t)^k} \sum_{P_1, \ldots, P_n} \left[ \prod_{i=1}^{n} \frac{p_i(p^\gamma(t))}{P_i(t)^{P_i}} \right] \right].
\]

Note that this expression involves infinitely many derivatives of \( p(t) \), giving a non-local theory which will give rise to interesting new Euler-Lagrange equations and Hamiltonian constructions. More precisely, we can say that the dynamical variable \( p(t) \) is given by a 1+1 dimensional field \( \mathcal{Q}(x, t) \) fulfilling the following chirality condition \[11\] \[13\]:

\[
\frac{dQ(x, t)}{dt} = \partial_x Q(x, t).
\]

Thus, the results reported in our paper can lead to a new fractional mechanics.
7 Conclusions

In this paper, we have considered various properties of differintegration and fractional differintegration and how they extend to the case where our fractional derivatives are defined using a Mittag-Leffler kernel. These results can be seen as a continuation of the work of [9] – in which, after the definition of fractional derivatives with Mittag-Leffler kernel was established, results on Laplace transforms and Lipschitz-type bounds for such derivatives were proved – and a parallel development alongside e.g. [2] and [15], working on building the fundamental theory of the AB model of fractional calculus and establishing results which can be used later in more advanced study and applications.

First of all, in section 2, we established a new formula for these derivatives, both those of ABR type and those of ABC type. This formula is in the form of an infinite series of Riemann–Liouville fractional integrals, and is in some contexts easier to handle than the original formula established in [9], since it no longer necessitates dealing with the transcendental Mittag-Leffler function. In our opinion, the new series formula gives a deeper connection to the non-locality properties which are so important in fractional calculus, and it opens new gates for studying non-locality phenomena in fractional variational principles and control theory. We frequently used this new formula in proving the later results of this paper.

In section 3, we constructed solutions for certain classes of fractional ordinary differential equations, both of Riemann–Liouville type and of Caputo type. Although the differential equations considered are all relatively simple, these results provide a window into the broader field of differential equations defined using fractional derivatives with Mittag-Leffler kernel, and they may be extended later on. Differential equations in the AB model have already found applications in e.g. diffusion processes [9] and electrical circuits [19], so methods to solve them analytically will surely come in useful.

In section 4, we found conditions for the semigroup property – one of the most important things to consider in any definition of fractional derivatives and integrals – to hold with the new definition involving Mittag-Leffler kernels, and established the perhaps surprising result that it almost never holds under this definition.

In sections 5 and 6, we used the new series formulae established in section 1 to prove extensions of the product rule and chain rule to the new scenario. This worked more or less exactly as expected – albeit resulting in more complicated product and chain rule formulae than the original, but this is only to be expected in fractional calculus. These results, like the new series formula of section 2, will be useful for numerical computation of the AB derivatives of many specific functions. We also demonstrated how the chain rule has direct applications in fractional dynamical systems, and how we can use it to construct a new fractional mechanics.

All of these results, rigorously proved for all functions which are differentiable according to the new definition, form part of the foundations for the theory of AB differintegrals. They may be used in proving many later results in this field, and for solving more advanced differential equations defined using the AB formula.

One possible direction in which to generalise the results of this paper is by looking at higher-order derivatives, the case where $\alpha > 1$. The original publication [2] which introduced the AB definition of differintegration only defined it for $0 < \alpha < 1$, but in the year since then, generalisations to $\alpha > 1$ have been considered, see e.g. [3]. It would be interesting to see how the theorems proved above can be extended to these cases, and this should be possible since the higher-order derivatives are defined simply by combining standard differentiation and integration with Definitions 2.1 and 2.2.

Another direction in which we would like to extend is to consider more complicated differential equations than those solved thus far, with the hope of finding exact analytic solutions if possible.

Acknowledgements

The second author’s research was supported by a grant from the Engineering and Physical Sciences Research Council, UK.

References

[1] Abdeljawad T, Baleanu D. Discrete fractional differences with nonsingular discrete Mittag-Leffler kernels. Adv Difference Equations 2016;232.
[2] Abdeljawad T, Baleanu D. Integration by parts and its applications of a new nonlocal fractional derivative with Mittag-Leffler nonsingular kernel. J Nonlinear Sci Appl 2017;10(3):1098–107.

[3] Abdeljawad T. A Lyapunov type inequality for fractional operators with nonsingular Mittag-Leffler kernel. J Inequal Appl 2017:130.

[4] Adomian G, Rach R. On the Solution of Nonlinear Differential Equations with Convolution Product Nonlinearities. J Math Anal Appl 1986;114:171–175.

[5] Alkahtani BST. Chua’s circuit model with Atangana–Baleanu derivative with fractional order. Chaos, Solitons, Fractals 2016;89:547–551.

[6] Al-Refai M, Luchko Y. Maximum principle for the fractional diffusion equations with the Riemann–Liouville fractional derivative and its applications. Frac Calc Appl Anal 2014;17(2):483–498.

[7] Al-Salti N, Karimov E, Sadarangani K. On a Differential Equation with Caputo-Fabrizio Fractional Derivative of Order $1 < \beta \leq 2$ and Application to Mass-Spring-Damper System. Progr Fract Differ Appl 2016;2(4):257–263.

[8] Atanackovic TM, Pilipovic S, Stankovic B, Zorica D. Fractional Calculus with Applications in Mechanics. London: John Wiley & Sons; 2014.

[9] Atangana A, Baleanu D. New fractional derivatives with nonlocal and non-singular kernel: theory and application to heat transfer model. Therm Sci 2016;20(2):763–9.

[10] Baleanu D, Diethelm K, Scalas E, Trujillo JJ. Fractional Calculus: Models and Numerical Methods. Singapore: World Scientific Publishing; 2012.

[11] Baleanu D, Muslih SI, Rabei EM. On fractional Euler–Lagrange and Hamilton equations and the fractional generalization of total time derivative. Nonlinear Dynam 2008;53:67–74.

[12] Bazhlekovova E, Bazhlekov I. Viscoelastic flows with fractional derivative models: Computational approach by convolutional calculus of Dimovski. Frac Calc Appl Anal 2014;17(4):954–976.

[13] Bering K. A Note on Non-Locality and Ostrogradski’s Construction. arXiv 2000; hep-th/0007192.

[14] Caputo M, Fabrizio M. A new Definition of Fractional Derivative without Singular Kernel. Progr Fract Differ Appl 2015;1(2):73–85.

[15] Djida JD, Atangana A, Area I. Numerical Computation of a Fractional Derivative with Non-Local and Non-Singular Kernel. Math Model Nat Phenom 2017;12(3):4–13.

[16] Elsaid A, Abdel Latif MS, Kamal FM. Series solution for fractional Riccati differential equation and its convergence. J Frac Calc Appl 2015;6(2):186–196.

[17] Garrappa R, Popolizio M. Exponential Quadrature Rules for Linear Fractional Differential Equations. Mediterr J Math 2015;12:219–244.

[18] Gómez-Aguilar JF. Irving–Mullineux oscillator via fractional derivatives with Mittag–Leffler kernel. Chaos, Solitons, Fractals 2017;95:179–186.

[19] Gómez-Aguilar JF, Atangana A, Morales-Delgado VF. Electrical circuits RC, LC, and RL described by Atangana–Baleanu fractional derivatives. Int J Circ Theor Appl 2017.

[20] Hristov J. Transient heat diffusion with a non-singular fading memory. Therm Sci 2016;20(2):757–762.

[21] Kilbas AA, Srivastava HM, Trujillo JJ. Theory and Applications of Fractional Differential Equations. Amsterdam: Elsevier; 2006.

[22] Liu Z, Li X. Approximate controllability of fractional evolution systems with Riemann–Liouville fractional derivatives. SIAM J Control Optim 2015;53(4):1920–1933.

[23] Lorenzo CF, Hartley TT. Initialization of Fractional-Order Operators and Fractional Differential Equations. ASME J Comput Nonlinear Dyn 2008;3(2):021101–021101-9.
[24] Magin RL. Fractional Calculus in Bioengineering. Connecticut: Begell House Publishers; 2006.
[25] Mainardi F. Fractional Calculus and Waves in Linear Viscoelasticity. London: Imperial College Press; 2010.
[26] Mathai AM, Haudold HJ. Special Functions for Applied Scientists. New York: Springer, 2008.
[27] Miller KS, Ross B. An Introduction to the Fractional Calculus and Fractional Differential Equations. New York: Wiley; 1993.
[28] Osler TJ. Leibniz rule for fractional derivatives generalised and an application to infinite series. SIAM J Appl Math 1970;18:658–74.
[29] Osler TJ. The fractional derivative of a composite function. SIAM J Math Anal 1970;1:288–93.
[30] Osler TJ. Fractional derivatives and Leibniz rule. Amer Math Monthly 1971;78:645–9.
[31] Osler TJ. The integral analog of the Leibniz rule. Math Comp 1972;26:903–915.
[32] Osler TJ. An integral analogue of Taylor’s series and its use in computing Fourier transforms. Math Comp 1972;26:449–460.
[33] Petras I. Fractional-Order Nonlinear Systems: Modeling, Analysis and Simulation. Berlin: Springer-Verlag; 2011.
[34] Podlubny I. Fractional Differential Equations. San Diego: Academic Press; 1999.
[35] Povstenko Y. Fractional Thermoelasticity. Encyc Therm Stresses 2014;6: 1778-1787.
[36] Pskhu AV. On the Theory of the Continual Integro-Differentiation Operator. Differ Equ 2004;40(1):128–136.
[37] Razminia A, Baleanu D. Fractional Order Models of Industrial Pneumatic Controllers. Abstract Appl Anal 2014; Article ID 871614.
[38] Samko SG, Kilbas AA, Marichev OI. Fractional Integrals and Derivatives: Theory and Applications. London: Taylor & Francis; 2002. [Original work in Russian; Minsk: Nauka i Tekhnika; 1987].
[39] Sousa E, Li C. A weighted finite difference method for the fractional diffusion equation based on the Riemann–Liouville derivative. App Numer Math 2015;90:22–37.
[40] Tarasov VE. Fractional vector calculus and fractional Maxwells equations. Ann Phys 2008;323(11):2756–2778.
[41] Tarasov VE. No violation of the Leibniz rule; No fractional derivative. Commun Nonlinear Sci Numer Simulat 2013;18:2945–2948.
[42] Trigeassou JC, Maamri N. Initial conditions and initialization of linear fractional differential equations. Signal Processing 2011;91(3):427–436.
[43] Trigeassou JC, Maamri N, Sabatier J, Oustaloup A. State variables and transients of fractional order differential systems. Comput Math Appl 2012;64(10):3117–3140
[44] Trigeassou JC, Maamri N, Oustaloup A. The infinite state approach: Origin and necessity. Comput Math Appl 2013;66(5):892–907.
[45] Valério D, Machado J, Kiryakova V. Some pioneers of the applications of fractional calculus. Frac Calc Appl Anal 2014;17(2):552–578.
[46] Yu B, Jiang X, Qi H. An inverse problem to estimate an unknown order of a Riemann–Liouville fractional derivative for a fractional Stokes first problem for a heated generalized second grade fluid. Acta Mech Sinica 2015;31(2):153–161.