NUMERICAL ASPECTS OF THE SECONDARY MAGNETIC FIELD MAPPING IN MAGNETIC INDUCTION TOMOGRAPHY
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Abstract. Magnetic Induction Tomography (MIT) belongs to the noncontact electromagnetic imaging techniques. This paper focuses on determination of a secondary magnetic field map calculated with the help of the Biot-Savart law around the low-conductivity object. The inclusions of various shapes and different electrical conductivities values and two measurement planes are considered. In each case the objects’ single maximal cell volume with assumed uniform eddy current density has been determined. In order to keep the relative error below 1% the object should be divided in most cases into elements with maximal cell volume equal to 0.244 mm$^3$ for $yz$–plane, and 0.03 mm$^3$ for $xy$–plane.
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NUMERYCZNE ASPEKTY ODWZOROWANIA WTÓRNEGO POLA MAGNETYCZNEGO W MAGNETYCZNEJ TOMOGRAFII INDUKCYJNEJ

Streszczenie. Magnetyczna Tomografia Indukcyjna (MIT) należy do bezkontaktowych, elektromagnetycznych technik obrazowania. Artykuł skupia się na wyznaczaniu mapy wtórnego pola magnetycznego obliczonego za pomocą prawa Biota-Savarta wokół obiektu słabo przewodzącego. Przeanalizowano wtracenia o różnym kształcie i różnej wartości konduktywności elektrycznej oraz dwie płaszczyzny pomiarowe. W każdym przypadku została wyznaczona maksymalna objętość pojedynczej komórki obiektu z założoną stałą wartością gęstości prądu. W celu uzyskania blędu względem poniższej 1% obiekt powinien zostać podzielony w większości przypadków na elementy z maksymalną objętością równą 0,244 mm$^3$ dla płaszczyzny $yz$ oraz 0,03 mm$^3$ dla płaszczyzny $xy$.

Słowa kluczowe: magnetyczna tomografia indukcyjna, prądy wirowe, zagadnienie proste, konduktywność elektryczna

Introduction

Magnetic Induction Tomography (MIT) belongs to the noncontact electromagnetic imaging techniques. The purpose of these methods is a determination of electrical conductivity and permittivity distribution inside the object under test. However, most studies to date have concentrated on imaging the conductivity. In case of low-conductivity objects the MIT system must be designed very carefully, and in order to assure the highest MIT resolution, further research needs to be continued [1, 3].

MIT setup can be configured in many different ways. Typically, it operates by injecting a primary time-varying magnetic field, generated by an exciter (a single coil or a given spatial arrangement of coils), into the object being tested. This magnetic field induces eddy currents in the object which in turn produce a secondary magnetic field sensed by an array of detecting coils placed near the conductive body surface. The secondary magnetic field contains information about the spatial distribution in the region of interest of the electrical conductivity. The MIT system which has been developed at the West Pomeranian University of Technology, Szczecin, Poland consists of one exciter (schematically shown in Fig. 1) and receivers. The excitation unit uses a coil, ferromagnetic core and conducting shield. The magnetically permeable core, located at the centre of the screen, is capable of concentrating the primary magnetic field lines and can increase the magnetic field intensity of the coil. The aim of the conducting shield is to protect the primary magnetic field from scatter and to concentrate it in a given region in the testing object [5–7].

In simulations, the modeling of MIT process involves two main parts. First, the so-called forward problem is calculated, which consists of two steps. At the beginning, the eddy current density distribution inside the object under test is calculated. Next, the process of the secondary magnetic flux density vector determination takes place. The proper evaluation of the secondary magnetic field is essential in order to solve the second, final part (called the inverse problem) of the whole MIT procedure [3, 4].

In [6] the fast calculation procedure allowing the determination of the eddy current density distribution for the complex 3D geometries has been provided. The current paper is a continuation of the previous research and treats in a quantitative way the possibility of the secondary magnetic field calculations from an assumed discretization level of the object under test with low-conductivity inclusions. In this article we analyse various objects’ types, different inclusions with various electrical conductivities’ values and two measurement planes. In all cases the objects’ maximal cell volume with assumed uniform eddy current density have been determined.

![Fig. 1. The exciter scheme developed at the West Pomeranian University Technology](image)

1. Methodology

The MIT forward problem is a classical eddy current problem, which can be analysed using Maxwell’s equations. The electric field $E$ inside the object can be expressed as [1]:

$$ E = -j\omega A - \nabla \Phi $$

where: $\omega$ – radial frequency, $A$ – the magnetic vector potential, $\Phi$ – the electric scalar potential.

The continuity equation inside the low-conductivity object, under the assumption that the displacement current is negligible compared to the conduction current can be written as [1]:

$$ \nabla \cdot (\sigma \nabla \Phi) = - j \sigma A_p \cdot \nabla \sigma $$

where: $\sigma$ – electrical conductivity.

Assuming that the real part of the electric scalar potential is equal to zero and the secondary field does not change the primary field, equation (2) can be rewritten as:

$$ \nabla \cdot (\sigma \nabla \Phi) = - j \sigma A_p \cdot \nabla \sigma $$

where: $\Phi_i$ is the imaginary part of the electric scalar potential, $A_p$ – the primary magnetic vector potential.

The current continuity condition for two different media of conductivities $\sigma_1$ and $\sigma_2$ can be expressed as:

$$ \sigma_1 \left[ \frac{\partial \Phi_i}{\partial r} + j \omega A_{n1} \right] = \sigma_2 \left[ \frac{\partial \Phi_i}{\partial r} + j \omega A_{n2} \right] $$

where: $A_{n1}$ is the normal component of the primary magnetic vector potential and $n$ – the normal direction [2, 3, 7].
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If \( \sigma_2 = 0 \) one can obtain the boundary condition on the object boundary:
\[
\frac{\partial \Phi}{\partial n} = -\alpha A_{\text{m}}
\] (5)

The induced current density in the conductive object is calculated using the Ohm’s law:
\[
J = \sigma E = -j\sigma(\alpha A_{\text{p}} + \nabla \Phi)
\] (6)

Figure 2 shows an exemplary discretized object with assumed uniform current density \( J^{\text{m}} \) in each cell (i.e. element in the shape of rectangular prism). It is stated that in the first case magnetic field measurement points are in \( \gamma z \) – plane (grid consists of \( 21 \times 21 \) points), which is located on the opposite side of the object than the excitation unit. In the second case magnetic field measurement points are in \( \gamma y \) – plane (here grid consists of \( 11 \times 11 \) points) and is located over the testing object.

![Fig. 2. The exemplary discretized object (discretization: 3 – in the direction of the x axis, 30 – in y axis, 5 – in z axis) with inclusions into total 450 elements in the shape of rectangular prisms with assumed uniform current density.](image)

The simulations have been carried out with COMSOL Multiphysics 5.1 and Matlab. The magnetic field of the exciter is computed in the axisymmetric finite element model (using Magnetic Field Module). In this case only one, angular component of magnetic potential vector exists, i.e. \( A = A_{\theta} r, z A_p \). The values of \( A_p \) are converted into \( A_\theta \), and \( A_z \) in three dimensional Cartesian coordinate system. The boundary conditions at the edges of the object and inclusions are calculated based on the values of the primary magnetic field, parameters of the object and inclusions (conductivities, positions and shapes). Next, these boundary conditions are applied in the 3D finite element model, which contains the object with inclusions inside. Using electrostatic potential formula in Comsol Electrostatic Module one can apply the extra fine mesh and compute more accurately induced eddy currents [6].

Exemplary induced eddy current lines in the central part of the object with two different inclusions are shown in Fig. 3. The conductivity of the object is equal to 0.115 S/m, conductivity of the upper and lower inclusion equal to 0.0625 S/m and 1 S/m, respectively.

![Fig. 3. Exemplary induced eddy current lines in the central part of the object (A/m²).](image)

Figures 4-5 present absolute values of the eddy current density induced in the object with an inclusion of complex shape in the \( \gamma z \) – plane. The conductivity of the object presented in Fig. 4 is equal to 0.15 S/m, while the conductivity of the inclusion – 0.01 S/m. The slice intersects the middle of the inclusion. It can be seen that the currents flow around the inclusion. The conductivity of the inclusion from the Fig. 5 is six times higher than the conductivity of the object. The colors are marked on the surface model. The right corner on the figure shows induced eddy currents on the slice through the inclusion.

![Fig. 4. Absolute value of eddy current density (A/m²) induced in the object (\( \sigma = 0.15 \) S/m) with an inclusion (\( \sigma = 0.75 \) S/m) of complex shape.](image)

![Fig. 5. Absolute value of eddy current density (A/m²) induced in the object (0.15 S/m) with an inclusion (0.75 S/m).](image)

The second step of the MIT forward problem requires applying the Biot-Savart law, which in discrete form can be written as follows [7]:
\[
B(r_m) = \frac{\mu_0}{4\pi} \sum_j J^{(p)}(r') \times (r_m - r') \left| r_m - r' \right| dV'
\] (7)
where: \( r_m = [x, y, z] \) – position vector for the measurement point, \( r' = [x', y', z'] \) – position vector for the source point, \( dV' \) is the volume of the individual element in the shape of rectangular prism with uniform current density distribution \( J^{(p)} \), \( B \) – magnetic flux density vector. To simplify the notation we can assume:
\[
r_x = x - x', \ r_y = y - y', \ r_z = z - z'
\]
\[
r = \sqrt{r_x^2 + r_y^2 + r_z^2}, \ \rho_x = \frac{r_x}{r}, \ \rho_y = \frac{r_y}{r}, \ \rho_z = \frac{r_z}{r}
\]

At any \( i \)-point the value of the magnetic flux density depends on the current distribution in whole object consisting of elements that have an equal volume \( dV' \). Therefore, values of the magnetic flux density components (derived from each \( j \)-element) are summed up:
\[
B_x(i) = 10^{-7} dV' \left( \sum_j J_{x,j} \rho_{x,j} - \sum_j J_{x,j} \rho_{y,j} \right)
\]
\[
B_y(i) = 10^{-7} dV' \left( \sum_j J_{y,j} \rho_{x,j} - \sum_j J_{y,j} \rho_{z,j} \right)
\]
\[
B_z(i) = 10^{-7} dV' \left( \sum_j J_{z,j} \rho_{x,j} - \sum_j J_{z,j} \rho_{y,j} \right)
\] (8)

The above mentioned system of expressions can be rewritten in a matrix form as follows:
\[
R J = B
\] (9)
where: \( B \) is an \( m \times 1 \) matrix of “measurements” (three components of the magnetic flux density vector in each measurement point), \( J \) is an \( n \times 1 \) matrix of current densities (three components of the eddy current density vector in each rectangular prism) and \( R \) is an \( m \times n \) “distance” matrix [7].
In Magnetic Induction Tomography the proper determination of the secondary magnetic field map is crucial for the image reconstruction effectiveness. Generally, the object’s discretization level is unknown, and in order to precisely determine the maximal dimensions of the individual rectangular prism (under the satisfied condition of the uniform current density distribution in each object’s element) a special quality indicator must be introduced. The relative error \( \delta_j \) (\%), calculated separately for three magnetic flux density vector components, can be determined by the following expression:

\[
\delta_j (\%) = \frac{100}{k} \left( \sum_{i=1}^{p} B_{ij}^2 (k) - \sum_{i=1}^{p} B_{ij}^2 (k-1) \right)
\]

where: \( p = n \) is the maximum number of measurement points, \( k = 2, 3, 4 \) – is the discretization level’s number, which corresponds to the object’s discretization level, \( j = x \) either \( y \), or \( z \) (depending on the magnetic field component).

2. Numerical results

The validity of the stated in previous section assumptions has been examined using several examples. In calculations it is assumed, that the geometrical dimensions of the object are 12 cm \( \times \) 120 cm \( \times \) 20 cm in \( x \), \( y \), and \( z \) axis, respectively. The exciter with the rms current \( I = 120 \) mA is placed in the centre of the rectangular co-ordinate system. In all simulations the current frequency in the excitation unit is equal to 35 kHz. For each discretization number \( k \) (it corresponds to the object’s discretization level) the values of relative error \( \delta \) have been calculated. In the initial discretization \( k = 1 \) the object has been divided into total 28800 rectangular prisms, i.e. 12 – in the direction of the \( x \) axis, 120 – in the direction of the \( y \) and \( z \) axis, respectively. Each consecutive discretization’s level \( k \) the number of elements in each direction has been doubled. The process of increasing the elements’ number (increasing the discretization’s level) has been repeated up until the relative error \( \delta \), value below 1% has been achieved. Table 1 presents the total number of elements and volume value of individual element for each discretization level’s number \( k \).

The first simulation was carried out for the homogeneous material (without inclusions). The electrical conductivity of the object was set to 0.115 S/m. Table 2 presents the values of the relative error \( \delta \) as a function of the discretization level’s number \( k \), calculated for two measurement planes: \( yz \) and \( xy \), respectively.

Next, calculations have been performed for the object with two different inclusions (Fig. 3) of conductivities equal to 0.0625 S/m (upper one) and 1 S/m (lower one). The differences in the values of the conductivities are similar to brain structure (the conductivity of the grey matter is about 1.5 times higher than white matter and conductivities of some pathologies, i.e. brain hematomas are 10 times higher than healthy tissues) [8]. Table 3 presents relevant results.

Another case takes into account the object with one inclusion of geometrical dimensions \( \Delta x = 2 \) cm in \( x \), \( y \), and \( z \) axis. The conductivities of the object and the inclusion are equal to 0.15 S/m and 0.01 S/m, respectively. The calculations have been made for two different positions of the inclusion in the \( x \)-direction. Table 4 and 5 show the results for the object with inclusion located shallowly and deeply, respectively.

In the next simulation the object with small inclusion \( \Delta x = \Delta z = 2 \) cm has been analyzed. The electrical conductivity of the object and the inclusion are the same as in the previous models. Table 6 presents results of calculations.

The results for model with lower conductivity inclusion \( (\sigma = 0.01 \) S/m) of complex shape has been presented in Table 7. The shape of the inclusion has been show in Fig. 4. The largest dimensions of the inclusion are 2 cm \( \times \) 3.5 cm \( \times \) 3.5 cm and the smallest – 0.5 cm \( \times \) 1 cm \( \times \) 0.5 cm.

| \( k \) | \( yz \)-plane | \( xy \)-plane |
|---|---|---|
| \( \delta_x(\%) \) | \( \delta_y(\%) \) | \( \delta_z(\%) \) |
| 2 | 3.900 | 4.200 | 3.900 | 6.74 | 5.44 | 4.82 |
| 3 | 2.100 | 1.890 | 1.500 | 1.950 | 2.999 | 3.039 |
| 4 | 1.115 | 0.900 | 1.181 | 1.156 | 1.551 |
| 5 | 0.630 | 0.480 | 0.390 | 1.051 | 0.678 | 0.664 |
| 6 | – | – | – | 0.586 | 0.334 | 0.328 |

Table 2. The values of the relative error \( \delta \) as a function of the discretization level’s number \( k \) for homogeneous object.
In the following simulations numerical analysis has been performed for models with higher conductivity inclusions \((\sigma = 0.75 \text{ S/m})\). The geometrical dimensions of the inclusion are \(\Delta x = 8 \Delta y = 2 \text{ cm} \) and the inclusion’s location in the \(x\)-direction is: \(x_1 = 1 \text{ cm}\) (“shallow” case) and \(x_2 = 3 \text{ cm}\) (“deep” case). Table 8 shows calculated values of the relative error \(\delta_\sigma\).

| \(y\) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) |
|---|---|---|---|---|---|
| 1 | 0.227 0.614 3.900 | 10.110 5.561 3.997 | 1 | 0.734 0.190 2.384 | 2.010 1.010 1.126 | 0.385 0.098 0.435 | 1.423 0.573 0.714 | 0.630 0.326 0.363 |

Table 8. The values of the relative error \(\delta_\sigma\) (%) for the object with the inclusion, which is located shallowly in the object

In Table 9 the results for the inclusion which is located deeply \((x_1 = 7 \text{ cm} \) and \(x_2 = 9 \text{ cm}\) have been shown.

| \(y\) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) |
|---|---|---|---|---|---|
| 1 | 1.167 0.326 2.050 | 5.153 1.985 2.020 | 4.723 0.190 1.190 | 2.738 1.010 1.126 |

Next, the model with small inclusion (of size \(1 \times 1 \times 1 \text{ cm}\) in \(x, y\) and \(z\) axis, respectively) has been examined. Table 10 shows relevant results.

Table 10. The values of the relative error \(\delta_\sigma\) (%) for the object with small inclusion \((\sigma = 0.75 \text{ S/m})\)

| \(y\) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) |
|---|---|---|---|---|---|
| 1 | 2.527 2.044 3.975 | 13.041 4.460 3.227 | 1 | 1.756 1.120 2.056 | 7.145 2.991 1.930 |

The last considered case takes into account the object with inclusion of complex shape (Fig. 5). Table 11 presents calculated values of the relative error \(\delta_\sigma\).

Table 11. The values of the relative error \(\delta_\sigma\) (%) for the object with large inclusion of complex shape \((\sigma = 0.75 \text{ S/m})\)

| \(y\) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) | \(\delta_\sigma\) (%) |
|---|---|---|---|---|---|
| 1 | 0.514 0.450 0.786 | 1.900 0.678 0.624 | 0.980 0.334 0.328 |

3. Conclusions

In this paper the degree of the discretization level for the proper determination of the secondary magnetic field map in the Magnetic Induction Tomography has been studied. Two different measurement planes have been chosen as reference grids and many various object-inclusions setups have been considered. In all cases the relative errors \(\delta\) (%) and maximal elements’ volumes have been determined.

As expected, the error analysis shows that the object’s discretization level has significant impact on the accuracy of the secondary magnetic field calculations. In general it can be concluded that for proper magnetic field determining the object must be divided into almost 120 millions rectangular prisms (it corresponds to the individual rectangular prism volume value equal to 0.244 \(\text{mm}^3\)) and almost 1 mld (corresponds to the individual rectangular prism volume value equal to 0.03 \(\text{mm}^3\)), for \(yz\) and \(xy\) measurement planes, respectively. In the case of small inclusion of conductivity equal to 0.01 S/m the object should be divided into elements with individual rectangular prism volume equal to 0.03 mm\(^3\).

In most cases the smallest values of relative errors have been achieved for \(y\)-magnetic field component. The lowest values of \(\delta_\sigma\) equal to 0.098\% and 0.014\% have been attained for \(yz\) – and \(xy\) – planes, respectively.

It can be also stated, that the values of \(\delta\) (%) depend on the locations, sizes, shapes and conductivities of the inclusions. For the inclusion of electrical conductivity higher than the object, which is located deeper greater values of relative errors have been obtained than for the inclusion situated shallowly. It’s apparently observed for \(y\) component of the magnetic flux density vector (see table 8 and table 9). Therefore, in future work, we plan use more discretization levels in image reconstruction techniques to improve detection of deeply located hematoma and tumors.
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