Exploring Computational Data Amplification and Imputation for the Discovery of Type 1 Diabetes (T1D) Biomarkers from Limited Human Datasets
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Abstract: Background: Type 1 diabetes (T1D) is a devastating disease with serious health complications. Early T1D biomarkers that could enable timely detection and prevention before the onset of clinical symptoms are paramount but currently unavailable. Despite their promise, omics approaches have so far failed to deliver such biomarkers, likely due to the fragmented nature of information obtained through the single omics approach. We recently demonstrated the utility of parallel multi-omics for the identification of T1D biomarker signatures. Our studies also identified challenges. Methods: Here, we evaluated a novel computational approach of data imputation and amplification as one way to overcome challenges associated with the relatively small number of subjects in these studies. Results: Using proprietary algorithms, we amplified our quadra-omics (proteomics, metabolomics, lipidomics, and transcriptomics) dataset from nine subjects a thousand-fold and analyzed the data using Ingenuity Pathway Analysis (IPA) software to assess the change in its analytical capabilities and biomarker prediction power in the amplified datasets compared to the original. These studies showed the ability to identify an increased number of T1D-relevant pathways and biomarkers in such computationally amplified datasets, especially, at imputation ratios close to the “golden ratio” of 38.2%:61.8%. Specifically, the Canonical Pathway and Diseases and Functions modules identified higher numbers of inflammatory pathways and functions relevant to autoimmune T1D, including novel ones not identified in the original data. The Biomarker Prediction module also predicted in the amplified data several unique biomarker candidates with direct links to T1D pathogenesis. Conclusions: These preliminary findings indicate that such large-scale data imputation and amplification approaches are useful in facilitating the discovery of candidate integrated biomarker signatures of T1D or other diseases by increasing the predictive range of existing data mining tools, especially when the size of the input data is inherently limited.
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1. Introduction

Type 1 diabetes (T1D) results from loss of the insulin-producing beta cells in the endocrine pancreas by a process referred to as autoimmunity. Autoimmunity is defined as an immune attack against one’s own organs/tissues. In T1D, the anti-beta cell autoimmunity typically begins early in life and, consequently, ~60% of T1D diagnoses are often rendered in children and young adults [1–3]. Since children are considered a vulnerable patient population and because T1D was considered for a long time as primarily a children’s disease, development of preventive therapies has been limited, and treatment implementation in at-risk children is approached very cautiously or avoided altogether until clinical diagnosis is confirmed. Unfortunately, any therapy initiated at clinical diagnosis is already at a significant disadvantage because substantial damage to the beta cell mass will have already occurred (i.e., “point-of-no-return”). Crossing this threshold leads to insulin insufficiency, loss of glucose homeostasis (dysglycemia), and increased blood sugar levels (hyperglycemia). Chronic dysglycemia and hyperglycemia also lead to serious health complications such as blindness, kidney failure, nerve damage, limb amputation, and even death. Despite improved management and control of diabetes, there is still excess mortality and loss of 10–20 life-years among those diagnosed with T1D [4,5], and all-cause mortality risk is about three-fold higher in them compared to the general population [6]; it is also more than four times in those who develop T1D before 10 years of age, where it is also further estimated to result in a loss of 17.7 life-years in women and 14.2 in men [4]. Therefore, early T1D biomarkers are crucial because they provide clarity on the cost–benefit calculation of whether to initiate (or not) powerful therapies before reaching the point-of-no-return. This is particularly important when such therapies could have serious risks and side-effects associated with them (e.g., immune modulating therapies). To date, however, there are no such early T1D biomarkers that can adequately discriminate among at-risk individuals who will or will not progress to clinical diagnosis.

With recent advancements in omics approaches made possible by the rapid progress of quantitative analytics, the T1D research community has been actively searching for T1D biomarkers to complement known immunological ones, such as autoantibodies, through the application of various omics approaches such as genomics, proteomics, metabolomics, lipidomics, and transcriptomics [7,8]. The central idea behind using omics is that they can identify at-risk subjects based on specific genetic and biochemical disturbances that could serve as T1D biomarkers. Most of these studies have been conducted using single omics approaches and thus, unfortunately, have not produced biomarkers that can definitively inform decisions on early intervention. However, there is emerging recognition that this failure in identifying reliable early T1D biomarkers is likely due to the fragmented information on the complex T1D pathogenic processes obtained through single omics. Therefore, more recent efforts have been exploring the utility of combining information from two or more omics-type analyses [9,10]. We recently demonstrated the feasibility of the novel approach of parallel multi-omics and showed its potential in identifying candidate composite T1D biomarker signatures composed of combinations of proteins, metabolites, lipids, and gene transcripts identified as differentially affected in at-risk subjects in the integrated multi-omics analyses [11]. We performed simultaneous proteomics, metabolomics, lipidomics, and transcriptomics on the same blood samples (i.e., in parallel) from children at high risk of developing T1D and from healthy controls for comparison. The basic premise is that parallel multi-omics measurements can (1) provide a more comprehensive and consistent picture of the disturbances in at-risk subjects and, thus, (2) facilitate the identification of associated biomarker signatures. Moreover, if performed longitudinally during T1D progression, multi-omics may also identify stage-specific signatures of T1D pathogenesis, thereby providing further guidance on more-targeted treatment options in a timely fashion.

In addition to demonstrating the feasibility of parallel multi-omics, our prior studies also revealed new challenges in (a) integrating/synchronizing multiple datasets generated by using different platforms and annotation methods, and (b) extracting features from different data types to establish integrated biomarker signatures. Part of this challenge is
the mapping of complex relationships across the multi-omics data because of the biological dependencies and interweaved interactions of the heterogeneous pathogenic processes that ultimately lead to T1D. Currently, computational tools for inter-omics synchronization (i.e., linking data across various omics sources) and intervention-based computational instruments are not yet good enough to adequately represent complex interaction systems such as human physiologic and pathologic processes. We propose that ultra-large-scale (and “ultra-deep”) exploration of the high-dimensional multi-omics dependencies would offer a transformative gateway towards a systematic understanding of the underlying pathological processes of T1D in at-risk subjects in comparison to healthy ones. However, multi-omics research in the T1D space is limited by the inherently small scale (in number of subjects and collection times) and breadth (in the coverage of hidden biomarkers) of relatively limited biological datasets obtained primarily from a vulnerable subject population (children). To address these limitations, we propose a novel approach of multiple imputation and amplification of existing biological datasets to virtually increase the number of subjects and expand the breadth in coverage of pattern discovery for enhanced identification of candidate biomarker signatures for further investigation (see Figure 1).

The theoretical framework of our proposed method expands the high-dimensional data processing capabilities of existing pattern discovery algorithms. The multi-omics data have an extremely unbalanced dimensional contrast between instance number (the number of subjects) and the omics landmark dimensions (the number of features/analytes). In high-dimension matrix analysis, the maximum rank of a matrix is equal to or smaller than the smallest dimension in the matrix (a brief introduction and mathematical derivation of this can be found in [12,13]). For example, for a two-dimensional matrix, the rank is smaller than either the row number or the column number. Statistically speaking, the rank of a stochastic matrix is correlated to the information content that can be extracted from it by analytical methods (theoretical analysis using symbolic derivations) or by algorithmic methods. Thus, only a small portion of the information content in the matrix can be utilized if the column number (landmark/feature number) is much larger than the row number (subject number), which often is the case in biological data. However, when the multi-omics data are amplified, and more rows are imputed/appended, the row and column numbers are better balanced towards a full utilization of the information content in the data. Notably, state-of-the-art “big data” bioinformatics tools perform better in discovering patterns when datasets have more instances/rows. However, increasing the instance/subject number means repeating the data collection, but this is a resource- and time-intensive process when scaled up and may not be feasible in biomedical studies where access to human subjects is limited and the time window for longitudinal analyses is not feasible, as is the case in children already diagnosed or at the risk of developing T1D. Hence, we propose the approach of data imputation and amplification to transform the “dimension-rich” biological parallel multi-omics data to “instance-rich” big data to empower existing bioinformatics tools and pattern discovery algorithms.

In this study, we explored whether combining a very-large-scale multiple imputation approach, such as those often employed in big data and artificial intelligence fields [14–16], with our integrated parallel multi-omics datasets obtained from a small number of subjects can meaningfully optimize the pattern discovery and facilitate the identification of T1D biomarker signatures by using existing data mining tools and software. Such imputations enlarge the biological datasets considerably and further enable the deployment of more powerful “big data” machine learning and pattern recognition tools that cannot be used in the original, much smaller datasets [17,18]. Thus, to demonstrate this novel concept, we employed a novel multiple imputation approach to our integrated quadra-omics dataset obtained from nine subjects with 2736 concentration datapoints (>2000 proteins, >300 miRNAs, >70 metabolites, and >40 lipids) determined in each subject, amplified it a thousand-fold (i.e., to the equivalent of 9000 virtual subjects), and assessed changes in the analytical capabilities and biomarker prediction power of the Ingenuity Pathway Analysis (IPA) software in the amplified dataset compared to the original.
Figure 1. Schematic illustration of our proposed very-large-scale predictive data integration and imputation process for high-dimensional pattern discovery as candidate biomarker signatures. The source parallel multi-omics data are amplified in multiple data imputation processes (see Methods). Predictive imputation uses the dependencies between data dimensions to fill in missing data and replace data with uncertainty in different configurations. Stochastic imputation further increases the variety of generated data by helping existing data to form more variety of patterns. Using this framework, we can expose more data patterns to the accessible operational range of existing pattern recognition algorithms. Data imputation tools provide more frequent and more diversified opportunities for pattern discovery [19]. Thus, the hidden patterns are placed at shallower, easier to discover data entry locations for many imputation instances. This very-large-scale data amplification and integration process allows us to boost existing pattern discovery tools to solve more challenging information dependencies as candidate integrated biomarker signatures for further validation.

2. Materials and Methods

2.1. Sample Collection

Blood samples were collected at the Diabetes Research Institute of the University of Miami from consenting male/female subjects as previously described in detail [11]. In brief, ~20 mL of blood (in EDTA) was collected from subjects considered at high risk of T1D (n = 4) during routine visits as part of the ongoing TrialNet’s Natural History Study of the Development of Type 1 Diabetes (Pathway to Prevention Study) TN-01. During sample collection, one of the four high-risk subjects exhibited signs of the abnormal oral glucose tolerance test (OGTT) and was confirmed to have converted to a new-onset patient during a second OGTT and another sample collection two weeks later. Both samples were independently analyzed by multi-omics and constituted the new-onset group to avoid further reduction in the subject number. Blood samples from four healthy subjects were collected as part of another study approved by the IRB of the University of Miami (study number 11995-115). Plasma was obtained immediately after blood collection and stored at –80 °C until analysis. The reader is referred to Supplementary Table S1 in [11] for detailed demographic, serological, and other information of the subjects from whom samples were obtained. The studies under which samples were collected were conducted in accordance with the principles of the Declaration of Helsinki and consistent with the Good Clinical Practice guidelines of the International Conference on Harmonization. The protocol for the ancillary study, under which the quadra-omics analyses were performed, was approved by TrialNet and its IRB (study ID number 195).

2.2. Multi-Omics Analyses

Blood samples from all subjects were divided into four equal aliquots, which were independently subjected to proteomics, metabolomics, lipidomics, and transcriptomics (miRNAs) analyses performed as previously described in detail [11].
2.3. Algorithms for Multiple Imputation/Amplification of Multi-Omics

We employed proprietary algorithms for the multiple imputation and amplification of our parallel quadra-omics datasets (see the Data Availability Statement below explaining how to download). The system architecture on which this work was done is composed of four processing modules (algorithms) for (1) input data distribution and preprocessing analysis, (2) imputation pattern allocation, (3) data imputation/amplification, and (4) data storage. The input analysis module analyzes the data distribution in the source (original) multi-omics data to provide the data range (minimum and maximum values) and a measure of the data randomness (i.e., whether the data are concentrated on a few values or evenly distributed within the data range). The input analysis module ensures that the amplified data (in later steps) retain similar characteristics to the input source data. It also controls the level of randomness in the data imputation processes in the subsequent steps. This is important because the resulting data must have some differences among the amplified data entries (new “virtual” subjects) to avoid simple repetition of the existing data values. This gain in data diversity empowers the pattern discovery algorithms to identify patterns in the imputed/amplified datasets.

The input preprocessing module performs data cleaning and exception handling functions. The data cleaning algorithm identifies the locations of missing data entries and uses the median value of the same feature/analyte column to fill in the missing entries. The exception handling algorithm detects abnormalities in the source data and the errors in the preprocessing step and fills these exception locations with zero values to ensure that the source data meet the quality requirement of the amplification algorithm in the later steps. The data quality control functions of this module are essential for the subsequent data amplification algorithm to avoid amplifying and propagating errors in the source data. Notably, the zero values are different from the median values for each analyte, thereby allowing for their easy tracking without the need for additional location-finding masks in the imputed data. In addition, by definition, zero values are impossible for analyte expression levels and, thus, are easily distinguishable from the source data if/when exceptions or errors occur.

The next module, the imputation pattern allocation algorithm, expands the source data by first replicating them multiple times. The number of replications (imputation size) is mainly decided by the target depth of pattern discovery. A higher replication number means a higher amplification ratio, resulting in an imputed dataset with higher pattern discovery power. However, a larger imputed dataset demands more powerful and costly computation resources. Therefore, the depth of the target pattern discovery is determined based on empirical evaluation of prior similar data analyses with consideration of the available computational resources. For example, an amplification ratio of 10,000 means that each subject (instance of data) is repeated 10,000 times. The imputation pattern allocation algorithm first generates a random number matrix of the same size as the repeated source data. The random numbers are uniformly distributed between 0 and 1. Then a threshold is set to select a portion of the entries in the random number matrix. Entry locations with numbers smaller than the threshold are selected as the imputation locations. The selection threshold approximately equals the ratio of selection; for example, a selection threshold of 0.2 means that only entry locations with random numbers smaller than 0.2 will be selected. Because the random numbers are approximately evenly distributed between 0 and 1, around 20% of the random numbers are smaller than the 0.2 threshold. The entry locations are recorded as a selection mask matrix, and entry locations with random number values smaller than the selection threshold are assigned a “1” mask (“1” as an indicator for using imputed values). For all the instances (subjects) and all the feature (analyte) dimensions, the selection mask matrix forms a randomized pattern with selected locations scattered among all possible positions. In the next step (i.e., data imputation), the imputed data are inserted in the selected locations. This imputation pattern allocation algorithm forms the imputation location matrix in batches instead of testing each entry’s value individually. This improves the computational performance through
the data structure vectorization. Processing multiple entries in batch (not using one by one iterations) allows matrix computation shortcuts and continuous memory allocation, which provides significant processing speed gains and better utilization of computation resources. The data imputation module (algorithm) fills the imputation locations as specified above in the imputation location matrix. The imputation values are computed as a random number within the data range of the corresponding feature dimensions. The imputation algorithm first calculates the minimum value, the maximum value, and the range from the data entries in each feature dimension of the source data matrix. For each imputation entry, a uniformly distributed number between 0 and 1 is calculated and multiplied by the range of the corresponding feature dimension. Then this value is added to the minimum value of the corresponding feature dimension as the imputed value. The algorithm first computes several descriptive statistics matrices of the same size of the amplified matrix. The algorithm uses a range matrix and a minimum value matrix to store the range values and the minimum value of each feature dimension, and then it computes a random number matrix filled with uniformly distributed random numbers. The imputation values are calculated using entry-wise multiplication and addition to form an imputation matrix with a value for each location of the amplified data matrix. For each entry, the imputation value is computed as the range multiplied by the random number, and then adding in the minimum value. The vectorized algorithm (batched version) can utilize many matrix-computation gains. Although this approach computes more entries than the number of the imputation entries, since an imputation value is still calculated for the entry locations retaining the source data, the processing speed gained from the vectorization far exceeds the reduction in processing speed, resulting from the iterative computation of redundant entries. Notably, the data amplification was performed uniformly on each subject group (i.e., with the same replication number) because their subject numbers were similar. For other datasets with extremely imbalanced instance/subject numbers in each category, the toolbox can specify different replication ratios for different categories to mitigate the imbalance, because pattern discovery algorithms usually work best when different classes/categories have approximately the same instance numbers.

The last and final step is the data storage algorithm, which organizes the imputed results into data blocks and has the capability to put each block into various file formats (e.g., .MAT, .CSV, and native HDF5). In our configuration, we put 10,000 instances (subjects) into one data block including all features/analytes for each subject. This configuration also compiles data entries with the same imputation ratio into the same data block. Moreover, multiple data blocks can also be stored into separate or single data files. The file format selection had two intuitive options in our implementation: (a) a MATLAB data format (.MAT) that utilizes the hierarchy in the data to increase the read and write speed, and (b) a comma-separated value format (.CSV) that allows easy exchange with other data segmentation options tailored to different distributed processing scenarios (computer clusters or cloud arrays). The MATLAB-format storage does not have limits on block size, while the CSV-format storage should be limited to 30 million entries (e.g., 10,000 entries/subjects, each with 3000 features/analytes). A larger data block is not recommended for the CSV-storage format to avoid system instabilities and server freezing.

2.4. Data Analysis

Data analysis was performed in the Ingenuity Pathway Analysis (IPA) software package (Qiagen Bioinformatics; Redwood City, CA, USA; https://www.qiagenbioinformatics.com/products/ingenuity-pathway-analysis, accessed on 27 August 2022; RRID:SCR_008653) [20]) using the Canonical Pathway, Diseases and Functions, and Biomarker Prediction modules. The same analyses were repeated in the original multi-omics datasets (which contained 2292 proteins, 328 miRNAs, 75 metabolites, and 41 lipids identified without exception in all nine analyzed samples) and the imputed/amplified (a thousand-fold) datasets which contained the same number of 2292 + 328 + 75 + 41 omics data per subject but for the equivalent of 9000 virtual subjects (4000 healthy controls, 3000 high risk of T1D, and 2000...
new onset T1D), without any additional data curation based on fold-change. Three sets of amplified multi-omics datasets representative of lower (A1; 35%), intermediate (A2; 37.5%), and higher (A3; 40%) imputation levels were used around the “golden ratio” of data imputation (38.2%:61.8%) [21]. Amplified datasets with increasing imputation level included a decreasing proportion of original values per feature in comparison to the source (original) dataset and relatively higher proportions of the algorithm-generated data, as described above. Amplified datasets A1, A2, and A3, respectively, contained 65%, 62.5%, and 60% of the original data. As in our previous study [11], Canonical Pathway, Diseases and Functions, and Biomarker Prediction analyses were iteratively performed for the high risk of T1D (HR) and new onset (NO) subject groups in the original and amplified multi-omics datasets independently or in combination (where indicated), and the findings in all four amplified datasets were compared to the corresponding original data (i.e., metabolomics, proteomics, lipidomics, and transcriptomics). Data plots and comparative analyses were generated/performed in GraphPad Prism version 9.3.1 for Windows (GraphPad Software, San Diego, CA, USA, www.graphpad.com, accessed on 27 August 2022).

3. Results

We previously demonstrated the potential of parallel multi-omics in identifying candidate integrated biomarker signatures owing to the high dimensionality of the data, but we also identified challenges in the synchronization and integration of the multi-omics data obtained through different analytical methods and from a limited number of subjects [11]. In the present study, we investigated whether a novel computational approach of data imputation and amplification to virtually increase the number of subjects will mitigate this limitation and enhance the analytical capabilities of the Ingenuity Pathway Analysis (IPA) software in identifying novel features and patterns as potential integrated biomarker signatures for further investigation (Figure 1). Starting from our original parallel quad-omics datasets collected from human subjects at high risk of T1D (HR, n = 3), recently diagnosed (new-onset, NO, n = 2) and healthy controls (n = 4) that contained 2292 protein, 328 miRNA, 75 metabolite, and 41 lipid datapoints measured without exception in all subjects [11], we generated multiple corresponding thousand-fold amplified datasets using the proprietary imputation/amplification method described above. The integrated amplified datasets contained the same number of omics data per subject (i.e., 2292 + 328 + 75 + 41) but for the equivalent of 9000 virtual subjects. Three amplified datasets representing lower, intermediate, and higher imputation levels within the range of the “golden ratio” of data imputation were then analyzed using the Canonical Pathway, Diseases and Functions, and Biomarker Prediction modules of IPA, and results were compared to those obtained in the non-amplified original data.

3.1. Comparative Enrichment Analyses for Canonical Pathways

Our first approach in interrogating the amplified datasets (A1–A3) compared to the original data focused on canonical pathways, which are established cell signaling and metabolic pathways with well-characterized intermediaries. Enrichment analyses for canonical pathways were performed using IPA in all three amplified quadra-omics datasets independently and were compared to those done in the corresponding original non-amplified data. Similar to our prior studies [11], current analyses in the transcriptomics and lipidomics datasets had extremely limited yields that rendered no statistically significant predictions of canonical pathways in the amplified or original datasets of either subject group. Analyses in the amplified proteomics and metabolomics datasets of the high risk and new onset subject groups, respectively, identified increased numbers of canonical pathways compared to the corresponding original data (Figure 2). Specifically, analysis in metabolomics amplified datasets A1, A2, and A3 with increasing imputation levels, respectively, showed an approximate 2-fold increase in canonical pathways predicted/identified in the high risk (HR) and new onset (NO) subject groups. Similar analyses in the proteomics datasets found no difference in amplified datasets A1 and A2 versus the original data, but
a marked 4- and 8-fold increase was identified in amplified dataset A3 for the new-onset and high-risk groups, respectively. Supplementary Tables S1A,B and S2A,B show the comprehensive lists of canonical pathways identified/predicted by these analyses. Table 1 shows a condensed list of pathways with involvement in inflammatory processes and direct links to T1D based on published literature.

Table 1. Selected canonical pathways identified/predicted in the original and amplified proteomics and metabolomics datasets for the HR and NO subject groups. Selection was based on involvement in inflammatory processes, such as cytokine and chemokine signaling and immune cell functions, and subsequent validation in published literature with direct relevance to T1D. Shown are the values of $-\log(p)$ for each identified/predicted canonical pathway in each dataset, and only those with at least one significant prediction (i.e., $-\log(p) > 1.3$ or $p < 0.05$) are shown. When significance was reached in one of the datasets (original or amplified), parallel non-significant predictions with $-\log(p)$ values < 1.3 are shown in gray color to highlight differences. Blank means no prediction.

![Figure 2](image-url) Change in prediction yields of canonical pathways identified in the amplified (A1, A2, and A3) vs. original proteomics and metabolomics datasets by IPA based on published literature available in its knowledge-database as of the time of performing the analysis (https://go.qiagen.com/IPA-transcriptomics-whitepaper, accessed on 27 August 2022). Numbers of canonical pathways predicted in the amplified datasets (red) are shown as fold-change (increase above dotted line) in comparison to the original datasets (blue) for the high-risk (HR) and new-onset (NO) subject groups. Comprehensive lists of these canonical pathways are presented in Supplementary Table S1A,B (for metabolomics) and Supplementary Table S2A,B (for proteomics) in HR and NO subject groups.

| Canonical Pathways                                      | Original | A1   | A2   | A3   | References |
|--------------------------------------------------------|----------|------|------|------|------------|
| **Proteomics** T1D High-Risk (HR)                       |          |      |      |      |            |
| CCR3 Signaling in Eosinophils                           | 0.206    | 0.201| 0.201| 4.03 | [22,23]    |
| Complement System                                       | 0.631    | 0.623| 0.625| 5.69 | [24,25]    |
| CXCR4 Signaling                                         |          |      |      | 5.53 | [26,27]    |
| Fcγ Receptor-Mediated Phagocytosis in Macrophages       | 0.833    | 0.821| 0.824| 9.16 | [28]       |
| FcγRIIB Signaling in B Lymphocytes                      |          |      |      | 2.39 | [29]       |
| IL-12 Signaling and Production in Macrophages           | 0.992    | 0.982| 0.983| 4.65 | [30,31]    |
| IL-15 Production                                        | 2.71     | 2.67 | 3.54 | 7.42 | [32,33]    |
| IL-7 Signaling Pathway                                  | 0.361    | 0.361| 0.361| 1.97 | [34,35]    |
| Oncostatin M Signaling                                  | 0.567    | 0.567| 0.567| 1.73 | [36]       |
| Paxillin Signaling                                      | 0.266    | 0.261| 0.262| 7.39 | [37]       |
| Production of Nitric Oxide and ROS in Macrophages       | 0.398    | 0.389| 0.39 | 2.67 | [38,39]    |
| RHOA Signaling                                          | 1.22     | 1.2  | 1.2  | 7.37 | [40,41]    |
| Sphingosine-1-Phosphate Signaling                       | 0.237    | 0.232| 0.233| 2.23 | [42]       |
| **Metabolomics**                                        |          |      |      |      |            |
| Arginine Biosynthesis IV                                | 3.29     | 12.2 | 5.4  | 5.39 | [38,43]    |
| Citrulline–Nitric Oxide Cycle                           | 1.35     | 6.83 | 3.11 | 3.1  | [43,44]    |
| Stearate Biosynthesis I (Animals)                       | 1.16     | 4.02 | 2.67 | 2.67 | [45]       |
| FAT10 Signaling Pathway                                 | 1.04     | 1.84 | 2.29 | 2.29 | [46]       |

References
Table 1. Cont.

| Canonical Pathways                                | Original | A1   | A2   | A3   | References |
|---------------------------------------------------|----------|------|------|------|------------|
| 14-3-3-Mediated Signaling                         |          | 3    |      |      | [47]       |
| CCR3 Signaling in Eosinophils                     |          | 4.63 |      |      | [48]       |
| CXCR4 Signaling                                   | 0.259    | 4.82 |      |      | [26,27]    |
| Fcγ Receptor-Mediated Phagocytosis in Macrophages | 0.666    | 0.325| 3.36 |      | [26]       |
| FcγRIIB Signaling in B Lymphocytes                | 0.282    | 0.284| 2.45 |      | [36]       |
| Oncostatin M Signaling                            | 0.281    | 0.983| 3.7  |      | [51,52]    |
| PAK Signaling                                     | 0.975    | 0.474| 4.48 |      | [42]       |
| Phospholipases                                    | 0.793    | 0.45 | 8.12 |      | [40,41]    |
| Sphingosine-1-Phosphate Signaling                 | 0.475    |      |      |      |            |

Metabolomics

| Canonical Pathways                                | Original | A1 | A2 | A3 | References |
|---------------------------------------------------|----------|----|----|----|------------|
| Arginine Biosynthesis IV                          | 2.92     | 12.2| 5.4| 5.39| [38,43]    |
| Citrulline–Nitric Oxide Cycle                     | 1.45     | 6.83| 3.11| 3.1 | [43,44]    |
| Stearate Biosynthesis I (Animals)                 | 1.26     | 4.02| 2.67| 2.67| [45]       |
| FAT10 Signaling Pathway                           | 1.09     | 1.84| 2.29| 2.29| [46]       |

*−log(p)-values > 1.3 are significant (i.e., p < 0.05). Non-significant predictions (with –log(p) values < 1.3) are shown in gray to highlight differences among the various datasets. Blank means no prediction.

3.2. Comparative Enrichment Analyses for Diseases and Functions

3.2.1. Enhanced Prediction of T1D-Relevant Immune Functions in Multi-Omics Datasets Independently

Further enrichment analyses performed in IPA for diseases and functions were performed independently in all three amplified (A1, A2, and A3) and original metabolomics, proteomics, transcriptomics, and lipidomics datasets of the HR and NO subject groups. Analysis in the transcriptomics datasets yielded some predictions but without relevance to T1D (see Figure S1). Analysis in the lipidomics datasets did not yield any predictions (not shown). Analyses in amplified metabolomics and proteomics datasets A1, A2, and A3, respectively, showed a slight increase in the numbers of diseases and functions identified versus the corresponding original data (Figure 3). Comprehensive lists of diseases and functions identified in all amplified and original datasets and consolidated (integrated) from the metabolomics and proteomics independent analyses are shown in Supplementary Table S3A,B for the T1D HR and NO subject groups, respectively. Despite the modest impacts of data amplification on the global prediction yields for diseases and functions, focusing the analysis on immune/inflammatory processes enhanced the prediction power in the integrated proteomics and metabolomics datasets of immune functions directly implicated in T1D and its pathogenesis, as shown in Figure 4. This highlights the biological relevance of the enhanced predictions rather than merely amplifying them in a general way. While all the predicted T1D-related immune functions have known involvement in inflammation, several had higher z-score values in the amplified datasets when compared to the original. Notably, “apoptosis of beta islet cells”, which is directly implicated in T1D pathogenesis, was exclusively predicted in amplified datasets but not in the original data of both subject groups. There were also other immune functions exclusively predicted in amplified dataset A3 of the HR subjects, which are known to increase susceptibility to inflammation and the associated islet damage in T1D (e.g., “quantity of T lymphocytes”, “response of macrophages”, and “synthesis of prostaglandin”) [53–56].
Figure 3. Comparison of prediction yields of diseases and functions identified in the amplified and original proteomics and metabolomics datasets by IPA based on published literature available in its knowledge database as of the time of performing the analysis (https://go.qiagen.com/IPA-transcriptomics-whitepaper, accessed on 27 August 2022). Total numbers of diseases and functions predicted in the amplified datasets are shown as fold-change (increase or decrease) in comparison to the original data for the HR and NO subject groups.

Figure 4. Heat maps showing selected immune functions identified in the integrated amplified proteomics and metabolomics datasets (A1, A2, and A3) in comparison to the original data (O) for both the HR and NO subject groups. Heat maps were generated based on the average z-score assigned by IPA to each predicted function in the metabolomics and proteomics datasets for both amplified and original datasets. Functions were sorted by the z-score for the original dataset. The z-score is a statistical measure that accounts for the directional effect of change and the magnitude of its impact on the affected disease/function (https://go.qiagen.com/IPA-transcriptomics-whitepaper, accessed on 27 August 2022). Functions were selected based on their direct involvement in inflammatory and immune responses and, hence, as relevant to T1D (see Supplementary Tables S3 and S4 for complete lists of identified functions).
3.2.2. Enhanced Prediction of Immune and Inflammatory Diseases and Functions in Amplified Integrated Multi-Omics Datasets

To further evaluate whether our data imputation approach enhanced the ability of IPA in identifying T1D-related pathogenic processes that were not identified in the original data, we performed enrichment analysis for diseases and functions in all three amplified integrated proteomics–metabolomics datasets (A1, A2, and A3) in comparison to the corresponding original integrated data. These analyses identified exclusively in the amplified datasets new immune processes/functions that were significantly impacted, albeit to various degrees, in the T1D HR and NO subject groups in comparison to healthy subjects (Figure 5). The analyses also exclusively identified other immune functions in the original data but, contrary to expectations, “systemic autoimmune syndrome” was assigned negative z-score values, suggesting its reduced propensity in the high-risk subject group. Notably, “apoptosis of islet beta cells” was exclusively predicted in all three amplified datasets of both HR and NO subject groups, which is consistent with the expectation that subjects at very high risk of developing T1D are likely to have ongoing beta cell destruction, just as those recently diagnosed.

![Figure 5](image_url)

**Figure 5.** Immune and inflammatory diseases and functions exclusively predicted in the amplified (A1, A2, and A3) or original (O) integrated proteomics–metabolomics datasets for both the HR and NO subject groups (also see Figure 4 and Supplementary Table S3A,B for complete lists of predicted diseases and functions). Bar graphs show the z-scores, where positive values indicate predicted activation and negative values the inhibition of the specific immune disease and/or function (z-score values ≤ −2 or ≥ 2 are considered significant; https://go.qiagen.com/IPA-transcriptomics-whitepaper, accessed on 27 August 2022).

3.3. Biomarker Prediction in the Amplified Versus Original Proteomics and Metabolomics Datasets

We next evaluated whether our data imputation approach improves the biomarker prediction power of IPA in amplified datasets compared to the original data. We performed the analyses in the proteomics and metabolomics datasets independently because such predictions in the integrated quadra-omics datasets are currently not possible in IPA. The analyses were performed in the proteomics and metabolomics datasets for each subject group (high-risk and new-onset T1D) both separately (Figure 6) and combined (Figure 7). For metabolomics, the results showed relatively similar predictions of candidate biomarkers in the amplified and original datasets. There were 16 predicted biomarker candidates in total, which were common to the amplified and original datasets, except for A3, where
only 15 biomarkers were predicted (Figure 6; left panel). Similar analyses in the proteomics
amplified datasets A1 and A2 also yielded candidate biomarkers of comparable numbers
to the original data; however, there was a significant increase in the number of candidate
biomarkers predicted exclusively in amplified dataset A3 for both the HR and NO subject
groups (66 and 46, respectively) (Figure 6; right panel). Additional examination of diseases
and functions associated with the candidate biomarkers predicted in the integrated datasets
for each subject group showed enrichment for immuno-inflammatory processes with often
increased significance in the amplified datasets, especially in A3 (Figure 7). Complete lists
of biomarker candidates predicted in association with each disease and function in the
amplified and corresponding original datasets for the high-risk and new-onset subject
groups are shown in Supplementary Table S4A,B, respectively.

Figure 6. Bar graphs showing the numbers of candidate biomarkers predicted in the amplified
datasets only (A1, A2, A3; red), the original data only (blue), or in common in both (purple) for the
HR and NO subject groups. Numbers of predicted biomarkers belonging to each group are marked
within or above the corresponding bars.

Figure 7. Heat maps showing selected diseases and functions that are enriched for immuno-
inflammatory processes associated with candidate biomarkers predicted in the amplified integrated
proteomics–metabolomics datasets (A1, A2, A3) in comparison to the original data (O) for the HR
and NO subject groups. Values shown within the heat map cells correspond to the negative Log of the
p-value assigned by IPA to each prediction based on Fisher’s tests. Cells marked with an X represent
no prediction by IPA as of the date of analysis. See Supplementary Table S4A,B for complete lists of
biomarker candidates associated with each predicted disease and function.
4. Discussion

We are developing a framework to allow the use of “big data” tools and pattern discovery instruments for the identification of biomarker signatures of T1D from parallel multi-omics human datasets by deploying very-large-scale multiple imputation of the original data, where the number of samples available for analysis is typically limited. A schematic depiction of the workflow to identify such biomarkers is provided above in Figure 1. This work builds on our recent studies that demonstrated the feasibility of parallel multi-omics and its potential for the identification of integrated T1D biomarkers that are currently needed desperately [11]. Our recent studies also identified challenges in the post-acquisition synchronization and integration of multi-omics data, which were obtained by various analytical methods and annotated differently, as is currently the only way possible.

As noted earlier, current computational tools for inter-omics synchronization and intervention-based mechanisms are currently underdeveloped for complex interaction systems such as human pathologic processes that lead to diseases such as T1D. However, we posit that collecting and analyzing multi-omics data from multiple streams is akin to the approaches of the parallel linguistic corpus in natural language machine translation research, and where significant progress has been made [57], and data integration tools available in that domain can be adapted to aid the discovery of integrated T1D biomarker signatures; but the complex mapping of relationships in the high-dimensional multi-omics data is dependent on the interconnected biological interactions and signaling events underlying the T1D pathogenesis. Therefore, a parallel approach, where multiple tracks of data related to the same source (i.e., single patient or multiple patients at the same disease stage) in such “multi-language” datasets facilitate the extraction of information by exposing dependencies in multi-track formats. Similar parallel natural language processing in text datasets of multiple languages and algorithmic/computational development have triggered the artificial intelligence (AI) revolution in language machine translation (e.g., Aligned Hansards of the 36th Parliament of Canada and European Parliament Proceedings Parallel Corpus [58]).

Currently, most integration approaches use a one-go deterministic pattern discovery process. In the present study, we implemented a novel multiple imputation approach to repeat such a process thousands or millions of times, with stochastic mechanisms appended to individual processes. The imputation process allows the data to be fully utilized, where data instances using different imputation mask patterns (as described in Methods) allow the pattern discovery algorithms to explore the data from different angles. This capability is especially beneficial for exposing hidden information in the high-dimensional biological data and increasing the pattern discovery power of current algorithms and amplifying their analytical capabilities with the potential to solve demanding and fundamental challenges in multi-omics data integration/synchronization. Notably, one experiment usually cannot capture the complexity of interactions across multiple data sources (e.g., features, synchronized/aligned data blocks). Alternatively, many parallel processes (e.g., 10 million to 10 billion correlated high-dimensional pattern discovery processes) will provide more opportunities for more data segments or dimensions to connect to each other, where each process will help expose part of the data to the machine learning and data science algorithms. This approach is somewhat like the multiple imputation frameworks from missing data technology, but with predictive analyses at a larger scale compared to conventional approaches. Importantly, without this iterative process of pattern exposure (or data amplification), similar patterns are usually buried deeply under other dependencies and are difficult to identify. Thus, our proposed framework of multiple imputation can contribute toward solving the complex and challenging problem of mapping the relationships in the high-dimensional integrated/synchronized parallel multi-omics datasets for better identification of unique patterns as candidate biomarker signatures for further validation experimentally and clinically (Figure 1).

Another problem in biological data is their inherent intra- and inter-subject variability, as commonly is the case in clinical data from patients, which is further exacerbated by the issues of accurate quantitation of very low concentration analytes and small sample
sizes (i.e., number of subjects). When there are missing data values for certain individuals or from a data source in an integrated dataset, imputation methods are often used to iteratively fill the blanks in the data. This missing data mitigation framework empowers the machine learning algorithms towards more diverse inter-data connections. Consistently, we also expect that randomly hiding (or masking-off) parts of the data, and using multiple imputations to fill these “gaps”, will further enable the discovery of more patterns than in a one-go process. Essentially, this approach extends the missing data technology into a framework of data/pattern amplification by hiding data using different mask patterns and running many related pattern discovery processes. We expect such large-scale data integration and imputation/amplification to further push the data processing and pattern discovery pipelines towards large-scale complex-system levels for decoding the complex mapping relationships inside the parallel multi-omics datasets and to ultimately uncover novel patterns that may prove useful as T1D biomarker signatures in clinical applications. Importantly, this will enable more efficient utilization of multi-omics datasets obtained in precious biological samples from limited subject populations, as is the case with children considered at various levels of risk of developing T1D and from whom obtaining samples is more challenging.

To evaluate the above theoretical framework, we applied the multiple imputation approach to our existing quadra-omics dataset that was obtained from nine subjects and amplified a thousand-fold to the equivalent of 9000 subjects and assessed how this changed the analytical capabilities and biomarker prediction power of the widely used Ingenuity Pathway Analysis (IPA) software. As was done before [11], the Diseases and Functions analyses yielded a wealth of information that was not much different between the original and the amplified data in terms of quantity (i.e., total numbers) of predictions (Figure 3). However, restricting the scope of predictions to immuno-inflammatory processes identified immune functions with increasing significance in the amplified datasets compared to the corresponding original data from both the T1D high-risk and new-onset subject groups (Figure 4). This increased prediction power was most pronounced in amplified dataset A3, which had the highest level of imputation (40%) among those we tested here around the “golden ratio” of data imputation (i.e., 38.2%-61.8%) [21]. Several immune functions with direct relevance to T1D (e.g., “activation of antigen presenting cells, macrophages, and T cells”; “biosynthesis of prostaglandins”; and “beta cell apoptosis”) were exclusively identified in amplified datasets A2 and A3 of the T1D high-risk subjects, but not in the original data.

Of special interest for validating the biological relevance of our data imputation/amplification framework were the analyses of canonical pathways, since they represent well-characterized biochemical/signaling pathways and cellular events that are established in health and various diseases based on well-documented scientific literature. Table 1 showed several canonical pathways with direct involvement in autoimmune T1D that were exclusively predicted with statistical significance in the metabolomics and proteomics A3 datasets of both subject groups. Among them were the arginine-dependent production of nitric oxide and reactive oxygen species (ROS) in macrophages [38,39] and the increased signaling of proinflammatory cytokines/chemokines and Rho kinases [26,27,30,31,40,41]. Moreover, sphingosine-1-phosphate (S1P), oncostatin M (OSM), Paxillin (PXN), and human leukocyte antigen-F adjacent transcript 10 (FAT10; aka ubiquitin D, UBD) were also exclusively identified in the amplified data of the T1D high-risk subject group, which was in agreement with published literature proposing these molecules (i.e., S1P, OSM, PXN, and FAT10) as biomarkers for increased risk of T1D [36,37,42,46]. Notably, none of the above pathways nor S1P, OSM, PXN, and FAT10 were identified/predicted to be significantly altered in the original data, which highlighted the improvement in the analytical power of IPA through our data imputation approach.

Moreover, the IPA’s Biomarker Prediction module provided a host of biomarker candidates from the amplified datasets that were relevant to various immune and autoimmune conditions including T1D. Table 2 below shows the consolidated lists of biomarker candidates predicted in the original and the amplified metabolomics/proteomics datasets from
the T1D high-risk and new-onset subject groups (also see Supplementary Table S4A,B for comprehensive lists of predicted biomarker candidates in association with other immune diseases and functions). As is shown in Figures 6 and 7, the biomarker prediction power of IPA was most enhanced in amplified dataset A3 in comparison to the original, and most biomarker predictions in this specific analysis module were based on the proteomics data. We do not know the specific reason for the limited biomarker predictions in the metabolomics datasets, whether original or amplified, but this might in part be due to the compression in the metabolites abundance values in our prior analyses in association with the tandem mass tagging method used to barcode the samples [11,59]. Nonetheless, these predictions provided promising candidate biomarker signatures that can be further validated in future studies, as we discussed above and depicted in Figure 1.

Table 2. Consolidated lists of candidate biomarkers predicted by IPA in the context of “diabetes mellitus” (top row) in the original and amplified datasets of the T1D high-risk subject group without any further data filtration or curation based on expression fold-change, and those among them that were confirmed as relevant to T1D based on published references (bottom row).

| High-Risk T1D (HR) | Original | A1 | A2 | A3 |
|-------------------|----------|----|----|----|
| **Diabetes Mellitus** |          |    |    |    |
| **T1D**          |          |    |    |    |

**Biomarker names correspond to the associated gene names. Shown p-values correspond to averaged values provided by IPA for the consolidated biomarker candidates predicted in the context of “diabetes mellitus” (inclusive of T1D and T2D) in the proteomics and metabolomics datasets independently, since IPA cannot currently perform biomarker predictions in integrated multi-omics data. \** Biomarkers confirmed as relevant to T1D based on the published references cited next to each candidate biomarker. Candidate biomarkers highlighted in red were exclusively predicted in the amplified datasets.**

Notably, while some of the candidates within each biomarker signature were predicted in common in the original and amplified datasets (see Supplementary Table S4A,B), the
number of unique predictions in the amplified data compared to the original increased progressively with the increased level of data imputation/amplification (Figure 6). For example, when considering candidate biomarkers predicted in the context of “diabetes mellitus” in the T1D high-risk subject group, A3 yielded the highest total number and unique predictions in comparison to the original data and more than A1 and A2 as well (Figure 8). The statistical significance of the predictions was also enhanced with the increased data imputation level, especially in the T1D high-risk subject group (Table 2; also see Figure 7). Importantly, while the quantity of biomarker predictions increased in the amplified datasets, the quality of the predictions was also enhanced in terms of disease relevance. A close examination of the 19 candidate biomarkers predicted by IPA in the context of “diabetes mellitus” in the original dataset identified 15 biomarkers with direct connections to autoimmune T1D, as opposed to type 2 diabetes (T2D). This number, however, increased to 28 such biomarker candidate predictions in A3, and 23 of these predicted biomarkers were unique to A3 and not predicted in the original dataset. This demonstrated the enhanced prediction power of IPA’s algorithms in association with our novel approach of parallel multi-omics data imputation/amplification.

5. Summary and Conclusions

In summary, the above analyses showed improved quantitative and qualitative abilities of IPA software to identify T1D relevant pathways and associated biomarker candidates in the imputed/amplified datasets compared to the original data obtained from a small number of subjects. An intuitive interpretation of this increased pattern discovery capability is that imputed/amplified data enable more biologically and disease-relevant patterns to emerge by bridging key data points in originally separated/fragmented patterns. Our current findings also indicated that small perturbations in the data helped the pattern discovery algorithm(s) to unveil hidden data dependencies, much like how simple additional tracing highlights the contours of a concept in an abstract painting. Moreover, the data imputation procedures we employed here enabled us to explore multiple data amplification ratios to generate multiple versions of amplified datasets for further exploration from different perspectives (computationally speaking) and, thereby facilitated the “full” utilization of the rich information embedded in the original high-dimensionality biological data. This preliminary work showed that data imputation at a level close to the “golden ratio” (38.2%:61.8%) was optimal within our quadra-omics datasets, which is consistent with multiple imputation frameworks from missing data technology in other applications [97–99]. Next steps in this project will expand the distributed storage and processing capabilities of our data amplification/imputation algorithms to achieve “big data” level data imputation and further enable larger-scale decoding of the complex relationships.
inside expanded biological parallel multi-omics datasets with additional subjects using more powerful “big data” machine learning and pattern discovery tools.

Based on the current preliminary work, we conclude that our novel approach of data imputation and amplification of limited, yet high-dimensionality parallel multi-omics datasets can be used to increase the analytical capabilities and the predictive range of existing algorithms and data mining instruments, and to potentially enable the deployment of more powerful “big data” machine learning and pattern recognition tools to enhance the identification of promising disease-specific biomarkers and biomarker signatures that may ultimately aid in the diagnosis and treatment of autoimmune T1D among other human conditions.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/biom12101444/s1, Figure S1: Comparison of prediction yields of immune-inflammatory diseases and functions in the amplified and original small transcriptomics (miRNAs) datasets for the T1D high-risk (HR) and new-onset (NO) subject groups; Table S1A,B: Complete lists of canonical pathways in the original and amplified metabolomics datasets (A1, A2, and A3) of the (S1A) HR and (S1B) NO subject groups; Table S2A,B: Complete lists of canonical pathways in the original and amplified proteomics datasets (A1, A2, and A3) of the (S2A) HR and (S2B) NO subject groups; Table S3A,B: Complete lists of immuno-inflammatory diseases and functions enriched in the integrated multi-omics datasets for (S3A) HR and (S3B) NO subject groups; Table S4A,B: Lists of consolidated biomarkers identified by IPA’s Biomarker Prediction module in the context of the selected diseases and functions in the transcriptomics and metabolomics amplified and original datasets for the (S4A) HR and (S4B) NO subject groups.

Author Contributions: Conceptualization, M.H.A., P.B. and G.R.; Data curation, O.A., P.B. and M.H.A.; Formal analysis, O.A., M.O., G.R., P.B. and M.H.A.; Investigation, O.A. and G.R.; Software, M.O. and G.R.; Funding acquisition, M.H.A., P.B. and M.O; Project administration, M.H.A. and P.B.; Supervision, M.H.A., P.B. and M.O.; Writing—original draft, O.A., M.O., G.R., P.B. and M.H.A.; Writing—review and editing, O.A., M.O., G.R., P.B. and M.H.A. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by funds from the National Institutes of Health (NIH) through the National Institute of Allergy and Infectious Diseases (NIAID)—R56AI130330 to M.H.A; the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK)—UC4DK116241 and K01DK097194 to M.H.A; The National Science Foundation (NSF) Division of Computer and Network Systems (CNS)—2051800 to M.O.; the University of Miami’s Institute for Data Science and Computing (IDSC) grant program “Expanding the Use of Collaborative Data Science at UM” to M.H.A; and the Diabetes Research Institute Foundation (DRIF) to M.H.A and P.B.

Data Availability Statement: The original multi-omics datasets previously generated and used in the new analyses in the current study have been deposited in the following publicly accessible repositories: the NIH Common Fund’s National Metabolomics Data Repository (NMDR; www.metabolomicsworkbench.org) [100], accession #s ST001690 (doi:10.21228/M88123) for the metabolomics dataset and ST001642 (doi:10.21228/M8ZX18) for the lipidomics dataset; the PRIDE database of ProteomeXchange (https://www.ebi.ac.uk/pride/), accessed on 27 August 2022), accession # PXD023541 for the proteomics dataset; and the Harvard Dataverse repository (doi.org/10.7910/DVN/A2OU24) for the transcriptomics dataset. The amplified datasets (A1–A3) containing the combined quadra-omics data and the code for the proprietary algorithms used to generate them can be freely accessed and downloaded in R, Python, and MATLAB scripts through the following link: https://miamiedu-my.sharepoint.com/personal/mabdulreda_miami_edu/_layouts/15/onedrive.aspx?id=%2Fpersonal%2Fmabdulreda%5Fmiami%5Fedu%2FDocuments%2FAbdulreda%20Lab%2FAmplified%20quadra%20omics%20datasets%2BCode&ga=1, accessed on 27 August 2022.

Acknowledgments: The authors would like to acknowledge first and foremost the donors of the samples whose generous donation made these studies possible. The authors thank the TrialNet clinical center team at the University of Miami for their help with sample collection, and the TrialNet’s IRB and Coordinating Center for clearing the ancillary study that enabled access to the samples. The authors also acknowledge the principal investigator and research team on the study that allowed access to the samples from healthy subjects. The authors would like to further acknowledge colleagues from the Duke Molecular Physiology Institute at Duke University Medical Center, the Biological Sciences
Division at Pacific Northwest National Laboratory, the Miami Integrative Metabolomics Research Center at the University of Miami, and Ocean Ridge Biosciences for assistance in the multi-omics analyses. Finally, the authors would like to acknowledge the creators of the free online tool that was used to generate the Venn Diagram (http://bioinformatics.psb.ugent.be/webtools/Venn/, accessed on 27 August 2022).

**Conflicts of Interest:** The authors declare no conflict of interest associated with their contribution to this manuscript. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

**References**

1. Atkinson, M.A.; Eisenbarth, G.S.; Michels, A.W. Type 1 diabetes. *Lancet* **2014**, *383*, 69–82. [CrossRef]
2. DiMeglio, L.A.; Evans-Molina, C.; A Orals, R. Type 1 diabetes. *Lancet* **2018**, *391*, 2449–2462. [CrossRef]
3. Warshauer, J.T.; Bluestone, J.A.; Anderson, M.S. New Frontiers in the Treatment of Type 1 Diabetes. *Cell Metab.* **2020**, *31*, 46–61. [CrossRef] [PubMed]
4. Livingstone, S.J.; Levin, D.; Looker, H.C.; Lindsay, R.; Wild, S.H.; Joss, N.; Leese, G.; Leslie, P.; McCreemmon, R.; Metcalfe, W.; et al. Estimated Life Expectancy in a Scottish Cohort With Type 1 Diabetes, 2008–2010. *JAMA J. Am. Med. Assoc.* **2015**, *313*, 37–44. [CrossRef]
5. Rawshani, A.; Sattar, N.; Franzén, S.; Rawshani, A.; Hattersley, A.T.; Svensson, A.-M.; Eliasson, B.; Guðbjörnsdottir, S. Excess mortality and cardiovascular disease in young adults with type 1 diabetes in relation to age at onset: A nationwide, register-based cohort study. *Lancet* **2018**, *392*, 477–486. [CrossRef]
6. von Scholten, B.J.; Kreiner, F.F.; Gough, S.C.L.; von Herrath, M. Current and future therapies for type 1 diabetes. *Diabetologia* **2021**, *64*, 1037–1048. [CrossRef] [PubMed]
7. Mathieu, C.; Lahesmaa, R.; Bonifacio, E.; Achenbach, P.; Tree, T. Immunological biomarkers for the development and progression of type 1 diabetes. *Diabetologia* **2018**, *61*, 2252–2258. [CrossRef] [PubMed]
8. Sims, E.K.; Evans-Molina, C.; Tersey, S.A.; Eizirik, D.L.; Mirmira, R.G. Biomarkers of islet beta cell stress and death in type 1 diabetes. *Diabetologia* **2018**, *61*, 2259–2265. [CrossRef]
9. Canzler, S.; Schor, J.; Busch, W.; Schubert, K.; Rolle-Kampczyk, U.E.; Seitz, H.; Kamp, H.; von Bergen, M.; Buesen, R.; Hackermüller, J. Prospects and challenges of multi-omics data integration in toxicology. *Arch. Toxicol.* **2020**, *94*, 371–388. [CrossRef] [PubMed]
10. Li, C.-X.; Wheelock, C.E.; Sköld, C.M.; Wheelock, A.M. Integration of multi-omics datasets enables molecular classification of COPD. *Eur. Respir. J.* **2018**, *51*, 1701930. [CrossRef]
11. Alcazar, O.; Hernandez, L.; Nakayasu, E.; Nicora, C.; Ansong, C.; Muehlbauer, M.; Bain, J.; Myer, C.; Bhattacharya, S.; Buchwald, P.; et al. Parallel Multi-Omics in High-Risk Subjects for the Identification of Integrated Biomarker Signatures of Type 1 Diabetes. *Biomolecules* **2021**, *11*, 383. [CrossRef] [PubMed]
12. Golub, G.H.; Loan, C.F.V. *Matrix Computations*, 3rd ed.; Johns Hopkins University Press: Baltimore, MD, USA, 1996.
13. Trefethen, L.N.; Bau, D., III. *Numerical Linear Algebra*; Society for Industrial and Applied Mathematics: Philadelphia, PA, USA, 1997.
14. Jakobsen, J.C.; Gluud, C.; Wetterlesv, J.; Winkel, P.; Jakobsen, J.C.; Gluud, C.; Wetterlesv, J.; Winkel, P. When and how should multiple imputation be used for handling missing data in randomised clinical trials—A practical guide with flowcharts. *BMC Med. Res. Methodol.* **2017**, *17*, 162. [CrossRef] [PubMed]
15. Wang, X.; Li, W.; Sun, Y.; Milanovic, S.; Kon, M.; Castrillon-Candas, J.E. Multilevel Stochastic Optimization for Imputation in Massive Medical Data Records. *arXiv 2021*, arXiv:211009680.
16. Miao, X.; Wu, Y.; Chen, L.; Gao, Y.; Wang, J.; Yin, J. Efficient and effective data imputation with influence functions. *Proc. VLDB Endow.* **2021**, *15*, 624–632. [CrossRef]
17. Si, Y.A.; Heeringa, S.; Johnson, D.; Little, R.; Liu, W.; Pfeffer, F. Multiple Imputation with Massive Data: An Application to the Panel Study of Income Dynamics. *arXiv 2021*, arXiv:2007.03016. [CrossRef]
18. Zhou, Z.; Mo, J.; Shi, Y. Data imputation and dimensionality reduction using deep learning in industrial data. In *Proceedings of the 3rd IEEE International Conference on Computer and Communications (ICCC)*, Chengdu, China, 13–16 December 2017; pp. 2329–2333.
19. Rubin, D.B. Multiple Imputation after 18+ Years. *J. Am. Stat. Assoc.* **1996**, *91*, 473–489. [CrossRef]
20. Krämer, A.; Green, J.; Pollard, J., Jr.; Tugendreich, S. Causal analysis approaches in Ingenuity Pathway Analysis. *Bioinformatics* **2014**, *30*, 523–530. [CrossRef] [PubMed]
21. Lin, W.-C.; Tsai, C.-F. Missing value imputation: A review and analysis of the literature (2006–2017). *Artif. Intell. Rev.* **2020**, *53*, 1487–1509. [CrossRef]
22. Lohmann, T.; Laue, S.; Nietzschmann, U.; Kapellen, T.; Lehmann, I.; Schroeder, S.; Paschke, R.; Kiess, W. Reduced Expression of Th1-Associated Chemokine Receptors on Peripheral Blood Lymphocytes at Diagnosis of Type 1 Diabetes. *Diabetes* **2002**, *51*, 2474–2480. [CrossRef]
23. Lin, J.; Lu, Y.; Wang, B.; Jiao, P.; Ma, J. Analysis of immune cell components and immune-related gene expression profiles in peripheral blood of patients with type 1 diabetes mellitus. *J. Transl. Med.* **2021**, *19*, 319. [CrossRef] [PubMed]
24. Aijan, R.A.; Schroeder, V. Role of complement in diabetes. *Mol. Immunol.* **2019**, *114*, 270–277. [CrossRef] [PubMed]
25. Rowe, P.; Wasserfall, C.; Croker, B.; Campbell-Thompson, M.; Pugliese, A.; Atkinson, M.; Schatz, D. Increased Complement Activation in Human Type 1 Diabetes Pancreata. Diabetes Care 2013, 36, 3815–3817. [CrossRef]  

26. Leng, Q.; Nie, Y.; Zou, Y.; Chen, J. Elevated CXCL12 expression in the bone marrow of NOD mice is associated with altered T cell and stem cell trafficking and diabetes development. BMC Immunol. 2008, 9, 51. [CrossRef]  

27. Chen, T.; Yuan, J.; Duncanson, S.; Hibert, M.L.; Kodish, B.C.; Mylavaganam, G.; Maker, M.; Li, H.; Sremac, M.; Santosoosso, M.; et al. Alginate Encapsulated Incorporating CXCL12 Supports Long-Term Allo- and Xenogeneic Transplantation Without Systemic Immune Suppression. Am. J. Transplant. 2015, 15, 618–627. [CrossRef]  

28. Marée, A.F.; Kublik, R.; Finegood, D.T.; Edelstein-Keshet, L. Modelling the onset of Type 1 diabetes: Can impaired macrophage phagocytosis make the difference between health and disease? Philos. Trans. R. Soc. London. Ser. A Math. Phys. Eng. Sci. 2006, 364, 1267–1282. [CrossRef]  

29. Inoue, Y.; Kaifu, T.; Sugahara-Tobinai, A.; Nakamura, A.; Miyazaki, J.; Takai, T. Activating Fcγ Receptors Participate in the Development of Autoimmune Diabetes in NOD Mice. J. Immunol. 2007, 179, 764–774. [CrossRef]  

30. Ryba-Stanislawowska, M.; Rybarczyk-Kapturska, K.; Mysliwiec, M.; Mysliwiska, J. Elevated Levels of Serum IL-12 and IL-18 are Associated with Lower Frequencies of CD4+CD25 high FOXP3+ Regulatory T cells in Young Patients with Type 1 Diabetes. Inflammation 2014, 37, 1513–1520. [CrossRef]  

31. Adorini, L.; Magram, J.; Trembeau, S. The role of endogenous IL 12 in the induction of Th1-cell-mediated autoimmune diseases. Res. Immunol. 1995, 146, 645–651. [CrossRef]  

32. Kuczyński, S.; Winiarska, H.; Abramczyk, M.; Szczawińska, K.; Wierusz-Wysocka, B.; Dworacka, M. IL-15 is elevated in serum patients with type 1 diabetes mellitus. Diabetes Res. Clin. Pract. 2005, 69, 231–236. [CrossRef]  

33. Ramanathan, S.; Dubois, S.; Chen, X.-L.; Leblanc, C.; Ohashi, P.S.; Illangumaran, S. Exposure to IL-15 and IL-21 Enables Autoreactive CD8 T Cells To Respond to Weak Antigens and Cause Disease in a Mouse Model of Autoimmune Diabetes. J. Immunol. 2011, 186, 5131–5141. [CrossRef]  

34. Monti, P.; Bonifacio, E. Interleukin-7 and Type 1 Diabetes. Curr. Diabetes Rep. 2014, 14, 518. [CrossRef]  

35. Penaranda, C.; Kuswanto, W.; Hofmann, J.; Kenebeck, R.; Narendran, P.; Walker, L.S.K.; Bluestone, J.A.; Abbas, A.K.; Dooms, H. IL-7 receptor blockade reprograms autoimmune diabetes by promoting inhibition of effector/memory T cells. Proc. Natl. Acad. Sci. USA 2012, 109, 12668–12673. [CrossRef]  

36. Albiero, M.; Poncina, N.; Ciciliot, S.; Cappellari, R.; Menegazzo, L.; Ferraro, F.; Bolego, C.; Cignarella, A.; Avogaro, A.; Fadini, G.P. Bone Marrow Macrophages Contribute to Diabetic Stem Cell Mobility by Producing Oncostatin M. Diabetes 2015, 64, 2957–2968. [CrossRef]  

37. Prashanth, G.; Vastrad, B.; Tengli, A.; Vastrad, C.; Kotturshetti, I. Identification of hub genes related to the progression of type 1 diabetes by computational analysis. BMC Endocr. Disord. 2021, 21, 61. [CrossRef]  

38. Kröncke, K.-D.; Kolb-Bachofen, V.; Berschick, B.; Burkart, V.; Kolb, H. Activated macrophages kill pancreatic syngeneic islet cells via arginine-dependent nitric oxide generation. Biochem. Biophys. Res. Commun. 1991, 175, 752–758. [CrossRef]  

39. Ysmail-Dahlouk, L.; Nouari, W.; Aribi, M. 1,25-dihydroxyvitamin D 3 down-modulates the production of proinflammatory cytokines and nitric oxide and enhances the phosphorylation of monocyte-expressed STAT6 at the recent-onset type 1 diabetes. Inflammation 2022, 45, 1267–1282. [CrossRef]  

40. Bros, M.; Haas, K.; Moll, L.; Grabbe, S. RhoA as a Key Regulator of Innate and Adaptive Immunity. Cells 2019, 8, 733. [CrossRef]  

41. Tratsiakovich, Y.; Kiss, A.; Gonon, A.T.; Yang, J.; Sjöquist, P.-O.; Pernow, J. Inhibition of Rho kinase protects from ischaemia–reperfusion injury via regulation of arginine activity and nitric oxide synthase type 1 in diabetes. Diabetes Vasc. Dis. Res. 2017, 14, 236–245. [CrossRef]  

42. Fox, T.E.; Bewley, M.C.; Unrath, K.A.; Pedersen, M.M.; Anderson, R.E.; Jung, D.Y.; Jefferson, L.S.; Kim, J.K.; Bronson, S.K.; Flanagan, J.M.; et al. Circulating sphingolipid biomarkers in models of type 1 diabetes. J. Lipid Res. 2011, 52, 509–517. [CrossRef]  

43. Flanagan, J.M.; et al. Circulating sphingolipid biomarkers in models of type 1 diabetes. J. Lipid Res. 2011, 52, 509–517. [CrossRef]  

44. Hernandez, L.F.; Buchwald, P.; Abdulreda, M.H. Effect of Arginase-1 Inhibition on the Incidence of Autoimmune Diabetes in NOD Mice. Curr. Res. Diabetes Obes. J. 2018, 5, 555661. [CrossRef]  

45. Hakola, L.; Erlund, I.; Cuthbertson, D.; Miettinen, M.E.; Autio, R.; Nucci, A.M.; Härkönen, T.; Honkanen, J.; Vaarala, O.; Hyöty, H.; et al. Serum fatty acids and risk of developing islet autoimmunity: A nested case–control study within the TRIGR birth cohort. Pediatr. Diabetes 2021, 22, 577–585. [CrossRef]  

46. Cort, L.; Habib, M.; Eberwine, R.A.; Hessner, M.J.; Mordes, J.P.; Blankenhorn, E.P. Diubiquitin (Ubd) is a susceptibility gene for diabetes. Proc. Natl. Acad. Sci. U.S.A. 2016, 113, 3453–3458. [CrossRef]  

47. Shriver, M.; Insausti, R.; Sajantila, A.; Tallberg, J.; Vaheri, A.; Sibinga, C.; Eerola, J.; Killian, A.; Haapasalo, M.; Erkkilä, T.; et al. Messenger RNA levels of genes involved in diabetes are differentially modulated in human retinal pigment epithelial cells. Mol. Vis. 2008, 14, 14325–14338. [CrossRef]  

48. Fadini, G.P.; Eerola, J.F.; Kublik, R.; Finegood, D.T.; Edelstein-Keshet, L. Modelling the onset of Type 1 diabetes: Can impaired macrophage phagocytosis make the difference between health and disease? Philos. Trans. R. Soc. London. Ser. A Math. Phys. Eng. Sci. 2006, 364, 1267–1282. [CrossRef]  

49. Chang, H.; He, K.; Li, C.; Ni, Y.; Li, M.; Chen, L.; Hou, M.; Zhou, Z.; Xu, Z.; Ji, M. P21 activated kinase-1 (PAK1) in macrophages is required for promotion of Th17 cell response during helminth infection. J. Cell. Mol. Med. 2020, 24, 14325–14338. [CrossRef]  

50. Rowe, P.; Wasserfall, C.; Croker, B.; Campbell-Thompson, M.; Pugliese, A.; Atkinson, M.; Schatz, D. Increased Complement Activation in Human Type 1 Diabetes Pancreata. Diabetes Care 2013, 36, 3815–3817. [CrossRef]
75. Purvis, G.S.D.; Chiazza, F.; Chen, J.; Azevedo-Loiola, R.; Martin, L.; Kusters, D.H.M.; Reutelingsperger, C.; Fountoulakis, N.; Gnudi, L.; Yaqoob, M.M.; et al. Annexin A1 attenuates microvascular complications through restoration of Akt signalling in a murine model of type 1 diabetes. Diabetologia 2018, 61, 482–495. [CrossRef]

76. Chen, C.-C.; Lu, Y.-C.; Chen, Y.-W.; Lee, W.-L.; Lu, C.-H.; Chen, Y.-H.; Lee, Y.-C.; Lin, S.-T.; Timms, J.F.; Lee, Y.-R.; et al. Hemopexin is up-regulated in plasma from type 1 diabetes mellitus patients: Role of glucose-induced ROS. J. Proteom. 2012, 75, 3760–3777. [CrossRef] [PubMed]

77. Tonon, F.; Candido, R.; Toffoli, B.; Tommasi, E.; Cortello, T.; Fabris, B.; Bernardi, S. Type 1 diabetes is associated with significant changes of ACE and ACE2 expression in peripheral blood mononuclear cells. Nutr. Metab. Cardiovasc. Dis. 2022, 32, 1275–1282. [CrossRef] [PubMed]

78. Al Muhtaseb, N.; Al Yousuf, A.; Bajaj, J.S. Apolipoprotein A-I, A-II, B, C-II, and C-III in children with insulin-dependent diabetes mellitus. Pediatrics 1992, 89, 936–941. [CrossRef] [PubMed]

79. Vendrame, F.; Santangelo, C.; Misasi, R.; Dionisi, S.; Gizi, C.; Realacci, M.; Grassetti, D.; Di Mario, U.; Dotta, F. Defective lymphocyte caspase-3 expression in type 1 diabetes mellitus. Eur. J. Endocrinol. 2005, 153, 119–125. [CrossRef] [PubMed]

80. Jamali, Z.; Nazari, M.; Khorrarmelazad, H.; Hakimizadeh, E.; Mahmoodi, M.; Karimabad, M.N.; Hassanshahi, G.; Rezaeei, M.; Balaei, P.; Derakhshan, S.; et al. Expression of CC Chemokines CCL2, CCL5, and CCL11 is Associated with Duration of Disease and Complications in Type 1 Diabetes: A Study on Iranian Diabetic Patients. Clin. Lab. 2013, 59, 993–1001. [CrossRef] [PubMed]

81. Jun, H.-S.; Yoon, J.-W. A new look at viruses in type 1 diabetes. Diabetes/Metab. Res. Rev. 2003, 19, 8–31. [CrossRef] [PubMed]

82. Dubois-Laforgue, D.; Hender, H.; Callat-Zucman, S.; Zagury, J.-F.; Winkler, C.; Boitard, C.; Timisit, J. A Common Stromal Cell–Derived Factor-1 Chemokine Gene Variant is Associated With the Early Onset of Type 1 Diabetes. Diabetes 2003, 50, 1211–1213. [CrossRef]

83. Sanlioglu, A.D.; Griffith, T.S.; Omer, A.; Dirice, E.; Sari, R.; Altunbas, H.A.; Balci, M.K.; Sanlioglu, S. Molecular mechanisms of death ligand-mediated immune modulation: A gene therapy model to prolong islet survival in type 1 diabetes. J. Cell. Biochem. 2008, 104, 710–720. [CrossRef] [PubMed]

84. Ou, D.; Wang, X.; Metzger, D.; Robbins, M.; Huang, J.; Jobin, C.; Chantler, J.; James, R.; Pozzilli, P.; Tingle, A. Regulation of TNF-Related Apoptosis-Inducing Ligand-Mediated Death-Signal Pathway in Human β Cells by Fas-Associated Death Domain and Nuclear Factor κB. Hum. Immunol. 2005, 66, 799–809. [CrossRef] [PubMed]

85. Apostolou, I.; Hao, Z.; Rajewsky, K.; von Boehmer, H. Effective Destruction of Fas-deficient Insulin-producing β Cells in Type 1 Diabetes. J. Exp. Med. 2003, 198, 1103–1106. [CrossRef] [PubMed]

86. Winer, S.; Tsui, H.; Lau, A.; Song, A.; Li, X.; Cheung, R.K.; Sampson, A.; Affifyan, F.; Ellord, A.; Jackowski, G.; et al. Autoimmune islet destruction in spontaneous type 1 diabetes is not β-cell exclusive. Nat. Med. 2003, 9, 198–205. [CrossRef] [PubMed]

87. Simeonovic, C.J.; Ziolkowski, A.F.; Wu, Z.; Choong, F.J.; Freeman, C.; Parish, C.R. Heparanase and Autoimmune Diabetes. Front. Immunol. 2013, 4, 471. [CrossRef] [PubMed]

88. Folli, F.; Guzzi, V.; Perego, L.; Coletta, D.K.; Finzi, G.; Placidi, C.; La Rosa, S.; Capella, C.; Socci, C.; Lauro, D.; et al. Proteomics Reveals Novel Oxidative and Glycolytic Mechanisms in Type 1 Diabetic Patients’ Skin Which Are Normalized by Kidney-Pancreas Transplantation. PLoS ONE 2010, 5, e9923. [CrossRef] [PubMed]

89. Marleau, A.M.; Sarvetnick, N.E. IL-18 is required for self-reactive T cell expansion in NOD mice. J. Autoimmun. 2011, 36, 263–277. [CrossRef] [PubMed]

90. Jenny, L.; Ajjan, R.; King, R.; Thiell, S.; Schroeder, V. Plasma levels of mannan-binding lectin-associated serine proteases MASP-1 and MASP-2 are elevated in type 1 diabetes and correlate with glycaemic control. Biochem. Biophys. Res. Commun. 2009, 378, D463–D470. [CrossRef] [PubMed]

91. Chen, Y.; Cao, L.; Ye, J.; Zhu, D. Upregulation of myostatin gene expression in streptozotocin-induced type 1 diabetes mice is attenuated by insulin. Biochem. Biophys. Res. Commun. 2003, 308, 112–116. [CrossRef] [PubMed]

92. Levenson, A.E.; Wadwa, R.P.; Shah, A.S.; Khoury, P.R.; Kimball, T.R.; Urbina, E.M.; de Ferranti, S.D.; Bishop, F.K.; Maahs, D.M.; Dolan, L.M.; et al. PCSK9 Is Increased in Youth With Type 1 Diabetes. Diabetes Care 2017, 40, e85–e87. [CrossRef]

93. Crévecoeur, I.; Gudmundsdottir, V.; Vig, S.; Sodré, F.M.C.; D’Hertog, W.; Fierro, A.C.; Van Lommel, L.; Gysemans, C.; Marchal, K.; Waelkens, E.; et al. Early differences in islets from prediabetic NOD mice: Combined microarray and proteomic analysis. Diabetologia 2017, 60, 475–489. [CrossRef]

94. Mackness, B.; Durrington, P.N.; Boulton, A.J.M.; Hine, D.; Mackness, M.I. Serum paraoxonase activity in patients with type 1 diabetes compared to healthy controls. Eur. J. Clin. Investig. 2002, 32, 259–264. [CrossRef] [PubMed]

95. Iclal, G.; Mehmet, K.; Yilmaz, K.; Muslum, A.; Geyikli, I.; Keskin, M.; Kör, Y.; Akan, M. Increased Resistin Serum Concentrations in Patients with Type 1 Diabetes. J. Clin. Res. Pediatr. Endocrinol. 2013, 5, 189–193. [CrossRef] [PubMed]

96. Safari-Alighiarloo, N.; Tabatabaei, S.M.; Shahsavari, S.; Namaki, S.; Khodakarim, S.; Rezaei-Tavirani, M. Identification of new key genes for type 1 diabetes through construction and analysis of protein-protein interaction networks based on blood and pancreatic islet transcriptomes. J. Diabetes 2017, 9, 764–777. [CrossRef] [PubMed]

97. Schafer, J.L. Multiple imputation: A primer. Stat. Methods Med. Res. 1999, 8, 3–15. [CrossRef] [PubMed]

98. Carpenter, J.R.; Kenward, M.G. Survival Data, Skips and Large Datasets. In Multiple Imputation and Its Application; Wiley: Chichester, UK, 2013; pp. 165–202.

99. Kenward, M.G.; Carpenter, J. Multiple imputation: Current perspectives. Stat. Methods Med. Res. 2007, 16, 199–218. [CrossRef]

100. Simeonovic, C.J.; Ziolkowski, A.F.; Wu, Z.; Choong, F.J.; Freeman, C.; Parish, C.R. Heparanase and Autoimmune Diabetes. Front. Immunol. 2013, 4, 471. [CrossRef] [PubMed]