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ABSTRACT

This study strives to assess the long-run dynamic relationship between carbon emission, and phenomena such as globalization, industrialization, electricity consumption, and agriculture for Bangladesh by utilizing annual time series data for 1971-2014. To this end, ARDL co-integration approach is utilized in this study to investigate the particularly targeted dynamics. The findings reveal strong positive long-run relation between carbon emission, and globalization, and electricity consumption while exhibiting weak relation between emission, and industrialization. For agriculture, no significant long-run relation could be found. The current economic status of the country is liable for the relation dynamics. Improvement from the existing physical, and governance infrastructure of the country holds the key to mitigating the emission problem generating as a by-product of growth, and globalization in general.
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1. INTRODUCTION

The story of development over the last hundred years can be perceived into two broad divisions. On the one hand, there lies the realm of unprecedented advancement in technology, and spectacular achievement of growth across the world. On the other hand, there are stories of concern regarding our very existence in the world. The latter comprises nothing much other than the story of environmental degradation, which puts all the achievements of the former at great peril. Although the growth has brought about spectacular economic benefit, the impact it is rendering by degrading the environment has become a hot-button issue as climate change issue can be regarded to be irreversible, posing an impending threat not only for the most natural disaster-prone countries like Bangladesh but also for the whole world. The Intergovernmental Panel on Climate Change (IPCC) forecasted that by the end of 21st Century, the global warming will rise between 1.8 and 4 degree, and at best 6.4 degree as compared to that of 20th century (Richard Alley et al., 2007; Ryan-Collins et al., 2011). The leading cause of global warming is the activity of humans that discharges greenhouse gases (GHG) into the atmosphere (Ryan-Collins et al., 2011). Currently due to COVID-19 launchings such as lockdowns, though a worldwide drop in GHG emission is noticeable, assessments suggest...
COVID-19 to leave a very trivial long-run impact on the climate as (State of the Global Climate, 2020) reveals the atmospheric GHG concentration to maintain a continuous rise in the long-run (Forster et al., 2020). The predominant contributor of this global warming is carbon dioxide \((CO_2)\), since it accounts for 58.8 percent of GHG emission (Bacon and Bhattacharya, 2007; Chandra Ghosh, 2014). Worldwide \(CO_2\) emission has been 42% higher in 2014 as compared to that of 1990, marking a substantial increase of \(CO_2\) concentration in the atmosphere (Aung et al., 2017).

Bangladesh, like many other countries of the world, has invariably set economic growth as one of the prime goals in the macroeconomic stabilization policy area. The country initiated large-scale trade liberalization from the early 1990s (Oh and Bhuyan, 2018). In so doing, Bangladesh got initiated into the process of globalization through trade integration. The concept of globalization is a multidimensional one with multitude of socioeconomic, political, and environmental ramifications to muse on (Haelg, 2020). As it moved ahead on the path towards globalization, the wheel of industrialization accelerated prompting the demand for energy consumption to soar greatly, and thereby causing environmental degradation by increasing per capita \(CO_2\) emission. While the degree of globalization has increased from 18.96 in 1972 to 51.25 in 2017 (KOF Globalisation Index, n.d.), per capita \(CO_2\) emission has also risen in the similar vein. Back in 1972, when the per capita \(CO_2\) emission of this country was only 0.05 metric ton, it has increased to 0.51 metric ton per capita in 2018 (World Development Indicators | DataBank, n.d.). In 1972 while the share of \(CO_2\) emission of Bangladesh in the world was 0.01%, in 2016 it became 0.21% (Global Search on Data, Maps and Indicators — European Environment Agency, n.d.). This rising trend is expected to continue due to the reliance on fossil fuel to cater to the industrial demand in this era of increasing globalization. Therefore, the country is face-to-face with a major trade-off in this regard.

As per World Bank, in 2019 among the total population of the country, almost 92.2% can avail to electricity, which was only 14.3% in 1991, and per capita electric power consumption has risen from 10.65 kWh in 1972 to 320.20 kWh in 2014. Concurrently, fossil fuel energy consumption has increased from 20.70% in 1972 to 73.76% in 2014 causing the \(CO_2\) emissions from electricity, and heat production to rise from 27.77% in 1972 to 52.80% in 2014 (World Development Indicators | DataBank, n.d.). In keeping with the energy sector, industrialization had gained momentum over the same period. Industry is a major contributor to \(CO_2\) emissions among all economic sectors, in essence due to high energy consumption by the sector (Du et al., 2019). As per Bangladesh Economic Review 2021, the share of industrial sector to the total GDP stands at 34.99% that grew soundly, getting impetus from power, gas, water supply, mining, and quarrying subsectors (Bangladesh-Economic-Review, 2021b).

Although energy consumption, and industrialization play pivotal roles in GHG emissions, \(CO_2\) emission from agriculture also deserves attention as a nation attempts to ensure food security (Li et al., 2016a). Agriculture, forestry, and land use remain as the second major contributing sector to GHG, after the electricity, and heat production sector (Intergovernmental Panel on Climate Change and Edenhofer, 2014). The share of the agriculture sector in the GDP of Bangladesh is only a meagre 13.47% in 2021 (Bangladesh-Economic-Review, 2021c). However, the economy is predominantly agro-based with 40.6% of total labor force still employed in this sector, and a whopping more than 40.6% of the total population linked either directly or indirectly to agricultural activities (Bangladesh-Economic-Review, 2021d).

As for the potential hazards, Bangladesh is now at the epicenter of threats originating from climate change effects like increase in sea level, draught, salinity ingress, cyclone, storms, loss of habitats, destabilization of agriculture, etc. According to the estimation of (Bangladesh-Economic-Review, 2021a), the annual average rainfall is expected to become higher by 2030, 2050, and 2070 in Bangladesh with an approximate rise of almost 4%, 2.3%, and 6.7% extra rain falling respectively. In terms of sea level of Bangladesh, a 40 cm rise by 2030 is also forecasted (Bangladesh-Economic-Review, 2021a). The rise in the sea level due to climate change can submerge up to 13% of coastal land of Bangladesh by 2080, and a rise in the sea-level by just one meter is capable of inundating about one third of the total area of Bangladesh resulting in a displacement of 25-30 million Bangladeshis (Climate Displacement in Bangladesh, 2012; Pender, 2008).

This whole scenario has motivated us to make an endeavor to see how the environmental quality of Bangladesh is going to be affected in the long-run, if the above scenario steadily gets worsening, by employing ARDL co-integration technique. That’s why to keep the tenor of the above-mentioned discourses, we have equipossed our study as follows: The next section supply a brief review of relevant empirical evidence, and various theoretical arguments from the literature related to our interest, and points out the shortfalls in case of Bangladesh. Conditioned upon the previous fulfillment, the third section justifies, and introduces the objective of the study once again but in details, while the data, and methodology used by the paper for analysis would be revealed in the fourth section. Following the previous section, the fifth section deals with the findings obtained using the empirical methods. The final section sets out discussions, conclusions, and suggestions to policy makers.

2. LITERATURE REVIEW

For the last few decades, the world has seen an exponential increase in the emission of \(CO_2\), and the same in terms of the performances of different macroeconomic indicators. As a result, there is a growing concern among the researchers, and policy makers as to the association between environmental quality, and relevant macroeconomic variables. However, existing literature in this field is not congruent with each other, and the results emerging from these studies diverge in case of one country to another, and also from one estimation technique to another. Quite an exorbitant amount of studies on the connection of \(CO_2\) emission with it’s various determinants has been undertaken in the world. All these studies can be categorized under three broad categories.

The first category entails examining the justness of Kuznet Curve (EKC) in terms of environment, where an inverted U-shaped
relationship is presumed to stay between income per capita, and the pollution level (Kuznets, 1955). To be more specific, EKC maintains that the level of pollution deteriorates at first with the onset of initial development, and then improves as the development goes on. Researchers like (Öztürk, 2016; Pata, 2017) for Turkey, (Dilawar Khan and Arif Ullah, 2019) for Pakistan, (Shahbaz et al., 2015b) for China, (Shikwambana et al., 2021) for South Africa have made an endeavor to inquire into the validity of country specific EKC hypothesis. The findings from these studies, however, are not in harmony, and many studies couldn’t find the existence of inverted U-shaped relationships while working with real life data for example (Zhang, 2021) found an N-shape EKC for China. At the same time, instead of relying on individual country specific data, utilizing panel database analysis, researchers like (Galeotti et al., 2006) for OECD countries, (Kalaycı and Hayaloğlu, 2019) for NAFTA, and (Selden and Song, 1994), (Suri and Chapman, 1998), and (Parajuli et al., 2019) have vindicated growth from the economists viewpoint to disturb the quality of environment at the initial stage of development, and to improve it after a threshold income level.

The second category involves a different approach from the previous category. While the first category focuses specifically on the relationship pattern of income, and pollution over time, the second category broadens the horizon by focusing on the long-term association between environmental quality, and other connected macroeconomic indicators without applying EKC hypothesis concept in the estimation model. Many researchers like (Soytas and Sari, 2009) for Turkey, (Tiwari and Nasir, 2013) for South Africa, (Gul et al., 2015) for Malaysia, (Mohiuddin et al., 2016) for Pakistan, (Asamadu Sarkodie and Owusu, 2017) for Ghana, (Salahuddin et al., 2018) for Kuwait, (Appiah et al., 2019) for Paris, (Le et al., 2018) for Vietnam, and (Nkengfack and Fotio, 2019) for Algeria, Egypt, and South Africa have investigated in this realm.

The third category includes a mixture of the earlier two in terms of approach but covers much broader grounds in terms of perspective. Under this, some researchers bring the EKC concept like the first category entailed, and some simply ignores it as the second category said. Even though some researchers design their model incorporating the EKC hypothesis, under this third category they actually attempt to investigate the static, and dynamic relationship between quality of environment, and its determinants. It’s because over time, newer challenges kept emerging, and thus, concepts such as globalization, economic growth, industrialization, urbanization, financial development etc. kept receiving more, and more attention from the eyes of environmental policymakers in their models. In the following sections, some of the broader shores of literature under this category are discussed to dig the insights of these studies if this category is selected (Section 2.1 to 2.4).

2.1. Globalization, and Environmental Degradation
Globalization removes the barriers to cross-border trade, and investments, and thus contributes to the growth of the country’s economy, which subsequently accelerates the amount of pollution (Cole, 2006; Latif et al., 2018). On the other hand, pollution is assumed to decrease after reaching a certain threshold of standard of living (Shahbaz et al., 2015a). In the early 1990s, researchers streamlined the effects of globalization on environmental quality into two branches – direct effects, and indirect effects. The latter can be classified into either of three categories: Technique, composition, and scale effects.

The amount of emission made by a country during its production or consumption of a particular good hinges on the technique of production or consumption that they use. The cornucopia of channels through which globalization influences CO₂ emission by altering the production, and consumption techniques through which industry, and households emit is commonly denoted as the technique effect (McAusland, 2010). Globalization prompts many economies to adhere to international norms, and environmental quality related treaties (Bernauer et al., 2010) which in turn might reduce emission via technique effect. For example, a country can deny market access to the product of another country if it deems the product is not being procured in an environment-friendly way (Sebastiaan Princen, 1999). In light of results of technique effect like this, in 1995, Vogel put forward the concept of “California effect” delineating how emission is reduced by the positive nature of globalization. The California effect takes place when a country imposes its own standard upon one or more of its trading-partners with market access (Sebastiaan Princen, 1999). However, the success depends on the scale and adaption of technology transfer and as a result, researchers recommend to take initiatives to enhance the absorptive capacities for the countries on which the strict standards are imposed (Ryan-Collins et al., 2011).

Composition effect comes into play when the sectoral or industrial composition of a country changes, and this change in response leads to a change in emission levels due to liberalization. The composition effect captures this change in emission (McAusland, 2010). Generally, when composition of economies move from industrial sector to service or agriculture sector, emission levels decrease, and a similar pattern can be observed the other way around.

The scale effect is observed when access to increased, and efficient resources due to globalization, ends up shifting the global production possibility frontier (PPF) out (McAusland, 2010). Generally, economies with high cost of factor inputs scale up their industries through expanding in economies where expansion, and operation is cheaper. While the impact on emission is ambiguous for the former two, it is almost always negative for scale effect as the increase in production leads to at least some minimal level of emission regardless of the techniques in use.

As a result of all these different “effects” of globalization having varying repercussions on emission, in existing literature, there are contrasting opinions as to the impact of globalization on the environment. Globalization is a concept that is multi-dimensional, and incorporates different aspects such as political, economic, and social dimensions (Haelg, 2020). However, some studies rely only on trade openness as a measure of globalization. Using the data of 41 countries (Frankel, 2009) conclude that trade helps improving environmental quality, which is in line with the study of (Shahbaz et al., 2013) for Indonesia, (Shahbaz et al., 2017) for China, and (Le et al., 2018) for Vietnam. On the contrary, using country specific
data, researchers like (Dean, 2002) for China, (Dilawar Khan and Arif Ullah, 2019) for Pakistan, and using panel dataset (Frankel, 2009), (Kalaycı and Hayalolğlu, 2019), (Salahuddin et al., 2019) have established trade openness as influencing the environmental quality to degrade.

On the other hand, some recent studies (Jorgenson and Givens, 2014) have incorporated other measures of globalization apart from trade openness to ascertain its relevant effect on environment quality. Using KOF index, (Nguyen and Hoi, 2020) for Vietnam, (Salahuddin et al., 2019) for South Africa, (Etokakpan et al., 2020) for Turkey have found environment quality is degraded by globalization. In contrast, (Antweiler et al., 2001; Liddle, 2001; Rahman et al., 2021; Shahbaz et al., 2017) have asserted that globalization tends to enhance environmental quality.

There is also a structured argument supporting the role of globalization in reducing emission named the “pollution haven” argument coined by (Copeland and Taylor, 1994). According to this argument, as an outcome of a higher level of integration, industries that cause high pollution in the developed economies, and have to bear high compensatory costs due to environmental laws, are relocated to developing nations in order to utilize the relatively less stringent environmental regulations existent there. Due to the nature of seeking a reduction in their production costs, these relocated industries end up emitting in high volumes in the developing countries (Jaffé, 1995). These developing economies are considered as pollution havens for the industrialists of the developed economies.

From the discussion above, it can be delineated that the impact of globalization on environmental degradation is an issue of much debate, and it is an ongoing controversy (Jorgenson and Givens, 2014).

2.2. Industrialization, and Environmental Degradation
Industrialization is a major consequence of globalization, so it is important to look into the impact of industrialization on emission separately. Majority of the authors suppose that industrialization boosts higher energy consumption as higher value added manufacturing involves usage of more energy as compared to traditional agriculture or basic manufacturing (Lin and Lei, 2015; Sadorsky, 2014). Evidence further suggests that CO₂ emissions are more responsive to industrial output rather than agricultural output (Burke et al., 2015). But, the ecological modernization theory propounds that manufacturing output increases at the beginning stages of modernization as the country enjoys economic growth which eventually increases CO₂ emissions (Begum et al., 2015; Lin and Lei, 2015). However, due to the role of different modern green technologies, generation of public awareness, and higher willingness to pay for saving the environment from degrading, CO₂ emission eventually decreases in the long-run (Samreen and Majeed, 2020). On the other hand, industry structure could lead to reduced CO₂ emissions by adversely affecting the economic growth (Chang et al., 2015). It can reduce CO₂ emission if biomass is used for low-temperature heating services (Fais et al., 2016). Due to this debate, some existing literature has attempted testing the relation of environmental degradation with industrialization and the available literature, relevant to this field can be grouped as follows:

The primary group of evidence is biased towards the environmental damaging impact of industrialization. This is backed by literature like (Asumadu-Sarkodie and Owusu, 2016) for Benin, (Li et al., 2019; Liu and Bae, 2018) for China, (Pata, 2017) for Turkey, (Appiah et al., 2019) for Paris, and also by researchers who have used panel dataset such as (Al-mulali and Ozturk, 2015) for MENA countries, (Le, 2020) for a set of 47 countries, (Samreen and Majeed, 2020) for a set of 89 countries, and (Majeed and Tauqir, 2020) for a set of 156 countries. (Wang et al., 2011) Concluded that China’s heavy industries significantly contribute to its CO₂ emissions. (Al-mulali and Ozturk, 2015) Provided similar results for MENA countries. Consequently, the reduction of industrial CO₂ emissions has remained as a vital mitigation strategy for the developing countries (Chen et al., 2013).

The secondary group of evidence reports the beneficial effects of industrialization on CO₂ emissions. China can enjoy environment friendly effect from industrialization if it can upgrade and optimize the structure of this industrial sector (Zhou et al., 2013). However, by ensuring replacement of fossil fuel energy consumption by the industrial sector of USA, with renewable sources of energy, this carbon emitter can live with beneficial eco-friendly impacts of industrialization (Congregado et al., 2016). Interestingly for country like Nigeria, their industrial sector has an inverse but significant effect on CO₂ emissions (Raheem and Ogebe, 2017).

2.3. Electricity Consumption, and Environmental Degradation
While industrialization is a major contributor to CO₂ emissions, the current focus should be on improving energy efficiency (Lin and Lei, 2015). A huge amount of atmospheric GHG emission results from the consumption of traditional energy, which consequently deteriorates the environment. Based on panel dataset, researchers like (Sohag et al., 2017) for MENA countries, (Asif et al., 2015) for GCC countries, (Le, 2020) for a set of 47 countries, (Kalaycı and Hayalolğlu, 2019) for NAFTA have tried to examine the link between CO₂ emission, and energy consumption. At the same time, other researchers such as (Alam et al., 2011) for India, (Nguyen and Wongsurawat, 2017) for Vietnam, (Dar and Asif, 2018), (Asumadu Sarkodie and Owusu, 2017) for Ghana, (Salahuddin et al., 2018) for Kuwait, (Pata, 2017) for Turkey have relied on individual country specific dataset for the same analysis. All of these studies have observed energy consumption to significantly increase CO₂ emission. However, if the basket of energy consumption consists of renewable and nuclear sources, environmental quality improves (Majeed and Luni, 2019). Findings of (Cole and Neumayer, 2004; Parikh and Shukla, 1995; Shahbaz et al., 2016; York et al., 2003) lends support to this alternative view by concluding that clean energy consumption improves environmental quality.

2.4. Agriculture, and Environmental Degradation
CO₂ emission from agriculture has remained important as nations strive to ensure food security (Li et al., 2016b). This sector emits three main contributors of GHG, namely, CO₂, CH₄, and N₂O emanating mainly from population growth, increased demand
for food, and change in land use (Cole et al., 1997). As a result, research on the link between agriculture, and CO₂ emission is gaining momentum (Gold and Library (U.S.), 1999). Agriculture could have both positive, and negative effects on climate (Pant, 2009). For example, in North African countries, higher agricultural production leads to a long-run CO₂ emissions reduction (Ben Jéblí and Ben Youssef, 2017). But, many findings suggest that efficiency in agricultural production plays an important role in reducing CO₂ emissions (Clark and Tilman, 2017; van Vuuren et al., 2017; Zhang et al., 2019). Normally, agriculture helps in reducing CO₂ emissions as arable land sinks some of the emissions, and sequesters it into organic matter, and for use as biomass (Sauerbeck, 2001). Acknowledging that, (Altieri et al., 2017) suggest focusing more on traditional farming methods, mainly used by peasant farmers. However, literature points at not to be misguided by incorporating those CO₂ emissions in the agriculture sector, which results from use of fossil fuel based machineries such as tractors, irrigation pump etc. and cautiously incorporate them under the energy sector (Ceschia et al., 2010; Tubiello et al., 2013).

2.5. Context of Bangladesh
As globalization facilitates knowledge, and technological transition, it allows an economy to go through an economic transformation where industrialization grows (Jena and Grote, n.d.). According to data from UNCTAD, Bangladesh has seen unprecedented rise in FDI from USD 1.1B in 2011 to USD 3.6B in 2018, due to increased facilitation through introduction of a host of new Economic Zones, and improved infrastructure. Increased FDI influx generally leads to rise in industrialization, which tends to increase energy consumption. For Bangladesh, a country that already ranks 162nd out of 180 countries according to the Environmental Performance Index (Bangladesh | Environmental Performance Index, n.d.), this is a major concern from an environmental viewpoint. Hence, evidence on this context for Bangladesh has been grabbing attention to enable for well-informed policymaking. Moreover, Bangladesh being an economy historically based on agriculture, investigation incorporating agricultural context on this discourse of environment is seeking attention of researchers.

Existing evidence on Bangladesh reports mixed findings. Using data spanning from 1973-2013 (Rayhan et al., 2018) found that while significantly higher environmental degradation is resulted due to increase in energy consumption, and economic growth, insignificant result is observed from more trade openness, and more FDI inflow. On the other hand, though energy consumption degrades environment, trade openness significantly reduces CO₂ emission (Islam et al., 2017; Oh and Bhuyan, 2018). (Rabbi, 2015) concludes the existence of EKC hypothesis for Bangladesh along with a degrading impact of energy on CO₂ emission, and inverse impact coming from trade openness. However, exploiting KOF index of globalization (Ahad, 2016) concludes that globalization, industrialization, and energy consumption, all three increases CO₂ emission in the long-run. Supporting that (Mahbub et al., 2020) concludes that in long-run both globalization, and economic growth degrades environment. Bringing economic globalization in particular, (Sharmin and Tareque, 2018) indicates that energy intensity, urbanization, industrialization, economic globalization, and economic growth all have significant positive relationship with per capita CO₂ emissions while data over 1980-2014 is utilized. (Intergovernmental Panel on Climate Change and Edenhofer, 2014) has pointed at the difficulty of separating anthropogenic, and natural GHG fluxes from land. Though it’s relatively hard to estimate, and report country level atmospheric GHG fluxes than that of other sectors, the study of (Craig A Meisner and Md. Yusuf Ali, 2017) has claimed that between 1990 and 2013, where emissions from energy sector has increased by almost 500%, at the same time agricultural emissions have increased by about 30% in Bangladesh. Nevertheless, agriculture, and livestock sector are the prime suppliers of GHGs. Here in Bangladesh, non-CO₂ GHG emission such as agricultural land oriented N₂O emissions, and CH₄ emissions from livestock enteric fermentation, manure management, and emissions resulting from rice paddies have dominated this agricultural GHG emission (Intergovernmental Panel on Climate Change and Edenhofer, 2014).

3. OBJECTIVE
It is discernible from the above literature review that in both theoretical, and empirical research the impact on CO₂ emissions arising from globalization, industrialization, economic growth, energy consumption, and agriculture is still under debate. As a result, the links among them are very intricate that cannot be readily traced or narrated.

However, on this topic some shortcomings are visible in the literature for Bangladesh. Researchers have studied the effect of economic growth, industrialization, energy consumption, and trade openness on environment quality. However, hardly anyone has studied the impact of globalization, and agriculture on environment. Secondly, in Bangladesh, while only a handful studies have ever focused on the influence of globalization on CO₂ emission, no study has ever been conducted to observe the impact of agriculture on CO₂ emission. Besides that, the percentage of electricity consumption by the agriculture and industry sectors of Bangladesh is increasing and from 1995 to 2010, it had been around 45% of total electricity consumption (Masuduzzaman, 2012). Though this sector now demands separate attention, almost all the studies have still focused on the energy sector as a whole. In addition to this, no concrete conclusion could be drawn on the impact of industrialization.

We can hypothesize based on the existing evidence that, being barely out of the LDC bracket, it is highly likely that the impact of globalization along with industrialization, and consequent electricity consumption will increase the emission levels significantly in Bangladesh. However, since the farmers here still follows traditional agricultural methods, a resulting significant environmental degradation generated from an agricultural production rise is highly unlikely. Rather, it might be the other way around since the alternative of agriculture for a piece of land is either industrial production or housing.

Based on the above context, approach of co-integration has been undertaken to detect how the environment quality is affected in Bangladesh by globalization, industrialization, electricity consumption, and agriculture in the long-run. In order to provide power to the model, and more empirical evidence on this topic, we added economic growth in our model.
4. MATERIALS AND METHODS

To stand on our goal, we have extracted annual time series data for Bangladesh. However, data for electricity consumption is available only till 2014, which has limited us to choose our time expanding from 1971 to 2014. Descriptions, and sources of these variables are outlined in Table 1.

As discussed in section 2, the existing literature can be categorized into three groups. The first group, which investigates the EKC argument, follows a quadratic functional form. However, our paper does not intend to test the EKC hypothesis, and our focus is more on the long-run dynamics of environmental degradation when the above mentioned determinants are present in the model – which is a notable feature of the more recent studies. To investigate long-run relationships using time series data, a linear functional form is most common, and reliable as can be found in most of the literature under the second, and third categories in section 2. So, instead of a quadratic functional form like the EKC strand, the functional form used in this paper is constructed as follows which is quite similar to the setup of (Asumadu-Sarkodie and Owusu, 2016; Sharmin and Tareque, 2018) –

\[
CO_2 = f(GDP, GI, IND, ECN, AGR) \tag{1}
\]

However, (Dar and Asif, 2018) concludes that, a logarithmic transformation can provide comparatively reliable estimates than a linear model, and this has motivated us to convert our model into a logarithmic form.

\[
\ln CO_2_t = a_0 + a_1 \ln GDP_t + a_2 \ln GI_t + a_3 \ln IND_t + a_4 \ln ECN_t + a_5 \ln AGR_t + u_t \tag{2}
\]

Here, represents natural logarithm, and represents time. Now, our main motive is identifying how much our chosen variables need to be altered to reduce the long-run environmental degradation in Bangladesh. Previously with a goal of studying long-run relationships, researchers (Alshehry and Belloumi, 2015; Ben Jebli and Ben Youssef, 2017) have usually relied on various co-integration techniques such as (Phillips and Hansen, 1988; Robert and Granger, 1987; Soren Johamen and Katarina Jitselfius, 1990). However, if the variables are integrated at their level I(0) or at their first difference, I(1) these aforementioned methods end up generating unwanted biased results. As a remedial, (Pesaran and Shin, 1995; Pesaran et al., 2001) have introduced the autoregressive distributed lag (ARDL) model which can generate unbiased estimates (Harris and Sollis, 2003), even in the presence of a mixed I(0), and I(1) series. Not just that, the following advantages announce the superiority of ARDL model over other estimation techniques such as follows- 

1. It can produce statistically significant, efficient, and consistent result even if the sample size is smaller (Narayan and Smyth, 2005; Pesaran et al., 2001)
2. It requires solving a single equation rather than a set of equations in order to estimate the short-run, and long-run (Bentzen and Engsted, 2001)
3. Avoiding possible endogeneity, it itself can provide unbiased long-run estimates (Harris and Sollis, 2003; Narayan, 2004)
4. ARDL technique helps in the derivation of dynamic unrestricted error correction model, which in return helps determining short-run, and long-run without losing relevant data.

Though this approach necessitates that no variable must be integrated of order two I(2) (Ohlan, 2015), due to the aforementioned advantages, we have employed ARDL model as the co-integration technique. ARDL model normally moves forward by adopting a simple test known as bounds test to show presence of any co-integration or long-run relationship among the chosen variables.

However, the entrance gate to step in the ARDL process is the most crucial aspect here. Unless or until this gate gets unlocked, no ARDL output will achieve reliability. Most of the time series model rests on the assumption of stationarity meaning that over time, the variance, and mean maintain to exhibit constant values. However, in the light of reality, it has been frequently found that over time, the mean value, and value of variance for every time series variable keeps changing, and thus they are regarded as variables with unit root. When a time series variable has, time varying mean, and variance, and thus exhibits unit roots, econometricians label the series as non-stationary.

If a time series variable suffers from exhibiting non-stationarity, the conventional OLS approach tends to provide biased, and unreliable estimates. Therefore, any regression analysis involving non-stationary data is called spurious regression. To avert spurious regression, checking unit root is recommended for every variable. The most popular, and commonly used test to check for unit root is ADF test (Dickey and Fuller, 1981) as it takes into account the problem of autocorrelation by including lag values of the variable in the intercept, and intercept-trend models. In this study, we have seek this usefulness of ADF test for our stationarity checkups. For that we have tested -

- H₀: Non-Stationarity (i.e., Zₜ has unit root) against
- Hₐ: Stationarity (i.e., Zₜ has no unit root).

Given that the H₀ has received rejection, If a series is stationary at its level, the series is an I(0) series. In contrast, taking differencing

| Name of variable | Symbol | Description | Source |
|------------------|--------|-------------|--------|
| Carbon emission  | CO     | CO emissions (metric tons per capita) | World Bank Database |
| Economic growth  | GDP    | GDP per capita (constant 2010 USD) | World Bank Database |
| Globalization    | GI     | Globalization index developed by (Dreher, 2006) | KOF Index |
| Industrialization| IND    | Industry (including construction), value added (% of GDP) | World Bank Database |
| Electricity consumption | ECN | Electric power consumption (kWh per capita) | World Bank Database |
| Agriculture      | AGR    | land (hectares per person) | World Bank Database |
is highly suggested if a series is not found to be I(0) in a hope that this transformation will end up making the series stationary. In that case if the series becomes stationary after differencing for once, it is named as I(1) series. ADF test has the following the specifications:

For intercept, and trend:

$$\Delta z_t = \mu + \delta z_{t-1} + \lambda_i + \sum_{j=1}^q \theta_j \Delta z_{t-j} + \Delta_i$$  \hspace{1cm} (3)

For intercept:

$$\Delta z_t = \mu + \delta z_{t-1} + \sum_{j=1}^q \theta_j \Delta z_{t-j} + \Delta_i$$  \hspace{1cm} (4)

Here $z_t$ resembles each time series variable to be used in this paper. $\Delta z_t$ stands for first difference of the variable $z_t$, the intercept term is denoted by $\mu$, the residual term has been addressed by $\varepsilon_t$, and lastly the optimum lag length for which the lagged value of variable is significant has been indicated by $q$.

Conditioned upon getting satisfactory outcome in the ADF test, at first, this paper proceeds forward for ARDL bounds testing. The following ordinary least squares (OLS) equation is estimated for the ARDL bounds test approach.

$$\Delta \ln \text{CO}_2 = \alpha_0 + \sum_{i=1}^{q_1} \beta_{1i} \Delta \ln \text{CO}_{2t-i} + \sum_{i=0}^{q_2} \beta_{2i} \Delta \ln \text{GDP}_{t-i} + \sum_{i=0}^{q_3} \beta_{3i} \Delta \ln \text{GI}_{t-i} + \sum_{i=0}^{q_4} \beta_{4i} \Delta \ln \text{IND}_{t-i} + \sum_{i=0}^{q_5} \beta_{5i} \Delta \ln \text{ECN}_{t-i} + \sum_{i=0}^{q_6} \beta_{6i} \Delta \ln \text{AGR}_{t-i} + \lambda_1 \text{CO}_{1t-i} + \lambda_2 \text{GDP}_{2t-i} + \lambda_3 \text{GI}_{3t-i} + \lambda_4 \text{IND}_{4t-i} + \lambda_5 \text{ECN}_{5t-i} + \lambda_6 \text{AGR}_{6t-i} + \epsilon_t$$  \hspace{1cm} (5)

Here, $\Delta$ operator indicates first-difference of that variable, and all the $\beta$ coefficients, and $\lambda$ coefficients have been written to represent the short-run dynamic relationships, and the long-run dynamic relationships respectively. $\alpha_0$ has been included to represent the intercept term, and the white noise error term has been addressed by $u$. In addition, all the $q$ indicates the optimum lag lengths, and the subscript $(t-i)$ beside any variable, refers to ith lag of that variable.

This bounds test is standing on the base of an F-statistic, which follows an asymptotic distribution, and under a no co-integration null, this test statistics is assumed to be non-standard. During the bounds testing, presumption of no co-integration in the null (i.e., $H_0$); All the $\lambda$ coefficients $= 0$ is checked against the alternative hypothesis of co-integration (i.e., $H_1$): Not all the $\lambda$ coefficients $= 0$ in order to identify presence of co-integration. However, decision depends on the comparison between calculated F-statistics, and the critical value. Two types of asymptotic critical values are commonly used here (Pesaran et al., 2001). One is named as upper critical bound (UCB), and other one as lower critical bound (LCB).

But these critical values are useable for sample size of 1000. However, for our case where sample size is below 50, critical values for a sample size of 30 to 80 generated by (Narayan, 2004) is suggestive. Now, if all the series of a model are found to be I(0), LCB is utilized to give decision on the presence of co-integration, and UCB is utilized for all the other cases. Now, at a predetermined level of significance:

- The null receives rejection, if the F statistic $> UCB$
- The null receives no rejection, if the F statistic $< LCB$
- Inference becomes inconclusive, if LCB $< \text{F statistic} < \text{UCB}$.

However, this calculated F-statistic is very much sensitive to lag order selection. Misleading results occurs if the used lag length is inappropriate. As a result, once the ADF test has been carried out, instead of jumping into the bounds test, we must proceed forward to finalize the optimum number of lags ($q$) by lag order selection criteria that will minimize the errors the most. To that end, this study has utilized AIC criteria (Akaike, 1969), and the lag emerging with lowest AIC value has been finalized. We have depended on AIC criteria at each stage as AIC offers better results when the objective is prediction. Apart from that, AIC makes no restrictive assumption such as the true model lies in the model space.

Secondly, given that we could find co-integration among the variables under the bounds test, we can now estimate a conditional ARDL model for capturing the long-run dynamics of the model. This model can be specified as follows:

$$\Delta \ln \text{CO}_2 = \alpha_0 + \sum_{i=1}^{q_1} \lambda_{1i} \Delta \ln \text{CO}_{2t-i} + \sum_{i=0}^{q_2} \lambda_{2i} \Delta \ln \text{GDP}_{t-i} + \sum_{i=0}^{q_3} \lambda_{3i} \Delta \ln \text{GI}_{t-i} + \sum_{i=0}^{q_4} \lambda_{4i} \Delta \ln \text{IND}_{t-i} + \sum_{i=0}^{q_5} \lambda_{5i} \Delta \ln \text{ECN}_{t-i} + \sum_{i=0}^{q_6} \lambda_{6i} \Delta \ln \text{AGR}_{t-i} + \epsilon_t$$ \hspace{1cm} (6)

Here, all the symbols have been explained earlier in this paper. Now, lastly to dig the whole plot, an error correction model is estimated. It lends benefits by capturing the short-run dynamics of the long-run relationship. It does so by determining aspects such as the speed of adjustment towards equilibrium. The parameters of short-run are obtained by the estimation of an error correction model (ECM) associated with the long-run estimates. For our study the ECM can be specified as follows:

$$\Delta \ln \text{CO}_2 = \alpha_0 + \sum_{i=1}^{q_1} \beta_{1i} \Delta \ln \text{CO}_{2t-i} + \sum_{i=0}^{q_2} \beta_{2i} \Delta \ln \text{GDP}_{t-i} + \sum_{i=0}^{q_3} \beta_{3i} \Delta \ln \text{GI}_{t-i} + \sum_{i=0}^{q_4} \beta_{4i} \Delta \ln \text{IND}_{t-i} + \sum_{i=0}^{q_5} \beta_{5i} \Delta \ln \text{ECN}_{t-i} + \sum_{i=0}^{q_6} \beta_{6i} \Delta \ln \text{AGR}_{t-i} + \theta \text{ECT}_{t-i} + \epsilon_t$$ \hspace{1cm} (7)

Here, $\theta$ represents the speed at which any short-run deviations in this framework adjusts to the long-run equilibrium, and $\text{ECT}_{t-i}$
stands for the error correction term. A significant negative $ECT_{t-1}$ is desirable in this study, since it indicates a convergent correction mechanism from short run to the long-run equilibrium. All the other symbols have been explained earlier in this paper.

After performing the whole co-integration process, it is very important to verify the stability of this model. To prove that our parameters from the model are stable, we have exploited Cumulative Sum of Recursive Residuals (CUSUM), and Cumulative Sum of Square of Recursive Residuals (CUSUMSQ). Besides that, the stability of the ARDL model relies on the residual diagnostic tests like serial correlation, normality, model misspecification, and heteroskedasticity. Firstly, we exploit Breusch-Godfrey Lagrange multiplier to check for the presence of serial correlation in the residuals (Breusch, 1978). Secondly, the normality of the residuals is examined by the Jarque-Bera test (Gujarati and Porter, 2009). Thirdly, Ramsey’s reset test has been performed to spot model misspecification (Ramsey, 1969). Fourthly, heteroskedasticity of the residuals has been detected by the Breusch, and Pagan test (Breusch and Pagan, 1979).

5. EMPIRICAL RESULTS

Table 2 provides summary statistics of our chosen variables.

The time-series plots of the underlying variables have been portrayed in Figure 1, and an increasing trend is observed for all the series apart from LAGR. The visual illustration implies the existence of a relationship among these series. However, rigorous statistical tools have been further used in this paper to check for the co-integration among the variables.

5.1. Unit Root Test

We have proceeded with our analysis by conducting unit root test to check the aforementioned requirements for the reliability of ensuing the bounds test result (Ouattara, 2004; Phong et al., 2018). In that line, we have checked each series with the help of ADF test. The test examined the underlying data with the specification given by (3), and (4). The results are delineated in Table 3. The ADF test result indicates that at 5% level of significance, all of our variables are either I(0) or I(1). In addition to that, no I(2) variables are there in our model.

5.2. Optimal Lag Selection by VAR

Our ARDL bounds test involves two steps. At first, we have selected our optimal lag order to estimate the ARDL model utilizing the unrestricted VAR model. All the criterions suggest using lag two for conducting the ARDL model. After evaluating various models with lag two (the top-20 model with lag 2 are illustrated in Figure 2, the statistical software Eviews recommends ARDL (LCO2, LGDP, LGI, LIND, LAGR, LECN) = ARDL (1, 0, 0, 2, 2) as the most suitable model for our study.

5.3. Autoregressive Distributed Lag (ARDL) Estimates, and the Bounds Test

Table 4 outlines our optimal ARDL model (1, 0, 0, 2, 2). The adjusted R-square, R-square, F-statistic, and Durbin-Watson statistic for this model are excellent which reassert the fitness of our chosen model.

Secondly, after finding the optimal lag length, we have carried out the ARDL bounds test following (5). The outcome is shown in Table 5. The calculated F-statistics is 6.71, and since not all of our series are I(0), so at 1% level of significance, we have compared it with the UCB, and it has successfully exceeded that UCB value of 6.32. Therefore, statistical evidence suggests that the variables of interest in our study have a co-integrating relationship.

5.4. Long-Run, and Short Run Result

The long-run results generated by exploiting the setup of (6) are demonstrated in Table 6. CO₂ emission has a positive long-run linkage with economic growth. That implies a 1% increase in economic growth will induce the CO₂ emission to rise by 0.29% on an average. This finding is similar with (Appiah et al., 2019; Mahbub et al., 2020; Nkengfack and Fotio, 2019; Sharmin and Tareque, 2018). We have also observed a positive association between CO₂ emission, and globalization. This result suggests that, keeping other variables constant, a 1% decrease in globalization will lower CO₂ emissions by 0.5% on average and it matches with findings of (Ahad, 2016; Dilawar Khan and Arif Ullah, 2019; Sharmin and Tareque, 2018). According to this
result, globalization is leaving the highest impact on degrading the environment of Bangladesh. Now, for the variables Electricity consumption, and Industrialization, the coefficients show 0.29%, and 0.07% increases respectively in CO₂ emission and they show similarity with findings of (Ahad, 2016; Pata, 2017; Phong et al., 2018; Rabbi, 2015; Rayhan et al., 2018; Sharmin and Tareque, 2018). All of these variables are statistically significant at 10%.

As per our expectation, agriculture is the only variable in this study having a benign effect on CO₂ emission reduction. It does not cause any significant degradation in the environment of Bangladesh. In fact, it may improve the quality of the environment by reducing CO₂ emission by 0.02% for a 1% increment which is contradictory to the findings of (Parajuli et al., 2019) for a panel data analysis. However, the result is not statistically significant, and thus concluding this seems illogical, and so it should be used with caution.
The short run dynamics from (7) are tabulated under Table 7. Our lagged value of the error correction term is significantly negative at 1% level. This coefficient of ECT(–1) confirms that our ARDL model is dynamically stable implying if any disequilibrium is generated by a shock it will be adjusted to the equilibrium. It further suggests that for Bangladesh it will converge to its long-run equilibrium by 77% per annum due to short-run shock generated from any of our independent variables, and the adjustment period will be approximately 1 year, and 3 (1/0.770637) months.

In the short-run, it is found that electricity consumption, and the lagged value of agriculture significantly degrade our environment. Though agriculture is found to decrease CO₂ emission in the short run, it is ignorable since it is insignificant at even 10% level of significance. On the other hand, the previous year’s electricity consumption acts the same but at a significantly higher magnitude. It is evident that the impact of agriculture with 1 lag, in increasing the CO₂ emission is the highest in Bangladesh. With a 1% increase in the lag 1 period of agriculture, the environment degradation will rise by 0.9029% on an average if all other things remain constant.

5.5. Diagnostic Tests
We have utilize various diagnostic tests to check the exactitudes, authenticity, and consistency of our chosen model. Results of all this previously stated tests are shown in Table 8, and Figure 3. The high p-value confirms that our model has passed all of those tests of serial correlation, heteroscedasticity, normal distribution, and correct specification.

Again, Figure 4 confirms that we have successfully passed the structural stability test with zero occurrence of any structural break during our selected period. In both CUSUM, and CUSUMSQ graphical plots, our result have maintained to stay inside the 5% critical bounds, which supply the assurance of structural stability, and reliability of our ARDL parameters.

6. DISCUSSION

In the context of Bangladesh, as can be seen from the results in section 5, this study finds significant positive relation of CO₂ emission with globalization, industrialization, and electricity consumption.

Considering the scenario of Bangladesh, the high magnitude of the long-run impact of globalization on CO₂ emission cannot be attributed to a single “effect” of globalization. The scale effect, and “pollution haven” arguments may apparently be the prime reasons due to the availability of cheap labor, and the lack of implementation of environmental laws, but the story is not so simple. With weak industrial infrastructure, and low technological base, it is not among the cheapest countries in the world as far as investment related cost is concerned (Sharif Md Abul Hussain, 2011). As of 2020, Bangladesh ranks 168th out of 190 countries in the Ease of Doing Business indicator (World Development Indicators | DataBank, n.d.). Having low wage costs can hardly compensate for its poor investment climate, and lack of infrastructure. However, the effects of globalization such as technique effect that have the potential to decrease emission are even less prevalent here. The labor force is not imparted practical knowledge, which in return impedes technological advancement, and downplays any potential technique effect. To sum up, the aggregate relation between globalization, and emission is positive because the increase in emission due to scale effect, and the “pollution haven” scenario overpowers any potential decrease that could be brought about through technique effect.

With regard to industrial output, the results are consistent with various international studies; i.e. increased manufacturing output increases CO₂ emission (Begum et al., 2015; Li et al., 2019). However, our findings show the magnitude of the impact of industrialization to be quite low. This can be explained by the composition of Bangladesh’s export basket – 81% of which consists of RMG sector (Oh and Bhuyan, 2018). However, in the value chain, our RMG sector mostly involves highly labor-intensive CMT (Cut, Make, and Trim) activities. Moreover, the industrial safety compliance rules in the RMG sector has been very strict since the Rana Plaza incident in 2013 (Report, 2021). As a result, the RMG sector of Bangladesh is a

Table 5: Result of bounds test

| Calculated F-Statistic | 90% I(0) | 95% I(0) | 97.5% I(0) | 99% I(0) |
|------------------------|---------|---------|-----------|---------|
|                        | 6.7112*** | 1.50 | 3.82 | 1.85 | 4.56 | 2.23 | 5.31 | 2.73 | 6.32 |

Note: Values in parentheses are standard errors. 1%, 5%, and 10% significance levels are denoted by ***, **, and * respectively. Source: Author’s calculation using EViews.

Table 6: Estimates of long-run coefficients

| Variable Name | Coefficient |
|---------------|-------------|
| LGDP          | 0.2889***   |
| LGI           | 0.4583*     |
| LIND          | 0.0669*     |
| LECN          | 0.2905***   |
| LAGR          | -0.2028     |

Values in parentheses are standard errors. 1%, 5%, and 10% significance levels are denoted by ***, **, and * respectively. Source: Author’s calculation using EViews.

Table 7: Estimates of short-run coefficients

| Variable Name | Coefficient |
|---------------|-------------|
| LECN          | 0.1083*     |
| LECN(–1)      | -0.2413***  |
| LAGR          | -0.0984     |
| LAGR(–1)      | 0.9029***   |
| C             | -5.3847***  |
| ECT(–1)       | -0.7706***  |
| Adjusted R-squared | 0.5307  |
| R-squared     | 0.5879      |
| Durbin-Watson stat | 1.6820 |

Note: Values in parentheses are standard errors. 1%, 5%, and 10% significance levels are denoted by ***, **, and * respectively. Source: Author’s calculation using EViews.

Table 8: Diagnostic tests analysis

| Types of test | Test statistics | P-value |
|---------------|-----------------|---------|
| Serial correlation | 0.5969 | 0.5571 |
| Normality      | 0.7028 | 0.7036 |
| Ramsey’s RESET Test | 0.3481 | 0.7089 |
| Heteroscedasticity | 1.2606 | 0.2942 |

Source: Author’s calculation.
comparatively clean, and low emission industry (Oh and Bhuyan, 2018), and hence it can be concluded that the relatively low magnitude of industrialization in our findings is a consistent outcome.

Once again, in the long-run, the impact of electricity consumption on environmental degradation is found to have impact of the second highest magnitude on increasing emission. This can be attributed to the poor implementation of relevant policies, and laws in the country. Understanding the importance of electricity for acquiring the goal of higher economic growth, a good number of long-term, medium-term, short-term and immediate programs has been undertaken by Bangladesh government. It is revamping the electricity sector by undertaking projects related to installing nuclear power plants, establishing gas based power generation plants, generating renewable energy source based electricity, assuring uninterrupted power supply by undertaking massive distribution and transmission, importing electricity from neighboring countries via regional co-operation, and utilizing public-private participation to build new power plants etc. (Masuduzzaman, 2012). Besides that, Financial projects such as offering a 4 percent interest loan on environment friendly equipment, and electrical gadgets are also trying to promote energy conservation, and efficiency in both industrial and residential sector of this country (Bangladesh-Economic-Review, 2021a). It seems like Bangladesh government is dedicated to not only energy generation but also promotion of renewable, and nuclear energy, energy efficient equipment, and advanced technology (Ahad, 2016). However, the expected outcome even after implementation of such energy efficient actions and projects are far from reaching the desired level due to poor governance. Bangladesh ranked 137th out of 192 countries in terms of “Rule of Law” according to the Worldwide Governance Indicators (World Development Indicators | DataBank, n.d.). In addition, the energy sector management is of very poor quality (Mozumder and Marathe, 2007) and this sector itself run on the supply of huge government subsidies (Masuduzzaman, 2012). This lack of implementation and management hinders the conversion path onto green energy as well as gaining energy efficiency, which consequently results in significant CO$_2$ emission.

Interestingly, our study shows no significant long-run effect of agriculture on CO$_2$ emission, rather we have received a negative coefficient for agriculture. A possible reason for this might be the fact that we have focused on CO$_2$ emission instead of non-CO$_2$ GHG emissions, and the net CO$_2$ flux from arable land is small (Cooper et al., 2001). Before the end of this century, according to the projection of (Intergovernmental Panel on Climate Change and Edenhofer, 2014) agriculture sector will be labeled as a net CO$_2$ sink. Besides that, one of the main source of agricultural CO$_2$ emission is generated from the use of machineries by our farmers but this is separated from the agriculture sector, and is be considered under emission from energy consumption (Ceschia et al., 2010). If we investigated non-CO$_2$ GHG emission instead of CO$_2$, the findings regarding agriculture might have been different as, in terms of anthropogenic non-CO$_2$ GHGs emission, agriculture sector is the largest contributor. In fact, back in 2005, it alone released 56% of anthropogenic non-CO$_2$ GHGs in the world (Intergovernmental
Panel on Climate Change and Edenhofer, 2011; US EPA National Center for Environmental Assessment, 2011).

7. CONCLUSION AND POLICY RECOMMENDATION

Over the last few decades, Bangladesh’s economy has been maintaining a steady growth path. Though this journey of high economic growth has confirmed different socioeconomic benefits, the impact it is rendering by degrading the environment has become a hot-button issue. According to this paper, all of these success stories of high economic growth can be washed away in the long run as globalization, industrialization and electricity consumption are highly responsible for degrading the environmental quality of this country. This issue as a result demands an ambitious policy response. However, a poor economy like Bangladesh, already grappling with several developmental challenges, can only seek policy mix that goes with her capacity level, yet lead it’s economy onto sustainable inclusive growth path.

According to our result, industrialization, at this stage does not pose much threat to the environment in the context of Bangladesh. However, with readjustments in the export basket, the situation regarding industrialization may very well change in case the share of RMG decreases, and gets replaced by industries that emit more as they rely less on efficient energy. So, investigating on and exploiting renewable energy sources must be carried on by the Ministry of Power, Energy and Mineral Resources. Beside that the use of environment friendly technologies should be made compulsory for the whole industrial sector and the use of old technologies, which causes environmental pollution must be banned to settle down this problem. Imposing environmental taxes can also be addressed by the policymaker, if any industry does not go for inclusive technology.

In order to turn the impact of globalization on emission down, the technique effect needs to be increased. For that, policy must be undertaken to promote the dissemination of technologies. However, it should be combined with initiatives that will enhance the absorptive capacities of this country. To achieve required technology transfer and to enhance the basic capacities to acquire, adapt and use these technologies, support from the high-income countries must be ensured. To make this happen, the path of attracting foreign aid must be revised. Not only that, to ensure greater involvement of, and provision of funding by the domestic private sector, persisting weaknesses in the business environment needs to be addressed. Government should also work on bringing satisfactory reforms in the International agreements to exclude critical sectors from patenting, so that we can scale-up technology transfer at a required scale. Apart from these, the labor force needs to be mobilized effectively, so that its vast population can take advantage of the technology that is now available, and can, in the process, prepare a skilled labor force. Producing skilled labor also demands raising the standard of education, and the policy mix should also include that.

Last but not the least, a countries’ ability to successfully implement any policy depends to a significant extent on their institutional structures. Even though the country has laws in place such as the Bangladesh Environment Conservation Act (1995), the governance, and implementation is of poor quality. In terms of technology transfer, absence of institutions, weak legal frameworks and low levels of technical expertise are the biggest constraints that Bangladesh faces and the energy sector is constrained by inefficiency and poor quality of governance. As a result, to attain increased global integration, and energy consumption while ensuring emission is controlled, improvement of the institutional quality must be the first policy step among all and without it other policy might fail to bring the expected outcome and Bangladesh might be established as a “pollution heaven” for the developed world.
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