Screening Key Indicators for Acute Kidney Injury Prediction Using Machine Learning
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Abstract

Acute kidney injury is a common critical disease with a high mortality. The large number of indicators in AKI patients makes it difficult for clinicians to quickly and accurately determine the patient’s condition. This study used machine learning methods to filter key indicators and use key indicator data to achieve advance prediction of AKI so that a small number of indicators could be measured to reliably predict AKI and provide auxiliary decision support for clinical staff. Sequential forward selection based on feature importance calculated by XGBoost was used to screen out 17 key indicators. Three machine learning algorithms were used to make predictions, namely, logistic regression (LR), decision tree, and XGBoost. To verify the validity of the method, data were extracted from the MIMIC III database and the eICU-CRD database for 1,009 and 1,327 AKI patients, respectively. The MIMIC III database was used for internal validation, and the eICU-CRD database was used for external validation. For all three machine learning algorithms, the prediction performance from using only the key indicator dataset was very close to that from using the full dataset. The XGBoost algorithm performed the best, and LR was the next best. The decision tree performed the worst. The key indicator screening method proposed in this study can achieve a good predictive performance while streamlining the number of indicators.
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1 Introduction

Acute kidney injury (AKI) is a common critical illness [1, 2, 3]. According to KDIGO (Kidney Disease: Improving Global Outcomes), AKI is defined as the fulfillment of any of the following criteria [4]:

• An increase in serum creatinine by \( \geq 0.3 \text{ mg/dL} (\geq 26.5 \mu\text{mol/L}) \) within 48 h, or
• An increase in serum creatinine to \( \geq 1.5 \) times baseline within the previous 7 days, or
• Urine volume \( \leq 0.5 \text{ ml/kg/h} \) for 6 h.

AKI has acute morbidity and a high mortality rate [5, 6]. It occurs in at least 5% of hospitalized patients [7] and has many serious consequences, including prolonged ICU and hospital stays, development of chronic kidney disease, and short- and long-term increased risk of death [8]. Therefore, early prediction of AKI and subsequent treatment are essential subjects of research.

Artificial intelligence and the establishment of diagnosis and treatment databases have combined to enable technical and data support for the development and implementation of machine learning methods based on condition prediction algorithms. Scholars have also achieved some success in applying machine learning methods for early warning prediction of AKI. Thottakkara et al. [9] evaluated logistic regression (LR), generalized additive model (GAM), naive Bayes, and support vector machine techniques for predicting the performance of postoperative sepsis and AKI and showed that LR, GAM, and SVM had better performance than naive Bayes, and feature extraction using principal component analysis improved the predictive performance of all models. Kate et al. [10] developed a machine learning approach based on four models—LR, SVM, decision tree, and naive Bayes—and their ensembles for AKI prediction. Their results showed that LR had the best predictive performance (AUC = 0.743).

In a recent study of key indicators and subsequent state prediction in emergency patients, Coster et al. [11], using statistical analysis of six-month patient reports, presented key indicators associated with survival within seven days in emergency scenarios in which the patient had a serious injury. McCoy et al. [12] used machine learning algorithms to assign a risk score for sepsis patients with high mortality rates to provide decision support for early intervention against the condition and constructed a patient index system through manual screening. Levin et al. [13] addressed the shortcomings of the standard of care and risk classification of patients in the U.S. emergency field, which relies heavily on subjective empirical methods, and used a random forest algorithm to predict patient outcomes based on important historical treatment data. They obtained higher accuracy than subjective methods. Hohl et al. [14] adopted a prospective research method and combined it with patient indicators that they collected to establish two sets of pharmacist-led drug treatment decision rules for emergency patients. They reported high diagnostic accuracy in practical use.

Recent studies have shown that machine learning has provided new ideas for early prediction studies of AKI. For outcome prediction and early risk warning studies related to emergency patients, machine learning has been more effective than traditional methods. However, most of the current methods for AKI prediction are based on full datasets. In the field of emergency care, there are often patients with serious conditions that require urgent treatment and quick diagnostic decisions by medical personnel. At the same time, the variety of physiological and laboratory indicators for patients is very large, and it takes a lot of time to collect samples and obtain the values of the indicators. While waiting, the patient’s condition may deteriorate. The length of time patients wait for the results of the indicators impacts the timeliness of diagnosis and treatment. When the number of indicators is small, it is easy for physicians to screen key indicators by subjective methods, but when the number of physiological and laboratory indicators is large, physicians relying only on subjective methods to make decisions may make biased conclusions. As such, simultaneously meeting the requirements of speed and accuracy is difficult. This study addresses this problem by proposing a machine learning based method to screen out key indicators and generate predictions by collecting only a small number of key indicators, thus assisting clinicians in making fast and accurate judgments about patients’ conditions.

This study uses eXtreme Gradient Boosting (XGBoost) and sequential forward selection (SFS) to extract key indicators. The extracted key indicators are used in three algorithms: LR, decision
tree, and XGBoost to assess their relative performance. They are also validated on the full dataset to compare and analyze the effectiveness of the key indicators’ extraction.

2 Methods

2.1 Data collection and processing

The data sources of this study are the MIMIC III database (Medical Information Mart for Intensive Care III) and eICU-CRD database (eICU Collaborative Research Database). MIMIC III is a publicly available database developed by the Massachusetts Institute of Technology Computational Physiology Laboratory. The database contains data related to >6,000 hospitalizations between 2001 and 2012, including demographics, vital signs, laboratory tests, drugs, and other data. The eICU-CRD database is a large public database created by the Philips Group and the Massachusetts Institute of Technology Computational Physiology Experiment. It contains a large amount of high-quality clinical information related to admissions to the intensive care unit in 2014 and 2015.

Data were extracted from the MIMIC III database and the eICU-CRD database according to the inclusion and exclusion criteria given by doctors. As the number of people in the non-AKI group was higher than that in the AKI group, we used equalization, that is, the number of individuals in the selected control group was similar to the number in the experimental group [15, 16]. From the MIMIC III database, 1,009 people each in the non-AKI and AKI group were extracted, with a total of 47 indicators. From the eICU-CRD database, 1,327 people each in the non-AKI and AKI group were extracted, with a total of 41 indicators. The sample set extraction process is shown in Fig. 1.

![Figure 1: The sample set extraction process of (a) MIMIC III database and (b) eICU-CRD database.](https://doi.org/10.15837/ijccc.2021.3.4180)

Owing to the differences in the time of data collection and the specificity of each patient’s condition, there were a large number of missing values in the data. The data parts wherein the proportion of missing values was too high were eliminated. Finally, 39 indicators were selected from the MIMIC III database, and 25 indicators were selected from the eICU-CRD database.

Taking the data extracted from the MIMIC III database as an example, the percentage of missing data is visualized in Appendix Fig. 1.

With the development of the patient’s state and condition, various indicators also change dynamically. In this case, if the mean, median, and mode are used to fill in missing values, a large number of data entries will be the same, which will not accurately reflect the dynamic development of the patient’s physical state. In this study, we assumed that patient indicators varied linearly. Therefore, we first performed linear interpolation for the same patient. For the remaining missing data, we used a clustering approach to find similar patients and then populated the missing data with values of the similar patients.

2.2 Model evaluation metrics

In this study, 10-fold cross validation was adopted to evaluate model performance. The dataset was randomly partitioned into 10 equal-sized subsamples, nine of which were used to train the model
prior to validation using the remaining subsample. To verify the generalizability of the methods and models, we used the data from the MIMIC III database as internal validation data and the data from the eICU-CRD database as external validation data. Accuracy, recall, and precision scores were used to assess the prediction results. The F-score combines the two indicators and provides a more realistic measure of model performance using both precision and recall as follows:

$$F = \frac{(\beta^2 + 1) \times \text{Precision} \times \text{Recall}}{\beta^2 \times \text{Precision} + \text{Recall}}$$

The F-score takes into account both precision and recall and can be considered as a harmonic average of precision and recall. In the setting of this study, potential AKI patients should be identified to the extent possible. Therefore, recall is more important. This article sets $\beta = 1.5$, that is, F1.5 score. The performance evaluation of the model is mainly based on the AUC (area under the receiver operating characteristic curve) value and reference to the F1.5 value. The ROC (receiver operating characteristic) curve was used to evaluate algorithm performance. It is a comprehensive indicator representing the continuous variables of sensitivity and specificity. The AUC represents the probability that a predicted positive sample is ranked above a negative sample, thus reflecting a classifier’s ability to sort samples. Values closer to 1 indicate better model performance.

2.3 Machine learning algorithms

This study uses three machine learning algorithms: LR, decision tree, and XGBoost. LR is a prediction tool that is often used in medical research [17] and does not require much calculation. Moreover, the calculation speed is efficient. Instead of fitting a straight line or hyperplane, we used the logistic function to squeeze the output of a linear equation between 0 and 1.

The interpretability of this algorithm is that we can see the change of prediction when one of the features $x_j$ is changed by 1 unit, as the algorithm is an extension of the linear regression model.

The essence of a decision tree is that many decision structures are combined in a tree shape, and the leaf nodes represent the final category. This algorithm is interpretable, and the logic is easy to understand. In this study, the CART decision tree algorithm was applied.

XGBoost is a strong classifier that integrates with decision trees, which are weak classifiers [19]. The importance of each candidate predictor is ranked by selection frequency. The sum of all importance scores is scaled to 100, which means each importance can be interpreted as the share of the overall model importance. Additionally, individual predictions of XGBoost can be explained by decomposing the decision path into one component per feature. Therefore, a decision can be tracked through the tree and explained as a prediction by the contributions added at each decision node. The principle is as follows. Let $D = \{ (x_i, y_i) \} (|D| = n, x_i \in \mathbb{R}^m, y_i \in \mathbb{R})$ represent a database with $n$ examples and $m$ features. A tree boosting model output $\hat{y}_i$ with K trees is defined as follows:

$$\hat{y}_i = \sum_{k=1}^{K} f_k(x_i), f_k \in F$$

where $F = \{ f(x) = \omega_q(x) \} (q : \mathbb{R}^m \to T, \omega \in \mathbb{R}^T)$ is the space of the regression or classification trees (i.e., CART). The tree is divided by $f_k$ into the structure part $q$ and the leaf weights part $\omega$. Here, $T$ indicates the number of leaves. XGBoost adds second derivative information and regularization in the cost function to control the complexity of the model and prevent overfitting. For samples with missing feature values, XGBoost can automatically learn the splitting direction [20].

2.4 Key indicators extraction and visualization method

The key indicator screening method in this study is SFS based on XGBoost. SFS is a greedy algorithm that avoids a simple exhaustive search. The set of key indicators starts with an empty set. One indicator at a time is selected to be added to the set of key indicators for iteration, and the results of each iteration of the model are recorded. During the search process, features are continuously added
or removed from the current key indicator set according to a certain order so as to obtain an optimized key indicator set [21].

For interpretability, this study uses Shapley additive explanations (SHAPs). SHAP is an additive explanatory model inspired by cooperative game theory where all features are considered as “contributors.” For each prediction sample, the model generates a prediction value, and the SHAP value is the value assigned to each feature in that sample. The specific formula is as follows [22, 23]:

\[
g(z') = \phi_0 + \sum_{j=1}^{M} \phi_j z_j',
\]

where \(g\) is the explanation model, \(z' \in \{0, 1\}^M\) are the simplified features, \(M\) is the maximum features size, and \(\phi_j \in \mathbb{R}\) is the feature attribution for a feature \(j\). The advantages of the SHAP value is that it can substantially reflect the characteristics in each sample and also show positive and negative effects. We used SHAP summary plots to reflect the impacts of all key indicators on the risk of developing AKI in patients as well as partial SHAP dependent plots to illustrate the impact of individual indicators.

3 Results

3.1 Patient characteristics

The demographic data, vital signs, laboratory indicators, and other data were obtained from the MIMIC III database and eICU-CRD database. The differences in age, gender, hospital length of stay, and mortality between the AKI patients group and the non-AKI patients group are shown in Appendix Tables 2 and 3. For continuous variables, the Mann-Whitney U-test was used to compare the differences between the two groups, and for the categorical variables, the chi-square test was used. The MIMIC III database and eICU-CRD database had significant differences in age, gender, hospital length of stay, and mortality in the hospital. The AKI group had a higher mortality (MIMIC III: 49.7% vs. 7.9%; eICU-CRD: 40.7% vs. 6.9%).

3.2 Key indicators extraction results

All indicator weights for XGBoost were calculated. The dataset was added in descending order of the indicator weights, and predictions were made using XGBoost. A total of 39 iterations were performed, and the results of each iteration were recorded. As can be seen in Table 3, the F1.5 score of the iterative process changed. As shown in Fig. 2, the F1.5 score reached a high value when the number of indicators reached 17 (F1.5 = 0.8853). So, we selected the key indicator set as the top 17 indicators for input into the model. They are serum creatinine, urea nitrogen, INR, PT, pH, urine pH, leukocytes, SBP, SpO2, potassium, chloride, total CO2, lactate, temperature, AST, DBP, and ALP. The weight of all key indicators is 0.6861.

![F1.5 score for XGboost during iteration](image)

Figure 2: F1.5 score for XGBoost during iteration.
3.3 Visualization of feature importance

To enhance clinicians’ intuitive understanding of the importance of indicators, this study used SHAP to illustrate how key indicators affect AKI onset (Fig. 3). Among the key indicators, higher urea nitrogen, AST, ALT, lactate, leukocytes, INR, total CO2, chloride, potassium, SpO2, SBP, lower creatinine, pH, urine pH, PT, temperature, and DBP were noted. SHAP can also be used to illustrate the influence of individual indicators on the development of AKI in patients. As shown in Figs. 4, patients are at higher risk of developing AKI when urea nitrogen is >40 mg/dL and when serum creatinine is <0.7 mg/dL.

Figure 3: SHAP summary plots of key indicators for AKI patients. (a) The importance ranking of the key indicators. (b) The importance ranking of the key indicators according to the mean (|SHAP value|). INR: international normalized ratio; PT: prothrombin time; SBP: systolic blood pressure; AST: aspartate amino transferase; DBP: diastolic blood pressure; ALP: alkaline phosphatase.

Figure 4: Partial SHAP dependence plots. (a) Serum creatinine. (b) Urea nitrogen

3.4 Key indicators and full dataset prediction results

The key indicator data were input into the algorithm model. The ROC curves and AUC values of the prediction results are shown in Fig. 5. From the results, it can be seen that the prediction performance of the key indicator set is comparable to that of the full dataset in internal and external validation. Among the three algorithms, the XGBoost algorithm had the best prediction performance (MIMIC III AUC: 0.9290, 95% CI: 0.8971–0.9680; eICU-CRD AUC: 0.9142, 95% CI: 0.8745–0.9601). LR was second best (MIMIC III AUC: 0.8780, 95% CI: 0.8210–0.9379; eICU-CRD AUC: 0.8696, 95%
CI: 0.8469–0.8955). Decision tree had the worst performance (MIMIC III AUC: 0.7560, 95% CI: 0.7230–0.7890; eICU-CRD AUC: 0.7310, 95% CI: 0.6957–0.7664).

![ROC curves of the key indicators showing the performance of the models in predicting AKI.](a) Internal verification results (MIMIC III database). (b) External verification results (eICU-CRD database).

Figure 5: ROC curves of the key indicators showing the performance of the models in predicting AKI. (a) Internal verification results (MIMIC III database). (b) External verification results (eICU-CRD database).

To validate the prediction of the key indicators, we input all data into the three machine learning models. The ROC curves and AUC values predicted by the models are shown in Fig. 6. From the internal verification and external verification results, we can see that the prediction performances of LR (MIMIC III AUC: 0.8743, 95% CI: 0.8375–0.9170; eICU-CRD AUC: 0.8699, 95% CI: 0.8459–0.8972), and XGBoost (MIMIC III AUC: 0.9323, 95% CI: 0.9041–0.9669; eICU-CRD AUC: 0.9262, 95% CI: 0.9140–0.9433) were high, and the prediction performance of the decision tree was the worst (MIMIC III AUC: 0.7704, 95% CI: 0.7144–0.8265; eICU-CRD AUC: 0.7310, 95% CI: 0.6928–0.7691).

![ROC curves of the full dataset showing the performance of the models in predicting AKI.](a) Internal verification results (MIMIC III database). (b) External verification results (eICU-CRD database).

Figure 6: ROC curves of the full dataset showing the performance of the models in predicting AKI. (a) Internal verification results (MIMIC III database). (b) External verification results (eICU-CRD database).

The prediction results for all indicator sets and key indicator sets by the three algorithms are shown in Table 1. From the results, it can be seen that the three algorithms perform consistently with respect to the key indicator dataset and all the indicators dataset. XGBoost performs first best; LR was second best; and decision tree was the worst. When using the same algorithm, the prediction of the key indicator dataset is very close to that of the full indicators dataset, which verifies that using the screening key indicators method proposed in this study for prediction is effective.
Table 1: Summary of the internal and external verification results of the prediction of the full dataset and key indicator dataset of the three algorithms

|                | MIMIC III | eICU-CRD |
|----------------|-----------|----------|
|                | AUC       | F1.5     | Accuracy | Precision | Recall | AUC       | F1.5     | Accuracy | Precision | Recall |
| The full dataset |           |          |          |           |        |           |          |          |           |        |
| Decision tree  | 0.7704    | 0.8010   | 0.7584   | 0.8060    | 0.8040 | 0.7310    | 0.7360   | 0.7363   | 0.7441    | 0.7394 |
| LR             | 0.8743    | 0.8214   | 0.7851   | 0.8281    | 0.8227 | 0.8699    | 0.8132   | 0.8126   | 0.7911    | 0.8336 |
| XGBoost        | 0.9323    | 0.8796   | 0.8566   | 0.8962    | 0.8763 | 0.9262    | 0.8542   | 0.8538   | 0.8446    | 0.8613 |
| The key indicator dataset |           |          |          |           |        |           |          |          |           |        |
| Decision tree  | 0.7793    | 0.8215   | 0.7786   | 0.7949    | 0.8413 | 0.7310    | 0.7629   | 0.7567   | 0.7221    | 0.7872 |
| LR             | 0.8811    | 0.8444   | 0.8133   | 0.8621    | 0.8418 | 0.8696    | 0.8421   | 0.8311   | 0.8004    | 0.8730 |
| XGBoost        | 0.9302    | 0.8764   | 0.8567   | 0.8714    | 0.8819 | 0.9142    | 0.8556   | 0.8468   | 0.8267    | 0.8747 |

4 Discussion

AKI is a common critical illness with a rapid onset and high mortality rate. Early detection of the condition is important for saving the patient’s life and reducing the burden of medical costs. This research proposed a machine learning technique for screening key indicators for AKI. Three machine learning methods, namely, LR, decision tree, and XGBoost, were compared. LR required a short training time, and it predicted well. Its AUC was higher than 0.85. Decision tree construction is simple and interpretable, but its prediction performance was average. XGBoost had the highest prediction accuracy. It also allows the existence of null values in the features and effectively prevents overfitting.

For making predictions on key indicator datasets, the results showed that all three algorithms can achieve the prediction purpose. To verify the effectiveness of the key indicator index screening method, this research used the above three machine learning methods to compare the prediction effects on the full datasets. It was found that using the key indicator screening method proposed in this study, it was possible to achieve similar predictive performance using only the key indicator dataset to that from using the full dataset. To increase the interpretability of the results and give clinicians an intuitive understanding of the importance of the indicators, this study used SHAP to illustrate the impact of the key indicators on the risk of AKI.

Among the existing studies on the interpretation of key indicators of AKI, several authors have pointed out that serum creatinine and urea nitrogen are key indicators that affect the development of AKI, but the existing studies mostly focus on AKI patients with comorbidities. For example Maiwall [24] studied the effect of AKI on the prognosis of patients with acute chronic liver failure (ACLF) for 48 hours. It was found that when the serum creatinine value is 1.14 mg/dL and the value increase is small, risk stratification of ACLF patients should be considered while adopting intervention strategies. Dinna [25] examined the association between increased creatinine and AKI risk in the ICU adult population. The study found that based on the combined effect of clinical factors and early creatinine elevation, the possibility of severe AKI in critically ill patients is significantly increased. Vanmassenhove [26] found an association with mortality for AKI patients with septic sepsis only if the evolution of serum creatinine over the first 24 h after ICU admission was taken into account. Smith [27] established a latent variable mixture model for patients to evaluate the relationship between AKI risk factors and changes in serum creatinine and predict the risk of AKI. Dewitte [28] evaluated the performance of fractional excretion urea in identifying persistent and transient AKI in patients admitted to the intensive care unit. The author found that in patients in the intensive care unit, urea excretion rate of less than 40% was a sensitive and specific indicator for the identification of transient and persistent AKI, especially in the case of diuretics. Corte [29] assessed whether serum urea concentration or a different recommended serum urea concentration was related to hospital mortality when AKI patients received RRT. This retrospective study showed that serum urea concentration and the cut-off value of serum urea concentration at the time of initiation of RRT had no predictive value for the hospital mortality of ICU AKI patients.

However, studies have not indicated the warning range for serum creatinine and urea nitrogen in patients with AKI. This study predicted the risk of AKI in the adult population of ICU, screened 17 key indicators, and used SHAP plots to find the early warning range of serum creatinine and urea nitrogen. It was found that patients with urea nitrogen >40 mg/dL and serum creatinine <0.7 mg/dL had a higher risk of AKI.
To test the reliability of the model, this study conducted external verification. Damen suggested that the future research direction of disease prediction should be in the external verification of the model [30]. This study validated the results using the MIMIC III database and eICU database. From the external validation results, it can be seen that the model developed in this study performs equally on both databases, indicating its reliability. The cross-validation results also confirm that the model developed in this paper is generalizable.

5 Conclusion

This study provides a reference for other applications of machine learning methods and similar clinical decision support studies and improves the feasibility and timeliness of early prediction and warning of AKI. In the case of urgency or limited equipment, using only the key indicator data for prediction can not only achieve similar results as using the full data but also reduce the frequency of collection of data, shorten the length of the wait for indicator results, and enable early detection and treatment. There are some limitations of this study. For example, the number of cases studied was limited. The study sample size needs to be expanded to improve prediction accuracy. The ethnicity of the data is predominantly Western. More people from other ethnic groups could be included in the future. Owing to the different collection times of the samples, there are long intervals between the collection of certain data, which made it difficult to fill in some data. This factor may have an impact on the prediction accuracy of the models. This study is a retrospective study based on existing data. Although it has achieved an effective prediction performance, there may still be a gap in clinical use. These issues will be the focus of our future research.
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Appendix

Appendix Table. 1: MIMIC III database research population baseline statistics

| Characteristics   | AKI (n = 1009) | Non-AKI (n = 1009) | P value |
|-------------------|----------------|--------------------|---------|
| Age (years)       | 72.15 (58.58,82.19) | 64.23 (50.78,77.16) | < 0.01  |
| Gender, n (%)     |                |                    | <0.01   |
| Female            | 533 (48.5%)    | 486 (44.2%)        |         |
| Male              | 476 (43.3%)    | 614 (55.8%)        |         |
| Hospital length of stay (days) | 13.78 (6.44,25.80) | 7.02 (4.31, 12.25) | <0.01  |
| Mortality (%)     | 547 (49.7%)    | 87 (7.9%)          | <0.01   |

Appendix Table. 2: eICU-CRD database research population baseline statistics

| Characteristics   | AKI (n = 1327) | Non-AKI (n = 1327) | P value |
|-------------------|----------------|--------------------|---------|
| Age (years)       | 69.00 (57.00, 79.00) | 65.00 (53.00, 76.00) | <0.01  |
| Gender, n (%)     |                |                    | <0.01   |
| Female            | 707 (47.1%)    | 667 (44.5%)        |         |
| Male              | 618 (41.2%)    | 832 (55.5%)        |         |
| Hospital length of stay (days) | 5.70 (2.82, 10.85) | 4.78 (2.71, 7.95) | <0.01  |
| Mortality (%)     | 610 (40.7%)    | 104 (6.9%)         | <0.01   |
Appendix Fig. 1: The visualization of the proportion of missing data (white indicates missing data).
INR: international normalized ratio; PT: prothrombin time; CK: creatine kinase; CKMB: creatine kinase-MB; LD: lactate dehydrogenase; Urine RBC: urine red blood cells; ALT: alanine amino transferase; ALP: alkaline phosphatase; AST: aspartate amino transferase; SBP: systolic blood pressure; DBP: diastolic blood pressure; Urine WBC: urine white cells.
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