ATTRACTOR SETS AND JULIA SETS IN LOW DIMENSIONS

A. FLETCHER

Abstract. If \( X \) is the attractor set of a conformal IFS in dimension two or three, we prove that there exists a quasiregular semigroup \( G \) with Julia set equal to \( X \). We also show that in dimension two, with a further assumption similar to the open set condition, the same result can be achieved with a semigroup generated by one element. Consequently, in this case the attractor set is quasiconformally equivalent to the Julia set of a rational map.

1. Introduction

1.1. Background. The characteristic trait of fractals is that they are self-similar: the object looks the same on every scale. There are various ways to generate fractals. Two of the most common are as attractor sets of iterated function systems (IFSs) and Julia sets of holomorphic or meromorphic functions. Objects such as the Koch snowflake and Sierpinski gasket arise as attractor sets, see [4], whereas fractals such as the Douady rabbit arise as Julia sets. In a sense, these two notions are inverse to one another. The attractor set, as the name suggests, arises from the fact that the maps generating the IFS are contractions, whereas the repelling periodic points are dense in a Julia set.

The aim of this note is to show that every attractor set of a conformal IFS is also a Julia set in dimensions two and three. The caveat here is that we will consider Julia sets of quasiregular semigroups. These are a natural generalization of the more well-known theory of rational semigroups. Rational semigroups were first studied by Hinkkanen and Martin [10]. Quasiregular semigroups have the advantage of being defined in any (real) dimension. The Julia set of a quasiregular semigroup is the set of non-normality of the family generated by elements of the semigroup. The point here is that there is a uniform bound on the distortion of the maps in the semigroup, and so the quasiregular version of Montel’s Theorem may be applied. Quasiregular semigroups were first studied in [12], with more recent developments paralleling the development of the theory of rational semigroups in [5].

There are several results in the literature along the theme of approximating a given set arbitrarily closely by Julia sets. First, Lindsey [14] proved that any Jordan curve in \( \mathbb{C} \) can be approximated arbitrarily well by the Julia set of a polynomial. This was refined by Lindsey and Younisi in [15]. Bishop and Pilgrim [2] showed that any continuum in the plane can be approximated arbitrarily well by dendrite Julia sets. Here, we are specializing to consider attractor sets of IFSs but we are able to obtain equality instead of approximation and, moreover, our arguments work in dimension three too.

1.2. Statement of results. Our main result reads as follows. We denote the open unit ball in \( \mathbb{R}^n \) by \( \mathbb{B}^n \).
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**Theorem 1.1.** Let $X$ be a conformal IFS generated by $\varphi_1, \ldots, \varphi_m$ acting on $\mathbb{B}^2$ or $\mathbb{B}^3$ and so that at least two of the maps generating $X$ have distinct fixed points. Suppose further that $\varphi_i(\mathbb{B}^j)$ is a quasiball that is relatively compact in $\mathbb{B}^j$ for $i = 1, \ldots, m$ and $j = 2, 3$. If $S$ is the attractor set of $X$, then there exists a quasiregular semigroup $G$ acting on $\mathbb{R}^2$ or $\mathbb{R}^3$, respectively, with $J(G) = S$. Moreover, each element of $G$ can be chosen to have degree two.

We make the following remarks.

(i) The restriction to dimension three is purely due to the extension result of Berstein and Edmonds [1] being available only in dimension three. Any higher dimensional generalization of their result would have immediate applications here.

(ii) It is worth noting that in dimension three, our construction of $G$ yields degree two uniformly quasiregular mappings. Uqr mappings of any degree can be constructed via the conformal trap method, see [12], but their Julia sets are necessarily tame Cantor sets. Our maps agree with a degree two power map in a neighbourhood of infinity.

(iii) A quasiball is the image of the unit ball under an ambient quasiconformal mapping. In dimension three, this hypothesis is vacuous since the hypothesis that we consider conformal maps implies these maps are Möbius in dimension two. This requirement makes sure that we are able to continue functions defined on $\varphi_i(\mathbb{B}^2)$ to the boundary.

(iv) The condition that $\varphi_i(\mathbb{B}^j)$ is relatively compact in $\mathbb{B}^j$ means that $\varphi_i$ has a fixed point $w_i$ in $\mathbb{B}^j$.

(v) If $X$ is a conformal IFS acting on $\mathbb{C}$, then every element of $X$ is necessarily a linear map of the form $\varphi(x) = ax + b$ with $|a| < 1$. It follows that there exists $R > 0$ so that $X$ can be viewed as an IFS acting on $\overline{B(0, R)}$. By conjugating by a dilation, we can assume $R = 1$ and apply the above result. The generalized Liouville Theorem implies we can make the same observation in dimension three.

(vi) Every uniformly quasiregular map in dimension two is quasiconformally conjugate to a holomorphic function, see [19, 20]. However, it is not true that every quasiregular semigroup in dimension two is quasiconformally conjugate to a semigroup of holomorphic functions, see [9], so we cannot conclude from Theorem 1.1 that $X$ is quasiconformally conjugate to the Julia set of a rational semigroup.

(vii) By [5, Theorem 4.7], the Julia set of the semigroups constructed here are uniformly perfect. Consequently, we conclude that the IFSs under consideration have uniformly perfect attractor sets. This result is contained in [17] in dimension two and is a minor strengthening of results from [22] in dimension three. This is because the results in [22] are stated for IFSs generated by affine maps, and the conformal maps here, while they must be Möbius, need not be affine.

One can ask if Theorem 1.1 can be obtained for the Julia set of a single uqr map. We will restrict ourselves to proving this is true in a certain case.

**Definition 1.2.** We say that a conformal IFS $X$ generated by $\varphi_1, \ldots, \varphi_m$ acting on $\mathbb{B}^2$ satisfies the strong disk open set condition if

(i) $\overline{\varphi_i(\mathbb{B}^2)} \subset \mathbb{B}^2$ for $i = 1, \ldots, m$, 

(ii) $\varphi_i(\mathbb{B}^2) \cap \varphi_j(\mathbb{B}^2) = \emptyset$ for $i \neq j$.

This is a slight strengthening of the well-known open set condition and ensures there is a definite gap between the various images $\varphi_i(\mathbb{B}^2)$. This allows interpolation of mappings.
between them. The trade-off here is that $S$ must necessarily be a Cantor set so the following result does not cover, for example, the Koch snowflake.

**Theorem 1.3.** If a finitely generated conformal IFS $X$ acting on $\mathbb{B}^2$ satisfies the strong disk open set condition, then there exists a uqr map $f : \mathbb{C} \to \mathbb{C}$ with $J(f)$ equal to the attractor set $S$ of $X$.

As an immediate consequence of the fact that every uqr map on $\mathbb{C}$ is quasiconformally conjugate to a holomorphic function, we have the following.

**Corollary 1.4.** If a finitely generated conformal IFS $X$ acting on $\mathbb{B}^2$ satisfies the strong disk open set condition, then there exists a polynomial $p$ and a quasiconformal map $h : \mathbb{C} \to \mathbb{C}$ so that the attractor set $S$ of $X$ is equal to $h(J(p))$.

We make the following remarks:

(i) To extend Theorem 1.3 to $\mathbb{B}^3$, we would need to replace $z \mapsto z^m$ on a neighbourhood of infinity with uqr power maps in $\mathbb{R}^3$. These do not necessarily exist for every degree $m \geq 2$. Consequently, one could conceivably obtain an analogue to Theorem 1.3 in dimension three for an IFS which is generated by $m$ conformal maps, where there exists a power map of degree $m$.

(ii) If we did not require $X$ to act on a disk in Definition 1.2 for $\mathbb{R}^3$ then, with for example $D$ a torus, we can obtain IFSs where the attractor set is a wild Cantor set such as Antoine’s necklace. There do exist uqr maps in $\mathbb{R}^3$ where the Julia set is an Antoine’s necklace, but as far as the author is aware there is no systematic method for showing that wild Cantor sets are or are not Julia sets of uqr maps. It is known that Julia sets are uniformly perfect [7], however wild Cantor sets must have defining sequences that cannot be non-trivially separated by spherical rings. Hence the uniformly perfect condition is vacuous in this case.

The paper is organized as follows. In section 2, we recall preliminary material on IFSs and quasiregular semigroups. In section 3, we prove the results in dimension two. In section 4, we prove the results in dimension three.

## 2. Preliminaries

### 2.1. IFSs.

A finitely generated iterated function system (IFS) $X$ acting on a closed subset $D$ of $\mathbb{R}^n$ is a collection of contractions $\{\varphi_1, \ldots, \varphi_m\}$ with $\varphi_i : D \to D$ for $i = 1, \ldots, m$. This means that for $i = 1, \ldots, m$, there is a constant $s_i \in (0, 1)$ so that $|\varphi_i(x) - \varphi_i(y)| \leq s_i|x - y|$ for all $x, y \in D$. We call $s_i$ the contraction factor of $\varphi_i$. By a famous result of Hutchinson [11], there then exists a unique non-empty compact set $S \subset D$ which is invariant under $X$, that is,

$$S = \bigcup_{i=1}^m \varphi_i(S).$$

Moreover, if we define the $k$'th iterate of $X$ on a compact set $E$ via $X^0(E) = E$, $X^1(E) = \bigcup_{i=1}^m \varphi_i(E)$ and $X^k(E) = X(X^{k-1}(E))$ for $k \in \mathbb{N}$, then

$$S = \bigcap_{k=1}^\infty X^k(D).$$
The set $S$ is called the attractor set for $X$. Attractor sets are a good way to generate fractals such as the von Koch snowflake, or Sierpinski gasket. If the $\varphi_i$ are conformal mappings, we say $X$ is a conformal IFS. We refer to [4] for more details on IFSs, attractor sets and fractals.

2.2. Julia sets and rational semigroups. Another way to generate fractal behaviour is through the Julia sets of rational maps. If $f : \overline{\mathbb{C}} \to \overline{\mathbb{C}}$ is a rational map, then the Julia set is defined as follows: $z \in J(f)$ if and only if there is no neighbourhood $U$ of $z$ so that the family $\{f^m|U : m \in \mathbb{N}\}$ is normal. Here, $f^m$ denotes the $m$’th iterate of $f$. It is well-known that $J(f)$ is a non-empty, closed, perfect subset of $\overline{\mathbb{C}}$ and there are examples, such as Lattès maps, where $J(f) = \overline{\mathbb{C}}$. In fact, if $J(f)$ contains an open set, it must be all of $\overline{\mathbb{C}}$. The Fatou set is the complement of the Julia set. See for example Milnor’s book [13] for an introduction to rational dynamics.

A rational semigroup $G$ is a collection (assumed in this paper to be finite) of rational maps $\{f_1, \ldots, f_m\}$ acting on $\overline{\mathbb{C}}$. The Julia set $J(G)$ and the Fatou set $F(G)$ can be defined via normality in exactly the same way as for a single rational map. There are differences in the properties for Julia sets of rational maps and for Julia sets of rational semigroups. For example, [10] Example 1] shows how the Julia set of a rational semigroup can have non-empty interior, and yet not be all of $\overline{\mathbb{C}}$.

2.3. Quasiregular semigroups. The natural way to extend the notion of rational semigroups into higher real dimensions is through uniform quasiregularity. Briefly, if $n \geq 2$, a continuous map $f : \mathbb{R}^n \to \mathbb{R}^n$ is called quasiregular if $f \in ACL^n$, and there exists $K \geq 1$ so that $|f'(x)|^n \leq K J_f(x)$ almost everywhere. Quasiregular maps are sometimes called mappings of bounded distortion, and this captures the main property of such mappings. The smallest $K$ for which the above inequality holds is called the outer distortion $K_O(f)$. If $f$ is quasiregular, then we also have $J_f(x) \leq K' \inf_{|h|=1} |f'(x)h|^n$ almost everywhere. The smallest $K'$ for which this holds is called the inner distortion $K_I(f)$. The maximal distortion of $f$ is $K(f) = \max\{K_O(f), K_I(f)\}$. We can extend quasiregular mappings to be defined at infinity, or have poles, by composing with suitable Möbius mappings which send the point at infinity to 0. We refer to, for example, [10] for foundational material on quasiregular mappings.

The composition of two quasiregular mappings is again quasiregular, but typically the distortion increases (consider iterating the map $x + iy \mapsto Kx + iy$ for $K > 1$). A uniformly quasiregular mapping, or uqr map for short, is defined by the property that there is a uniform bound on the distortion of the iterates. Trivially, every holomorphic map is uqr.

A quasiregular semigroup $G$ generated by $\{f_1, \ldots, f_m\}$ acting on $\mathbb{R}^n$ has the property that there exists $K \geq 1$ so that every element of $G$ is a quasiregular map with maximal distortion at most $K$. We necessarily have that every element of a quasiregular semigroup is a uniformly quasiregular map.. Clearly in dimension two with $K = 1$, we just recover rational semigroups.

The Julia set and Fatou set are defined in exactly the same way as for rational semigroups. Here, the quasiregular version of Montel’s Theorem is key in being able to define these dynamical objects. See [12] for the introduction of quasiregular semigroups to the literature and [5] for more recent developments.

2.4. Quasiconformal Annulus Theorem. We will repeatedly use Sullivan’s Annulus Theorem in the quasiconformal category, see [18], and [21] Theorem 5.8] for a quantative version.
This states that if \( A \) is an open annulus in \( \mathbb{R}^n \), for \( n \geq 2 \), then every quasiconformal map \( f : \mathbb{R}^n \setminus A \to \mathbb{R}^n \) can be extended to a quasiconformal map \( \tilde{f} : \mathbb{R}^n \to \mathbb{R}^n \).

We will apply the annulus theorem when the ring domain has quasispheres as its boundary components. Here, quasispheres are the image of the unit sphere \( S^{n-1} \) under an ambient quasiconformal mapping of \( \mathbb{R}^n \). While this minor extension of the Annulus Theorem is presumably well-known, we could not find a specific reference and so include a proof for the convenience of the reader. We will need the following weak version of a Uniformization Theorem for rings.

**Lemma 2.1.** Let \( n \geq 2 \) and \( 0 < a < b \). Then if \( U, V \) are quasiballs in \( \mathbb{R}^n \), with \( V \subset U \), then there exists a quasiconformal map \( f : \mathbb{R}^n \to \mathbb{R}^n \) with \( f(U \setminus V) = \{ x : a < |x| < b \} \).

**Proof.** Since \( U \) is a quasiball, there exists a quasiconformal map \( \varphi : \mathbb{R}^n \to \mathbb{R}^n \) with \( \varphi(U) = B(0, b) \). Then there exists \( r < b \) so that if \( V_1 = \varphi(V) \), then \( V_1 \subset \overline{B}(0, r) \). Since \( V_1 \) is also a quasiball, there exists a quasiconformal map \( \psi : \mathbb{R}^n \to \mathbb{R}^n \) with \( \psi(V_1) = B(0, a) \). Moreover, given \( s \in (\max\{a, r\}, b) \), by postcomposing by a radial quasiconformal map of the form

\[
\begin{cases}
  x, \\
  x(|x|/a)^K \\
  x(|x|/b)^K 
\end{cases}
\]

for a suitably small \( K > 0 \), we may assume that \( \psi(B(0, r)) \subset B(0, s) \). We may then replace \( \psi \) by \( \psi_{Ann} \), where \( \psi_{Ann}|_{B(0, r)} = \psi \), \( \psi_{Ann}|_{x \geq s} \) is the identity, and the Annulus Theorem is used to interpolate in \( \{ x : r < |x| < s \} \). We conclude that \( \psi_{Ann} \circ \varphi \) maps \( U \setminus V \) onto \( \{ x : a < |x| < b \} \). \( \square \)

**Theorem 2.2.** Let \( n \geq 2 \), and let \( U_1, U_2, V_1, V_2 \) be bounded quasiballs with \( V_i \subset U_i \) for \( i = 1, 2 \). If there exists a quasiconformal map \( f : \mathbb{R}^n \setminus (U_1 \setminus V_1) \to \mathbb{R}^n \setminus (U_2 \setminus V_2) \), then there exists a quasiconformal map \( \tilde{f} : U_1 \setminus V_1 \to U_2 \setminus V_2 \) which agrees with \( f \) on both boundary components of \( U_1 \setminus V_1 \).

**Proof.** By Lemma 2.1 there exists a quasiconformal map \( \varphi : \mathbb{R}^n \to \mathbb{R}^n \) with \( \varphi(U_1 \setminus V_1) = A := \{ x : 1 < |x| < 2 \} \). The quasiconformal map \( f \circ \varphi^{-1} : \mathbb{R}^n \setminus \{ 1 \leq |x| \leq 2 \} \to \mathbb{R}^n \) can be extended to a quasiconformal map \( f_{Ann} : \mathbb{R}^n \to \mathbb{R}^n \) by the Annulus Theorem. Moreover, \( f_{Ann}|_{\partial A} = (f \circ \varphi^{-1})|_{\partial A} \). It follows that \( \tilde{f} := f_{Ann} \circ \varphi \) is the required extension of \( f \). \( \square \)

3. Dimension two

3.1. Quadratic polynomials. In this section we will prove Theorem 1.1 in dimension two and Theorem 1.3. Our construction in dimension two is direct, and we start by considering certain quadratic polynomials.

Our semigroup will be constructed from degree two maps, each of which will glue two of the conformal contractions from \( X \) into a quadratic polynomial.

**Lemma 3.1.** Let \( w \in B^2, a \in \mathbb{C} \) and let \( p(z) = a(z - w)^2 - 10 \). Then:

(i) using the principal branch of the square root, \( p^{-1}(0) = \{ w \pm (10/a)^{1/2} \} \) and we will denote these points by \( z_1, z_2 \);

(ii) \( p^{-1}(S(0, 10)) \) is a topological figure of eight, with \( w \) at the crossing point, and enclosing \( z_1 \) and \( z_2 \) in different bounded components of the complement;
Lemma 3.2. With the notation as above, assume that there exists a map onto this ray under $p$ of length $N$.

Then there exists $w$ so that:

(iii) the figure eight is oriented so that the straight line passing through $z_1, z_2$ and $w$ has slope $\tan(-\arg(a)/2)$;

(iv) for $\epsilon > 0$, if $D_1$ denotes the disk $B(z_1, (\sqrt{1+\epsilon} - 1)|10/a|^{1/2})$, then $p(D_1) \subset B(0, 10\epsilon)$.

The analogous statement holds for $D_2$.

Proof. Property (i) is obvious. For property (ii), observe that $p(w) = -10$ and hence $w$ lies on $\gamma := p^{-1}(S(0, 10))$. The pre-image of a ray emanating from $-10$ is a straight line passing through $w$, noting that $\gamma$ is invariant under a rotation through $\pi$ about $w$. If the ray has angle $\theta$ strictly between $-\pi/2$ and $\pi/2$ with respect to the semi-infinite line segment $[-10, \infty)$, then the pre-image intersects $\gamma$ twice. Otherwise it does not. As $\theta$ traverses the interval $(-\pi/2, \pi/2)$, $\gamma$ sweeps out a figure of eight with the claimed properties.

For property (iii), $z_1$, $z_2$ and $w$ clearly lie on the same straight line, corresponding to the ray in the image with angle $\theta = 0$. One can then check that the straight line $\sigma(t) = w + te^{-i\arg(a)/2}$ maps onto this ray under $p$.

Finally, for property (iv), let $z = z_1 + \delta e^{it}$, where $\delta = (\sqrt{1+\epsilon} - 1)|10/a|^{1/2}$. Then

$$|p(z)| = |p(z_1 + \delta e^{it})|$$

$$= |a((10/a)^{1/2} + \delta e^{it})^{2} - 10|$$

$$= |2\delta e^{it}(10a)^{1/2} + a\delta^2 e^{2it}|$$

$$\leq 2\delta|10a|^{1/2} + |a|\delta^2$$

$$= 20(\sqrt{1+\epsilon} - 1) + 10(\sqrt{1+\epsilon} - 1)^2$$

$$= 10\epsilon.$$ 

\qed

3.2. The open set condition. The open set condition (OSC) for an IFS is a particularly nice situation to be in. For example, if the OSC holds, one can make easy computations for the Hausdorff dimension of the attractor set. The OSC states that there is an open set $U$ so that

$$\varphi_i(U) \cap \varphi_j(U) = \emptyset$$

for $i \neq j$. In our situation, we do not make an assumption that the OSC holds. However, we will be able to pass to a similar property for an iterated version of the IFS.

Suppose that we have an IFS $X$ generated by conformal contractive mappings $\varphi_1, \ldots, \varphi_k$ on $\mathbb{B}^2$ with contraction factors $\lambda_1, \ldots, \lambda_k$ respectively. Since by assumption $\varphi_i(\mathbb{B}^2) \subset \mathbb{B}^2$ for $i = 1, \ldots, k$, the contraction mapping theorem states that each $\varphi_i$ has a unique fixed point $w_i \in \mathbb{B}^2$. Each fixed point lies in the attractor set $S$.

Lemma 3.2. With the notation as above, assume that $w_i \neq w_j$ for at least one pair $i \neq j$. Then there exists $N \in \mathbb{N}$ so that if the IFS $X$ is replaced by the IFS $X^N$ generated by words of length $N$ in $\varphi_1, \ldots, \varphi_k$, denoted by $\psi_1, \ldots, \psi_m$, then $X^N$ has the same attractor set as the old one and, moreover, there exist $f_1, f_2 \in \{\psi_1, \ldots, \psi_m\}$ so that for any $j \in \{1, \ldots, m\}$, there exists $i \in \{1, 2\}$ so that $f_i(\mathbb{B}^2) \cap \psi_j(\mathbb{B}^2) = \emptyset$. We can further make this choice so that if $\delta > 0$, then $N$ is chosen large enough to ensure the distance between $f_i(\mathbb{B}^2)$ and $\psi_j(\mathbb{B}^2)$ is at least $\max_i|\varphi_j(1/2 - 2\delta)|w_i - w_j|.$

Of course, $m$ is just $k^N$, but this list may not consist of distinct elements, for example if $\varphi_i$ and $\varphi_j$ commute.
Proof. It is clear that the attractor set is unchanged since any infinite word consisting of
elements of the $\varphi_i$ can also be composed of the elements of the $\psi_i$.

Let $s = \max_i \{\lambda_i\} < 1$ and set $r = \max_{i \neq j} |w_i - w_j|$. Given $\delta > 0$, choose $N$ large enough
so that $s^N < \delta r$. By relabelling, we may assume this maximum is achieved for $\varphi_1, \varphi_2$.
Denote by $f_1, f_2$ the maps $\varphi_1^N, \varphi_2^N$ respectively. These two maps are different since they have
different fixed points. Moreover, these maps are contained in the collection $\{\psi_1, \ldots, \psi_m\}$. By construction, $f_i(\mathbb{B}^2) \subset B(w_i, \delta r)$ for $i = 1, 2$.

Now given $\psi_j$ with fixed point $w_j$, we have $\psi_j(\mathbb{B}^2) \subset B(w, \delta r)$. Since either $|w_1 - w_j| \geq r/2$ or $|w_2 - w_j| \geq r/2$, by choosing whichever is the larger, we conclude that

$$d(B(w_1, \delta r), B(w_2, \delta r)) \geq (1/2 - 2\delta)r,$$

where $d(\cdot, \cdot)$ denotes the distance between two compact sets. The lemma then follows. \qed

3.3. Proof of Theorem 3.1 in dimension two. Replace the IFS $X$ generated by $\varphi_1, \ldots, \varphi_k$
with $X^N$ generated by $\psi_1, \ldots, \psi_m$, recalling Lemma 3.2. These both have attractor set $S$.
Recall also the maps $f_1, f_2 \in \{\psi_1, \ldots, \psi_m\}$. Since the fixed points $w_j$ of $\psi_j$ are contained in
$\mathbb{B}^2$, it follows that there exists $T < 1$ so that $\max_j |w_j| \leq T$.

Given $\psi_j$ with fixed point $w_j$, select $f_i$, for $i \in \{1, 2\}$, with fixed point $w_i$ so the conclusions
of Lemma 3.2 hold. We will now construct a particular quadratic polynomial $p_j(z) = a(z - w)^2 - 10$. Set $w = (w_i + w_j)/2$, $a$ chosen so that $w \pm \sqrt{10/a}$ gives the points $w_i$ and $w_j$, and if

$$d := d(B(w_i, \delta r), B(w_j, \delta r)),$$

we have $2|10/a|^{1/2} = d$. We want to ensure that $B(w_j, (\sqrt{6/5} - 1)|10/a|^{1/2}) \subset \mathbb{B}^2$ for any $j$.

Since $|w_j| \leq T < 1$, this will be achieved as long as $T + (\sqrt{1 + \epsilon - 1}|10/a|^{1/2} < 1$, that is

$$|a| > 10 \left(\frac{\sqrt{1 + \epsilon - 1}}{1 - T}\right)^2.$$

Setting $\epsilon = 1/5$ in Lemma 3.1, we see that

$$p_j(\partial B(w_i, (\sqrt{6/5} - 1)|10/a|^{1/2})) \text{ and } p_j(\partial B(w_j, (\sqrt{6/5} - 1)|10/a|^{1/2}))$$

are both $\partial B(0, 2)$. Consequently, we need $\delta$ to be chosen small enough so that $B(w_i, \delta r) \subset \mathbb{B}^2$ with $\delta r = (1/2 - 2\delta)r$. Since $d \geq (1/2 - 2\delta)r$, some elementary calculations show that we need

$$\delta < 1 - \frac{\sqrt{6/5}}{4} \approx 0.0218.$$

In particular, if we choose $\delta < 1/100$, we can ensure $B(w_i, \delta r) \subset B(w_i, (\sqrt{6/5} - 1)|10/a|^{1/2})$ and the same for $w_j$.

We then define the degree two quasiregular mapping $g_j$ as follows:

(3.1)

$$g_j(z) = \begin{cases} f_i^{-1}(z), & z \in f_i(\mathbb{B}^2), \\
\psi_j^{-1}(z), & z \in \psi_j(\mathbb{B}^2) \\
p_j(z), & z \in \mathbb{C} \setminus B(w_i, (\sqrt{6/5} - 1)|10/a|^{1/2}) \cup B(w_j, (\sqrt{6/5} - 1)|10/a|^{1/2}) \\
g_j(z), & z \in (B(w_i, (\sqrt{6/5} - 1)|10/a|^{1/2}) \setminus f_i(\mathbb{B}^2)) \cup (B(w_j, (\sqrt{6/5} - 1)|10/a|^{1/2}) \setminus f_j(\mathbb{B}^2)) \end{cases}$$

where $g_j$ is a quasiconformal interpolation in two ring domains via Theorem 2.2.
3.4. Proof of Theorem 1.3. Let \( E_i = \varphi_i(\mathbb{B}^2) \) for \( i = 1, \ldots, m \). By the hypotheses, \( E_i \) is a quasiball. Let \( \epsilon > 0 \) be small.

**Step 1:** Consider ring domains \( R_i \subset \mathbb{B}^2 \) whose boundary components are smooth Jordan curves, so that \( E_i \) is contained in the bounded component of \( \mathbb{B}^2 \setminus R_i \), the \( R_i \) are pairwise disjoint and \( E_j \) is not contained in the topological hull \( \tilde{R}_i \) of \( R_i \) for \( i \neq j \). We recall that the topological hull of a domain is the union of the domain with the bounded components of the complement. Denote by \( D_i \) the bounded component of \( \mathbb{B}^2 \setminus R_i \).

Find \( w_i \in E_i \) so that \( B(w_i, \epsilon) \subset E_i \). There is a conformal map \( \psi_i : D_i \to B(w_i, \epsilon) \). Then by Theorem 2.2, we can find a quasiconformal map \( g_i : R_i \to \tilde{R}_i \setminus B(w_i, \epsilon) \) which is the identity on the outer boundary component of \( R_i \) and equal to \( \psi_i \) on the inner boundary component of \( R_i \) (which equals \( \partial D_i \)). We then define \( h_1 : \mathbb{B}^2 \setminus \bigcup_{i=1}^m D_i \to \mathbb{B}^2 \setminus \bigcup_{i=1}^m B(w_i, \epsilon) \) as the quasiconformal map which is the identity except on \( R_i \), where it equals \( g_i \).

**Step 2:** Let \( \omega_1 = 1, \ldots, \omega_m \) denote the \( m \) th roots of unity and set \( \omega_i = (1 - 2\epsilon)\omega_i \) for \( i = 1, \ldots, m \). Let \( F_1 \) be a smooth Jordan domain in \( \mathbb{B}^2 \) compactly containing \( B(w_i, \epsilon) \) from Step 1 and also \( B(v_i, \epsilon) \), but not containing any of the \( B(v_j, \epsilon) \) for \( j = 2, \ldots, m \). If this latter condition cannot be met, relabel either the \( v_i \) or the \( w_i \), or reduce \( \epsilon \).

Let \( T_1 : B(v_i, \epsilon) \to B(v_i, \epsilon) \) be a translation and then set \( p_1 : F_1 \setminus B(v_i, \epsilon) \to F_1 \setminus B(v_i, \epsilon) \) to be the quasiconformal map from Theorem 2.2 which is the identity on \( \partial F_1 \) and \( T_1 \) on \( \partial B(v_i, \epsilon) \). We obtain a quasiconformal map \( q_1 : \mathbb{B}^2 \to \mathbb{B}^2 \) which moves \( B(v_i, \epsilon) \) to \( B(v_i, \epsilon) \) and leaves the other \( B(v_j, \epsilon) \) alone. We repeat this procedure for \( i = 2, \ldots, m \) to obtain quasiconformal maps \( q_1, \ldots, q_{m} \) so that when we form the composition \( h_2 := q_m \circ \cdots \circ q_1 \) we obtain a quasiconformal map which moves \( B(v_i, \epsilon) \) to \( B(v_i, \epsilon) \) for \( i = 1, \ldots, m \).

**Step 3:** Letting \( h_3(z) = z^m \), we see that \( h_3 \) maps \( \mathbb{B}^2 \setminus \bigcup_{i=1}^m \overline{B(v_i, \epsilon)} \) onto a ring domain \( R \subset \mathbb{B}^2 \), as long as \( \epsilon \) is chosen small enough.

**Step 4:** Let \( h_4 \) be a quasiconformal map from \( R \) onto the annulus \( \{ z : 3/2 < |z| < 2 \} \). By forming the composition \( f = h_4 \circ h_3 \circ h_2 \circ h_1 \) in \( \mathbb{B}^2 \setminus \bigcup_{i=1}^m D_i \), we obtain a quasiregular map with image \( \{ z : 3/2 < |z| < 2 \} \).

Since \( f \) is a quasiconformal map in a neighbourhood of \( \partial D_i \) in \( \mathbb{B}^2 \setminus \bigcup_{i=1}^m D_i \), we can apply Theorem 2.2 to first extend \( f \) to a quasiconformal map defined in \( D_i \setminus E_i \) by setting \( f \) equal to \( \varphi_i^{-1} \) on \( E_i \). We can then extend \( f \) to be defined on all of \( \mathbb{B}^2 \) by setting it equal to \( \varphi_i^{-1} \) on \( E_i \).

**Step 5:** For \( |z| > 2 \), we set \( f(z) = z^m \). The final task is then to interpolate so that \( f \) is defined in \( \{ z : 1 < |z| < 2 \} \) with image \( \{ z : 2 < |z| < 2^m \} \).

Let \( \gamma \) denote the line segment \([2, 2^m]\). Each endpoint of \( \gamma \) has \( m \) pre-images on \( \{ z : |z| = 1 \} \) and \( \{ z : |z| = 2 \} \) respectively. Let \( \sigma_i \), for \( i = 1, \ldots, m \), denote a hyperbolic geodesic in the hyperbolic domain \( \{ z : 1 < |z| < 2 \} \) joining a pair of such pre-images, with the condition that the \( \sigma_i \) are pairwise disjoint. We then have a collection of simply connected domains \( U_i \)
in \( \{ z : 1 < |z| < 2 \} \), each with boundary made up of \( \sigma_i, \sigma_{i+1} \) and two arcs of the boundary circles. We also have the domain \( V = \{ z : 2 < |z| < 2^m \} \setminus \gamma \).

For each \( i \), we construct a quasiconformal map \( f_i : U_1 \to V \) as follows. We have a boundary map \( f_i : \partial U_1 \to V \) defined via a bi-Lipschitz map from \( \sigma_1 \) and \( \sigma_2 \) onto \( \gamma \) respectively, via the map from Step 1 on \( \{ z : |z| = 1 \} \) and via \( z \mapsto z^m \) on \( \{ z : |z| = 2 \} \). Applying Riemann maps to \( U_1 \) and \( V \), we obtain a quasisymmetric map \( \partial \mathbb{D} \to \partial \mathbb{D} \) that we can extend inside \( \mathbb{D} \) via any quasiconformal extension method, for example the Douady-Earle barycentric extension \([3]\).

Applying the inverse of the Riemann maps, we obtain a quasiconformal map \( f_i : U_1 \to V \). We repeat this argument inductively, except we are already given the map on \( \sigma_i \) and have to choose a bi-Lipschitz map on \( \sigma_{i+1} \). For the final step, we are given all of the boundary maps.

We then set \( f \) to be \( f_i \) on \( \overline{U}_i \) for \( i = 1, \ldots, m \). The construction means the various \( f_i \) agree on the overlaps of their closures of domains of definition, and so \( f \) is a well-defined quasiregular map.

**Conclusion:** By construction, if \( z \) is in the attractor set \( S \) of \( X \), then \( f \) acts on the orbit of \( z \) always by conformal mappings. However, if \( z \) does not lie on \( S \), then \( f \) acts on the orbit by at most finitely many of the conformal maps \( \varphi_i^{-1} \), then the quasiregular map \( h_1 \circ h_3 \circ h_2 \circ h_1 \) from Step 4, then the quasiregular interpolation from Step 5 and finally from then on by \( z \mapsto z^m \). Consequently \( f \) is uniformly quasiregular and since the escaping set \( I(f) = \mathbb{R}^2 \setminus S \), we conclude that \( J(f) = S \). This completes the proof.

### 4. Dimension three

#### 4.1. A degree two uqr map of power-type in \( \mathbb{R}^3 \).

To replace the quadratic polynomial from the dimension two case of the proof of Theorem \([1]\), we will use a degree two power-type map. This arises as a solution to the following Schröder equation. Let \( Z \) be a Zorich-type map which is strongly automorphic with respect to the group \( G \) generated by \( x \mapsto x + e_1 \), \( x \mapsto x + e_2 \) and \( x \mapsto \rho(x) \), where \( e_1, e_2 \) are the unit vectors in the \( x_1, x_2 \) direction and \( \rho \) is a rotation through angle \( \pi \) about the \( x_3 \)-axis. Let \( A \) be a composition of a rotation through angle \( \pi/4 \) about the \( x_3 \)-axis and a scaling by factor \( \sqrt{2} \). Then since \( AGA^{-1} \subset G \) there is a unique uqr solution \( P \) to the Schröder equation

\[
P \circ Z = Z \circ A,
\]

see for example \([6]\). One can check that this uqr map is of power-type and has degree two. We remark that typically in the literature only power maps of degree \( d^{n-1} \) have been constructed in \( \mathbb{R}^n \), for some \( d \in \mathbb{N} \). These arise when \( A \) is a dilation, but in dimension three the inclusion of a rotation component to \( A \) allows the degree to be reduced.

#### 4.2. Proof of Theorem \([1,1]\) in dimension three.

Let \( X \) be an IFS generated by \( \varphi_1, \ldots, \varphi_m \). The strategy of the proof is similar to that in dimension two, but some of the details are somewhat different. One aspect that is simpler in dimension three is that the only conformal mappings are Möbius, so \( \varphi_j(\mathbb{B}^n) \) is a ball for all \( \varphi_j \in X \).

The same argument as in the dimension two case means we can replace \( X \) by \( X^N \) generated by \( \psi_1, \ldots, \psi_m \) with the following property. There exist a constant \( d > 0 \) and two maps \( f_1, f_2 \in \{ \psi_1, \ldots, \psi_m \} \) with fixed points \( x_1, x_2 \) respectively, so that for any \( \psi_j \) with fixed point \( w_j \), for some \( i \in \{1, 2\} \) we have

\[
d_h(w_j, x_i) \geq d,
\]
where \(d_h\) denotes the hyperbolic distance in \(\mathbb{B}^3\). Moreover, we can assume that \(N\) has been chosen large enough that
\[
d_h(f_i(\mathbb{B}^3), \psi_j(\mathbb{B}^3)) \geq \frac{d}{10}.
\]
Denoting by \(B_h(x,r)\) the hyperbolic ball centred at \(x \in \mathbb{B}^3\) of radius \(r > 0\), we can find \(C > 0\) so that \(f_i(\mathbb{B}^3) \subset B_1 := B_h(x_i, C), \psi_j(\mathbb{B}^3) \subset B_2 := B_h(w_j, C)\) and \(d_h(B_1, B_2) \geq d/2\).

Then apply a Möbius map \(M : \mathbb{B}^3 \rightarrow \mathbb{B}^3\) which sends the hyperbolic midpoint of \(x_i\) and \(w_j\) to 0, and so that \(M(x_i)\) and \(M(w_j)\) are on the axis in the direction of the \(e_1\) basis vector.

Since \(M(\tilde{B}_k)\), for \(k = 1, 2\), have the same dimensions in the Euclidean metric, that is, they are given by \(B(\pm ye_1, s)\) for some \(s, t > 0\), we can apply a winding map of the form \(W : (r, \theta, z) \mapsto (r, 2\theta, z)\) in cylindrical polar coordinates which maps \(\mathbb{B}^3\) onto itself in a two-to-one manner and so that \(W\) applied to \(M(\tilde{B}_1)\) and \(M(\tilde{B}_2)\) have the same image. Hence the image of \(\mathbb{B}^3 \setminus (M(\tilde{B}_1) \cup M(\tilde{B}_2))\) under \(W\) is a ring domain. By Lemma 2.1, we can then apply a quasiconformal map \(h\) which maps this ring domain onto the annular ring domain \(\{x : 3/2 < |x| < 2\}\).

We then define the map \(g_i\) as follows:

- In \(f_i(\mathbb{B}^3), \psi_j(\mathbb{B}^3)\), we set \(g_i\) to be \(f_i^{-1}\) and \(\psi_j^{-1}\) respectively, with image \(\mathbb{B}^3\).
- In \(\mathbb{B}^3 \setminus (B_1 \cup B_2)\), we set \(g_i\) to be \(h \circ W \circ M\). The image is \(\{x : 3/2 \leq |x| \leq 2\}\).
- In \(B_1 \setminus f_i(\mathbb{B}^3)\) and \(B_2 \setminus \psi_j(\mathbb{B}^3)\), we use Theorem 2.2 to find quasiconformal interpolations, with image \(\{x : 1 < |x| < 3/2\}\).
- For \(|x| > 2\), we set \(g_i\) to be the degree two uqr power map discussed in the previous section.
- Finally, for \(1 < |x| < 2\), we interpolate by using the Berstein-Edmonds extension theorem \([1]\) exactly as in the proof of \([8]\) Theorem 1.1].

Each \(g_i\) is uqr by construction, since an orbit consists either of only conformal maps, or by finitely many conformal maps then at most three quasiregular maps and finally repeated application of a uqr map. As in the dimension two case, \(G = \langle g_1, \ldots, g_m \rangle\) is a quasiregular semigroup.

As \(\varphi_i\) ranges over \(X^N\), we consider the collection \(g_i\). The attractor set of \(X^N\) is just \(S\), the attractor set of \(X\). Moreover, the Julia set \(J(G)\) is precisely \(S\) since if \(x_0 \notin S\), then we can find a neighbourhood \(B(x_0, \delta)\) of \(x_0\) so that \(O^+(B(x_0, \delta))\) omits the infinitely many points in, say, \(J(g_i)\). Consequently, \(G\) is normal in \(B(x_0, \delta)\) and we are done.
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