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Abstract

Brain-Computer-Interfaces (BCIs) are becoming popular low-cost consumer devices for use in networked applications such as gaming or in learning programs with neuro-feedback loops. Martinovic et al. [26] proposed a BCI-based attack in which an adversary is able to infer private information about a user, such as their bank or area-of-living, by analyzing the user’s brain activities. However, a key limitation of the above attack is that it is intrusive, requiring user cooperation, and is thus easily detectable and can be reported to other users.

In this paper, we identify and analyze a more serious threat for users of BCI devices. We propose a subliminal attack in which the victim is attacked at the levels below his cognitive perception. Our attack involves exposing the victim to visual stimuli for a duration not exceeding 13.3 milliseconds – a duration usually not sufficient for conscious perception. The attacker analyzes subliminal brain activity in response to these short visual stimuli to infer private information about the user. If carried out carefully, for example by hiding the visual stimuli within screen content that the user expects to see, the attack may remain undetected. As a consequence, the attacker can scale it to many victims and expose them to the attack for a long time.

We experimentally demonstrate the feasibility of our subliminal attack via a proof-of-concept study carried out with 27 subjects. We conducted experiments on users wearing Electroencephalography-based BCI devices, and used portrait pictures of people as visual stimuli which were embedded within the background of an innocuous video for a time duration not exceeding 13.3 milliseconds. Our experimental results show that it is feasible for an attacker to learn relevant private information about the user, such as whether the user knows the identity of the person for which the attacker is probing.

1 Introduction

Brain-Computer Interfaces (BCIs) are becoming increasingly popular devices for use in networked applications such as entertainment and gaming, or in learning and cognitive enhancement, such as attention and relaxation training applications, as well as a medium for hands-free writing [10, 28, 33]. The Emotiv device [13] and the Neurosky device [29] are examples of low-cost commodity BCIs, and are intended for home usage with applications written by third-party developers and available for download from application markets (see, e.g., [14, 30]). A popular technology used in BCI for recording brain activities is Electroencephalography (EEG), which uses external scalp electrodes to capture fluctuations of the electrical potentials in the brain. The EEG signal is then processed by the application which extracts salient brainwave features and translates them into certain computer instructions or generates a feedback.

Martinovic et al. [26] recently noted that BCI devices may offer the raw EEG signal to the said potentially untrusted third-party applications. If such an application is malicious, it could abuse the BCI device to infer private information about a user, such as her/his preferred bank or area-of-living. The general idea of this attack is similar to a polygraph where physiological reactions of an interrogated person are used to reason about his/her knowledge. However, a fundamental limitation of the attacks proposed by Martinovic et al. is that they are very intrusive, requiring a cooperative user, and are thus easily detected. Even more problematic for a wide deployment of this attack, after a
few users realize such an abnormal behavior of their new downloaded application, they would report it and flag it as not functional or even malicious. It is a fair assumption that all users of the application are well connected via the application market and the market enables sharing such warnings or flags. This would prevent the attacker from carrying out a large scale attack.

Based on these observations, we raise the question: is it possible to infer private information about users wearing BCI devices in a fully concealed way? In this paper, we propose a subliminal attack that infers private information about a victim by attacking the victim at a level below his/her cognitive perception. Similar to subliminal advertising (see, e.g., [22]), our key idea is to hide the visual stimuli within the screen content that the user expects to see, for a duration of time that does not exceed 13.3 milliseconds. As an example, for a video-based application, we propose to implement small snippets of visual stimuli within a few frames of the video. The attacker succeeds if it can infer private information about the user without arousing the users’ suspicion. This is a challenging task. If the stimuli are shown too prominently, then this increases the chance of the attack being detected. If, in contrast, the attacker does too good a job of hiding the stimuli, then the user’s subliminal detection may not be strongly affected, reducing the probability of inferring relevant information about the user. Thus, the attacker must operate within this narrow regime of the user’s input channel.

We experimentally demonstrate the feasibility of our subliminal attack via a proof-of-concept study with 27 subjects. We conducted experiments on users wearing EEG-based BCI devices. Our study implements an attack scenario where a user watches a video and the attacker tries to infer whether the user knows a particular person by hiding pictures of this person in the video for a time duration shorter than 13.3 milliseconds. To analyze users’ subliminal reactions to the embedded visual stimuli, we use machine learning techniques on the recorded EEG signal. For 18 out of the 27 subjects the attacker was able to guess the secret correctly (8 out of 9 in a variant of the attack). Thereby, the success chance did not vary significantly between subjects who were able to detect the person hidden in the video and subjects who did not notice anything abnormal. These experimental results show that the subliminal attack is feasible – attackers can make probabilistic inferences on the users’ knowledge of the person depicted in the visual stimuli in a manner that is concealed from the user.

Our main contributions:

• We propose a new attack against users wearing BCI devices. Our attack is subliminal, and infers users’ private information by exploiting brain activity in response to visual stimuli that are not cognitively perceived by users. If carried out carefully, for example by embedding the visual stimuli for a very short duration within screen content that the user expects to see, the attack can remain undetected.

• We experimentally demonstrate the feasibility of our subliminal attack via a user study of 27 subjects. Our experimental results show the feasibility of subliminally learning private information about a user, such as whether the user knows the identity of the person depicted in the visual stimuli.

The remainder of the paper is organized as follows: we provide background information about BCI devices and neuro-physiological terms in Section 2. Next, we present our threat model in Section 3. We discuss our experimental attack setup and our analysis methodology in Section 4 and Section 5 respectively. We present our experimental results in Section 6 and discuss broader implications in Section 7. Finally, we discuss related work in Section 8 and conclude in Section 9.

2 Neuroscientific Background on EEG-based BCI

Electroencephalography (EEG) monitors electrical activity at the scalp that corresponds to changes in ion concentrations of neurons in a functioning brain. A typical use of EEG involves the attachment of one or several electrodes to coded locations of the scalp and monitoring changes in potentials. The signal of each pair of electrodes is amplified through a differential amplifier, filtered, recorded at a high sample rate (typically in the range of 128Hz-16kHz), and saved for later analysis.

EEG is widely used in a medical setting to monitor neurological diseases. For instance, patients with epilepsy often undergo EEG to observe and categorize seizures, which aids in the appropriate choice of treatment. Yet another medical use is to diagnose the condition or possible brain death of comatose patients.
In neuroscience research, EEG serves as a non-invasive, cost-effective method of measuring brain activity. Among other methods such as functional MRI, EEG is low in spatial resolution, such that it is not used to locate specific areas of brain function, but high in temporal resolution ideal for capturing minute temporal changes in the brain on the scale of milliseconds.

EEG recording devices vary in sampling frequency, number and location of electrodes, and general quality, depending on the needs of the user. Most recently, affordable, portable EEG devices have appeared on the market, availing themselves in the form of lightweight devices for gaming and personal EEG monitoring. Cognitive states picked up by such devices can be utilized by games to allow consumers to control on-screen avatars, monitor and train their own mental states, and improve gaming experience by collecting information on reactions and emotions.

Stimuli and event-related potentials (ERP) In many applications EEG signal is analyzed in conjunction with the presentation timing of visual or auditory stimuli. The consequent visible waveforms caused by the presentation of stimuli can be categorized into ERPs, which are combinations of negative and positive spikes occurring at different times after the stimuli, on the scale of milliseconds. These time intervals after a stimulus are often called epochs. One example of an ERP is the p300, a positive amplitude response that occurs around 300 milliseconds after certain stimuli, including images or sounds considered novel or threatening [15, 24]. The p300 has been successfully used in EEG devices to enable users to spell letters [19]. Another ERP of relevance is the N200, a negative amplitude response that often correlates with face stimuli and emotion [3].

3 Threat models and attacks

In this section we will describe the attack scenario and introduce the attacker capabilities. There are three agents in this game: the vendor, the user, and the attacker. The vendor of the BCI device runs a platform where developers can deploy their applications to be downloaded from users. The vendor provides the API of the device and distributes the devices (e.g., the API for designing third-party BCI games is already available for NeuroSky and Emotiv devices, see [14, 30]). The user has bought a device and uses it at home with various applications downloaded from the third-party developer platform. The user trusts her computer and the BCI device. The user actively supports setting up the device and also calibrates it, if necessary. We also assume that the user has an incentive to use the applications that she has downloaded.

The attacker is an application developer. Through the device’s API, the application can access the raw EEG signal recorded by the device. When the user executes the application, it can modify screen...
content and audio and read input from all interfaces of the computer. Let us assume, for instance, that the attacker has modified a benign game or video viewer by inserting his malicious code and has posted the application on the platform with a slightly modified application name. When the user plays the game or uses the viewer to watch a video, the application can modify the game or video content or simply show additional content on top of it. The goal of the attacker is to obtain private user information. This could be any of the scenarios proposed in [25] such as guessing the banking provider, PINs, or month of birth. Generally, the target can be any memory of the user that could be useful for an attacker. For instance, the attacker could blackmail users who seem to be familiar with the logos of particular porn sites. Or a repressive political regime could try to identify whether users are familiar with some of the key persons of the underground opposition.
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Figure 2: Example for a stimulus hidden in the video. The example shows two subsequent frames of the same video. At the second frame, the attacker inserts a face of a person that is suspected to be known by the user.

**Attack Preparation:** The attacker uses event-related potentials (ERPs) to run the following strategy. The attacker designs a number of visual stimuli that correspond to alternative answers of the questions to which he wants to find an answer. For instance, the attacker wants to know if the user knows a particular person. He collects an image of the suspected person. Then the attacker places this image and other visual stimuli, such as images of other people, at random times and random positions of the application and offers the application in the online application store. In our setting, the application is a video viewer, so the attacker includes images of people at random frames and at random screen locations of the video. See, for instance, the two video frames depicted in Figure 2. In this example, the attacker wants to find out if the suspect knows Barack Obama. Note that we have chosen this attack in our experiment because we already know the answer and can thus validate our method. In a real-world scenario it would be uninteresting to test for Obama except for internally validating a particular configuration of the attack.

**Attack Execution:** After the user has downloaded and installed the application and starts using it, the attacker collects the EEG signal recorded while the user is exposed to the different images displayed on the screen. Hoping that the person known to the user triggers the strongest event-related potentials, the attacker analyzes the EEG signal in a comparative way. This analysis works best if the recorded data can be contrasted with prior recordings of the victim, where it is known what the most relevant stimulus was. The ideal prior observations for this purpose is EEG data that has been generated by calibrating the BCI device. The usual calibration step consists of a sequence of numbers that are being flashed randomly. The user must count the occurrence of a particular number. Waiting for this number to appear is a very good way to provoke p300 artifacts. This calibration step of the device is often used by benign applications that rely on ERPs, too. Thus, ideally the attacker implants his attack in an application that requires this calibration step anyway.

**4 Experiments**

In this section we describe the setup of our proof-of-concept experiment. Investigating whether the proposed subconscious side-channel attack is feasible is a very challenging task due to many factors that can affect the results. A negative outcome could have many reasons. For instance, the equipment used could be suboptimal, the video used to hide the attack could have many still images where it is
hard to hide a stimulus, the secret that is being attacked could be too complex, and so on. For instance, let us suppose that we try to probe for the 16-digit credit card number of the user using a cheap BCI device and a video attack based on a still video lectures video. In case the attack does not work, it is hard to perform a root cause analysis of why such an attack might be unsuccessful. Therefore, our experiment is designed to investigate whether the attack is possible at all instead of starting off with sophisticated variants. In particular, we make design decisions that minimize the chance that the attack fails due to factors that we can control. For instance, we used a good EEG device and a video with many flickering artifacts to hide the attack. The following sections detail other design decisions.

4.1 Test Population and Setup

After obtaining approval from the Institutional Review Board, 29 undergraduate and graduate students (21 males and 8 females) in the Computer Science department were recruited to participate in our experiment, 2 of which had unusable data due to recording problems. All subjects were self-screened for neurological disorders and metal implants which could potentially interfere with recording. Prior to the experiment, subjects were informed of the basic EEG procedures, but not yet informed of the subliminal nature of the stimuli. The participants signed informed consent and received compensation in the form of a $40 gift card. The experiment took 90 minutes total for each user, including setup time. This was the main limiting factor for population size. ActiveTwo BioSemi equipment [8] was used for the collection of EEG data. Participants were measured and fitted with a tight cap, and 64 Ag/AgCl electrodes were attached to the cap with conducting gel. All electrodes were then attached to a low-noise DC coupled post-amplifier, with a sampling rate of 1024 Hz. All stimuli were presented in a dim room on a CRT monitor (75 Hz refresh rate) using presentation software [27].

4.2 Experimental Protocol

After the setup described above, the participants were asked to try to remain relaxed for the entire duration of the experiments. The interaction with the participants was kept as short and concise as possible. There were four parts to the complete experiment, two parts pertained to a counting task discussed below, and the other two tasks involved observing videos. Figure 3 semantically shows the four parts on a timeline for better understanding. The experiment lasted approximately one hour including setup. The following sections give details of each part of the experiment.

Counting I and II: In these parts of the experiment, the participant was presented with a randomly permuted sequence of numbers from 0 to 10. Each number except 1 appeared exactly 16 times. The digit 1 could appear anywhere between 14-18 times, chosen uniformly at random. The participant
was asked to count the number of occurrences of the number 1. Each stimulus lasted for 250 ms, and pauses between stimuli were randomly chosen to be between 250 ms and 375 ms long. At the end of this step of the experiment, the participants were asked for their count to check for correctness. This part of the experiment lasted for about 2 minutes. It was carried out in the beginning of the experiment (counting I) and at the end (counting II). These counting tasks are standard tasks used to calibrate BCI devices to users to ensure correct functionality of BCI applications.

**Video I:** In this phase, the participant was instructed to watch a 15 minute long black and white video extracted from Charlie Chaplin’s “The Gold Rush” (1925). They were asked to pay attention to the plot of the video to make sure they concentrated on watching the video through its entire duration. Two kinds of stimuli (S1 and S2) were used, one with a black and white portrait of Barack Obama (Figure 3) (S1) and the other being a completely scrambled and blurred form, (S2). We choose these stimuli because we wanted to make sure that every subject was familiar with S1 and would not recognize S2. A stimulus was shown every 5 seconds, making a total of 180 stimuli over 15 minutes. Every 4th stimulus was S1 and was displayed at the top right corner of the image frame. The position of S2 rotated along the remaining three corners. A stimulus lasted for about 13.3 ms. The limiting factor of this time was the screen refresh rate. Once the video ended, the participant moved on to the next part of the experiment.

**Video II:** This phase is similar to the previous one for most of its structure. The participant was asked to watch a 1-minute continuation of the previous video. This video was embedded with a single stimulus, a black and white portrait of Michael Jackson (Figure 3). The stimulus appeared every 4 seconds and rotated along the four corners of the image frame. A total of 15 presentations of the stimulus were shown. The data from this portion was used for another study.

**Recognition survey:** While dismounting the electrodes, the users were asked if they noticed anything odd in the video. No further questions were asked if they negated. However, in the case that they did mention something, they were asked for details of what they saw. We categorize their answers as follows: participant recognized nothing, participant saw something, participant saw a face, participant saw “Barack Obama”.

### 5 Data analysis

The methods described in this section serve to investigate whether subliminal side-channel attacks with BCIs are feasible if the attacker can control screen content. We are carrying out a proof-of-concept by running an attack under controlled conditions. As described above, the user has calibrated the BCI by actively participating in a counting experiment. Then, at a later point in time, the user watches a video while still wearing the device. The attacker can manipulate the video and insert small oval images of two kinds at random screen locations and at random times: a portrait photo of Barack Obama (see Figure 2 as an example) and a blurred image of a random person. With these two images we created a situation where most likely the subject knows the person in the first image (Obama) and does not know the person in the second image (Blur).

The attacker does not know which person is most relevant to the subject. It is the goal of the attacker to identify which person is known to the user by analyzing the EEG data that is collected while the user watches the video. From a technical perspective, this means that the classifier must analyze the different EEG sequences (the epochs) that have been recorded during the video and, based on this analysis, must decide for one out of three hypotheses: i) Obama, ii) the scrambled face, iii) the plain video sequences without any picture being shown.

#### 5.1 Data Acquisition and Preprocessing

In this section, we describe how the raw data from EEG looks and what preprocessing steps need to be carried out before training the classifier. The raw data consists of wave signals from a number of different electrodes, called channels. Each channel is sampled at 1024Hz. We mark the EEG signals with exact positions of stimuli using the timestamps and indicators obtained from the software. This helps us to correlate the EEG signal with stimuli. For pre-processing, we first extract the signal 200 ms before and 1000 ms after every stimulus into epochs. Each such epoch is associated with the respective stimulus that triggers it. For each epoch, we then calculate the mean of the first 200 ms to get a baseline and subtract this baseline from the entire epoch. We reduce the high frequency noise.
by passing the signals though a low pass filter with a pass band of [0.35, 0.4] in normalized frequency units. Finally, we apply a median filter that extracts the median from each four consecutive measurements. We use the data thus obtained for classifier training and stimulus prediction as described in the next section.

5.2 Classification

The attacker tries to identify if the stimulus is relevant for the user. This is a binary classification problem. Classification is a supervised learning technique and requires a training set of data containing observations whose class membership is known already. Each observations class is analyzed as a function of features describing the observation. It is this function which is later evaluated on a new observation to estimate if it belongs to a particular category. We now describe exactly how we adopt this general classifier framework to predict stimulus relevance from EEG signals.

In our setting an observation is an epoch. Each epoch corresponds to a single stimulus and contains the signals from all the EEG channels for a time period of [signal - 200ms, signal + 1000 ms]. If $C$ denotes the number of channels being used and $f$ denotes the sampling frequency, we have $(1000 + 200) f = S$ measurements per channel per epoch. We concatenate the signals from all the channels for each epoch into a feature vector of dimensionality $K = C \times S$. The classification algorithm consists of two phases, training and testing. In the training phase, the input samples provided to the classifier are of the form: $\{x_i \in X, y_i\}$ where $X = \{x_i \in \mathbb{R}^K, i = 1, \ldots, N\}$, $N$ denotes the total number of input epochs. The set $Y = \{y_i \in \{0, 1\}, i = 1, \ldots, N\}$ denotes the class labels, i.e. whether epoch $x_i$ corresponds to the target stimulus relevant to the subject ($y_i = 1$) or not ($y_i = 0$). Since the system used to display the stimuli captured the indicator of each stimuli and the corresponding timestamp, for each epoch, the value of $y_i$ could be obtained. Given this set of inputs for training, the classifier learns the function that maps the feature vector (epochs) to the stimulus indicator: $f(x_i) : x_i \in \mathbb{R}^K \rightarrow y_i \in \{0, 1\}$.

In the testing phase, the classifier is provided with a set of fresh observations $x_i$ for which it must output label predictions $y_i$. In other words, the classifier must predict for each epoch, if the corresponding stimulus shown to the participant is relevant or not.

We use a logistic regression method to make predictions on the stimulus relevance given the EEG signal. We train this classifier by minimizing the negative Bernoulli log-likelihood of the corresponding model in an iterative fashion as proposed in [17, 18]. A variant of this technique was used for p300 spelling in [19] with MATLAB code being available online. Also, Martinovic et al. used it for their attack [26] and it showed good performance for guessing user secrets from event-related potentials. For these reasons, we also chose this classifier for our experiment. As follows, we briefly describe how the classifier works. We will use the same notation as in the original paper [19] to simplify following up on details.

The boosted logistic regression classifier (BLR) variant that we employ is an ensemble method. This means it consists out of a set of $M \in \mathbb{N}$ individual classifiers $f_m, m \in \{1, \ldots, M\}$ that all output individual classifier scores. Each classifier has a linear form $f_m(x_i; w_m) = w_m^T x_i$ with coefficients $w$ that differently weight the recorded channels at different points of time. These individual classifiers are incrementally blended into a single classifier $F_m$. At step $m$, the probabilistic model underlying classifier $F_m$ is

$$p_m(y_i = 1|x_i) = \frac{\exp(F_m(x_i))}{\exp(F_m(x_i)) + \exp(-F_m(x_i))}$$

and computes the probability that the stimulus of the current epoch $i$ is a target stimulus given the concatenated EEG signal $x_i$. The likelihood of this model for all epochs of the training data (i.e. the data where labels $Y_i$ are given) is

$$L(F_m; X, Y) = \prod_{i=1}^{N} p_m(y_i = 1|x_i)^{y_i} (1 - p_m(y_i = 1|x_i))^{1-y_i}$$

In the training phase, we iteratively optimize this function. At every optimization step $m$, the classifier of the last step is updated by adding a new weak classifier: $F_m = F_{m-1} + f_m$. The weights of this
additional classifier are computed by minimizing the least-squares distance of the gradient of the log-likelihood:

\[
f_m = \arg\min_f \sum_{i=1}^{N} \left( \frac{\partial L(F(x_i))}{\partial F(x_i)} - f_m(x_i; w_m) \right)^2
\]

At each update step, the new weak classifier \( f_m \) is added with a weight \( \gamma_m \) such that, finally, the ensemble classifier is \( F_M = \sum_{m=1}^{M} \gamma_m f_m \). These weights are computed after the optimization step of the respective \( f_m \) with Eq. (3). It is selected such that Eq. (2) becomes maximal. Please see the full details of this algorithm and an experimental evaluation in [19].

In the described training phase, we provide all EEG data of the counting experiment together with the class labels to Eq. (2). Here epochs triggered by number 1 are accounted to class \( y_i = 1 \) and epochs with other numbers get the class label \( y_i = 0 \). For each weak classifier \( C \cdot S \) coefficients \( w \in \mathbb{R}^K \) must be learned. If we record many channels at a high frame rate, then the optimization in Eq. (3) can become under-determined if too few epochs are available for training. We approached this problem of a low observation-to-dimension ratio by taking only those channels into account that are located along the z-axis, parietal, and occipital areas of the scalp where p300 ERPs are usually the strongest. In particular we took channels ‘Fz’, ‘Cz’, ‘Pz’, ‘P3’, ‘P4’, ‘PO7’, ‘PO8’, ‘Oz’. Also, for each channel we took the median of every 4 consecutive measurements to reduce the dimensionality by a factor of 4. This adds the side effect of denoising the signal by a median filter.

6 Results

In this section, we present and discuss the results of the conducted attacks. The attacks were explored using a series of different experiments, and we analyze them separately.
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(a) Predictions on Training Data

![Predictions on Test Data](image2)

(b) Predictions on Test Data

Figure 4: Predictions of a classifier trained on a counting experiment. Users counted the occurrence of number 1. The classifier must estimate which number between 0 and 10 was counted. On the train data, the predictions are perfect. On a second counting experiment, conducted 15 minutes later, some mis-classifications are apparent.

6.1 Classifier Training and Validation

Since the success of our attack depends fundamentally on the strength of the BLR classifier described in Section 5.2, we begin by affirming its reliability using a sanity check before challenging it with the more difficult subliminal attack problem.

In this experiment, we first train BLR with data collected from the first counting phase of the experiment. This is the phase where the user calibrates the device by counting the occurrence of the number 1 while a sequence of random numbers between 0 and 10 is repeatedly flashed on the screen. We extract the corresponding epochs from the EEG recordings and label all epochs corresponding to Stimulus 1 as the positive class and all other epochs as the negative class. This dataset serves as a training set to train BLR.

Next, we test BLR on the epochs of the second counting sequence, in which the user had to repeat
the counting task again. The only difference here may have been that the user was slightly less concentrated after having conducted the calibration phase and after having seen the videos. This is supported by the absolute counting errors of the users which were on average larger in the second counting phase (0.72) than in the first phase (0.38).

We test the classifier on both the training data from the first counting phase and the test data from the second counting phase. In the testing step, the classifier outputs a score for each stimulus. This score quantifies the classifier’s belief that the corresponding stimulus is the one that the user counted. There are 11 candidates, all numbers from 0 to 10. For each candidate number we average the score of all its corresponding stimuli. The classifier chooses the candidate number with the highest average score as its final prediction.

The predictions for both phases are depicted in Figure 4. As expected, the predictions on the training data are accurate. For all subjects the correct number (1) was guessed by BLR. On the test data, the predictions were correct for most users, though for some predictions were wrong. We conclude that the classifier works, but already observe that predicting the relevant stimulus for a user in a counting experiment is not straightforward. Even though counting the occurrence of a defined object evokes strong ERPs, the classifier does not show 100% accuracy on test data. This suggests that, on a technical level, predicting relevant stimuli is a difficult learning task, such that any success we have in our subliminal proof-of-concept attack is significant. It also shows that there is room for improving our proposed attack from the machine learning perspective. In that respect, it is exciting to see that the machine learning community is advancing this field. For instance, recent work shows that the accuracy in p300 spelling is improved by learning across subjects by blending their classifiers via transfer learning [23].

In this validation analysis, we have separated training data and test data temporally because we were interested to see how persistent the classifier is over time. The longer the attack is, the more important this factor gets. When the attack is deployed on a user’s computer, a second counting phase might not be available. In this case, the attacker could just randomly sample training and test data from the calibration sequence that the user carries out prior to using the device. In this case, the attacker must rely on earlier results about temporal persistence or wait for a later calibration step to come. In Section 6.4, we will analyze alternative methods for training and validation that are applicable even if calibration data is unavailable.

### 6.2 Probing the Victim for Relevant Stimuli

After we have confirmed that the BLR classifier works, we run the actual attack on the data that is acquired from the Video Sequence 1. To carry out the attack, we use the BLR classifier that has been trained on the first counting sequence. We take the EEG data recorded while the user watches the video. From this data, we extract all epochs triggered by hidden images of Barack Obama, all epochs triggered by the blurry image and equally many epochs taken from random frames where the video was not manipulated. This defines three classes which we call ‘Obama’, ‘Blur’, and ‘Blank’. Again, we let the classifier output a score for each epoch of this dataset. Recall that, based on the training data used, this score outputs the classifier’s belief that the user has ‘counted’ the respective stimulus. Even though the user did not actively count the target stimulus (she should not even realize that it is on the screen), the classifier is searching for the same artifacts in the EEG signal.

As in the counting experiment, the prediction of the classifier is the candidate stimulus that gets the highest average classifier score. This time, there are three possible outcomes. Since we assume that all our users know Barack Obama, we can compare the classifier output against this ground truth. We depict the prediction statistics in Figure 5. For 18 users the classifier predicted the correct answer. For 5 users, BLR predicted ‘Blur’ and for 4 users BLR predicted ‘Blank’. From a machine learning perspective, it appears that the attack works, as the classifier is able to distinguish a relevant stimulus from irrelevant stimuli. From an attacker’s perspective, we now know that the user very likely recognizes Obama.

As we are ultimately interested in carrying out the attack subconsciously, we asked the users, after they saw the video, if they recognized anything strange in the video. If they answered affirmatively, we further asked what they saw. Some users could not further specify what they had seen. They had just realized that there was some flickering in the video. Some users described that they could see faces popping up here and there. Finally, some users were able to tell that they saw images of Barack
Figure 5: Detecting a hidden face in the video. In some of the frames small snippets of Barack Obama’s face are hidden as well as a face that has been blurred. The classifier must predict if the target stimulus (Obama) was shown or not. The three possible candidates for the target stimulus are: the true answer (Obama), the blurred face (Blur), and phases where no images are shown (Blank).

Obama. For 4 users we do not know the answer. We resolve the classifier output by these different levels of user awareness and depict the results in a matrix in Figure 6. The subjects are grouped by five different columns, stating the four different recognition levels of the users plus the group of users without an answer to the recognition question. The rows represent the three different classifier outputs. For example, if a user saw ‘a face’ and the classifier predicted ‘blur’ as the target stimulus then the user populates the matrix entry (‘blur’, ‘I saw a face’).

|                  | N/A | nothing | sth. | a face | Obama |
|------------------|-----|---------|------|--------|-------|
| Obama            | 3   | 3       | 2    | 6      | 4     |
| Blur             | 0   | 1       | 0    | 2      | 2     |
| Blank            | 1   | 1       | 1    | 0      | 1     |

Figure 6: Classifier predictions vs. recognition level of the user. We distinguish between users of different awareness levels. Those that i) have not noticed anything in the video, ii) have noticed something iii) noticed that there is a face iv) noticed that Obama was shown.

Given that the stimuli were screened for 13.3 ms, it is interesting to see that for many users the stimuli were not subliminal. Neuroscience literature speaks of 10 ms to 55 ms as a suggested presentation time range for a stimulus to be subliminal (a good overview of designing experiments with subliminal stimuli can be found in [31]). This means that, in order to scale the attack, more sophisticated ways to hide stimuli are needed. In addition to using screens that allow for a higher frame rate (which is hard to control for the attacker) we elaborate other possible ways to achieve this in Section 7.

However, as can be seen from the matrix, the attack works almost independently of the extent to which the victims realize that the video has been manipulated. In each recognition group, the classifier found the correct answer for most users. For 5 participants the effect was completely subliminal, which means that subliminal attacks are a definitely a possible attack scenario. 3 users noticed ‘something’ but were not able to tell what it was. Clearly, this positive result can still be improved along several directions. As we have seen in the validation experiment, the classifier already provides some wrong answers for the rather clean counting data. This limitation will improve with the next generation of BCIs or as soon as machine learning methodology for this kind of data becomes more tailored for these kinds of tasks. In the next section we present an analysis method to obtain more reliable attacks already today.
6.3 Measures of Confidence

In this section we propose a method to make the prediction of the attack more reliable. We begin by distinguishing two attack scenarios and then introduce a way to compute confidence scores.

**Targeted probing versus agnostic probing** The experiments with the modified video are targeted towards a specific person. This means, the attacker suspects that the user might know a particular person (here Obama) and wants to probe for this hypothesis. He contrasts EEG data showing images of this person against images that are most likely irrelevant for the user. If the classifier ranks the epochs highest that correspond to the person of interest (here Obama), then the attacker concludes that the user knows this person. In an alternative attack scenario, the attacker does not know for which alternative to test for. In this agnostic attack, the attacker confronts the user with a number $k$ of stimuli that are equally likely relevant for the user. Then the attacker must make a one-out-of-$k$ decision based on the BCI traffic recorded. This task is more difficult than the targeted attack. In the targeted attack the attacker can simply discard the hypothesis if the target stimulus did not achieve the highest score. In agnostic probing, there will always be a stimulus that achieves the highest score. The attacker must decide if he trusts this outcome. In the next paragraph we propose a method to decide with confidence, and report on the results of an attack where we pretend that the attacker does not know in advance that he is probing for Obama.

**Confidence scores for improved attacks** In both the targeted attack and the agnostic attack, the attacker must decide whether to trust the classifier outcome and accept the hypothesis or to reject it. A technical way to base this decision is to compute a measure of confidence for a given classifier outcome and request a minimal confidence score for accepting the hypothesis.

For targeted attacks, we propose to compute the difference between the average classifier scores of the epochs that show the target class and the average score of the best non-target class. For instance, if we probe for Obama’s image and this class achieves the highest score and the blurry face achieves the second best score, then the measure of confidence is the difference between these two scores. Only if this difference exceeds a predefined threshold does the attacker accept it. In all results that we have reported so far we used a threshold of 0, i.e. the Obama hypothesis is accepted if only the corresponding epochs score the highest. In a scenario, where the attacker wants to avoid false positives, he can implement a higher threshold to get more prudent estimates. Interestingly, if the attacker is less risk-averse, he could even apply a negative confidence threshold to accept the hypothesis even if the target class is not ranked first by the classifier.

For agnostic attacks, the confidence score can be applied similarly. If the class that ranks highest has a classifier score that exceeds the second best class by a predefined confidence score, then the attacker accepts the hypothesis. If not, the outcome means that none of the presented stimuli is relevant for the victim.

In Figure[7] we report the results of these modified attacks. The x-axis depicts the applied threshold of the confidence score. The y-axis depicts the number of users for which the attack hypothesis was accepted by the attacker, given the current threshold. With agnostic probing, wrong hypotheses can also be accepted (we aggregate all wrong outcomes, ‘blur’ and ‘blank’, under a single error rate). With targeted probing, it can happen, that the hypothesis is rejected even though the victim knows the target (Obama). For a negative confidence threshold the attacker even accepts the Obama hypothesis if its epochs do not achieve the highest average classifier score.

As can be seen, the number of subjects where the attacker accepts the correct hypothesis declines for all attacks as the threshold of the confidence score increases. Luckily (for the attacker) the empirical chance of accepting a wrong answer declines much quicker than for accepting correct answers such that there is a regime in which users can be attacked with better accuracy. When an attacker deploys the attack, he must reason about risks and costs of false negatives and false positives and select a threshold accordingly. For instance, in Figure[7] we highlight a threshold that would be a prudent choice for an agnostic attack where false positives are costly for the attacker. For negative confidences (full-risk targeted attacks), more users are positively probed for Obama. However, it is not advisable to use such a negative threshold since it would probably also produce many false positives. A negative confidence score does not affect the agnostic attack, as the class that ranks highest is always most likely to be ‘target’.

The detailed outcome of the attack with a prudent confidence requirement is depicted in Figure[8] as can be seen the confidence criterion affects decisions at all levels of user awareness. In all these
categories, the true answer stands out clearly, although overall there is also a loss of correct attacks. If the attacker can afford to loose a few victims and therefore get more reliable results he should apply the confidence criterion. The summary statistics of this result are given in Figure 7.

### 6.4 Persistence and Subliminal Calibration

In the last section we saw that it is possible to generalize a classifier trained on a counting calibration to a face recognition classifier that works on subliminally collected data. This experiment raises the interesting question as to what extent is this attack limited by the fact that the classifier has been trained on data that was recorded in a different situation than the attack situation. The resulting classifier is trained to detect what stimulus has been counted by the user and not directly on what stimulus is familiar to the user. Moreover, we have raised the question: how can the attacker validate the persistence of its classifier if no second counting experiment is available after the attack? In this case an attacker could use stimuli that are almost certainly known by the victim to test from time to time if the classifier still works. These stimuli are also useful if no counting phase is available at all, which could be the case if the user uses the BCI device exclusively for applications that do not require ERPs to function. The attacker could resort to training on subliminal stimuli that are known by the user.

| prediction | Obama | 1 | 1 | 2 | 4 | 1 |
|------------|-------|---|---|---|---|---|
|            | Blur  | 0 | 0 | 0 | 0 | 1 |
|            | Blank | 0 | 0 | 0 | 0 | 0 |
|            | N/A   |   |   |   |   |   |
|            | ..nothing | | | | | |
|            | ..sth. | | | | | |
|            | ..a face | | | | | |
|            | ..Obama | | | | | |

I saw...

Figure 8: Detailed statistics for an attack using confidence scores.
We can address all these questions by carrying out a different experiment where we train the classifier on the first half of epochs that have been recorded while the user watches the modified video. This time, we label all epochs that are triggered by an Obama image as the ‘target’ stimulus and all other epochs, corresponding to both blank video and blurry image, as ‘non-target’. We call this modified classifier $BLR_F$ to account for the fact that it was trained on faces instead of numbers. Hence, the classifier is directly trained in an attack situation. As a result, the attack works significantly better as can be seen in Figure 10. We tested the classifier on the second half of the epochs collected from the modified video. So the test data is similar to the test data of the experiment depicted in Figure 6 except for the fact that the first half of the epochs are missing. We again group the users by the classifier predictions and by their level of recognizing the attack. This time the attack successfully worked for almost all users. It failed only for one user who recognized a face in the video. The statistics of the aggregated users across different levels of consciousness are shown in Figure 11a. This on-the-fly calibration of the attack leads to very accurate results and has the advantage that the user is not required to actively support a calibration phase. This means that the attack can even be deployed in applications where the user would not assume that event-related potentials could be recorded and analyzed.

\begin{center}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Prediction & Obama & 4 & 5 & 3 & 7 & 7 \\
\hline
Blur & 0 & 0 & 0 & 0 & 0 & 0 \\
Blank & 0 & 0 & 0 & 1 & 0 & 0 \\
\hline
\end{tabular}
\end{center}

Figure 10: The detailed test predictions for a classifier trained on Faces hidden in the video.

\section{Discussion}

In this section, we critically discuss our attack and possible extensions. As we have opened up new grounds, there are many possible research directions to further analyze variants of the attack. Also, there are many aspects that can be improved beyond a proof-of-principle.
**Long-term attacks.** Although our experiment has shown that it is feasible within one EEG recording session to acquire information about the subject, the ideal setup in a real-world situation would be to collect EEG data over long periods of time.

The subliminal nature of the stimuli presents a large advantage over the method presented in Martinovic et al. in that the user may never realize anything strange is going on, and proceed to use the application and expose sensitive EEG data for large periods of time. A larger body of data could be more useful in training the classifier and gaining more information about the user by making it possible to present a larger amount of subliminal stimuli. It would therefore be easier to slowly build a profile of various facts about the user which could be used against them.

However, from other EEG security work about attempts to use EEG as a form of authentication, we learn that EEG over multiple sessions may cause a decrease in accuracy, as electrode placement and small aspects of the device setup can change from session to session. To address this problem, our method of subliminal validation with stimuli that the user certainly knows could be used to check if the data situation changes and to re-train the classifier if needed.

![Figure 11: Test predictions for a classifier trained on Faces hidden in the video. We test the predictive power of the classifier on EEG data where users counted the occurrence of number 1 and on EEG data recorded while the user saw another part of the video with faces hidden.](image)

**Neuroscientific pitfalls.** The improvement of the subliminally trained classifier $BLR_F$ in Section 6.4 over our main result with $BLR$ are striking. However, we also want to analyze an alternative interpretation of this variant of the attack and point to experimental pitfalls when analyzing activity of the human brain. The results in Figure 11 suggest that some of the wrong predictions in the main experiment are caused by the fact that $BLR$ trained in a counting situation generalizes poorly to the attack situation. We investigate this hypothesis by testing the face-trained classifier $BLR_F$ on the epochs of the counting sequence. The results of this validation test are reported in Figure 11(b). Even though the $BLR_F$ classifier has the biggest chance to predict the correct answer (number 1), it also predicts other numbers with a similar chance. So $BLR_F$ generalizes worse from subliminal training to testing in a counting experiment than $BLR$ translates from counting to testing on subliminal stimuli.

This means that the face-trained classifier $BLR_F$ might be less useful than our counting based classifier $BLR$, for the following reason. As detecting and recognizing faces is of utmost importance for human-human interaction, parts of the brain play an important role for these tasks. A face in the visual field triggers many face-detection and face-recognition processes and, as a consequence, lead to strong event-related potentials that might be detected by the BCI. The poor generalization from face-based subliminal training to counting data might stem from the fact that the $BLR_F$ classifier searches for these signals related to processing images of faces. This means the improved result depicted in Figure 11(a) is in fact the result of a face detector, and not of a relevance-detector.

In this light, it is interesting to revisit the results of $BLR$, trained on counting data and tested on subliminal face images. The fact that the predictive power of the classifier translates from the counting scenario to the attack scenario but not vice versa, suggests that both classifier variants detect different neuro-physiological processes. While $BLR_F$ seems to be a face detector in the first place, $BLR$ tests
if the stimulus is relevant for the user. A promising way to further investigate this aspect would be to subliminally train a classifier on stimuli other than faces that are also certainly known to the user such as famous brand symbols or signs. Another way of challenging BLR is to train on a set of faces where only one face is known to the user. The results in [26], where a similar method has been probed in a conscious attack suggest that a face-trained classifier can in principle generalize to other kinds of stimuli. Overall, our observations illustrate that it is tricky to analyze brain activity data and that an attacker can always benefit from a neuro-scientific background to prevent misinterpretations.

**Dry EEG.** Our current experiment uses research-grade EEG recording equipment, which is relatively expensive and has a long setup process involving the injection of gel into the EEG cap. While more testing needs to be done on whether similar effects can be captured with current consumer-grade EEG devices, in the case that only such research-grade equipment works, users would still be protected from such attacks in the present, as it would be implausible to use such devices for daily use in conjunction with application software. However, companies are looking to create EEG devices with dry electrodes that have the same resolution as ones that require gel [5]. Setup time reduces dramatically, with much more capabilities attractive to app developers using this technology. When such devices are made affordable to the public, it becomes more likely that someone deploys subliminal attacks.

**Complexity limitations of inferred content.** Current methods of attacks through EEG devices are limited to presenting all of the possible values of the variable piece of information we wish to gain from the victim. For instance, while it is feasible to probe for a person being familiar to the user, it is unlikely that our attack can reveal the content of the last conversation of the user and this person. This is due to an explosion of complexity, as the victim must be exposed to all possible hypotheses (i.e. all conversations). Not only does this require more time to carry out the attack; it also requires more work on the part of the attacker to create stimuli for all such possibilities.

**Improved strategies to hide stimuli.** One direction in which our proof-of-concept could be improved is to better hide the stimuli in the video that is being shown. With respect to presenting the shortest stimulus time possible, we are constrained by the limits of the hardware, with a minimum stimulus time at 13.3ms dictated by the 75Hz screen refresh rate in our experiment.

Still, there are several ways to increase the subliminal effect through non-temporal means. For instance, stimuli which are presented in the foveal, or fixation point of vision require a significantly shorter stimulus presentation in order to maintain subliminity. Parafoveal stimuli, which are approximately one to five degrees from fixation, can maintain subliminal effects with a much longer stimulus time [20][6]. This could be utilized in our experiment if it is known where the victim’s gaze is focused. This can be achieved provoking the user to look at particular screen locations using additional perceivable stimuli to attract their attention or by gaze tracking devices that might also become more popular in the future.

Another factor affecting the subliminal effect is the continuation of the visual processing of a stimulus, long after the stimulus has disappeared from the user’s sight. After a stimulus is shown on the screen, the image can still remain on the user’s retina for durations up to 30 milliseconds [2]. During this additional time the visual information is still being sent to the brain. This means the retina serves as a buffer that undermines the attackers effort of hiding the stimulus. Particularly, if the face image is shown on a low entropic background that stays calm for an extended period of time, the time that the user can “see” the face exceeds the actual duration at which it was displayed on the screen.

It has been shown that by placing an even stronger stimulus directly after the respective stimulus one can overwrite this visual buffer, a technique named backward masking [16]. Several forms of backward masking have been explored, ranging from bright flashes, patterns, and even noises, which would not block low-level visual processing, but could interrupt higher level vision processing in the brain [20][16]. In order to not raise the user’s alertness, one cannot simply use another artificial image as a mask, of course. The art of masking a subliminal attack here would rather be to identify frames of the video/game that provide original sudden local changes in contrast, color, or sound. The stimulus could then be deployed directly before such an event occurs.

Yet another way to sidestep the screen refresh rate limit could be to partition the image into multiple parts and show each part separately in a successive frame. It would then depend on the brain to subconsciously reconstruct the image. Further testing would be needed to see whether this technique would work with a high-noise background such as a video.
8 Related Work

In this section, we overview existing literature on neuroscientific aspects of security-relevant applications.

Authentication The use of human ability to recognize and remember faces over a long period of time has been used to explore a new method of authentication using the identification of familiar faces within a grid of images [11]. It has been found that this method could relieve users of the need to memorize word-based passwords, and instead rely on the natural ability to remember faces. Even along a timespan of several months, this study shows that users were able to retain memory of their passfaces and correctly authenticate themselves. The use of commodity BCI devices has also incorporated another notion of passfaces [12]. Instead of manually choosing the correct faces out of a grid of images, eyetrackers were used, which consider a 0.5 second fixation on a face as a selection of it. Such uses of facial recognition are used in real-world situations, as in a security verification for Facebook users, which requires people to identify friends in tagged photos [1]. Thus, any information about which faces are familiar to a person can be considered vulnerable information. As our experiment demonstrates that facial recognition can be picked up through subliminal presentation of stimuli, this poses a threat to such security features that involve identifying familiar faces.

Bojinov et al. use implicit learning to train coercion-resistant passwords to users [9]. Through repeated execution of specific tasks the user learns behavioral patterns without being aware of what these patterns are. While the user is unable to tell about these patterns a computer system can validate if the user subconsciously 'knows' these patterns.

Subliminal Face Recognition. Given that facial recognition is seriously considered as a method of authentication, it becomes even more important to test the possibilities of extracting information from facial stimuli. There is existing neuroscientific work on the subliminal perception of human faces. ERPs in response to unpleasant expressions on faces have been shown to have a higher positive amplitude than pleasant expressions. This effect shows even through very fast unmasked subliminal presentations of stimuli, at 1ms [7]. This shows that visual information regarding faces can be processed and produce variance in the EEG signal even at a very subliminal level. Although in our experiment several subjects had noticed the stimuli, a presentation time as little as 1ms could still probably reveal enough information in their EEG signal to extract desired information about faces.

An interesting aspect about facial stimuli is that different facial expressions can produce very different ERPs. When expressions of fear are subconsciously exposed to the viewer, there is a large N200 ERP amplitude which seems to be associated with more primal pathways, allowing faster reactions to potentially dangerous stimuli [25]. Conscious exposure to the same fearful stimuli, however, have a stronger p300 amplitude, which is associated with more higher level processing of emotion. This can be important in choosing which stimuli to present to the user, and what information to use for training the classifier. For instance, training on a face with a fearful expression will yield a very different combination of ERP amplitudes, which would lead to inaccuracies if testing on happier expressions.

Although we have achieved some degree of success in our setup concerning face stimuli, it could be worthwhile to explore other types of stimuli, as the neurological response to faces is in many ways unique from other types of visual processing. Subliminal presentation of faces as opposed to words or randomized dots shows a general greater amplitude of ERP, suggesting that faces are processed differently [21].

9 Conclusion

In this work we have examined the question if subliminal attacks to users of EEG-based brain-computer interfaces (BCIs) are feasible. We have designed a proof-of-concept experiment in which the attacker tries to infer if the user knows a particular person or not, without the user noticing that she is being attacked. We hid visual stimuli in form of portrait photos of Barack Obama in a video as well as other visual stimuli that serve as a contrast. In an experiment with 27 subjects we find that our naive attack strategy is able to obtain 66% accuracy in predicting that a subject is familiar with Barack Obama, while an advanced attack strategy that incorporates confidence levels is able to improve the accuracy to 90%. The subjects achieved different levels of recognition in terms of detecting the manipulation of the video. At each recognition level, the attack was successful for most users including the users that did not notice any manipulation.
Our subliminal attacks have been carried out in a controlled setting to demonstrate their feasibility. Future research directions include exploration of different pathways for improving the attack, such as more sophisticated hiding mechanisms and internal subliminal validation techniques. The findings presented in this work suggest that BCI software with the full access to raw EEG data of users constitutes a new attack vector to user privacy and user secrets.
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