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Abstract

In this paper we introduce the concepts of arbitrary $t$–spread lexsegments and of arbitrary $t$–spread lexsegment ideals with $t$ a positive integer. These concepts are a natural generalization of arbitrary lexsegments and arbitrary lexsegment ideals. An ideal generated by an arbitrary $t$–spread lexsegment is called completely $t$–spread lexsegment if it is equal to the intersection of an initial $t$–spread lexsegment ideal and of a final $t$–spread lexsegment ideal. We study the class of arbitrary $t$–spread lexsegment ideals. In particular, we characterize all completely $t$–spread lexsegment ideals. Moreover, we classify all completely $t$–spread lexsegment ideals with a linear resolution.
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1. Introduction

In the theory of graded algebras, the Hilbert series of a graded ideal is a useful tool that can detect many important properties. The Hilbert series is the generating function of the Hilbert polynomial. Let $K$ be a field. Macaulay’s Theorem [15, Theorem 6.3.8] characterizes the numerical functions which are Hilbert functions of standard graded $K$–algebras. The proof of this result is usually achieved by studying the features of a special class of monomial ideals: the lexsegment ideals.

Let $S = K[x_1, \ldots, x_n]$ be a polynomial ring. In the usual terminology, a monomial ideal $I$ of $S$ is a lexicographic ideal if for all monomials $u \in I$ and all monomials $v \in S$ with $\deg(u) = \deg(v)$ and such that $v \geq_{\text{lex}} u$, then $v \in I$, where $\geq_{\text{lex}}$ is the usual lexicographic order [15]. In this paper we call such ideals initial lexsegment ideals. There is a rich theory that involves initial lexsegment ideals. In [12], Eliahou and Kervaire obtained an explicit minimal free resolution for a class of ideals that includes the lexicographic one. Furthermore, Bigatti [9] and Hulett
proved, independently, that among all ideals with a given Hilbert function, the initial lexsegment ideals have the biggest Betti numbers. These results and many others have been generalized for the class of initial squarefree lexsegment ideals (see for instance [15] and the reference therein).

In [13], a generalization of (squarefree) monomial ideals was given. Let \( t \geq 0 \) be an integer. We say that a monomial \( u = x_{i_1}x_{i_2} \cdots x_{i_d} \) is \( t \)-spread if \( i_{j+1} - i_j \geq t \), for all \( j = 1, \ldots, d - 1 \). Every monomial is 0–spread. If \( t = 1 \), a \( t \)-spread monomial is a squarefree monomial. A monomial ideal is \( t \)-spread if it is generated by \( t \)-spread monomials.

Let \( M_{n,d,t} \) be the set of all \( t \)-spread monomials of \( S \) of degree \( d \), \( t \geq 1 \) and assume that \( M_{n,d,t} \) is endowed with the squarefree lexicographic order \( \geq_{slex} \). Let \( u, v \in M_{n,d,t} \). If \( u \geq_{slex} v \), the set \( \mathcal{L}_t(u, v) = \{ \omega \in M_{n,d,t} : u \geq_{slex} \omega \geq_{slex} v \} \) is called an arbitrary \( t \)-spread lexsegment. If \( u \) is the maximum monomial of \( M_{n,d,t} \), or \( v \) is the minimum monomial of \( M_{n,d,t} \), we say that \( \mathcal{L}_t(u, v) \) is an initial or a final \( t \)-spread lexsegment, respectively. The ideal generated by an arbitrary \( t \)-spread lexsegment is called an arbitrary \( t \)-spread lexsegment ideal. Let \( I = (\mathcal{L}_t(u, v)) \) be an arbitrary \( t \)-spread lexsegment ideal, \( I \) is said completely \( t \)-spread lexsegment if \( I = (\mathcal{L}_t(\max(M_{n,d,t}), v)) \cap (\mathcal{L}_t(u, \min(M_{n,d,t}))) \). This definition agrees with the one given by De Negri and Herzog ([13] Proposition 1.4 (a)) in all cases but the final \( t \)-spread lexsegment case.

Every initial and every final \( t \)-spread lexsegment ideal is completely \( t \)-spread lexsegment, but not all arbitrary \( t \)-spread lexsegment ideals are completely \( t \)-spread lexsegment ideals. In this paper we characterize this latter class. The case \( t = 0 \) has been deeply treated by De Negri and Herzog in [11]. In this paper we consider the case \( t \geq 1 \). To characterize the completely \( t \)-spread lexsegment ideals we use the following useful decomposition:

\[
(*) \text{ given } t \geq 1, u, v \in M_{n,d,t} \text{ with } u \geq_{slex} v, \text{ then, setting } N = \mathcal{L}_t(\max(M_{n,d,t}), v), \ F = \mathcal{L}_t(u, \min(M_{n,d,t})) \text{ and } L = \mathcal{L}_t(u, v), \text{ one has } L = N \cap F.
\]

The aim of this article is to characterize all completely \( t \)-spread lexsegment ideals for \( t \geq 1 \). Some shifting operations will be a fundamental tool for the development of the paper.

The plan of the paper is as follows. Section 2 contains some preliminary materials. In Section 3 we prove our main result which is a characterization of the class of completely \( t \)-spread lexsegment ideals (Theorem 3.7). For its proof we need some preliminary lemmas which describe a basis of the Koszul homologies of some suitable classes of arbitrary \( t \)-spread ideals (Lemma 3.6). We point out that a final \( t \)-spread lexsegment is a \( t \)-spread strongly stable ideal but with the order on the variables reversed. In Section 4 we determine all completely \( t \)-spread lexsegment ideals with a linear resolution. The paper contains many examples illustrating the main results.
2. Preliminaries

Let $K$ be a field and let $S = K[x_1, \ldots, x_n]$ be the standard graded polynomial ring in $n$ indeterminates. $S$ is a $\mathbb{N}$–graded $K$–algebra with each variable of degree 1. For any monomial ideal $I$ of $S$, there exists a unique minimal graded free $S$–resolution of the form

$$F : 0 \to \bigoplus_{j \geq 0} S(-j)^{\beta_{r,j}} \to \cdots \to \bigoplus_{j \geq 0} S(-j)^{\beta_{0,j}} \to I \to 0,$$

where $S(-j)$ denotes the free $S$–module obtained by shifting the degrees of $S$ by $j$ and $r \leq n$. The numbers $\beta_{i,j} = \beta_{i,j}(I) = \dim_K \text{Tor}_i^S(K, I)_j$ are called the graded Betti numbers of $I$. We say that $I$ has a $d$–linear resolution if $\beta_{i,j}(I) = 0$, for all $i > 0$ and $j \neq d + i$. It follows that $I$ is generated in degree $d$. Equivalently, $I$ has a $d$–linear resolution if $\text{Tor}_i^S(K, S/I)_j = 0$, for all $i > 0$ and all $j \neq d + i - 1$.

If $I$ is a monomial ideal of $S$, we denote by $G(I)$ the unique minimal set of monomial generators of $I$, whereas $\text{indeg}(I)$ is the minimum degree of the monomials of $G(I)$. For a monomial $u \in S$, $u \neq 1$, we set

$$\text{supp}(u) = \{i : x_i \text{ divides } u\},$$

and write

$$\text{max}(u) = \max\{i : i \in \text{supp}(u)\}, \quad \text{min}(u) = \min\{i : i \in \text{supp}(u)\}.$$ 

Moreover, we set $\text{max}(1) = \text{min}(1) = 0$.

In [13], the following definition has been introduced.

**Definition 2.1** Given two integers $n \geq 1, t \geq 0$, a monomial $x_{i_1}x_{i_2} \cdots x_{i_d} \in S = K[x_1, \ldots, x_n]$, with $1 \leq i_1 \leq i_2 \leq \cdots \leq i_d \leq n$, is said $t$–spread if $i_{j+1} - i_j \geq t$, for all $j = 1, \ldots, d - 1$.

We say that a monomial ideal $I$ of $S$ is $t$–spread if it is generated by $t$–spread monomials.

For instance, $x_2x_4x_6 \in K[x_1, x_2, x_3, x_4, x_6]$ is a 2–spread monomial, but not a 3–spread monomial. One can note that any monomial is 0–spread and any monomial ideal is a 0–spread monomial ideal. Moreover, any squarefree monomial is 1–spread and any squarefree monomial ideal is a 1–spread ideal.

For the reader’s convenience, we quote some notations and results from [5].

Let $n, d, t$ be positive integers with $n \geq 1 + (d - 1)t$ and denote by $M_{n,d,t}$ the set of all $t$–spread monomials of $S$ of degree $d$. From [13 Theorem 2.3], we have that

$$|M_{n,d,t}| = \binom{n - (d - 1)(t - 1)}{d}.$$
The monomial ideal generated by $M_{n,d,t}$ is denoted by $I_{n,d,t}$ and is called the $t$–spread Veronese ideal of degree $d$ of the polynomial ring $S = K[x_1, \ldots, x_n]$.

Let $t \geq 1$. Throughout this paper $M_{n,d,t}$ is endowed with the squarefree lexicographic order, $\geq_{\text{slex}}$. Given $u, v \in M_{n,d,t}$ with $u = x_{i_1}x_{i_2}\cdots x_{i_d}$, $1 \leq i_1 < i_2 < \cdots < i_d \leq n$, $v = x_{j_1}x_{j_2}\cdots x_{j_d}$, $1 \leq j_1 < j_2 < \cdots < j_d \leq n$, then $u \geq_{\text{slex}} v$ if $i_1 = j_1, \ldots, i_{s-1} = j_{s-1}$ and $i_s < j_s$ for some $1 \leq s \leq d$.

Let $U$ be a not empty subset of $M_{n,d,t}$. We denote by $\max(U)$ (min($U$), respectively) the maximum (minimum, respectively) monomial $w \in U$, with respect to $>_{\text{slex}}$.

**Definition 2.2** Let $u, v \in M_{n,d,t}$, $u \geq_{\text{slex}} v$. The set

$$\mathcal{L}_t(u, v) = \{ \omega \in M_{n,d,t} : u \geq_{\text{slex}} \omega \geq_{\text{slex}} v \}$$

is called an arbitrary $t$–spread lexsegment set, or simply a $t$–spread lexsegment set. The set

$$\mathcal{L}_i^t(v) = \{ \omega \in M_{n,d,t} : \omega \geq_{\text{slex}} v \} = \mathcal{L}_t(\max(M_{n,d,t}), v) = \mathcal{L}_t(x_1x_{1+t}\cdots x_{1+(d-1)t}, v)$$

is called an initial $t$–spread lexsegment and

$$\mathcal{L}_f^t(u) = \{ \omega \in M_{n,d,t} : \omega \leq_{\text{slex}} u \} = \mathcal{L}_t(u, \min(M_{n,d,t})) = \mathcal{L}_t(u, x_{n-(d-1)t}\cdots x_{n-t}x_n)$$

is called a final $t$–spread lexsegment.

One can observe that, if $u, v \in M_{n,d,t}$, with $u \geq_{\text{slex}} v$, then $\mathcal{L}_t(u, v) = \mathcal{L}_i^t(v) \cap \mathcal{L}_f^t(u)$. This observation will be pivotal in the sequel.

Let $n, d, t \geq 1$ be positive integers with $n \geq 1 + (d-1)t$.

**Definition 2.3** A $t$ spread graded ideal $I$ of $S$ is called an arbitrary $t$–spread lexsegment ideal, or simply a $t$–spread lexsegment ideal if it is generated by an (arbitrary) $t$–spread lexsegment. A $t$–spread lexsegment ideal $I = (\mathcal{L}_t(u, v))$ is a completely $t$–spread lexsegment ideal if

$$I = J \cap T,$$

where $J = (\mathcal{L}_i^t(v))$ and $T = (\mathcal{L}_f^t(u))$.

More in detail, a $t$–spread ideal $I$ of $S$ is a $t$–spread lexsegment ideal if it is generated in one degree $d$ and $I = (\mathcal{L}_t(u, v))$, with $u, v \in M_{n,d,t}$, $u \geq_{\text{slex}} v$. Furthermore, the ideal $I$ is a completely $t$–spread lexsegment ideal if it is generated in one degree $d$ and furthermore $I = (\mathcal{L}_i^t(v)) \cap (\mathcal{L}_f^t(u))$. 
Example 2.4 Let $S = K[x_1, \ldots, x_{11}]$. Consider the 3–spread lexsegment ideal $I = (L_i(u, v))$, with $u = x_1x_5x_8$ and $v = x_2x_3x_6$. We have:
\[
I = (x_1x_5x_8, x_1x_5x_9, x_1x_5x_{10}, x_1x_5x_{11}, x_1x_6x_9, x_1x_6x_{10}, x_1x_6x_{11}, x_1x_7x_{10}, x_1x_7x_{11}, x_1x_8x_{11}, x_2x_5x_8),
\]
\[
J = (L'_i(v)) = (x_1x_4x_7, x_1x_4x_8, x_1x_4x_9, x_1x_4x_{10}, x_1x_4x_{11}, x_1x_5x_8, x_1x_5x_9, x_1x_5x_{10}, x_1x_5x_{11}, x_1x_6x_9, x_1x_6x_{10}, x_1x_6x_{11}, x_1x_7x_{10}, x_1x_7x_{11}, x_1x_8x_{11}, x_2x_5x_8),
\]
\[
T = (L'_i(u)) = (x_1x_5x_8, x_1x_5x_9, x_1x_5x_{10}, x_1x_5x_{11}, x_1x_6x_9, x_1x_6x_{10}, x_1x_6x_{11}, x_1x_7x_{10}, x_1x_7x_{11}, x_1x_8x_{11}, x_2x_5x_8, x_2x_6x_9, x_2x_6x_{10}, x_2x_6x_{11}, x_2x_7x_{10}, x_2x_7x_{11}, x_2x_8x_{11}, x_3x_6x_9, x_3x_6x_{10}, x_3x_6x_{11}, x_3x_7x_{10}, x_3x_7x_{11}, x_3x_8x_{11}, x_4x_7x_{10}, x_4x_7x_{11}, x_4x_8x_{11}, x_5x_8x_{11}).
\]

One can quickly verify that $I = J \cap T$, i.e., $I$ is completely 3–spread lexsegment.

Example 2.5 Let $I = (x_1x_5x_7, x_2x_3x_6)$ be a 2–spread ideal of $S = K[x_1, \ldots, x_7]$. $I$ is a 2–spread lexsegment ideal but not a completely 2–spread lexsegment ideal. Indeed, setting $u = x_1x_5x_7$ and $v = x_2x_3x_6$, then
\[
J = (L'_i(v)) = (x_1x_3x_5, x_1x_3x_6, x_1x_3x_7, x_1x_4x_6, x_1x_4x_7, x_1x_5x_7, x_2x_4x_6)
\]
\[
T = (L'_i(u)) = (x_1x_5x_7, x_2x_4x_6, x_2x_4x_7, x_2x_5x_7, x_3x_5x_7),
\]
and $J \cap T = (x_1x_5x_7, x_2x_4x_6, x_1x_2x_4x_7) \neq I$. Note that $J \cap T$ is not a 2–spread ideal of $S$.

Remark 2.6 Definition 2.3 is different from the one given in [11] by De Negri and Herzog. More precisely, their definition involves the notion of shadow and is equivalent to our definition in some cases ([11, Theorem 2.3], [6, Proposition 1.5]). Our definition is forced by the fact that the intersection of $t$–spread ideals does not give always a $t$–spread ideal (see, for instance Example 2.5).

In this paper we want to characterize all completely $t$–spread lexsegment ideals. One can observe that the $t$–spread Veronese ideal $I_{n, \ell,t}$ is the unique $t$–spread lexsegment ideal of degree $d$ of the polynomial ring $S$ that is both an initial and a final $t$–spread lexsegment ideal, thus a completely $t$–spread lexsegment ideal. Moreover, an initial (final) $t$–spread lexsegment ideal $I$ of $S$ is a completely $t$–spread lexsegment ideal too. Indeed, $I = I \cap I_{n,\ell,t}$ in both cases.

For later use, we recall some notions and properties from [13].

A subset $U$ of $M_{n,\ell,t}$ is called a $t$–spread strongly stable set, if the following property holds: for all $u \in U$, all $j \in \text{ supp}(u)$ and all $1 \leq i < j$ such that $x_i(u/x_j) \in M_{n,\ell,t}$, it follows that $x_i(u/x_j) \in U$. 

5
Definition 2.7 A $t$–spread monomial ideal $I$ is a $t$–spread strongly stable ideal if for all $t$–spread monomial $u \in I$, all $j \in \text{supp}(u)$ and all $1 \leq i < j$ such that $x_i(u/x_j) \in M_{n,d,t}$, it follows that $x_i(u/x_j) \in I$.

Every initial $t$–spread lexsegment ideal $I$ of $S$ is a $t$–spread strongly stable ideal. Hence, in order to compute the graded Betti numbers of $I$ one may use the Ene, Herzog, Qureshi’s formula ([13, Corollary 1.12]):

$$
\beta_{i,i+j}(I) = \sum_{u \in G(I)_j} \left( \binom{\max(u) - t(j - 1) - 1}{i} \right).
$$

(1)

For $t = 0$, the previous formula is the Eliahou–Kervaire formula [12] for (strongly) stable ideals, whereas for $t = 1$, it gives the Aramova–Herzog–Hibi formula [8, 15].

A $t$–spread final lexsegment ideal $I$ of $S$ is also a $t$–spread strongly stable ideal, but with the order of the variables reversed, i.e., $x_n > x_{n-1} > \cdots > x_1$. Hence, in order to compute their graded Betti numbers one may use the following modified Ene, Herzog, Qureshi’s formula:

$$
\beta_{i,i+j}(I) = \sum_{u \in G(I)_j} \left( n - \min(u) - t(j - 1) \right).
$$

(2)

One can note that both an initial and a final $t$–spread final lexsegment ideal have a linear resolution since they are $t$–spread strongly stable ideal generated in one degree ([13, Theorem 1.4]). On the other hand, one can obtain such a property directly from (1) and (2), respectively.

We close the section by recalling some details on the Koszul complex. Let $x = x_1, \ldots, x_n$ a sequence of elements of $S$. The Koszul complex $K_\ast(x; S)$ attached to the sequence $x$ is defined as follows: let $F$ be the free $S$–module with basis $e_1, \ldots, e_n$.

- We let $K_j(x; S) = \bigwedge^j F$, for all $j = 0, \ldots, n$. A basis of the free $S$–module $K_j(x; S)$ is given by the wedge products $e_\sigma = e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_j}$, where $\sigma = \{i_1 < i_2 < \cdots < i_j\} \subseteq \{1, \ldots, n\}$.
- We define the differential $\partial_j : K_j(x; S) \to K_{j-1}(x; S)$, $j = 1, \ldots, n - 1$ by

$$
\partial_j(e_\sigma) = \sum_{k=1}^{j} (-1)^{k+1} x_{i_k} e_{\sigma \setminus \{i_k\}}.
$$

If $I$ is a graded ideal of $S$, one can define the complex $K_\ast(x; S/I) = K_\ast(x; S) \otimes S/I$. We denote by $H_i(x; S/I) = H_i(K_\ast(x; S/I))$ the $i$–th homology module of $x$ with respect to $S/I$. 
Since, \( x \) is a regular sequence on \( S \), there is an isomorphism of graded \( K \cong S/(x) \)-vector spaces \([15\text{ Corollary A.3.5}]\)
\[
\text{Tor}^S_i(K, S/I) \cong H_i(x; S/I),
\]
and so \( \beta_{i,j}(S/I) = \dim_K H_i(x; S/I)_j \), for all \( i, j \geq 0 \).

3. A CHARACTERIZATION OF COMPLETELY \( t \)-SPREAD LEXSEGMENT IDEALS

In this section we give a characterization of a completely \( t \)-spread lexsegment ideal \( I \) of the polynomial ring \( S = K[x_1, \ldots, x_n] \). From now on, given three positive integers \( n, d, t \), we tacitly always assume that \( n \geq 1 + (d-1)t \), otherwise \( M_{n,d,t} = \emptyset \).

We start recalling a notion introduced in \([4\text{ Definition 3.7}]\) (see also \([1\text{ 2}]\)).

Given an integer \( m \), by \([m]\) we denote the set \( \{1, \ldots, m\} \). Let \( u = x_{i_1}x_{i_2} \cdots x_{i_d} \) be a \( t \)-spread monomial of degree \( d \) of \( S = K[x_1, \ldots, x_n] \). If \( \text{Gap}_t(u) = \emptyset \), then \( u \) is the smallest \( t \)-spread monomial of degree \( d \) of \( S \), with respect to \( \succ \text{slex} \). Otherwise, if \( p = \max(\text{Gap}_t(u)) \), then the largest \( t \)-spread monomial \( v \) of degree \( d \) of \( S \) following \( u \), with respect to \( \succ \text{slex} \), is

\[
v = x_{i_1} \cdots x_{i_{p-1}}x_{i_p+1}x_{i_p+1+t} \cdots x_{i_p+1+t(d-p-1)}x_{i_p+1+t(d-p)}.
\]

Remark 3.2 Lemma \([3\text{ Lemma 3.1}]\) is very useful. Indeed, given \( u, v \in M_{n,d,t}, t \geq 1 \) such that \( u \succ \text{slex} v \), it allows to determine all the \( t \)-spread monomials in the set \( L = L_t(u, v) \).

Now, let \( n, d, t \geq 1 \). In \([13]\), the following two operators

\[
\sigma^{t-1} : x_{i_1}x_{i_2} \cdots x_{i_d} \in M_{n,d,1} \mapsto \prod_{j=1}^{d} x_{i_j+(j-1)(t-1)} \in M_{n+(d-1)(t-1),d,1},
\]
\[
\tau^{t-1} : x_{i_1}x_{i_2} \cdots x_{i_d} \in M_{n,d,t} \mapsto \prod_{j=1}^{d} x_{i_j-(j-1)(t-1)} \in M_{n-(d-1)(t-1),d,1},
\]

have been introduced. The operators \( \sigma^{t-1} \) and \( \tau^{t-1} \) are both bijections.

Applying Lemma \([3\text{ Lemma 3.1}]\) we obtain the next result.
Corollary 3.3 Let $n, d, t \geq 1$ be positive integers and let $u, v$ be $t$–spread monomials of $S$ with $u \geq_{\text{slex}} v$. Setting $L = L_t(u, v)$, then

$$\tau^t(L) = L_t^{\tau^t(u), \tau^t(v)}$$

is a squarefree lexsegment in the polynomial ring $K[x_1, \ldots, x_{n-(d-1)(t-1)}]$.

Proof. Firstly, one can note that if $y = \min(M_{n,d,t}) = x_{n-(d-1)t} \cdots x_{n-t}x_n$, then

$$y^{\tau^t} = x_{n-(d-1)t}x_{n-(d-1)t+1} \cdots x_{n-(d-1)(t-1)} = \min(M_{n-(d-1)(t-1),d,1}).$$

Now, let $y \in M_{n,d,t}, y \neq \min(M_{n,d,t})$ and let $\omega = \max\{z \in M_{n,d,t} : z <_{\text{slex}} y\}$, then

$$\omega^{\tau^t} = \max\{z \in M_{n-(d-1)(t-1),d,1} : z <_{\text{slex}} y^{\tau^t}\}.$$

In fact, one can quickly verify that $\max(\text{Gap}_t(y)) = \max(\text{Gap}_1(y^{\tau^t}))$. The assertion follows from Lemma 3.1. □

Proposition 3.4 Let $n, d$ be positive integers, $t \geq 0$. Let $u, v \in M_{n,d,t}, u \geq_{\text{slex}} v, J = (L_t(v))$ and $T = (L_t(u))$. Then $Q = J \cap T$ is generated in degrees $d$ and $d+1$.

Proof. Since $J$ is a $t$–spread lexsegment initial ideal generated in degree $d$, then it has a $d$–linear resolution, and so

$$\text{Tor}_i^S(K, S/J)_j = 0, \quad \text{for all } i > 0 \text{ and all } j \neq i + d - 1. \quad (3)$$

Similarly, since $T$ has a $d$–linear resolution generated in degree $d$, one has

$$\text{Tor}_i^S(K, S/T)_j = 0, \quad \text{for all } i > 0 \text{ and all } j \neq i + d - 1. \quad (4)$$

Now, set $V = J + T$. It is clear that $V = I_{n,d,t}$ is the $t$–spread Veronese ideal of degree $d$ of $S$. The short exact sequence of $S$–modules

$$0 \to S/Q \to S/J \oplus S/T \to S/V \to 0$$

induces the long exact sequence of Tor–modules:

$$\cdots \to \text{Tor}^S_{i+1}(K, S/V) \to$$

$$\to \text{Tor}^S_i(K, S/Q) \to \text{Tor}^S_i(K, S/J \oplus S/T) \to \text{Tor}^S_i(K, S/V) \to \cdots \quad (5)$$

$$\to \text{Tor}^S_{i-1}(K, S/Q) \to \cdots \to \text{Tor}^S_0(K, S/V) \to 0.$$

Since $V = I_{n,d,t}$ has a $d$–linear resolution $[13$, Theorem 2.3 (c)], we have $\text{Tor}^S_{i+1}(K, S/V)_j = 0$, for all $i > 0$ and all $j \neq i + d$. From this fact and by (3), (4)
and we deduce that \( \text{Tor}^S_i(K, S/Q)_j = 0 \) for all \( i > 0 \) and all \( j \neq i + d - 1, i + d \).

In particular, setting \( \mathfrak{m} = (x_1, \ldots, x_n) \), we have that

\[
0 = \text{Tor}^S_i(K, S/Q)_j \cong \left( (\mathfrak{m} \cap Q)/\mathfrak{m}Q \right)_j = Q_j/\mathfrak{m}Q_{j-1}, \quad j \neq d, d + 1.
\]

Hence \( Q \) is generated in degrees \( d \) and \( d + 1 \). \( \Box \)

For the proof of the characterization, we need some technical lemmas that describe the basis of some homologies of the Koszul complex, seen as \( K \)-vector spaces. Following \cite{6}, it is convenient to denote the image of a monomial \( u \in S \) in any quotient ring of \( S \) again by \( u \). We will keep this convention throughout this paper.

We quote next result from \cite{8}.

**Lemma 3.5** \cite{8, Proposition 2.2} Let \( I \) be a squarefree strongly stable ideal of \( S \). Then, for every \( i > 0 \), a basis of the homology classes of \( H_i(x_1, \ldots, x_n; S/I) \) is given by the homology classes of the cycles

\[
u/x_{\max(u)}e_\sigma \wedge e_{\max(u)},
\]

with \( u \in G(I) \), \( |\sigma| = i - 1 \), \( 1 \leq \max(\sigma) < \max(u) \), \( \sigma \cap \text{supp}(u) = \emptyset \).

This result will be used for computing a basis of the \( K \)-vector space

\[
H_i(x_1, \ldots, x_n; S/I)
\]

for \( I \) initial squarefree lexsegment ideal of \( S \). Indeed, \( I \) is a squarefree strongly stable ideal \cite{8}. Following \cite{11} (see also \cite{7}), the cycles in Lemma 3.5 will be called classical cycles.

Now we prove the \( t \)-spread version of the previous result.

**Lemma 3.6** Let \( I \) be a \( t \)-spread strongly stable ideal of \( S \), \( t \geq 1 \). For all \( i > 0 \), a basis of the homology classes of \( H_i(x_1, \ldots, x_n; S/I) \) is given by the homology classes of the cycles

\[
u^{i-1}/x_{\max(u^{i-1})}e_\sigma \wedge e_{\max(u^{i-1})},
\]

with \( u \in G(I) \), \( |\sigma| = i - 1 \), \( \sigma \cap \text{supp}(u^{i-1}) = \emptyset \), \( 1 \leq \max(\sigma) < \max(u^{i-1}) \).

**Proof.** Let \( \tilde{S} = K[x_1, \ldots, x_{n-(\deg(I)-1)(t-1)}] \). Since \( I \) is a \( t \)-spread strongly stable ideal of \( S \), \( I^{t-1} \) is a squarefree strongly stable ideal of the polynomial ring \( \tilde{S} \), and \( \beta_{i,j} = \beta_{i,j}(I^{t-1}) \) for all \( i, j \geq 0 \) (see \cite{13}). Therefore, for all \( i, j \geq 0 \) we have a graded isomorphism of \( K \)-vector spaces

\[
\text{Tor}^S_i(K, S/I)_j \cong \text{Tor}^\tilde{S}_i(K, \tilde{S}/I^{t-1})_j.
\]
Hence, we have an isomorphism of graded \(K\)-vector spaces
\[
\text{Tor}^S_t(K, S/I) \cong \text{Tor}^\tilde{S}_t(K, \tilde{S}/I^{t-1}).
\] (6)

We observe that \(x = x_1, \ldots, x_n\) is a regular sequence on \(S\), and \((x) = \mathfrak{m}\) is the maximal graded ideal of \(S\). Analogously, \(\tilde{x} = x_1, \ldots, x_{n-(\deg(I)-1)(t-1)}\) is a regular sequence on \(\tilde{S}\), and \(\tilde{\mathfrak{m}} = (\tilde{x})\) is the graded maximal ideal of \(\tilde{S}\). Therefore, by [15, Theorem A.3.5], we have the isomorphism of graded \(K\)-vector spaces, for all \(i \geq 0\),
\[
\begin{align*}
H_i(x; S/I) &\cong \text{Tor}^S_t(K, S/I), \\
H_i(\tilde{x}; \tilde{S}/I^{t-1}) &\cong \text{Tor}^\tilde{S}_t(K, \tilde{S}/I^{t-1}).
\end{align*}
\] (7)

Finally, by (6) and (7), we have the following isomorphism of graded \(K\)-vector spaces
\[
H_i(x; S/I) \cong H_i(\tilde{x}; \tilde{S}/I^{t-1}).
\]

Hence, to compute a basis of \(H_i(x; S/I)\) it suffices to determine a basis of \(H_i(\tilde{x}; \tilde{S}/I^{t-1})\).

Since \(G(\mathcal{I}^{t-1}) = \{u^{t-1} : u \in G(I)\}\), by Lemma 3.5, the basis is given by the homology classes of the Koszul cycles
\[
u^{t-1}/x_{\max(u^{t-1})}e_\sigma \wedge e_{\max(u^{t-1})}
\]
with \(u \in G(I), |\sigma| = i - 1, \sigma \cap \text{supp}(u^{t-1}) = \emptyset, 1 \leq \max(\sigma) < \max(u^{t-1}).\) Note that \(\max(u^{t-1}) = \max(u) - (\deg(u) - 1)(t - 1)\). \(\square\)

One can observe that for \(t = 1\), Lemma 3.6 returns Lemma 3.5. Indeed, \(u^{t-1} = u\), in such a case.

Lemma 3.6 will be used for computing a basis of the \(S\)-module \(H_i(x_1, \ldots, x_n; S/I)\) for an initial \(t\)-spread lexsegment ideal \(I\) of \(S\), \(t \geq 1\). In fact, such an ideal is \(t\)-spread strongly stable.

As we have previously pointed out, a final \(t\)-spread lexsegment ideal \(I\) of \(S\) is a \(t\)-spread strongly stable ideal of \(S\) with the order on the variables reversed \(x_n > x_{n-1} > \cdots > x_1\). Hence, a basis of the \(S\)-module \(H_i(x_1, \ldots, x_n; S/I)\) is given by the homology classes of the cycles
\[
u^{t-1}/x_{\min(u^{t-1})}e_{\min(u^{t-1})} \wedge e_\sigma = u^{t-1}/x_{\min(u)}e_{\min(u)} \wedge e_\sigma,\]
with \(u \in G(I), |\sigma| = i - 1, \sigma \cap \text{supp}(u^{t-1}) = \emptyset, 1 \leq \min(u) < \min(\sigma) \leq \max(\sigma) \leq n - (\deg(u) - 1)(t - 1)\).

In particular, if \(I\) is a final squarefree lexsegment ideal of \(S\), a basis of the homology classes of \(H_i(x_1, \ldots, x_n; S/I)\) of \(I\) is given by the homology classes of the cycles
\[
u/x_{\min(u)}e_{\min(u)} \wedge e_\sigma,\]
with \(u \in G(I), |\sigma| = i - 1, \min(u) < \min(\sigma) \leq \max(\sigma) \leq n, \sigma \cap \text{supp}(u) = \emptyset\).

Following [11], the cycles in (8) will be called non classical cycles.
Theorem 3.7 Given $n, d, t$ positive integers, let $u = x_{i_1}x_{i_2} \cdots x_{i_d}, v = x_{j_1}x_{j_2} \cdots x_{j_d}$ be two $t$--spread monomials of degree $d$ of $S = K[x_1, \ldots, x_n]$ such that $u \geq_{\text{slex}} v$.

Let $I$ be the ideal generated by $L_t(u, v)$. Set

$$J = (L_t'(v)), \quad T = (L_t'(u)).$$

Then, the following conditions are equivalent:

(a) $I$ is a completely $t$--spread lexsegment ideal, i.e., $I = J \cap T$;

(b) for every $\omega \in M_{n, d, t}$ with $\omega <_{\text{slex}} v$ there exists an integer $s > i_1$ such that $x_s$ divides $\omega$ and $x_i(\omega/x_s) \leq_{\text{lex}} u$.

Proof. Setting $I = (L_t(u, v)), N = L_t'(v)$ and $F = L_t'(u)$, let us define

$$J = (N), \quad T = (F).$$

It is $L = L_t(u, v) = N \cap F$. From Proposition 3.4, $J \cap T$ is generated in degrees $d$ and $d + 1$. On the other hand, $I \subseteq J \cap T$ and $L = [I_d]_t = [(J \cap T)_d]_t = N \cap F$. Therefore, $I$ is a completely $t$--spread lexsegment ideal, i.e., $I = J \cap T$, if and only if $J \cap T$ is generated in degree $d$. Set $V = J + T = I_{n, d, t}$.

Let us consider the exact sequence (see Proposition 3.4, proof)

$$0 \rightarrow S/J \cap T \rightarrow S/J \oplus S/T \rightarrow S/V \rightarrow 0$$

which induces the following long exact sequence

$$\cdots \rightarrow \text{Tor}_2^S(K, S/J \cap T)_{d+1} \rightarrow \text{Tor}_2^S(K, S/J \oplus S/T)_{d+1} \xrightarrow{\alpha}$$

$$\xrightarrow{\beta} \text{Tor}_1^S(K, S/J \cap T)_{d+1} \rightarrow 0.$$  \hfill (10)

Claim 1. The condition $I = J \cap T$ is equivalent to the fact that $\alpha$ is surjective. Indeed, suppose that $\alpha$ is surjective. Set $Q = J \cap T$. By the exactness of the previous sequence, $\text{Im}(\alpha) = \text{Tor}_2^S(K, S/V)_{d+1} = \ker(\beta)$. Hence $\beta$ is the zero map and $\text{Tor}_1^S(K, S/Q)_{d+1} = 0$, as $\beta$ is surjective.

Therefore, if $m = (x_1, \ldots, x_n)$,

$$\text{Tor}_1^S(K, S/Q)_{d+1} \cong \text{Tor}_1^S(S/m, S/Q)_{d+1} \cong \left((Q \cap m)/mQ\right)_{d+1} = 0,$$

and $Q$ is generated only in one degree $d$. Since $G(I) = G(I)_d = [I_d]_t = [(J \cap T)_d]_t = [Q_d]_t = G(Q)_d = G(Q)$, $I$ and $Q = J \cap T$ are monomial ideals equigenerated in degree $d$ and with the same minimal generating set. Hence, $I = Q$ and condition (b) holds.

The converse is also true, since if $I = J \cap T$, then $J \cap T$ is generated in degree $d$ and, using again the exactness of the sequence (10), $\alpha$ will be surjective.

Thanks to Claim 1, to get the equivalence (a) $\iff$ (b), it suffices to prove that $\alpha$ is surjective if and only if (b) holds.
Set \( \tilde{S} = K[x_1, \ldots, x_n-(d-1)(t-1)] \) and \( \tilde{x} = x_1, \ldots, x_n-(d-1)(t-1) \).

Let us identify the \( K \)-vector spaces

\[
\text{Tor}_i^S(K, S/J), \quad \text{Tor}_i^S(K, S/T), \quad \text{Tor}_i^S(K, S/V)
\]

with the Koszul homologies

\[
H_i(\tilde{x}; \tilde{S}/J^{t_i-1}), \quad H_i(\tilde{x}; \tilde{S}/T^{t_i-1}), \quad H_i(\tilde{x}; \tilde{S}/V^{t_i-1}),
\]

respectively (see Lemma 3.6 proof). In order to simplify the notations, we set

\[
\tilde{J} = J^{t_i-1}, \quad \tilde{T} = T^{t_i-1}, \quad \tilde{V} = V^{t_i-1},
\]

and

\[
T_2(\tilde{J}) = H_2(\tilde{x}; \tilde{S}/\tilde{J}), \quad T_2(\tilde{T}) = H_2(\tilde{x}; \tilde{S}/\tilde{T}), \quad T_2(\tilde{V}) = H_2(\tilde{x}; \tilde{S}/\tilde{V}).
\]

Hence, we must prove that

\[
\alpha : T_2(\tilde{J}) \oplus T_2(\tilde{T}) \to T_2(\tilde{V})
\]

is surjective if and only if condition (b) holds.

By Lemma 3.5 the homology classes of the Koszul cycles (classical cycles)

\[
\omega / x_{\max(\omega)} e_i \wedge e_{\max(\omega)}
\]

with \( \omega \in G(\tilde{V}) = G(I^{t_i-1}_{n,d,1}) = G(I_{n-(d-1)(t-1),d,1}) = M_{n-(d-1)(t-1),d,1} \), \( i \not\in \supp(\omega) \), \( 1 \leq i < \max(\omega) \), form a \( K \)-basis of \( T_2(\tilde{V}) \). Analogously, homology classes of the same kind, with \( \omega \in G(\tilde{J}) \), form a \( K \)-basis of \( T_2(\tilde{J}) \).

The morphism \( \alpha \) sends these last kind of homology classes to the corresponding homology classes in \( T_2(\tilde{V}) \). Hence, all elements \( [\omega / x_{\max(\omega)} e_i \wedge e_{\max(\omega)}] \), with \( \omega \in G(\tilde{J}) \), \( 1 \leq i < \max(\omega) \) and \( i \not\in \supp(\omega) \) are in the image of \( \alpha \).

Let \( W \) be the \( K \)-vector subspace of \( T_2(\tilde{V}) \) generated by the following homology classes:

(I) \( [\omega / x_{\max(\omega)} e_i \wedge e_{\max(\omega)}] \), with \( \omega \in \mathcal{L}_1(v^{t_i-1}) = G(\tilde{J}) \) in the suitable polynomial ring \( K[x_1, \ldots, x_{n-(d-1)(t-1)}] = \tilde{S} \), \( 1 \leq i < \max(\omega) \), \( i \not\in \supp(\omega) \);

(II) \( [\omega / x_{\max(\omega)} e_i \wedge e_{\max(\omega)}] \), with \( \omega \in M_{n-(d-1)(t-1),1}, i_1 < i < \max(\omega) \), \( i \not\in \supp(\omega) \).

We are going to prove that Im(\( \alpha \)) contains \( W \).

Indeed, we have just observed that the elements described in (I) are in the image of \( \alpha \). So, it remains to show that also the elements described in (II) are in Im(\( \alpha \)).

We can observe that \( G(\tilde{J}) = \mathcal{L}_1(v^{t_i-1}) \) in the polynomial ring \( \tilde{S} \). Hence, if one
considers \( \omega \notin G(\tilde{J}) \), that is \( \omega <_{slex} v^{r-1} \), then the differential of the corresponding classical Koszul cycles is
\[
\partial_2(\omega/x_{\max(\omega)}e_i \wedge e_{\max(\omega)}) = \omega e_i - x_i(\omega/x_{\max(\omega)}e_{\max(\omega)}),
\]
with \( i \notin \text{supp}(\omega) \) and \( 1 \leq i < \max(\omega) \).

Suppose \( i > i_1 \). Since \( \omega <_{slex} v^{r-1} \leq_{slex} u^{r-1} \), \( \min(\omega) \geq \min(u) \) and \( i > i_1 = \min(u) \), we have \( x_i(\omega/x_{\max(\omega)}) \leq_{slex} u^{r-1} \). Hence, \( x_i(\omega/x_{\max(\omega)}) \in G(\tilde{T}) = \tilde{F} \), where \( \tilde{F} = F^{r-1} \). Therefore, \( x_i(\omega/x_{\max(\omega)}) \), \( \omega \in \tilde{T} \), and
\[
\partial_2(\omega/x_{\max(\omega)}e_i \wedge e_{\max(\omega)}) = 0.
\]
Hence, \([\omega/x_{\max(\omega)}e_i \wedge e_{\max(\omega)}] \in T_3(\tilde{T})\), for all monomials \( \omega <_{slex} v^{r-1}, i \notin \text{supp}(\omega) \), \( i_1 < i < \max(\omega) \). And so, these homology classes are also in the image of \( \alpha \).

Each homology class \( h = [\omega/x_{\max(\omega)}e_i \wedge e_{\max(\omega)}] \), with \( \omega \in M_{n-(d-1)(t-1),d,1} \), \( i_1 < i < \max(\omega) \), \( i \notin \text{supp}(\omega) \) described in (II) belongs to \( \text{Im}(\alpha) \). Indeed, if \( \omega \geq_{slex} v^{r-1} \), then the homology class \( h \), we are keeping in consideration, is actually also described by (I), and so \( h \in \text{Im}(\alpha) \). Otherwise, if \( \omega <_{slex} v^{r-1} \), then by the discussion above, \( \tilde{h} \in \text{Im}(\alpha) \), too.

Hence, \( W \subseteq \text{Im}(\alpha) \) and thus we can consider the induced function
\[
\tilde{\alpha} : T_2(\tilde{T}) \rightarrow T_2(\tilde{V})/W,
\]
and \( \alpha \) is surjective if and only if \( \tilde{\alpha} \) is surjective. So, it suffices to prove that \( \tilde{\alpha} \) is surjective if and only if condition (b) holds.

**Claim 2.** \( \text{Im}(\tilde{\alpha}) \) is generated by the homology classes
\[
[(zx_i/x_{i_1})/x_{\max(zx_i/x_{i_1})}e_{i_1} \wedge e_{\max(zx_i/x_{i_1})}], \quad (11)
\]
with \( z \in \tilde{T} = L'_1(u^{r-1}) \) in the polynomial ring \( \tilde{S} \), \( i \notin \text{supp}(z) \) and \( i_1 < i \leq \max(zx_i/x_{i_1}) \).

Indeed, by (8), a basis of \( T_2(\tilde{T}) \) is given by the homology classes of the Koszul cycles \( z/x_{\min(z)}e_{\min(z)} \wedge e_i \), with \( z \in L'_1(u^{r-1}) \) in \( \tilde{S} \), \( \min(z) < i < n - (d-1)(t-1) \), and \( i \notin \text{supp}(z) \).

We distinguish two cases depending on the value of \( i \).

**Case 1.** Let \( \max(z) < i \leq n - (d-1)(t-1) \).

We have \( \max(x_iz/x_{\min(z)}) = i \) and, setting \( \tilde{z} = x_iz/x_{\min(z)} \), we can write
\[
z/x_{\min(z)}e_{\min(z)} \wedge e_i = \tilde{z}/x_{\max(\tilde{z})}e_{\min(z)} \wedge e_{\max(\tilde{z})}.
\]
Since \( z <_{slex} u^{r-1} \), we have that \( \min(z) \geq \min(u^{r-1}) = \min(u) = i_1 \).

Now we distinguish two subcases.

**Subcase 1.** Let \( \min(z) > i_1 \). Then \( \alpha([z/x_{\min(z)}e_{\min(z)} \wedge e_i]) \in W \) and so
\[
\tilde{\alpha}([z/x_{\min(z)}e_{\min(z)} \wedge e_i]) = 0.
\]
SUBCASE 2. Let \( \text{min}(z) = i_1 \). We have that
\[
\tilde{\alpha}(\frac{z}{x_{\text{min}(z)}e_{\text{min}(z)} \land e_i}) = \left[ \frac{z}{x_{\max(z)}e_{\text{min}(z)} \land e_{\max(z)}} \right]
= \left[ \frac{zx_i}{x_{i_1}}/x_{\max(xz_i/x_{i_1})}e_{i_1} \land e_{\max(zx_i/x_{i_1})} \right]
\]
is an element of \( \text{Im}(\tilde{\alpha}) \) as described in CLAIM 2.

CASE 2. Let \( \text{min}(z) < i < \text{max}(z) \).
Let us consider \( \frac{z}{x_{\text{min}(z)}x_{\max(z)}}e_{\text{min}(z)} \land e_i \land e_{\max(z)} \in K_3(\tilde{x}, \tilde{S}/T) \). Then
\[
\partial_3\left(\frac{z}{x_{\text{min}(z)}x_{\max(z)}}e_{\text{min}(z)} \land e_i \land e_{\max(z)}\right) = \frac{z}{x_{\max(z)}e_i \land e_{\max(z)}} - \frac{x_i z}{x_{\text{min}(z)}x_{\max(z)}}e_{\text{min}(z)} \land e_{\max(z)} + \frac{z}{x_{\text{min}(z)}e_{\text{min}(z)} \land e_i}.
\]

It follows that
\[
\frac{z}{x_{\text{min}(z)}e_{\text{min}(z)} \land e_i} = \left[ \frac{zx_i}{x_{\text{min}(z)}}/x_{\max(xz_i/x_{i_1})}e_{i_1} \land e_{\max(zx_i/x_{i_1})} \right].
\]

Note that the last summand is in \( W \).
Recall that \( \text{min}(z) \geq i_1 \).
If \( \text{min}(z) > i_1 \), as before we have that \( \tilde{\alpha}(\frac{z}{x_{\min(z)}e_{\text{min}(z)} \land e_i}) = 0 \).
If \( \text{min}(z) = i_1 \), we observe that \( \text{max}(z) = \text{max}(xz_i/x_{\text{min}(z)}) \) and thus
\[
\tilde{\alpha}(\frac{z}{x_{\text{min}(z)}e_{\text{min}(z)} \land e_i}) = \left[ \frac{x_i z}{x_{\text{min}(z)}x_{\max(z)}}e_{\text{min}(z)} \land e_{\max(z)} \right]
= \left[ \frac{x_i z}{x_{\text{min}(z)}}/x_{\max(xz_i/x_{\text{min}(z)})}e_{\text{min}(z)} \land e_{\max(xz_i/x_{\text{min}(z)})} \right]
\]
is an element of \( \text{Im}(\tilde{\alpha}) \) as described in CLAIM 2.

Recalling that the generators of \( W \) are those described in (I) and (II), we obtain that the canonical basis of \( T_2(\tilde{V})/W \) is given by the homology classes of the Koszul cycles
\[
\left[ \frac{\omega}{x_{\text{max}(\omega)}e_{i_1} \land e_{\max(\omega)}} \right],
\]
with \( \omega \in G(\tilde{V}) = M_{n-(d-1)(t-1)}d_{1}, \omega <_{slex} u^{t-1}, i_1 \notin \text{supp}(\omega) \).

Now, let us consider the following condition:
\( (b') \) for every \( \omega \in M_{n-(d-1)(t-1)}d_{1} \) with \( \omega <_{slex} u^{t-1} \) there is \( i > i_1 \) such that
\( i \in \text{supp}(\omega) \) and \( x_{i_1}(\omega/x_i) <_{\text{lex}} u^{t-1} \).

We show that \( \tilde{\alpha} \) is surjective if and only if condition \( (b') \) holds.
Indeed, assume \( (b') \) holds.
Let \( h \) be an element of the type given in equation (12). Then
\[
h = \left[ \frac{\omega}{x_{\max(\omega)}e_{i_1} \land e_{\max(\omega)}} \right],
\]
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with \( \omega \in G(\widetilde{V}) = M_{n-(d-1)(t-1),d,1} \), \( \omega <_{\text{slex}} u^{r_t-1}, \) \( i_1 \notin \text{supp}(\omega) \). By hypothesis, there is an integer \( i > i_1 \) such \( i \in \text{supp}(\omega) \) and \( x_{i_1}(\omega/x_{i_1}) \leq_{\text{slex}} u^{r_t-1} \). Hence, 
\( \omega = zx_{i_1}/x_{i_1} \), with \( z \in L^t_1(u^{r_t-1}) \). Therefore, since \( \max(\omega) = \max(zx_{i_1}/x_{i_1}) \), we have that

\[
h = \left[ \omega/x_{\max(\omega)}e_{i_1} \land e_{\max(\omega)} \right] \]

\[
= \left[ (zx_{i_1}/x_{i_1})/x_{\max(zx_{i_1}/x_{i_1})}e_{i_1} \land e_{\max(zx_{i_1}/x_{i_1})} \right]
\]

is an element given in (11) and so \( \widetilde{\alpha} \) is surjective.

Suppose now that \( \widetilde{\alpha} \) is surjective. Each element \( h \) of the canonical basis of \( T_2(V)/W \) has a different multidegree. Hence, since \( \widetilde{\alpha} \) is surjective, \( h = \widetilde{\alpha}(h_1) \) for some homology class \( h_1 \) of a non–classical cycle of \( T_2(\widetilde{T}) \). So, each element given in equation (12) is equal to some element given in equation (11). Arguing as before, this implies that condition (b’) holds.

Finally, the theorem is proved since the equivalence (b’) \( \iff \) (b) follows from the next technical lemma.

**Lemma 3.8** Let \( L = L_1(u,v) \) and \( I = (L) \) as in Theorem 3.7, then condition (b’) is equivalent to condition (b).

**Proof.** To prove the equivalence, we use Corollary 3.3 and the operator

\[
\sigma^{r_t-1} : M_{n-(d-1)(t-1),d,1} \rightarrow M_{n,d,t},
\]

which is the inverse function of \( \tau^{r_t-1} : M_{n,d,t} \rightarrow M_{n-(d-1)(t-1),d,1} \).

(b’)\( \implies \) (b). If \( t = 1 \), then \( \tau^{r_t-1} : M_{n,d,1} \rightarrow M_{n,d,1} \) is the identity map and there is nothing to prove. Therefore, we can suppose \( t \geq 2 \).

Let \( \omega = x_{k_1}x_{k_2} \cdots x_{k_d} \in M_{n,d,t} \) such that \( \omega <_{\text{slex}} v \). Then, \( \omega^{r_t-1} \in M_{n-(d-1)(t-1),d,1} \) and \( \omega^{r_t-1} = x_{k_1}x_{k_2-(t-1)} \cdots x_{k_d-(d-1)(t-1)} <_{\text{lex}} u^{r_t-1} \) by Corollary 3.3. By hypothesis, there exists an integer \( i \in \text{supp}(\omega^{r_t-1}), \) \( i = k_\ell - (\ell - 1)(t - 1), \ell \in [d], \) such that \( i > i_1 \) and \( x_{i_1}(\omega^{r_t-1}/x_i) \leq_{\text{lex}} u^{r_t-1} \). Since \( \omega \leq_{\text{slex}} v \leq_{\text{lex}} u \), then \( \min(\omega) \geq \min(u) = i_1 \). We have \( k_1 = \min(\omega) = \min(\omega^{r_t-1}) > i_1 \), otherwise \( x_{i_1}^2 \) divides \( x_{i_1}(\omega^{r_t-1}/x_i) \) and consequently \( x_{i_1}(\omega^{r_t-1}/x_i) >_{\text{lex}} u^{r_t-1} \), a contradiction.

If \( \ell = 1 \), then \( x_{i_1}(\omega^{r_t-1}/x_i) = x_{i_1}x_{k_2-(t-1)} \cdots x_{k_d-(d-1)(t-1)} \leq_{\text{lex}} u^{r_t-1} \). Since \( k_2 - (t - 1) - i_1 > k_2 - (t - 1) - k_1 \geq 1 \), both monomials are squarefree and we can apply the operator \( \sigma^{r_t-1} : M_{n-(d-1)(t-1),d,1} \rightarrow M_{n,d,t} \). We get \( x_{i_1}x_{k_2} \cdots x_{k_d} = x_{i_1}(\omega/x_{k_1}) \leq_{\text{lex}} u \), with \( k_1 > i_1 \). Hence, condition (b) holds also in such a case.

If \( 1 < \ell \leq d \), then \( i = k_\ell - (\ell - 1)(d - 1) \) and

\[
x_{i_1}(\omega^{r_t-1}/x_i) = x_{i_1} \left( \prod_{r=1}^{\ell-1} x_{k_r-(r-1)(t-1)} \right) \left( \prod_{r=1}^{d} x_{k_r-(r-1)(t-1)} \right) \leq_{\text{lex}} u^{r_t-1}.
\]
As before, both these monomials are squarefree. Applying $\sigma^{t-1}$, we get

$$x_{i_1} \left( \prod_{r=1}^{\ell-1} x_{k_r+(t-1)} \right) \left( \prod_{r=\ell+1}^{d} x_{k_r} \right) \leq_{\text{lex}} u.$$ 

Finally, since $\omega$ is $t$–spread, $k_2 \geq k_1 + t > k_1 + (t - 1)$ and we have

$$x_{i_1} \left( \omega/x_{k_1} \right) \leq_{\text{lex}} x_{i_1} \left( \prod_{r=1}^{\ell-1} x_{k_r+(t-1)} \right) \left( \prod_{r=\ell+1}^{d} x_{k_r} \right) \leq_{\text{lex}} u,$$

with $k_1 > i_1$ as observed before.

(b)$\implies$(b'). Let $\omega = x_{k_1}x_{k_2} \cdots x_{k_t} \in M_{n-(d-1)(t-1),d,1}$, $\omega \leq_{\text{lex}} v^{\tau^{t-1}}$. Then, $\omega^{\tau^{t-1}} = x_{k_1}x_{k_2+(t-1)} \cdots x_{k_t+(d-1)(t-1)} \in M_{n,d,t}$ and $\omega^{\tau^{t-1}} \leq_{\text{lex}} v$. From the hypothesis, for some $\ell \in [d]$, we have

$$x_{i_1} \left( \frac{\omega}{x_{k_1}} \right) \leq_{\text{lex}} x_{i_1} \left( \prod_{r=1}^{\ell-1} x_{k_r+(r-1)(t-1)} \right) \left( \prod_{r=\ell+1}^{d} x_{k_r+(r-1)(t-1)} \right) \leq_{\text{lex}} u.$$

If $\ell = 1$, both monomials are $t$–spread since $k_2 - i_1 > k_2 - k_1 \geq t$, thus applying $\tau^{t-1}$, we obtain that $x_{i_1} \left( \omega/x_{k_1} \right) \leq_{\text{lex}} u^{\tau^{t-1}}$.

Suppose $\ell > 1$. Dividing by $x_{i_1}$. We have that

$$\left( \prod_{r=1}^{\ell-1} x_{k_r+(r-1)(t-1)} \right) \left( \prod_{r=\ell+1}^{d} x_{k_r+(r-1)(t-1)} \right) \leq_{\text{lex}} u/x_{i_1} = x_{i_2} \cdots x_{i_d}.$$

Note that such monomials are $t$–spread. Applying $\tau^{t-1} : M_{n,d,t} \rightarrow M_{n-(d-1)(t-1),d,1}$, we get

$$\left( \prod_{r=1}^{\ell-1} x_{k_r} \right) \left( \prod_{r=\ell+1}^{d} x_{k_r+(t-1)} \right) \leq_{\text{lex}} x_{i_2}x_{i_3-(t-1)} \cdots x_{i_d-(d-2)(t-1)}.$$

Finally, multiplying by $x_{i_1}$ both sides, we have

$$x_{i_1} \left( \frac{\omega}{x_{k_1}} \right) \leq_{\text{lex}} x_{i_1} \left( \prod_{r=1}^{\ell-1} x_{k_r} \right) \left( \prod_{r=\ell+1}^{d} x_{k_r+(t-1)} \right)$$

$$\leq_{\text{lex}} x_{i_1}x_{i_2}x_{i_3-(t-1)} \cdots x_{i_d-(d-2)(t-1)}$$

$$\leq_{\text{lex}} x_{i_1}x_{i_2-(t-1)}x_{i_3-2(t-1)} \cdots x_{i_d-(d-1)(t-1)} = u^{\tau^{t-1}},$$

with $k_1 > i_1$ as observed before and (b') holds. \qed

We collect some examples which illustrate condition (b) in Theorem 3.7.
Example 3.9 Let $S = K[x_1, \ldots, x_{12}]$ and $t = 3$. Let $u = x_2 x_6 x_9$ and $v = x_3 x_6 x_9$. Set $L = L_3(u, v)$. We observe that $v \neq x_6 x_9 x_{12} = \min(M_{12,3})$. Thus $L$ is not a final 3–spread lexsegment. Let $\omega = x_{j_1} x_{j_2} x_{j_3} <_{\text{lex}} v$, then $j_1 \geq 3$, $j_2 \geq 6$ and $j_3 \geq 10$. For such monomials, we have that, since $\min(\omega) > \min(u)$, $x_{\min(u)}\omega/x_{\min(\omega)} = x_2 x_{j_2} x_{j_3} <_{\text{lex}} u = x_2 x_6 x_9$, because $6 \leq j_2$ and $9 < 10 \leq j_3$. Hence, condition (b) in Theorem 3.7 is satisfied and the ideal $I = (L)$ is a completely 3–spread lexsegment ideal. Indeed, using Macaulay2, we can check that $I = (L^1(u)) \cap (L^4(u)) = (L_3(x_1 x_4 x_7, v)) \cap (L_3(u, x_6 x_9 x_{12})).$

Example 3.10 Let $S = K[x_1, \ldots, x_{12}]$ and $d = 3$, $t = 2$. Let $u = x_2 x_4 x_6 x_9$, $v = x_2 x_4 x_6 x_{11}$ and set $L = L_2(u, v)$. We observe that $v \neq x_6 x_8 x_{10} x_{12}$, so $L$ is not final. In such a case condition (b) in Theorem 3.7 is not verified. Indeed, we can consider the monomial $\omega = x_2 x_4 x_6 x_{12} <_{\text{lex}} v$. We have that $\min(u) = 2$ and

$$x_{\min(u)}(\omega/x_4) = x_2 x_6 x_{12} >_{\text{lex}} u,$$

$$x_{\min(u)}(\omega/x_6) = x_2 x_4 x_{12} >_{\text{lex}} u,$$

$$x_{\min(u)}(\omega/x_{12}) = x_2 x_4 x_6 >_{\text{lex}} u.$$

Hence, the ideal $I = (L)$ is not a completely 2–spread lexsegment ideal. In fact, setting $J = (L^1(u)) = (L_2(x_1 x_3 x_5 x_7, x_2 x_4 x_6 x_{11}))$ and $T = (L^4(u)) = (L_2(x_2 x_4 x_6 x_9, x_6 x_8 x_{10} x_{12}))$, let us consider the monomials $\omega_1 = x_1 x_4 x_7 x_{10} \in J$, $\omega_2 = x_2 x_4 x_7 x_{10} \in T$. It follows that the monomial $\text{lcm}(\omega_1, \omega_2) = x_1 x_2 x_4 x_7 x_{10}$ belongs to the minimal system of monomial generators of $J \cap T$ but it does not belong to $G(I)$. Therefore, $I \neq J \cap T$.

4. Completely $t$–spread lexsegment ideals with linear resolution

In this section, we want to characterize all completely $t$–spread lexsegment ideals with a linear resolution. The 1–spread case has also been considered in [10].

Firstly, we need some comments and remarks. Let $L = L_t(u, v)$ be a $t$–spread lexsegment. Set $I = (L_t(u, v))$. We may always assume that $u \neq v$. Indeed, a principal ideal has a linear resolution. Furthermore, we may assume that $x_1$ divides $u$. Indeed, if $\min(u) > 1$, then the sequence $x_1, \ldots, x_{\min(u)-1}$ is regular on $S/I$, and the graded Betti numbers of $I$ are the same of $I' = I \cap K[x_{\min(u)}, x_{\min(u)+1}, \ldots, x_n]$. Hence, $I$ has a linear resolution if and only if $I'$ has a linear resolution. Moreover, we may assume $\min(u) < \min(v)$. Indeed, if $\min(u) = \min(v)$, $I$ is isomorphic to the ideal $I'' = (L_t(u/\min(u), v/\min(u)))$. Hence, $I$ has a linear resolution if and only if $I''$ does. Finally, we assume that $I$ is not initial neither final, as in such cases, $I$ has a linear resolution.

Not all completely $t$–spread lexsegment ideals have a linear resolution.

Example 4.1 Let $I = (L_0(x_1 x_2 x_3, x_2^2 x_3^2)) = (x_1 x_3, x_2, x_2^2 x_3, x_2^2 x_3^2)$ be a 0–spread lexsegment ideal of the polynomial ring $\mathbb{Q}[x_1, x_2, x_3]$. Observe that $I$ is not final.
By Lemma 3.1 for all $t \geq 0$,

$$I^\sigma_t = (\mathcal{L}_i(x_1x_{t+1}x_{t+2}x_{t+3}, x_2x_{t+2}x_{t+3}x_{t+4}))$$

$$= (x_1x_{t+1}x_{t+2}x_{t+3}, x_2x_{t+2}x_{t+3}x_{t+4}, x_2x_{t+2}x_{t+3}x_{t+4}, x_2x_{t+2}x_{t+3}x_{t+4})$$

is a $t$–spread lexsegment of the polynomial ring $\mathbb{Q}[x_1, \ldots, x_{t+3}]$.

For $t \geq 0$, since $\min(x_1x_{t+1}x_{t+2}x_{t+3}) = 1$ and $I^\sigma_t$ is completely $t$–spread lexsegment if and only if for all $\omega \in M_{t+3,4,t}$, $\omega < v$ it is $x_1(\omega/x_1) \leq u$, for some $s \in \text{supp}(\omega)$ (Theorem 5.7 (b), [11, Theorem 2.3 (b)]). Indeed, $\omega = x_2x_{t+1}x_{t+2}x_{t+3}$ or $\omega = x_3x_{t+1}x_{t+2}x_{t+3}$, and we may take $s = \min(\omega)$. Hence, for all $t \geq 0$, $I^\sigma_t$ is a completely $t$–spread lexsegment ideal.

Using Macaulay2, one can verify that for $t = 0, 1, 2, 3$, $I^\sigma_t$ has the following minimal resolution:

$$0 \to R(-4)^2 \oplus R(-5) \to R(-4)^4 \to I^\sigma_t \to 0,$$  \hspace{1cm} (13)

where $R = \mathbb{Q}[x_1, \ldots, x_{t+3}]$. Hence, in such cases $I^\sigma_t$ does not have a linear resolution.

Furthermore, since $I$ is a monomial ideal of $\mathbb{Q}[x_1, x_2, x_3]$, set $J = I^\sigma_3$, one has that $J$ and $J^\sigma_t$, $t \geq 0$, have the same graded Betti numbers ([13], Introduction). Indeed, for such ideals the application of the shifting operator $\sigma$ simply amounts to rename the variables. It follows, that (13) is a minimal graded resolution also for $I^\sigma_t$, with $t \geq 3$. Finally, $I^\sigma_t$, with $t \geq 0$ is a completely $t$–spread lexsegment that has no linear resolution.

As in the previous section, if $D$ is a homogeneous ideal of $S = K[x_1, \ldots, x_n]$, we denote by $T_i(D)$ the $K$–vector space $\text{Tor}_i^S(K, S/D) \cong H_i(\mathfrak{x}; S/D)$, where $\mathfrak{x} = x_1, \ldots, x_n$, for all $i \geq 0$. Moreover, in what follows, we write $J = (\mathcal{L}_i(v), T = (\mathcal{L}_i(u)), V = I_{n,d,t} = J + T$ and $Q = J \cap T$.

**Lemma 4.2** Let $t \geq 0$ an integer and let $I = (\mathcal{L}_i(u, v))$ be a completely $t$–spread lexsegment ideal of degree $d$ of $S$. Then $I$ has a linear resolution if and only if the maps

$$T_{i+1}(J)_j \oplus T_{i+1}(T)_j \longrightarrow T_{i+1}(V)_j$$

are surjective, for all $i \geq 1$ and all $j \neq i + d - 1$.

**Proof.** $I$ has a linear resolution if and only if $T_i(I)_j = 0$, for all $i \geq 1$ and all $j \neq i + d - 1$. Let $i > 0$ and $j \neq i + d - 1$. Since $I$ is a completely $t$–spread lexsegment ideal, it is $I = J \cap T$. Hence, the long exact sequence (5) yields the long exact sequence of $K$–vector spaces

$$\cdots \to T_{i+1}(J)_j \oplus T_{i+1}(T)_j \xrightarrow{\alpha} T_{i+1}(V)_j \xrightarrow{\beta} T_i(I)_j \xrightarrow{\gamma} T_i(J)_j \oplus T_i(T)_j \to \cdots,$$

where the lower index $j$ denotes the $j$–th graded component of the corresponding vector space.
Since \( j \neq i + d - 1 \) and \( J \) and \( T \) have a linear resolution, then \( T_i(J)_j = T_i(T)_j = 0 \), and one get the following exact sequence:

\[
\cdots \to T_{i+1}(J)_j \oplus T_{i+1}(T)_j \xrightarrow{\sigma} T_{i+1}(V)_j \xrightarrow{\beta} T_i(I)_j \to 0.
\]

By the exactness of the previous sequence, as \( \beta \) is surjective, \( T_i(I)_j = 0 \) if and only if \( \beta \) is the zero map. Hence, if and only if \( \ker(\beta) = T_{i+1}(V)_j \). Again, by the exactness of the sequence, \( \text{Im}(\alpha) = \ker(\beta) = T_{i+1}(V)_j \). This last condition is equivalent to the fact that \( \alpha \) is surjective. Since \( I \) is a completely \( t \)-spread lexsegment ideal the assertion follows from Theorem 3.7 proof. \( \square \)

For the proof of the next lemma, we need the following shifting operators:

\[
\sigma^t : x_{i_1}x_{i_2} \cdots x_{i_d} \in M_{n,d,0} \mapsto \prod_{j=1}^d x_{i_j+(j-1)t} \in M_{n+(d-1)t,d,t},
\]

\[
\tau^t : x_{i_1}x_{i_2} \cdots x_{i_d} \in M_{n,d,t} \mapsto \prod_{j=1}^d x_{i_j-(j-1)t} \in M_{n-(d-1)t,d,0}.
\]

It is clear that if \( I \) is a 0–spread lexsegment ideal, then \( I^{\sigma^t} \) is a \( t \)-spread lexsegment ideal (see, Corollary 3.3).

**Lemma 4.3** Let \( t \geq 0 \) an integer and let \( I = (L_t(u,v)) \) be a \( t \)-spread lexsegment ideal of \( S = K[x_1, \ldots, x_n] \) of degree \( d \). Assume \( \min(u) = 1 \) and \( \min(v) > 1 \). Then, \( I \) is completely \( t \)-spread lexsegment ideal if and only if \( I^{\sigma^t} \) is a completely 0–spread lexsegment ideal.

**Proof.** Since an initial or a final \( t \)-spread lexsegment ideal is a completely \( t \)-spread lexsegment ideal, we may assume that \( I \) is neither initial nor final. We have \( I^{\sigma^t} = (L_0(u^{\tau^t}, v^{\tau^t})) \) in the polynomial ring \( \tilde{S} = K[x_1, \ldots, x_n-(d-1)t] \). Set \( \tilde{n} = n -(d-1)t \). Setting \( u^{\tau^t} = x_1^{a_1}x_2^{a_2} \cdots x_{\tilde{n}}^{a_{\tilde{n}}} \) and \( v^{\tau^t} = x_1^{b_1}x_2^{b_2} \cdots x_{\tilde{n}}^{b_{\tilde{n}}} \), since \( \min(u) = 1 \) and \( \min(v) \geq 2 \), we obtain \( a_1 \neq 0 \) and \( b_1 = 0 \). In particular, \( a_1 \neq b_1 \). Hence, by [11] Theorem 2.3 (b)], \( I^{\tau^t} \) is a completely 0–spread lexsegment ideal if and only if

(i) for every \( \omega \in M_{\tilde{n},d,0} \), \( \omega <_{\text{lex}} v^{\tau^t} \) there exists an integer \( i > 1 \) such that \( x_i \) divides \( \omega \) and \( x_1(\omega/x_i) \leq_{\text{lex}} u^{\tau^t} \).

By Theorem 3.7 (b), \( I \) is a completely \( t \)-spread lexsegment ideal if and only if

(ii) for every \( \omega \in M_{n,d,t} \), \( \omega <_{\text{lex}} v \) there exists an integer \( s > i_1 = 1 \) such that \( x_s \) divides \( \omega \) and \( x_1(\omega/x_s) \leq_{\text{lex}} u \).

Arguing as in Lemma 3.8, we obtain that (i) is equivalent to (ii), as desired. \( \square \)

From Lemmas 4.2 and 4.3 we obtain a classification of all completely \( t \)-spread lexsegment ideals with a linear resolution.
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**Theorem 4.4** Let \( I = (\mathcal{L}_i(u, v)) \) be a completely \( t \)-spread lexsegment ideal of \( S \) with \( u = x_{i_1}x_{i_2}\cdots x_{i_t} \) and \( v = x_{j_1}x_{j_2}\cdots x_{j_t} \). Assume \( \min(u) = 1 \) and \( \min(v) > \min(u) \). Then \( I \) has a linear resolution if and only if one of the following conditions holds:

(i) \( i_2 = 1 + t \);

(ii) \( i_2 > 1 + t \) and for the largest \( \omega \in M_{n,d,t} \), \( \omega <_{\text{lex}} v \), we have \( x_1(\omega/x_{\max}(\omega)) \leq_{\text{lex}} x_1x_{i_2-t}x_{i_3-t}\cdots x_{i_d-t} \).

**Proof.** By hypothesis \( I = J \cap T \) with \( J = (\mathcal{L}_i(v)) \) and \( T = (\mathcal{L}_i(u)) \). Set \( \widetilde{I} = I^{r^t} \), \( \widetilde{J} = J^{r^t} \), \( \widetilde{T} = T^{r^t} \) and \( \widetilde{V} = V^{r^t} = I_{n,d,0} \), where \( V = J + T = I_{n,d,t} \). It is well known that, for all \( i \) and \( j \), \( T_i(J)_j \cong T_i(\widetilde{J})_j \), \( T_i(T)_j \cong T_i(\widetilde{T})_j \), \( T_i(V)_j \cong T_i(\widetilde{V})_j \).

Hence, by Lemma 4.2 and from these isomorphisms, \( I \) has a linear resolution, if and only if the maps

\[
T_i(\widetilde{J})_j \oplus T_i(\widetilde{T})_j \rightarrow T_i(\widetilde{V})_j
\]

are surjective, for all \( i > 0 \) and all \( j \neq i + d - 1 \). By Lemma 4.3, \( \widetilde{I} \) is a 0–spread completely lexsegment ideal, as \( \min(u) = 1 \), \( \min(v) \geq 2 \) and \( I \) is by hypothesis a completely \( t \)-spread lexsegment ideal. From (13), Lemma 4.2 and the aforementioned isomorphisms, one has that \( I \) has a linear resolution if and only if \( \widetilde{I} \) has a linear resolution.

Suppose \( \widetilde{I} \) is a completely 0–spread lexsegment ideal with a linear resolution. By [6, Theorem 1.3], setting \( u^{r^t} = x_1^{a_1}x_2^{a_2}\cdots x_n^{a_n} \) and \( v^{r^t} = x_1^{b_1}x_2^{b_2}\cdots x_n^{b_n} \), we have that only one of the following conditions holds

(a) \( u = x_1^px_2^{d-p} \) and \( v = x_1^px_n^{d-p} \), for some \( 1 \leq p \leq d \);

(b) \( b_1 < a_1 - 1 \);

(c) \( b_1 = a_1 - 1 \) and for the largest \( \tilde{\omega} \in M_{n,d,0} \), \( \tilde{\omega} <_{\text{lex}} v^{r^t} \), \( x_1(\tilde{\omega}/x_{\max}(\tilde{\omega})) \leq_{\text{lex}} u^{r^t} \).

Condition (a) does not hold, as we would have \( \min(u) = \min(v) = 1 \), against the assumption. To complete the proof it suffices to show that (b) \iff (i), and (c) \iff (ii).

(b)\iff (i). By hypothesis \( \min(v) \geq 2 \), so \( b_1 = 0 \). Therefore, \( a_1 - 1 > b_1 \) is equivalent to the fact that \( a_1 \geq 2 \), i.e., \( x_1^2 \) divides \( u^{r^t} \). Applying \( \sigma^t \), this last fact is equivalent to the fact that \( x_1x_{1+t} \) divides \( u \). Hence \( i_2 = 1 + t \), as desired. The converse quickly follows.

(c)\iff (ii). Indeed, \( b_1 = a_1 - 1 \) implies \( a_1 = 1 \), so \( i_2 > 1 + t \). Moreover, let \( \tilde{\omega} \) be the largest monomial of \( M_{n,d,0} \) such that \( \tilde{\omega} <_{\text{lex}} v^{r^t} \). Then \( \omega = \tilde{\omega}/\sigma^r \) is the largest monomial of \( M_{n,d,t} \) smaller than \( v \). By condition (c), we have \( x_1(\tilde{\omega}/x_{\max}(\tilde{\omega})) \leq_{\text{lex}} u^{r^t} \). Since \( \min(u) = 1 \), it follows that

\[
\frac{\tilde{\omega}/x_{\max}(\tilde{\omega})}{\leq_{\text{lex}} u^{r^t}/x_{\min(u)}} = x_1x_2\cdots x_{i_2-2t}x_{i_3-2t}\cdots x_{i_d-(d-1)t}.
\]
Thus, applying $\sigma^t$, we obtain $\omega/x_{\text{max}(\omega)} \leq_{\text{slex}} x_{i_2-t}x_{i_3-t} \cdots x_{i_d-t}$, and condition (ii) follows.

Conversely, assume (ii) holds. Then, $i_2 > 1 + t$ implies $b_1 = a_1 - 1$, as $b_1 = 0$. Moreover, $x_1(\omega/x_{\text{max}(\omega)}) \leq_{\text{slex}} x_1x_{i_2-t}x_{i_3-t} \cdots x_{i_d-t}$ implies $\omega/x_{\text{max}(\omega)} \leq_{\text{slex}} x_{i_2-t}x_{i_3-t} \cdots x_{i_d-t}$. Applying $\tau^t$, we get

$$\left(\omega/x_{\text{max}(\omega)}\right)^{\tau^t} = \omega^{\tau^t}/x_{\text{max}(\omega^{\tau^t})} \leq_{\text{slex}} x_{i_2-t}x_{i_3-t} \cdots x_{i_d-(d-1)t}.$$  

Finally, multiplying by $x_1$, as $\tilde{\omega} = \omega^{\tau^t}$, we have that (c) follows. \hfill \Box

We close this section with a formula for the graded Betti numbers.

**Proposition 4.5** Let $I = (L_t(u,v))$ be a completely $t$–spread lexsegment ideal of degree $d$ of $S = K[x_1, \ldots, x_n]$. Suppose $I$ has a linear resolution. Then, for all $i \geq 0$,

$$\beta_{i,i+d}(I) = \sum_{\omega \in L_t^i(u)} \left( n - \min(\omega) - (d-1)t \right) - \sum_{\omega \in L_t^i(v)} \left( \max(\omega) - (d-1)t - 1 \right).$$

**Proof.** Since $I$ has a linear resolution, $\beta_{i,i+j}(I) \neq 0$ if and only if $j = d$. For all $i \geq 0$, the long exact sequence (1) yields the exact sequence

$$\cdots \to T_{i+2}(V)_{\ell} \to T_{i+1}(Q)_{\ell} \to T_{i+1}(J)_{\ell} \oplus T_{i+1}(T)_{\ell} \to T_i(V)_{\ell} \to T_i(Q)_{\ell} \to \cdots,$$

for all $\ell \geq 0$, with $Q = J \cap T$. Let $\ell = i + d$. Since $\ell \neq i + d + 1$, and $V$ has a linear resolution, $T_{i+2}(V)_{\ell} = 0$. On the other hand, $I$ is a completely $t$–spread lexsegment ideal, then $Q = I$. Hence, since $\ell \neq i + d - 1$, it follows that $\beta_{i+1}(S/Q) = \beta_{i,\ell}(S/I) = 0$. Thus $T_i(Q)_{\ell} = 0$ and we obtain the following short exact sequence

$$0 \to T_{i+1}(Q)_{\ell} \to T_{i+1}(J)_{\ell} \oplus T_{i+1}(T)_{\ell} \to T_{i+1}(V)_{\ell} \to 0.$$  

Therefore, from (13),

$$\beta_{i,i+d}(I) = \beta_{i+1,i+d}(S/I) = \beta_{i+1,i+d}(S/J) + \beta_{i+1,i+d}(S/T) - \beta_{i+1,i+d}(S/V)$$

$$= \sum_{\omega \in G(J)} \left( \max(\omega) - (d-1)t - 1 \right) + \sum_{\omega \in G(T)} \left( n - \min(\omega) - (d-1)t \right)$$

$$- \sum_{\omega \in G(V)} \left( \max(\omega) - (d-1)t - 1 \right).$$

Finally, we get the desired formula, since $G(V) = G(J) \cup (L_t^i(v) \setminus \{v\})$. \hfill \Box
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Example 4.6 Let us consider the $3$–spread completely lexsegment ideal $I = (\mathcal{L}_t(u,v))$, with $u = x_1x_5x_8$, and $v = x_2x_5x_8$ in Example 2.4. $I$ has a linear resolution. Indeed, condition (ii) in Theorem 4.4 is satisfied: $i_2 = 5 > 1 + t = 4$.

Moreover, using Macaulay2, the Betti tables of $S/I$, $S/J$, $S/T$ and $S/V$, with $J = (\mathcal{L}_t(v))$, $T = (\mathcal{L}_t(u))$, $V = J + T$, are the following ones:

\[
\begin{array}{ccccccc}
0 & 1 & 2 & 3 & 4 & 0 & 1 \\
\text{total:} & 1 & 11 & 21 & 15 & 4 & 0 & 1 \\
0: & 1 & . & . & . & . & 1 & . \\
1: & . & . & . & . & . & . & . \\
2: & 11 & 21 & 15 & 4 & 0 & 16 & 41 \\
\text{Betti table of } S/I & \text{Betti table of } S/J \\
\end{array}
\]

\[
\begin{array}{ccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 0 & 1 \\
\text{total:} & 1 & 30 & 85 & 96 & 50 & 10 & 0 & 1 \\
0: & 1 & . & . & . & . & 1 & . \\
1: & . & . & . & . & . & . & . \\
2: & 30 & 85 & 96 & 50 & 10 & 35 & 105 \\
\text{Betti table of } S/T & \text{Betti table of } S/V \\
\end{array}
\]

Finally, one can verify that

$$
\beta_{i+1,i+d}(S/I) = \beta_{i+1,i+d}(S/J) + \beta_{i+1,i+d}(S/T) - \beta_{i+1,i+d}(S/V).
$$

References

[1] Amata, L., Crupi, M. (2019). Extremal Betti Numbers of $t$–Spread Strongly Stable Ideals. Mathematics. 7 (695): 1–16. DOI:10.3390/math7080695

[2] Amata, L., Crupi, M (2021). On the extremal Betti numbers of squarefree monomial ideals. Int. Electron. J. Algebra. 30: 168–202.

[3] Amata, L., Crupi, M., Ficarra, A. (2021). Upper bounds for Extremal Betti Numbers of $t$–Spread Strongly Stable Ideals. Bull. Math. Soc. Sci. Math. Roumanie (to appear), available at arXiv preprint [http://arxiv.org/abs/2102.07462][math.AC].

[4] Amata, L., Ficarra, A., Crupi, M. (2021). A numerical characterization of extremal Betti numbers of $t$–spread strongly stable ideals. Journal of Algebraic Combinatorics (to appear), available at arXiv preprint [https://arxiv.org/abs/2105.11944][math.AC].

[5] Andrei–Ciobanu, C. (2019). Kruskal–Katona Theorem for $t$–spread strongly stable ideals. Bull. Math.Soc. Sci. Math. Roumanie. 62(110)(2): 107–122.
[6] Aramova, A., De Negri, E., Herzog, J. (1998), Lexsegment ideals with a linear resolution, Illinois J. Math., 42(3), 509–52.

[7] Aramova, A., Herzog, J. (1996). Koszul cycles and Elihaou–Kervaire type resolutions. J. Algebra. 181 (2): 347–370. DOI:10.1006/jabr.1996.0124

[8] Aramova, A., Herzog, J., Hibi, T. (1998). Squarefree lexsegment ideals. Math. Z. 228: 353–378. DOI:10.1007/PL00004621

[9] Bigatti, A., M. (1993). Upper bounds for the Betti numbers of a given Hilbert function. Comm. Algebra 21: 2317–2334. DOI:10.1080/00927879308824679

[10] Bonanzinga, V., Sorrenti, L. (2008). Squarefree Lexsegment Ideals with linear resolution, Bollettino UMI, Serie IX, Vol I, N.2, 275–291.

[11] De Negri, E., Herzog, J. (1998). Completely lexsegment ideals. Proc. Amer. Math. Soc. 126 (12): 3467–3473. DOI:10.1090/S0002-9939-98-04379-2

[12] Eliahou, S., Kervaire, M. (1990). Minimal resolutions of some monomial ideals. J. Algebra. 129: 1–25. DOI:10.1016/0021-8693(90)90237-I.

[13] Ene, V., Herzog, J., Qureshi, A. A. (2019). $t$-spread strongly stable monomial ideals. Comm. Algebra 47(12): 5303–5316. DOI:10.1080/00927872.2019.1617876

[14] Grayson, D. R., Stillman, M. E. Macaulay2, a software system for research in algebraic geometry. Available at http://www.math.uiuc.edu/Macaulay2

[15] Herzog, J., Hibi, T. (2011). Monomial ideals, Graduate Texts in Mathematics, Vol. 260, London, U.K.: Springer–Verlag.

[16] Hulett, H., A. (1993). Maximum Betti numbers of homogeneous ideals with a given Hilbert function. Comm. Algebra 21: 2335–2350. DOI:10.1080/00927879308824680