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1 Introduction and Contents

This work belongs to the framework of inverse problems with linear model. The resolution of this type of problem consists in minimizing (possibly under constraints) a function of discrepancy between the measurements and a physical model of the considered phenomenon.

In the context of image deconvolution problems, for example, the constraints considered are typically the non-negativity constraint and the constraint on the sum of the total intensity of the reconstructed image.

This approach implies, on the one hand, the definition of a discrepancy function and, on the other hand, the implementation of an algorithmic method for the minimization of such a function under constraints.

These two aspects have been developed in a previous work [11], [12].

In chapter 3 of the above-mentioned work, divergences based on the most classical forms of entropy were analysed.

We will here extend this study to divergence functions based on forms of entropy developed in the field of Statistical Physics.

These various forms of entropy are based on “the deformed algebra” [9] and in particularly on the notion of “Deformed Logarithm” [15] [9].

It is obvious that the analysis of the properties of such entropies is not in the scope of our work and that we will only use the results found in the literature.

As a consequence, this document is organised as follows.

In sections 2 and 3, we give some brief reminders about the inverse problems and about entropy.

In sections 4 to 9, we will review the main forms of entropy used in statistical physics and we will analyse the divergences built on such functions.

In section 10, we consider other definitions of entropy based on the concepts of generalized derivatives. This allows us to recover the different forms of entropy.
proposed in the previous sections, but more importantly it allows us to highlight
a very general form of entropy that synthesises all the previous ones.
In section 11, we analyse the divergences constructed on the basis of this general
form of entropy.
Section 12 is dedicated to some forms of entropy that fall outside the general
framework previously described in Section 10 and the divergences associated
with these particular entropies are analysed.
In section 13, we consider scale-invariant divergences based on the general en-
tropy presented in Section 11; the different forms of divergences are considered
and the special case of Tsallis entropy is analysed in more details.
Section 14 is dedicated to the algorithmic aspect.
After a brief review of the SGM method more widely developed in [11], [12],
we describe the corresponding algorithms allowing the minimization of general
divergences in the case of a non-negativity constraint, and then, in the case of
an additional constraint on the sum of unknowns, we apply the same method to
general scale invariant divergences. The multiplicative and non-multiplicative
forms of these algorithms are shown in each case.
This allows us to obtain the algorithms corresponding to the divergences de-
veloped in sections 4 to 9 as specific applications of the general case.
The algorithms corresponding to the invariant divergences based on Tsallis en-
tropy are detailed for comparison.
In the appendix we summarise the opposite of the gradients of the divergences
corresponding to the different forms of entropy, in order to clearly highlight the
analogies between them.

2 Recalls (Very brief) on inverse problems.

We dispose of a measurement of a physical quantity noted “y” which will be
noted “p” and of a model describing this quantity; in our work we will consider
that this model is linear “Hx”, it will be noted “q”.
Here, “H” is a known matrix and “x” is the true unknown of the problem.
It is obvious that in this context, “p” and “q” are not probability density func-
tions, unlike the analogous quantities that appear in the field of Statistical
Physics.
This particular point is one of the problems that arise when constructing diver-
gences.
The unknown parameters “x” are subject to constraints of 2 types.
1 - the components of “x” must be positive or zero.
2 - in some cases an additional constraint will be of the type \( \sum x_i = C \), “C”
being a known value.
Solving the problem implies the minimisation with respect to “x”, under con-
straints, of a discrepancy function or “divergence” between the measurement
and the model; such a divergence is generally noted as \( D(p||q) \).
This function is not necessarily symmetrical \( D(p||q) \neq D(q||p) \), and in all gen-
erality, the important point is the convexity with respect to “q” which entails
the convexity with respect to “x”.
The divergence $D(q\|p)$ is called the dual divergence of $D(p\|q)$.
The construction of the different types of divergence is founded on the knowledge of a strictly convex function $f_c(x)$ (standard convex function) with the following properties: $f_c(1) = 0$ and $f'_c(1) = 0$.

Starting from a convex function $f(x)$, we obtain the “standard convex function” $f_c(x)$, by the relation:

$$f_c(x) = f(x) - f(1) - (x - 1)f'(1)$$  \hspace{1cm} (1)

The divergences considered in this work are the Csiszár divergences and the Bregman divergences; the Jensen divergences proposed in [11], [12], will not be treated here.

Recall that the Csiszár divergence constructed on the strictly convex function $f(x)$ is expressed as:

$$C(p\|q) = \sum_i q_i f \left( \frac{p_i}{q_i} \right)$$  \hspace{1cm} (2)

Similarly, the Bregman divergence is expressed as:

$$B(p\|q) = \sum_i [f(p_i) - f(q_i) - (p_i - q_i)f'(q_i)]$$  \hspace{1cm} (3)

It should be noted that these divergences are separable (Trace form divergences). For our problem, Csiszár divergences must be constructed on a standard convex function, they are jointly convex with respect to both arguments ($p$ and $q$).

On the other hand, Bregman divergences constructed on a simple convex function or on a standard convex function lead to the same divergence, they are convex with respect to the first argument, but may not be convex with respect to the second argument, which justifies an analysis of dual divergences.

Concerning the algorithmic aspect, we will rely on the SGM method exposed in [11], [12]; this method allows us to easily take into account the non-negativity constraint, on the other hand, the sum constraint can be taken into account very simply with the same method, provided that we use divergences possessing the invariance property by change of scale on the variable “q”, i.e. on the variable “x”, given the linear model.

For this purpose, we will develop the “invariant” forms of the proposed divergences.

### 3 Recalls (very brief) on entropy.

In this note, we are interested in the different expressions of entropy and deformed logarithm that appear in the Statistical Physics literature [20]; the specific properties of entropies are not considered in this work.

In this context, by analogy with Shannon’s entropy, we consider that the general expression of entropy is in the separable form (Trace form entropy):

$$S = -\sum_i p_i \Lambda (p_i) = -\sum_i f(p_i)$$  \hspace{1cm} (4)
By definition, the “\( p_i \)” are probability densities, so they are in the range 0 to 1 and we have \( \sum_i p_i = 1 \).

The function \( \Lambda (p_i) \) designates the deformed Logarithm or the traditional Logarithm for the Shannon entropy.

Moreover, the entropy being a concave function, the functions \( f(p_i) \) are strictly convex with respect to “\( p_i \)”.

Furthermore, the expressions of entropy appearing in the field of Statistical Physics depend on one or more parameters whose value domains are fixed so that the classical properties of entropy are respected (specifically in our case, the concavity).

From these expressions of entropy, using the definition (4), we deduce the expressions of the corresponding deformed Logarithms \( Log_d \).

In the field of Statistical Physics, relative entropy functions appear between 2 densities of probabilities, whereas in our case, we must define divergence functions analogous to relative entropies, but which relate to data fields which are not densities of probabilities, this implies some modifications in the way these functions are constructed.

For our particular purpose, we use the expressions of the various functions \( f(x) \) defined in (4) for \( x \geq 0 \) and not for \( 0 \leq x \leq 1 \).

The first question is: do the corresponding functions (specific to entropies) remain strictly convex over the whole extended domain?

The second question is: do they allow the construction of discrepancy functions between data fields that are not probability densities?

The answer to these two questions is essential, because it is precisely on these two points that we will rely in order to build usable divergences here.

The third question is: are the expressions of \( Log_d(x) \) deduced from the different entropies defined for all \( x > 0 \) with the same parameters as the associated entropies, more precisely, are the basic properties of the classical logarithm maintained (concavity, behaviour in the neighbourhood of 0, etc)?

This aspect is treated in detail in [15].

This last point is more anecdotic, because the properties of the deformed logarithm functions do not appear directly in our work, only the expressions of the entropies and the corresponding \( f(x) \) functions are important.

In the following sections, we review the expressions of the entropies appearing in the field of Statistical Physics by taking first the case of the Shannon entropy which will be used as reference.

4 Shannon entropy - Natural logarithm.

The classical expression of the Shannon entropy related to the Boltzman-Gibbs statistic is expressed as:

\[
S(p) = - \sum_i p_i \log p_i
\]  \hspace{1cm} (5)
Here, the logarithm that appears is the natural logarithm.
The strictly convex function that is involved is written:

\[ f(x) = x \log x \]  

This is not a standard convex function; the standard convex function deduced from \( f(x) \) is written:

\[ f_c(x) = x \log x + 1 - x \]  

4.1 Associated Csiszár divergence - Kullback-Leibler.

On the basis of the function \( f_c(x) \) defined in the previous section, we obtain by application of (2), the divergence:

\[ C(p||q) = KL(p||q) = \sum_i \left[ p_i \log \frac{p_i}{q_i} - p_i + q_i \right] \]  

This is the Kullback-Leibler divergence.

The opposite of its gradient with respect to “\( q \)” is written \( \forall j: \)

\[ -\frac{\partial KL(p||q)}{\partial q_j} = \frac{p_j}{q_j} - 1 \]  

This particular expression will be recovered for the various divergences examined here and will make it possible to highlight the modifications linked to the use of the “deformed logarithms” instead of the natural logarithm.

4.2 Dual Csiszár divergence.

It can be constructed from (8) by swapping the roles of “\( p \)” and “\( q \)” or by constructing a Csiszár divergence on the mirrored strictly convex function \( f_c(x) = x f_c \left( \frac{1}{x} \right) \).

It is written as:

\[ C(q||p) = KL(q||p) = \sum_i \left[ q_i \log \frac{q_i}{q_i} - q_i + p_i \right] \]  

The opposite of its gradient with respect to “\( q \)” is written \( \forall j: \)

\[ -\frac{\partial KL(q||p)}{\partial q_j} = \log \frac{p_j}{q_j} \]  

Note that this expression cannot be uniquely decomposed into a difference of 2 terms of the same sign because this decomposition changes depending on whether “\( p \)” and “\( q \)” are between “0” and “1”, or greater than “1”.
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4.3 Associated Bregman divergences.

The Bregman divergence built on \( "f_c(x)" \) (or on \( "f(x)" \)) leads from (3) to the Kullback-Leibler divergence given in the previous section; the same is true for dual divergences. This is the (only) common point between the Csiszár divergences and the Bregman divergences.

5 Tsallis entropy [19].

With the change of notation \( (q \leftrightarrow t) \), the corresponding entropy will be written:

\[
S_T(p) = -\sum_i p_i^t - p_i \quad ; \quad t > 0
\]  

(12)

We will observe that by making the passage to the limit \( t \to 1 \) we recover the Shannon entropy.

With the definition (4), the Tsallis deformed logarithm is written:

\[
\Lambda(x) = \log_T(x) = \frac{x^{t-1} - 1}{t - 1}
\]  

(13)

This function is concave for \( t < 2 \); it is of course null for \( x = 1 \).

However, one finds in the literature \([2]\) another expression of the deformed Logarithm of Tsallis which is written:

\[
\log_{TT}(x) = \frac{x^{1-t} - 1}{1 - t}
\]  

(14)

This function is equivalent to a logarithm for \( t > 0 \).

If we associate to this form another expression of the entropy which is written:

\[
S(p) = -\sum_i p_i^t \log_{TT}(p_i)
\]  

(15)

We recover the entropy noted \( S_T \) \([12]\).

In what follows, we will use the form \([13]\) for the deformed logarithm of Tsallis and we will associate it with the classical form of the entropy \([4]\).

Anyway, the strictly convex function allowing to build divergences will be written:

\[
f(x) = \frac{x^t - x}{t - 1}
\]  

(16)

For this function, we have \( f(1) = 0 \) but on the other hand \( f'(1) = 1 \), it is not a standard convex function, it is consequently inadequate to construct Csiszár divergences useful in our problem.

The standard strictly convex function constructed on \( f(x) \) is written:

\[
f_c(x) = \frac{x^t - x}{t - 1} - x + 1
\]  

(17)
5.1 Csiszär divergence founded on Tsallis entropy.

The Csiszár divergence built on the strictly convex function $f_c(x)$ defined in the previous section is written, after all the simplifications:

$$C_T(p||q) = \frac{1}{t-1} \left[ \sum_i p_i q_i^{1-t} - t \sum_i p_i + (t-1) \sum_i q_i \right]$$  \hspace{1cm} (18)

The opposite of the gradient is written, all calculations being done, $\forall j$:

$$- \frac{\partial C_T(p||q)}{\partial q_j} = \left( \frac{p_j}{q_j} \right)^t - 1$$  \hspace{1cm} (19)

This can also be written:

$$- \frac{\partial C_T(p||q)}{\partial q_j} = \frac{p_j}{q_j} \left( \frac{p_j}{q_j} \right)^{t-1} - 1$$  \hspace{1cm} (20)

With this expression, by making $t = 1$, we immediately find the expression of the opposite of the gradient corresponding to the Kullback-Leibler divergence founded on the Shannon entropy.

5.2 Dual Csiszär divergence founded on Tsallis entropy.

It is immediately deduced from the expression (18) by performing the permutation $p \leftrightarrow q$, but it can be constructed directly in the sense of Csiszár by relying on the standard strictly convex function $\hat{f}_c(x)$ (mirror function), deduced from $f_c(x)$ by the transformation:

$$\hat{f}_c(x) = x f_c \left( \frac{1}{x} \right)$$  \hspace{1cm} (21)

It is written:

$$C_T(q||p) = \frac{1}{t-1} \left[ \sum_i q_i p_i^{1-t} - t \sum_i q_i + (t-1) \sum_i p_i \right]$$  \hspace{1cm} (22)

The opposite of its gradient with respect to “$q$” is given $\forall j$ by:

$$- \frac{\partial C_T(q||p)}{\partial q_j} = \frac{t}{1-t} \left[ \left( \frac{p_j}{q_j} \right)^{1-t} - 1 \right]$$  \hspace{1cm} (23)

Which can also be written:

$$- \frac{\partial C_T(q||p)}{\partial q_j} = \frac{1}{1-t} \left[ t \left( \frac{p_j}{q_j} \right)^{1-t} - 1 \right] + 1$$  \hspace{1cm} (24)

Passing to the limit $t \to 1$ allows to find the result obtained for the dual Csiszár divergence corresponding to the Shannon entropy.
5.3 Bregman divergence founded on Tsallis entropy.

The corresponding Bregman divergence can be constructed indifferently on the strictly convex function \( f(x) \) or on the function \( f_c(x) \); it is written:

\[
B_T(p\|q) = \sum_i \left[ q_i^t \frac{1}{1-t} p_i^t + \frac{t}{1-t} p_i q_i^{t-1} \right]
\]  

(25)

The opposite of the gradient with respect to “\( q \)" is written all calculations performed \( \forall j \):

\[
- \frac{\partial B_T(p\|q)}{\partial q_j} = t q_j^{t-1} \left( \frac{p_j}{q_j} - 1 \right)
\]

(26)

5.4 Dual Bregman divergence founded on Tsallis entropy.

It is immediately deduced from the expression (25) by performing the permutation \( p \leftrightarrow q \); it is expressed as:

\[
B_T(q\|p) = \sum_i \left[ p_i^t \frac{1}{1-t} q_i^t + \frac{t}{1-t} q_i p_i^{t-1} \right]
\]

(27)

The opposite of the gradient with respect to “\( q \)" is written all calculations completed \( \forall j \):

\[
- \frac{\partial B_T(q\|p)}{\partial q_j} = \frac{t}{1-t} q_j^{t-1} \left[ \left( \frac{p_j}{q_j} \right)^{t-1} - 1 \right]
\]

(28)

6 Kaniadakis entropy \[8\], \[9\], “\( K \)” entropy.

The expression of the Entropy is written:

\[
S_K(p) = - \sum_i p_i \log_K(p_i) = - \sum_i \frac{p_i^{1+K} - p_i^{1-K}}{2K} \quad ; \quad -1 < K < 1
\]

(29)

It is invariant in the transformation \( K \leftrightarrow -K \), which makes it possible to limit the domain of variations of \( K \) to the interval \( 0 < K < 1 \).

The Shannon entropy is obtained by making the passage to the limit \( K \to 0 \).

The strictly convex function deduced from this expression will be:

\[
f(x) = \frac{x^{1+K} - x^{1-K}}{2K}
\]

(30)

For this function, we have: \( f(1) = 0 \), but \( f'(1) = 1 \); it does not allow to construct in the sense of Csiszár, divergences usable in our context.

The standard convex function deduced from this one, allowing to build divergences adapted to our problems will be written:

\[
f_c(x) = \frac{x^{1+K} - x^{1-K}}{2K} - x + 1
\]

(31)
The expression of the deformed logarithm of Kaniadakis is written:

\[ \log_K(x) = \frac{x^K - x^{-K}}{2K} \quad (32) \]

This function is zero for \( x = 1 \); it is increasing and concave for \(-1 < K < 1\).

### 6.1 Csiszár divergence built on the “K” entropy.

The Csiszár divergence obtained from the standard convex function \( f_\epsilon(x) \) is written, after simplification:

\[ C_K(p\|q) = \frac{1}{2K} \left[ \sum_i p_i^{1+K} q_i^{-K} - \sum_i p_i^{1-K} q_i^K \right] - \sum_i p_i + \sum q_i \quad (33) \]

The opposite of the gradient with respect to “\( q \)” is written \( \forall j \):

\[ -\frac{\partial C_K(p\|q)}{\partial q_j} = \frac{1}{2} \left[ \left( \frac{p_j}{q_j} \right)^{1+K} + \left( \frac{p_j}{q_j} \right)^{1-K} \right] - 1 \quad (34) \]

This can still be written:

\[ -\frac{\partial C_K(p\|q)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{1}{2} \left( \frac{p_j}{q_j} \right)^{1+K} + \frac{1}{2} \left( \frac{p_j}{q_j} \right)^{1-K} \right] - 1 \quad (35) \]

With this writing, by making \( K = 0 \), we immediately find the expression of the opposite of the gradient corresponding to the Kullback-Leibler divergence based on the Shannon entropy in which the deformed Logarithm becomes the classical Logarithm.

### 6.2 Dual Csiszár divergence built on “K” entropy.

It is deduced from the relation (33) by making the permutation \( p \leftrightarrow q \); it is written:

\[ C_K(q\|p) = \frac{1}{2K} \left[ \sum_i q_i^{1+K} p_i^{-K} - \sum_i q_i^{1-K} p_i^K \right] - \sum_i q_i + \sum p_i \quad (36) \]

The opposite of the gradient with respect to “\( q \)” is written \( \forall j \):

\[ -\frac{\partial C_K(q\|p)}{\partial q_j} = \left[ \frac{1-K}{2K} \left( \frac{p_j}{q_j} \right)^K - \frac{1+K}{2K} \left( \frac{p_j}{q_j} \right)^{-K} \right] + 1 \quad (37) \]
6.3 Bregman divergence founded on “$K$” entropy.

The corresponding Bregman divergence can be constructed on the strictly convex function $f(x)$ or on the function $f_c(x)$; it is written:

$$B_K(p||q) = \frac{1}{2K} \sum_i \left[ p_i^{1+K} - p_i^{1-K} - q_i^{1+K} + q_i^{1-K} \right]$$

$$-(1+K)p_i q_i^K + (1-K)p_i q_i^{-K}$$

$$+(1+K)q_i^{1+K} - (1-K)q_i^{1-K}$$

(38)

The opposite of the gradient with respect to “$q$” is written all calculations performed $\forall j$:

$$- \frac{\partial B_K(p||q)}{\partial q_j} = \left( \frac{p_j}{q_j} - 1 \right) \left[ \frac{1}{2} q_j^K + \frac{1}{2} q_j^{-K} \right]$$

(39)

6.4 Dual Bregman divergence built on “$K$” entropy.

It is deduced from the relation (38) by performing the permutation $p \leftrightarrow q$; we obtain:

$$B_K(q||p) = \frac{1}{2K} \sum_i \left[ q_i^{1+K} - q_i^{1-K} - p_i^{1+K} + p_i^{1-K} \right]$$

$$-(1+K)q_i p_i^K + (1-K)q_i p_i^{-K}$$

$$+(1+K)p_i^{1+K} - (1-K)p_i^{1-K}$$

(40)

The opposite of the gradient with respect to “$q$” is written all calculations performed $\forall j$:

$$- \frac{\partial B_K(q||p)}{\partial q_j} = \left[ \frac{1}{2K} (p_j^K - q_j^K) - \frac{1}{2K} (p_j^{-K} - q_j^{-K}) \right]$$

(41)

7 Abe’s entropy [11].

This entropy is expressed as follows:

$$S_A(p) = - \sum_i p_i \log A(p_i) = - \sum_i \frac{p_i^{z} - p_i^{-z}}{z - \frac{1}{z}}$$

(42)

It is invariant under the transformation $z \leftrightarrow z^{-1}$ and thus the domain of values of the parameter “$z$” can be restricted to the interval $0 < z \leq 1$.

The Shannon entropy is recovered by making the passage to the limit $z \to 1$.

The strictly convex function allowing to build divergences will be written:

$$f(x) = \frac{x^z - x^{-z}}{z - \frac{1}{z}}$$

(43)
For this function, we have \( f(1) = 0 \) but on the other hand \( f'(1) = 1 \), it is not a standard convex function, it is consequently inadequate to construct Csiszár divergences useful in our problem.

The standard strictly convex function constructed on \( f(x) \) is written:

\[
    f_c(x) = \frac{x^z - x^{\frac{1}{z}}}{z - \frac{1}{z}} - x + 1
\]

(44)

With the definition (4) the expression of the Abe’s deformed Logarithm is written:

\[
    \log_A(x) = \frac{x^{z^{-1}} - x^{\frac{1}{z^{-1}}}}{z - \frac{1}{z}}
\]

(45)

This function is increasing and concave for \( 0.5 < z < 2 \); it is invariant under the transformation \( z \leftrightarrow z^{-1} \).

### 7.1 Csiszár divergence founded on Abe entropy.

The standard strictly convex function \( f_c(x) \) defined in the previous section allows us to construct a Csiszár divergence adapted to our problem; it is written:

\[
    C_A(p\|q) = \frac{z}{z^2 - 1} \left[ \sum_i p_i q_i^{1-z} - \sum_i p_i q_i^{1-\frac{1}{z}} \right] - \sum_i p_i + \sum_i q_i
\]

(46)

The opposite of the gradient with respect to “\( q \)” is written \( \forall j: \)

\[
    -\frac{\partial C_A(p\|q)}{\partial q_j} = \frac{z}{z + 1} \left( \frac{p_j}{q_j} \right)^z + \frac{1}{z + 1} \left( \frac{p_j}{q_j} \right)^{\frac{1}{z}} - 1
\]

(47)

Which can also be written:

\[
    -\frac{\partial C_A(p\|q)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{z}{z + 1} \left( \frac{p_j}{q_j} \right)^{z-1} + \frac{1}{z + 1} \left( \frac{p_j}{q_j} \right)^{\frac{1}{z}-1} \right] - 1
\]

(48)

With this writing, by making \( z = 1 \), we immediately recover the expression of the opposite of the gradient corresponding to the Kullback-Leibler divergence based on the Shannon entropy.

### 7.2 Dual Csiszár divergence according to Abe entropy.

It is deduced from the expression (46) by performing the permutation \( p \leftrightarrow q \); thus we obtain:

\[
    C_A(q\|p) = \frac{z}{z^2 - 1} \left[ \sum_i q_i p_i^{1-z} - \sum_i q_i p_i^{1-\frac{1}{z}} \right] - \sum_i q_i + \sum_i p_i
\]

(49)
The opposite of the gradient with respect to “$q$” is written $\forall j$:

$$-rac{\partial C_A(q\parallel p)}{\partial q_j} = \frac{z}{1-z^2} \left[ z \left( \frac{p_j}{q_j} \right)^{1-z} - \frac{1}{z} \left( \frac{p_j}{q_j} \right)^{1-\frac{1}{z}} \right] + 1$$ (50)

Which can also be written:

$$-rac{\partial C_A(q\parallel p)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{z^2}{1-z^2} \left( \frac{p_j}{q_j} \right)^{-z} - \frac{1}{1-z^2} \left( \frac{p_j}{q_j} \right)^{-\frac{1}{z}} \right] + 1$$ (51)

### 7.3 Bregman divergence founded on Abe entropy.

The corresponding Bregman divergence can be constructed on the strictly convex function $f(x)$ or on the function $f_c(x)$; it is written:

$$B_A(p\parallel q) = \frac{1}{z-\frac{1}{z}} \sum_i \left[ \frac{p_i^z}{z} - \frac{q_i^z}{z} - p_i^{\frac{1}{z}} + q_i^{\frac{1}{z}} - z q_i p_i^{(z-1)} \right] + 1$$ (52)

The opposite of the gradient with respect to “$q$” is written $\forall j$:

$$-\frac{\partial B_A(p\parallel q)}{\partial q_j} = \left( \frac{p_j}{q_j} - 1 \right) \left[ \frac{z^2}{z+1} q_j^{(z-1)} + \frac{1}{z+1} q_j^{(\frac{1}{z}-1)} \right]$$ (53)

### 7.4 Dual Bregman divergence founded on Abe entropy.

It is deduced from the expression (52) by permutation of “$p$” and “$q$”; it is written:

$$B_A(q\parallel p) = \frac{1}{z-\frac{1}{z}} \sum_i \left[ \frac{q_i^z}{z} - \frac{p_i^z}{z} - q_i^{\frac{1}{z}} + p_i^{\frac{1}{z}} - z q_i p_i^{(z-1)} \right] + 1$$ (54)

The opposite of the gradient with respect to “$q$” is written $\forall j$:

$$-\frac{\partial B_A(q\parallel p)}{\partial q_j} = \left[ \frac{z^2}{z^2-1} (p_j^{z-1} - q_j^{z-1}) - \frac{1}{z^2-1} (p_j^{\frac{1}{z}-1} - q_j^{\frac{1}{z}-1}) \right]$$ (55)
8 Gamma (\(\gamma\)) entropy.

The “\(\gamma\)” entropy mentioned in [10], is written:

\[
S_\gamma(p) = -\sum_i p_i \log_\gamma(p_i) = -\sum_i \frac{p_i^{1+2\gamma} - p_i^{1-\gamma}}{3\gamma}
\]  

(56)

This function is defined for \(-0.5 \leq \gamma \leq 1\).

The passage to the limit \(\gamma \to 0\) allows to recover the entropy of Shannon.

The strictly convex function allowing to build divergences is written:

\[
f(x) = \frac{x^{1+2\gamma} - x^{1-\gamma}}{3\gamma}
\]  

(57)

For this function, we have \(f(1) = 0\) but on the other hand \(f'(1) = 1\), it is not a standard convex function, it is consequently inadequate to construct Csiszár divergences useful in our problem.

The standard strictly convex function constructed on \(f(x)\) is written:

\[
f_c(x) = \frac{x^{1+2\gamma} - x^{1-\gamma}}{3\gamma} + 1 - x
\]  

(58)

With the definition \(41\) the expression of the “\(\gamma\)” deformed logarithm is written:

\[
\log_\gamma(x) = \frac{x^{2\gamma} - x^{-\gamma}}{3\gamma}
\]  

(59)

As stated in Kaniadakis et al. [10], this function is zero for \(x = 1\), it is increasing and concave for \(-0.5 < \gamma < 0.5\).

8.1 Csiszár divergence built on the "\(\gamma\)" entropy.

The function \(f_c(x)\) defined in the previous section allows us to construct the following Csiszár divergence:

\[
C_\gamma(p\|q) = \frac{1}{3\gamma} \left[ \sum_i p_i^{1+2\gamma} q_i^{-2\gamma} - \sum_i p_i^{1-\gamma} q_i^\gamma \right] - \sum_i p_i + \sum_i q_i
\]  

(60)

The opposite of the gradient with respect to “\(q\)” is written \(\forall j:\)

\[
-\frac{\partial C_\gamma(p\|q)}{\partial q_j} = \frac{2}{3} \left( \frac{p_j}{q_j} \right)^{1+2\gamma} + \frac{1}{3} \left( \frac{p_j}{q_j} \right)^{1-\gamma} - 1
\]  

(61)

Which can also be written:

\[
-\frac{\partial C_\gamma(p\|q)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{2}{3} \left( \frac{p_j}{q_j} \right)^{2\gamma} + \frac{1}{3} \left( \frac{p_j}{q_j} \right)^{-\gamma} \right] - 1
\]  

(62)

With this writing, by setting \(\gamma = 0\), we immediately recover the expression of the opposite of the gradient corresponding to the Kullback-Leibler divergence based on the Shannon entropy.
8.2 Dual Csiszár divergence based on the “γ” entropy.

It is constructed from the expression \[ (60) \] by swapping “p” and “q”; it is written:

\[
C_\gamma(q\|p) = \frac{1}{3\gamma} \left[ \sum_i q_i^{1+2\gamma} p_i^{-2\gamma} - \sum_i q_i^{1-\gamma} p_i^\gamma \right] - \sum_i q_i + \sum_i p_i
\] (63)

The opposite of the gradient with respect to “q” is written \( \forall j \):

\[
- \frac{\partial C_\gamma(q\|p)}{\partial q_j} = \frac{1}{3\gamma} \left[ (1 - \gamma) \left( \frac{p_j}{q_j} \right)^\gamma - (1 + 2\gamma) \left( \frac{p_j}{q_j} \right)^{-2\gamma} \right] + 1
\] (64)

Or also:

\[
- \frac{\partial C_\gamma(q\|p)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{1 - \gamma}{3\gamma} \left( \frac{p_j}{q_j} \right)^{\gamma-1} - \frac{1 + 2\gamma}{3\gamma} \left( \frac{p_j}{q_j} \right)^{-2\gamma-1} \right] + 1
\] (65)

8.3 Bregman divergence built on the “γ” entropy.

The corresponding Bregman divergence can be constructed indifferently on the strictly convex functions \( f(x) \) or \( f_c(x) \); it is written:

\[
B_\gamma(p\|q) = \frac{1}{3\gamma} \sum_i \left[ p_i^{2\gamma+1} - p_i^{1-\gamma} - q_i^{2\gamma+1} + q_i^{1-\gamma} \right.
\]
\[
- (2\gamma + 1)p_i q_i^{2\gamma} + (1 - \gamma)p_i q_i^{-\gamma}
\]
\[
+ (2\gamma + 1)q_i^{2\gamma+1} - (1 - \gamma)q_i^{1-\gamma} \left. \right] \] (66)

The opposite of the gradient with respect to “q” is written \( \forall j \):

\[
- \frac{\partial B_\gamma(p\|q)}{\partial q_j} = \left( \frac{p_j}{q_j} - 1 \right) \left[ \frac{2(2\gamma + 1)}{3} q_j^{2\gamma} + \frac{1 - \gamma}{3} q_j^{-\gamma} \right]
\] (67)

8.4 Dual Bregman divergence based on the “γ” entropy.

It is constructed from the relation \[ (66) \] by swapping “p” and “q”; it is written:

\[
B_{\gamma}(q\|p) = \frac{1}{3\gamma} \sum_i \left[ q_i^{2\gamma+1} - q_i^{1-\gamma} - p_i^{2\gamma+1} + p_i^{1-\gamma} \right.
\]
\[
- (2\gamma + 1)q_i^{2\gamma} p_i^{-\gamma} + (1 - \gamma)q_i^{-\gamma}
\]
\[
+ (2\gamma + 1)p_i^{2\gamma+1} - (1 - \gamma)p_i^{1-\gamma} \left. \right] \] (68)

The opposite of the gradient with respect to “q” is written \( \forall j \):

\[
- \frac{\partial B_{\gamma}(q\|p)}{\partial q_j} = \left[ \frac{2\gamma + 1}{3\gamma} \left( p_j^{2\gamma} - q_j^{2\gamma} \right) - \frac{1 - \gamma}{3\gamma} \left( p_j^{-\gamma} - q_j^{-\gamma} \right) \right]
\] (69)
9 Two parameters entropy [10], K.L.S.

The expression of the 2-parameter entropy \((K, r)\) proposed by Kaniadakis et al. [10], is written:

\[
S_{K,r}(p) = - \sum_i p_i \log_{(K,r)}(p_i) = - \sum_i p_i^{1+r} \frac{p_i^K - p_i^r}{2K} \tag{70}
\]

To recover Shannon’s entropy, we proceed in 2 steps: first we make \(r = 0\), then we perform the passage to the limit \(K \rightarrow 0\).

With the definition [11], the expression of the 2-parameters deformed Logarithm \((K, r)\) proposed by Kaniadakis et al. [10] is written:

\[
\log_{(K,r)}(x) = x^r \frac{x^K - x^{-K}}{2K} \tag{71}
\]

This function is increasing if \(- |K| \leq r \leq |K|\).

It is concave:
- for \(- |K| \leq r \leq |K|\) if \(|K| \leq \frac{1}{2}\)
- or else,
  - for \(- |K| \leq r \leq 1 - |K|\) if \(|K| \geq \frac{1}{2}\).

The basis convex function deduced from the expression of the entropy is written:

\[
f(x) = \frac{x^{1+K+r} - x^{1-K+r}}{2K} \tag{72}
\]

This is not a standard convex function because \(f'(1) = 0\); the standard convex function deduced from \(f(x)\) will be written:

\[
f_c(x) = \frac{x^{1+K+r} - x^{1-K+r}}{2K} + 1 - x \tag{73}
\]

9.1 Csiszár divergence derived from the 2-parameter entropy.

The Csiszár divergence derived from the function \(f_c(x)\) defined in the previous section is written:

\[
C_{KL.S}(p\|q) = \frac{1}{2K} \left[ \sum_i p_i^{1+r+K} q_i^{-r-K} - \sum_i p_i^{1+r-K} q_i^{-r+K} \right] - \sum_i p_i + \sum_i q_i \tag{74}
\]

The opposite of the gradient with respect to “\(q\)” is written all calculations performed \(\forall j:\)

\[
- \frac{\partial C_{KL.S}(p\|q)}{\partial q_j} = \frac{1}{2K} \left[ (K + r) \left( \frac{p_j^{1+r+K}}{q_j} \right) - (K - r) \left( \frac{p_j^{1+r-K}}{q_j} \right) \right] - 1 \tag{75}
\]
Which can also be written:

\[
- \frac{\partial C_{KLS}(p\|q)}{\partial q_j} = \left( \frac{p_j}{q_j} \right) \left[ \frac{K + r}{2K} \left( \frac{p_j}{q_j} \right)^{r+K} + \frac{K - r}{2K} \left( \frac{p_j}{q_j} \right)^{r-K} \right] - 1 \quad (76)
\]

If, from this expression, we make \( r = 0 \), we recover what we obtained for the deformed Logarithm of Kaniadakis [44], then by making \( K \to 0 \) we recover the case corresponding to the classical Logarithm and to the divergence of Kullback-Leibler.

The interesting form of the algorithm will be obtained under the condition that \(-K \leq r \leq K\).

9.2 Dual Csiszár divergence based on 2-parameter entropy.

It is derived from the expression (74) by swapping "p" and "q"; it is written:

\[
C_{KLS}(q\|p) = \frac{1}{2K} \left[ \sum_i q_i^{1+r+K} p_i^{r-K} - \sum_i q_i^{1+r-K} p_i^{-r+K} \right] - \sum_i q_i + \sum_i p_i \quad (77)
\]

The opposite of the gradient with respect to "q" is written all computations done \( \forall j \):

\[
- \frac{\partial C_{KLS}(q\|p)}{\partial q_j} = \frac{1}{2K} \left[ (1 + r - K) \left( \frac{p_j}{q_j} \right)^{K-r} - (1 + r + K) \left( \frac{p_j}{q_j} \right)^{-K-r} \right] + 1 \quad (78)
\]

Or also:

\[
- \frac{\partial C_{KLS}(q\|p)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{1 + r - K}{2K} \left( \frac{p_j}{q_j} \right)^{K-r-1} - \frac{1 + r + K}{2K} \left( \frac{p_j}{q_j} \right)^{-K-r-1} \right] + 1 \quad (79)
\]

9.3 Bregman divergence derived from the 2-parameter entropy.

The Bregman divergence built on the functions \( f(x) \) or \( f_c(x) \) defined in the previous section is written:

\[
B_{KLS}(p\|q) = \frac{1}{2K} \sum_i \left[ p_i^{1+r+K} - p_i^{1+r-K} - q_i^{1+r+K} + q_i^{1+r-K} \right] - (1 + r + K)q_i^{r+K} + (1 + r + K)q_i^{1+r+K} + (1 + r - K)p_i^{r-K} - (1 + r - K)q_i^{1+r-K} \quad (80)
\]
The opposite of the gradient with respect to “$q$” is written after some calculations $\forall j$:

$$-rac{\partial B_{KLS}(q\|p)}{\partial q_j} = \left(\frac{p_j}{q_j} - 1\right) \left[\frac{(1 + r + K)(r + K)}{2K} q_j^{r+K} - \frac{(1 + r - K)(r - K)}{2K} q_j^{r-K}\right]$$

(81)

By setting: $a = 1 + r + K$ and $b = 1 + r - K$ we obtain a general divergence (108) which will be analyzed later on.

9.4 Dual Bregman divergence built on the 2-parameter entropy.

It is derived from the relation (80) by permuting "$p$" and "$q$",

$$B_{KLS}(q\|p) = \frac{1}{2K} \sum_i \left[q_i^{1+r+K} - q_i^{1+r-K} - p_i^{1+r+K} + p_i^{1+r-K}\right.$$  

$$\left.-(1 + r + K)q_i p_i^{r+K} + (1 + r + K)p_i^{1+r+K}\right.$$  

$$+ (1 + r - K)q_i p_i^{r-K} - (1 + r - K)p_i^{1+r-K}\right]$$

(82)

The opposite of the gradient with respect to “$q$” is written $\forall j$:

$$-rac{\partial B_{KLS}(q\|p)}{\partial q_j} = \left(\frac{1 + r + K}{2K}\right) (p_j^{r+K} - q_j^{r+K}) - \left(\frac{1 + r - K}{2K}\right) (p_j^{r-K} - q_j^{r-K})$$

(83)

10 Other definitions of entropy and deformed logarithm.

In this section, we consider other ways of defining entropy which allow us to retrieve the expressions of paragraphs 4 to 9 and to give a very general form of entropy which groups them together.

The expressions of entropy which will be mentioned in paragraph 11 do not enter in this context.

In the previous sections the form of the entropy used was defined by the relation:

$$S(p) = -\sum_i p_i \Lambda(p_i)$$

(84)

where $\Lambda(p_i)$ stands for a form of the Generalized Logarithm; the classical Logarithm corresponding to the Shannon entropy.

Another definition of the Shannon entropy proposed by Abe [1] is as follows:

$$S(p) = \left[\frac{d}{d\alpha} \sum_i p_i^\alpha\right]_{\alpha=1} = \left[\frac{d}{d\alpha} f(\alpha)\right]_{\alpha=1}$$

(85)
In this expression the derivative involved is the usual derivative. From (85), it is proposed to deform the classical derivative and to replace it by the Jackson “\( q \)” differential \([6]\) \([7]\) which is written, by changing the notation (\( q \leftrightarrow t \)):

\[
\frac{df(\alpha)}{d(\alpha : t)} = \frac{f(\alpha t) - f(\alpha)}{\alpha t - \alpha}
\]  

(86)

(One could almost say that the additive increase of the variable in the classical derivative has been replaced by a multiplicative increase of the variable.) With this definition, we get:

\[
S(p) = \left[ -\sum_i p_i^{\alpha t} - \sum_i p_i^t \right]_{\alpha = 1}
\]

(87)

Which corresponds to Tsallis’ entropy \([19]\), already mentioned in \([12]\):

\[
S_T(p) = -\sum_i p_i t^i - \sum_i p_i t^{-1} = -\sum_i p_i^t - \sum_i p_i^{-1}
\]

(88)

The corresponding deformed Logarithm would be written \([13]\):

\[
\text{Log}_T(x) = \frac{x^{t-1} - 1}{t-1}
\]

(89)

An alternative consists, still from \([5]\), in adopting another definition of the differential given by Mc Anally \([13]\) which is written:

\[
\frac{df(\alpha)}{d(\alpha : t)} = \frac{f(\alpha t) - f(\alpha t^{-1})}{\alpha t - \alpha t^{-1}}
\]

(90)

We thus have an invariance \( t \leftrightarrow t^{-1} \) and we obtain:

\[
S(p) = \left[ -\sum_i p_i^{\alpha t} - \sum_i p_i^t \right]_{\alpha = 1} = -\sum_i p_i^t - \sum_i p_i^{-1}
\]

(91)

We thus recover the entropy of Abe \([12]\); the corresponding deformed Logarithm is written \([13]\):

\[
\text{Log}_A(x) = \frac{x^{t-1} - x^{-t-1}}{t-1}
\]

(92)

Another form of generalized 2-parameter differential, initially used by Chakrabarti and Jagannathan \([4]\), is proposed by Borges and Roditi \([3]\); it consists in using the following definition:

\[
\frac{d_{ab} f(\alpha)}{d_{ab}(\alpha)} = \frac{f(\alpha \alpha) - f(\beta \alpha)}{\alpha \alpha - \beta \alpha}
\]

(93)

This form extends the definitions previously proposed, it leads, with the definition \([5]\) to the expression of the entropy:

\[
S_{ab}(p) = \left[ -\sum_i p_i^{\alpha \alpha} - \sum_i p_i^{\beta \alpha} \right]_{\alpha = 1} = -\sum_i p_i^\alpha - \sum_i p_i^\beta
\]

(94)
This very general form and the associated deformed logarithm, also mentioned by Wada and Scarfone [21], was founded on previous works of Sharma and Taneja [17] and Mittal [14]; it allows of course to recover the previous expressions of paragraphs 4 to 9. The domains of values of the parameters “a” and “b” indicated in [5] and [3] are the following:

\[ 0 \leq a \leq 1 \leq b \]  

(95)

or also:

\[ 0 \leq b \leq 1 \leq a \]  

(96)

The expression of the deformed Logarithm deduced from this form of the entropy is written:

\[ \log_{ab}(x) = x^{a-1} - x^{b-1} \]  

(97)

The deformed logarithm thus defined has the concavity properties of the classical logarithm in a domain of parameter values given by:

\[ 0 \leq a \leq 1 \leq b \leq 2 ; \quad 0 \leq b \leq 1 \leq a \leq 2 \]  

(98)

11 Divergences based on the general form of the entropy (94).

We develop in the following paragraphs the various forms of divergences based on the general entropy (94). The particular cases developed in sections 4 to 9 can be found by making the following adaptations.

- Shannon entropy: \( a \to 1 \) et \( b \to 1 \) taking into account (95) or (96)

- Tsallis entropy: \( a = t \), \( b = 1 \)

- Kaniadakis entropy: \( a = 1 + K \), \( b = 1 - K \)

- Abe entropy: \( a = z \), \( b = \frac{1}{z} \)

- “\( \gamma \)” entropy: \( a = 2\gamma + 1 \), \( b = 1 - \gamma \)

- 2 parameters (KLS) entropy: \( a = 1 + r + K \), \( b = 1 + r - K \)
11.1 Csiszár divergence based on the general entropy.

The strictly convex basis function deduced from the general form of entropy \((94)\) is written:

\[
f(x) = \frac{x^a - x^b}{a - b}
\]

This is not a standard function because \(f'(1) = 1\); the standard strictly convex function deduced from \(f(x)\) is written:

\[
f_c(x) = \frac{x^a - x^b}{a - b} - x + 1
\]

The Csiszár divergence based on this function is written:

\[
C_{ab}(p\|q) = \frac{1}{a-b} \left[ \sum_i p_i q_i^{1-a} - \sum_i p_i q_i^{1-b} \right] - \sum_i p_i + \sum_i q_i
\]

From this expression, using the inequalities \((95)\) or \((96)\), we recover the Kullback-Leibler divergence by making the passage to the limit \(a \to 1\) and \(b \to 1\).

The opposite of its gradient with respect to \(q\) is written as \(\forall j:\)

\[
- \frac{\partial C_{ab}(p\|q)}{\partial q_j} = \left[ \frac{a-1}{a-b} \left( \frac{p_j}{q_j} \right)^a + \frac{1-b}{a-b} \left( \frac{p_j}{q_j} \right)^b \right] - 1
\]

What can still be written:

\[
- \frac{\partial C_{ab}(p\|q)}{\partial q_j} = \left( \frac{p_j}{q_j} \right) \left[ \frac{a-1}{a-b} \left( \frac{p_j}{q_j} \right)^{a-1} + \frac{1-b}{a-b} \left( \frac{p_j}{q_j} \right)^{b-1} \right] - 1
\]

The decomposition of the opposite of the gradient allowing to obtain a multiplicative form of the inversion algorithm implies:

\[
\frac{a-1}{a-b} > 0 \; ; \; \frac{1-b}{a-b} > 0
\]

These inequalities are fulfilled if “\(a\)” and “\(b\)” belong to the domains of values given by \((95)\) or \((96)\).

11.2 Dual Csiszár divergence built on general entropy.

It is derived from the expression \((101)\) by swapping “\(p\)” and “\(q\)”; it is written:

\[
C_{ab}(q\|p) = \frac{1}{a-b} \left[ \sum_i q_i^a p_i^{1-a} - \sum_i q_i^b p_i^{1-b} \right] - \sum_i q_i + \sum_i p_i
\]

The opposite of its gradient with respect to “\(q\)” is written all calculations performed \(\forall j:\)

\[
- \frac{\partial C_{ab}(q\|p)}{\partial q_j} = \frac{1}{a-b} \left[ b \left( \frac{p_j}{q_j} \right)^{1-b} - a \left( \frac{p_j}{q_j} \right)^{1-a} \right] + 1
\]
or also:
\[
\frac{\partial C_{ab}(q\|p)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{b}{a-b} \left( \frac{p_j}{q_j} \right)^{-b} - \frac{a}{a-b} \left( \frac{p_j}{q_j} \right)^{-a} \right] + 1 \quad (107)
\]

Warning: the decomposition of the opposite of the gradient into a difference of 2 positive terms changes according to the sign of \(a - b\).

### 11.3 Bregman divergence based on the general entropy.

This divergence can be constructed either on the basis of the function \(f(x)\) or on the basis of \(f_c(x)\); the expression obtained is identical and can be written with all calculations performed:

\[
B_{ab}(p\|q) = \frac{1}{a-b} \sum_i \left[ p_i^a - p_i^b + (a-1)q_i^a - (b-1)q_i^b - ap_i q_i^{a-1} + bp_i q_i^{b-1} \right] \quad (108)
\]

The opposite of the gradient with respect to \(q\) is written, \(\forall j\), after factorization:

\[
- \frac{\partial B_{ab}(q\|p)}{\partial q_j} = \left( \frac{p_j}{q_j} - 1 \right) \left[ \frac{(a^2-a)}{a-b} q_j^{a-1} + \frac{(b^2-b)}{a-b} q_j^{b-1} \right] \quad (109)
\]

Considering the ranges of values of \(a\) and \(b\) defined in (95) or (96), we have:

\[
\frac{a^2-a}{a-b} > 0 \quad ; \quad \frac{b^2-b}{a-b} > 0
\]

This will allow a purely multiplicative form of the inversion algorithm to be written without ambiguity.

### 11.4 Dual Bregman divergence based on the general entropy.

It is derived from the expression (108) by swapping \(p\) and \(q\); it is written:

\[
B_{ab}(q\|p) = \frac{1}{a-b} \sum_i \left[ q_i^a - q_i^b + (a-1)p_i^a - (b-1)p_i^b - aq_i p_i^{a-1} + bp_i p_i^{b-1} \right] \quad (111)
\]

The opposite of the gradient with respect to \(q\) is written, \(\forall j\):

\[
- \frac{\partial B_{ab}(q\|p)}{\partial q_j} = \frac{1}{a-b} \left[ a (p_j^{a-1} - q_j^{a-1}) - b (p_j^{b-1} - q_j^{b-1}) \right] \quad (112)
\]

Which can also be written:

\[
- \frac{\partial B_{ab}(q\|p)}{\partial q_j} = \frac{1}{a-b} \left[ (ap_j^{a-1} + bp_j^{b-1}) - (aq_j^{a-1} + bp_j^{b-1}) \right] \quad (113)
\]

Warning: the decomposition of the opposite of the gradient into a difference of 2 positive terms changes according to the sign of \(a - b\).
12 Some other expressions of the deformed logarithm.

There are some other expressions of the deformed logarithm founded in the literature that do not agree with the general form described in the previous sections. They are cited by Trivellato [18] and are considered here.

12.1 Newton’s deformed logarithm [16].

It is given by the expression:

$$L_N(x) = \frac{1}{2} (x - 1 + \log x) \quad (114)$$

According to the relation (4) we obtain for the corresponding entropy, the specific expression:

$$S_N(p) = -\sum_i p_i L_N(p_i) = -\sum_i \frac{1}{2} \left[ p_i^2 - p_i + p_i \log p_i \right] \quad (115)$$

The basic strictly convex function is written accordingly:

$$f(x) = \frac{1}{2} (x^2 - x + x \log x) \quad (116)$$

It is not a standard function, indeed \( f'(1) = 1 \).

The standard strictly convex function that we deduce from this is written:

$$f_c(x) = \frac{1}{2} (x^2 - 3x + 2 + x \log x) \quad (117)$$

12.1.1 Csiszár divergence corresponding to Newton’s entropy.

The Csiszár divergence based on the previous \( f_c(x) \) function is written:

$$C_N(p\|q) = \frac{1}{2} \sum_i \left[ p_i^2 q_i^{-1} - 3 p_i + 2 q_i + p_i \log \left( \frac{p_i}{q_i} \right) \right] \quad (118)$$

The opposite of the gradient with respect to “\( q \)” is written \( \forall j \):

$$-\frac{\partial C_N(p\|q)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{1}{2} \frac{p_j}{q_j} + \frac{1}{2} \right] - 1 \quad (119)$$

It is obviously equal to “0” if \( p_j = q_j \) \( \forall j \).

12.1.2 Dual Csiszár divergence corresponding to the Newton entropy.

It is derived from the expression (118) by swapping “\( p \)” and “\( q \)” ; it is written:

$$C_N(q\|p) = \frac{1}{2} \sum_i \left[ q_i^2 p_i^{-1} - 3 q_i + 2 p_i + q_i \log \left( \frac{q_i}{p_i} \right) \right] \quad (120)$$
The opposite of the gradient with respect to “$q$” is written $\forall j$:

$$-\frac{\partial C_N(q\|p)}{\partial q_j} = \frac{1}{2} \log \frac{p_j}{q_j} + 1 - \frac{q_j}{p_j}$$  \hspace{1cm} (121)$$

It is of course equal to “0” if $p_j = q_j \ \forall j$.

### 12.1.3 Bregman divergence corresponding to Newton’s entropy.

The Bregman divergence can be obtained from the strictly convex function $f(x)$ or from the standard strictly convex function $f_c(x)$; we obtain:

$$B_N(p\|q) = \frac{1}{2} \sum_i [p_i^2 - p_i + p_i \log p_i + q_i^2 + q_i - 2p_iq_i - p_i \log q_i]$$  \hspace{1cm} (122)$$

The opposite of the gradient with respect to “$q$” is written $\forall j$:

$$-\frac{\partial B_N(p\|q)}{\partial q_j} = (\frac{p_j}{q_j} - 1) \left( \frac{1}{2} + q_j \right)$$  \hspace{1cm} (123)$$

### 12.1.4 Dual Bregman divergence corresponding to Newton’s entropy.

It is deduced from the relation (122) by swapping “$p$” and “$q$”; it is written:

$$B_N(q\|p) = \frac{1}{2} \sum_i [q_i^2 - q_i + q_i \log q_i + p_i^2 + p_i - 2q_ip_i - q_i \log p_i]$$  \hspace{1cm} (124)$$

The opposite of the gradient with respect to “$q$” is written $\forall j$:

$$-\frac{\partial B_N(q\|p)}{\partial q_j} = q_j \left( \frac{p_j}{q_j} - 1 \right) + \frac{1}{2} \log \frac{p_j}{q_j}$$  \hspace{1cm} (125)$$

This can also be written as:

$$-\frac{\partial B_N(q\|p)}{\partial q_j} = \left( p_j + \frac{1}{2} \log p_j \right) - \left( q_j + \frac{1}{2} \log q_j \right)$$  \hspace{1cm} (126)$$

### 12.2 Another expression for the deformed logarithm [9].

It is written as:

$$Log_\alpha(x) = \frac{1 - x^{-\alpha}}{\alpha x^{-\alpha} + x^{-\alpha}}$$  \hspace{1cm} (127)$$

It is defined and concave for $-0.5 \leq \alpha \leq 0.5$; it is invariant in the transformation $\alpha \leftrightarrow -\alpha$; the classical logarithm is obtained for $\alpha \to 0$.

By relying on the relation (4) we obtain for the corresponding entropy, the specific expression:

$$S_\alpha(p) = -\sum_i p_i Log_\alpha(p_i) = -\frac{1}{\alpha} \sum_i p_i^{\alpha+1} - p_i^{-\alpha+1}$$  \hspace{1cm} (128)$$
The corresponding basis function, strictly convex for \(-0.5 \leq \alpha \leq 0.5\), is written:

\[
f(x) = \frac{1}{\alpha} \frac{x^{\alpha+1} - x^{-\alpha+1}}{x^{\alpha} + x^{-\alpha}}
\] (129)

This is not a standard convex function, because, if \(f(1) = 0\), we have \(f'(1) = 1\). The associated strictly convex standard function is therefore written as:

\[
f_c(x) = \frac{1}{\alpha} \frac{x^{\alpha+1} - x^{-\alpha+1}}{x^{\alpha} + x^{-\alpha}} - x + 1
\] (130)

12.2.1 Related Csiszár divergence.

The Csiszár divergence derived from the previous \(f_c(x)\) function is written:

\[
C_\alpha(p||q) = \frac{1}{\alpha} \sum_i p_i^{1+\alpha} q_i^{-\alpha} - p_i^{1-\alpha} q_i^{-\alpha} - \sum_i p_i + \sum_i q_i
\] (131)

The calculation of the opposite of the gradient with respect to “\(q\)” leads, after some simple but tedious calculations, to the following expression \(\forall j\):

\[
- \frac{\partial C_\alpha(p||q)}{\partial q_j} = \frac{p_j}{q_j} \left[ \frac{4}{(p_j^{\alpha} q_j^{-\alpha} + p_j^{-\alpha} q_j^{\alpha})^2} \right] - 1
\] (132)

As one can expect, this gradient is zero if \(p_j = q_j\) \(\forall j\), moreover the case corresponding to the divergence of Kullback-Leibler is found for \(\alpha = 0\).

12.2.2 Related dual Csiszár divergence.

It is deduced from the expression (131) and is expressed as:

\[
C_\alpha(q||p) = \frac{1}{\alpha} \sum_i q_i^{1+\alpha} p_i^{-\alpha} - q_i^{1-\alpha} p_i^{-\alpha} - \sum_i q_i + \sum_i p_i
\] (133)

The opposite of the gradient is written \(\forall j\), after some calculations:

\[
- \frac{\partial C_\alpha(q||p)}{\partial q_j} = \frac{1}{\alpha} \left( \frac{p_j^{2\alpha} - q_j^{2\alpha}}{p_j^{2\alpha} + q_j^{2\alpha}} \right) + \left( \frac{p_j^{2\alpha} - q_j^{2\alpha}}{p_j^{2\alpha} + q_j^{2\alpha}} \right)^2
\] (134)

12.2.3 Related Bregman and dual Bregman divergences.

These divergences, which are very heavy to handle, are (perhaps) only of limited interest and will not be developed in this work.
13 Scale invariant divergences.

In this section, we develop the divergences invariant by change of scale on “q”. This is because divergences with this property allow a known sum constraint on the corresponding variables to be taken into account in a simple way during the minimisation process.

We will develop the calculations in the case of the general divergences (101) for the Csiszár divergences and (108) for the Bregman divergences.

The specific divergences corresponding to the various entropies will be seen as special cases.

However, divergences based on Tsallis entropy represent a very particular case which will be detailed at each step, indeed, for these divergences it is possible to derive a nominal invariance factor whose influence will be examined.

We first recall some useful properties of the invariance factors which have been extensively discussed in the references [11], [12].

13.1 Some recalls on invariance factors and their properties.

1 - For a divergence $D(p\|q)$, the nominal invariance factor $K_0(p, q)$ specific to the divergence considered is obtained as a solution to the equation:

$$\sum_i \frac{\partial D(p_i\|Kq_i)}{\partial K} = 0$$

if an explicit solution exists.

2 - The general properties of the invariance factors are as follows:

* the invariance factor $K(p, q)$ is a positive scalar.
* The components of the vector $K(p, q).q$ are invariant if “q” is multiplied by a constant positive factor.
* All the factors $K(p, q)$ having the above properties make any divergence invariant; they are solutions of the differential equation:

$$K(p, q) + \sum_j q_j \frac{\partial K(p, q)}{\partial q_j} = 0$$

The nominal invariance factors are of course solutions of the above differential equation.

* The general expression for the invariance factors is written as:

$$K(p, q) = \left( \frac{\sum_i p_i^\alpha q_i^\beta}{\sum_i p_i^\gamma q_i^\delta} \right)^\mu$$

With:

$$\alpha + \beta = \gamma + \delta$$
This reflects the fact that \( K(p, q) \) is a positive scalar, and:

\[
\mu(\gamma - \beta) = 1
\]

(139)

This reflects the fact that the vector \( K(p, q)q \) is invariant with respect to \( q \).

3 - Whether the invariance factor is the nominal invariance factor or not, we have the following fundamental property:

\[
\sum_j q_j \frac{\partial D(p\|K(p, q)q)}{\partial q_j}
\]

(140)

### 13.2 Invariant Csiszár divergences.

We recall that the basic divergence has been written (101):

\[
C_{ab}(p\|q) = \frac{1}{a - b} \left[ \sum_i p_i^a q_i^{1-a} - \sum_i p_i^b q_i^{1-b} \right] - \sum_i p_i + \sum_i q_i
\]

(141)

By introducing the invariance factor into this expression, it follows:

\[
C_{ab}(p\|Kq) = \frac{1}{a - b} \left[ \sum_i K^{1-a} p_i^a q_i^{1-a} - \sum_i K^{1-b} p_i^b q_i^{1-b} \right] - \sum_i p_i + \sum_i Kq_i
\]

(142)

The nominal invariance factor “\( K_0 \)” is obtained as the solution (if it exists) of the equation:

\[
\frac{\partial C_{ab}(p\|Kq)}{\partial K} = 0
\]

(143)

This equation is expressed in the present case as follows:

\[
\frac{1}{a - b} K^{-a} \sum_i p_i^a q_i^{1-a} - \frac{1}{a - b} K^{-b} \sum_i p_i^b q_i^{1-b} + \sum_i q_i = 0
\]

(144)

In all generality, there is no explicit solution in “\( K \)” except in two particular cases:

*1-/ Case of the divergence based on the Tsallis entropy.
We then have \( a = t \) and \( b = 1 \), which leads to the explicit expression of the nominal invariance factor:

\[
K_0 = \left( \frac{\sum_i p_i^t q_i^{1-t}}{\sum_i q_i} \right)^\frac{1}{t}
\]

(145)

*2-/ Case of the divergence founded on the Shannon entropy (Kullback-Leibler divergence) which is obtained for example from (145) by simply making \( t = 1 \), which leads to:

\[
K = \frac{\sum_i p_i}{\sum_i q_i}
\]

(146)
Consequently, for all the divergences considered, the expression (146) (nominal invariance factor for the Kullback-Leibler divergence) will be used as the invariance factor and will serve as a reference. In the case of the divergence based on the Tsallis entropy, we will also develop the invariant divergence using the nominal factor (145).

13.2.1 Csiszár invariant divergences - General case.

Using the invariance factor (146), the divergence (142) is written, all calculations done, with the notations: \( \bar{p}_i = \frac{p_i}{\sum_j p_j} \) and \( \bar{q}_i = \frac{q_i}{\sum_j q_j} \):

\[
CI_{ab}(p\|q) = \sum_j p_j \left[ \sum_i \bar{p}_i^{a-1} - \sum_i \bar{p}_i^{a-1} \right] (147)
\]

The opposite of its gradient with respect to “\( q \)” is written \( \forall j \), after some calculations:

\[
-\frac{\partial CI_{ab}(p\|q)}{\partial q_j} = \frac{\sum_j p_j}{\sum_j q_j} \left[ \frac{a-1}{a-b} \left( \frac{p_j}{q_j} \right)^a + \frac{1-b}{a-b} \left( \frac{p_j}{q_j} \right)^b \right] - \frac{a-1}{a-b} \sum_i \bar{q}_i \left( \frac{p_i}{q_i} \right)^a - \frac{1-b}{a-b} \sum_i \bar{q}_i \left( \frac{p_i}{q_i} \right)^b \] (148)

From this general form, the expressions corresponding to the entropic divergences given in sections 4 to 9 are easily deduced by making the following adaptations:

- Shannon entropy: \( a \to 1 \) and \( b \to 1 \) taking into account (95) or (96)
- Tsallis entropy: \( a = t, \ b = 1 \)
- Kaniadakis entropy: \( a = 1 + K, \ b = 1 - K \)
- Abe entropy: \( a = z, \ b = \frac{1}{z} \)
- “\( \gamma \)” entropy: \( a = 2\gamma + 1, \ b = 1 - \gamma \)
- 2 paramètres (KLS) entropy: \( a = 1 + r + K, \ b = 1 + r - K \)
13.2.2 Special case: Csiszár/Tsallis invariant divergence.

For this divergence, the nominal invariance factor is explicitly computable; its expression is given by (145).

The invariant divergence obtained using this specific invariance factor is written:

$$CI_{K_0}^{T_0}(p||q) = \frac{t}{1-t} \left[ \sum_i p_i - \left( \sum_i p_i^t q_i^{1-t} \right) \frac{1}{\sum_i q_i} \right]$$

(149)

Or, more simply:

$$CI_{K_0}^{T_0}(p||q) = \frac{t}{1-t} \left[ \sum_i p_i - K_0 \sum_i q_i \right]$$

(150)

The opposite of the gradient with respect to “q” is written for all $j$:

$$-\frac{\partial CI_{K_0}^{T_0}(p||q)}{\partial q_j} = \left( \sum_i p_i^t q_i^{1-t} \right)^{\frac{1}{t}} p_j^t q_j - \left( \sum_i p_i^t q_i^{1-t} \right)^{\frac{1}{t}}$$

(151)

By introducing the normalized variables $\overline{p}_j = \frac{p_j}{\sum_i p_i}$ and $\overline{q}_j = \frac{q_j}{\sum_i q_i}$, we can also write:

$$-\frac{\partial CI_{K_0}^{T_0}(p||q)}{\partial q_j} = \sum_j \overline{p}_j \left[ \left( \sum_i \overline{p}_i^{t-1} \right)^{\frac{1}{t-1}} \overline{p}_j^{t-1} \overline{q}_j^t - \left( \sum_i \overline{p}_i^{t-1} \right)^{\frac{1}{t-1}} \right]$$

(152)

13.3 Dual invariant Csiszár divergences.

This divergence is derived from the divergence (105)

$$C_{ab}(q||p) = \frac{1}{a-b} \left[ \sum_i q_i^a p_i^{1-a} - \sum_i q_i^b p_i^{1-b} \right] - \sum_i q_i + \sum_i p_i$$

(153)

By introducing the invariance factor “K”, it follows:

$$C_{ab}(Kq||p) = \frac{1}{a-b} \left[ K^a \sum_i q_i^a p_i^{1-a} - K^b \sum_i q_i^b p_i^{1-b} \right] - K \sum_i q_i + \sum_i p_i$$

(154)

The nominal invariance factor is the solution (if it exists) of the equation:

$$\frac{\partial C_{ab}(Kq||p)}{\partial K} = 0$$

(155)

The expression of this partial derivative is written:

$$\frac{\partial C_{ab}(Kq||p)}{\partial K} = \frac{1}{a-b} \left[ a K^{a-1} \sum_i q_i^a p_i^{1-a} - b K^{b-1} \sum_i q_i^b p_i^{1-b} \right] - \sum_i q_i$$

(156)
With this expression, the equation (155) has no general explicit solution in “$K$”. However, in the particular case of the Tsallis entropy which corresponds to $a = t$ and $b = 1$, an explicit solution can be obtained; one then obtain the nominal invariance factor:

$$K_0 = \left( \frac{\sum_j q_j}{\sum_j q_j^t p_j^1} \right)^{\frac{1}{t-1}} \quad (157)$$

The nominal invariance factor corresponding to the dual Kullback-Leibler divergence (10) can be deduced from this expression by making the passage to the limit $t \to 1$. This leads to the expression which is difficult to exploit:

$$\log K_0 = \frac{\sum_i q_i \log \frac{p_i}{q_i}}{\sum_i q_i} \quad (158)$$

Consequently, the general case will be developed using the invariance factor:

$$K = \frac{\sum_j p_j}{\sum_j q_j} \quad (159)$$

which is the nominal invariance factor for the Kullback-Leibler divergence and we will treat the special case of the Tsallis entropy using its nominal invariance factor given by (157).

### 13.3.1 Dual invariant Csiszár divergences - General case.

Starting from (154), and introducing the invariance factor (159), this divergence is written, with the reduced variables $\tilde{q}_i = \frac{q_i}{\sum_j q_j}$ and $\tilde{p}_i = \frac{p_i}{\sum_j p_j}$:

$$CI_{ab}(q||p) = \frac{\sum_j p_j}{a-b} \left( \sum_i \tilde{q}_i \tilde{p}_i^{1-a} - \sum_i \tilde{q}_i \tilde{p}_i^{1-b} \right) \quad (160)$$

The opposite of the gradient with respect to “$q$” is written $\forall j$, all calculations done:

$$-\frac{\partial CI_{ab}(q||p)}{\partial q_j} = \frac{1}{a-b} \sum_j p_j \left[ a \sum_i \tilde{q}_i \left( \frac{\tilde{p}_i}{\tilde{q}_i} \right)^{1-a} - a \left( \frac{\tilde{p}_j}{\tilde{q}_j} \right)^{1-a} \right. \\
+ b \sum_i \tilde{q}_i \left( \frac{\tilde{p}_i}{\tilde{q}_i} \right)^{1-b} - b \left( \frac{\tilde{p}_j}{\tilde{q}_j} \right)^{1-b} \quad (161)$$

### 13.3.2 Special case: dual invariant Csiszár/Tsallis divergence.

In this case, we use the nominal invariance factor given by (157); from (161), we obtain with $a = t$ and $b = 1$:

$$CI^{K_0}_{T}(q||p) = \sum_i p_i - \left( \frac{\sum_j q_j}{\sum_j q_j^t p_j^1} \right)^{\frac{1}{t-1}} \sum_i q_i \quad (162)$$
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The opposite of its gradient with respect to “q” is written ∀j:
\[- \frac{\partial C_1^{K_0}(q\|p)}{\partial q_j} = \frac{t}{1-t} \left[ \left( \frac{\sum_j q_j}{\sum_j q_j^t p_j^{1-t}} \right)^{1-t} \left( \frac{p_j}{q_j} \right)^{1-t} - \left( \frac{\sum_j q_j}{\sum_j q_j^t p_j^{1-t}} \right) \right] \] (163)

13.4 Invariant Bregman divergences.

We recall that the Bregman divergence based on the general form of entropy has been written (108):
\[ B_{ab}(p\|q) = \frac{1}{a-b} \sum_i [p_i^a - p_i^b + (a-1)q_i^a - (b-1)q_i^b] \]
\[- ap_i q_i^{a-1} + bp_i q_i^{b-1} \] (164)

By introducing the invariance factor “K”, it follows:
\[ B_{ab}(p\|Kq) = \frac{1}{a-b} \sum_i [p_i^a - p_i^b + (a-1)K^a q_i^a - (b-1)K^b q_i^b] \]
\[- aK^a-1 p_i q_i^{a-1} + bK^b-1 p_i q_i^{b-1} \] (165)

The nominal invariance factor is obtained as the solution (if it exists) of the equation:
\[ \frac{\partial B_{ab}(p\|Kq)}{\partial K} = 0 \] (166)

With:
\[ \frac{\partial B_{ab}(p\|Kq)}{\partial K} = \frac{1}{a-b} \left[ a(a-1)K^{a-1} \sum_i q_i^a - b(b-1)K^{b-1} \sum_i q_i^b \right] \]
\[- a(a-1)K^{a-2} \sum_i p_i q_i^{a-1} + b(b-1)K^{b-2} \sum_i p_i q_i^{b-1} \] (167)

With this expression, the equation (166) has no explicit solution in all generality. However, in the specific case related to the Tsallis entropy which corresponds to a = t and b = 1 an explicit solution exists and the nominal invariance factor is written:
\[ K_0 = \frac{\sum_i p_i q_i^{t-1}}{\sum_i q_i^t} \] (168)

For t = 1, we obtain obviously:
\[ K = \frac{\sum_i p_i}{\sum_i q_i} \] (169)
This is the nominal invariance factor for the Kullback-Leibler divergence based on Shannon entropy. Consequently, for all the divergences considered, we will use this expression as invariance factor; it will serve as our reference. In the case of the divergence based on Tsallis entropy, we will also develop the invariant divergence using the nominal factor (168).

13.4.1 Bregman invariant divergences - General case.

By introducing the invariance factor (169) into the Bregman divergence (165) based on the general entropy, we obtain all calculations done:

\[
BI_{ab}(p \parallel q) = \sum_i p_i^a + (a - 1) \sum_i p_i^a - a \sum_i p_i q_i^{a-1} - b \sum_i q_i^{b-1} - a \sum_i p_i q_i^b - b \sum_i p_i q_i^{b-1}
\]

The opposite of its gradient with respect to “\( q \)” is written \( \forall j: \)

\[
-\frac{\partial BI_{ab}(p \parallel q)}{\partial q_j} = \frac{a(a-1)}{a-b} \left( \sum_i p_i \right)^a \left[ p_j q_j^{a-2} - \sum_i p_i q_i^{a-1} - q_j^{a-1} + \sum_i q_i \right] - \frac{b(b-1)}{a-b} \left( \sum_i p_i \right)^b \left[ p_j q_j^{b-2} - \sum_i p_i q_i^{b-1} - q_j^{b-1} + \sum_i q_i \right]
\]

As in the case of the Csiszár divergences, the expressions corresponding to the various entropic divergences given in the previous sections are easily deduced from this general form by making the following adaptations:

- Shannon entropy: \( a \to 1 \) and \( b \to 1 \) taking into account (95) or (96)
- Tsallis entropy: \( a = t, \ b = 1 \)
- Kaniadakis entropy: \( a = 1 + K, \ b = 1 - K \)
- Abe entropy: \( a = z, \ b = \frac{1}{z} \)
- “\( \gamma \)” entropy: \( a = 2 \gamma + 1, \ b = 1 - \gamma \)
- 2 parameters (KLS) entropy: \( a = 1 + r + K, \ b = 1 + r - K \)
13.4.2 Special case - Bregman/Tsallis invariant divergence.

In this case, the nominal invariance factor can be calculated explicitly; its expression is given by (168); introducing this factor in (165), the corresponding invariant divergence is expressed as:

\[ BI_{K_0}^T(p\|q) = \frac{1}{1-t} \left[ \left( \sum_i p_i q_i^{t-1} \right)^t \left( \sum_i q_i^t \right)^{1-t} - \sum_i p_i^t \right] \] (172)

The opposite of its gradient with respect to “q” is given ∀j by:

\[ -\frac{\partial BI_{K_0}^T(p\|q)}{\partial q_j} = t \left[ \left( \sum_i p_i q_i^{t-1} \right)^{t-1} p_j q_j^{t-2} - \left( \sum_i p_i q_i^{t-1} \right) q_j^{t-1} \right] \] (173)

Or, in a simplified form:

\[ -\frac{\partial BI_{K_0}^T(p\|q)}{\partial q_j} = t \left[ K_0^{t-1} q_j^{t-2} - K_0^{t-1} q_j^{t-1} \right] \] (174)

Or also:

\[ -\frac{\partial BI_{K_0}^T(p\|q)}{\partial q_j} = t \left[ K_0^{t-1} q_j^{t-1} \left( p_j - K_0 \right) \right] \] (175)

13.5 Dual Bregman divergences - invariant form.

We will use the form of this divergence written in (111):

\[ B_{ab}(q\|p) = \frac{1}{a-b} \sum_i \left[ q_i^a - q_i^b + (a-1)p_i^a - (b-1)p_i^b \right. \]

\[ -aq_i p_i^{a-1} + bq_i p_i^{b-1} \] (176)

By introducing the invariance factor “K”, it follows:

\[ B_{ab}(Kq\|p) = \frac{1}{a-b} \sum_i \left[ K^a q_i^a - K^b q_i^b + (a-1)p_i^a - (b-1)p_i^b \right. \]

\[ -aK q_i p_i^{a-1} + bK q_i p_i^{b-1} \] (177)

The nominal invariance factor is obtained as the solution (if it exists) of the equation:

\[ \frac{\partial B_{ab}(Kq\|p)}{\partial K} = 0 \] (178)

With:

\[ \frac{\partial B_{ab}(Kq\|p)}{\partial K} = \frac{1}{a-b} \left[ aK^{a-1} \sum_i q_i^a - bK^{b-1} \sum_i q_i^b \right. \]

\[ -a \sum_i q_i p_i^{a-1} + b \sum_i q_i p_i^{b-1} \] (179)
With this expression, the equation (178) has no explicit solution in all generality. However, in the specific case related to the Tsallis entropy which corresponds to $a = t$ and $b = 1$ an explicit solution exists and the nominal invariance factor is written:

$$K_0 = \left( \frac{\sum_i q_i^t}{\sum_i q_i} \right)^{\frac{1}{t-1}}$$  \hspace{1cm} (180)

Consequently, for all the divergences considered, we will use as an invariance factor the expression:

$$K = \frac{\sum_i p_i}{\sum_i q_i}$$  \hspace{1cm} (181)

This is the nominal invariance factor for the Kullback-Leibler divergence based on Shannon entropy; it will serve as our reference.

In the case of the divergence based on Tsallis entropy, we will also develop the invariant divergence using the nominal factor (180).

13.5.1 Dual invariant Bregman divergences - General case.

By introducing the invariance factor (181) into the Bregman divergence (177) based on the general entropy, we obtain all calculations done:

$$BI_{ab}(q\|p) = \left( \frac{\sum_j p_j}{a - b} \right)^a \left[ \sum_i q_i^a + (a - 1) \sum_i p_i^b - a \sum_i q_i p_i^{(a-1)} \right] - \left( \frac{\sum_j p_j}{a - b} \right)^b \left[ \sum_i q_i^b + (b - 1) \sum_i p_i^a - b \sum_i q_i p_i^{(b-1)} \right]$$  \hspace{1cm} (182)

The opposite of its gradient with respect to “$q$” is written $\forall j$, after some calculations:

$$-\frac{\partial BI_{ab}(q\|p)}{\partial q_j} = b \left( \frac{\sum_j p_j}{a - b} \right)^b \left( \sum_i q_i^{(b-1)} - \sum_i q_i p_i^{(b-1)} + \sum_i q_i p_i^{(b-1)} \right)$$

$$- a \left( \frac{\sum_j p_j}{a - b} \right)^a \left( \sum_i q_i^{(a-1)} - \sum_i q_i p_i^{(a-1)} + \sum_i q_i p_i^{(a-1)} \right)$$  \hspace{1cm} (183)

The expressions corresponding to the different entropies are obtained, as indicated in the previous sections, by affecting to “$a$” and “$b$”, the values of the parameters specific to each case.

13.5.2 Special case of the dual invariant Bregman/Tsallis divergence.

In this case, the nominal invariance factor is computed explicitly; it is given by the relation (180).
By introducing it in the expression (177), we obtain the invariant divergence:

\[
BI^*_K(q||p) = \sum_i p_i^t - \left( \sum_i q_i \frac{q_i}{p_i^{t-1}} \right) \frac{1}{t} \sum_i q_i^t
\]  

(184)

Which can be written more simply:

\[
BI^*_K(q||p) = \sum_i p_i^t - K_0^t \sum_i q_i^t
\]  

(185)

The opposite of the gradient with respect to "\(q\)" is written \(\forall j:\)

\[
- \frac{\partial BI^*_K(q||p)}{\partial q_j} = t_{t-1} \left[ \left( \sum_i q_i^t \right) \frac{1}{t} p_j^{t-1} - \left( \sum_i q_i \frac{q_i}{p_i^{t-1}} \right) \frac{1}{t} q_j^{t-1} \right]
\]  

(186)

Or else, in another form:

\[
- \frac{\partial BI^*_K(q||p)}{\partial q_j} = t_{t-1} K_0^t \left[ p_j^{t-1} - K_0^{t-1} q_j^{t-1} \right]
\]  

(187)

### 14 Algorithmic aspect

#### 14.1 General informations on the method used to build the algorithms.

We recall that in the case we are concerned with, we have \(p = y\) and \(q = Hx\).

Then, for a divergence \(D(p||q)\) or \(D(q||p)\), we have:

\[
- \frac{\partial D}{\partial x} = -H^T \frac{\partial D}{\partial q}
\]  

(188)

This justifies the fact that throughout this work, the expressions (of the opposite) of the gradients with respect to \(q\) have been given.

The algorithms proposed here are based on the SGM method or its variants explained in detail in [11] and [12].

If the divergence considered is of classical non-invariant form, the proposed algorithms take into account the non-negativity constraint of the solution. On the other hand, if one wants also to take into account a constraint of sum on the components of the solution, the invariant divergences must be used.

In all cases, the general form of the algorithms remains the same.

The basic iterative algorithm is written in general form:

\[
x_{t+1}^k = x_t^k + \alpha_k x_t^k \left(-\frac{\partial D}{\partial x}\right)_t^k
\]  

(189)

The divergence \(D\) being strictly convex with respect to "\(x\)”, \((-\frac{\partial D}{\partial x})\) is a direction of descent.
The opposite of the gradient can always be written as:

$$\left(- \frac{\partial D}{\partial x}\right)_l^k = U_l^k - V_l^k ; \quad U_l^k > 0 ; \quad V_l^k > 0$$  \hspace{1cm} (190)

Then:

$$x_{l+1}^k = x_l^k + \alpha_l^k x_l^k \left( U_l^k - V_l^k \right)$$  \hspace{1cm} (191)

And with preconditioning by $\frac{1}{V_l^k} > 0$:

$$x_{l+1}^k = x_l^k + \alpha_l^k x_l^k \left( \frac{U_l^k}{V_l^k} - 1 \right)$$  \hspace{1cm} (192)

Given $V_l^k > 0$, the modified negative gradient $\frac{U_l^k}{V_l^k} - 1$ remains a descent direction.

**Comment on the notations:** in this writing, $\frac{U_l^k}{V_l^k}$ is a vector obtained by taking the component-to-component ratio of the vectors $U_l^k$ and $V_l^k$, and “1” is the unit vector.

Regarding the descent stepsize, for each of these two algorithms, we adopt the following procedure:

* 1 - At a given iteration, we compute the maximum stepsize $(\alpha_l^k)_{\text{Max}}$ that ensures the non-negativity of the set of components of $x_{l+1}^k$.

* 2 - The descent stepsize $\alpha_l^k$ (valid for all the components), which ensures the convergence of the algorithm is then computed by a one-dimensional search method of Armijo type (for example), in the interval $[0, (\alpha_l^k)_{\text{Max}}]$. This procedure is described in detail in [11] and [12].

We can write in a general way, with a descent step independent of the component:

$$x_{l+1}^k = x_l^k + \alpha_l^k x_l^k \left( U_l^k - V_l^k \right)$$  \hspace{1cm} (193)

**Comment on the notations:** in this expression, the operation $x_l^k \left( U_l^k - V_l^k \right)$ represents the component-to-component product of the vectors $x_l^k$ and $\left( U_l^k - V_l^k \right)$ (Hadamard product).

With a modified (preconditioned) gradient, we have:

$$x_{l+1}^k = x_l^k + \alpha_l^k x_l^k \left( \frac{U_l^k}{V_l^k} - 1 \right)$$  \hspace{1cm} (194)

In the latter case, if we use a descent step $\alpha_l^k = 1$, $\forall k$, we obtain a purely multiplicative algorithm which is written

$$x_{l+1}^k = x_l^k \left( \frac{U_l^k}{V_l^k} \right)$$  \hspace{1cm} (195)

Of course, in all generality, nothing proves the convergence of purely multiplicative algorithms, each divergence implies a particular analysis.
Note: The comments concerning the notations are valid for all the algorithms proposed in the following sections, more precisely, operations between vectors (products or ratios), are componentwise operations; the result is always a vector.

Remarks:
* 1 - For non-invariant divergences, the algorithms (193), (194) and (195) only ensure the non-negativity of the solution.
* 2 - If one requires in addition that the sum constraint is fulfilled, the invariant divergences take all their significance, indeed, an algorithm of type (193) makes it possible to ensure the property:

\[
\sum_{l} x^{k+1}_l = \sum_{l} x^{k}_l
\]  

Starting from an initial estimate \(x^0\) such that \(\sum_{l} x^{0}_l = C\), all the successive estimates will have the same sum.
On the other hand, the use of a preconditionned algorithm (194) or of a purely multiplicative algorithm of the type (195) (as long as its convergence is ensured), does not automatically ensure the sum constraint; an additional step is necessary:
At each iteration, the operation is performed in 2 steps:
* - First, a temporary estimate is calculated:

\[
\tilde{x}^{k+1} = x^{k} \left( \frac{U^k}{V^k} \right)
\]  

* - Then in a normalisation step, we compute:

\[
x^{k+1} = \frac{\tilde{x}^{k+1}}{\sum_{l} \tilde{x}^{k+1}_l} C
\]  

Considering the properties of invariant divergences, this last operation does not modify the value of the divergence concerned.

14.2 Algorithms based on general entropy.

We describe in this section the algorithms based on the forms of divergences related to the general expression of the entropy.
We recall that the domains of values of the parameters “\(a\)" and “\(b\)" appearing in these divergences are given by (199), (200):

\[
0 \leq a \leq 1 \leq b
\]  

or else:

\[
0 \leq b \leq 1 \leq a
\]
Algorithms corresponding to dual divergences based on general entropy, whether invariant or non-invariant, will not be detailed here, but this does not present any particular difficulty apart from the specific problems already mentioned.

14.2.1 Csiszár divergence based on the general entropy.

The expression of this divergence is given by (101); considering the expression of the opposite of the gradient given in (102), the algorithm (193) is written here:

\[
x^{k+1} = x^k + \alpha^k x^k H^T \left\{ \left[ \frac{a - 1}{a - b} \left( \frac{p}{q^k} \right)^a + \frac{1 - b}{a - b} \left( \frac{p}{q^k} \right)^b \right] \right\} - \frac{1}{B^k} \tag{201}
\]

The corresponding multiplicative form is immediately derived by (195) using the expressions:

\[U^k = H^T A^k; \quad V^k = H^T B^k \tag{202}\]

14.2.2 Bregman divergence based on the general entropy.

The expression of this divergence is given by (108); considering the expression of the opposite of the gradient given in (109), the algorithm (193) is written here:

\[
x^{k+1} = x^k + \alpha^k x^k H^T \left\{ \left[ \frac{a^2 - a}{a - b} \left( q^k \right)^{a-1} + \frac{(b - b^2)}{a - b} \left( q^k \right)^{b-1} \right] \right\} \tag{203}
\]

The corresponding multiplicative form is immediately obtained by (195), with:

\[U^k = H^T \left\{ \left[ \frac{p}{q^k} \right] \left[ \frac{(a^2 - a)}{a - b} \left( q^k \right)^{a-1} + \frac{(b - b^2)}{a - b} \left( q^k \right)^{b-1} \right] \right\} \tag{204}\]

and

\[V^k = H^T \left[ \frac{(a^2 - a)}{a - b} \left( q^k \right)^{a-1} + \frac{(b - b^2)}{a - b} \left( q^k \right)^{b-1} \right] \tag{205}\]

14.2.3 Csiszár invariant divergence based on the general entropy.

The expression of this divergence is given by (147), and the opposite of its gradient is given by (148); the algorithm (193) is written here:

\[
x^{k+1} = x^k + \alpha^k x^k H^T \sum_j \frac{p_j}{q_j} \left\{ \frac{a - 1}{a - b} \left( \frac{p}{q^k} \right)^a + \frac{1 - b}{a - b} \left( \frac{p}{q^k} \right)^b \right. \\
\left. - \frac{a - 1}{a - b} \sum_i q_i^k \left( \frac{p_i}{q_i^k} \right)^a - \frac{1 - b}{a - b} \sum_i q_i^k \left( \frac{p_i}{q_i^k} \right)^b \right\} \tag{206}
\]
The decomposition allowing to obtain a multiplicative algorithm is written:

\[ U^k = H^T \sum_j p_j \left[ \frac{a - 1}{a - b} \left( \frac{p_j}{q_j} \right)^a + \frac{1 - b}{a - b} \left( \frac{p_j}{q_j} \right)^b \right] \] (207)

and

\[ V^k = H^T \sum_j p_j \left[ \frac{a - 1}{a - b} \sum_i q_i^k \left( \frac{p_i}{q_i} \right)^a + \frac{1 - b}{a - b} \sum_i q_i^k \left( \frac{p_i}{q_i} \right)^b \right] \] (208)

* Special case of the Csiszár/Tsallis invariant divergence.

Taking into account the fact that for this type of entropy, the nominal invariance factor can be calculated explicitly and leads to a simplified algorithm, we detail here, this specific case.

We recall that the expression of the nominal invariance factor is given by the relation (145).

This leads to the invariant divergence (149) whose opposite of the gradient is given by (152).

The algorithm (193) is written accordingly:

\[ x^{k+1} = x^k + \alpha^k x^k H^T \sum_j p_j \left[ \sum_i q_i^k \left( \frac{p_i}{q_i} \right)^{1-t} - \sum_i q_i^k \left( \frac{p_i}{q_i} \right)^t \right] \] (209)

The decomposition allowing to write a multiplicative algorithm is obvious.

We give below, the analogous algorithm deduced from (206) by making \( a = t \) and \( b = 1 \).

This algorithm corresponds to a non-nominal invariance factor for the Tsallis entropy, it is written:

\[ x^{k+1} = x^k + \alpha^k x^k H^T \sum_j p_j \left[ \left( \frac{p_j}{q_j} \right)^t - \sum_i q_i^k \left( \frac{p_i}{q_i} \right)^t \right] \] (210)

14.2.4 Bregman invariant divergence based on the general entropy.

The expression of this divergence is given by (170), and the opposite of its gradient is given by (171); the algorithm (193) is written here:

\[
x^{k+1} = x^k + \alpha^k x^k H^T \left[ \frac{a(a-1)}{(a-b)} \frac{\left( \sum_j p_j \right)^a}{\sum_j q_j^b} - \left( p(q^k)^a - b \right) \left( q(q^k)^b - b \right) \sum_i q_i^k \left( \frac{p_i}{q_i} \right)^{a-1} - \left( q(q^k)^b - b \right) \sum_i q_i^k \left( \frac{p_i}{q_i} \right)^{b-1} + \sum_i q_i^k \right]
\] (211)
The decomposition allowing to write a multiplicative algorithm is as follows:

\[
U^k = H^T \left[ \frac{a(a-1)}{(a-b)} \frac{(\sum_j p_j)_a}{(\sum_j q_j)_b} \left( (q^k)^{a-2} + \sum_i (q_i^k)^a \right) 
+ \frac{b(1-b)}{(a-b)} \frac{(\sum_j p_j)_b}{(\sum_j q_j)_b} \left( (q^k)^{b-2} + \sum_i (q_i^k)^b \right) \right] \tag{212}
\]

\[
V^k = H^T \left[ \frac{a(a-1)}{(a-b)} \frac{(\sum_j p_j)_a}{(\sum_j q_j)_b} \left( \sum_i (q_i^k)^{a-1} + (q^k)^a \right) 
+ \frac{b(1-b)}{(a-b)} \frac{(\sum_j p_j)_b}{(\sum_j q_j)_b} \left( \sum_i (q_i^k)^{b-1} + (q^k)^b \right) \right] \tag{213}
\]

* Special case of the Bregman/Tsallis invariant divergence.*

Taking into account the fact that for this type of entropy, the nominal invariance factor can be calculated explicitly and leads to a simplified algorithm, we detail here, this specific case.

We recall that the expression of the nominal invariance factor is given by the relation (168).

This leads to the invariant divergence (172) whose opposite of the gradient is given by (173).

The corresponding algorithm (193) is written accordingly:

\[
x^{k+1} = x^k + \alpha^k x^k H^T t \left[ \left( \frac{\sum_i p_i(q_i^k)^{t-1}}{\sum_i (q_i^t)^t} \right)^{t-1} \frac{(q^k)^{t-2}}{p(q^k)^{t-2}} 
- \left( \frac{\sum_i p_i(q_i^k)^{t-1}}{\sum_i (q_i^t)^t} \right)^t (q^k)^{t-1} \right] \tag{214}
\]

Note that the term \((p q^{t-2})\) is a vector obtained by taking the product component wise of the vectors \(p\) and \(q^{t-2}\). As a comparison, we explicit hereafter, the analogous algorithm deduced from the expression (211) by making \(a = t\) and \(b = 1\) and which corresponds to a non-nominal invariance factor for the Tsallis entropy.

\[
x^{k+1} = x^k + \alpha^k x^k H^T t \sum_j (p_j)_t \left[ (q^k)^{t-2} - \sum_i (q_i^k)^{t-1} \right] 
- (q^k)^{t-1} + \sum_i (q_i^k)^t \tag{215}
\]
15 Appendix.

We summarise here the expressions of the opposite of the gradients \( \left( -\frac{\partial D}{\partial q_j} \right) \) for the various divergences examined in the previous sections, with the aim of highlighting specific synthetic forms of these expressions.

15.1 Csiszár divergences.

These expressions can be written \( \forall \) \( j \in \mathbb{N} \) in synthetic form:

\[
\frac{p_j}{q_j} X_j - 1
\]

(216)

With for \( X_j \), the following expressions:

- Shannon entropy: \( X_j = 1 \)
- Tsallis entropy: \( X_j = \left( \frac{p_j}{q_j} \right)^{t-1} \)
- Kaniadakis entropy: \( X_j = \frac{1}{2} \left( \frac{p_j}{q_j} \right)^K + \frac{1}{2} \left( \frac{p_j}{q_j} \right)^{-K} \)
- Abe entropy: \( X_j = \frac{2}{z+1} \left( \frac{p_j}{q_j} \right)^{z-1} + \frac{1}{z+1} \left( \frac{p_j}{q_j} \right)^{\frac{1}{z}-1} \)
- “\( \gamma \)” entropy: \( X_j = \frac{2}{\gamma} \left( \frac{p_j}{q_j} \right)^{2\gamma} + \frac{1}{\gamma} \left( \frac{p_j}{q_j} \right)^{-\gamma} \)
- 2 parameters (KLS) entropy: \( X_j = \frac{K + r}{2K} \left( \frac{p_j}{q_j} \right)^{r+K} + \frac{K - r}{2K} \left( \frac{p_j}{q_j} \right)^{r-K} \)
- General entropy: \( X_j = \frac{a-1}{a-b} \left( \frac{p_j}{q_j} \right)^{a-1} + \frac{b-1}{a-b} \left( \frac{p_j}{q_j} \right)^{b-1} \)
- Newton entropy: \( X_j = \frac{1}{2} \left( \frac{p_j}{q_j} \right) + \frac{1}{2} \)

15.2 Dual Csiszár divergences.

In order to have a synthetic writing for the expressions of the opposite of the gradients, we first make the following writing changes (which may seem a bit tortuous):

For the Shannon entropy:
\[
\log \frac{p_j}{q_j} = \left[ \log \frac{p_j}{q_j} - 1 \right] + 1 = \frac{p_j}{q_j} \left[ \left( \frac{p_j}{q_j} \right)^{-1} \log \frac{p_j}{q_j} - \left( \frac{p_j}{q_j} \right)^{-1} \right] + 1
\]

For the Tsallis entropy:
\[
\left[ \frac{1}{t} - \left( \frac{p_j}{q_j} \right)^{-1} \right] + 1 = \frac{p_j}{q_j} \left[ \frac{1}{t} - \left( \frac{p_j}{q_j} \right)^{-1} \right] + 1
\]

Then the expressions for the opposite of the gradients can be written \(\forall j\) in the synthetic form:
\[
\frac{p_j}{q_j} T_j + 1
\]

With for \(T_j\), the following expressions:

- Shannon entropy: \(T_j = \left( \frac{p_j}{q_j} \right)^{-1} \log \frac{p_j}{q_j} - \left( \frac{p_j}{q_j} \right)^{-1}\)

- Tsallis entropy: \(T_j = \frac{1}{1-t} \left( \frac{p_j}{q_j} \right)^{-1} - \frac{1}{1+t} \left( \frac{p_j}{q_j} \right)^{-1}\)

- Kaniadakis entropy: \(T_j = \frac{1-K}{2K} \left( \frac{p_j}{q_j} \right)^{K-1} - \frac{1+K}{2K} \left( \frac{p_j}{q_j} \right)^{-K-1}\)

- Abe entropy: \(T_j = \frac{2}{z^2} \left( \frac{p_j}{q_j} \right)^{-z} - \frac{1}{z^2} \left( \frac{p_j}{q_j} \right)^{-\frac{1}{2}}\)

- “\(\gamma\)” entropy: \(T_j = \frac{1-\gamma}{3\gamma} \left( \frac{p_j}{q_j} \right)^{\gamma-1} - \frac{1+2\gamma}{3\gamma} \left( \frac{p_j}{q_j} \right)^{-2\gamma-1}\)

- 2 parameters entropy: \(T_j = \frac{1+r-K}{2K} \left( \frac{p_j}{q_j} \right)^{K-r-1} - \frac{1+r+K}{2K} \left( \frac{p_j}{q_j} \right)^{-K-r-1}\)

- General entropy: \(T_j = \frac{b}{a-b} \left( \frac{p_j}{q_j} \right)^{-b} - \frac{a}{a-b} \left( \frac{p_j}{q_j} \right)^{-a}\)

- Newton entropy: \(T_j = \frac{1}{2} \left( \frac{p_j}{q_j} \right)^{-1} \log \left( \frac{p_j}{q_j} \right) - 1\)

### 15.3 Bregman divergences.

These expressions can be written \(\forall j\) in the synthetic form:
\[
\left[ \frac{p_j}{q_j} - 1 \right] Z_j
\]

With for \(Z_j\), the following expressions:
• Shannon entropy: $Z_j = 1$

• Tsallis entropy: $Z_j = t q_j^{t-1}$

• Kaniadakis entropy: $Z_j = \frac{1+K}{2} p_j^K + \frac{1-K}{2} q_j^{-K}$

• Abe entropy: $Z_j = \frac{z^2}{z+1} q_j^{z-1} + \frac{1}{z(z+1)} q_j^{\frac{1}{z}-1}$

• "γ" entropy: $Z_j = \frac{2(2\gamma+1)}{3} q_j^{2\gamma} + \frac{1-2\gamma}{3} q_j^{-\gamma}$

• 2 parameters entropy: $Z_j = \frac{1+r+\frac{K}{2}}{1+r-K} (p_j^r q_j^K) + \frac{1-r-K}{2K} q_j^{-K}$

• General entropy: $Z_j = a a^{-1} (p_j^a - q_j^a) - b b^{-1} (p_j^b - q_j^b)$

• Newton entropy: $Z_j = \frac{1}{2} + q_j$

15.4 Dual Bregman divergences.

A general synthetic form is not easy to write, even if one observes a clear analogy between these expressions that can be written $\forall j$:

• Shannon entropy: $\log \frac{p_j}{q_j} = \log p_j - \log q_j$

• Tsallis entropy: $\frac{1}{1-t} [p_j^{t-1} - q_j^{t-1}]$

• Kaniadakis entropy: $\frac{1+K}{2K} (p_j^K - q_j^K) - \frac{1-K}{2K} (p_j^{-K} - q_j^{-K})$

• Abe entropy: $\frac{z^2}{z^2-1} (p_j^{z-1} - q_j^{z-1}) - \frac{1}{z^2-1} (p_j^{\frac{1}{z}-1} - q_j^{\frac{1}{z}-1})$

• "γ" entropy: $\frac{2\gamma+1}{3} (p_j^{2\gamma} - q_j^{2\gamma}) - \frac{1-2\gamma}{3} (p_j^{-\gamma} - q_j^{-\gamma})$

• 2 parameters entropy: $\frac{1+r+K}{2K} (p_j^r + q_j^r) - \frac{1+r-K}{2K} (p_j^{-r-1} - q_j^{-r-1})$

• General entropy: $\frac{a}{a-b} (p_j^{a-1} - q_j^{a-1}) - \frac{b}{a-b} (p_j^{b-1} - q_j^{b-1})$
• Newton entropy: \((p_j - q_j) + \frac{1}{2} \log \frac{p_j}{q_j} = (p_j + \frac{1}{2} \log p_j) - (q_j + \frac{1}{2} \log q_j)\)
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