A Review on Fault Diagnosis in Wireless Sensor Networks
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Abstract: With the wide utilization of wireless sensor networks (WSN), higher reliability and stability are being pursued gradually. In most cases, the communication capability for sensor network is influenced by the complex environmental conditions, the open characteristics of channels, the energy limitations of nodes, as well as network protocol design issues, ultimately leading to the high possibility of network failure. As a result, a timely and accurate fault diagnosis is of much significance for a network to ensure the stable operation and execution efficiency. This article firstly demonstrates the diagnostic process on the following three aspects, including the collection for network fault information, fault detection, and diagnosis process. In addition, the features of commonly used technologies are also analyzed and compared in order to identify their application scope respectively. Finally, this paper makes the summary for the possible development trends and future research directions of fault diagnosis.

1. Introduction

Nowadays, modern society enters the new networks and big data era due to the rapid and wide utilization of intelligent terminals, Internet of Things and cloud computing technologies. As the basis of these technologies, wireless communication is taken into consideration as the mainstream and fundamental supporter for information exchange and communication process.

Wireless sensor network (WSN) is a wireless network composed of a large number of sensor nodes in a self-organizing and multi-hop manner. These nodes can be deployed in a relatively complex environment to sense the external environment in a collaborative pattern. Therefore, WSN can process and transmit information regarding the perceived objects in the network’s coverage area after collecting them by means of human intervention. Currently, it has been widely applied to various industries \cite{1}, such as military \cite{2}, intelligent transportation \cite{2, 3}, environmental monitoring, health monitoring and so on.

WSN is an infrastructure-free network, and its nodes generally exhibit battery-powered characteristic. However, these nodes are usually placed in remote areas with unattended circumstance, causing that the battery could not be replenished or replaced in time, leading to the high limitation of the node energy \cite{4}. In most cases, the energy in wireless nodes is primarily consumed by the communication modules. Therefore, if the protocol design of the sensor network is unsuitable or abnormal during operation, the energy of some nodes will be exhausted rapidly, which will eventually result in premature death of these nodes. Additionally, other factors such as insufficient power of the sensor nodes, the misalignment of the sensor nodes, as well as the unstable state of the wireless links could also negatively influence the system working efficacy \cite{5}, further leading to the abnormalities and...
failures of sensor networks, which could ultimately affect the scheduled function and execution efficiency [6]. Therefore, more reliable, robust, and scalable networks could be achieved by both detection and diagnosis of a network in time and the accurate identification of any failure causes.

In order to efficiently detect and diagnose WSN failures, a series of technologies and algorithms have been investigated by many researchers both at home and abroad. This paper summarizes these techniques and algorithms and discusses the trend of WSN development, which may provide certain guidance for the depth research of fault diagnosis in wireless sensor network.

The main contributions of this paper can be summarized as follows:
(1) We firstly discuss the commonly used techniques and algorithms based on the fault diagnosis process including network status information collection, fault detection, and fault diagnosis.
(2) Then we summarize both advantages and disadvantages after analyzing each related technology and algorithm.

2. Fault Diagnosis Basis of Wireless Sensor Network

2.1. Reasons for Failure
Network failure refers to the network service out of order or the service quality reduction, which is mainly ascribed to communication protocol design and operation, the influence of the harsh environments, and the way of node interactions, including network unsuitable protocol design or abnormal during operation, data transmission conflicts, and even the atmospheric disturbance and their like.

2.2. Fault Classification
Network failures could be classified depending on the following two aspects, including network connectivity and network performance.

Network connectivity failures are easier to be detected. In a wireless network, the ratio of the synchronization packet to the end connection packet is approximately 1:1. Thus, if a big difference of proportion taken place, the obstructions will soon emerge during the data transmission and reception process, which could indicate that connectivity failures are existed in the network.

Network performance failures represent the low network execution efficiency. For instance, several factors such as data transmission speed slower than normal, network congestion, and packet loss will take negative impacts on the scheduled function of the network, and even causing routing loops, as well as a large amount of network bandwidth consumption problems, which eventually result in the network performance reduction or even paralysis.

As is shown in Figure 1, this section first analyzes the reasons for the failures in wireless sensor networks, and then classifies the network faults according to network connectivity and performance, and finally describes the specific failure phenomenon according to the classification.
3. Fault Management
Based on the phenomenon of the network failure, the causes can be caught via the following steps: (1) acquisition of the network state information using monitoring devices; (2) analysis of the collected...
information utilizing the fault detection techniques to reduce the fault range and find out the broken-down node; (3) discovering the fault causes by diagnosis related technology. Hence, these three steps of network information collection, fault detection and fault diagnosis could be totally summed up as fault management.

In general, information collection, fault detection and diagnosis usually constitute a cyclical process. For instance, packet loss, could also be considered as a fault phenomenon to further enter a new round of fault detection and diagnosis. As a result, related errors caused by several factors could be efficiently detected to finally achieve a stable and reliable network. The overall framework of sensor network fault diagnosis is illustrated in Figure 2.

3.1. Network Information Collection
The collection of network information plays a fundamental role in fault management. In this process, single node status, communication performance among nodes, and link status could be easily acquired. The network information is often obtained via the monitoring platforms, which enclose a set of specific nodes with the monitoring characteristics. This kind of node is further combined with each node to acquire its performance and status information, as is demonstrated in Figure 3.

![Figure 3. Monitoring platform](image)

In general, techniques for collecting network status data is divided into two parts: passive data acquisition and active data acquisition.

Passive data acquisition mainly contains two working ways including Simple Network Management Protocol (SNMP) [7], and Passive Monitoring System in Wireless Sensor Networks (PMSW) [8].

SNMP consists of three aspects: the managed device, the SNMP agent, as well as the network management system (NMS). NMS could easily attain message through the SNMP protocol. Additionally, the SNMP agent is a network management software module on the managed device. It could easily attain the relevant information of the local device and convert it into a compatible format with SNMP, eventually delivering the information to NMS. The SNMP-managed network is shown in Figure 4.
In order to overcome the shortcomings of little or incomplete message recorded from passive monitoring system, PMSW puts forward amalgamate and related machine to infer the lost packets, implicit information, and network events. On one hand, PMSW applies a time adjustment strategy to enhance the integrity of the data tracking. On the other hand, it also utilizes a finite state machine to deduce the lost packets. In a word, no special modification is needed in passive data collection process, and the normal operation of the network will not be impacted.

However, this passive collection manner could only passively monitor but not forwardly interact with the tested network. In most cases, active data acquisition methods are put to use in most of the test systems both here and abroad, such as Minerva [9] and SensLAB [10], and so on.

3.2. Fault Detection
Fault detection aims to analyze the network state information, and decrease the fault range, as well as identify and locate faulty nodes in the network. It could be divided into the centralized manner and the distributed manner.

For the centralized manner, each sensor node communicates with the sink node, and the sink node will further propagate the testing results after judging and analyzing the data. On account of the simple structure of the centralized method to exchange info by means of query and response and the complete network state information received from the aggregation node, the fault detection accuracy is high.

In the past decades, many centralized protocols have been proposed to sense error. Among them, Lau et al. [11] proposed a centralized Bayesian detector for fault detection through end-to-end transmission time. the Markov chain model was used to classify the state of the nodes by probability calculation. According to the state of the nodes, the aggregation node can predict the areas where errors occur frequently. This method can improve the miss detection rate of the fault detection. Considering the
network congestion caused by the congestion of the aggregation nodes, Singhal et al.[12] developed an artificial neural network-based congestion detection algorithm to accurately detect the block status and congestion level.

The aggregation node has large and strong computational power, and more complex algorithms can be calculated by machine learning to diagnose the network. However, centralized methods also have a number of shortcomings, including the following:

1. Some nodes will be unable to communicate with the aggregation node and the accuracy of the fault detection will be influenced once the network information received from the aggregation node is incomplete.

2. The aggregation node is in charge of measuring the status of all the other nodes, and once it fails, detection will not be in progress.

3. The "one-to-many" communication method will increase the energy consumption of nodes especially the neighbor nodes of the center node, making the life of the neighboring nodes shorter, prone to failure and death.

4. The state of the remote node in a large-scale network may change when the amount of data transmission is large and the sink node makes a judgment.

Aiming at the shortcomings shown above, a distributed detection method has been proposed. Since each node implements a fault detection algorithm and generates a fault local view propagated across the network, each faultless node detects the state of all the nodes in the network by rule and line [13].

The distributed method can be divided into the following: node self-detection method, neighbor node cooperation method, and hybrid method.

1. Self-detection method

The node self-test method uses the node’s own state information to detect failure. In a WSN, the nodes have a certain time correlation that it has relatively stable data for a period of time if no faults exist. Therefore, once the node status data is found to be inconsistent with the time correlation, node failure can be determined.

The node uses time-related characteristics to detect whether it is faulty [14] by comparing the local data and the historical data. In [15], Hidden Markov models have been introduced to characterize the trend in the failure of each node, and thus, node failure can be predicted.

The node self-detection method can reduce the burden of communication but may get inaccurate result.

2. Neighbor node cooperation method

The neighbor node cooperation’s method detects fault in the network by the information interaction of the neighbor nodes. In SN, nodes have a certain spatial correlation that two nodes within a certain spatial range have similar data. Consequently, the protocol can find the faulty node by finding out the data of irrelevant spatial correlation.

A historical data and neighbor node self-test (NDHN) algorithm, was proposed to use the deviation of historical data and neighbor data to test breakdown. The algorithm is hierarchical and can be extended to large networks. Considering the communication channel fault of a sensor network, a local fault view was constructed in based upon the spatial correlation of the node data. After that, propagating the partial view to the cluster head generates a global fault view before detecting the faulty node. In view of that the data loss problem will affect fault detection.

The method of neighbor collaboration can enhance the detection accuracy with the decrease of burden on the aggregation node and the increase of the communication burden. Moreover,

3. Hybrid method

The hybrid method is a distributed protocol that combines the node self-detection and the cooperation of neighbor nodes techniques. First, some parts of the fault are detected by using the time correlation of the node’s own data. Then for some nodes that were not located the position of fault, spatial correlation is used to determine if the node is faulty.

The hybrid method can reduce the burden of communication between the neighbor nodes and avoid the problem of inaccurate detection results of a single node. Thus, the hybrid method is an ideal distributed fault detection algorithm.
The distributed approach helps minimize the number of exchange messages and end-to-end latency maximally, to improve detection speed. So, the distributed approach can be applied to large networks, but it still has some drawbacks.

**Table 1.** A summary of the various methods of fault detection.

| Method                        | Advantage                                                                 | Disadvantage                                                                 |
|-------------------------------|--------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Node self-test method         | Reduces the communication burden                                         | Single node detection inaccuracy                                              |
| Neighbor node cooperation method | Improves the detection accuracy                                          | Increases the communication burden                                            |
| Hybrid method                 | Reduces the communication burden and the inaccurate detection of the individual nodes | Increases processing complexity                                               |
| Bayesian network              | The lack of a certain data input can still build accurate models, easy to train | The computational reasoning is more complicated. The results of changes based on feature combinations cannot be processed. |
| Support Vector Machines       | Excellent performance on nonlinearly separable problems                  | The training parameters are prone to over-fitting. It is hard to train.       |
| Fuzzy theory                  | No need to build accurate mathematical models                             | The learning ability is weak, and the detection system is highly complex when the network is complicated. |

3.3. Fault Diagnosis

The fault diagnosis technology refines the fault type and diagnoses the cause of the fault in the network on the basic of fault detection.

The fault diagnosis method can be divided into four subcategories of diagnosis methods based on the following: an expert system, a neural network, fuzzy mathematics, and data mining.

1. Diagnostic method based on expert system

The diagnostic method is based on the expert system, using the knowledge of human experts to understand and judge the network to ultimately diagnose the cause of the fault. The expert system establishes a fault self-learning ability through both an expert experience fault database and real-time collected network data and then intelligently diagnoses the network faults [23].

The expert system has strong reasoning ability, but there are still difficulties in acquiring knowledge and weak generalization ability in obtaining rules of judgment. Therefore, fault diagnosis is often performed together with a genetic algorithm [24], a neural network algorithm [25].

2. Neural network-based diagnosis method

The neural network algorithm can classify faulty nodes in the network to realize network fault diagnosis. A fault diagnosis method based on fuzzy neural network (FNN) for wireless communication module has also been proposed. Besides, a feedforward neural network (FFNN) technology to improve the effectiveness of the diagnosis. On the other hand, the combination of quantum genetic algorithm and hybrid hierarchical genetic algorithm promotes the training efficiency of the neural network in literature [26].

The neural network algorithm, with good self-learning ability, utilizes fault examples and diagnostic experience to train and perfect the neural network model. Moreover, it does not require the expertise of the expert system and solves the issue of the expert system about having difficulty acquiring knowledge. However, there are still shortcomings such as long training time and weak generalization ability.

3. Diagnosis method based on fuzzy mathematics
In network fault diagnosis, the relationship between the faults and phenomena is often ambiguous and difficult to express with accurate mathematical models. Fuzzy mathematics-based diagnostic methods can deal with uncertain information in network fault diagnosis.

The fuzzy C-means clustering algorithm is used to classify the sample library, confirm the cluster center, and check the acquired data which type of breakdown in network, thereby bring about the network fault diagnosis [27]. For the sake of better reflecting the ambiguity between fault phenomena and their causes and enhancing the rationality of the fuzzy rules and their ability to represent and reason, Zhao proposed a weighted multi-dimensional multi-fuzzy inference algorithm that satisfies the reduction.

There is no uniform way to confirm the membership degree of the elements in the fuzzy set and the mapping law between the two sets, which can accordingly usually be determined only by experience.

4. Diagnostic methods based on data mining

Data mining refers to the process of searching for hidden knowledge in a large amount of data through algorithms. Data mining algorithms consists of association rules, decision trees, and the like. The association rule, a commonly used data mining diagnosis algorithm, finding a correlation between the fault phenomenon and the fault in the data and then determine the most likely reason of the fault.

Data mining can also be applied to the fault diagnosis of cellular networks, such as using the association rules to diagnose large amounts of data, or combining statistical learning methods with decision trees. Since there is a vague relationship between network failures and the root cause of network failures, the related fuzzy theory and fuzzy inference control technology [28] are united in diagnosing the network fault. Data mining can discover hidden information in the data and effectively find out the cause of the failure. However, it has the disadvantage of requiring complicated calculations that the processing efficiency is not high with the increasing amount of data. A summary of the various methods of fault diagnosis is shown in Table 2.

**Table 2.** A summary of the various methods of fault diagnosis.

| Method           | Advantage                                | Disadvantage                                           |
|------------------|------------------------------------------|--------------------------------------------------------|
| Expert system    | Strong reasoning ability                  | Difficulties in accessing knowledge and weak generalization |
| Neural Networks  | High learning capability                  | Long training time and weak generalization             |
| Fuzzy mathematics| No need to build accurate mathematical models | Need to rely on empirical knowledge                      |
| Data mining      | Discover data hiding information          | Large amount of calculation, low processing efficiency  |

Note: ¹ Generalization ability is the ability of a trained neural network model to predict data that does not exist in a training set.

4. Conclusion and Discussion

This paper first introduces the basic characteristics of wireless sensor network fault diagnosis, analyzes the sources of such faults, and classifies the faults. Then from the point of view of fault management, the technology of information collection, fault detection, and fault diagnosis are elaborated in detail.

The passive method only passively monitored in the network state information collection method does not affect the network performance. While proactive methods allow the information to interact but have an impact on productivity. Besides, the centralized method in fault detection has a high detection accuracy with shortcomings of the large detection delay, which is only suitable for small networks. The expansibility of distributed method in contrast is good to be suitable for large networks in a fast diagnosis speed. A variety of artificial intelligence algorithms in fault diagnosis technology are usually combined to have complementary advantages and improve the diagnostic accuracy, such as expert systems, neural networks, genetic algorithms, fuzzy mathematics, data mining methods and so on.
The fault diagnosis of wireless sensor networks in the future will be developed in the direction of large-scale, distributed and artificial intelligence technology. More and more types of faults will occur since the size of the network increases. Additionally, a large amount of information integration, the integration of multi-level diagnosis, and remote collaborative diagnosis will be the main subjects of research in the future.

5. Acknowledgments
This work has been supported in part by Pearl River S&T Nova Program of Guangzhou (201710010023). The authors would like to thank the experts and reviewers for their valuable comments.

6. References
[1] Wu, S.; Chou, W.; Niu, J.; Guizani, M. Delay-aware energy-efficient routing towards a path-fixed mobile sink in industrial wireless sensor networks. Sensors 2018, 18, 899.
[2] Alshinina, R.; Elleithy, K. Performance and challenges of service-oriented architecture for wireless sensor networks. Sensors 2017, 17, 536.
[3] Feng, L.; Guo, S.; Sun, J.; Yu, P.; Li, W. A fault tolerance mechanism for on-road sensor networks. Sensors 2016, 16, 2059.
[4] Yang, Y.; Gao, Z.; Zhou, H.; Qiu, X. An uncertainty-based distributed fault detection mechanism for wireless sensor networks. Sensors 2014, 14, 7655–7683.
[5] Tien, N.X.; Kim, S.; Rhee, J.M.; Park, S.Y. A novel dual separate paths (DSP) algorithm providing fault-tolerant communication for wireless sensor networks. Sensors 2017, 17, 1699.
[6] Xu, X.; Wan, J.; Zhang, W.; Tong, C.; Wu, C. Pmsw: A passive monitoring system in wireless sensor networks. Int. J. Netw. Manag. 2011, 21, 300–325.
[7] Sommer, P.; Kusy, B. Minerva: Distributed tracing and debugging in wireless sensor networks. In Proceedings of the 8th International Conference on Computational Intelligence and Communication Networks (CICN), Tehri, India, 23–25 December 2016; pp. 1–5.
[8] Lau, B.; Ma, E.; Chow, T. Probabilistic fault detector for wireless sensor network. Expert Syst. Appl. 2014, 41, 3703–3711.
[9] Chang, L. Research and Implementation Of WSN Node Fault Intelligent Detection Method Based on Perceptual Data. Master’s Thesis, Beijing University Of Technology, Beijing, China, 2017.
[10] Saihi, M.; Boussaid, B.; Zouinkhi, A.; Abdelkrim, N. Distributed fault detection based on hmm for wireless sensor networks. In Proceedings of the 2015 4th International Conference on Systems and Control (ICSC), Sousse, Tunisia, 28–30 April 2015; pp. 189–193.
[11] Song, J. Research on Wireless Sensor Network Fault Management Method for Node Energy Consumption. Ph.D. Thesis, Harbin Institute of Technology, Harbin, China, 2014.
Yuan, H.; Zhao, X.; Yu, L. A distributed bayesian algorithm for data fault detection in wireless sensor networks. In Proceedings of the 2015 International Conference on Information Networking (ICOIN), Siem Reap, Cambodia, 12–14 January 2015; pp. 63–68.

Krishnamachari, B.; Iyengar, S. Distributed bayesian algorithms for fault-tolerant event region detection in wireless sensor networks. IEEE Trans. Comput. 2004, 53, 241–250.

Zidi, S.; Moulahi, T.; Alaya, B. Fault detection in wireless sensor networks through svm classifier. IEEE Sens. J. 2018, 18, 340–347.

Zhi, W. Fault diagnosis for wireless sensor network based on genetic-supportvector machine. In Proceedings of the 2011 International Conference on Computer Science and Network Technology, Harbin, China, 24–26 December 2011.

Ferreira, V.C.; Carrano, R.C.; Silva, J.O.; Albuquerque, C.V.N.; Muchaluat-Saade, D.C.; Passos, D. Fault detection and diagnosis for solar-powered wireless mesh networks using machine learning. In Proceedings of the 2017 IFIP/IEEE Symposium on Integrated Network and Service Management (IM), Lisbon, Portugal, 8–12 May 2017; pp. 456–462.

Khalid, R.; Jassim, R. Expert diagnosis systems for network connection problems. In Proceedings of the 2014 2nd International Conference on Artificial Intelligence, Modelling and Simulation, Madrid, Spain, 18–20 November 2014; pp. 15–18.

Su, L.; Hou, C.; Dai, Z.; Zhang, Y. Application of improved genetic algorithm in network fault diagnosis expert system. J. Beijing Inst. Technol. 2003, 12, 225–229.

Hua, R.; Qiu, C. The fault diagnosis expert system based on bp neural network. In Proceedings of the 2015 IEEE Advanced Information Technology, Electronic and Automation Control Conference (IAEAC), Chongqing, China, 19–20 December 2015; pp. 887–890.

Yaqini, A.; Popalyar, F. An artificial neural network based fault detection and diagnosis for wireless mesh networks. In Proceedings of the 2018 Wireless Days (WD), Dubai, United Arab Emirates, 3–5 April 2018; pp. 107–109.

Luo, X. Research on WSN Node and Network Fault Diagnosis Based on Joint Neural Network. Master’s Thesis, University of Electronic Science and Technology of China, Chengdu, China, 2014.

Yue, Y. Application of fuzzy c-means clustering algorithm in network fault diagnosis. Telecom World 2016, 13, 62–63.

Wu, J. Network Fault Diagnosis Based on Fuzzy Association Rules Mining for Business. Ph.D. Thesis, University of Electronic Science and Technology of China, Chengdu, China, 2012.