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1 Introduction

Cryptochromes are a type of flavoproteins proposed as candidates to explain magnetoreception of animals, plants and bacteria. The main hypothesis is that a biradical is formed upon blue-light absorption by flavin adenine dinucleotide (FAD). In protein milieu, the oxidized form of FAD can be reduced, leading to four derive redox forms: anionic and neutral semi-reduced radicals, and anionic and neutral fully reduced forms. All these forms have a characteristic electronic absorption spectrum, with a strong vibrational resolution. Here, we employ a normal mode analysis at the electrostatic embedding QM/MM level of theory to compute the vibrationally resolved absorption spectra of five redox forms of FAD embedded in plant cryptochrome. We show that explicit account of vibrational broadening contributions to electronic transitions are essential to reproduce the experimental spectra. In the case of the neutral radical form of FAD, the absorption spectrum is reproduced only if the presence of a tryptophan radical is considered.

The UV-visible absorption spectrum is an essential tool for detecting the different redox states of FAD in protein. Indeed, the five forms have a characteristic absorption spectrum and lifetime.\(^a\) Simulations of absorption spectra of FAD and its redox and acid-base derivatives requires explicit account of vibrations in order to reproduce the color of absorption and emission. This was first shown by Saalfrank and coworkers for the fully oxidized form of riboflavin.\(^\text{11}\) Recently, several groups have computed the vibrationally resolved absorption spectra for five redox forms of lumichrome-10H in gas phase,\(^\text{12}\) lumiflavin in several solvents,\(^\text{13}\) and the absorption and emission spectra for isoalloxazine, lumichrome, lumiflavin and riboflavin in solution using implicit continuum solvent models.\(^\text{2}\)

Even though they are detectable in solution, most of the redox derivatives of FAD (especially for the radical forms) are stabilized in protein.\(^\text{14}\) Currently, a systematic simulation of the absorption spectra of FAD and its redox derivatives in protein milieu is missing, which would be essential to interpret the origin of the peaks. Pioneer work by Cannuccia and coworkers,\(^\text{15}\) and more recently Solov'yov and coworkers,\(^\text{16}\) have performed a theoretical study of the vertical transitions at the QM/MM level for the oxidized form of flavin mononucleotide and FAD respectively. However, none of these studies included explicitly the effect of nuclear vibrations in their simulations.

Here, we perform the first simulation of vibrationally resolved electronic absorption spectrum of FAD in five redox forms in plant cryptochrome. For this purpose, we have implemented our recently developed method for computing analytic second derivatives of electrostatic embedding QM/MM energy to unrestricted single-determinant wavefunctions,\(^\text{17}\) necessary to simulate the vi-
brationally resolved spectra of radical species. Our theoretical absorption spectra are in good agreement to the experimental spectra. For FADH\textsuperscript{+}, the spectra of tyrosil and tryptophanyl radicals have to be included to reproduce the experimental spectra.

2 Methodology

Simulations of vibrationally resolved spectra requires the computation of the Hessian for the whole QM/MM system. Currently, there are few methods capable to compute efficiently the QM/MM Hessian for a large macromolecule like a protein, mostly relying on approximations\cite{NoseRH2017,BoeseH2014}. We have recently developed one of the first analytic electrostatic embedding QM/MM Hessians, which is both efficient and without approximations.\cite{DiazG2019} Here, we summarize the main equations following the electrostatic potential fitting (ESPF) method and its derivatives, focusing on the new implementation for unrestricted wavefunctions. The reader is referred to the previous literature for further details on closed shell ESPF equations and analytic QM/MM interaction energy derivatives.\cite{DiazG2019,BoeseH2014}

2.1 Electrostatic potential fitting method

The ESPF method is an electrostatic embedding QM/MM method,\cite{BoeseH2014} which adds a one-electron potential in the usual (gas-phase) Fock operator ($\hat{F}$),

$$\hat{F} = \hat{F}_0 + \hat{h}.$$  \hspace{1cm} (1)

The ESPF hamiltonian is constructed from a (truncated) multipole order expansion. The lowest-order ESPF hamiltonian ($\hat{h}$) is given by

$$\hat{h} = \sum_{\sigma A} (Z_A - \tilde{Q}_A) \phi_{\sigma A},$$ \hspace{1cm} (2)

where $N_{QM}$ is the number of QM atoms, $Z_A$ is the nuclear charge, $\phi_{\sigma A}$ is the external field felt by QM atom $A$ and the atomic charge operator, the matrix elements of which are defined as $Q_A = \sum_{\sigma}(|T^{\sigma}T|^{-1}T^{\sigma})_{\sigma A} V_k$. Here, $V_k$ are electrostatic integrals calculated on a grid surrounding the QM subsystem and $T$ the electrostatic kernel.\cite{BoeseH2014} Usually, the lowest order approximation is a good approximation for the QM/MM interaction.\cite{DiazG2019} Hereafter, we focus on the lowest order, despite being straightforward to generalize it to higher orders in the multipole expansion.\cite{DiazG2019}

The ESPF charge operator is spin independent, so the only spin dependency comes from the density matrix. For a single determinant wavefunction expanded in molecular orbitals, the ESPF QM/MM energy is then obtained as

$$E = Tr[\hat{P}\hat{F}_0] + E_{MM} + Tr[\hat{P}\hat{H}] = E_0 + E_{MM} + E_{ESPF}, \hspace{1cm} (3)$$

in which $\hat{P} = \hat{P}_0 + \hat{P}^{\delta}$ is the atomic orbital density matrix, and $\hat{P}^{\delta} = \sum_{\sigma} C_{\alpha}^{\delta} C_{\beta}^{\delta}$ ($\sigma = \alpha, \beta$). The $C$ are the molecular orbital coefficients obtained from the solution of the secular equation with the Fock operator defined in Eq. (1). The ESPF energy interaction term can be rewritten as

$$E_{ESPF} = Tr[\hat{P}\hat{H}] = \sum_{\sigma A} q_{\sigma A} \phi_{\sigma A}, \hspace{1cm} (4)$$

in which we defined the atomic charge as the sum of the ESPF charge and the nuclear charge,

$$q_A = Z_A - Tr[P\tilde{Q}_A]. \hspace{1cm} (5)$$

In these equations, the classical analogue of the energy expression Eq. (3) becomes apparent.

In case of unrestricted wavefunctions, the $\alpha$ and $\beta$ contributions to the ESPF charges can be defined as $Q_{\alpha N} = Tr[P^{\sigma}\tilde{Q}_A]$. Since classical force fields are spin-independent, the ESPF energy expression Eq. (4) remains unchanged, and the total atomic charge approximating the QM atom $A$ charge distribution is simply the sum of $\alpha$ and $\beta$ components,

$$q_A = Z_A - Q_{\alpha N} - Q_{\beta N}.$ \hspace{1cm} (6)$$

2.2 Analytic second derivatives of the ESPF energy

The analytic first and second derivatives of the ESPF energy have been described in Refs. \cite{DiazG2019} and \cite{BoeseH2014} respectively. The ESPF energy depends on the coordinates of the QM and MM atoms. Therefore, its second derivative with respect to these coordinates contains four blocks,

$$\nabla^2 E = \begin{bmatrix} E_{\sigma \sigma}^{\sigma \sigma} + E_{\sigma \sigma}^{\sigma \delta} + E_{\delta \sigma}^{\sigma \sigma} + E_{\delta \sigma}^{\sigma \delta} & E_{\sigma \delta}^{\sigma \sigma} + E_{\sigma \delta}^{\sigma \delta} & E_{\sigma \delta}^{\delta \sigma} + E_{\sigma \delta}^{\delta \delta} & E_{\delta \sigma}^{\sigma \sigma} + E_{\delta \sigma}^{\sigma \delta} & E_{\delta \sigma}^{\delta \sigma} + E_{\delta \sigma}^{\delta \delta} \\ E_{\sigma \sigma}^{\delta \sigma} + E_{\sigma \delta}^{\delta \sigma} & E_{\sigma \delta}^{\sigma \sigma} + E_{\sigma \delta}^{\sigma \delta} & E_{\sigma \delta}^{\delta \sigma} + E_{\sigma \delta}^{\delta \delta} & E_{\delta \sigma}^{\sigma \sigma} + E_{\delta \sigma}^{\sigma \delta} & E_{\delta \sigma}^{\delta \sigma} + E_{\delta \sigma}^{\delta \delta} \\ E_{\sigma \sigma}^{\delta \sigma} & E_{\sigma \delta}^{\delta \sigma} & E_{\sigma \delta}^{\delta \sigma} & E_{\delta \sigma}^{\delta \sigma} & E_{\delta \sigma}^{\delta \delta} \\ E_{\sigma \sigma}^{\delta \delta} & E_{\sigma \delta}^{\delta \delta} & E_{\sigma \delta}^{\delta \delta} & E_{\delta \sigma}^{\delta \delta} & E_{\delta \sigma}^{\delta \delta} \end{bmatrix}, \hspace{1cm} (7)$$

in which $E_{\sigma \delta}^{\rho \rho} = \frac{\partial^2 E}{\partial \rho \partial \rho}$. The $\rho$ corresponds to the $\chi$ coordinate of a QM atom, while the tilde symbolizes an MM atom. The analytic second derivatives of $E_0$ have been lengthy discussed in the literature,\cite{DiazG2019} while the $E_{MM}$ derivatives have a trivial expression. Here we focus on the derivative of the ESPF energy term, which can be written in orders of external potential derivatives as

$$\nabla^2 E_{ESPF} = \begin{bmatrix} \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\delta A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\delta A} \\ \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\delta A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\delta A} \\ \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\delta A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\delta A} \\ \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\sigma A} \phi_{\delta A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\sigma A} & \sum_A q_{\sigma A} \phi_{\delta A} \phi_{\delta A} \end{bmatrix}, \hspace{1cm} (8)$$

in which the derivatives in parenthesis means derivatives at fixed MO coefficients. The first term in Equation (8) corresponds to variations of the MM external field at fixed QM atomic charges (the unique term in mechanical embedding methods), which is equivalent to the second-derivative of the classical electrostatic interaction. The second term and third terms include the charge responses to external field variations, which is due to the fact that the ESPF atomic charges are fluctuating depending on the system MM geometry. In other words, the ESPF charges are polarizable.

The atomic charge derivatives $q_{\sigma A}^\alpha$ and $q_{\sigma A}^\delta$ include the derivatives of the density matrix and of the ESPF charge matrix,

$$q_{\sigma A}^\alpha = -Tr[P^\sigma \tilde{Q}_A] - Tr[P \tilde{Q}_A],$$

$$q_{\sigma A}^\delta = -Tr[P^\delta \tilde{Q}_A] - Tr[P \tilde{Q}_A]. \hspace{1cm} (9)$$
The second equation requires, in principle, the construction of the density matrix derivatives with respect to MM perturbations. The latter are usually obtained by solving a set of coupled-perturbed equations for all MM perturbations. Since the number of MM atoms is usually much larger than the number QM atoms, we have introduced in Ref. [23] an auxiliary set of coupled-perturbed equations, the Q-vector equations, which allow to compute this term at an almost negligible cost. The Q-vector equations scale with the number of QM atoms, and take the usual form of the coupled perturbed equations

\[
\sum_{j,b} (A - B)_{ia,jb} \hat{Q}_{A,jb} = -Q_{A,ia}.
\]

in which \(i, j\) are indexes of occupied molecular orbitals, and \(a, b\) are indexes of virtual orbitals, and \((A-B)\) is the usual response matrix (for an explicit expression, see Eq. 13 of Ref. [23]). The solution of this equation, \(\hat{Q}_{A,jb}\), is then used to construct the ESPF charge derivative with respect to MM atoms,

\[
q_{A}^{i} = -2 \sum_{B,ia} \hat{Q}_{A,ia} \theta_{B,ia}.
\]

In the case of QM/MM energy second derivatives based on an unrestricted determinant, we can use similar arguments as we did in Equation (6). Since the force field derivatives do not depend on the spin, all charge and charge derivatives of Eq. (8) involves the sum of \(\alpha\) and \(\beta\) contributions. The Q-vector equation (Eq. 10) is split into two expressions

\[
\sum_{j,b,\sigma=\alpha,\beta} (A - B)_{ia,\alpha,jb,\sigma=\alpha,\beta} \hat{Q}_{A,jb,\sigma} = -Q_{A,ia,\alpha},
\]

\[
\sum_{j,b,\sigma=\alpha,\beta} (A - B)_{ia,\alpha,jb,\sigma=\alpha,\beta} \hat{Q}_{A,jb,\sigma} = -Q_{A,ia,\beta},
\]

in which \(\sigma = \alpha, \beta\). Accordingly, the total charge derivative with respect to MM coordinates becomes

\[
q_{A}^{i} = - \sum_{B,ia,\sigma=\alpha,\beta} Q_{A,ia,\sigma} \theta_{B,ia,\sigma}.
\]

3 Computational details

The ESPF QM/MM hessian for unrestricted wavefunctions described above has been implemented in a modified version of Gaussian16 interfaced with a modified version of TINKER 6.3.1. [17,23,24,27] The X-ray structure of Arabidopsis Thaliana plant cryptochrome (RCSB PDBID: 2J4D) has been used as molecular model. Hydrogen atoms have been added to the standard protonation state at physiological pH. For the QM computations, B3LYP/TZVP/TZVPfit level of theory has been employed for DFT and TD-DFT calculations. [29,33] For the MM computations, Amber99 force field has been used with Van der Waals parameters for FAD taken from Ref. [37]. The vibrationally resolved spectrum for FAD has been obtained by Fourier transforming the time-dependent auto-correlation function for the multi-dimensional harmonic oscillator, as implemented in Gaussian16. [27,28] The vertical gradient approximation has been used in all cases. [29]

4 Results

The QM/MM model is defined as FAD (QM subsystem) and the protein scaffold (MM subsystem), from which crystallographic water molecules have been excluded (see Figure 1). The overall system has been optimized with a quadratically convergent algorithm for the QM part and microiterations for the MM part. From the minimum energy structure of FAD, the subsequent structures have been constructed for the reduced forms and each of them reoptimized. All structures have been confirmed via a frequency calculation, leading to a positive semi-definite internal Hessian matrix in all cases.

4.1 Geometries

In the series FAD \(\rightarrow\) FAD\(^{+}\) \(\rightarrow\) FAD\(^{+}\) \(\rightarrow\) FADH\(^{−}\) \(\rightarrow\) FADH\(_{2}\), the lowest occupied molecular orbital (LUMO) becomes a singly occupied molecular orbital (SOMO) after the first electron attachment and the highest occupied molecular orbital (HOMO) after the second electron attachment. The orbital involved in this transformation is essentially anti-bonding between \(N_{3}-C_{4a}\) and bonding between \(C_{4a}-C_{10a}\). This transforms the \(\alpha\)-dimine bond \((N_{3}=C_{4a}-C_{10a}=N_{1})\) of the oxidized form in a ethene-1,2-diamine (\(N_{3}-C_{4a}=C_{10a}-N_{1}\)) for the fully reduced forms. [2]

In Figure 2 the effect of the protein scaffold on the chromophore optimized (local) minimum energy structure is compared with respect to the gas phase minimum energy structure. For the protein, this corresponds to a local minimum of the internal energy, which is taken as reference to do the harmonic expansion. Overall, one observes only minor structural differences when the chromophore is embedded in protein with respect to the gas phase. This is evident for bond distances, in which changes of less than 0.1 Å are observed for all five forms. Conversely, angles and dihedral angles show important variations for all cases. This is especially important in the case of the fully reduced forms, FAD\(^{+}\) and FADH\(_{2}\). These forms contain secondary amines at centres \(N_{3}\) and/or \(N_{1}\) atoms. Secondary amines tend to break
the planarity of the chromophore both in gas phase or in solution (see Fig. 3). Indeed, in the gas phase these two forms find its minimum energy structure in the so-called “butterfly” bending conformation. This structural feature is hindered when the chromophore is embedded in protein, which favours a rather planar structure. Despite the weak electrostatic effects on the π system and thus the chromophore excitations,[11] the conformational constraints have a strong impact on the peak position (see further in the next sections).

4.2 Absorption spectra of FAD and its redox derivatives embedded in protein

In Figure 4, the total theoretical vibrationally resolved absorption spectrum is shown in the range between 300 nm and 800 nm. In addition, the contributions of the most important electronic configurations are also explicitly shown. For all redox forms, the lowest-energy peak is represented by a single electronic transition of the type π → π* centred on the isoalloxazine ring. The second peak of FAD, FAD\textsuperscript{−} and FADH\textsuperscript{+} shows a complex pattern, involving three to four electronic transitions. For FADH\textsuperscript{−} and FADH\textsubscript{2}, the second transition finds its maximum above 300 nm, and it corresponds to a π → π* transition in both cases.

For all redox forms of FAD, the frontier molecular orbital π\textsubscript{1} orbital plays a central role. This orbital exhibits bonding character between C\textsubscript{4}−C\textsubscript{10a} and anti-bonding character between N\textsubscript{10}−C\textsubscript{10a}. For FAD, π\textsubscript{1} is the lowest unoccupied molecular orbital (LUMO). For the radical forms, π\textsubscript{1} is a singly occupied molecular orbital (SOMO). For the reduced forms, π\textsubscript{1} is the highest occupied molecular orbital (HOMO). For the oxidized and anionic radical forms, a π\textsubscript{2} → π\textsubscript{1} transition is observed in the region of 450 nm. This transition is red-shifted in the series FAD → FAD\textsuperscript{−} → FADH\textsuperscript{+} since the energetic gap between π\textsubscript{2} and π\textsubscript{1} becomes smaller when FAD is reduced. Indeed, the absorption maxima are predicted at around 460 nm, 440 nm and 650 nm for FAD, FAD\textsuperscript{−} and FADH\textsuperscript{+} respectively, corresponding to an absorption color ranging from dark blue, to blue and finally red. For the fully reduced forms, the π\textsubscript{1} → π\textsubscript{1} becomes the bright transition, which is blue-shifted with respect to the first transition of the oxidized and semi-reduced forms. Indeed, the absorption maxima are found in the near-UV, around 325 nm for FAD\textsuperscript{−} and 345 nm for FADH\textsubscript{2}. All these transitions have a similar intensity, corresponding to a broad bright peak of 100 nm.

A second intense peak appears between 300 nm and 800 nm for the FAD, FAD\textsuperscript{−} and FADH\textsuperscript{+} species. For the reduced forms, this peak is located outside the considered range, between 200 nm and 300 nm, corresponding to a π\textsubscript{3} → π\textsubscript{3} transition. For the oxidized and radical forms, this peak is found around 300 nm and 500 nm and it includes 3 to 4 different electronic transitions. For the radical forms, the most intense transition corresponds to the electron transfer from the SOMO π\textsubscript{1} to the vacant orbital π\textsubscript{2}. This transition is the same as the first bright transition for the reduced forms, although it is around 50 nm blue-shifted for the radical species. Indeed, the π\textsubscript{3} → π\textsubscript{2} absorption maximum is found at around 340 nm for FAD\textsuperscript{−} and 360 nm for FADH\textsuperscript{+}. This type of transition is not present in FAD, as
in this form, the $\pi_1$ is a vacant orbital. For FAD, the $\pi_1$ is accepting electrons from lower lying $\pi$ orbitals and from oxygen lone-pairs located on the phosphate ($n_{\text{phosphate}}$) and on the ribitol ($n_{\text{ribitol}}$).

These transitions, which would normally be dark, are appearing as peaks of a similar intensity of the $\pi \rightarrow \pi^*$ transitions due to two main reasons: (i) these transitions are strongly mixed with $\pi \rightarrow \pi^*$ transitions, thus becoming slightly bright thanks to an intensity-borrowing mechanism, and (ii) the wavefunction overlap between the ground and excited states is large. A similar trend is observed for the radical forms.

5 Discussion

The UV-visible absorption spectra of flavins and derivatives (riboflavin, lumichrome, lumiflavin, isalloxazine, etc.) have been lengthy explored in the literature, both from an experimental [11,12,46] and theoretical point of view [13,14]. Theoretically, these have been studied mainly in gas phase and within an implicit description of the solvent. Some of these forms, especially for the radical forms, are usually stabilized when embedded in proteins. To our knowledge, only two theoretical studies have attempted to compute the absorption spectrum in protein, the work of Canuccia et al. [15] and the work of Solov'yov et al. [16], albeit only for the oxidized form and without explicitly accounting for the vibrational structure. Here, we attempt to compare the theoretical absorption spectra in protein and in gas phase with the experimental spectra of FAD and its redox derivatives in protein.

This is shown in Fig. 5. Since many flavoproteins share similar spectral properties [47], some of the experimental data have been taken from different forms of cryptochromes or photolyases: data for FAD and FAD$^-$ have been taken from Mosquito Cryptochrome 1 (Anopheles gambiae), and FADH* and FADH$^-$ from a photolyase of E. Coli. The four forms are similar to the absorption spectrum of Arabidopsis Thaliana cryptochrome 1 and have been taken from Ref. 45. The spectrum of FADH$_2$ has been taken from solution measurements, and it is reproduced from data taken from Ref. 10.

In the following, we discuss each form separately.

**FAD:** The oxidized form of FAD is the most stable one, both in solution and in protein. For this reason, it has been extensively studied in the literature both experimentally [11,12,46,48] and theoretically [13,14]. FAD has two main absorption bands, the first band in the blue visible light region and a second band in
The absorption spectrum of FADH\textsuperscript{−} has a complex structure, with a peak at 650 nm and another at 450 nm, compared to the more simple absorption spectrum of FAD\textsuperscript{−} with a peak at 500 nm. In solution, the peak at 650 nm in FADH\textsuperscript{−} is intensified, and a shoulder is observed at 450 nm. The absorption spectrum of FAD\textsuperscript{−} is shifted to 500 nm when both TrpH and TyrO are present, indicating a red shift of about 100 nm compared to the gas phase absorption spectrum. This is consistent with the experimental data, which show that the absorption spectrum of FAD\textsuperscript{−} is shifted to 500 nm when both TrpH and TyrO are present. The absorption spectrum of FAD\textsuperscript{−} is shifted to 500 nm when both TrpH and TyrO are present, indicating a red shift of about 100 nm compared to the gas phase absorption spectrum. This is consistent with the experimental data, which show that the absorption spectrum of FAD\textsuperscript{−} is shifted to 500 nm when both TrpH and TyrO are present.
FADH\textsuperscript{−}: The fully reduced state is not favored in vivo and in vitro requires a strong reducing agent. In protein the reduced anion is formed after a second electron transfer from tryptophan, usually after a second photon absorption from FADH\textsuperscript{•}. Reoxidation happens in the presence of molecular oxygen. In solution the anionic reduced form has a maximum absorption at 256 nm and shoulders at 288 and 350 nm. A study in E. coli photolyase showed an absorption band around 360 nm, with very weak absorbance in the visible region.

Our simulations both in protein and in gas phase match the experimental spectrum, both in term of shape and vibrational progression. In the experimental spectrum, a shoulder is appearing at around 450 nm, which is probably due to some residual species (like a small concentration of Trp\textsuperscript{•}) or an almost dark π → π\textsuperscript{*} transition as found in experimental Stark spectra and theoretical simulations of FADH\textsuperscript{−} in solution. This feature is not captured by our QM/MM simulations, probably due to an underestimation of the intensity of this transition.

FADH\textsubscript{2}: The neutral reduced form is formed after a second proton transfer from tryptophan from the FADH\textsuperscript{−} form. In protein, its spectrum hardly differs from FADH\textsuperscript{−} and its characterization is mostly limited to solution studies, where it has a distinguished shoulder at 400 nm.

The experimental measurements for this form shown in Fig. 5 were done in solution. These match well with the gas-phase calculation, but the protein calculation shows a blue-shift of this peak of around 100 nm, leading to a similar excitation energy than FADH\textsuperscript{−}. This large blue-shift does not have an electrostatic origin, but it can be rather attributed to the enforced planar structure due to steric hindrance of the protein, since the electronic transition of FADH\textsubscript{2} in the gas phase at the protein optimized conformation leads to the same absorption maximum. Unfortunately, there is no clear experimental evidence of this form in cryptochrome protein to determine whether this shift of the QM/MM simulations is realistic.

6 Conclusions

The simulation of UV-visible absorption spectrum in complex media is a difficult task for theoretical chemistry. Here, we have developed and implemented the analytic second-derivatives of electrostatic embedding QM/MM ESPF method for unrestricted wavefunctions, extending our previous developments to open-shell systems. This method allows, among other molecular properties, the vibrational analysis of minimum energy structures and the simulation of vibrationally resolved spectra in protein. We have applied this methodology to simulate the absorption spectrum of FAD and four redox derivatives (two radicals and two reduced forms, one of each anionic and one neutral) embedded in the Arabidopsis Thaliana cryptochrome protein.

The theoretical absorption spectrum in protein shows a perfect agreement with experiments for the non-radical forms, reproducing well both the intensity, peak position and vibrational peak structure of the electronic transitions found between 300 nm and 600 nm. On the contrary, the agreement in the case of the radical forms is only moderate. As discussed recently in the literature, the signature of tryptophan and tyrosine radicals could be found in the absorption spectra of FAD\textsuperscript{−} and FADH\textsuperscript{•}. On the one hand, for FAD\textsuperscript{−}, a tyrosil peak appears at the same position as a π → π\textsuperscript{*} transition. The position and shape of both peaks is similar, and therefore we can not conclude that a tyrosil signature is present. On the other hand, the theoretical FADH\textsuperscript{•} absorption spectrum in protein can only be matched to the experimental spectrum considering the lowest intense peak of Trp\textsuperscript{•} radical at around 500 nm. We estimate the proportion between the two species as 1:1.

In conclusion, we demonstrate that vibrational analysis at the electrostatic embedding QM/MM level is a valuable tool to interpret the complex absorption spectra arising in proteins. In the future, we plan to extend our method to the simulation of vibrational spectroscopy (infra-red, non-resonant Raman, etc.) as well as extending the vibrational analysis to other kind of wavefunctions.
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QM/MM Hessian
\[ \frac{\partial^2 E_{QM/MM}}{\partial R^2} \]
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