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Abstract

In this paper, we investigate the joint optimal sensing and distributed MAC protocol design problem for cognitive radio networks. We consider both scenarios with single and multiple channels. For each scenario, we design a synchronized MAC protocol for dynamic spectrum sharing among multiple secondary users, which incorporates spectrum sensing for protecting active primary users. We perform saturation throughput analysis for the corresponding proposed MAC protocols that explicitly capture spectrum sensing performance. Then, we find their optimal configuration by formulating throughput maximization problems subject to detection probability constraints for primary users. In particular, the optimal solution of the optimization problem returns the required sensing time for primary users’ protection and optimal contention window for maximizing total throughput of the secondary network. Finally, numerical results are presented to illustrate developed theoretical findings in the paper and significant performance gains of the optimal sensing and protocol configuration.
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I. INTRODUCTION

Emerging broadband wireless applications have been demanding unprecedented increase in radio spectrum resources. As a result, we have been facing a serious spectrum shortage problem. However, several recent measurements reveal very low spectrum utilization in most useful frequency bands [1]. To resolve this spectrum shortage problem, the Federal Communications Commission (FCC) has opened licensed bands for unlicensed users’ access. This important change in spectrum regulation has resulted in growing research interests on dynamic spectrum sharing and cognitive radio in both industry and academia. In particular, IEEE has established an IEEE 802.22 workgroup to build the standard for WRAN based on CR techniques [2].

Hierarchical spectrum sharing between primary networks and secondary networks is one of the most widely studied dynamic spectrum sharing paradigms. For this spectrum sharing paradigm, primary users typically have strictly higher priority than secondary users in accessing the underlying spectrum. One potential approach for dynamic spectrum sharing is to allow both
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primary and secondary networks to transmit simultaneously on the same frequency with appropriate interference control to protect the primary network [3], [4]. In particular, it is typically required that a certain interference temperature limit due to secondary users’ transmissions must be maintained at each primary receiver. Therefore, power allocation for secondary users should be carefully performed to meet stringent interference requirements in this spectrum sharing model.

Instead of imposing interference constraints for primary users, spectrum sensing can be adopted by secondary users to search for and exploit spectrum holes (i.e., available frequency bands) [5], [6]. There are several challenging technical issues related to this spectrum discovery and exploitation problem. On one hand, secondary users should spend sufficient time for spectrum sensing so that they do not interfere with active primary users. On the other hand, secondary users should efficiently exploit spectrum holes to transmit their data by using an appropriate spectrum sharing mechanism. Even though these aspects are tightly coupled with each other, they have not been treated thoroughly in the existing literature.

In this paper, we make a further bold step in designing, analyzing, and optimizing MAC protocols for cognitive radio networks considering sensing performance captured in detection and false alarm probabilities. Specifically, the contributions of this paper can be summarized as follows: i) we design distributed synchronized MAC protocols for cognitive radio networks incorporating spectrum sensing operation for both single and multiple channel scenarios; ii) we analyze saturation throughput of the proposed MAC protocols; iii) we perform throughput maximization of the proposed MAC protocols against their key parameters, namely sensing time and minimum contention window; iv) we present numerical results to illustrate performance of the proposed MAC protocols and the throughput gains due to optimal protocol configuration.

The remaining of this paper is organized as follows. Section III describes system and sensing models. MAC protocol design, throughput analysis, and optimization for the single channel case are performed in Section IV. The multiple channel case is considered in Section V. Section VI presents numerical results followed by concluding remarks in Section VII.

II. RELATED WORKS

Various research problems and solution approaches have been considered for a dynamic spectrum sharing problem in the literature. In [3], [4], a dynamic power allocation problem for cognitive radio networks was investigated considering fairness among secondary users and interference constraints for primary users. When only mean channel gains averaged over short term fading can be estimated, the authors proposed more relaxed protection constraints in terms of interference violation probabilities for the underlying fair power allocation problem. In [7], information theory limits of cognitive radio channels were derived. Game theoretic approach for dynamic spectrum sharing was considered in [8], [9].

There is a rich literature on spectrum sensing for cognitive radio networks (e.g., see [10] and references therein). Classical sensing schemes based on, for example, energy detection techniques or advanced cooperative sensing strategies [11] where multiple secondary users collaborate with one another to improve the sensing performance have been investigated in the literature. There are a large number of papers considering MAC protocol design and analysis for cognitive radio networks
(see [12] for a survey of recent works in this topic). However, these existing works either assumed perfect spectrum sensing or did not explicitly model the sensing imperfection in their design and analysis. In [5], optimization of sensing and throughput tradeoff under a detection probability constraint was investigated. It was shown that the detection constraint is met with equality at optimality. However, this optimization tradeoff was only investigated for a simple scenario with one pair of secondary users. Extension of this sensing and throughput tradoff to wireless fading channels was considered in [20].

There are also some recent works that propose to exploit cooperative relays to improve sensing and throughput performance of cognitive radio networks. In particular, a novel selective fusion spectrum sensing and best relay data transmission scheme was proposed in [21]. Closed-form expression for the spectrum hole utilization efficiency of the proposed scheme was derived and significant performance improvement compared to other sensing and transmission schemes was demonstrated through extensive numerical studies. In [22], a selective relay based cooperative spectrum sensing scheme was proposed that does not require a separate channel for reporting sensing results. In addition, the proposed scheme can achieve excellent sensing performance with controllable interference to primary users. These existing works, however, only consider a simple setting with one pair of secondary users.

III. SYSTEM AND SPECTRUM SENSING MODELS

In this section, we describe the system and spectrum sensing models. Specifically, sensing performance in terms of detection and false alarm probabilities are explicitly described.

A. System Model

We consider a network setting where $N$ pairs of secondary users opportunistically exploit available frequency bands, which belong a primary network, for their data transmission. Note that the optimization model in [5] is a special case of our model with only one pair of secondary users. In particular, we will consider both scenarios in which one or multiple radio channels are exploited by these secondary users. We will design synchronized MAC protocols for both scenarios assuming that each channel can be in idle or busy state for a predetermined periodic interval, which is referred to as a cycle in this paper.

We further assume that each pair of secondary users can overhear transmissions from other pairs of secondary users (i.e., collocated networks). In addition, it is assumed that transmission from each individual pair of secondary users affects one different primary receiver. It is straightforward to relax this assumption to the scenario where each pair of secondary users affects more than one primary receiver and/or each primary receiver is affected by more than one pair of secondary users. The network setting under investigation is shown in Fig. 1. In the following, we will refer to pair $i$ of secondary users as secondary link $i$ or flow $i$ interchangeably.

Remark 1: In practice, secondary users can change their idle/busy status any time (i.e., status changes can occur in the middle of any cycle). Our assumption on synchronous channel status changes is only needed to estimate the
system throughput. In general, imposing this assumption would not sacrifice the accuracy of our network throughput calculation if primary users maintain their idle/busy status for sufficiently long time on average. This is actually the case for many practical scenarios such as in TV bands as reported by several recent studies (see [2] and references therein). In addition, our MAC protocols developed under this assumption would result in very few collisions with primary users because the cycle time is quite small compared to typical active/idle periods of primary users.

B. Spectrum Sensing

We assume that secondary links rely on a distributed synchronized MAC protocol to share available frequency channels. Specifically, time is divided into fixed-size cycles and it is assumed that secondary links can perfectly synchronize with each other (i.e., there is no synchronization error) [17], [23]. It is assumed that each secondary link performs spectrum sensing at the beginning of each cycle and only proceeds to contention with other links to transmit on available channels if its sensing outcomes indicate at least one available channel (i.e., channels not being used by nearby primary users). For the multiple channel case, we assume that there are \( M \) channels and each secondary transmitter is equipped with \( M \) sensors to sense all channels simultaneously. Detailed MAC protocol design will be elaborated in the following sections.

Let \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) denote the events that a particular primary user is idle and active, respectively (i.e., the underlying channel is available and busy, respectively) in any cycle. In addition, let \( \mathcal{P}_{ij}^0 (\mathcal{H}_0) \) and \( \mathcal{P}_{ij}^1 (\mathcal{H}_1) = 1 - \mathcal{P}_{ij}^0 (\mathcal{H}_0) \) be the probabilities that channel \( j \) is available and not available at secondary link \( i \), respectively. We assume that secondary users employ an energy detection scheme and let \( f_s \) be the sampling frequency used in the sensing period whose length is \( \tau \) for all secondary links. There are two important performance measures, which are used to quantify the sensing performance, namely detection and false alarm probabilities. In particular, detection event occurs when a secondary link successfully senses a busy channel and false alarm represents the situation when a spectrum sensor returns a busy state for an idle channel (i.e., a transmission opportunity is overlooked).

Assume that transmission signals from primary users are complex-valued PSK signals while the noise at the secondary links is independent and identically distributed circularly symmetric complex Gaussian \( \mathcal{CN} (0, N_0) \) [5]. Then, the detection and false alarm probability for the channel \( j \) at secondary link \( i \) can be calculated as [5]

\[
\mathcal{P}_{ij}^d (\varepsilon_{ij}, \tau) = Q \left( \left( \frac{\varepsilon_{ij}}{N_0} - \gamma_{ij} - 1 \right) \sqrt{\frac{\tau f_s}{2 \gamma_{ij} + 1}} \right),
\]

\[
\mathcal{P}_{ij}^f (\varepsilon_{ij}, \tau) = Q \left( \left( \frac{\varepsilon_{ij}}{N_0} - 1 \right) \sqrt{\tau f_s} \right) = Q \left( \sqrt{2 \gamma_{ij} + 1} Q^{-1} \left( \mathcal{P}_{ij}^d (\varepsilon_{ij}, \tau) \right) + \sqrt{\tau f_s \gamma_{ij}} \right),
\]

where \( i \in [1, N] \) is the index of a SU link, \( j \in [1, M] \) is the index of a channel, \( \varepsilon_{ij} \) is the detection threshold for an energy detector, \( \gamma_{ij} \) is the signal-to-noise ratio (SNR) of the PU’s signal at the secondary link, \( f_s \) is the sampling frequency, \( N_0 \) is the
noise power, $\tau$ is the sensing interval, and $Q(.)$ is defined as $Q(x) = (1/\sqrt{2\pi}) \int_{x}^{\infty} \exp (-t^2/2) \, dt$. In the analysis performed in the following sections, we assume a homogeneous scenario where sensing performance on different channels is the same for each secondary user. In this case, we denote these probabilities for secondary user $i$ as $P_i^f$ and $P_i^d$ for brevity.

**Remark 2:** For simplicity, we do not consider the impact of wireless channel fading in modeling the sensing performance in (1), (2). This enables us to gain insight into the investigated spectrum sensing and access problem while keeping the problem sufficiently tractable. Extension of the model to capture wireless fading will be considered in our future works. Relevant results published in some recent works such as those in [20] would be useful for these further studies.

**Remark 3:** The analysis performed in the following sections can be easily extended to the case where each secondary transmitter is equipped with only one spectrum sensor or each secondary transmitter only senses a subset of all channels in each cycle. Specifically, we will need to adjust the sensing time for some spectrum sensing performance requirements. In particular, if only one spectrum sensor is available at each secondary transmitter, then the required sensing time should be $M$ times larger than the case in which each transmitter has $M$ spectrum sensors.

**IV. MAC Design, Analysis and Optimization: Single Channel Case**

We consider the MAC protocol design, its throughput analysis and optimization for the single channel case in this section.

**A. MAC Protocol Design**

We now describe our proposed synchronized MAC for dynamic spectrum sharing among secondary flows. We assume that each fixed-size cycle of length $T$ is divided into 3 phases, namely sensing phase, synchronization phase, and data transmission phase. During the sensing phase of length $\tau$, all secondary users perform spectrum sensing on the underlying channel. Then, only secondary links whose sensing outcomes indicate an available channel proceed to the next phase (they will be called active secondary users/links in the following). In the synchronization phase, active secondary users broadcast beacon signals for synchronization purposes. Finally, active secondary users perform contention and transmit data in the data transmission phase. The timing diagram of one particular cycle is illustrated in Fig. 2. For this single channel scenario, synchronization, contention, and data transmission occur on the same channel.

We assume that the length of each cycle is sufficiently large so that secondary links can transmit several packets during the data transmission phase. Indeed, the current 802.22 standard specifies the spectrum evacuation time upon the return of primary users is 2 seconds, which is a relatively large interval. Therefore, our assumption would be valid for most practical cognitive systems. During the data transmission phase, we assume that active secondary links employ a standard contention technique to capture the channel similar to that in the CSMA/CA protocol. Exponential backoff with minimum contention window $W$ and maximum backoff stage $m$ [24] is employed in the contention phase. For brevity, we refer to $W$ simply as contention
window in the following. Specifically, suppose that the current backoff stage of a particular secondary user is \( i \) then it starts the contention by choosing a random backoff time uniformly distributed in the range \([0, 2^i W - 1]\), \( 0 \leq i \leq m \). This user then starts decrementing its backoff time counter while carrier sensing transmissions from other secondary links.

Let \( \sigma \) denote a mini-slot interval, each of which corresponds one unit of the backoff time counter. Upon hearing a transmission from any secondary link, each secondary link will “freeze” its backoff time counter and reactivate when the channel is sensed idle again. Otherwise, if the backoff time counter reaches zero, the underlying secondary link wins the contention. Here, either two-way or four-way handshake with RTS/CST will be employed to transmit one data packet on the available channel. In the four-way handshake, the transmitter sends RTS to the receiver and waits until it successfully receives CTS before sending a data packet. In both handshake schemes, after sending the data packet the transmitter expects an acknowledgment (ACK) from the receiver to indicate a successful reception of the packet. Standard small intervals, namely DIFS and SIFS, are used before backoff time decrements and ACK packet transmission as described in [24]. We refer to this two-way handshaking technique as a basic access scheme in the following analysis.

B. Throughput Maximization

Given the sensing model and proposed MAC protocol, we are interested in finding its optimal configuration to achieve the maximum throughput subject to protection constraints for primary receivers. Specifically, let \( \mathcal{N} \mathcal{T}(\tau, W) \) be the normalized total throughput, which is a function of sensing time \( \tau \) and contention window \( W \). Suppose that each primary receiver requires that detection probability achieved by its conflicting primary link \( i \) be at least \( P_{d}^i \). Then, the throughput maximization problem can be stated as follows:

**Problem 1:**

\[
\max_{\tau, W} \mathcal{N} \mathcal{T}(\tau, W) \quad \text{s.t.} \quad P_{d}^i (\epsilon^i, \tau) \geq \bar{P}_{d}^i, \quad i = 1, 2, \ldots, N
\]

\[
0 < \tau \leq T, \quad 0 < W \leq W_{\max},
\]

where \( W_{\max} \) is the maximum contention window and recall that \( T \) is the cycle interval. In fact, optimal sensing \( \tau \) would allocate sufficient time to protect primary receivers and optimal contention window would balance between reducing collisions among active secondary links and limiting protocol overhead.

C. Throughput Analysis and Optimization

We perform saturation throughput analysis and solve the optimization problem (3) in this subsection. Throughput analysis for the cognitive radio setting under investigation is more involved compared to standard MAC protocol throughput analysis (e.g., see [23], [24]) because the number of active secondary links participating in the contention in each cycle varies depending
on the sensing outcomes. Suppose that all secondary links have same packet length. Let \( \Pr (n = n_0) \) and \( \mathcal{T} (\tau, \phi | n = n_0) \) be the probability that \( n_0 \) secondary links participating in the contention and the conditional normalized throughput when \( n_0 \) secondary links join the channel contention, respectively. Then, the normalized throughput can be calculated as

\[
\mathcal{N}\mathcal{T} = \sum_{n_0=1}^{N} \mathcal{T} (\tau, W | n = n_0) \Pr (n = n_0),
\]

(4)

where recall that \( N \) is the number of secondary links, \( \tau \) is the sensing time, \( W \) is the contention window. In the following, we show how to calculate \( \Pr (n = n_0) \) and \( \mathcal{T} (\tau, \phi | n = n_0) \).

1) Calculation of \( \Pr (n = n_0) \): It is noted that only secondary links whose sensing outcomes in the sensing phase indicate an available channel proceed to contention in the data transmission phase. There are two scenarios for which this can happen for a particular secondary link \( i \):

- The primary user is not active and no false alarm is generated by the underlying secondary link.
- The primary user is active and secondary link \( i \) mis-detects its presence.

Therefore, secondary link \( i \) joins contention in the data transmission phase with probability

\[
\mathcal{P}_i^{i_{idle}} = [1 - \mathcal{P}_i^{i} (\varepsilon^i, \tau)] \mathcal{P}_i^{i} (H_0) + \mathcal{P}_i^{i} (\varepsilon^i, \tau) \mathcal{P}_i^{i} (H_1),
\]

(5)

where \( \mathcal{P}_i^{i} (\varepsilon^i, \tau) = 1 - \mathcal{P}_d^{i} (\varepsilon^i, \tau) \) is the mis-detection probability. Otherwise, it will be silent for the whole cycle and waits until the next cycle. This occurs with probability

\[
\mathcal{P}_i^{i_{busy}} = 1 - \mathcal{P}_i^{i_{idle}} = \mathcal{P}_i^{i} (\varepsilon^i, \tau) \mathcal{P}_i^{i} (H_0) + \mathcal{P}_d^{i} (\varepsilon^i, \tau) \mathcal{P}_i^{i} (H_1).
\]

(6)

We assume that interference of active primary users to the secondary user is negligible; therefore, a transmission from any secondary link only fails when it collides with transmissions from other secondary links. Now, let \( S_k \) denote one particular subset of all secondary links having exactly \( n_0 \) secondary links. There are \( \binom{N}{n_0} = \frac{N!}{n_0!(N-n_0)!} \) such sets \( S_k \). The probability of the event that \( n_0 \) secondary links join contention in the data transmission phase can be calculated as

\[
\Pr (n = n_0) = \sum_{k=1}^{\binom{N}{n_0}} \mathcal{P}_i^{i_{idle}} \prod_{j \in S_k \setminus S_k} \mathcal{P}_i^{j_{busy}}.
\]

(7)

where \( \mathcal{S} \) denotes the set of all \( N \) secondary links, and \( \mathcal{S} \setminus \mathcal{S}_k \) is the complement of \( \mathcal{S}_k \) with \( N - n_0 \) secondary links. If all secondary links have the same \( SNR_p \) and the same probabilities \( \mathcal{P}_i^{i} (H_0) \) and \( \mathcal{P}_i^{i} (H_1) \), then we have \( \mathcal{P}_i^{i_{idle}} = \mathcal{P}_{idle} \) and \( \mathcal{P}_i^{i_{busy}} = \mathcal{P}_{busy} = 1 - \mathcal{P}_{idle} \) for all \( i \). In this case, (7) becomes

\[
\Pr (n = n_0) = \binom{N}{n_0} (1 - \mathcal{P}_{busy})^{n_0} (\mathcal{P}_{busy})^{N-n_0},
\]

(8)

where all terms in the sum of (7) become the same.

Remark 4: In general, interference from active primary users will impact transmissions of secondary users. However, strong interference from primary users would imply high \( SNR \) of sensing signals collected at primary users. In this
high SNR regime, we typically require small sensing time while still satisfactorily protecting primary users. Therefore, for the case in which interference from active primary users to secondary users is small, sensing time will have the most significant impact on the investigated sensing-throughput tradeoff. Therefore, consideration of this setting enables us to gain better insight into the underlying problem. Extension to the more general case is possible by explicitly calculating transmission rates achieved by secondary users as a function of SINR. Due to the space constraint, we will not explore this issue further in this paper.

2) Calculation of Conditional Throughput: The conditional throughput can be calculated by using the technique developed by Bianchi in [24] where we approximately assume a fixed transmission probability $\phi$ in a generic slot time. Specifically, Bianchi shows that this transmission probability can be calculated from the following two equations [24]

$$\phi = \frac{2 (1 - 2p)}{(1 - 2p) (W + 1) + W p (1 - (2p)^m)},$$

$$p = 1 - (1 - \phi)^{n-1},$$

where $m$ is the maximum backoff stage, $p$ is the conditional collision probability (i.e., the probability that a collision is observed when a data packet is transmitted on the channel).

Suppose there are $n_0$ secondary links participating in contention in the third phase, the probability of the event that at least one secondary link transmits its data packet can be written as

$$P_t = 1 - (1 - \phi)^{n_0}.$$  \hspace{1cm} (11)

However, the probability that a transmission occurring on the channel is successful given there is at least one secondary link transmitting can be written as

$$P_s = \frac{n_0 \phi (1 - \phi)^{n_0-1}}{P_t}.$$ \hspace{1cm} (12)

The average duration of a generic slot time can be calculated as

$$\bar{T}_{sd} = (1 - P_t) T_e + P_t P_s T_s + P_t (1 - P_s) T_c,$$ \hspace{1cm} (13)

where $T_e = \sigma$, $T_s$ and $T_c$ represent the duration of an empty slot, the average time the channel is sensed busy due to a successful transmission, and the average time the channel is sensed busy due to a collision, respectively. These quantities can be calculated as [24]

For basic mechanism:

$$\begin{cases} T_s = T_s^1 = H + PS + SIFS + 2PD + ACK + DIFS \\ T_c = T_c^1 = H + PS + DIFS + PD \\ H = H_{PHY} + H_{MAC} \end{cases},$$ \hspace{1cm} (14)
where $H_{PHY}$ and $H_{MAC}$ are the packet headers for physical and MAC layers, $PS$ is the packet size, which is assumed to be fixed in this paper, $PD$ is the propagation delay, $SIFS$ is the length of a short interframe space, $DIFS$ is the length of a distributed interframe space, $ACK$ is the length of an acknowledgment.

For RTS/CTS mechanism:

\[
\begin{align*}
T_s &= T_s^2 = H + PS + 3SIFS + 2PD + \\
&= \text{RTS + CTS + ACK + DIFS}, \\
T_c &= T_c^2 = H + DIFS + RTS + PD
\end{align*}
\]

where we abuse notations by letting $RTS$ and $CTS$ represent the length of $RTS$ and $CTS$ control packets, respectively.

Based on these quantities, we can express the conditional normalized throughput as follows:

\[
\mathcal{T} (\tau, \phi | n = n_0) = \frac{T - \tau}{T_{sd}} \cdot \frac{\mathcal{P}_s \mathcal{P}_t PS}{T},
\]

where $\lfloor \cdot \rfloor$ denotes the floor function and recall that $T$ is the duration of a cycle. Note that $\frac{T - \tau}{T_{sd}}$ denotes the average number of generic slot times in one particular cycle excluding the sensing phase. Here, we omit the length of the synchronization phase, which is assumed to be negligible.

3) Optimal Sensing and MAC Protocol Design: Now, we turn to solve the throughput maximization problem formulated in (3). Note that we can calculate the normalized throughput given by (4) by using $Pr (n = n_0)$ calculated from (7) and the conditional throughput calculated from (16). It can be observed that the detection probability $\mathcal{P}^i_d (\varepsilon^i, \tau)$ in the primary protection constraints $\mathcal{P}^i_d (\varepsilon^i, \tau) \geq \mathcal{P}^i_d$ depends on both detection threshold $\varepsilon^i$ and the optimization variable $\tau$.

We can show that by optimizing the normalized throughput over $\tau$ and $W$ while fixing detection thresholds $\varepsilon^i = \varepsilon^i_0$ where $\mathcal{P}^i_d (\varepsilon^i_0, \tau) = \mathcal{P}^i_d$, $i = 1, 2, \cdots, N$, we can achieve almost the maximum throughput gain. The intuition behind this observation can be interpreted as follows. If we choose $\varepsilon^i < \varepsilon^i_0$ for a given $\tau$, then both $\mathcal{P}^i_d (\varepsilon^i, \tau)$ and $\mathcal{P}^i_f (\varepsilon^i, \tau)$ increase compared to the case $\varepsilon^i = \varepsilon^i_0$. As a result, $\mathcal{P}^i_{busy}$ given in (6) increases. Moreover, it can be verified that the increase in $\mathcal{P}^i_{busy}$ will lead to the shift of the probability distribution $Pr (n = n_0)$ to the left. Specifically, $\mathcal{P}^i_{busy}$ given in (7) increases for small $n_0$ and decreases for large $n_0$ as $\mathcal{P}^i_{busy}$ increases. Fortunately, with appropriate choice of contention window $W$ the conditional throughput $\mathcal{T} (\tau, W | n = n_0)$ given in (16) is quite flat for different $n_0$ (i.e., it only decreases slightly when $n_0$ increases). Therefore, the normalized throughput given by (4) is almost a constant when we choose $\varepsilon^i < \varepsilon^i_0$.

In the following, we will optimize the normalized throughput over $\tau$ and $W$ while choosing detection thresholds such that $\mathcal{P}^i_d (\varepsilon^i_0, \tau) = \mathcal{P}^i_d$, $i = 1, 2, \cdots, N$. From these equality constraints and (2) we have

\[
\mathcal{P}^i_f = Q (\alpha^i + \sqrt{\tau f} \gamma^i),
\]

where $\alpha^i = \sqrt{2\gamma^i + 1} Q^{-1} (\mathcal{P}^i_d)$.

Hence, the optimization problem (3) becomes independent of all detection thresholds $\varepsilon^i$, $i = 1, 2, \cdots, N$. Unfortunately, this optimization problem is still a mixed integer program (note that $W$ takes integer values), which
is difficult to solve. In fact, it can be verified even if we allow $W$ to be a real number, the resulting optimization problem is still not convex because the objective function is not concave. Therefore, standard convex optimization techniques cannot be employed to find the optimal solution for the optimization problem under investigation. Therefore, we have to rely on numerical optimization to find the optimal configuration for the proposed MAC protocol. Specifically, for a given contention window $W$ we can find the corresponding optimal sensing time $\tau$ as follows:

**Problem 2:**

$$\max_{0 < \tau \leq T} \mathcal{N}T(\tau, W) = \sum_{n_0=1}^{N} T(\tau, W | n = n_0) \Pr(n = n_0).$$ (18)

This optimization problem is not convex because its objective function is not concave in general. However, we will prove that $\mathcal{N}T(\tau)$ is an unimodal function in the range of $[0, T]$. Specifically, $\mathcal{N}T(\tau)$ is monotonically increasing in $[0, \tau)$ while it is monotonically decreasing in $(\tau, T]$ for some $0 < \tau \leq T$. Hence, $\mathcal{N}T(\tau)$ is the only global maximum in the entire range of $[0, T]$. This property is formally stated in the following proposition.

**Proposition 1:** The objective function $\mathcal{N}T(\tau)$ of (18) satisfies the following properties

1) $\lim_{\tau \to T} \frac{\partial \mathcal{N}T}{\partial \tau} < 0$,
2) $\lim_{\tau \to 0} \frac{\partial \mathcal{N}T}{\partial \tau} = +\infty$,
3) there is an unique $\tau$ where $\tau$ is in the range of $[0, T]$ such that $\frac{\partial \mathcal{N}T(\tau)}{\partial \tau} = 0$,
4) the objective function $\mathcal{N}T(\tau)$ is bounded from above.

**Proof:** The proof is provided in Appendix A.

We would like to discuss the properties stated in Proposition 1. Properties 1, 2, and 4 imply that there must be at least one $\tau$ in $[0, T]$ that maximizes $\mathcal{N}T(\tau)$. The second property implies that indeed such an optimal solution is unique. Therefore, one can find the globally optimal $(W^*, \tau^*)$ by finding optimal $\tau$ for each $W$ in its feasible range $[1, W_{max}]$. The procedure to find $(W^*, \tau^*)$ can be described in Algorithm 1. Numerical studies reveal that this algorithm has quite low computation time for practical values of $W_{max}$ and $T$.

**Algorithm 1 Optimization of Cognitive MAC Protocol**

1: For each integer value of $W \in [1, W_{max}]$, find the optimal $\tau$ according to (18), i.e.,

$$\tau(W) = \arg\max_{0 < \tau \leq T} \mathcal{N}T(\tau, W).$$ (19)

2: The globally optimal $(W^*, \tau^*)$ can then be found as

$$(W^*, \tau^*) = \arg\max_{W, \tau(W)} \mathcal{N}T(\tau(W), W).$$ (20)
D. Some Practical Implementation Issues

Deployment for the optimal configuration of the proposed MAC protocol can be done as follows. Each secondary user will need to spend some time to estimate the channel availability probabilities, channel SNRs, and the number of secondary users sharing the underlying spectrum. When these system parameters have been estimated, each secondary user can independently calculate the optimal sensing time and minimum contention window and implement them. Therefore, implementation for optimal MAC protocol can be performed in a completely distributed manner, which would be very desirable.

V. MAC DESIGN, ANALYSIS, AND OPTIMIZATION: MULTIPLE CHANNEL CASE

We consider the MAC protocol design, analysis and optimization for the multi-channel case in this section.

A. MAC Protocol Design

We propose a synchronized multi-channel MAC protocol for dynamic spectrum sharing in this subsection. To exploit spectrum holes in this case, we assume that there is one control channel which belongs to the secondary network (i.e., it is always available) and $M$ data channels which can be exploited by secondary users. We further assume that each transmitting secondary user employ a reconfigurable transceiver which can be tuned to the control channel or vacant channels for data transmission easily. In addition, we assume that this transceiver can turn on and off the carriers on the available or busy channels, respectively (e.g., this can be achieved by the OFDM technology).

There are still three phases for each cycle as in the single-channel case. However, in the first phase, namely the sensing phase of length $\tau$, all secondary users simultaneously perform spectrum sensing on all $M$ underlying channels. Because the control channel is always available, all secondary users exchange beacon signals to achieve synchronization in the second phase. Moreover, only active secondary links whose sensing outcomes indicate at least one vacant channel participate in the third phase (i.e., data transmission phase). As a result, the transmitter of the winning link in the contention phase will need to inform its receiver about the available channels. Finally, the winning secondary link will transmit data on all vacant channels in the data transmission phase. The timing diagram of one particular cycle is illustrated in Fig. 2.

Again, we also assume that the length of each cycle is sufficiently large such that secondary links can transmit several packets on each available channel during the data transmission phase. In the data transmission phase, we assume that active secondary links adopt the standard contention technique to capture the channels similar to that employed by the CSMA/CA protocol using exponential backoff and either two-way or four-way handshake as described in Section III. For the case with two-way handshake, both secondary transmitters and receivers need to perform spectrum sensing. With four-way handshake, only secondary transmitters need to perform spectrum sensing and the RTS message will contain additional information about the available channels on which the receiver will receive data packets. Also, multiple packets (i.e., one on each available
channel) are transmitted by the winning secondary transmitter. Finally, the ACK message will be sent by the receiver to indicate successfully received packets on the vacant channels.

B. Throughput Maximization

In this subsection, we discuss how to find the optimal configuration to maximize the normalized throughput under sensing constraints for primary users. Suppose that each primary receiver requires that detection probability achieved by its conflicting primary link \( i \) on channel \( j \) be at least \( \overline{P}_{ij}^d \). Then, the throughput maximization problem can be stated as follows:

**Problem 3:**

\[
\begin{aligned}
\max_{\tau, W} \quad & NT (\tau, W) \\
\text{s.t.} \quad & P_{ij}^d (\varepsilon_{ij}, \tau) \geq \overline{P}_{ij}^d, \quad i \in [1, N], \quad j \in [1, M] \\
& 0 < \tau \leq T, \quad 0 < W \leq W_{\max},
\end{aligned}
\]

(21)

where \( P_{ij}^d \) is the detection probability for secondary user \( i \) on channel \( j \), \( W_{\max} \) is the maximum contention window and recall that \( T \) is the cycle interval. We will assume that for each secondary user \( i \), \( P_{ij}^d (\varepsilon_{ij}, \tau) \) and \( \overline{P}_{ij}^d \) are the same for all channel \( j \), respectively. This would be valid because sensing performance (i.e., captured in \( P_{ij}^d (\varepsilon_{ij}, \tau) \) and \( P_{ij}^d (\varepsilon_{ij}, \tau) \)) depends on detection thresholds \( \varepsilon_{ij} \) and the SNR \( \gamma_{ij} \), which would be the same for different channels \( j \). In this case, the optimization problem reduces to that of the same form as (3) although the normalized throughput \( NT (\tau, W) \) will need to be derived for this multi-channel case. For brevity, we will drop all channel index \( j \) in these quantities whenever possible.

C. Throughput Analysis and Optimization

We analyze the saturation throughput and show how to obtain an optimal solution for Problem 3. Again we assume that all secondary links transmit data packets of the same length. Let \( \Pr (n = n_0) \), \( E[|l|] \) and \( T (\tau, \phi | n = n_0) \) denote the probability that \( n_0 \) secondary links participating in the contention phase, the average number of vacant channels at the winning SU link, and the conditional normalized throughput when \( n_0 \) secondary links join the contention, respectively. Then, the normalized throughput can be calculated as

\[
NT = \sum_{n_0=1}^{N} T (\tau, W | n = n_0) \Pr (n = n_0) \frac{E[|l|]}{M},
\]

(22)

where recall that \( N \) is the number of secondary links, \( M \) is the number of channels, \( \tau \) is the sensing time, \( W \) is the contention window. Note that this is the average system throughput per channel. We will calculate \( T (\tau, \phi | n = n_0) \) using (16) for the proposed MAC protocol with four-way handshake and exponential random backoff. In addition, we also show how to calculate \( \Pr (n = n_0) \).
1) Calculation of $\Pr(n = n_0)$ and $\mathbf{E}[l]$:

Recall that only secondary links whose sensing outcomes indicate at least one available channel participate in contention in the data transmission phase. Again, as in the single channel case derived in Section IV-C1, the sensing outcome at secondary user $i$ indicates that channel $j$ is available or busy with probabilities $p_{idle}^i$ and $p_{busy}^i$, which are in the same forms with (6) and (5), respectively (recall that we have dropped the channel index $j$ in these quantities). Now, $\Pr(n = n_0)$ can be calculated from these probabilities. Recall that secondary link $i$ only joins the contention if its sensing outcomes indicate at least one vacant channel. Otherwise, it will be silent for the whole cycle and waits until the next cycle. This occurs if its sensing outcomes indicate that all channels are busy.

To gain insight into the optimal structure of the optimal solution while keeping mathematical details sufficiently tractable, we will consider the homogeneous case in the following where $p_f^i$, $p_d^i$ (therefore, $p_{idle}^i$ and $p_{busy}^i$) are the same for all secondary users $i$. The obtained results, however, can extended to the general case even though the corresponding expressions will be more lengthy and tedious. For the homogeneous system, we will simplify $p_{idle}^i$ and $p_{busy}^i$ to $p_{SUidle}$ and $p_{SUbusy}$, respectively for brevity. Therefore, the probability that a particular channel is indicated as busy or idle by the corresponding spectrum sensor can be written as

$$p_{busy} = p_f p(h_0) + p_d p(h_1),$$

(23)

$$p_{idle} = 1 - p_{busy}.$$  

(24)

Let $\Pr(l = l_0)$ denote the probability that $l_0$ out of $M$ channels are indicated as available by the spectrum sensors. Then, this probability can be calculated as

$$\Pr(l = l_0) = \binom{M}{l_0} p_{idle}^{l_0}\ p_{busy}^{M-l_0}.$$  

(25)

Now, let $p_{SUidle}$ be the probability that a particular secondary link $i$ participates in the contention (i.e., its spectrum sensors indicate at least one available channel) and $p_{SUbusy}$ be the probability that secondary link $i$ is silent (i.e., its spectrum sensors indicate that all channels are busy). Then, these probabilities can be calculated as

$$p_{SUbusy} = \Pr(l = 0) = p_{busy}^M,$$  

(26)

$$p_{SUidle} = \sum_{l_0=1}^{M} \Pr(l = l_0) = 1 - p_{SUbusy}.$$  

(27)

Again we assume that a transmission from a particular secondary link only fails if it collides with transmissions from other
secondary links. The probability that \( n_0 \) secondary links join the contention can be calculated by using (27) and (26) as follows:

\[
\Pr (n = n_0) = \binom{N}{n_0} P_{S_{idle}}^{n_0} P_{S_{busy}}^{N-n_0} = \binom{N}{n_0} \left(1 - P_{M_{busy}}^{M} \right)^{n_0} P_{busy}^{M(N-n_0)}.
\] (28)

From (28), we can calculate the average number of available channels, denoted by the expectation \( E[l] \), at one particular secondary link as

\[
E[l] = \sum_{l_0=0}^{M} l_0 \Pr (l = l_0) = \sum_{l_0=0}^{M} l_0 \binom{M}{l_0} P_{idle}^{l_0} P_{busy}^{M-l_0}.
\] (29)

2) Optimal Sensing and MAC Protocol Design: We now tackle the throughput maximization problem formulated in (21). In this case, the normalized throughput given by (22) can be calculated by using \( \Pr (n = n_0) \) in (28), the conditional throughput in (16), and the average number of available channels in (29). Similar to the single-channel case, we will optimize the normalized throughput over \( \tau \) and \( W \) while choosing a detection threshold such that \( P_d(\varepsilon_0, \tau) = \tilde{P}_d \). Under these equality constraints, the false alarm probability can be written as

\[
P_f = Q \left( \alpha + \sqrt{\tau f_s \gamma} \right)
\] (30)

where \( \alpha = \sqrt{2 \gamma + 1} Q^{-1}(\tilde{P}_d) \). Hence, Problem 3 is independent of detection thresholds. Again, for a given contention window \( W \) we can find the corresponding optimal sensing time \( \tau \) in the following optimization problem

\[
\max_{\tau} \tilde{NT}(\tau) \triangleq NT(\tau, W) \big|_{W=W}.
\] s.t. \( 0 \leq \tau \leq T \). (31)

Similar to the single-channel case, we will prove that \( \tilde{NT}(\tau) \) is a unimodal function in the range of \([0, T]\). Therefore, there is a unique global maximum in the entire range of \([0, T]\). This is indeed the result of several properties stated in the following proposition.

Proposition 2: The function \( \tilde{NT}(\tau) \) satisfies the following properties

1) \( \lim_{\tau \to 0} \frac{\partial \tilde{NT}(\tau)}{\partial \tau} > 0 \),

2) \( \lim_{\tau \to T} \frac{\partial \tilde{NT}(\tau)}{\partial \tau} < 0 \),

3) there is an unique \( \tau \) where \( \tau \) is in the range of \([0, T]\) such that \( \frac{\partial \tilde{NT}(\tau)}{\partial \tau} = 0 \),

4) and the objective function \( \tilde{NT}(\tau) \) is bounded from above.
Therefore, it is a unimodal function in the range of \([0, T]\)

**Proof:** The proof is provided in Appendix B.

Therefore, given one particular value of \(W\) we can find a unique optimal \(\tau(W)\) for the optimization problem (31). Then, we can find the globally optimal \((W^*, \tau^*)\) by finding optimal \(\tau\) for each \(W\) in its feasible range \([1, W_{\text{max}}]\). The procedure to find \((W^*, \tau^*)\) is the same as that described in Algorithm 1.

**VI. NUMERICAL RESULTS**

We present numerical results to illustrate throughput performance of the proposed cognitive MAC protocols. We take key parameters for the MAC protocols from Table II in [24]. Other parameters are chosen as follows: cycle time is \(T = 100\,\text{ms}\); mini-slot (i.e., generic empty slot time) is \(\sigma = 20\,\mu\text{s}\); sampling frequency for spectrum sensing is \(f_s = 6\,\text{MHz}\); bandwidth of PUs’ QPSK signals is \(6\,\text{MHz}\). In addition, the exponential backoff mechanism with the maximum backoff stage \(m\) is employed to reduce collisions.

**A. Performance of Single Channel MAC Protocol**

For the results in this section, we choose other parameters of the cognitive network as follows. The signal-to-noise ratio of PU signals at secondary links \(SNR_p^i\) are chosen randomly in the range \([-15, -20]\,\text{dB}\). The target detection probability for secondary links and the probabilities \(P^i(H_0)\) are chosen randomly in the intervals \([0.7, 0.9]\) and \([0.7, 0.8]\), respectively. The basic scheme is used as a handshaking mechanism for the MAC protocol.

In Fig. 3 we show the normalized throughput \(N/T\) versus contention window \(W\) for different values of \(N\) when the sensing time is fixed at \(\tau = 1\,\text{ms}\) and the maximum backoff stage is chosen at \(m = 3\) for one particular realization of system parameters. The maximum throughput on each curve is indicated by a star symbol. This figure indicates that the maximum throughput is achieved at larger \(W\) for larger \(N\). This is expected because larger contention window can alleviate collisions among active secondary for larger number of secondary links. It is interesting to observe that the maximum throughput can be larger than 0.8 although \(P^i(H_0)\) are chosen in the range \([0.7, 0.8]\). This is due to a multi-user gain because secondary links are in conflict with difference primary receivers.

In Fig. 4 we present the normalized throughput \(N/T\) versus sensing time \(\tau\) for a fixed contention window \(W = 32\), maximum backoff stage \(m = 3\), and different number of secondary links \(N\). The maximum throughput is indicated by a star symbol on each curve. This figure confirms that the normalized throughput \(N/T\) increases when \(\tau\) is small and decreases with large \(\tau\) as being proved in Proposition 1. Moreover, for a fixed contention window the optimal sensing time indeed decreases with the number of secondary links \(N\). Finally, the multi-user diversity gain can also be observed in this figure.

To illustrate the joint effects of contention window \(W\) and sensing time \(\tau\), we show the normalized throughput \(N/T\) versus \(\tau\) and contention window \(W\) for \(N = 15\) and \(m = 4\) in Fig. 5. We show the globally optimal parameters \((\phi^*, \tau^*)\) which
maximize the normalized throughput $N^T$ of the proposed cognitive MAC protocol by a star symbol in this figure. This figure reveals that the performance gain due to optimal configuration of the proposed MAC protocol is very significant. Specifically, while the normalized throughput $N^T$ tends to be less sensitive to the contention window $W$, it decreases significantly when the sensing time $\tau$ deviates from the optimal value $\tau^\ast$. Therefore, the proposed optimization approach would be very useful in achieving the largest throughput performance for the secondary network.

B. Performance of Multi-Channel MAC Protocol

In this section, we present numerical results for the proposed multi-channel MAC protocol. Although, we analyze the homogeneous scenario in Section VI-A for brevity, we present simulation results for the heterogeneous settings in this subsection. The same parameters for the MAC protocol as in Section VI-A are used. However, this model covers for the case in which each secondary link has multiple channels. In addition, some key parameters are chosen as follows. The SNRs of the signals from the primary user to secondary link $i$ (i.e., $\text{SNR}^{ij}_{p}$) are randomly chosen in the range of $[-15, -20]$ dB. The target detection probabilities $\bar{P}^{ij}$ and the probabilities $P^{ij}(H_0)$ for channel $j$ at secondary link $i$ are randomly chosen in the intervals $[0.7, 0.9]$ and $[0.7, 0.8]$, respectively. Again the exponential backoff mechanism with the maximum backoff stage $m$ is employed to reduce collisions.

In Fig. 6, we illustrate the normalized throughput $N^T$ versus sensing times $\tau$ and contention windows $W$ for $N = 10$, $M = 5$ and $m = 4$ and the basic access mechanism. We show the optimal configuration $(\tau^\ast, W^\ast)$, which maximizes the normalized throughput $N^T$ of the proposed multichannel MAC protocol. Again it can be observed that the normalized throughput $N^T$ tends to be less sensitive to the contention window $W$ while it significantly decreases when the sensing time $\tau$ deviates from the optimal sensing time $\tau^\ast$.

In order to study the joint effect of contention window $W$ and sensing time $\tau$ in greater details, we show the normalized throughput $N^T$ versus $W$ and $\tau$ in Table I. In this table, we consider both handshaking mechanisms, namely basic access and RTS/CTS access schemes. Each set of results applies to a particular setting with certain number of secondary links $N$, number of channels $M$ and maximum backoff stage $m$. In particular, we will consider two settings, namely $(N, M, m) = (10, 5, 4)$ and $(N, M, m) = (5, 3, 5)$. Optimal normalized throughput is indicated by a bold number. It can be confirmed from this table that as $(\tau, W)$ deviate from the optimal $(\tau^\ast, W^\ast)$, the normalized throughput decreases significantly.

This table also demonstrates potential effects of the number of secondary links $N$ on the network throughput and optimal configuration for the MAC protocols. In particular, for secondary networks with the small number of secondary links, the probability of collision is lower than that for networks with the large number of secondary links. We consider the two scenarios corresponding to different combinations $(N, M, m)$. The first one which has a smaller number of secondary links $N$ indeed requires smaller contention window $W$ and maximum backoff stage $m$ to achieve the maximum throughput. Finally, it can be observed that for the same configuration of $(N, M, m)$, the basic access mechanism slightly outperforms the RTS/CTS access.
mechanism, while the RTS/CTS access mechanism can achieve the optimal normalized throughput at lower $W$ compared to the basic access mechanism.

VII. CONCLUSION

In this paper, we have proposed MAC protocols for cognitive radio networks that explicitly take into account spectrum sensing performance. Specifically, we have derived normalized throughput of the proposed MAC protocols and determined their optimal configuration for throughput maximization. These studies have been performed for both single and multiple channel scenarios subject to protection constraints for primary receivers. Finally, we have presented numerical results to confirm important theoretical findings in the paper and to show significant performance gains achieved by the optimal configuration for proposed MAC protocols.

APPENDIX A

PROOF OF PROPOSITION 1

We start the proof by defining the following quantities: $\varphi := -\left(\alpha^{\prime} + \sqrt{T_{\tau}}\gamma^{\prime}\right)^2$ and $c_{n_0} := \frac{P_{S} P_{idle} P_{busym}}{P_{busym}}$. Taking the derivative of $N T$ versus $\tau$, we have

$$\frac{\partial N T}{\partial \tau} = \sum_{n_0=1}^{N} c_{n_0} \sum_{k=1}^{C_{n_0}} \left( \begin{array}{c} -1 \vspace{1mm} \\
\frac{1}{T_{ed}} \prod_{i \in S_k} P_{idle} \prod_{j \in S_k \setminus S_k} P_{busy}^j + \frac{T_{ed}}{T_{ed}} \xrightarrow{T_{ed}} T_{ed} \end{array} \right) \vspace{1mm} \left( \begin{array}{c} P \gamma \exp \left( \varphi \right) (H_0) \prod_{i \in S_k \setminus S_k} P_{idle} \prod_{j \in S_k \setminus S_k} P_{busy}^j \\
- \sum_{j \in S_k \setminus S_k} \gamma \exp \left( \varphi \right) (H_0) \prod_{i \in S_k \setminus S_k} P_{idle} \prod_{j \in S_k \setminus S_k} P_{busym} \end{array} \right).$$

(32)

From this we have

$$\lim_{\tau \to T} \frac{\partial N T}{\partial \tau} = \sum_{n_0=1}^{N} c_{n_0} \sum_{k=1}^{C_{n_0}} \left( \begin{array}{c} P \gamma \exp \left( \varphi \right) (H_0) \prod_{i \in S_k \setminus S_k} P_{idle} \prod_{j \in S_k \setminus S_k} P_{busym} \\
- \sum_{j \in S_k \setminus S_k} \gamma \exp \left( \varphi \right) (H_0) \prod_{i \in S_k \setminus S_k} P_{idle} \prod_{j \in S_k \setminus S_k} P_{busym} \end{array} \right) < 0.$$

(33)

Now, let us define the following quantity

$$K_\tau := \sum_{n_0=1}^{N} c_{n_0} \sum_{k=1}^{C_{n_0}} \left( \begin{array}{c} \sum_{i \in S_k} \gamma \exp \left( \varphi \right) (H_0) \prod_{i \in S_k \setminus S_k} P_{idle} \prod_{j \in S_k \setminus S_k} P_{busym} \\
- \sum_{j \in S_k \setminus S_k} \gamma \exp \left( \varphi \right) (H_0) \prod_{i \in S_k \setminus S_k} P_{idle} \prod_{j \in S_k \setminus S_k} P_{busym} \end{array} \right).$$

(34)

Then, it can be shown that $K_\tau > 0$ as being explained in the following. First, it can be verified that the term $c_{n_0}$ is almost a constant for different $n_0$. Therefore, to highlight intuition behind the underlying property (i.e., $K_\tau > 0$), we substitute $K = c_{n_0}$ into the above equation. Then, $K_\tau$ in (34) reduces to

$$K_\tau = K_{\alpha} \sum_{n_0=1}^{N} C_{n_0} \left( n_0 P_{idle}^{n_0-1} P_{busym}^{N-n_0} - (N - n_0) P_{busym}^{N-n_0-1} \right),$$

(35)
where \( K_a = K \gamma \exp (\varphi) \mathcal{P} (H_0) \). Let define the following quantities \( x = \mathcal{P}_{bus} \), \( x \in R_x \overset{\Delta}{=} [\mathcal{P}_d \mathcal{P} (H_1), \mathcal{P} (H_0) + \mathcal{P}_d \mathcal{P} (H_1)] \).

After some manipulations, we have

\[
K_\tau = K_a \sum_{n_0=0}^{N} f (x) \left( \frac{n_0}{x (1-x)} - \frac{N}{x} \right) , \tag{36}
\]

where \( f (x) = C_{n_0}^N (1-x)^{n_0} x^{N-n_0} \) is the binomial mass function [28] with \( p = 1-x \) and \( q = x \). Because the total probabilities and the mean of this binomial distribution are 1 and \( Np = N (1-x) \), respectively, we have

\[
\sum_{n_0=0}^{N} f (x) = 1 , \tag{37}
\]

\[
\sum_{n_0=0}^{N} n_0 f (x) = N (1-x) . \tag{38}
\]

It can be observed that in (36), the element corresponding to \( n_0 = 0 \) is missing. Apply the results in (37) and (38) to (36) we have

\[
K_\tau = K_a N x^{N-1} > 0 , \forall x . \tag{39}
\]

Therefore, we have

\[
\lim_{\tau \to 0} \frac{\partial N T}{\partial \tau} = +\infty . \tag{40}
\]

Hence, we have completed the proof for first two properties of Proposition 1.

In order to prove the third property, let us find the solution of \( \frac{\partial N T}{\partial \tau} = 0 \). After some simple manipulations and using the properties of the binomial distribution, this equation reduces to

\[
h (\tau) = g (\tau) , \tag{41}
\]

where

\[
g (\tau) = \left( \alpha + \gamma \sqrt{f_s} \tau \right)^2 , \tag{42}
\]

and

\[
h (\tau) = 2 \log \left( \mathcal{P} (H_0) \gamma \sqrt{f_s} T - \tau \right) + h_1 (x) \tag{43}
\]

where \( h_1 (x) = 2 \log \frac{K_\tau / K_a}{\sum_{n_0=1}^{N} \left( \frac{N}{n_0} \right) f (x)} = 2 \log \frac{N x^{N-1}}{1-x} . \)

To prove the third property, we will show that \( h (\tau) \) intersects \( g (\tau) \) only once. We first state one important property of \( h (\tau) \) in the following lemma.

**Lemma 1:** \( h (\tau) \) is an decreasing function.
Proof: Taking the first derivative of $h(\cdot)$, we have

$$\frac{\partial h}{\partial \tau} = -\frac{1}{\tau} - \frac{2}{T - \tau} + \frac{\partial h_1}{\partial x} \frac{\partial x}{\partial \tau}. \quad (44)$$

We now derive $\frac{\partial x}{\partial \tau}$ and $\frac{\partial h_1}{\partial x}$ as follows:

$$\frac{\partial x}{\partial \tau} = -P (H_0) \gamma \sqrt{\frac{f_s}{8\pi\tau}} \exp \left( -\frac{(\alpha + \gamma \sqrt{f_s\tau})^2}{2} \right) < 0, \quad (45)$$

$$\frac{\partial h_1}{\partial x} = 2N - 1 + x_N \left( 1 - x_N \right) > 0. \quad (46)$$

Hence, $\frac{\partial h_1}{\partial x} \frac{\partial x}{\partial \tau} < 0$. Using this result in (44), we have $\frac{\partial h}{\partial \tau} < 0$. Therefore, we can conclude that $h(\tau)$ is monotonically decreasing.

We now consider function $g(\tau)$. Take the derivative of $g(\tau)$, we have

$$\frac{\partial g}{\partial \tau} = \left( \alpha + \gamma \sqrt{f_s\tau} \right) \frac{\gamma \sqrt{f_s}}{\sqrt{\tau}}. \quad (47)$$

Therefore, the monotonicity property of $g(\tau)$ only depends on $y = \alpha + \gamma \sqrt{f_s\tau}$. Properties 1 and 2 imply that there must be at least one intersection between $h(\tau)$ and $g(\tau)$. We now prove that there is indeed a unique intersection. To proceed, we consider two different regions for $\tau$ as follows:

$$\Omega_1 = \{ \tau | \alpha + \gamma \sqrt{f_s\tau} < 0, \tau \leq T \} = \left\{ 0 < \tau < \frac{\alpha^2}{\tau f_s} \right\}$$

and

$$\Omega_2 = \{ \tau | \alpha + \gamma \sqrt{f_s\tau} \geq 0, \tau \leq T \} = \left\{ \frac{\alpha^2}{\tau f_s} \leq \tau \leq T \right\}.$$

From the definitions of these two regions, we have $g(\tau)$ decreases in $\Omega_1$ and increases in $\Omega_2$. To show that there is a unique intersection between $h(\tau)$ and $g(\tau)$, we prove the following.

Lemma 2: The following statements are correct:

1) If there are intersections between $h(\tau)$ and $g(\tau)$ in $\Omega_2$ then it is the only intersection in this region and there is no intersection in $\Omega_1$.

2) If there are intersections between $h(\tau)$ and $g(\tau)$ in $\Omega_1$ then it is the only intersection in this region and there is no intersection in $\Omega_2$.

Proof: We prove the first statement now. Recall that $g(\tau)$ monotonically increases in $\Omega_2$; therefore, $g(\tau)$ and $h(\tau)$ can intersect at most once in this region (because $h(\tau)$ decreases). In addition, $g(\tau)$ and $h(\tau)$ cannot intersect in $\Omega_1$ for this case if we can prove that $\frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau}$. This is because both functions decrease in $\Omega_1$. We will prove that $\frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau}$ in lemma 3 after this proof.

We now prove the second statement of lemma 2. Recall that we have $\frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau}$. Therefore, there is at most one intersection between $g(\tau)$ and $h(\tau)$ in $\Omega_1$. In addition, it is clear that there cannot be any intersection between these two functions in $\Omega_2$ for this case.

$\blacksquare$
Lemma 3: We have $\frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau}$.

Proof: From (44), we can see that lemma 3 holds if we can prove the following stronger result

$$\frac{-1}{\tau} + \frac{\partial h_1}{\partial \tau} < \frac{\partial g}{\partial \tau},$$

(48)

where $\frac{\partial h_1}{\partial \tau} = \frac{\partial h_1}{\partial x} \frac{\partial x}{\partial \tau}$, $\frac{\partial h_1}{\partial x}$ is derived in (45), $\frac{\partial h_1}{\partial x}$ is derived in (46) and $\frac{\partial g}{\partial \tau}$ is given in (47).

To prove (48), we will prove the following

$$-\frac{1}{\tau} + \frac{y P(H_0) \gamma \sqrt{2 \pi}}{P(H_0) + \sqrt{2 \pi P(H_1) (1 - \bar{P}_d) (-y) \exp \left( \frac{y^2}{2} \right)}} < \frac{\partial g}{\partial \tau},$$

(49)

where $y = (\alpha + \gamma \sqrt{f_{s\tau}} < 0)$. Then, we show that

$$\frac{\partial h_1}{\partial \tau} < \frac{y P(H_0) \gamma \sqrt{2 \pi}}{P(H_0) + \sqrt{2 \pi P(H_1) (1 - \bar{P}_d) (-y) \exp \left( \frac{y^2}{2} \right)}}.$$ 

(50)

Therefore, the result in (48) will hold. Let us prove (50) first. First, let us prove the following

$$\frac{\partial h_1}{\partial x} > \frac{2}{1 - x}.$$ 

(51)

Using the result in $\frac{\partial h_1}{\partial x}$ from (46), (51) is equivalent to

$$\frac{2}{x (1 - x^N)} > \frac{2}{1 - x},$$

(52)

After some manipulations, we get

$$(1 - x) (N - 1 - (x + x^2 + \cdots + x^{N-1})) > 0.$$ 

(53)

It can be observed that $0 < x < 1$ and $0 < x^i < 1$, $i \in [1, N - 1]$. So $N - 1 - (x + x^2 + \cdots + x^{N-1}) > 0$; hence (53) holds. Therefore, we have completed the proof for (51).

We now show that the following inequality holds

$$\frac{2}{1 - x} > \frac{2 \sqrt{2 \pi} (-y) \exp \left( \frac{y^2}{2} \right)}{P(H_0) + \sqrt{2 \pi P(H_1) (1 - \bar{P}_d) (-y) \exp \left( \frac{y^2}{2} \right)}},$$

(54)

This can be proved as follows. In (26), it has been shown that $Q(t)$ with $t > 0$ satisfies

$$\frac{1}{Q(t)} > \sqrt{2 \pi t} \exp \left( \frac{t^2}{2} \right).$$

(55)

Apply this result to $P_f = Q(y) = 1 - Q(-y)$ with $y = (\alpha + \gamma \sqrt{f_{s\tau}) < 0$ we have

$$\frac{1}{1 - P_f} > \sqrt{2 \pi} (-y) \exp \left( \frac{y^2}{2} \right).$$

(56)

After some manipulations, we obtain

$$P_f > 1 - \frac{1}{\sqrt{2 \pi} (-y) \exp \left( \frac{y^2}{2} \right)}.$$ 

(57)
Recall that we have defined \( x = \mathcal{P}_{f} \mathcal{P}(\mathcal{H}_0) + \mathcal{P}_{d} \mathcal{P}(\mathcal{H}_1) \). Using the result in (57), we can obtain the lower bound of \( \frac{2}{1-x} \) given in (54). Using the results in (51) and (54), and the fact that \( \frac{\partial x}{\partial \tau} < 0 \), we finally complete the proof for (50).

To complete the proof of the lemma, we need to prove that (49) holds. Substitute \( \frac{\partial g}{\partial \tau} \) from (47) to (49) and make some further manipulations, we have

\[
1 - y(y - \alpha) > 1 - \frac{y \mathcal{P}(\mathcal{H}_0) \gamma \sqrt{\frac{L}{2}}}{\mathcal{P}(\mathcal{H}_0) + \sqrt{2\pi} \mathcal{P}(\mathcal{H}_1)(1 - \mathcal{P}_d)(-y) \exp \left( \frac{y^2}{2} \right)}. \tag{58}
\]

Let us consider the LHS of (58). We have \( 0 < y - \alpha = \gamma \sqrt{T_s \tau} < -\alpha \); therefore, we have \( 0 < -y < -\alpha \). Apply the Cauchy-Schwarz inequality to \(-y\) and \(y - \alpha\), we have the following

\[
0 < -y(y - \alpha) \leq \left( \frac{-y + y - \alpha}{2} \right)^2 = \frac{\alpha^2}{4}. \tag{59}
\]

Hence

\[
\frac{1}{-y(y - \alpha)} \geq \frac{4}{\alpha^2} = \frac{4}{(2\gamma + 1) \left( Q^{-1}(\mathcal{P}_d) \right)^2} > 1. \tag{60}
\]

It can be observed that the RHS of (58) is less than 1. Therefore, (58) holds, which implies that (49) and (48) also hold.

Finally, the last property holds because \( \Pr(n = n_0) < 1 \) and conditional throughput are all bounded from above. Therefore, we have completed the proof of Proposition 1.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

To prove the properties stated in Proposition 2, we first find the derivative of \( \tilde{N} T(\tau) \). Again, it can be verified that \( \frac{\mathcal{P}_P \mathcal{P}_S}{T} \) is almost a constant for different \( n_0 \). To demonstrate the proof for the proposition, we substitute this term as a constant value, denoted as \( K \), in the throughput formula. In addition, for large \( T \), \( \left[ \frac{\mathcal{P}_P \mathcal{P}_S}{T} \right] \) is very close to \( \frac{\mathcal{P}_P \mathcal{P}_S}{T_d} \). Therefore, \( \tilde{N} T \) can be accurately approximated as

\[
\tilde{N} T(\tau) = \sum_{n_0=1}^{N} \mathcal{K} \left( \begin{array}{c} N \\ n_0 \end{array} \right) (T - \tau)(1 - x^M)^{n_0} x^{M(N-n_0)} (1 - x), \tag{61}
\]

where \( \mathcal{K} = \frac{\mathcal{P}_P \mathcal{P}_S}{T} \), and \( x = P_{busy} \). Now, let us define the following function

\[
f'(x) = (1 - x^M)^{n_0} x^{M(N-n_0)} (1 - x). \tag{62}
\]

Then, we have

\[
\frac{\partial f'}{\partial x} = f'(x) \left[ \frac{-1}{1 - x} - \frac{Mn_0}{1 - x^M} x^{M-1} + \frac{M(N-n_0)}{x} \right], \tag{63}
\]
and $\frac{\partial \partial f}{\partial \partial x}$ is the same as (45). Hence, the first derivation of $\tilde{N}(T)(\tau)$ can be written as

$$\frac{\partial \tilde{N}(T)(\tau)}{\partial \tau} = \sum_{n_0=1}^{N} K \left( \begin{array}{c} N \\ n_0 \end{array} \right) \left[ -f'(x) + (T - \tau) \frac{\partial f'}{\partial f} \right]$$

$$= \sum_{n_0=1}^{N} K \left( \begin{array}{c} N \\ n_0 \end{array} \right) f'(x) \times \left[ (T - \tau) \left[ \frac{1}{1-x} + \frac{Mn_0}{M(N-n_0)}x^{M-1} - \frac{M(N-n_0)}{x} \right] \right] \times P(H_0) \sqrt{\frac{M\pi}{8\sigma^2}} \exp \left( -\frac{(\alpha+\gamma\sqrt{r}\tau)^2}{2} \right) - 1$$

From (23), the range of $x$, namely $\mathbb{R}_x$ can be expressed as $[P_d\mathcal{P}(H_1), P(H_0) + \mathcal{P}_d\mathcal{P}(H_1)]$. Now, it can be observed that

$$\lim_{\tau \to T} \frac{\partial \tilde{N}(T)(\tau)}{\partial \tau} = -\sum_{n_0=1}^{N} K \left( \begin{array}{c} N \\ n_0 \end{array} \right) f'(x) < 0. \quad (65)$$

Therefore, the second property of Proposition 2 holds.

Now, let us define the following quantity

$$K'_T = \sum_{n_0=1}^{N} \left( \begin{array}{c} N \\ n_0 \end{array} \right) f'(x) \left( \frac{1}{1-x} + \frac{Mn_0}{1-xM}x^{M-1} - \frac{M(N-n_0)}{x} \right). \quad (66)$$

Then, it can be seen that $\lim_{\tau \to 0} \frac{\partial \tilde{N}(T)(\tau)}{\partial \tau} = +\infty > 0$ if $K'_T > 0$, $\forall M, N, x \in \mathbb{R}_x$. This last property is stated and proved in the following lemma.

**Lemma 4:** $K'_T > 0$, $\forall M, N, x \in \mathbb{R}_x$.

**Proof:** Making some manipulations to (66), we have

$$K'_T = \left( 1 - \frac{(1-x)M}{x} \right) \sum_{n_0=1}^{N} \left( \begin{array}{c} N \\ n_0 \end{array} \right) (1-xM)^{n_0}x^{M(N-n_0)} +$$

$$\frac{M(1-x)}{x(1-x^M)} \sum_{n_0=1}^{N} \left( \begin{array}{c} N \\ n_0 \end{array} \right) n_0(1-xM)^{n_0}x^{M(N-n_0)}. \quad (67)$$

It can be observed that $\sum_{n_0=1}^{N} \left( \begin{array}{c} N \\ n_0 \end{array} \right) (1-xM)^{n_0}x^{M(N-n_0)}$ and $\sum_{n_0=1}^{N} \left( \begin{array}{c} N \\ n_0 \end{array} \right) n_0(1-xM)^{n_0}x^{M(N-n_0)}$ represent a cumulative distribution function (CDF) and the mean of a binomial distribution $\text{[28]}$ with parameter $p$, respectively missing the term corresponding to $n_0 = 0$ where $p = 1 - x^M$. Note that the CDF and mean of such a distribution are 1 and $NP = N(1-x^M)$, respectively. Hence, (67) can be rewritten as

$$K'_T = \left( 1 - \frac{(1-x)M}{x} \right) (1-xM^N) + \frac{M(1-x)}{x(1-x^M)} N(1-x^M). \quad (68)$$
After some manipulations, we have

$$K'_\tau = 1 - x^{MN} + MNx^{MN-1}(1-x) > 0, \forall x.$$ \hfill (69)

Therefore, we have completed the proof.

Hence, the first property of Proposition 1 also holds.

To prove the third property, let us consider the following equation \(\frac{\partial K'_\tau}{\partial \tau} = 0\). After some manipulations, we have the following equivalent equation

$$g(\tau) = h'(\tau),$$ \hfill (70)

where

$$g(\tau) = \left(\alpha + \gamma \sqrt{f_s \tau}\right)^2,$$ \hfill (71)

$$h'(\tau) = 2 \log \left(\mathcal{P}(\mathcal{H}_0) \gamma \sqrt{f_s T - \tau} \right) + h'_1(x),$$ \hfill (72)

$$h'_1(x) = 2 \log \frac{K'_x}{\sum_{n_0=1}^{N} \binom{N}{n_0} f'(x)}.$$ \hfill (73)

\(K'_x\) is given in (66). We have the following result for \(h'(\tau)\).

**Lemma 5:** \(h'(\tau)\) monotonically decreases in \(\tau\).

**Proof:** The derivative of \(h'(\tau)\) can be written as

$$\frac{\partial h'}{\partial \tau} = \frac{-1}{\tau} - \frac{2}{T - \tau} + \frac{\partial h'_1}{\partial \tau}.$$ \hfill (74)

In the following, we will show that \(\frac{\partial h'_1}{\partial x} > 0\) for all \(x \in \mathbb{R}_x\), all \(M\) and \(N\), and \(\frac{\partial x}{\partial \tau} < 0\). Hence

$$\frac{\partial h'_1}{\partial \tau} = \frac{\partial h'_1}{\partial x} \frac{\partial x}{\partial \tau} < 0.$$ \hfill (75)

From this, we have \(\frac{\partial h'}{\partial \tau} < 0\); therefore, the property stated in lemma 5 holds.

We now show that \(\frac{\partial h'_1}{\partial x} > 0\) for all \(x \in \mathbb{R}_x\), all \(M\) and \(N\). Substitute \(K'_x\) in (69) to (73) and exploit the property of the CDF of the binomial distribution function, we have

$$h'_1(x) = 2 \log \frac{1 - x^{MN} + MNx^{MN-1}(1-x)}{(1-x) \sum_{n_0=1}^{N} \binom{N}{n_0} (1-x^M)^{n_0} x^M(N-n_0)}.$$ \hfill (75)

Taking the first derivative of \(h'_1(x)\) and performing some manipulations, we obtain

$$\frac{\partial h'_1}{\partial x} = 2 \left( \frac{r (r-1) x^{r-2}(1-x)^2 (1-x^r)}{(1-x^r + r x^{r-1} (1-x))(1-x)(1-x^r)} + \frac{(1-x^r)^2}{(1-x^r + r x^{r-1} (1-x))(1-x)(1-x^r)} \right).$$ \hfill (76)
where \( r = MN \). It can be observed that there is no negative term in (76); hence, \( \frac{\partial h_1'}{\partial x} > 0 \) for all \( x \in \mathbb{R}_x \), all \( M \) and \( N \). Therefore, we have proved the lemma.

To prove the third property, we show that \( g(\tau) \) and \( h'(\tau) \) intersect only once in the range of \([0, T]\). This will be done using the same approach as that in Appendix A. Specifically, we will consider two regions \( \Omega_1 \) and \( \Omega_2 \) and prove two properties stated in Lemma 2 for this case. As in Appendix A, the third property holds if we can prove \( -\tau + \frac{\partial h_1'}{\partial \tau} < \frac{\partial g}{\partial \tau} \). It can be observed that all steps used to prove this inequality are the same as those in the proof of (48) for Proposition 1. Hence, we need to prove

\[
\frac{\partial h_1'}{\partial x} > \frac{2}{1-x}.
\]  

(77)

Substitute \( \frac{\partial h_1'}{\partial x} \) from (76) to (77), this inequality reduces to

\[
\frac{r (r-1) x^{r-2} (1-x)^2 (1-x^r)}{2 (1-x^r + rx(r-1) (1-x)) (1-x) (1-x^r)} > \frac{2}{1-x}.
\]  

(78)

After some manipulations, this inequality becomes equivalent to

\[
x^r (1-x)^2 \left[ r - \left( 1 + x + x^2 + \cdots + x^{r-1} \right) \right] > 0.
\]  

(79)

It can be observed that \( 0 < x < 1 \) and \( 0 < x^i < 1 \), \( i \in [0, r-1] \). Hence, we have \( r - \left( 1 + x + x^2 + \cdots + x^{r-1} \right) > 0 \) which shows that (79) indeed holds. Therefore, (77) holds and we have completed the proof of the third property. Finally, the last property of the Proposition is obviously correct. Hence, we have completed the proof of Proposition 2.
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Fig. 1. Considered network and spectrum sharing model (PU: primary user, SU: secondary user)

Fig. 2. Timing diagram of the proposed multi-channel MAC protocol.
Fig. 3. Normalized throughput versus contention window $W$ for $\tau = 1ms$, $m = 3$, different $N$ and basic access mechanism.

Fig. 4. Normalized throughput versus the sensing time $\tau$ for $W = 32$, $m = 3$, different $N$ and basic access mechanism.
Throughput vs contention window and sensing time

\[ N\overline{T}_{opt} = N\overline{T}_{max}(0.0003, 153) = 0.8554 \]

Fig. 5. Normalized throughput versus sensing time \( \tau \) and contention window \( W \) for \( N = 15, m = 4 \) and basic access mechanism.

Throughput vs contention window and sensing time

\[ N\overline{T}_{opt} = N\overline{T}_{max}(0.0026, 182) = 0.6822 \]

Fig. 6. Normalized throughput versus sensing time \( \tau \) and contention window \( W \) for \( N = 10, m = 4, M = 5 \) and basic access mechanism.
# TABLE I

**Comparison between the normalized throughputs of basic access and RTS/CTS access**

| \( N^T \) | \( \tau (ms) \) | \( N^T \) | \( \tau (ms) \) |
|---|---|---|---|
| 16 | 0.4865 | 0.5545 | 0.5123 | 0.4677 | 16 | 0.6029 | 0.6654 | 0.6236 | 0.5568 |
| 64 | 0.5803 | 0.6488 | 0.6004 | 0.5366 | 60 | 0.6022 | 0.6733 | 0.6231 | 0.5568 |
| 128 | 0.6053 **0.6822** | 0.6323 | 0.5594 | 128 | 0.5954 | 0.6707 | 0.6175 | 0.5533 |
| 512 | 0.6014 | 0.6736 | 0.6251 | 0.5567 | 512 | 0.5737 | 0.6444 | 0.5982 | 0.5323 |
| 1024 | 0.5744 | 0.6449 | 0.5982 | 0.5312 | 1024 | 0.5468 | 0.6134 | 0.5692 | 0.5059 |

**Basic Access** \((N,M,m) = (10,5,4)\)

| \( N^T \) | \( \tau (ms) \) | \( N^T \) | \( \tau (ms) \) |
|---|---|---|---|
| 16 | 0.5442 | 0.6172 | 0.5647 | 0.5079 | 22 | 0.5972 **0.6789** | 0.6177 | 0.5529 |
| 64 | 0.6015 | 0.6757 | 0.6302 | 0.5565 | 64 | 0.5931 | 0.6674 | 0.6217 | 0.5483 |
| 100 | 0.6094 **0.6841** | 0.6345 | 0.5665 | 128 | 0.5876 | 0.6604 | 0.6131 | 0.5441 |
| 512 | 0.5735 | 0.6443 | 0.5983 | 0.5324 | 512 | 0.5458 | 0.6128 | 0.5691 | 0.5057 |
| 1024 | 0.5210 | 0.5866 | 0.5447 | 0.4842 | 1024 | 0.4965 | 0.5591 | 0.5189 | 0.4610 |