Computing Morse decomposition of ODEs via Runge-Kutta method
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Abstract

A method of computing combinatorial Morse decomposition for a system of ordinary differential equations is proposed. It uses numerical solutions by Runge-Kutta method, and it is based on an affine approximation and QR decomposition. In contrast to interval arithmetic, it enables us to compute Morse decomposition at lower computational costs sacrificing for mathematical rigor. Numerical examples for time-T map of 3D ODE and a 3D Poincaré map for 4D ODE are presented for comparison between existing and proposed methods.

Keywords Morse decomposition, dynamical systems, ordinary differential equations, Poincaré map, set-oriented computation

Research Activity Group Scientific Computation and Numerical Analysis

1. Introduction

Conley’s fundamental theorem of dynamical systems tells us that any dynamical system can be decomposed into recurrent parts and gradient-like structure connecting each recurrent part. Such a decomposition provides a topological understanding of the global structure of dynamical system. Although it may be practically impossible to obtain the decomposition completely for a mathematical model at hand, Conley’s theorem gives a guiding principle toward understanding of the mathematical model.

There are two approaches toward the analysis of global structure. One approach is to apply path-following algorithm and bifurcation analysis for invariant sets, such as equilibria, limit cycles, etc., and connecting orbits among them. AUTO [1] is a de facto standard software for this purpose. One can obtain invariant sets by the parameter continuation using the Newton method but an isolated branch may be a blind spot. Another approach is to obtain outer approximations of invariant sets. It is carried out by the following steps: (1) divide the phase space into finite grids, (2) construct a digraph, which is called a combinatorial multivalued map, that represents transition among grid elements, (3) find strongly connected components (SCC) in the digraph by graph algorithm. A SCC and connection among them correspond to an outer approximation of a chain recurrent set and gradient-like structure, respectively. This computation is called Morse decomposition. GAIO developed by Dellnitz et al. [2] is an early software that implements such set-oriented computation. Their study was focused on detection of chain recurrent sets rather than gradient-like structure. Arai et al. [3] has proposed a more sophisticated framework by combining interval arithmetic, computational homology, and Conley index. One can grasp global structure of a dynamical system with mathematical rigor but at coarse resolutions.

These two approaches are complementary to each other. Combination of these two approaches will enhance the study of a mathematical model. However, compared to the former approach, the latter one is not widely used. As a reason for that, it is difficult to apply to ordinary differential equations. The grid decomposition of the phase space is easily suffered from dimensionality curse, and interval arithmetic requires higher computational costs than usual floating-point arithmetic. Moreover, due to wrapping effects, the resultant Morse sets can be too large. In order to reduce computational costs, we resort to floating-point arithmetic for computing combinatorial multivalued map. Even if one apply approximate computation, one can obtain a Morse decomposition that captures the phase space structure of the dynamical system.

In this letter, a novel method of computing the combinatorial multivalued map mentioned above based on the Runge-Kutta method is proposed. As it is shown below, the proposed method is capable of capturing the phase space structure at lower computational costs. Although Conley indices are also important in the framework of Arai et al., we focus on the computation of the combinatorial multivalued map, which consumes most of computation time. In particular, we apply the proposed method to 3D ODE and a Poincaré map for 4D ODE in order to make a comparison with the existing method proposed by [2].
2. Methods

For m-dimensional vectors $x = (x_1, \ldots, x_m)$ and $r = (r_1, \ldots, r_m)$, let $B(x, r)$ be defined by

$$B(x, r) = [x_1 - r_1, x_1 + r_1] \times \cdots \times [x_m - r_m, x_m + r_m],$$

where $r_j \geq 0$ for all $j = 1, \ldots, m$.

### 2.1 Morse decomposition

Morse decomposition is briefly introduced in this section. The following explanation is based on [1, §1C]. See [3] for more details of the theory.

Let $X \subset \mathbb{R}^m$ be an m-dimensional interval vector, and let $f$ be a map on $X$. $X$ is a bounding box, in which the dynamics defined by iteration of $f$ are considered. Subdivide $X$ into uniform cubical grids: $X$ is decomposed into $N := 2^d \times \cdots \times 2^m$ interval vectors. We define a digraph $G = (V, E)$ whose vertex set $V = \{1, \ldots, N\}$ is identified with the set of all grid elements $\{X_1, \ldots, X_N\}$ and the edge set $E$ is defined in the following way. For two vertices $a$ and $b$, a directed edge from $a$ to $b$ is assigned if $f(X_a) \cap X_b \neq \emptyset$ for the corresponding grid elements $X_a$ and $X_b$. The next two subsections explain this step in more details.

Next steps is to find SCCs of $G$. The union of interval vectors consisting of a SCC is an outer-approximation of a chain recurrent set of $f$. The condensed graph of $G$ is a directed acyclic graph (DAG), which has vertices corresponding to SCCs of $G$. This condensed graph is called a (combinatorial) Morse graph, and each vertex of the Morse graph is called a (combinatorial) Morse set. The process to obtain a Morse graph is called Morse decomposition.

The following strategy is employed for computational efficiency [3]. Let $d_i$ and $d_f$ be the initial and final depth of subduction. For $d = d_i, d_i + 1, \ldots, d_f$, compute the combinatorial multivalued map and find the invariant part of the digraph. Restrict the phase space to the invariant part, and subdivide it into subcubes. The Morse decomposition is computed at the final subduction depth. This allows us to reduce the total number of cubes.

We implemented the Morse decomposition in the following manner [3]. Let $X$ be a bounding box of the phase space, and let $d_i$ and $d_f$ be initial and final depths of subduction, respectively.

Let $X = \{x\}$. For $j = 1, \ldots, d_i$, repeat the followings:

1. Divide each cell in $X$ in half along $j$th (mod $m$)-th axis.

2. Let $\mathcal{X}$ be the collection of the subdivided cells, and increment $j$.

Once the above procedure is carried out, one has a grid decomposition of the phase space. For $j = d_i, d_i + 1, \ldots, d_f$, repeat the followings:

1. Compute a digraph $G = (V, E)$ corresponding to combinatorial multivalued map on $\mathcal{X}$.

2. a. If $j < d_f$, find invariant part of the digraph $G$, subdivide the cells in the invariant part along $j$th (mod $m$)-th axis, let $\mathcal{X}$ be the collection of the subdivided cells, and increment $j$.

b. If $j = d_f$, find SCCs of $G$ and return the condensed graph as a Morse graph.

### 2.2 Existing methods

In this section, existing methods of computing a combinatorial multivalued map $G = (V, E)$ are explained. Let $X_a = B(c, r)$ be a grid element in $X$, where $c, r \in \mathbb{R}^m$. The question is how to determine grid elements which intersect $f(X_a)$.

Interval arithmetic provides an m-dimensional interval vector $Y_a$ which encloses $f(X_a)$ with mathematical rigor. An edge from $a \in V$ to $b \in V$ is assigned if $Y_a \cap X_b \neq \emptyset$. If $f$ is time-T map or Poincaré map, one can compute it by Lohner’s method [5]. Interval arithmetic approach has been used in [3] and [6].

The method proposed by Dellnitz et al. [2, Appendix A], which is referred to as the existing method in the present letter, is as follows. The basic idea is to collect grid elements which intersect $B(f(x), r)$ for some sample points $x \in X_a$. Let $h = (h_1, \ldots, h_m) \in \mathbb{R}^m$ be a vector of the minimum distance between two grid points and let $L = (L_i)$ be a matrix defined by $L_{ij} = \max_{c \in X_a} \{d \mid f_i(c)\}$. We have

$$|f_i(x) - f_i(c)| \leq \sum_{j=1}^m L_{ij} |x_j - y_j|$$

for any $x = (x_1, \ldots, x_m), y = (y_1, \ldots, y_m) \in X_a$ and all $i = 1, \ldots, m$. An edge from $a$ to $b$ is assigned if there exists $x = (x_1, \ldots, x_m)$ in

$$S = \{x \in X_a \mid (x_i - c_i) \in h_i \mathbb{Z}, i = 1, \ldots, m\},$$

such that $X_b \cap B(f(x), r) \neq \emptyset$.

If $h$ are selected so that $\sum_{i=1}^m L_{ij} h_i \leq r_i$ holds for all $i = 1, \ldots, m$, then the collection of grid elements which intersect $\bigcup_{x \in S} B(f(x), r)$ covers $f(X_a)$ (2, Proposition 22). It is possible to know $L$ for time-T map by the standard theory of ODEs, while it is not so easy to estimate $L$ a priori for Poincaré map.

We applied the existing method in the following way. For a grid element $X_a = B(c, r)$ and an integer $N$, we selected sample points

$$\{(x_{n_1}, \ldots, x_{n_m}) \mid n_j = 0, \ldots, N, j = 1, \ldots, m\},$$

where $x_{n_j} = c_j + r_j + 2n_j r_j/N$ for $j = 1, \ldots, m$. The sample points coincide with those explained above for even $N$.

### 2.3 Proposed method

This section presents the proposed method of computing the digraph $G = (V, E)$. By Taylor’s theorem,

$$f(x) = f(c) + f'(c) (x - c) + O(|x|^2)$$

holds for $x \in X_a$, where $c$ is the center of $X_a$. Therefore, the set $f(X_a)$ can be approximated by

$$f(X_a) \approx f(c) + f'(c) (X_a - c).$$

Once $f(c)$ and $f'(c)$ are obtained, we evaluate upper and lower bounds of the right hand side via floating-point arithmetic to obtain an interval vector $Y$ which approximates an interval enclosure of $f(X_a)$. Next, ap-
ply (approximate) QR decomposition to obtain an orthogonal matrix $Q$ and an upper triangle matrix $R$ satisfying $f'(c) = QR$. Compute interval vectors $Z$ and $W$ such that $(Q^T f(c) + R(X_a - c)) \subset Z$ and $Q^T X_b \subset W$. Assign an edge from $a \in V$ to $b \in V$ if the following two conditions hold:

1. $X_b \cap Y$ is nonempty, and
2. $Z \cap W$ is nonempty.

The proposed method requires the function value $f(c)$ and its Jacobian matrix $f'(c)$. If $f$ is an evolution operator or a Poincaré map for a given ODE $\dot{x} = F(x)$, these can be evaluated by solving

$$
\begin{align*}
\dot{x}(t) &= F(x(t)), \\
\dot{A}(t) &= F'(x(t))A(t),
\end{align*}
$$

where $A(t)$ is an $m \times m$ matrix and $I_m$ is the identity matrix. One can select any ODE solver. In this work, an 8th order Runge-Kutta method called DOP853 [7] is employed.

### 2.4 ODE models

In order to compare the existing and the proposed methods, we compute Morse decomposition for two ODE models. One example is the Lorenz model [8]:

$$
\dot{x} = \sigma(y - x), \quad \dot{y} = x(r - z) - y, \quad \dot{z} = xy - \beta z. \tag{5}
$$

In this work, the parameters are $\rho = 18$, $\sigma = 10$, $\beta = 8/3$, which are different from the classical ones. It is known that there are three equilibria and two unstable limit cycles at these parameter values. We consider the time-$T$ map $\varphi^T$ for the Lorenz system with $T = 0.2$, where $\{\varphi^t\}_{t \in \mathbb{R}}$ is the solution operator defined by the initial value problem of the Lorenz system. Fig. 1 presents a Conley-Morse graph and Morse sets for $\varphi^{0.2}$ on the phase space $X = [-20, 20] \times [-25, 25] \times [-5, 45]$, which are obtained by cmgraphs software developed by Pawel Pilarczyk [9]. Three equilibria and two unstable limit cycles are covered by the Morse sets.

Another example is the following system [10, Ch. 8.6]:

$$
\begin{align*}
\dot{z}_1 &= \left(\frac{1}{2} + i\omega_1\right)z_1 - z_1 \left(|z_1|^2 + \frac{|z_2|^2}{2}\right), \\
\dot{z}_2 &= \left(\frac{1}{2} + i\omega_2\right)z_2 - z_2 \left(|z_2|^2 + \frac{|z_1|^2}{2}\right),
\end{align*}
$$

\begin{equation}
\tag{6}
\end{equation}

where $z_1 = x_1 + iy_1$ and $z_2 = x_2 + iy_2$ for $x_1, x_2, y_1, y_2 \in \mathbb{R}$. Let $P$ be a Poincaré map on $S = \{(x_1, y_1, x_2, y_2) \mid y_2 = 0, \dot{y}_2 > 0\}$. We selected two sets of parameter values: $(\omega_1, \omega_2) = (0.99, 1.01)$ and $(\omega_1, \omega_2) = (0.74, 0.76)$ in both cases, one unstable fixed point and one stable invariant closed circle exist on $S$.

### 3. Results

The existing method with $N = 2, \ldots, 5$ and the proposed methods are applied to time-$T$ map of (5) and Poincaré map for (6) with the above described parameter settings. In both cases, Morse decompositions were computed by the algorithm described in Section 2.1. The initial and final depths were $d_i = 15$ and $d_f = 27$. These two methods are used for computing a digraph $G = (V, E)$ corresponding to combinatorial multivalued map. The computation time for Morse decomposition, the number of Morse sets($\#$ MS), the order of $V$ at $d = d_f$ are measured.

The computer environment was as follows: HP Z440 workstation, Intel(R) Xeon(R) CPU E5-1650 v3 @ 3.50GHz, 12cores, Ubuntu 20.04.1, 32GB RAM, GNU Compiler Collection version 9.3.0. The computation was parallelized by OpenMP.

Table 1 presents the results for time-$T$ map of (5). Tables 2 and 3 present the result for Poincaré map of (6). Issues 1–3 appearing in the comment column of the tables are as follows:

**Issue 1** It was not capable of computing the Conley index for the Morse set containing the fixed point.

**Issue 2** The Morse set containing the unstable fixed point was missed.

**Issue 3** The gradient structure connecting two Morse sets was missed.

We would like to mention about comparison between the proposed method and method based on interval arithmetic. For the Lorenz system, the cmgraphs software [9], which cannot parallelize with respect to grid elements, took about 2.2 hours for Morse decomposition (45 Morse sets consisting of 556360 cubes) from depth 5 to 9 ($d_i = 15$ to $d_f = 27$ in our definition). Serial computation by the proposed method took 36.158 sec (23 Morse sets with 506396 cubes). The computation speed is beyond comparison with interval arithmetic.
The proposed method with $\omega$ on the boundary of a grid element. The proposed method failed in Table 3. In this case, the unstable fixed point suggests the importance of $N$. Depth. As an ad hoc remedy, adjusting $X$ to $\omega$ is well in Tables 1 and 2. In particular, the proposed method was faster than the existing method. The existential $f$ is contained in the affine set given by the proposed method. In fact, there is a possibility that the affine set is smaller than $f(X_a)$. Since the error is $O((\text{rad}(X_a))^2)$ by Taylor’s theorem, such underestimation will be harmless if the grid resolution is sufficiently fine. However, such resolution is unknown a priori. Recall that the Lipschitz estimate of the existing method requires $f'(c)$. When we have $f'(c)$, there are two options: (i) determine sample points and apply the existing method, or (ii) compute an affine approximation to apply the proposed method. In order to avoid an underestimation, one may take the option (i) for small subdivision depth, and take the option (ii) for sufficiently large subdivision depth. Or, one may apply the proposed method taking the remainder term into account. An improved implementation is left as a future study.
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