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Abstract. Traditional back-propagation (BP) neural networks can implement complex nonlinear mapping relationships, and solve internal mechanism problems. However, as number of samples increases, training BP neural networks may consume a lot of time. For this reason, to improve the efficiency as well as prediction accuracy of the neural network model, in this paper, we propose an intelligent optimization algorithm, by leveraging the beetle antennae search (BAS) strategy to optimize the weights of neural network model, and apply it to the population prediction. A series of experiments demonstrate the improved accuracy of the proposed algorithm over BP neural networks. In particular, the calculation time spent of neural network model via the proposed algorithm is only 20\% of the one of BP neural network model. Finally, we present a reasonable trend of population growth in China, and analyze the causes of changes in population trends, which may provide an effective basis for the department to adjust population development strategies.

1. Introduction

In 2010, when Chinese GDP surpassed Japanese, it officially became the second largest economy in the world [1], and the corresponding per capita real GDP growth rate was over 5\% per year. China’s development is attracting more and more attention, especially for the population [2]. Population has a significant impact on a country, which is embodied in the ecological environment [3, 4], labor employment [5], economic development [6, 7], and so on. However, China faces enormous challenges in the aging of its population. To maintain the country’s sustainable development, the government urgently needs to adjust its population development strategy. Hence, population must be accurately predicted to ensure the scientific strategy.

There are many factors that affect population growth, such as economy, culture, and disease [8]. Hence, predicting population is highly challenging [9]. However, many researchers have developed different methods to carry out population predictions, and have made some progress [10–15]. For instance, statistical
method proposed by Shang et al. [10] was a multilevel functional data method, in which mortality and migration were jointly modeled and predicted for females and males. Hui [11] considered the temporal trends of population from the spatial structure of distribution, based on the combination of distance dynamics, occupancy scaling, and spatial autocorrelation domain models, proposed a model that predicts population trends only from their spatial distribution. Raftery et al. [12] proposed a novel Bayesian method based on probabilistic population prediction that could serve all countries. By introducing the reproductive health or fertility factor (“Allee’s effect”) into the Verhulst demographic dynamic logistic model, Miranda et al. [13] developed a new analytical procedure as a new method for dealing with a common evolutionary growth process, applied to time evolution and prediction. Zhang et al. proposed a forecast method named multiple sine functions decomposition [16], and used it to predict the potential saturation of the world’s population [14]. Standard cohort-component [2, 15] was the most classic method of population prediction. United Nations publishes the population prediction every two years in a report called the World Population Prospects (WPP) [2], and it is widely used by researchers, international organizations, and governments. In the latest report WPP (2017 version), population forecasts were made for 233 countries and regions in the world, providing a prospect for population trends for countries.

Artificial neural networks (ANNs) [17–20], which is a mathematical model simulating human brain structure, and external stimulus response mechanisms based on network topology knowledge. It is composed of a large number of nodes connected to each other, and the connection between each node represents a weighted value for the signal passing through the connection, which is called weight. Accordingly, ANNs can fully approximate any complex nonlinear relationship, and it has the ability to solve the issues in the real-world [21–26], so it has attracted the attention of many researchers [27–31]. For instance, Xiang et al. [32] improved Z-type neural network for computing real-time-dependent matrix pseudoinverse under noisy environments. To compute the Drazin inverse of a real matrix, Stanimirović et al. [33, 34] proposed a recurrent neural network (RNN) consisting of n independent parts (subnetworks), it has the computational advantages over the existing algorithms. Li et al. [35] proposed two improved neural network models to overcome the limitations of the existing RNN solutions for manipulator control. Liao et al. [36] proposed a new Taylor-type numerical differentiation formula, which is used to discretize continuous-time Zhang neural network. Zhang et al. [37] introduced a weights and structure-determination neural network model activated by Chebyshev polynomials of class 1 for data fitting, and apply it to Asian population prediction. The above studies shows that neural networks, through training and testing, can find the approximate correct solution to the problem [38–40]. Training algorithm used by ANNs is conventionally a back-propagation (BP) [41, 42], and the weights between the layers are gradually adjusted by the training error. The algorithm based on this adjustment process is generally the gradient descent [43]. Recently, Fahad et al. [44] proposed gradient and divergence estimation methods to achieve a control law for tracking dynamic concentration level curves only by concentration measurement.

The research of meta-heuristic algorithm is an interesting topic in recent years [45], it is generally inspired by the regularity of natural biology, through the modelling of biological and natural intelligence, to solve increasingly complex problems, with the characteristics of easy implementation, high precision, fast convergence and so on. Eberhart et al. [46] proposed a particle swarm optimization algorithm, which originated from the enlightenment of bird predation, and then used group intelligence to continuously search for optimal solutions in the solution space. Inspired by the hunting behavior of humpback whales, Mirjalili et al. [47] proposed a whale optimization algorithm and applied it to other fields to solve optimization problems in engineering. Rao et al. [48] proposed an algorithm called teaching-learning-based optimization, which can obtain the global solution of nonlinear functions with less computational complexity. Different from the previous optimization algorithms, a new optimization algorithm, beetle antennae search (BAS) [49, 50], only needs one individual to solve the optimization problems, so its calculation speed is very fast. Nowadays, the trend of intelligent algorithms and neural networks to solve engineering problems is increasing. Mohamad et al. [51] study investigated the application of hybrid neural network model based on particle swarm optimization in the prediction of rock unconfined compressive strength. Momeni et al. [52] suggest that ANN model based on genetic algorithm has advantages as a highly-reliable, efficient and practical tool for predicting the pile bearing capacity. Kankal et al. [53] studies the performance of an ANN with teaching-learning-based optimization for modeling electric energy demand in Turkey. However, the
A summary of our contributions follows.

- A novel intelligent optimization algorithm is proposed by leveraging the BAS strategy to automatically adjust the weights of the neural network model, achieves higher prediction accuracy and computational speed.

- The effectiveness of BAS strategy to find the optimal solution of the objective function are illustrated via two numerical examples.

- The associated neural network model equipped with the proposed algorithm can be applied to the population prediction. Via Chinese population prediction, the associated model is compared with the BP neural network, and the prediction results are analyzed.

The above mentioned advantages are the motivation to use the associated neural network model to predict Chinese population, and provide an effective basis for the population development strategies by the government. The rest of this paper is organized as follows. Section 2 introduces the neural network model used to predict Chinese population. Section 3 presents the proposed intelligent optimization algorithm to optimize the weights of neural network model. In Section 4, the BAS strategy is used to find the optimal solution for two test functions, which shows the effectiveness and versatility of the strategy. In Section 5, the associated neural network model equipped with the proposed algorithm is compared with the conventional BP neural network in performance, and the comprehensive prediction results of Chinese population are presented and discussed. Section 6 discusses the conclusions and future research directions.

2. Preliminaries

Due to the unique nonlinear adaptive information processing capability to overcome the defects of traditional artificial intelligence information processing of unstructured, ANNs have attracted considerable
The feed-forward neural networks are the representatives. It has a simple structure, can approximate arbitrary continuous functions and square integrable functions with arbitrary precision, and can accurately implement any finite training sample set. It is worth noting that the activation function of the traditional BP neural networks generally adopts a sigmoid function or a linear function. Under certain application scenarios, such an activation function does not apply. Later studies showed that the application of linearly independent and orthogonal activation functions in feed-forward neural networks is better than the sigmoid function. Therefore, this paper uses power function as the activation function for the three-layer neural network model.

On the premise of guaranteeing the performance of the neural network, we simplified its structure so as to be able to reduce the computational complexity and facilitate us to do research and analysis. In this paper, a three-layer feed-forward neural network (input layer, hidden layer and output layer) is constructed for the population of China from the year 2 to 2017. The structure is shown in Figure 1. In fact, an ANNs with a hidden layer reduces the complexity of the model and reduces the likelihood of the model being overwritten, and it has been shown that any complex problem can be approximated using a hidden layer ANNs model. In this model, \( t_i \) represents the \( i \)th input of the neural network, \( p_i \) is the \( i \)th output of the neural network, and \( d_i \) is the expected output corresponding to the \( i \)th input data. Obviously, \( \{(t_i, d_i)\}_{i=1}^{J} \) is the data set of the sample pair. We define the input vector \( t \), the output vector \( p \) and the desired output vector \( d \) respectively as follows:

\[
\begin{align*}
t &= [t_1, t_2, \ldots, t_J]^T \in \mathbb{R}^J, \\
p &= [p_1, p_2, \ldots, p_J]^T \in \mathbb{R}^J, \\
d &= [d_1, d_2, \ldots, d_J]^T \in \mathbb{R}^J,
\end{align*}
\]

where \( \mathbb{R}^J \) represents a collection of real numbers. Activation matrix \( H \) can be expressed as

\[
H = \begin{bmatrix}
\Phi_1(t_1) & \Phi_2(t_1) & \cdots & \Phi_K(t_1) \\
\Phi_1(t_2) & \Phi_2(t_2) & \cdots & \Phi_K(t_2) \\
\vdots & \vdots & \ddots & \vdots \\
\Phi_1(t_J) & \Phi_2(t_J) & \cdots & \Phi_K(t_J)
\end{bmatrix} \in \mathbb{R}^{J \times K},
\]

where \( \Phi_n(t_i) \) indicates that \( n \)th neuron in the hidden layer is activated by a set of power functions, which is expressed in the form of

\[
\Phi_n(t_i) = t_i^{n-1},
\]

where \( n = 1, 2, \ldots, K \), and \( i = 1, 2, \ldots, J \). Each input and output layer has only one neuron activated by a linear marker function. It should be noted that in order to simplify the model structure, the weight between the input layer neurons and the hidden layer neurons is fixed to 1, and all offset values in the neural network are set to 0. Then, the relationship between input \( t_i \) and output \( p_i \) can be established as

\[
p_i = \sum_{n=1}^{K} \omega_n \Phi_n(t_i),
\]

where \( \omega_n \) represents the connection weight between the \( n \)th hidden layer neuron and the output layer. We
define the following root-mean-square error (RMSE) as a performance indicator:

\[
\text{RMSE}(\omega) = \sqrt{\frac{1}{J} \sum_{i=1}^{J} (P_{\text{mea}} - P_{\text{for}})^2}
\]

\[
= \sqrt{\frac{1}{J} \sum_{i=1}^{J} (d_i - p_i)^2}
\]

\[
= \sqrt{\frac{1}{J} \sum_{i=1}^{J} (d_i - \sum_{n=1}^{K} \omega_n \Phi_n(t_i))^2}
\]

\[
= \frac{\|d - H\omega\|_2}{\sqrt{J}}.
\]

(7)

where \(P_{\text{mea}}\) represents the actual observation value and \(P_{\text{for}}\) represents the output value of the model.

Algorithm 2.1 (BAS strategy for weight updating of neural network model). \textbf{Input:} \(\text{Source} x\) and maximum budget for weight search \(K_{\text{max}}\); \textbf{Output:} Weight \(U_{\text{bes}}\) and minimum error value \(f_{\text{bes}}\):

1. Initialize \(s, \mu\);
2. Read input data \(x\);
3. Input data normalization;
4. Beetle initial search direction \(\leftarrow\) Initialize weights \(U\);
5. \(f_{\text{bes}} \leftarrow f(U)\) via equation (7);
6. for \(k = 1\) to \(K_{\text{max}}\) do
7. Calculate the sensing length;
8. \(U_{\text{lef}}, U_{\text{rig}} \leftarrow\) Search in variable space;
9. Update weights \(U \leftarrow\) Update the state variable;
10. if \(f(U) < f_{\text{bes}}\) then
11. \(U_{\text{bes}} \leftarrow U\);
12. \(f_{\text{bes}} \leftarrow f(U)\);
13. end if
14. Update \(s\) via equation (13);
15. end for
16. Return \((U_{\text{bes}}, f_{\text{bes}})\)

3. Methodology

A new intelligent optimization algorithm, BAS, has been developed recently. Different from the previous swarm intelligence algorithms, BAS only needs one individual, so it can greatly reduce the calculation time, which gives us the motivation to update the weight of neural network model with BAS strategy, so as to achieve a more efficient and accurate results than the traditional methods.

3.1. BAS strategy

Similar to the previous intelligent optimization methods, the BAS strategy does not need to know the specific form of the function, and any gradient information. Hence, BAS strategy can realize high speed function optimization. Compared to the swarm intelligence optimization algorithm, BAS only needs one individual, so its computation time will be greatly reduced.

The biological principle of the beetle antennae search strategy is: when the beetle go out for food, it doesn’t know the exact location of the food, it will rely on two antennae to judge. When the left antennae
has a large concentration of odors, it will fly to the left. When the right antennae receive a large odor concentration, it will fly to the right. We can imagine the smell of the food as a function, each point of the function value is equivalent to the smell of the food concentration. Beetle is collecting the function value of two points near it. If it is to find the minimum value, it will fly to the point where the function value is small; if the maximum, it will fly to the point where the function value is large. By constantly searching for the global maximum and minimum smell, we can find the global optimal point of the function and achieve efficient function optimization.

Considering beetle search behavior, a random search direction of beetle as follows

$$a = \frac{\text{rnd}(b, 1)}{\|\text{rnd}(b, 1)\|}$$  \hspace{1cm} (8)

where \(\text{rnd}(\cdot)\) represents a random function, and \(b\) represents the dimension of the search space. The sensing length of the antennae \(d_i\) indicates the exploit ability, showing as follows

$$d_i = \frac{s_i}{c},$$  \hspace{1cm} (9)

where \(s_i\) denotes the step length, and \(c\) denotes the constant. Based on the direction of the antennae, the search behavior of the left and right antennae can be simulated as follows:

$$x_l = x_t - d_ia, \hspace{1cm} x_r = x_t + d_ia,$$  \hspace{1cm} (10)

where \(x_l\) denotes the position in the left-hand search area at time \(t\), and \(x_r\) denotes that of the right-hand side. Finally, based on the function value of the left and right search area, the position of beetle at time \(t\) can be determined as follows:

$$x_t = x_{t-1} + a\text{sign}(f(x_r) - f(x_l))s_t,$$  \hspace{1cm} (11)

where \(\text{sign}(\cdot)\) is a sign function, \(f(\cdot)\) denotes the fitness function, and \(x_t\) represents the position of beetle in the search area at time \(t\).

### 3.2. Weights updating

In the beginning, the input data is normalized and specific process can be seen in subsection (5.1). For the initial weight setting, we utilize the following method:

$$U = \frac{2\cdot H^T}{\text{trace}(H^T H)},$$  \hspace{1cm} (12)

where \(H\) represents the activation matrix equation (4), \(\text{trace}(\cdot)\) is a function of calculation sum of diagonal elements, and \(U\) takes the first column in the result.

Input the data into the neural network model, process it through the network weights and activation functions, and obtain the output values. Compare the desired output \(d_i\) with the resulting output \(p_i\) to calculate the error, and save the result in the variable \(f_{\text{bes}}\). The dimension of beetle search space is determined by the number of hidden layer neurons (i.e., dimension of weight vector). Determine the search direction of the beetle antennae, and then determine the position in the left and right search areas, \(U_{\text{lef}}\) and \(U_{\text{rig}}\), respectively. Calculate their corresponding values of the fitness function. It’s worth noting that the fitness function is equation (7). Update the weight \(U\) and calculate the current error value. Compare local and global best values, if the local best is better than the global best, then the global best alternative is local best. Otherwise, keep the global best unchanged. The step factor can be used to control the ability of beetle area search, and initial step size should be as large as possible, which can cover the current search area and avoid falling into a local minimum. Step update can adopt a linear decrement strategy to ensure the refinement of search, i.e.,

$$s_{t+1} = \mu s_t,$$  \hspace{1cm} (13)
where $\mu$ is the attenuation factor, generally can take the value between $[0, 1]$. Finally, determine whether the fitness function value converges or iterates to the maximum number of times. If the condition is satisfied, the program stop; otherwise, the program continues to run. When the algorithm stops iterating, it returns $U_{\text{best}}$ and $f_{\text{best}}$, which is the optimal weight and minimum error value of the neural network model. For more details of the algorithm process, refer to Algorithm 2.1.

For the convenience of the reader, we also briefly introduce the BP neural network, which is often used to solve prediction problems. In the process of learning, the data is input to the model, the appropriate output value is obtained through the model processing. Compare the output value with the expected value, propagate the resulting error back to the network, adjust the weights in the network model, and repeat the process until the error reaches the threshold. This whole learning process is the BP algorithm. In mathematical expression, weight update formula is expressed as

$$\omega(k + 1) = \omega(k) + \Delta \omega(k),$$  \hspace{1cm} (14)

where

$$\Delta \omega(k) = -\eta \frac{\partial E(\omega)}{\partial \omega} \bigg|_{\omega=\omega(k)}$$  \hspace{1cm} (15)

In addition, the weight updates formula of this paper can be changed to

$$\omega(k + 1) = \omega(k) - \eta H^T (H \omega(k) - d),$$  \hspace{1cm} (16)

where $\eta = 0.5/\text{trace}(H^T H)$. 
4. Numerical experiments

We briefly describe two classic test functions, i.e., Bohachevsky function, and Ackley function. Then, we try to use BAS strategy to find the optimal solution of these two functions, which indicated that BAS has the ability of optimization, and that is one of the motivations for us to use it to optimize the weight of the neural network model.

4.1. Test via Bohachevsky function

The Bohachevsky function \([62]\) is widely used to test optimization algorithms. In its two-dimensional form, its shape is similar to a bowl, as shown in Figure 2(a), it obviously has a global minimum.

Now, considering the Bohachevsky function:

\[
    f(x) = x_1^2 + 2x_2^2 - 0.3 \cos(3\pi x_1) - 0.4 \cos(4\pi x_2) + 0.7, \tag{17}
\]

the function is usually evaluated on the square \(x_i \in [-100, 100]\), for all \(i = 1, 2\). Its global minimum point is located at \(x^* = (0, 0)\), and the corresponding minimum value is \(f(x^*) = 0\). The BAS strategy looks for the optimal solution of the function as shown in Figure 2(b). The parameter configuration is that the sensing length is \(d_i = 4\), and step size \(s\) follows rule (13) with initialized value \(s = 0.98\), \(\mu = 0.97\). We can see that the BAS strategy can find the global minimum point of function from Figure 2(c). Numerically, the final solution point found by BAS is \(x_{bes} = (-1.2023e-08, -5.1518e-09)\), and the corresponding function value \(f(x_{bes}) = 2.8866e-15\) is approximated by \(f(x^*)\).

4.2. Test via Ackley function

The Ackley function \([62]\) is widely used to test optimization algorithms. In its two-dimensional form, as shown in the 3(a), it is characterized in that an almost flat region is modulated by a cosine wave to form a hole or a peak, thereby making the surface undulating. This function has the risk that the optimization algorithm is trapped in many of its local minimum values.

We also consider the Ackley function:

\[
    f(x) = -a \exp \left( -b \sqrt{\frac{1}{d} \sum_{i=1}^{d} x_i^2} \right) - \exp \left( \frac{1}{d} \sum_{i=1}^{d} \cos(cx_i) \right) + a + \exp(1). \tag{18}
\]

Recommended variable values are: \(a = 20\), \(b = 0.2\) and \(c = 2\pi\). The function is usually evaluated on the hypercube \(x_i \in [-32.768, 32.768]\), for all \(i = 1, \ldots, d\), although it may also be restricted to a smaller domain. The minimized value satisfies \(f(x^*) = 0\) locating in \(x^* = (0, 0)\) in \(i = 2\) dimension. Similarly, the number of iteration steps is also from 0 to 500. Here, the sensing length \(d_i\) is set to 3, and the step number updating follows (13), \(s = 0.99\), \(\mu = 0.95\). Figure 3(b) shows the visualization of the optimal path for function (18), and Figure 3(c) shows the trend of the function value changing with the number of iterations in the optimization process. The solution achieved by the strategy in numerical experiments is \(x_{bes} = (3.8045e-13, -7.3645e-13)\), the corresponding function value is \(f(x_{bes}) = 2.3457e-12\), which is sufficiently close to the global minimum point \(f(x^*)\).
5. Application to population prediction

In this section, we apply the associated neural network model equipped with the proposed intelligent optimization algorithm to the Chinese population prediction, and analyze the trends of Chinese future population through numerical results. In addition, comparisons with the conventional BP neural networks shows the feasibility and superiority of the associated neural network model equipped with the proposed algorithm.

5.1. Input data normalization

The normalization processing of input data can not only accelerate the calculation speed [63], but also help to find the global optimal solution when evaluating the loss function. Therefore, we project the time interval [2, 2017] onto the projection interval (which can be understood as the “normalized interval”) [0, \( \alpha \)], where \( \alpha \) is the projection factor [37]. In order to further analyze the influence of \( \alpha \) on experimental results, corresponding numerical experiments were performed. The results are shown in Figure 4, we can intuitively see the relationship between the projection factor \( \alpha \) and the learning error (i.e., RMSE). Different \( \alpha \) effects on experimental results exist. In addition, we can see from the map observation that there is a global minimum point, i.e., \( \alpha = 1.038 \), corresponding to the minimum value of RMSE = 0.0480 (i.e., average relative error of all Chinese population data before 2017). Therefore, all subsequent experiments will use this value to do normalization.

5.2. Population prediction

Just like the BP neural networks, the degree of convergence of the neural network model equipped with the proposed algorithm calculation results is also affected by the iteration index \( k \). In general, the iteration index \( k \) is set according to the space size of the feasible solution, and the standard of selecting \( k \) is to obtain a better convergence effect in a short time. The \( k \) chosen in this paper is \( 1 \times 10^5, 2 \times 10^5, 3 \times 10^5, 4 \times 10^5, 5 \times 10^5, 6 \times 10^5, 7 \times 10^5, 8 \times 10^5, 9 \times 10^5 \), respectively. In order to select a representative \( k \), we use the proposed neural network model to train all the data before 2017. Because the BAS strategy has randomness (random direction of the antennae), it runs 10 times on the basis of each iteration, such as Figure 6 which shows the trend of the maximum, minimum and average values of the training error in 10 runs. As the iterative index \( k \) increases, the training error gradually decreases. When \( k \) reaches \( 9 \times 10^5 \), the training error converges. In
order to better understand the relationship between k value and RMSE, the fitting of the training results can be seen from Figure 5. The number of hidden layer neurons used in the experiment is 53, which will be analyzed later.

We use different numbers of hidden layer neurons in the proposed neural network model to make test errors. The iterative index k used is $1 \times 10^6$, run 10 times respectively, and the minimum value of the test error results is taken. Table 1 shows the training errors obtained for training different neurons for a given year. Take the first value 0.0518 as an example: it is the training error for 2010 (i.e., input data to 2010, with
the remaining data as a test). Table 2 shows the test error between the specified year and 2017. Take the first value 0.1770 as an example: it represents the difference between the data from 2011 to 2017 obtained from the model training and the test data. It can be seen from the table that when the number of neurons is 80, although it has the smallest training error, its generalization ability is poor, and the test error is large. When the number of neurons is 30, both training and testing errors are large. When the number of neurons is 53, it has the best effect, not only the training error is small, but also the test error. Therefore, the number of hidden layer neurons in the model was determined to be 53, and all experiments used this value. From the test error results, we can infer that the neural network model equipped with the proposed algorithm has the ability to accurately predict the population.

With the training of proposed neural network, we predict the number of Chinese population in the next 10 years, as shown in Figure 5. From Figure 5(a) and Figure 5(f) shows, the larger \( k \) value leads to the smaller training error, which usually means better prediction performance. It can be seen that in the next few years, the Chinese population will continue to grow at a relatively gradual pace because of the large population base in China and the historical trend of continuous growth. However, after 2021, the Chinese population began to slowly decline. In fact, in 1982, family planning was defined as a basic national policy. It mainly advocates late marriage and late childbirth. This policy effectively controlled population growth. The downward trend shown in Figure 5(f) may be affected by this policy.
Table 3: Training error results of the two methods (in %, the lower the values the better). Boldface indicates the best result among these two approaches, performance improvement ratios is shown in parentheses.

| Iteration | RMSE | Run time (s) |
|-----------|------|--------------|
|           | BP   | The proposed |
| 1 × 10^5  | 0.0566 | 0.0501 (12.97) | 32.86 | 51.00 |
| 2 × 10^5  | 0.0542 | 0.0471 (15.07) | 125.06 | 103.25 (21.12) |
| 3 × 10^5  | 0.0527 | 0.0464 (13.57) | 293.18 | 160.00 (83.23) |
| 4 × 10^5  | 0.0516 | 0.0431 (19.72) | 524.90 | 212.10 (147.47) |
| 5 × 10^5  | 0.0506 | 0.0432 (17.12) | 822.39 | 260.34 (215.89) |
| 6 × 10^5  | 0.0498 | 0.0430 (15.81) | 1148.77 | 309.14 (271.60) |
| 7 × 10^5  | 0.0491 | 0.0418 (17.46) | 1446.89 | 346.48 (317.59) |
| 8 × 10^5  | 0.0486 | 0.0400 (21.50) | 1974.75 | 403.64 (389.23) |
| 9 × 10^5  | 0.0480 | 0.0395 (21.51) | 2292.01 | 457.76 (400.70) |

Table 4: Comparison of testing error by the proposed neural network model and the BP neural network model.

| Neural network | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 |
|----------------|------|------|------|------|------|------|
| BP neural network | 0.1097 | 0.0979 | 0.0871 | 0.0772 | 0.0682 | 0.0598 |
| The proposed     | 0.0306 | 0.0137 | 0.0202 | 0.0212 | 0.0061 | 0.0039 |

5.3. Comprehensive Comparison

BP neural network takes the same parameter settings as the experiment performed by the proposed one. Table 3 shows the comparison of the training error and the run time results of the two models. Here, the RMSE acquisition of the proposed neural network model is an average value. It is not difficult to see that the proposed neural network model has stronger search capability than BP neural network. With the increase in the iteration index, its computation time is much shorter than that of BP neural network, which can be seen from Figure 7. As shown in Figure 6, even if the RMSE of the proposed takes the maximum value, the error rate is less than BP neural network. When the $k$ is $9 \times 10^5$, the time spent of proposed neural network model is 20% of the BP neural network model, which benefits from the characteristics of the BAS strategy, the fast convergence speed, the strong optimization ability, and integrate with neural networks to give full play to its advantages. Table 4 shows the comparison of the test error values of the two models. It’s obvious that compared with the BP neural network, the proposed neural network model may have a better ability to predict the population and the test error is significantly smaller. As can be seen from Figure 8, the proposed neural network model is similar to WPP, and BP neural network has a higher population prediction result. The numerical results show that the prediction of the neural network model equipped with the proposed intelligent optimization algorithm is reasonable to some extent.

Further, we compare the performance of proposed algorithm with other neural network models, and results are shown in Table 5. The proposed algorithm does not need to find the inverse of the matrix, which reduces computational complexity, and because it is an individual search, it is faster than swarm search. Hence, the proposed algorithm has some advantages, and it is a natural fit to optimize the neural network model.

6. Conclusion and future work

In this paper, a neural network model has combined with meta-heuristic strategy (i.e., the BAS) to construct a novel intelligent optimization algorithm. Through the practical application of predicting the future population of China, the proposed neural network model and the BP neural network have conducted a large number of comparative experiments. It has been found that the proposed neural network model equipped with the novel intelligent optimization algorithm has overcome the shortcomings of BP neural
The proposed BP neural network model.

Table 5: The associated neural network model equipped with the proposed algorithm to compare with other neural network models in performance.

| Method/Reference | Performance |
|------------------|-------------|
|                  | Speed | Gradient | Inversion | Swarm |
| The Proposed     | Fast  | No       | No        | No     |
| [37]             | Fast  | No       | Yes       | No     |
| [51]             | Slow  | No       | No        | Yes    |
| [52]             | Slow  | No       | No        | Yes    |
| [53]             | Slow  | No       | No        | Yes    |
| [64]             | Fast  | No       | Yes       | No     |
| [65]             | Slow  | Yes      | No        | No     |

networks that slow learning speed and often falling into the local minimum value. Experimental results show that the error rate of the former is smaller than the latter, and that the proposed neural network model can save 80% computation time. This paper also has analyzed the trend of Chinese population in the next 10 years. The results obtained from the proposed neural network model are that the population will continue to grow slowly over the next few years, but after 2021, there will be a slow decline. Similar to the results of WPP, it is reasonable to use the proposed neural network model to predict. In addition, we also have provided high-quality population data that can support sociological researchers to further explore. It is worth noting that the neural network model equipped with the proposed intelligent optimization algorithm can be easily extended to predictive analysis of population in other countries and regions. As a final remark of this paper, to the best of author’s knowledge, this is the first work in the field of neural networks that is able to elegantly address the weight optimization by leveraging the BAS strategy, and effectively apply to population prediction.

Future directions are listed as follows: (1) optimize the structure of neural network model and adaptively find the appropriate number of hidden layer neurons; (2) the proposed intelligent optimization algorithm is made in parallel and runs on a distributed platform; (3) population prediction for other countries or regions.

Appendix A

This paper collects rough data from the past 2016-year (i.e., from 2 to 2017). In this appendix, for convenience of further analysis by researchers and practitioners, these data are presented in Table 6.
Table 6: Chinese population data used in this paper.

| Year        | Data (million) |
|-------------|----------------|
| 2           | 59.59          |
| 75          | 43.36          |
| 88          | 53.26          |
| 105         | 48.69          |
| 125         | 49.15          |
| 140         | 49.73          |
| 144         | 49.73          |
| 145         | 146            |
| 75          | 156            |
| 88          | 280            |
| 105         | 609            |
| 125         | 705            |
| 140         | 726            |
| 144         | 732            |
| 145         | 74.8           |
| 146         | 52.88          |
| 147         | 16.99          |
| 148         | 16.90          |
| 149         | 15.76          |
| 150         | 16.28          |
| 151         | 16.28          |
| 152         | 16.28          |
| 153         | 16.28          |
| 154         | 16.28          |
| 155         | 16.28          |
| 156         | 16.28          |
| 157         | 16.28          |
| 158         | 16.28          |
| 159         | 16.28          |
| 160         | 16.28          |
| 161         | 16.28          |
| 162         | 16.28          |
| 163         | 16.28          |
| 164         | 16.28          |
| 165         | 16.28          |
| 166         | 16.28          |
| 167         | 16.28          |
| 168         | 16.28          |
| 169         | 16.28          |
| 170         | 16.28          |
| 171         | 16.28          |
| 172         | 16.28          |
| 173         | 16.28          |
| 174         | 16.28          |
| 175         | 16.28          |
| 176         | 16.28          |
| 177         | 16.28          |
| 178         | 16.28          |
| 179         | 16.28          |
| 180         | 16.28          |
| 181         | 16.28          |
| 182         | 16.28          |
| 183         | 16.28          |
| 184         | 16.28          |
| 185         | 16.28          |
| 186         | 16.28          |
| 187         | 16.28          |
| 188         | 16.28          |
| 189         | 16.28          |
| 190         | 16.28          |
| 191         | 16.28          |
| 192         | 16.28          |
| 193         | 16.28          |
| 194         | 16.28          |
| 195         | 16.28          |
| 196         | 16.28          |
| 197         | 16.28          |
| 198         | 16.28          |
| 199         | 16.28          |
| 200         | 16.28          |
| 201         | 16.28          |
| 202         | 16.28          |
| 203         | 16.28          |
| 204         | 16.28          |
| 205         | 16.28          |
| 206         | 16.28          |
| 207         | 16.28          |
| 208         | 16.28          |
| 209         | 16.28          |
| 210         | 16.28          |
| 211         | 16.28          |
| 212         | 16.28          |
| 213         | 16.28          |
| 214         | 16.28          |
| 215         | 16.28          |
| 216         | 16.28          |
| 217         | 16.28          |
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