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Abstract

The problem of detecting changes with multiple sensors has received significant attention in the literature. In many practical applications such as critical infrastructure monitoring and modeling of disease spread, a useful change propagation model is one where change eventually happens at all sensors, but where not all sensors witness change at the same time-instant. While prior work considered the case of known change propagation dynamics, this paper studies a more general setting of unknown change propagation dynamics. A Bayesian formulation of the problem in both centralized and decentralized settings is studied with the goal of detecting the first time-instant at which any sensor witnesses a change. Using the dynamic programming framework, the optimal solution structure is derived and in the rare change regime, several more practical change detection algorithms are proposed. Under certain conditions, the first-order asymptotic optimality of a proposed algorithm called multichart test is shown as the false alarm probability vanishes. Numerical studies illustrate that the proposed detection techniques offer near-optimal performance. Further, in the decentralized setting, it is shown that if sensors use a novel event-triggered sampling scheme called level-crossing sampling with hysteresis instead of the conventional uniform-in-time sampling scheme, the detection performance can be significantly improved using the same amount of communication resources.
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I. INTRODUCTION

Over the last decade, significant engineering and economic challenges have been overcome in the development of sensor technology. In particular, with low cost, low energy consumption and higher reliability, a large number of sensors can now be used for monitoring critical infrastructures such as bridges, water pipes, roadways, oil and gas networks, etc. Other scenarios where multiple sensors are deployed include monitoring remote/dangerous environments in industrial settings, environmental applications, and battlefield applications, etc. A typical task of sensor networks is to monitor the underlying stochastic process associated with the application and to infer any deviation from normal behavior which can be attributed to unforeseen changes in the environment.

In sequential change detection problems, an abrupt change occurs in the sensing environment at some unknown time and statistical properties of the observed process alter. The goal is to detect the change as soon as possible after it occurs while limiting the risk of false alarm. Statistical inference about the underlying process is typically done through measurements taken sequentially over time. At each time, a decision maker either declares a change or continues to have further measurements in the next time interval. The design goal is to optimally balance the detection delay and the false alarm to have a timely and accurate response to the changes.

In the literature, the change-point is either considered as a deterministic unknown quantity or a random variable with a known geometric distribution. The first approach corresponds to a minimax formulation in which a worst-case detection delay is minimized subject to a lower bound on the mean time between false alarms [1], [2]. The other approach corresponds to a Bayesian formulation in which the expected detection delay is minimized subject to an upper bound on the false alarm probability [3]. For a detailed review of the sequential change detection formulations, algorithms, and applications, please see [4]–[7].

A. Literature Survey on Multi-Sensor Change Detection

Detecting changes with multiple sensors has been a problem of growing interest and a number of works have addressed this problem. If a decision maker has all the system-wide information, then the problem is called a centralized change detection problem. If sensors have some communication constraints, then measurements collected
by sensors cannot be directly sent to a central processor (fusion center) and the problem is called a decentralized change detection problem, which is introduced in [8] under a Bayesian setting where the objective is the joint optimization of sensor messages and the fusion center policy.

Two approaches are commonly employed in decentralized change detection with a fusion center: (i) each sensor makes local change detection based on its own measurements and sends its decision to the fusion center and (ii) each sensor computes a local statistic based on its measurements and sends a quantized version of the local statistic to the fusion center. In [9], both scenarios are studied in both Bayesian and minimax settings assuming the same change-point for all sensors and asymptotically optimal change detection schemes are proposed. Moreover, the detection performance is shown to be better in (ii) compared to (i) in general.

Most of the existing studies either consider the scenario where change happens at the same time-instant across all sensors or when only a random subset of sensors witness change, also at the same time-instant. In [10], a generalization of the single sensor-optimal Shiryaev procedure is proposed, and it is shown that the detection delay of the multi-sensor procedure scales linearly with the number of sensors making observations. In hindsight, this conclusion is natural and not entirely surprising since the sensors witness change at the same time-instant and offer observational diversity in the decision-making process. The minimax version of this problem is studied in [11] where near-optimal procedures from the single sensor setting such as the Cumulative Sum (CUSUM) and Shiryaev-Roberts procedures are extended to the multi-sensor setting. The performance analysis of these procedures illustrate the same trend(s) as the Shiryaev procedure in the Bayesian setting.

The case in which an unknown subset of sensors simultaneously observe the change and the other sensors are not affected by the change corresponds to so-called multichannel change detection problems [12]–[17]. In [13], an asymptotically optimal scheme is proposed in which each sensor sends its local CUSUM statistics to the fusion center which computes the sum of the local statistics as the decision statistic. It is discussed that using global information obtained through all sensors leads to lower detection delays compared to using only local information and enables to control the false alarm rate of the overall system. Further, since the information obtained from sensors that do not observe the change produces a noise effect on the decision-making process, in [14], only local statistics above some thresholds are considered in decision-making process to improve the detection performance. With the same purpose of suppressing this noise effect, a prior probability representing the proportion of sensors observing the change among all sensors is incorporated into the formulation in [15]. Furthermore, a decentralized change detection problem is considered in [16] where costs of taking measurements and the communication between sensors and the fusion center are incorporated into the formulation and some resource-effective asymptotically optimal change detection algorithms are proposed in a minimax setting.

In a similar set of studies, it is assumed that change occurs due to an unknown source of change at an unknown time. The goal is to jointly detect the change time and identify cause of the change. Hence, in addition to false alarm, false identification is also incorporated into the formulation and controlled by the fusion center. Such problems are called change detection and isolation problems that are introduced in [18] in a minimax setting. In [19], a Bayesian version of the problem is studied and a distance-based sensing model is assumed where each sensor can observe the change only if the change occurs in its limited sensing range. In [20], a distributed version of this problem is considered in a minimax setting where each sensor is allowed to communicate only with its neighbors. In both [19] and [20], the goal is to jointly detect the change time and the change location.

In many practical applications, change does not happen at the same time-instant across all sensors. For example, in an application where sensors are monitoring cracks in a bridge, the slow progression and development of the crack due to geological and chemical changes in the bridge infrastructure ensures that change is seen at different sensors at different points in time. Similarly, different members of a population encounter different exposure levels to a certain disease depending on the precise evolution of the disease-causing agent(s) over the environment, thus resulting in different onset times for a disease in any member of the population. The focus of this paper is on such applications, where change propagates across the sensors, one sensor at a time.

In [21], a Bayesian centralized change detection problem is considered where change propagates across the deployed sensor set via a known change process. A first-order asymptotically optimal detection procedure that leverages the known change dynamics is proposed for detecting the change-point and the proposed procedure is shown to significantly improve performance over a mismatched procedure that does not leverage the change dynamics. In [22], [21] is extended to a setting where the sensor first observing the change is assumed to be unknown. False identification probability of this sensor is also incorporated into the formulation, however, given
the sensor observing the change first, a predetermined order of observing the change among sensors is assumed. In [23], a wave propagation model is considered for the change signal where the signal, having an unknown origin and radial velocity, gradually spreads through space and each sensor observes the change when the signal reaches the sensor location. A continuous-time Bayesian centralized formulation is considered and numerical approximation methods to implement the optimal solution are provided. While the change propagation models assumed in [21]–[23] are of interest in many applications where some form of prior knowledge about the change dynamics can be inferred from the physical process causing the change, in general, methods that do not assume the knowledge of the change dynamics are of great importance.

Having different change points for different sensors is also considered in [24], [25] without assuming any change propagation mechanism in a minimax setting. Asymptotically optimal detection schemes are proposed where each sensor makes a local change detection and communicates with the fusion center only once (one-shot scheme) after it detects the change and the fusion center declares the change after the first received message from any sensor. However, due to observational diversity, using global information obtained through all sensors may lower the detection delays compared to using only local information obtained at a single sensor.

B. Contributions

In this paper, we consider a Bayesian discrete-time multi-sensor sequential change detection problem assuming an unknown change propagation pattern among sensor nodes in both centralized and decentralized settings. Our work can be considered as an extension of [8] and [21] in different directions. Specifically, [8] is extended by (i) considering that the change-points of different sensors may not be the same instead of simply assuming the same change-point for all sensors and (ii) using a novel event-triggered sampling scheme called level-crossing sampling with hysteresis (LCSH) in addition to the conventional uniform-in-time sampling scheme. Further, [21] is extended by (i) considering a general unknown change propagation dynamics and (ii) studying a decentralized setup in addition to a centralized setup.

In particular, the sequential change detection problem is formulated in a Bayesian setting and the optimal solution structure is obtained using the dynamic programming framework. Since (i) further analysis on the optimal solution is difficult, (ii) implementing the optimal solution requires a computationally challenging numerical method, and (iii) the optimal solution corresponds to a practically infeasible scheme due to communication and storage constraints in a typical sensor network, efficient practical algorithms are proposed for the special case where the change event occurs rarely.

Two approaches are taken to tackle the unknown change propagation pattern: it is either considered as a random variable with a known prior distribution or a deterministic quantity. For the latter case, under certain conditions on Kullback-Leibler (KL) information distance between the post- and pre-change distributions, a first-order asymptotic optimality result is provided as the false alarm probability vanishes. The performance improvement obtained with the proposed tests over some existing tests in the literature is shown via simulations. Then, with the purpose of further improving the performance of the proposed decentralized detection schemes, an LCSH scheme is proposed and its advantages compared to the conventional periodic sampling scheme are illustrated.

C. Organization

The system model and the problem formulation are given in Section II. The dynamic programming formulation and some useful results for the finite-horizon case are provided in Section III. The optimal solution structure and a numerical method to approximately implement the optimal solution are presented in Section IV. Section V discusses the rare change regime where some practical change detection algorithms are proposed and analyzed. The decentralized implementation using LCSH scheme is discussed in Section VI. Numerical examples are presented in Section VII to illustrate the advantages of the proposed detection schemes over the existing techniques. Finally, Section VIII concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a sequential change detection problem where there exist random propagation delays among sensor nodes in observing a change. To be specific, let there exist $L$ sensor nodes in the network, indexed as $1, 2, \cdots, L$,
and \( z_{k,\ell} \) denote the measurement obtained at sensor \( \ell \) at discrete-time instant \( k \in \mathbb{N} \). The statistic of measurements at sensor \( \ell \) undergoes a change at a random time instant, denoted as \( \Gamma_\ell \). We assume that the measurements are independent across the sensors. Further, at any given sensor, they are independent and identically distributed (i.i.d.) with density function \( f_0 \) and \( f_1 \) before and after the change, respectively. In other words,

\[
    z_{k,\ell} \sim \begin{cases} 
        f_0, & \text{if } k < \Gamma_\ell, \\
        f_1, & \text{if } k \geq \Gamma_\ell.
    \end{cases}
\] (1)

We assume that \( f_0 \) and \( f_1 \) are common across all sensors and known a priori. Such an assumption is reasonable since the sensors typically monitor change engendered by an underlying physical process that occurs at a random time-instant.

We are interested in the early detection of the change event. In the special case where \( \Gamma_1 = \cdots = \Gamma_L \), i.e., the change is observed at the same time-instant at all sensors, then this problem reduces to the classical multi-sensor change detection problem studied in [8]. In this paper, we assume that the change needs not to be observed at the same time-instant at all sensors and it can propagate with time. Further, we make the assumption that the evolution of the change process across the sensors (including the first sensor observing change) is unknown. In particular, let \( \Pi = [\pi_1, \cdots, \pi_L] \) denote a permutation over the index set \( \{1, \cdots, L\} \) indicating the change propagation across sensors. In other words, \( \pi_1 \) is the first sensor observing the change, \( \pi_2 \) is the second sensor observing the change, and so on. Thus, we have \( \Gamma_{\pi_1} \leq \cdots \leq \Gamma_{\pi_L} \). In the particular case where \( \Pi = [1, \cdots, L] \), the problem studied here reduces to the case where the change propagation process is known [21].

Since there are \( L \) sensors in the network, \( \Pi \) can take \( L! \) possible values which can be associated with a probability mass function (pmf). As an example, we assume that the change propagation patterns are equally likely, i.e.,

\[
P(\Pi = \Pi_j) = \frac{1}{L!}, \quad j = 1, 2, \ldots, L!,
\] (2)

and we call the corresponding scheme the uniform-prior scheme. Later in Section V-A, we remove this assumption and consider the change propagation pattern an unknown non-random quantity. We then maximize the decision statistic at each time over all possible patterns and call the corresponding scheme the multichart scheme.

Remark 1: Since any propagation pattern among the \( L! \) patterns is possible in general, our proposed tests will take into account all possibilities when determining the decision statistics, and thus will be computationally demanding especially for large \( L \). In some special applications, if it is known a priori that some patterns are not possible, then such patterns can simply be discarded to reduce the computational complexity.

A. Change Propagation Model

We consider a Bayesian formulation where \( \Gamma_{\pi_1} \) has a prior distribution. Motivated by [21], we assume a joint-geometric model for the change propagation process where \( \Gamma_{\pi_1} \) is geometric with parameter \( \rho \):

\[
P(\Gamma_{\pi_1} = k) = \rho \cdot (1 - \rho)^{k-1}, \quad k = 1, 2, \cdots, \text{ and } P(\Gamma_{\pi_1} = 0) = 0.
\] (3)

Further, \( \Gamma_{\pi_\ell} \) is conditionally geometric with parameter \( \lambda_{\ell,\ell-1} \) for \( \ell = 2, \cdots, L \):

\[
P(\Gamma_{\pi_\ell} = k + n \mid \Gamma_{\pi_{\ell-1}} = n) = \lambda_{\ell,\ell-1} \cdot (1 - \lambda_{\ell,\ell-1})^k, \quad k = 0, 1, 2, \cdots, \text{ and } \ell = 2, \cdots, L.
\] (4)

To simplify the analysis, we make the assumption that \( \lambda_{\ell,\ell-1} = \lambda \) for all \( \ell = 2, \cdots, L \). Note that \( \rho \to 0 \) corresponds to a “rare” change regime. On the other hand, \( \lambda \to 0 \) corresponds to the case of uniformly likely change propagation and \( \lambda \to 1 \) corresponds to the case of instantaneous change propagation. In the extreme cases of \( \lambda = 0 \) and \( \lambda = 1 \), we can view the system as made of only one sensor and \( L \) sensors observing change at the same time-instant, respectively. We assume that the parameters \( \rho \) and \( \lambda \) are known.

B. Sensor Network Models

We consider two different versions of the change detection problem in this paper: centralized and decentralized. In both models, we assume that there are parallel communication channels between sensor nodes and the fusion center.
Fig. 1: The decentralized system model. Two-way communication between sensors and the fusion center is assumed where each sensor $\ell$ sends a message $u_{k,\ell}$ at time $k$ to the fusion center based on its measurement $z_{k,\ell}$. The fusion center then broadcasts all messages it has received to all sensors. After a change phenomenon occurs, it propagates through sensors as illustrated in the figure. Based on the received messages, the fusion center determines the stopping time $\tau$.

1) Centralized Model: In the centralized setup, a central processor (fusion center) has all the system-wide information. In particular, let $z_k = [z_{k,1}, z_{k,2}, \cdots, z_{k,L}]$ denote the collection of measurements at all sensors at time $k$. Then, the fusion center has access to $I_k = [z_1, z_2, \cdots, z_k]$, and makes a decision based on $I_k$ at each time $k$. Though sensors collect the measurements, the fusion center is the only decision maker in the system. Hence, the centralized model is equivalent to a single-sensor case with multi-dimensional vector of measurements at each time. In practice, this model can be used for a sensor network located in a geographically small area and when there is an ample bandwidth for reliable communication between sensors and the fusion center.

2) Decentralized Model: In the decentralized setup, due to communication constraints, e.g., limited energy and bandwidth, the fusion center has access to only a summary of the measurements made at sensors and makes the decision based on local messages received from the sensors. In particular, sensor $\ell$ produces a local message $u_{k,\ell}$ at time $k$ from a finite-size alphabet $\{0, 1, \ldots, U_{\ell} - 1\}$. Thus, both sensor nodes and the fusion center are involved in the decision-making process.

Quasi-classical information structure enables the use of dynamic programming (DP) framework to obtain optimal solutions for sequential decision fusion problems and in particular decentralized sequential change detection problems [26]. In this structure, all decision makers in the system must have the same past information. To satisfy this condition, we consider a system with full feedback and local memories. That is, two-way communication is employed where the sensor nodes send their local messages to the fusion center and the fusion center broadcasts the received messages to all sensors (see Fig. 1). Moreover, each sensor keeps in its local memory the local messages from all sensors in the previous time instants. In this way, all decision makers in the system have the same (one-time-instant delayed) past information.

Information available for decision-making at the fusion center at time $k$, i.e., $I_k$, is given as

$$I_k = [u_1, u_2, \ldots, u_k],$$

In Section VI an event-triggered sampling scheme is used instead of conventional uniform-in-time sampling.
where \( \mathbf{u}_k = [u_{k,1}, u_{k,2}, \ldots, u_{k,L}] \) is the set of local messages at time \( k \). The past information available at each sensor at time \( k \) is \( I_{k-1} \). Then, sensor \( \ell \) quantizes \( z_{k,\ell} \) through a local decision (or message) function \( \phi_{k,\ell} \), i.e., \( \phi_{k,\ell}(z_{k,\ell}) = u_{k,\ell} \) where \( \phi_{k,\ell} \) depends on \( I_{k-1} \). The set of all local decision functions at time \( k \) is denoted with \( \phi_k = [\phi_{k,1}, \ldots, \phi_{k,L}] \).

Remark 2: In practice, implementing a system using the described quasi-classical information structure might be infeasible due to communication and storage constraints. In particular, two-way communications and particularly broadcasting all the received messages to all sensors require significant communication resources which may not be available in a sensor network. Moreover, both the fusion center and sensors need to store all the past messages in their memory, which again might be infeasible for a sensor network. However, these assumptions are needed in order to employ dynamic programming arguments to gain insights about the optimal solution structure. Later in this paper, we will derive asymptotically optimal local message functions where we will remove the need of feedback from the fusion center and need of storage at sensor nodes, hence greatly simplify the implementations.

C. Problem Formulation

As stated before, change may propagate over sensor nodes in an arbitrary direction so the actual value of \( \Pi \), i.e., the order of observing the change among the sensor nodes, is not known. We are particularly interested in detecting the first time any sensor observes a change, i.e., \( \Gamma \), the order of observing the change among the sensor nodes, is not known. We are particularly interested in detecting the feedback from the fusion center and need of storage at sensor nodes, hence greatly simplify the implementations.

III. Dynamic Programming Framework and The Finite-Horizon Case

A. DP Formulation

Firstly, we argue that the problem satisfies the Markov conditions for dynamic programming and hence can be solved under the DP framework. To this end, we define a discrete-time dynamic system with state \( S_k \) representing the number of sensor nodes that have observed the change by time \( k \), i.e.,

\[
S_k = \sum_{\ell=1}^{L} \mathbb{I}(\Gamma_{\pi_\ell} \leq k),
\]

where \( \mathbb{I}(\cdot) \) is an indicator function. Note that \( S_0 = 0 \) and \( S_k \in \{0, 1, \ldots, L\} \cup \Upsilon \) where \( \Upsilon \) represents the terminal state. We assume that immediately after the fusion center declares the stopping time, the system moves into the terminal state and always stays there afterwards. Hence, the system state evolves over time as follows:

\[
S_k = \begin{cases} 
S_{k-1} + \sum_{\ell=1}^{L} \mathbb{I}(\Gamma_{\pi_\ell} = k), & \text{if } S_{k-1} \neq \Upsilon \text{ and } \tau \neq k, \\
\Upsilon, & \text{if } S_{k-1} = \Upsilon \text{ or } \tau = k.
\end{cases}
\]
Note that (8) can be written in a functional form as \( S_k = f(S_{k-1}, \tau, w_k) \) where \( w_k \equiv \{ \mathbb{I}(\Gamma_{\pi_\ell} = k), \ell = 1, \ldots, L \} \). Given \( S_{k-1} \), it is clear that the next sensor that will observe the change after time \( k-1 \) is sensor \( \pi_1 \) and due to the defined joint-geometric process (cf. (3) and (4)), the probability of observing the change at sensor \( \pi \) at time \( k \) given \( S_{k-1} \), i.e., \( P(\Gamma_{\pi} = k | S_{k-1}) \) is equal to \( \rho \) if \( S_{k-1} = 0 \), and \( \lambda \) otherwise. Similarly, the probabilities of the sensors \( \{ \pi_\ell : \ell > S_{k-1} \} \) observing the change at time \( k \) given \( S_{k-1} \) can be simply calculated using (3) and (4). Moreover, given \( S_{k-1} \), it is clear that \( \mathbb{I}(\Gamma_{\pi} = k) = 0 \) for the sensors \( \{ \pi_\ell : \ell < S_{k-1} \} \) since they already observed the change before time \( k \). Hence, given \( S_{k-1} \), \( w_k \) is conditionally independent from \( w_0, w_1, \ldots, w_{k-1} \), which implies that the state evolution equation satisfies the necessary Markov condition for dynamic programming.

It is not possible to observe the system state directly but inference about it can be done through sensor measurements. Using the state definition given (7), the measurement vector at time \( k \) can be written in terms of the system state \( S_k \) as

\[
z_k = P^{-1} [v_k^1, v_k^2, \mathbb{I}(S_k \neq \Upsilon)],
\]

where \( P^{-1} \) is inverse permutation matrix, \( v_k^1 \in \mathbb{R}^{S_k} \) denotes the measurements with density \( f_1 \), i.e., \( \{ z_{k,\pi} : \Gamma_{\pi} \leq k \} \), and \( v_k^2 \in \mathbb{R}^{L-S_k} \) denotes the measurements with density \( f_0 \), i.e., \( \{ z_{k,\pi} : \Gamma_{\pi} > k \} \). Note that when the system is in the terminal state, since the change decision is already made, sensors do not take measurements. Because the measurements are conditionally independent over time, the measurement vector also satisfies the necessary Markov condition for dynamic programming. Note that each row of a permutation matrix contains only one nonzero entry which is equal to 1 and the column of this entry is determined by \( \Pi \). For example, if \( \Pi = [3 \ 1 \ 2] \), then

\[
P_{\Pi} = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}.
\]

### B. Some Useful Results for the Finite-Horizon Case

Firstly, we restrict the stopping time \( \tau \) to a finite-horizon \([0, T]\). Note that the original problem given in (6) does not have such a restriction. Our purpose here is to provide some useful results that will later be helpful to characterize the solution in the infinite-horizon by letting \( T \to \infty \). Using (5) and the equality \( (a - b)^+ = \sum_{k=0}^{a-b-1} \mathbb{I}(k \geq b) \) for integers \( a, b \geq 0 \), we obtain the following expression for the Bayes risk:

\[
R(c) = P(\tau < \Gamma_{\pi_1}) + c \mathbb{E} \left[ \sum_{k=0}^{\tau-1} P(k \geq \Gamma_{\pi_1}) \right] = P(S_\tau = 0) + c \mathbb{E} \left[ \sum_{k=0}^{\tau-1} P(S_k \geq 1) \right],
\]

where the expectations in (9) and (10) are both with respect to \( \Gamma_{\pi_1} \). Note that (10) is obtained from (9) using the fact that the probability that sensor \( \pi_1 \) has observed the change by time \( k \) is equal to the probability that the number of sensors that have observed the change by time \( k \) is greater than or equal to 1, i.e., \( P(k \geq \Gamma_{\pi_1}) = P(S_k \geq 1) \), which also implies that \( P(k < \Gamma_{\pi_1}) = P(S_k = 0) \).

The Bayes risk can be recursively minimized in the finite-horizon case using dynamic programming. Because the fusion center determines the stopping rule \( \tau \) and the information available at the fusion center at time \( k \) is \( I_k \), the minimum expected cost-to-go at time \( k \) is a function of \( I_k \) and denoted with \( \tilde{J}_T^k(I_k) \). Then, according to the Bayes risk given in (10), the finite-horizon DP equations are given as (see [27] for similar examples)

\[
\tilde{J}_T^k(I_T) = P(S_T = 0 \mid I_T),
\]

and for \( 0 < k \leq T \),

\[
\tilde{J}_{k-1}^k(I_{k-1}) = \min \left\{ P(S_{k-1} = 0 \mid I_{k-1}), c P(S_{k-1} \geq 1 \mid I_{k-1}) + \min_{\phi_k} \{ \mathbb{E}[\tilde{J}_k^T(I_k) \mid I_{k-1}] \} \right\}.
\]

In (11), the first term in the outer minimum corresponds to the cost of stopping and declaring a change at time \( k-1 \) and the other term corresponds to expected cost of proceeding to time \( k \). Note that the minimum Bayes risk is equal to \( \tilde{J}_0^T(I_0) \) where \( I_0 \) is an empty set.
We observe through (11) that the local message functions at time $k$, i.e., $\phi_k$, are chosen to minimize $\mathbb{E}[J_k^T(I_k) \mid I_{k-1}]$, i.e., the expected cost-to-go at time $k$ given the information available at each sensor at time $k$, i.e., $I_{k-1}$. In the following, we firstly determine the structure of the optimal $\phi_k$ in the finite-horizon case. We then give a sufficient statistic for dynamic programming and derive its recursion over time. Finally, we express the finite-horizon DP equations in terms of this sufficient statistic and derive some properties related to the finite-horizon DP equations.

The following theorem states that at each time, for each sensor, quantizing the likelihood ratio of its measurement is the likelihood ratio for $z_k$.

**Theorem 1:** Likelihood ratio (LR) quantizers with thresholds depending on $I_{k-1}$ are the optimal finite-horizon local message functions at time $k$. That is, for each sensor $\ell$, if the alphabet is $U_\ell$, there are $U_\ell + 1$ quantization thresholds, as a function of $I_{k-1}$ at time $k$, defining the $U_\ell$ quantization intervals. Let $\varphi_{k,\ell,1}$ and $\varphi_{k,\ell,2}$ be two such consecutive quantization thresholds defining an interval $(\varphi_{k,\ell,1}, \varphi_{k,\ell,2}]$. If $\varphi_{k,\ell,1} < L(z_{k,\ell}) \leq \varphi_{k,\ell,2}$, then $u_{k,\ell} = u$ where

$$L(z_{k,\ell}) = \frac{f_1(z_{k,\ell})}{f_0(z_{k,\ell})}$$

is the likelihood ratio for $z_{k,\ell}$ and $u \in \{0, 1, \ldots, U_\ell - 1\}$.

**Proof.** See Appendix A

Next, based on the DP equations given in (11), we define an $(L+1)$-dimensional vector of conditional probabilities $q_k \triangleq [q_k^0, q_k^1, \ldots, q_k^L]$ where $q_k^n \triangleq P(S_k = n \mid I_k)$. Our aim is to show that $q_k$ is a sufficient statistic for dynamic programming and it can be recursively updated over time. We can write

$$q_k^n = P(S_k = n \mid I_k) = \frac{P(u_k \mid S_k = n, I_k)P(S_k = n \mid I_{k-1})}{\sum_{m=0}^L P(u_k \mid S_k = m, I_{k-1})P(S_k = m \mid I_{k-1})}$$

$$= \frac{\sum_{m=0}^L g_k^m}{\sum_{m=0}^L g_k^m},$$

where

$$g_k^n \triangleq P(u_k \mid S_k = n, I_{k-1})P(S_k = n \mid I_{k-1}).$$

We would like to express $g_k^n$ in terms of $q_{k-1}$. To this end, we write each probability on the RHS of (13) more explicitly as follows:

$$P(u_k \mid S_k = n, I_{k-1}) = \sum_{\Pi} P(\Pi = \Pi_j) P(u_k \mid \Pi = \Pi_j, S_k = n, I_{k-1})$$

$$= \frac{1}{L!} \sum_{\Pi} \left( \prod_{i=1}^n P(u_{k,\pi_i} \mid \Gamma_{\pi_i} \leq k, I_{k-1}) \prod_{i=n+1}^L P(u_{k,\pi_i} \mid \Gamma_{\pi_i} > k, I_{k-1}) \right)$$

$$= \frac{1}{L!} \sum_{\Pi} \left( \prod_{i=1}^n P_1(\phi_{k,\pi_i}(z_{\pi_i}) = u_{k,\pi_i}) \prod_{i=n+1}^L P_0(\phi_{k,\pi_i}(z_{\pi_i}) = u_{k,\pi_i}) \right),$$

where $\Pi_j$ denotes a pattern among the $L!$ possible patterns and $z_{\pi_i}$ denotes a generic observation at sensor $\pi_i$. Moreover, $P_1(\cdot) \triangleq P(\cdot \mid H_1)$ and $P_0(\cdot) \triangleq P(\cdot \mid H_0)$ denote the probabilities under hypotheses $H_1$ and $H_0$. 

We would like to express $q_k^n$ explicitly as follows:
Proof. \( k \) \( H_k \) corresponds to the case where the pdf of measurements is \( f_i, i \in \{0, 1\} \). Furthermore,

\[
P(S_k = n \mid I_{k-1}) = \sum_{m=0}^{n} P(S_{k-1} = m \mid I_{k-1}) P(S_k = n \mid S_{k-1} = m, I_{k-1})
\]

\[
= \begin{cases} 
q_{k-1}^0 (1 - \rho), & \text{if } n = 0, \\
q_{k-1}^0 \rho \lambda^{n-1} + \sum_{m=1}^{n} q_{k-1}^m \lambda^{n-m} (1 - \lambda), & \text{if } n \in \{1, 2, \ldots, L - 1\}, \\
q_{k-1}^0 \rho \lambda^{L-1} + \sum_{m=1}^{L} q_{k-1}^m \lambda^{L-m}, & \text{if } n = L,
\end{cases}
\]

\[
= (1 - \rho_{\pi_n, \pi_{n+1}}) \sum_{m=0}^{n} q_{k-1}^m e_m^n,
\] (15)

where we use the following notations:

\[
e_m^n \triangleq \prod_{\ell=m}^{n-1} \rho_{\pi_\ell, \pi_{\ell+1}},
\]

and

\[
\rho_{\pi_\ell, \pi_{\ell+1}} \triangleq \begin{cases} 
\rho, & \text{if } \ell = 0, \\
\lambda, & \text{if } \ell \in \{1, 2, \ldots, L - 1\}, \\
0, & \text{if } \ell = L,
\end{cases}
\]

with \( e_m^1 = 1 \) for any \( m \in \{0, 1, \ldots, L\} \).

Substituting (14) and (15) into (13), we have

\[
g_k^n = \frac{1}{L!} \sum_{\pi} \left( \prod_{i=1}^{n} P_i(\phi_k, \pi_i(z_{\pi_i}) = u_{k, \pi_i}) \prod_{i=n+1}^{L} P_0(\phi_k, \pi_i(z_{\pi_i}) = u_{k, \pi_i}) \right) \left( 1 - \rho_{\pi_n, \pi_{n+1}} \right) \sum_{m=0}^{n} q_{k-1}^m e_m^n.
\] (16)

Since \( g_k^n \) is a function of \( u_k, \phi_k, \) and \( q_{k-1} \), we denote it with \( g_k^n(u_k, \phi_k, q_{k-1}) \) and define

\[
h_k(u_k, \phi_k, q_{k-1}) \triangleq P(u_k \mid I_{k-1}) = \sum_{m=0}^{L} g_k^m(u_k, \phi_k, q_{k-1}).
\] (17)

Then from (12), we have

\[
q_k^n = \frac{g_k^n(u_k, \phi_k, q_{k-1})}{h_k(u_k, \phi_k, q_{k-1})}.
\] (18)

Here, we note that \( q_k^n \) depends on \( q_{k-1} \), not just \( q_{k-1}^0 \). This is the reason for considering the entire vector \( q_k \) as a sufficient statistic at time \( k \). Because the RHS of (18) includes \( \phi_k \) which depends on \( I_{k-1} \) as stated in Theorem 1, in order to make (18) a useful recursive formula, we need an additional result that \( \phi_k \) can be expressed as a function of only \( q_{k-1} \). For this purpose, we present Lemma 1 below.

**Lemma 1:** (a) \( J_{k}^T(I_k) \) can be written as a function of only \( q_k \) for each \( k, 0 \leq k \leq T \). Let this function be denoted with \( J_k^T(q_k) \).

(b) The optimal \( \phi_k \) can be written as a function of only \( q_{k-1} \) for \( 0 < k \leq T \).

**Proof.** The proof is similar to [28, Proof of Proposition 3]. Firstly, we observe that \( J_T^T(I_T) = P(S_T = 0 \mid I_T) = q_T^0 \). Hence, for \( k = T \), clearly we can write \( J_T^T(q_T) = q_T^0 \). We now use an induction argument. Suppose that for any \( k \in \{1, 2, \ldots, T - 1\} \), \( J_k^T(I_k) \) can be written as a function of only \( q_k \), which is denoted with \( J_k^T(q_k) \). Then, using (11), (17), and (18), we have

\[
J_{k-1}^T(I_{k-1}) = \min \left\{ q_{k-1}^0, c (1 - q_{k-1}^0) + \min_{\phi_k} \{ \mathbb{E} [J_k^T(q_k) \mid I_{k-1}] \} \right\}
\]

\[
= \min \left\{ q_{k-1}^0, c (1 - q_{k-1}^0) + \min_{\phi_k} \left\{ \sum_{u_k} J_k^T \left( \frac{g_k(u_k, \phi_k, q_{k-1})}{h_k(u_k, \phi_k, q_{k-1})} \right) h_k(u_k, \phi_k, q_{k-1}) \right\} \right\},
\] (19)
where
\[ g_k(\cdot) \triangleq [g_k^0(\cdot), g_k^1(\cdot), \ldots, g_k^L(\cdot)]. \]

In (19), we observe that the optimal \( \phi_k \) is chosen to minimize a function depending on \( \phi_k \) and \( q_{k-1} \). Hence, the optimal \( \phi_k \) depends only on \( q_{k-1} \). Through (19), we also observe that \( J_{k-1}^T(I_{k-1}) \) is a function depending only on \( \phi_k \) and \( q_{k-1} \). Since the optimal \( \phi_k \) is a function of only \( q_{k-1} \), \( J_{k-1}^T(I_{k-1}) \) can be written as a function of only \( q_{k-1} \), which is denoted with \( J_{k-1}^T(q_{k-1}) \). This completes the proofs of (a) and (b).

By Lemma 1-(b), (18) gives the recursive formula to obtain \( q_k^0 \) from \( q_{k-1} \) at time \( k \) if the optimal local quantizers are used. Then, using (18) for all \( n \in \{1, \ldots, L\} \), we obtain the recursion of sufficient statistics:

\[ q_k = \frac{g_k(u_k, \phi_k, q_{k-1})}{h_k(u_k, \phi_k, q_{k-1})}. \]  

(20)

Lemma 1-(a) states that the finite-horizon cost-to-go function at each time \( k \) can be expressed as a function of \( q_k \). Note that \( \sum_{n=0}^{L} q_k^n = 1 \) and \( P(S_k = 0 | I_k) = q_k^0 \). Then, \( P(S_k \geq 1 | I_k) = 1 - q_k^0 \). Using Lemma 1-(a) and these equalities, we write the finite-horizon DP equations given in (11) in terms of sufficient statistics as follows:

\[ J_k^T(q_T) = q_k^0, \]

and for \( 0 < k \leq T \),

\[ J_{k-1}^T(q_{k-1}) = \min \left\{ q_{k-1}^0, c(1 - q_k^0) + A_{k-1}^T(q_{k-1}) \right\}, \]  

(21)

where

\[ A_{k-1}^T(q_{k-1}) = \min_{\phi_k} \mathbb{E}[J_k^T(q_k) | I_{k-1}] = \min_{\phi_k} \left\{ \sum_{u_k} J_k^T\left( \frac{g_k(u_k, \phi_k, q_{k-1})}{h_k(u_k, \phi_k, q_{k-1})} \right) h_k(u_k, \phi_k, q_{k-1}) \right\}. \]  

(22)

Using the structure of DP equations given above, we can derive some properties of the functions \( J_k^T \) and \( A_k^T \) that can be useful in characterizing the solution structure for the infinite-horizon case. The following lemma states these properties.

**Lemma 2:** (a) \( J_k^T(q) \) and \( A_k^T(q) \) are concave functions of \( q \) over the \( L \)-dimensional simplex \( Q \triangleq \{ q : \sum_{n=0}^{L} q^n = 1, q^n \geq 0, \forall n \in \{0, 1, \ldots, L\} \} \).

(b) \( 0 \leq J_k^T(q), A_k^T(q) \leq 1, \forall q \in Q \) and \( J_k^T(q) = A_k^T(q) = 0 \) over the hyperplane \( P \triangleq \{ q : q^0 = 0 \} \).

**Proof:** See Appendix. \( \square \)

Before studying the infinite-horizon case, we finally note that based on Theorem 1 and Lemma 1-(b), the optimal \( \phi_k \) are LR quantizers with thresholds depending on \( q_{k-1} \). As stated before, the LR quantizer maps an interval of LR to a number in a finite alphabet and the optimal \( \phi_k \) at each time \( k \) are chosen to minimize \( \mathbb{E}[J_k^T(q_k) | I_{k-1}] \). In (22), we observe that \( \mathbb{E}[J_k^T(q_k) | I_{k-1}] \) depends on \( \phi_k \) only through the functions \( g_k \) and \( h_k \) and in (16), we notice that only the likelihoods of the LR intervals are needed to calculate these functions. Therefore, the output of an LR quantizer is related only to the input quantization interval. Then, using a permutation mapping, the LR quantization outputs can be made increasing with the quantization thresholds without changing the value of \( \mathbb{E}[J_k^T(q_k) | I_{k-1}] \) at each time \( k \). Hence, \( \phi_k \) can be restricted to the class of monotone LR quantizers with thresholds depending on \( q_{k-1} \) without loss of optimality. That is, at time \( k \), for a sensor, say \( \ell \), there exists a set of thresholds

\[ 0 = \varphi_{k, \ell, 0} \leq \varphi_{k, \ell, 1} \leq \cdots \leq \varphi_{k, \ell, U_{\ell-1}} \leq \varphi_{k, \ell, U_{\ell}} = \infty \]

depending on \( q_{k-1} \) such that \( u_{k, \ell} = i \) only if

\[ \varphi_{k, \ell, i} < L(s_k, \ell) \leq \varphi_{k, \ell, i+1}, \text{ } i = 0, 1, \ldots, U_{\ell-1}. \]

Note that since the LR is always nonnegative, we have \( \varphi_{k, \ell, 0} = 0 \) and \( \varphi_{k, \ell, U_{\ell}} = \infty, \forall \ell \in \{1, 2, \ldots, L\} \) and \( \forall k \geq 1 \). Let \( \Phi \) be the class of monotone LR quantizers. Then, \( \phi_k \subset \Phi \). Hence, considering all sensors, determining the optimal quantizers requires to optimize \( \sum_{\ell=1}^{L} (U_{\ell} - 1) \) thresholds at each time \( k \geq 1 \).
IV. Optimal Solution Structure

Now, we remove the restriction on the stopping time $\tau$ by letting $T \to \infty$. The following theorem will be useful in characterizing the structure of the optimal stopping rule.

**Theorem 2:** In the infinite-horizon case, we have the following Bellman equation:

$$J(q) = \min\{0, c(1 - q^0) + A(q)\},$$

where

$$J(q) \triangleq \lim_{T \to \infty} J^T_k(q)$$

is the infinite-horizon cost-to-go function and

$$A(q) \triangleq \lim_{T \to \infty} A^T_k(q)$$

$$= \min_{\phi \in \Phi} \left\{ \sum_u J\left( \frac{g(u, \phi, q)}{h(u, \phi, q)} \right) h(u, \phi, q) \right\}.$$  \hfill (24)

Furthermore, $J(q)$ and $A(q)$ are concave functions of $q$ over the simplex $Q$. Moreover, $0 \leq J(q), A(q) \leq 1, \forall q \in Q$ and $J(q) = A(q) = 0$ over the hyperplane $P$.

**Proof.** First, we show that $\lim_{T \to \infty} J^T_k(q)$ exists. From (21), we have $J^T_k(q) \leq q^0 = J^T_k(q_T)$ that implies $\mathbb{E}[J^T_{k+1}(q_T)] \leq \mathbb{E}[J^T_k(q_T)]$. Then, using (22), we have $A^T_{k+1}(q_{T-1}) \leq A^T_k(q_{T-1})$, which using (21) implies that $J^T_{k+1}(q_{T-1}) \leq J^T_k(q_{T-1})$. Continuing like this, it can be easily shown that $J^T_k(q) \leq J^T_k(q), \forall k \in \{0, 1, \ldots, T\}$. Moreover, since $J^T_k(q) \geq 0, \forall q \in Q, \forall k \in \{0, 1, \ldots, T\}$, and $\forall T \geq k$, $\lim_{T \to \infty} J^T_k(q) = J^\infty_k(q) = \inf_{T: \tau > k} J^T_k(q)$ exists. Further, since the defined joint-geometric process is memoryless and the measurements are i.i.d. in time, the starting point in time, i.e., $k$, is not important in determining the infinite-horizon cost-to-go function, i.e., $J^\infty_{k+1}(q) = J^\infty_k(q)$ for any $k \geq 0$. We then denote this limit as $J(q) \triangleq \lim_{T \to \infty} J^T_k(q)$. Furthermore,

$$\lim_{T \to \infty} A^T_k(q) = \lim_{T \to \infty} \min_{\phi \in \Phi} \left\{ \mathbb{E}\left[ J^T_{k+1}\left( \frac{g(u, \phi, q)}{h(u, \phi, q)} \right) \right| I_k \right\}$$

$$\min_{\phi \in \Phi} \left\{ \sum_u J\left( \frac{g(u, \phi, q)}{h(u, \phi, q)} \right) h(u, \phi, q) \right\},$$ \hfill (25)

which follows due to the dominated convergence theorem [29], i.e., since by Lemma 2(b), $J^T_k(q) \leq 1, \forall k \in \{0, 1, \ldots, T\}, \forall q \in Q$, the limit operator can be written inside the expectation operator in (25) and since $\lim_{T \to \infty} J^T_{k+1}(q) = J(q), \forall q \in Q$. (26) is obtained. Hence, $\lim_{T \to \infty} A^T_{k}(q_k)$ also exists and is denoted with $A(q)$. Finally, the stated properties of the functions $J$ and $A$ in the theorem are directly obtained using Lemma 2 and by letting $T \to \infty$. \hfill $\Box$

In (23), the infinite-horizon cost-to-go function is given where at each time $k$, $q^0_k$ is the cost of stopping and $c(1 - q^0_k) + A(q_k)$ is the expected cost of continuing. The optimal stopping time is the first time at which the cost of stopping is smaller than or equal to the expected cost of continuing [27, Sec. 7.2], i.e.,

$$\tau = \min\{k \in \mathbb{N} : J(q_k) = q^0_k\}$$

$$= \min\{k \in \mathbb{N} : q^0_k \leq c(1 - q^0_k) + A(q_k)\}.$$ \hfill (27)

Hence, the change is declared at the first time the concave function $c(1 - q^0) + A(q)$ exceeds the affine function $q^0$ of the sufficient statistics $q$. Note that the minimum Bayes risk in the infinite-horizon is equal to $J(q_0)$ where $q_0$ is the initial value of the sufficient statistic at time $k = 0$. Since $S_0 = 0$, we have $q^0_0 = 1$ and $q^0_0 = 0, \forall n \in \{1, 2, \ldots, L\}$.

Although (27) specify the optimal stopping rule, (i) having further characterization on it is difficult (except in a special case where the vector of sufficient statistics can be reduced to a one-dimensional vector, which is possible in the cases where $\lambda = 1$ [8] and $\lambda = 0$), (ii) analyzing the performance metrics ADD and PFA of the optimal scheme is difficult, and (iii) it does not present a useful method to determine the optimal local message functions. Nevertheless, the following proposition leads to a numerical method to approximately compute the optimal solution and presents the structure of the optimal local message functions in the infinite-horizon case.
Proposition 1: (a) Let $S$ be the set of all concave functions upper bounded by the function $f(q) = q^0$ over the simplex $Q$. Then, for any $B \in S$, we define a function $K_B$ as follows:

$$K_B(\phi, q) \triangleq \sum_u B\left(\frac{g(u, \phi, q)}{h(u, \phi, q)}\right)h(u, \phi, q).$$

(28)

Further, we define a mapping $\omega : S \rightarrow S$ over any function $B \in S$ as follows:

$$\omega B(q) \triangleq \min\{q^0, c(1 - q^0) + \min_{\phi \in \Phi} K_B(\phi, q)\},$$

(29)

i.e., $\omega$ maps a function $B(q), q \in Q$ to another function $\omega B(q), q \in Q$. Then, $J(q)$ given in [23] is the unique fixed point of the mapping $\omega$.

(b) The infinite-horizon optimal local message functions are stationary in time, i.e., the optimal $\phi_k$ are the same for all $k \geq 1$.

Proof: See Appendix C

According to Proposition 1-(b), the optimal local message functions are monotone LR quantizers with stationary threshold functions, which depend on the sufficient statistics. Let the set of optimal threshold functions be denoted with $\varphi_{opt} \triangleq \{\varphi_{opt,1}, \ldots, \varphi_{opt,L}\}$ where $\varphi_{opt,\ell} \triangleq [\varphi_{\ell,0}, \varphi_{\ell,1}, \ldots, \varphi_{\ell,U_{\ell-1}}, \varphi_{\ell,U_{\ell}}]$ represents the thresholds as a function of sufficient statistics for sensor $\ell$. Hence, at each time $k$, the set of thresholds can be expressed as $\varphi_k \triangleq \{\varphi_{k,1}, \ldots, \varphi_{k,L}\}$ where $\varphi_{k,\ell} \triangleq [\varphi_{k,\ell,0}, \varphi_{k,\ell,1}, \ldots, \varphi_{k,\ell,U_{\ell}}]$ are the thresholds for sensor $\ell$ at time $k$.

Because $\varphi_{\ell,0} = 0$ and $\varphi_{\ell,U_{\ell}} = \infty$, $\forall \ell \in \{1, \ldots, L\}$, all local message functions can be defined with $\sum_{\ell=1}^{L}(U_{\ell} - 1)$ threshold functions and hence $\phi$ and $\varphi$ can be interchangeably used.

Then, $g_k^n(\cdot)$ in [16] can be rewritten as

$$g_k^n(u_k, \varphi_k, q_{k-1}) = \frac{1}{L!} \sum_{\pi} \prod_{i=1}^{n} P_l(\varphi_{k,\pi_i, u_{k,\pi_i}} < L(z_{\pi_i}) \leq \varphi_{k,\pi_i, (u_{k,\pi_i} + 1)}) \left(1 - \rho_{\pi_n, \pi_{n+1}} \right) \sum_{m=0}^{n} q_{k-1}^m e_m^n,$$

(30)

where $L(z_{\pi_i})$ is the LR for a generic observation $z_{\pi_i}$ at sensor $\pi_i$. Moreover, $\varphi_{k,\pi_i, u_{k,\pi_i}} \triangleq \varphi_{\pi_i, u_{k,\pi_i}}(q_{k-1})$ and $\varphi_{k,\pi_i, (u_{k,\pi_i} + 1)} \triangleq \varphi_{\pi_i, u_{k,\pi_i} + 1}(q_{k-1})$ denote the thresholds defining the LR quantization interval $(\varphi_{\pi_i, u_{k,\pi_i}}, \varphi_{\pi_i, (u_{k,\pi_i} + 1)})$ at sensor $\pi_i$ at time $k$ when the local message received from sensor $\pi_i$ is $u_{k,\pi_i} \in \{0, 1, \ldots, U_{\ell-1}\}$. Further, the mapping $\omega$ can be rewritten for any $B \in S$ as

$$\omega B(q) \triangleq \min\{q^0, c(1 - q^0) + \min_{\varphi} K_B(\varphi, q)\}.$$

Then, for each $q \in Q$, clearly we have

$$\min\{q^0, c(1 - q^0) + \min_{\varphi} K_B(\varphi, q)\} \leq q^0 \triangleq f(q),$$

which shows that $\omega f(q) \leq f(q), \forall q \in Q$. We now use induction to show $\omega^{i+1}f(q) \leq \omega^i f(q), \forall q \in Q$ and for any nonnegative integer $i$. Suppose that for any integer $i > 2$, $\omega^i f(q) \leq \omega^{i-1} f(q), \forall q \in Q$. For each $q \in Q$, we then have

$$\omega^{i+1} f(q) = \omega \omega^i f(q) = \min\{q^0, c(1 - q^0) + \min_{\varphi} K_{\omega^i f}(\varphi, q)\} \leq \min\{q^0, c(1 - q^0) + \min_{\varphi} K_{\omega^{i-1} f}(\varphi, q)\} = \omega \omega^i f(q) = \omega^i f(q).$$

Since $\omega^{i+1} f(q) \leq \omega^i f(q), \forall q \in Q, \forall i \geq 0$ and by definition, $\omega^i f(q) \geq 0, \forall q \in Q, \forall i \geq 0$, $\omega^i f(q), q \in Q$ converges to a function in $S$ as $i \rightarrow \infty$. Since by Proposition 1-(a), $J(q)$ is the unique fixed point of the mapping $\omega$, we have $\omega f(q) \rightarrow J(q)$ as $i \rightarrow \infty$. This leads to a numerical method to compute $J(q), q \in Q$ [8], [28]. In this
method, firstly a representative set of points in the simplex $Q$ is chosen. Let this set of points be denoted with $G$, i.e., $G \subset Q$. Then, considering $i$ as the iteration number, at each iteration, $i$ increased by one and $\omega^i f(q), q \in G$ is obtained from $\omega^{i-1} f(q), q \in G$ using the mapping $\omega$. When the difference in values between two consecutive iterations, i.e., $|\omega^i f(q) - \omega^{i-1} f(q)|$ for each $q \in G$, is below a certain threshold, say $\epsilon$, then the iterations can be stopped and after the last iteration, $J(q), q \in G$ is approximated as $\omega^i f(q), q \in G$. After then, for each $q \in G$, the optimal thresholds can be approximated as follows:

$$\varphi_{opt}(q) = \underset{\varphi}{\arg\min} K_f(\varphi, q).$$  \hspace{1cm} (31)

Then, from (24) and (28), we have $A(q) = \min_{\varphi} K_f(\varphi, q) = K_f(\varphi_{opt}(q), q), \forall q \in G$. The optimal stopping time can then be approximately determined using (27) where the sufficient statistics at each time can be updated as follows:

$$q_k = \frac{g_k(u_k, \varphi_{opt}(q_{k-1}), q_{k-1})}{h_k(u_k, \varphi_{opt}(q_{k-1}), q_{k-1})}. \hspace{1cm} (32)$$

Note that (32) is obtained using (20) and the initial sufficient statistics are $q^0_0 = 1$ and $q^0_n = 0, \forall n \in \{1, 2, \ldots, L\}$.

Hence, the implementation of the optimal solution consists of two stages. In the first stage, $J(q), \varphi_{opt}(q)$, and $A(q)$ are approximately calculated for all $q \in G$ as described above and summarized in Algorithm 1. This stage needs to be performed offline before taking any measurements. Note that the computational complexity of Algorithm 1 increases as the set $G$ is enlarged and the threshold $\epsilon$ is decreased. Hence, for a better approximation of the optimal solution, more computational resources need to be employed in the offline stage. After the offline stage, measurements are obtained sequentially and the optimal procedures for change detection are employed at sensors and the fusion center. This corresponds to an online stage in which both the fusion center and sensors need to update sufficient statistics at each time. Hence, having a simpler update formula is useful to simplify the implementation. Towards this goal, we use the following transformation for all $n \in \{0, 1, \ldots, L\}$:

$$p^k_n = \frac{q^k_n}{\rho q^0_k} \iff q^k_n = \frac{p^k_n}{\sum_{m=0}^{L} p^m_k} \hspace{1cm} (33)$$

and obtain $p_k \triangleq [p^0_k, p^1_k, \ldots, p^L_k]$ as the new sufficient statistics.

From (33), we have $p^0_k = 1/\rho, \forall k \geq 1$. Then, $q^0_k$ can be expressed as follows:

$$q^0_k = \frac{\rho p^0_k}{1 + \rho \sum_{m=1}^{L} p^m_k}. \hspace{1cm} (34)$$
The optimal thresholds obtained in (31) can then be written as functions of the new sufficient statistics as \( \hat{\varphi}_{\text{opt}} \triangleq [\hat{\varphi}_{\text{opt},1}, \ldots, \hat{\varphi}_{\text{opt},L}] \) where \( \hat{\varphi}_{\text{opt},\ell} \triangleq [\hat{\varphi}_{\ell,0}, \hat{\varphi}_{\ell,1}, \ldots, \hat{\varphi}_{\ell,U_{\ell}}] \) and calculated based on (34) as follows:

\[
\hat{\varphi}_{\text{opt}}(p) = \varphi_{\text{opt}} \left( \frac{\rho p}{1 + \rho \sum_{m=1}^{L} p^m} \right) .
\]  

(35)

Then, the set of optimal thresholds at each time \( k \) can also be obtained as \( \varphi_k = \hat{\varphi}(p_{k-1}) \).

Using (32), (33), and (30), the recursion for \( p^k_n, n \in \{1, 2, \ldots, L\} \) is obtained as

\[
p^k_n = \frac{q^n_k}{\rho q^n_k} = \frac{g^n_k(u_k, \varphi_{\text{opt}}(q_{k-1}), q_{k-1})}{\rho q^n_k} \left( \frac{1 - \rho_{\pi_n,\pi_{n+1}}}{1 - \rho} \right) \sum_{m=0}^{n} q^n_{k-1} e_m \left( \frac{1 - \rho_{\pi_n,\pi_{n+1}}}{1 - \rho} \right) \sum_{m=0}^{n} p^m_{k-1} e^m_k ,
\]

(36)

where

\[
\delta^n_k \triangleq \left( \sum_{\Pi} \prod_{i=1}^{n} P^i_1(\varphi_{k_{\Pi},i,u_{k_{\Pi,i}}}, s_{k_{\Pi,i}} < L(z_{\Pi}) \leq \varphi_{k_{\Pi},i,u_{k_{\Pi,i}},1}) \prod_{i=n+1}^{L} P^i_0(\varphi_{k_{\Pi,i},s_{k_{\Pi,i}},1} < L(z_{\Pi}) \leq \varphi_{k_{\Pi,i},s_{k_{\Pi,i}},1} + 1) \right) - 1 .
\]

(37)

Note that the initial values of the sufficient statistics are \( p^0_0 = 1/\rho \) and \( p^0_n = 0, \forall n \in \{1, 2, \ldots, L\} \).

We observe that compared to (32), we have a relatively simpler recursive formula in (36) and since \( p^0_0 \) is constant over time, at each time, update of an \( L \)-dimensional vector is needed instead of \( L + 1 \). Further, through (36) and (37), we observe that the update of the sufficient statistics requires the knowledge of all sensor messages. Since the update must be done at both sensors and the fusion center, feedback from the fusion center is needed to implement the optimal solution in the decentralized setting.

Furthermore, using (34), we have

\[
q^0_k = \frac{1}{1 + \rho \sum_{m=1}^{L} p^m_k} .
\]

(38)

Then, based on (27) and (38), the optimal stopping rule can be rewritten as follows:

\[
\tau = \min \left \{ k \in \mathbb{N} : \sum_{m=1}^{L} p^m_k \geq \frac{1 - \hat{A}(p_k)}{\rho \left( c + \hat{A}(p_k) \right)} \right \} ,
\]

(39)

where

\[
\hat{A}(p_k) \triangleq A \left( \frac{\rho p_k}{1 + \rho \sum_{m=1}^{L} p^m_k} \right) .
\]

Finally, we note that in the centralized setting, the local message functions are replaced with the identity functions. Then, we have \( u_{k,\ell} = z_{k,\ell}, \forall \ell \in \{1, 2, \ldots, L\} \) and \( \forall k \geq 1 \). After this change, all the previously stated results (except on the structure of the optimal local message functions) hold true and the corresponding test structure is obtained as in (39). Further, the recursion of sufficient statistics is obtained as in (36) after replacing \( \delta^n_k \) with

\[
\delta^n_k = \left( \sum_{\Pi} \prod_{i=1}^{n} f_1(z_{k,\Pi,i}) \prod_{i=n+1}^{L} f_0(z_{k,\Pi,i}) \right) \left( \sum_{\Pi} \prod_{i=1}^{L} f_0(z_{k,\Pi,i}) \right)^{-1} .
\]

(40)

Based on the discussion we have above on the online implementation stage of the optimal solution, we summarize the procedures at a sensor and the fusion center in Algorithm 2 and Algorithm 3 respectively in both centralized and decentralized settings. Note that at a sensor, the update of sufficient statistics is performed with one-time-instant delay (cf. lines 7-10 in Algorithm 2) compared to the fusion center. This is due to the fact that a sensor has access to messages of other sensors via feedback from the fusion center with one-time-instant delay.
Algorithm 2 Implementation of the optimal solution: Online stage at sensor $\ell$

1: Initialization: $k \leftarrow 0$, $p_0^{\ell} \leftarrow 1/\rho$, $p_n^{\ell} \leftarrow 0$, $\forall n \in \{1, 2, \ldots, L\}$.
2: while $k < \tau$ do
3: \hspace{1em} $k \leftarrow k + 1$.
4: \hspace{1em} if the centralized model is used then
5: \hspace{2em} Send $z_{k,\ell}$ to the fusion center.
6: \hspace{1em} else if the decentralized model is used then
7: \hspace{2em} if $k > 1$ then
8: \hspace{3em} Compute $\delta_{n-k}^{\ell}$ using (37), $\forall n \in \{1, 2, \ldots, L\}$.
9: \hspace{3em} Compute $p_{n-k}^{\ell}$ using (36), $\forall n \in \{1, 2, \ldots, L\}$.
10: \hspace{2em} end if
11: \hspace{2em} $\varphi_k \leftarrow \varphi_{opt}(\frac{\rho p_{k-1}^{\ell}}{1 + \rho \sum_{m=1}^{L} p_{k-1}^{m}})$.
12: \hspace{2em} if $\varphi_{k,\ell,i} < L(z_{k,\ell}) \leq \varphi_{k,\ell,i+1}$ then
13: \hspace{3em} Send $u_{k,\ell} = i$ to the fusion center using $\lceil \log_2(U_\ell) \rceil$ bits.
14: \hspace{2em} end if
15: \hspace{1em} end if
16: end while

Algorithm 3 Implementation of the optimal solution: Online stage at the fusion center

1: Initialization: $k \leftarrow 0$, $p_0^{\ell} \leftarrow 1/\rho$, $p_n^{\ell} \leftarrow 0$, $\forall n \in \{1, 2, \ldots, L\}$.
2: while $k < \tau$ do
3: \hspace{1em} $k \leftarrow k + 1$.
4: \hspace{1em} if the centralized model is used then
5: \hspace{2em} Compute $\delta_{k}^{n}$ using (40), $\forall n \in \{1, 2, \ldots, L\}$.
6: \hspace{1em} else if the decentralized model is used then
7: \hspace{2em} $\varphi_k \leftarrow \varphi_{opt}(\frac{\rho p_{k-1}^{\ell}}{1 + \rho \sum_{m=1}^{L} p_{k-1}^{m}})$.
8: \hspace{2em} Compute $\delta_{k}^{n}$ using (37), $\forall n \in \{1, 2, \ldots, L\}$.
9: \hspace{2em} end if
10: \hspace{1em} Compute $p_{k}^{n}$ using (36), $\forall n \in \{1, 2, \ldots, L\}$.
11: $\hat{A}(p_k) \leftarrow A \left(\frac{\rho p_k}{1 + \rho \sum_{m=1}^{L} p_m} \right)$.
12: \hspace{1em} if $\sum_{m=1}^{L} p_{k}^{m} \geq \frac{1-\hat{A}(p_k)}{\rho(c+\hat{A}(p_k))}$, $\tau \leftarrow k$.
13: \hspace{1em} end if
14: end while
15: end while
16: Declare the change and stop the procedure.

V. THE RARE CHANGE REGIME

The optimal stopping rule is given in (39). However, further analytical investigation of the optimal solution is difficult. Although some numerical techniques can be used to approximately compute the infinite-horizon cost-to-go function $J(q)$ and the optimal thresholds of the local monotone LR quantizers as summarized in Algorithm 1 and to implement the online optimal change detection procedures as summarized in Algorithms 2-3, such techniques may not be preferable in a practical setting since (i) the offline stage described in Algorithm 1 is computationally challenging especially when the goal is to precisely obtain the optimal solution (cf. lines 3-7 & 12 of Algorithm 1 and consider a small $\epsilon$ and a large set $\mathcal{G}$), (ii) in the decentralized setting, the online stage requires update of sufficient statistics at each time at all sensors (cf. lines 7-11 in Algorithm 2) in addition to the fusion center. Moreover, the optimal solution becomes practically infeasible in the decentralized setting (cf. Remark 2). In this section, to eliminate such difficulties, we study a practically important special regime where the change occurs
rarely, i.e., $\rho \to 0$ [4], [5], [8], [9], [20]. In this regime, we propose and analyze some simpler solutions.

Firstly, from (35), as $\rho \to 0$, we have

$$\hat{\varphi}_{\text{opt}}(p) = \varphi_{\text{opt}}(0)$$

for all $p$, which shows that the optimal thresholds of the local message functions in the rare change regime are independent of the sufficient statistics, equivalently past sensor messages. We have previously stated that for each sensor, the optimal local message function is a monotone LR quantizer with stationary threshold functions of the sufficient statistics. These two results together indicate that monotone LR quantizers with constant thresholds are optimal in the rare change regime. However, at this point, we still do not have an efficient method to determine these thresholds. In the following, we firstly derive the structure of $\tau$ given in (39) as $\rho \to 0$. We then present a multichart scheme and show an asymptotic optimality of the corresponding test as its false alarm rate goes to zero. Then, how to optimally choose the quantization thresholds in this asymptotic regime will be clear.

The following theorem presents the limiting form of the optimal test structure in the rare change regime and a way to determine threshold of the corresponding test to set an upper bound for the false alarm probability.

**Theorem 3:** (a) As $\rho \to 0$, $\tau$ given in (39) converges to $\nu(\beta)$, given by

$$\nu(\beta) = \min \left\{ k \in \mathbb{N} : \log \sum_{m=1}^{L} p_{k}^{m} \geq \beta \right\},$$

(41)

where $\beta$ is a properly chosen test threshold.

(b) If $\beta = \log \left( \frac{1}{\rho^2} \right)$ where $\alpha \in (0, 1)$, then $\text{PFA}(\nu(\beta)) \leq \alpha$.

**Proof.** (a) See Appendix D.

(b) Using (38), (41) can be rewritten as

$$\nu(\beta) = \inf \left\{ k \in \mathbb{N} : q_{k}^{0} \leq \frac{1}{1 + \rho \exp(\beta)} \right\}.$$ 

Then, the false alarm probability of $\nu(\beta)$ can be written as follows:

$$\text{PFA}(\nu(\beta)) = P(S_{\nu(\beta)} = 0) = \mathbb{E}[q_{\nu(\beta)}^{0}] \leq \frac{1}{1 + \rho \exp(\beta)}.$$ 

If $\beta = \log(1/(\rho \alpha))$, then $\text{PFA}(\nu(\beta)) \leq \alpha$. □

Recall that we have initially assumed all change patterns are equally likely (cf. (2)) and arrived at $\nu(\beta)$ as the limiting form of the optimal stopping rule as $\rho \to 0$. While we find it difficult to show the optimality or asymptotic optimality of $\nu(\beta)$ where $\beta$ is chosen as in Theorem 3-(b), after removing the uniform-prior assumption given in (2) and proposing a multichart scheme as explained in the next subsection, we show an order-1 asymptotic optimality of the corresponding multichart test.

Note that although (41) with $\beta = \log(1/(\rho \alpha))$ is not necessarily optimal, since (i) it has a simple thresholding procedure with an easily determined threshold at the fusion center, (ii) it corresponds to a practically feasible scheme with no feedback requirement for the past sensor messages unlike the optimal solution where sensors need feedback to update the sufficient statistics, we consider (41) as our proposed test for the uniform-prior scheme. After we study the multichart scheme in the next subsection and insights we will gain from this discussion, we will propose a reasonable suboptimal method to determine the quantization thresholds at sensors (cf. Remark 3).

**A. Multichart Scheme**

We now assume that the change propagation pattern is an unknown non-random quantity and propose that the decision statistic at each time is determined by the change propagation pattern that maximizes it. In particular, it can be checked that assuming (wrongly or correctly) a specific change propagation pattern is true, say $\Pi = \Pi_{j}$, and following the same solution methodology we have in this paper, all the results presented in the previous sections
Before we proceed our discussion in the decentralized setting, we find it useful firstly to analyze the centralized counterpart of \( \nu \) in \((13)\) with \( g^n_k, n \in \{0, 1, \ldots, L\} \) and all the other related terms correspondingly to indicate that \( \Pi = \Pi_j \) is assumed. In this case, \( \delta^n_k \) in \((37)\) is reduced to
\[
\delta^n_{k,j} \triangleq \prod_{i=1}^{n} \frac{P_i(\varphi_{k,\pi_i, \nu_k, \pi_i} < L(z_{\pi_i}) \leq \varphi_{k,\pi_i, (\nu_k, \pi_i) \delta} \leq \varphi_{k,\pi_i, (\nu_k, \pi_i) \delta+1})}{P_0(\varphi_{k,\pi_i, \nu_k, \pi_i} < L(z_{\pi_i}) \leq \varphi_{k,\pi_i, (\nu_k, \pi_i) \delta})},
\]
and similar to \((36)\), we end up with the following recursion of sufficient statistics:
\[
p^n_{k,j} = \delta^n_{k,j} \frac{1 - \rho_{\nu_k, \nu_{k+1}}}{1 - \rho} \left( \sum_{m=0}^{n} \delta^n_{k-1,j} e^n_m \right).
\] (43)

Then, the corresponding test in the rare change regime is obtained as follows:
\[
\nu_j(\beta) \triangleq \min \left\{ k \in \mathbb{N} : \log \sum_{m=1}^{L} p^n_{k,j} \geq \beta \right\}. \quad (44)
\]

We consider to maximize the decision statistic at any time over all possible change propagation patterns and hence propose the following test:
\[
\nu_{\min}(\beta) = \min \left\{ k \in \mathbb{N} : \max_{\Pi_j} \log \sum_{m=1}^{L} p^n_{k,j} \geq \beta \right\} = \min \{ \nu_j(\beta), \ j = 1, 2, \ldots, L! \}. \quad (45)
\]
Based on \((45)\), we observe that the test in \((44)\) is performed for all possible patterns simultaneously and the change is declared at the first time any test crosses a predetermined threshold. We thus call \((45)\) a multichart test.

### B. Asymptotic Optimality

Next, we provide a first-order asymptotic optimality result for \((45)\) for small values of false alarm probability. Before we proceed our discussion in the decentralized setting, we find it useful firstly to analyze the centralized counterpart of \( \nu_{\min}(\beta) \) where the fusion center has access to the exact measurements instead of outputs of local quantizers. Let the corresponding test in the centralized setting be denoted with \( \nu_{\min}^c(\beta) \), given by
\[
\nu_{\min}^{c}(\beta) = \min \{ \nu_{j}^{c}(\beta), \ j = 1, 2, \ldots, L! \}, \quad (46)
\]
where \( \nu_{j}^{c}(\beta) \) denotes the centralized counterpart of \( \nu_{j}(\beta) \). Note that in the centralized setting, \((43)\) gives the recursive formula for \( p^n_{k,j} \) where \( \delta^n_{k,j} \) is calculated as follows:
\[
\delta^n_{k,j} = \prod_{i=1}^{n} \frac{f_1(\nu_{k,\pi_i})}{f_0(\nu_{k,\pi_i})}. \quad (47)
\]

We observe that if \( \Pi \) is known, i.e., if \( \Pi = \Pi_j \) is true, then \( \nu_{j}^{c} \) has the identical form with the test proposed in \([21]\) where an order-1 asymptotic optimality result is shown. Using this result, we show in the following proposition that \( \nu_{\min}^{c} \) is asymptotically optimal as \( \alpha \to 0 \) among all tests with false alarm probability upper bounded by \( \alpha \) under some sufficient conditions on \( D(f_1, f_0) \) where
\[
D(f_1, f_0) = \int f_1(x) \log \left( \frac{f_1(x)}{f_0(x)} \right) dx
\]
denotes the K-L information distance between the post- and pre-change densities.

**Proposition 2:** Let \( \Lambda_\alpha \triangleq \{ \tau : \text{PFA}(\tau) \leq \alpha \} \) be the class of stopping rules with false alarm probability upper bounded by \( \alpha \) and let \( \beta = \log(\frac{1}{\rho}) \). If
\[
\log \left( 1 - \rho + (L - 1)(1 - \lambda) \right) < D(f_1, f_0) < \infty,
\]
then \( \nu_{\min}^{c}(\beta) \) is order-1 asymptotically optimal as \( \alpha \to 0 \) for any \( \rho \in (0, 1) \). That is,
\[
\lim_{\alpha \to 0} \frac{\inf_{\tau \in \Lambda_\alpha} \text{ADD}(\tau)}{\mathbb{E} [\nu_{\min}^{c}(\beta)]} = 1,
\]
(49)
where

\[
\inf_{\tau \in \Lambda_\alpha} \text{ADD}(\tau) \geq \frac{|\log(\alpha)|(1+o(1))}{L D(f_1, f_0) + |\log(1-\rho)|} \quad \text{as } \alpha \to 0, \tag{50}
\]

and

\[
\mathbb{E}[\nu_{\min}^c(\beta)] \leq \frac{|\log(\rho \alpha)|(1+o(1))}{L D(f_1, f_0) + |\log(1-\rho)|} \quad \text{as } \alpha \to 0. \tag{51}
\]

**Proof.** Let \( \beta = \log \left( \frac{1}{\rho \alpha} \right) \) as stated in the proposition and let

\[
\tilde{\Lambda} \triangleq \{ \nu^c_j(\beta), \ j = 1, 2, \ldots, L! \}.
\]

By definition (cf. (46)), \( \nu^c_{\min}(\beta) \in \tilde{\Lambda} \). Following the same arguments given in the proof of Theorem 3-(b), it can be shown that \( \tilde{\Lambda} \subset \Lambda_\alpha \). Then by [21, Proposition 4], for any stopping rule in \( \tau \in \Lambda_\alpha \), a lower bound on the ADD as \( \alpha \to 0 \) is obtained as in (50). Let \( \Pi_t \) denote the true change propagation pattern, i.e., \( \Pi = \Pi_t \) and \( \nu^*_t(\beta) \) be the corresponding stopping time. By [21, Theorem 3], for \( \nu^*_t(\beta) \), an upper bound on the ADD as \( \alpha \to 0 \) is obtained as the RHS of the inequality in (51) if the condition given in (48) is satisfied. Due to (46), \( \nu^c_{\min}(\beta) \leq \nu^*_t(\beta) \) always holds, thus (51) follows. Based on (50) and (51), we obtain (49), i.e., \( \nu^c_{\min}(\beta) \) is the optimal test among all tests whose false alarm probability is upper bounded by \( \alpha \) in the asymptotic regime where \( \alpha \to 0 \).

We have previously argued that the optimal local message functions are monotone LR quantizers with constant thresholds. Due to the quantizer at each sensor, \( \ell \), a range of LRs is mapped to each message in the alphabet \( \{0, 1, \ldots, U_\ell - 1\} \) under each density. The corresponding pmfs on sensor messages are denoted with \( P_{0,\ell}^u \) and \( P_{1,\ell}^u \) under pre- and post-change densities, respectively and calculated as follows:

\[
P_{0,\ell}(i) = P_0(\varphi_{\ell,i} < L(z_\ell) \leq \varphi_{\ell,i+1}),
\]

\[
P_{1,\ell}(i) = P_1(\varphi_{\ell,i} < L(z_\ell) \leq \varphi_{\ell,i+1}),
\]

\[\forall i \in \{0, 1, \ldots, U_\ell - 1\}, \] where \( z_\ell \) denotes a generic observation and \( \{\varphi_{\ell,i}, i = 0, 1, \ldots, U_\ell - 1\} \) denote the constant thresholds at sensor \( \ell \). Let

\[
D(P_{0,\ell}^u, P_{1,\ell}^u) = \sum_{i=0}^{U_\ell - 1} P_{0,\ell}^u(i) \log \left( \frac{P_{1,\ell}^u(i)}{P_{0,\ell}^u(i)} \right)
\]

be the K-L information distance between the pmfs \( P_{0,\ell}^u \) and \( P_{1,\ell}^u \).

Proposition 2 shows that for small values of PFA, the ADD of the multichart test in the centralized setting is inversely proportional to \( L D(f_1, f_0) \) under certain conditions. With constant thresholds at sensors, we have a setup equivalent to a centralized setup in which \( u_{k,1}, u_{k,2}, \ldots, u_{k,L} \) are the i.i.d. “measurements” at time \( k \) [8]. Then, as an application of Proposition 2, as \( \alpha \to 0 \), the ADD of the decentralized multichart test is inversely proportional to \( \sum_{\ell=1}^{L} D(P_{0,\ell}^u, P_{1,\ell}^u) \) under certain conditions. Hence, in order to minimize the ADD in the asymptotic regime, \( D(P_{1,\ell}^u, P_{0,\ell}^u) \) should be maximized at each sensor \( \ell \). Then, choosing the quantization thresholds of the monotone LR quantizer at sensor \( \ell \) so as to maximize \( D(P_{1,\ell}^u, P_{0,\ell}^u) \) is asymptotically optimal. This presents a simple way to choose the quantization thresholds. A similar result is obtained in [9] where a decentralized change detection problem is studied assuming the same change points for all sensors.

Due to symmetry, we assume the same alphabet size for all sensors, i.e., \( U_1 = U_2 = \cdots = U_L \). Then because the pre- and post-change pdfs \( f_0 \) and \( f_1 \) are common across sensors, the asymptotically optimal thresholds are identical at all sensors. Let \( \Lambda_\alpha \triangleq \{ \Omega = (\phi, \tau) : \text{PFA}(\tau) \leq \alpha \} \) be the class of policies consisting of monotone LR quantizers with constant thresholds, denoted with \( \phi \), and the stopping rules with probability of false alarm not bigger than \( \alpha \). Moreover, let \( \varphi^* \) denote the set of asymptotically optimal thresholds and let the corresponding (common) pmfs be denoted with \( P_{1}^{u^*} \) and \( P_{0}^{u^*} \). Then, we have the following corollary to Proposition 2.

**Corollary 1:** Let \( \beta = \log \left( \frac{1}{\rho \alpha} \right) \). If the local quantization thresholds are chosen as \( \varphi^* \) and

\[
\log \left( 1 - \rho + (L - 1)(1 - \lambda) \right) < D(P_{1}^{u^*}, P_{0}^{u^*}) < \infty, \tag{53}
\]

\[\text{directly comes from the condition given in [21, Theorem 3] when the inter-sensor change parameters are the same, i.e., } \lambda_{\ell,\ell-1} = \lambda, \forall \ell = 2, \ldots, L. \text{ Further, if } \lambda \to 1, \text{ (48) reduces to a mild condition: } D(f_1, f_0) \text{ must be positive and finite.} \]
then
\[
\inf_{\Omega \in \mathcal{A}} \text{ADD}(\tau) \sim \mathbb{E}[\nu_{\min}(\beta)] \sim \frac{|\log(\alpha)|}{L D(P_1^{u^*}, P_0^{u^*}) + |\log(1 - \rho)|},
\]
where \( a(\alpha) \sim b(\alpha) \) denotes \( \lim_{\alpha \to 0} a(\alpha) = 1 \).

Remark 3: With the motivation of asymptotically optimal local quantizers obtained for the multichart scheme and since the numerical results in Section VII indicate that the average detection delay is inversely proportional to the K-L information distance, we propose that the quantization thresholds in the decentralized uniform-prior scheme are also selected to maximize the K-L information distance between the post- and pre-change pmfs. Although this choice is suboptimal compared to the optimal procedure explained in Section IV, it reduces the computational complexity of determining the quantization thresholds, so considerably simplifies the implementation in practice.

Based on the discussion above, we summarize the procedure at a sensor node for both the uniform-prior and multichart schemes in both the centralized setting and the decentralized setting with the uniform-in-time sampling scheme in Algorithm 4 (cf. lines 4-10). Note that the local thresholds are initially determined using the described method and there is no need to compute and update sufficient statistics at a sensor. Further, we summarize the procedure at the fusion center in both the centralized setting and decentralized setting with the uniform-in-time sampling scheme in Algorithm 5 (cf. lines 4-8 & 17-20) for the uniform-prior scheme and in Algorithm 6 (cf. lines 10-16 & 21-25) for the multichart scheme. Computationally, the multichart test requires to perform \( L! \) tests simultaneously where each test has a simple recursive formula for sufficient statistics. On the other hand, the uniform-prior test requires to perform a single test while the update of sufficient statistics requires summations over \( L! \) possible patterns. Hence, both tests are computationally demanding especially for large networks consisting of many sensors.

VI. DECENTRALIZED IMPLEMENTATION USING LEVEL-CROSSING SAMPLING

Since \( D(f_1, f_0) > D(P_1^{u^*}, P_0^{u^*}) \) is always true, there is a clear performance gap between the proposed centralized and decentralized tests (cf. (51) and (54)). In the decentralized setting, we have assumed until this point that sensors use the conventional uniform-in-time sampling and a finite-size alphabet for sampling and quantization of LRs. To make efficient use of the communication resources, we now propose that sensors use an event-triggered sampling scheme called level-crossing sampling with hysteresis (LCSH) [30].

With uniform-in-time sampling, each sensor communicates with the fusion center at each discrete time. It is highly probable that many non-informative transmissions occur, hence energy and bandwidth resources are not effectively used. Especially in a case where change happens rarely, since the pre-change duration is expected to be much longer compared to the post-change duration, periodic transmission may lead to significant waste of resources. On the contrary, in event-triggered sampling schemes, a sensor communicates with the fusion center only when a well-defined event occurs indicating a significant change in local statistics. Hence, such schemes are adaptive to the local statistics which in turn lead sensors to transmit a much better summary of local statistics to the fusion center with the same amount of resources compared to the conventional sampling. This makes event-triggered sampling schemes very convenient for decentralized change detection problems, see e.g., [31]–[34]. Next, we explain the LCSH scheme.

A. Level-Crossing Sampling with Hysteresis (LCSH)

Implementing LCSH is quite simple. For each sensor, the amplitude axis is uniformly divided with spacing \( \Delta \) and the corresponding levels are determined a priori. If the LR calculated at a sensor crosses a new upper/lower prespecified level, the sensor sends a sign bit 1/0 to the fusion center. If multiple levels are crossed at the same time, then, next to the sign bit, it sends 1/0 for each double/single additional crossings. As an example, let the most recently crossed level be \( 2\Delta \) and the LR calculated for the new measurement is \( 6.4\Delta \) at a sensor. Then, the sensor sends the bit sequence 110 to the fusion center to report four upward crossings. The LCSH scheme is illustrated in Figure 2.

We assume that \( \Delta \) is chosen the same for each sensor due to symmetry. At a sensor, say \( \ell \), let the most recent sampling time be \( t_{\ell,m-1} \) and the most recently crossed amplitude level in terms of \( \Delta \) be \( \eta_{\ell,m-1} \). Then, the next
Fig. 2: LCSH scheme. The points indicating the pairs of sampling times and the corresponding crossed levels are shown (in red) in the figure.

The sampling time is determined as

\[ t_{\ell,m} = \min \{ k \in \mathbb{N} : k > t_{\ell,m-1}, |L(z_{k,\ell}) - \eta_{\ell,m-1}\Delta| \geq \Delta \}, \]

where the corresponding sign bit is calculated as

\[ \zeta_{\ell,m} \triangleq \text{sign} \left( L(z_{t_{\ell,m},\ell}) - \eta_{\ell,m-1}\Delta \right), \] (55)

and the number of level crossings is determined as follows:

\[ \chi_{\ell,m} \triangleq \left\lceil \frac{|L(z_{t_{\ell,m},\ell}) - \eta_{\ell,m-1}\Delta|}{\Delta} \right\rceil \geq 1. \] (56)

Further, the number of bits transmitted from sensor \( \ell \) to the fusion center is calculated as

\[ \varpi_{\ell,m} \triangleq \left\lceil \frac{\chi_{\ell,m} - 1}{2} \right\rceil + 1, \]

and at both sensor \( \ell \) and the fusion center, the most recently crossed level is updated as follows:

\[ \eta_{\ell,m} = \eta_{\ell,m-1} + \zeta_{\ell,m} \chi_{\ell,m}. \]

The fusion center then approximates the LR of measurements obtained at sensor \( \ell \) as \( \eta_{\ell,m} \Delta \) until a new bit sequence is received from sensor \( \ell \). Hence, the LR level reported to the fusion center is always in the \( \pm \Delta \) range of the actual LR calculated at a sensor. That is, although the fusion center does not know the exact LR levels at sensors and thus has some approximation errors, such errors do not accumulate over time.

We note that in the limiting case, i.e., as \( \Delta \to 0 \), a decentralized setting with LCSH is equivalent to a centralized setting, however, this would require infinite number of bits for each transmission. Therefore, the level of \( \Delta \) should be adjusted by considering the expected tradeoff between performance and resource usage. For a fair comparison between the conventional sampling and LCSH, we select \( \Delta \) such that the average communication rates in both schemes are the same.

B. Proposed Decentralized Tests using LCSH Scheme

For both the multichart scheme and the uniform-prior scheme with LCSH, the procedures at a sensor are the same and summarized in Algorithm 4 (cf. lines 11-17). Next, we explain the procedures at the fusion center.
Algorithm 4 The proposed uniform-prior and multichart schemes: procedure at sensor $\ell$

1: Initialization: $k \leftarrow 0$, $m \leftarrow 1$, $\eta_{\ell,0} \leftarrow 0$, $\varphi_k \leftarrow \varphi^*, \forall k \geq 1$.
2: while $k < \nu$ do
3: \hspace{1em} $k \leftarrow k + 1$.
4: \hspace{1em} if the centralized model is used then
5: \hspace{2em} Send $z_{k,\ell}$ to the fusion center.
6: \hspace{1em} else if the decentralized model is used then
7: \hspace{2em} if the uniform-in-time sampling scheme is used then
8: \hspace{3em} if $\varphi_{k,i} < L(z_{k,\ell}) \leq \varphi_{k,i+1}$ then
9: \hspace{4em} Send $u_{k,\ell} = i$ to the fusion center using $\lceil \log_2(U_\ell) \rceil$ bits.
10: \hspace{2em} else if the LCSH scheme is used then
11: \hspace{3em} Compute $\zeta_{\ell,m}$ and $\chi_{\ell,m}$ using (55) and (56), respectively.
12: \hspace{3em} Send $\zeta_{\ell,m}$ and $\chi_{\ell,m}$ to the fusion center using $\nu_{\ell,m}$ bits.
13: \hspace{2em} $\eta_{\ell,m} \leftarrow \eta_{\ell,m-1} + \zeta_{\ell,m} \chi_{\ell,m}$.
14: \hspace{1em} $m \leftarrow m + 1$.
15: \hspace{1em} end if
16: \hspace{1em} end if
17: \hspace{1em} end if
18: \hspace{1em} end if
19: \hspace{1em} end if
20: end while

1) Multichart Test with LCSH: The multichart test with LCSH has a test structure as in (44) and (45), and the recursion of sufficient statistics is as in (43) where $\delta_{k,j}^n$ is calculated as follows:

$$
\delta_{k,j}^n = \prod_{i=1}^{n} \frac{P_1(L(z_{\pi_i}) = \eta_{\pi_i}, \Delta)}{P_0(L(z_{\pi_i}) = \eta_{\pi_i}, \Delta)},
$$

(57)

where $z_{\pi_i}$ denotes a generic observation at sensor $\pi_i$ and $\eta_{\pi_i}$ denotes the most recently crossed level in terms of $\Delta$ at sensor $\pi_i$ up to time $k$. Hence, at a time $k$, the fusion center approximates the LR of sensor $\ell$ as $\eta_{\ell} \Delta$. The procedure at the fusion center for the proposed multichart scheme with LCSH is summarized in Algorithm 4 (cf. lines 4-11 & 17-25).

2) Uniform-Prior Test with LCSH: For the decentralized uniform-prior test with LCSH, the test structure is as in (41) and the recursion of sufficient statistics is as in (36) where $\delta_k^n$ is calculated as follows:

$$
\delta_k^n = \left( \prod_{\Pi} \prod_{i=1}^{n} P_1(L(z_{\pi_i}) = \eta_{\pi_i}, \Delta) \prod_{i=n+1}^{L} P_0(L(z_{\pi_i}) = \eta_{\pi_i}, \Delta) \right)
\times \left( \prod_{\Pi} \prod_{i=1}^{L} P_0(L(z_{\pi_i}) = \eta_{\pi_i}, \Delta) \right)^{-1}.
$$

(58)

Algorithm 5 (cf. lines 9-14 & 17-20) summarizes the procedure at the fusion center for the proposed uniform-prior test with LCSH.

VII. NUMERICAL RESULTS

In this section, we evaluate performance of the proposed tests summarized in Table I and Algorithms 4-6 and compare them with some other tests in the literature via numerical examples. Firstly, the proposed decentralized tests with uniform-in-time sampling are compared with (i) the decentralized version of the order-1 asymptotically optimal test designed for the known change propagation dynamics [21], (ii) the decentralized order-1 asymptotically optimal test under the assumption of simultaneous change point for all sensors (denoted with mismatched test) [10], and (iii)
Algorithm 5 The proposed uniform-prior schemes: procedure at the fusion center

1: Initialization: \( \beta \leftarrow \log(1/(\rho \alpha)), k \leftarrow 0, \eta_\ell \leftarrow 0, \forall \ell \in \{1,2,\ldots,L\}, p^n_0 \leftarrow 1/\rho, p^n_0 \leftarrow 0, \forall n \in \{1,2,\ldots,L\}, \varphi_k \leftarrow \varphi^*, \forall k \geq 1. \)

2: while \( k < \nu \) do
3: \( k \leftarrow k + 1. \)
4: if the centralized model is used then
5: Compute \( \delta^n_k \) using (40), \( \forall n \in \{1,2,\ldots,L\}. \)
6: else if the decentralized model is used then
7: if the uniform-in-time sampling scheme is used then
8: Compute \( \delta^n_k \) using (37), \( \forall n \in \{1,2,\ldots,L\}. \)
9: else if the LCSH scheme is used then
10: if a new bit sequence is received from any sensor \( \ell \in \{1,2,\ldots,L\} \) then
11: Determine the sign bit \( \zeta_\ell \) and the number of level crossings \( \chi_\ell. \)
12: \( \eta_\ell \leftarrow \eta_\ell + \zeta_\ell \chi_\ell. \)
13: end if
14: Compute \( \delta^n_k \) using (58), \( \forall n \in \{1,2,\ldots,L\}. \)
15: end if
16: end if
17: Compute \( p^n_k \) using (36), \( \forall n \in \{1,2,\ldots,L\}. \)
18: if \( \log \sum_{m=1}^L p^m_k \geq \beta \) then
19: \( \nu \leftarrow k. \)
20: end if
21: end while
22: Declare the change and stop the procedure.

| Description                                      | Stopping Rule | Recursion of Suff. Stat. | \( \delta^n_k / \delta^n_{k-1} \) |
|--------------------------------------------------|---------------|--------------------------|-----------------------------------|
| Centralized uniform-prior test                   | (41)          | (36)                     | (40)                              |
| Centralized multichart test                      | (46)          | (43)                     | (47)                              |
| Decentralized uniform-prior test w/ uniform sampling | (41)          | (36)                     | (37)                              |
| Decentralized multichart test w/ uniform sampling | (45)          | (43)                     | (42)                              |
| Decentralized uniform-prior test w/ LCSH         | (41)          | (36)                     | (58)                              |
| Decentralized multichart test w/ LCSH            | (45)          | (43)                     | (57)                              |

TABLE I: Summary of the proposed tests.

the test in (i) using measurements of only one sensor which observes the change first (denoted with single sensor test). Then, the proposed centralized tests are compared with the centralized versions of (i), (ii) and (iii). Finally, the proposed decentralized tests are compared with the proposed centralized tests and performance improvement obtained via LCSH is illustrated. Throughout this section, we consider a system consisting of three sensors, i.e., \( L = 3 \). The geometric parameter for the first change point is taken as \( \rho = 0.01 \), and the tests are evaluated with different inter-sensor change propagation parameters. Particularly, \( \lambda \) takes values of 0.01, 0.1, 0.3, and 0.9.

Considering the stringent energy constraints of sensor nodes and for the sake of simplicity, we use uniform-in-time sampling with binary quantization, i.e., each sensor sends one bit at a time to report its LR. The transmitted bit from sensor \( \ell \) to the fusion center at time \( k \) is determined as follows:

\[
u_{k,\ell} = \begin{cases} 1, & \text{if } L(z_{k,\ell}) > \varphi; \\ 0, & \text{else}, \end{cases}
\]

where \( \varphi \) denotes the single finite quantization threshold. As an example, let the densities be \( f_0 \sim \mathcal{N}(0,1) \) and \( f_1 \sim \mathcal{N}(\mu,1) \). Then, \( D(f_1, f_0) = \mu^2/2 \) and \( L(z_{k,\ell}) = \exp(z_{k,\ell} \mu - \mu^2/2) \). Let \( \phi \triangleq \log (\varphi)/\mu + \mu/2 \) be the
Let the transmitted bit is then determined as follows:

\[ u_{k,\ell} = \begin{cases} 1, & \text{if } z_{k,\ell} > \varrho, \\ 0, & \text{else}. \end{cases} \]

The pmfs on sensor messages are then calculated as

\[ P_{0,\ell}^u(0) = P_0(z_{\ell} \leq \varrho) = 1 - Q(\varrho), \]
\[ P_{0,\ell}^u(1) = P_0(z_{\ell} > \varrho) = Q(\varrho), \]
\[ P_{1,\ell}^u(0) = P_1(z_{\ell} \leq \varrho) = 1 - Q(\varrho - \mu), \]
\[ P_{1,\ell}^u(1) = P_1(z_{\ell} > \varrho) = Q(\varrho - \mu), \]

where \( Q(y) = \frac{1}{\sqrt{2\pi}} \int_y^\infty \exp (-\frac{x^2}{2}) \, dx \). The K-L information distance between the pmfs is then calculated as follows:

\[ D(P_{1,\ell}^u, P_{0,\ell}^u) = (1 - Q(\varrho - \mu)) \log \left( \frac{1 - Q(\varrho - \mu)}{1 - Q(\varrho)} \right) + Q(\varrho - \mu) \log \left( \frac{Q(\varrho - \mu)}{Q(\varrho)} \right). \]

Let \( \mu = 1 \) as an example. The threshold maximizing \( D(P_{1,\ell}^u, P_{0,\ell}^u) \) is then calculated as \( \varrho^* = 0.7942 \) and the corresponding K-L information distance is \( D(P_{1,\ell}^{u*}, P_{0,\ell}^{u*}) = 0.3186 \).

Fig. [3] shows the tradeoff curves between the average detection delay and the false alarm rate of the decentralized tests with single-bit uniform-in-time sampling. The slope of the first-order asymptote is \( \frac{1}{L D(P_{1,\ell}^{u*}, P_{0,\ell}^{u*}) + |\log(1 - \rho)|} = \)
Fig. 3: Comparison of the proposed decentralized tests using uniform-in-time sampling with some other tests in the literature.

1.0354 (cf. (54)). According to Corollary 1, the decentralized multichart test with uniform sampling is order-1 asymptotically optimal if the condition given in (53) holds. Note that (53) is satisfied if \( \lambda \geq 0.8074 \). Hence, the condition holds for \( \lambda = 0.9 \) and does not hold for \( \lambda = 0.3, \lambda = 0.1, \) and \( \lambda = 0.01 \). We, however, observe through Fig. 3 that especially for \( \lambda = 0.3 \), the first-order asymptotic optimality holds, even for the uniform-prior test. This implies that the sufficient condition (53) for the first-order asymptotic optimality might be quite strong.

Fig. 4 shows the tradeoff curves for the centralized tests. The sufficient condition for the asymptotic optimality given in (48) holds for \( \lambda \geq 0.6706 \) so the condition is satisfied for \( \lambda = 0.9 \) and not satisfied for \( \lambda = 0.3, \lambda = 0.1, \) and \( \lambda = 0.01 \). Note that \( D(f_1, f_0) = 0.5 \) is greater than \( D(P_u^*, P_0^*) \), as expected. The slope of the first-order asymptote is equal to 0.6622 that is smaller than the slope of the first-order asymptote in the decentralized setting, which is 1.0354. Therefore, for a given PFA level, ADD of the centralized tests are significantly smaller than ADD of the decentralized tests with 1-bit uniform sampling.

For both the centralized and decentralized settings, we observe through Fig. 3 and Fig. 4 that the tests with the known dynamics always have the smallest ADD for the same levels of PFA, hence have the best performance. In fact, the known-dynamics case can be considered as a performance upper bound for the proposed tests. Then through the figures, we observe that the multichart tests in general perform better than the uniform-prior tests and both tests get closer to the performance upper bound as \( \lambda \) increases.

Further, we observe that the performance of the mismatched tests improves as \( \lambda \) increases and the performance of the single sensor tests improves as \( \lambda \) decreases. This is expected since in the mismatched scheme, \( \lambda = 1 \) is assumed and the single sensor scheme corresponds to the case where \( \lambda = 0 \). Our proposed multichart and uniform-prior tests considerably outperform the mismatched tests as \( \lambda \) gets closer to zero and the single sensor tests as \( \lambda \) gets closer to one. Moreover, the average detection delays of the proposed tests decrease as \( \lambda \) increases. This is due to the fact that positive effect of the observational diversity on the performance is more clearly seen for bigger \( \lambda \), i.e., as \( \lambda \) gets bigger, more sensors contribute to the change detection.

We now compare the proposed centralized and decentralized tests. The centralized tests can be considered as performance upper bound for the decentralized tests since a decentralized test can at most achieve performance of its centralized counterpart. Fig. 5 and Fig. 6 show the tradeoff curves for the uniform-prior and multichart tests, respectively in the centralized setting and in the decentralized setting with uniform sampling and LCSH schemes. We observe through the figures that due to 1-bit coarse quantization, there is a significant performance loss in the decentralized tests with uniform sampling compared to the centralized tests. Moreover, in both figures,
for all $\lambda$ levels, we observe that the decentralized tests with LCSH show considerable performance improvement compared to those with conventional sampling. Note that $\Delta$ is computed via offline simulations such that the average communication rates in both uniform sampling and LCSH schemes are nearly equal to each other for the same levels of PFA. Hence, LCSH can significantly improve the performance of the decentralized tests using the same amount of communication resources.

VIII. CONCLUDING REMARKS

We have studied a Bayesian sequential change detection problem under unknown change propagation dynamics in both centralized and decentralized settings. We have considered the cases where the change propagation pattern is a random variable with a known prior distribution, and where it is an unknown non-random parameter, and studied both of the corresponding schemes. Using the dynamic programming framework, we have provided insights into the optimal stopping rules. In the practical rare change regime, we have shown that the optimal stopping rule is a threshold test with an easy-to-compute threshold and for the case where the change pattern is considered a non-random quantity, we have provided sufficient conditions for the first-order asymptotic optimality of the corresponding test. Further, in the decentralized setting, in order to reduce the performance loss due to quantization, we have proposed to use a novel event-triggered sampling scheme called level-crossing sampling with hysteresis and shown its advantages compared to the conventional uniform-in-time sampling scheme. We have provided numerical examples to illustrate the near-optimal performance of the proposed tests.

APPENDIX

A. Proof of Theorem 1

Proof. The proof is similar to [8, Proof of Theorem 2] with some modifications. In particular, we extend the proof by considering the general setup where change-points of sensors may not be the same. Considering the finite-horizon DP equations given in [11], let $R_k \triangleq \mathbb{E} [J_k^T (I_k) \mid I_{k-1}]$ where the expectation is taken with respect to the measurements made at the sensor nodes at time $k$, i.e., $z_{k,1}, \ldots, z_{k,L}$. The aim is to minimize $R_k$ by choosing $\phi_k = \{\phi_{k,1}, \ldots, \phi_{k,L}\}$ optimally. We fix all quantization functions at time $k$ except one of them, say $\phi_{k,i}$, and minimize $R_k$ with respect to only $\phi_{k,i}$. Hence, we derive the structure of all person-by-person optimal (p.b.p.o.) solutions. Since the globally optimal solution is also p.b.p.o., it also follows this structure.
We can rewrite $R_k$ as follows:

$$R_k = \mathbb{E} \left[ \mathbb{E} \left[ J_k(u_{k,1}, \ldots, u_{k,L}, I_{k-1}) \mid \Gamma, I_{k-1} \right] \mid I_{k-1} \right],$$

(59)

where $\Gamma = [\Gamma_1, \ldots, \Gamma_L]$ denotes the collection of the change-points of sensors. In (59), the inner expectation is with respect to $z_{k,1}, \ldots, z_{k,i-1}, z_{k,i+1}, \ldots, z_{k,L} \mid \Gamma, I_{k-1}$ and the outer expectation is with respect to $z_{k,i} \mid I_{k-1}$. The conditioning on $z_{k,i}$ in the inner expectation is dropped due to independence of the observations given $\Gamma$. Result of the inner expectation is a function of $u_{k,i}$, $\Gamma$ and $I_{k-1}$. Let this function be denoted with $Y(u_{k,i}, \Gamma, I_{k-1})$, which does not depend on $u_{k,\ell}$’s except $u_{k,i}$ since we have assumed that all $\phi_{k,\ell}$’s except $\phi_{k,i}$ are fixed and under this assumption, when we take expectation with respect to all $z_{k,\ell}$’s except $z_{k,i}$, all $u_{k,\ell}$’s except $u_{k,i}$ disappear. Then, we have

$$R_k = \mathbb{E} \left[ \mathbb{E} \left[ Y(u_{k,i}, \Gamma, I_{k-1}) \mid I_{k-1} \right] \mid I_{k-1} \right] = \mathbb{E} \left[ \mathbb{E} \left[ Y(u_{k,i}, \Gamma, I_{k-1}) \mid z_{k,i}, I_{k-1} \right] \mid I_{k-1} \right].$$

(60)

In (60), the inner expectation is with respect to $\Gamma \mid z_{k,i}, I_{k-1}$ and the outer expectation is with respect to $z_{k,i} \mid I_{k-1}$. By definition, $\Gamma_i, i \in \{1, \ldots, L\}$ takes integer values in the range $[1, \infty)$. Let the range of $\Gamma$ be denoted with $\Sigma$ and partitioned into two parts at time $k$ as $\Sigma = \Sigma_{k,i}^1 \cup \Sigma_{k,i}^0$ where $\Sigma_{k,i}^1 \triangleq \{ \Gamma : \Gamma_i \leq k \}$ and $\Sigma_{k,i}^0 \triangleq \{ \Gamma : \Gamma_i > k \}$. Then,

$$R_k = \mathbb{E} \left[ \sum_{\gamma \in \Sigma_{k,i}^1} Y(u_{k,i}, \gamma, I_{k-1}) P(\Gamma = \gamma \mid z_{k,i}, I_{k-1}) + \sum_{\gamma \in \Sigma_{k,i}^0} Y(u_{k,i}, \gamma, I_{k-1}) P(\Gamma = \gamma \mid z_{k,i}, I_{k-1}) \right]$$

$$= \mathbb{E} \left[ \sum_{\gamma \in \Sigma_{k,i}^1} Y(u_{k,i}, \gamma, I_{k-1}) \frac{f_1(z_{k,i}) P(\Gamma = I_{k-1})}{P(z_i = z_{k,i} \mid I_{k-1})} + \sum_{\gamma \in \Sigma_{k,i}^0} Y(u_{k,i}, \gamma, I_{k-1}) \frac{f_0(z_{k,i}) P(\Gamma = I_{k-1})}{P(z_i = z_{k,i} \mid I_{k-1})} \right]$$

$$= \mathbb{E} \left[ \frac{1}{P(z_i = z_{k,i} \mid I_{k-1})} \left( f_1(z_{k,i}) W^1(u_{k,i}, I_{k-1}) + f_0(z_{k,i}) W^0(u_{k,i}, I_{k-1}) \right) \right],$$

(61)

where

$$W^1(u_{k,i}, I_{k-1}) \triangleq \sum_{\gamma \in \Sigma_{k,i}^1} Y(u_{k,i}, \gamma, I_{k-1}) P(\Gamma = \gamma \mid I_{k-1}),$$

and

$$W^0(u_{k,i}, I_{k-1}) \triangleq \sum_{\gamma \in \Sigma_{k,i}^0} Y(u_{k,i}, \gamma, I_{k-1}) P(\Gamma = \gamma \mid I_{k-1}).$$

Fig. 5: Comparison of the decentralized uniform-prior tests with the centralized uniform-prior test.
\[
W^0(u_{k,i}, I_{k-1}) \triangleq \sum_{\gamma \in \Sigma_{k,i}^0} Y(u_{k,i}, \gamma, I_{k-1}) P(\Gamma = \gamma | I_{k-1}),
\]
and \( z_i \) denotes a generic measurement at sensor \( i \).

Then, the goal is to minimize the expectation (61) with respect to \( u_{k,i} = \phi_{k,i}(z_{k,i}) \), which is equivalent to minimizing inside the expectation in (61) almost everywhere. That is,

\[
\phi_{k,i}(z_{k,i}) = \arg \min_{u_{k,i} \in \{0, \ldots, U_i - 1\}} \frac{1}{P(z_i = z_{k,i} | I_{k-1})} \left( f_1(z_{k,i}) W^1(u_{k,i}, I_{k-1}) + f_0(z_{k,i}) W^0(u_{k,i}, I_{k-1}) \right)
\]

(62)

As a special case, if \( \frac{f_1(z_{k,i})}{f_0(z_{k,i})} = \infty \), then

\[
\phi_{k,i}(z_{k,i}) = \arg \min_{u_{k,i} \in \{0, \ldots, U_i - 1\}} W^1(u_{k,i}, I_{k-1}).
\]

(63)

Note that \( \frac{f_1(z_{k,i})}{f_0(z_{k,i})} \) is the likelihood ratio of \( z_{k,i} \). Based on (62) and (63), we observe that \( \phi_{k,i}(z_{k,i}) \) can be expressed as a minimum of linear functions of the likelihood ratio, which defines an interval of likelihood ratio to be mapped to each \( u_{k,i} \in \{0, \ldots, U_i - 1\} \). This implies that the structure of optimal local message functions in the finite-horizon is in the form of likelihood ratio quantizers. We also observe that \( \phi_{k,i}(z_{k,i}) \) is a function of \( I_{k-1} \) and therefore the thresholds of the quantizer depend on \( I_{k-1} \). This completes the proof.

Fig. 6: Comparison of the decentralized multichart tests with the centralized multichart test.
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B. Proof of Lemma 2

Proof. (a) Since $J_q^T(q_T) = q_T^0$ is an affine function of $q_T$, it is clearly concave in $q_T$. Moreover, we observe that for any choice of $\phi_T$,

$$
\mathbb{E} [J_q^T(q_T) | I_{T-1}] = \mathbb{E} [q_T^0 | I_{T-1}]
$$

$$
= \mathbb{E} \left[ \frac{P(S_T = 0 | u_T, I_{T-1})}{P(S_T = 0 | I_{T-1})} \right] \mathbb{E} [q_T^0 | I_{T-1}]
$$

$$
= \mathbb{E} \left[ \frac{P(u_T | S_T = 0, I_{T-1})}{P(u_T | I_{T-1})} P(S_T = 0 | I_{T-1}) \right] \mathbb{E} [q_T^0 | I_{T-1}]
$$

$$
= \mathbb{E} \left[ \frac{P(u_T | S_T = 0, I_{T-1})}{P(u_T | I_{T-1})} P(S_T = 0 | I_{T-1}) P(\Gamma_{\pi_i} \neq T | S_{T-1} = 0, I_{T-1}) \right] | I_{T-1}
$$

$$
= (1 - \rho)q_T^0 \sum_{u_T} \frac{P(u_T | S_T = 0, I_{T-1})}{P(u_T | I_{T-1})} P(u_T | I_{T-1})
$$

$$
= (1 - \rho)q_T^0 \sum_{u_T} P(u_T | S_T = 0, I_{T-1})
$$

$$
= (1 - \rho)q_T^0.
$$

Then, using (22), we have

$$
A_{T-1}(q_{T-1}) = \min_{\phi_T} \mathbb{E} [J_q^T(q_T) | I_{T-1}]
$$

$$
= (1 - \rho)q_T^0,
$$

which is a concave function of $q_{T-1}$. Since

$$
J_{T-1}(q_{T-1}) = \min \left\{ q_{T-1}^0, c(1 - q_{T-1}^0) + (1 - \rho)q_{T-1}^0 \right\},
$$

i.e., the minimum of two affine functions of $q_{T-1}$, $J_{T-1}(q_{T-1})$ is a concave function of $q_{T-1}$.

We now use an induction argument to show that $J_k^T(q_k)$ and $A_k^T(q_k)$ are concave functions of $q_k$ for all $k \in \{0, 1, \ldots, T - 2\}$. Suppose that for any $k \in \{0, 1, \ldots, T - 2\}$, $J_k^T(q_k)$ is a concave function of $q_k$. This implies that $J_k^T(q_k)$ can be expressed as minimum of a set $\mathcal{M}$ of affine functions of $q_k$ as follows [35]:

$$
J_k^T(q_k) = \inf \left\{ f_m(q_k) \in \mathcal{M} : f_m(q_k) = \kappa_m^T q_k + \iota_m, f_m(q_k) \geq J_k^T(q_k) \right\}
$$

for all $q_k \in \mathcal{Q}$, where $\kappa_m = [\kappa_m^0, \kappa_m^1, \ldots, \kappa_m^L]$ and $\iota_m$ are some constants defining an affine function $f_m \in \mathcal{M}$ of $q_k$, and $T$ represents the vector transpose. Then,

$$
A_{k-1}(q_{k-1}) = \min_{\phi_k} \mathbb{E} [J_k^T(q_k) | I_{k-1}]
$$

$$
= \min_{\phi_k} \sum_{u_k} \left( \inf_{f_m \in \mathcal{M}} \kappa_m^T g_k(u_k, \phi_k, q_{k-1}) + \iota_m \right) h_k(u_k, \phi_k, q_{k-1})
$$

$$
= \min_{\phi_k} \sum_{f_m \in \mathcal{M}} \inf_{u_k} \kappa_m^T g_k(u_k, \phi_k, q_{k-1}) + \iota_m h_k(u_k, \phi_k, q_{k-1}). \tag{64}
$$

It is clear from (16) and (17) that $g_k^0, \forall n \in \{0, 1, \ldots, L\}$ and $h_k$ are affine functions of $q_{k-1}$. In (64), we observe that $A_{k-1}(q_{k-1})$ is expressed as minimum and infimum over a set of affine functions of $q_{k-1}$, hence it is a concave function of $q_{k-1}$. Furthermore, through (21), since the sum of concave functions is concave and the minimum of concave functions is concave, $J_{k-1}(q_{k-1})$ is a concave function of $q_{k-1}$. This completes the proof of part (a).

(b) Since $J_k^T(q_k) = q_k^0$ is nonnegative, through the structure of $J_k^T(q_k)$ given in (21), using simple induction arguments, it is easy to see that $J_k^T(q_k)$ and $A_k^T(q_k)$ are nonnegative for all $0 \leq k \leq T$. Moreover, due to (21), $J_k^T(q_k) \leq q_k^0 \leq 1$ for all $0 \leq k \leq T$. Further, if $q_k^0 = 0$ for any $k$, then $0 \leq J_k^T(q_k) \leq q_k^0$ implies
that $J^T_k(q_k) = 0$. Moreover, since $0 \leq J^T_{k+1}(q_{k+1}) \leq 1$, we have $0 \leq \mathbb{E}[J^T_{k+1}(q_{k+1}) | I_k] \leq 1$. Then, since $A^T_k(q_k) = \min_{\phi_{k+1}} \mathbb{E}[J^T_{k+1}(q_{k+1}) | I_k]$, we have $0 \leq A^T_k(q_k) \leq 1$. Further, if $q^0_k = 0$, using the recursion of sufficient statistics (cf. (16)-(18)), it is straightforward to check that $q^0_{k+1} = 0$, which implies that $J^T_{k+1}(q_{k+1}) = 0$. Then, since $0 \leq A^T_k(q_k) = \min_{\phi_{k+1}} \mathbb{E}[J^T_{k+1}(q_{k+1}) | I_k] = 0$, we have $A^T_k(q_k) = 0$ if $q^0_k = 0$.

C. Proof of Proposition 1

Proof. (a) The proof is similar to [28, Theorem 3] with some modifications. For completeness, we provide the proof. Firstly, we notice that (i) $J \in S$, (ii) $A(q) = \min_{\phi \in \Phi} K_J(\phi, q)$, and (iii) $J(q)$ is a fixed point of the mapping, i.e., $\omega J(q) = J(q)$. Assume that there exists another fixed point $B \in S$ which is different than $J$, i.e., $\omega B(q) = B(q)$ and $B \neq J$. Let $\phi^* = \arg \min_{\phi \in \Phi} K_B(\phi, q)$. Then, we define a stopping rule $T = \min\{k \in \mathbb{N} : q^0_k \leq c (1 - q^0_k) + K_B(\phi^*, q_k)\}$. We choose an initial value for the sufficient statistic $q_0 \in Q$ and define $\{q_k, k \geq 1\}$ using the recursion of the sufficient statistics given in (20). Since $B$ is a fixed point of the mapping $\omega$, then for all $q_k, k \in \{0, 1, \ldots, T - 1\}$, we have

\[
B(q_k) = \omega B(q_k) = \min\{q^0_k, c (1 - q^0_k) + K_B(\phi^*, q_k)\}
\]

(65)

and for $k = T$, we have $B(q_T) = \omega B(q_T) = q^0_T$. Note that (65) is obtained by the definition of $\omega$ given in (29) and (66) is obtained from (65) using (28). Then, by the definition of the stopping rule $T$, we have the following equations:

\[
B(q_0) = c (1 - q^0_0) + \mathbb{E}[B(q_1)],
B(q_1) = c (1 - q^0_1) + \mathbb{E}[B(q_2) | I_1],
\]

\[
\vdots
\]

\[
B(q_{T-1}) = c (1 - q^0_{T-1}) + \mathbb{E}[B(q_T) | I_{T-1}],
B(q_T) = q^0_T.
\]

We now substitute these equations backwards to obtain the value of $B(q_0)$. Note that for any $k \geq 1$, we have

\[
\mathbb{E}[q^0_k | I_{k-1}] = \mathbb{E}[P(S_k = 0 | u_k, I_{k-1}) | I_{k-1}] = \sum_{u_k} \frac{P(u_k | S_k = 0, I_{k-1}) P(S_k = 0 | I_{k-1}) P(u_k | I_{k-1})}{P(u_k | I_{k-1})} = P(S_k = 0 | I_{k-1}).
\]

(67)

We firstly substitute $B(q_T)$ into $B(q_{T-1})$ and using (67), we have

\[
B(q_{T-1}) = c (1 - q^0_{T-1}) + P(S_T = 0 | I_{T-1}).
\]

Then, we substitute $B(q_{T-1})$ into $B(q_{T-2})$ and so on. Recalling that $I_0$ is an empty set, we finally obtain

\[
B(q_0) = P(S_T = 0) + c \sum_{k=0}^{T-1} P(S_k \geq 1),
\]

which is equal to the Bayes risk given in (10) if the stopping rule is chosen as $T$ and the local message functions are chosen as $\phi^*$. According to the DP arguments, the minimum Bayes risk is equal to $J(q_0)$, which implies $B(q_0) \geq J(q_0), \forall q_0 \in Q$.

If we can show that the reverse inequality is also true, then the proof will be completed. To this end, we firstly notice that for all $q \in Q$, $B(q) = \omega B(q) \leq q^0 = J^T_T(q)$ for any $T \geq 1$. We now use an induction argument.
Suppose that for any \( m \leq T - 1 \), we have \( J_T^m(q) \geq B(q) \). Then, using (21), (22), and (28), we obtain

\[
J_{m-1}^T(q) = \min\{q^0, c(1 - q^0) + \min_{\phi \in \Phi} K_j(\phi, q)\} \\
\geq \min\{q^0, c(1 - q^0) + \min_{\phi \in \Phi} K_B(\phi, q)\} \\
= \omega B(q) = B(q).
\]

Hence, for all \( m \leq T - 1 \) and for all \( q \in Q \), we have \( J_{m-1}^T(q) \geq B(q) \). Taking the limit, we have \( \lim_{T \to \infty} J_{m}^T(q) = J(q) \geq B(q) \). Therefore, \( J(q) = B(q) \), \( \forall q \in Q \). This contradicts with the initial assumption that \( J \neq B \). Hence, there exists only one fixed point of the mapping \( \omega \). Since \( J(q) \) is a fixed point, it is the unique fixed point.

(b) Let \( \phi^* = \arg \min_{\phi \in \Phi} K_j(\phi, q) \). If we solve the problem (5) by restricting the local message functions to \( \phi^* \) for all \( k \), following the same solution methodology, we end up with the following Bellman equation:

\[
\bar{J}(q) = \min\{q^0, c(1 - q^0) + K_j(\phi^*, q)\},
\]

where \( \bar{J}(q) \) denotes the corresponding infinite-horizon cost-to-go function. Clearly, \( \bar{J}(q) \) is a fixed point of the mapping \( \omega \), which is defined in part (a). Since in part (a), we have proved that there is a unique fixed point of the mapping \( \omega \), \( \bar{J}(q) = J(q) \) must be true. Hence, there is no loss of optimality if the local message functions are chosen to be fixed over time.

\[\square\]

D. Proof of Theorem 3-(a)

Proof: The proof is almost same with [21, Proof of Theorem 2]. Hence, we only provide a sketch. In the rare change regime, as previously stated, the optimal sensor thresholds are constant. Then, we assume that the sensor thresholds are initially chosen at time \( k = 0 \). Then, using (38), we express the finite-horizon DP equations given in (21) in terms of \( p_k \) as follows:

\[
J_T^k(p_T) = \frac{1}{1 + \rho \sum_{m=1}^{L} p_T^m},
\]

and for \( 0 \leq k < T \),

\[
J_k^T(p_k) = \min\left\{ \frac{1}{1 + \rho \sum_{m=1}^{L} p_k^m}, \frac{c \rho \sum_{m=1}^{L} p_k^m}{1 + \rho \sum_{m=1}^{L} p_k^m} + A_k^T(p_k) \right\},
\]

where

\[
A_k^T(p_k) = E[J_{k+1}^T(p_{k+1}) | I_k].
\]

We then define the following functions:

\[
\Phi_k \triangleq \frac{1}{1 + \rho \sum_{m=1}^{L} p_k^m} - J_k^T(p_k),
\]

\[
\Psi_k \triangleq A_k^T(p_k) - \frac{1 - \rho}{1 + \rho \sum_{m=1}^{L} p_k^m}.
\]

Based on these definitions, we have

\[
\Psi_k = -E[\Phi_{k+1} | I_k].
\]

Then, for \( 0 \leq k < T \),

\[
J_k^T(p_k) = \min\left\{ \frac{1}{1 + \rho \sum_{m=1}^{L} p_k^m}, \frac{1 - \rho + c \rho \sum_{m=1}^{L} p_k^m}{1 + \rho \sum_{m=1}^{L} p_k^m} + \Psi_k \right\}.
\]

The test structure then takes the following form:

\[
\tau = \min\left\{ k : \sum_{m=1}^{L} p_k^m \geq \frac{1}{c} \frac{1 - \Psi_k}{1 + \Psi_k} \right\}.
\]

(70)
Following the identical arguments given in [21, Proof of Theorem 2], it can be shown that (i) $\Phi_k$ and $\Psi_k$ are upper bounded by a function of $\rho$ for all $k \leq T$ and this function converges to zero as $\rho \to 0$, (ii) $\Psi_k / \rho \to 0$ as $\rho \to 0$ for all $k \leq T$, where the statements (i) and (ii) are both independent of the value of $T$. Then, taking the limit of (70) as $\rho \to 0$ and taking the logarithm of both sides of the inequality, we obtain the test structure as given in (41).
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