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ABSTRACT: The mean first exit time is studied for the one-dimensional problem with one-sided exit and purely time-dependent drift and diffusion. Exact mean exit times are derived when the drift coefficient is constant and the diffusion coefficient is bounded. When the drift and diffusion coefficients both vary with time, bounds on mean first exit time are derived. Examples are described that illustrate the usefulness of the results.
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1. MEAN FIRST EXIT TIME PROBLEM

Mean first exit time, or mean first passage time, is useful in many areas including mathematical biology, structural dynamics, nuclear engineering, and mathematical finance. In structural dynamics, failure of a mechanical system due to random vibrations is a first passage problem [16]. The optimum time to sell an asset is an example of a first exit time problem in finance [8]. In biology, the persistence time, or extinction time, is a first exit time problem [1, 5, 6]. Another application of exit time in biology is in development of hu-
man life table data [19]. In addition, the power doubling time for a subcritical system is a first-passage time problem in nuclear engineering [3].

To derive exact mean exit times is difficult even for the simplest problems. In the present investigation, the mean exit time is studied for the one-dimensional problem with one-sided exit and purely time-dependent drift and diffusion. Exact probability densities can be obtained for special cases of this problem [15], however, in general, the mean exit time must be determined computationally. Bounds on mean exit time allow greater understanding of many problems and bounds may be sufficient in studies of certain problems. In the present investigation, exact mean exit times are derived when the drift coefficient is constant and the diffusion coefficient is bounded. When the drift and diffusion coefficients both vary with time, bounds on mean exit time are derived.

The exit time problem examined in the present investigation is defined by the Itô stochastic differential equation

\[ dx(t) = a(t) \, dt + b(t) \, dW(t) \] (1.1)

where \( W(t) \) is a standard Wiener process, \( x(0) = 0 \), and exit occurs at the first time \( t_e \) when \( x(t_e) = x_e \) where \( x_e \) is a given fixed positive number. Of interest, in the present investigation, is the mean first exit time \( T_e = E(t_e) \). It is assumed that the drift coefficient \( a(t) > 0 \) for \( t > 0 \) and that the drift and diffusion coefficients, \( a(t) \) and \( b(t) \), are bounded and have bounded continuous first derivatives for \( t \in (0, \infty) \).

The mean exit time problem can be studied by considering the reliability function (or survival probability), \( R(y, t) \), which satisfies the backward Kolmogorov equation [2, 10, 16, 18] associated with (1.1). This equation has the form

\[ \frac{\partial R(y, t)}{\partial t} = a(t) \frac{\partial R(y, t)}{\partial y} + \frac{b^2(t)}{2} \frac{\partial^2 R(y, t)}{\partial y^2} \] (1.2)

with \( R(x_e, t) = 0 \) for \( t > 0 \) and \( R(y, 0) = 1 \) for \( y < x_e \). The reliability function, \( R(y, t) \), is the probability that the exit time is greater than \( t \) assuming initially that \( x(0) = y \). (That is, \( R(y, t) \) is the probability that trajectories starting at position \( y \) do not exit before time \( t \).) If the reliability function is known, the mean exit time for problem (1.1) can be obtained by integrating the reliability function over time [2, 18]. In particular, when the initial position is \( x(0) = 0 \)
such as for problem (1.1), then

\[ T_e = \int_0^\infty R(0, t) \, dt. \] (1.3)

It is useful to define the parameter \( \gamma(t) \) as

\[ \gamma(t) = \frac{a(t)}{\frac{1}{2}b^2(t)}. \] (1.4)

Furthermore, the function \( h \) is defined so that if \( \int_0^t a(z) \, dz = \tau \) then \( h(\tau) = t \). If \( \gamma(t) \) is constant, then the exact probability density of trajectories to (1.1) is given explicitly by Molini, et al. [15]. The following proposition shows that, when \( \gamma(t) \) is constant, the mean exit time is equal to a certain integral involving an inverse Gaussian probability density.

**Proposition 1.1.** If \( \gamma(t) = q \) where \( q \) is a constant, then the mean exit time for (1.1) satisfies

\[ T_e = \int_0^\infty h(\tau)p(\tau; x_e, q) \, d\tau \] (1.5)

where \( p(\tau; x_e, q) \) is the inverse Gaussian or Wald density [9] with mean \( x_e \) and variance \( 2x_e/q \) given explicitly by

\[ p(\tau; x_e, q) = \left( \frac{qx_e^2}{4\pi \tau^3} \right)^{1/2} \exp \left( \frac{-q(\tau - x_e)^2}{4\tau} \right). \] (1.6)

**Proof.** For \( \gamma(t) = q \), a variable change in (1.2) simplifies the backward Kolmogorov equation for the reliability function. Letting \( \tau = \int_0^t a(z) \, dz \), then (1.2) can be written as

\[ \frac{\partial R(y, \tau)}{\partial \tau} = \frac{\partial R(y, \tau)}{\partial y} + \frac{1}{q} \frac{\partial^2 R(y, \tau)}{\partial y^2}. \] (1.7)

Backward Kolmogorov equation (1.7) corresponds to the exit time problem in variable \( \tau \):

\[ dz(\tau) = d\tau + \sqrt{2/q} \, dW(\tau) \] (1.8)

with \( z(0) = 0 \) and exit occurring when \( z(\tau_e) = x_e \). Exit time problem (1.8), with constant drift and diffusion coefficients, has well-known properties [9]. The mean exit time for (1.8) is \( x_e \) and the probability density of exit times is
given by the Wald density with mean \( x_e \) and variance \( 2x_e/\sigma^2 \). As \( t = h(\tau) \), it follows that
\[
\begin{align*}
  x_e &= \mathbb{E} \left( \int_0^t a(z) \, dz \right) \quad \text{and} \quad T_e = \int_0^\infty h(\tau)p(\tau; x_e, \sigma) \, d\tau. \\
\end{align*}
\]

For example, if \( a(t) = \mu > 0 \) and \( b(t) = \sigma \) are constants, then the mean exit time for problem (1.1) is exactly equal to \( T_e = x_e/\mu \). Notice, in this case, when \( a(t) \) and \( b(t) \) are constants, the reliability function for (1.1) is the well-known Wald distribution or inverse-Gaussian distribution [9]. In addition, when \( a(t) = \mu \) and \( b(t) = \sigma \), the solution, \( p(x, t) \), of the forward Kolmogorov equation for the probability density function of the trajectories of (1.1) is given by [15]:
\[
p(x, t) = \exp \left( -\frac{(x - \mu t)^2}{2\sigma^2 t} \right) - \exp \left( \frac{2x_e\mu}{\sigma^2} \exp \left( \frac{-(x + 2x_e + \mu t)^2}{2\sigma^2 t} \right) \right) \frac{\sqrt{2\pi\sigma^2 t}}{2\pi \sqrt{2\pi\sigma^2 t}}.
\]

Other than when \( a(t) = \mu \) and \( b(t) = \sigma \), it appears that the exact mean exit time is generally not known for problem (1.1) and numerical procedures must be employed to computationally solve (1.1), (1.2), or numerically integrate the reliability function if it is known.

In the next section, the result in Proposition 1.1 is extended to include the case when the drift coefficient \( a(t) \) is constant but the diffusion coefficient \( b(t) \) varies with \( t \). Then, bounds are derived for the general exit-time problem (1.1) when both coefficients depend on time \( t \). Finally, before summarizing the investigation, several examples are described that illustrate the results.

## 2. BOUNDS ON MEAN FIRST EXIT TIME

Bounds for the mean exit time of solutions to (1.1) are given in this section. First, the following simple result is useful.

**Proposition 2.1.** Consider the following two SDE exit problems of the form (1.1) with the same realization of \( W(t) \):
\[
d\hat{x}(t) = \hat{a}(t) \, dt + b(t) \, dW(t) \quad \text{and} \quad d\tilde{x}(t) = \tilde{a}(t) \, dt + b(t) \, dW(t),
\]
with $\hat{x}(0) = \tilde{x}(0) = 0$,

and exit occurring when the trajectories reach $x_e > 0$. Let $\hat{T}_e$ and $\tilde{T}_e$ be the corresponding mean exit times. If $0 < \hat{a}(t) \leq \tilde{a}(t)$ for $t \geq 0$, then $\hat{T}_e \leq \tilde{T}_e$.

**Proof.** Subtracting the two SDEs yields

$$d(\hat{x}(t) - \tilde{x}(t)) = (\hat{a}(t) - \tilde{a}(t)) \, dt \quad \text{with} \quad \hat{x}(0) - \tilde{x}(0) = 0. \quad (2.1)$$

As $(\hat{a}(t) - \tilde{a}(t)) \geq 0$ for $t \geq 0$, the solution of (2.1) implies that $\hat{x}(t) \geq \tilde{x}(t)$ for $t \geq 0$. Each trajectory of the first SDE therefore exits before or at the same time as the corresponding trajectory of the second SDE. Thus, $\hat{T}_e \leq \tilde{T}_e$. \qed

The next theorem gives the exact mean exit time when the drift coefficient $a(t) = \mu$ is constant and the diffusion coefficient $b(t)$ is bounded on $(0, \infty)$.

**Theorem 2.2.** Suppose that $a(t) = \mu$ and $b(t)$ is bounded and has a bounded continuous derivative for $t \in (0, \infty)$. Then, the mean exit time, $T_e$, is equal to $x_e/\mu$.

**Proof.** First, the result clearly holds if $b(t) = \sigma$ for $t > 0$. Now, in a second case, suppose that $b(t)$ is piecewise constant, specifically,

$$b(t) = \begin{cases} \sigma_1, & 0 < t < t_1 \\ \sigma_2, & t > t_1 \end{cases}$$

where $\sigma_1$ and $\sigma_2$ are constants. Let $p(x, t_1)$ be the probability density of the particles at position $x$ and time $t_1$ and let

$$P_i(t_1) = \int_{x_i}^{x_{i+1}} p(x, t_1) \, dx \approx p(x_i, t_1) \Delta x$$

be the proportion of particles in $[x_i, x_{i+1}]$ at time $t_1$ where $x_{i+1} - x_i = \Delta x$ is small. Let $T_i(t_1)$ be the average time to exit given the particle starts at time $t_1$ from position $x_i$. As $\sigma_2$ is constant and $t_1$ has already elapsed, the average exit time satisfies $T_i(t_1) = t_1 + (x_e - x_i)/\mu$ which follows directly from the first case. Finally, let $\bar{T}_e(0, t_1)$ be the mean exit time of the particles that have exited up to time $t_1$ and $\bar{P}_e(0, t_1)$ be the proportion of particles that have exited during this time interval. Therefore, the mean exit time, $T_e$, approximately satisfies

$$T_e \approx \bar{T}_e(0, t_1) \bar{P}_e(0, t_1) + \sum_{i=1}^{\infty} P_i(t_1) T_i(t_1)$$
and as \( \Delta x \to 0 \),

\[
T_e = \bar{T}_e(0, t_1)\bar{P}_e(0, t_1) + \int_{-\infty}^{x_e} p(x, t_1)(t_1 + (x_e - x)/\mu) \, dx.
\]

However, if \( \sigma_2 = \sigma_1 \), then by the first case the identical equation holds but, in this case, \( T_e \) is exactly \( T_e = x_e/\mu \). This implies that \( T_e = x_e/\mu \) also when \( b(t) = \sigma_1 \) for \( t < t_1 \) and \( b(t) = \sigma_2 \) for \( t > t_1 \).

Now consider a third case where

\[
b(t) = \begin{cases} 
\sigma_1, & 0 < t < t_1 \\
\sigma_2, & t_1 < t < t_2 \\
\sigma_3, & t_2 < t < t_3.
\end{cases}
\]

Let \( p(x, t_2) \) be the probability density of the particles at position \( x \) and time \( t_2 \) for this third case and let

\[
P_i(t_2) = \int_{x_i}^{x_{i+1}} p(x, t_2) \, dx \approx p(x_i, t_2) \Delta x
\]

be the proportion of particles in \([x_i, x_{i+1}]\) at time \( t_2 \) where \( x_{i+1} - x_i = \Delta x \) is small. Let \( T_i(t_2) \) be the average time to exit given the particle starts at time \( t_2 \) from position \( x_i \). As \( \sigma_3 \) is constant and \( t_2 \) has already elapsed, the mean time is \( T_i(t_2) = t_2 + (x_e - x_i)/\mu \). Finally, let \( \bar{T}_e(0, t_2) \) be the mean exit time of the particles that have exited up to time \( t_2 \) and \( \bar{P}_e(0, t_2) \) be the proportion of particles that have exited during this time interval. Then, the mean exit time for the exit problem approximately satisfies

\[
T_e \approx \bar{T}_e(0, t_2)\bar{P}_e(0, t_2) + \sum_{i=1}^{\infty} P_i(t_2)T_i(t_2)
\]

and as \( \Delta x \to 0 \),

\[
T_e = \bar{T}_e(0, t_2)P_e(0, t_2) + \int_{-\infty}^{x_e} p(x, t_2)(t_2 + (x_e - x)/\mu) \, dx.
\]

However, it is known by referring to the second case, that if \( \sigma_3 = \sigma_2 \), then the same equation holds but \( T_e \) is exactly \( T_e = x_e/\mu \). Thus, \( T_e = x_e/\mu \) as well for the third case.

This argument can be repeated again and again to show that if the diffusion coefficient \( b(t) \) is piecewise constant and bounded and provided that the drift
coefficient \( a(t) \) is constant, then \( T_e = x_e/\mu \). Now, for example, if the Euler-Maruyama numerical method [10, 12, 13] is applied to problem (1.1), where \( a(t) \) and \( b(t) \) are bounded and have bounded continuous first derivatives, then it is known that the numerical method converges to the exact mean exit time [7, 11]. However, the Euler-Maruyama method is the same whether applied to the continuous function \( b(t) \) or to a piecewise constant approximation of \( b(t) \) over the discretization in time \( t \). This observation implies that \( T_e = x_e/\mu \) also in the case where \( b(t) \) is bounded and has a bounded continuous derivative.

(Alternatively, instead of applying results of the Euler-Maruyama method, it can be shown that as the piecewise constant approximation of \( b(t) \) becomes finer, convergence in mean square takes place which, consequently, implies convergence of the mean first exit time [17].)

Upper and lower bounds for the mean first exit time are derived for the general case of (1.1) in the next theorem.

**Theorem 2.3.** Assume that \( a(t) > 0 \) for \( t > 0 \) and that \( a(t) \) and \( b(t) \) are bounded and have bounded continuous first derivatives for \( t \in (0, \infty) \). Let \( \mu_1 = \inf_{t>0} a(t) \) and \( \mu_2 = \sup_{t>0} a(t) \). Then, the mean exit time, \( T_e \), to problem (1.1) satisfies

\[
x_e/\mu_2 \leq T_e \leq x_e/\mu_1.
\]

**Proof.** The proof follows from Proposition 2.1 and Theorem 2.2.

3. **EXAMPLES**

Several examples are presented to illustrate the results of the previous two sections and to show how the results are useful in applications.

3.1. **EXAMPLE A**

This example illustrates use of Proposition 1.1, Theorem 2.2, and Theorem 2.3. Three different exit-time problems, summarized in Table 1, are considered.
In problem A1, \( a(t)/b^2(t) = q = 1 \) so Proposition 1.1 can be applied and it follows that \( T_e = \int_0^\infty \cosh^{-1}(\exp(\tau/4)) p(\tau; 1, 1) d\tau \). Evaluating this integral gives \( T_e \approx 0.654 \). In comparison, simulations with the Euler-Maruyama method applied to the original problem give \( T_e \approx 0.66 \) which is in agreement. In problem A2, the drift coefficient \( a(t) = \mu = 3 \) is constant and the diffusion coefficient is smooth and bounded. Applying Theorem 2.2 gives \( T_e = x_e/\mu = 1 \). In problem A3, the drift and diffusion coefficients are smooth and bounded. Applying Theorem 2.3 gives bounds on the mean exit time of \( x_e/\mu_2 < T_e < x_e/\mu_1 \) and, hence, \( 0.75 < T_e < 1.5 \). Numerical simulations using the Euler-Maruyama method give \( T_e \approx 0.83 \) for problem A3 which agrees with the bounds in Theorem 2.3.

### 3.2. EXAMPLE B

The two-sided exit time problem is briefly considered in the case when \( \gamma(t) \) is constant and compared with the one-sided problem. The two-sided exit problem is defined by the Itô stochastic differential equation

\[
dx(t) = a(t) dt + b(t) dW(t)
\]  

where \( W(t) \) is a standard Wiener process, \( x(0) = 0 \), and exit occurs at the first time \( t_e \) when either \( x(t_e) = x_e^1 \) or \( x(t_e) = x_e^2 \) where \( x_e^1 < 0 \) and \( x_e^2 > 0 \) are constants. Suppose that \( \gamma(t) = a(t)/b^2(t) = q \). Let \( \tau = \int_0^t a(z) dz \) and let \( \tau_e(y) \) be the mean exit time for a particle initially at \( y \). Integrating the backward equation (1.7) over \( \tau \) from 0 to \( \infty \) gives [2]:

\[
-1 = \frac{d\tau_e(y)}{dy} + \frac{1}{q} \frac{d^2\tau_e(y)}{d^2y}
\]
with $\tau_e(x_1^e) = \tau_e(x_2^e) = 0$. This equation yields the result, analogous to that in Proposition 1.1, that

$$E\left(\int_0^{\tau_e} a(z) \, dz\right) = \tau_e(0) = \frac{x_1^e(1 - \exp(-qx_2^e)) + x_2^e(\exp(-qx_1^e) - 1)}{\exp(-qx_1^e) - \exp(-qx_2^e)}. \quad (3.2)$$

However, similar results such as Proposition 2.1 and Theorems 2.2 and 2.3 do not hold for the two-sided problem. To see this, let $\frac{1}{2}b^2(t) = 1$ and $a(t) = \mu$ so $q = \mu$ in (3.2) and, for convenience, let $x_1^e = -1$ and $x_2^e = 4$. Then, $T_e$ satisfies the equation

$$T_e = -5 + \exp(-4\mu) + 4\exp(\mu) \over \mu(\exp(\mu) - \exp(-4\mu)). \quad (3.3)$$

A graph of this equation is given in Figure 1 which shows the complicated nature of the mean exit time as the drift coefficient $\mu$ varies even though the diffusion coefficient is held fixed. The exit-time behavior for the two-sided problem differs from that of the one-sided problem.

In addition, as exits from the two-sided problem occur before or at the same time as those from the one-sided problem, an upper bound on the mean exit time for a two-sided problem can be obtained by considering the mean exit time for the corresponding one-sided problem.
3.3. EXAMPLE C

A persistence time problem, described in [4], is examined where the population size \( y(t) \) satisfies

\[
    dy(t) = r(t)y(t) \, dt
\]

with \( y(0) = y_0 \) and where \( r(t) \) is the per capita population growth rate. In a randomly varying environment, \( r(t) \) varies with time \( t \) and experiences random changes. The persistence time, defined as the time until the population decreases below unity, is studied. Two forms for the variability in \( r(t) \) are hypothesized. First, a linear function of white noise is assumed where

\[
    r(t) = \alpha_1 + \beta_1 \frac{dW(t)}{dt},
\]

with \( W(t) \) a standard Wiener process, \( \alpha_1 < 0, \) and \( \beta_1 > 0 \). For this case, the population size \( y(t) \) then satisfies the Itô stochastic differential equation

\[
    dy(t) = \alpha_1 y(t) \, dt + \beta_1 y(t) \, dW(t).
\]

In the second hypothesis, an Ornstein-Uhlenbeck mean-reverting process [4] is assumed for \( r(t) \) and so \( r(t) \) and \( y(t) \) satisfy the system

\[
\begin{align*}
    dr(t) &= \gamma(\alpha_2 - r(t)) \, dt + \beta_2 dW(t), \\
    dy(t) &= r(t)y(t) \, dt,
\end{align*}
\]

with \( r(0) = \alpha_2, \ W(t) \) a standard Wiener process, \( \gamma > 0, \alpha_2 < 0, \) and \( \beta_2 > 0 \). To understand the difference in the two models with regard to persistence time, let \( \bar{r} = \frac{1}{T} \int_0^T r(s) \, ds \) be the time-averaged growth rate for large time \( T \), then

\[
    \mathbb{E}(\bar{r}) = \alpha_1 \text{ for model (3.6) and } \mathbb{E}(\bar{r}) = \alpha_2 \text{ for model (3.7),}
\]

where \( \alpha_1, \alpha_2 < 0 \).

The mean persistence time is now examined for these two models. First, Itô’s formula [10, 13, 14] is used to convert model (3.6) into a simpler exit time problem. Let \( z_1(t) = \log(y(t)) \). Then, using Itô’s formula, \( z_1(t) \) satisfies the exit time problem

\[
    dz_1(t) = (\alpha_1 - \beta_1^2/2) \, dt + \beta_1 \, dW(t)
\]
with $z_1(0) = \log(y_0)$ and exit occurring at $t_e$ when $z_1(t_e) = 0$. By Proposition (1.1) and considering the translated variable $\log(y_0) - z_1(t)$, the mean exit time satisfies

$$T_e = \log(y_0)/(-\alpha_1 + \beta_1^2/2).$$

The second problem (3.7) is simplified by letting $z_2(t) = \int_0^t r(s) \, ds$. As

$$r(t) = \alpha_2 + \exp(-\gamma t) \int_0^t \beta_2 \exp(\gamma u) \, dW(u),$$

it can be shown that $z_2(t)$ satisfies

$$z_2(t) \sim N\left(\alpha_2 t, \frac{\beta_2^2}{\gamma^2} \left(t - \frac{2}{\gamma} (1 - \exp(-\gamma t)) + \frac{1}{2\gamma} (1 - \exp(-2\gamma t))\right)\right)$$

implying that $z_2(t)$ solves the Itô SDE

$$dz_2(t) = \alpha_2 \, dt + b(t) \, dW(t) \quad \text{with} \quad z(0) = 0$$

(3.10)

where $b^2(t) = \frac{\beta_2^2}{\gamma^2} \left(1 - \exp(-\gamma t)\right)^2$. As exit occurs when population size $y(t)$ reaches unity, or $y_0 \exp(\int_0^t r(s) \, ds) = 1$, then exit occurs at the identical time when $z_2(t) = -\log(y_0)$. Thus, an equivalent problem for the persistence time for the SDE system (3.7) when $y(0) = y_0$ and exit occurs at $y(t) = 1$ is to study the persistence time for the scalar SDE (3.10) when $z_2(0) = 0$ and exit occurs at $z_2(t) = -\log(y_0)$. Persistence-time problem (3.10) is a diffusion process with one absorbing boundary and purely time-dependent drift and diffusion coefficients. By Theorem (2.2), the mean persistence time is exactly equal to $-\log(y_0)/\alpha_2$. In particular, as $\alpha_2 \to 0$ and a pure diffusion process is approached, the mean persistence time for (3.10) goes to infinity. Correspondingly, the mean persistence time for (3.7) goes to infinity as $\alpha_2 \to 0$.

It is observed that the two growth rate models (3.5) and (3.7) give different interpretations with respect to how the parameters influence the mean persistence time. Recall that $\mathbb{E}(\bar{r})$ is equal to the average growth rate over a large time interval $T$ and $\mathbb{E}(\bar{r}) = \alpha_1$ for (3.6) and $\mathbb{E}(\bar{r}) = \alpha_2$ for (3.7). For (3.6), the mean persistence time goes to the constant value $2\log(y_0)/\beta_1^2$ as $\mathbb{E}(\bar{r}) \to 0$, whereas for (3.7), the mean persistence time goes to $\infty$ as $\mathbb{E}(\bar{r}) \to 0$. The interpretation of mean persistence is different for the two different hypotheses.
4. SUMMARY

In the present investigation, exact mean exit times are derived for the one-dimensional first-passage time problem with one-sided exit for a constant drift coefficient but a time-dependent diffusion coefficient. When the drift and diffusion coefficients both vary with time, bounds on mean first exit time are derived. Several examples are described that illustrate the usefulness of the results.
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