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Abstract

Driven by the key challenges of cell therapy manufacturing, including high complexity, high uncertainty, and very limited process data, we propose a stochastic optimization framework named "hybrid-RL" to efficiently guide process development and control. We first create the bioprocess probabilistic knowledge graph that is a hybrid model characterizing the understanding of biomanufacturing process mechanisms and quantifying inherent stochasticity, such as batch-to-batch variation and bioprocess noise. It can capture the key features, including nonlinear reactions, time-varying kinetics, and partially observed bioprocess state. This hybrid model can leverage on existing mechanistic models and facilitate the learning from process data. Given limited process data, a computational sampling approach is used to generate posterior samples quantifying the model estimation uncertainty. Then, we introduce hybrid model-based Bayesian reinforcement learning (RL), accounting for both inherent stochasticity and model uncertainty, to guide optimal, robust, and interpretable decision making, which can overcome the key challenges of cell therapy manufacturing. In the empirical study, cell therapy manufacturing examples are used to demonstrate that the proposed hybrid-RL framework can outperform the classical deterministic mechanistic model assisted process optimization.

1. Introduction

The past decade has seen unparalleled growth in the field of cell therapies used to treat and prevent diseases, such as cancers, cardiovascular and hematologic diseases, through the pharmacological, immunological, or metabolic actions of cells or tissues (Wang et al., 2021b; Hanna et al., 2016). Kymriah (tisagenlecleucel) made history in August 2017 when it became the world’s first approved chimeric antigen receptor (CAR) T-cell therapy. The projected worth of the cellular therapy market is $8.21 billion in 2025 (Fiorenza et al., 2020).

Cell therapy manufacturing faces critical challenges, including high complexity, high variability, and limited process data. The productivity and functional identity of cell products are sensitive to cell culture conditions. Improper cultivation can not only hinder yield, but can result in heterogeneously differentiated cell populations or contamination, which could give rise to potential tumor or teratoma formulation in cell graft recipients. In addition, since cell therapies become more and more personalized, there are often very limited data for process development and control. The seed cells can be extracted and isolated from individual patients and donors, which leads to high variability.

For biochemical processes, the laws of biophysical chemistry often allow us to construct mechanistic models. However, existing mechanistic models often ignore the impact from various sources of biomanufacturing process inherent stochasticity. For example, although batch-to-batch variation and bioprocess noise are often dominant sources of process variation (Mockus et al., 2015), biochemical kinetics literature rarely incorporates them into the ordinary/partial differential equation (ODE/PDE) based mechanistic models. In a study on the microbial cell-to-cell phenotypic diversity, Vasdekis et al. (2015) identified the intracellular production fluctuations as one of the major sources of the bioprocessing noise. In addition, raw material variability is another critical source of uncertainty impacting cell cultures (Dickens et al., 2018). Correctly quantifying the impact of all sources of variations is critically important to support reliable process optimization.

There are two types of uncertainty impacting on cell therapy manufacturing process optimization, including (1) inherent stochasticity from raw materials, critical process parameters (CPPs), and other uncontrolled variables (such as contamination); and (2) model estimation uncertainty incurred because the bioprocess model is an approximation of the real process. The process inherent stochasticity can be controlled by improving the identification and specification of CPPs. The model uncertainty can be reduced by collecting more informative process observations. Given very limited process data, the model uncertainty is often large.

Therefore, correctly quantifying all sources of uncertainty can facilitate learning and support robust, automatic, and reliable biomanufacturing process decision making.

Various process analytical technologies (PATs) and control methodologies have been proposed to guide biomanufacturing process decision making and variation control; see the review in Steinwandter et al. (2019). The existing control strategies are often derived based on deterministic first-principle models. They often overlook bioprocess stochastic uncertainty and model uncertainty. Markov decision processes (MDP) and reinforcement learning (RL) based process optimization approaches draw increasing attentions in the recent studies (Spielberg et al., 2017, 2020; Martagan...
et al., 2018; Liu et al., 2013). However, the existing bioprocess modeling, analytics, and optimization approaches have several key limitations. First, mechanistic models, in which conservation equations, kinetics, thermodynamics, and transport phenomena are modeled by ordinary or partial differential equations (ODEs/PDEs), are usually deterministic, while real bioprocess operations are stochastic. Second, existing MDP and RL approaches often focus on developing general methodologies without incorporating the prior knowledge on bioprocessing mechanisms, which limits their performance, interpretability, and adoption.

Driven by the critical challenges in cell therapy manufacturing, we propose a stochastic optimization framework named “hybrid-RL” building on bioprocess probabilistic knowledge graph (KG) in conjunction with model-based RL to efficiently guide process development and control. The core contributions of this paper are summarized as follows.

- We first create a KG hybrid model characterizing the risk- and science-based understanding of biomanufacturing process mechanisms. It quantifies cell therapy manufacturing inherent stochasticity, including batch-to-batch variation and bioprocess noise. This hybrid model can leverage information from existing mechanistic models and further facilitate the learning from process data. Comparing to existing approaches (Zheng et al., 2021b), the proposed knowledge graph hybrid model can captures the key features of bioprocesses, including nonlinear reactions, time-varying dynamics, and partially observed state.

- Given very limited process observations, the Bayesian inference is used to derive a posterior distribution of the hybrid model. We use a computational sampling approach to generate posterior samples quantifying model estimation uncertainty, and further construct the predictive distribution accounting for both inherent stochasticity and model uncertainty.

- We then introduce the hybrid model-based Bayesian reinforcement learning approach (call “hybrid-RL”) to find optimal, robust, and interpretable decision making and control policies, which can overcome the key challenges of cell therapy manufacturing. This hybrid model-based optimization scheme can provide an insightful prediction on how the effects of decision inputs propagate through bioprocess mechanism pathways and impact on integrated manufacturing output trajectory dynamics and variation.

- We demonstrate the opportunities of utilizing the proposed hybrid model-based RL for cell therapy manufacturing process optimization. The empirical study results show that the proposed framework has a great potential to outperform the classical approach.

The remainder of the paper is organized as follows. We provide the problem description and summarize the proposed framework in Section 3. Then, we present a probabilistic KG hybrid model and use the approximate Bayesian computation (ABC) approach to generate posterior samples quantifying model uncertainty and facilitate the bioprocess mechanisms learning in Section 4. We further provide the hybrid model based Bayesian RL in Section 5. We conduct the empirical study of the erythroblast cell culture optimization examples in Section 6 and conclude the paper in Section 7.

2. Literature Review

Biorocess Modeling and Analysis: In classic biomanufacturing literature, the bioprocess dynamics is usually modeled by mechanistic models in forms of ordinary/partial differential equations (ODEs/PDEs) (Mandenius et al., 2013). Because they are capable of representing the complex biochemistry of cells in a more complete way (Almquist et al., 2014), mechanistic models become popular and have been widely used in process optimization, design, control, and scale-up (Glen et al., 2018; Liu et al., 2013; Lu et al., 2015; Nf et al., 2009; Knappert et al., 2020). However, for complex biomanufacturing operations, mechanistic models often oversimplify underlying process mechanisms and make a poor fit to real production data (Teixeira et al., 2007). Thus, domain experts are increasingly adopting data-driven methods for process understanding (Mercier et al., 2013; Kirdar et al., 2007), monitoring (Teixeira et al., 2009), prediction (Gunther et al., 2009), and control (Martagan et al., 2017).

Moreover, those statistical techniques can be used in conjunction with mechanistic models known as hybrid models (Lu et al., 2015; Solle et al., 2017). In comparison to classical approaches, hybrid models usually provide a significantly increased performance, subsequently improving process operation (von Stosch et al., 2014). In recent years, advanced hybrid modeling approaches have been developed and applied to process modeling (von Stosch et al., 2016), optimization (Zhang et al., 2012) and also scale-up (Bolas et al., 2003). Zheng et al. (2021b) proposed a dynamic Bayesian network based hybrid model which can leverage the strengths of both first-principles and data-driven methods. Its applicability to biomanufacturing was investigated by using a yeast cell fermentation. This paper extends such hybrid model to account for nonlinear reactions and bioprocesses with latent state, and further investigates its applicability in cell therapy manufacturing process optimization.

Biomanufacturing Process Optimization: Built on process specifications, classic biomanufacturing optimization and control approaches tend to maintain various process parameters within required ranges in order to guarantee product quality (Jiang and Braatz, 2016) through techniques such as feed-forward, feedback (Hong et al., 2018; Kee et al., 2009; Blanchini et al., 2018), and model predictive control (Mesbah et al., 2017; Paulson et al., 2018; Kocjan et al., 2004; Lakerveld et al., 2013). However, the existing strategies derived from PDE/ODE-based deterministic mechanis-
tic models often ignore process inherent stochasticity and model uncertainty.

Reinforcement learning has made many successes in solving some complex problems in healthcare (Zheng et al., 2021a), competitive games (Silver et al., 2016), and other applications. However, these successes are often made in a stationary and well-defined dynamics using a large amount of training samples. In addition, Zheng et al. (2021b) developed a hybrid model based RL framework that builds the process mechanism into a linear Gaussian probabilistic KG, which has been shown to achieve human-level control in low-data environments. However, this method has strong linearity assumption in network structure and fails to take batch-to-batch variation into consideration. To improve the robustness and guarantee the product quality, Pan et al. (2021) proposed a constrained Q-learning algorithm to meet the specification requirements. While there has been some recent work on RL for this domain (Spielberg et al., 2017, 2020; Trelloar et al., 2020), these methods often require large training datasets. To improve the sample efficiency, Machalek et al. (2021) proposed a hybrid machine learning physics models based RL approach.

For a highly variable and complex system with limited data, Bayesian reinforcement learning (BRL) has attracted increasing attention due to its advantage in handling model uncertainty (Ghavamzadeh et al., 2016). For example, Mowbray et al. (2021) proposed a data-driven approach that utilizes Gaussian processes for the offline simulation model (a.k.a state transition model) and use the associated posterior uncertainty prediction to account for plant-model mismatch.

### 3. Problem Statement

In this paper, we model the integrated cell therapy manufacturing process as a finite-horizon Markov decision process (MDP) specified by \((S, A, H, r, p)\), where \(S\), \(A\), \(H\), \(r\) and \(p\) represent state space, action space, planning horizon, deterministic reward function, and state transition probability model. The process state transition, accounting for inherent stochasticity and time-varying dynamics, is modeled as,

\[
s_{t+1} \sim p(s_{t+1}|s_t, a_t; \theta_t)
\]

where \(s_t \in S \subseteq \mathbb{R}^d\) denotes the biomanufacturing process state (e.g., cell density and critical quality attributes (CQAs)), \(a_t \in A\) is the action (also known as control inputs) at time step \(t\), \(A\) is a finite set of actions with cardinality \(|A|\), and \(t \in H \equiv \{1, 2, \ldots, H\}\) denotes the discrete time index (a.k.a. decision epochs). The process dynamics and variations are specified by the model parameters, denoted by \(\theta = (\theta_1, \ldots, \theta_H)^T \in \mathbb{R}^{d \theta}\).

At each time step \(t\), we have the reward function \(r_t(s_t, a_t)\) and the policy function, mapping the state vector \(s_t\) to an action, i.e., \(a_t = \pi_t(s_t)\). Thus, the probabilistic model of stochastic decision process (SDP) trajectory \(\tau = (s_1, a_1, \ldots, s_H, a_H, s_{H+1})\) is,

\[
p(\tau|\theta) = p(s_1) \prod_{t=1}^{H} p(s_{t+1}|s_t, \pi_t(s_t); \theta_t).
\]

Given the process model parameters \(\theta\), the performance of the policy \(\pi\) is evaluated via the expected accumulated reward,

\[
J(\pi; \theta) = \mathbb{E}_\tau \sum_{t=1}^{H+1} r_t(s_t, a_t|\pi, \theta).
\]

In the cell therapy manufacturing, there often exist unobserved state variables (such as cell growth inhibitor, metabolic state), which have substantial impact on the cell production and quality. Let \(z_t\) denote the latent state variable(s). Thus, at any time step \(t\), the process state \(s_t\) includes observable and unobservable (latent) state variables, i.e., \(s_t = (x_t, z_t)\) with \(x_t \in S_x\) and latent state variables \(z_t \in S_z\) (represented by gray-shaded node in Figure 1), where \(S_x \subseteq \mathbb{R}^{d_x}\) and \(S_z \subseteq \mathbb{R}^{d_z}\) with \(S = S_x \times S_z\) and \(d = d_x + d_z\). Therefore, the likelihood of observable trajectory becomes

\[
p(\tau_x|\theta) = \int p(\tau_x|\theta) dz_x \cdots dz_{H+1}
\]

where \(\tau_x \equiv (x_1, a_1, \ldots, x_H, a_H, x_{H+1})\) is the trajectory of partially observed state.

The unknown model parameters are estimated with \(m\) process observations, denoted by \(D = \{\tau_x^{(i)}; i = 1, \ldots, m\}\). In this paper, the model uncertainty is quantified by the posterior distribution by applying Bayesian rule,

\[
p(\theta|D) \propto p(\theta) P(D|\theta) = p(\theta) \prod_{i=1}^{m} p(\tau_x^{(i)}|\theta)
\]

where the prior \(p(\theta)\) can incorporate the existing knowledge on the model parameters. We will provide the computational Bayesian inference in Section 4.3 to generate \(B\) posterior samples quantifying the model uncertainty, i.e., \(\theta_b \sim p(\theta|D)\) with \(b = 1, 2, \ldots, B\).

Thus, we want to find the optimal and robust policy to simultaneously hedge against both inherent stochasticity and model uncertainty, i.e.,

\[
\pi^* = \arg\max_{\pi \in \Pi} J(\pi)
\]

where the objective

\[
J(\pi) = \mathbb{E}_{\theta \sim p(\theta|D)} [J(\pi; \theta)]
\]

has inner expectation accounting for stochastic uncertainty and outer expectation accounting for model uncertainty. Since there are often very limited process data in cell therapy manufacturing, the model uncertainty can be large. Ignoring it can lead to unreliable and sub-optimal decision making.
4. Bioprocess Hybrid Modeling and Inference

In this section, we develop a dynamic Bayesian network based hybrid model characterizing the spatial-temporal causal interdependencies of bioprocessing, such as how decision strategies at different times interact with each other and impact on the production process trajectory dynamics. It can leverage on the information from existing mechanistic models and facilitate the learning from process data. The deterministic mechanistic models typically ignore process inherent stochasticity, including batch-to-batch variation, raw material uncertainty, and bioprocess noise, which are often dominant sources of biomanufacturing process variation (Mockus et al., 2015). Thus, we will consider bioprocess noise and raw material uncertainty in Section 4.1, and further extend the hybrid model to incorporate batch-to-batch bioprocess kinetics variation in Section 4.2. The proposed hybrid model can provide the risk- and science-based understanding of integrated biomanufacturing mechanisms. It can improve prediction accuracy and reliability.

Since the state transition probabilistic model for \( p(s_{t+1} | s_t, a_t; \theta) \) involves latent state variables, nonlinear reactions, and batch-to-batch variation in kinetics, it is challenging to derive the closed form posterior distribution \( p(\theta|D) \) quantifying the model uncertainty of integrated bioprocess. Thus, in Section 4.3, we use the approximate Bayesian computation (ABC) approach to generate posterior samples for model inference and facilitate the biomanufacturing mechanisms learning.

4.1. Bioprocess Hybrid Model Development

![Figure 1: An illustration of policy-augmented knowledge graph (KG) for the stochastic decision process hybrid model.](image)

Given the existing nonlinear ODE-based mechanistic model, denoted by \( ds/dt = f(s,a,\beta) \), by using the finite difference approximations for derivatives, i.e., \( ds \approx \Delta s = s_{t+1} - s_t \), and \( dt \approx \Delta t \), we construct the hybrid model for state transition,

\[
\begin{align*}
    x_{t+1} &= x_t + \Delta t \cdot f(x_t, z_t, a_t; \beta) + e^x_{t+1}, \\
    z_{t+1} &= z_t + \Delta t \cdot f(z_t, \beta) + e^z_{t+1},
\end{align*}
\]

with unknown \( d_{\beta} \)-dimensional kinetic coefficients \( \beta \in \mathbb{R}^{d_{\beta}} \) (e.g., cell growth rate, inhibition effect). The residual terms are modeled by multivariate Gaussian distribution \( e^x_{t+1} \sim \mathcal{N}(0, V^x_{t+1}) \) and \( e^z_{t+1} \sim \mathcal{N}(0, V^z_{t+1}) \) with zero means and covariance matrices \( V^x_{t+1} \) and \( V^z_{t+1} \). The kinetic coefficients \( \beta \) can change over different phases of cell culture (e.g., growth and stationary phases) to represent the fact that the bioprocess dynamics is time-varying. By abuse of notation, we use the subscript \( t \) to represent time index in the proposed model. For notation simplification, we consider fixed time step \( \Delta t \) even through the proposed methodology can be applicable to general situations with heterogenous process data.

The statistical residual terms \( e_t = (e^x_t, e^z_t) \) allow us to account for the impact from bioprocess noise, raw material uncertainty, uncontrolled critical process parameters (CPPs), and other uncontrollable factors (e.g., contamination) occurring at any time step \( t \). They can facilitate the learning such as identifying ignored CPPs.

Let \( g_x(x_t, z_t, a_t; \beta) \equiv x_t + \Delta t \cdot f(x_t, z_t, a_t; \beta) \) and \( g_z(x_t, z_t, a_t; \beta) \equiv z_t + \Delta t \cdot f(z_t, a_t; \beta) \). Equivalently, we can rewrite the state transition model (5) and (6) as,

\[
\begin{align*}
    x_{t+1} | x_t, z_t, a_t & \sim \mathcal{N}(g_x(x_t, z_t, a_t; \beta), V^x_{t+1}), \\
    z_{t+1} | x_t, z_t, a_t & \sim \mathcal{N}(g_z(x_t, z_t, a_t; \beta), V^z_{t+1}).
\end{align*}
\]

Let the state transition model parameters \( \theta \), representing the composite parameters including kinetic coefficients and the variances of process residuals, i.e., \( \theta_t = (\beta_t, \text{vec}(V^x_{t+1}), \text{vec}(V^z_{t+1})) \). We use vec (·) to denote a linear transformation converting an \( n \times m \) matrix into a \( nm \times 1 \) column vector. Let \( g(s_t, a_t; \beta) \equiv s_t + \Delta t \cdot f(s_t, a_t; \beta) \). Then, at any time step \( t \in \mathcal{H} \), we have the full state transition

\[
s_{t+1} | s_t, a_t = g(s_t, a_t; \beta) + e_{t+1}
\]

\[
\sim \mathcal{N}(g(s_t, a_t; \beta), V_{t+1})
\]

where \( s_t = (x_t, z_t) \), \( e_{t+1} = (e^x_{t+1}, e^z_{t+1}) \) and \( V_{t+1} \) is diagonal covariance matrix with diagonal entries from \( V^x_{t+1} \) and \( V^z_{t+1} \).

The stochastic decision process (SDP) of integrated biomanufacturing system can be visualized by the probabilistic directed network as shown in Figure 1. This network models the causal effects (with directed edges representing causal interactions) of current state and action \( \{s_t, a_t\} \) on future states \( s_t \) with \( t' > t \) through mechanism pathways; see eq. (9). The observed state \( x_t \) and latent state \( z_t \) are represented by solid and shaded nodes respectively. With the introduction of decision policies, we create a policy augmented KG by including additional edges: 1) connecting state \( s_t \) to action \( a_t \), representing the causal effect of the policy, \( a_t = \pi(s_t) \); and 2) connecting actions and states to reward \( r_t(s_t, a_t) \) (i.e., cost, cell product productivity).

In this paper, we consider the case studies with prior knowledge on the underlying bioprocess mechanisms — the form of function \( f(\cdot) \) is known but the coefficients \( \beta \) are unknown. In the situations without any strong prior knowledge on the underlying bioprocess mechanisms (i.e., \( f(\cdot) \) is unknown) or the cases with intensive online monitoring (i.e.,
\( \Delta t \) is small), we can use a linear statistical function modeling the state transition to consider the main effects. Specifically, at any time step \( t \in \mathcal{H} \), we model the state transition as
\[
s_{t+1} = \beta^s_t s_t + \beta^a_t a_t + e_{t+1},
\]
where the coefficients \( \beta^s_t \) and \( \beta^a_t \) measure the main effects of current state \( s_t \) and action \( a_t \) on next state \( s_{t+1} \), and \( e_{t+1} \) represents the residual. We refer to Zheng et al. (2021b); Xie et al. (2020) for more details about linear Gaussian Bayesian network based hybrid model.

4.2. Batch-to-Batch Variation Modeling

To further account for batch-to-batch variation, the kinetic coefficients are modeled by random variables,
\[
\beta_t = \mu^\beta_t + e^\beta_t
\]
where \( e^\beta_t \) represents the random batch effect following a multivariate normal distribution with mean zero and covariance matrix \( \Sigma_t \). The vector \( \mu^\beta_t \) represents the mean of kinetic coefficients. Then, the state transition in (5) and (6) becomes
\[
x_{t+1} = g_0(x_t, z_t, a_t, \beta_t, \theta_t) + e^x_{t+1},
\]
\[
z_{t+1} = g_1(x_t, z_t, a_t, \beta_t, \theta_t) + e^z_{t+1}.
\]
where \( \beta_t \sim \mathcal{N}(\mu^\beta_t, \Sigma^\beta_t) \), \( e^x_{t+1} \sim \mathcal{N}(0, V^x_{t+1}) \), and \( e^z_{t+1} \sim \mathcal{N}(0, V^z_{t+1}) \), representing inherent stochasticity. Thus, the biomansufacturing SDP hybrid model is specified by the parameters, \( \theta_t = (\mu^\beta_t, \text{vec}(\Sigma^\beta_t), \text{vec}(V^x_{t+1}), \text{vec}(V^z_{t+1})) \).

4.3. Process Model Uncertainty Quantification

Given the biomansufacturing process realization \( D = \{ \tau^{(i)}_i \}_{i=1}^m \), the ABC sampling approach (Minter and Retkute, 2019; Toni et al., 2009; McKinley et al., 2018; Beaumont et al., 2009) is used to generate \( B \) posterior samples of model parameters from the posterior distribution \( p(\theta | D) \) quantifying the model estimation uncertainty. For any \( i \)-th process trajectory observation \( \tau^{(i)}_i \), the algorithm jointly simulates the parameters of the hybrid model \( \theta \sim p(\theta) \) and predicted trajectories \( \forall^{(i)}_j \sim p(\tau^{(i)}_j | \theta) \) for \( j = 1, 2, \ldots, L \). We accept the samples of parameters (called particles) with the tolerance of the averaged discrepancy or distance between the real process observations and simulated data. We define the distance as,
\[
q \equiv \frac{1}{mL} \sum_{i=1}^m \sum_{j=1}^L d(\tau^{(i)}_x, \tau^{(i)}_x),
\]
where \( d(\cdot, \cdot) \) is the distance function, \( \tau^{(i)}_x \) is the predicted partially observed process trajectory and \( \delta > 0 \) is the tolerance bound. In this paper, we use the square root of the sum of squared differences between trajectories as the distance measure, i.e.,
\[
d(x, y) \equiv \|x - y\|_2 \text{ for any } x, y.
\]
For any \( d \)-dimensional vector \( x \in \mathbb{R}^d \), we consider L2 norm \( \|x\|_2 = \sqrt{\sum_{i=1}^d x_i^2} \). Thus, through gradually reducing the tolerance level \( \delta \), we better approximate the posterior distribution \( p(\theta | D) \) using those selected samples of \( \theta \).
\[
p(\theta | D) \approx p(\theta | q \leq \delta).
\]

We use the sequential Monte Carlo (SMC) to efficiently explore the parameter space and generate posterior samples. Specifically, in ABC-SMC, a number of accepted posterior samples, \( \{\theta_1, \ldots, \theta_G\} \), sampled from the prior distribution \( p(\theta) \), are propagated through a sequence of intermediate distributions, \( p(\theta | q \leq \delta_g) \) for \( g = 1, \ldots, G \), until it represents the samples from the target distribution \( p(\theta | q \leq \delta_G) \). The tolerance bounds \( \delta_g \) are chosen such that \( \delta_1 > \delta_2 \cdots > \delta_g \) and the distributions gradually evolve towards the target posterior \( p(\theta | D) \). The approximation quality increases as \( \delta_g \) decreases with iteration \( g \). We use the adaptive scheme introduced in Lenormand et al. (2013) to select the decreasing sequence of tolerance levels.

The pseudocode is provided at Algorithm 1. The initial set of posterior samples \( \{\theta_0^{(i)}\}_{i=1}^N \) is generated from the prior distribution \( p(\theta) \). The associated weights \( \{\omega_0^{(i)}\}_{i=1}^N \) and distances \( \{q_0^{(i)}\}_{i=1}^N \) are calculated in Steps 2-3. For each \( i \)-th observation, we generate \( L \) predicted trajectories and calculate the distance \( q_i^{(i)} \). The next tolerance level \( \delta_1 \) is determined online as the first \( a \)-quantile of the \( \{q_i^{(i)}\}_{i=1}^N \) (Step 4). The updated posterior distribution approximation, specified by \( \{\theta_{b}^{(i)} w_{b} q_{b}^{(i)}\}_{b=1}^B \) with \( B = \lfloor a N \rfloor \), is then constituted from the particles satisfying the tolerance level \( \delta_1 \) (Step 5). with \( N - B \) new particles drawn from weighted sample set \( \theta_{b}^{(i-1)} w_{b} q_{b}^{(i)} \) and perturbed by kernel \( K \) (Steps 6-7). Similar to Step 1 to 5, the associated weights and distances are calculated (Steps 8-10), the next tolerance level \( \delta_g \) and posterior approximation are updated (Steps 12-13). The algorithm stops when the proportion \( p_{\text{acc}} \) of particles satisfying the tolerance level \( \delta_{g-1} \) among the \( N - B \) new particles is below the threshold \( p_{\text{acc}} \) (Step 11). We refer to Lenormand et al. (2013) for more details.

5. Model-based Reinforcement Learning

We formulate the biomansufacturing process optimization and control as a finite-horizon MDP. The process starts with an initial state \( s_1 \). At any time step \( t \), the agent observes the state \( s_t \), chooses an action \( a_t \), and receives a reward \( r_t = r_t(s_t, a_t) \). Then the process transits to a new state \( s_{t+1} \) at next time step \( t+1 \) by following the state transition distribution \( p(s_{t+1} | s_t, a_t, \theta_t) \). The episode terminates when \( s_{H+1} \) is reached and the agent takes the “Harvest” action. Since there are often very limited process observations in cell therapy manufacturing, the goal is to sample efficiently learn an optimal policy (3) by maximizing the expected total reward (4) accounting for model uncertainty.

For each \( t \in \mathcal{H} \), we define the value function \( V^\pi_t(s) : S \rightarrow \mathbb{R} \) as the expected value of cumulative rewards received under policy \( \pi \) when starting from state \( s \) at the \( t \)-th step, i.e.,
\[
V^\pi_t(s) = \mathbb{E}_{p(\theta(D))}[\mathbb{E}_{p(\theta(s_{t+1}|s_t, a_t, \theta)|s_{t+1}}[\sum_{t=1}^{H} \sum_{\ell=1}^{H} r_\ell(s_\ell, \pi_\ell(s_\ell)) | s_t = s]],
\]
where the outer expectation \( \mathbb{E}_{p(\theta(D))}[\cdot] \) accounts for model uncertainty. Given a posterior sample of model parameters
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Algorithm 1: Adaptive Population Monte Carlo

\begin{algorithm}
\begin{verbatim}
Input: \( \varphi(\theta) \), the prior distribution of \( \theta \); \( N \), the number of particles; \( \{\tau^{(i)}_x\}_{i=1}^m \) partially observed bioprocess trajectories; \( K \), the perturbation Kernel; \( \alpha \), the ratio of particles to keep at each iteration \((\alpha \in [0, 1])\); and \( p_{acc_{\text{base}}} \), the minimal acceptance rate.
\end{verbatim}
\begin{verbatim}
Output: ABC posterior distribution samples with corresponding weight and distance \( \{\theta_b, \omega_b, q_b\}_{b=1}^B \), where \( B = \lfloor \alpha N \rfloor \).
\end{verbatim}
\begin{verbatim}
for \( b = 1, \ldots, N \) do
  1. Sample \( \theta_b^{(0)} \) from the prior distribution \( \varphi(\theta) \);
  2. Generate \( L \) predicted trajectories \( \{\tau^{(i)}_x\}_{i=1}^L \)
     using \( \theta_b^{(0)} \), with \( i = 1, \ldots, m \);
  3. Set \( q_b = \frac{1}{m} \sum_{i=1}^m d(\tau^{(i)}_x, \tau^{(i)}_x) \) and
     \( \omega_b = 1 \);
  4. Let \( \delta_1 \) be the first \( \alpha \)-quantile of \( q_b = \{q_b\}_{b=1}^N \);
  5. Let \( \{(\theta^{(1)}_b, \omega^{(1)}_b, q^{(1)}_b)\} = \{(\theta^{(0)}_b, \omega^{(0)}_b, q^{(0)}_b)\} \cap \delta_1, 1 \leq b \leq N \); \( p_{acc} = 1 \) and \( g = 2 \);
while \( p_{acc} > p_{acc_{\text{base}}} \) do
  6. Sample \( \theta_b^{(g)} \) from \( \theta^{(g-1)}_b \) with probability
     \( \frac{\omega^{(g-1)}_b}{\sum_{j=1}^n \omega^{(g-1)}_j} \), \( 1 \leq k \leq B \);
  7. Perturb the particle to obtain
     \( \theta^{(g-1)}_b \sim K(\theta^{(g-1)}_b, \theta^{(g)}_b) \); \( N^{\delta_1} \); \( \Sigma \);
  8. Generate \( L \) predicted trajectories \( \{\tau^{(i)}(j)_{x}\}_{j=1}^L \)
     using \( \theta^{(g-1)}_b \), with \( i = 1, \ldots, m \);
  9. Set \( q^{(g-1)}_b = \frac{1}{mL} \sum_{i=1}^m \sum_{j=1}^L d(\tau^{(i)}_x, \tau^{(i)}_x) \);
  10. Set \( \omega^{(g)}_b = \frac{p^{(g-1)}_{q}}{\sum_{i=1}^n \omega^{(g-1)}_i \kappa(\theta^{(g-1)}_b, \theta^{(g)}_b)} \).
  11. Set \( p_{acc} = \frac{1}{N-B} \sum_{b=B+1}^N \omega^{(g-1)}_b \leq \delta_{g-1} \);
  12. Let \( \delta_g \) be the first \( \alpha \)-quantile of \( q^{(g-1)} = \{q^{(g-1)}_b\}_{b=1}^N \);
  13. Let \( \{(\theta^{(g)}_b, \omega^{(g)}_b, q^{(g)}_b)\} = \{(\theta^{(g-1)}_b, \omega^{(g-1)}_b, q^{(g-1)}_b)\} \cap \delta_g, 1 \leq b \leq N \); \( g = g + 1 \);
\end{verbatim}
\end{algorithm}

The inner expectation \( \mathbb{E}_{p(\theta^\ast) \mid \{s, a, s, \pi(x), \theta\} \mid 1} \) is taken over the state transition model \((11)\) and \((12)\) under the policy function \( \pi \). Accordingly, we also define the action-value Q-function, denoted by \( Q^{\pi^\ast} : S \times A \rightarrow \mathbb{R} \), which gives the expected value of cumulative rewards when the agent starts from an arbitrary state-action pair, say \((s, a) \in S \times A\), at the \( t \)-th step and follows policy \( \pi \) afterwards, i.e.,

\[
Q^{\pi^\ast}(s, a) = \mathbb{E}_{\tau \sim p(\theta^\ast)} \left[ \sum_{t=1}^H r_t(s_t, a_t, \pi^\ast(s_t)) \mid s_1 = s, a_1 = a \right]
\]

where the expectation is taken over both posterior distribution \( p(\theta^\ast) \) and the transition distribution \( p(s_{t+1} \mid s_t, a_t, \theta^\ast) \) for all \( t \in T \) by following the policy \( a_t = \pi^\ast(s_t) \). For normalization simplification, we use \( \mathbb{E}[\cdot] = \mathbb{E}_{p(\theta^\ast) \mid \theta} \mathbb{E}_{\pi^\ast(s_1, a_1, \theta^\ast) \mid 1} \) in the following discussion if not mentioned otherwise.

Here we consider a greedy policy (Puterman, 2014), i.e.,

\[
\pi^\ast(s) = \arg \max_{a \in A} Q^\pi(s, a), \text{ for any } s \in S.
\]

We estimate the Q-function \( Q(s, a) \) by simulating the bioprocess hybrid model and applying the sparse sampling method (Wang et al., 2021a; Kearns et al., 2002; Wang et al., 2005). Specifically, we generate future trajectories accounting for both bioprocess inherent stochasticity and model uncertainty. Then, we search for the optimal action through look-ahead tree. Bayesian sparse sampling grows a look-ahead tree starting with the root at the current state, enumerating actions at decision nodes, and sampling at outcome nodes over both posterior distribution and state transition distribution. The same procedure is repeated for each node until all the leaf nodes reach the end of the planning horizon.

\[ r_t(s, a) = r_t(s, a) + \mathbb{E}\left[ V^\ast_{t+1}(s_{t+1}) \mid s_t = s, a_t = a \right] \]
Algorithm 3: Bayesian Sparse Sampling for Estimating Q Function and Value Function

Input: Current state $s_t$. Obtain a set of posterior samples $\Theta = \{\theta_b\}_{b=1}^{B}$ with their associated weights $\{w_b\}_{b=1}^{B}$, the number of posterior samples $B$, and the number of samples from state transition distribution $N$ from Algorithm 1.

Output: Estimated the value of Q-function $\hat{Q}(s, a)$

Function $QFUN(t, s, a)$:

for $b = 1, 2, \ldots, B$ do

(A1) Sample $\theta_b$ from weighted posterior distribution $\Theta$ (Equivalently $\theta_b \sim p(\theta_b | D)$).

for $j = 1, \ldots, N$ do

(A2) Sample from state transition distribution $s_{t+1}^{(b,j)} \sim p(s_{t+1} | s_t, a_t, \theta_b)$.

(A3) $V_{t+1}(s_{t+1}^{(b,j)}) = VFUN(t, s_{t+1}^{(b,j)})$

(A4) $\hat{Q}(s_t, a_t) = \hat{r}(s_t, a_t) + \frac{1}{BN} \sum_{b=1}^{B} \sum_{j=1}^{N} V_{t+1}(s_{t+1}^{(b,j)})$.

return $\hat{Q}(s_t, a_t)$.

End Function

Function $VFUN(t, s_t)$:

if $t = H + 1$ then

return $r_{H+1}(s_{H+1}, a_{H+1} = \text{“Harvest”}$).

for $a_t \in A$ do

for $b = 1, 2, \ldots, B$ do

(B1) Sample from weighted posterior distribution $\theta_b \sim p(\theta_b | D)$.

for $j = 1, \ldots, N$ do

(B2) Sample from state transition $s_{t+1}^{(b,j)} \sim p(s_{t+1} | s_t, a_t, \theta_b)$.

(B3) $V_{t+1}(s_{t+1}^{(b,j)}) = VFUN(t, s_{t+1}^{(b,j)})$

(B4) $\hat{Q}(s_t, a_t) = \hat{r}(s_t, a_t) + \frac{1}{BN} \sum_{b=1}^{B} \sum_{j=1}^{N} V_{t+1}(s_{t+1}^{(b,j)})$

(B5) $\hat{Q}_t(s_t) = \max_{a_t \in A} \hat{Q}(s_t, a_t)$

End Function

The procedure of Bayesian sparse sampling for Q-function and the value function estimation is summarized in Algorithm 3. The Q-function (and the value function) estimates are computed from leaf nodes rolling-backing up to the root. To compute the value function $VFUN(t, s_t)$, we grow a look-ahead tree starting with the root at the current state. For each action $a \in A$, we grow the root into $BN$ child nodes with each representing a sample of the next state, i.e., $(s_{t+1}^{(b,j)})$ from state transition probability $p(s_{t+1} | s_t, a_t, \theta_{b,j})$, where the posterior samples $\theta_{b,j} \sim p(\theta_b | D)$ with $b = 1, \ldots, B$ are generated with ABC-SMC and we create $N$ trajectories at each model posterior sample (Step B1-B3). The same procedure is repeated for each node until all the leaf nodes reach the end of the process, e.g., the “Harvest” decision is made at $T + 1$ time step. Then the expected Q-value in (14) is obtained by the sum of an immediate reward $r_t(s_t, a_t)$ and the expected value $E[V_{t+1}(s_{t+1}) | s_t, a_t]$ estimated by sample average approximation (Step B4). The value of current state and optimal action are obtained by maximizing the Q values (Step B5-B6). The Q-value function “QFUN” is calculated in a similar way as “VFUN”. The only difference is that the current action $a_t$ is given as the input of QFUN so that we remove the step of enumerating all candidate actions at time step $t$ and then return $\hat{Q}(s_t, a_t)$ calculated in (B4).

Then, the Q-value estimate QFUN(t, s, a) is used for process control. In the process optimization problem, giving an initial state $s_1$, the RL agent interacts with estimated dynamics $p(s_{t+1} | s_t, a_t) = E[p(\theta_b | D)]$ and makes the action maximizing the Q-value according to the greedy policy (15). In the process control, we execute the greedy policy in an online manner, which means that we focus on estimating the Q-function in (16) at a particular current state $(s_t, a_t)$ and take the action which has the greatest estimated Q values. After the action is executed, we move to the next decision epoch with a new observed state at which the entire procedure is repeated.

6. Cell Therapy Manufacturing Case Study

In this section, we use the erythroblast cell therapy manufacturing example presented in Glen et al. (2018) to assess the performance of proposed hybrid model-based RL. The cell culture of erythroblast exhibits two phases: a relatively uninhibited growth followed by an inhibited phase. Glen et al. (2018) identified that this reversible inhibition is caused by a unknown cell-driven factor rather than commonly known mass transfer or metabolic limitations.

6.1. Cell Culture Process Hybrid Modeling

Glen et al. (2018) developed an ODE-based mechanistic model describing the dynamics of an unidentified autocrine growth inhibitor accumulation and its impact on the erythroblast cell production process. We extend this model to a two-phase cell culture process, including growth and stationary phases, represented by the phase index $p \in \{\text{“growth”}, \text{“stationary”}\}$. The mechanistic model of cell growth and inhibitor accumulation for the $p$-th phase is

$$\frac{dp}{dt} = r_p^g \left(1 - \left(1 + e^{(k_p^g I_p - k_p^c)}\right)^{-1}\right),$$  \hspace{1cm} (17)

$$\frac{dI}{dt} = \frac{dp}{dt} - r_p^d I_p,$$  \hspace{1cm} (18)

where $p_t$ and $I_t$ represent the cell density and the inhibitor concentration at time $t$. The kinetic coefficients $r_p^g, k_p^g, k_p^c$ and $r_p^d$ denote the cell growth rate, inhibitor sensitivity, inhibitor threshold, and inhibitor decay. Suppose that the phase transition occurs at $T_p = 18$ hour.

Given the mechanistic model in eq. (17)-(18), by following the presentation in Section 4.1, we construct the hybrid
model,
\[
\rho_{t+1} = \rho_t + \Delta t \cdot r^p_t \rho_t \left( 1 - \left( 1 + e^{(k^s_t(k^c_t-I)^t)} \right)^{-1} \right) + e^p_t,
\]
\[
I_{t+1} = I_t + \Delta t \cdot \left( \frac{\rho_{t+1} - \rho_t}{\Delta t} - r^d_t I_t \right) + e^d_t,
\]
where the residuals follow the normal distributions \( e^p_t \sim \mathcal{N}(0, (v^p_t)^2) \) and \( e^d_t \sim \mathcal{N}(0, (v^d_t)^2) \).

A set of historical data of erythroblast growth from four different donors was analysed by Glen et al. (2018) to provide the insight into autologous variation. Their investigation shows that only the growth rate has significant variability. In order to accommodate the batch-to-batch variation, we model the growth rate as normally distributed random variable \( r^p_t \sim \mathcal{N}(\mu^p_t, \sigma^p_t)^2 \). Thus, the collection of hybrid model parameters is \( \theta_t = [\mu^p_t, \sigma^p_t, k^c_t, k^s_t, r^d_t, v^p_t, v^d_t] \). For the two-phase cell culture process, we consider different sets of parameter values for the growth and stationary phases.

6.2. Simulation Data Generation

To assess the performance of proposed hybrid model and model-based RL framework, we create the simulation model capturing the key sources of uncertainty. It works as a ground-truth model to generate “real data” to validate the performance of proposed hybrid-RL framework. Based on the ICH Q11 regulatory guidance on drug substance manufacture and quality (McDonald and Ho, 2012), “identification of potential sources of process variability” is listed as a key aspect of quality-by-design (QbD). Hence the modeling of different source process variation plays an important role in the model quality improvement and reliability of process optimization. To faithfully represent the real system, we incorporate four sources of uncertainty into the deterministic mechanistic model (17)–(18), including the variation in initial cell density, measurement error, batch-to-batch variation, and bioprocess noise.

The ground-truth cell culture process is modeled as stochastic differential equations,
\[
d\rho = r^p_t \rho \left( 1 - \left( 1 + e^{(k^s_t(k^c_t-I)}} \right)^{-1} \right) dt + \sigma_a dW \tag{19}
\]
\[
dI = -e^d I dt + \sigma_a dW \tag{20}
\]
with random initial values (boundary conditions)
\[
\rho_0 \sim \mathcal{N}(\mu_0, \sigma^2_0) \quad \text{and} \quad I_0 = 0
\]
where \( r^p_t \sim \mathcal{N}(\mu^p_t, (\sigma^p_t)^2) \) with \( p \in \{\text{“growth”, “stationary”}\} \). In the computer simulation, the above stochastic differential equations (SDE) can be computed by discretizing the Wiener process with a timestep \( dt \) as \( dW \approx \sqrt{dt} \mathcal{N}(0,1) \) (Bayram et al., 2018; Malham and Wiese, 2010). At any measurement time step \( t \in \mathcal{H} \), we add measurement error to the measured cell density by \( \rho_t \leftarrow \rho_t + e_m \) with the measurement error following a normal distribution \( e_m \sim \mathcal{N}(0, \sigma_m^2) \).

The variance in initial cell density may come from inadequate mixing, inoculum size, processing time, and storage time (Rain-Franco et al., 2021). The bioprocess noise term \( \sigma_a dW \) represents the microbial cell-to-cell phenotypic diversity (Vasdekis et al., 2015). We further incorporate batch-to-batch variation by considering the random effect on the growth rate. In specific, we model the random influence incurred by batch-to-batch variation by \( r^p_t \sim \mu^p_t + e^p_t \) where \( \mu^p_t \) represents the mean of growth rate and the random effect \( e^p_t \) is modeled as a normal distribution with mean zero and standard deviation \( \sigma^p_t \). Note that the above model allows for batch-to-batch variation to affect each \( j \)-th simulated trajectory by realizing \( r^p_j \sim \mathcal{N}(\mu^p_j, (\sigma^p_j)^2) \) for \( j = 1, 2, \ldots, n \).

6.3. Process Model Inference and Validation

In the case study, we set the initial state of cell density \( \rho_0 \sim \mathcal{N}(3, 0.03^2) \) and the measurement uncertainty \( \sigma_m = 0.2 \). By using the synthetic data generated from the “ground-truth” simulation model (19)–(20) in Section 6.2, we compare the performance of the proposed SDP hybrid model with the deterministic mechanistic model estimated by using least square method (LS) under the situations with different levels of bioprocess inherent stochasticity and model uncertainty (i.e., the scenarios with different sizes of real-world observations \( m = 3, 6, 20 \) batches). For stochastic uncertainty, we are interested in the effect of batch-to-batch variation and bioprocess noise. We set the high and low batch-to-batch variation \( \sigma^p_g = 0.016, 0.008 \) for both phases, and set high and low bioprocess noise \( \sigma_m = 0.03, 0.01 \). The means of cell growth rates \( k^c_t \) are fixed as \( \mu_{\text{growth}} = 0.057 \) at growth phase and \( \mu_{\text{stationary}} = 0.0285 \) at stationary phase. Other bioprocess parameters are set as \( \{k^s, k^c, r^d\} = \{3.4, 2.6, 0.005\} \) for both phases.

We utilize the ABC sampling approach presented in Section 4.3 to generate posterior samples of bioprocess model parameters. Let the number of particles \( N = 200 \), the ratio \( \alpha = 0.5 \), the number of replications \( L = 20 \), and the minimal accept rate \( P_{\text{accmin}} = 0.05 \). The prior distributions of hybrid model parameters are set as: \( \mu^p \sim U(0,0.2) \), \( \sigma^g \sim U(0,0.05) \), \( k^c \sim U(0,5) \), \( k^s \sim U(0,5) \), \( r^d \sim U(0,0.05) \), \( e^p \sim U(0,0.2) \) and \( e^d \sim U(0,0.2) \) for \( p \in \{\text{“growth”, “stationary”}\} \).

We conduct simulation experiments to assess the prediction performance of the hybrid model estimated by Bayesian inference and the ODE-based mechanistic model with the LS estimates. The error at each \( t \)-th time step is defined as
\[
E_j(t, r) = \frac{1}{N} \sum_{i=1}^{N} \text{Err}_j(t, f_s)
\]
where \( \{f_s^{(i)}\}_{i=1}^{N} \) are \( N \) test bioprocess trajectories sampled from “ground-truth” simulator, \( \text{Err}_j(t, f_s) = |\hat{s}^{(i)}_t - \hat{s}_t| \), \( s \in \{p, I\} \) and \( f_s \in \{\text{“hybrid”, “LS”}\} \) represents the model (fitted by random trajectory samples \( m = 3, 6, 20 \) through our model and least square model in \( r \)-th macro-replication).
For our model, we use the mean of the predictive distributions as the point forecast estimator \( \hat{\rho}_t \) and \( \hat{I}_t \) for cell density \( \rho_t \) and inhibitor concentration \( I_t \) at \( t \)-th time step respectively. We set the number of macro replications as 30 and test sample size \( N = 1000 \).

Tables 1 and 2 record the mean absolute (forecast) error (MAE) with 95% confidence interval (CI) at \( t \)-th hour, where the mean is defined as \( E_s(t) = \frac{1}{30} \sum_{r=1}^{30} E_{s,r}(t) \), standard error is \( SE_s(t) = \frac{1}{\sqrt{30}} \sqrt{\frac{1}{30} \sum_{r=1}^{30} (E_{s,r}(t) - E_s(t))^2} \). The results demonstrate that our method can provide significantly better prediction accuracy in all noise levels (\( \sigma_n = 0.01, 0.03 \) and sample sizes of “real-world” observations (\( m = 3, 6, 20 \)).

6.4. Medium Full Exchange

In this section, we focus on finding the optimal time to fully exchange the medium with fresh medium. Execution of this action (exchanging medium) will immediately reset the concentration of inhibitor \( I \) to its initial value (i.e., 0 in fresh medium). Let \( I_t = a_t I_t \) represent the post-exchanged concentration of inhibitor. The medium replacement decision \( a_t \) is a binary variable: \( a_t = 0 \) denoting the full exchange of medium at step \( t \); \( a_t = 1 \), otherwise.

The total operational cost, denoted by \( C \), includes the costs related to facility time and media,

\[
C(T, M) = C_f T + C_m M,
\]

where \( C_f \) is the per unit facility use time-cost, \( C_m \) is the per unit media cost, \( T \) is the total cell culture time (in hours), and \( M \) is the volume of the medium (L). As the time step \( \Delta t = 3 \) hours, to avoid confusion, we use \( H \) to represent the last time step/index of cell culture process and use \( T \) to represent the total cell culture time (in hour).

The reward function is defined by cell yield per cost — the efficiency of the system during the \( T \) hours (\( H \) time...
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Figure 2: Performance comparison of hybrid model based reinforcement learning (hybrid-RL) and ODE mechanism model fitted by least square method (LS-ODE) in 30 macro-replications. The optimized reward with respect to the time of medium exchange are illustrated for hybrid-RL (point marker), LS-ODE (‘x’ marker) and “ground-truth” model (solid line). The validated models are used to optimize the media exchange time for cells to be produced with optimal cost efficiency given specified costs of cell culture medium and operational facility time at a given production scale (100L). The number of cells produced per dollar for a given time point of media exchange are calculated for any operating cost and consumable cost (here $150/hr operating time cost and $10/L of consumable cost per medium exchange).

Table 3

| Noise Level | batch-to-batch variation | process noise | Hybrid-RL | LS-ODE |
|-------------|--------------------------|---------------|-----------|--------|
| high        | m = 3                    | m = 6         | m = 20    | m = 3  |
| high        | m = 6                    | m = 20        | m = 3     |
| low         | m = 3                    | m = 6         | m = 20    |
| low         | m = 6                    | m = 20        | m = 3     |

steps) cell culture,

\[ r_t = 0 \quad \text{with} \quad 0 \leq t \leq H \]

\[ r_{H+1}(s_{H+1}, a_{H+1} = \text{"Harvest"}) = \frac{M(\rho_T - \rho_0)}{C(T, M)} \]

where \( \rho_T \) represents the cell density at \( T \)-th hour. As it is certainly suboptimal to exchange medium at harvest time (30th hour), we only consider step \( t \leq 10 \) since \( \Delta t = 3 \) hours. Then the optimal timing of media exchange can be obtained by Algorithm 2. We set the harvest time as 30 hours (\( T = 30 \) corresponding to time step \( t = 11 \)) and the medium is fully exchanged up to 1 time in decision hours \( \{0, 3, \ldots, 27\} \).

Following the study in Glen et al. (2018), we consider an exchange time optimization problem where cells per cost is calculated for running a 100L bioreactor from the starting density \( 3 \times 10^9/mL \) with hypothetical facility and equipment operating costs of $150/hr and cell culture medium costs of $10/L. We solve this problem by using the proposed hybrid model based reinforcement learning (hybrid-RL) and the ODE-based mechanistic model fitted by least square method (LS-ODE). We compare their performance in the situations with different levels of variations and different sample sizes (i.e., \( m \)) of the “ground-truth” cell culture process observations. Similar to Glen et al. (2018), the
optimization of LS-ODE was performed via an exhaustive search of decision space.

We illustrate the cost efficiency of full medium exchange at each decision time across different levels of uncertainty and sample size in Figure 2. The markers represent the rewards/cost efficiencies at the corresponding decision time and the translucent bands around marks are the 95% confidence intervals estimated by bootstrapping. The results are obtained based on 30 macro-replications. The cost efficiency curves estimated by LS-ODE have large discrepancies to those from “ground-truth” model and they have significantly wider confidence bands, indicating that this model suffers from the high variation between macro-replications. In addition, we observe that hybrid-RL has a shrinking trend of the confidence intervals as the sample size $m$ increases.

We summarize the performance of optimal decisions obtained from hybrid-RL and LS-ODE approaches in Table 3. Overall, hybrid-RL outperforms LS-ODE (with higher reward/cost efficiency) in all different levels of variations and sample sizes. It shows a strong evidence that hybrid-RL is more robust than the regular deterministic mechanistic model fitted by least-square method. Another interesting observation is that the optimal medium exchange decisions obtained by LS-ODE are not as bad as the estimated cost efficiency curve in Figure 2. It is because the response curve is relative flat (range from 104 cells/£ to 167 cells/£). To further evaluate the performance, we consider another optimization problem, “cell culture expansion” with the same simulated data and process models used in Section 6.5.

### 6.5. Cell Culture Expansion

In this section, we focus on optimizing the number and timing of cell expansions. For each expansion, the original batch is scaled up to $n$ times larger cell culture vessel filling with fresh medium. The cell density $p$ and the concentration of inhibitor $I$ decrease to $1/n$ of original batch immediately after each scale-up. If the culture expansion action is taken, that is $a_t = 1$, then the post-exchanged cell density becomes $\rho_t = \frac{1}{n}\rho_t$ and post-exchanged inhibitor $I_t = \frac{1}{n}I_t$; otherwise, $a_t = 0$. The cell culture scale-up problem can be solved by Algorithm 2. The expansion decision can be made every 3 hours starting from the third hour until the harvest time at 30-th hour ($T = 30$). Thus the maximal number of potential culture expansions is 9 when expansion decisions are made in all decision hours.

In terms of the reward function, we use the same total operational cost as presented in Section 6.4, and further introduce the revenue of cell therapy production based on unit price of cells denoted by $P_c$ as follows:

$$K(p_T, \xi, n) = P_c \times p_T \times n^2$$

where $\xi$ is the total number of cell culture expansion and $p_T$ is the cell density at harvest hour $T$. Here we set expansion scale $n = 4$ and set the price $P_c = 2 \times 10^{-6}$ per cell.

The reward function is then defined by the difference between revenue and cost as,

$$r_t = 0 \text{ with } 0 \leq t \leq H$$

$$r_{H+1}(s_{H+1}, a_{H+1} = \text{"Harvest"}) = K(p_T, \xi, n) - C(T, M)$$

where $C(T, M)$ is defined by (21). In this case, we expand the culture in a 1L seed bioreactor multiple times to achieve maximal profit. We set the initial cell density as $3 \times 10^6$/mL, hypothetical facility and equipment operating costs as $150/\text{hr}$ and cell culture medium costs as $10/\text{L}$.

We summarize the performance of hybrid-RL and LS-ODE methods in the situations with different noise levels and samples in Table 4. It shows a strong evidence that hybrid-RL provides significantly better and more robust expansion decisions compared to LS-ODE. In all these settings, the mean profit of hybrid-RL obtained from 30 macro-replications are all greater than 6000 dollars. Comparatively, the performance of LS-ODE method, with profits below 6,500 dollars in all cases, is significantly worse than hybrid model especially in the case with high batch-to-batch variation process noise.

To better understand the optimality gap, we performed a side experiment to calculate the true optimal profit based
on the “ground-truth” simulation model and conduct the exhaustive search of all possible combinations of actions (2⁰ different combinations) to find the optimal expansion decision. As a result, the true optimal action is found to be running one expansion at the 6-th hour (from 1 L to 4 L) with the corresponding maximal profit $8593.85. By comparing the mean profit of hybrid-RL with the true expected optimization, it shows that the optimality gap of hybrid-RL is consistently lower than LS-ODE. Evidently, the largest gap $1704.99 occurs at the situation with high stochastic uncertainty (i.e., $\sigma_n = 0.03$) and high model uncertainty (i.e., $m = 3$). The smallest gap $558.14 occurs at the situation with low stochastic and model uncertainties, i.e., low noise and large sample size.

7. Conclusions

The cell therapy manufacturing stochastic uncertainty (i.e., batch-to-batch variation and bioprocess noise) is often overlooked by the current mechanistic model literature. This can lead to sub-optimal and unreliable decision making. Thus, we introduce a probabilistic knowledge graph that is a hybrid model characterizing complex interactions of various sources of uncertainties and mechanism pathways connecting CPPs/CQAs. It can leverage on the information from existing PDE/ODE-based mechanistic models and facilitate the learning from process data. This hybrid model can capture the important properties of integrated biomanufacturing processes, including nonlinear reactions, partially observed state, and time-varying kinetics.

To efficiently support process development and control, we create a hybrid model-based reinforcement learning accounting for both inherent stochasticity and model uncertainty. It can provide an insightful and reliable prediction on how the effects of inputs propagate through bioprocessing mechanism pathways and impact on the output trajectory dynamics and variation. Therefore, the proposed hybrid-RL framework can find optimal, robust, and interpretable decisions and control policies, which can overcome the key challenges of cell therapy manufacturing, i.e., high complexity, high uncertainty, and very limited process data. The empirical study demonstrates that the proposed framework can outperform the classical approach, especially under the situations with high inherent stochasticity and limited historical data which induces high model uncertainty.
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