Abstract

This work proposes a GPU tensor core approach that encodes the arithmetic reduction of $n$ numbers as a set of chained $m \times m$ matrix multiply accumulate (MMA) operations executed in parallel by GPU tensor cores. The asymptotic running time of the proposed chained tensor core approach is $T(n) = 5\log_{m^2} n$ and its speedup is $S = \frac{4}{7\log_2 m^2}$ over the classic $O(n \log n)$ parallel reduction algorithm. Experimental performance results show that the proposed reduction method is $\sim 3.2 \times$ faster than a conventional GPU reduction implementation, and preserves the numerical precision because the sub-results of each chain of $R$ MMAs is kept as a 32-bit floating point value, before being all reduced into as a final 32-bit result. The chained MMA design allows a flexible configuration of thread-blocks; small thread-blocks of 32 or 128 threads can still achieve maximum performance using a chain of $R = 4, 5$ MMAs per block, while large thread-blocks work best with $R = 1$. The results obtained in this work show that tensor cores can indeed provide a significant performance improvement to non-Machine Learning applications such as the arithmetic reduction, which is an integration tool for studying many scientific phenomena.
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1 Introduction

The recent rise of Deep Learning applications \cite{22, 33} has made an impact not only in the software industry, but in the hardware industry as well, influencing chip manufacturers to include application specific integrated circuits (ASICs) that execute dedicated matrix operations to speedup training and inference in deep neural networks (DNN) \cite{20, 21}. Such is the case of Nvidia, who started including Tensor Cores (TC) inside GPU chips to further accelerate Deep Learning applications \cite{23, 24}. As of January 2020, GPUs contain up to 640 tensor cores that can work in parallel. Each tensor core is a hardware-implemented function that performs a matrix multiply accumulate (MMA) operation of $4 \times 4$ matrices in one GPU clock cycle, i.e., $D_{4 \times 4} = A_{4 \times 4} \times B_{4 \times 4} + C_{4 \times 4}$. Tensor cores play an important role at leveraging the performance of real-time Deep Learning applications, such as autonomous driving, video-camera processing, real-time anomaly detection, as well as traditional linear algebra operations such as matrix multiplication of large matrices. Actual GPU tensor core performance can be up to an order of magnitude faster than regular FP32/INT32 GPU cores. However, adapting any arbitrary algorithm to a tensor core scheme is not a trivial task, as tensor cores are different from regular GPU cores. While GPU cores are capable of executing a whole instruction set (i.e., the instructions used in a regular CUDA/OpenCL program), tensor cores are capable of executing one operation but significantly faster; a matrix multiply accumulate (MMA) over $4 \times 4$ matrices, in one GPU clock cycle. This fast but restrictive operation offered by tensor cores presents an interesting research opportunity as well as challenge to the HPC community when trying to adapt non-Machine Learning computational patterns to GPU tensor cores and exploit the potential performance available. One important non-Machine Learning computational pattern is the arithmetic reduction \cite{35}, which is one of the most used patterns in science and technology, i.e., it is the discrete integration tool for modelling many scientific phenomena, from n-body/Monte Carlo simulations \cite{24, 27}, cellular automata \cite{65} to map-reduce workloads \cite{34} and ray tracing \cite{12}, among many others.

This work improves the preliminary results of an earlier conference work \cite{4} and proposes an efficient way to exploit the tensor core performance of GPUs to accelerate the computation of the arithmetic reduction of $n$ numbers. The reduction algorithm is re-designed as a set of simultaneous chains of $m \times m$ matrix multiply accumulate (MMA) operations followed by a global reduction of all the partial MMA results, to form one final reduction value. The cost of reducing $n$ numbers, using a PRAM-like GPU computing model, becomes $T(n) = 5\log_{m^2} n$, giving a speedup of $S = (4/5)\log_2 m^2$ over the traditional PRAM-CREW parallel reduction algorithm of running time $O(n \log n)$. The experimental results support the theoretical ones, showing up to $Q \times$ of speedup over a traditional parallel GPU reduction in Nvidia’s CUB library.
The results obtained in this work show that there is significant potential performance that can be exploited from tensor cores, and the reduction algorithm proposed in this work serves as a positive case where tensor cores can accelerate some non-Machine Learning computations.

The rest of the manuscript is organized as follows; an overview of GPU Tensor Core programming is presented in Section 2 and related works are considered in Section 3. The formulation of the new tensor core based reduction algorithm and its analysis are presented in Section 4 and different implementation variations of the algorithm are described in Section 5 where the best one is chosen. An experimental performance comparison against other GPU reductions is presented in Section 6. Finally, a discussion of the results as well as conclusions are given in Section 7.

2 GPU TENSOR CORE PROGRAMMING

Note: the reader can skip this section if he/she is already familiar with GPU Tensor Core programming.

GPU Computing [26] has become a useful tool for reducing the computation time on large scale problems as well as for bringing real-time performance on many applications. Currently, GPU Computing has been used successfully in physics [5], [27], all-pairs problems [8], [25], medicine [17], image processing [6], deep learning [33] and computer graphics [7], among many other fields [13]. One of the key aspects of GPU computing is its programming model which offers an abstraction of the specific capabilities of the underlying hardware.

2.1 The GPU Programming Model

The GPU programming model plays an important role in the design and development of GPU accelerated programs, and it is governed by a three-level hierarchy, which defines the parallel work-space of the GPU. This hierarchy corresponds to the thread, block and grid (See Figure 1).
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A thread is an abstract compute element that is in charge of executing the kernel once. A block is a container of threads, and has the property that all of its threads can synchronize among themselves and can share information via cache. Synchronization among blocks is not possible in the current programming model, unless the kernel is terminated and a new kernel is executed, or by introducing newer features such as cooperative groups, but again they are limited in size (grids cannot be as large as normal grids). The grid is the last construct, and it contains all the blocks, spatially identified, that will be employed in the execution of the kernel. Lastly, the kernel is the function that is executed in GPU by all threads. Parallel execution is achieved by executing, simultaneously, several groups of 32 threads. These groups are called warps and play an important role in tensor core programming. With the help of programming tools such as OpenCL or CUDA, one can implement a parallel GPU algorithm that will accelerate data-parallel applications, and this performance will scale automatically in the presence of more capable hardware, i.e., switching a GPU by a more powerful one will lead to automatic performance gains, without the need to change the code.

2.2 Programming GPU Tensor Cores

With the latest rise of Machine Learning applications, and more specifically the fast adoption of Deep Learning in multiple fields of science and technology, CPU and GPU Companies have started including application specific integrated circuits (ASICs) to their processors to further accelerate the computational tasks involved in the phases of training and inference in Deep Learning applications [9], [14], [31], [37]. This change has led to the inclusion of Tensor Core (TC) units in recent Nvidia GPUs, which are special purpose processing units that sit next to the GPU CUDA cores in the streaming multi-processors (SM) of the chip, as shown in Figure 2.

![Fig. 1: The three-level hierarchy of the GPU Programming.](image)

The aspect that make tensor cores an attractive feature is the performance it can offer in comparison to the traditional GPU cores. Today, the Nvidia Volta GPU Tesla V100, Quadro V100 and Titan V all include around 640 tensor cores, and they can offer up to 120 TFLOPS in mixed FP16-FP32 precision. In comparison, the traditional CUDA cores, which are 5120 in total for the GPUs recently mentioned, offer up to ~15 TFLOPS of performance in FP32 precision and around ~7 TFLOPS in FP64 precision. Indeed, the fast performance of tensor cores is an attractive opportunity to explore possible applications that can take advantage of this new technology. For the programmer, the only operation allowed when using

---

1. Although automatic scaling occurs, reaching the maximum possible performance of a newer GPU architecture usually requires some small changes in the code.
tensor cores is the matrix-multiply-accumulate (MMA). Although GPU tensor cores work at hardware level with $4 \times 4$ matrices, the programming model exposes the MMA operation in terms of dimensions $m \times n \times k$, i.e.,

$$D_{m \times k} = A_{m \times n} \times B_{n \times k} + C_{m \times k}$$

(1)

where $m \times n$, $n \times k$ and $m \times k$ cannot exceed 256 elements. An algorithm that takes advantage of tensor core acceleration would redesign its work as multiple MMA operations that occur in parallel.

An important restriction of tensor cores is the numerical precision. Although the $C$ and $D$ matrices can store FP32 numbers, currently the operation $A \times B$ is done in FP16 precision. This mixed mode of operation may have negative effects in some applications that have low tolerance to some numerical error. Nevertheless, it is important to note that this extra numerical error can be kept up to a margin considering that all intermediate results can be stored in $C$ and $D$ which have FP32 precision, i.e., if the error of $A \times B$ is low, it can remain low for the whole solution of large problems as well. One reason of why part of the MMA operation works at FP16 is because in general, Deep Learning applications are not affected by the numerical error introduced by FP16 precision.

GPU Tensor Core programming is currently supported in Nvidia CUDA. A new structure, called fragment, is introduced in the programming model. A fragment can be considered as a small matrix register that will participate in a MMA operation. Given that four matrices are involved in one MMA, $D = A \times B + C$, one would have to declare four fragments in the CUDA code to perform one MMA (at least three if $C = A \times B + C$. Matrix sizes allow some flexibility as long as they follow the scheme $D_{m \times k} = A_{m \times n} \times B_{n \times k} + C_{m \times k}$ and the total number of elements for a fragment does not exceed 256 elements. In this work, the size of interest is $m \times n \times k = 16 \times 16 \times 16$. Other configurable parameters for fragments are the data type, column/row major and an explicit parameter to specify if it is matrix $A$, $B$, or an accumulator such as $C$, $D$.

Declaration of fragment variables and their operations have a different behavior when compared to the classic GPU programming model. When a fragment is declared in code, all threads of a same warp share this declaration, i.e. analogous as how threads from a block share the declaration and scope of a shared variable, but this time the scope is at a warp level. When an operation is performed over a fragment, all threads from the corresponding warp cooperate for such operation and synchronize themselves for the next operation. All threads of a warp must meet the fragment operation at the same location in the program, otherwise undefined behavior is expected. Four operations are available to operate fragments, these are the following:

- **load_matrix_sync**: Loads matrix data from GPU global memory (VRAM) to the matrix fragment $A$ or $B$. Pointer strides and offsets can be given to retrieve the desired 2D region of memory.
- **fill_fragment**: Fills any matrix fragment given as parameter with a scalar constant number.
- **store_matrix_sync**: Stores an accumulator ($C$ or $D$) fragment given as parameter into global memory. Pointer strides and offsets can be given to store at a desired 2D region of memory.
- **wmma_sync**: Performs the matrix multiply accumulate (MMA) operation. Matrices $A$ and $B$ and at least one accumulator must be given as parameter.
Appendix A shows an example of a MMA operation for all warps of the grid, with each warp acting on a different region of memory. The Nvidia CUDA Programming Guide provides a more extensive description and explanation of tensor core programming. 

3 RELATED WORK

Related works can be classified in two categories: (1) works that study tensor cores or any other ASICs in a general way, and (2) works on parallel reduction.

3.1 Works on Tensor Cores and ASICs

Markidis et al. [23] studied approaches to program Nvidia Tensor Cores, as well as the performance and the precision loss due to computation in mixed precision. The authors also explain the three levels of programming that can make use of the matrix-multiply-accumulate (MMA) operation: (1) CUDA Warp MMA (WMMA) API, (2) CUTLASS, and (3) cuBLAS GEMM. The tensor core programming is analyzed in different aspects such as programmability, performance and precision. The authors report that the maximum performance obtained with the cuBLAS GEMM implementation, where they achieved 83 TFLOPS in their test environment (approximately 74% of the theoretical performance), followed by CUTLASS with 62 TFlops/s. Their WWMA implementation did not provide any performance improvement, however the authors realized they did not use shared memory in the process, which is an important aspect in order to accomplish efficient tensor core computation. They also observed that when the size of the input matrix increases, the error may increase significantly in some cases. For this, the authors include mechanisms to increase precision such as the Kahan summation and iterative precision refinement. Zhe Jia et al. have studied the Nvidia Volta and Turing architectures in detail, covering different aspects including the tensor core programmability as well [18], [19]. In more general terms, the Google Tensor Processing Unit (TPU), deployed for data-centers in 2015, is another processor comparable to the tensor cores found in Nvidia GPUs, that accelerates the inference phase of neural networks [21]. Norman et al. compared the TPU to a server-class Intel Haswell CPU and an Nvidia K80 GPU. They used workloads written with the TensorFlow framework. The results showed that the TPU was on average about 15 times faster than its contemporary GPU or CPU, and about 30 times higher in TOPS/Watt (Tensor Operations per Second per Watt).

3.2 Parallel Reduction

In the context of parallel reductions, CPU-based ones often rely on high-level frameworks or tools such as OpenMP which also offer the reduction pattern [1]. In the case of GPUs, the parallel reduction has been addressed several times. Nickolls, Buck and Garland [25] propose a parallel sum of cost $O(\log_2(n))$ time, where each thread loads one element of the input array, and then adds pairs of values in parallel as $x[i] = x[i] + x[i + p/2]$ where $p$ is the number of threads. The loop in this kernel implicitly builds a summation tree over the input elements where in the end the first data slot of each thread-block holds the reduction result of a sub-set of numbers, the next kernel call would do a reduction on the number of partial results, which turns out to be the number of blocks.

M. Harris described an efficient CUDA algorithm for the parallel reduction [15], [16] that was well adapted to the restrictions of the GPU at the time of year 2007. The author illustrates seven different optimizations that are relevant to the parallel reduction, achieving a final version that is up to 30x times faster than the initial GPU version presented. Harris mentions that although the time complexity of the parallel reduction is indeed $O(\log_2(n))$, the cost is not efficient if $p = n/2$ threads are used. Instead, one can employ $p = n/\log_2(n)$ threads as stated by Brent’s Theorem, leading to a parallel efficient cost algorithm. Although the GPU has evolved significantly since that year, the ideas presented are still relevant for many parallel GPU-based algorithms.

Another alternative is to combine a parallel $O(\log_2(n))$ cost algorithm and atomic add operations [20], in such way that each block of threads cooperate for the parallel reduction, and then each block result is combined to form the global result via atomic operations on a unique register. The block-level reduction can also be achieved via warp-level shuffle instructions, which are part of the modern CUDA programming model. In the case of distributed computing, message passing tools such as MPI [32] or higher-level frameworks such as MapReduce [11] allow fast computation of reduction operations.

In 2018 Carrasco, Vega and Navarro [4] proposed a tensor core based parallel algorithm for the reduction problem, and formulated asymptotic upper bounds for its potential running time and speedup. The present work extends the previous one with improvements to the algorithm itself as well as an extensive experimental evaluation; it adds new asymptotic upper bounds for the chained approach, describes and benchmarks three possible variants for implementation with are of high importance on the application side. Furthermore, the manuscript dedicates extensive sections for an in-depth experimental analysis of performance and numerical error under different GPUs and block/chain configurations.

In 2019, Dakkak et al. [10] developed a reduction and scan algorithm based on tensor core units. For the case of the reduction, they propose an algorithm very similar to the one formulated by Carrasco, Vega and Navarro [4], however some aspects were left out which are considered in this present work, such as (1) a detailed theoretical formulation and analysis of the parallel arithmetic reduction, both chained and un-chained, using tensor cores, obtaining upper bounds that are relevant in the long term (beyond how actual tensor cores work today) such as the non-chained and chained.
upper bounds. (2) A detailed presentation of performance results under different GPUs, block and chain configurations, which are important when working with tensor cores from different GPU hardware, and (3) experimental results on the numerical precision (% of error) of the proposed implementations with respect to a CPU reduction using FP64 precision, for both normal and uniform distributions, which are very different scenarios in terms of numerical error accumulation, and represent the type of inputs found in several applications of science and technology.

The next section presents the new approach from its formulation to its implementation.

4 Formulation of the Tensor Core Based Arithmetic Reduction
Given an array of \( n \) elements, \( X = \{x_1, x_2, \ldots, x_n\} \), the arithmetic reduction \( R(X) \) is defined as

\[
R(X) = \sum_{i=1}^{n} x_i
\]  

(2)

On a serial processor the computation is carried as sequential additions on a single accumulator variable to construct the sum of all elements. Such algorithm is considered efficient (as no element can be left out) as it does the necessary and sufficient number operations, and it costs \( \Theta(n) \) time steps. When trying to compute \( R(X) \) in parallel, data dependencies and race conditions must be treated within the reduction process. It is known that a parallel reduction can sum pairs of values in parallel at each time step, leading to a parallel cost of \( T_{p=n/2}(n) = O(\log_2(n)) \) using \( p = n/2 \) processors. At each time step \( k \), the size of the problem is \( \frac{n}{2^k} \) and \( \frac{n}{2^k} \) threads are sufficient to do the step in parallel taking pairs again. In general, i.e, the \( i \)-th thread sums the elements \( x_i \) and \( x_{i+n/2^k} \) and stores the partial sum in \( X[i] \). Such parallel step costs \( O(1) \) time and cuts the problem in half. Consecutive applications of this process lead to the recurrence

\[
T(n) = O(1) + T(n/2)
\]

(3)
subject to \( T(2) = O(1) \), which by the master theorem it can be shown that it is \( T_{p=n/2}(n) = O(\log_2(n)) \). When considering the parallel cost, which is defined as \( C_p = T_p(n) \cdot p \), with \( p \) the number of processors (assuming 1 thread running on one 1 processor) employed, then using \( n/2 \) processors leads to a parallel cost of

\[
C_p(n) = \log_2(n) \frac{n}{2} = O(n \log_2(n))
\]

(4)

which makes the algorithm cost inefficient as it is greater than the \( O(n) \) cost of the sequential algorithm. To improve on this cost, one can use Brent’s Theorem [3] which states the inequality

\[
T_p(n) \leq \frac{T_1(n)}{p} + T_\infty(n)
\]

(5)

where in the case of the arithmetic reduction we have that \( T_1(n) = O(n) \) and \( T_\infty(n) = \log_2(n) \). With this, one can choose the number of processors as \( p = \frac{n}{\log_2(n)} \) without sacrificing parallel time, i.e,

\[
T_p(n) \leq 2 \log_2(n) = O(\log_2(n))
\]

(6)

With this change, the cost of the parallel algorithm is now efficient, i.e,

\[
C_p(n) = \log_2(n) \frac{n}{\log_2(n)} = O(n)
\]

(7)

It is important to consider that there is an asymptotic lower bound of \( \Omega(\log_2(n)) \) for the parallel reduction. Nonetheless, one can still improve in the constants involved as in the base of the logarithm, which can make an important difference in experimental performance. Such is the case of reducing with tensor cores, where a large number of arithmetic operations can be encoded into MMA operations and executed in just one GPU cycle, which is equivalent to one time unit. The following sub-section presents the new algorithm for parallel arithmetic reductions using tensor cores operations and analyzes its cost as well as speedup over the parallel reduction algorithm described recently.

4.1 Encoding Additions Into Tensor Core MMAs
The tensor core programming model exposes a single operation to the programmer, the matrix-multiply-accumulate (MMA). That is, given three matrices \( A, B, C \), the MMA operation computes

\[
D = A \times B + C
\]

(8)

In one GPU cycle. The tensor core computing model allows many MMA operations to occur simultaneously in parallel. It is interesting to note that in the programming model the tensor core MMA operation is exposed in terms of \( m \times n \times k \) and allows the definition of matrices of size \( 16 \times 16 \) to the programmer, even when the actual operation at hardware level is carried in terms of \( 4 \times 4 \) matrices. The process of splitting the \( 16 \times 16 \) workload into smaller \( 4 \times 4 \) works is done automatically by the GPU scheduler, but splitting a large problem of size \( n \) into several \( 16 \times 16 \) matrices is not automatic and must be designed manually. This last aspect is the one important for the research, as it is related to the research
question of whether a reduction problem of size $n$ can be encoded into multiple MMA operations. The presentation of the new reduction algorithm will proceed in terms of $m \times n$ MMA matrices, as it favors the analysis in the next sub-section.

The intuition behind a tensor core MMA based reduction is to produce many partial summations of groups of $m^2$ numbers, in parallel. To achieve this, we employ two MMA operations on each group of $m^2$ values, but later on this section the idea extends to an $R$-chain of MMA operations. For the first MMA operation, defined as $D = A \times B + C$, $m^2$ elements of the input array $X$ are loaded in $B_{m \times m}$ in parallel such that $B_{m,m}$ is actually the $m^2$-th element of the group. Other warps of the grid will access their corresponding region of global memory by applying an offset of $B_z|B| + |w| \times m^2$ where $B_z$ is the block index, $|B|$ is the block-size and $|w|$ the warpsize. Matrix $A_{m \times m}$ is set as an all-ones matrix, also in parallel, and $C$ is a zero-matrix, also set in parallel.

In order to allow a posterior theoretical analysis of the algorithm, it is assumed that the loading process as well as the eventual MMA operation take place in all warps of all blocks at the same time in parallel, regardless of the fact that in practice there is an internal scheduler to distribute the workload into the finite number of GPU tensor cores. Such assumption is common when studying an algorithm under a PRAM-like computing model, which is the case for this work. When the MMA operation is executed on $A, B$ and $C$, the result is a matrix, namely $D_{m \times m} = A_{m \times m} \times B_{m \times m} + C_{m \times m}$, of the form

$$D = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}_{m \times m} \times \begin{bmatrix} x_{11} & \cdots & x_{1m} \\ \vdots & \ddots & \vdots \\ x_{m1} & \cdots & x_{mm} \end{bmatrix} + [0]_{m \times m}$$

(9)

where each column $D_{k,j}, k = 1..m$ holds the whole set of partial summations from the group of $m^2$ elements.

The second MMA operation is in charge of reducing the partial summations found in the columns of $D$, now into a single value. It is relevant to notice that dealing with one column of $D$ is sufficient as it holds all the partial summations. The other columns of $D$ hold copies of the result. At the same time, given the rigidity of the MMA operation, it takes less time to process the whole matrix within the MMA operation instead of filtering or doing extra considerations to just process a single column. As long as the result of one column is not compromised, doing a full MMA operation is still efficient as it preserves the one GPU cycle cost per MMA.

The second MMA operation proceeds by changing the order of the multiplying matrices, and re-uses the output matrix $D$ in the position of $A$, while using $A$ in the position of $B$. With these changes, the second MMA operation becomes the following expression

$$D' = \begin{bmatrix} \sum_{i=1}^{m} x_{1i} & \cdots & \sum_{i=1}^{m} x_{11} \\ \vdots & \ddots & \vdots \\ \sum_{i=1}^{m} x_{mi} & \cdots & \sum_{i=1}^{m} x_{mi} \end{bmatrix} \times \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix} + [0]$$

(11)

The resulting matrix $D'$ contains the reduction of the $m^2$ numbers, replicated in all of its elements. Once the second MMA operation finishes, the thread in charge proceeds to write the reduction result, e.g. $D'_{1,1}$, into global memory as part of the new array of partial sums.

The global idea of the algorithm is to subdivide the domain of $n$ numbers into $\frac{n}{m}$ blocks of $m^2$ elements and execute the 2-step MMA reduction proposed for each group in parallel. This reduces the problem size by a factor of $m^2$. In the next iteration, the idea is to take the smaller version of the problem, of size $n' = \frac{n}{m^2}$ and reduce it again with the 2-step MMA operations for all the possible groups of $m^2$ elements. This process is carried iteratively until the reduction set fits in just one group of $m^2$ elements, for which a final tensor core reduction returns the result of the whole reduction problem of size $n$.

This new tensor core MMA based reduction, namely $R_{tc}(X)$, with $X = \{x_1, \ldots, x_n\}$, can be described by the following recurrence

$$R_{tc}(X) = R_{tc}(M(x_1 \ldots x_{m^2}), \ldots, M(x_{(k-1)m^2+1} \ldots x_{km^2}))$$

(13)

where $M(\ldots)$ is the tensor core based MMA reduction and the initial condition is defined as

$$R_{tc}(x_1 \ldots x_{m^2}) = M(x_1 \ldots x_{m^2})$$

(14)

The process described is summarized in Algorithm 1 and the kernel is summarized in Algorithm 2.

An eventual implementation of this algorithm would have to manage border conditions such as when $n$ is not a power of $m^2$ and perform register-level operations when moving fragment elements from $C$ to $A$. The following sub-section presents a fine analysis (considering constants) of the proposed reduction algorithm.
Algorithm 1: Tensor Core Based Reduction

Result: sum of \( n \) numbers
\[ X = \{x_1, x_2, ..., x_n\}; \]
\[ n = |X|; \]
while \( n \geq m^2 \) do
    KernelMMA(X, n);
    \[ n := \lceil \frac{n}{m^2} \rceil; \]
end

Algorithm 2: KernelMMA

Data: X, n
fragment A, B, C;
offset = \( m^2 \cdot (\frac{\text{tid}}{\text{warp}} + \text{Block id} \cdot |\text{Block}|) \);
if \( offset < n \) then
    setFragment(A, 1.0);
    setFragment(C, 0.0);
    loadMatrix(B, X + offset);
    MMA(C, A, B, C);
    copyFromTo(C, A);
    \[ X[\frac{offset}{m^2}] = C_{0,0}; \]
end

4.2 Analysis of Running Time and Speedup

A simplified GPU Computing model is used to analyze the running time and speedup of the algorithm with respect to a classic parallel reduction. This computing model is based on the PRAM (Parallel processors and one large shared memory) with extra considerations related to the GPU architecture. Under this model, the costs for the different types of parallel operations are:

- Coalesced r/w operations on global memory cost 1 unit of time.
- non-Coalesced r/w operations on global memory cost \( w \) units of time.
- The cost of r/w operations on registers or L1 cache is at least an order of magnitude less than r/w operations on global memory.
- Parallel tensor core MMA operations cost 1 GPU cycle, therefore 1 unit of time.
- Transfers between global memory and tensor core fragments cost 1 unit of time.

In the case of a GPU reduction, it is possible to load a continuous region of \( m^2 \) elements into the tensor core fragments, which reside in cache memory near the tensor cores. This loading of information takes a unit of time. Then, the algorithm proceeds and executes the 2-step tensor core MMA reduction simultaneously for all the \( m^2 \) groups that can be made for the array \( X[1..n] \). In between these two MMA operations, internal register/L1 Cache operations are carried to move data from fragment C to A, which account for 1 extra unit of time as they are much faster than global memory operations. Lastly, once the reduction of a group is done, the thread in charge writes this result in its corresponding location in X, taking another unit of time. Combining these costs into one expression leads to the following recurrence

\[ T_{tc}(n) = 5 + T_{tc}(\frac{n}{m^2}) \]  \hspace{1cm} (15)

that stops at \( T_{tc}(m^2) = 5 \). Solving the recurrence leads to the final cost of

\[ T_{tc}(n) = 5 \log_{m^2}(n) \]  \hspace{1cm} (16)

A standard parallel GPU-based reduction, under the same cost model, would take one unit of time for reading the first element of each thread (all in parallel), another unit of time for reading the second element, a unit of time for adding two numbers, and another unit of time for storing the value back to global memory. The recurrence for such algorithm would be \( T(n) = 4 + T(n/2) \) which is equal to \( T(n) = 4 \log_2(n) \). When comparing the two running times, the potential speedup for the tensor core based reduction becomes

\[ S = \frac{T(n)}{T_{tc}(n)} = \frac{4 \log_2(n)}{5 \log_{m^2}(n)} = \frac{4}{5} \log_2(m^2). \]  \hspace{1cm} (17)
A value of \( m \geq 2 \), which is the minimum value \( m \) could take in order for the reduction to work, is already sufficient to provide an acceleration of \( S > 1 \). In actual GPU hardware, the value is \( m = 4 \), which would lead to an even greater speedup. This Section has proven that under a PRAM-like model, the tensor core based reduction will indeed provide a speedup over the standard GPU reduction algorithm.

### 4.3 Chained MMA Operations per Warp

It is possible to generalize the proposed algorithm and obtain a more general theoretical running time. The intuition behind is to relax the idea of having to perform two MMA operations to reduce \( m^2 \) numbers and instead generate a sequential chain of \( R \) MMA operations per warp. Such approach can be expressed as

\[
C_1 = \begin{bmatrix} 1 \end{bmatrix} \times M_1 + C_0
\]

\[
C_2 = \begin{bmatrix} 1 \end{bmatrix} \times M_2 + C_1
\]

\[
\vdots
\]

\[
C_R = \begin{bmatrix} 1 \end{bmatrix} \times M_R + C_{R-1}
\]

\[
C_{R+1} = C_R \times \begin{bmatrix} 1 \end{bmatrix} + \begin{bmatrix} 0 \end{bmatrix}
\]

where \( M_1, M_2, \ldots, M_R \) are consecutive groups of \( m^2 \) numbers in global memory, \( i.e., \) \( X = \{M_1, M_2, \ldots, M_R, M_{R+1}, \ldots, M_n\} \) with \( R \geq 1 \) and \( n >> R \). The last \((R + 1)\)-th MMA operation is analogous to the second MMA in the two-MMA design presented before, which is required for the summation to be reduced to a single value. An advantage of executing a chain of \( R \) MMAs per warp is that the total number of MMA operations is practically half than in the previous version of the proposed algorithm, where two MMAs were performed per group of \( m^2 \) elements, \( i.e., \) only \( R + 1 \) MMA operations are required for reducing \( Rm^2 \) numbers, instead of \( 2R \) as before. However, these operations are sequential for the warp, therefore there exists a tradeoff when the number of available processors is finite. Another advantage of the chained approach is that the \( R \) chains do not need to perform register/L1-cache level operations as these are only required before the last MMA. Again, this improvement may only be seen with a finite number of processors. The total cost of algorithm using the chained MMA improvement, under the Simplified GPU Computing model, can be expressed as the recurrence

\[
T_{\text{rec}}^R(n) = (2R + 1 + 2) + T_{\text{rec}}^R\left(\frac{n}{Rm^2}\right)
\]

where the term \( 2R \) corresponds to the load and MMA operation involved in each of the \( R \) steps, the 1 value corresponds to the final MMA, and the 2 is the cost of internal register/cache operations and the final store on global memory. The recurrence is equal to

\[
T_{\text{rec}}^R(n) = (2R + 3) \log_{Rm^2}(n).
\]

If \( R = 1 \), the result is the same as the initial version of the algorithm, and when \( R > 1 \), the running time shows a higher value, however this model assumes an infinite number of processors are available. In order to find an optimal value of \( R \), experimental evaluation is required. The next Section presents the performance of different variations of the algorithm, and finds optimal values for \( R \).

### 5 Implementation and Variants

Three different variations of the proposed algorithm were implemented and tested. The implementation is available at [https://github.com/crinavar/xxxxx](https://github.com/crinavar/xxxxx).

#### 5.1 Variant #1: Recurrence

This variant is a direct CUDA bottom up implementation of the two-step MMA recursive method described in Algorithms 1and 2, and expressed in Eq. (13), with the inclusion of the chained MMAs feature. Different configurations of \( B, R \) were tested in order to find the values that lead to the best performance. Figure 3 shows the performance of different \( B, R \) configurations for an input of \( \sim 1 \) million numbers following a normal distribution \( \{\mu = 0, \sigma^2 = 1\} \).

From the plot one can observe that the curves follow an irregular sawtooth shape, and the fastest performance is obtained with \( B = 32, R = 5 \) followed by the configuration \( B = 128, R = 4 \). Future mentions of this variant use the \( B = 32, R = 5 \) setting. It is worth mentioning that this variant was initially implemented in two ways; (1) iterative kernel calls within a CPU loop and (2) CUDA cooperative groups to handle the iterations inside a single kernel launch. The first version was kept as it performed faster than the second. In addition, the second version had limitations on the grid size, because of the cooperative groups feature, which directly limited the range of the problem size.

2. The download link will be made available to the community in the published version of the article.
5.2 Variant #2: Single Pass

This variant implements the reduction as a single-pass kernel that combines three levels of computation: (1) chained MMAs, (2) warp-shuffle reductions and (3) atomic operations. First, $R$ parallel sequences of MMA operations occur for each warp in each block. Then, each block, using its first warp, reduces the warp results into a single value with one warp-shuffle reduction process. Lastly, all blocks reduce their results, using the first thread on each block, through atomic operations on the first global memory location. These three stages occur in a single kernel pass. Figure 4 illustrates the Chained MMAs approach, with its three types of computations involved in the reduction.

In principle, the atomic operations do not incur into a considerable performance penalty because the number of block results is significantly smaller than the original problem size. This effect is further increased for larger values of $R$ in the MMA chains. As with Variant #1, different configurations of $B, R$ were tested as well. Figure 5 shows the performance of different $B, R$ configurations for an input of $\sim 1$ million numbers following a normal distribution $[\mu = 0, \sigma^2 = 1]$. From the plot one can observe again an irregular sawtooth shape that is more pronounced for larger blocks, and less for smaller ones. The fastest configuration for this variant is obtained when using the configuration of $B = 128, R = 4$. Future mentions of this variant keep these values.

5.3 Variant #3: Split in Two

The third and last variant works under the assumption that while tensor cores are being used, classic GPU cores are potentially available to be used at the same time, providing more computational resources per second. Under this assumption, the implementation splits the data domain into two halves, the first one, being a fraction of $f$ from the whole domain, is for tensor core reduction using a chain of $R = 1$, while the second half, with a fraction of $1 - f$, is for the
classic GPU reduction using warp shuffle instructions. Similar to variant \#2, the whole reduction is done within a single kernel pass. Figure 5 shows the performance of the split variant for different fractions of warp-shuffle reductions.

![Figure 5: Performance of the single pass approach under different block sizes and values of $R$.](image)

![Figure 6: Performance of the split variant under different fractions of warp-shuffle reduction.](image)

### 5.4 Variants Performance and Error

The three variants are compared regarding two aspects: (1) speedup over a classic warp-shuffle reduction (does not use tensor cores, just regular CUDA FP32 cores) and (2) numerical error with respect to a CPU reduction using double precision. The tests were run on a TESLA V100 GPU, and additional performance results using a TITAN RTX can be found in Appendix B. **Note: the fastest variant found in this subsection is then compared with Nvidia’s CUB library in Section 6.**

Figure 7 shows the speedup of all variants with respect to a warp-shuffle reduction as well as their numerical error with respect to a CPU reduction in FP64 mode. From the runtime curves one can note that the single-pass is the fastest variant, closely followed by the recurrence variant, which is slow for small \(n\), but catches up in performance for large \(n\). On the other hand, the split approach is fast for small \(n\) but then becomes the slowest variant for large \(n\). In terms of speedup (top-right), the small gap between the single-pass and recurrence variants is more clear, with the single-pass achieving close to 4.5× of speedup, while the recurrence speedup is only slightly above 4.0× speedup. The split variant achieves almost 1.5× of speedup over the warp-shuffle approach. The split variant, although promising in theory, did not perform as fast as expected. It is probable that the assumption of the GPU being able to use its two types of processors (INT32/FP32 cores and Tensor cores) simultaneously may not be true, or other parameters not considered introduce a penalty in performance.

In terms of numerical error, in the normal distribution \([\mu = 0, \sigma^2 = 1]\) test (bottom left) all variants present less than 1% of numerical error with respect to the CPU reduction, once the input size is \(n \geq 10 \times 10^9\) numbers. These errors are in an order of magnitude close to the warp-shuffle reduction error which uses FP32 computation through all of its stages. For the uniform distribution \([0, 1]\) the variants present less numerical error, except for the recurrence variant which reached overflow for early values of \(n\), because it does not store partial results in FP32 precision.
Although in principle both the single-pass and recurrence variants are promising in terms of performance, the recurrence variant can only work in restricted numerical scenarios, such as a normal distribution, but not in any arbitrary one where the final result tends to increase (or decrease) as \( n \) grows. On the other hand, the single pass variant combines sub-results in FP32 precision, allowing it to be used in arbitrary scenarios without generating early overflow or underflow. For these reasons, the chosen variant for further comparisons is the single-pass variant.

6 Comparison with NVIDIA’s CUB library

The fastest variant found in the previous Section, i.e., the single-pass, is compared in terms of performance and error with respect to Nvidia’s CUB library \cite{29} in both FP16 and FP32 precision modes. CUB is is a software tool from Nvidia that offers several parallel computing patterns optimized for fast performance. One of the functions provided is the arithmetic reduction.

Figure 8 includes (1) runtime, (2) billion of elements per second (BEPS), (3) the percentage of numerical error with respect to a double-precision reduction on CPU, both in normal and uniform input distributions. The GPU used for these tests is a TESLA V100. Additional performance results using a TITAN RTX are included in Figure 10 from Appendix B. From the runtime curves one can notice that the single-pass variant is the fastest of three reduction methods, closely followed by CUB in FP16. In terms of BEPS, the single-pass achieves \( \sim 420 \) BEPS. The half and float versions of CUB achieve \( \sim 400 \) and \( \sim 200 \) BEPS, respectively. In terms of error percentage, for the normal distribution, the float computation of CUB-float is some orders of magnitude more precise than the single-pass and CUB-half, nevertheless these last two stabilize to \( \sim 0.1\% \) as \( n \) becomes larger. For the uniform distribution, the single-pass and CUB-float have both an error below 0.001%. The CUB-half version did not pass this test as the result overflowed at an early stage in the computation.

7 Conclusion and Discussion

The main contribution of this work is the presentation of a GPU-based arithmetic reduction that exploits the high performance of GPU tensor cores, from its formulation and analysis, to its implementation and experimental evaluation. From the analysis, the main results are the asymptotic time of the tensor core based algorithm, which is \( T_{tc}(n) = 5\log_{m^2}(n) \), and the speedup expression with respect to a classic parallel GPU reduction, which is \( S = \frac{4}{5}\log_{2}(m^2) \). It is interesting to note that the minimum value that makes the tensor core based reduction work, i.e. \( m = 2 \), already produces a speedup...
of $S > 1$ which is an improvement. Current GPUs such as the TESLA V100 perform $4 \times 4 \times 4$ MMA operations in one cycle at hardware level, meaning that in the present we have $m = 4$. An important result in this work is the fact that the experimental speedup achieved in practice by the single-pass variant practically matches the theoretical speedup when considering $m = 4$ which is $S \approx 3.2$. Somehow, the GPU computing cost model used in the analysis, while being simple, can still provide useful insights on what experimental performance to expect for an eventual implementation of a tensor-core based algorithm.

The chained MMA design is an important feature for all three variations proposed, as the best performance for the recurrence variant was $R = 5$ with Block size $B = 32$ and for the single-pass it was $R = 4$ with $B = 128$. In both cases, the chain value was $R \geq 1$ which could not have been found without considering a chain of MAAs. The tuning for best block size is also an important aspect to include in this work because we found that different GPU architecture work best using different block sizes (see Appendix B). From the three variations proposed, the single-pass became the fastest and most convenient one in terms of numerical error with respect to a double precision CPU reduction. When compared to a classic warp-shuffle reduction, the single-pass variant achieved over $3 \times$ of speedup, and when compared with CUB, it performed slightly faster than CUB-half and $2 \times$ faster than CUB-float, while not suffering the overflow effects of CUB-half. It is also important to note that when running the same tests with a TITAN RTX GPU (see Appendix B), the speedup was greater.

Although the recurrence variant was discarded because it did overflow with inputs following a uniform distribution, such as numbers uniformly distributed in the range $[0, 1]$, it is still important to note that this implementation may perform as fast or even faster than the single-pass approach for very large values of $n$, as this is often the case of asymptotic logarithmic behaviors, i.e., they may require very large problem sizes for the asymptotic behavior to manifest. Although it is incapable of handling uniform distributions, the recurrence variant may still be useful for reductions that do not generate overflow, such as inputs that follow a normal distribution.

The split approach seemed to be a promising variant in theory as it considered the use of regular CUDA cores with tensor cores at the same time. However in practice this variant was the slowest of the three proposed. It seems relevant to consider a deeper study to understand better in what conditions different kinds of GPU cores can work simultaneously, specially when considering the actual trend in technology to include ASICs of different purposes, such as the tensor cores and recently ray tracing cores.

Fig. 8: Runtime, BEPS and numerical error (normal and uniform) of all variants with respect to a warp-shuffle reduction.
The results obtained in this work have shown that there is a potential performance that can be exploited from GPU tensor cores, with applications in fields that are not necessarily related to machine learning such as simple reductions, which are a fundamental tool for computational physics (n-body simulations, spin lattice models, PDEs). The three key aspects for finding a fast reduction based on MMAs were (1) the formulation, (2) the asymptotic analysis and (3) the profiling to explore the optimal values of $R$ and $B$. In the future, we are interested in studying more computational patterns that can take advantage of tensor cores or ray tracing cores, such as accelerate GPU thread mapping or simulations in structured/unstructured spaces, as well as to perform a deeper study to understand how tensor core units can work simultaneously with regular cores.
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### Appendix A

### CUDA Tensor Core MMA Example

Listing 1: Simple MMA CUDA Kernel

```c
#include <mma.h>
#define BSIZE 256 // threads per block
#define WB 8 // warps per block
#define FS 256 // fragment total size
using namespace nvcuda::mma;

__global__ void mmakernel(half *a, half *b, float *c){
    // (1) declare fragments
    fragment<matrix_a,16,16,16,half, col_major> af;
    fragment<matrix_b,16,16,16,half, row_major> bf;
    fragment<accumulator,16,16,16,float> cf;

    // (2) fill fragment as constant mat
    float my_const = 1.0f;
    fill_fragment(cf, my_const);

    // (3) offset for unique regions per warp
    // warp ID
    int UID = threadIdx.x >> 5;
    int off = blockIdx.x*WB*FS + UID*FS;

    // (4) Load data into A and B fragments
    load_matrix_sync(af, a + off, 16);
    load_matrix_sync(bf, b + off, 16);

    // (5) matrix multiply accumulate
    mma_sync(cf, af, bf, cf);

    // (6) store result
    store_matrix_sync(c+off, cf,16,mem_row_major);
}
```

### Appendix B

### Results with a TITAN RTX GPU
Fig. 9: Runtime, speedup and numerical error of all variants with respect to a warp-shuffle reduction.

Fig. 10: Runtime, BEPS and numerical error (normal and uniform) of single-pass variant and CUB reductions.
Fig. 11: Plots for configuring $R$, $B$ values and split percentage values.