Disentangling Patterns and Transformations from One Sequence of Images with Shape-invariant Lie Group Transformer
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Abstract—An effective way to model the complex real world is to view the world as a composition of basic components of objects and transformations. Although humans through development understand the compositionality of the real world, it is extremely difficult to equip robots with such a learning mechanism. In recent years, there has been significant research on autonomously learning representations of the world using the deep learning; however, most studies have taken a statistical approach, which requires a large number of training data. Contrary to such existing methods, we take a novel algebraic approach for representation learning based on a simpler and more intuitive formulation that the observed world is the combination of multiple independent patterns and transformations that are invariant to the shape of patterns. Since the shape of patterns can be viewed as the invariant features against symmetric transformations such as translation or rotation, we can expect that the patterns can naturally be extracted by expressing transformations with symmetric Lie group transformers and attempting to reconstruct the scene with them. Based on this idea, we propose a model that disentangles the scenes into the minimum number of basic components of patterns and Lie transformations from only one sequence of images, by introducing the learnable shape-invariant Lie group transformers as transformation components. Experiments show that given one sequence of images in which two objects are moving independently, the proposed model can discover the hidden distinct objects and multiple shape-invariant transformations that constitute the scenes.

Index Terms—Representations, Lie Group, Shape Invariance

I. INTRODUCTION

When we see an apple fall from a tree, we do not view the scene as a change of an array of thousands of colored pixels. We derive the semantic components from raw sensory input and decompose the scene into an object and its falling motion. Furthermore, the apple can be subdivided into the leaf and the body, and the motion can be subdivided into its downward movement and rotation. In this way, viewing the world as a composition of basic components of objects and their changes is an efficient way to model a complex world, and understanding the structure of the world makes it easy to predict its future scene. Furthermore, by combining a finite number of objects and transformations, we can imagine and simulate an almost infinite number of scenes that cannot possibly exist.

Whereas adults can easily recognize objects and transformations, some research suggests that infants lack the ability to do so. It has been experimentally shown that infants are immature in understanding the geometric shape of an object and are unable to achieve a representation of its abstract shape [1]. In addition, it has been shown that infants under 18 months old had difficulty solving the shape-sorter toys [2], which implies that infants cannot discover the rotational transformation applied to the shaped blocks and recognize the shapes of holes as being different from those of the blocks. These studies suggest that the ability to recognize objects and transformations is acquired through development.

Models that attempt to autonomously learn the compositionality of observed images are called representation learning models, and have been studied extensively. Recently, some generative models using deep neural networks have been proposed [3], [4] and they are said to discover underlying generation factors (e.g., position, size, and so forth) in an unsupervised manner from raw images. Some models can also handle multi-object scenes through the iterative application of a generative model on an image [5], [6]. However, in such probabilistic approaches, information about objects and transformations is jointly represented in the latent space. In other words, models do not consider objects and transformations as separate things as humans do. In addition, probabilistic approaches require a huge number of training data. The ability to process unknown objects is important to realize generalizable recognition and prediction, similar to those of humans. If attempting to realize transformations applicable to any objects with statistical models, the number of training data has to infinitely increase. Furthermore, it has been theoretically and empirically proven that it is impossible to learn a disentangled representation based solely on statistical independence [7].

Instead of statistical properties, it is natural to make use of algebraic properties. Otsu proposed a pattern recognition theory using Lie group theory [8]. According to the theory, information that patterns contain is separated into two kinds of features, features invariant to transformations and the ones affected by transformations. For example, even if a certain pattern is moved or rotated, still we can recognize the pattern
because those symmetry transformations affect the position
or the angle but do not affect the information about the
identity of patterns such as the shape. Some models were
developed to obtain the symmetry transformations from the
images by trying to approximate the Lie group operator by the
spatio-temporal matrix filters [9–13]. However, those models
require a lot of training data, usually more than 1000, because
they estimate parameters using stochastic methods. Regarding
this problem, Takada et al. focused on the fact that transforma-
tions defined by ordinary differential equations (ODE) always
satisfy requirements of the Lie group and proposed a model to
discover a shape-invariant symmetry transformation from few
examples by exploiting the a priori embedding of Lie group
properties [14]. This method is, however, not equipped with
pattern-identification mechanism. According to the theory, the
identity of patterns can be viewed as the invariant features
against symmetry transformations; therefore, we can expect
that the patterns can naturally be extracted by expressing
transformations with symmetric Lie group transformers and
reconstructing the scenes with them. Based on this idea, we
propose a novel approach to disentangle the scenes into the
minimum number of both patterns and transformations without
any supervision, by introducing the shape-invariant Lie group
transformer [14] to represent symmetry transformations. In
experiments, we show our proposed method can discover the
hidden components of patterns and transformations that
constitute the scenes only from one sequence of images.

II. FORMULATION

We first describe how the recognition of patterns and
transformations is formulated in the research by Otsu [8].
In this theory, patterns can be described as the function
p(x, y) ∈ R) and the set of such functions forms the
pattern space P2. Here, a transformation applied to the
pattern is a mapping T from P2 to P2. A certain shape-
invariant transformation to a pattern p generally consists of a
combination of several basic shape-invariant transformations
with one transformation quantity parameter λ ∈ R, which as
a whole form a continuous group.

\[ T(\lambda_1, \ldots, \lambda_N)p = T_N(\lambda_N) \cdots T_1(\lambda_1)p. \]  
Each basic transformation \( T_k(\lambda_k) \) is assumed as a Lie group
operator, which meets the following conditions:

\[ T(\mu) + T(\lambda) = T(\lambda + \mu) \]
\[ T(0) = I \quad \text{(Identity operator)} \]
\[ T(\lambda)^{-1} = T(-\lambda) \quad \text{(Inverse operator)}. \]  

The recognition of pattern \( p \) can be formulated as obtaining
a function \( \Phi \) which returns the same value for the same
patterns, irrespective of what transformation it is applied to.
Therefore, the function \( \Phi \) meets the equation: \( 0 = \Phi[T(\lambda)p] - \Phi[p] \). By contrast, recognizing the transformation \( T_k \) is to
obtain a function \( \Phi \) that derives the corresponding transformation quantity \( \lambda_k \) from the patterns before and after the
transformation, as is in the equation: \( \lambda_k = \Phi[T_k(\lambda_k)p] - \Phi[p] \). Based on the above, if we assume that the observed
sequential images of the changing world \( \{X_i | i = 0, 1, \ldots, N\} \)
are expressed as a superimposition of multiple patterns inde-
dependently undergoing multiple transformations, the observed
image \( X_i \) at timestep \( i \) in the sequence can be described as follows:

\[ X_i = \sum_{l=1}^{L} \left( \prod_{k=1}^{K} T_k(\lambda_{k,l,i}) \right) P_l \]
\[ = T_1(\lambda_{1,1,i}) \circ T_2(\lambda_{2,1,i}) \circ \cdots \circ T_K(\lambda_{K,1,i}) P_1 \]
\[ + T_1(\lambda_{1,2,i}) \circ T_2(\lambda_{2,2,i}) \circ \cdots \circ T_K(\lambda_{K,2,i}) P_2 \]
\[ + \cdots \]
\[ + T_1(\lambda_{1,L,i}) \circ T_2(\lambda_{2,L,i}) \circ \cdots \circ T_K(\lambda_{K,L,i}) P_L. \]

Note that \( P_1, P_2, \ldots, P_L \) \( (L \in \mathbb{N}) \) are distinct patterns that
exist in the sequence, \( T_1, T_2, \ldots, T_K \) \( (K \in \mathbb{N}) \) are the
basic shape-invariant transformations with one parameter,
and \( \lambda_{k,l,i} \) is a transformation quantity of transformation \( T_k \)
that is applied to the pattern \( P_l \) in the scene \( X_i \) from the initial
scene \( X_0 \). In this formulation, we define pattern primitives
\( P_1, \ldots, P_L \) using the initial scene \( X_0 \). Meaning, the following
equation holds:

\[ P_1 + P_2 + \cdots + P_L = X_0. \]

We use the product operator \( \prod T_k \) to denote the composite
functions \( T_1 \circ T_2 \circ \cdots \circ T_K \). Fig. 1 shows how the scene
\( X_i \) should be reconstructed with patterns \( P_1, \ldots, P_L \) and
transformations \( T_1, \ldots, T_K \). We aim to develop a model that
can determine those hidden basic patterns \( P_1, \ldots, P_L \) and
transformations \( T_1, \ldots, T_K \) from only one observed sequence
without supervision.

III. PROPOSED MODEL

A. Model architecture
Let us suppose a sequence of images \( X_{\text{seq}} = \{X_i | i = 0, 1, \ldots, N\} \) in which several transformations are applied to
objects independently. Note that in this study, for simplicity, we assume that the observed images are gray-scale images in which the regions where the patterns are placed are activated and pixel values of the background are set to zero. The goal of our proposed model is to determine the patterns and transformers by which the given sequence can be reconstructed. To do so, we initialize the multiple untrained pattern primitives and transformers with which we build architecture as is shown in Fig. 1. We then update the parameters of patterns and transformers so that the error between $X_{seq}$ and reconstructed sequence $Y_{seq} = \{Y_i\}_{i=0,1,\ldots,N}$ is minimized. Here, reconstructed scene $Y_i$ is computed as $Y_i = \sum_{l=1}^{L} \left( \prod_{k=1}^{K} T_k(\tilde{\lambda}_{k,l,i}) \right) \tilde{P}_i$ and $\tilde{P}$ and $\tilde{\lambda}$ represent estimated pattern primitives and transformation quantities respectively, and $T$ represents the transformation functions whose model parameters are estimated parameters. In the following paragraph, we describe the detailed descriptions of pattern primitives and transformers.

Pattern primitives are initialized as images $P_l \in \mathbb{R}^{H \times W}$, where $H$ and $W$ are the height and width of each image. As mentioned in the equation (6), the superimposition of pattern primitives should be equal to the initial scene $X_0$, thus we obtain $P_l$ by applying weight matrix $W_l$ with the initial image $X_0$ (i.e., $P_l = X_0 \odot W_l$) and guarantee that the sum of the patterns becomes $X_0$. Such weight matrices are initialized by a random number and updated through training.

As for transformers, we employ the shape-invariant Lie group transformer [14] which is embedded with an ODE in its dynamics. In practice, this dynamics is implemented by NeuralODE [15] and applies a transformation by moving pixels individually to another location to guarantee the invariance to the shape of the input pattern. The destination of each pixel $[x(t), y(t)]^T$ is determined by solving an ODE using the transformation quantity $\lambda$ as the time for the ODE and the initial position of the pixel as the initial value, as in the following equation (7):

$$\frac{d}{dt} [x(t), y(t)] = f\left( [x(t), y(t)] \right) = A [x(t), y(t)] + b. \quad (7)$$

Here, the coordinates are mapped so that the center, bottom-right, and top-left points in the image correspond to $[0, 0], [1, 1], [-1, -1]$, respectively. The parameters $A \in \mathbb{R}^{2 \times 2}$ and $b \in \mathbb{R}^2$ are the model parameters that are initialized with random numbers and updated through training. Hereinafter, these parameters $A$ and $b$ are collectively referred to as $\theta$. The main features of this transformer are (a) satisfying the properties (equation (2)(3)(4)) of the Lie group operators, and (b) the applicability of a transformation to any unknown shapes of patterns. Especially the feature (b) is important, because if the transformer is variant to different patterns, we cannot combine the transformation and pattern components freely and express new scenes, which means we would need a new transformer for each pattern and this is extremely inefficient for modeling the world.

In addition, transformation quantities $\Delta \lambda_{k,l,i}$ are randomly initialized for each transformation, pattern, and timestep. Note that the value $\Delta \lambda_{k,l,i}$ denotes the transformation quantity of transformation $T_k$ applied to pattern $P_l$ at scene $X_i$ from the previous scene $X_{i-1}$ and the variable $\lambda_{k,l,i}$ is expressed as the following equation: $\lambda_{k,l,i} = \sum_{i=1}^{\prime} \Delta \lambda_{k,l,i'}$ ($\lambda_{k,l,0} = 0$).

Because the model does not know how many patterns and transformations are hidden in the given sequence prior to training, we have to prepare a redundant number of untrained pattern primitives and transformers, and throughout the training, we expect such redundant components to be identity elements. In other words, we expect redundant pattern primitives to be zero matrices, and redundant transformers to be identity mappings.

**B. Objective function**

Using initialized patterns, transformers and transformation quantities, the estimated scene $Y_i$ can be obtained by superimposing the estimated patterns that several estimated transformations are applied to. All estimated patterns, model parameters of transformers and transformation quantities are optimized so that the error between the observed sequence and the reconstructed sequence is minimized. Now, we consider the objective function $\mathcal{L}_P$ for the learning patterns and $\mathcal{L}_T$ for the transformers. With such objective functions, we aim to obtain the optimal parameters $\tilde{P}, \tilde{\theta}, \tilde{\lambda}$ by solving the equations (8) below:

$$\tilde{P} = \min_\mathcal{P} \mathcal{L}_P(X_{seq}, Y_{seq}, P) \quad \tilde{\theta}, \tilde{\lambda} = \min_{\theta, \lambda} \mathcal{L}_T(X_{seq}, Y_{seq}, \theta, \lambda). \quad (8)$$

In our proposed method, we aim to obtain such optimal patterns and transformations using the gradient descent, and the algorithm for obtaining them is shown in Algorithm 1.

---

**Algorithm 1 Composition Learning Algorithm**

1. Initialize $\{P, \theta, \lambda\}$
   $\triangleright$ Initialization
2. while $\{P, \theta, \lambda\}$ not converged do
3.     for each $i \in \{0, 1, \ldots, N\}$ do
4.         $Y_i \leftarrow \sum_{l=1}^{L} \left( \prod_{k=1}^{K} T_k(\tilde{\lambda}_{k,l,i}) \right) \tilde{P}_i$
5.     end for each
6.     $\Delta \theta \leftarrow \nabla_\theta \mathcal{L}_T$
7.     $\theta \leftarrow \text{update}(\theta, \Delta \theta)$
$\triangleright$ Update $\theta$
8.     $\Delta \lambda \leftarrow \nabla_\lambda \mathcal{L}_T$
9.     $\lambda \leftarrow \text{update}(\lambda, \Delta \lambda)$
$\triangleright$ Update $\lambda$
10. for each $i \in \{0, 1, \ldots, N\}$ do
11.     $Y_i \leftarrow \sum_{l=1}^{L} \left( \prod_{k=1}^{K} T_k(\tilde{\lambda}_{k,l,i}) \right) \tilde{P}_i$
12. end for each
13. $\Delta P \leftarrow \nabla_P \mathcal{L}_P$
14. $P \leftarrow \text{update}(P, \Delta P)$
$\triangleright$ Update $P$
15. end while

Patterns and transformers are learned to better reconstruct the given sequence. We use the mean square error (MSE) loss as the reconstruction loss for pattern training. By contrast, we employ the masked-MSE [14] as the reconstruction loss.
for a training transformation. In addition to the reconstruction losses, auxiliary loss functions are introduced to the full objective. These loss functions are additional constraints so that the model can reconstruct the given sequence only with the minimum number of components.

The auxiliary loss function for learning patterns is the pattern-entropy loss $L_{\text{ptn-entropy}}$, as defined in equation (9).

$$L_{\text{ptn-entropy}} = -\sum_{l=1}^{L} Q_l \log Q_l.$$  (9)

Intuitively, patterns that make the exactly same movements should be regarded as the same pattern. To compute the pattern-entropy $L_{\text{ptn-entropy}}$, the value $Q_l$, which is the ratio of the area occupied by an estimated pattern $P_l$ in the observed image $X_0$, is computed and we compute this ratio for all estimated patterns and obtain the average amount of information (entropy) by viewing these ratios as probabilities. By minimizing this entropy, we aim to encourage the model to lump all patterns that are moving together. Therefore, the full objective function for the learning patterns is equation (10).

$$L_P = \sum_{i=1}^{N} r^i ||X_i - Y_i||^2_2 + \alpha L_{\text{ptn-entropy}} \quad (r, \alpha \in \mathbb{R}).$$  (10)

Here, the variable $r$ is a discount rate such that the reconstruction in the near future will be prioritized, and the variable $\alpha$ is the coefficient for the auxiliary loss.

To train the transformers, we introduce three auxiliary loss functions. The first auxiliary loss $L_{\text{L1-reg}}$ is L1-regularization for the transformers. This encourages the transformers to have simpler parameters. Now that we are applying the L1 regularization to the model parameters $A$ and $b$, the scale of transformation quantity $\lambda$ should be fixed because otherwise the scale of the model parameters (the values in $A$ and $b$) can be infinitely small. We thus introduce $\lambda$-scale-fixing loss $L_{\lambda-scale}$. Using method, we expect the largest estimated transformation quantity to be 1. Thus, $L_{\lambda-scale}$ is computed as the sum of errors between estimated transformation quantities $\hat{\lambda}_{k, t, i}$ and normalized transformation quantities $\hat{\lambda}_{k, t, i} = \max_k \{\lambda_{k, t, i}^L \mid \lambda_{k, t, i}^L \geq 1, \ldots, \hat{\lambda}_{k, t, i}^L\}$. Furthermore, we introduce the inner product loss between any two transformers. Generally speaking, the conditions for the value of the inner product to be zero are either two vectors becoming orthogonal, or the norm of either one of the vectors becoming zero. For the latter reason, we can expect a redundant transformer to be the identity mapping. These losses are defined in the following equations (11)(12)(13).

$$L_{\text{L1-reg}} = \sum_{k=1}^{K} ||\hat{\theta}_k||_1.$$  (11)

$$L_{\lambda-scale} = \sum_{k, i} \left|\hat{\lambda}_{k, t, i} - \frac{\hat{\lambda}_{k, t, i}}{\max \{\hat{\lambda}_{k, t, i} \mid \hat{\lambda}_{k, t, i} \geq 1, \ldots, \hat{\lambda}_{k, t, i} \}}\right|$$  (12)

$$L_{\text{inner-prod}} = \sum_{i=1}^{K-1} \sum_{j=i+1}^{K} \langle \tilde{A}_i, \tilde{A}_j, \rangle + \langle \tilde{b}_i, \tilde{b}_j \rangle.$$  (13)

Here, $\tilde{A}_k, \tilde{b}_k \ (k=1, 2, \ldots, K)$ refer to the model parameters of the transformer $T_k$, and we compute the inner product between matrices by vectorizing them. With these loss functions, the full objective for learning the transformers and transformation quantities is the following equation (14):

$$L_T = \sum_{i=1}^{N} r^i ||X_i - Y_i \odot X_i||^2_2 + \beta L_{\text{L1-reg}} + \gamma L_{\lambda-scale} + \delta L_{\text{inner-prod}} \quad (\beta, \gamma, \delta \in \mathbb{R}).$$  (14)

IV. EXPERIMENTS

A. Datasets and Experimental Setting

Using the above proposed model, we conducted an experiment to determine distinct basic hidden patterns and transformations from a single sequence. We trained our model on our custom-dataset in which “X”-shaped and “O”-shaped patterns are independently moving in the XY-plane. The sequence of images used in this experiment is shown in Fig. 2. The goal of this experiment is to obtain these two distinct patterns and two mutually orthogonal transformations such that translations to any directions can be realized. In this experiment, because the given sequence contains only two patterns and transformations, we redundantly prepare three pattern primitives and transformers. We set the coefficient values for the auxiliary loss $\alpha, \beta, \gamma, \delta$ as $1 \times 10^{-3}, 1 \times 10^{-4}, 1 \times 10^{-1}, 1 \times 10^{-4}$, respectively.

B. Results

After training, we found that distinct patterns and transformations that constitute the given sequence were obtained without any supervision. Obtained pattern primitives and the reconstructed sequence are shown in Fig. 3. The top row is the given sequence, and the images surrounded by the red line are obtained pattern primitives $P_1, P_2$, and $P_3$. The second, third and fourth rows at the top are the sequences $S_{P_1}, S_{P_2}$, and $S_{P_3}$ generated by applying the composite transformation $T_3 \circ T_2 \circ T_1$ to $P_1, P_2, P_3$ respectively. The sequence at the bottom row $Y_{seq}$ is the reconstructed sequence generated by superimposing sequences $S_{P_1}, S_{P_2}$ and $S_{P_3}$. From this figure, we can observe that the sequence is reconstructed very well. In addition, we can see that two distinct patterns (“O”-shaped pattern as $P_2$ and “X”-shaped pattern as $P_3$) are discovered.
Given sequence $X_{\text{seq}}$
Learned pattern $P_1, P_2, P_3$
Superimposed sequence of $S_P_1, S_P_2$ and $S_P_3$: $Y_{\text{seq}}$

$S_{p_1} = \prod_{k=1}^{3} T_k(\lambda_k, 1, i) P_1$

$S_{p_2} = \prod_{k=1}^{3} T_k(\lambda_k, 2, i) P_2$

$S_{p_3} = \prod_{k=1}^{3} T_k(\lambda_k, 3, i) P_3$

and the third primitive, which was redundant, converged at zero (black image).

We also evaluate the obtained transformers $T_1, T_2$, and $T_3$. To see what type of transformers they converged into, we apply the obtained transformer to an untrained object and observe the transition made by each transformer. Fig. 3(a) shows how a pattern changes as it undergoes transformations from each obtained transformer, and the first, second and bottom rows correspond to the transition by the transformer $T_1$, $T_2$, and $T_3$, respectively. The horizontal axis indicates the amount of transformation applied to the object with the middle point set to zero, and the transformation quantity $\lambda$ increases from left to right. The images at the center column ($\lambda = 0$) are identical to the original images before the transformation. From Fig. 3(a), we can see that the transformer $T_1$ is an identity map that do not move the pattern and the transformers $T_2$ and $T_3$ are translations that move the pattern horizontally and vertically, respectively.

The visualized transformation fields formed by each obtained transformer are shown in Fig. 4(b). The red, blue and green arrows within the field correspond to the transformers $T_1, T_2$, and $T_3$, respectively. These arrows represent the direction and the magnitude of the transformation applied to each point. Specifically, these arrows represent the gradient vector $A[x, y]^T + b$ at each point $[x, y]^T$. Note that the variables $A$ and $b$ are model parameters mentioned in equation (7). From Fig. 4(b), we can see that the blue arrows of the field for transformer $T_2$ are pointing toward the right, and the green arrows for the transformer $T_3$ are pointing to the bottom. Therefore, it can be said that the translation transformers $T_2$ and $T_3$ became the mutually orthogonal translation transformers. Furthermore, the arrows formed by the transformer $T_1$, which are in red, can not be observed. This implies that the transformation field of the transformer $T_1$ converged into a zero-vector field.

The exact values of $A$ and $b$ for each transformer obtained are shown in TABLE I and relatively large values are highlighted in bold. From this table, we can see that the values of elements in the weight matrix $A$ of all transformers are relatively small and can be ignored. In transformer $T_2$, the first value of the bias term $b$ is large, and in the transformer $T_3$, the second values in the bias term $b$ is large. Generally speaking, the horizontally or vertically translating point $z(\lambda) = [x(\lambda), y(\lambda)]^T$ conforms to the ODEs

$$\frac{dz(\lambda)}{d\lambda} = \begin{bmatrix} k \end{bmatrix}, \quad \frac{dz(\lambda)}{d\lambda} = \begin{bmatrix} 0 \end{bmatrix} \quad (k \in \mathbb{R}),$$

respectively. Therefore, it can be deduced that the transformer $T_2$ converged at a horizontal translation and $T_3$ converged at a vertical translation. Because those two translations are not parallel, it can be deduced that the transformers $T_2$ and $T_3$ are linearly independent. By contrast, the bias term of the transformer $T_1$ is small and near zero, thus we can see that transformer $T_1$ converged at the identity mapping.

![Figure 3](image1)
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**TABLE I**

| ODE PARAMETERS FOR EACH TRANSFORMER |
|-------------------------------------|
| $A$                                 | $b$                                     |
|\begin{bmatrix}
1.1 \times 10^{-3} & -1.6 \times 10^{-2} \\
-3.6 \times 10^{-3} & 6.3 \times 10^{-3}
\end{bmatrix} | \begin{bmatrix} 5.6 \times 10^{-4} \\
2.3 \times 10^{-2} \end{bmatrix} | transformer 1 |
|\begin{bmatrix}
-4.9 \times 10^{-3} & 9.5 \times 10^{-3} \\
-1.4 \times 10^{-3} & -2.4 \times 10^{-3}
\end{bmatrix} | \begin{bmatrix} 9.7 \times 10^{-4} \\
1.4 \times 10^{-2} \end{bmatrix} | transformer 2 |
|\begin{bmatrix}
1.8 \times 10^{-3} & 1.7 \times 10^{-2} \\
-8.5 \times 10^{-3} & 7.2 \times 10^{-3}
\end{bmatrix} | \begin{bmatrix} 4.6 \times 10^{-2} \\
1.0 \end{bmatrix} | transformer 3 |

C. Experiments with different sequences

We conducted the same experiments with different sequences and the results are shown in Fig. 5 and Fig. 6. In each figure, (a) shows the given sequence, (b) shows obtained patterns and (c) shows the fields formed by the obtained transformers. From Fig. 5, we can see that two patterns and two orthogonal transformers were successfully obtained from the sequence in which “Y”-shaped and “O”-shaped patterns were moving. As for Fig. 6, we can see that while two distinct patterns were properly discovered, only one translation transformation was obtained and other two transformers converged to identity mappings. This is because two patterns are actually moving in almost the same direction and only one translation is sufficient to reconstruct the scenes.
We hypothesized that the observed world is made of a combination of basic patterns and transformations, and we built architecture to determine the hidden components of patterns and transformations. We expected that the identity of a pattern such as the shape can naturally be extracted by representing the transformations to the pattern as the symmetry transformations and attempting to reconstruct the observed scene with them. We thus employed the shape-invariant Lie group transformer to represent the symmetry transformations. We trained our model on our custom dataset in which two distinct patterns move independently and showed transformations. We trained our model on our custom dataset of patterns and transformations. We expected that the identity of a pattern such as the shape can naturally be extracted by representing the transformations to the pattern as the symmetry transformations and attempting to reconstruct the observed scene with them. We thus employed the shape-invariant Lie group transformer to represent the symmetry transformations. We trained our model on our custom dataset in which two distinct patterns move independently and showed transformations. We trained our model on our custom dataset of patterns and transformations.}

V. Conclusion

In this study, a novel approach to breaking an observed image down to the minimum number of basic components is proposed. We hypothesized that the observed world is made of a combination of basic patterns and transformations, and we built architecture to determine the hidden components of patterns and transformations. We expected that the identity of a pattern such as the shape can naturally be extracted by representing the transformations to the pattern as the symmetry transformations and attempting to reconstruct the observed scene with them. We thus employed the shape-invariant Lie group transformer to represent the symmetry transformations. We trained our model on our custom dataset in which two distinct patterns move independently and showed that the model can acquire such distinct patterns and mutually orthogonal transformers from only one sequence of images, with unnecessary elements converging into identity elements. We trained the multi-object VAE [5] on the same dataset and observed that it failed to discover the hidden patterns and transformations from such a small dataset. Our model shows some important features of human-like intelligent agents that can discover the components of the scenes from few experiences. This ability is important because understanding the structure of the world makes it easy to predict future world scenes and once the basic components are obtained, by combining them, nearly an infinite number of new scenes can be simulated.

However, our proposed model has several issues to be resolved. The Lie group transformer used in our model can deal with the rotation only when the center of rotation is fixed [14]. If a pattern is moving while rotating, the center of rotation will not be fixed. Therefore, our model cannot currently deal with the translation-rotation disentanglement, which is an urgent issue. Another issue is handling a sequence in which more complicated transformations such as a deformation occurs. Our research is based on the research about the shape-invariant transformations, and the free-form deformation, which will likely to be variant to the pattern (e.g., font changes of characters), is outside the scope of the original formulation [8] thus generalizing the theory would be an important future issue.
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