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Abstract. We study walk algebras and Hecke algebras for Kac-Moody root systems. Each choice of orientation for the set of real roots gives rise to a corresponding “oriented” basis for each of these algebras. We show that the notion of distinguished subexpression naturally arises when studying the transition matrix between oriented bases. We then relate these notions to the geometry of Kac-Moody flag varieties and Bott-Samelson varieties. In particular, we show that the number of points over a finite field in certain intersections of these varieties is given by change of basis coefficients between oriented bases of the Hecke algebra. Using these results we give streamlined derivations of Deodhar’s formula for R-polynomials and point-counting formulas for specializations of nonsymmetric Macdonald polynomials $E_\lambda(q, t)$ at $q = 0, \infty$.

1. Introduction

Alcove walk algebras were introduced in [Ram] to study the combinatorics of affine Hecke algebras and Hall-Littlewood polynomials. The purpose of this paper is to study walk algebras for general Kac-Moody groups. Roughly speaking, the walk algebra is obtained from the Hecke algebra by forgetting the braid relations and weakening the quadratic relations; thus the Hecke algebra is naturally a quotient of the walk algebra.

For each orientation of the set of real roots we define a basis of the walk algebra indexed by subexpressions. Our first aim is to investigate the combinatorics of these bases. We show that the change-of-basis matrix between oriented bases is controlled by a subset of distinguished subexpressions depending on the chosen pair of orientations (Theorem 4.6). The notion of distinguished subexpression (for certain choices of orientations) originated in the work of Deodhar [Deo] and has also played an important role in work of Billig and Dyer [BD]. It also appears in the works of Gaussent and Littelmann [GL] and Schwer [Sch] (as positively folded galleries); and in the works of Ram [Ram] and Parkinson, Ram, and Schwer [PRS] (as positively folded alcove walks). We demonstrate, generalizing [Ram], that the definition of distinguished subexpressions arises naturally as a consequence of the relations in the walk algebra.

D.M. was partially supported by a PIMS postdoctoral fellowship.
D.O. was partially supported by NSF grant DMS-1600653.
After establishing the basic result on change of oriented bases in walk algebras, we descend to the Hecke algebra and relate the change of basis coefficients to point counting in Kac-Moody flag varieties (Theorem 5.6). Up to a simple normalization, the change of basis coefficients from the standard orientation to another orientation are given by the number of points over a finite field in certain orbit intersections in the flag variety. This equality is already known as a consequence of [BD] Theorem 5, but our approach is different. We mention that oriented bases of Hecke algebras appeared in earlier works of Dyer [Dy, Dy2]. More recently, work of Gobet [Go] establishes the positivity of the expansion coefficients of the Kazhdan-Lusztig basis of the Hecke algebra into any fixed oriented basis.

Our primary goal in this paper is to provide a synthesized exposition of various results and ideas from [BD], [GL], [Ram], and [PRS]. In addition to our investigation of walk algebras, one novelty of our presentation is that we give a different, more geometric proof of the point-counting result described above. This proof, which is inspired by the methods of [GL], uses the Bott-Samelson resolution of Schubert varieties. We believe that for certain audiences this proof may be more approachable than existing proofs which involve direct manipulation of relations in the Kac-Moody group.

We use these results to give streamlined derivations of Deodhar’s formula for $R$-polynomials [Dec] and point-counting formulas for nonsymmetric Macdonald polynomials $E_\lambda(q, t)$ at $q = 0, \infty$. In both of these situations we emphasize the role played by change of oriented bases. We discuss how the point-counting formula for nonsymmetric Macdonald polynomials at $q = 0$ relates to a similar result of [Ion].

In future work we aim to adapt the constructions of this paper to the setting of $p$-adic Kac-Moody groups and their Iwahori-Hecke algebras (see [BKP, BGR, M] for existing work on this topic). One promising direction is to incorporate the work of Gaussent and Rousseau ([GR1, GR2]) into the present exposition. Their work suggests that the notion of expression, which is a sequence of Weyl group elements indexed by integers, should be replaced with a certain type of continuous path in the coweight space indexed by the interval $[0, 1] \subseteq \mathbb{R}$. For example, they work with a notion called “Hecke path” that appears to be a useful proxy for the notion of positively folded alcove path.

Another promising direction is to incorporate the combinatorial study of the object that replaces the Weyl group. This object is no longer a Coxeter group, but it carries a natural Bruhat order, introduced in [BKP], and a length function [M, MO] compatible with this order. Conjectures about point-counting in double-affine flag varieties were made using this length function in [MO, §8.2]. A full generalization of the results of this note would include answers to these conjectures. With such a goal in mind, one of our initial motivations for writing this note was to give an exposition that is likely to generalize to the $p$-adic Kac-Moody setting.
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2. Notation and preliminaries

Let us consider a Kac-Moody root system with index set $I$, Weyl group $W$, simple roots $\Pi = \{\alpha_i\}_{i \in I}$, and simple reflections $S = \{s_i\}_{i \in I}$. For $s_i \in S$, we will abuse notation and sometimes write $\alpha_{s_i} = \alpha_i$.

Imaginary roots will not play a role in what we do, so when we say root we mean real root. Let us write $\Delta_+$ (resp. $\Delta_-$) for the set of positive (resp. negative) roots. Let $\ell : W \to \mathbb{N}$ be the length function.

For a positive integer $r$, we write $[r] = \{1, 2, \ldots, r\}$.

2.1. Expressions and subexpressions. An expression of length $r$ is a $r$-tuple $\sigma = (\sigma_1, \ldots, \sigma_r) \in S^r$. For any such $\sigma$ there is a unique $r$-tuple $(i_1, \ldots, i_r) \in I^r$ such that $\sigma = (s_{i_1}, \ldots, s_{i_r})$.

A subexpression $\tau$ of $\sigma$ is a $r$-tuple $\tau = (\tau_1, \ldots, \tau_r) \in S^r$ such that $\tau_j \in \{e, s_{j}\}$. Note $\tau$ consists of the data of the $r$-tuple $(\tau_1, \ldots, \tau_r)$ and the expression $\sigma$, i.e., $\tau$ remembers of which expression it is a subexpression. Notationally, let us write $\tau \leq \sigma$ to indicate that $\tau$ is a subexpression of $\sigma$. Let us also write $\sigma \leq \sigma$ for the full subexpression that agrees with $\sigma$ in every slot.

Given two subexpressions $\tau, \rho$ of $\sigma$, we say that $\rho$ is a subexpression of $\tau$, denoted $\rho \leq \tau \leq \sigma$, if $\tau_k = e$ implies $\rho_k = e$. Given a subexpression $\tau = (\tau_1, \ldots, \tau_r)$ let us define the product of $\tau$ by

\[
\pi(\tau) = \tau_1 \cdots \tau_r.
\]

2.2. Orientations. An orientation $A$ is a decomposition of $\Delta = \Delta^+ \cup \Delta^-$ such that $\Delta^+ \cap \Delta^- = \emptyset$, $\Delta^+ = -\Delta^-$, and $\Delta^+$ is convex:

\[
\alpha, \beta \in \Delta^+ \text{ and } a\alpha + b\beta \in \Delta \text{ for } a, b > 0 \text{ implies } a\alpha + b\beta \in \Delta^+.
\]

Given a root $\beta$, we will write $\beta >_A 0$ if $\beta \in \Delta^+_A$ (and $\beta <_A 0$ if $\beta \in \Delta^-_A$). Let us write $A_0$ for the standard orientation where $\Delta^+_A = \Delta^+$.

Example 2.3. The Weyl group acts on the set of orientations as follows. Given an orientation $A$ and $x \in W$, we can form a new orientation $x(A)$ by defining $\beta >_{x(A)} 0$ if and only if $x^{-1}(\beta) >_A 0$.

Example 2.4. For any orientation $A$, its negative $-A$ is the orientation with $\Delta^-_A = -\Delta^+_A$.

Given an orientation and a root $\beta$, we define the sign of $\beta$ with respect to $A$ by

\[
\text{sgn}_A(\beta) = \begin{cases} +1 & \text{if } \beta >_A 0 \\ -1 & \text{if } \beta <_A 0 \end{cases}.
\]

Example 2.6. Suppose that $\Delta = \{\alpha + n\delta \mid \alpha \in \Delta_\alpha, n \in \mathbb{Z}\}$ is an irreducible root system of untwisted affine Kac-Moody type. Here $\Delta_\alpha$ is a Kac-Moody root system of finite-type and the positive roots $\Delta_+$ are those $\alpha + n\delta$ such that $n \geq 0$ and $n > 0$ if $\alpha \in (\Delta_\alpha)_-$. Another important orientation is the periodic orientation $A_{\infty}$, which is defined by $\alpha + n\delta >_{A_{\infty}} 0$ if and only if $\alpha \in (\Delta_\alpha)_+$. We also define $A_{-\infty} = -A_{\infty}$. We note that the orientations $A_{\infty}$ are not of the form $x(A_0)$ for any $x \in W$.

Remark 2.7. In [BD, Introduction], one finds some remarks on the classification of orientations. Here we simply mention that in finite Kac-Moody type, all
orientations are of the form \(x(A_0)\) for \(x \in W\), while in affine Kac-Moody type, there are finitely many orientations up to the action of the Weyl group.

**Remark 2.8.** Let \(\hat{\Delta} \supset \Delta\) be the set of all real and imaginary roots of the given Kac-Moody root system. One may define an orientation of \(\hat{\Delta}\) as above, but with the convexity assumption relaxed by replacing \(a\alpha + b\beta\) in (2.2) simply by \(\alpha + \beta\). The intersection of such an orientation of \(\hat{\Delta}\) with \(\Delta\) produces an orientation of \(\Delta\) in the sense defined above (using (2.2)). In fact, it follows from the proof of [BD Proposition 1] that the orientations of \(\Delta\) obtained in this way are exactly those of the form \(\Delta_+ \cap P\), where \(P\) is the cone of elements greater than or equal to 0 with respect to some lexicographic ordering of the \(\mathbb{R}\)-span of \(\Delta\). The latter are known as geometric orientations of \(\Delta\), which form in general a proper subset of all orientations of \(\Delta\). However, the applications considered in this paper involve only geometric orientations.

### 2.3. The length function.

The following discussion of the length function will be used when we relate the change-of-basis coefficients for oriented bases to point-counting in Kac-Moody flag varieties.

Following Dyer [Dy], we define for any orientation \(A\) a length function \(\ell_A : W \to \mathbb{Z}\) defined by

\[
\ell_A(w) = \sum_{\alpha \in \text{Inv}(w^{-1})} \text{sgn}_A(\alpha) = \ell(w) - 2\#(\text{Inv}(w^{-1}) \cap \Delta_+)
\]

where \(\text{Inv}(w^{-1}) = \Delta_+ \cap w(\Delta_-)\). It satisfies the following basic properties.

**Lemma 2.10.** Let \(A\) be an orientation. Then:

1. For \(i \in I\), we have

\[
\ell_A(ws_i) - \ell_A(w) = \begin{cases} +1 & \text{if } w(\alpha_i) >_A 0 \\ -1 & \text{if } w(\alpha_i) <_A 0 \end{cases}.
\]

2. \(\ell_A(e) = 0\).

3. For any \(w \in W\), \(\ell_{wA}(w) = -\ell_A(w)\).

4. For any \(x, w \in W\), \(\ell_{x(A)}(w) = \ell_A(x^{-1}w) - \ell_A(x^{-1})\).

For an orientation \(A\) and an expression \(\tau = (\tau_1, \ldots, \tau_r)\), we define

\[
\zeta^+_\tau = \#\{k \in [r] \mid \tau_k = \sigma_k \text{ and } -\tau_1 \cdots \tau_k(\alpha_{r_k}) >_A 0\}
\]

\[
\zeta^-_\tau = \#\{k \in [r] \mid \tau_k = \sigma_k \text{ and } -\tau_1 \cdots \tau_k(\alpha_{r_k}) <_A 0\}
\]

\[
\kappa_\tau = \#\{k \in [r] \mid \tau_k = e\}.
\]

**Lemma 2.15.** Let \(A\) be an orientation and let \(\sigma\) be a reduced expression. Then for any subexpression \(\tau \leq \sigma\), we have

\[
\kappa_\tau + 2\zeta^+_\tau = \ell(\pi(\sigma)) + \ell_A(\pi(\tau)).
\]

**Proof.** Applying (2.11) successively to the Weyl group elements in the sequence \(e, \tau_1, \tau_1\tau_2, \ldots\), we deduce that \(\ell_A(\pi(\tau)) = \zeta^+_\tau - \zeta^-_\tau\). We add this to \(\ell(\pi(\sigma)) = \zeta^+_\tau + \zeta^-_\tau + \kappa_\tau\) to obtain (2.16). \(\square\)

**Remark 2.17.** When \(A = -A_0\), formula (2.16) reduces to \(\kappa_\tau + 2\zeta^+_\tau = \ell(\pi(\sigma)) - \ell(\pi(\tau))\). This is [Deo Lemma 5.1].
2.3.1. **Length for the periodic orientation in affine type.** Suppose that \( W = Q_\circ \times W_\circ \) is the Weyl group of an irreducible Kac-Moody root system of untwisted affine type. Here \( W_\circ \) and \( Q_\circ \) are the Weyl group and coroot lattice of a finite type Kac-Moody algebra \( g_\circ \). Let \( 2\rho \) be the sum of all positive roots of \( g_\circ \). Let us denote an arbitrary element \( x = (\lambda, u) \in W \) by \( \varpi^\lambda u \). For such \( x \) we write \( \text{wt}(x) = \lambda \in Q_\circ^\vee \) and \( \text{dir}(x) = u \in W_\circ \). The elements \( \varpi^\lambda = \varpi^\lambda u \in W \) for \( \lambda \in Q_\circ^\vee \) pairwise commute and are called translation elements.

**Lemma 2.18.** For \( W = Q_\circ^\vee \times W_\circ \), we have

\[
\ell_{A_\infty}(\varpi^\lambda u) = -(\lambda, 2\rho) + \ell(u) \\
\ell_{A_-\infty}(\varpi^\lambda u) = (\lambda, 2\rho) - \ell(u).
\]

**Proof.** The two formulas are equivalent, so let us prove the second formula. Let \( \Delta = \{\alpha + r\delta\} \) be the set of affine roots as in Example 2.6. We have the following formula for the action of \( u^{-1}\varpi^{-\lambda} \) on affine roots

\[
u^{-1}\varpi^{-\lambda}(\alpha + r\delta) = u^{-1}(\alpha) + (r + \langle \lambda, \alpha \rangle)\delta.
\]

Thus \( \alpha + r\delta \in \text{Inv}(u^{-1}\varpi^{-\lambda}) \) if and only if one of the following holds:

\[
\begin{align*}
\alpha > 0, & \quad u^{-1}(\alpha) > 0, \text{ and } 0 \leq r < -\langle \lambda, \alpha \rangle \\
\alpha > 0, & \quad u^{-1}(\alpha) < 0, \text{ and } 0 \leq r \leq -\langle \lambda, \alpha \rangle \\
\alpha < 0, & \quad u^{-1}(\alpha) > 0, \text{ and } 0 < r < -\langle \lambda, \alpha \rangle \\
\alpha < 0, & \quad u^{-1}(\alpha) < 0, \text{ and } 0 < r \leq -\langle \lambda, \alpha \rangle.
\end{align*}
\]

Therefore,

\[
\ell_{A_-\infty}(\varpi^\lambda u) = \sum_{\alpha \in \Delta_\circ, -\langle \lambda, \alpha \rangle > 0} -\text{sgn}(\alpha) \left( -\langle \lambda, \alpha \rangle + \begin{cases} 1 & \text{if } \alpha > 0 \text{ and } u^{-1}(\alpha) < 0 \\
-1 & \text{if } \alpha < 0 \text{ and } u^{-1}(\alpha) > 0 \end{cases} \right) \\
- \# \{\alpha \in \Delta_\circ : \alpha > 0, u^{-1}(\alpha) < 0, \text{ and } \langle \lambda, \alpha \rangle = 0\} \\
= \langle \lambda, 2\rho \rangle - \ell(u). \quad \Box
\]

### 3. Hecke algebras and walk algebras

3.1. **Walk algebras.** Following [Ram], we define the walk algebra \( A \) to be the unital \( \mathbb{Z} \)-algebra generated by symbols \( \{c_i^+, c_i^-, f_i^+, f_i^-\}_{i \in I} \) subject to the following relations for each \( i \in I \)

\[
\begin{align*}
c_i^+ &= c_i^- + f_i^+ \\
c_i^- &= c_i^+ + f_i^-.
\end{align*}
\]

We note that for all \( i \in I \)

\[
f_i^- = -f_i^+.
\]

**Remark 3.4.** In affine Kac-Moody type, [Ram] interprets the algebra \( A \) in terms of alcove walks. The \( c_i^\pm \) (resp. the \( f_i^\pm \)) generators correspond to crossing (resp. folding along) the \( i \)-wall of an alcove. For this reason, in this case \( A \) is called the alcove walk algebra in [Ram].
3.2. Hecke algebras. Let $H$ be the Hecke algebra corresponding to $W$. Explicitly, $H$ is the unital $\mathbb{Z}[v,v^{-1}]$-algebra generated by symbols $\{T_i\}_{i \in I}$ subject to the braid relations and the following quadratic relations
\[(T_i - v)(T_i + v^{-1}) = 0, \quad i \in I.\]
We immediately have $T_i^{-1} = T_i - (v - v^{-1})$. For each $w \in W$, we define $T_w = T_{i_1} \cdots T_{i_r}$
\[(3.5)\]
where $\sigma = (s_{i_1}, \ldots, s_{i_r})$ is a reduced expression for $w$. Following [Ram], we have the following.

**Proposition 3.7.** There is a surjective $\mathbb{Z}$-algebra map
\[\Phi : A \to H\]
\[(3.8)\]
given by
\[c_i^\pm \mapsto T_i^{\pm 1}\]
\[(3.9)\]
\[f_i^\pm \mapsto \pm (v - v^{-1})\]
\[(3.10)\]
for all $i \in I$.

Ram explicitly describes the kernel of this map in the affine case, but since it is not necessary for our purposes we will not reproduce it here.

3.3. Oriented bases. Fix an orientation $A$. Let $\sigma$ be an expression of length $r$, and let $\tau$ be a subexpression. We define
\[L(\tau \leq \sigma, A) = x_1 \cdots x_r \in A\]
where $x_k = c_{\sigma_k}^\epsilon$ if $\tau_k = \sigma_k$ and $x_k = f_{\sigma_k}^\epsilon$ if $\tau_k = e$; the sign $\epsilon_k$ is defined by
\[(3.11)\]
\[\epsilon_k = \text{sgn}_A(-\tau_1 \cdots \tau_k(\alpha_{\sigma_k})).\]
We also define
\[T(\tau \leq \sigma, A) = \Phi (L(\tau \leq \sigma, A)) \in H.\]
\[(3.12)\]
To simplify notation, we will write $L(\sigma \leq \sigma, A) = L(\sigma, A)$ and $T(\sigma \leq \sigma, A) = T(\sigma, A)$.

**Remark 3.14.** In affine Kac-Moody type, expressions $\sigma$ exactly correspond to “unfolded alcove walks”, and subexpressions $\tau \leq \sigma$ correspond to foldings of the alcove walk $\sigma$. Ram considers the orientation $A_{-\infty}$, and in Ram’s terminology, $L(\tau \leq \sigma, A_{-\infty})$ is a word in $A$ corresponding to the “alcove walk” $\tau \leq \sigma$. Our definition is the natural generalization of his to arbitrary orientations.

Immediately from the definition of $L(\tau \leq \sigma, A)$, we have the following recurrence relation for these elements:

**Proposition 3.15.** Fix an orientation $A$. Let $\sigma = (\sigma_1, \ldots, \sigma_r)$ be an expression of length $r$, and let $\tau = (\tau_1, \ldots, \tau_r)$ be a subexpression of $\sigma$. Then we have:
\[L(\tau \leq \sigma, A) = L(\tau_1 \leq \sigma_1, A)L((\tau_2, \ldots, \tau_r) \leq (\sigma_2, \ldots, \sigma_r), \tau_1^{-1}(A)).\]
\[(3.16)\]
The following is [Ram, Lemma 3.1] for the periodic orientation (see also [Gö, Lemma 2.4.2]), and it holds in general by the same argument.

**Proposition 3.17.** The set of $\{L(\tau \leq \sigma, A)\}$ form a basis of $A$ as we vary over all expressions $\sigma$ and subexpressions $\tau \leq \sigma$. 

We will call a basis of \( A \) of this form an oriented basis.

**Remark 3.18.** In [Dy] Theorem 3.1.1, it is shown that \( T(\sigma, A) \) depends only on \( \pi(\sigma) \) for any expression \( \sigma \). For any \( w \in W \) we may therefore unambiguously define \( T(w, A) \in H \) to be \( T(\sigma, A) \) for any expression \( \sigma \) that \( \pi(\sigma) = w \). Correspondingly, for any fixed \( A \), the set \( \{ T(w, A) \mid w \in W \} \) is a basis for \( H \), which we call an oriented basis. These oriented bases of the Hecke algebra \( H \) appeared (with slightly different conventions) in earlier work of Dyer [Dy] (see also [Dy2] §9).

4. Change of basis formula

In this section we study the change of basis between oriented bases of \( A \). This gives rise to the notion of distinguished subexpressions.

**Definition 4.1.** Let \( A, A' \) be orientations. Let \( \sigma \) be an expression of length \( r \), let \( \tau \) be a subexpression of \( \sigma \), and let \( \rho \) be a subexpression of \( \tau \). Let \( K = \{ k \in [r] \mid \rho_k = e, \tau_k = \sigma_k \} \). Then we say \( \rho \) is a distinguished subexpression of \( \tau \) (with respect to \( A \) and \( A' \)) if for all \( k \in K \), we have

\[
\text{sgn}_A(-\tau_1 \cdots \tau_k(\alpha_{\sigma_k})) = \text{sgn}_{A'}(-\rho_1 \cdots \rho_k(\alpha_{\sigma_k})).
\]

Let us write \( G_A(\sigma \leq \tau) \) for the set of \( \rho \) satisfying the above conditions.

**Remark 4.3.** In the setting of Remark 3.14, distinguished subexpressions for \( A = A_0, A' = A_{\infty} \), and \( \tau = \sigma \), correspond to “positively folded alcove walks”.

**Definition 4.4.** Let \( A, A' \) be orientations. Let \( \sigma \) be an expression of length \( r \), let \( \tau \) be a subexpression of \( \sigma \), and let \( \rho \) be a subexpression of \( \tau \). We define

\[
K_A^A(\rho \leq \tau \leq \sigma) = \{ k \in [r] \mid \rho_k = e, \tau_k = e, \text{sgn}_A(-\tau_1 \cdots \tau_k(\alpha_{\sigma_k})) \neq \text{sgn}_{A'}(-\rho_1 \cdots \rho_k(\alpha_{\sigma_k})) \}.
\]

**Theorem 4.6.** Let \( A \) and \( A' \) be any orientations, and let \( \tau \) be a subexpression of an expression \( \sigma \). Then we have

\[
L(\tau \leq \sigma, A) = \sum_{\rho \in G_A(\tau \leq \sigma)} (-1)^{\#G_A^A(\rho \leq \tau \leq \sigma)} L(\rho \leq \sigma, A').
\]

This is best understood in terms of repeated application of (3.1), (3.2), and (3.3) to “straighten” each factor in \( L(\tau \leq \sigma, A) \) from left to right. Let us demonstrate this with an example before proving Theorem 4.6.

**Example 4.8.** For \( W = \langle s_1, s_2 \rangle \), the Weyl group of \( SL_3 \), consider \( A = s_1(A_0) \), \( A' = s_2s_1(A_0) \), and \( \tau = (s_1, s_2, e) \leq (s_1, s_2, s_1) = \sigma \). We have

\[
L(\tau \leq \sigma, A) = -L((s_1, s_2), A') = -L((s_1, e, e), A') = -L((e, s_2, e), A') = L((e, e, e), A').
\]
In this example all subexpressions of $\tau$ are distinguished.

The proof of Theorem 4.6 is based on the following, which is straightforward.

**Proposition 4.9.** Let $A$ and $A'$ be any orientations, and let $\tau$ be a subexpression of an expression $\sigma$ of length $r$. Let $\bar{\sigma} = (\sigma_2, \ldots, \sigma_r)$ and $\bar{\tau} = (\tau_2, \ldots, \tau_r)$. Consider three cases for this data:

Case A: $\text{sgn}_A(\tau_1(\alpha_{\sigma_1})) = \text{sgn}_A(\tau_1(\alpha_{\sigma_1}))$

Case B: $\text{sgn}_A(\tau_1(\alpha_{\sigma_1})) \neq \text{sgn}_A(\tau_1(\alpha_{\sigma_1}))$ and $\tau_1 = e$

Case C: $\text{sgn}_A(\tau_1(\alpha_{\sigma_1})) \neq \text{sgn}_A(\tau_1(\alpha_{\sigma_1}))$ and $\tau_1 = \sigma_1$

We have

$$L(\tau_1 \leq \sigma_1, A) = \begin{cases} L(\tau_1 \leq \sigma_1, A') & \text{if Case A} \\ -L(\tau_1 \leq \sigma_1, A') & \text{if Case B} \\ L(\tau_1 \leq \sigma_1, A') + L(e \leq \sigma_1, A') & \text{if Case C} \end{cases}$$

and $D_A^R(\tau \leq \sigma)$ is equal to

$$D_A^R(\tau \leq \sigma) = \begin{cases} \{(\tau_1, \bar{\rho}) \mid \bar{\rho} \in D_A^{\tau_1^{-1}(A')}(\bar{\tau} \leq \bar{\sigma})\} & \text{if Case A} \\ \{(\tau_1, \bar{\rho}) \mid \bar{\rho} \in D_A^{\tau_1^{-1}(A')}(\bar{\tau} \leq \bar{\sigma})\} & \text{if Case B} \\ \{(\tau_1, \bar{\rho}) \mid \bar{\rho} \in D_A^{\tau_1^{-1}(A')}(\bar{\tau} \leq \bar{\sigma})\} \cup \{(e, \bar{\rho}) \mid \bar{\rho} \in D_A^{\tau_1^{-1}(A')}(\bar{\tau} \leq \bar{\sigma})\} & \text{if Case C} \end{cases}$$

where we write $\hat{\rho} = (\rho_2, \ldots, \rho_r)$.

**Proof of Theorem 4.6.** Let us write $\sigma = (\sigma_1, \ldots, \sigma_r)$ and $\tau = (\tau_1, \ldots, \tau_r)$. We will proceed by induction on $r$.

There are three cases according to the three cases in Proposition 4.9. We will argue for the first case, i.e., let us assume $\text{sgn}_A(\tau_1(\alpha_{\sigma_1})) = \text{sgn}_A(\tau_1(\alpha_{\sigma_1}))$. The other cases are similar and we omit them to avoid repetition.

By (4.10) and Proposition 3.15 we have

$$L(\tau \leq \sigma, A) = L(\tau_1 \leq \sigma_1, A')L(\bar{\tau} \leq \bar{\sigma}, \tau_1^{-1}(A)).$$

By induction we have

$$L(\bar{\tau} \leq \bar{\sigma}, \tau_1^{-1}(A)) = \sum_{\hat{\rho} = (\rho_2, \ldots, \rho_r) \in D_A^{\tau_1^{-1}(A')}({\bar{\tau} \leq \bar{\sigma}})} (-1)^{\#D_A^{\tau_1^{-1}(A')}({\hat{\rho} \leq \bar{\tau}})} L(\hat{\rho} \leq \bar{\tau}, \tau_1^{-1}(A')).$$

Thus (4.12) equals

$$\sum_{\hat{\rho} = (\rho_2, \ldots, \rho_r) \in D_A^{\tau_1^{-1}(A')}({\bar{\tau} \leq \bar{\sigma}})} (-1)^{\#D_A^{\tau_1^{-1}(A')}({\hat{\rho} \leq \bar{\tau}})} L((\tau_1, \rho_2, \ldots, \rho_r) \leq \tau, A')$$

by Proposition 3.15. Finally, by (4.11), this is equal to

$$\sum_{\rho = (\rho_1, \ldots, \rho_r) \in D_A^R(\tau \leq \sigma)} (-1)^{\#D_A^{\tau_1^{-1}(A')}({\rho \leq \bar{\sigma}})} L(\rho \leq \tau, A').$$
Finally, by our assumption that $\text{sgn}_A (\tau_1 (\alpha)) = \text{sgn}_A (\tau_1 (\alpha'))$, we have
\begin{equation}
\# \mathcal{K}^r_\Delta (\rho \leq \tau \leq \sigma) = \# \mathcal{K}^r_{\tau^{-1} \Delta} (\tilde{\rho} \leq \tilde{\tau} \leq \tilde{\sigma})
\end{equation}
and the change of basis formula follows. \hfill \qed

5. Counting points in Kac-Moody flag varieties

Let $G$ be the Kac-Moody group associated with the root system of $\mathfrak{g}$, let $B \subset G$ be the positive Borel subgroup, and let $T \subset B$ be the maximal torus. (The reader may refer to [Kum] for a thorough treatment of these notions.) We will be concerned with the Kac-Moody flag variety $G/B$, which is an ind-scheme. The fixed points for the $T$-action on $G/B$ are precisely indexed by $w \in W$. Let us abuse notation and write $w \in G/B$ for the corresponding fixed point and also $w \in G$ for fixed lifts of these points.

We call a cocharacter $\eta : \mathbb{G}_m \to T$ regular if its pairing with any real root is nonzero. For any regular cocharacter $\eta$, we define an orientation $A_\eta$ by $\alpha > A_\eta 0$ if any only if $\langle \eta, \alpha \rangle > 0$. We will consider the change of basis between oriented bases corresponding to $A_0$ and $A_\eta$.

If $\sigma = (\sigma_1, \ldots, \sigma_r)$ is a reduced expression, we have by Theorem [4.6] that
\begin{equation}
L(\sigma, A_0) = \sum_{\tau \in \mathcal{P}(\sigma)} L(\tau \leq \sigma, A_\eta)
\end{equation}
where, to simplify notation, we write $\mathcal{P}(\sigma) = \mathcal{P}^A_{A_0} (\sigma \leq \sigma)$. Mapping to the Hecke algebra gives
\begin{equation}
T(\sigma, A_0) = \sum_{\tau \in \mathcal{P}(\sigma)} m^\eta_{\tau \leq \sigma} T(\tau, A_\eta)
\end{equation}
where
\begin{equation}
m^\eta_{\tau \leq \sigma} = (v - v^{-1})^{\kappa_{\tau}}.
\end{equation}
(Note that we do not get any minus signs here because $\sigma$ is reduced and $A = A_0$.) Let us write
\begin{equation}
M^\eta_{\tau} = \sum_{\tau \in \mathcal{P}(\sigma) : \pi(\tau) = u} v^{\sigma_\tau + 2\kappa_{\tau}} m^\eta_{\tau \leq \sigma} = \sum_{\tau \in \mathcal{P}(\sigma) : \pi(\tau) = u} v^{2\kappa_{\tau}} (v^2 - 1)^{\kappa_{\tau}}.
\end{equation}

Now let us define $X^\eta_w \subset G/B$ by
\begin{equation}
X^\eta_w = \{ x \in Bw \cdot B \mid \lim_{z \to 0} \eta(z) \cdot x = u \}.
\end{equation}
In the next section we will prove the following:

**Theorem 5.6.** Let $w \in W$, and let $\sigma$ be a reduced expression for $w$. Let $\eta$ be a regular cocharacter. Then for every $u \in W$, we have:
\begin{equation}
M^\eta_{\tau} |_{v^2 = q} = \# X^\eta_w (\mathbb{F}_q).
\end{equation}

**Remark 5.8.** For any orientation $A$, let $Q_A \subset G$ be the subgroup generated by the one-parameter subgroups $e_\alpha : \mathbb{G}_a \to G$ corresponding to $\alpha \in \Delta_A$. Then [BD Theorem 1] asserts that the Bruhat-type decomposition $G = \sqcup_{w \in W} Q_A w B$ holds. In particular, it follows that for $A = A_0$, the limit $\lim_{z \to 0} \eta(z) \cdot x$ exists and is equal to an element of $W$ for any $x \in G/B$. Moreover, we see that $X^\eta_w = Q_A w \cdot B \cap Bw \cdot B$. We note that Theorem 5.6 is a consequence of [BD Theorem 5], but we will give a different proof below.
Remark 5.9. By Lemma 2.15, we have

\[ M^0_{\sigma,u} = x^{\ell(u)} \sum_{\tau \in G^0(\sigma); \tau(u) = u} m_{\tau \leq \sigma}^0. \]

In particular, up to an explicit constant depending only on \( w, u, \) and \( \eta \), the point-count in Theorem 5.6 is given exactly by summing coefficients \( m_{\tau \leq \sigma}^0 \).

5.1. Bott-Samelson varieties. For each \( i \in I \), let us write \( P_i \supset B \) for the corresponding rank-one parabolic subgroup; we will also write \( P_{\xi_i} = P_i \). Let us also write \( e_{\pm \alpha_i} = e_{\pm \alpha_j} : G_a \to G \) for the corresponding one-parameter subgroups.

Fix an expression \( \sigma = (\sigma_1, \ldots, \sigma_r) \). Then we can form the Bott-Samelson variety:

\[ \Sigma(\sigma) = P_{\sigma_1} \times^B P_{\sigma_2} \times^B \cdots \times^B P_{\sigma_r}/B \]

which is a smooth projective variety. Let us denote the points of \( \Sigma(\sigma) \) by tuples \([g_1, \ldots, g_r]\) where \( g_j \in P_{\sigma_j} \) and we consider such tuples up to the following equivalence

\[ [g_1, \ldots, g_r] = [g_1b_1b_1^{-1}g_2b_2, \ldots, b_{r-1}g_rb_r] \]

for all \((b_1, \ldots, b_r) \in B^r\). There is a natural \( B\)-equivariant map

\[ \pi : \Sigma(\sigma) \to G/B \]

given by

\[ \pi([g_1, \ldots, g_r]) = g_1 \cdots g_r B \]

and the \( B \)-action on \( \Sigma(\sigma) \) is given by left multiplication on the first component. For any subexpression \( \tau = (\tau_1, \ldots, \tau_r) \), we can form the corresponding point \([\tau_1, \ldots, \tau_r] \in \Sigma(\sigma)\). These points are precisely the \( T \)-fixed points of \( \Sigma(\sigma) \).

For each subexpression \( \tau \leq \sigma \) let us define

\[ U_\tau = \{ [\tau_1 e_{-\alpha_1}(z_1), \ldots, \tau_r e_{-\alpha_r}(z_r)] \mid z_i \in G_a \} \]

Then \( U_\tau \) is an open subset of \( \Sigma(\sigma) \) isomorphic to the affine space \( \mathbb{A}^r \). The coordinates \((z_1, \ldots, z_r)\) allow us to view \( U_\tau \) as the tangent space to the point \( \tau \in \Sigma(\sigma) \).

Let \( \eta : \mathbb{G}_m \to T \) be a regular cocharacter. Then we can restrict the \( T \)-action on \( \Sigma(\sigma) \) to a \( \mathbb{G}_m \)-action via \( \eta \). Because \( \eta \) is regular, the fixed points of \( \eta \) are exactly equal to the \( T \)-fixed points. Parallel to (5.5), we can therefore form the Białynicki-Birula cell

\[ C^\eta_\tau = \{ x \in \Sigma(\sigma) \mid \lim_{z \to 0} \eta(z) \cdot x = \tau \} \]

Because \( U_\tau \) is a \( T \)-invariant open subset containing \( \tau \), we must have \( C^\eta_\tau \subset U_\tau \). Furthermore, the coordinates \( [\tau_1 e_{-\alpha_1}(z_1), \ldots, \tau_r e_{-\alpha_r}(z_r)] \) on \( U_\tau \) allow us to explicitly compute the equations defining \( C^\eta_\tau \). It is given by the vanishing of the coordinates \( z_k \) that have negative weight under the action of \( \eta(z) \). Under the action of \( \eta(z) \), the coordinate \( z_k \) is sent to \( z^{(\tau_1 \cdots \tau_k(\alpha_k \cdots \alpha_1))} z_k \). Therefore, we must set \( z_k = 0 \) if \( \langle \eta, -\tau_1 \cdots \tau_k(\alpha_k \cdots \alpha_1) \rangle < 0 \). To summarize:

\[ C^\eta_\tau = \{ [\tau_1 e_{-\alpha_1}(z_1), \ldots, \tau_r e_{-\alpha_r}(z_r)] \in U_\tau \mid z_k = 0 \text{ if } \langle \eta, -\tau_1 \cdots \tau_k(\alpha_k \cdots \alpha_1) \rangle < 0 \} \]
THEOREM 5.18. Let $\sigma$ be a reduced expression. If $\tau \notin D^0(\sigma)$, then
\begin{equation}
\pi^{-1}(B\pi(\sigma) \cdot B) \cap C^\sigma_r = \emptyset.
\end{equation}
If $\tau \in D^0(\sigma)$, then:
\begin{equation}
\pi^{-1}(B\pi(\sigma) \cdot B) \cap C^\sigma_r = \{[\tau_1 e_{-\alpha_{a_1}}(z_1), \ldots, \tau_r e_{-\alpha_{a_r}}(z_r)] \in U_\tau \mid
\begin{align*}
z_k &= 0 \text{ if } \langle \eta, -\tau_1 \cdots -\tau_k(\alpha_{a_k}) \rangle < 0 \text{ and } z_k \neq 0 \text{ if } \tau_k = e\}.
\end{align*}
\end{equation}

In the proof of Theorem 5.18 we will use the following three standard facts.

**Lemma 5.20.** Suppose $w \in W$ and $s \in S$ with $\ell(ws) = \ell(w)+1$. Then, we have
\begin{equation}
BwBsB = BwsB.
\end{equation}

**Lemma 5.22.** Let $s \in S$. Then we have
\begin{equation}
B_{-\alpha_r}(z)B \subseteq BsB.
\end{equation}

for $z \in \mathbb{G}_m \subset \mathbb{G}_a$.

**Lemma 5.24.** Let $\sigma^{(k)} = (\sigma_1, \ldots, \sigma_k, \ldots, \sigma_r)$. Then we have a closed embedding
\begin{equation}
i^{(k)} : \Sigma(\sigma^{(k)}) \hookrightarrow \Sigma(\sigma)
\end{equation}
given by
\begin{equation}
[g_1, \ldots, g_{k-1}, g_{k+1}, \ldots, g_r] \mapsto [g_1, \ldots, g_{k-1}, e, g_{k+1}, \ldots, g_r].
\end{equation}

Furthermore, the map $i^{(k)}$ intertwines the two maps $\pi : \Sigma(\sigma^{(k)}) \to G/B$ and $\pi : \Sigma(\sigma) \to G/B$.

The following Lemma is a simple application of the Borel fixed point theorem (see [Bri Corollary 2.2.2] for a similar argument).

**Lemma 5.27.** Suppose $v \in W$ is in the image of $\pi : \Sigma(\sigma) \to G/B$. Then there exists $\tau \leq \sigma$ such that $\pi(\tau) = v$.

From this lemma we can deduce the following.

**Lemma 5.28.** Suppose $\sigma = (\sigma_1, \ldots, \sigma_r)$ is a reduced expression. Let $\sigma^{(k)} = (\sigma_1, \ldots, \sigma_k, \ldots, \sigma_r)$. Then $\pi(\Sigma(\sigma^{(k)})) \cap B\pi(\sigma) \cdot B = \emptyset$ for all $k \in [r]$.

**Proof of Theorem 5.18.** Define
\begin{equation}
S^\sigma_r = \{[\tau_1 e_{-\alpha_{a_1}}(z_1), \ldots, \tau_r e_{-\alpha_{a_r}}(z_r)] \in U_\tau \mid
\begin{align*}
z_k &= 0 \text{ if } \langle \eta, -\tau_1 \cdots -\tau_k(\alpha_{a_k}) \rangle < 0 \text{ and } z_k \neq 0 \text{ if } \tau_k = e\}.
\end{align*}
\end{equation}

and consider a point $[\tau_1 e_{-\alpha_{a_1}}(z_1), \ldots, \tau_r e_{-\alpha_{a_r}}(z_r)] \in C^\sigma_r \setminus S^\sigma_r$. We must have $\tau_k = e$ and $z_k = 0$ for some $k$. Hence, the point $[\tau_1 e_{-\alpha_{a_1}}(z_1), \ldots, \tau_r e_{-\alpha_{a_r}}(z_r)]$ belongs to $i^{(k)}(\Sigma((\sigma_1, \ldots, \sigma_k, \ldots, \sigma_r))$. Therefore, $\pi([\tau_1 e_{-\alpha_{a_1}}(z_1), \ldots, \tau_r e_{-\alpha_{a_r}}(z_r)])$ does not belong to $B\pi(\sigma) \cdot B$ by Lemmas 5.24 and 5.28. We conclude that
\begin{equation}
\pi^{-1}(B\pi(\sigma) \cdot B) \cap C^\sigma_r \subseteq S^\sigma_r.
\end{equation}

Conversely suppose we have $[\tau_1 e_{-\alpha_{a_1}}(z_1), \ldots, \tau_r e_{-\alpha_{a_r}}(z_r)] \in S^\sigma_r$. We need to show
\begin{equation}
\tau_1 e_{-\alpha_{a_1}}(z_1) \cdots \tau_r e_{-\alpha_{a_r}}(z_r) \in B\pi(\sigma)B.
\end{equation}

We proceed by induction on $r$. By induction, we have
\begin{equation}
\tau_1 e_{-\alpha_{a_1}}(z_1) \cdots \tau_{r-1} e_{-\alpha_{a_{r-1}}} (z_{r-1}) \in B\sigma_1 \cdots \sigma_{r-1}B.
\end{equation}
We also have
\[(5.31) \quad \tau_r e_{-\alpha_r}(z_r) \in B\sigma_r B.\]
Indeed, if \(\tau_r = e\), then \(z_r \in G_m\) and \((5.31)\) holds by Lemma 5.22. If \(\tau_r = \sigma_r\), then we have \(\sigma_r e_{-\alpha_r}(z_r) = e_{\alpha_r}(z_r)\sigma_r\), hence we have \((5.31)\). Then by \((5.30)\) and Lemma 5.20 we have \((5.29)\). Therefore:
\[\pi^{-1}(B\pi(\sigma) \cdot B) \cap C_\tau^u = S_\tau^u.\]

Finally, if \(\tau \notin D_{A_0}(\sigma)\), then we must have \(\tau_k = e\) and \(\langle \eta_{i}, -\tau_1 \cdots \tau_k(\alpha_{\sigma_k}) \rangle < 0\) for some \(k\). Then we must have \(z_k = 0\) by (6.17), which contradicts the conditions on \([\tau_1 e_{-\alpha_{\sigma_1}}(z_1), \ldots, \tau_r e_{-\alpha_{\sigma_r}}(z_r)]\) in the definition of \(S_\tau^u\). Hence \(S_\tau^u = \emptyset\) in this case.

**Proof of Theorem 5.6** Let \(w \in W\), and let \(\sigma\) be a reduced expression for \(w\). Because the map \(\pi : \Sigma(\sigma) \rightarrow G/B\) is a bijection over \(Bw \cdot B \subset G/B\), it induces a bijection of sets:
\[(5.32) \quad \bigcup_{\tau \in D_{\eta}(\sigma); \pi(\tau) = u} \pi^{-1}(Bw \cdot B) \cap C_\tau^u \cong X_{\tau}^{w,u}.
\]
By Theorem 5.18 we conclude that
\[(5.33) \quad \#X_{\tau}^{w,u}(F_q) = \#F_q \left( \bigcup_{\tau \in D_{\eta}(\sigma); \pi(\tau) = u} \pi^{-1}(Bw \cdot B) \cap C_\tau^u \right) \]
\[= \sum_{\tau \in D_{\eta}(\sigma); \pi(\tau) = u} v^{2\xi_\tau^+} (v^2 - 1)^{\kappa_\tau^+} |v^2 = q\]
where \(\xi_\tau^+\) and \(\kappa_\tau^+\) are defined by (2.12) and (2.14).

**6. Some connections to other work**

**6.1. Deodhar’s formula for \(R\)-polynomials.** The Kazhdan-Lusztig involution [KL] is the \(Z\)-linear algebra involution \(\tau : \mathcal{H} \rightarrow \mathcal{H}\) on the Hecke algebra given on generators by \(T_i^{-} = T_i^{-1}\) for all \(i \in I\) and \(\tau = v^{-1}\). The \(R\)-polynomials are essentially the matrix of the Kazhdan-Lusztig involution. More precisely, for any pair \(u, w \in W\), there is a polynomial \(R_{u,w} \in \mathbb{Z}[v, v^{-1}]\) defined by
\[(6.1) \quad T_{w} = \sum_{u \in W} v^{\ell(u) - \ell(w)} R_{u,w} T_{u}.
\]
It is clear that \(T_u = T(u, -A_0)\), so applying (5.2), we have the following formula for the \(R_{u,w}\).

**Theorem 6.2.** [Deo. Theorem 1.3] Let \(\sigma\) be a reduced expression for \(w\). Then we have
\[(6.3) \quad R_{u,w} = \sum_{\tau \in D_{A_0}(\sigma); \pi(\tau) = u} v^{\ell(u) - \ell(w)} m_{\tau \leq \sigma}^{-A_0}.
\]

Theorem 5.6 translates in this special case to the fact that \(R_{u,w}|_{v^2 = q}\) is equal to \(\#F_q(B^- u \cdot B \cap Bw \cdot B)\), where \(B^-\) is the Borel subgroup opposite to \(B\).
6.2. Affine type. For the rest of the paper, let us consider the case when \( W \) is the Weyl group of an affine Kac-Moody group \( G \). For simplicity we assume that \( G \) is of untwisted affine type. Thus \( W = Q^+ \times W_o \), where \( W_o \) and \( Q^+ \) are the Weyl group and coroot lattice of a finite type Kac-Moody group \( G_o \). Write \( I = I_o \sqcup \{0\} \), where \( I_o \) is the index set for the simple roots of \( G_o \).

The Hecke algebra \( \mathcal{H} \) of \( W \), the affine Hecke algebra, has another presentation known as the Bernstein presentation, which is analogous to the semidirect product decomposition of \( W \). This is expressed as a linear isomorphism \( \mathcal{H} \cong \mathbb{Z}[v^\pm 1][Q^+, \mathcal{H}_o] \), where \( \mathcal{H}_o \) is the Hecke algebra of \( W_o \) and \( \mathbb{Z}[v^\pm 1][Q^+] \) is the group algebra of \( Q^+ \), with basis elements \( X^\lambda \) for \( \lambda \in Q^+ \). These elements satisfy \( X^\lambda X^\mu = X^{\lambda+\mu} \), and the tensor factors in the isomorphism above each form subalgebras of \( \mathcal{H} \). The relations between these subalgebras are given by

\[
T_i X^\lambda = X^{s_i(\lambda)} T_i + (v-v^{-1}) \frac{X^\lambda - X^{s_i(\lambda)}}{1 - X^{\alpha_i}}
\]

for \( i \in I_o \) and \( \lambda \in Q^+ \). For more details on this presentation of \( \mathcal{H} \), we refer the reader to [Lus].

Let \( \theta \) be the highest (long) root of \( G_o \). The element \( T_0 \) from \( \mathcal{H} \) is given in the Bernstein presentation as \( T_0 = T_{\theta}^{-1} X^{-\theta} \).

We have a basis of \( \mathcal{H} \) given by \( \{X^\lambda T_u \mid \lambda \in Q^+, u \in W_o\} \) in the Bernstein presentation. It turns out that this is the oriented basis for the periodic orientation. More precisely, for any element \( x = v^\lambda u \in W \), one has \( T(x, A_{\infty}) = X^{wt(x)} T_{dir(x)} = X^\lambda T_u \) (see, e.g., [Mac] (3.2.10) and (3.5.1)).

Let \( I \subset G \) be the Iwahori subgroup (i.e., the standard Borel subgroup of \( G \)) and let \( U^\pm \) be the subgroups of \( G \) corresponding to \( A_{\pm \infty} \) as in Remark 6.8. By Theorem 5.6, the coefficient of the Bernstein basis element \( T(x, A_{\infty}) \) in \( T(w, A_0) \) for \( x, w \in W \) in the expansion (5.2) is proportional to \( \# \pi_0(U^+ \cdot I \cap \pi_0 \cdot I) \), with the coefficient of proportionality given by \( e^{\ell(w)+\ell_{A_{\infty}}(x)} = e^{\ell(w)+\ell(u)-\ell(\lambda,2\rho)} \) if \( x = v^\lambda u \). A similar interpretation holds for \( T(x, A_{-\infty}) \), with the \( U^- \)-orbit of \( x \) instead of the \( U^+ \)-orbit; in this special case Theorem 5.6 was proved in [PRS] Theorem 7.1.

Remark 6.5. The groups \( U^\pm \) also have the following concrete realization. As \( G \) is untwisted affine, it can be realized as a central extension of a loop group of \( G_o \). For us the relevant point is that there is a map \( G \to G_o \) given by evaluating a loop at 1. Let \( U^\pm_o \) be the positive and negative unipotent subgroups of \( G_o \) corresponding to the set of positive and negative roots. Modulo the center of \( G \), \( U^\pm \) is precisely the preimage of \( U^\pm_o \) under the map \( G \to G_o \). Because the central extension splits over \( U_o^\pm \), we can use the splitting to explicitly see that \( U^\pm \) is a copy of the loop group of \( U_o^\pm \) embedded as a subgroup of \( G \).

6.3. Coefficients of nonsymmetric Macdonald polynomials. Continuing with the notation from the previous subsection, let us consider the polynomial representation of the affine Hecke algebra \( \mathcal{H} \). This can be described abstractly as the induced representation \( \text{Ind}_{U_o^+}^{\mathcal{H}_o} (\text{triv}) \), where \( \text{triv} \) is the one-dimensional representation in which \( T_i \) for \( i \in I_o \) acts by the scalar \( v \). Using the Bernstein presentation and in particular (6.4), one sees that the polynomial representation is linearly isomorphic to \( \mathbb{Z}[v^\pm 1][Q^+] \), with the action of \( X^\lambda \) given by multiplication in the group.
algebra and the action of $T_i$ for $i \in I_\circ$ given by the Demazure-Lusztig operator

$$T_i = vs_i + \frac{v - v^{-1}}{1 - X^\alpha_i}(1 - s_i).$$

The action of the element $T_0$ from $H$ in the polynomial representation is given via the Bernstein presentation by the formula

$$T_0 = T_{s_{\alpha_i}}^{-1}X^{-\theta}.$$ 

The nonsymmetric Macdonald polynomials $E_\lambda(q, v)$ for $\lambda \in Q^\vee$ form a distinguished basis in the polynomial representation of $\mathcal{H}$ (with coefficients extended to $\mathbb{Q}(q, v)$ — we use the letter $q$ to distinguish this parameter from the $q$ in $\mathbb{F}_q$). We refer the interested reader to [Ch2 §3.3] for an introduction to these remarkable polynomials and a discussion of their origins. Our present aim is to relate the specializations of $E_\lambda(q, v)$ at $q = 0, \infty$ to the change of basis and point-counting problems considered in this paper.

To this end, we make use of Cherednik’s “intertwiner” construction of the $E_\lambda(q, v)$, which is based on the operators in the polynomial representation (see [Ch1 Theorem 5.1], or [RY] (3.3)) for our conventions). Fix a reduced expression $\sigma = (s_{i_1}, \ldots, s_{i_r})$ such that $\pi(\sigma_\lambda) = m_\lambda$, where $m_\lambda = \tau_\lambda u_\lambda^{-1}$ is the minimum coset representative for $\tau_\lambda$ in $W/W_\circ$. Then the intertwiner construction is as follows:

$$E_\lambda(q, v) = v^{-\ell(\alpha_\lambda)} \left(T_{i_1} + \frac{v - v^{-1}}{q^{a_1}v^{b_1} - 1}\right) \left(T_{i_2} + \frac{v - v^{-1}}{q^{a_2}v^{b_2} - 1}\right) \cdots \left(T_{i_r} + \frac{v - v^{-1}}{q^{a_r}v^{b_r} - 1}\right) \cdot 1$$

where $a_k \in \mathbb{Z}_{>0}$ and $b_k \in \mathbb{Z}$ are explicit integers.

At the specializations $q = 0, \infty$ we obtain

$$E_\lambda(\infty, v) = v^{-\ell(\alpha_\lambda)}T_{i_1}T_{i_2} \cdots T_{i_r} \cdot 1$$

$$E_\lambda(0, v) = v^{-\ell(\alpha_\lambda)}(T_{i_1} - (v - v^{-1})) (T_{i_2} - (v - v^{-1})) \cdots (T_{i_r} - (v - v^{-1})) \cdot 1$$

$$E_\lambda(1, v) = v^{-\ell(\alpha_\lambda)}T_{i_1}^{-1}T_{i_2}^{-1} \cdots T_{i_r}^{-1} \cdot 1.$$

In order to compute more effectively in the polynomial representation, we consider the change of basis to the Bernstein basis (the oriented basis corresponding to $A_\infty$):

$$T(\sigma_\lambda, A_0) = \sum_{\tau \in \mathcal{G}_{A_0}(\sigma_\lambda)} m_{\tau \leq 0}^A T(\pi(\tau), A_\infty)$$

$$T(\sigma_\lambda, -A_0) = \overline{T(\sigma_\lambda, A_0)}$$

$$= \sum_{\tau \in \mathcal{G}_{A_0}(\sigma_\lambda)} m_{\tau \leq 0}^{-A_\infty} T(\pi(\tau), -A_\infty)$$

$$= \sum_{\tau \in \mathcal{G}_{A_0}(\sigma_\lambda)} m_{\tau \leq 0}^{-A_\infty} T(\pi(\tau), A_\infty).$$
Applying these to 1 in the polynomial representation, we obtain

\[ E_\lambda(\infty, v) = v^{-\ell(u_\lambda)} T(\sigma_\lambda, A_0) \cdot 1 \]

\[ = v^{-\ell(u_\lambda)} \sum_{\tau \in \mathcal{P}_{A_0}^\infty(\sigma_\lambda)} m_{\tau \leq \sigma}^A T(\pi(\tau), A_\infty) \cdot 1 \]

\[ = v^{-\ell(u_\lambda)} \sum_{\tau \in \mathcal{P}_{A_0}^\infty(\sigma_\lambda)} m_{\tau \leq \sigma}^A X^{\text{wt}(\pi(\tau))} v^\ell(\text{dir}(\pi(\tau))) \]  

(6.12) \hspace{1cm} \text{Let } X \text{ where}

\[ E_\lambda(0, v) = v^{-\ell(u_\lambda)} T(\sigma_\lambda, -A_0) \cdot 1 \]

\[ = v^{-\ell(u_\lambda)} \sum_{\tau \in \mathcal{P}_{A_0}^\infty(\sigma_\lambda)} m_{\tau \leq \sigma}^A T(\pi(\tau), A_\infty) \cdot 1 \]

\[ = v^{-\ell(u_\lambda)} \sum_{\tau \in \mathcal{P}_{A_0}^\infty(\sigma_\lambda)} m_{\tau \leq \sigma}^A X^{\text{wt}(\pi(\tau))} v^\ell(\text{dir}(\pi(\tau))) . \]  

(6.13)

Let \([X^\nu]f\) denote the coefficient of the monomial \(X^\nu\) in \(f \in \mathbb{Z}[v^{\pm 1}][Q_\nu^\ell]\). Using Theorem 5.6 and Lemma 2.18 we deduce the following:

**THEOREM 6.14.** For any \(\lambda, \nu \in Q_\nu^\ell\), we have

\[ [X^\nu]E_\lambda(\infty, v)\big|_{v^2=q} = q^{(\lambda^- + \nu, \rho) - \ell(u_\lambda)} \#_{\nu, q} (\sqcup_{u \in W_\circ} U^+ \varpi^\nu u \cdot I \cap \text{Im}_\lambda \cdot I) \]

(6.15)

\[ [X^\nu]E_\lambda(0, v)\big|_{v^2=q} = q^{(\lambda^- - \nu, \rho) - \ell(u_\lambda)} \#_{\nu, q} (\sqcup_{u \in W_\circ} U^- \varpi^\nu u \cdot I \cap \text{Im}_\lambda \cdot I) \]

(6.16)

where \(\lambda^-\) is the unique antidominant weight in the \(W_\circ\)-orbit of \(\lambda\).

**REMARK 6.17.** Formulas (6.12) and (6.13) are special cases of the Ram-Yip formula \cite{RY} Theorem 3.1], which gives a combinatorial expression for \(E_\lambda(q, v)\) with both parameters. Our change of basis computations leading to these formulas are entirely parallel to the proof of the Ram-Yip formula, but they are simpler at \(q = 0, \infty\).

6.3.1. **Comparison with Ion’s formula.** Ion has proved a slightly different version of (6.16) in \cite{Ion} Theorem 4.2], namely

\[ [X^\nu]E_\lambda(0, v)\big|_{v^2=q} = q^{(\lambda^- + \nu, \rho) + \ell(u_\lambda)} \#_{\nu, q} (U^- \varpi^\nu \cdot I \cap K \varpi^{-\lambda} \cdot I) \]

(6.18)

where \(K = \sqcup_{u \in W_\circ} I u I\) and \(u_0\) is the long element of \(W_\circ\). One can establish the equality of the two formulas as follows.\footnote{It may help the reader to be aware that \cite{Ion} uses different conventions for the Macdonald polynomial parameters—namely our \(q = 0\) and \(v\) arbitrary corresponds to his \(q = \infty\) and \(t = v^{-2}\).}

Let \(G \xrightarrow{\pi} G/I \xrightarrow{\pi} G/K\) be the canonical projections. Observe that \(p(X \cap Y) = p(X) \cap p(Y)\) for any \(X, Y \subset G/I\) such that \(r^{-1}(X)\) is right \(K\)-stable. Both of the sets \(\sqcup_{u \in W_\circ} U^- \varpi^\nu u I\) and \(\sqcup_{u \in W_\circ} \text{Im}_\lambda u I\) are right \(K\)-stable (for the former, see, e.g., \cite{BD} Corollary 1]).

Since \(m_\lambda\) is a minimal coset representative, the restriction \(p_{\text{Im}_\lambda} : \text{Im}_\lambda \cdot I \rightarrow \text{I} \varpi^\lambda \cdot K\) is an isomorphism. Hence it restricts further to a bijection between \((\sqcup_{u \in W_\circ} U^- \varpi^\nu u \cdot I) \cap \text{Im}_\lambda \cdot I\) and its image under \(p\). We obtain

\[ \#_{\nu, q} (\sqcup_{u \in W_\circ} U^- \varpi^\nu u \cdot I \cap \text{Im}_\lambda \cdot I) = \#_{\nu, q} (U^- \varpi^\nu \cdot K \cap I \varpi^\lambda \cdot K) . \]  

(6.19)
On the other hand, one can verify each fiber of the map \( p_{U^{-w u} I} : U^{-w u} I \to U^{-w u} K \) contains exactly \( q^{\ell(uw)} \) points, and that the same is true for the further restriction of \( p \) to \( U^{-w u} I \cap (\cup_{u \in W_\ell} m_{1 \lambda u} I) \). Therefore

\[
\#_{q}(U^{-w u} K \cap I_{w^\lambda} K) = q^{-\ell(uw)} \#_{q}(U^{-w u} I \cap (\cup_{u \in W_\ell} m_{1 \lambda u} I)) \quad (6.20)
\]

Finally, we claim that for any \( x \in W \) and \( \nu \in Q^\vee \) one has

\[
\#_{q}(U^{-w u} I \cap L x I) = q^{(\nu, 2 \rho)} \#_{q}(U^{-w u} I \cap L x^{-1} I) \quad (6.21)
\]

This follows from Theorem 5.6 and the following lemma, which gives a termwise equality of the respective sums from (5.7), up to the factor \( \ell_{A_{-u}}(w^\nu) = \langle \nu, 2 \rho \rangle \).

**Lemma 6.22.** Suppose \( \nu \in Q^\vee \) and \( \sigma \) is a reduced expression of length \( r \). Then the map \( \tau = (\tau_1, \ldots, \tau_r) \mapsto (\tau_r, \ldots, \tau_1) =: \tau' \) reversing a subexpression gives a bijection

\[
\{ \tau \in \mathcal{D}_{A_0}^{\lambda_k - \infty}(\sigma) \mid \pi(\tau) = w^\nu \} \longrightarrow \{ \tau \in \mathcal{D}_{A_0}^{\lambda_k - \infty}(\sigma') \mid \pi(\tau) = w^-\nu \}
\]

such that \( \kappa_\tau = \kappa_{\tau'} \) and \( \zeta_{\tau}^+ = \zeta_{\tau'}^- \).

Therefore

\[
\#_{q}(U^{-w u} I \cap (\cup_{u \in W_\ell} m_{1 \lambda u} I)) = q^{(\nu, 2 \rho)} \#_{q}(U^{-w u} I \cap (\cup_{u \in W_\ell} m_{1 \lambda u} I)) \quad (6.24)
\]

By stringing together (6.19), (6.20), and (6.24), our formula (6.16) is converted to Ion’s formula (6.18).
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