A quantum collisional classifier driven by information reservoir
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We investigate the open dynamics of a probe qubit weakly interacting with distinct qubit environments bearing quantum information. We show that the proposed dissipative model yields a binary classification of the reservoir qubits’ quantum information in the steady state in the Bloch qubit parameter space, depending on the coupling rates. To describe the dissipation model dynamics, we have adopted the collision model, in which the input information parameters of the reservoir qubits are easily determined. We develop a generalized classification rule based on the results of the micromaser-like master equation where the classification can be described in terms of the Bloch parameters. Moreover, we show that the proposed classification scheme can also be achieved through quantum parameter estimation. Finally, we demonstrate that the proposed dissipative classification scheme is suitable for gradient descent based supervised learning tasks.

I. INTRODUCTION

There has been growing interest in exploiting the advantages of quantum resources for machine learning (ML) and artificial intelligence (AI) [1–6]. Data classification is one of the basic subroutines of these fields of research. There are several proposals for quantum versions of perceptrons, the fundamental processing units of quantum neural networks (QNNs), as quantum classifiers relying on the existing advantages of the circuit model of quantum computation [7–12]. However, in this model, the need for constructing unitary perceptron gates composed of multi-controlled operations deteriorates the algorithmic processes for existing quantum computers operating in the noisy intermediate-scale quantum (NISQ) era [13]. Therefore, introducing alternative proposals for classifying quantum data with hardware-efficient protocols could be favourable.

It has been reported that the dissipation-based computation model is equivalent to the gate-based quantum circuit model [14]. Alongside the fact that dissipation is detrimental to quantum information processing, it is now well-known that dissipation-assisted protocols could be harnessed as a resource for quantum computation tasks [15–18]. Some studies report that quantum reservoirs may not necessarily be the trash dumps that the quantum information is thrown; however, they could be considered as communication channels where some information is transmitted to the system of interest [19, 20].

We consider a probe qubit weakly interacting with distinct quantum information-bearing reservoirs. Here, the quantum information reservoirs [21, 22] are assumed to be strings of idealized quantum bits $|\Psi(\theta, \phi)\rangle$ with specific parameters. In analogy with quantum reservoir engineering [23], the probe qubit is subjected to a dissipation process in the presence of information reservoirs where the steady-state is a non-trivial quantum state.

Here, open system dynamics is described by a standard collision model [24–26] where the system sequentially contacts with identical, non-interacting environmental units in a finite time portion. This picture fits well with our definition of the information reservoirs, which provide the input data for classification. The repeated interaction-based collision model has become one of the successful approaches to describe the dynamics of various open quantum systems such as non-equilibrium systems [27, 28], non-Markovian systems [29–31], thermodynamics for quantum systems [32–34] or quantum systems with strong coupling [35].

In this study, we show how quantum data can be classified by dissipative quantum dynamics probed by a quantum two-level system (TLS) in the weak coupling regime and discuss the suitability of a standard quantum collisional model to achieve this task. We introduce a general classification rule for the proposed model based on the analytical and numerical results. We demonstrate that when a TLS interacts with distinct information environments, it responds with a binary decision in the steady-state depending on the reservoir parameters and the coupling rates. It’s also shown that collision models may provide an efficient route for dissipative quantum information processing tasks in addition to being an alternative approach to modelling open quantum dynamics.

We explicitly demonstrate the functionality of the proposed model in performing the linear classification task examined by introducing the quantum noise in the parameter spaces to be classified. Moreover, we show that the classification task can be achieved by using quantum parameter estimation. Finally, we show that the dissipation-driven open quantum classifier is suitable for gradient-based supervised learning tasks as the function of parameters representing the behaviour of the training task has a smooth variation behaviour with proper differentiability.

This manuscript is organized as follows. In Sec. II, we give the essential definitions for the model we propose. In Sec. III, we present the physical model and system dynamics with derived analytical expressions. In Sec. IV, we present the numerical analysis of the proposed model.
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with verifications of the analytical results. In Sec. V, we demonstrate binary classification via QFI. Then in Sec. VI, we apply our model to a supervised learning scheme with a gradient descent process. Finally, we conclude our study with the discussion section in Sec. VII.

II. PRELIMINARIES

A. Classical model

Perceptron is a mathematical model defining a binary classification task which is the simplest form of data classification [36]. The model returns a binary output \( z = f(x^T w) \) modulated by an activation function \( f \) where \( x = [x_1, \ldots, x_n]^T \) and \( w = [w_1, \ldots, w_n]^T \in \mathbb{R}^n \) are vectors corresponding to an input dataset and corresponding weights, respectively. In this model, classification is performed as \( z = 0 \) if \( z = f(x^T w) \geq 0 \) and \( z = 1 \), else. Weighted summation of the data instances

\[
x^T w = \sum_i w_i x_i
\]

are defined with adjustable weights \( w_i \) in order to perform learning tasks. A properly operating perceptron can linearly separate (see Fig. 1 (b)) the input data instances successfully. The activation function \( f \) is, in general, a non-linear function in analogy with a biological neuron meeting the expressivity requirements. On the other hand, a single perceptron can still separate data instances with a linear (identity) activation function. However, activation functions are extremely important for multilayer neural networks as their structure affects the performance of learning tasks [37].

The proposed model concerns the linear classification of the quantum data with identity activation. However, the classifier model can be easily extended to an open quantum perceptron model by introducing a non-linear Hamiltonian [38] in the collision process.

B. Quantum dissipative dynamics

We resort to a dissipative model to describe the quantum classifier where the open quantum system \( \rho \) is defined by the weighted contribution of generators,

\[
\frac{\partial \rho}{\partial t} = P_1 \mathcal{L}_1^{(i)} + \ldots + P_N \mathcal{L}_N^{(N)}
\]

(2)

each representing non-unitary evolutions by distinct reservoirs. Here, in general, \( \mathcal{L}_i^{(j)} \) are time-dependent and weighted by non-negative numbers \( P_i \) representing the probability about which reservoir involves the evolution of the probe qubit \( g_0 \). Eq. (2) is the quantum equivalent of Eq. (1) and represents a physical system only when the weak coupling condition is met, ensuring the validation of the additivity of the generators [39–41].

In compliance with the repeated interactions protocol, the generators can be represented by completely positive trace-preserving (CPTP) maps

\[
\Phi_t^{(i)}[g_0] = \text{Tr}_R \{ U_t (g_0 \otimes \rho_R ) U_t^\dagger \}.
\]

(3)

In this case, \( \rho_R \) is the \( i \)th reservoir’s quantum state, and \( U_t \) is a unitary propagator that influences both the reservoir and the system. A dynamical map meeting the expressivity requirements. On the other hand, a single perceptron can still separate data instances with a linear (identity) activation function. However, activation functions are extremely important for multilayer neural networks as their structure affect the performance of learning tasks [37].

The proposed model concerns the linear classification of the quantum data with identity activation. However, the classifier model can be easily extended to an open quantum perceptron model by introducing a non-linear Hamiltonian [38] in the collision process.

Note that only if all the dynamical maps \( \Phi_t^{(i)} \) in the summation are CP divisible, Eq. (4) can be cast in place of Eq. (2).

As previously stated, the binary classification result is encoded in the probe qubit in the steady state. In the Bloch representation, a qubit can be written as \( \rho = \frac{1}{2} (1 + \omega \cdot \sigma) \), where \( \omega = (\omega_x, \omega_y, \omega_z) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) stands for the Bloch vector and \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) stands for a vector whose elements are the Pauli matrices.

As the focal point of our current study is to develop a dissipative classification process of quantum information over single qubit parameters, it’s instructive to follow a quantum variant of the estimation theory. By using Fisher information, a random variable’s unknown parameter may be calculated. The following are the traditional Fisher details for a discrete random variable

\[
\mathcal{F}_\lambda = \sum_r p_r(\lambda) \left[ \frac{\partial \ln p_r(\lambda)}{\partial \lambda} \right]^2
\]

(5)

where the probability of getting the outcome \( r \) given the parameter \( \lambda \) is denoted by \( p_r(\lambda) \). The extension of Eq. (5) allows one to quantify quantum Fisher information (QFI) as

\[
\mathcal{F}_\lambda = \text{Tr}[\rho_\lambda L_\lambda^2] = \text{Tr}[(\partial_\lambda \rho_\lambda)L_\lambda]
\]

(6)

where the symmetric logarithmic derivative, \( L_\lambda \), is determined by \( \partial_\lambda \rho_\lambda = \frac{1}{i} \{ \rho_\lambda , L_\lambda \} \) [42]. These formulations lead to the conclusion that,

\[
\mathcal{F}_\lambda = \sum_i \frac{(\partial_\lambda p_i)}{p_i} + \sum_i p_i \mathcal{F}_{\lambda,i} + \sum_{i \neq j} \frac{8 p_i p_j |\langle \psi_i | \partial_\lambda \psi_j \rangle|^2}{p_i + p_j}
\]

(7)
defines QFI for a generic mixed state $\rho = \sum_i p_i \left| \psi_i \right\rangle \left\langle \psi_i \right|$, where $\{p_i\}$ are the eigenvalues of $\rho$ and $F_{\lambda,i}$ is the QFI for a pure state with

$$F_{\lambda,i} = 4\left[|\langle \partial_\lambda \psi_i | \partial_\lambda \psi_i \rangle|^2 - |\langle \psi_i | \partial_\lambda \psi_i \rangle|^2\right].$$  \hfill (8)

In addition, a convenient formula specific to TLS was developed as follows \[43, 44\]

$$F_{\lambda} = \text{Tr}[\left(\partial_\lambda ^2 \rho\right)] + \frac{1}{\text{det}\rho_\lambda }\text{Tr}[\left(\rho_\lambda \partial_\lambda \rho_\lambda \right)^2].$$  \hfill (9)

Note that the density matrix $\rho_\lambda$, whose parameter is $\lambda$ to be estimated, will be considered in the steady state throughout our calculations.

III. MODEL AND SYSTEM DYNAMICS

Quantum collisional models are depicted by repeated interactions between an open quantum system and a sequence of ancilla units. The dynamics of the recurrent interactions are unitary with a small interaction time $\tau \rightarrow 0^+$ in the conventional quantum collisional model, and the ancilla units are identical and non-interacting. It is well known that the standard way of constructing collision models results in memoryless open quantum dynamics with equivalent master equations $[39, 45]$.

As shown in Fig. 1 (c), the proposed model is described by the open quantum dynamics of a probe qubit repeatedly interacting with the units of $i = N$ distinct reservoirs. As mentioned in the previous section, we dub these reservoirs information reservoirs as each unit of the relevant reservoir is represented by pure, uncorrelated, identical qubit states

$$\varphi_{R_i} = \bigotimes_{k=1}^{n} \varphi_k (\theta_i, \phi_i).$$  \hfill (10)

In order to express the additivity of quantum dynamical maps in terms of the quantum collisional model, each dynamical map $\Phi_t^{(i)}$ in Eq. (4) may be rephrased as

$$\Phi_{nt}^{(i)} = \text{Tr}_n \left[ \mathcal{U}_{0i_1} \ldots \text{Tr}_i \left[ \mathcal{U}_{0i} \left( \varphi_0 \otimes \varphi_{R_i} \right) \mathcal{U}_{0i_1} \right] \otimes \ldots \right]$$

by the reduced dynamics, where $nt$ is the period of time between $n$ collisions.

Here, $\mathcal{U}_{0i} = \exp[-i\mathcal{H}_{0i}^k \tau]$ is the unitary propagator and $\mathcal{H}_{0i} = \mathcal{H}_{\text{free}} + \mathcal{H}_{\text{int}}$ is the Hamiltonian describing the complete system in the course of interaction between the probe qubit and the $k$th ancilla of the $i$th reservoir where

$$\mathcal{H}_{\text{free}}^{k,i} = \frac{\hbar^2}{2} \sigma_0^z + \frac{\hbar \omega_i}{2} \sum_{i=1}^{N} \sigma_i^z$$  \hfill (12)

stands for the free terms of the Hamiltonian; $\sigma_0^z$ is the Pauli-$z$ operator for the probe qubit, $\sigma_i^z$ is the Pauli-$z$ operator operating on the $k$th ancilla of the $i$th reservoir, and $\omega_{0,i}$ are the probe and reservoir qubit frequencies, respectively.

We consider $\omega_0 = \omega_i$, in general, with different couplings such that

$$\mathcal{H}_{\text{int}}^{k,i} = \hbar \sum_{i=1}^{N} J_i (\sigma_0^+ \sigma_i^- + \text{H.c.})$$  \hfill (13)

where $\sigma_0^+$ and $\sigma_i^-$ are the raising and lowering operators, respectively and $J_i$ is the coupling to the $i$th reservoir. We now omit the index $k$ for convenience. Here, the coupling strengths are in proportion $J_i \propto P_i$ to the probabilities corresponding to the generators, as expressed in Eq. (B3).

To link the dynamical model of the research with actual physical systems, we suggest a master equation akin to a micromaser model based on repeated random interactions $[46-48]$.

To that aim, we perform the system unitary evolution $\mathcal{U}(\tau) = \exp[-i\mathcal{H}_{\text{int}}^k \tau]$ in the interaction picture with respect to $\mathcal{H}_{\text{free}}$ and evaluate the unitary operator (see Appendix A)

$$\mathcal{U}(\tau) = \mathbf{1} - i \tau (\sigma_0^+ S_{j_i}^- + \sigma_0^- S_{j_i}^+) - \frac{\tau^2}{2} (\sigma_0^+ \sigma_0^- S_{j_i}^- S_{j_i}^+ + \sigma_0^- \sigma_0^+ S_{j_i}^+ S_{j_i}^-)$$  \hfill (14)

up to second order in $\tau$. Here, $S_{j_i}^\pm = \sum_{j=1}^{N} J_i \sigma_{j_i}^\pm$ are the collective operators weighted by $J_i$. The whole system can be considered as factorized $\varphi(t) = \varphi_0(t) \otimes \varphi_{R_i}$ after each interaction where reservoir states are assumed to be reset to their initial states.
With reference to the micromaser theory [49], we use a Poisson process to describe the random interactions. Eq. (15) describes the dynamics of the system over a time interval $\delta t$,

$$\dot{\rho}(t + \delta t) = r\delta t U(\tau) \rho(t) U^\dagger(\tau) + (1 - r\delta t) \rho(t)$$  \hspace{1cm} (15)

where $r\delta t$ is the likelihood of an interaction event occurring at a rate $r$ and $1 - r\delta t$ is the likelihood that a non-interaction state would exist. One derives the following master equation for the probe qubit’s reduced dynamics:

$$\dot{\rho}_0(t) = -i[H_{\text{eff}}, \rho] + \sum_{i=1}^N J_i^2 \left( \eta^+ L[\sigma^+_0] + \eta^- L[\sigma^+_0] \right)$$

$$+ \sum_{i<j} J_i J_j \left( \eta^+_L s[\sigma^+_{ij}] + \eta^-_L s[\sigma^+_{ij}] \right)$$  \hspace{1cm} (17)

where $H_{\text{eff}} = p r \sum_{i} J_i^2 \left( \langle \sigma^+_i \sigma^-_i \rangle \sigma^-_0 + \langle \sigma^-_i \sigma^+_i \rangle \sigma^+_0 \right)$ denotes the effective Hamiltonian describing a coherent drive on the probe qubit. The averages calculated over identical reservoir units, i.e., $\langle \Omega_i \rangle = \text{Tr}[(O \otimes \rho_{R_i})]$, $L[\sigma_0] = 2 \sigma_0 \delta - \delta^\dagger \sigma - \sigma^\dagger \delta$ is the Lindblad superoperator, while $L_s[\sigma_0] = 2 \sigma_0 \delta - \delta^\dagger \sigma - \sigma^\dagger \delta$ refers to the reservoir’s squeezing effect. The coefficients of the Lindbladians carry information corresponding to different entries of the reservoir units’ density matrices. For instance, the standard Lindbladian coefficients $\eta^\pm = -2 r^2 \langle \sigma^\pm \sigma^\mp \rangle / 2$ contain diagonal entries of the ith information reservoir units, while $\eta^+_L = 2 pr^2 \langle \sigma^+ \rangle \langle \sigma^- \rangle$ contains off-diagonal entries of the pairwise distinct reservoir units with $N' = N(N-1)/2$ terms in the summation.

Notice that the proposed classifier unifies the classification result at a steady state. The probe qubit at steady state is found to be

$$\dot{\rho}_0^\text{ss} = \frac{1}{J_a} \sum_{i=1}^N J_i^2 \left( \langle \sigma^+_i \sigma^-_i \rangle |e\rangle \langle e| + \langle \sigma^-_i \sigma^+_i \rangle |g\rangle \langle g| \right)$$

$$+ \left[ i \gamma^-_i \langle \sigma^-_i \rangle |e\rangle \langle g| + \text{H.c.} \right]$$  \hspace{1cm} (18)

where $J_a = \sum_{i} J_i^2$ and $\gamma^-_i = pr \sum_{i} J_i \langle \sigma^-_i \rangle$. As apparent in the equation above, the steady state of the probe qubit yields non-vanishing off-diagonal terms manifesting that the information reservoirs are non-equilibrium environments.

The input quantum information contained by the ith reservoir can be explicitly defined with the relevant parameters as

$$\rho_{R_i} = \begin{bmatrix} \frac{1 + \cos \theta_i}{2} & \frac{e^{-i\phi_i}}{2 \sin \theta_i} \\ \frac{e^{i\phi_i}}{2 \sin \theta_i} & \frac{1 - \cos \theta_i}{2} \end{bmatrix} := \begin{bmatrix} \langle \sigma^+_i \sigma^-_i \rangle & \langle \sigma^-_i \sigma^+_i \rangle \\ \langle \sigma^-_i \sigma^+_i \rangle & \langle \sigma^+_i \sigma^-_i \rangle \end{bmatrix}.$$  \hspace{1cm} (19)

We develop the classification rules through Pauli observables as the merit quantifiers of classification. The non-equilibrium steady state nature of the model as expressed in Eq. (18) allows one to develop dissipative classification protocols also for qubit parameter $\phi$. We have reported that the binary decision rule for the azimuth qubit parameter $\theta$ can be read through steady state probe qubit magnetization as [50]

$$D^\phi : \begin{cases} \text{class}_1, & \langle \sigma_z \rangle^0_{\phi} \geq 0 \\ \text{class}_2, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (20)

where $\langle \sigma_z \rangle^0_{\phi} = \frac{1}{N} \sum_i J_i^2 \cos \theta_i$ and $\cos \theta_i := \langle \sigma_z \rangle_i$. In the following sections, we analyse our analytical results with numerical verifications and develop a generalized binary rule expressing the classification of coherence through the qubit parameter $\phi$. The noise and the Poisson statistics effects will also be considered to examine the protocol’s success.

IV. NUMERICAL ANALYSIS

In this section, we analyze the system dynamics with numerical methods. The dynamics were depicted in Eqs. (4) and (11). We use the QuTip package [51] for numerical evaluation of the open system dynamics. Though we continue assuming that the reservoirs are ideal qubits, in realistic situations, noise effects will tend to deteriorate the classification performance of the probe qubit. Therefore to simulate the dynamics with realistic parameters, the dynamical generators in Eq. (11) can be redefined as

$$\Phi_{n(t)} = \text{Tr}_n [A_0 \otimes \ldots \otimes A_0 \otimes \rho_{R_n}] \otimes \ldots$$

where $A_0 = -i[H_{R_0}, \rho] + \sum_{i} L_i^{\nu}[\rho] = \text{a dynamical map satisfying CP divisibility}$. We notice that $\rho = \rho_0 \otimes \rho_{R}$ and the Lindblad term $L_i^{\nu}[\rho] = \Gamma^{\nu} (2A_0 \rho A_0^\dagger - A_0^\dagger A_0 \rho - \rho A_0^\dagger A_0)$ acts on the probe qubit where $\nu = \{\theta, \phi\}$. Here, respectively, $\Gamma^{\theta}$ and $\Gamma^{\phi}$ energy dissipation and pure dephasing rates with $A^{\theta} = \sigma^- \otimes 1 \otimes N$ and $A^{\phi} = \sigma_z \otimes 1 \otimes N$. As is depicted below, we use $t$ to express the elapsed time between successive interactions following the numerical methods.

We follow the stochastic interactions process in our numerical calculations as in the derivation of the micromaser-like master equation. In this picture, among a large number of trials $K$, the number of successful interactions $k$ within a time interval is a fluctuating quantity. We can reasonably assume a binomial distribution for the random variable $k$ following

$$b(k, K) = \binom{K}{k} p^k (1 - p)^{K-k}$$  \hspace{1cm} (22)
where $0 < p < 1$ is the probability of occurring an interaction event with an expectation value $\langle k \rangle = \sum_k bk(K) = pK$.

The distribution in Eq. (22) reaches the regular distribution for $p = 1$ and reduces to the Poisson distribution for $p \to 0$, $K \to \infty$ so that $pK = \langle k \rangle$ is constant. Following these expressions, one defines the expectation of $k$ to be proportional with the average time interval $T$ as $\langle k \rangle = rT$ where $r$ is the interaction rate also defined in analytical calculations. Here, we define $t = \tau_{k+1} - \tau_k = 1/r$ as the time between two successful interactions with online being the average value. Working with realistic parameters conveniently, we choose $T = 1/\Gamma^0$ so that $\langle k \rangle = r/\Gamma^0$ is the average number of successful interactions in the probe qubit lifetime. We define $t = \tau + \tau_0$ as the sum of two different time scales where $\tau$ is the interaction time and $\tau_0$ is the time during a non-interaction event. Assuming $\tau$ is fixed for all interaction events and $\tau \ll 1/\Gamma^0$, we can approximate the dynamical map in Eq. (21) as a unitary evolution during the interaction time $\tau$ and under the action of $L^0_k[\theta]$ during the interval $\tau_0$.

For the numerical calculations, we use the parameters of superconducting circuits$^{[52-54]}$, which has become one of the most successful platforms for quantum information processing applications. Transmon qubits can be coupled via a resonator bus$^{[55]}$, where the interactions are mediated by the exchange of virtual photons. In this architecture, the coupling strengths between qubits can be controlled via dispersive coupling to the transmission line resonator. A superconducting circuit with weakly coupled transmon qubits, typically, has a resonator frequency $\omega_r \sim 1-10$ GHz with $g \sim 1 - 500$ MHz qubit-resonator coupling and $J \sim 1 - 100$ MHz effective qubit-qubit coupling with qubit energy relaxation time $T_1 \sim 40 - 150 \mu s$ and dephasing time $T_2 \sim 50 - 100 \mu s$ $^{[54-56]}$.

A. Single information reservoir

In Fig. 2, we consider a single (only $J_1 \neq 0$) information reservoir $\rho_1 = \langle \Psi(\theta_1, \phi_1) \rangle \langle \Psi(\theta_1, \phi_1) \rangle$ in contact with a decay-free probe qubit. In this simplest case, the steady dynamics yield no classification result yet provides an instructive example of the so-called quantum homogenization. Here, homogenization amounts to an equilibration process in which the quantum state of the system becomes identical to that of the reservoir density matrix with diagonal entries $^{[25, 26]}$.

As we track the binary classification result through Bloch parameters, we monitor the system by Pauli observables. As shown in Figs. 2 (a) and (b), the probe qubit magnetization converges to the magnetization of the reservoir units with the amplitude parameters $\theta_1 = 0$ and $\theta_1 = \pi$, respectively. Aiming to provide a null magnetization initially, the probe qubit prepared as $\rho_0 = \ket{+} \langle + \rangle$. The smooth and monotonic convergence of the equilibrium curves exhibits a Markov evolution demonstrating the success of CP divisible collision dynamics. The interaction statistics $\langle k \rangle$ does not affect the equilibration in the case of the idealized probe qubit. The insets of Figs. 2 (a) and (b) depict the trajectory of the probe qubit Bloch vector during the dissipative process. In contrast to the equilibration curves, the Bloch vector exhibit an evolution with a smooth trajectory only for $\langle k \rangle > \Delta \times 10^3$ corresponding to regular interaction statistics. That would be significant for dissipative quantum processing tasks achieved by quantum collision dynamics.

As one may expect, the Bloch vector evolution ends up with the relevant hemisphere of the Bloch ball consistent with the quantum homogenization process. This trivial result will make sense when the equilibration of the probe qubit takes place in the presence of more than one information reservoir. In this case, as depicted in Fig. 2 (c) the equilibration dynamics yields the classification result depending on the probe qubit magnetization value.

In what follows, we evaluate the collisional dynamics by introducing errors on the probe qubit, as depicted in Fig. (2) (e). For a smaller average number of successful interactions, the equilibration process breaks down as the average time $t$ between successive interactions increases. Following the relation $\langle k \rangle = pK$, one could determine the $\langle k \rangle$ dependent probability of success $p$. Introducing the number of trials within $T$ as $K = T/\tau$, one can easily define $p = \langle k \rangle \tau/T$. For $p \approx 1$, $p \approx 0$ and $0 < p < 1$ one obtains regular, Poisson and sub-Poisson statistics respectively.

In contrast to the cases where a single information reservoir state is fixed as in Figs. 2 (a), (b) and (e), now in Figs. 2 (e) and (f), we evaluate the steady state response of the probe qubit to the variation of reservoir parameters $\theta$ (for fixed $\phi$ ) and $\phi$ (for fixed $\theta$), respectively. Both cases exhibit symmetric curves where we expect a similar response in the presence of more than one information reservoir due to the additivity of generators, as we found in Eq. (18). As a notable result in Fig. 2 (g), the system has a reverse steady response curve against the variation of $\phi$, dependent on the fixed values of $\theta$.

Therefore one may infer the parameter dependent classification rules from the steady system response in the presence of a single information reservoir as follows. First regarding the classification through the amplitude parameter, the binary decision of the system reads Class1 for $\theta < \pi/2$ and Class2 otherwise. Second, the binary decision for $\phi$ reads Class1 for $\pi/2 < \phi < 3\pi/2$ and Class2 otherwise. Note that this rule holds only for $\theta < \pi/2$ and the opposite holds for $\theta > \pi/2$. The results above, inferred from the single reservoir dynamics, will be examined for two reservoir cases in the following subsection and will aid in developing a generalized classification rule.

We observe that both regular and sub-Poisson interaction statistics yield successful equilibration dynamics needed for classification. Moreover, noise effects can be beaten with larger $\langle k \rangle$ as shown in Fig. (3). However, the current state-of-the-art for superconducting circuits
set a limit for the possible minimum value for $\tau_0$. To successfully implement the collision dynamics, the probe qubit should be reset to its initial value to disentangle from the reservoir qubits after each interaction. This can be achieved by a qubit-reset protocol.

Recently, it was stated that a parametric reset protocol could be performed in 34 ns in transmon qubits and could be reduced to 10 ns in principle [57]. In our dissipative classification scheme with a noisy probe qubit, 30 ns qubit reset time (including the qubit preparation time for the next collision) corresponds to $\langle k \rangle = 1/\Gamma_0(\tau_0 + \tau) \simeq 12 \times 10^3$ successful collisions.

**B. Two information reservoirs**

Now, we consider the simplest case in which the concept of classification can be mentioned, where two information reservoirs interact with the probe qubit. In this case the respective couplings are $J_1, J_2 \neq 0$ and the information reservoirs are, in general characterized by $g_{1,2} = |\langle \Psi(\theta_{1,2}, \phi_{1,2}) \rangle | |\langle \Psi(\theta_{1,2}, \phi_{1,2}) \rangle |$ specific parameters. As the first numerical demonstration of a multi-information reservoir case, we analyse the steady response of the noisy probe qubit with the variation of the coupling strengths. In Fig. 3, one can see a slight effect of interaction statistics on the symmetric response curve. The appearance of the symmetrical curve as in Fig. 2 (f), where the dynamics were analysed in the presence of a single reservoir, manifests the adequacy of the model for binary classification.

In case of two reservoirs, the steady response for the classification due to parameter $\theta$ can be given by (see Appendix B) the Pauli observable $\langle \sigma_z^0 \rangle_{ss} = \frac{1}{J_\Sigma} \times (J_1^2 \cos \theta_1 + J_2^2 \cos \theta_2)$ where $J_\Sigma^2 = J_1^2 + J_2^2$. For instance, when two information reservoirs (with $\theta_1 =$
and show that they agree with
\( 1 \) (b) with a different number of average in-
\( 4 \) (f) depicts the success of the proposed classifier in
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parameters and the initial state of the probe qubit are the
result in Fig. \( 2 \) (g), where we examine the single qubit
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ary classification through \( \phi \).

Here, the notable point is that the classification rule changes sign when the \( \theta \) parameters of the two reservoirs
belong to a Bloch vector in the different hemispheres of the
Bloch ball. This result agrees with the numerical result in Fig. \( 2 \) (g), where we examine the single qubit
reservoir case. As a more generic conclusion, one can deduce that the binary classification result through \( \phi \) depends on the binary classification result of the parameter
\( \theta \). Therefore, the binary decision \( (D^\phi) \) for parameter \( \phi \) reads
\[
(D^\phi | (\sigma_z)_z \geq (\sigma_y)_z ) = \begin{cases} 
\text{class1(2)}, & (\sigma_y)_z \geq (\sigma_y)_z \geq 0 \\
\text{class2(1)}, & \text{otherwise} 
\end{cases}
\]
Together with Eq. \( 20 \), the expression above introduces a general classification rule for a dissipative quantum
classifier driven by quantum information environments. Fig. \( 4 \) (f) depicts the success of the proposed classifier in the two-dimensional \( \phi \) parameter space.

V. CLASSIFICATION THROUGH QFI

As described above, the binary decision of the proposed model is non-unitarily encoded on the probe qubit. The use of a probe connected to an environment is similar to the studies concerning quantum sensing \[ 58-60 \]. Here, QFI is the tool to estimate an unknown parameter. Although our parameters are well defined and can be monitored by certain observables, in this section, we show that binary classification can also be achieved through QFI. By Eq. \( 9 \), one obtains the QFI expression for any parameter \( \lambda = \{ \theta, \phi \} \). The probe qubit density matrix

![FIG. 3. (Colour online.) The probe qubit steady state response coupled to the two information reservoirs. Here, the system qubit: \( J_1 = J/2 + \delta J \) and \( J_2 = J/2 - \delta J \) are connected to the reservoirs by their coupling coefficients. \( \delta J \) is a fraction of \( J \) with \( J = 0.01 \). \( (k) \), the average number of interactions within the \( T = 1/T^0 \) time interval. With identical reservoir units of \( |\Psi(\theta_1, \phi_1)\rangle \), \( \theta_1 = 0 \), \( \phi_1 = 0 \) and \( \theta_2 = \pi \), \( \phi_2 = 0 \), the probe qubit prepared initially in \( |+\rangle = (|e\rangle + |g\rangle)/\sqrt{2} \) state collisionally interacted. The longitudinal decay rate of the probe qubit is \( T^0 = 2 \times 10^{-5} \). Numerical and analytical verification was obtained for 0.774 (red dashed line) and \(-0.492 \) (purple dashed line) values, respectively. Other parameters and the initial state of the probe qubit are the same as in the caption of Fig. \( 2 \).](image)
FIG. 4. (Colour online.) The system’s steady-state response as a function of the linear change of the input parameters. A change in the steady state magnetization of a system qubit connected to various surroundings that convey information and are parametrized by \( \theta \) for (a) and (b). When the \( \theta = 0^\circ, 10^\circ, \ldots, 180^\circ \) azimuthal angles are present, 19 \times 19 = 361 dots are presented, each representing steady state magnetization in the first and second environments. System to reservoirs coupling are fixed and equal to \( J_1 = J_2 = 0.01 \). In both (a) and (b), the magnetization is plotted versus \( \theta = \pi - (\theta_1 + \theta_2) \) for practical scaling as described in the text. (a) The change in the steady state magnetization of the system qubit as a function of the average number of interactions \( \langle k \rangle \) (16000) throughout a time interval \( T = 1/\Gamma_\phi \). (b) How the steady state magnetization of the system qubit varies based on three distinct average interaction values of \( \langle k \rangle \). (c) Linearly separated binary classification pattern of the system qubit in the steady state coupled to two information reservoirs with equal strengths. The pattern is obtained against the variation of \( \theta \) parameters in range \( 0 < \theta_1, \theta_2 < \pi \), with the randomly chosen 32 amplitude parameter pairs. For (a), (b) and (c) the remaining parameters and the initial state of the probe qubit are the same as in the caption of Fig. 2. For (d) and (e), the system qubit’s steady state magnetization varies according to the coupling coefficients \( J_1 = J/2 + \delta J \) and \( J_2 = J/2 - \delta J \), where \( \delta J \) is a portion of \( J \) with \( J = 0.01 \). The average number of interactions \( \langle k \rangle \) therein the times \( T_1 = 1/\Gamma_\phi \) and \( T_2 = 1/\Gamma_\phi \). With identical reservoir units of \( |\Psi(\theta_1, \phi_1)\rangle \) with for (d) \( \theta_1 = \theta_2 = 2\pi/3 \), \( \phi_1 = \pi/2 \), \( \phi_2 = 3\pi/2 \) and for (e) \( \theta_1 = \theta_2 = \pi/3 \), \( \phi_1 = \pi/2 \), the probe qubit prepared initially in \( |\Psi(\theta, \phi)\rangle \) with \( \theta = 0, \phi = 0 \) state collisionally interacted. The energy dissipation rate of the probe qubit is \( \Gamma_\phi = 9.09 \times 10^{-6} \) and the dephasing time is \( \Gamma_\phi = 7.41 \times 10^{-6} \). (f) The system qubit’s linearly separable classification pattern in steady state. The couplings between the information reservoirs and the system qubit were assumed to be equivalent. 32 amplitude parameter pairs were classified randomly in the ranges of \( 0 < \phi_1 < \pi \), \( \pi < \phi_2 < 2\pi \) and \( \theta_1 = \theta_2 = \pi/3 \). The interaction rate \( r \) and the interaction duration \( \tau \) are assumed as \( r = 0.16 \), \( \tau = 3.00 \), respectively, for (d), (e), and (f).

In the steady state is explicitly defined in Eq. (C1) as a function of \( \lambda \).

Following the recipe above, the QFI for the respective parameters in the presence of a single information reservoir is found to be

\[
\mathcal{F}_\theta = \frac{\sin^2 \theta}{2} + 2\xi^2 \cos^2 2\theta + \frac{1}{\sin^2 \theta - \xi^2 \sin^2 2\theta}
\]

\[
\left( \frac{\sin^2 \theta}{2} + \frac{\sin^2 \theta}{8} + \xi^2 \left( -\frac{3}{2} \sin 2\theta \sin 4\theta 
+ \cos^2 2\theta + \cos^2 \theta \cos^2 2\theta - \sin^2 \theta \sin^2 2\theta
+ \frac{\xi^2}{2} \sin^2 4\theta \right) \right)
\]  

(24)

where \( \xi = \pi \tau J/2 \). Note that in the single reservoir case, as expressed in Eq. (25), \( \mathcal{F}_\theta \) only depends on \( \theta \). However, the dependence to \( \phi \) appears in the general expression as in Eq. (C5). General QFI expression for \( \theta \) is too cumbersome to calculate analytically. Therefore, we evaluate the two information reservoir case numerically in Fig. 5 by use of Eq. (C2). Here, the system couplings to both the reservoirs are equal and three different values of reservoir parameter pairs \( \theta_1, \theta_2 \) (with \( \phi_1 = 0 \)) are examined. First, \( \theta_1 = \delta \theta \) and \( \theta_2 = \pi - \delta \theta \) are taken and as \( \delta \theta \) varies both parameters become equal when \( \theta_1 = \theta_2 = \pi/2 \). In this case, the QFI of the probe qubit reaches a maximum value (solid line). One obtains the same curve in the presence of a single information reservoir. Second,
Parameter $\delta \theta > \pi/2$ corresponds with the right side of the $\delta \theta = \pi/2$ axis, the probe qubit’s magnetization will point within the southern hemisphere of the Bloch sphere (matching to classification label ‘1’). Similar justifications allow us to analyze the classification outcomes in the third instance, where the first reservoir parameter is set at $\theta_1 = \pi/12$, with the binary label ‘0’. As a result, the binary decision of the model is determined by whether the QFI of the probe qubit falls in the right or left area of the vertical dashed line.

In a real parameter estimation scheme, the input (reservoir) parameters are fixed. Therefore, a trivial input with adjustable parameters is needed to monitor the maximum values of the QFI. Similar to the situation in Fig. 5, binary classification may be done using the $\max\{F(\delta \theta_t)\}$ corresponding value of the trial reservoir amplitude parameter $\delta \theta_t$. Given the aforementioned expressions, the binary classification for QFI is as follows:

$$\text{Decision : } \begin{cases} 0, & \delta \theta_t \geq \pi/2 \Rightarrow \max\{F(\delta \theta_t)\} \\ 1, & \text{else.} \end{cases}$$ (26)

Eq. (C5) is the analytically obtained QFI for $\phi$. As shown in Fig 6, we assess QFI for two information reservoirs. In this section, we take into account three scenarios in which the amplitude parameters of two information reservoirs are specified. Keep in mind that for simplicity’s sake, the couplings of the probe qubit to both reservoirs are equal. First we consider, $\phi_1 = \delta \phi$ and $\phi_2 = 2\pi - \delta \phi$. In this case, as we change $\delta \phi$, both the azimuth parameters reach the same value $\phi_{1,2} = 0$ at $\delta \phi = 0, \pi, 2\pi$, which maximizes QFI (solid line). Second, $\phi_2 = 0$ is a fixed value, and we assess QFI under the influence of $\delta \phi$, where QFI takes the highest value when both reservoir parameters are identical at $\phi_{1,2} = 0$ at $\delta \phi = 0, 2\pi$. In the last scenario, $\phi_1 = \pi$ is constant, and we assess QFI while varying $\delta \phi$, with QFI once more taking the highest value when both reservoir parameters are $\phi_{1,2} = \pi$ identical.

VI. OPEN QUANTUM LEARNING

Supervised learning involves the processes of iterative minimization of the cost function between an actual and a target output. A system parameter (in classic schemes the weights) is updated during the iteration for cost function minimization. In order to adapt the problem to our case, we choose to update the coupling strengths of the reservoirs to the probe qubit as

$$J_{k+1} = J_k + \delta J_k.$$ (27)

where $\delta j$ denotes a small change in $j$. In an analogy to least squares approaches, the cost function is defined as the square difference between the vectors representing the actual $A$ and the desired values $Y$ as

$$C = \frac{1}{2}(Y - A)^2.$$ (28)
In our problem, the cost function reads

$$C = \frac{1}{2} \left( \langle \sigma_z \rangle_{\text{des}} - \langle \sigma_z \rangle_{\text{act}} \right)^2$$

where the $\langle \sigma_z \rangle_{\text{des}}$ desired and the $\langle \sigma_z \rangle_{\text{act}}$ actual steady state magnetizations of the proposed classifier. The well-known gradient descent method is used in the protocol to reduce costs $[8]$. The parameters are iterated by

$$\delta j_i = -\eta \frac{\partial C}{\partial j_i}$$

where $\eta$ is the so-called learning rate defining the speed of the variation process in the greatest decrease direction.

We used the GD approach to train our model for three different learning rates, as shown in Fig. (7) using Eq. (D5). The smooth variation of the cost function against the iteration of the coupling rates exhibits a successful descent of the model, even for high learning rates with avoided overshooting. Additionally, as shown in Fig. (8), our model offers a good 3D graphical representation of the cost function. The cost function is shown in Fig. (8) as decreasing along dotted lines when $J_1$ and $J_2$ parameter changes are successful.

**VII. CONCLUSIONS**

In conclusion, we have explored the dynamical behaviour of a single TLS repeatedly interacting with structured environments parametrized by the Bloch variables. We observe that by monitoring the TLS, acting as a probe system by Pauli observables, one obtains a binary decision in the steady state as the classification result of $N$ distinct information reservoirs as input data.

Our preference for a dissipative protocol for quantum data classification allows one to obtain the result as an open system response of a natural equilibration process in contrast to the circuit-based unitary schemes where the number of multi-qubit gates scales exponentially with the number of input data. Furthermore, our preference for a collision model to characterize the dissipative dynamics allows us to easily parameterize the information reservoir units as input data.

We obtained an analytical statement for the proposed model by deriving a micro-maser master equation as a physical example expressing repeated interactions. Based on the analytical expressions, we derived a generalized classification rule for the Bloch parameters’ space. We also examined the analytical results with numerical verifications introducing noise with realistic parameters affecting both the Bloch parameters. We have demonstrated that the model is feasible by the current state-of-the-art. Moreover, the classification rule based on the dissipative dynamics is considered upon quantum parameter estimation and introduced a classification rule through QFI.

Finally, we apply our model to a supervised learning scheme with a gradient-descent process as an ultimate goal. We derived the cost function straightforwardly and observed the successful minimization by dissipative dynamics. The proposed model can be considered as a unit structure of a dissipation-driven, feed-forward quantum network once a non-linear function is introduced at a certain threshold during the collisional dynamics. Such a scheme can be favourable when applied in place of classification gates in the circuit model variational quantum algorithms to minimize errors in the current NISQ devices known as hybrid quantum computing.
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Appendix A: The Unitary Propagator

The unitary time-evolution operator is written as $U(\tau) = \exp[-i\mathcal{H}_{\text{int}} \tau] = \exp[-i\tau U]$. Here, we denote

$$U = \sum_{i=1}^{N} J_i (\sigma_i^+ \sigma_i^- + \text{H.c.}). \quad (A1)$$

by taking $\hbar = 1$. We make an approximation of the second-order unitary propagator in $\tau$.

$$U(\tau) \simeq 1 - i\tau U - \frac{\tau^2 U^2}{2} \quad (A2)$$

The matrices for the operators $U$ and $U^2$ are as follows:

$$U = \begin{bmatrix} S^+_{j_1} & \cdots & S^+_{j_N} \\ \vdots & \ddots & \vdots \\ S^+_{j_1} & \cdots & S^+_{j_N} \end{bmatrix} \quad (A3a)$$

$$U^2 = \begin{bmatrix} S^-_{j_1} S^-_{j_1} & \cdots & S^-_{j_1} S^-_{j_N} \\ \vdots & \ddots & \vdots \\ S^-_{j_N} S^-_{j_1} & \cdots & S^-_{j_N} S^-_{j_N} \end{bmatrix} \quad (A3b)$$

where $S^\pm_{j_i}$ represent the collective operators. Adding Eqs. (A3a) and (A3b) to Eq. (A2), the following expression is obtained.

$$U(\tau) = \begin{bmatrix} 1 - \frac{\tau^2}{2} S^-_{j_1} S^-_{j_1} & -i\tau S^-_{j_1} \\ -i\tau S^-_{j_1} & 1 - \frac{\tau^2}{2} S^+_{j_1} S^+_{j_1} \end{bmatrix}, \quad (A4)$$

It is the time-evolution operator in matrix form as given in Eq.(14).

Appendix B: The Master Equation

Rewriting Eq. (A2) as $U(\tau) \simeq 1 - U_1(\tau) - U_2(\tau)$ with $U_1(\tau) = i\tau U$ and $U_2(\tau) = \tau^2 U^2/2$, and inserting into Eq.(16), one obtains

$$\dot{\rho}_0(t) = r Tr_\mathcal{R}_s [U_1(\tau) \rho(t) U_1^\dagger(\tau) - U_1(\tau) \rho(t) - U_2(\tau) \rho(t) U_1^\dagger(\tau) - \rho(t) U_2^\dagger(\tau)]. \quad (B1)$$

Here, we have eliminated the terms higher than second order in $\tau$ such as $U_2(\tau) \rho(t) U_2^\dagger(\tau) \propto \tau^4$ or $U_1(\tau) \rho(t) U_1^\dagger(\tau) \propto \tau^3$. We obtain the explicit version of the master equation for the probe qubit as: by tracing out the degrees of freedom in the information environment and exploiting the linearity and cyclic features of the trace operation.

$$\langle \sigma_x \rangle_{ss} = \frac{i(\gamma_1^- - \gamma_2^+)}{J_\Sigma} \sum_i J_i^2 \langle \sigma_z \rangle_i \quad (B3)$$

$$\langle \sigma_y \rangle_{ss} = \frac{-i(\gamma_1^- + \gamma_2^+)}{J_\Sigma} \sum_i J_i^2 \langle \sigma_z \rangle_i \quad (B4)$$

Considering the general form of the probe qubit $\rho_0(t) = p_c(t) |e\rangle \langle e| + p_g(t) |g\rangle \langle g| + (c(t) |e\rangle \langle g| + \text{H.c.})$ in the standard basis, Bloch equations read

$$\langle \sigma_x \rangle = - (\gamma_1^- + \gamma_2^+) \langle \sigma_x \rangle + i (\gamma_1^- - \gamma_2^+) \langle \sigma_z \rangle + \gamma_5^- c^* + \gamma_6^- c$$

$$\langle \sigma_y \rangle = - (\gamma_3^- + \gamma_4^+) \langle \sigma_y \rangle - (\gamma_1^- + \gamma_2^+) \langle \sigma_z \rangle + i \gamma_5^- c^* - i \gamma_6^- c$$

$$\langle \sigma_z \rangle = -2(\gamma_3^- - \gamma_4^+) \langle \sigma_z \rangle + \gamma_3^+ - \gamma_4^-$$

$$+ i \gamma_5^- c^* + i \gamma_6^- c \quad (B3)$$

where, respectively, $\gamma_1^- = r \tau \sum_{i=1}^{N} J_i \langle \sigma^-_i \rangle$, $\gamma_2^+ = r \tau \sum_{i=1}^{N} J_i \langle \sigma^+_i \rangle$, $\gamma_3^- = \frac{\tau^2}{2} \sum_{i=1}^{N} J_i^2 \langle \sigma^+_i \sigma^-_i \rangle$, $\gamma_4^+ = \frac{\tau^2}{2} \sum_{i=1}^{N} J_i^2 \langle \sigma^-_i \sigma^+_i \rangle$, $\gamma_5^- = 2 r \tau^2 \sum_{i<j} J_i J_j \langle \sigma^-_i \sigma^-_j \rangle$ and $\gamma_6^- = 2 r \tau^2 \sum_{i<j} J_i J_j \langle \sigma^+_i \sigma^+_j \rangle$. Solutions of the Bloch equations in the steady state found to be

Appendix C: Fisher Information

$\theta_0^{ss}$ is calculated using the variables $\theta$ and $\phi$ and is denoted as follows when the values in Eq. (19) are substituted in Eq. (18):
where $C_{\theta,\phi}^*$ is the complex conjugate of $C_{\theta,\phi}$. Let $\lambda = \phi$ according to Eq. (9). Therefore, if we take the partial derivative of Eq. (C1) with respect to $\phi$, we get as follows

$$\frac{\partial}{\partial \phi} \phi^0(\theta, \phi_i) = \begin{bmatrix} 0 & \partial_{\phi} C_{\theta,\phi} \\ \partial_{\phi} C_{\theta,\phi}^* & 0 \end{bmatrix}$$

(C2)

where $\partial_{\phi} C_{\theta,\phi} = iC_{\theta,\phi}$ and $\partial_{\phi} C_{\theta,\phi}^* = -iC_{\theta,\phi}^*$.

$$\text{Tr}[(\partial_{\phi} \phi^0)^2] = 2|C_{\theta,\phi}|^2$$

(C3a)

$$\det \phi^0 = [\phi^0]_{11} [\phi^0]_{22} - |C_{\theta,\phi}|^2$$

(C3b)

$$\text{Tr}[(\partial_{\phi} \phi^0 \partial_{\phi} \phi^0)^2] = 2|C_{\theta,\phi}|^2 ([\phi^0]_{11} [\phi^0]_{22} - |C_{\theta,\phi}|^2)$$

(C3c)

By following the steps we used for $\phi$ above, also quantum Fisher information can be obtained according to $\theta$. QFI expressions based on amplitude parameters for a single reservoir of information are given in Eqs. (24) and (25).

**Appendix D: Derivation of the cost function**

Let’s edit Eq. (30) for $J$

$$\delta J_i = -\eta \frac{\partial C}{\partial J_i}.$$  

(D1)

When we consider the partial derivative of the cost function with respect to the coupling constant $J$, we arrive at Eq. (D2).

$$\frac{\partial C}{\partial J_i} = \left(\langle \sigma_i^0 \rangle_{\text{act}} - \langle \sigma_i^0 \rangle_{\text{des}}\right) \left(\frac{\partial \langle \sigma_i^0 \rangle_{\text{act}}}{\partial J_i}\right)$$

(D2)

In the scenario we are using right now, there are two information reservoirs that correspond to specific magnetizations. The actual steady state magnetization (Eq. (B4)) thus has the value

$$A = \langle \sigma_z^0 \rangle_{\text{act}} = \frac{J_1^2 \langle \sigma_z^1 \rangle + J_2^2 \langle \sigma_z^2 \rangle}{J_1^2 + J_2^2}.$$  

(D3)

The partial derivatives with regard to $J_1$ and $J_2$ separately were calculated using the formula to determine the cost function, and they were as follows:

$$\frac{\partial A}{\partial J_1} = \frac{2 J_1 \langle \sigma_z^1 \rangle \langle J_1^2 + J_2^2 \rangle - 2 J_1 \langle J_1^2 \langle \sigma_z^1 \rangle + J_2^2 \langle \sigma_z^2 \rangle \rangle}{(J_1^2 + J_2^2)^2}$$

(D4a)

$$\frac{\partial A}{\partial J_2} = \frac{2 J_2 \langle \sigma_z^2 \rangle \langle J_1^2 + J_2^2 \rangle - 2 J_2 \langle J_1^2 \langle \sigma_z^1 \rangle + J_2^2 \langle \sigma_z^2 \rangle \rangle}{(J_1^2 + J_2^2)^2}$$

(D4b)

In our case, the cost function’s constant value for the desired magnetization is $\langle \sigma_z^0 \rangle_{\text{des}} = 0.4$. After substituting Eqs. (D3) and (D4) in Eq. (D2), the expression obtained after substituting them in Eq. (D1), Eq. (27) becomes as follows:

$$\left(\langle J_1 \rangle_k + \delta \langle J_1 \rangle_k \right)_{k+1} = \left(\langle J_1 \rangle_k + \delta \langle J_1 \rangle_k \right)_k$$

(D5)
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