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A B S T R A C T

Pandemics influence people negatively and people experience fear and disappointment. With the global outbreak of COVID-19, the sentiments of the general public are substantially influenced, and analyzing their sentiments could help to devise corresponding policies to alleviate negative sentiments. Often the data collected from social media platforms is unstructured leading to low classification accuracy. This study brings forward an ensemble model where the benefits of handcrafted features and automatic feature extraction are combined by machine learning and deep learning models. Unstructured data is obtained, preprocessed, and annotated using TextBlob and VADER before training machine learning models. Similarly, the efficiency of Word2Vec, TF, and TF-IDF features is also analyzed. Results reveal the better performance of the extra tree classifier when trained with TF-IDF features from TextBlob annotated data. Overall, machine learning models perform better with TF-IDF and TextBlob. The proposed model obtains superior performance using both annotation techniques with 0.97 and 0.95 scores of accuracy using TextBlob and VADER respectively with Word2Vec features. Results reveal that use of machine learning and deep learning models together with a voting criterion tends to yield better results than other machine learning models. Analysis of sentiments indicates that predominantly people possess negative sentiments regarding COVID-19.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

The fast spread and rapid rise in COVID-19 cases led to panic, anxiety, and fear across the globe. Each country faced elevated pressure to control the situation by using all available resources. Besides physical health, the mental health of people has a significant impact on the outbreak of pandemic disease [3]. The effect of COVID-19 on psychological health has been investigated by several studies [18]. Due to the spread of bizarre conspiracies related to COVID-19, social media platforms like Facebook, Instagram, Twitter, Reddit, and others have been monitored to control the spread of disinformation and misinformation. There is a need to devise an analytic way to investigate the public sentiments during the pandemic. Most of the researchers are dealing with healthcare problems, suggesting some preventive measures and recommend post-recovery plans but determining peoples’ sentiments as presented on social media is an underexplored research area.

Human sentiments can be observed from social media posts. When data, based on social media posts, is analyzed as a whole it provides predominant thoughts of the public and temperament of the population. The information shared in the news on social media platforms includes public emotions, current trends, fashion, and health problems. Digital media has become a major information source and attracts society to be part of this platform. People now depend more on online platforms than other conventional news sources because it is easily accessible via mobiles. The huge
volume of data has brought the attention of researchers working in artificial intelligence (AI) and machine learning (ML) domains [40]. These platforms are used by companies as a tool to promote their products and services [16] as per the opinions mined from social media. Similar to users’ reviews regarding products and services, people share their views on COVID-19 and such reviews can be used to find and analyze people’s sentiments [26]. This also provides an opportunity to analyze the influence of the COVID-19 pandemic worldwide concerning its impact on people’s temperaments.

Natural language processing (NLP) based tools and methods have been extensively used by researchers to explore comments on social media. Exploring semantics and the intrinsic meaning of the text is a difficult task, specifically adversarial text [33]. Adversarial text is the modified form of the original text, which is strategically altered to fool a trained classifier. Such modifications include deleting, replacing, or adding salient words to generate meaningful sentences [35]. Suitable feature extraction techniques coupled with the ML model are significant in handling the limitation of text classification and sentiment analysis. People express their sentiments and opinions on Facebook and Twitter about COVID-19. An automated and efficient method is required to explore the meaning of the online text, as manual analysis is long and laborious. Users mostly use wrong punctuation, nonstandard abbreviations, and jargon and emoticons in comments. The absence of voice tone and facial expression put additional complexity in dealing with such text [42].

This research focuses on online text related to COVID-19 for sentiment analysis for obtaining highly accurate sentiments. The main objective of this work is to find the sentiment of the general public to reduce the fear of the outbreak of the disease. Existing studies show poor performance for COVID-19 related Tweets’ sentiments due to lack of a proper feature set [15]. This study focuses on resolving this issue and makes the following contributions

• An unlabeled dataset is taken from the IEEE data port that contains tweets regarding COVID-19. Manual annotation is laborious and time-consuming for large datasets, valence-aware dictionary for sentiment reasoning (VADER), and TextBlob is leveraged. From this perspective, the efficiency of both labeling models is investigated.
• Often preferred by the researchers, term frequency (TF) and term frequency-inverse document frequency (TF-IDF) are widely used for sentiment analysis. This study also uses Word2Vec and investigates the efficacy of various machine learning models including Random Forest (RF), Extra Tree (ET), Gradient Boosting Machine (GBM), Logistic Regression (LR), Naive Bayes (NB), Stochastic Gradient (SG) and Voting Classifier (VC) that combines LR and SG.
• A novel voting ensemble of machine learning and deep learning model is designed for sentiment analysis of COVID-19 tweets. The ETCNN combines ET and convolutional neural network (CNN) through soft voting.
• Extensive experiments have been carried out to analyze the efficacy of machine learning models and the performance of the proposed ETCNN is compared with the state-of-the-art models.

The rest of this paper follows this sequence. Related work is detailed in Section 2. It is followed by the description of the proposed model, dataset, and a brief description of ML models in Section 3. Section 4 discusses the results while in the end, the conclusion is provided in Section 5.

2. Related work

Various existing studies have applied ML-based techniques to analyze emotions from the short text commonly called sentiment analysis. Researchers have faced several challenges like unstructured text, size of data, and selection of appropriate techniques for sentiment classification [37]. Twitter is getting the attention of researchers for the tasks like information retrieval, emotion detection, determining public opinion, aggression detection, content mining, and topic modeling related to COVID-19 [11]. Regarding the analysis of COVID-19 related textual data, several different aspects have been explored such as COVID-19 detection [6], the role of the internet of things (IoT) to reduce COVID-19 spread [7], etc. Customers’ feedback has been investigated using tweets by researchers [29]. The authors applied the Latent Dirichlet allocation (LDA) model to get a deep insight into the data. Authors performed topic modeling using Euclidean distance based on popularity [36]. Authors analyzed emotions using tweets from various languages [20].

Situation during the pandemic are monitored using public tweets [41]. Emotional attachments and mental condition is analyzed by tweets [8]. Some other researchers focused on the tweets of other languages to observe public sentiments [25]. Some researchers highlighted that tweets are related to a person’s mental health [34] and discussed that fear of unemployment and no physical activity cause depression in people [24]. Deep learning models have been used by researchers for text classification [19,21]. Authors applied residual structure based on CNN [1,6,14] to extract local features for image-related tasks such as image segmentation and image classification.

Twitter data has been also used by researchers in tracking and analyzing crisis situations during epidemics [41]. Postnatal behavior or depression of new mothers is analyzed by exploring their emotions, language style, and social involvement from tweets [8]. Authors highlighted government policies during pandemic conditions caused by COVID-19 and also performed topic modeling using multi-lingual Twitter data in [25]. Saire et al. [34] present a positive correlation between infected persons with the number of tweets [38], analyzed the growth of sinusophobia during pandemic conditions from Twitter data.

Researchers are exploring tweets from different perspectives by analyzing the sentiments toward the COVID-19 pandemic. Authors collected tweets over twenty days of March 2020 from Europe and analyze the impact of coronavirus disease spread. The authors applied different unsupervised ML-based models to explore COVID-19-related textual data. Tweets related to COVID-19 have been scrapped by research-ers and analyzed by using different methods such as the NB model for analysis [2], LDA, TextBlob and NLI libraries [22], bigram and trigram [21], etc. Authors analyzed the effect of COVID-19 symptoms on quarantine in [28]. The main focus of these studies was to explore the tweets to analyze COVID-19-related mental and psychological problems.

Other techniques like lexicon-base analysis are performed in [31]. Some researchers performed sentiment analysis of specific regions like China [15]. Some others performed topic modeling and analyzed the reasons for COVID-19-related rumors that can help management to take appropriate actions [9]. Authors claimed that Twitter has a significant impact on the behavior of the general public and information that is discussed in tweets needs to be analyzed [17].

Despite the above-cited studies and their contribution to analyzing the sentiments of COVID-19-related tweets, these studies lack in providing highly accurate results. Often the focus is placed on using different models and feature extraction techniques. This study uses the combination of machine and deep learning models to leverage the benefit of both. The ML model is fed with hand-crafted features while CNN uses automatic feature extraction. This way, voting their results produces better results, as discussed in the later sections.
Table 1
Example of different sentiments extracted using VADER & TextBlob from the COVID-19 tweet corpus.

| Tweet Text                                                                 | Sentiment | VADER Score | TextBlob Score |
|---------------------------------------------------------------------------|-----------|-------------|----------------|
| #NYC #CoronavirusUSA hospitalizations lowest since the lockdown began      | Positive  | 0.57        | 0.64           |
| RT #frequentbuyer1: I often wonder if I’ll be among the 30,000 future #CoronavirusUSA deaths. | Negative  | -0.61       | -0.55          |
| I've already told my husband if I die I want to be buried in Alaska       | Neutral   | 0           | 0              |

Fig. 1. Workflow of the proposed methodology for COVID-19 sentiment classification.

3. Methodology

The workflow of proposed methodology for COVID-19 sentiment analysis is presented in Fig. 1. Starting with the acquisition of the Tweets dataset, it follows the annotation of data using the TextBlob-based polarity score. The final labeled dataset is preprocessed for noise and redundant data removal. Afterward, feature extraction is performed to train the machine learning models. Models are then evaluated in terms of performance evaluation parameters like accuracy, precision, recall, and F-score.

3.1. Data collection

The COVID-19 tweet dataset [23] is obtained from the IEEE data port. The dataset includes tweet ID and score of tweets’ sentiment. Tweets related to COVID-19 are extracted using relevant keywords and hashtags.

3.1.1. Dataset annotation

For data annotation, this study makes use of two well-known methods, TextBlob and VADER [40] are utilized for tweet labeling into two classes that are positive or negative. The polarity score of TextBlob ranges from -1 to 1. A polarity score of less than 0 presents a negative sentiment. A score greater than 0 shows a positive sentiment.

\[
\text{Label}_i = \begin{cases} 
\text{Negative,} & P_i < 0 \\
\text{Positive,} & P_i > 0 
\end{cases}
\]

where \( T_i \) is the \( i \)th tweet and \( P_i \) represents the polarity of \( T_i \).

Data annotation is done separately for TextBlob and VA- DER indicating that after the annotation, we have two datasets. The polarity score can vary and so do the labels for TextBlob and VADER. It will help to analyze the efficiency of these methods. Samples of dataset text along with the assigned polarities from TextBlob and VADER are given in Table 1.

The dataset contains a total of 11,858 tweets which are annotated using the selected methods. Since the polarity score varies for both these methods, the number of positive and negative tweets also varies. The number of samples for each class using TextBlob and VADER is given in Table 2.

3.2. Preprocessing

Tweets are short text and in general, are unstructured. Mostly it contains noisy data and needs to be preprocessed. The following steps are carried out for preprocessing:

1. Hashtags are generally meaningless concerning sentiments. Therefore, these hashtags are removed from the dataset.
2. All text is converted to lowercase.
3. Stopwords also have meaning in expressing sentiment. Therefore, such words are removed from the data to reduce the training time.
4. To decrease the complexity and enhance the training process of models, stemming has also been applied to transform extended words to their root forms.
5. Punctuation, user mentions, and other symbols are also removed from the tweets.

3.3. Graphical visualization and analysis of dataset

To obtain a more clear view of the COVID-19-related dataset, the data is visualized for analysis. In the first step, the top terms of the COVID-19 sentiment dataset are analyzed. People discussed the terms like “coronavirus”, and “COVID-19”. The most discussed terms depict the people’s interest topic during pandemics. The analysis indicates that the most discussed terms are quarantine and lockdown. Fig. 2 presents the mostly used tweet terms.

Fig. 3 presents the word cloud of two classes separately. The word cloud is given for both negative and positive classes which present the frequently used terms of each category.
### Table 3
Strength and weakness of feature representation technique.

| Technique   | Type                   | Strengths                                                                                           | Weaknesses                                                                                   |
|-------------|------------------------|-----------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------|
| TF          | Vectorization technique | - measure the frequency of the most used term in a document                                      | - problem with considering the raw word frequency is that relevance does not increase the proportionality of usage |
| TF-IDF      | Vectorization technique | - count the occurrence of word appearing                                                          | - large vector size                                                                            |
|             |                        | - can find similarities between documents easily                                                   | - Position of term and its co-occurring terms are not considered                            |
|             |                        | - count the frequency of each unique term in a document as well as whole corpus                  | - Do not consider context and semantics.                                                      |
|             |                        | - Weight is directly proportional to the frequency of words in a document and inversely proportional to the frequency of words within documents. | - Sparsity issue                                                                               |
|             |                        | - Stop words like is, a, etc., are less significant than rarely occurring words.                  | - Inefficient to find similarities between synonyms and differentiate in polysemous words.   |
| Word2Vec    | Prediction based technique | - Works on words’ probability                                                                  | - Large-sized vocabulary make the model difficult to train on Word2Vec.                        |
|             |                        | - Map words to target vectors                                                                      | - Consider word similarities                                                                  |
|             |                        | - CBOW predicts the words’ probability and skip-gram determines the words’ context.              | - CBOW Take polysemous words’ average, separate vectors are used to present skip-gram.       |

3.4. Feature extraction

In this study, the techniques used for feature extraction are TF, TF-IDF, and Word2Vec. These techniques have been widely used for solving classification problems. TF shows the frequency of a term in the document. While IDF is the inverse document frequency. Word2Vec converts words into numerical vectors. This technique learns word associations from the dataset. The strengths and weaknesses of each of these techniques are discussed in Table 3.

3.5. Classifiers used in study

In this study, ML-based classifiers are applied for sentiment analysis of the tweets. A brief description of these models is presented for completeness.

RF is a tree-based approach, which makes accurate predictions by combining weak learners [5]. It utilizes a bootstrap dataset to train decision trees. The bootstrap is generated as a subset of the original dataset which is randomly selected.

ET is also a tree-based model that uses trees like RF [39]. It does not work on bootstrap data samples and generates trees from the actual dataset. The root node is selected based on the Gini index values.

GBM is based on boosting and the use of classification and regression tasks [10]. It minimizes the error rate by improving the model. It increases the strength of the algorithm at each next step. GBM resolves the problem of missing values efficiently.

LR is a classification model and uses statistical techniques to do that [13]. It uses a logistic function for the binary variables. It uses the sigmoid function to present the relationship between dependent and independent variables.

NB is based on Bayes’ theorem [30]. It works by calculating the prior and posterior probability of a target in the data. It considers feature independence. It performs better on large-sized and complex multiclass data.

SG works on one versus all techniques [12]. It is based on an optimization technique and finds the most appropriate parameters. It works well on large datasets and uses a large number of samples at each step. Hyperparameter tuning is a sensitive task.

CNN is a deep neural network, widely used for image classification tasks. It efficiently learns the complex features associated with the target class during training [27]. CNN is composed of several layers like convolutional, pooling, activation, and flatten while dropout layers are also used. Features are learned from the input data at the convolutional layer while the pooling layer reduces the size of extracted features that results in low computational complexity. Max pooling is used in this study for experiments. The dropout layer aims at preventing the probability of overfitting while the flatten layer transforms the data into an array. The rectified linear unit (ReLU) is applied as an activation function in this study and the dropout rate is 0.2.

An ensemble model combines the output of more than one machine learning model and often shows better results than individual models and has been used for several kinds of tasks [42]. It determines the final result by incorporating the outputs of multiple models using a soft or hard voting criterion. This study uses two voting classifiers where the first ensemble comprises two classifiers (LR and SG) while the second voting classifier uses an ensemble of two other classifiers (ET and CNN). Hyperparameters of these models are given in Table 4.

3.6. Proposed approach

The proposed approach is called ETCNN which combines ET and CNN models by soft voting, as shown in Fig. 4. The final output will be determined based on high probability. Mathematically, it can be expressed as

\[
\tilde{p} = \arg\max_i \left(\sum_i^n \text{ET}_i \cdot \sum_i^n \text{CNN}_i \right).
\] (2)

where \(\sum_i^n \text{ET}_i\) and \(\sum_i^n \text{CNN}_i\) are probabilities for each test sample.

Afterward, the probability scores for each test sample are utilized by soft voting criteria to make the final prediction. Let \(\text{Prob}_{\text{ET}-\text{Pos}}\) and \(\text{Prob}_{\text{ET}-\text{Neg}}\) be the probability score by the ET model and \(\text{Prob}_{\text{CNN}-\text{Pos}}\) and \(\text{Prob}_{\text{CNN}-\text{Neg}}\) by the CNN for positive and negative classes, respectively. The average probability for both classes can be computed as:

\[
\text{Arg}_{\text{Pos}} = (\text{Prob}_{\text{ET}-\text{Pos}} + \text{Prob}_{\text{CNN}-\text{Pos}})/2
\]

\[
\text{Arg}_{\text{Neg}} = (\text{Prob}_{\text{ET}-\text{Neg}} + \text{Prob}_{\text{CNN}-\text{Neg}})/2
\]
The final prediction will be positive class as shown below

\[
\text{ETCN} = \max(\{\text{Avg}_{\text{Pos}}, \text{Avg}_{\text{Neg}}\}) \tag{3}
\]

The proposed ETCNN decides the final output by combining the predicted probability of classifiers and finds the final output class based on the highest average probability. For performance evaluation of learning classifiers, this work utilizes four evaluation metrics that are accuracy, precision, recall, and F-score.

Algorithm 1 shows the step-by-step working of the proposed ensemble model.

**Algorithm 1: Ensembling of ET and CNN (ETCNN).**

**Input:** input data \((x, y)_{i=1}^N\)

1. \(M_{\text{ET}} = \text{Trained\_ET}\)
2. \(M_{\text{CNN}} = \text{Trained\_CNN}\)
3. \(\text{for } i = 1 \text{ to } M \text{ do}\)
4. \(\text{if } M_{\text{ET}} \neq 0 \text{ and } M_{\text{CNN}} \neq 0 \text{ and } \text{tn\_set} \neq 0 \text{ then}\)
5. \(\text{Prob}_{\text{ET\_Pos}} = M_{\text{ET\_Pos}} = \text{Pos - class}\)
6. \(\text{Prob}_{\text{CNN\_Pos}} = M_{\text{CNN\_Pos}} = \text{Pos - class}\)
7. \(\text{Prob}_{\text{ET\_Neg}} = M_{\text{ET\_Neg}} = \text{Neg - class}\)
8. \(\text{Prob}_{\text{CNN\_Neg}} = M_{\text{CNN\_Neg}} = \text{Neg - class}\)
9. \(d_f = \max\left(\frac{1}{\text{classifier}} \sum_{\text{classifier}} \left(\text{Avg}(\text{Prob}_{\text{CNN\_Pos}} \cdot \text{Prob}_{\text{ET\_Pos}}), \text{Avg}(\text{Prob}_{\text{CNN\_Neg}} \cdot \text{Prob}_{\text{ET\_Neg}})\right)\right)\)
10. \(\text{end if}\)
11. \(\text{Return final label } \hat{p}\)
12. \(\text{end for}\)

4. Results and discussion

Considerable experiments have been carried out to analyzing COVID-19-related tweets' sentiments. Initially, tweet data was acquired from the repository called IEEE data port. Then it is preprocessed by removing additional noise. Annotated and preprocessed data is used to train the classifiers. To prove the effectiveness of the performance of different ML models and voting ensembles, the data is split into 0.7 to 0.3 ratios for training and testing, respectively. Separate sets of experiments are performed using three feature extraction techniques that are TF, TF-IDF, and Word2Vec. Results of ML models by combining different feature extraction techniques are compared for the analysis of COVID-19 tweets' sentiments.

Table 5 shows the comparison of models using TF with TextBlob.

| Model | Accuracy | Precision | Recall | F score |
|-------|----------|-----------|--------|---------|
| RF    | 0.92     | 0.93      | 0.93   | 0.92    |
| ET    | 0.94     | 0.94      | 0.94   | 0.94    |
| GBM   | 0.86     | 0.89      | 0.87   | 0.86    |
| LR    | 0.92     | 0.93      | 0.92   | 0.92    |
| NB    | 0.88     | 0.87      | 0.87   | 0.88    |
| SG    | 0.93     | 0.94      | 0.94   | 0.94    |
| VC(LR+SG) | 0.92   | 0.93      | 0.92   | 0.92    |

Table 6 shows the performance comparison of models using TF-IDF & TextBlob.

| Model | Accuracy | Precision | Recall | F score |
|-------|----------|-----------|--------|---------|
| RF    | 0.91     | 0.92      | 0.92   | 0.92    |
| ET    | 0.94     | 0.95      | 0.95   | 0.95    |
| GBM   | 0.86     | 0.88      | 0.87   | 0.86    |
| LR    | 0.89     | 0.91      | 0.90   | 0.89    |
| NB    | 0.88     | 0.89      | 0.89   | 0.88    |
| SG    | 0.94     | 0.94      | 0.94   | 0.94    |
| VC(LR+SG) | 0.90   | 0.91      | 0.90   | 0.90    |

The results of the classifiers by combining three feature extraction techniques that are TF, TF-IDF, and Word2Vec are compared. The performance of models using TF using the TextBlob annotated dataset is shown in Table 5. It can be observed that the ET model shows the best results using TF with a 0.94 accuracy score while SG also achieves good results with a 0.93 accuracy score. ET and SG showed similar results regarding the precision, recall, and F score each with a score of 0.94. NB and GBM perform poorly in analyzing sentiments of COVID-19 tweets. GBM achieves 0.86 accuracy, 0.89 precision, 0.87 recall and 0.86 F-score while NB achieve 0.8878 accuracy value, 0.87 precision, 0.87 recall and 0.88 F-score.

The results of supervised ML classifiers using TF-IDF are presented in Table 6. Performance results show that the performance of ET and SG is slightly improved by using TF-IDF. SG showed the
Table 7: Performance comparison of models with TF & VADER.

| Model       | Accuracy | Precision | Recall | F score |
|-------------|----------|-----------|--------|---------|
| RF          | 0.91     | 0.91      | 0.91   | 0.91    |
| ET          | 0.92     | 0.93      | 0.93   | 0.93    |
| GBM         | 0.85     | 0.86      | 0.85   | 0.83    |
| LR          | 0.91     | 0.92      | 0.92   | 0.91    |
| NB          | 0.88     | 0.88      | 0.88   | 0.87    |
| SG          | 0.92     | 0.92      | 0.92   | 0.92    |
| VC(LR+SG)   | 0.91     | 0.92      | 0.92   | 0.92    |

Table 8: Performance comparison of models using TF-IDF and VADER.

| Model       | Accuracy | Precision | Recall | F score |
|-------------|----------|-----------|--------|---------|
| RF          | 0.89     | 0.90      | 0.90   | 0.89    |
| ET          | 0.93     | 0.93      | 0.93   | 0.93    |
| GBM         | 0.85     | 0.86      | 0.85   | 0.83    |
| LR          | 0.88     | 0.89      | 0.88   | 0.87    |
| NB          | 0.88     | 0.89      | 0.89   | 0.88    |
| SG          | 0.92     | 0.92      | 0.92   | 0.92    |
| VC(LR+SG)   | 0.88     | 0.89      | 0.88   | 0.87    |

second-highest value of accuracy score. Similarly, the results of NB and GBM have been increased by TF-IDF. These two classifiers have shown poor performance as compared to other classifiers used in the experiments.

4.2. Comparison of ML-based models with VADER using TF and TF-IDF

A separate set of experiments are carried out for models using data annotated using VADER with TF and TF-IDF. VADER is based on the lexicon and is commonly used to find the texts’ sentiment. VADER has performed well on short text classification problems in various types of research works [4].

The performance comparison of classifiers using TF for analyzing sentiments of COVID-19 tweets is presented in Table 7. It can be noticed from the performance comparison that TF in combination with VADER is poorer than the results achieved with TextBlob. ET achieved the best results with a 0.92 accuracy score and 0.93 precision, recall, and F-score. GBM does not show any improvement even with VADER and shows 0.85 scores for accuracy. SG and VC(LR+SG) show a similar result with a 0.92 score each for precision, recall, and F-score.

Table 8 presents the result of models utilizing TF-IDF with VADER. Clearly, the ET classifier shows a little better performance of 1% increase with a 0.93 accuracy score while other models including RF, GBM, LR, and Voting Classifier show a lowering of performance when used with TF-IDF on VADER annotated dataset.

Results indicate that the models show better performance using TF-IDF in combination with TextBlob annotated dataset. It can be noticed that ET outperforms all other classifiers and can find the tweets’ sentiment with 0.94 accuracy utilizing TF-IDF in combination with TextBlob. The precision, recall, and F score value is 0.95.

4.3. Comparison of models using word2vec with textblob

Furthermore, the efficiency of models has been computed and compared utilizing Word2vec for COVID-19-related tweets’ sentiment analysis. The results shown in Table 9 reveal that models have not shown improved results. ET achieves the highest accuracy with a 0.88 value which is lesser than the accuracy result attained by the ET model with TF and TF-IDF with TextBlob. It can be seen that Word2vec has not improved the results of models when using the TextBlob annotated dataset. The highest F-score using word2vec and TextBlob is 0.88 by the ET classifier which is lower than the F-score achieved utilizing TF-IDF with TextBlob.

The proposed ETCNN model outperforms all other models with a 0.97 accuracy score, 0.95 precision, 0.96 recall, and 0.95 F-score with TextBlob annotated and using Word2Vec features. The proposed ensemble of machine learning and deep learning models performs better using Word2vec features and obtain the highest accuracy for the current task of sentiment classification.

4.4. Comparison of models using word2vec with VADER

For analyzing the performance of the models, the results of models using Word2vec are compared with the models using VADER. The performance comparison is shown in Table 10 which indicates that classifiers have shown poor performance using Word2vec in combination with VADER when compared with Word2vec in combination with TextBlob data. ET performed best among all with a 0.88 accuracy score, 0.88 precision, 0.89 recall, and 0.88 F-score. If we compare the effectiveness of ML models, ET is dominant among all other ML models utilized in this study. However, its performance is surpassed by the proposed ETCNN which achieves the best results even with Word2vec with VADER data and outperforms other models with a 0.95 accuracy score. Similarly, values for other performance evaluation parameters show superior performance for sentiment classification.

The ETCNN surpassed every combination of features technique with models when it is applied using Word2vec with TextBlob. Finally, the results prove the effectiveness of the ensemble model by combining machine learning and deep learning approach with appropriate feature representation techniques. Computing the probability of the target output using machine learning and deep learning classifiers individually and then finalizing the target class with the highest probability improves the performance as compared to the separate models. The deep neural network of ETCNN makes it accurate and more efficient.

4.5. Comparison with existing studies

We also carried out a performance comparison of the proposed approach with existing studies. For this purpose, we selected
as the study uses the same dataset for sentiment classification. The study performed experiments by combining TF-IDF and BoW to obtain higher accuracy with an extra tree classifier (ETC). Table 11 shows the comparison of the proposed approach with [32]. The study reports an accuracy of 0.93 with ETC while RF and XGBoost obtained an accuracy of 0.92 for sentiment classification. The current study, on the other hand, obtains a far better accuracy for sentiment classification using the ensemble ETCNN.

5. Conclusion

Pandemics negatively influence people and can lead to several mental problems. Analyzing the sentiments of people and devising corresponding policies can reduce the threats to mental health. With the wide use of social media platforms like Twitter, Facebook, Instagram, etc., the use of social media data presents a potential opportunity to analyze sentiments. However, the unstructured nature of such data may lead to low classification accuracy. This study proposes a novel approach an ensemble of ET and CNN models to overcome this limitation. A large unstructured dataset is obtained, preprocessed, and annotated using TextBlob and VADER for experiments. In addition, the efficacy of TF, TF-IDF, and Word2Vec is also evaluated regarding their use with different machine learning models. Extensive experiments are performed which reveal that the ET model shows the best performance among the machine learning models when TF-IDF features are used. The proposed model obtains the best performance with a 0.97 accuracy score for Word2Vec features using TextBlob and a 0.95 accuracy score for Word2Vec features using VADER annotated dataset. The combination of machine learning and deep learning models seems to work well to obtain high accuracy for sentiment classification. Even with a medium-sized dataset, higher classification accuracy is possible if an appropriate combination of learning algorithms is used. Selecting an appropriate feature extraction approach helps to obtain better performance, however, only three feature approaches are investigated. Further experiments are needed with global vectors for word representation, continuous BoW, etc. This study uses TextBlob and VADER as base models for annotation, however, the manual and other annotation approaches need to be implemented for further experiments.
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