Dynamical capacity drop in a nonlinear stochastic traffic model
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Abstract

In this work, we show that the inverse-\(\lambda\) shape in the fundamental diagram of traffic flow can be produced dynamically by a simple nonlinear mesoscopic model with stochastic noises. The proposed model is based on the gas-kinetic theory of the traffic system. In our approach, the nonlinearity leads to the coexistence of different traffic states. The scattering of the data is thus attributed to the noise terms introduced in the stochastic differential equations and the transition among the various traffic states. Most importantly, the observed inverse-\(\lambda\) shape and the associated sudden jump of physical quantities arise due to the effect of stochastic noises on the stability of the system. The model parameters are calibrated, and a qualitative agreement is obtained between the data and the numerical simulations.

1. Introduction

Based on the empirical observations accumulated on highways in different countries for nearly 8 decades (see for instance the Refs. [Pedersen and et.al., 2011; Kerner and Rehborn, 1996; Daganzo, 2002; Cassidy, 1998]), one important empirical feature of the so called fundamental diagram of traffic flow is the inverse-\(\lambda\) shape (Edie, 1961; Drake and Schofer, 1967; Payne, 1984; Hall et al., 1992) accompanying with capacity drop (Banks, 1990, 1991; Hall, 1991). The inverse-\(\lambda\) implies discontinuity of the flow as a function of vehicle density which occurs in the vicinity of the maximum of the flow. Consequently, the flow-concentration curve is divided into two different regions of lower and higher vehicle density respectively, known as free and congested flow. However, further data analyses (Cassidy, 1998; Munoz and Daganzo, 2003; Cassidy and Mauch, 2001) give birth to an intriguingly different viewpoint. When one divides the empirically observed data into stationary and non-stationary traffic conditions, the resulting fundamental diagram is continuous and scatter-free when one is only interested in the average values of sustained periods of nearly stationary traffic conditions. In Cassidy, 1998, each point in the scatterplot in question corresponds to the average properties of prolonged periods (~ 10 min) of near-stationary traffic states. It exhibits a well-defined relation between flow and concentration, which does not show evidence of discontinuities. The resulting scatterplot from the near-stationary data is understood to be different from that obtained by simply collecting consecutive time intervals of fixed duration. This is because the latter includes the information of non-stationary states. Therefore, a part of the observed
complexity in the fundamental diagram could be understood as a result of mixing traffic data from stationary and non-stationary traffic conditions. The above analysis and the associated reasoning procedure are well recognized and adopted by many authors (e.g., Newell 2002; Daganzo 2007; Blandin et al. 2013; Nagel et al. 2003). Moreover, further developments including new methods and models were proposed, and debate continues on how to address the scatter (Laval 2011; Coifman 2014), and the capacity drop (Blandin et al. 2013; Jin et al. 2015).

As a matter of fact, modeling of the scatter in the fundamental diagram has always attracted much attention in the study of traffic flow. From an empirical viewpoint, the uncertainties observed in the data can always be expressed in terms of the variance of the fundamental diagram, which has become an attractive topic in recent years (Castillo and Benitez 1995; Treiber and Helbing 2003; Li et al. 2012; Kerner 2004b; Nelson and Sopasakis 1998). To study such uncertainties, methodologies involving stochastic modeling have aroused many discussions, either from macroscopic viewpoint (Boel and Mihaylova 2006; Jabari and Liu 2012; Sumalee et al. 2011; Wang and Papageorgiou 2005), from microscopic models (Wagner 2011; Huang et al. 2001; Dailey and Cathey 2002; Nagel and Schreckenberg 1992; Schadschneider and Schreckenberg 1993; Sopasakis and Katsoulakis 2006; Kanai et al. 2005; Yamauchi et al. 2009; Shigaki et al. 2011; Kokubo et al. 2011) or from phenomenological approaches (Wang et al. 2006; Ngoduy 2011; Brilon et al. 2005). On the one hand, even under stationary traffic conditions, a certain degree of residual scatter always persists. They are, for the most part, statistical in nature. The cause of such uncertainty can be attributed to the heterogeneous drivers (Windover and J. 2001) and the lane changes (Laval and Daganzo 2006) among others. On the other hand, when the fundamental diagram is obtained by using a smaller aggregation interval, one may extract information on the intrinsically non-stationary state or the dynamics of transitions between different traffic states. These non-stationary states can be either deterministic or stochastic. In literature, many parsimonious models were developed in their efforts to understand the underlying dynamics. Some of these traffic conditions are understood to be connected to the instability of the equation of motion (EoM) (Kerner and Konhauser 1993; Bando et al. 1995; Ben-Naim et al. 1994; Komatsu and ichi Sasa 1995; Treiber et al. 2000) and subsequent phase transitions in the system (Arnold 1994; Hall 1987; Kerner 2009; Eisenblatter et al. 1998; Kokubo et al. 2011). The scatter of the data can be either attributed to the (transient) temporal evolution of the dynamical system (such as stop-and-go wave (Kerner and Konhauser 1993, 1994; Lee et al. 1998, 1999; Treiber et al. 1999; Helbing et al. 1999; Daganzo et al. 1999)), or to a metastable region in the fundamental diagram (such as the synchronized flow defined in the three phase traffic theory (Kerner 2004a; Kerner and Klenov 2006)).

The present work involves an attempt to show that both the inverse-$\lambda$ shape and its disappearance can be understood within a nonlinear mesoscopic model with stochastic noise. We argue that underlying physical mechanism is the modified stability of the system owing to the stochastic noises. A mesoscopic model (Prigogine and Andrews 1960; Prigogine and Herman 1971; Paveri-Fontana 1975; Nelson 1995) seeks a compromise between the microscopic and the macroscopic approaches. Instead of focusing on individual vehicles, the model describes traffic flow in terms of vehicle distribution as a function of spacetime coordinate and vehicle speed. The dynamics of the system is therefore determined by the EoM for the distribution function, which usually takes the form of an integro-differential equation such as the Boltzmann equation. In fact, most
mesoscopic models can be derived in analogy to the gas-kinetic theory. As it will be discussed below, for near-stationary traffic states, observable traffic states correspond to stable solutions of the deterministic EoM, the resultant fundamental diagram is continuous, and the deviation is small. For non-stationary traffic states, on the other hand, random noises modify stability of the corresponding stochastic EoM, and the resulting fundamental diagram becomes discontinuous and shows an inverse-$\lambda$ shape. Our mesoscopic approach considers discrete speed states. It makes use of the stochastic differential equations (SDE) to model the system with random noises.

The paper is organized as follows. In the next Section, we present a simplified deterministic mesoscopic model characterized by a fold catastrophe potential function. It is shown that the model leads to two different traffic phases, and the two phases join continuously at the maximum of flow. In Section 3, the model is generalized to include stochastic elements. We investigate the stability of the solutions of the SDE numerically and study the variance of the flow. It turns out that the appearance of the discontinuity in the fundamental diagram is obtained naturally without introducing any additional parameter. In Section 4, the present model is then compared qualitatively to the data from Interstate 80 (I-80) freeway collected under the NGSIM program. Concluding remarks and perspectives are given in Section 5 of the paper.

2. A deterministic fold catastrophe model

Recently, we proposed a stochastic mesoscopic traffic model (Siqueira et al., 2016) and employed it to study the fundamental diagram and the flow variance. The model is based on the gas-kinetic approach for the traffic system, initially introduced by Prigogine and Andrews (Prigogine and Andrews, 1960). In our study, we consider a small section of highway where homogeneity can be assumed. As an approximation, the vehicle speed is discretized, similar to the role of space in the automaton model (Nagel and Schreckenberg, 1992). Therefore, the degree of freedom of the system is the vehicle accumulation $n_i$ of the $i$-th speed state. According to the mesoscopic description of the traffic system, the EoM determines the transition rates between different speed states. The mathematical simplicity of the model provides the facility to acquire all the solutions of the EoM analytical, and subsequently, to carry out the analysis of the stability of the system as well as its relationship to traffic congestion (c.f. (Qian et al., 2017b)).

In (Siqueira et al., 2016), only the linear transition terms were considered, and the stability of the system was not studied. In this section, the above model is generalized to include the lowest order nonlinear contributions, and all the stationary solutions are obtained. We note that a stationary solution is not necessarily a stable one. In the context of a traffic system, only stable solutions and quasi-stationary solutions are relevant and can be associated with observable traffic states. As discussed below, the two stationary solutions of the model are found to be conditionally stable and turn out to correspond to the two fundamental traffic states, namely, the free flow and the congested flow states. Although it is built in terms of a minimal number of parameters, we argue that the proposed model reproduces the essential characteristics of the fundamental diagram. We will also show this model is equivalent to a fold catastrophe model.

For a section of highway of length $L$ which contains $N$ vehicles, the EoM of the present model
is essentially a simplified transport equation, given as follows\footnote{A preliminary version of the model can be found in (Qian et al., 2017a).}

\[
\begin{align*}
\frac{dn_1}{dt} &= -c_1n_1 + c_2n_1n_2 - \frac{1}{N_{\text{max}} - N}, \\
\frac{dn_2}{dt} &= -c_2n_2n_1 + \frac{1}{N_{\text{max}} - N} + c_1n_1,
\end{align*}
\]

where \( n_i \) (\( i = 1, 2 \)) is the vehicle accumulation of the \( i \)-th state with speed \( v_i \) and \( N_{\text{max}} \) is maximum accumulation owing to finite vehicle size. So \( k_{\text{max}} = N_{\text{max}}/L \) is the corresponding maximal vehicle density leading to complete congestion. Without loss of generality, we assume \( v_1 < v_2 \).

The physical contents of the EoM and the coefficients are the following. The transition rate for the speed state 1 is determined by the r.h.s. of the equation for \( n_1 \) which consists of a loss term and a gaining term. The loss term \( c_1n_1 \) is simply proportional to the vehicle accumulation since cautious slow drivers leave this state at a fixed rate. In addition to being proportional to \( n_2 \), the gain term must also be proportional to \( n_1 \), since slow drivers force the fast ones to slow down to their speed. The extra constant factor \( \frac{1}{N_{\text{max}} - N} \) takes the total congestion into account as will be explained below. It is easy to show that Eq.\((1)\) guarantees the total vehicle number conservation \( N = n_1 + n_2 \) and hence there is only one degree of freedom. Therefore one may simply consider the following equation in terms of \( n_1 \).

\[
\frac{dn_1}{dt} \equiv f(n_1) = -c_1n_1 + c_2n_1 \frac{N - n_1}{N_{\text{max}} - N}.
\]

The stationary solution of the model, \( n^* \), is given by setting the r.h.s. of the above equation to zero:

\[
-c_1n_1 + c_2n_1 \frac{N - n_1}{N_{\text{max}} - N} = 0,
\]

and one thus obtains

\[
n^*_f = 0,
\]

or

\[
n^*_g = N - \frac{c_1}{c_2}(N_{\text{max}} - N).
\]

One may study the stability of the stationary solution by investigating the temporal evolution via the linearized equation of small pertubations. These solutions are stable against small deviations if the stability criterion (Qian et al., 2017b)

\[
\frac{df}{dn_1}(n^*_{f,g}) = -c_1 + (c_2N - 2c_2n^*_{f,g}) \frac{1}{N_{\text{max}} - N} < 0
\]
is satisfied. So the null solution \( n^*_f \) is stable only when \( N < \frac{c_1}{c_1 + c_2} N_{\text{max}} \), while the non-null \( n^*_g \) is stable for \( N > \frac{c_1}{c_1 + c_2} N_{\text{max}} \). Therefore, it is inferred from Eq.(9) (as well as from the left panel of Fig.1) below that \( n^*_f \) corresponds to the free flow solution and \( n^*_g \) is related to the congested flow solution. Since \( \frac{c_1}{c_1 + c_2} N_{\text{max}} \) plays the role of a critical density, we will introduce a parameter \( N_c \) given by

\[
N_c = \frac{c_1}{c_1 + c_2} N_{\text{max}}.
\]

With two speed states, the flux is given by

\[
q = k \frac{n_1 v_1 + n_2 v_2}{N} = \frac{1}{L} (n_1 v_1 + n_2 v_2),
\]

where the vehicle density \( k = N/L \). As a result, this model predicts two distinct behaviors for the flux \( q \), namely

\[
q = \begin{cases} 
q_{\text{free}} = k v_2, & N \leq N_c, \\
q_{\text{congested}} = q_c + \left( v_1 - \frac{c_1}{c_2} (v_2 - v_1) \right) (k - k_c) & N_c < N \leq N_{\text{max}},
\end{cases}
\]

where \( k_c = N_c / L \) and \( q_c = k_c v_2 \). The fundamental diagram in this case is a continuous curve made up of two straight lines with inclinations \( v_2 \) and \( v_1 - \frac{c_1}{c_2} (v_2 - v_1) \). A schematic fundamental diagram for \( v_1 = 0 \) is shown in the left panel of Fig.1. One sees that the flow arises linearly in the free flow phase \( N < N_c \) and hits its peak at \( N = N_c \), after which the free flow solution becomes unstable, and consequently the system transits to the second stationary solution where the flow drops linearly until it vanishes while attaining \( k = k_{\text{max}} = N_{\text{max}} / L \). The congested flow phase receives increasing contributions from the lower speed state as the vehicle density increases, while the free flow phase is solely determined by the higher speed state. We note that the factor \( \frac{1}{N_{\text{max}} - N} \) in the transition term guarantees that total congestion takes place at \( k_{\text{max}} \) with \( E[q] = E[v] = 0 \).
Now, let us briefly discuss how the free parameters of the model are related to the observed traffic characteristics. Firstly, since the transition shall only depend on intensive quantities, the shape of the resultant fundamental diagram should be independent of $L$, the length of the highway section under consideration. This is readily verified for the analytic solutions, Eq. (4-9). Secondly, the transition coefficients only enter the solutions for the present deterministic version of the model in terms of the ratio between $c_1$ to $c_2$. Therefore, as far as the shape of the fundamental diagram is concerned, $c_1$ and $c_2$ can be counted as one parameter. The speed $v_1$ corresponds to the lower-speed state, and for simplicity, it is taken to be 0 in the present study. Now, there are only three free parameters left, namely, $c_2$, $N_{\text{max}}$ and $v_2$. These three parameters are used to determine the peak of the fundamental diagram (two parameters) and the maximal congestion vehicle density on the x-axis (one parameter).

Before moving on to the next section, we point out that it is not difficult to show that the above simple model is equivalent to a fold catastrophe model (Sanns, 2000), with the minima of its potential function being the roots of Eq. (3). The fold potential function is a third order polynomial:

$$V(n_1)^{\text{fold}} = \frac{1}{3} \frac{1}{N_{\text{max}} - N} c_2 n_1^3 + \frac{1}{2} (c_1 - \frac{1}{N_{\text{max}} - N} c_2 N)n_1^2,$$

where the stable stationary state corresponds to its minima.

### 3. A stochastic fold catastrophe model

Up to this point, we have not considered the effect of stochastic transition terms. The physical content of these transitions is closely related to the stochastic nature of traffic system and therefore partly provides a mathematical implementation for the scatter presented in the fundamental diagram. Besides, as we are about to show in this section, the introduction of stochastic noises may modify the stability of the stationary solution of the fold catastrophe model. As a result, the fundamental diagram is affected. It becomes discontinuous and an inverse-$\lambda$ shape appears near the maximum of the flow. In our approach, the stochastic noises are studied by making use of SDE. Let us introduce stochastic noises into the above fold catastrophe model as following

$$dn_1 = \left( -c_1 n_1 + c_2 n_1 n_2 \frac{1}{N_{\text{max}} - N} \right) dt - \alpha \sqrt{c_1 n_1} dB_1 + \alpha \sqrt{c_2 n_1 n_2} dB_2,$$

$$dn_2 = \left( -c_2 n_2 n_1 \frac{1}{N_{\text{max}} - N} + c_1 n_1 \right) dt - \alpha \sqrt{c_2 n_2 n_1} dB_2 + \alpha \sqrt{c_1 n_1} dB_1,$$

where $B_1$ and $B_2$ are independent Brownian motions and Itô formulas (Oksendal, 2010) are assumed.\(^2\) As in (Siqueira et al., 2016), the stochastic transition rates are taken to be proportional to $\sqrt{n_i}$, so that the stochastic transitions weigh as much as the deterministic ones given the same vehicle accumulations (Allen, 2007). The parameter $\alpha$ measures the strength of the stochastic noise:

\(^2\)With the presence of stochastic noises, the limit of the Riemann sum does not exist any more, and in the context the Itô formulas can be viewed as one of the two possibilities to generalize Riemann integral when the original definitions are no longer valid, and consequently a tool to solve the SDE.
for $\alpha = 0$, the model reduces to the deterministic counterpart. In this section, we restrict ourselves to the case $\alpha = 1$.

Figure 2: Schematic results of the variance of the fundamental diagram of the fold catastrophe model. In the calculation, one uses the same trivial parameters in Fig.1 $v_1 = 0, v_2 = c_1 = \alpha = N_{\text{max}} = L = 1, c_2 = 3$. In the left panel, the curves show the variances determined by Eq. (18); in the right panel, the stabilities of the solutions are modified, the congested flow state shrinks while free flow state extends to $k_s$ owing to the existence of stochastic noises. The location of $k_s$ is illustrative.

When evaluating the expected values, it is mathematically rigorous to ignore the stochastic transition terms, as long as their coefficients (such as $\alpha \sqrt{c_1 n_1}$ for instance) $\in \mathcal{V}$ (see Theorem 3.2.1 of (Oksendal, 2010) for the definition of $\mathcal{V}$, which is satisfied for most well-behaved functions). One is then left to determine whether these stationary solutions are indeed stochastically stable. However, to the best of our knowledge, to obtain the analytic result on the stability of the SDE is far from a trivial task (Arnold et al., 1983; Kwiecinska, 1999; Mao, 1999; Scheutzow, 1993). In Appendix I, we analytically show that for $N < N_c$, the stable free flow solution in Eq. (9) for the deterministic equation, Eq. (1), is indeed stable for the corresponding SDE (Eq. (11)). For other values of $N$, numerical studies are carried out to determine the stability of the stable solutions. The results are presented in Appendix II. It turns out that the SDE possesses different stability properties comparing to the corresponding deterministic EoM. We found that the free flow solution is stochastically stable within the range $0 < N < N_s$, where the value $N_s$ is numerically larger than $N_c$. When $N \geq N_s$, the system dwells around a quasi-stationary solution (Grasman and van Herwaarden, 1999) for an extended period until it eventually evolves to the absorbing boundary. Therefore, we interpret the quasi-stationary solution in the region $N_s < N < N_{\text{max}}$ in our model as the congested flow.

If one assumes that a solution is stable, one may calculate the variance of expected value following the standard procedure of Itô calculus. It is not difficult to show that the variances of the

---

3A type of boundary for the Fokker-Planck equation with the property that once the system evolves to it, it never comes back. It can be easily shown that $n_1 = 0$ is an absorbing boundary in the present problem (Grasman and van Herwaarden, 1999).
In principle, one should further evaluate $d(n_1^3)$, which turns out to depend on higher order terms. For simplicity, one may employ a cut-off approximation by ignoring higher order correlation, namely, $E[n_1^3] \sim E[n_1]E[n_1^2]$. This cuts the infinite equation chain at second order and one obtains

$$E[n_1^3] = \frac{\left[ c_1 + c_2 \frac{N}{N_{\text{max}} - N} \right] E[n_1]}{2c_1 - c_2 \frac{N}{N_{\text{max}} - N} + 2c_2 \frac{1}{N_{\text{max}} - N} E[n_1]}. \quad (15)$$

Therefore, we approximately have

$$\text{Var}[n_1] = \text{Var}[n_2] = -\text{Cov}[n_1 n_2] = \frac{\left[ c_1 + c_2 \frac{N}{N_{\text{max}} - N} \right] E[n_1]}{2c_1 - c_2 \frac{N}{N_{\text{max}} - N} + 2c_2 \frac{1}{N_{\text{max}} - N} E[n_1]} - E[n_1]^2. \quad (16)$$

And the corresponding variance of the flow reads

$$\text{Var}[q] = \frac{(v_2 - v_1)^2}{L^2} \left\{ \frac{\left[ c_1 + c_2 \frac{k_{\text{max}}}{k_{\text{max}} - k} \right] E[n_1]}{2c_1 - c_2 \frac{k_{\text{max}}}{k_{\text{max}} - k} + 2c_2 \frac{1}{L(k_{\text{max}} - k)} + 2c_2 \frac{1}{L(k_{\text{max}} - k)} E[n_1]} - E[n_1]^2 \right\}. \quad (17)$$

By making use of Eq.(9), it can be simplified to the following form

$$\text{Var}[q] = \begin{cases} 0 & N \leq N_c \\ -2(v_2 - v_1)^2 c_2 \left( \frac{1}{c_2} + 1 \right) (k - k_c)(k - k_{\text{max}}) & N_c < N \leq N_{\text{max}} \end{cases}. \quad (18)$$

In practice, the appearance of $N_s$ breaks the continuity of the fundamental diagram. The free flow solution does not stop at $N_c$ (where it intersects with the congested flow solution at point “A” in the left panel of Fig[1] but continues until $N_s$. Correspondingly, the congested flow solution appears as a quasi-stationary solution only when the concentrations are larger than $N_s$, which causes a gap, $\Delta q = q_{\text{free}}(N_s) - q_{\text{congested}}(N_s)$, at $N_s$, as can be inferred from Eq.(9). This is shown in the right panel of Fig[1] in comparison to the deterministic case shown in the left panel of the same figure.
In Fig. 2, we present the schematic results of the variation of the fundamental diagram by using the same parameters as those in Fig. 1. It is shown that the variance is zero in the free flow phase because \( E[n_1] = 0 \). Then the variance increases when the system enters the congested phase (as an unstable solution at first when \( N_c < N < N_s \)). It reaches the maximum and eventually decreases to zero when the complete congestion occurs, as seen from Eq. (18). However, we note that the calculated variance is not applicable to the transition region \( N \sim N_s \), where traffic states are not stable. This point will be further discussed below. We emphasize that the obtained capacity drop is not a consequence of any additional and/or artificial parameter of the model, but from the modified stability owing to the existence of stochastic noises.

4. Qualitative comparison to the data

In this section, we carry out a qualitative comparison to the I-80 data from the NGSIM program (FHWA and NGSIM, 2006) for model validation. The public I-80 data is collected from the six-lane freeway section on I-80 in the San Francisco Bay area in Emeryville, CA, with an on-ramp from Powell Street located within the study area. It includes three intervals of 4 pm to 4:15 pm, 5 pm to 5:15 pm and 5:15 pm to 5:30 pm on April 13, 2005. The original data set consists of video clips captured by seven synchronized digital video cameras, which are then transcribed into vehicle trajectories. The latter provide the precise locations of all vehicles within the study area every one-tenth of a second, for a total of 5408 different automobiles. The present analysis only concerns automobiles (neither motorcycles nor trucks), which corresponds to roughly 96% of all vehicles. Since lane 1 (the leftmost lane of the freeway) is a high-occupancy vehicle (HOV) lane, its inflow is restricted especially during the observation period and consequently behaves completely different than the other five lanes. For this reason, the data from lane 1 is excluded. We also note that the original study by Cassidy (Cassidy, 1998) used loop detector data, which are obtained between 500m - 2000m downstream of an on-ramp where a bottleneck is formed during the relevant period. To mimic the loop detector data, our calculations are carried out for fixed spatial positions downstream of the Powell Street on-ramp.

It is noted that conventional measures in the data aggregation process, for instance, the time mean speed and space mean speed, usually present several sources of noise. The latter impose considerable difficulty in our current study, due to the lack of statistics. In this respect, we employ the method proposed by Coifman (Coifman, 2014) over the conventional one. This is because Coifman’s method was shown to be able to efficiently suppress the noises, such as unphysical fluctuations related to the integer nature of vehicle number. Tailored to our present study, moreover, an additional criterion is proposed to identify the near-stationary states.

According to Coifman’s method, the fundamental diagram is evaluated as follows. Primarily, the traffic state is measured in terms of the headway for each vehicle. The resulting data points are then grouped by similar vehicle lengths and speeds before aggregation. In particular, individual vehicle headway \( h \) and vehicle length \( l \) are used to calculate the concentration, \( k = l/h \), during single vehicle passage. The corresponding flow is evaluated by \( q = h/v \) where \( v \) is the measured speed of the vehicle. The above-calculated flow-density pair \((q, k)\) gives rise to an individual data point. To further improve the statistics, we consider 50 distinct spatial points including all the data
starting at the immediate downstream of the on-ramp from Powell Street. A tiny portion of data give unreasonably small headway (less than the vehicle length) and therefore are not considered in our calculations. Next, the data points are sorted into smaller speed bins. By calculating the average quantities in each bin, the flow concentration relation can be obtained, as shown in filled black squares in the left panel of Fig.3. It is found that the latter present a reasonably good resolution, especially for the congestion phase.

Although Coifman’s original method does not involve the concept of the near-stationary condition, we now explicitly add this ingredient into the data analysis by introducing a criterion as follows. An individual data point (the flow-density pair \((q, k)\) defined above) will be taken into account, only when the speed variance of successive vehicles is small enough within a given time interval. Here the time interval under consideration is centered by the instance of the vehicle passage in question. To be more specific, we define,

\[
\sigma = \frac{\sqrt{\text{Var}[v]}}{E[v]} \quad (19)
\]

to be the ratio between the standard deviation to the average speed, and use it as a measure for the threshold of the near-stationary states. The time interval is taken to be of two minutes in our analysis. The resulting fundamental diagrams with different values of \(\sigma\) are shown, additionally, in the left panel of Fig.3 in various symbols (namely, red x marks, empty blue circles, and empty purple stars respectively). In the right panel of Fig.3 the corresponding flow variances are presented.

Figure 3: Left panel: fundamental diagram calculated by using the method in [Coifman, 2014] with different value of \(\sigma\) introduced in the text; right panel: the corresponding flow variance. The data from lane 1 is excluded from the calculations.

One finds that for unbiased data shown in filled black squares in the left panel of Fig.3, the maximum of the free flow phase arises above the congestion phase, forming an inverse-\(\lambda\) shape, which is consistent with previous data analysis and the stochastic fold catastrophe model. As the \(\sigma\)-cut becomes more stringent, the selected flow states become closer to the near-stationary ones. Meanwhile, the inverse-\(\lambda\) shape starts to disappear as it approaches the deterministic fold catastrophe model. This confirms the findings in [Cassidy, 1998]. However, a severe \(\sigma\)-cut may remove a
Figure 4: The result of model calibration. The fundamental diagram obtained by the using $c_1 = 1$, $c_2 = 5.14$, $L = 1km$, $N_{\text{max}} = 215$, $v_1 = 0$, $v_2 = 60km/h$. The solid red lines are the average flow by Eq.(9) while the empty blue squares present the data shown in Fig.3. Left: For each of the 120 given values of $N$ (thus the vehicle concentration), 20 simulations are carried out with initial condition $n_1(t=0) = N/8$. Each filled green star corresponds to 1 simulation, which is taken (measured) at a sufficiently long time $t = 20$ with $\Delta t = 0.01$. Right: The standard deviations are calculated numerically for each given $N$ by using 20 and 1000 simulations, indicated by dotted black curves and solid green curves respectively. We note that Coifman’s method sort the data points into speed bins, two different speed bins may have the same value of concentration, which in turn affects the calculated average flow.

The right panel of Fig.3 shows that the variance of the flow diminishes with increasing vehicle concentration. This is intuitive as the vehicle speed vanishes for a complete congestion.

Now, we are in a position to calibrate the model parameters to reproduce the obtained flow concentration relation. Similar to the deterministic case discussed above, the model calibration is implemented by fitting $v_2$ by the inclination of the free flow state, the ratio between $c_1$ to $c_2$ by the maximum flow of the stable state, and $N_{\text{max}}$ by the congestion vehicle density. In other words, the three free parameters of the model are determined by the essential characteristics of a fundamental diagram, namely, the free flow speed, the maximum of the flow and the maximal congestion vehicle density. This implies that similar calibration procedures can be easily carried out for different traffic scenarios, as long as the concept of the fundamental diagram is applicable.

The results are shown in Fig.4 where the model parameters are calibrated by using Fig.3. Each simulation is represented by a filled green star in the left panel of Fig.4 and the data from Fig.3 are shown in empty blue squares. It is found that for the free flow states, different simulations coincide with one another, and the resultant variance is minimal. This is in accordance with our analytic results in Eq.(9) and Eq.(18). The free flow phase stretches beyond the transition vehicle density and forms an inverse-λ shape with the congestion states. The congested flow phase, on the other hand, displays significant complication owing to the reasons discussed previously. In the region with high concentration, the average flow, as well as its standard deviation, are described by Eq.(9) and Eq.(18). As observed in the right panel of Fig.3 they both decrease as the vehicle density increases and approaches that of complete congestion. In the transition region, there is an interplay between the free flow phase and congested flow phase with stochastic uncertainties.
Fig. 3 shows that for a given value of vehicle density, the system may end up being observed on the free flow branch or the congestion flow branch. And the bifurcation, in turn, affects the average flow and gives rise to a much larger deviation when the data were taken indiscriminately. In this context, the average flow might not be a good measure for the particular data analysis employed in this study. As a matter of fact, Coifman’s method sort the data points into speed bins, two different speed bins may have the same value of concentration, as observed from Fig. 4. We show the calculated standard deviation by using different numbers of simulations in the right panel of Fig. 4. The calculated standard deviation of the flow is finite and it converges as the number of simulations increases. Overall, our numerical calculations are in qualitative agreement with the data, the observed complexity in the transition region is reasonably reproduced.

5. Discussions and concluding remarks

In the previous section, it is shown that the present model can qualitatively reproduce the observed scatter in the data. We understand that the scatter presented in the numerical results is due to the transition between the two phases, namely, the free flow and congested flow, in addition to the flow variance of the congested flow. Although these two phases are both locally stable in the deterministic version of the model, the presence of the stochastic noises modifies the stability and triggers the transitions among them. However, it is worth noting that the scatter around the transition region may also be caused by other mechanisms besides stochastic noises. For instance, the limit cycle solution forms a closed trajectory in phase space; it may also lead to the scatter in the data even in a purely deterministic system (Qian et al., 2017b). In practice, in order to differentiate a deterministic temporal evolution from stochastic noises, we have to pay specific attention to the different time scales of the two phenomena. White stochastic noises, by definition, appear consistently. If they are suppressed for some reason, one should be able to observe a near-stationary state which slowly evolves in time. In other words, a deterministic phenomenon usually plays a more significant role at larger time scale than stochastic fluctuations. Therefore, these two different phenomena can be separated by a careful analysis of the variance of physical observables at various time scales. Numerical simulation provides another possibility since in this case, one can manually interfere by turning off certain sources. In this context, the effect of individual mechanism can be investigated with or without the presence of others. For this very reason, at the current stage of the investigation, we do not attempt to reproduce the data quantitatively as the present model is not yet complete. Our finding is that the effect of stochastic noises on the stability of the EOM provides one of the possibilities.

We also point out that the present approach does not contradict the three-phase traffic theory (Kerner, 2004a; Kerner and Klenov, 2006). In the latter case, the scattered data on a flow-density plot can be achieved by introducing a two-dimensional meta-stable region. Concerning the present model, the properties of the so-called synchronized flow are reasonably captured by the quasi-stationary solution. This is because a quasi-stationary solution of stochastic differential equation stays in the neighborhood of the equilibrium point for an extended period. It maintains its time mean properties and occupies a two-dimensional region in the fundamental diagram due to its temporal oscillations (see the bottom right plot in Fig. 5 in Appendix II). Therefore, the quasi-stationary state located below the free flow state can be identified as the synchronized flow (e.g.,
To summarize, in this work we investigate a nonlinear mesoscopic model for the fundamental diagram of traffic flow. Regarding the potential function, our approach is equivalent to the well-known catastrophe model. We found that the inverse-\( \lambda \) shape and the associated sudden jump in the fundamental diagram can be attributed to the modified stability of the system triggered by stochastic noises. As discussed in this paper, the latter causes the co-existence of different stable and/or near-stationary traffic flow states, which subsequently leads to the observed feature in the fundamental diagram. In particular, with the presence of stochastic noises, the free flow state stretches beyond the maximum point of its deterministic counterpart. Meanwhile, the congested flow phase shrinks toward the region of high concentration. As a result, a vertical gap appears below the maximum of the flow, and an inverse-\( \lambda \) shape is consequently formed. Interestingly, the above inverse-\( \lambda \) shape shall not appear at all if one only considers stationary traffic states. This is because a stationary traffic state is equivalent to the situation where the strength of the random fluctuations is largely suppressed, in other words, the model restores to its deterministic version. In this context, the capacity drop in the fundamental diagram is dynamical. By model calibration, we show that the present approach, with a minimal number of parameters, captures the main characteristics of the data.
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7. Appendix I: stability of the SDE for \( N < N_c \)

Here we show that the free flow solution \( x(0, t) \equiv n_1(0, t) = 0 \) of the Eq.(1) is stochastically stable (Definition 2.1) by using Theorem 2.2 of Chapter 4 of the reference [Mao, 2007]. The outline of the proof is as follows. To show that the solution \( x(t) \equiv 0 \) is stable for a stochastic equation

\[
dx(t) = f(x(t), t)dt + g(x(t), t)dB
\]

one needs to find a positive-definite function \( V(x, t) \in C^{2,1}(S_h \times [t_0, \infty); R_+) \) such that \( LV(x, t) \leq 0 \). Here \( V(x, t) \) corresponds to the Lyapunov function of an ordinary differential equation, which measures the distance of a small perturbation from the equilibrium solution; and

\[
L = \frac{\partial}{\partial t} + \sum_i f_i(x, t) \frac{\partial}{\partial x_i} + \frac{1}{2} \sum_{i,j} \left[ g(x, t) g^T(x, t) \right]_{ij} \frac{\partial^2}{\partial x_i \partial x_j}
\]

is a differential operator. \( LV(x, t) \) bears the interpretation of time derivative of the distance \( V \). Besides, for the theorem to be valid, one needs \( f(0, t) = g(0, t) = 0 \), which is readily satisfied by
the equation of \( n_1 \)

\[
dn_1 = \left( -c_1 n_1 + c_2 n_1 (N - n_1) \frac{1}{N_{\text{max}} - N} \right) dt - \sqrt{c_1 n_1} dB_1 + \sqrt{c_2 n_1 (N - n_1)} \frac{1}{N_{\text{max}} - N} dB_2 \tag{20}
\]

Now let us take \( V(x, t) = x \). It is straightforward to show that \( V \) is indeed positive definite and

\[
LV(x, t) = -c_1 x + c_2 x (N - x) \frac{1}{N_{\text{max}} - N}
\]

It is straightforward to show that the condition \( LV \leq 0 \) implies \( N < N_c \), with \( N_c \) defined in Eq.(7).

8. Appendix II: numerical study of the stability of the SDE

In this Appendix, we numerically investigate the stability of the expected value as well as the variance of the free flow and congested flow solutions of Eq.(1) according to their definitions. The equation for free flow is Eq.(20). One may also write down the equation for the congested flow

\[
d\tilde{n}_1 = \left( c_1 \tilde{n}_1 - c_2 \tilde{n}_1 (N + \tilde{n}_1) \frac{1}{N_{\text{max}} - N} \right) dt - \sqrt{c_1 (\tilde{n}_1 + n^*_g)} dB_1 + \sqrt{c_2 (\tilde{n}_1 + n^*_g) (N - (\tilde{n}_1 - n^*_g))} \frac{1}{N_{\text{max}} - N} dB_2
\]

where one makes use of \( n_1 \rightarrow \tilde{n}_1 = n_1 - n^*_g \), such that \( \tilde{n}_1 = 0 \) corresponds to the congested flow solution and the stochastic stability can be verified according to its definition. We note that the above equation is not symmetric in comparison to Eq.(20), since the former has \( f(0, t) = 0 \) and \( g(0, t) \neq 0 \). The parameter space of the system is one-dimensional. Therefore it is sufficient to present the numerical results of the evolution of free flow as shown in Fig.5 below.

Fig.5 shows that both the expected value and variance of the free flow is stochastically stable (approaches zero) when \( N < N_c \) as proven in Appendix I. However, the range of stable free flow actually reaches beyond \( N_c \). In fact, free flow is stable when \( N < N_s \) with \( N_s > N_c \). When \( N > N_s \), the system evolves towards the equilibrium \( n_1 = n^*_g \) (Eq.(5)) and stays in its neighborhood for a very long period before it eventually evolves to the absorbing boundary. It is noted that such temporal evolution is stochastic in nature and therefore not periodic, it is known as a quasi-stationary solution according to (Grasman and van Herwaarden, 1999). Since \( n^*_g \) corresponds to the congested flow state in the deterministic fold catastrophe model, we, therefore, identify this solution as the congested flow state. Numerically one finds \( k_s = k_c + 15.5 \pm 0.5 \).
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