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Abstract

The technological bridges between knowledge graphs and natural language processing are of utmost importance for the future development of language technology. CoNLL-RDF is a technology that provides such a bridge for popular one-word-per-line formats with tab-separated values (TSV) that are widely used in NLP (e.g., the CoNLL Shared Tasks), annotation (Universal Dependencies, Unimorph), corpus linguistics (Corpus WorkBench, CWB) and digital lexicography (SketchEngine): Every empty-line separated table (usually a sentence) is parsed into a graph, can be freely manipulated and enriched using standard graph technology, and then be serialized back into in a TSV format, RDF or other formats. An important limitation is that CoNLL-RDF provides native support for word-level annotations only. This does include dependency syntax and semantic role annotations, but neither phrase structures nor text structure. We describe the extension of the CoNLL-RDF technology stack for two vocabulary extensions of CoNLL-TSV, the bracket notation used in earlier CoNLL Shared Tasks and the extension with XML markup elements featured by CWB and SketchEngine. In order to represent the necessary extensions of the CoNLL vocabulary in an adequate fashion, we employ the POWLA vocabulary for representing and navigating in tree structures.
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1. Introduction & Motivation

Since their original conception in the early 1990s, one-word-per-line formats, mostly based on tab-separated values (TSV), have become enormously influential in corpus linguistics, digital lexicography, natural language processing (Schmidt, TreeTagger), and as exchange format of various annotation projects (Universal Dependencies, PropBank, UniMorph). The main reasons for their continuing popularity are the apparent simplicity of tables and tab-separated values, and their expressive power that allows for the flexible and seamless extension of annotations with additional columns and novel annotations, making these formats capable of expressing and combining any kind of word-level annotation in a compact, human-readable, and machine-processable format. Yet another factor contributing to the popularity of TSV formats in natural language processing is their application as exchange and evaluation format(s) of the Shared Tasks of the SIGNLL Conference on Computational Natural Language Learning (CoNLL) conducted annually since 1999. With CoNLL data sets as an important basis for future evaluation of most NLP tasks, their formats are supported by most existing NLP tools, and various CoNLL-TSV formats (‘dialects’) have seen a steady increase in popularity for linguistic data in NLP applications since. Even when created independently from CoNLL Shared Tasks, novel TSV formats following CoNLL conventions are now usually referred to as ‘CoNLL-TSV’, e.g., the CoNLL-U format of the Universal Dependencies. Here, we follow this convention in describing all one-word-per-line TSV formats as CoNLL-TSV.

Chiarcos and Fäth (2017) introduced the CoNLL-RDF library, which allows to transform any CoNLL-TSV format into an isomorphic graph representation in RDF, to flexibly transform it with SPARQL-Update, to enrich it with external ontologies and knowledge bases, and to serialize it in a canonical format, in any RDF serialization (RDF/XML, Turtle, JSON-LD), a graphical representation (using GraphViz/Dot) or back into a CoNLL-TSV representation. This transformation is generic and applicable to any TSV format as it uses user-provided column labels to produce properties (labeled edges) that hold the various annotations. The only data structures it enforces are word (row) and sentence (empty-line separated group of rows), as well as conll:HEAD, a property that links a word with its parent (in dependency annotation), resp., the (virtual root of the) sentence. Beyond that, CoNLL-RDF is semantically shallow and its annotation properties are not backed by an ontology. However, using SPARQL Update, CoNLL-RDF data can be flexibly transformed into a proper Linked Data representation and linked with external ontologies.

The canonical CoNLL-RDF format is a fragment of RDF/Turtle that emulates the original TSV formats by putting one word (with its annotations) in one line, and separating sentences with an empty line. However, whereas CoNLL-TSV is a tabular format, the canonical CoNLL-RDF format uses explicit property names (comparable to a Python dictionary or Java hashtable) as its data structure. Aside from providing RDF output, we also provide transformation back into CoNLL for further processing of its annotations with conventional NLP pipelines and libraries. Despite its popularity and wide use, CoNLL-TSV is limited in its expressivity: It imposes constraints on the type
of linguistic annotation it captures. Indeed, CoNLL-TSV is ideally suited for word-level annotations such as part-of-speech tags or syntactic dependencies, it can be extended to the annotation of non-recursive spans (using the IOBES scheme) and semantic roles (by adding one argument column per predicate), but the format provides no native support for phrase-level annotations, text structure or annotations beyond single sentences. CoNLL-RDF does not impose such restrictions, but allows to create and to process arbitrary graph data structures, for example, for parsing topological fields in Middle High German (Chiarcos et al., 2018), or for the creation of syntactic-semantic annotations in the context of Role and Reference Grammar (Chiarcos and Fath, 2019). However, as its vocabulary is grounded in CoNLL-TSV, CoNLL-RDF does not specify datatypes for trees and directed graphs not grounded in individual words, nor does the CoNLL-RDF package parse or serialize such annotations.

In this paper we introduce the extensions we made to the CoNLL-RDF library to natively support tree-like annotations. Using the POWLA vocabulary (Chiarcos, 2012c), we model an annotation graph independent of the sentence and word structure imposed by CoNLL. In this way, we can even represent generic linguistic annotations that go beyond token-level annotation e.g. for usage in spoken discourse. We will first revisit the original concept and functionality of the CoNLL-RDF libraries. Second, this paper will describe a number of one-word-per-line TSV dialects with extensions for tree structures. We show that CoNLL-RDF was only partially able to represent them, and incapable of processing them effectively. We then explain how we complement the CoNLL-RDF vocabulary with generic linguistic data structures from the POWLA vocabulary (Chiarcos, 2012c), and we describe the extensions of the CoNLL-RDF libraries to parse tree annotations, to process and to produce such data structures. Afterwards we present the extensions we made to CoNLL-RDF that enable the tree extension and finish with an outlook on future work.

2. CoNLL-TSV and CoNLL-RDF

2.1. The CoNLL-TSV Format

As the exchange, evaluation and data format for most CoNLL Shared Tasks in the past 20 years, shared task organizers used line wise, tab separated formats with one word per line and sentences split by empty lines. Since then, CoNLL formats have been used in a variety of applications in NLP beyond the competition. In general, CoNLL-TSV data is represented as tab separated values, each line corresponding to a single word, with each column entry representing an annotation to that word. Sentences are delimited with a new line. There are different CoNLL dialects, that each represent different information in these columns.

Fig. 1 depicts an example representation of such a data format, the CoNLL-U format used in the context of the Universal Dependencies initiative, with the last two columns DEPS and MISC omitted. The column names are given in the first comment line, which is lead by a hash mark. The ID column contains a sentence wide identifier, WORD represents the form, LEMMA the lemma, UPOS the POS-tag in the UD tagset, the POS column contains any language specific speech tag, FEATS contains morphosyntactic features encoded as key-value pairs with a pipe (‘|’) as delimiter. The HEAD column points to the ID of the parent in the dependency tree, with 0 representing the root. Finally, the EDGE column carries the label of the dependency relation that holds between a word and its head, resp., the (virtual root of the) sentence.

CoNLL-U only represents one specific CoNLL dialect, but is supported by most multilingual dependency parsers – as these are usually trained on UD data. Fig. 1 shows a slightly simplified example from the OnToNotes (Hovy et al., 2006) wsj-0655 file, with annotations subsequently provided by the authors. Other dialects omit, reorder or complement these columns with additional content. All of them share the general advantages of this format: They enjoy widespread integration in existing NLP technology, they are easy to read and can be transformed and read without a lot of overhead.

2.2. From TSV to Annotation Graphs

Being easily processable, interpretable and extensible, tabular data structures in TSV formats are popular and effective for word-level annotations. They are also capable of representing other annotations, e.g., dependency relations between words by means of coindexing (between HEAD and ID columns in Fig. 1). But while TSV formats can be trivially parsed into tables (two-dimensional arrays), such tables are less than ideal for querying or manipulating graph structures. With the following listing, we show how to retrieve the lemmas of all subject arguments of the root nodes of a sentence in Java, using a two-dimensional array:

```java
String[][] sentence; // 2-dimensional array
// find root
for(int i = 0; i<sentence.length; i++)
    if(sentence[i][7].equals("root")) {
        String[] root = sentence[i];
        // find nsubj
        for(int j = 0; j<sentence.length; j++)
            if(sentence[j][6].equals(root[0]) && sentence[j][7].equals("nsubj")) {
                String[] nsubj = sentence[j];
                // result value: lemma
                String lemma = nsubj[2]; } }
```

5CoNLL formats differ with respect to the order and content of columns, but also with respect to the labels they apply. In CoNLL-U terminology, the columns WORD and EDGE are abbreviated FORM and DEPREL, respectively. Here, we stay with CoNLL-RDF conventions.
The example nicely illustrates that path traversal within an array requires loops and variable bindings for every edge in the graph. In particular, it is hardly possible to define graph patterns of variable length. Graphs provide the higher-order data structures necessary for this purpose; with RDF and SPARQL, they can be represented, queried, and manipulated in a platform-independent, W3C-standardized manner. Another advantage of using RDF for representing graphs is that it builds on Uniform Resource Identifiers (URIs) to represent nodes, relations and types. With a URI, every node requires the developer to provide a globally unambiguous identity, whereas CoNLL-U IDs are only unique within a sentence. As a result, RDF trivially permits creating cross-references between different sentences, whereas CoNLL-U does not provide a formalism for this purpose, so that ad hoc solutions need to be improvised.

CoNLL-RDF was designed to provide a seamless round-tripping between arbitrary CoNLL-TSV formats and RDF graphs.

2.3. CoNLL-RDF

Before we proceed with the extension of CoNLL-RDF, we describe its current status. CoNLL-RDF (Chiarcos and Fäth, 2017) is available as open source from our GitHub repository. CoNLL-RDF provides vocabulary conventions for representing CoNLL and other TSV formats in RDF, components for consuming and producing such data, a component for the efficient manipulation of CoNLL data by means of SPARQL updates applied in parallel to individual sentence graphs, and various scripts that demonstrate the potential of this functionality.

Using the CoNLL-RDF library, linguistic data in any CoNLL dialect or TSV format can be transformed to a shallow RDF representation of it. CoNLL-RDF builds on a small fragment of the popular NIF vocabulary (Hellmann et al., 2013), i.e., the concepts nif:Sentence, nif:Words and the properties nif:nextSentence and nif:nextWord. Beyond this, CoNLL-RDF adopts user-provided column names as labels of properties in the conll namespace. It is thus a freely extensible, but a semantically shallow vocabulary that is not being backed up by a formal ontology. All column labels are preserved as data type properties that provide string values, except for very few that carry special semantics: HEAD will be converted to an object property (foreign key) pointing from the current word to its syntactic head, ID (if present) is used to define the word URI, and PRED_ARGS is a label that captures multiple columns for semantic role annotation.

The conversion with CoNLL-RDF returns a canonical serialization in Turtle/RDF of the CoNLL data using user-specified column names in the conll namespace. Thus, the new representation can be further enhanced with SPARQL update queries using the CoNLLRDFUpdater. Because we emphasize interoperability with existing NLP and LOD technology, we also provide the CoNLLRDFFormatter that can recreate CoNLL from the CoNLL-RDF after updates have been performed. Note that the last step may be lossy, as newly introduced annotations may not be representable within the restrictions of CoNLL.

2.3.1. The CoNLL-RDF Format

The RDF data model is grounded on the notion of triples, consisting of a subject (source node), property (relation type) and object (target node or literal value), each represented by a URI, say, <http://ufal.mff.cuni.cz/conll2009-st/task-description.html#ID> for the ID column. The Turtle format allows to define namespace prefixes (e.g., conll:ID) and separates full triples by a dot (.). If a triple shares its subject with the preceding triple, it is possible to omit the subject and to mark this by using semicolon (;) as triple separator. The canonical CoNLL-RDF format is a Turtle fragment that requires sentence breaks to be marked by empty lines, and for every word a word URI followed by a list of semicolon-separated properties (conll properties, nif:nextWord, other RDF properties). Information on the sentence precedes or follows all words of the sentence, again written in a single line.

Fig. 3 provides a fragment of CoNLL-RDF in its Turtle serialization. In the canonical CoNLL-RDF format, this information would be written in a single line, adjusted here for presentational reasons.

2.3.2. Querying CoNLL-RDF

The dominant query language for RDF data is SPARQL (Prud’Hommeaux and Seaborne, 2008), a W3C standard that can be informally described as a combination of aspects of SQL (SELECT, WHERE, BIND, FILTER) by multiple columns: For every predicate in the PRED column, another argument row is introduced that holds the argument information for this particular predicate. In CoNLL-RDF, this is represented by object properties pointing from the predicate (word) to the argument (words), and which take their name from the annotated semantic role (e.g., conll:A0 for the agens argument, usually annotated as A0).
In the following section, we describe two extensions of the original one-word-per-line TSV formats introduced for representing tree annotations, and use these to extend the CoNLL-RDF infrastructure accordingly.

3. Tree Structures in TSV Formats
Conversion from CoNLL to CoNLL-RDF works seamlessly for word-level annotations, dependency syntax and semantic role annotations. However, one-word-per-line TSV formats provide rudimentary support for annotations on the level of text (markup) and syntax (phrase structures) only, and CoNLL-RDF inherits this limitation. We present two suggested extensions of one-word-per-line TSV formats as the basis of the extension of CoNLL-RDF with data structures for trees: the bracketing notation in accordance with the Penn Treebank and the XML markup used by SketchEngine or CorpusWorkbench.

3.1. PTB Bracketing Notation
The Penn Treebank (Marcus et al., 1993, PTB) featured a formalism for phrase structure grammar that uses opening and closing brackets to indicate beginning and end of a phrase. They enclose first the phrase annotation followed by the primary data. For representing such data, the CoNLL-2005 format added another column with parse information split into word-level pieces, and the primary data (= content of the WORD column) replaced by the placeholder ‘*’. For each unit of primary data, the bracketing and annotations containing the *-replacement are presented in a separate column.

In CoNLL-RDF, this information is simply preserved as an opaque string, e.g., in the triple :s1.1 conll:PARSE "(TOP (S (NP-SBJ *))" for the first row in Fig. 4. With the CoNLLRDFUpdater, it was already possible to recover the actual tree structure from such strings using SPARQL Update scripts, and likewise, to create them from an internal data structure that represents the parse tree. This is, however, too complex and time-consuming to be practical. In particular, it requires recursive SPARQL Updates in order to find and resolve (resp., insert) matching parentheses. As an alternative, we provide native support for tree structures in CoNLL-RDF.

3.2. SGML/XML Markup Extensions
For representing markup information and syntactic chunks, the CorpusWorkbench (Evert and Hardie, 2011) and the SketchEngine (Kilgarriff et al., 2014) provide another extension of one-word-per-line TSV formats, the enrichment with XML (SGML) markup elements: In order to represent trees, word-level annotations can be interrupted by lines that hold one markup element each. For example, several lines of word-level annotations can be grouped together into a phrase by enclosing them between single lines with the markup elements <p>, resp. </p>. XML markup may also include document-wide information, for which the CoNLL-TSV formalism has no concept. See Fig. 4 for example data from SketchEngine.

In the original CoNLL-RDF pipeline, this markup information was largely ignored, except that certain markup
elements were recognized as sentence separators (like an empty line in CoNLL-TSV).

4. Extending the CoNLL-RDF Vocabulary with POWLA Data Types

CoNLL-TSV data structures provide no base vocabulary for representing trees. As we aim to use established vocabularies rather than to invent new ones, we adopt the POWLA vocabulary (Chiarcos, 2012b), as this provides an OWL2/DL implementation of the Linguistic Annotation Framework (Ide and Romary, 2004, LAF). In this approach, we follow the suggestion of Cimiano et al. (2020, p.103-111) to complement NIF with POWLA data structures and extend it to CoNLL-RDF.

4.1. The POWLA Vocabulary

POWLA (Chiarcos, 2012c) is an OWL2DL vocabulary for systematizing linguistic annotations. Compared to other formalisms, POWLA does not make any assumptions on what the atomic structures look like. POWLA is an OWL2/DL serialization of PAULA (Dipper and Göthe, 2005; Dipper and Göthe, 2006) an early implementation of LAF (Ide and Romary, 2004) and serialized in a standoff XML format (Stede et al., 2006; Zeldes et al., 2009). POWLA has been applied to modeling multi-layer corpora, including case studies on the Manually Annotated Sub-Corpus of the American National Corpus (Ide et al., 2008, MASC), syntactic and coreference annotated corpora (Chiarcos, 2012a), high-precision information extraction (de Araujo et al., 2017), annotation engineering (Chiarcos and Fath, 2019), and syntactic parsing (Chiarcos et al., 2018).

POWLA aims to formalize linguistic annotations by building on existing standards with respect to their anchoring in the original document. PAULA XML uses XLink/XPointer references for this purpose. POWLA’s design goal is to complement existing NIF, Web Annotations or application-specific RDF renderings of linguistic annotations with interoperable linguistic data structures. It is thus underspecified in respect to the anchor modelling.

4.2. Key Concepts of POWLA

The overall structure of the POWLA vocabulary is summarized in Fig. 3. POWLA defines a key concept in form of powla:Node. This node expresses a single linguistic annotation. These nodes can be related to each other using two property pairs. The property powla:hasParent (powla:hasChild is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees. The property powla:next (powla:previous is its inverse) can be used to express hierarchical structures in that annotation, e.g. when representing syntax trees.

5. Processing Tree Annotations

5.1. Penn Treebank Bracketing Notation

We now elaborate on how this transformation works for CoNLL containing PTB-like bracketing annotation as described in section 3.1. First, we detect columns that contain bracketing annotation by searching for open and closing bracket, because we need to treat them separately from the normal CoNLL columns. Then, we read the CoNLL-TSV sentence wise, recognizing new lines as sentence boundaries. For each sentence, we first separate standard CoNLL-TSV columns, treat them as described in section 2.1. and output them. With the remaining columns containing bracketing annotation we do the following: We remove the aforementioned *-placeholders in all columns that contain the bracketing annotations. We then traverse the tree given by the bracketing annotation within
the POWLA structure. Similar to the conll:COLNAME structure we employ when parsing CoNLL, we introduce a powla:Node that also has a conll:COLNAME object for each annotation we find. This node will furthermore be linked to other powla:Nodes via powla:hasParent and powla:next properties to recreate the tree structure. The annotation part of the tree will be represented with a rdf:value property. Fig. 4 displays a partial sentence in such a CoNLL file with bracketing notation. Using the CoNLLBrackets2RDF class, we generate the shallow CoNLL-RDF transformation depicted in Fig. 8. Because one central design goal of the CoNLL-RDF package is building a bridge between NLP and LOD formats and pipelines, we also provide functionality for round-tripping to CoNLL again. Using a SPARQL update query, we again collapse the tree structure that the powla:Nodes represent into their former bracketing representation. This is achieved by using the link established between the properties in the conll: namespace and the powla:Node structure. For each conll: property, we search the graph linked via powla:hasParent for all dependent powla:Nodes and concatenate their rdf:values into the original bracketed notation and reintroduce the * placeholder. The result after roundingtrip is depicted in Fig. 5. Also note, that the brackets were incomplete in Fig. 4 because we only used a partial sentence. This is fixed by the SPARQL script, as we guarantee full trees.

5.2. SGML/XML Extensions

In analogy with section 5.2. we provide a conversion of the SGML/XML markup extensions to CoNLL-RDF. XML data that is captured, will be appended to a powla:Node with type conll:XMLDATA. The node name will be given as an object to a rdf:value property. Each attribute contained in the XML node will receive a dedicated property in the xml namespace with the attribute value as the object. E.g. the doc XML node in the first line in Fig. 6 will result in :xl a powla:Node, conll:XMLDATA; rdf:value "doc" ; x:id "G10"; x:n "32". See Fig. 6 for the full CoNLL-RDF result. Again, as we emphasize interoperability between NLP and LOD in our design, we provide functionality for reconversion to CoNLL. Note that we can not fully reconstruct the XML annotations, as they may give information that is valid for the entire document which is not possible in the standard CoNLL format. Instead, we can recover the tree structure similar to the PTB-like annotations as explained in section 5.1. which results in CoNLL as depicted in Fig. 7. Parsing the example SketchEngine file in Fig. 6 with the generic CoNLLStreamExtractor class yielded 41 triples compared to 72 triples using the new XMLTSV2RDF class. During further postprocessing scripts, the original XML markup can be restored.

5.3. Limitations

SketchEngine allows non-closing brackets, which we currently do not. Therefore it must be ensured that each opening xml span will be closed at some point. Furthermore, we do not validate the result in any way. To detect and resolve cycles, we provide a SPARQL script at our GitHub repository. Alternatively, it is possible to use dedicated solutions for this purpose, for example Shape Expressions (ShEx).\[12\]

6. Evaluation

We conducted three evaluation experiments:

1. Runtime for parsing CoNLL-TSV with PTB-style syntax annotations

2. Information loss for round-tripping from CoNLL-TSV via CoNLL-RDF and POWLA to CoNLL-TSV

3. Conversion from SketchEngine format via CoNLL-RDF and POWLA to CoNLL-TSV

For experiment\[13\] we compare an implementation that uses SPARQL Update scripts with the revised CoNLL-RDF parser. We use both to convert the WSJ section of the OntoNotes corpus\[14\] to CoNLL-RDF using a 3.79 GHz Intel i5-7600K with 16 GB of memory and a SSD drive. Table\[15\] presents a significant speed-up.

For experiment\[2\] we parsed and regenerated the WSJ section of the OntoNotes corpus. For this purpose, we excluded the SRL annotations from the documents. We
7. Related Research

A very large number of interchanged formats for NLP and representation formalisms for linguistic annotations have been (and continues to be) developed in the past 10 years, some of them developed as native RDF vocabularies, usually with serializations in Turtle or JSON-LD, many others with designated interfaces with Semantic Web technology, e.g., NAF (Fokkens et al., 2014). Popular representatives from the first group are the NLP Interchange Format (Hellmann et al., 2013) NIF, and the LAPP Interchange Format (Verhagen et al., 2015) LIF.

Both provide basic data structures for linguistic annotations in NLP pipelines, coupled with annotation-specific extensions. NIF focuses on formalizing string annotations (and is employed here for this purpose). It does not, however, provide specifications for linguistic data structures in general. In particular, NIF 2.0 provides no data structures for empty nodes (e.g., syntactic traces or zero anaphora), nor does it permit multiple distinct, but co-extensional annotations of the same string. Although it does provide syntax-related classes such as nif:Phrase ⊑ nif:String, it is thus not an adequate vocabulary for extending CoNLL-RDF with generic data structures for representing trees.

LIF is a JSON-LD-based formalism inspired by NIF, but capable to express such information. LIF is designed for NLP pipelines and provides data structures for popular types of linguistic annotation. As far as generic data structures for linguistic annotation are concerned, these are largely equivalent to POWLA, although less compact, in that LIF relations are reified, whereas POWLA provides the powla:hasParent relation as a single statement.

Another RDF-based vocabulary that has been used for linguistic annotation is Web Annotation (Sanderson et al., 2017). Web Annotation was not designed for NLP or language resources, but for expressing metadata over web objects, and it is largely applied for this purpose, especially in Bioinformatics and Digital Humanities. It does not, however, provide specifically linguistic data structures. Overall, these formats are actively used by their respective communities, but they are less popular in the language resource community. The reason is pragmatic rather than scientific, i.e., that they impose some technical overhead over working with traditional formats such as CoNLL-TSV, so, for applications not requiring Semantic Web technology (even if they could benefit from it), they tend to be ignored.

By providing a technological bridge between RDF and TSV formats, CoNLL-RDF addresses this particular gap and to the best of our knowledge, it is the only proposal of its kind for TSV formats in language technology. Interfaces between TSV formats and RDF technology have been explored before, e.g., with the W3C recommendation CSV2RDF (Tandy et al., 2015), that allows to map columns in a table to RDF properties. It however misses certain requirements for language resources, e.g., support for tables of varying size (for SRL annotations), sentence splitting with empty lines, or relations between adjacent rows (nif:nextWord). We thus chose CoNLL-RDF as the basis for our experiments rather than CSV2RDF.

The tree extension of CoNLL-RDF builds on the POWLA vocabulary. POWLA has originally been developed for modelling and querying multi-layer corpora (Chiarcos, 2012b), and subsequently applied in information extraction (de Araujo et al., 2017). Alternatives to POWLA do exist (especially the LIF format mentioned above), and we chose POWLA because it is a compact, generic vocabulary (no annotation-specific extensions, no obligatory reification of hasParent relations).

8. Conclusion & Outlook

In this paper, we present the extension to the CoNLL-RDF library. We present a novel approach to natively transform tree-like structures in two different varieties: PTB-like annotations and CoNLL embedded in XML markup as used by SketchEngine or CorpusWorkbench. To do so, we extend the previous shallow transformation from CoNLL to CoNLL-RDF with a parallel annotation graph using the POWLA vocabulary. This enables us to represent annotations on any level of complexity, even going beyond tree-like structures by representing entire annotation graphs using RDF. The extensions to the CoNLL-RDF libraries enable lossless round-tripping from CoNLL to CoNLL-RDF and back for PTB-like annotations. Round-tripping CoNLL embedded in XML may be lossy as document-wide annotations cannot be represented in standard CoNLL. Instead we provide conversion from XML embedded CoNLL to CoNLL-RDF with a possible roundtrip to a PTB-like representation in CoNLL.

---

Table 1: Timing comparisons between conversion with (1) CoNLLStreamExtractor + SPARQL updates and (2) CoNLLBrackets2RDF

| Version | number of triples | time elapsed | time per triple |
|---------|------------------|--------------|-----------------|
| (1)     | 10,924,378       | 906,162 ms   | 0.088 ms        |
| (2)     | 12,526,204       | 34,457 ms    | 0.0027 ms       |

https://github.com/newsreader/NAF
http://vocab.lappsgrid.org/
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