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ABSTRACT

Data analysis in the Internet of Things (IoT) requires us to combine event streams from a huge amount of sensors. This combination (join) of events is usually based on the timestamps associated with the events. We address two challenges in environments which acquire and join events in the IoT:

First, due to the growing number of sensors, we are facing the performance limits of central joins with respect to throughput, latency, and network utilization. Second, in the IoT, diverse sensor nodes are operated by different organizations and use different time synchronization techniques. Thus, events with the same timestamps are not necessarily recorded at the exact same time and joined data tuples have an unknown time incoherence. This can cause undetected failures, such as false correlations and wrong predictions.

We present SENSE, a system for scalable data acquisition from distributed sensors. SENSE introduces time coherence measures as a fundamental data characteristic in addition to common time synchronization techniques. The time coherence of a data tuple is the time span in which all values contained in the tuple have been read from sensors. We explore concepts and algorithms to quantify and optimize time coherence and show that SENSE scales to thousands of sensors, operates efficiently under latency and coherence constraints, and adapts to changing network conditions.

1 INTRODUCTION

Stream analysis systems have access to a growing number of data streams from sensor nodes in the Internet of Things (IoT) [63]. Analytical applications correlate these data streams to facilitate fast event detection and respective reactions. Typically, sensor measurements consist of a timestamp $t$ and a value $v$. Stream analysis systems [9, 58, 66] and time series databases [3, 61] join measurements from distributed sensors to tuples in the form $(t, v_1, \ldots, v_n)$. This central correlation has three major scalability issues: (1) it results in a vast amount of parallel network connections at a central system, (2) it misses edge computing opportunities, and (3) it relies on costly stream joins.

Moreover, applications assume that joint sensor data tuples represent a concise snapshot of all values (i.e., measurements) taken at time $t$. Imprecise timestamps can cause application failures such as wrong correlations, missed event detections, and false predictions. For example, think about a traffic accident: Multiple sensors record videos, measure speed, capture braking time, and report safety distances. When joining sensor measures, it is crucial to ensure time coherence to decide if a driver’s reaction time was too high, or if the safety distance was too small before one car braked.

However, in practice, joint tuples are affected by an unknown time incoherence: In the IoT, many different users and organizations operate diverse sensor nodes such as smart phones, weather stations, smart watches, and connected cars [27]. The precision of system clocks on these devices depends on various aspects including time synchronization, clock drift, security vulnerabilities, and intended manipulation. Most devices synchronize their clocks through the Network Time Protocol (NTP) [36–38], which has known security issues [13, 62]: For example, the NIST Authenticated NTP Service requires to ship keys via postal mail for authentication [15]. NTPv4 provides an authentication method based on public keys [38]. However, this method is rarely used and vulnerable to brute force attacks as it uses small 32-bit seeds [13]. In practice, most sensor nodes do not use NTP authentication and are vulnerable to spoofing attacks [65]. In addition, each device requires an oscillator to track the progress of time. Many sensor nodes use cheap quartz crystals [45], rely on the processor frequency [7], or monitor external oscillations [8, 35, 57]. This causes widespread clock drifts. Last but not least, many applications give an incentive to deliberately manipulate the system time [62]. For example, a parcel service can delay clocks on handset scanners to hide late deliveries and a software user can delay clocks to hide the expiration of a license.

We conclude that timestamps require an input validation [49, 62] and that we need a system which allows for scalable data gathering with guaranteed time coherence.

We present SENSE, a system which addresses the problem of time incoherence and solves scalability challenges in the Internet of Things. SENSE combines central stream joins with a new architecture based on sensing loops to ensure...
scalability. The system utilizes edge computing capabilities to avoid central computation and transmission bottlenecks. The time coherence management of SENSE is a complementary addition to time synchronization techniques. Advances in time synchronization [26, 53, 54] reduce clock deviations, which leads to an improved estimated coherence in SENSE. The estimated coherence of a tuple is the difference between sensor read times assuming correct clock synchronization among clocks of sensor nodes.

We take into account that sophisticated techniques for time synchronization have not yet seen widespread adoption in the IoT and that timestamps may be manipulated. To this end, we allow for specifying an incoherence limit for tuples which is maintained by the system. For each tuple, SENSE provides a guaranteed time coherence which is independent of clock synchronization. Coherence estimates and coherence guarantees then work as key data characteristic in applications and quantify the result precision. We further introduce algorithms which optimize the resource utilization under latency and time coherence constraints. Finally, we add fault-tolerance mechanisms to make our system robust against sensor and network failures.

Overall, this paper makes the following contributions:

1. We present an architecture for acquiring values from large numbers of sensors with guaranteed time coherence and low latency (Section 4).
2. We introduce time coherence as a fundamental data characteristic of sensor data tuples (Section 5).
3. We optimize the coherence of result tuples and provide coherence guarantees which are independent of clock synchronization among sensor nodes (Section 6).
4. We pre-schedule sensor reads for future requests (Section 7) and provide fault-tolerance mechanisms for sensor and network failures (Section 8).
5. We experimentally evaluate our solution and show that it scales to thousands of sensors, provides low latencies, and operates efficiently (Section 9).

In the remainder of this paper, we present an application example in Section 2 and discuss sources of incoherence in Section 3. We then present our contributions and experiments in Sections 4-9. Finally, we discuss related work in Section 10 and conclude in Section 11.

2 APPLICATION EXAMPLE: PRECISION OF MULTILATERATION

In this section, we introduce time coherence failures and show how the coherence measures of SENSE prevent these failures in an example application.

Application Example. We demonstrate SENSE in a multilateration application. Multilateration is a common technique to locate the source of a signal by measuring the times when the signal arrives at three or more sensors. Common applications of multilateration are finding the epicenter of an earthquake, locating positions of lightnings in thunderstorms, or locating aircrafts. We chose this example, because it allows for nicely visualizing the use of coherence measures with a small number of sensors. In practice, applications usually correlate data from larger number of sensors.

The delta among the arrival times of a signal at different sensors exposes the delta in the distances between the signal source and sensors. From these distances, multilateration applications compute the position of the signal source (e.g., an aircraft or a lightning). We visualize our example in Figure 1.

We use three sensors (blue crosses) to locate the source of thunder (i.e., the positions of lightnings) in a thunderstorm. The signal disseminates from its source (black point) with sonic speed which is about \(343 \text{ m/s} \) (767mph). We know the positions of lightnings in thunderstorms, or locating aircrafts. We chose this example, because it allows for nicely visualizing the use of coherence measures with a small number of sensors. In practice, applications usually correlate data from larger number of sensors.

We experimentally evaluate our solution and show that it scales to thousands of sensors, provides low latencies, and operates efficiently (Section 9).

Possible Failures. Offsets among sensor node clocks add an observation error to the arrival times of a signal, which results in false locations. For example, the red point in Figure 1 shows the computed lightning location which results from Sensor 2 being two seconds behind Sensor 1 and Sensor 3 being two seconds ahead of Sensor 1. Existing techniques simply assume that sensors report correct arrival times. Thus, they neither detect, quantify, nor prevent this error.

Feature 1 - Synchronization Independent Precision.

In SENSE, users can specify a precision requirement which is independent of clock synchronization among sensor nodes. This precision requirement is reflected in an upper limit for coherence guarantees called \(C_{g_{max}}\). For example, the orange area in Figure 1 depicts the precision for \(C_{g_{max}}=2\) seconds.
With $C_{\max} = 2$ seconds, SENSE will locate the signal in the orange area even if sensor node clocks have arbitrary offsets. Thus, SENSE would avoid the failure in Figure 1 and locate the signal source in the orange area instead.

**Feature 2 - Precision Estimate.** The coherence estimate allows for computing the area in which we expect the signal source assuming perfect synchronization among sensor node clocks (green area in Figure 1). In our example, sensors have a read time precision of $\pm 0.5$ seconds, which is reflected in $C_e$. The result is a slight deviation in the location of the signal source (green point). The strength of our solution is the ability to quantify possible deviations (green area) instead of returning calculated locations only.

In summary, SENSE avoids failures, by providing precision guarantees which are independent of clock synchronization, and by quantifying precision estimates.

### 3 SOURCES OF INCOHERENCE

There exist many reasons for deviations among sensor node clocks which impact time coherence. In this section, we highlight important observations with respect to these sources of incoherence. These observations lead to system requirements which motivate design decisions in SENSE.

**Clock Drift.** In Figure 2, we visualize clock drifts of three different clock types: (a) Raspberry Pi system clocks which use the processor frequency as reference [7], (b) Real time hardware clocks which have an integrated quartz crystal and cost about 14$ per unit [40], and (c) high precision clocks which cost about 23$ per unit [43]. We provide supplementary technical information for all clocks and our simulation in Appendix D. We make three observation in Figure 2:

1) **Cheap clocks are heavily affected by clock drift.** Regular system clocks on Raspberry Pi, which are widely used as sensor nodes, drift up to $\pm 0.14$ s/hour (3.66 s/day). Remembering our example in Section 2, this drift causes major errors in the result after just a few hours uptime.

In addition, many devices do not have an own oscillator and depend on external oscillations which could possibly fail, such as the oscillation of the electricity grid. For example, in March 2018 thousands of devices, including electric meters and inverters of solar plants, accumulated more than 6 min. delay, due to a conflict between Kosovo and Serbia about who is responsible for providing additional energy [57]. This caused the oscillation to stay below the desired 50Hz for more than a month [8, 35]. Hence, a conflict between two countries affected clocks everywhere in Europe. Although the power grid was brought back to its regular frequency [19], one still finds wrong timestamps in the logs of many smart meters and solar plants. This example shows that clocks may malfunction for surprising and unexpected reasons.

2) **Sensor nodes with precise clocks are expensive.** We want to correlate data from thousands of sensors in the Internet of Things [63]. These sensors are regularly hosted on cheap devices (sensor nodes) such as micro controllers, Arduinos, or Raspberry Pis. A precise clock alone costs 14$ or more, whereas a whole Raspberry Pi costs about 35$ (without a precise clock). Thus, large numbers of sensor nodes can hardly be upgraded with precise clocks due to the high price.

3) **Cheap clocks measure short time spans precisely.** Even cheap clocks can measure short time spans precisely. We call the timeframe between the current time and the read time of a sensor value *age of the value*. Clock drift is the only factor which pollutes the measured ages of values. For example, the Raspberry Pi system clock drifts at most 0.006 s/min. We regularly request values from sensors which are only a few seconds old and, thus, use the age of values as a reliable and precise measure on sensor nodes.

**Clock Synchronization.** Sensor nodes limit the impact of clock drifts with repeated clock synchronization. NTPv4 is one of the most common synchronization protocols and claims to be precise within a few tens of milliseconds [38]. However, when it comes to large numbers of diverse sensors, we cannot rely on precise synchronization among all of them:

1) **The precision depends on the network.** NTPv4 specifies its precision for *fast local area networks* [38]. Other networks may have larger latencies or more volatile transmission times which leads to more frequent and less reliable re-synchronization. Especially devices connected via mobile networks may experience precision issues.

2) **Not all devices have synchronized clocks.** Many low-cost sensor nodes do not synchronize their clocks at all. For example, many micro controllers just start their clocks when powered on, only providing a simple up-time counter instead of a real clock. Since we regularly require the age of values instead of read times, our solution integrates sensors without synchronized clocks seamlessly.
Resulting System Requirements. We conclude that SENSE shall quantify the uncertainty about times provided by sensor nodes with coherence measures. SENSE shall provide synchronization independent coherence guarantees, and limit incoherence with time coherence optimization.

4 SENSE ARCHITECTURE

In this section we define coherence measures (Section 4.1) and introduce the SENSE architecture. We discuss the general network and node setup in Section 4.2, present the global architecture which covers the connection and interaction among distributed sensor nodes in Section 4.3, and describe the Internal Architecture, i.e., the software components of sensor nodes, in Section 4.4.

4.1 Definition of Coherence Measures

Coherence of a Tuple / \( C_{\text{real}} \). Let a tuple contain the values \( v_1, \ldots, v_N \) from \( N \) sensors and let \( t_1, \ldots, t_N \) be the times when \( v_1, \ldots, v_N \) were measured. The coherence of a tuple is the timeframe between \( \min(t_1, \ldots, t_N) \) and \( \max(t_1, \ldots, t_N) \) in which \( v_1, \ldots, v_N \) were measured.

Tuple coherence is a key indicator to detect incoherent tuples and to prevent false analysis results. Ideally, all values of a tuple would be measured at the same time, which would result in the optimal coherence 0.

Coherence Estimate of a Tuple / \( C_e \). We use the term estimate for the computed coherence (\( C_e \)) to emphasize the uncertainty about its correctness. \( C_e \) equals \( C_{\text{real}} \) if there is no offset among sensor node clocks. In practice \( t_1, \ldots, t_N \) are obtained from different sensor node clocks and may be affected by clock drift. Thus, the computed coherence estimate \( C_e \) of a tuple may diverge from the true coherence.

Coherence Guarantee of a Tuple / \( C_g \). The coherence guarantee of a tuple is a timeframe which is guaranteed to be larger or equal than the real coherence of the tuple (\( C_g \geq C_{\text{real}} \)). We use the term guarantee to emphasize that \( C_{\text{real}} \) is guaranteed to be smaller or equal than \( C_g \) even if there are arbitrary offsets among sensor node clocks. The guarantee \( C_g \) ensures that time coherence is bounded.

4.2 General Network and Node Setup

In this section, we discuss our assumptions with respect to network connections, communication protocols, geographic proximity, processing capabilities, and reliable clocks.

Our general setup covers key components of different IoT architectures [17, 24] (Figure 3a). Typically, sensor nodes communicate through the internet and/or local networks via standard TCP/IP protocols [16]. They may use additional protocols and message brokers to manage their communication such as MQTT [56] or ZeroMQ [21]. We require acknowledgements of receipt, but do not make any additional assumptions with respect to communication protocols or connection types (e.g., WiFi, LTE, or cable).

We differentiate trusted (\( \blacklozenge \)) and untrusted (\( \bigtriangleup \)) clocks. For trusted clocks, we control time synchronization and can validate that their system time is correct. For untrusted clocks, we cannot enforce correctness. We operate a small number of nodes with trusted clocks which we call Loop Nodes. Loop nodes are servers which control the data acquisition from sensor nodes (to be discussed in Section 4.3). Since the number of loop nodes is small, we can afford to equip them with high precision clocks and make sure that trusted clocks are in sync. The majority of devices are sensor nodes with untrusted clocks. Common sensor nodes are smart phones (e.g., Android or iOS systems) and small computers (e.g., Arduinos and Raspberry Pis), which are operated by diverse users and organizations. Since we do not control the clocks on these devices, we cannot enforce their correctness.

Figure 3b shows a sketch of the software architecture of sensor nodes. They consist of an operating system and an application layer. The operating systems allow for accessing sensors through driver modules [20] and maintains the
System clock. The application layer (user space) hosts applications which access sensors and system time through the operating system. On sensor nodes, SENSE runs on the application layer – either as an application on its own, or as a library integrated in a host application such as a smartphone app. Ideally, sensor nodes can schedule sensor reads, have sufficient memory to buffer recent sensor values, and can retrieve these values upon request. Most sensor nodes fulfill these requirements. However, we discuss in Section 4.4 how we integrate sensor nodes which do not have sufficient memory and processing capabilities.

SENSE exploits geographic proximity if it leads to fast network connections among sensor nodes and loop nodes. Figure 4 shows two examples of a desirable proximity. On the left, a loop node is collocated with the base station of a mobile network and manages connected sensor nodes. On the right, a loop node and sensor nodes are collocated in the same local area network. Both setups lead to low latency and low jitter, which improves coherence guarantees. Despite these benefits, SENSE does not require local proximity and adapt to the observed latency, time coherence, and jitter.

4.3 Global Architecture

Two common topologies for sensor data acquisition are Central Joins (Figure 5a) and Sensing Pipelines (Figure 5b). First, we discuss advantages, disadvantages, and limitations of these topologies. Then, we introduce Sensing Loops (Figure 5c) to overcome the limitations observed before.

In a central join topology, each sensor streams pairs of timestamps \( t \) and values \( v \) to a central server which joins time-value-pairs from all sensors. Examples are smartphone apps which report values to a server and stream joins in systems such as Apache Flink [9] and Spark [66]. The main advantage of this solution is its low latency. The latency is low, because sensors transmit their values directly to the central server. However, there are two major disadvantages in a central join topology: (1) The join cannot provide any guarantee for the time coherence of result tuples because it relies on the correctness of the timestamps transmitted from sensor nodes. (2) The solution does not scale to large numbers of sensors because of a limited number of concurrent network connections and an increasing join complexity.

In a sensing pipeline, one node initiates a request and passes it to the succeeding node in the pipeline. Each node in the pipeline adds a value from its sensor and forwards the tuple to the next sensor until the tuple contains all values. Example applications are Sensor Networks [2, 11, 33, 64]. Users submit queries to the network which collects data from sensors - possibly performs in-network computation [32, 50] - and finally returns result tuples to the user. The advantage of sensing pipelines is that they overcome scalability limitations of central servers which receive result tuples. Since the result tuple is produced in-network, there is only one connection to the receiver instead of a large number of concurrent connection from individual sensors. Moreover, there is no need to perform a join centrally, which reduces complexity.

However, we still face latency issues for large numbers of sensors, because each transmission hop adds latency. Similar to central joins, it is impossible to ensure time coherence, because we rely on separate sensor node clocks.

We overcome the limitations of Central Joins and Sensing Pipelines by extending Sensing Pipelines to Sensing Loops and by combining Sensing Loops with Central Joins:

**Sensing loops** (Figure 5c) extend Sensing Pipelines with an additional Loop Node (LN). The loop node initiates requests by sending a request timestamp to the first sensor node in the pipeline. Once the request passes the pipeline, the last sensor node returns the result tuple to the loop node.

**Enabling Coherence Guarantees.** Sensing Loops enable coherence guarantees because sensor data tuples pass by the same clock (the loop node clock) twice. The loop node saves the time a request was sent (start time \( l_s \)) and observes the time when it receives the result tuple (end time \( l_e \)). If the sensors read ad-hoc upon request, all individual values are guaranteed to be gathered within the time interval \( I := [l_s, l_e] \), whose diameter \( C_g := l_e - l_s \) thus serves as tight upper bound to the actual tuple incoherence, hence adheres to the definition of coherence guarantee. In the remainder of this chapter, we generalize this intuition by providing a general representation of the time interval \( I \) for more sophisticated read scheduling approaches. The interval’s diameter \( C_g \) is independent of clock synchronization, as it solely utilizes time distance measurements at the loop node.
Scaling to Large Numbers of Sensors. A scalability issue of long sensing pipelines results from high latency in too long pipelines. A scalability issue of central joins results from too many parallel network connections and an increasing computation effort for large numbers of sensors. We combine both solutions in Figure 6 to overcome scalability limitations by allowing for multiple sensing loops \( p \) which we automatically split and merge depending on latency and coherence requirements interacting with the observed network conditions. The loop node then centrally joins the results of all sensing loops and subsequently publishes the result. For example, a sensing loop can collect values from 100 sensor nodes with less than three seconds latency. The loop node can join results returned by 100 loops with less than a second latency. In combination, we can provide a time coherent snapshot from 10000 sensors with less than four seconds latency and a coherence guarantee below three seconds.

We compute a joint \( C_\theta \) at the loop node as follows: For each pipeline \( p \), we compute intervals \( I(p) \) from \( t_\epsilon \) and \( I(p) \) as described in the previous paragraph. Values gathered from nodes that belong to an arbitrary pipeline \( p \) are guaranteed to be gathered within the time interval \( I(p) \), hence all values of the resulting tuple are therefore guaranteed to be gathered during the union of all pipeline-specific intervals

\[
I := \bigcup_p I(p).
\]

4.4 Internal Architecture

In the following paragraphs, we describe different sensor node components of the SENSE architecture (Figure 7).

Query Processor. Our query processor is a stream processor which adopts a tuple-at-a-time processing model similar to common streaming systems such as Apache Flink and Storm. Each tuple passes through a processing pipeline which includes gathering sensor values (Pipeline Join) as well as data manipulations (e.g., selections or projections) [33]. In this paper, we focus on the time coherence of result tuples with respect to sensor read times. Accordingly, we focus on data gathering operations in the remainder of the paper.

Pipeline Join. Our pipeline join is a sophisticated replacement of a simple ad-hoc sensor read. The pipeline join and its integration are key contributions of this paper. Instead of reading sensor values ad-hoc when processing a tuple, we join input tuples with a recent sensor measurement. For each tuple, each sensor node selects the best value from its history buffer with respect to coherence measures.

Read Scheduler. The read scheduler is an active component which performs sensor reads and adds the resulting values and read timestamps to the buffer of the sensor node. The read scheduler also performs requested ad-hoc reads. We use a read scheduler we introduced in our previous work [59].

Our scheduler supports reading periodically, scheduling sensor reads at specific times, reading ad-hoc, and diverse adaptive sampling techniques such as AdaM [60], FAST [14], and L-SIP [18]. We discuss relevant scheduling approaches for this paper in Section 7.

History Buffer. The history buffer of a sensor node stores read times and sensor measurements. The read scheduler adds entries to the buffer. The history buffer handles the expiration of buffer entries. Entries expire regularly after a certain time or after they were joined with a tuple. In case of failures, there may be buffer overflows. We discuss our expiration and overflow mechanisms in detail in Section 8.2.

Sensor Node Limitations. We are aware that there exist sensor nodes which cannot support all components described above and ensure that SENSE seamlessly integrates such nodes. If a sensor node cannot run a sophisticated read scheduler, we read values from sensors periodically, which is commonly supported by sensor nodes (Section 7). If a sensor node has a buffer that is too small, we address buffer overflows with an overflow mechanism (Section 8.2). If a sensor node cannot process custom operations going beyond sensor reads, we will not assign additional operators to the node [33]. We will also not assign operators to a node which has insufficient computation power. We observed that our pipeline join requires much less computation effort than performing sensor reads and networking tasks and did not experience any performance issues caused by pipeline joins.

5 COHERENCE GUARANTEES AND COHERENCE ESTIMATES

In this section, we discuss how SENSE calculates coherence guarantees \( C_\theta \) and coherence estimates \( C_e \) for tuples. We illustrate our discussion with diagrams which are inspired by UML sequence diagrams. In these diagrams time processes from top to bottom and columns separate locations (i.e., sensor nodes) at which actions take place.
5.1 Coherence Guarantees

The loop node observes the coherence guarantee for each sensor data tuple which passes the loop. We compute the coherence guarantee at the loop node with Formula 1.

\[ C_g = (l_e - \min(a_1, \ldots, a_N)) - (l_s - \max(a_1, \ldots, a_N)) \]  

(1)

We name the start time of a tuple passing through the loop \( l_s \) and the end time \( l_e \). When performing a pipeline join, each sensor \( s_i \) provides the age \( a_i \) of its value \( v_i \) used for the join. Thus, \( a_i \) is the age of \( v_i \) at the join time at \( s_i \). \( a \) is highly precise for recent measurements, even with cheap clocks, because short time spans are barely affected by clock drifts.

Figure 8 illustrates the observation of the coherence guarantee. We know that all pipeline joins are performed between \( l_s \) and \( l_e \). Thus, the latest possible read time of a value in the tuple is \( l_e - \min(a_1, a_2, a_3) \), which is \( l_e - a_1 \) in our example. The earliest possible read time of a value in the tuple is \( l_s - \max(a_1, a_2, a_3) \), which is \( l_s - a_3 \) in our example. The coherence guarantee is the time frame between the earliest and the latest possible read time calculated in Formula 1.

5.2 Coherence Estimate

We calculate \( C_e \) at the loop node with Formula 2. Figure 9 illustrates the calculation. Each sensor node \( s_i \) provides the read time \( t_1 \) of its value \( v_i \) used for the sensor data tuple. We take the latest read time of any value (according to sensor node clocks) which is \( \max(t_1, \ldots, t_N) \) and subtract the earliest read time of any value which is \( \min(t_1, \ldots, t_N) \).

\[ C_e = \max(t_1, \ldots, t_N) - \min(t_1, \ldots, t_N) \]  

(2)

Figure 9: Illustration of the coherence estimate \( C_e \).

5.3 Coherence Tradeoff (\( C_e-C_g \)-Tradeoff)

We compute a coherence guarantee (\( C_g \)) and a coherence estimate (\( C_e \)) for each tuple. There exists a tradeoff between the best possible \( C_g \) and the best possible \( C_e \) of a tuple. We show this tradeoff in Figure 11. In our example, we specify the mean hop time \( \delta=2 \) and acquire values from \( N=2 \) nodes.

Figure 10 shows how we compute \( C_e \) based on transmission and processing latencies among sensor nodes. Let \( \delta(s_a, s_b) \) be the transmission and processing latency between two sensors \( s_a \) and \( s_b \), and let \( \delta(l, s_i) \) be the transmission and processing latency between the loop node and a sensor \( s_a \). Let \( t_{\text{now}} \) be the current time according to the unsynchronized sensor clock. Then the desired read time \( t' \) according to the unsynchronized sensor clock is given by Formula 3.

\[ t' = t_{\text{now}} + (t_l - l_s) - \delta(l, s_i) - \delta(s_a, s_b) - \delta(s_b, s_c) - \cdots - \delta(s_{i-1}, s_i) \]  

(3)

As a result of the join, we receive \( v_i \) and \( t'_i \). \( t'_i \) is the read time of \( v_i \) according to the unsynchronized clock at \( s_i \). We compute \( t_i \) from \( t'_i \) based on the shift between \( t \) and \( t' \) with the formula \( t_i = t'_i + (t - t') \). Finally, we can compute \( C_e \) from \( t_1, \ldots, t_N \) as before with Formula 2.

Figure 10: \( C_e \) based on transmission times.
6 OPTIMIZING TIME COHERENCE

In this section, we present how SENSE optimizes the coherence estimate while enforcing an upper bound for the coherence guarantee.

6.1 Solution Overview

We automatically adjust two parameters (α and µ) to trade off between the best coherence guarantee and the best coherence estimate. The loop node computes the coherence guarantee (C_g), the coherence estimate (C_e), and the roundtrip time (Δ) for each tuple which passes through the sensing loop. Using these values (C_g, C_e, and Δ), the loop node continuously tunes α and µ and disseminates updates to all sensor nodes in the loop. We distribute α and µ by attaching them to regular sensor data tuples to prevent additional messages.

When a sensor node receives a tuple (i.e., a sensor data request), it adds a value from its buffer based on the current values of α and µ (pipeline join). Let t be the desired timestamp of the tuple and t_{now} be the current time according to the sensor node clock. To achieve an optimal C_g, we would select a value read at t_{now}−α. To achieve an optimal C_e, we would select a value read at t. Thus, we select a value which was read between t_{now}−α and t.

where

\[ \delta = 2; \alpha_{\text{min}} = \alpha_{\text{max}} = 3 \]

\[ C_g = \Delta; C_e = 2 \]

(a) Best possible C_g

\[ \delta = 2; t = t_{\text{min}} = t_{\text{max}} \]

\[ C_g = \Delta + 2; C_e = 0 \]

(b) Best possible C_e

Figure 11: The tradeoff between C_e and C_g.

the request time t which increases C_e. In Figure 11b, we set t=t_{\text{min}}=t_{\text{max}} which is the optimum with respect to C_e. In exchange, \alpha_{\text{max}}−\alpha_{\text{min}} is 2 which increases C_g respectively.

Typically, users want to specify a precision requirement which translates to an upper limit for C_g which we call C_{g\text{max}}. At the same time, users want to receive a result which is as precise as possible. Usually, a smaller C_e improves the result quality assuming that sensor nodes try to provide correct sensor values from their buffers. A sensor node, which is the i-th node in the loop, receives tuples in the form (t, α, µ, α_{\text{min}}, α_{\text{max}}, t_{\text{min}}, t_{\text{max}}, v_i, \ldots , v_{i-1}). The node joins each tuple with a value (t_i, v_i) from its local sensor stored in the history buffer. The resulting output tuple has the format (t, α, µ, α_{\text{min}}, α_{\text{max}}, t_{\text{min}}, t_{\text{max}}, v_i, \ldots , v_{i-1}). α_{\text{min}} and α_{\text{max}} are the minimum and maximum age of any value (v_1, \ldots , v_n) at the join time at the respective sensor node. t_{\text{min}} and t_{\text{max}} are the minimum and maximum timestamps t_i of any value (v_1, \ldots , v_n) according to sensor node clocks.

We define the optimization function which selects the best available value v_i in Formula 4. This optimization function expresses the tradeoff between C_e (first part) and C_g (second part). The first part increases linearly for worse C_e. The second part has a higher order to emphasize its weight strongly when approaching an upper bound for C_g. The parameter \mu \in \mathbb{R}^+ weights the second part against the first part.

\[
\text{opt}(t,t_{\text{now}},\mu,\alpha) = \underset{t_i \in \text{buffer}}{\text{argmin}} \left[ \text{abs}(t_i - t) + (t_{\text{now}} - t_i - \alpha)^2 \right] \mu \quad (4)
\]

It is beneficial to not only base Function 4 on the desired tuple timestamp t, but to also make use of the impact of previously joined values on the coherence tradeoff. This adaptation to the optimization function is described in Appendix G.

6.2 Sensor Node Algorithm

We now discuss how sensor nodes, which are part of a sensing loop, join input tuples (i.e., sensor data requests) with sensor values from their buffers. A sensor node, which is the i-th node in the loop, receives tuples in the form (t_i, α_i, µ_i, α_{\text{min}}, α_{\text{max}}, t_{\text{min}}, t_{\text{max}}, v_i, \ldots , v_{i-1}). The node joins each tuple with a value (t_i, v_i) from its local sensor stored in the history buffer. The resulting output tuple has the format (t_i, α_i, µ_i, α_{\text{min}}, α_{\text{max}}, t_{\text{min}}, t_{\text{max}}, v_i, \ldots , v_{i-1}). α_{\text{min}} and α_{\text{max}} are the minimum and maximum age of any value (v_1, \ldots , v_n) at the join time at the respective sensor node. t_{\text{min}} and t_{\text{max}} are the minimum and maximum timestamps t_i of any value (v_1, \ldots , v_n) according to sensor node clocks.

We define the optimization function which selects the best available value v_i in Formula 4. This optimization function expresses the tradeoff between C_e (first part) and C_g (second part). The first part increases linearly for worse C_e. The second part has a higher order to emphasize its weight strongly when approaching an upper bound for C_g. The parameter \mu \in \mathbb{R}^+ weights the second part against the first part.

\[
\text{opt}(t,t_{\text{now}},\mu,\alpha) = \underset{t_i \in \text{buffer}}{\text{argmin}} \left[ \text{abs}(t_i - t) + (t_{\text{now}} - t_i - \alpha)^2 \right] \mu \quad (4)
\]

It is beneficial to not only base Function 4 on the desired tuple timestamp t, but to also make use of the impact of previously joined values on the coherence tradeoff. This adaptation to the optimization function is described in Appendix G.

6.3 Loop Node Algorithm

We now discuss how we tune µ and α on loop nodes. In addition to variables defined before, our formulas and algorithms in this section use the following variables:

- l_s: Start time of the loop (outbound transmission time).
- Δ: Round trip time for the current tuple.
- δ: Mean hop time between nodes.
- N: Number of sensor nodes in the sensing loop.
- D_{\text{max}}: Desired upper bound for C_g (max. incoherence).
- t_l: Last time µ and α have been updated.
- p: Indicates whether D_{\text{max}} was met. Initialized as 0.
- s: Step width exponent (scales step width for µ updates). Initialized as 0.
- w: Step width for µ update.

Before we discuss how we select α and µ, we define D_{\text{max}}. D_{\text{max}} is a system internal variable which specifies the optimization goal for C_g. In SENSE, users set an upper bound C_{g\text{max}} for C_g, which the system tries to maintain for all tuples. Each tuple has its individual coherence guarantee C_g.
Algorithm 1 Optimization of $\alpha$ and $\mu$ at the loopnode.

State: $l_t, N, t_t, s, \mu, p$

Parameters: Tuple: $\langle t, a_{min}, a_{max}, t_{min}, t_{max}, v_1, \ldots, v_N \rangle$

1: $\Lambda \leftarrow l_t - \text{time}()$ \hspace{1em} $\equiv$ compute roundtrip time
2: $C_g \leftarrow \Lambda + a_{max} - a_{min}$ \hspace{1em} $\equiv$ compute coherence guarantee
3: $C_e \leftarrow t_{max} - t_{min}$ \hspace{1em} $\equiv$ compute coherence estimate
4: emit$(t, C_g, C_e, v_1, \ldots, v_N)$ \hspace{1em} $\equiv$ emit result tuple
5: if $l_t \geq t_t$ then
6: $\alpha \leftarrow \Lambda/2$ \hspace{1em} $\equiv$ compute $\alpha$ without shift
7: $s \leftarrow s + (p = \text{sign}(D_{max} - C_g) \? 1 : -1)$ \hspace{1em} $\equiv$ exponent
8: $w \leftarrow 2^s$ \hspace{1em} $\equiv$ step width
9: $\mu \leftarrow \mu/\left(2 \text{sign}(D_{max} - C_g) \times \mu + 1\right)$ \hspace{1em} $\equiv$ new $\mu$
10: if $p = \text{sign}(D_{max} - C_g)$ then
11: $p \leftarrow \text{sign}(D_{max} - C_g)$ \hspace{1em} $\equiv$ remember direction
12: else
13: $p \leftarrow 0$ \hspace{1em} $\equiv$ half step size if direction changed
14: end if
15: end if

which may vary among tuples due to changing network conditions, processing delays on sensor nodes, or failures. All these effects are reflected in the roundtrip time $\Lambda$.

Assuming, that the transmission times between nodes follow an iid but otherwise arbitrary distribution, we expect the roundtrip time (the sum of values drawn from that random variable) to be approximately normally distributed. In order to set $D_{max}$ such that a configurable fraction of tuples has $C_g \leq C_{g_{max}}$, we monitor point estimates for the mean $\bar{\Lambda}$ and the standard deviation $\sigma$ of $\Lambda$. The coherence guarantee follows a shifted normal distribution $C_g \sim \mathcal{N}(\cdot; \bar{\Lambda} + \text{shift}, \sigma)$ as well, because the discussed sampling strategies are statistically unaffected by delayed tuples. We set $D_{max} = C_{g_{max}} - 3\sigma$ in order to gather tuples with $C_g \leq C_{g_{max}}$ in 99.85% of the requests according to the 68–95–99.7 rule [44]. Monitoring $\bar{\Lambda}$ and $\sigma$ has the negligible overhead of storing three floating point values.

We show the overall algorithm which tunes $\alpha$ and $\mu$, calculates $C_e$ and $C_g$, and emits result tuples in Algorithm 1. This algorithm processes each sensor data tuple which returns to the loop node after passing the sensing loop.

First, we compute the round trip time $\Lambda$ for the tuple we process in Line 1. In Lines 2 and 3, we compute $C_g$ and $C_e$ as discussed below. We then emit the result tuple, including $C_g$ and $C_e$ in Line 4. The remainder of the algorithm updates $\alpha$ and $\mu$. We update $\alpha$ and $\mu$ as soon as we observe the effect of previous updates. In Line 5, we check if the last $\alpha$ and $\mu$ update took affect for the tuple we process. For example, if we request a sensor data tuple every 0.2s and the roundtrip time is 1s, this condition will hold from the fifth tuple after an update onwards.

Selecting $\alpha$. The optimum for the coherence guarantee is the roundtrip time $\Delta$ of a tuple. This optimum ($C_g = \Delta$) is achieved if all sensor nodes provide values with an equal age $\alpha$ according to their local clocks at the join time $t_{now}$. In general, an arbitrary age $\alpha$ leads to an optimal $C_g$ as long as the age is the same on all sensor nodes. However, different $\alpha$ values imply smaller or larger read time deviations $\Delta_t$. An optimal $\alpha$ entails the minimum mean squared deviation between $t$ and $t_1, \ldots, t_N$ (optimal $\Delta_t$). Our algorithm calculates the optimal $\alpha$ in Line 6 using Formula 5. We derive Formula 5 mathematically in Appendix A and provide an example calculation in the following paragraph.

$$\alpha = \frac{\delta(N + 1)}{2} + (l_t - t) = \frac{\Delta}{2} + (l_t - t) \quad (5)$$

In Figure 12, we show an example with $\delta=1$ and $N=5$, which leads $\alpha=3$. We observe that half of the nodes select values read before $t$ and the other half selects values read after $t$. This minimizes the mean squared error (i.e., difference) between $t$ and $t_1, \ldots, t_N$ (optimal $\Delta_t$). Note that we set the request time $t$ equal to the loop start time $l_t$ in our example. Differences between $t$ and $l_t$ would be added to $\alpha$ (rear part of Formula 5) which leads to the same mean squared error. We add shifts to $\alpha$ whenever we send out a tuple from the loop node.

Selecting $\mu$. As discussed in Section 6.2, sensor nodes select a value read between $t_{now}$-$\alpha$ (optimal $C_g$) and $t$ (optimal $C_e$) depending on $\mu$. Figure 13 illustrates this tradeoff scope. Before we select $\mu$, we calculate the update step with $w$ with respect to the tradeoff scope. Ideally, our result tuples have the best possible $C_e$ while not exceeding the desired upper bound for $C_g$ which we computed as $D_{max}$ (see above).

Update Step Width: First, we compute the exponent $s$ of the step with in Line 7 of Algorithm 1. We then compute the step width $w=2^s$ in Line 8. In order to set the exponent $s$, we introduce an additional state variable $p$ which can have three
stages depending on the previous run of the algorithm: 1 if $C_g > D_{max}$, -1 if $C_g < D_{max}$, or 0 if $C_g = D_{max}$. Moreover, we set $p = 0$ if $C_g > D_{max}$ changes to $C_g < D_{max}$ or vice versa. We use $p$ to control when we decrement or increment the exponent $s$ of the step width $w$ (double or half $w$).

Figure 14 shows an example where $C_g$ converges to $D_{max}$. For each step, we show $w$ and $p$ next to the curve separated by semicolon. As long as $C_g$ approaches $D_{max}$, we increment $s$ (double $w$) in each step (up to Step 4). This ensures that we reach $D_{max}$ fast. As soon as we jump over the $D_{max}$ border, we change the direction, decrement $s$ (i.e., half $w$), and set $p = 0$ (Step 5). Setting $p = 0$ ensures that we decrement $s$ again for the next step (Step 6). We always decrement $s$ twice after changing the direction. This ensures convergence towards $D_{max}$. We reach $C_g = D_{max}$ after 13 steps.

Update $µ$: We derive a formula for $µ$ such that changing $w$ changes the analytic optimum for $t_i$ by $w$ on sensor nodes (blue bar in Figure 13). We update $µ$ according to the desired step width $w$ with Formula 6 (Line 9 in Algorithm 1).

\[
µ ← \frac{µ}{2} \text{sign}(D_{max} - C_g)w + 1
\]  

We derive this formula analytically in Appendix B. We transfer the parameter $µ$ to sensor nodes instead of sending $w$ directly because we gain important flexibility. By computing the optimal read time on the sensor node based on $µ$, we can consider additional information in the optimization such as the timestamps available in the buffer and selected values of previous nodes. This information is not available before the loop starts. We explain these additional optimizations in Appendix G. Moreover, we can weight deviations in $w$ flexibly on sensor nodes. For example, we penalize deviations in the direction of $C_g$ with a higher order function than deviations in the direction of $C_g$.

Initialization of $α$ and $µ$. We first acquire one tuple from sensors nodes with ad-hoc reads and, thereby, obtain $Δ$, which we use to initialize $α$ (Formula 5). To initialize $µ$, we estimate $t_{now}$ at any node $i$ based on $δ$ (see calculation of $α$). We then set the first value of $µ$ such that the coherence guarantee is just met in case $δ$ does not change. We derive the respective initialization formula in Appendix C.

6.4 Example Calculation

We provide an example calculation in Figure 15 which demonstrates how we tune $α$ and $µ$. In this example, we optimize $α$ and $µ$ in a loop with two sensor nodes.

The loop node receives a result tuple (id 0) and computes the coherence guarantee of the tuple (red line). We observe that $C_g > D_{max}$. The loop node now computes $p$, $α$, $s$, $w$, and $µ$ with the formulas presented in the previous section. At $t = 135$, the loop node sends a request (id 1) to Node 1, which selects a value from its buffer according to Formula 4 presented in Section 6.2. Then, Node 1 forwards the tuple to Node 2 with updated $α_{min}$ and $t_{min}$. Analogous to Node 1, Node 2 selects a value from its buffer and adjusts $α_{max}$ and $t_{max}$. Node 2 returns the result tuple to the loop node where we compute $C_g$ and $C_e$. We observe that $C_e$ increased and $C_g$ reduces compared to the previous tuple. We now achieved $C_g ≤ D_{max}$ as intended.
6.5 Splitting and Merging Sensing Loops
If we either exceed $D_{\text{max}}$ or do not satisfy our latency requirements, the loop node splits the set of sensor nodes into multiple sensing loops. The maximum number of sensing loops is specified according to the loop node performance.

We split sensing loops such that the roundtrip times of loops equal each other. This isolates strugglers and therefore increases the global performance of the system. The pipelines with the smallest roundtrip time are considered for a merge whenever the combined roundtrip time is expected to fulfill both the latency and coherence requirement.

7 SCHEDULING SENSOR READS
SENSE uses three alternative techniques for scheduling sensor reads on sensor nodes to fill history buffers.

Ad-hoc. Reading ad-hoc is the simplest solution for scheduling sensor reads. Whenever a tuple arrives at the sensor node, we read a value from the sensor and add that value to the tuple. Ad-hoc reading requires no read scheduler and no buffer to store sensor values. It solely optimizes for coherence guarantee $C_g$ because the age $\alpha$ is 0 for all values. In exchange, the coherence estimate $C_e$ is high.

Periodic. Scheduling sensor reads periodically (e.g., every 20ms) is the most common approach. We gather values from sensors at a fixed frequency and store them in the history buffer. Periodic scheduling is supported by almost all sensors and allows for optimizing $C_e$ and $C_g$ when selecting values from the buffer. However, periodic scheduling may read sensor values, which are never joined with any tuple.

Schedule Next Read. SENSE pre-schedules the next sensor read if possible. Given the time of the next request, a sensor node can read a value exactly at the optimal time and store only that value in its history buffer. Many algorithms which request sensor reads can provide their next request time up front which enables pre-scheduling. Examples are adaptive sampling techniques such as Adam [60], FAST [14], and L-SIP [18] as well as on-demand scheduling techniques [59]. Schedule Next Read reads required values only and, thereby, reduces the requires buffer size. Since we can schedule sensor reads precisely, we can achieve the best results for $C_e$.

In order to compensate variations in the transmission time between sensor nodes in the optimization (Formula 4), one can configure to populate the buffer with additional sensor values. Those values are sampled according to a configurable symmetric probability distribution centered around the scheduled read time.

8 FAILURE HANDLING
We now discuss fault-tolerance mechanisms for link outages, node outages, and buffer overflows. We first introduce fallback nodes and then explain buffer overflow handling.

8.1 Introducing Fallback Nodes
We introduce fallback nodes to address link outages, node outages, and buffer overflows. A fallback node replaces sensor nodes in case of failures and may be hosted redundantly on several servers, sensor nodes, or loop nodes.

If a sensor node cannot reach its succeeding node in the loop (missing TCP acknowledgement), it sends output tuples to the fallback node instead. The fallback node then tries to reach the next available node in the loop and forwards the tuple to that available node skipping node(s) which are unavailable at the moment. We remember unreachable nodes at the loop node and check periodically if they are back online. These checks are performed asynchronously and do not delay processing tuples. At first the fallback node tries to compensate for missing values with a cached value from the unreachable node. If this fails, it tries to compensate for missing values with measures from an alternative sensor nearby. If no alternative sensor or cached value is available the fallback node adds a null value.

It is desirable to collocate loop nodes and fall back nodes on the same server, because if collocated, a node outage can be seen as an implicit split of the sensing loop. Since the tuple is returned to the loop node (=fallback node), the implicit split excerpts the same positive effect on the $C_g$-$C_e$-tradeoff as an intended loop split at the failing node and improves $C_g$ and $C_e$ accordingly as discussed in Section 6.5. The loop node registers the deviating start time $t_s$ and incorporates it into the desired $\alpha$ value transmitted to the affected nodes.

In all cases, the loop node receives a final result tuple which it can forward directly. This is an advantage compared to central join topologies which cannot know if values are lost, late, or if the respective sensors are down.

8.2 Managing Buffer Overflows
Buffer Overflows on sensor nodes are another issue which we address with fallback nodes. For example, a history buffer can overflow if a node does not receive requests for an unusual long time and, thus, cannot prune sensor values.

If a sensor node cannot store additional values in its buffer but expects requests which require additional values, it sends the oldest values to the fallback node and overwrites them with new values. If a sensor node cannot reach any fallback node but needs to overwrite buffered values, follow up tuples which require overwritten data will fall back to the oldest value in the history buffer. When a sensor node receives a tuple which requires values sent to the fallback node, it forwards the tuple to the fallback node which will add the respective values to the tuple and then forward the tuple to succeeding nodes in the loop.
Algorithm 2 Buffer management on sensor nodes.

State: \( pos, W_{\text{join}}, W_{\text{send}}, \text{buffer} \)

1. function JoinTuple(inputTuple)
2. \hspace{1em} if inputTuple.t < \( W_{\text{join}} \) then
3. \hspace{2em} Forward input tuple to fallback node.
4. \hspace{1em} else
5. \hspace{2em} Select best \( v_i \) from buffer with Formula 4.
6. \hspace{2em} Send result tuple to the next node.
7. end if
8. \( W_{\text{send}} \leftarrow \min(t_{\text{now}} - \alpha, t) \)
9. end function

10. function ReadValue()
11. \hspace{1em} if buffer[pos].t > \( W_{\text{send}} \) then
12. \hspace{2em} Send buffer[pos] to fallback node.
13. \hspace{2em} \( W_{\text{join}} \leftarrow (\text{buffer[pos].t + buffer[pos-1].t})/2 \)
14. \hspace{1em} end if
15. \hspace{1em} buffer[pos] \leftarrow \text{sensor.read}()
16. \hspace{1em} pos \leftarrow pos + 1
17. end function

In Algorithm 2, we show how we manage buffered values on sensor nodes. Our buffer is a ring buffer, \( pos \) is the next write position, and \( W_{\text{join}} \) and \( W_{\text{send}} \) are two watermarks which keep track of processed tuples and values sent to the fallback node. When we receive a tuple, we usually join it with a value from the sensor node buffer in the JoinTuple function. The watermark \( W_{\text{join}} \) is a timestamp which indicates which values have been sent to the fallback node. If the request time \( t \) of a tuple is smaller than \( W_{\text{join}} \), the required sensor value has been sent to the fallback node (Line 3). Otherwise, the required value is available in the sensor node buffer (Line 5). We finally set \( W_{\text{send}} \) to remember that we processed all requests up to the request time \( t \) of the processed tuple (Line 8). We calculate \( W_{\text{send}} \) such that we can overwrite values in the buffer which have timestamps larger than \( W_{\text{send}} \) without sending them to the fallback node.

In the function ReadValue, we add a new sensor value to the buffer which overwrites an old value in the buffer. In Line 11, we check if we need to send the value we overwrite to the fallback node. This is the case, if we expect requests which potentially require the value we overwrite. If we send a value to the fallback node, we set \( W_{\text{join}} \) accordingly in Line 13. \( W_{\text{join}} \) specifies which requests are sent to the fallback node and which requests are processed locally. If the optimal read time for a request is closer to the value we sent to the fallback node, we also send the request to the fallback node. Otherwise, we process the request locally.

9 EVALUATION

We first present our experiment setup. Then, we demonstrate SENSE on our testbed, before we evaluate time coherence optimization, followed by an analysis of throughput, latency, and CPU utilization. Finally, we evaluate SENSE for a large scale parameter space to show its general applicability.

9.1 Experiment Setup

We implement the Loop Node and Sensor Node components of SENSE in C++ libraries which can easily be integrated in different host applications and systems. We transmit 64bit timestamps with nanosecond precision and 64bit values as payload. Note that the type of acquired sensor data does not affect the outcome of our experiments because our algorithms do not process the acquired sensor values.

Sensor Node Testbed. Our testbed consists of 10 Raspberry Pi 3B+, which are connected to a TP-Link TL-SG116 16-Port Switch, which is connected to a Netgear R6120 Router. We collocate a loop node and a fallback node on one Raspberry Pi as discussed in Section 8.1. On each Raspberry Pi, we run 10 sensor node instances (100 logical sensor nodes in total). We ensure that two succeeding nodes in a loop are never located on the same physical node. All messages are sent from their source node via the switch to the router and back via the switch to the receiver (regular TCP/IP routing).

Large Scale Experiments. To enable a long term evaluation of SENSE, with large numbers of sensors and many different configurations, we also run SENSE in a simulation. Our simulation uses the same SENSE libraries as our testbed, but allows for fast forward execution. We use the the NS-3 network simulator in our experiments to emulate realistic network delays, jitter, and transmission failures [47].

Performance Measures. We evaluate throughput, latency, and CPU-load on one core of an Intel Core i7-7600U CPU with 2.80GHz and 4MB cache on a computer with 15GB main memory. We monitor the CPU usage with getrusage [34] and show sustained throughput [22]. We use a multi-core system to not affect performance measures by monitoring software running on the same system.

9.2 SENSE System Demonstration

In this section, we demonstrate SENSE on our sensor node testbed in a 10 hour experiment and evaluate the fault tolerance of the system. We show the results of the experiment in Figure 16. The plot shows the coherence guarantee \( C_g \), the coherence estimate \( C_{\hat{g}} \), the read time deviation \( \Delta_t \), and the roundtrip time \( \Delta_t \) for each tuple which passes the sensing loop. In addition, we show the desired upper limit \( C_{g_{\max}} \) for \( C_g \). Recall that the user-defined incoherence limit \( C_{g_{\max}} \) is transformed to a system internal threshold \( D_{\max} \), which adapts to network conditions (Section 6.3).

We analyze three events in Figure 16: At time \( t_1 \), the 48th sensor in the loop crashes, at time \( t_2 \), the 49th and 50th node crash, and at time \( t_3 \), all crashed nodes recover.
Initially, before \( A \), we see that the system properly sets \( D_{\max} \) and adjusts the \( C_c-C_g \)-Tradeoff to minimize \( C_e \) while maintaining \( C_g < C_{g_{\max}} \) for 99.5% of all tuples. When the 48th node in our loop consisting of 100 nodes crashes (time \( A \)), the 47th node sends its tuples to the fallback node instead. The fallback node forwards the tuples to the 49th node. Since loop node and fallback node are collocated, we see an improvement of \( C_g \) and \( C_e \), as the failure causes an implicit split as discussed in Section 8.1. In exchange, there is a slightly higher workload at the loop node, which – in this scenario – the node is able to handle without increasing the latency. When the succeeding 49th and 50th node fail, we only see a minor improvement of \( C_g \) and \( C_e \). Skipping those two nodes reduces the roundtrip time \( \Delta \), but does not cause another implicit split as the loop is already split at the 48th node. At time \( C \) all crashed nodes recover and the systems reintegrates them into a single sensing loop as it was before the first node outage.

**Discussion.** We observe that SENSE is able to deal with node outages and to reintegrate recovering nodes. The system ran for ten hours before we terminated the experiment.

### 9.3 Optimizing Time Coherence

In this experiment, we evaluate the time coherence optimization introduced in Section 6. We analyze two scenarios: In Scenario \( A \), we decrease \( C_{g_{\max}} \) (better guarantee, worse estimate). In Scenario \( B \), we increase \( C_{g_{\max}} \) (worse guarantee, better estimate). In our experiment, we analyze the following aspects: (1) The adaptivity with respect to changing coherence requirements. (2) The optimization of the \( C_c-C_g \)-tradeoff with respect to \( D_{\max} \). (3) The functionality of loop splits and merges. (4) Different approaches for scheduling sensor reads.

**Setup.** We show the results for data transmissions via LTE [42, 47]. We also tested Wifi connections which had similar but less volatile transmission times. LTE has 5-10 times higher transmission times than LAN (Section 9.2). In this experiment, we simulate a sensing loop with 200 sensor nodes.

**Scenario A: Decreasing \( D_{\max} \).** In Figure 17a at time \( A \), we change the system internal threshold \( D_{\max} \) such that \( D_{\max} \) is below the roundtrip time \( \Delta \), which forces SENSE to adapt by splitting the sensing loop.

The gray dots in Figure 17a show the roundtrip times \( \Delta \) of tuples in the sensing loop. As explained in Section 5, the minimum value for \( C_g \) is \( \Delta \). Since we reduce \( D_{\max} \) slightly below \( \Delta \) in our experiment, SENSE correctly detects that we cannot achieve \( C_g \leq D_{\max} \) with a single loop covering all 200 sensor nodes and splits the loop accordingly. As a consequence, the coherence guarantee \( C_g \) converges below the new value of \( D_{\max} \), which shows that SENSE correctly identified that it needs to adjust the sensing loop. At the same time, SENSE immediately reduces the coherence estimate \( C_e \) as much as possible under the constraint \( C_g \leq D_{\max} \).

**Scenario B: Increasing \( D_{\max} \).** In Figure 17a at time \( B \), we change the system internal threshold \( D_{\max} \) back to its initial value, which enables SENSE to adapt by merging sensing loops. SENSE correctly detects that we can now fulfill the constraint \( C_g \leq D_{\max} \) with a single loop covering all 200 sensor nodes and merges the two sensing loops accordingly. As a consequence, the coherence guarantee \( C_g \) converges below the new value of \( D_{\max} \).

**Impact of Read Scheduling.** We executed the experiment with two read scheduling techniques, Schedule Next Read (Figure 17a) and Periodic Scheduling (not shown). The resulting plots are identical, except that Schedule Next Read achieves smaller deviations from the desired read times (\( \Delta_1 \)), because we can schedule sensor reads at optimal times with respect to future request times. For reference, we include the plot for periodic sampling in Appendix F. In Figure 17b we
observe, that Schedule Next Read reduces the number of required sensor reads by more than 99% compared to periodic scheduling because we can schedule exactly one sensor read per sensor and requested tuple.

**Discussion.** We observe that SENSE optimizes the coherence estimate of tuples while keeping the coherence guarantee within a user-defined upper limit. Thereby, SENSE adapts quickly to changes (network conditions and coherence requirements) and splits and merges sensing loops as required. Pre-scheduling sensor reads reduces the number of required reads drastically compared to reading values periodically.

### 9.4 Throughput, Latency, and CPU Load

In order to evaluate the performance of a sensing loop, we measure throughput, latency, and CPU utilization of loop nodes, which are the bottleneck for these measures. Individual sensor nodes in the same sensing loop always face the same load independent of the number of nodes in the loop. The latency includes the network latency for transmitting values from sensors to a central node (central join) and for transmitting values in a loop or pipeline.

**Throughput.** We observe in Figure 18a that a central join solution does not scale to thousands of sensors like we expect in upcoming Internet of Things applications. The throughput decreases for larger numbers of sensors because matching incoming values requires many sensor reads to coherent tuples centrally requires many timestamp lookups and comparisons. Our pipeline-based solution overcomes this problem because it drastically reduces the number of inputs which need to be joined at a central node.

**Latency.** Figure 18b shows the latency between the desired read time of a tuple and the time the system returns the tuple to the user. The latency in sensing loops scales linearly with the number of sensor nodes (i.e. with the number of hops). A central join topology has a much smaller latency than a sensing loop because it requires only one hop from sensors to the central node. In general, transmission times dominate the latency of both approaches rather than computation times. Please note that our experiment shows the latency with sustained throughputs. Thus, central joins achieve smaller latencies with a much smaller throughput than sensing loops.

**CPU Utilization.** Sensing loops reduce the CPU utilization at a central node (Figure 18c) significantly compared to central join topologies. Since the sensing loop provides a complete sensor data tuple, the remaining computation at the loop node is limited to calculating $C_r$, $C_g$, $\alpha$, and $\mu$ (remember Algorithm 1). In contrast, a central join of individual sensor values must match each incoming value with values of other sensors and check if it can output a complete tuple.

**Discussion.** Central join topologies are limited by their CPU performance which limits the sustained throughput. Sensing loops are limited by their latency which results from accumulated hop times between sensor nodes. The strength of our solution is the adaptive combination of both approaches: multiple sensing loops combined by a central join. We can see in Figure 18 that a sensing loop can acquire values from 100 sensors with less than two seconds latency. A central join can combine inputs from 100 sensing loops with a throughput of 5000 tuples per second. Hence, we can acquire values from 10000 sensors with a latency below 3 seconds and guaranteed time coherence below 2 seconds.

### 9.5 Coherences and Read Time Deviations

In this experiment, we analyze the impact of the number of nodes in one sensing loop on coherence guarantees, coherence estimates, read time deviations, and the related tradeoffs. In Figure 19, we show the optimization scopes for coherence guarantees (Figure 19a), coherence estimates (Figure 19b), and read time deviations (Figure 19c). We simulate average hop times of 38ms between sensors nodes and select the loop start time $l_s$ as request time $t$ for tuples. We show the optimization scopes for periodic scheduling (PS), schedule next read (SNR), and ad-hoc reading.

**Coherence Guarantee.** The smallest possible coherence guarantee is the roundtrip time $\Delta t$ which increases linearly...
with the loop length. We achieve this optimum if all nodes provide a value with the same age $a$. With SNR, we can achieve the optimal coherence guarantee because we can schedule sensor reads precisely with respect to following requests. Ad-hoc reading always results in $\alpha=0$ on all nodes which also leads to an optimal coherence guarantee. Periodic Scheduling (PS) leads to slightly worse guarantees, because it adds a deviation between the optimal read time and the read time which is available in the history buffer. The worst case coherence guarantee results from solely optimizing for coherence estimates, which means that we select values read exactly at the request time $t$ (according to sensor node clocks). In this case, the difference between $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ equals $\Delta$ and the coherence guarantee increases to $2\Delta$ accordingly.

### Coherence Estimate
The optimal coherence estimate results from selecting values which were read exactly at the request time $t$ as described above. We can achieve this optimum with SNR because we can schedule sensor reads precisely at future request times. Periodic reading adds a deviation between the optimal read time and the read time available in the sensor node buffer which explains the slight shift of the optimization scope. The largest coherence estimate results from optimizing solely for the coherence guarantee. In this case, $\alpha_{\text{min}}=\alpha_{\text{max}}$ and $C_{e}\approx\Delta$ assuming correctly synchronized sensor node clocks. Ad-hoc reading results in the worst-case coherence estimate because it reads when it receives tuples without considering the request time.

### Read Time Deviation
The read time deviation $\Delta_{r}$ is the maximum difference between the request time $t$ and any read time of a value contained in the result tuple. We regularly tune the parameter $\alpha$ to minimize $\Delta_{r}$ (remember Figure 11). Figure 19c shows the impact of this optimization. Both periodic scheduling and schedule next read achieve $\Delta_{r}=C_{e}/2$, which is the optimum. In contrast, reading ad-hoc doubles $\Delta_{r}$ because of the missing $\alpha$-optimization.

### Discussion
Our experiment illustrates the best-cases and worst-cases for $C_{e}$, $C_{g}$, and $\Delta_{r}$ as well as the scope of the $C_{e}$-$C_{g}$-tradeoff. Schedule next read (SNR) achieved slightly better results because of precise scheduling of sensor reads with respect to future requests. A naive solution which reads ad-hoc achieves an optimal $C_{g}$, at the cost of a worst-case $C_{e}$ and a doubled read time deviation. In contrast, our solution adapts the tradeoff between $C_{e}$ and $C_{g}$ flexibly with respect to user-defined coherence requirements.

### 9.6 Large Scale Parameter Exploration
In this experiment, we evaluate whether our results carry over to a large parameter space. We provide a quantitative analysis of the impact of the number of sensor nodes in a sensing loop and the coherence requirements ($D_{\text{max}}$) on the coherence measures ($C_{g}$, $C_{e}$, and $\Delta_{r}$). For each measure, we show a dedicated heatmap in Figure 20. Overall, the heatmaps show the results of 57600 experiments with a simulated duration of 66 minutes per experiment and a mean hop time of 20ms. We show $D_{\text{max}}$ on the y-axis, the amount of sensors on the x-axis, and coherence measures as heatmap colors.

### Coherence Estimate
In Figure 20a, we show the coherence estimates depending on $D_{\text{max}}$ and the number of sensors. We observe diagonal lines which correspond to loop splits. Above these lines, the system optimizes strongly for $C_{g}$ to keep $C_{g}\leq D_{\text{max}}$. In exchange, $C_{e}$ increases which explains the increasing values for $C_{e}$ when approaching the split. Directly below the lines which indicate loop splits, the system can optimize strongly for $C_{e}$ without violating $C_{g}\leq D_{\text{max}}$ which results in the best (i.e., smallest) values for $C_{e}$.

### Coherence Guarantee
In Figure 20b, we show the coherence guarantees for the same experiments. One can observe that pipeline splits are barely visible in this plot. This shows that our system always utilizes $D_{\text{max}}$ to relax $C_{g}$ and to optimize for $C_{e}$. At the same time, we observe that our system does not violate $D_{\text{max}}$. For smaller numbers of sensors, the system does not need to fully utilize $D_{\text{max}}$ for achieving an optimal $C_{e}$, which explains the blue area in the upper left corner of Figures 20a and 20b.

### Read Time Deviation
Figure 20c shows the read time deviation $\Delta_{r}$ for our experiments. Similar to the results presented in the previous section, we achieve $\Delta_{r}\approx C_{e}/2$, which is the
optimal result for $\Delta_t$. This proves that the loop node chooses the optimal value for $\alpha$.

**Discussion.** The presented heatmaps verify that SENSE achieves the desired results not only for selected combinations of parameters, but for a wide range of setups. Our solution optimizes $C_e$ without violating $C_g \leq D_{\text{max}}$. Pipeline splits take place as required to ensure this behavior (Figure 20a). The system utilizes the upper limit for coherence guarantees ($D_{\text{max}}$) to relax $C_g$ and to optimize $C_e$ as much as possible (Figure 20b). The read time deviation is about $C_e/2$, which proves an optimal selection of $\alpha$ (Figure 20c).

**10 RELATED WORK**

In this section, we discuss related works not discussed before.

Time coherence was studied in different contexts before. Srivastava et al. discuss the *temporal coherence* of virtual data warehouses which work as cache for data sources [55]. Deolasee et al. propose an adaptive push-pull method to maintain the coherence of such cached data copies efficiently [12]. Agrawal et al. discuss techniques to smartly select up to date (temporal coherent) cached data copies for serving client requests [1]. These works consider the coherence between data sources and several copies of these sources. In contrast, our work focuses on acquiring time coherent tuples which contain values from many distributed sensor nodes.

TiNA addresses temporal coherence-aware in-network aggregation [6, 50]. Sensors transmit new readings only if values changed more than a given tolerance. This allows for trading off energy consumption in sensor networks against the quality of data [51]. Similarly, adaptive sampling techniques [14, 18, 60] monitor the change of sensor values and transmit new measurements only if they are sufficiently different from previous ones. However, these techniques do not provide time coherence guarantees for result tuples.

The term coherence was also used in the context of fusing data from several sensors (i.e., sources) to one logically coherent database [23, 30, 31]. This multi-sensor fusion is independent of time coherence and builds on the logical consistency of values from different sources instead.

Diverse works propose clock synchronization techniques or synchronization optimizations [25, 26, 28, 39, 41, 53, 54] and/or measure round trip times of synchronization messages [10, 29]. In this paper, we use synchronized clocks for coherence estimates wherever possible. However, in the IoT, it is impractical to ensure complete synchronization among all clocks. To this end, we provide additional coherence guarantees to detect and handle out-of-sync sensor node clocks.

Madden et al. introduce *acquisitional query processing* and show the benefits of interleaving data gathering operations with data manipulation operations in TinyDB [32, 33]. Shrivastava et al. extend the scope of TinyDB with complex aggregations and range queries [52]. Our example pipeline in Figure 7, shows how our solution complements acquisitional query processing. We replace ad-hoc sensor reads with a sophisticated pipeline join which ensures time coherent result tuples. Riahi et al. consider the efficient data acquisition from many sensors and optimize data gathering based on application requests [46]. However, they do not discuss the time coherence of result tuples. Barga et al. cope with variable latency and disorder in event streams correlation [4, 5]. They provide a service for central event correlation, which operates based on heartbeats and clock information carried in punctuation events. In contrast to this service, SENSE avoids a complex central correlation and leverages edge computing capabilities to deliver time coherent data tuples.

**11 CONCLUSION**

Upcoming IoT applications gather values from thousands of distributed sensors. Currently, these applications do not detect clock offsets among sensor nodes and trust event timestamps without input validation. We propose SENSE, the first system for sensor data acquisition that guarantees the time coherence of result tuples, provides synchronization independent coherence guarantees, and supports user-defined incoherence limits. The core of SENSE are sensing loops, which gather sensor values sequentially from a set of sensors. To ensure scalability and to enforce incoherence limits, SENSE dynamically splits and merges sensing loops with respect to time coherence and latency requirements. Our results show that SENSE scales to thousands of sensor nodes and reliably optimizes the coherence estimate of tuples while keeping the coherence guarantee below a user-defined upper limit. Thereby, SENSE quickly adapts to changed network conditions and coherence requirements.

**REFERENCES**

[1] Shweta Agrawal, Krithi Ramamritham, and Shetal Shah. 2004. Construction of a temporal coherency preserving dynamic data dissemination network. In *IEEE RTSS*.

[2] Ian F Akyildiz, Weilian Su, Yogesh Sankarasubramaniam, and Erdal Cayirci. 2002. A survey on sensor networks. *IEEE communications magazine* 40, 8 (2002).

[3] Andreas Bader, Oliver Kopp, and Michael Falkenthal. 2017. Survey and comparison of open source time series databases. *Datenbanksysteme für Business, Technologie und Web (BTW)* (2017).

[4] Roger S Barga and Guergui Chkodrov. 2006. Coping with variable latency and disorder in distributed event streams. In *26th IEEE International Conference on Distributed Computing Systems Workshops (ICDCSW’06)*. IEEE, 33–33.

[5] Roger S Barga, Jonathan Goldstein, Mohamed Ali, and Mingsheng Hong. 2007. Consistent streaming through time: A vision for event stream processing. *Conference on Innovative Data Systems Research (CIDR)* (2007).
[6] Jonathan Beaver, Mohamed A Sharaf, Alexandros Labrinidis, and Panos K Chrysanthis. 2003. Power-aware in-network query processing for sensor data. In *HDMIS*. Citeseer.

[7] Remi Berghma. 2013. How accurately can the Raspberry Pi keep time?. In Remi Berghma’s blog. https://blog.remibergisma.com/2013/05/12/how-accurately-can-the-raspberry-pi-keep-time/.

[8] Fatos Brytyci and Maja Zavucla. 2018. Serbia, Kosovo power grid row delays European clocks. *Reuter* (2018). https://www.reuters.com/article/serbia-kosovo-energy/serbia-kosovo-power-grid-row-delays-european-clocks-idUSL8N1Q2ZFF.

[9] Paris Carbone, Asterios Katsifodimos, Stephan Ewen, Volker Markl, Seif Haridi, and Kostas Tzoumas. 2015. Apache flink: Stream and batch processing in a single engine. *IEEE Big Data Bulletin* 36, 4 (2015).

[10] Flaviu Cristian. 1989. Probabilistic clock synchronization. *Distributed computing* 3, 3 (1989), 146–158.

[11] Alan Demers, Johannes Gehrke, Rajmohan Rajaraman, Niki Trigoni, and Yong Yao. 2003. The cougar project: a work-in-progress report. *ACM Sigmod Record* 32, 4 (2003), 53–59.

[12] Pavan Deolalikar, Amol Kulkarni, Ankur Panchbudhe, Krithi Ramamritham, and Prashant Shenoy. 2001. Adaptive push-pull: disseminating dynamic web data. In *ACM WWW*.

[13] Benjamin Dowling, Douglas Stebila, and Greg Zaverucha. 2016. Authenticated Network Time Synchronization. In *USENIX Security Symposium*. 825–840.

[14] Liyue Fan and Li Xiong. 2014. An adaptive approach to real-time aggregate monitoring with differential privacy. *IEEE TKDE* 26, 9 (2014).

[15] National Institute for Standards and Technology. Created 2010, Updated 2017. NIST Authenticated NTP Service. Accessed Feb. 2019, https://www.nist.gov/pml/time-and-frequency-division/time-services/nist-authenticated-ntp-service.

[16] Behrouz A Forouzan and Sophia Chung Fegan. 2002. *TCP/IP protocol suite*. McGraw-Hill Higher Education.

[17] Paul Fremantle. 2014. A reference architecture for the Internet of Things. *WS02 White paper* (2014).

[18] Elena I Gaura, Asterios Katsifodimos, Stephan Ewen, Volker Markl, Elena I Gaura, James Brusey, Michael Allen, Ross Wilkins, Dan Goldhirsh, and Katherine Toma. 2016. False negative data points in the ns-3 network simulator. In *EDBT*.

[19] Qun Li and Daniela Rus. 2006. Global clock synchronization in sensor networks. *IEEE Transactions on computers* 55, 2 (2006), 214–226.

[20] R. C. Luo and M. G. Kay. 1989. Multisensor integration and fusion in intelligent systems. *IEEE SMC* 19, 5 (1989).

[21] R. C. Luo, Chih-Chen Yih, and Kuo Lan Su. 2002. Multisensor fusion and integration: approaches, applications, and future research directions. *IEEE Sensors Journal* 2, 2 (2002).

[22] Samuel Madden, Michael J Franklin, Joseph M Hellerstein, and Wei Hong. 2002. TAG: A tiny aggregation service for ad-hoc sensor networks. *SIGOPS* 36, SI (2002), 131–146.

[23] Samuel R Madden, Michael J Franklin, Joseph M Hellerstein, and Wei Hong. 2005. TinyDB: an acquisition querying system for sensor networks. *TODS* 30, 1 (2005).

[24] Linux Programmer’s Manual. Accessed May 2018. <http://man7.org/linux/man-pages/man2/getrusage.2.html>.

[25] David Mills, Jim Martin, Jack Burbank, and William Kasch. 2010. Network Time Protocol (Version 4): Protocol and Algorithms Specification. *IEEE Internet Computing*.

[26] David Mills. 1989. Network Time Protocol (Version 2) Specification and Implementation. *Network Working Group*, University of Delaware.

[27] David Mills. 1992. Network Time Protocol (Version 3) Specification, Implementation and Analysis. *Network Working Group*, University of Delaware.

[28] David Mills, Jim Martin, Jack Burbank, and William Kasch. 2010. Network Time Protocol Version 4: Protocol and Algorithms Specification. Internet Engineering Task Force (IETF).

[29] Pulkit A. Misra, Jeffrey S. Chase, Johannes Gehrke, and Alvin R. Lebeck. 2017. Enabling Lightweight Transactions with Precision Time. *SIGARCH Computer Architect. News* 45, 1 (2017).

[30] Stamp and R. M. Adams. 1960. A package for timing delay evaluation in computer programs. *ACM*.

[31] Xi Jiang. 2005. TinyDB: an acquisitional query processing system for sensor networks. *TODS* 30, 1 (2005).

[32] NXP Semiconductors N.V. 2014. *PCF2127 Accurate RTC with integrated quartz crystal for industrial applications*. Product Data Sheet.

[33] George F Riley and Thomas R Henderson. 2010. The ns-3 network simulator. In *EDBT*.

[34] David R. Anderson and Dale E. Varberg. 1973. *Convex functions*. Prentice Hall.

[35] A Wayne Roberts and Dale E Varberg. 1973. *Convex functions*. Aca- demic Press.

[36] Abdullah Raouf. 2013. Minimize Frequency Drift In Crystals. *ElectronicDesign* (2013). Accessed Feb. 2019, https://www.electronicdesign.com/analog/minimize-frequency-drift-crystals.

[37] Mehdi Riahi, Thanasis G. Papaioannou, Immanuel Trummer, and Karl Aberer. 2013. Utility-driven Data Acquisition in Participatory Sensing. In *EDBT*. ACM.

[38] George F Riley and Thomas R Henderson. 2010. The ns-3 network simulator. In *Modeling and tools for network simulation*. Springer.

[39] A Wayne Roberts and Dale E Varberg. 1973. *Convex functions*. Aca- demic Press.

[40] Theodoro Scholte, Davide Balzarotti, and Engin Kirda. 2012. Have things changed now? An empirical study on input validation vulnerabilities in web applications. *Computers & Security* 31, 3 (2012), 344–356.
APPENDIX

A DERIVATION OF THE $\alpha$-FORMULA

In this section, we mathematically derive Formula 5, which computes the optimal $\alpha$ on the loop node. Our goal is to find the value for $\alpha$ which implies the minimum mean squared error between the request time $t$ of a tuple and the read times $(t_1, \ldots, t_n)$ of values $(v_1, \ldots, v_n)$ contained in the tuple.

Formula 7 computes the mean squared error which depends on $\alpha$ and the join times $t_{\text{now}}^{(1)}, \ldots, t_{\text{now}}^{(N)}$ on sensor nodes.

$$\text{ERR}(\alpha, t_{\text{now}}^{(1)}, \ldots, t_{\text{now}}^{(N)}) = \frac{1}{N} \sum_{i=1}^{N} (t - (t_{\text{now}}^{(i)} - \alpha))^2$$ (7)

We select $\underset{\alpha}{\text{argmin}}(\text{ERR}(\alpha, t_{\text{now}}^{(1)}, \ldots, t_{\text{now}}^{(N)}))$ as $\alpha$ to minimize the error. Because the actual join times at sensor nodes are unknown at the loop node, we replace them with estimated join times $(\mathbb{E}(t_{\text{now}}^{(1)}), \ldots, \mathbb{E}(t_{\text{now}}^{(N)}))$ in Formula 8. The expected value of $t_{\text{now}}^{(i)}$ is $l_s + \delta i$ because node $i$ receives the tuple $i$ hops after the loop start time $l_s$. The mean hop time is $\delta = \Delta/(N + 1)$ and we know $\Delta$ from previous tuples.

$$\text{ERR}(\alpha, \mathbb{E}(t_{\text{now}}^{(1)}), \ldots, \mathbb{E}(t_{\text{now}}^{(N)})) = \frac{1}{N} \sum_{i=1}^{N} (t - (l_s + \delta i - \alpha))^2$$ (8)

We now define Formula 9 and insert it into Formula 8 which results in Formula 10.

$$\alpha = x + (l_s - t)$$ (9)

$$\text{ERR}(\alpha, \mathbb{E}(t_{\text{now}}^{(1)}), \ldots, \mathbb{E}(t_{\text{now}}^{(N)})) = \frac{1}{N} \sum_{i=1}^{N} (x - \delta i)^2$$ (10)

We observe in Formula 11 that the second derivative of Formula 10 with respect to $x$ is positive. Thus, the minimum of the function $\text{ERR}(\alpha, t_{\text{now}}^{(1)}, \ldots, t_{\text{now}}^{(N)})$ can be found at the simple zero of the first derivative with respect to $x$.

$$\frac{\partial^2}{\partial^2 x} \text{ERR}(\alpha, t_{\text{now}}^{(1)}, \ldots, t_{\text{now}}^{(N)}) = 2 > 0$$ (11)

$$\frac{\partial}{\partial x} \text{ERR}(\alpha, \mathbb{E}(t_{\text{now}}^{(1)}), \ldots, \mathbb{E}(t_{\text{now}}^{(N)}))$$

$$= 2Nx - 2\delta \sum_{i=1}^{N} i = 2Nx - \delta N(N + 1)$$ (12)
We now set Formula 12 equal to 0 and solve the equation for \( x \) which leads to Formula 13. Inserting Formula 9 for \( x \) leads to Formula 14 for the optimal \( \alpha \).

\[
\begin{align*}
\alpha &= \frac{\Delta(N+1)}{2} + (l_s-t) = \frac{\Delta}{2} + (l_s-t) \\
\end{align*}
\]  
(13)\]  
(14)

B DERIVATION OF THE \( \mu \)-FORMULA

In this section, we derive an update rule for \( \mu \), intending to change the coherence guarantee of the next tuple by \( v \). The direction of the change is determined by \( \text{sign}(D_{\max} - C_g) \). \( v \) directly translates to the step width \( w \) introduced in Section 6.2 \((2w=v)\). We assume that \( \Delta \) remains unchanged. We aim to derive a function \( \text{update} \) that satisfies the Condition 15.

\[
\mu_{\text{new}} = \text{update}(\mu, v) \quad \text{s.th.} \quad C_g(\mu_{\text{new}}) = C_g(\mu) + v 
\]  
(15)

In the remainder of this section, we first derive the optimal timestamp \( t_{opt} \) to be selected at an arbitrary node \( i \) as a function of \( \mu \). We observe that the desired change \( v \) in \( C_g \) depends solely on the change in the distance between the largest and smallest age selected at a node. We thus express \( t_{opt} \) as the optimal age \( \alpha_{opt} \) and compute the change \( v \) relative to an update in \( \mu \). Finally, we discuss the relationship between \( v \) and \( \mu \) which leads to Formula 6 for the update of \( \mu \). Let \( i \in \{1, \ldots, N\} \) be an arbitrary but fixed node identifier. We aim to find the minimum of Cost Function 16.

\[
\text{cost}_{\mu, \alpha, t_{\text{now}}, t}(t_i) = \text{abs}(t_i - t) + \left( t_{\text{now}}^{(i)} - t_i - \alpha \right)^2 \mu 
\]  
(16)

Function 16 is convex because it is the sum of two convex functions [48]. It has exactly one global minimum for a fixed \( \mu \). However, Function 16 is non-differentiable at \( t_i = t \). Therefore we must consider \( t_i = t \) as a candidate for the global minimum in addition to two candidates \( t_{i1} \) and \( t_{i2} \) for the domains \( A_1 := (-\infty, t) \) and \( A_2 := (t, \infty) \). The global minimum is located at the candidate which implies the smallest cost.

We compute \( t_{i1} \) and \( t_{i2} \) in Formula 19 which we determine based on the derivations of our cost function given in Formula 17 and 18.

\[
\begin{align*}
\frac{\partial}{\partial t_i} \text{cost}(\cdot) &= \text{sign}(t_i - t) + 2\mu \left( t_i - t_{\text{now}}^{(i)} - \alpha \right) \\
&= \pm 1 + 2\mu \left( t_i - t_{\text{now}}^{(i)} - \alpha \right) \\
\frac{\partial^2}{\partial t_i^2} \text{cost}(\cdot) &= 2\mu > 0 \\
\frac{\partial}{\partial t_i} \text{cost}_{A_i, \alpha} = 0 &\iff t_{i1,2} = \frac{\pm 1}{2\mu} + t_{\text{now}}^{(i)} - \alpha \\
\end{align*}
\]  
(17)\]  
(18)\]  
(19)\]  
(20)

Plugging the values \( t_{i1,2} \) in the cost function reveals that the function’s optimum lies between the optimum for the coherence guarantee \( t_{\text{now}}^{(i)} - \alpha \) and the request timestamp \( t \). To condense the notation, we define the difference \( t \) and \( t_{\text{now}}^{(i)} - \alpha \) as \( r \) in Equation 20.

\[
r_i := t - (t_{\text{now}}^{(i)} - \alpha) \]
(20)

The evaluated cost function at each of the two candidates \( t_{i1,2} \) is given by Equation 21.

\[
\text{cost}(t_{i1,2}) = \text{abs} \left( \frac{\pm 1 + 2\mu r_i}{2\mu} \right) + \frac{1}{4\mu} 
\]
(21)

Considering which of the values \( t_{i1,2} \) has lower cost we receive Equivalence 22.

\[
\text{cost}(t_{i1}) \geq \text{cost}(t_{i1}) \iff \text{argmin}_{t_{i1,2}} \left( \text{cost}(t_{i1}) \right) \geq t \iff 0 < r_i 
\]
(22)

Using Equivalence 22 the selected candidate \( t_{i,\text{opt}} \) out of \( t_{i1,2} \) is given by Formula 23.

\[
t_{i,\text{opt}} = \frac{\text{sign}(r_i)}{2\mu} + t_{\text{now}}^{(i)} - \alpha
\]
(23)

It remains to determine for which values of \( \mu \) the minimum of the cost function is located at \( t_{i,\text{opt}} \) and for which values of \( \mu \) it is located at \( t \). Therefore, we compare the evaluated cost function at \( t_{i,\text{opt}} \) and \( t \) in Equivalence 24.

\[
\text{cost}(t) = t_i^2 \cdot \mu \\
\text{cost}(t_{i,\text{opt}}) = \frac{-1 + 2\mu \text{abs}(r_i)}{2\mu} + \frac{1}{4\mu} \\
\text{cost}(t_{i,\text{opt}}) \leq \text{cost}(t) \iff \mu \geq \frac{1}{2 \text{abs}(r_i)} 
\]
(24)

We can now write the optimal value of \( t_i \) as a function of \( \mu \) in Definition 25. Definition 26 specifies the corresponding optimal age at node \( i \).

\[
t_{i,\text{opt}}(\mu) := \begin{cases} 
\frac{\text{sign}(r_i)}{2\mu} + t_{\text{now}}^{(i)} - \alpha & \mu \geq \frac{1}{2\text{abs}(r_i)} \\
t & \text{otherwise.} 
\end{cases}
\]
(25)

\[
\alpha_{i,\text{opt}}(\mu) := \begin{cases} 
\frac{-\text{sign}(r_i)}{2\mu} + \alpha & \mu \geq \frac{1}{2\text{abs}(r_i)} \\
t_{\text{now}} - t & \text{otherwise.} 
\end{cases}
\]
(26)
The difference between all selected $a_i$ values is equal to
\[
\frac{1}{2\mu} + \alpha - \left(\frac{1}{2\mu} + \alpha\right) = \frac{1}{\mu}.
\]
This leads to Formula 27 for the coherence guarantee $C_g$.
\[
C_g = \min \left(\Delta + \frac{1}{\mu}, 2\Delta\right)
\]  
(27)

If $\mu > \frac{1}{\Delta}$, we achieve the desired change of $\nu$ in $C_g$ by updating $\mu$ according to Formula 28. Otherwise, the old value of $\mu$ is already optimal.
\[
\frac{1}{\mu_{\text{new}}} = \frac{1}{\mu} + \nu \iff \mu_{\text{new}} = \frac{\mu}{1 + \mu\nu}
\]  
(28)

By now we derived the $\mu$ update rule depending on $\nu$. We now discuss the relation between $\nu$ and $w$ and derive the $\mu$ update rule depending on $w$ in Equation 29. In case $D_{\text{max}}$ was met, we target to improve the coherence estimate $C_g$ closer to $D_{\text{max}}$. Otherwise, $C_g$ needs to be reduced. Thus, the direction of the $\mu$ update is given by $\text{sign}(D_{\text{max}} - C_g)$. The optimal age $\alpha_{i,\text{opt}}$ needs to be reduced or increased depending on the position $i$ in the pipeline. Whether we need to increase or decrease the age $\alpha_{i,\text{opt}}$ is determined by $\text{sign}(r_i)$ in the first line of Equation 29. In the general update rule, which is independent of $i$, $\text{sign}(r_i)$ cancels out (Line 2 in Equation 29).
\[
\alpha_{i,\text{opt}}(\mu_{\text{new}}) = \alpha_{i,\text{opt}}(\mu) + \text{sign}(r_i) \text{sign}(D_{\text{max}} - C_g) w
\]
\[
\iff \frac{1}{\mu_{\text{new}}} = \frac{1}{\mu} - 2 \text{sign}(D_{\text{max}} - C_g) w
\]
\[
\iff \mu_{\text{new}} = \frac{\mu}{2 \text{sign}(D_{\text{max}} - C_g) w + 1}
\]  
(29)

Comparing Equation 28 with Equation 29 yields that $\nu = 2w$. Line 3 of Equation 29 is the final general $\mu$ update rule.

### C DERIVATION OF THE $\mu$-INITIALIZATION RULE

Even though the method of selecting the update step width $w$ is very efficient and ensures fast convergence, it is reasonable to initialize $\mu$ taking into consideration the targeted $C_g$-$C_e$ tradeoff. In the Appendix B, we derived $C_g = \Delta + \frac{1}{\mu}$ in Equation 27 for $\mu > \frac{1}{\Delta}$. After estimating the round trip time $\Delta$, we can use $D_{\text{max}}$ for initializing $\mu$ to optimize the coherence estimate while maintaining the upper bound of the guarantee. We aim to set $C_g = D_{\text{max}} - \Delta$ which is achieved by initializing $\mu$ according to Equation 30.
\[
\mu = \frac{1}{D_{\text{max}} - 2\Delta}
\]  
(30)

### D CLOCK SPECIFICATIONS

In Figure 2 of Section 3, we presented the clock drifts of different clocks. The figure shows the clock drifts of the selected clocks at 30°C. Table 1 summarizes the clock specifications of the selected clocks. The parts per million (PPM) provide an upper bound to the amount of additional or missed oscillations. For example, the Raspberry Pi system clock has a frequency of 1MHz (i.e. $10^6$ oscillations per second) and drifts with 40PPM. Thus it drifts by $\pm 40/10^6$ seconds per second which is a drift of $\pm 0.144$ seconds per hour.

We obtained the data for Figure 2 by simulating the clock on the level of its oscillator. The expected amount of missed oscillations of a specific clock is assumed to be uniformly distributed within the ranges the manufacturer provided. This value – in the following referred to as $p$ – is sampled once per clock instance. The oscillator is modelled as a Bernoulli process. Thus, each time a timestamp $t_{i+1}$ is requested from a clock instance, we sample a Binomial distribution with probability $1 + p$ and the amount of trials equal to the time that passed since the last request ($t_{i+1} - t_i$) in seconds multiplied by the clock model’s frequency.

### E TRILATERATION CALCULATIONS

In this section, we summarize the calculations which lead to the example provided in Section 2 and Figure 1.

We first define the position of sensors as $s_1(100, 200)$, $s_2(7000, 1000)$, and $s_3(4200, 4000)$. The real location of the signal source in our example is $S(3456, 1234) = (x, y)$.

We measure the arrival times of the signal at our three sensors. $t_1$, $t_2$, and $t_3$ are the times when the signal arrives at $s_1$, $s_2$, and $s_3$. The signal arrives first at the closest sensor which is $s_3$. Then, the signal arrives $t_1 - t_3$ later at $s_1$ and $t_2 - t_3$ later at $s_2$. We can convert these time frames to distances.
by multiplying them with the signal dissemination speed. In our example this is sonic speed which is 343m/s. We name the resulting distances $d_1$ and $d_2$. In addition we name the unknown distance between $s_1$ and the signal source $a$. Figure 21 provides a sketch of the distances between the signal source and the sensors. With the Pythagorean Theorem, we derive the Equation System 31.

$$a^2 = (4200 - x)^2 + (4000 - y)^2$$

$$\begin{align*}
(a + d_1)^2 &= (100 - x)^2 + (200 - y)^2 \\
(a + d_2)^2 &= (7000 - x)^2 + (1000 - y)^2
\end{align*}$$

With perfectly synchronized sensor node clocks, we measure $d_1 \approx 647.37$ and $d_2 \approx 687.40$. We can now solve the equation system for $a$, $x$, and $y$ to receive the position of the signal source $x = 3456$, $y = 1234$, and $a = 2864.31$. Any localization failure can be computed by adjusting $d_1$ and $d_2$ with respect to wrongly measured signal arrival times.

The coherence guarantee $C_g$ quantifies the uncertainty about the precision of signal arrival times. Given $l_s$, $l_e$, $s_{min}$, and $s_{max}$, we can compute a time period in which the signal arrived at a sensor. The earliest possible arrival time of the signal is $l_s - s_{max}$. The latest possible arrival time is $l_e - s_{min}$. The time frame between the earliest and the latest possible time is $C_g$. To get the guaranteed location precision (orange area in Figure 1), we calculate the earliest and latest possible arrival times for all three sensors. We then calculate six localizations of the signal source which result from combinations of earliest and latest possible arrival times. These are all combinations excluding the two combinations which include all earliest and all latest arrival times. The resulting positions are the corners of the guaranteed detection area. One can observe that changing any detection time from its minimum to its maximum results in a linear movement of the computed location from one corner to another corner of the guarantee area. Thus, the real location of the signal source must be inside this area.

We compute the area of the precision estimate analogue to the area of the precision guarantee with $t_{min}$ being the earliest arrival time and $t_{max}$ being the latest arrival time.

$$\begin{align*}
\text{cost}_{C_e}(t, t_i) &= \text{abs}(t_i - t) \\
\text{cost}_{C_g}(t_{new}, t, \alpha) &= (t_{new} - t_i - \alpha)^2
\end{align*}$$

We extend these cost functions to express that selecting a value with $t_{new} - t_i = \alpha_i \in [\alpha_{min}, \alpha_{max}]$ implies no costs with respect to $C_g$ and that selecting a value with $t_i \in [t_{min}, t_{max}]$ implies no costs with respect to $C_e$. This optimization allows for utilizing failures of previous nodes to select a value which is as close as possible to $t$ if this does not increase $C_e$ or $C_g$. Moreover, the extended cost functions prevent increasing $C_e$ or $C_g$ if there exists a value in the buffer which does not increase $C_e$ or $C_g$.