Dynamics of stress \( p53 \): Nitric oxide induced transition of states and synchronization
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We study the temporal and the synchronous behaviours in \( p53 – Mdm2 \) regulatory network due to the interaction of its complex network components with the nitric oxide molecule. In single cell process, increase in nitric oxide concentration gives rise the transition to various \( p53 \) temporal behaviours, namely fixed point oscillation, damped oscillation and sustain oscillation indicating stability, weakly activated and strongly activated states. The noise in stochastic system is found to help to reach these states much faster as compared to deterministic case which is evident from permutation entropy dynamics. In coupled system with nitric oxide as diffusively coupling molecule, we found nitric oxide as strong coupling molecule within a certain range of coupling strength \( \epsilon \) beyond which it become weak synchronizing agent. We study these effects by using correlation like synchronization indicator \( \gamma \) obtained from permutation entropies of the coupled system, and found five important regimes in \( (\epsilon – \gamma) \) phase diagram, indicating desynchronized, transition, strongly synchronized, moderately synchronized and weakly synchronized regimes respectively. We claim that there is the competition between the toxicity and the synchronizing role of nitric oxide that lead the cell in different stressed conditions.

INTRODUCTION

\( p53 \) is an intrinsic protein in the biological cells. It is associated with more than 50 percent of the human cancers. It is involved in many key metabolic pathway regulations such as tumor suppression, cell cycle arrest, DNA repair and apoptosis \([1,2]\). \( p53 \) protein level is believed to be always fluctuating within the cell because of its participation in various networks. Several studies have been performed so far for the understanding of the fluctuation of \( p53 \) protein within the biological cell which reveals that it is the main controller of the cellular functions. One of the key protein which directly associated with the dynamics of \( p53 \) is \( Mdm2 \) protein. \( Mdm2 \) is a negative feedback regulator of \( p53 \) protein \([1,3]\). In an unstressed cell \( Mdm2 \) controls the level of \( p53 \) \([4]\). However, different models have also been developed on the dynamics of \( p53 – Mdm2 \) pathway but it remains unclear about many unknown factors which are still responsible for changes in the dynamics of \( p53 – Mdm2 \) pathway.

Nitric oxide (NO) is an important, extremely short lived and bioactive molecule (~ 1 – 10 seconds) \([5,6]\), which can trigger various physiological and pathologi-cal processes in a wide variety of mammalian cell types \([5]\). It is widely and actively synthesized by various NO synthase enzymes (NOS), namely neuronal (nNOS), inducible (iNOS) \([8]\) or endothelial (eNOS) \([9,10]\) such that these isoforms convert arginine to NO and citruline \([8,12]\). It has two contrast roles in different single cell types, the first one is it induces apoptosis (programmed cell death) in some cell types such as macrophages, neurons, pancreatic \( \beta \)-cells, thymocytes, chondrocytes, hepatocytes \([13,14]\) etc, whereas the second one is it inhibits apoptosis in other cell types such as B-lymphocytes, eosinophils, ovarian follicles, neuronal PC12 cells, embryonic motor neurons \([16,19]\) etc. Further, it is reported that NO induced apoptotic signaling pathways in human lymphoblastoid cell harboring \( p53 \) protein \([20]\).

Other important functions of NO are its ability to induce cellular stress, activation of \( p53 \) via DNA damage and disruption of energy metabolism, calcium homeostasis and mitochondrial function which can be taken as toxic action that leads to cell death \([21,27]\). It is achieved by upregulating \( p53 \) \([14,28]\) and downregulating \( Mdm2 \) \([17]\) via DNA damage induced by NO causing growth arrest in cell cycle by giving time for DNA repair \([29]\). This means that increase in nitric oxide in a cell also induce increase in toxic in the cell. Several experimental studies shows that nitric oxide acts as a regulatory factor for \( Mdm2 \) protein which ultimately leads to the fluctuation of the \( p53 \) \([15,21,28]\). Extremely excess of NO may lead \( p53 \) to cause cell apoptosis \([1,14]\).

One of the most important role of NO is its ability to act as an excellent intercellular signaling molecule \([11,12]\). The reason could be NO is small and hydrophobic molecule which can pass through cell membrane easily and it is actively and abundantly created inside the cell \([12,27]\) and again it can also diffuse through several cell diameters from its site of synthesis \([27,32,33]\). This diffusion of NO can lead to various intracellular signal processing and intercellular communication. Further, this diffusion and intracellular consumption are the two main factors which control NO concentration level in biological cells \([32,33]\).

There are various issues which are still not fully resolved. How NO level is maintained inside the cell since it is toxic in some cell types, whereas this level can prevent apoptosis to some others, is not fully resolved. Even if NO induce toxic to cells, how does it activate \( p53 \)}
ing to cellular stress and excess stress cause apoptosis, is still need to be investigated. Further, even if NO is considered as synchronizing molecule, what could be its role in coupling $p53 - Mdm2$ oscillators at different stress conditions, is still need to be investigated and resolved. In this work we study an integrated model of intracellular $p53 - Mdm2$ oscillator with NO synthesis pathway to resolve some of the issues mentioned. The stressed $p53 - Mdm2$ oscillators induced by NO are diffusively coupled via NO and investigated the impact of NO on single $p53 - Mdm2$ network dynamics and on the rate of synchronization among the coupled oscillators.

**MATERIALS AND METHODS**

The stress $p53$-$Mdm2$ oscillator induced by NO

Nitric oxide (NO) can diffuse across the cell membrane [3] and is constantly produced in the cell through enzyme metabolism [6, 24]. Recent studies shows that nitric oxide down regulates the $Mdm2$ protein [35, 36]. Down regulation of $Mdm2$ protein leads to the fluctuation of $p53$ protein [6]. We consider $Mdm2$ as well as $p53$ proteins moves in and out of the nucleus. These proteins after activation localized in the nucleus and activate target genes. We consider $Mdm2$ protein [6]. We consider $p53$ transcriptionally activates $Mdm2$ gene to form $Mdm2_mRNA$ due to which production of $Mdm2$ protein increases in the cells. $Mdm2$ forms complex with $p53$ [32]. After forming the complex $Mdm2$ ubiquinatates $p53$ due to which the $p53$ is degraded [40, 42]. NO forms the complex with cytosolic $Mdm2$ protein due to which the $Mdm2$ protein is degraded [35, 36]. With downregulation of $Mdm2$ protein, $p53$ is also fluctuated and it shows oscillatory behavior [43]. The life time of $p53$ is very short with half life of around 30 minutes [44]. Further the life span of $Mdm2$ protein, $Mdm2_mRNA$ and NO are very short with half life periods around 30 minutes [44, 45], 60 - 120 minutes [47, 48] and 5-10 seconds [34, 35] respectively. These molecules are regulated inside the cell itself from time to time. Consequently $p53$ is an integral protein in the cell and genetically regulated constantly inside the cell [49] keeping its population stabilized at low level in normal cells and it is also connected with huge number of sub-cellular networks. The biochemical reaction network model is shown in Fig. 1. Here we have symbolized the molecular species in terms of $x$’s for the sake of simplicity in the calculation and their symbols are shown in Table 1. The corresponding reaction channels with their respective transition rates are shown in Table 2.

In deterministic system, the biochemical reactions shown in Fig. 1 can be translated into a set of coupled ordinary differential equations using simple Mass-action kinetic law. We denote $p53$ as $x_1$, $Mdm2$ as $x_2$, $Mdm2_p53$ complex as $x_3$, $Mdm2_mRNA$ as $x_4$, NO (nitric oxide) as $x_5$, and $NO\_Mdm2$ complex as $x_6$. The equations are given by,

$$\frac{dx_1}{dt} = k_5 - k_7 x_1 x_2 + k_8 x_3$$  \hspace{1cm} (1)

$$\frac{dx_2}{dt} = k_1 x_4 - k_4 x_2 + k_6 x_3 - k_7 x_1 x_2 + k_8 x_3 - k_{10} x_5 x_2$$ \hspace{1cm} (2)

$$\frac{dx_3}{dt} = -k_6 x_3 + k_7 x_1 x_2 - k_8 x_3$$ \hspace{1cm} (3)

$$\frac{dx_4}{dt} = k_2 x_1 - k_3 x_4$$ \hspace{1cm} (4)

$$\frac{dx_5}{dt} = k_9 - k_{10} x_5 x_2 + k_{11} x_6 - k_{12} x_5$$ \hspace{1cm} (5)

$$\frac{dx_6}{dt} = k_{10} x_5 x_2 - k_{11} x_6$$ \hspace{1cm} (6)

Cellular and sub-cellular processes are complex stochastic or noise induced processes due to random molecular interaction in the system [50] and system interaction with the environment [51, 52]. Stochastic model which is a realistic model with qualitative and quantitative perscriptions, can be well described by taking each and every molecular interaction systematically to find their trajectories in configuration space [53]. This can be done by constructing Master equation of the interaction network, which is mathematically the time evolution of configurational probability $P(\vec{x}, t)$ with $\vec{x} = (x_1, x_2, \ldots, x_6)^{-1}$.

![Fig. 1](image-url)
based on decay and creation of each molecular species at each molecular interaction \[53, 54\]. However, it is very difficult to solve Master equation for complex systems except for simple ones. Computationally one can compute the trajectory of each and every molecular species in the system using stochastic simulation algorithm (SSA) due to Gillespie \[53\] by taking every possible interaction in the complete system. Further, one can simplify this Master equation based on some realistic assumptions which are small time interval of any two consecutive interactions and large molecular population limit \[55\]. This let the Master equation to reduce to simpler Chemical Langevin equations (CLE). For our system, we have following CLEs,

\[
\begin{align*}
\frac{dx_1}{dt} = & k_5 - k_7 x_1 x_2 + k_8 x_3 \\
& + \frac{1}{\sqrt{V}} \left[ \sqrt{k_5} \xi_1 - \sqrt{k_7} x_1 \xi_2 + \sqrt{k_8} x_3 \xi_3 \right] \quad (7) \\
\frac{dx_2}{dt} = & k_1 x_4 - k_4 x_2 + k_6 x_3 - k_7 x_1 x_2 + k_8 x_3 \\
& - k_{10} x_5 x_2 + \frac{1}{\sqrt{V}} \left[ \sqrt{k_1} x_4 \xi_4 - \sqrt{k_4} x_2 \xi_5 \right] \\
& + \frac{1}{\sqrt{V}} \left[ \sqrt{k_6} x_3 \xi_6 - \sqrt{k_7} x_1 x_2 \xi_7 + \sqrt{k_8} x_3 \xi_8 \right] \\
& - \frac{1}{\sqrt{V}} \left[ \sqrt{k_{10}} x_5 x_2 \xi_9 \right] \quad (8)
\end{align*}
\]

\[
\begin{align*}
\frac{dx_3}{dt} = & -k_6 x_3 + k_7 x_1 x_2 - k_8 x_3 - \frac{1}{\sqrt{V}} \left[ \sqrt{k_6} x_3 \xi_{10} \right] \\
& + \frac{1}{\sqrt{V}} \left[ \sqrt{k_7} x_1 x_2 \xi_{11} - \sqrt{k_8} x_3 \xi_{12} \right] \quad (9) \\
\frac{dx_4}{dt} = & k_2 x_1 - k_3 x_2 \\
& + \frac{1}{\sqrt{V}} \left[ \sqrt{k_2} x_1 \xi_{13} - \sqrt{k_3} x_2 \xi_{14} \right] \quad (10) \\
\frac{dx_5}{dt} = & k_9 - k_{10} x_5 x_2 + k_{11} x_6 - k_{12} x_5 \\
& + \frac{1}{\sqrt{V}} \left[ \sqrt{k_9} \xi_{15} - \sqrt{k_{10}} x_5 x_2 \xi_{16} \right] \\
& + \frac{1}{\sqrt{V}} \left[ \sqrt{k_{11}} x_6 \xi_{17} - \sqrt{k_{12}} x_5 \xi_{18} \right] \quad (11) \\
\frac{dx_6}{dt} = & k_{10} x_5 x_2 - k_{11} x_6 \\
& + \frac{1}{\sqrt{V}} \left[ \sqrt{k_{10}} x_5 x_2 \xi_{19} - \sqrt{k_{11}} x_6 \xi_{20} \right] \quad (12)
\end{align*}
\]

where, \( V \) is the system size and \( \xi_i, i = 1, 2, \ldots, 20 \) are random noise parameters which are given by: \( \xi_i(t)\xi_j(t') = \delta_{ij} \delta(t - t') \). The noise term varies with order \( O(V^{-1/2}) \).

| S.No | Reaction | P.F. | Rate Constants | Reference |
|------|----------|------|----------------|-----------|
| 1.   | \( x_4 \xrightarrow{k_1} x_4 + x_2 \) | \( k_1 x_4 \) | \( 4.95 \times 10^{-4} \text{sec}^{-1} \) | \[39, 44\] |
| 2.   | \( x_1 \xrightarrow{k_2} x_1 + x_4 \) | \( k_2 x_1 \) | \( 1.0 \times 10^{-4} \text{sec}^{-1} \) | \[39, 44\] |
| 3.   | \( x_4 \xrightarrow{k_3} \phi \) | \( k_3 x_4 \) | \( 1.0 \times 10^{-4} \text{sec}^{-1} \) | \[39, 44\] |
| 4.   | \( x_2 \xrightarrow{k_4} \phi \) | \( k_4 x_2 \) | \( 4.33 \times 10^{-4} \text{sec}^{-1} \) | \[39, 44\] |
| 5.   | \( \phi \xrightarrow{k_5} x_1 \) | \( k_5 \) | \( 0.78 \text{sec}^{-1} \) | \[39\] |
| 6.   | \( x_3 \xrightarrow{k_6} x_2 \) | \( k_6 x_3 \) | \( 8.25 \times 10^{-4} \text{sec}^{-1} \) | \[39\] |
| 7.   | \( x_1 + x_2 \xrightarrow{k_7} x_3 \) | \( k_7 x_1 x_2 \) | \( 11.55 \times 10^{-4} \text{mol}^{-1} \text{sec}^{-1} \) | \[39\] |
| 8.   | \( x_1 \xrightarrow{k_8} x_1 + x_2 \) | \( k_8 x_3 \) | \( 11.55 \times 10^{-6} \text{sec}^{-1} \) | \[39, 44\] |
| 9.   | \( \phi \xrightarrow{k_9} x_5 \) | \( k_9 \) | \( 1 \times 10^{-2} \text{mol}^{-1} \text{sec}^{-1} \) | \[35, 43\] |
| 10.  | \( x_5 + x_2 \xrightarrow{k_{10}} x_6 \) | \( k_{10} x_5 x_2 \) | \( 1 \times 10^{-3} \text{mol}^{-1} \text{sec}^{-1} \) | \[43\] |
| 11.  | \( x_6 \xrightarrow{k_{11}} x_5 \) | \( k_{11} x_6 \) | \( 3.3 \times 10^{-3} \text{sec}^{-1} \) | \[35, 43\] |
| 12.  | \( x_5 \xrightarrow{k_{12}} \phi \) | \( k_{12} x_5 \) | \( 1 \times 10^{-3} \text{sec}^{-1} \) | \[35, 43\] |
The deterministic set of differential equations: \( \frac{dx_i}{dt} = G_i(x_1, x_2, ..., x_M); \ i = 1, 2, ..., M \), and set of Chemical Langevin equations: \( \frac{dx_i}{dt} = G_i(x_1, x_2, ..., x_M) + \beta_i(\xi_1, \xi_2, ...)U_i(x_1, x_2, ..., x_M); \ i = 1, 2, ..., M \) can be solved using standard 4th order Runge-Kutta algorithm [56]. Here, \( G_i, \beta_i \) and \( U_i \) are some functions. The parameters needed in the differential equations are obtained from various experimental works reported which are listed in Table 2. Uniform random number generator which generate random numbers between 0 and 1 is used in the case of solving CLE. We wrote our own code in java for simulation purpose [57].

We use stochastic simulation algorithm (SSA) due to Gillespie [53] to simulate the biochemical reaction network thereby to understand the dynamical behaviors of each participating molecular species in the system. The algorithm is a Monte Carlo type and is based on the basic fact that the trajectory of each species can be traced out if one understands which reaction is fired at what time. The technique uses two uniform random number generators, one for identifying reaction number fired and the other to pick up time of reaction fired.

Measuring complexity: Permutation entropy

To understand the complexity and information contain in the dynamics of the p53 and Mdm2, we calculate permutation entropy \( H \) of each variable dynamics [58] for the various \( k_{NO} \) values taken both in deterministic and stochastic systems. The permutation entropy spectrum of a variable \( x(t) \) can be calculated by mapping it onto a symbolic sequence of length \( N: x(t) = \{x_1, x_2, ..., x_N\} \). The sequence is then partitioned into \( M \) number of short sequences of equal size \( L \) each such that, \( x(t) = \{q_1, q_2, ..., q_M\} \) with \( q_i = \{x_{i+1}, x_{i+2}, ..., x_{i+L}\} \) and by sliding this window of size \( L \) with maximum overlapping. The permutation entropy of any short sequence \( q_i \) can be calculated by defining a \( r \)-dimensional space, \( U_i = \{x_{i+1}, x_{i+2}, ..., x_{i+r}\} \) with embedded dimension \( r \), finding out all possible inequalities of dimension \( r \) and mapping the inequalities along \( q_i \) in ascending order to obtain probabilities of occurrence of each inequalities \( p_j: j = 1, 2, ... \). Since only \( S \) out of \( r! \) permutations are distinct one can define normalized permutation entropy by, \( H_i(r) = -\frac{1}{ln(M)} \sum_{j=1}^{M} p_j ln(p_j) \) where, \( 0 \leq H_i(r) \leq 1 \), and permutation entropy spectrum of the variable \( x(t) \) is given by \( H(t) = \{H_i: i = 1, 2, ..., M\} \). This \( H(t) \) will measure the complexity of the data \( x(t) \).

In general noise enhances \( H(t) \) that leads to increase in complexity in the dynamics, however there are cases where noise reduces \( H(t) \) value [58]. But if the strength of the noise is small enough, it does not cause significant change in complexity in the dynamics [58]. The stochastic dynamics are noise induced dynamics [51, 54, 60, 61] where the strength of the noise depends on system size etc. Further noise has two distinct contrast roles in dy-
namical systems, if the strength of the noise is comparatively small (smaller than some defined critical value \( \Gamma^C \) that may be different for different systems) then it induces order (decreasing complexity) to carry out important constructive functions known as stochastic resonance \([62, 63]\), and if the strength of noise is comparatively large (larger than \( \Gamma^C \)) it hinders the dynamics enhancing disorderness (increasing complexity). This gives us a notion that noise has an important impact on \( H(t) \) in stochastic dynamics.

In stochastic system each element in symbolic sequence \( x(t) \) can be expressed as \( x_i = x_i \pm \Gamma \sigma_i \), where, \( i = 1, 2, ..., N, \sigma_i \) is random parameter with \( \langle \sigma_i \rangle = 0 \), but \( \langle \sigma_i \sigma_j \rangle = 1 \) for \( i = j \) but 0 for \( i \neq j \), \( \Gamma \) is noise strength and superscript \( s \) indicates stochastic element \([61]\). For \( r = 2 \), there are two distinct possible inequalities or states \( x_i^s = x_i^s - x_i^s \pm 1 \) and \( \Delta x_s = x_i - x_i \pm 1 \) then we have \( \Delta x_s = \Delta x_s - \Delta x_s \approx \pm \Delta \sigma \), where \( \Delta \sigma = \sigma_i - \sigma_{i+1} \) and \( \Gamma_i \approx \Gamma_{i+1} \approx \Gamma \) is taken. Since switching to any one of the two states depends on \( \Delta \sigma \) (depending on the sign) and \( \Delta \sigma \) is random in nature in the time series, \( \Delta \sigma \) could be think of as a random switching parameter. Therefore, \( H^s(t) = \{ H^s_j : j = 1, 2, ..., M \} \) is a stochastic spectrum and is a noise induced process. For small noise strength \( (\Delta x_s)^2 ) \Delta \sigma \) this random switching mechanism may not active, and therefore this stochastic spectrum may recover classical behaviour \( (\Delta x_s) \to 0 \) such that \( (\Delta x_s) \to (x) = A \), such that \( H^s(t) \to H^s(t) \). Hence, a small noise does not give much impact on \( H^s(t) \) spectrum.

However, if \( \Delta x_s \) is comparable to \( \Delta \sigma \), \( H^s(t) \) is very much affected by noise because there is competition between \( \Delta x_s \) and \( \Delta \sigma \) such that switching mechanism from one distinct state to another becomes active that leads to \( H^s(t) \) a different spectrum. Therefore, at this condition \( H^s(t) \) may be quite different from \( H(t) \), and so it could give \( (\Delta x_s)^2 \)E \( \neq 0 \) but the ensemble average (denoted by subscript \( E \)) will reduce the fluctuation but not the dynamics.

Detection of synchronization

The measure of synchrony for the two coupled systems can be done by the permutation entropy method \([60]\). The method allows to define the permutation entropies of \( x^1 \) and \( x^2 \) to be \( H^1(x^1) \) and \( H^2(x^2) \) respectively. This leads us to write back variables as \( \{ x^1 \} = \{ H^1(x^1), H^2(x^1), ..., H^M(x^1) \} \) and \( \{ x^2 \} = \{ H^1(x^2), H^2(x^2), ..., H^M(x^2) \} \) respectively. Then a correlation like function \( C(r_j) \) can be defined as,

\[
C(r_j) = 1 - H_j(r)H_{j-1}(r)
\]

FIG. 4. Comparison of permutation entropy spectrums of (A) single time series data, (B) averaging of time series data then calculate permutation entropy, and (C) calculate permutation entropy spectrums of each time series data and then average.

\[
\gamma = \langle C(x^1)_j(r)C(x^2)_j(r) \rangle
\]

Now for the two systems \( C_{x^1}^{[1]}(r) \) and \( C_{x^2}^{[2]}(r) \) are calculated in the same manner to define an order parameter \( \gamma \) to measure rate of synchronization,

\[
\gamma = \langle C_{x^1}^{[1]}(r)C_{x^2}^{[2]}(r) \rangle
\]

where, \( \langle \ldots \rangle \) is time average. If one calculate \( \gamma(\epsilon) \) as a function of \( \epsilon \), then the systems are uncoupled if \( \gamma = 0 \), but they are synchronized if \( \gamma = 1 \) \([60]\).

Synchronization rate between two signals defined by kth variables in two coupled systems, \( x^1_k(t) \) and \( x^2_k(t) \) can be detected qualitatively by measuring a distance function parameter, \( D_{x^1_k, x^2_k}(t) = ||x^1_k(t) - x^2_k(t)|| \)

\([60, 67, 69]\). The two systems are in (i) synchronous state if \( D_{x^1_k, x^2_k}(t) \to 0 \), (ii) uncoupled state if \( D_{x^1_k, x^2_k}(t) \) fluctuates randomly, and (iii) transition state if the rate of fluctuation is about a constant value that is, \( 0 \leq D_{x^1_k, x^2_k}(t) \) (fluctuation in uncoupled case).

The rate of synchronization can also be detected qualitatively by two dimensional recurrence plot of the corresponding variables in the two coupled systems \([67]\). The two systems are uncoupled if the points in plot are distributed randomly. However, if the two systems start coupled each other then the points in the plot start con-
centring along the diagonal. The rate of synchronization is indicated by the rate of broadening of the points along the diagonal. If the two systems are strongly synchronized the points are just aligned along the diagonal, however, if the two systems are weakly synchronized, the points are scattered away a little showing a broaden diagonal line.

**RESULTS**

We now first present the deterministic results by solving the set of differential equations (1)-(6) using standard 4th order Runge-Kutta algorithm for numerical integration [50] as shown in Fig. 2 (upper two rows of the Fig. 2) in panels with superscripts $d$ on the variables. The parameter values taken for this single cell simulation are given in Table 2, and the value of $k_{NO}$ (= $k_9$), creation rate constant, is allowed to vary. Since $NO \propto k_{NO}$, the value of $k_{NO}$ indicates the population of NO in the system. This means that when the value of $k_{NO}$ is small the NO present in the system is low and when the value of $k_{NO}$ increases, NO present in the system is also increased. The results show that at lower value of NO ($k_{NO} \leq 0.005$), the two-dimensional plots of pairs of molecular species (proteins and their complexes) show fixed point oscillations indicating stabilization of the dynamics of these molecular species exhibiting normal behaviours of the respective molecular species in the system. However, further increase in NO ($0.005 (k_{NO} \leq 0.1$) leads to the transition from fixed point oscillations to nearly limit cycle oscillation (limit cycle oscillation having certain thickness due to fluctuation in the dynamics) takes place. This indicates that $p53$ is activated with the increase in NO showing the ability of NO to cause DNA damage which leads to $p53$ activation [21]. If we further increase NO ($k_{NO}$=0.1), reverse transition i.e transition from the nearly limit cycle oscillations to fixed point oscillations takes place. This could be due to the fact that extremely increase in NO can cause enormous decrease in Mdm2 and increase in p53 correspondingly in the system (i.e. too much toxic to the cell) leading to cell death [2]. So we have obtained two stabilization states in p53, one for normal like condition and the other for too much toxic leading to killing of cellular functions. In between these two stabilized states we get activated regime of p53 which consists of damped and sustained oscillatory behaviours depending on the values of $k_{NO}$. The term fixed point oscillation means oscillation death dynamics which is different from damped oscillation. Similar behaviour is obtained for dynamics of other molecular species.

We next present the stochastic results corresponding to the deterministic results by using the stochastic simulation algorithm (SSA) due to Gillespie [52] as shown in Fig. 2 (lower two rows) in panels with superscripts $s$ on the variables. The dynamics of each molecular species show noise induced and show similar behaviours as we have obtained in the deterministic case. The two stabilization and activation states are reached at faster rate (around 10% faster) in stochastic system as compared to deterministic case. In Fig. 3 we have found that for $k_{NO}$ = 0.001, the deterministic results show straight line (p53 is inactive) but the stochastic results show fluctuation (activated p53) due to noise. This shows that noise helps the system to reach various transition states significantly faster as compared to corresponding noise free system.

We then calculated permutation entropy for $p53$ time series data in deterministic system, $H_2^{d,1}$ based on the procedure described in the previous section and is shown in Fig. 3 in upper two panels: dynamics of $x_1^{d,1}$ is shown in uppermost panel and next panel shows corresponding $H_2^{d,1}$. Calculation of $H_2^{d,1}$ is done for embedded dimension $r = 3$ with four distinct states ($S = 4$) out of $r!$ permutations, size of the window $L = 1000$ for different values of $k_{NO}$ ($0.001 - 0.2$). Since at low $k_{NO}$ ($0.001$), $x_1^{d,1}$ shows fixed point oscillation (first stabilized state of p53) and the system is deterministic, the uncertainty in the system is minimized. Therefore, the corresponding $H_2^{d,1}$ to this $x_1^{d,1}$ dynamics shows minimized value (nearby zero) (Fig. 3 second uppermost panel). Then as NO increases ($k_{NO} = [0.005 - 0.1]$), $x_1^{d,1}$ dynamics starts showing oscillatory behaviours (leading to activated state) with
increasing amplitude but time period of oscillation approximately remain unchanged. This start of p53 oscillations leads to uncertainty in the dynamics that let $H^{s_1}_{3}$ increased which can be seen in the plot. If we increase the value of $k_{NO}$ further (corresponding to increase in NO), $H^{s_1}_{3}$ fluctuates with constant maximum level (remains the same for all $k_{NO}$ values) but with thicker points in $H^{s_1}$ dynamics. The thicker points in $H^{s_1}$ dynamics could be due to increase in uncertainty due to increase in activation. In the second stabilization state with excess NO, $H^{s_1}$ is constant at higher value as compared to the first stabilization state but with increase in fluctuation. Since increase NO induce more $x_1^d$ via $x_2^d$ (increase stress in the system), it will induce more uncertainty in $x_1^d$ dynamics due to which stabilization occurs at higher uncertainty. Similar pattern is found in the case of $x_2^d$ dynamics as shown in 5th and 6th panels starting from uppermost in Fig. 3.

We further calculated $H^{s_1}$ and $H^{s_2}$ for stochastic system for $x_1^s$ and $x_2^s$ respectively for various $k_{NO}$ and other parameters’ values taken in the deterministic case and are shown in 3rd, 4th, 7th and 8th respectively in Fig. 3. The values of $H^{s_1}$ and $H^{s_2}$ are constant for a certain value of $k_{NO}$ with fluctuation about the constant value due to noise. As the value of $k_{NO}$ increases, activation of $x_1^s$ and $x_2^s$ increases however, the noise content in the dynamics helps to get stabilization quickly as compared to the deterministic case. This let $H^{s_1}$ and $H^{s_2}$ to decrease as $k_{NO}$ increases with increase in fluctuations due to increase in activation (increase in indeterminacy), and become stabilized with minimum $x_1^s$ and $x_2^s$ levels with minimum fluctuations. The dynamics of $x_2^s$ and $x_5^s$ (NO) in deterministic and stochastic systems with corresponding permutation entropies $H^{s_2}_3$ and $H^{s_5}_3$ are shown in 9th to 12th panels in Fig. 3.

We then study the behaviour of permutation entropy spectrum of stochastic time series by calculating it using three different permutation entropy calculations: first calculating it using Bandt and Pompe procedure (indicated by black colour curve), second calculate M time series ensembles with different initial conditions, take average of these ensembles ($\{x_E : \frac{1}{M} \sum_{j=1}^{M} x_{k}^{j}, k = 1, 2, \ldots, \ell_{T}\}$, where, $\ell_{T}$ is total length of the time series data), then we apply Bandt and Pompe procedure to calculate the permutation entropy $H^{s_1}_{3}$ of this $x_3^s$, and third we calculate permutation entropies ($H^{s_1}_{3}, H^{s_2}_{3}, \ldots, H^{s_M}_{3}$) of $M$ time series data, then take average of these permutation entropy spectrums $H^{s_1M}_{3} = \frac{1}{M} \sum_{j=1}^{M} H^{s_1}_{3}$. The averaging calculations reduce the fluctuations but the behaviour in stochastic system approximately remains the same as shown in Fig. 4. The behaviour of $H^{s_1M}_{3}$ much better in agreement with stochastic single time permutation entropy as evident from the Fig. 4 and the value of permutation entropy decreases as $k_{NO}$ increases.

The deterministic steady state solutions of the single cell model can be obtained by taking $\frac{dx_i}{dt} = 0$, $i = 1, 2, \ldots, 6$ of the deterministic equations (1)-(6) and solving for each variable from the steady state equations. We first solve for steady state solution of $x_{1D}$ variable by substituting and eliminating other variables using the equations to express $x_{1D}$ in terms of $x_{5D}$ which we found.
to be a quadratic equation in $x_{1D}$. Since the negative solution of this quadratic equation has no meaning, we take positive solution only. Since $x_{1D}^* = \frac{k_{NO}}{k_{12}}$ we have the solution for $x_{1D}^*$ given by,

$$x_{1D}^* \sim \Gamma \sqrt{k_{NO}} \left( 1 + \frac{k_{k_{12}}}{k_{NO}k_{10}} \right)^{1/2} \tag{15}$$

where, $\Gamma = \sqrt{\frac{k_{k_{k_{10}}}}{k_{k_{k_{k_{12}}}}}}(1 + \frac{k_{k_{k_{12}}}}{k_{k_{k_{10}}}})$ is a constant. It shows that as the increase in $k_{NO}$ the steady state of p53 is decreased. The first near normal steady state maintains at lower value of $k_{NO}$ and the steady state of p53 is increased with increase in $k_{NO}$. Since $\frac{k_{k_{12}}}{k_{NO}k_{10}}$ (1 (Table 2), it can be seen that $x_{1D}^* \propto \sqrt{k_{NO}}$.

Similarly, the steady state solution for $x_{2D}^*$ is obtained by solving the steady state equations, and is given by,

$$x_{2D}^* \sim \Lambda \left( 1 + \frac{k_{k_{12}}}{k_{NO}k_{10}} \right)^{-1/2} \tag{16}$$

where, $\Lambda = \sqrt{\frac{k_{k_{k_{k_{k_{10}}}}}}{k_{k_{k_{k_{k_{12}}}}}}} \left( 1 + \frac{k_{k_{k_{12}}}}{k_{k_{k_{k_{10}}}}} \right)$ is a constant. The Mdm2 steady state decreases as $k_{NO}$ increases which leads to the conclusion that first near normal stabilization of steady state of p53 maintains at larger value than the second stabilization of steady state of p53. Further, we also get that $x_{2D}^* \propto \frac{1}{\sqrt{k_{NO}}}$.

We then calculated steady state solutions of the variables p53 and Mdm2 for stochastic systems by applying the same procedure in the set of CLE (7)-(12) and solving for $x_{CLE}^*$ and $x_{2CLE}^*$. Further we related deterministic and stochastic results for p53 which is given by,

$$x_{1CLE}^* \sim x_{1D}^* \left( 2 - \frac{k_6}{2(k_6 + k_8)} \right) + \delta(V, \xi_1, \xi_2) \tag{17}$$

where, $\delta(V, \xi_1, \xi_2)$ is the noise contribution to the deterministic result given by,

$$\delta(V, \xi_1, \xi_2) = \left( 1 + \frac{k_6(k_5 - 2)}{2(k_6 + k_8)} \right) \frac{\xi_1}{\sqrt{k_5}} + \frac{\sqrt{k_5 k_6 k_8}}{2(k_6 + k_8)} \xi_2 \tag{18}$$

The equation (17) indicates that as $\delta$ (contribution of the noise in the stochastic systems) increases $x_{1CLE}^*$ also increases. The equation indicates that $x_{1CLE}^* - x_{1D}^* = 1 - \frac{k_6}{2(k_6 + k_8)} + \delta$ and therefore $x_{1CLE}^* = x_{1D}^*$. This means that noise in stochastic system help the system to raise molecular population by probably enhancing the molecular interaction in the systems.

Similarly, the steady state solution of Mdm2 in stochastic system is obtained by solving the steady state equations of CLEs. It is given by,

$$x_{2CLE}^* \sim x_{2D}^* \left[ 2 - \frac{k_6}{2(k_6 + k_8)} \right] + \delta(V, \xi_1, \xi_2) \tag{19}$$

Similar result is obtained as in the case of p53 and noise helps in getting stabilizations and activation early as compared to deterministic case.

### Results of coupled stress cells

We now consider two such identical systems diffusively coupled with $NO$ as coupling molecule. This molecular coupling can be done by constructing a larger system defined by $\tilde{x}(t) = (x_1^{[1]}, x_2^{[1]}, \ldots, x_6^{[1]}, x_1^{[2]}, x_2^{[2]})$.
respectively for three different values of $\epsilon$ increasing as the value of $k$ decreases. The rate of concentration of the points towards the diagonals occurrence plots in the planes ($x_1^5$ and $x_2^5$) added to the differential equations with $x_1^5$ and $x_2^5$ respectively, where $\epsilon = \epsilon'$ is taken. Putting all the rate constant values in the coupled sub-systems to be the same, we solve the differential equations of the deterministic system numerically for various values of coupling constant, $\epsilon$. The results for $p53$ and $Mdm2$ for the coupled systems are shown in Fig. 5 as time series of the coupled systems and their corresponding $D_1^{[1,2]} (i = 1, 2)$, where superscript with d is for deterministic and superscript with s is for stochastic and the coupling is switched on at 50 hours with different values of $\epsilon$ ([0.001-0.02]). The results show that there are three distinct states, namely, desynchronized (the two systems are uncoupled and therefore $D_1^{[1,2]}$ fluctuates randomly), transition (time to reach synchronized state from desynchronized state and $D_1^{[1,2]}$ weakly fluctuates) and synchronized states ($D_1^{[1,2]}$ become constant with small fluctuation about it). It is also seen that transition time decreases as $\epsilon$ increases which is evident both from time series data as well as from $D_1^{[1,2]}$ in Fig. 5.

Again we study the two coupled systems with various values of $\epsilon$ and calculated the approximate transition time $T_0$, $T_I$ is the time taken to reach from transition to synchronized state after coupling is switched on. In the deterministic case we could get the synchronization faster as compared to the stochastic system. Synchronization is achieved if the dynamics of the corresponding variables are same giving $D_1^{[1,2]} \rightarrow 0$, which is easily seen in Fig 5 panel 2nd and 6th. The behaviour of $T_0$ as a function of $\epsilon$ is shown in Fig 6. Here error bars for each $\epsilon$ values are calculated by averaging 10 different initial values for all variables. The Fig 6 shows that $T_0$ is an exponentially decaying function of $\epsilon$ which is given by $T_0(\epsilon) = A \epsilon^{-\alpha} + B$, where $A$ and $B$ are constants. Here we can see that $T_0$ decreases as $\epsilon$ increases up to some critical value that is $\epsilon = 0.007$, after which $T_0$ remains constant.

We then switch on the coupling at 0 hour and the deterministic results of the coupled systems are shown as recurrence plots in the planes ($x_1^{[1]}$, $x_2^{[1]}$) and ($x_3^{[1]}$, $x_4^{[2]}$) respectively for three different values of $\epsilon = 0$, 0.001, 0.02 and $k_{NO} = 0.1, 0.005$ respectively in the first two upper sets of panels in Fig. 7. The two oscillators are found to be uncoupled for $\epsilon = 0$ both for small and large concentration levels of $NO$. The rate of synchronization starts increasing as the value of $\epsilon$ increases indicated by the rate of concentration of the points towards the diagonals of the plane. The variables $x_1^{[1]}$ and $x_2^{[1]}$ of the two systems become strongly synchronized when $\epsilon \geq 0.02$ both for $k_{NO}$ values. However the rate of synchrony is slow for lower $k_{NO}$ value as compared to that of higher values of $k_{NO}$ as evident from the plots.

The same pattern of synchronization in $p53$ and $Mdm2$ which we have found in deterministic case is obtained in the stochastic case also for the same $\epsilon$ and $k_{NO}$ values. However, the rate of synchronization is much stronger in deterministic case as compared to stochastic case as the spreading of the points from diagonal in the respective planes in deterministic case is much thinner than same spreading of the points in stochastic case. This means that the role of the noise in coupled systems is to destruct the synchronization.

We then present the stochastic results corresponding to the deterministic results with superscript 's' in Fig. 8 (right two panels) and Fig. 9 (lower panel). We get similar results as in the deterministic case except that $\gamma^{s1}$ and $\gamma^{s2}$ versus $\epsilon$ have larger fluctuations induced by noise and synchronization occur at larger $\epsilon$ values as compared to deterministic case as shown in right panels of Fig. 8.

We then extended the range of $\epsilon$ to see the effect of excess NO diffusion in the coupled system. We now found five regimes in the phase diagram plotted in $(\epsilon - k_{NO})$ plane shown in lower panel of Fig. 9 and Fig. 10. The regimes I, II and III are desynchronized, transition and strongly synchronized regimes respectively. The regimes IV and V are the regimes where excess NO present in the stochastic system induce decrease in synchronization rate. When the excess of NO is moderate, the rate of synchronization is found to be reduced by 30% from the strongest synchronization value for a small range of $\epsilon$ as shown in regime IV in the Fig. 9 and Fig. 10. It shows the toxic nature of NO and there is a competition between synchronization and toxic activities of NO in the coupled system. Further, if excess of NO level is stronger, then $\gamma^{s1}$ is reduced drastically again and become almost constant. This leads us to claim that if the excess of NO is very strong, the toxic activity of NO could dominate over its synchronization activity and may lead to cell death. Similar pattern is obtained in the case of $Mdm2$. Further it is to be noted that as the value of $k_{NO}$ increases, the shifting of the system from desynchronized (I) to transition state (II) and then to strong synchronization state (III) is achieved at smaller value of $\epsilon$. However in the excess of NO regime (IV and V) the toxic activity dominates the synchronization activity leading to decrease in the rate of synchronization as indicated by regime (IV and V) of Fig. 10.

Next we investigate the amplitude variation $A^{x_1}$ of $x_1$ as a function of $k_{NO}$ to understand the impact of NO and its activity on $p53-Mdm2$ regulatory process as shown in Fig. 11 both for deterministic and stochastic systems. We found three distinct types of oscillatory behaviours and their transitions in the ($A^{x_1} - k_{NO}$) phase diagram. Initially as we increase the value of $k_{NO}$, $A^{x_1}$ starts increasing which falls in damped oscillation regime (could be increase in p53 activation regime due to increase in NO). If we increase $k_{NO}$ further, transition from damped oscillation...
tion to sustain oscillation regime takes place that could be due to p53 activation by NO is strongest. Now if we again increase $k_{NO}$ value, then $A_{x1}$ starts decreasing which is given by transition from sustain to damped oscillation again. This shows the increase in toxicity in the cell due to excess of NO. If we increase $k_{NO}$ further, $A_{x1}$ is drastically decreased and become constant leading to transition from damped oscillation to fixed point oscillation behaviour. This could be due to excess NO induced more toxic leading to cell death.

Stability analysis of coupled system

Now we calculate steady state solution of the coupled system to study the impact of NO concentration level on the activation and stabilization of p53. This can be done same as we have done in the case of single system. The solution for NO in the coupled system, $x_{5}^{[1]}$ and $x_{5}^{[2]}$ is given by,

$$x_{5}^{[1]} = x_{5}^{[2]} \exp \left[ \frac{k_{d} - k_{NO}}{\epsilon} \right]$$

This equation indicates that $x_{5}^{[1]} = x_{5}^{[2]}$ when $k_{d} = k_{NO}$. We again solve for $x_{1}^{[1]}$ and $x_{1}^{[2]}$ from stability equations and is given by,

$$\frac{\Delta x_{1}^{[1]}(\epsilon, k_{NO})}{x_{1}^{[2]}} = \frac{k_{NO}}{2 \epsilon x_{5}^{[1]}} \left( 1 - \frac{k_{11}}{k_{NO}} \right) \left( 1 + \frac{k_{4}}{k_{5} x_{5}^{[1]}} \right)$$

where, $\frac{\Delta x_{1}^{[1]}(\epsilon, k_{NO})}{x_{1}^{[2]}} = (x_{1}^{[1]} - x_{1}^{[2]})/x_{1}^{[2]}$ is the rate of NO concentration diffused from first subsystem to the second subsystem. The two subsystems in the coupled system will have same stability state (stationary fixed point) when $\epsilon \rightarrow \infty$ and

```
FIG. 10. Plots of $\gamma$ as a function of $\epsilon$ in stochastic system indicating different regimes of synchronization.

FIG. 11. Variation of amplitude of p53 as a function of $k_{NO}$.
```
In the same way we calculated the steady state solution by relating $x_2^{[1]}$ with $x_2^{[2]}$, and is given by,

$$\frac{\Delta x_2^{[1]}(\epsilon, k_{NO})}{x_2^{[1]}} = \frac{k_{NO}}{2x_2^{[1]}} \left(1 - \frac{k_{11}}{k_{NO}}\right)$$

(22)

where, $\frac{\Delta x_2^{[1]}(\epsilon, k_{NO})}{x_2^{[1]}} = \frac{x_2^{[2]} - x_2^{[1]}}{x_2^{[1]}}$ is the rate of $x_2^{[2]}$ concentration diffused from second subsystem to the first subsystem. The two subsystems reach at the same stability state when $\epsilon \to \infty$ and $k_{NO} \to \infty$.

**DISCUSSION**

The possible impact of nitric oxide molecule on the $p53-Mdm2$ regulatory network in single cell as well as in coupled cells are investigated on a model developed based on various experimental reports. Nitric oxide molecule is being created due to protein-protein interaction inside the cell and is believed to be toxic in normal cells. Hence the nitric oxide is maintained at low, which is controlled by various sub-cellular networks. However, various stress conditions induced in the cell enhance the creation of nitric oxide and directly influence $(p53 - Mdm2)$ network via $Mdm2$. This leads to the activation of $p53$ molecule in the network which we get the evidence in our work. In the single cell model, the $p53$ behaves as nearly normal keeping it low and stabilized when $NO$ is low. If the $NO$ is increased significantly, $p53$ protein is activated indicated by its oscillatory behaviour. However excess $NO$ prohibits the $p53$ activation due to too much toxic induced and $p53$ stabilized but at higher value as compared to normal cell. This may lead to cell apoptosis.

Another important property of $NO$ is that it has been known as one of the most capable signaling molecules which can diffuse across the cell membrane. We consider this signaling molecule as synchronizing agent which can diffusively couple any two cells and study various behaviours in the coupled cells. The cells behave as uncoupled or non-interacting individuals if the coupling strength is small. However if the coupling strength is stronger then the cells start interacting each other by passing information via synchronizing molecule but may not strong enough to get complete synchronization (transition regime). If the coupling strength is strong enough then the two cells get synchronized. It is also seen that synchronization is reached much faster in deterministic case than in stochastic system giving the destructive role of noise in achieving synchronization. Since increase in coupling strength of $NO$ means increase in $NO$ diffusion in and out of the cell which in turn induce more toxic in the cell. This excess of $NO$ diffusion leads to decrease in rate of synchronization even if coupling strength is increased.

There are various issues to be solved in future for example information transmission and receiving among a large number of cells and spatio-temporal dependence of synchronization. Since the $p53$ protein is hugely connected hub, various influences of signaling molecules from various sub-networks need to be considered simultaneously.
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