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Abstract

Power grid operations increasingly interact with environmental systems and human systems such as transportation, agriculture, the economy, and financial markets. Our objective is to discuss the modelling gaps and opportunities to advance the science for multisector adaptation and tradeoffs. We focus on power system operational models, which typically represent key physical and economic aspects of grid operations over days to a year and assume a fixed power grid infrastructure. Due to computational burden, models are typically customized to reflect regional resource opportunities, data availability, and applications of interest. While there are model intercomparison papers, there is however no model-agnostic characterization and systematic overview of the state-of-the-art process representations in operational power system models. To address our objective, we conceptualize power system operational models with four core processes: physical grid assets (generation, transmission, loads, and storage), model objectives and purpose, institutions and decision agents, and performance metrics. We taxonomize the representations of these core processes based on a review of 23 existing open-source and commercial models. As we acknowledge the computational burden of certain representations, we leverage this taxonomy to describe tradeoffs in process fidelity and tractability that have been adopted by the research community to address interactions between the power grid and hydrometeorological uncertainties, global
change, and/or technological innovation. The core process taxonomy along with the existing computational tradeoffs are used to identify technical gaps and recommend future model development needs and research directions to better represent power grid operations as part of integrated multisector dynamics modeling and interdisciplinary research.

**Highlights**

- A novel process-based taxonomy for power system operational models is developed
- Taxonomy of core process representations is based on the review of 23 models
- We discuss key core process representation and computational tradeoffs by science question
- We identify technical gaps and opportunities to support multisector dynamics research
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**1. Introduction**

The electricity sector is undergoing a technological and institutional transformation: deep penetration of variable renewable energy (VRE); widespread adoption of energy storage (ES) technologies and electric vehicles (EVs); potential future regulatory and institutional changes like a carbon tax; increased participation in demand-side management programs; and re-design and geographical alignment of electricity markets (1). This transformation is influenced by other sectors (2), such as water (3-5), which has been undergoing its own transformation and water crisis for decades due to growing demands and increasing competition between water uses. (6) developed the socio-hydrology concept to characterize this crisis and direct research in transformation, while (7) defined water as a master variable for the transformation of other sectors of
activities (e.g., agriculture and energy). In view of those dependencies, recent studies have explored the interactions with other sectors and water in particular in more quantitative ways (8-12). Understanding how changes in water systems, technologies, transportation, communication, governance, and markets will affect power systems in the future, and how the impacts could cascade across sectors, represents an outstanding research challenge. To meet this challenge, the research and modeling community must develop best practices for linking new and/or existing operational models of power systems within larger, integrated, multisector modeling frameworks such as those developed by (Kraucunas et al. 2015) and (13). However, relatively little formal guidance exists for operational model selection and/or development within the specific context of multisector modeling.

Power system models can be divided into three general classes depending on their scope, spatial resolution, and end use application (Figure 1):

- Dynamic models, i.e., “power flow” or “stability” models;
- Planning models, i.e., “capacity expansion” models;
- Operational models, i.e., “production cost” or “unit commitment/economic dispatch” (UC/ED) models.

Figure 1: Illustration of application versus temporal resolution and temporal horizon.
Dynamic models perform detailed static load flow (steady state) and dynamic power flow simulations over short time periods (~30 sec to 1 min), and are used primarily to examine cascading outage events and/or the ability of existing systems to recover (e.g., generator tripping) (14).

Long-term planning models optimize capital investment in power system infrastructure and are typically used in global integrated assessments and integrated resource planning, that power utility organizations are required to perform routinely (11, 13, 15-20). These models are not intended to simulate time-resolved system behavior over long continuous periods and typically rely on snapshots representing different conditions in the simulation period.

Operational models are used to provide the spatiotemporal specificity of how a bulk power system might be operated. These models act on time scales that bridge the temporal resolution of dynamic models and planning models. Similar to dynamic models, operational models assume a fixed topology of generation and transmission assets, and simulate the performance of the modeled system using locational time series of hourly or sub-hourly electricity demand and VRE production. Compared to planning models, operational models provide higher-resolution understanding of system dynamics and overall performance (including market prices and vulnerabilities to extreme events).

Research evaluating long-term planning models and how the representation of other sectors influences the energy sector is emerging (21-23), but little guidance exists about modeling choices for fidelity and tractability in power system operational models to support advances in multisector research (24, 25). For example, (26) reviewed over 75 operational power system models in their ability to evaluate the integration of renewables; (27) reviewed representations of vehicle electrification; (28) reviewed seven proprietary models and their responses to market structures. Yet, there is no model-agnostic characterization and systematic overview of the process representations in operational power system modeling to identify multisectoral modeling gaps in power

---

a Fidelity is the degree to which an operational model reproduces the state and behavior of a real-world power system (e.g., time resolution, network detail, geographic scope, characterization of uncertainty) in a measurable or perceivable manner.

b Tractability refers to the computational complexity and time required for an operational model to solve an operational problem.
system models and understand how the potential vulnerabilities to other interdependent sectors (water, transportation, agriculture, markets, etc.) may influence the operations of the grid.

In order to address modeling gaps in a model-agnostic way, we develop a novel process-based taxonomy of power system operational models and provide guidance about the underlying model structures and process representations needed to better enable the investigation of multisector science questions. We aim to guide modeling choices on par with the science questions, availability of data, computational needs, and overall applications. Our intention is for this paper to be used as a general blueprint for future development of both stand-alone and integrated open-source operational models and overall guidance for documentation and evaluation by the multisector modeling and research community.

The rest of this paper is organized as illustrated in Figure 1 and as follows: In Section 2, we develop a taxonomy of core process representations from 23 existing and representative open-source and commercial operational models. We acknowledge that each reviewed model was customized for specific regions and science questions with a keen view on computational burden. In Section 3, we introduce several examples of multisector science questions involving simulation of power system operations and report on computational tradeoffs in the choice of core process representations. Leveraging the taxonomy of core process representations and modeling choice tradeoffs, in Section 4 we identify modeling gaps that are key to integrate multisector concepts. We discuss opportunities and approaches necessary for overcoming some of these gaps and deficiencies in order to support multi sector research.
2. Taxonomy of Existing Modeling Representations

We conceptualize power system operational models with four core processes that are critical for capturing interactions between the power system and other sectors: (1) physical grid assets (transmission, generation resources, loads); (2) model objectives and purpose which coordinate and manage the operations of the physical grid assets according to certain rules and policies; (3) institutions and decision agents which decide on the rules and policies; and (4) performance metrics which measure the performance of the overall coordination of individual physical assets in following rules and policies (Figure 2). We apply the taxonomy to 23 existing operational models (see Table S1). We will discuss implications for computational tractability and model fidelity to real systems in Section 3 for simplicity and clarity. Table 1 below gives an overview of the taxonomy and the total number of the reviewed models associated with each modeling representation. Each element of the table is briefly analyzed below starting with the model objective function.
Figure 2: We conceptualize operational models in 4 core processes: (1) physical grid assets in grey (i.e., generation resources, transmission, load and energy storage resources); (2) optimization that coordinate the operations of the physical assets according to (3); (3) institution and agents; and (4) performance metrics.

Table 1 below gives an overview of the taxonomy and the total number of the reviewed models associated with each modeling representation. Each element of the table is briefly analyzed below starting with the model objective function.

| Core Process                       | Modeling Representations | Modeling Sub-Representations | Number of Models (out of 23) |
|------------------------------------|--------------------------|------------------------------|------------------------------|
| Physical Grid Assets: Spatial Granularity | Zonal                    |                              | 23                           |
|                                    | Nodal                    |                              | 11c                          |

*By default, all zonal operational models can also perform nodal simulations*
| Physical Grid Assets: Transmission Line Constraints | AC\(^e\) - Urban Scale | DC\(^f\) - BPS\(^g\) Scale |
|---------------------------------------------------|-------------------------|-----------------------------|
|                                                   | DC Approximation         | 12                          |
|                                                   | Pipe Flow                | 10                          |
|                                                   |                         |                             |
| Physical Grid Assets: Generation Resources        |                         |                             |
|                                                   | Thermal                 |                             |
|                                                   | Baseload                | 23                          |
|                                                   | Intermediate            | 23                          |
|                                                   | Peaking                 | 23                          |
|                                                   |                         |                             |
|                                                   | Hydro                   |                             |
|                                                   | Water model exogeneous unit commitment | 6                          |
|                                                   | Unit commitment based on monthly hydropower potential – Default (requires HTC\(^h\) or PLF parameterization – Dispatch optimized by the power system model, limited water constraints) | 9                          |
|                                                   | Hybrid water model and power unit commitment model – Intermediate (weekly to daily energy potential requires HTC and/or PLF – dispatch optimized by the power system model, constrained by water availability at relevant time scales) | 3                          |
|                                                   | Fixed water schedule    | 5                           |
|                                                   |                         |                             |
|                                                   | Variable Renewable Energy Resources |                         |
|                                                   | Must-Take               | 19                          |
|                                                   |                         |                             |
|                                                   | Distributed Generation resources |                         |
|                                                   | Must-Take               | 13                          |
|                                                   |                         |                             |
|                                                   | Physical Grid Assets: Load and Energy Storage Resources |                         |
|                                                   | Plugged-in Electric Vehicles | Must Serve or deferrable loads | 11                          |
|                                                   | Interruptible Loads     | Can be curtailed as needed | 11                          |
|                                                   | Energy storage: pumped hydro storage, compressed air energy storage, concentrating solar power storage, electrochemical batteries, flywheels | Given Schedule | 8                          |
|                                                   |                         | Peak Shaving               | 9                           |
|                                                   |                         | Price Driven               | 19                          |
|                                                   |                         |                             |
|                                                   | Objective Function      | Maximize Profits           | 3                           |

\(^a\) Alternating Current  
\(^e\) By default, all zonal operational models can also perform nodal simulations  
\(^f\) Direct current  
\(^g\) Bulk power system  
\(^h\) Hydro-Thermal Coordination  
\(^i\) Proportional Load Following
### Models Objective and Purpose

| Models Objective and Purpose | Minimize Operating Cost | Other |
|-----------------------------|-------------------------|-------|
| Temporal Resolution         | Hourly                  | 23    |
|                             | Sub-hourly              | 11    |
| Optimization Horizon        | Day, week, year, multiple years | 23 |
| Uncertainties               | Stochastic              | 8     |
|                             | Deterministic           | 23    |

### Institutions and Decision Agents

| Institutions and Decision Agents | Market operators (including all market players: electric utilities, load service entities, electricity traders) | Day-Ahead (DA) market | 23 |
|----------------------------------|------------------------------------------------------------------------------------------------|----------------------|----|
|                                  | Reliability coordinators (e.g., WECC, generation and transmission planners)                         | Real-Time (RT) market| 9  |
| Regulators (e.g., state energy offices, public utilities commissions, FERC) |                                                                                             |                      | 2  |

### Performance Metrics

| Performance Metrics                  | Market and System Metrics                                                                 |                     |     |
|--------------------------------------|------------------------------------------------------------------------------------------|---------------------|-----|
|                                     | Hourly dispatch of generating resources                                                  | 23                  |     |
|                                     | Production cost of the bulk power system                                                 | 21                  |     |
|                                     | Locational marginal prices                                                                | 17                  |     |
|                                     | Power flows on transmission lines, transmission losses, congestion cost of limiting lines, and voltage angles. | 21                  |     |
|                                     | Electricity producers’ payments and costs                                                 | 21                  |     |
| Reliability Metrics                 | Emissions and emission costs                                                             | 13                  |     |
|                                     | Wind/solar/hydro spillage                                                                | 21                  |     |
|                                     | Energy not served                                                                       | 7                   |     |
|                                     | Energy not served cost                                                                   | 7                   |     |
|                                     | Loss of Load Expectation                                                                 | 6                   |     |
|                                     | Loss of Load Probability                                                                 | 7                   |     |

---

1. By default, all ten operational models that perform sub-hourly simulations can also perform hourly simulations.
2. By default, all seven stochastic operational models can also perform deterministic simulations.
3. By default, RT operational models can also perform DA simulations.
2.1 Model objectives and purpose

Power system operational models often belong to a family of mathematical optimization problems, and most of their core decision variables control the commitment status (i.e., on/off) and dispatch (i.e., amount of generation) of generators. These are subject to unit-specific constraints (e.g., maximum capacity, minimum up and down times, ramping limits) and system-wide constraints (e.g., meeting demand for electricity and ancillary services, transmission line limits, etc.). Common objective functions include (1) minimize total power system operating costs (least-production cost); (2) maximize profits from energy production; (3) maximize the uptake of renewable or zero-carbon energy (and other, non-monetary objectives), as explored in more detail below.

2.1.1 System-wide cost minimization

This representation minimizes the aggregate, system-wide cost of meeting electricity demand and ancillary service requirements. These costs largely consist of fuel costs and start-up/shut-down costs of thermal generating units. Ancillary services refer to reliability measures (e.g., unused capacity) provisioned by generators and flexible load resources that enable grid operators to take corrective actions in real-time operations such as sudden generating unit or interconnection outages (29). Emission constraints (e.g., the total amount of a pollutant such as CO₂, SO₂, NOₓ released over a year) can be added as part of the optimization process to improve air quality standards (30).
2.1.2 Firm or asset profit maximization

In the profit maximization representation, independent power producers (IPPs) seek to optimally schedule the timing and level of power production from generators based on exogenously defined time series of energy and ancillary service prices. This representation generally tends to focus more on the operational objectives and constraints of individual generating units, and assumes that IPPs are “price takers” without having control over electricity market prices (31).

2.1.3 Non-monetary objectives

Operational models can also be formulated around objectives that are not explicitly financial or economic. These types of models are often used for more exploratory research rather than real-time decision support. They can offer added insight into how system performance changes when alternative objectives (e.g., maximizing the uptake of renewable or zero-carbon energy (32) or minimizing greenhouse gas [GHG] or criteria pollutant emissions) are used to drive the optimization. Typically, these models adhere to the technical constraints of generators, transmission systems, and flexible loads and satisfy the criterion of adequate supply for meeting the demand for energy and ancillary services.

2.1.4 Features of optimization

2.1.4.1 Optimization time step and horizon

Operational models generally employ an hourly time step and optimization horizons that span a single day (24 hours), week (168 hours), or year (8760 hours). To better capture the variability in systems with a large share of renewable energy resources where ramping needs might exceed the capability of dispatchable thermal units, some operational models also offer intra-hourly simulations, ranging from five minutes to half an hour (33), albeit typically using shorter scheduling horizons (e.g., a day).
2.1.4.2 Stochastic vs. deterministic optimization

Operational models generally take one of two approaches for incorporating uncertainty into the optimization procedure: deterministic or stochastic. In deterministic operational models, grid participants are assumed to have perfect foresight with respect to changing values of electricity demand, VRE production, unexpected system failures, and electricity prices over a given horizon. Uncertainty in these processes and their associated effects can be explored using Monte Carlo analysis, but it is not explicitly part of the underlying optimization (34).

In stochastic operational models, a two-stage optimization approach is usually considered (35). First, the model makes initial commitment and dispatch decisions for all generating units based on generators’ initial conditions and an ensemble of possible forward-looking scenarios. Second, the model advances a single time step, and some portion of future operating conditions is resolved. The process is then repeated, and the operational model finds the optimal adjustments to the initial schedule based on realized forecast errors and updated information for future days. In the case of operational models with explicit representation of hydroelectric dams, stochastic dynamic programming (SDP) or stochastic dual dynamic programming (SDDP) methods can be used to integrate uncertain parameters (e.g., streamflow) into the optimization process (36), as discussed in Section 3.

2.2 Institutions and decision agents

Decision agents add contextual nuance to the design and use of power system operational models and influence the model purpose and metrics. Relevant grid participants that may need to be explicitly represented in operational models include system operators, power utilities, and IPPs.

2.2.1 Grid operators

Grid operators, or regional transmission organizations (37) and independent system operators (ISOs), are nonprofit operators that ensure the reliable operation of regional
electricity grids and administer associated wholesale electricity markets. Grid operators are tasked with organizing available hourly generating resources (typically on a dollar per megawatt cost basis) to solve a cost minimization problem that “clears” wholesale electricity markets (schedules specific plants to run and determines a market price). ISOs/RTOs typically oversee the execution of “day-ahead” and “real-time” decision-making processes:

- Day-ahead energy and ancillary service markets open several days before the commitment period (e.g., a week) and close a day ahead. Day-ahead markets allow participants to buy or sell wholesale electricity before the operating day to minimize reliability issues and price volatility.
- Real-time energy and ancillary markets operate on much shorter intervals, clearing every 15 or 5 minutes, and act as a balancing market where the day-ahead commitments are balanced against actual demand and system constraints, accounting in many cases for forecast errors.

Operational models are typically structured to represent the viewpoint of ISOs/RTOs through their focus on optimizing the centralized dispatch of generators and modeling the electricity markets and their participants (38).

2.2.2 Power utilities and independent power producers

In jurisdictions without competitive wholesale electricity markets, operational models are used to represent the operations of vertically integrated power utilities. Like ISOs/RTOs, electric utilities typically solve least-production cost optimization problems to determine the optimal daily and hourly commitment and dispatch schedules for their portfolio of generating units. In systems with competitive electricity markets, power utilities are often represented as electricity market participants that can buy and sell power, depending on their resources and internal electricity demands, while IPPs are typically represented as agents that exclusively sell power and ancillary services to maximize profits.
2.3 Performance metrics

Performance metrics are the key outputs of operational power system models and can be categorized as (1) market and system; (2) reliability; (3) and flexibility metrics (Table 1). They reflect physical assets’ individual and collective contributions to grid operations, exogenous forcings acting on the grid, and the relevant institutions involved. In terms of multisector modeling, these metrics represent the most direct way to measure the potential for power system dynamics to spill-over and affect outcomes in other sectors, and vice versa. The ability of the model to represent metrics associated with other sectors also reflects its multisector fidelity and relevance for co-management.

2.4 Representation of physical grid assets

Physical grid assets represent the actual bulk power system managed by the optimization under guidance from the agents. They include generating units, electricity demand locations and the lines to transport electrons to the demand centers. The topology of the bulk system as well as the operational fidelity are described below while tradeoffs are discussed in section 3.

2.4.1 Spatial granularity (zonal vs nodal)

Operational models can represent electricity networks with different levels of granularity, typically either nodal or zonal. A nodal representation tries to mimic the physical structure of the electricity network, including the location of all substations and transmission lines that connect them. This level of modeling detail requires substantially more input data (e.g., loads connected at individual nodes, transmission line characteristics), which may be challenging to collect and involve longer computation times. Zonal representation simplifies electricity networks by aggregating multiple demand nodes into larger zones and, similarly, grouping transmission lines between zones into equivalent inter-zonal links. Intra-zonal lines (and transmission congestion) are often omitted from consideration (39).
2.4.2 Transmission line representation (AC, DC, and “pipe flow”)

The flow of power through transmission lines is influenced by each line’s characteristics (i.e., capacity) and the physics of electricity flow (40). The three commonly used power flow models are the alternating current (AC) power flow, direct current (DC) power flow, and “pipe flow” models. The power flow constraints of the DC power flow model are a linearized version of the constraints of the non-linear AC power flow model. The DC approach is less computationally intensive and is widely used by many commercial operational models that simulate the economic operation of large-scale bulk power systems. However, it only considers active power flows and assumes perfect voltage support and reactive power management. An even simpler approach is the pipe flow model, which limits power flows only by transmission line capacity and completely neglects network losses.

The impact of transmission line constraints is particularly important in operational models where the accurate modeling of power lines’ congestion and losses is essential to capture system outcomes (e.g., price dynamics) (41).

2.4.3 Generation resources

Operational models consider a wide variety of generation resources that can be broadly categorized as thermal (nuclear, coal, natural gas, geothermal), hydroelectric, and VRE (wind, solar) generating units.

2.4.3.1 Thermal units

Thermal generating units convert thermal energy released from the combustion of fossil fuels (e.g., coal or natural gas), from nuclear fission reactions, or geothermal heat input to electricity using steam or combustion turbines (42). The efficiency with which the unit converts chemical energy embedded in fuel to electricity is measured by the unit’s “heat rate” (MMbtu/MWh), which represents the fuel input needed to produce a given unit (usually 1 kWh or MWh) of electricity output (43). Thermal generating units
with lower heat rates have greater efficiency, lower marginal costs, and typically are dispatched first (i.e., more frequently) in least-cost optimization problems.

Apart from nuclear and geothermal power plants, thermal generators are typically treated as “dispatchable” resources, meaning that their power output can be adjusted or turned on/off at the request of ISOs/RTOs or IPPs, according to market and/or reliability needs. Some operational models further categorize thermal generating units as baseload, intermediate, and peaking units depending on their technical characteristics (i.e., ramp rate and minimum up/down times), which vary based on turbine technology, fuel type, and capacity factor (38).

2.4.3.2 Hydropower

Hydroelectric generating units convert hydraulic power (gravitational potential energy of flowing water) into electrical energy. Hydropower production is limited by water availability and multi-objective water management priorities such as flood control, water supply, environmental flows, navigation, and recreation. We synthesize the wide range of representations into four categories:

1. Water model exogeneous unit commitment: In this representation, a river-routing reservoir operations model optimizes individual power plant operations according to water management objectives and in response to projected electricity prices, or dynamic prices in the case of co-optimization models. The hourly generation at individual hydropower plants is then input to the power system operational model and is considered as “must-take” by the unit commitment process at each time step. The river-routing reservoir operations model and power system operational model can be run in sequence with a prescribed frequency (hourly or daily) to update information (price and generation) over the operating horizon and not overly constrain the power system model dispatch (44, 45). Co-optimization models look for a dual optimum on both water and electricity objective functions within the same time step.
2. Unit commitment based on monthly hydropower potential and limited water constraints (referred as default approach thereafter): In this representation, hydropower potential is exogenously specified and endogenously scheduled by operational models in one of two ways:
   a. Proportional load following (PLF): A portion of the hydropower generation available is assigned to follow the system’s load shape within provided minimum and maximum generation capacity and energy limits. A proportionality constant (usually referred to as “K” value) is calibrated at each plant, reflecting the plant’s ability to adjust to load variations.
   b. Hydrothermal coordination (HTC): A portion of individual hydropower plant’s available generation is dispatched in accordance with the overall model’s cost minimization objective (meaning hydropower is scheduled during the highest marginal cost hours). The HTC representation relies upon the PLF generation schedule, which is further modified by a proportionality constant (usually called the “p” factor). This factor represents the fraction (between 0 and 1) of a plant’s capacity that can adjust its output based on market price (46).

Both PLF and HTC representations rely on hydropower availability first being defined outside the core power system optimization process. In large spatial domains with limited data availability, hydropower potential might be provided at individual or a small group of power plants at a monthly time scale, along with specified hourly ramping rates, and minimum/maximum hourly generation values.

3. Hybrid water model and power unit commitment model (referred as intermediate approach thereafter): This representation is intermediate between the default approach and the water model exogeneous unit commitment approach. In this representation, typically offline water models provide daily and weekly hydropower potential and corresponding hourly operational constraints associated with the water conditions during that period. The travel time between power plants can be added to further constrain the commitment process. The hydropower scheduled is optimized by the operational model according to the system needs with the PLF and HTC representations.
4. Fixed water schedule: For power system operational models with no representation of hydropower unit commitment, a time series of either hourly hydropower generation schedules, or daily schedules with hourly profiles, is provided to the model. The hydropower dispatch is typically either derived from observation or exogenously optimized by water models and considered to be must-take. This representation is static and does not respond to changes in power system dynamics such as prices and reserve needs at any time during the power system simulation. This approach also complements the two latter representations with the hydropower schedule optimized by the power system core optimization process, because some plants—e.g., run-of-the-river and sometimes cascading systems—are too constrained in reality to be represented by default and intermediate representations.

2.4.3.3 Wind and solar

Solar and wind generating units are the most common VRE resources found in operational models. Their generation output is intermittent, meaning they have a variable profile controlled by meteorological conditions (e.g., solar irradiance and wind speed). As a result, operational models treat solar and wind generators as non-dispatchable sources of zero variable costs, but both can be curtailed if necessary. Solar and wind generation data (either deterministic or forecasted) are imported as hourly inputs into operational models.

In recent years, there has been a notable increase in generation capacity from distributed generation resources (DGs) connected to power distribution networks (47). DGs include behind-the-meter renewable generators (small-scale solar or wind generators that individual customers install to avoid purchasing electricity from a power utility). DGs are typically modeled similarly to renewable energy resources by most operational models; the hourly generation values are aggregated on a regional level and are subtracted from the regional load.
2.4.4 Energy storage

Operational models can be used to model a range of energy storage (ES) devices, including but not limited to (1) pumped hydroelectric storage, (2) compressed air energy storage, (3) concentrating solar power storage, and (4) electrochemical batteries. ES technologies are represented as separate generating and charging units that interact with a state of charge intertemporal constraint including electric losses and roundtrip efficiency (48, 49). The management of this stored potential can have several distinct representations in operational models (50):

1. Fixed schedule: Time series of charge (load) and discharge (generation) profiles are pre-specified by the user and inputted to operational models.
2. Peak-shaving: Charge and discharge schedules are optimally allocated via the core optimization processes to flatten (smooth out) a given daily or weekly load profile subject to storage constraints.
3. Price-driven: Charge and discharge schedules are optimally allocated to respond to market prices subject to the storage technology specification constraints.

2.4.5 Demand for electricity and ancillary services

2.4.5.1 Electricity demand

Electricity demand has traditionally been treated as a time-varying (usually hourly or sub-hourly) exogenous input. Grid participants use a variety of methods to forecast short-, medium- and long-term electricity demand patterns, including regression and time-series models, neural networks, statistical learning algorithms, fuzzy logic, and expert systems (51).

Increasingly, however, electricity demand is becoming more flexible (i.e., able to be reduced temporarily to address physical and/or economic contingencies)—a resource referred to as demand response or flexible loads (52, 53) Capturing operator control or
incentivization to harness this flexibility is important in operational models. Examples include but are not limited to:

1. Building demand response: where appliances and air-handling equipment in buildings are controlled within the constraints of meeting their main function (i.e., maintaining internal space temperatures within a given threshold). This may entail full load shaping or simple curtailment of loads when costs or emissions are high (54).

2. EV charging: where the load associated with charging EVs is shaped by grid operators, within the constraints of local charging infrastructure power limits and the need to provide enough net charge for their drivers to meet their travel needs (55) In some cases, EVs can also discharge electricity back to the grid and act as a form of battery energy storage.

3. Fuel production loads: Equipment such as electrolyzers that produce fuel such as hydrogen for industrial applications can be operated to maximize fuel production during low-cost or low-emissions time periods, within the constraints of on-site storage and meeting the bulk demand for that fuel (56).

2.4.5.2 Reserve requirements

Reserve requirements are commonly treated as exogenous inputs based on the “N-1” security criterion. To comply with the N-1 criterion, adequate generation capacity in the form of ancillary services needs to be available throughout the system to prevent loss of load when the single largest generation unit or transmission line is unexpectedly disconnected from the power grid (57). In practice, reserve requirements are computed as a percentage of the total forecasted electricity demand aggregated on a regional (balancing authority [BA]) or power system level (58).

The novel taxonomy of individual core process representations presented above is used in the next section to discuss their combinations within particular operational models and associated modeling choice tradeoffs.
3. **Example of Computational Tradeoffs**

In this section, we use three typical power system science questions to illustrate the modeling tradeoffs of core process representations: (1) operating under hydrometeorological variability; (2) exploring opportunities and vulnerabilities under global change; and (3) evaluating the adoption of new technologies (Figure 3). The three examples are representative, not exhaustive. They also have a multisector component for the specific purpose of our review. Please note that this section neither intends to choose an individual operational model nor to synthesize the optimal combination mix of core process representations to best answer a particular science question. Instead, we report the most common combinations and related modeling tradeoffs of core process representations when operational models are utilized to study the science questions. This section informs on computational burden realities to provide a pragmatic support when discussing modeling gaps and enhancement opportunities to advance our understanding of co-evolving systems in Section 4.

![Figure 3: Summary of key modeling representations and tradeoffs per science question](image)

| Key core process representation | Hydrometeorological Uncertainty | Sensitivity to Global Change | Technological Innovation | Multisector Dynamics |
|---------------------------------|--------------------------------|-----------------------------|-------------------------|----------------------|
| **Tradeoff**                    | Spatial & temporal granularity | OPTIMISATION deterministic vs stochastic | PHYSICAL ASSETS System topology and load growth updated exogenously | PHYSICAL ASSETS & OPTIMISATION New intersections between core processes Flexibility in physical assets to operate outside of typical range | PHYSICAL ASSETS & OPTIMISATION & AGENTS & METRICS Dynamic interactions between flexible core processes Interactions with core processes in other sectoral models |
| Gaps & Opportunities            |                                |                             |                         | Data and computational performance of tradeoffs |

Figure 3: Summary of key modeling representations and tradeoffs per science question
3.1 Impacts of hydrometeorological variability.

Hydrometeorological variability (e.g., interannual, seasonal, weekly, and hourly fluctuations in weather and hydrology), including infrequent extreme events, is known to affect the operations of bulk power systems (59-64). For example, drought compromises hydropower operations (65-67) and can affect thermal power plants operations that depend on cooling water (11, 68). VRE production is sensitive to fluctuations in wind speeds and solar irradiance (59, 60), representing a growing concern as power systems increase their reliance on these resources (69, 70). Air temperatures (which influence heating and cooling demands) are the primary driver of day-to-day and seasonal changes in electricity demand (64).

By influencing both supply and demand for electricity, hydrometeorological processes can directly affect GHG emissions (60, 65, 71), wholesale electricity prices (60, 72, 73), and costs for power utilities and consumers (61, 72, 74, 75)). Deeper understanding of the effects of hydrometeorological variability on power system operations can help inform operational decision-making and feed into long-term planning efforts in the power sector and other areas. The effects of hydrometeorological uncertainty on power system operations have been explored either by subjecting a deterministic power system model to an ensemble of exogenous weather-based stressors (34, 61, 76) or by embedding stochastic representations of generation and load within the optimization itself (77, 78) (Figure 3). The tradeoffs presented by each of these two approaches are as follows:

1. Deterministic – The representation of hydrometeorological uncertainty with a deterministic optimization process typically requires a coupling with a stochastic representation of hydrometeorological processes, with either process-based or statistical models to translate weather and streamflow data into relevant power system inputs. Fifteen of the models considered, though deterministic, can support such uncertain parameters. For example, during periods of low hydropower production and/or low VRE is likely, the UC/ED algorithm operates according to the same, static decision rules and constraints that represent system operations during other periods.
2. Stochastic – Eight of the models considered directly embed hydrometeorological uncertainty into the optimization process to improve grid operational decisions. These can be further broken down by the horizon of the optimization and the objective function:
   a. Short-term decision support for grid stability and reliability: three of the eight models use two-stage dispatch optimization to mitigate generation mismatches (forecast error) between day-ahead and real-time markets, with a focus on short-term (within week) uncertainties related to weather-dependent load and renewable generating units. To reduce the computational time, all three models use a zonal network representation, a DC power flow model to approximate power flow constraints and simulate hydropower resources using a default monthly representation (i.e., fixed, HTC, PLF).
   b. Medium- to long-term decision support: The remaining five of eight models are designed to optimally schedule hydropower production. More specifically, three of five models minimize the total operating cost of a bulk power system considering both hydro and thermal generation resources under hydrometeorological uncertainties; the other two models maximize the profits of a hydro and thermal generation portfolio, considering not only hydrometeorological uncertainties but also uncertainties related to market prices for electricity. In these models, the optimization problem is usually solved for longer scheduling horizons (month, year, multiple years) under hydrometeorological uncertainty (79). To reduce computational time, all five models adopt a zonal representation, while a pipe flow or DC power flow approximation model is used to represent the power flow in transmission lines. To deal with uncertain hydrometeorological and price parameters, the models use applications of SDP and SDDP. These techniques first calculate the optimal schedules for hydropower resources in the form of expected marginal water values for each plant, given the water streamflow uncertainties in different time steps (e.g., weeks). The optimal
operational decisions for the hydro and thermal resources are then made based on the marginal cost values of water (80).

The key core process that stands out to address hydrometeorological variability is optimization (Figure 3). The deterministic optimization is a passive approach to representing decision-making, and it likely underrepresents the ability of system operators to avoid adverse outcomes. On the other hand, it tends to be less computationally burdensome than the stochastic optimization, and thus facilitates analysis of system performance over a wider range of possible hydrometeorological states, including rare yet plausible events outside recorded observations.

3.2 Sensitivity to long-term global changes

Key drivers of long-term (trends) global changes that subsequently affect power systems operation include but are not limited to (1) population growth and migration; (2) evolution of irrigation and transportation sectors; (3) evolution of gas infrastructure and markets; (4) climate change; and (5) extreme weather events. The effect of global change in other sectors typically influences power system models through the change in infrastructure and the changes in load and generation resources via exogeneous input data sets. Global change can also propagate through endogenous processes – but as we note below, this dynamic is presently limited to hydropower.

For consistency with capacity expansion models, most operational power system models use cost optimization to evaluate the impacts of global change on the operations (17, 81-83), although it might not be the most suitable option for consistency because key drivers and agents for infrastructure expansion might not be scalable for operations (84). Population, agriculture, transportation, climate change, and extreme weather events tend to be addressed individually or in combination and are associated with changes in load profiles, magnitudes, and spatial distributions of demand (12, 85-92). Those impacts are typically represented as exogeneous processes, i.e. updated time series of load and load profiles inform operational models. We noted three open-source operational models that can endogenously model other energy systems such as natural gas, heating, and transport, and coordinate their operation with power systems.
operations to supply the corresponding loads (e.g., electricity, heat, and gas) at minimum cost (93). The representations of the other systems remained conceptually simple where the link with the power sector is usually modeled using input-output energy conversion efficiencies and associated conversation losses. This black-box approach reduces the level of complexity to represent a system (natural gas, heating, and transport) and the number of parameters necessary to describe multisector processes.

Impacts of climate change and extreme weather events on thermo-electric power plants (i.e., capacity deratings due to cooling water shortages) have typically been represented exogenously as well, providing power systems with updated parameterization of thermo-electric capacity (11, 37, 94-96).

Climate change also alters the timing and amounts of hydropower available due to shifts in seasonal streamflow dynamics and more frequent/severe droughts and floods, competing water demands, and changes in water quality (97). Understanding the effects of long-term environmental change on hydropower operations is highly intertwined with multi-objective management of river systems for water supply, ecosystem services, and flood control. Below, we review how the first three categories of hydropower representations (all but fixed schedule) in our taxonomy can capture the impact of climate change on power systems through hydropower. While there are other ways to represent the impact of climate change on individual hydropower assets (45, 98-104)), we limit our discussion to the representations noted in our taxonomy, because they are aligned with the computational capabilities, data availability, and system needs of the power system models.

3.2.1 Unit commitment based on monthly hydropower potential and limited water constraints (default)

Of the 23 reviewed operational models, nine use a monthly hydropower generation potential along with HTC or PLF and minimum/maximum generation capacity inputs to guide the optimization of the hourly schedules. This representation can capture seasonal changes in water volumes but does not capture potential changes in water management. However, it allows decision agents (e.g., ISOs/RTOs, reliability
coordinators) to run deterministic simulations for long scheduling horizons (typically 1 year with hourly resolution) using a detailed nodal representation of the power network (thousands of nodes) and a DC power flow approximation to inform reliability studies.

3.2.2. Hybrid water model and power unit commitment model (intermediate)

Three of the 23 models use an intermediate input with an HTC and/or PLF representation and weekly to daily energy potential for representing hydropower operations. This representation provides a more realistic representation of global changes (i.e., streamflow dynamics) over river systems where river operations cannot or choose not to maintain the same level of river services. However, the inclusion of finer temporal resolutions adds to the complexity of obtaining computationally tractable solutions. This complexity is counterbalanced by using less detailed representations for modeling power network (i.e., zonal) and transmission line constraints (i.e., pipe flow).

3.2.3. Water model exogeneous unit commitment

Of the 23 operational models, six are coupled with a river-routing reservoir model for modeling hydropower operations. In these models, the scheduling decisions about hydropower generation are optimized by the river-routing reservoir model instead of the operational model. This representation can capture changes in hydrologic regimes and water management rules and respond to changes in the power grid. To limit computational burden, however, the models use a zonal network representation within a confined geographic region (e.g., power utility footprint) that consists of a limited number of individual hydropower plants. The reduced domain influences the optimization process.

Of these six models, four include a dual-optimization scheme. Due to the tremendous modeling complexity of this integrated approach, several modeling assumptions are considered, including a zonal network representation (in some cases the choice of single node connection is also available), a pipe flow model for modeling transmission lines, and a weekly time resolution. In addition, in these models, appropriate formulation
methods are used (typically SDP or SDDP) to overcome, to some extent, time-
consumption issues; however, as the scale of the water system increases, the execution
time may be prohibitive for practical applications.

Overall, as summarized in Figure 3, global change research in power system
operational models stands out as limited to impact assessment studies because the
fidelity and tractability of core process and the interactions between core processes are
is maintained despite a change in the number of physical assets. We noted one exception
when hydropower is represented with an explicit water management and river-routing
process which allows to explore evolving dynamics between power operations and
water management and water use competition. This maintained fidelity in the
representation of core processes and their interactions is the main distinction in
computational tradeoff with the next section.

3.3 Evaluating adoption of new technologies

Reducing the dependence of power systems on fossil fuels entails the diversification
of technologies that compose the electric grid, including but not limited to rising shares
of distributed energy resources (DERs), including flexible loads, distributed generation
and energy storage resources. Some of these technologies strengthen the coupling of
the power system with other resource sectors such as water resources, transportation,
and agriculture, creating a need for core processes that can modify their operation in
order to address changing underlying conditions.

A key component of this science question is evaluating power systems’ ability to
respond to relatively short-term operational and economic variabilities and
uncertainties that are likely to stress the system or affect costs (47), i.e., operational
flexibility, when either constrained or enhanced by stronger coupling with non-power
sectors. The approach to addressing this science question contrasts with our observation
of approaches to addressing global change. Operational models typically require
modification of the core processes to accommodate the new technologies that can also
be linked to non-power sectors. This modification is mainly related to the ability of
physical assets to deviate from their existing operational state (generation, load, or transmission features).

Operational flexibility in power systems has traditionally been represented by dispatching load and generation assets whose sole purpose is to serve the power system, but operational flexibility can also be obtained by coordinating the operation of multisector systems. Relatively few studies have investigated the impacts of traditionally non-power sector technology adoption on grid operations and the need for flexibility. For example, water irrigation systems can shift the electric consumption of the water pumps to periods of low energy prices and/or to periods of high solar power generation (18, 105-107). Similarly, EVs can manage their charging strategies to align with periods that are most efficient for the power grid from an economic and reliability standpoint (108). In these studies, the operational flexibility was measured by developing appropriate flexibility metrics (108) or by measuring the energy consumption savings of the co-optimized and non-optimized cases (18).

We summarize below (and more succinctly in Figure 3) how operational flexibility is represented in core processes, specifically with respect to generation and load resources (i.e., their ability to rapidly dispatch their capacity), and optimization processes (e.g. the spatial and temporal resolution to accommodate the flexibility in physical assets).

### 3.3.1 Generation and load resources

Operational flexibility can be assessed in terms of how fast generation and load resources dispatch their capacity to the grid. Hence, one of the main factors toward assessing flexibility is the ability of operational models to accurately model the dynamic operation of generation and load resources.

1. Thermal generation resources: All 23 operational models can model thermal generation resources, where the dispatch decisions are based on each unit's cost function and technical characteristics. However, six of the 20 models (mainly commercial models) can also impose flexibility penalties on units
with slow ramping rates and long minimum up/down times so that more flexible units are dispatched first.

2. Hydropower resources: Twelve of the 23 models can flexibly dispatch hydropower generation potential using the HTC and PLF dispatch methods to respectively respond to market signals and net load variations. The remaining 11 models represent hydropower resources using fixed generation patterns (obtained either by BAs or water-routing management models), that reflect operational constraints on the hydropower system in the hydrologic year from which the generation data were obtained. This latter representation removes any ability of hydropower plants to respond to net load or market variations associated with the integration of new technologies, unless the new flexibility needs can be quantified and the water models are rerun with this information.

3. Energy storage (ES) resources: ES resources can quickly coordinate their charge and discharge scheduling decisions with power systems’ electricity prices and load variations. Hence, most operational models in our catalog (19 of 23) endogenously model the dynamic operation of ES resources by either following the load (i.e., peak shaving representation) or electricity prices (i.e., price driven representation) of the system. While ES resources are often solely constrained by power system considerations, their presence can better enable integration of technologies from other sectors such as the transportation sector (e.g., EVs). However, approaching higher levels of new technologies integration would also require seasonal storage capacities of weeks or months. In such cases, the charge and discharge decisions of some ES would need to be managed over horizons larger than operational models’ typical times steps (109).

4. Distributed energy resources (DERs): DERs may include distributed generation resources (solar and wind), and distributed flexible loads (i.e., EVs, interruptible loads). Thirteen of the 23 models represent DGs resources, which, as in the large-scale VRE resources (19 of 23 models), are treated as non-dispatchable resources by operational models and as must-take, creating the need for operational flexibility. Finally, 11 operational models can rapidly dispatch their available load capacity by either reducing their electricity
consumption (interruptible loads) at certain time periods or deferring the electricity demand at future times (EVs) to respond to electricity demand and price changes.

3.3.2 Spatial and temporal resolution

The spatial and temporal resolutions for optimization problems set the representation of flexibility processes. In this context, a finer temporal resolution (e.g., 5 min, 15 min) can capture more of the ramping dynamics and flexibility of the available resources for grid operations, particularly because VRE and DG penetration levels increase. Overall, 11 of the 23 operational models in our catalog run sub-hourly simulations (5 min, 15 min, 30 min), ten minimize the operation cost of the system, and one maximizes the profit of a hydro and thermal generation portfolio. Because sub-hourly simulations are computationally intensive, a zonal representation and using a simplified representation for modeling power flow constraints in transmission lines (i.e., DC approximation, pipe flow model) are preferred.

4. Discussion – Gaps and Future Directions

Future studies evaluating new technologies and global change need to shift away from traditional paradigms, in which each sector is operated and managed in isolation and apply a more integrated operational approach. Modeling the interdependencies and co-evolution of multisector systems is expected to expose new system risks and opportunities. We posit that each core process has the potential to provide a linkage with a different sector of activity (transportation, water, etc.) which also most often have similar core processes (agents, system objective, physical assets, metrics) of their own. The taxonomy that we developed in Section 2 is expected to support model development or coupling approaches with other sectoral models. The review of computational tradeoffs in operational models in Section 3 provides critical lessons learned to be leveraged when we think about how to further develop operational models, or their coupling with other sectoral models. Computational complexity typically
becomes prohibitive with greater model spatiotemporal resolution. Several tradeoffs across data availability, model fidelity, and computation burden were chosen to address the impact of uncertainty in hydrometeorological conditions, sensitivity to global changes, and adoption of new technologies into the power system (Figure 3). In this section, we identify areas in which core process representations and interactions can and must improve to enhance our understanding of how complex systems co-evolve and to develop robust opportunities for resilient systems. We discuss model fidelity in all four core processes and desired interaction and flexibility, whether those are endogenous to the operational power system model or are part of an integrated modeling platform. We then discuss the data and computational platform needs to limit or control the computation tradeoffs.

4.1 Physical assets fidelity needs for analyzing multisector dynamics

To advance the science of multisector dynamics research relying on operational models, core process fidelity needs to be addressed by future research, as follows:

1. **Fidelity of topology associated with multisectoral governance**: Bulk electricity systems operate across multiple domains including balancing regions, market regions, and the overall power grid. Irrigation and water distribution systems are defined by large river basins and watersheds for overall water management and multi-objective optimizations, and by cities for urban infrastructure. Transportation systems are typically managed by states/provinces and countries, similarly for agriculture and other human systems. While it remains unclear how much fidelity is needed to represent other sectors, the topology of the power system model should be informed by the spatial resolution of decision-making in other sectors (110).

2. **Tractability in temporal resolution**: The core processes in operational models have temporal scale of minutes or hours, up to a couple months when managing physical assets. Dominant water system dynamics occurring over the power grid spatial domain, however, have temporal scales spanning from hours to multiple years. Existing operational models fail to adjust time scales
across sectors or impose time-based modeling assumptions to run coherent and observable interdependent systems. This could result in inaccurate matching of service interactions with respect to time and system state, such as matching power consumption (in Watts) to water consumption (in Liters). Temporal scales of multisector dynamics need to be further evaluated.

3. **Fidelity in representation of physical assets outside the power sector:** Multisector systems are suitable candidates for providing operational flexibility by coordinating key operational processes that consume electricity in other sectors (e.g., the timing and amounts of hydrogen produced, amount of water treated/desalinated/distributed, etc.). Such coordination could reveal significant operational benefits for interconnected infrastructures like a reduction in operating costs and the provision of flexibility services. However, existing operational models do not support an integrated operational framework that can explicitly model each sector’s operational constraints. The flexibility that a sector can exchange with another sector is currently limited by the physical constraints of both sectors. For example, the flexibility of the transportation network is subjected to decisions associated with EV drivers’ behaviors (delays, deadlines, stops, etc.), traffic patterns (i.e., traffic congestion), and the specific spatial topology of the transportation network (e.g., number and type of chargers, etc.). A failure to capture multisector constraints could lead to an over or underestimation of the available flexibility or even to decisions that might adversely affect the operational objectives of the coupled infrastructures.

4.2 **New system objectives and metrics associated with multisector dynamics**

In addition to improved model fidelity in the representation of interactions between the power grid assets and other sectors’, it is critically important to have robust assessment methodologies and indicators that can evaluate multisector dynamics. In particular, optimization and metrics that allow for interpretable and generalizable results across spatial domains, and metrics that allow for characterizations of time
dynamic interactions and vulnerabilities across sectors, are needed. Within this context, additional research is needed to develop metrics that can inform multisector entities (e.g., water utility operators, gas operators, hydropower operators) about how they can hypothesize the impact of energy consumption, costs, and revenues on their operations. These optimization and associated metrics should be able to capture the level of interconnectedness between sectors to reflect performance relative to different temporal (e.g., seasonal) and spatial (state, regional, national level) levels:

1. **Consistency between multi-objective functions:** Existing operational models do not consider the potential for multiple competing objectives across grid participants and sectors. Examples include hydropower plant electricity producers that aim to maximize profits versus ISOs/RTOs that aim to minimize operating costs or additionally reconciling these monetary objectives with non-monetary goals. Other examples include competing water objectives in multipurpose reservoir operations (hydropower generation vs irrigation) or between multisector infrastructures and associated infrastructure operators. In non-electricity sectors, the infrastructure's operation is not only based on the lowest cost practices but also on ensuring reliable provision of services. More comprehensively analyzing global change and technology innovation to explore tradeoffs should include valuations of non-energy commodities (water, transportation, gas) to better represent the value of multisector services. Consistent optimization leads to new metrics as discussed below.

2. **Environmental impacts from linked, non-power infrastructure:** In addition to the operations of infrastructure in non-power sectors contributing to changes in environmental impacts associated with the power sector, the reverse can also occur: changes in power sector operation can affect the environmental impacts associated with linked infrastructure in non-power sectors. For example, the response of hydropower facilities to better balance the dynamics of wind and solar may result in changes in downstream water quality due to sudden water releases changing the shape of the downstream hydrograph (111). Performance metrics that account for effects such as these alongside power sector metrics will provide a more complete picture of the
environmental impacts associated with multisector dynamics and enable planners to avoid unintended consequences.

3. **Reliability impacts in non-power systems:** Uncertainties associated with other external forcing (e.g., climate change) and model representation choices can propagate to non-power sectors. For example, a contingency on the electric grid due to extreme weather or climate change can result in unmet loads and blackouts, which can subsequently affect the physical reliability of equipment in other sectors (e.g., water treatment plants) to operate at their design conditions. Metrics that capture how risk and uncertainty propagate across the operations of multiple sectors are critical for characterizing and alleviating undesirable multisector dynamics.

Considering the wide range of core processes defined in our taxonomy, different types of potential metrics can refer to different science questions. For example, if a process-based approach is used to enhance the fidelity of representing other sectors and their interactions, we recommend developing fidelity metrics. The science questions we reviewed would then be complemented with metrics that track how the different sectors co-evolve. If statistical and machine learning approaches are used to represent the connection with other systems, core process-specific fidelity models might not be adequate, but the multi-system objectives would still need to be evaluated. Our taxonomy is relatively generalizable to other human systems such as transportation, water management, natural gas, and economics.

4.3 **Multisectoral markets and agents**

In addition to the need for developing multisector optimization and metrics, we identified the need for exploring new market products and mechanisms as key elements for facilitating collaboration among multisector stakeholders and integrating non-power sector modeling objectives. Such efforts could include:

1. Facilitate demand-side participation of multisector systems in electricity markets, including the development of effective price signals.
2. Develop new market products for services provided by multisector systems, such as seasonal flexibility (driven by environmental changes such as water availability) and demand-side electrification (driven by urbanization and migration trends).

3. Develop market valuation methods for commodities other than electricity such as water, gas, and food supplies.

4. Expand beyond the traditional ancillary and energy services to remunerate a comprehensive suite of services, including markets for emergency response services during resilience restoration strategies.

In response to new market products, new business models need to be developed to access the tariff structures that maximize flexibility over short- and long-time frames. These models could lead to a paradigm that causes a radical change in the power market architecture as we know it today, replacing traditional downstream marketing of power by increasing reliance on multisector interactions on the demand and supply side of the equation. In this direction, recent research focus is given on developing models for transactive energy (TE) markets in power distribution systems that supply the demand of other sectors. Under the TE paradigm, distribution system operators (energy suppliers) and the sectors they serve (load consumers) could barter over the proper way to solve their mutual problems, and settle on the proper price for their services, in close to real time (112). Such settlement procedures require appropriate renumeration algorithms that leverage statistical and machine learning methodologies and optimize reward and market structures (113).

4.4 Computational and data exchange requirements

The broader integration of multisector processes in power system operations would also require exchanging a plethora of market (e.g., electricity prices and tariffs), environmental (e.g., wind, solar, water), and system state (e.g., voltages, pressurized) information between multisector systems. To achieve such integration, it is crucial to establish appropriate communication protocols that can ensure the reliable and safe
information and data exchange between multisector operators, while handling large amounts of data and translating them into understandable decision actions (e.g., opportunities to provide demand flexibility). Therefore, the integration of intelligent metering, telecommunication, control, and automation systems for each sector and associated controllable equipment (e.g., EV charging stations, water treatment facilities, pump stations, etc.) is critical to building “intelligent” infrastructures.

Finally, while this discussion remains open to approaches taken to evaluate adequate sectoral model fidelity for different science questions and the associated computational burden, an even more immediate challenge is the lack of high-quality data pertaining to each sector that span spatial (e.g., the geographic coverage of the coupled infrastructure) and temporal (e.g., irrigation needs for each crop, etc.) dynamics.

5. Summary and Conclusion

We presented a novel taxonomy of power system operations models, with a focus on core processes. The modeling capabilities and features of 23 operational models were compartmentalized into four core process representations: (1) model objectives and purpose; (2) physical grid assets (transmission, generation resources, loads, and energy storage resources); (3) institutions and decision agents; and (4) performance metrics. The process-driven taxonomy was leveraged to report on the critical core processes and associated computational tradeoffs observed in existing studies addressing three common science questions around hydrometeorological variability, global change, and the adoption of new technologies. The computational tradeoffs review provided a basis for realistic recommendations on model development needs and research to advance our understanding of complex interactions with other sectoral activities. This multisector dynamic research direction will help represent multisector dependencies which expose the risks and opportunities in power system operations.

More specifically, we identified challenges in computation times, data availability, performance metrics, and incorporating multisector dynamics in operational models. A clear challenge for operational models is the proper consideration of the interdependencies and co-evolution of multisector systems, particularly related to the
fidelity in representing multisector constraints, multi-objective representations, and their spatial and temporal resolutions, which do not appear to be considered fully in most operational models. Our analytics allowed to identify the different core processes that require a coordinated evolution in fidelity and support the development of multisector systems, whereby each system optimally interacts with each other at various levels.

Finally, we recommend for future literature using operational models to be more transparent about the core process representations, with the aim to clarify how generalizable the approach and models are to other regions or science questions. The region and science question-specific representations of core processes and their combinations reflect not only the maturity of the science but also data availability and existing tradeoffs about model fidelity and computational requirements. This blueprint provides guidance for introducing the core processes of the model and support its representation for addressing the science question and for discussing findings in a reproducible way.

**Acknowledgements**

This research was supported by the U.S. Department of Energy, Office of Science, as part of research in the MultiSector Dynamics, Earth and Environmental System Modeling Program. This work was authored by the Pacific Northwest National Laboratory, managed by Battelle (contract no. DE-AC05-76RL01830) for the U.S. Department of Energy.

**References**

1. Lopes JAP, Madureira AG, Matos M, Bessa RJ, Monteiro V, Afonso JL, et al. The future of power systems: Challenges, trends, and upcoming paradigms. WIREs Energy and Environment. 2020;9(3):e368.
2. Martinich J, Crimmins A. Climate damages and adaptation potential across diverse sectors of the United States. Nature Climate Change. 2019;9(5):397-404.
3. Voisin N, Tidwell V, Kintner-Meyer M, Boltz F. Planning for sustained water-electricity resilience over the U.S.: Persistence of current water-electricity operations and long-term transformative plans. Water Security. 2019;7:100035.
4. He G, Zhao Y, Jiang S, Zhu Y, Li H, Wang LJ. Impact of virtual water transfer among electric sub-grids on China's water sustainable developments in 2016, 2030, and 2050. 2019;239:118056.
5. Chini CM, Djehdian LA, Lubega WN, Stillwell AS. Virtual water transfers of the US electric grid. 2018;3(12):1115-23.
6. Srinivasan V, Lambin EF, Gorelick SM, Thompson BH, Rozelle S. The nature and causes of the global water crisis: Syndromes from a meta-analysis of coupled human-water studies. Water Resources Research. 2012;48(10).
7. Boltz F, LeRoy Poff N, Folke C, Kete N, Brown CM, St. George Freeman S, et al. Water is a master variable: Solving for resilience in the modern era. Water Security. 2019;8:100048.
8. Turner SW, Voisin N, Fazio J, Hua D, Jourabchi M. Compound climate events transform electrical power shortfall risk in the Pacific Northwest. Nature Communications. 2019;10(1):8.
9. van Vliet MTH, Wiberg D, Leduc S, Riahi K. Power-generation system vulnerability and adaptation to changes in climate and water resources. Nature Climate Change. 2016;6:375.
10. Voisin N, Kintner-Meyer M, Skaggs R, Nguyen T, Wu D, Dirks J, et al. Vulnerability of the US electric grid to hydro-climatological conditions: How bad can it get? Energy. 2016;115:1-12.
11. Miara A, Macknick JE, Vörösmarty CJ, Tidwell VC, Newmark R, Fekete B. Climate and water resource change impacts and adaptation potential for US power supply. Nature Climate Change. 2017;7:793.
12. Francisco RF. Effects of Climate Change on the Power System: A Case Study of the Southeast U.S. 2020.
13. Vinca A, Parkinson S, Byers E, Burek P, Khan Z, Krey V, et al. The NExus Solutions Tool (NEST) v1.0: an open platform for optimizing multi-scale energy–water–land system transformations. Geosci Model Dev. 2020;13(3):1095-121.
14. Price W, Taylor C, Rogers G. Standard load models for power flow and dynamic performance simulation. 1995;10(CONF-940702-).
15. Kraucunas I, Clarke L, Dirks J, Hathaway J, Hejazi M, Hibbard K, et al. Investigating the nexus of climate, energy, water, and land at decision-relevant scales: the Platform for Regional Integrated Modeling and Analysis (PRIMA). Climatic Change. 2015;129(3):573-88.
16. NWPPCC. Seventh Northwest conservation and electric power plan. Portland, OR: Northwest Power and Conservation Council; 2016. Report No.: NWPPCC/2016-2.
17. Sridharan V, Broad O, Shivakumar A, Howells M, Boehlert B, Groves DG, et al. Resilience of the Eastern African electricity sector to climate driven changes in hydropower generation. Nature communications. 2019;10(1):302-18.
18. Oikonomou K, Parvania MJ. Optimal Coordinated Operation of Interdependent Power and Water Distribution Systems. 2020.
19. Badakhshan S, Ehsan M, Shahidehpour M, Hajibolandeh N, Shafie-Khah M, Catalão J. Security-constrained unit commitment with natural gas pipeline transient constraints. 2019;11(1):118-28.
20. Voisin N, Liu L, Hejazi M, Tesfā T, Li H, Huang M, et al. One-way coupling of an integrated assessment model and a water resources model: evaluation and
implications of future changes over the US Midwest. Hydrol Earth Syst Sc. 2013;17(11):4555-75.
21. Iyer GC, Brown M, Cohen SM, Macknick J, Patel P, Wise M, et al. Improving consistency among models of overlapping scope in multi-sector studies: The case of electricity capacity expansion scenarios. Renewable and Sustainable Energy Reviews. 2019;116:109416.
22. Gacitua L, Gallegos P, Henriquez-Auba R, Lorca A, Negrete-Pincetic M, Olivares D, et al. A comprehensive review on expansion planning: Models and tools for energy policy analysis. 2018;98:346-60.
23. Levi PJ, Kurland SD, Carbajales-Dale M, Weyant JP, Brandt AR, Benson SM. Macro-Energy Systems: Toward a New Discipline. Joule. 2019;3(10):2282-6.
24. Hartline JDJBiP. Approximation in economic design. 2012.
25. Gross DC, editor Report from the fidelity implementation study group. Fall Simulation Interoperability Workshop Papers; 1999.
26. Ringkjøb H-K, Haugan PM, Solbrekke IM. A review of modelling tools for energy and electricity systems with large shares of variable renewables. Renewable and Sustainable Energy Reviews. 2018;96:440-59.
27. Mwasilu F, Justo JJ, Kim E-K, Do TD, Jung J-W. Electric vehicles and smart grid interaction: A review on vehicle to grid and renewable energy sources integration. Renewable and sustainable energy reviews. 2014;34:501-16.
28. Foley AM, Ó Gallachóir BP, Hur J, Baldick R, McKeogh EJ. A strategic review of electricity systems models. Energy. 2010;35(12):4522-30.
29. Rebours YG, Kirschen DS, Trotignon M, Rossignol SJITops. A survey of frequency and voltage control ancillary services—Part I: Technical features. 2007;22(1):350-7.
30. Gjengedal TJIToEC. Emission constrained unit-commitment (ECUC). 1996;11(1):132-8.
31. Martinek J, Jorgenson J, Mehos M, Denholm PJAE. A comparison of price-taker and production cost models for determining system value, revenue, and scheduling of concentrating solar power plants. 2018;231:854-65.
32. Eichman JD, Mueller F, Tarroja B, Schell LS, Samuelsen S. Exploration of the integration of renewable resources into California's electric system using the Holistic Grid Resource Integration and Deployment (HiGRID) tool. Energy. 2013;50:353-63.
33. Bakirtzis EA, Biskas PN, Labridis DP, Bakirtzis AGJIToPS. Multiple time resolution unit commitment for short-term operations scheduling under high renewable penetration. 2013;29(1):149-59.
34. Su Y, Kern JD, Reed PM, Characklis GWJAE. Compound hydrometeorological extremes across multiple timescales drive volatility in California electricity market prices and emissions. 2020;276:115541.
35. Barroso LA, Conejo AJ, editors. Decision making under uncertainty in electricity markets. 2006 IEEE Power Engineering Society General Meeting; 2006: IEEE.
36. Jensen JD, Bolkesjø TF, Sønju-Moltzau BJEP. Joint use of hydrological modeling and large-scale stochastic optimization techniques applied to the nordic power system. 2016;87:19-27.
37. Bartos MD, Chester MV. Impacts of climate change on electric power supply in the Western United States. Nature Climate Change. 2015;5:748.
38. Fernandez ES, del Rio MS, Chalmers H, Khakharia P, Goetheer EL, Gibbins J, et al. Operational flexibility options in power plants with integrated post-combustion capture. 2016;48:275-89.
39. Van den Bergh K, Delarue E, D’haeseleer WJT, PETR. DC power flow in unit commitment models. 2014.
40. Kirschen DS, Strbac G. Fundamentals of power system economics: John Wiley & Sons; 2018.
41. Lesieutre BC, Eto JH. Electricity transmission congestion costs: A review of recent reports. 2003.
42. Flynn D. Thermal power plant simulation and control: IET; 2003.
43. Kaplan S. Power plants: characteristics and costs: DIANE Publishing; 2011.
44. Ibanez E, Magee T, Clement M, Brinkman G, Milligan M, Zagona E. Enhancing hydropower modeling in variable generation integration studies. Energy. 2014;74:518-28.
45. Tarroja B, Forrest K, Chiang F, AghaKouchak A, Samuelsen S. Implications of hydropower variability from climate change for a future, highly-renewable electric grid in California. Applied Energy. 2019;237:353-66.
46. Dennis CM, Walish RC, Pacini HM, Chisholm TA, Acker TL, editors. Improving hydroelectric representation in a production cost model used for long-term transmission studies in the Western Interconnection. 2011 IEEE/PES Power Systems Conference and Exposition; 2011 20-23 March 2011.
47. Ulbig A, Andersson GJJ, JoEP, Systems E. Analyzing operational flexibility of electric power systems. 2015;72:155-64.
48. Parvania M, Fotuhi-Firuzabad M, Shahidehpour MJ, editors. Comparative hourly scheduling of centralized and distributed storage in day-ahead markets. 2014;5(3):729-37.
49. Joseph A, Shahidehpour M, editors. Battery storage systems in electric power systems. 2006 IEEE Power Engineering Society General Meeting; 2006: IEEE.
50. Oikonomou K, Satyal V, Parvania M, editors. Energy storage in the western interconnection: Current adoption, trends and modeling challenges. 2017 IEEE Power & Energy Society General Meeting; 2017: IEEE.
51. Suganthi L, Samuel AA, JR, reviews se. Energy models for demand forecasting—A review. 2012;16(2):1223-40.
52. Shariatzaede F, Mandal P, Srivastava AK, editors. Demand response for sustainable energy systems: A review, application and implementation strategy. 2015;45:343-50.
53. Wang J, Zhong H, Ma Z, Xia Q, Kang CJ, editors. Review and prospect of integrated demand response in the multi-energy system. 2017;202:772-82.
54. Motegi N, Piette MA, Watson DS, Kiliccote S, Xu P. Introduction to Commercial Building Control Strategies and Techniques for Demand Response—Appendices. Lawrence Berkeley National Lab.(LBNL), Berkeley, CA (United States); 2007.
55. Cheng AJ, Tarroja B, Shaffer B, Samuelsen SJ, editors. Comparing the emissions benefits of centralized vs. decentralized electric vehicle smart charging approaches: A case study of the year 2030 California electric grid. 2018;401:175-85.
56. Wang D, Muratori M, Eichman J, Wei M, Saxena S, Zhang C. Quantifying the flexibility of hydrogen production systems to support large-scale renewable energy integration. 2018;399:383-91.
57. Chatterjee D, Webb J, Gao Q, Vaiman M, Vaiman M, Povolotskiy M, editors. N-1-1 AC contingency analysis as a part of NERC compliance studies at midwest ISO. IEEE PES T&D 2010; 2010: IEEE.
58. Wood AJ, Wollenberg BF, Sheblé GB. Power generation, operation, and control: John Wiley & Sons; 2013.
59. Staffell I, Pfenninger SJE. The increasing impact of weather on electricity supply and demand. 2018;145:65-78.
60. Collins S, Deane P, Gallachóir BÓ, Pfenninger S, Staffell IJJ. Impacts of inter-annual wind and solar variations on the European power system. 2018;2(10):2076-90.
61. Kern JD, Characklis GWJE, technology. Evaluating the financial vulnerability of a major electric utility in the southeastern US to drought under climate change and an evolving generation mix. 2017;51(15):8815-23.
62. Voisin N, Kintner-Meyer M, Wu D, Skaggs R, Fu T, Zhou T, et al. Opportunities for joint water–energy management: sensitivity of the 2010 Western US Electricity Grid Operations to Climate Oscillations. 2018;99(2):299-312.
63. Förster H, Lilliestam JJREC. Modeling thermoelectric power generation in view of climate change. 2010;10(4):327-38.
64. Franco G, Sanstad AHJCC. Climate change and electricity demand in California. 2008;87(1):139-51.
65. Tarroja B, AghaKouchak A, Samuelsen SJE. Quantifying climate change impacts on hydropower generation and implications on electric grid greenhouse gas emissions and operation. 2016;111:295-305.
66. Gleick PJPI. Impacts of California’s Five-Year (2012-2016) Drought on Hydroelectricity Generation. 2017.
67. Su Y, Kern JD, Characklis GWJAe. The impact of wind power growth and hydrological uncertainty on financial losses from oversupply events in hydropower-dominated systems. 2017;194:172-83.
68. Cheng Y, Voisin N, Yearsley JR, Nijssen B. Thermal extremes in regulated river systems under climate change: an application to the southeastern U.S. rivers. Environmental Research Letters. 2020;15(9):094012.
69. Creutzig F, Agoston P, Goldschmidt JC, Luderer G, Nemet G, Pietzcker RC. The underestimated potential of solar energy to mitigate climate change: Nature Energy. 2017;2(9):17140.
70. Craig MT, Losada Carreño I, Rossol M, Hodge B-M, Brancucci C. Effects on power system operations of potential changes in wind and solar generation potential under climate change. Environmental Research Letters. 2019;14(3):034014.
71. Hardin E, AghaKouchak A, Qomi M, Madani K, Tarroja B, Zhou Y, et al. California drought increases CO2 footprint of energy. 2017;28:450-2.
72. Boogert A, Dupont DJEE. On the effectiveness of the anti-gaming policy between the day-ahead and real-time electricity markets in The Netherlands. 2005;27(5):752-70.
73. Seel J, Mills AD, Wiser RH. Impacts of high variable renewable energy futures on wholesale electricity prices, and on electric-sector decision making. 2018.
74. Bain DM, Acker TLJE. Hydropower impacts on electrical system production costs in the Southwest United States. 2018;11(2):368.
75. Foster BT, Kern JD, Characklis GWJWR, Economics. Mitigating hydrologic financial risk in hydropower generation using index-based financial instruments. 2015;10:45-67.
76. Kern JD, Su Y, Hill JJERL. A retrospective study of the 2012-2016 California drought and its impacts on the power sector. 2020.
77. Belsnes MM, Wolfgang O, Follestad T, Aasgård EKJEPSR. Applying successive linear programming for stochastic short-term hydropower optimization. 2016;130:167-80.
78. Pereira MV, Pinto LMJM. Multi-stage stochastic optimization applied to energy planning. 1991;52(1-3):359-75.
79. Bain DM, Acker TL. Hydropower Impacts on Electrical System Production Costs in the Southwest United States. Energies. 2018;11(2):368.
80. Gjelsvik A, Mo B, Haugstad A. Long- and medium-term operations planning and stochastic modelling in hydro-dominated power systems based on stochastic dual dynamic programming. Handbook of power systems I: Springer; 2010. p. 33-55.
81. Iyer G, Clarke L, Edmonds J, Kyle GP, Ledna C, McJeon HC, et al. GCAM-USA Analysis of US Electric Power Sector Transitions. Richland, WA: Pacific Northwest National Laboratory; 2017. Report No.: PNNL-26174.
82. Cohen SM, Becker J, Bielen DA, Brown M, Cole WJ, Eurek KP, et al. Regional Energy Deployment System (ReEDS) Model Documentation: Version 2018. National Renewable Energy Lab.(NREL), Golden, CO (United States); 2019.
83. Parkinson SC, Djilali N. Robust response to hydro-climatic change in electricity generation planning. Climatic Change. 2015;130(4):475-89.
84. Trutnevye E. Does cost optimization approximate the real-world energy transition? Energy. 2016;106:182-93.
85. Burillo D, Chester MV, Ruddell B, Johnson NJAE. Electricity demand planning forecasts should consider climate non-stationarity to maintain reserve margins during heat waves. 2017;206:267-77.
86. Steinberg DC, Mignone BK, Macknick J, Sun Y, Eurek K, Badger A, et al. Decomposing supply-side and demand-side impacts of climate change on the US electricity system through 2050. Climatic Change. 2020;158(2):125-39.
87. van Ruijven BJ, De Cian E, Sue Wing I. Amplification of future energy demand growth due to climate change. Nature Communications. 2019;10(1):2762.
88. Ralston Fonseca F, Jaramillo P, Bergés M, Severini E. Seasonal effects of climate change on intra-day electricity demand patterns. Climatic Change. 2019;154(3):435-51.
89. Craig MT, Cohen S, Macknick J, Draxl C, Guerra OJ, Sengupta M, et al. A review of the potential impacts of climate change on bulk power system planning and operations in the United States. Renewable and Sustainable Energy Reviews. 2018;98:255-67.
90. Auffhammer M, Baylis P, Hausman CH. Climate change is projected to have severe impacts on the frequency and intensity of peak electricity demand across the United States. Proceedings of the National Academy of Sciences. 2017;201613193.
Burillo D, Chester MV, Ruddell B, Johnson N. Electricity demand planning forecasts should consider climate non-stationarity to maintain reserve margins during heat waves. Applied Energy. 2017;206:267-77.

Dirks JA, Gorrissen WJ, Hathaway JH, Skorski DC, Scott MJ, Pulsipher TC, et al. Impacts of climate change on energy consumption and peak demand in buildings: A detailed regional approach. Energy. 2015;79:20-32.

Brown T, Hörsch J, Schlachtberger DJapa. PyPSA: Python for power system analysis. 2017.

Behrens P, van Vliet MTH, Nanninga T, Walsh B, Rodrigues JFD. Climate change and the vulnerability of electricity generation to water stress in the European Union. Nature Energy. 2017;2(8):17114.

Ke X, Wu D, Rice J, Kintner-Meyer M, Lu N. Quantifying impacts of heat waves on power grid operation. Applied Energy. 2016;183:504-12.

van Vliet MTH, Sheffield J, Wiberg D, Wood EF. Impacts of recent drought and warm years on water resources and electricity supply worldwide. Environmental Research Letters. 2016;11(12):124021.

Field CB, Barros VR, Mach KJ, Mastrandrea MD, van Aalst M, Adger WN, et al. Technical summary. In: Field CB, V.R. Barros, D.J. Dokken, K.J. Mach, M.D. Mastrandrea, T.E. Bilir, M. Chatterjee, K.L. Ebi, Y.O. Estrada, R.C. Genova, B. Girma, E.S. Kissel, A.N. Levy, S. MacCracken, P.R. Mastrandrea, and L.L. White, editor. Climate Change 2014: Impacts, Adaptation, and Vulnerability Part A: Global and Sectoral Aspects Contribution of Working Group II to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change2014. p. pp. 35-94.

Kao S-C, Sale MJ, Ashfaq M, Urias Martinez R, Kaiser DP, Wei Y, et al. Projecting changes in annual hydropower generation using regional runoff data: An assessment of the United States federal hydropower plants. Energy. 2015;80:239-50.

Giuliani M, Anghileri D, Castelletti A, Vu PN, Soncini-Sessa R. Large storage operations under climate change: expanding uncertainties and evolving tradeoffs. Environmental Research Letters. 2016;11(3):035009.

Anghileri D, Botter M, Castelletti A, Weigt H, Burlando P. A Comparative Assessment of the Impact of Climate Change and Energy Policies on Alpine Hydropower. Water Resources Research. 2018;54(11):9144-61

de Queiroz AR, Faria VAD, Lima LMM, Lima JWM. Hydropower revenues under the threat of climate change in Brazil. Renewable Energy. 2019;133:873-82.

Turner SWD, Ng JY, Galelli S. Examining global electricity supply vulnerability to climate change using a high-fidelity hydropower dam model. Science of The Total Environment. 2017;590-591:663-75.

Tarroja B, AghaKouchak A, Samuelsen S. Quantifying climate change impacts on hydropower generation and implications on electric grid greenhouse gas emissions and operation. Energy. 2016;111:295-305.

Schaefli B, Hingray B, Musy A. Climate change and hydropower production in the Swiss Alps: quantification of potential impacts and related modelling uncertainties. Hydrol Earth Syst Sc. 2007;11(3):1191-205.

Dall’Anese E, Dhople SV, Giannakis GBIToSE. Optimal dispatch of photovoltaic inverters in residential distribution systems. 2014;5(2):487-97.

Zhang B, Kezunovic MJToSG. Impact on power system flexibility by electric vehicle participation in ramp market. 2015;7(3):1285-94.
Zhao L, Zhang W, Hao H, Kalsi KJI. A geometric approach to aggregate flexibility modeling of thermostatically controlled loads. 2017;32(6):4721-31.

Oikonomou K, Parvania M, Khatami RJI. Deliverable energy flexibility scheduling for active distribution networks. 2019;11(1):655-64.

Guerra OJ, Zhang J, Eichman J, Denholm P, Kurtz J, Hodge B-MJE, et al. The value of seasonal energy storage technologies for the integration of wind and solar power. 2020.

Namany S, Al-Ansari T, Govindan R. Sustainable energy, water and food nexus systems: A focused review of decision-making tools for efficient resource management and governance. Journal of Cleaner Production. 2019;225:610-26.

Kern JD, Patino-Echeverri D, Characklis GW. The impacts of wind power integration on sub-daily variation in river flows downstream of hydroelectric dams. Environmental science & technology. 2014;48(16):9844-51.

Abrishambaf O, Lezama F, Faria P, Vale ZJ. Towards transactive energy systems: An analysis on current trends. 2019;26:100418.

O'Malley MJ, Anwar MB, Heinen S, Kober T, McCalley J, McPherson M, et al. Multicarrier Energy Systems: Shaping Our Energy Future. 2020.