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Abstract

Reactive systems are characterized by the interaction with the environment, where the exchange of the input and output stimuli, usually, occurs asynchronously. Systems of this nature, in general, require a rigorous testing activity over their developing process. Therefore model-based testing has been successfully applied over asynchronous reactive systems using Input Output Labeled Transition Systems (IOLTSs) as the basis. In this work we present a reactive testing tool to check conformance, generate test suites and run test cases using IOLTS models. Our tool can check whether the behavior of an implementation under test (IUT) complies with the behavior of its respective specification. We have implemented a classical conformance relation $ioco$ and a more general notion of conformance based on regular languages. Further, the tool provides a test suite generation in a black-box testing setting for finding faults over IUTs according to a specific domain. We have also described some case studies to probe the tool’s functionalities and also to highlight a comparative analysis on both conformance approaches. Finally, we offer experiments to evaluate the performance of our tool using several scenarios.

1 Introduction

Several real-world systems are characterized by reactive behaviors that interact constantly with the environment by receiving input stimuli and producing outputs in response. Systems of this nature, in general, are also critical thus requiring a precise and an automatic support in the development process. Model-based testing methods and their respective tools have been largely applied in the testing activity on their system development process. The Input Output Labeled Transition System (IOLTS) models [15, 14] has been commonly employed as the formalism on testing asynchronous reactive systems. In this setting, IOLTS models specify desired behaviors of an implementation candidate and the testing task aims to find faults in Implementations Under Test (IUTs).

One important issue of model-based testing is conformance checking where we can verify whether a given IUT complies with its respective specification according to a certain fault model. Here we treat the classical notion of Input Output Conformance Testing ($ioco$) [15] and a more recent conformance based on regular languages [5] to define fault models. The test suite generation is also deemed important specially when generating test cases for reactive systems in black-box setting. In this work, we present an automatic tool that can check conformance between a specification and an IUT using both conformance relations. Our tool also can generate test suites based on their specifications modeled by IOLTSs and provide a black-box testing run.

We claim that EverEST has a wider range of applications when compared to other tools of the literature [11, 8, 9] since it implements both the classical $ioco$ relation and the language-based conformance using regular languages. Real world and practical scenarios are described to show aspects related to both approaches, where faults can be found using the language-based conformance but the $ioco$ relation method cannot detect it. Moreover, some experiments are performed to evaluate EverEST and compared to a well-known tool from the literature under the conformance checking task. Furthermore, we evaluate our tool when generating and running test suites in a black-box scenario.
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*Supported by CAPES.
†Computing Department, University of Londrina, Londrina, Brazil.
‡Computing Department, University of Londrina, Londrina, Brazil.
The remainder of this paper is organized as follows. Section 2 describes the conformance checking methods using regular languages and the classical ioco relation, besides the approach to generate test suites. In Section 3, we present our tool, describe some case studies and discuss important aspects comparing to another tool from the literature. Practical experiments of conformance checking and test suite generation are given in Section 4 to evaluate the tool’s performance. Section 5 offers some concluding remarks and future directions.

2 A Model-Based Testing Method

Asynchronous reactive systems are commonly specified by IOLTS models. An IOLTS is a variation of a Labeled Transition System (LTS) with the partitioning of input and output labels.

Definition 1 An IOLTS \( S \) is given by \((S, s_0, L_I, L_U, T)\) where: \( S \) is the set of states; \( s_0 \in S \) is the initial state; \( L_I \) is a set of input labels; \( L_U \) is a set of output labels; \( L = L_I \cup L_U \) and \( L_I \cap L_U = \emptyset \); \( T \subseteq S \times (L \cup \{\tau\}) \times S \) is a finite set of transitions, where the internal action \( \tau \notin L \); and \((S, s_0, L, T)\) is the underlying LTS associated with \( S \).

We indicate by \((s, l, r) \in T\) a transition of an IOLTS/LTS model from state \( s \in S \) to state \( r \in S \) with the label \( l \in (L \cup \{\tau\}) \). A transition \((s, \tau, r) \in T\) indicates an internal action, which means that an external observer cannot see the movement from state \( s \) to state \( r \) in the model.

An IOLTS may also have quiescent states. A state \( s \) is quiescent if no output \( x \in L_U \) and an internal action \( \tau \) are defined on it. When a state \( s \) is quiescent a transition \((s, \delta, s)\) is added to \( T \), where \( \delta \notin L_I \). Note that \( L \cup \{\tau\}\) is denoted by \( L_\tau \) to ease the notation. We also note that in a real black-box testing scenario where an IUT sends messages to the tester and receives back responses, quiescence will indicate that the IUT can no longer respond to the tester, or it has timed out, or even it is simply slow.

We also introduce the notion of paths that will be useful to define semantics over IOLTS/LTS models.

Definition 2 (\[15\]) Let \( S = (S, s_0, L, T) \) be a LTS and \( p, q \in S \). Let \( \sigma = l_1, \ldots, l_n \) be a word in \( L_\tau^* \). We say that \( \sigma \) is a path from \( p \) to \( q \) in \( S \) if there are states \( r_i \in S \), and labels \( l_i \in L_\tau \), \( 1 \leq i \leq n \), such that \((r_{i-1}, l_i, r_i) \in T \), with \( r_0 = p \) and \( r_n = q \). We say that \( \alpha \) is an observable path from \( p \) to \( q \) in \( S \) if we remove the internal actions \( \tau \) from \( \sigma \).

A path can also be denoted by \( s \xrightarrow{\sigma} s' \), where the behavior behavior \( \sigma \in L_\tau^* \) starts in the state \( s \in S \) and reaches the state \( s' \in S \). An observable path \( \sigma \), from \( s \) to \( s' \), is denoted by \( s \xrightarrow{\sigma} s' \). We can also write \( s \xrightarrow{\sigma} \) or \( s \xrightarrow{\sigma} \) when the reached state is not important. We call by paths of \( s \) all those paths that start at the state \( s \).

Now we give the notion of semantics over IOLTS/LTS models.

Definition 3 (\[15\]). Let \( S = (S, s_0, L, T) \) be a LTS and \( s \in S \): (1) The set of paths of \( s \) is given by \( tr(s) = \{\sigma | s \xrightarrow{\sigma} \} \) and the set of observable paths of \( s \) is \( otr(s) = \{\sigma | s \xrightarrow{\sigma} \} \). (2) The semantics of \( S \) is \( tr(s_0) \) or \( tr(S) \) and the observable semantics of \( S \) is \( otr(s_0) \) or \( otr(S) \).

The semantics of an IOLTS is defined by the semantics of the underlying LTS.

2.1 Conformance Checking

Given an IOLTS specification, a conformance checking task can determine whether an IUT complies with the corresponding specification according to a specific fault model. The classical ioco relation establishes a notion of conformance when input stimuli are applied to both the specification and the IUT, and observing if outputs produced by the IUT are also defined in the specification model.

Definition 4 (\[15\]). Let \( S = (S, s_0, L_I, L_U, T) \) be a specification and let \( I = (Q, q_0, L_I, L_U, R) \) be an IUT, \( I ioco S \) if, and only if, \( out(q_0 \text{ after } \sigma) \subseteq out(s_0 \text{ after } \sigma) \) for all \( \sigma \in otr(S) \), where \( s \text{ after } \sigma = \{q | s \xrightarrow{\sigma} q \} \) for every \( s \in S \). Otherwise, \( I ioeo S \).
A more recent conformance relation \cite{5} has also been proposed using regular languages. Given an IUT \( I \), a specification \( S \), and regular languages \( D \) and \( F \), \( I \) complies with \( S \) according \((D,F)\), i.e., \( I \con{FD} S \) if, and only if, no undesirable behavior of \( F \) is observed in \( I \) and is specified in \( S \), and all desirable behaviors of \( D \) are observed in \( I \) and also are specified in \( S \).

**Definition 5** (\cite{5}) Given an alphabet \( L = L_1 \cup L_U \) and languages \( D,F \subseteq L^* \) over \( L \). Let \( S \) and \( I \) be IOLTS models over \( L \) we have that \( I \con{FD} S \) if, and only if, \( \sigma \in \text{otr}(I) \cap F \), then \( \sigma \notin \text{otr}(S) \); \( \sigma \in \text{otr}(I) \cap D \), so \( \sigma \in \text{otr}(S) \).

Proposition 1 establishes this new notion with a wider fault coverage where desirable and undesirable behaviors can be specified by regular languages.

**Proposition 1** (\cite{5}). Let \( S \) and \( I \) be IOLTS models over an alphabet \( L = L_1 \cup L_U \), and languages \( D,F \subseteq L^* \) over \( L \). we say that \( I \con{FD} S \) if, and only if, \( \text{otr}(I) \cap \left[ \left( D \cap \text{otr}(S) \right) \cup \left( F \cap \text{otr}(S) \right) \right] = \emptyset \), where \( \text{otr}(S) = L^* - \text{otr}(S) \).

Both notions of conformance can be related by the following lemma, where the language-based conformance given in Definition 5 restrains the classical ioco relation.

**Lemma 1** (\cite{5}). Let \( I = (Q,q_0,L_1,L_U,R) \) be an IUT and let \( S = (S,s_0,L_1,L_U,T) \) be a specification, we say that \( I \ioco S \) if, and only if, \( I \con{FD} S \) when \( D = \text{otr}(S)L_U \) and \( F = \emptyset \).

Bonifacio and Moura \cite{5} have proposed a conformance checking based on automata theory \cite{12}. LTS/IOLTS models are transformed into Finite State Automatons (FSAs). The semantics of an FSA is then given by

\[
L(I) = \{ \text{tr}(q) \mid q \in Q, q_0 \rightarrow q \}
\]

\[
\text{otr}(S) = \{ \sigma \in L \mid \exists q \in Q \text{ such that } L(q) \subseteq \text{otr}(S) \}
\]

and

\[
\text{otr}(I) = \{ \sigma \in L \mid \exists q \in Q \text{ such that } L(q) \subseteq \text{otr}(I) \}
\]

The notions of the test case and test suite are also defined according to regular languages.

**Definition 6** (\cite{5}). Let \( L \) be a set of symbols, a test suite \( T \) over \( L \) is a language, where \( T \subseteq L^* \), so that each \( \sigma \in T \) is a test case.

If the test suite is a regular language, then there is an FSA \( A \) that accepts it, such that the final states of \( A \) are fault states. Further a set of undesirable behaviors can be defined by the fault states. We call this set by fault model of \( S \) \cite{5}.

Hence we can obtain a complete test suite for an IOLTS specification \( S \) and a pair of languages \((D,F)\) using Proposition 1. The test suite \( T = \left( (D \cap \text{otr}(S)) \cup (F \cap \text{otr}(S)) \right) \) is able to detect the absence of desirable behaviors specified by \( D \) and the presence of undesirable behaviors specified by \( F \) in the specification \( S \). We declare that an IUT \( I \) complies with a specification \( S \) if there is no test case of the test suite \( T \) that is also a behavior of \( I \) \cite{5}.

In the process we first obtain an automaton \( A_1 \) induced by the IOLTS specification \( S \). Since \( L(A_1) = \text{otr}(S) \) we can effectively construct an FSA \( A_2 \) such that \( L(A_2) = L(A_F) \cap \text{otr}(A_1) = F \cap \text{otr}(S) \). Also, consider the FSA \( B_1 \) obtained from \( A_1 \) by reversing its set of final states, that is, a state \( s \) is a final state in \( B_1 \) if, and only if, \( s \) is not a final state in \( A_1 \). Clearly, \( L(B_1) = L(A_1) = \text{otr}(S) \). We can now get an FSA \( B_2 \) such that \( L(B_2) = L(A_D) \cap L(B_1) = D \cap \text{otr}(S) \). Since \( A_2 \) and \( B_2 \) are FSAs, we can construct an FSA \( C \) such that \( L(C) = L(A_2) \cup L(B_2) \), where \( L(C) = T \). We can conclude that when \( D \) and \( F \) are regular languages and \( S \) is a deterministic specification, then a complete FSA \( T \) can be constructed such that \( L(T) = T \).

Next proposition states an algorithm with a polynomial time complexity for the language-based verification.

**Proposition 2** (\cite{5}) Let \( S \) and \( I \) be the deterministic specification and implementation IOLTSs over \( L \) with \( n_S \) and \( n_I \) states, respectively. Let also \( |L| = n_L \). Let \( A_D \) and \( A_F \) be deterministic FSAs over \( L \) with \( n_D \) and \( n_F \) states, respectively, and such that \( L(A_D) = D \) and \( L(A_F) = F \). Then, we can effectively construct a complete FSA \( T \) with \((n_S+1)^2n_Dn_Fn_L\) states, and such that \( L(T) \) is a complete test suite for \( S \) and \((D,F)\). Moreover, there is an algorithm, with polynomial time complexity \( \Theta(n_S^2n_In_Dn_Fn_L) \) that effectively checks whether \( \textrm{IConf}_{FD} S \) holds.
Theorem 1 shows that we can obtain a similar result for the \textit{ioco} relation using Lemma 4.

**Theorem 1** (\cite{5}) Let $S$ and $I$ be deterministic specification and implementation IOLTSs over $L$ with $n_S$ and $n_I$ states, respectively. Let $L = L_I \cup L_U$, and $|L| = n_L$. Then, we can effectively construct an algorithm with polynomial time complexity $\Theta(n_I n_T n_L)$ that checks whether $I \ ioco \ S$ holds.

### 2.2 Test Suite Generation

In this work we also provide the test suite generation in a black-box testing setting using the notion of Test Purposes (TPs) \cite{5,15}. A TP is formally defined by an IOLTS with two special states \{pass, fail\} and, in practice, it represents an external tester that interacts with an IUT. Thus a fault model is composed by a set of TPs that are derived from a given specification.

**Definition 7** (\cite{5}) Let $L_I$ and $L_U$ be the input and output alphabets, respectively, with $L = L_I \cup L_U$. A Test Purpose (TP) over $L$ is defined by an IOLTS $T \in IO(L_U, L_I)$ such that for all $\sigma \in L^*$ does not hold \(\text{fail} \Rightarrow \text{pass}\) and \(\text{pass} \Rightarrow \text{fail}\). The fault model over $L$ is the finite set of TPs over $L$.

To ease the notation from now on we will denote by $IO(L_I, L_U)$ the class of all IOLTSs over $L = L_I \cup L_U$.

The test case generation proposed by Tretmans \cite{15}, based on \textit{ioco} relation, imposes some restrictions over the formal models. All TPs must be acyclic, with a finite run, and input-enabled, since the tester cannot predict the output produced by a black-box IUT. Therefore, all output actions that are produced by the IUT must be enabled in the respective TP. Moreover, they must be output-deterministic, i.e. each state can send only one output symbol to the IUT in order to avoid arbitrary and non-deterministic choices. In the \textit{pass} and \textit{fail} states only self-loop transitions are allowed since verdicts are obtained in these states.

**Definition 8** (\cite{5}) Let $S \in IO(L_I, L_U)$. We say that $S$ is output-deterministic if $|\text{out}(s)| = 1$ and $S$ is input-enabled if $\text{inp}(s) = L_I$ for all $s \in S$, where $\text{out}(s)$ and $\text{inp}(s)$ give outputs and inputs, respectively, defined at state $s$.

Hence all restrictions imposed by Tretmans \cite{15} are satisfied when a TP is input-enabled, output-deterministic and acyclic except for \textit{pass} and \textit{fail} states. However we see that a bound over the number of states to be considered in the IUTs must be imposed to keep the TP acyclic in practice. So the test suite completeness property is guaranteed if given an IUT $I$ and a specification $S$, $I \ ioco \ S$ for all IUT that conforms to $S$. Otherwise we say that $I \ ioco \ S$. Therefore we define a class of implementations to guarantee the \textit{ioco} completeness property for test suite generation establishing an upper bound on the number of states of the IUTs.

Now we are in position to construct a complete test suite using the notion of TPs. But first we generate a multigraph structure as proposed by Bonifacio and Moura \cite{5}. So given a IUT $I$ and a specification $S$, we remark that $m$ is the bound over the number of states to be considered on the IUT, and $n$ is the number of states in $S$. Then the multigraph must have $mn + 1$ levels, and at each level if a transition of $S$ gives rise to a cycle then we must create a transition to states on next level of the multigraph. The \textit{fail} state is also added as well as transitions to \textit{fail} which are not defined for all $l \in L_U$, and every state of the multigraph.

Having an acyclic multigraph at hand then we can extract TPs using a simple breadth-first search algorithm from the initial state to \textit{fail}. We can guarantee the input-enabledness property by adding the \textit{pass} state to the TP and, for every output of $L_U$ and all states, we add transitions to the \textit{pass} state where the output is not defined. Self-loops labeled by each $l \in L_U$ are also added to the \textit{pass} and \textit{fail} states. The output-deterministic property is also obtained by adding a transition from each state where an input is not defined with any input of $L_I$ to the \textit{pass} state. Note that we always refer to an input symbol of $L_U$ or an output symbol of $L_I$ from the perspective of the IUT, as commonly denoted in the literature \cite{15,5}.

Next the test run is defined based on the synchronous product between a TP $T$ and an IUT $I$, denoted by $I \times T$. The TP interacts with the IUT producing outputs that are sent to $I$ as inputs. Likewise, the IUT receives the actions and produces outputs that are sent to $T$ as inputs. Therefore, the output alphabet of $T$ corresponds to $L_I$, the input alphabet of the IUT, and the input alphabet of $T$ corresponds to $L_U$, the output alphabet of the IUT, as mentioned above.
Definition 9 \([5]\) Let an IUT \(I = (S_I, q_0, L_I, T_I) \in IO(L_I, L_U)\) and the TP \(T = (S_T, q_0, L_U, L_I, T_T) \in IO(L_U, L_I)\). We say that \(I\) passes \(T\) if for any \(\sigma \in (L_I, L_U)^*\) and any state \(q \in S_I\), we do not have \((t_0, q_0) \xrightarrow{\sigma} (\text{fail}, q)\) in \(I \times T\). A path can be denoted by \(q_0 \xrightarrow{\sigma} q\) where the behavior \(\sigma\) starts in the state \(q_0\) and reaches the state \(q\). Let \(M\) be the fault model, we say that \(I\) pass \(M\), if \(I\) passes all TPs in \(M\). Then given an IOLTS \(S\) and a set \(IMP \subseteq IO(L_U, L_I)[m]\), we say that \(M\) is \(m\)-ioco-complete to \(S\) concerning \(IMP\) if for all implementation \(I \in IMP\) we have \(I\)-ioco \(S\) if, and only if, \(I\) passes \(M\).

The verdicts are obtained when TPs reach the special states. The fail verdict gives rise to a fault behavior whereas the pass verdict denotes a desirable behavior. Further details can be found in \([5, 7]\).

Finally, next proposition determines a fault model that is composed by TPs obtained from a multigraph which, in turn, is constructed based on the corresponding specification.

**Proposition 3** Let the deterministic IOLTS \(S \in IO(L_I, L_U)\) and \(m \geq 1\). So there is a fault model \(M\) that is \(m\)-ioco-complete for \(S\) relatively to \(IO(L_U, L_I)[m]\). IOLTSs at most \(m\) states, whose TPs are deterministic, output-deterministic, input-enabled and acyclic except for self-loops on pass and fail states.

### 3 A Testing Tool for Reactive Systems

We have developed the Everest\(^1\) tool to check conformance, generate test suites and run those testes over reactive systems specified by LTS/IOLTS models. Our tool is settled down on four main modules: configuration; ioco conformance; language-based conformance; and test generation/run. When checking conformance if an IUT does not conform to the specification our tool is able to yield the verdict along with the paths induced by the test cases which have detected the corresponding faults. In the test generation/run module we can generate multigraphs as well as TPs according to the respective specification, and also allow us to run a test suite over a given IUT.

Next we describe a general case study to compare the conformance checking process using Everest and JTorx, a well-known testing tool from the literature \([2]\). Further we demonstrate in practice the test suite generation process using our tool and stand out some aspects related to the language-based testing approach. In the sequel we give a real-world case study of an Automatic Teller Machine (ATM) to explore some real scenarios using both testing tools. Finally we describe a comparative analysis by means different aspects between Everest and JTorx.

#### 3.1 Conformance checking process

A conformance testing process is provided by Everest and also by JTorx tool. Here we have applied a general case study to explore characteristics from both tools. So let \(S\) of Figure 1a be a specification and let \(R\) and \(Q\) depicted in Figures 1b and 1c, respectively, be IUTs. Also assume \(L_I = \{a, b\}\) and \(L_U = \{x\}\).

![IOLTS Models](image-url)

Figure 1: IOLTS Models

\(^1\)conformance Verification on tEsting Reactive SysTems
We first check if the IUT $R$ conforms to the specification $S$. Our tool yielded a verdict of non-conformance and has generated $T_1 = \{b, a a, b a, a a a, a b, a b x, a b b, a b x b\}$ as a test suite. All test cases were induced by different paths that reach a fault and they were extracted using a transition cover strategy over the specification. The same verdict was obtained using JTorx for this same scenario, as expected, but it returned the test suite $T_2 = \{b, a x, a b\}$. It is clear that $T_2 \subseteq T_1$, i.e., JTorx has produced only one test case per fault in contrast to EVEREST that has used transition cover. Hence notice that such a wider range of coverage provided by EVEREST can be more useful in a fault mitigation process.

In a second scenario, we assume $Q$ as an IUT for the specification $S$. At this time no fault was detected by both tools under the classical ioco relation. However, EVEREST was able to find a fault under the language-based conformance relation, where desirable behaviors were specified by the regular language $D = (a|b)^*a x$ and no undesirable behavior was defined, so $F = \emptyset$. The set $D$ denotes behaviors that are induced by paths finishing with an input action $a$ followed by an output $x$ produced in response. A verdict of non-conformance was then obtained by our tool revealing a fault detected by the test suite $T = \{ab a b a x, a b a b a b x\}$. We remark that JTorx which implements only the classical ioco relation was not able to detect this fault. Again, it is clear that EVEREST is more general and can be applied to a wider range of scenarios when compared to the JTorx.

### 3.2 Everest test suite generation

Now we turn into the test suite generation process provided by EVEREST tool. Assume again the specification $S$ of Figure 1a. In the first step we construct direct acyclic multigraphs according to a given specification, as described in Section 2. The multigraph, partially depicted in Figure 2, has four states at each level since the specification $S$ has four states ($n = 4$). All transitions connect nodes at the same level from left to right, or to the next level, so assuring the acyclic property. In this case we have considered IUTs with at most four states, i.e. the same number of states that are in the specification ($m = n = 4$). Therefore the number of levels in the multigraph is $mn + 1 = 17$. Figure 2 shows the first two levels and also the two last levels of the multigraph. Note that we replicate the fail state in order not to clutter the figure.

With a multigraph at hand we apply a breadth-first search algorithm to extract paths from the initial node $s_{0,0}$ up to the fail state. For instance, take $\alpha_1 = a b b x$. We see that $\alpha_1$ induces the path $s_{0,0} \rightarrow s_{1,0} \rightarrow s_{3,0} \rightarrow s_{0,1} \rightarrow s_{3,1} \rightarrow \text{fail}$. According to the Proposition 3 we can obtain a deterministic, acyclic, input-enabled and output-deterministic test purpose. So we obtain the test purpose depicted in Figure 3a based on $\alpha_1$ such that all these properties are satisfied.

The input-enabledness property is secured by adding a pass state and transitions from those states where no output is defined to the pass state. The construction is complete by adding self-loops to the pass and fail states labeled by all output actions. Regarding the output-determinism property, for every state that there is no input action defined on it we create a new transition from this state to the pass state with any input action.

For the sake of exemplification we also take the sequence $\alpha_2 = a a a x$. In the same way we obtain the induced path over the multigraph and construct a corresponding deterministic, acyclic, input-enabled and output-deterministic test purpose as depicted in Figure 3b. EVEREST has automatically constructed other 15 TPs based on paths induced by the set $\{\alpha_1, \alpha_2, x, a \delta, b x, a a x, a a a, a a x, a a a a, a a a a, a a a a, a a x \delta, a a a x x, a a a b a, a a b b b, a a b b x \delta, a a b b x x\}$ of sequences. For instance, the test suite $T = \{\alpha_1, \alpha_2, b, \delta, b x, a b, a a, a b, a a a, a a a, a a a a\}$ has been generated using those two TPs depicted in Figure 3.

After applying the test suite $T$ to the IUT $R$ a fault was detected. By a simple inspection we see that all test cases that lead $R$ from state $q_0$ to the same state $q_0$ can detect a fault when an output $x$ is produced at state $q_3$, and since $x$ is not defined at state $s_3$ of $S$. Our tool then returns a verdict of non-conformance reaching this fault which means that $R$ does not pass the test cases. So EVEREST declares that $R$ ioco $S$ does not hold.
3.3 A real-world case study

Now we illustrate the conformance checking process by means a practical application using a real-world scenario. We specify an Automatic Teller Machine (ATM) \[10, 11\] by an IOLTS with the input stimuli \(L_I = \{ic, pin, acc, tra, sta, wd, amo\}\), and the output responses \(L_U = \{cpi, bpi, mon, rec, ins, sho\}\).

The intended meaning of the input actions are: \(ic\), denotes the action when the user inserts his/her card into the ATM; \(pin\), indicates the pin code was provided by the user; \(tra\), requires the transfer amount; \(acc\), indicates that a target account was provided; \(sta\), requires an account statement; \(wd\), denotes the user has requested a withdrawal; and \(amo\), denotes the balance account. Similarly we have the meaning of output actions: \(cpi\), says the pin code is correct; \(bpi\), says the provided pin is wrong; \(mon\), indicates the money was released; \(rec\), indicates the receipt was provided to the user; \(ins\), denotes an insufficient balance on account; and \(sho\), indicates the statement was shown to the user.

An withdrawal operation is then specified by the IOLTS \(\mathcal{A}\) of Figure 4. Note that if the requested amount (amo) is greater than the available amount (ins) then the withdrawal cannot be performed and the process reaches state \(s_3\) where a new withdrawal operation can be selected again. We also specify some additional functionalities on the IOLTS \(\mathcal{B}\) of Figure 5. In this case we consider not only the withdrawal (wd) operation but also a transfer (tra) and a statement (sta).

Assume the IOLTS \(\mathcal{Z}\) depicted at Figure 6 as an IUT that implements the withdrawal (wd) and transfer (tra) operations. We observe that if the requested amount (amo) in a withdrawal is greater than the available amount the IUT model reaches state \(s_7\) where the user can choose a new amount.
Now as a first testing scenario we check whether the IUT $Z$ conforms to the specification $\mathcal{A}$. JTorx and EVEREST have returned the same verdict of conformance when running the $\ioco$ checking relation. By contrast the language-based conformance that has been implemented in EVEREST tool could detect a fault. We considered the set of desirable behaviors $\mathcal{D} = \{ic \text{ pin } cpi \text{ wd amo ins amo}\}$, i.e., a sequence of actions where the account balance is not enough according to the requested withdrawal, and the user must provide a new value. EVEREST has generated the test case $\{ic \rightarrow pin \rightarrow cpi \rightarrow wd \rightarrow amo \rightarrow ins \rightarrow amo\}$ since the behavior given by $\mathcal{D}$ is not observable in the specification but it is implemented on the IUT $Z$.

In a second scenario we aim to check the reliability over the verdict obtained by JTorx tool using $\ioco$ conformance, since it modifies the original underspecified models (See Section 3.4). First, self-loop transitions are added at underspecified states in order to obtain an input-enabled model. Since the IUT $Z$ is underspecified, JTorx must guarantee that all states on the IUT are input-enabled, before checking whether
\( Z \) onoco conforms to the specification \( B \). Therefore, the original behavior of the IUT is modified and now a fault can be detected by the test case \( \{ic \rightarrow pin \rightarrow cpin \rightarrow sta\} \).

We have also applied this second scenario to the Everest using the onoco relation. At this time any fault was detected since the fault behavior \( \{ic \rightarrow pin \rightarrow cpin \rightarrow sta\} \) was not specified in the IUT \( Z \). We see that the detection of this fault by JTorx is actually a false positive, since it appears due to an extra behavior added by the tool once the IUT \( Z \) is modified to become an input-enabled model.

We remark that Everest could have detected this same fault when checking onoco conformance over the same modified model. We note that \( ic \) is the unique action that is defined at the initial state \( s_0 \) of IUT \( Z \). When JTorx turns \( Z \) into an input-enabled model all input actions become enabled at all states, which is inconsistent with the real functionality. For instance, we see that the action amo, i.e., the amount value to be withdrawn, is now defined at state \( s_0 \). However, if a transfer operation (tra) is chosen instead of a withdrawal (wd), the amount value to be withdrawn should not be enabled at this moment. Notice those changes performed over the underspecified models have changed the original behavior of the IUT, leading to an inaccurate conformance checking result w.r.t. the real functionality of the ATM.

Next consider the IOLTS \( Y \) depicted in Figure 7 as a new IUT. Notice that \( Y \) differs from the specification \( A \) depicted in Figure 4 over the transitions \((s_4, ?amo, s_5)\) and \((s_4, !mon, s_5)\), respectively. So we can see that the IUT allows a withdrawal operation with no checking over the balance (amo) before releasing the money (mon). By contrast the balance is checked before releasing the money on the specification if the balance on account is positive. We set up the fault model by a bound of 6 states on the IUT models and Everest has generated 80 TPs based on the specification \( A \). After we have run the test suite over the IUT \( Y \), a fault verdict was declared by our tool by means of the path \( ic \rightarrow pin \rightarrow cpin \rightarrow wd \). For the sake of completeness we also applied this last scenario to JTorx tool, and a fault was detected by the test case \(?ic, \delta, ?pin, !bpi, ?pin, !cpi, ?wd, !mon\).

### 3.4 A Comparative Analysis

Here we list some main aspects and compare Everest and JTorx tools. We have seen that both tools provide a mechanism of test generation, test run and onoco conformance checking. However notice that Everest also provides the more general conformance checking based on regular languages [5]. Further, Everest allows a complete test generation not only for the onoco relation but also for this more general conformance relation.
with a wider range of possibilities to specify desirable and undesirable behaviors.

In the test generation process of JTorx an exhaustive strategy is employed to generate test cases. This exhaustive process renders to an exponential state space when exploring the model which is unfeasible in practice. In other direction Everest is more flexible and allows a complete test suite generation by setting the maximum number of states over the IUTs to be considered in a fault model.

JTorx implements a random approach when choosing transitions to induce paths over the specification to generate test suites. Everest, however, only applies a random approach over the language-based conformance relation when desirable and/or undesirable behaviors are not provided by the tester. In this case, the test run is reduced to the problem of checking isomorphism between the IUT and the specification model.

We also note that both tools implement an online testing approach when IUTs are provided together with the specification model. However only Everest provides an offline test generation process using the notion of multigraph and test purposes.

In the conformance checking process, JTorx defines an online strategy, where a test case is generated and after that is applied over the IUT. Everest follows an offline process where a test suite is generated and then applied to the IUT. However we remark that Everest also has an online alternative process when checking conformance where each test case extracted from the fault model is already applied to IUT in sequel. Table 1 summarizes these aspects.
Table 1: Methods and Features

| Conformance checking | JTorx | Everest |
|----------------------|-------|---------|
| ioco theory          | X     | X       |
| Language-based       | -     | X       |

| Generation            |       |         |
|-----------------------|-------|---------|
| Test suite generation | X     | X       |

| Test strategy         |       |         |
|-----------------------|-------|---------|
| online/offline        | X     | X       |
| Test purpose          | X     | X       |
| Random approach       | X     | X       |

We also probe some properties over the specification and IUT models, test verdicts and strategies of testing. See Table 2. The ioco conformance checking naturally imposes some restrictions over the models.

Table 2: Properties and Tools

| Properties              | JTorx | Everest |
|-------------------------|-------|---------|
| Underspecified models   | X     | X       |
| Require input-enabledness | X     | -       |
| Quiescence              | X     | X       |

| Veredicts               |       |         |
|-------------------------|-------|---------|
| Test run                | X     | X       |
| Conformance             | X     | X       |

| Test mode               |       |         |
|-------------------------|-------|---------|
| White/black boxes testing | X     | X       |

Underspecified models, for instance, are not allowed on IUT side and their internal structure must be changed to guarantee the input-enabledness.

The language-based conformance relation does not require any restriction, that is, the more general method can deal with underspecified specification and implementation models. So EVEREST can handle underspecified models when checking conformance and generating test suites with no change over the models. JTorx, on the other hand, must explore the entirely structure of the models to add new transitions in order to guarantee input-enabledness.

Both tools also deal with quiescence by adding self-loops with $\delta$ actions at quiescent states and give verdicts when checking conformance and running test cases with small variations.

4 Practical Evaluation: Experiments

We have also run some practical experiments to evaluate the tools’ performance. First we provide some experiments to compare the conformance verification process of both tools. In addition we assay EVEREST when generating and running test suites using test purposes. All experiments are organized by means of Research Questions (RQs) in order to achieve a goal for each group of scenarios. We have performed these experiments on Intel Core i5 1.8 GHz CPU, 8 GB of RAM memory on Windows 10 operating system.

4.1 Conformance checking: Everest and JTorx

We first evaluate several parameters related to the specification and IUT models, such as the number of states and the number of input/output actions. Despite of these parameters we also consider scenarios with verdicts of conformance and non-conformance. Notice that we have generated only input-enabled and deterministic models due to restrictions imposed by JTorx on checking conformance. Further, in order to
keep an unbiased analysis over the results all transitions were randomly generated to construct the models, but in such way that all required properties were still satisfied.

All IUT models ioco-conform to their respective specifications were obtained as submachines while IUTs non-ioco-conform were constructed by changing transitions based on their specifications according to a certain percentage of modification. Regarding IUTs with more states than the number of states on specifications, i.e. $m > n$, we added new states and transitions to the IUTs.

Here each experiment is defined by a conformance checking between a specification and ten different IUTs. So a group of experiments with ten specifications and ten IUTs for each specification results in hundred runs. The processing time that is shown off in the graphics corresponds to the average processing time for all experiments in a group.

4.1.1 Varying the size of alphabets

In this first scenario we investigate the impact on checking conformance when varying the number of input/output actions. So the RQ, in this case, is: “Does the size of the input and output alphabets impact the processing time on checking conformance?”. In order to answer this question we have run experiments over specifications with 10 states and IUTs with 15, 25 and 35 states, for both verdicts of conformance and non-conformance. We consider IOLTS models with 12 symbols: one group with 2 inputs and 10 outputs; and a second group with 10 inputs and 2 outputs.

We observe at Figure 8 that the impact is not expressive for experiments with verdicts of conformance. We notice that our tool is 2.56% faster when running models with 2 inputs and 10 outputs than when checking models whose alphabets have 10 inputs and 2 outputs, respectively. In the opposite direction, JTorx is approximately 3.51% faster over models with 10 inputs and 2 outputs than running over models with 2 inputs and 10 outputs.
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(a) 2 inputs, 10 outputs, ioco
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(b) 10 inputs, 2 outputs, ioco

Figure 8: Varying I/O alphabets and conformance

In contrast, we see at Figure 9 an expressive impact on the verification time when running experiments with verdicts of non-conformance. Both tools have taken less processing time for models with 2 inputs and 10 outputs. Everest is 12.73% to 42.86% faster for models with 2 inputs and 10 outputs compared to models with 10 inputs and 2 outputs, whereas JTorx is around 200% to 352% faster for the same group of models. Usually in a practical application we have a higher number of input actions to be specified in real-world systems. That is, input alphabets with a large number of actions can weigh down the performance of JTorx tool.
4.1.2 Varying the number of states

We also performed some experiments varying the number of states (and transitions) to evaluate the tools’ scalability. In this case the RQ is: “How does the number of states in specifications and IUTs impact the processing time on checking conformance?”. In order to answer this question we have run three groups of experiments: (i) specifications with 10 states and IUTs ranging from 20 to 200 states; (ii) specifications with 50 states and IUTs ranging from 60 to 200 states; and (iii) specifications with 100 states and IUTs varying from 110 to 200 states. We remark that all groups of IUTs were increased by 10 states in each group.

Regarding experiments with conformance verdicts, specifications with 10 states and IUTs with up to 120 states, Everest reveals a better performance compared to JTorx. JTorx is just slightly better when considering IUTs with more than 120 states. See Figure 10a.

When running experiments with conformance verdicts, specifications with 50 and 100 states and groups of IUTs up to 200 states, Everest has always outperformed JTorx. See Figures 10b and 10c.

Now considering experiments with non-conformance verdicts, specifications with 10 and 50 states, our tool always outperformed JTorx again for any group of IUTs. See Figures 11a and 11b. JTorx tool has a better performance only for IUTs with more than 200 states and specifications with 100 states. See Figure 11c.

4.2 Everest Test Suite Generation

Now we evaluate our tool when running experiments of test suite generation using the more recent method [5], where multigraphs are first constructed in order to then generate test purposes. Here we vary the number of states in the specification models and also the bound to be considered over the number of states on the IUTs. We also construct distinguishing IUTs from their respective specifications with a certain percentage of modification over the transitions in order to assess different scenarios.

We remark that the test generation experiments were only performed using Everest for two main reasons: (i) an IUT must be also provided for the JTorx generation step since it implements an online strategy; and (ii) a complete test suite cannot be constructed by JTorx since the process is finished at the very first detected fault.
4.2.1 Multigraph generation step

On generating multigraphs the associated RQ is: “What is the impact on the processing time when varying the number of states on specification models and the bound associated to the maximum number of states to be considered on IUT models?” To answer this question we consider specifications with 5 to 35 states and construct the respective multigraphs to get fault models for IUTs with 5 to 55 states. We increase the number of states by 10 for each group of IUTs and alphabets were fixed with 5 inputs and 5 outputs. Transitions were randomly generated to secure unbiasedness over the results. Briefly the multigraph generation step takes into account the following scenarios: (i) specifications with 5 states and $m$ from 5 to 55 states; (ii) specifications with 15 states and $m$ from 15 to 55 states; (iii) specifications with 25 states and $m$ from 25 to 55 states; and (iv) specifications with 35 states and $m$ from 35 to 55 states.

Figure 12 shows that the processing time on generating multigraphs, in general, grows as the number of states also grows on specification and IUT models. We can see at Figure 12a that the multigraph construction for specifications with 5 states and $m = 35$ takes 0.038 seconds on average, whereas the construction with $m = 55$ takes 0.047 seconds. The processing time rose by 23.68%. Similarly, we observe at Figure 12b that the construction process for specifications with 15 states takes 0.186 seconds, on average, with $m = 35$, and takes 0.253 seconds with $m = 55$. In this case, the processing time rose by 36.02%. Taking specifications
with 25 states and $m = 35$ the average time consumption of the multigraph construction process is 0.428 seconds, and for $m = 55$ it takes 0.676 seconds, as we can see in Figure 12b. Now the processing time rose by 57.94%. In the last group, we take specifications with 35 states and $m = 35$, resulting a time of 0.994 seconds, in average, while it takes 1.867 seconds with $m = 55$. Here the processing time rose by 87.82%.

Notice that the multigraph generation using the parameter $m = 35$ is 46 times faster, on average, for specifications with 5 states than specifications with 35 states. Likewise the construction with $m = 55$ is about 26 times faster for specifications with 5 states than specifications with 55 states. We can conclude that the performance of the multigraph generation decreases as the number of states on specifications and the parameter $m$ increase. But the most important the processing time is not meaningly affected, that is, the processing time does not substantially increase as we rise the number of states.

### 4.2.2 TP Generation process

Now we turn into the TP generation step based on multigraphs. So the associated RQ is: “How the TP generation is impacted w.r.t. the processing time when taking multigraphs where the number of states of the corresponding specifications and the number of states to be considered over IUT models were varied?”. In this case we take into account those multigraphs that were generated in the previous subsection using...
specifications with 5 to 35 states, and the parameter \( m \) from 5 to 55. We fixed the number of TPs to be generated at 1000.

Figure 13 shows that the test generation process takes much more time compared to the multigraph generation step. We also see at Figure 13a that the processing time is more uniform for specifications with 5 states no matter we vary \( m \). When the number of states grows, the processing time of the TP generation grows faster as the parameter \( m \) is increased, as we can see at Figure 13b. The processing time for specifications with 35 states and \( m = 35 \) takes 66.82 seconds whereas using \( m = 55 \) it takes 91.67 seconds. So we see that the rate rose by 37.19%. Considering specifications with 15 states and, respectively, with \( m = 35 \) and \( m = 55 \), the rate rose by 33.75%, whereas for specifications with 25 states and the same \( m \) values the rate rose by 30.48%.

### 4.2.3 Running test suites

In the last group of experiments we evaluate the time on running tests. Here the RQ is given as follows: “What is the impact on the processing time when running test suites over IUTs with 1%, 2% and 4% of modification w.r.t. the specifications which were used to generate the respective multigraphs?” To answer this question we have taken test suites of TPs that were generated from specifications with 15 and 25 states. We fixed \( m = n \), that is, the same number of states of the specifications.

Figure 14 shows the processing time according to the modification rate of IUTs. The time of the test run over IUTs with 1% of modification takes 83.03 seconds with \( m = 15 \) and 89.78 seconds with \( m = 25 \). Regarding IUTs with 2% of modification, the process takes 86.19 seconds with \( m = 15 \) and 80.83 seconds with \( m = 25 \). Finally, for IUTs with 4% of modification, the test run takes 87.54 seconds with \( m = 15 \) and 77.83 seconds with \( m = 25 \).

We see that the time average of test runs over IUTs with 1% of modification is 5.15% faster than the test run over IUTs with 4% of modification setting \( m = 15 \). If we consider \( m = 25 \), the test run over IUTs with 4% of modification is 13.31% faster than over IUTs with 1% of modification.
4.3 Threats to Validity

We have listed some aspects that may arise as a threat to the validity of the experiments. We first relate a substantial difficulty when obtaining the JTorx source code to set both tools under the same conditions. It would allow us to get more easily and precisely the time consumption on running the experiments. The computational resource that were used to run all experiments may also be a threat. We have used a general purpose machine which could have biased the results. But we remark that we have run both tools under these same conditions.

Another threat is related to the random generation of transitions over the models. Although we have randomly generated all models to keep the whole process unbiased, we must guarantee some properties on specific classes of experiments. For instance, we must construct IUTs that conform to the respective specifications in some groups of experiments, or we need to guarantee any modification over the IUTs to get verdicts of non-conformance. So these extra checking tasks somehow may bias the results.

We also list as a threat properties that must guaranteed over the models following those restrictions imposed by JTorx tool. We see that the size of alphabets, the number of states and transitions of the specification and IUT models are modified from the original models in order to secure these properties. So we cannot make any claim about the similarity between these models and the original ones.

5 Conclusion

Conformance checking and test suite generation are important activities to improve the reliability on developing reactive systems [3]. In this work we have presented an automatic testing tool for checking conformance and generating test suites for IOLTS models.

We have implemented the classical ioco relation and the more general approach based on regular languages. The latter, and consequently EVEREST tool, imposes few, if any, restrictions over the models and allows a wider range of fault models described by regular languages when checking conformance. Several works in the literature [6, 10, 2, 4] have dealt with ioco theory and its variations. However, we are not aware of any other tool that implements a different notion of conformance, such as the language-based conformance.
Here we have implemented a black-box test suite generation using the notion of test purposes.

We described some case studies in order to probe both tools and their functionalities in practice. We then could observe from a comparative analysis that Everest provides a wider range of testing scenarios since it was able to detect faults, using the language-based approach, that were not detected by JTorx, using the ioco theory. The effectiveness of our test suite generation method is also evaluated in the black-box scenarios.

We also offered practical experiments of conformance checking to compare the performance of JTorx and Everest. We can see that Everest outperforms JTorx in the most scenarios unless for those ones where the structure of IUT models are quite different from the corresponding specifications. So we remark that although Everest implements a more general conformance relation the time consumption has not been impacted on checking runs. Also we observed from the results that Everest has a more stable behavior w.r.t. the processing time even for IUT models with quite different number of states. We also performed experiments of test suite generation and test run using Everest tool. Our tool was able to handle specifications and implementation candidates with a reasonable number of states as seen in the experiments.

We remark that our main contribution here is our practical tool that can check conformance based on different relations and can generate test suites in a black-box setting. Moreover, we have presented some case studies, a comparative analysis, and also practical experiments to evaluate and compare our tool.

As future work our tool’s interface will be extended with a new module to allow conformance checking, test suite generation and test runs in a batch mode, i.e., we will be able to automatically test several IUT models. We also intend to improve our strategies and algorithms that generate test suites and also run test cases. The aim is to improve the Everest’s scalability and allow it to deal with larger models more efficiently.
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