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Abstract. We improve the resolvent estimate in the Kreiss matrix theorem for a set of matrices that generate uniformly bounded semigroups. The new resolvent estimate is proved to be equivalent to Kreiss’s resolvent condition, and it better describes the behavior of the resolvents at infinity.
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1. Introduction. The Kreiss matrix theorem [1] is one of the fundamental results on the well-posedness for Cauchy problems in the theory of partial differential equations. Among other things, the theorem asserts the equivalence of uniform boundedness of semigroups and a certain resolvent estimate for a set of matrices. There are many studies concerning the improvement of the uniform upper bounds of the semigroups of matrices under Kreiss’s resolvent condition; see, e.g., [4, 6]. In this paper, we focus on the converse, that is, the improvement of the resolvent estimate in the Kreiss matrix theorem. There have been several attempts in this aspect. For example, in [5], Miller estimated the resolvents on certain contours in the left half-plane by classifying the spectrum of each matrix. In [8], Zarouf improved the resolvent estimate for power-bounded matrices by using Bernstein-type inequalities for rational functions.

We notice that Kreiss’s resolvent condition sometimes fails to give sharp estimates for well-posed Cauchy problems. The main purpose of this paper is to establish a sharper resolvent estimate for a set of matrices that generate uniformly bounded semigroups. This work is partially motivated by the following Cauchy problem:

\begin{equation}
\begin{aligned}
\partial_t u &= Au + f(x, t), \\
|t=0 & = 0,
\end{aligned}
\end{equation}

where \(x \in \mathbb{R}^n\) and \(t \in [0, +\infty)\) are spatial and temporal variables, respectively; \(u\) is the unknown \(m\)-vector function of \((x, t)\); the source term \(f\) is an \(m\)-vector function of \((x, t)\); the differential operator \(A\) is defined by \((Av)(\xi) := A(\xi)\hat{v}(\xi)\), where \(\hat{v}\) is the Fourier transform of a function \(v\); the symbol of \(A\), that is, \(A(\xi)\), is an \(m \times m\)-matrix function of \(\xi \in \mathbb{R}^n\). Under the assumption of well-posedness [3] of (1.1), the Kreiss matrix theorem yields that there exist constants \(\alpha \in \mathbb{R}\) and \(K > 0\) independent of \(\xi\) such that \(^1\)

\begin{equation}
\begin{aligned}
\|(zI - A(\xi))^{-1}\| &\leq \frac{K}{\Re(z) - \alpha}, \quad z \in \mathbb{C}, \quad \Re(z) > \alpha.
\end{aligned}
\end{equation}
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\(^1\)Recall that the \(p\)-norm of a given matrix \(A \in \mathbb{C}^{n \times n}\) is defined as

\[\|A\|_p := \sup_{x \in \mathbb{C}^n \setminus \{0\}} \frac{\|Ax\|_p}{\|x\|_p},\]

where \(\|x\|_p\) is the \(p\)-norm of the vector \(x\). Throughout the paper, the norm \(\|\cdot\|_2\) is abbreviated as \(\|\cdot\|\) for both vectors and matrices.
By applying Fourier transform and Laplace transform on both sides of (1.1), one can obtain that
\[ z \hat{u}(\xi, z) = A(\xi)\hat{u}(\xi, z) + \tilde{f}(\xi, z), \]
under some appropriate assumptions on the functions \( A(\xi) \) and \( f(x, t) \). Therefore, one has that
\[ \hat{u}(\xi, z) = (zI - A(\xi))^{-1} \tilde{f}(\xi, z). \]
The inverse Laplace transform of \( \hat{u}(\xi, z) \) is determined by
\[ \hat{u}(\xi, t) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} e^{zt} (zI - A(\xi))^{-1} \tilde{f}(\xi, z) \, dz, \]
where \( \gamma \) is a real number such that the contour line lies in the region of convergence of \( \hat{u}(\xi, z) \) for each \( \xi \in \mathbb{R}^n \), and the integral is understood in the sense of principal value. One may estimate \( \hat{u}(\xi, t) \) as
\[ |\hat{u}(\xi, t)| \leq \frac{e^{\gamma t}}{2\pi} \int_{-\infty}^{+\infty} \| (zI - A(\xi))^{-1} \| \cdot \| \tilde{f}(\xi, z) \| \, dy, \]
where \( z = \gamma + iy \). The Kreiss matrix theorem gives an upper bound of \( \| (zI - A(\xi))^{-1} \| \) as in (1.2), which is only dependent on the real part of \( z \). However, this bound is too rough, since for fixed \( \xi \) and \( \gamma \), one has that
\[ \| (zI - A(\xi))^{-1} \| = O(|y|^{-1}), \quad \text{as } |y| \to +\infty. \]
To obtain a better upper bound of \( \hat{u}(\xi, t) \), we need a sharper estimate of the resolvent \( (zI - A(\xi))^{-1} \). Our new resolvent estimate better describes how the resolvents decay at infinity; see Corollary 2.4.

The rest of this paper is organized as follows. In Section 2, we recall the Kreiss matrix theorem given in [1, 3] and propose our main result, which is proved in Section 3. In Section 4, we make several remarks on the generalizations of our main theorem and its relationships with some previous work [5, 8]. The paper ends with a brief summary and conclusion in Section 5.

2. Preliminaries. For the sake of simplicity, we introduce the following definitions. Similar definitions can be found in [7].

**Definition 2.1.** A matrix \( M \in \mathbb{C}^{n \times n} \) is called quasi-stable, if
\[ \sup_{t \geq 0} \| e^{Mt} \| < +\infty. \]
A set of matrices \( F \subset \mathbb{C}^{n \times n} \) is called uniformly quasi-stable, if
\[ \sup_{M \in F} \sup_{t \geq 0} \| e^{Mt} \| < +\infty. \]

The Kreiss matrix theorem [1, 3] gives several necessary and sufficient conditions for the uniform quasi-stability of a set of matrices. The theorem is stated as follows.

**Theorem 2.2** (Kreiss matrix theorem. See Theorem 2.3.2 of [3]). Let \( F \) denote a set of matrices in \( \mathbb{C}^{n \times n} \). The following four conditions are equivalent.

---

\( ^2 \)Assume that \( \hat{v}(\xi, t) \) is the Fourier transform of \( v(x, t) \). The Laplace transform of \( \hat{v} \) can be defined as
\[ \tilde{v}(\xi, z) := \int_{0}^{+\infty} e^{-zt} \hat{v}(\xi, t) \, dt, \]
where \( z \) is a complex number such that the integral is well-defined.
1. There exists a constant $K_1$ such that $\|e^{Mt}\| \leq K_1$ for all $M \in \mathcal{F}$ and $t \geq 0$.

2. There exists a constant $K_2$ such that
\[
\|(zI - M)^{-1}\| \leq \frac{K_2}{\Re(z)}
\]
for all $M \in \mathcal{F}$ and $\Re(z) > 0$.

3. There exist constants $K_{31}, K_{32}$ such that for each $M \in \mathcal{F}$, there exists a transformation $S = S(M)$ with $\|S\| + \|S^{-1}\| \leq K_{31}$, the matrix $SMS^{-1}$ is upper triangular,
\[
SMS^{-1} = \begin{pmatrix}
  b_{11} & b_{12} & \cdots & b_{1n} \\
  b_{22} & \cdots & \cdots & b_{2n} \\
  \vdots & \ddots & \ddots & \vdots \\
  b_{nn} & & & b_{nn}
\end{pmatrix},
\]
the diagonal is ordered,
\[
0 \geq \Re(b_{11}) \geq \Re(b_{22}) \geq \cdots \geq \Re(b_{nn}),
\]
and the upper diagonal elements satisfy the estimate
\[
|b_{ij}| \leq K_{32}|\Re(b_{ii})|, \quad 1 \leq i < j \leq n.
\]

4. There exists a positive constant $K_4$ such that for each $M \in \mathcal{F}$, there exists a Hermitian matrix $H = H(M)$ such that
\[
K_4^{-1}I \leq H \leq K_4I, \quad HM + M^*H \leq 0.
\]

Hereinafter, we denote the open right half-plane as
\[
\mathbb{H} = \{ z \in \mathbb{C} : \Re(z) > 0 \}.
\]

Given a matrix $M \in \mathbb{C}^{n \times n}$, we denote the spectrum of $M$ as $\sigma(M)$, and define
\[
\mathcal{K}(M) := \sup_{z \in \mathbb{H}} \frac{\|(zI - M)^{-1}\|}{\max_{\lambda \in \sigma(M) \setminus \mathbb{H}} |z - \lambda|^{-1}},
\]
which turns out to be a new measurement of uniform quasi-stability. Our main result is presented as follows.

**Theorem 2.3.** Let $\mathcal{F}$ denote a set of matrices in $\mathbb{C}^{n \times n}$. The set of matrices $\mathcal{F}$ is uniformly quasi-stable, if and only if
\[
\sup_{M \in \mathcal{F}} \mathcal{K}(M) < +\infty.
\]

The following corollary of Theorem 2.3 gives a sharper resolvent estimate under Kreiss’s resolvent condition (2.1). The new resolvent estimate better describes the behavior of the resolvents at infinity.

**Corollary 2.4.** If a set of matrices $\mathcal{F}$ is uniformly quasi-stable, then there exists a positive constant $K$ such that
\[
\|(zI - M)^{-1}\| \leq K \max_{\lambda \in \sigma(M)} |z - \lambda|^{-1},
\]
for all $M \in \mathcal{F}$ and $z \in \mathbb{H}$.

---

3When $\sigma(M)$ is a subset of half-plane $\mathbb{H}$, we define that $\mathcal{K}(M) := +\infty$. 
3. Proof of Main Result. Let us first recall the following characterization of quasi-stability given in [3].

**Lemma 3.1** (See Lemma 2.3.1 of [3]). For any $M \in \mathbb{C}^{n \times n}$, the following two conditions are equivalent.

1. The matrix $M$ is quasi-stable.
2. All eigenvalues $\lambda$ of the matrix $M$ have a real part $\Re(\lambda) \leq 0$. Furthermore, if $J_r$ is a Jordan block of the Jordan matrix $J = SMS^{-1}$ which corresponds to an eigenvalue $\lambda_r$ of the matrix $M$ with $\Re(\lambda_r) = 0$, then $J_r$ has dimension $1 \times 1$.

Using Lemma 3.1, we can prove that the quantity $\mathcal{K}(M)$ is actually a measurement of quasi-stability of a given matrix $M$.

**Lemma 3.2.** Let $M \in \mathbb{C}^{n \times n}$. The matrix $M$ is quasi-stable, if and only if $\mathcal{K}(M) < +\infty$.

**Proof.** First we assume that the matrix $M$ is quasi-stable. Lemma 3.1 yields that the spectrum $\sigma(M)$ is a subset of the closed left half-plane $\mathbb{H}$. Let $J = SMS^{-1}$ be the Jordan matrix of $M$. We notice that

$$
\|(z - M)^{-1}\| \leq \|S^{-1}\| \cdot \|(zI - J)^{-1}\| \cdot \|S\|.
$$

To estimate $\|(zI - J)^{-1}\|$, it suffices to estimate the resolvent of each Jordan block. Let

$$
J_r = \begin{pmatrix}
\lambda_r & 1 \\
\vdots & \ddots & \ddots \\
& & \ddots & 1 \\
& & & \lambda_r
\end{pmatrix} = \lambda_r I + N \in \mathbb{C}^{k \times k}
$$

be an arbitrary Jordan block of $J$. By direct calculation, one has that

$$
(zI - J_r)^{-1} = \sum_{j=0}^{k-1} (z - \lambda_r)^{-j} N^j, \quad z \in \mathbb{H}.
$$

(3.1)

If $\Re(\lambda_r) < 0$, then for each $z \in \mathbb{H}$, one has that

$$
\|(zI - J_r)^{-1}\| \leq \left(\sum_{j=0}^{k-1} |z - \lambda_r|^{-j} \|N\|^j\right) \cdot |z - \lambda_r|^{-1}
$$

$$
\leq \left(\sum_{j=0}^{k-1} |\Re(\lambda_r)|^{-j} \|N\|^j\right) \cdot \max_{\lambda \in \sigma(M) \setminus \mathbb{H}} |z - \lambda|^{-1}.
$$

If $\Re(\lambda_r) = 0$, then Lemma 3.1 yields that the order of $J_r$ is $k = 1$, and thus

$$
\|(zI - J_r)^{-1}\| = |z - \lambda_r|^{-1} \leq \max_{\lambda \in \sigma(M) \setminus \mathbb{H}} |z - \lambda|^{-1}, \quad z \in \mathbb{H}.
$$

Therefore, we obtain that $\mathcal{K}(M) < +\infty$.

Conversely, we assume that $\mathcal{K}(M) < +\infty$. Let $\lambda_r$ be an arbitrary eigenvalue of $M$, and $J_r \in \mathbb{C}^{k \times k}$ be the largest Jordan block corresponding to $\lambda_r$. By (3.1), one can obtain that

$$
\|(zI - M)^{-1}\| \sim |z - \lambda_r|^{-k}, \quad \text{as } z \to \lambda_r.
$$
If \( \Re(\lambda_r) > 0 \), then
\[
\frac{\|(zI - M)^{-1}\|}{\max_{\lambda \in \sigma(M) \setminus \mathbb{H}} |z - \lambda|^{-1}} \sim |z - \lambda_r|^{-k}, \quad \text{as } z \to \lambda_r.
\]
If \( \Re(\lambda_r) = 0 \) and \( k > 1 \), then
\[
\frac{\|(zI - M)^{-1}\|}{\max_{\lambda \in \sigma(M) \setminus \mathbb{H}} |z - \lambda|^{-1}} \sim |z - \lambda_r|^{-k+1}, \quad \text{as } z \to \lambda_r.
\]
Both cases yield a contradiction, and then the quasi-stability of the matrix \( M \) follows from Lemma 3.1.

Here is an elementary fact from linear algebra. It asserts that for a set of unit upper triangular matrices \(^4\) in \( \mathbb{C}^{n \times n} \), uniform boundedness is equivalent to uniform boundedness of inverse.

**Lemma 3.3.** If the matrix \( A \in \mathbb{C}^{n \times n} \) is a unit upper triangular matrix with \( \|A\| \leq \alpha \), then one has that \( \|A^{-1}\| \leq (n\alpha)^{n-1} \).

**Proof.** Let the column partitioning of the strictly upper triangular component of \( A \) be
\[
U := A - I = \begin{pmatrix} 0 & u_2 & \cdots & u_n \end{pmatrix}.
\]
Denote the \( i \)-th column of the identity matrix \( I \) as \( e_i \). It is clear that \( e_i^\top u_j = 0 \) for \( 2 \leq j \leq i \leq n \). Therefore, one can obtain that
\[
A = I + u_n e_n^\top + u_{n-1} e_{n-1}^\top + \ldots + u_2 e_2^\top = (I + u_n e_n^\top) (I + u_{n-1} e_{n-1}^\top) \ldots (I + u_2 e_2^\top),
\]
and that
\[
I = (I + u_j e_j^\top) (I - u_j e_j^\top), \quad \text{for } j = 2, 3, \ldots, n,
\]
which yields that
\[
A^{-1} = (I - u_2 e_2^\top) (I - u_3 e_3^\top) \ldots (I - u_n e_n^\top).
\]
By the equivalence of 1-norm and 2-norm for matrices, one can obtain that
\[
\|I - u_j e_j^\top\| \leq \sqrt{n} \|I - u_j e_j^\top\|_1 \leq \sqrt{n} \|A\|_1 \leq n \|A\| \leq n\alpha,
\]
for each \( j = 2, 3, \ldots, n \). Therefore, one can obtain that
\[
\|A^{-1}\| \leq \|I - u_2 e_2^\top\| \|I - u_3 e_3^\top\| \ldots \|I - u_n e_n^\top\| \leq (n\alpha)^{n-1},
\]
which completes the proof.

We are now set to prove our main result.

**Proof of Theorem 2.3.** First we assume that the set of matrices \( \mathcal{F} \) satisfies (2.2). By Lemma 3.2, each matrix in \( \mathcal{F} \) is quasi-stable. For each \( M \in \mathcal{F}, \; z \in \mathbb{H}, \; \text{and} \; \lambda \in \sigma(M) = \sigma(M) \setminus \mathbb{H}, \) one has that
\[
0 < \Re(z) \leq \Re(z - \lambda) \leq |z - \lambda|,
\]
which yields that
\[
\sup_{M \in \mathcal{F}} \sup_{z \in \mathbb{H}} (\Re(z) \cdot \|(zI - M)^{-1}\|) \leq \sup_{M \in \mathcal{F}} \sup_{z \in \mathbb{H}} \frac{\|(zI - M)^{-1}\|}{\max_{\lambda \in \sigma(M) \setminus \mathbb{H}} |z - \lambda|^{-1}} = \sup_{M \in \mathcal{F}} K(M) < +\infty.
\]

\(^4\)Recall that a unit upper triangular matrix is an upper triangular matrix with 1 on the diagonal.
Therefore, the set of matrices $F$ is uniformly quasi-stable thanks to Theorem 2.2.

Conversely, we assume that $F$ is uniformly quasi-stable. At this time, the spectrum $\sigma(M)$ is a subset of the closed left half-plane $\mathbb{H}^c$ for each $M \in F$. Using the notations in the third condition of Theorem 2.2, we denote the diagonal component and the strictly upper triangular component of $SMS^{-1}$ by $D$ and $N$, respectively, that is,

$$D = D(M) = \text{diag}\{b_{11}, b_{22}, \ldots, b_{nn}\}, \quad N = N(M) = SMS^{-1} - D.$$

By direct calculation, for any $z \in \mathbb{H}$, one has that

$$(zI - M)^{-1} = S^{-1}(zI - D - N)^{-1}S = S^{-1}(I - (zI - D)^{-1}N)^{-1}(zI - D)^{-1}S,$$

which yields that

$$\|(zI - M)^{-1}\| \leq \kappa(S) \cdot \left\|(I - (zI - D)^{-1}N)^{-1}\right\| \cdot \|(zI - D)^{-1}\|,$$

where the condition number of $S$ can be estimated as

$$\kappa(S) := \|S\| \cdot \|S^{-1}\| \leq \left(\frac{\|S\| + \|S^{-1}\|}{4}\right)^2 \leq \frac{K_{31}^2}{4}.$$

For each $1 \leq i < j \leq n$, the absolute value of the $(i, j)$-th entry of $(zI - D)^{-1}N$ is

$$|b_{ij}| \leq \frac{K_{32} |\Re(b_{ii})|}{|z - b_{ii}|} \leq K_{32}.$$

Lemma 3.3 yields that there exists a constant $C > 0$ dependent on $n$ and $K_{32}$ such that

$$\left\|(I - (zI - D)^{-1}N)^{-1}\right\| \leq C,$$

since the matrix $I - (zI - D)^{-1}N$ is unit upper triangular. We notice that

$$\|(zI - D)^{-1}\| = \max_{\lambda \in \sigma(M)} \frac{|z - \lambda|^{-1}}{|z - \lambda|} = \max_{\lambda \in \sigma(M) \setminus \mathbb{H}} |z - \lambda|^{-1}.$$

Therefore, we have that

$$\sup_{M \in F} \mathcal{K}(M) \leq \frac{K_{31}^2 C}{4} < +\infty,$$

which completes the proof of the theorem.

4. Discussions. In this section, we generalize our main theorem and discuss its relationships with several previous results.

4.1. Resolvent estimate in the resolvent set. From the proof of the necessity part of Theorem 2.3, one can observe that it is not essential to take $z$ in the open right half-plane $\mathbb{H}$ to obtain a resolvent estimate as in (2.3). Given a matrix $M \in F$ and a number $r > 0$, let us denote

$$S(M, r) := \left\{ z \in \mathbb{C} : \max_{\lambda \in \sigma(M)} \frac{|\Re(\lambda)|}{|z - \lambda|} \leq \frac{1}{r} \right\}.$$

The following theorem provides a resolvent estimate at any point in the resolvent set. Similar results can be found in [5].
Theorem 4.1. If a set of matrices $\mathcal{F}$ is uniformly quasi-stable, then there exists a positive constant $K$ such that

$$
\|(zI - M)^{-1}\| \leq K \left(1 + \frac{1}{r}\right)^{n-1} \max_{\lambda \in \sigma(M)} |z - \lambda|^{-1},
$$

for all $M \in \mathcal{F}$, $r > 0$ and $z \in S(M,r)$.

Proof. Let us take $M \in \mathcal{F}$, $r > 0$ and $z \in S(M,r)$. Using the notations in the third condition of Theorem 2.2, for each $1 \leq i < j \leq n$, one can obtain that

$$
\frac{|b_{ij}|}{|z - b_{ii}|} \leq \frac{K_{32}|R(b_{ii})|}{|z - b_{ii}|} \leq \frac{K_{32}}{r},
$$

which is analogous to (3.2). According to Lemma 3.3, it follows that there exists a constant $C$ dependent on $n$ and $K_{32}$ such that

$$
\left\|(I - (zI - D)^{-1}N)^{-1}\right\| \leq C \left(1 + \frac{1}{r}\right)^{n-1}.
$$

Hence the proof is completed by a similar argument in the proof of Theorem 2.3.

4.2. Power-bounded matrices. Analogous results for power-bounded matrices can be proved in a similar way. Let us recall the following Kreiss matrix theorem [2] for power-bounded matrices.

Theorem 4.2 (Kreiss matrix theorem. See Satz 4.1 of [2]). Let $\mathcal{F}$ denote a set of matrices in $\mathbb{C}^{n \times n}$. The following four conditions are equivalent.

1. There exists a constant $K_1$ such that $\|M^\nu\| \leq K_1$ for all $M \in \mathcal{F}$ and $\nu \in \mathbb{N}$.
2. There exists a constant $K_2$ such that

$$
\left\|(zI - M)^{-1}\right\| \leq \frac{K_2}{|z| - 1},
$$

for all $M \in \mathcal{F}$ and $z \in \mathbb{C}$ with $|z| > 1$.

3. There exist constants $K_{31}$, $K_{32}$ such that for each $M \in \mathcal{F}$, there exists a transformation $S = S(M)$ with $\|S\| + \|S^{-1}\| \leq K_{31}$, the matrix $SM^{-1}$ is upper triangular,

$$
SMS^{-1} = \begin{pmatrix}
    b_{11} & b_{12} & \cdots & b_{1n} \\
    b_{22} & \ddots & \cdots & \vdots \\
    \vdots & \ddots & \ddots & \vdots \\
    b_{nn} & & \cdots & b_{nn}
\end{pmatrix},
$$

the diagonal is ordered,

$$
1 \geq |b_{11}| \geq |b_{22}| \geq \cdots \geq |b_{nn}|,
$$

and the upper diagonal elements satisfy the estimate

$$
|b_{ij}| \leq K_{32}(1 - |b_{ii}|), \quad 1 \leq i < j \leq n.
$$

4. There exists a positive constant $K_4$ such that for each $M \in \mathcal{F}$, there exists a Hermitian matrix $H = H(M)$ such that

$$
K_4^{-1}I \leq H \leq K_4I, \quad \lambda^*HM \leq H.
$$
Similar to Subsection 4.1, we would like to give a resolvent estimate for a set of uniformly power-bounded matrices $F$ at any point in the resolvent set. Given a matrix $M \in F$ and a number $r > 0$, let us denote
\[
T(M, r) := \left\{ z \in \mathbb{C} : \max_{\lambda \in \sigma(M)} \frac{1 - |\lambda|}{|z - \lambda|} \leq \frac{1}{r} \right\}.
\]
We have the following theorem. The second conclusion of Theorem 4.3 can be found in [8].

**Theorem 4.3.** If a set of matrices $F$ satisfies any condition of Theorem 4.2, then there exists a positive constant $K$ such that
\[
\|(zI - M)^{-1}\| \leq K \left(1 + \frac{1}{r}\right)^{n-1} \max_{\lambda \in \sigma(M)} |z - \lambda|^{-1},
\]
for all $M \in F$, $r > 0$ and $z \in T(M, r)$. In particular, one has that
\[
\sup_{M \in F} \sup_{|z| > 1} \max_{\lambda \in \sigma(M)} \frac{\|(zI - M)^{-1}\|}{|z - \lambda|^{-1}} < +\infty.
\]

**Proof.** Let us take $M \in F$, $r > 0$ and $z \in T(M, r)$. Using the notations in the third condition of Theorem 4.2, for each $1 \leq i < j \leq n$, one can obtain that
\[
\frac{|b_{ij}|}{|z - b_{ii}|} \leq \frac{K_{32}(1 - |b_{ii}|)}{|z - b_{ii}|} \leq \frac{K_{32}}{r}.
\]
The remainder of the proof of the first conclusion is analogous to that in Theorem 4.1. The second conclusion follows from an observation that
\[
|z - \lambda| \geq |z| - |\lambda| > 1 - |\lambda| \geq 0,
\]
for each $\lambda \in \sigma(M)$ and $z \in \mathbb{C}$ with $|z| > 1$, and thus $z \in T(M, 1)$.

5. Conclusions. We establish a sharper resolvent estimate under the same conditions as those of the Kreiss matrix theorem. The new resolvent estimate can be used to derive sharper estimates for well-posed Cauchy problems. As future work, it is unknown how the sharpest constant $K$ in the estimate (2.3) depends on the dimension $n$. It would also be interesting to know how the results in this paper can be generalized to certain classes of linear operators on Hilbert space.
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