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Abstract: In this paper, we introduce two kinds of Lie conformal algebras associated with the loop Schrödinger-Virasoro Lie algebra and the extended loop Schrödinger-Virasoro Lie algebra, respectively. The conformal derivations, the second cohomology groups of these two conformal algebras are completely determined. And nontrivial free conformal modules of rank one and $\mathbb{Z}$-graded free intermediate series modules over these two conformal algebras are also classified in the present paper.
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1 Introduction

Lie conformal algebras encode an axiomatic description of the operator product expansion of chiral fields in conformal field theory, whose notion was introduced in [10, 11]. They turned out to be an adequate tool for the realization of the program of the study of Lie (super)algebras and associative algebras (and their representations), satisfying the sole locality property. Lie conformal algebras play important roles in quantum field theory, vertex algebras and integrable systems. In addition, Lie conformal algebras have close connections to Hamiltonian formalism in the theory of nonlinear evolution. The structure theory and representation theory of Lie conformal algebras were intensively studied (see, e.g., [1, 3, 4, 6, 7, 13–17]). In this paper, we investigate derivation algebras, second cohomology groups and some free modules over conformal algebras associated with loop algebras of the Schrödinger-Virasoro Lie algebra and its extended algebra.

The Schrödinger-Virasoro Lie algebra was introduced in the context of nonequilibrium statistical physics during the process of investigating the free Schrödinger equations in [9]. There are two sectors of this type Lie algebras, i.e., the original one and the twisted one, both of which are closely related to the Schrödinger algebra and the Virasoro algebra, which play important roles in many areas of mathematics and physics and have been investigated in a series of papers (see, e.g., [2, 8, 12, 18]). The (extended) loop Schrödinger-Virasoro algebra is the Lie algebra of the tensor product of the (extended) Schrödinger-Virasoro algebra and the Laurent polynomial algebra. What we consider in this paper are the loop Schrödinger-Virasoro Lie conformal algebra and the extended loop Schrödinger-Virasoro Lie conformal algebra. The loop Schrödinger-Virasoro algebra $\mathfrak{sv}$ is a Lie algebra with basis
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\{L_{m,i}, M_{m,i}, Y_{p,i} \mid m, i \in \mathbb{Z}, p \in \frac{1}{2} + \mathbb{Z}\} subject to the following nontrivial Lie brackets:

\begin{align*}
[L_{m,i}, L_{n,j}] &= (m - n)L_{m+n,i+j}, \quad [L_{m,i}, M_{n,j}] = -nM_{m+n,i+j}, \\
[L_{m,i}, Y_{p,j}] &= \left(\frac{m}{2} - p\right)Y_{m+p,i+j}, \quad [Y_{p,i}, Y_{q,j}] = (p - q)M_{p+q,i+j}
\end{align*} \tag{1.1}

for any \(m, n, i, j \in \mathbb{Z}\) and \(p, q \in \frac{1}{2} + \mathbb{Z}\). The extended loop Schrödinger-Virasoro \(\mathfrak{s}\mathfrak{sv}\) is a Lie algebra with basis \(\{L_{m,i}, M_{m,i}, Y_{p,i}, N_{m,i} \mid m, i \in \mathbb{Z}, p \in \frac{1}{2} + \mathbb{Z}\}\) satisfying the nontrivial Lie brackets defined in (1.1) and in addition:

\begin{align*}
[L_{m,i}, N_{n,j}] &= -nN_{m+n,i+j}, \quad [N_{m,i}, Y_{p,j}] = Y_{m+p,i+j}, \quad [N_{m,i}, M_{n,j}] = 2M_{m+n,i+j}
\end{align*} \tag{1.2}

for any \(m, n, i, j \in \mathbb{Z}\) and \(p \in \frac{1}{2} + \mathbb{Z}\).

In this paper, we associate the loop Schrödinger-Virasoro Lie algebra and the extended loop Schrödinger-Virasoro Lie algebra with two Lie conformal algebras, called the loop Schrödinger-Virasoro Lie conformal algebra and the extended loop Schrödinger-Virasoro Lie conformal algebra, respectively. The loop Schrödinger-Virasoro Lie conformal algebra \(cs\mathfrak{v}\) has a \(\mathbb{C}[\partial]\)-basis \(\{L_i, M_i, Y_i \mid i \in \mathbb{Z}\}\) satisfying the following nonvanishing \(\lambda\)-brackets:

\begin{align*}
[L_i, L_j] &= (\partial + 2\lambda)L_{i+j}, \quad [L_i, M_j] = (\partial + \lambda)M_{i+j}, \quad [M_i, L_j] = \lambda M_{i+j}, \\
[L_i, Y_j] &= (\partial + \frac{3}{2}\lambda)Y_{i+j}, \quad [Y_i, L_j] = (\frac{1}{2}\partial + \frac{3}{2}\lambda)Y_{i+j}, \quad [Y_i, Y_j] = (\partial + 2\lambda)M_{i+j}
\end{align*} \tag{1.3} \tag{1.4}

for any \(i, j \in \mathbb{Z}\). And the extended loop Schrödinger-Virasoro Lie conformal algebra \(cs\mathfrak{sv}\) has a \(\mathbb{C}[\partial]\)-basis \(\{L_i, M_i, Y_i, N_i \mid i \in \mathbb{Z}\}\) subject to the nonvanishing \(\lambda\)-brackets defined in (1.3) and (1.4) together with the following nonvanishing relations:

\begin{align*}
[L_i, N_j] &= (\partial + \lambda)N_{i+j}, \quad [N_i, L_j] = \lambda N_{i+j}, \quad [N_i, M_j] = 2M_{i+j}, \\
[M_i, N_j] &= -2M_{i+j}, \quad [N_i, Y_j] = Y_{i+j}, \quad [Y_i, N_j] = -Y_{i+j}
\end{align*} \tag{1.5} \tag{1.6}

for any \(i, j \in \mathbb{Z}\).

We remark that the loop Schrödinger-Virasoro Lie conformal algebra and the extended loop Schrödinger-Virasoro Lie conformal algebra both contain

\[CV = \bigoplus_{i \in \mathbb{Z}} \mathbb{C}[\partial]L_i \quad \text{and} \quad CHV = \bigoplus_{i \in \mathbb{Z}} (\mathbb{C}[\partial]L_i \oplus \mathbb{C}[\partial]M_i)\]

as their subalgebras which are isomorphic to the loop Virasoro Lie conformal algebra and loop Heisenberg-Virasoro Lie conformal algebra, respectively. So some results about these two Lie conformal algebras in [17] and [6] can be applied in the present paper.

The rest of this paper is organized as follows. In Section 2, we will define \(cs\mathfrak{v}\) and \(cs\mathfrak{sv}\) after recalling some basic definitions of Lie conformal algebras. In Sections 3 and 4, conformal
derivations and second cohomology groups of $\mathfrak{csv}$ and $\mathfrak{csv}$ are investigated. Furthermore, nontrivial free conformal modules of rank one and $\mathbb{Z}$-graded free intermediate series modules over $\mathfrak{csv}$ and $\mathfrak{csv}$ are classified in Sections 5 and 6, respectively.

Throughout this paper, all vector spaces, linear maps, and tensor products are considered to be over the field $\mathbb{C}$ of complex numbers. We denote by $\mathbb{C}$, $\mathbb{C}^*$ and $\mathbb{Z}$ the sets of complex numbers, nonzero complex numbers and integers, respectively. The main results of the present paper are summarized in Theorems 3.2, 4.1, 5.2 and 6.2.

2 Preliminaries

In this section, we recall some basic definitions and results related to Lie conformal algebras in [4, 10, 11] for later use. A formal distribution with coefficients in a vector space $U$ is a power series of the following form:

$$a(z) = \sum_{n \in \mathbb{Z}} a(n) z^{-n-1},$$

where $a(n) \in U$ and $z$ is an indeterminate. The vector space of these series is denoted by $U[[z, z^{-1}]]$. A formal distribution $a(z, w)$ in two variables is similarly defined as a series of the form $\sum_{m,n \in \mathbb{Z}} a(m,n) z^{-m-1} w^{-n-1}$, and the space of these series is denoted by $U[[z, z^{-1}, w, w^{-1}]].$

A formal distribution $a(z, w) \in U[[z, z^{-1}, w, w^{-1}]]$ is called local if there exists some positive integer $N$ such that

$$(z - w)^N a(z, w) = 0.$$  

Let $\mathfrak{g}$ be a Lie algebra. Two formal distributions $a(z), b(z) \in \mathfrak{g}[[z, z^{-1}]]$ are called pairwise local if $[a(z), b(w)]$ is local in $\mathfrak{g}[[z, z^{-1}, w, w^{-1}]].$

Definition 2.1. ([4]) A formal distribution Lie algebra is a pair $(\mathfrak{g}, F)$, where $\mathfrak{g}$ is a Lie algebra and $F$ is a family of pairwise local formal distributions whose coefficients $F$ span $\mathfrak{g}$.

The delta distribution is the $\mathbb{C}$-valued formal distribution

$$\delta(z, w) = \sum_{n \in \mathbb{Z}} z^n w^{-n-1}.$$  

The following proposition describes an equivalent condition for a formal distribution to be local.

Proposition 2.2. ([11]) A formal distribution $a(z, w) \in U[[z, z^{-1}, w, w^{-1}]]$ is local if and only if $a(z, w)$ can be written as

$$a(z, w) = \sum_{j=0}^{\infty} c^j(w) \frac{\partial_j^w \delta(z, w)}{j!} \quad \text{(finite sum)}$$

for some $c^j(w) \in U[[w, w^{-1}]].$
Definition 2.3. (i) (11) A Lie conformal algebra is a $\mathbb{C}[\partial]$-module $R$ endowed with a $\lambda$-bracket $[a, b]_\lambda$ which defines a linear map $R \otimes R \to R[\lambda]$, where $\lambda$ is an indeterminate and $R[\lambda] = \mathbb{C}[\lambda] \otimes R$, subject to the following axioms:

\[
[a, b]_\lambda = -[b, a]_\lambda - \lambda [a, b], \\
[a, b]_\lambda = (\partial + \lambda)[a, b], \\
[a, b]_\lambda = -[b, -\lambda a]_\lambda, \\
[a, b]_\lambda = [[a, b]_\lambda, c] + [b, [a, c]]_\lambda
\]

for all $a, b, c \in R$.

(ii) A Lie conformal algebra $R$ is called $\mathbb{Z}$-graded if $R = \bigoplus_{i \in \mathbb{Z}} R_i$, where each $R_i$ is a $\mathbb{C}[\partial]$-submodule such that $[R_i, R_j] \subset R_{i+j}[\lambda]$ for any $i, j \in \mathbb{Z}$.

Note that $c\mathfrak{sv} = \bigoplus_{i \in \mathbb{Z}} c\mathfrak{sv}_i$ is $\mathbb{Z}$-graded with

\[c\mathfrak{sv}_i = \mathbb{C}[\partial] L_i \oplus \mathbb{C}[\partial] M_i \oplus \mathbb{C}[\partial] Y_i \oplus \mathbb{C}[\partial] N_i\]

and $c\mathfrak{sv}$ is its $\mathbb{Z}$-graded subalgebra.

Definition 2.4. (13) A conformal module $M$ over a Lie conformal algebra $R$ is a $\mathbb{C}[\partial]$-module endowed with a $\lambda$-action $R \otimes M \to M[\lambda]$ such that

\[
(\partial a) \lambda v = -\lambda a \lambda v, \quad a \lambda (\partial v) = (\partial + \lambda) a \lambda v, \quad a \lambda (b \mu v) = [a, b]_{\lambda+\mu} v,
\]

for all $a, b \in R$, $v \in M$.

Suppose that $(\mathfrak{g}, F)$ is a formal distribution Lie algebra. Define

\[\lambda(a(w), b(w)) = F^{\lambda}_{z,w}[a(z), b(w)]\]

for any $a(w), b(w) \in F$. Then

\[\lambda(a(w), b(w)) = F^{\lambda}_{z,w}[a(z), b(w)] = \text{Res}_z e^{\lambda(z-w)} \sum_{j=0}^{\infty} \frac{\partial^j}{j!} \delta(z, w) = \sum_{j=0}^{\infty} \frac{\lambda^j}{j!} c^j(w), \quad (2.2)\]

where we have assumed $[a(z), b(w)] = \sum_{j=0}^{\infty} \frac{\partial^j}{j!} \delta(z, w)$ for some $c^j(w) \in \mathfrak{g}[[w, w^{-1}]]$ by Proposition (2.2) and used the fact $\frac{1}{j!(j+1)}(z-w)\partial_w^{j+1}\delta(z, w) = \frac{1}{j!}\partial_w^j\delta(z, w)$ for any nonnegative integer $j$. One can easily check that these $\lambda$-brackets satisfy relations (2.1). Given a formal distribution Lie algebra $(\mathfrak{g}, F)$, we may always include $F$ in the minimal family $F^c$ of pairwise local distributions which is closed under the derivative $\partial$ (the action of $\partial$ on an element $a(w) \in F^c$ is given by $\partial_w a(w) = (\partial a)(w)$) and the $\lambda$-brackets. An important fact worthwhile to point out is that $(\mathfrak{g}, F^c)$ actually forms a Lie conformal algebra of $\mathfrak{g}$. 
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\[ L_i(z) = \sum_{n \in \mathbb{Z}} L_{n,i} z^{-n-2}, \quad M_i(z) = \sum_{n \in \mathbb{Z}} M_{n,i} z^{-n-1}, \]
\[ Y_i(z) = \sum_{p \in \frac{1}{2} + \mathbb{Z}} Y_{p,i} z^{-p-\frac{3}{2}}, \quad N_i(z) = \sum_{n \in \mathbb{Z}} N_{n,i} z^{-n-1} \]
for any \( i \in \mathbb{Z} \). Then a straightforward computation by using (1.1) and (1.2) shows
\[ [L_i(z), L_j(w)] = (\partial w L_{i+j}(w)) \delta(z, w) + 2L_{i+j}(w) \partial w \delta(z, w), \]
\[ [L_i(z), M_j(w)] = (\partial w M_{i+j}(w)) \delta(z, w) + M_{i+j}(w) \partial w \delta(z, w), \]
\[ [L_i(z), Y_j(w)] = (\partial w Y_{i+j}(w)) \delta(z, w) + \frac{3}{2} Y_{i+j}(w) \partial w \delta(z, w), \]
\[ [Y_i(z), Y_j(w)] = (\partial w Y_{i+j}(w)) \delta(z, w) + \frac{1}{2} Y_{i+j}(w) \partial w \delta(z, w), \]
\[ [L_i(z), N_j(w)] = (\partial w N_{i+j}(w)) \delta(z, w) + N_{i+j}(w) \partial w \delta(z, w), \]
\[ [N_i(z), M_j(w)] = 2M_{i+j}(w) \delta(z, w), \]
\[ [N_i(z), Y_j(w)] = Y_{i+j}(w) \delta(z, w), \quad \forall i, j \in \mathbb{Z}. \] (2.3)

It follows from (2.2) and (2.3) that
\[ [L_i(w), L_j(w)] = (\partial + 2\lambda) L_{i+j}(w), \quad [L_i(w), M_j(w)] = (\partial + \lambda) M_{i+j}(w), \]
\[ [L_i(w), Y_j(w)] = (\partial + \frac{3}{2} \lambda) Y_{i+j}(w), \quad [Y_i(w), Y_j(w)] = (\partial + 2\lambda) M_{i+j}(w), \]
\[ [L_i(w), N_j(w)] = (\partial + \lambda) N_{i+j}(w), \quad [N_i(w), M_j(w)] = 2M_{i+j}(w), \]
\[ [N_i(w), Y_j(w)] = Y_{i+j}(w), \quad \forall i, j \in \mathbb{Z}, \]
which are consistent with relations (1.3)-(1.6).

### 3 Conformal derivations of \( csV \) and \( c\overline{sv} \)

In this section, we first recall some definitions related to conformal derivations. Let \( R \) be a Lie conformal algebra. Then a linear map \( d_\lambda : R \rightarrow R[\lambda] \) is called a conformal derivation of \( R \) if
\[ d_\lambda(\partial a) = (\partial + \lambda) d_\lambda a, \quad d_\lambda([a_\mu b]) = [[d_\lambda a]_{\lambda+\mu} b] + [a_\mu (d_\lambda b)] \quad \text{for any} \ a, b \in R. \]

For simplicity, we denote \( d_\lambda \) by \( d \). For any \( x \in R \), we can easily get the map \( \text{ad}_x \) defined by \( (\text{ad}_x)_y = [x, y] \) for \( y \in R \) is a conformal derivation of \( R \). All conformal derivations of this kind are called inner. Denote by \( \text{Der} \ (R) \) and \( \text{Inn} \ (R) \) the vector spaces of all conformal derivations and inner conformal derivations of \( R \), respectively.

Now we aim to compute conformal derivations of the loop Schrödinger-Virasoro Lie conformal algebra \( csV \) and the extended loop Schrödinger-Virasoro Lie conformal algebra \( c\overline{sv} \).
Denote 
\[ C^n = \{ \tilde{a} = (a_c)_{c \in \mathbb{Z}} \mid a_c \in C \text{ and } a_c = 0 \text{ for all but finitely many } c's \}. \]

For each \( \tilde{a} \in C^n \), we define 
\[ D_{\tilde{a}}(L_i) = \sum_{c \in \mathbb{Z}} a_c M_{i+c}, \quad D_{\tilde{a}}(M_i) = 0 \quad \text{and} \quad D_{\tilde{a}}(Y_i) = 0 \quad \text{for all } i \in \mathbb{Z}. \]

Clearly, \( D_{\tilde{a}} \in \text{Der}(csv) \), and we denote the set of all such conformal derivations by \( C^n \).

It is easy to verify that \( D_{\tilde{a}} \in \text{Inn}(csv) \) implies \( D_{\tilde{a}} = 0 \), which is equivalent to saying \( \text{Inn}(csv) \cap C^n = 0 \).

Let \( R \) be a \( Z \)-graded Lie conformal algebra. For any \( D \in \text{Der}(R) \) and \( c \in \mathbb{Z} \), define 
\[ D^c(x_i) = \pi_{i+c}D(x_i), \quad \forall x_i \in R_i, \]
where \( \pi_k \) is the natural projection from \( C[\lambda] \otimes R \) onto \( C[\lambda] \otimes R_k \). Then \( D^c \) is a conformal derivation and \( D = \sum_{c \in \mathbb{Z}} D^c \) in the sense that for any \( x \in R \) only finitely many \( D^c(x) \neq 0 \).

Let \( (\text{Der}(R))^c \) be the space of conformal derivations of degree \( c \), i.e.,
\[ (\text{Der}(R))^c = \left\{ D \in \text{Der}(R) \mid D(\lambda R_i) \subset R_{i+c}[\lambda], \quad \forall i \in \mathbb{Z} \right\}. \]

**Lemma 3.1.** For any \( D^c \in (\text{Der}(csv))^c \), there exists an \( a_c \in C \) such that \( D^c - D_{\tilde{a}} \in \text{Inn}(csv) \), where \( \tilde{a} \in C^n \) with the \( c \)-th entry \( a_c \) and zero elsewhere.

**Proof.** Assume 
\[ D^c(L_i) = f_{1,i}(\partial, \lambda)L_{i+c} + f_{2,i}(\partial, \lambda)M_{i+c} + f_{3,i}(\partial, \lambda)Y_{i+c} \] (3.1)
for any \( i \in \mathbb{Z} \) and some \( f_{j,i}(\partial, \lambda) \in C[\partial, \lambda] \). It follows from applying \( D^c \) to \( [L_0, \mu, L_i] = (\partial + 2\mu)L_i \) that
\[
(\partial + \lambda + 2\mu)(f_{1,i}(\partial, \lambda)L_{i+c} + (\partial + 2\mu)f_{1,i}(\partial + \mu, \lambda)L_{i+c}) + \\
(\partial + \lambda + 2\mu)(f_{2,i}(\partial, \lambda)L_{i+c} + (\partial + 2\mu)f_{2,i}(\partial + \mu, \lambda)L_{i+c}) + \\
(\partial + \lambda + 2\mu)(f_{3,i}(\partial, \lambda)L_{i+c} + (\partial + 2\mu)f_{3,i}(\partial + \mu, \lambda)L_{i+c}) \]
from which by respectively comparing the coefficients of \( L_{i+c}, M_{i+c} \) and \( Y_{i+c} \) one has 
\[
(\partial + \lambda + 2\mu)f_{1,i}(\partial, \lambda) = (\partial + 2\lambda + 2\mu)f_{1,i}(\partial - \mu, \lambda) + (\partial + 2\mu)f_{1,i}(\partial + \mu, \lambda), \\
(\partial + \lambda + 2\mu)f_{2,i}(\partial, \lambda) = (\partial + \lambda + 2\mu)f_{2,i}(\partial - \mu, \lambda) + (\partial + \mu)f_{2,i}(\partial + \mu, \lambda), \\
(\partial + \lambda + 2\mu)f_{3,i}(\partial, \lambda) = \frac{1}{2}(\partial + 3\lambda + 3\mu)f_{3,i}(\partial - \mu, \lambda) + (\partial + \mu)f_{3,i}(\partial + \mu, \lambda). 
\]
In particular, setting $\mu = 0$ in above three relations, we correspondingly have:

\[
\lambda f_{1,i}(\partial, \lambda) = (\partial + 2\lambda)f_{1,0}(-\lambda, \lambda), \quad (3.2)
\]
\[
\lambda f_{2,i}(\partial, \lambda) = \lambda f_{2,0}(-\lambda, \lambda), \quad (3.3)
\]
\[
\lambda f_{3,i}(\partial, \lambda) = \left(\frac{1}{2}\partial + \frac{3}{2}\lambda\right)f_{3,0}(-\lambda, \lambda). \quad (3.4)
\]

Note that if we set $F_1(\lambda) = \frac{f_{1,0}(\lambda,-\lambda)}{\lambda}$ and $F_3(\lambda) = \frac{f_{3,0}(\lambda,-\lambda)}{\lambda}$, then from (3.2) and (3.4) that both $F_1(\lambda)$ and $F_3(\lambda)$ are elements of $\mathbb{C}[\lambda]$. Write $f_{2,0}(-\lambda, \lambda) = \lambda H(\lambda) + a_c$ for some $H(\lambda) \in \mathbb{C}[\lambda]$ and $a_c \in \mathbb{C}$. Then it follows from replacing $D^c$ by

\[
D^c + \text{ad}_{F_1(\partial)L_c} + \text{ad}_{F_3(\partial)Y_c} - \text{ad}_{H(-\partial)M_c}
\]

and relations (3.2)-(3.4) we see that (3.1) simply turns out to be

\[
D^c_i(L_i) = a_c M_{i+c} \quad \text{for any } i \in \mathbb{Z}.
\]

Assume

\[
D^c_i(M_i) = g_{1,i}(\partial, \lambda)L_{i+c} + g_{2,i}(\partial, \lambda)M_{i+c} + g_{3,i}(\partial, \lambda)Y_{i+c}
\]

for some $g_{j,i}(\partial, \lambda) \in \mathbb{C}[\partial, \lambda]$. Applying $D^c_i$ to $[L_{0, \mu}, M_i] = (\partial + \mu)M_i$ gives rise to

\[
(\partial + \lambda + \mu)(g_{1,i}(\partial, \lambda)L_{i+c} + g_{2,i}(\partial, \lambda)M_{i+c} + g_{3,i}(\partial, \lambda)Y_{i+c})
\]

\[
= (\partial + 2\mu)g_{1,i}(\partial + \mu, \lambda)L_{i+c} + (\partial + \mu)g_{2,i}(\partial + \mu, \lambda)M_{i+c} + (\partial + \frac{3}{2}\mu)g_{3,i}(\partial + \mu, \lambda)Y_{i+c},
\]

which is equivalent to the following three relations:

\[
(\partial + \lambda + \mu)g_{1,i}(\partial, \lambda) = (\partial + 2\mu)g_{1,i}(\partial + \mu, \lambda), \quad (3.5)
\]
\[
(\partial + \lambda + \mu)g_{2,i}(\partial, \lambda) = (\partial + \mu)g_{2,i}(\partial + \mu, \lambda), \quad (3.6)
\]
\[
(\partial + \lambda + \mu)g_{3,i}(\partial, \lambda) = (\partial + \frac{3}{2}\mu)g_{3,i}(\partial + \mu, \lambda), \quad \forall \, i \in \mathbb{Z}. \quad (3.7)
\]

Comparing the highest degrees of monomials with respect to $\lambda$ in (3.5)-(3.7) one can immediately get

\[
g_{1,i}(\partial, \lambda) = g_{2,i}(\partial, \lambda) = g_{3,i}(\partial, \lambda) = 0,
\]

namely, $D^c_i(M_i) = 0$ for any $i \in \mathbb{Z}$. Similarly, one can show that $D^c_i(Y_i) = 0$ for any $i \in \mathbb{Z}$. This completes the proof. \hfill \square

Now we are ready to state the main result of this section.

**Theorem 3.2.** We have the following decompositions:

1. $\text{Der}(c\mathfrak{sv}) = \text{Inn}(c\mathfrak{sv}) \oplus \mathbb{C}^\infty$;
2. $\text{Der}(c\mathfrak{sv}) = \text{Inn}(c\mathfrak{sv})$. 

Proof. (1) For any $D = \sum_{c \in \mathbb{Z}} D^c \in \text{Der}(csv)$ with $D^c \in \big(\text{Der}(csv)\big)^c$, to prove $D \in \text{Inn}(csv) \oplus C^\infty$, it is enough to show that the sum $\sum_{c \in \mathbb{Z}} D^c$ is finite, since by Lemma 3.1

$$(\text{Der}(csv))^c \subseteq \text{Inn}(csv) \oplus C^\infty, \quad \forall \, c \in \mathbb{Z}.\)$$

Suppose not, i.e., $J = \{c \in \mathbb{Z} \mid D^c \neq 0\}$ is an infinite set. Due to Lemma 3.1, we can write each

$$D^c = \text{ad}_{\mu_c(\partial)L_c + \nu_c(\partial)M_c + \omega_c(\partial)Y_c} + D\bar{a}$$

for some $\mu_c(\partial), \nu_c(\partial), \omega_c(\partial) \in \mathbb{C}[\partial]$ and $\bar{a} \in C^\infty$ with the only possible nonzero $c$-th entry $a_c$. Note that

$$D^c\lambda(L_0) = (\partial + 2\lambda)\mu_c(-\lambda)L_c + \lambda\nu_c(-\lambda)M_c + \left(\frac{1}{2}\partial + \frac{3}{2}\lambda\right)\omega_c(-\lambda)Y_c + a_cM_c \neq 0 \quad \text{for any } c \in J.$$ 

Hence,

$$D\lambda(L_0) = \sum_{c \in \mathbb{Z}} (\partial + 2\lambda)\mu_c(-\lambda)L_c + \lambda\nu_c(-\lambda)M_c + \left(\frac{1}{2}\partial + \frac{3}{2}\lambda\right)\omega_c(-\lambda)Y_c + a_cM_c$$

is an infinite sum, which is not an element in $csv$, contradicting the fact that $D$ is a linear map from $csv$ to $csv$.

(2) For this, it suffices to show $(\text{Der}(csv))^c \subseteq \text{Inn}(csv)$ for any $c \in \mathbb{Z}$. Let $D^c \in (\text{Der}(csv))^c$. It follows from the proof of Lemma 3.1 that we may assume

$$D^c\lambda(L_i) = a_cM_{i+c} + r_i(\partial, \lambda)N_{i+c} \quad \text{for some } a_c \in \mathbb{C}, \ r_i(\partial, \lambda) \in \mathbb{C}[\partial, \lambda], \quad (3.8)$$

$$D^c\lambda(M_i) = m_i(\partial, \lambda)N_{i+c} \quad \text{for some } m_i(\partial, \lambda) \in \mathbb{C}[\partial, \lambda]. \quad (3.9)$$

Applying $D^c\lambda$ to $[L_0, \mu]L_i = (\partial + 2\mu)L_i$, we have

$$(\partial + \lambda + 2\mu)(a_cM_{i+c} + r_i(\partial, \lambda)N_{i+c})$$

$$= (\partial + \lambda + 2\mu)a_cM_{i+c} + ((\lambda + \mu)r_0(-\lambda - \mu, \lambda) + (\partial + \mu)r_i(\partial + \mu, \lambda))N_{i+c},$$

which forces

$$(\partial + \lambda + 2\mu)r_i(\partial, \lambda) = (\lambda + \mu)r_0(-\lambda - \mu, \lambda) + (\partial + \mu)r_i(\partial + \mu, \lambda), \quad \forall \, i \in \mathbb{Z}. \quad (3.10)$$

Taking $\mu = 0$ in (3.10), we have $r_i(\partial, \lambda) = r_0(-\lambda, \lambda)$ for all $i \in \mathbb{Z}$. Hence, (3.8) can be rephrased as

$$D^c\lambda(L_i) = a_cM_{i+c} + r_0(-\lambda, \lambda)N_{i+c} \quad \text{for all } i \in \mathbb{Z}.$$ 

It follows from this and applying $D^c\lambda$ to $[L_0, \mu]M_i = (\partial + \mu)M_i$ that

$$2r_0(-\lambda, \lambda) + (\partial + \mu)m_i(\partial + \mu, \lambda) = (\partial + \lambda + \mu)m_i(\partial, \lambda),$$
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which implies
\[ \frac{r_0(-\lambda, \lambda)}{\lambda} = \frac{1}{2} m_i(\partial, \lambda) \in \mathbb{C}[\lambda] \quad \text{for all } i \in \mathbb{Z}. \] (3.11)

Then it follows from replacing $D^c$ by
\[ D^c + \text{ad}_{r_0(\partial, \partial)} N_c \]
and relation (3.11) we see that (3.8) and (3.9) simply turn out to be
\[ D^c_\lambda(L_i) = a_c M_{i+c} \quad \text{and} \quad D^c_\lambda(M_i) = 0, \quad \forall \ i \in \mathbb{Z}. \]

We are going to show $D^c_\lambda = 0$, hence completing the proof. Now assume
\[ D^c_\lambda(N_i) = b_{1,i}(\partial, \lambda)L_{i+c} + b_{2,i}(\partial, \lambda)M_{i+c} + b_{3,i}(\partial, \lambda)Y_{i+c} + b_{4,i}(\partial, \lambda)N_{i+c} \] (3.12)
for any $i \in \mathbb{Z}$ and some $b_{j,i}(\partial, \lambda) \in \mathbb{C}[\partial, \lambda]$. It follows from applying $D^c_\lambda$ to $[L_0, \mu, N_i] = (\partial + \mu)N_i$ we see that
\[ (\partial + \lambda + \mu)D^c_\lambda(N_i) = [L_0, \mu] D^c_\lambda(N_i) - 2a_c M_{i+c}, \quad \forall \ i \in \mathbb{Z}, \]
from which we deduce that
\[ (\partial + \lambda + \mu)b_{2,i}(\partial, \lambda) = (\partial + \mu)b_{2,i}(\partial + \mu, \lambda) - 2a_c, \quad \forall \ i \in \mathbb{Z}, \] (3.13)
where $b_{2,i}(\partial, \lambda) \in \mathbb{C}[\partial, \lambda]$ is assumed to be
\[ D^c_\lambda(N_i) \equiv b_{2,i}(\partial, \lambda)M_{i+c} \pmod{\bigoplus_{i \in \mathbb{Z}, \ X \in \{L,Y,N\}} \mathbb{C}[\partial, \lambda]X_i}. \]
Comparing the highest degrees of both sides of (3.13) with respect to $\lambda$ gives $b_{2,i}(\partial, \lambda) = 0$ for any $i \in \mathbb{Z}$ and then $a_c = 0$. Similarly, one can show that
\[ D^c_\lambda(N_i) \equiv 0 \pmod{\bigoplus_{i \in \mathbb{Z}, \ X \in \{L,M,Y,N\}\{S\}} \mathbb{C}[\partial, \lambda]X_i}} \quad \text{for any } S \in \{L,Y,N\}. \]
To sum up, we have shown
\[ D^c_\lambda(L_i) = D^c_\lambda(M_i) = D^c_\lambda(N_i) = 0, \quad \forall \ i \in \mathbb{Z}. \]
Now it is easy to show that $D^c_\lambda(Y_i) = 0$ for any $i \in \mathbb{Z}$. Hence, $D^c = 0$ for any $c \in \mathbb{Z}$. \qed
4 Second cohomology groups of $\mathfrak{csv}$ and $\tilde{\mathfrak{csv}}$

Throughout this section, we consider the second cohomology groups of $\mathfrak{csv}$ and $\tilde{\mathfrak{csv}}$ and by a complex function we always mean a map from $\mathbb{Z}$ to $\mathbb{C}$.

We shall briefly recall the definition of the second cohomology group (see [1], [13], [14]). Let $R$ be a Lie conformal algebra. A bilinear map $\phi_{\lambda}: R \times R \rightarrow \mathbb{C}[\lambda]$ is called a 2-cocycle on $R$ if the following conditions are satisfied:

\[
\phi_{\lambda}(a, b) = -\phi_{-\lambda}(b, a) \quad \text{skew-symmetry},
\]
\[
\phi_{\lambda}(\partial a, b) = -\lambda \phi_{\lambda}(a, b) = -\phi_{\lambda}(a, \partial b) \quad \text{conformal sesquilinearity},
\]
\[
\phi_{\lambda+\mu}([a \lambda b], c) = \phi_{\lambda}(a, [b \mu c]) - \phi_{\mu}(b, [a \lambda c]) \quad \text{Jacobi identity}
\]

for all $a, b, c \in R$. Denote by $C^2(R, \mathbb{C})$ the vector space of 2-cocycles on $R$. For any linear map $f: R \rightarrow \mathbb{C}[\lambda]$, one can define a 2-cocycle $df$ as follows:

\[
(df)_{\lambda}(x, y) = -f([x \lambda y]), \quad \forall x, y \in R. \tag{4.1}
\]

Such a 2-cocycle is called a 2-coboundary on $R$. Denote by $B^2(R, \mathbb{C})$ the vector space of 2-coboundaries on $R$. The quotient space

\[
H^2(R, \mathbb{C}) = C^2(R, \mathbb{C})/B^2(R, \mathbb{C})
\]

is called the second cohomology group of $R$. It is well-known fact that the second cohomology group of $R$ is closely related to central extensions of $R$. To be more precise, there is a one-to-one correspondence between the set of equivalence classes of one-dimensional central extensions of $R$ by $\mathbb{C}$ and the second cohomology group of $R$.

We are going to determine the second cohomology group of $\mathfrak{csv}$. Now let $\phi'$ be a 2-cocycle of $\mathfrak{csv}$ (resp. $\tilde{\mathfrak{csv}}$). Define a linear map $f$ from $\mathfrak{csv}$ (resp. $\tilde{\mathfrak{csv}}$) to $\mathbb{C}$ as follows:

\[
f(L_i) = \frac{1}{2} \frac{d}{d\lambda} \phi'_{\lambda}(L_i, L_0)|_{\lambda=0}, \quad f(M_i) = \frac{d}{d\lambda} \phi'_{\lambda}(M_i, L_0)|_{\lambda=0},
\]
\[
f(Y_i) = \frac{2}{3} \frac{d}{d\lambda} \phi'_{\lambda}(Y_i, L_0)|_{\lambda=0} \quad \text{(resp. } f(N_i) = \frac{d}{d\lambda} \phi'_{\lambda}(N_i, L_0)|_{\lambda=0}, \quad \forall i \in \mathbb{Z}.
\]
Set $\phi = \phi' + df$, where $df$ is defined in (4.1). For any $i \in \mathbb{Z}$, we have
\[
\frac{d}{d\lambda} \phi_\lambda(L_i, L_0)|_{\lambda=0} = \frac{d}{d\lambda} \phi'_\lambda(L_i, L_0)|_{\lambda=0} + \frac{d}{d\lambda} (df)_\lambda(L_i, L_0)|_{\lambda=0}
\]
\[
= \frac{d}{d\lambda} \phi'_\lambda(L_i, L_0)|_{\lambda=0} - \frac{\partial}{\partial \mu} \left( \frac{\partial \phi'_\mu([L_i, L_0], L_0)|_{\mu=0}}{\partial \mu} \right)|_{\lambda=0}
\]
\[
= \frac{d}{d\lambda} \phi'_\lambda(L_i, L_0)|_{\lambda=0} - \frac{\partial}{\partial \mu} \left( (2\lambda - \mu) \phi'_\mu(L_i, L_0)|_{\mu=0} \right)|_{\lambda=0}
\]
\[
= \frac{d}{d\lambda} \phi'_\lambda(L_i, L_0)|_{\lambda=0} - \frac{\partial}{\partial \mu} \left( (2\lambda - \mu) \phi'_\mu(L_i, L_0)|_{\lambda=0} \right)|_{\mu=0} = 0.
\]

Similarly,
\[
\frac{d}{d\lambda} \phi_\lambda(M_i, L_0)|_{\lambda=0} = \frac{d}{d\lambda} \phi_\lambda(Y_i, L_0)|_{\lambda=0} = 0 \text{ (resp. } \frac{d}{d\lambda} \phi_\lambda(N_i, L_0)|_{\lambda=0} = 0), \quad \forall \ i \in \mathbb{Z}. \tag{4.2}
\]

Using the Jacobi identity on $(L_i, L_j, L_k)$, we obtain
\[
(\lambda - \mu) \phi_{\lambda+\mu}(L_{i+j}, L_k) = (\lambda + 2\mu) \phi_\lambda(L_i, L_{j+k}) - (\mu + 2\lambda) \phi_\mu(L_j, L_{i+k}) \tag{4.3}
\]
for any $i, j, k \in \mathbb{Z}$. Setting $k = 0$ in (4.3) gives rise to
\[
0 = (\lambda - \mu) \phi_{\lambda+\mu}(L_{i+j}, L_0) - (\lambda + 2\mu) \phi_\lambda(L_i, L_j) + (\mu + 2\lambda) \phi_\mu(L_j, L_i)|_{\mu=-\lambda}
\]
\[
= -\phi_0(L_{i+j}, L_0) + 2\lambda \frac{\partial}{\partial \mu} \phi_{\lambda+\mu}(L_{i+j}, L_0)|_{\mu=-\lambda} +
\]
\[
\frac{\partial}{\partial \mu} (-(\lambda + 2\mu) \phi_\lambda(L_i, L_j) + (\mu + 2\lambda) \phi_\mu(L_j, L_i)|_{\mu=-\lambda}
\]
\[
= -\phi_0(L_{i+j}, L_0) - 3\phi_\lambda(L_i, L_j) + \lambda \frac{d}{d\lambda} \phi_\lambda(L_i, L_j).
\]

Setting $\lambda = j = 0$ in (4.4), one has $\phi_0(L_i, L_0) = 0$ for all $i \in \mathbb{Z}$. Then (4.4) implies
\[
3 \phi_\lambda(L_i, L_j) = \lambda \frac{d}{d\lambda} \phi_\lambda(L_i, L_j),
\]
from which we solve
\[
\phi_\lambda(L_i, L_j) = a_{i,j} \lambda^3 \tag{4.5}
\]
for some $a_{i,j} \in \mathbb{C}$ and all $i, j \in \mathbb{Z}$. Inserting (4.5) into (4.3) and comparing the coefficients of $\lambda^4$ and $\mu^4$, one has
\[
a_{i,j+k} = a_{i,j+k} = a_{j,i+k}, \quad \forall \ i, j, k \in \mathbb{Z}.
\]

This shows that the values $a_{i,j}$ depend only on the sum $i + j$. Then this allows us to write
\[
\phi_\lambda(L_i, L_j) = a_{i+j} \lambda^3,
\]
where \(a\) is a complex function given by \(a_{i+j} := a_{i,j}\) for all \(i, j \in \mathbb{Z}\).

In order to determine \(\phi_\lambda(M_i, L_j)\) and \(\phi_\lambda(Y_i, L_j)\), we apply the Jacobi identity to triples \((M_i, L_j, L_0)\) and \((Y_i, L_j, L_0)\), respectively, yielding

\[
0 = \frac{\partial}{\partial \mu} \left( \lambda \phi_{\lambda+\mu}(M_{i+j}, L_0) - (\lambda + 2\mu)\phi_\lambda(M_i, L_j) + \lambda \phi_\mu(L_j, M_i) \right) |_{\mu = -\lambda},
\]

\(0 = \frac{\partial}{\partial \mu} \left( (\lambda - \frac{1}{2} \mu)\phi_{\lambda+\mu}(Y_{i+j}, L_0) - (\lambda + 2\mu)\phi_\lambda(Y_i, L_j) + \left( \frac{1}{2} \mu + \frac{3}{2} \lambda \right)\phi_\mu(L_j, Y_i) \right) |_{\mu = -\lambda}.
\]

Combining \((4.6)\) with \((4.2)\) one has

\[
0 = \frac{\partial}{\partial \mu} \left( - (\lambda + 2\mu)\phi_\lambda(M_i, L_j) + \lambda \phi_\mu(L_j, M_i) \right) |_{\mu = -\lambda} = -2\phi_\lambda(M_i, L_j) + \lambda \frac{d}{d\lambda} \phi_\lambda(M_i, L_j),
\]

from which we can infer that

\[
\phi_\lambda(M_i, L_j) = b_{i,j} \lambda^2
\]

for some \(b_{i,j} \in \mathbb{C}\) and all \(i, j \in \mathbb{Z}\). Similarly, \((4.7)\) together with \((4.2)\) leads to

\[
0 = -\frac{1}{2} \phi_0(Y_{i+j}, L_0) + \frac{3}{2} \lambda \frac{\partial}{\partial \mu} \phi_{\lambda+\mu}(Y_{i+j}, L_0) |_{\mu = -\lambda} + \frac{\partial}{\partial \mu} \left( - (\lambda + 2\mu)\phi_\lambda(Y_i, L_j) + \left( \frac{1}{2} \mu + \frac{3}{2} \lambda \right)\phi_\mu(L_j, Y_i) \right) |_{\mu = -\lambda}
\]

\[
= -\frac{1}{2} \phi_0(Y_{i+j}, L_0) - \frac{5}{2} \phi_\lambda(Y_i, L_j) + \lambda \frac{d}{d\lambda} \phi_\lambda(Y_i, L_j).
\]

Setting \(\lambda = j = 0\) in \((4.9)\), one has \(\phi_0(Y_i, L_0) = 0\) for all \(i \in \mathbb{Z}\). Then \((4.9)\) can be rephrased as \(\frac{5}{2} \phi_\lambda(Y_i, L_j) = \lambda \frac{d}{d\lambda} \phi_\lambda(Y_i, L_j)\). Note that this differential equation has only trivial solution in \(\mathbb{C}[\lambda]\). Hence,

\[
\phi_\lambda(Y_i, L_j) = 0, \quad \forall \ i, j \in \mathbb{Z}.
\]

It follows from applying the Jacobi identity to the triple \((Y_i, Y_j, L_k)\) that

\[
(\lambda - \mu)\phi_{\lambda+\mu}(M_{i+j}, L_k) = \left( \frac{1}{2} \lambda + \frac{3}{2} \mu \right)\phi_\lambda(Y_i, Y_{j+k}) - \left( \frac{1}{2} \mu + \frac{3}{2} \lambda \right)\phi_\mu(Y_j, Y_{i+k})
\]

for any \(i, j, k \in \mathbb{Z}\). In particular, let \(k = 0\) in \((4.10)\), by \((4.2)\), \((4.8)\) and the skew-symmetry we have

\[
0 = \frac{\partial}{\partial \mu} \left( - \left( \frac{1}{2} \lambda + \frac{3}{2} \mu \right)\phi_\lambda(Y_i, Y_j) + \left( \frac{1}{2} \mu + \frac{3}{2} \lambda \right)\phi_\mu(Y_j, Y_i) \right) |_{\mu = -\lambda}
\]

\[
= -2\phi_\lambda(Y_i, Y_j) + \lambda \frac{d}{d\lambda} \phi_\lambda(Y_i, Y_j).
\]
Then we can conclude that
\[ \phi_\lambda(Y_i, Y_j) = c_{i,j} \lambda^2 \]  
(4.11)
for some \( c_{i,j} \in \mathbb{C} \) and all \( i, j \in \mathbb{Z} \). Due to the skew-symmetry, \( c_{i,j} = -c_{j,i} \) for all \( i, j \in \mathbb{Z} \).

From this and inserting \((4.8)\) and \((4.11)\) into \((4.10)\) with the case \( k = 0 \), we get \( c_{i,j} = 0 \) for all \( i, j \in \mathbb{Z} \), which in turn gives \( b_{i,j} = 0 \) by \((4.10)\) for any \( i, j \in \mathbb{Z} \). That is,
\[ \phi_\lambda(Y_i, Y_j) = 0, \quad \forall i, j \in \mathbb{Z}. \]

It follows from applying the Jacobi identity to \((L_i, M_j, Y_k)\), we have
\[ \mu \phi_\lambda + \mu (M_{i+j}, Y_k) = (\mu + \frac{3}{2} \lambda) \phi_\mu(M_j, Y_{i+k}). \]  
(4.12)

Assume
\[ \phi_\lambda(M_i, Y_j) = \sum_{m=0}^{\infty} d_m(M_i, Y_j) \lambda^m \]
for which all but finitely many \( d_m(M_i, Y_j) \in \mathbb{C} \) are nonzero. Then \((4.12)\) becomes as
\[ \mu \sum_{m=0}^{\infty} d_m(M_{i+j}, Y_k)(\lambda + \mu)^m = (\mu + \frac{3}{2} \lambda) \sum_{m=0}^{\infty} d_m(M_j, Y_{i+k}) \mu^m. \]

It is easy to observe that \( \phi_\lambda(M_i, Y_j) = 0 \). Finally, using the Jacobi identity to \((Y_i, Y_0, M_j)\), one immediately has
\[ \phi_\lambda(M_i, M_j) = 0 \quad \text{for all } i, j \in \mathbb{Z}. \]

From the above discussions and the skew-symmetry we can determine the second cohomology groups of \( \mathfrak{csv} \) and \( \tilde{\mathfrak{csv}} \). In fact, we have obtained the first statement of the following result.

**Theorem 4.1.** (1) \( H^2(\mathfrak{csv}, \mathbb{C}) = \mathbb{C} \phi \), where \( \phi_\lambda(L_i, L_j) = a_{i+j} \lambda^3 \) all \( i, j \in \mathbb{Z} \) (all other terms vanish) and \( a \) is a nonzero complex function.

(2) \( H^2(\tilde{\mathfrak{csv}}, \mathbb{C}) = \mathbb{C} \phi \oplus \mathbb{C} \varphi \oplus \mathbb{C} \psi \), where \( \phi \) is as in (1) and \( \varphi, \psi \) are defined by

\[ \varphi_\lambda(N_i, N_j) = -\varphi_{-\lambda}(N_j, L_i) = -e_{i+j} \lambda^2, \quad \psi_\lambda(N_i, N_j) = q_{i+j} \lambda \quad \text{(all other terms vanish)} \]
for all \( i, j \in \mathbb{Z} \), where \( e, q \) are two nonzero complex functions.

**Proof.** (2) It suffices to determine \( \phi_\lambda(L_i, N_j) \), \( \phi_\lambda(N_i, M_j) \), \( \phi_\lambda(N_i, Y_j) \) and \( \phi_\lambda(N_i, N_j) \). Applying the Jacobi identity to the triple \((N_i, L_j, L_0)\) and by the similar arguments as for the case \((M_i, L_j, L_0)\) we can deduce that
\[ \phi_\lambda(N_i, L_j) = e_{i,j} \lambda^2 \]  
(4.13)
for some $e_{i,j} \in \mathbb{C}$ and all $i, j \in \mathbb{Z}$. Applying the Jacobi identity to the triple $(N_i, L_j, L_k)$ and using (4.13), we have

$$e_{i+j,k} = e_{i, j+k} = e_{i+k,j}, \quad \forall \ i, j, k \in \mathbb{Z}.$$ 

So there is a complex function $e$ such that

$$\phi_{\lambda}(N_i, L_j) = e_{i,j} \lambda^2, \quad \forall \ i, j \in \mathbb{Z}.$$ 

While from the triple $(N_i, N_j, M_k)$ we see that

$$\phi_{\lambda}(N_i, M_{j+k}) = \phi_{\mu}(N_j, M_{i+k}), \quad \forall \ i, j, k \in \mathbb{Z}.$$ 

Hence, $\phi_{\lambda}(N_i, M_j)$ is a constant term.

It follows from applying the Jacobi identity to triples $(L_i, N_j, M_k), (L_i, N_j, Y_k)$ and $(L_i, N_j, N_k)$ respectively, that

$$\phi_{\lambda}(N_i, M_j) = \phi_{\lambda}(N_i, Y_j) = 0, \ \phi_{\lambda}(N_i, N_j) = q_{i+j} \lambda, \quad \forall \ i, j \in \mathbb{Z},$$

where $q$ is a complex function. This completes the proof of (2).

5 Conformal modules of rank one over $c\mathfrak{sv}$ and $\tilde{c}\mathfrak{sv}$

A conformal module $M$ over a Lie conformal algebra $R$ is called a free $R$-module of rank $n$ if $M$ is a free $\mathbb{C}[\partial]$-module of rank $n$.

First we introduce a class of nontrivial free conformal modules of rank one over $C\mathcal{HV}$: Given $a, b, e \in \mathbb{C}$ and $c \in \mathbb{C}^*$, let $M_{a,b,c,e} = \mathbb{C}[\partial]v$ and define

$$L_i \lambda v = c^i(\partial + a\lambda + b)v, \ M_i \lambda v = c^i ev \quad \text{for any } i \in \mathbb{Z}.$$ 

It follows from [6, Theorem 5.3] that we have the following lemma.

Lemma 5.1. Let $M$ be a nontrivial free conformal module of rank one over $C\mathcal{HV}$. Then $M$ is isomorphic to $M_{a,b,c,e}$.

Extend the $C\mathcal{HV}$-action on $M_{a,b,c,0}$ to $c\mathfrak{sv}$ by defining

$$Y_i \lambda v = 0, \quad \forall \ i \in \mathbb{Z}.$$ 

In this case we denote $M_{a,b,c,0}$ by $M_{a,b,c,0,0}$. And $M_{a,b,c,0}$ is denoted by $M_{a,b,c,0,0,d}$ if we furthermore require

$$N_i \lambda v = dc^i v \quad \text{for all } i \in \mathbb{Z} \text{ and some } c \in \mathbb{C}^*, d \in \mathbb{C}.$$ 

All nontrivial free conformal modules of rank one over the loop Schrödinger-Virasoro Lie conformal algebra $c\mathfrak{sv}$ and the extended loop Schrödinger-Virasoro Lie conformal algebra $\tilde{c}\mathfrak{sv}$ can be determined, as stated in the following result.
Theorem 5.2. (1) Suppose that \( M \) is a nontrivial free conformal module of rank one over \( \mathfrak{csv} \). Then \( M \) is isomorphic to \( M_{a,b,c,0,0} \) for some \( a, b \in \mathbb{C} \) and \( c \in \mathbb{C}^* \).

(2) Suppose that \( M \) is a nontrivial free conformal module of rank one over \( \tilde{\mathfrak{csv}} \). Then \( M \) is isomorphic to \( M_{a,b,c,0,0,d} \) for some \( a, b, d \in \mathbb{C} \) and \( c \in \mathbb{C}^* \).

Proof. (1) By Lemma 5.1, we can assume that

\[
L_i \lambda v = c^i(\partial + a\lambda + b)v, \quad M_i \lambda v = c^i e^i, \quad Y_i \lambda v = h_i(\partial, \lambda)v
\]

for some \( h_i(\partial, \lambda) \in \mathbb{C}[\partial, \lambda], a, b, e \in \mathbb{C}, c \in \mathbb{C}^* \) and all \( i \in \mathbb{Z} \). From \( [M_i \lambda Y_j] = 0 \) one has

\[
h_j(\partial + \lambda, \mu)e = h_j(\partial, \mu)e, \quad \forall \ j \in \mathbb{Z},
\]

which forces either \( e = 0 \) or

\[
h_j(\mu) := h_j(\partial, \mu) \in \mathbb{C}[\mu], \quad \forall \ j \in \mathbb{Z}.
\]

From \( [Y_i \lambda Y_j] = (\partial + 2\lambda)M_{i+j} \) one has

\[
(\lambda - \mu)ce^{i+j} = h_j(\partial + \lambda, \mu)h_i(\partial, \lambda) - h_i(\partial + \mu, \lambda)h_j(\partial, \mu), \quad \forall \ i, j \in \mathbb{Z}.
\]

This and (5.1) imply \( e = 0 \), which in turn implies the validity of (5.1). From \( [L_i \lambda Y_j] = (\partial + \frac{3}{2}\lambda)Y_{i+j} \) one has \( (\frac{1}{2}\lambda - \mu)h_{i+j}(\lambda + \mu) = -c^i\mu h_j(\mu), \) which implies \( h_i(\lambda) = 0 \) for any \( i \in \mathbb{Z} \). Hence, we get \( M_i \lambda v = Y_i \lambda v = 0 \) for any \( i \in \mathbb{Z} \). This completes the proof of (1).

Finally, note that

\[
\bigoplus_{i \in \mathbb{Z}} (\mathbb{C}[\partial]L_i \oplus \mathbb{C}[\partial]M_i) \cong \bigoplus_{i \in \mathbb{Z}} (\mathbb{C}[\partial]L_i \oplus \mathbb{C}[\partial]N_i)
\]

as Lie conformal algebras, then by Lemma 5.1 again, there exists \( d \in \mathbb{C} \) such that

\[
N_i \lambda v = c^i dv, \quad \forall \ i \in \mathbb{Z},
\]

completing the proof of (2).

\[\Box\]

6 \( \mathbb{Z} \)-graded free intermediate series modules over \( \mathfrak{csv} \) and \( \tilde{\mathfrak{csv}} \)

The aim of this section is to classify \( \mathbb{Z} \)-graded free intermediate series modules over \( \mathfrak{csv} \) and \( \tilde{\mathfrak{csv}} \), respectively.

Let \( R \) be a \( \mathbb{Z} \)-graded Lie conformal algebra. A conformal module \( V \) over \( R \) is \( \mathbb{Z} \)-graded if \( V = \bigoplus_{i \in \mathbb{Z}} V_i \), where each \( V_i \) is a \( \mathbb{C}[\partial] \)-submodule and \( R_i \lambda V_j \subset V_{i+j}[\lambda] \) for any \( i, j \in \mathbb{Z} \); if
in addition, each $V_i$ is freely generated by one element $v_i \in V_i$ over $\mathbb{C}[\partial]$, then $V$ is called a 
$\mathbb{Z}$-graded free intermediate series module (see [3, 7]).

First we introduce two classes of $\mathbb{Z}$-graded free intermediate series modules over $\mathcal{CHV}$: Given $a, b, c \in \mathbb{C}$, let $V_{a,b,c} = \oplus_{i \in \mathbb{Z}} \mathbb{C}[\partial]v_i$ and define

$$L_{i,\lambda} v_m = (\partial + a\lambda + b)v_{i+m},$$
$$M_{i,\lambda} v_m = cv_{i+m} \quad \text{for any } i, m \in \mathbb{Z}.$$ 

Denote $\{0, 1\}^\infty$ to be the set of sequences $(a_i)_{i \in \mathbb{Z}}$ with $a_i \in \{0, 1\}$ for any $i \in \mathbb{Z}$; For $A \in \{0, 1\}^\infty$ and $b, c \in \mathbb{C}$, another class of nontrivial $\mathbb{Z}$-graded free intermediate series module is defined on $V_{A,b,c} = \oplus_{i \in \mathbb{Z}} \mathbb{C}[\partial]v_i$, whose $\lambda$-actions are given by

$$L_{i,\lambda} v_m = \begin{cases} 
(\partial + b)v_{i+m} & \text{if } (a_m, a_{i+m}) = (0, 0), \\
(\partial + b + \lambda)v_{i+m} & \text{if } (a_m, a_{i+m}) = (1, 1), \\
v_{i+m} & \text{if } (a_m, a_{i+m}) = (0, 1), \\
(\partial + b)(\partial + b + \lambda)v_{i+m} & \text{if } (a_m, a_{i+m}) = (1, 0) 
\end{cases}$$
$$M_{i,\lambda} v_m = cv_{i+m} \quad \text{for any } i, m \in \mathbb{Z}.$$ 

The following lemma follows from [6, Theorem 6.6] and [17, Theorem 5.10].

**Lemma 6.1.** Let $V$ be a nontrivial $\mathbb{Z}$-graded free intermediate series module over $\mathcal{CHV}$. Then $V$ is isomorphic to $V_{a,b,c}$ or $V_{A,b,c}$.

Extend the $\mathcal{CHV}$-action on $V_{a,b,0}$ and $V_{A,b,0}$ to $\mathfrak{csv}$ by defining

$$Y_{i,\lambda} v_m = 0, \quad \forall \ i, m \in \mathbb{Z}.$$ 

In this case we denote $V_{a,b,0}$ and $V_{A,b,0}$ by $V_{a,b,0,0}$ and $V_{A,b,0,0}$, respectively. If we furthermore require

$$N_{i,\lambda} v_m = dv_{i+m} \quad \text{for all } i, m \in \mathbb{Z} \text{ and some } d \in \mathbb{C},$$

$V_{a,b,0}$ and $V_{A,b,0}$ are denoted by $V_{a,b,0,0,d}$ and $V_{A,b,0,0,d}$, respectively.

**Theorem 6.2.** (1) Suppose that $V$ is a nontrivial $\mathbb{Z}$-graded free intermediate series module over $\mathfrak{csv}$. Then $V$ is isomorphic to either $V_{a,b,0,0}$ or $V_{A,b,0,0}$ for some $A \in \{0, 1\}^\infty$ and $a, b \in \mathbb{C}$.

(2) Suppose that $V$ is a nontrivial $\mathbb{Z}$-graded free intermediate series module over $\mathfrak{csv}$. Then $V$ is isomorphic to either $V_{a,b,0,0,d}$ or $V_{A,b,0,0,d}$ for some $A \in \{0, 1\}^\infty$ and $a, b, d \in \mathbb{C}$.

**Proof.** By Lemma 6.1 assume that

$$L_{i,\lambda} v_m = f_{i,m}(\partial, \lambda)v_{i+m}, \quad M_{i,\lambda} v_m = cv_{i+m}, \quad Y_{i,\lambda} v_m = h_{i,m}(\partial, \lambda)v_{i+m}$$
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for some $f_{i,m}(\partial, \lambda), h_{i,m}(\partial, \lambda) \in \mathbb{C}[\partial, \lambda]$ and $c \in \mathbb{C}$. It follows from $[M_{i, \lambda}Y_j] = 0$ that

$$c \cdot h_{j,m}(\partial + \lambda, \mu) = c \cdot h_{j,i+m}(\partial, \mu), \quad \forall \ i, j, m \in \mathbb{Z},$$

which forces either $c = 0$ or

$$h_{j,m}(\mu) := h_{j,m}(\partial, \mu) \in \mathbb{C}[\mu], \quad \forall \ j, m \in \mathbb{Z}. \quad (6.1)$$

From $[Y_{i, \lambda}Y_j] = (\partial + 2\lambda)M_{i+j}$ one has

$$(\lambda - \mu)c = h_{j,m}(\partial + \lambda, \mu)h_{i,j+m}(\partial, \lambda) - h_{i,m}(\partial + \mu, \lambda)h_{j,i+m}(\partial, \mu), \quad \forall \ i, j, m \in \mathbb{Z}.$$ 

This and (6.1) imply $c = 0$, which in turn forces the validity of (6.1) for $j = 0$. Then it follows from this and applying both sides of $[L_{i, \lambda}Y_0] = (\partial + \frac{3}{2}\lambda)Y_i$ on $v_m$ that

$$\left(\frac{1}{2}\lambda - \mu\right)h_{i,m}(\partial, \lambda + \mu) = h_{0,m}(\mu)f_{i,m}(\partial, \lambda) - h_{0,i+m}(\mu)f_{i,m}(\partial + \mu, \lambda). \quad (6.2)$$

Setting $\mu = i = 0$ in (6.2), we get $h_{0,m}(\lambda) = 0$ for any $m \in \mathbb{Z}$. Then setting $\mu = 0$ in (6.2) again, we have $h_{i,m}(\partial, \lambda) = 0$ for any $i, m \in \mathbb{Z}$. This completes the proof of (1).

By the similar reason as for Theorem 5.2 (2), there exists some $d \in \mathbb{C}$ such that

$$N_{i, \lambda}v_m = dv_{i+m}, \quad \forall \ i \in \mathbb{Z},$$

hence completing the proof (2).
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