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Abstract

We elaborate on the interpretation of some mixed finite element spaces in terms of differential forms. First we develop a framework in which we show how tools from algebraic topology can be applied to the study of their cohomological properties. The analysis applies in particular to certain $hp$ finite element spaces, extending results in trivial topology often referred to as the exact sequence property. Then we define regularization operators. Combined with the standard interpolators they enable us to prove discrete Poincaré-Friedrichs inequalities and discrete Rellich compactness for finite element spaces of differential forms of arbitrary degree on compact manifolds of arbitrary dimension.

1 Introduction

A close kinship between some mixed finite element spaces and some old constructs of algebraic topology such as simplicial cochains was pointed out by Bossavit [8] and has received an ever increasing attention among numerical analysts, see in particular Arnold [2]. Early papers on mixed finite elements include Raviart-Thomas [33], Nédélec [29, 31] and Brezzi-Douglas-Marini [11]. Surveys on mixed finite elements can be found in Brezzi-Fortin [12] and Roberts-Thomas [35], whereas for material on simplicial cochains we refer to Spanier [38] and Gelfand-Manin [20]. This link has led to a reinterpretation of many results in numerical analysis, see for instance Hiptmair [23] and Boffi [7], and has inspired the construction of new finite element spaces, see for instance Arnold-Winther [3] and Buffa-Christiansen [14].

More specifically, some interpolation operators are known to provide a commuting diagram, linking the De Rham complex of smooth differential forms to complexes of finite element spaces of piecewise polynomial forms satisfying compatibility conditions on interfaces between the cells of the mesh. Based on such commuting diagrams it is often remarked that when the De Rham sequence is exact the finite element sequence is also exact. To carry out this reasoning one

* CMA, Universitetet i Oslo, PB 1053 Blindern, NO-0316 Oslo, Norway. email: snorrec@math.uio.no
usually extends the interpolators from smooth forms to spaces containing also finite element forms, which leads to some technical difficulties. For instance one often considers Sobolev spaces of differential forms. But continuity of interpolators on such spaces is based on the Sobolev injection theorems (see e.g. Adams-Fournier [1]), which in higher dimensions require \( W^{sp} \) spaces with \( s \) and \( p \) large. Such norm estimates are also used when the commuting diagram property is used to prove convergence estimates such as discrete compactness in the sense of Kikuchi [25] see Boffi [6][7]. This property is crucial to the study of eigenvector approximations, see Boffi et al. [5] and Caorsi-Fernandes-Raffetto [15]. The lack of continuity of the standard interpolators leads to technical difficulties even in two and three space dimensions. For many problems in physics it would be desirable to have estimates in four space dimensions and dimensions higher than four arise for instance in applications to finance.

The argument using commuting diagrams to prove that the discrete complex has the same cohomology as the continuous one, is limited to trivial topologies (trivial De Rham cohomology groups, except perhaps the first or last one). But for many problems in electromagnetics the topology of the device is non trivial and this is an essential feature of the way it operates. For instance in a transformer the electric currents of the coils excite an electric current on an iron torus, mainly along a certain harmonic vector field. The space of harmonic vector fields on a compact manifold can be seen as a realization of a cohomology group of (classes of) 1-forms via a Riemannian metric – this is part of Hodge theory, see e.g. Taylor [39] (Chapter 5). Thus for the numerical simulation of such devices it is a minimum requirement that the cohomological properties of finite element spaces are correct. Devices with non-trivial topology are also the object of recent numerical studies, see in particular Rapetti-Dubois-Bossavit [32]. However these authors restrict attention to lowest order finite elements and domains in \( \mathbb{R}^3 \) with connected boundaries. Partial results on the dimensions of various finite element cohomology groups have long been obtained using Euler-Poincaré formulas, see for instance Nédélec [30].

That the De Rham sequence on general manifolds has the same cohomology as lowest order finite elements is in fact a deep theorem of De Rham, since the lowest order finite elements correspond to standard simplicial cochains. This by now rather well-known correspondence between finite elements and simplicial cochains was pointed out by Bossavit [8] following a remark by Kotiuga and is detailed for completeness in Proposition 2.3 of this paper. For a proof of De Rham’s theorem we refer to Weil [40]. In this paper we provide a sufficient condition under which other finite element spaces also have cohomology naturally isomorphic to the De Rham cohomology. The analysis applies in particular to certain \( hp \) finite element spaces of differential forms, whose efficiency for simulating electromagnetic problems has been demonstrated by Demkowicz et al., see the review [18].

In fact we will work with arbitrary simplicial complexes which need not be manifolds, so we shall rather prove that other finite element spaces have cohomology isomorphic to simplicial cohomology. This generalization of the kind of topological space on which we construct functional spaces, is crucial to the method of proof. Simplicial complexes which do not generate manifolds also appear in applications: for instance, returning to the example of electromagnetic phenomena, antennas are often constructed by adjoining more than two metal sheets (called screens in this setting) along edges. Such antennas are
also successfully simulated in many industrial codes, though there is a lack of theory for the error analysis of these simulations. This paper can also be seen as a contribution to a construction of a framework where such problems can be addressed. For instance there could be interest in extending the results of Buffa - Christiansen [13] to the case of several interconnected screens. We therefore provide a detailed description of piecewise smooth differentiable forms on arbitrary simplicial complexes.

We notice furthermore that a proof of the fact that certain \(hp\) finite element spaces have the right cohomology can be found in Hiptmair [24] (Theorem 3.7 p. 273). Apart from greater generality, the main advantage of our result lies perhaps in the simplicity of the hypothesis and the efficiency of the proof, taking full advantage of the language and tools of homological algebra. Indeed the present results turn out to be a rather straightforward application of the basic tools of homological algebra and, if nothing else, this part of the paper might serve as an illustration of how these tools can be applied in a finite element setting. Probably the results of §2 and §3 will not come as a surprise to the reader, but the framework is perhaps at variance with those usually adopted by both algebraic topologists and numerical analysts.

That the dimension of cohomology groups of various finite element space is the “right” one, can be seen as an algebraic stability property. But the analysis of approximation of eigenvalues, of say the curl curl operator relevant to electromagnetics, also requires metric properties such as the discrete compactness property already referred to. In order to obtain such estimates it has been argued that one should look for interpolation operators which are projectors commuting with the exterior derivative, with enough continuity properties in terms of Sobolev norms. As already mentioned the standard interpolators lack suitable continuity. On the other hand so-called Clément interpolation [17] is defined on rough functions but is not inserted in a suitable commuting diagram. Variants designed to remedy on this have been designed, for instance in Bernardi-Girault [4] and Girault-Scott [21] but were not found to be directly transposable to our problem (though some of the techniques of proof we use are inspired by these papers). In this paper we construct other regularization operators. Unfortunately they do not commute with the exterior derivative and they do not leave the finite elements spaces invariant. However we can control, through an additional parameter, the amount by which these two properties fail, in appropriate norms. Composing with the standard interpolators gives us a tool sufficiently powerful for the goals we set for ourselves concerning stability and compactness properties of Hodge decompositions.

Organization. The paper is organized as follows: In §2 we provide the definitions of simplicial complexes we will work with and introduce a space of piecewise smooth differential forms satisfying a compatibility condition along interfaces. For brevity the latter will be referred to as compatible forms. We define lowest order finite elements as particular finite dimensional spaces of compatible forms and check that they correspond to simplicial cochains (Proposition 2.3). Then, in §3 we prove that the inclusion of lowest order finite elements in the spaces of compatible forms, induces isomorphisms in cohomology (Theorem 3.7). We then consider complexes which are intermediate between lowest order finite elements and general smooth compatible forms. Under natural assump-
tions involving interpolation operators, we prove that inclusions (and interpo-
lation operators) induce isomorphisms in cohomology (Proposition 3.8). We also p rove
that the standard high order finite-elements behave well under wedge products
(Proposition 3.9). Next, in § 4 we restrict attention to smooth compact mani-
folds (without boundary). We construct a regularization operator and use it to prove a discrete version of the Poincaré-Friedrich inequality (Proposition 4.9)
and Rellich compactness (Corollary 4.13).

2 Definitions

2.1 Simplicial complexes

A simplicial complex is a set \( \mathcal{T} \) of finite non-empty sets with the property:
\[
\forall T \in \mathcal{T} \forall T' \subset T \quad T' \neq \emptyset \Rightarrow T' \in \mathcal{T}.
\]
(1)
All simplicial complexes considered in this paper are themselves finite, so we shall take the liberty of not repeating this additional requirement. A classical reference on simplicial complexes is Spanier [38] chapter 3. A more abstract approach is exposed in Gelfand-Manin [20]. The non-empty elements of \( \mathcal{T} \) will be called simplexes, and a simplex with \( k+1 \) elements will be said to be \( k \)-dimensional or to be a \( k \)-simplex. The elements of a simplex are called vertices. For integer \( k \) we denote by \( \mathcal{T}^k \) the subset of \( \mathcal{T} \) consisting of \( k \)-dimensional simplexes. The set of vertices of (of elements of) \( \mathcal{T} \), which is the union of \( \mathcal{T} \), will be frequently be identified with \( \mathcal{T}^0 \). If \( T \) is a simplex and \( T' \) a subset of \( T \) we say that \( T' \) is a face of \( T \); if \( T' \) is \( l \)-dimensional we also call \( T' \) an \( l \)-face of \( T \).

For integer \( k \) the following notation is useful:
\[
[k] = \{0, 1, \ldots, k\}.
\]
(2)
Given a \( k \)-simplex \( T \), on the set of bijections \( [k] \to T \), the relation defined by:
\[
\tau \sim \tau' \iff \tau^{-1} \tau' \text{ is an even permutation of } [k],
\]
(3)
is an equivalence relation which has two equivalence classes when \( k \geq 1 \). An orientation of \( T \) is the choice of such an equivalence class. We suppose that for each \( k \)-simplex \( T \) we have chosen a bijection:
\[
\sigma_T : [k] \to T.
\]
(4)
We will equip \( T \) with the orientation induced by \( \sigma_T \) (its equivalence class).

An affine realization of a simplex \( T \in \mathcal{T}^k \) is an injection:
\[
\rho_T : T \to V,
\]
(5)
into an affine space \( V \) such that the range \( \rho_T(T) \) has a \( k \)-dimensional affine span in \( V \). We allow \( V \) to have dimension larger than \( k \). The closed convex hull of \( \rho_T(T) \) in \( V \) will be denoted \( \overline{T} \) and also called an affine realization of \( T \) when no confusion can arise as a consequence. An affine realization of a simplicial complex \( \mathcal{T} \) is the data consisting of an affine realization of each of its simplexes; it is denoted \( |\mathcal{T}| \). If \( T, T' \) are simplexes in \( \mathcal{T} \) such that \( T' \subset T \) there is a unique
affine map \(|T'| \to |T|\) which coincides with \(\rho_T^{-1} \circ \rho_{T'}\) on \(\rho_{T'}(T')\); it is injective and we call it the canonical injection:

\[
i_{TT'} : |T'| \to |T|.
\]  

(6)

We notice that for any \(T'' \subset T' \subset T\) we have:

\[
i_{TT} = \text{id}_{|T|} \quad \text{and} \quad i_{TT''} = i_{TT'} \circ i_{T'T''}.
\]  

(7)

In the following we consider simplicial complexes equipped with one (and only one) affine realization.

We denote by \(\Omega^k(T)\) the collection of all families \((u_T)_{T \in T}\) such that for each \(T \in T\), \(u_T\) is a smooth differential \(k\)-form on \(|T|\) (by this we mean a \(k\)-form having a smooth extension to the affine space generated by \(|T|\)), and such that for each \(T, T' \in T\) with the property that \(T' \subset T\), we have the following compatibility condition on the pull-backs:

\[
(i_{TT'})^* u_T = u_{T'}.
\]  

(8)

The elements of \(\Omega^k(T)\) will be simply referred to as compatible \(k\)-forms (or just compatible forms). The exterior derivative \(d\) and wedge-product \(\wedge\), applied component-wise to compatible forms yield compatible forms since these operations behave naturally under pull-backs, see e.g. Lang [26] chapter V.

If \(u = (u_T)_{T \in T} \in \Omega^k(T)\), it will be convenient to call \(u_T\) the restriction of \(u\) to \(|T|\) and denote it by \(u_T\). If \(T' \subset T\) is also a simplicial complex we define the restriction of \(u\) to \(T'\) by:

\[
u_{T'} = (u_T)_{T \in T'} \in \Omega^k(T').
\]  

(9)

It is sometimes convenient to associate with a simplex, the simplicial complex consisting of all its subsets. For instance if \(T\) is a simplex embedded in an affine space, this enables us to speak of \(\Omega^k(T)\). We notice that if \(u \in \Omega^k(T)\) in the above sense, then \(u\) is uniquely determined by \(u_T\), and that conversely any \(k\)-form on \(|T|\) gives rise to an element of \(\Omega^k(T)\). We denote by \(\partial T\) the simplicial complex consisting of all strict subsets (called proper faces) of \(T\).

The following definition will be useful when we construct regularizations. For a given \(T \in T\) we denote by \(st(T)\) the star of \(T\), defined by:

\[
st(T) = \{T' \in T : T \cap T' \neq \emptyset\}.
\]  

(10)

### 2.2 Finite elements

We now define lowest order finite elements as finite dimensional subspaces of \(\Omega^k(T)\). This is essentially a reformulation of Bossavit [8] and the expressions appearing here can at least be traced back to Weil [40]. Weil (following DeRham) considers a good cover of a manifold and a subordinated partition of unity consisting of smooth functions. A cover gives rise to a simplicial complex: the nerve of the cover. We, on the other hand, suppose that the simplicial complex is given and use it to obtain a partition of unity consisting of compatible piecewise smooth functions.

For each vertex \(i\), denote by \(\lambda_i\) the element of \(\Omega^0(T)\) such that for each simplex \(T\) having \(i\) as vertex \(\lambda_i|_T\) is the barycentric coordinate map on \(|T|\)
relative to $i$, and $\lambda_i$ is 0 on simplices not having $i$ as vertex. In other words $\lambda_i$ is the unique piecewise affine function on $|T|$ such that $\lambda_i(j) = \delta_{ij}$ for all $i,j \in T$. The linear span of the family $(\lambda_i)_{i \in T}$ is denoted $\Lambda^0(T)$.

For each integer $k \geq 1$ and $T \in T^k$, denote by $\lambda_T$ the compatible $k$-form:

$$
\lambda_T = k! \sum_{i=0}^{k} (-1)^i \lambda_{\sigma_T(i)} \wedge \cdots \wedge \lambda_{\sigma_T(0)} \wedge \cdots \wedge \lambda_{\sigma_T(k)},
$$

(11)

where the symbol $(\cdot)^\wedge$ signifies omission. The linear span of the family $(\lambda_T)_{T \in T^k}$ is denoted $\Lambda^k(T)$. It can alternatively be characterized as:

$$
\text{span}\{ \sum_{i=0}^{k} (-1)^i u_i du_0 \wedge \cdots \wedge (du_i)^\wedge \cdots \wedge du_k : \forall i \in [k] \ u_i \in \Lambda^0(T) \}.
$$

(12)

For any $k$ we denote by $\mathcal{P}[k]$ the group of permutations of $[k]$, and by $\epsilon : \mathcal{P}[k] \to \{-1,1\}$ the signature morphism. We notice that for any functions $u_0, \cdots, u_k \in \Omega^0(T)$ we have:

$$
k! \sum_{i=0}^{k} (-1)^i u_i du_0 \wedge \cdots \wedge (du_i)^\wedge \cdots \wedge du_k = \sum_{\tau \in \mathcal{P}[k]} \epsilon(\tau) u_{\tau(0)} du_{\tau(1)} \wedge \cdots \wedge du_{\tau(k)}.
$$

(13)

We define the degree of freedom associated with a $k$-simplex $T$ as the linear form $\mu_T$ on $\Omega^k(T)$ defined by:

$$
\mu_T : u \mapsto \int_{|T|} u|_T,
$$

(14)

when $|T|$ is oriented by $\sigma_T$.

**Proposition 2.1** For any two $k$-simplexes $T$ and $T'$, we have $\mu_{T'}(\lambda_T) = \delta_{TT'}$, where the last symbol is the Kronecker delta.

**Proof:** First we remark that, since the family $(\lambda_i)_{i \in T}$ constitutes a partition of unity on $|T|$, we have:

$$(\lambda_T)|_T = k! \left( \lambda_{\sigma_T(0)} \wedge \cdots \wedge \lambda_{\sigma_T(k)} \right)|_T.
$$

(15)

The integral of this $k$-form on $|T|$ can be computed in coordinates and is 1 by the choice of orientation and normalization. Next we remark that if $T' \neq T$ we can pick an $i \in T \setminus T'$. The function $\lambda_i$ is 0 on $|T'|$ (as well as its exterior derivative), implying that $\lambda_T|_{T'} = 0$. This completes the proof. □

Since this proposition implies linear independence of the family $(\lambda_T)_{T \in T^k}$ we obtain:

**Corollary 2.2** The family $(\lambda_T)_{T \in T^k}$ is a basis for $\Lambda^k(T)$.

For any $(k+1)$-simplex $T$ and any $k$-face $T'$ of $T$ we define the incidence number $\epsilon(T,T') \in \{-1,1\}$ to be the sign of the permutation of $[k+1]$ defined as:

$$
0 \mapsto \sigma_T^{-1}(0),
$$

(16)

$$
i + 1 \mapsto \sigma_T^{-1}(\sigma_T(i) + 1) \text{ for } i \in [k].
$$

(17)

For all simplexes $T$, $T'$ not covered by this definition we put $\epsilon(T,T') = 0$. 

Proposition 2.3 The exterior derivative $d$ maps $\Lambda^k(T)$ into $\Lambda^{k+1}(T)$ and the matrix of $d: \Lambda^k(T) \to \Lambda^{k+1}(T)$ in the bases $(\lambda_T)_{T' \in T^k} \to (\lambda_T)_{T' \in T^{k+1}}$ has entry $\epsilon(T, T')$ at the indices $(T, T') \in T^{k+1} \times T^k$.

- Proof: First we remark that:

$$d\lambda_T = (k + 1)! d\lambda_{\sigma_T^{-1}(0)} \wedge \cdots \wedge d\lambda_{\sigma_T^{-1}(k)}. \quad (18)$$

Next we make the following computation. Let $(u_i)_{i \in I}$ denote any family of functions in $\Omega^0(T)$ constituting a partition of unity of $|T|$ indexed by a finite set $I$ containing $|k|$ as a subset. Choose a $k < n$. We have:

$$\begin{align*}
du_0 & \wedge \cdots \wedge du_k \\
= & \sum_{j \not\in [k]} u_j du_0 \wedge \cdots \wedge du_k + \sum_{i \in [k]} u_i du_0 \wedge \cdots \wedge du_k \\
= & \sum_{j \not\in [k]} u_j du_0 \wedge \cdots \wedge du_k + \sum_{i \in [k]} u_i du_0 \wedge \cdots \left( (d - \sum_{j \not\in [k]} u_j) \right) \wedge \cdots \wedge du_k \\
= & \sum_{j \not\in [k]} u_j du_0 \wedge \cdots \wedge du_k + \sum_{i \in [k]} (-1)^{i+1} u_i du_j \wedge du_0 \wedge \cdots (du_i) \wedge \cdots \wedge du_k \\
\end{align*}$$

If we change the index tuple $(j, 0, 1, \cdots, k)$ to $(0, 1, \cdots, k+1)$ and note that for any family $(u_i)_{i \in [k+1]}$ of elements of $\Omega^0(T)$ we have:

$$\begin{align*}
u_0 du_1 \wedge \cdots \wedge du_{k+1} + \sum_{i \in [k]} (-1)^{i+1} u_i du_0 \wedge \cdots (du_i) \wedge \cdots \wedge du_{k+1} \\
= & \sum_{i \in [k+1]} (-1)^i u_i du_0 \wedge \cdots (du_i) \wedge \cdots \wedge du_{k+1},
\end{align*}$$

then, comparing the signs appearing here with the definition of incidence number gives:

$$d\lambda_T = \sum_{T' \in T^{k+1}} \epsilon(T, T') \lambda_T. \quad (19)$$

This completes the proof. $\square$

Remark 2.1 Suppose that the set $T^0$ has been given a total ordering and that for each $T \in T^k$ one chooses the bijection $\sigma_T: [k] \to T$ to be the one which is increasing. Pick $T \in T^{k+1}$ and a $k$-face $T'$ of $T$. Let $l \in [k+1]$ denote the integer such that:

$$\{\sigma_T(l)\} = T \setminus T'. \quad (20)$$

Then:

$$\epsilon(T, T') = (-1)^l. \quad (21)$$

We thus have a diagram:

$$\begin{align*}
0 & \to \Omega^0(T) \to \Omega^1(T) \to \Omega^2(T) \to \cdots \\
\uparrow & \quad \uparrow \quad \uparrow \quad \uparrow \\
0 & \to \Lambda^0(T) \to \Lambda^1(T) \to \Lambda^2(T) \to \cdots
\end{align*} \quad (22)$$

where the horizontal arrows represent exterior derivatives and the vertical arrows are inclusion mappings. We refer the reader to Appendix A for some notions of homological algebra which will be applied to the above diagram. Since
\[ d \circ d = 0, \] each row is a complex. The vertical arrows of course commute with the exterior derivative, providing a morphism of complexes. The cohomology group \( H^k \Omega^\bullet(T) \) is defined as the quotient of the kernel of \( d: \Omega^k(T) \rightarrow \Omega^{k+1}(T) \) by the range of \( d: \Omega^{k-1}(T) \rightarrow \Omega^k(T) \). The cohomology of \( \Lambda^\bullet(T) \) is defined similarly, and one checks that morphisms of complexes induce morphisms between cohomology groups.

**Remark 2.2** By Proposition 2.3 and Remark 2.1, it follows that the complex \( \Lambda^\bullet(T) \) is isomorphic to the simplicial cochain complex defined for instance in Gelfand-Manin [20] §I.4.1. Said differently, the simplicial cochain complex is the coordinate expression of \( \Lambda^\bullet(T) \) in the bases \((\lambda_T)_{T \in T^k} \) when the simplexes are oriented in a certain way.

So-called interpolators \( \Pi^k_T : \Omega^k(T) \rightarrow \Lambda^k(T) \) are constructed by assigning to \( u \in \Omega^k(T) \) the unique element \( v \in \Lambda^k(T) \) such that for each \( T \in T^k \):

\[ \mu_T v = \mu_T u. \] (23)

Evidently, these are projections. Moreover we have:

**Proposition 2.4** The interpolators \( \Pi^k_T \) commute with the exterior derivative, i.e. we have commuting diagrams:

\[
\begin{array}{ccc}
\Omega^k(T) & \xrightarrow{d} & \Omega^{k+1}(T) \\
\Pi^k_T & \downarrow & \Pi^{k+1}_T \\
\Lambda^k(T) & \xrightarrow{d} & \Lambda^{k+1}(T)
\end{array}
\] (24)

- Proof: Application of Stokes theorem in a simplex \( T \), taking into account relative orientations, gives:

\[
\int_T d\lambda_T = \sum_{T''} \epsilon(T, T'') \int_{T''} \lambda_{T''},
\]

\[ = \epsilon(T, T'). \] (25)

By Proposition 2.3 (specifically equation (19)) this gives the desired result. \( \square \)

### 3 Cohomology

We will now show that the inclusion mappings (vertical arrows) in (22) induce isomorphisms between cohomology groups. Then we will examine intermediate complexes appearing in finite element theory.

#### 3.1 An isomorphism in cohomology

We examine first the properties of a single simplex.

First we recall the construction of homotopy operators. Their efficiency in the context of finite elements was noticed by Hiptmair [23].

Let \( T \) be a \( p \)-simplex equipped with an affine realization \( \rho_T : T \rightarrow V \). Let \( x_0 \) be one of its vertices and define functions \( F_t : V \rightarrow V \) by:

\[ F_t(x) = x_0 + t(x - x_0), \] (27)
Define also a vector field $X$ on $V$ by:

$$X(x) = x - x_0. \quad (28)$$

Introduce finally $A$, a map taking $k$-forms on $|T|$ to $k - 1$-forms on $|T|$, defined by (here $v[X]$ is the contraction of the form $v$ by the vectorfield $X$):

$$Av = \int_0^1 F^*_t(v[X])dt. \quad (29)$$

Then it is standard procedure to remark that for any function $u$ on $|T|$:

$$u - u(x_0) = Au, \quad (30)$$

and if $u$ is a $k$-form on $|T|$ with $k \geq 1$:

$$u = Au + dAu. \quad (31)$$

As a consequence we obtain:

**Proposition 3.1** We have $\dim H^0\Omega^\bullet(T) = 1$ and for $k \geq 1$, $H^k\Omega^\bullet(T) = 0$.

As noticed by Hiptmair (even for higher order polynomials), by the special choice of homotopy $F_t$, $A$ also maps $\Lambda^k(T)$ into $\Lambda^{k-1}(T)$, and it follows that $\dim H^0\Lambda^\bullet(T) = 1$ and for $k \geq 1$, $H^0\Lambda^\bullet(T) = 0$. For the purposes of future reference we therefore state the trivial consequence:

**Proposition 3.2** The inclusions $\Lambda^k(T) \to \Omega^k(T)$ induce isomorphisms $H^k\Lambda^\bullet(T) \to H^k\Omega^\bullet(T)$.

**Proof:** Only the case $k = 0$ needs to be considered, and it is straightforward. □

We will also need a similar result for the boundaries of simplexes. First we state the following:

**Proposition 3.3** The restriction map $\Omega^k(T) \to \Omega^k(\partial T)$ is onto, i.e. compatible piece-wise smooth $k$-forms on boundaries of simplexes can be extended to the interior.

**Proof:** For $i \in [k]$ put $x_i = \rho_T\sigma_T(i)$. In the following $T$ will often be identified with the set $\{x_0, \ldots, x_k\}$, enabling us for instance to call the points $x_i$ the vertices of $T$. Let $U$ be the affine subspace of $V$ generated by $|T|$ and $U_i$ be the complement in $U$ of the affine span of the face of $T$ opposite to $x_i$. Let $(\phi_i)$ denote a partition of unity of a neighborhood of $|T|$ in $U$, subordinated to the open covering $(U_i)$. Thus $\phi_i$ is 1 on a neighborhood of $x_i$ and 0 on a neighborhood of the affine realization of the face of $T$ opposite to $x_i$.

Pick an $l$-face $T'$ of $T$ and denote by $T''$ the opposite face $T \setminus T'$. Let $x_{i_0}, \ldots, x_{i_l}$ denote the vertices of $T'$. In this setting we (temporarily) denote the barycentric coordinate on $T$ associated with the vertex $x_i$ by $\lambda_i$, and define $F_{T'}$ to be the map $|T| \setminus |T''| \to |T'|$ defined in barycentric coordinates by:

$$(\lambda_0, \ldots, \lambda_p) \mapsto (\lambda_{i_0}, \ldots, \lambda_{i_l})/(\lambda_{i_0} + \cdots + \lambda_{i_l}). \quad (32)$$

We also define $\phi_{T'}$ to be the function:

$$\phi_{T'} = \phi_{i_0} + \cdots + \phi_{i_l}. \quad (33)$$
Remark that $\phi_{T'}$ is 1 on a neighborhood of $|T'|$ and 0 on a neighborhood of $|T''|$. If $T'$ is a face of $T$ and the restriction of $u$ to $\partial T'$ is 0 then the following $k$-form on $|T|$:

$$E_{T'}u = \phi_{T'} F_{T'}^* (u|_{T'})$$

(34)

satisfies:

$$(i_{TT'})^* E_{T'}u = u|_{T'},$$

(35)

and for any other face $T''$ of $T$ with the same dimension as $T'$ we have (since $u|_{\partial T'} = 0$):

$$(i_{TT''})^* E_{T'}u = 0.$$  

(36)

It follows that if $u \in \Omega^k(\partial T)$ is 0 on all geometric realizations of faces of dimension $\leq l$, then the restriction to $\partial T$ of the $k$-form on $|T|$:

$$\sum_{T' \in \mathcal{T}_{l+1}} E_{T'}u,$$

(37)

coincides with $u$ on all those with dimension $\leq l + 1$.

Now define an extension of $u$ recursively by:

$$E_0u = \sum_{T' \in \mathcal{T}_0} E_{T'}u,$$

(38)

and for $0 \leq l \leq k - 2$:

$$E_{l+1}u = \sum_{T' \in \mathcal{T}_{l+1}} E_{T'}(u - (E_0u + \cdots + E_lu)|_{\partial T}).$$

(39)

Then by the above considerations $E_0u + \cdots + E_{k-1}u$ is indeed an extension of $u$ to $|T|$. $\square$

**Remark 3.1** The similar result for $\Lambda^k$ follows easily from the fact that the barycentric coordinate maps $\lambda_i$ can be extend naturally from the boundary to the simplex (yielding barycentric coordinate maps).

The space of $k$-forms on $T$ whose restriction to the boundary $\partial T$ is 0 is denoted $\Omega^k(T, \partial T)$. The exterior derivative commutes with restrictions yielding maps:

$$d : \Omega^k(T, \partial T) \to \Omega^{k+1}(T, \partial T).$$

(40)

Thus we obtain a subcomplex of $\Omega^k(T)$ denoted $\Omega^k(T, \partial T)$. The next proposition is about its cohomology groups (called relative cohomology groups).

**Proposition 3.4** For any $k < \dim T$, $H^k \Omega^k(T, \partial T) = 0$ i.e. for any $u \in \Omega^k(T)$ such that $u|_{\partial T} = 0$ and $du = 0$, there is $v \in \Omega^{k-1}(T)$ such that $v|_{\partial T} = 0$ and $dv = u$.

For $k = \dim T$ we have $\dim H^k \Omega^k(T, \partial T) = 1$ and, for any $u \in \Omega^k(T)$ such that $u|_{\partial T} = 0$ and $du = 0$, there is $v \in \Omega^{k-1}(T)$ such that $v|_{\partial T} = 0$ and $dv = u$ if and only if $\int_T u = 0$.

\footnote{Integration being taken with respect to any chosen orientation of $T$.}
The following induction argument is a variant of the one used to prove a similar result for polynomial forms in \[23\] (Lemma 17, which however does not distinguish the case \(k = \dim T\)).

- Proof: We proceed by induction on the dimension of \(T\). For \(\dim T = 0\) the result is clear. Suppose now that the proposition is true for simplices of dimension \(\leq j\) for some integer \(j\), and consider a simplex \(T\) of dimension \(j + 1\).

First we suppose that \(k < \dim T\). Pick \(u \in \Omega^k(T)\) such that \(u|_{\partial T} = 0\) and \(du = 0\). We use the homotopy operators constructed above, relative to a vertex \(x_0\) of \(T\). Let \(T'\) denote the face of \(T\) opposite to \(x_0\). Put \(v = Au \in \Omega^{k-1}(T)\). Then we have \(dv = u\) and for any proper face \(T''\) of \(T\) — except perhaps \(T'' = v|_{T''} = 0\) (since \(T''\) is in a proper face of \(T\) containing \(x_0\)). We correct for this eventuality using the induction hypothesis:

Put \(v' = v|_{\partial T}\). Then \(v'\) is a \((k - 1)\)-form on the \((\dim T - 1)\)-simplex \(T''\), such that \(v'|_{\partial T'} = 0\) and \(dv' = u|_{\partial T'} = 0\). We can therefore pick \(w' \in \Omega^{k-2}(T'')\) such that \(u'|_{\partial T'} = 0\) and \(dw' = v'\). Then extension of \(w'\) by \(0\) to \(\partial T\) yields an element of \(\Omega^{k-2}(\partial T)\) still denoted \(w'\), and we can extend this to an element \(w\) of \(\Omega^{k-2}(T)\) by Proposition 3.3. Then \(v - dw\) satisfies \(d(v - dw) = u\) and by construction \((v - dw)|_{\partial T} = 0\).

Now we treat the case \(k = \dim T\). If \(dv = u\) and \(v|_{\partial T} = 0\), the integral of \(u\) is necessarily \(0\) by Stokes formula:

\[
\int_T u = \int_T dv = \int_{\partial T} v|_{\partial T} = 0. \tag{41}
\]

In particular any constant non-zero element \(\Omega^k(T)\) provides a non-zero relative cohomology class. On the other hand if \(du = 0\) and \(\int u = 0\) we can use a construction similar to the preceding case, noticing that, with (as above) \(v = Au\) and \(v' = v|_{\partial T}\):

\[
\int_T v' = \int_{\partial T} v|_{\partial T} = \int_T dv = \int_T u = 0. \tag{42}
\]

This completes the induction step and hence the proof. \(\square\)

**Proposition 3.5** The inclusions \(\Lambda^k(T, \partial T) \rightarrow \Omega^k(T, \partial T)\) induce isomorphisms \(H^k\Lambda^*(T, \partial T) \rightarrow H^k\Omega^*(T, \partial T)\).

- Proof: Pick \(u \in \Lambda^k(T, \partial T)\). We remark the following:

  - If \(k < \dim T\) then \(u|_{\partial T} = 0\) implies \(u = 0\).
  - If \(k = \dim T\) then \(\int u = 0\) implies \(u = 0\).

From these two remarks and the preceding proposition the result follows. \(\square\)

**Proposition 3.6** The inclusions \(\Lambda^k(\partial T) \rightarrow \Omega^k(\partial T)\) induce isomorphisms \(H^k\Lambda^*(\partial T) \rightarrow H^k\Omega^*(\partial T)\).

- Proof: For each \(k\) we have a short exact sequences of the type:

\[
0 \rightarrow \Omega^k(T, \partial T) \rightarrow \Omega^k(T) \rightarrow \Omega^k(\partial T) \rightarrow 0. \tag{43}
\]

They provide a long exact sequence in cohomology (see appendix A). We have a similar result for \(\Lambda^*\). Thus, for each \(k\), we have a commutative diagram:

\[
\begin{array}{cccccc}
H^k\Omega^*(T, \partial T) & \rightarrow & H^k\Omega^*(T) & \rightarrow & H^k\Omega^*(\partial T) & \rightarrow & H^{k+1}\Omega^*(T, \partial T) \\
\uparrow & & \uparrow & & \uparrow & & \uparrow \\
H^k\Lambda^*(T, \partial T) & \rightarrow & H^k\Lambda^*(T) & \rightarrow & H^k\Lambda^*(\partial T) & \rightarrow & H^{k+1}\Lambda^*(T, \partial T)
\end{array} \tag{44}
\]
where each row is an exact sequence, part of the long exact sequence in cohomology obtained from the short ones, and the vertical arrows are maps induced by the inclusions of complexes $\Lambda^\bullet \to \Omega^\bullet$.

In diagram (44) the two first and the two last vertical arrows are isomorphisms. It then follows by the five lemma (see Gelfand-Manin [20] p. 120) that the middle arrow is an isomorphism. □

The preceding results on simplexes can be extended to simplicial complexes as follows:

**Theorem 3.7** The inclusion mappings $\Lambda^k(T) \to \Omega^k(T)$ induce isomorphisms in cohomology $H^k\Lambda^\bullet(T) \to H^k\Omega^\bullet(T)$.

- **Proof:** The simplicial complex $T$ can be constructed by starting with a 0-simplex and adjoining at each step a top-dimensional simplex whose boundary is already included. The case of a complex consisting only of a 0-simplex has already been treated (if need be) so we consider now a simplicial complex $T'$ for which the theorem is true and a simplex $T / \in T'$ such that $\partial T \subset T'$ and the dimension of $T$ is larger than, or equal to, the largest dimension of the elements of $T'$. Let $T$ denote the simplicial complex $T' \cup \{T\}$.

We consider the short exact sequences of Mayer-Vietoris type (see [38] chapter 4, §6):

$$0 \to \Omega^k(T) \to \Omega^k(T') \times \Omega^k(T) \to \Omega^k(\partial T) \to 0,$$

where the second arrow is the injection:

$$u \mapsto (u|_{T'}, u|_T),$$

and the third arrow is the surjection (surjectivity follows from Proposition 3.3):

$$(u, v) \mapsto u|_{\partial T} - v|_{\partial T}. \quad (47)$$

These provide a long exact sequence in cohomology.

We also have similar short exact sequences for $\Lambda^\bullet$ providing a long exact sequence in cohomology. The inclusion maps $\Lambda^\bullet \to \Omega^\bullet$ then provide a commuting diagram relating these two long exact sequences, much as in Proposition 3.6:

$$\begin{align*}
H^k\Omega^\bullet(T') \times H^k\Omega^\bullet(T) &\to H^k\Omega^\bullet(\partial T) \\
\uparrow & \uparrow \\
H^k\Lambda^\bullet(T') \times H^k\Lambda^\bullet(T) &\to H^k\Lambda^\bullet(\partial T) \\
\uparrow & \uparrow \\
H^{k+1}\Omega^\bullet(T') \times H^{k+1}\Omega^\bullet(T) &\to H^{k+1}\Omega^\bullet(\partial T) \\
\uparrow & \uparrow \\
H^{k+1}\Lambda^\bullet(T') \times H^{k+1}\Lambda^\bullet(T) &\to H^{k+1}\Lambda^\bullet(\partial T) \quad (48)
\end{align*}$$

Once again the five lemma then gives the desired result. □

### 3.2 On high order finite element spaces

Consider the following situation: suppose we are given spaces $\Gamma^k(T)$ such that $\Lambda^k(T) \subset \Gamma^k(T) \subset \Omega^k(T)$ and $d$ maps $\Gamma^k(T)$ into $\Gamma^{k+1}(T)$. We suppose furthermore that the spaces $\Gamma^k(T)$ are equipped with interpolation operators $\Pi_T : \Omega^k(T) \to \Gamma^k(T)$ i.e. projectors with range $\Gamma^k(T)$, and that the interpolators commute with the exterior derivative. We also suppose that we have equipped $\Lambda^k(T)$ with interpolation operators $\Pi_A : \Omega^k(T) \to \Lambda^k(T)$ commuting with the exterior derivative.
Proposition 3.8 Suppose that $\Pi_\Lambda \circ \Pi_T = \Pi_\Lambda$. Then the inclusions $\Lambda^k(T) \to \Gamma^k(T)$ induce isomorphisms in cohomology.

- Proof: Since $\Pi_\Lambda$ is a left inverse of the inclusion map $\Lambda^* (T) \to \Omega^* (T)$ and the latter induces isomorphisms in cohomology, $\Pi_\Lambda$ also induces isomorphisms in cohomology. Thus the kernel complex (see appendix A) of $\Pi_\Lambda$ is exact.

Consider the morphism of complexes $\Gamma^* (T) \to \Lambda^* (T)$ obtained by restricting $\Pi_\Lambda$; we shall prove that its kernel complex is exact, from which it follows that it induces isomorphisms in cohomology.

Suppose $u \in \Gamma^k(T)$ satisfies $\Pi_T u = 0$ and $du = 0$. We can pick a $v \in \Omega^{k-1}(T)$ such that $\Pi_T v = 0$ and $dv = u$. Then $\Pi_T v$ is an element of $\Gamma^{k-1}(T)$ such that $\Pi_T \Pi_T v = \Pi_T v = 0$ and $d\Pi_T v = \Pi_T u = u$.

This completes the proof. □

For lowest order finite element spaces we have already constructed interpolators determined by equation (23). For high or variable order finite elements the construction of suitable interpolators is more technical. Usually they are constructed by imposing conditions similar to (23), for a given choice of interpolators. For high or variable order finite elements, one imposes matching moments with respect to a family of linear forms on $\Omega^k$. In any case we remark that most often, to construct interpolators for high order finite elements, one imposes matching moments with respect to a family of linear forms on $\Omega^k(T)$ containing $(\mu_T)_{T \in T_h}$ as a subfamily, and this guarantees that the hypothesis $\Pi_\Lambda \circ \Pi_T = \Pi_\Lambda$ holds.

One way of constructing higher order finite element spaces is the following. Put $X^k_1 = \Lambda^k(T)$ for each $k$. Define $X^0_n$ to be the vectorspace generated by functions of the form $u_1 u_2 \cdots u_n$ with $u_i \in X^0_1$ for each $i$. Then define, for $k \geq 1$ and $n \geq 2$, $X^k_n$ to be the vectorspace generated by compatible $k$-forms of the form $uv$ with $u \in X^0_{n-1}$ and $v \in X^k_1$. Our main result on these spaces is:

Proposition 3.9 For each $k, l$ and $m, n$ the wedge of forms provides a map:

$$\wedge: X^k_m \times X^l_n \to X^{k+l}_{m+n}.$$  

- Proof: We prove that $\wedge: X^k_1 \times X^l_1 \to X^{k+l}_2$, from which the proposition follows immediately.

We will need some notations:

Let $(u_i)$ be some family of functions indexed by consecutive integers. For any set of consecutive integers $k < \cdots < l$ we put:

$$\delta u_{[k\ldots l]} = du_k \wedge \cdots \wedge du_l.$$  

This notation will also be used when one index is missing in the set $\{k, \ldots, l\}$, e.g.:

$$\delta u_{[k\ldots i\ldots l]} = du_k \wedge \cdots (du_i)^\wedge \cdots \wedge du_l.$$  

We also put:

$$u_{[k\ldots l]} = (-1)^k \sum_{i=k}^l (-1)^i u_i \delta u_{[k\ldots i\ldots l]}.$$  

a notation which is extended straightforwardly to the case of one missing index.
We will prove, by induction on $k$, that:

$$u_{[0 \cdots k-1]} \land u_{[k \cdots k+l]} = (-1)^{k-1} \sum_{i=0}^{k-1} (-1)^i u_i u_{[0 \cdots \hat{i} \cdots k+\ell]}.$$  

(53)

It is evidently true for $k=1$ and, if it is true for a given $k \geq 1$, we can make the following computations. We remark that:

$$u_{[-1 \cdots k-1]} \land u_{[k \cdots \ell]} = (u_{-1} \delta u_{[0 \cdots k-1]} - \delta u_{-1} \land u_{[0 \cdots k-1]}) \land u_{[k \cdots k+l]}.$$  

(54)

Concerning the first term on the right hand side, we see that:

$$u_{-1} \delta u_{[0 \cdots k-1]} \land u_{[k \cdots \ell]} = (-1)^k u_{-1}(u_{[-1 \cdots k-1]} - \sum_{i=0}^{k-1} u_i \delta u_{[0 \cdots \hat{i} \cdots k+\ell]}).$$  

(55)

For the second term we remark that (by the induction hypothesis):

$$\delta u_{-1} \land u_{[0 \cdots k-1]} \land u_{[k \cdots k+l]}$$  

(56)

$$= (-1)^{k-1} \delta u_{-1} \land \sum_{i=0}^{k-1} (-1)^i u_i u_{[0 \cdots \hat{i} \cdots k+\ell]}$$  

(57)

$$= (-1)^{k-1} \sum_{i=0}^{k-1} (-1)^i u_i (-u_{[-1 \cdots \hat{i} \cdots k+\ell]} + u_{-1} \delta u_{[0 \cdots \hat{i} \cdots k+\ell]})$$  

(58)

Now the last term in (55) cancels with the last term in (58) and we are left with:

$$u_{[-1 \cdots k-1]} \land u_{[k \cdots \ell]} = (-1)^k (u_{-1} u_{[0 \cdots k+l]} - \sum_{i=0}^{k-1} (-1)^i u_i u_{[-1 \cdots \hat{i} \cdots k+\ell]}).$$  

(59)

This completes the induction and hence the proof. □

4 Regularization

Unfortunately the interpolation operators such as $\Pi_\star$ do not have sufficient continuity properties with respect to Sobolev norms, a problem which becomes more acute in higher dimensions. To remedy on this we construct regularization operators and show some applications to discrete Poincaré-Friedrichs inequalities and discrete Rellich compactness.

4.1 Smooth manifolds

Let $\mathcal{T}$ be a simplicial complex and $V$ an affine space. Suppose we have a map $\rho: T^0 \to V$ and define for each $T \in \mathcal{T}$ a map $\rho_T: T \to V$ by $\rho_T(i) = \rho(i)$; it is an affine realization of $T$ iff the affine span of $\rho_T(T)$ has dimension the dimension of $T$. We suppose now that this is the case for each $T$. Then we have an affine realization of $\mathcal{T}$. We say that $\rho$ is non-degenerate if in addition, for each $T, T' \in \mathcal{T}$:

$$|T| \cap |T'| = |T \cap T'|.$$  

(60)

In these circumstance we also say that $\rho$ determines an embedding of $|\mathcal{T}|$ in $V$. 14
Consider a Riemannian manifold $M$, which for simplicity we suppose to be smooth, compact and without boundary. The dimension of $M$ is denoted $n$. The Riemannian metric gives rise to natural scalar products of form $s$ on $M$.

We suppose that we have built a simplicial complex $T$, with an affine realization, and for each $T \in T$ an embedding $\Xi_T : |T| \to M$. We require that for each $T, T' \in T$ if $T' \subset T$ we have:

$$\Xi_{T'} = \Xi_T \circ i_{TT'}.$$  

(61)

We suppose furthermore that for all $T, T' \in T$ the following condition on overlaps holds:

$$\Xi_T(|T|) \cap \Xi_{T'}(|T'|) = \Xi_{T''}(|T \cap T'|).$$  

(62)

Finally we suppose that $M$ is generated by $T$, i.e.:

$$M = \cup_{T \in T} \Xi_T(|T|).$$  

(63)

In fact we consider a countable family $(T_h)$ of simplicial complexes, indexed by a parameter $h$ representing the mesh width of $T_h$. This parameter runs trough a set of positive reals accumulating only at 0, and we are interested in the limit $h \to 0$. For notational simplicity we suppose that these simplicial complexes are two by two disjoint (the only reason is to assure that a given simplex “remembers” which simplicial complex it belongs to).

Given a complex $\Gamma^\bullet(T_h)$ of compatible differential forms, as in the preceding section, one can transport it to a complex of forms on $M$ denoted $\Gamma^\bullet_h(M)$, by pulling back by the maps $\Xi_T^{-1}$ for $T \in T_h$. These transported forms are $L^2(M)$ (with respect to the Riemannian metric) and their exterior derivative in the sense of distributions coincides with the transported exterior derivative we defined on the affine realization of $T_h$, and is also $L^2(M)$.

As is standard we denote by $\Omega^k(M)$ the space of smooth $k$-forms on $M$, whereas the space of piecewise smooth ones which are compatible with $T_h$ is denoted $\Omega^k_h(M)$.

4.2 Construction of regularizations

To fix notations we recall the construction of regularization by convolution. Let $\phi$ denote a smooth non-negative function on $\mathbb{R}^n$ with support in the open unit ball, whose integral is 1. For $\delta > 0$ define $\phi^\delta$ by :

$$\phi^\delta(x) = \delta^{-n} \phi(\delta^{-1} x).$$  

(64)

Thus $\phi^\delta$ has integral 1 and support in the open ball centered at the origin and with radius $\delta$. We let $R^\delta$ denote convolution by $\phi$, acting on differential forms on $\mathbb{R}^n$. That is:

$$(R^\delta u)(x) = \int \phi^\delta(y) u(x - y) dy,$$  

(65)

This regularization will be transferred to $M$ in three steps. In accordance with widespread usage we will call the star of an element of $T^n_h$ (the star was defined in equation (10)), a macroelement. We suppose that there is a finite family $(S_i)_{i \in I}$ of $n$-dimensional macroelements embedded in $\mathbb{R}^n$ such that for each $h$ and each $T \in T^n_h$ we can choose a piecewise affine homeomorphism:

$$\Phi_T : |S_i| \to |\text{st}(T)|.$$  

(66)
These will be called reference macroelements. For each \( i \in I \) we denote by \( T_i \) the central simplex of \( S_i \) so that \( S_i = \text{st}(T_i) \). Let \( \psi_i \) denote a smooth non-negative function on \( \mathbb{R}^n \) with support in the interior of \( |S_i| \) yet equal to 1 on a neighborhood of \( |T_i| \).

First we define regularization in the reference macroelements. Define a regularization operator \( R^\delta_i \) on \( |S_i| \) by:

\[
R^\delta_i u = (1 - \psi_i)u + R^\delta_i(\psi_i u).
\]

(67)

This operator regularizes uniformly on \( |T_i| \) and does not deregularize anywhere. We will always suppose that \( \delta \) is so small that the \( \delta \) neighborhood of \( \text{supp} \psi_i \) has adherence \( A_i \) in the interior of \( |S_i| \). Then \( R^\delta_i u - u \) has support in \( A_i \) for all \( u \).

Then we define regularization on the macroelements of \( \mathcal{T}_h \). For any \( T \in \mathcal{T}_h^n \), define \( R^\delta_T \) by:

\[
R^\delta_T u = (\Phi_T^{-1})^* R^\delta_i(\Phi_T)^* u.
\]

(68)

This notation is somewhat abusive, but \( \Phi_T(A_i) \) is in the interior of \( |\text{st}(T)| \) and \( (\Phi_T^{-1})^* R^\delta_i(\Phi_T)^* \) as an operator \( L^2(|\text{st}(T)|) \to L^2(|\text{st}(T)|) \) does not modify its argument outside \( \Phi_T(A_i) \); we can therefore extend it outside \( \Phi_T(A_i) \) by the identity operator.

Finally we order \( \mathcal{T}_h^n \), so its elements can be written \( T_1, T_2, \cdots, T_N \) and define regularization \( R^\delta_h \) on \( M \) by:

\[
R^\delta_h = R^\delta_{T_N} \cdots R^\delta_{T_2} R^\delta_{T_1}.
\]

(69)

(The operator \( R^\delta_h \) depends on the chosen order).

4.3 Properties of the regularizations

**Approximation results.** For the rest of this section we consider a fixed (arbitrary) \( k \). Unless explicitly stated otherwise we deal here with differential forms of degree \( k \). We put \( X_h = \Gamma^k_h(M) \).

A key lemma is the following local stability result:

**Lemma 4.1** For each \( \delta \) there is a constant \( C \) such that for all \( h \), all \( T \in \mathcal{T}_h^n \) and all \( u \in L^2(\text{st}(T)) \) we have:

\[
\|\Pi_h R^\delta_h u\|_{L^2(T)} \leq C\|u\|_{L^2(\text{st}(T))}.
\]

(70)

**Proof:** If we pull back to the reference macroelement \( S_i \) assigned to \( T \) by the map \( \Phi_T \), and consider first the action of \( R^\delta_h \) we see that we have several contributions corresponding to the different terms in the product (69). We have the action of \( R^\delta_i \), which smooths out on a neighborhood of \( |T_i| \). But we also have the action of \( R^\delta_j \) coming from the reference macroelements \( S_j \) corresponding the neighboring simplexes of \( T \) in \( \mathcal{T}_h^n \). Since the transition maps between reference macroelements are continuous piecewise affine, these actions do not destroy the property of being piecewise smooth and compatible on a neighborhood of \( |T_i| \). Moreover the number of different possibilities for different macroelements to thus act upon each other is finite. For each integer \( r \) we therefore have estimates of the form:

\[
\|R^\delta_h u\|_{C^r(|T_i|)} \leq C\|u\|_{L^2(\text{st}(T_i))}
\]

(71)
Then we use the continuity of $\Pi_h : C^r([T_i]) \to L^2([T_i])$ and transport the estimate back to $M$.

For each $\delta$ this lemma immediately implies uniform boundedness of the maps $\Pi_h R^\delta_h : L^2(M) \to L^2(M)$. But we actually have more:

**Theorem 4.2** For each $\delta$ and for each $u \in L^2(M)$ we have:

$$\lim_{h \to 0} \| u - \Pi_h R^\delta_h u \|_{L^2(M)} = 0,$$

(72)

- **Proof:** Since the maps $\Pi_h R^\delta_h : L^2(M) \to L^2(M)$ are uniformly bounded it is enough to prove the above estimate for a dense subset of $L^2(M)$.

If $u$ is a pullback from an open subset $U \subset \mathbb{R}^n$ to $M$ of a differential form which is the product of an alternating multilinear map on $\mathbb{R}^n$ by the characteristic function of a compact subset of $U$ with nice enough boundary (say Lipschitz), then the norm convergence follows from the remark that one can ensure convergence in the reference macroelement for constant functions, and bound the contribution of the macroelements touching the boundary of $\text{supp } u$, by the preceding local lemma.

When $u$ is in a space compactly embedded in $L^2(M)$ we can obtain uniform convergence estimates, as follows.

**Proposition 4.3** For each Banach space $X$ which can be considered as a subspace of $L^2(M)$ such that the canonical injection $X \to L^2(M)$ is compact we have, for each $\delta$:

$$\lim_{h \to 0} \| I - \Pi_h R^\delta_h \|_{X \to L^2(M)} = 0.$$  

(73)

- **Proof:** This follows from the preceding theorem, using Lemma [B.1] in the appendices, letting $(A_n)$ be the sequence $(\Pi_h R^\delta_h)$ indexed by $h$ for fixed $\delta$, and $K$ be the injection $X \to L^2$.

The Galerkin spaces $X_h$ are not invariant under $\Pi_h R^\delta_h$ – but almost:

**Proposition 4.4** For each $\epsilon$ there is $\delta'$ such that for each $\delta < \delta'$ we have, for all $h$ and all $u_h \in X_h$:

$$\| u_h - \Pi_h R^\delta_h u_h \|_{L^2(M)} \leq \epsilon \| u_h \|_{L^2(M)}.$$  

(74)

- **Proof:** For each reference macroelement the space of pullbacks of elements of $X_h$ for all $h$, is included in a finite dimensional space. We can therefore find $\delta'$ such that for all $i \in I$, all $\delta < \delta'$, all $h$ and all pullbacks $u_h$ to $S_i$ of elements of $X_h$ we have:

$$\| u_h - \Pi_h R^\delta_h u_h \|_{L^2([T_i])} \leq \epsilon \| u_h \|_{L^2([S_i])}.$$  

(75)

This estimate is then transported back to $M$.

**Commutator estimates.** The operator $\Pi_h R^\delta_h$ does not commute with the exterior derivative but the following results provide some remedies. They show that the commutator:

$$[\Pi_h R^\delta_h, d] = \Pi_h R^\delta_h d - d\Pi_h R^\delta_h,$$

(76)

enjoys properties similar to $I - \Pi_h R^\delta_h$. It is worth recalling here that $\Pi_h$ commutes with $d$, as do pullback operations.

As before we first obtain a local stability result:
Lemma 4.5 For each \( \delta \) there is a constant \( C \) such that for all \( h \), all \( T \in T_h^n \) and all \( u \in L^2(\text{st}(T)) \) we have:

\[
\| \Pi_h[R^\delta_h \cdot d | u] \|_{L^2(T)} \leq C \| u \|_{L^2(\text{st}(T))}.
\] (77)

- Proof: The following computation in the reference macroelement \( S_i \) is useful:

\[
R^\delta_i du - dR^\delta_i u = (1 - \psi_i) du + R^\delta_i (\psi_i du) - d((1 - \psi_i) u) - dR^\delta_i(\psi_i u), \quad (78)
\]

\[
= (I - R^\delta_i)((d\psi_i) \wedge u). \quad (79)
\]

It shows that \( u \) is not differentiated. Remark also that \((d\psi_i) \wedge u\) is equal to zero on a neighborhood of \(|T_i|\).

Next we remark that if we restrict attention to what happens on (a small neighborhood of) the simplex \( T \in T_h^n \), the definition of \( R^\delta_h \) can be taken to be:

\[
R^\delta_h = R^\delta_{T_n} \cdots R^\delta_{T_2} R^\delta_{T_1},
\] (80)

where only the simplexes \( T_m \) neighboring \( T \) are used (i.e. \( T_m \cap T \neq \emptyset \)). Then we can write:

\[
[R^\delta_h, d] = \sum_{m=1}^N R^\delta_{T_n} \cdots R^\delta_{T_m+1} [R^\delta_{T_m}, d] R^\delta_{T_m} \cdots R^\delta_{T_1}.
\] (81)

In this sum the term where \( T_m = T \) gives zero on a neighborhood of \(|T|\), whereas the others constitute a small number (independent of \( T \) and \( h \)) of products each containing the regularization \( R^\delta_T \), composed (left and right) with terms which do not deregularize.

From this the lemma follows. \( \square \)

The estimates for \( \Pi_h[R^\delta_h \cdot d] \) then build up exactly as for \( I - \Pi_h R^\delta_h \).

Theorem 4.6 For each \( \delta \) and for each \( u \in L^2(M) \) we have:

\[
\lim_{h \to 0} \| \Pi_h[R^\delta_h \cdot d | u] \|_{L^2(M)} = 0.
\] (82)

Proposition 4.7 For each Banach space \( X \) which can be considered as a subspace of \( L^2(M) \) such that the canonical injection \( X \to L^2(M) \) is compact we have, for each \( \delta \):

\[
\lim_{h \to 0} \| \Pi_h[R^\delta_h, d] \|_{X \to L^2(M)} = 0.
\] (83)

Proposition 4.8 For each \( \epsilon \) there is \( \delta' \) such that for each \( \delta < \delta' \) we have, for all \( h \) and all \( u_h \in X_h \):

\[
\| \Pi_h[R^\delta_h \cdot d | u_h] \|_{L^2(M)} \leq \epsilon \| u_h \|_{L^2(M)}.
\] (84)

4.4 Applications

While the properties of the operator \( \Pi_h R^\delta_h \) may seem weak – it does not commute with the exterior derivative, nor does it leave the Galerkin space invariant – we show that they are strong enough to prove some central estimates in numerical analysis. Specifically we are interested in estimates on discrete analogues of Hodge decompositions.
For any $k$ the space of harmonic $k$-forms is the space:

$$\mathcal{H}^k(M) = \{ u \in \Omega^k(M) : du = 0 \text{ and } \forall v \in \Omega^{k-1}(M) \int u \cdot dv = 0 \}. \quad (85)$$

On the other hand the space of discrete harmonic $k$-forms is:

$$\mathcal{H}^k_h(M) = \{ u \in \Gamma^k_h(M) : du = 0 \text{ and } \forall v \in \Gamma^{k-1}_h(M) \int u \cdot dv = 0 \}. \quad (86)$$

For the rest of this section we consider a fixed (arbitrary) $k$, and put $X_h = \Gamma^k_h(M)$. We will use also use the following notations:

$$W_h = \{ u_h \in X_h : du_h = 0 \} \quad (87)$$
$$V_h = \{ u_h \in X_h : \forall w_h \in W_h \int u_h \cdot w_h = 0 \} \quad (88)$$

Similarly we let $X$ be the completion of $\Omega^k(M)$ with respect to the norm defined by:

$$\|u\|_X^2 = \|u\|_{L^2}^2 + \|du\|_{L^2}^2. \quad (89)$$

Then we put:

$$W = \{ u \in X : du = 0 \} \quad (90)$$
$$V = \{ u \in X : \forall w \in W \int u \cdot w = 0 \} \quad (91)$$

It will be useful to let $P_V$ denote the projection in $X$ with range $V$ and kernel $W$.

The continuous Poincaré-Friedrichs inequality is the assertion that there is a $C > 0$ such that:

$$\forall v \in V \quad \|v\|_{L^2} \leq C \|dv\|_{L^2}. \quad (92)$$

Since the manifold $M$ is supposed to be compact (without boundary) $V$ is a subspace of the Sobolev space $\mathcal{H}^1(M)$. In particular $V$ is compactly embedded in $L^2$, which is a variant of Rellich compactness. A major point is that in general $V_h$ is not a subspace of $V$. However we will prove analogues of the Poincaré-Friedrichs and Rellich properties for the family of spaces $(V_h)$.

The following is a discrete Poincaré-Friedrichs inequality.

**Proposition 4.9** There is $C > 0$ such that for all $h$ we have:

$$\forall v_h \in V_h \quad \|v_h\|_{L^2} \leq C \|dv_h\|_{L^2}. \quad (93)$$

**Proof:** Pick $v_h \in V_h$. We remark that $dP_V v_h = dv_h$. Let then:

$$v_h - P_V v_h = du + f, \quad (94)$$

be the Hodge decomposition of $v_h - P_V v_h$ (see e.g. Taylor[29] Chapter 5, §8, Proposition 8.2). That is, $f$ is harmonic and the only thing we need to know about $u$ is that its norm with respect to a space compactly embedded in $L^2$, is controlled by the $L^2$ norm of $v_h - P_V v_h$, hence also by the $L^2$ norm of $v_h$. Remark that $d\Pi_h R^h_9 u + \Pi_h f \in W_h$. In the following, all unspecified norms are $L^2$ norms. We write:

$$\|v_h\| \leq \|v_h - d\Pi_h R^h_9 u - \Pi_h f\|, \quad (95)$$

$$\leq \|P_V v_h + du + f - d\Pi_h R^h_9 u - \Pi_h f\|, \quad (96)$$

$$\leq \|P_V v_h + du - \Pi_h R^h_9 du + \Pi_h R^h_9 u - d\Pi_h R^h_9 u + f - \Pi_h f\|, \quad (97)$$

$$\leq \|P_V v_h\| + \|(I - \Pi_h R^h_9) du\| + \|\Pi_h [R^h_9, d] u\| + \|(I - \Pi_h) f\|. \quad (98)$$
We treat separately the three last terms on the right hand side.

1) Concerning the second term we remark that, by the definition (92):

$$
\|(I - \Pi_h R_h^4)\|_{L^2} \leq \|(I - \Pi_h R_h^4) P_V v_h\| + \|(I - \Pi_h R_h^4) v_h\| + \|(I - \Pi_h R_h^4) f\|.
$$

(99)

In this estimate we have three terms. The first term is controlled by:

$$
\|(I - \Pi_h R_h^4) P_V v_h\| \leq \|(I - \Pi_h R_h^4)\|_{Y \to L^2} \|P_V v_h\|_X,
$$

(100)

and we are ready to apply Proposition 4.3. For the second term we choose now \( \delta > 0 \) such that the estimate of Proposition 4.2 holds with \( \epsilon = 1/2 \). The last term is controlled using Theorem 4.2 and the finite-dimensionality of the space of harmonic forms. Combining these three estimates we get, for a certain sequence \( \epsilon_h \) converging to 0:

$$
\|(I - \Pi_h R_h^4)\|_{L^2} \leq \|v_h\| + \epsilon_h(\|v_h\| + \|dv_h\|).
$$

(101)

2) As already remarked, \( u \) is controlled in a space \( Y \) (e.g. the Sobolev space \( H^1(M) \)) which is compactly embedded in \( L^2 \). For the third term we can write:

$$
\|\Pi_h[R_h^4, d]u\| \leq \|\Pi_h[R_h^4, d]\|_{Y \to L^2} C \|v_h\|_{L^2},
$$

(102)

and are ready to apply Proposition 4.7.

3) For the fourth term we use the smoothness of harmonic forms, and the finite-dimensionality of the space they form.

Combining all three estimates we conclude that there is a sequence \( (\epsilon'_h) \) converging to 0 such that:

$$
1/2 \|v_h\| \leq \|P_V v_h\| + \epsilon'_h(\|v_h\| + \|dv_h\|) \leq (C + \epsilon'_h)\|v_h\| + \epsilon'_h\|v_h\|.
$$

(103)

This proves the proposition.

An easy consequence which will be useful later is the following:

**Corollary 4.10** There is \( C > 0 \) such that for all \( h \) we have:

$$
\forall u_h \in X_h \quad \inf_{w_h \in W_h} \|u_h - w_h\|_{L^2} \leq C\|du_h\|_{L^2}.
$$

(104)

The discrete Poincaré-Friedrich estimate also provides useful so-called Inf-Sup conditions for saddle-point problems, in the sense of Brezzi [10]. Consider for instance the following construction: A Fortin operator \( \Phi_h : X \to X_h \) can be constructed by assigning to \( u \in X \) the unique element \( u_h \in X_h \), solution of:

$$
\left\{ \begin{array}{l}
\forall u_h' \in X_h \\
\forall p_h' \in dX_h
\end{array} \right. \left\{ \begin{array}{l}
f u_h' = \int u_h' \cdot u_h' + \int p_h' \cdot du_h' = \int u \cdot u_h' \\
\int p_h' \cdot du_h = \int p_h' \cdot du
\end{array} \right.
$$

(105)

The announced Inf-Sup condition is:

**Corollary 4.11** There is \( C > 0 \) such that for all \( h \) we have:

$$
\inf_{p_h \in dX_h} \sup_{u_h \in X_h} \|p_h \cdot du_h\|_{L^2} \|u_h\|_{L^2} \geq 1/C.
$$

(106)
This guarantees the stability (uniform boundedness) of the above Fortin operators $\Phi_h : X \to X$. Notice that if $u \in \mathcal{H}^k(M)$ then $d\Phi_h u = 0$ and by density:

$$\forall v \in \Omega_h^{k-1}(M) \quad \int u \cdot dv = 0,$$

(107)

so that $\Phi_h$ maps $\mathcal{H}^k(M)$ into $\mathcal{H}_h^k(M)$. The Fortin operator can therefore be used to obtain estimates on discrete harmonic forms. We will use the following. We have:

$$\| (I - \Phi_h) \|_{\mathcal{H}^k(M)} \to \mathcal{X} \to 0.$$

(108)

In particular $\Phi_h : \mathcal{H}^k(M) \to \mathcal{H}_h^k(M)$ is eventually injective. Using the cohomological properties of the preceding section we know that $\mathcal{H}^k(M)$ and $\mathcal{H}_h^k(M)$ have the same dimension, so that $\Phi_h : \mathcal{H}^k(M) \to \mathcal{H}_h^k(M)$ is invertible. Denote by $\Psi_h : \mathcal{H}_h^k(M) \to \mathcal{H}^k(M)$ its inverse. The following elementary estimate will be used:

$$\| I - \Psi_h \| \leq \| I - \Phi_h \|/\| I - \Phi_h \| \to 0.$$

(109)

The following is a strengthening of the discrete Poincaré-Friedrichs estimate:

**Proposition 4.12** For each $\epsilon$ there is $h'$ such that for each $h < h'$ we have:

$$\forall v_h \in \mathcal{V}_h \quad \| v_h - P_v v_h \|_{L^2} \leq \epsilon \| d v_h \|_{L^2}.$$  

(110)

- **Proof:** In the following all unspecified norms are $L^2(M)$ norms. Remark that since $d(v_h - P_v v_h) = 0$ we have:

$$d \Pi_h R_h^d(v_h - P_v v_h) = \Pi_h[d, R_h^d](v_h - P_v v_h).$$

(111)

Pick $\epsilon > 0$. From Propositions 4.7, 4.8 and 4.9 there is $\delta > 0$ and $h'$ such that for $h < h'$:

$$d \Pi_h R_h^d(v_h - P_v v_h) \leq \epsilon/(2 C) \| d v_h \|,$$

(112)

where $C$ is the constant appearing in Corollary 4.11. This corollary provides $w_h \in \mathcal{W}_h$ such that:

$$\| d \Pi_h R_h^d(v_h - P_v v_h) - w_h \| \leq \epsilon/2 \| d v_h \|.$$

(113)

Actually, using Proposition 4.4 we will suppose that $\delta$ was also chosen such that for all $h$ and all $u_h \in \mathcal{X}_h$:

$$\| (I - \Pi_h) R_h^d \| u_h \| \leq \epsilon/2 \| u_h \|.$$

(114)

We remark that $w_h$ is orthogonal both to $v_h$ and $P_v v_h$. Now we write:

$$\| v_h - P_v v_h \|^2$$

(115)

$$= \int (v_h - P_v v_h) \cdot (v_h - P_v v_h),$$

(116)

$$\leq \int (v_h - P_v v_h) \cdot (v_h - P_v v_h - \Pi_h R_h^d(v_h - P_v v_h) + w_h) +$$

(117)

$$\epsilon/2 \| v_h - P_v v_h \| \| d v_h \|,$$

(118)

$$\leq \int (v_h - P_v v_h) \cdot ((I - \Pi_h) R_h^d) (v_h - P_v v_h) +$$

(119)

$$\epsilon/2 \| v_h - P_v v_h \| \| d v_h \|,$$

(120)

$$\leq \| v_h - P_v v_h \| \| (I - \Pi_h) R_h^d \| v_h \| + \| (I - \Pi_h) R_h^d \| P_v v_h \| + \epsilon/2 \| d v_h \|.$$  

(121)
This gives:
\[
\|v_h - P_V v_h\| \leq \| (I - \Pi_h R_h^d) v_h \| + \|(I - \Pi_h R_h^d) P_V v_h \| + \epsilon/2 \|d v_h\|. \tag{122}
\]
\[
\leq \epsilon/2 \|v_h\| + \|d v_h\| + \|I - \Pi_h R_h^d\| \|v_h\| \|V\| \|P_V v_h\|. \tag{123}
\]

Applying Proposition 4.3, we get, for \(h\) small enough:
\[
\|v_h - P_V v_h\| \leq \epsilon \left( \|v_h\| + \|d v_h\| \right). \tag{124}
\]

By Proposition 4.9, this completes the proof. \(\square\)

The following corollary is often referred to as discrete compactness:

**Corollary 4.13** Suppose \((u_h)\) is a sequence of elements \(u_h \in X_h^k\) such that \(\|u_h\|_{L^2}\) and \(\|d u_h\|_{L^2}\) are bounded. Suppose furthermore that:
\[
\forall h \forall u'_h \in X_{h}^{k-1} \int u_h \cdot d u'_h = 0. \tag{125}
\]

Then (out of every subsequence) one can extract a subsequence converging in \(L^2\).

- Proof: Indeed \(u_h\) can be decomposed as \(u_h = v_h + w_h\) where \(v_h \in V_h\) and \(w_h \in W_h\). In fact \(w_h\) is discrete harmonic. Now \(P_V v_h\) is bounded in \(V\) which is compactly embedded in \(L^2\), so \((P_V v_h)\) is relatively compact in \(L^2\). Moreover \(\Psi_h w_h\) is harmonic and is bounded in a finite-dimensional space. One then concludes using Proposition 4.12 and estimate (109) respectively. \(\square\)

**A Complexes and the long exact sequence**

We now recall some definitions and facts from homological algebra, and refer the reader to Lang [27] and Gelfand-Manin [20] for thorough expositions. In this paper by a *complex* we mean a sequence \(A^\bullet\) of vectorspaces equipped with linear operators \(d^k : A^k \to A^{k+1}\) called *differentials* and satisfying, for each \(k\),
\[
d^{k+1} \circ d^k = 0.
\]

The cohomology group \(H^k A^\bullet\) is (the vectorspace) defined by:
\[
H^k A^\bullet = (\ker d^k : A^k \to A^{k+1})/(\im d^{k-1} : A^{k-1} \to A^k). \tag{126}
\]

Most often the index \(k\) in \(d^k\) is dropped and the complex is represented by a diagram:
\[
\ldots \to A^{k-1} \to A^k \to A^{k+1} \to \ldots,
\]

where it is implicit that the arrows represent instances of the differential \(d\).

If \(A^\bullet\) and \(B^\bullet\) are two complexes, a *morphism of complexes* \(f^\bullet : A^\bullet \to B^\bullet\), is a sequence of linear operators \(f^k : A^k \to B^k\) such that the following diagram commutes:
\[
\begin{array}{ccc}
A^k & \to & A^{k+1} \\
\downarrow f^k & & \downarrow f^{k+1} \\
B^k & \to & B^{k+1}
\end{array}
\]

A morphism of complexes \(f^\bullet : A^\bullet \to B^\bullet\) induces a sequence or linear maps \(H^k f^\bullet : H^k A^\bullet \to H^k B^\bullet\). We have that \(H^k (f^\bullet \circ g^\bullet) = (H^k f^\bullet) \circ (H^k g^\bullet)\).
Given two morphisms of complexes \( f^* : A^* \to B^* \), \( g^* : B^* \to C^* \), a homotopy operator from \( f^* \) to \( g^* \) is a family \( h^* \) of linear operators \( h^k : A^k \to B^{k-1} \) such that:

\[
g^k - f^k = h^{k+1} d^k + d^{k-1} h^k. \tag{129}\]

If \( f^* \) and \( g^* \) are homotopic in the sense that a homotopy operator exists from one to the other, they induce the same maps \( H^k A^* \to H^k B^* \).

One of the basic tools used in this paper is the following: Suppose we are given three complexes \( A^* \), \( B^* \) and \( C^* \), and morphisms of complexes \( f^* : A^* \to B^* \) and \( g^* : B^* \to C^* \), providing for each \( k \) a short exact sequence:

\[
0 \to A^k \to B^k \to C^k \to 0. \tag{130}\]

Then (see e.g. Lang [27] chapter XX, §2) one can construct a long exact sequence linking the cohomology groups:

\[
\cdots \to H^k A^* \to H^k B^* \to H^k C^* \to H^{k+1} A^* \to H^{k+1} B^* \to \cdots \tag{131}\]

Here the first arrow is \( H^k f^* \), the second is \( H^k g^* \) and the third one – usually denoted \( \delta^k \) – is constructed by the snake lemma.

**Remark A.1** In particular, if we are given a morphism of complexes \( g^* : B^* \to C^* \) consisting of surjections and define \( A^k \) to be the kernel of \( g^k \), we remark that \( A^* \) is a subcomplex of \( B^* \) called the kernel complex, which has trivial cohomology if and only if \( g^* \) induces isomorphisms in cohomology \( H^k B^* \to H^k C^* \).

Suppose that the above situation holds for complexes \( A^*_0, B^*_0 \) and \( C^*_0 \) (with \( f^*_0 \) and \( g^*_0 \)) and also for \( A^*_1, B^*_1 \) and \( C^*_1 \) (with \( f^*_1 \) and \( g^*_1 \)). Suppose furthermore that we have morphisms of complexes \( \alpha^* : A^*_0 \to A^*_1, \beta^* : B^*_0 \to B^*_1 \) and \( \gamma^* : C^*_0 \to C^*_1 \) intertwining \( f^*_1 \) with \( f^*_0 \) and \( g^*_1 \) with \( g^*_0 \). Explicitly we have commuting diagrams:

\[
\begin{array}{cccccc}
0 & \to & A^k_0 & \xrightarrow{f^k_0} & B^k_0 & \xrightarrow{g^k_0} & C^k_0 & \to & 0 \\
\alpha^k & \downarrow & \beta^k & \downarrow & \gamma^k & \downarrow & \\
0 & \to & A^k_1 & \xrightarrow{f^k_1} & B^k_1 & \xrightarrow{g^k_1} & C^k_1 & \to & 0
\end{array} \tag{132}\]

Then the following diagram commutes:

\[
\begin{array}{cccccccc}
H^k A^*_0 & \xrightarrow{H^k f^*_0} & H^k B^*_0 & \xrightarrow{H^k g^*_0} & H^k C^*_0 & \xrightarrow{\delta^k_0} & H^{k+1} A^*_1 \\
H^k \alpha^* & \downarrow & H^k \beta^* & \downarrow & H^k \gamma^* & \downarrow & H^{k+1} \alpha^* & \downarrow \\
H^k A^*_1 & \xrightarrow{H^k f^*_1} & H^k B^*_1 & \xrightarrow{H^k g^*_1} & H^k C^*_1 & \xrightarrow{\delta^k_1} & H^{k+1} A^*_1
\end{array} \tag{133}\]

### B Composition with compact operators

**Lemma B.1** Let \((A_n)\) be a sequence of continuous operators from a Hilbert space \( Y \) to a Banach space \( Z \), such that, for some operator \( A \):

\[
\forall u \in X \quad \lim_{n \to \infty} A_n u = Au. \tag{134}\]
Then $A$ is continuous and for any Banach space $X$ and any compact operator $K: X \to Y$ we have:

$$\lim_{n \to \infty} \|AK - A_nK\|_{X \to Z} = 0.$$  \hspace{1cm} (135)

- **Proof:** Continuity of $A$ follows from the uniform boundedness principle, and the norm convergence follows from the fact that $K$ can be approximated in the $L(X,Y)$ norm by finite rank operators, see e.g. Rudin [30] (Chapter 4, exercise 13).

\[\square\]

**Acknowledgments**

I am grateful to Geir Ellingsrud and Jon Rognes for helping me with the homological algebra; in particular they showed me how to use long exact sequences and the five lemma to prove Theorem 5.7. I also thank Robert Kotiuga for making me aware of Weil’s paper [10].

**References**

[1] R. A. Adams, J. J. F. Fournier: *Sobolev spaces*. Second edition; Pure and applied mathematics, Vol. 140, Academic Press, 2003.

[2] D.N. Arnold: *Differential complexes and numerical stability*. Plenary address delivered at ICM 2002, International Congress of Mathematicians, Beijing 2002.

[3] D.N. Arnold, R. Winther: *Mixed finite elements for elasticity*, Numer. Math., Vol. 92, No. 3, p. 401-419, 2002.

[4] C. Bernardi, V. Girault: *A local regularization operator for triangular and quadrilateral finite elements*; SIAM J. Numer. Anal., Vol. 35, No. 5, p. 1893 – 1916, 1998.

[5] D. Boffi, P. Fernandes, L. Gastaldi, I. Perugia: *Computational models of electromagnetic resonators: analysis of edge element approximation*; SIAM J. Numer. Anal., Vol. 36, No. 4, p. 1264 – 1290, 1999.

[6] D. Boffi: *Fortin operator and discrete compactness for edge elements*; Numer. Math., Vol. 87, No. 2, p. 229 – 246, 2000.

[7] D. Boffi: *A note on the De Rham complex and a discrete compactness property*; Appl. Math. Lett., Vol. 14, No. 1, p. 33-38, 2001.

[8] A. Bossavit: *Mixed finite elements and the complex of Whitney forms*; The mathematics of finite elements and applications, VI (Uxbridge, 1987), p. 137-144, Academic Press, London, 1988.

[9] R. Bott, L.W. Tu: *Differential forms in algebraic topology*; Graduate texts in mathematics No. 82, Springer-Verlag, 1982.

[10] F. Brezzi: *On the existence, uniqueness and approximation of saddle-point problems arising from Lagrangian multipliers*; RAIRO Anal. Numér., Vol. 8, No. R-2, p. 129-151, 1974.
[11] F. Brezzi, J. Douglas (Jr.), L.D. Marini: Two families of mixed finite elements for second order elliptic problems; Numer. Math., Vol. 47, p. 217-235, 1985.

[12] F. Brezzi, M. Fortin: Mixed and hybrid finite element methods; Springer-Verlag, 1991.

[13] A. Buffa, S. H. Christiansen: The Electric Field Integral Equation on Lipschitz screens: definitions and numerical approximation; Numer. Math., Vol. 94, No. 2, p. 229 – 267, 2003.

[14] A. Buffa, S. H. Christiansen: A dual finite element complex on the barycentric refinement; C. R. Math. Acad. Sci. Paris, Vol. 340, No. 6, p. 461 – 464, 2005.

[15] S. Caorsi, P. Fernandes, M. Raffetto: Spurious-free approximations of electromagnetic eigenproblems by means of Nedelec-type elements; M2AN Math. Model. Numer. Anal., Vol. 35, No. 2, p. 331 – 354, 2001.

[16] S. H. Christiansen: A div curl lemma for edge elements; SIAM J. Numer. Anal., Vol. 43, No. 1, p. 116 – 126, 2005.

[17] P. Clément: Approximation by finite element functions using local regularization; RAIRO Sér. Rouge Anal. Numér., Vol. 9, No. R-2, p. 77-84, 1975.

[18] L. Demkowicz: hp-adaptive finite elements for time-harmonic Maxwell equations; Topics in computational wave propagation, p. 163 – 199, Lect. Notes Comput. Sci. Eng., Vol. 31, Springer, Berlin, 2003.

[19] L. Demkowicz, P. Monk, L. Vardapetyan, W. Rachowicz: De Rham diagram for hp-finite element spaces; Comput. Math. Appl., Vol. 39, No. 7-8, p. 29 – 38, 2000.

[20] S. I. Gelfand, Y. I. Manin: Methods of homological algebra (second edition); Springer Monographs in Mathematics, Springer-Verlag, 2003.

[21] V. Girault, L. R. Scott: A quasi-local interpolation operator preserving the discrete divergence; Calcolo, Vol. 40, No. 1, p. 1 – 19, 2003.

[22] A. Hatcher: Algebraic topology; Cambridge University Press, 2002.

[23] R. Hiptmair: Canonical construction of finite elements; Math. Comp., Vol. 68, No. 228, p. 1325-1346, 1999.

[24] R. Hiptmair: Finite elements in computational electromagnetism; Acta Numerica, p. 237-339, Cambridge University Press, 2002.

[25] F. Kikuchi: On a discrete compactness property for the Nédélec finite elements; J. Fac. Sci. Univ. Tokyo, Sect. 1A Math., Vol. 36, p. 479-490, 1989.

[26] S. Lang: Differential and Riemannian manifolds. Third edition; Graduate Texts in Mathematics, Vol. 160, Springer, 1995.
[27] S. Lang: Algebra. Revised third edition; Graduate Texts in Mathematics, Vol. 211, Springer, 2002.

[28] P. Monk: Finite Element Methods for Maxwell’s Equations; Oxford University Press, 2003.

[29] J.-C. Nédélec: Mixed finite elements in $\mathbb{R}^3$; Numer. Math., Vol. 35, p. 315-341, 1980.

[30] J.-C. Nédélec: Éléments finis mixtes incompressibles pour l’équation de Stokes dans $\mathbb{R}^3$; Numer. Math., Vol. 39, p. 97 – 112, 1982.

[31] J.-C. Nédélec: A new family of mixed finite elements in $\mathbb{R}^3$; Numer. Math., Vol. 50, No. 1, p. 57-81, 1986.

[32] F. Rapetti, F. Dubois, A. Bossavit: Discrete vector potentials for nonsimply connected three-dimensional domains; SIAM J. Numer. Anal., Vol. 41, No. 4, p. 1505 – 1527, 2003.

[33] P.A. Raviart, J.-M. Thomas: A mixed finite element method for 2nd order elliptic problems; p. 292-315 in I. Galligani, E. Magenes (ed): Mathematical aspects of the finite element method ; Lecture Notes in Math., Vol. 606, Springer-Verlag, Berlin and New York, 1977.

[34] G. De Rham: Variétés différentiables. Formes, courants, formes harmoniques (Third edition); Publications de l’Institut de Mathématique de l’Université de Nancago, III. Actualités Scientifiques et Industrielles, No. 1222b. Hermann, Paris, 1973.

[35] J.E. Roberts, J.-M. Thomas: Mixed and hybrid methods; p. 523-640, in P.G. Ciarlet, J.-L. Lions (eds.), “Handbook of numerical analysis, Vol. II, Finite element methods (Part 1)”, North-Holland, 1991.

[36] W. Rudin: Functional analysis, Second edition; McGraw-Hill, New York, 1991.

[37] C. Schwab: p- and hp-finite element methods; Theory and applications in solid and fluid mechanics. Numerical Mathematics and Scientific Computation. The Clarendon Press, Oxford University Press, New York, 1998.

[38] E. H. Spanier: Algebraic topology; McGraw-Hill Book Co., New York-Toronto, Ont.-London, 1966.

[39] M. Taylor: Partial differential equations, Vol. I Basic theory; Springer-Verlag, New York, 1996.

[40] A. Weil: Sur les théorèmes de De Rham; Comment. Math. Helv., Vol. 26, p. 119 – 145, 1952.

[41] H. Whitney: Geometric integration theory; Princeton University Press, Princeton, N. J., 1957.