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Abstract. Quantum symmetric algebras (or noncommutative polynomial rings) arise in many places in mathematics. In this article we find the multiplicative structure of their Hochschild cohomology when the coefficients are in an arbitrary bimodule algebra. When this bimodule algebra is a finite group extension (under a diagonal action) of a quantum symmetric algebra, we give explicitly the graded vector space structure. This yields a complete description of the Hochschild cohomology ring of the corresponding skew group algebra.

1. Introduction

The action of a group $G$ on a vector space $V$ induces an action on the corresponding symmetric algebra $S(V)$ (a polynomial ring). The resulting skew group algebra $S(V) \rtimes G$ is a noncommutative ring encoding the group action. Deformations of such skew group algebras are related to deformations of corresponding orbifolds, and some have appeared independently in several places under different names: graded Hecke algebras, rational Cherednik algebras, and symplectic reflection algebras. Deformations of any algebra are intimately related to its Hochschild cohomology. When $G$ is finite the Hochschild cohomology of $S(V) \rtimes G$ was computed independently by Farinati [F] and by Ginzburg and Kaledin [GK]. Its algebra structure was first given by Anno [A].

In this paper we replace the symmetric algebra $S(V)$ with a quantum symmetric algebra and explore its Hochschild cohomology. Our quantum symmetric algebra is a noncommutative polynomial ring, denoted $S_q(V)$, in which the variables commute only up to multiplication by nonzero scalars (encoded in the vector $q$). Noncommutative polynomials have been of interest for some time. Our current work incorporates group actions as well and is in part motivated by the recent appearance of two articles: Kirkman, Kuzmanovich, and Zhang [KKZ] prove a version of the classical Shephard-Todd-Chevalley Theorem, namely that the invariant subring of $S_q(V)$ under a finite group action is again a quantum symmetric algebra. In the setting of an ordinary polynomial ring, methods from invariant theory for finding such subrings play a crucial role in computations of Hochschild cohomology (see, for example, [SW]). Around the same time, Bazlov and Berenstein [BB] introduced braided Cherednik algebras, which are deformations of $S_q(V) \rtimes G$ in some special cases. Knowledge of Hochschild cohomology will provide insight into these and other possible deformations.

More specifically, let $k$ be a field of characteristic 0. Let $N$ be a positive integer and for each pair $i, j$ of elements in $\{1, \ldots, N\}$, let $q_{i,j}$ be a nonzero scalar such that $q_{i,i} = 1$ and...
There is a standard complex $K$ of quantum symmetric algebras.

Let $V$ be a vector space with basis $x_1, \ldots, x_N$, and let

$$S_q(V) := k\langle x_1, \ldots, x_N \mid x_ix_j = q_{i,j} x_j x_i \text{ for all } 1 \leq i, j \leq N \rangle,$$

the quantum symmetric algebra determined by $q$. This is a Koszul algebra (see e.g. [AS]), so there is a standard complex $K_q(S_q(V))$ that is a resolution of $S_q(V)$ as an $S_q(V)$-bimodule. This complex is given in Section 2.1 below; see [W] for details for more general quantum symmetric algebras arising from braidings. Priddy [P] first introduced Koszul algebras, and the theory was developed further, including such complexes, in [BGS, BG, M].

We first compute cup products, using the resolution in Section 2.1, and obtain the following technical result. The notation will be explained in Section 4.

**Theorem 3.1.** The Hochschild cohomology $HH^q(S_q(V), B)$ is a subquotient algebra of the tensor product $B \otimes \bigwedge_{q^{-1}}(V^*)$.

That is, the Hochschild cohomology is a vector subquotient of $B \otimes \bigwedge_{q^{-1}}(V^*)$, and its cup product is determined by that of the tensor product of the two algebras $B$ and $\bigwedge_{q^{-1}}(V^*)$.

We next give the graded vector space structure of Hochschild cohomology in the two cases $B = S_q(V)$ and $B = S_q(V) \rtimes G$, when $G$ acts diagonally on the basis $x_1, \ldots, x_N$ of $V$. We adapt techniques developed in the context of Hochschild homology by Wambst [W]. In the first case this gives the following technical result. The notation will be explained in Section 4.

**Corollary 4.3.** For all $m \in \mathbb{N}$,

$$HH^m(S_q(V)) \cong \bigoplus_{\beta \in \{0,1\}^N} \bigoplus_{|\beta| = m} \bigoplus_{\alpha \in \mathbb{N}^N} \text{span}_k \{ x^\alpha \otimes (x^*)^{\wedge \beta} \}.$$

This result is a consequence of our more general Theorem 4.1 on $S_q(V) \rtimes G$. It should be compared with work of Richard [R], in which there are some results on the Hochschild cohomology of a related ring of twisted differential operators on quantum affine space. Richard obtains his results by first computing Hochschild homology and then invoking a duality between homology and cohomology. In our setting, such a duality does not hold in general; a comparison of our Example 4.4 below with Wambst’s Corollary 6.2 [W] shows that there is no duality in our smallest possible case. Other authors have used various techniques to compute Hochschild homology of generalizations of $S_q(V)$ [GG, GII, W].

Since the characteristic of $k$ is 0, the Hochschild cohomology of $S_q(V) \rtimes G$ is the subalgebra of $G$-invariant elements of $HH^q(S_q(V), S_q(V) \rtimes G)$, and the multiplicative structure of this algebra is given by Theorem 3.1. To determine the additive structure precisely, we specialize to diagonal actions of $G$ on the chosen basis $x_1, \ldots, x_N$ of $V$. This is the case to which Wambst’s techniques in [W] may be most easily adapted to express the relevant cochain complex as the direct sum of an acyclic complex and a complex in which all differentials are 0. This leads to our description of the Hochschild cohomology as a graded vector space in the following theorem. The notation will be explained in Section 4.
Theorem 4.1. Assume the finite group $G$ acts diagonally on the chosen basis of $V$. Then for all $m \in \mathbb{N}$,

$$HH^m(S_q(V), S_q(V) \rtimes G) \cong \bigoplus_{g \in G} \bigoplus_{\beta \in \{0,1\}^N} \bigoplus_{|\beta|=m} \bigoplus_{\alpha \in \mathbb{N}^N} \bigoplus_{\alpha - \beta \in C_g} \text{span}_k \{ (x^\alpha \# g) \otimes (x^*)^{\wedge \beta} \},$$

and $HH^m(S_q(V) \rtimes G)$ is its $G$-invariant subspace.

We plan to address more general group actions, as well as related deformations of the skew group algebra $S_q(V) \rtimes G$, in future articles.

Organization. This paper is organized as follows. Section 2 contains necessary preliminary information, including the resolution of $S_q(V)$ that will be used. We also give a chain map from this resolution to the bar resolution of $S_q(V)$, used in Section 3 to compute cup products.

We prove Theorem 3.1 in Section 3. In Section 4 we prove Theorem 4.1 and apply Theorem 3.1 to give the cup product on $HH^*(S_q(V) \rtimes G)$. As a special case, when $G = \{1\}$, we obtain in Corollary 4.3 the Hochschild cohomology of $S_q(V)$.

2. Preliminaries

All tensor products and exterior powers are taken over the field $\mathbb{k}$ of characteristic 0.

Let $A$ be an algebra over $\mathbb{k}$, and let $M$ be an $A$-bimodule. We identify $M$ with a (left) $A^e$-module, where $A^e = A \otimes A^{op}$; $A^{op}$ is the algebra $A$ with the opposite multiplication. The Hochschild cohomology of $A$ with coefficients in $M$ is

$$HH^*(A, M) := \text{Ext}^*_{A^e}(A, M),$$

where $A$ is considered to be an $A^e$-module under left and right multiplication. One useful free $A^e$-resolution of $A$ is the bar resolution

$$\cdots \xrightarrow{\delta_3} A \otimes^3 A \xrightarrow{\delta_2} A \otimes^2 A \xrightarrow{\delta_1} A^e \xrightarrow{\text{mult}} A \to 0 \tag{1}$$

where $\delta_m(a_0 \otimes \cdots \otimes a_{m+1}) = \sum_{i=0}^m (-1)^i a_0 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{m+1}$ for all $a_0, \ldots, a_{m+1} \in A$, and the map from $A^e$ to $A$ is given by multiplication in $A$. Suppose $M = B$ is an $A$-bimodule algebra, that is $B$ is an algebra and also an $A$-bimodule and these two structures are compatible in the sense that $a(bb') = (ab)b'$ and $(bb')a = b(b'a)$ for all $a \in A$ and $b, b' \in B$. Then $HH^*(A, B)$ has a cup product defined at the cochain level as follows (e.g., see [C, p. 278]). Let $f \in \text{Hom}_{A^e}(A^{\otimes (m+2)}, B)$, $f' \in \text{Hom}_{A^e}(A^{\otimes (n+2)}, B)$. Then $f \smile f' \in \text{Hom}_{A^e}(A^{\otimes (m+n+2)}, B)$ is determined by

$$f \smile f'(a_0 \otimes a_1 \otimes \cdots \otimes a_{m+n} \otimes a_{m+n+1}) = f(a_0 \otimes a_1 \otimes \cdots \otimes a_m \otimes 1) f'(1 \otimes a_{m+1} \otimes \cdots \otimes a_{m+n} \otimes a_{m+n+1}).$$

Let $G$ be a finite group acting on the algebra $A$ by automorphisms. We denote by $ga$ the result of applying $g \in G$ to $a \in A$. Then we may form the skew group algebra $A \rtimes G$: Additively, it is the free $A$-module with basis $G$. We write $A \rtimes G = \oplus_{g \in G} A_g$, where $A_g = \{a \# g \mid a \in A\}$, that is for each $a \in A$ and $g \in G$ we denote by $a \# g \in A_g$ the $a$-multiple of $g$. Multiplication on $A \rtimes G$ is determined by

$$(a \# g)(b \# h) := a^g(b) \# gh$$
for all \( a, b \in A, \ g, h \in G \). Note that for each \( g \in G, \ A_g \) is a (left) \( A^e \)-module via the action

\[
(a \otimes b) \cdot (c \# g) := (a \# 1)(c \# g)(b \# 1) = ac(sb)\# g
\]

for all \( a, b, c \in A, \ g \in G \).

For convenience in what follows, we will sometimes denote the quantum symmetric algebra \( S_q(V) \) simply by \( A \).

### 2.1. A free resolution of \( S_q(V) \)

By \([W, \text{Proposition 4.1(c)}]\), the following is a free \( A^e \)-resolution of \( A = S_q(V) \):

\[
\cdots \to A^e \otimes \wedge^2(V) \xrightarrow{d_2} A^e \otimes \wedge^1(V) \xrightarrow{d_1} A^e \xrightarrow{\mathsf{mult}} A \to 0,
\]

that is, for \( 1 \leq m \leq N \), the degree \( m \) term is \( A^e \otimes \wedge^m(V) \), and \( d_m \) is defined by

\[
d_m(1^{\otimes 2} \otimes x_{j_1} \wedge \cdots \wedge x_{j_m}) = \sum_{i=1}^{m} (-1)^{i+1} \left[ \left( \prod_{s=1}^{i} q_{j_s,j_i} \right) x_{j_i} \otimes 1 - \left( \prod_{s=i}^{m} q_{j_s,j_i} \right) \otimes x_{j_i} \right] \otimes x_{j_1} \wedge \cdots \wedge \hat{x}_{j_i} \wedge \cdots \wedge x_{j_m}
\]

whenever \( 1 \leq j_1 < \ldots < j_m \leq N \). This is a twisted version of the usual Koszul resolution for a polynomial ring.

Let us write the above formula for \( d_m \) in a more convenient form. We first introduce some notation following Wambst \([W]\). Let \( \mathbb{N}^N \) denote the set of all \( N \)-tuples of elements from \( \mathbb{N} \). For any \( \alpha \in \mathbb{N}^N \), the length of \( \alpha \), denoted \( |\alpha| \), is the sum \( \sum_{i=1}^{N} \alpha_i \). For all \( \alpha \in \mathbb{N}^N \), define \( x^\alpha := x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_N^{\alpha_N} \). For all \( i \in \{1, \ldots, N\} \), define \([i] \in \mathbb{N}^N\) by \([i]_j = \delta_{i,j} \) for all \( j \in \{1, \ldots, N\} \). For any \( \beta \in \{0,1\}^N \), let \( x^{\wedge \beta} \) denote the vector \( x_{j_1} \wedge \cdots \wedge x_{j_m} \in \wedge^m(V) \), which is defined by \( m = |\beta| \), \( \beta_j = 1 \) for all \( k \in \{1, \ldots, m\} \), and \( j_1 < \ldots < j_m \). Then, for any \( \beta \in \{0,1\}^N \) with \( |\beta| = m \) we have

\[
d_m(1^{\otimes 2} \otimes x^{\wedge \beta}) = \sum_{i=1}^{N} \delta_{\beta_i,1}(-1)^{\sum_{s=1}^{i-1} \beta_s} \left[ \left( \prod_{s=1}^{i} q_{s,i}^{\beta_s} \right) x_i \otimes 1 - \left( \prod_{s=i}^{N} q_{s,i}^{\beta_s} \right) \otimes x_i \right] \otimes x^{\wedge (\beta - [i])}.
\]

### 2.2. A chain map into the bar resolution of \( S_q(V) \)

We wish to define a chain map from our complex \( A^e \otimes \wedge(V) \) to the bar resolution \([W]\) for \( A = S_q(V) \). Wambst defined a more general chain map \([W, \text{Lemma 5.3 and Theorem 5.4}]\). Here we introduce notation useful in our setting, and include some details for completeness.

For each set of \( m \) distinct natural numbers \( j_1, \ldots, j_m \) \((m \leq N)\) and each permutation \( \pi \in S_m \), the scalar \( q_\pi^{j_1,\ldots,j_m} \) is defined by the equation

\[
q_\pi^{j_1,\ldots,j_m} x_{j_{\pi(1)}} \cdots x_{j_{\pi(m)}} = x_{j_1} \cdots x_{j_m}
\]

in \( A \), that is, \( q_\pi^{j_1,\ldots,j_m} \) is the scalar arising when one applies the permutation \( \pi \) to the variables in the product \( x_{j_1} \cdots x_{j_m} \), using the relations in \( A \) to rewrite it.

The following lemma is immediate from the definition.

**Lemma 2.1.** If \( \pi = \sigma \tau \) in \( S_m \), then

\[
q_\pi^{j_1,\ldots,j_m} = q_\sigma^{\hat{j}_1,\ldots,\hat{j}_r(m)} q_\tau^{j_1,\ldots,j_m}.
\]
For each \( m \geq 1 \), define the map \( \phi_m : A^e \otimes \bigwedge^m(V) \to A^{\otimes(m+2)} \) by

\[
\phi_m(1^{\otimes 2} \otimes x_{j_1} \wedge \cdots \wedge x_{j_m}) = \sum_{\pi \in S_m} (\text{sgn } \pi)q^{j_1,\ldots,j_m}_\pi \otimes x_{j_\pi(1)} \otimes \cdots \otimes x_{j_\pi(m)} \otimes 1
\]

for all distinct \( x_{j_1}, \ldots, x_{j_m} \). Note that \( \phi_m \) is injective: The image of a basis of \( \bigwedge^m(V) \) under \( \phi_m \) is linearly independent, as may be seen by comparing the variables involved. Set \( \phi_0 \) and \( \phi_{-1} \) to be the identity maps on \( A \otimes A \) and \( A \), respectively.

**Remark 2.2.** By its definition, the image of \( \phi_m \) is contained in

\[
\bigcap_{i=0}^{m-2} \left( A \otimes V^\otimes i \otimes R \otimes V^{\otimes(m-i-2)} \otimes A \right),
\]

where \( R \subset V \otimes V \) is the vector subspace spanned by the relations \( x_i \otimes x_j - q_{i,j} x_j \otimes x_i \). For example, to see that \( \phi_m(1^{\otimes 2} \otimes x_{j_1} \wedge \cdots \wedge x_{j_m}) \) is in \( A \otimes R \otimes V^{\otimes(m-2)} \otimes A \), fix \( \pi \in S_m \). Let \( (12) \) denote the permutation transposing 1 and 2. The \( \pi \)- and \( \pi(12) \)-terms of formula (3) above are (writing \( \pi(12) = (\pi(1), \pi(2))\pi \) in \( S_m \) and applying the lemma):

\[
(\text{sgn } \pi)q^{j_1,\ldots,j_m}_\pi \otimes x_{j_\pi(1)} \otimes \cdots \otimes x_{j_\pi(m)} \otimes 1 + (\text{sgn } \pi(12))q^{j_1,\ldots,j_m}_{\pi(12)} \otimes x_{j_\pi(2)} \otimes x_{j_\pi(1)} \otimes \cdots \otimes x_{j_\pi(m)} \otimes 1
\]

\[
= (\text{sgn } \pi)q^{j_1,\ldots,j_m}_\pi \otimes x_{j_\pi(1)} \otimes \cdots \otimes x_{j_\pi(m)} \otimes 1 - (\text{sgn } \pi)q^{j_{\pi(1)}(1),\ldots,j_{\pi(m)}(m)}_\pi \otimes x_{j_{\pi(2)}} \otimes x_{j_{\pi(1)}} \otimes \cdots \otimes x_{j_{\pi(m)}} \otimes 1
\]

\[
= (\text{sgn } \pi)q^{j_1,\ldots,j_m}_\pi \otimes (x_{j_{\pi(1)}} \otimes x_{j_{\pi(2)}} - q^{j_{\pi(1)}(1),\ldots,j_{\pi(m)}(m)}_\pi \otimes x_{j_{\pi(2)}} \otimes x_{j_{\pi(1)}} \otimes \cdots \otimes x_{j_{\pi(m)}} \otimes 1,
\]

which is visibly in \( A \otimes R \otimes V^{\otimes(m-2)} \otimes A \).

**Lemma 2.3.** The map \( \phi \) defined in equation (3) is a chain map.

**Proof.** We must show that

\[
\phi_m^{-1} \circ d_m(1^{\otimes 2} \otimes x_{j_1} \wedge \cdots \wedge x_{j_m}) = \delta_m \circ \phi_m(1^{\otimes 2} \otimes x_{j_1} \wedge \cdots \wedge x_{j_m})
\]

for all \( j_1, \ldots, j_m \) with \( j_1 < \cdots < j_m \), where \( \delta_m \) is the differential on the bar complex (1). This may easily be checked when \( m = 0 \).

By Remark 2.2, the formula (3) for \( \phi_m \) and the formula for \( \delta_m \), the right side of (5) is

\[
\sum_{\pi \in S_m} (\text{sgn } \pi)q^{j_1,\ldots,j_m}_\pi \otimes (x_{j_\pi(1)} \otimes \cdots \otimes x_{j_\pi(m)} \otimes 1 + (-1)^m \otimes x_{j_\pi(1)} \otimes \cdots \otimes x_{j_\pi(m)})
\]
for all \( m \geq 1 \). The left side of (5) is

\[
\phi_{m-1} \left( \sum_{i=1}^{m} (-1)^{i+1} \left( \prod_{s=1}^{i} q_{j_{s,i}} x_{j_{i}} \otimes 1 - \prod_{s=i}^{m} q_{j_{i,s}} x_{j_{i}} \right) \otimes x_{j_{1}} \wedge \cdots \wedge x_{j_{m}} \right)
\]

\[
= \sum_{i=1}^{m} (-1)^{i+1} \left( \prod_{s=1}^{i} q_{j_{s,i}} x_{j_{i}} \otimes 1 - \prod_{s=i}^{m} q_{j_{i,s}} x_{j_{i}} \right) \otimes \left( \sum_{\pi' \in S_{m-1}} (\text{sgn} \, \pi') q_{\pi'_{j_{1},i}} \cdots q_{\pi'_{j_{m},i}} x_{j_{1}'(1)} \otimes \cdots \otimes x_{j_{m}'(m)} \right)
\]

\[
= \sum_{i=1}^{m} (-1)^{i+1} \left( \prod_{s=1}^{i} q_{j_{s,i}} x_{j_{i}} \otimes 1 - \prod_{s=i}^{m} q_{j_{i,s}} x_{j_{i}} \right) \otimes \left( \sum_{\pi' \in S_{m-1}} (\text{sgn} \, \pi') \left( \prod_{s=1}^{m} q_{j_{s,i}} x_{j_{1}'(1)} \otimes \cdots \otimes x_{j_{m}'(m)} \otimes 1 \right) \right)
\]

where for each \( i, S_{m-1}^{i} \) denotes the symmetric group on \( \{1, \ldots, i, \ldots, m\} \). In the first set of summands above, if \( \pi := \pi'(i, i-1, \ldots, 1) \), then \( \text{sgn} \, \pi' = (-1)^{i+1} \text{sgn} \, \pi \), and we may replace \( \text{sgn} \, \pi' x_{j_{1}} \otimes x_{j_{s}(i)} \otimes \cdots \otimes x_{j_{m}(i)} x_{j_{1}} \otimes \cdots \otimes x_{j_{m}(i)} x_{j_{m}(i)} \) by \( (-1)^{i-1} (\text{sgn} \, \pi) x_{j_{s}(i)} \otimes \cdots x_{j_{m}(i)} x_{j_{1}} \otimes \cdots x_{j_{m}(i)} x_{j_{m}(i)} \). Similarly in the second set of summands, let \( \pi = \pi'(i, i+1, \ldots, m) \), and replace \( \text{sgn} \, \pi' x_{j_{1}} \otimes x_{j_{s}(i)} \otimes \cdots \otimes x_{j_{m}(i)} x_{j_{1}} \otimes \cdots x_{j_{m}(i)} x_{j_{m}(i)} \) by \( (-1)^{m-i} (\text{sgn} \, \pi) x_{j_{s}(i)} \otimes x_{j_{s}(i)} \otimes x_{j_{m}(i)} \otimes x_{j_{m}(i)} \). Again, for the first set of summands, notice that \( q_{\pi_{j_{1},i}} \cdots q_{\pi_{j_{m},i}} x_{j_{1}'(1)} \otimes \cdots \otimes x_{j_{m}'(m)} \otimes x_{j_{1}} \otimes \cdots \otimes x_{j_{m}} \). Making all such replacements, we find that the left side of (5) is indeed equal to the right side.

\[\square\]

**Remark 2.4.** The image of \( \phi_{m} \) is a free \( A^{e} \)-submodule of \( A^{\otimes (m+2)} \) that is a direct summand of \( A^{\otimes (m+2)} \) as an \( A^{e} \)-module: Take a vector space complement in \( k \otimes V^{\otimes m} \otimes k \) to the image of \( k \otimes k \otimes \wedge^{m} (V) \) under \( \phi_{m} \), and extend to the required complementary \( A^{e} \)-module direct summand of \( A^{\otimes (m+2)} \). It follows that there is a chain map \( \psi \) from the bar resolution to \( A^{e} \otimes \wedge(V) \) for which \( \psi \phi \) is the identity map.

### 3. The cup product

As before, let \( A \) denote the quantum symmetric algebra \( S_{q}(V) \) and let \( A^{e} \) denote the enveloping algebra \( A \otimes A^{op} \). Let \( B \) denote an \( A \)-bimodule. In this section, we will describe the cup product on Hochschild cohomology \( HH^{*}(A, B) = \text{Ext}^{*}_{A^{e}}(A, B) \), when \( B \) additionally has a compatible algebra structure.

We begin by applying \( \text{Hom}_{A^{e}}(\cdot, B) \) to (2), dropping the term \( \text{Hom}_{A^{e}}(A, B) \) to obtain the complex

\[0 \rightarrow \text{Hom}_{A^{e}}(A^{e}, B) \xrightarrow{\partial_{0}} \text{Hom}_{A^{e}}(A^{e} \otimes \wedge^{1}(V), B) \xrightarrow{\partial_{2}} \text{Hom}_{A^{e}}(A^{e} \otimes \wedge^{2}(V), B) \rightarrow \cdots ,\]

that is, the degree \( m \) term is \( \text{Hom}_{A^{e}}(A^{e} \otimes \wedge^{m}(V), B) \), and \( \partial_{m} \) is defined by \( \partial_{m}(F) = F \circ d_{m} \), for all \( F \in \text{Hom}_{A^{e}}(A^{e} \otimes \wedge^{m-1}(V), B) \).

We identify the spaces \( \text{Hom}_{A^{e}}(A^{e} \otimes \wedge^{m}(V), B) \) and \( B \otimes \wedge^{m}(V^{*}) \) via the map

\[\Theta_{m} : \text{Hom}_{A^{e}}(A^{e} \otimes \wedge^{m}(V), B) \rightarrow B \otimes \wedge^{m}(V^{*})\]
\[ F \mapsto \sum_{\beta \in \{0,1\}^N \atop |\beta|=m} F(1^{\otimes 2} \otimes x^{\wedge \beta}) \otimes (x^*)^{\wedge \beta}. \]

We thus obtain the following complex, which is equivalent to the complex in (6):

\[(7)\hspace{1cm} 0 \to B \overset{d^*_m}{\longrightarrow} B \otimes \bigwedge^1(V^*) \overset{d^*_2}{\longrightarrow} B \otimes \bigwedge^2(V^*) \longrightarrow \cdots,\]

that is, the degree \(m\) term is \(B \otimes \bigwedge^m(V^*)\), and \(d^*_m\) is defined by \(d^*_m = \Theta_m \circ \tilde{d}_m \circ \Theta_{m-1}^{-1}\), where \(\Theta_{0}^{-1}\) takes \(b \in B\) to \(F \in \text{Hom}_{A^e}(A^e, B)\) defined by \(F(1^{\otimes 2}) = b\).

Let us describe \(d^*_m\) explicitly. For any \(b \in B\) and \(\beta \in \{0,1\}^N\) with \(|\beta| = m - 1\) we have

\[ d^*_m(b \otimes (x^*)^{\wedge \beta}) = (\Theta_m \circ \tilde{d}_m \circ \Theta_{m-1}^{-1})(b \otimes (x^*)^{\wedge \beta}) \]
\[ = \Theta_m(\Theta_{m-1}^{-1}(b \otimes (x^*)^{\wedge \beta}) \circ d_m) \]
\[ = \sum_{\beta' \in \{0,1\}^N \atop |\beta'| = m} (\Theta_{m-1}^{-1}(b \otimes (x^*)^{\wedge \beta}) \circ d_m)(1^{\otimes 2} \otimes x^{\wedge \beta'}) \otimes (x^*)^{\wedge \beta'} \]
\[ = \sum_{i=1}^N \delta_{\beta_i,0}(\Theta_{m-1}^{-1}(b \otimes (x^*)^{\wedge \beta}) \circ d_m)(1^{\otimes 2} \otimes x^{\wedge (\beta+\{i\})}) \otimes (x^*)^{\wedge (\beta+\{i\})} \]
\[ = \sum_{i=1}^N \delta_{\beta_i,0}(\Theta_{m-1}^{-1}(b \otimes (x^*)^{\wedge \beta})) \left( (-1)^{\sum_{s=1}^N \beta_s} \left[ \prod_{s=1}^i q_{i,s}^{\beta_s} \right] x_i \otimes 1 - \left( \prod_{s=i+1}^N q_{i,s}^{\beta_s} \right) \otimes x^\beta \right) \]
\[ \otimes (x^*)^{\wedge (\beta+\{i\})}. \]

Using the \(A^e\)-linearity of \(\Theta_{m-1}^{-1}(b \otimes (x^*)^{\wedge \beta})\) and the definition of \(\Theta\), the above expression may be rewritten to show that \(d^*_m(b \otimes (x^*)^{\wedge \beta})\) is equal to

\[(8)\hspace{1cm} \sum_{i=1}^N \delta_{\beta_i,0}(-1)^{\sum_{s=1}^N \beta_s} \left[ \prod_{s=1}^i q_{i,s}^{\beta_s} \right] x_i b - \left( \prod_{s=i+1}^N q_{i,s}^{\beta_s} \right) b x_i \otimes (x^*)^{\wedge (\beta+\{i\})}.\]

We will use these expressions for the differentials in the sequel.

Let \(q\) be a tuple of scalars as in the introduction. We define the quantum exterior algebra

\[(9)\hspace{1cm} \bigwedge_q(V) = T(V)/(x_i x_j + q_{i,j} x_j x_i \mid 1 \leq i, j \leq N),\]

where \(T(V)\) is the tensor algebra on \(V\). Note that the relations corresponding to \(i = j\) are \(2x_i^2 = 0\) since \(q_{i,i} = 1\), that is \(x_i^2 = 0\) in \(\bigwedge_q(V)\). It follows that the dimension of \(\bigwedge_q(V)\) as a (graded) vector space is the same as that of the exterior algebra \(\bigwedge(V)\).

Let \(q^{-1}\) denote the tuple consisting of all inverses of components of \(q\), that is, \(q^{-1} = \{q_{i,j}^{-1}\}_{1 \leq i, j \leq N}\). Using this notation, we have the following cup product theorem. Our main applications are to the cases \(B = S_q(V)\) and \(B = S_q(V) \rtimes G\) for some finite group \(G\) in the next section.

**Theorem 3.1.** Let \(B\) be an \(S_q(V)\)-bimodule algebra. Then the Hochschild cohomology algebra \(\text{HH}^*(S_q(V), B)\) is a subquotient algebra of the tensor product \(B \otimes \bigwedge_{q^{-1}}(V^*)\), that is, the cup product on \(\text{HH}^*(S_q(V), B)\) descends from the product on \(B \otimes \bigwedge_{q^{-1}}(V^*)\).
Proof. Letting \( A = S_q(V) \), by Remark 2.4 there is a chain map \( \psi : A^\otimes(m+2) \to A^e \otimes \bigwedge^m(V) \) such that \( \psi \phi \) is the identity map. (We will not need an explicit formula for \( \psi \).)

We will use the cup product as defined on the bar complex, together with the chain maps \( \phi \) and \( \psi \): For two cocycles \( \mu \) and \( \nu \) defined on \( A^e \otimes \bigwedge(V) \), in degrees \( m \) and \( n \) respectively, their cup product is given by

\[
\phi^*(\psi^*(\mu) \smile \psi^*(\nu)).
\]

This function is defined by its action on all elements of the form \( 1^\otimes 2 \otimes x_{j_1} \land \cdots \land x_{j_{m+n}} \), which we calculate next. Let \( S_{m,n} \) denote the set of all \( m, n \)-shuffles, that is all \( \rho \in S_{m+n} \) for which \( \rho(1) < \cdots < \rho(m) \) and \( \rho(m+1) < \cdots < \rho(m+n) \). Note that these shuffles form a set of coset representatives of the subgroup \( S_m \times S_n \) of \( S_{m+n} \), where \( S_m \) acts on \( \{ 1, \ldots, m \} \) and \( S_n \) acts on \( \{ m+1, \ldots, m+n \} \). Thus we may write each \( \pi \in S_{m+n} \) as \( \pi = \rho \sigma \tau \) where \( \rho \in S_{m,n}, \sigma \in S_m, \tau \in S_n \). By Lemma 2.1 writing \( \rho \sigma \tau = (\rho \sigma \rho^{-1})(\rho \tau \rho^{-1}) \rho \), we have

\[
\phi^*(\psi^*(\mu) \smile \psi^*(\nu))(1^\otimes 2 \otimes x_{j_1} \land \cdots \land x_{j_{m+n}})
= \left( \psi^*(\mu) \smile \psi^*(\nu) \right) \left( \sum_{\pi \in S_{m+n}} (\text{sgn } \pi) q_{j_1,\ldots,j_m,n} \otimes x_{j_{(1)}} \otimes \cdots \otimes x_{j_{(n)}(m+n)} \otimes 1 \right)
= \sum_{\pi \in S_{m+n}} (\text{sgn } \pi) q_{j_1,\ldots,j_m,n} \psi^*(\mu)(1 \otimes x_{j_{(1)}} \otimes \cdots \otimes x_{j_{(n)}(m+n)} \otimes 1)
\]

\[
= \sum_{\rho \in S_{m,n}} \sum_{\sigma \in S_m} \sum_{\tau \in S_n} (\text{sgn } \rho \sigma \tau) q_{j_1,\ldots,j_{m+n}} \psi^*(\mu)(1 \otimes x_{j_{\rho(1)}(1)} \otimes \cdots \otimes x_{j_{\rho(n)}(m+n)} \otimes 1)
\]

\[
= \sum_{\rho \in S_{m,n}} (\text{sgn } \rho) q_{j_1,\ldots,j_{m+n}} \left( \sum_{\sigma \in S_m} (\text{sgn } \sigma) q_{j_{\rho(1)},\ldots,j_{\rho(m)},\rho^{-1} \cdot (\rho \tau \rho^{-1}) \rho \cdot \rho \sigma \rho^{-1}} \psi^*(\mu)(1 \otimes x_{j_{\rho(1)}(1)} \otimes \cdots \otimes x_{j_{\rho(n)}(m+n)} \otimes 1) \right)
\]

\[
= \sum_{\rho \in S_{m,n}} (\text{sgn } \rho) q_{j_1,\ldots,j_{m+n}} \phi^* \psi^*(\mu)(1^\otimes 2 \otimes x_{j_{\rho(1)}} \land \cdots \land x_{j_{\rho(m)}})
\]

Since \( \psi \phi \) is the identity map, \( \phi^* \psi^*(\mu) = \mu \) and \( \phi^* \psi^*(\nu) = \nu \). Now replacing \( \mu \) by \( b \otimes (x^*)^{\wedge \beta} \) and \( \nu \) by \( b' \otimes (x^*)^{\wedge \beta'} \), where \( b, b' \in B \), we see that only one summand in the above can be nonzero, and that is the summand corresponding to \( \rho \) for which

\[
x^{\wedge \beta} = x_{j_{\rho(1)}} \land \cdots \land x_{j_{\rho(m)}} \quad \text{and} \quad x^{\wedge \beta'} = x_{j_{\rho(m+1)}} \land \cdots \land x_{j_{\rho(m+n)}}.
\]

For this summand, we obtain \( (\text{sgn } \rho) q_{j_1,\ldots,j_{m+n}} bb' \). Comparing, we find also that

\[
(bb' \otimes (x^*)^{\wedge \beta} \land (x^*)^{\wedge \beta'})(1^\otimes 2 \otimes x_{j_1} \land \cdots \land x_{j_{m+n}}) = (\text{sgn } \rho) q_{j_1,\ldots,j_{m+n}} bb',
\]
by permuting the exterior factors in \((x^*)^\wedge \beta \wedge (x^*)^\wedge \beta\) via \(\rho\) before applying the function, and by using the identity \(q_{\rho}^{j_1 \ldots j_{m+n}} = (q_{\rho}^{1 \ldots j_{m+n}})^{-1}\) (a consequence of Lemma 2.1). Therefore the product is as claimed.

\[\square\]

**Remark 3.2.** It is not necessary that the characteristic of \(k\) be 0 for Theorem 3.1. While Wambst’s proof that complex (2) is exact requires characteristic 0, a similar resolution may be obtained in positive characteristic by using a twisted tensor product construction \([BO]\) or general theory for Koszul algebras \([BG]\). Our proof of Theorem 3.1 uses only resolution (2) and its embedding into the bar resolution.

4. The Hochschild cohomology algebra of \(S_q(V) \rtimes G\)

Let \(G\) be a finite group acting on \(A = S_q(V)\) by graded algebra automorphisms. We are interested in the cohomology of the skew group algebra \(A \rtimes G\). Since the characteristic of \(k\) is zero, this is known to be isomorphic to the \(G\)-invariant subalgebra of the cohomology \(HH^* (A, A \rtimes G)\) of \(A\) with coefficients in \(A \rtimes G\). (See for example \([S]\).) In this section we will compute this latter cohomology, \(HH^* (A, A \rtimes G) = \text{Ext}^*_A (A, A \rtimes G)\), in the case when \(G\) acts diagonally on the basis \(x_1, \ldots, x_N\) of \(V\). Note that each \(g\)-component \(A_g\) is a (left) \(A^e\)-module (see Section 2). Also note that since \(A \rtimes G = \bigoplus_{g \in G} A_g\) as an \(A^e\)-module,

\[
\text{Ext}^*_A (A, A \rtimes G) \cong \bigoplus_{g \in G} \text{Ext}^*_A (A, A_g).
\]

We will compute the summands \(\text{Ext}^*_A (A, A_g)\).

Fix \(g \in G\). In Section 3 we applied the Hom functor \(\text{Hom}_{A^e}(\cdot, B)\), for any \(A\)-bimodule \(B\), to the \(A^e\)-resolution of \(A\) in (2), and made appropriate identification to obtain the complex (7). When we specialize this complex to \(B = A_g\), we obtain

\[
0 \to A_g \xrightarrow{d'_1} A_g \otimes \Lambda^1 (V^*) \xrightarrow{d'_2} A_g \otimes \Lambda^2 (V^*) \to \cdots,
\]

where formula (8) yields that \(d_m^*(a \# g) \otimes (x^*)^\wedge \beta\) is equal to

\[
\sum_{i=1}^N \delta_{\beta,0} (-1)^{\sum_{s=1}^i \beta_s} \left[ \left( \prod_{s=1}^i q_{s,i}^{\beta_s} \right) x_i a - \left( \prod_{s=1}^N q_{s,i}^{\beta_s} \right) a (g (x_i)) \right] \# g \otimes (x^*)^\wedge (\beta + [i]),
\]

for all \(a \in A\) and \(\beta \in \{0,1\}^N\) with \(|\beta| = m - 1\).

4.1. Additive structure. Suppose \(G\) acts diagonally on the basis \(x_1, \ldots, x_N\) of \(V\), that is, there exist scalars \(\lambda_{g,i} \in k\) such that \(g x_i = \lambda_{g,i} x_i\), for all \(g \in G, i \in \{1, \ldots, N\}\).

For each \(g \in G\), define

\[
C_g := \left\{ \gamma \in \{N \cup \{-1\}\}^N \mid \text{for each } i \in \{1, \ldots, N\}, \prod_{s=1}^N q_{i,s}^{\gamma_s} = \lambda_{g,i} \text{ or } \gamma_i = -1 \right\}.
\]

The following theorem gives the structure of the Hochschild cohomology as a graded vector space. Recall definition (9) of the quantum exterior algebra.
Theorem 4.1. If $G$ acts diagonally on the chosen basis of $V$, then $\text{HH}^*(S_q(V), S_q(V)_g)$ is the graded vector subspace of $S_q(V)_g \otimes \bigwedge_{q-1} V^*$ given by:

$$\text{HH}^m(S_q(V), S_q(V)_g) \cong \bigoplus_{\beta \in \{0,1\}^N} \bigoplus_{\alpha \in \mathbb{N}^N} \beta \text{span}_k \{(x^\alpha \# g) \otimes (x^*)^{\wedge \beta}\},$$

for all $m \in \mathbb{N}, g \in G$. Therefore,

$$\text{HH}^m(S_q(V), S_q(V) \times G) \cong \bigoplus_{g \in G} \bigoplus_{\beta \in \{0,1\}^N} \bigoplus_{\alpha \in \mathbb{N}^N} \beta \text{span}_k \{(x^\alpha \# g) \otimes (x^*)^{\wedge \beta}\},$$

for all $m \in \mathbb{N}$, and $\text{HH}^m(S_q(V) \times G)$ is its $G$-invariant subspace.

Example 4.2. Fix $g \in G$. We wish to describe $\text{HH}^* : = \text{HH}^*(S_q(V), S_q(V)_g)$ when $N = 2$. We will work out two special cases. When $q_{1,2}$ is not a root of unity and $\lambda_{g,1}$, $\lambda_{g,2}$ are not both equal to 1, we have

$$\text{HH}^0_g \cong \{0\}$$
$$\text{HH}^1_g \cong \{0\}$$
$$\text{HH}^2_g \cong \text{span}_k \{(1 \# g) \otimes x_1^* x_2^*\}.$$

For the second case, assume $q_{1,2}$ is simultaneously a primitive $\ell$th root of unity, a $\ell_1$th root of $\lambda_{g,1}$, and a $\ell_2$th root of $\lambda_{g,2}$. Also assume $q_{1,2} \neq \lambda_{g,2}$ and $q_{1,2}^{-1} \neq \lambda_{g,1}$. Then we have

$$\text{HH}^0_g \cong \text{span}_k \{x_1^{\alpha_1} x_2^{\alpha_2} \# g | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides both } \alpha_1 - \ell_2 \text{ and } \alpha_2 - \ell_1 \}$$
$$\text{HH}^1_g \cong \text{span}_k \{(x_1^{\alpha_1} x_2^{\alpha_2} \# g) \otimes x_1^* | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides both } \alpha_2 - \ell_1 \text{ and } \alpha_1 - \ell_2 - 1 \}$$
$$+ \text{span}_k \{(x_1^{\alpha_1} x_2^{\alpha_2} \# g) \otimes x_2^* | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides both } \alpha_1 - \ell_2 \text{ and } \alpha_2 - \ell_1 - 1 \}$$
$$\text{HH}^2_g \cong \text{span}_k \{(1 \# g) \otimes x_1^* x_2^*\}$$
$$\bigoplus \text{span}_k \{x_1^{\alpha_1} x_2^{\alpha_2} \# g \otimes x_1^* x_2^* | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides both } \alpha_1 - \ell_2 - 1 \text{ and } \alpha_2 - \ell_1 - 1 \}.$$ 

Thus $\text{HH}^0_g$ is the free module over $Z(S_q(V))$ generated by $x_1^{\ell_1} x_2^{\ell_2} \# g$, $\text{HH}^1_g$ is the free $Z(S_q(V))$-module generated by $(x_1^{\ell_1} x_2^{\ell_2} \# g) \otimes x_1^*$ and $(x_1^{\ell_1} x_2^{\ell_2+1} \# g) \otimes x_2^*$, and $\text{HH}^2_g$ is the direct sum of the $k$-linear span of $(1 \# g) \otimes x_1^* x_2^*$ and the free $Z(S_q(V))$-module generated by $(x_1^{\ell_1+1} x_2^{\ell_2+1} \# g) \otimes x_1^* x_2^*$.

Define

$$\text{C} := \left\{ \gamma \in (\mathbb{N} \cup \{-1\})^N \mid \text{ for each } i \in \{1, \ldots, N\}, \prod_{s=1}^{N} q_{i,s}^{\gamma_s} = 1 \text{ or } \gamma_i = -1 \right\}.$$

Taking $G$ to be the trivial group with one element, we immediately obtain the following:

Corollary 4.3. $\text{HH}^*(S_q(V))$ is the graded vector subspace of $S_q(V) \otimes \bigwedge_{q-1} V^*$ given by:

$$\text{HH}^m(S_q(V)) \cong \bigoplus_{\beta \in \{0,1\}^N} \bigoplus_{\alpha \in \mathbb{N}^N} \text{span}_k \{x^\alpha \otimes (x^*)^{\wedge \beta}\},$$

for all $m \in \mathbb{N}$. 

(continued on next page)
Example 4.4. When $N = 2$, the description of $\text{HH}'(S_q(V))$ simplifies considerably. In this case, if $q_{1,2}$ is not a root of unity, then

\[
\begin{align*}
\text{HH}^0(S_q(V)) &\cong \mathbb{k} \\
\text{HH}^1(S_q(V)) &\cong \text{span}_k \{x_1 \otimes x_1^*, x_2 \otimes x_2^*\} \\
\text{HH}^2(S_q(V)) &\cong \text{span}_k \{1 \otimes x_1^* \wedge x_2^*\} \\
\end{align*}
\]

and if $q_{1,2}$ is a primitive $\ell$th root of unity, $\ell \geq 2$, then

\[
\begin{align*}
\text{HH}^0(S_q(V)) &\cong \text{span}_k \{x_1^{\alpha_1}x_2^{\alpha_2} | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides both } \alpha_1 \text{ and } \alpha_2\} \\
\text{HH}^1(S_q(V)) &\cong \text{span}_k \{x_1^{\alpha_1}x_2^{\alpha_2} \otimes x_1^* | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides both } \alpha_1 - 1 \text{ and } \alpha_2\} \\
&\quad \bigoplus \text{span}_k \{x_1^{\alpha_1}x_2^{\alpha_2} \otimes x_1^* | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides both } \alpha_1 \text{ and } \alpha_2 - 1\} \\
\text{HH}^2(S_q(V)) &\cong \text{span}_k \{1 \otimes x_1^* \otimes x_2^*\} \\
&\quad \bigoplus \text{span}_k \{x_1^{\alpha_1}x_2^{\alpha_2} \otimes x_1^* \wedge x_2^* | \alpha_1, \alpha_2 \in \mathbb{N}, \ell \text{ divides } \alpha_1 - 1 \text{ and } \alpha_2 - 1\}.
\end{align*}
\]

Note that in the first case, the center of $S_q(V)$ is $Z(S_q(V)) = \mathbb{k}$, while in the second case, $Z(S_q(V))$ is generated by $x_1^\ell$ and $x_2^\ell$. Thus in either case, $\text{HH}^0(S_q(V)) = Z(S_q(V))$ as expected, $\text{HH}^1(S_q(V))$ is the free $Z(S_q(V))$-module generated by $x_1 \otimes x_1^*$ and $x_2 \otimes x_2^*$, and $\text{HH}^2(S_q(V))$ is the direct sum of the $k$-linear span of $1 \otimes x_1^* \wedge x_2^*$ and the free $Z(S_q(V))$-module generated by $x_1x_2 \otimes x_1^* \wedge x_2^*$. Similar expressions may be obtained when $N \geq 3$, but there are more cases to consider due to the many more parameters involved.

We introduce some notation and lemmas before proving Theorem 4.1.

Fix $g \in G$. For any $\alpha \in \mathbb{N}^N$, $\beta \in \{0, 1\}^N$, and $i \in \{1, \ldots, N\}$, define

\[
\Omega_g(\alpha, \beta, i) := \begin{cases} 
0, & \text{if } \prod_{s=1}^N q_{i,s}^{\alpha_s - \beta_s} = \lambda_{g,i}, \\
0, & \text{if } \beta_i = 1, \\
\varepsilon(\beta, i) \left( \prod_{s=1}^i q_{i,s}^{\alpha_s - \beta_s} - \lambda_{g,i} \prod_{s=i}^N q_{s,i}^{\alpha_s - \beta_s} \right), & \text{otherwise},
\end{cases}
\]

where $\varepsilon(\beta, i) = (-1)^{\sum_{s=1}^i \beta_s}$.

Then, using formula (11) for $d_m^*$ we see that

\[
d_m^*((x^\alpha \# g) \otimes (x^\beta)^\wedge) = \sum_{i=1}^N \Omega_g(\alpha, \beta, i)(x^{\alpha+[i]} \# g) \otimes (x^\beta)^\wedge([i]),
\]

for all $\alpha \in \mathbb{N}^N$ and $\beta \in \{0, 1\}^N$ with $|\beta| = m - 1$.

For any $\gamma \in (\mathbb{N} \cup \{-1\})^N$ and $m \in \mathbb{N}$, define

\[
K_{g,\gamma}^m := \text{span}_k \{(x^\alpha \# g) \otimes (x^\beta)^\wedge | \alpha \in \mathbb{N}^N, \beta \in \{0, 1\}^N, |\beta| = m, \text{ and } \alpha - \beta = \gamma\}.
\]

Let $K_{g,\gamma}^m$ denote the subcomplex of (10) whose $m$th term is given by $K_{g,\gamma}^m$. That $K_{g,\gamma}^m$ is indeed a subcomplex of (10) follows from (14). We immediately obtain:

Lemma 4.5. The complex (10) admits a grading by $(\mathbb{N} \cup \{-1\})^N$. Precisely, the $m$th term of complex (10) decomposes as

\[
\bigoplus_{\gamma \in (\mathbb{N} \cup \{-1\})^N} K_{g,\gamma}^m, \text{ for all } m \in \mathbb{N}.
\]
We now separately handle the cases where $\gamma$ is or is not in the set $C_g$ defined in (12). For the proof of the next lemma, we will need some notation: For any $\gamma \in (\mathbb{N} \cup \{-1\})^N$, define \[
abla = \{ i \in \{1, \ldots, N\} \mid \prod_{s=1}^{N} q_{i,s}^{\alpha_{s} - \beta_{s}} \neq \lambda_{g,i} \text{ and } \gamma_i \neq -1 \} \].

**Lemma 4.6.** Let $\gamma \in ((\mathbb{N} \cup \{-1\})^N \setminus C_g)$. Then, the subcomplex $K_{g,\gamma}^*$ of (10) is acyclic.

**Proof.** We will show that the identity chain map of the complex $K_{g,\gamma}$ is nullhomotopic. First, define the following scalar. Let $\alpha \in \mathbb{N}^N$, $\beta \in \{0, 1\}^N$, and $i \in \{1, \ldots N\}$. Define \[
abla_g(\alpha, \beta, i) := \begin{cases} 0, & \text{if } \prod_{s=1}^{N} q_{i,s}^{\alpha_{s} - \beta_{s}} = \lambda_{g,i}, \\ 0, & \text{if } \alpha_i = 0, \\ 0, & \text{if } \beta_i = 0, \\ \Omega_g(\alpha - [i], \beta - [i], i)^{-1}, & \text{otherwise}. \end{cases} \]

Now, fix $m \in \mathbb{N}$ and suppose that $|\beta| = m$ and $\alpha - \beta = \gamma$. Define \[
abla_m : K_{g,\gamma}^m \rightarrow K_{g,\gamma}^{m-1} \]
by \[
abla_m((x^{\alpha} \# g) \otimes (x^*)^{\beta}) := \frac{1}{\nabla} \sum_{i=1}^{N} \omega_g(\alpha, \beta, i)(x^{\alpha - [i]} \# g) \otimes (x^*)^{(\beta - [i])}. \]

Note that $\nabla \neq 0$, as $\gamma \notin C_g$.

We contend that \[
abla_{m+1} \circ d_{m+1}^{*} + d_{m}^{*} \circ \nabla_{m}((x^{\alpha} \# g) \otimes (x^*)^{\beta}) = (x^{\alpha} \# g) \otimes (x^*)^{\beta}. \]

Note that the lemma is proved if this equality is sustained. The left hand side of this equality is equal to \[
abla \sum_{i=1}^{N} \sum_{j=1}^{N} \Omega_g(\alpha, \beta, i) \omega_g(\alpha + [i], \beta + [i], j)(x^{\alpha + [i] - [j]} \# g) \otimes (x^*)^{(\beta + [i] - [j])} \]
\[
+ \frac{1}{\nabla} \sum_{j=1}^{N} \sum_{i=1}^{N} \omega_g(\alpha, \beta, j) \Omega_g(\alpha - [j], \beta - [j], i)(x^{\alpha + [i] - [j]} \# g) \otimes (x^*)^{(\beta + [i] - [j])} \]
\[
= \frac{1}{\nabla} \sum_{i=1}^{N} \Omega_g(\alpha, \beta, i) \omega_g(\alpha + [i], \beta + [i], i) + \omega_g(\alpha, \beta, i) \Omega_g(\alpha - [i], \beta - [i], i)(x^{\alpha} \# g) \otimes (x^*)^{\beta} \]
\[
+ \frac{1}{\nabla} \sum_{i \neq j} \Omega_g(\alpha, \beta, i) \omega_g(\alpha + [i], \beta + [i], j) \]
\[
+ \omega_g(\alpha, \beta, j) \Omega_g(\alpha - [j], \beta - [j], i)(x^{\alpha + [i] - [j]} \# g) \otimes (x^*)^{(\beta + [i] - [j])} \]

It follows from the definition of $\Omega_g$ and $\omega_g$ that \[
\sum_{i=1}^{N} \Omega_g(\alpha, \beta, i) \omega_g(\alpha + [i], \beta + [i], i) + \omega_g(\alpha, \beta, i) \Omega_g(\alpha - [i], \beta - [i], i) = \nabla. \]
Therefore, it only remains to show that
\[ \Omega_g(\alpha, \beta, i)\omega_g(\alpha + [i], \beta + [i], j) + \omega_g(\alpha, \beta, j)\Omega_g(\alpha - [j], \beta - [j], i) = 0, \]
whenever \( i \neq j \). To this end, define
\[ \Xi_g(i, j) := \Omega_g(\alpha, \beta, i)\omega_g(\alpha + [i], \beta + [i], j) \]
and
\[ \Xi'_g(i, j) := \omega_g(\alpha, \beta, j)\Omega_g(\alpha - [j], \beta - [j], i). \]

Suppose \( i \neq j \). Then it is clear from definition of \( \Omega_g \) and \( \omega_g \) that \( \Xi_g(i, j) \) and \( \Xi'_g(i, j) \) are simultaneously zero or nonzero, so we may assume that they are nonzero. In this case, we have
\[
\Xi_g(i, j) = \varepsilon(\alpha, \beta, i)\varepsilon(\alpha + [i], \beta + [i], j) \left( \prod_{s=1}^{i} q_i^\alpha_s - \lambda_{g,i} \prod_{s=i}^{N} q_s^\alpha_s \right) \left( \prod_{s=1}^{j} q_j^\beta_s - \lambda_{g,j} \prod_{s=j}^{N} q_s^\beta_s \right)^{-1},
\]
and
\[
\Xi'_g(i, j) = \varepsilon(\beta - [j], \alpha, i)\varepsilon(\beta - [j], \alpha + [i], j) \left( \prod_{s=1}^{j} q_j^\beta_s - \lambda_{g,j} \prod_{s=j}^{N} q_s^\beta_s \right)^{-1} \left( \prod_{s=1}^{i} q_i^\alpha_s - \lambda_{g,i} \prod_{s=i}^{N} q_s^\alpha_s \right).
\]
Therefore, the desired equality \( \Xi_g(i, j) = -\Xi'_g(i, j) \) is equivalent to the equality
\[
\varepsilon(\beta - [j], \alpha, i)\varepsilon(\beta - [j], \alpha + [i], j) = -\varepsilon(\beta, \alpha, i)\varepsilon(\beta + [i], \beta - [j], j),
\]
which may be easily verified using the definition of \( \varepsilon \), the corresponding conditions under which \( \Omega_g \) and \( \omega_g \) are nonzero, and the condition \( i \neq j \). \( \square \)

**Proof of Theorem 4.1.** Observe that the restriction of \( d^* \) to \( K_{g,\gamma} \) is zero, for all \( \gamma \in C_g \). The theorem now follows immediately from Lemmas 4.5 and 4.6. \( \square \)

4.2. **Cup product.** Assume that \( G \) acts diagonally on the basis \( x_1, \ldots, x_N \) of \( V \). The following is immediate from Theorem 3.1 when we put \( B = S_q(V) \rtimes G \). Recall the definition of \( C_g \) in (12) and of \( \bigwedge_{q^{-1}}(V^*) \) given by (9).

**Theorem 4.7.** \( HH'(S_q(V), S_q(V) \rtimes G) \) is a subquotient algebra of \( (S_q(V) \rtimes G) \otimes \bigwedge_{q^{-1}}(V^*)_C \). Thus the cup product on \( HH'(S_q(V), S_q(V) \rtimes G) \) is given by
\[
((x^\alpha \# g) \otimes (x^\beta))^\beta \circ ((x^\alpha' \# h) \otimes (x^\beta')) = (x^\alpha \# g)(x^\alpha' \# h) \otimes (x^\beta)^\beta \wedge (x^\beta')^\beta'
\]
for all \( g, h \in G, \alpha, \alpha' \in \mathbb{N}^N \) and \( \beta, \beta' \in \{0,1\}^N \) such that \( \alpha - \beta \in C_g \) and \( \alpha' - \beta' \in C_h \). Moreover, \( HH'(S_q(V) \rtimes G) \) is the \( G \)-invariant subalgebra of \( HH'(S_q(V), S_q(V) \rtimes G) \).

**Remark 4.8.** Note that the above product is zero when the supports of \( \beta \) and \( \beta' \) intersect nontrivially. Furthermore, we understand the above product to be zero (i.e., a coboundary) if \( \alpha + \alpha' - (\beta + \beta') \) is not in \( C_{gh} \).

Recall the definition of \( C \) in (13). Taking \( G \) to be the trivial group with one element, we immediately obtain the following:
Corollary 4.9. $\text{HH}^*(S_q(V))$ is a subquotient algebra of $S_q(V) \otimes \bigwedge_{q-1}(V^*)$. Thus the cup product on $\text{HH}^*(S_q(V))$ is given by

$$(x^\alpha \otimes (x^*)^{\beta}) \cup (x^{\alpha'} \otimes (x^*)^{\beta'}) = x^\alpha x^{\alpha'} \otimes (x^*)^{\beta + (x^*)^{\beta'}}$$

for all $\alpha, \alpha' \in \mathbb{N}^N$ and $\beta, \beta' \in \{0,1\}^N$ such that $\alpha - \beta \in C$ and $\alpha' - \beta' \in C$.

Remark 4.10. As before, the above product is zero when the supports of $\beta$ and $\beta'$ intersect nontrivially. Furthermore, we understand the above product to be zero (i.e., a coboundary) if $\alpha + \alpha' - (\beta + \beta')$ is not in $C$.
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