On the nature of star-forming filaments – I. Filament morphologies
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ABSTRACT
We use a suite of high-resolution molecular cloud simulations carried out with the moving mesh code AREPO to explore the nature of star-forming filaments. The simulated filaments are identified and categorized from column density maps in the same manner as for recent Herschel observations. When fitted with a Plummer-like profile, the filaments are in excellent agreement with observations, and have shallow power-law profiles of $p \sim 2.2$ without the need for magnetic support. When data within 1 pc of the filament centre are fitted with a Gaussian function, the average full width at half-maximum (FWHM) is $\sim 0.3$ pc, in agreement with predictions for accreting filaments. However, if the fit is constructed using only the inner regions, as in Herschel observations, the resulting FWHM is only $\sim 0.2$ pc. This value is larger than that measured in IC 5146 and Taurus, but is similar to that found in the Planck Galactic cold cores and in Cygnus X. The simulated filaments have a range of widths rather than a constant value. When the column density maps are compared to the 3D gas densities, the filaments seen in column density do not belong to a single structure. Instead, they are made up of a network of short ribbon-like sub-filaments reminiscent of those seen in Taurus. The sub-filaments are pre-existing within the simulated clouds, have radii similar to their Jeans radius, and are not primarily formed through fragmentation of the larger filament seen in column density. Instead, small filamentary clumps are swept together into a single column density structure by the large-scale collapse of the cloud.
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1 INTRODUCTION
Stars do not form in isolation but are instead intrinsically linked to the molecular clouds in which they are born through a network of filaments. The filamentary nature of molecular clouds has been known for some time. Schneider & Elmegreen (1979) presented a catalogue of dense filaments containing embedded cores spaced at intervals of a few times the filament diameter. Recent observations using dust continuum emission have further emphasized the importance of filaments in molecular cloud structure (e.g. Nutter et al. 2008; Men’shchikov et al. 2010; Juvela et al. 2012a; Malinen et al. 2012; Peretto et al. 2012; Schneider et al. 2012; Kirk et al. 2013; Zernickel, Schilke & Smith 2013).

Filaments and star formation are closely linked as dense star-forming cores thread filaments like beads on a string (André et al. 2010; Hacar & Tafalla 2011). The picture seems to be that the dense gas within molecular clouds is first assembled into dense filaments that then fragment into dense star-forming cores. Filaments are, therefore, a crucial intermediate stage in star formation.

One particularly striking observation is that of Arzoumanian et al. (2011) who find a constant width of $\sim 0.1$ pc for the central dense sections of filaments in the Herschel Gould Belt survey by fitting a Gaussian to the inner section of the filament. Arzoumanian et al. (2011, hereafter A11) also describe their filaments using a Plummer-like function (see also Nutter et al. 2008) which is characterized by its central density, a flattening radius, and a power-law fall off in density beyond that radius. They typically find that the Gould Belt filaments have a shallow power-law slope of about $p = 2$.

This shallow power-law profile is a common feature of filament observations. Hacar & Tafalla (2011) found that three out of four filaments in L1517 had a shallower power-law profile than $p = 4$. Juvela et al. (2012a, hereafter J12a) found profiles of around $p = 2$ in Herschel observations of filaments in cold clouds identified by Planck. Palmeirim et al. (2013) found a $p = 2$ profile in the Taurus B211/3 filament. Shallow power-law profiles seem to be a key characteristic of filaments in molecular clouds. That there is a constant filament width is less clear. Like A11, Palmeirim et al. (2013) found a central filament width of around 0.1 pc. However, other authors have found wider filament full width at half-maxima (FWHM). For example, Hennemann et al. (2012) found widths between 0.26 and 0.34 pc for the DR21 ridge and filaments in Cygnus X. Similarly, J12a found FWHM of around 0.32 pc for filaments within the...
Planck Galactic cold cores. One difficulty with making these comparisons is that different things are fitted in different studies, with some authors preferring to find the FWHM of the entire filament rather than just the flat density core.

Analytical studies have investigated the evolution of filamentary gas. Ostriker (1964) showed that infinite, isothermal self-gravitating cylinders have density profiles with a flat central core and then a steep power-law fall-off, equating to $p = 4$ in equation (1), which is steeper than that seen in observations. When the filaments are magnetized, the power law becomes $p = 2$ (Hennebelle 2003; Tilley & Pudritz 2003), in closer agreement with observations. More recent theoretical work has studied the effects of external pressure and gravitational collapse (Fischera & Martin 2012; Heitsch 2013a) upon such filament profiles. Heitsch (2013a) showed that filaments should have a constant width for a large part of their evolution. However, he found an FWHM of about 0.3 pc, which is three times larger than the observationally derived value quoted in A11. Analytically, filaments have also been shown to be prone to fragmentation, highlighting their importance for star formation. Inutsuka & Miyama (1992, 1997) showed that self-gravitating filaments are unstable to axisymmetric perturbations above a critical line mass $M_{\text{crit}} = 2c_s^2/G$. The resulting fragments are spaced at separations of about four times the filament diameter.

In addition to analytical studies, filaments are also ubiquitous in molecular cloud simulations (e.g. Klessen & Burkert 2000; Ballesteros-Paredes & Mac Low 2002; Bate & Bonnell 2005; Padoan et al. 2006; Vázquez-Semadeni et al. 2006; Heitsch & Hartmann 2008; Smith, Longmore & Bonnell 2009; Federrath et al. 2010a; Krumholz, Klein & McKee 2011; Glover & Clark 2012b; Bonnell, Dobbs & Smith 2013; Hennebelle 2013). In contrast to analytical studies which often adopt the assumption of hydrostatic equilibrium, the filaments seen in simulations are typically dynamically evolving structures. As in observations, dense star-forming cores form within the filaments. For example, Smith et al. (2011) found that 75 percent of cores in a giant molecular cloud simulation were embedded within filaments and that the cores grew in mass via filamentary accretion flows, which were crucial for building up enough mass to form massive stars. Similarly, Myers (2009a, 2009b) highlighted the importance of filaments in setting stellar masses.

Given the crucial role of filaments in star formation, it is important to test how similar the filaments seen in numerical simulations actually are to observed filaments. In this paper, we make column density maps of filaments from a suite of high-resolution simulations of turbulent molecular clouds with active star formation. We identify filaments and fit profiles to them in a similar manner to that done observationally to allow us to answer the following key questions about filament morphologies: (1) Do filaments in non-magnetized molecular cloud simulations agree with observations? (2) How well are the filament profiles determined and do they change with time? (3) Is there a constant filament width? (4) How well do the filaments seen in column density represent the true morphology of the filament in three dimensions?

2 METHOD

2.1 Numerical model

We perform our simulations using the moving mesh code AREPO (Springel 2010). This is a quasi-Lagrangian code that aims to utilize the strengths of both smoothed particle hydrodynamics (SPH) and grid-based adaptive mesh refinement (AMR) codes. The fluid is represented by a series of irregular mesh cells that attempt to move with the flow and that are analogous to SPH particles. However, as the mesh is not completely Lagrangian, there is generally some residual flux of mass, momentum and energy into or out of the cells. These fluxes are computed using a Riemann solver, thereby avoiding the need to introduce artificial viscosity and allowing sharp discontinuities in the flow, such as shock fronts, to be modelled with a thickness of only one to two mesh cells. A problem with previous attempts to use Lagrangian grids to represent turbulent fluid flow is that the grid would become highly tangled as the simulation evolved, significantly compromising its accuracy. AREPO avoids this problem by continuously remaking the grid using the method of Voronoi and Delaunay tessellation (see Springel 2010 for more details). The resulting mesh is adaptable and can be refined to give improved resolution in regions of interest. This allows the study of problems with an extreme dynamic range, that are discontinuous, and that involve fluid instabilities, all while imparting no preferred geometry on the problem.

The chemical evolution of the gas in our simulations is modelled using the hydrogen chemistry of Glover & Mac Low (2007a,b), together with the highly simplified treatment of CO formation and destruction introduced in Nelson & Langer (1997). Full details of the combined network are given in Glover & Clark (2012a): the network used here is the same the NL97 model in that paper. We assume that the strength and spectral shape of the ultraviolet portion of the interstellar radiation field (ISRF) are the same as the values for the solar neighbourhood derived by Draine (1978); note that this corresponds to a field strength of 1.7 Habing (1968) units. We also include the effects of cosmic rays and adopt a rate $\zeta_{\text{CR}} = 3 \times 10^{-17} \text{cm}^{-2}$ for atomic hydrogen, and a rate twice the size of this for molecular hydrogen.

To treat the attenuation of the ISRF due to $H_2$ self-shielding, CO self-shielding, the shielding of CO by $H_2$, and by dust absorption, we use the TREECOL algorithm developed by Clark, Glover & Klessen (2012). This algorithm computes a $4\pi$ steradian map of the dust extinction and $H_2$ and CO column densities surrounding each AREPO cell, using information from the same oct-tree structure that AREPO uses to evaluate gravitational interactions between cells. The resulting column density map is discretized on to $N_{\text{pix}}$ equal-area pixels using the healpix pixelation algorithm (Górski et al. 2005). In the simulations presented here, we set $N_{\text{pix}} = 48$. To convert from $H_2$ and CO column densities into the corresponding shielding factors, we use shielding functions taken from Draine & Bertoldi (1996) and Lee et al. (1996), respectively. We assume that the radiation field is uniform and enters through the sides of the box. In this paper, we will deal mainly with densities and projected column densities, and so the main benefit of including the chemistry is to calculate the radiative heating and cooling of the gas self-consistently within the simulation. It is important to model this accurately, as we expect filament formation to be significantly easier when the effective equation of state of the gas is sub-isothermal (Larson 1985; Peters et al. 2012) and so the use of a simple isothermal or polytropic equation of state may lead to unrepresentative results. In future work, we plan to make further use of the chemical information in our simulations by focusing on the observed molecular emission from species such as $^{18}$O, and exploring what this tells us about the velocity structure of the filaments.

2.2 Simulations

In this paper, we consider six simulations of $10^4 M_\odot$ solar metallicty molecular clouds. The simulations will be referred to as S1–S6.
Table 1. Summary of simulation properties.

| ID   | Turbulence type | Initial H₂ fraction | Refinement |
|------|----------------|---------------------|------------|
| S1   | Natural mix    | 0.0                 | Yes (16)   |
| S2   | Natural mix    | 0.0                 | Yes (16)   |
| S3   | Solenoidal     | 0.84                | Yes (16)   |
| S4   | Compressive    | 0.84                | Yes (16)   |
| S5   | Natural mix    | 0.0                 | No         |
| S6   | Natural mix    | 0.0                 | Yes (32)   |

Simulations 1 and 2 have a natural mix of solenoidal and compressive turbulence but different initial turbulent seeds. Simulations 3 and 4 explore the effects of different types of turbulence. Simulations 5 and 6 are the same as Simulation 1, but are at different resolutions.

and Table 1 summarizes their properties. Four of the simulations are initially fully atomic and two are 84 per cent molecular. This value was chosen to match the mean molecular composition of molecular clouds in Smith et al. (2014) and is necessary for the case with compressive turbulence because high densities are reached before the gas has been able reach an evolved chemical state. The initial condition is that of a uniform sphere of gas with an initial number density of $n \sim 100 \, \text{cm}^{-3}$ and a radius of 7 pc. This is embedded in a larger 65 pc periodic box containing a tenuous warm medium with a temperature of several thousand Kelvin. The size of this larger box is such that the dense cloud at its centre never encounters the box edges. This setup is analogous to an isolated molecular cloud in the interstellar medium.

To the central spherical cloud we apply a turbulent velocity field with a $P(k) \propto k^{-4}$ power spectrum such that the velocity field obeys Larson’s scaling laws (Larson 1981). In order to test the role of turbulence in generating the filaments, we apply three different turbulent fields to the gas which have (1) solenoidal turbulence, (2) compressive turbulence, and (3) a natural mix of both (i.e. two-thirds solenoidal, one-third compressive) using the approach of Girichidis et al. (2011). The magnitude of the root-mean-square turbulent velocity is normalized such that the clouds have an equal amount of kinetic and gravitational potential energy at the start of the simulations. Since turbulence does not provide an isotropic pressure force, the cloud does not remain spherical once the field is applied to the gas: regions with outward velocities expand outwards into the surrounding medium, and regions with inward velocities move towards the cloud centre. Nevertheless, the turbulence in the simulations is decaying and so the clouds will ultimately collapse under their own self-gravity.

Our base resolution is $10^{-3} \, M_\odot$ per cell, but in five of the simulations we add an additional refinement criterion to ensure that the Truelove criterion (Truelove et al. 1997) is satisfied even at the highest densities. This ensures that there is no artificial fragmentation in the gas, and that the filament profiles are well resolved at their centres where closely spaced density measurements are needed to constrain the best-fitting profiles. Specifically, in S1–S4 we require the Jeans length to be resolved by a minimum of 16 cells at all densities. If this is not the case, the grid is refined until the condition is satisfied. We calculate this Jeans length assuming a fixed temperature of 10 K for the gas. Very little of the dense gas is colder than this, and most is at least a few K warmer, and so this gives us a conservative estimate for the size of the Jeans length. Although we expect this to be sufficient resolution to properly represent the structure of the filaments, we have nevertheless investigated whether our results are resolution dependent by performing two additional simulations, S5 and S6. In Simulation S5, we switched off Jeans refinement and ran the entire simulation at our base resolution of $10^{-2} \, M_\odot$, corresponding to a spatial resolution of around 0.02 pc for gas at a number density $n \sim 10^4 \, \text{cm}^{-3}$. In Simulation S6, on the other hand, we continued to use Jeans refinement, but now required the Jeans length to be resolved by a minimum of 32 cells at all densities.

In AREPO, the cells do not have a constant radius but instead a value given approximately by $r_{cell} = (3V/4\pi)^{1/3}$ for a volume set by the cell mass and density. This means that in higher density regions the gas is resolved at a higher spatial resolution. Fig. 1 shows the spatial resolution as a function of density for a simulation with our standard Jeans refinement. The centres of filaments have densities in excess of $n = 10^4 \, \text{cm}^{-3}$ which equates to a spatial cell radius of $r_{cell} = 5.0 \times 10^{-3} \, \text{pc}$ with our standard refinement scheme. Based on their observations, Allen find a filament width of around 0.1 pc, and we see from Fig. 1 that in gas with $n = 10^4 \, \text{cm}^{-3}$, we resolve this length-scale with at least 10 cells. In practice, this is an underestimate of the actual resolution, since the densities that we find at the centres of our filaments are often considerably larger than $n = 10^4 \, \text{cm}^{-3}$, and the cell radii are correspondingly smaller. We will discuss issues of resolution when studying filaments in more detail in Section 3.6.

Star formation is modelled in the simulation using sink particles (Bate, Bonnell & Price 1995). These were first introduced into AREPO by Greif et al. (2011), and we use a slightly modified version of this routine here. Above number densities of $10^7 \, \text{cm}^{-3}$, we check whether the densest cell in the simulation and its neighbours satisfy the following three conditions: (1) the cells are gravitationally bound, (2) they are collapsing, and (3) the divergence of the accelerations is less than zero, so the particles will not re-expand (see also Federrath et al. 2010b). If all these conditions are satisfied the cell and its neighbours are replaced with a sink particle, which interacts with the gas cells purely through gravitational forces. Additional material can be accreted by the sink particles if it is within an accretion radius of $r_{acc} = 0.01 \, \text{pc}$ and is bound to the sink. We use relatively large sink particles in this study in order to focus on the geometry of the filaments without interference from very dense
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collapsing cores which would distort the average of the filament profile. Consequently, the sinks should not be thought of as ‘stars’, but as collapsing cores.

2.3 Filament identification

The filaments are identified using the \textsc{disperse} (DIScrete PERsistent Structures Extractor) algorithm (Sousbie 2011). This algorithm constructs a Morse–Smale complex from an input density distribution and identifies the critical points where the density gradient is zero. These can then be connected to delineate structures in the data. Filaments are found by connecting the points such that maxima are connected to saddle-points along Morse field lines. As noise in the data may lead to artificial structures being identified, a density threshold is applied to the data below which filaments are not identified. It is important to note that as the method works by connecting maxima to saddle-points, cores are found to be embedded in filaments almost by definition.

As the motivation of our study is to understand the properties of star-forming filaments like those seen in nearby molecular cloud observations (e.g. A11), we apply \textsc{disperse} to column density projections of our simulations. We calculate the column densities by projecting the simulation results on to a 1000 pixel by 1000 pixel grid with side length 6.5 pc, centred on the cloud. The size of each pixel in this grid is 6.5 \times 10^{-3} pc, much smaller than the 0.1 pc width measured by A11.

When finding filaments in our column density images, we apply a cut at 2 \times 10^{22} \text{cm}^{-2} so that only dense filaments are identified. This simplifies the network to the filaments which will undergo future star formation. Using \textsc{disperse} we generate a list of filament segments describing the local orientation of the filament on the column density grid. Fig. 2 shows an example of the filaments found by \textsc{disperse} when applied to our simulations. We find the column density profile perpendicular to the filament vector in each segment. Following the approach of A11, these are then averaged to give the mean filament column density profiles and their standard deviation. In Section 4, we will then compare the filaments profiles identified in column density with those found by applying \textsc{disperse} to the 3D density distribution.

2.4 Filament profiles

We now have the filament profiles as a function of position with error bars equivalent to the standard deviation of the average at each point. We fit the commonly used Plummer-like function to describe the number density \(n(r)\),

\[
n(r) = \frac{n_c}{[1 + (r/R_{\text{flat}})^2]^{p/2}} + B_{\text{3D}} \text{[cm}^{-3}].
\]

where \(n_c\) is the central density, \(R_{\text{flat}}\) is a radius within which the profile is flat, \(p\) sets the slope of the power-law fall-off beyond this radius, and \(B_{\text{3D}}\) represents the background density. When projected into 2D this becomes a surface density profile of

\[
\Sigma(r) = \frac{A_p n_c R_{\text{flat}}}{[1 + (r/R_{\text{flat}})^2]^{p/2-1}} + R_{\text{2D}} \text{[cm}^{-2}].
\]

where \(A_p\) is a finite constant factor resulting from the normalization during the projection (in this work we hold \(A_p\) constant at a value of \(\pi/2\) as in Ostriker 1964). An inspection of this second profile immediately reveals a possible degeneracy between \(R_{\text{flat}}, n_c,\) and \(p\). It is equally possible to gain a good fit to the column density by increasing \(n_c\) and decreasing \(R_{\text{flat}}\) or doing the converse. Whichever of these is chosen will then have a knock-on effect on the value of \(p\) due to the change in \((r/R_{\text{flat}})\).

In addition to the Plummer-like profile, we also fit a Gaussian function to get an estimate of the filament width

\[
\Sigma(r) = A_{22} \exp \left(-\frac{r^2}{2\sigma^2}\right) + B_{\text{G}}.
\]

In equation (3), \(A_{22}\) gives the height of the Gaussian (usually of the order of \(10^{22}\) \text{cm}^{-3}), \(r\) is the radius in pc, \(\sigma\) is the standard deviation, and \(B_{\text{G}}\) is the background surface density. The key finding of A11 was that filaments in nearby star-forming regions had a characteristic width of 0.1 pc. It is important to emphasize that this is the width of only the inner section of the filament profile: it is not derived for the filament as a whole. Typically, radii up to 0.3–0.4 pc are included in the Gaussian fits (Arzoumanian, private communication), although the full distribution is used for the Plummer fit. In our work, we will calculate the filament FWHM in three different ways: (1) fitting a Gaussian with a background component to only the data within 0.35 pc of the filament spine for comparison to A11, (2) fitting a Gaussian with a background component to all the data within 1 pc of the filament spine, and (3) finding the FWHM of the raw column density distribution without fitting.

We find the best fits to the Gaussian and Plummer-like profiles using the \textsc{mpfit} nonlinear least-squares fitting programme (Markwardt 2009). This allows us to use the standard deviation in the average profile as a measure of the uncertainty in the profile and propagate this through to estimate the uncertainties in our derived parameters.

3 COLUMN DENSITY PROFILES

3.1 Cloud morphologies

Fig. 2 shows the morphology of the simulations using our standard refinement scheme at the end of the analysed period. The filament skeleton identified using \textsc{disperse} is shown in grey, and the filaments that we focus our analysis on are shown in white. S1 contains a natural mix of compressive and solenoidal turbulent modes and forms a compact clouds with a number of filaments. We select two filaments for analysis which extend from the cloud centre out into the surrounding medium and can therefore be identified without confusion from any other surrounding filaments. S2 also has a mixed turbulent field but a different turbulent seed. In this case, the dense gas has become concentrated into a single long filament in which most of the star formation occurs. S3 contains only solenoidal modes and so the gas distribution is initially not very filamentary (since filaments are mainly formed by the compressive modes of turbulence). However, as the cloud begins to collapse under its own self-gravity, filaments form. S4 contains only compressive modes and rapidly forms many filaments due to turbulent compression of the gas before gravity has had much of a chance to act on the gas. The fact that Simulations S3 and S4 both exhibit strong filamentary structure demonstrates that both gravity and turbulence are effective at generating filamentary structure.

We begin our analysis of the filaments when the first sink particle (i.e. collapsing core) is formed in each simulation, and then take a second and third snapshot of the filament properties at intervals of \(8.7 \times 10^5\) yr, which corresponds to a time difference of 10 in code units. This enables us to investigate how the filament profiles evolve in time. We use the following naming scheme to label our filaments; the first part of the filament ID (S) denotes the simulation,
the second part (F) shows the filament number, and the last part (T) describes the time in the simulation in code units.

Fig. 3 shows the column density evolution of Filament 1 in S1. The gas becomes more concentrated at the centre of the filament as it evolves, as shown by the increasing central density of the filament average profile. The filament is not smooth, but has multiple clumpy structures along its length.

Fig. 4 shows the column density distribution and radial column density profile of a representative filament in each of Simulations S2, S3, and S4. The filaments from S2 and S3 both show the same clumpy structure as in S1, suggesting incipient fragmentation along the length of the filament. However, in S4 the column density contours align more closely with the 2D spine of the filament. Despite this, the averaged column density profiles do not look substantially different in the three cases, which suggests that the effect of clumping within the filament is averaged out.

3.2 Best fits

Table 2 summarizes the lengths, masses, and best fits obtained from all the filaments (examples of which can be seen in Figs 3 and 4). In this section, we concentrate on the best fits to Plummer-like and Gaussian models using the full data range. In Section 3.5, we will discuss the Gaussian FWHM found using a restricted range as in A11. The filaments have lengths of a few pc and total masses of around one hundred solar masses (calculated from the column
density within 0.3 pc of the 2D spine of the filament). All of our studied filaments are supercritical (Inutsuka & Miyama 1997) and are either forming stars or will do so in the near future. The filaments have an average peak density \( n_c = 1.07 \times 10^5 \) cm\(^{-3}\), an average power-law index of \( p = 2.20 \), and a mean flattening radius \( R_{\text{flat}} = 0.074 \) pc. Table 3 compares the average fitted parameters to observational estimates. The observational data sets also include some longer and lower density filaments that are not necessarily star forming. Nevertheless, filaments in molecular clouds are found to have fairly universal properties in A11 and so our filament properties should match the observations if the simulations are an accurate depiction of reality.

In agreement with the observations, we typically find that the best-fitting Plummer-like profiles have a relatively shallow power-law index \( p \sim 2 \). The prediction for an isothermal cylinder in hydrostatic equilibrium is \( p = 4 \) (Ostriker 1964). Clearly both our theoretical models and the observations disagree with this value. One potential explanation proposed for this discrepancy is support by magnetic fields, as magnetized filaments typically exhibit shallower profiles (Fiege & Pudritz 2000). However, our simulations do not include magnetic fields, and so magnetic support cannot be the explanation for the shallow profiles that we find for our simulated filaments. Another potential explanation comes from Fischera & Martin (2012) who found that while filaments that were highly overpressured with respect to their environment tended towards \( \rho(r) \propto r^{-4} \) at large radii, in agreement with the classical isothermal result, a smaller overpressure of 6–12 times the background level results in profiles more consistent with \( \rho(r) \propto r^{-2} \) at large radii. Ongoing accretion in a direction perpendicular to the filament may also flatten the density profile. Both of these effects are operative in our simulated filaments.

The average flattening radius in the simulations is in excellent agreement with the findings of J12a, but is slightly higher than in the other studies. Palmeirim et al. (2013) studied the Taurus B211/3 filament and found \( R_{\text{flat}} = 0.035 \) pc, and Malinen et al. (2012) studied a pair of filaments in TMC-1 and found values of \( p = 2.27 \) and \( R_{\text{flat}} = 0.043 \) pc. These are long dense filaments which are among the most visible structure within their parent molecular cloud. Within the simulated data set, the most comparable filament is S2-F1 which has some of the narrowest flattening radii within our distribution and so there may be some selection effects. Overall, the properties of the simulated filaments are broadly consistent with the observations.

When we compare the derived properties for S3, which has initially only solenoidal turbulent modes, with S4, which has initially only compressive modes, we see that there is little difference between the best-fitting profiles in the two cases. This implies that regardless of how the filament was initially formed, the same physical processes determine the gas distribution in both cases. Pressure confinement and accretion from the surrounding medium are present in all cases and so we suggest that the models of Fischera & Martin (2012) and Heitsch (2013a, b) may be a way to understand filament evolution in an idealized analytical manner. However, while these models are a good way to understand the physical principles behind filament formation, they lack the complexity seen in the simulations. One major difference is that analytical models typically
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adopt the assumption of hydrostatic equilibrium, but the filaments in our simulations are dynamically evolving density features (as we will discuss in Section 5.2). The simulations also show considerable spatial variability with the filaments not being perfectly smooth continuous objects.

3.3 Robustness of Plummer-like fit

Now that we have established that the simulated filaments are in good agreement with observations, we can examine how robust our determination of the fitted parameters is. In Table 2, we show the estimated uncertainties in the fitted parameters by propagating our errors during the $\chi^2$-squared minimization using MPFIT. The Plummer-like model parameters have large uncertainties on their best-fitting values, particularly in the value of the flattening radius $R_{\text{flat}}$ and the central density $n_c$, which can have uncertainties of up to 77 per cent. As mentioned in Section 2.4, this is likely due to the fact that the numerator of the column density profile contains the product of $n_c$ and $R_{\text{flat}}$ leading to a possible degeneracy between them in the best fit.

In Fig. 5, we show how the three key Plummer model parameters depend on one another. The central density $n_c$ is anticorrelated with the flattening radius $R_{\text{flat}}$, while the power $p$ is correlated with $R_{\text{flat}}$. If we hold $R_{\text{flat}}$ constant during the fit at a value $R_{\text{flat}} = 0.04$ pc, the uncertainties in $n_c$ and $p$ drop to around 5 per cent (see Table A1), demonstrating that there is little degeneracy between these two parameters. When fitting the profiles with a fixed $R_{\text{flat}}$, we obtain a higher mean central density, $n_c = 1.65 \times 10^5$ cm$^{-3}$, and a shallower power-law index, $p = 1.67$, than when we allow all three parameters to vary. It is perhaps interesting to note at this juncture that A11 found a mean $R_{\text{flat}}$ of around 0.04 pc and a power-law index $p = 1.68$, very similar to the value we find for the same $R_{\text{flat}}$.

It is also important to acknowledge that the degeneracy involved in fitting Plummer-like models to filaments was noted already by Juvela, Malinen & Lunttila (2012b), who produced synthetic dust emission maps of filaments generated in high-resolution isothermal magnetohydrodynamical simulations, and found that the best-fitting profiles that they obtained were sensitive to the noise added to the data.

3.4 Evolution of the filament profiles

The filaments from our simulations are extracted at three different times to see how they evolve. We find that in general the best fits in Table 2 show no clear evolutionary trend for the filaments. While this is initially quite surprising it is consistent with the findings of Heitsch (2013a) that the filament widths remain quite similar for much of their lifetime. However, it is inconsistent with the finding by the same author that the central density of the filament should increase with time. It should be noted that Heitsch (2013a) uses an assumption of hydrostatic equilibrium which is not truly valid for our dynamically evolving filaments. However, we still compare to this model since it is one of the few analytical works in the literature that attempts to unite filaments and accretion. Fig. 5 shows that a
by fitting a Gaussian function with a background contribution to the column densities within 0.3–0.4 pc of the main filament spine (Arzoumanian, private communication). J12a similarly fit the filament using only data out to a radius of 0.4 pc. However, there is no physical reason why this data range should be preferred, rather than using the full range. Fig. 4 shows with green and blue lines the best Gaussian fit for data within 1 and 0.35 pc of the filament spine. The fits are different and neither reproduces the data as well as the Plummer-like model. A11 propose that a rough conversion between their Gaussian FWHM and the Plummer-like flattening radius is $\text{FWHM} \sim 1.5 \times (2R_{\text{flat}})$. In this section, we test the filament widths we obtain using the following three methods. (1) The FWHM of a Gaussian best fit to column densities within 1 pc of the filament spine, (2) the FWHM of a Gaussian best fit to column densities within 0.35 pc of the filament spine, and (3) three times the Plummer best-fitting flattening radius. All our Gaussian fits include a contribution from a constant background. In Table 4, we show the resulting filament widths using the different methods. The three methods all yield very different answers for the width of each filament, clearly showing that the filament width is not a well-defined observational quantity and should be treated with caution.

Fig. 4 shows that the Gaussian distribution is typically more flat at small radii than the measured column densities. This is particularly true of the fit out to 1 pc, but often applies to the 0.35 pc filament too. When comparing our best Gaussian fits to those in fig. 4b of A11, we see that their Gaussian best fit does not follow the column density distribution and appears to have an FWHM greater than 0.1 pc. This is because they are not actually plotting their best fit, but rather a new Gaussian with the same width as their best Gaussian fit convolved with their beam normalized to the peak

### 3.5 A constant filament width?

One of the most important findings of A11 was that their observed filaments had a constant width of 0.1 pc. If borne out by further studies, this would represent an important constraint on the physics of molecular clouds. One problem with testing the filament widths is that this is not a well-defined quantity since filaments merge smoothly into their environment. A11 find their filament width smaller flattening radius becomes a better fit for higher central densities. To test whether the change in flattening radius hides the density evolution, we plot in Fig. 6 the evolution of the central density when $R_{\text{flat}}$ is held constant at 0.04 pc. In this case, a clear trend of increasing central density with time is seen in the data.
column density without a background (Arzoumanian, private communication). In general, we find that the width of the best Gaussian fit depends sensitively on the value assumed for the background column density, and hence on the properties of the material surrounding the filaments, rather than the properties of the filaments themselves. The average best-fitting width obtained using radii out to 1 pc is 1.5 times larger than that using radii up to 0.35 pc in the simulations, which shows that the calculated width is range dependent. An inspection of Table 4 also shows that the width can also vary significantly with time, suggesting that the best Gaussian fit is very sensitive to small changes in the column density profile. Unfortunately, using the flattening radius from the Plummer-like model also has difficulties due to the degeneracies in the model described in the previous section. Generally, we would recommend that when using a Gaussian fit authors always clearly state the range to which they are fitting their data, how they are accounting for the background, and plot an example of their best fit. Otherwise it is very hard to interpret and compare filament widths between studies.

Regardless of our methods, the mean filament widths shown in Table 4 are clearly inconsistent with the constant 0.1 pc filament width proposed by A11. This could be considered a failure of the model, but it should be noted that not all observations are consistent with this value either. In agreement with A11, Palmeirim et al. (2013) find widths of $0.09 \pm 0.02$ pc in Taurus B211/3, and Malinen et al. (2012) find widths of $\sim 0.1$ pc using a range of different methods fitting out to a distance of 0.3 pc for two filaments in Taurus TMC1. However, in the Planck Galactic cold cores, J12a find a mean filament width of 0.336 pc with a dispersion of 0.186 pc fitting out to a distance of 0.4 pc in a similar way to A11. Hennemann et al. (2012) find weighted mean values of the filament central widths between 0.26 and 0.34 pc for filaments in Cygnus X using Herschel.

In Fig. 7, we plot histograms of the filament widths derived using the different methods. As well as the mean value disagreeing with the 0.1 pc measurement of A11, the distributions are not narrow,
that we derive for many of our filaments, 

between the high-

3.6 Resolution dependence

Our fiducial simulations use an extremely high resolution such that the central 0.1 pc of the filament is resolved by a minimum of 10 elements (and typically many more) everywhere along the filament length as discussed in Section 2.2 and illustrated in Fig. 1. The issue of resolution was highlighted by Hennebelle (2013), who found that in higher resolution simulations the filaments had narrower widths. Hennebelle (2013) carried out non-isothermal MHD simulations of filament formation using the RAMSES AMR code, with a maximum effective resolution of 2048$^3$ zones. The size of his simulation volume was 50 pc, and so this numerical resolution corresponds to a physical cell size of 0.025 pc. This is only a factor of a few smaller than the values of $R_{\text{flatt}}$ that we derive for many of our filaments, and it is therefore quite plausible that simulations of filaments with this resolution or less do not produce converged results. Our simulations, on the other hand, have a spatial resolution that is a factor of five higher at a number density $n = 2 \times 10^8 \text{cm}^{-3}$, typical of the cores of filaments, and that is even smaller in higher density regions. This makes it more likely that our results are converged, but nevertheless it is important to verify this.

To investigate how our results depend upon resolution we ran two additional simulations. Simulation 5 had a mass resolution of 0.0025 $M_\odot$ and no additional Jeans refinement. Simulation 6 had the same base resolution but used a Jeans refinement scheme two times as strict as in our fiducial case, i.e. it required the Jeans length to be resolved everywhere by 32 elements rather than our standard 16. The initial turbulent field was the same as in Simulation 1 in both cases, and so the same structures develop. Fig. 8 shows the same region as Simulation 1 filament 1 (S1-F1-T130) in all three cases. While the large-scale structure of the filament does not change much with resolution there is a far greater degree of sub-structure in the higher resolution filaments. Additionally, the shape of the filament found by disperse varies due to the maximum density at the centre of the filament being higher in the higher resolution simulations.

Table 5 describes the best-fitting properties of the above filament at the three different resolutions. For the Plummer-like fits, there is a general trend of greater central density with increasing resolution. The power-law index $\beta$ also decreases with increasing resolution. However, the difference in $\beta$ and $R_{\text{flatt}}$ between the high-resolution and fiducial cases are very small, and in all cases the change in the best-fitting value is smaller than the uncertainty in the calculated fiducial value. For these reasons, we conclude that our simulations are sufficiently well resolved to realistically categorize the filaments.

The best-fitting Gaussian FWHM do not appear to be so well converged as the Plummer-like fits. As noted above in Section 3.5, this is probably because the Gaussian profile is extremely sensitive to small changes in the column density profile. The filament selected by disperse has a different geometry in the highest density simulation which leads to a different sub-set of the data being included in the fit. When the same skeleton is used as found in our fiducial case,
Table 5. The properties of one of the filaments at various resolutions. The difference in the fit obtained between the fiducial and high-resolution runs is smaller than the uncertainty in the fiducial fit for the Plummer-like model.

| ID          | Resolution | \( n_c \) (cm\(^{-3}\)) | \( p \) | \( R_{\text{flat}} \) (pc) | FWHM\(_{\text{pc}}\) (pc) |
|------------|------------|--------------------------|-------|------------------|------------------|
| S5-F1-T130 | Base       | 6.33 \times 10^4         | 1.65  | 0.0537           | 0.370            |
| S1-F1-T130 | 16 per \( L_1 \) | 9.17 \times 10^4         | 1.44  | 0.0411           | 0.347            |
| S6-F1-T130 | 32 per \( L_1 \) | 11.3 \times 10^4         | 1.39  | 0.0420           | 0.468            |

the best Gaussian fit becomes FWHM\(_{\text{pc}}\) = 0.363 pc, in better agreement with the other simulations.

Another consideration is whether the results from our observational comparison are affected by the finite beam size of the observations. To address this, we investigated what happens when we convolve our column density maps with a beam of finite thickness and include the effects of the beam in our model of the filament profile when doing the \( \chi^2 \) fitting, as is done observationally. In all cases, we found that the best fits recovered with and without the beam convolution were nearly identical. We therefore conclude that the beam does not affect the observational determination of the filament profiles (although it may affect where a core would be identified by eye). Note that this is again consistent with the results of Juvela et al. (2012b), who found that their derived filament widths were relatively insensitive to the assumed size of the beam.

Finally, we tested that the choice of grid-size for our column density projection was not affecting the results. Using the filament spine vector for S1-F1-T130 at our standard 1000\( \times \)1000 resolution, we calculated what the average column density profile would be using a 500\( \times \)500 projection. There was a small change in the central density \( (n_c = 8.42 \times 10^3 \text{ cm}^{-3} \) for the 500\( \times \)500 grid, and \( n_c = 9.16 \times 10^3 \text{ cm}^{-3} \) for the 1000\( \times \)1000 grid). However, the change in the flattening radius and power-law index was very small \( (R_{\text{flat}} = 0.044, p = 1.47 \) for the 500\( \times \)500 grid, and \( R_{\text{flat}} = 0.041, p = 1.44 \) for the 1000\( \times \)1000 grid). We therefore conclude that our choice of grid projection is not significantly affecting the results.

4 DENSITY PROFILES IN 3D

4.1 Are the column density features true 3D structures?

Having determined that our simulated filaments are consistent with observations, we now investigate how well the features that are apparent in the column density projections correspond with actual physical structures in three-dimensional space. In this section, we concentrate our analysis on just the first filament from the middle snapshot in S1-4 to allow us to study the 3D morphology in more detail.

In Fig. 9, we compare the standard \( x-y \) plane projection of the simulations used in Section 3 with the same gas when projected in the \( y-z \) plane. In order to do this, the \( z \) coordinate of the filament must be found. In the middle panel, we indicate, for each \( x-y \) position, the point in the \( z \) direction that corresponds to the maximum density along that line of sight. When identified in this manner, the green filament points trace the general outline of the structure seen in the column density map, but do not form one single continuous structure. In the right-hand panels, we instead identify the position of the filament in the \( z \) direction by performing a second filament identification in the \( y-z \) plane using disperse. The clear difference between the two sets of green points shows that the gas correspond-

4.2 3D filaments found using disperse

Up to this point, we have concentrated our analysis on filaments found by applying disperse to column density projections taken from the simulations, as this best mimics what is done observationally when identifying filaments. In the previous section, we investigated the true 3D morphology of gas along segments of the 2D spine and found that it was not smooth and contained multiple sub-filaments (often called fibrils; see e.g. Hacar et al. 2013). We now investigate where the spine points of filaments are found when we apply disperse to a 3D grid of the density distribution from the simulation to get a 3D spine. Once this 3D spine is found, we can use it to determine the filament centre and then use the true simulation densities in 3D to investigate the density profile of the filament.

Fig. 11 shows the 3D spine points for the 3D filaments found in the vicinity of S1-F1-T130. In the online material, we provide a movie showing a zoom around this distribution that more clearly demonstrates the morphology of the points relative to one another. As in the previous section, we find that what appears to be a single filament when observed in projection is actually made up of a number of smaller sub-filaments. These sub-filaments are not parallel to each other but branch out at a variety of angles from one another. They also frequently cross and intersect each other. However, at the same time, the 3D spine points have a global distribution which is elongated along the \( y \)-axis, as shown in Fig. 11 and online.

Ideally, we would like to fit the 3D density profile by fitting the average density profile perpendicular to the filament spine as in Section 3. However, the averaged 3D density distribution is extremely noisy. In Fig. 12, we show the average of the density profiles parallel to the filament 3D spine vectors for S1-F1-T140 shown in Fig. 11. The profile contains multiple peaks due to the closely overlapping sub-filaments. While it is possible to fit the profile with equation (1), the fit is poor. This can be easily understood by inspecting Fig. 10.

1 A movie showing the slices along the full filament length is available online at http://www.ita.uni-heidelberg.de/~rowan/Filaments.
which shows that the density distribution within the filaments is never radially symmetric.

Instead, we fit each segment of all the 3D spine vectors identified from discrete individually. For each segment, we centre on the densest gas, rotate the simulation gas cells about the spine vector, and calculate the profile of the gas in that segment. As the 3D spine is made up of a variety of sub-filaments, it is not a continuous structure but contains a mixture of segments from different sub-filaments. In Fig. 13, we show the distribution of the best-fitting values for the 3D Plummer-profile (equation 1) for the segments of the 3D spine found for the filaments in each of the simulations. Table 6 summarizes the average and median values of the best fits for the filaments in each simulation. In Table 6, we do not include the FWHM as we found that it generally did not fit the filament well in 3D and was purely determined by the shape of the background gas.

Fig. 13 shows that there is over an order of magnitude scatter in the best-fitting values found for the individual 3D spine filament segments. There are few visible differences between the distributions, and a Kolmogorov-Smirnov (K-S) test shows that the distributions are consistent with the null hypothesis that the samples are drawn from the same distribution. The mean central density $n_c$ of the 3D spine segments is generally an order of magnitude higher than that derived from the column density projections. We include the median as well as the average in Table 6 as an inspection of Fig. 13 shows that the points are not normally distributed. The value of the median shows that most of the gas is at lower densities than the mean would imply.

5 DISCUSSION

5.1 Interpreting the filament profiles

In this paper, we have compared the profiles of filaments identified in column density projections of our simulation results with those derived from observations and found that they share many similarities. In particular, the averaged filament density profiles are well described using a Plummer-like fitting function (equations 1 and 2), and consistently have a power-law index $p \approx 2$ in these fits. This power-law index is significantly shallower than the value of $p = 4$ derived in Ostriker (1964) for infinite isothermal filaments. Magnetohydrodynamical simulations of filaments have typically found
Figure 10. Slices of 0.05 pc thickness along the simulation y-axis centred on the centre of filament S1-F1-T130. A movie showing slices of the filament section is available online at http://www.ita.uni-heidelberg.de/~rowan/Filaments. The filament sections are not smooth but have considerable sub-structure and the peak column density does not necessarily correspond to the filament centre.

$p \sim 2$ (Hennebelle 2003; Tilley & Pudritz 2003), and so the fact that observed filaments in real molecular clouds follow the same profile has been taken as evidence that they are magnetically supported (see e.g. Contreras, Rathborne & Garay 2013). Our results show that this need not be the case – purely hydrodynamical filaments, formed in a turbulent, non-isothermal cloud, also adopt a $p \sim 2$ profile, and so observations of this profile in real filaments tell us nothing one way or the other about the strength of the magnetic field in the filaments.

The average value of $R_{\text{flat}}$ derived for the Plummer-like fits (equation 2) from our simulated filaments is 0.074 pc when using the projected column densities. The value of $R_{\text{flat}}$ found in our simulations is larger than that derived by A11, but in very good agreement with that found in J12a, as discussed in Section 3.2. For comparison, the Jeans length of the gas at a density of $10^5$ cm$^{-3}$ and temperature of 12 K (which corresponds approximately to the mean density and temperature of the gas at the centre of the filaments) is around 0.032 pc. However, we also calculated $R_{\text{flat}}$ for the sub-filaments found in 3D and obtained values of $\sim 0.035$ pc, in excellent agreement with the predicted Jeans radius. We shall discuss this in more detail in the next section.
In general, the values derived for $n_c$, $p$, and $R_{\text{flat}}$ by a least-squares minimization using equation (2) are quite uncertain. The central density in particular is poorly constrained, with uncertainties of up to 77 per cent. However, the power-law profiles are better determined with uncertainties of only 10–20 per cent. These large uncertainties are at least in part due to the intrinsic degeneracies between $n_c$, $p$, and $R_{\text{flat}}$ as discussed in Section 3.3. However, despite these large uncertainties, there is still value in fitting the filament profiles, as it allows one to make quantitative comparisons. Specifically, we have been able to show that our simulated filaments have shallow profiles, a flattening radius of the same magnitude as the Jeans radius for the dense gas, and are comparable to observations.

In addition to the Plummer-like density profile which is fit to the entire profile, A11 characterized their filaments by fitting a Gaussian profile to the inner parts of the filament profile. There is a degree of subjectivity involved when choosing the regime in which the data should be fit. A11 chose to fit out to a radius of 0.3–0.4 pc from the filament spine when fitting the Gaussian profile (Arzoumanian, 2000).
Table 6. The mean and median best-fitting values for the 3D Plummer-like profile (equation 1) when fitted to segments in the vicinity of filaments S1-F1-T140, S2-F1-T180, S3-F1-T170, and S4-F1-T030.

| Simulation | $n_c$ ($\text{cm}^{-3}$) | $R_{\text{flat}}$ (pc) | $p$ |
|-----------|-----------------|----------------|-----|
| **Mean**  |                 |                 |     |
| S1        | $8.15 \times 10^5$ | 0.0316          | 1.56|
| S2        | $2.66 \times 10^6$ | 0.0328          | 2.08|
| S3        | $8.79 \times 10^5$ | 0.0387          | 2.03|
| S4        | $4.81 \times 10^5$ | 0.0382          | 1.84|
| **Median**|                 |                 |     |
| S1        | $1.24 \times 10^5$ | 0.0130          | 1.17|
| S2        | $2.28 \times 10^5$ | 0.0150          | 1.65|
| S3        | $9.01 \times 10^4$ | 0.0185          | 1.43|
| S4        | $6.55 \times 10^4$ | 0.0213          | 1.38|

private communication). In Section 3.5, we tried out a variety of criteria and found that the mean FWHM depended sensitively on the data range chosen. Fitting the column densities out to a distance of 1 pc from the filament centre yielded a value FWHM$_{\text{pc}} = 0.348$ pc, while using only the data within 0.35 pc of the filament centre yielded a significantly smaller value, FWHM$_{0.35\text{pc}} = 0.202$ pc. In all cases, the widths were larger than the 0.1 pc width found in A11 and were not constant. While the simulations are inconsistent with the results reported in A11, they are consistent with the observations of J12a and Hennebmann et al. (2012) who both find widths of around 0.3 pc.

When a Gaussian is fitted to data within 1 pc of the filament spine a broader mean width of FWHM$_{\text{pc}} = 0.348$ pc is obtained. Heitsch (2013a) studied the analytical density profiles that would be expected for accreting filaments and found that the FWHM of such filaments typically stays constant at a value of around 0.3 pc throughout most of their evolution. The filaments in this study are accreting from their environment and grow in mass and central density with time. Our simulation results are therefore in good agreement with the predictions of Heitsch (2013a).

5.2 Filament formation in molecular clouds

In Section 4, we investigated how the filaments seen in column density projection correspond to the intrinsic 3D gas distribution. We found that the filaments seen in projection are not continuous density structures in 3D. Instead, they contain many ribbon-like sub-filaments that twist and branch off along the main axis of the filament. When the sub-filament segments are fitted with Plummer-like profiles, we obtain power-law indices similar to those found for the column density projections, but flattening radii that are smaller and densities that are higher. The column density filaments have a larger flattening radius which is consistent with them being made up of a superposition of smaller thermally supported sub-filaments.

The presence of short sub-filaments in the simulations is reminiscent of the observations of Hacar et al. (2013). These authors have shown that filaments in L1495/B213 in Taurus are made up of shorter $\sim 0.5$ pc coherent sub-filaments. Hacar et al. (2013) propose a scenario where filaments first fragment into sub-filaments, which then further fragment into cores. However, our simulations do not seem fully consistent with this scenario as in Fig. 11 we frequently see 3D spine sections that are perpendicular to the main filament axis. If the sub-filaments were formed by fragmentation we would expect the sub-filaments to align along the main filament axis. Furthermore, if an initially smooth filament were to fragment we would expect to see only one fragment at a given position corresponding to the maximum in density. On the contrary, we find that more than one sub-filament is often seen at the same point along the main filament axis, something which is also seen in Hacar et al. (2013).

To explore this further, we made movies showing the formation of the filaments that we study in 3D. These can be found online at http://www.ita.uni-heidelberg.de/~rowan/Filaments, but we also present in Fig. 14a series of snapshots at $8.7 \times 10^3$ yr intervals showing the formation of S2-F1. Clearly, the filaments’ density structure changes over time and so this type of behaviour cannot be studied in hydrostatic models.

All four of the simulations show a common trend. Smaller filamentary clumps of gas exist within the cloud from an early stage (formed by turbulent compression and energy dissipation within the cloud). These smaller clumps are then swept up into a single column density feature by a large-scale flow of gas. In our simulations, this large-scale flow is due to the gravitational collapse of the molecular cloud. As the density distribution of the cloud is not spherical, the collapse is not spherical either and there are additional shearing motions which stretch the filament, further enhancing the filamentary morphology. The collapse also increases the mean density of the sub-filaments through compression and accretion, which will encourage star formation within them. Filament formation may therefore be an extremely important process in triggering star formation within pre-existing gas clumps.

Gravity is a natural mechanism for forming filaments by either the fragmentation of sheet-like clouds (Miyama, Narita & Hayashi 1987) or by amplifying asymmetries and edges in the gas density distribution (Hartmann & Burkert 2007). However, any large-scale converging motion (e.g. Gomez & Vazquez-Semadeni 2014) would have the same effect. Filaments are easily built by turbulence in gas with $\gamma < 1$ (Larson 1985; Peters et al. 2012). This may explain the similarities of filaments within diffuse clouds to those within more dense, gravitationally bound clouds (A11), such as those we study here. The difference between the turbulent initial conditions of our simulations allow us to explore this in more detail. Simulation S4 was initially seeded with purely compressible turbulence which is extremely efficient at forming filaments, and as a result there is less fragmentation and large scale collapse before the filament forms. Despite this, the filaments that form in this simulation are again made out of smaller pre-existing sub-filaments, although in this case they are longer and thinner compared to the other simulations, and are more strongly aligned with the main filament axis. However, it should be noted that S4 is quite an idealized example, as the filament forms close to the beginning of the simulation where the initial conditions are still quite apparent.

6 CONCLUSIONS

In this paper, we used high-resolution AREPO simulations to investigate the morphology of dense star-forming filaments. We created column density projections of turbulent molecular cloud simulations and used the DENSERE algorithm to identify the spine of major filaments. We calculated the average column density profile per-$\text{pc}$ along the spine and fit it with a Plummer-like profile, as has previously been done for filaments identified in dust emission images of real molecular clouds. We investigated the widths of our simulated filaments by fitting them with a Gaussian. Finally, we compared the filaments observed in column density to the
underlying 3D density structure to learn more about the nature of the filamentary structure. Our conclusions are as follows.

(i) When the simulated filaments are fitted with a Plummer-like density profile they have an average power-law index of $p = 2.2$ without the presence of magnetic fields. This is shallower than the value of $p = 4$ expected for an isothermal filament in a vacuum (Ostriker 1964). Magnetic fields are often invoked to explain filament profiles that have $p < 4$, but our simulations show that filaments forming in turbulent clouds naturally have flatter profiles, without the need for magnetic support. Consequently, observations of shallow filament column density profiles cannot be used to infer anything about the magnetic field strength.

(ii) The best-fitting values obtained from our Plummer-like fits are in agreement with the observations of A11 and J12a. The observations of J12a of filamentary structures in the Planck Galactic cold cores are a particularly good match as they agree to within a few percent.

(iii) The parameters derived from the Plummer-like density profiles are quite uncertain due to a degeneracy between the fitted parameters.

(iv) The filament widths inferred from our Gaussian fits depend on the data range that is fitted. When data out to 1 pc from the filament spine are fitted, the filament FWHM is $\sim 0.35$ pc, in agreement with predictions for accreting filaments (Heitsch 2013a). When only data within 0.35 pc of the spine are fitted (as is done in many observations), an FWHM of only $\sim 0.2$ pc is found.

(v) The mean Gaussian FWHM of our simulated filaments is higher than the 0.1 pc found by A11 and is not constant. However, while our simulated FWHM are inconsistent with the findings of A11, they are in agreement with the studies of J12a and Henne mann et al. (2012).
(vi) The filament profiles are not substantially affected by the nature of the initial turbulent velocity field in the simulations. They are similar regardless of whether solenoidal, compressive or a natural mix of turbulent modes is used. There is little systematic time evolution in the filaments over the studied period.

(vii) In 3D, the filaments seen in column density do not belong to a single structure. Instead, they are made up of a network of short ribbon-like sub-filaments reminiscent of those seen in Taurus by Hacar et al. (2013). The small sub-filaments do not always lie parallel to the main filament axis, but instead branch off from it and cross each other at a variety of angles.

(viii) The flattening radius of the 3D sub-filaments is consistent with the expected Jeans radius for the dense, cold gas at the filament centre. The sub-filaments may thus be thermally supported objects whose superposition forms the longer filament seen in column density.

(ix) The small sub-filaments are pre-existing within the simulated clouds, and are not primarily formed through fragmentation of the larger filament seen in column density. Instead, small filamentary clumps are swept together into a single structure by the large-scale collapse of the cloud due to gravity. This increases the density of the sub-filaments and may induce future star formation within them.
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APPENDIX A: BEST-FITTING PLUMMER-LIKE MODEL WHEN $R_{\text{flat}}$ IS HELD CONSTANT

The best-fitting parameters for the Plummer-like profile shown in equation (2) when the flattening radius is held constant at a value of $R_{\text{flat}} = 0.04$ pc. The uncertainty in the best-fitting parameters drops significantly and the central density and power are in closer agreement with the values found by A11.
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