Research on main transformer defect detection methods based on Conditional Inference Tree and AdaBoost Algorithm
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Abstract. With the development of data science, there are more and more ways to dig for patterns hidden in the data. If we can apply the advanced model of data science to the power data, we can mine the potential value of power data. In this paper, the monitoring and inspection data of 110kV main transformers and related basic environmental data are fused to establish conditional inference tree model and AdaBoost algorithm to evaluate whether the 110kV main transformers have defects and faults. The accuracy of the two algorithms is compared. Finally, we select the AdaBoost algorithm with higher accuracy for building the 110kV main transformer fault evaluating model. This paper provides a reference for the automatic detection of power grid faults, and provides new ideas for the application of power grid big data.

1.Introduction
The development of power grid automation has made many equipment monitoring systems launched one after another, and the tests for power equipment have increased as well. At the same time, the type and quantity of power grid data have been continuously enriched. With the continuous enrichment of power equipment data, the relationship between variables has become more and more complicated, which makes the accuracy of traditional data modeling for equipment fault evaluation getting lower and lower, leading to inefficient use of data. To deal with problems mentioned above, we need to consider algorithms that perform better in high-dimensional data modeling. The conditional inference tree and the AdaBoost algorithm exactly have a good performance on high-dimensional data classification. Therefore, we consider that these two algorithms into consideration to mine the potential value of grid data efficiently and form an evaluation model for the main transformer fault. Based on the power equipment test data and related environmental data of all 110kV main transformers in Guangxi province, this paper firstly carried out data fusion and data preprocessing on the obtained data sets, and then established two defect and fault risk evaluation models based on conditional inference tree and AdaBoost for the main transformer Scheme, and finally implemented the algorithm and analyzed the experimental results.

2.Background
At present, there are lots of methods for transformer fault diagnosis in which the key gas method and IEC three-ratio method are commonly used in practice [1]. Although these methods have effect to some extent, there are problems such as low accuracy and low speed. In response to this problem, in
recent years, scholars have proposed some machine learning algorithms to upgrade those existing diagnostic methods. However, there are still some shortcomings, such as that ordinary decision tree algorithm is difficult to make full use of data, causing insufficient information and that fuzzy clustering method is not ideal for large-scale sample classification [2]. Similarly, SVM is also difficult to apply to large-scale samples [3]. Therefore, a method based on the traditional decision tree is proposed where the significance of the relationship between the dependent and independent variables is used to classify. Meanwhile, we try to use the AdaBoost algorithm to continuously update the model.

When running, the insulating oil from main transformers will decompose a lot of gases suffering from electricity and being heated, such as H2, CH4, C2H6, C2H4, C2H2, etc. [4]. Through spectral analysis of the gases decomposed, we can obtain the data related to the running condition of the main transformers. What’s more, the recording methods of power grid basic data and related environmental data have also made great progress, which has enriched the data that can be used to evaluate transformer faults.

This paper intends to evaluate and analyze power equipment status based on fused power-environmental-parameters data and compares two classification algorithms.

3. Variable settings and data preprocessing

Since the information about the main transformers is stored in many different databases, and the recording time point of different datasets is different, so the fusion of attributes is very difficult. Therefore, how to perform data fusion is the key to data preprocessing. After fusing various data sources, we need to use effective data modeling methods to make the data effectively used.

In a word, to evaluate the defects and faults of power transmission and transformation equipment, it is necessary to correlate and fuse the data first, and then to model the data appropriately. The logic is shown in the figure below.

Figure.1. Data processing and modeling

In data preprocessing, since each main transformer has a unique ID number, we first established the fused working condition data with the main transformers’ ID as the primary key. After that, we recorded the faults of the main transformers into our data set according to the history inspection information of the main transformers. Next, we added the basic information and environmental
information of the power grid into our data set to form a fused power-environmental-parameters data set. Due to the high frequency of power grid data records, there was a large amount of duplicate data to deal with. For the data from the same time period, we kept one left and deleted other duplicate records. After we finished the data cleaning, we need to deal with the problem with missing values. Due to the fact that the data from different systems cannot be completely matched at the time, some attributes in some records are missing. To address this problem, we use the average of each attribute to fill in the missing values. After data preprocessing, the variable settings are shown in Table 1.

### Table 1 Variable settings

| Symbol | Meaning | Attribute  |
|--------|---------|-----------|
| Con    | 110kV main transformer condition | categorical/dependent |
| V      | Oil breakdown voltage (kV) | numeric/regressor |
| FP     | Oil closing flash point (°C) | numeric/regressor |
| MW     | Oily moisture content (mg/L) | numeric/regressor |
| TEMP   | Sampling oil temperature (°C) | numeric/regressor |
| H2     | Hydrogen by oil chromatography | numeric/regressor |
| C2H2   | Acetylene by oil chromatography | numeric/regressor |
| C2H4   | Ethylene by oil chromatogram | numeric/regressor |
| CH4    | Methane by oil chromatographic | numeric/regressor |
| C2H6   | Ethane by oil chromatography | numeric/regressor |
| CO     | CO by oil chromatography | numeric/regressor |
| CO2    | Carbon dioxide by oil chromatography | numeric/regressor |
| ACID   | Oil acid ester (mgKOH/g) | numeric/regressor |
| PH     | Ph of oil | numeric/regressor |

We randomly select 80% of the data in the data set as the training data set to estimate model parameters, and the remaining 20% of the data as the test data set to check the accuracy of the model.

4. Model theory analysis

Conditional inference tree is an improved model of traditional decision tree. The selection of conditional inference tree variables and segmentation is based on the significance test. The steps to generate a conditional inference tree are as follows.

1. Calculate the p-value for the relationship between the dependent variable and each regressor.
2. Select the variable with the smallest p value.
3. Try all possible binary splits on the selected variable and choose the split that minimizes the loss function Gini (p).

$$Gini(p) = \sum_{k=1}^{K} p_k (1 - p_k) = 1 - \sum_{k=1}^{K} p_k^2$$

Each division corresponds to a loss function value, and we choose the discrimination condition that minimizes the Gini coefficient as the current node.

Among the expression of Gini, $K$ represents the total number of categories existing. In category $k$, $p_k$ represents the ratio of the number of records belonging to category $k$ which satisfy the current discriminant condition and the number of records belonging to category $k$ in all data that meets the forward discrimination conditions.

4. Divide the data set into two groups and repeat the above steps for each subgroup.
5. Repeat until all splits are not significant or the smallest node has been reached.

$$F_M(x; P) = \sum_{m=1}^{n} \beta_m h(x; a_m)$$

We randomly select 80% of the data in the data set as the training data set to estimate model parameters, and the remaining 20% of the data as the test data set to check the accuracy of the model.
Among them, \( h(x; \alpha_m) \) is a weak classifier, \( \alpha_m \) is the optimal parameter learned by the weak classifier, \( \beta_m \) is the proportion of the weak classifier in the overall strong classifier, \( P \) represents all combination. These weak classifiers are linearly combined to form a strong classifier.

AdaBoost put emphasis on the samples that were misclassified in the previous model, which means that it reduces the weights of the samples that were correctly classified and increases the weights of the samples that were misclassified in the next model. Then, models are formed based on some basic machine learning algorithms. For the weak classifier we have learned, we increase the weight of the weak classifier with a small classification error rate, and reduce the weight of the weak classifier with a large classification error rate. In other words, the generation process of AdaBoost model is a process of verifying, improving and integrating based on existing machine learning algorithms.

5. Model result analysis

As mentioned above, we apply the conditional inference tree and random forest model to the training data set, and obtain the following experimental results.

![Figure 2. Conditional inference tree model results](image1)

![Figure 3. The relationship between the AdaBoost error and the number of weak classifiers](image2)

From the conditional inference tree model, we can see that the temperature of the sampled oil, the content of methane and carbon dioxide in the sampled oil chromatogram have a strong correlation with the condition of main transformers.
As can be seen from the error of the AdaBoost model, when we set the number of weak classifiers to 4, the model's error reaches the lowest point. Therefore, in AdaBoost model establishing, we set the parameter of the number of weak classifiers to 4.

Next, we apply the trained model to the test data set to illustrate the accuracy of the two models in evaluating the state of the main transformers.

Table 2 Test results of the conditional inference tree model on the test data set

| Actual | Predicted | Accuracy |
|--------|-----------|----------|
| No     | 92        | 0        | 1        |
| Yes    | 15        | 0        | 0        |
|        |           |          | 0.860    |

Table 3 Test results of AdaBoost model on the test data set

| Actual | Predicted | Accuracy |
|--------|-----------|----------|
| No     | 82        | 10       | 0.891    |
| Yes    | 8         | 7        | 0.467    |
|        |           |          | 0.832    |

As can be seen from the above table, the comprehensive accuracy of the conditional inference tree algorithm is 0.860, and that of AdaBoost model is slightly lower, reaching 0.832. However, compared to predicting the normal states of the main transformers, it’s more meaningful to evaluate the faulty main transformers, so we are more concerned about the accuracy of the fault evaluation. The AdaBoost algorithm can achieve an accuracy of 0.467 in predicting faults. In the contrary, the conditional inference tree model does not play any role in faults evaluation. Therefore, we believe that the AdaBoost algorithm performs much better than the conditional inference tree algorithm in main transformer fault evaluation, which means that AdaBoost algorithm is more suitable for the prediction of 110kV main transformer defects and faults.

6. Conclusion
This paper did a research on 110kV main transformer defects and fault evaluation based on conditional inference trees and AdaBoost algorithm and we can learn from the research that the model based on AdaBoost shows higher accuracy and that the best number of weak classifiers when predicting main transformer defects and faults is 4.

This study provides new ideas for the fault prediction of the power equipment with fusion grid-equipment-environment data, and a reference for more efficient models for accurate assessment of the status of the power equipment in the future.
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