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Abstract: This paper proposes a research line for developing new ways of automatically characterizing groups of documents, being them either clusters or categories. This research line is based upon the works of many other researchers and tries to summarize the most problematic issues of category labelling in order to devise possible solutions. Various lines of action are described, as well as future research lines and developments.
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1. MOTIVATION OF RESEARCH.

Classification schemes such as UDC or DEWEY have been successfully used for years in libraries around the world as information access tools. They provide us with a set of relations between concepts that help us to describe and retrieve documents. All purpose, fully fledged classification schemes as the ones mentioned above are extremely expensive to create and maintain, and suffer from a major drawback, lack of adaptation to collections. This last extent is derived from the fact that they have a universal scope and changes are slow, precisely because of the huge structure involved.

In many practical situations, taxonomies (purely hierarchical classification schemes), “folksonomies” (a set of flat, non-explicitly related and uncontrolled categories) or hierarchical directories have been used as a more tractable way to tackle document organization problems. This is the case of the ACM Computing Classification System, the del.icio.us folksonomy and the DMOZ open directory.

Classification schemes and related conceptual structures are the basis of a wide spread, user friendly way of exploring a collection structure and its contents, browsing. The main problem with browsing mechanisms is that creating them is a time consuming task, even in their less complex forms. This justifies the need of tools that enable the automation of the process. Our main goal is to provide a fast and unsupervised method for constructing collection tailored classification schemes.

Apart from generating browsable access to collections, the process of creating classification schemes from the basis of collection documents might have an interesting side-effect for automatic document categorization problems. Categories obtained in this fashion could also constitute an excellent source of training examples for categorizing new documents.

Automatic text categorization is strongly based upon machine learning algorithms, which provide the core for automatic categorization systems. This machine learning algorithms, are usually divided into two groups, profile based and example based algorithms [16]. Both of them need trained examples in order to correctly accomplish their goals. Trained examples should ascend to a respectable number of total documents of the collection to provide a non overfitting base for machine learning. The crux of the problem is thus an adequate supply of human designed categories and examples which implies quite a lot of human work for setting up classifiers. Both categories and training examples could be created during the classification scheme generation process.

The problem of automatically creating classification schemes or taxonomies has already been addressed by other researchers. In this paper we will focus on exploring the possibilities of improving the automatic description of groups of documents from a thematic point of view. Categories can be extracted and structured in a hierarchical fashion using state of the art methods and algorithms, identifying and labelling the main theme (or subject) of categories, is still a problematic point which has not been satisfactorily solved. Accurate and user friendly labelling should make more usable many techniques relying on clustering or automatic categorization methods.
2. BACKGROUND AND PREVIOUS WORK

In order to devise a method of creating both the classification scheme and document assignments to these categories we divided our work in three stages: category creation, category structuration and category naming. They are all based upon the idea that we can find a number of common characteristics in a given set of documents that distinguishes it from other sets of documents, much like in van Rijsbergen's cluster hypothesis [19]. These common characteristics are derived from underlying concepts, topics related to documents. We can assimilate the idea of finding groups of documents with the same thematic characteristics to that of extracting the main categories of a collection.

Category creation, or category extraction, issues the problem of finding groups of related documents according to a thematic criterion. This was accomplished by using document clustering techniques. The use of clustering algorithms is wide spread for many purposes, including that of unsupervised categorization. Non hierarchical algorithms (Expectation Maximization [17] and K-Means [20]) were problematic because of the fact that they needed certain information as the number of seeds and some knowledge on the collection structure [17]. Hierarchical algorithms as bisecting K-means [18] or HAC with single and complete link [20] were much more robust because they needed no initial information [17, 20]. Categories, or document clusters, are found at this stage of process, but have yet to be interpreted if they are to be of any use. Document clustering techniques are complex (many of them showing quadratic complexity), but organizing a collection is an offline, periodic routine.

The category structuration stage (or hierarchy interpretation stage) was derived from the fact that hierarchical algorithms create a dendrogram structure as a result of their work. That structure provides a hierarchy of nested links of documents and clusters reaching a number of hierarchical levels that was equal to n-1, being n the number of documents in the collection. Dendrogram interpretation (or folding) has been the subject of research of multiple papers [1,3,4]. Nevertheless, the question of how to fold the hierarchical structure and how many folds we optima is still unsolved.

We devised a method for hierarchical clustering (the triple link algorithm) that needs no user interaction as to decide upon the number of folds or cuts to be made to the structure. It uses comparisons between documents to create a directed graph from which clusters are extracted. The process is repeated iteratively to create various hierarchical levels through a subsumption mechanism. This is still to be tested in depth, and it might not provide us with an optimal number of folds. On the other hand, any of the hierarchical approaches renders a group of thematically cohesive clusters with a good degree of success for a reasonable number of hierarchical levels.

Anyhow, category naming is still the biggest problem to be solved if any of these methods is to become useful for a final user. Once the categories are extracted, derived from groups of documents, and structure is given to them, the problem is as simple as not having an adequate way of naming them. Documents are presumed to be about the same topic, but we are unable to describe this topic (to name it) so as to bring forward a clear idea of the contents of each group of documents relating a same central topic. This is where cluster labelling methods come to be of great interest.

3. RELATED WORK

There are some very interesting papers on cluster labelling, although we think that there is a lot of research to be done in this field. We found three main lines of research, and will organize related work around them. The most basic approaches deal with the representation of categories by means of a series of terms. The second approach is derived from the first and attempts to obtain human-readable labels by means of submitting them to a post-process of user edition. The third and more elaborated way is related with the automatic extraction of a single label to represent the category with no user intervention.

3.1 Representing categories by a set of relevant terms

A good number of researchers just provide the final user with a group of highly relevant terms to describe the topics of the cluster [5,2,3,5,7]. In these cases the final user is presented with a list of terms that form the label. These labels are not usually “user-friendly”, in the sense that they are related to a lot of small and in some cases unrelated topics. We can show here a sample from the LabelSOM system [8]:

| Charl | common | market | bomb | greater | missil | T072 | T071 | T085 | T086 | T045 |
|-------|--------|--------|-------|---------|--------|------|------|------|------|------|
| france | effort | therefor | interest | polari | weight | stag | europ | gaul |

**TABLE 1:** A sample label from LabelSOM. Terms on the left are stemmed.
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The main issue with these labels is that they are unable to provide us with a synthetic view of the contents. A correct understanding of the topics underlying this category rests upon previous knowledge of the collection, which is not supposed to be the case. There are probably best suited samples, but this one is explanatory. Some of the words are just stop words, and the set of terms would probably improve if key-phrases where used too, so this might still prove of some help in describing categories, although its far from constituting an ideal representation.

3.2 Representing categories by user-edited labels

Other researchers [9, 10] propose a method in which human editors are presented with a list of terms or candidate labels in order to provide the base for devising a label covering the central aspects of every category. If we give an expert in the dominion of the collection an adequate description of the categories, based upon the most relevant terms that characterize them, results can be quite good. This kind of manual post-edition gives us category labels that actually reflect the contents of the category and are understandable by the final user.

Manual editing is assisted by the system, which provides the editor with some very good clues about the relative weight of every concept in the category. This is even more feasible if the editor is presented with a ranking of candidates, ordering them by their estimated usefulness to describe the category. On the other hand, the process of abstracting a general concept from a list of weighted concepts is still difficult without previous knowledge about the collection, and some effort is required even from a trained editor. Here is a sample set of terms from our own research:

| Category: [1.1] |
|-----------------|
| Documents:  n_3.txt n_8.txt n_14.txt n_6.txt n_12.txt n_13.txt n_19.txt n_7.txt |
|                  n_9.txt n_2.txt n_10.txt n_11.txt |
| Candidate Labels: |
| guztiaik 156.6661276494036  |
| aukera 153.0874230524168  |
| eta 121.8245615728982  |
| list of candidates 68.9570404079377  |
| public prosecutor 60.84444471876857  |
| illegalization 44.61926144043027  |
| Sub-categories: {1.1.1} {1.1.2} {1.1.3} |

TABLE 2: Candidate labels for a cluster of documents relating to the illegalization of Aukera Guztiaik, a political party related to a terrorist organization. Includes relative weights of each term to help editors

3.3 Fully automated category labelling

The automatic extraction of category labels has been attempted with different degrees of success by various researchers [11, 12, 13, 14, 15]. In essence, the system decides upon a single label (which might be a term or a phrase) that describes the category. Glover et al. [15] provide an interesting insight on category labelling. Terms are weighted by their relative importance to the topics of a category, but prior to that phase they are classified into three main types, parent nodes, child nodes and self nodes. This division is based upon the ratio of intra-cluster / collection frequency of every candidate label. This approach is highly interesting but suffers from the need of establishing a variety of thresholds for every collection. Results obtained by means of considering text surrounding hypertext anchors are quite good, but is only tractable in restricted environments or using huge resources.

Tonella et al. [14] create a ranking function for proposed terms or phrases. The ranking is mainly used for evaluation purposes, to assess the degree of accuracy of results. The system does not perform as well as Glover’s, but evaluation methods are more sound. This is probably the most interesting issue, a systematic and founded system of evaluating results. This kind of evaluation was impossible in the first set of covered papers, simply because no ranking was made of the terms.

4. DESCRIPTION OF PROPOSED RESEARCH

User edited approaches usually present the user with a wide set of examples. This approach is analytic in the sense that it provides small and ideally related concepts from which the user abstracts a more general label. Using one of those concepts to represent the whole category might prove wrong, because labels should reflect the whole contents of the category.
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The third option provides us with the idea of selecting only labels that show a synthetic view of the contents, and not only a small fraction of them. This is why we think that future research should be done following the last examples. Being able to identify the degree of generality and specificity of a candidate label with respect to the collection and a given category looks like a solid basis for detecting synthetic labels matching the category. In this sense, Glover's approach is quite promising, although we think that further research is to be done in some respects, including evaluation, effects of hierarchical relations (reported experiments dealt with a flat set of categories), and a comparison of results quality using different sources of data.

4.1 Sources of data

The main source of labels for category extraction is document text, although other sources can be found, such as labels from an already existing classification scheme, keywords assigned by authors, text surrounding anchors or metadata. Classification schemes are probably the worst choice, because they are rigid and don’t fit well with every topic. We tried to use the UDC as a source for labels for a news collection, but it simply did not fit journalistic topics. The same would probably happen with very new topics, like the case of research literature. Other more flexible sources as thesauri are strongly biased towards analytic (specific) concepts, which we would probably want to avoid, as stated before. Nevertheless we still have some interesting sources to test as to prove their convenience for category labelling.

For what we know about Glover’s experiments using some of the external data might be of great help. For scientific documents we can use both the abstract and keywords as special sources of data. A great deal of Web content has also some metadata describing the text of the documents. What all these sources have in common is that they “talk” even if they are a part of it. Differences observed in [12] and [19] describing documents tell us about the distinctive character of some of them. Sources describing the contents of a document do usually include synthetic concepts, more general approximations to the subject, although an important part of descriptions might arguably treat contents in a more analytic way. It would be highly interesting to prove the importance of the use of this variety of sources in the extraction of labels as opposed to the use of the full text of documents.

4.2 Weighting and selection of label candidates

Establishing ways of determining the relative importance of labels to describe the categories is obviously a key issue to be solved. We can use a wide array of weighting functions described in the references above, but no previous consistent work has been done (to the best of our knowledge) on this respect because no standard evaluation measures have been proposed or used over more than one or two different approaches. On the other hand, weight is not the only factor to be considered when selecting a label candidate.

As we have said before, candidate labels are to be extracted from any of the cited sources, and ranked according to their weight to the category, but even though we should be able to decide among the candidates taking into account some other aspects. The first of these is the exclusivity of labels regarding the analysed category. A label has to be rare enough in the collection to approximately describe only topics related to a particular category. At the same time a label has to be general enough to describe all the documents in a category at the same time. Finally, when clusters (categories) are hierarchically dependent, labels should reflect a visible hierarchical distinction between those categories. Mentioned fully automated labelling methods fail to show us this feature because flat sets of categories where used during the process. Preference should be given to one of the categories, or the label eliminated altogether.

It is often the case that no term or phrase describes accurately the contents of a category, or it is so low weighted that it does not even appear among the label candidates. This again points to the direction of using external sources of data. The problem is approached in [12] by means of using ontologies in conjunction with WordNet. When multiple candidate labels occur, they are mapped onto the ontology using WordNet. Using the structure of the ontology the relations among these candidates are found, and a more general concept is searched that represents them all. If the structure and dominion of the ontology suits the collection this approach is claimed to work very well. The problem is that we usually don’t have an ontology for every collection, and in fact, creating an ontology “ex-profeso” for a given collection could prove far more complex and time consuming than manually creating both the classification scheme and the training examples for those categories.

These two problems are already present in the referenced literature, but are yet far from being solved. Glover’s approach is again the most interesting way of dealing with exclusivity and generality problems, but is based upon thresholds, and thresholds are by no means easy to determine. It is also based on a special description of documents that relies on incoming links, and this is not always easy or even feasible. What we are trying to achieve is a method that is parameter free and relies only on document text, which is the only source of data being present in every case. The problem of lack of generality of terms present in the collection (or their low statistical weight) could be tackled using ontologies or any other source of concept representation that uses hierarchical relations. The problem is that these representations should also be created automatically. One possible way of dealing with the problem might come from the automatic thesaurus construction field.
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5. RESEARCH METHODOLOGY AND PROPOSED EXPERIMENTS

As stated before, one of the major problems we see in cluster labelling research is the lack of standard evaluation measures. The most interesting works on this respect [11, 14] propose variations of precision and overlap measures based on the ranking of proposed labels and their match with manually assigned labels. The use of these measures over a wide range of different problems would provide us with fundamental information. Thus, this will be the first step to be taken.

We are currently working on providing a solid environment for experiments in this field. These experiments would include the comparison of label extraction procedures based on different sources for the same documents, different weighting functions and thresholds using only text derived directly from mentioned data sources and finally the use of automatically constructed thesauri for label subsumption.

Our first step has been the construction of a test collection. We used Cogprints, a repository of scientific papers on cognitive psychology and related areas. It includes some 2800 documents structured in a hierarchical way (of only 2 levels of depth, which is its major drawback) about several topics, including neural networks, biology, artificial intelligence, philosophy and linguistics. Almost every document has an abstract and keywords (or is excluded from the set), some metadata and the full text. This provides us with the possibility of exploring the effect of using different sources of data, and gives us a hierarchy and multiple topics to simulate a real situation. Every document is labelled according to one or more categories in the classification scheme, and groups of documents defined so manually created labels are always ready for comparison with the automatically extracted ones.

This collection can still be improved by providing synonyms or various correct answers to the problem, because direct match can be incredibly difficult to achieve if no external sources are present, although correction factors should be included in the evaluation measures to deal with this extra help.

6. DISCUSSION

It is still to determine the effect that NPL techniques could have over label creation, but would be really interesting to test them and find it out. Apart from natural language creation, other techniques as Named Entity Recognition or Part of Speech Tagging could be of high interest for our current research. POS tagging can lead us to have better probabilities of choosing the correct candidates, eliminating adjectives and verbs and selecting nouns and noun phrases as more proper candidates. NER could help us to devise auxiliary indexes, including onomastic, geographical and institutional indexes.
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