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ABSTRACT

In this paper, we propose a novel pipeline that leverages language foundation models for temporal sequential pattern mining, such as for human mobility forecasting tasks. For example, in the task of predicting Place-of-Interest (POI) customer flows, typically the number of visits is extracted from historical logs, and only the numerical data are used to predict visitor flows. In this research, we perform the forecasting task directly on the natural language input that includes all kinds of information such as numerical values and contextual semantic information. Specific prompts are introduced to transform numerical temporal sequences into sentences so that existing language models can be directly applied. We design an AuxMobLCast pipeline for predicting the number of visitors in each POI, integrating an auxiliary POI category classification task with the encoder-decoder architecture. This research provides empirical evidence of the effectiveness of the proposed AuxMobLCast pipeline to discover sequential patterns in mobility forecasting tasks. The results, evaluated on three real-world datasets, demonstrate that pretrained language foundation models also have good performance in forecasting temporal sequences. This study could provide visionary insights and lead to new research directions for predicting human mobility.
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Figure 1: Conceptual comparison of: (a) the numerical paradigm for human mobility forecasting and (b) the proposed language foundation model based forecasting with mobility prompts.

1 INTRODUCTION

Nowadays, AI-powered digital assistants (e.g., Alexa and Siri) have demonstrated advanced performance in answering general topics whereas they still could not well-responding human mobility forecasting problems. Mining spatio-temporal sequential patterns plays a critical component in many real-world applications including intelligent transportation and smart cities such as predicting the future customer flow of a shop to avoid the crowds during the pandemic. We observe that almost all of the existing deep learning based solutions for spatio-temporal and human mobility prediction tasks can be summarised as a numerical paradigm (Figure 1 (a)) which takes a sequence of numerical values (history mobility observations) as input to generate a numerical value as future prediction (or a sequence of numerical values). Usually, only the numeric data can be well extracted and modelled within such a framework for future prediction. Furthermore, this numerical paradigm makes it difficult to seamlessly integrate the forecasting ability with the natural language processing models of the digital assistants.

More recently, the fast evolution of foundation models [4] such as BERT [6] and CLIP [13] has led to a paradigm shift in designing, training, and applying deep learning models. In the new pre-train and fine-tune paradigm, a foundation model is pre-trained with large-scale data and then adapted to solve various downstream tasks such as a well pre-trained BERT model for language translation, sentiment analysis, and question answering. However, in the literature, this shift only appears in Natural Language Processing (NLP) and Computer Vision (CV) fields. How to apply a foundation model for spatio-temporal forecasting and human mobility
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prediction remains unexplored. In the time-series data forecasting domain especially with the human mobility data, due to the sequential numerical data format, there is no existing work on directly using pre-trained language foundation models for human mobility prediction. Although some network architecture designs such as Transformer [16] can be tweaked to the numerical paradigm for temporal sequence prediction (e.g., [20]), it seems impossible to directly take advantage of existing pre-trained foundations models. The main reason is that the temporal sequence mining tasks require the prediction model to handle the numerical data format, whereas existing language foundation models are pre-trained with natural language sentences. This leads to a gap between the learned knowledge in pre-training and the downstream prediction.

In this paper, motivated by the above observations, we aim to investigate the following research question: how can we directly leverage existing pre-trained language foundation models for sequential temporal data? We hope that the exploration of this question in this vision paper could open new research directions and present novel insights in the spatio-temporal data forecasting field. The mining of temporal sequential patterns is exemplified by an aggregated human mobility forecasting task in this work. To address the aforementioned gap, we explore the idea of mobility prompting, which transfers the human mobility data into natural language sentences so that the pre-trained language foundation models can be directly applied in the fine-tuning phase for predicting human mobility. With mobility prompts that describe the historical mobility observations as input, we apply an encoder-decoder architecture to yield future mobility predictions (this forecasting paradigm is demonstrated in Figure 1(b)). Compared to the numerical paradigm, directly using natural language as input can seamlessly and naturally model the numerical sequences, the textual context, and the semantic information for generating future predictions. Furthermore, we propose a novel AuxMobLCast pipeline (Auxiliary Mobility Language Forecasting) for forecasting human mobility, which introduces an auxiliary POI category classification task. The auxiliary task is specially designed to associate with the [CLS] token in the encoder part (e.g., BERT’s [CLS] token). This extra customised task does not modify the foundation model structure which makes it possible to directly utilise existing pre-trained models (e.g., pre-trained weights provided by HuggingFace¹). In particular, we conduct an empirical study to analyse the mobility forecasting performance of using different foundation models (such as BERT, RoBERTa, GPT-2, and XLNet) as the encoder/decoder of AuxMobLCast. The experimental results demonstrate that AuxMobLCast can further improve the prediction performance. In summary, our contributions are:

- We further introduce an auxiliary POI category classification task to improve the forecasting performance.
- The rest of the paper is organised as follows. Section 2 introduces the related work. Section 3 presents a formal definition of the problem focused in this paper and describes the proposed AuxMobLCast. The details of datasets and our experimental settings are given in Section 4. It also analysis the performance of our AuxMobLCast in human mobility forecasting and conducts ablation studies. Section 5 concludes the paper and discusses the potential impact and future directions of this work.

2 RELATED WORK

2.1 Language Foundation Models

Recent rapid advances in self-supervised training techniques and Transformer [16] architectures facilitate the emerging foundation models and the pre-train and fine-tune paradigm in various NLP tasks. For example, BERT [6] is a Transformer-based model pre-trained in a self-supervised fashion. It utilises the masked language modelling task for pre-training on the unlabelled large-scale corpus of English text data, which makes the pre-trained model more scalable and can be adapted to different downstream tasks based on learned language understanding ability. In the masked language modelling pre-training process, the model randomly masks a certain percentage (e.g., 15%) of the words in the input sentence. The model is then trained to predict the masked words. Through this technique, the model can be pre-trained on the raw texts only without any human labelling required. Since the emergence of BERT, almost all state-of-the-art models in NLP tasks are adapted and tweaked from one of a few foundation models such as BERT, GPT-2 [14] and RoBERTa. Beyond the NLP field, the foundation models, as well as the pre-train and fine-tune paradigm, also demonstrate superior performance in image classification [13, 23] and speech recognition [1]. This work aims to investigate how to apply foundation models for mining temporal sequential patterns, which further broadens the application of the pre-train and fine-tune paradigm. Although a similar numerical prediction task has been addressed with language models in [15] and [3], our work differs from this task in that we are interested in sequential numbers instead of separate numbers in the input text.

2.2 Time-series Forecasting

The human mobility forecasting task is much related to general time-series forecasting research. Deep learning based methods for time-series forecasting are mainly based on the Recurrent Neural Network (RNN) and its variants like Long Short Term Memory (LSTM) networks [8] and Gated Recurrent Units (GRU) [5]. Methods in this category often generate the future prediction in a sequence-to-sequence manner with the numerical history observations as the input sequence. Representative works under this numerical paradigm for sequential human behaviour prediction include ST-RNN [11] and DeepMove [7].

More recently, inspired by the success of Transformer [16] in language processing, various methods such as [10, 17, 19, 22] have been proposed for sequential time-series forecasting and human mobility prediction tasks. Although these methods are based on the

¹https://huggingface.co/models
Figure 2: The illustration of our AuxMobLCast. Through the self-attention based language encoder, the interactions between the numerical tokens (red) and contextual tokens (blue, e.g., the temporal information) are simultaneously extracted in prompt embeddings for the decoder. We also explicitly introduce an auxiliary POI category classification (the purple part).

3 METHODOLOGY

3.1 Problem Definition

In this paper, we focus on the aggregated human mobility forecasting task. Let \( \{\text{POI}_1, \text{POI}_2, \ldots, \text{POI}_M\} \) denotes a set of \( M \) POIs in a certain area (e.g., a city). For each POI\(_m\), we can observe a history records of customer visits on \( n \) consecutive days: \( x^m_{t_1:t_n} = [x^m_{t_1}, x^m_{t_2}, \ldots, x^m_{t_n}] \) where \( x^m_{t} \) stands for the number of visits of POI \( m \) on day \( t \). In addition, each POI corresponds to a semantic category class \( c^m \) such as a Shoe shop or a Post office. The focused human mobility forecasting problem can then be formulated as predicting the number of visits \( x^m_{t_{n+1}} \) of the next day \( n+1 \) given the history observation \( x^m_{t_1:t_n} \).

In this paper, we are particularly interested in generating the future \( x^m_{t_{n+1}} \) under the pre-train and fine-tune paradigm with language foundation models. For this purpose, we propose to develop mobility prompt \( X \) which translates the numerical history observations as natural language sentences instead of using the numerical sequence \( x^m_{t_1:t_n} \) as the inputs of forecasting models in existing numerical paradigm based time-series forecasting methods. We note that the superscript \( m \) (POI index) is dropped for simplification from hereon.

3.2 Mobility Prompting

Inspired by other work that apply language models for non-NLP tasks through prompting such as CLIP [13] and CoOp [23], we introduce mobility prompting to convert the sequential observation \( x_{t_1:t_n} \) into language description \( X \) to leverage pre-trained language models for forecasting human mobility. Such a transformation step is a key enabler for taking advantage of the pre-train and fine-tune paradigm in this work. The purpose of mobility prompting is to pre-process the numerical mobility data to generate meaningful sentences that can be fed to the pre-trained language foundation models. Specifically, we develop and investigate three different prompts as illustrated in Table1. In general, all three types of prompts contain key components related to mobility in the input text part, including the mobility data (i.e., the number of visits on each day, the red
Table 1: Examples of three different mobility prompt types used in this study. Mobility data, temporal information, and the POI information are given in red, blue, and orange, respectively.

| Prompt A | Input: “Place-of-Interest (POI) 385 is a Limited-Service Restaurant. From June 17, 2020, Wednesday to July 01, 2020, Wednesday, there were 11, 11, 10, 12, 9, 12, 6, 13, 10, 15, 16, 8, 8, 13, 19 people visiting POI 385 on each day. On July 02, 2020, Thursday,” |
| Prompt A | Target: “there will be 11 people visiting POI 385.” |

| Prompt B | Input: “From June 17, 2020, Wednesday to July 01, 2020, Wednesday, there were 11, 11, 10, 12, 9, 12, 6, 13, 10, 15, 16, 8, 8, 13, 19 people visiting POI Limited-Service Restaurant on each day. On July 02, 2020, Thursday,” |
| Prompt B | Target: “there will be 11 people.” |

| Prompt C | Input: “From June 17, 2020, Wednesday to July 01, 2020, Wednesday, there were 11, 11, 10, 12, 9, 12, 6, 13, 10, 15, 16, 8, 8, 13, 19 people visiting POI on each day. On July 02, 2020, Thursday,” |
| Prompt C | POI Category Target: “Limited-Service Restaurant” |
| Prompt C | Mobility Target: “11” |

Figure 3: The average weekly visiting patterns of two different categories POIs.

two POIs located in Miami during the entire data collection period (details given in Section 4.1). One POI belongs to the Hotel category and the other POI is the Commercial Banking category. From this plot, we can clearly see that these two POIs have different visiting patterns. The Hotel POI would expect higher customer volumes during weekends than weekdays, whereas the visiting count of the Commercial Banking POI has a significant drop during weekends. Learning how to distinguish different categories from input prompts could be beneficial in forecasting future visiting volumes. In addition, another important characteristic of this introduced auxiliary operation is that it does not affect the encoder structure. Thus, available pre-trained weights of encoders/decoders can be directly used as initialisation, which is a key enabler for forecasting under the pre-train and fine-tune paradigm.

The overall pipeline works in a similar fashion as the typical sequence-to-sequence task. The encoder encodes the input mobility prompt sentences which describe the history mobility observation. The decoder then takes the encoded features as input to generate the predicted sentence tokens. This process can be described as:

\[ \text{Token}_{\text{pred}} = \text{DECODER}(\text{ENCODER}(X)), \]

where ENCODER(·) and DECODER(·) represent the encoder and the decoder, respectively. In the proposed AuxMobLCast, we vary and investigate multiple Transformer based encoder structures (details given in Section 4.5). With the help of the self-attention mechanism inside the Transformer, not only the intra-relation of numerical tokens at different time steps (i.e., the mobility data \( x_{m}^{\text{num}} \)) in the input prompts but also the inter-relation between numerical and contextual tokens (e.g., tokens for the date information) could be learned simultaneously to generate future predictions. GPT-2 [14] is also a Transformers-based model architecture designed to yield the next word in sentences pre-trained with very large corpus of English data (general English text data without any specific mobility data). It stacks multiple decoder layers (normally 12 – 48 layers), the GPT-2 with 12 decoder layers is selected as the decoder in our AuxMobLCast. The auto-regressive nature of the GPT-2 decoder makes it a preferred choice for text generation tasks from a given input prompt. The numerical prediction \( \hat{x}_{m+1} \) can then be detokenized from the generated token \( \text{Token}_{\text{pred}} \).
Table 2: Pre-trained language models explored in the proposed AuxMobLCast.

|   | Model       | HuggingFace Configuration                   |
|---|-------------|---------------------------------------------|
| Encoder | BERT | https://huggingface.co/bert-base-uncased |
|   | RoBERTa | https://huggingface.co/roberta-base         |
|   | XLNet    | https://huggingface.co/xlnet-base-cased     |
| Decoder | GPT-2   | https://huggingface.co/gpt2               |

Specifically, for the auxiliary classification, after encoding through an encoder (e.g., BERT), the feature embedding of the [CLS] token is passed through a fully connected layer followed by a softmax layer for the POI category classification. This token is selected for classification as it is a global token and attends to all the other input tokens that cover the mobility information.

3.4 Training Objective

Due to the introduced auxiliary POI category classification, there are two types of losses in AuxMobLCast. The first loss is a cross-entropy loss denoted by $L_{CE}$ for guiding the sequence generation for our main purpose and the second loss $L_{POI}$ is the auxiliary category classification loss. During the training, the proposed AuxMobLCast is fine-tuned end-to-end with the loss $L$ given by:

$$L = \lambda_{CE}L_{CE} + \lambda_{POI}L_{POI},$$

where $\lambda_{CE}, \lambda_{POI}$ are two factors used to combine two losses and the sum of these factors equals 1.

4 EXPERIMENTS

In our experiments, we aim to investigate and answer the following research questions:

- **RQ1**: Compared to the conventional numerical paradigm forecasting methods, what is the performance of language based encoder-decoder methods with mobility prompts as input?
- **RQ2**: Under the AuxMobLCast pipeline, can we apply different pre-trained language foundation models as encoders, and what is the forecasting performance for each of them?
- **RQ3**: Could we achieve a further mobility forecasting performance gain through the introduced auxiliary POI category classification?

4.1 Datasets

In this study, the datasets used for evaluation are from real-world human mobility data provided by SafeGraph.² It contains daily visit counting records and the category information of each POI. To enhance privacy, the provided data is aggregated and anonymised. We access the raw SafeGraph Weekly Patterns data through SafeGraph Data for Academics³. The data from three representative cities (New York City (NYC), Dallas, and Miami) was collected from 2020-06-15 to 2020-11-08 to form three datasets. These datasets include 479 POIs from 39 categories, 1374 POIs from 65 categories, and 1007 POIs from 51 categories, respectively. Based on these statistics, we can see that Dallas has the most POIs and categories, while NYC has the least number of POIs/categories. We split each dataset into training set (70%), validation set (10%), and testing set (20%). For the input data, the history observation length is defined as 15 days (i.e., $n=15$). Mobility prompts given in the sentence format are generated based on the templates illustrated in Table1. For the comparison purpose, the train/val/test sets in the numerical format are also maintained for each city to evaluate methods in the numerical paradigm.

4.2 Implementations

The proposed AuxMobLCast follows the pre-train and fine-tune paradigm and we leverage the existing pre-trained language models. The encoders and decoders are configured and initialised with pre-trained weights provided by HuggingFace Models. We then carry out fine-tuning using the generated mobility. The pre-trained language models are fine-tuned using mobility prompts with the following implementation settings. The total epoch number is selected as 50 with early-stopping. For factors in loss function (Equation (2)), $\lambda_{CE} = 0.8$, $\lambda_{POI} = 0.2$ is also applied on NYC and Miami datasets, whereas the setting of $\lambda_{CE} = 0.9$, $\lambda_{POI} = 0.1$ is used for Dallas dataset. The models are optimised with Adam optimiser with a $5 \times 10^{-5}$ initial learning rate (weight decay is set to $5 \times 10^{-4}$). These parameters are selected based on the performance on the validation set. The ReduceLROnPlateau decay is adopted with patience 6 and cooldown 2 during fine-tuning. The experiments are performed with PyTorch on a Linux server equipped with Nvidia V100 GPUs.

4.3 Evaluation

For evaluating the performance of each method, considering we focus on the numerical prediction task, the Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE) are selected as evaluation metrics. These errors are calculated based on the predicted $\hat{x}_{t+n}$ and the ground truth $x_{t+n}$ to measure the closeness of the predicted values. In our experiments, the average performance and the standard deviation of multiple runs (5 runnings with different random seeds) of each method are reported excluding the basic linear regression (LR) method.

4.4 Results and Analysis

In this part of experiments, we compare the performance of using mobility prompts against the following numerical paradigm based time-series forecasting methods:

- Basic Linear Regression (LR);
- GRU [5]: one of the most popular variant of Recurrent Neural Networks;
- GRUAtt [2]: introducing the attention mechanism into the GRU architecture;
Table 3: Prediction results of the numerical paradigm based methods and methods using mobility prompts. Both Prompt A and Prompt B are compared.

| Prompt | Model       | NYC    | Dallas | Miami   | Average |
|--------|-------------|--------|--------|---------|---------|
|        |             | RMSE   | MAE    | RMSE    | MAE     | RMSE    | MAE    |
| N/A    | LR          | 9.131  | 5.639  | 24.544  | 6.601   | 13.081  | 6.082  | 15.585  | 6.107 |
|        | GRU         | 7.547±0.098 | 4.550±0.038 | 23.987±0.262 | 5.400±0.016 | 12.125±0.160 | 5.413±0.026 | 14.553 | 5.121 |
|        | GRUAtt      | 7.704±0.107 | 4.464±0.037 | 22.562±0.433 | 5.276±0.048 | 11.465±0.417 | 5.045±0.107 | 13.910 | 4.928 |
|        | Transformer | 6.714±0.072 | 4.279±0.058 | 18.820±0.278 | 5.166±0.125 | 10.995±0.181 | 5.130±0.117 | 12.176 | 4.838 |
| N/A    | Transformer | 6.452±0.055 | 4.250±0.057 | 18.796±0.338 | 5.337±0.183 | 10.004±0.022 | 5.053±0.066 | 11.751 | 4.880 |
| With Temporal Embedding | Transformer | 6.645±0.040 | 4.377±0.018 | 17.423±0.200 | 5.518±0.066 | 10.411±0.151 | 5.116±0.046 | 11.493 | 5.004 |
|        | Informer    | 6.279±0.140 | 4.134±0.074 | 18.061±0.205 | 5.441±0.052 | 9.526±0.098 | 4.823±0.043 | 11.289 | 4.799 |
|        | Autoformer  | 6.433±0.103 | 4.323±0.108 | 18.033±0.896 | 7.021±0.977 | 9.852±0.731 | 6.321±0.701 | 11.439 | 5.888 |
| A      | GRUAtt-A    | 6.901±0.212 | 4.290±0.042 | 19.914±1.259 | 5.165±0.067 | 9.964±0.632 | 5.009±0.055 | 12.260 | 4.821 |
|        | Transformer-A | 6.657±0.070 | 4.286±0.075 | 18.212±1.422 | 5.036±0.096 | 9.672±0.605 | 5.034±0.105 | 11.514 | 4.785 |
| B      | GRUAtt-B    | 6.887±0.105 | 4.355±0.059 | 19.743±0.884 | 5.212±0.227 | 10.066±0.520 | 5.124±0.036 | 12.232 | 4.897 |
|        | Transformer-B | 6.648±0.190 | 4.273±0.054 | 18.189±1.382 | 5.087±0.023 | 9.563±0.406 | 4.991±0.164 | 11.467 | 4.784 |

Table 4: Prediction results of different configurations of our AuxMobLCast on three datasets. Prompt C is applied for this part of experiments.

| Encoder | Aux | NYC      | Dallas   | Miami    | Average   |
|---------|-----|----------|----------|----------|-----------|
|         |     | RMSE     | MAE      | RMSE     | MAE       | RMSE     | MAE     | RMSE    | MAE     |
| BERT    | ✓   | 6.312±0.253 | 4.114±0.038 | 15.304±0.835 | 5.168±0.210 | 10.307±1.698 | 4.804±0.084 | 10.641 | 4.695 |
|         | ×   | 6.291±0.010 | 4.144±0.024 | 18.125±1.509 | 5.111±0.096 | 12.197±1.057 | 4.871±0.060 | 12.204 | 4.708 |
| RoBERTa | ✓   | 6.277±0.218 | 4.106±0.048 | 16.902±1.621 | 4.964±0.062 | 10.744±0.793 | 4.926±0.127 | 11.307 | 4.665 |
|         | ×   | 6.336±0.259 | 4.117±0.049 | 15.821±1.114 | 5.294±0.193 | 11.804±0.652 | 5.228±0.172 | 11.320 | 4.879 |
| XLNet   | ✓   | 6.586±0.177 | 4.289±0.085 | 16.566±0.998 | 5.305±0.094 | 12.683±1.127 | 5.075±0.161 | 11.945 | 4.889 |
|         | ×   | 6.605±0.253 | 4.223±0.033 | 15.602±0.285 | 5.202±0.123 | 13.071±2.561 | 5.254±0.059 | 11.759 | 4.893 |

- Transformer [16]: the vanilla Transformer network with the multi-head self-attention mechanism;
- Reformer [9]: a variant of Transformer focused on the efficiency. It has been used as a baseline for forecasting in [22] and [18];
- Informer [22]: a specific variant of Transformer that is proposed for long sequence forecasting task;
- Autoformer [18]: a recent variant of Transformer for predicting temporal sequences.

For Transformer based methods (including Transformer, Reformer, Informer, and Autoformer), we consider incorporating temporal information. Specifically, the temporal embeddings (e.g., time-of-day, day-of-week, month-of-year) are injected as the Transformer position embeddings so that the date information is used as input features for prediction. All the above methods take the numerical sequences as input and generate a number as the prediction. For methods using natural language based mobility prompts as input/output, we start with two widely used architectures for language sequence-to-sequence tasks, namely, GRUAtt and Transformer. Both methods are in the encoder-decoder structure. Prompt A and Prompt B defined in Table 1 are adopted respectively. To make it clear, we use “-A” and “-B” to differentiate methods trained with two prompts (e.g., GRUAtt-A, Transformer-B). The results of the above methods on the testing set are reported in Table 3. The last two columns list the average RMSE and MAE across three cities for each method. In general, for each method, it can be noticed that NYC has the lowest prediction error whereas Dallas has the worst performance. This observation can be explained by the fact that Dallas is relatively harder to predict due to the largest number of POIs and categories in all three datasets. For methods under the numerical paradigm, Transformer outperforms other baselines while the linear regression has the worst performance, which is as expected. When the temporal information is considered, Transformer with temporal embedding yields a better RMSE performance compared to Transformer without using temporal embedding. Autoformer and Reformer also demonstrate good prediction performance. Among these numerical methods with temporal embedding, Informer achieves the best performance on both RMSE and MAE against all the other numerical based methods. This shows that the temporal information can be used as a strong cue for forecasting and it should be included the mobility prompts.

Comparing the methods with the same backbone model (GRUAtt vs. GRUAtt-A/B and Transformer vs. Transformer-A/B), we observe that using language based mobility prompts could lead to better prediction performance. Furthermore, with the help of mobility prompts, the methods even using the vanilla Transformer as
Table 5: Prediction results of different configurations (with or without using temporal date information in the input prompts).

| Encoder | Date Info | NYC RMSE | NYC MAE | Dallas RMSE | Dallas MAE | Miami RMSE | Miami MAE | Average RMSE | Average MAE |
|---------|-----------|----------|---------|-------------|------------|------------|------------|--------------|-------------|
| BERT    | ✓         | 6.31±0.253 | 4.11±0.038 | 15.30±0.835 | 5.16±0.210 | 10.30±1.698 | 4.80±0.084 | 10.64±4.695 |
|         | ×         | 6.76±0.092 | 4.46±0.040 | 16.63±0.552 | 5.55±0.230 | 11.01±1.348 | 5.33±0.159 | 11.47±5.114 |
| RoBERTa | ✓         | 6.27±0.218 | 4.10±0.048 | 16.90±1.621 | 4.96±0.062 | 10.74±0.793 | 4.92±0.127 | 11.30±4.665 |
|         | ×         | 6.49±0.089 | 4.34±0.036 | 17.09±0.798 | 5.28±0.047 | 12.03±0.355 | 5.35±0.117 | 11.87±4.966 |
| XLNet   | ✓         | 6.58±0.177 | 4.28±0.085 | 16.56±0.998 | 5.30±0.094 | 12.83±1.127 | 5.07±0.161 | 11.94±4.889 |
|         | ×         | 7.43±0.371 | 4.94±0.226 | 17.64±1.702 | 6.83±1.540 | 16.60±3.717 | 7.57±1.494 | 13.89±6.452 |

4.5 Performance of AuxMobLCast and Ablation Study

In this section, we focus on answering RQ2 and RQ3. In the proposed AuxMobLCast, autoregressive language model GPT-2 is selected as the encoder and we explore the performance of using the following language foundation models as the encoder:

- BERT [6]: bert-base-uncased, 12-layer, 768-hidden, 12-heads, 110M parameters.
- RoBERTa [12]: roberta-base, 12-layer, 768-hidden, 12-heads, 125M parameters.
- XLNet [21]: xlnet-base-cased, 12-layer, 768-hidden, 12-heads, 110M parameters.

The details of these models and corresponding pre-trained weights are available through the links given in Table 2.

The prediction results of using different encoders on three datasets are listed in Table 4. In this table, a ✓ under the Aux column indicates that the auxiliary POI category classification is enabled, while a × means that the auxiliary classification is removed and AuxMobLCast is the basic encoder-decoder structure. In this part of the experiments, Prompt C given in Table 1 is applied as inputs and output targets. When the auxiliary classification is disabled (rows marked with ×), the POI category target is also dropped from the Prompt C and only the mobility target part is kept during the fine-tuning process.

4.5.1 Different Encoders. If we jointly compare the results (rows with ✓) reported in Table 4 with the top performers in Table 3, we observe that using BERT as the encoder in our AuxMobLCast outperforms the performance of Informer and Transformer-B on average. Although the results of BERT and RoBERTa on Miami are not the best, they achieve significant performance improvements on Dallas, compared to all the baselines in Table 3. More specifically, BERT is almost on par with RoBERTa on NYC dataset, while using BERT further reduces the RMSE by 9.5% on Dallas. Compared to BERT and RoBERTa, using XLNet seems not optimal under our AuxMobLCast pipeline. Its average forecasting performance is slightly worse than Transformer-B. However, using XLNet as the encoder still has a good forecasting performance on the most challenging Dallas dataset. These results suggest that our AuxMobLCast pipeline can be adapted to multiple language foundation models and BERT is the most suitable encoder structure. It also justifies our hypothesis that applying pre-trained language foundation models with mobility prompts could be a new direction for addressing the human mobility forecasting task.

4.5.2 With or Without Auxiliary Classification. Table 4 also reports the ablation study results of comparing the row with a ✓ against the row with a × under each encoder setting. On average, introducing the auxiliary POI category classification task brings performance gain for the frameworks using BERT or RoBERTa as the encoder. For the configuration using XLNet as the encoder, enabling the auxiliary task results in a better forecasting performance on the Miami dataset but has a worse performance (both RMSE and MAE) on the Dallas dataset. Therefore, XLNet is not the optimal encoder under the proposed AuxMobLCast pipeline. For the RoBERTa encoder setting, we witness a larger RMSE but a smaller MAE performance on using the auxiliary task on the Dallas dataset. From the table, we can also notice that when BERT is chosen as the encoder, using the auxiliary task outperforms the setting without the auxiliary part by a relatively large margin on the RMSE of Dallas and Miami datasets. Based on the above analysis, although the auxiliary POI category classification does not reduce the forecasting errors for every encoder structure, it still yields substantial improvements for the BERT encoder setting. This further confirms that BERT is a favourable encoder selection for AuxMobLCast.

4.5.3 With or Without Date Information in Prompts. Based on the previous experiments (results given in Table 3), we have noticed that the temporal embedding could contribute to prediction performance gain for the numerical based forecasting methods. In this part of the experiment, we would also like to investigate the importance of temporal information (i.e., the date information of the mobility data) under the proposed AuxMobLCast framework. To this end, we further evaluate the prompts without including
Table 6: The comparison of numerical forecasting methods and our AuxMobLCast under the zero-shot setting.

| Training | Test | Method | RMSE       | MAE       |
|----------|------|--------|------------|-----------|
| Miami    |      | Transformer | 15.867±0.202 | 5.220±0.084 |
|          |      | Reformer    | 15.488±0.169 | 5.401±0.016 |
|          |      | Informer    | 16.333±0.297 | 5.181±0.067 |
|          |      | Autoformer  | 9.445±0.095  | 5.020±0.049 |
|          |      | XLNet       | 18.801±2.840 | 7.228±3.960 |
|          |      | BERT        | 20.272±1.432 | 5.949±0.223 |
|          |      | RoBERTa     | 17.834±0.284 | 5.598±0.030 |
| NYC      |      | Transformer | 31.207±0.304 | 5.721±0.098 |
|          |      | Reformer    | 30.502±0.313 | 5.897±0.022 |
|          |      | Informer    | 31.314±0.827 | 5.615±0.077 |
|          |      | Autoformer  | 19.239±0.564 | 5.327±0.065 |
|          |      | XLNet       | 21.341±1.733 | 8.291±1.008 |
|          |      | BERT        | 17.396±0.995 | 5.472±0.027 |
|          |      | RoBERTa     | 17.415±0.224 | 5.309±0.021 |
| Dallas   |      | Transformer | 6.656±0.044  | 4.341±0.023 |
|          |      | Reformer    | 7.514±0.056  | 4.770±0.035 |
|          |      | Informer    | 6.429±0.074  | 4.236±0.036 |
|          |      | Autoformer  | 6.525±0.065  | 4.432±0.048 |
|          |      | XLNet       | 7.158±0.178  | 4.304±0.015 |
|          |      | BERT        | 6.295±0.066  | 4.204±0.019 |
|          |      | RoBERTa     | 6.289±0.061  | 4.209±0.032 |
| Miami    |      | Transformer | 21.405±0.373 | 5.316±0.033 |
|          |      | Reformer    | 25.205±0.832 | 5.723±0.056 |
|          |      | Informer    | 21.688±0.510 | 5.198±0.045 |
|          |      | Autoformer  | 21.267±0.990 | 5.350±0.037 |
|          |      | XLNet       | 16.747±0.150 | 5.149±0.019 |
|          |      | BERT        | 15.546±0.241 | 5.723±0.224 |
|          |      | RoBERTa     | 20.920±1.125 | 5.237±0.408 |
| NYC      |      | Transformer | 6.733±0.753  | 4.447±0.066 |
|          |      | Reformer    | 7.556±0.036  | 4.823±0.023 |
|          |      | Informer    | 6.766±0.078  | 4.497±0.075 |
|          |      | Autoformer  | 6.939±0.204  | 4.855±0.167 |
|          |      | XLNet       | 7.202±0.371  | 4.702±0.225 |
|          |      | BERT        | 6.231±0.066  | 4.162±0.017 |
|          |      | RoBERTa     | 6.291±0.144  | 4.249±0.090 |
| Dallas   |      | Transformer | 10.904±0.129 | 5.995±0.037 |
|          |      | Reformer    | 11.259±0.715 | 5.287±0.059 |
|          |      | Informer    | 9.657±0.422  | 5.076±0.043 |
|          |      | Autoformer  | 10.321±0.665 | 5.457±0.128 |
| Miami    |      | Transformer | 15.801±0.490 | 5.771±0.291 |
|          |      | Reformer    | 14.014±0.741 | 5.342±0.055 |
|          |      | Informer    | 16.031±0.626 | 5.330±0.123 |

Based on this simplified prompt, Table 5 lists and compares the performance of our AuxMobLCast under the settings of with or without temporal data information. Similar to previous experiments, we also evaluate AuxMobLCast with different pre-trained language models (i.e., BERT, RoBERTa, and XLNet). From the table, it can be observed that the performance of all three models has decreased after removing the date information. More specifically, the performance reduction of using RoBERTa is smaller than the configurations of using BERT and XLNet. Without the date information in the input prompts, it is difficult for language models to capture the relationships (e.g., weekly patterns) between numerical tokens and temporal contextual tokens. The lacking of modelling such relationships could explain the performance reduction.

4.6 Zero-shot Performance

To further investigate the performance of AuxMobLCast, we conduct an experiment under the zero-shot setting. Specifically, we train each method on one dataset and test the trained model on the test set of the rest two datasets (e.g., train on NYC, test on Miami and Dallas). The comparison results of the state-of-the-art numerical based forecasting methods (including Transformer, Reformer, Informer, and Autoformer) and our AuxMobLCast (using XLNet, BERT, RoBERTa as encoders) are reported in Table 6. For numerical based methods, the temporal embeddings are enabled to consider the temporal information. The best performer under each training/test configuration has been shown in red in the table. From this table, it can be observed that AuxMobLCast achieves 4 top performers in a total of 6 configurations. The numerical based methods have better performance when the test set is Miami (for both training with NYC and training with Dallas situations). Although using the language foundation models in our AuxMobLCast does not demonstrate superior performance for all settings, it still shows that AuxMobLCast has a relatively good and promising generalisation ability. With further research, we believe that using pre-trained language models would achieve better and more robust performance in the task of human mobility forecasting.

5 DISCUSSION

In this work, we studied the application of language models especially pre-trained language foundation models for mining temporal sequential patterns to predict human mobility. To this end, mobility prompts are applied to transform the numerical mobility data into sentences as inputs and output targets. To utilise pre-trained language models, we also propose the AuxMobLCast based on the encoder-decoder architecture, in which an auxiliary task is explicitly introduced for classifying POI categories. The results show that addressing sequential numerical data prediction through mobility prompts and applying pre-trained language foundation models (e.g., BERT) under the proposed AuxMobLCast pipeline could improve the forecasting performance.

Why It Works.

In recent years, Transformer and its variants have emerged as powerful models in addressing NLP tasks. Through the inherent attention mechanisms, Transformers can well discovering the latent relationship of the input sequence tokens. More recently, we have also witnessed the booming of Vision Transformers for processing the temporal date information. By removing the temporal information (the blue parts in Table 1), the input prompt is then simplified as: there were 11, 11, 10, 12, 9, 12, 6, 13, 10, 15, 16, 8, 8, 13, 19 people visiting POI on each day.4

Using the same example as shown in Table 1.

*Table 6: The comparison of numerical forecasting methods and our AuxMobLCast under the zero-shot setting.*
images or videos. Through the patching transformation, images are divided into patch sequences to fit the Transformer structure. Thus, for the time-series sequences (e.g., human mobility data), we believe pre-trained language Transformers could also be suitable in handling time-series data with proper transformation from the raw numerical data to language sequences (i.e., the mobility prompts). Through the mobility prompts, the intra-relation of numerical values at different time steps as well as the inter-relation between numerical values and contextual information (e.g., temporal date information) would be better modelled simultaneously by Transformers, which leads to good forecasting performance.

**Broader Impact.**

The findings of this research provide visionary ideas and novel insights for human mobility forecasting tasks. The human mobility forecasting task analysed in this paper shows a glimpse of the potential applications in the direction of applying pre-trained language models with prompts. How to leverage pre-trained language models for various numerical forecasting applications (e.g., weather forecasting, demand forecasting) could lead to new research directions. Although the improvement gained demonstrated in this paper is not very large, we believe that with further and deeper research, using pre-trained language models could be a new trend for the spatio-temporal and human mobility forecasting areas. Further, we hope this work would also facilitate the related research of multimedia assistant systems (e.g., integrating spatio-temporal forecasting ability with Siri or Cortana).

**Future Work.**

As this is the first research that leverages pre-trained language models for discovering temporal sequential patterns in mobility forecasting tasks, there are still several limitations. One limitation of this study is about the mobility prompt generation. In the future, we plan to fully investigate mobility prompts based on the recent prompt learning techniques. An automatic approach for transforming diverse sequential numerical behaviour data, as well as various types of time-series data, will be beneficial in exploring the forecasting ability of pre-trained language models. In addition, how to explore pre-trained language models for multi-variate time-series data forecasting could be another interesting future direction.
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