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Abstract

Scoring systems, as a type of predictive model, have significant advantages in interpretability and transparency and facilitate quick decision-making. As such, scoring systems have been extensively used in a wide variety of industries such as healthcare and criminal justice. However, the fairness issues in these models have long been criticized, and the use of big data and machine learning algorithms in the construction of scoring systems heightens this concern. In this paper, we propose a general framework to create fairness-aware, data-driven scoring systems. First, we develop a social welfare function that incorporates both efficiency and group fairness. Then, we transform the social welfare maximization problem into the risk minimization task in machine learning, and derive a fairness-aware scoring system with the help of mixed integer programming. Lastly, several theoretical bounds are derived for providing parameter selection suggestions. Our proposed framework provides a suitable solution to address group fairness concerns in the development of scoring systems. It enables policymakers to set and customize their desired fairness requirements as well as other application-specific constraints. We test the proposed algorithm with several empirical data sets. Experimental evidence supports the effectiveness of the proposed scoring system in achieving the optimal welfare of stakeholders and in balancing the needs for interpretability, fairness, and efficiency.
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1 Introduction

Predictive models play an essential role in everyday decision-making (Bjarnadottir et al. 2018). A scoring system is a type of sparse linear predictive model whose coefficients are small integers (Ustun and Rudin 2016). The coefficients derived from a scoring system can be directly transferred into point scores, which enable quick and easy calculation, interpretation, and decision-making (Souder 1972). As such, scoring systems have been extensively adopted in a large variety of fields such as medical diagnosis (Moreno et al. 2005, Wang et al. 2021), criminal justice (Hoffman 1994, Brayne 2014), consumer risk analysis (Capon 1982, Karlan and Zinman 2011), marketing (McNamara 1972, Zhang et al. 2015), and humanitarian operations (Ndirangu et al. 2013, Skoufias et al. 2020). For example, in the medical field, scoring systems such as SAPS I, II, and III (Le Gall et al. 1984, 1993, Moreno et al. 2005) are used to predict ICU mortality risk. Table 4 of the online supplementary material provides examples of the wide applications of scoring systems.

Notwithstanding their extensive applications, a crucial concern has been raised regarding fairness in assessment scores derived from these scoring systems, especially along some important social identities (hereafter referred to as sensitive features or sensitive attributes) such as membership in a certain race, gender, or socio-economic group (Coffman et al. 2021). For example, in the healthcare industry, racial bias has been found in a widely adopted patient health risk scoring system, where among patients receiving the same calculated risk scores, black patients are, in fact, found to be considerably sicker than white patients (Obermeyer et al. 2019). Similarly, research shows that scores derived from COMPAS, a judicial system adopted for making critical pretrial, parole, probation, and sentencing decision in the U.S., are biased against African-American defendants in that it is skewed toward labeling black defendants as having high risk of reoffending whereas white defendants are labeled as having low risk (Chouldechova 2017). There are ample other examples of biases found in scoring systems in the contexts of healthcare (Bierman 2007, Chen et al. 2008) and criminal justice (Campbell et al. 2020), as well as in other contexts such as credit limits (Vigdor 2019) and loan applications (Alesina et al. 2013).

As assessment scores are extensively used to make decisions and/or predictions, the lack of group fairness in scoring systems negatively impacts the lives of disadvantaged groups. In the case of COMPAS, assessment scores are used, among other things, to make probation and even sentencing decisions (Berk et al. 2021). The lack of fairness in this type of scoring systems can have life-changing consequences for the disadvantaged population. In the healthcare industry, assessment scores are widely adopted and drive important healthcare resource-allocation decisions for millions of people in the U.S. (Obermeyer et al. 2019). The lack of fairness leads to disparity of access to medical resources for many lives in the disadvantaged groups. Thus, there is a dire need to
incorporate group fairness into the development of scoring systems.

In this paper, we propose a fairness-aware framework that aims to incorporate group fairness into the construction of scoring systems. First, we quantify group fairness, integrating machine learning perspectives. Specifically, we investigate disparate impact (Lambrecht and Tucker 2019) and disparate mistreatment (Zafar et al. 2017a), two types of outcome fairness recognized by machine learning literature. Then, we develop a social welfare function that incorporates both prediction efficiency and group fairness. We transform the social welfare maximization problem into the empirical risk minimization task in machine learning. With the help of mixed integer programming techniques, a fairness-aware scoring system is developed. Furthermore, we derive theoretical bounds to provide insights regarding the model parameter selection in the proposed fairness-aware scoring system. We validate the proposed algorithm with several empirical data sets. Findings support the effectiveness of the proposed scoring system in achieving the optimal welfare of stakeholders and in balancing the needs of interpretability, fairness, and efficiency.

Our research makes the following contributions. First, we propose a workable solution to social group fairness issues by developing a new framework for the construction of scoring systems that is fairness aware. Specifically, we incorporate learning from machine learning and develop an objective function that appends fairness to prediction efficiency in an optimization problem for scoring system development. This contrasts significantly with past research that is operation-centric, i.e., seeking to maximize or minimize some operational outcomes such as profit, costs, or accuracy (Celis et al. 2019), and treats fairness only as a constraint to an optimization problem. As such, our framework informs decision-makers on the overall welfare of those affected, incorporating the level of group fairness. This lays a foundation for the development of scoring systems that maximize total social welfare.

Second, our framework provides a proven way of regulating the trade-off between efficiency and group fairness, as it can accommodate the different combinations of fairness and efficiency levels. This flexibility allows decision-makers the ability to set and customize their desired fairness requirement for different group fairness notions. In addition, our approach also provides policymakers with a way to customize other requirements by directly imposing a variety of application-specific constraints. Thus, our method provides decision-makers with a general way to construct scoring systems that suit an organization’s context and objectives.

Third, when constructing the fairness-aware framework, we utilize 0-1 hard loss to encode the efficiency objective (data utility), and the fairness objective as well as the fairness constraints are also formulated directly by several indicator variables derived via the 0-1 hard loss. Afterwards, we produce a scoring system without the rounding procedure. This contrasts with past research that applies surrogate loss both for objectives and constraints to make optimization problems convex,
which leads to sub-optimization due to approximations. As a subsequent step, we derive the theoretical justification that provides guidance for model parameter selection. These parameters are instrumental to the implementation of the scoring systems.

Fourth, we apply our algorithm to several empirical data sets. We find evidence of group biases in all of the empirical data sets we investigated, which supports the salience of group fairness issues in scoring systems and further motivates our research. More importantly, we validate the effectiveness of our new framework in enhancing group fairness in scoring systems. Lastly, our validation with sepsis data set sheds light on some promising clinical insights. The scoring system derived based on our framework has captured several risk factors with meaningful cut-off values for sepsis mortality prediction. Some of these factors have not been explored before. As such, a by-product of our research may help reveal new clinical insights in medical diagnosis.

2 Related Literature

In this section, we provide an expanded view of fairness issues addressed in works of literature. We first describe scoring systems and their construction, paying particular attention to the use of data-driven methods to construct scoring systems. We then introduce the three common notions of group fairness for predictive models. Lastly, we provide an overview of how the fairness issues are addressed in machine learning.

2.1 Scoring Systems

The use of scoring systems for decision-making can be traced back to the seminal work by Burgess (1928) on parole violation where a scoring system is applied to inmates for prediction of parole success and failure. The popularity of scoring systems continues, and they are actively engaged in decision support in today’s environment. Because the coefficients in scoring systems are integer values (i.e., point scores), these tools allow users to make quick predictions by only adding/subtracting or multiplying a few small numbers, without the need for a sophisticated computer or calculator, or for extensive training (Zeng et al. 2017). The ease of calculation and interpretation makes scoring systems excellent decision tools in situations requiring quick and accurate judgments. For example, scoring systems are extensively used in medical diagnosis. In clinical practice, the model to be used should be simple, readily available and not expensive (Patel and Codner 2016). Thus, the integer-based scoring systems, which are much simpler to use and less expensive to implement compared to the complex or cumbersome algorithms, have been prevalent (Konishi et al. 2022). Often times, medical professionals need to make a quick assessment of a patient’s health state at the bedside of the sick patient, and scoring systems are then applied to patients’ clinical data such
as vital signs. Medical professionals subsequently perform a few simple calculations (addition or subtraction), which enables them to make a quick evaluation of the patient’s condition (Strand and Flaatten 2008). Therefore, especially in the data-poor environments such as outpatient settings, where clinicians do not have guaranteed access to computers, the scoring systems are particularly useful (Bjarnadottir et al. 2018). In fact, there are many countries in the word have already mandated the use of scoring systems in medical diagnosis applications (Breslow and Badawi 2012).

Scoring systems can be constructed via multiple approaches. In some cases, construction is based on the experience and domain knowledge of a panel of subject matter experts (e.g., the APACHE I by Knaus et al. (1981)). A prevalent method to construct a scoring system is data-driven (Struck et al. 2017), where scoring systems are usually derived using regression models followed by the rounding of coefficients to obtain integer-valued point scores (e.g., the SAPS II by Le Gall et al. (1993)). In addition to traditional statistical approaches, more and more machine learning techniques are introduced to construct scoring systems based on big data (Hurley and Adebayo 2016, Chen et al. 2021). For example, Dumitrescu et al. (2021) use information extracted from various short-depth decision trees to improve the performance of logistic regression when constructing a credit scoring system. A typical standard procedure to develop a data-driven scoring system is illustrated in Figure 6.

2.2 Fairness Issues in Predictive Models

In recent years, a critical issue has been raised concerning predictive models. Many predictive models are criticized for the lack of incorporation of fairness dimensions (Zou and Schiebinger 2018). Scoring systems, as a type of predictive model, are no exception. The aforementioned examples highlight people’s concerns over group fairness and give rise to growing public scrutiny in the decision-making systems that impact resource access and allocation. In response to these concerns, several laws and regulations have been established to ensure group fairness for some high-stake domains such as credit, housing, education, healthcare, and employment (i.e., the Equal Credit Opportunity Act, Equal Employment Opportunity Act, Fair Housing Act, the Affordable Care Act, and General Data Protection Regulation, etc.).

There are three common types of group (un)fairness discussed in literature (Zafar et al. 2019): disparate treatment, disparate impact, and disparate mistreatment. Disparate treatment is concerned with procedural discrimination, whereas the other two types (disparate impact and disparate mistreatment) are concerned with outcome discrimination.

We note that legal actions/legislation, in general, prohibit disparate treatment, i.e., treating individuals differently based on membership in certain groups (e.g., race or gender), and intent to discriminate (Kallus et al. 2021). As we mentioned earlier, disparate treatment is only concerned
with procedural discrimination (Fu et al. 2020), and there is no guarantee for the elimination of outcome discrimination (Kleinberg et al. 2017). For example, although the legislation prohibits any explicit use of certain sensitive features (race, gender, or religion, etc.) in the construction and threshold-setting of predictive models (Barocas and Selbst 2016), the outcome could still reflect discrimination along these sensitive features. One of the reasons is that even if sensitive features are excluded from inputs, there usually exist other attributes that are highly correlated to the precluded features. Algorithms can be designed to incorporate these seemingly neutral attributes to serve as proxies of sensitive features, thereby circumventing existing non-discriminatory legislation and allowing the systematic denial of resource access to certain groups (Hurley and Adebayo 2016).

This paper is motivated by group fairness concerns in existing research and aims to address outcome (un)fairness. We focus on two major types of issues related to outcome (un)fairness: disparate impact and disparate mistreatment. Disparate impact refers to cases where a system adversely affects the members from one group more than another, even if it appears to be neutral (Lambrecht and Tucker 2019). Disparate mistreatment refers to cases where the misclassification rates differ for groups of individuals with different memberships (Zafar et al. 2017a). Both of these two outcome fairness types have received much attention in the literature (Harris et al. 2019, Wick et al. 2019). By deriving fairness-aware scoring systems considering these fairness types, our research contributes to the solution of some salient societal problems such as racial or gender discrimination, which has severe negative implications for disadvantaged groups and the rights and opportunities of their members (Dover et al. 2015). In the following section, we review existing literature on how these fairness issues are addressed in machine learning.

2.3 Fairness Research in Machine Learning

Fairness issues associated with machine learning algorithms have attracted increasing attention (Mehrabi et al. 2021). Much of the focus is on classification scenarios where a disadvantaged group suffers from discrimination through a classifier. In this regard, past work has been conducted to formalize the concept of algorithmic fairness, such as statistical parity (Dwork et al. 2012, Corbett-Davies et al. 2017), conditional statistical parity (Corbett-Davies et al. 2017), equality of opportunity, and equalized odds (Hardt et al. 2016), etc. Based on these concepts, various algorithmic interventions are designed to implement the fairness requirements.

These algorithmic interventions can be mainly categorized into three groups, depending on the stage when intervention is implemented: pre-processing, in-processing, and post-processing (Barocas et al. 2017). Our proposed algorithm belongs to the in-processing group.

The key focus of existing research investigating in-processing algorithmic interventions is to solve a constrained optimization problem, by imposing a constraint on the fairness level, while
optimizing the learning objective such as accuracy (Celis et al. 2019). However, because most fairness metrics are non-convex due to the use of the indicator function, it is difficult to solve the master optimization problem. A widely used strategy to achieve convexity is to adopt surrogate functions for both objectives and fairness constraints. Examples of this scheme include Woodworth et al. (2017), Zafar et al. (2017a,b), Donini et al. (2018), Yona and Rothblum (2018), Zafar et al. (2019), Hossain et al. (2020). Most of these studies are limited to a single notion of fairness or support only a single sensitive feature, which limits their generality (Kozodoi et al. 2021). Although several attempts have been made to develop a unified framework that can handle more than one fairness notion (Quadrianto and Sharmanska 2017, Zafar et al. 2017a, 2019), they still utilize surrogate functions instead of hard loss to avoid non-convex optimization. This may lead to sub-par fairness and the sub-optimality of the produced classifier (Lohaus et al. 2020). In addition, previous research usually assumes the classifier coefficients are continuous and is hard to control the sparsity, which becomes an obstacle to creating scoring systems. Our proposed framework directly applies 0-1 hard loss without approximation, thereby overcoming the above flaws when constructing scoring systems.

The remainder of this paper is organized as follows. In Section 3, we motivate our research using a real-life example in medical diagnosis, and provide detailed illustrations regarding disparate impact and disparate mistreatment, two common types of outcome unfairness. In Section 4, we develop a general framework to construct a fairness-aware scoring system with the help of a social welfare function and mixed integer programming. We present in Section 5 how different fairness measures are formulated and incorporated into our framework for different application scenarios. Section 6 derives and describes several theoretical bounds for the proposed method. In Section 7, the experimental study of our approach is carried out on several empirical data sets. Section 8 concludes. All the technical proofs can be found in online supplementary material.

3 An Illustrative Example of Disparate Impact and Disparate Mistreatment

In this section, we provide a detailed explanation of the two common types of outcome unfairness (i.e., disparate impact and disparate mistreatment) in the context of sepsis diagnosis. We first explain these two concepts using simplified, made-up examples. We then use an empirical data set to illustrate the existence of these disparities, which further motivates our research.
3.1 Sepsis and Scoring Systems in Sepsis Mortality Prediction

Sepsis is a severe and widespread syndrome, a leading cause of mortality and morbidity globally (Sweeney et al. 2018). Due to the high costs associated with treatment, sepsis has posed a significant challenge to healthcare systems worldwide (Angus et al. 2001). The early prediction of clinical outcomes, such as in-hospital mortality, can save lives, as medical professionals can then respond quickly to sepsis patients at greater risk (Mukherjee and Evans 2017). Several scoring systems (e.g., SAPS II) have been adopted to assess the severity of sepsis patients’ sickness. These tools consider patient vital signs, laboratory results, and demographic statistics as risk factors, and produce severity assessments as outputs. If the outputs of these scoring systems are biased against certain demographic groups, they can result in unfair allocation of medical resources among patients with different sensitive traits. Below we discuss and illustrate the two types of outcome (un)fairness we study: disparate impact and disparate mistreatment, in the context of the scoring systems used to assess the severity of sepsis.

3.2 Disparate Impact and Disparate Mistreatment

Figure 1 presents a simplified, made-up case, purely for the purpose of illustrating the concepts of disparate impact and disparate mistreatment. The made-up example shows the results from three medical scoring systems (denoted by D1, D2, and D3) on a data set containing six patients. This data set includes both non-sensitive features such as body temperature, as well as sensitive features such as gender. In addition, the data set includes a label indicating the in-hospital mortality status of a patient (1 = mortality, 0 = otherwise). The goal of the scoring systems is to predict whether a patient is at a high mortality risk and needs urgent treatment. In what follows, we present different fairness issues through the performance of these scoring systems.

| Individual Features | True Label | System Prediction (Decision to Urgent Treatment) | Gender Gap |
|---------------------|------------|-----------------------------------------------|------------|
|                     |            | Is Dead | D1 | D2 | D3 | Fairness Notion | D1 | D2 | D3 |
| Gender | Temp. >38 | Arterial pH < 7.35 | 1 | 1 | 1 | 1 | 0 | 0 | 1/3 |
| 1 M | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1/3 |
| 2 M | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1/2 | 1/2 |
| 3 M | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1/2 | 1/2 |
| 4 F | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 2/3 |
| 5 F | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 2/3 | 1/3 |
| 6 F | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1/3 |

Figure 1: Decisions of three medical scoring systems (i.e., D1, D2, and D3) for sepsis mortality prediction.

Note: Statistical parity is denoted by SP, equality of opportunity by EO, and equal overall misclassification rate by OMR.
Disparate Impact: As we described earlier, the *disparate impact* problem arises if a decision-making system produces results that benefit (or hurt) a group of people with certain sensitive features more frequently than is the case for other groups (Barocas and Selbst 2016). The elimination of *disparate impact* reflects the ability of a decision-making system to achieve *statistical parity* (SP) (Corbett-Davies et al. 2017), also known as *demographic parity* (Dwork et al. 2012).

A sepsis patient benefits from a decision of urgent treatment since this indicates that s/he will be allocated more medical resources. In this case, we deem only system D3 to be unfair due to *disparate impact*. As shown in Figure 1, the fraction of males and females that were predicted to be at high risk by D3 are different (2/3 and 1, respectively). There exists a treatment rate gap of 1/3 between the two gender groups and thus, D3 does not satisfy *statistical parity*.\(^1\)

Disparate Mistreatment: Recall that *disparate mistreatment* exists if a decision-making system achieves different misclassification error rates for groups of people with different values of sensitive features (Zafar et al. 2019). In addition to the overall error rate, this has been extended to different misclassifications such as false negatives and false positives. Here, we consider two commonly used algorithmic fairness notions in this category, namely *equal overall misclassification rate* (OMR) (Zafar et al. 2017a) and *equality of opportunity* (EO) (Hardt et al. 2016). The former notion eliminates *disparate mistreatment* by ensuring the same error rate among different groups, while the latter ensures the same false negative rate. In Figure 1, only D1 is free from *disparate mistreatment* because it has the same false negative and overall error rates for two groups. On contrast, both D2 and D3 are unfair due to *disparate mistreatment* since their rates of erroneous decisions for males and females are different. D2 and D3 both achieve different false negative rates (1/2 and 0) for males and females. D2 also has different error rates (2/3 and 0) for males and females, whereas D3 has rates of 2/3 and 1/3.

3.3 Evidence of Disparate Impact and Disparate Mistreatment in Real-Life Sepsis Mortality Prediction

Next, we illustrate the existence of *disparate impact* and *disparate mistreatment* with a real-life example in the medical field. We consider five commonly used scoring systems for sepsis mortality

\(^1\)Note that these examples are purely used to illustrate the concepts of *disparate impact* and *disparate mistreatment*. In real-life scenarios, decision-makers may have their own preferences regarding which fairness notion to adopt.
prediction: SAPS II, LODS, SOFA, qSOFA, and SIRS (Sweeney et al. 2018). We evaluate their performance on (un)fairness through an empirical data set extracted from the Medical Information Mart for Intensive Care database (MIMIC-III) (Johnson et al. 2016). Detailed information regarding the scoring systems and the data set can be found in Section 7.1.

Table 1 displays the results of (un)fairness checks with respect to different notions of fairness. Columns (3) through (5) of Table 1 give the absolute value of rate difference between the two genders, which is calculated based on different algorithmic fairness notions, including SP, EO, and OMR. It demonstrates that there indeed exist disparities between males and females. In particular, disparate mistreatment measured by EO is most evident. The gap in false negative rate between the two groups can reach 11.35% (achieved by SAPS II). This indicates that over 10% more male sepsis patients with a high mortality risk are ignored at the population level compared to female patients. In comparison, the disparate mistreatment by OMR and disparate impact by SP are less severe. However, the absolute values of rate difference are still up to 4.09% (by SIRS) and 4.22% (by qSOFA), respectively.

Table 1: Fairness checks of the existing medical scoring systems on Sepsis data set.

| Scoring System | Accuracy | SP  | EO  | OMR |
|----------------|----------|-----|-----|-----|
| SAPS II        | 0.7442   | 0.0064 | 0.1135 | 0.0235 |
| LODS           | 0.7363   | 0.0323 | 0.0772 | 0.0111 |
| SOFA           | 0.7209   | 0.0329 | 0.0351 | 0.0081 |
| qSOFA          | 0.6304   | 0.0422 | 0.0530 | 0.0052 |
| SIRS           | 0.5567   | 0.0011 | 0.1031 | 0.0409 |

Note: Statistical parity is denoted by SP, equality of opportunity by EO, and equal overall misclassification rate by OMR.

According to the discussions with subject matter experts in this field, currently, there is no clinical consensus that the gender factor significantly affects the severity and prognosis of this disease. Therefore, many commonly used sepsis screening tools and diagnosis criteria, including the scoring systems investigated in our studies, do not use the gender factor. Besides, the widely used and regularly updated SSC international guidelines (Evans et al. 2021) do not suggest any gender-related management for sepsis patients.

It is noteworthy that in this example, even though none of the scoring systems checked above uses the sensitive feature (i.e., gender) as an input, the prediction results indicate unfairness against people with certain sensitive traits. In this application, the disparate mistreatment (especially measured by EO) is evident in these scoring systems. This indicates that in the current diagnosis systems, there exists a disparity in misdiagnosis rates between male and female patients who are
at high risk of death. Note that this result is obtained regardless of whether there are inherent differences in mortality between two groups, since the EO notion is conditional only on the patients who have high risks (i.e., with death label). This provides empirical proof of the flaws associated with procedural fairness. A flawed scoring system leads to the unfair allocation of medical resources among patients from different groups. Our empirical findings provide living proof of the importance of considering outcome fairness, and the need to incorporate both fairness and efficiency in developing scoring systems.

4 Model Formulation

To address the issues with disparate impact and disparate mistreatment, we develop a new fairness-aware framework. In this section, we first formalize a utilitarian social welfare function that captures these group fairness dimensions. After that, we translate a social welfare maximization task into an empirical risk minimization problem at the center of supervised learning, and then develop a scoring system achieving the optimal social welfare.

4.1 Model Construction

Suppose that \( \mathcal{D} = \{ (\mathbf{x}_i, y_i) \}_{i=1}^n \) denotes a data set with \( n \) i.i.d. observations, where \( \mathbf{x}_i \in \mathcal{X} \subseteq \mathbb{R}^{d+1} \) is the \( i \)th individual’s feature vector with the form of \( \mathbf{x}_i = [1, x_{i,1}, \ldots, x_{i,d}]^T \) and \( y_i \in \mathcal{Y} = \{-1, 1\} \) is the \( i \)th’s class label. Moreover, \( s_i \) represents the sensitive feature (e.g., race, gender) of individual \( i \) with \( s_i \in \mathcal{S} = \{a_1, a_2, \ldots, a_c\} \). Thus, there are \( c \) subgroups in the population according to the sensitive feature. In this paper, we focus on the group-based unfairness which considers the disparities among members of different social groups featured by \( s_i \). We note that \( \mathbf{x}_i \) may or may not contain the sensitive feature \( s_i \) in the actual applications. For simplicity, we assume here that \( s_i \) is contained in the feature vector \( \mathbf{x}_i \). Although a person might be coded with multiple sensitive features in some cases, we will consider only a single sensitive feature in this work. However, we will show that the proposed framework can be directly extended to the case where more than one sensitive feature needs to be considered. In this work, we focus on the linear models of the form \( \hat{y} = \text{sign}[\mathbf{w}^T \mathbf{x}] \), where \( \mathbf{w} = [w_0, w_1, \ldots, w_d]^T \in \mathcal{W} \) represents a vector of coefficients and \( w_0 \) is the intercept term.

Traditional economics has a long history of using models of homo economicus (Henrich et al. 2001). That is, it assumes an individual is completely rational and only cares about his/her own payoffs, but is indifferent about the outcomes of others (Cox and Sadiraj 2012). However, there is a large body of experimental and field evidence that contradicts that assumption. Existing research in behavioral economics supports that the majority of people are not purely self-interested
(Babcock et al. 1996, Charness and Rabin 2002, Bandiera et al. 2005, Benjamin et al. 2010), they care about other people, and are driven by fairness considerations (Fehr and Schmidt 1999, Dawes et al. 2007, Tricomi et al. 2010). The self-interest assumption must sometimes be appended to account for interdependent preferences such as fairness (Hamman et al. 2010). Therefore, it is reasonable to assume that an individual’s utility function does not only depend on the system outcome regulated by \( w \), but also on its level of (un)fairness \( \delta \), which is represented as \( U_i(w, \delta) \). Then, a decision-maker wishes to maximize the following social welfare function given as a weighted sum of individual utilities,

\[
SWF(w, \delta) = \sum_{i=1}^{n} \zeta_i U_i(w, \delta),
\]

where \( \zeta_i \in [0, 1] \) is the social weight that represents the value placed by society on the \( i \)th individual’s welfare and is normalized so that \( \sum_{i=1}^{n} \zeta_i = 1 \).

Social preference research captures such departures from narrow self-interest (Hamman et al. 2010). The distributional preferences model in social preference usually assumes that people are not only self-interested but also concerned over the inequity between their and others’ outcomes, and an individual’s utility function is a linear combination of these two parts (Fehr and Schmidt 1999, Charness and Rabin 2002). Built on this, we consider a setting where the utility of an individual \( i \) is additively separable into data utility and fairness utility:

\[
U_i(w, \delta) = u_i(w) + v_i(\delta),
\]

where \( u_i \) is data utility that reflects an individual \( i \)’s own payoff owing to system output, and \( v_i \) is fairness utility that represents the influence of (un)fairness on \( i \). For simplicity, let us consider the following case with linear utility functions:

\[
u_i(w) = a_i - b_i 1 \left[ y_i w^T x_i \leq 0 \right],
\]

\[
v_i(\delta) = -\rho_i \delta,
\]

where both \( a_i \geq 0 \) and \( b_i \geq 0 \).

Let us discuss the Eqs. (3) and (4) for a thorough understanding of this framework.

---

\(^2\)Here, \( \delta \) actually represents the maximal level of unfairness of the system outcomes. Thus, a smaller value of \( \delta \) implies a higher fairness level (i.e., smaller disparities among groups).

\(^3\)This study considers the simple case where the values of \( a_i, b_i, \) and \( \rho_i \) are given in advance by decision-makers based on their knowledge or experience. Moreover, the value of \( b_i \) can be set to be either cost-sensitive or cost-insensitive depending on the actual needs of the decision-makers.
**Data Utility**: We first introduce data utility. For a person $i$, his/her data utility depends on whether the system classifies him/her correctly or not. Here, we assume that misclassification usually reduces a person’s data utility. Take the medical diagnosis as an example. Misdiagnosing a sick patient may lead to premature death due to a lack of appropriate treatment. On the other hand, incorrectly diagnosing a healthy person will also cost him/her time and money for unnecessary treatments, including possible invasive procedures, thus his/her utility will also decrease. Specifically, as shown in (3), if $i$ is correctly classified, s/he will receive the positive data utility with $a_i$. If $i$ is misclassified, the data utility decreases to $a_i - b_i$.

**Fairness Utility**: Next, we specify fairness utility. In equation (4), $\rho_i$ is $i$’s preference weight placed on fairness. It reflects a person’s attitude towards unfairness of outcomes among groups. When $\rho_i = 0$, it falls on the classical assumption of people as purely self-interested individuals. Next, we discuss the case where $\rho_i \neq 0$. When $i$ is a member of the advantaged group, if $\rho_i > 0$, it is a weight that reflects his/her benevolence towards the less advantaged. In this case, $i$ is willing to sacrifice his/her own data utility to help the disadvantaged group. On the other hand, $\rho_i < 0$ represents $i$’s sense of “competition.” It means $i$ prefers to maintain a bigger gap among groups. In the case where $i$ belongs to the less advantaged group, if $\rho_i > 0$, it is a weight that reflects his/her “hostility” towards the advantaged. In this case, $i$ is unwilling to accept the inequity among outcomes of different groups, and hopes to reduce the gap among groups. If $\rho_i < 0$, it shows the “friendliness” of $i$. That means even though $i$ is in a disadvantaged group, s/he is willing to see more benefits attributed to the advantaged group.

Afterwards, combining (1)-(4) leads to
\[
SWF(w, \delta) = \sum_{i=1}^{n} u_i(w) + \sum_{i=1}^{n} v_i(\delta) = \sum_{i=1}^{n} \zeta_i \left[ a_i - b_i \mathbb{1}[y_i w^T x_i \leq 0] - \rho_i \delta \right] = \sum_{i=1}^{n} \zeta_i a_i - \sum_{i=1}^{n} \zeta_i b_i \mathbb{1}[y_i w^T x_i \leq 0] - \delta \sum_{i=1}^{n} \zeta_i \rho_i.
\]

Note that in Eq (5), the first term on the right-hand side is the sum of data utilities over population, which reflects the efficiency of the system $w$. The second term is the sum of fairness utilities. Further, we apply the utilitarian social welfare function in which all people are treated the same
and social weights are equal across all individuals: \( \zeta_i = \frac{1}{n} \) for all \( i \).\(^4\) Hence, finding a classifier to maximize social welfare in this case is equivalent to solving the following optimization problem:

\[
\min_{w, \delta} \frac{1}{n} \sum_{i=1}^{n} b_i \mathbb{1}[y_i w^T x_i \leq 0] + \frac{1}{n} \delta \sum_{i=1}^{n} \rho_i, \tag{6}
\]

\[
\text{s.t. } g(w, D) \leq \delta, \tag{7}
\]

\[
w \in \mathcal{W},
\]

where (7) is the fairness constraint with \( g(w, D) \) encoding a specific fairness measure, \( \delta \) is the maximal unfairness level (achieved by the system \( w \)) that the users need to tolerate, and \( \mathcal{W} \) encodes hard qualities that must be satisfied by the coefficients. Note that in problem (6), the objective function consists of two parts. The first part is the average value of the weighted 0-1 loss which penalizes misclassification, and could be regarded as weighted error rate over data set. The second part reflects the “penalty” for unfairness. Thus, the above optimization problem could be adapted into a regularized empirical risk minimization (ERM) framework in machine learning as follows:

\[
\min_{w, \delta} \frac{1}{n} \sum_{i=1}^{n} b_i \mathbb{1}[y_i w^T x_i \leq 0] + \bar{\rho} \delta + \lambda_0 \|w\|_0 + \epsilon \|w\|_1, \tag{8}
\]

\[
\text{s.t. } g(w, D) \leq \delta,
\]

\[
w \in \mathcal{W}, \tag{9}
\]

where \( \bar{\rho} = \frac{\sum_{i=1}^{n} \rho_i}{n} \) is the average preference for fairness in the population, and \( \lambda_0 \geq 0, \epsilon \geq 0 \) are the penalty parameters. Usually, the constraints (9) restrict coefficients to a finite set of discrete values such as \( \mathcal{W} = \{-10, \ldots, 10\}^{d+1} \) to output an integer score. In addition to the original objective in problem (6), two more penalties are added into the problem (8). Specifically, \( \ell_0 \)-penalty is applied to control the sparsity of the model where \( \|w\|_0 = \sum_{j=1}^{d} \mathbb{1}[w_j \neq 0] \) is the number of non-zero coefficients. The classifier tends to include less coefficients if its weight \( \lambda_0 \) becomes bigger. The \( \ell_1 \)-penalty in the objective is used to obtain the coprime coefficients to reduce redundancy, and the \( \ell_1 \)-penalty parameter \( \epsilon \) should be set small enough to avoid \( \ell_1 \)-regularization.

Now, we have cast the social welfare maximization problem prevalent in economics as a regularized ERM task in machine learning to derive a fairness-aware scoring system. In fact, the

\footnote{For simplicity, we consider the case where the value of \( \zeta_i \) is given in advance by decision-makers based on their experience or the requirements of applications. Here, we just simply utilize the equal weights for all individuals to mainly present the basic idea of the model construction. In practice, decision-makers could also apply other social weights in our framework based on their needs, and solve the model accordingly. The learning method proposed in this paper is still applicable on other weight choices.}
proposed framework could further degenerate to several commonly used classification approaches in the machine learning field with some choices of model parameters. More details about these simplified models are deferred to the supplementary material.

4.2 Formulation of Mixed Integer Programming

Unfortunately, solving the problem given by (8) is challenging. The indicator functions in (8) are non-continuous and non-convex functions of the classifier coefficient \( w \), therefore leading to non-convex formulations, which are difficult to solve directly. To overcome this hurdle, we reformulate the problem (8) into the following mixed integer programming (MIP) task to recover the optimal fairness-aware scoring systems:

\[
\begin{align*}
\min & \quad \frac{1}{n} \sum_{i=1}^{n} b_i \psi_i + \sum_{j=1}^{d} \Phi_j + \rho \delta, \\
\text{s.t.} & \quad M_i \psi_i \geq \gamma - \sum_{j=0}^{d} y_i w_j x_{i,j} & i = 1, \ldots, N & \text{0-1 loss,} \quad (10a) \\
& \quad G(\psi, D_p, D_q) \leq \delta & p, q = 1, \ldots, c & \text{outcome fairness,} \quad (10b) \\
& \quad \alpha_s = 0 & s \in \{1, \ldots, d\} & \text{procedural fairness,} \quad (10c) \\
& \quad \Phi_j = \lambda_0 \alpha_j + \epsilon \beta_j & j = 1, \ldots, d & \text{coef. penalty,} \quad (10d) \\
& \quad -\Omega_j \alpha_j \leq w_j \leq \Omega_j \alpha_j & j = 1, \ldots, d & \ell_0\text{-norm,} \quad (10e) \\
& \quad -\beta_j \leq w_j \leq \beta_j & j = 1, \ldots, d & \ell_1\text{-norm,} \quad (10f) \\
& \quad w_j \in W_j & j = 0, \ldots, d & \text{coefficient set,} \quad (10g) \\
& \quad \psi_i \in \{0, 1\} & i = 1, \ldots, N & \text{loss variables,} \quad (10h) \\
& \quad \Phi_j \in \mathbb{R}_+ & j = 1, \ldots, d & \text{penalty variables,} \quad (10i) \\
& \quad \alpha_j \in \{0, 1\} & j = 1, \ldots, d & \ell_0 \text{ variables,} \quad (10j) \\
& \quad \beta_j \in \mathbb{R}_+ & j = 1, \ldots, d & \ell_1 \text{ variables,} \quad (10k) \\
& \quad \delta \in [0, 1] & & (\text{un})\text{fairness level.} \quad (10l)
\end{align*}
\]

Here, \( D_p = \{(x_i, y_i)\}_{s_i=a_p} \) and \( D_q = \{(x_i, y_i)\}_{s_i=a_q} \) are individuals from any two different groups \( p \) and \( q \), and \( \Omega_j = \max_{w_j \in W_j} |w_j| \) is defined as the largest absolute value of \( w_j \).

In this formulation, constraint set (10b) uses Big-M constraints for 0-1 loss to set the loss variables \( \psi_i = 1 [y_i w^T x_i \leq 0] \) to 1 if the \( i \)th example is misclassified by the classifier \( w \). The Big-M constant (Wolsey 1998) \( M_i \) can be set as \( M_i = \max_{\omega \in \mathcal{W}} (\gamma - y_i w^T x_i) \), and its computation is simple since \( w \) is restricted to a finite set. The value of \( \gamma \) could be set to a small positive number which is not greater than a lower bound on \( |y_i w^T x_i| \) (i.e., \( 0 < \gamma \leq \min_i |y_i w^T x_i| \)). When the
features are binary, $\gamma$ can be set to any value between 0 and 1 since the coefficients are integers. In other cases, $\gamma$ might be set arbitrarily based on an implicit assumption on the values of features (Zeng et al. 2017). With this setting, if example $i$ is misclassified, the value of the right-hand side of the inequality (10b) is positive. Thus, $\psi_i$ has to be 1 to satisfy the inequality. On the contrary, if $i$ is classified correctly, we have $\gamma - \sum_{j=0}^{d} y_i w_j x_{i,j} \leq 0$. In this case, the value of $\psi_i$ could be 0 or 1. However, since the bigger value of $\psi_i$ results in more penalty in the objective, $\psi_i$ will be forced to equal to 0 in this case. Therefore, $\psi_i$ will work as an indicator to show whether the $i$ is misclassified or not.

To evaluate the unfairness level achieved by $w$, we focus on several generally known fairness notions proposed via the machine learning community, which are evaluated over sub-population groups. Constraint set (10c) encodes the fairness assessment as inequalities among any two different groups $p$ and $q$ in society. Its explicit expressions $G(\cdot)$ depend on the given fairness notion and will be presented in detail in Section 5. In addition, constraint (10d) ensures the sensitive feature is not incorporated into the final classifier, and thus guarantees procedural fairness at the same time.\(^5\)

Constraint set (10e) represents the total penalty assigned to each coefficient, where $\alpha_j = 1 [w_j \neq 0]$ defined by (10f) encodes the $\ell_0$-penalty and $\beta_j = |w_j|$ defined by (10g) encodes the $\ell_1$-penalty.

Although the proposed framework mainly focuses on the considerations regarding fairness, it also allows decision-makers to implement a variety of application-specific constraints into its MIP formulation. Remark 1 shows some examples of application-specific constraints that can be encoded into this method. Note that our framework could also handle multiple application-specific constraints at the same time. Thus, this framework provides decision-makers with great flexibility for their model customization in a simple way.

**Remark 1** The MIP formulation ensures that several types of application-specific constraints could be implemented. We specify here some common choices for different applications.

1) **Model Size Control:** we could limit the number of input features with the help of the indicator variables $\alpha_j$ by adding the constraint: $A_l \leq \sum_{j=1}^{d} \alpha_j \leq A_u$, where $A_l$ is the lower bound and $A_u$ is the upper bound of the model size, respectively.

2) **Logical Relationship:** some logical structures such as “if-then” constraints can be implemented. For example, to ensure that a classifier will only contain features $\alpha_j$ and $\alpha_k$ if it also contains the feature $\alpha_l$, we can encode this as $\alpha_j + \alpha_k \leq 2 \alpha_l$.

3) **Domain Knowledge:** some established relationships between input features and the outcome could be pre-specified with sign constraints in this model. For example, if the feature $j$ is a

\(^5\)In particular, constraint (10d) could be removed in certain application scenarios where laws or regulations exceptionally allow the use of sensitive features for decision-making.
well-known factor for specific outcomes (e.g., excess body weight usually causes a higher risk
of type 2 diabetes), this positive or negative relationship could be set by adding \( w_j > 0 \) or
\( w_j < 0 \), respectively.

4) Preference for Feature Selection: practitioners may have preferences between different fea-
tures. For the hard preferences where practitioners insist on incorporating a feature \( j \) into
the final scorecard (Reilly and Evans 2006), we can set \( \alpha_j = 1 \) to ensure the feature will be
included. The soft preferences between features could be also realized by adjusting the value of
\( \lambda_0 \) for different features. For example, if we prefer feature \( j \) over feature \( k \) to some extent, we
can express this requirement as \( \lambda_{0,k} = \lambda_{0,j} + \Lambda \), where \( \Lambda > 0 \) shows the maximal additional
social welfare loss we could tolerate for using feature \( j \) instead of feature \( k \). In this way, the
feature \( k \) will be used only if it brings additional welfare gain greater than \( \Lambda \). This approach
can also be used to deal with the problem of missing values in data set (Ustun and Rudin
2016).

5  Fairness Constraints

In Section 3, we have provided intuitive illustrations of disparate impact and disparate mistreatment,
in the context of sepsis morality prediction. In this section, we will show how these two concepts
are modelled mathematically, and derive fairness metrics based on them. Then we present how to
incorporate these fairness metrics into the proposed framework for deriving various fairness-aware
scoring systems.

5.1 Elimination of Disparate Impact

As discussed previously, in the algorithmic decision-making context, even though laws strictly
prohibit procedural discrimination, algorithms can still produce biased outcomes across groups of
different sensitive feature values, thus resulting in disparate impact (Fu et al. 2021). In response,
statistical parity, one of the fairness notions suggested in the machine learning field, is developed.
Statistical parity simply requires the independence of the sensitive feature \( s \) and the decision \( \hat{y} \).
In other words, the system decisions should achieve the same distributions across all demographic
groups. Thinking of the event \( \hat{y} = 1 \) as “acceptance” in the binary classification scenario, this
notion requires the acceptance rate to be identical for all groups, i.e.,

\[
P(\hat{y} = 1 \mid s = a_p) = P(\hat{y} = 1 \mid s = a_q)
\]
for any two different groups \( p \) and \( q \). Then, a property that a decision system satisfies \textit{statistical parity} between two groups \( p \) and \( q \) up to bias \( \delta \) could be expressed as:

\[
|P(\hat{y} = 1 | s = a_p) - P(\hat{y} = 1 | s = a_q)| \leq \delta
\]

for any \( p, q = 1, \ldots, c \).

Representing this inequality empirically leads to

\[
\left| \frac{1}{N_{a_p}} \left[ \sum_{i \in I_{a_p}^+} 1[y_i w^T x_i \leq 0] + N_{a_p}^+ - \sum_{i \in I_{a_p}^-} 1[y_i w^T x_i \leq 0] \right] - \frac{1}{N_{a_q}} \left[ \sum_{i \in I_{a_q}^+} 1[y_i w^T x_i \leq 0] + N_{a_q}^+ - \sum_{i \in I_{a_q}^-} 1[y_i w^T x_i \leq 0] \right] \right| \leq \delta,
\]

where \( I_{a_p}^+ = \{ i \in \{1, 2, \ldots, n \} | s_i = a_p, y_i = 1 \} \), \( I_{a_p}^- = \{ i \in \{1, 2, \ldots, n \} | s_i = a_p, y_i = -1 \} \), \( N_{a_p} = |I_{a_p}^+ \cup I_{a_p}^-| \) and \( N_{a_p}^+ = |I_{a_p}^+| \) for any \( p = 1, \ldots, c \).

For any two different groups \( p, q = 1, \ldots, c \), the left-hand side of (11) could be re-expressed by the indicator variables \( \psi_i \) in Section 4.2 as follows:

\[
G_{SP} = \left| \left( \frac{N_{a_p}^+}{N_{a_p}} - \frac{N_{a_q}^+}{N_{a_q}} \right) + \frac{1}{N_{a_p}} \left[ \sum_{i \in I_{a_p}^+} \psi_i - \sum_{i \in I_{a_p}^-} \psi_i \right] - \frac{1}{N_{a_q}} \left[ \sum_{i \in I_{a_q}^+} \psi_i - \sum_{i \in I_{a_q}^-} \psi_i \right] \right|.
\]

Then, we can rewrite the fairness constraint (11) for \textit{statistical parity} as \( G_{SP} \leq \delta \). Incorporating this inequality into (10c), we can derive a fairness-aware scoring system based on this notion.

Note that \textit{statistical parity} is well-suited to contexts such as employment or school admissions, where it may be desirable or required by laws or regulations for diversity or affirmative action (Chouldechova 2017, Lohaus et al. 2020). In these situations, selecting individuals proportionally across racial, gender, or geographical groups might be necessary. Moreover, because this notion is independent of the target value \( y \), it is also appealing in applications where there does not exist the ground-truth information for decisions, or where the historical decisions used for training are biased themselves and thus cannot be trusted (Zafar et al. 2019). Implementing \textit{statistical parity} will aid the prevention of discrimination based on redundant encoding (Dwork et al. 2012). It may also help to level the playing field and benefit the disadvantaged group in the long run (Hu and Chen 2018). However, this fairness notion might be inadequate in some cases. When disproportionality is truly present and independent from a sensitive feature, enforcing \textit{statistical parity} requires us to reject qualified candidates from one group and/or approve unqualified candidates from the other group. This risk introduces reverse discrimination against qualified individuals (Zafar et al. 2017a).

In addition, since this notion ignores any possible correlation between \( y \) and \( s \), it may reject the optimal classifier \( \hat{y} = y \) when base rates are different (i.e., \( P(y = 1 | s = a_p) \neq P(y = 1 | s = a_q) \)).
5.2 Elimination of Disparate Mistreatment

Disparate mistreatment has been extended to different types of misclassification such as false negatives and false positives, in addition to the general misclassification rate. Here we consider two frequently used fairness notions in the machine learning community: equal overall misclassification rate (OMR) (Zafar et al. 2017a) and equality of opportunity (EO) (Hardt et al. 2016).

5.2.1 Equal Overall Misclassification Rate

This notion is also known as accuracy parity (Zhao and Gordon 2019), which requires the error rate to be same among all groups. It can be expressed as

\[ P(\hat{y} \neq y \mid s = a_p) = P(\hat{y} \neq y \mid s = a_q) \]

for any \( p, q = 1, \ldots, c \).

Then, an algorithmic decision-making system that satisfies equal OMR between any two groups \( p \) and \( q \) up to bias \( \delta \) could be expressed as follows:

\[ \left| P(\hat{y} \neq y \mid s = a_p) - P(\hat{y} \neq y \mid s = a_q) \right| \leq \delta. \]

Rewriting this inequality with the indicator variables \( \psi_i \) used in the MIP formulation gives the fairness constraint for equal OMR as

\[ G_{OMR} = \left| \frac{1}{N_{ap}} \sum_{i \in I_{ap}} \psi_i - \frac{1}{N_{aq}} \sum_{i \in I_{aq}} \psi_i \right| \leq \delta, \quad (12) \]

where \( I_{ap} = \{ i \in \{1, 2, \ldots, n\} \mid s_{i} = a_{p} \} \) for any \( p = 1, \ldots, c \).

5.2.2 Equality of Opportunity

The second fairness notion EO aims to ensure that the true positive rate of each group is identical, i.e., \( TP_p = P(\hat{y} = 1 \mid s = a_p, y = 1) \) is the same for \( \forall p \in \{1, \cdots, c\} \). Note that this is equivalent to requiring that the false negative rate of each group is the same. We also relax this equality requirement and instead require the maximal unfairness level to be tolerated (i.e., \( \delta \)). We re-express it with \( \psi_i \) in a way similar to the previous notions. Then, the fairness constraint for EO is given by

\[ G_{EO} = \left| \frac{1}{N_{ap}^+} \sum_{i \in I_{ap}^+} \psi_i - \frac{1}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i \right| \leq \delta \]

for any \( p, q = 1, \ldots, c \).
Remark 2 Some other notions of fairness related to the elimination of disparate mistreatment, such as predictive equality (Corbett-Davies et al. 2017) and equalized odds (Hardt et al. 2016), could also be implemented directly by constructing corresponding fairness constraint function $G(\cdot)$ with the help of $\psi_i$. In this paper, we mainly focus on the aforementioned fairness measurements (equal OMR and EO). Other notions of fairness can be easily tailored for interested readers.

Since disparate mistreatment slightly relaxes the requirement that $\hat{y}$ is independent of $s$, it will not rule out the perfect predictor $\hat{y} = y$ even when the base rates differ across groups. In scenarios where ground truth information for decisions is accessible and reliable, it would be possible to distinguish disproportionality in decision outcomes among groups that results from candidates’ qualifications and from discrimination (or bias) against certain groups. Thus, compared to disparate impact, disparate mistreatment would be more applicable to the case in which an outcome to be predicated is correlated with the sensitive feature or there are inherent differences in qualifications between groups. Disparate mistreatment will effectively avoid reverse discrimination and is widely discussed in healthcare (Rajkomar et al. 2018), criminal justice (Chouldechova 2017), and credit fields (Lohaus et al. 2020). However, it may also be insufficient under certain contexts. For example, Berk et al. (2021) argue that in settings where a cost-weighted approach is required, equal overall misclassification rate might be inadequate. Zhang et al. (2019) also suggest that enforcing equality of opportunity can make the outcomes seem fairer in the short term but can lead to undesirable results in the long run.

At this point, we have derived the specific expressions of fairness constraints for different fairness notions and discussed their proper application contexts. We would like to issue a caution that decision-makers need to match the selection of fairness notion with decision contexts. When this is properly done, one can then apply the expressions of the selected fairness notion in the constraint set (10c) so as to develop the optimal scoring system that maximizes social welfare.

Remark 3 After incorporating the specific expressions of fairness constraints into the proposed framework (10a), the corresponding MIP problems can be solved via commercial optimization solvers such as CPLEX, Gurobi, or CBC. Note that some of these solvers utilize heuristics to speed up the process. Thus, the solving process may be sensitive to specific parameter settings of the solvers, which may affect the convergence rate and the global optimality of the returned solutions.

It is also worth noting that even though the fairness constraint set (10c) is defined on one specific fairness notion, the proposed framework could be easily extended for satisfying multiple fairness notions simultaneously. In certain application scenarios, it might be desirable to evaluate the level of (un)fairness on more than one notion of fairness defined above (e.g., measure the (un)fairness
on both disparate impact and disparate mistreatment). In this case, a desirable scoring system could be developed by including the corresponding constraints simultaneously. Furthermore, the proposed framework can also incorporate fairness with respect to multiple sensitive features (e.g., race, gender, religion, disability) simultaneously by including constraints for each sensitive feature. These extensions showcase the high flexibility of the proposed framework.

6 Theoretical Analysis

In this section, we present some theoretical analyses of the proposed scoring systems. First, we show that although a finite discrete set \( W \) is used to construct the scoring system, the total social welfare of the proposed method is not worse than a baseline classifier with real-valued coefficients \( \theta \in \mathbb{R}^{d+1} \). Then, we show the relationship between the maximum social welfare and the optimal (un)fairness level. Thus, for a target social welfare level, we can roughly estimate the corresponding fairness level. This enables a quick approach to roughly forecast a range of optimal fairness levels for each scoring system. Proofs of the theorems are deferred to the supplementary material.

Theorem 1 indicates that we can always generate a finite discrete coefficients set such that the social welfare of the proposed method with discrete coefficients is even better than the social welfare of a baseline linear classifier with real-valued coefficients. This conclusion has been validated by the experimental study (see Section 7).

**Theorem 1** Let \( \theta = [\theta_0, \theta_1, \ldots, \theta_d]^T \in \mathbb{R}^{d+1} \) denote the real-valued coefficients of any linear classifier which is trained with a data set \( D = \{(x_i, y_i)\}_{i=1}^n \) and achieves an (un)fairness level \( \delta \) with respect to a given fairness requirement \( G(\cdot) \). The margin achieved by an example \( x \) is defined as \( \frac{|\theta^T x|}{\|\theta\|_2} \). We also denote \( \eta(k) \) as the value of the \( k \)th smallest margin achieved by training examples, especially when \( k = 1 \), \( \eta(1) = \min_i \frac{|\theta^T x_i|}{\|\theta\|_2} \). Let \( I(k) = \left\{ i \in \{1, 2, \ldots, n\} \mid \frac{|\theta^T x_i|}{\|\theta\|_2} < \eta(k) \right\} \) denote the set of training examples whose margin is smaller than \( \eta(k) \), and \( X(k) = \max_{i \notin I(k)} \|x_i\|_2 \) denote the largest magnitude of training example \( x_i \in D \) for \( i \notin I(k) \).

Fitting a linear classifier via the proposed framework (8) and restricting coefficients to \( W = \{-\Omega, \ldots, \Omega\}^{d+1} \), we suppose that the coefficients \( w^* = [w_0^*, w_1^*, \ldots, w_d^*]^T \) are obtained. If the resolution parameter \( \Omega \) satisfies

\[
\Omega > \frac{X(k) \sqrt{d + 1}}{2\eta(k)},
\]

then the difference of total social welfare between the two classifiers is bounded as

\[
SWF(w^*) - SWF(\theta) \geq (1 - k) \max_{i \in I(k)} b_i - N\bar{\rho}\Delta_F(k),
\]  

(13)

21
where $\Delta_F(k)$ is a function of $k$, whose concrete expression depends on the given fairness metric.

Note that when $k = 1$, $\Delta_F(k)$ equals zero for all three fairness metrics. In this case, according to the proof of Theorem 1, the coefficient set $W$ contains a classifier with discrete coefficients $w$ that achieves the same classification results (and thus the same social welfare) as the baseline classifier with real coefficients $\theta$. Since our linear classifier with $w^*$ is optimal over $W$, it may attain a better social welfare than $w$, and thus is better than the real-valued classifier $\theta$. It is also noteworthy that the Corollary 1 proposed in Ustun and Rudin (2016), which considers only the accuracy, could be viewed as a special case of Theorem 1 by setting $\bar{\rho} = 0$ and $b_i = 1$ for $\forall i$. Thus, the Theorem 1 we proposed extends the result from the welfare as well as the fairness perspectives.

Consequently, Theorem 1 shows that if we select an appropriate coefficient set $W$, i.e., choose a large enough resolution parameter $\Omega$, the proposed scoring system could achieve even larger total social welfare than real-valued classifiers, even though its coefficients are restricted to integers. This may provide guidelines for practitioners on setting model parameters in order to pursue large social welfare.

In Theorem 2, we establish the relationship between the optimal fairness level of the proposed scoring system and the social welfare it can achieve.

**Theorem 2** Let $w^*$ and $\delta^*$ denote the optimal classifier maximizing total social welfare and its corresponding fairness level, respectively. Then, it holds that

$$SWF(w^*) > \Delta^*(\delta^*) - 1 [\bar{\rho} > 0] \bar{\rho},$$

where $\Delta^*$ is a function of $\delta^*$ and its detailed expression depends on the selected fairness metric.

Theorem 2 gives the lower bound of the social welfare for the proposed scoring system, as a function of its optimal fairness level $\delta^*$. The proof of Theorem 2 in the supplementary material presents the concrete expression of $\Delta^*$ for all three fairness metrics discussed previously. It is noteworthy that for these fairness metrics, $\Delta^*$ is a linear function of $\delta^*$. This enables rapid estimation of the optimal (un)fairness level for the scoring system. For example, if a practitioner wants to roughly estimate the maximal unfairness level corresponding to a certain value of social welfare (e.g., $SWF_1$), s/he can simply deduce the upper bound of the corresponding unfairness level $\delta^*$ by setting the left-hand side of inequality (14) equal to $SWF_1$. This will provide a quick overview of the system’s fairness performance, which may further allow the practitioner to make rapid adjustments to relevant policies or information publishing.
7 Experimental Study

In this section, we conduct experiments to validate the proposed method, using several empirical data sets. Results show that our fairness-aware scoring systems are effective in maximizing total welfare. In addition, we highlight two advantages associated with our framework: interpretability and flexibility.

7.1 Application of Fairness-Aware Scoring System to Sepsis Mortality Prediction

In Section 3, we discussed the existence of unfairness in scoring systems used to predict sepsis mortality. Below, we provide details on the empirical data set, the construction of fairness-aware scoring systems, and comparison with existing scorecards.

7.1.1 Data and Processing

The Sepsis data set is extracted from the Medical Information Mart for Intensive Care database (MIMIC-III) (Johnson et al. 2016). This data repository has been widely used for medical model development and validation (Henry et al. 2015). The data set includes 2,021 patients with 19 variables. These variables track the worst value of patients’ health indicators within 24hr of ICU admission, and include patients’ demographic characteristics such as age and gender. We consider gender (Male/Female) as the sensitive feature. The outcome variable is in-hospital death: 1 indicates death and 0 otherwise.

We convert the raw variables in the sepsis data set into rule-based binary-coded data using the Rulefit method (Friedman et al. 2008), where each column represents whether the attributes satisfy a specific rule. We directly refer to the 77 rules discovered in Wu et al. (2021) as final model inputs and use them to predict the outcome variable. More details regarding the Sepsis data set can be found in the supplementary material.

7.1.2 Model Setting and Baselines

In this experiment, we train fairness-aware scoring systems (FASSs) for different fairness measures as mentioned in Section 5. To further show the interpretability and flexibility of our approach, we also consider the FASSs model with an additional application-specific constraint that limits the model size (see Remark 1). Usually, a person can only handle a few cognitive entities at once (7 ± 2

---

In this experiment, the sensitive feature (gender) is not excluded from input data since it might be justifiable to use the sensitive feature for decision-making in medical diagnosis, i.e., the constraint (10d) is removed when developing scoring systems on Sepsis data.
According to Miller (1956). Thus, we set the model size to be at most 7 (denoted by FASS7) so it can be explained and understood by medical professionals in a short period of time.

For all our methods, the coefficient set is chosen as $W = \{-10, \ldots, 10\}\times 1$ and $a_i = b_i = 1$ for $\forall i = 1, \ldots, n$ for simplicity. Note that with this setting, the data utility is reduced to accuracy. In addition, we set $\lambda_0 \in [7 \times 10^{-5}, 9 \times 10^{-4}]$ and $\epsilon = 0.01$ so that the proposed method will sacrifice little welfare for sparsity. The CPLEX 12.6.3 is employed to solve the final MIP problem. The experiments also compare our approaches to several commonly used medical scoring systems for in-hospital mortality prediction of sepsis patients in ICUs, as discussed in Section 3. More specifically, we consider the following baseline scoring systems: SAPS II, LODS, SOFA, qSOFA, and SIRS. The details of the baselines can be found in the supplementary material.

With this set-up, we randomly partition the Sepsis data into a training set (70%) and test set (30%) and repeat the partition randomly five times to evaluate the average performance of all models, unless otherwise stated. Then, FASS scorecards based on the whole data are produced to show the interpretability.

7.1.3 Results

Below we discuss our experimental findings. We first address the benefits of our framework in social welfare maximization. We then explain the advantage of our framework in terms of interpretability and flexibility.

- **Social Welfare Maximization**

  We first compare the performance of our methods in terms of social welfare maximization with the baseline scoring systems mentioned above. In this experiment, the value of average preference for fairness (i.e., $\bar{\rho}$) is set arbitrarily for simplicity. Table 2 provides an overview of average values of social welfare for all scoring systems on the Sepsis data set. This chart shows clearly that the proposed FASS model consistently achieves the optimal social welfare regardless of which fairness metric is utilized. For example, when OMR measures fairness, FASS can increase total social welfare gains by 10.12% compared to LODS (the best one among baselines). We obtained similar findings when fairness is measured by EO or SP. Note that the results show that compared to FASS (i.e., without model size constraint), FASS7 achieves slightly lower but similar performance. FASS7 still outperforms all baseline models on all three fairness metrics, even though at times the model size of FASS7 is smaller than some baseline models.

  In summary, all these results indicate that the proposed scoring system performs effectively in achieving optimal social welfare with different fairness metrics.
Table 2: The average values of total social welfare for all scoring systems on Sepsis data set.

| Dataset Notions | ρ | Baselines          | Ours      |
|-----------------|---|--------------------|-----------|
|                 |   | SAPS II | LODS | SOFA | qSOFA | SIRS | FASS | FASS7 |
| Sepsis SP 5     | 0.6761 | 0.5368 | 0.5638 | 0.5089 | 0.4520 | 0.6916 | 0.6869 |
| Sepsis EO 0.2   | 0.7102 | 0.7198 | 0.7096 | 0.6278 | 0.5373 | 0.7550 | 0.7472 |
| Sepsis OMR 5    | 0.5768 | 0.6393 | 0.5787 | 0.5509 | 0.4022 | 0.7405 | 0.7223 |

Note: Statistical parity is denoted by SP, equality of opportunity by EO, and equal overall misclassification rate by OMR. The optimal values are highlighted in bold.

In addition, Figure 2 displays the accuracy and (un)fairness level of all scoring systems. As can be seen from this figure, the proposed models obtain a lower unfairness level compared to the baselines with all fairness metrics. Furthermore, both FASS and FASS7 achieve better accuracy. This indicates that the derived scoring systems outperform the existing medical scoring systems in sepsis mortality prediction.

Figure 2: Accuracy and (un)fairness level of scoring systems.

Note: SPII, LD, SF, qSF, and SR stand for SAPS II, LODS, SOFA, qSOFA, and SIRS, respectively. FS and FS7 stand for FASS and FASS7, respectively.

• Interpretability and Flexibility

Interpretability is often a critical factor when machine learning models are utilized in a product or a decision process in practice (Molnar 2020). A good practical predictive model should be interpretable and also reasonable. Especially in healthcare applications, Bjarnadottir et al. (2018) highlight that simpler and interpretable models are often preferred by a physician. Than et al. (2014) also emphasize the importance of “sensibility” of produced models in medical applications, where sensibility refers to whether a prediction rule is both clinically reasonable and easy to use.

To show interpretability as well as sensibility, we focus on a FASS7 model. The choice of FASS7 model is to provide a scenario where we sacrifice some performance in order to
improve interpretability and ease of use by restricting the model size. Figure 3 shows the final scorecard produced by FASS7 on the whole Sepsis data set. For brevity of illustration, we only represent the EO scorecard developed based on FASS7. We defer the SP and OMR scorecards to the supplementary material. As shown in Figure 3, the EO scorecard identifies two risk-increasing rules (rules with positive points) and five risk-decreasing rules (rules with negative points). Each rule consists of two or three conditions, and each condition consists of a variable and a related cut-off value (e.g., 7.2 for pH.art). If all the conditions are satisfied, a rule is endorsed, and we add or subtract the corresponding score. A higher total score indicates a greater risk of in-hospital death. We find that the risk tendency of the results is in line with the findings in Wu et al. (2021).

![Figure 3: EO scorecard developed by FASS7 for sepsis mortality prediction.](image)

| Factors                        | Scores | Patient's score |
|-------------------------------|--------|-----------------|
| 1. pH.art ≤ 7.2               | 5 points | ---- |
| age > 46                      |        | ---- |
| pH.art ≤ 7.2                  | 4 points | ---- |
| FiO2 > 0.75                   |        | ---- |
| GCS ≤ 9                       | -1 points | ---- |
| potassium.serum ≤ 5.05        |        | ---- |
| heart rate ≤ 133              |        | ---- |
| FiO2 ≥ 0.75                   |        | ---- |
| bilirubin ≤ 2.3               |        | ---- |
| ph.art ≤ 7.2                  |        | ---- |
| FiO2 ≤ 0.85                   |        | ---- |
| pH.art ≤ 7.2                  | -1 points | ---- |
| FiO2 ≤ 0.85                   |        | ---- |
| potassium.serum ≤ 4.25        |        | ---- |
| bilirubin ≤ 7.3               |        | ---- |
| GCS ≥ 5                       | -1 Points | ---- |
| sodium > 130                  |        | ---- |
| ph.art > 7.1                  | -2 points | ---- |
| FiO2 ≤ 0.8                    |        | ---- |
| temperature > 35.4            | -3 points | ---- |
| age ≤ 80                      |        | ---- |
| GCS > 7                       |        | ---- |

Figure 3: EO scorecard developed by FASS7 for sepsis mortality prediction.

Note that there are 77 rules that can be used to predict sepsis mortality. Our EO scorecard based on FASS7 is able to identify the seven most important predictors, providing clinical sensibility. Specifically, the scorecard recognizes several indicators with cut-off values supported by medical research. For example, the risk factors most involved in the scorecard are FiO2 (Fraction of inspired oxygen) and pH.art (arterial pH) with cut-off values at around 0.8 and 7.1, respectively. FiO2 is routinely measured in ICUs to assess patient pulmonary function and the presence or severity degree of sepsis-related respiratory dysfunction (Santana et al. 2013). The scorecard indicates that a FiO2 level higher than 0.8 may lead to greater risk, which is consistent with a piece of recent evidence in Dahl et al. (2015). Similarly, the identified 7.1 of arterial pH (below its normal range: 7.35-7.45) implies the potential presence of acidosis that leads to unfavorable outcomes for ICU patients. It is the recommended treat-
ment threshold of acute metabolic acidosis in severe sepsis and septic shock from the Survival Sepsis Campaign (Dellinger et al. 2013). Our scorecard also identifies several other risk factors that have been recognized by medical research, such as GCS (Glasgow Coma Scale) at 9, age at 80, and potassium at 4.25 (Solinger and Rothman 2013, Martin-Loeches et al. 2019). Thus, the risk factors derived by our scorecard are consistent with those supported by medical research. This indicates that our prediction rules are sensible from the clinical perspective.

An interesting observation is that the EO scorecard developed under our framework may potentially benefit clinical research. Besides factors that have been acknowledged, the proposed scorecard also identified new cut-off values for some important diagnostic indicators such as GCS at 5 and 7, bilirubin at 2.3 and 7.3, and pH.art at 7.2. This may help reveal possible and complicated interactions between these sepsis-related variables. Furthermore, the combination of rules developed under our framework is unique in the choice of indicators as well as cut-off values. Given that sepsis is a rather complex syndrome with unclear pathology and multiple comorbidities (Singer et al. 2016), a by-product of our research is that it reveals a holistic pattern of rules that are effective in medical diagnosis. We call for future examination of our research results by medical professionals. The detailed justification of the identified risk factors can be found in the supplementary material.

In addition, as shown in Figure 3 and Figure 7 in the supplementary material, FASS7 scorecards have a model size not greater than 7 for all fairness metrics. Therefore, the developed systems satisfy the additional constraint related to sparsity. This indicates that the proposed method could handle the application-specific constraints effectively. It provides decision-makers a high level of flexibility to customize their own requirements and develop an application-specific scoring system.

In conclusion, the proposed scoring systems can capture sensible risk-predictive rules. They help practitioners understand how the model works and how each input affects the final output. The transparency and interpretability facilitate the adoption of our proposed model in the real-life decision process. Moreover, sparsity and small integer coefficients in our models enable practitioners to make quick predictions by hand. These are the advantages of our models for practical applications.

### 7.2 Other Numerical Experiments

In this section, we conduct several numerical experiments to compare the performance of our scoring systems to other popular classification models in machine learning. We choose the contexts of income and credit prediction to showcase the generalizability of our framework beyond the
7.2.1 Data Sets and Experimental Setup

We conduct numerical experiments with two empirical data sets from the UCI Machine Learning Repository (Dua and Graff 2017): the Adult income data set and the German credit data set. The original Adult data set contains 48,842 observations with 14 features, including a binary class label which indicates whether an individual earns more than 50,000 dollars a year (coded as 1) or not (coded as 0). The original German data set contains 1,000 observations with 20 features, including a binary class label indicating whether a customer’s credit is good or not. We removed all data points with missing values, and processed each data set by binarizing all input features. Moreover, several sampling methods are used to create final balanced data set for model training. Detailed information regarding UCI data sets and data processing can be found in supplementary material.

We consider gender (Male/Female) as the sensitive feature. In each experiment, we randomly partition the data into a training set (70%) and test set (30%) and repeat the partition randomly 5 times to evaluate the average performance of models, unless otherwise stated. As a comparison, 6 baseline scoring system and linear classifiers (Lasso, Ridge, Elastic Net, SVM, Huberized SVM, and SLIM) are also conducted in all the experiments, and the hyperparameters are selected via 5-fold cross-validation. For the proposed fairness-aware scoring system, the coefficient set is chosen as \( W = \{-10, \ldots, 10\}^{d+1} \) and \( a_i = b_i = 1 \) for all \( i = 1, \ldots, n \) for simplicity. In this case, the data utility is reduced to the accuracy. Furthermore, the cost-sensitive setting for model parameters is also considered, and the details are deferred to the supplementary material. Besides, we set \( \lambda_0 < 1/nd \) and \( \epsilon = 0.01 \) so that our system will sacrifice little welfare for sparsity. The CPLEX 12.6.3 is employed to solve the final MIP problem.

7.2.2 Results

• Social Welfare Maximization

We first verify the effectiveness of the proposed methods in achieving the optimal social welfare as defined in Section 4. In other words, the goal is to develop a scoring system maximizing the total social welfare that is defined as the sum of data utility and fairness utility over population. In this experiment, the value of average preference for fairness (i.e., \( \bar{\rho} \)) is set arbitrarily for simplicity.

Table 3 summarizes the results we obtained from applying baseline models and our approaches when incorporating different fairness measures. These results clearly show that the proposed method works well and yields the maximum total welfare in both data sets. Figure 4 further
Table 3: The average values of total social welfare for all methods on UCI data sets.

| Dataset | Fairness Notions | Fairness $\hat{\rho}$ | Baselines | Ours |
|---------|-----------------|------------------------|-----------|------|
|         | Ridge | Lasso | Elasticnet | SVM | Huberized SVM | SLIM | FASS |
| Adult   | SP    | 0.2   | 0.7082     | 0.7070 | 0.7092 | 0.7030 | 0.6968 | 0.7020 | **0.7468** |
|         | EO    | 0.5   | 0.6698     | 0.6643 | 0.6682 | 0.6791 | 0.6479 | 0.6973 | **0.7821** |
|         | OMR   | 0.5   | 0.7499     | 0.7532 | 0.7521 | 0.7345 | 0.7412 | 0.7430 | **0.7707** |
| German  | SP    | 0.2   | 0.7886     | 0.7938 | 0.7965 | 0.7872 | 0.7876 | 0.7801 | **0.8089** |
|         | EO    | 5     | 0.5980     | 0.6004 | 0.6009 | 0.6061 | 0.5994 | 0.4537 | **0.6659** |
|         | OMR   | 5     | 0.6389     | 0.6565 | 0.6318 | 0.6534 | 0.6350 | 0.6057 | **0.7240** |

Note: Statistical parity is denoted by SP, equality of opportunity by EO, and equal overall misclassification rate by OMR. The optimal values are highted in bold.

provides more insights regarding the data utility and fairness utility for welfare maximization on the Adult data set. It can be seen from this figure that our framework attains competitive data utility compared to the baselines while gaining more fairness utility. Hence, our fairness-aware scoring system improves the overall social welfare significantly. Due to the lack of space, we defer the graphs on German data set and the results with the cost-sensitive setting to supplementary material, which also achieves similar trends. Finally, the results from both data sets provide empirical validation for our theoretical analysis in Theorem 1.

Figure 4: Data utility and fairness utility with different fairness measures on Adult data set.

- **Impact of Average Preference for Fairness**

In the previous study, we assume that the average value of fairness preference is set arbitrarily. In this experiment, we study the impact of the average preference for fairness on the performance of the proposed system. We start by varying the value of $\hat{\rho}$ associated with the fairness level. For each value of $\hat{\rho}$, we report the accuracy, which reflects data utility, and the (un)fairness level $\delta$ between two groups. The results are displayed in Figure 5. It is apparent from this figure that both accuracy and (un)fairness level decrease as $\hat{\rho}$ increases in all
fairness metrics. Note that $\bar{\rho}$ controls the trade-off between prediction efficiency and fairness. When $\bar{\rho}$ becomes larger, the scoring system produced by (6) has the tendency to sacrifice more classification accuracy to attain a lower unfairness level, since the latter will bring more benefits for the objective function. Thus, as $\bar{\rho}$ increases from $0 \to +\infty$, we transition from an unfair model with the best accuracy to a model with the best fairness level regardless of accuracy. The complete results on the German data set, which show a tendency similar to the results in Figure 5, are deferred to the supplementary material.

![Figure 5: Trade-offs between accuracy and fairness with different fairness measures on Adult data set in a randomly selected run.](image)

In addition, we also investigate the performance of the simplified models where the fairness level is specified in advance. Complete results are deferred to the supplementary material.

8 Conclusions

Fairness has been a prevalent research topic that has garnered increasing interest in recent years (McCoy and Lee 2014, Samorani et al. 2021). In order to reduce systematic biases and improve transparency, operations management (OM) scholars have called for research work that integrates fairness into operational models (Cohen 2018, Rea et al. 2021). Our study answers this call by considering group fairness in the development of scoring systems, a type of predictive model that has been extensively adopted in a wide variety of industries. Past research attests that scores derived from many prevalent scoring systems are biased along with some important sensitive features such as gender, race, and socio-economic status (Chouldechova 2017, Obermeyer et al. 2019, Campbell et al. 2020). This has serious negative consequences for members of disadvantaged groups.

In this research, we propose a general framework for developing data-driven scoring systems that are fairness-centric. We first develop a social welfare optimization model that incorporates both fairness and efficiency components. Then, we cast the welfare maximization problem to
the empirical risk minimization task in machine learning. By utilizing outcome fairness notions from machine learning, we develop metrics to quantify fairness so as to incorporate it into the objective function. Mixed integer programming techniques are utilized to derive a fairness-aware scoring system. In addition, several theoretical bounds are provided for model parameter selection. Finally, experiments on empirical data sets verify the effectiveness of our approach.

Our research can be extended to many meaningful areas. First, our research question investigates algorithmic fairness notions in machine learning. Fairness notions in machine learning are largely inspired by the concepts of discrimination in social sciences and law (Grgic-Hlaca et al. 2016). As such, the key focus is the elimination of disparity in treatment, in impact, or in mistreatment. We take note that the meaning of fairness may differ in other research areas. For example, in economics and game theory, researchers also proposed several fairness notions based on the agent’s preference, such as envy-freeness (Foley 1967). We call for future research to transfer these preference-based notions into classification tasks, formulate corresponding fairness metrics that can be recognized by the classification algorithm, and derive corresponding decision support systems.

Second, we develop a fairness-aware scoring system with a fixed-size data set. Future research can take into consideration the speed of data accumulation, which presents a challenge to the constant maintenance and update of the existing scoring system. In this regard, we call for the exploration of methods such as online learning (McMahan 2017) (i.e., a machine learning method in which data becomes available in a sequential order and is used to update the best predictor for future data (Hoi et al. 2014)) to meet the challenge of efficiently updating scoring systems.

Lastly, in this study only a single sensitive feature is considered, but the proposed framework can be directly generalized to multiple sensitive features (e.g., gender and race). In order to avoid the “fairness-gerrymandering” issue mentioned in Kearns et al. (2018), when considering multiple sensitive features, one could construct all possible combinations of the sensitive feature values (e.g., black men, white women) and then add fairness constraints for each combination separately in the proposed framework. However, this may face considerable statistical and computational challenges, such as data scarcity at intersections of minorities and the rapidly growing number of subgroups. Therefore, future research could try to extend our method to the case of multiple sensitive features and develop mechanisms to overcome these hurdles.
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Supplementary Materials

A Examples of the Wide Applications of Scoring Systems

Table 4 provides examples to show the wide applications of scoring systems in different areas.

B Development of Data-Driven Scoring Systems

A typical standard procedure to develop a data-driven scoring system is illustrated in the flowchart in Figure 6. There are commonly six steps. The first two are data construction steps, collecting and processing past data (e.g., data cleansing and feature engineering). The next two are scorecard development steps. The scorecard construction relies on the chosen algorithm and customized scenarios. It conducts model fitting with the training data set and scales the model into a scorecard. Then, the constructed scorecard will be evaluated on the test data set to provide an overview of its predicted performance. The last two are implementation and monitoring steps. Once the scorecard is validated, it is implemented in practice, and a monitoring and tracking procedure will be put in place to indicate the need for updates or redevelopments (Thomas et al. 2017).

As indicated in Figure 6, data plays a vital role in the development of scoring systems and is the foundation of the whole process. The quality of the input data set primarily determines the quality of system output. A scoring system built on biased data might produce biased predictions that lead to fairness issues.

C Simplified Models

The proposed framework (8) can further degenerate to several commonly used classification models in the machine learning field with some choices of model parameters. Here, we consider two types
| Areas                  | Papers                          | Scoring System Name | Application                                                                 |
|-----------------------|---------------------------------|---------------------|-----------------------------------------------------------------------------|
| Healthcare            | Knaus et al. (1981)             | APACHE I            | Assess the severity of disease and ICU mortality risk                       |
|                       | Knaus et al. (1985)             | APACHE II           |                                                                             |
|                       | Knaus et al. (1991)             | APACHE III          |                                                                             |
|                       | Subbe et al. (2001)             | MEWS                |                                                                             |
|                       | Le Gall et al. (1984)           | SAPS I              |                                                                             |
|                       | Le Gall et al. (1993)           | SAPS II             |                                                                             |
|                       | Moreno et al. (2005)            | SAPS III            |                                                                             |
|                       | Bone et al. (1992)              | SIRS                | Detect system inflammatory response syndrome                                |
|                       | Antman et al. (2000)            | TIMI                | Assess the risk of death and ischemic events                                |
|                       | Six et al. (2008)               | HEART               | Predict the outcome in chest pain patients in the emergency room            |
|                       | Than et al. (2014)              | EDACS               | Assess the risk of a major adverse cardiac event for patients               |
|                       | Sveen et al. (2016)             | PCL                 | Screen for post-traumatic stress disorder                                   |
| Criminal Justice      | Hoffman (1983)                  | Salient Factor Score| Assess a federal prisoner’s likelihood of recidivism after release          |
|                       | Kramer and Scirica (1986)       | Offense Gravity Score| Evaluate the seriousness of the offense                                    |
|                       | Hoffman and Beck (1997)         | Criminal History Score| Determine the applicable criminal history category for defendants          |
|                       | Latessa et al. (2009)           | Ohio Risk Assessment System| Classify the risk level of offenders                                      |
|                       | Northpointe (2015)              | COMPAS              | Assess the likelihood of a defendant becoming a recidivist                 |
|                       | Stevenson (2018)                | Pretrial Risk Assessment Score| Asses the risk of re-arrest and failure to appear after pretrial release |
|                       | Lowder et al. (2020)            | IRAS-PAT            |                                                                             |
| Consumer Risk Analysis| Capon (1982)                    | Scoring system without name| Assess the creditworthiness of applicants and the risk of default  |
|                       | Siddiqi (2012)                  |                     |                                                                             |
|                       | Chi and Hau (2012)              |                     |                                                                             |
| Marketing             | Yeh et al. (2009)               | RFM Score           | Measure the value of customers and predict their future behavior            |
|                       | Zhang et al. (2015)             |                     |                                                                             |
|                       | McNamara (1972)                 | Marketing Concept Score| Quantify the extent to which the marketing concept is implemented  |
| Humanitarian Operations| Harpviken et al. (2003)         | Mine Impact Score   | Assess the severity of socio-economic impacts of communities affected by landmines and/or unexploded ordnance |
|                       | Benini et al. (2003)            |                     |                                                                             |
|                       | Maxwell et al. (2008)           | Coping Strategies Index| Measure household food insecurity                                           |
|                       | Ndirangu et al. (2013)          | HFIAS Score          |                                                                             |
|                       | Skoufias et al. (2020)          | Simple Poverty Scorecard| Monitor poverty rates and target services                                  |
of simplified models.

C.1 Degeneration to Classification Model for Specified $\delta$

Now let us consider a case where the value of $\delta$ is pre-specified as $\delta^s$. In this situation, the optimization problem (8) is equivalent to

$$\min_w \frac{1}{N} \sum_{i=1}^n b_i \mathbb{1} \left[ y_i w^T x_i \leq 0 \right] + \lambda_0 \|w\|_0 + \epsilon \|w\|_1$$

(15)

s.t. $g(w, D) \leq \delta^s$, $w \in W$.

This will train a fairness-guaranteed classifier following most of the existing algorithmic or in-processing approaches, which mainly aim at solving a constrained optimization problem by imposing a constraint on a given level of fairness while optimizing the accuracy (Donini et al. 2018, Zafar et al. 2019). Unlike the existing approaches, framework (15) directly optimizes the (weighted) error rate as well as the fairness by 0-1 loss without the approximations that other methods utilize for scalability. As a result, it avoids sub-optimization and will normally achieve better classification performance while guaranteeing the given fairness level.

C.2 Degeneration to Classical Classification Model

Especially with a proper choice of the value of $\delta^s$ (e.g., $\delta^s = 1$) such that the constraint (16) ceases to bind, (15) could further degenerate to the ordinary classification model which only focuses on the (weighted) error rate (i.e., maximizing only the total data utility):

$$\min_w \frac{1}{N} \sum_{i=1}^n b_i \mathbb{1} \left[ y_i w^T x_i \leq 0 \right] + \lambda_0 \|w\|_0 + \epsilon \|w\|_1$$

(17)

s.t. $w \in W$.

Note that if the heterogeneity of data utility preference $b_i$ is further ignored, then (17) degrades to the classic ERM framework as in Ustun and Rudin (2016), which directly applies 0-1 loss instead of convex surrogate functions. This will produce scoring systems that are robust to outliers and attain the learning-theoretic guarantee on predictive accuracy (Brooks 2011).
D Omitted Proofs

D.1 Proof of Theorem 1

Proof: Applying the Theorem 1 of Ustun and Rudin (2016), it is easy to deduce that for a baseline classifier with real coefficients \( \theta \), there exists the coefficient set \( W \) (with a large enough value of \( \Omega \)) that contains a classifier with discrete coefficients \( w \) that assigns the exactly same label for any example \( i \) as the baseline classifier with \( \theta \). I.e., for all \( i \in \{1, 2, \ldots, n\} \), there exist \( w \in W \) where \( W = \{-\Omega, \ldots, \Omega\} \) with \( \Omega > \frac{X1\sqrt{d+1}}{2n(1)} \), such that \( 1 \left[ y_iw^T x_i \leq 0 \right] = 1 \left[ y_i\theta^T x_i \leq 0 \right] \).

To further relate the resolution parameter \( \Omega \) to the performance of scoring systems, we investigate the bounds on the welfare by considering progressively larger values of the margin. In other words, we develop the welfare bounds for scoring systems with the different choices of \( \Omega \). To this end, we apply the above results only to the reduced data set \( D\setminus I(k) \), and it follows that

\[
\sum_{i=1}^{n} b_i \left[ y_iw^T x_i \leq 0 \right] - \sum_{i=1}^{n} b_i \left[ y_i\theta^T x_i \leq 0 \right] = \sum_{i \in I(k)} b_i \left[ 1 \left[ y_iw^T x_i \leq 0 \right] - 1 \left[ y_i\theta^T x_i \leq 0 \right] \right] + \sum_{i \notin I(k)} b_i \left[ 1 \left[ y_iw^T x_i \leq 0 \right] - 1 \left[ y_i\theta^T x_i \leq 0 \right] \right] \leq (k - 1) \max_{i \in I(k)} b_i.
\]

(18)

The equation (18) is due to the fact that the classifier with \( w \) assigns the exact same label as the classifier with \( \theta \) for any example \( i \in D\setminus I(k) \). The inequality in (19) results from the most extreme case where all examples in \( I(k) \) are misclassified by \( w \) but correctly classified by \( \theta \). The inequality in (20) follows from the fact that there exist \( k - 1 \) elements in \( I(k) \).

Next, we discuss the fairness level of the discrete linear classifier \( w \). Note that for convenience, we abuse notation somewhat and use \( \psi_i(w) = 1 \left[ y_iw^T x_i \leq 0 \right] \) as in Section 4.2 to indicate whether an example \( i \) is misclassified or not by the classifier with coefficients \( w \). Now, we consider the following three fairness definitions mentioned in Section 5.

I. Equal Overall Misclassification Rate

We first consider the case where the equal overall misclassification rate is used to measure fairness level. Note that \( c \) is the number of different groups, and since the classifier with \( \theta \) satisfies
a given fairness requirement $G(\cdot)$ and $\delta$, we have

$$G_{OMR}(\theta) = \left| \frac{1}{N_{ap}} \sum_{i \in I_{ap}} \psi_i(\theta) - \frac{1}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(\theta) \right| \leq \delta$$  \hspace{1cm} (21)

for any $p, q = 1, \ldots, c$.

Recall that the classifier with $w$ assigns the exact same label as the classifier with $\theta$ for any example $i \in D \setminus \mathcal{I}(k)$. Thus, $\psi_i(\theta) = \psi_i(w)$ for all $i \in D \setminus \mathcal{I}(k)$. Besides, we denote $z_p = \sum_{i \in \mathcal{I}(k) \cap I_{ap}} (\psi_i(w) - \psi_i(\theta))$ for $p = 1, 2, \ldots, c$. Summing $|z_p|$ over $p$, it follows that

$$\sum_{p=1}^{c} |z_p| = \sum_{p=1}^{c} \left| \sum_{i \in \mathcal{I}(k) \cap I_{ap}} \psi_i(w) - \psi_i(\theta) \right|$$

$$\leq \sum_{p=1}^{c} \sum_{i \in \mathcal{I}(k) \cap I_{ap}} |\psi_i(w) - \psi_i(\theta)|$$

$$\leq |\mathcal{I}(k)| = k - 1. \hspace{1cm} (22)$$

Since $\sum_{i \in \mathcal{I}(k) \cap I_{ap}} \psi_i(w) = z_p + \sum_{i \in \mathcal{I}(k) \cap I_{ap}} \psi_i(\theta)$, we have

$$G_{OMR}(w) = \left| \frac{1}{N_{ap}} \sum_{i \in I_{ap}} \psi_i(w) - \frac{1}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(w) \right|$$

$$= \left| \frac{1}{N_{ap}} \left( \sum_{i \in \mathcal{I}(k) \cap I_{ap}} \psi_i(w) + \sum_{i \in I_{ap} - \mathcal{I}(k)} \psi_i(w) \right) - \frac{1}{N_{aq}} \left( \sum_{i \in \mathcal{I}(k) \cap I_{aq}} \psi_i(w) + \sum_{i \in I_{aq} - \mathcal{I}(k)} \psi_i(w) \right) \right|$$

$$= \left| \frac{1}{N_{ap}} \left( \sum_{i \in \mathcal{I}(k) \cap I_{ap}} \psi_i(\theta) + z_p + \sum_{i \in I_{ap} - \mathcal{I}(k)} \psi_i(\theta) \right) - \frac{1}{N_{aq}} \left( \sum_{i \in \mathcal{I}(k) \cap I_{aq}} \psi_i(\theta) + z_q + \sum_{i \in I_{aq} - \mathcal{I}(k)} \psi_i(\theta) \right) \right|$$

$$= \left| \frac{1}{N_{ap}} \left( \sum_{i \in \mathcal{I}(k) \cap I_{ap}} \psi_i(\theta) + z_p \right) - \frac{1}{N_{aq}} \left( \sum_{i \in \mathcal{I}(k) \cap I_{aq}} \psi_i(\theta) + z_q \right) \right|$$

$$= \left| \frac{1}{N_{ap}} \sum_{i \in \mathcal{I}(k) \cap I_{ap}} \psi_i(\theta) - \frac{1}{N_{aq}} \sum_{i \in \mathcal{I}(k) \cap I_{aq}} \psi_i(\theta) \right|$$

$$+ \left| \frac{z_p}{N_{ap}} - \frac{z_q}{N_{aq}} \right|$$

$$\leq \delta + \left| \frac{z_p}{N_{ap}} - \frac{z_q}{N_{aq}} \right|$$

$$\leq \delta + (k - 1) \max \left\{ \frac{1}{N_{ap}}, \frac{1}{N_{aq}} \right\},$$
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for any $p, q = 1, \ldots, c$. The equation (24) follows from the fact that $\psi_i(\theta) = \psi_i(w)$ for all $i \in D_N \setminus I(k)$, and the last inequality is due to the inequality (23). Hence, the maximal increment of the tolerance level of unfairness among all groups is $\Delta_F(k) = (k - 1) \max \left\{ \frac{1}{N_{a_1}}, \frac{1}{N_{a_2}}, \ldots, \frac{1}{N_{a_c}} \right\}$ for $w$.

II. Equality of Opportunity

Recall that if the equality of opportunity is used, we have

$$G_{EO}(\theta) = \left| \frac{1}{N_{a_p}} \sum_{i \in I^+_{a_p}} \psi_i(\theta) - \frac{1}{N_{a_q}} \sum_{i \in I^+_{a_q}} \psi_i(\theta) \right| \leq \delta$$

for any $p, q = 1, \ldots, c$. We denote $z_p^+ = \sum_{i \in I(k) \cap I^+_{a_p}} (\psi_i(w) - \psi_i(\theta))$ for $p = 1, 2, \ldots, c$. Similar in Case I, it follows that

$$\sum_{p=1}^{c} |z_p^+| = \sum_{p=1}^{c} \left| \sum_{i \in I(k) \cap I^+_{a_p}} \psi_i(w) - \psi_i(\theta) \right|$$

$$\leq \sum_{p=1}^{c} \sum_{i \in I(k) \cap I^+_{a_p}} |\psi_i(w) - \psi_i(\theta)|$$

$$\leq \sum_{p=1}^{c} \sum_{i \in I(k) \cap I^+_{a_p}} |\psi_i(w) - \psi_i(\theta)|$$

$$\leq |I(k)| = k - 1.$$
Afterwards, for any two groups \( p, q = 1, \ldots, c \), we have

\[
G_{EO}(w) = \left| \frac{1}{N_{ap}^+} \sum_{i \in I_{ap}^+} \psi_i(w) - \frac{1}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(w) \right|
\]

\[
= \left| \frac{1}{N_{ap}^+} \left( \sum_{i \in I_{ap}} \psi_i(w) + \sum_{i \in I_{ap}^+ - I_{ap}} \psi_i(w) \right) - \frac{1}{N_{aq}^+} \left( \sum_{i \in I_{aq}} \psi_i(w) + \sum_{i \in I_{aq}^+ - I_{aq}} \psi_i(w) \right) \right|
\]

\[
= \left| \frac{1}{N_{ap}^+} \left( \sum_{i \in I_{ap}} \psi_i(\theta) + z_p^+ + \sum_{i \in I_{ap}^+ - I_{ap}} \psi_i(\theta) \right) - \frac{1}{N_{aq}^+} \left( \sum_{i \in I_{aq}} \psi_i(\theta) + z_q^+ + \sum_{i \in I_{aq}^+ - I_{aq}} \psi_i(\theta) \right) \right|
\]

\[
\leq \left| \frac{1}{N_{ap}^+} \sum_{i \in I_{ap}^+} \psi_i(\theta) - \frac{1}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(\theta) \right| + \left| \frac{z_p^+}{N_{ap}^+} - \frac{z_q^+}{N_{aq}^+} \right|
\]

\[
\leq \delta + \left| \frac{z_p^+}{N_{ap}^+} - \frac{z_q^+}{N_{aq}^+} \right|
\]

\[
\leq \delta + (k - 1) \max \left\{ \frac{1}{N_{ap}^+}, \frac{1}{N_{aq}^+} \right\}.
\]

Hence, for \( w \) the maximal increment of the tolerance level of unfairness among all groups is

\[
\Delta_F(k) = (k - 1) \max \left\{ \frac{1}{N_{a_1}^+}, \frac{1}{N_{a_2}^+}, \ldots, \frac{1}{N_{a_c}^+} \right\}.
\]

III. Statistical Parity

Now, we consider a relatively complex case where the given fairness notion is statistical parity. Recall that for any two groups \( p, q = 1, \ldots, c \), it follows that

\[
G_{SP}(\theta) = \left| \left( \frac{N_{ap}^+}{N_{ap}} - \frac{N_{aq}^+}{N_{aq}} \right) + \frac{1}{N_{ap}} \left[ \sum_{i \in I_{ap}} \psi_i(\theta) - \sum_{i \in I_{ap}^+} \psi_i(\theta) \right] - \frac{1}{N_{aq}} \left[ \sum_{i \in I_{aq}} \psi_i(\theta) - \sum_{i \in I_{aq}^+} \psi_i(\theta) \right] \right| \leq \delta.
\]

Again, we denote \( z_p^+ = \sum_{i \in I_{ap}} \left( \psi_i(w) - \psi_i(\theta) \right) \) and \( z_q^+ = \sum_{i \in I_{aq}} \left( \psi_i(w) - \psi_i(\theta) \right) \) for
for any $p, q = 1, 2, \ldots, c$. Then, it is easy to deduce that

\[
\sum_{p=1}^{c} |z^+_p| + |z^-_p| = \sum_{p=1}^{c} \left( \left| \sum_{i \in I(k) \cap I^+_p} (\psi_1(w) - \psi_1(\theta)) \right| + \left| \sum_{i \in I(k) \cap I^-_p} (\psi_1(w) - \psi_1(\theta)) \right| \right)
\leq \sum_{p=1}^{c} \left( \sum_{i \in I(k) \cap I^+_p} |\psi_1(w) - \psi_1(\theta)| + \sum_{i \in I(k) \cap I^-_p} |\psi_1(w) - \psi_1(\theta)| \right)
\leq \sum_{p=1}^{c} \left( \sum_{i \in I(k) \cap I^+_p} \sum_{i \in I(k) \cap I^-_p} 1 \right)
= \sum_{p=1}^{c} \sum_{i \in I(k) \cap I^+_p} \sum_{i \in I(k) \cap I^-_p} 1
= |I(k)| = k - 1.
\]

Similar to the above two cases, the value of $G_{SP}(w)$ is upper bounded as

\[
G_{SP}(w) = \left( \frac{N^+_a}{N^+_a - N^-_a} - \frac{N^+_a}{N^-_a} \right) + \frac{1}{N_a} \left[ \sum_{i \in I_a^-} \psi_1(w) - \sum_{i \in I_a^+} \psi_1(w) \right] \leq \frac{1}{N_a} \left[ \sum_{i \in I_a^-} \psi_1(w) - \sum_{i \in I_a^+} \psi_1(w) \right]
\leq \delta + \left( \frac{z^+_p - z^-_p}{N^+_a} - \frac{z^+_q - z^-_q}{N^-_a} \right)
\leq \delta + (k - 1) \max \left\{ \frac{1}{N^+_a}, \frac{1}{N^-_a} \right\}
\]

for any $p, q = 1, 2, \ldots, c$. The last inequality follows from the inequality (25). Therefore, the maximal increment of the tolerance level of unfairness among all groups is $\Delta_F(k) = (k - 1) \max \left\{ \frac{1}{N^+_a}, \frac{1}{N^-_a}, \ldots, \frac{1}{N^+_c} \right\}$ for $w$. 
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With $\Delta_F(k)$ in hand, we can then calculate the bound of social welfare difference between two classifiers. For the classifier with $w$ and the classifier with $\theta$, we have

$$SWF(w) = \sum_{i=1}^{n} a_i - \sum_{i=1}^{n} b_i \mathbb{1} \left[ y_i w^T x_i \leq 0 \right] - \delta_w \sum_{i=1}^{n} \rho_i$$

$$SWF(\theta) = \sum_{i=1}^{n} a_i - \sum_{i=1}^{n} b_i \mathbb{1} \left[ y_i \theta^T x_i \leq 0 \right] - \delta_\theta \sum_{i=1}^{n} \rho_i,$$

where $\delta_w$ (resp. $\delta_\theta$) is the tolerance level of unfairness that the classifier with $w$ (resp. $\theta$) can achieve. Note that $\delta_\theta = \delta$ according to the assumption. Then, we have

$$SWF(w) - SWF(\theta) \geq (1 - k) \max_{i \in \Omega(k)} b_i - N \tilde{\rho}(\delta + \Delta_F(k) - \delta)$$

$$= (1 - k) \max_{i \in \Omega(k)} b_i - N \tilde{\rho} \Delta_F(k).$$

Recall that according to the definition of $w^\star$, it is the discrete classifier maximizing the social welfare. Based on the inequality (26), we have

$$SWF(w^\star) - SWF(\theta) \geq SWF(w) - SWF(\theta)$$

$$= (1 - k) \max_{i \in \Omega(k)} b_i - N \tilde{\rho} \Delta_F(k).$$

### D.2 Proof of Theorem 2

**Proof:** Let $V(w) = \sum_{i=1}^{n} v_i$ be the overall data utility of $w$, and $w^{data} = \arg\max_{w \in W} V(w)$ denote the classifier that only focuses on the data utility. We first prove

$$V(w^{data}) \geq \max \{ \Delta^*, V(w^*) \} ,$$

where $\Delta^*$ is a parameter related to $\delta^*$ and the corresponding fairness definition. According to the definition of $w^{data}$, we have $V(w^{data}) \geq V(w^*)$ directly.

#### I. Equal Overall Misclassification Rate

First, we consider a classifier $w_{uf} \in W$ that does not satisfy the equal overall misclassification rate requirement with $\delta^*$ for all groups. In other words,

$$G_{OMR}(w_{uf}) = \left| \frac{1}{N_{ap}} \sum_{i \in I_{ap}} \psi_3(w_{uf}) - \frac{1}{N_{aq}} \sum_{i \in I_{aq}} \psi_3(w_{uf}) \right| > \delta^*$$

(29)
for any $p, q = 1, \ldots, c$ and $p \neq q$. From the above equation, it follows that
\[
\frac{1}{N_{ap}} \sum_{i \in I_{ap}} \psi_i(w_{uf}) - \frac{1}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(w_{uf}) < -\delta^* \tag{30}
\]
or
\[
\frac{1}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(w_{uf}) - \frac{1}{N_{ap}} \sum_{i \in I_{ap}} \psi_i(w_{uf}) < -\delta^*. \tag{31}
\]
Multiplying (30) by $N_{ap}$, we can get
\[
\sum_{i \in I_{ap}} \psi_i(w_{uf}) - \frac{N_{ap}}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(w_{uf}) < -N_{ap} \delta^*. \tag{32}
\]
Thus,
\[
\sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) = \sum_{i \in I_{ap}} \psi_i(w_{uf}) - \frac{N_{ap}}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(w_{uf}) + \frac{N_{ap} + N_{aq}}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(w_{uf}) < N_{ap}(1 - \delta^*) + N_{aq}. \tag{33}
\]
The inequality in (33) results from (32) and the fact that $\frac{1}{N_{aq}} \sum_{i \in I_{aq}} \psi_i(w_{uf}) \leq 1$. Then we multiply (31) by $N_{aq}$. Using the similar method, we have
\[
\sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) < N_{aq}(1 - \delta^*) + N_{ap}.
\]
Combining this with (33) gives
\[
\sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) < \max \left\{ N_{ap}(1 - \delta^*) + N_{aq}, N_{aq}(1 - \delta^*) + N_{ap} \right\}
\]
for any $p, q = 1, \ldots, c$ and $p \neq q$. Summarizing this inequality over $\binom{c}{2}$ unique pairs of $p, q$, it is easy to deduce that
\[
\sum_{i=1}^{n} \psi_i(w_{uf}) = \sum_{p=1}^{c} \sum_{i \in I_{ap}} \psi_i(w_{uf}) < \frac{1}{c - 1} \sum_{p \neq q} \max \left\{ N_{ap}(1 - \delta^*) + N_{aq}, N_{aq}(1 - \delta^*) + N_{ap} \right\}.
\]
Hence, the lower bound of $\mathcal{V}(w_{uf})$ is given by
\[
\mathcal{V}(w_{uf}) = \sum_{i=1}^{n} a_i - \sum_{i=1}^{n} b_i \psi_i(w_{uf})
\geq \sum_{i=1}^{n} a_i - \max_i b_i \sum_{i=1}^{n} \psi_i(w_{uf})
> \sum_{i=1}^{n} a_i - \frac{\max_i b_i}{c - 1} \sum_{p \neq q} \max \left\{ N_{ap}(1 - \delta^*) + N_{aq}, N_{aq}(1 - \delta^*) + N_{ap} \right\}.
\]
Define $\Delta^* = \sum_{i=1}^{n} a_i - \max_{b_i} \frac{b_i}{c-1} \sum_{p \neq q} \max \left\{ N_{ap} (1 - \delta^*) + N_{aq}, N_{aq} (1 - \delta^*) + N_{ap} \right\}$. Since $w_{data} = \arg \max_{w \in W} \mathcal{V}(w)$ by definition, it follows that $\mathcal{V}(w_{data}) \geq \mathcal{V}(w_{uf}) > \Delta^*$.

II. Equality of Opportunity

Similar to Case I, we first consider a classifier $w_{uf}$ which does not satisfy the equality of opportunity requirement with $\delta^*$ for all groups. That is,

$$G_{EO}(w_{uf}) = \left| \frac{1}{N_{ap}^+} \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \frac{1}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) \right| > \delta^*$$

for any two groups $p, q = 1, \ldots, c$ and $p \neq q$. Thus, for $w_{uf}$, we have

$$\frac{1}{N_{ap}^+} \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \frac{1}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) < -\delta^*$$

or

$$\frac{1}{N_{ap}^+} \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \frac{1}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) < -\delta^*.$$  (34)

Multiplying (34) by $N_{ap}^+$ results in

$$\sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \frac{N_{ap}^+}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) < -N_{ap}^+ \delta^*.$$  (35)

Then, we have

$$\sum_{i \in I_{ap}^+} \psi_i(w_{uf}) + \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) = \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \frac{N_{ap}^+}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) + \frac{N_{ap}^+ + N_{aq}^+}{N_{aq}^+} \sum_{i \in I_{aq}^+} \psi_i(w_{uf})$$

$$< N_{ap}^+ (1 - \delta^*) + N_{aq}^+.$$  (36)

From the inequality (35), using similar methods leads to

$$\sum_{i \in I_{ap}^+} \psi_i(w_{uf}) + \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) < N_{aq}^+ (1 - \delta^*) + N_{ap}^+.$$  (37)

Combining (36) and (37), we obtain

$$\sum_{i \in I_{ap}^+} \psi_i(w_{uf}) + \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) < \max \left\{ N_{ap}^+ (1 - \delta^*) + N_{aq}^+, N_{aq}^+ (1 - \delta^*) + N_{ap}^+ \right\}$$

for any $p, q = 1, \ldots, c$ and $p \neq q$. Summarizing this inequality over $\binom{c}{2}$ unique pairs of $p, q$, we can easily derive that

$$\sum_{i \in I^+} \psi_i(w_{uf}) < \frac{1}{c-1} \sum_{p \neq q} \max \left\{ N_{ap}^+ (1 - \delta^*) + N_{aq}^+, N_{aq}^+ (1 - \delta^*) + N_{ap}^+ \right\}.$$
when \( I^+ = \{ i \in \{1, 2, \ldots, n \} | y_i = 1 \} \) is the set of individuals from positive class. Hence,
\[
\sum_{i=1}^{n} \psi_i(w_{uf}) = \sum_{i \in I^+} \psi_i(w_{uf}) + \sum_{i \in I^-} \psi_i(w_{uf}) < \frac{1}{c-1} \sum_{p \neq q} \max \{ N_{ap}^+(1 - \delta^*) + N_{aq}^+(1 - \delta^*) + N_{ap}^+ \} + N^-,
\]
when \( I^- = \{ i \in \{1, 2, \ldots, n \} | y_i = -1 \} \) is the set of individuals from negative class and \( N^- = |I^-| \) is the size of \( I^- \). Then, the lower bound of \( V(w_{uf}) \) is
\[
V(w_{uf}) = \sum_{i=1}^{n} a_i - \sum_{i=1}^{n} b_i \psi_i(w_{uf}) \\
\geq \sum_{i=1}^{n} a_i - \max \{ N_{ap}^+(1 - \delta^*) + N_{aq}^+(1 - \delta^*) + N_{ap}^+ \} - \max b_i N^-.
\]
Here, we define \( \Delta^* = \sum_{i=1}^{n} a_i - \frac{\max b_i}{c-1} \sum_{p \neq q} \max \{ N_{ap}^+(1 - \delta^*) + N_{aq}^+(1 - \delta^*) + N_{ap}^+ \} - \max b_i N^- \).
Recalling the definition of \( w^{data} \), it directly follows that \( V(w^{data}) \geq V(w_{uf}) > \Delta^* \).

### III. Statistical Parity

When statistical parity is used for the fairness requirement, we first consider a classifier \( w_{uf} \) which does not satisfy this fairness requirement with \( \delta^* \) for all groups. This leads to
\[
G_{SP}(w_{uf}) = \left| \left( \frac{N_{ap}^+}{N_{ap}} - \frac{N_{aq}^+}{N_{aq}} \right) + \frac{1}{N_{ap}} \left[ \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) \right] - \frac{1}{N_{aq}} \left[ \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) \right] \right| > \delta^*
\]
for any two groups \( p, q = 1, \ldots, c \) and \( p \neq q \). For \( w_{uf} \), this implies that
\[
\left( \frac{N_{ap}^+}{N_{ap}} - \frac{N_{aq}^+}{N_{aq}} \right) + \frac{1}{N_{ap}} \left[ \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) \right] - \frac{1}{N_{aq}} \left[ \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) - \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) \right] < -\delta^*
\]
(38)

or
\[
\left( \frac{N_{aq}^+}{N_{aq}} - \frac{N_{ap}^+}{N_{ap}} \right) + \frac{1}{N_{aq}} \left[ \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) - \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) \right] - \frac{1}{N_{ap}} \left[ \sum_{i \in I_{aq}^+} \psi_i(w_{uf}) - \sum_{i \in I_{ap}^+} \psi_i(w_{uf}) \right] < -\delta^*.
\]
(39)
In the case where (38) holds, we multiply both sides of it by $N_{ap}N_{aq}$. Then, we have

$$N_{aq} \left[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) - \sum_{i \in I_{ap}} \psi_i(w_{uf}) \right] - N_{ap} \left[ \sum_{i \in I_{aq}} \psi_i(w_{uf}) - \sum_{i \in I_{aq}} \psi_i(w_{uf}) \right] < N_{ap}N_{aq}^+ - N_{aq}N_{ap}^+ - N_{ap}N_{aq}\delta^*.$$  

Rearranging this inequality, it is easy to derive that

$$N_{aq} \left[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) \right] < -N_{ap}N_{aq}\delta^* + N_{ap}N_{aq}^+ + N_{aq}N_{ap}^+ + N_{ap}N_{aq}^+ + N_{aq}N_{aq}^+ + (N_{aq} - N_{ap}) \sum_{i \in I_{aq}^+} \psi_i(w_{uf}). \tag{40}$$

- If $N_{aq} > N_{ap}$, based on (40) we have

$$N_{aq} \left[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) \right] < -N_{ap}N_{aq}\delta^* + N_{ap}N_{aq}^+ + N_{aq}N_{ap}^+ + N_{ap}N_{aq}^+ + N_{aq}N_{aq}^+ + (N_{aq} - N_{ap})N_{aq}^+. \tag{41}$$

The last inequality is due to the fact that $\sum_{i \in I_{aq}^+} \psi_i(w_{uf}) \leq N_{aq}^+$. This finally leads to

$$\sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) < N_{ap} \left( \frac{N_{aq}^-}{N_{aq}} - \delta^* \right) + N_{aq}^+ + N_{aq}. \tag{42}$$

- If $N_{aq} \leq N_{ap}$, from (40) we have

$$N_{aq} \left[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) \right] < -N_{ap}N_{aq}\delta^* + N_{ap}N_{aq}^+ + N_{aq}N_{ap}^+ + N_{ap}N_{aq}^- + N_{aq}N_{aq},$$

since $\sum_{i \in I_{aq}^+} \psi_i(w_{uf}) \geq 0$. Then,

$$\sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) < (1 - \delta^*)N_{ap} + N_{aq}^+ + N_{aq}^- \tag{43}.$$  

Now, we consider the other case where (39) holds. We multiply both sides of (39) also by $N_{ap}N_{aq}$. Applying similar steps as above, we can derive that

$$N_{ap} \left[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) \right] < -N_{ap}N_{aq}\delta^* + N_{aq}N_{ap}^+ + N_{ap}N_{aq}^+ + N_{aq}N_{ap}^- + N_{ap}N_{aq}^- + (N_{ap} - N_{aq}) \sum_{i \in I_{aq}^+} \psi_i(w_{uf}).$$
• If $N_{aq} \geq N_{ap}$, we can obtain
\[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) < (1 - \delta^*)N_{aq} + N_{aq}^+ + N_{aq}^- \quad (44) \]

• If $N_{aq} < N_{ap}$, we have
\[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) < N_{aq} \left( \frac{N_{ap}^-}{N_{ap}} - \delta^* \right) + N_{aq}^+ + N_{aq}^- \quad (45) \]

Combining this with (42), (43), and (44) gives
\[ \sum_{i \in I_{ap}} \psi_i(w_{uf}) + \sum_{i \in I_{aq}} \psi_i(w_{uf}) < \begin{cases} 
\mathbf{1} [N_{aq} > N_{ap}] \max \left\{ (1 - \delta^*)N_{aq} + N_{aq}^+ + N_{aq}^-, N_{ap} \left( \frac{N_{aq}^-}{N_{aq}} - \delta^* \right) + N_{ap}^+ + N_{aq}^- \right\} \\
\mathbf{1} [N_{aq} < N_{ap}] \max \left\{ (1 - \delta^*)N_{ap} + N_{ap}^+ + N_{aq}^-, N_{aq} \left( \frac{N_{ap}^-}{N_{ap}} - \delta^* \right) + N_{aq}^+ + N_{ap}^- \right\} \\
\mathbf{1} [N_{aq} = N_{ap}] \max \left\{ (1 - \delta^*)N_{aq} + N_{aq}^+ + N_{aq}^-, (1 - \delta^*)N_{ap} + N_{ap}^+ + N_{aq}^- \right\} 
\end{cases} = \mathcal{M}(p, q, \delta^*). \quad (46) \]

We summarize (46) over (\textc) unique pairs of $p, q$. Then, we can easily obtain
\[ \sum_{i=1}^{n} \psi_i(w_{uf}) < \frac{1}{c-1} \sum_{p \neq q} \mathcal{M}(p, q, \delta^*). \]

Thus,
\[ \mathcal{V}(w_{uf}) = \sum_{i=1}^{n} a_i - \sum_{i=1}^{n} b_i \psi_i(w_{uf}) \geq \sum_{i=1}^{n} a_i - \max_i b_i \sum_{i=1}^{n} \psi_i(w_{uf}) > \sum_{i=1}^{n} a_i - \frac{\max_i b_i}{c-1} \sum_{p \neq q} \mathcal{M}(p, q, \delta^*). \]

We define $\Delta^* = \sum_{i=1}^{n} a_i - \frac{\max_i b_i}{c-1} \sum_{p \neq q} \mathcal{M}(p, q, \delta^*)$. Afterwards, it directly follows that $\mathcal{V}(w_{data}) \geq \mathcal{V}(w_{uf}) > \Delta^*$ with the statistical parity notion.

Consequently, there all exists $\Delta^*$ related to $\delta^*$ for three different fairness notions such that $\mathcal{V}(w_{data}) > \Delta^*$. Because of the fact that $\mathcal{V}(w_{data}) \geq \mathcal{V}(w^*)$, we can conduct that $\mathcal{V}(w_{data}) \geq \max \{\Delta^*, \mathcal{V}(w^*)\}$. 
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Now, we have shown that in these three fairness notions, \( V(w_{\text{data}}) > \Delta^* \) and \( V(w_{\text{data}}) \geq V(w^*) \). Due to the definition of \( w^* \), we have \( SWF(w^*) \geq SWF(w_{\text{data}}) \) which leads to

\[
V(w^*) - \tilde{\rho}\delta^* \geq V(w_{\text{data}}) - \tilde{\rho}\delta_{\text{data}}
\]

where \( \delta_{\text{data}} \in [0, 1] \) is the (un)fairness level of \( w_{\text{data}} \). Combining (47) and \( V(w_{\text{data}}) > \Delta^* \), we can obtain

\[
SWF(w^*) = V(w^*) - \tilde{\rho}\delta^* > \Delta^* - \tilde{\rho}\delta_{\text{data}}.
\]

If \( \tilde{\rho} > 0 \), the right-hand side of the inequality in (48) is greater than \( \Delta^* - \tilde{\rho} \). If \( \tilde{\rho} \leq 0 \), it is greater than \( \Delta^* \). This yields the statement of the theorem.

E Supplementary Information for Experimental Study

E.1 Sepsis Mortality Prediction

E.1.1 Summary Statistics of Data Set

The MIMIC-III database contains information related to patients admitted to ICU at a large tertiary care hospital between 2001 and 2012 in the U.S. This database is publicly accessible. It includes patients’ records and information like their demographics, vital sign measurements, laboratory test results, procedures, medications, etc. The Sepsis data set is extracted from MIMIC-III. It involves a subset of MIMIC-III patients who are diagnosed with sepsis, severe sepsis, or septic shock based on the ICD-9 code suggested in Singer et al. (2016).

Table 5 displays the summary statistics of the final Sepsis data set.

| Data set | \( N \) | \( d_{\text{original}} \) | \( d \) | Sensitive feature | Positive% | Male% |
|----------|--------|----------------|-----|-----------------|-----------|------|
| Sepsis   | 2021   | 19            | 77  | Gender (binary) | 33.40%    | 53.74%|

E.1.2 Baseline Scoring Systems

In this experiment, we consider the following 5 baseline scoring systems that are widely applied for mortality prediction in medical practice:
**SAPS II:** Simplified Acute Physiology Score (Le Gall et al. 1993) is developed based on medical data from 137 ICUs of 12 countries in Europe/North America. The scoring system measures 17 variables of ICU patients and assigns different points to different variables. A regression-based model is provided to convert a total score to a mortality probability.

**LODS:** Logistic Organ Dysfunction System (Le Gall et al. 1996) uses the same database as SAPS II for model development but aims to assess the dysfunction levels of 6 human organ systems among ICU patients. The total dysfunction score ranges from 0 to 22 and can also be converted to a mortality probability by a logistic regression model.

**SOFA:** Developed through expert consensus, Sepsis-related Organ Failure Assessment (Vincent et al. 1996) measures the degree of organ failure and evaluates morbidity of septic patients. The total score ranges from 0 to 24, with 0 to 4 for each of the six organ systems. Although the score is not initially designed to predict patient survival, it has become a basic variable in many mortality prediction models due to a high correlation between organ failure and survival.

**qSOFA:** The quick SOFA (Singer et al. 2016) is a simplified and quick version of SOFA, often used at the bedside to identify patients with suspected infection who are at greater risk of bad clinical outcomes outside the ICU. It only consists of three criteria (1 point for each) about blood pressure, respiratory rate, and central nervous system status. A score ≥ 2 is usually considered a sepsis case and is associated with at least a threefold increase in in-hospital mortality.

**SIRS:** Systemic Inflammatory Response Syndrome (Bone et al. 1992) is actually not a scoring system specifically designed for sepsis mortality, but we include it in our experiments as it forms an essential part of the initial definition of sepsis: a host’s systemic inflammatory response syndrome to infection. The manifestation by two or more of the four conditions of SIRS is considered to be a SIRS case. We manually assign 1 point to each condition and assume a score of > 3 to be a positive case.

The above scoring systems have been widely used by medical centers and researchers worldwide (Arabi et al. 2003). All the systems can be used at ICU admission or 24 hrs after admission for evaluation of the severity of sickness and for mortality prediction. In general, higher scores indicate more severe health conditions and hence a higher risk of mortality. We assume a risk probability greater than 0.5 to be at a high mortality risk for prediction models such as SAPS II and LODS.
Similarly, we consider a cutoff score greater than 12, 2, and 3 to be at a high mortality risk for SOFA, qSOFA, and SIRS, respectively.

### E.1.3 Social Welfare Maximization

Table 6 represents the complete results of scoring systems both on training and test sets. All results on these sets suggest that our methods can achieve the optimal social welfare compared to baseline scoring systems.

| Dataset | Fairness | $\bar{\rho}$ | Baselines | Ours |
|---------|----------|--------------|-----------|------|
|         | Notions  |             | SAPS II   | LODS | SOFA | qSOFA | SIRS | FASS | FASS7 |
| Training set | | | | | | | | | |
| Sepsis  | SP 5   | 0.7024 | 0.5904 | 0.5540 | 0.3805 | 0.5015 | **0.7124** | 0.7060 |
|         | EO 0.2 | 0.7269 | 0.7217 | 0.7158 | 0.6167 | 0.5355 | **0.7665** | 0.7507 |
|         | OMR 5  | 0.6298 | 0.6601 | 0.6400 | 0.5871 | 0.3281 | **0.7442** | 0.7339 |
| Test set | | | | | | | | | |
| Sepsis  | SP 5   | 0.6761 | 0.5368 | 0.5638 | 0.5089 | 0.4520 | **0.6916** | 0.6869 |
|         | EO 0.2 | 0.7102 | 0.7198 | 0.7096 | 0.6278 | 0.5373 | **0.7550** | 0.7472 |
|         | OMR 5  | 0.5768 | 0.6393 | 0.5787 | 0.5509 | 0.4022 | **0.7405** | 0.7223 |

Note: *Statistical parity* is denoted by SP, *equality of opportunity* by EO, and *equal overall misclassification rate* by OMR. The optimal values are highted in bold.

### E.1.4 Interpretability of Scorecard

In medical applications, for example, the following statement of Than et al. (2014) describes the importance of sensibility\(^3\) of produced models:

> "An important consideration during development is the clinical sensibility of the resulting prediction rule [...] Evaluation of sensibility requires judgment rather than statistical methods. A sensible rule is easy to use, and has content and face validities. Prediction rules are unlikely to be applied in practice if they are not considered sensible by the end-user, even if they are accurate."

Thus, it is necessary for the scorecard to be interpretable and reasonable for medical applications. As shown in the main manuscript, the developed EO scorecard identified several risk factors

---

\(^3\)As mentioned in Than et al. (2014), “sensibility” refers to whether a prediction rule is both clinically reasonable and easy to use.
that have been recognized by medical research, which provides clinical sensibility. For example, it identifies FiO2 (Fraction of inspired oxygen) with cut-off values at around 0.8. This is consistent with the findings in Dahl et al. (2015) that the relative risk of mortality is 2.1 in patients with an average FiO2 ≥ 0.80 as compared to patients with an average FiO2 ≤ 0.40. Moreover, it also points out the risk factors, like GCS (Glasgow Coma Scale) at 9. GCS reflects a patient’s degree of disturbance of consciousness. A GCS below 9 is well-acknowledged as severe disturbance and is associated with higher death risk (Kurowski et al. 2016). Other risk factors like age at 80, and potassium at 4.25 also play roles in the scorecard, and their effect on the prediction of ICU mortality has been demonstrated in Gogos et al. (2003), Solinger and Rothman (2013), and Martin-Loeches et al. (2019).

In addition, the EO scorecard identifies multiple cut-off values associated with variables, which are not yet recognized in the literature. Examples include GCS at 5 and 7, bilirubin at 2.3 and 7.3, and pH.art at 7.2. This may help reveal possible and complicated interactions between these sepsis-related variables. The interaction between GCS and bilirubin, as suggested in the fifth rule in our EO scorecard, may affect the risk thresholds of both variables. Recent evidence like Wang et al. (2020) argues that the level of bilirubin correlates with mortality in patients with traumatic brain injury who always have lower GCS. Further, Sedlak and Snyder (2004) and Marconi et al. (2018) point out that a high bilirubin level sometimes confers various health benefits due to its antioxidant activity. For pH.art, the study of Kraut and Madias (2010) suggests that metabolic acidosis might be beneficial for oxygen delivery and metabolism, and thus a slight upward adjustment of pH cut-off from 7.1 to 7.2 may not always be harmful, which is also shown in the fourth rule of the EO scorecard.

The complete scorecards for all fairness metrics are displayed in Figure 7. Similar to the EO scorecard, the SP and OMR scorecards also identify several sensible risk factors. All of these results indicate that the developed scorecards can capture sensible risk-predictive rules. Furthermore, they help in revealing the complexity of sepsis by discovering promising interactions between these variables, which may give insights to further medical research and decision-making.

E.2 UCI Numerical Experiments

This section shows the detailed information and complete experimental results on UCI data sets.

E.2.1 Data Processing and Summary Statistics

Because Adult and German data sets are imbalanced (the positive rate in the raw data is 24% for the Adult data set and 30% for the German data set), some sampling methods in imbalanced learning are applied to eliminate an impact on the results. We used random undersampling on the
Adult data set and SMOTENC (Chawla et al. 2002) on the German data set to create balanced data sets for the purpose of comparing the relative performance between classifiers. The summary statistics of final data sets are shown in Table 7, where gender (with feature values: male and female) is used as a sensitive feature.

| PREDICT +1 IF SCORE > 0 | Factors | Scores | Patient’s score |
|-------------------------|---------|--------|-----------------|
| 1. creatine > 1.2       | 5 points| ---    |
|                         | sbp ≤ 99|        |
|                         | Creatln ≤ 58|  |
| 2. GCS ≤ 9             | 5 points| ---    |
|                         | Fio2 > 0.65|  |
| 3. pHart ≤ 7.2         | 5 points| ---    |
|                         | age > 51  |        |
| 4. potassium_serum ≤ 4.25| -2 points| --- |
|                         | bilirubin ≤ 7.3 |    |
|                         | Gcs > 9   |        |
| 5. hematocrit > 24.5   | -3 Points| ---    |
|                         | age ≤ 61  |        |
|                         | Fio2 ≤ 0.8|  |
| 6. bilirubin ≤ 7.2     | -5 points| ---    |
|                         | Gcs > 5   |        |
| 7. potassium_serum > 4.1| -9 points| ---  |
|                         | sbp > 94  |        |
|                         | MAP > 42  |        |

ADD POINTS FROM ROWS 1-7 TOTAL SCORE =

(a) Statistical Parity

(b) Equality of Opportunity

Figure 7: Scorecards developed by FASS7 for Sepsis prediction.

Note: The training welfare of the SP scorecard and EO scorecard is 0.6896 and 0.7466, respectively. The scorecard derived for equal OMR achieves a training welfare of 0.7277.

E.2.2 Social Welfare Maximization

We provide the total social welfare of all methods on training and test sets in Table 8. The complete results of the data utility and fairness utility on Adult and German data sets are displayed in Figures.
Table 7: Summary of real UCI data sets

| Data set | $N_{original}$ | $d_{original}$ | $N$ | $d$ | Male% | Sensitive feature |
|----------|----------------|----------------|-----|-----|-------|-------------------|
| Adult    | 48,842         | 14             | 2,000 | 36 | 72.8% | Gender (binary)   |
| German   | 1,000          | 20             | 3,000 | 65 | 68.1% |

8 and 9, respectively. These results verify again the effectiveness of the proposed method.

Table 8: The average values of total social welfare for all methods on UCI data sets.

| Dataset | Fairness | $\bar{\rho}$ | Baselines | Ours |
|---------|----------|--------------|-----------|------|
|         | notions  | Ridge | Lasso | Elasticnet | SVM | Huberized SVM | SLIM | FASS |
| Training set |          |       |       |             |     |               |      |      |
| Adult    | SP       | 0.2   | 0.7296 | 0.7299 | 0.7290 | 0.7190 | 0.7127 | 0.7384 | **0.7626** |
|          | EO       | 0.5   | 0.7036 | 0.7018 | 0.7005 | 0.6944 | 0.6686 | 0.7357 | **0.7959** |
|          | OMR      | 0.5   | 0.7747 | 0.7728 | 0.7754 | 0.7604 | 0.7594 | 0.7684 | **0.7938** |
| Test set | SP       | 0.2   | 0.7082 | 0.7070 | 0.7092 | 0.7030 | 0.6968 | 0.7020 | **0.7468** |
|          | EO       | 0.5   | 0.6698 | 0.6643 | 0.6682 | 0.6791 | 0.6479 | 0.6973 | **0.7821** |
|          | OMR      | 0.5   | 0.7499 | 0.7532 | 0.7521 | 0.7345 | 0.7412 | 0.7430 | **0.7707** |
| Training set |          |       |       |             |     |               |      |      |
| German   | SP       | 0.2   | 0.7961 | 0.7998 | 0.7996 | 0.7938 | 0.7938 | 0.7902 | **0.8105** |
|          | EO       | 5     | 0.6818 | 0.6915 | 0.6845 | 0.6835 | 0.6904 | 0.6824 | **0.7604** |
|          | OMR      | 5     | 0.6721 | 0.6875 | 0.6825 | 0.6818 | 0.6705 | 0.6680 | **0.7591** |
| Test set | SP       | 0.2   | 0.7886 | 0.7938 | 0.7965 | 0.7872 | 0.7876 | 0.7801 | **0.8089** |
|          | EO       | 5     | 0.5980 | 0.6004 | 0.6009 | 0.6061 | 0.5994 | 0.4537 | **0.6659** |
|          | OMR      | 5     | 0.6389 | 0.6565 | 0.6318 | 0.6534 | 0.6350 | 0.6057 | **0.7240** |

Note: statistical parity is denoted by SP, equality of opportunity by EO, and equal overall misclassification rate by OMR. The optimal values are highted in bold.
Figure 8: Data utility and fairness utility with different fairness measures on Adult data set.
In the previous experiments, we set $a_i = b_i = 1$ for all $i = 1, \ldots, n$ for simplicity. This implicitly assumes all types of misclassification errors cost equally since $b_i$ is same for all individuals. However, in some real applications such as credit evaluation, the costs of different types of classification errors may be not equal. In these situations, decision-makers may would like to take the varying costs associated with misclassifying examples into considerations. Therefore, in the following experiments, we take the German credit data set as an example to verify the performance of the proposed method with the cost-sensitive setting. Here, we focus on the case where the misclassification cost depends only on the class of an individual. For simplicity, we assume the cost of false negative is higher than false positive, and the ratio between two costs is set arbitrarily as $C_{FN} : C_{FP} = 4 : 1$. 

Figure 9: Data utility and fairness utility with different fairness measures on German data set.
In other words, for $\forall i \in I^+ = \{ i \in \{1, 2, \ldots, n\} | y_i = 1 \}$ and $\forall j \in I^- = \{ i \in \{1, 2, \ldots, n\} | y_i = 0 \}$, we have $b_i : b_j = 4 : 1$. We restrict ourselves to $b_i + b_j = 2$ without loss of generality. In addition, several cost-sensitive baseline classifiers\(^1\) are also introduced for comparison.

Tables 9 and 10 shows the average values of total social welfare for all methods on *German* data set while considering cost-sensitivity. These results verify again that the proposed method still achieves the optimal social welfare for cost-sensitive classification.

Table 9: The average values of total social welfare for all methods on *German* data set while considering cost-sensitivity.

| Fairness | $\bar{\rho}$ | Baselines | Ours |
|----------|--------------|-----------|------|
|          |              | Ridge     | Lasso | Elasticnet | SVM | Huberized SVM | SLIM | FASS |
| Training set | | | | | | | | |
| SP       | 0.2          | 0.8228    | 0.8180 | 0.8192    | 0.8393 | 0.8226 | 0.8047 | 0.8868 |
| EO       | 5            | 0.6988    | 0.7108 | 0.7038    | 0.7194 | 0.6557 | 0.7023 | 0.8780 |
| OMR      | 5            | 0.7177    | 0.7036 | 0.7295    | 0.7561 | 0.6864 | 0.7155 | 0.8121 |
| Test set | | | | | | | | |
| SP       | 0.2          | 0.8133    | 0.8116 | 0.8252    | 0.8328 | 0.8271 | 0.7952 | 0.8715 |
| EO       | 5            | 0.6265    | 0.6103 | 0.6103    | 0.6327 | 0.6690 | 0.4850 | 0.8483 |
| OMR      | 5            | 0.6760    | 0.7654 | 0.6380    | 0.6728 | 0.7175 | 0.6137 | 0.7964 |

*Note: statistical parity is denoted by SP, equality of opportunity by EO, and equal overall misclassification rate by OMR. The optimal values are highted in bold.*

E.2.3 Impact of Average Preference for Fairness

The trade-offs between accuracy and fairness with different average preference for fairness on *Adult* and *German* data sets are represented in Figures 10 and 11, respectively.

E.2.4 Classification Model for Specified $\delta$

Finally, we consider a simplified case where the fairness level $\delta^s$ is specified in advance, as discussed previously in Section C.1. In this situation, the data utility maximizing scoring system which satisfies the given fairness level is developed. Tables 11 and 12 provide the data utility and (un)fairness level on training and test sets when the maximal unfairness level is pre-specified on two data sets.

\(^1\)We extend the baselines used in Subsection 7.2.1 to their cost-sensitive versions by applying the sample-based weighting method proposed in *Yang et al. (2021).*
Table 10: The average values of total social welfare for all cost-sensitive classifiers on German data set while considering cost-sensitivity.

| Fairness Notions | \( \rho \) | Baselines | Ours |
|------------------|-----------|-----------|------|
| \( \text{Fairness} \bar{\rho} \) | \( \text{Ridge}_{CS} \) | \( \text{Lasso}_{CS} \) | \( \text{Elasticnet}_{CS} \) | \( \text{SVM}_{CS} \) | \( \text{Huberized SVM}_{CS} \) | \( \text{FASS} \) |
| Training set     |
| SP 0.2           | 0.8640    | 0.8641    | 0.8656 | 0.8522 | 0.8387 | \textbf{0.8868} |
| EO 5             | 0.7996    | 0.8084    | 0.8020 | 0.7789 | 0.7518 | \textbf{0.8780} |
| OMR 5            | 0.8034    | 0.7809    | 0.7740 | 0.7972 | 0.7808 | \textbf{0.8121} |
| Test set         |
| SP 0.2           | 0.8621    | 0.8608    | 0.8625 | 0.8521 | 0.8316 | \textbf{0.8715} |
| EO 5             | 0.7750    | 0.7785    | 0.7749 | 0.7290 | 0.7201 | \textbf{0.8483} |
| OMR 5            | 0.7181    | 0.7340    | 0.7024 | 0.7554 | 0.7387 | \textbf{0.7964} |

Note: \textit{statistical parity} is denoted by SP, \textit{equality of opportunity} by EO, and \textit{equal overall misclassification rate} by OMR. The optimal values are highted in bold.

Figure 10: Trade-offs between accuracy and fairness on Adult data set in a randomly selected run.
Figure 11: Trade-offs between accuracy and fairness on German data set in a randomly selected run.

Table 11: The average values of data utility and fairness level for all methods on Adult data set with $\delta^s = 0.05$.

| Metric | Baselines | Ours |
|--------|-----------|------|
|        | Ridge | Lasso | Elasticnet | SVM | Huberized SVM | SLIM | FASS-EO | FASS-OMR | FASS-SP |
| Training set | Data utility | 0.8149 | 0.8129 | 0.8141 | 0.8020 | 0.8040 | 0.8114 | 0.7986 | 0.7996 | 0.7681 |
|        | EO level | 0.1976 | 0.2139 | 0.2042 | 0.2106 | 0.2458 | 0.1444 | 0.0389 |
|        | OMR level | 0.0715 | 0.0684 | 0.0703 | 0.0925 | 0.0815 | 0.0740 | 0.0440 |
|        | SP level | 0.4033 | 0.4098 | 0.4065 | 0.4548 | 0.4615 | 0.3724 | 0.0414 |
| Test set | Data utility | 0.8067 | 0.8050 | 0.8047 | 0.7866 | 0.7876 | 0.7930 | 0.7927 | 0.7880 | 0.7593 |
|        | EO level | 0.1897 | 0.1897 | 0.1941 | 0.1956 | 0.2180 | 0.1210 | 0.0495 |
|        | OMR level | 0.0828 | 0.0817 | 0.0822 | 0.1086 | 0.1073 | 0.0966 | 0.0599 |
|        | SP level | 0.4259 | 0.4258 | 0.4278 | 0.4771 | 0.4872 | 0.3959 | 0.0783 |

Note: Statistical parity is denoted by SP, equality of opportunity by EO, and equal overall misclassification rate by OMR. The optimal values are highlighted in bold.
In the Adult data set, we first experiment with baseline classifiers. As shown in Table 11, all baselines lead to similar performance on overall data utility (around 0.8) on test set. However, these classifiers result in highly disparate impact and disparate mistreatment for male and female groups. Specifically, the disparate impact is exceptionally high since the minimum SP level between the two groups, achieved by SLIM, is 0.3959 on test set. Moreover, the disparate mistreatment based on EO is also significant since the minimum EO fairness level, again by SLIM, is 0.5037 on test set. In comparison, the disparate mistreatment based on OMR is relatively milder, where the best level is 0.1210 using Lasso. To harness these disparities, we set $\delta^s = 0.05$ and develop FASS scoring systems with different fairness metrics. Results show that our models only sacrifice a small degree of data utility to remedy the disparities. As shown in Table 11, our systems strictly limit the unfairness level to less than 0.05 on the training set and significantly reduce the disparity levels on the test set. For example, FASS-EO decreases disparate mistreatment based on EO to 0.0495 on test set while maintaining high accuracy close to the baselines (it even outperforms two SVMs on accuracy, besides decreasing unfairness level).

For the German data, the phenomenon of disparity is less severe compared to the Adult data, thus $\delta^s$ is set as 0.01 in this scenario. As shown in Table 12, the disparate impact, again, is the most significant since the minimum SP rate difference of baselines is 0.1115 by SLIM on test sets. However, our approach can limit this value to 0.0076 < 0.01 on the training set and reduce it to 0.0334 on the test set while guaranteeing a competitive accuracy. In contrast to the disparate impact, the disparate mistreatment issue is less of a concern on German data, and our framework
still outperforms the baselines on fairness levels for both EO and OMR metrics.

The details regarding disparities between the two groups on Adult and German data sets are presented in Figures 12 and 13, respectively. As can be seen from these figures, the rate gap between the two groups is substantially narrowed in our framework compared to baselines, and thus our scoring system achieves a better fairness level with all fairness measures.

Overall, the experimental results on UCI data sets demonstrate the effectiveness of the proposed methods when the maximal fairness level is specified in advance. In this case, our approach can achieve a better fairness level for all fairness metrics compared to baselines, with only a moderate loss in data utility (accuracy).

Figure 12: Illustration of disparities for male and female subgroups on Adult data set.
Figure 13: Illustration of disparities for male and female subgroups on German data set.
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