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Abstract—This paper focuses on the detection of Parkinson’s disease based on the analysis of a patient’s gait. The growing popularity and success of Transformer networks in natural language processing and image recognition motivated us to develop a novel method for this problem based on an automatic features extraction via Transformers. The use of Transformers in 1D signals is not really widespread yet, but we show in this paper that they are effective in extracting relevant features from 1D signals. As Transformers require a lot of memory, we decoupled temporal and spatial information to make the model smaller. Our architecture used temporal Transformers, dimension reduction layers to reduce the dimension of the data, a spatial Transformer, two fully connected layers and an output layer for the final prediction. Our model outperforms the current state-of-the-art algorithm with 95.2% accuracy in distinguishing a Parkinsonian patient from a healthy one on the Physionet dataset. A key learning from this work is that Transformers allow for greater stability in results. The source code and pre-trained models are released in https://github.com/DucMinhDimitriNguyen 1.

I. INTRODUCTION

Parkinson’s disease (PD) affects between 12 and 15 in every 100 000 inhabitants, making it the second most common neurological disorder after Alzheimer’s disease [1]. Age is the main factor explaining the onset of the disease: its prevalence in industrialized countries among the people over 60 reaches 1% [2]. This disease reduces not only the life expectancy of patients [2], but is also an economic burden for society [3]. Currently, there is no remedy to cure people suffering from PD. An early detection of the first symptoms of the disease allows the administration of drugs to mitigate the long-term effects. However, diagnosing PD is a complex task due to inter-individual variability, leading to false diagnoses resulting from a lack of knowledge or subjective errors by physicians.

This disease is caused by a lack of dopamine, a chemical messenger in the brain, causing motor and non-motor symptoms. Among the former, static tremors, rigidity, slowness of movement and postural instability are usually observed in patients. Non-motor symptoms are also described such as sleep disorder, speech disturbance and a loss of smell [3].

Recently, some researchers have been developing automatic methods to diagnose PD. As impaired gait is one of the most common characteristic of PD, gait analysis is a non-invasive and inexpensive method to detect the disease. A Parkinsonian gait is distinguished by smaller steps, a slower gait cycle, a longer stance phase, and a flat foot strike instead of a toe-to-heel strike [4]. The methods developed are either based on 1) hand-crafted features, such as stance time, swing time, speed, step length or stride length [5], combined with classical machine learning methods, such as support vector machines, decision trees or k-nearest neighbors, or 2) based on end-to-end learning methods, such as deep neural networks. Indeed, since the breakthrough results of artificial neural networks in vision [6], deep learning has gradually been adapted to other fields such as natural language processing. The Transformer architecture [7], which was originally developed for textual data, was then adapted for vision tasks [8], [9]. It is an encoder-decoder framework where the inputs are one sequence of data and the outputs another sequence. This model is also based on an attention mechanism, that allows to consider the influence of each part of the sequence.

In this paper, we tackle the problem of PD detection using gait. This can be achieved with the help of foot sensors. To do so, 18 1-dimensional signals are collected from the walk of a patient. These signal vectors represent the vertical ground reaction force (VGRF) in function of the time captured by 18 foot sensors. 1D signals are first divided into segments. Then, our deep learning model, based on Transformers, classifies those segments into the corresponding category (Parkinsonian or non Parkinsonian). Finally, we perform a majority voting using all the segments of a walk to determine whether the patient should be classified as Parkinsonian or not.

The main methodological novelty brought by our model comes from the use of Transformers as features extractors. Only the encoder part of the traditional Transformers used in natural language is used. The idea is that we can use this encoder to represent useful information, by exploiting their abilities to capture temporal and spatial dependencies. To limit the complexity, our model first uses a Transformer encoder to capture temporal dependencies, and then a second encoder to learn spatial dependencies between all foot sensors.

To summarize, our main contributions are as follows:
• we present a new method to detect Parkinson’s disease with a Transformer-based algorithm, that first applies

1Code and pretrained models will be published on Github upon paper acceptance.
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temporal attention on separate sensor signals, followed by spatial attention to build multisensor spatio-temporal gait features;

- our method is competitive and more stable compared to state-of-the-art works, with an accuracy of 95.2% on the PhysioNet dataset and a lower variance with respect to recent methods.

II. RELATED WORK

As Parkinson’s disease has numerous symptoms, several methodologies have been developed to detect it. For example, patients are requested to draw spirals on a graphic tablet with a digital pen [10], [11]. We can also mention the analysis of the speech to detect symptoms of PD [12], [13], [14].

In our work, we focus on PD detection from gait data, which consists of vertical ground reaction force (VGRF) signals captured using foot sensors. In this context, Ertugrul et al. [15] proposed an algorithm based on shifted 1D local binary patterns (1D-LBP) and machine learning classifiers. They used 18 VGRF input signals coming from foot sensors of Parkinson’s patients and control subjects. For each signal, they applied shifted 1D-LBP to construct 18 histograms of the 1D-LBP patterns, from which they extracted statistical features, such as entropy, energy and correlation. Finally, they concatenated the features from all the 18 histograms and used various supervised classifiers, such as random forest and multi-layer perceptron (MLP) to classify feature vectors. Balaji et al. [5] extracted statistical and kinematic features such as swing time, swing stance ratio, cadence, speed or step length. They fed these hand-crafted features into several machine learning techniques such as a decision tree, a support vector machine, an ensemble classifier and a Bayes classifier to assess the severity of the disease. Zhao et al. [16] used an ensemble k-nearest neighbor on hand-crafted features to predict the severity of PD.

Since the revolution of deep learning in 2012, end-to-end learning algorithms have been used to detect PD. A comprehensive review on the use of neural networks for the detection of PD is available in the work of Alzubaidi et al. [17]. Aversano et al. [18] employed a deep neural network directly on the data coming from the sensors. El Maachi et al. [19] presented a deep 1D convolutional neural network (1D-Convnet) for the Parkinson’s disease detection and severity prediction from gait. Their model processed the 18 1D signals coming from foot sensors measuring the vertical ground reaction force. The first part of the network consists of 18 parallel 1D-Convnet to process each 1D signal. The second part is a fully connected network that connects the concatenated outputs of the 1D-Convnets to obtain a final classification. The model that will be presented in this paper was inspired by this last work, which currently holds the state-of-the-art (SOTA) accuracy in the classification of Parkinsonian patients based on gait analysis.

2D-Convnet-based models were developed by Hoang et al. [20] by concatenating all signals into a two-dimensional image. Next, they used a 2D-Convnet to extract features from the image, which were then reshaped into a one-dimensional vector. A 1D-Convnet was finally used to capture the temporal effect for each segment of the walk. Pretrained 2D-Convnets were used in the work of Setiawan and Lin [21]. They converted the signal from 16 sensors into a spectogram image, which is a visualization commonly used to depict audio signals. Then, they used pre-trained models such as AlexNet, ResNet and GoogLeNet to assess the severity of the disease.

Convnets were also combined with Long-Short-Term Memory (LSTM) [22], a recurrent neural network architecture to extract features from the temporal and spatial domains. Zhao et al. [23] used a deep learning algorithm to detect Parkinson’s disease. Their model was composed of a network to analyze the spatial distribution of forces with a 2D-Convnet and a second network to analyze the temporal distribution with a recurrent neural network. These two layers worked in parallel. The final classification was decided by the average of both output channels. Then, Xia et al. [24] improved the architecture by differentiating the left gait from the right with an attention-enhanced LSTM. After extracting representation with a 2D-Convnet, they constructed robust features for both feet. In addition to the network change, input sequences were based on a gait cycle instead of extracting segments of walk.

Previous works used recurrent neural networks, convolutional neural networks and other architectures that are now slowly being replaced by Transformers in different kinds of applications, such as image recognition as demonstrated in [8]. Indeed, a Transformer encoder relies on an attention mechanism to weight the representations from each element of a sequence. These representations are then fused with a fully connected layer. The idea of this paper is to capitalize on the ability of Transformers to capture signal dependencies to improve the feature extraction part of the algorithm. By doing so, we show that we outperform the current state-of-the-art method [19].

III. PROPOSED TRANSFORMER MODEL

Our proposed model is illustrated in figure 1. It is composed of two main parts: 1) a feature extractor made of Transformers (Temporal Transformer encoder, FC-0, Spatial Transformer encoder), and 2) a classifier made of two fully connected layers and an output layer (FC-1, FC-2, Output). The first part is where we are contributing, by introducing a novel feature extractor using Transformers. The second part corresponds to fully connected layers using the features extracted as input, to output the final classification.

The idea behind the automatic feature extractor comes from two key observations. Firstly, through several experiments, we observed that temporal and spatial dependencies are important for the model to correctly classify the patient. Indeed, the Transformers can be used to capture temporal dependencies of each sensor, which correspond to the link between two values of a vector separated by a certain amount of time. Furthermore, the Transformers can also be used to capture the spatial dependencies between each set of vectors coming from the 18-foot sensors. Each foot sensor is placed in a different position on the foot, which can be useful information for the algorithm.
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Secondly, Transformers are very memory consuming. To make
our method more easily applicable and smaller, we decided
to use the Transformers in two stages to capture temporal
dependencies at first, and then to capture spatial dependencies,
instead of capturing both with a single Transformer. Therefore,
after capturing temporal dependencies, a dimension reduction
is performed using a fully connected layer. This allowed us
to then use a Transformer with less data to capture of the
spatial dependencies. The proposed method is detailed in the
following subsections.

A. Data preprocessing

In order to have more data, each walk is divided into smaller
segments of 100 time steps with 50% overlap (the final dataset
contains 64468 segments) as illustrated in figure 2. In addition
to providing more data, this segmentation of the walks allows
us to keep our model small, as temporal Transformers have
fewer parameters. Furthermore, this allows us to classify each
walk using the combined classification of each segment.

The 100-time step has been chosen in a manner that enough
information is stored in each segment, while keeping the
vectors small enough, so that the Transformers can still be
used. Indeed, too large vectors cannot be used due to the
memory limitation.

B. Temporal Transformer encoders

Each temporal Transformer encoder block is composed of a
multi-head attention and a feed forward network as proposed
in BERT [7] for natural language processing. One subtlety
resides in the choice of the positional encoding. Because
Transformers do not have a mechanism to take into account
the ordering of a sequence, we have to add to the input data a
positional encoding that can encode this ordering, as suggested
in [7].

Multiple positional encoding scheme are possible (learned
and fixed) as shown in [25]. Here, we chose a fixed one with
constant step in between the different positional encoding.
This is because in our case, we separated the vectors in a fix
and constant way. Each vector contains 100 elements. Unlike in natural language processing where a sentence may have various lengths, here the length of our Transformer input is known and fixed, allowing us to use the positional encoding described below. Our choice is inspired by what has been done in image recognition in [8].

The first 18 Transformers used to capture the temporal dependencies utilize the same sequence of number going from 0 to the size the vector (100 in our case) as the positional encoding. The positional encoding has been normalized (no element is exceeding 1) in order to not mask all the information present in the original vector when adding the positional encoding to it. The top part of figure 3 illustrates how this has been implemented.

The value of this constant is between 0 and 17, normalized depending on the foot sensors the vector comes from. The bottom part of figure 3 shows an example of how it has been implemented.

### D. Walk classification

After encoding spatial dependencies, features are passed through two fully connected layers and the output layer for classification. Each segment will be classified and at the end, a majority vote will be performed to determine if the patient is Parkinsonian or not.

### IV. Experiments

#### A. Implementation details

Table I gives the hyperparameters of our proposed method. In table I, the number of blocks represents the number of encoder blocks for the Transformers. The multi-head attention has been used with an embedding dimension of 100 and 180, respectively for the temporal and spatial Transformer encoders. The concatenated layer represents the concatenation of the 18 vectors coming from the foot sensor, each being of size 10 due to the dimension reduction.

Every fully connected layer has been used with the Selu activation function (scaled exponential linear units) [26] except for the output where we have used a sigmoid activation function. Note that we obtained slightly better results when using Selu instead of Relu as the activation function. The learning rate used is 0.001. 100 epochs has been used with an early stopping. The early stopping has been monitored using the validation loss with a minimum change of 0.01 in the monitored quantity to qualify as an improvement. Furthermore, 20 epochs with no improvement will stop the training. The batch size used is 110.

#### B. Dataset and evaluation metrics

We used the public dataset collected by Physionet [27] 2, which includes data reported by Frenkel-Toledo et al. [28], [29], Yogev et al. [30] and Hausdorff et al. [31]. In this dataset, PD patients and healthy controls are requested to walk with sensors tied to their shoes during two minutes as they walked at their usual, self-selected pace (from [29] and [31]). Furthermore, measures (from [30]) recorded as subjects performed a second task while walking is also included in the dataset. In total, 306 walks have been recorded from 166 individuals. In fact, 93 (56%) of the subjects are PD patients and 73 (44%) healthy ones while 214 (70%) of the recorded walks are Parkinsonian and 92 (30%) control walks. Because of the larger number of experiments performed on PD patients, more data have been collected for those type of patients resulting in an unbalanced dataset (70% Parkinson walk and 30% control walks). For each walk, 18 time series signals are available: 16 (8x2) VGRF recorded from 8 sensors on each foot and 2 total VGRFs under each foot. Table II contains some demographic statistics about the PD patients.

2https://physionet.org/content/gaitpdb/1.0.0/
and the healthy group and table III contains some information about the Parkinsonian walks and the control walks.

### Table I
VALUES OF THE HYPERPARAMETERS

|                         | nb blocks | Layer type       | nb units | Dropout |
|-------------------------|-----------|------------------|----------|---------|
| Temporal Transformer x18| 2         | Normalization    |          |         |
|                         |           | Multi-head attention | 2        |         |
|                         |           | Normalization    |          |         |
| Stack temporal Transformer | -    | FC-0             | 10       | 0.1     |
| Spatial Transformer     | 2         | Normalization    |          |         |
|                         |           | Multi-head attention | 2        |         |
|                         |           | Normalization    |          |         |
| FC                      | -         | FC-1             | 100      | 0.1     |
|                         |           | FC-2             | 20       | 0.1     |
|                         |           | Output           | 1        |         |

To assess the model, we used cross validation with 10 folds, the same folds as in [19]. Each Parkinson and control groups have been divided into 10 folds at the subject level to keep the same dataset balance (70% Parkinson and 30% control) for each fold. The division of each walk into smaller segments (100 time step with 50% overlap) has been done inside each fold. Each segment was labeled with the subject category for the training. The model was trained to classify these segments and the final result is obtained through a majority vote.

The control group is identified as the negative (N) group and the Parkinson group is the positive (P) group. Three metrics are used to measure the performance of our model:

\[
Se = \frac{TP}{TP + FN} \tag{1}
\]

\[
Sp = \frac{TN}{TN + FP} \tag{2}
\]

\[
Acc = \frac{TP + TN}{TP + TN + FP + FN} \tag{3}
\]

Where:
- \( Se \) is the sensitivity;
- \( Sp \) is the specificity;
- \( Acc \) is the accuracy;
- \( TP \) (\( TN \)) the number of true positive (negative);
- \( FP \) (\( FN \)) the number of false positive (negative).

### Table II
STATISTICS ABOUT THE PATIENTS OF THE PHYSIONET DATASET

| Groups   | Total subjects | Gender | Age (years) |
|----------|----------------|--------|-------------|
|          |                | Male   | Female      | -50 | 50-70 | +70 | Range |
| PD patients | 93          | 58     | 55          | 1   | 59    | 33  | 36-84 |
| Healthy   | 73           | 40     | 33          | 1   | 56    | 16  | 20-77 |

### Table III
NUMBER OF WALKS OF THE PHYSIONET DATASET FOR EACH STUDIES THEY ARE ORIGINATED FROM

| Groups   | Total walks | Normal walk | Dual task walk |
|----------|-------------|-------------|----------------|
|          | [29]        | [31]        | [30]           |
| Parkinson walk | 214        | 35          | 104            |
| Control walk    | 92         | 29          | 25             |

To have more insights to understand the results, let us recall that the results obtained here come from a majority vote. Indeed, our model was trained to classify the segments of a walk. In fact, the accuracy obtained for the classification of the 64468 segments is 89%. The majority vote allowed us to have a final accuracy of 95.2% for the classification of a patient based on his/her entire walk. Hence, we can assume that the 11% of misclassified segments are distributed across the patients and not concentrated on a specific
walk. However, we can notice that the specificity is lower than the sensitivity. We can conclude that the majority of the misclassified segments comes from a control walk that has been detected as a Parkinsonian walk (false positive). In fact, certain healthy patients could have an atypical walk that looks like a Parkinsonian walk, which is misclassified by our algorithm. For this to happen, more than 50% of the segments of that walk should be misclassified, resulting in a lower specificity. Note that this difficulty seems to be consistent across all the different SOTA methods. This could be explained by the fact that the dataset is not very large.

Nevertheless, the sensitivity is very high, meaning that Parkinsonian patients are nearly always well detected.

E. Ablation study

By removing elements of the final architecture, we can see how different elements of our model help to improve the final accuracy. Different models have been studied based on this principle. Table V shows how each component of our model perform compared to the final architecture chosen. In model A, we removed all the temporal Transformers and replaced them by 1 dimensional convolutional networks. We also removed the dimension reduction layers (FC-0) and the spatial transformer. The second part (green part in figure 1) remains the same. In model B, we removed the dimension reduction layers (FC-0) and the spatial transformer. The temporal transformers and the second part of the architecture remain identical. In model C, we replaced the whole feature extractor by a single spatio-temporal Transformer that is now fed with the 18 I2D signals simultaneously. The second part of the architecture is the same. Because of memory limitations we had to use smaller vector size in this case (vector of 50 elements, that is, the spatio-temporal Transformer is fed with a matrix of 18×50 elements).

Finally, the final model corresponds to the one discussed in this article and presented in figure 1.

| TABLE V PERFORMANCE OBTAINED IN THE ABLATION STUDY. BOLDFACE INDICATES BEST RESULTS. |
|-----------------------------------------------|
| Model | Se ± SD% | Sp ± SD% | Acc ± SD% |
|-------|----------|----------|-----------|
| Model A | 97.0 ± 4.0 | 88.5 ± 11.3 | 94.5 ± 5.2 |
| Model B | 95.8 ± 4.0 | 81.3 ± 10.75 | 91.4 ± 4.4 |
| Model C | 90.6 ± 4.7 | 81.3 ± 18.6 | 92.0 ± 8.6 |
| Final model | **98.1 ± 3.2** | **86.8 ± 8.2** | **95.2 ± 2.3** |

As we can observe, using the temporal Transformers (model B) instead of the 1-dimensional convolutional networks (model A) helps to decrease the standard deviation. However, the results are not as good as our final model, since spatial dependencies are not captured. By only exploiting one spatio-temporal Transformer (model C), the final accuracy obtained is slightly better than what we obtained with model B, but because of the large number of parameters necessary to attend on signal elements, only shorter time windows can be analyzed, which may not allow to capture well the information about the gait. Our combination of two Transformers allows to capture better gait information, while at the same time keeping memory demand reasonable. This was also observed in the context of video understanding by Bertasius et al. [32] where it was shown that separating the spatial and temporal attention allows to capture long-range dependencies with a scalable design.

In the end, we conclude from this ablation study that removing or replacing components of our model results in decreasing performance.

V. Conclusion

In this paper, we presented a new approach for exploiting Transformer networks, in order to extract relevant gait features and detect Parkinson’s disease from gait. The extracted features are then used in a classical feed forward network to output the classification result.

Transformers are becoming more and more popular, especially in natural language and image processing. The goal of this work was to assess how this architecture can be used with 1D signals to classify gaits. As done in [8] for images, we were able to only use the encoder part to extract relevant features in the 1D signals. Another advantage of our model is that we can use intuitive positional encoding thanks to the non-variable length of the vectors.

A big challenge that is currently being tackled with Transformers is the memory consumption required by this type of architecture. Here, we proposed a way to exploit Transformer with a limited amount of memory, by splitting the temporal and spatial attention. This allowed us to achieve SOTA results.
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