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ABSTRACT
Hierarchical grid control strategies are an appropriate design concept for the coordination of future transmission system operator (TSO) and distribution system operator (DSO) interactions. Hierarchical approaches are based on the aggregation of decentralized ancillary service potentials, represented by converter-coupled, communicable active and reactive power flexibility providing units (FPU, e.g. wind turbines) at vertical TSO/DSO system interfaces. The resulting PQ-polygon made available by the DSO for a potential request of ancillary service flexibilities by the TSO is called feasible operation region (FOR). A monetarization of the FOR is necessary for the implementation as operational degree of freedom within TSO grid control. In the context of a local DSO and global TSO market, this article presents an approach for the monetarization of the FOR by a cost structure using metadata from population based aggregation methods. At the local DSO market free bids for the active and reactive power flexibilities by the FPUs stakeholders are assumed. Within the aggregation method multiple FPU flexibility polygons at a single bus are aggregated for a reduction of the search space dimensions. Thereby, the main contribution of the proposed method is the cost-optimal disaggregation of a flexibility demand to the single FPUs within the aggregated FPU by a mixed integer linear program. The approach can be simply adapted for the coordination of DSO/DSO-interactions regarding hierarchical multi-level grid control strategies.
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I. INTRODUCTION
The transition of the electric energy system leads to a massive integration of decentral energy resources (DER), especially to the distribution system level [1]. At the same time the contribution of conventional thermal power plants to the energy mix is decreasing in Germany, due to the coal and nuclear power phase-out and the priority feed-in of volatile renewables [1]. The ancillary service potentials of the transmission system operators (TSO), guaranteeing a safe and reliable energy supply, are reduced. Additionally, there is a need for more control measures (e.g. active and reactive power redispatch) to avoid grid congestions and voltage band violations resulting from a local power imbalance [1].

A variety of system elements at the distribution system level are converter coupled and have an information and communication interface [2]–[7]. Thereby, they are flexibly controllable within the system operation of the corresponding distribution system operator (DSO). The possible adaptation of the active and reactive power supply of these flexibility providing units (FPU) can be described as polygon at the PQ-plane (see Fig. 1) [2], [3], [8]. The distribution system level transforms and becomes increasingly active. The flexibilities within active distribution networks (ADN) can be used for a change of the vertical active and reactive interconnection power flows (IPF) at the TSO/DSO system interface according to the demand of the TSO and by this as additional ancillary service potential [9]–[14]. To coordinate the technical and organizational interactions between the system levels an amendment of the regulatory framework and the bilateral agreement between TSO and DSO is necessary [5], [7], [12], [15]. In literature especially hierarchical grid control strategies are discussed for the coordination of future TSO/DSO-interactions [16]–[18].
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In general, these approaches are based on a day-ahead or intraday, proactive determination of a feasible operation region (FOR) (see Fig. 1). Therefore, the DSO aggregates the flexibility potentials of the flexibility providing units connected to the distribution system level at the TSO/DSO system interface (see I. in Fig. 1) [2], [9], [14], [19]. The FOR describes the possible adaptation of the active and reactive IPFs ($P_{vert}$, $Q_{vert}$) by the DSO within a PQ-plane. The next step is the specification of the flexibility demand ($P_{vert,sp}$, $Q_{vert,sp}$) of the TSO from the distribution system level within the operational management of the TSO (see II. in Fig. 1). Finally, the TSO flexibility demand is distributed to the FPUs within the operational management of the DSO (see III. in Fig. 1). Thereby, the TSO/DSO-coordination process is based on bottom-up aggregation, top-down specification and local distribution and can be also applied for the coordination of DSO/DSO-interactions [2], [3], [16]. Thereby, a cascading process for the coordination of system operator interactions within the overall system results in the context of multi-(voltage-)level grid control strategies [16].

II. STATE OF THE ART OF FOR MONETARIZATION

The determination of the FOR at a single vertical TSO/DSO system interface is based on an aggregation of the individual flexibility areas of the FPUs connected to the DSO system. Rudimental approaches estimate the FOR (see Fig. 2a) or use the Minkowski sum (see [20], [21]) for the aggregation of polygonal flexibility areas of the FPUs, neglecting security constraints (e.g. voltage limits, maximum thermal currents) [22].

In literature, two main categories of advanced aggregation methods also considering security constraints, the active and reactive power demand of the DSO system as well as variations of the voltage at the interconnection bus $i$ as three-dimensional PQV-FOR (see Fig. 2b) are currently investigated. These are stochastic approaches using random search (RS) and optimization based approaches solving an adapted optimal power flow (OPF) problem (cf. [2], [23]).

In literature, two main categories of advanced aggregation methods also considering security constraints, the active and reactive power demand of the DSO system as well as variations of the voltage at the interconnection bus $i$ as three-dimensional PQV-FOR (see Fig. 2b) are currently investigated. These are stochastic approaches using random search (RS) and optimization based approaches solving an adapted optimal power flow (OPF) problem (cf. [2], [23]).

RS aggregation methods (cf. [2], [14], [19], [24]–[26]) compute a variety of power flow calculations (e.g. Newton Raphson) for different constellations of operating points of the FPUs as Monte-Carlo scenarios. Each solution of a Monte-Carlo scenario represents a point at the PQ-plane which results in a point cloud. Disadvantages of RS methods are the long computation time and a challenging determination of the specific FOR edge especially in cases of non-convexities [14]. Straight forward RS approaches neglecting the covariance between the FPUs lead to a convolution of the results based on the central limit theorem of the probability theory [24], [27]. Novel RS approaches are using probability density functions for an appropriate sampling of the FOR [2], [28].

Advantages of RS approaches are the generation of meta-data (e.g. flexibility provision per bus, bus voltages) for each point within the FOR (see Fig. 3a) and the simple consideration of non-convex FPU flexibility polygons [2], [23]. Another advantage is the good performance of the RS approaches for larger systems. The individual computation time for one power flow calculation increases proportional to the number of buses [2], [19]. Thereby, the computation time scales predominantly by the number of power flow calculations.

OPF-based aggregation methods (cf. [9]–[11], [28]–[32]) sample the FOR edge in incremental steps. Therefore, at each sampling step an OPF with a specific constellation of the active and reactive IPFs is solved. The significance of the advantages of the OPF-based approaches depends on the specific optimization method for the solution of the OPF problem. Linear or quadratically constrained linear programming approaches (LP) determine the OPF edge in short computation times [8], [9], [23], [30], [33], [34]. The non-linear system behavior is only approximated which can lead to local
convergence and by this to an over- or underestimation of the FOR compared to the FOR resulting from other optimization methods [2], [8]. This over- and underestimation of the FOR needs to be minimized to provide the TSO as much guaranteed flexibilities as possible in case of critical system states. The performance of LP scales proportionally for larger systems but the quality of the results decrease due to the increasing number of non-linearities [30], [35], [36]. Non-linear programming (NLP) approaches lead to an appropriate sampling of the FOR in short computation times also identifying non-convexities of the FOR [9]–[11], [23], [25]. The performance and the quality of the results of the NLP depends on the system size and the specific solver (e.g. interior point optimizer). With an increasing number of operational degrees of freedom and constraints also the possibility of local convergence increases [11].

The information of the cost structure of the FOR can be used by the TSO for an economical specification of the required flexibilities at the vertical system interconnection to the DSO system within a local DSO and global TSO flexibility market [9], [14], [37]–[39]. RS as well as OPF-based aggregation methods are compared with each other in literature (see [9], [14]) for the determination of the cost structure of the FOR. The description of the cost structure depends on the individual aggregation method. For RS approaches each point of the resulting point cloud at the PQ-plane can be simply monetarized based on the metadata received by the multiple power flow calculations (cf. [9]). The interpretation of the cost structure and the identification of zones with a uniform price is challenging (see Fig. 3a). The reason for this are multiple overlapping points resulting from various possible constellations of FPU flexibility provisions for a specific IPF. The resulting cost structure represents an estimation for the costs that the TSO can expect for a specific active and reactive power demand from the DSO system.

Solely the prices of the FOR-edge are available after the sampling process for OPF-based approaches in contrast to RS approaches (cf. [14]). Multiple sampling processes that consider the compliance of specified prices as additional constraints are necessary to determine the cost structure within the FOR [14]. The cost structure is described by price zones $z$ whose individual contour lines represent a specific price $c_{\text{max},z}$ (see Fig. 3b) [14]. An advantage regarding RS approaches is the guarantee of minimum costs for the contour lines. Disadvantages are that the cost structure between two contour lines is not available. The computation time of OPF-based approaches is increased for an appropriate sampling of the cost structure.

Approaches using a metaheuristic (e.g. particle swarm optimization, genetic algorithm) combine the advantages of RS in generating metadata and the appropriate sampling of the FOR-edge of OPF-based methods [9], [23], [28]. In general, solving an OPF problem by metaheuristics is based on an evaluation of the objective function by a variety of power flow calculation, analogously to RS approaches. An iterative, algorithm-specific adaptation of the population is used for convergence in a solution of the OPF problem.

As typical for stochastic approaches, metaheuristics cannot guarantee global convergence or determine the remaining gap to the global optimum [40]. Nevertheless, the investigations in [23] show a good performance of the particle swarm optimization (PSO) in determining the edge of the FOR and a high quality of the results (e.g. size of the FOR, identification of non-convexities) compared to NLP and quadratic constrained LP.

This article continues research concerning an application of stochastic and metaheuristic aggregation methods in sampling the FOR at the TSO/DSO system interface using the PSO. The focus is on the determination of the FOR cost structure within a local DSO and global TSO flexibility market using metadata generated by the PSO [18], [37], [41]. The main contribution is the consideration of multiple FPUs that are aggregated by the Minkowski sum at a single bus with individual active and reactive power cost bids. First, the flexibility potentials of FPUs and the general process of the FOR determination by the PSO are described in section III. The method is introduced for non-convex FPU PQ-polygons and for the example of a two-dimensional FOR. The process can be simply adapted for the determination of a three-dimensional PQV-FOR due to slack voltage variations. The extensions regarding the FOR monetarization are described in section IV as a mixed integer LP (MILP), to specify the cost-optimal distribution of a flexibility demand to the individual FPUs per bus. The MILP can be reduced to LP in case of only convex FPU flexibility polygons. The general principles of a local DSO and global TSO flexibility market based on commodity and service prices for FPU flexibility provision are introduced for the monetarization of the FOR. The presented process can be simply adapted for other population based aggregation methods like RS or further metaheuristics. Furthermore, the process is applicable for the coordination of DSO/DSO-interactions. Therefore, the case studies in section V are based on MathWorks MATLAB simulations using an adopted Cigré MV test system [42]. The dataset of the grid model including the FPU PQ-polygons is accessible at [43] for reproducibility reasons. Investigation aspects are the possibility in identifying zones with uniform costs within the cost structure and the computation time.

III. GENERAL PROCESS OF THE FOR DETERMINATION BY THE PARTICLE SWARM OPTIMIZATION

In the following, the general process of the FOR determination (see Fig. 1) using a PSO-based aggregation method is introduced before considering costs for a flexibility provision by the FPUs in section IV.

A. DESCRIPTION OF FLEXIBILITY POTENTIALS AS PQ-POLYGON

The specific characteristics of a FPU are relevant for the FOR determination and must be communicated by the
The flexibility potential of a FPU depends on the individual technology of the system element. The theoretical active and reactive power flexibility potential of a wind turbine with a DFIG is illustrated in Fig. 4b) [47], [48]. Compared to Fig. 4b) the technical guidelines (see Fig. 4a) lead to a loss of flexibility potentials for the system operator, which could be required and may be provided as ancillary service potential in specific system states. Differences between the technical requirements and the theoretical flexibility limits exist for each type of FPU. Fig. 5 shows six characteristic types for FPU PQ-polygons (cf. [2], [26], [30]) approximating their theoretical limits. These PQ-polygons were already used within case-studies in the context of FOR determination.

Even though the PQ-polygons in Fig. 5 represent the theoretical flexibility limits of the FPUs more than the requirements within the technical guidelines there are still deviations (cf. Fig. 4b) and type VI in Fig. 5). The first reason for this is the approximation of the unit circle for the apparent power through linearization. The second reason is the convexification of the PQ-polygons for a simple description of the flexibility potentials (see [2], [49]).

In general, FPU PQ-polygons can be non-convex (see Fig. 4b) [49]. Therefore, methods for the FOR determination need to consider also non-convex PQ-polygons to maximize the utilization of the FPU flexibility potentials. To guarantee this for the methods developed within this article, the non-convex PQ-polygon of Fig. 4b) is used for wind turbines with a DFIG in the case study in section V [47].

The general FPU PQ-polygons need to be adapted prior to the FOR determination according to the specific technology (e.g. $P = 0$ for compensation of Type I, minimum power supply at Type IV, on/off-states of a FPU) [2], [33], [47]. The flexibility potentials of the FPUs are influenced by the current operating point of the system element (cf. [35]). For example, a throttled operation is necessary for an increase of the active power supply of a wind turbine (see Fig. 4a). Further examples are the available primary power supply of a wind turbine or a PV-unit, the state of charge of a storage or another type of FPU, which can be used by the corresponding system operator for in-phase and/or quadrature voltage control [50]. OLTC transformers are not described by a PQ-polygon but instead by lower and upper boundaries and the incremental change of the voltage magnitude and angle per tap set.

In the context of coordinated DSO/DSO-interactions the flexibility potentials of a lower-level DSO system can be also described by a PQ-polygon representing a FOR (see I. in Fig. 1) [3], [16], [18], [51]. Thereby, the active and reactive power flexibilities of lower-level DSO system can be implemented analogously to PQ-polygons of FPUs by the higher-level DSO. Due to the non-linear system behavior of electric energy systems FOR PQ-polygons are in general non-convex (see Fig. 3) [9], [23], [25], [41].

B. SAMPLING OF THE FOR EDGES BY THE PARTICLE SWARM OPTIMIZATION

The sampling of the FOR edges for a specific voltage $V$ (see Fig. 1) is based on multiple solutions of the non-linear OPF problem defined by the objective function in (1) due to variations of $\psi$ as well as the plus and minus signs [9], [23], [29]:

$$\min (\pm P_{vert}(V) \pm \tan(\psi)Q_{vert}(V))$$

By dividing the unit circle in $\Delta \varphi$ steps $l = 360^\circ / \Delta \varphi$ sampling processes results (see Fig. 6). Security constraints are represented by the minimum and maximum voltage limits, the maximum thermal current of the lines as well as the rated loading of the transformers.

The operational degrees of freedom are represented by the PQ-polygons of the FPUs. The population of the PSO is...
represented by a swarm consisting of $n$ swarm particles [40], [52], [53]. The objective of the swarm is to find the minimum of the objective function through interactions of the swarm particles during their movement through the $\mathbb{R}^{2k}$ search space, where $k$ is the number of buses. For each sampling process an individual PSO run is started. Thereby, each particle is described by a position and a velocity information. The position $x$ of a particle represents the individual active and reactive power flexibility provision per bus by the FPUs:

$$x = [\Delta P_1, \ldots, \Delta P_k, \Delta Q_1, \ldots, \Delta Q_k]$$ (2)

The velocity of a particle describes the change of the active and reactive power supplies of the FPUs for the next iteration step. At the beginning of the iterative solution process ($t = 0$) the swarm is initiated uniformly distributed within the limits of the FPUs PQ-polygons (see Fig. 6). Therefore, the FPU PQ-polygons are Delaunay triangulated by $t$ triangles and described by the vertices vectors $\Delta p_{P1} - \Delta p_{P3}$ and $\Delta q_{P1} - \Delta q_{P3}$:

$$\Delta p_{P1} = [\Delta p_{P1,1}, \ldots, \Delta p_{P1,t}]^T,$$
$$\Delta q_{P1} = [\Delta q_{P1,1}, \ldots, \Delta q_{P1,t}]^T,$$
$$\Delta p_{P2} = [\Delta p_{P2,1}, \ldots, \Delta p_{P2,t}]^T,$$
$$\Delta q_{P2} = [\Delta q_{P2,1}, \ldots, \Delta q_{P2,t}]^T,$$
$$\Delta p_{P3} = [\Delta p_{P3,1}, \ldots, \Delta p_{P3,t}]^T,$$
$$\Delta q_{P3} = [\Delta q_{P3,1}, \ldots, \Delta q_{P3,t}]^T$$ (3)

The cumulative sum $a_{t,i}$ of the triangle areas 1 to $i$ related to the complete area of the PQ-polygon is given by (4).

$$a_{t,abs} = \frac{1}{2} \left( (\Delta p_{P1} - \Delta p_{P3}) \times (\Delta q_{P2} - \Delta q_{P3}) - (\Delta p_{P2} - \Delta p_{P3}) \times (\Delta q_{P1} - \Delta q_{P3}) \right)$$
$$a_{t,i} = \sum_{i=1}^{i} a_{t,abs,i} \text{ and } a_t = [a_{t,0} = 0, a_{t,1}, \ldots, a_{t,t}]^T$$ (4)

Uniformly distributed, random numbers $r = [r_1, \ldots, r_{t}]$ in the interval of $[0,1]$ are generated according to the swarm size $k$ to identify a specific triangle for the initialization of the swarm particle positions. A specific triangle $w$ is identified for each random number by:

$$a_t = [a_{t,0} = 0, a_{t,1}, \ldots, a_{t,w-1} \leq r_i \leq a_{t,w}, \ldots, a_{t,t}]^T$$ (5)

Two uniformly distributed random numbers $r_1$ and $r_2$ ($r_1 \leq r_2$) within the interval of $[0,1]$ (cf. [54]) are used to determine a random point within triangle $w$:

$$\Delta P = r_1 \Delta P_{P1,w} + (r_2 - r_1) \Delta P_{P2,w} + (1 - r_2) \Delta P_{P3,w}$$
$$\Delta Q = r_1 \Delta Q_{P1,w} + (r_2 - r_1) \Delta Q_{P2,w} + (1 - r_2) \Delta Q_{P3,w}$$ (6)

During the convergence process of the PSO with a maximum number of $t_{\text{max}}$ iteration steps $m = t_{\text{max}}n$ power flow calculations based on the Newton Raphson algorithm considering the current swarm positions are performed to evaluate the objective function value. To avoid a swarm movement outside the FPU PQ-polygons a set-to-limit operator [55] based on the point-in-polygon test according to Jordan is used. Points outside the PQ-polygon are either set to a vertex or to the nearest point on the edges by orthogonal projection. Velocities, which lead to a movement outside the PQ-polygons are inverted for an improved convergence behavior. Particles that are not complying the technical constraints are punished and represent an invalid solution. For more details regarding the PSO algorithm (e.g. general algorithm, punishment function) used in this article see [23], [50]. The positions of the swarm particles and additional data from the power flow calculations (e.g. flexibility provision per FPU, bus voltages, active power losses) represent metadata.

C. AGGREGATION OF FPU FLEXIBILITIES BY THE MINKOWSKI SUM

In general, the performance and the quality of the results of optimization methods scale with the number of operational degrees of freedom and constraints [30], [40], [2], [56]. Furthermore, the consideration of multiple flexibilities contributing equally to the system (e.g. several FPUs at a single bus) can lead to a bad convergence behavior [49]. To avoid this, the complexity of the optimization problem is reduced by the aggregation (index: $a$) of the flexibility polygons $F_{FPU,a}$ of the $n$ FPUs connected to a single bus (see Fig. 7a). A PQ-polygon $F_{FPU,i}$ is represented by the coordinate vectors of the edges $p_{FPU,i}$ and $q_{FPU,i}$:

$$p_{FPU,i} = [p_{1,FPU,i}, p_{2,FPU,i}, \ldots],$$
$$q_{FPU,i} = [q_{1,FPU,i}, q_{2,FPU,i}, \ldots]$$ (7)

Prior to the aggregation, the flexibility polygons are moved to $[0,0]$ (see $F_{FPU,i}$ in Fig. 7a) according to the current operating points (index: op).

Therefore, the active and reactive power flexibilities of a FPU ($\Delta P_{\text{min}}, \Delta P_{\text{max}}, \Delta Q_{\text{min}}, \Delta Q_{\text{max}}$) are directly accessible:

$$\Delta p_{FPU,i} = p_{FPU,i} - p_{\text{op,FPU},i},$$
$$\Delta q_{FPU,i} = q_{FPU,i} - q_{\text{op,FPU},i},$$
$$p_{\text{op,FPU},i,new} = 0, \quad q_{\text{op,FPU},i,new} = 0$$ (8)
For two convex flexibility polygons $F_{\text{FPU},1}$ and $F_{\text{FPU},2}$, the aggregated flexibility polygon $F_{\text{FPU},a}$ is determined by the Minkowski sum (see Fig. 7b), which is the totality of all sums of the edges of the individual polygons [49]:

$$F_{\text{FPU},a} = \bigcup_{i=1}^{n} F_{\text{FPU},i}$$

$$= \left\{ (\Delta p_{\text{FPU},a}, \Delta q_{\text{FPU},a}) \left| \begin{array}{l}
\Delta p_{\text{FPU},a} = \sum_{i=1}^{n} \Delta p_{\text{FPU},i} \\
\Delta q_{\text{FPU},a} = \sum_{i=1}^{n} \Delta q_{\text{FPU},i} \\
(\Delta p_{\text{FPU},i}, \Delta q_{\text{FPU},i}) \in F_{\text{FPU},i} \forall i
\end{array} \right. \right\} \quad (9)$$

Equation (9) is only applicable if one of the flexibility polygons is convex. If both flexibility polygons are non-convex the area can be divided into convex sub-polygons (e.g. by Delaunay triangulation) [49], [57].

IV. MONETARIZATION OF THE FOR BASED ON A COST-OPTIMAL FLEXIBILITY DISAGGREGATION

The monetarization of the FOR is based on the principles of a local DSO and global TSO flexibility market [39], [58]. Within the local market the DSO has access to the flexibility potentials within the distribution system [37], [39], [58], [59].

A. ASSUMPTIONS FOR THE LOCAL DSO FLEXIBILITY MARKET

Today, the active power prize within the dayahead active power market is specified by a Market Clearing Price (MCP) settlement mechanism. The MCP corresponds to the maximum selling bid price. The provision of reactive power is mandatory according to the technical guidelines and is not remunerated [48]. Without an incentive regulation, stakeholders of generating FPUs are only interested in a maximum active power supply whereas stakeholders of loads are interested in an active and reactive power consumption according to demand. Stakeholder of storages are interested in low market prices for loading and high market prices for unloading.

In future, an availability and a utilization payment are necessary for the provision of ancillary services [48]. The availability payment (commodity prize in €/MWh) arise from guaranteed accessible flexibility potentials. An example is to fund the throttled operation of wind turbines for positive secondary control power reserve. The utilization payment (service prize in €/MWh) results from the active and reactive power flexibility provision in a specific operating point. A local DSO flexibility market is characterized by individual, free bids of the stakeholders for commodity and separated service prices for the active and reactive power provision. Stakeholders of FPUs with short term preserved flexibility potentials can also attend at the flexibility market with the utilization payment mechanism. The availability payment mechanism is considered prior to the FOR determination to specify a pool of FPUs for guaranteed flexibility potentials. In general, aggregators are used to coordinate FPUs with small flexibility potentials but are neglected within this article.

At local DSO and global TSO flexibility markets the DSO defines its own flexibility demand and aggregates the remaining bids of the FPUs for the TSO [58]. Within this article, the DSO aggregates the flexibility potentials as monetarized FOR considering security constraints and costs for increased distribution grid losses [58]. The TSO has global access to the bids by the FPUs connected to the transmission systems as well as flexibility potentials within the FOR limits. For a certain flexibility demand the TSO specify the most economical adaptation of the IPF. The DSO is managing the TSO/DSO-coordination and has to guarantee this change during operational management [12], [58].

Considering commodity and utilization payment mechanisms two separated market processes are necessary. The commodity payment mechanism is less complex and can be adapted from the utilization payment mechanism, which is why it is not considered in the following.

B. SERVICE PRICES FOR THE ACTIVE AND REACTIVE POWER FLEXIBILITY PROVISION OF FPUs

A general concept for the determination of the reactive power flexibility service costs of a FPU is based on the expected payment function (EPF) in Fig. 8 [48], [60]. Three prize zones based on individual and free bids for linear cost factors (see I, II, III in Fig. 8) are used to consider the economic interests of a specific FPU stakeholder.

- Zone I: Fixed prize to meet the limits of the mandatory requirements from the technical guidelines.
- Zone II: Variable prize for the reactive power supply for example according to quadratic increasing converter losses (in Fig. 8: linear approximation)
- Zone III: Variable prize for the reactive power supply according to a necessary active power reduction

Different price zones within the PQ-polygon of FPU (e.g. zone I) are neglected for simplification reasons but an extension of the presented approach is possible. Because of the focus of the EPF to consider only reactive power flexibilities it cannot be applied without adaptations for the determination of a FPU service prize, considering active and reactive power flexibilities. Separated service prizes for the provision of active and reactive power flexibilities as combination of zone I and II are introduced.
FPU PQ-polygon is used as input for the MILP disaggregation described in the following.

D. DETERMINATION OF THE COST-STRUCTURE OF AGGREGATED FPUS BASED ON MILP DISAGGREGATION

The disaggregation of an active and reactive power flexibility supply to the single FPU within an aggregated FPU at bus $\beta$ considering individual active and reactive power service costs represents a MILP in the general form of (13).

$$\min \left( c_{s,\beta} = \sum_{w=1}^{2(f+g)} \lambda_w \right)$$

s.t.

$$A \cdot x \leq b$$

$$A_{eq} \cdot x = b_{eq}$$

$$x_{min} \leq x \leq x_{max}$$

$$x = \left( \left[ \Delta P_{nc,1}, \Delta Q_{nc,1} \right] \cdots \left[ \Delta P_{nc,f}, \Delta Q_{nc,f} \right] \right. \times \left[ \Delta P_{c,1}, \Delta Q_{c,1} \right] \cdots \left[ \Delta P_{c,g}, \Delta Q_{c,g} \right]$$

$$\times \sigma_1 \cdots \sigma_f \lambda_1 \cdots \lambda_{1,2(f+g)}^T$$ with $\sigma_1, \ldots, \sigma_f \in \mathbb{Z}$

(13)

Each non-convex PQ-polygon is divided into a number of convex sub-polygons (e.g., Delaunay triangulation). Enhanced approaches can be used to reduce the number of convex sub-polygons and by this the complexity of the optimization problem. The variables $[\Delta P_{nc,\mu}, \Delta Q_{nc,\mu}]$ describe a specific operating point within a FPU flexibility sub-polygon $\mu = 1, \ldots, f$. Analogously, the variables $[\Delta P_{c,\eta}, \Delta Q_{c,\eta}]$ describe a specific operating point within the initial convex FPU flexibility polygon $\eta = 1, \ldots, g$.

The Boolean variable $\sigma$ represents an either-or-condition to guarantee the utilization of a single sub-polygon per non-convex FPU flexibility polygon. The variable $\lambda$ is used to determine the absolute value of the service costs within the objective function. In (14) the inequality constraints of the MILP are presented:

$$A = \begin{pmatrix}
C_{nc} & 0 & -b_{nc} & 0 & 0 \\
0 & C_c & 0 & 0 & 0 \\
-I_{nc} & 0 & -M_{max} & 0 & 0 \\
0 & I_{nc} & 0 & M_{min} & 0 \\
C_{0,nc} & 0 & 0 & -I_{nc} & 0 \\
0 & C_{0,c} & 0 & 0 & -I_c \\
-C_{0,nc} & 0 & 0 & -I_{nc} & 0 \\
0 & -C_{0,c} & 0 & 0 & -I_c
\end{pmatrix}$$

$$b = \begin{pmatrix}
b_{nc} \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}$$

(14)

The matrices $C_{nc}$, $C_c$, $B_{nc}$ and the vector $b_c$ describe the limitation of the solution space by linear equations ($m_1 \cdot x_1 + m_2 \cdot x_2 = b$) based on the individual number of edges $\kappa$ of
each FPU flexibility polygon:

\[
C_{nc} = \begin{pmatrix}
C_{nc,1} & 0 \\
& \ddots & 0 \\
& & C_{nc,f}
\end{pmatrix},
\]

\[
B_{nc} = \begin{pmatrix}
b_{nc,1} & 0 \\
& \ddots & 0 \\
& & b_{nc,f}
\end{pmatrix},
\]

\[
C_c = \begin{pmatrix}
C_{c,1} & 0 \\
& \ddots & 0 \\
& & C_{c,g}
\end{pmatrix},
\]

\[
C_{nc,\mu}, C_{c,\eta} = \begin{pmatrix}
m_{1,1} & \cdots & m_{1,2} & \cdots & m_{k,1} & \cdots & m_{k,2}
\end{pmatrix},
\]

\[
b_c = \begin{pmatrix}
b_1 \\
& \ddots & \ddots & b_k
\end{pmatrix},
\]

\[
x_{\min} = \left(\begin{array}{c}
\min(\Delta p_1), \min(\Delta q_1) \\
\vdots \\
\min(\Delta p_f), \min(\Delta q_f)
\end{array}\right)
\]

\[
x_{\max} = \left(\begin{array}{c}
\max(\Delta p_1), \min(\Delta q_1) \\
\vdots \\
\max(\Delta p_f), \max(\Delta q_f)
\end{array}\right)
\]

The matrices \( I_{nc} \) and \( I_c \) are identity matrices of the size \((f \times f)\) and \((g \times g)\), respectively. Line 3 to 4 in (14) belong to an if-then-condition to consider the \( \sigma \) corresponding constraints for non-convex FPU flexibility polygons which are divided into multiple convex sub-polygons. The matrix \( M_{\max} \) include the maximum active and reactive power values of the corresponding convex sub-polygon edges \( \Delta p_\mu \) and \( \Delta q_\mu \):

\[
M_{\max} = \begin{pmatrix}
\max(\Delta p_1) & 0 \\
& \ddots & 0 \\
& & \max(\Delta p_f)
\end{pmatrix},
\]

\[
M_{\min} = \begin{pmatrix}
\min(\Delta q_1) & 0 \\
& \ddots & 0 \\
& & \min(\Delta q_f)
\end{pmatrix}
\]

For the determination of the matrix \( M_{\min} \) the (17) is adapted for the minimum active and reactive power values of the corresponding convex sub-polygon edges \( \Delta p_\mu \) and \( \Delta q_\mu \).

Line 5 to 8 in (14) are used to determine the absolute value \( \lambda \) of the service costs \( (c_{s,P}, c_{s,Q}) \) by using the cost matrices \( C_{nc} \) and \( C_c \), e.g.:

\[
C_{nc} = \begin{pmatrix}
c_{s,P,1} & c_{s,Q,1} & \cdots & c_{s,P,\mu} & c_{s,Q,\mu}
\end{pmatrix}
\]

The equality constraints are given by:

\[
A_{eq} = \begin{pmatrix}
I_{nc,1} \cdots I_{nc,f} & I_{c,1} \cdots I_{c,g} & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & e_1 & 0
\end{pmatrix}
\]

\[
b_{eq} = \begin{pmatrix}
\Delta P_\beta & \Delta Q_\beta & 1 & \cdots & 1
\end{pmatrix}^T \text{ with } e = (1, \ldots, 1)
\]
particle \((P_{\text{vert},j}, Q_{\text{vert},j})\) and the scatter points \((P_{\text{sc},y}, Q_{\text{sc},y})\) is identified (see Fig. 9a):

\[
d_{j,y} = \sqrt{(P_{\text{sc},y} - P_{\text{vert},j})^2 + (Q_{\text{sc},y} - Q_{\text{vert},j})^2} \quad \forall \ j = 1, \ldots, m \land y = 1, \ldots, h
\]

(23)

FIGURE 9. a) Schematic assignment of the particle swarm of a specific iteration step within the PSO to the scatter, b) particles (green) with the minimum costs for the corresponding scatter point (red).

For the scatter point \(y\) with the minimum distance to the position of a swarm particle \(j\) the cost value \(c_{\text{sc},y}\) is updated by the particle costs \(c_{\text{s,tot},j}\) if:

\[
c_{\text{sc},y}(c_{\text{sc},y} > c_{\text{s,tot},j}) = c_{\text{s,tot},j}
\]

(24)

Based on (24) the particles with the minimum costs for the corresponding scatter points are identified (see Fig. 9b). The monetarization of the FOR is completed by the determination of the cost structure.

V. CASE STUDY

An adaptation of the Cigré medium voltage system is used for the case study [42]. The original grid was extended by aggregated low voltage grids and a variety of different FPUs. Each type of FPU is working at the same operating point and has the same flexibility potentials adapted from [2]. In scenario 1, the FPU PQ-polygons correspond to Fig. 10. In scenario 2 the installed power of the FPUs is halved. The high voltage bus is used as slack with a specified voltage of \(V_{\text{slack}} = 110 \, \text{kV}\). Information on the lines and the transformers are given in Table 1 and 2. The voltage change per tap-set of the OLTC HV/MV-transformer at the higher-voltage bus is 0.25% related to the corresponding rated voltage. The maximum and minimum tap-set is limited to \(\pm 10\) steps. Service costs for the OLTC transformer are neglected within this article. In general, the service prize of a OLTC transformer can be estimated by the equivalent lifetime loss per tap-set [17]. The full data set, including the FPU flexibility polygons, is available at [43].

The number of samples for the FOR determination is 45 with a corresponding sampling angle of \(\Delta \varphi = 8^\circ\) in (1). The swarm size \(n\) and the maximum iteration step \(t_{\text{max}}\) are set to 200, which leads to 1.8 million power flow calculations. For a detailed parameterization of the PSO see [23]. The sampling process is fully parallelized on 45 workers with usual computation power in MathWorks MATLAB.

The prize \(c_{\text{loss}}\) in (22) is set to 50 €/MWh according to typical German market prices. The service cost factor (see Table 3 and 4) for the active power flexibility provision...
Table 4. Cost factors at the medium voltage level in €/MWh.

| Bus | 2 (see case 1) | 4 | 5 | 6 | 7 | 8 | 11 | 12 |
|-----|---------------|---|---|---|---|---|----|----|
| $c_{s,P}$ | 90 | 60 | - | - | 80 | - | 90 | - |
| Wind turbine | 30 | 30 | 40 | 20 | - | 60 | - | - |
| DFIG | 40 | - | 10 | - | 40 | - | 60 | 70 |
| Storage | 60 | - | 70 | - | - | - | - | - |

$cs,P$ is determined randomly in an interval of $[10, 20, \ldots, 90]$ for each FPU. The service cost factor for the reactive power flexibility provision $cs,Q$ is determined in an interval of $[0.1, 0.2, \ldots, 1]$. The technology specific reasons for the individual service costs of a FPU are neglected for the investigations within this article. The duration of the flexibility provision is set to $d = 1$.

The objective of the case study is the application and evaluation of the process for the determination of the FOR cost structure, presented in section IV. The investigations are divided into two steps. First, the cost structure of the aggregated FPU PQ-polygon is premonetarized by the MILP presented in section IV D. Exemplarily, the five FPUs at bus 2 and the FPU PQ-polygons of scenario 1 are used. Second, in both investigation scenarios, the monetarized FOR at the vertical system interface is determined based on the methods described in sections IV C and IV E.

A. PREMONETARIZATION OF AGGREGATED FPU PQ-POLYGON

The composition of the PQ-polygon of the aggregated FPU at bus 2 is presented in Fig. 11a). Starting from the load (see I in Fig. 10) the flexibility potentials of the other FPUs are added by the Minkowski sum. The PQ-polygon of the aggregated FPU is non-convex due to the DFIG flexibility potentials. The MILP disaggregation (see section III D) is applied for a $100 \times 100$ scatter in the limits of the aggregated FPU PQ-polygon for the determination of the cost structure (see Fig. 11b). Further points are specified by the edges of each subpolygon combination during the Minkowski process in Fig. 11a).

The linear service cost factors $c_{s,P}$ and $c_{s,Q}$ of the FPUs at bus 2 leads to a two-dimensional piecewise linear function for the cost structure of the aggregated FPU. The information of the cost structure can be used for a cost-optimal distribution of an active and reactive power flexibility demand at bus 2 on the individual FPUs. The computation time is 0.9 s.

For the premonetarization of the three FPUs at bus 5 the computation time was 0.5 s and for the busses with two FPUs about 0.2 s. The computation time depends on the complexity of the MILP and the number of MILP runs, which depends on the resolution of the meshgrid. With a higher number of FPUs within the aggregated FPU the computation time for the premonetarization will increase. To avoid this, the FPUs can be sorted and aggregated regarding equal economic interests of the stakeholders prior to the premonetarization. The computation will be also increased for solving a mixed-integer quadratic programming problem in the case of quadratic cost functions for the FPUs active and reactive power service prizes. These aspects become important at more realistic grid scenarios with a variety of different FPUs at a single bus.

B. DETERMINATION OF THE FOR COST STRUCTURE IN SCENARIO 1

Within the heat map of Fig. 12a) the density of the swarm particles during the PSO-based sampling process and the resulting FOR are presented. The edges of the FOR are sampled more detailed then the center of the FOR, which results from the convergence behavior of the PSO (cf. Fig. 6). The FOR is limited by the technical constraints of the grid (see Fig. 12b) and not by the flexibility limits of the FPUs.

The results of the FOR including the service-costs of the FPUs and the costs for increased grid losses within the distribution grid are shown in Fig. 13a) and b) based on a $100 \times 100$ scatter. Within the FOR the cost zones are blurred, which results from smooth cost gradients. Exceptions are the areas near the maximum active power supply and reactive power consumption of the lower-level system. Considering the density of the swarm in Fig. 12a), these areas are sampled by fewer swarm particles, which result in less metadata.

From this it can be derived that for areas with a low swarm particle density in consequence of a challenging system state (here: high voltages, high transformer loading) the cost structure becomes less uniform. Another reason is that the flexibility potentials of the FPUs are larger than the maximum power.
transfer capability of the HV/MV-transformer. Thereby, more constellations of the FPU to guarantee a specific IPF are possible. The monetarization of the FOR is only based on metadata because the reduction of the service costs is not an objective within the sampling process of the PSO. This results in regions with varying service costs (see Fig. 13a) in the usually uniform cost-structure. The non-uniform transition of the cost structure in the middle of the FOR results from the lower density of the swarm particles in this area.

Within the case-study only higher active power losses compared to the initial system state are monetarized in (22). Thereby, the dark blue area in the bottom, middle and top of the FOR in Fig. 13b) result. The grid losses are increased especially in case of high active power transfers at the vertical system interconnection in case of high load or supply. The transition of the service costs within the complete cost-structure of the FOR (see Fig. 14) is similar to the results in Fig. 13a). The impact of the active power losses is only significant in the area with a high active power transfer to/from the lower-level system. In Fig. 15a) and b) the cost structure of the FOR is presented in more detail. The point with the lowest service prizes is represented by the initial system state without any flexibility provision by the FPU. Especially for particles located in the middle of the FOR the flexibility provision of the FPU is not representing the minimum service costs. In general, the higher-level system operator can assume the results for the cost structure as estimation for the real costs to be excepted for a specific vertical active and reactive power flow. The computation time for the FOR sampling is 56 s and for the determination of the cost-structure 6 s.

In scenario 2 the density of the swarm particles within the FOR is higher than in scenario 1 (see Fig. 16a). The top and bottom edges of the FOR are limited, analogously to scenario 1, by the lower and upper voltage limits (see Fig. 16b). The left and the right side of the FOR are limited by the flexibility limits of the FPU PQ-polygons.

Within the cost-structure of the FOR in Fig. 17 clear cost zones can be identified. This also applies for regions with a low density of the swarm particles like the maximum active
power consumption (see Fig. 16a). The variations of the cost gradients are more significant compared to scenario 1. This can be identified by the width of the individual color ranges.

The computation time for the FOR sampling in scenario 2 is 58 s, which can be explained by numerical performance variations. The computation time for the determination of the cost-structure is 8 s. The increased computation time results from the higher number of swarm particles complying the technical constraints within the FOR compared to scenario 1. Within scenario 1 only 1.2 million swarm particles are included in the FOR compared to 1.6 million in scenario 2.

VI. DISCUSSION AND CONCLUSION

The presented approach for the monetarization of the FOR leads to comprehensible results within the case-study of the Cigré medium voltage system and the additional computation time for processing the metadata is small. In both investigation scenarios, cost-structures with mostly clear cost zones are obtained. In general, the cost structure is blurred in regions with a low sampling density. Significantly more definable cost zones can be achieved by combining multiple costs to a common zone (e.g. 40 – 50 €, cf. [14]). The computation time for the premonetarization of the aggregated FPUs and the processing of the metadata will increase for larger systems with a variety of buses and FPUs. Investigations on larger systems are necessary to evaluate the performance of the algorithms and the quality of the results in more detail. Nevertheless, the presented approach is suitable for an application within the dayahead and intraday operational management.

The cost-structures are representing an estimation of the service costs that can be assumed by the higher-level system operator for a specific adaptation of the IPF and the corresponding flexibility provision of the FPUs. The cost-optimal distribution of a flexibility demand (e.g. ancillary service provision) from the higher-level system operator to the FPUs within the lower-level system is guaranteed within the distribution step of the hierarchical grid control strategy (see III. in Fig. 1). This can result in lower service costs for the higher-level system operator. Nevertheless, the plausibility of the cost-structure can be investigated in more detail by comparing the costs for specific, representative operating points with the results of a cost-optimal provision of the corresponding IPFs. Based on the results an improved sampling of the FOR regarding monetarization aspects can be developed to reduce the gap.

VII. SUMMARY AND FUTURE RESEARCH ASPECTS

This article continues research regarding the aggregation of ancillary service flexibility potentials within lower system levels at the vertical system interconnections in the context of hierarchical multi-((voltage)-level grid control strategies and especially TSO/DSO as well as DSO/DSO-cooperation. The main contribution is the monetarization of the active and reactive interconnection power flows (IPF) within the feasible operation region (FOR) by metadata from the particle swarm optimization (PSO). Advantages of the presented approach are the simple integration within the previous aggregation process without an extended sampling process. Furthermore, the possibility to consider a variety of different flexibility providing units (FPU) with individual economic interests for commodity and service prizes and even non-convex active and reactive power flexibility polygons is advantageous. Therefore, the aggregated flexibility potentials of multiple FPUs connected to a common bus are premonetarized by a cost-optimal flexibility disaggregation to the individual FPUs within a mixed-integer linear programming problem (MILP) prior to the FOR determination. Thereby, the cost-structure of the aggregated FPU can be determined in any level of detail. The metadata generated by the PSO during the sampling of the FOR and the resulting cost-structure of the FPUs are used to specify the service costs for a specific IPF and to monetarize the FOR. By this, an enhanced approach for a techno-economic TSO/DSO-coordination based on a local DSO and a global TSO flexibility market results compared to current literature.

The promising results of the case study are the basis for further extensions of the presented process and the application of other aggregation methods like random search and other metaheuristics. The potential extensions can be divided into three categories.

The first category is coping with the implementation of further functionalities to the developed approach and investigations regarding new research aspects:

- Consideration of voltage dependencies of the FPU flexibility polygons within the aggregation method
- Modification of the cost disaggregation within aggregated FPU-FORs to a mixed-integer quadratic programming (MIQP) problem for quadratic cost functions of the FPUs flexibility potentials
- Improved sampling of the FOR center assuming a small flexibility demand by the TSO
- Addition of further and the adaptation of current FPU flexibility polygons (e.g. bidirectional loading of electric vehicles)
- Specification of more realistic investigation scenarios (e.g. the shape of the flexibility polygons is influenced by partial load operation and on/off-states of the FPUs besides the regulating of the FPUs)
- Consideration of technology specific FPU cost factors
- Development of an enhanced local DSO and global TSO flexibility market mechanism considering the FOR
- Extension of the aggregation method to multiple vertical system interconnections
- Consideration of (n-1) scenarios

The second category adapts FOR related research aspects from literature to implement them within the process presented in section III and IV. Examples are the consideration of uncertainties due to forecast deviations, time constants for the FPU flexibility provision or the use of voltage controlling transformers as additional flexibility potential.
The third category deals with the further development and implementation of the monetarized FOR within the cascading process of a hierarchical multi-level grid control strategies. Therefore, the monetarized FOR at the DSO/DSO system interface has to be integrated within the operational management of the higher-level DSO. Beside a specification of an individual flexibility demand by the higher-level DSO the next step is the aggregation of the flexibilities for the TSO at the TSO/DSO system interface. Therefore, the methods and processes presented in this article serve as a promising basis.

REFERENCES

[1] Innovation for the Energy Transition 7th Energy Research Programme of the Federal Government, Federal Ministry for Economic Affairs and Energy, Berlin, Germany, Sep. 2018.

[2] D. A. Contreras and K. Rudion, “Computing the feasible operating region of active distribution networks: Comparison and validation of random sampling and optimal power flow based methods,” IET Gener. Transmiss. Distrib., vol. 15, no. 10, pp. 1600–1612, May 2021, doi: 10.1049/gtd.2012120.

[3] R. Schwarzefer, S. Schlegel, D. Westermann, M. Lutter, and M. Jung, “Methodology for next generation system operation between DSO and DSO,” CIGRE Study Committee C2, SC C2 System Operation and Control, Paris, France, White Paper C2-207 2016.

[4] E. Drayer, “Resilient operation of distribution grids with distributed-hierarchical architecture,” in Energy Management and Power System Operation, vol. 6., Kassel, Germany: Kassel Univ. Press, 2018.

[5] X. Han, K. Heussen, O. Gehrke, H. W. Bindner, and B. Kroposki, “Taxonomy for evaluation of distribution control strategies for distributed energy resources,” IEEE Trans. Smart Grid, vol. 9, no. 5, pp. 5185–5195, Sep. 2018.

[6] S. Howell, Y. Rezgui, B. Jayan, and H. Li, “Towards the next generation of smart grids: Semantic and holistic multi-agent management of distributed energy resources,” Renew. Sustain. Energy Rev., vol. 77, pp. 193–214, Sep. 2017, doi: 10.1016/j.rser.2017.03.107.

[7] T. Strasser, “A review of architectures and concepts for intelligence in future electric energy systems,” IEEE Trans. Ind. Electron., vol. 62, no. 4, pp. 2424–2438, Apr. 2015, doi: 10.1109/TIE.2014.2361486.

[8] P. Forienbacher and T. Demiray, “Reduced and aggregated distribution grid representations approximated by polyhedral sets,” Int. J. Electr. Power Energy Syst., vol. 117, May 2020, Art. no. 106568, doi: 10.1016/j.ijepes.2020.106568.

[9] J. Silva, J. Sumaili, R. J. Bessa, L. Seca, M. A. Matos, V. Miranda, M. Caijolle, B. Goncer, and M. Sebastian-Viana, “Estimating the active and reactive power flexibility area at the TSO-DSO interface,” IEEE Trans. Power Syst., vol. 33, no. 5, pp. 4741–4750, Sep. 2018, doi: 10.1109/TPWRS.2018.2805285.

[10] N. Fonseca, J. Silva, A. Silva, J. Sumaili, L. Seca, R. Bessa, J. Pereira, M. Matos, P. Matos, A. C. Morais, M. Caijolle, and M. Sebastian-Viana, “EvolDSO grid management tools to support TSO-DSO cooperation,” in Proc. CIRED Workshop, 2016, pp. 1–4, doi: 10.1049/cp.2016.0672.

[11] F. Capitanescu, “TSO-DSO interaction: Active distribution network power chart for TSO ancillary services provision,” Electr. Power Syst. Res., vol. 163, pp. 226–230, Oct. 2018, doi: 10.1016/j.epsr.2018.06.009.

[12] A. Ulbig and G. Andersson, “Analyzing operational flexibility of electric power systems,” Int. J. Electr. Power Energy Syst., vol. 72, pp. 155–164, Nov. 2015, doi: 10.1016/j.ijepes.2015.02.028.

[13] M. Sarstedt, L. KluB, M. Dokus, L. Hofmann, and J. Gerster, “EvolvDSO grid management tools to support TSO-DSO cooperation,” in Proc. IEEE 51st IEEE Conf. Decis. Control (CDC), Dec. 2012, pp. 4181–4186, doi: 10.1109/CDC.2012.6426475.

[14] K. Trangbaek and J. Bendtsen, “Exact consistent aggregation with applications to smart grids and resource distribution,” in Proc. IEEE 51st IEEE Conf. Decis. Control (CDC), Dec. 2012, pp. 4181–4186, doi: 10.1109/CDC.2012.6426475.

[15] S. You, J. H. and C. Ziras, “An overview of modeling approaches applied to aggregation-based fleet management and integration of plug-in electric vehicles,” Energies, vol. 9, no. 11, p. 968, Nov. 2016, doi: 10.3390/en9110968.

[16] A. Ulbig and G. Andersson, “Analyzing operational flexibility of electric power systems,” Int. J. Electr. Power Energy Syst., vol. 72, pp. 155–164, Nov. 2015, doi: 10.1016/j.ijepes.2015.02.028.

[17] M. Sarstedt, L. KluB, J. Gerster, T. Meldau, and L. Hofmann, “Survey and comparison of aggregation-based market models for the determination of the flexibility potentials at vertical system interconnections,” Energies, vol. 14, no. 3, pp. 687, Jan. 2021, doi: 10.3390/en14030687.

[18] J. Gerster, M. Sarstedt, É. M. Veth, S. Lehnhoff, and L. Hofmann, “Pointing out the convolution problem of stochastic aggregation methods for the determination of flexibility potentials at vertical system interconnections,” 2021, arXiv:2102.03476.

[19] L. Ageeva, M. Majidi, and D. Pozo, “Analysis of feasibility region of active distribution networks,” in Proc. Int. Youth Conf. Radio Electr., Electr. Power Eng. (REEPE), Mar. 2019, pp. 1–5, doi: 10.1109/REEPE.2019.8708766.

[20] S. Riaz and P. Mandla, “On feasibility and flexibility operating regions of virtual power plants and TSO/DSO interfaces,” in Proc. IEEE Milan PowerTech, Jun. 2019, pp. 1–6, doi: 10.1109/PPTC.2019.8810638.

[21] D. Landau and K. Binder, A Guide to Monte Carlo simulations in Statistical Physics, Cambridge, U.K.: Cambridge Univ. Press, 2021.

[22] J. Gerster, S. Lehnhoff, M. Sarstedt, L. Hofmann, and E. M. Veth, “Comparison of random sampling and heuristic optimization-based methods for determining the flexibility potential at vertical system interconnections,” in Proc. IEEE PES Innov. Smart Grid Technol. Eur. (ISGT Eur.), Oct. 2021, pp. 1–6.

[23] M. Rossi, G. Viganò, D. Moneta, M. T. Vespucci, and P. Piscella, “Fast estimation of equivalent capability for active distribution networks,” CIRED Open Access Proc. J., vol. 17, no. 1, pp. 1763–1767, Oct. 2017, doi: 10.1049/oap-cired.2017.1273.

[24] D. A. Contreras and K. Rudion, “Improved assessment of the flexibility range of distribution grids using linear optimization,” in Proc. Power Syst. Comput. Conf. (PSCC), Jun. 2018, pp. 1–7, doi: 10.23919/PSCC.2018.8442838.

[25] D. Contreras, O. Lariib, M. Banka, and K. Rudion, “Assessing the flexibility provision of microgrids in MV distribution grids,” in Proc. CIRED Ljubljana Workshop, 2018, pp. 1–4, doi: 10.34890/153.

[26] G. Viganò, M. Rossi, and D. Moneta, “Effects of system distribution characteristics on TSO-DSO ancillary services exchange,” Proc. 25th Int. Conf. Electr. Distrib. (CIRED), 2019, pp. 1–5, doi: 10.34890/769.

[27] M. Kalantar-Neyestanaki, F. Sossan, M. Bozorg, and R. Cherkaoui, “Characterizing the reserve provision capability area of active distribution networks: A linear robust optimization method,” IEEE Trans. Smart Grid, vol. 11, no. 3, pp. 2464–2475, May 2020, doi: 10.1109/TSG.2019.2956152.

[28] A. Bernstein, J-Y. L. Boudec, M. Paulone, L. Reyes-Chamorro, and W. Saab, “Aggregation of power capabilities of heterogeneous resources for real-time control of power grids,” in Proc. Power Syst. Comput. Conf. (PSCC), Jun. 2016, pp. 1–7, doi: 10.1109/PSCC.2016.7549025.

[29] D. A. Contreras and K. Rudion, “Time-based aggregation of flexibility at the TSO-DSO interconnection point,” in Proc. IEEE Power Energy Soc. Gen. Meeting (PESGM), Aug. 2019, pp. 1–5, doi: 10.1109/PESGM40051.2019.8973421.
M. Sarstedt, L. Hofmann: Monetarization of FOR of Active Distribution Grids Based on Cost-Optimal Flexibility Disaggregation

[36] D. A. Contreras and K. Rudion, “Impact of grid topology and tap position changes on the flexibility provision from distribution grids,” in Proc. IEEE PES Innov. Smart Grid Technol. Eur. (ISGT-Eur.), Sep. 2019, pp. 1–5, doi: 10.1109/ISGT-Eur.2019.8905479.

[37] T. Wolgast, S. Ferenz, and A. Niedle, “Reactive power markets: A review,” IEEE Access, vol. 10, Jan. 2022, doi: 10.1109/ACCESS.2022.3141235.

[38] A. Papaleopoulou, R. Froud, and A. Birbas, “On the development of organized nodal local energy markets and a framework for the TSO-DSO coordination,” Electr. Power Syst. Res., vol. 189, Dec. 2020, Art. no. 106810, doi: 10.1016/j.epsr.2020.106810.

[39] K. Bhattacharya and J. Zhong, “Reactive power as an ancillary service,” IEEE Trans. Power Syst., vol. 16, no. 2, pp. 294–300, May 2001, doi: 10.1109/59.918301.

[40] R. Schwerdfeger, S. Schlegel, and D. Westermann, “Approach for optimization approach for optimal reactive power dispatch,” in Proc. IEEE Madrid PowerTech, Jun. 2021, pp. 1–6, doi: 10.1109/Pow- Tech.5507633.

[41] T. Wolgast, S. Ferenz, and A. Niedel, “Reactive power markets: A review,” IEEE Trans. Power Syst., vol. 16, no. 2, pp. 294–300, May 2001, doi: 10.1109/59.918301.

[42] K. Strunz, “Developing benchmark models for studying the integration of distributed energy resources,” in Proc. IEEE Power Eng. Soc. Gen. Meeting (PESGM), Jun. 2018, p. 2, doi: 10.1109/PESGM.2018.8403202.

[43] M. Sarstedt, M. Majumdar, C. Blaufuß, and L. Hofmann, “Dataset: Multi-voltage-level electric power system data sets,” Inst. Electr. Power Syst., Electr. Power Eng. Sect., Leibniz Univ. Hannover, Hanover, Germany, 2020, doi: 10.25835/0013459.

[44] Technical Connection Rules for Medium-Voltage (VDE-AR-N 4110), document VDE-AR-4110, 2018.

[45] Data Sheet—Enercon E-82 E4/2350 kW/FT, ENERCON GmbH, Aurich, Germany, 2014.

[46] Data Sheet WEA K08 Delta, Nordex Energy GmbH, Hamburg, Germany, 2018.

[47] T. Lund, P. Sørensen, and J. Eek, “Reactive power capability of a wind turbine with doubly fed induction generator,” Wind Energy, vol. 10, no. 4, pp. 379–394, 2007, doi: 10.1002/we.228.

[48] K. Bhattacharya and J. Zhong, “Reactive power as an ancillary service,” IEEE Trans. Power Syst., vol. 16, no. 2, pp. 294–300, 2001, doi: 10.1109/59.918301.

[49] S. Kundu, K. Kalsi, and S. Backhaus, “Approximating flexibility in distributed energy resources: A geometric approach,” in Proc. Power Syst. Comput. Conf. (PSCC), Jun. 2018, pp. 1–7, doi: 10.23919/PSCC.2018.8442600.

[50] M. Sarstedt, T. Leveringhaus, L. Kluß, and L. Hofmann, “Comparison of convexificated SQCQP and PSO for the optimal transmission system operation based on incremental in-phase and quadratic voltage controlled transformers,” in Proc. Conf. Sustain. Energy Supply Energy Storage Syst. (NEIS), Sep. 2021, pp. 1–8.

[51] D. A. Contreras, S. M’uller, and K. Rudion, “Congestion management using aggregated flexibility at the TSO-DSO interface,” in Proc. IEEE Madrid PowerTech, Jun. 2021, pp. 1–6, doi: 10.1109/Pow- Tech.666418.2021.9493793.

[52] B. Zhao, Q. Jiang, C. Guo, and Y. Cao, “A novel particle swarm optimization approach for optimal reactive power control,” in Proc. Power Syst. Comput. Conf. (PSCC), Aug. 2005, pp. 22–26.

[53] J. Kennedy and R. Eberhart, “Particle swarm optimization,” in Proc. Int. Conf. Neural Netw. (ICNN), Nov. 1995, pp. 1942–1948, doi: 10.1109/ICNN.1995.489968.

[54] L. Devroye, Non-Uniform Random Variate Generation. New York, NY, USA: Springer, 1986, doi: 10.1007/978-1-4613-8643-8.

[55] B. Zhao, C. X. Guo, and Y. J. Cao, “A multiagent-based particle swarm optimization approach for optimal reactive power dispatch,” IEEE Trans. Power Syst., vol. 20, no. 2, pp. 1070–1078, May 2005.

[56] T. Leveringhaus and L. Hofmann, “Optimal power flow comprising congestions and voltage management by global quadratic optimization of active and reactive power,” in Proc. IEEE Int. Conf. Power Syst. Technol. (POWERCON), Sep. 2016, pp. 1–6, doi: 10.1109/POWER- CON.2016.7753927.

[57] G. Gange, K. Marriott, and P. Stuckey, Smooth Linear Approximation of Non-overlap Constraints, vol. 5223. Herrsching, Germany: Springer, Sep. 2008, p. 59, doi: 10.1007/978-3-540-87730-1_8.

[58] H. Gerard, L. R. Puente, and D. Six, “Coordination between transmission and distribution system operators in the electricity sector: A conceptual framework,” Utilities Policy, vol. 50, pp. 40–48, Feb. 2018, doi: 10.1016/j.asp.2017.09.011.

[59] H. Gerard, E. Rivero, and D. Six, “Basic schemes for TSO-DSO coordination and ancillary services provision: D1.3,” in Deliverable in the SmartNet Project, Switzerland: MDPI, 2016.

[60] R. Silva, E. Alves, R. Ferreira, J. Villar, and C. Gouveia, “Characterization of TSO and DSO grid system services and TSO-DSO basic coordination mechanisms in the current decarbonization context,” Energies, vol. 14, no. 15, pp. 4451, Jul. 2021, doi: 10.3390/en14154451.

[61] A. Samimi, A. Kazemi, and P. Siano, “Economic-environmental active and reactive power scheduling of modern distribution systems in presence of wind generations: A distribution market-based approach,” Energy Convers. Manage., vol. 106, pp. 495–509, Dec. 2015, doi: 10.1016/j.enconman.2015.09.070.

MARCEL SARSTEDT was born in Hanover, Lower Saxony, Germany, in 1992. He received the B.Sc. and M.Sc. degrees in power engineering from Leibniz Universität Hannover, Hanover, in 2017, where he is currently pursuing the Ph.D. degree in electrical engineering from the Institute of Electric Power Systems. His research interests include grid control concepts, ancillary services, and TSO/DSO-cooperation.

LUTZ HOFMANN was born in Bad Oeynhausen, Lower Saxony, Germany, in 1968. He received the Dipl.-Ing. and Dr.-Ing. degrees from Leibniz Universität Hannover, Hanover, Germany, in 1994 and 1997, respectively. In 2002, he concluded his professorial dissertation in electric power engineering. In 2002 and 2003, he was a Project Manager at the engineering and consultant company Fichtner, Stuttgart, Germany. From 2004 to 2007, he was with the Network Planning Department, German transmission system operator E.ON Netz GmbH, Bayreuth, Germany. Since 2007, he has been a Full Professor and the Head of the Institute of Electric Power Systems, Leibniz Universität Hannover. Since 2011, he has also been the Head of the Department of Transmission Grids, Fraunhofer IWES, Kassel, Germany. His current research interests include modeling and simulation of electric power systems, integration of renewable and decentralized energy sources, and power quality.

VOLUME 10, 2022