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ABSTRACT
Cross-Modal Retrieval (CMR) is an important research topic across multimodal computing and information retrieval, which takes one type of data as the query to retrieve relevant data of another type. It has been widely used in many real-world applications. Recently, the vision-language pre-trained models represented by CLIP demonstrate its superiority in learning the visual and textual representations and gain impressive performance on various vision and language related tasks. Although CLIP as well as the previous pre-trained models have shown great performance improvement in the unsupervised CMR (i.e., cross-modal matching), the performance and impact of these pre-trained models on the supervised CMR were rarely explored due to the lack of common representation for the multimodal class-level associations. In this paper, we take CLIP as the current representative vision-language pre-trained model to conduct a comprehensive empirical study. We evaluate its performance and impact on the supervised CMR, and attempt to answer several key research questions. To this end, we first propose a novel model CLIP4CMR (CLIP enhanced network for Cross-Modal Retrieval) that employs the pre-trained CLIP as backbone network to perform the supervised CMR. Then by means of the CLIP4CMR framework, we revisit the design of different learning objectives in current CMR methods to provide new insights on model design. Moreover, we investigate the most concerned aspects in applying CMR, including the robustness to modality imbalance and sensitivity to hyper-parameters, to provide new perspectives for practical applications. Through extensive experiments, we show that CLIP4CMR achieves the SOTA results with prominent improvements on the benchmark datasets Wikipedia, NUS-WIDE, Pascal-Sentence and XmediaNet, and can be used as a fundamental framework to empirically study the key research issues of the supervised CMR, with significant implications for model design and practical considerations.
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1 INTRODUCTION
With the explosive increase of multimodal data in social media platforms, cross-modal retrieval (CMR) has become one of the emergent needs for people to acquire relevant images and texts conveniently. CMR is a fundamental task across multimodal computing and information retrieval, which takes the query in one modality to retrieve relevant data of another modality. It not only lays the foundation for multimodal visual and language processing, analysis and understanding, but also facilitates a number of applications in domains such as image retrieval [54], image caption [44], recipe recommendation [3], automatic story generation [22] and so forth.

The aim of cross-modal retrieval is to establish the similarity link between samples from different modalities based on their semantic correlation. Existing research can be broadly categorized into two groups: the unsupervised CMR for paired multimodal data and the supervised CMR for labeled multimodal data. The unsupervised CMR (also called cross-modal matching) methods center on the design of explainable vision and language reasoning networks to learn the cross-modal semantic alignment, which gracefully aggregate the word-level and region-level fine-grained similarities into cross-modal similarity to perform the retrieval task [4, 18, 39, 50, 55, 61]. As the items from one modality usually have multiple semantic related items in another modality, the supervised CMR methods center on designing effective loss functions to preserve the multi-modal class-level semantic associations (i.e., the modality invariance and semantic discrimination) of the common representation space [45, 46, 53, 58, 63, 64]. Due to the universality of multiple related samples across different modalities in reality, we focus on the supervised CMR in this paper, and use cross-modal matching and cross-modal retrieval to refer to the unsupervised and supervised CMR respectively.

Inspired by the great success of self-supervised pre-trained language models [9, 24], a large number of vision-language pre-trained (VLP) models [5, 8, 23, 25, 40, 42] have been developed that learn the vision-language semantic alignments to be finetuned on the downstream tasks. Recently, CLIP (Contrastive Language-Image Pre-training) [31] pre-trained on 400 million noisy multimodal web data has demonstrated its impressive performance on various downstream vision and language related tasks. The VLP models represented by CLIP are profoundly reshaping the cross-modal field [2] and their superiority on cross-modal tasks are increasingly recognized [38]. Although the VLP models have been successfully fine-tuned to the unsupervised cross-modal matching, their performance and impact on the supervised CMR have not been investigated, due to the fact that these pre-trained models cannot be directly applied to the supervised CMR, which requires the common representations of the more complex multimodal class-level associations.

In this paper, we conduct an empirical study of the vision-language pre-trained model for cross-modal retrieval. The first important research question raised for our empirical study is: can CLIP boost the performance of the CMR task and why? To explore this, we propose a model named CLIP4CMR, which takes the pre-trained CLIP
as the backbone network. To generate the common representation space, CLIP4CMR exploits the pre-trained CLIP as the visual and textual encoders and then employs modality-specific multilayer perceptron for cross-modal retrieval. Although existing CMR methods rely heavily on the design of learning objectives, due to the diversity of model architectures, parameter choices and training protocols, previous research fails to supply a fair comparison vehicle for evaluating the learning objectives designed in the existing models. The CLIP4CMR framework provides a unified common ground for such fair comparison. The second important research question raised for our empirical study is: how does the design of different learning objectives (and their combination) influence the retrieval results? By means of CLIP4CMR, we are able to revisit the existing learning objectives, including the widely used pair-wise losses, more recent class-wise losses and hybrid ones that combine pair-wise and class-wise losses, and assess their comparative performances in the same experimental setting.

In addition, we consider the practical applications of the CMR models. Benefited from CLIP’s abundant multimodal knowledge obtained from extra pre-training data, we would like to investigate the practical aspects of applying the cross-modal retrieval model built on CLIP. The third important research question raised for our empirical study is: how does the CMR model built on CLIP perform under the practical situations? There are two key concerned issues here in practice: the robustness to modality imbalance [58] and sensitivity to hyper-parameters [26], and therefore, the above research question is broken down into two sub-questions. The robustness to modality imbalance has attracted much attention recently due to the discrepancies of data collection and labor annotation between different modalities in real-world applications. To alleviate this problem, previous models are mainly based on the semantic consistency and modality heterogeneity to reconstruct modality-balanced data for improving robustness [19, 57, 58]. The sensitivity to hyper-parameters is related to evaluating the scalability of a CMR model in real-world situations. In particular, the dimensionality of the common representation space is a crucial hyper-parameter for analyzing the computational storage and time efficiency of cross-modal retrieval, as usually the pre-calculated image and text representations are used for similarity ranking during the test phase. Previous studies have shown that the performance of the retrieval model in a more compact representation space is worse due to the lack of partial representation information [20, 35]. With the new perspective brought in by CLIP, these issues need to be reexamined.

Through developing CLIP4CMR, this paper proposes the first supervised CMR framework built on the vision-language pre-trained model. Our empirical study based on CLIP4CMR contributes to cross-modal retrieval field in providing the following insights:

- Benefited from the improvement of intra-class compactness, CLIP4CMR can significantly facilitate cross-modal retrieval task and serve as a promising new baseline.
- Under the unified experimental setting based on CLIP4CMR, currently widely-used hybrid losses that combine pair-wise and class-wise losses have no obvious performance gains compared to applying the class-wise loss alone.
- Cross-modal retrieval model built on CLIP can markedly improve the robustness to modality imbalance, and still maintain a small performance degradation in some extremely modality imbalanced cases.
- Cross-modal retrieval model built on CLIP is almost insensitive to the dimension changes of the common representation space, and can still maintain relatively high performance in a very compact representation space.

2 RELATED WORK

Our work focuses on applying the vision-language pre-trained model to cross-modal retrieval task. Below we review cross-modal retrieval methods and vision-language pre-trained models.

2.1 Cross-modal Retrieval

The key challenge of cross-modal retrieval is to bridge the heterogeneity gap and learn transformation functions to project multimodal data into a common representation space, such that the cross-modal retrieval task boils down to the familiar nearest neighbor retrieval in the embedding space [7]. Existing cross-modal retrieval methods can be broadly categorized into two groups: the unsupervised methods for paired multimodal data and the supervised methods for labeled multimodal data. The unsupervised methods focus on designing explainable vision and language reasoning networks to learn the cross-modal semantic alignment, which gracefully aggregate the word-level and region-level fine-grained similarities into cross-modal similarity to perform the retrieval task [4, 18, 39, 50, 55, 61]. The supervised methods focus on preserving the multimodal class-wise associations of the common representation space, so that the items of same class but from different modalities are closely grouped together [45, 46, 48, 51, 52, 57, 58, 63].

The multimodal class-wise associations are mainly preserved by learning objectives for training the networks, including the widely used pair-wise losses, more recent class-wise losses and hybrid ones that combine pair-wise and class-wise losses. The pair-wise loss provides rich class-level supervisory signals for learning common representation space by comparing fine-grained intra-class and inter-class relations between items from different modalities, i.e., cross-modal data-to-data relations. A typical pair-wise loss is the modality invariant loss, which maximizes the intra-class similarities between items from different modalities [11, 13, 46, 49]. Inspired by the success of deep metric learning in learning discriminative representations [1, 17], recent methods calculate the contrastive loss or semi-hard triplet loss on the multimodal data, thereby minimizing the similarity of intra-class multimodal pairs and maximizing that of inter-class multimodal pairs [30, 45, 59, 63]. In contrast, the class-wise loss leverages multimodal shared class proxies for learning common representation space by comparing samples with class proxies, i.e., data-to-proxy relations. The seminal examples are the linear regression loss [46, 52, 63] and cross-entropy loss [27, 28, 45], which project image and text samples into a shared label space to preserve class-level associations. Since the classification rule with softmax output layer lacks robustness to unknown classes [56], the prototype contrastive loss has been proposed to improve the robustness issue by pulling samples towards the prototype of its class and pushing samples away from prototypes of other classes [57, 58].
In fact, most of the existing methods [28, 45, 46, 52, 63] follow the paradigm of optimizing hybrid losses that combine pair-wise and class-wise losses to maximize information utilization, but fail to provide a fair comparison vehicle for evaluating the loss functions designed in these existing methods.

2.2 Vision-Language Pre-trained Models

Recently, self-supervised language pre-trained models such as BERT [9], RoBERTa [24], GPT2 [32] have pushed the state of the art on a wide range of NLP tasks. There are two keys to their success: effective pre-training tasks over large-scale language corpus, and the utilization of Transformer [43] for learning contextualized text representations [5]. Inspired by the success of pre-trained language models, a large number of vision-language pre-trained (VLP) models [5, 8, 12, 23, 25, 31, 40–42] based on Transformer have been made to build the multimodal counterpart that learns vision-language semantic alignments, bringing about great advances on downstream multimodal tasks like cross-modal retrieval.

Exemplary VLP models can be categorized as cross-encoder based and embedding based methods [12]. The cross-encoder based methods [5, 23, 25, 40, 42] apply a cross-attention mechanism based on Transformer-based neural architectures to compute the similarity score between items from different modalities. The embedding based methods encode multimodal items separately to generate high-dimensional visual and textual representations, and utilize the standard distance metrics to compute the cross-modal similarity [8, 12, 31, 41]. More recently, the CLIP [31] employs the embedding-based architecture and is pre-trained on 400 million noisy multimodal web data, and achieves impressive performance on many downstream vision and language related tasks. The great success of CLIP comes from the generality and usability learned from hundreds of millions of raw image and text data. It has inspired the growing interest of empirical studies that explore the impact of CLIP on video retrieval [26], visual question answering and visual entailment [37].

3 THE UNIFIED FRAMEWORK

Figure 1 illustrates the unified framework of applying the vision-language pre-trained model for cross-modal retrieval, which consists of the design of CLIP4CMR model and learning objectives.

3.1 Design of CLIP4CMR

Without losing generality, we focus on cross-modal retrieval for image and text. Suppose that we have a collection of N instances of image-text pairs, denoted as \( \Psi_p = \{(x^p_k, x^t_k)\}_{k=1}^N \), where \( x^p_k \) is the input image sample and \( x^t_k \) is the input text sample. Each pair \((x^p_k, x^t_k)\) is assigned a semantic label \( y_k \in \{1, 2, ..., C\} \), where \( C \) is the number of semantic categories.

Inspired by the superiority of CLIP in learning visual and textual representations, we utilize the model architecture of CLIP to perform cross-modal retrieval. The model architecture of CLIP consists of a visual encoder for image modality and a textual encoder for text modality. The visual encoder takes the form of the convolutional neural network like ResNet-50 [14] or vision transformers like ViT [10], and is pre-trained by a broad source of textual supervision to learn low-dimensional image representations. The textual encoder
is built on top of a Transformer [43], and is pre-trained by a broad source of visual supervision to learn low-dimensional text representations. We employ the pre-trained CLIP to generate image and text representations, which can be formulated as:

\[ a_i = CLIP_i(x_i^a), \quad b_j = CLIP_j(x_j^b) \] (1)

where both \( a_i \) and \( b_j \) are 1024-dimensional representations, and \( CLIP_i \) and \( CLIP_j \) denote the visual encoder and textual encoder of CLIP, respectively. However, it may be unreasonable to directly apply the representation space generated by CLIP for cross-modal retrieval, as CLIP pre-trained by self-supervised task fails to capture the more complex class-level semantic discrimination. Thus we deploy modality-specific multilayer perceptron to generate a common representation space as in most existing work [57, 58], which can be formulated as:

\[ v_t = W_{e2}(\sigma(W_{e1}a_i + b_{o1})) + b_{o2} \] (2)

\[ t_j = W_{e2}(\sigma(W_{e1}b_j + b_{o1})) + b_{o2} \] (3)

where \( \sigma \) denotes the GeLU [16] activation function, \( W_{e1}, W_{e2}, b_{o1}, b_{o2}, W_{f1}, W_{f2}, b_{f1} \) and \( b_{f2} \) are the trainable parameters, \( v_t \in \mathbb{R}^d \) and \( t_j \in \mathbb{R}^d \) are the projected features in the common representation space, and \( d \) is the dimension of the representation space. To prevent the divergence of the magnitudes, we apply l2-normalization layer to output the normalized representations.

### 3.2 Learning Objectives

#### 3.2.1 Pair-wise loss

The pair-wise loss provides rich supervisory signals for learning common representation space by comparing fine-grained intra-class and inter-class relations between samples from different modalities, i.e., cross-modal data-to-data relations. A seminal pair-wise loss for cross-modal retrieval is the contrastive loss, which minimizes the distances of positive image-text pairs belonging to the same class and maximizes the distances of negative pairs for being larger than a margin [29, 46, 52]. Given a batch of \( n \) image-text pairs, it can be formulated as:

\[ L_{cel} = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} y_{i,j} d(v_i, t_j) + \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \left(1 - y_{i,j}\right) \Delta - d(v_i, t_j) \] (4)

where \( d(\cdot, \cdot) \) denotes the square of the Euclidean distance, \( \Delta \) denotes the distance margin, and the label \( y_{i,j} \in \{0, 1\} \) indicates whether an image-text pair \((v_i, t_j)\) belongs to the same class or not. Some early cross-modal retrieval methods [11, 60] only consider the optimization of positive image-text pairs in Equation (4), which was called modality-invariant loss in subsequent work [63]. Another popular pair-loss for cross-modal retrieval is the triplet loss, which encourages the distances of positive image-text pairs to be smaller than that of negative pairs with a margin \( \Lambda \) [30, 45]. Given a batch of \( n \) image-text pairs, it can be formulated as:

\[ L_{tri} = \frac{1}{|X_o|} \sum_{(v_i, t_j^+, t_k^-) \in X_o} \left[d(v_i, t_j^+) - d(v_i, t_k^-) + \Lambda\right]_+ \]

\[ + \frac{1}{|X_t|} \sum_{(t_i, v_j^+, v_k^-) \in X_t} \left[d(t_i, v_j^+) - d(t_i, v_k^-) + \Lambda\right]_+ \] (5)

where \( X_o \) denotes the set of triplets by select \( v_i \) as anchor to find positive text \( t_j^+ \) and negative text \( t_k^- \). \( X_t \) denotes the set of triplets by select \( t_i \) as anchor to find positive image \( v_j^+ \) and negative image \( v_k^- \). \( |X_o| \) and \( |X_t| \) are their cardinalities.

#### 3.2.2 Class-wise loss

The class-wise loss leverages multimodal shared class proxies for learning common representation space by comparing samples with class proxies, i.e., data-to-proxy relations. A seminal example is the linear regression loss, which can be formulated as [46, 52, 63]:

\[ L_{lrl} = \frac{1}{n} \sum_{i=1}^{n} \left(\|Q^T v_i - y_i\|_2 + \|Q^T t_i - y_i\|_2\right) \] (6)

where \( \|\cdot\|_F \) denotes the Frobenius norm, \( Q \) is the projection matrix of the linear classifier, \( y_i \) is the one-hot label vector where the \( y_i \)-th element is 1 and the others are 0. Each column of the projection matrix \( Q \) represents a class proxy, which provides a unified anchor to pull together all images and texts belonging to the same class. To exploit the nonlinearity of the label space, another popular class-wise loss is the cross-entropy loss calculated by [28, 45]:

\[ L_{cel} = -\frac{1}{n} \sum_{i=1}^{n} \left[\log \sum_{c=1}^{C} e^{W_{tc}^T v_i + b_{tc}} + \log \sum_{c=1}^{C} e^{W_{tc}^T t_i + b_{tc}}\right] \] (7)

where \( W_t \) and \( b_t \) denote the j-th column of the weight matrix and bias matrix of the shared classification layer. Here the layer parameters \( W_t \) and \( b_t \) can be regarded as a class proxy with bias term. However, this classification rule with softmax output layer lacks robustness to unknown classes [56]. To improve the robustness of cross-modal retrieval, recent work PAN [58] assigns a set of unified prototypes \( P = \{p_c|c = 1, 2, ..., C\} \) as class proxies and adopt the nearest-prototype classification rule to infer unknown classes. The multimodal representations and prototypes are jointly learned through a prototype contrastive loss:

\[ L_{pct} = -\frac{1}{n} \sum_{i=1}^{n} \left[\log \sum_{c=1}^{C} e^{-\lambda d(v_i, p_c)} + \log \sum_{c=1}^{C} e^{-\lambda d(t_i, p_c)}\right] \] (8)

where \( \lambda \) is a scaling factor.

#### 3.2.3 Hybrid loss

To utilize both data-to-data and data-to-proxy relations and maximize information utilization, most of the existing methods [28, 45, 46, 52, 63] follow the paradigm of optimizing hybrid losses that combine class-wise and pair-wise losses. Generally, the hybrid loss can be formulated as:

\[ L_{hybrid} = L_{class-wise} + \gamma L_{pair-wise} \] (9)

where \( L_{class-wise} \in \{L_{lrl}, L_{cel}, L_{pct}\} \), \( L_{pair-wise} \in \{L_{tri}, L_{lrl}\} \), and \( \gamma \) is a carefully selected combination weight.

### 4 EXPERIMENTS

#### 4.1 Experimental Setup

#### 4.1.1 Datasets

To verify the effectiveness of our proposed method, we conduct our empirical study on four widely-used benchmark datasets, namely Wikipedia [34], Pascal-Sentence [33], NUS-WIDE[6] and XmediaNet [30]. For the Wikipedia dataset, we use 2,157 image-text pairs from 10 semantic classes for training, and 462 image-text pairs for test. For the Pascal-Sentence dataset, we use 8,000 image-text pairs from 20 classes for training and 200 image-text pairs for test. For the NUS-WIDE dataset, we use 8,000 image-text pairs from 10 classes for training and 1,000 image-text pairs for test.
Table 1: Performance comparison in terms of mAP on four widely-used benchmark datasets for cross-modal retrieval.

| MAP                  | Wikipedia       | Pascal-Sentence | NUS-WIDE       | XmediaNet       |
|----------------------|-----------------|-----------------|----------------|-----------------|
|                      | I2T  | T2I  | Avg. | I2T  | T2I  | Avg. | I2T  | T2I  | Avg. | I2T  | T2I  | Avg. |
| CCA [13]             | 0.298 | 0.273 | 0.286 | 0.203 | 0.208 | 0.206 | 0.167 | 0.181 | 0.174 | 0.212 | 0.217 | 0.215 |
| KCCA [49]            | 0.438 | 0.389 | 0.414 | 0.488 | 0.446 | 0.467 | 0.351 | 0.356 | 0.354 | 0.252 | 0.27 | 0.261 |
| Corr-AE [11]         | 0.442 | 0.429 | 0.436 | 0.532 | 0.521 | 0.527 | 0.441 | 0.494 | 0.468 | 0.469 | 0.507 | 0.488 |
| JRL [60]             | 0.479 | 0.428 | 0.454 | 0.563 | 0.505 | 0.534 | 0.466 | 0.499 | 0.483 | 0.488 | 0.405 | 0.447 |
| CMDN [27]            | 0.487 | 0.427 | 0.457 | 0.544 | 0.526 | 0.535 | 0.492 | 0.542 | 0.517 | 0.485 | 0.516 | 0.501 |
| JFSSL [46]           | 0.458 | 0.426 | 0.442 | 0.553 | 0.542 | 0.548 | 0.514 | 0.523 | 0.519 | 0.525 | 0.518 | 0.521 |
| ACMR [45]            | 0.468 | 0.412 | 0.440 | 0.538 | 0.544 | 0.541 | 0.519 | 0.542 | 0.531 | 0.536 | 0.519 | 0.528 |
| JLSLR [52]           | 0.473 | 0.440 | 0.456 | 0.568 | 0.551 | 0.560 | 0.536 | 0.531 | 0.534 | 0.544 | 0.553 | 0.549 |
| MCSM [30]            | 0.516 | 0.458 | 0.487 | 0.598 | 0.598 | 0.598 | 0.522 | 0.546 | 0.534 | 0.540 | 0.550 | 0.545 |
| CCL [29]             | 0.505 | 0.457 | 0.481 | 0.576 | 0.561 | 0.569 | 0.506 | 0.535 | 0.521 | 0.537 | 0.528 | 0.533 |
| CM-GANS [28]         | 0.521 | 0.466 | 0.494 | 0.603 | 0.604 | 0.604 | 0.536 | 0.551 | 0.543 | 0.567 | 0.551 | 0.559 |
| PAN [58]             | 0.517 | 0.462 | 0.489 | 0.686 | 0.689 | 0.688 | 0.590 | 0.571 | 0.581 | 0.669 | 0.660 | 0.665 |
| DSCMR* [63]          | 0.521 | 0.478 | 0.499 | 0.674 | 0.682 | 0.678↑ | 0.611 | 0.615 | 0.613 | 0.697 | 0.693 | 0.695 |
| MCCN* [57]           | 0.552 | 0.487 | 0.520 | 0.681 | 0.686 | 0.683↑ | -    | -    | -    | 0.741 | 0.743 | 0.742 |
| CLIP4CMR             | 0.592 | 0.574 | 0.583 | 0.698 | 0.692 | 0.695 | 0.609 | 0.621 | 0.615 | 0.746 | 0.758 | 0.752 |

1 Two-stage approach, which use training data to train pre-classified visual and textual encoders followed by cross-modal retrieval
2 Reproducible results using 200 test samples in Pascal-Sentence dataset following [45]. The average mAP of our method is 74.2 when following the dataset split of MCCN [57], but their test samples are too small for effective evaluation.

4.1.2 Evaluation Metrics. The results of all the experiments are presented in terms of the mean average precision (mAP), which is the standard evaluation measure in cross-modal retrieval [46, 47]. We compute the mAP scores for two different tasks: text retrieval using image query (I2T) and image retrieval using text query (T2I).

To calculate mAP, we first evaluate the average precision (AP) of a set of R retrieved items by: $AP = \frac{1}{R} \sum_{r=1}^{R} P_r \times \delta(r)$, where $T$ is the number of relevant items in the retrieved set, $P_r$ represents the precision of the top $r$ retrieved items, and $\delta(r)$ is an indicator function, whose value is 1 if the $r$-th retrieved item is relevant ($i.e.$, from the same class). The mAP scores are then calculated by averaging the AP values over all queries.

4.1.3 Implementation Details. The model architecture of CLIP4CMR is mainly based on CLIP, which consists of a visual encoder and a textual encoder that process image and text modalities separately. The visual encoder utilizes ResNet-50 [14] as the base architecture, and makes several modifications to incorporate the style of Transformer [43]. Specifically, it adopts the modified version in ResNet-D [15] and antialiased rect-2 blur pooling [62], and then replaces the global average pooling layer with an attention pooling mechanism. The attention pooling is implemented as a single layer of multi-head QKV attention where the query is conditioned on the pooled representation, and finally a 1024-dimensional image representation is obtained. The textual encoder first converts each token (including punctuation) of the input text into a lower-cased byte pair encoding (BPE) representation [36], which is essentially a unique numeric ID. The vocabulary size in is 49, 152 and the text length is fixed as 77 with the [SOS] and [EOS] tokens. Then the

Figure 2: The distributions of the intra-class distances and inter-class distances across different modalities in the test set.
Table 2: Revisiting pair-wise and class-wise losses in cross-modal retrieval with the unified CLIP4CMR framework.

| MAP       | Wikipedia | Pascal-Sentence | NUS-WIDE | XmediaNet | Wikipedia | Pascal-Sentence | NUS-WIDE | XmediaNet |
|-----------|-----------|-----------------|----------|-----------|-----------|-----------------|----------|-----------|
|           | I2T       | T2I             | Avg.     | I2T       | T2I       | Avg.            | I2T       | T2I       | Avg.     |
| Class-wise loss | LRL 0.592 0.585 0.588 | 0.686 0.680 0.683 | 0.621 0.643 0.632 | 0.574 0.576 0.575 | CEL 0.586 0.565 0.576 | 0.697 0.686 0.692 | 0.605 0.619 0.612 | 0.671 0.674 0.673 | PCL 0.592 0.574 0.583 | 0.698 0.692 0.695 | 0.609 0.621 0.615 | 0.746 0.758 0.752 |
| Pair-wise loss | ML 0.147 0.153 0.150 | 0.114 0.104 0.109 | 0.137 0.131 0.134 | 0.012 0.011 0.012 | CL 0.516 0.498 0.507 | 0.587 0.555 0.571 | 0.577 0.592 0.584 | 0.628 0.641 0.635 | TL 0.550 0.536 0.543 | 0.624 0.620 0.622 | 0.595 0.603 0.599 | 0.674 0.678 0.676 |

Figure 3: The impact of hybrid losses that combine class-wise and pair-wise losses. We show the average mAP values of text retrieval and image retrieval tasks under different combination weights γ. We compare the performance of the hybrid loss combined by class-wise loss and different pair-wise losses in each sub-figure.

### 4.2 Study on the CLIP4CMR Performance

#### 4.2.1 Comparative Results

To evaluate the performance and impact of the vision-language pre-trained model CLIP in cross-modal retrieval, we compare the proposed CLIP4CMR with fourteen representative baseline methods, namely CCA [13], KCCA [49], Corr-AE [11], JRL [60], CMDN [27], JSSL [46], ACMR [45], JLSLR [52], MCSR [30], CCL [29], CM-GANs [28], DSMR [63], PAN [58] and MCCN [57]. Note that DSMR and MCCN are two-stage methods, where the dimension of the common representation space is 1,024, and the scaling factor λ in Eq.(8) is 1.

In addition, the margin Δ of pair-wise losses is set to be 0.2 as in most of previous work [4]. Further analysis of these hyper-parameters will be discussed in Section 4.4.
which use training data to train pre-classified visual and textual encoders followed by cross-modal retrieval. By this way, the two-stage training approach can significantly improve the performance of cross-modal retrieval in their original report, including the baseline methods. Here we report the results of CLIP4CMR trained by prototype contrastive loss because of its overall better performance on all the datasets. We shall compare the performance of CLIP4CMR under different loss functions in Section 4.3.

Table 1 reports the mAP scores of CLIP4CMR and the comparative methods. From the results, we can see that CLIP4CMR outperforms baseline methods on all benchmark datasets. Comparing with representative one-stage methods, our method outperforms PAN with the average mAP improvements 9.4%, 0.7%, 3.4% and 8.7% on Wikipedia, Pascal-Sentence, NUS-WIDE and XmediaNet, respectively. Moreover, CLIP4CMR still achieves better performance compared to recent two-stage methods, especially on the Wikipedia dataset with significant performance gains. The promising results of CLIP4CMR indicate the superiority of CLIP in learning the visual and textual representations for boosting cross-modal retrieval.

4.2.2 Visualization Analysis. To further study how the superiority of CLIP4CMR is generated, we further examine the distributions of the intra-class image-text distances and inter-class image-text distances in the test set. Specifically, we collect 23,880 intra-class image-text distances and 189,564 inter-class image-text distances in the Wikipedia dataset, and 83,538 intra-class image-text distances and 15,916,462 inter-class image-text distances in the XmediaNet dataset. We adopt the previous SOTA method PAN [58] for comparison, and show the visualization results in Figure 3. From the figure, we can see that the intra-class image-text distances of CLIP4CMR is obviously more compact than those of PAN, and the inter-class image-text distances of the two methods are not significantly different. The visualization results show that the superiority of CLIP4CMR mainly comes from the more compact distribution of multimodal samples within class, which actually benefits from the prior knowledge of cross-modal semantic alignment obtained by the vision-language pre-trained model.

4.2.3 Summary and Implication for Future Research. Benefited from the improvement of intra-class compactness, CLIP4CMR provides a promising baseline and can significantly facilitate cross-modal retrieval task. This indicates that more future research efforts are needed to actively explore the effective utilization of powerful vision-language pre-trained models for cross-modal retrieval.

4.3 Study on the Design of Learning Objectives

4.3.1 Comparative Results. To provide a fair comparison of the loss function design in the existing models, we deploy CLIP4CMR as the uniform framework as well as experimental tool for revisiting the most common pair-wise losses, class-wise losses and hybrid ones. Specifically, we unify the model architecture of CLIP4CMR, training protocol, parameter choice and random seed for a relatively objective comparison. We compare three popular pair-wise losses namely modality-invariant loss (i.e., ML), contrastive loss (i.e., CL) and triplet loss (i.e., TL), as well as three popular class-wise losses namely linear regression loss (i.e., LRL), cross-entropy loss (i.e., CEL) and prototype contrastive loss (i.e., PCL).

Table 2 reports the performance comparison of different loss function design. From the results, we can see that the overall performance of the prototype contrastive loss on the four datasets is significantly better than the other loss functions, although its performance on Wikipedia and NUS-WIDE datasets is slightly lower than that of linear regression loss. For the pair-wise losses, we can

![Figure 4: Visualization of the distance matrix between the embeddings of test set learned by pair-wise loss and class-wise loss, respectively. X-axis denotes the image labels, and Y-axis denotes the text labels.](image-url)
which shows the necessity of considering negative samples for cross-modal retrieval. Moreover, the results show that there is an obvious performance gap between pair-wise loss and class-wise loss. Specifically, the prototype contrastive loss outperforms the triplet loss with the average mAP improvements 4.0%, 7.3%, 1.6% and 7.6% on Wikipedia, Pascal-Sentence, NUS-WIDE and Xmedi-aNet, respectively.

Figure 4 illustrates the performance of the hybrid losses that combine class-wise and pair-wise losses. We carefully compare nine hybrid losses under different combinations including LRL+γML, LRL+γCL, LRL+γTL, CEL+γML, CEL+γCL, CEL+γTL, PCL+γML, PCL+γCL and PCL+γTL, where γ represents the combination weight. Since the combination weight γ is a carefully selected parameter and the existing work does not provide a clear value, we tune the parameter γ and show the average mAP values. The results show that under all possible combinations, the hybrid losses of carefully adjusted parameter γ have no obvious performance gains compared to applying class-wise loss alone. This empirical finding is consistent with the perspective in the recently proposed method PAN [58], that is, a simple combination of pair-wise loss and class-wise loss in cross-modal retrieval may not be necessary.

### 4.4 Study on Two Practical Issues

To facilitate practical applications, we experiment on two key concerned issues here in practice: the robustness to modality imbalance and sensitivity to hyper-parameters.

#### 4.4.1 The Robustness to Modality Imbalance

First, we follow the dataset split scheme in PAN [58] to construct imbalanced training data, which includes two imbalanced ratios: retain 50% text or image samples (i.e., 100%I+50%T or 50%I+100%T) and retain 30% text or image samples (i.e., 100%I+30%T or 30%I+100%T). Then we further construct a more extreme imbalanced setting, that is, only 10% text or image samples are retained (i.e., 100%I+10%T or 10%I+100%T). Finally, to show the importance of the coexistence of image and text modalities, we also compare the results of only retaining image samples (i.e., 100%I+0%T) and only retaining text samples (i.e., 0%I+100%T). For comparison, we compare with DAVAE [19], PAN [58], and the baseline method of not processing imbalanced data. All compared results are reported in PAN.
Table 5: Parameter analysis of the dimension $d$.

| Parameter | Wikipedia | Pascal-Sentence | NUS-WIDE | XmediaNet |
|-----------|-----------|-----------------|----------|-----------|
| $d=64$    | 0.569     | 0.675           | 0.606    | 0.730     |
| $d=128$   | 0.576     | 0.687           | 0.609    | 0.738     |
| $d=256$   | 0.582     | 0.691           | 0.613    | 0.743     |
| $d=512$   | 0.583     | **0.695**       | 0.614    | 0.748     |
| $d=1024$  | **0.585** | 0.694           | **0.615**| **0.752** |
| $d=2048$  | 0.581     | 0.694           | 0.615    | 0.750     |

Following PAN, we repeat each experiment five times and report the average mAP scores (mean ± standard deviation) in Table 3 and Table 4. From the experimental results, we can see that the baseline method encounters an obvious performance decline in the face of modality imbalance, and the degree of performance decline is positively correlated with the proportion of modality imbalance. We can also see that DAEVE and PAN achieve significant performance improvements by reconstructing modality balanced data, validating the necessity of using modality balanced data during the training phase. However, the emergence of CLIP4CMR changes these previously formed perspectives. CLIP4CMR achieves significantly better performance under all the imbalanced settings, and it maintains slight performance degradation in some extremely imbalanced settings (i.e., 100%I+10%T and 100%T+100%T in Table 4). The robustness of CLIP4CMR shows that the image and text representations obtained by CLIP pre-trained on large-scale modality balanced data can greatly alleviate the imbalanced problem effortlessly, which is an important change brought by the vision-language pre-trained model for cross-modal retrieval. In particular, the performance of the model drops seriously when we discard text or image samples (i.e., 100%I+0%T and 0%I+100%T in Table 4), indicating that image and text modalities coexist are important to modality imbalanced situation.

4.4.2 The Sensitivity to Hyper-parameters. To investigate the influence of hyper-parameters on the retrieval performance, we examine the mAP values of CLIP4CMR by varying the dimensionality $d$ of the common representation space. Note that the previous work did not perform a detailed parameter analysis of the dimensionality $d$, but we believe this is necessary due to the importance of its value in analyzing the computational storage and time efficiency of cross-modal retrieval. We vary $d$ from 32 to 2048, and show the impact of different values of $d$. We report the average mAP values of text retrieval (I2T) and image retrieval (T2I) tasks in Table 5. We can see that when $d=1024$, the overall performance of CLIP4CMR on the four datasets is the best. We can also see that the performance of CLIP4CMR decreases slightly when $d$ decreases, which means that CLIP4CMR can maintain considerable performance even in a more compact representation space. In particular, CLIP4CMR can still maintain a small performance degradation in a very compact representation space (such as $d=64$), indicating that the retrieval model built on CLIP is almost insensitive to the dimension changes of the common representation space. In addition, we also analyze the impact of the scaling factor $\lambda$ in the prototype contrastive loss. We vary $\lambda$ from 0.01 to 10 and show the impact in Figure 6. From the results, we can see that CLIP4CMR achieves the best average mAP value when $\lambda = 1$, and the performance drops significantly when $\lambda = 10$, suggesting that it is harder to train larger scaling factors due to the numerical stability.

4.4.3 Summary and Implication for Future Research. Cross-modal retrieval model built on CLIP markedly improves the robustness to modality imbalance and sensitivity to the dimension changes of the common representation space. This indicates that with the help of vision-language pre-trained models, the dataset labeling and computational costs in practical applications can be greatly reduced in future research on cross-modal retrieval.

5 CONCLUSION

In this paper, we conduct a comprehensive empirical study to investigate the performance and impact of the pre-trained CLIP for cross-modal retrieval. Our empirical study demonstrates that the CLIP4CMR framework built on CLIP can significantly facilitate the performance of cross-modal retrieval, together with the underlying rationale for this. The CLIP4CMR framework also provides a uniform experimental setting for the relatively objective comparison of the existing methods to gain valuable insights on loss function design.
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