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Abstract—The problem of heat system pricing is considered. A direct extension of locational marginal prices (LMP) in electricity markets to heat systems may lead to revenue inadequate issues. The underlying reason for such a problem is that, unlike electric power, heat has different grades and cannot be considered as homogenized commodity. Accordingly, an energy-grade double pricing rule is proposed in this paper. Heat energy and grade prices are explained as the shadow prices related to the nodal heat balance constraints and temperature requirements constraints at the optimal solution. The resulting merchandise surplus at each dispatch interval can be decomposed into several explainable parts, namely, congestion rent, impact from the last period, and impact from the upcoming period. And the total merchandise surplus over all dispatch intervals can be decomposed into several non-negative interpretable parts, including congestion rent and impact from the initial state, thus guaranteeing the revenue adequacy for the heat system operator. Simulations verify the effectiveness of the proposed mechanism.

I. INTRODUCTION

In the integrated energy system, different energy carriers can be coordinated to improve fuel efficiency and alleviate environmental pollution. For example, in the combined heat and power (CHP) system, fuel efficiency can be improved by 50%, and carbon emission can be reduced by 13-18% compared to single out-put generators because of the waste heat recycling and the complementarity of electric power systems and heat systems [1]. Therefore, a better-coordinated energy system, including sectors of electric power, heating, and cooling, has been extensively developed. In China, CHP units account for about 40% of installed thermal power by 2020 [2]. And CHP units produced 20.1 TWh of electricity in the UK in 2016 [3]. However, the integration of the heat systems and electric power systems brings about the coupling of the two systems’ operation. Their generation cost is also coupled with the CHP units’ joint cost. Thus price regime in the CHP system needs to be further studied.

Whereas, compared to electricity markets, the pricing of heat is still an open question [4]. The true-cost pricing principle is used in the regulated market like Russia [5], where prices and delivery conditions are supervised by national independent authorities. A cost-plus method was presented in [6]. This pricing method has a high reliance on honest offers from generators and proper management of authorities. Some countries set heat prices based on a liberalized heat market. For example, in Sweden, the heating sector was opened to competition in 1996, and the marginal cost pricing mechanism is adopted [7]. Since the marginal cost pricing mechanism uses the cost of an alternative unit of heat supply in the heat system, which increases the transparency of price formulation, it becomes the mainstream of the research on heat pricing. The heat marginal energy price is proposed in a wholesale heat market in [8], and [9] develops a dynamic pricing model based on the heat’s levelized cost. In light of LMP’s extensive adoption in the electricity market, paper [10] optimizes the heat and electricity simultaneously and extends the concept of LMP in electricity markets to heat pricing. Heat is priced as the shadow prices related to nodal heat energy balance at the optimal solution. Paper [11] further explains the meaning of heat energy marginal prices. The distribution law of the heat energy marginal prices is analyzed in [12]. In addition, to make full use of the CHP system’s flexibility, the heat energy marginal price formulated with the participation of integrated demand response [13] and flexible ramping product [14] is studied.

However, most existing works on heat pricing focus on the costs of energy. Considering the important assumption of LMP that the electric power is homogeneous, it leads to locational uniform prices. For heat energy, however, different temperatures correspond to different qualities, or grades, of the heat energy [15]. Paper [16] discusses the influence of the heat carrier’s temperature on the production efficiency of heat generators. And paper [17] presents the effect of the heat carrier’s temperature on the consumers’ comfort.

The main contributions of the paper are two-fold: (i) an energy-grade double pricing mechanism is proposed. After introducing optimization models used in heat system dispatch, we show by a toy example that a direct extension of LMP based on the model in heat systems may lead to problems of inadequate revenue. Subsequently, we develop the rule of energy-grade double pricing; (ii) We decompose the associated merchandise surplus of the heat system operator under the proposed rule into several interpretable components. The pricing rule explains how the heat energy and grade requirements affect the system’s operation cost.

II. PROBLEM MODELING

In this section, we describe the operation model and the optimization model of the heat system respectively.

A. Operation model

A heat system consists of heat exchangers, a supply network, and a return network as shown in Fig. 1. The networks are composed of pipelines. Each heat exchanger has a pair of locations in the supply and return networks.
We use $\tau$ and $T$ to denote the pipeline outlet temperatures and locational temperatures in the following parts.

1) Heat node: Heat exchangers are represented by heat nodes in Fig 1 because the quantity of heat nodes’ production and consumption is determined by the temperature difference between exchangers’ supply and return sides.

![Fig. 1. The general structure of a heating system.](image)

The nodal heat balance is:

$$
\begin{align*}
G_{i,t} & = cM_{i,t}(T_{i,t}^{NS} - T_{i,t}^{NR}), i \in \Psi_S, \quad (1a) \\
D_{i,t} & = cM_{i,t}(T_{i,t}^{NS} - T_{i,t}^{NR}), i \in \Psi_L,
\end{align*}
$$

where $T_{i,t}^{NS}/T_{i,t}^{NR}$ represent the heat node $i$’s supply/return side temperature at period $t$, $G_{i,t}/D_{i,t}$ represent heat node $i$’s production/load power. $\Psi_{S/L}$ indicates the set of source/load nodes. $M_{i,t}$ is the mass flow through the heat exchanger of node $i$ at period $t$. $c$ is the specific heat capacity of water.

For load nodes, water in the supply network injects into their heat exchangers, and is mixed in their return-side location. For source nodes, water with low temperature in the return network injects into their heat exchangers, and is mixed in their supply-side location. Thus the load/source nodal heat balances can be presented using their return/supply locational temperature mixing respectively:

$$
\begin{align*}
G_{hi,t} - D_{hi,t} = & c(\sum_{r \in \Psi(i)} m_{r,t}T_{i,t}^{r}) - \sum_{r \in \Psi(i)} m_{r,t}\tau_{r,t}, \quad (2a) \\
T_{1i,t} &= \begin{cases} 
T_{i,t}^{R}, & \forall i \in \Psi_L, \\
T_{i,t}^{S}, & \forall i \in \Psi_S,
\end{cases} \\
T_{2i,t} &= \begin{cases} 
T_{i,t}^{R}, & \forall i \in \Psi_L, \\
T_{i,t}^{S}, & \forall i \in \Psi_S,
\end{cases}
\end{align*}
$$

where $\Psi_R(i)$ and $\Psi_S(i)$ indicate the set of pipelines injecting into the location of node $i$ in the return network and supply network respectively. $m_{r,t}$ denotes the mass flow rate of pipeline $r$. $\tau_{r,t}$ denotes the outlet temperature of pipe $r$ at $t$.

And load/source node $i$’s supply/return locational temperature mixing is presented as:

$$
\begin{align*}
0 = & (\sum_{r \in \Psi_S(i)} m_{r,t}T_{i,t}^{r}) - \sum_{r \in \Psi_S(i)} m_{r,t}\tau_{r,t}, i \in \Psi_L, \quad (3a) \\
0 = & (\sum_{r \in \Psi_S(i)} m_{r,t}T_{i,t}^{r}) - \sum_{r \in \Psi_S(i)} m_{r,t}\tau_{r,t}, i \in \Psi_S. \quad (3b)
\end{align*}
$$

Considering the heat transfer process in pipelines, pipeline $r$’s outlet temperature $\tau_{r,t}$ can be calculated by its inlet nodal locational temperatures as described briefly in the following, please refer to [18] for more details.

2) Heating pipeline: Supply and return networks consist of pipelines connecting different nodes. Under the assumption of a day-ahead dispatch interval, the outlet temperature $T_{ji,t}$ of pipeline $ji$ in supply/return network at $t$ can be expressed by its inlet node temperature at $t$ and $t-1$ [11]. When water flows through the pipeline, the temperature drops with distance. So the outlet temperature $T_{ji,t}$ is:

$$
T_{ji,t} = \left[(1 - \psi_{ji}^{S/R})T_{ji,t} + \psi_{ji}^{S/R}T_{ji(t-1)} - T_{ai,t}\right]e^{-v*\rho S_{ji,t}/c_{ji,t} \Delta T} + T_{ai,t}^{S/R},
$$

where $\psi_{ji}^{S/R} = \rho S_{ji,t}^{S/R} L_{ji,t}^{S/R}/(m_{ji,t}^{S/R} \Delta T)$. $\rho$, $S_{ji,t}^{S/R}$, $L_{ji,t}^{S/R}$, $m_{ji,t}^{S/R}$ and $\Delta T$ indicate the density of water, cross-section area, length, mass flow rate of pipeline from node $j$ to $i$ in supply/return networks and dispatch time interval respectively. $v$ and $T_{ai,t}^{S/R}$ indicate heat transfer coefficient per unit length of pipeline $ji$, and node $i$’s ambient temperature of supply/return locations respectively. $\tau_{r,t}$ with inlet node $j$ and outlet node $i$ in (2-3) can be calculated as (4).

3) Heating Network: A $n$-node heat system can be represented by a graph consisting of $2n$ locations, $n$ exchangers, and $k$ pipelines. In this paper, we use the outlet matrix $A_{a1}$ and the extremity matrix $A_{a2}$ to describe the connection in the graph [11]. Substituting (4) into (2)-(3) and listing (2)-(3) in sequence, the matrix form of (2)-(3) is:

$$
H_k = C_1 T_k + C_2 T_{k-1} + R_t,
$$

where $T_k$ is the vector of location temperatures at $t$. $H_{k,t}$ in the $k^{th}$ row of $H_k$ is dependent on the constraint type of the corresponding row $k$ of the matrix. When the row $k$ corresponds to the node $i$’s heating balancing equation (2), $H_{k,t} = G_{i,t} - D_{i,t}$. And when the row $k$ corresponds to the temperature mixing equation (3), $H_{k,t} = 0$. $C_1$, $C_2$ and $R_t$ are parameters calculated as:

$$
\begin{align*}
C_1 &= A_{a1} G_c A_{a1}^T - A_{a2} G_c D a_l A_{a1}^T, \\
C_2 &= - A_{a2} G_c D b A_{a1}^T, \\
R_t &= A_{a2} G_c (D-I) A_{a1}^T T_{a1,t},
\end{align*}
$$

where $T_{a1,t}$ is the vector of ambient temperatures. $D$, $G_c$, $a$ and $b$ are calculated as:

$$
\begin{align*}
D &= I - \rho S/c_m G_c = cm, \\
a &= I - \rho S/(m \Delta T), b = \rho S/(m \Delta T),
\end{align*}
$$

where $S$, $L$, $m$ and $I$ are diagonal matrices of pipelines’ cross section area, length and mass flow rate, and $I$.

**TABLE I**

| Matrix and vector | size |
|------------------|------|
| $C_1, C_2$      | $2n^2\times2n$ |
| $T_k, T_{k-1}, R_t$   | $2n^2$ |
| $A_{a1}, A_{a2}$   | $2n^2(n+k)$ |
| $S, L, m, I, G_c, D, a, b$ | $(n+k)\times(n+k)$ |

The size of matrices and vectors are defined in TABLE I.
B. Optimization model

We assume that the heat load is inelastic and the mass flow rate is constant [11]. The optimal dispatch model of a heat system is formulated as:

\[
\min_{G_i, H_t} C_H(G_t) = \min_x \sum_{i \in T} \sum_{i \in \Psi_{CHP}} C_{i, t}^{CHP} + \sum_{i \in \Psi_{HB}} C_{i, t}^{HB},
\]

\[s.t. \]
\[
\lambda_k: H_t = C_1 T_{t} + C_2 T_{t-1} + R_t, \tag{9a}
\]
\[
\gamma_k, \overline{\gamma_k}: \underline{G} \leq G_t \leq \overline{G}, \tag{9b}
\]
\[
\mu_k: T_k \leq T_{sa}, \tag{9c}
\]
\[
\beta_k: T_t \geq T_Q. \tag{9d}
\]

1) Objective function: There are two typical types of heat sources- heat boilers and CHP units. Their cost functions are:

\[
C_{i, t}^{HB} = A_i C_{i, t}^{HB} + B_i C_{i, t}^{HB}^2, \quad i \in \Psi_{HB}
\]

\[
C_{i, t}^{CHP} = C_i C_{i, t}^{CHP} + D_i C_{i, t}^{CHP}^2, \quad i \in \Psi_{CHP}
\]

where \(\Psi_{HB}\) and \(\Psi_{CHP}\) represent the set of heat boilers and CHP units. \(A_i\) and \(B_i\) are cost coefficients of heat boiler \(i\), while \(C_i\) and \(D_i\) are cost coefficients of CHP unit \(i\). The objective function minimizes the total cost of all generation units over the \(T\)-hour model horizon.

2) Constraints: There are four kinds of constraints:

- Heating balancing & temperature mixing constraints (9a), whose shadow prices are denoted by \(\lambda_k\).
- Heat production constraints (9b), whose \(\underline{G}\) and \(\overline{G}\) represent lower and upper bounds of heat sources’ power output, whose shadow prices are denoted by \(\gamma_k\) and \(\overline{\gamma_k}\).
- Pipeline security constraints on temperature (9c), whose shadow prices are denoted by \(\mu_k\). It means that the temperature should not exceed its upper limit \(T_{sa}\).
- Temperature requirements of heat sources and consumers (9d), whose shadow prices are denoted by \(\beta_k\). Heat consumers may have temperature requirements to ensure comfort. Heat sources may propose temperature requirements to enhance production efficiency.

III. ENERGY-BASED PRICING RULE

A. Pricing and settlement

We first implement a direct extension of the LMP in the electricity market to the pricing of heat. The Lagrangian of the optimal dispatch model (8-9) is:

\[
L = C_H + \sum_{t=1}^{T} [\lambda_k^t (T_{k, t} + C_2 T_{k, t-1} + R_t + H_t)] + \mu_k^t (T_k - T_{sa}) + \beta_k^t (T_Q - T_k) + \gamma_k^t (G_t - \underline{G}) + \overline{\gamma_k}^t (G_t - \overline{G})].
\]

(11)

Similar to electricity markets, the LMP of heat node \(i\) at time \(t\) for heat is defined as the incremental cost to serve one unit additional load demand \(D_{i, t}\) [19]. When heat node \(i\)'s heat balance corresponds to the \(k^{th}\) row in (5), the LMP of heat node \(i\) at time \(t\) is calculated as:

\[
p_i^t = \frac{\partial C_i^H}{\partial D_{i, t}} = \frac{\partial C_i^{CHP}}{\partial H_{i, t}} = \lambda_i^t.
\]

(12)

Consequently, the payment of load at node \(i\) is:

\[
\pi_i^t = \sum_{t=1}^{T} p_i^t = \sum_{t=1}^{T} p_i^t * D_{i, t}.
\]

(13)

Generator at node \(i\) receives payment:

\[
\pi_i^S = \sum_{t=1}^{T} \pi_i^S = \sum_{t=1}^{T} p_i^S * G_{i, t}.
\]

(14)

B. Merchandise surplus

The total merchandise surplus with these LMPs over T-period is calculated as:

\[
\mathcal{M} = \sum_{i \in \Psi_E} \pi_i^L - \sum_{i \in \Psi_S} \pi_i^S = \sum_{t=1}^{T} \sum_{i \in \Psi_{HN}} p_i^S * (D_{i, t} - G_{i, t}),
\]

where \(\Psi_{HN}\) indicate the sets of heat nodes.

Fig. 2. Heating system of the toy case.

![Heating system of the toy case](image)

**TABLE II**

| STATES | VALUE |
|-------|-------|
| Heat load (MW) | Source type |
| Cost coefficient | \(C = 14.8, D = 0.0245\) |
| Energy source capacity (MW) | 4.0 |
| \(v\) of \(b1\) (W/m\(^2\)°C) | 0.099 |
| \(v\) of \(b2\) (W/m\(^2\)°C) | 0.099 |
| \(L_{b1}\) (m) | 9000 |
| \(L_{b2}\) (m) | 9000 |
| \(b1\)'s mass flow rate (t/h) | 1000 |
| \(b2\)'s mass flow rate (t/h) | 1000 |
| \(b3\)'s mass flow rate (t/h) | 1000 |
| \(b4\)'s mass flow rate (t/h) | 1000 |
| NH1\(^b\) temperature requirement (°C) | 60-100 |
| NH2\(^b\) temperature requirement (°C) | 60-100 |
| NH1\(^k\) temperature requirement (°C) | 40-100 |
| NH2\(^k\) temperature requirement (°C) | 30-100 |

From **TABLE II**, we can see that the LMP of the source node is higher than that of the load node. In addition, the heat power production is greater than the power consumption due to network loss. Therefore, the merchandise surplus of the system operator is negative at any time period.
TABLE III
TESTING RESULTS

| Results                  | Value  |
|-------------------------|--------|
| Generator’s LMP ($/MWh)| 14.328 |
| Load’s LMP ($/MWh)      | 14.317 |
| Merchandise surplus ($/h)| -2.03  |
| Heat production (MWh)   | 2.14   |
| NH2S temperature (°C)   | 60.06  |
| NH2S temperature (°C)   | 60     |
| NH1R temperature (°C)   | 58.23  |
| NH2R temperature (°C)   | 58.29  |

Next, we explain the smaller LMP of heat load. We can see that the temperature at NH2S reaches its lower bound in TABLE III. So when the load increases by one unit, the temperature of NH2S will decrease while the temperature of NH2S will keep unchanged, which leads to less network loss in the return network and the same network loss in the supply network. So the loss component of the load’s LMP is negative, and the load has a smaller LMP. Since lower bounds of nodes represent the nodal requirements for heat quality. This is the underlying reason for the negative merchandise surplus- heat is heterogeneous commodity which is different from the case of electricity. So we propose an energy-grade double pricing rule in the next section.

IV. ENERGY-GRADE DOUBLE PRICING RULE

In this section, we develop an energy-grade double pricing mechanism considering the different grade requirements of heat generators and consumers.

A. Pricing and settlement

For heat node $i$, it has quality requirements for both $T^S_{i,t}$ and $T^R_{i,t}$, which causes additional cost. The cost should be attributed to the requested nodes. In the energy-grade double pricing rule, we use heating grade price based on the marginal contribution of personalized requirements to the expected system total cost (8) to reflect this. Based on the optimal dispatch model, according to the envelope theorem, the marginal grade price of heat node $i$ at $t$ is:

$$p^S_{g,t} = \frac{\partial C_{LCP}^S}{\partial T^S_{Qi,t}} = \frac{\partial L_{CP}^S}{\partial T^S_{Qi,t}} = \beta^S_{i,t}$$  \hspace{1cm} (16)

$$p^R_{g,t} = \frac{\partial C_{LCP}^R}{\partial T^R_{Qi,t}} = \frac{\partial L_{CP}^R}{\partial T^R_{Qi,t}} = \beta^R_{i,t}$$  \hspace{1cm} (17)

Note that the demand for heat quality is reflected in raising the water's temperature from the ambient temperature, in the proposed rule, we use the temperature difference between sources'/loads' personalized required temperatures and ambient temperature when considering the heat grade settlement and analyzing merchandise surplus.

The heat energy is settled at the LMP, which is the same as the energy-based pricing rule. The heat grade is settled at a marginal grade price. Thus the payment of load node $i$ is:

$$\Upsilon^S_i = \sum_{t=1}^{T} \Upsilon^S_{i,t} = \sum_{t=1}^{T} [(p^S_{g,t} * D_{i,t}) + (p^R_{g,t} * (T^S_{Qi,t} - T_{ai,t})) + (p^S_{g,t} * (T^S_{Qi,t} - T_{ai,t}))], i \in \Psi_S.$$  \hspace{1cm} (18)

Source node $i$ receives payment:

$$\Upsilon^S_i = \sum_{t=1}^{T} \Upsilon^S_{i,t} = \sum_{t=1}^{T} [(p^S_{g,t} * G_{i,t}) + (p^S_{g,t} * (T^S_{Qi,t} - T_{ai,t}))], i \in \Psi_S.$$  \hspace{1cm} (19)

B. Merchandise surplus

The merchandise surplus of the system operator at time $t$ is calculated as:

$$\Upsilon_t = \sum_{i \in \Psi_L} \Upsilon^L_{i,t} - \sum_{i \in \Psi_S} \Upsilon^S_{i,t}$$  \hspace{1cm} (20a)

$$= \mu^T_{t} (T_{sa} - T_{a,t}) - \lambda^T_{t} C_2 (T_{t-1}^* - T_{a,t}) \hspace{1cm} (20b)$$

$$= CR_t + IL_t + IU_t.$$  \hspace{1cm} (20c)

For the detailed derivation of (20), please refer to appendix. $T_t$ can be decomposed into following three parts by their corresponding constraints:

1) Congestion rent $CR$: If the pipelines’ security constraints on temperature (9c) are exceeded, the load of some nodes is unable to use the most economical unit in the heating system. In (9c), the pipelines’ security constraints are all positive upper bounds, so $CR_t$ are non-negative, like congestion rent in the electricity market.

$$CR_t = \mu^T_{t} (T_{sa} - T_{a,t}) \geq 0.$$  \hspace{1cm} (21)

2) Impact from the last period $IL_t$: Because of the thermal inertia, the temperature and heat of the previous period provide a base for the current operation, temperatures at $t$ are influenced by that at $t - 1$. In particular, the impact from the last period is non-negative.

$$IL_t = -\lambda^T_{t} [C_2 (T_{t-1}^* - T_{a,t})] \geq 0.$$  \hspace{1cm} (22)

3) Impact from the upcoming period $IU_t$: Similarly, temperatures at $t$ are influenced by that at $t + 1$. It can be understood as an advance payment for future operation. So the impact from the upcoming period is non-positive.

$$IU_t = \lambda^T_{t+1} [C_2 (T_{t}^* - T_{a,t})] \leq 0.$$  \hspace{1cm} (23)

Remark 1: The ramping constraints in the electricity market and the heat nodal balance constraints (9a) in the heat market are both interval-coupling constraints, but they influence the price formulation and pricing mechanism’s properties differently. Since the ramping constraint reflects the allocation of limited capacity among energy and ramping services for a resource in the electricity markets [20]. When adopting traditional LMP, generators’ LMP is influenced by the binding ramping constraints of the last and upcoming periods, but the electricity market operator’s merchandise surplus is still composed of the congestion rent. However, in the heat market, heat prices’ relationship between periods reflects the heat transfer process, so the heat market operator’s merchandise surplus includes $IL_t$ and $IU_t$. The heat nodal balance constraints also couple different nodes in the heat system, so the coupling effect of time and space in heat system needs to be further studied in our future research.
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The total merchandise surplus of system operator over $T$-periods can be calculated as:

$$Y = \sum_{i \in \Psi_L} Y_i^L - \sum_{i \in \Psi_S} Y_i^S = -\lambda_i^T \left[C_2 (T_0 - T_{a,0})\right]$$

$$+ \sum_{t=1}^{T} [\mu_{t}^T (T_{sa} - T_{a,t})].$$

We can see that the $IU_{t}$ has been offset between periods. Similarly, the term $IL_{t}$ has also been offset between periods except the term that reflects the impact of initial temperature-$T_0$. So in the total merchandise surplus over $T$-period, there are only two non-negative terms left: congestion rent and the impact from the initial temperature, guaranteeing revenue adequacy for the system operator.

C. Consistency of merchandise surplus under multiple units of temperature

Note that there are multiple units of temperature, degree centigrade, Fahrenheit, Kelvins, and so on. So we wonder if the merchandise surplus and its decomposition keep the same when we convert the temperature units.

In the conversion of temperature units, the value of temperature $T_{t}^{U}$ is expressed in the form of a linear transformation:

$$T_{t}^{U} = \kappa T_{t}^{*} + \mathcal{H},$$

where $\kappa$ and $\mathcal{H}$ are coefficient matrices. After the conversion of units, (9c)’s shadow price $\mu_{t}^{U}$ has a proportional relationship with $\mu_{t}^{U}:\mu_{t}^{U} = \kappa \mu_{t}$ while $\lambda_{i}$ keeps the same.

Merchandise surplus at $t$ under any temperature unit $Y_{t}^{U}$ is calculated as:

$$Y_{t}^{U} = -\lambda_{i}^{T} \left[C_2 / \mathcal{K} (T_{t}^{U} - T_{a,t}^{U})\right] + \lambda_{i+1}^{T} \left[C_2 / \mathcal{K} (T_{t}^{U} - T_{a,t}^{U})\right] + \mu_{t}^{U} [T_{a,t}^{U} - T_{a,t}] / \mathcal{K}$$

$$= IL_{t} + IU_{t} + CR_{t}.$$

Comparing (20) and (26) we can find that the choice of temperature units does not influence the merchandise surplus and its decomposition.

### TABLE IV

| Settlement process of the energy-grade double pricing rule | Results | Value |
|-----------------------------------------------------------|---------|-------|
| Generator’s LMP ($/MW.h$) | 14.328  |
| Load’s LMP ($/MW.h$) | 14.317  |
| Load’s grade price ($/°C$) | 0.0268 |
| Energy payment for generator ($) | 30.667  |
| Quality payment from generator ($) | 0.0268*366=2.033 |
| Energy payment from load ($) | 28.634  |
| Quality payment from load ($) | 0.00    |
| Merchandise surplus ($/h$) | 5.24    |

To test the validation of the proposed pricing rule, the same toy case in section III is reviewed. The settlement process is shown in TABLE IV. In the proposed pricing rule, the temperature requirements of NH2 are settled, which guarantees the system operator’s revenue adequacy.

V. CASE STUDY

Detailed data of the testing CHP systems can be found in [21]. All the tests are implemented on a laptop with an Intel Core i5-1035G4 CPU. The optimization problems are solved using the CPLEX solver in MATLAB scripts.

### A. Merchandise surplus’ components classification

A 4-node heat system as shown in Fig. 3 is employed to test the validation of merchandise surplus’ components classification in the proposed pricing rule. TABLE V shows merchandise surplus decomposition using different temperature units under the energy-grade double pricing rule.

As we discuss in section IV, there are three components in merchandise surplus under the proposed pricing rule - $CR_{t}$, $IL_{t}$, and $IU_{t}$. The congestion rent $CR_{t}$ is non-negative like the case in the electricity market. Positive $IL_{t}$ reflects that temperatures at 13:00 provide a base for operation at 14:00. Similarly, negative $IU_{t}$ indicates the advance payment of operation state at 14:00 to the operation at 15:00. We also can find that both merchandise surplus and components keep the same under different units of temperatures.

### TABLE V

| Comparison of merchandise surplus components at 14:00 | Units | Centigrade | Fahrenheit | Kelvins |
|-----------------------------------------------------|-------|------------|------------|---------|
| $CR_{t}$ ($/h$) | 7.54 | 184.12 | 184.12 |
| $IL_{t}$ ($/h$) | 184.12 | 184.12 | 184.12 |
| $IU_{t}$ ($/h$) | -186.42 | -186.42 | -186.42 |
| $IL_{t} + IU_{t}$ ($/h$) | -2.30 | -2.30 | -2.30 |
| Merchandise surplus ($/h$) | 5.24 | 5.24 | 5.24 |

### B. Validation of the energy-grade double pricing rules

To show validation of the proposed pricing rule in the engineering practical system, a modified DHS of Barry Island [21] is simulated. MSE and MSE-T indicate merchandise surplus of 24 hours in the two rules respectively. In the simulation, MSE=$ -727.143$ and MSE-T=$0.2470$, and their values are not influenced by the choice of temperature units. It shows that under the proposed rule, revenue adequacy holds for heat market operator in the practical system.

Fig. 4 compares the merchandise surplus at each interval in the two rules. Negative merchandise surplus exists in energy-based pricing rule, because of the high-grade requirements. In the energy-grade double pricing rule, merchandise surplus floats around 0 because of the time-delay effect.
Heat is a commodity with a variety of grades. Under the proposed energy-grade double pricing rule, both the heat grade and energy are settled, which guarantees revenue adequacy of system operator, as an improvement from the energy-based pricing rule. It reveals the cost of heat energy and temperature requirements. Case studies show that the explainable merchandise surplus decomposition is valid and revenue adequacy is held in the proposed rule. In addition, different temperature units do not influence the merchandise surplus and its decomposition.

REFERENCES

[1] H. Sun, Q. Guo, B. Zhang, W. Wu, B. Wang, X. Shen, and J. Wang, “Integrated energy management system: Concept, design, and demonstration in China,” IEEE Electrification Magazine, vol. 6, no. 2, pp. 42–50, 2018.
[2] China electricity council. [Online]. Available: https://www.cec.org.cn.
[3] Digest of uk energy statistics (dukes). 2017. [Online]. Available: https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/643414/DUKES_2017.pdf
[4] O. Odgaard and S. Djørup, “Review and experiences of price regulation regimes for district heating,” International Journal of Sustainable Energy Planning and Management, vol. 29, pp. 127–140, Sep. 2020.
[5] H. Li, Q. Sun, Z. Qi, and F. Wallin, “A review of the pricing mechanisms for district heating systems,” Renewable and Sustainable Energy Reviews, vol. 42, p. 5665, 2015.
[6] A. Korppoo and N. Korobova, “Modernizing residential heating in Russia: End-use practices, legal developments, and future prospects,” Energy Policy, vol. 42, no. Mar., pp. 213–220, 2012.
[7] Iea. energy policies of iea countries: Sweden 2013 review 2013. [Online]. Available: https://webstore.iea.org/energy-policies-of-iea-countries-sweden-2013-review.
[8] W. Liu, D. Klip, W. Zappa, S. Jelles, G. J. Kramer, and V. Machtedt, “The marginal-cost pricing for a competitive wholesale district heating market: A case study in the Netherlands,” Energy, vol. 189, 2019.
[9] H. Li, J. Song, Q. Sun, F. Wallin, and Q. Zhang, “A dynamic price model based on leveled cost for district heating,” Energy & Environment, 2019.
[10] C. Yue, W. Wei, L. Feng, E. E. Sauma, and S. Mei, “Energy trading and market equilibrium in integrated heat-power distribution systems,” IEEE Transactions on Smart Grid, vol. 10, pp. 4080–4094, 2019.
[11] L. Deng, Z. Li, H. Sun, Q. Guo, Y. Xu, R. Chen, J. Wang, and Y. Guo, “Generalized locational marginal pricing in a heat-and-electricity-integrated market,” Smart Grid, IEEE Transactions on, vol. 10, no. 6, pp. 6414–6425, 2019.
[12] Y. J. Fang, W. Wei, S. W. Mei, and F. Liu, “Stackelberg game strategy for combined heat power unit considering locational marginal prices,” Control Theory & Applications, 2018.
[13] J. H. Yoon, R. Baldick, and A. Novoselac, “Dynamic demand response controller based on real-time retail price for residential buildings,” IEEE Transactions on Smart Grid, vol. 5, no. 1, pp. 121–124, 2014.
[14] M. A. Mirzaei, M. Nazari-Heris, B. Mohammadi-Ivatloo, K. Zare, M. Marzban, M. Shafie-Khah, A. Anvari-Moghaddam, and J. P. S. Catalao, “Network-constrained joint energy and flexible ramping reserve market clearing of power- and heat-based energy systems: A two-stage hybrid stochastic framework,” IEEE, no. 2, 2021.
[15] B. Miao, J. Lin, H. Li, C. Liu, B. Li, X. Zhu, and J. Yang, “Day-ahead energy trading strategy of regional integrated energy system considering energy cascade utilization,” IEEE Access, vol. 8, pp. 138 021–138 035, 2020.
[16] B. F. Tchanche, G. Laframboise, A. Frangoudakis, and G. Papadakis, “Low-grade heat conversion into power using organic rankine cycles a review of various applications,” Renewable and Sustainable Energy Reviews, vol. 15, no. 8, pp. 3963–3979, 2011.
[17] A. Anvari-Moghaddam, H. Monsef, and A. Rahimi-Kian, “Optimal smart home energy management considering energy saving and a comfortable lifestyle,” IEEE Transactions on Smart Grid, vol. 6, no. 1, pp. 324–332, 2015.
[18] Z. Li, W. Wu, M. Shahidehpour, J. Wang, and B. Zhang, “Combined heat and power dispatch considering pipeline energy storage of district heating network,” IEEE Transactions on Sustainable Energy, vol. 7, no. 1, pp. 12–22, 2016.
[19] T. Yang, Y. Guo, L. Deng, H. Shu, X. Shen, and H. Sun, “A distribution system loss allocation approach based on a modified distflow model,” in 2020 IEEE Power & Energy Society General Meeting (PESGM), 2020, pp. 1–5.
[20] Q. Wang and B.-M. Hodge, “Enhancing power system operational flexibility with flexible ramping products: A review,” IEEE Transactions on Industrial Informatics, vol. 13, no. 4, pp. 1652–1664, 2017.

APPENDIX

The merchandise surplus of the system operator at time $t$ is calculated as:

$$
\gamma_t = \sum_{i \in \Psi_t} \gamma_{i,t} - \sum_{i \in \Psi_s} \gamma_{i,t}^s
$$

(27a)

$$
= \mu_t^T T_s a - \gamma_t^T T_Q - \gamma_t^T C_2 T_{t-1} + \gamma_t^T C_2 T_t^* - \gamma_t^T c T_t + \gamma_t^T T_Q - T_a(t)
$$

(27b)

Moreover, based on the hydraulic balance of nodes: $(Aa_2 - Aa_1)G_c(t) = 0$ [18].

The transformation from (27a) to (27b) is also based on the KKT condition. The transformation from (27c) to (27d) is also based on the hydraulic balance of nodes: $(Aa_2 - Aa_1)G_c(t) = 0$ [18], we can get (27f) from (27e).