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Abstract

Multidimensional integration by parts formulas apply under the standard assumption that one of the functions is continuous and the other has bounded Hardy-Krause variation. Motivated by recently developed results in the probabilistic context of price and risk bounds, this paper provides a version of an integration by parts formula for the Lebesgue integral of measure-inducing functions which may both be discontinuous and may have infinite Hardy-Krause variation. To this end, we give a general definition of measure-inducing functions and establish various of their properties, such as a characterization in terms of $\Delta$-monotone functions. As a consequence of the integration by parts formula, several convergence results are provided, allowing an extension of the Lebesgue integral of a measure-inducing function to the case where one integrates with respect to a continuous semi-copula. The latter class of aggregation functions includes quasi-copulas which serve as bounds for the dependence structure in many applications.
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1. Introduction

Integration by parts is a standard tool in analysis. In the one-dimensional case, well-known conditions on functions $f, g: [0, 1] \to \mathbb{R}$, for which a formula

$$\int_0^1 f(x) dg(x) = f(1)g(1) - f(0)g(0) - \int_0^1 g(x) df(x)$$

is valid, are continuity of one of the functions and bounded variation of the other one. A characterization of the convergence of the above Stieltjes integrals and, thus, for formula (1) to hold true can be found in [17, Theorems II.11.7 and II.13.17]. A multivariate extension of (1) for Stieltjes integrals is based on Abel's transform and goes back to [34]. Then, if one of the functions is continuous, a necessary and sufficient condition for the convergence of the integrals is that the other function has bounded Hardy-Krause variation, which also accounts for bounded variation of the function in the sense of Vitali on all lower dimensional faces of the domain, see [35, Proposition 2]. We refer to [4, 9] for a survey on several concepts of bounded variation and to [1, 2, 16, 19, 28] for the Hardy-Krause variation. In the two-dimensional case, for functions $f, g: [0, 1]^2 \to \mathbb{R}$, one
of several variants of an integration by parts formula is
\[
\int_{0}^{1} f(x, y) \, dg(x, y) = f(0, 0) \left[\int_{0}^{1} [g]_{x,0}^{1,1} \, df(x, y) + \int_{0}^{1} [g]_{y,0}^{1,1} \, df(x, 0) + \int_{0}^{1} [g]_{0,y}^{1,1} \, df(0, y)\right],
\]
where \([g]_{a_1,a_2}^{b_1,b_2} \ := g(a_1, b_1) - g(a_1, b_2) - g(a_2, b_1) + g(a_2, b_2),\) see (34). If \(g\) is grounded, i.e., if \(g(x, y) = 0\) whenever \(x = 0\) or \(y = 0\), then the right-hand side of the above formula simplifies to
\[
f(0, 0)g(1, 1) + \int_{0}^{1} [g]_{x,y}^{1,1} \, df(x, y) + \int_{0}^{1} [g(1, 1) - g(x, 1)] \, df(x, 0) + \int_{0}^{1} [g(1, 1) - g(1, y)] \, df(0, y).
\]
Recent developments in probability motivate a version of an integration by parts formula for the Lebesgue integral on a possibly non-compact domain \(\Xi = \times_{i=1}^{d} \Xi_i\) for intervals \(\Xi_1, \ldots, \Xi_d \subseteq \mathbb{R}\), where the integrator \(g: \Xi \to \mathbb{R}\) is a right-continuous, bounded and grounded function, for example a \(d\)-variate distribution function or a composition \(g = Q \circ (F_1, \ldots, F_d)\) of a quasi-copula \(Q\) with univariate distribution functions \(F_i: \Xi_i \to [0,1], i \in \{1, \ldots, d\}\). Several applications in financial mathematics can be found in the context of price bounds in a model-free setting under incorporating market-implied dependence information like knowledge of correlations or option prices [1] [2] [3] [4]. In such settings, the distributional bounds are often given by quasi-copulas, which generally do not induce a signed measure [11] [12] [25] [26] [27]. Further, it is desirable that the integrand \(f: \Xi \to \mathbb{R}\) is not assumed to be continuous, for example, when one determines improved price bounds for an option with a discontinuous payoff function.

The following main result provides general conditions on possibly discontinuous measure-inducing functions \(f, g: \Xi \to \mathbb{R}\) for which an integration by parts formula is valid. For \(I \subseteq \{1, \ldots, d\}\), the lower \(I\)-marginal of a function \(h\) is denoted by \(h_I\), see (13), the integrator \(\nu_{\nu_{h}}\) refers to the Lebesgue integral with respect to the signed measure \(\nu_{h}\) induced by the function \(h\) due to (9), and \(\overline{h}\) is the survival function associated with \(h\), see (18). The classes \(\mathcal{F}_{m}^{c,i}(\Xi)\) and \(\mathcal{F}_{m}^{c,i}(\Xi)\) of measure-inducing functions are defined in (13) and (16). Note that the concept of a measure-inducing function in (9) is different from the familiar notion of a measure-generating function, see (58).

**Theorem 1.1** (Multivariate integration by parts).

For \(f \in \mathcal{F}_{m}^{c,i}(\Xi)\) and \(g \in \mathcal{F}_{m}^{c,i}(\Xi)\), assume that \(f_{\emptyset}\) exists and that \(g\) is bounded and grounded. If \(f\) and \(g\) have no common discontinuities on the same side of each point, then
\[
\int_{\Xi} f(x) \, d\nu_{g} = \sum_{i \subseteq \{1, \ldots, d\}, i \neq \emptyset} \int_{\Xi_i} \overline{\nu_{f_i}}(u) \, d\nu_{f_i}(u) + \overline{\nu_{f_{\emptyset}}} f_{\emptyset},
\]
whenever all integrals exist.

The functions \(f\) and \(g\) in the above theorem are assumed to have no common discontinuities on the same side of each point (see (21) for the definition) which is satisfied, for example, if one of the functions is continuous or if one is left-continuous and the other right-continuous. In the case where \(f\) and \(g\) do have common discontinuities on the same side of some points, an additional term respecting the jumps has to be included, see Example 3.3.

Under some integrability conditions on the function \(g\), the right-hand side of (2) is closed with respect to pointwise convergence of the integrands. Hence, Theorem 1.1 allows an extension of
the Lebesgue integral $\int_{\mathbb{R}} f \, d\nu_g$ to the case where $g$ does not induce a signed measure, for example, when $g$ is a quasi-copula or, more generally, a (Lipschitz-)continuous semi-copula; see Theorems 4.2 and 4.4 which can also be interpreted as a version of a dominated convergence theorem for the integrator. In particular, formula (2) implies a version of the standard integration by parts formula for Stieltjes integrals where $\Xi = [0,1]^d$ is compact and where one of the functions is continuous and the other has bounded Hardy-Krause variation. Note that for a non-compact domain $\Xi$, the function $f$ in Theorem 1.1 may also have unbounded Hardy-Krause variation.

Dispensing with the continuity assumption, an integration by parts formula for functions in two variables is given for weak net integrals in [17, Theorem III.8.8], see [31]. Proof of Theorem 3b] for an application of this formula to stochastic orderings. Some general sufficient conditions for the convergence of weak net integrals can be found in [17, Section III.8] in terms of net integrals. Several versions of two-dimensional integration by parts formulas for Lebesgue integrals where both the integrator and the integrand induce positive measures can be found in [11, 14, 20, 32]. An extension to signed measures is given for the bivariate case in [7] and for the multidimensional case in [30] for finite signed measures and in [21, 22, 29] for not necessarily finite signed measures. In the latter three references, however, the construction is not precise and their formulas do not apply under the general assumptions claimed there.

In this paper, we fix these inaccuracies and provide a general framework for an integration by parts formula for Lebesgue integrals. The underlying functions are defined on a possibly unbounded domain and are not assumed to be continuous. As motivated above, we assume that the integrator $g$ is grounded and bounded. In Section 2 we give a precise definition of a measure-inducing function and outline their basic properties that are used for the main results of the paper. For a detailed study of measure-inducing functions and for several examples, we refer to Appendix A. In Sections 3 and 4 we provide the main contributions of the paper, that are, an integration by parts formula for measure-inducing functions, a transformation formula for the integration by parts operator, and several convergence results that allow an extension of the Lebesgue integral of a measure-inducing function to the case where one integrates w.r.t. a function that does not necessarily induce a signed measure like a Lipschitz-continuous semi-copula. All proofs are transferred to Appendix B.

2. Measure-inducing functions

We begin with a general definition of a measure-inducing function. Then we provide the necessary notation and outline several properties of measure-inducing functions, which are needed for the integration by parts formula in (2) and in Sections 3 and 4.

2.1. Definition of a measure-inducing function

It is well-known that every right-continuous, non-decreasing function $F: \mathbb{R} \to [0,1]$ with $\lim_{x \to -\infty} F(x) = 0$ and $\lim_{x \to \infty} F(x) = 1$ induces a uniquely determined probability measure $P$ on the Borel $\sigma$-algebra of $\mathbb{R}$ such that $P([x,y]) = F(y) - F(x)$ for all $x, y \in \mathbb{R}$ with $x \leq y$. Dispensing with the assumption of right-continuity, $P$ is still uniquely determined through $F$ by

$$P([x,y]) = \lim_{y' \downarrow y} F(y') - \lim_{x' \uparrow x} F(x'), \quad \text{for all } x, y \in \mathbb{R} \text{ such that } x \leq y,$$

i.e., the value of each closed interval is approximated from the outside. If $F$ has bounded variation and is no more assumed to be non-decreasing, then, in general, $P$ defined by (3) is a finite signed
measure. However, if $F$ has unbounded variation (but is still bounded), it does not necessarily induce a signed measure by $\mathbb{3}$.

For deriving a multidimensional integration by parts formula for Lebesgue integrals in Section $\mathbb{3}$ we extend the above considerations and study real-valued, multivariate functions that induce signed measures in a general setting as follows.

For $d \in \mathbb{N}$, recall that $\Xi = \prod_{i=1}^{d} \Xi_i$ denotes the Cartesian product of the non-empty intervals $\Xi_1, \ldots, \Xi_d \subseteq \mathbb{R}$. For $I \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$, denote by $\Xi_I := \prod_{i \in I} \Xi_i$ the Cartesian product of $(\Xi_i)_{i \in I}$. For $i \in \{1, \ldots, d\}$, we denote the infimum and supremum of $\Xi_i$ by

$$a_i := \inf \{\Xi_i\}, \quad b_i := \sup \{\Xi_i\},$$

respectively, where both $a_i$ and $b_i$ may attain a finite or infinite value. Typically, we choose for $\Xi_i$ intervals like $[0,1]$, $(0,1)$, $(0,1)$, $\mathbb{R}$, or $\mathbb{R}^+ := [0,\infty)$. We set $a := (a_1, \ldots, a_d)$ and $b := (b_1, \ldots, b_d)$. For $x = (x_1, \ldots, x_d), y = (y_1, \ldots, y_d) \in \mathbb{R}^d$, write $x \leq y$ whenever $x_i \leq y_i$ for all $i \in \{1, \ldots, d\}$. Further, denote for $x \leq y$ by $[x, y] := \prod_{i=1}^{d} [x_i, y_i]$ the closed cuboid spanned by $x$ and $y$ and, similarly, by $[x, y), (x, y]$, and $(x, y)$ the respective componentwise half-open and open cuboid.

Denote by $\mathcal{B}(\Xi)$ the Borel $\sigma$-algebra on $\Xi$. A signed measure on $(\Xi, \mathcal{B}(\Xi))$ is a countably additive set function $\nu: \mathcal{B}(\Xi) \to \mathbb{R} \cup \{\pm \infty\}$ which attains at most one of the values $+\infty$ and $-\infty$ and fulfills $\nu(\emptyset) = 0$. By the Jordan decomposition theorem, there exist two uniquely determined measures on $(\Xi, \mathcal{B}(\Xi))$, the positive part $\nu^+$ and the negative part $\nu^-$, such that $\nu = \nu^+ - \nu^-$ where at least one of the measures $\nu^+$ and $\nu^-$ is finite, see, e.g., $\mathbb{3}$ Chapter 5.1]. The tuple $(\nu^+, \nu^-)$ is called the Jordan decomposition of $\nu$. Similar to the one-dimensional case in $\mathbb{3}$, the value of a closed cuboid with respect to a signed measure $\nu$ can be approximated from the outside by using some standard arguments for measures. Using such an approximation, we will then define a measure-inducing function without any continuity assumptions. This requires some notation, which we introduce as follows.

Let $x, y \in \Xi$. Whenever there exist $\delta = (\delta_1, \ldots, \delta_d), \varepsilon = (\varepsilon_1, \ldots, \varepsilon_d)$ with $\delta_i, \varepsilon_i > 0$ for all $i \in \{1, \ldots, d\}$ such that $x - \delta, y + \varepsilon \in \Xi$ and $\nu([x - \delta, y + \varepsilon])$ is finite, then the iterated limit

$$\lim_{\delta_i, \varepsilon_i \downarrow 0} \nu\left( \prod_{i=1}^{d} [x_i - \delta_i, y_i + \varepsilon_i] \right) := \lim_{\delta_1, \varepsilon_1 \downarrow 0} \cdots \lim_{\delta_d, \varepsilon_d \downarrow 0} \nu\left( \prod_{i=1}^{d} [x_i - \delta_i, y_i + \varepsilon_i] \right)$$

$$= \nu\left( \bigcap_{i=1}^{d} x_i - \delta_i, y_i + \varepsilon_i \right)$$

exists for all arrangements $(i_1, \ldots, i_d), (j_1, \ldots, j_d) \in S_d$ of the limits due to the continuity of measures, see, e.g., $\mathbb{3}$ Theorem 2.4.3], where $S_d$ denotes the set of all permutations of $\{1, \ldots, d\}$. For a function $f: \Xi \to \mathbb{R}$, for $z = (z_1, \ldots, z_d) \in \Xi$, for $i \in \{1, \ldots, d\}$, and for $\varepsilon \geq 0$ such that $z_i + \varepsilon \in \Xi$, we define the difference operator of length $\varepsilon$ applied to the $i$th component of $f$ by

$$\Delta_i^z f(z) := f(z + \varepsilon e_i) - f(z),$$

where $e_i$ denotes the $i$th unit vector. Similarly, for $x = (x_1, \ldots, x_d), y = (y_1, \ldots, y_d) \in \Xi$ with
For $x \leq y$, the $d$-variate difference operator is defined by

$$
\Delta_{x,y}[f] := \Delta^1_{x_1} \cdots \Delta^d_{x_d} f(x), \quad \varepsilon_i := y_i - x_i, \quad i \in \{1, \ldots, d\}.
$$

Due to (6) and the disintegration theorem (cf. [18, Theorem 6.4]),

$$
\nu([x, y]) = \lim_{\delta_1 \downarrow 0, \ldots, \delta_d \downarrow 0, \varepsilon_1 \downarrow 0, \ldots, \varepsilon_d \downarrow 0} \left[ F(y_1 + \varepsilon_1, y_2 + \varepsilon_2) - F(y_1 + \varepsilon_1, x_2 - \delta_2) - F(x_1 - \delta_1, x_2 + \varepsilon_2) + F(x_1 - \delta_1, x_2 - \delta_2) \right]
$$

extends the differences considered above to arbitrary dimension. To this end, consider the componentwise maximum and minimum, respectively, where $\nu$ depends on $\delta_1, \ldots, \delta_d, \varepsilon_1, \ldots, \varepsilon_d$. Then define for a function $g: \Xi \to \mathbb{R}$ and $x, y \in \Xi$ with $x \leq y$ the limit difference operator

$$
D_{x,y}[g] := \lim_{\delta_1 \downarrow 0, \ldots, \delta_d \downarrow 0} \Delta_{\nu(x-\delta), \nu(y+\varepsilon)}[g] = \lim_{\delta_1 \downarrow 0, \varepsilon_1 \downarrow 0} \cdots \lim_{\delta_d \downarrow 0, \varepsilon_d \downarrow 0} \Delta_{\nu(x-\delta), \nu(y+\varepsilon)}[g],
$$

where $\delta_i$ denotes the signed marginal measure of $\nu$ with respect to the $i$th component conditional on $z_{d-1}, \ldots, z_1$, and where $\nu_1$ denote the signed marginal measure of $\nu$ with respect to the first component. In the one-dimensional case, the above expression yields the correspondence in (3); in the two-dimensional case, one has

$$
\nu([x, y]) = \lim_{a \downarrow x} \lim_{b \uparrow y} \nu([a, b]) = \nu([a, y]) - \nu([a, x]) - \nu([x, y]) + \nu([x, b]),
$$

independent of the arrangements of the limits in (7). For a general definition of a measure-inducing function, we extend the differences considered above to arbitrary dimension. To this end, denote by $u \vee v := (\max\{u_1, v_1\}, \ldots, \max\{u_d, v_d\})$ and $u \wedge v := (\min\{u_1, v_1\}, \ldots, \min\{u_d, v_d\})$ the componentwise maximum and minimum, respectively, where $u = (u_1, \ldots, u_d), v = (v_1, \ldots, v_d) \in \mathbb{R}^d$. Then define for a function $g: \Xi \to \mathbb{R}$ and $x, y \in \Xi$ with $x \leq y$ the limit difference operator

$$
D_{x,y}[g] := \lim_{\delta_i \downarrow 0} \Delta_{\nu(x-\delta_i), \nu(y+\varepsilon_i)}[g] = \lim_{\delta_1 \downarrow 0, \varepsilon_1 \downarrow 0} \cdots \lim_{\delta_d \downarrow 0, \varepsilon_d \downarrow 0} \Delta_{\nu(x-\delta), \nu(y+\varepsilon)}[g],
$$

whenever the iterated limit on the right-hand side exists and coincides for all permutations of the limits. If $x$ (and similarly for $y$) lies on the boundary of $\Xi$ in the $i$th coordinate, i.e., if $a_i \in \Xi_i$ and $x_i = a_i$, then the limit $\lim_{\delta_i \downarrow 0}$ on the right-hand side of (8) is superfluous because $g$ is evaluated in the $i$th coordinate at $a_i \vee (x_i - \delta_i) = a_i = x_i$.

Since a (signed) measure is uniquely determined on the set of closed cuboids, the above considerations motivate to generally define a measure-inducing function by the limit difference operator in (3) as follows.

**Definition 2.1** (Measure-inducing function). A function $f: \Xi \to \mathbb{R}$ is said to be measure-inducing if there exists a signed measure $\nu$ such that

$$
\nu([x, y]) = D_{x,y}[f]
$$

for all $x, y \in \Xi$ with $x \leq y$. Denote by $\nu_f$ the signed measure induced by $f$.

By definition of a measure-inducing function, the componentwise left- and right-hand limits do not necessarily exist, see Example A.3. Further, the mass $\nu_f(\{x\})$ at $x$ does not depend on
Assumption 2.2 (Componentwise limits; continuity at the boundary of \( \Xi \)).

(i) For \( f : \Xi \to \mathbb{R} \), the componentwise left- and right-hand limits exist. Further, for all \( x \in \overset{\circ}{\Xi} \), there exist \( (i_1, \ldots, i_d) \in S_d \) and \( k_j \in \{-1, 1\} \) such that

\[
 f(x) = \lim_{x_{i_j} \downarrow 0} \cdots \lim_{x_{i_d} \downarrow 0} f(x + \sum_{j=1}^d k_j x_{i_j} e_{i_j}). \tag{10}
\]

(ii) If \( f : \Xi \to \mathbb{R} \) is continuous at the boundary of \( \Xi \), i.e., whenever \( a_i = \inf \{ \Xi_i \} \in \Xi_i \) and \( b_i = \sup \{ \Xi_i \} \in \Xi_i \), respectively, for \( i \in \{1, \ldots, d\} \), the function \( f \) satisfies

\[
 \lim_{h \downarrow 0} f(x_1, \ldots, x_{i-1}, a_i + h, x_{i+1}, \ldots, x_d) = f(x_1, \ldots, x_{i-1}, a_i, x_{i+1}, \ldots, x_d), \quad \forall x_j \in \Xi_j, j \neq i, \tag{11}
\]

\[
 \lim_{h \downarrow 0} f(x_1, \ldots, x_{i-1}, b_i - h, x_{i+1}, \ldots, x_d) = f(x_1, \ldots, x_{i-1}, b_i, x_{i+1}, \ldots, x_d), \quad \forall x_j \in \Xi_j, j \neq i. \tag{12}
\]

Assumption 2.2(i) states that the value \( f(x) \) is given by one of the componentwise limits of \( f \) at \( x \), which all are assumed to exist. Assumption 2.2(ii) is continuity of \( f \) at the boundary of \( \Xi \). Denote by

\[
 F^c_{mi}(\Xi) := \{ f : \Xi \to \mathbb{R} \mid f \text{ is measure-inducing and satisfies Assumption 2.2(ii)} \},
\]

\[
 F_{mi}(\Xi) := \{ f : \Xi \to \mathbb{R} \mid f \text{ is measure-inducing and satisfies Assumptions 2.2(i) and (ii)} \} \tag{13}
\]

the class of measure-inducing functions on \( \Xi \) satisfying Assumption 2.2(ii) (and (ii)). Note that \( F_{mi}(\Xi) = F^c_{mi}(\Xi) \) if \( \Xi = (a, b) \) because, in this case, Assumption 2.2(ii) is trivially satisfied.

Remark 2.3. (a) If the domain \( \Xi \) is a compact subset of \( \mathbb{R}^d \), i.e., if \( \Xi = [a, b] \subset \mathbb{R}^d \), then the induced signed measure \( \nu_f \) is finite. This follows from

\[
 \nu^+_f([a, b]) - \nu^-_f([a, b]) = \nu_f([a, b]) = D_{a, b}[f] = \Delta_{a, b}[f] \in \mathbb{R} \tag{14}
\]

using that, due to the Jordan decomposition of a signed measure, at least one of the measures \( \nu^+_f \) and \( \nu^-_f \) is finite. This yields, in particular, that a measure-inducing function always induces a \( \sigma \)-finite measure. Conversely, due to Definition 2.1, \( f \) can only induce a non-finite signed measure by (9) if the domain \( \Xi \) is a non-compact subset of \( \mathbb{R} \).

(b) If a measure-inducing function \( f : \Xi \to \mathbb{R} \) is bounded, then \( \nu_f \) is finite. This follows for \( \Xi = [a, b] \) from (14). For \( \Xi = (a, b) \), it holds that

\[
 \nu_f(\Xi) = \lim_{y \downarrow 0} \nu_f([x, y]) = \lim_{x \downarrow 0} D_{x, y}[f] \leq 2^d M, \tag{15}
\]

(13)
where \( x = (x_1, \ldots, x_d), y = (y_1, \ldots, y_d) \in (a, b) \) and where \( M \in \mathbb{R}_+ \) is an upper bound for \( |f| \).

The other cases where \( \Xi \) is a product of closed, half-open, and open intervals follow similarly.

(c) From the definition of the operator \( \Delta_{x,y}[f] \), it follows that \( \Delta_{x,y}[f] = 0 \) whenever \( x_i = y_i \) for a component \( i \in \{1, \ldots, d\} \). Further, if \( f \) is measure-inducing and constant in at least one component, then \( f \) induces the null measure, i.e., \( \nu_f(A) = 0 \) for all Borel sets \( A \subseteq \Xi \).

(d) The continuity assumptions (10) - (12) are mild. They allow \( \nu_f \) having point mass at inner points of \( \Xi \) and only exclude the case that \( \nu_f \) has point mass at the boundary of \( \Xi \). To see the latter, assume w.l.o.g. that \( a_1 \in \Xi \). Then, for \( x = (a_1, w) \in \Xi \), it holds by (11) that

\[
\nu_f(\{x\}) = D_{x,x}[f] = \lim_{\varepsilon \downarrow 0} D_{w,w}[f(a_1 + \varepsilon, \cdot)] - D_{w,w}[f(a_1, \cdot)]
\]

\[
= D_{w,w}[\lim_{\varepsilon \downarrow 0} f(a_1 + \varepsilon, \cdot) - f(a_1, \cdot)] = 0.
\]

However, extending \( f \) to a larger domain \( \Xi' \supset \Xi \), it is possible to consider the case where the induced signed measure of \( f|_{\Xi} \) has finite point mass also at the boundary of \( \Xi \).

2.2. Properties of measure-inducing functions

In the sequel, we outline various properties of measure-inducing functions, which are used for the integration by parts formula in Section 3. A detailed study of measure-inducing functions concerning left- and right-continuous versions, transformations, marginal functions, the Hardy-Krause variation, the Jordan decomposition, and survival functions is given in Appendix A.

2.2.1. Left-/right-continuity

If \( f \in F_{mi}(\Xi) \) is left-/right-continuous, then the induced signed measure \( \nu_f \) can be expressed by the difference operator \( \Delta_{x,y}[f] \) in (6) through

\[
\nu_f([x,y]) = \Delta_{x,y}[f],
\]

respectively, see Proposition A.1. If \( f \) additionally satisfies the continuity conditions (11) and (12) at the boundary of \( \Xi \), then the left- and right-continuous versions \( f_- \) and \( f_+ \) of \( f \) induce the same signed measure, i.e.,

\[
\nu_f = \nu_{f_-} = \nu_{f_+},
\]

see Lemma A.2 and Example A.3.

2.2.2. Marginal function and marginal measure

Formula (2) uses the concept of marginal functions. For \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}, I \neq \emptyset \), the lower \( I \)-marginal \( f_I \) of a function \( f : \Xi \to \mathbb{R} \) is defined as the function

\[
f_I(x_{i_1}, \ldots, x_{i_k}) := \lim_{x_{j} \to a_{i_j}} f(x_1, \ldots, x_d), \quad x_{i_j} \in \Xi_{i_j}, \ j \in \{1, \ldots, k\}, \quad (15)
\]

whenever the iterated limit exists independent of the arrangement of the limits. The upper \( I \)-marginal function \( \bar{f}^I \) as well as the constants \( f_\emptyset \) and \( f^\emptyset \) are defined analogously in (13) and (14). For \( I = \{1, \ldots, d\} \), one has \( f_I = f = \bar{f}^I \).
2.2.3. Grounded functions

In probabilistic applications, an important property of aggregation functions is that they vanish whenever a component tends to the lower boundary of the domain. This property is often denoted as grounded, which we define for a function \( f: \mathbb{R} \to \mathbb{R} \) that fulfils the continuity condition (11) by

\[
\lim_{x_j \downarrow a_j} f(x_1, \ldots, x_d) = 0 \quad \text{for all } j \in \{1, \ldots, d\} \text{ and } x_i \in \Xi_i, i \in \{1, \ldots, d\} \setminus \{j\},
\]

(17) cf. [25]. Note that condition (17) is equivalent to \( f_I(x) = 0 \) for all \( x \in \Xi_I \) and \( I \subseteq \{1, \ldots, d\} \), i.e., all lower \( I \)- marginals of a grounded function \( f \) induce the null measure. Some properties of grounded functions that are used in the proof of Theorem 1.1 are given in Lemmas A.7 and A.15.

We make use of the following classes of aggregation functions on \([0,1]^d\), which are, in particular, bounded and grounded functions and thus candidates for \( g \) in the integration by parts formulas (2), (3).

**Definition 2.4** (Semi-copula, quasi-copula, copula).

(a) A (d-variate) semi-copula is a function \( S: [0,1]^d \to [0,1] \) that

(i) has uniform marginals, i.e., for all \( i \in \{1, \ldots, d\} \), it holds \( S(u) = u_i \) for all \( u = (u_1, \ldots, u_d) \in [0,1]^d \) whenever \( u_j = 1 \) for all \( j \neq i \).

(ii) is componentwise increasing, i.e., \( S(u) \leq S(v) \) whenever \( u \leq v \).

(b) A (d-variate) \( L \)-Lipschitz semi-copula is a (d-variate) semi-copula that satisfies for some \( L \geq 1 \) the Lipschitz condition

(iii) \( |S(u) - S(v)| \leq L \sum_{i=1}^d |u_i - v_i| \) for all \( u = (u_1, \ldots, u_d), v = (v_1, \ldots, v_d) \in [0,1]^d \).

(c) A (d-variate) quasi-copula is an 1-Lipschitz semi-copula.
A (d-variate) copula is a function \( C : [0,1]^d \) that is grounded, d-increasing and fulfills (ii).

Denote by \( S_d \), \( S_{d,L} \), \( Q_d \), and \( C_d \) the class of d-variate semi-copulas, L-Lipschitz semi-copulas, quasi-copulas, and copulas, respectively.

Note that property (i) and (ii) imply groundedness. It holds that \( C_d \subset Q_d \subset S_{d,L} \subset S_d \), where every inclusion is strict apart from the trivial cases \( d = 1 \) and \( L = 1 \). While copulas describe due to Sklar’s theorem the dependence structure of probability distributions, semi-copulas relate to the dependence structure of capacities. Further, quasi-copulas have the property that they form a complete lattice, which however is only in the bivariate case order-isomorphic to the Dedekind–MacNeille completion of the poset of copulas, see, e.g., [10, 11, 25] for an overview of these concepts.

2.2.4. Survival function

The representation of the integration by parts formula (2) uses the concept of survival functions: For a function \( f : \Xi \to \mathbb{R} \) that fulfills the continuity condition (12), the survival function \( \bar{f} : \Xi \to \mathbb{R} \) of \( f \) is defined by

\[
\bar{f}(x) := \sum_{k=0}^{d} \sum_{I \subseteq \{1,\ldots,d\}} (-1)^{|I|} f^I(x_{i_1},\ldots,x_{i_k}), \quad x = (x_1,\ldots,x_k) \in \Xi,
\]

whenever all upper \( I \)-marginals exist. For example, if \( F \) is the cumulative distribution function of a random vector \( X = (X_1,\ldots,X_d) \) on a probability space \((\Omega,\mathcal{A},P)\), then the survival function \( \bar{F} \) of \( F \) is given by

\[
\bar{F}(x) = \int 1_{\{z>x\}} \, dF(z) = P(X_i > x_i \ \forall i \in \{1,\ldots,d\}).
\]

In general, taking the \( I \)-marginal and taking the survival function do not commute, i.e., \( \bar{f}^I \neq \bar{f} \) and \( \bar{f}_I \neq \bar{f}_I \); see Example A.14. However, if \( f \) is grounded, then \( \bar{f}^I = \bar{f}_I \); see Lemma A.15. This property is used in the proof of Theorem 1.1.

3. Integration by parts for measure-inducing functions

This section presents the main results of integration by parts. After introducing the expectation operator and the integration by parts operator, we formulate Theorem 1.1 in this short notation and provide some direct implications. In the second part of this section, we give a transformation formula for the integration by parts operator, which corresponds to the change of variables for Lebesgue integrals.

Let \( f : \Xi \to \mathbb{R} \) be a measurable function and let \( g : \Xi \to \mathbb{R} \) be measure-inducing. If \( f \) is \( \nu_g \)-integrable, then define the integral operator of \( f \) w.r.t. \( \nu_g \) as the Lebesgue integral given by

\[
\psi_g(f) := \int_{\Xi} f(x) \, d\nu_g.
\]
Further, if \( g_I \) exists and is measure-inducing for all \( I \subseteq \{1, \ldots, d\} \), then define the integration by parts operator of \( f \) w.r.t. \( g \) by

\[
\pi_g(f) = \sum_{I \subseteq \{1, \ldots, d\}, I \neq \emptyset} \int_{\Xi_I} f_I(u) \, d\nu_{g_I}(u) + f_\emptyset g_\emptyset,
\]

whenever all integrals exist. In contrast to [22, 32], here the notation for both \( \psi_g(f) \) and \( \pi_g(f) \) is chosen in the way that the measure-inducing function \( g \) appears as subscript and the function \( f \), which refers to the integrands, appears in the round brackets.

In each integral on the right-hand side of (20) one integrates against the signed measure \( \nu_{g_I} \) induced by the lower \( I \)-marginal of \( g \). Note that, in general, \( \nu_{g_I} \) does not coincide with the \( I \)-marginal measure \( \nu_I \) of the signed measure \( \nu_g \), see Example A.6(a). Further, the lower \( I \)-marginal \( g_I \) of a measure-inducing function \( g \) is not necessarily measure-inducing, see Example A.5. Among others, these issues concern the integration by parts formula in [22].

3.1. Integration by parts for measure-inducing functions

In this subsection, we derive conditions on functions \( f, g : \Xi \to \mathbb{R} \) such that the integration by parts formula \( \psi_g(f) = \pi_f(g) \) holds true. This requires the existence of \( f_\emptyset \) and \( g_\emptyset \) in (20).

Assuming that the functions \( f \) and \( g \) admit componentwise limits, we say that they have no common discontinuities on the same side of each point, if for all inner points \( x \in \Xi \) and for all \( i \in \{1, \ldots, d\} \) the implications

\[
\lim_{\varepsilon \downarrow 0} f(x - \varepsilon e_i) \neq f(x) \quad \Rightarrow \quad \lim_{\varepsilon \downarrow 0} g(x - \varepsilon e_i) = g(x)
\]

and

\[
\lim_{\varepsilon \downarrow 0} f(x + \varepsilon e_i) \neq f(x) \quad \Rightarrow \quad \lim_{\varepsilon \downarrow 0} g(x + \varepsilon e_i) = g(x)
\]

are satisfied, i.e., for any \( i \), if \( f \) has a jump discontinuity on the left/right of \( x \) in the \( i \)-th component, then \( g \) is left-/right-continuous at \( x \) in the \( i \)-th component. Conversely, whenever \( g \) has a jump discontinuity on the left/right of \( x \) in the \( i \)-th component, then \( f \) is left-/right-continuous at \( x \) in the \( i \)-th component. Obviously, a left-continuous and a right-continuous measure-inducing function have no common discontinuity at the same side of each point.

Using the notation introduced above, Theorem 1.1 states for \( f \in F_{mi}^c(\Xi) \) and \( g \in F_{mi}^c(\Xi) \), where \( f_\emptyset \) exists, \( g \) is bounded and grounded, and \( f \) and \( g \) have no common discontinuities at the same side of each point, that

\[
\psi_g(f) = \pi_f(g),
\]

whenever all integrals exist. As a direct consequence, we obtain the following result under some continuity assumptions.

**Corollary 3.1** (Integration by parts for (left-/right-)continuous functions).

Let \( f \in F_{mi}^c(\Xi) \) and \( g \in F_{mi}^c(\Xi) \). Assume that \( f_\emptyset \) exists and that \( g \) is bounded and grounded. If either

(i) \( f \) is left-continuous and \( g \) is right-continuous, or

(ii) \( f \) is right-continuous and \( g \) is left-continuous, or
(iii) at least one of the functions $f$ and $g$ is continuous, then

$$\psi_g(f) = \pi_f(g),$$

whenever all integrals exist.

**Remark 3.2.** (a) By Lemma A.7, any grounded and bounded function $g \in F_{mi}(\Xi)$ is in $g \in F_{mi}^{c,l}(\Xi)$. Since for $f, g \in F_{mi}^{c,l}(\Xi)$ a uniquely determined componentwise left-continuous or right-continuous version exists, we obtain from Theorem 1.1 that $\psi_g(f_-) = \pi_f(g_-)$ and $\psi_g(f_+) = \pi_f(g_+)$. 

(b) By Sklar’s Theorem, every $d$-dimensional distribution function $F$ can be decomposed into a composition of its univariate marginal distribution functions $F_1, \ldots, F_d$ and a $d$-variate copula $C$, i.e., $F = C \circ (F_1, \ldots, F_d)$, see [24, Theorem 2.10.9]. As a special case of Theorem 1.1 we obtain for the underlying space $\Xi = \mathbb{R}^d_+$ that

$$\psi_F(f) = \pi_f(F)$$

whenever $f \in F_{mi}^{c,l}(\mathbb{R}^d_+)$ is left-continuous and $F_i(0) = 0$ for all $i \in \{1, \ldots, d\}$. Formula (24) is given in [22, Proposition 5.3], see also [24, Theorem 3.7], where, however, the constant $\psi_0\mathbb{1}_I\delta_1$ in (20) is missing and several necessary assumptions on $f$ and $F_i$ are not posed. For example, if $f$ in (24) is assumed to be right-continuous, then jump discontinuities have to be considered as Example 3.3 shows. Note that $F_I = C_I \circ (F_1, \ldots, F_d)$ for all $I \in \{1, \ldots, d\}$, $I \neq \emptyset$, since we assume $F_i(0) = 0$.

The following example illustrates that formula (22) cannot be applied if $f$ and $g$ have a common discontinuity at the same side of a point. For $d = 1$, a general integration by parts formula that involves corrective terms due to common discontinuities at the same side of some points is given in [24, Theorem II.19.3.13] for the so-called Young integral.

**Example 3.3** (Common discontinuity at the same side of a point).

Consider the functions $f, g : \mathbb{R}_+ \to \mathbb{R}$ defined by $f(x) = g(x) = \mathbb{1}_{\{x \geq 1\}}$. Then $f$ and $g$ induce the one-point probability measure $\delta_x$ in $x = 1$ with mass 1, i.e., $\nu_f = \nu_g = \delta_1$. Since both $f$ and $g$ are right-continuous and have a common discontinuity on the same side at $x = 1$, Theorem 1.1 does not apply and formula (22) is not valid. Indeed, we have

$$\psi_g(f) = \int_{\mathbb{R}_+} f(x) \, d\nu_g(x) = f(1) \cdot \nu_g(\{1\}) = 1 \cdot 1 = 1, \quad \text{but}$$

$$\pi_f(g) = \int_{\mathbb{R}_+} g(x) \, d\nu_f(x) + \mathbb{1}_{\emptyset} f_\emptyset = \int_{\mathbb{R}_+} \mathbb{1}_{\{x < 1\}} \, d\nu_f(x) = 0 \cdot \nu_f(\{1\}) = 0 \cdot 1 = 0,$$

using that $g(x) = g(\infty) - g(x) = 1 - \mathbb{1}_{\{x \geq 1\}} = \mathbb{1}_{\{x < 1\}}$. $\mathbb{1}_{\emptyset} = g(\infty) - g(0) = 1$, and $f_\emptyset = f(0) = 0$.

If $f$ is grounded, the integration by parts operator $\pi_f(g)$ reduces for every $\nu_f$-integrable function $g$ to

$$\pi_f(g) = \int_{\Xi} g(x) \, d\nu_f(x)$$

(25)
because \( f_I(x) = 0 \) for all \( I \subseteq \{1, \ldots, d\} \) and \( x \in \Xi \). Hence, if both functions \( f \) and \( g \) are grounded, the integration by parts formula (22) simplifies as follows.

**Corollary 3.4** (If both functions are grounded).
Let \( f, g \in F^c_{\text{mi}}(\Xi) \) be grounded. Assume that \( h \) is bounded. If \( f \) and \( g \) have no common discontinuities at the same side of each point, then

\[
\int_{\Xi} f(x) \, d\nu_g(x) = \int_{\Xi} g(x) \, d\nu_f(x).
\]

A similar formula, where \( f \) and \( g \) are copulas, is given in [13, Lemma 4.1].

### 3.2. Transformation formula

In this subsection, we establish a transformation formula for the integration by parts operator, which corresponds to the change of variables for Lebesgue integrals.

We denote a function \( F : \Xi_i \to [0, 1] \) that is non-decreasing, right-continuous and satisfies \( \lim_{x \downarrow a_i} F(x) = 0 \) and \( \lim_{x \uparrow b_i} F(x) = 1 \) as univariate distribution function on \( \Xi_i \). Note that we do not allow any probability mass at \( a_i = \inf(\Xi_i) \) and \( b_i = \sup(\Xi_i) \). Its generalized inverse \( F^{-1} : [0, 1] \to \Xi_i \cup \{a_i, b_i\} \) is defined by

\[
F^{-1}(t) := \inf\{x \in \Xi_i : F(x) \geq t\} \tag{26}
\]

with the convention that \( \inf \emptyset = b_i \). Note that \( F^{-1} \) is left-continuous. For every measure-inducing function \( g : [0, 1]^d \to \mathbb{R} \), for every distribution function \( F_i : \Xi_i \to \mathbb{R} \), \( 1 \leq i \leq d \), and for every measurable function \( f : \Xi \to \mathbb{R} \), a well-known identity for the expectation operator states that

\[
\psi_{g_0(F_1, \ldots, F_d)}(f) = \psi_g \left(f \circ (F_1^{-1}, \ldots, F_d^{-1})\right)
\]

whenever the integrals exist, compare [33, Theorem 2]. A similar result holds true for the integration by parts operator as follows.

**Proposition 3.5** (Transformation formula).
Let \( f \in F^c_{\text{mi}}(\Xi) \) and, for all \( i \in \{1, \ldots, d\} \), let \( F_i \) be a univariate distribution function on \( \Xi_i \). Then, for every measurable function \( g : [0, 1]^d \to \mathbb{R} \), it holds that

\[
\pi_{f \circ (F_1^{-1}, \ldots, F_d^{-1})}(g) = \pi_f(g \circ (F_1, \ldots, F_d)) \tag{27}
\]

provided all integrals exist.

Note that the transformation formula (27) for the integration by parts operator relates to the transformation of signed measures in (42) as follows: If for all \( i \in I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \), \( F_i \) is continuous and strictly increasing, then \( F_i^{-1} = F_i^{-1} \) for all \( i \in I \) and the signed measure induced by \( f_I \circ (F_1^{-1}, \ldots, F_k^{-1}) \) is the image of \( \nu_{f_I} \) under \((F_{i_1}, \ldots, F_{i_k})\).

### 4. Convergence results and extension of the Lebesgue integral to semi-copulas

In this section, convergence results are derived for the integrals \( \int f \, d\mu_n \) for classes of measure-inducing functions \( f \), where \( \mu_n = \nu_{g_n} \) is the signed measure induced by a grounded and measure-inducing function \( g_n \), which converges pointwise to a function \( g \). In general, the 'limit measure'
is no longer a signed measure, since it may exhibit infinite positive and negative mass on compact sets. This allows an extension of the Lebesgue integral to the case where one integrates with respect to a quasi-copula, which, in general, does not induce a signed measure. We restrict us to the domains $\Xi = \mathbb{R}_+^d$ or $\Xi = [0,1]^d$ for which, under the continuity assumption (11), $f_0$ and $g_0$ defined by (11) exist. Convergence results for general domain $\Xi$ can be obtained analogously, using the transformation invariance of signed measures in Proposition A.3 and the transformation invariance of the integration by parts operator in Proposition 3.5.

4.1. Compact domain

In this subsection, we consider the case where the domain $\Xi$ is compact and, hence, every measure-inducing function on $\Xi$ induces a finite signed measure by (9), see Remark 2.3(a). As discussed above, we choose without loss of generality $\Xi = [0,1]^d$.

We first show convergence of the integrals in the integration by parts formula (2) under the standard assumptions that one of the functions is continuous and the other is measure-inducing. Therefore, let $f: [0,1] \to \mathbb{R}$ be continuous and $g \in F_{cm}([0,1]^d)$ be grounded. Then $f$ is bounded and $g$ induces a finite signed measure (see Remark 2.3(a)) and thus $\psi_g(f)$ exists. Whenever $f_n \in F_{cm}([0,1]^d), n \in \mathbb{N}$, is continuous and converges pointwise to $f$, one has

$$\pi_{f_n}(g) = \psi_g(f_n) \to \psi_g(f)$$

(28)

due to Corollary 3.1 and the dominated convergence theorem, i.e., the left-hand side and therefore also the right-hand side of (2) converges. Similarly, for $g$ being grounded and continuous, let $g_n \in F_{cm}([0,1]^d), n \in \mathbb{N}$, be a sequence of grounded and continuous functions such that $g_n \to g$ pointwise. For $f \in F_{cm}([0,1]^d)$, it follows that

$$\psi_{g_n}(f) = \pi_f(g_n) \to \pi_f(g),$$

(29)

i.e., the right-hand side and thus also the left-hand side in (2) converges. Since a function is in $F_{cm}([0,1]^d)$ if and only if it has bounded Hardy-Krause variation (see Theorem A.9), we obtain from (28) and (29) the following result which is a version of integration by parts in [35, Proposition 2] for measure-inducing functions. Note that a grounded function is in the class $F_{cm}([0,1]^d)$, whenever it is in $F_{cm}([0,1]^d)$, see Lemma A.7(i).

**Proposition 4.1** (If one of the functions is continuous).

For $f,g: [0,1]^d \to \mathbb{R}$, assume that $g$ is grounded. If one of the functions is continuous and the other is in $F_{cm}([0,1]^d)$, then the integrals in (2) converge and

$$\psi_g(f) = \pi_f(g).$$

(30)

By the above result, the Lebesgue integral of a measure-inducing $f \in F_{cm}([0,1]^d)$ can be extended to the case where one integrates with respect to a grounded and continuous function $g$ which is not assumed to induce a signed measure.

The integration by parts formula (2) is also valid when both functions exhibit jump discontinuities that do not occur at the same side of each point. The following theorem gives sufficient conditions on the convergence of the integrals $(\psi_{g_n}(f))_{n \in \mathbb{N}}$ if one of the functions is left-continuous and the other is right-continuous.
Theorem 4.2 (Left-/right-continuous case).
For all \( n \in \mathbb{N} \), let \( g_n \in \mathcal{F}_c^\ell([0,1]^d) \) be right-continuous (left-continuous) and grounded. Let \( f \in \mathcal{F}_c^l([0,1]^d) \) be left-continuous (right-continuous). Assume that there exists \( M \in \mathbb{N} \) and a function \( g: [0,1]^d \to \mathbb{R} \) such that

(i) \( |g_n(x)| \leq M \) for all \( x \in [0,1]^d \) and \( n \in \mathbb{N} \), and

(ii) \( g_n(x) \to g(x) \) for all \( x \in [0,1]^d \).

Then, \( \pi_f(g) \) exists and

\[
\psi_{g_n}(f) \xrightarrow{n \to \infty} \pi_f(g).
\]

Remark 4.3. (a) If the function \( g \) in Theorem 4.2 is in \( \mathcal{F}_c^\ell([0,1]^d) \) and left-continuous/right-continuous, then \( \psi_{g_n}(f) \to \psi_g(f) \) due to (31) and (23), which is a variant of weak convergence of measures.

(b) Theorem 4.2 allows an extension of the Lebesgue integral of a left-continuous function \( f \in \mathcal{F}_c^\ell([0,1]^d) \) to the case where one integrates w.r.t. a continuous semi-copula \( S \). For example, consider the approximation \( (S_n)_{n \in \mathbb{N}} \) of \( S \) given by

\[ S_n = S \circ (F_n, \ldots, F_n), \]

where

\[ F_n(x) = \begin{cases} 0 & \text{if } x < \frac{k}{n}, \\ \frac{k}{n} & \text{if } x \in \left[ \frac{k}{n+1}, \frac{k+1}{n} \right), k = 1, \ldots, n, \\ 1 & \text{if } x \geq 1. \end{cases} \]

Then, \( S_n \) is right-continuous, measure-inducing, grounded, and fulfills continuity conditions (11) and (12) for all \( n \in \mathbb{N} \). Hence, we may define the Lebesgue integral of \( f \) w.r.t. the semi-copula \( S \) due to Theorem 4.2 by

\[
\int_{[0,1]^d} f(u) \, dS(u) := \pi_f(S) = \lim_{n \to \infty} \psi_{S_n}(f) = \lim_{n \to \infty} \int_{[0,1]^d} f(u) \, dS_n(u),
\]

see [22, Definition 5.4] for the special case of a quasi-copula. More generally, (34) can be defined by an application of Proposition 4.1 for general \( f \in \mathcal{F}_c^l([0,1]^d) \) using a linearly interpolated version of \( S_n \) in (32).

4.2. Non-compact domain

In the case where the underlying space is non-compact, e.g., \( \Xi = \mathbb{R}^d \), \( \Xi = \mathbb{R}_+^d \), or \( \Xi = [0,1)^d \), the induced signed measures \( \{\nu_I\} I \subseteq \{1, \ldots, d\} \) are not necessarily finite. So, conditions (11) and (12) of Theorem 4.2, which yield boundedness of \( g \), are not sufficient for the existence of the integrals \( \int_{[0,1]^d} f(u) \, d\nu_I, I \subseteq \{1, \ldots, d\} \). The following theorem provides the convergence of the integrals \( (\psi_{g_n}(f))_{n \in \mathbb{N}} \) using a simple integrability condition on \( f \). It extends the integration by parts formula in [32, Proposition 2] to the multivariate case and to integrators that are approximated by signed measures.
Theorem 4.4 (Convergence on non-compact domain).
For all \( n \in \mathbb{N} \), let \( g_n : \mathbb{R}^d \to \mathbb{R} \) be right-continuous, grounded, and measure-inducing. Let \( f \in \mathcal{F}_{\text{m}}^{(0)}(\mathbb{R}^d) \) be left-continuous with \( f_0 \in \mathbb{R} \). Assume that there are distribution functions \( F_1, \ldots, F_d : \mathbb{R} \to [0,1] \), a function \( g : \mathbb{R}^d \to \mathbb{R} \), and \( \alpha > 0 \) such that

(i) \( g_n(x) \to g(x) \) for all \( x \in \mathbb{R}^d \),
(ii) \( g_n^0 \to g^0 \),
(iii) \( |g_n(x)| \leq \alpha (1 - \max_{i=1,\ldots,d} \{ F_i(x_i) \}) \) for all \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) and for all \( n \in \mathbb{N} \), and
(iv) the Lebesgue integral \( \int_0^1 f_I \left( F_{i_1}^{-1}(u), \ldots, F_{i_k}^{-1}(u) \right) \, du \) exists for all \( I = \{ i_1, \ldots, i_k \} \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \).

Then, \( \pi_f(\mathcal{F}) \) is finite and

\[
\psi_g_n(f) \xrightarrow{n \to \infty} \pi_f(\mathcal{F}). \tag{35}
\]

Remark 4.5. By Assumption (iii) of Theorem 4.4, \( (\mathcal{F}_n)_{n \in \mathbb{N}} \) is uniformly asymptotically bounded by the survival function \( F_{X_1,\ldots,X_d} \) of a so-called comonotonic random vector \( (X_1, \ldots, X_d) = (F_1^{-1}(U), \ldots, F_d^{-1}(U)) \), \( U \) uniformly distributed on \( (0,1) \), having marginal distribution functions \( F_1, \ldots, F_d \). Indeed, by (74), we have

\[
F_{X_1,\ldots,X_d}(x) = F_{X_1}(x_1), \ldots, F_{X_d}(x_d) = 1 - \max \{ F_i(x_i) \}
\]

for all \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), where \( M_d(u_1, \ldots, u_d) := \min \{ u_1, \ldots, u_d \} \) denotes the upper Fréchet copula. For \( x \to \infty \), Assumption (iii) yields, in particular, that \( (\mathcal{F}_n)_{n \in \mathbb{N}} \) is uniformly bounded by \( \alpha \). Assumption (iv) states that for all \( I = \{ i_1, \ldots, i_k \} \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \), the expectation of \( f_I(X_{i_1}, \ldots, X_{i_k}) \) exists which guarantees, inductively by the integration by parts formula, the integrability of \( F_{X_{i_1},\ldots,X_{i_k}} \). Hence, Assumption (iii) and (iv) yield that \( |(\mathcal{F}_n)_{i}| \) is dominated by an integrable function for all \( n \), which allows an application of the dominated convergence theorem to obtain the convergence in (35).

As will be shown below, Theorem 4.4 allows an extension of the Lebesgue integral of a possibly unbounded measure-inducing function \( f : [0,1]^d \) to the case where one integrates with respect to an \( L \)-Lipschitz semi-copula. Note that semi-copulas describe the dependence structure of capacities which generalize measures by requiring only monotonicity instead of \( \sigma \)-additivity, see, e.g., [11]. For \( L = 1 \), i.e., in the case of quasi-copulas, which do not necessarily induce signed measures, several applications to finance are given in [3, 22, 29, 32] in the context of improved price bounds. We make use of the following lemma which states that the survival function of an \( L \)-Lipschitz semi-copula is pointwise bounded by a multiple of the survival function of the upper Fréchet copula defined by (75).

Lemma 4.6. For \( L > 0 \), let \( S : [0,1]^d \to [0,1] \) be an \( L \)-Lipschitz semi-copula. Then it holds that

\[
|S(u)| \leq (2^{d-2} L + 1)(1 - \max_{1 \leq i \leq d} \{ u_i \})
\]

for all \( u = (u_1, \ldots, u_d) \in [0,1]^d \).
Then \( \pi_i \)

For all Corollary 4.7 in the case of a non-compact domain.

\( F \)

continuous semi-copulas. In Sections 3 and 4, we extend several integral stochastic orderings to the class of (Lipschitz-)

Remark 4.8.

(a) Similar to 4.4, Corollary 4.7 allows an extension of the Lebesgue integral to the case where one integrates w.r.t. a semi-copula, where the integrand now can be an unbounded measure-inducing function. More precisely, let \( f \in F_{m_1}(0,1)^d \) be left-continuous and choose, for example, \( F_{i,n} := F_n \) for all \( i \in \{1, \ldots, d\} \) with \( F_n \) defined by (32). Then, \( F_{i,n} \) satisfies condition (ii) of Corollary 4.7. For \( S \in S_{d,L} \), \( L > 0 \), consider the approximation \( S_n := S \circ (F_{i,n}, \ldots, F_{d,n}) \). Then the Lebesgue integral of \( f \) w.r.t. \( S \) is defined by

\[
\int_{[0,1]^d} f(u) \, dS(u) := \pi_f(S) = \lim_{n \to \infty} \psi_{S_n}(f) = \lim_{n \to \infty} \int_{[0,1]^d} f(u) \, dS_n(u) \tag{36}
\]

whenever \( f \) satisfies the integrability condition (ii). Since quasi-copulas are 1-Lipschitz semi-copula, the integral in (36) is also defined for quasi-copulas.

(b) Let \( F_1, \ldots, F_d \) be distribution functions on \((0, \infty)\). Applying the transformation formula (27), the Lebesgue integral of a left-continuous function \( f \) w.r.t. the composition \( G := S \circ (F_1, \ldots, F_d) \), \( S \in S_{d,L} \), is defined by

\[
\int_{\mathbb{R}^d} f(x) \, dG(x) := \pi_f(G) = \pi_f(F_1^{-1}, \ldots, F_d^{-1})(S), \tag{37}
\]

whenever \( h := f \circ (F_1^{-1}, \ldots, F_d^{-1}) \in F_{m_1} \) satisfies the integrability condition (ii) of Corollary 4.7. In the special case where \( F \) is a \( d \)-dimensional distribution function on \( \mathbb{R}^d \) with marginal distribution functions \( F_1, \ldots, F_d \), there exists by Sklar’s theorem a copula \( C \in C_d \) such that \( F = C \circ (F_1, \ldots, F_d) \). Then (37) reduces to the integration by parts formula \( \psi_F(f) = \pi_f(F) \) given by (24).

5. Applications to stochastic orderings

As an application of the integration by parts formulas and the convergence results established in Sections 3 and 4, we extend several integral stochastic orderings to the class of (Lipschitz-)

continuous semi-copulas.
For $d$-variate distribution functions $F, F'$ on $\mathbb{R}^d$, the integral stochastic ordering $\leq_\mathcal{F}$ is defined w.r.t. a class $\mathcal{F}$ of measurable functions $f : \mathbb{R}^d \rightarrow \mathbb{R}$ by

$$F \leq_\mathcal{F} F' \iff \psi_F(f) \leq \psi_{F'}(f) \text{ for all } f \in \mathcal{F} \text{ such that the expectations exist}, \quad (38)$$

see, e.g., [21]. Important classes of functions that generate stochastic orderings by $\leq_\mathcal{F}$ are the class $\mathcal{F}_\Delta$ of $\Delta$-antitone functions, the class $\mathcal{F}_m$ of $\Delta$-monotone functions, the class $\mathcal{F}_\text{sm}$ of supermodular functions, the class $\mathcal{F}_\text{dcx}$ of directionally convex functions, and the class $\mathcal{F}_+$ of increasing functions.

We refer to Definition A.10 for the respective definitions.

Several integral stochastic orderings have a smooth generator $\mathcal{G}$, i.e., $\leq_\mathcal{G}$ and $\leq_\mathcal{F}$ are identical, where $\mathcal{G}$ only contains smooth functions. It is known that, if the integral ordering $\leq_\mathcal{F}$ is closed under mixtures and closed under weak convergence, then it has a smooth generator, see, e.g., [21, Corollary 2.5.6]. Since any smooth function on $[a, b] \subset \mathbb{R}^d$ is in the class $\mathcal{F}_\text{mi}([a, b]) \cap \mathcal{F}_\text{mi}([a, b])$, see Corollary A.16, integral orderings with a smooth generator can be extended to semi-distribution functions defined as follows. As before, we consider the domain $\mathbb{R}_+^d$.

**Definition 5.1** (Semi-distribution function on $\mathbb{R}_+^d$).

We denote a function $H : \mathbb{R}_+^d \rightarrow [0, 1]$ as a semi-distribution function if it can be decomposed into a semi-copula $S$ and univariate distribution functions $F_1, \ldots, F_d$ with $F_i(0) = 0$ for all $i \in \{1, \ldots, d\}$ such that

$$H(x) = S(F_1(x_1), \ldots, F_d(x_d)) \quad \text{for all } x = (x_1, \ldots, x_d) \in \mathbb{R}_+^d. \quad (39)$$

A semi-distribution function $H$ is called a quasi-distribution function if the semi-copula $S$ in (39) is a quasi-copula.

Denote by $\mathcal{H}_+^d$ the class of semi-distribution functions on $\mathbb{R}_+^d$ and denote by $\mathcal{H}_c^d$ and $\mathcal{H}_L^d$ the subclass of semi-distribution functions for which the semi-copula in (39) is continuous and $L$-Lipschitz-continuous, respectively. Recall that, by Sklar’s theorem, $H$ in (39) is a distribution function whenever $S$ is a copula.

We extend the lower orthant and the upper orthant ordering for $d$-variate distribution functions to the class $\mathcal{H}_+^d$ of semi-distribution functions as follows.

**Definition 5.2** (Lower orthant order and upper orthant order on $\mathcal{H}_+^d$).

For $H, H' \in \mathcal{H}_+^d$, define the

(i) lower orthant order $H \leq_{lo} H'$ by $H(x) \leq H'(x)$ for all $x \in \mathbb{R}_+^d$, 

(ii) upper orthant order $H \leq_{uo} H'$ by $\overline{H}(x) \leq \overline{H}'(x)$ for all $x \in \mathbb{R}_+^d$.

The following result characterizes the orthant orders on the class $\mathcal{H}_+^d$ of semi-distribution functions on $\mathbb{R}_+^d$.

**Theorem 5.3** (Characterization of the orthant orders on $\mathcal{H}^d$).

For $H, H' \in \mathcal{H}_L^d$, the following statements hold true:

(i) $H \leq_{lo} H'$ if and only if $\pi_f(\overline{H}) \leq \pi_f(\overline{H}')$ for all $\Delta$-antitone functions $f : \mathbb{R}_+^d \rightarrow \mathbb{R}$.

(ii) $H \leq_{uo} H'$ if and only if $\pi_f(\overline{H}) \leq \pi_f(\overline{H}')$ for all $\Delta$-monotone functions $f : \mathbb{R}_+^d \rightarrow \mathbb{R}$.
For the subclasses of distribution functions and quasi-distribution functions, the above theorem is given in [31] and [22], respectively. We refer to [3, 22, 32] for various applications to improved option price bounds under market-implied dependence information.
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Appendix A: Properties of measure-inducing functions

In the sequel, we provide various properties of measure-inducing functions concerning left- and right-continuous versions, transformations, marginal functions, the Hardy-Krause variation, the Jordan decomposition, and survival functions. All proofs are deferred to Appendix B.

A.1. Left- and right-continuity

Denote a multivariate function as left-/right-continuous if it is componentwise left-/right-continuous. By the following result, a left-/right-continuous measure-inducing function has the desirable property that the induced signed measure is generated by half-open intervals and can be expressed by the difference operator \( \Delta_{x,y} \) in (6).

Proposition A.1. For \( f \in \mathcal{F}_{mi}(\Xi) \), the following statements hold true.

(i) If \( f \) is left-continuous, then the induced signed measure \( \nu_f \) is generated by

\[
\nu_f ([x,y)) = \Delta_{x,y}[f]
\]

for all \( x, y \in \Xi \) with \( x \leq y \).

(ii) If \( f \) is right-continuous, then the induced signed measure \( \nu_f \) is generated by

\[
\nu_f ((x,y]) = \Delta_{x,y}[f]
\]

for all \( x, y \in \Xi \) with \( x \leq y \).

(iii) If \( f \) is continuous, then the induced signed measure \( \nu_f \) is generated by

\[
\nu_f (B) = \Delta_{x,y}[f]
\]

for all \( x = (x_1, \ldots, x_d), y = (y_1, \ldots, y_d) \in \mathbb{R}^d \) such that \( a \leq x \leq y \leq b \), where \( B = \bigotimes_{i=1}^d B_i \) with \( B_i \in \{ [x_i, y_i], (x_i, y_i], [x_i, y_i), (x_i, y_i) \} \), \( 1 \leq i \leq d \).

For a function \( f: \Xi \to \mathbb{R} \), denote by \( f_- \) and \( f_+ \) its componentwise left- and right-continuous version, respectively, whenever it exists. The following lemma states that, under the continuity assumption on \( f \) at the boundary of the domain, the signed measure induced by \( f \) coincides with
the signed measure induced by \( f_- \) and \( f_+ \), respectively. This property is well-known when \( F \) is a univariate distribution function. Then the corresponding probability measure \( P \) coincides with the measure induced by the left-continuous version \( F_- \), see (3).

**Lemma A.2.** Let \( f : \Xi \to \mathbb{R} \) be a function that satisfies the boundary conditions (11) and (12). Assume that \( f_- \) and \( f_+ \) exist. If one of the functions \( f, f_- \), and \( f_+ \) is measure-inducing, then also the others are measure-inducing and it holds that

\[
\nu_f = \nu_{f_-} = \nu_{f_+},
\]

i.e., the measures induced by \( f, f_- \), and \( f_+ \), respectively, coincide.

The following example shows that in the above lemma the continuity assumption at the boundary of \( \Xi \) cannot be omitted.

**Example A.3.** For \( \Xi = [0, 1] \), let \( f : \Xi \to \mathbb{R} \) be defined by \( f(x) = \mathbbm{1}_{\{x>0\}} \). Then \( f \) does not satisfy condition (11), i.e., \( f \) is not continuous at the lower boundary of \( \Xi \). Denote by \( \delta_{\{x\}} \) the one-point probability measure with mass 1 in \( x \). Then \( \nu_f = \delta_{\{0\}} \). But \( f_+(x) = 1 \) for all \( x \in [0, 1] \) and, thus, \( \nu_{f_+} \) is the null measure. However, if the domain of \( f \) is extended to \((-\varepsilon, 1]\) for some \( \varepsilon > 0 \) and if \( g(x) = \mathbbm{1}_{\{x>0\}} \) for \( x \in (-\varepsilon, 1] \), then the induced signed measure is the one-point probability measure in 0, which coincides with the measure induced by the right-continuous version of \( g \), i.e., \( \nu_g = \nu_{g_+} = \delta_{\{0\}} \), compare Remark 2.3.

### A.2. Transformation

For a signed measure \( \nu \) on \( \Xi \) and for measurable functions \( h_i : \Xi_i \to \mathbb{R}, 1 \leq i \leq d \), denote by \( \nu^h := (\nu^+)h - (\nu^-)h \) the image of \( \nu \) under \( h = (h_1, \ldots, h_d) \), where for a (non-negative) measure \( \mu \) on \( \Xi \), the image \( \mu^h \) is defined by \( \mu^h(A) := \mu(h^{-1}(A)) \) for all Borel-measurable sets \( A \subseteq \mathbb{R}^d \), where \( h^{-1}(A) \) denotes the preimage of \( A \) under \( h \).

By the following result, we can restrict our attention of studying measure-inducing functions to domains \( \Xi_i \) of the type \([0, 1], [0, 1), (0, 1], \) or \((0, 1) \) because every closed, half-open or open interval can be identified with one of these intervals under a strictly increasing transformation.

**Proposition A.4** (Transformation of domains).

For \( 1 \leq i \leq d \), let \( \phi_i : \Xi_i \to \mathbb{R} \) be continuous and strictly increasing. Denote by \( \phi_i^{-1} : \phi_i(\Xi_i) \to \Xi_i \) the inverse of \( \phi_i \). If \( f : \Xi \to \mathbb{R} \) is measure-inducing, then \( f \circ (\phi_1^{-1}, \ldots, \phi_d^{-1}) \) is measure-inducing with induced signed measure

\[
\nu_{f \circ (\phi_1^{-1}, \ldots, \phi_d^{-1})} = \nu_f^{(\phi_1, \ldots, \phi_d)}. \tag{42}
\]

### A.3. Marginal functions and marginal measures

Similar to the definition of the lower \( I \)-marginal in (15), the upper \( I \)-marginal \( f^I \) of \( f \) is defined by the function

\[
f^I(x_1, \ldots, x_k) := \lim_{\substack{x_j \downarrow \xi_j^+ \\ j \in I}} f(x_1, \ldots, x_d), \quad x_{ij} \in \Xi_{ij} \text{ for } j = 1, \ldots, k, \tag{43}
\]
whenever the iterated limit exists independent of the arrangement of the limits. For \( I = \emptyset \), define the constants

\[
\begin{align*}
  f_0 := \lim_{x_j \downarrow a_j} f(x_1, \ldots, x_d), \\
  f^0 := \lim_{x_j \uparrow b_j} f(x_1, \ldots, x_d),
\end{align*}
\]

whenever the limits exist.

For a measure-inducing function, its \( I \)-marginals are in general not measure-inducing how the following examples show.

**Example A.5.** (a) Consider the function \( f: \mathbb{R}^2 \to \mathbb{R} \) defined by \( f(x, y) = 1_{y \in Q}(x, y) \). Then \( f \) induces the null measure because \( \Delta^1 \Delta^2 f(x, y) = 0 \) for all \( x, y \in \mathbb{R} \). However, the componentwise left- and right-hand limits of \( f \) do not exist and \( f^{(2)}(y) = 1_{y \in Q}(y) \) does not induce a signed measure.

(b) Let \( f: \mathbb{R}^2_+ \to \mathbb{R} \) be defined by \( f(x, y) := xy + \sin(x) \). Then, \( f \) induces the Lebesgue measure on \( \mathbb{R}^2 \) by \((4)\). But \( f^{(1)}(x) = \sin(x) \) does not induce a signed measure on \( \mathbb{R}_+ \) by \((9)\) because it is bounded and has unbounded total variation.

For \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\} \) and for a signed measure \( \nu \) on \( \Xi \), denote as usual by \( \nu^I \) the \( I \)-marginal signed measure of \( \nu \) defined by

\[
\nu^I(A_{i_1} \times \cdots \times A_{i_k}) := \nu(B_1 \times \cdots \times B_d)
\]

for all Borel measurable sets \( A_{i_j} \subseteq \Xi_{i_j} \), \( j = 1, \ldots, k \), where \( B_i := A_i \) for \( i \in I \) and \( B_i := \Xi_i \) for \( i \notin I \).

The following example shows that, in general, the signed measure induced by the lower/upper \( I \)-marginal of a measure-inducing function does not coincide with the \( I \)-marginal of the induced signed measure.

**Example A.6** (\( \nu_f \neq \nu_f^I \) and \( \nu_h \neq \nu_h^I \)).

(a) Consider the function \( f: \mathbb{R}^2_+ \to \mathbb{R} \) defined by \( f(x_1, x_2) := 1_{\{x_1 > 1\}} \cdot 1_{\{x_2 > 1\}} \). Then \( f \) induces the measure \( \nu_f = \delta_{(1,1)} \), where \( \delta_x \) denotes the one-point measure with mass 1 in \( x \). For \( I = \{1\} \subseteq \{1, 2\} \), it holds that \( f^{(1)}(x_1) = f(x_1, 0) = 0 \) for all \( x_1 \in \mathbb{R}_+ \). So, \( f^{(1)} \) induces the null measure \( \nu_f^{(1)} = 0 \). But the \( \{1\} \)-marginal measure of \( \nu_f \) is the one-point probability measure in \( x_1 = 1 \), i.e., \( \nu_f^{(1)} = \delta_1 \).

(b) Consider the function \( h: \mathbb{R}^2_+ \to \mathbb{R} \) defined by \( h(x_1, x_2) := 1_{\{x_1 < 1\}} \cdot 1_{\{x_2 < 1\}} \). Then \( h \) induces the measure \( \nu_h = \delta_{(1,1)} \). For \( I = \{1\} \subseteq \{1, 2\} \), it holds that \( h^{(1)}(x_1) = h(x_1, \infty) = 0 \) for all \( x_1 \in \mathbb{R}_+ \). So, \( h^{(1)} \) induces the null measure \( \nu_h^{(1)} = 0 \). But the \( \{1\} \)-marginal measure of \( \nu_h \) is the one-point probability measure in \( x_1 = 1 \), i.e., \( \nu_h^{(1)} = \delta_1 \).

For the integration by parts formula \((2)\), we need that the lower and upper \( I \)-marginals of a measure-inducing function are measure-inducing. Similar to the definition of the class \( \mathcal{F}_{mi}^c(\Xi) \) in \((10)\), define the class

\[
\mathcal{F}_{mi}^{c,a}(\Xi) := \{ f \in \mathcal{F}_{mi}^c \mid f^I \in \mathcal{F}_{mi}^c(\Xi_I) \text{ for all } I \subset \{1, \ldots, d\}, I \neq \emptyset \}.
\]
of measure-inducing functions for which also the upper $I$-marginals are measure-inducing.

By the following lemma, the upper $I$-marginal of a bounded, grounded, and measure-inducing function can be associated with the $I$-marginal of the induced signed measure. This property is used in the proof of formula (2).

**Lemma A.7.** Let $f \in F_{mi}^c(\Xi)$ be bounded and grounded. Then,

(i) $f \in F_{mi}^{c,l}(\Xi) \cap F_{mi}^{c,u}(\Xi)$,

(ii) for $I \subseteq \{1, \ldots, d\}$, it holds that $\nu_{fI} = \nu_f^I$.

We make use of grounded functions for a characterization of measure-inducing functions through $\Delta$-monotone functions, see Theorem A.12. In this respect, define for a function $f : \Xi \to \mathbb{R}$ the function $F^f : \Xi \to \mathbb{R}$ by

$$F^f(x) = f(x) - \sum_{k=0}^{d-1} \sum_{I \subseteq \{1, \ldots, d\}, I \neq \emptyset} \sum_{l \in \{i_1, \ldots, i_k\}} (-1)^{d-k-1} f_I(x_{i_1}, \ldots, x_{i_k}), \quad x = (x_1, \ldots, x_d) \in \Xi,$$

whenever the lower $I$-marginals $f_I$ exist for all $I \subseteq \{1, \ldots, d\}$. Note that neither $f$ nor its lower marginals are assumed to be measure-inducing.

**Lemma A.8** ($F^f$ is grounded).

Assume that $f : \Xi \to \mathbb{R}$ satisfies the continuity condition (11). Then the function $F^f$ defined by (46) is grounded.

**A.4. Characterization of measure-inducing functions**

As one expects, measure-inducing functions and the concept of bounded variation in the sense of the Hardy and Krause are closely related because the integration by parts formula (2) for measure-inducing functions is related to integration by parts for Stieltjes integrals and because the convergence of the Stieltjes integrals on the compact domain $[0, 1]^d$ can be characterized through bounded Hardy-Krause variation, see [35, Proposition 2]). Since the domain $\Xi$ of the functions $f$ and $g$ in formula (2) is not necessarily compact, the functions $f$ and $g$ may also have infinite Hardy-Krause variation. In the following, we characterize the classes $F_{mi}^{c,l}(\Xi)$ of measure-inducing functions with compact domain $\Xi = [0, 1]^d$ and with non-compact domain $\Xi = \mathbb{R}_+^d$ using the concept of Hardy-Krause variation. A characterization for general $\Xi$ follows similarly with the transformation in Proposition A.4.

For the definition of the Hardy-Krause variation, we consider the domain $\Xi = [a, b]$. Then, for $j = 1, \ldots, d$, let

$$a_j = x_0^{(j)} < x_1^{(j)} < \cdots < x_{m_s}^{(j)} = b_j$$

be a partition of $\Xi$. For $I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$, denote by $\mathcal{P}^I$ the partition of $\Xi_I$ given by

$$\mathcal{P}^I := \left\{[x_{l_1}^{(i_1)}, x_{l_1+1}^{(i_1)}] \times \cdots \times [x_{l_k}^{(i_k)}, x_{l_k+1}^{(i_k)}], l_s = 0, \ldots, m_s - 1, s = 1, \ldots, d \right\}. \quad (47)$$
Then for a function \( f : \Xi \to \mathbb{R} \), the \textit{Vitali variation} is defined by

\[
\text{Var}_V(f) := \sup_{\mathcal{P}(1,\ldots,d)} \sum_{[x,y] \in \mathcal{P}(1,\ldots,d)} |\Delta_{x,y}[f]| ,
\]

where \( \Delta_{x,y} \) is the difference operator in (6). The \textit{Hardy-Krause variation} anchored at \( a \) is defined by

\[
\text{Var}_{HK}(f) := \sum_{k=1}^{d} \sum_{I \subseteq \{1,\ldots,d\}, |I| = k} \sup_{\mathcal{P}^I} \sum_{[x,y] \in \mathcal{P}^I} |\Delta_{x,y}[f_I]| ,
\]

where the supremum is taken over all partitions \( \mathcal{P}^I \) of \( \Xi_I \) into axis-parallel boxes of the type in (47). Hence, the Hardy-Krause variation anchored at \( a \) is the sum of the Vitali variations of all lower \( I \)-marginal \( f_I \), \( I \subseteq \{1,\ldots,d\}, I \neq \emptyset \). In the literature, the domain \( \Xi \) is often chosen as the unit cube \([0,1]^d\) and the Hardy-Krause variation is usually defined w.r.t. the upper \( I \)-marginals, i.e., anchored at \( b = (1,\ldots,1) \). For an overview of properties of functions with bounded Hardy-Krause variation, see, e.g., [5, 28].

The following result characterizes the class \( \mathcal{F}_{mi}^{c,l}([0,1]^d) \) of measure-inducing functions on \([0,1]^d\) for which also the lower or upper \( I \)-marginal functions are measure-inducing. Note that the induced signed measures are all finite because \([0,1]^d\) is compact, see Remark 2.3(a).

**Theorem A.9** (Characterization of \( \mathcal{F}_{mi}^{c,l}([0,1]^d) \)).

Assume that \( f : [0,1]^d \to \mathbb{R} \) is right-continuous and fulfils the continuity conditions (11) and (12). Then the following statements are equivalent:

(i) \( f \) has bounded Hardy-Krause variation,

(ii) \( f \in \mathcal{F}_{mi}^{c,l}([0,1]^d) \),

(iii) \( f \in \mathcal{F}_{mi}^{c,u}([0,1]^d) \).

In the sequel, we analyse the class of measure-inducing functions on \( \mathbb{R}_+^d \). Since the signed measure induced by \( f \in \mathcal{F}_{mi}^{c,l}(\mathbb{R}_+^d) \) is not necessarily finite and \( f \) may have infinite Hardy-Krause variation, a characterization of this class is more challenging.

As we will see in Theorem A.12, every right-continuous function in \( \mathcal{F}_{mi}^{c,l}(\mathbb{R}_+^d) \) can be constructed by a linear combination of \( \Delta \)-monotone functions which are defined as follows. Recall that \( \Delta^I \) is the difference operator defined by (5).

**Definition A.10** (d-increasing, \( \Delta \)-monotone, \( \Delta \)-antitone function).

Let \( f : \Xi \to \mathbb{R} \) be a function. Then, \( f \) is said to be

(i) \( k \)-increasing for \( k \in \{1,\ldots,d\} \), if for all \( I = (i_1,\ldots,i_k) \subseteq \{1,\ldots,d\} \),

\[
\Delta_{x_1}^{i_1} \cdots \Delta_{x_k}^{i_k} f(x) \geq 0
\]

for all \( x = (x_1,\ldots,x_d) \in \Xi \) and \( \varepsilon_1,\ldots,\varepsilon_k > 0 \) such that \( x_{i_j} + \varepsilon_j \in \Xi_j \) for all \( j \in \{1,\ldots,k\} \),

(ii) \( k \)-decreasing if \(-f\) is \( k \)-increasing.
(iii) $\Delta$-monotone if $f$ is $k$-increasing for all $k \in \{1, \ldots, d\}$,

(iv) $\Delta$-antitone if $(-1)^k f$ is $k$-increasing for all $k \in \{1, \ldots, d\}$,

(v) supermodular if $\Delta^i_x \Delta^j_y f(x) \geq 0$ for all $x \in \Xi$, $\varepsilon, \varepsilon' > 0$ and $1 \leq i < j \leq d$,

(vi) directionally convex if $\Delta^i_x \Delta^j_y f(x) \geq 0$ for all $x \in \Xi$, $\varepsilon, \varepsilon' > 0$ and $1 \leq i \leq j \leq d$.

Note that, by definition, a $\Delta$-monotone/-antitone function is componentwise increasing/decreasing and, thus, its componentwise left- and right-hand limits exist. Further, any $\Delta$-antitone, any $\Delta$-monotone, and any directionally convex function is supermodular.

The following result characterizes measure-inducing functions on $\mathbb{R}^d_+$ for which the marginal functions are not necessarily measure-inducing. Since at least one of the positive and negative part of a signed measure is finite, at least one of the $\Delta$-monotone and hence non-decreasing functions $g$ and $h$ in (51) has to be bounded. The transformation $F^f$ is defined by (46) and $\text{Var}_{HK}$ denotes the Hardy-Krause variation defined by (49).

**Proposition A.11** (Characterization of measure-inducing functions on $\mathbb{R}^d_+$).

For a right-continuous function $f: \mathbb{R}^d_+ \to \mathbb{R}$, the following statements are equivalent:

(i) $f$ induces a signed measure by (9).

(ii) $F^f$ generates a signed measure $\nu$ on $\mathbb{R}^d_+$ by $\nu([0,x]) = F^f(x)$ for all $x \in \mathbb{R}^d_+$.

(iii) There exist grounded, right-continuous, and $\Delta$-monotone functions $g, h: \mathbb{R}^d_+ \to \mathbb{R}$, at least one of which is bounded, such that

\[
g(0) = h(0) = 0, \quad F^f(x) = g(x) - h(x) \quad \text{for all } x \in \mathbb{R}^d_+, \quad \text{(50)}
\]

\[
\text{Var}_{HK}(F^f|[0,x]) = \text{Var}_{HK}(g|[0,x]) + \text{Var}_{HK}(h|[0,x]) < \infty \quad \text{for all } x \in \mathbb{R}^d_+, \quad \text{(51)}
\]

\[
\Delta_{x,y}^i[f] = \Delta_{x,y}^i[g] - \Delta_{x,y}^i[h] \quad \text{for all } x,y \in \mathbb{R}^d_+ \text{ with } x \leq y. \quad \text{(52)}
\]

(iv) There exist right-continuous and $d$-increasing functions $g, h: \mathbb{R}^d_+ \to \mathbb{R}$, at least one of which is bounded, such that (53) is fulfilled.

Further, the functions $g$ and $h$ in (iii) are uniquely determined.

In the integration by parts formula (2), the function $f$ is assumed to be from the class $\mathcal{F}_{mi}^c(\Xi)$. The following result shows that each such $f$ is essentially a linear combination of $\Delta$-monotone functions. Similar to Proposition A.11, for all $I \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$, at least one of the functions $g_I$ and $h_I$ in (55) is bounded.

**Theorem A.12** (Characterization of the class $\mathcal{F}_{mi}^c(\mathbb{R}^d_+)$).

For a function $f: \mathbb{R}^d_+ \to \mathbb{R}$, the following statements are equivalent:

(i) $f \in \mathcal{F}_{mi}^c(\mathbb{R}^d_+)$ is right-continuous,
(ii) For all $I \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$, there exist right-continuous, $\Delta$-monotone, and grounded functions $g_{\{I\}}, h_{\{I\}} : \mathbb{R}^{\lvert I \rvert}_+ \to \mathbb{R}$, at least one of which is bounded, such that

\begin{align*}
g_{\{I\}}(0) &= h_{\{I\}}(0) = 0, \quad (54) \\
F^{\{I\}}(y) &= g_{\{I\}}(y) - h_{\{I\}}(y), \quad \text{for all } y \in \mathbb{R}^{\lvert I \rvert}_+, \quad (55) \\
\text{Var}_{HK}(F^{\{I\}}|_{[0,y]}) &= \text{Var}_{HK}(g_{\{I\}}|_{[0,y]}) + \text{Var}_{HK}(h_{\{I\}}|_{[0,y]}) < \infty \quad \text{for all } y \in \mathbb{R}^{\lvert I \rvert}_+, \quad (56) \\
f(x) &= f(0) + \sum_{k=1}^{d} \sum_{I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}} [g_{\{I\}}(x_{i_1}, \ldots, x_{i_k}) - h_{\{I\}}(x_{i_1}, \ldots, x_{i_k})] \quad (57)
\end{align*}

for all $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$.

The functions $g_{\{I\}}$ and $h_{\{I\}}$, $I \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$, in (ii) are uniquely determined.

Remark A.13. (a) If $f : \mathbb{R}^k_+ \to \mathbb{R}$ is grounded, $k \in \mathbb{N}$, then $f$ is $\Delta$-monotone if and only if it is $k$-increasing. Hence, for all $I \subseteq \{1, \ldots, d\}$, the uniquely determined right-continuous functions $g_{\{I\}}$ and $h_{\{I\}}$ in Theorem A.12 are measure-generating functions, i.e., there exist measures $\mu_I$ and $\eta_I$ on $\mathcal{B}(\mathbb{R}^{\lvert I \rvert}_+)$ such that

\begin{align*}
\mu_I([0, x]) &= g_{\{I\}}(x), \quad (58) \\
\eta_I([0, x]) &= h_{\{I\}}(x), \\
x &\in \mathbb{R}^{\lvert I \rvert}_+.
\end{align*}

(b) Since $\Delta$-monotone functions are increasing, their componentwise right- and left-hand limits exist. Hence, withing the integration by parts formula (2), Theorem A.12 still holds true.

A.5. Survival functions

As the following example shows, care must be taken in the integration by parts formula (2), where the lower $I$-marginal of the survival function of $g$ has to be determined and not the survival function of the lower $I$-marginal.

Example A.14 ($\overline{f_{\{I\}}} \neq \overline{f}, \underline{f_{\{I\}}} \neq \underline{f}$). Let $f : [0, 1]^2 \to [0, 1]$ be a bivariate copula, i.e., $f$ is a bivariate distribution function on $[0, 1]^2$ that is grounded and has uniform univariate marginals, so $f(u, 0) = 0$, $f(0, v) = 0$, $f(u, 1) = u$ and $f(1, v) = v$ for all $u, v \in [0, 1]$. It holds that $\overline{f}(u, v) = f(u, v) - u - v + 1$.

(a) For $I = \{1\}$ it follows that $f^{\{1\}}(u) = f(u, 1) = u$ using the uniform marginal property. This yields $\overline{f^{\{1\}}}(u) = 1 - u \neq 0 = \overline{f}(u, 1) = \overline{f^{\{1\}}}(u)$ for $u \in [0, 1]$.

(b) For $I = \{1\}$, it follows that $f^{\{1\}}(u) = f(u, 0) = 0$ using that $f$ is grounded. This implies for $u \in [0, 1]$ that $\overline{f^{\{1\}}}(u) = 0 \neq 1 - u = \overline{f}(u, 0) = \overline{f^{\{1\}}}(u)$.

The survival function of a grounded function has the following property, which is applied in the proof of Theorem 1.1.
Lemma A.15. Let \( f: \Xi \to \mathbb{R} \) be a function that is grounded and fulfills continuity condition (11). Then for \( I \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \), it holds that
\[
\bar{f}_I = \tilde{f}_I,
\]
i.e., the survival function of the upper \( I \)-marginal of \( f \) coincides with the lower \( I \)-marginal of the survival function of \( f \).

A.6. Examples

In this section, we give various examples of functions that induce or do not induce a signed measure by (9). First, we consider functions defined on \([0, 1]^d\). Then, we address the case of the non-compact domain \( \mathbb{R}^d_+ \). Note that a measure-inducing function on \([0, 1]^d\) induces by (9) a finite signed measure while a measure-inducing function on \( \mathbb{R}^d_+ \) may induce a non-finite signed measure, see Remark 2.3(a). For a general Cartesian product \( \Xi \) of intervals, similar results follow by a transformation of the domain due to Proposition A.4.

A.6.1. Functions with domain \([0, 1]^d\)

Denote by \( C^n(\Xi) \) the class of functions on \( \Xi \) for which the (mixed) partial derivatives of order \( k \) exist for all \( k \leq n \). As a consequence of Theorem A.9, the following result holds true.

Corollary A.16. If \( f \in C^d([0, 1]^d) \), then \( f \in \mathcal{F}_{\text{mi}}^c([0, 1]^d) \cap \mathcal{F}_{\text{mi}}^u([0, 1]^d) \).

Example A.17 (Copulas, quasi-copulas, and semi-copulas).

(a) Since \( d \)-variate copulas are \( d \)-increasing, every copula \( C: [0, 1]^d \to [0, 1] \) induces a probability measure \( \nu \) in the sense of (9). Since copulas are grounded on \([0, 1]^d\), it holds in particular that \( \nu([0, u]) = C(u) \) for all \( u \in [0, 1]^d \). Similarly, by Sklar’s Theorem, every \( d \)-dimensional distribution function \( F: \mathbb{R}^d \to [0, 1] \) induces in the sense of (9) a probability measure \( \mu \) on \( \mathbb{R}^d \) through \( \mu((−\infty, x]) = F(x) \) for \( x \in \mathbb{R}^d \). Note that distribution functions and thus copulas are \( \Delta \)-monotone functions.

(b) For \( d \geq 2 \), a quasi-copulas is in general not measure-inducing, see [13, Theorem 4.1] for an example for \( d = 2 \). As a three-dimensional example, the lower Fréchet bound \( W^3: [0, 1]^3 \to [0, 1], (x_1, x_2, x_3) \mapsto \max \left\{ \sum_{i=1}^3 x_i - 2, 0 \right\} \) is a proper quasi-copula and does not induce a signed measure, see [27, Theorem 2.4]. Hence, \( W^3 \) is not the difference of two grounded \( \Delta \)-monotone functions, where one is bounded; cf. Theorems A.9 and A.12.

The following example shows that a step function on \([0, 1]^2\) with a step on the main diagonal is measure-inducing. However, the reflected function with a step on the anti-diagonal of \([0, 1]^2\) does not induce a signed measure in the sense of Definition 2.1.

Example A.18 (Mass on main diagonal/anti-diagonal).

Consider the functions \( f, g: [0, 1]^2 \to [0, 1] \) defined by \( f(x, y) = \mathbf{1}_{\{x \geq y\}} \) and \( g(x, y) = \mathbf{1}_{\{x + y \geq 1\}} \). Then, as a consequence of Theorem A.9, \( f \) is measure-inducing because it has finite Hardy-Krause variation. But \( g \) is not measure-inducing because it has infinite Vitali variation.
A.6.2. Functions with domain $\mathbb{R}^d_+$

As a direct consequence of Proposition A.11 right-continuous $d$-increasing or $d$-decreasing functions are measure-inducing in the sense of Definition 2.1, cf. 32 for a left-continuous version.

**Corollary A.19.** Let $f : \mathbb{R}^d_+ \to \mathbb{R}$ be right-continuous. If $f$ is $d$-increasing or $d$-decreasing, then $f$ induces a signed measure by (9) and (11).

Due to Example A.5, the $I$-marginals of a measure-inducing function $f$ are in general not measure-inducing. However, if the lower $I$-marginal $f_I$ is either $|I|$-increasing or $|I|$-decreasing, then $f_I$ is measure-inducing, see Corollary A.19. Hence the following result follows from the definition of $\Delta$-monotone and $\Delta$-antitone functions.

**Proposition A.20** ($\Delta$-monotone and $\Delta$-antitone functions are in $\mathcal{F}_m^d(\mathbb{R}^d_+)$).

Let $f : \mathbb{R}^d_+ \to \mathbb{R}$ be a function that satisfies the continuity condition (10) and (11).

(i) If $f$ is $\Delta$-monotone, then $f \in \mathcal{F}_m^d(\mathbb{R}^d_+)$.

(ii) If $f$ is $\Delta$-antitone, then $f \in \mathcal{F}_m^d(\mathbb{R}^d_+)$.

**Example A.21.** The function $f : \mathbb{R}^d_+ \to \mathbb{R}$ defined by $f(x) = x^2 - 2x$ is measure-inducing due to Proposition A.77 because the Jordan-decomposition of $f = g - h$ is given by the increasing functions $g(x) = (x^2 - 2x + 1)1_{\{x \geq 1\}}$, $h(x) = -(x^2 - 2x + 1)1_{\{x < 1\}} + 1$.

The following example shows that a $d$-increasing function $f$ may induce a signed measure in the sense of (9). However, if $f$ is not grounded, it does not necessarily generate a signed measure $\mu$ through $\mu([0, x]) = f(x)$, $x \in \mathbb{R}^d_+$.

**Example A.22** (2-increasing function).

Consider the function $f : \mathbb{R}^2_+ \to \mathbb{R}$ defined by $f(x_1, x_2) = x_1x_2 - x_2$. Then, $f \in \mathcal{F}_m^d(\Xi)$ and, in particular, $f$ is measure-inducing in the sense of Definition 2.1. However, $f$ does not generate a signed measure $\mu$ in the sense that $\mu([0, x]) = f(x)$, $x \in \mathbb{R}^2_+$, because, for $x_1 \in (0, 1)$, $f(x_1, x_2) \to -\infty$ as $x_2 \to \infty$ and, for $x_1 > 1$, it holds that $f(x_1, x_2) \to \infty$ as $x_2 \to \infty$.

For $f \in C^d(\Xi)$, denote by $f^{(d)} = \frac{\partial^d f}{\partial x_1 \cdots \partial x_d}$ its mixed partial derivative of order $d$ w.r.t. all components. Denote by $f^{(d)}_+(\Xi) \to \mathbb{R}_+$ and $f^{(d)}_-(\Xi) \to \mathbb{R}_+$ the positive part and the negative part of $f^{(d)}$, respectively, i.e., $f^{(d)} = f^{(d)}_+ - f^{(d)}_-$. The following result gives for functions in $C^d(\mathbb{R}^d_+)$ a simple condition to be in the class $\mathcal{F}_m^d(\mathbb{R}^d_+)$ and provides a formula for the induced sign measures.

**Proposition A.23** ($C^d$-functions).

Let $f : \mathbb{R}^d_+ \to \mathbb{R}$ be a $C^d$-function. If for all $I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$, at least one of the integrals $\int_{\mathbb{R}^d_+} f^{(k)}_{I, (+)} \, d\lambda^k$ and $\int_{\mathbb{R}^d_+} f^{(k)}_{I, (-)} \, d\lambda^k$ is finite, then $f \in \mathcal{F}_m^d(\mathbb{R}^d_+)$ and

$$
\nu_{f_I}(B) = \int_{B} f^{(k)}_{I} \, d\lambda^k
$$

(59)
for all $B \subseteq \mathbb{R}^k_+$ measurable.

Appendix B: Proofs

B.1. Proofs of the results from Sections 1 and 3

Proof of Theorem 1.1. We show that

$$\psi_g(f) = \sum_{I \subseteq \{1, \ldots, d\}, I \neq \emptyset} \int_{\Xi_I} g_I^f \, d\nu_I + g^\emptyset f^\emptyset. \quad (60)$$

This implies (2) and (22), i.e., $\psi_g(f) = \pi f(g)$, because on the one hand, for $I \neq \emptyset$, it holds that $g_I^f = f_I$, see Lemma A.15. On the other hand, we have that $g^\emptyset = \lim_{x_1 \uparrow b_1} \cdots \lim_{x_d \uparrow b_d} g(x_1, \ldots, x_d) = \overline{g}$ using that $g$ is grounded.

The proof of (60) is given by induction over the dimension $d$. For the base case, let $d = 1$. First, we consider the specific case where $f$ is left-continuous and $g$ is right-continuous. Then, we obtain from the left-continuity of $f$ and the right-continuity of $g$ by Lemma A.1 for all $x, y \in \Xi_1$ that

$$f(x) = \nu_f(\Xi_1 \cap [a_1, x)) + f^\emptyset, \quad \text{and} \quad \nu_g((y, b_1] \cap \Xi_1) = g^\emptyset - g(y) = \overline{f}(y), \quad (61, 62)$$

applying the continuity conditions (11) and (12), respectively, where the last equality holds by definition of the survival function in (18). Then (60) follows from

$$\psi_g(f) = \int_{\Xi_1} f(x) \, d\nu_g(x) = \int_{\Xi_1} (\nu_f(\Xi_1 \cap [a_1, x)) + f^\emptyset) \, d\nu_g(x)$$

$$= \int_{\Xi_1} \left( \int_{\Xi_1} 1_{\{a_1 \leq y < x\}}(y) \, d\nu_f(y) \right) \, d\nu_g(x) + f^\emptyset \, \nu_g(\Xi_1) \quad (63)$$

$$= \int_{\Xi_1} \left( \int_{\Xi_1} 1_{\{a_1 \leq y < x\}}(x) \, d\nu_g(x) \right) \, d\nu_f(y) + f^\emptyset g^\emptyset \quad (64)$$

$$= \int_{\Xi_1} \nu_g((y, b_1] \cap \Xi_1) \, d\nu_f(y) + f^\emptyset g^\emptyset$$

$$= \int_{\Xi_1} \overline{f}(y) \, d\nu_f(y) + g^\emptyset f^\emptyset$$

where the second and sixth equality follow from (61) and (62), respectively. For the third equality, we use that $f^\emptyset$ is finite and that $g$ is bounded and thus, by Remark 2.3(b), $\nu_g(\Xi)$ is finite. For the fourth equality, we decompose each integral into the sum of two integrals w.r.t. $\sigma$-finite measures, compare Remark 2.3, and then apply Fubini’s theorem, see, e.g., [6, Theorem 3.7.5]. Further, note that $\nu_g(\Xi_1) = g^\emptyset - g_0 = g^\emptyset$ using that $g$ is grounded.

For the induction step, assume that (60) holds true for all marginals of $f$ and $h$ up to dimension $d - 1$, i.e.,

$$\int_{\Xi_I} f_I(x) \, d\nu_{g_I}(x) = \sum_{J \subseteq I, J \neq \emptyset} \int_{\Xi_J} g_J^f(u) \, d\eta_{f_J}(u) + g^\emptyset f^\emptyset. \quad (65)$$
for all \( I \subseteq \{1, \ldots, d\} \) using that \((g^I)^J = g^J\) and \((f_I)_J = f_J\) for \( J \subseteq I \) and, in particular, \((g^I)^\emptyset = g^\emptyset\) and \((f_I)_\emptyset = f_\emptyset\). Note that \(g^I\) is measure-inducing due to Lemma A.7. Since \(f\) is left-continuous and measure-inducing, we obtain from Lemma A.1(i) and from the definition of the lower \(I\)-marginal in (43) that

\[
\nu_f \left( \Xi \cap \bigotimes_{i=1}^{d} [a_i, x_i] \right) = \lim_{\varepsilon_i \downarrow 0, i=1, \ldots, d} \nu_f \left( \bigotimes_{i=1}^{d} [a_i + \varepsilon_i, x_i] \right)
\]

\[
= \sum_{k=0}^{d} \sum_{I \subseteq \{1, \ldots, d\} \atop I \cap \{i_1, \ldots, i_k\} = \emptyset} (-1)^{d-|I|} f_I(x_{i_1}, \ldots, x_{i_k})
\]

\[
= f(x_1, \ldots, x_d) + \sum_{k=0}^{d-1} \sum_{I \subseteq \{1, \ldots, d\} \atop I \cap \{i_1, \ldots, i_k\} = \emptyset} (-1)^{d-|I|} f_I(x_{i_1}, \ldots, x_{i_k}).
\]

Similarly, since \(h\) is right-continuous and measure-inducing, Proposition A.1(ii) as well as the definition of the survival function in (18) imply

\[
\nu_g \left( \Xi \cap \bigotimes_{i=1}^{d} (x_i, b_i] \right) = \lim_{\varepsilon_i \downarrow 0, i=1, \ldots, d} \nu_g \left( \bigotimes_{i=1}^{d} (x_i, b_i - \varepsilon_i] \right) = \Xi(x_1, \ldots, x_d).
\]

We now obtain on the one hand by an application of Fubini’s theorem to \(\sigma\)-finite signed measures that

\[
\int_{\Xi} \nu_f \left( \Xi \cap \bigotimes_{i=1}^{d} [a_i, x_i] \right) d\nu_g(x_1, \ldots, x_d)
\]

\[
= \int_{\Xi} \left( \int_{\Xi} \mathbb{1}_{[a_1 \leq y_1 < x_1]} \cdots \mathbb{1}_{[a_d \leq y_d < x_d]} d\nu_f(y_1, \ldots, y_d) \right) d\nu_g(x_1, \ldots, x_d)
\]

\[
= \int_{\Xi} \left( \int_{\Xi} \mathbb{1}_{[a_1 \leq y_1 < x_1]} \cdots \mathbb{1}_{[a_d \leq y_d < x_d]} d\nu_g(y_1, \ldots, x_d) \right) d\nu_f(y_1, \ldots, y_d)
\]

\[
= \int_{\Xi} \nu_g \left( \Xi \cap \bigotimes_{i=1}^{d} (y_i, b_i] \right) d\nu_f(y_1, \ldots, y_d)
\]

\[
= \int_{\Xi} \Xi(y) d\nu_f(y),
\]
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where the last equality follows from (67). On the other hand, it holds that

\[- \int_{\Xi} \sum_{k=0}^{d-1} \sum_{\mathcal{J} \subseteq \{1, \ldots, d\}} \sum_{l=\{i_1, \ldots, i_k\}} (-1)^{d-|l|} f_l(x_{i_1}, \ldots, x_{i_k}) \, d\nu_g(x_1, \ldots, x_d) \]

\[= -(-1)^d f_0 \Theta - \sum_{k=1}^{d-1} \sum_{\mathcal{J} \subseteq \{1, \ldots, d\}} \sum_{l=\{i_1, \ldots, i_k\}} (-1)^{d-|l|} \int_{\Xi} f_l(x) \, d\nu_g^l(x) \]

\[= (-1)^{d-1} g^0 f_0 - \sum_{k=1}^{d-1} \sum_{\mathcal{J} \subseteq \{1, \ldots, d\}} \sum_{l=\{i_1, \ldots, i_k\}} (-1)^{d-|l|} \left( \sum_{J \subseteq I} \int_{\Xi_J} h^J(u) \, d\nu_f(u) + g^0 f_0 \right) \tag{69} \]

\[= \sum_{k=1}^{d-1} \sum_{\mathcal{J} \subseteq \{1, \ldots, d\}} \int_{\Xi} g^0 f_k(x) \, d\nu_f(x) + g^0 f_0, \tag{70} \]

where we apply for the second equality the induction hypothesis in (65). To show the first equality, we obtain for \( I = \emptyset \) that

\[\int_{\Xi} (-1)^d f_0 \, d\nu_g(x_1, \ldots, x_d) = (-1)^d f_0 \cdot \nu_g(\Xi) = (-1)^d f_0 \Theta, \]

using that \( f_0 \) and \( \nu_g(\Xi) = g^0 \) are finite. For \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}, k \geq 1 \), denote for \( I^c := \{1, \ldots, d\} \setminus I \) by \( (\nu_g^+)_{I|I^c} \) and \( (\nu_g^-)_{I|I^c} \) the conditional measure of \( \nu_g^+ \) and \( \nu_g^- \), respectively, w.r.t. the components of \( I \) given the components of \( I^c \). Then, by the disintegration theorem applied to the Jordan decomposition of \( \nu_g = \nu_g^+ - \nu_g^- \), it follows that

\[\int_{\Xi} f_l(x_{i_1}, \ldots, x_{i_k}) \, d\nu_g(x_1, \ldots, x_d) \]

\[= \int_{\Xi} f_l(x_{i_1}, \ldots, x_{i_k}) \, d\nu_g^+(x_1, \ldots, x_d) - \int_{\Xi} f_l(x_{i_1}, \ldots, x_{i_k}) \, d\nu_g^-(x_1, \ldots, x_d) \]

\[= \int_{\Xi} \int_{\Xi_{I^c}} f_l(x) \, d(\nu_g^+)_{I|I^c}(x_{I^c}) \, d(\nu_g^+)_{I^c} - \int_{\Xi_{I^c}} \int_{\Xi} f_l(x) \, d(\nu_g^+)_{I|I^c}(x_{I^c}) \, d(\nu_g^+)_{I^c} \]

\[= \int_{\Xi} f_l(x) \, d(\nu_g^+)_{I} - \int_{\Xi} f_l(x) \, d(\nu_g^-)_{I} \]

\[= \int_{\Xi} f_l(x) \, d\nu_g^l \]

\[= \int_{\Xi} f_l(x) \, d\nu_g^l(x), \]

where the last equality is given by Lemma A.7 using that \( g \in \mathcal{F}_{mi}(\Xi) \) is grounded and bounded.
For the equality in (70), we first sum over all terms $g^\theta f_\emptyset$ in (69) and obtain

$$(-1)^{d-1}g^\theta f_\emptyset - \sum_{k=1}^{d-1}(-1)^{d-k}\binom{d}{k}g^\theta f_\emptyset = \sum_{k=0}^{d-1}(-1)^{d-k-1}\binom{d}{k}g^\theta f_\emptyset$$

$$= \sum_{k=0}^{d}(-1)^{d-k-1}\binom{d}{k}g^\theta f_\emptyset = (-1)^{d-1}g^\theta f_\emptyset = g^\theta f_\emptyset$$

applying a well-known identity for the sum of alternating binomial coefficients. For simplifying

the alternating sum of the integrals in (69), we determine for fixed $J \subseteq \{1, \ldots, d\}$, $|J| =: m < d$, the number of proper subsets $I$ of $\{1, \ldots, d\}$ with $|I| = k$ for some $k \in \{m, m+1, \ldots, d-1\}$, such that $I$ is also a superset of $J$, i.e., we determine $N_k := \#\{|I| = k, J \subseteq I \subseteq \{1, \ldots, d\}\}$. Subtracting the set $J$, we have that $N_k = \#\{|I| = k - m, I \subsetneq \{1, \ldots, d\} \setminus J\} = \binom{d-m}{k-m}$. So taking the alternating sum, for each fixed marginal $J$, the signed number of integrals w.r.t. the

marginal $J$ in (69) sums up to

$$\sum_{k=m}^{d-1}(-1)^{d-k}N_k = \sum_{k=m}^{d-1}(-1)^{d-k}\binom{d-m}{k-m} = \sum_{k=0}^{d-m}(-1)^{d-k-m}\binom{d-m}{k}$$

$$= \sum_{k=0}^{d-m}(-1)^{d-k-m}\binom{d-m}{k} - \binom{d-m}{d-m} = 0 - 1 = -1$$

applying again the identity for the sum of alternating binomial coefficients.

Combining (66), (68), and (69), we finally obtain

$$\psi_g(f) = \int_{\Xi} f(x) \, d\nu_g(x)$$

$$= \int_{\Xi} \nu_f \left( \Xi \cap \bigcap_{i=1}^{d} ([a_i, x_i]) \right) \, d\nu_g(x_1, \ldots, x_d)$$

$$- \int_{\Xi} \sum_{k=0}^{d-1} \sum_{I \subseteq \{1, \ldots, d\}} (-1)^{d-|I|} f_I(x_{i_1}, \ldots, x_{i_k}) \, d\nu_g(x_1, \ldots, x_d)$$

$$= \int_{\Xi} g(x_1, \ldots, x_d) \, d\nu_f(x_1, \ldots, x_d) + \sum_{k=1}^{d-1} \sum_{I \subseteq \{1, \ldots, d\}} \int_{\Xi_I} g_I^*(x) \, d\nu_f(x) + g^\theta f_\emptyset$$

$$= \sum_{I \subseteq \{1, \ldots, d\}, I \neq \emptyset} \int_{\Xi_I} g_I^*(u) \, d\nu_f(u) + g^\theta f_\emptyset$$

which proves (60) in the case that $f$ is left-continuous and $g$ is right-continuous.

Before we consider the general case, assume that $f$ is right-continuous and $g$ is left-continuous. Then (60) follows in the same way, taking into account the following changes: Due to Lemma A.11, substitute for the base case of the induction in (61) and (62) $\nu_f(\Xi_1 \cap [a_1, x])$ and $\nu_g([y, b_1] \cap \Xi_1)$ for $\nu_f(\Xi_1 \cap [a_1, x])$ and $\nu_g([y, b_1] \cap \Xi_1)$, respectively. Then, the set of the indicator function
in \((63)\) and \((64)\) changes from \(\{a_1 \leq y < x\}\) to \(\{a_1 \leq y \leq x\}\). For the induction step, substitute in \((65)\), \((67)\), and \((68)\) \(\nu_f(\Xi \times \bigcap_{i=1}^d [a_i, x_i])\) and \(\nu_g(\Xi \times \bigcap_{i=1}^d [x_i, b_i])\) for \(\nu_f(\Xi \times \bigcap_{i=1}^d [a_i, x_i])\) and \(\nu_g(\Xi \times \bigcap_{i=1}^d [x_i, b_i])\), respectively, using that \(f\) and \(g\) fulfill the continuity conditions \((11)\) and \((12)\).

Now, consider the general case where \(f\) and \(g\) have no common discontinuities on the same side of each point. If \(f\) has a jump discontinuity on the left/right side of \(x\) in the \(i\)th component, then, due to Assumption \((2.2)\), \(f\) is right-/left-continuous in \(x\) in the \(i\)th component, and, due to \((2.1)\), \(g\) and thus \(\overline{g}\) are left-/right-continuous at \(x\) in the \(i\)th component. In this case, choose the interval \([a_i, x_i]/[a_i, x_i]\) for the \(i\)th component in \((66)\) and \([x_i, b_i]/(x_i, b_i)\) for the \(i\)th component in \((67)\). The rest of the proof follows similarly.

**Proof of Proposition 3.5.** We show for \(I = \{1, \ldots, d\}\) that

\[
\int_{[0,1]^I} g_i(u) \, d\nu_{(f \circ (F_1^{-1}, \ldots, F_d^{-1}))_I}(u) = \int_{\Xi} (g \circ (F_1, \ldots, F_d))_I(x) \, d\nu_f(x).
\]  

(71)

Since, for \(I \subseteq \{1, \ldots, d\}, I \neq \emptyset\), the integral transformation in \((71)\) follows similarly, the statement follows from \(g_\emptyset = (g \circ (F_1, \ldots, F_d))_\emptyset\) and \(f(F_1^{-1}(a_1), \ldots, F_d^{-1}(a_d)) = f(0, \ldots, 0) = f_\emptyset\) noting that \(F_i^{-1}(a_i) = 0\) by definition of the generalized inverse in \((26)\).

We prove \((71)\) for \(I = \{1, \ldots, d\}\) by algebraic induction. Since \(f_I\) is measure-inducing for all \(I \subseteq \{1, \ldots, d\}, I \neq \emptyset\), the left-hand limits of \(f\) exist, compare Theorem \((A.12)\). Thus, we may assume due to Lemma \((A.2)\) that \(f\) is left-continuous, applying that \(f\) satisfies continuity condition \((11)\). Assume first that \(g\) is an indicator function given by \(g(u) = 1_{\bigtimes_{i=1}^d [\alpha_i, \beta_i]}(u)\), \(u = (u_1, \ldots, u_d) \in [0,1]^d\), where \(\alpha_i, \beta_i \in (0,1)\) such that \(\alpha_i < \beta_i\) for all \(i \in \{1, \ldots, d\}\). We show that

\[
\int_{[0,1]^d} g(u) \, d\nu_f(f_1^{-1}(\ldots, f_d^{-1}))_I(u) = \int_{\Xi} g(F_1(x_1), \ldots, F_d(x_d)) \, d\nu_f(x_1, \ldots, x_d).
\]  

(72)

It holds that \(\alpha_i \leq F_i(x_i) \leq \beta_i\) if and only if \(F_i^{-1}(\alpha_i) \leq x_i < F_i^{-1}(\beta_i)\), using that \(F_i(a_i) = 0\) and \(F_i(b_i) = 1\), see, e.g., \((33)\), Proposition 1(e)]. Hence, we obtain for the right-hand side of \((72)\) that

\[
\int_{\Xi} g(F_1(x_1), \ldots, F_d(x_d)) \, d\nu_f(x_1, \ldots, x_d) = \int_{\Xi} 1_{\bigtimes_{i=1}^d [\alpha_i, \beta_i]}(F_1(x_1), \ldots, F_d(x_d)) \, d\nu_f(x)
\]

\[
= \int_{\Xi} 1_{\bigtimes_{i=1}^d [F_i^{-1}(\alpha_i), F_i^{-1}(\beta_i)]}(x) \, d\nu_f(x)
\]

\[
= \nu_f \left( \bigtimes_{i=1}^d [F_i^{-1}(\alpha_i), F_i^{-1}(\beta_i)] \right).
\]

For the left-hand side of \((72)\), we obtain for \(\epsilon_i = \beta_i - \alpha_i\) and \(\delta_i := F_i^{-1}(\beta_i) - F_i^{-1}(\alpha_i)\),
\[ \int_{[0,1]^d} g(u) \, d\nu_f \circ (F_1^{-1}, \ldots, F_d^{-1})(u) = \nu_f \circ (F_1^{-1}, \ldots, F_d^{-1}) \left( \bigotimes_{i=1}^d [\alpha_i, \beta_i] \right) \]

\[ = \Delta_1 \cdot \ldots \cdot \Delta_d f \circ (F_1^{-1}, \ldots, F_d^{-1})(\alpha_1, \ldots, \alpha_d) \]

\[ = \Delta_1 \cdot \ldots \cdot \Delta_d f \left( (F_1^{-1}((\alpha_1), \ldots, F_d^{-1}((\alpha_d))) \right) \]

\[ = \nu_f \left( \bigotimes_{i=1}^d \left( F_i^{-1}(\alpha_i), F_i^{-1}(\beta_i) \right) \right) . \]

applying Proposition [A.11] where we make use of the assumption that \( f \) and thus \( f \circ (F_1^{-1}, \ldots, F_d^{-1}) \) are left-continuous. Hence, \((72)\) also holds true whenever \( h \) is an indicator function of a Cartesian product of Borel sets, see, e.g., \([8, \text{Theorem 10.3}]\).

By a standard approximation argument, \((72)\) also holds true if \( h \) is a \( \nu_f^+ \) and \( \nu_f^- \)-integrable and thus a \( \nu_f \)-integrable function which concludes the proof.

\[ \square \]

B.2. Proofs of the results from Sections \[4\] and \[5\]

**Proof of Theorem \[4.2\]** Since \( f_I, I \subseteq \{1, \ldots, d\} \), is defined on a compact set, it induces a finite signed measure, see Remark \[2.3(\text{a})]\. As a consequence of the assumptions, it holds that \( |g| \leq M \) and thus \( |\bar{h}_I| \leq d^2 M \). Since \( g \) is the limit of measurable functions, it follows that \( g \) and thus \( \bar{g}_I \) are measurable. Using that \((\bar{g}_n)_I(x) \to \bar{g}_I(x)\) for all \( x \in [0,1]^d \), the dominated convergence theorem yields for \( I \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \), that

\[
\int_{[0,1]^{|I|}} (\bar{g}_n)_I \, d\nu_f = \int_{[0,1]^{|I|}} (\bar{g}_n)_I \, d\nu_f^+ - \int_{[0,1]^{|I|}} (\bar{g}_n)_I \, d\nu_f^- 
\]

\[= \lim_{n \to \infty} \int_{[0,1]^{|I|}} \bar{g}_I \, d\nu_f^+ - \int_{[0,1]^{|I|}} \bar{g}_I \, d\nu_f^- = \int_{[0,1]^{|I|}} \bar{g}_I \, d\nu_f, \]

using that \( \bar{g}_I \) is bounded and \( \nu_f^+ \) as well as \( \nu_f^- \) are finite. Since \((\bar{g}_n)_\emptyset = g_n(1, \ldots, 1) \to g(1, \ldots, 1) = \bar{g}_\emptyset \), \((73)\) implies that

\[ \psi_{g_n}(f) = \pi_f(\bar{g}_n) = \sum_{I \subseteq \{1, \ldots, d\} \setminus \{i\}} \int_{[0,1]^{|I|}} (\bar{g}_n)_I \, d\nu_f + (\bar{g}_n)_\emptyset f_\emptyset \]

\[= \lim_{n \to \infty} \sum_{I \subseteq \{1, \ldots, d\} \setminus \{i\}} \int_{[0,1]^{|I|}} \bar{g}_I \, d\nu_f + \bar{g}_\emptyset f_\emptyset = \pi_f(\bar{g}) \]

where we apply Theorem \[1.1\] for the first equality.

\[ \square \]

**Proof of Theorem \[4.4\]** Let \( U \) be a uniformly on \((0,1)\) distributed random variable defined on a non-atomic probability space \((\Omega, \mathcal{A}, P)\). For \( 1 \leq i \leq d \), define \( X_i := F_i^{-1}(U) \). For all \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \), the vector \((X_{i_1}, \ldots, X_{i_k})\) is a comonotonic random vector with distribution function given by

\[ F_{X_{i_1}, \ldots, X_{i_k}}(x) = M^k(F_{i_1}(x_1), \ldots, F_{i_k}(x_k)) \]

(74)
for $x = (x_1, \ldots, x_k) \in \mathbb{R}^k$, see, e.g., [23, Section 5.1.6], where $M^k$ is the upper Fréchet copula defined by

$$M^k(u) := \min_{1 \leq i \leq k} \{u_i\} \quad \text{for } u = (u_1, \ldots, u_k) \in [0, 1]^k. \quad (75)$$

It follows by assumption (iv) inductively for $|I| = 1, \ldots, d$, $I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}$, that all the integrals

$$\int_0^1 f_I \left( F_{i_1}^{[I]}(u), \ldots, F_{i_k}^{[I]}(u) \right) \, du = \int_{\Omega} f_I \left( F_{i_1}^{[\Omega]}(U), \ldots, F_{i_k}^{[\Omega]}(U) \right) \, dP \quad = \int_{\mathbb{R}^d} f_I(x) \, dP(x_{i_1}, \ldots, x_{i_k}) \quad \text{for all } u \in [0, 1]^k$$

$$= \int_{\mathbb{R}^d} f_I(x_1, \ldots, x_k) \, dM^k(F_{i_1}(x_1), \ldots, F_{i_k}(x_k))$$

$$= \sum_{l=1}^k \sum_{J \subseteq I} \int_{\mathbb{R}^{|J|}} (\overline{M}^k)_l (F_{j_1}(x_1), \ldots, F_{j_l}(x_l)) \, d\nu_{f_J}(x_1, \ldots, x_l) + f_{\emptyset}$$

$$= f_{\emptyset} + \sum_{l=1}^k \sum_{J \subseteq I} \left[ \int_{\mathbb{R}^{|J|}} \left( 1 - \max_{j \in J} \{F_j(x_j)\} \right) \, d\nu_{f_J}^+(x_{j_1}, \ldots, x_{j_l}) \right]$$

$$- \int_{\mathbb{R}^{|J|}} \left( 1 - \max_{j \in J} \{F_j(x_j)\} \right) \, d\nu_{f_J}^-(x_{j_1}, \ldots, x_{j_l}) \quad (76)$$

exist, where the first equality holds true since $U$ is uniformly distributed on $(0, 1)$. The second equality follows with the definition of $X_i$, $i = 1, \ldots, d$. The third equality holds true due to (74). The fourth equality is a consequence of Proposition 1.1 using that $f_I$ is left-continuous and $M^k \circ (F_{i_1, \ldots, F_{i_k}})$ is right-continuous. Note that $(\overline{M}^k)_0 = 1$ and $(\overline{M}^k \circ (F_{i_1, \ldots, F_{i_k}}))_J = (\overline{M}^k)_J \circ (F_{j_1, \ldots, F_{j_l}})$ because $F_1, \ldots, F_d$ are increasing for $J = \{j_1, \ldots, j_l\} \subseteq I$, $J \neq \emptyset$. For the last equality, we apply the Jordan decomposition of the signed measure $\nu_{f_J}$ and use that $(\overline{M}^l(u) = 1 - \max_{1 \leq i \leq l} \{u_i\}$ for $u = (u_1, \ldots, u_l) \in [0, 1]^l$.

Let $I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$. Due to assumption (iii), it holds that

$$|(\overline{g}_{f_I})_I(x_1, \ldots, x_k)| \leq \alpha (1 - \max \{F_{i_1}(x_1), \ldots, F_{i_k}(x_k)\}) \quad \text{for all } (x_1, \ldots, x_k) \in \mathbb{R}^k_+,$$

where the right-hand side is by (76) and (77) $\nu_{f_J}^+$ and $\nu_{f_J}^-$-integrable.

Due to assumption (ii), it follows for all $x \in \mathbb{R}^d$ that $\overline{g}_{f_I}(x) \to \overline{g}(x)$ and thus $(\overline{g}_{f_I})_I(x) \to \overline{g}_I(x)$ for all $I \subseteq \{1, \ldots, d\}$, $I \neq \emptyset$. Hence, we obtain from the dominated convergence theorem for all
\[ I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}, \quad I \neq \emptyset, \quad \text{that} \]
\[
\int_{\mathbb{R}_{+}^{\lvert I \rvert}} (\overline{g}_n)_{I}(x) \, d\nu_{f_{I}}(x) \to \int_{\mathbb{R}_{+}^{\lvert I \rvert}} (\overline{g})_{I}(x) \, d\nu_{f_{I}}(x) \quad \text{and} \]
\[
\int_{\mathbb{R}_{+}^{\lvert I \rvert}} (\overline{g}_n)_{I}(x) \, d\nu_{f_{I}}(x) \to \int_{\mathbb{R}_{+}^{\lvert I \rvert}} (\overline{g})_{I}(x) \, d\nu_{f_{I}}(x) \quad \tag{78}
\]
as \( n \to \infty \).

By assumption (ii), it holds that \((\overline{g}_n)_{\emptyset} = \overline{g}_{\emptyset} \to \overline{g} = (\overline{g})_{\emptyset} \). This implies with (78) that
\[
\psi_{g_n}(f) = \pi_f(\overline{g}_n) \to \pi_f(\overline{g})
\]
where the equality follows from Theorem 1.1.

**Proof of Lemma 4.6:** For \( u = (u_1, \ldots, u_d) \in [0, 1]^d \), assume w.l.o.g. that \( u_1 = \max_{1 \leq i \leq d} \{u_i\} \). By definition of the survival function in (18), it holds that
\[
\overline{S}(u) = \sum_{k=0}^{d} \sum_{I \subseteq \{1, \ldots, d\} \atop \lvert I \rvert = \{i_1, \ldots, i_k\}} (-1)^{|I|} S^I(u_{i_1}, \ldots, u_{i_k})
\]
\[
= 1 - u_1 + \sum_{k=1}^{d-1} \sum_{J \subseteq \{2, \ldots, d\} \atop J = \{j_1, \ldots, j_k\}} (-1)^{|J|} S^{J \cup \{1\}}(1, u_{j_1}, \ldots, u_{j_k}) \tag{79}
\]
\[
+ \sum_{k=1}^{d-1} \sum_{J \subseteq \{2, \ldots, d\} \atop J = \{j_1, \ldots, j_k\}} (-1)^{|J|+1} S^{J \cup \{1\}}(u_1, u_{j_1}, \ldots, u_{j_k}) \tag{80}
\]
\[
\begin{cases}
\leq 1 - u_1 + 2^{d-2}(1 - u_1) \\
\geq 1 - u_1 - 2^{d-2}(1 - u_1)
\end{cases} \tag{81}
\]
where we use for the second equality the definition of the upper I-marginal and that \( S \) has uniform marginals. To show the inequalities in (81), we obtain for \( J = \{j_1, \ldots, j_k\} \subseteq \{2, \ldots, d\} \) in the case that \( |J| \) is even
\[
(-1)^{|J|} S^{J \cup \{1\}}(1, u_{j_1}, \ldots, u_{j_k}) + (-1)^{|J|+1} S^{J \cup \{1\}}(u_1, u_{j_1}, \ldots, u_{j_k})
\]
\[
= S^{J \cup \{1\}}(1, u_{j_1}, \ldots, u_{j_k}) - S^{J \cup \{1\}}(u_1, u_{j_1}, \ldots, u_{j_k}) \tag{82}
\]
\[
\begin{cases}
\leq L (1 - u_1) \\
\geq 0,
\end{cases}
\]
applying that \( S \) is \( L \)-Lipschitz continuous and increasing, respectively. In the case that \( |J| \) is odd,
it follows similarly that
\[
(\alpha)_{J}^{\dagger} S_{J}^{\dagger}(1, u_{j_{1}}, \ldots, u_{j_{k}}) + (-1)^{|J|+1} S_{J}^{\dagger}(u_{1}, u_{j_{1}}, \ldots, u_{j_{k}}) \\
= -S_{J}^{\dagger}(1, u_{j_{1}}, \ldots, u_{j_{k}}) + S_{J}^{\dagger}(u_{1}, u_{j_{1}}, \ldots, u_{j_{k}}) \\
\begin{cases} 
\leq 0 \\
\geq -L (1 - u_{1}) .
\end{cases}
\] (83)

Since each double sum in (79) and (80) has in total $2^{d-1}$ summands for half of which $|J|$ is even/odd, we obtain from (82) and (83) the inequalities in (81). This yields
\[
\overline{S}(u) \leq 1 - u_{1} + L 2^{d-2}(1 - u_{1}) = (L 2^{d-2} + 1)(1 - u_{1}) \quad \text{and}
\]
\[-\underline{S}(u) \leq -(1 - u_{1}) + L 2^{d-2}(1 - u_{1}) = (L 2^{d-2} - 1)(1 - u_{1}) \leq (L 2^{d-2} + 1)(1 - u_{1}) ,
\]
which proves the statement. □

**Proof of Corollary 4.7.** We verify the assumptions of Theorem 4.4 choosing for $F_{1}, \ldots, F_{d}$ the distribution function of a uniform distribution on $[0, 1]$, i.e., $F_{i}(x) = x$ for all $x \in [0, 1]$ and $i \in \{1, \ldots, d\}$.

Since $F_{i,n}$ is the distribution function of a distribution on $(0,1)$ with finite support and since $S$ is continuous and grounded, it follows that $g_{n} : \mathbb{R}_{+}^{d} \to [0,1]$ defined by $g_{n} := S \circ (F_{1,n}, \ldots, F_{d,n})$ is right-continuous, measure-inducing, and grounded. Condition (ii) and the continuity of $F_{i,n}(0) = 0$ for all $i$ and $n$, it follows that $g_{n}^0 = 1 = g^0$ for all $n$. So, assumption (ii) of Theorem 4.4 is fulfilled.

Now, fix $n \in \mathbb{N}$ and let $(x_{1}, \ldots, x_{d}) \in [0,1]^{d}$. Since $F_{i,n}$ is the distribution function of a distribution on $(0,1)$ with finite support, there exists $\varepsilon > 0$ such that $F_{i,n}(v) \geq v$ (or even such that $F_{i,n}(v) = 1$) for all $v \in [1 - \varepsilon, 1]$ and for all $i \in \{1, \ldots, d\}$. Define $\beta := (L 2^{d-2} + 1)$ and $\alpha := \beta/\varepsilon$.

If $\max_{i=1,\ldots,d}(x_{i}) \geq 1 - \varepsilon$, then it holds that
\[
\overline{S}(F_{1,n}(x_{1}), \ldots, F_{d,n}(x_{d})) \leq \beta (1 - \max_{1 \leq i \leq d} \{F_{i,n}(x_{i})\}) \leq \beta (1 - \max_{1 \leq i \leq d} \{x_{i}\}) \leq \alpha (1 - \max_{1 \leq i \leq d} \{x_{i}\}) ,
\] (84)

where the first inequality follows from Lemma 4.6. The second inequality holds true because $\max_{i} \{F_{i,n}(x_{i})\} \geq \max_{i} \{x_{i}\}$ whenever there exists $x_{i}$ such that $x_{i} \in [1 - \varepsilon, 1]$. The last inequality is fulfilled because $\varepsilon \in (0,1)$ and $\max_{i} \{x_{i}\} \leq 1$.

If $\max_{i=1,\ldots,d}(x_{i}) < 1 - \varepsilon$, then we obtain
\[
\overline{S}(F_{1,n}(x_{1}), \ldots, F_{d,n}(x_{d})) \leq \beta (1 - \max_{1 \leq i \leq d} \{F_{i,n}(x_{i})\}) \leq \alpha \varepsilon \leq \alpha (1 - \max_{1 \leq i \leq d} \{x_{i}\}) ,
\] (85)

where the first inequality follows from Lemma 4.6. The second inequality holds true because $F_{i,n}(x_{i}) \geq 0$ for all $i \in \{1, \ldots, d\}$ and $n \in \mathbb{N}$. The last inequality follows from $\alpha > 0$ and $1 - \max_{i} \{x_{i}\} > \varepsilon$.

Due to (84) and (85), also condition (iii) of Theorem 4.4 is satisfied. Then, Theorem 4.4
implies with condition (ii) of Corollary 4.7 that
\[ \psi_{s_0(f_{1,n}, \ldots, f_{d,n})}(f) = \psi_{g_n}(f) \to \pi_f(\overline{\nu}) = \pi_f(S) \]
which proves the statement. \(\square\)

**Proof of Theorem 5.3:** We first show (ii): Assume that \(H \leq_{u_0} H'\) and thus \(\overline{\nu}(x) \leq \overline{\nu}(x)\) for all \(x \in \mathbb{R}^d\). Since for all \(I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\}\), the \(I\)-marginal of \(f\) exists and induces a (non-negative) measure on \(\mathbb{R}^{|I|}\), see Proposition A.20 it follows that
\[ \int_{\mathbb{R}^{|I|}} \overline{\nu}(x) d\nu_f(x) \leq \int_{\mathbb{R}^{|I|}} \overline{\nu}(x) d\nu_{f_I}(x) \quad \text{for all } I \subseteq \{1, \ldots, d\}, I \neq \emptyset. \] (86)

Further, using that \(H\) and \(H'\) are grounded, it follows that \(f(0)\overline{\nu}(0) = f(0)\overline{\nu}'(0)\). Hence, we obtain \(\pi_f(\overline{\nu}) \leq \pi_f(\overline{\nu}')\). For the reverse direction, choose for \(x \in \mathbb{R}^d\) the \(\Delta\)-monotone function \(f(y) = 1_{\{x < y\}}\). Then \(\nu_f = \delta_x\) and \(\nu_{f'} = 0\) for all \(I \subseteq \{1, \ldots, d\}\). Hence, \(\pi_f(\overline{\nu}) \leq \pi_f(\overline{\nu}')\) implies \(\overline{\nu}(x) \leq \overline{\nu}'(x)\).

The proof of Statement (i) follows similarly using the inclusion-exclusion principle and the fact that \(H(x) = \overline{\nu}(x)\). \(\square\)

**B.3. Proofs of the results from Appendix A**

**Proof of Proposition 4.7:** (i): Let \(x = (x_1, \ldots, x_d), y = (y_1, \ldots, y_d) \in \Xi\) such that \(x \leq y\). If \(x_i = y_i\) for some \(i \in \{1, \ldots, d\}\), then the statement is trivial, see Remark 2.3(c). So, assume that \(x_i < y_i\) for all \(i\). Then we obtain
\[ \nu_f \left( \bigotimes_{i=1}^{d} [x_i, y_i) \right) = \nu_f \left( \bigcup_{\eta_i \in (0, y_i-x_i)} \bigcup_{\eta_d \in (0, y_d-x_d)} \bigtimes_{i=1}^{d} [x_i, y_i - \eta_i] \right) \]
\[ = \lim_{\eta \downarrow 0} \cdots \lim_{\eta_d \downarrow 0} \nu_f \left( \bigtimes_{i=1}^{d} [x_i, y_i - \eta_i] \right) \]
\[ = \lim_{\eta \downarrow 0} \cdots \lim_{\eta_d \downarrow 0} \lim_{\delta \downarrow 0} \Delta_{\nu \vee (x-\delta), \gamma \wedge (y-\eta+\gamma)}[f] \]
\[ = \Delta_{x,y}[f_-] = \Delta_{x,y}[f] = \Delta_{x_1}^{d} [f](x), \] (87)
where \(\eta = (\eta_1, \ldots, \eta_d), \delta = (\delta_1, \ldots, \delta_d)\), and \(\gamma = (\gamma_1, \ldots, \gamma_d)\). The second equality follows from the continuity of measures. The third equality holds by definition of \(\nu_f\), see (9). The fifth equality follows from the left-continuity of \(f\), where \(f_-\) denotes the componentwise left-continuous version of \(f\), which exists by assumption. The last equality holds true by the definition of \(\Delta_{x,y}[f]\) in (10). To show the fourth equality, fix a component \(i \in \{1, \ldots, d\}\) and let \(z_j \in \Xi_j\), for \(j \neq i\). Then, by (10), we obtain for the difference operator applied to the \(i\)-th component of \(f\) with
\[ h := f(z_1, \ldots, z_{i-1}, \cdot, z_{i+1}, \ldots, z_d) \]

\[
\lim_{\eta_i \downarrow 0} \lim_{\delta_i, \gamma_i \downarrow 0} \Delta_{x_i - \delta_i, y_i - \eta_i + \gamma_i} [h] = \lim_{\eta_i \downarrow 0} \lim_{\delta_i, \gamma_i \downarrow 0} [h(y_i - \eta_i + \gamma_i) - h(x_i - \delta_i)]
\]

\[= \lim_{\eta_i \downarrow 0} \lim_{\gamma_i \downarrow 0} h(y_i - \eta_i) - \lim_{\delta_i \downarrow 0} h(x_i - \delta_i)
\]

\[= \lim_{\eta_i \downarrow 0} h_+(y_i) - \lim_{\delta_i \downarrow 0} h_-(x_i)
\]

\[= h_+(y_i) - h_-(x_i) = \Delta_{x_i, y_i} [h_-]
\]

where we use for the fifth equality that the left-hand limit at \(y_i\) coincides with the left-hand limit of the right-hand limits below \(y_i\).

Statement (iii) follows similarly to (i).

(iii): As a consequence of (i) and (ii), the boundary of each cuboid \(X^d_{i=1} [x_i, y_i]\) has zero \(\nu_f\)-measure which implies the statement. \(\square\)

Proof of Lemma A.2: Assume that \(f\) is measure-inducing. If \(x, y\) with \(x \leq y\) are inner points of \(\Xi\), then it follows that

\[
\nu_f([x, y]) = D_{x, y}[f] = D_{x, y}[f_+] = D_{x, y}[f_-]
\]

(88)

because \(\nu_f\) depends by definition of \(D_{x, y}\) in (8) only on the componentwise right-hand and left-hand limits of \(f\) which exist by definition of a measure-inducing function in (i). If at least one of \(x, y \in \Xi\) is a boundary point of \(\Xi\), then (88) also holds true under the additional continuity assumption on the boundary. (Note that, by (8), \(\nu_f([x, y])\) depends on the value of \(f\) at \(x_i\) or \(y_i\) whenever \(x_i = a_i\) and \(y_i = b_i\), respectively, and thus the continuity assumption cannot be omitted). Hence, also \(f_+\) and \(f_-\) are measure-inducing and induce, in particular, the same measure.

If \(f_+\) or \(f_-\) is measure-inducing, the statement follows similarly. \(\square\)

Proof of Proposition A.4: In order to prove that \(f \circ (\phi_1^{-1}, \ldots, \phi_d^{-1})\) is measure-inducing, we need to show due to Definition 2.1 that there exists a signed measure \(\eta\) on \(X^d_{i=1} \phi_i(\Xi_i)\) such that

\[
D_{u, v}[f \circ (\phi_1^{-1}, \ldots, \phi_d^{-1})] = \lim_{\delta_i, \epsilon_i \downarrow 0} \eta \left( \bigtimes_{i=1}^d [u_i - \delta_i, v_i + \epsilon_i] \right)
\]

for all \(u = (u_1, \ldots, u_d), v = (v_1, \ldots, v_d) \in X^d_{i=1} \phi_i(\Xi_i)\) with \(u \leq v\). We show that \(\eta = \nu_f(\phi_1 \cdot \ldots \cdot \phi_d)\) is the correct choice, which implies (42).

Define \(x := \phi^{-1}(u) := (\phi_1^{-1}(u_1), \ldots, \phi_d^{-1}(u_d))\) and \(y := \phi^{-1}(v) := (\phi_1^{-1}(v_1), \ldots, \phi_d^{-1}(v_d))\) for
such \( u \) and \( v \). Then, it follows that

\[
D_{u,v}[f \circ (\phi_1^{-1}, \ldots, \phi_d^{-1})] = D_{\phi^{-1}(u), \phi^{-1}(v)}[f]
\]

\[
= D_{x,y}[f]
\]

\[
= \nu_f \left( \bigcap_{i \in \{1, \ldots, d\}} \bigg[ x_i - \delta_i, y_i + \varepsilon_i \bigg] \right)
\]

\[
= \nu_f \left( \bigcap_{i \in \{1, \ldots, d\}} \bigg[ \phi_i^{-1}(u_i - \delta_i), \phi_i^{-1}(y_i + \varepsilon_i) \bigg] \right)
\]

\[
= \nu_f^{(\phi_1, \ldots, \phi_d)} \left( \bigcap_{i \in \{1, \ldots, d\}} \bigg[ u_i - \delta_i, y_i - \varepsilon_i \bigg] \right)
\]

\[
= \lim_{\delta, \varepsilon \downarrow 0, i \in \{1, \ldots, d\}} \nu_f^{(\phi_1, \ldots, \phi_d)} \left( \bigg[ u_i - \delta_i, y_i - \varepsilon_i \bigg] \right),
\]

where first equality follow from the definition of the difference operator \( D_{u,v} \) using that the transformations \( \phi_1^{-1}, \ldots, \phi_d^{-1} \) are continuous and strictly increasing. For the third equality, we apply that \( f \) is measure-inducing. For the fourth equality, we again use that \( \phi_1^{-1}, \ldots, \phi_d^{-1} \) are continuous and strictly increasing. The fifth equality follows from the definition of the image of a (signed) measure, and the last equality holds true by the definition of the iterated limit in (4).

**Proof of Lemma A.7** Let \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\} \) and \( x_j \in \Xi_j \), for \( j \in I \). Define \( y_j := x_j \) for \( j \in I \) and \( y_j := b_j = \sup \Xi_j \) for \( j \notin I \). Then, it follows with \( a_i = \inf \Xi_i, i = 1, \ldots, d \), that

\[
\nu_{f^+} \left( \bigcap_{i \in I} (a_i, x_i) \right) = \nu_{f^+} \left( \bigcap_{i \in I} (a_i, y_i) \right) = \lim_{x_i \uparrow b_i, i \notin I} f^+(x_1, \ldots, x_d)
\]

\[
= f^+(x_{i_1}, \ldots, x_{i_k}) = \nu_{f^+} \left( \bigcap_{i \in I} (a_i, x_i) \right)
\]

where the first equality follows from the definition of the I-marginal signed measure. For the second equality, we apply Proposition A.1ii and use continuity condition (12) which holds by assumption for \( f \) and thus also for \( f^+ \). The third equality holds by definition of the upper I-marginal in (13). The last equality follows from Proposition A.1ii using that \( f \) and thus \( f^+ \) as well as \( f^+_I \) are grounded. Applying Lemma A.2 we obtain that \( \nu_{f^I} = \nu_{f^+_I} = \nu_{f^+_I} = \nu_f \). This yields (ii) and \( f^I \in \mathcal{F}^{e, f}_{mi}(\Xi_I) \) which implies (ii) noting that \( f_I \) induces the null-measure for all \( I \subseteq \{1, \ldots, d\} \) because \( f \) is grounded.

**Proof of Lemma A.8** Assume w.l.o.g. that \( x_1 \to a_1 \). Then, for \( x_j \in \Xi_j, j \in \{2, \ldots, d\} \), it follows
that

\[
\lim_{x_1 \downarrow a_1} F_f(x_1, x_2, \ldots, x_d) = \lim_{x_1 \downarrow a_1} f(x_1, x_2, \ldots, x_d) - f(2, \ldots, d)(x_2, \ldots, x_d)
\]

\[
- \sum_{I \subseteq \{2, \ldots, d\}, I = \{i_1, \ldots, i_k\}} (-1)^{d-|I|} \lim_{x_1 \downarrow a_1} f_{I \cup \{1\}}(x_1, x_{i_1}, \ldots, x_{i_k})
\]

\[
- \sum_{I \subseteq \{2, \ldots, d\}, I = \{i_1, \ldots, i_k\}} (-1)^{d-|I|-1} f_I(x_{i_1}, \ldots, x_{i_k})
\]

\[
= 0,
\]

where the last equality follows from the definition of the lower $I$-marginal, i.e., \( \lim_{x_1 \downarrow a_1} f(x_1, x_2, \ldots, x_d) = f_{\{2, \ldots, d\}}(x_2, \ldots, x_d) \) and \( \lim_{x_1 \downarrow a_1} f_{I \cup \{1\}}(x_1, x_{i_1}, \ldots, x_{i_k}) = f_I(x_{i_1}, \ldots, x_{i_k}) \) for all \( I \subseteq \{2, \ldots, d\} \).

**Proof of Theorem A.12** Assume (i). Let \( I \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \). Since \( f \) has bounded Hardy-Krause variation, also \( f_I \) has bounded Hardy-Krause variation. Hence, also \( F(f)_I \) defined by (46) has bounded Hardy-Krause variation. Due to [1, Theorem 3a], \( F(f)_I \) generates a signed measure \( \nu \) by \( \nu([0, x]) = F(f)_I(x), x \in [0, 1]^d \), using that \( f \) is right-continuous. Hence, \( (f)_I \) induces a signed measure \( \nu \) on \([0, 1]^{|I|}\) by \( \nu([0, x]) = \Delta_{0,x}[(f)_I] \), which implies by Lemma A.2 that \( f_I \) is measure-inducing. This implies (ii). Since, by [1, Lemma 2], \( f \) also has bounded Hardy-Krause variation anchored at \( \{1, \ldots, 1\} \), it follows similarly that \( f^I \) is measure-inducing, which implies (iii).

If (iii) or (iii) holds then (i) follows with [1, Theorem 3b] and [1, Lemma 2] using that \( f_I \) respectively \( f^I \) is measure-inducing and right-continuous for all \( I \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \).

**Proof of Theorem A.12** (i) \( \implies \) (ii): By Proposition A.11 there exist for all \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \), uniquely determined right-continuous, \( \Delta \)-monotone, and grounded functions \( g_I, h_I : \mathbb{R}^+_a \to \mathbb{R} \), at least one of them is bounded, such that

\[
g_I(0) = h_I(0) = 0,
\]

\[
F^f_I(x) = g_I(x) - h_I(x)
\]

\[
\text{Var}_{HK}(F^f_I|_{[0,x]}) = \text{Var}_{HK}(g|_{[0,x]}) + \text{Var}_{HK}(h|_{[0,x]}) < \infty
\]

for all \( x \in \mathbb{R}^+_a \).

Since, by definition of \( F(f)_I \), it holds that

\[
F^f_I(x_{i_1}, \ldots, x_{i_k}) = f_I(x_{i_1}, \ldots, x_{i_k}) - \sum_{J = \{j_1, \ldots, j_m\}, J \subseteq \{i_1, \ldots, i_k\}} (-1)^{|J|-|I|} f_J(x_{j_1}, \ldots, x_{j_m}),
\]
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it follows for all \( x = (x_1, \ldots, x_d) \in \mathbb{R}_+^d \) that

\[
f(x) = F_I(x) + \sum_{I \subseteq \{1, \ldots, d\}} \sum_{I' \subseteq I} (-1)^{d-|I'|} f_{I'}(x_{i_1}, \ldots, x_{i_{|I'|}})
\]

\[
= F_I(x) + \sum_{I \subseteq \{1, \ldots, d\}} \sum_{I' \subseteq I \setminus \{j\}} (-1)^{|I|-|I'|} \left( F_{I'}(x_{i_1}, \ldots, x_{i_{|I'|}}) + \sum_{J \subseteq I \setminus \{j\}} (-1)^{|J|-|I'|} f_J(x_{j_1}, \ldots, x_{j_{|J|}}) \right)
\]

\[
= f_\emptyset + \sum_{I \subseteq \{1, \ldots, d\}} \sum_{I' \subseteq I \setminus \{j\}} F_{I'}(x_{i_1}, \ldots, x_{i_{|I'|}})
\]

\[
= f(0) + \sum_{k=1}^d \sum_{I \subseteq \{1, \ldots, d\}} \sum_{I' \subseteq I \setminus \{j\}} \left( g_1(I'(x_{i_1}, \ldots, x_{i_{|I'|}}) - h_1(I'(x_{j_1}, \ldots, x_{j_{|I'|}})) \right).
\]

This proves (ii).

\( \text{(ii) } \implies \text{(i):} \) Since \( g(I) \) and \( h(I) \) are right-continuous for all \( I \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \), also \( f \) defined by (57) is right-continuous. Hence, \( f \) fulfills the continuity condition (11). Note that continuity condition (12) is trivially satisfied. Further, since \( g(I) \) and \( h(I) \) are \( \Delta \)-monotone, it follows that all componentwise right- and left-hand limits of \( f_I \) exist for all \( I \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \). It remains to show that \( f_I \) is measure-inducing for all \( I \subseteq \{1, \ldots, d\} \), \( I \neq \emptyset \). Hence, fix such an index set \( I \). Due to (57), \( f_I \) is given by

\[
f_I(x_{i_1}, \ldots, x_{i_k}) = f(0) + \sum_{k=1}^{|I|} \sum_{J \subseteq I} \sum_{J' \subseteq J} \left( g(J'(x_{j_1}, \ldots, x_{j_{|J'|}}) - h(J'(x_{j_1}, \ldots, x_{j_{|J'|}})) \right)
\]

applying that \( g(L) \) and \( h(L) \) are grounded for \( L \) with \( I \subseteq L \subseteq \{1, \ldots, d\} \). This implies that

\[
\Delta_{y,z}[f_I] = \Delta_{y,z}[g(I)] - \Delta_{y,z}[h(I)] \quad \text{for all } y, z \in \mathbb{R}_+^d \text{ such that } y \leq z
\]

Then, the equivalence of (i) and (ii) in Proposition A.11 yields that \( f_I \) is measure-inducing using that \( g(I) \) and \( h(I) \) are \( \Delta \)-monotone and thus \( |I| \)-increasing and that at least one of \( g(I) \) and \( h(I) \) is bounded.

For the proof of Proposition A.11 we make use of the following lemma.

**Lemma B.1.** For a function \( f: \mathbb{R}_+^d \to \mathbb{R} \) with \( f(0) = 0 \), the following statements are equivalent.

(i) \( f \) generates a signed measure \( \nu \) on \( \mathbb{R}_+^d \) by

\[
\nu([0, x]) = f(x) \quad \text{for all } x \in \mathbb{R}_+^d,
\]

(ii) there exist uniquely determined right-continuous, \( \Delta \)-monotone functions \( f_\Delta^+, f_\Delta^-: \mathbb{R}_+^d \to \mathbb{R} \), at least one of which is bounded, such that \( f_\Delta^+(0) = f_\Delta^-(0) = 0 \),

\[
f(x) = f_\Delta^+(x) - f_\Delta^-(x) \quad \text{and} \quad \text{Var}_\text{HK}(f|_{[0,x]}) = \text{Var}_\text{HK}(f_\Delta^+|_{[0,x]}) + \text{Var}_\text{HK}(f_\Delta^-|_{[0,x]}) < \infty
\]

\[
\Delta_{y,z}[f_I] = \Delta_{y,z}[g(I)] - \Delta_{y,z}[h(I)] \quad \text{for all } y, z \in \mathbb{R}_+^d \text{ such that } y \leq z
\]

Then, the equivalence of (i) and (ii) in Proposition A.11 yields that \( f_I \) is measure-inducing using that \( g(I) \) and \( h(I) \) are \( \Delta \)-monotone and thus \( |I| \)-increasing and that at least one of \( g(I) \) and \( h(I) \) is bounded.

For the proof of Proposition A.11 we make use of the following lemma.

**Lemma B.1.** For a function \( f: \mathbb{R}_+^d \to \mathbb{R} \) with \( f(0) = 0 \), the following statements are equivalent.

(i) \( f \) generates a signed measure \( \nu \) on \( \mathbb{R}_+^d \) by

\[
\nu([0, x]) = f(x) \quad \text{for all } x \in \mathbb{R}_+^d,
\]

(ii) there exist uniquely determined right-continuous, \( \Delta \)-monotone functions \( f_\Delta^+, f_\Delta^-: \mathbb{R}_+^d \to \mathbb{R} \), at least one of which is bounded, such that \( f_\Delta^+(0) = f_\Delta^-(0) = 0 \),

\[
f(x) = f_\Delta^+(x) - f_\Delta^-(x) \quad \text{and} \quad \text{Var}_\text{HK}(f|_{[0,x]}) = \text{Var}_\text{HK}(f_\Delta^+|_{[0,x]}) + \text{Var}_\text{HK}(f_\Delta^-|_{[0,x]}) < \infty
\]
for all $x \in \mathbb{R}^d_+$. 

Proof of Lemma [3.1]: For $y \in \mathbb{R}^d_+$, consider the function $f_y := f|_{[0,y]}$. Denote by $\nu_y$ the signed measure $\nu$ restricted to $[0,y]$, i.e., $\nu_y(A) := \nu(A \cap [0,y])$ for all Borel sets $A \subset \mathbb{R}^d_+$. Then it holds for all $x \in [0,y]$ that 

\[ f_y(x) = f(x) = \nu([0,x]) = \nu_y([0,x]). \]

Hence, similar to (11), $\nu_y$ is a finite signed measure.

Due to [1, Theorem 3a] and a transformation by Proposition A.3 there exist uniquely determined $\Delta$-monotone functions $f_y^+, f_y^- : [0,y] \to \mathbb{R}$ with $f_y^+(0) = f_y^-(0) = 0$ such that 

\[ f_y(x) = f_y^+(x) - f_y^-(x) \quad \text{for all } x \in [0,y], \]

\[ f_y^+(x) = \nu_y^+([0,x]) \quad \text{and} \quad f_y^-(x) = \nu_y^-([0,x]) \quad \text{for all } x \in [0,y], \] (90)

\[ \text{Var}_{HK}(f_y) = \text{Var}_{HK}(f_y^+) + \text{Var}_{HK}(f_y^-) < \infty \]

noting that $f_y(0) = f(0) = 0$ and $(\nu_y^+, \nu_y^-)$ is the Jordan-decomposition of $\nu_y$. Since $f$ and thus $f_y$ are right-continuous, it follows from [1, Proof of Theorem 3a] that also $f_y^+$ and $f_y^-$ are right-continuous.

Now, define $f^+_\Delta, f^-_\Delta : \mathbb{R}^d_+ \to \mathbb{R}$ by $f^+_\Delta(x) := f^+_x(x)$ and $f^-_\Delta(x) := f^-_x(x)$. Then $f^+_\Delta$ and $f^-_\Delta$ are right-continuous and $\Delta$-monotone with $f^+_\Delta(0) = f^-_\Delta(0) = 0$ and it holds that 

\[ f(x) = f^+_x(x) = f^+\Delta(x) - f^-\Delta(x), \]

\[ \text{Var}_{HK}(f|_{[0,x]}) = \text{Var}_{HK}(f^+_\Delta|_{[0,x]}) + \text{Var}_{HK}(f^-\Delta|_{[0,x]}) < \infty \]

for all $x \in \mathbb{R}^d_+$. The uniqueness of $f^+_\Delta$ and $f^-\Delta$ follows from the uniqueness of $f_y^+$ and $f_y^-$ together with the property that $f^+_y|_{[0,y]} = f^+_y$ and $f^-\Delta|_{[0,y]} = f^-\Delta$ for all $y \in \mathbb{R}^d_+$. Since at least one of the measures $\nu^+$ and $\nu^-$ is finite, it follows from (90) that at least one of the families $(f_y^+)_{y \geq 0}$ and $(f_y^-)_{y \geq 0}$ is bounded. This implies that at least one of the functions $f^+_\Delta$ and $f^-\Delta$ is bounded.

For $y \in \mathbb{R}^d_+$, the function $f_y := f|_{[0,y]}$ is right-continuous and has bounded Hardy-Krause variation. Due to [1, Theorem 3a] and a transformation by Proposition A.3 there exists a unique signed measure $\nu_y$ such that 

\[ \nu_y([0,x]) = f_y(x), \] (91)

\[ \nu^+_y([0,x]) = f^+_y(x) \quad \text{and} \quad \nu^-_y([0,x]) = f^-_y(x) \] (92)

for all $x \in [0,y]$, where $(\nu^+_y, \nu^-_y)$ is the Jordan decomposition of $\nu_y$ and where $f_y = f^+_y - f^-_y$ with $f^+_y := f^+_y|_{[0,y]}$ and $f^-_y := f^-\Delta|_{[0,y]}$ is the uniquely determined so-called Jordan decomposition of the function $f$. For all $x \in \mathbb{R}^d_+$, define 

\[ \nu^+([0,x]) := \nu^+_y([0,x]) = f^+_x(x) = f^+_\Delta(x) \quad \text{and} \]

\[ \nu^-([0,x]) := \nu^-_y([0,x]) = f^-_x(x) = f^-\Delta(x). \]

Since $f^+_\Delta$ and $f^-\Delta$ are by assumption $\Delta$-monotone, it follows that $\nu^+$ and $\nu^-$ define (non-negative) measures on $\mathbb{R}^d_+$ where at least one of which is finite because at least one of the functions $f^+_\Delta$ and
Thus \( f\) is bounded. Hence, \( \nu := \nu^+ - \nu^-\) defines a signed measure with the property
\[
\nu([0, x]) = \nu^+([0, x]) - \nu^-([0, x]) = f^+\Delta(x) - f^-\Delta(x) = f(x)
\]
for all \( x \in \mathbb{R}_+^d\), which concludes the proof. \(\square\)

**Proof of Proposition A.11**: Since \( f \) is measure-inducing, it follows by (8) for \( 0 = (0, \ldots, 0) \in \mathbb{R}_+^d \) for all \( x = (x_1, \ldots, x_d) \in \mathbb{R}_+^d \) that
\[
\nu_f([0, x]) = D_{0, x}[f] = \Delta_{0, x}[f] = f(x) - \sum_{k=0}^{d-1} \sum_{I \subseteq \{1, \ldots, d\} \setminus \{i_1, \ldots, i_k\}} (-1)^{d-k-1} f_I(x_{i_1}, \ldots, x_{i_k}) = F_f(x), \quad (93)
\]
where we applied for the second equality that \( f \) is right-continuous. Hence, \( F_f \) generates the signed measure \( \nu = \nu_f \) by \( \nu([0, x]) = F_f(x), \ x \in \mathbb{R}_+^d \).

(1) \(\implies\) (ii): Assume that \( F_f \) generates a signed measure by \( \nu([0, x]) = F_f(x), \ x \in \mathbb{R}_+^d \). By Lemma A.8, \( F_f \) is grounded. Since \( f \) is right-continuous, also \( F_f \) is right-continuous. Due to Lemma B.1, there exist uniquely determined, right-continuous, \( \Delta \)-monotone functions \( g, h: \mathbb{R}_+^d \to \mathbb{R} \) such that at least one of which is finite and (50), (51), and (52) are satisfied. Since \( F_f \) is grounded, for all \( I \subseteq \{1, \ldots, d\} \) the Vitali variation of the lower \( I \) marginal of \( F_f \) and thus, by (52), also the Vitali variation of \( g_I \) and \( h_I \) vanish. This implies together with (51) that \( g_I \equiv 0 \) and \( h_I \equiv 0 \). Hence, \( g \) and \( h \) are grounded. Equation (53) follows from (51) and the definition of \( F_f \) because
\[
\Delta_{x, y}[f] = \Delta_{x, y}[F_f] = \Delta_{x, y}[g] - \Delta_{x, y}[h],
\]
using for the first equality that \( \Delta_{x, y}[f] = 0 \) whenever \( x_i = y_i = 0 \) for \( i \in \{1, \ldots, d\} \setminus I \), see Remark 2.3(c). The second equality follows from (51).

(ii) \(\implies\) (iv): The functions \( F^g \) and \( F^h \) defined by (46) are \( d \)-increasing and grounded, and at least one of them is bounded. Hence, \( F^g \) and \( F^h \) induce (non-negative) measures \( \eta_g \) and \( \eta_h \), at least one which is finite. It follows for all \( x, y \in \mathbb{R}_+^d \) with \( x \leq y \) that
\[
D_{x, y}[f] = D_{x, y}[g] - D_{x, y}[h] = D_{x, y}[F^g] - D_{x, y}[F^h] = \eta_g([x, y]) - \eta_h([x, y]).
\]
Thus \( f \) induces by (i) a signed measure \( \nu := \eta_g - \eta_h \). \(\square\)

**Proof of Lemma A.13**: Assume w.l.o.g. that \( I = \{1, \ldots, k\} \) for some \( k \in \{1, \ldots, d\} \). Let \( (x_1, \ldots, x_d) \in \Xi \). Then the definition of the upper \( I \)-marginal and the definition of the survival function imply
\[
f^I(x_1, \ldots, x_k) = f(x_1, \ldots, x_k, b_{k+1}, \ldots, b_d) \quad \text{and} \quad \overline{f}^I(x_1, \ldots, x_k) = \sum_{J \subseteq \{1, \ldots, k\}} \sum_{y \in \mathbb{R}^d \setminus \{b_1, \ldots, b_k\}} (-1)^{k-|J|} f^I(y_1, \ldots, y_k).
\]
It holds that
\[ \overline{f}(x_1, \ldots, x_d) = \sum_{J \subseteq \{1, \ldots, d\}} (-1)^{|J|} f(y_1, \ldots, y_d) \]
\[ = \sum_{J' \subseteq \{1, \ldots, k\}} \sum_{J'' \subseteq \{k+1, \ldots, d\}} (-1)^{|J| + |J''|} f(z_1, \ldots, z_d) \]
for \( z_i = b_i \) if \( i \in J' \cup J'' \) and \( z_i = x_i \) else. This implies for the lower \( I \)-marginal of \( \overline{f} \) that
\[ \overline{f}_I(x_1, \ldots, x_k) = \sum_{J' \subseteq \{1, \ldots, k\}} (-1)^{|J'|-|J''|} f(y_1, \ldots, y_k, b_{k+1}, \ldots, b_d) \]
\[ = \sum_{J' \subseteq \{1, \ldots, k\}} (-1)^{|J'|} f_I(y_1, \ldots, y_k) \]
\[ = \overline{f}_I(x_1, \ldots, x_k) \]
where we applied for the first equality the definition of the lower \( I \)-marginal as well as groundedness of \( f \).

Proof of Corollary A.20: If \( f \) is \( \Delta \)-monotone/-antitone, it is componentwise increasing/decreasing. Hence, its right-continuous version \( f_+ \) exists and is also \( \Delta \)-monotone/-antitone. Since for \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\} \), \( f_I \) and \( (-1)^k f_I \), respectively, is \( k \)-increasing, \( f_I \) is by Proposition A.11 measure-inducing and, in particular, induces a non-negative measure. Applying the continuity condition (11), also \( f_I \) is by Lemma A.2 measure-inducing. This yields that \( f \in \mathcal{F}_{\text{cm}}(\mathbb{R}_+^d) \).

Proof of Proposition A.23: For \( I = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, d\} \), it holds that
\[ \text{Var}_V(f_I) \leq \int_{[0,1]^k} \left| \frac{\partial^k f_I(x)}{\partial x_1 \cdots \partial x_k} \right| \, dx, \]
see [28, Proposition 13], where the integral is finite due to the continuity of the derivatives. This implies by definition of the Hardy-Krause variation that
\[ \text{Var}_{HK}(f) = \sum_{I \subseteq \{1, \ldots, d\}} \text{Var}_V(f) < \infty. \]
Hence, the statement follows from Theorem A.9.
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