This paper presents an improved ultra-wideband (UWB) line of sight (LOS)/non-line of sight (NLOS) identification scheme based on a hybrid method of deep learning and transfer learning. Previous studies have limitations, in that the classification accuracy significantly decreases in an unknown place. To solve this problem, we propose a transfer learning-based NLOS identification method for classifying the NLOS conditions of the UWB signal in an unmeasured environment. Both the multilayer perceptron and convolutional neural network (CNN) are introduced as classifiers for NLOS conditions. We evaluate the proposed scheme by conducting experiments in both measured and unmeasured environments. Channel data were measured using a Decawave EVK1000 in two similar indoor office environments. In the unmeasured environment, the existing CNN method showed an accuracy of approximately 44%, but when the proposed scheme was applied to the CNN, it showed an accuracy of up to 98%. The training time of the proposed scheme was measured to be approximately 48 times faster than that of the existing CNN. When comparing the proposed scheme with learning a new CNN in an unmeasured environment, the proposed scheme demonstrated an approximately 10% higher accuracy and approximately five times faster training time.
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1. Introduction

Recently, ultra-wideband (UWB) technology has been adopted as the new wireless technology for smart keys [1]. Major smartphone manufacturers such as Samsung and Apple included UWB technology in their latest flagship smartphone models (iPhone 11 Pro and Galaxy Note 20 Ultra) [2]. According to this trend, a new standard for UWB wireless communication, called IEEE 802.15.4z, was approved to improve ranging, robustness, and security [3]. UWB technology has significant advantages in localization owing to its centimeter-level ranging capability, multipath robustness, and low energy consumption [4,5]. UWB is considered as the most promising technology for accurate positioning, which is required for various applications such as the Internet of Things (IoT), wearable devices, extended reality (XR), sports training, maritime communication, future wireless networking, and unmanned aerial robots [6–13]. For example, in XR applications, if an object’s location is incorrectly displayed, the user experience (UX) is significantly degraded. To meet these demands, research to improve the accuracy of UWB ranging is essential.
The non-line of sight (NLOS) condition is usually referred to as the most influential factor in the deterioration of UWB ranging performance [14]. The NLOS condition refers to a situation where an obstacle is placed between the transmitter and the receiver. In this case, the signal is propagated by penetrating the obstacles or being reflected on indirect paths. The NLOS ranging error is included in both cases when penetrating obstacles or traveling longer distances. In a real environment, there may be many NLOS conditions for walls, desks, pedestrians, computers, and so on. To solve the NLOS error, it is crucial to first identify the LOS/NLOS signals.

Studies are being conducted to identify LOS/NLOS signals. The most recent studies have attempted to analyze UWB channel measurements such as the channel impulse response (CIR) for LOS/NLOS identification. As the radio signal penetrates through obstacles or reflects, the amplitude decreases and a delay occurs, which is reflected in the CIR. Channel-based NLOS identification methods detect these features by analyzing the CIR. A number of studies have applied machine learning to identify NLOS conditions using channel data. However, previous machine learning-based schemes have a critical limitation, in that they show significant performance degradation in places where training is not taking place. This is because the UWB channel is not only influenced by obstacles, but also by the surrounding environment. Since environmental noise is included in the training data, the classification model also learns environmental noise. The classification accuracy is degraded when processing data are measured in places with different patterns of environmental noise. Therefore, using machine learning-based LOS/NLOS identification schemes in unknown places is a challenge. To deal with these problems, we propose a UWB NLOS identification scheme based on a neural network and transfer learning. To the best of our knowledge, this is the first study on empirically analyzing the problem of UWB NLOS identification accuracy degradation in an unmeasured environment and proposing a transfer learning-based solution. The main contributions of this paper are as follows:

• We introduce two UWB channel classification schemes based on multilayer perceptron (MLP) and convolutional neural network (CNN).
• We propose a transfer learning algorithm for accurate NLOS classification in an unmeasured place.
• We conduct extensive experiments using commercial UWB devices to examine the performance of a deep neural network (DNN) model in an unmeasured environment.
• By comparing the performance, we propose a model for optimizing the neural network structure according to the surrounding environment. In this model, we implement a transfer learning-based NLOS condition classification method for an unmeasured environment.

The remainder of this paper is organized as follows. Section 2 introduces related works for UWB NLOS identification. In Section 3, the UWB NLOS identification scheme is proposed. In Section 4, the experimental setup is introduced. In Section 5, we analyze experiments and evaluate the result. In Section 6, we conclude our work, and future works are discussed.

2. Related Work

To improve the accuracy of indoor positioning, several methods for LOS/NLOS identification have been discussed from various perspectives. In this paper, we focused on the channel-based technique and divide the studies into two categories: algorithm-based classification and machine learning-based classification. The first category of studies devises an algorithm for identifying NLOS. The second category uses machine learning techniques to extract features or identify NLOS. Since the proposed scheme is based on machine learning, we focus more on the latter.

2.1. Algorithm-Based NLOS Identification

Algorithm-based schemes extract meaningful features from channel measurement and devise an algorithm for identifying NLOS. Yu et al. [15] proposed an NLOS identification algorithm based on the
total energy, maximum amplitude, normalized strongest path energy, signal-to-noise ratio, rise time, kurtosis, and mean excess delay. The optimal feature combination was found through the Pearson correlation coefficient, and multiple obstacles were detected through a fuzzy comprehensive evaluation. Kim et al. [16] separated the first path signal and the multipath signal from channel data and compared them for NLOS identification. The NLOS detection algorithm based on the particle filter was discussed in [17]. In [18], an algorithm for identifying the NLOS by comparing the received signal strength and first path power strength was proposed. These algorithm-based schemes are simple enough to operate in low-cost UWB devices. However, most algorithms use environment-dependent constants as the threshold value to classify NLOS conditions. Finally, the identification performance is not promising.

2.2. Machine Learning-Based NLOS Identification

There are two approaches to identify NLOS conditions using machine learning. The first one uses human-extracted features as the input for machine learning. Eighteen features were extracted from the CIR data, and a genetic algorithm found the best feature combination for NLOS identification [19]. The selected features were used as input data for a support vector machine (SVM). Kristensen et al. [20] also used SVM as a classifier model. Linear discriminant analysis was used to train the model. The received signal strength (RSS) and ranging value were used as inputs for the SVM to identify the NLOS signals [21]. The researchers targeted low-cost devices that cannot measure high-resolution channel data. These SVM-based classification methods show high classification performance with relatively small amounts of training data. However, as the amount of training data increases, the identification performance of SVM-based methods decreases significantly. A K-means clustering-based LOS/NLOS identification scheme was proposed in [22]. The mean excess delay, kurtosis, and root mean squared delay spread were used as inputs for training. Fan et al. [23] applied unsupervised learning based on Gaussian mixture models to the LOS/NLOS identification problem. Since both methods use unsupervised learning, they have the advantage that models can be trained using label-less data. However, the classification accuracy is relatively low. The second method extracts the features from neural networks so that all of the channel data are used as the input for machine learning. Wang et al. [24] proposed the LOS/NLOS identification method based on a CNN image classification model. After storing the CIR data in the form of an image using a short-time Fourier transform, they were used as the input data for the CNN to train the model. The researchers successfully transformed the NLOS identification problem into the form of image classification. Three types of CNN architecture (ResNet, encoder, and fully connected network) were applied to detect NLOS channel conditions [25]. Raw CIR data were used as the input for each CNN. By comparing the performance of the three CNN architectures, it was proven that there was little of a relationship between the CNN architecture and NLOS detection performance. ShirinAbadi et al. [26] proposed a CNN-based LOS/NLOS identification scheme using CIR data. To address the sparsity phenomenon, two cost functions for the UWB NLOS problem were defined. In the experiment, the effectiveness of the number of convolution layers was investigated. These CNN-based schemes showed higher classification accuracies than other machine learning-based approaches. However, the classification performance deteriorated in places where the training data were not sufficiently collected. Jiang et al. [27] proposed a long short-term memory (LSTM)-based UWB channel classification scheme. To effectively learn the long-range dependencies of the time-series data of the UWB CIR data, the fully connected layer of the CNN was replaced by an LSTM layer. However, there is no distinct difference in the performance of CNN-based approaches.

Most neural network-based methods show high performance in measured environments, but they do not consider unmeasured environments. Channel measurement includes not only characteristics owing to obstacles, but also characteristics owing to environmental noise generated by the surrounding environment. If the NLOS identification model tries to classify the data from an unmeasured environment even with the same obstacles, the performance may be severely degraded. The existing neural network-based methods do not consider the problems caused by this unmeasured environment. In existing schemes, a new model should be trained in an unmeasured environment. However,
training a new model for a new place requires a significant amount of data to be collected and is time consuming. To solve this problem, we propose a UWB NLOS identification scheme based on transfer learning for an unmeasured environment. Transfer learning can update existing models to fit the new environment with few data items and a short training time.

3. UWB NLOS Identification

In this section, we first analyze the problems occurring in an unmeasured environment through UWB channel models and experiments. Then, two kinds of neural network architectures are described for the NLOS classifier. The proposed transfer learning scheme is described to quickly update the neural network model to the unmeasured environment.

3.1. Problem Statement

The CIR of a UWB can be represented using the Saleh–Valenzuela model [28]:

\[ h(t) = \sum_{l=0}^{L} \sum_{k=0}^{K} a_{k,l} \exp(\phi_{k,l}) \delta(t - T_l - \tau_{k,l}), \]  

(1)

where \( a_{k,l} \) is the weight of the \( k \)-th component in the \( l \)-th cluster, \( T_l \) is the delay of the \( l \)-th cluster, \( \tau_{k,l} \) is the delay of the \( k \)-th multipath component relative to the \( l \)-th cluster arrival time, and \( \phi_{k,l} \) is the phase of the \( k \)-th component in the \( l \)-th cluster. To consider multipath effects, the number of clusters, \( L \), is modeled as a Poisson distribution.

\[ pdf_L(L) = \frac{(L-1)!}{L!} \exp(-L) \]  

(2)

assuming that the \( L \) number of clusters arrives at the receiver, the ray arrival time of the \( l \)-th cluster is presented as follows:

\[ p(\tau_{k,l}|\tau_{(k-1),l}) = \lambda_l \exp[-\lambda_l(\tau_{k,l} - \tau_{(k-1),l})], \]  

(3)

where \( \lambda_l \) is the cluster arrival rate of the \( i \)-th cluster. To model a complex environment, a mixture model that is a weighted summation of several ray arrival time models can be used. The power delay profile of the \( k \)-th component in the \( l \)-th cluster is presented as:

\[ E\{|a_{k,l}|^2\} = \Omega_l \frac{1}{\gamma_l[\gamma_l+1]} \exp(-\frac{\tau_{k,l}}{\gamma_l}), \]  

(4)

where \( \Omega_l \) is the integrated energy of the \( l \)-th cluster and \( \gamma_l \) is the intracluster decay time constant. In the case of the NLOS environment, the power delay profile of the \( k \)-th component in the \( l \)-th cluster is different:

\[ E\{|a_{k,l}|^2\} = (1 - \chi \exp(-\tau_{k,l}/\gamma_{rise})) \exp(-\tau_{k,l}/\gamma_1) \frac{\Omega_l}{\gamma_1 + \gamma_{rise}(1 - \chi)}, \]  

(5)

where \( \chi \) is the attenuation of the first component, \( \gamma_{rise} \) determines how fast the power delay profile increases to its local maximum, and \( \gamma_1 \) determines the decay at late times. In the UWB channel model, many environment-dependent constants are involved in the CIR. The number of clusters, cluster arrival rate, and power of the cluster vary depending on the environment. In Equation (5), it can be seen that the environment-dependent constant is involved in a large part of the power delay profile even under the NLOS condition. The impulse response changes more significantly in NLOS than in LOS owing to \( \gamma_{rise} \) and \( \gamma_1 \) by Equation (5). Even in a similar environment, small differences can cause significant differences in the CIR.

To confirm this channel model-based analysis in an actual environment, an experiment was performed to collect the CIR in similar spaces. Figure 1 shows the CIR of UWB signals with the same
obstacles in similar spaces (the experimental setup is described in Section 4). The two spaces where the CIRs were measured had similar environmental features that could be expressed as an indoor office. Although both signals penetrated the same obstacle in a similar environment, a completely different CIR was measured because of the environmental noise generated in each place. If the machine learning-based NLOS identification method trains the data as in Figure 1a and tries to classify the signal as in Figure 1b, then the classification performance may be seriously degraded. Thus, it is necessary to study an NLOS identification scheme for an unmeasured environment.

Figure 1. Signal waveform measured in two different places with the same obstacle: (a) laboratory; (b) classroom.

3.2. Proposed Scheme

The proposed UWB NLOS identification scheme consists of a learning phase and an update phase. In the learning phase, a neural network model is trained using a large amount of UWB channel data collected in advance. UWB channel data should be labeled with UWB channel conditions such as LOS and NLOS. We introduce two types of neural network architectures, MLP and CNN, as classifiers for the proposed scheme. The update phase begins in the unmeasured environment where NLOS identification is required. After collecting a small amount of data for a while, the existing neural network model is updated through transfer learning. After a short transfer learning process, an updated model will identify the UWB NLOS condition from the measured data. Next, the proposed scheme is explained in detail with a description on the structure of neural networks and the transfer learning method.

To classify NLOS conditions from the one-dimensional form of channel data, we used MLP and CNN structures. MLP is a widely used neural network-based classifier that shows good performance on single-dimensional time-sequential data such as speech recognition. Since UWB wireless channel measurement is also based on single-dimensional time-sequential data, we believe that MLP can perform well for the UWB NLOS identification problem. An MLP is composed of the input, hidden layer, and output, as illustrated in Figure 2a. In the hidden layer, the neural nodes of the previous layer are fully connected to the neural nodes of the next layer. The weight gradients are updated as the input data are propagated in the hidden layer. There is no feature extraction process in the MLP-based scheme. Our intention is to investigate the impact of feature extraction in the UWB NLOS identification problem. A CNN consists of an input, a convolution layer, a pooling layer, a hidden layer, and an output, as shown in Figure 2b. The input, hidden layer, and output are similar to those of the MLP. In a convolutional layer, features are extracted from the input with multiple kernel filters. After the feature extraction process takes place in the convolution layer, the downsampling process is performed in the pooling layer. A pooling layer minimizes the training computation and time. A major difference between the MLP and CNN is the feature extraction process. By analyzing the experimental results, we can confirm the impact of the feature extraction process in optimizing the neural network for the UWB NLOS identification problem.
Transfer learning is usually adopted when solving a related problem with an existing model. We believe that the UWB NLOS identification problem at different places can be considered as an example. When the signal measuring place changes, it can be implied that the problem has also changed with environmental noise. However, it can also be implied that the two problems are related to each other because they have common obstacles. We want to identify the UWB NLOS condition in an unmeasured environment with the existing “trained model” for speed and accuracy. To apply the transfer learning concept to our proposed classifiers, we selected a weight initialization method called fine-tuning, as shown in Figure 3. The weight gradients of the last hidden layer are initialized to zero and retrain the neural network with a few unmeasured environment data. While the neural network is recovering weight gradients, the characteristics of unmeasured environment data are reflected in the neural network. Because only the last layer of weight gradients is initialized, the training requires a relatively small amount of data and time. When applying transfer learning to an MLP, it is necessary to set some hidden layers as non-trainable layers to maintain the previous knowledge.

4. Experimental Setup

The UWB CIR data were measured in the iCONS Lab and in a classroom in Paldal Hall, Department of Computer Engineering, Ajou University, Korea (see Figure 4). Both places represent examples of an indoor office environment by containing similar obstacles including iron doors, concrete walls, desks, chairs, pedestrians, and computers. In this experiment, we divide the channel condition into three categories: (1) LOS, (2) weak NLOS, and (3) NLOS. In the LOS condition, signals are propagated in the shortest distance without interference from obstacles. The weak NLOS condition indicates that the signal is obstructed by small obstacles such as pedestrians, monitors, and desks. The NLOS condition implies that concrete walls or iron doors obstruct the signal. To increase data diversity, we collected 3100 data each for LOS, weak NLOS, and NLOS in each room. While collecting the data, we changed the location of the devices to diversify the environmental noise and distance. In total, three-thousand data items were used for training a neural network, and one-hundred data items were used for transfer learning. The collected data were randomly divided into training data, validation data, and test data at a 6:2:2 ratio. In summary, we collected a total of 9300 data items (3000 LOS data, 3000 weak NLOS data, 3000 NLOS data, 100 LOS data for transfer learning, 100 weak...
NLOS data for transfer learning, and 100 NLOS data for transfer learning) for both the lab and classroom environments.

![Figure 4. Two rooms in Paldal Hall, Ajou University, used for measuring the UWB channel. (a) Laboratory located on the ninth floor of the building; (b) classroom located on the third floor.](image)

The Decawave EVK1000 Evaluation Kit was used in UWB CIR data measurement [29]. The EVK1000 provides a ranging function that complies with the IEEE802.15.4-2011 UWB standard and provides an application programming interface (API) that can collect wireless channel data such as CIR in real time. The collected UWB CIR data consist of 1016 real parts of signals and 1016 imaginary parts. Each pair of real and imaginary parts of signals is measured once every nanosecond. The channel setting of the transceiver had a data rate of 110 kb/s, central frequency of 4.0 GHz, preamble length of 1024, and pulse reception frequency of 64 MHz. The proposed neural network models were implemented on an Ubuntu 18.04 workstation with i9-7940x CPU (3.10 GHz), 128 GB RAM, 2 GTX 1080Ti scalable link interface (SLI) GPUs, and a 1 TB solid state drive (SSD).

We optimized the neural network structures through iterative experiments for this experimental setup. If the size of the input or output is changed, then the structure of the neural network needs to be optimized again. The MLP has an input layer consisting of 2032 nodes, 3 fully connected layers (also called dense) consisting of 128 nodes, and a fully connected layer consisting of 3 nodes. The CNN has the same input and output layer, but it has two convolution layers and a pooling layer added between the input layer and the fully connected layers. For neural network model training, the Adam optimizer, the categorical cross entropy loss function, and the accuracy classification metric were used. The detailed network setups for the MLP are shown in Table 1, and those for the CNN are shown in Table 2. In the transfer learning learning process, we set all layers to be untrainable except for the last two dense layers. For MLP, only dense_2 and dense_3 layers were set to trainable, and for CNN, only dense_1 and dense_2 were set to be trainable.

### Table 1. Neural network layer configuration information of the MLP used in the experiment.

| Layer (Type) | Shape | Parameters |
|--------------|-------|------------|
| input (InputLayer) | 2032  | 0          |
| dense (Dense)     | 128   | 260,224    |
| dense_1 (Dense)   | 128   | 16,512     |
| dense_2 (Dense)   | 128   | 16,512     |
| dense_3 (Dense)   | 3     | 387        |
Table 2. Neural network layer configuration information of the CNN used in the experiment.

| Layer (Type)               | Shape    | Parameters |
|----------------------------|----------|------------|
| input (InputLayer)         | 2032     | 0          |
| reshape (Reshape)          | (2032, 1)| 0          |
| conv1d_1 (Conv1D)          | (2025, 128)| 1152      |
| conv1d_2 (Conv1D)          | (2018, 128)| 131,200   |
| max_pooling1d_1 (MaxPooling1D) | (1009, 128)| 0          |
| conv1d_3 (Conv1D)          | (1002, 128)| 131,200   |
| conv1d_4 (Conv1D)          | (995, 128)| 131,200   |
| max_pooling1d_2 (MaxPooling1D) | (497, 128)| 0          |
| flatten (Flatten)          | 63,616   | 0          |
| dense (Dense)              | 128      | 8,142,976  |
| dense_1 (Dense)            | 128      | 16,512     |
| dense_2 (Dense)            | 3        | 387        |

5. Experimental Analysis and Performance Evaluation

We trained the MLP and CNN with lab and classroom data, respectively. Afterward, transfer learning was applied to each model. We evaluated the performance by comparing them in terms of the classification accuracy and computational overhead. Classification performance is presented in terms of accuracy, precision, and recall. Accuracy represents the comprehensive classification performance, and precision and recall represent each propagation condition’s identification performance. Accuracy is calculated by dividing the true identification by all identification attempts. Precision is calculated by dividing the true positives by the predicted positives. Recall is calculated by dividing the true positives by the sum of false negatives and true positives. We measured the time for training the model to evaluate the computational overhead. In previous works, there was no neural network-based NLOS identification scheme for an unmeasured environment. Therefore, for performance evaluation of the proposed scheme, we compared the MLP and CNN with transfer learning to the MLP and transfer learning to the CNN. To compare the performance of updating an existing model and training a new model, we compared transfer learning to a light CNN. Light CNN refers to a CNN model newly trained with the same data used in transfer learning.

5.1. UWB Channel Classification Performance

To evaluate the UWB channel classification performance, we conducted experiments in a measured environment and an unmeasured environment. The unmeasured environment indicates that the training data and test data are extracted from different places, and the measured environment indicates the opposite. If we evaluate the MLP model trained with the lab data, the measured environment is the lab, and the unmeasured environment would be the classroom. The lab and classroom are alternately set as the measured and unmeasured environments.

5.1.1. Classification Performance in the Measured Environment

Figure 5 shows the UWB channel classification accuracy of the MLP and CNN in a measured environment. When comparing the CNN and MLP, the CNN always shows higher classification performance than the MLP. In particular, the CNN shows a high accuracy of over 97% in both places. With this result, we prove that the feature extraction process is effective for UWB NLOS identification. When comparing the classification performance according to the place, the classroom shows higher performance than the lab. This is because the lab environment has more obstacles, as shown in Figure 4. A complex lab environment produces environmental noise and degraded classification performance. In addition, the accuracy of the CNN decreases by approximately 1%, while the accuracy of the MLP decreases by approximately 4%. It is interpreted that the more severe the environmental noise, the greater the effect of the feature extraction process. Table 3 shows the precision and recall
of each UWB channel condition for the MLP and CNN in a measured environment. In the measured environment, the classification performances according to channel conditions are almost similar.

![Figure 5](image-url)

**Figure 5.** UWB channel classification accuracy of the MLP and CNN in the measured environment.

**Table 3.** UWB channel classification performance on the MLP and CNN in the measured environment.

| Train: Lab, Test: Lab | Train: Classroom, Test: Classroom |
|-----------------------|----------------------------------|
| **MLP** | **CNN** | **MLP** | **CNN** |
| **Precision** | **Recall** | **Precision** | **Recall** | **Precision** | **Recall** | **Precision** | **Recall** |
| LOS | 94.54 | 95.33 | 98.32 | 97.66 | 99.33 | 98.50 | 97.24 | 100.0 |
| Weak NLOS | 95.94 | 90.67 | 98.31 | 97.00 | 98.66 | 98.33 | 99.16 | 98.33 |
| NLOS | 93.47 | 97.84 | 96.08 | 98.00 | 97.69 | 98.33 | 99.83 | 97.83 |

5.1.2. Classification Performance in the Unmeasured Environment

Figure 6 compares the classification accuracy of the MLP, CNN, transfer learning to MLP, and transfer learning to CNN in an unmeasured environment. Classification models without transfer learning show significantly degraded accuracy in an unmeasured environment. Compared to the trained place experiment, the accuracy decreased by more than 50% in all cases. This is because environmental noise in each place is learned together during the training process. When transfer learning is applied, the classification accuracy increases up to 98%, which is almost the same as that of the measured environment. This result verifies that transfer learning can effectively eliminate the environmental noise contained in the existing model. When comparing the accuracy of transfer learning to the MLP and CNN, the CNN shows higher accuracy in every place. This shows that the feature extraction process is also crucial in transfer learning. Comparing the accuracy of transfer learning to MLP in different places, it can be seen that the classroom has a 15% higher accuracy than the lab. We deduce from this that transfer learning requires a feature extraction process in a complex environment. MLP shows higher accuracy without transfer learning in an unmeasured environment. This is because many environmental noises were included in the model during the CNN feature extraction process.

Tables 4 and 5 show the detailed UWB channel classification performance of the MLP, CNN, transfer learning to the MLP, and transfer learning to the CNN in an unmeasured environment. Without transfer learning, NLOS shows a significantly low recall of less than 8% in all cases. This means that the characteristics of environmental noise are mostly similar to those of NLOS.
Figure 6. UWB channel classification accuracy of different training places and models.

Table 4. UWB channel classification performance of the MLP and CNN in different unmeasured environments.

| Train: Lab, Test: Classroom | Train: Classroom, Test: Lab |
|-----------------------------|-----------------------------|
| MLP | CNN | MLP | CNN |
| Precision | Recall | Precision | Recall |
| Precision | Recall | Precision | Recall |
| LOS | 50.40 | 63.67 | 44.52 | 44.67 | 71.52 | 54.83 | 52.99 | 69.50 |
| Weak NLOS | 40.15 | 62.84 | 41.77 | 76.17 | 36.07 | 74.60 | 40.09 | 56.67 |
| NLOS | 33.98 | 5.83 | 7.69 | 1.33 | 45.92 | 7.50 | 20.00 | 5.50 |

Table 5. UWB channel classification performance of transfer learning to the MLP and transfer learning to the CNN in different unmeasured environments.

| train: Lab, Test: Classroom | Train: Classroom, Test: Lab |
|-----------------------------|-----------------------------|
| MLP+TL | CNN+TL | MLP+TL | CNN+TL |
| Precision | Recall | Precision | Recall |
| Precision | Recall | Precision | Recall |
| LOS | 100.0 | 70.00 | 95.24 | 100.0 | 100.0 | 80.00 | 100.0 | 95.00 |
| Weak NLOS | 77.78 | 70.00 | 95.24 | 100.0 | 85.71 | 90.00 | 100.0 | 100.0 |
| NLOS | 60.71 | 85.00 | 100.0 | 90.00 | 86.96 | 100.0 | 95.24 | 100.0 |

Figure 7 shows the UWB channel classification accuracy of the light CNN and transfer learning to the CNN. In this experiment, we compared the performance of transfer learning and the CNN with the same amount of training data. Transfer learning shows over 98% accuracy, while the light CNN shows only approximately 88% accuracy. This is because the light CNN used inadequate training data, which caused the accuracy to become lower than the trained place accuracy presented in Section 5.1.1. Through these results, we prove that it is more efficient to use the existing CNN model with transfer learning than to train a new CNN model in an unmeasured environment.

5.2. Computational Overhead

Table 6 shows the training time of the MLP, CNN, transfer learning on MLP, transfer learning on CNN, and light CNN. The CNN requires 200 times more time for training than the MLP. This is because the convolution layers and pooling layers in a CNN require massive parallel computation. Transfer learning to the CNN only takes 7 s for training lab data. This is more than nine times faster than the CNN trained with the same amount of data and 48 times faster than the CNN that shows
similar classification accuracy. We expect that by using transfer learning, online learning can be performed in an unmeasured environment.

![Graph showing accuracy comparison between Light-CNN and CNN+TL](image)

**Figure 7.** UWB channel classification accuracy of the light CNN and CNN with TL in different places.

| Training Place | Light-CNN | CNN+TL |
|----------------|-----------|--------|
| Lab            | 93.33     | 98.33  |
| Classroom      | 88.33     | 98.33  |

**Table 6.** Training time comparison of different neural networks.

|          | MLP | CNN | MLP+TL | CNN+TL | Light-CNN |
|----------|-----|-----|--------|--------|-----------|
| Lab      | 3 s | 14 m 26 s | 3 s | 7 s | 1 m 6 s |
| Classroom| 4 s | 14 m 28 s | 3 s | 18 s | 1 m 22 s |

6. Conclusions

As localization technologies using UWB are being commercialized, there have been active studies on UWB NLOS identification for high localization performance. Recently, many deep learning-based NLOS identification schemes have been proposed. However, there is a problem, in that performance seriously decreases in an unmeasured environment. To solve this problem, we proposed a transfer learning-based UWB NLOS identification scheme for an unmeasured environment. Experiments were conducted in both measured and unmeasured environments. In the measured environment, the proposed classifier models, MLP and CNN, showed an accuracy of up to 98.56% and 98.72%, respectively. In the unmeasured environment, the proposed transfer learning scheme showed an identification accuracy of up to 98.33% NLOS. This shows an accuracy improvement of approximately 55% and 48 times faster training compared to the CNN without transfer learning. Compared to training the new CNN model for an unmeasured environment, the proposed scheme shows a performance improvement of approximately 10% and an approximately five times faster learning speed. In short, the proposed method shows similar accuracy to the CNN trained with 30 times the data and a 48 times faster training time.

To operate transfer learning online, future research will need to be conducted to detect environmental changes and transfer learning without the data labeling process. In addition, we will focus on NLOS identification and NLOS error mitigation. The various lessons learned from this study will help in our future research.
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