Reformulation of a likelihood approach to fake-lepton estimation in the framework of Bayesian inference
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ABSTRACT: Prompt isolated leptons are essential in many analyses in high-energy particle physics but are subject to fake-lepton background, i.e. objects that mimic the lepton signature. The fake-lepton background is difficult to estimate from simulation and is often directly determined from data. A popular method is the matrix method, which however suffers from several limitations. This paper recapitulates an alternative approach based on a likelihood with Poisson constraints and reformulates the problem from a different starting point in the framework of Bayesian statistics. The equality of both approaches is shown and several cases are studied in which the matrix method is limited. In addition, the fake lepton background is recalculated and compared to the estimate with the matrix method in an example top-quark measurement.
1 Introduction

At hadron colliders, the detector signatures of prompt high-energy electrons and muons can be mimicked by other objects (so-called “fake leptons”), in particular by particles that are produced in jets. These are for example non-prompt leptons, such as leptons from semileptonic $B$ meson decays, or—for electron fakes—jets with a high electromagnetic fraction and converted photons. The fake-lepton background contribution is difficult to estimate from simulations due to the small misidentification probabilities, meaning that a prohibitively large number of simulated events would need to be generated. It is also difficult to accurately model the fake-lepton contribution in the simulation. Therefore, data-driven techniques are often used instead. Several data-driven methods have been developed, including the matrix method [1–3], the ABCD method [4–6] and the fake-factor method [7–9]. In analyses which often search for signal events, the number of estimated background events including contributions from faked leptons is subtracted from the signal event counts. Any bias in the fake-lepton estimation will therefore affect the estimate of signal events, especially if the number of observed events is small. In such cases, it is crucial to have an accurate statistical model to correctly estimate the uncertainty and avoid any bias.

Motivated by limitations of the matrix method, in particular the possibility that the predicted fake-lepton event yields can be negative, a maximum-likelihood approach was
proposed in Ref. [10]. In this paper, this improved method is reformulated in Bayesian reasoning, the equality of both approaches is shown and both formulations are implemented in the Bayesian Analysis Toolkit (BAT) [11], a multi-purpose software package for Bayesian inference.

The paper is structured as follows: In Section 2.1, the matrix method is introduced in its original form, and its limitations are briefly presented in Section 2.2. The likelihood ansatz and the Bayesian ansatz are introduced and the equality of the two approaches is shown (Sections 3.1–3.2). The implementation in BAT is described in Section 3.3. The paper closes with a discussion of a concrete physics example and a study of several limit cases where the original matrix methods has problems that are addressed with the improved ansatz (Section 4). Conclusions are presented in Section 5.

2 The matrix method and its limitations

The matrix method is a data-driven method to estimate the fake-lepton contribution. While the matrix method works quite well in most use cases, there are some general limitations and restrictions in its application. The main challenges of the matrix method lie in the uncertainty calculation, which is based on a first-order Taylor-series approximation and in the non-vanishing probability to estimate negative fake-event yields [12]. The derivations presented below refer to the single-lepton case, although the methods are applicable to multi-lepton final states as well.

2.1 Matrix method in its original form

In the original formulation of the matrix method [1], two lepton identification criteria are used to estimate the fake-lepton contribution. These criteria are referred to as loose and tight. While the tight requirement corresponds to the region of interest (signal region), i.e. where the fake-lepton contribution is estimated, the loose region has relaxed requirements and is enriched in fake leptons. The leptons in the tight region are a subset of those in the loose region (Fig. 1).
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**Figure 1**: Sketch of the matrix method with the loose and tight regions highlighted in blue and red, respectively. The dashed line divides the regions further into real and fake lepton regions.

The corresponding numbers of events passing the loose and tight selection are called $N_L$ and $N_T$, containing both, the contribution of real ($N_{L}^r$ and $N_{T}^r$) and fake leptons ($N_{L}^f$ and $N_{T}^f$).
and \( N^T_L \). The total event numbers in the regions are then given by

\[
N_L = N^T_L + N^f_L, \\
N_T = N^T_T + N^f_T. 
\]  
(2.1)

The probability of migrating from one region to the other is determined by the efficiencies \( \varepsilon^r \) and \( \varepsilon^f \) for real and fake leptons, respectively\(^1\). They are defined as the fraction of leptons passing the corresponding criteria

\[
\varepsilon^r = \frac{N^T_L}{N^T_L}, \\
\varepsilon^f = \frac{N^T_T}{N^T_L}. 
\]  
(2.2)

Then, the amount of fake leptons fulfilling the *tight* requirements\(^2\) is

\[
N^T_f = \frac{\varepsilon^f}{\varepsilon^f - \varepsilon^r} \cdot (N^T_T - \varepsilon^r N^T_L). 
\]  
(2.3)

This formulation of the matrix method leads to several limitations \([10]\):

1. In the limit of very similar real and fake efficiencies, the estimate becomes numerically unstable, resulting in a large (positive or negative) estimate of \( N^T_f \).

2. \( N^T_f \) becomes negative if the *loose* regions contain more events with real leptons than the total number of events in the *tight* region.

3. The uncertainty estimation on the \( N^T_f \) yield is subject to limitations that are described in more detail in the next section (Section 2.2).

In general, the estimation of the fake-lepton background is subject to several sources of systematic uncertainty. While a full discussion of these is beyond the scope of this paper, in principle these uncertainties arise due to potential variations in the values of \( \varepsilon^r \) and \( \varepsilon^f \). These variations can be due to differences in the fake-lepton composition between the regions where the \( \varepsilon^f \)-values are measured and the analysis region where they are applied, or due to variations in the Monte Carlo model for real-lepton contributions in the fake-lepton control region (since the simulated real-lepton sources are subtracted when measuring \( \varepsilon^f \)).

2.2 The limits of Gaussian uncertainty propagation

The fake-event yield in the *tight* region is subject to uncertainties in the input to Eq. (2.3). The uncertainty propagation is based on a first-order Taylor-series approximation (Gaussian uncertainty propagation). Since the efficiencies are given as uncertain parameters to

\(^1\) Differences of these efficiencies caused by lepton flavor, kinematic effects or different sources of fake leptons are neglected in this analysis.

\(^2\) It is to note that due to fluctuations in \( N_L \) and \( N_T \) the resulting quantity \( N^T_f \) refers to the estimator of the fake-lepton yield in the tight region.
Eq. (2.3), the first-order expansion of $N^f_T$ results in

$$N^f_T \approx N^f_T(\bar{N}_L, N_T, \bar{\varepsilon}^r, \bar{\varepsilon}^f) + \sum_{x \in \{\varepsilon^r, \varepsilon^f\}} \frac{\partial N^f_T}{\partial x_i} (x_i - \bar{x}_i).$$

This corresponds to a linearisation of the output distribution and $N^f_T$ is then assumed to follow a Gaussian distribution. Since Eq. (2.3) is a non-linear function, a symmetric interval of $\pm \sigma_{N^f_T}$ around its mean does not always contain 68.27% of the probability-density distribution. This is due to fact that the calculation of uncertainties with Gaussian uncertainty propagation neglects higher-order derivatives and since these do not vanish in Eq. (2.3), this effects the accuracy in the estimate of the uncertainty.

3 An improved matrix method

In the following, a maximum likelihood approach is described, as motivated and explained in more detail in Ref. [10]. The motivation for this method and the Bayesian derivation is mentioned afterwards. It is shown that both, the likelihood matrix method and the probabilistic derivation are mathematically identical and are further linked with \textit{a-priori} knowledge on the likelihood’s parameters in a Bayesian model.

3.1 Likelihood ansatz

The likelihood matrix method as derived in Ref. [10] describes leptons passing the \textit{loose} criteria to be subsequently divided into two orthogonal groups, referred to as \textit{tight} and \textit{non-tight}.

The sum of these two groups is given as the number of events in the \textit{loose} sample

$$N_L = N_T + N_{nT}. \quad (3.1)$$

It follows directly $N_T \subset N_L$. The original matrix-method formalism is used to describe the transition into the \textit{tight} and \textit{non-tight} region. Therefore, the entries in both regions are given by

$$N_T = N^r_T + N^f_T = \varepsilon^r N^r_L + \varepsilon^f N^f_L, \quad (3.2)$$

$$N_{nT} = \frac{1 - \varepsilon^r}{\varepsilon^r} N^r_T + \frac{1 - \varepsilon^f}{\varepsilon^f} N^f_T = (1 - \varepsilon^r) N^r_L + (1 - \varepsilon^f) N^f_L. \quad (3.3)$$

Since both Eq. (3.2) and Eq. (3.3) can be defined in the \textit{tight} and the \textit{loose} region, there are two different corresponding parameterisations for a maximum-likelihood approach [10]. The efficiencies are parameterised to follow Gaussian distributions $\mathcal{N}$, hence the likelihood results in

$$p(N_T, N_{nT}, \varepsilon^r, \varepsilon^f|\nu_T, \nu_{nT}, \varepsilon^r, \varepsilon^f) = p(N_T|\nu_T) \cdot p(N_{nT}|\nu_{nT}) \cdot \mathcal{N}(\varepsilon^r, \sigma_{\varepsilon^r}) \cdot \mathcal{N}(\varepsilon^f, \sigma_{\varepsilon^f}), \quad (3.4)$$
with Poissonian constraints on \( N_T \) and \( N_{nT} \) and corresponding estimators \( \nu_T \) and \( \nu_{nT} \). In order to simplify the fit, the uncertainties on the efficiencies are assumed to be negligible compared to the Poissonian uncertainties \(^3\), so the efficiencies are parameterised as \( \delta \) distributions in Ref. [10]. The likelihood from Eq. (3.4) is then simplified to

\[
p(N_T, N_{nT}, \hat{\nu}_T, \hat{\nu}_{nT}, \hat{\varepsilon}_T, \hat{\varepsilon}_F) = p(N_T | \nu_T) \cdot p(N_{nT} | \nu_{nT}) .
\] (3.5)

In the following, the motivation of the likelihood matrix method is presented and the equality of the likelihood and Bayesian approaches is shown. The ansatz is made up of two parts, each returning a probability that the lepton is real or fake in the loose and tight regions. Beginning with the loose contribution, the parameters of the likelihood that are used to express the estimators of loose real and fake leptons are referred to as \( \nu^r \) and \( \nu^f \).

As the event yields are assumed to follow a Poisson distribution, the likelihood for the real and fake-event yields is given by

\[
p(N_T^R, N_T^F | \nu^R, \nu^F) = \text{Poisson}(N_T^R | \nu^R) .
\] (3.6)

Since neither \( N_T^R \) nor \( N_T^F \) are measured, but only their sum \( N_L \), the likelihood for the loose region must contain a sum over the possible splits of \( N_L \) into \( N_L^R \) and \( N_L^F \):

\[
p(N_L | \nu^R, \nu^F) = \sum_{x=0}^{N_L} p(N_L - x | \nu^F) \cdot p(x | \nu^R) .
\] (3.7)

The sum index \( x \) counts up all \( N_L^F \) until \( N_L \) is reached.

The migration from loose to tight is defined as the number of successes when the lepton passes or fails the tight requirements. Therefore, a binomial distribution is used as the probability density function. The probability is given by the efficiencies \( \varepsilon^r \) and \( \varepsilon^f \) for real and fake leptons, respectively. The corresponding estimators for the efficiencies are indicated as \( \hat{\varepsilon}^r \). The process is described via

\[
p(N_T^R | \hat{\varepsilon}^R, N_L^R) = \text{Binomial}(N_T^R | \hat{\varepsilon}^R, N_L^R) .
\] (3.8)

The given number of loose real and fake leptons is provided to the binomial distribution as output of the Poisson distribution. Again, only the overall number of tight leptons can be measured and hence a second sum must be used to provide the total probability for a set of data \( D = (N_L, N_T, \varepsilon^r, \varepsilon^f) \) given the parameter vector \( \theta = (\nu^r, \nu^f, \varepsilon^r, \varepsilon^f) \)

\[
p(D | \theta) = \sum_{x=0}^{N_L} \sum_{y=0}^{y_{\text{max}}} p(N_L - x | \nu^F) \cdot p(x | \nu^R) \cdot p(N_T - y | \varepsilon^r, N_L - x) \cdot p(y | \varepsilon^f, x) .
\] (3.9)

Since the binomial terms \( p(N_T - y | \varepsilon^r, N_L - x) \) and \( p(y | \varepsilon^f, x) \) describe the migration from the loose to the tight region, it is only effected by the measured values given the probability

\(^3\)It is possible to re-run the fit with variations in the efficiency to estimate a systematic uncertainty for the estimate.
estimators $\hat{\varepsilon}$. The sum index $y$ counts up all $N_T^f$. The upper limit $y_{\text{max}}$ is due to limitations that $N_T^f$ cannot be greater than either $N_T$ nor $N_L^f$, i.e. the range is given as

$$N_T^f \leq \min(N_T, N_L^f) = y_{\text{max}} .$$

(3.10)

Since $N_{L/T}^f = N_{L/T} - N_{L/T}^f$, Eq. (3.10) can be expressed as

$$N_T^f \leq \min(N_T, N_L^f) = \min(N_T, N_L - N_L^f) .$$

(3.11)

From Eq. (3.11), $N_T^f$ has to be greater or equal to $N_T - \min(N_T, N_L - N_L^f)$. This relation is true if

$$N_T^f \geq \max(0, N_T - N_L + N_L^f) = y_{\text{min}} .$$

(3.12)

Since $y$ counts up all tight and fake leptons, the sum indices $y_{\text{min}}$ and $y_{\text{max}}$ are defined as

$$y_{\text{min}} = \max(0, N_T - N_L + x) ,$$

$$y_{\text{max}} = \min(N_T, x) .$$

(3.13)

Though Eq. (3.5) and Eq. (3.9) were derived with different approaches, they are in fact equivalent, as proven in Appendix A.1.

### 3.2 Bayesian model

Prior knowledge is an essential part of Bayesian inference. Physical knowledge flows into the choice of the prior in order to obtain an appropriate posterior distribution. Thus this choice leads to a certain degree of subjectivity.

It was shown that both likelihoods are mathematically identical, therefore, the formalism of the likelihood matrix method (see Eq. (3.5)) is used due to smaller computation time compared to the likelihood with the two sums in Eq. (3.9). As mentioned before, the efficiencies are chosen to follow $\delta$ distributions in Ref. [10]. Since the formulation of the model in Eq. (3.9) considers the uncertainties as free parameters of the model, they are constrained by the prior below.

The prior distributions in the case of fake-lepton estimation are chosen to be as uninformative as possible, but at the same time physical. Here, $\nu^r$ and $\nu^f$ follow uniform distributions with ranges from $[0, n_{\nu} \cdot N_L]$ due to a small but non-vanishing probability for $\nu^{r/f}$ to be larger than $N_L$. The concrete value of the scale factor $n_{\nu}$ for the prior range can be chosen specifically for each use case to account for the full posterior probability density of the parameters $\nu^{r/f}$.

The efficiencies are assumed to follow a truncated Normal distribution [13] $\mathcal{N}_{\text{tr}}$ from $a = 0$ to $b = 1$ with mean $\varepsilon$ and standard deviation $\sigma_{\varepsilon}$, defined by

$$\mathcal{N}_{\text{tr}}(\varepsilon, \sigma_{\varepsilon}) = \frac{\phi\left(\frac{b - \varepsilon}{\sigma_{\varepsilon}}\right) - \Phi\left(\frac{a - \varepsilon}{\sigma_{\varepsilon}}\right)}{\Phi\left(\frac{b - \varepsilon}{\sigma_{\varepsilon}}\right) - \Phi\left(\frac{a - \varepsilon}{\sigma_{\varepsilon}}\right)} ,$$

(3.14)
where the probability density function $\phi(\alpha)$ and the cumulative distribution function $\Phi(\beta)$ are defined by

$$
\phi(\alpha) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{\alpha^2}{2}},
$$

$$
\Phi(\beta) = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{\beta}{\sqrt{2}} \right) \right).
$$

(3.15)

Other choices for the prior distributions can of course be made.

To develop the likelihood matrix method as a Bayesian model, the likelihood is parameterised according to Eq. (3.2) and Eq. (3.3) and the priors for the efficiencies follow the truncated Normal distributions. This results in two possible parameterisations

$$
\theta^\text{LHMM}_L = (\nu_T, \nu_T, \hat{\varepsilon}_r, \hat{\varepsilon}_f) = \theta, \\
\theta^\text{LHMM}_T = (\nu_T, \nu_T, \hat{\varepsilon}_r, \hat{\varepsilon}_f),
$$

(3.16)

which refer to the parameters in the likelihood in Eq. (3.5). With the additional consideration of uncertainties in the efficiencies, the final likelihood is updated to

$$
p(N_T, N_nT, \varepsilon^r, \hat{\varepsilon}^r, \varepsilon^f, \hat{\varepsilon}^f) = p(N_T|\nu_T)p(N_nT|\nu_nT)p(\varepsilon^r, \sigma_{\varepsilon^r})p(\hat{\varepsilon}^r, \sigma_{\hat{\varepsilon}^r})p(\varepsilon^f, \sigma_{\varepsilon^f})p(\hat{\varepsilon}^f, \sigma_{\hat{\varepsilon}^f}).
$$

(3.17)

The count rate estimators $\nu$ are defined according to Eq. (3.2) and Eq. (3.3) as

$$
\nu_T = \nu_T^r + \nu_T^f = \hat{\varepsilon}^r \nu_T + \hat{\varepsilon}^f \nu_T, \\
\nu_nT = \frac{1-\hat{\varepsilon}^r}{\hat{\varepsilon}^r} \nu_T^r + \frac{1-\hat{\varepsilon}^f}{\hat{\varepsilon}^f} \nu_T^f = (1-\hat{\varepsilon}^r)\nu_T^r + (1-\hat{\varepsilon}^f)\nu_T^f.
$$

(3.18)

(3.19)

Since the loose parameterisation, indicated with the subscript $L$, is identical to the parameterisation of the likelihood in Eq. (3.9) and their equality was shown before, the loose parameterisation is chosen for further studies.

Bayesian inference now returns probabilistic statements on the parameters $\theta$ by considering the data $D$. These statements result from Bayes’ theorem [14]

$$
p(\theta|D) = \frac{\text{Likelihood Prior}}{\text{Evidence}} = \frac{p(D|\theta)p(\theta)}{\int p(D|\theta)p(\theta) d\theta}.
$$

(3.20)

Knowledge and inference about certain parameter distributions are determined using the multidimensional posterior probability distribution [11] and the integral over all nuisance parameters

$$
p(\theta_i|D) = \int p(\theta|D) \prod_{i \neq j} d\theta_j.
$$

(3.21)

The posterior probability for the tight, fake yield results from the multiplication of both marginalised distributions $p(\nu_T^f|D)$ and $p(\hat{\varepsilon}^f|D)$

$$
p(\nu_T^f|D) = p(\nu_T^f|D) \cdot p(\hat{\varepsilon}^f|D).
$$

(3.22)
3.3 Implementation in the Bayesian Analysis Toolkit

The posterior probability density is built in the Julia package BAT.jl [11]. It allows for the implementation of statistical models in a Bayesian framework and the inference of their free parameters. It provides a toolkit with numerical algorithms for sampling, optimisation and integration.

BAT.jl currently offers a choice of two main Markov Chain Monte Carlo (MCMC) algorithms in addition to three importance samplers. MCMC algorithms (Metropolis-Hastings [16, 17] and Hamiltonian Monte Carlo [18]) are well suited for high-dimensional parameter-space sampling, while the importance samplers are an easy and fast-to-use alternative in low-dimensional parameter spaces. They are called via the bat_sample function and provide adjustable, algorithm-specific arguments. Applied for the posterior density to estimate fake-event yields in the tight region, the Metropolis-Hastings algorithm is the algorithm of choice for $N_L > 50$, since the importance samplers provide too few samples to fully explore the parameter space in these regions with sufficient resolution.

4 A comparison of the original and improved matrix methods

As an example for the comparison of the original and improved matrix method, the estimation of the fake-lepton contributions in an inclusive cross-section measurement in top-quark pair production in association with a photon ($t\bar{t}\gamma$) with the ATLAS experiment [19] is discussed in Section 4.1. This measurement used data taken in proton–proton collisions at the Large Hadron Collider (LHC) in the years 2015 and 2016, corresponding to an integrated luminosity of $36 \text{ fb}^{-1}$. The matrix method was used to estimate the fake-lepton yield in the single-lepton channel, which mainly stems from multijet background processes.

Section 4.2 is devoted to the limitations of the matrix method in certain regions of the phase space, as explained in Section 2.1. Therefore, five situations are discussed and the estimates are compared between the original and improved matrix methods.

The following studies are performed using the likelihood from Eq. (3.5) and the Metropolis-Hastings algorithm with a sample size of $10^6$.

4.1 Physics example: $t\bar{t}\gamma$ cross-section measurement with the ATLAS detector

The efficiencies $\varepsilon^r$ and $\varepsilon^f$ were determined with the tag-and-probe technique, using leptons from $Z$ boson decays and control regions enriched with fake leptons for the real and fake efficiency, respectively [19].

Since Ref. [19] only provides the number of estimated fake events as well as its uncertainty to be $N_T^f = 360 \pm 200$ and $N_T$ to be $N_T = 11,750$, but does not give $N_L$ or the real and fake efficiencies, they are estimated here in the following way:

The efficiencies are roughly estimated from Ref. [20]. Although they are a function of various kinematic quantities and the uncertainties in each bin include a combination of systematic and statistical uncertainties, the efficiencies are taken to be $\varepsilon^r = 0.8$ and $\varepsilon^f = 0.2$. To reproduce the uncertainty on the fake-event yield $\sigma_{N_T^f} = 200$, Eq. (2.4) is used to estimate symmetric uncertainties on the efficiencies. For simplicity, the uncertainties on
the efficiencies are assumed to be equal, so that $\sigma_\varepsilon = \sigma_{\varepsilon f} = \sigma_\varepsilon$. Hence, it follows

$$\sigma_\varepsilon = \alpha \sigma_{N_fT},$$

with a factor $\alpha$. The factor is calculated to $\alpha \approx 0.00019$ using an arbitrary $\sigma_\varepsilon$ and the resulting uncertainty $\sigma_{N_fT}$ computed with Eq. (2.4). Therefore, the uncertainty on the efficiencies resulting in the output uncertainty of the original matrix method $\sigma_{N_fT} = 200$ is computed to $\sigma_\varepsilon \approx 0.038$.

The missing number of $N_L$ is derived by transforming Eq. (2.3) as

$$N_L = \frac{1}{\varepsilon^t} \left( N_T - \frac{N_f^t (\varepsilon^f - \varepsilon^t)}{\varepsilon^t} \right) = 16038. \quad (4.2)$$

The marginalised distributions of the Bayesian model for the parameter set $\theta$ are shown in Figure 2. On the main diagonal the posterior parameter distributions are shown with the according 68.27%, 95.45% and 99.73% smallest intervals. The off-diagonals show two-dimensional histograms of the parameter configurations. The posterior distribution
for fake-lepton estimation results from Eq. (3.22) and is shown in Figure 3 as dark blue histogram. The smallest intervals are omitted here.

In Figure 3, the distribution of the original matrix method is shown as well. The estimate with the original matrix method in the orange histogram leads to a non-negligible probability in the unphysical region where the fake yield is negative, while the Bayesian approach does not. Also the values of maximal probability (mean for the original matrix method and mode for the Bayesian approach) differ. The results are summarised in Table 1.

Table 1: Summary of mean values of the distributions in Figure 3. The uncertainties refer to the smallest 68.27\% intervals, since the distribution of the Bayesian model has an asymmetric shape.

| Quantity | Bayesian model | Original matrix method |
|----------|----------------|------------------------|
| mean     | 300^{+225}_{-175} | 360 ± 200              |
| mode     | 300^{+225}_{-175} | 360 ± 200              |
| median   | 352             | 360                    |

Figure 3: Probability distribution function for the fake event estimator passing the tight selection in the example of the $t\bar{t}\gamma$ cross-section measurement.

4.2 Special cases of the original matrix method

One of the main problems of the original formulation of the matrix method are the negative event-yield estimates in some regions of the phase space. Thus, five artificial scenarios only based on the measured quantities $N_L$, $N_T$, $\varepsilon^r$ and $\varepsilon^f$ emphasising the limitations of the matrix method are presented below. Unless otherwise stated, $N_L = 20$ and $N_T = 10$.

1. The first case targets the numerical instabilities of the matrix method when sampling in a region of the phase space with similar efficiencies. For this example, the efficiencies are chosen to be $\varepsilon^r = 0.51 \pm 0.02$ and $\varepsilon^f = 0.50 \pm 0.02$. 

The second case demonstrates how the estimation performs when the parameters of the matrix method are chosen so that $N_f^T \approx 0$. This is achieved for a very small fake efficiency or a very small $N_f^L$. For this example the fake efficiency takes on a value close to zero, so that $\varepsilon^r = 0.75 \pm 0.02$ and $\varepsilon^f = 0.01 \pm 0.02$.

Since analytically there is a possibility that the matrix method estimates negative fake-event yields, the parameters of Eq. (2.3) are chosen so that $N_f^T < 0$.

This scenario discusses two aspects. With the efficiencies are chosen to be $\varepsilon^r = 0.99 \pm 0.02$ and $\varepsilon^f = 0.01 \pm 0.02$, the very large difference $\Delta \varepsilon = |\varepsilon^r - \varepsilon^f|$ is expected to lead to a stable estimate with the matrix method. On the other hand, the Bayesian model is evaluated at the prior bounds, as these are bounded below and above with zero and one (see Eq. (3.14)).

The last case examines the effect of the efficiency uncertainty, hence $\sigma_{\varepsilon}$ is increased by a factor of 10 and the efficiencies are chosen to be $\varepsilon^r = 0.75 \pm 0.20$ and $\varepsilon^f = 0.42 \pm 0.20$.

The results of the cases described above are presented as distributions in histograms in Figure 4 and summarised in Table 2.

| Model       | Quantity | (1)   | (2)   | (3)   | (4)   | (5)   |
|-------------|----------|-------|-------|-------|-------|-------|
| Bayesian model | mode     | 4.00$^{+3.50}_{-4.00}$ | 0.00$^{+0.18}_{-0.00}$ | 0.00$^{+0.12}_{-0.00}$ | 0.08$^{+0.20}_{-0.08}$ | 1.80$^{+4.60}_{-1.80}$ |
|             | median   | 5.25  | 0.12  | 0.79  | 0.19  | 4.41  |
| matrix method | mean     | 10.00$\pm$ 20.41 | 0.07$\pm$ 0.14 | -5.09$\pm$ 0.99 | 0.10$\pm$ 0.20 | 6.37$\pm$ 7.00 |
|             | median   | 10.00 | 0.07  | -5.09 | 0.10  | 6.37  |

Each limit case is described in a column and the values of maximum probability of the distributions (mode for the Bayesian approach and mean for the matrix method) are given. The median is also given for both methods. Since the matrix method distribution follows a Gaussian distribution, mean value and median are identical. This is not the case for the Bayesian model, as the distributions presented in Figure 4 are asymmetric. The uncertainties on the modal values refer to the upper and lower range of the smallest 68.27% intervals.

Each of the plots in Figure 4 contains two histograms with the fake-event yield in the tight regions. One histogram shows the distribution estimated with the original matrix method in orange, the distribution of the Bayesian model is shown in the other histogram in dark blue. The coloured regions indicating the smallest 68.27%, 95.45% and 99.73% intervals are omitted for clarity. The distributions computed with the original matrix method contain negative and thus unphysical contributions in all cases.
The first example in Figure 4a shows the expected unstable fake-event estimate with the matrix method as a broad distribution. The x-axis is truncated from $-10$ to $30$ to also clearly illustrate the distribution of the Bayesian model. The estimate of the latter method is more stable, although the Bayesian approach leads to a broad plateau from $\nu_f^T = 0$ up to $\nu_f^T \approx 7$.

In the second case, presented in Figure 4b, the probability distribution of the matrix method decreases again towards zero. The Bayesian model does not show this feature and leads to a peak at zero but with a wider tail in the positive range.

Even in regions with limited validity of the original matrix method, the Bayesian model adequately describes the distribution of the fake leptons. An example for a region of limited validity is presented in Figure 4c, where the distribution of the matrix method peaks in the negative range without any significant positive contribution. The Bayesian model shows a peak at zero with a steep slope, as expected.

In the fourth limit case in Figure 4d, both methods produce narrow distributions with peaks and uncertainties of the same scale. Although the Bayesian model is evaluated at the prior bounds in this region, the estimate does not suffer. As expected, the distribution computed with the matrix method is very stable and accurate in terms of the mean value.

Since the efficiency uncertainties in the fifth case, given in Figure 4e, are scaled with a factor of ten, the distributions of the two methods are wider, with a longer tail arising in the matrix method distribution. In this case, even with a positive estimated mean value of the matrix method, the values of maximum probability differ.

In general, the Bayesian approach results in a narrower probability density for the fake-lepton yield, with zero probability for negative yields.
Figure 4: Comparison of the original and improved matrix method to estimate fake-event yields in the *tight* region. All distributions are sampled with $10^6$ samples. The Metropolis-Hastings algorithm is used for the Bayesian model posterior samples.
5 Conclusions

The estimation of fake-lepton contributions is a key part of analyses that use prompt leptons. Since simulation-based estimations are impractical due to the small fake probabilities, data-driven techniques, such as the matrix method, are used instead. Alternative approaches have been proposed [10], which make use of maximum likelihood estimates that provide reliable and stable fake-lepton estimates. In this paper, the likelihood approach was reformulated in Bayesian reasoning. Its origin has been developed to describe the collection and migration of loose and tight leptons, respectively, in a probabilistic fashion. The equality of the two approach has been shown. As an example application, the fake-lepton estimation of a top-quark measurement has been used to illustrate that the original matrix method results in non-negligible probabilities for negative event yields, while the improved method only predicts positive values. In five examples, the two methods have been compared, which show the strengths of the improved method over the original matrix method.

A Appendix

A.1 Equality of the two approaches

In the following paragraph, it is proven that the two likelihoods from Eq. (3.9) and Eq. (3.5) are mathematically identical in the loose frame of the likelihood matrix method.

Starting with the binomial theorem

\[(x + y)^n = \sum_{k=0}^{n} \binom{n}{k} x^{n-k} y^k, \quad (A.1)\]

the relation is applied to Eq. (3.2) and Eq. (3.3), resulting in

\[p(N_T | \hat{\varepsilon}^\ell \nu^\ell + \hat{\varepsilon}^f \nu^f) = \frac{(\hat{\varepsilon}^\ell \nu^\ell + \hat{\varepsilon}^f \nu^f)^{N_T}}{N_T!} e^{-(\hat{\varepsilon}^\ell \nu^\ell + \hat{\varepsilon}^f \nu^f)} \]

\[\overset{(A.1)}{=} \sum_{k=0}^{N_T} \binom{N_T}{k} (\hat{\varepsilon}^\ell \nu^\ell)^{N_T-k} (\hat{\varepsilon}^f \nu^f)^k \frac{e^{-(\hat{\varepsilon}^\ell \nu^\ell + \hat{\varepsilon}^f \nu^f)}}{N_T!}, \]

\[p(N_{nT} | (1 - \hat{\varepsilon}^\ell) \nu^\ell + (1 - \hat{\varepsilon}^f) \nu^f) = \frac{(1 - \hat{\varepsilon}^\ell) \nu^\ell + (1 - \hat{\varepsilon}^f) \nu^f)^{N_{nT}}}{(N_L - N_T)!} e^{-(1 - \hat{\varepsilon}^\ell) \nu^\ell + (1 - \hat{\varepsilon}^f) \nu^f)} \]

\[\overset{(A.1)}{=} \sum_{n=0}^{N_{nT}} \binom{N_{nT} - N_T}{n} (1 - \hat{\varepsilon}^\ell) \nu^\ell)^{N_L - N_T - n} \]

\[\cdot (1 - \hat{\varepsilon}^f) \nu^f)^n \frac{e^{-(1 - \hat{\varepsilon}^\ell) \nu^\ell + (1 - \hat{\varepsilon}^f) \nu^f)}}{(N_L - N_T)!}, \quad (A.2)\]

with according parameterisations of \(N_T\) and \(N_{nT}\). More details on the parameterisation are presented in Section 3.2. Since both sums are independent of each other, the terms in
With these substitutions the lower sum index in Eq. (A.4) leads to

$$p(N_T, N_{sT}, \varepsilon^r, \varepsilon^f | \nu^r, \nu^f, \hat{\varepsilon}^r, \hat{\varepsilon}^f) = \sum_{n=0}^{N_L-N_T} \sum_{k=0}^{N_T} \binom{N_T}{k} \binom{N_L-N_T}{n} (\hat{\varepsilon}^r \nu^r)^{N_T-k} (\hat{\varepsilon}^f \nu^f)^k$$

$$\cdot \frac{((1-\hat{\varepsilon}^r) \nu^r)^{N_L-N_T-n} ((1-\hat{\varepsilon}^f) \nu^f)^n e^{-\nu^r-\nu^f}}{N_T!(N_L-N_T)!}$$

$$= \sum_{n=0}^{N_L-N_T} \sum_{k=0}^{N_T} \binom{\hat{\varepsilon}^r N_T-k \nu^r}{N_L-N_T-n} \binom{\hat{\varepsilon}^f N_T-n-k (1-\hat{\varepsilon}^r) N_L-N_T-n}{k! n! (N_T-k)! (N_L-N_T-n)!}$$

Eq. (A.3) can be compared to the likelihood resulting from the considerations in Eq. (3.9)

$$p(N_L, N_T, \varepsilon^r, \varepsilon^f | \nu^r, \nu^f, \hat{\varepsilon}^r, \hat{\varepsilon}^f) = \sum_{x=0}^{N_L} \sum_{y=0}^{\min y_{\text{max}}} \binom{N_L-x}{y} \binom{N_T-y}{\hat{\varepsilon}^r N_T-y} \binom{\hat{\varepsilon}^f N_L-x}{\nu^f N_L-x}$$

$$\cdot \frac{(1-\hat{\varepsilon}^r) N_L-N_T-x+y (1-\hat{\varepsilon}^f) x-y e^{-\nu^r-\nu^f}}{x!(N_L-x)!}$$

$$= \sum_{x=0}^{N_L} \sum_{y=0}^{\min y_{\text{max}}} \binom{\hat{\varepsilon}^r N_T-y \nu^r}{N_L-x} \binom{\hat{\varepsilon}^f N_L-x}{\nu^f N_L-x+y}$$

$$\cdot \frac{(1-\hat{\varepsilon}^r) x-y (\hat{\varepsilon}^f \nu^f)^x e^{-\nu^r-\nu^f}}{y! (x-y)! (N_T-y)! (N_L-N_T-x+y)!}.$$  \(\text{(A.4)}\)

The comparison of the coefficients and the corresponding exponents of Eq. (A.3) and Eq. (A.4) leads to

$$y = k$$

$$n = x - y \Leftrightarrow x = n + k.$$  \(\text{(A.5)}\)

With these substitutions the lower sum index \(x = 0\) in Eq. (A.4) can be rewritten with the binomial coefficient \(\binom{x}{y}\)

$$\binom{x}{y} \xrightarrow{\text{(A.5)}} \binom{n+k}{k}.$$  \(\text{(A.6)}\)

Since the binomial coefficient is only defined for \(n+k \geq k\) \(\text{[21]}\), the lower limit for \(n\) results in

$$n \geq 0.$$  \(\text{(A.7)}\)

The upper limit \(y_{\text{min}}\) is derived with the second binomial coefficient \(\binom{N_L-x}{N_T-y}\) to

$$\binom{N_L-x}{N_T-y} \xrightarrow{\text{(A.5)}} \binom{N_L-n-k}{N_T-k}.$$  \(\text{(A.8)}\)
Using the same reasoning, this implies $N_L - n - k \geq N_T - k$, which leads to $n \leq N_L - N_T$.

The transformation of the sum over $y$ is done with the lower and upper limits of the first sum

$$
y = k = \max(0, n + k + N_T - N_L) \quad | \quad n \text{ cannot be larger than } N_L - N_T
$$

$$
k = \max(0, k)
\Rightarrow k \geq 0 , \quad \text{(A.9)}
$$

while the upper limit follows as

$$
k = \min(n + k, N_T) \quad | \quad n \text{ cannot be less than } 0
$$

$$
k = \min(k, N_T)
\Rightarrow k \leq N_T . \quad \text{(A.10)}
$$

Therefore, the ranges of $n$ and $k$ are defined by $0 \leq n \leq N_L - N_T$ and $0 \leq k \leq N_T$, respectively, as given in Eq. (A.3).
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