Non-uniform evolutionary response of gecko eye size to changes in diel activity patterns
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Eye and body size measurements, diel activity pattern

We used a total number of 99 gecko species for this study (table S1, [1]), representing a mix of literature data and new data collections. We measured the anteroposterior eye diameter (ED) and snout-vent-length (SVL) in 62 gecko species (1-12 mostly adult individuals per species, with a mean of 2.5 individuals per species) in museum collections. All specimens were in vitro, i.e., animals were preserved in formaldehyde and subsequently stored in 70% ethanol). ED is considered to be tightly correlated with the true diameter of the eye, as the eye is well discernable even in geckos with eyelids. We supplemented these data with published records for 37 species [2]. SVL of all species in the sample ranged from 21.92 to 208.5 mm.

We compiled information on their diel activity pattern (DAP) through many different sources, including the primary literature (e.g., [3]), natural history books [4], the IUCN red list [5], and personal observation (TEH). Using categories as defined by Schmitz and Motani [6], we recognize 61 nocturnal, 4 cathemeral/crepuscular, and 34 diurnal species in our sample.

Phylogenetic comparative analysis

All comparative analyses were performed on species averages in a phylogenetic context [7] using R 3.4.4 [8]. This time-calibrated tree was estimated with maximum likelihood (RAxML)
from data on 52 genes for 4162 squamate species [7], and we pruned this tree to match our
data. We lacked alpha taxonomic data for two taxa, *Lepidoblepharis* sp. and *Pseudogonatodes* sp. To include them into the phylogenetic comparative analysis we swapped in representative
lineages of these clades (*Lepidoblepharis festae* and *Pseudogonatodes guianensis*). We initially
explored the ancestral states of diel activity pattern (3 states: nocturnal, cathemeral/crepuscular,
and diurnal) with the ace-function in the ape package [9]. We tried the equal-rates (ER), the
symmetric-rates (SYM), and the all-rates-different (ARD) model. Both SYM and ARD models
caused computational difficulties, probably because of too many states (3) for the given number
of tips (99). We therefore restricted all subsequent ancestral state reconstructions to the ER-
model, which suggested a nocturnal origin of geckos, consistent with a recently published study
[10]. Next, we reconstructed the evolutionary history of DAP with stochastic character mapping,
assuming equal transition rates, summarized from 1000 iterations implemented in phytools [11].

Sample size likely influences ancestral state reconstructions. To test whether our current
reconstructions for 99 species were reliable, we combined previously published data [10] with
our current dataset and ran a more comprehensive analysis with 254 species (table S2, [1]). As
before, we applied stochastic character mapping with equal transition rates (figure S1). Next, we
pruned the tree summarized from 1000 SIMMAP iterations and compared the node estimates
with our previous version obtained from 99 species. These node estimates were the same. As
we need full SIMMAP trees for the mvMORPH analysis (see below), we proceeded with the
ancestral state reconstruction for 99 species.

Eye size differences between groups of DAP were assessed by phylogenetic
generalized least squares (PGLS, [12, 13]). We determined the extent of phylogenetic
autocorrelation in the data by estimating phylogenetic signal with two different approaches.
First, we focused on Pagel’s $\lambda$, a tree transformation parameter that multiplies the off-diagonals
of the correlation matrix. For $\lambda=1$, the common descent of species explains the trait pattern well,
i.e., phylogenetic signal is strong, while for $\lambda<1$ the amount of phylogenetic signal decreases.
We estimated Pagel’s $\lambda$ for the residual errors in the generalized least square model with maximum likelihood, using the ape function `corPagel()` in conjunction with nlme’s `gls()` function [9, 12, 13]. Second, we tried $\alpha$, one of the parameters of the Ornstein-Uhlenbeck (OU) model, to estimate phylogenetic signal. The $\alpha$ value is a parameter that describes the strength of selection, with large $\alpha$ describing strong selection and weak phylogenetic signal, and small $\alpha$ describing weak selection and strong phylogenetic signal. We estimated $\alpha$ for the residual errors in the generalized least square model with maximum likelihood, using the ape function `corMartins()` in conjunction with nlme’s `gls()` function [9, 12, 13].

For all PGLS regressions with Pagel’s (Brownian Motion, BM) correlation structure, we verified that the maximum likelihood estimate of Pagel’s $\lambda$ did represent a global optimum, and checked for normal distribution of residuals and absence of heteroscedasticity. When attempting PGLS with an OU correlation structure, problems with the likelihood calculations emerged, which we tried to solve by selecting different starting values of $\alpha$ ($\alpha>1.6$). However, the estimated parameter value was never different from the starting value. When performing PGLS over a range of fixed $\alpha$ values (without maximum likelihood optimization), we found a flat log likelihood distribution, with large log likelihood only for very small $\alpha$ values, therefore approaching a simple BM model. Hence, we restricted our full analysis to PGLS with BM correlation structure.

To determine if DAP influences ED, we fitted two basic PGLS models to the data. One in which ED solely depends on SVL (ED ~ SVL), and one in which DAP was added as a treatment (ED ~ SVL + DAP). We selected the better fitting model by calculating sample-size corrected Akaike Information Criterion (AICc) scores. The model with lower score is better, and considered strongly preferred over alternative models if delta AICc is $>4$ [14]). Our results show that PGLS with DAP as treatment is the better fitting model ($\Delta$AICc=15.9), suggesting the presence of different phenotypic optima for each group of activity pattern.
We tested for the presence of different phenotypic optima with a multivariate model-fitting approach (mvMORPH, [15]) that we performed over the full set of 1000 SIMMAP reconstructions. Specifically, we tested whether a model with multiple peaks (OUM), one for each group of DAP, fits data better than a single peak model (OU1). AICc scores identify the OUM model as the best models, with ΔAICc for the 1000 iterations averaging at 23.2±5.4, ranging from 3.5 to 36.1. Simulations demonstrate that the type I error rate is reasonably low (0.1) and the power is high (1), averaged over 100 iterations. The estimated θ (optimal trait value) for diurnal species are SVL= 27.6±1.1mm with ED=1.6±1.2mm, and SVL=42.5±1.4mm with ED=5.0±1.34mm for cathemeral/crepuscular species. Estimated θ values for SVL (69±1.1mm) and ED (6.3±1.1mm) are largest for nocturnal species.

To investigate the adaptive landscape of residual eye size (calculated as residuals from a PGLS with BM correlation structure) in more detail, we adopted the Bayesian implementation of the Ornstein-Uhlenbeck model of trait evolution (bayou, [16]), an agnostic approach to identify selective regime shifts across all branches of a phylogeny. We multiplied residuals by 10 to avoid computational issues that may emerge from small trait values and long branches. Probabilistic priors for α (a measure for the strength of selection) and σ² (the evolutionary rate parameter) were left at defaults, but the prior for θ (the optimal trait value) was drawn from a normal distribution around the trait mean with a standard deviation of 5. We set the expected number of selective regime shifts to 20, with an upper limit of 196, the number of branches in the tree, where each branch had the same probability to feature a shift, irrespective of its length. The reversible jump Markov chain Monte Carlo simulations (two independent chains) were run for 2,000,000 generations, of which the first 30% was discarded as burn-in. We ensured prior adequacy by verifying that the estimated parameters (σ² and α) were not exactly congruent with the priors, and checked for convergence with Gelman’s R (for log likelihood, σ², and α) and a plot of the posterior probabilities for shifts along branches from each chain against each other.
Gelman’s R compares the variance within and between different MCMC chains by calculating a scale reduction factor, which approaches 1 if convergence is reached [17]. We considered selective regime shifts well-supported if their respective posterior probability was far outside the main distribution of all branches (figure S2c). Similar to the mvMORPH analysis, the estimated θ values were well within the range of the empirical data. What follows are parameter estimates from a single MCMC run, but estimates are similar across different chains. The ancestral θ is estimated at 0.019 (residual eye size, please also compare to Figure 1c). The *Naultinus* clade (D2) has an estimated θ of -0.135, while the *Sphaerodactylus/Gonatodes* clade (D4) has a θ of -0.07, except for *Lepidoblepharis* which is characterized by a regime with a θ of -0.34. The *Lepidoblepharis* θ is lower than the observed residual, which may suggest that bayou has difficulties estimating θ for this extremely small residual eye size. The estimated θ for the Palearctic Naked-Toe Geckos (0.158) is well within the observed range. The global estimate of α (strength of selection) is 3.3, with a large standard deviation (±2.7), which means that the phylogenetic half-life (log(2)/α, the time required to evolve halfway from the ancestral state toward a trait optimum) may range from ca. 0.1 to 1.1 million years.
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**Figure captions**

Figure S1. Evolution of diel activity patterns in geckos inferred from data on 254 species (table S2). Pie charts at the internal nodes represent node estimate summaries of 1000 stochastic character maps.

Figure S2. a) Gelman’s R values as function of reversible jump MCMC generation for log likelihood (top panel), \( \alpha \) (center), and \( \sigma^2 \) (bottom). Convergence is reached, i.e., both dashed and solid lines are flat, without jumps, after about 600,000 generations. We discarded all results as burn-in to the left of the red dashed line. b) We plotted the posterior probabilities of a selective regime shift along a given branch obtained from each reversible-jump MCMC chain against each other to test whether the two chains provided similar results. The bivariate plot strongly suggests that the chains had reached stationarity, as the points deviate only very slightly from the expected slope of 1 (solid line). c) Density distribution of all posterior probabilities (mean from the two chains) for selective regime shifts. The expected probability of a selective regime shift \( 1/(2^n - 2) \), where \( n \) is the number of species) is indicated by the dashed line. We considered 4 regime shifts well supported as they were far outside the main distribution, as indicated by the blue vertical arrow (posterior probabilities: 0.97, 0.96, 0.91, and 0.88).
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(a) Gelman's R: InL

(b) Comparison of posterior probabilities from Chain 1 and Chain 2

(c) Density plot of posterior probabilities