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Abstract
We study the surjectivity of, and the existence of right inverses for, the asymptotic Borel map in Carleman–Roumieu ultraholomorphic classes defined by regular sequences in the sense of E. M. Dyn’kin. We extend previous results by J. Schmets and M. Valdivia, by V. Thilliez, and by the authors, and show the prominent role played by an index, associated with the sequence, that was introduced by V. Thilliez. The techniques involve regular variation, integral transforms and characterization results of A. Debrouwere in a half-plane, stemming from his study of the surjectivity of the moment mapping in general Gelfand–Shilov spaces.
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1 Introduction
The concept of asymptotic expansion, introduced by H. Poincaré in 1886, has played an essential role in the understanding of the analytical meaning of the formal power series solutions to large classes of functional equations (ordinary and partial differential equations,
difference and $q$-difference equations, and so on). The existence of such an expansion for a complex holomorphic function in a sector $S$ of the Riemann surface of the logarithm amounts to a precise control on the growth of its derivatives, and this fact gives the link with ultraholomorphic classes, on whose elements’ derivatives are usually imposed local or global bounds in terms of a weight sequence $\mathcal{M} = (M_p)_{p \in \mathbb{N}_0}$ of positive real numbers. See Sect. 2.3 for an account in this respect. The asymptotic Borel map sends a function in one of such classes into its formal power series of asymptotic expansion, and in many instances it is important to decide about its injectivity and surjectivity when considered between suitable spaces. We refer the reader to our previous paper [10], whose introduction contains a non comprehensive historical account of the results in this respect, and where the problem of injectivity in unbounded sectors and for general weight sequences is completely closed, by solving a pending case not covered by the powerful results of S. Mandelbrojt [14] and B. Rodríguez-Salinas [17].

Regarding surjectivity, the classical Borel–Ritt–Gevrey theorem of B. Malgrange and J.-P. Ramis [16], solving the case of Gevrey asymptotics, was extended to different more general situations by J. Schmets and M. Valdivia [19], V. Thilliez [20,21] and the authors [10,18]. For a weight sequence $\mathcal{M}$, our main satisfactory results have been the following:

(i) The Borel map is never bijective [10, Theorem 3.17].
(ii) The strong nonquasianalyticity condition is equivalent to the fact that the index $\gamma(\mathcal{M})$ of V. Thilliez is positive, and this condition is necessary for surjectivity [10, Lemma 4.5].
(iii) For a sector $S_\gamma$ of opening $\pi \gamma$ ($\gamma > 0$) and under the hypothesis of strong regularity for $\mathcal{M}$, V. Thilliez [21] proved surjectivity of the Borel map for $\gamma < \gamma(\mathcal{M})$. Conversely, we have proved [10, Corollaries 4.18 and 4.19] that surjectivity implies $\gamma \leq \gamma(\mathcal{M})$ and, in case $\gamma(\mathcal{M})$ is a rational number, even $\gamma < \gamma(\mathcal{M})$ is obtained whenever uniform asymptotics are considered.
(iv) Surjectivity was completely characterized whenever $\mathcal{M}$ admits a nonzero proximate order [18, Theorem 6.1].

The present paper intends to go one step further and complete the partial information given in [10, Theorem 4.14] concerning the case of regular weight sequences in the sense of E. M. Dyn’kin [6], which instead of moderate growth satisfy the milder condition of derivation closedness (see Sect. 2.2 for the precise definitions). Moreover, the existence of extension operators, continuous linear right inverses for the Borel map, is studied in this general case. It is interesting to note that the condition $(\beta_2)$, introduced by H.-J. Petzsche [15] in a similar study for ultradifferentiable classes, plays again a prominent role here, and its relationship with other conditions of rapid variation is elucidated. In particular, the condition $\gamma(\mathcal{M}) = \infty$, stronger than $(\beta_2)$, guarantees the surjectivity of the Borel map and the existence of global extension operators for any sector in the Riemann surface of the logarithm.

We have not considered in this paper the closely related case of Beurling ultraholomorphic classes. The surjectivity of the Borel map in this setting, for $\gamma < \gamma(\mathcal{M})$ and under the moderate growth condition, was established by V. Thilliez [21, Cor. 3.4.1], and A. Debrouwere [4] has very recently proved the existence of extension operators under the same hypotheses by using results from the splitting theory of Fréchet spaces. We think our techniques apply, with really slight modifications, to the Beurling framework, and results similar to the ones presented here could be established for regular sequences, so extending the results in [4]. We note that, in this context, the condition $(\beta_2)$ (see Sect. 4) is no longer needed for global extension operators to exist, and so this condition will not appear in the corresponding Beurling version of Theorem 4.2 in this paper.
2 Preliminaries

2.1 Notation

We set $\mathbb{N} := \{1, 2, \ldots\}$, $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. $\mathcal{R}$ stands for the Riemann surface of the logarithm, where the notation $z = |z|e^{i\theta}$ refers to the element $(|z|, \theta) \in (0, \infty) \times \mathbb{R}$. $\mathbb{C}[[z]]$ is the space of formal power series in $z$ with complex coefficients.

For $\gamma > 0$, we consider unbounded sectors bisected by direction 0,

$$S_\gamma := \left\{ z \in \mathcal{R} : |\arg(z)| < \frac{\gamma \pi}{2} \right\}$$

or, in general, bounded or unbounded sectors

$$S(d, \alpha, r) := \left\{ z \in \mathcal{R} : |\arg(z) - d| < \frac{\alpha \pi}{2}, |z| < r \right\}, \quad S(d, \alpha) := \left\{ z \in \mathcal{R} : |\arg(z) - d| < \frac{\alpha \pi}{2} \right\}$$

with bisecting direction $d \in \mathbb{R}$, opening $\alpha \pi$ and (in the first case) radius $r \in (0, \infty)$.

A sector $T$ is said to be a proper subsector of a sector $S$ if $T \subset S$ (where the closure of $T$ is taken in $\mathcal{R}$, and so the vertex of the sector is not under consideration). In case such $T$ is also bounded, we say it is a bounded proper subsector of $S$.

2.2 Weight sequences and their properties

In what follows, $\mathbb{M} = (M_p)_{p \in \mathbb{N}_0}$ will always stand for a sequence of positive real numbers, and we will always assume that $M_0 = 1$. We define its sequence of quotients $m = (m_p)_{p \in \mathbb{N}_0}$ by $m_p := \frac{M_{p+1}}{M_p}$, $p \in \mathbb{N}_0$; clearly, the knowledge of $\mathbb{M}$ amounts to that of $m$, since $M_p = m_0 \cdots m_{p-1}$, $p \in \mathbb{N}$. We will denote by small letters the quotients of a sequence given by the corresponding capital letters. The following properties for a sequence will play a role in this paper:

(i) $\mathbb{M}$ is logarithmically convex (for short, (lc)) if

$$M_p^2 \leq M_{p-1}M_{p+1}, \quad p \in \mathbb{N}.$$

(ii) $\mathbb{M}$ is stable under differential operators or satisfies the derivation closedness condition (briefly, (dc)) if there exists $D > 0$ such that

$$M_{p+1} \leq D^{p+1} M_p, \quad p \in \mathbb{N}_0.$$

(iii) $\mathbb{M}$ is of, or has, moderate growth (briefly, (mg)) whenever there exists $A > 0$ such that

$$M_{p+q} \leq A^{p+q} M_p M_q, \quad p, q \in \mathbb{N}_0.$$

(iv) $\mathbb{M}$ satisfies the condition (snq) if there exists $B > 0$ such that

$$\sum_{q=p}^{\infty} \frac{M_q}{(q+1)M_{q+1}} \leq B \frac{M_p}{M_{p+1}}, \quad p \in \mathbb{N}_0.$$

It will be convenient to introduce the notation $\hat{\mathbb{M}} := (p!M_p)_{p \in \mathbb{N}_0}$. All these properties are preserved when passing from $\mathbb{M}$ to $\hat{\mathbb{M}}$. In the classical work of H. Komatsu [11], the properties (lc), (dc) and (mg) are denoted by $(\mathbb{M}.1)$, $(\mathbb{M}.2)'$ and $(\mathbb{M}.2)$, respectively, while (snq) for $\mathbb{M}$ is the same as property $(\mathbb{M}.3)$ for $\hat{\mathbb{M}}$. Obviously, (mg) implies (dc).
The sequence of quotients \( \mathbf{m} \) is nondecreasing if and only if \( \mathbb{M} \) is (lc). In this case, it is well-known that \( (M_p)^{1/p} \leq m_{p-1} \) for every \( p \in \mathbb{N} \), the sequence \((M_p)^{1/p}\) is nondecreasing, and \( \lim_{p \to \infty} (M_p)^{1/p} = \infty \) if and only if \( \lim_{p \to \infty} m_p = \infty \). In order to avoid trivial situations, we will restrict from now on to (lc) sequences \( \mathbb{M} \) such that \( \lim_{p \to \infty} m_p = \infty \), which will be called \textit{weight sequences}.

Following E. M. Dyn’kin [6], if \( \mathbb{M} \) is a weight sequence and satisfies (dc), we say \( \mathbb{M} \) is \textit{regular}. According to V. Thilliez [21], if \( \mathbb{M} \) satisfies (lc), (mg) and (snq), we say \( \mathbb{M} \) is \textit{strongly regular}; in this case \( \mathbb{M} \) is a weight sequence, and the corresponding \( \hat{\mathbb{M}} \) is regular.

We mention some interesting examples. In particular, those in (i) and (iii) appear in the applications of summability theory to the study of formal power series solutions for different kinds of equations.

(i) The sequences \( \mathbb{M}_{\alpha, \beta} := (p^{l_\alpha} \prod_{m=0}^{p-1} \log^\beta(e + m))_{p \in \mathbb{N}_0} \), where \( \alpha > 0 \) and \( \beta \in \mathbb{R} \), are strongly regular (in case \( \beta < 0 \), the first terms of the sequence have to be suitably modified in order to ensure (lc)). In case \( \beta = 0 \), we have the best known example of a strongly regular sequence, \( \mathbb{M}_\alpha := \mathbb{M}_{\alpha, 0} = (p^{l_\alpha})_{p \in \mathbb{N}_0} \), called the \textit{Gevrey sequence of order} \( \alpha \).

(ii) The sequence \( \mathbb{M}_{0, \beta} := (\prod_{m=0}^{p-1} \log^\beta(e + m))_{p \in \mathbb{N}_0} \), with \( \beta > 0 \), satisfies (lc) and (mg), and \( \mathbf{m} \) tends to infinity, but (snq) is not satisfied.

(iii) For \( q > 1 \), \( \mathbb{M}_q := (q^{p^2})_{p \in \mathbb{N}_0} \) satisfies (lc), (dc) and (snq), but not (mg).

Two sequences \( \mathbb{M} = (M_p)_{p \in \mathbb{N}_0} \) and \( \mathbb{L} = (L_p)_{p \in \mathbb{N}_0} \) of positive real numbers, with respective quotients \( \mathbf{m} \) and \( \ell \), are said to be:

(i) \textit{equivalent}, and we write \( \mathbb{M} \approx \mathbb{L} \), if there exist positive constants \( A, B \) such that

\[
A^p M_p \leq L_p \leq B^p M_p, \quad p \in \mathbb{N}_0.
\]

(ii) \textit{strongly equivalent}, and we write \( \mathbf{m} \simeq \ell \), if there exist positive constants \( a, b \) such that

\[
am_p \leq \ell_p \leq bm_p, \quad p \in \mathbb{N}_0.
\]

Whenever \( \mathbf{m} \simeq \ell \) we have \( \mathbb{M} \approx \mathbb{L} \), but not conversely.

As an example, for \( \alpha > 0 \) we set \( \mathbb{L}_\alpha := (\Gamma(1 + p \alpha))_{p \in \mathbb{N}_0} \), where \( \Gamma \) denotes the Eulerian Gamma function; it is well-known that \( \ell_\alpha \simeq ((p + 1)^\alpha)_{p \in \mathbb{N}_0} \) and so \( \ell_\alpha \approx \mathbb{M}_\alpha \), the Gevrey sequence of order \( \alpha \).

Conditions (dc) and (mg) are clearly preserved by \( \approx \), and so also by \( \simeq \), for general sequences; (snq) is obviously preserved for weight sequences by \( \simeq \), but also by \( \approx \) (see the work of H.-J. Petzsche [15, Cor. 3.2] for an indirect argument, and our paper [9, Cor. 3.14] for a direct proof of a more general statement).

Given two sequences \( \mathbb{M} \) and \( \mathbb{L} \), we use the notation \( \mathbb{M} \cdot \mathbb{L} = (M_p L_p)_{p \in \mathbb{N}_0} \) and \( \mathbb{M}/\mathbb{L} = (M_p / L_p)_{p \in \mathbb{N}_0} \). We will use the fact that \( \mathbb{M} \) satisfies (mg), respectively (dc), if and only if \( \mathbb{M} \cdot \mathbb{L}_\alpha \) or \( \mathbb{M}/\mathbb{L}_\alpha \) satisfy (mg), resp. (dc), for some \( \alpha > 0 \).

### 2.3 Asymptotic expansions, ultraholomorphic classes and the asymptotic Borel map

In this paragraph \( S \) is a sector and \( \mathbb{M} \) a sequence. We start by recalling the concept of asymptotic expansion.

We say a holomorphic function \( f \) in \( S \) admits the formal power series \( \hat{f} = \sum_{p=0}^{\infty} a_p z^p \in \mathbb{C}[[z]] \) as its \( \{\mathbb{M}\}\)-\textit{asymptotic expansion} in \( S \) (when the variable tends to 0) if for every bounded
proper subsector $T$ of $S$ there exist $C_T, A_T > 0$ such that for every $p \in \mathbb{N}_0$, one has

$$|f(z) - \sum_{n=0}^{p-1} a_n z^n| \leq C_T A_T^p M_p |z|^p, \quad z \in T.$$  

If the expansion exists, it is unique, and we will write $f \sim_{[M]} \hat{f}$ in $S$. $\hat{A}_{[M]}(S)$ stands for the space of functions admitting $[M]$-asymptotic expansion in $S$.

We say a holomorphic function $f : S \to \mathbb{C}$ admits $\hat{f}$ as its uniform $[M]$-asymptotic expansion in $G$ (of type $1/A$ for some $A > 0$) if there exists $C > 0$ such that for every $p \in \mathbb{N}_0$, one has

$$|f(z) - \sum_{n=0}^{p-1} a_n z^n| \leq C A^p M_p |z|^p, \quad z \in S. \quad (2.1)$$

In this case we write $f \sim_{[M], A} u \hat{f}$ in $S$, and $\hat{A}^u_{[M], A}(S)$ denotes the space of functions admitting uniform $[M]$-asymptotic expansion of type $1/A$ in $S$, endowed with the norm

$$\|f\|_{[M], u} := \sup_{z \in S, p \in \mathbb{N}_0} \left( \frac{|f(z) - \sum_{k=0}^{p-1} a_k z^k|}{A^p M_p |z|^p} \right).$$

which makes it a Banach space. $\hat{A}^u_{[M]}(S)$ stands for the $(LB)$ space of functions admitting a uniform $[M]$-asymptotic expansion in $S$, obtained as the union of the previous classes when $A$ runs over $(0, \infty)$. When the type needs not be specified, we simply write $f \sim_{[M]} \hat{f}$ in $S$. Note that, taking $p = 0$ in (2.1), we deduce that every function in $\hat{A}^u_{[M]}(S)$ is a bounded function.

Finally, we define for every $A > 0$ the class $A_{[M], A}(S)$ consisting of the functions holomorphic in $S$ such that

$$\|f\|_{[M], A} := \sup_{z \in S, p \in \mathbb{N}_0} \frac{|f(z)|}{A^p M_p} < \infty.$$  

($A_{[M], A}(S), \| \cdot \|_{[M], A}$) is a Banach space, and $A_{[M]}(S) := \bigcup_{A > 0} A_{[M], A}(S)$ is called a Carleman–Roumieu ultraholomorphic class in the sector $S$, whose natural inductive topology makes it an $(LB)$ space.

We warn the reader that these notations do not agree with the ones used in [10,18], where $\hat{A}_{[M]}(S)$ was denoted by $\hat{A}_{\mathbb{M}}(S)$, $\hat{A}^u_{[M]}(S)$ by $\hat{A}^u_{\mathbb{M}}(S)$, $A_{[M], A}(S)$ by $A_{\mathbb{M}/L_1, A}(S)$, and $A_{[M]}(S)$ by $A_{\mathbb{M}/L_1}(S)$.

If $\mathbb{M}$ is (lc), the spaces $A_{[M]}(S)$, $\hat{A}^u_{[M]}(S)$ and $\hat{A}_{[M]}(S)$ are algebras, and if $\mathbb{M}$ is (dc) they are stable under taking derivatives. Moreover, if $\mathbb{M} \approx \mathbb{M}$ the corresponding classes coincide.

Since the derivatives of $f \in A_{[M], A}(S)$ are Lipschitz, for every $p \in \mathbb{N}_0$ one may define

$$f^{(p)}(0) := \lim_{z \to 0, z \in S} f^{(p)}(z) \in \mathbb{C}. \quad (2.2)$$

As a consequence of Taylor’s formula and Cauchy’s integral formula for the derivatives, there is a close relation between Carleman–Roumieu ultraholomorphic classes and the concept of asymptotic expansion (the proof may be easily adapted from [1]).

**Proposition 2.1** Let $\mathbb{M}$ be a sequence and $S$ be a sector. Then,
(i) If \( f \in \mathcal{A}_{[M],A}(S) \) then \( f \) admits \( \hat{f} := \sum_{p \in \mathbb{N}_0} \frac{1}{p!} f^{(p)}(0)z^p \) as its uniform \([M]\)-asymptotic expansion in \( S \) of type \( 1/A \), where \( (f^{(p)}(0))_{p \in \mathbb{N}_0} \) is given by (2.2). Moreover, \( \| f \|_{[M],A,u} \leq \| f \|_{\widetilde{M},A}, \) and so the identity \( \mathcal{A}_{[M],A}(S) \hookrightarrow \widetilde{\mathcal{A}}_{[M],A}(S) \) is continuous. Consequently, we also have that
\[
\mathcal{A}_{[M]}(S) \subseteq \widetilde{\mathcal{A}}_{[M]}(S) \subseteq \widetilde{\mathcal{A}}_{[M],A}(S),
\]
and \( \mathcal{A}_{[M]}(S) \hookrightarrow \widetilde{\mathcal{A}}_{[M]}(S) \) is continuous.

(ii) \( f \in \widetilde{\mathcal{A}}_{[M]}(S) \) if and only if for every (bounded or, if possible, unbounded) proper subsector \( T \) of \( S \) there exists \( A_T > 0 \) such that \( f|_T \in \mathcal{A}_{[M],A_T}(T) \). In case any of the previous holds and \( f \sim_{[M]} \sum_{p=0}^\infty a_p z^p \), then for every such \( T \) and every \( p \in \mathbb{N}_0 \) one has
\[
a_p = \lim_{z \to 0} \frac{f^{(p)}(z)}{p!}, \tag{2.3}
\]
and we can set \( f^{(p)}(0) := p! a_p \).

(iii) If \( S \) is unbounded and \( T \) is a proper subsector of \( S \), then there exists a constant \( c \) such that the restriction to \( T \), \( f|_T \), of functions \( f \) defined on \( S \) and admitting a uniform \([M]\)-asymptotic expansion in \( S \) of type \( 1/A > 0 \), belongs to \( \mathcal{A}_{[M],cA}(T) \), and \( \| f|_T \|_{[M],cA} \leq \| f \|_{[M],A,u} \). So, the restriction map from \( \widetilde{\mathcal{A}}_{[M],A}(S) \) to \( \mathcal{A}_{[M],cA}(T) \) is continuous, and it is also continuous from \( \widetilde{\mathcal{A}}_{[M]}(S) \) to \( \mathcal{A}_{[M]}(T) \).

One may accordingly define classes of formal power series
\[
\mathbb{C}[[z]]_{[M],A} = \left\{ \hat{f} = \sum_{p=0}^\infty a_p z^p \in \mathbb{C}[[z]] : \| \hat{f} \|_{[M],A} := \sup_{p \in \mathbb{N}_0} \frac{|a_p|}{A^p M^p} < \infty \right\}.
\]
\((\mathbb{C}[[z]]_{[M],A}, \| \cdot \|_{[M],A})\) is a Banach space and we put \( \mathbb{C}[[z]]_{[M]} := \cup_{A>0} \mathbb{C}[[z]]_{[M],A} \), again an \((LB)\) space.

Given \( f \in \widetilde{\mathcal{A}}_{[M]}(S) \) with \( f \sim_{[M]} \hat{f} \), and taking into account (2.3), it is straightforward that \( \hat{f} \in \mathbb{C}[[z]]_{[M]} \), so it is natural to consider the asymptotic Borel map
\[
\tilde{B} : \widetilde{\mathcal{A}}_{[M]}(S) \longrightarrow \mathbb{C}[[z]]_{[M]}
\]
\(\tilde{B}\) is a homomorphism of algebras; if \( M \) is also \((dc)\), differentiation commutes with \( \tilde{B} \). Moreover, it is continuous when considered between the corresponding Banach or \((LB)\) spaces previously introduced. Finally, note that if \( M \approx L \), then \( \mathbb{C}[[z]]_{[M]} = \mathbb{C}[[z]]_{[L]} \), and the corresponding Borel maps are in all cases identical.
Since the problem under study is invariant under rotation, we will focus on the surjectivity of the Borel map in unbounded sectors $S_{\gamma}$. So, we define

$$S_{\tilde{M}} := \{ \gamma > 0 ; \ \tilde{B} : A_{\tilde{M}}(S_{\gamma}) \rightarrow \mathbb{C}[z]_{\tilde{M}} \text{ is surjective} \},$$

$$S_{\tilde{M}}^u := \{ \gamma > 0 ; \ \tilde{B} : \tilde{A}^u_{\tilde{M}}(S_{\gamma}) \rightarrow \mathbb{C}[z]_{\tilde{M}} \text{ is surjective} \},$$

$$\tilde{S}_{\tilde{M}} := \{ \gamma > 0 ; \ \tilde{B} : \tilde{A}_{\tilde{M}}(S_{\gamma}) \rightarrow \mathbb{C}[z]_{\tilde{M}} \text{ is surjective} \}.$$

We again note that these intervals were respectively denoted by $S_M$, $S_M^u$ and $\tilde{S}_M$ in [10].

It is clear that $S_{\tilde{M}}$, $S_M^u$ and $\tilde{S}_M$ are either empty or left-open intervals having 0 as endpoint, called \textit{surjectivity intervals}. Using Proposition 2.1, items (i) and (iii), we easily see that

$$\left( S_{\tilde{M}}^u \right)^{\circ} \subseteq S_{\tilde{M}} \subseteq S_{\tilde{M}}^u \subseteq \tilde{S}_M,$$

where $I^{\circ}$ stands for the interior of the interval $I$.

### 3 Surjectivity results for regular sequences

In the study of the surjectivity of the Borel map the index $\gamma(M)$, introduced in this regard by V. Thilliez [21, Sect. 1.3] for strongly regular sequences $M$, will play a central role. His definition makes sense for (lc) sequences, in this case $\gamma(M) \in [0, \infty)$, and it may be equivalently expressed by different conditions:

(i) A sequence $(c_p)_{p \in \mathbb{N}_0}$ is \textit{almost increasing} if there exists $a > 0$ such that for every $p \in \mathbb{N}_0$ we have that $c_p \leq ac_q$ for every $q \geq p$. It was proved in [8,9] that for any weight sequence $M$ one has

$$\gamma(M) = \sup \{ \gamma > 0 : (m_p/(p+1)^\gamma)_{p \in \mathbb{N}_0} \text{ is almost increasing} \}. \quad (3.1)$$

(ii) For any $\beta > 0$ we say that $m$ satisfies the condition $(\gamma_\beta)$ if there exists $A > 0$ such that

$$\sum_{\ell = p}^\infty \frac{1}{(m_\ell)^1/\beta} \leq \frac{A(p+1)}{(m_p)^1/\beta}, \quad p \in \mathbb{N}_0. \quad (\gamma_\beta)$$

For $\beta = 1$, this condition was introduced by H. Komatsu [11], and named $(\gamma_1)$ after H.-J. Petzsche [15]). Subsequently, it was considered for $\beta \in \mathbb{N}$ by J. Schmets and M. Valdivia [19]. We have obtained (see [7,9]) that for a weight sequence $M$,

$$\gamma(M) = \sup \{ \beta > 0 ; \ m \text{ satisfies } (\gamma_\beta) \}; \quad \gamma(M) > \beta \iff m \text{ satisfies } (\gamma_\beta). \quad (3.2)$$

Note that the definition of this index can be coherently extended for an arbitrary sequence $M$ of positive real numbers as

$$\gamma(M) = \sup \{ \gamma \in \mathbb{R} : (m_p/(p+1)^\gamma)_{p \in \mathbb{N}_0} \text{ is almost increasing} \}\text{ (with values } \infty, \text{ resp. } -\infty, \text{ in case the previous set is } \mathbb{R}, \text{ resp. empty). We consider in the sequel this extension.}$$

Whenever $M = (p!M_p)_{p \in \mathbb{N}_0}$ is (lc) we have (see [7, Ch. 2] and [9, Cor. 3.13]) that $\gamma(M) > 0$ if and only if $M$ is (snq). We recall also the following result for later use.

\textbf{Lemma 3.1} ([9], Remark 3.15). \textit{For an arbitrary sequence $M_1$ such that $\gamma(M_1) > 1$, there exists a weight sequence $M_2$ such that $M_2 \simeq M_1$, and so $\gamma(M_2) = \gamma(M_1)$.}
A straightforward verification shows that for any sequence \( M \) and for every \( s > 0 \) one has
\[
\gamma((p^s M_p)_{p \in \mathbb{N}_0}) = \gamma((\Gamma(1 + sp) M_p)_{p \in \mathbb{N}_0}) = \gamma(M) + s, \tag{3.3}
\]
and
\[
\gamma((M_p/p^s)_{p \in \mathbb{N}_0}) = \gamma(M_p/(\Gamma(1 + sp))_{p \in \mathbb{N}_0}) = \gamma(M) - s. \tag{3.4}
\]

As a consequence of the characterization of the surjectivity of the Borel map in the ultradifferentiable setting given by H.-J. Petzsche [15, Thm. 3.5], we proved the following result, already announced by V. Thilliez in [21].

**Lemma 3.2** ([10], Lemma 4.5). Let \( M \) be a weight sequence. If \( \tilde{S}_0(M) \neq \emptyset \), then \( M \) has (snq) or, equivalently, \( \gamma(M) > 0 \).

Our aim in this section is to solve (except for some limiting cases) the problem of surjectivity whenever \( M \) is a weight sequence satisfying (dc) or, in other words, \( \tilde{M} \) is a regular sequence in the sense of Dyn’kin. Our previous main result is the following. We denote by \( [x] \) the greatest integer not exceeding \( x \).

**Theorem 3.3** ([10], Thm. 4.14 and Cor. 4.15). Let \( M \) be a weight sequence satisfying (dc).

(i) Let \( \alpha > 0 \) be such that \( \tilde{B}: \tilde{A}^\alpha_{[M]}(S_\alpha) \to \mathbb{C}[[z]]_{[M]} \) is surjective. Then, \( \gamma(M) > [\alpha] \).

(ii) If we have that \( \tilde{S}_p^\alpha_{[M]} = (0, \infty) \), then \( S_{[\tilde{M}]} = \tilde{S}_p^\alpha_{[M]} = (0, \infty) \) and \( \gamma(M) = \infty \).

One has \( S_{[\tilde{M}]} \subseteq \tilde{S}_0^\alpha_{[M]} \subseteq (0, [\gamma(M)] + 1) \); if moreover \( \gamma(M) \in \mathbb{N} \), then \( S_{[\tilde{M}]} \subseteq \tilde{S}_0^\alpha_{[M]} \subseteq (0, \gamma(M)) \).

At that moment and to the best of our knowledge, no general surjectivity result had been proved for regular \( \tilde{M} \), except for the special case of the \( q \)-Gevrey sequences \( \tilde{M}_q = (q^p)_{p \in \mathbb{N}_0} \), \( q > 1 \), see C. Zhang [22]. In a recent collaboration of the first two authors with A. Debrouwere [5] we have studied the existence and uniqueness of solutions for the Stieltjes moment problem in Gelfand–Shilov spaces, subspaces of the Schwartz space of rapidly decreasing smooth functions for which the growth of the products of monomials times the derivatives of their elements is controlled in terms of weight sequences. By a suitable application of the Fourier transform, there exists a close connection between this problem and the surjectivity or injectivity of the asymptotic Borel map in ultraholomorphic classes in a half-plane, and so our results in [10] could be transferred, providing a complete solution for the surjectivity of the moment map whenever strongly regular sequences are considered, and only a partial one for regular sequences. The key point for our coming results is a new work by A. Debrouwere [3], where the surjectivity of the Stieltjes moment problem for regular sequences has been characterized. Again thanks to the Fourier transform (but in the opposite direction) he has taken this information into the asymptotic framework. We state next a version adapted to our needs: firstly, while we ask for \( \tilde{M} \) to be (lc), it is enough that \( \tilde{M} \) is; secondly, the condition \( \gamma(M) > 1 \) amounts, in view of (3.3) and (3.2), to the fact that \( \tilde{M} \) satisfies \((\gamma_2)\), which is the condition appearing in [3, Thm. 7.4.(b)].

**Theorem 3.4** ([3]). Let \( \tilde{M} \) be regular. The following are equivalent:

(i) \( \tilde{B}: A_{[\tilde{M}]}(S_1) \to \mathbb{C}[[z]]_{[M]} \) is surjective.

(ii) \( \gamma(M) > 1 \).

We highlight that (i)\(\Rightarrow\)(ii) is slightly weaker than part (i) of Theorem 3.3 when \( \alpha = 1 \); on the other hand, the implication (ii)\(\Rightarrow\)(i) provides the first general surjectivity result for weight sequences not subject to condition (mg) (apart from a result of J. Schmets and M. Valdivia for rapidly varying sequences which we will comment on later).
However, the previous method seems to be valid only for a half-plane. We will be able to carry the information to the case of a general sector by applying general Laplace, $L_{\alpha}$, and Borel, $B_{\alpha}$, transforms of order $\alpha > 0$, which basically arise from the classical transforms (inverse of each other) combined with ramifications of exponent $\alpha$. Namely, we will follow the approach in Sections 5.5 and 5.6 of the book of W. Balser [1], where details can be found.

We recall that, for $0 < \alpha < 2$, one considers the Laplace kernel function

$$e_{\alpha}(z) := \frac{1}{\alpha}z^{1/\alpha} \exp(-z^{1/\alpha}), \quad z \in S_\alpha,$$

whose moment function is

$$m_{\alpha}(\lambda) := \int_0^\infty t^{\lambda-1}e_{\alpha}(t)dt = \Gamma(1+\alpha\lambda), \quad \Re(\lambda) \geq 0,$$

and the corresponding Borel kernel function

$$E_{\alpha}(z) := \sum_{p=0}^\infty \frac{z^p}{m_{\alpha}(p)} = \sum_{p=0}^\infty \frac{z^p}{\Gamma(1+\alpha p)}, \quad z \in \mathbb{C},$$

which is the classical Mittag-Leffler function of order $\alpha$.

Subsequently, given a function $f$ holomorphic in a sector $S = S(d, \beta)$ (for some $\beta > 0$) and with suitable growth, for any direction $\tau$ in $S$ the $\alpha$-Laplace transform in direction $\tau$ of $f$ is defined as

$$(L_{\alpha, \tau}f)(z) := \int_0^{\infty(\tau)} e_{\alpha}(u/z)f(u)\frac{du}{u}, \quad |\arg(z) - \tau| < \alpha\pi/2, \ |z| \text{ small enough},$$

where the integral is taken along the half-line parameterized by $t \in (0, \infty) \mapsto te^{i\tau}$. The family $\{L_{\alpha, \tau}f\}_{\tau \in S}$ defines a function $L_{\alpha}f$, named the $\alpha$-Laplace transform of $f$, which is holomorphic in a sectorial region bisected by $d$ of opening $\pi(\beta + \alpha)$.

Secondly, let $S = S(d, \beta, r)$ be a sector with $\beta > \alpha$, and $f : S \rightarrow \mathbb{C}$ be holomorphic in $S$ and continuous at 0 (i.e. the limit of $f$ at 0 exists when $z$ tends to 0 in every proper subsector of $S$). For $\tau \in \mathbb{R}$ such that $|\tau - d| < (\beta - \alpha)\pi/2$ we may consider a path $\delta_{\alpha}(\tau)$ in $S$ like the ones used in the classical Borel transform, consisting of a segment from the origin to a point $z_0$ with $\arg(z_0) = \tau + \alpha(\pi + \epsilon)/2$ (for some suitably small $\epsilon \in (0, \pi)$), then the circular arc $|z| = |z_0|$ from $z_0$ to the point $z_1$ on the ray $\arg(z) = \tau - \alpha(\pi + \epsilon)/2$ (traversed clockwise), and finally the segment from $z_1$ to the origin.

The $\alpha$-Borel transform in direction $\tau$ of $f$ is then defined as

$$(B_{\alpha, \tau}f)(u) := -\frac{1}{2\pi i} \int_{\delta_{\alpha}(\tau)} E_{\alpha}(u/z)f(z)\frac{dz}{z}, \quad u \in S(\tau, \epsilon_0), \ \epsilon_0 \text{ small enough}.$$ 

The family $\{B_{\alpha, \tau}f\}_{\tau}$ defines the $\alpha$-Borel transform of $f$, holomorphic in the sector $S(d, \beta - \alpha)$ and denoted by $B_{\alpha}f$.

In case $\alpha \geq 2$, the integral transforms $L_{\alpha}f$ and $B_{\alpha}f$ are introduced by the combination of the previous ones with suitable ramification operators, see [1] for details.

The formal $\alpha$-Laplace and $\alpha$-Borel transforms, defined from $\mathbb{C}[[z]]$ into $\mathbb{C}[[z]]$, are respectively given by

$$\hat{L}_{\alpha}\left(\sum_{p=0}^\infty a_pz^p\right) := \sum_{p=0}^\infty \Gamma(1+\alpha p)a_pz^p, \quad \hat{B}_{\alpha}\left(\sum_{p=0}^\infty a_pz^p\right) := \sum_{p=0}^\infty \frac{a_p}{\Gamma(1+\alpha p)}z^p.$$
The following result, involving two sequences, can be found in a slightly different form in [1, Thms. 27 and 28], where only the case of two Gevrey sequences is considered, and in [13, Thm. 3.16], where a general sequence and a sequence admitting a nonzero proximate order intervene. Here, we consider an intermediate situation.

**Theorem 3.5** Suppose $\mathbb{M}$ is an arbitrary sequence, and $\alpha, \gamma > 0$. Let $f \in \tilde{A}_u^u(\mathbb{M})$ and $f \sim_{\mathbb{M}} \hat{f}$. Recall that $\mathbb{L}_{\alpha} := (\Gamma(1 + \alpha p))_{p \in \mathbb{N}_0}$. Then, the following hold:

(i) For every $\beta$ with $0 < \beta < \gamma$ one has

$$\mathcal{L}_\alpha f \in \tilde{A}_u^u(\mathbb{M}_{\sim_{\mathbb{M}}}) (S_{\beta - \alpha}) \quad \text{and} \quad \mathcal{L}_\alpha f \sim_{\mathbb{M}_{\sim_{\mathbb{M}}}} \hat{f}.$$ 

Moreover, there exist $C, c > 0$, depending only on $\alpha, \beta, \gamma$, such that for every $A > 0$ and every $f \in \tilde{A}_u^u(\mathbb{M}, A, S_{\gamma})$ one has $\|\mathcal{L}_\alpha f\|_{\mathbb{M}_{\sim_{\mathbb{M}}}, cA} \leq C \|f\|_{\mathbb{M}, A}$, and so the maps $\mathcal{L}_\alpha : \tilde{A}_u^u(\mathbb{M}, A, S_{\gamma}) \to \tilde{A}_u^u(\mathbb{M}_{\sim_{\mathbb{M}}}, cA, S_{\beta - \alpha})$ are continuous.

(ii) Suppose $\gamma > \alpha$. For every $\beta$ with $0 < \alpha < \gamma$ one has

$$B_\alpha f \in \tilde{A}_u^u(\mathbb{M}_{\sim_{\mathbb{M}}}) (S_{\beta - \alpha}) \quad \text{and} \quad B_\alpha f \sim_{\mathbb{M}_{\sim_{\mathbb{M}}}} \hat{f}.$$ 

Moreover, there exist $C, c > 0$, depending only on $\alpha, \beta, \gamma$, such that for every $A > 0$ and every $f \in \tilde{A}_u^u(\mathbb{M}, A, S_{\gamma})$ one has $\|B_\alpha f\|_{\mathbb{M}_{\sim_{\mathbb{M}}}, cA} \leq C \|f\|_{\mathbb{M}, A}$, and so the maps $B_\alpha : \tilde{A}_u^u(\mathbb{M}, A, S_{\gamma}) \to \tilde{A}_u^u(\mathbb{M}_{\sim_{\mathbb{M}}}, cA, S_{\beta - \alpha})$ are continuous.

With the help of this result we can complete the information in (2.4). We will use the clear fact that the formal Laplace and Borel transforms, $\tilde{\mathcal{L}}_\alpha$ and $\tilde{\mathcal{B}}_\alpha$, are (topological) isomorphisms between the spaces $C([z])_{\mathbb{M}}$ and $\mathbb{C}([z])_{\mathbb{M}_{\sim_{\mathbb{M}}}}$, respectively $C([z])_{\mathbb{M}_{\sim_{\mathbb{M}}}}$, for an arbitrary sequence $\mathbb{M}$.

**Lemma 3.6** For any weight sequence $\mathbb{M}$, $\mathcal{S}_u^u(\mathbb{M})$ is contained in the closure of $\mathcal{S}_u^u(\mathbb{M})$ in $(0, \infty)$.

**Proof** Due to the form of these intervals, it is equivalent to prove that whenever $\gamma > 0$ belongs to $\mathcal{S}_u^u(\mathbb{M})$, one has $(0, \gamma) \subseteq \mathcal{S}_u^u(\mathbb{M})$. Let us see that any $\beta \in (0, \gamma)$ belongs to $\mathcal{S}_u^u(\mathbb{M})$. Choose positive real numbers $\alpha, \beta'$ such that $\alpha < \beta < \beta' < \gamma$. First, we deduce that $\tilde{\mathcal{B}} : \tilde{A}_u^u(\mathbb{M}_{\sim_{\mathbb{M}}}) (S_{\beta' - \alpha}) \to \mathbb{C}([z])_{\mathbb{M}_{\sim_{\mathbb{M}}}}$ is surjective. Given $\tilde{g} \in \mathbb{C}([z])_{\mathbb{M}_{\sim_{\mathbb{M}}}}$, we know $f := \tilde{L}_{\alpha} \tilde{g} \in \mathbb{C}([z])_{\mathbb{M}}$. Since $\tilde{\mathcal{B}} : \tilde{A}_u^u(\mathbb{M}, S_{\gamma}) \to \mathbb{C}([z])_{\mathbb{M}}$ is surjective, there exists $f \in \tilde{A}_u^u(\mathbb{M}, S_{\gamma})$ such that $f \sim_{\mathbb{M}} \hat{f}$. One may apply the Borel transform $B_\alpha f$, and the proof of [13, Thm. 3.16(ii)] shows that from the asymptotic estimates in bounded proper subsectors of $S_{\gamma}$ for $f$ one can deduce uniform asymptotic estimates in $S_{\beta' - \alpha}$ for $B_\alpha f$, and moreover $B_\alpha f \sim_{\mathbb{M}_{\sim_{\mathbb{M}}}} \hat{g}$, as desired.

Subsequently, a similar use of the Laplace transform shows, by taking into account Theorem 3.5(i), that $\tilde{\mathcal{B}} : \tilde{A}_u^u(\mathbb{M}, S_{\beta}) \to \mathbb{C}([z])_{\mathbb{M}}$ is also surjective, and we conclude. □

We can now state our first main result.

**Theorem 3.7** Let $\mathbb{M}$ be a regular sequence such that $\gamma(\mathbb{M}) > 0$. Then,

$$(0, \gamma(\mathbb{M})) \subseteq S(\mathbb{M}) \subseteq \mathcal{S}_u^u(\mathbb{M}) \subseteq \mathcal{S}_u^u(\mathbb{M}) \subseteq (0, \gamma(\mathbb{M})).$$

**Proof** According to (2.4) and Lemma 3.6, it suffices to prove that $(0, \gamma(\mathbb{M})) \subseteq \mathcal{S}_u^u(\mathbb{M}) \subseteq (0, \gamma(\mathbb{M}))$.

Firstly, we suppose $0 < \gamma < \gamma(\mathbb{M})$ and prove that $\gamma \in \mathcal{S}_u^u(\mathbb{M})$. We distinguish two cases:
If $\gamma(M) > 1$, it is sufficient to work with $\gamma > 1$. Take $\gamma'$ such that $\gamma < \gamma' < \gamma(M)$. The sequence $P_1 := \overline{M_L/\gamma - 1}$ satisfies (dc) and, thanks to (3.4), $\gamma(P_1) = \gamma(M) - \gamma' + 2 > 2$. By Lemma 3.1, there exists a weight sequence $P_2$ such that $P_2 \approx P_1$, $\gamma(P_2) = \gamma(P_1) - 1 > 1$, and which satisfies (dc). Theorem 3.4 applies, so $\overline{B}^{\gamma}(S_1) \to \mathbb{C}[\{z\}]|_{P_2}$ is surjective, and the same holds when the map departs from $\overline{A}_P^{\gamma}(S_1)$. Combining this fact with an application of the Laplace transform $L_{\gamma'} - 1: A^{\gamma}_{P_2}(S_1) \to \mathbb{C}[\{z\}]|_{P_2}$, Theorem 3.5.(i) shows that, since $\gamma < \gamma' = 1 + (\gamma' - 1)$, also $\overline{B}_{P_2}^{\gamma}(S_1) \to \mathbb{C}[\{z\}]|_{P_2}$ is surjective. We conclude by observing that $P_2 \cdot L_{\gamma'} - 1 \approx (P_1/L_1) \cdot L_{\gamma'} - 1 = \overline{M_L/\gamma} = M$, so that the corresponding classes coincide and $\gamma \in \widetilde{S}^u_M$.

Secondly, we take $\gamma \in \widetilde{S}^u_M$ and we will prove that $\gamma \leq \gamma(M)$. We again have different cases:

(b.1) If $0 < \gamma < 1$, choose positive real numbers $\alpha, \gamma'$ with $1 - \alpha < \gamma' < \gamma$. By applying the Laplace transform $L_\alpha: \overline{A}^{\gamma}_{\{M\}}(S_\alpha) \to \overline{A}^{\gamma}_{\{M\}}(S_\alpha + \alpha)$, Theorem 3.5.(i) shows that $\gamma' + \alpha \in \widetilde{S}^u_{\{M\}}$. Observe that $\gamma' + \alpha > 1$, so we deduce by restriction to the half-plane $S_1$ that, according to Proposition 2.1.(iii), also $\gamma \in \widetilde{S}^u_{\{M\}}$. Theorem 3.4 implies then that $\gamma(M) = 1$ or, equivalently by (3.3), $\gamma(M) > 1 - \alpha$. Since $\alpha$ can be chosen arbitrarily while keeping $1 - \alpha < \gamma$, we deduce $\gamma(M) \geq \gamma$.

(b.2) If $\gamma \in \mathbb{N}$, we know that $\gamma(M) > \gamma$ by Theorem 3.3.(i).

(b.3) If $\gamma \in (1, \infty) \setminus \mathbb{N}$, again by Theorem 3.3.(i) we deduce that $\gamma(M) > [\gamma]$, so that the sequence $P_1 := \overline{M_L/\gamma}$ is such that $\gamma(P_1) > 1$ by using (3.3) and (3.4). Hence, by Lemma 3.1 there exists a weight sequence $P_2$ such that $P_2 \approx M/L_{[\gamma]}$, and $P_2$ will also satisfy (dc). Consider a value $\gamma'$ with $[\gamma'] < \gamma' < \gamma$. An application of the Borel transform $B_{[\gamma]}: \overline{A}^{\gamma}_{\{M\}}(S_{[\gamma]}) \to \overline{A}^{\gamma}_{\{M/L_{[\gamma]}\}}(S_{[\gamma]})$ and Theorem 3.5.(ii) shows that $\gamma' - [\gamma] \in \widetilde{S}^u_{\{M/L_{[\gamma]}\}}$ or, equivalently, $\gamma' - [\gamma] \in \widetilde{S}^u_{P_2}$. Since $\gamma' - [\gamma] \in (0, 1)$, we may invoke item (b.1) and deduce that $\gamma(P_2) \geq \gamma' - [\gamma]$, what amounts to $\gamma(M) \geq \gamma'$. We conclude by making $\gamma'$ tend to $\gamma$.

The previous result confirms that, as indicated by V. Thilliez in [21, Sect. 3.3], the moderate growth condition (mg) was of a technical nature for surjectivity. For weight sequences satisfying (dc) it is only pending to determine whether $\gamma(M)$ belongs or not to the surjectivity intervals. In the particular case that $\gamma(M) \in \mathbb{N}$ we know $S_{\{M\}} = \widetilde{S}^u_{\{M\}} = (0, \gamma(M))$ (see Theorem 3.3), and the same is valid if $M$ is strongly regular and $\gamma(M)$ is rational [10, Corollary 4.18]. On the other hand, if $M$ admits a nonzero proximate order (which is more restrictive than strong regularity, but a common situation in applications) we also know that $\widetilde{S}_{\{M\}} = (0, \gamma(M))$, see [18, Thm. 6.1] and [10, Thm. 4.24].

In general, for an arbitrary weight sequence we have no proof of surjectivity for any opening, and the surjectivity intervals could possibly be empty; however, in [10, Thm. 4.10 and Cor. 4.11] we have obtained that $\widetilde{S}_{\{M\}} \subset (0, [\gamma(M)] + 1)$. 

\[\square\]
In view of the previous information, our conjecture is that \( S_{[\mathcal{M}]} = \tilde{S}_{[\mathcal{M}]} = (0, \gamma(\mathcal{M})) \) and \( \tilde{S}_{[\mathcal{M}]} = (0, \gamma(\mathcal{M})) \) in general.

4 Global extension operators

One may ask about the existence of extension operators, linear continuous right inverses for the asymptotic Borel map. This can be done, in principle, in the Banach spaces \( \tilde{A}_{[\mathcal{M}], A}(S) \) and \( \tilde{A}_{[\mathcal{M}], A}(S) \), which we call the local case, or in the \( (LB) \) spaces \( \tilde{A}_{[\mathcal{M}]}(S) \) and \( \tilde{A}_{[\mathcal{M}]}(S) \), which we refer to as the global one. The first situation was studied by V. Thilliez, see [21, Thm. 3.2.1], who obtained local extension operators with a scaling of the type for strongly regular sequences in sectors \( S_{r} \) as long as \( \gamma < \gamma(\mathcal{M}) \).

In the global situation and in the ultradifferentiable setting, H.-J. Petzsche [15] introduced the condition

\[
\forall \varepsilon > 0, \exists k \in \mathbb{N}, k > 1 : \limsup_{p \to \infty} \left( \frac{M_{k p}}{M_{p}} \right)^{1/(k-1)\varepsilon} \frac{1}{m_{k p} - 1} \leq \varepsilon, \quad (\beta_{2})
\]

which again appeared in the results of J. Schmets and M. Valdivia [19] and A. Debrouwere [3] about the existence of global extension operators in the ultraholomorphic framework. Please note that the sequence of quotients considered in these two previously cited papers results from our sequence \( m \) after an index shift by 1, which explains the slightly different expression given here to condition \( (\beta_{2}) \) if compared with [3,19]. We subsequently mention a version of the result by A. Debrouwere adapted to our needs, in a similar way as in Theorem 3.4.

Theorem 4.1 ([3], Thm. 7.4). Suppose \( \hat{\mathcal{M}} \) is a regular sequence. The following are equivalent:

(i) There exists a global extension operator \( U_{\mathcal{M}} : \mathbb{C}[[z]]_{[\mathcal{M}]} \to \tilde{A}_{[\hat{\mathcal{M}}]}(S_{1}) \).

(ii) \( \gamma(\hat{\mathcal{M}}) > 1 \), and \( \mathcal{M} \) satisfies \( (\beta_{2}) \).

The use of Laplace and Borel transforms of arbitrary positive order allows us to generalize this statement. We will also take into account that condition \( (\beta_{2}) \) is evidently stable under strong equivalence \( \simeq \) and, as a consequence of Stirling’s formula (see [19, Lemma 2.2.(b)]), a sequence \( \mathcal{M} \) satisfies \( (\beta_{2}) \) if and only if \( \mathcal{M} / \mathbb{L}_{\alpha} \) or \( \mathcal{M} / \mathbb{L}_{\alpha} \) satisfies \( (\beta_{2}) \) for some/any \( \alpha > 0 \).

Theorem 4.2 Suppose \( \hat{\mathcal{M}} \) is a regular sequence, and let \( r > 0 \). Each of the following statements implies the next one:

(i) \( r < \gamma(\mathcal{M}) \), and \( \mathcal{M} \) satisfies \( (\beta_{2}) \).

(ii) There exists a global extension operator \( U_{\mathcal{M}, r} : \mathbb{C}[[z]]_{[\mathcal{M}]} \to \tilde{A}_{[\hat{\mathcal{M}}]}(S_{r}) \).

(iii) There exists a global extension operator \( V_{\mathcal{M}, r} : \mathbb{C}[[z]]_{[\mathcal{M}]} \to \tilde{A}_{[\hat{\mathcal{M}}]}(S_{r}) \).

(iv) \( r \leq \gamma(\mathcal{M}) \), and \( \mathcal{M} \) satisfies \( (\beta_{2}) \).

Proof (i) \( \implies \) (ii) We consider two cases:

(a.1) Suppose \( r > 1 \), and take a real number \( r' \) with \( r < r' < \gamma(\mathcal{M}) \). Reasoning as in the proof of Theorem 3.7.(a.1), there exists a weight sequence \( \mathbb{P} \) such that \( p \simeq m/\ell_{r'-1} \), satisfies (dc) and \( (\beta_{2}) \), and \( \gamma(\mathbb{P}) = \gamma(\mathcal{M}) + 1 - r' > 1 \). Theorem 4.1 provides an extension operator \( U : \mathbb{C}[[z]]_{[\mathcal{M}] / \ell_{r'-1}} \to \tilde{A}_{[\hat{\mathcal{M}}]}(S_{1}) \). By Proposition 2.1.(i), this induces an extension operator \( \tilde{U} : \mathbb{C}[[z]]_{[\mathcal{M}] / \ell_{r'-1}} \to \tilde{A}_{[\hat{\mathcal{M}}]}(S_{1}) \). Theorem 3.5.(i) implies that the composition \( L_{r'-1} \circ \tilde{U} \circ \tilde{B}_{r'-1} \) will be an extension operator from
If \( r \leq 1 \), consider \( \alpha \) such that \( \alpha + r > 1 \), and take \( r' < r < \gamma(M) \). The sequence \( M \cdot I \alpha \) satisfies \((\beta_2)\) and \( \gamma(M \cdot I \alpha) > r' + \alpha > 1 \). By item (a.1), there exists an extension operator \( U: \mathbb{C}[[z]](M \cdot I \alpha) \to \mathcal{A}(M \cdot I \alpha)(S_r') \). Again Proposition 2.1.(i) allows us to obtain an extension operator \( \tilde{U}: \mathbb{C}[[z]](M \cdot I \alpha) \to \tilde{A}(M \cdot I \alpha)(S_r') \). Now, Proposition 3.5.(ii) implies that \( B_{\alpha} \circ \tilde{U} \circ \tilde{L}_{\alpha} \) will be an extension operator from \( \mathbb{C}[[z]](M) \) to, say, \( \tilde{A}(M)(S_{r+r'/2}) \), and the restriction of the elements of this space to \( S_r \) provides the desired extension operator as before.

(ii) \( \implies \) (iii) Obvious from Proposition 2.1.(i).

(iii) \( \implies \) (iv): We consider again two cases:

(b.1) Suppose \( r > 1 \), and take a real number \( r' \) with \( 1 < r' < r \). The existence of \( V_{M,r} \) implies that the corresponding Borel map is surjective in \( S_r \), and by Theorem 3.7 we have \( \gamma(M) \geq r \). So, repeating the argument in (a.1), there exists a weight sequence \( p \) such that \( p \simeq m/\ell_{r'-1} \), satisfies (dc) and \( \gamma(p) = \gamma(M) + 1 - r' > 1 \). Since the classes associated with \( M \) and \( \mathbb{P} \cdot I_{r'-1} \) agree, we have an extension operator \( \tilde{V}_{M,r}: \mathbb{C}[[z]]([p, \ell_{r'-1}]) \to \tilde{A}(\mathbb{P} \cdot I_{r'-1})(S_r) \). Note that \( 1 + (r - r')/2 < r - (r' - 1) \), and so the mapping \( B_{r'-1} \circ \tilde{V}_{M,r} \circ L_{r'-1} \) is an extension operator from \( \mathbb{C}[[z]](p) \) to \( A(\mathbb{P})(S_{1+(r-r'/2)}) \). The restriction of the elements of this last space to \( S_1 \) provides, by Proposition 3.5.(iii), an extension operator \( U_{M,r}: \mathbb{C}[[z]](p) \to \mathcal{A}(\mathbb{P})(S_1) \). Then, Theorem 4.1 guarantees that \( \mathbb{P} \) satisfies \((\beta_2)\), and so \( \mathbb{M} \) will also do according to the stability properties of \((\beta_2)\). Moreover, \( \gamma(\mathbb{P}) > 1 \), from where \( \gamma(M) > r' \). Since \( r' \) was arbitrarily close to \( r \), we deduce that \( \gamma(M) \geq r \), as desired.

(b.2) If \( r \leq 1 \), consider \( \alpha \) such that \( \alpha + r > 1 \), and take \( \alpha' > \alpha \). Since \( r + \alpha < r + \alpha' \), Theorem 3.5.(i) asserts that the mapping \( L_{\alpha'} \circ V_{M,r} \circ B_{\alpha'} \) will be an extension operator from \( \mathbb{C}[[z]](M \cdot I_{\alpha'}) \) to \( \tilde{A}(M \cdot I_{\alpha'})(S_{r+\alpha}) \). We can apply item (b.1) and deduce that \( M \cdot I_{\alpha'} \) satisfies \((\beta_2)\), and so \( \mathbb{M} \) will also do, and that \( \gamma(M \cdot I_{\alpha'}) = \gamma(M) + \alpha' \geq r + \alpha \). We conclude by making \( \alpha' \) tend to \( \alpha \).

Our conjecture is that (i), (ii) and (iii) in Theorem 4.2 are equivalent, but we are not able to fill the gap at this moment.

Observe that if \( \mathbb{M} \) is a weight sequence satisfying \((\beta_2)\), we may apply Lemma 2.4 in [19] to the sequence \( \mathbb{M} \) and deduce that \( \gamma(\mathbb{M}) > 0 \). So, if \( \mathbb{M} \) is regular and satisfies \((\beta_2)\), one can always obtain extension operators for \( 0 < r < \gamma(\mathbb{M}) \) thanks to the previous theorem.

In the last part of our study, we want to determine the weight sequences for which extension operators exist for sectors of arbitrary opening. In this respect, J. Schmets and V. Valdivia state the following result for sequences with fast growth. Please recall that the sequence of quotients considered by these authors results from our sequence \( m \) after an index shift by 1.

**Theorem 4.3** ([19], Thm. 5.6). Let \( \mathbb{M} \) be a weight sequence such that

\[
\text{for every } r \in \mathbb{N}, \quad (m_{p-1}/p^r)_{p \in \mathbb{N}} \text{ is increasing from some term on.} \tag{4.1}
\]

The following are equivalent:

(i) For every \( r \in \mathbb{N} \), there exists a global extension operator \( U_{\mathbb{M},r}: \mathbb{C}[[z]](M) \to \mathcal{A}(\mathbb{M})(S_r) \).
(ii) For some \( r \in \mathbb{N} \), there exists a global extension operator \( U_{\mathbb{M}, r} : \mathbb{C}[[z]]_\mathbb{M} \rightarrow A_{\mathbb{M}}(S_r) \).

(iii) \( \mathbb{M} \) satisfies \( (\beta_2) \).

However, it turns out that the conditions (4.1) and \( (\beta_2) \) are related to each other. The connection among these and other conditions of fast growth, usually appearing in the literature, can be inferred from the theory of rapid variation (see the classical book of Bingham et al. [2]) and our study of the indices and orders of regular variation associated with weight sequences [9].

We recall that in the study of the injectivity of the Borel map for ultraholomorphic classes in unbounded sectors, completed in [10], the growth index (introduced in [18], see also [8])

\[
\omega(\mathbb{M}) := \liminf_{p \to \infty} \frac{\log(m_p)}{\log(p)} \in [0, \infty]
\]

played a prominent role. Moreover, the moderate growth condition \( (mg) \) is satisfied by \( \mathbb{M} \) precisely when the upper Matuszewska index associated with its sequence of quotients, \( \alpha(m) \), is finite (see [9, Cor. 3.17]), and we recall that, for a general weight sequence,

\[
0 \leq \gamma(\mathbb{M}) = \beta(m) \leq \omega(\mathbb{M}) \leq \alpha(m) \leq \infty
\]

always holds, where \( \beta(m) \) is the lower Matuszewska index associated with \( m \) ([9, Rem. 3.4 and Thm. 3.10]).

**Proposition 4.4** Let \( \mathbb{M} \) be a weight sequence. Each of the following statements implies the next one, and only the implications (ii) \( \implies \) (iii) \( \implies \) (iv) may be reversed:

(i) \( \mathbb{M} \) satisfies (4.1).

(ii) \( \gamma(\mathbb{M}) = \infty \).

(iii) For every \( k \in \mathbb{N}, k \geq 2 \), one has \( \lim_{p \to \infty} \frac{m_{kp}}{m_p} = \infty \).

(iv) There exists \( k_0 \in \mathbb{N}, k_0 \geq 2 \), such that \( \lim_{p \to \infty} \frac{m_{k_0 p}}{m_p} = \infty \).

(v) \( \mathbb{M} \) satisfies \( (\beta_2) \).

(vi) \( \lim_{p \to \infty} \frac{m_p}{M_p^{1/p}} = \infty \).

(vii) \( \omega(\mathbb{M}) = \infty \).

(viii) \( \alpha(m) = \infty \) (in other words, \( \mathbb{M} \) does not satisfy \( (mg) \)).

**Proof** (i) \( \implies \) (ii) The condition (4.1) clearly implies that the sequence \( (m_{p-1}/p^r)_{p \in \mathbb{N}} \) is almost increasing for every \( r \in \mathbb{N} \). As indicated in [9, Rem. 3.8], this entails the same for the sequence \( (m_p/p^r)_{p \in \mathbb{N}} \), and we only need to recall (3.1) in order to deduce \( \gamma(\mathbb{M}) = \infty \). On the contrary, consider the sequence \( \mathbb{M} \) whose quotients \( (m_p)_{p \in \mathbb{N}_0} \) are given by

\[
m_{p-1} = \begin{cases} 
q^{2p+1} & \text{if } p \neq 2^k + 1 \text{ for every } k \in \mathbb{N}_0, \\
q^{2p-1} & \text{if } p = 2^k + 1 \text{ for some } k \in \mathbb{N}_0,
\end{cases}
\]

where \( q > 1 \) and \( p \geq 1 \). It is not difficult to check that the sequence \( (m_{p-1}/p^r)_{p \in \mathbb{N}} \) is not eventually increasing, while \( (m_p/p^r)_{p \in \mathbb{N}} \) is almost increasing for every \( r \in \mathbb{N} \), and so \( \gamma(\mathbb{M}) = \infty \).

(ii) \( \implies \) (iii) Consider the function \( f(x) := m_{\lfloor x \rfloor}, x \geq 1 \), which is measurable, nondecreasing, and whose lower Matuszewska index \( \beta(f) \) equals that of \( m \), which is precisely \( \gamma(\mathbb{M}) = \infty \) (see [2], [9, Sect. 3]). This means that \( f \) belongs to the class \( MR_{\infty} \) of rapid growth.
variation (\cite[2, p. 83]{source}), which, by Proposition 2.4.4.(iii) in \cite{source}, amounts to the fact that $\lim_{x \to \infty} \frac{m_{\lfloor x \rfloor}}{m_{\lfloor x \rfloor}} = \infty$ for every $\lambda > 1$. This implies (iii).

(iii) $\implies$ (iv) Obvious.

(iv) $\implies$ (ii) If (iv) is satisfied, for $k \in \mathbb{N}$ with $k \geq k_0$ and for every $\beta > 0$ we have

$$\liminf_{p \to \infty} \frac{m_{kp}}{(k^\beta m_p)} = \infty,$$

and so also $\lim_{k \to \infty} \liminf_{p \to \infty} \frac{m_{kp}}{(k^\beta m_p)} = \infty$. By Theorem 3.11 in \cite{source2} we see that $\gamma(M) > \beta$ and, $\beta$ being arbitrary, we deduce that $\gamma(M) = \infty$.

(iv) $\implies$ (v) We put $\tilde{m}_p := m_{p-1}$ for $p \in \mathbb{N}$, $\tilde{m}_0 := 1$, and $\tilde{m} := (\tilde{m}_p)_{p \in \mathbb{N}_0}$. By the previous items, (iv) amounts to $\gamma(M) = \infty = \beta(\tilde{m})$, and this is the same as $\beta(M) = \infty$ again by \cite[Rem. 3.8]{source2}. This, in turn, is equivalent to the fact that condition (iv) is satisfied now by the sequence $\tilde{m}$, and this appears in the work of H.-J. Petzsche \cite{source3} as condition ($\beta^0_2$). Proposition 1.6.(a) in \cite{source3} proves that ($\beta^0_2$) for $\tilde{m}$ implies (v).

The implication cannot be reversed because of the Example 1.8.(a) in \cite{source3}, and the fact that $m$ satisfies (iv) if and only if $\tilde{m}$ does.

(v) $\implies$ (vi) In \cite[p. 304]{source3} it is proved that (v) implies that $\lim_{p \to \infty} \frac{m_{p-1}}{M_p^{1/p}} = \infty$, and (vi) follows since $m_p \geq m_{p-1}$, $p \in \mathbb{N}$.

On the contrary, by Example 1.8.(b) in \cite{source3} there exists an increasing sequence of positive real numbers $\tilde{m} := (\tilde{m}_p)_{p \in \mathbb{N}_0}$ with $\tilde{m}_0 = 1$ such that, if one defines $m_p := \tilde{m}_{p+1}$, $p \in \mathbb{N}_0$, and the corresponding $M$, it holds that $M$ does not satisfy ($\beta_2$) and $\lim_{p \to \infty} \frac{m_{p-1}}{M_p^{1/p}} = \infty$, so that (vi) is satisfied.

(vi) $\implies$ (vii) For convenience, we put $\alpha_p := \log(m_p)$, $p \in \mathbb{N}_0$; $\beta_0 := \alpha_0$, $\beta_p := \log\left(\frac{m_p}{M_p^{1/p}}\right)$, $p \geq 1$. By Lemma 3.8 in \cite{source4} we know that

$$\alpha_p = \sum_{k=0}^{p-1} \frac{\beta_k}{k+1} + \beta_p, \quad p \in \mathbb{N}_0,$$

and so, using (vi), we have

$$\lim_{p \to \infty} \frac{(\alpha_{p+1} - \beta_{p+1}) - (\alpha_p - \beta_p)}{\log(p+1) - \log(p)} = \lim_{p \to \infty} \frac{\beta_p}{1/p} = \infty.$$ 

We deduce by Stolz’s criterion that

$$\lim_{p \to \infty} \frac{\alpha_p - \beta_p}{\log(p)} = \infty,$$

and since $\beta_p \geq 0$ for every $p$, we obtain that $\lim_{p \to \infty} \frac{\alpha_p}{\log(p)} = \infty$. The conclusion follows from (4.2).

On the contrary, consider two increasing sequences of natural numbers $(q_k)_{k \in \mathbb{N}}$ and $(p_k)_{k \in \mathbb{N}}$ such that $q_1 = 2$, for every $k \in \mathbb{N}$ one puts $p_k := q_k^2 - 1$, and the $q_k$ are recursively chosen under the condition

$$q_{k+1} \geq k \log(q_{k+1}) + p_k, \quad k \geq 1.$$ (4.4)
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Note that one has $q_k < p_k < q_{k+1}$ for every $k \in \mathbb{N}$. We define the sequence $\mathbb{M}$ whose quotients are given by

$$m_{p-1} = \exp \left( \sum_{j=1}^{p} \delta_j \right), \quad p \geq 1,$$

where $(\delta_j)_{j \geq 1}$ is the sequence with $\delta_1 = \delta_2 = 0$ and

$$\delta_j = \begin{cases} 0, & \text{if } q_k + 1 \leq j \leq p_k \text{ for some } k \geq 1, \\ 1, & \text{if } p_k + 1 \leq j \leq q_{k+1} \text{ for some } k \geq 1. \end{cases}$$

Since the $\delta_j$ are nonnegative, $\mathbb{M}$ automatically satisfies (lc). It is plain to show that for every $p \in \mathbb{N}$ one has

$$\frac{m_p}{(M_p)^{1/p}} = \exp \left( \frac{1}{p} \sum_{j=1}^{p} j \delta_{j+1} \right).$$

Then,

$$\log \left( \frac{m_{pk}}{(M_{pk})^{1/pk}} \right) = \frac{1}{pk} \sum_{j=1}^{pk} j \delta_{j+1} \leq \frac{1}{pk} \sum_{j=1}^{q_k} j = \frac{q_k - 1}{2},$$

and thus (vi) is violated. On the other hand, note that for every $k \geq 1$ one has

$$\log \left( \frac{m_{q_{k+1}-1}}{ \log(q_{k+1})} \right) = \frac{1}{\log(q_{k+1})} \sum_{j=1}^{q_{k+1}} \delta_j \geq \frac{q_{k+1} - p_k}{\log(q_{k+1})} \geq k,$$

where the last inequality stems from (4.4). From here,

$$\frac{\log(m_{pk+1})}{\log(p_{k+1} + 1)} = \frac{1}{\log(p_{k+1} + 1)} \sum_{j=1}^{p_{k+1} + 1} \delta_j = \frac{1}{\log(q_{k+1}^2)} \sum_{j=1}^{q_{k+1}} \delta_j \geq \frac{k}{2}.$$

A simple study of the monotonicity of the sequence $\left( \frac{\log(m_p)}{\log(p+1)} \right)_{p \in \mathbb{N}}$ implies that $\lim_{p \to \infty} \frac{\log(m_p)}{\log(p+1)} = +\infty$ (in particular, $\mathbb{M}$ is a weight sequence), and so $\omega(\mathbb{M}) = \infty$.

(vii) $\implies$ (viii) The implication comes from (4.3). However, from the theory of rapid variation we learn that strict inequalities are possible in every case in (4.3). A particular example showing that $\omega(m) = \infty$ and $\omega(\mathbb{M}) < \infty$ may simultaneously hold can be found in [7, p. 106], resting on another example by M. Langenbruch [12].

As a first consequence, note that for strongly regular sequences surjectivity does hold for small openings and local extension operators exist with a scaling in the type (see [21, Thm. 3.2.1]), but no global extension operator is possible, since condition $(\beta_2)$ implies that moderate growth cannot hold.

Secondly, the next result clarifies the situation for rapidly growing sequences and avoids to impose the condition (dc). Note that $\gamma(\mathbb{M}) = \infty$ guarantees that (snq) is satisfied, but is independent from condition (dc).

**Theorem 4.5** Let $\mathbb{M}$ be a weight sequence. The following are equivalent:

(i) $\gamma(\mathbb{M}) = \infty$. 

$\square$ Springer
(ii) For every $r > 0$, there exists a global extension operator $U_{M, r} : \mathbb{C}[[z]]_{[M]} \to \mathcal{A}_{[\hat{M}]}(S_r)$.

(iii) For every $r > 0$, there exists a global extension operator $V_{M, r} : \mathbb{C}[[z]]_{[M]} \to \mathcal{A}_{\hat{m}}(S_r)$.

(iv) All the surjectivity intervals are $(0, \infty)$.

Proof (i) $\implies$ (ii) Given $r > 0$, consider $r_0 := \lfloor r \rfloor + 1 > r$. From (3.3) it is clear that $\gamma(\hat{m}) = \infty$, and by Proposition 4.4 we have that $\hat{m}$ satisfies (\(\beta_2\)). Moreover, (3.2) implies that $\hat{m}$ satisfies ($\gamma_{r_0+1}$). We can apply Theorem 5.4 in [19] for the sequence $\hat{m}$ and the positive integer $r_0 + 1$, and subsequently Theorem 5.5 in [19] for the value $\alpha = r$, in order to obtain an extension operator $U_{M, r} : \mathbb{C}[[z]]_{[M]} \to \mathcal{A}_{[\hat{m}]}(S_r)$.

(ii) $\implies$ (iii) It is clear by Proposition 2.1.(i).

(iii) $\implies$ (iv) By the definition of global extension operators as right inverses for the Borel map, we obviously have $\tilde{S}_u^{\alpha} = (0, \infty)$. Then, (2.4) leads to the statement.

(iv) $\implies$ (i) It suffices to apply Theorem 4.10 in [10].

We note that pathological situations are possible. For example, if $\hat{M}$ is regular, $\gamma(M) \in (0, \infty)$ and $(\beta_2)$ holds, we have surjectivity in $S_\gamma$, with global right inverses, for every $\gamma < \gamma(M)$, but surjectivity fails for $\gamma > \gamma(M)$; since $(\beta_2)$ implies $\omega(M) = \infty$, injectivity will not hold in any (narrow or wide) sector.
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