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Abstract

We tackle the problem of domain adaptation of Statistical Machine Translation by exploiting domain-specific data acquired by domain-focused web-crawling. We design and evaluate a procedure for automatic acquisition of monolingual and parallel data and their exploitation for training, tuning, and testing in a phrase-based Statistical Machine Translation system. We present a strategy for using such resources depending on their availability and quantity supported by results of a large-scale evaluation on the domains of Natural Environment and Labour Legislation and two language pairs: English–French, English–Greek. The average observed increase of BLEU is substantial at 49.5% relative.

1 Introduction

Recent advances of Statistical Machine Translation (SMT) have improved Machine Translation (MT) quality to such an extent that it can be successfully used in industrial processes (Flournoy and Duran, 2009). However, this mostly happens in very specific domains for which ample training data is available (Wu et al., 2008). Using in-domain data for training has a substantial effect on the final translation quality: SMT, as any other machine-learning application, is not guaranteed to perform optimally if the data for training and testing are not identically (and independently) distributed, which is often the case in practice. The main problem is usually vocabulary coverage: specific domain texts typically contain vocabulary that is not likely to be found in texts from other domains (Banerjee et al., 2010). Other problems can be caused by divergence in style or genre where the difference is not only in lexis but also in grammar.

In order to achieve optimal performance, an SMT system should be trained on data from the same domain, genre, and style as it is applied to. For many domains, though, in-domain data of a size sufficient to train a full system is hard to find. Recent experiments have shown that even small amounts of such data can be used to adapt a system to the domain of interest (Koehn et al., 2007).

In this work, we present a strategy for automatic web-crawling and cleaning of domain-specific data. Further, our exhaustive experiments, carried out for the Natural Environment (env) and Labour Legislation (lab) domains and English–French (EN–FR) and English–Greek (EN–EL) language pairs (in both directions), demonstrate how the crawled data improves SMT quality.

After an overview of related work, we discuss the possibility of adapting a general-domain SMT system by using various types of in-domain data. Then, we present our web-crawling procedure followed by a description of a series of experiments exploiting the data we acquired. Finally, we report on the results and conclude with recommendations for similar attempts to domain adaptation in SMT.

2 Related work and state of the art

2.1 Domain-focused web crawling

A key challenge for a focused crawler that aspires to build domain-specific web collections is the prioritisation of the links to follow. Several algorithms have been exploited for selecting the most promising links. The Best-First algorithm (Cho et al., 1998) sorts the links with respect to their relevance scores and selects a predefined amount of them as the seeds for the next crawling cycle. Menczer and Belew (2000) proposed an adaptive population of agents, called InfoSpiders, and searched for pages relevant to a domain using evolving query vectors and Neural Networks to decide which links to follow. Hybrid models and modifications of these crawling strategies have
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1In this work, in-domain always refers to the domain of test data.
also been proposed (Gao et al., 2010) with the aim of reaching relevant pages rapidly.

Apart from the crawling algorithm, classification of web content as relevant to a domain or not also affects the acquisition of domain-specific resources, on the assumption that relevant pages are more likely to contain links to more pages in the same domain. Qi and Davison (2009) review features and algorithms used in web page classification. In most of the algorithms reviewed, on-page features (i.e. textual content and HTML tags) are used to construct a corresponding feature vector and then, several machine-learning approaches, such as SVMs, Decision Trees, and Neural Networks, are employed (Yu et al., 2004).

Considering the Web as a parallel corpus, Resnik and Smith (2003) proposed the STRAND system, in which they used Altavista to search for multilingual websites and examined the similarity of the HTML structures of the fetched web pages in order to identify pairs of potentially parallel pages. Similarly, Esplà-Gomis and Forcada (2010) proposed Bitextor, a system that exploits shallow features (file size, text length, tag structure, and list of numbers in a web page) to mine parallel documents from multilingual web sites. Besides structure similarity, other systems either filter fetched web pages by keeping only those containing language markers in their URLs (Désilets et al., 2008), or employ a predefined bilingual wordlist (Chen et al., 2004), or a naive aligner (Zhang et al., 2006) in order to estimate the content similarity of candidate parallel web pages.

2.2 Domain adaptation in SMT

The first attempt towards domain adaptation in SMT was made by Langlais (2002) who integrated in-domain lexicons into the translation model. Eck et al. (2004) presented a language model adaptation technique applying an information retrieval approach based on selecting similar sentences from available training data. Hildebrandt et al. (2005) applied the same approach on the translation model. Wu et al. (2005) proposed an alignment adaptation approach to improve domain-specific word alignment. Munteanu and Marcu (2005) automatically extracted in-domain bilingual sentence pairs from large comparable (non-parallel) corpora to enlarge the in-domain bilingual corpus. Koehn and Schroeder (2007) integrated in-domain and out-of-domain language models as log-linear features in the Moses (Koehn et al., 2007) phrase-based SMT system with multiple decoding paths for combining multiple domain translation tables. Nakov (2008) combined in-domain translation and reordering models with out-of-domain models into Moses. Finch and Sumita (2008) employed a probabilistic mixture model combining two models for questions and declarative sentences with a general model. They used a probabilistic classifier to determine a vector of probability representing class membership.

In general, all approaches to domain adaptation of SMT depend on the availability of domain-specific data. If the data is available, it can be directly used to improve components of the MT system. Otherwise, it can be extracted from a pool of texts from different domains or even from the web, which is also the case in our work.

3 Resources and their acquisition

In this section, we review the existing resources we used for training the general-domain systems and present the acquisition procedures of in-domain data used for domain adaptation of these systems.

3.1 Existing general domain data

For the baseline, a general-domain system, we exploited the widely used data provided for the SMT workshops (WPT 2005 – WMT 2010): the Europarl parallel corpus (Koehn, 2005) as training data for translation and language models, and WPT 2005 development and test sets as development and test data for general-domain parameter optimization and testing, respectively (Table 1). Europarl is extracted from the European Parliament proceedings and for practical reasons we consider this corpus to contain general-domain texts.

Table 1: Detailed statistics of the general-domain data sets obtained from the Europarl corpus and the WPT 2005 workshop.

| language pair (L1–L2) | dom | set   | source     | sentence pairs | L1 tokens / vocabulary | L2 tokens / vocabulary |
|-----------------------|-----|-------|------------|-----------------|------------------------|------------------------|
| English–French        |     | gen   | Europarl 5 | 1,725,096       | 47,956,886             | 73,645                 | 53,262,628             | 103,436               |
|                       |     | dev   | WPT 2005   | 2,000           | 58,655                 | 5,734                  | 67,295                 | 6,913                 |
|                       |     | test  | WPT 2005   | 2,000           | 57,951                 | 5,649                  | 66,200                 | 6,876                 |
| English–Greek         |     | gen   | Europarl 5 | 964,242         | 27,446,726             | 61,497                 | 27,537,853             | 173,435               |
|                       |     | dev   | WPT 2005   | 2,000           | 58,655                 | 5,734                  | 63,349                 | 9,191                 |
|                       |     | test  | WPT 2005   | 2,000           | 57,951                 | 5,649                  | 62,332                 | 9,037                 |
3.2 Web-crawling for monolingual data

To acquire monolingual in-domain corpora used in improving language models, we enhanced a workflow described in Pecina et al. (2011). Considering the small size of crawled data in that work (repeated here as col.3–6 in Table 2), we implemented a focused monolingual crawler that adopts a distributed computing architecture based on Bixo (2011), an open source web mining toolkit. Moreover, an out-link relevance score $l = p/N + \sum_{i=1}^{M} n_i \cdot w_i$, where $p$ is the relevance score of its source page as in Pecina et al. (2011), $N$ is the amount of links originating from the source page, $M$ is the number of entries in a domain definition consisting of relevant terms extracted from Eurovoc; $n_i$ denotes the number of occurrences of the $i$-th term in the surrounding text and $w_i$ is the weight of the $i$-th term. Further processing steps include boilerplate detection and language identification at paragraph level. These enhancements resulted in acquiring much more in-domain data (col.8 in Table 2). In addition, the evolutions of the crawls were satisfactory since the ratio of pages classified as in-domain with the visited ones is 25.6% on average (col.9 in Table 2).

Then, near-duplicates were removed by employing the deduplication strategy included in the Nutch framework. The relatively high percentages of documents removed (col.13 in Table 2) are in accordance with Baroni et al.’s (2009) observation that during building of the Wacky corpora the amount of documents was reduced by more than 50% after deduplication. Another observation is that the percentages of duplicates for the lab domain are much higher than the ones for env.

Final processing of the monolingual data (see Table 3) concerned the exclusion of paragraphs annotated as not in the targeted language or as boilerplate, which reduced their total amount to 23.3% on average (col.5). Removal of duplicate paragraphs then reduced their total number to 14.0% on average (col.7). However, most of the removed paragraphs were very short chunks of text (such as navigation links). In terms of tokens, the reduction is only to 50.6%. The last three columns in Table 3 refer to the final monolingual data sets used for training language models. For EN and FR, we acquired about 45 million tokens for each domain; for EL, which is less frequent on the web, we obtained only about 15–20 million tokens.

3.3 Web-crawling for parallel data

Some steps involved in parallel data acquisition (including language identification and cleaning) were discussed in the previous subsection as a part of the monolingual data acquisition. To guide the focused bilingual crawler we used sets of bilingual...
gual topic definitions. In order to construct the list of seed URLs we selected web pages that were collected during the monolingual crawls and originated from in-domain multilingual web sites. Since it is likely that these multilingual sites contain parallel documents, we initialize the crawler with these seed URLs and force the crawler to follow only links internal to these sites. After downloading in-domain pages from the selected web sites, we employed Bitextor to identify pairs of documents that could be considered parallel.

3.4 Parallel sentence extraction

After identification of parallel documents, the next steps aimed at extraction of parallel sentences. For each document pair free of boilerplate paragraphs, we applied these steps: sentence splitting and tokenization by the Europarl tools, and sentence alignment by Hunalign (Varga et al., 2005). Hunalign implements a heuristic, language-independent method for identification of parallel sentences in parallel texts which can be improved by providing an external bilingual dictionary of word forms. Without having such dictionaries for EN–FR and EN–EL at hand, we realign data in these languages from Europarl by Hunalign and used the dictionaries produced by this tool.

For each sentence pair identified as parallel, Hunalign provides a confidence score which reflects the level of parallelness. We manually investigated a sample of sentence pairs extracted by Hunalign from the pool data (about 50 sentence pairs for each language pair and domain), by relying on the judgement of native speakers, and estimated that sentence pairs with a score above 0.4 are of a good translation quality. We kept sentence pairs with 1:1 alignment only (one sentence on each side) and removed those with scores below this threshold. Finally, we also removed duplicate sentence pairs.

The statistics from the parallel data acquisition procedure are given in Table 4. On average, 84.2% of the source sentences extracted from the parallel documents were aligned in the 1:1 fashion (col. 7), 10% of them were removed due to low translation quality, and after discarding duplicate sentences pairs we acquired 72.8% of the original source sentences aligned to their target sides (col. 11).

The translation quality of the parallel sentences obtained by the procedure described above is not guaranteed in any sense. Tuning the procedure and focusing on high-quality translations is possible but leads to a trade-off between quality and quantity. For translation model training, high translation quality of the data is not as essential as for testing. Bad phrase pairs can be removed from the translation tables based on their low translation probabilities. However, a development set containing sentence pairs which are not good translations of each other might lead to sub-optimal values of model weights which would harm system performance. If such sentence pairs are used in the test set, the evaluation would clearly be unreliable.

In order to create reliable test and development sets for each language pair and domain, we performed the following low-cost procedure. From the data obtained by the steps described in the previous section, we selected a random sample of 3,600 sentence pairs (2,700 for EN–EL in the lab domain, for which less data was available) and asked native speakers to check and correct them. The task consisted of checking that the sentence pairs belonged to the right domain, the sentences within a sentence pair were equivalent in terms of content, and the translation quality was adequate and (if needed) correcting it. The goal was to obtain at least 3,000 correct sentence pairs for each domain and language pair; thus the correctors did not have to correct every sentence pair. They were allowed to skip (remove) misaligned sentence pairs and asked to remove those sentence pairs that were obviously from a very different domain (despite being correct translations). The number of corrected sentences is in the last column of Table 4.

According to the human judgements (see Table 5), 53–72% of sentence pairs were accurate translations, 22–34% needed only minor corrections, 1–

| language pair | dom | sites | docs | sentences all / paired (∆%) | good (∆%) | unique (∆%) | sampled / corrected |
|---------------|-----|-------|------|----------------------------|-----------|-------------|---------------------|
| English–French | env | 6     | 559  | 19,042 / 14,881 (78.1) | 14,079 / 73.9 | 13,840 / 72.7 | 3,600 / 3,392 |
|               | lab | 4     | 900  | 35,870 / 31,541 (87.9) | 27,601 / 76.9 | 23,861 / 66.5 | 3,600 / 3,411 |
| English–Greek | env | 14    | 288  | 17,033 / 14,846 (87.2) | 14,028 / 82.4 | 13,253 / 77.8 | 3,600 / 3,000 |
|               | lab | 7     | 203  | 13,169 / 11,006 (83.6) | 9,904 / 75.2 | 9,764 / 74.1 | 2,700 / 2,506 |

Table 4: Statistics from the parallel data acquisition: document pairs (docs), source sentences (sentences all), aligned sentence pairs (paired), those of sufficient translation quality (good); after duplicate removal (unique); sentences randomly selected for manual correction (sampled) and those really corrected (corrected). ∆ always refers to percentages w.r.t. the previous step.
In this section, we present experiments that exploit parallel corpora which were acquired in-domain for training SMT systems. We can view this as a low-cost method for acquiring training data compared to the cost of translating the sentences from scratch, so this method was about 5–10 times faster than manual corrections.

Further, we selected 2,000 pairs from the corrected sentences for the test set and left the remaining part for the development set. The parallel sentences which were not selected for corrections were used as training sets. See further statistics in Table 6. The correctors confirmed that the manual corrections were about 5–10 times faster than translating the sentences from scratch, so this can be viewed as a low-cost method for acquiring in-domain test and development sets for SMT.

### 4 Domain adaptation experiments

In this section, we present experiments that exploit all the acquired in-domain data in eight different evaluation scenarios involving two domains (env, lab) and two language pairs (EN–FR, EN–EL) in both directions. Our primary evaluation measure is BLEU (Papineni et al., 2002). For detailed analysis we also present NIST (Doddington, 2002) and METEOR (Banerjee and Lavie, 2005) in Table 8.

#### 4.1 System description

Our MT system is based on Moses (Koehn et al., 2007). For training the baseline system, training data is tokenized and lowercased using the Europarl tools. The original (non-lowercased) target sides of the parallel data are kept for training the Moses recaser. The lowercased versions of the target sides are used for training an interpolated 5-gram language model with Kneser-Ney discounting using the SRILM toolkit (Stolcke, 2002). Translation models are trained on the relevant parts of the Europarl corpus, lowercased and filtered on sentence level; we kept all sentence pairs having less than 100 words on each side and with length ratio within the interval (0.11,9.0). The maximum length of aligned phrases is set to 7 and the reordering models are generated using parameters: distance, orientation-bidirectional-fe. The model parameters are optimized by Minimum Error Rate Training (Och, 2003, MERT) on development sets.

For decoding, test sentences are tokenized, lowercased, and translated by the tuned system. Letter casing is then reconstructed by the recaser and extra blank spaces in the tokenized text are removed in order to produce human-readable text.

#### 4.2 Using out-of-domain test data

A number of previous experiments (Wu et al., 2008; Banerjee et al., 2010, e.g.) showed significant degradation of translation quality if an SMT system was applied to out-of-domain data. In order to verify this observation we trained and tuned our system on general-domain data and compared its performance on test sets from general (gen) and specific (env, lab) domains (the results are referred to as vX and v0 in Table 7, respectively). The average decrease in BLEU is 44.3%: while on general-domain test sets we observe scores in the interval 42.24–57.00, the scores on the specific-domain test sets are in the range 20.20–31.79. This is presumably caused by the divergence of training and test data: the out-of-vocabulary (OOV) rate increased from 0.25% to 0.90% (see col. 4 and 16 in Table 7).

#### 4.3 Using in-domain development data

Optimization of parameters of the SMT log-linear models is known to have a big influence on the performance. The first step towards domain adaptation of a general-domain system is to use in-domain development data. Such data usually comprises of a small set of parallel sentences which are repeatedly translated while the model parameters are adjusted towards their optimal val-

---

Table 5: Results (%) of the manual correction of parallel data.

| category | EN–EL/env | EN–FR/lab |
|----------|-----------|-----------|
| 1. perfect translation | 53.49 | 72.23 |
| 2. minor corrections done | 34.15 | 21.99 |
| 3. major corrections needed | 3.00 | 0.33 |
| 4. misaligned sentence pair | 5.09 | 1.58 |
| 5. wrong domain | 4.28 | 3.86 |

3% would require major corrections (which was not necessary, as the accurate sentence pairs together with those requiring minor corrections were enough to reach our goal of at least 3,000 sentence pairs in most cases). 2–5% of sentence pairs were misaligned and would have had to be translated completely, and about 4% were from a different domain (despite being correct translations).

Table 6: Details of the in-domain parallel data sets obtained by web-crawling and manual correction: sentence pairs (sents), source (L1) and target (L2) tokens and vocabulary size (voc).

| category | EN–EL/env | EN–FR/lab |
|----------|-----------|-----------|
| train | dev | test |
| env | env | env | lab | lab | lab |
| 7,064 | 2,000 | 506 | 1,000 | 2,000 | 7,064 |
| 233,145 | 15,129 | 15,129 | 27,865 | 58,073 | 233,145 |
| 7,136 | 2,227 | 2,227 | 4,786 | 4,893 | 7,136 |
| 233,145 | 2,227 | 2,227 | 7,136 | 4,893 | 7,136 |
| 4,786 | 5,277 | 5,277 | 5,277 | 5,277 | 7,136 |
| 244,396 | 63,551 | 63,551 | 506 | 14,209 | 506 |
| 16,089 | 6,630 | 6,630 | 16,089 | 6,630 | 16,089 |
| 15,293 | 3,586 | 3,586 | 15,293 | 3,586 | 15,293 |
| 240,822 | 27,865 | 27,865 | 240,822 | 27,865 | 240,822 |
| 10,963 | 5,277 | 5,277 | 10,963 | 5,277 | 10,963 |
| 287,499 | 5,467 | 5,467 | 287,499 | 5,467 | 287,499 |
| 14,209 | 6,630 | 6,630 | 14,209 | 6,630 | 14,209 |
| 244,396 | 63,551 | 63,551 | 244,396 | 63,551 | 244,396 |
ues. The minimum number of development sentences is not strictly given. The only requirement is that the optimization procedure (MERT in our case) must converge, which might not happen if the set is too small. By using the parallel data acquisition procedure (see Section 3.2), we acquired development sets (506–1,411 sentence pairs in each) which proved to be very beneficial: compared to the baseline systems trained and tuned on general-domain data only (v0), systems trained on general-domain data and tuned on in-domain data (v1) improved BLEU scores by 25.5% on average. Taking into account that the development sets contain only several hundreds of parallel sentences each, such improvement is remarkable (compare columns v0 and v1 in Table 7).

### 4.4 Adding in-domain monolingual data

Improving an SMT system by adding in-domain monolingual training data cannot reduce the relatively high OOV rate observed when general-domain systems were applied on test sets from specific domains. However, such data can improve the language models and contribute to better estimations of probabilities of n-grams consisting of known words. To verify this hypothesis, we trained systems (v2) on general-domain parallel training data, in-domain development data, and a concatenation of general-domain and in-domain monolingual data described in Section 3.2.1 (comprising 15–45 million words). Compared to the systems v1, the BLEU scores were improved by additional 14.5% absolute on average. In comparison with the baseline systems v0, the total increase of BLEU is 40.0% on average. The most substantial improvement over the system v1 is achieved for translations to Greek (23.0% for env, 16.2% for lab) despite the smallest size of the monolingual data acquired for this language (Table 3) which is probably due to the complex Greek morphology.

### 4.5 Adding in-domain parallel training data

Parallel data is essential for building translation models of SMT systems. While a good language model can improve an SMT system by preferring better translation options in given contexts, it has no effect if the translation model offers no translation at all, which is the case for OOV words. In the next experiment, we use in-domain parallel training data acquired as described in Section 3.2.3 (7–20 thousand sentence pairs). First, we trained systems (v3) on a concatenation of general-domain and in-domain parallel training data, in-domain development data, and a general-domain monolingual data only which outperformed the previous systems (v2) by additional 9.2% absolute on average (49.2% over the baseline). In some scenarios, the overall improvement was above 70%.

To provide a complete picture we also trained fully adapted systems (v4) using both general-domain and in-domain sets of parallel and monolingual data and tuned on the corrected in-domain development sets. In most scenarios the difference of results of these systems compared to systems v3 are not statistically significant (p=0.05). The average relative improvement over the baseline (v0) is 49.5%, which is almost identical to 49.2% from the previous experiment (v3). In practice, this means that using additional monolingual in-domain data on top of the in-domain parallel data has no effect on the translation quality. Although additional experiments would verify whether larger monolingual data could bring any additional improvement or not, it seems that parallel data is more important.

### 5 Conclusions

We presented two methods for the acquisition of domain-specific monolingual and parallel data from the web. They employ existing open-source tools for normalization, language identification,

| direction | dom | vX / OOV | dom | v0 / OOV | v1 / Δ% | v2 / Δ% | v3 / Δ% | v4 / Δ% / OOV |
|-----------|-----|----------|-----|----------|--------|--------|--------|----------------|
| English–French gen | 49.12 | 0.11 | env | 28.03 | 0.98 | 35.81 | 27.8 | 39.23 | 40.0 | 40.53 | 44.6 | 40.72 | 45.3 | 0.65 |
| lab | 22.26 | 0.85 | 30.84 | 35.6 | 34.00 | 52.7 | 39.55 | 77.7 | 39.35 | 76.8 | 0.48 |
| Fench–English gen | 57.00 | 0.11 | env | 31.79 | 0.81 | 39.04 | 22.5 | 40.57 | 27.6 | 42.23 | 32.8 | 42.17 | 32.7 | 0.54 |
| lab | 27.00 | 0.68 | 33.52 | 23.7 | 38.07 | 41.0 | 44.14 | 65.5 | 43.85 | 62.4 | 0.38 |
| English–Greek gen | 42.24 | 0.22 | env | 20.20 | 1.15 | 26.18 | 29.1 | 32.06 | 58.7 | 33.83 | 67.5 | 34.50 | 70.8 | 0.82 |
| lab | 22.92 | 0.47 | 28.79 | 25.7 | 33.59 | 46.6 | 33.54 | 46.3 | 33.71 | 47.1 | 0.40 |
| Greek–English gen | 44.15 | 0.56 | env | 29.23 | 1.53 | 34.15 | 16.8 | 36.93 | 26.3 | 39.13 | 33.9 | 39.18 | 34.0 | 1.20 |
| lab | 31.71 | 0.69 | 37.55 | 18.4 | 40.17 | 26.7 | 40.44 | 27.5 | 40.33 | 27.2 | 0.62 |

| Average | 0.25 | 0.90 | 25.5 | 40.0 | 49.2 | 49.5 | 0.64 |

Table 7: BLEU scores from domain adaptation of the baseline general-domain systems (v0) by exploiting: corrected devel. data (v1), monolingual training data (v2), parallel training data (v3), both monolingual and parallel training data (v4); vX refers to the baseline systems applied to general-domain test sets, OOV to out-of-vocabulary rates, Δ to relative improvement over v0.
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The acquired resources were then successfully used to adapt general-domain SMT systems to the new domains. The average relative improvement of BLEU achieved in eight scenarios was a substantial 49.5%. Based on our experiments we made the following observations: even small amounts of in-domain parallel data is more important for translation quality than large amounts of in-domain monolingual data. As few as 500–1,000 sentence pairs can be used as development data with expected 25% relative improvement of BLEU. Additional parallel data can be used to improve translation models: 7,000–20,000 sentence pairs in our experiments increased BLEU by other 25% relative on average. If such data is not available, a general-domain system can benefit from using additional in-domain monolingual data, however quite large amounts (tens of million words) are necessary to obtain a moderate improvement.
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