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Abstract

In recent years, many data augmentation techniques have been proposed to increase the diversity of input data and reduce the risk of overfitting on deep neural networks. In this work, we propose an easy-to-implement and model-free data augmentation method called Local Magnification (LOMA). Different from other geometric data augmentation methods that perform global transformations on images, LOMA generates additional training data by randomly magnifying a local area of the image. This local magnification results in geometric changes that significantly broaden the range of augmentations while maintaining the recognizability of objects. Moreover, we extend the idea of LOMA and random cropping to the feature space to augment the feature map, which further boosts the classification accuracy considerably. Experiments show that our proposed LOMA, though straightforward, can be combined with standard data augmentation to significantly improve the performance on image classification and object detection. And further combination with our feature augmentation techniques, termed LOMA_IF&FO, can continue to strengthen the model and outperform advanced intensity transformation methods for data augmentation.

1. Introduction

Convolutional neural networks (CNNs) have achieved broad success over a variety of computer vision tasks, including image classification [9, 20, 28], object detection [13, 25], and semantic segmentation [3, 23]. However, overfitting often occurs during training and reduces model performance. A widely used technique to combat this problem is data augmentation, which expands the set of valid training data and improves the generalization of neural networks.

Mainstream image augmentation methods can be split into three categories [33], namely model-free, model-based, and optimization-based. Among them, model-free methods such as Cutout [8], Hide and Seek [29], Random Erasing [38], and GridMask [4] have been especially popular due to their relative simplicity and effectiveness. As illustrated in Fig. 1, model-free data augmentations mainly focus on occluding some of the image content via intensity transformations so that the CNNs can be pushed to learn more robust features. However, when an essential portion of an image is occluded, the image label may become ambiguous. For instance, when the data augmentation completely masks valuable objects in the input image, the image data becomes noisy and harmful to the training of CNNs.

To avoid such label ambiguity in model-free data augmentation, we introduce a new data augmentation method, termed Local Magnification (LOMA). Unlike other geometric augmentations that are based on global geometric transformations, such as affine transformations, elastic distortions [27], random cropping [20], and random flipping [28], LOMA only magnifies a local portion of the image to generate the augmentation, making some local features more prominent.

In the physical world, occlusion can happen where some portion of a scene is occluded by other objects, while our LOMA can also occur like when a person uses a magnifier on an input image to facilitate focusing on some details. Another case is that cars can be severely deformed in a traffic accident yet still be well recognized. Also, human faces can be exaggeratedly distorted in funhouse curved mirrors but still be recognized from the distorted images by people.

In network training, LOMA is applied to each image of a mini-batch with a fixed probability. First, a magnification center is randomly located on each selected image,
and a radius is determined within a specified range. Then, LOMA calculates new horizontal and vertical coordinates for all the pixels located within a neighborhood of the magnification center that is defined by the radius and a preset deformation shape. These pixels are moved accordingly to obtain the new image, as shown for two preset deformation shapes (rhombus and ellipse) in Fig. 2. Although this procedure may discard a small portion of the pixels, the number of discarded pixels is much less than that of intensity transformation methods based on occlusion. In addition, some augmented images will have apparent dislocations at the boundaries of the augmented region, which cannot be achieved by intensity transformation. We argue that these deformations and dislocations increase the diversity of the training data while maintaining the apparent image labels, providing challenging yet effective training data that goes well beyond the standard augmentations.

We additionally extend the idea of our local magnification as well as the standard random cropping to augment feature maps in the feature space. The former is called LOMA on the Feature Map, and the latter is called FeatureMap Offset (FO). We abbreviate the joint use of LOMA and LOMA on the Feature Map as LOMA_IF (LOMA in the Image space and Feature space). For FeatureMap Offset, it offsets the feature map output at an intermediate layer of the network with a certain probability and then passes it to the subsequent layer.

Our main contributions can be summarized as follows:

- We propose a model-free data augmentation method based on local geometric transformations called Local Magnification (LOMA). It is a lightweight method that does not require additional parameters to learn and can be easily plugged into the training of various CNNs.
- The proposed LOMA improves the baseline (standard augmentation) for image classification on the CIFAR and ImageNet benchmark datasets and for object detection on the PASCAL VOC benchmark dataset. LOMA can be combined with standard data augmentation to further boost the performance.
- We extend the idea of LOMA and random cropping to the feature space. The incorporation of our final method, termed LOMA_IF&FO, can further boost performance and outperform two advanced intensity transformation data augmentation methods, Cutout [8] and Random Erasing [38].

2. Related Work

2.1. Data Augmentation

In recent years, many data augmentation techniques have been proposed to address the overfitting issue that arises when training convolutional neural networks (CNNs) [33]. Existing data augmentation methods can be categorized into
three groups, namely model-free, model-based, and optimizing policy-based.

Model-based approaches attempt to augment the training dataset with images produced by Generative Networks. Antoniou et al. [1] use a generative model called DCGAN to take data from a source domain and generalize it to generate other within-class data. Huang et al. [17] propose a structure-aware image-to-image translation network called AugGAN to learn the joint distribution of the two domains and find transformations between them. Xu et al. [32] adopt the self-supervised masked autoencoder to generate distorted views of the input images as augmented images.

Optimizing policy-based image augmentation strategies seek to find the optimal combination policy of multiple data augmentation methods through reinforcement learning or adversarial learning. The most representative work is AutoAugment [5], which has demonstrated powerful performance on various benchmarks but spends much time searching for policies. There are many follow-up improvements, such as Fast AutoAugment [22], Adversarial AutoAugment [37], RandAugment [6], Faster AutoAugment [15], and TeachAugment [31].

Most relevant to our work are model-free data augmentation methods. In addition to methods that process multiple images to obtain new samples, such as Mixup [36], CutMix [34], and PuzzleMix [18], there are single-image augmentation strategies, which can be divided into three branches: geometric transformation, color image processing, and intensity transformation. Color image processing methods perturb the color of the input image by transforming the color of pixels within the training data. In the intensity transformation methods, DeVries and Taylor [8] propose Cutout, which uses a square fixed-size mask to randomly occlude a portion of the image and fill it with uniform pixels. Zhong et al. [38] propose Random Erasing, which uses random pixel values to form a rectangular mask. To establish a good balance between deletion and the preservation of regional information on the images, Chen et al. [4] introduce GridMask, which randomly removes non-adjacent image patches. The above methods perform some occlusion so as to encourage the network to focus more on complementary and less prominent features [8]. Instead of blocking a portion of the image directly, our method alters the position of pixels to magnify a local area of the image, making it more prominent and helping the network to focus more on these local features. As the local region is located randomly, the network can learn to generalize to more extensive variations of the original image.

2.2. Regularization

Another effective approach to address the overfitting issue in CNNs is by regularization in the feature space. Dropout [30] randomly drops units and their connections from the neural network during training. Follow-ups to Dropout contain many improvements, such as DropBlock [12] which occludes continuous regions on the feature map. Another idea is to exchange some components of the two feature maps. For example, PatchUp [11] mixes consecutive feature blocks in the feature space. MoEx [21] forces the model to improve robustness by randomly replacing the moments of the feature map of one training sample with those of another and interpolating the labels. These methods can also be regarded as augmentations in the feature space. Thereby, we apply our LOMA in the feature space as another form of regularization, and we further consider porting standard data augmentations, namely random cropping and random flipping, to the feature space as well. As random flipping in the image space and feature space have similar effects, we only adopt random cropping in the feature space and refer to this new method as FeatureMap Offset (FO).

2.3. Standard Data Augmentation Suite

The two most successful data augmentation techniques for training CNNs are the geometric transformations of random cropping [20] and random flipping [28]. Through these two types of augmentations, the diversity of training samples is increased. Unlike random cropping and random flipping which perform a global transformation of an image, LOMA can be regarded as a local geometric transformation because it does not alter the overall structure of the image. Our method can be combined with random cropping and random flipping as a new data augmentation baseline for training CNNs.

3. Methodology

In this section, we introduce the proposed LOMA in detail. Section 3.1 explains how LOMA functions at the input layer. Section 3.2 describes how to extend the idea of LOMA and random cropping to the feature space.

3.1. LOMA in the Image Space

Local Magnification (LOMA) is an easy-to-implement method that augments the training dataset effectively. In the training phase, for each input image in a mini-batch, our algorithm is randomly applied on the image with a certain probability \( p \). Thus, the model receives the augmented image with probability \( p \), and the probability of receiving the unaltered image is \( 1 - p \). We use a vector \((x_c, y_c, r, s, a_x, a_y)\) to describe the region \( S \) where LOMA deforms an image \( I \). As shown in Fig. 3 for an input image size of \( W \times H \), we create a coordinate frame with the bottom left corner of the image as the origin. LOMA randomly determines a magnification center on the image, denoted as \((x_c, y_c)\). \( s \) is the preset deformation shape, and \( r \) is the ra-
For the preset deformation shapes, we choose to define them using the $\ell_1$ and $\ell_2$ norm (rhombus and ellipse) in this work to facilitate calculation. Note that other shapes like a rectangle, which corresponds to the $\ell_\infty$ norm, could also work.

For the $\ell_1$ norm, the preset deformation shape $s$ is a rhombus, and the deformation region $S$ is defined as:

$$\{ (x_i, y_i) | a_x |x_i - x_c| + a_y |y_i - y_c| < r \}, \quad (1)$$

where $(x_i, y_i)$ is the coordinates of each pixel inside the deformation region.

For the $\ell_2$ norm, the preset deformation shape $s$ is an ellipse, and the deformation region $S$ is defined as:

$$\{ (x_i, y_i) | a_x (x_i - x_c)^2 + a_y (y_i - y_c)^2 < r^2 \}. \quad (2)$$

For each pixel $(x_i, y_i)$ in $S$, LOMA calculates a new position of this pixel and moves it accordingly to obtain the output image $I^+$:

$$\begin{align*}
    x_o &= \frac{d}{r} \cdot (x_i - x_c) + x_c, \\
    y_o &= \frac{d}{r} \cdot (y_i - y_c) + y_c, \\
    I^+[x_i, y_i] &\leftarrow I[x_o, y_o]
\end{align*} \quad (3)$$

where $d = \sqrt{(x_i - x_c)^2 + (y_i - y_c)^2}$ is the distance between the pixel to be changed and the magnification center. For each input image, $r$ is randomly set within a given range as $r = random(r_{min}, r_{max}) \times max(H, W)$, and either $a_x$ or $a_y$ takes a random value within the given range $random(a_{min}, a_{max})$ while the other is set to 1. $r$ determines the scope of local magnification in the image, while $a_x$ and $a_y$ determine the intensity of the deformation within the preset deformation region.

The overall process is shown in Algorithm 1. We denote this method as LOMA_I and also refer to it as LOMA for brevity.

#### Algorithm 1: Local Magnification on Image

**Input:** input image $I$, image size $(W, H)$, probability $p$, preset deformation shape $s$, horizontal/vertical compression ratio range $(a_{min}, a_{max})$, radius range $(r_{min}, r_{max})$

**Output:** augmented image $I^+$

1. $I^+ \leftarrow I$
2. if $random(0, 1) > p$ then
3.     return $I^+$
4. else
5.     $r \leftarrow random(r_{min}, r_{max}) \times max(H, W)$
6.     if $random(0, 1) > 0.5$ then
7.         $a_x \leftarrow random(a_{min}, a_{max}); a_y \leftarrow 1$
8.     else
9.         $a_x \leftarrow 1; a_y \leftarrow random(a_{min}, a_{max})$
10. end
11. if $s = 'rhombus'$ then
12.     Calculate $S$ by Eq. (1)
13. else
14.     Calculate $S$ by Eq. (2)
15. end
16. for $(x_i, y_i) \in S$ do
17.     $d \leftarrow \sqrt{(x_i - x_c)^2 + (y_i - y_c)^2}$
18.     Calculate $x_o, y_o$, and $I^+[x_i, y_i]$ by Eq. (3)
19. end
20. return $I^+$
21. end

### 3.2. LOMA in the Feature Space

Unlike the above augmentation in the image space, that applies LOMA with probability $p$ to each image in the mini-batch, LOMA in the feature space augments each mini-batch with probability $p_f$ in an intermediate layer of the neural network. Since adapting the idea of LOMA to an intermediate layer is straightforward, we focus on how to extend the idea of random cropping into the feature space, which we call FeatureMap Offset (FO).

We decide with probability $p_f$ whether to use both LOMA on the Feature Map and FeatureMap Offset simultaneously for a mini-batch of feature maps that comes from the $l^{th}$ convolutional block of the network (a smaller $l$ is closer to the input). But note that the two methods can also be used separately. FeatureMap Offset does not change the size of the feature map but applies the translation operation of an affine transformation to move the feature map and fill the vacated entries with 0. Three possible scenarios are shown in Fig. 4, with the feature maps shifted to the lower left, right and upper right, respectively.

For each input feature map, the affine transformation ma-
The matrix of FeatureMap Offset (FO) method is:

\[ M = \begin{bmatrix} 1 & 0 & T_x \\ 0 & 1 & T_y \\ 0 & 0 & 1 \end{bmatrix}, \]  

(4)

where \( T_x \) and \( T_y \) represent the offset of the feature map in the horizontal and vertical directions. Assuming the feature map size to be \( B \times C \times H_f \times W_f \), then \( T_x \) and \( T_y \) each takes a random value in the given range \( \text{random}(\gamma, \gamma) \times \max(H_f, W_f) \), where \( \gamma \) controls the offset degree of the feature map.

We abbreviate LOMA on the Feature Map as LOMA_F, abbreviate LOMA in the image space and feature space as LOMA_IF, and denote LOMA_IF together with FeatureMap Offset as LOMA_IF&FO.

4. Experiments

In this section, we verify the effectiveness of the proposed LOMA, LOMA_F and FO. We first conduct multiple experiments on the image classification task using the CIFAR-10, CIFAR-100 [19], and ImageNet [7] datasets (Sec. 4.1 and Sec. 4.2). Next, we study the impact of hyper-parameters on model performance and the robustness of the model to occlusion (Sec. 4.3 and Sec. 4.4). Then, we demonstrate the complementarity of LOMA to standard data augmentation (Sec. 4.5). Finally, we further evaluate our method on the PASCAL VOC 2007 detection benchmark [10] for object detection (Sec. 4.6).

4.1. Results on CIFAR-10 and CIFAR100

CIFAR-10 and CIFAR-100 [19] both have 60,000 color images of size 32×32, and each dataset is divided into a training set of 50,000 images and a test set of 10,000 images. There are 10 and 100 different classes in CIFAR-10 and CIFAR-100, respectively. We train ResNet-20 [16] and WideResNet-28-10 [35] for 300 epochs using standard data augmentation (padding to 40×40, random cropping, and random horizontal flipping) and Local Magnification (LOMA). And we utilize the Stochastic Gradient Descent (SGD) optimizer with Nesterov momentum of 0.9 and weight decay of 5e-4. The learning rate is set to 0.1 and decays by a factor of 10 at 100, 200, and 265 epochs. We also use PyramidNet-200 [14] with widening factor \( \tilde{\alpha} = 240 \) in the same way as in Cutmix [34], where the batch size and training epochs are set to 64 and 300, respectively. The learning rate is set to 0.25 and decays 10-fold at 150 and 225 epochs. In the following experiments, we set \( p = 0.5, r_{\text{max}} = 0.7, r_{\text{min}} = 0.03, a_{\text{max}} = 3, a_{\text{min}} = 1 \) for the hyper-parameters of LOMA, and \( p_f = 0.5, l = 2, \gamma = 0.25 \) for the hyper-parameters of LOMA_F and FO, if not specified.

The results on CIFAR-10 and CIFAR-100 are summarized in Tab. 1. We see that LOMA (rhombus) and LOMA (eclipse) yield similar results. To avoid confusion, we only use LOMA (rhombus) for the following comparisons if not written explicitly. From the table, we can observe the following:

- When augmenting the image using LOMA at the input layer, our method improves the performance of the baseline significantly. The results of LOMA are competitive to, though do not surpass, two advanced intensity transformation data augmentation methods, Cutout [8] and Random Erasing [38].
- Using LOMA both in the image space and feature space, the resulting method LOMA_IF further boosts the performance, showing results similar to Cutout and Random Erasing on CIFAR-10 and outperforming them on CIFAR-100.
- Our final method LOMA_IF&FO outperforms Cutout and Random Erasing in almost all cases, except on CIFAR-10 using a ResNet-20 model. The superiority of LOMA_IF&FO is more prominent on more complex models and complicated data.

4.2. Results on ImageNet

The ILSVRC 2012 classification dataset [7], ImageNet, is the most challenging dataset for the image classification task. It contains about 1.2 million training images and 50,000 validation images with 1000 classes.

Following the training recipes in CutMix [34], we train ResNet-50 with LOMA and the standard data augmentations for 300 epochs using a weight decay of 1e-4. The batch size is set to 256. The learning rate starts from 0.1 and decays by a factor of 0.1 at epochs 75, 150 and 225, respectively. Since a more complicated dataset calls for an increased probability of augmentation, we set \( p = 0.8 \) for ResNet-50.

The results on ImageNet are summarized in Tab. 2. To be consistent with the experiments on CIFAR datasets, if
| Method          | ResNet-20 | CIFAR-10 | WRN-28-10 | PyramidNet | ResNet-20 | CIFAR-100 | WRN-28-10 | PyramidNet |
|-----------------|-----------|----------|-----------|------------|-----------|-----------|-----------|------------|
| Baseline        | 92.75 ± 0.26 | 96.22 ± 0.10 | 96.16 ± 0.18 | 69.16 ± 0.28 | 81.32 ± 0.20 | 83.68 ± 0.34 |
| Cutout          | 93.67 ± 0.21 | 96.92 ± 0.16 | 96.90**     | 70.16 ± 0.26 | 81.59 ± 0.27*| 83.47**    |
| Random Erasing  | 93.27 ± 0.09* | 96.92 ± 0.05* | -          | 70.03 ± 0.11* | 82.27 ± 0.15*| -          |
| LOMA (rhombus)  | 93.27 ± 0.10 | 96.85 ± 0.13 | 96.73 ± 0.32 | 70.12 ± 0.28 | 82.28 ± 0.23 | 83.91 ± 0.48 |
| LOMA (ellipse)  | 93.26 ± 0.10 | 96.89 ± 0.11 | 96.79 ± 0.25 | 70.15 ± 0.19 | 81.88 ± 0.21 | 83.74 ± 0.19 |
| LOMA_IF         | 93.42 ± 0.17 | 97.05 ± 0.12 | 96.74 ± 0.43 | 70.34 ± 0.36 | 82.65 ± 0.30 | 84.29 ± 0.58 |
| LOMA_IF&FO      | 93.53 ± 0.15 | 96.97 ± 0.13 | 96.91 ± 0.60 | 70.57 ± 0.21 | 82.89 ± 0.23 | 84.45 ± 0.28 |

Table 1. Test accuracy (%) on CIFAR-10 and CIFAR-100. * indicates results reported in the original paper. ** indicates results reported in another paper [34] for comparison. The best results are in **bold** and the second best results are underlined.

| Method                  | ResNet-50 | Top-1 Err. | Top-5 Err. |
|-------------------------|-----------|------------|------------|
| Baseline                | 23.00     | 6.67       |
| Cutout [8]              | 22.93**   | 6.66**     |
| Random Erasing [38]     | 22.75*    | 6.69*      |
| LOMA (rhombus)          | 22.63     | 6.69       |
| LOMA (ellipse)          | 22.79     | 6.59       |
| LOMA_IF                 | 22.57     | 6.40       |
| LOMA_IF&FO              | 22.33     | 6.30       |

Table 2. Test error (%) of ResNet-50 on the ImageNet dataset (the lower the better). * indicates results reported in the original paper. ** indicates results reported in another paper [34] for comparison.

| Method                  | Top-1 Err. |
|-------------------------|------------|
| Baseline + LOMA         | 17.72 ± 0.23 |
| $t = 1$                 | 17.55 ± 0.12 |
| $t = 2$                 | 17.41 ± 0.23 |
| $t = 3$                 | 17.91 ± 0.58 |

Table 3. Test errors (%) of LOMA, LOMA_F and FO applied to the l-th convolutional block of the network on CIFAR-100 based on WideResNet-28-10.

| Method                  | Top-1 Err. |
|-------------------------|------------|
| Baseline + LOMA         | 17.72 ± 0.23 |
| $p_f = 0.25$            | 17.32 ± 0.65 |
| $p_f = 0.5$             | 17.41 ± 0.23 |
| $p_f = 0.75$            | 17.37 ± 0.10 |

Table 4. Test errors (%) for different probability $p_f$ of LOMA, LOMA_F and FO on CIFAR-100 based on WideResNet-28-10.

Moreover, as shown in Fig. 5, LOMA can force the network to focus on a larger range or more important region.}

**Figure 5.** Class activation mapping (CAM) [39] visualizations for ResNet-50 trained on ImageNet. LOMA can force the network to focus on a larger range or more important region.

4.3. Ablation Study

We explore the impact of hyper-parameters on LOMA, LOMA_F and FO in training the CNNs. In order to simplify the experiments, we conduct experiments on CIFAR-
Figure 6. Test accuracy (%) with different $p$, $r_{\text{max}}$, and $a_{\text{max}}$ on CIFAR-10 based on ResNet-20 using LOMA (rhombus).

Table 5. Test accuracy (%) of adding different components of our method to WideResNet-28-10 on CIFAR-100.

Table 6. Test accuracy (%) with different data augmentation on CIFAR-10 based on ResNet-18. RC: Random cropping, RF: Random flipping.

It is important to note that no matter how the hyper-parameters are set, LOMA can always improve the model performance over the baseline. These experiments verify that different $r$ and $p$ can bring different effects to CNNs, as expected. Our method is also found to be robust to the compression ratios for the preset deformation shape.

For LOMA$_F$ and FO, we explore the layer $l$ of feature argumentation to be applied, the probability $p$, and the necessity of having the two components. We experiment on CIFAR-100 based on WideResNet-28-10 using LOMA in the basic setting and LOMA$_F$ and FO under different hyper-parameter settings.

As shown in Tabs. 3 and 4, applying LOMA$_F$ and FO
after the second convolution block works best. We believe this is because if it is too close to the input layer, the effect of moving the element position is very similar to that of LOMA in the input layer, thus bringing limited improvement. On the other hand, if it is too close to the output layer, it will affect the semantic information too much.

As shown in Tab. 5, we explore the contribution of individual components to the experimental results. The results show that all the three proposed methods can improve the classification accuracy separately, and data augmentation at the input layer is the most effective. The effect can be further improved when the three methods are combined, exceeding the baseline model by 1.67%.

### 4.4. Robustness to Occlusion

We study the robustness of the trained models with LOMA against occlusion on CIFAR-10 based on trained ResNet-20. We follow CutMix [34] to select regions of different sizes in the image’s central region and fill zeros in or outside the area to generate samples with different levels of occlusion.

Figure 7 illustrates the results. The models trained with LOMA or LOMA_IF&FO can significantly improve robustness compared to the baseline. Interestingly, in the model’s training process, the augmented image generated by LOMA does not directly block a specific part of the image. Thus, the model will not obtain any occluded samples, but when the level of blocking increases, whether by center occlusion or boundary occlusion, the effect of the model trained with our method is still better than that of the baseline. This proves that LOMA and LOMA_IF&FO can bring sufficient robustness against occlusion to the model.

### 4.5. Complementary to Standard Augmentation

We compare our method with random cropping and random flipping, two of the most commonly used and effective geometric transformation methods, and the results on ResNet-18 are shown in Tab. 6. Here “Vanilla” indicates training without any augmentation.

We notice that although our method does not perform as well as the standard augmentations when applied alone, it is complementary to them. When the three methods are used together, the error rate is 4.18%, outperforming the vanilla method by a large margin of 6.47%. Adding LOMA upon the current standard data augmentation (random cropping plus random flipping) further improves the accuracy by 0.5% on an already very high accuracy of 95.32%. The results indicate that the three methods of geometric transformation can be used together as a new standard data augmentation strategy for classification tasks.

### 4.6. Object Detection

The PASCAL VOC dataset [10] is a popular benchmark for object detection. The VOC 2007 dataset contains about 5,000 images over 20 object categories in the training/validation (trainval) set and 5,000 images in the test set. The VOC 2012 dataset contains about 11,000 images in the training/validation set. During the training, we use either the trainval in VOC 2007 or the union of VOC 2007 and VOC 2012 trainval as the training set. We evaluate our method’s performance on the VOC 2007 test set and use the mean average precision (mAP) metric. Faster RCNN [26] is employed as the detection model for these experiments, using the settings in the open source object detection toolbox MMDetection [2] based on PyTorch [24]. Since the backbone of the object detection task is already pre-trained, it is not suitable for further augmenting the feature map, so we only consider using LOMA here. For LOMA, we randomly select the location of the magnification center within the entire image and set $p = 0.25$, $r_{\text{max}} = 0.5$, and $a_{\text{max}} = 1$.

The results are summarized in Tab. 7. When using VOC 2007 trainval for training, our method can achieve 0.7% improvements compared to the baseline, without needing to learn any extra parameters. When using the union of VOC 2007 and VOC 2012 trainval as the training set, the mAP of the detector trained with LOMA surpasses the baseline of Faster RCNN by 0.4%. The experiments show that our proposed method also benefits object detection tasks.

### 5. Conclusion

Different from global geometric transformation and occlusion methods, our model-free and easy-to-implement augmentation, Local Magnification (LOMA), randomly magnifies a part of the input image to generate more effective data for improving the model’s generalization. It can
also complement global geometric transformation methods as a new standard data augmentation suite for training CNNs on both image classification and object detection tasks. The extension of LOMA and random cropping to feature augmentation can further boost the classification performance, and outperform the existing advanced data augmentation techniques based on intensity transformation. Our work shows two possible augmentation directions for model generalization: one is how to do distortion locally to strengthen the performance, the other is how to adapt effective data augmentation methods to feature augmentation. We will continue to investigate the two directions in our future work.
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