Heart Disease Classification Based on Hybrid Ensemble Stacking Technique
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Abstract—Heart diseases are considered one of the leading death rates for humanity in the recent decades. The early diagnosis and prediction of heart disease becomes a critical subject in medical domain. Data mining techniques are usually used for finding anomalies, patterns and correlations within large data sets, thus it’s crucial for clinical data analysis and various disease prediction. Ensemble approaches have proven to be quite effective in solving a variety of classification problems. In this research, we propose a hybrid ensemble stacking model with different feature engineering algorithms. The proposed ensemble model is based on five base models: Random Forest, Decision Tree, K-Nearest Neighbour (K-NN), Support Vector Machine (SVM), and Naïve Bayes for heart disease diagnosis. Logistic Regression meta model is used to merge base models predictions. We have examined various feature selection approaches such as: Brute Force, Principal Component Analysis (PCA), Classification and Regression Tree (CART) Feature Importance, and Logistic Regression based Recursive Feature Elimination. The proposed approach has been experimentally validated and evaluated on different dataset : UCI Cleveland and UCI Statlog. A quantitative evaluation shows that the combination of the ensemble model with brute force as feature selection technique yields a top accuracy of 97.8% for heart disease classification. The proposed stacking model has proven it's efficiency and overcomes existing approaches in heart diseases classification.
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1. INTRODUCTION

Heart disease, also known as Cardiovascular Disease (CD) is considered as the leading cause of death worldwide for decades. In 2016, and as reported by the world health organization, 17.9 million people passed away worldwide as a result of CD [1]. The death rate of heart disease can be reduced in case of early prediction and warning for the presence of the disease. Hence, it is highly required to develop a system to improve the prediction and classification of CD. In recent decades, data mining approaches have been researched to improve prediction process in medical field, where datasets become available [2].

Data mining is the process of finding hidden patterns, knowledge, and anomalies within large data sets. It is considered as the core part of Knowledge Discovery in Database (KDD) process, which involves series of steps such as Data Preparation, Data Selection, Data Transformation and Data Mining which include several tasks such as prediction, classification, and clustering. The data mining techniques have been extensively studied in medical domain to improve various disease diagnosis such as: stroke, cancer, and diabetes detection. Recently, several authors study different data mining techniques for CD diagnosis and prediction. Diagnosis efficiency is the key factor in medical field, the development of most accurate diagnosis applications for CD has been revealed in literature [3-7]. Hybrid techniques have been researched to improve medical diagnosis efficiency, where data mining techniques have been integrated to produce hybrid models that can outperform performance of single models [9,11,25,29].

Moreover, researchers study the integration of various classification approaches such as: Support Vector Machine (SVM), K-Nearest Neighbour (K-NN), Logistic Regression, Decision Tree, Naïve Bayes and Vote (hybrid algorithm of Naïve Bayes with Logistic Regression), with different combination of dataset attributes for CD detection [7]. The Vote hybrid algorithm yielded the highest accuracy of 87.4% using 9 significant features of UCI Cleveland dataset [8]. A hybrid model based on Particle Swarm Optimization (PSO) has been proposed for rule discovering and CD diagnosis [9]. The model yielded an accuracy of 85% using 13 significant attributes on Z-Alizadeh Sani dataset [10]. The study in [11] introduced a hybrid model that combine Artificial Neural Network (ANN) and Genetic Algorithm (GA) for the diagnosis of CD across Z-Alizadeh Sani dataset. GA played an important role for tuning ANN's weights. Their proposed model (ANN + GA) has improved ANN's efficiency by around 10% and achieve an accuracy of 93.85%. In [12], a Classification and Regression Tree (CART) model for CD diagnosis has been presented. The model reduces the features subset to only five features and achieved an accuracy of 92.41% on Z-Alizadeh Sani dataset. In [13] a classification model that combine KNN with GA has been introduced, where the model achieves an accuracy of 87.1% with (K = 5) and 5-fold cross validation.

Several research work have been presented in the literature that used a single classification model for CD detection like Neural Network (NN) [7,11,14,30], Naïve Bayes [7,14], SVM [7], CART Decision Tree [7,12], K-NN [14]. However, since every classification model has its own point of strengths and
In this paper we propose an efficient ensemble stacking model to improve CD prediction. The proposed model is based on set of heterogeneous classifiers including Random Forest, Decision Tree, K-NN, SVM, and Naïve Bayes as base models. Further, a meta model based on Logistic Regression is used to combine base models prediction and produce the final decision. In experimental evaluation, clinical datasets are used, however such datasets suffer from redundant/inconsistent features that may have a negative impact on the model efficiency [19]. Additionally, feature selection is an important phase in data mining approaches, which aims to reduce the dimensionality of the input features by selecting most significant feature subset which contributes most to output. In this paper, various feature selection methods such as: Brute Force, PCA, CART Feature Importance, and Logistic Regression based Recursive Feature Elimination are employed to identify the important attributes from CD dataset. The UCI Cleveland dataset has been selected for building and training the proposed ensemble model. The proposed model has been evaluated on a different dataset, UCI Statlog dataset where set of experiments carried out to assess the efficiency and performance of our model using 10-fold cross validation, and final model evaluation is reported.

The major objectives for this research are as follows:

1. Identifying most relevant features from CD dataset using various feature selection approaches such as: Brute Force, PCA, CART Feature Importance, and Logistic Regression based Recursive Feature Elimination.

2. An efficient ensemble stacking based on set of heterogeneous classifiers, i.e., Random Forest, Decision Tree, K-NN, SVM, and Naïve Bayes.

3. A meta model based Logistic Regression is used to combine all of these heterogeneous models' prediction and produce the final decision.

The rest of the paper is organized as follows. Section 2 discusses the materials (e.g., datasets) and methods utilized in our study. Experimental results and analysis of feature selection and the proposed method are presented in Section 3. Finally, Section 4 presents the conclusions for this research.

### 2. MATERIALS AND METHODOLOGY

This section firstly provides description about the materials (e.g., dataset) utilized in our experiments. Then, we shortly discuss the feature engineering techniques considered in our research. Moreover, we describe the proposed hybrid stacking model used for CD diagnosis.

#### 2.1. Heart Disease Dataset

#### 2.1.1. Dataset Description

The CD datasets utilized in this research were selected from UCI repository [8]. The Cleveland dataset has been used for building the proposed approach, which contains 303 nearly completed records. It is highly used dataset, thus helps to provide a comparative detection accuracy results with other research work. The Statlog dataset was selected to evaluate the performance of proposed model and extracted features. Both

| Study | Dataset | Technique | Accuracy | Number of Features |
|-------|---------|-----------|----------|--------------------|
| [7]   | Cleveland | Vote technique | 87.4% | 9 |
| [9]   | Z-Alizadeh Sani | Hybrid PSO based technique | 85% | 13 |
| [11]  | Z-Alizadeh Sani | Hybrid ANN-GA technique | 93.85% | 22 |
| [12]  | Z-Alizadeh Sani | CART technique | 92.41% | 5 |
| [13]  | Statlog | Hybrid KNN-GA technique | 87.1% | All features |
| [17]  | Z-Alizadeh Sani | Weighted-average Voting technique | 98.97% | 5 |
| [18]  | Z-Alizadeh Sani | En-MFS technique | 93.7% | 34 |

Table 1: Summarization of existing work for CD classification.
Cleveland/Statlog datasets have the same structure and symptoms attributes, which are 13 different attributes related to heart disease and single predicated class attribute for disease classification. Table 2 provide detailed description for both dataset features. The main difference between two datasets is the values used to represent the predicated class attribute name "NUM". The Statlog dataset represents the predicated class with a binary class values 1 (absence of disease) and 2 (presence of disease). On the other hand, Cleveland dataset uses multiclass values that range from 0 to 4, where 0 means absence of disease and 1-4 represent disease presence with different intensity (where 4 being highest disease intensity).

2.1.2. Dataset Preprocessing

Firstly, we need to handle missing data, which represents records with incomplete observations that may cause biased results and affects the final model efficiency. Cleveland dataset contains 6 records with missing values. All these records were identified and deleted manually from dataset. Therefore, the records number has been reduced to 297 from 303. Statlog dataset consists of 270 records which are all complete with no missing values. Secondly, we perform Output Attribute Transformation. Thus, the values of predicated class attribute called "NUM" in Cleveland dataset was converted from multiclass with five levels from 0 to 4 [0 represents absence of CD and 1-4 represents the presence of CD with different stages] to binary class with just two levels 0 and 1 [0 represents CD absence and 1 represents CD presence]. This unifies both Cleveland/Statlog values for the predicated class attribute "NUM". Dataset categorical attributes were preprocessed using One Hot Encoding, which is important to avoid model confusion and invalid results. Consider an attribute "THAL", that may contain three different categories values (3, 6, and 7). Thus, it may lead to model confusion, whereas the category with higher value (7) will dominate other categories with lower values (3 and 6). Therefore, one hot encoding solves this issue by splitting categorical attribute into different columns depending on number of categories. Thus, "THAL" attribute will be splitted into three different columns. Each column represents one category with values 0 and 1. Finally, we perform Normalization which considered a crucial step when dealing with numeric attributes that have different scale. Without normalization higher scale attributes will dominate lower scale ones and this will result in biased conclusions. In our experiments we first standardize each numeric attribute based on mean and standard deviation. Next, normalization task applied for all numeric attributes to rescale each one based on [0 – 1] scale.

2.2. Feature Engineering Techniques

Feature engineering techniques are desirable to reduce the dimensionality of the input features, improve model performance and save model computational time [19]. Traditionally, selecting the most relevant features affects on the power and predictability of final model. Several feature selection methods such as: SVM features weight [20], Information Gain [21], Correlation [22], PCA [22], Recursive Feature Elimination [23], and Boruta wrapper-based feature selection [24] are used for selecting the important features of CD. In this paper we have examined different feature reduction techniques on UCI Cleveland dataset such as: Brute Force, PCA, CART Feature Importance, and Logistic Regression based Recursive Feature Elimination. All of these methods prove to be efficient in medical field.

Table 1 Description of UCI Cleveland/Statlog dataset attributes

| Feature | Description                          | Values                                                                 |
|---------|--------------------------------------|------------------------------------------------------------------------|
| Age     | Patient Age (years)                  | Numeric                                                                |
| Sex     | Gender                               | Nominal [Male=1 , Female=0]                                          |
| Cp      | Chest Pain                           | Nominal [typical angina=1, atypical angina=2, non-anginal pain= 3, asymptomatic=4] |
| Trestbps| Rest Mode Blood Pressure             | Numeric                                                                |
| Chol    | Levels of Cholesterol                | Numeric                                                                |
| Fbs     | Fasting blood sugar > 120 mg/dl      | Nominal [true=1, false=0]                                             |
| Restecg | Electrocardiographic Results         | Nominal [normal=0, abnormality of ST-T wave=1, probable or left ventricular hypertrophy=2 ] |
| Thalach | Highest Heart Rate                   | Numeric                                                                |
| Exang   | Exercise Induced Angina              | Nominal [yes=1, no=0]                                                 |
| Oldpeak | ST Depression Segments Induced at exercise Compared to rest | Numeric                                                                |
| Slope   | ST Segments Peak Slop                | Nominal [upsloping=1, flat=2, downsloping=3]                          |
| Ca      | Number of Fluoroscopy Major vessels | Numeric                                                                |
| Thal    | Defect of Heart                      | Nominal [normal=3, fixed defect=6, reversible defect=7]               |
| Num     | Diagnosis                            | Nominal                                                                |
2.2.1. Brute Force

The UCI Cleveland dataset has 13 features that represent different symptoms used for CD classification. Brute Force feature selection technique starts by generating every possible combination with 4 features from the 13 features and examined each feature combination with our ensemble stacking model. In the next step, the process is repeated in order to generate longer feature combination with 5 features instead of 4 features. The Brute Force process is repeated till generating all possible combinations for 13 attributes of UCI Cleveland dataset. Accordingly, total combinations generated from 13 features, ignoring empty set, is 8191. In our experiments, the lower limit for a combination features is set to 4 features. All combinations with one, two, and three features are ignored, therefore a total of 7814 different combinations are generated and examined with the proposed ensemble stacking model. The feature subset ['age', 'cp', 'chol', 'thalach', 'oldpeak', 'ca', 'thal'] achieves the highest performance, which are considered for evaluation.

2.2.2. Principal Component Analysis (PCA)

PCA is another dimensionality reduction algorithm that is used when dealing with correlated features. It transforms these features to a set of linearly and uncorrelated variables named principal components. PCA algorithm starts by standardize the input features with reference to mean and standard deviation. Then the covariance matrix is computed to identify the correlation between every two features with three possible values as output. 1) Positive values stands for highly correlation, thus two features decrease and increase similarly. 2) Negative values stands for two features are contradictory. 3) Zero is for uncorrelated features. Finally, the Eigen values and Eigen vectors of covariance matrix are calculated, the higher Eigen value the more significance corresponding Eigen vector. In our experiment, we examined the highest 9 Eigen vectors for evaluation with proposed ensemble stacking model.

2.2.3. Classification and Regression Tree (CART) Feature Importance

CART Feature Importance are also examined as a feature selection technique that rank dataset features based on Gini Impurity (GI) metric. CART classification tree utilizes different measures like GI in splitting criterion to determine the optimal feature used for node splitting. GI shows the probability of an observation being misclassified to random class label based on the dataset's class distribution. The formula of GI computed as:

\[
GI = 1 - \sum_{i=1}^{n} P_i^2 \\
\]

\(n: \) number of output classes.
\(P: \) probability of correctly classify an observation to class \(i\).

Figure 1 shows features ranking using CART feature importance technique. In our experiment, we examined the highest 7 features ['age', 'cp', 'chol', 'thalach', 'oldpeak', 'ca', 'thal'] among all dataset features for evaluation.

2.2.4. Recursive Feature Elimination

Recursive Feature Elimination is considered as a wrapper-based feature selection algorithm that uses a machine learning algorithm (i.e. in our case Logistic Regression) for determining the importance of features. Recursive Feature Elimination starts by using all dataset features to train and fit Logistic Regression model and feature importance is determined for each one. Recursive Feature Elimination model is repeated recursively and each round the features with least significance are ignored and important features are kept for next round till the best features are selected. In our experiments, top 7 significant features were ['sex', 'cp', 'fbs', 'exang', 'oldpeak', 'slope', 'ca'], which will be used to examine and evaluate the proposed ensemble stacking model.

2.3. Proposed Ensemble Model

The proposed approach combines effective feature selection methods with a hybrid stacking model in order to improve CD classification and detection. The key idea of stacking is to combine different predictions of various models using a meta model. This architecture improves classification accuracy over individual classifiers, due to the usage of multiple classification models that have different abilities in solving the classification issues. Figure 2 Provide an overview of the proposed hybrid stacking model. The architecture of our stacking model contains three main phases Data Partitioning Stage (Sec 2.2.1), Base Models Stage (Sec 2.2.2) and Meta Model Stage (Sec 2.2.3).

2.3.1. Data Partitioning Stage

It is an initial stage in which we partition and prepare the data for the following model stages. The proposed approach utilizes two different datasets at this stage. UCI Cleveland dataset is used to train the ensemble stacking model, and UCI Statlog dataset used as holdout partition to evaluate the proposed model.

2.3.2. Base Models Stage

Also known as (Level-0 Classifiers), in this stage we consider five different classification algorithms: Random Forest, Decision Tree, K-NN, SVM, and Naïve Bayes which have proven their effectiveness in dealing with CD disease prediction. The reason of using an odd number of models (5) at Base Model Stage is to avoid equal CD and Non-CD predictions for an observation. The features subsets identified at (Sec. 2.2) were selected from the UCI Cleveland dataset, which were used for training the base models using 10-fold cross validation and all
out-of-fold predictions are retained for each base model. All predictions of base models are joined with extracted features and used as the input to the Meta Model Stage, as illustrated in Figure 2.

2.3.3. Meta Model Stage

In this phase, we combine the predictions of the base models using a meta model classifier, for which we use Logistic Regression. The five prediction vectors of the base models are joined with the input features, which are used next to train the meta model using 10-fold cross validation. Figure 2 shows the training procedure for the proposed hybrid stacking model. The model is trained on UCI Cleveland dataset. The model is then evaluated on holdout data obtained in Data Partitioning Stage.

3. Experimental Results

Several experiments have been conducted for model evaluation and performance validation. All Experiments in this research are carried out for 10 times for each model and we report the average of these 10 runs. Experiments are performed on a machine with an intel core i5 processors, 16GB RAM and windows 10 OS. The Scikit Learn which is an efficient python library for data mining are used to implement all our experiments. Section 3.1 presents the performance evaluation metrics used for evaluating base models and the final stacking model. Section 3.2 provides a performance comparison between each individual base model and our stacking model for CD diagnosis and classification. In Section 3.3 we present the performance variation when applying different feature engineering methods with our ensemble stacking model. Section 3.4 provides a benchmark comparison between the proposed ensemble stacking model and other existing work in the field of CD diagnosis and prediction.

3.1. Performance Evaluation Metrics

This section provides an overview of the performance evaluation for the individual base models and the ensemble stacking model in CD diagnosing and prediction. The performance evaluation for any machine learning based model is evaluated with the help of confusion matrix parameters. The binary classification problem contains four possible outcomes in confusion matrix, namely True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN).

TP : CD patients who are correctly classified to be CD.
TN : Healthy persons who are correctly classified to be Non-CD.
FP : Healthy persons who are incorrectly classified to be CD (Type I error).
FN : CD patients who are incorrectly classified to be Non-CD (Type II error).

The performance accuracy is the metric utilized for our experiments which defined as the ratio of correctly classified instances to the total number of instances. The mathematically representation for accuracy is as follows:

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]

3.2. Individual Base Model Evaluation

All five base classifiers, i.e., Random Forest, Decision Tree, K-NN, SVM, and Naïve Bayes are evaluated individually on UCI Cleveland dataset and results are compared with the proposed hybrid stacking model. All dataset 13 features are applied for evaluation without any feature selection. Table[3] shows performance accuracy comparison between each individual base models and the proposed hybrid stacking model using 10-fold cross validation. It can be clearly seen that the hybrid stacking ensemble model outperforms other individual base models in CD classification with an accuracy of 86.4%. This clearly prove that ensemble techniques can guarantee a high degree of accuracy comparing to the individual classifiers. Moreover, results also indicate that Random Forest algorithm overcomes other individual classifiers with an accuracy of 85.6%, as it is considered a kind of ensemble techniques called Bagging, that combines a set of decision trees in parallel manner. Other individual classifiers namely, SVM, K-NN, Naïve Bayes and Decision Tree achieve an accuracy of 83.4%, 82.6%, 82.3% and 76.2% respectively in CD classification. The hyperparameters for individual models are tuned empirically as presented in Table [4].

3.3. Feature Engineering Evaluation

Firstly, we discuss the experiments of selecting CD dataset significant features using set of feature engineering methods, i.e., Brute Force, PCA, CART Feature Importance, and Logistic Regression based Recursive Feature Elimination. The training partition generated at Data Partitioning Stage (i.e., UCI Cleveland dataset) has been used firstly to identify the CD relevant features that will help at improving CD diagnosis. The Brute Force feature selection technique examined all possible combinations of UCI Cleveland dataset features with the proposed hybrid stacking model. The combinations lower limit is set to 4 features using trial-error procedure. The combination of ['age', 'sex', 'chol', 'thal', 'slope', 'thal'] considered as the best performing subset, which will be used later for evaluation. The PCA feature extraction algorithm has been examined with the UCI Cleveland dataset. PCA transforms the dataset features into set of linearly and uncorrelated variables called principal components. The highest 9 principal components have considered for evaluation. The CART Feature Importance technique also applied to UCI Cleveland dataset in order to select the dataset most relevant features. The top 7 important features, i.e., ['age', 'cp', 'chol', 'thalach', 'oldpeak', 'ca', 'thal'] only used for evaluation. The Recursive Feature Elimination which considered a wrapper-based feature selection technique that uses in our case Logistic Regression for selecting UCI Cleveland dataset significant features. The top 7 significant features identified by the Recursive Feature Elimination were ['sex', 'cp', 'tbs', 'exang', 'oldpeak', 'slope', 'ca'].
Later, the significant features identified by the previously mentioned experiments using UCI Cleveland dataset were selected from the holdout partition generated at Data Partitioning Stage (i.e., UCI Statlog dataset). The selected subsets were examined with the proposed hybrid stacking model using 10-fold cross validation. First, the feature subset was selected from the holdout Statlog dataset and passed to Base Models Stage, predictions are made for each base model classifier, these predictions along with the input features provide the data used to evaluate our meta model and the proposed stacking model. Table 5 summarizes the performance accuracy for each feature engineering method with the proposed hybrid stacking model. The hybrid stacking model with Brute Force method as feature selection achieves the highest performance accuracy with 97.8% using six features. The Brute Force feature selection outperforms other feature engineering methods as it iterates over all possible combinations of the dataset attributes in order to select the best performing subset, which in our case ['age', 'sex', 'chol', 'fbs', 'slope', 'thal'].

| Algorithm                          | Accuracy | Features Selected            |
|------------------------------------|----------|------------------------------|
| Stacking + Brute Force             | 97.8%    | ['age', 'sex', 'chol', 'fbs', 'slope', 'thal'] |
| Stacking + PCA                     | 91.8%    | 9 Principal Components       |
| Stacking + CART Feature Importance | 94%      | ['age', 'cp', 'chol', 'thalach', 'oldpeak', 'ca', 'thal'] |
| Stacking + Recursive Feature Elimination | 92.5% | ['sex', 'cp', 'fbs', 'exang', 'oldpeak', 'slope', 'ca'] |
4. CONCLUSION

In this research, a hybrid ensemble stacking model is introduced to improve the detection of CD. The proposed model is based on a set of heterogenous classifiers including Random Forest, Decision Tree, K-NN, SVM, and Naïve Bayes as base models. Further, a meta model based on Logistic Regression is used to combine base models prediction and produce the final decision. Set of feature selection techniques was involved to select most significant features that have high impact on the model efficiency. The UCI Cleveland dataset was selected for model building and significant features identification. The UCI Statlog dataset was selected to evaluate the performance of proposed model and extracted features. Experimental evaluation shows that the combination of the ensemble model with brute force as feature selection technique yields a top accuracy of 97.8% which outperforms existing approaches in CD classification (see Table 6).
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