On quantumness in multi-parameter quantum estimation
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Abstract. In this article we derive a measure of quantumness in quantum multi-parameter estimation problems. We can show that the ratio between the mean Uhlmann curvature and the Fisher information provides a figure of merit which estimates the amount of incompatibility arising from the quantum nature of the underlying physical system. This ratio accounts for the discrepancy between the attainable precision in the simultaneous estimation of multiple parameters and the precision predicted by the Cramér–Rao bound. As a testbed for this concept, we consider a quantum many-body system in thermal equilibrium, and explore the quantum compatibility of the model across its phase diagram.
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1. Introduction

Estimation theory is the discipline that studies the accuracy by which a given set of physical parameters can be evaluated. When the parameters to be estimated belong to an underlying quantum physical system one falls in the realm of quantum estimation theory, or quantum metrology \[1\]. Quantum parameter estimation finds applications in a wide variety of fields, from fundamental physics \[2–6\], to gravitational wave interferometry \[7, 8\], thermometry \[9, 10\], spectroscopy \[11, 12\], imaging \[13–15\], to name a few. Exploiting remarkable features of quantum systems as probes may give an edge over the accuracy of classical parameter estimation. Exploring this possibility plays a pivotal role in the current development of quantum technology \[16–25\]. In multi-parameter quantum estimation protocols, several variables are simultaneously evaluated, in a way which may outperform individual estimation strategies with equivalent resources \[26, 27\], thereby motivating the use of such protocols in a variety of diverse contexts \[26–29\].

The use of peculiar quantum many-body states as probes in quantum metrology can enhance the accuracy in parameter estimation \[25, 30\]. Conversely, one may think of using quantum metrological tools in the study and characterisation of many-body systems. Noteworthy instances of many-body quantum systems are those experiencing quantum phase transitions. Indeed, quantum parameter estimation, with its intimate relation with geometric information, provides a novel and promising approach to investigate equilibrium \[31–41\] and out-of-equilibrium \[42–49\] quantum critical phenomena \[50–55\].

The solution of a parameter estimation problem amounts to find an estimator, i.e. a mapping \(\hat{\lambda} = \hat{\lambda}(x_1, x_2, \ldots)\) from the set \(\chi\) of measurement outcomes into the space
of parameters $\lambda \in \mathcal{M}$. Optimal unbiased estimators in classical estimation theory are those saturating the Cramér–Rao (CR) inequality

$$\text{Cov}_\lambda [\hat{\lambda}] \geq J^c(\lambda)^{-1} \quad (1)$$

which poses a lower bound on the mean square error $\text{Cov}_\lambda [\hat{\lambda}]_{\mu \nu} = E_\lambda [(\hat{\lambda} - \lambda)_\mu (\hat{\lambda} - \lambda)_\nu]$ in terms of the Fisher information (FI)

$$J^c_{\mu \nu}(\lambda) = \int_x d\hat{\lambda}(x) p(\hat{\lambda}|\lambda) \frac{\partial}{\partial \mu} \log p(\hat{\lambda}|\lambda) \frac{\partial}{\partial \nu} \log p(\hat{\lambda}|\lambda). \quad (2)$$

The expression (1) should be understood as a matrix inequality. In general, one writes

$$\text{tr}(WCov_\lambda [\hat{\lambda}]) \geq \text{tr}(WJ^c(\lambda)^{-1}),$$

where $W$ is a given positive definite cost matrix, which allows the uncertainty cost of different parameters to be weighed.

In the classical estimation problem, both in the single parameter case, and in the multi-parameter one, the CR bound can be attained in the asymptotic limit of an infinite number of experiment repetitions using the maximum likelihood estimator [56]. However, an interesting difference between single and multi-parameter metrology arises due to correlations between the variables. Indeed, it may well happen that the off-diagonal elements of the FI matrix are non-vanishing. Hence, there are statistical correlations between the parameter estimators. In a protocol in which all variables but $\lambda_\mu$ are precisely known, the single-parameter CR bound implies that the best attainable accuracy in estimating $\lambda_\mu$ is given by

$$\text{Var}(\hat{\lambda}_\mu) \geq 1/J^c_{\mu \mu}.$$  

However, in a scenario in which all parameters are simultaneously estimated, one finds that the ultimate precision is lower bounded by

$$\text{Var}(\hat{\lambda}) \geq (J^c(\lambda)^{-1})_{\mu \mu}.\quad$$

A straightforward calculation shows that, for positive-definite matrices, $(J^c(\lambda)^{-1})_{\mu \nu} \geq 1/J^c(\lambda)_{\mu \mu}$, where the inequality is saturated only for vanishing off-diagonal elements. In the limit of a large number of experiment repetitions the CR bound is attainable. This means that the equivalence between the simultaneous and the individual protocols in the asymptotic limit holds only if the FI is a diagonal matrix, i.e. if the estimators are not correlated [57].

Obviously, any given real positive definite matrix can be transformed via an orthogonal rotation into a diagonal matrix. This clearly implies that there is always a combination of the parameters for which the FI matrix is diagonal. However, this choice should be contrasted with the physical opportunity of performing such a rotation, as the choice of the parameters we are interested in may arise as a result of physical considerations and in this sense determine a preference in a specific basis.

The underlying quantities used in the derivation of classical FI are parameter-dependent probability-distributions of the data, whereas the objects involved in the quantum estimation problems are density operators $\rho(\lambda)$ labelled by $\lambda \in \mathcal{M}$. Hence, a further difficulty of quantum estimation protocols is devising the optimal measurement strategy which gathers from the density matrix the greatest amount of information on the labelling parameters. For single parameter estimation, the solution is quite straightforward. If one maximises the classical FI over all possible quantum measurements, the result is the so-called quantum FI (QFI). The key object involved in the calculation of
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the QFI is the so-called symmetric logarithmic derivative (SLD), \( L \), a Hermitian operator which is implicitly defined as the solution of the equation

\[
\frac{d\rho}{d\lambda} = \frac{1}{2} (\rho L + L\rho). \tag{3}
\]

The QFI can be calculated using the formula

\[
J = \text{Tr}(\rho L^2). \tag{4}
\]

It turns out that choosing the projective measurement in the eigenbasis of the SLD defines the optimal strategy which yields the FI equal to the QFI. Thus, the QFI defines the ultimate attainable accuracy in the parameter estimation of density matrices \( \rho(\lambda) \), in the limit of an infinite number of experimental outcomes. The straightforward generalization of the above arguments to the multi-parameter case leads to the so-called multiparameter quantum CR bound [1, 19, 58], that reads

\[
\text{tr}(W\text{Cov}(\hat{\lambda})) \geq \text{tr}(WJ^{-1}), \tag{5}
\]

where

\[
J_{\mu\nu} = \frac{1}{2} \text{Tr}\rho\{L_\mu, L_\nu\}, \tag{6}
\]

is the quantum Fisher information matrix (QFIM), \( W \) is the cost matrix, and \( L_\mu \) is the SLD implicitly defined by (3), with \( \rho \) derived with respect to the parameter \( \lambda_\mu \).

For single parameter estimation, the quantum CR bound (5) can always be saturated by a suitable optimal positive-operator valued measure (POVM). However, in a multi-parameter scenario this is not always the case and the above inequality cannot always be attained. This is due to the non-commutativity of measurements associated to independent parameters. It turns out that, within a relatively general setting, known as quantum local asymptotic normality [59–62], the multi-parameter quantum CR bound (5) is attainable iff [63]

\[
U_{\mu\nu} = 0, \quad \forall \mu, \nu, \tag{7}
\]

where

\[
U_{\mu\nu} := \frac{i}{4} \text{Tr}\rho[L_\mu, L_\nu]. \tag{8}
\]

The equation (7) is known as compatibility condition [63]. In the context of quantum information geometry, and quantum holonomies of mixed states, \( U_{\mu\nu} \) is known as mean Uhlmann curvature (MUC) [41, 53, 54, 64–66].

From a metrological point of view, \( U_{\mu\nu} \) marks the incompatibility between \( \lambda_\mu \) and \( \lambda_\nu \), where such an incompatibility arises from the inherent quantum nature of the underlying physical system.

In this work, we show that for an \( N \)-parameter estimation model, the deviation of the attainable multi-parameter bound from the CR bound can be estimated by the quantity

\[
R := \|2i J^{-1}U\|_\infty \tag{9}
\]
where \( || \cdot ||_\infty \) is the largest eigenvalue of a matrix, and we find
\[
0 \leq R \leq 1.
\] (10)

Indeed, \( R \) provides a figure of merit which measures the amount of incompatibility within a parameter estimation model. The lower limit condition, \( R = 0 \), is equivalent to the compatibility condition, equation (8). On the other hand, when the upper bound of equation (10) is saturated, i.e. \( R = 1 \), it maximizes the discrepancy between the CR bound, that could be attained in an analogous classical multi-parameter estimation problem, and the actual multi-parameter quantum CR bound. In this sense, this bound marks the condition of maximal incompatibility. When this condition is met, the indeterminacy arising from the quantum nature of the estimation problem reaches the order of \( ||J^{-1}||_\infty \), i.e. the same order of magnitude of the CR bound (5). In other words, this implies that the indeterminacy due to the quantum incompatibility arises at an order of magnitude which cannot be neglected.

This is particularly relevant, considering that the scope of optimal schemes is minimizing the parameter estimation error. This can only be done by designing strategies which strive for the highest possible rate of growth of \( J(n) \) with the number \( n \) of available resources. When the condition \( R = 1 \) of maximal incompatibility holds, it implies that the quantum indeterminacy in the parameter estimation problem remains relevant even in the asymptotic limit \( n \to \infty \).

2. Multi-parameter incompatibility: a measure of quantumness

Unlike the single parameter case, in the multi-parameter scenario the QFI CR bound cannot always be saturated. Intuitively, this is due to the incompatibility of the optimal measurements for different parameters. A sufficient condition for the saturation is indeed \([L_\mu, L_\nu] = 0\), which is however not a necessary condition. Within the comprehensive framework of quantum local asymptotic normality (QLAN) \([59–62]\), a necessary and sufficient condition for the saturation of the multi-parameter CRB is given by \( U_{\mu \nu} = 0 \) for all \( \mu \) and \( \nu \) \([63]\).

Here, we show explicitly that the ratio between \( U_{\mu \nu} \) and \( J_{\mu \nu} \) provides a figure of merit for the discrepancy between an attainable multi-parameter bound and the single parameter CRB quantified by \( J^{-1} \). We will confine ourself to the broad framework of QLAN, in which the attainable multi-parameter bound is given by the so called Holevo Cramér–Rao bound (HCRB) \([1, 19, 58]\). For a \( N \)-parameter model, the HCRB can be expressed as \([59]\)
\[
\text{tr}(W \text{Cov}(\hat{\lambda})) \geq C_H(W),
\]
(11)

where
\[
C_H(W) := \min_{\{X_\mu\}} \{\text{tr}(W \text{Re}Z) + ||(W \text{Im}Z)||_1\}.
\]
(12)

The \( N \times N \) Hermitian matrix \( Z \) is defined as
\[
Z_{\mu \nu} := \text{Tr}(\rho X_\mu X_\nu)
\]
(13)
where \( \{X_\mu \} \) is an array of \( N \) Hermitian operators on \( \mathcal{H} \) satisfying the unbiasedness conditions \( \text{Tr}(\rho X_\mu) = 0, \forall \mu \) and \( \text{Tr}(X_\mu \partial_\nu \rho) = \frac{1}{2} \text{Tr} \{X_\mu, L_\nu\} = \delta_{\mu \nu}, \forall \mu, \nu \), and \( \|B\|_1 \) denotes the sum of all singular values of \( B \). If one chooses for \( \{X_\mu \} \) the array of operators \( \bar{X}_\mu := \sum_\nu [J^{-1}]_{\mu \nu} L_\nu \), it yields

\[
Z \rightarrow \bar{Z} := J^{-1} I J^{-1} = J^{-1} - i2J^{-1}UJ^{-1},
\]

(14)

where \( I \) is the matrix of elements \( I_{\mu \nu} := \text{Tr}(\rho L_\mu L_\nu) \), and \( U \) is the skew-symmetric real matrix \( U_{\mu \nu} = \frac{1}{4} \text{Tr}(\rho [L_\mu, L_\nu]) \). If one indicates by \( D(W) := C_H(W) - \text{tr}WJ^{-1} \) the discrepancy between the attainable multi-parameter HCRB and the CRB, one can write the following bounds

\[
0 \leq D(W) \leq 2\|WJ^{-1}UJ^{-1}\|_1 \leq \text{tr}(WJ^{-1})R,
\]

(15)

where

\[
R := \|2iUJ^{-1}\|_\infty,
\]

(16)

and the first inequality is saturated iff \( U = 0 \) [63].

One can show that

\[
0 \leq R \leq 1.
\]

(17)

When the upper bound (17) is saturated, i.e. the condition \( R = 1 \) is met, it implies that

\[
D(W) \simeq \text{tr}(WJ^{-1}),
\]

(18)

which means that the discrepancy \( D(W) \) reaches the same order of magnitude of the CR bound itself. This limit marks the condition of maximal incompatibility for the two-parameter estimation problem, arising from the quantum nature of the underlying system. In the opposite limit \( R = 0 \), the parameter model is compatible, and the discrepancy between the quantum CR bound and its classical counterpart vanishes. Therefore, \( R \) provides a figure of merit which quantifies the quantum contribution to the indeterminacy of multi-parameter estimations.

**Proof of equation (17).** The lower bound comes straightforwardly from equation (15). For the upper bound, notice that \( Z = \{Z_{\mu \nu}\} \) in equation (13) is a positive semi-definite matrix, since \( \forall \bar{a} = \{a_\mu\}_{\mu=1}^N \in \mathbb{C}^N \), \( \bar{a} \cdot Z \cdot \bar{a} = \text{Tr}(\rho A^A) \geq 0 \), with \( A := \sum_\mu a_\mu X_\mu \). Then, from equation (14)

\[
J^{1/2} \bar{Z} J^{1/2} := \mathbb{1} - i2J^{-1/2}UJ^{-1/2} \geq 0.
\]

(19)

Since \( i2J^{-1/2}UJ^{-1/2} \) is a skew-symmetric Hermitian matrix, its eigenvalues are either zero or real numbers that occur in \( \pm \) pairs. Then, from equation (19) we deduce that these eigenvalues lie within the interval \( \{-1,1\} \). Moreover, \( J^{-1}U \) is a diagonalisable matrix with the same eigenvalues of \( J^{-1/2}UJ^{-1/2} \). Indeed, if \( J^{-1/2}UJ^{-1/2} = U^A DU \), with \( D \) diagonal, then \( J^{-1}U = S^{-1} DS \), where \( S = UJ^{-1/2} \). Hence,

\[
R = \|i2J^{-1/2}U \|_\infty = \|i2J^{-1/2}UJ^{-1/2} \|_\infty \leq 1.
\]

For the special case of a two-parameter model, in the eigenbasis of \( J \), with eigenvalues \( j_1 \) and \( j_2 \), it holds
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\[ 2iJ^{-1}U = \begin{pmatrix} j_1^{-1} & 0 \\ 0 & j_2^{-1} \end{pmatrix} \begin{pmatrix} 0 & U_{12} \\ -U_{12} & 0 \end{pmatrix} = \begin{pmatrix} 0 & 2iU_{12}/j_1 \\ -2iU_{12}/j_2 & 0 \end{pmatrix}. \]  

(20)

It follows that

\[ R = \|2iJ^{-1}U\| = \sqrt{\text{Det}(2U/\text{Det}J)}. \]  

(21)

Hence, \( \sqrt{\text{Det}(2U/\text{Det}J)} \) provides a figure of merit which measures the amount of incompatibility between two independent parameters in a quantum two-parameter model.

For self-adjoint operators \( B_1, \ldots, B_N \), the Schrödinger–Robertson’s uncertainty principle is the inequality

\[ \text{Det} \left[ \frac{1}{2} \text{Tr} \{ B_{\mu}, B_{\nu} \} \right]_{\mu, \nu = 1}^N \geq \text{Det} \left[ -\frac{i}{2} \text{Tr} [ B_{\mu}, B_{\nu} ] \right]_{\mu, \nu = 1}^N, \]  

(22)

which, applied to the SLD \( L_{\mu} \)'s, yields

\[ \text{Det}J \geq \text{Det}2U. \]  

(23)

For \( N = 2 \), when the inequality (23) is equivalent to the upper-bound of equation (17), and if saturated, it implies the condition of maximal incompatibility for the two-parameter estimation problem.

3. Quantum Fisher information and incompatibility in thermal states

As an application to the above consideration let us consider the rather general context of a thermal state as quantum probe. We will consider the typical scenario in which the parameters of a Hamiltonian of quantum system may vary, and the (possibly unique) thermal equilibrium state changes accordingly. Noteworthy instances are many-body systems in which external control parameters are manipulated and the state of the system changes and a thermal or quantum phase transition may occur. If we consider a generic canonical equilibrium state, \( \rho = e^{-\beta H}/Z \), where \( H \) is the parameter dependent Hamiltonian, \( E_i \) and \( |i\rangle \) are the corresponding eigenvalues and eigenstates, \( \beta = 1/k_B T \) is the inverse temperature, \( p_i = e^{-\beta E_i}/Z \) and \( Z = \sum_i e^{-\beta E_i} \) is the partition function. Then the QFIM can be expressed as \( J = J^c + J^q \) with

\[ J^c_{\mu\nu} = \sum_i \frac{\partial_\mu p_i \partial_\nu p_i}{p_i}, \]  

(24)

\[ J^q_{\mu\nu} = 2 \sum_{ij}^{E_i \neq E_j} \frac{(p_i - p_j)^2 (\partial_\mu H)_{ij}(\partial_\nu H)_{ji}}{(p_i + p_j)(E_j - E_i)^2}, \]  

(25)

where \( J^c \) and \( J^q \) are the so called ‘classical’ and ‘quantum’ parts of the QFIM, respectively, \( (\partial_\nu H)_{ij} := \langle i|\partial_\nu H|j\rangle \). The classical part, \( J^c \), accounts for the changes in the eigenvalues of the density matrix \( \rho \) due to the changes in the Hamiltonian parameters.
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\[ \lambda_m u's, \text{ and it can be related to the isothermal static susceptibility of classical statistical physics } [68]. \] The quantum contribution, \( J^q \), on the other hand, is concerned with the changes in the eigenstates of the \( H \). The incompatibility term, i.e. the mean Uhlmann curvature, reads as follows

\[
U_{\mu\nu} = i \sum_{ij} \frac{E_i - E_j}{(p_i + p_j)^2} \frac{(p_i - p_j)^3}{(E_j - E_i)^2} \frac{\partial H_{ij}(\partial H)_{ji}}{}.
\]  

(26)

Both \( J^q \) and \( U \) can be cast in a useful form \([35, 64, 69]\)

\[
J^q = -\frac{4}{\pi} \int_0^{+\infty} \frac{d\omega}{\omega^2} \tanh\left( \frac{\omega\beta}{2} \right) \chi^+(\omega),
\]

(27)

\[
U = -\frac{2i}{\pi} \int_{-\infty}^{+\infty} \frac{d\omega}{\omega^2} \tanh^2\left( \frac{\omega\beta}{2} \right) \chi^-(\omega),
\]

(28)

where \( \chi^\pm(\omega) := \frac{\chi''^\pm(\omega) \pm \chi''^\mp(\omega)}{2} \) are symmetric and skew-symmetric parts of the dissipative dynamical susceptibility tensor \( \chi''_{\mu\nu}(\omega) := -i\pi \sum_{ij} (\partial_{\mu} H)_{ij} (\partial_{\nu} H)_{ji} (p_i - p_j) \delta(\omega - \omega_{ij}) \), and \( \omega_{ij} := E_i - E_j \). Making use of the fluctuation-dissipation theorem \( \chi''_{\mu\nu}(\omega) = -\frac{1}{2} [1 - e^{-\omega\beta}] S_{\mu\nu}(\omega) \) yields

\[
J^q = \frac{2}{\pi} \int_{-\infty}^{+\infty} \frac{d\omega}{\omega^2} \tanh^2\left( \frac{\omega\beta}{2} \right) S^+(\omega),
\]

(29)

\[
U = \frac{i}{\pi} \int_{-\infty}^{+\infty} \frac{d\omega}{\omega^2} \tanh^2\left( \frac{\omega\beta}{2} \right) S^-(\omega),
\]

(30)

where \( S^\pm_{\mu\nu}(\omega) := \frac{S_{\mu\nu}(\omega) \pm S_{\nu\mu}(\omega)}{2} \) are the symmetric and skew-symmetric parts of the dynamical structure factor \( S_{\mu\nu}(\omega) := \int_{-\infty}^{+\infty} dt e^{i\omega t} (\partial_{\mu} H(t) \partial_{\nu} H(0)) = \pi \sum_{ij} p_i (\partial_{\mu} H)_{ij} (\partial_{\nu} H)_{ji} \delta(\omega - \omega_{ij}) \), and \( \partial_{\mu} H(t) := e^{iHt} \partial_{\mu} He^{-iHt} \). The above expressions allow one to relate both the FI matrix and the MUC to experimentally accessible quantities such as the dynamical response of the system to perturbations \( \partial_{\mu} H \). These expressions provide also the means to study the quantum critical scaling of the expression \( R \) above.

### 3.1. Quantum critical scaling

In this subsection we will assume that the system under scrutiny is a many-body system, on a \( d \)-dimensional lattice of length \( \ell \) and spacing \( a \), and that the operators \( \partial_{\mu} H \) are local ones, i.e. \( \partial_{\mu} H = \sum_{r} O_{\mu}(r) \). It is convenient to deal with intensive quantities, so we will scale each quantity by the size of the system, i.e. \( J \rightarrow J/\ell^d, U \rightarrow U/\ell^d \).

The scaling behaviour of \( J^q \) and \( U \) close to a critical point \( h = h^c \) follows from standard scaling hypothesis \([70]\). Consider a scaling transformation \( a \rightarrow \alpha a \), with \( \alpha > 0 \). Close to the critical point, all local operators can be expanded in the basis of the local scaling operators. Assume that \( O_{\mu} \) are such operators, one then has \( O_{\mu} \rightarrow \alpha^{-\Delta_{\mu}} O_{\mu} \) under rescaling, where \( \Delta_{\mu} \) is the scaling dimension of \( O_{\mu} \). Temperature and frequencies rescale in the same way, i.e. \( T \rightarrow \alpha^z T \) and \( \omega \rightarrow \alpha^z \omega \), where \( z \) is the dynamical critical exponent. By looking at the equations (29) and (30), one realises that \( J^q/\ell^d \) and \( U/\ell^d \)
scale as $\frac{1}{\ell^d} \int_{-\infty}^{+\infty} d\omega S_\omega^\pm(\omega)$, due to the fact that the remaining terms in the integrals in equations (29) and (30) are scale invariant. Since the symmetric structure factors behaves as $\int_{-\infty}^{+\infty} d\omega S_\omega^\pm \sim \langle \{O_\mu, O_\nu\} \rangle$, then

$$J^q_{\mu\nu} \ell^d \rightarrow J^q_{\mu\nu} / \ell^d \alpha^{-\Delta^J_{\mu\nu}} \quad \text{with} \quad \Delta^J_{\mu\nu} = \Delta_\mu + \Delta_\nu - d - 2z.$$  (31)

Similarly, the skew-symmetric structure factors behave as $\int_{-\infty}^{+\infty} d\omega S_\omega^{-\mu\nu} \sim \langle [O_\mu, O_\nu]\rangle$, where the commutator is expected to scale with a scaling dimension $\Delta^{-\mu\nu}_{\mu\nu} \lesssim \Delta_\mu + \Delta_\nu$. Thus, one finds

$$U_{\mu\nu} / \ell^d \rightarrow U_{\mu\nu} / \ell^d \alpha^{-\Delta^U_{\mu\nu}} \quad \text{with} \quad \Delta^U_{\mu\nu} = \Delta^{-\mu\nu}_{\mu\nu} - d - 2z.$$  (32)

In the limit of $T$ sufficiently small, where one can neglect the classical part of the QFIM, and in the hypothesis in which both $\Delta^J > 0$ and $\Delta^U > 0$, so that scaling is dominated by their universal behaviours, one then expects, according to definition (16), that

$$R \rightarrow R \alpha^{-\Delta_R} \quad \text{with} \quad \Delta_R = \Delta^{-\mu\nu}_{\mu\nu} - \Delta_\mu - \Delta_\nu \leq 0.$$  (33)

In addition to this, in certain circumstances, such a scaling ansatz is modified by logarithmic multiplicative corrections, such as

$$R \rightarrow R \left( \log \alpha \right)^{\Delta_R} \alpha^{-\Delta_R}.$$  (34)

For low enough temperature, and large system sizes, the most relevant perturbation which breaks the scale invariance is $\tilde{\lambda} := |\lambda - \lambda_c| / \lambda_c$. This happens when $\ell^{-1}, T^{1/z} < \tilde{\lambda}^\nu$, where $\nu$ is the critical exponent of the correlation length, $\xi \sim \tilde{\lambda}^{-\nu}$. The scale invariance is then broken at the scale $\alpha \sim \xi \sim \tilde{\lambda}^{-\nu}$, and one finds

$$R \sim (\log \tilde{\lambda}^{-\nu})^{\Delta_R} \tilde{\lambda}^{\nu \Delta_R}.$$  (35)

As $\lambda$ gets closer to $\lambda_c$, and for sufficiently large system size, the next relevant perturbation becomes $\alpha \sim T^{-1/z}$. This happens at a cross-over regime when $\tilde{\lambda}^\nu \sim T^{1/z} > \ell^{-1}$, and the systems enters a thermally dominated regime, where

$$R \sim (\log T^{-1/z})^{\Delta_R} T^{-\Delta_R/z}.$$  (36)

3.2. High temperature limit

In the high temperature regime, the quantum state converges to $\rho_T \propto \mathbb{1}$ and one expects the quantum properties of the state to be lost. We will show, indeed, that the parameter $R$ vanishes, and that this occurs with a universal scaling law of $R \sim 1/T$.

In the limit of very high temperature, i.e. when $\beta << \beta_c \sim 1 / \max_i E_i$, where $\max_i E_i$ is the largest energy eigenvalue, one can approximate $e^{-\beta E_i} \simeq 1 - \beta E_i$, thus finding from equations (24)–(26) that

$$J^c_{\mu\nu} = \beta^2 \left( \sum_i p_i \partial_\mu E_i \partial_\nu E_i - \langle \partial_\mu H \rangle \langle \partial_\nu H \rangle \right),$$  (37)
\[ J_{\mu \nu}^q \simeq \beta^2 \sum_{ij} (\partial_{\mu} H)_{ij} (\partial_{\nu} H)_{ji}, \]  
\[ U_{\mu \nu} \simeq \frac{\beta^3}{4} \sum_{ij} (E_i - E_j) (\partial_{\mu} H)_{ij} (\partial_{\nu} H)_{ji}, \]

Hence,
\[ R := ||2i \mathcal{U}(J^c + J^q)^{-1}||_\infty \propto \beta, \]
which means that in the high temperature limit we expect the vanishing of \( R \) with a universal \( 1/T \) rate.

4. The quantum Ising chain in thermal equilibrium

As an application of the above considerations, let us consider a paradigmatic model of spin-1/2 chains in thermal equilibrium, the one dimensional Ising model in transverse field. The model is defined by the Hamiltonian
\[ H(h) = -\frac{1}{2} \sum_{j=1}^{M} [\sigma_j^x \sigma_{j+1}^x + 2h \sigma_j^z]. \]

We add an extra tuning parameter \( \phi \), which corresponds to a rotation of all the spins around the \( z \)-direction by \( \phi/2 \), obtaining
\[ H(\phi, h) = g(\phi)H(h)g(\phi)^\dagger \quad \text{with} \quad g(\phi) = e^{i\phi \sum \sigma_i^z}. \]

The family of Hamiltonians parameterized by \( \phi \) is clearly isospectral, however the thermal state of the system does depend on \( \phi \). At \( T = 0 \), the chain undergoes a quantum phase transition at \( h = 1 \). For \( h > 1 \), the system is in a disordered paramagnetic phase, with quasi-particle excitations given by spin-flips. For \( h < 1 \), it is in an ordered phase, whose ground state is characterised by a long-range order \( \lim_{r \to \infty} \langle \sigma_0^x \sigma_r^x \rangle = (1 - h^2)^{1/4} \).

The Hamiltonian \( H(\phi, h) \) can be reduced to an equivalent quasi-free Fermionic model \([71]\), under a Jordan–Wigner transformation, \( a_j = (\prod_{m<l} \sigma_m^z)(\sigma_j^x + i\sigma_j^y)/2 + a_j e^{-i2jk} \), with \( k = \frac{\pi}{M}, n \in \{-M/2, \ldots, M/2\} \), as
\[ H(\phi, h) = \sum_k \Psi_k^\dagger H_k \Psi_k, \quad \text{with} \quad H_k := \frac{1}{2}
\begin{pmatrix}
\epsilon_k & i\Delta_k \exp^{i\phi} \\
-i\Delta_k \exp^{-i\phi} & -\epsilon_k
\end{pmatrix}, \]
where \( \Psi_k := (d_k, d_k^\dagger)^T, \Delta_k := \sin k, \) and \( \epsilon_k := (\cos k - h) \). A Bogoliubov transformation reduces the Hamiltonian to a diagonal form
\[ H = \sum_k \Lambda_k b_k^\dagger b_k + \text{const} \]
where \( b_k = d_k \cos \frac{\theta_k}{2} - id_k^I e^{i\phi} \sin \frac{\theta_k}{2} \), with \( \theta_k := \cos^{-1} (\epsilon_k / \Lambda_k) \), where \( \Lambda_k = \sqrt{\epsilon_k^2 + \Delta_k^2} \).

The ground state of the model is the vacuum \( b_k | GS \rangle = 0 \) of the quasi-particle Fermionic operators \( b_k \). The thermal state can be expressed as

\[
\rho = \prod_k e^{-\beta \Lambda_k b_k^\dagger b_k} Z_k \quad \text{where} \quad Z_k := \text{Tr}_k e^{-\beta \Lambda_k b_k^\dagger b_k},
\]

(45)

where \( \text{Tr}_k \) stands for the partial trace over the 2-dimensional Hilbert space of the Bogoliubov quasiparticle \( b_k \). A thermal state of a quasi-free model is the prototypical example of Gaussian Fermionic state. By employing the formalism developed in [54] we can easily derive the SLD for the parameter estimation model \( \{ \lambda_j \}_{j=1}^{\bar{q}} = \{ \beta, h, \phi \} \)

\[
L_\mu = \sum_k \Psi_k M^\mu_k \Psi_k^\dagger - \frac{\eta^\mu_k}{2} \mathbb{I}, \quad \text{with} \quad M^\mu_k := \frac{1}{2} \hat{m}_k^\mu \cdot \sigma
\]

(46)

where

\[
\begin{align*}
\hat{m}_k^\mu &= -\frac{\partial \Lambda_k}{\partial \epsilon_k} \hat{h}_k - \tanh (\beta \Lambda_k) \frac{\partial \beta \epsilon_k}{\partial \epsilon_k}, \\
\eta_k^\mu &= \frac{\partial \Lambda_k}{\partial \epsilon_k} \tanh (\beta \Lambda_k / 2),
\end{align*}
\]

(47)

By plugging equations (46) and (47) into (6) and (8), one can then derive the FI matrix \( J \) and the MUC \( U \) as the sum of contributions of each quasi-momentum, i.e. \( J = \sum_k J_k \) and \( U = \sum_k U_k \)

\[
J_k = J_k^c + J_k^q
\]

\[
J_k^c = \frac{1}{4} (1 - \tanh^2 \beta \Lambda_k / 2) \begin{pmatrix}
\Lambda_k^2 & -\beta \epsilon_k & 0 \\
-\beta \epsilon_k & \beta^2 \epsilon_k^2 / \Lambda_k^2 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

(48)

\[
J_k^q = \frac{1}{2} \tanh (\beta \Lambda_k / 2) \tanh (\beta \Lambda_k) \frac{\Delta_k^2}{\Lambda_k^3} \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 / \Lambda_k & 0 \\
0 & 0 & \Lambda_k
\end{pmatrix}
\]

(49)

\[
U_k = \frac{1}{4} \tanh (\beta \Lambda_k / 2) \tanh^2 (\beta \Lambda_k) \frac{\Delta_k^2}{\Lambda_k^3} \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{pmatrix}
\]

(50)

where \( J^c = \sum_k J_k^c \) and \( J^q = \sum_k J_k^q \) correspond to the ‘classical part’ and ‘quantum part’ of the QFIM, respectively.

It is convenient to deal with intensive quantities, by dividing the QFIM and the MUC by the size of the system, i.e. \( J \to J / M, \ U \to U / M \). The above expressions may then be evaluated in the thermodynamic limit, where the summations are replaced by integrals, i.e. \( J = \frac{1}{M} \int \mu^I d \mu J_k \) and \( U = \frac{1}{M} \int \sigma^I d \sigma U_k \). The quantity \( R \) can then be calculated from its definition in equation (16), by using the thermodynamic limit of the matrices \( U \) and \( J \). In the left panel of figure 1, we display the contour plot of \( R^{(h,\phi)} \) as a function of \( T \) and \( \hbar \), in the case of the two-parameter estimation model, \( \mathcal{M} = (h, \phi) \).
Notice that the plot does not depend on $\phi$, since both the QFIM and MUC are independent of the specific value of $\phi$. This plot is obtained through the numerical integration of the equations (48)–(50). Since the parameter-estimation model does not include $\beta$, the actual $J$ and $U$ matrices considered in figure 1 are the $2 \times 2$ matrices obtained from equations (48)–(50) by discarding the first rows and columns. An analogous result is displayed in the right panel of figure 1 for $R^{(\beta, h, \phi)}$, where the complete three-parameter estimation model, $M = (\beta, h, \phi)$, has been considered.

Both panels display the typical ‘V-shaped’ phase diagram of quantum phase transitions, and one can recognise three distinctive regimes. The high temperature region, for $T \gg E_{\text{max}}/k_B$, where $E_{\text{max}}$ is the largest energy eigenvalue, the low temperature regime, for $T \lesssim \Delta/k_B$ and the quantum critical regime at $T \approx 0$ and $h \approx h_c$. In the high temperature regime, for any fixed value of $h$, the parameter $R$ decreases asymptotically to zero, revealing that the quantum nature of the parameter estimation model is lost, due to thermal averaging. We will see in the next subsection that in this regime $R$ is expected to vanish with a universal $1/T$ rate.

In the low temperature regime $T \lesssim \Delta$, for values which are far from the critical value of the magnetic field, $h_c = 1$, the parametric model shows its quantum incompatibility at its maximum. The phase diagram displays a plateau as function of temperature, and the quantumness of the system is nearly independent of $T$, showing a behaviour which is dictated by its zero temperature features.

Close to criticality, the system displays a sharp minimum corresponding to $T = 0$ and $h = h_c = 1$, where the value of $R$, in both parametric schemes drops abruptly to zero. This behaviour is due to the critical scaling of the FI which increases dramatically in the vicinity of a quantum criticality. The MUC diverges too in this regime, but with a slower rate compared to the QFIM. This causes the incompatibility condition to be relatively negligible in this regime and shows how the quantum multi-parameter scheme converges to a quasi-classical estimation problem. This implies that quantum nearly-critical systems, when used as probes in quantum estimation protocols, are quite beneficial not only for the dramatic enhancement of the sensitivity due to the divergent

---

**Figure 1.** Contour plot of $R := ||2iUJ^{-1}||_\infty$ in the plane $(h, T)$ of an Ising model in the thermodynamic limit, for two different parameter estimation schemes. On the left panel, $R^{(h, \phi)}$ for the two-parameter estimation $M = (h, \phi)$. On the right panel, $R^{(\beta, h, \phi)}$ for the three-parameter estimation $M = (\beta, h, \phi)$, where $\beta$ is the inverse temperature.
FI, but also for the multi-parameter compatibility provided by the negligible value of \( R \).

### 4.1. Zero temperature limit and quantum critical scaling

At zero temperature, and in the thermodynamic limit, one can calculate analytically the quantities in equations (48)–(50), which read

\[
J_c = 0, \tag{51}
\]

\[
J_q = \frac{1}{4} \begin{pmatrix} 0 & 0 & 0 \\ 0 & \frac{1 - |h|^2}{1 - |h|^2} & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{with} \quad f_q(h) := \begin{cases} 1 & |h| < 1 \\ \frac{1}{|h|^2} & |h| > 1, \end{cases} \tag{52}
\]

\[
U_k = \frac{1}{4} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix} \quad \text{with} \quad g_q(h) := \frac{(1 + h^2)K\left[\frac{4h}{(1+h)^2}\right] - (1 + |h|)^2E\left[\frac{4h}{(1+h)^2}\right]}{\pi h^2(1 + |h|)}, \tag{53}
\]

where \( K[x] \) and \( E[x] \) are complete elliptic integrals of the first and second kind, respectively. This means that the parameter \( R \) becomes

\[
R(0) = 2\sqrt{|1 - h^2|} \frac{g_q(h)}{f_q(h)}. \tag{54}
\]

In figure 2(a) we plot the zero temperature behaviour of \( R \) as a function of the magnetic field \( h \). In the vicinity of the quantum phase transition, \( R \) displays a critical behaviour around \( h_c = 1 \) which is compatible with the scaling law of equation (35). Indeed, by expanding equation (54) in series around \( h_c \) one gets

\[
R(0) = \frac{2\sqrt{2}}{\pi} \left( \log \left( \frac{8}{h} \right) - 2 \right) \tilde{h}^3 + O(\tilde{h}^3), \tag{55}
\]

where \( \tilde{h} = |h - 1| \). Hence, from the ansatz of equation (35) in section 3.1, we can infer that \( \nu \Delta_R = 1/2 \). Since for the 1D quantum Ising model the correlation length critical exponent is \( \nu = 1 \), we have

\[
\Delta_R = -1/2 \quad \text{and} \quad \tilde{\Delta}_R = 1. \tag{56}
\]

According to the discussion of section 3.1, we expect a critical behaviour of \( R \) also for \( h = h_c \) and \( T > 0 \). In the critical region, as the temperature goes to zero, equation (36) predicts a scaling law with a multiplicative logarithmic correction, which for a dynamical critical exponent \( z = 1 \) should be

\[
R(T, \tilde{h} = 0) \sim \log(T^{-1}) T^{\frac{1}{2}}. \tag{57}
\]

In figure 2 is displayed, in log–log scale, the dependence of \( R^{(h, \phi)} \) on temperature for different values of \( h \). For non-critical values of \( h \) (orange-dashed and green-dotted lines) one recognises a flat behaviour corresponding to the low temperatures regimes, where the parameter \( R \) reaches a plateau in which it saturates to its maximum value \( R \sim 1 \). For the critical value of the magnetic field \( \tilde{h} = 0 \) (black solid line), one observes a
scaling law which is compatible with equation (57). Finally, in the red dot-dashed line we display the fitting curve

\[ R(0) = A \left( \log \left( \frac{8}{T} \right) - 2 \right) T^{\frac{1}{2}}, \]

with a fitting parameter \( A \approx 0.74 \). This confirms the universal behaviour of the parameter \( R \) in the region close to criticality.

### 4.2. High temperature limit

In the high temperature limit, we can obtain the universal behaviour \( 1/T \) predicted by equation (40). For high values of temperatures, i.e. for \( \beta \) max, \( \Lambda_i << 1 \), one can approximate \( \tanh \beta \Lambda_k \approx \beta \Lambda_k \). Thus one gets

\[ J^c_k \approx \frac{1}{4} \begin{pmatrix} \Lambda_k^2 & -\beta \epsilon_k & 0 \\ -\beta \epsilon_k & \beta^2 \epsilon_k^2/\Lambda_k^2 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

\[ J^q_k \approx \frac{\beta^2}{4} \Delta_k^2 \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1/\Lambda_k^2 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \]

\[ U_k \approx \frac{\beta^3}{8} \Delta_k^2 \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}. \]

Notice that, considering the two parameter manifold \( \mathcal{M} = (h, \phi) \), and restricting only to the quantum part of quantum FI matrix \( J_q \), one gets
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\[ R_q^{(h,\phi)} = \|2i(J^q)^{-1}\mathcal{U}\|_\infty = \sqrt{\frac{\det 2\mathcal{U}}{\det J^q}} \simeq \beta \sqrt{\sum_k \frac{\Delta_k^2}{\Lambda_k^2}} M \to \infty \{ \beta |h| |h| > 1 \} \]

Similarly, including the classical part of QFIM yields

\[ R^{(h,\phi)} = \|2iJ^{-1}\mathcal{U}\|_\infty = \sqrt{\frac{\det 2\mathcal{U}}{\det (J^q + J^c)}} \simeq \beta \sqrt{\sum_k \frac{\Delta_k^2}{M}} M \to \infty \frac{\beta}{\sqrt{2}}. \] (63)

For the three parameter estimation model \( \mathcal{M} = (\beta, h, \phi) \), we find the following value for the quantity \( R \)

\[ R^{(\beta, h, \phi)} = \|2iJ^{-1}\mathcal{U}\|_\infty = \frac{2|U_{h\phi}|}{\sqrt{(1 - \frac{J_{h\beta}^2}{J_{h\beta}h}) J_{\phi\phi} J_{hh}}} = \frac{R^{(h,\phi)}}{F^{(\beta, h)}}, \] (64)

where

\[ F^{(\beta, h)} := \sqrt{1 - \frac{J_{h\beta}^2}{J_{h\beta}h}} \simeq \sqrt{1 - \frac{\sum_k (\epsilon_k^2)}{\sum_m \Lambda_m^2}} M \to \infty \frac{1}{\sqrt{1 + h^2}}, \] (65)

which leads to

\[ R_k^{(\beta, h, \phi)} = \beta \sqrt{\frac{1 + h^2}{2}}. \] (66)

Equations (63) and (66) confirm the universal behaviour of \( R \propto 1/T \), in the high temperature limit, predicted by equation (40). In figure 2 we show the dependence of \( R^{(h,\phi)} \) on temperature, for different values of the magnetic field \( h \). Note that in the high temperature regime, independently of \( h \), the plot displays the predicted \( 1/T \) universal scaling law of \( R^{(h,\phi)} \).

5. Conclusion and outlook

We have introduced a novel approach to quantitatively assess the ‘quantumness’ of a parameter estimation model. To this end, we resorted to the idea of incompatibility of parameters in a quantum estimation model. The crucial concept is the mean Uhlmann curvature \( \mathcal{U} \), a quantity which plays a pivotal role in the description of the geometric and topological features of the space of the density matrices. In multi-parameter quantum metrology, the MUC accounts for the compatibility condition, i.e. a prescription which guarantees whether or not the CR bound can be saturated. In this work we defined the ratio \( R \), which is the largest eigenvalue of the matrix \( 2iJ^{-1}\mathcal{U} \), that, roughly speaking, quantifies the relative size between MUC and quantum FI. We argued that \( R \) provides a good quantitative measure of the discrepancy between an inherently quantum and a quasi-classical multi-parameter estimation problem. We demonstrated that this quantity is a real number lying in the interval \( \{0, 1\} \) and that the two limiting
values correspond to the two extreme cases: $R = 0$ signals the quasi-classical case, where independent parameters can be simultaneously estimated, reaching the same accuracy as the individual estimation strategy; $R = 1$ flags the fully quantum case, where the indeterminacy arising from the uncertainty principle hinders the accuracy of the parameter estimation, in a way which cannot be neglected, not even in the limit of infinite copies.

We envision the possibility of using this tool to investigate the metrological features of many-body quantum systems. Indeed, it is known that in quantum parameter estimation theory peculiar quantum many-body states may be exploited as a probe to enhance the accuracy of estimation protocols [25, 30]. On the other hand, one may think of using methods developed in quantum metrology to investigate and characterise many-body systems. We have applied the above idea to a paradigmatic example of a quantum many-body system and have investigated in depth different regions of the phase diagram from the perspective of the parameter $R$. By exploiting this paradigmatic model, one can draw general conclusions of the generic behaviour of quantum many body systems. We have also performed a scaling analysis on $R$ as a function of both temperature and magnetic field.

Quantum critical systems are ideal candidates to use these tools, since quantum parameter estimation provides a novel operational approach to investigate equilibrium [31–40] and out-of-equilibrium [42–49] quantum critical phenomena [50–55]. The concept developed in this work indeed may shed new light on the nature of correlations and the interplay between competing orders both in equilibrium and non-equilibrium quantum critical phenomena.
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