This brief review introduces the reader to tensor network methods, a powerful theoretical and numerical paradigm spawning from condensed matter physics and quantum information science and increasingly exploited in different fields of research, from artificial intelligence to quantum chemistry. Here, we specialise our presentation on the application of loop-free tensor network methods to the study of High-Energy Physics (HEP) problems and, in particular, to the study of lattice gauge theories where tensor networks can be applied in regimes where Monte Carlo methods are hindered by the sign problem.

1. Introduction

Lattice QCD is the framework to define the non-perturbative dynamics of strong interactions from first principles. Both the algorithmic development and the increase of the performance of the supercomputer over past forty years enabled numerical simulations able to predict physical quantities associated with single hadrons with high precision. The standard approach of lattice gauge theories (LGT) relies on Monte Carlo-based evaluations of path integrals in Euclidean space-time with positive integrands.
Despite being extremely successful, it suffers from a fundamental limitation in scenarios that give rise to a sign problem. These scenarios include the presence of a finite baryon density, which is relevant for the early universe and for neutron stars; real-time evolution, e.g., to understand the dynamics of heavy-ion collisions; or topological terms, which could shed light on the matter-antimatter asymmetry of the universe. It has been shown that mitigating the sign problem is NP-hard [1]. There is therefore an urgent quest to find alternative methods and strategies that enable tackling these fundamental open problems in the understanding of nature [2]. One alternative that is attracting increasing attention is the pathway of Tensor Network (TN) [3, 4, 5]. TN is one of the mainstream paradigms for simulating quantum many-body lattice systems, both in and out of equilibrium, via a representation of the quantum state with tailored variational wavefunctions. Originally introduced in the context of condensed matter physics, TN can solve quasi-exactly one dimensional strongly correlated quantum many-body problems for system sizes much larger than exact diagonalisation allows. They originated from the understanding that the density matrix renormalisation group (DMRG) technique could be recast in a variational formulation by means of Matrix Product States (MPS) [6, 7, 8]. This stimulated the further development of such a framework in the last decade, extending the TN paradigm to encompass higher dimensionality [9, 10, 11, 12, 13, 14], peculiar geometries [15, 16], directly addressing the thermodynamical limit [17, 18, 19], as well as the continuum [20, 21, 22, 23].

One of the most appealing features portrayed by TN is the possibility to encode and control global symmetries for the local degrees of freedom that characterise several condensed matter models [24, 25]. In fact, a general, robust and numerically efficient formulation of any such symmetries in the TN framework is known; it is commonly used in simulation to achieve an enhancement of the algorithm performance, as well as precise targeting of irreducible representation sectors [26, 27, 28].

Lattice gauge symmetries differ from global ones, since they have quasi-local supports and are typically homogeneous, yielding a combined Lie algebra of generators which grows extensively with the system size [29, 30]. Nevertheless, several physical contexts have been found where TN are an exact description of the ground states of gauge-invariant Hamiltonians (e.g., 2D toric code that is an Ising gauge theory) [31]. More recently, this framework has been successfully applied to LGT related problems. In fact TN represent microscopically the local Hilbert spaces and at the same time are tailored on a real-space wave-function representation, so they can be used to describe real-space locality and local symmetries altogether [32, 33, 34, 35].

As previously mentioned, TN is naturally free from the sign problem [36]. In fact, for 1-dimensional systems a number of successful studies have demonstrated the power of TN for HEP problems [37, 38, 39] and lattice gauge theory calculations [40, 41, 42, 43, 44, 45, 46]. In particular, it has been shown that TN provide accurate determinations of mass spectra and that they can map out a broad temperature region. They can also treat chemical potentials and topological terms and they have been used to study real-time dynamics [43, 47, 48]. TN also allows the study of entanglement properties and the entropy (leading in turn to the determination of central charges) in gauge theories, which brings new aspects of gauge theories into focus [49, 50]. By quantitatively validating quantum simulators in out-of-equilibrium situations, even if only in lower dimensions, MPS and TN methods play a very important role towards establishing quantum simulators as reliable tools in quantum physics. Finally, recently the applications of TN to higher-dimensional LGT has start becoming within reach of the available algorithms and numerical resources [51, 52, 53, 54, 55, 56, 57], providing an important stimulus to further develop these techniques and explore their application to LGT.

In the following sections, we will review tensor network methods as a new tool for classical computation, fixing our attention and description on matrix product states and tree tensor networks. We will describe the Hamiltonian formulation of lattice gauge theories (albeit non-Hamiltonian approaches are possible [58]) as the set of models and theories to be treated with these tensor networks. Specifically, we will show the rishon formulation of LGT (a finite dimensional representation of the gauge group) which is specially well suited for the characterisation with TN.
Then, we will present the ground state search with loop-free tensor networks for LGT simulation and we will show how can be used to study the confinement properties of a three dimensional compact QED. We will close the review with conclusions and perspectives.

2. Tensor Network Methods: a flexible tool for classical computations

From an information theory standpoint, Tensor Networks are complex, scalable data structures, whose information is stored within a collection of tensors: multi-indexed arrays \( T_{i_1,i_2,...,i_s} \) of real or complex floating-point numbers (in single-or more often double-precision). Tensor Networks represent a convenient way to store huge amount of data in a compressed, manageable, and approximate format. In fact, while the rank \( r \) of a single tensor does not scale with the size of the problem, tensors connect to each other via the contraction operation, generalising the matrix-matrix row by column multiplication operation, as

\[
T''_{i_1...r',j_1...j_s} = \sum_{k_1...k_p} T'_{i_1...r,k_1...k_p} T_{k_1...k_p,j_1...j_s},
\]

represented in the network as a link connecting two tensors \( T \) and \( T' \), which sit at the nodes of the network graph. Then, the size of the network itself scales with the size of the problem, and quickly the Tensor Network conveniently describes data structures which could not otherwise be stored in their exact, ‘fully contracted’ form.

The standard application of TNs is the numerical simulations of Many-Body Quantum Systems (MBQS), where the variational many-body wave-function is encoded as a TN. Precisely, any state \( |\Psi\rangle \) of a MBQS is defined by its amplitudes tensor \( T s_1...s_N \), apart from a global phase \( T \to e^{i\phi}T \), via

\[
|\Psi\rangle = \sum_{s_1...s_N} T s_1...s_N |s_1\rangle \otimes |s_2\rangle \otimes \cdots \otimes |s_N\rangle,
\]

where \( |s_1\rangle \) is the logical basis (of dimension \( d \geq 2 \)) of a single constituent of the system quantum, or site. As the size of \( T \) scales exponentially \( \sim d^N \) with the system size \( N \), for \( N \) above few tens, it becomes mandatory to represent \( T \) in a compressed form, e.g. a tensor network. Remarkably, the approximation necessarily introduced when compressing such exponentially large information into polynomially-scaling amount of data, is accurate when representing a large class of realistic physical states. For these many-body quantum states the entanglement – that defines the maximal rate of possible compression without loss of information – is relatively low and distributed according to the natural connectivity of the MBQS. These class of states, which satisfy the area laws of entanglement [59] are naturally encoded in tensor networks and the error introduced by the TN approximation can be controlled. The degree of approximation introduced by a TN ansatz state is controlled by the virtual bond dimension \( \chi \), i.e., the (largest) dimension \( \chi \geq d \) among internal virtual indices, those indices that are contracted in order to obtain the amplitudes vector \( T s_1...s_N \). Specifically, for \( \chi = d^N \) no approximation is introduced, and the description is exact. On the opposite limit, \( \chi = 1 \) correspond to a mean-field description of the many-body state. In conclusion, TN methods are considered successful when a bond dimension \( \chi \) scaling polynomially with \( N \) is sufficient to achieve convergence in the physical quantities of interest. Simple prototypical TN are drawn in Fig. 1.

From such perspective, developing Tensor Network algorithms consists in translating the well-understood protocols for \( |\Psi\rangle \), ranging from equilibrium problems to real-time evolution, into protocols for the tensors in the TN that represents \( |\Psi\rangle \). This framework has lead to the development of some of the most successful numerical methods for non-integrable lattice systems, including HEP problems: from DMRG [3, 8, 37, 60] to the Time-Evolved-Block decimation [61, 62] and the Time-Dependent Variational Principle [63], which are based on the Matrix Product State ansatz class [6, 7], to the Tensor-Renormalisation-Group [64], which is a contraction method for infinite PEPS [9] and similarly enables the (approximate) calculation of lattice path integrals required
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Figure 1: Visual representations for common Tensor Network geometries, respectively for one-dimensional lattices (left panels) and for two-dimensional square lattices (right panels). Bullets represent tensors, while each link represents a specific tensor-index, shared solely by the two tensors being connected. Figure originally presented in Ref. [55], courtesy of the authors.

in Lagrangian HEP problems [65, 66]. Tensor Networks are also a physically meaningful ansatz in the context of Variational Monte Carlo methods [67], thus providing yet another pathway to study lattice gauge models in higher dimension [68, 69]. Hereafter, we concentrate on loop-free TN, i.e. TN displaying no cycles in their network architecture, namely MPS and Tree Tensor Networks (TTN).

(a) Matrix Product States

The methods that we describe in what follows, share as a building block a set of local finite matrices that encode the information of the system. We show how to build these matrices, their properties and how they can be used to compute efficiently any correlator. We define the matrix product state showing two possible ways to built it. The first one is in the spirit of DMRG method of S. White [3], based on the Schmidt decomposition of a quantum state. The second one, the original point of view, comes from the fact that the matrices can be seen as a bond between the neighbour sites in a chain. The latter approach springs from the valence bond model introduced by I. Affleck, T. Kennedy, E.H. Lieb and H. Tasaki [70] and generalised by M. Fannes, B. Nachtergaele and R. F. Werner [71]. The link between the two points of view has been unveiled by S. Ostlund and S. Rommer [6]. The results on the scaling of the entanglement faithfully represented by the ansatz lays at the heart of the success of this formalism in one dimensional system. Starting from these seminal works, it has been shown how to generalise them to nonlocal interactions, different boundary conditions and how to perform dynamical simulations of quantum systems with classical resources.

We first review some useful mathematical properties of composed quantum systems and show their implications for the MPS ansatz. The Schmidt decomposition of a quantum state between the
first site and rest of the chain reads,

\[ |\psi\rangle = \sum_{\alpha_1=1}^{D} \mu_{\alpha_1} |\alpha_1^{(1)}\rangle |\alpha_1^{(2\cdots N)}\rangle \]  

(2.3)

where \(|\alpha_1^{(1)}\rangle\) is an orthonormal basis of the first subsystem and \(|\alpha_1^{(2\cdots N)}\rangle\) is an orthonormal set for the rest of the chain, the real numbers \(\{\mu_{\alpha_1}|0 \leq \mu_{\alpha_1} \leq 1, \sum_{\alpha_1=1}^{D} |\mu_{\alpha_1}|^2 = 1\}\) are the Schmidt coefficients. Finally, the integer \(D\) is the Schmidt rank in the decomposition that, for easy writing, we fix to the maximum of any bipartition. If we express the state of the first site in some initial local basis, then the state is written,

\[ |\psi\rangle = \sum_{\alpha_1=1}^{D} \sum_{s_1=1}^{d} \mu_{\alpha_1} |s_1\rangle |\alpha_1^{(1)}\rangle |\alpha_1^{(2\cdots N)}\rangle = \sum_{\alpha_1=1}^{D} \sum_{s_1=1}^{d} |s_1\rangle A^{s_1}_{\alpha_1} |\alpha_1^{(2\cdots N)}\rangle \]  

(2.4)

where in this case, \(d\) is the dimension of the local space and \(A^{s_1}_{\alpha_1} = \mu_{\alpha_1} \langle s_1 |\alpha_1^{(1)}\rangle\) is a tensor describing the first site.

Repeating this manipulation for the second site, we find

\[ |\psi\rangle = \sum_{\{\alpha\} = 1}^{D} \sum_{\{s\} = 1}^{d} |s_1\rangle A^{s_1}_{\alpha_1} |s_2\rangle A^{s_2}_{\alpha_2} |\alpha_1^{(2\cdots N)}\rangle, \]  

(2.5)

where the sums \(\{\alpha\}\) and \(\{s\}\) are made over different configurations of \(\alpha_1, \alpha_2, s_1\) and \(s_2\) and the matrix \(A^{s_2}_{\alpha_2} = \mu_{\alpha_2} \langle s_2 |\alpha_2^{(2)}\rangle\). Then for the whole chain, the state is written as follows,

\[ |\psi\rangle = \sum_{\{\alpha\} = 1}^{D} \sum_{\{s\} = 1}^{d} |s_1\rangle A^{s_1}_{\alpha_1} |s_2\rangle A^{s_2}_{\alpha_2} \cdots |s_{N-1}\rangle A^{s_{N-1}}_{\alpha_{N-2}} |s_N\rangle A^{s_N}_{\alpha_{N-1}}. \]  

(2.6)

Looking at the bulk of an infinite chain, the basis in the bipartition for the right subsystem is written as,

\[ |\alpha_{L-1}\rangle = \sum_{\alpha_L=1}^{D} \sum_{s_L=1}^{d} |s_L\rangle A^{s_L}_{\alpha_{L-1}} |\alpha_L\rangle, \]  

(2.7)

where \(|\alpha_L\rangle = \sum_{\alpha_{L+1}=1}^{D} \sum_{s_{L+1}=1}^{d} |s_{L+1}\rangle A^{s_{L+1}}_{\alpha_{L+1}} |\alpha_{L+1}\rangle\) and if \(|\alpha_{L-1}\rangle\) is an orthonormal basis then

\[ \sum_{s_L=1}^{d} \sum_{\alpha_{L-1}=1}^{D} \left(A^{s_L}_{\alpha_{L-1}} |\alpha_L\rangle \right)^\dagger A^{s_L}_{\alpha_{L-1}} |\alpha_L\rangle = \sum_{s_L=1}^{d} \left(A^{s_L}\right)^\dagger A^{s_L} = I, \]  

which defines the condition in the \(A^s\) matrices to be a positive, trace preserving map. Within this approach, the matrices \(A^{s_L}\) represent the change in the description of a system when it is considered one site more, they act as a transfer matrix. Every time we insert one site more in the subsystem, a new matrix \(A^{s_L}\) link it with the rest of the chain and, in that way, a succession of matrices \(\{A^{s_L}\}\) is produced. If this succession has a limit, then we could represent the final state of the chain by this set of matrices.

This description is computationally efficient if the Schmidt rank \(D\) is bounded. This situation appears usually in one dimensional system with local interactions. When we perform the bipartition of the system between \(L\) sites and the rest of the chain, the Schmidt rank measures the number of degree of freedom needed to describe the subsystem and is always bounded by the entropy of entanglement, i.e., \(D \geq 2^{S_L}\). Using the analysis of the scaling of entanglement in one dimensional models, we know that for finite systems of length \(N\) the maximum of the entropy goes as \(S_L \sim \log_2 N\) and for infinite gapped systems, it goes like \(S_L \sim \log_2 \frac{m}{L}\). So, in any of these cases the Schmidt rank is bounded by a constant. Even at the critical points, we know that the entropy grows with the size of the subsystem \(L\) as \(S_L \sim \log_2 L\), then, although the Schmidt rank is not saturated in this case, its growth is polynomial with the size of the subsystem, \(D \sim L\).
In a translationally invariant state, the whole set of matrices can be represented by just one matrix independently of its position, i.e., \( \{ A^{s \ Lam} \} \rightarrow A^s \). Then, a translationally invariant state can be described by the product of this matrix as follows,

\[
\psi = \sum_{\{ s \} = 1}^{d} \text{Tr} \left( B \cdot A^{s_1} \cdots A^{s_N} \right) |s_1, \cdots, s_N \rangle
\]  

(2.9)

where the matrix \( B \) implements the boundary conditions of the system. In particular, if the state has periodic boundary condition this matrix is the identity, \( B = \mathbb{I} \).

The second point of view, for the matrix product state, comes from the identification of the lower indexes of the matrix \( A^s_{\alpha \beta} \) with two ancillary subsystems used to implement the state of the physical system \( s \). This one was the original method due to Affleck, Kennedy, Lieb and Tasaki (AKLT) to built the exact ground state of antiferromagnetic system of a spin one chain using the symmetric subspace of two spin 1/2 ancillae. The matrix appears as a projector from the Hilbert space \( \mathcal{H}^{(a)} \) of the ancillae to the real one \( \mathcal{H}^{(phys)} \), i.e.,

\[ A : \mathcal{C}^D \otimes \mathcal{C}^D \rightarrow \mathcal{C}^d, \]

\[ |\alpha, \beta \rangle \rightarrow A |\alpha, \beta \rangle = \sum_s A^s_{\alpha \beta} |s \rangle. \]  

(2.10)

The correlations in the chain are implemented by maximally entangled states in the ancillae subsystem of neighbour site, i.e. \( \sum_{\alpha = 1}^{D} |\alpha \rangle \langle \alpha | \), and the final description of the state is,

\[ |\psi \rangle = A \sum_{\alpha = 1}^{D} |\alpha \rangle \langle \alpha | \sum_{\beta = 1}^{D} |\beta \rangle \langle \beta | = \sum_{\alpha, \beta = 1}^{D} \sum_{s = 1}^{d} |\alpha \rangle A^s_{\alpha \beta} |\beta \rangle |s \rangle. \]  

(2.11)

Once the state of the system is built, it is important to be able to compute any correlator from it. In the matrix product state formalism, for translationally invariant systems, this task is implemented defining a transfer matrix. For instance, to get the normalisation in a translational invariant state,

\[
\langle \psi \vert \psi \rangle = \sum_{\{ s \} = 1}^{d} \sum_{\{ \tilde{s} \} = 1}^{d} \text{Tr} \left( A^{s_1} \cdots A^{s_N} \right) \text{Tr} \left( A^{\tilde{s}_1} \cdots A^{\tilde{s}_N} \right) |s_1 \cdots s_N \rangle \langle \tilde{s}_1 \cdots \tilde{s}_N |.
\]  

(2.12)

defining the \( D^2 \times D^2 \) transfer matrix \( E = \sum_{s=1}^{d} (A^s)^* \otimes A^s \), the normalisation is just \( \langle \Psi \vert \Psi \rangle = \text{Tr} \left( E^N \right) \). If the state is normalised, then, the spectrum of the matrices \( E \) is such that \( \{ \lambda_\mu | | \lambda_\mu | \leq 1, 1 \leq \mu \leq D^2 \} \). If the state fulfils the clustering principle\(^3\), then, the maximum eigenvalue \( \lambda_1 = 1 \) is unique.

In this representation the two point function of any two operators at the site \( (i) \) and \( (j) \) is written as

\[
\langle O(i) O(j) \rangle = \text{Tr} \left( E^{N-j+i-1} \hat{O}(i) E^{j-i-1} \hat{O}(j) \right)
\]  

(2.13)

where \( \hat{O} = \sum_{\{ s \} = 1}^{d} \sum_{\{ \tilde{s} \} = 1}^{d} (A^s)^* \otimes A^\tilde{s} \langle \tilde{s} \vert O \vert s \rangle \). If we consider an infinite chain and taking the diagonal form of \( E = |1 \rangle \langle 1 | + \sum_{\mu = 2}^{D^2} \lambda_\mu | \mu \rangle \langle \mu | \), then,

\[
\langle O(i) O(j) \rangle = \langle O(i) \rangle \langle O(j) \rangle = \langle 1 \vert \hat{O}(i) \left( \sum_{\mu = 2}^{D^2} \lambda_\mu \langle \mu | \hat{O}(i) \vert 1 \rangle \right) \langle \mu | \hat{O}(j) | 1 \rangle \vert 1 \rangle
\]

\[
= \sum_{\mu = 2}^{D^2} \langle 1 \vert \hat{O}(i) | \mu \rangle \langle \mu | \hat{O}(j) | 1 \rangle \left( \frac{\lambda_\mu}{| \lambda_\mu |} \right)^{j-i-1} e^{-\frac{j-i-1}{\xi_\mu}},
\]  

(2.14)

\(^3\)This principle requires that \( \lim_{x \to \infty} \langle \psi \vert O(x) O(0) \vert \psi \rangle = \langle \psi \vert O(x) \vert \psi \rangle \langle O(0) \vert \psi \rangle \langle \psi \vert \).
where $\xi = \frac{1}{\log N}$ defines the correlation length. From this expression, we see that the long range behaviour of the system is implement in the eigenvalues of the transfer matrix $E$, that is invariant under the redefinition of the local basis.

(b) Tree Tensor Networks

Within a zoo of tensor network architectures, the TTN holds a special mention in versatility. TTN algorithms can be implemented on lattice of any spatial dimensionality (from 1D to 3+D) with the same computational scaling cost, of order $O(\chi^4)$. The TTN has tensors (or graph nodes) organised in layers. Every tensor merges together two neighbouring 'effective sites' into a single one that then proceeds to the next layer. Ultimately, the TTN becomes completely connected once we include $N - 2$ Tensors, with three indexes each, arranged into $\log_2 N$ layers, regardless of the spatial dimension. The computational simplicity of such a TN ansatz carries a core drawback: the incapability of capturing the correct scaling of microscopic entanglement for fixed $\chi$. Nevertheless, in a context where efficient algorithms for sophisticated TNs (appropriate for 3+1D) are still under development, the TTN ansatz is still a great accuracy improvement over (cluster) mean-field approaches, and is especially useful for models affected by the sign problem, where Monte Carlo strategies perform poorly, as we will see in the following sections.

As a loop-free (or loop-less) tensor network, TTNs benefit from an extremely robust groundwork of algorithms, developed and refined over two decades, capable of performing the two standard tasks of (closed-system) quantum mechanics: (i) ground state search, and (ii) real-time evolution, corresponding respectively to the time-independent and time-dependent formulations of the Schrödinger equation, for a many-body lattice Hamiltonian $H$. Modern TTN numerical suites employ a generalisation of DMRG for loop-less tensor networks in order to tackle the ground-state search [27, 72], while real-time dynamics is typically carried out by Time-Dependent Variational Principle (TDVP), originally designed for MPS [63, 73], but allowing a natural generalisation for loop-less TN [74, 75].

3. Lattice Gauge Theories in Hamiltonian formulation

Tensor Networks methods have been extensively developed to tackle interacting condensed matter problems and strongly correlated many-body quantum problem. Their technology is centered around casting the problem of dynamics in Hamiltonian formulations (or its open-system generalisations, such as the master equation for Markovian dynamics). In this context, the most natural way of addressing high-energy problems via TN is to cast them in a lattice Hamiltonian formulation, where the time dimension (or temperature dimension) remains a continuous variable, while the space is discretised in a (square or cubic) lattice. While this approach inevitably breaks Lorentz invariance (continuous scale transformations are not lattice isomorphisms) it has the benefit of removing any possible infrared or ultraviolet divergencies that may arise in the continuous theory, especially for finite system sizes. As the lattice spacing $a$ is a simulation parameter that can be fully controlled, the overall behaviour of the continuum theory emerges in the limit $a \rightarrow 0$, where Lorentz symmetry is expected to be restored.

In Hamiltonian Lattice Gauge theories [30], gauge fields are defined on the bonds of the lattice, while matter fields are defined on the vertices of the lattice. The matter fields are meant as relativistic particles, and they mutually interact only via the gauge fields. Therefore, in the limit of zero gauge coupling ($g_c = 0$), the matter field Hamiltonian describes a free lattice Dirac dynamics. While this is not the unique way to do so (see for example Wilson fermions [29, 76]), Susskind lattice fermions are often adopted in this context [77], where in the limit $a \rightarrow 0$ the quadratic Hamiltonian

$$H_{\text{Susskind}} = mc^2 \sum_j (-1)^{j x + j y + j z} \psi_j^\dagger \psi_j + c \frac{\hbar}{2a} \sum_j \left( -i \psi_j^\dagger \psi_{j+\mu_x} - (-1)^{j x + j y} \psi_j^\dagger \psi_{j+\mu_y} - i(-1)^{j x + j y} \psi_j^\dagger \psi_{j+\mu_z} + \text{H.c.} \right), \quad (3.1)$$
converges to free Dirac dynamics $H_{\text{Dirac}} = c\gamma^0\vec{p} \cdot \vec{\gamma} + mc^2\gamma^0$ (albeit with potentially degenerate solutions a.k.a. fermion doubling, depending on the spatial dimension). The Fermi field $\psi_j$, satisfying $\{\psi_j, \psi_{j'}\} = 0$ and $\{\psi_j, \psi_j^\dagger\} = \delta_{j j'}$ anti-commutation relations, has a basis in the lattice, each site within the supercell corresponding to one component of the Dirac spinor (e.g. basis of 4-sites in a supercell for 3+1D, that matches the Dirac 4-spinor).

When the gauge coupling is not zero the hopping terms are modified to include gauge field operators, acting on the gauge degrees of freedom on the links, that modify the hopping terms, for each site $j$.

\[
\psi_j^\dagger \psi_{j+\mu} \rightarrow \psi_j^\dagger U_{j,j+\mu} \psi_{j+\mu}
\]

along each direction $\mu = \{\tau, s, \mu, \sigma\}$, where the operator $U_{j,j+\mu}$, in order to protect gauge symmetry both at site $j$ and $j+\mu$, transforms as $U_{j,j+\mu} \rightarrow e^{i\theta_j} \psi_{j+\mu} U_{j,j+\mu}$. On top of this, we add the Hamiltonian of pure electrodynamics, allowing photons to carry energy and propagate, which is expected to converge to $F_{\mu\nu} F^{\mu\nu}$ in the continuum limit. A common lattice description is the one developed by Kogut and Susskind [30],

\[
H_{\text{pure,QED}} = \frac{\hbar c}{2g_{\text{em}}} \sum_{j,\mu} L_j^2 + \frac{4\hbar c}{g_{\text{em}}} \sum_{j,\mu \neq \mu'} \left( U_{j,j+\mu} U_{j+\mu,j+\mu+\mu'} U_{j+\mu+\mu',j+\mu}^\dagger + \text{H.c.} \right),
\]

where $g_{\text{em}}$ is the universal, dimensionless electromagnetic coupling. Such pure Hamiltonian has the advantages of being explicitly gauge-invariant and short-ranged, despite the drawback of displaying a four-bonds interaction, a.k.a. the plaquette term. The bond-operators $L_j = L_j^{\tau} L_j^s L_j^{\mu}$ and $U_{j,j+\mu}$ define the gauge DoF space via their Lie algebra, which reads $[L_{j,j+\mu}, U_{j',j'+\mu'}] = \delta_{j,j'} \delta_{\mu,\mu'} U_{j,j+\mu}$ and $[U_{j,j+\mu}^\dagger, U_{j',j'+\mu'}] = 0$. Basically $L_j$ counts the number of electric field quanta (with direction encoded in the sign) on the bond, while $U_{j,j+\mu}$ shifts this number by one quantum. Notably, exact representations of such an algebra are infinite-dimensional, as rightfully expected from the gauge-field being bosonic in nature. We therefore have to introduce an approximation (an energy-density cutoff) to effectively work with the finite dimensional-local spaces required by Tensor Network methods. Proper limits to the infinite dimensional representations has been shown to converge in different cases [46].

(b) QCD

In this scenario, the local symmetry group is non Abelian, corresponding to $SU(3)$. Matter fields $\psi_j^c$ carry an internal degree of freedom, the color $c \in \{r, g, b\}$, that unlike spin does not couple to their momentum in the free Dirac equation. The color DoF is manipulated by gauge-transformations, which read $\psi_j^c \rightarrow \sum_{\sigma} \exp(i\sum_{\tau} \phi_{j\tau}^{\sigma} A_\tau) \psi_j^{c\sigma}$, where $A_\tau$, with $\tau \in \{1, 2, 3\}$, are the eight $3 \times 3$ Gell-Mann matrices. Here, a gauge transformation is uniquely defined by an octuplet of angles $\phi_{j\tau}$ for each site $j$. Analogously to the QED case, in order to restore gauge invariance, we introduce operators, acting on the gauge degrees of freedom on the links, that modify the hopping terms,

\[
\delta\psi_j \rightarrow \delta\psi_j = \sum_{\tau} e^{i\theta_j^{\tau}} \psi_j^{A_\tau}
\]

where $\theta_j^{\tau}$ is the one developed by Kogut and Susskind [30].
We stress that in one-spatial dimension, under open-boundary-conditions, this problem can be reduced to protect the gauge-symmetry. 

One may interpret the bond space as composed of two sub-sites, a.k.a. ‘rishon’ modes: The gauge transformation effectively SU(3)-rotates the left rishon with angles $\varphi_j$, and simultaneously SU(3)-rotates the right rishon with angles $\varphi_{j+\mu,\tau}$. Thus effectively, each rishon carries a representation of the SU(3) group.

Analogously to the QED case, we need to provide a pure chromodynamics Hamiltonian, on top of the covariant matter dynamics, to recover the correct SU(3) Yang-Mills dynamics in the continuum limit. Unsurprisingly, it can be written similarly to Eq. (3.3), precisely [30, 78]

$$H_{\text{pure QCD}} = \frac{\alpha_s}{2a} g_{\text{strong}} \sum_{j=1}^{N_c} C_j^2 j + \mu$$

$$+ \frac{4\alpha_s}{a g_{\text{strong}}} \sum_{j, \mu \neq \mu'} \left( U_{j,j;\mu,\mu',c_2} \left( U_{\mu,\mu',\mu';c_1} U_{\mu',\mu',\mu';c_3} \right) + \text{H.c.} \right),$$

with the strong force coupling $g_{\text{strong}}$. The ‘electric’ part of the Hamiltonian now displays the operator $C^2$: This is the quadratic Casimir operator of the SU(3) algebra applied to the rishon space (either the left rishon mode or the right rishon mode: their eigenvalues always match on physical states [79]). Since SU(3) is a compact Lie group, the complete bond space is tied to the regular representation of SU(3), and thus intrinsically infinite-dimensional [79]. Therefore it is mandatory to introduce approximations, or cutoffs, to manage numerical simulations of lattice QCD or other non-Abelian lattice gauge models [80].

4. Rishons and dressed logical bases

At this stage, the only missing ingredient to enable numerical simulation of the aforementioned lattice gauge Hamiltonians via Tensor Network methods is the selection of a physically relevant finite-dimensional subspace of the lattice gauge field (bond space), to be included in the simulation. We stress that in one-spatial dimension, under open-boundary-conditions, this problem can be circumvented by ‘accumulating’ the matter gauge-charges from one edge: This fact is notorious for the gauge-Abelian Schwinger model [81], but it has been recently shown to allow non-Abelian generalisations [82]. From two spatial dimension, this strategy cannot be exploited, and physically relevant cutoffs based on energy-density has to be introduced to access low-temperature lattice-gauge physics with TN, as routinely done when studying lattice models of interacting soft-core bosons [83].

A simple, yet meaningful choice of truncation is based on the ‘electrical’ part of the pure lattice-gauge Hamiltonian, i.e. the first row in Eqs. (3.3) and (3.6). For each Rishon mode, only a selected number of irreducible representations (irreps) of the gauge group are fully included: those with quadratic Casimir value below a given cutoff, i.e. states with weak electric gauge field. Other irreps are fully excluded. The nice aspect of such an approximation is that the cutoff itself can be tuned, thus numerical convergence in the cutoff can be systematically tested, which is especially useful when approaching the continuum limit [45].

Once the gauge field space has been truncated, since the matter field is intrinsically finite-dimensional due to quarks and leptons being fermions, TN simulations can be carried out without further obstacles. At this stage, it may be helpful to encode symmetries, both gauge and global,
into the TN variational ansatz state, to ensure that the simulation does not explore unphysical states, while at the same time speeding-up the computation.

Once again, there is no single approach to tackle this task. Refs. [32, 33] offer a general, practical and efficient strategy, that displays several advantages. The basic idea is to group each matter field site j together with all its neighbouring rishon modes (j, ±μ), where the gauge field bond (j, j + μ) splits into rishon modes (j, μ) and (j + μ, −μ), a dressed site. Interestingly, Gauss’ Law, enforcing that physical state protect gauge symmetry, becomes a local selection rule on each single dressed site. It basically requires the dressed site, as a whole, to be always in the trivial irrep of the gauge group. This requirement effectively translates into the familiar Maxwell Equation ∇·E = ρ = 0 for QED (dressed sites must have effective charge zero), while in QCD it ensures that lonely quarks have always a gluon string attached to them, fostering confinement. As a local (potentially non-Abelian) 1-site selection rule, the trivial irrep requirement is effectively implemented by defining a local dressed logical basis (canonical basis for the dressed site) which includes only gauge-invariant states, effectively reducing the dimension of the dressed site space. We must be careful, however, that at any point in the simulation two rishons belonging to the same bond are in mutually adjoint irreps: This second requirement (Link Law) basically translates into a nearest-neighbour (2-dressed site) selection rule, which is always Abelian even when the gauge-group is non-Abelian.

In conclusion, this strategy allows to ‘hide’ all the non-Abelian content of the gauge theory (and the calculus of Clebsh-Gordan coefficients) in the definition of the dressed logical basis and the effective Hamiltonian operators over that basis. The Tensor Network algorithm handles the Abelian nearest-neighbour Link Laws, as well as the Abelian global symmetries (global charge conservation), both of which can be easily accounted for with the numerical TN suites available nowadays.

(a) QED dressed bases and defermionization

An additional advantage of this approach emerges in the QED case. Due to the fact that the fusion rules of the gauge group (U(1)), equivalent to ℤ, contain ℤ2 as a subgroup, it is possible to make rishon modes fermionic. In turn, this will produce an algebra of effective operators, over dressed logical bases, which are genuinely local, meaning that they commute at different sites, thus defermionizing the theory.

This technique, explored in Refs. [55, 84], will be briefly reviewed below for a special case. Precisely, we consider the scenario where we chose the electric energy cutoff to include three states of gauge field at each bond, namely |1, −1⟩, |0, 0⟩ and |−1, 1⟩. In this format, we can write the bond-space operator algebra as

\begin{equation}
U = |1, 1⟩⟨0, 0| + |0, 0⟩⟨1, −1| \quad \text{and} \quad L = |−1, 1⟩⟨−1, 1| − |1, −1⟩⟨1, −1| \tag{4.1}
\end{equation}

which indeed satisfies the relation [U, L] = U. We can now decompose Uj,j+μ in a pair of fermionic rishons, specifically as ξj,μ ξ† j+μ,−μ. These rishons are exotic fermions, since they mutually anti-commute, i.e. \{ξj,μ, ξ† j+μ,−μ\} = \{ξj,μ, ξ† j′,μ′\} = 0 for j ≠ j′ or μ ≠ μ′, yet they are 3-hardcore, i.e. ξj,μ = 0 ≠ ξj,μ in contrast to standard (Dirac) fermions which are 2-hardcore.

In fact, it is possible to build such a rishon from two Dirac-fermion subspecies a and b at each site, with standard rules \{aj,μ, aj†,−μ\} = \{bj,μ, bj†,−μ\} = δj,j δμ,−μ and all the other anti-commutators zero. ξ can then be written as

\begin{equation}
ξj,μ = aj† j,μ aj j,μ + (1 − bj† j,μ bj j,μ) aj j,μ. \tag{4.2}
\end{equation}

The electric field operator L can similarly be expressed as a function of these field operators, specifically

\begin{equation}
2Lj,j+μ = aj† j,μ aj j,μ + bj† j,μ bj j,μ − aj† j+μ,−μ aj j+μ,−μ − bj† j+μ,−μ bj j+μ,−μ. \tag{4.3}
\end{equation}

As we perform these substitutions into the lattice QED Hamiltonian, we observe that the total parity of fermions (rishons and matter) at each site is preserved by each and single term, i.e.,
it is a symmetry of the problem. In other words, each operator, acting on site $j$, appearing in the Hamiltonian, effectively commutes with any other term in the Hamiltonian acting on site $j'$: the mapping has defermionized the interacting many-body problem, as it can be equivalently expressed as a (large, interacting) spin-problem with the same interaction range (in this case, nearest-neighbour in the dressed sites).

While we presented explicit defermionization of three-gauge-states QED, we stress that a similar procedure is available for any arbitrary cutoff of the gauge field, thus it can be carried out at every energy scale without loss of generality. Moreover, similar strategies can be carried out whenever the fusion rules of the gauge group contain $\mathbb{Z}_2$ as a subgroup [84, 85].

5. Ground State Search with Loop-Free Tensor Networks for LGT simulation

For the sake of compactness, we describe a practical architecture of loop free tensor networks, the binary tree tensor networks (bTTN), for general discussion see for instance Ref. [27]. This network is built on top of a one-dimensional lattice of physical links. The bTTN is composed entirely of tensors with three links. The evaluation of local and two-point observables is performed as followed: The expectation value of a local observable $O^{[s]}$, acting on some site $s$ of a bTTN state $|\psi\rangle$, can be calculated by contracting just three tensors (independent of the system size $N$),

$$
\langle \psi | O^{[s]} | \psi \rangle = \sum_{\alpha_s, \beta_s, \alpha_{(s+1)}} T^{[q]}_{\alpha_s, \alpha_{(s+1)}, \alpha_\zeta} O^{[s]}_{\alpha_s, \beta_s} T^{[q]}_{\beta_s, \alpha_{(s+1)}, \alpha_\zeta}.
$$

(5.1)

and the two-point correlation observables

$$
\langle \psi | O^{[s]} O^{[s']} | \psi \rangle = \sum_{\alpha_s, \beta_s, \alpha_{(s+1)}, \alpha_\zeta, \beta_\zeta} T^{[q]}_{\alpha_s, \alpha_{(s+1)}, \alpha_\zeta} O^{[s]}_{\alpha_s, \beta_s} \tilde{O}'_{\alpha_\zeta, \beta_\zeta} T^{[q]}_{\beta_\zeta, \alpha_{(s+1)}, \alpha_\zeta}.
$$

(5.2)

where $\tilde{O}'$ is the result of the observable $O^{[s]}$ obtained from contractions involving all tensors along the path between sites $s$ and $s'$ that can be evaluated with a very small number of contractions $O(\log^2 N)$, owing to the enhanced reachability of two arbitrary sites $s$ and $s'$ due to the hierarchical tree structure. This feature makes the calculation of observables a computational cheap task in a bTTN.

From the previous expectation values, the energy expectation value can be extracted and in particular, if a tensor in the whole tree structure is left free to optimise the energy expectation value, this can be recasted to an eigenvalue problem of the form

$$
E = \langle T^{[q]} | \tilde{H}' | T^{[q]} \rangle
$$

(5.3)

with the constraint $\langle T^{[q]} | T^{[q]} \rangle = 1$, where $\tilde{H}'$, in the same way as $\tilde{O}'$, is the result of the physical Hamiltonian with the contractions of all tensors but $T^{[q]}$. Now, the optimisation problem consists in determining the variational tensor $T^{[q]}$ in such a way that it minimises $E$. This optimisation problem is solved sequentially for all tensors in the tree.

6. Confinement in three dimensional compact QED

As an paradigmatic example of the possible analysis that are enabled by TN methods, we report here a result recently presented in Ref. [56] by some of the authors, where the first analysis of a three dimensional lattice gauge theory in presence of matter – a compact version of QED – has been reported. Following the steps introduced in Sec. 3(a), and considering $\hbar = c = 1$, the Hamiltonian
in three spatial dimensions simplifies to

$$\hat{H} = -\sum_{\mathbf{x}, \mu} \left( \hat{\psi}_\mu^\dagger \hat{U}_{\mathbf{x}, \mu} \hat{\psi}_{\mathbf{x}+\mu} + \text{H.c.} \right)$$

$$+ m \sum_{\mathbf{x}} (-1)^x \hat{\psi}_x^\dagger \hat{\psi}_x + \frac{g^2}{2} \sum_{\mathbf{x}, \mu} \hat{\phi}_{\mathbf{x}, \mu}^2$$

$$- \frac{4}{g^2} \sum_{\mathbf{x}} \left( \hat{\square}_{\mu_x, \mu_y} + \hat{\square}_{\mu_y, \mu_z} + \hat{\square}_{\mu_z, \mu_x} + \text{H.c.} \right)$$

where $\mathbf{x} \equiv (i, j, k), 0 \leq i, j, k \leq L - 1, \hat{\square}_{\mu, \mu} = \hat{U}_{\mathbf{x}, \mu} + \hat{U}_{\mathbf{x}+\mu, \mu}, \hat{U}_{\mathbf{x}+\mu, \mu}^\dagger \hat{U}_{\mathbf{x}, \mu}^\dagger$, and we set $\hbar = c = a = 1$.

Fig. 2 reports a numerical simulation reporting the potential between two charges as a function of the distance $V(r)$ for different bare masses $m$ and coupling $g$, showing the confinement crossover [29, 86, 87]. The simulation has been performed on a cylinder of dimension $16 \times 4 \times 4$ lattice sites, where two opposite charges are pinned via a strong local chemical potential at distance $r = 1, 2, \ldots, 11$. In weak coupling $g^2 \ll 1$, the potential $V(r)$ is Coulomb-like: the difference between the ground state energy $E$ of the system with additional charges and without $E_0$ scales as $V(r) = E - E_0 \sim 1/r$ [88]. On the contrary, in the strong coupling limit $g^2 \gg 1$, the magnetic

Figure 2: Weak coupling regime $g \ll 1$ displaying a Coulomb-like potential between two static charges (upper panel) in contrast in the strong coupling regime $g \gg 1$ a linear scaling potential is clearly visible (lower panel). The string-breaking radius where the potential becomes distance-independent depends on the different values bare mass (green and red circles). The insets displays cartoons states of the electric field in the string configuration (upper-left) and broken-string one (lower-right). Figure originally presented in Ref. [56], courtesy of the authors.
term in Eq. (6.1c) becomes negligible and it is more energetically favourable for the field lines to be confined in a string connecting the two static charges, as witnessed by the potential between the charges that becomes linear in the distance, $V(r) \propto r$. The latter picture holds until the energetic cost of creating a particle-antiparticle pair from vacuum is less than the string potential: depending on the particle bare mass $m$, there is a critical string length beyond which the string breaks and the charges can be separated at no extra energy cost. This genuinely three dimensional quantum behaviour is confirmed by the TN numerical simulations displayed in Fig. 2.

Finally, we mention that in [56] an extensive analysis of the model has been reported, including screening effect in a quantum capacitor and the characterisation of its ground state properties at zero and finite global chemical potential. We stress that the latter simulations (not reported here) efficiently attack a challenge inefficient to tackle with Monte Carlo methods due to the sign problem arising in that context.

7. Conclusions and perspectives

In this short review, we have presented the brief collection of the different concepts on which a quickly expanding field is based on: the tensor network paradigm and some of the most successful tensor network ansatz states and algorithms used to perform numerical characterisation of different phenomena. Their application to the study of lattice gauge theories requires to recast the theories in the Hamiltonian formulation, and the necessity of keeping the algorithms as efficient as possible calls for additional technical but fundamental theoretical approaches, such as the introduction of the rishon representation of the gauge degrees of freedom that allows to recast the gauge constraint in an easy-to-satisfy redefinition of the local basis plus an ad-hoc additional Abelian gauge constraint. The advantage of the rishon representation of the gauge degree of freedom is that the only remaining symmetry is always Abelian, independently from the nature – Abelian or non-Abelian – of the original theory of interest, enormously simplifying the technical implementation of symmetric ansatz states. Moreover, the rishon representation allows to deformionize the theory, that is, to rewrite the Hamiltonian in terms of only bosonic operators, simply and elegantly solving the highly technically complex implementation of the fermionic algebra of matter fields, e.g., without the need of introducing long-range interactions (Jordan-Wigner strings).

The scope of this brief overview is to introduce the interested reader to the main concepts and to present in a clear and concise form the different steps that altogether are opening the possibility of studying lattice gauge theories in regimes where Monte Carlo simulations are inefficient. We are aware that these pages are only scratching the tip of the iceberg simulations are inefficient. We are aware that these pages are only scratching the tip of the iceberg of the long list of powerful techniques that has been introduced in the last decades and that it is constantly improving: we invite the interested reader to approach longer and comprehensive reviews and texts presenting tensor network methods in general [2, 4, 5, 27] and their application to lattice gauge theories, including – to name a few – results for non-Abelian theories [43, 49, 50], time-dependent and scattering problems [47], and systems at finite temperature [89].

Finally, we would like to highlight three different but interconnected research directions that are explored by an increasing interdisciplinary community that are opening the possibility of studying lattice gauge theories in regimes where Monte Carlo simulations are inefficient. We are aware that these pages are only scratching the tip of the iceberg simulations are inefficient. We are aware that these pages are only scratching the tip of the iceberg of the long list of powerful techniques that has been introduced in the last decades and that it is constantly improving: we invite the interested reader to approach longer and comprehensive reviews and texts presenting tensor network methods in general [2, 4, 5, 27] and their application to lattice gauge theories, including – to name a few – results for non-Abelian theories [43, 49, 50], time-dependent and scattering problems [47], and systems at finite temperature [89].

Similarly, the very same tools can be applied also to condensed matter systems and beyond, such as quantum chemistry and material science. Interestingly, in the condensed matter there is a large class of systems that are lattice gauge theories, describing low-lying energy properties of
complex materials or paradigmatic models displaying topological systems, e.g., quantum spin ice and the Kitaev model [11, 31, 105, 106]. The tools and know-how developed in both fields can be used to foster the development of the other. Moreover, hard optimisation problems in computer science can be recast in disordered spin lattice models which, in turn, can be mapped in two-dimensional lattice gauge theories via the LHZ mapping [107]. Thus, novel insights on computer science problems can be obtained via this elegant detour.

The last cross-fertilisation that we are witnessing among different fields is that between machine learning and quantum science. The development of quantum machine learning is well established by now [108, 109, 110], however, recently it has been recognised that tensor networks can be used to perform machine learning tasks such as supervised and unsupervised learning [111, 112]. As, for quantum simulation and computations, this approach is a subset of the possible quantum machine learning tools, those quantum circuits that can be efficiently simulated classically. However, despite not being fully general, this quantum-inspired machine learning (or tensor network machine learning) has the advantage of overcoming some of the challenges of quantum machine learning (i.e., the loading of big data, the learning process, etc.) and has already proven to be in the tested cases as effective as deep neural learning [113, 114]. In particular, this approach has been recently applied to HEP related problems: the classification of $b$-$\bar{b}$ asymmetry in the LHCb experiment showing interesting results and new possible development directions [115].

Other quantum machine learning and more generally quantum algorithms for HEP problems are explored with increasing interests to attack the future challenges of the field, especially those posed by the future high-luminosity LHC runs [116, 117, 118].

In conclusion, we hope that this brief introduction to the field has triggered the interests of the reader as we believe that tensor network methods, and more generally the interplay between quantum science and high-energy physics [119], will lead to new fascinating opportunities and exciting developments in the next years.
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