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Abstract. In this contribution, we are concerned with parameter optimization problems that are constrained by multiscale PDE state equations. As an efficient numerical solution approach for such problems, we introduce and analyze a new relaxed and localized trust-region reduced basis method. Localization is obtained based on a Petrov–Galerkin localized orthogonal decomposition method and its recently introduced two-scale reduced basis approximation. We derive efficient localizable a posteriori error estimates for the optimality system, as well as for the two-scale reduced objective functional. While the relaxation of the outer trust-region optimization loop still allows for a rigorous convergence result, the resulting method converges much faster due to larger step sizes in the initial phase of the iterative algorithms. The resulting algorithm is parallelized in order to take advantage of the localization. Numerical experiments are given for a multiscale thermal block benchmark problem. The experiments demonstrate the efficiency of the approach, particularly for large scale problems, where methods based on traditional finite element approximation schemes are prohibitive or fail entirely.
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1. Introduction

Parameterized multiscale problems where the parameters are optimized with respect to a user-defined quality criteria are of general interest in many physical, chemical, biomedical, or engineering applications. Examples include the optimal design of devices built from composed materials [7, 8, 23], optimization of reactive flow processes in porous media [29, 43, 68], or the design of meta-materials [21, 60, 62]. As a mathematical model for such constrained parameter optimization problems, we consider linear-quadratic parameter optimization, subject to the solution of a parameter-dependent elliptic variational multiscale problem.

The numerical approximation of such problems is computationally extremely demanding due to the multiscale character of the problem and the need for repeated PDE-solves within an outer iterative optimization loop. Recently, substantial progress has been made, both with respect to efficient algorithms for PDE-constrained optimization and with respect to efficient model order reduction approaches for variational multiscale problems.

Numerical multiscale methods and localized model order reduction. In the last two decades, there has been a tremendous development of suitable numerical methods for multiscale problems. The main intention is to
resolve the finest required scale only locally and collect the gathered fine-scale information in an effective coarse-scale global system. Well-established methods include the multiscale finite element method (MsFEM) [25,35,39], its generalized variants (GMsFEM) [22,26], the heterogeneous multiscale method (HMM) [56,69,70], the variational multiscale method (VMM) [40,41,49], the multiscale-spectral generalized finite element method (GFEM) [10,11,50,51,66,67], and the local orthogonal decomposition (LOD) [34,52,53]. For a recent review on multiscale methods, we refer to [9].

For parameterized PDEs, model order reduction (MOR) has seen great development in the last decade [14]. A particular instance is the reduced basis method (RBM) [37,65]. The main idea is a splitting into an offline- and online phase. In the offline phase, a sufficiently rich reduced basis (RB) is constructed with the full order model (FOM) that computes high-fidelity solutions. Subsequently, a projection-based surrogate model is built from the reduced basis. In the online phase, the resulting reduced order model (ROM) is evaluated with preferably no need to touch the high-fidelity complexity at all. In the context of parameter optimization for multiscale problems, model order reduction can be used to accelerate repeated solves of the respective multiscale method.

Meanwhile, several applications of the RBM in the context of multiscale methods have been proposed in [26,36,55] for the MsFEM, in [1–4,6] for the HMM, in [5,46] for the LOD and in [15,57–59] for other related approaches. In these works, the RBM has been used along with a parameterization of the local problems for speeding up the solution process of a single multiscale problem, whereas in [5,46,55,57–59], a ROM is built for each individual local problem in the context of parameterized multiscale problems. For an overview of localized MOR and applications to parameterized multiscale problems, we refer to the review article [18].

While the original idea of using the RBM within multiscale methods is to accelerate the solution procedures directly associated with the finest scale of the system, the resulting reduced methods are still computationally dependent on the coarse mesh size. Moreover, the global approximation error of the reduced system can often not be rigorously controlled. Recently in [46], these issues have been resolved by an additional reduction of the coarse system that is internally based on a two-scale formulation of the multiscale scheme.

**Error aware trust-region methods for PDE-constrained optimization.** In the context of PDE-constrained optimization, localized model order reduction with online enrichment has been proposed in [61]. The general idea of online enrichment algorithms is to specifically train the reduced models to the parameters that are queried during an optimization process. This idea has been investigated with rigorous analysis in the context of error-aware trust-region optimization methods [71] and has first been used with global reduced basis approaches in [64]. While trust-region methods in general serve the purpose of global convergence while using cheap locally accurate model functions that are only used in a mostly metric sub-region of “trust”, the concept of error-aware trust-region algorithms is to use a surrogate that allows for an error control and can be adaptively enriched along the path of optimization. Therefore, a locally accurate surrogate model is used as long as we “trust” the surrogate model, steered by a respective a posteriori error estimator of the surrogate. Once the boundary of the trust-region is reached and the iterate is accepted, an online enrichment is performed and the process is continued from the current iterate. Such methods for global reduced basis methods have further been enhanced in terms of more robust algorithms and error estimation in [12,45,47].

We emphasize that, as far as this contribution is concerned, using (localized) MOR in an error-aware trust-region framework to solve a single PDE-constrained parameter optimization problem aims to reduce the overall computational cost of the optimization method. Thus, neither offline- nor online computations of the approach can be considered negligible.

**Main results.** This contribution is the first work to deviate from a FEM-based spatially global discretization for the error-aware adaptive trust-region algorithm. We instead build on an underlying efficient localized discretization framework based on the Petrov–Galerkin LOD [27] and, as a surrogate, we use its recently introduced two-scale reduced basis approximation (TSRBLLOD) [46]. The resulting variant of a trust-region localized RB method (TR-LRB) adaptively constructs local RB models in each of the TR subproblems and deviates from a classical and potentially infeasible globally resolved FEM approximation of the underlying multiscale equation.
The application of error-aware TR methods with localized RB techniques without having to rely on a global finite-element-based discretization is an original contribution of this article. As a necessary ingredient for an efficient adaptive and localized reduced method, we derive new localized error bounds to detect where the model requires local basis updates and to find efficient global coupling techniques. Following the ideas presented in the TSRBLOD [46], a posteriori error estimates are first derived for the primal and dual state equations of the optimality system. Based on these results, we finally obtain rigorous error bounds for the reduced objective functional needed for the TR algorithm.

As a further original contribution, we introduce a relaxed version of the basic TR algorithm that allows for larger step sizes in the initial iterations of the TR-optimization loops without sacrificing the provable convergence of the overall method. The relaxation of the TR algorithm is applicable for both global FEM-based and localization-based surrogates in the TR method. The global convergence of the resulting relaxed TR algorithm is stated in Theorem 3.3. Notably, such an approach is not restricted to RB-based methods and is also useful if the respective surrogate suffers from a poor or expensive error estimator.

Finally, we provide numerical experiments that demonstrate the applicability of our approach for large scale optimization problems where global FEM approaches are not feasible anymore.

Organization of the article. The article is organized as follows: In Section 2, we detail the mathematical formulation of the considered multiscale optimization problem. In Section 3, we discuss the general formulation of the relaxed error-aware adaptive TR algorithm. Subsequently, in Section 4, we show that the TSRBLOD can be used as an instance of the TR algorithm. Lastly, in Section 5, we present numerical experiments that demonstrate the benefit of localized techniques.

2. PARAMETER OPTIMIZATION OF MULTISCALE PROBLEMS

In this work, we are concerned with the efficient approximation of linear-quadratic parameter optimization, subject to a parameter-dependent multiscale variational state equation, which is typically given as a weak formulation of an underlying elliptic multiscale PDE.

To this end, let \( V \) be a real-valued Hilbert space and let \( \mathcal{P} \subset \mathbb{R}^P \), with \( P \in \mathbb{N} \) denote a compact and convex admissible parameter set, given by box constraints of the form \( \mathcal{P} := \{ \mu \in \mathbb{R}^P \mid \mu_a \leq \mu \leq \mu_b \} \subset \mathbb{R}^P \), for given parameter bounds \( \mu_a, \mu_b \in \mathbb{R}^P \), where “\( \leq \)” has to be understood component-wise.

Let \( \mathcal{J} : V \times \mathcal{P} \to \mathbb{R}^\geq 0 \) be a continuous functional (an explicit example is given in (39) and further assumptions are posed in Sect. 4.3). We seek a local solution to the following PDE-constrained optimization problem:

\[
\min_{\mu \in \mathcal{P}} \mathcal{J}(u_\mu, \mu), \tag{P.a}
\]

subject to \( u_\mu \in V \) being the solution of the state – or primal – variational equation

\[
a_\mu(u_\mu, v) = l_\mu(v) \quad \text{for all } v \in V. \tag{P.b}
\]

For each admissible parameter \( \mu \in \mathcal{P} \), \( a_\mu : V \times V \to \mathbb{R} \) denotes a continuous and coercive bilinear form and \( l_\mu : V \to \mathbb{R} \) is a continuous linear functional.

We introduce the reduced cost functional \( \hat{\mathcal{J}} : \mathcal{P} \to \mathbb{R} \), \( \mu \mapsto \hat{\mathcal{J}}(\mu) := \mathcal{J}(u_\mu, \mu) = \mathcal{J}(S(\mu), \mu) \), where \( S : \mathcal{P} \to V \) is the parameter to solution map of equation (P.b). Then, (P) is equivalent to the so-called reduced problem

\[
\min_{\mu \in \mathcal{P}} \hat{\mathcal{J}}(\mu). \tag{RP}
\]

We are particularly interested in multiscale applications in the sense that the parameter-dependent bilinear form \( a_\mu \) involves spatial heterogeneities. Throughout this contribution, we will consider the case of elliptic multiscale problems, where \( V = H^1_0(\Omega), \Omega \subset \mathbb{R}^d \). Furthermore, \( a_\mu \) and \( l_\mu \) are given as

\[
a_\mu(u_\mu, v) := \int_\Omega A_\mu(x) \nabla u_\mu(x), \nabla v(x) \, dx, \quad \text{and} \quad l_\mu(v) := \int_\Omega f_\mu(x)v(x) \, dx,
\]
where the family of diffusion or conductivity tensors $A_\mu : \Omega \to \mathbb{R}^{d \times d}$ have a rich multiscale structure that would lead to very high dimensional approximation spaces for the state space when approximated, e.g., with classical finite element type methods. For an example, we refer to Figure 2 below for particular choices of such multiscale conductivity fields. Moreover, we let $f_\mu \in L^2(\Omega)$. We employ standard assumptions on the underlying multiscale PDE. In particular, $A_\mu \in L^\infty(\Omega, \mathbb{R}^{d \times d})$ to be symmetric and uniformly elliptic, such that
\[
0 < \alpha := \inf_{x \in \Omega} \inf_{v \in \mathbb{R}^d \setminus \{0\}} \frac{(A(x)v) \cdot v}{v \cdot v} \quad \text{and} \quad \infty > \beta := \sup_{x \in \Omega} \sup_{v \in \mathbb{R}^d \setminus \{0\}} \frac{(A(x)v) \cdot v}{v \cdot v}.
\] (1)

Further, we let $\kappa := \beta/\alpha$ be the maximum contrast of $A_\mu$ for all $\mu \in \mathcal{P}$. Moreover, For $v \in V = H^1_0(\Omega)$, we define the standard (equivalent) norms:
\[
\|v\|_1^2 := \int_\Omega (\nabla v(x))^2 \, dx, \quad \|v\|_{a, \mu}^2 := \int_\Omega |A_\mu^{1/2} \nabla v(x)|^2 \, dx.
\]

Note that $\|\cdot\|_1$ is a norm on $V$ due to Friedrich’s inequality, and $\|\cdot\|_{a, \mu}$ denotes the parameter-dependent energy norm. We emphasize that the homogeneous Dirichlet boundary conditions and the symmetry of $A_\mu$ are assumed for simplicity and to avoid technicalities in the definition and analysis of the TR-LRB method below. All concepts elaborated in this paper can, however, be generalized to more complex underlying PDEs.

As usual in the context of reduced basis methods, we require parameter separability for $a_\mu$, $l_\mu$, and $\mathcal{J}$ for an efficient offline–online decomposition. However, in many cases, this assumption needs to be artificially constructed with the help of the so-called Empirical Interpolation (EI) [13, 19, 20, 24]. Furthermore, to derive optimality conditions for (P), we require sufficient regularity of the linear and bilinear forms, as well as the objective functional w.r.t. the parameter.

We define for given $u \in V$, $\mu \in \mathcal{P}$, the primal residual $r^p_\mu(u) \in V'$ associated with (P.b) by
\[
r^p_\mu(u)[v] := l_\mu(v) - a_\mu(u, v) \quad \text{for all } v \in V. \tag{2}
\]

To find a solution for (P), we follow the first-optimize-then-discretize approach, i.e., we deduce the first-order necessary optimality system by using the Lagrangian functional $\mathcal{L}(u, \mu, p) = \mathcal{J}(u, \mu) + r^p_\mu(u)[p]$ and its derivative with respect to all variables. Then, there exists an associated unique Lagrange multiplier $\bar{p} \in V$, such that
\[
\begin{align*}
\partial_\mu \mathcal{J} (\bar{u}, \bar{\mu}) [v] - a_\mu(v, \bar{\mu}) &= 0 \quad \text{for all } v \in V, \\
(\partial_\mu \mathcal{J} (\bar{u}, \bar{\mu}) + \nabla_\mu r^p_\mu (\bar{u}) [\bar{p}]) \cdot (v - \bar{\mu}) &\geq 0 \quad \text{for all } v \in \mathcal{P}. \tag{3c}
\end{align*}
\]

The tuple $(\bar{u}, \bar{\mu}) \in V \times \mathcal{P}$ is called a first-order critical (FOC) point. We note that the existence of a stationary point can be shown (given mild assumptions), but uniqueness is not necessarily given. For further details on the optimality system, we refer to Corollary 1.3 from [38].

While (3a) restates the state equation (P.b), from (3b), we observe the so-called adjoint- or dual equation
\[
a_\mu(q, p_\mu) = \partial_\mu \mathcal{J} (u_\mu, \mu)[q] \quad \text{for all } q \in V, \tag{4}
\]
with solution $p_\mu \in V$ for a fixed $\mu \in \mathcal{P}$ and given the solution $u_\mu \in V$ to the state equation (P.b). For given $u, p \in V$, we introduce the dual residual $r^{du}_\mu(u, p) \in V'$ associated with (4) as
\[
r^{du}_\mu(u, p)[q] := \partial_\mu \mathcal{J} (u_\mu, \mu)[q] - a_\mu(q, p) \quad \text{for all } q \in V. \tag{5}
\]

The dual solution $p_\mu$ is of great interest for computing the gradient of the objective functional $\tilde{\mathcal{J}}$ efficiently, i.e.,
\[
\nabla_\mu \tilde{\mathcal{J}}(\mu) = \nabla_\mu \mathcal{J} (u_\mu, \mu) + \nabla_\mu r^p_\mu (u_\mu)[p_\mu].
\]

We also note that sufficient conditions based on the Hessian can be used to verify that the stationary point is indeed a minimum; cf. [47]. However, in our algorithms, this condition can always be checked a posteriori.
3. Relaxed trust-region method

In this section, we introduce a relaxed variant of the error-aware adaptive reduced TR algorithm that has been initially proposed in [71] and has so far been applied to global RB-based surrogates in [12, 47, 64]. The proposed relaxation can be used as a warm start of the certified TR algorithm and, importantly, fulfills the same general convergence result as presented in [12]. Notably, the relaxation technique is entirely independent of the choice of the specific surrogate model and is helpful for both FEM-based as well as localized methods, cf. Section 5. We emphasize that there are many reasons why we propose a relaxation of the original algorithm.

More details are given throughout this section and in Section 5. In the sequel, we carefully introduce the new proposed relaxation can be used as a warm start of the certified TR algorithm and, importantly, fulfills the been initially proposed in [71] and has so far been applied to global RB-based surrogates in [12, 47, 64]. The

sub-problem, which is particularly of interest if the radius has been chosen inappropriately small.

The locally accurate surrogate model, adaptively enriched along the outer path of the TR approach (indicated by the subscript $k$). In particular, unlike a standard TR approach, we always reuse the enriched surrogate, which we only initialize with the initial guess $\mu^{(0)} \in \mathcal{P}$ at $k = 0$.

In our method, we solve the sub-problem in the error-aware trust-region with radius $\delta^{(k)}$, characterized by the a posteriori error estimator of the surrogate and relaxed by a corresponding relaxation parameter $\varepsilon^{(k)}$. To this end, let $(\varepsilon^{(k)})_k$ denote an a priori chosen null sequence, where we assume the existence of $K \in \mathbb{N}$ such that $\varepsilon^{(k)} = 0$ for all $k > K$. We solve for a solution $\bar{s} \in \mathcal{P}$ of

$$\min_{s \in \mathcal{P}} \tilde{J}_r^{(k)}(\mu^{(k)} + s) \quad \text{s.t.} \quad \frac{\Delta J_r^{(k)}(\mu^{(k)} + s)}{\tilde{J}_r^{(k)}(\mu^{(k)} + s)} \leq \delta^{(k)} + \varepsilon^{(k)},$$

i.e., the locally accurate surrogate model, adaptively enriched along the outer path of the TR approach (indicated by the subscript $k$). In particular, unlike a standard TR approach, we always reuse the enriched surrogate, which we only initialize with the initial guess $\mu^{(0)} \in \mathcal{P}$ at $k = 0$.

and set $\mu^{(k+1)} := \mu^{(k)} + \bar{s}$. Hence, unlike in the previous works, the relaxation allows for larger steps in the sub-problem, which is particularly of interest if the radius has been chosen inappropriately small.
We solve equation (7) with an inner optimization routine and, at inner iteration \( l \), we set

\[
\mu^{(k,l)}(j) := P_{\mathcal{P}} \left( \mu^{(k,l)} + \kappa \mu d^{(k,l)} \right) \in \mathcal{P} \quad \text{for } j \geq 0,
\]

where \( \kappa \in (0,1) \) and \( P_{\mathcal{P}} \) is a projection on the admissible parameter space. Furthermore, \( d^{(k,l)} \in \mathbb{R}^P \) is a descent direction at the iteration \( (k,l) \), computed, e.g., by the projected BFGS, reported in Section 5.5.3 of [48]. It has been shown in [12] that a projected Newton algorithm for the sub-problems can enhance the convergence speed and accuracy of the inner sub-problem which we do not consider for simplicity. Furthermore, we enforce an Armijo-type condition for inequality constraints

\[
\tilde{\mathcal{J}}^{(k)}(\mu^{(k,l)}(j)) - \tilde{\mathcal{J}}^{(k)}(\mu^{(k,l)}) \leq -\frac{\kappa_{\text{arm}}}{\kappa^{j/2}} \left\| \mu^{(k,l)}(j) - \mu^{(k,l)} \right\|_2^2,
\]

with \( \kappa_{\text{arm}} = 10^{-4} \), combined with the trust-region constraint in (7).

We terminate with a standard reduced FOC termination criteria, modified with \( P_{\mathcal{P}} \) to account for constraints on the parameter space as proposed in [47]:

\[
\left\| \mu^{(k,l)} - P_{\mathcal{P}} \left( \mu^{(k,l)} - \nabla_{\mu} \tilde{\mathcal{J}}^{(k)}(\mu^{(k,l)}) \right) \right\|_2 \leq \tau_{\text{sub}},
\]

where \( \mu^{(k,l)} := \mu^{(k)} + s^{(l)} \). Additionally, we use a second boundary termination criterion to prevent the sub-problem from spending too much computational time on the boundary of the (relaxed) trust-region.

\[
\beta_2 (\delta^{(k)} + \varepsilon^{(k)}) \leq \frac{\Delta \tilde{\mathcal{J}}^{(k)}(\mu^{(k,l)})}{\tilde{\mathcal{J}}^{(k)}(\mu^{(k,l)})} \leq \delta^{(k)} + \varepsilon^{(k)}
\]

where \( \tau_{\text{sub}} \in (0,1) \) is a predefined tolerance and \( \beta_2 \in (0,1) \), generally close to one.

After the outer iterate \( \mu^{(k+1)} := \mu^{(k,L)} \) of (7) has been computed in \( L \) inner optimization steps, the (relaxed) sufficient decrease condition helps to decide whether to accept the iterate:

\[
\tilde{\mathcal{J}}^{(k+1)}(\mu^{(k+1)}) \leq \tilde{\mathcal{J}}^{(k)}(\mu_{\text{AGC}}) + \varepsilon^{(k)},
\]

where \( \mu_{\text{AGC}}^{(k)} \) denotes the approximated generalized Cauchy point, in our case, the first (gradient-descent) step of the sub-problem. We note that this condition potentially allows for a step that increases the functional by a factor of \( \varepsilon^{(k)} \). Condition (11) can be cheaply checked by using a sufficient and necessary condition, cf. [47, 71]. However, if the cheap conditions are not applicable, we check (11) explicitly. If the iterate is rejected, we shrink the TR-radius and repeat the sub-problem. If, instead, \( \mu^{(k+1)} \) is accepted, we use the parameter to enrich the reduced model. We emphasize that the relaxation of (11) is substantial for the relaxed method. Without a relaxation (11), the method may disregard many of the outer iteration points, which would contradict the relaxation of the sub-problem and may result in a very slow method. The potential rejection and the corresponding extra FOM effort to adjust the TR radius in the early stages of the algorithm is indeed one of the main reasons for the relaxation of the original method. That is, the choice of a “perfect” TR-radius and shrinking- or enlarging factors is problem-dependent and, at least to our knowledge, always has to be found by (computationally demanding) trials.

Overall convergence of the algorithm can be verified with a FOM-based FOC condition

\[
\left\| \mu^{(k+1)} - P_{\mathcal{P}} \left( \mu^{(k+1)} - \nabla_{\mu} \tilde{\mathcal{J}}_{\text{h}}(\mu^{(k+1)}) \right) \right\|_2 \leq \tau_{\text{FOC}},
\]

where the FOM quantities are available from the enrichment. Moreover, this allows to compute a condition for possible enlargement of the TR radius if the reduced model is better than expected, cf. [47]. We also mention that a reduced Hessian can be used for an \textit{a posteriori} post-processing for the optimal parameter, cf. [12].
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Figure 1. Illustration of the error-aware adaptive TR algorithm (without relaxation). From the starting parameter $\mu^{(0)}$, several inner optimization steps (solid black arrows) are performed until the sub-problem reaches the boundary of the TR, constrained by $\Delta \tilde{J}_r^{(0)} < \delta^{(0)}$. For the second outer iteration (dashed grey arrows), the TR radius for the sub-problem is shrunk. Already after the third outer iteration, the optimum lies in the interior of the trust-region.

Algorithm 1: Basic TR-RB algorithm.

Data: initial guess $\mu^{(0)}$, initial radius $\delta^{(0)}$, null sequence $(\varepsilon^{(k)})_k$, and tolerances $\beta_2$, $\tau_{sub}$, $\tau_{FOC}$.

1. Initialize RB model with $\mu^{(0)}$ and set $k = 0$;
2. while not (12) do
3.  Compute $\mu^{(k+1)}$ as solution of (7) with termination criteria (10);
4.  if Sufficient decrease condition (11) is fulfilled with relaxation $\varepsilon^{(k)}$ then
5.    Accept $\mu^{(k+1)}$ and enrich the RB model at $\mu^{(k+1)}$;
6.    Possibly enlarge the TR-radius;
7.  else
8.    Reject $\mu^{(k+1)}$, shrink the TR radius $\delta^{(k)}$ and go to Line 3;
9.  end
10. Set $k = k + 1$;
11. end

To conclude, Algorithm 1 summarizes the main steps of the algorithm. We note that in lines 4 and 6 of Algorithm 1, we have neglected detailed information on the exact computational procedure concerning the cheap conditions for the sufficient decrease conditions according to [71] and the enlarging of the TR-radius with a suitable accessible condition. For both features, we again refer to [47]. In Figure 1, we illustrate the described procedure for a simple example with a two-dimensional parameter space.

Remark 3.1 (Choice of the surrogate). We emphasize that the above presented relaxed algorithm can be used for arbitrary surrogates that enable a corresponding error control and the convergence can be shown, cf. Theorem 3.3. The variants in former works were abbreviated by the TR-RB algorithm, where RB explicitly refers to the (global) reduced basis reduction. In order to underline the generality, we avoided the explicit use of this abbreviation.

Remark 3.2 (Equivalence of the error aware R-TR and TR). Independent of the reduction approach, we also emphasize that the introduced relaxed TR approach is (apart from the sub-problem solver and minor specifics)
equivalent to the algorithm from [47] and [12] if $\varepsilon(k) = 0$. Thus, the relaxed TR algorithm can be interpreted as the original TR algorithm with a warm start.

Concerning the convergence, we can reuse the convergence result of the TR algorithm from Theorem 3.8 of [12], formulated in the following theorem.

**Theorem 3.3** (Convergence of the relaxed error aware adaptive TR algorithm). Let $(\varepsilon(k))_k$ be a null sequence as defined above. Let sufficient assumptions on the Armijo search to solve (7) be given; cf. [12]. Then every accumulation point $\bar{\mu}$ of the sequence $(\mu(k))_{k \in \mathbb{N}} \subset \mathcal{P}$ generated by the described R-TR-RB algorithm is an approximate first-order critical point for $\hat{\mathcal{J}}_h$, i.e., it holds

$$
\| \bar{\mu} - P_\mathcal{P} \left( \bar{\mu} - \nabla_\mu \hat{\mathcal{J}}_h(\bar{\mu}) \right) \|_2 = 0.
$$

(13)

**Proof.** Since $\varepsilon(k) = 0$ for all $k > K$, we can consider the result of the $K$ iterations of the R-TR as a warm start for the TR. Hence, let $\mu(K)$ be the initial guess of the TR algorithm. Then, the convergence theorem ([12], Thm. 3.8) can be used and automatically holds for the R-TR.

We also note that the convergence result is independent of the specific sub-problem solver, e.g., projected Newton (as in [12]) or projected BFGS (as used below). As with all different optimization methods for the discussed optimization problems, it can always happen that the R-TR algorithm finds a different local minimum than the originally proposed TR algorithm.

4. Optimization of multiscale problems based on the TSRBLOD

One of the main contributions of this article is to equip the above-introduced relaxed error-aware adaptive TR method with a localized reduced basis approach such that costly global evaluations of (P.b) are not required anymore. Our approach is based on the TSRBLOD from [46], which has recently been introduced for the Petrov–Galerkin version of the localized orthogonal decomposition method (PG–LOD) [27]. The (relaxed) TR approach that we detailed in the previous section can naturally be used for the localized case simply by using appropriate choices for the discrete functional $\hat{\mathcal{J}}_h$ and its reduced version $\hat{\mathcal{J}}_r$. Specific circumstances regarding the initial construction and enrichment of the localized surrogate may occur.

In the following, we give a precise definition of a localized reduced FOM functional $\hat{\mathcal{J}}^{loc}_h$, the localized reduced ROM functional $\hat{\mathcal{J}}^{loc}_r$, and its gradients $\nabla \hat{\mathcal{J}}^{loc}_h$, and $\nabla \hat{\mathcal{J}}^{loc}_r$. Furthermore, we elaborate on the error estimator $\Delta \hat{\mathcal{J}}^{loc}_r$ and provide details on the localized online enrichment of the ROM.

4.1. Localized full order model using the LOD

The LOD is a well-established multiscale method that is flexible for rough and non-periodic multiscale coefficients. Since we use the PG–LOD as the FOM model of the optimality system (3), we now explain the primary concepts of the method. We refer to [53] for more background and to [46], where the same notation is used.

Localized orthogonal decomposition method. As typical for multiscale methods, we use a low-dimensional coarse-mesh $T_H$ with mesh size $H \gg h$ such that $T_h$ is a refinement of $T_H$. We construct the respective FE space by $V_H := V_h \cap \mathcal{P}_1(T_H)$. The corresponding ideal LOD space is defined by

$$
V_H^{ms} := (I - Q_\mu)(V_H).
$$

Here, the fine-scale corrections $Q_\mu(v) \in V_h^f$, for a given $v_h \in V_h$, are the solution of

$$
a_\mu \left( Q_\mu(v_h), v^f \right) = a_\mu \left( v_h, v^f \right) \quad \text{for all } v^f \in V_h^f,
$$

(14)
where the fine-scale space \( V^f_H := \ker(\mathcal{I}_H) \subset V_h \) can be obtained with an interpolation operator \( \mathcal{I}_H : V_h \rightarrow V_H \) that maps a high-fidelity function \( v_h \in V_h \) to the coarse FE space \( v_H \in V_H \). In conclusion, \( \mathcal{Q}_H(v_h) \) is the \( a_H \)-orthogonal projection of \( v_h \) onto \( V^f_H \), such that we have \( a_H \)-orthogonal splitting of \( V_h \), i.e., \( V_h = V^ms_H \oplus a_H V^f_H \).

Since both spaces are still defined on the whole computational domain, we use corresponding truncated fine-scale correctors \( Q^T_{\ell,\mu}(v) \) in \( V^f_H \), where \( V^f_{H,\ell,T} := V^f_H \cap H_0^1(U(T)) \) is the localized fine-scale space on a coarse-scale patch \( U(T) \). Here, \( U(T) := U(U_{T-1}(T)) \) is defined recursively with \( U_1(T) := U(T) \) and \( U(S), S \subset \Omega \) denotes the union of all elements in \( T \) that intersect \( S \). Hence, we solve locally on \( U_\ell(T) \)

\[
a_H(Q^T_{\ell,\mu}(v_h), v^f) = a_H^T(v_h, v) \quad \text{for all} \quad v^f \in V^f_{H,\ell,T},
\]

where \( a_H^T \) denotes the bilinear form obtained by restricting the integration domain in the definition of \( a_H \) to \( T \in T_H \). The resulting localized space can then be defined as

\[
V^ms_{H,\ell,\mu} := (I - Q_{\ell,\mu})(V_H),
\]

where \( Q_{\ell,\mu} := \sum_T Q^T_{\ell,\mu} \) contains all localized corrector functions \( Q^T_{\ell,\mu} \) from (15).

Finally, we approximate the solution of (P.b) by the Petrov–Galerkin version of the LOD: Find \( u_{H,\ell,\mu}^{ms} \in V^ms_{H,\ell,\mu} \), such that

\[
a_H(u_{H,\ell,\mu}^{ms}, v^f) = l^\ell(v_H) \quad \text{for all} \quad v^f \in V^f_{H,\ell,T}.
\]

We note that the standard Galerkin formulation can be obtained by using \( V^ms_{H,\ell,\mu} \) also as the test function; see [53]. To ensure that (16) has a unique solution, we require inf-sup stability of \( a_H \) w.r.t. \( V^ms_{H,\ell,\mu} \) and \( V_H \). As proposed in [46], an appropriate inf-sup stability constant is given by

\[
\gamma^\ell_{pg} := \inf_{0 \neq w_H \in V_H} \sup_{0 \neq v_H \in V_H} \frac{a_H\left( w_H - Q_{\ell,\mu}(w_H), v \right)}{\|w_H - Q_{\ell,\mu}(w_H)\|_{a_H} \|v_H\|_1} > 0,
\]

for all \( l > l_0, l_0 \in \mathbb{N} \). The proof of the inf-sup stability is conditioned on sufficiently large \( \ell \); cf. [27,32,46].

A priori error estimate of the PG–LOD. Writing the solution of (16) as \( u_{H,\ell,\mu}^{ms} = u_{H,\ell,\mu} - Q_{\ell,\mu}(u_{H,\ell,\mu}) \) with \( u_{H,\ell,\mu} \in V_H \), we have the following a priori estimate, which was first shown in [27].

**Theorem 4.1** (A priori convergence result for the PG-LOD). For a fixed parameter \( \mu \in \mathcal{P} \), let \( u_{h,\mu} \in V_h \) be the finite-element solution of (P.b) given by \( a_H(u_{h,\mu}, v_h) = l(v_h) \), for all \( v_h \in V_h \). Then, it holds that

\[
\|u_{h,\mu} - u_{H,\ell,\mu}\|_{L^2} + \|u_{h,\mu} - u_{H,\ell,\mu}^{ms}\|_1 \lesssim \left( H + \theta \ell^{d/2} \right) \|f\|_{L^2(\Omega)},
\]

with \( 0 < \theta < 1 \) independent of \( H \) and \( \ell \), but dependent on the contrast \( \kappa = \beta/\alpha \). The result, in particular, follows from the exponential decay of the fine-scale correctors for all \( v \in V_H \):

\[
\|(Q_{\mu} - Q_{\ell,\mu})(v_H)\|_{a,\mu} \lesssim \theta \ell^{d/2} \|v_H\|_{a,\mu}.
\]

For a detailed discussion on the decay variable \( \theta \), we refer to [31, 32, 52]. We emphasize that the LOD is generally vulnerable to high-contrast problems or rapid coarse-scale changes induced by high conductivity channels since \( \theta \) depends on the contrast of the problem. For neglecting the issue of high contrast in the LOD, the interpolation operator \( I_H \) has to be adjusted. For instance, works in this direction have been done in [16,31,63]. Note that using a right-hand-side correction as in [32,33], for instance, can further enhance Theorem 4.1 by removing the \( H \) dependency but requires additional corrector problems.

**Remark 4.2** (Fulfillment of Assumption 1). For Assumption 1, we may assume that an appropriate choice of the coarse-mesh size \( H \), fine-mesh size \( h \), and localization parameter \( \ell \) is given to cope with the underlying problem. This means that the LOD errors \( \|u_{h,\mu} - u_{H,\ell,\mu}\|_{L^2}, \|p_{h,\mu} - p_{H,\ell,\mu}\|_{L^2} \), and the corresponding \( H^1 \)-errors are negligible, where \( u_{h,\mu}, p_{h,\mu} \in V_h \) denote the FE solution of the primal and dual equation, respectively.
Approximation of the objective functional. The corresponding primal variable can now be used to compute the corresponding localized FOM objective functional, i.e.,

$$\hat{J}_h^{loc}(\mu) := \mathcal{J}(u_{H,\ell,\mu}, \mu).$$

(19)

The subindex $h$ in $\hat{J}_h^{loc}$ refers to the fact that the construction of the solution space $V_{H,\ell,\mu}^{ms}$ for solving (16) internally requires the computation of the correctors that resolve the fine-scale mesh, which can then be discarded immediately. Note that we do not plug $u_{H,\ell,\mu}^{ms} \in V_{H,\ell,\mu}^{ms}$ into $\mathcal{J}$ since the basis of $V_{H,\ell,\mu}^{ms}$ may not be available, which is the case if the fine-scale correctors can not be stored. From Theorem 4.1, we see that the coarse-scale behavior (in the $L^2$-sense) is captured by $u_{H,\ell,\mu} \in V_H$ and the correctors are only required for the $H^1$-accuracy. However, in many multiscale applications, the $L^2$-behavior is already sufficient; see also the discussion in [27]. To align with this, we employ the following structural assumption on $\mathcal{J}$.

**Assumption 2** ($\mathcal{J}$ is a coarse functional). We assume that the objective functional is a coarse functional, measuring in the $L^2$-sense, i.e., for all $u_H \in V_H$ and $u^f \in V^f_h$, we have

$$\mathcal{J}(u_H + u^f, \mu) = \mathcal{J}(u_H, \mu).$$

Approximation of the Gradient. For our optimization method, we require the gradient of $\hat{J}_h^{loc}$. As discussed in Section 2, we use the adjoint variable, which we also compute with the PG–LOD. While (16) works as a replacement for (P.b), we formulate a corresponding PG–LOD version of the dual problem for (4): Seek a function $p_{H,\ell,\mu}^{ms} \in V_{H,\ell,\mu}^{ms}$ such that

$$a_{\mu}(v_H, p_{H,\ell,\mu}^{ms}) = \partial_u \mathcal{J}(u_{H,\ell,\mu}, \mu)[v_H] \quad \text{for all } v_H \in V_H.$$

(20)

Note that Assumption 2 justifies that $u_{H,\ell,\mu}$ (and not $u_{H,\ell,\mu}^{ms}$) is used for the right-hand side of (20). From (20), we conclude that, just as the FOM in [47], the localized FOM is a conforming choice in the sense that $u_{H,\ell,\mu}^{ms}$ and $p_{H,\ell,\mu}^{ms}$ belong to the same space $V_{H,\ell,\mu}^{ms}$. This choice only makes sense if the given multiscale coefficient $A_{\mu}$ is symmetric, as we have assumed throughout this article. In that case, the recaptured multiscale effects for the primal and dual operators are the same. If instead $A_{\mu}$ is not symmetric, different LOD spaces must be constructed, which we do not consider.

Finally, we compute the gradient information with the following formula:

$$\nabla_{\mu} \hat{J}_h^{loc}(\mu) = \partial_{\mu} \mathcal{J}(u_{H,\ell,\mu}, \mu) + \partial_{\mu} p_{\mu}^{pr}(u_{H,\ell,\mu})[p_{H,\ell,\mu}].$$

(21)

We emphasize again that we do not use $u_{H,\ell,\mu}^{ms} \in V_{H,\ell,\mu}^{ms}$ and $p_{H,\ell,\mu}^{ms} \in V_{H,\ell,\mu}^{ms}$ but instead their coarse-scale representations $u_{H,\ell,\mu} \in V_H$ and $p_{H,\ell,\mu} \in V_H$ to be able to discard corrector information directly after their computation. Note that we could still plugin $u_{H,\ell,\mu}^{ms} \in V_{H,\ell,\mu}^{ms}$ at some places in (21), e.g., for the linear terms of $\mathcal{J}$ since the related terms can be prepared simultaneously to the assembly of the system matrix of (16).

To keep the theory short, we do not consider Hessian information in the localized approach but note that using Newton’s method as in [12] is straightforward.

### 4.2. Localized reduced-order model using the TSRBLOD

To derive an online efficient reduced-order model for the PG–LOD, we recall the TSRBLOD recently introduced in [46]. The TSRBLOD can be divided into two reduction processes. In Stage 1, RB models for the corrector problems are constructed, and in Stage 2, these RB correctors are combined to a reduced two-scale formulation to reduce the global LOD scheme to a single reduced model. The idea of reducing the corrector problems similar to Stage 1 has already been proposed as RBLOD in [5]. While in [46], the TSRBLOD showed to be more beneficial in terms of online efficiency, the additional coarse-scale reduction introduces a different approximation error. However, the additional error of the TSRBLOD can rigorously be controlled. As demonstrated in
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[46], for large coarse systems, the online-acceleration can be multiple orders of magnitude. On the other hand, the offline cost of the TSRBLOD is higher than the RBLOD since an additional offline–online decomposition is to be performed. To avoid an overload of methods, in this paper, we only consider the TSRBLOD for the relaxed TR method but mention that the same ideas can immediately be transferred to the RBLOD from [5].

Two-scale formulation of the PG–LOD. To relate (16) to the two-scale-based view on the PG–LOD as used in [46], we further note that there exists a uniquely defined two-scale representation $u_{\mu} \in \mathcal{V}$ of $u_{m, \mu}^{H, \tau H} \in \mathcal{V}_{m, \mu}^{H, \tau H}$ in the two-scale space

$$\mathcal{V} := \mathcal{V}_{H} \oplus \mathcal{V}_{f,T_1}^f \oplus \cdots \oplus \mathcal{V}_{f,T_{|\tau H|}}^f.$$

For $u = (u_H, v_{T_1}^f, \ldots, v_{T_{|\tau H|}}^f) \in \mathcal{V}$ we define the corresponding two-scale $H^1$-norm of $u$ by

$$\|u\|_1^2 := \|u_H\|_1^2 + \sum_{T \in \tau H} \|u_T^f\|_1^2.$$

The two-scale approximation $u_{\mu} \in \mathcal{V}$ is the solution of

$$\mathfrak{B}_{\mu}(u_{\mu}, v) = \mathfrak{J}_{\mu}(v) \quad \text{for all } v \in \mathcal{V},$$

(22)

where we define the two-scale bilinear form $\mathfrak{B}_{\mu} \in \text{Bil}(\mathcal{V})$ given by

$$\mathfrak{B}_{\mu} \left( \left( u_H, u_{T_1}^f, \ldots, u_{T_{|\tau H|}}^f \right), \left( v_H, v_{T_1}^f, \ldots, v_{T_{|\tau H|}}^f \right) \right) := a_{\mu} \left( u_H - \sum_{T \in \tau H} u_T^f, v_H \right) + \rho \frac{1}{2} \sum_{T \in \tau H} a_{\mu} \left( u_T^f, v_T^f \right) - a_{\mu}^{T} \left( u_H, v_T^f \right),$$

with a stabilization parameter $\rho \geq 1$; cf. [46]. Further, let $\mathfrak{J}_{\mu} \in \mathcal{V}'$ be given as

$$\mathfrak{J}_{\mu} \left( \left( v_H, v_{T_1}^f, \ldots, v_{T_{|\tau H|}}^f \right) \right) := l_{\mu}(v_H).$$

As proven in [46], the two-scale solution $u_{\mu} \in \mathcal{V}$ can always be constructed from (16) and the respective fine-scale correctors, such that

$$u_{\mu} = \left[ u_{H, \mu}, Q_{T_1}^{T_1} (u_{H, \mu}), \ldots, Q_{T_{|\tau H|}}^{T_{|\tau H|}} (u_{H, \mu}) \right].$$

(23)

Similarly, with

$$\mathfrak{J}_{\mu}^{da} \left( \left( v_H, v_{T_1}^f, \ldots, v_{T_{|\tau H|}}^f \right) \right) := \partial_a \mathcal{J}(\bullet, \mu)[v_H],$$

(24)

we can reformulate the dual system (20) by solving for the two-scale dual solution $p_{\mu} \in \mathcal{V}$ of

$$\mathfrak{B}_{\mu}(p_{\mu}, v) = \mathfrak{J}_{\mu}^{da} \left( \left( v_H, v_{T_1}^f, \ldots, v_{T_{|\tau H|}}^f \right) \right) \quad \text{for all } v \in \mathcal{V},$$

(25)

where we note that we did not flip the arguments due to the symmetry of the bilinear form $a_{\mu}$.

Stage 1 of TSRBLOD. In Stage 1 of the TSRBLOD reduction process, we construct reduced spaces for the corrector problems (15) for each $T$, parameterized towards the respective FE shape functions on $T$. Assuming such respective Stage 1 spaces $V_{f,T}^{r,fb}$ to be given, we form a reduced two-scale space

$$\mathcal{V}_{r,\mu}^{blod} := \mathcal{V}_{H} \oplus V_{f,T_1}^{r,fb} \oplus \cdots \oplus V_{f,T_{|\tau H|}}^{r,fb} \subset \mathcal{V}.$$

which can be used to consider an RBLOD-type version of the two-scale equations (22) and (25), where the respective solutions can be obtained by using the RBLOD.
Stage 2 of TSRBLOD. For an online efficient reduced model, loops over the coarse mesh should be avoided in the online phase. For this reason, in Stage 2 of the two-scale reduction, we construct a reduced basis of $\mathcal{Y}^{rb, pr}$.

Since the primal and dual equations (22) and (25) have different right-hand sides, we require two two-scale reduced spaces $\mathcal{Y}^{rb, pr}, \mathcal{Y}^{rb, du} \subset \mathcal{Y}^{rb, pr}$. Reducing the primal equation (22), given $\mathcal{Y}^{rb, pr}$, means to compute the two-scale reduced primal solution $u^r_\mu \in \mathcal{Y}^{rb, pr}$ by

$$u^r_\mu := \arg\min_{u \in \mathcal{Y}^{rb, pr}} \sup_{v \in \mathcal{Y}} 3\mu(v) - B(u, v).$$

(26)

Further, let $u^r_{H, f, \ell, \mu} \in V_H$ denote the resulting TSRBLOD coarse-scale approximation, which can be reconstructed from $u^r_\mu$, just by using the $V_H$-part of the respective basis of $\mathcal{Y}^{rb, pr}$. Then, we define the corresponding reduced functional by

$$J_r^{loc}(\mu) := J(u^r_{H, f, \ell, \mu}, \mu).$$

(27)

Given the dual two-scale reduced space $\mathcal{Y}^{rb, du}$, the reduced dual problem (25) can be defined analogously, with the vital difference that the right-hand side of the Stage 2 FOM system needs to be adjusted with the one from the dual problem (25). By replacing $3\mu$ in (26) by $3\mu(u^r_{H, f, \ell, \mu}, v)$ from (24) and using $\mathcal{Y}^{rb, du}$ instead, we obtain the two-scale dual solution $p^r_\mu \in \mathcal{Y}^{rb, du}$ by

$$p^r_\mu := \arg\min_{p \in \mathcal{Y}^{rb, du}} \sup_{v \in \mathcal{Y}} 3\mu(u^r_{H, f, \ell, \mu}, p) - B(p, v).$$

(28)

which again uses the symmetry of $a_\mu$. With the resulting coarse approximation $p^r_{H, f, \ell, \mu} \in V_H$, we can compute the reduced gradient as

$$\nabla_{\mu} J_r^{loc}(\mu) = \partial_{\mu} J(u^r_{H, f, \ell, \mu}, \mu) + \partial_{\mu} p^r_{H, f, \ell, \mu} [p^r_{H, f, \ell, \mu}].$$

(29)

Remark 4.3 (Generalization of the TSRBLOD approach). We emphasize that the TSRBLOD approach in [46] did not consider a parameterized right-hand side or an output functional. We still omit a further technical description for brevity, noting that an efficient online system can still be observed.

4.3. A posteriori error estimate for the reduced functional

For the localized FOM and ROM approximation schemes, we aim at deriving the error estimator $\Delta J_r^{loc}$ of the reduced functional, which is needed for characterizing the TR in (7). In the sequel, we restrict our theoretical findings to the linear-quadratic case of $J$.

Assumption 3. We assume that $J$ can be decomposed into a parameter function $\Theta \colon \mathcal{P} \to \mathbb{R}$, and a (parameter dependent) linear and bilinear term $j_\mu : V \to \mathbb{R}$ and $k_\mu : V \times V \to \mathbb{R}$ that are (bi-)linear (and symmetric) for every parameter $\mu \in \mathcal{P}$, such that

$$J(u, \mu) = \Theta(\mu) + j_\mu(u) + k_\mu(u, u).$$

In what follows, we transfer the a posteriori result from [46] to the two-scale formulations of the primal and dual systems. On top of that, similar to the a posteriori result in [47, 64], we combine a primal and dual estimate to obtain an estimator for the reduced functional. To this end, we use the following norms to assess the approximation quality of the two-scale approach:

$$\|u\|_{a, \mu}^2 := \left\| u_H - \sum_{T \in T_H} u^T_f \right\|_a^2 + \rho \sum_{T \in T_H} \|Q^T_{f, \mu}(u_H) - u^T_f\|_{a, \mu}^2, \quad \|u\|_{1, \mu}^2 := \|u_H\|_1^2 + \rho \sum_{T \in T_H} \|Q^T_{f, \mu}(u_H) - u^T_f\|_1^2.$$
We have for the TSRBLOD-reduced cost functional

\[ \|u - u^rb\|_{a,\mu} \leq \Delta_{rb}(\mu) := \eta_{a,\mu}(u^rb), \quad \text{with} \quad \eta_{a,\mu}^r(u) := \sqrt{5} (\gamma_{e,\ell})^{-1} \sup_{v \in \mathcal{V}} \frac{\mathcal{B}_\mu(v) - \mathcal{B}_\mu(u, v)}{\|v\|_1}. \]

(30)

**Proof.** The assertion follows directly from [46], using the inf-sup stability of the two-scale equation, see (17).

**Remark 4.5** (Equivalence of the two-scale norms). Due to the definitions of \( \|\cdot\|_{a,\mu} \), \( \|\cdot\|_1 \), and \( \|\cdot\|_1 \), as well as \( \|\cdot\|_{a,\mu} \) and \( \|\cdot\|_1 \), respectively, we note that the fine-scale errors \( \|u_{H,\ell,\mu} - u_{H,\ell,\mu}^{rb}\|_{a,\mu}, \|u_{ms}^{rb} - u_{ms,\ell,\mu}\|_{a,\mu}, \) and the coarse-scale errors \( \|u_{H,\ell,\mu} - u_{H,\ell,\mu}^{rb}\|_{a,\mu}, \) and \( \|u_{H,\ell,\mu} - u_{H,\ell,\mu}^{rb}\|_{a,\mu} \) can be bounded by \( \Delta_{rb} \) with the respective equivalence constants, cf. [46].

Next, we derive corresponding dual estimates that account for the fact that the right-hand side contains the reduced primal solution instead of the true LOD solution.

**Proposition 4.6** (Upper bound on the local dual model reduction error). For \( \mu \in \mathcal{P} \), let \( u^rb \in \mathcal{V}^rb \) be the two-scale reduced solution of (26). Then, it holds

\[ \|p - p^rb\|_{a,\mu} \leq \Delta_{du}(\mu) := \frac{\sqrt{5}}{\gamma_{e,\ell}} (2\gamma_k u \Delta_{rb}(\mu) + \eta_{du}^r(p^rb)), \]

(31)

where \( \gamma_k \) denotes the continuity constant of \( \gamma_k \) and \( \eta_{du}^r \) is analogously defined as \( \eta_{pr}^r \) associated with (25), i.e.,

\[ \eta_{du}^r(p) := \frac{\sqrt{5}}{\gamma_{e,\ell}} (\gamma_{e,\ell})^{-1} \sup_{v \in \mathcal{V}} \frac{\mathcal{B}_\mu(v) - \mathcal{B}_\mu(p^r(v), v)}{\|v\|_1}. \]

(32)

**Proof.** We use the shorthands \( e^du := p - p^rb \in \mathcal{V}^rb \) and \( e^pr := u_{H,\ell,\mu} - u_{rb}^{H,\ell,\mu} \), where \( u_{H,\ell,\mu} \in V_H \) and \( u_{rb}^{H,\ell,\mu} \) are the \( V_H \) parts of \( u^rb \) and \( u^rb \), respectively. With the inf-sup stability constant from equation (17), we have

\[ \sup_{e \in \mathcal{V}} \frac{\mathcal{B}_\mu(e^r, v)}{\|v\|_1} \leq \frac{\gamma_{e,\ell}}{\sqrt{5}} \sup_{e \in \mathcal{V}} \frac{\mathcal{B}_\mu(e^du, v)}{\|v\|_1} \sup_{e \in \mathcal{V}} \frac{\mathcal{B}_\mu(e^pr, v)}{\|v\|_1} \leq 2 \gamma_k \sup_{e \in \mathcal{V}} \frac{\mathcal{B}_\mu(e^pr, v)}{\|v\|_1} \leq 2 \gamma_k \left( \sup_{e \in \mathcal{V}} \frac{\mathcal{B}_\mu(e^pr, v)}{\|v\|_1} \right), \]

with \( \gamma_k \) defined in (24), which is linear in its sub-index argument due to the definition of \( J \). In the last inequality we used that \( J(\cdot, \mu)|_{V_H} = J(\cdot, \mu)|_{V_H} + 2k(\cdot, \mu) \) for the linear-quadratic case. We attain the desired result utilizing Proposition 4.4 and Remark 4.5.

**Proposition 4.7** (Upper bound for the reduced functionals). For \( \mu \in \mathcal{P} \) let \( u^rb \in \mathcal{V}^rb \) be the two-scale solution of (22) with coarse part \( u_{H,\ell,\mu} \in V_H \) and LOD-space representation \( u_{ms,\ell,\mu} \in V_{ms,\ell,\mu} \). Further, let \( p^rb \in \mathcal{V}^rb \) be the two-scale solution of (25) with coarse part \( p_{H,\ell,\mu} \in V_H \) and LOD-space representation \( p_{ms,\ell,\mu} \in V_{ms,\ell,\mu} \).

(i) We have for the TSRBLOD-reduced cost functional

\[ J_{rb}^{inc}(\mu) - J_{rb}^{loc}(\mu) \leq \Delta_{rb}(\mu) := \Delta_{pr}(\mu) \eta_{du}^r(p^rb) + \Delta_{rb}(\mu)^2 \gamma_k + \Delta_{rb}(\mu), \]

where \( p^rb \in \mathcal{V}^rb,du \) denotes the two-scale reduced dual equation and \( \Delta_{rb}(\mu) \) is a truncation-reduction-based homogenization term which is specified below.
(ii) The truncation-reduction-based homogenization term $\Delta_{\text{trunc}}^{\text{rb}}(\mu)$ is defined as
\[
\Delta_{\text{trunc}}^{\text{rb}}(\mu) := a_\mu \left( e_{H,\ell,\mu}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}}) \right)
\] (33)
and can be estimated by
\[
|\Delta_{\text{trunc}}^{\text{rb}}(\mu)| \leq \Delta_{\text{pr}}^{\text{rb}}(\mu) \left( c_{\ell}^{d/2} \mu^\ell \| P_{H,\ell,\mu}^{\text{rb}} \|_{1} + n_{a,\mu}^{\text{du}} (p_{\mu}^{\text{rb}}) \right) + \alpha^{-1/2} \| P_{H,\ell,\mu}^{\text{rb}} \|_{1} n_{a,\mu}^{\text{pr}} (u_{\mu}^{\text{rb}}) ,
\] (34)
with respective coarse- and two-scale-space primal and dual solutions and constant $c > 0$.

Proof. We utilize Assumption 2 to incorporate the estimates of Propositions 4.4 and 4.6. By using the shorthands $e_{H,\ell,\mu}^{\text{ms}} := u_{H,\ell,\mu}^{\text{ms}} - u_{H,\ell,\mu}^{\text{ms},\text{rb}}$ and $e_{H,\ell} := u_{H,\ell,\mu} - u_{H,\ell,\mu}^{\text{rb}}$, and the definition of $r_{\mu}^{\text{da}}$ in (5) with $\partial_{u} \mathcal{J}(\cdot,\mu)[q] = j_{\mu}(q) + 2k_{\mu}(q, \cdot)$, we have
\[
\mathcal{J}_{H}^{\text{loc}}(\mu) - \mathcal{J}_{r}^{\text{loc}}(\mu) = \mathcal{J} (u_{H,\ell,\mu}^{\text{ms}}, \mu) - \mathcal{J} (u_{H,\ell,\mu}^{\text{ms},\text{rb}}, \mu) = j_{\mu} (e_{H,\ell}^{\text{ms}}) + k_{\mu} (u_{H,\ell,\mu}^{\text{ms}} - e_{H,\ell}^{\text{ms}}) + k_{\mu} (u_{H,\ell,\mu}^{\text{ms},\text{rb}} - e_{H,\ell}^{\text{ms}}).
\]
where we used that $a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})) = -a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})).$ This concludes the proof for (i). For (ii), we note that
\[
a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})) = a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})) - a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})) + a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})).
\]
and
\[
a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})) = a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})) - a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})).
\]
We thus obtain
\[
|a_{\mu} (e_{H,\ell}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}}))| \leq \| e_{H,\ell,\mu}^{\text{ms}} \|_{a,\mu} \left( \| (Q_{\ell,\mu} - Q_{\ell,\mu}^{\text{rb}}) (P_{H,\ell,\mu}^{\text{rb}}) \|_{a,\mu} + \| (Q_{\ell,\mu} - Q_{\ell,\mu}^{\text{rb}}) (P_{H,\ell,\mu}^{\text{rb}}) \|_{a,\mu} \right)
\]
\[
\leq \Delta_{\text{pr}}^{\text{rb}}(\mu) \left( c_{1}^{d/2} \mu^\ell \| P_{H,\ell,\mu}^{\text{rb}} \|_{1} + n_{a,\mu}^{\text{du}} (p_{\mu}^{\text{rb}}) \right) + \| P_{H,\ell,\mu}^{\text{rb}} \|_{a,\mu} \left( c_{2}^{d/2} \mu^\ell \| e_{H,\ell} \|_{a,\mu} + n_{a,\mu}^{\text{pr}} (u_{\mu}^{\text{rb}}) \right) \leq \Delta_{\text{pr}}^{\text{rb}}(\mu) \left( (c_{1} + c_{2})^{d/2} \mu^\ell \| P_{H,\ell,\mu}^{\text{rb}} \|_{a,\mu} + n_{a,\mu}^{\text{du}} (p_{\mu}^{\text{rb}}) \right) + \| P_{H,\ell,\mu}^{\text{rb}} \|_{a,\mu} n_{a,\mu}^{\text{pr}} (u_{\mu}^{\text{rb}}) ,
\]
where we have used the a priori result on the corrector decay (18) and Remark 4.5. Using the equivalence of $\| \cdot \|_{a,\mu}$ and $\| \cdot \|_{1}$ yields the assertion. $\square$

Remark 4.8 (Truncation-reduction-based homogenization term). In Proposition 4.7, we intentionally separated the error estimation from the homogenization term $\Delta_{\text{trunc}}^{\text{rb}}(\mu)$ and presented a rather naive estimation of it. The reason is that the term can be interpreted as a truncation term that (without reduction) vanishes for true LOD-space functions, i.e.,
\[
a_{\mu} (v_{H,\ell,\mu}^{\text{ms}}, Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}})) = 0,
\] (35)
for all $v_{H,\ell,\mu}^{\text{ms}} \in V_{H,\ell,\mu}^{\text{ms}}$, since $Q_{\ell,\mu}^{\text{rb}} (P_{H,\ell,\mu}^{\text{rb}}) \in V_{H,\ell,\mu}^{\text{rb}}$.
Remark 4.9 (Computation of constants in the estimators). For using \( \Delta_{\mu,\epsilon}^\text{loc} (\mu) \) in the numerical method, we require a fast computation (or estimation) of the respective constants. Detailed information on the constants are given in Section 5. We emphasize that the inf-sup constant in (17) is a particularly challenging task. In our work, we assume \( \gamma^\text{ps} \approx \alpha^{-1/2} C_{\mathcal{I}_H} \), where \( C_{\mathcal{I}_H} \) denotes the interpolation constant of \( \mathcal{I}_H \) for which we can assume \( C_{\mathcal{I}_H} \approx 1 \), see also [46] for justification. In a more elaborated approach, we could use the successive constraint method [42] at the price of a slightly higher CPU time. As an alternative a posteriori error estimate for \( \Delta_{\mu,\epsilon}^\text{loc} (\mu) \), we refer to hierarchical error estimation [28]. While the hierarchical error estimate is based on a saturation assumption and is thus not fully rigorous, it has the advantage that no unknown constants, such as the parameter dependent inf-sup constant, are involved in the estimate.

Remark 4.10 (Offline–online decomposition). The above-derived estimators can be offline–online decomposed with a numerically stable procedure, see [46] for the primal equation. However, while the additional orthonormalization of the residual terms of Stage 1 is necessary for the Stage 2 residual, the additional computational expenses for stabilizing the Stage 2 residual are not strictly needed in our approach. Indeed, concerning the saturation assumption and is thus not fully rigorous, it has the advantage that no unknown constants, such as the parameter dependent inf-sup constant, are involved in the estimate.

4.4. Local basis enrichment

It remains to elaborate on the adaptive localized enrichment strategy for a parameter \( \mu \in \mathcal{P} \), e.g., an accepted outer iterate of the TR algorithm. In [12], it is discussed that the RB space can either be updated unconditionally or optionally. For local RB models, the situation is more complex. While we, at least for obtaining certified convergence in the sense of Theorem 3.3, always perform an enrichment, some local models may reject or dismiss the snapshots if, e.g., the selected parameter does not influence the local model. For this reason, a localized error that decides for a local update is crucial, commonly known as localized online enrichment; cf. [17].

First of all, we note that the estimators \( \eta_{\mu}^{pr} \) and \( \eta_{\mu}^{du} \) that occur in Proposition 4.7 can indeed be boiled down to their respective local reduction errors by the construction of the two-scale bilinear form. In particular, the standard RB estimation of Stage 1 of the reduction process for the TSRBLOD can be used.

For each \( T \in \mathcal{T}_H \), we may use the residual-norm based estimate

\[
\left\| Q^T_{\ell,\mu} (v_H) - Q^T_{\ell,\mu}^{rb} (v_H) \right\|_{a,\mu} \leq \eta_{T,\mu} \left( Q^T_{\ell,\mu}^{rb} (v_H) \right),
\]

(36)

where

\[
\eta_{T,\mu} \left( Q^T_{\ell,\mu}^{rb} (v_H) \right) := \alpha^{-1/2} \sup_{v_T, v_H \in \mathcal{V}_H} \frac{a_T (v_H, v_T) - a_H \left( Q^T_{\ell,\mu}^{rb} (v_H), v_T \right)}{\| v_T \|_1},
\]

(37)

which is essentially the standard residual-based estimation of (15).

In the relaxed TR scheme, at an enrichment step for a new parameter \( \mu \), for every \( T \), we use the Stage 1 estimator \( \Delta^T_{\mu,\epsilon} (\mu) := \eta_{T,\mu} \left( Q^T_{\ell,\mu}^{rb} (v_H) \right) \) to decide for whether we enrich the local space. We enrich the space if the estimator is larger than a tolerance \( \tau_{\epsilon,loc} > 0 \), relaxed for every outer iteration \( k \), i.e.,

\[
\Delta^T_{\epsilon,loc} (\mu) + \epsilon^{(k)} > \tau_{\epsilon,loc}.
\]

(38)

For a sufficiently small \( \tau_{\epsilon,loc} \) or a large relaxation \( \epsilon^{(k)} \), the enrichment strategy can be considered unconditionally. We note that the presence of the relaxation parameter in (38) can be justified by the fact that the outer iteration steps of the relaxed TR can be expected to be far away from each other.

We note that the online adaptive approach is also motivated by the numerical experiments in [5, 46], where it was demonstrated that moderate choices of \( \tau_{\epsilon,loc} \) already produce acceptable reduced models. However, it is clear that the choice of the tolerance \( \tau_{\epsilon,loc} \) is highly problem dependent. If the tolerance is chosen too large, the method could be stagnant (due to the missing local basis quality). In such cases, it is recommended to refine the tolerance adaptively. For simplicity, we omit such a strategy in this paper.
Concerning the Stage 2 reduction, we note that the TSRBLOD model is based on the reduced models from Stage 1, meaning that whenever the Stage 1 models are enriched, it is recommended to build the new Stage 2 from scratch. Thus, there is more freedom in choosing the enrichment parameters for the TSRBLOD model. With respect to the fact that, at iteration $k$, the Stage 1 models are exact (up to the tolerance $\tau_{loc}$), we propose to enrich the TSRBLOD model for the same sequence of TR iterates $\mu(i)$, for $i = 0, \ldots, k$. Greedy-based enrichments of the TSRBLOD are also possible, mainly because the snapshot generation with Stage 1 is fast. However, our experiments suggested that greedy-search algorithms do not provide significantly different results.

4.5. TR-TSRBLOD algorithm in Pseudo-code

We summarize the (R)-TR algorithms based on the TSRBLOD in the following. The relaxed TR-TSRBLOD procedure in Algorithm 2 is analog to Algorithm ?? but with the specification of a localized LOD-based FOM and the localized TSRBLOD reduced model including its respective estimator is used. Thus, no FEM-based approximations are required compared to the algorithm used in [47]. This makes the TR algorithm usable for a much more comprehensive range of optimization problems. As stated in line 6 of Algorithm 2, we check the FOM termination criterion prior to the enrichment. This is because the online enrichment, including the assembly of the respective estimators, is relatively more expensive than the pure computation of the termination criterion. Again, if $\varepsilon^{(k)} \equiv 0$, the relaxed algorithm is equivalent to the original TR algorithm.

Algorithm 2: Relaxed TR-TSRBLOD algorithm.

Data: Initial parameter $\mu^{(0)}$, stopping tolerance for the sub-problem $\tau_{sub} \ll 1$, stopping tolerance for the FOC condition $\tau_{FOC}$ with $\tau_{sub} \leq \tau_{FOC} \ll 1$, relaxation sequence $(\varepsilon^{(k)})_k$.

1 Set $k = 0$ and initialize TSRBLOD model with $\mu^{(0)}$;
2 while $\|\mu^{(k)} - P_\mu(\mu^{(k)} - \nabla_{\mu}\tilde{J}_{loc}^{(\mu^{(k)})})\|_2 > \tau_{FOC}$ do
3 Compute $\mu^{(k+1)}$ from (7) with relaxed termination (10a) and (10b);
4 if Relaxed sufficient decrease condition (11) is fulfilled with relaxation $\varepsilon^{(k)}$ then
5 Accept $\mu^{(k+1)}$ and possibly enlarge the TR-radius;
6 Before TSRBLOD enrichment: If (12) go to Line 2 for early termination;
7 Stage 1. Enrich the local RB corrector models at $\mu^{(k+1)}$ for all $T$ that fulfill (38);
8 Stage 2. Construct the primal and dual two-scale models and enrich for all $\mu^{(k')}$, $k' = 0, \ldots, k + 1$, and do not assemble Stage 2 estimator;
9 else
10 Reject $\mu^{(k+1)}$, shrink the TR radius $\delta^{(k+1)} = \beta_1\delta^{(k)}$ and go to 3;
11 end
12 Set $k = k + 1$;
13 end

5. Numerical experiments

We analyze the presented (relaxed) TR-TSRBLOD approach with two experiments with the same problem description, only differing in their respective multiscale complexity. We define the fine-mesh by $n_h \times n_h$ and the coarse-mesh by $n_H \times n_H$ quadrilateral grid-blocks of $\Omega := [0,1]^2$, used to determine the standard FE mesh $\mathcal{T}_h$ and $\mathcal{T}_H$, respectively, with traditional $\mathcal{P}^1$-FE spaces $V_h$ and $V_H$. The mesh sizes $h$ and $H$ can be computed from $n_h$ and $n_H$. In the first small experiment, we compare the localized methods to FEM-based TR methods, whereas, in the second large experiment, we neglect FEM entirely, as it is computationally infeasible. In the experiments, we mainly focus on the number of evaluations relative to their complexity to the fine FEM mesh-size $h$, the coarse LOD mesh-size $H$, or the respective low RB dimensions of the reduced models. Moreover, we provide run time comparisons that present the computational efficiency observed with our implementation.
Our computations were performed on an HPC cluster with 400 parallel processes. Nevertheless, the observed run times can not be interpreted as the minimal computational times of the localized algorithms. More HPC-oriented implementations can strengthen the localized approaches even more. We also note that the Stage 2 reduction has been implemented as a serialized process, where neither the observed data from Stage 1 is efficiently stored, nor the sparsity pattern of the two-scale system matrix is entirely exploited.

In our numerical experiment, we use the $L^2$-misfit objective functional with a Tikhonov-regularization term:

$$J(v; \mu) = \frac{\sigma_d}{2} \int_D (I_H(v) - u^d)^2 \, dx + \frac{1}{2} \sum_{i=1}^P \sigma_i (\mu_i - \mu_i^d)^2 + 1. \tag{39}$$

Here, $\mu^d \in \mathcal{P}$ is the desired parameter and $u^d = I_H(u_{\mu^d})$ the corresponding desired solution specified in each experiment. Using the interpolation operator $I_H$ ensures Assumption 2. Moreover, using an actual solution as desired temperature and the respective desired parameter in the objective functional ensures that the optimization problem is sufficiently regular, such that all optimization methods converge to the same point for comparison purposes. We note that $J$ can be written in the linear-quadratic form as in Assumption 3 by $\Theta(\mu) = \frac{1}{2} \sum_{i=1}^M \sigma_i (\mu_i - \mu_i^d)^2 + \frac{\sigma_d}{2} \int_D u^d \, dx + 1$, $\mu_i(u) = -\sigma_d \int_D u^d \, dx$, and $k_\mu(u, v) = \frac{\sigma_d}{2} \int_D u \, dv$.

We consider the admissible parameter set $\mathcal{P} = [1, 4]^{24} \times [1, 1.2]^8$. The diffusion coefficient $A_\mu$ in the symmetric bilinear form $a_\mu$ is considered a $4 \times 4$ matrix with two different thermal block multiscale coefficients $A_{1\mu}^1$ and $A_{2\mu}^2$, i.e.,

$$A_\mu := A_{1\mu}^1 + A_{2\mu}^2 := \sum_{\xi=1}^{16} \mu_\xi A_{1\xi}^1 + \sum_{\xi=17}^{32} \mu_\xi A_{2\xi-16}^2.$$  

Each of the $4 \times 4$ blocks is linearly dependent on an individual parameter. The respective parameterized multiscale blocks are given by $A_{1\xi}^1 = A_1|_{\Omega_{i,j}}$ and $A_{2\xi}^2 = A_2|_{\Omega_{i,j}}$, where $\Omega_{i,j}$ denotes the $(i, j)$-th thermal block for $i, j = 1, 2, 3, 4$ enumerated by $\xi = 1, \ldots, 16$. The multiscale features are randomly constructed iid values in a normal distribution $\mathcal{N}((0, 9, 1, 1])$ on a $N_1 \times N_1$ for $A_1^1$ and $N_2 \times N_2$ for $A_2^2$ quadrilateral grid. The specific values for $N_1$ and $N_2$ are given for each experiment. Hence, the multiscale data does not admit periodicity or other structural assumptions apart from the bounds; see Figure 2 for a visualization of the random field (evaluated with $\mu^d$). Moreover, both coefficients $A_{1\mu}^1$ and $A_{2\mu}^2$ have low-conductivity blocks in the middle of the domain, i.e., for $\Omega_{i,j}, i, j = 2, 3$. The low conductivity is enforced by the choice of the parameter space $\mathcal{P}$. We choose the non-parameterized constant function $f_\mu \equiv 10$ as the right-hand-side function. For the inner product of $V_h$, we use the energy norm $\|\cdot\| := \|\cdot\|_{1, \bar{\mu}}$ for a fixed parameter $\bar{\mu} \in \mathcal{P}$ in the middle of the parameter space. Hence, for the continuity constant $\gamma_{k, h}$, we can use the standard max-theta approach. Details on the inf-sup constant in (17) were given in Remark 4.9. The maximum contrast $\kappa$ and the respective constants $\alpha$ and $\beta$ can be approximated by considering a sufficiently large subset of $\mathcal{P}$. Concerning the a priori constants in (34), we enforced the (in our experiments meaningful) assumption that the dual reduction term dominates the estimate, s.t. we have $c \ell^{d/2} \eta^d(p_{H, \ell, \mu}^{rb}) < \eta_{ln}^d(p_\mu^{rb})$. This can be justified by the exponentially decaying term $\theta^d$ dominating the term for large enough $\ell$. Furthermore, the algorithm is robust concerning overestimation.

Details on the fine- and coarse mesh are given in the respective experiments. The desired parameter $\mu^d \in \mathcal{P}$ is equal for both experiments and mimics the case where boundary constraints are active, i.e., we set $\mu_i^d = 4$ for $i = 3, 4, 6, 7, 8, 9, 11, 14$ and $\mu_i^d = 1.2$ for $i = 28, 29, 30, 31$. The remaining values of $\mu^d$ are chosen randomly in the interior of $\mathcal{P}$, see Figure 2. The initial guess $\mu^{(0)}$ is also chosen randomly in the interior of $\mathcal{P}$. Furthermore, the weights for the objective functional are chosen as $\sigma_2 = 100$ and $\sigma_i = 0.001$ for each $i = 1, \ldots, P$.

Similar to the experiments in [47], we choose an initial TR radius of $\delta^0 = 0.1$, a TR shrinking factor $\beta_1 = 0.5$, an Armijo step-length $\kappa = 0.5$, a truncation of the TR boundary of $\beta_2 = 0.95$, a tolerance for enlarging the TR radius of $\eta_p = 0.75$, a stopping tolerance for the TR sub-problems of $\tau_{\text{sub}} = 10^{-8}$, a maximum number of TR iteration $K_{\max} = 40$, a maximum number of sub-problem iterations $K_{\text{sub}} = 400$, a maximum number of Armijo iterations of 50, and a stopping tolerance for the FOC condition $\tau_{\text{FOC}} = 10^{-6}$.

State-of-the-art methods. The following algorithms are used to compare our algorithms to the literature.
1. **FEM BFGS.** Similar to the work in [47, 64], we perform a standard projected BFGS method solely based on classical FEM evaluations. This means that the high-fidelity space $V_h$ is the only approximation space, and no reduced approach is used.

2. **TR-RB BFGS from [47].** Given the FEM discretization from Method 1, we use the trust-region reduced basis algorithm with full certification and global RB evaluations based on FEM enrichments (Algorithm 1 with $\varepsilon^{(k)} \equiv 0$). As the reduced model, we choose the non-conforming dual (NCD)-corrected approach with Lagrangian enrichment and the respective error estimation. This reduction approach has shown very good robustness properties and fast convergence. Moreover, we use the projected BFGS as the ROM-based TR sub-problem.

Selected methods introduced in this article. In this paper, we introduce a relaxation of the TR method. The relaxed version of Method 2 is obtained by choosing the relaxation sequence accordingly.

2.r **R-TR-RB BFGS.** In this method, we use the relaxed trust-region reduced basis variant for the FEM-based TR-RB algorithm from Method 2. The relaxation sequence is chosen as $\varepsilon^{(k)} := 1_{(k < K)}(k) \cdot 10^{10-k}$ where $K := 10$; cf. Algorithm 1.

2.r* **R-TR-RB BFGS.** Equivalent to Method 2.r, but without evaluating and assembling the estimator in early iterations $k < 10$ (because the relaxation dominates the TR-conditions, i.e., $\Delta \hat{\varphi}^{(k)} \ll \varepsilon^{(k)}$). We use this variant to show that the error estimation is a substantial slow-down factor in the relaxed TR that is not needed in our experiments. The method can also be interpreted as Method 2.r with $\varepsilon^{(k)} := 1_{(k < K)}(k) \cdot a_{\text{max}}$, where $a_{\text{max}}$ denotes the maximum positive value in the binary system.

Given the LOD discretization as explained in Section 4, we consider the following localized methods.

3. **PG–LOD BFGS.** As a FEM replacement, we consider a new FOM method by using the standard projected BFGS method with PG–LOD evaluations without using reduced models. The PG–LOD system is always constructed from scratch and does not use any prior knowledge from previous parameters.

4. **TR-TSRBLOD BFGS.** We use the TR algorithm based on the localized TSRBLOD reduction process as detailed in Section 4.2. The procedure is summarized in Algorithm 2, choosing $\varepsilon^{(k)} \equiv 0$. The sub-problems are again solved with the BFGS method. Moreover, we use a local enrichment tolerance $\tau_{\text{loc}} = 10^{-3}$ in (38) which has proven to be sufficient for our experiment, cf. Section 4.4.

4.r **R-TR-TSRBLOD BFGS.** Just as explained in Method 2.r, we devise the relaxed version of Method 4., by choosing $\varepsilon^{(k)} := 1_{(k < K)}(k) \cdot 10^{10-k}$ where $K := 10$; cf. Algorithm 2.
**4.r** R-TR-TSRBLOD BFGS. Equivalent to Method 4.r, but without evaluating and assembling the estimator if \( k < 10 \); cf. Method 2.r*.

*Complexity measures.* To assess the presented methods w.r.t. their computational demands, we count the accumulated evaluations of the FOM and ROM systems that were needed until the respective algorithm is aborted. To be precise, we deviate between the following complexities:

- **FEM.** FEM evaluations, proportional to the DoFs in \( T_h \), which are needed for approximating (P.b) or (4) with FEM or for enriching the respective global RB model for Methods 2.r and 2.
- **RB.** Global RB evaluations for approximating the FEM system, proportional to the global basis size.
- **LOD coarse.** Coarse PG–LOD system evaluations with exact corrector data, meaning to solve (16) or (20), proportional to the DoFs in the coarse mesh \( T_H \). These are only required in Method 3 and for the FOM-based termination criterion in Methods 4.r and 4.
- **LOD local.** Local evaluations of all FOM corrector problems that are required for assembling the multiscale stiffness matrix of (16) and (20), locally proportional to the fine DoFs in the coarse-scale patch \( U_l(T) \), indicated by the subscript \( h \), i.e., \( U_l(T)_h \).
- **RBLOD coarse.** Coarse PG–LOD system evaluations with RB-based correctors for the multiscale stiffness matrix, required for the snapshots generation in the TSRBLOD, proportional to the DoFs in \( T_H \).
- **RBLOD local.** RB evaluations of the RB corrector problems, proportional to the local RB sizes.
- **TSRBLOD.** RB evaluations of the TSRBLOD system, proportional to the two-scale RB size.

*Error measures.* As the optimization target, we validate the methods by considering the relative error in the optimal value of \( \hat{J} \), i.e., we consider \( e^{\hat{J}, rel}(\mu) := |\hat{J}(\mu^d) - \hat{J}(\mu)|/\hat{J}(\mu^d) \), where \( \mu \) is the current iterate and \( \hat{J} \) is either the FEM-based objective functional \( \hat{J}_h \) or the LOD-based objective functional \( \hat{J}_h^{loc} \).

**5.1. Experiment 1: Moderately sized experiment for comparing with FEM-based methods**

In what follows, we consider an experiment where FEM solves are computationally affordable. To this end, we set the resolution of the multiscale coefficients to \( N_1 = 150 \) and \( N_2 = 300 \). For the fine mesh, we thus choose \( n_h = 1200 \) to ensure at least 4 quadrilateral grid cells in each of the rapidly varying multiscale features. Therefore, the FEM mesh has 1.4 Mio degrees of freedom. For the coarse grid, we choose \( n_H = 20 \), which results in only 400 coarse grid cells and, in particular, \( \ell = 3 \) and 176.400 fine-mesh elements for full patches \( U_l(T) \). Concerning, the objective functional, we compute \( u_{\mu^d} \) as the FEM solution of (P.b) for \( \mu^d \).

**5.1.1. Estimator study for the two-scale reduced functional**

Before we elaborate on the optimization methods, we investigate the above-derived estimator \( \Delta J_{loc} \). For this purpose, we employ a standard goal oriented greedy-search algorithm. To be precise, we consider a training set \( P_{train} \) containing 100 randomly sampled parameters. Subsequently, we enrich all local bases with respect the parameter with the largest estimated error. In Figure 3, we illustrate the respective largest value of the estimator, compared to its true error and the resulting effectivity. We conclude that the estimator suffers overestimation but the effectivity stays on a constant level. This behavior has already been observed in the global RB case in [47] and, as explained above, does not harm the method severely.

**5.1.2. Comparison of the optimization methods**

We emphasize that for this experiment, an approximation error of the PG–LOD in \( \hat{J} \) is still observable, e.g., at the desired parameter \( \mu^d \), we have \( |\hat{J}^{loc}_h(\mu^d) - \hat{J}_h(\mu^d)|/\hat{J}_h(\mu^d) = 8.25 \cdot 10^{-6} \). Although this violates Assumption 1, we can expect that all methods converge up to the LOD discretization error, which is sufficiently close for this experiment.

In Figure 4(left), we visualize the number of affine components of the local corrector models directly associated with the number of components in \( A_\mu \), which can be determined by the number of thermal blocks that lie in
Figure 3. Evolution of the true and estimated model reduction error in the reduced functional and its approximations and the effectivities during the greedy basis generation. Depicted is the $L^\infty(\mathcal{P}_{\text{train}})$-error, i.e., $|\hat{J}_h - \hat{J}_r|$, corresponds to max$_{\mu \in \mathcal{P}_{\text{train}}} |\hat{J}_h(\mu) - \hat{J}_r(\mu)|$, $\Delta \hat{J}_r$ corresponds to max$_{\mu \in \mathcal{P}_{\text{train}}} \Delta \hat{J}_r(\mu)$, and “$\Delta \hat{J}_r$ eff.” corresponds to max$_{\mu \in \mathcal{P}_{\text{train}}} \Delta \hat{J}_r(\mu)/|\hat{J}_h(\mu) - \hat{J}_r(\mu)|$.

Figure 4. Left: number of affine coefficients in each patch problem $T$ for $n_H = 20$ and $\ell = 3$. The thermal block structure of $A_1^1\mu$ and $A_1^2\mu$ is highlighted in green, two patch instances are highlighted in red. Right: local corrector RB sizes of the Stage 1 models in Method 4.

the patch. The thermal blocks are highlighted in green, and since $\ell = 3$, the resulting affine components can be counted. For instance, the lower-left element’s patch only reaches the lower-left thermal block (resulting in 2 affine components). Moreover, the elements in the interior have a patch that reaches up until all 9 neighboring blocks (resulting in 18 affine components each). The discussed patches are highlighted in red in Figure 4. We conclude that the corrector problems have a more minor parameter dependence than globalized RB methods. In turn, we can expect the local RB models to require fewer basis functions.

In Figure 4(right), the local RB size of the Stage 1 models in Method 4 is depicted. It can be seen that the model requires a relatively rich space at the coarse elements that are close to the “jumps” in the desired parameter, cf Figure 2. As expected, the low conductivity blocks in the middle of the domain do not require many RB enrichments since the optimization problem in these blocks is less demanding. In addition, from solely looking at Figure 4(left), one would guess that the local patch problems that admit the highest number of affine components require the most basis functions. The fact that this expectation is invalid proves that the optional enrichment can play a significant role in the algorithm.

All compared methods indeed converged up to the chosen FOC-tolerance to the same point, and it was verified that the point is indeed a local optimum. We intentionally stopped the FEM-based methods earlier (with $\tau_{\text{FEM}}^{\text{FOC}} = 10^{-4}$) to obtain a comparable optimization error $e_{\text{FEM}}^{\text{rel}}(\bar{\mu})$ of up to $10^{-6}$, which is due to the known LOD-error mentioned above. In Tables 1, 2, and Figure 5, we report relevant information on the evaluation...
Table 1. Experiment 1: Evaluations and timings of selected methods. The FEM-based methods are stopped such that $e_{\mathcal{J},\text{rel}}$ is comparable for all methods. Evaluation counts exclude estimator training.

| Evaluations | FEM | RB | LOD | Stage 1 | TS | Outer iter. | Time  |
|-------------|-----|----|-----|---------|----|-------------|-------|
| Cost factor | $#T_h$ | $N_{RB}$ | $#T_H$ | $U(T_H)_h$ | $#T_H$ | $N_{RB}$ | $N_{RB}$ |
| 1. FEM      | 163 | –  | –   | –       | –  | –           | 52    |
| 2. TR-RB    | 10  | 1067 | –   | –       | –  | –           | 3     |
| 2. r R-TR-RB| 8   | 1082 | –   | –       | –  | –           | 2     |
| 2. r* R-TR-RB| 8 | 696 | –   | –       | –  | –           | 2     |
| 3. PG-LOD   | –   | 242 | 128000 | –       | –  | –           | 79    |
| 4. TR-TS    | –   | 18  | 19200 | 42       | 67200 | 572      | 6     |
| 4. r R-TR-TS| –   | 12  | 12800 | 20       | 32000 | 671      | 4     |
| 4. r* R-TR-TS| – | 12 | 12800 | 20       | 32000 | 311      | 4     |

Table 2. Experiment 1: More details on the run times and accuracy of selected methods. The FEM-based methods are stopped such that the $e_{\mathcal{J},\text{rel}}(\bar{\mu})$ is comparable for all methods.

| Method       | Total | Speedup | Online | Offline | $e_{\mathcal{J},\text{rel}}$ |
|--------------|-------|---------|--------|---------|-------------------------------|
| 1. FEM       | 6412 s| –       | 6412 s | –       | 4.24e–06                     |
| 2. TR-RB     | 862 s | 7       | 841 s  | 22 s    | 7.29e–08                     |
| 2. r R-TR-RB | 565 s | 11      | 542 s  | 23 s    | 2.45e–07                     |
| 2. r* R-TR-RB| 290 s | 22      | 268 s  | 22 s    | 2.45e–07                     |
| 3. PG-LOD    | 723 s | 9       | 723 s  | –       | 4.22e–06                     |
| 4. TR-TS     | 902 s | 7       | 656 s  | 246 s   | 4.22e–06                     |
| 4. r R-TR-TS | 789 s | 8       | 499 s  | 290 s   | 4.22e–06                     |
| 4. r* R-TR-TS| 282 s | 23      | 276 s  | 5 s     | 4.22e–06                     |

counts, the iteration, and the observed run times. We note again that the run times include all computational costs until convergence of the algorithm (including all offline expenses).

We conclude that all Methods 2–4 give a significant speedup to the standard FEM Method 1. Although 52 iterations of Method 1 and the corresponding 163 FEM evaluations are relatively few for a 32-dimensional optimization problem, the method suffers from the computational cost for performing FEM solutions with 1.4 Mio. DoFs. As already shown in [47], the TR-RB Method 2 is mainly designed to avoid these expensive FEM evaluations. The (relaxed) TR-RB methods converge already after few outer iterations, which only requires 10 and 8 FEM-based enrichments of the reduced spaces. On the other hand, the inner RB evaluations are cheap.

As expected, the localized methods only converge until the priorly known approximation error of the PG–LOD is reached. However, it can be seen that the TR-TSRBLOD methods find the same point and are not subject to approximation issues.

A significant reason why the TSRBLOD method is particularly suitable for this work is its very efficient online phase. This result can be observed in Table 2, where extended timings are given for the TSRBLOD method. Just as the TR-RB methods, only a few seconds are required to solve the sub-problems in the 4.r* variant which is independent of the coarse LOD mesh. However, the sub-problem is more demanding for the variant where the estimator is used, which is due to the fact that we did not afford the offline time to prepare for the two-scale error estimator in Stage 2. We further notice that the localized methods show a comparably
Figure 5. Experiment 1: Error decay and performance of selected algorithms. Method 1 converged after 6412 s.

The relaxed versions of the TR methods show the fastest convergence behavior in this experiment. The fully enforced certification in the non-relaxed TR-RB and TR-TSRBLOD can not detect the full benefit from their respective surrogate model and, instead, truncate the sub-problems too early. Comparing the R-TR and the R-⋆-RB variants, we observe that our choice of the relaxation parameters, the relaxed TR methods unconditionally trust the used surrogate models. The ⋆-variants, where estimation is completely left out for early iterations, show that including the estimation does not change the result but only increases the computational time due to the pre-assembly preparation and evaluation of the estimates.

In conclusion, FEM based-methods can reliably be replaced by localized methods already for moderately small fine-mesh sizes. The accuracy of the localized method can be expected up to the LOD-discretization error (cf. the discussion above regarding Assumption 1). The full benefit of the TR-TSRBLOD approaches in comparison to the localized FOM can only be deduced for scenarios where the PG–LOD is costly in itself. Thus, in the second experiment, we increase the complexity of the multiscale structure of the problem.

5.2. Experiment 2: Large scale example

We consider a large scale example where the global FEM mesh does not fit into the machine’s memory. We set the multiscale resolution to $N_1 = 1.000$ and $N_2 = 250$. For the fine mesh, we again aim for at least 4 fine mesh entities in each multiscale cell and hence choose $n_h = 4000$. Therefore, the FEM mesh would have 16 Mio degrees of freedom, which we consider prohibitively large. Thus, we do not utilize FEM-based methods and only compare Methods 3 and 4, where we only use Method 4.r as relaxed variant since it has proven advantageous in the former experiment. For the coarse-grid, we choose $n_H = 40$, which results in 1600 coarse grid cells and, in particular, $\ell = 4$ and 810,000 fine-mesh elements for full patches $U_d(T)$. Since FEM evaluations are not available, the desired solution $u_{d|\mu}$ is computed with the PG–LOD, i.e., we solve (16) for $\mu^d$.

Similar to the above illustrations, in Figure 6, we report the respective number of affine components of the patch problems as well as the final local RB sizes of the certified TR-TSRBLOD method with optional enrichment (Method 4). In particular, Figure 6 can be interpreted as the refined version of Figure 4, where it is even more visible that the local corrector problems have fewer affine components and require more basis functions for the corrector problems that are largely affected by the “jumps” in the desired thermal block state,
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Figure 6. Left: number of affine coefficients in the patch problems for $n_H = 40$ and $\ell = 4$. One patch is highlighted in red. Right: local RB sizes of the Stage 1 models in Method 4.

Table 3. Experiment 2: Evaluations and accuracy of selected methods. Evaluation counts exclude estimator training.

| Cost factor | LOD | Stage 1 | TS |
|-------------|-----|--------|----|
| Method      | Total | FEM | Offline | Online | Outer iter. | Time | $e^{\text{rel}}$ |
| 3. PG-LOD   | – | 307 | 665 600 | – | – | – | 100 | 11 317 s | 2.07e–10 |
| 4. TR-TS    | – | 10 | 32 000 | 20 | 128 000 | 938 | 5 | 5393 s | 1.57e–10 |
| 4.r* R-TR-TS | – | 8 | 51 200 | 30 | 128 000 | 422 | 4 | 2998 s | 1.32e–11 |

Table 4. Experiment 2: More details on the run times of selected methods.

| Method        | Total | Speedup | Online | Offline |
|---------------|-------|---------|--------|---------|
|               | Outer | Inner | FEM | Stage 1 | Stage 2 |
| 3. PG-LOD     | 11 317 s | – | 11 317 s | – | – | – |
| 4. TR-TS      | 5393 s | 2 | 486 s | 360 s | – | 4042 s | 505 s |
| 4.r* R-TR-TS  | 2998 s | 4 | 5 s | 5 s | – | 2690 s | 336 s |

depicted in Figure 2. Just as before, it can be seen that the amount of basis functions is also associated with the intensity of the respective “jumps”, and the low conductivity in the middle of the domain is well visible.

In Tables 3 and 4, we again provide an extensive comparison concerning evaluations, run time, and iteration counts of the methods. It can be seen that the TSRBLOD-based methods successfully reduce the computational effort of Method 3, which is mainly due to the increasing number of fine-mesh DoFs in the patches. With increasing complexity of the multiscale problem, we thus expect even more speedups. We also note that the speedup w.r.t. the FOM method is also dependent on the outer iteration counts, cf. [12, 47]. It can be expected that the benefit of reduced models is even more present for increasing complexity of the optimization problem.
6. Concluding remarks and future work

In this article, we presented a first combination of localized reduced basis methods for efficiently solving parameterized multiscale problems with optimization methods that adaptively construct such localized reduced models in the context of an iterative error-aware trust-region algorithm for accelerating PDE-constrained optimization. Moreover, we have formulated a relaxed version of the TR algorithm from [47] to neglect the strong certification in the first iterations. This relaxation has been advised so that the same convergence result holds.

Subsequently, we have discretized the optimality system of the PDE-constrained optimization problem (P) with a localized ansatz based on the Petrov–Galerkin version of the localized orthogonal decomposition method. For an online efficient reduced model with optional local basis enrichment, such that the sub-problems of the TR algorithm can be solved fast, we have used the TSRBLOD based on a two-scale RB ansatz of the LOD.

The TR-TSRBLOD method has proven advantageous both in terms of computational effort and adaptivity concerning the localized RB models. In the numerical experiments, we showed that localized RB approaches can efficiently replace FEM-based techniques, especially for growing complexity of the multiscale system.

Many tasks have been left for the future. Although the underlying multiscale data is already highly heterogeneous and non-periodic, and the LOD approach showed good approximation properties w.r.t. FEM, it is commonly known that the LOD struggles, e.g., for high-contrast problems or complex coarse data such as thin channels. For using the TR-TSRBLOD, it has to be verified priorly that Assumption 1 is given up to an acceptable tolerance. To remedy this, the discussed concepts can be generalized to other multiscale methods, always dependent on the respective multiscale task. On the other hand, it is desirable to derive a posteriori error theory for the LOD such that the homogenization term from (33) can be used to validate the approximation properties of the LOD, cf. Remark 4.8. We also mention that, in the work at hand, we have enforced several problem assumptions, e.g., ellipticity, symmetry, and homogeneous boundary conditions, to simplify the presentation. However, it is straightforward to generalize the methodology to more challenging problem classes.

Concerning the specific instance of the TR-TSRBLOD, the numerical experiments already showed an overall speedup w.r.t. FEM and the PG–LOD, though the first experiment was relatively small. Our theoretical findings suggest even better run times within a more HPC-oriented implementation. Moreover, an intermediate preparatory reduction of the two-scale system can be used to decrease further offline expenses of Stage 2. The described TR-TSRBLOD method can also be enhanced in terms of the choice of the local enrichment tolerance $\tau_{loc}$, such that an appropriate choice for the respective optimization problem or model can efficiently be found with adaptive refinements, cf. Section 4.4.

In our numerical experiments, we observed that the relaxed variant does not use the estimator (cf. R-$*$-RB variant vs. R-RB variant in Sect. 5.1). However, ignoring the estimator for all relaxed iterations can not be considered valid in general. In a more general context, the outer iterations where the estimator can be ignored can be found prior to the algorithm by evaluating the estimator for an empty basis at random parameter samples and computing the maximum value.

Funding. The authors acknowledge funding by the Deutsche Forschungsgemeinschaft under Germany’s Excellence Strategy EXC 2044 390685587, Mathematics Münster: Dynamics – Geometry – Structure and by the DFG under contract OH 98/11-1.

Code availability. All experiments have been implemented in Python using gridlod [30] for the PG–LOD discretization and PyMOR [54] for the model order reduction. In particular, the software is internally based on the software that has been used in [46,47]. The complete source code for all experiments, including setup instructions, can be found in [44], also available under https://github.com/TiKeil/Trust-region-TSRBLOD-code.
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