EXTENSIONS AND DEGENERATIONS OF SPECTRAL TRIPLES

ERIK CHRISTENSEN, CRISTINA IVAN

Abstract. For a unital C*-algebra \( A \), which is equipped with a spectral triple \( (A, H, D) \) and an extension \( T \) of \( A \) by the compacts, we construct a two parameter family of spectral triples \( (A_t, K, D_{\alpha,\beta}) \) associated to \( T \).

Using Rieffel’s notation of quantum Gromov-Hausdorff distance between compact quantum metric spaces it is possible to define a metric on this family of spectral triples, and we show that the distance between a pair of spectral triples varies continuously with respect the parameters. It turns out that a spectral triple associated to the unitarization of the algebra of compact operators is obtained under the limit - in this metric - for \( (\alpha, 1) \to (0, 1) \), while the basic spectral triple \( (A, H, D) \) is obtained from this family under a sort of a dual limiting process for \( (1, \beta) \to (1, 0) \).

We show that our constructions will provide families of spectral triples for the unitarized compacts and for the Podleś sphere. In the case of the compacts we investigate to which extent our proposed spectral triple satisfies Connes’ 7 axioms for noncommutative geometry, [8].

Introduction

The so called Toeplitz algebra, say \( T \), may be obtained in a number of different ways. The most simple description of it is possibly as the C*-algebra on the Hilbert space \( \ell^2(\mathbb{N}) \) generated by the unilateral shift. A more profound description which relates to analysis, can be obtained via the algebra, \( C := C(\mathbb{T}) \), of continuous functions on the unit circle. A function \( f \) in this algebra is represented as a multiplication operator, \( M_f \), on the Hilbert space \( H := L^2(\mathbb{T}) \) of square integrable functions. This space has a subspace \( H_+ \), which consists of those functions in \( H \) that have an analytic extension to the interior of the unit disk. Let \( P_+ \)
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denote the orthogonal projection of $H$ onto $H_+$, then the compression to $H_+$ of a multiplication operator $M_f$ for a continuous function $f$ on $\mathbb{T}$ becomes the Toeplitz operator $T_f := P_+ M_f | H_+$, and these operators form a subspace in the Toeplitz algebra such that the Toeplitz algebra becomes the direct sum of $\{ T_f | f \in \mathcal{C} \}$ and the algebra of compact operators on $H_+$. In this way the Toeplitz algebra becomes an extension of $\mathcal{C}$ by the compact operators. The mapping $\mathcal{C} \ni f \mapsto T_f$ relates to the differentiable structure on the circle in the way that for the ordinary differentiation on the circle with respect to arc length, i.e. $D := \frac{1}{i} \frac{d}{d\theta}$, we know that the space $H_+$ is the closed linear span of the eigenvectors corresponding to non negative eigenvalues for $D$, so there is a strong connection between the differentiable structure on the circle and the operator theoretical construction called extension, of $\mathcal{C}$ by the compacts. In this article we will study this process from a more general point of view. Our study is based on Connes’ notion of a spectral triple which is a way of expressing a differentiable structure in the world of non-commutative *-algebras, [7].

**Definition 0.1.** Let $A$ be a unital $C^*$-algebra, $H$ a Hilbert space which carries a faithful unital representation $\pi$ of $A$ and $D$ an unbounded self-adjoint operator on $H$. For a dense self-adjoint subalgebra $A$ of $A$ the set $(A, H, D)$ is called a spectral triple associated to $A$ if

1. For all $a$ in $A$ the commutator $[D, \pi(a)]$ is bounded and densely defined.
2. the operator $(I + D^2)^{-1}$ is compact.

In this article our starting point is a spectral triple associated to a $C^*$-algebra $A$ and we want to study some of the possibilities for constructing spectral triples associated to an extension of $A$ by the algebra of compact operators on an infinite dimensional Hilbert space. Our fundamental example of a spectral triple is the one coming from the unit circle, as described above. This particular example was investigated by Connes and Moscovici in [9], where they constructed a spectral triple associated to the Toeplitz algebra for each natural number $n$ in the following way. Let $S$ denote the unilateral shift on $H_+$, i.e. for the canonical basis for $H_+$ we have $Se_k = e_{k+1}$, and let $D_+ = -i \frac{d}{d\theta} | H_+$, which means that $D_+$ is the positive self-adjoint operator on $H_+$ which satisfies $D_+ e_k = k e_k$. Then the Hilbert space $K$ of the spectral triple for the Toeplitz algebra is defined as $K = H_+ \oplus H_+$, and the Dirac operator $D_n$ is defined via the matrix form

$$D_n := \begin{pmatrix}
0 & D_+ S^n \\
(D_+ S^n)^* & 0
\end{pmatrix}.$$
In the construction we present in this paper we look at a spectral triple \((A,H,D)\) associated to a C*-algebra \(A\) and an orthogonal projection \(P\) onto a subspace of \(H\) such that \(P\) commutes with \(D\), and for each operator \(a\) from \(A\) the commutator \([P,a]\) is compact. All of this set-up is analogous to the classical spectral triple for the circle algebra, but there is, in general, no counterpart to the unilateral shift. This means that we have to modify the construction by Connes and Moscovici in order to construct a spectral triple associated to the C*-algebra generated by the operators \(\{Pa|PH| a \in A\}\) and the compact operators on \(PH\). A C*-algebra, obtained this way, is called an extension of \(A\) by the compacts, and one of the problems we try to solve in this article is to find ways to extend a spectral triple associated to a C*-algebra to a spectral triple for an extension of that algebra by the compacts. A more general question of this sort has been studied by Chakraborty in [6]. In that paper he studies compact quantum metric spaces as introduced by Rieffel [28], and he investigates the possibilities to generate the structure of a compact quantum metric space associated to an extension of a C*-algebra which is associated to the given compact quantum metric space. In Chakraborty’s article he studies a short exact sequence of C*-algebras of the type

\[
0 \to K \otimes A \to A_1 \to A_2 \to 0,
\]

for which the last homomorphism has a positive splitting \(\sigma : A_2 \to A_1\), and he shows that if there is a compact quantum metric space associated to both \(A\) and \(A_2\), then there exist several compact quantum metric spaces associated to the C*-algebra \(A_1\). This set up is more general than ours from the point of view of possible extensions, but our concern is spectral triples rather than the construction of compact quantum metric spaces. Chakraborty offers several applications of his construction to known examples, such as the Podleś sphere. We show that our construction can also be applied to generate spectral triples for this example and also for the algebra of compact operators on a separable Hilbert space.

We will, through the entire article, suppose that \((A,H,D)\) is a spectral triple associated to a unital C*-algebra \(A\), which is a subalgebra of \(B(H)\). As in the book [16] Definition 2.7.7 and Chapter 5, we will study extensions of Toeplitz type. This means that we are interested in an orthogonal projection \(P\) in \(B(H)\) which commutes with \(A\) modulo the compact operators. One can then define a C*-algebra \(B\) on \(PH\) as the C*-algebra generated by the space of operators \(\{Pa|PH| a \in A\}\) in \(B(PH)\). For each operator \(a\) in \(A\) we have that \((I - P)a|PH\) is compact, so operators of the form \(Pa^*(I - P)a|PH\) are compact and
- unless \( P \) commutes with \( A \) - the algebra \( \mathcal{B} \) will contain non trivial compact operators. We will let \( C(PH) \) denote the algebra of compact operators on \( PH \). In the classical case of the Toeplitz algebra for the circle we actually have \( C(PH) = \mathcal{B} \cap C(PH) \). In any case, independently of what the \( C^* \)-algebra \( \mathcal{B} \cap C(PH) \) might be we will consider the \( C^* \)-algebra \( T \) which is defined as the sum \( T := \mathcal{B} + C(PH) \).

Let \( \mathcal{Q}(PH) \) denote the Calkin algebra \( B(PH)/C(PH) \) and let \( \kappa \) denote the quotient homomorphism, then we can define a homomorphism \( \varphi \) of \( A \) into \( \mathcal{Q}(PH) \) by \( \varphi(a) := \kappa(Pa|PH) \). The extensions we will consider are those obtained via the construction described above which also have the property that the homomorphism \( \varphi \) is faithful on \( A \). We may then define a homomorphism of \( \mathcal{T} \) onto \( A \) as \( \varphi^{-1} \circ \kappa \), and we will say that a projection \( P \) in \( B(H) \) which satisfies all the properties discussed here is of Toeplitz type. We will not study all such projections, but restrict our investigations to projections of Toeplitz type such that \( P \) commutes with the Dirac operator \( D \) and satisfies the following regularity property

\[
\forall a \in A \quad [PD, a] \quad \text{is bounded and densely defined.}
\]

Under these assumptions we will say that the quadruple \( ((A, H, D), P) \) is of Toeplitz type.

We would like to remind the reader that for any spectral triple - of infinite dimensions - like \((A, H, D)\) the spectral projection \( P_+ \) for \( D \) corresponding to the interval \([0, \infty[\) is a natural candidate for \( P \). This follows from the well known fact that the symmetry \( 2P_+ - I \) generates a bounded Fredholm module [3]. In the case \( P = P_+ \) the regularity condition amounts to the assumption that for any \( a \) from \( A \), the commutator \([|D|, a]\) is bounded, too.

We can now describe the general construction, which we will study here. So for a quadruple \((\mathcal{(A, H, D), P})\) of Toeplitz type we define the \( C^* \)-algebra \( \mathcal{T} \), as above, a Hilbert space \( K := PH \oplus H \) and a representation \( \pi \) of \( \mathcal{T} \) on \( K \) given by the matrix form

\[
\pi(t) := \begin{pmatrix}
t & 0 \\
0 & \varphi^{-1}(\kappa(t))
\end{pmatrix}.
\]

The Hilbert space \( K = PH \oplus H \) decomposes as \( K = PH \oplus PH \oplus (I - P)H \) and we can see that the first two summands are exactly analogous to the ones appearing in the Connes-Moscovici construction. We have tried to follow their idea, but our analysis indicates that we can not in general give up the information which is encoded in the \( (I - P)H \) part of the structures, so we will consider \( K = PH \oplus H \)
rather than $PH \oplus PH$. On the other hand this opens the possibility to play on the two parts with different weights as the introduction of parameters in our proposal for a Dirac operator shows. Since $D$ is supposed to commute with $P$, the regularity conditions imposed make it possible to define a family of Dirac operators on $K$ in the following way. For positive reals $\alpha, \beta$ such that $\alpha \beta \leq 1$ we define an unbounded self-adjoint operator $D_{\alpha, \beta}$ on $K$ via its matrix:

$$D_{\alpha, \beta} := \begin{pmatrix} 0 & \beta D|PH & 0 \\ \beta D|PH & \frac{1}{\alpha} D|PH & 0 \\ 0 & 0 & \frac{1}{\alpha} D|(I - P)H \end{pmatrix}$$

The reason for having the parameter $\alpha$ appearing in the form $1/\alpha$ is mainly aesthetical. For instance, the formula giving a distance estimate between the non-commutative spaces obtained for two pairs of parameters, say $(\alpha, \beta)$ and $(\gamma, \delta)$ becomes by Theorem 3.9

$$\left( \max \left\{ \frac{\alpha \beta}{\gamma \delta}, \frac{\gamma \delta}{\alpha \beta} \right\} - 1 + \left| 1 - \frac{\beta}{\delta} \right| \right) \text{diam}_{\alpha, \beta},$$

and in this formula the product $\alpha \beta$ fits in as a parameter.

The reason why the parameters are supposed to satisfy the inequality $\alpha \beta \leq 1$ comes originally from the classical Toeplitz case, where it is quite easy to analyze the situation in details. It turns out that for this example and a pair of parameters $(\alpha, \beta)$ for which $\alpha \beta > 1$ all the aspects of the non-commutative space associated to these parameters is already contained in the space given by the parameters $(1/\beta, \beta)$. The general case does not work exactly in the same way, but the Remark 1.10, explains why we think nothing essential is lost, if we just stick to the region in the parameter space where $\alpha \beta \leq 1$. Still another argument for the choice of parameter space is that it turns out that the limiting process $\alpha \to 0$ behaves uniformly nice on the set of parameters where $\beta \geq \beta_0$. For the convergence $(\alpha, 1) \to (0, 1)$ we find that it induces a convergence with respect to the quantum Gromov-Hausdorff metric of the compact quantum metric spaces associated to $T$ for the parameters $(\alpha, 1)$ onto that of the unitarized algebra $\tilde{\mathcal{C}}$. Our intuitive description of this phenomenon is as follows. We think that the spectral triple acts like a microscope where we have a fixed screen to watch, but we are allowed to change the magnification. The parameter $\alpha$ is a measure of the actual size, say in meters, of the objects we can watch on our screen, and then $1/\alpha$ is the magnification factor. When $\alpha$ decreases to zero, we loose the sight of the big picture and can only see tiny details of very small things. In the end - when $\alpha = 0$ - our mathematical construction can only see the compacts, and they are considered to be
the infinitesimals in Connes’ dictionary [8]. The precise mathematical content of this story is contained in Theorem 4.6.

The limit \( (1, \beta) \to (1, 0) \) is quite easy to understand if you take a look at the definition of \( D_{\alpha, \beta} \) just above, and you can see that you get the basic spectral triple \((A, H, D)\) back, but now in a degenerated representation. This is not a limit with respect to the quantum Gromov-Hausdorff metric on the associated non commutative spaces, but rather a sort of degenerated limit where the compacts i. e. the infinitesimals become invisible. We can provide a simple 2-dimensional model of the picture we try to present. Look at the unit square \([0, 1]^2\) in \(\mathbb{R}^2\) and equip it with the metric \(d_{\alpha, \beta}((x, y), (s, t)) := \alpha|x - s| + 1/\beta|y - t|\), then the limit \((\alpha, 1) \to (0, 1)\) gives the unit interval \(\{(0, y) | 0 \leq y \leq 1\}\) with its standard metric as the limit in the Gromov-Hausdorff metric. For \((1, \beta) \to (1, 0)\) there is no limit of this sort but we get - pointwise - a degenerate metric \(d_{1,0}\) on the unit square as a limit. This degenerate metric is given by the formula

\[
d_{1,0}((x, y), (s, t)) = \begin{cases} 
|x - s| & \text{if } t = y \\
\infty & \text{if } t \neq y
\end{cases}
\]

In the first version of the article we considered this limiting process as a sort of deformation, but we have been told by several people that we do not deform a product, so the wording is wrong. By looking into the literature on metric spaces associated to Riemannian structures we have found that the limiting processes we are watching may be considered as degenerations of metric spaces, so the title has been changed accordingly. Usually this sort of degeneration of Riemannian structures is studied under some assumptions on boundedness of curvature during the process [4, 5, 15], but this last aspect of degeneration of metric structures does not apply to our results, at least for the time being.

On the other hand we still think that the limiting process \((1, \beta) \to (1, 0)\) - in the case where the algebra \(A\) is commutative - offers a way of describing a passage from a non-commutative compact metric space into a commutative compact metric space. The equation (2) indicates that a better description of the degeneration occurring while \(\beta \to 0\) might possibly be; a passage from a non-commutative space to an infinite collection of disjoint identical copies of the same commutative space.

After we had posted the first pre-print version of this article on the arXiv, we were informed by Hanfeng Li, that our constructions can work in the settings of David Kerr’s, [17], and his own, [22], and the one from their joint work, [18], where the quantum Gromov-Hausdorff
metric is extended in a way which is based on the operator space structure of the given algebra. The introduction of the state spaces of the tensor products of the given algebra by the algebras of $n \times n$ complex matrices into the definition of a compact quantum space, is to be able to describe certain aspects of order in more details. We have chosen not to expand the present paper and hope that these results of Li’s some day will find a suitable place to be presented.

Near the end we give a couple of examples and show that our method creates an abundance of spectral triples for the unitarized compact operators on a separable infinite dimensional Hilbert space. Then we show that the method, when applied to the unit circle and the classical differential operator $\frac{1}{i} \frac{d}{d\theta}$, gives a spectral triple associated to the classical Toeplitz C*-algebra. Based on this spectral triple we can then by a slight modification of our method obtain a spectral triple for the Podleś sphere. Unfortunately we can see no relations between our constructions and the ones presented in [10] and [11].

At the very end we present some small comments on the relations between the constructions in this article to the concepts of even and odd spectral triples and to analytic K-homology as described by Higson and Roe in their book [16]. It may be that further assumptions or conditions on the starting spectral triple may be used to give a basis for a more detailed study of such relations. In this paper we have been focusing on the quite general degeneration aspects of the extended spectral triples.

We are most thankful to the referee who has pointed out some problems in the first version of the article, and he has also suggested several possibilities for improvements. Among the questions he asked is the question on how the spectral triples constructed here relate to the 7 axioms for non-commutative geometry which Connes lists in the article [8]. To answer this question we have studied this question for our examples involving the Toeplitz algebra and the unitarized compacts. The Toeplitz case seems not promising at all with respect to this investigation, so we have not included any comments on this aspect for the Toeplitz algebra. For the compacts we do check all the axioms, and we show that we can meet some, whereas for others we can not decide, but for the so-called reality axiom we get one of the signs wrong.

1. A family of spectral triples associated to an extension

We will keep a C*-algebra $\mathcal{A}$ with an associated spectral triple $(A, H, D)$ fixed during the whole article and moreover suppose that $\mathcal{A}$ is a concrete C*-algebra acting on the Hilbert space $H$. As stated in the introduction, we will assume that we have a projection $P$ in $B(H)$
of Toeplitz type and study an extension $\mathcal{T}$ of $\mathcal{A}$ by the algebra $C(PH)$ of compact operators on $PH$. It should be remarked that we do not assume that the algebra of compact operators $C(PH)$ is contained in the $C^*$-algebra $\mathcal{B}$ generated by operators of the form $Pa|PH$, and in particular we can also study the situation where $P$ commutes with $\mathcal{A}$. We will collect the definitions from the introduction in a formal definition.

**Definition 1.1.** Let $\mathcal{A}$ be a unital $C^*$-algebra on a Hilbert space $H$ and let

$$(A, H, D)$$

be a spectral triple associated to $\mathcal{A}$. A projection $P$ in $B(H)$ is said to be of Toeplitz type for $(A, H, D)$ if

(i) The projection $P$ commutes with $D$.

(ii) The projection $P$ commutes modulo the compacts with $\mathcal{A}$.

(iii) The homomorphism $\varphi$ of $\mathcal{A}$ to the Calkin algebra $Q(PH)$, defined by $\varphi(a) := Pa|PH + C(PH)$, is faithful.

For such a triple and a projection $P$ of Toeplitz type we define the Toeplitz extension $\mathcal{T}$ of $\mathcal{A}$ by $C(PH)$ as the $C^*$-algebra generated by

$$\{PA|PH \mid A \in \mathcal{A}\} \cup C(PH)$$

At the end of the paper we construct an example which will give a spectral triple for the Podles’ sphere. That example is based on a slight variation of the construction presented in this paper, and it suggests that it might be possible to study extensions of $\mathcal{A}$ by a sub $C^*$-algebra of $C(PH)$ instead. A generalization of our construction to cover cases like this seems possible, but also quite demanding with respect to extra details, so we have chosen only to consider extensions by all of $C(PH)$, and then just present the other point of view in connection with the example for the Podles’ sphere.

Given a projection $P$ of Toeplitz type for $(A, H, D)$, we assume that $P$ commutes with $D$ and by this we mean that $P$ commutes with all the spectral projections of $D$. From this it follows that the unitary $S := P - (I - P)$ also will commute with $D$ and $S$ will map the domain of definition for $D$ onto itself, ([24], Proposition 5.3.18.) Hence the domain of definition for $D$ splits into a direct sum of its intersections with $PH$ and $(I - P)H$ respectively. We will need that the commutators from the spectral triple respect this decomposition too, and this is the basis for the following definition. In the classical case where $P = P_+$ this means that we will not only demand that commutators $[D, a]$ are bounded and densely defined for $a$ in $\mathcal{A}$, but we want both $[D, a]$ and $[[D], a]$ to be bounded and defined on a common dense domain.
Definition 1.2. A quadruple \((A,H,D),P\) where \(P\) is a projection of Toeplitz type for \((A,H,D)\), is said to be of Toeplitz type if:

(i) For any \(a\) in \(A\), the commutators \([PD,a]\) and \([I-P]D,a\] are bounded and densely defined and their common domain of definition contains two subspaces

\[
\text{dom}([D,a]) \cap PH \text{ and dom}([D,a]) \cap (I-P)H
\]

which are dense in \(PH\) and \((I-P)H\) respectively.

(ii) The operator \(D_P := D|PH\) has trivial kernel.

The properties in the definition above seem natural in the setting for a classical Toeplitz algebra, except for the last one. On the other hand that one does not really matter. Let namely \(N\) denote the orthogonal projection onto the kernel of \(D\), then \(N\) is of finite rank, and since it is a spectral projection for \(D\), it commutes with \(P\) and we can replace \(P\) by \(P - PN\), without disturbing any properties of the extension we are studying. The first condition has been imposed in order to be able to look at commutators of the form \([PD,a]|PH\) and their relatives with restrictions to \((I-P)H\) and/or \(PD\) replaced by \((I-P)D\). The conditions are made such that the lemma below holds. To keep the notational problems at a minimum we introduce the conventions that

\[
H_p := PH, \quad H_q := (I-P)H,
\]

\[
P_p := P, \quad P_q := (I-P),
\]

\[
D_p := DP, \quad D_q := D(I-P).
\]

Lemma 1.3. For any \(a\) in \(A\) and any combination of the symbols \(s,t,r\) in the set \(\{p,q\}\)

(3) The closure of \((P_s[D,a]|H_t) = P_s\text{the closure of }([D,a]|H_t)

(4) The closure of \((P_s[D_r,a]|H_t) = P_s\text{the closure of }([D_r,a]|H_t)

Proof. We will not prove all these statements but restrict ourselves to the relation (3) in the situation where \(s = p\) and \(t = q\). The closure of the commutator \([D,a]\) is bounded and we will denote its closure by \(\delta(a)\). It is immediate that as operators we have the inclusion \(P[D,a]|(I-P)H \subset P\delta(a)|(I-P)H\), and in order to show the statement of the lemma it is sufficient to show that \(P[D,a]|(I-P)H\) is densely defined, but this is fulfilled by the condition (i) in Definition 1.2. We now claim that we can perform exactly the same computations with respect to any other combination of the symbols \(\{p,q\}\), and then obtain the lemma. \(\square\)
The effect of the lemma is that we may decompose the commutator \([D, a]\) into its matrix parts with respect to the decomposition of \(H = H_p \oplus H_q\), such that each of the 4 the matrix entries of the closure is the closure of the corresponding operator-theoretical matrix entry. From this follows the lemma just below:

**Lemma 1.4.** For any \(a\) in \(A\) the operators \(DP_p a P_q\) and \(DP_q a P_p\) are bounded and everywhere defined.

**Proof.** We remind you that a product of operators of the form \(CB\) where \(C\) is closed and \(B\) is bounded is automatically closed, so if it is bounded it must be everywhere defined. \(\square\)

We will now define various maps and a spectral triple associated to \(T\). Before we give the definition we would like to mention that its first item is legal, due to a general result on ideals in \(C^*\)-algebras that we recall here ([12], Corollary 1.5.6).

**Proposition 1.5.** Suppose that \(I\) is a two sided closed ideal of a \(C^*\)-algebra \(A\), and that \(B\) is a sub \(C^*\)-algebra of \(A\). Then \(B + I\) is a \(C^*\)-algebra and 
\[
\frac{B}{(B \cap I)} \simeq \frac{(B + I)/I}{I}
\]
is a \(*\)-isomorphisms.

Let now \(\kappa\) denote the quotient mapping of \(B(PH)\) onto the Calkin algebra \(Q(PH)\), then the proposition above has the following corollary as a consequence.

**Corollary 1.6.** For any quadruple \(((A, H, D), P)\) of Toeplitz type with associated Toeplitz extension \(T\), the images \(\kappa(T)\) and \(\varphi(A)\) in the Calkin algebra \(Q(PH)\) agree and \(\kappa(T)\) is isomorphic to \(A\).

**Definition 1.7.** Let \(((A, H, D), P)\) be a quadruple of Toeplitz type associated to a \(C^*\)-algebra \(A\). For the induced Toeplitz extension \(T\) of \(A\) we define:

(i) A representation \(\rho : T \to B(H)\) by \(\rho(t) := \varphi^{-1}(\kappa(t))\).

(ii) A completely positive unital and injective mapping \(T : A \to T\) by \(T(a) := Pa|PH\).

(iii) A projection \(\Theta\) of \(T\) onto \(C(PH)\) by \(\Theta(t) := t - T(\rho(t))\).

(iv) For any \(x\) in \(B(H)\) and any combination of the symbols \(s, r \in \{p, q\}\) we define \(x_{sr}\) in \(B(H_r, H_s)\) by \(x_{sr} := P_s x P_r\).

It should be noted that for an \(a\) from \(A\), we have \(T(a) = a_{pp}\).

Given a situation as above, we will then define a representation \(\pi\) of \(T\) on a Hilbert space \(K\) and a family of unbounded self-adjoint
operators $D_{\alpha,\beta}$ on $K$, but it is not immediate that we will get spectral triples this way, so we start by defining the ingredients separately and study some of their properties.

**Definition 1.8.** Let $((A,H,D),P)$ be a quadruple of Toeplitz type associated to the $C^*$-algebra $A$ and let $T$ denote the induced Toeplitz algebra on the space $PH$. To this quadruple is associated:

(i) A dense self-adjoint subalgebra $A_c$ of $C(PH)$ defined by

$$A_c := \{ k \in C(PH) \mid D_p k \text{ and } k D_p \text{ are bounded} \}$$

(ii) A dense self-adjoint subalgebra $A_t$ of $T$ defined by

$$A_t := \{ T(a) + k \mid a \in A, k \in A_c \}$$

(iii) A Hilbert space $K$ defined as the sum

$$K := PH \oplus H = H_p \oplus H_p \oplus H_q$$

(iv) A representation $\pi$ of $T$ on $K$ defined by

$$\forall t \in T : \pi(t) := \begin{pmatrix} t & 0 \\ 0 & \rho(t) \end{pmatrix}$$

(v) For positive reals $\alpha, \beta$ a self-adjoint operator $D_{\alpha,\beta}$ is defined on $K$ via its matrix, which, with respect to the decomposition $K = H_p \oplus H_p \oplus H_q$, is given by

$$D_{\alpha,\beta} := \begin{pmatrix} 0 & \beta D_p & 0 \\ \beta D_p & \frac{1}{\alpha} D_p & 0 \\ 0 & 0 & \frac{1}{\alpha} D_q \end{pmatrix}.$$ 

It may not be obvious that the linear space $A_t$ is an algebra, but it follows from Lemma 1.4.

We will show that for each pair $(\alpha, \beta)$ we will get a spectral triple for the Toeplitz extension $T$ of $A$, induced by the projection $P$. This will be an odd spectral triple and it is possible - via a standard trick - to obtain an even triple instead. But from the point of view we are studying here, namely the variation of the compact quantum metric spaces with respect to the parameters $\alpha$ and $\beta$ we do not get any changes if the investigation is performed with the odd spectral triple described above or an even one.

The properties of a quadruple of Toeplitz type now come into play and it helps us to split a commutator $[D_{\alpha,\beta}, \pi(t)]$ for a $t$ in $A_t$ into its matrix parts.

**Lemma 1.9.** For $a$ in $A$ and $k$ in $A_c$ and positive reals $\alpha, \beta$ with $\alpha \beta \leq 1$ the commutator $[D_{\alpha,\beta}, \pi((T(a)+k)]$ is bounded. For each matrix part of the closure of this commutator, with respect to the decomposition $K = \ldots$
\( PH \oplus PH \oplus (I - P)H \), the element is the closure of the corresponding matrix part of the algebraic commutator.

**Proof.** We will do the computations where they are defined purely algebraically, then show that each matrix entry is bounded and densely defined and then conclude that the closure of the commutator is the closure of the operator composed of the matrix entries. The reason why this is possible is the regularity assumptions and the Lemma 1.3.

\[ (5) \]

\[
[D_{\alpha,\beta}, \pi(T(a) + k)] = \begin{pmatrix} 0 & \beta D_p & 0 \\ \beta D_p & \frac{1}{\alpha} D_p & 0 \\ 0 & 0 & \frac{1}{\alpha} D_q \end{pmatrix}, \begin{pmatrix} T(a) + k & 0 & 0 \\ 0 & T(a) & a_{pq} \\ 0 & a_{qp} & a_{qq} \end{pmatrix} = \beta \begin{pmatrix} 0 \\ [D_p, T(a)] + D_p k \\ -a_{qp} D_p \end{pmatrix} - k D_p \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} + \frac{1}{\alpha} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & \frac{1}{\alpha} [D, a] \end{pmatrix}.
\]

The lemma follows. \( \square \)

**Remark 1.10.** The idea in the setup of the commutator \([D_{\alpha,\beta}, \pi(T(a) + k)]\)

is that it shall reflect both of the given commutators \([D_p, k]\) and \([D, a]\)
in such a way that a variation of the parameters \(\alpha\) and \(\beta\) will reveal information on each of these parts separately. Since

\[ [D_p, T(a)] = P[D, \pi(a)]PH \text{ we get} \]

\[ \| [D_p, T(a)] \| \leq \| [D, \pi(a)] \| \text{ and then for } \alpha \beta \leq 1 \]

\[ \beta \| [D_p, T(a)] \| \leq \frac{1}{\alpha} \| [D_p, T(a)] \| \leq \frac{1}{\alpha} \| [D, \pi(a)] \| \]

Hence for \(\alpha \beta \leq 1\) the term \(\beta [D_p, T(a)]\) will not be of significance and then we see from (5) that in this case we will have

\[ \frac{1}{\alpha} \| [D, \pi(a)] \| \leq 1 \text{ and } \max \beta \{ \| D_p k \|, \| k D_p \| \} \leq 2 \text{ if} \]

\[ \| [D_{\alpha,\beta}, \pi(T(a) + k)] \| \leq 1. \]
We will then impose the condition $\alpha \beta \leq 1$ in all of our future statements, and this also fits nicely with the results of Theorem 3.9 which indicate that the product $\alpha \beta$ is a relevant parameter.

**Proposition 1.11.** For any pair of positive real numbers $\alpha, \beta$ such that $\alpha \beta \leq 1$ the tuple

$$(A_t, K, D_{\alpha, \beta})$$

is a spectral triple associated to the $C^*$-algebra $T$. This extended spectral triple is $s$-summable if and only if the given one is $s$-summable.

**Proof.** Having the Lemma 1.9 we just have to prove that each $D_{\alpha, \beta}$ has compact resolvents, but that follows immediately from the definition of $D_{\alpha, \beta}$. Since $P$ commutes with the spectral projections for $D$, each eigenspace $H_{\lambda_i}$ for $D$ decomposes as an orthogonal sum $PH_{\lambda_i} \oplus (I - P)H_{\lambda_i}$ and we can find an orthonormal basis for $PH_i$, say $(e_i)$, consisting of eigenvectors for $D_{\alpha, \beta}$, plus an orthonormal basis for $(I - P)H_i$, say $(f_j)$, consisting of eigenvectors for $D_{\alpha, \beta}$. If $e_i$ is an eigenvector corresponding to the eigenvalue $\lambda_i$, the operator $D_{\alpha, \beta}$ will have an invariant 2-dimensional subspace of the form $\{(ze_i, we_i, 0) \mid z, w \in \mathbb{C} \}$ in the decomposition of $K$. The eigenvalues of $D_{\alpha, \beta}$ on this space are determined by the $2 \times 2$ matrix

$$M(\alpha, \beta) := \begin{pmatrix} 0 & \beta \\ \beta & \frac{1}{\alpha} \end{pmatrix}$$

such that the eigenvalues become $\lambda_i$ times the eigenvalues of $M(\alpha, \beta)$. For an eigenvector $f_j$ for $D_{\alpha, \beta}$ corresponding to an eigenvalue $\mu_j$ this vector becomes an eigenvector for $D_{\alpha, \beta}$ corresponding to the eigenvalue $\mu_j/\alpha$. Let now $s$ denote a positive real and we see that we get the equality below

$$\text{Tr}(|D_{\alpha, \beta}|^{-s}) = \text{Tr}(|M(\alpha, \beta)|^{-s}) \text{Tr}(|D_p|^{-s}) + \alpha^s \text{Tr}(|D_q|^{-s})$$

and the proposition follows. \hfill \Box

While we are at such matrix computations we remind you that for positive real numbers $\alpha, \beta, \gamma, \delta$, Hilbert spaces $L, M, N$ and bounded operators $v \in B(M, L)$, $x \in B(L, M)$, $y \in B(M, z \in B(N)$, we can obtain the identities below with respect to some operator matrices on Hilbert sum $L \oplus M \oplus N$. 

\[
\begin{pmatrix}
0 & \alpha \\
\beta x & \frac{1}{\gamma} y \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & \beta v & 0 \\
\frac{1}{\gamma} y & 0 & 0 \\
0 & \frac{1}{\gamma} z & \alpha
\end{pmatrix} =
\begin{pmatrix}
\beta x & \frac{1}{\gamma} y & 0 \\
\frac{1}{\gamma} y & 0 & 0 \\
0 & \frac{1}{\gamma} z & \alpha
\end{pmatrix}
\begin{pmatrix}
0 & \beta v & 0 \\
\frac{1}{\gamma} y & 0 & 0 \\
0 & \frac{1}{\gamma} z & \alpha
\end{pmatrix} =
\begin{pmatrix}
\sqrt{\frac{\alpha}{\gamma}(\frac{\beta}{\delta})} I & 0 & 0 \\
0 & \sqrt{\frac{\alpha}{\gamma} I} & 0 \\
0 & 0 & \sqrt{\frac{\alpha}{\gamma} I}
\end{pmatrix}
\begin{pmatrix}
0 & \delta v & 0 \\
\frac{1}{\gamma} y & 0 & 0 \\
0 & 0 & \frac{1}{\gamma} z
\end{pmatrix}
\begin{pmatrix}
\sqrt{\frac{\alpha}{\gamma}(\frac{\beta}{\delta})} I & 0 & 0 \\
0 & \sqrt{\frac{\alpha}{\gamma} I} & 0 \\
0 & 0 & \sqrt{\frac{\alpha}{\gamma} I}
\end{pmatrix}
\]

and by (5) we can conclude as stated in the following lemma.

**Lemma 1.12.** Let \( a \) be in \( A \), \( k \) in \( A_{c} \) and \( \alpha, \beta, \gamma, \delta \) positive real numbers such that \( \alpha \beta \leq 1 \) and \( \gamma \delta \leq 1 \). For \( t := T(a) + k \):

\[
\| [D_{\alpha, \beta}, \pi(t)] \| \leq \max \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} \| [D_{\gamma, \delta}, \pi(t)] \|.
\]

We will use this result heavily in the computations to come.

2. **The family of compact quantum metric spaces \( (A_{T}, L_{\alpha, \beta}) \)**

For a spectral triple \( (A, H, D) \) associated to a unital C*-algebra \( A \),

Connes has showed that it is possible to define a metric on the state space \( S(A) \) of \( A \) by the following formula

\[
\forall \phi, \psi \in S(A) : \quad \text{dist}_{A}(\phi, \psi) := \sup \{ \| (\phi - \psi)(a) \| \| [D, a] \| : \| [D, a] \| \leq 1 \}.
\]

A metric defined in this generality is allowed to be infinite, but here we are mostly interested in spectral triples which have the extra property that the metric defined above is an ordinary metric, which also is a metric for the \( w^{*}\)-topology on the state space. This aspect of non commutative geometry has been studied in several articles by Marc Rieffel [26] and references there. Rieffel has generalized this set up to what he calls compact quantum metric spaces. Here the algebra \( A \) of the spectral triple is replaced by an order unit space and the Dirac operator is not directly present, but replaced by a seminorm \( L \) on \( A \). In the case where a spectral triple is present the seminorm is given by \( A \ni a \rightarrow L(a) := \| [D, a] \| \). Our investigation will not be so general here, since we will only study degenerations of spectral triples as constructed in the previous section. On the other hand we will base our results on Rieffel’s memoir [27], and we will use the language from that memoir to quantify the impact of the changes of the parameters
\(\alpha\) and \(\beta\). We will now recall some definitions and results from that memoir.

**Definition 2.1.** An order-unit space is a real partially ordered vector space, \(A\), with a distinguished element \(e\) (the order unit) which satisfies:

(i) (Order unit property) For each \(a \in A\) there is an \(r \in \mathbb{R}\) such that \(a \leq re\).

(ii) (Archimedean property) If \(a \in A\) and if \(a \leq re\) for all \(r \in \mathbb{R}\) with \(r > 0\), then \(a \leq 0\).

The norm on an order-unit space is given by

\[
\|a\| = \inf \{ r \in \mathbb{R} : -re \leq a \leq re \}.
\]

Any order-unit space can be realized as a real linear subspace of the vector space of self-adjoint bounded operators on a Hilbert space in such a way that the order unit is the unit operator \(I\).

**Definition 2.2.** Let \((A, e)\) be an order-unit space, and its dual, \(A^*\). The state space \(S(A)\) is defined to be the collection of all states, \(\mu\), of \(A\), i.e. \(\mu \in A^*\) such that \(\mu(e) = 1 = \|\mu\|\).

Consider now a seminorm \(L\) on the order-unit space \((A, e)\) having its null-space equal to the scalar multiples of the order unit. Then, for \(\mu, \nu \in S(A)\) one can define a metric, \(\rho_L\), on \(S(A)\) by

\[
\rho_L(\mu, \nu) := \sup \{ |\mu(a) - \nu(a)| : L(a) \leq 1 \}.
\]

In absence of further assumptions, \(\rho_L(\mu, \nu)\) may be infinite. It is most often true that the \(\rho\)-topology on \(S(A)\) is finer than the weak*-topology.

**Definition 2.3.** Let \((A, e)\) be an order-unit space. A Lip-norm on \(A\) is a seminorm \(L\) on \(A\) with the following properties:

(i) For \(a \in A\) we have \(L(a) = 0\) if and only if \(a \in \mathbb{R}e\).

(ii) The topology on \(S(A)\) from the metric \(\rho_L\) is the weak*-topology.

**Definition 2.4.** A compact quantum metric space is a pair \((A, L)\) consisting of an order-unit space \(A\) with a Lip-norm \(L\) defined on it.

In our context we have four C*-algebras \(C(PH), A, T, \) and the unitarization of the compacts which we define by \(\mathcal{C} := \widehat{C(PH)} := C(PH) + \mathbb{C}I_{PH}.\) We will now define the order unit spaces and associated Lip-norms, which we will study.

**Definition 2.5.** The order unit spaces \(A_C, A_A, A_T\) are defined by:

(9) \(A_C := \{ k + \lambda I | \lambda \in \mathbb{R}, k = k^* \in A_c \}\) Definition 1.8

(10) \(A_A := \{ a \in A | a = a^* \}\)

(11) \(A_T := T(A_A) + A_C = \{ t \in A_t | t = t^* \}\)
Definition 2.6. The seminorms $L_C, L_A$ and $L_{\alpha,\beta}$ on $A_C, A_A$ and $A_T$ are defined by

\begin{align*}
(12) & \forall k \in A_C \cap C(PH) \forall \lambda \in \mathbb{R} : L_C(k + \lambda I) := \|D_p k\|, \\
(13) & \forall a \in A_A : L_A(a) := \|[D, a]\|, \\
(14) & \forall t \in A_T : L_{\alpha,\beta}(t) := \|[D_{\alpha,\beta}, \pi(t)]\|.
\end{align*}

The corresponding Minkowski sets or unit balls are defined by

Definition 2.7.

\begin{align*}
(16) & U_C := \{x \in A_C \mid L_C(x) \leq 1\} \\
(17) & U_A := \{a \in A_A \mid L_A(a) \leq 1\} \\
(18) & U_{\alpha,\beta} := \{t \in A_T \mid L_{\alpha,\beta}(t) \leq 1\}
\end{align*}

The associated metrics are given by

Definition 2.8.

\begin{align*}
(19) & \forall f, g \in \widehat{S(C(PH))} : \text{dist}_C(f, g) := \sup \{|f(k) - g(k)| \mid k \in U_C\} \\
(20) & \forall \mu, \nu \in S(A) : \text{dist}_A(\mu, \nu) := \sup \{||\mu(a) - \nu(a)|| \mid a \in U_A\} \\
(21) & \forall \phi, \psi \in S(T) : \text{dist}_{\alpha,\beta}(\phi, \psi) := \sup \{|\phi(t) - \psi(t)| \mid t \in U_{\alpha,\beta}\}.
\end{align*}

The diameters of these spaces, which may take the value $\infty$, are denoted $\text{diam}_C, \text{diam}_A$ and $\text{diam}_{\alpha,\beta}$ respectively.

Let $X$ denote any of the 3 subscripts $C, A, (\alpha, \beta)$, then it follows from [28] that the metric $\text{dist}_X$ defined above is a metric for the $w^*$-topology on the corresponding state space, if and only if the set $U_X$ is separating for the state space, and the image of $U_X$ in the quotient space $A_X/\mathbb{R}I$ is relatively norm compact ($A_{\alpha,\beta} := A_T$). We start by showing that $L_C$ is always a Lip-norm and then we show that any $L_{\alpha,\beta}$ is a Lip-norm if $L_A$ is so.

Proposition 2.9. The seminorm $L_C$ is a Lip-norm.

Proof. Let us first prove that $U_C$ will separate the state space of $\widehat{C(PH)}$. To this end we remind you that the spectrum of $D_p$ is discrete and $D_p$ has a compact inverse (on $PH$), since it has a trivial kernel. Let then $h := D_p^{-1}$ and it follows that the set $\{hyh \mid y \in B(PH) \text{ and } y = y^*\}$ is contained in $A_C \cap C(PH)$. Since $h$ is selfadjoint with trivial kernel (in $B(PH)$) this set is norm dense in the self-adjoint part of $C(PH)$, and it follows that the set $\{hyh \mid y \in B(PH) \text{ and } y = y^*\}$ separates the states and that $U_C$ will do too.
Let us define $U_C^\circ := \{ k \in A_C \cap C(PH) \mid \|D_p k\| \leq 1 \}$, and we will prove that this set is norm compact. From here it will follow directly that $U_C^\circ / (RI) = (U_C^\circ + RI) / (RI)$ is norm compact.

To see that $U_C^\circ$ is norm compact we will let $\varepsilon$ denote a positive real and recall that $h$ is compact, so there exists a finite dimensional spectral projection $E$ for $h$ such that $\|h(I - E)\| < \varepsilon$. For a $k$ in $U_C^\circ$ we then have

$$\|k(I - E)\| = \|kD_p h(I - E)\| \leq \varepsilon \|kD_p\| \leq \varepsilon.$$  

and since $k$ is self-adjoint

$$\|(I - E)k\| \leq \varepsilon.$$  

Then for the set $U_C^\circ$ we get $U_C^\circ = U_C^\circ (I - E) + (I - E) U_C^\circ + EU_C^\circ E$, where each operator in either of the first two summands is of norm at most $\varepsilon$ and the set $EU_C^\circ E$ is the unit ball for some norm on the finite dimensional space $B(EH)$. It then follows that $U_C^\circ$ is relatively norm compact. To see that it is norm closed, we consider a sequence $(k_n)$ of elements from $U_C^\circ$ which converges in norm to a compact self-adjoint operator $k$. For any spectral projection $E$ of $D_p$ corresponding to a bounded interval of the real numbers we have that the sequence $(D_p E k_n)$ is norm convergent with limit $D_p E k$, and we see that $\|D_p E k\| \leq 1$, and therefore $k$ belongs to $U_C^\circ$.

We will end this section by showing that each of the seminorms $L_{\alpha,\beta}$ is a Lip-norm if the seminorm $L_A$ is a Lip-norm. This leads to a detailed study - in the next section - of the two parameter family of compact quantum metric spaces, $(A_T, L_{\alpha,\beta})$. On the other hand we already now need some estimates on the relations between the various seminorms in order to prove that $\text{dist}_{\alpha,\beta}$ generates the $w^*$-topology, if $\text{dist}_A$ does so.

**Lemma 2.10.** Let $\alpha, \beta$ be positive reals such that $\alpha \beta \leq 1$, $k$ a compact operator in $A_C$ and $a$ an operator in $A_A$ then $t = k + T(a)$ is in $A_T$ and

(22) \quad $L_A(a) \leq \alpha L_{\alpha,\beta}(t)$

(23) \quad $L_C(k) \leq \frac{1 + \alpha \beta}{\beta} L_{\alpha,\beta}(t)$

**Proof.** The first inequality follows directly from (5) and properties of norms of matrices. For the second inequality we use again (5), the
result in the first inequality and the triangle inequality to obtain
\[ \beta L_C(k) \leq L_{\alpha,\beta}(t) + \beta \| [D_p, T(a)] \| \leq L_{\alpha,\beta}(t) + \beta L_A(a) \]
\[ \leq (1 + \alpha \beta)L_{\alpha,\beta}(t). \]
and the lemma follows.

Proposition 2.11. If \( L_A \) is a Lip-norm, then for each pair of positive reals \((\alpha, \beta)\) such that \( \alpha \beta \leq 1 \) the seminorm \( L_{\alpha,\beta} \) is a Lip-norm.

Proof. To see that \( U_{\alpha,\beta}/(\mathbb{R}I) \) is relatively norm compact we turn back to Lemma 2.10, which implies that for a \( t = T(a) + k \) in \( U_{\alpha,\beta} \) we have that
\[ a \in \alpha U_A \text{ and } k \in \frac{1 + \alpha \beta}{\beta} U_C, \]
so
\[ U_{\alpha,\beta} \subseteq \alpha T(U_A) + \frac{1 + \alpha \beta}{\beta} U_C \tag{24} \]
and
\[ U_{\alpha,\beta}/(\mathbb{R}I) \subseteq \alpha T(U_A/(\mathbb{R}I)) + \frac{1 + \alpha \beta}{\beta} U_C/(\mathbb{R}I). \]
Since \text{dist}_A generates a metric for the w*-topology on \( S(A) \) the set \( U_A/(\mathbb{R}I) \) is relatively norm compact in \( A_A/(\mathbb{R}I) \), and from the proof of Proposition 2.9 we know that that \( U_C/(\mathbb{R}I) \) is a norm compact subset of \( A_C/(\mathbb{R}I) \) so we find that \( U_{\alpha,\beta}/(\mathbb{R}I) \) is a relatively norm compact subset of \( A_T/(\mathbb{R}I) \).

In the recent article [26] Rieffel studies Lip-norms which satisfy some extra conditions, which he needs in order to show certain results on convergence in the space of compact quantum metric spaces, equipped with the quantum Gromov-Hausdorff metric. The new seminorms are called \( C^\ast\)-seminorms and it seems most likely that the seminorms we study may possess most of the properties which a \( C^\ast\)-seminorm is required to have. We will not recall all of the definitions from [26], but just recall that one of the properties is that such a seminorm is demanded to be lower semicontinuous. In our context this means that the set \( \{ t \in A_T \mid \| L_{\alpha,\beta}(t) \| \leq 1 \} \) is norm closed. It seems quite unlikely to be the case here since we have imposed some regularity conditions in Definition 1.2. on the set \( A_A \). This means that already the seminorm \( L_A \) will probably not in general be lower semicontinuous. On the other hand we might extend such a seminorm to a larger subalgebra of \( T \) and in this way obtain a lower semicontinuous seminorm, but then it seems difficult for an operator \( t \) in the extended domain for \( L_{\alpha,\beta} \) to
control the behavior of the matrix matrix parts of the commutators of the form $[D_{\alpha,\beta}, t]$.

We are very thankful to Hanfeng Li, who has showed us, how it is possible to prove that the seminorm $L_{\alpha,\beta}$ has the two other properties of a C*-seminorm named *spectral stability* and *strongly Leibniz*, provided the original seminorm $L_A$ has these properties. On the other hand it seems that the regularity conditions, we have imposed, may be in conflict with the possibility for $L_A$ to be spectrally stable. Mainly inspired by the classical case we have the impression that the difficulties of this type may be avoided if we restrict our construction to the special case, where the domain of definitions for the seminorms, $A_A$ and $A_T$ are only the smooth elements as defined by Connes in his smoothness axiom of [8]. We will present and discuss this axiom in Section 6.

3. THE COMPACT QUANTUM METRIC SPACES ASSOCIATED TO $T$

In this section we will suppose that the seminorm $L_A$ is a Lip-norm, and then by Proposition 2.11 all the tuples $(A_T, L_{\alpha,\beta})$ are compact quantum metric spaces. This means that the metric spaces

$$\{(S(T), \text{dist}_{\alpha,\beta}) \mid 0 < \alpha \beta \leq 1\}$$

are equipped with the w*-topology and hence they are ordinary compact metric spaces. It seems natural to compare these metric spaces by obtaining Lipschitz estimates between any pair of two metrics. Based on the Lemma 1.12 we can quite easily obtain such results, which we present just below. The spaces we are studying are not only compact metric spaces but also *compact quantum metric spaces* and Rieffel has in the memoir [27] developed a distance concept for such spaces called the *quantum Gromov-Hausdorff distance*. This last concept of distance is based on the Hausdorff metric on the closed subsets of a compact metric space. Gromov has extended this idea and introduced a distance function defined on pairs of compact metric spaces, and finally Rieffel [27] has extended Gromov’s ideas to cover the case of compact quantum metric spaces. We will return to this definition shortly, but first we will treat the Lipschitz estimates between a pair of metrics $\text{dist}_{\alpha,\beta}$ and $\text{dist}_{(\gamma,\delta)}$ on $S(T)$.

**Proposition 3.1.** For any positive reals $\alpha, \beta, \gamma, \delta$ such that $\alpha \beta \leq 1$, $\gamma \delta \leq 1$ and any $t$ in $A_T$

$$\min \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} L_{\gamma,\delta}(t) \leq L_{\alpha,\beta}(t) \leq \max \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} L_{\gamma,\delta}(t)$$
We will only prove the right inequality, since the left then follows by symmetry. As usual we have a decomposition of $t$ in $A_T$ as the sum $T(a) + k$ with $a$ in $A_A$ and $k$ in $A_C \cap C(\phi)$. When going back to the definition in (14) we get
\[ L_{\alpha,\beta}(t) = \| [D_{\alpha,\beta}, \pi(t)] \| \]
and from the results of Lemma 1.12 we then get
\[ L_{\alpha,\beta}(t) \leq \max \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} L_{\gamma,\delta}(t). \]

The results of Proposition 3.1 may be applied to the metrics $\text{dist}_{\alpha,\beta}$ and we can obtain the following proposition.

**Theorem 3.2.** Let $\alpha$, $\beta$, $\gamma$, $\delta$ be positive reals such that $\alpha \beta \leq 1$ and $\delta \gamma \leq 1$, then the metrics $\text{dist}_{\alpha,\beta}(\cdot, \cdot)$ and $\text{dist}_{\gamma,\delta}(\cdot, \cdot)$ on $S(T)$ are Lipschitz equivalent and satisfy the following inequalities
\[
\forall \phi, \psi \in S(T) : \min \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} \text{dist}_{\alpha,\beta}(\phi, \psi) \leq \text{dist}_{\gamma,\delta}(\phi, \psi) \leq \max \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} \text{dist}_{\alpha,\beta}(\phi, \psi).
\]

**Proof.** The Proposition 3.1 shows that with the notation from Definition 2.7 we get
\[
\min \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} U_{\alpha,\beta} \subseteq U_{\gamma,\delta} \subseteq \max \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} U_{\alpha,\beta}.
\]
The theorem then follows from the definition given in (21).

We have now seen that any two metrics in this two parameter family of metrics on $S(T)$ are Lipschitz equivalent, and it follows from this that we can deduce estimates of the distance with respect to a quantum Gromov-Hausdorff metric between the compact quantum metric spaces $(A_T, L_{\alpha,\beta})$ and $(A_T, L_{\gamma,\delta})$.

We shall first review, briefly, the Gromov-Hausdorff distance for compact metric spaces and Rieffel’s quantum distance for compact quantum metric spaces. We use as references [22] and [27]. For any closed subset $Y$ of a metric space $(X, \rho)$ and $r > 0$, we denote:
\[
\mathcal{N}^\rho_r(Y) := \{ x \in X : \exists y \in Y \text{ with } \rho(x, y) \leq r \}.
\]
Let $S$ denote the class of all non-empty closed subsets of $X$. The formula,

$$\forall Y, Z \in S : \text{dist}_H^p(Y, Z) := \inf \{ r : Y \subset N_r(Z) \text{ and } Z \subset N_r(Y) \},$$

defines a metric (called the Hausdorff metric) on $S$. One can also use the notation $\text{dist}_H^X(Y, Z)$ when there is no confusion about the metric on $X$.

Gromov generalized the Hausdorff distance to a distance between any two compact metric spaces $X, Y$ as follows

$$\text{dist}_{GH}(X, Y) := \inf \{ \text{dist}_Z^p(h_X(X), h_Y(Y)) : h_X : X \to Z, h_Y : Y \to Z \text{ are isometric embeddings into some compact metric space } Z \}.$$ 

One can reduce the space $Z$ above to be the disjoint union $X \sqcup Y$, and we shall denote with $D(X, Y)$ the set of all distances $\rho$ on $X \sqcup Y$ fulfilling that the inclusions $X, Y \hookrightarrow X \sqcup Y$ are isometric embeddings. It is then true that

$$\text{dist}_{GH}(X, Y) := \inf \{ \text{dist}_H^\rho(X, Y) : \rho \in D(X, Y) \}.$$ 

Let $A$ be an order-unit space. By a quotient $(B, \pi)$ of $A$, we mean an order-unit space $B$ and a surjective linear positive map $\pi : A \to B$ preserving the order-unit. Via the dual map $\pi^* : B^* \to A^*$, one may identify $S(B)$ with a closed convex subset of $S(A)$. This gives a bijection between isomorphism classes of quotients of $A$ and closed convex subsets of $S(A)$. If $L$ is a Lip-norm on $A$, then the quotient seminorm $L_B$ on $B$, defined by

$$L_B(b) := \inf \{ L(a) : \pi(a) = b \}$$

is a Lip-norm on $B$, and $\pi^* |_{S(B)} : S(B) \to S(A)$ is an isometry for the corresponding metrics $\rho_L$ and $\rho_{L_B}$.

Let $(A, L_A)$ and $(B, L_B)$ be compact quantum metric spaces. The direct sum $A \oplus B$ has naturally the structure of an order unit space with order unit $(e_A, e_B)$. We will let $\mathcal{M}(L_A, L_B)$ denote the the set of all Lip-norms $L$ on $A \oplus B$ that induces $L_A$ and $L_B$ under the natural quotient maps $A \oplus B \to A$ and $A \oplus B \to B$. For an element $L$ in $\mathcal{M}(L_A, L_B)$ with the associated metric $\rho_L$ on $S(A \oplus B)$, it is then possible to consider both of the compact metric spaces $(S(A), \rho_{L_A})$ and $(S(B), \rho_{L_B})$ as compact subsets of the compact metric space $(S(A \oplus B), \rho_L)$, and one can then compute the usual Hausdorff distance between them. This distance is denoted $\text{dist}_H^\rho(S(A), S(B))$. We can then define a metric on compact quantum metric spaces as follows.
**Definition 3.3.** Let \((A, L_A)\) and \((B, L_B)\) be compact quantum metric spaces. Then the quantum Gromov-Hausdorff distance between them is denoted \(\text{dist}_q(A, B)\) and it is defined by

\[
\text{dist}_q((A, L_A), (B, L_B)) := \inf \{ \text{dist}^\rho_{\mathcal{H}}(S(A), S(B)) \mid L \in \mathcal{M}(L_A, L_B) \}.
\]

Li gave in [22] the following description of the Gromov-Hausdorff distance.

**Proposition 3.4.** Let \((A, L_A)\) and \((B, L_B)\) be compact quantum metric spaces. Then we have

\[
\text{dist}_q((A, L_A), (B, L_B)) = \inf \{ \text{dist}^V_{\mathcal{H}}(h_A(S(A)), h_B(S(B))) : h_A, h_B \text{ are affine isometric embeddings of } S(A), S(B) \text{ into some real normed space } V \}.
\]

This tells us that the quantum Gromov-Hausdorff distance between two compact quantum metric spaces \((A, L_A)\) and \((B, L_B)\) always will be larger or equal to the Gromov-Hausdorff distance between the compact metric spaces \((S(A), \rho_{L_A})\) and \((S(B), \rho_{L_B})\).

Besides Rieffel and Li, there are by now several mathematicians who have published articles on convergence and estimates of distances between compact quantum metric spaces and even incorporated the extra structure coming from the theory of operator spaces into their research [17], [21], [30] and we have found this very stimulating for the present work.

We will now use the results of Proposition 3.1 to compute estimates for the distance between a pair \((A_T, L_{\alpha,\beta})\) and \((A_T, L_{\gamma,\delta})\) of compact quantum metric spaces. Our construction is based on Rieffel’s concept called a bridge, but we could not get his concept to fit exactly into our frame, so we have modified it a bit and incorporated the idea of a bridge into the proof of the following proposition. On the other hand our situation is much simpler than the general situation, considered by Rieffel, since the order unit space is kept fixed as \(A_T\).

**Proposition 3.5.** Let \(A\) be an order unit space and let \(L_1\) and \(L_2\) be two Lip-norms on \(A\) for which there exist positive real number \(s < r\) such that

\[
\forall a \in A : \quad sL_2(a) \leq L_1(a) \leq rL_2(a).
\]
Define \( L_3 := (1/\sqrt{rs})L_1 \), let \( \text{dist}_3 \), \( \text{dist}_2 \) be the metrics induced by \( L_3, L_2 \) and let \( \text{diam}_3, \text{diam}_2 \) denote the diameters of the compact metric spaces \((S(A), \text{dist}_3), (S(A), \text{dist}_2)\) then

\[
\text{dist}_q((A, L_3), (A, L_2)) \leq \left( \sqrt{\frac{r}{s}} - 1 \right) \min\{ \text{diam}_3, \text{diam}_2 \}.
\]

**Proof.** We first fix an arbitrary base point, which in this case means a state \( \sigma \) on \( A \), and then we let \( M \) denote an arbitrary positive real. Later in the argument we will let \( M \) increase unlimited, so you may think of \( M \) as a big positive real. We will let \( R \) denote the positive real which is defined by

\[
R := \frac{\sqrt{s}}{\sqrt{r} - \sqrt{s}}
\]

and we can then define a seminorm \( L \) on \( A \oplus A \) by

\[
\forall a, b \in A : L(a, b) := \max\{ L_3(a), L_2(b), RL_3(a - b), RL_2(a - b), M|\sigma(a - b)| \}.
\]

Since \( L \) is defined as a maximum over seminorms, it follows that \( L \) is a seminorm on \( A \oplus A \). If \( L(a, b) = 0 \) then since \( L_3 \) and \( L_2 \) are Lipschitz norms we see that \( a = \alpha I \) and \( b = \beta I \) for some real numbers \( \alpha, \beta \) and finally \( \sigma(a - b) = 0 \) implies that \( \alpha = \beta \), so \( (a, b) = (I, I) \) and the first condition for \( L \) being a Lipschitz norm is established. We will of course also show that \( L \) belongs to \( \mathcal{M}(L_3, L_2) \), and we will address the question of whether \( L \) induces \( L_3 \) and \( L_2 \) on the summands first. Let us start by looking at the first summand and \( L_3 \) first. We then define the following sets.

\[
U_L := \{(a, b) \in A \oplus A \mid L(a, b) \leq 1\}
\]

\[
U_{L|A} := \{ a \in A \mid \exists b \in A : (a, b) \in U_L \}
\]

\[
U_2 := \{ b \in A \mid L_2(b) \leq 1\}
\]

\[
U_3 := \{ a \in A \mid L_3(a) \leq 1\}
\]

In order to prove that \( L \) induces \( L_3 \) it is sufficient to prove that \( U_{L|A} = U_3 \), so we will do that. By definition \( L(a, b) \geq L_3(a) \) so for any pair \( (a, b) \in U_L \) we have \( a \in U_3 \), and then \( U_{L|A} \subseteq U_3 \). To establish the opposite inclusion we choose an \( a \in U_3 \) and construct a suitable \( b \) such that \( (a, b) \) is in \( U_L \). It is a matter of checking to show that the element \( b \) in \( A \) defined by \( b := \sqrt{s/ra} + (1 - \sqrt{s/r})\sigma(a)I \) will do. The situation for the second summand is very similar, and it turns
out that for any $b$ in $A$ such that $L_2(b) \leq 1$ we can define $a$ in $A$ by
\[ a := \sqrt{s/rb + (1 - \sqrt{s/r})\sigma(b)I}, \]
and then $L(a, b) \leq 1$.

The seminorm $L$ is defined on all of $A \oplus A$ so the set $U_L$ will be
separating for the states on $A \oplus A$.

We then just have to prove that the set $U_L/(\mathbb{R}(I, I))$ is relatively
norm compact in the quotient space $(A \oplus A)/(\mathbb{R}(I, I))$. Let $\tilde{\sigma}$ denote
the state on $A \oplus A$ given by $\tilde{\sigma}(a, b) := \sigma(a)$, then it is standard to
deduce that $U_L/(\mathbb{R}(I, I))$ is relatively norm compact if and only if the
set $U_\sigma := \{(a, b) \in U \mid \tilde{\sigma}(a, b) = 0\}$ is relatively norm compact in $A \oplus A$.

For these sets we find that $U_\sigma \subseteq U_3 \oplus U_2$ so the metric $\rho_L$
generates the w*-topology on $S(A \oplus A)$.

We can now use this metric to get an upper estimate for the quan-
tum Gromov-Hausdorff distance and we find that for any state $\phi$ on $A$
\[ \rho_L((\phi, 0), (0, \phi)) = \sup \{ |\phi(a - b)| \mid (a, b) \in U_L \} \]
\[ \leq \sup \{ |(\phi - \sigma)(a - b)| \mid (a, b) \in U_L \} + \frac{1}{M} \]
\[ \leq \min \left\{ \frac{\text{diam}_3}{R}, \frac{\text{diam}_2}{R} \right\} + \frac{1}{M} \]
\[ \text{since } (a - b) \in \frac{1}{R}U_3 \cap \frac{1}{R}U_2 \]

By letting $M$ grow we conclude that
\[ \text{dist}_q((A, L_3), (A, L_2)) \leq \left( \sqrt{r/s} - 1 \right) \min \{\text{diam}_3, \text{diam}_2\}. \]
and the proposition follows.

\[ \square \]

**Remark 3.6.** In connection with the proposition above it may be rele-
vant to note that the diameters $\text{diam}_2, \text{diam}_3$ relate in a reciprocal way
as the corresponding seminorms, so we have
\[ \sqrt{s/r} \cdot \text{diam}_3 \leq \text{diam}_2 \leq \sqrt{r/s} \cdot \text{diam}_3. \]

The special case where the seminorms $L_1$ and $L_2$ are proportional is
taken out as a corollary.

**Corollary 3.7.** Let $A$ be an order unit space with a Lip-norm $L$. For
any positive real $t$ :
\[ \text{dist}_q((A, L), (A, tL)) \leq |1 - 1/t| \text{diam}_{(A,L)}. \]

\[ \text{Proof.} \] Suppose $t > 1$ then for the Lip-norm $N := t^2L$ we have $L \leq N \leq t^2L$. The proposition then applies with $s = 1$ and $r = t^2$, so
for $tL = (1/\sqrt{sr})N$ we get by the Remark 3.6 and the use of the min option in Proposition 3.5

\[
\text{dist}_q((A, L), (A, tL)) \leq \left(\sqrt{r/s} - 1\right) \text{diam}_{tL} = (t - 1)\text{diam}_{tL} = (1 - t^{-1})\text{diam}_L.
\]

For $t < 1$ and $N = t^2L$ we get $t^2L \leq N \leq L$ and then

\[
\text{dist}_q((A, L), (A, tL)) \leq (t^{-1} - 1)\text{diam}_L.
\]

□

The corollary above suggests that it could be interesting to see what will happen for $t$ increasing to infinity, so we will include such a result.

**Proposition 3.8.** Let $(A, L)$ be an order unit space with a Lip-norm, and let $(\mathbb{R}, 0)$ be the one point order unit space with Lip-norm equal to 0. For any positive real $t$ we have the estimate.

\[
\text{dist}_q((A, tL), (\mathbb{R}, 0)) \leq \frac{\text{diam}_{(A, L)}}{t}.
\]

**Proof.** We choose and fix a state $\sigma$ on $A$ and let $M$ denote a big positive real. We can then define a seminorm $\hat{L}_t$ on $A \oplus \mathbb{R}$ by

\[
\hat{L}_t(a, s) := \max\{tL(a), M|\sigma(a) - s|\}
\]

It is easy to check that $\hat{L}_t$ induces the seminorms $tL$ on $A$ and the zero seminorm on $\mathbb{R}$. The order unit space $\mathbb{R}$ has exactly one state which we denote by $\psi$. For a state $\phi$ on $A$ we can estimate as follows.

\[
\text{dist}_{\hat{L}_t}((\phi, 0), (0, \psi))
\]

\[
= \sup\{|\phi(a) - s| \mid \hat{L}_t(a, s) \leq 1\}
\]

\[
\leq \sup\{|\phi(a) - \sigma(a)| \mid tL(a) \leq 1\} + \sup\{|\sigma(a) - s| \mid |\sigma(a) - s| \leq \frac{1}{M}\}
\]

\[
\leq \frac{\text{diam}_{(A, L)}}{t} + \frac{1}{M}.
\]

The proposition follows. □

We can then combine some of the results just obtained with Proposition 3.1 to obtain estimates on the variation of the compact quantum metric spaces $(A_T, L_{\alpha, \beta})$. In this connection we will let $\text{diam}_{\alpha, \beta}$ denote the diameter of this space.
**Theorem 3.9.** If $\alpha, \beta, \delta, \gamma$ are positive reals such that $\alpha \beta \leq 1$ and $\gamma \delta \leq 1$ then:

$$\text{dist}_q((A_T, L_{\alpha,\beta}), (A_T, L_{\gamma,\delta}))$$

$$\leq \left( \max \left\{ \frac{\alpha \beta}{\gamma \delta}, \frac{\gamma \delta}{\alpha \beta} \right\} - 1 + \left| 1 - \frac{\beta}{\delta} \right| \right) \text{diam}_{\alpha,\beta},$$

**Proof.** Inspired by Proposition 3.1 we define

$$s := \min \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\} \quad r := \max \left\{ \frac{\gamma}{\alpha}, \frac{\alpha \beta^2}{\gamma \delta^2} \right\},$$

then we get

$$\forall t \in A_T : \quad s L_{\gamma,\delta}(t) \leq L_{\alpha,\beta}(t) \leq r L_{\gamma,\delta}(t).$$

In the notation from Proposition 3.5

$$\frac{1}{\sqrt{rs}} = \frac{\delta}{\beta} \quad \text{and} \quad \sqrt{\frac{r}{s}} = \max \left\{ \frac{\alpha \beta}{\gamma \delta}, \frac{\gamma \beta}{\alpha \delta} \right\},$$

so we have the estimate

$$\text{dist}_q((A_T, L_{\gamma,\delta}), (A_T, (\delta/\beta) L_{\alpha,\beta}))$$

$$\leq \left( \max \left\{ \frac{\alpha \beta}{\gamma \delta}, \frac{\gamma \delta}{\alpha \beta} \right\} - 1 \right) \text{diam}_{\alpha,\beta}.$$

We can then use Corollary 3.7 and the triangle inequality to get

$$\text{dist}_q((A_T, L_{\gamma,\delta}), (A_T, L_{\alpha,\beta}))$$

$$\leq \left( \max \left\{ \frac{\alpha \beta}{\gamma \delta}, \frac{\gamma \delta}{\alpha \beta} \right\} - 1 + \left| 1 - \frac{\beta}{\delta} \right| \right) \text{diam}_{\alpha,\beta},$$

and the theorem follows.

\[\square\]

4. **On limits of** $(A_T, L_{\alpha,\beta})$

In this section we will keep the set-up from last section so we can continue our investigation of the family of compact quantum metric spaces $(A_T, L_{\alpha,\beta})$ and study the limiting processes $\alpha = 1$, $\beta \to 0$ and $\alpha \to 0$, $\beta = 1$. There are limits in both cases, but they are of different nature. In the first case the expression $L_{1,0}$ has a an obvious meaning and it follows from (5) that this will be a seminorm on $A_T$. This seminorm will be degenerate because its kernel will contain all of $C(PH)$, but on the other hand you can obtain the seminorm $L_A$ directly from $L_{1,0}$, so we recover all the ingredients of the original spectral triple via this limit process. For the family $(\alpha, 1)$ with $\alpha$ decreasing from 1 to 0
there is no sort of a limit on the level of seminorms, since $\alpha$ appears in the expression for $L_{\alpha,\beta}$ in the negative power $1/\alpha$, but this does not affect the convergence of the corresponding compact quantum metric spaces since we prove that the spaces $(A_T, L_{\alpha,1})$ converge to $(A_C, L_C)$ in the quantum Gromov-Hausdorff metric for $\alpha \to 0$. We have thought of possible interpretations of this result and do offer some remarks concerning the connection to physics in the text below, but we are not trained physicists, so we are reluctant to make too many comments in this direction.

The proofs of the results are based on some structural results on the dual space of a unital $C^*$-algebra. Let the dual space of $T$ be denoted $T^*$, and we will then define two subspaces $N$ and $S$ of $T^*$ by

$$N := \{ \phi \in T^* \mid \| \phi | C(PH) \| = \| \phi \| \}$$

$$S := \{ \phi \in T^* \mid \| \phi | C(PH) \| = 0 \}$$

Here the letters $N$ and $S$ are chosen because they refer to the terms normal and singular functionals on $B(H)$. A priori it is not at all clear that $N$ is a subspace, and we will not prove it here, but recall some results of Effros [14] which are presented just below. For details we refer to Dixmier’s book [13] Proposition 2.11.7.

**Proposition 4.1.** With the notation described above, there exist positive contractive linear projection operators $N : T^* \to N$ and $S : T^* \to S$ such that for any $\phi$ in $T^*$

$$N(\phi) + S(\phi) = \phi$$

$$\| N(\phi) \| + \| S(\phi) \| = \| \phi \|$$

It is easy to identify $N$ with the dual space of $C(PH)$ simply by restricting a functional in $N$ to $C(PH)$. The identification the other way goes via the fact that $B(PH)$ is the second dual of $C(PH)$, so the canonical embedding of $C(PH)^*$ into $C(PH)^{**}$ induces an embedding, say $\iota_C$, of $C(PH)^*$ onto $N$.

The space $S$ may be identified with $A^*$ in the following way. The identification is made via the homomorphism $\rho : T \to A$, which was defined in Definition 1.2. Any functional $\mu$ in $A^*$ may be mapped into $S$ by the composition $\mu \circ \rho$. Since the kernel of $\rho$ is $C(PH)$, it follows that this will be an isometric and order isomorphic mapping of $A^*$ onto $S$, and we will denote this embedding $\iota_A$.

As an immediate corollary of these identifications we get the following result.
Corollary 4.2. For any state $\phi$ in $T^*$ there exists a unique pair of states $f$ in $S(C(\mathcal{PH}))$ and $\mu$ in $S(\mathcal{A})$ and a real $\alpha$ in $[0,1]$ such that $\phi = (1 - \alpha) \iota_C(f) + \alpha \iota_A(\mu)$.

These structures have been studied and generalized in [1], [2] and in the language of compact convex sets one would say that the two convex sets $\iota_C(S(C(\mathcal{PH})))$ and $\iota_A(S(\mathcal{A}))$ form a pair of split faces of $S(T)$.

The discussion on how the dual space of $C(\mathcal{PH})$ fits into the dual of $T$ can be applied to the situation when $C(\mathcal{PH})$ is considered as a subalgebra of $\tilde{C}(\mathcal{PH}) = C(\mathcal{PH}) + CI$ too. In this case we will fix a state $\sigma$ from the space $S$ of singular functionals on $T$ and use this state as a basis vector for the one-dimensional singular space associated to the decomposition of $\tilde{C}(\mathcal{PH})^* = \mathcal{N} \oplus \mathbb{C}\sigma$. In the general study of the variation of the metrics on $S(T)$ we will use $\sigma$ as a base point in the $w^*$-compact space $S(T)$.

The limit of $(A_T, L_{1,\beta})$ as $\beta \to 0$

This limit is very easy to understand from the point of view of compact quantum metric spaces. It is simply an affine deformation at the level of seminorms as it can be seen immediately from the definitions 1.8 and 2.6. We will then extend that definition to cover the pair $(1,0)$ too, and let $L_{(1,0)}$ denote the corresponding seminorm. We can also still define the unit ball or Minkowski set $U_{(1,0)}$ for this seminorm by the definitions given at (18), and it follows that $A_C \cap C(\mathcal{PH})$ is contained in $U_{(1,0)}$. It is then easy to prove the following result.

Theorem 4.3. For any $a$ in $A_C$ and $k$ in $A_C$:

$$L_{1,\beta}(T(a) + k) \to L_{1,0}(T(a) + k) = L_A(a) \text{ for } \beta \to 0$$

For states $\phi, \psi$ on $T$ with $\phi = \iota_C(f) + \iota_A(\mu)$, $\psi = \iota_C(g) + \iota_A(\nu)$ the distance formula applied to the seminorm $L_{1,0}$ gives

$$\text{dist}_{1,0}(\phi, \psi) = \begin{cases} 0 & \text{if } \phi = \psi \\ \infty & \text{if } f \neq g \\ \|\mu\| \text{dist}_A(\mu / \|\mu\|, \nu / \|\mu\|) & \text{if } f = g \text{ and } \mu \neq \nu \end{cases}.$$

Proof. Since the kernel of $L_{(1,0)}$ contains all of $A_C$, it follows from the distance formula (8) that $\text{dist}_{1,0}(\phi, \psi) = \infty$ if $f \neq g$. If $\phi \neq \psi$ and $f = g$ then $\|f\| = \|g\| < 1$ so $\|\mu\| = \|\nu\| = 1 - \|f\| \neq 0$. Again the
distance formula and (5) give right away that
\[
\text{dist}_{(1,0)}(\phi, \psi) = \sup\{|(\phi - \psi)(t)| \mid L_{(1,0)}(t) \leq 1\}
\]
\[
= \sup\{|(\mu - \nu)(a)| \mid L_A(a) \leq 1\}
\]
\[
= \|\mu\|\text{dist}_A(\mu/\|\mu\|, \nu/\|\mu\|).
\]

We can not prove that the metric distances \(\text{dist}_{1,\beta}(\phi, \psi)\) converge to \(\text{dist}_{(1,0)}(\phi, \psi)\) for \(\beta \to 0\), when the latter is finite, unless we have a trivial extension, but in the cases where the distance is infinite, i.e. when the normal parts, \(f\) and \(g\), of the states are different, we can always give an estimate of the speed of divergence.

**Proposition 4.4.** Let \(0 < \beta \leq 1\) be a real and \(\phi, \psi\) states on \(T\) with decompositions \(\phi = \iota_C(f) + \iota_A(\mu), \psi = \iota_C(g) + \iota_A(\nu)\). If \(f \neq g\) then there exists a positive real \(\gamma\) such that
\[
\forall \beta \in (0, 1] : \text{dist}_{(1,\beta)}(\phi, \psi) \geq \gamma/\beta.
\]

**Proof.** We will establish a set theoretical inclusion from which the statement is easy to deduce.

\[
\frac{1}{\beta} U_C \cap C(PH) \subseteq U_{1,\beta}.
\]

This inclusion follows from the definitions presented in (16) and the computations which lead to (5). We can then see that the proposition follows when we define \(\gamma\) by
\[
\gamma := \sup\{|(f - g)(k)| \mid k \in U_C \cap C(PH)\}.
\]

Suppose \(\mathcal{A}\) is commutative and represents some classical system and \(T\) models a quantization of \(\mathcal{A}\), then for a couple of states on \(T\), such as \(\phi\) and \(\psi\) we could look at \(f, g\) as their quantum parts and \(\mu, \nu\) as the classical parts. Then it appears that the limit for \(d_{(1,\beta)}(\phi, \psi)\) exists and gives the classical metric, scaled to the size of the classical parts if and only their quantum parts are identical. Another attempt to make an interpretation is that the inequality in the proposition above, implies that in a space where \(\beta\) is small, the quantum parts are far apart; but we do not want to press this any further right now.

**The limit of \((A_T, L_{\alpha,1})\) as \(\alpha \to 0\)**

We realized very early on that the family of compact quantum spaces \((A_T, L_{\alpha,1})\) converges pointwise as concrete metric spaces towards
by (22) it follows that 

\[ L \]

without loss of generality assume that 

\[ L := (1 + h)L \]

For the seminorm induced by 

definition we always have 

\[ \text{it is enough to prove that for a given } t \]

and define 

\[ \alpha \beta \]

\[ (1 + h)L \]

\[ \text{in } k \]

\[ \text{such that this convergence actually also works with respect to the quantum Gromov-Hausdorff metric. Before we prove this result we need a simple estimate.} \]

**Lemma 4.5.** For any positive functional \( f \) in the dual space \( C(PH)^* \):

\[
\sup\{ |f(k)| \mid k \in U_C \cap C(PH) \} \leq \| f \| \text{diam}_C.
\]

**Proof.** Let \( \varepsilon > 0 \) and choose \( x \) in \( U_C \cap C(PH) \) such that \( |f(x)| \geq \sup\{ |f(y)| \mid y \in U_C \cap C(PH) \} - \varepsilon/2 \). Since \( x \) is compact and \( PH \) is of infinite dimension we can find a positive functional \( g \) in \( C(PH)^* \) such that \( \| g \| = \| f \| \) and \( |g(x)| \leq \varepsilon/2 \). Hence

\[
\| f \| \text{diam}_C \geq |(f - g)(x)| \geq \sup\{ |f(y)| \mid y \in U_C \cap C(PH) \} - \varepsilon.
\]

\( \square \)

**Theorem 4.6.** For \( \alpha, \beta \) positive reals such that \( \alpha \beta \leq 1 \):

\[
\text{dist}_q \left( (A_T, L_{\alpha\beta}), (A_C, \beta L_C) \right) \leq \alpha (\text{diam}_A + \text{diam}_C).
\]

**Proof.** We will define a seminorm on \( L \) on \( A_T \oplus A_C \) which induces the given seminorms on each summand. Let \( \sigma \) be a state on \( T \) which vanishes on \( C(PH) \) and let \( M \) be a big positive real number. We can then define the seminorm \( L \).

\[
\forall a \in A_A \forall k, h \in A_C \cap C(PH) \forall s \in \mathbb{R} : \ L((T(a) + k, h + sI)) :=
\]

\[
\max\{ L_{(\alpha,\beta)}(T(a) + k), \beta L_C(h), \frac{1}{\alpha}L_A(a), \frac{1}{\alpha}L_C(k - h), M|\sigma(T(a) - sI)| \} \}
\]

Let us show that the seminorm induced by \( L \) on \( A_T \) is \( L_{(\alpha,\beta)} \). By definition we always have \( L((T(a) + k, h + sI)) \geq L_{(\alpha,\beta)}(T(a) + k) \) so it is enough to prove that for a given \( t = T(a) + k \) with \( a \) in \( A_A \) and \( k \) in \( A_C \cap C(PH) \) we can find an \( h \) in \( A_C \cap C(PH) \) and an \( s \) in \( \mathbb{R} \) such that \( L((T(a) + k, h + sI)) \leq L_{(\alpha,\beta)}(T(a) + k) \). We will prove that \( h := (1 + \alpha \beta)^{-1}k \) and \( s := \sigma(T(a)) \) will work. To this end we may without loss of generality assume that \( L_{(\alpha,\beta)}(T(a) + k) = 1 \), and then by (22) it follows that \( L_A(a) \leq \alpha \), and by (23) we find that \( L_C(k) \leq (1 + \alpha \beta)/\beta \). From here it is easy to prove that \( L((T(a) + k, h + sI)) = 1 \). For the seminorm induced by \( L \) on \( A_C \) we also get by definition that \( L((T(a) + k, h + sI)) \geq \beta L_C(h) \). Let then an \( h + sI \) be given in in \( A_C \) and define \( a := sI, k := h \), then it is again a matter of computation to show that \( L((T(a) + k, h + sI)) = \beta L_C(h) \).

We will then show \( \text{dist}_q \left( (A_T, L_{(\alpha,\beta)}), (A_C, L_C) \right) \leq \alpha (\text{diam}_A + \text{diam}_C) \) by showing that for each positive \( \varepsilon \) and any state \( \phi \) on \( T \) there exists a state \( \psi \) on \( C(PH) \) such that for the metric \( \rho_L \) on the state space of
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A_T \oplus A_C we have ρ_L((φ, 0), (0, ψ)) ≤ α(\text{diam}_A + \text{diam}_C) + ε, and vice versa.

For a state φ on T we can write φ = t_C(f) + t_A(µ) for positive functionals f on C(\mathcal{P}H) and µ on A. Let ĵ denote the extension - with the same norm - of f to \hat{C}(\mathcal{P}H), then the functional ψ is defined as ĵ + ||µ||σ on \hat{C}(\mathcal{P}H) and we get the following string of inequalities

\[ ρ_L((φ, 0), (0, ψ)) = \sup \{ |φ(T(a) + k) - ψ(h + sI)| \mid L((T(a) + k, h + sI)) \leq 1 \} \]
\[ \leq \sup \{ |φ(T(a)) - σ(T(a))| \mid L_A(a) \leq α \} \]
\[ + \sup \{ |σ(T(a)) - s| \mid |σ(T(a)) - s| \leq 1/M \} \]
\[ + \sup \{ |f(k - h)| \mid L_C(k - h) \leq α \} \]
\[ \leq α(\text{diam}_A + \text{diam}_C) + \frac{1}{M}. \]

Given a state ψ on \hat{C}(\mathcal{P}H) we can write ψ = ĵ + (1 - ||f||)σ for a positive functional ĵ on \hat{C}(\mathcal{P}H) of norm at most 1. Then the functional φ is defined as t_C(f) + (1 - ||f||)σ on T, and we get as above.

\[ ρ_L((φ, 0), (0, ψ)) = \sup \{ |φ(T(a) + k) - ψ(h + sI)| \mid L((T(a) + k, h + sI)) \leq 1 \} \]
\[ \leq \sup \{ |φ(T(a)) - σ(T(a))| \mid L_A(a) \leq α \} \]
\[ + \sup \{ |σ(T(a)) - s| \mid |σ(T(a)) - s| \leq 1/M \} \]
\[ + \sup \{ |f(k - h)| \mid L_C(k - h) \leq α \} \]
\[ \leq α(\text{diam}_A + \text{diam}_C) + \frac{1}{M}, \]

and the theorem follows.

The inequalities just above show, that when α → 0 then the system seems to forget how it was created and only the very basic structure of the quantum infinitesimals modelled by C(\mathcal{P}H) are left visible.

5. A QUANTUM METRIC ON THE SET OF PARAMETERS

\[ \mathcal{P} := \{(α, β) \in \mathbb{R}^2 \mid α ≥ 0, β > 0, αβ ≤ 1 \} \cup \{(0, \infty)\} \]

The quantum Gromov-Hausdorff metric on our two-parameter family of compact quantum Hausdorff spaces naturally define a metric on the parameter space, say \mathcal{P}^∞ := \{(α, β) \in \mathbb{R}^2_+ \mid αβ ≤ 1 \}, and we want to get an impression on the sort of metric space we can obtain this way. We have not made a very detailed study of this but we show that
some balls in this metric are unbounded with respect to the Euclidian distance in $\mathbb{R}^2$. We also show, the other way around, that some sets which are bounded with respect the Euclidian metric are unbounded with respect to the quantum-metric. Based on the results in Theorem 4.6 we realized that it is reasonable to extend the parameter space to the space $\mathcal{P}$, defined below.

$$\mathcal{P} := \{(\alpha, \beta) \mid \alpha \geq 0, \beta > 0, \alpha \beta \leq 1\} \cup \{(0, \infty)\}$$

for $0 < \beta < \infty$ : $(A_{0,\beta}, L_{0,\beta}) := (A_C, \beta L_C)$

$(A_{0,\infty}, L_{0,\infty}) := (\mathbb{R}, 0)$.

The points we have added are also compact quantum metric spaces, and it turns out that they fit in very well with respect to the quantum Gromov-Hausdorff metric.

**Proposition 5.1.** Let $\beta_0 > 0$ then the subset $\mathcal{P}_{\beta_0} := \{(\alpha, \beta) \in \mathcal{P} \mid \beta \geq \beta_0\}$ is compact with respect to the metric inherited from the quantum Gromov-Hausdorff distance.

**Proof.** Fix a positive $\varepsilon$ and define $\beta_1 := \max\{\beta_0, 2(diam_A + diam_C)/\varepsilon\}.

For any pair $(\alpha, \beta)$ in $\mathcal{P}$ with $\beta \geq \beta_1$ we get $\alpha \leq \beta_1^{-1}$ and by Theorem 4.6

$$dist_q((\alpha, \beta), (0, \beta)) \leq \alpha(diam_A + diam_C) \leq (diam_A + diam_C)/\beta_1.$$ 

By Proposition 3.8

$$dist_q((0, \beta), (0, \infty)) \leq diam_C/\beta \leq diam_C/\beta_1,$$

hence it follows that for $(\alpha, \beta)$ in $\mathcal{P}$ with $\beta \geq \beta_1$ this point is in the ball of radius $\varepsilon$ with centre in $(0, \infty)$. We are then left with the set $\{(\alpha, \beta) \in \mathcal{P}_{\beta_0} \mid \beta_0 \leq \beta \leq \beta_1\}$ and we will divide this set into two sets dependent on a positive real $\delta$ which we define by

$$\delta := \min\left\{\frac{\varepsilon}{3(1 + diam_A + diam_C)}, \frac{1}{\beta_1}\right\}.$$

and the sets become

$\mathcal{X} := \{(\alpha, \beta) \mid 0 \leq \alpha \leq \delta \text{ and } \beta_0 \leq \beta \leq \beta_1\}$

$\mathcal{Y} := \{(\alpha, \beta) \mid \delta \leq \alpha \text{ and } \beta_0 \leq \beta \leq \beta_1 \text{ and } \alpha \beta \leq 1\}$

The results from Theorem 3.9 show that the usual Euclidian metric and the metric $dist_q$ generate the same topology on the subset $\mathcal{Y}$, so this set is compact. For the set $\mathcal{X}$ we can look at the subset $\mathcal{Z}$ which we define by

$$\mathcal{Z} := \{((\delta, \beta) \mid \beta_0 \leq \beta \leq \beta_1\}.$$
Since $Z$ is also a subset of $\mathcal{Y}$, it is compact for the quantum metric $\text{dist}_q$, by the result above, and we can find a finite number of points \{$(\delta, \beta_i) \mid i \in J$\} in $Z$ such that any point in $Z$ is within distance $\delta$ from a point of the form $(\delta, \beta_i)$. For any point $(\alpha, \beta)$ in $X$, we get from Theorem 4.6 that $\text{dist}_q((\alpha, \beta), (0, \beta)) \leq \varepsilon/3$ and for suitable $\beta_i$ we get
\[
\text{dist}_q((\alpha, \beta), (\delta, \beta_i)) \leq \text{dist}_q((\alpha, \beta), (0, \beta)) + \text{dist}_q((0, \beta), (\delta, \beta_i)) \leq \varepsilon,
\]
and the proposition follows.

We will then look at the subsets of $\mathcal{P}$ such that $\alpha \geq \alpha_0$. Here the situation is quite the opposite since these sets will be unbounded with respect to the quantum metric on $\mathcal{P}$. To see this we fix a positive $\gamma \leq 1$ and we will study behavior of the metric along the hyperbola $H_\gamma := \{(\alpha, \beta) \in \mathbb{R}^2_+ \mid \alpha \beta = \gamma\}$. We see that the seminorms corresponding to the points on $H_\gamma$ are all proportional and for any positive real $s$ we see from the Definition 2.6 $L_{(\gamma/s),s} = sL_{\gamma,1}$, so the space is well understood along each of these curves. In particular, for the diameters we have $\text{diam}_{(\gamma/s),s} = (\text{diam}_{\gamma,1})/s$, so for $s \leq 1$ and $s$ decreasing to 0, we get immediately the following estimate.

**Proposition 5.2.** For positive reals $\gamma, s$ such that $0 < \gamma \leq 1$ and $0 < s \leq 1/\gamma$:
\[
\text{dist}_q((A_T, L_{\gamma,1}), (A_T, L_{(\gamma/s),s})) \geq (1/2)(s^{-1} - 1)\text{diam}_{\gamma,1}
\]

**Proof.** Let $\varepsilon > 0$ and let $\delta := \text{dist}_q((A_T, L_{\gamma,1}), (A_T, L_{(\gamma/s),s}))$. For a pair of states, say $\phi, \psi$ on $A_T$ such that $d_{(\gamma/s),s} (\phi, \psi) \geq (\text{diam}_{\gamma,1})/s - \varepsilon/3$ we can find approximating states - with respect to $(A_T, L_{\gamma,1})$ - say $\mu$ and $\nu$ on $A_T$ such that
\[
(\text{diam}_{\gamma,1})/s - \varepsilon/3 \leq \text{dist}_{(\gamma/s),s} (\phi, \psi) \leq 2\delta + 2\varepsilon/3 + \text{dist}_{\gamma,1} (\mu, \nu) \leq 2\delta + 2\varepsilon/3 + \text{diam}_{\gamma,1},
\]
and the proposition follows. \qed

For the vertical intervals \{$(\alpha, \beta) \mid 0 < \beta \leq \alpha$\} we get that they are all unbounded with respect to this new metric. This follows easily from Proposition 4.4, and we will state it formally in the following proposition.
Proposition 5.3. For a fixed $\alpha_0 > 0$ there exists a positive $\gamma$ such that
$$\forall \beta \in ]0, 1/\alpha_0[: \text{diam}_{\alpha_0, \beta} \geq \gamma/\beta.$$ 

6. Applications to the compacts and an investigation of Connes’ 7 axioms for this spectral triple.

Right after the Definition 1.1 of the Toeplitz extension of a C*-algebra $\mathcal{A}$, we remarked that it is debatable if the generalized Toeplitz algebra should be defined as the C*-algebra generated by $PA|PH$ alone or - as we have chosen - the one generated by this set plus the compacts. The difference is a trivial extension, but for the algebra $\tilde{C}(H)$ it is a rather crucial difference, when this algebra is considered to be a trivial extension of the one dimensional C*-algebra $\mathbb{C}I$. Our first example here shows that our construction offers a variety of spectral triples for the unitarized compacts. On the other hand, for the Podleś sphere our construction gives an algebra which has more compacts than the universal C*-algebra for the Podleś sphere has. If we just had used the C*-algebra generated by $PA|PH$, we would have obtained the right algebra here.

Example 6.1. Let $H$ be a separable infinite dimensional Hilbert space and let $\mathcal{A} := \mathbb{C}I$ be the unital C*-algebra generated the unit $I$ on $H$. Let $D$ be an unbounded self-adjoint invertible operator on $H$ with compact inverse and let the projection $P := I$. We now have a spectral triple $(\mathcal{A}, H, D)$ and a quadruple $((\mathcal{A}, H, D), P)$ of Toeplitz type. Our construction will then give a C*-algebra $\mathcal{T} := \tilde{C}(H)$, a Hilbert space $K := H \oplus H$ and a representation $\pi$ of $\mathcal{T}$ on $K$ by
$$\forall k + \gamma I \in C(H) + \mathbb{C}I \quad \pi(k + \gamma I) := \begin{pmatrix} k + \gamma I & 0 \\ 0 & \gamma I \end{pmatrix}.$$ 

The Dirac operator then becomes
$$D_{\alpha, \beta} := \begin{pmatrix} 0 & \beta D \\ \beta D & \alpha D \end{pmatrix}.$$ 

You may notice that the part $1/\alpha D$ has no effect, for this spectral triple and this leads to the following proposition which will yield many more spectral triples associated to $\tilde{C}(H)$.

Proposition 6.2. Based on the notation in the example above let $T$ be an unbounded densely defined and closed operator on $H$. If $|T|$ is
invertible with compact resolvent then for

\[ D := \begin{pmatrix} 0 & T^* \\ T & 0 \end{pmatrix}, \]

the set \((|T|^{-1}C(H)|T|^{-1} + \mathbb{C}I, K, D)\) is a spectral triple associated to \(\widetilde{C(H)}\).

In the article [8] Connes lists 7 axioms for Non Commutative Geometry. In the present case of a spectral triple associated to the unitarized compacts \(\widetilde{C(H)}\) the dimension must be 0 so the dimension is even and for the Dirac operator \(D\) the growth of the eigenvalues must be such that for any positive real \(s\) the operator \((I + D^2)^{-s/2}\) is of trace class. There should also be a grading \(\gamma\) and a conjugate linear operator \(J\) which relate in certain ways. We can provide candidates for these ingredients, which seem natural to us, but they will not fulfill all of Connes’ axioms. We will therefore present the candidates for \(D, \gamma, J\), check each of the axioms and show what sort of problems we are facing.

We keep the notation from above in this section and define

**Definition 6.3.**

(D) Let \(T\) be a self-adjoint unbounded operator with trivial kernel, such that for any positive real \(s\) the operator \(|T|^{-s}\) is of trace class, then the Dirac operator \(D\) is defined on \(H \oplus H\) by

\[ D := \begin{pmatrix} 0 & T \\ T & 0 \end{pmatrix}. \]

(\(\gamma\)) The obvious choice for this unitary seems to be the unitary on \(H \oplus H\), given by

\[ \gamma := \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}. \]

(J) It is not so obvious what to choose here, since our setup is not the same as the one Connes clearly has in mind. In [8] Connes obtains the \(J\) operation from a standard representation of a self-adjoint algebra of bounded operators. This is not what we have here for \(C(H)\), but we have anyway a candidate for \(J\) which seems reasonable. First we define \(j : H \rightarrow H\) by choosing an orthonormal basis \((\xi_n)\) for \(H\) consisting of eigenvectors for \(T\). Then we define \(j\) on \(\lambda \xi_n\) as \(\overline{\lambda} \xi_n\) and extend this to a conjugate linear isometry of \(H\) onto \(H\). The choice for \(J\) is then given by

\[ J := \begin{pmatrix} 0 & j \\ j & 0 \end{pmatrix}. \]
Remark that
\[ J\pi(a^* + \lambda I)J = \begin{pmatrix} ja^* j + \lambda I & 0 \\ 0 & \lambda I \end{pmatrix}, \]
so for any operators \( a + \lambda I \) and \( b + \mu I \) the operators \( \pi(a + \lambda I) \) and \( J\pi(b^* + \mu I)J \) do commute.

We will then look at the 7 axioms taken from [8] one by one, but first we will define the algebra \( \mathcal{A} \) of smooth elements as the operators \( a \in \widetilde{C}(H) \) such that for \( \delta(x) := |D|, x \) we have for any \( a \in \mathcal{A} \) and any natural number \( m \) both \( \pi(a) \) and \([D, \pi(a)]\) are in the domain of \( \delta^m \). Inside this algebra \( \mathcal{A} \) we have a norm dense subalgebra of operators of finite rank which we denote \( \mathcal{A}_0 \). This algebra is defined via the orthonormal basis \((\xi_n)\), from above, consisting of eigenvectors for \( T \). The algebra \( \mathcal{A}_0 \) is then the linear span of the matrix units \( a_{ij} = \langle \cdot, \xi_j \rangle \xi_i \).

(1) The operator \( D^{-1} \) is an infinitesimal of infinite order. This is fulfilled by the demand that \( |T|^{-s} \) is of trace class for any positive real \( s \).

(2) For any pair of elements \( a, b \in \mathcal{A} : [[D, \pi(a)], J\pi(b^*)J] = 0. \)
This demand can not be met, but we have - as in Dabrowski’s paper [12] - \( \forall a, b \in \mathcal{A} : [[D, \pi(a)], J\pi(b^*)J] \in C(H \oplus H) \).

(3) Smoothness The smoothness axiom is fulfilled by the definition of the algebra \( \mathcal{A} \).

(4, 5, 6) We can not show that the spectral triple we investigate fulfills any of these 3 axioms. We only have the grading \( \gamma \) and it seems to be uniquely determined by its basic properties.

(7) We have an operator \( J \) such that \([\pi(a), J\pi(b^*)J] = 0, \) but \( \gamma \) and \( J \) do not fit with the reality properties of the table in [8] p. 162. We get \( J^2 = I, JD = DJ, J\gamma = -\gamma J. \) For \( n = 0 \) the first two identities are as in the table, but the last one should have been \( J\gamma = \gamma J. \)

We will now turn to the Podleś sphere, \( C(S^2_{qc}) \), [25] and base the presentation here on Section 4 of that paper and on Chakraborty’s description, [6], of a concrete faithful representation for this algebra. Chakraborty’s purpose was to some extent the same as ours since he wanted to create a Lip-norm for the Podleś sphere, based on the fact that this C*-algebra is an extension of the classical Toeplitz algebra by the compacts. In the latter presentation the parameter \( \mu \) from Podleś paper is replaced by the letter \( q, \) which now seems to be standard, so we will use this notation.
For \(c,q\) reals such that \(c > 0\) and \(0 < |q| < 1\) the Podleś sphere, \(C(S^2_{qc})\) is the universal \(C^*\)-algebra generated by 2 operators \(A\) and \(B\) which satisfy the following relations:

\[
A = A^*, \quad BA = q^2 AB, \quad B^*B = A - A^2 + cI, \quad BB^* = q^2 A - q^4 I + cI.
\]

Let \(T(\mathbb{T})\) denote the classical Toeplitz algebra for the unit circle and let \(\rho : T(\mathbb{T}) \to C(\mathbb{T})\) denote the canonical surjective homomorphism. All the algebras \(C(S^2_{qc})\) turns out to be isomorphic \([29]\) and can be described by

\[
C(S^2_{qc}) = \{(x, y) \in T(\mathbb{T}) \oplus T(\mathbb{T}) \mid \rho(x) = \rho(y)\}.
\]

By So we can see that \(C(S^2_{qc})\) is an extension of the Toeplitz algebra by the compacts.

Let us consider the standard spectral triple associated to the \(C^*\)-algebra \(A\) of continuous functions on the unit circle. For the algebra \(A\) we can take the functions whose Fourier coefficients form rapidly decreasing sequences and the Dirac operator is \(\frac{1}{i} \frac{d}{d\theta}\). As the Hilbert space \(H\) we take \(L^2(\mathbb{T})\) and the projection \(P\) is the projection onto \(H_+\), the closed linear span of the eigen functions \(e^{in\theta}, n > 0\), corresponding to the positive eigen values. This is not the usual definition, where the constant function \(I\) usually is assumed to be in \(H_+\). This will not change the construction qualitatively but it will have the nice consequence, that the restriction of \(D\) to \(H_+\) is invertible with a compact inverse.

Finally we let \(H_-\) denote the orthogonal complement of \(H_+\) in \(H\). The quadruple \(((A, H, D), P)\) is then of Toeplitz type and the Definition 1.8 gives a spectral triple \((A_t, K, D_{\alpha,\beta})\) for the ordinary Toeplitz algebra. Recall that the Hilbert space \(K\) is given as \(H_+ \oplus H_+ \oplus H_-\), so we can define a projection \(Q\) of \(K\) onto the first two summands and it follows from Definition 1.8,(v), that \(D_{\alpha,\beta}\) commutes with \(Q\). By checking the same definition’s point (iv) it can be seen that for any \(t\) in \(T(\mathbb{T})\) the commutator \([\pi(t), Q]\) is compact since it is nothing but the embedding of the operator \([\rho(t), P]\) into \(B(K)\). In order to show, that we now have a quadruple of Toeplitz type in the set \(((A_t, K, D_{\alpha,\beta}), Q)\), we then, according to Definition 1.2 only have to prove that \(D_{(\alpha,\beta)Q} := D_{\alpha,\beta}|QK\) has trivial kernel, but this follows easily from the description of \(D_{\alpha,\beta}\) given in Definition 1.8 point (v) and the fact that \(D_P\) is assumed to be injective. As mentioned above we will not consider the extended algebra as defined in Definition 1.1. Instead we will define \(T_T\) as the \(C^*\)-algebra on \(H_+ \oplus H_+\) generated by \(Q\pi(t)|QK\). It is not difficult to see that this \(C^*\)-algebra is exactly the one which above is described as the algebra \(C(S^2_{qc})\). Our construction can give a family of spectral
triples associated to $C(S^2_{qc}) + C(H_+ \oplus H_+)$, and let $(A_{tt}, K_{tt}, D_{tt})$ denote such a set. Then we are left with the problem to realize how the algebra $A_{tt}$ relates to the sum $C(S^2_{qc}) + C(H_+ \oplus H_+)$. To deal with this question we first remark that by Definition 1.8 point (ii) any element in $A_{tt}$ is a sum of an element related to a differentiable symbol and a differentiable compact. Consequently we only have to see how a differentiable compact, say $C$ in $C(H_+ \oplus H_+)$ behaves with respect to the splitting as a sum of a diagonal operator and an off diagonal operator,

$$C = \begin{pmatrix} u & v \\ x & y \end{pmatrix} = \begin{pmatrix} u & 0 \\ 0 & v \end{pmatrix} + \begin{pmatrix} 0 & v \\ x & 0 \end{pmatrix}.$$  

By Definition 1.8 point (i) the matrix above is a differentiable compact if and only if both of the products $D_{(\alpha,\beta)Q}C$ and $CD_{(\alpha,\beta)Q}$ are bounded and densely defined. In matrix forms these products are as seen below

$$D_{(\alpha,\beta)Q}C = \begin{pmatrix} \beta D_P x & \beta D_P y \\ \beta D_P u + \frac{1}{\alpha} D_P x & \beta D_P v + \frac{1}{\alpha} D_P y \end{pmatrix}$$

$$CD_{(\alpha,\beta)Q} = \begin{pmatrix} \beta v D_P & \beta u D_P + \frac{1}{\alpha} v D_P \\ \beta y D_P & \beta x D_P + \frac{1}{\alpha} y D_P \end{pmatrix}.$$  

From here it follows that the products $D_{(\alpha,\beta)Q}C$ and $CD_{(\alpha,\beta)Q}$ are bounded and densely defined if and only if all of the operators $u, v, x, y$ belong to the algebra $A_c$, as defined in Definition 1.8 point (i). This has the immediate consequence that if we replace $A_{tt}$ by $A_{tttd}$ which we define by

$$A_{tttd} := \left\{ \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} \mid \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} \in A_{tt} \right\},$$

then $(A_{tttd}, K_{tt}, D_{tt})$ is a spectral triple associated to the universal C*-algebra for the Podleś sphere.

**Remark 6.4.** We have been asked by the referee, if there are some connections between our example of a spectral triple for the Podleś sphere and the ones obtained in [10] and [11]. We have, but in vain, tried to answer this question, and it is our impression that there is no simple connection.

### 7. Odd and even extensions an analytic K-homology

Our constructions in this paper produce odd spectral triples and this seems not to be the right setup for algebras containing the compact operators. It is quite easy to produce an even spectral triple from
an odd one by doubling the representation and introduce the Dirac operator \( \hat{D} \) on the Hilbert space \( K \oplus K \) which is given by

\[
\hat{D} = \begin{pmatrix} 0 & D \\ D & 0 \end{pmatrix}
\]

The grading \( \gamma \) is then given on \( K \oplus K \) by \( \gamma(\xi, \eta) := (\xi, -\eta) \). We could have performed all our computations in this setting, but it would not give any new insights with respect to the metric properties we have been investigating in this article, so we have not pursued a presentation this way.

Extensions of unital C*-algebras by the compacts as we do it here is described in Higson and Roe’s book [16] Chapter 5. So according to that description an extension of the sort we are looking at corresponds to an element in the reduced analytic K-homology of the unital C*-algebra \( \mathcal{A} \). But our construction is only designed for projections \( P \) in the commutant of \( D \).
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