ONIX: an X-ray deep-learning tool for 3D reconstructions from sparse views
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Abstract: Three-dimensional (3D) X-ray imaging techniques like tomography and confocal microscopy are crucial for academic and industrial applications. These approaches access 3D information by scanning the sample with respect to the X-ray source. However, the scanning process limits the temporal resolution when studying dynamics and is not feasible for some applications, such as surgical guidance in medical applications. Alternatives to obtaining 3D information when scanning is not possible are X-ray stereoscopy and multi-projection imaging. However, these approaches suffer from limited volumetric information as they only acquire a small number of views or projections compared to traditional 3D scanning techniques. Here, we present ONIX (Optimized Neural Implicit X-ray imaging), a deep-learning algorithm capable of retrieving 3D objects with arbitrary large resolution from only a set of sparse projections. ONIX, although it does not have access to any volumetric information, outperforms current 3D reconstruction approaches because it includes the physics of image formation with X-rays, and it generalizes across different experiments over similar samples to overcome the limited volumetric information provided by sparse views. We demonstrate the capabilities of ONIX compared to state-of-the-art tomographic reconstruction algorithms by applying it to simulated and experimental datasets, where a maximum of eight projections are acquired. We anticipate that ONIX will become a crucial tool for the X-ray community by i) enabling the study of fast dynamics not possible today when implemented together with X-ray multi-projection imaging, and ii) enhancing the volumetric information and capabilities of X-ray stereoscopic imaging in medical applications.
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1. Introduction

As discovered by Roentgen in 1895, the high penetration power of X-rays makes them an excellent probe to access volumetric and internal information for a plethora of materials and systems. This property led to the development of three-dimensional (3D) techniques like tomography [1, 2] and confocal microscopy [3, 4], which have become standard probes to access structural information in a non-destructive manner for many and diverse disciplines [5–8], e.g., medicine, biology, chemistry, physics, cultural heritage, materials science, geoscience, and industrial processes. These state-of-the-art 3D X-ray imaging techniques access volumetric information by scanning the sample over different exposures, which is a time-consuming process. Thus, the scanning process may hamper the applicability of these 3D imaging approaches to i) 3D temporally-resolved studies [9, 10], where the scanning process takes longer than the studied dynamics or the scanning may induce forces that alter the studied dynamics, ii) experiments where the setup or configuration makes the scanning process difficult or impossible [11, 12], e.g., in medical surgeries and guidance approaches, and iii) dose-limited experiments [13, 14], for example medical applications or radiosensitive samples.

An alternative to avoid the scanning process is to use techniques that illuminate the sample simultaneously from different views, like X-ray stereographic methods [15], from only two
views, or X-ray multi-projection methods, using multiple views [16, 17]. These methods have been demonstrated and applied using diverse sources for different purposes. For example, they have been used together with laboratory or conventional X-ray sources [18] for positioning and guidance of medical surgeries or to capture fast dynamics [11, 12]. Lately, their application in conjunction with X-ray high-brilliance sources, i.e., X-ray sources with a high-coherent flux, such as diffraction-limited storage rings [19] and X-ray Free-electron Lasers (XFELs) [20–24] has been proposed and demonstrated [17, 25–28]. When applied at such facilities, these non-scanning techniques open up the possibility to access temporal and spatial resolutions not possible before. Moreover, they can obtain, for the first time, 3D information from single intense pulses from XFELs for stochastic and non-reproducible samples when operated in diffraction-before-destruction mode [29, 30], i.e., the sample is destroyed after being illuminated with a single XFEL pulse. Although stereographic and multi-projection approaches can overcome the aforementioned limitations of state-of-the-art 3D X-ray imaging approaches, they can only access limited volumetric via a sparse number of views or projections.

A solution to overcome the limited 3D information obtained by stereo or multi-projection imaging techniques is to add prior knowledge about our sample and system. Many frameworks have tried to address this issue, like compressed-sensing [31, 32], and Deep learning (DL) approaches [33]. Specifically, the latter has demonstrated its ability to generate complex 3D scenes or volumes from sparse views in computer vision [34]. Some of the most successful DL approaches to this problem rely on convolutional neural networks and representation of the 3D volume using regular grids [35] or irregular point clouds [36]. However, these representations and approaches have a large memory consumption limiting their applicability to small volumes, and so are not suitable for the aforementioned applications. Recently, neural implicit 3D representations [37, 38] have been developed to overcome this limitation by modeling 3D volumes at arbitrary resolution through a continuous space function. Although these implicit 3D representations have been a paradigm shift in computer vision and enable 3D reconstructions with only two-dimensional (2D) supervision [39–41], they have not made an impact on the X-ray community yet.

This paper presents ONIX (Optimized Neural Implicit X-ray Imaging) an implicit 3D DL approach for X-ray imaging that has the potential to retrieve arbitrary large resolution over 3D volumes from only a set of sparse 2D projections. ONIX uses only one or a small set of 2D radiographs or projections to achieve 3D volume reconstructions extending the capabilities of current implicit representations by: i) including an accurate physical description of the interaction of X-rays with matter via the projection approximation to impose self-consistency between the 3D reconstructed volume and the recorded radiographs, and ii) using a convolutional layer that enables transferring knowledge between similar X-ray multi-projection experiments to enhance the 3D reconstructions from limited views. The interaction of X-rays with matter includes not only the attenuation term but also the phase term making ONIX compatible not only with standard attenuation radiographs but also with coherent [42] and phase-sensitive techniques [43]. We demonstrate the capabilities of ONIX by exploiting experimental and simulated data using up to a maximum of eight views in realistic configurations for X-ray multi-projection imaging. The obtained results are compared to two grid approaches i) Simultaneous Algebraic Reconstruction Technique (SART) a traditional iterative reconstruction approach from sparse views [44], and ii) a state-of-the-art 3D supervised machine learning approach [45] (see subsection 2.5). Figure 1 depicts a schematic comparison between the three approaches that highlights the unique advantages of ONIX in terms of the inputs and outputs. From this comparison, we conclude that ONIX will enable 3D reconstructions from sparse views at a quality not possible today without any 3D supervision. Thus, it will become a tool that will expand the capabilities of current stereoscopic imaging techniques for medical applications and time-resolved experiments with laboratory sources, XFELs, and diffraction-limited storage rings.
This paper is structured as follows: First, we describe the ONIX approach and how the physics of the X-ray interaction with matter is accounted for. We also introduce a supervised 3D DL approach for comparison purposes. Second, we validate ONIX with synthetic and experimental data using up to a maximum of eight projections, and we compare its performance to state-of-the-art 3D reconstruction algorithms and 3D supervised machine learning. Finally, we discuss the results and future application of ONIX to enhance and enable 3D reconstructions from sparse projections coming from current X-ray stereoscopic and multi-projection approaches.

Fig. 1. Comparison and two main advantages of our approach over previous work. First, a) shows three 3D experiments with their corresponding 2D projections and how different approaches access this information. SART (blue) and other conventional 3D methods only access 2D projections from a single 3D experiment at a time. Typical DL methods access all the projections from different 3D experiments but require 3D supervision (red), i.e., access the 3D volume itself. ONIX (green) access all the projections from all 3D experiments, but without requiring 3D supervision at any point. b) The second unique point of our approach is that it does not require any grid but works directly on implicit functions.

2. Methods

2.1. X-ray propagation and interaction with matter

The interaction between matter and electromagnetic radiation is usually described via the refractive index ($n$). Unlike visible light, the refractive index for X-rays is very close to unity, and is usually expressed as a complex refractive index:

$$n = 1 - \delta + i\beta,$$

where $\delta$ and $\beta$ are positive and real quantities that denote the phase-shifting and the absorptive part of the X-ray refractive index. Due to the high penetration power and weak interaction of X-rays with matter, the values of $\delta$ and $\beta$ are small. This enables the projection approximation [46], which neglects diffraction within the sample volume. Under this approximation, the transmission of X-rays through a sample can be approximated by the exit wave immediately after the object:

$$\psi_{z_{\text{exit}}} = \psi_{z_0} \exp \left( -ik \int_{z=z_0}^{z=z_{\text{exit}}} (\delta[x, y, z] - i\beta[x, y, z])dz \right),$$

where $\psi_{z_0}$ is the incoming wave on the sample, $k = 2\pi/\lambda$ is the wavenumber which is inversely proportional to the wavelength ($\lambda$), $\delta$ and $\beta$ are a function of the transverse coordinates $x$ and $y$ orthogonal to the propagation direction $z$.

In the context of this work, we assume the projection approximation to describe the interaction of X-rays with matter. This approximation is used to transfer information between the 3D reconstructed volumes and the 2D recorded projections. It therefore enforces consistency between the 3D and 2D domains.
2.2. Simulated data

To demonstrate the capabilities and feasibility of ONIX, we generated a synthetic 3D dataset mimicking tomographic experiments and their measured projections. Each of the 3D objects consists of a collection of five to ten ellipsoids randomly positioned inside a cylinder. In our simulations, the ellipsoids were void, while the cylinder was made out of pure aluminum. We assumed the index of refraction of aluminum at 18 keV, where $\delta = 1.6741 \times 10^{-7}$ and $\beta = 6.4088 \times 10^{-9}$. The void ellipsoids were simulated assuming $n = 1$. The 3D volumes had $256 \times 256 \times 256$ voxels of $3.2 \, \mu m$. Each of the volumes contained the aluminum cylinder with a diameter of 100 voxels and a height of 256 voxels. Inside the cylinder, the ellipsoids were positioned with semi-axes randomly generated between 20 to 80 voxels. This synthetic dataset contains a total of 1000 of the previously described 3D objects. For each object, we simulated the absorption and phase contrast projections from eight equally-spaced angles between 0° and 140°. These projections were used as the input for the training of the DL methods.

2.3. Experimental data: metallic foams

We also validated the performance of ONIX using experimental data coming from X-ray tomography or 3D imaging on metallic foams. The X-ray tomographic experiments of metallic foams [47] made out of thixo, a well-established compound for metallic foams, were performed at the TOMCAT beamline of the Swiss Light Source [48]. Each of these acquisitions used the polychromatic spectrum provided by the TOMCAT’s bending magnet source. This means that each radiograph only contains attenuation contrast as the coherence was not sufficient to access the phase information. The radiographs were acquired with the GigaFRoST camera system that enabled 3D time-resolved acquisitions of the foaming process [49]. The camera system provided an effective pixel size of $2.75 \, \mu m$, and the radiographs had dimensions of $180 \times 960$ pixels. To speed up the training, we downsized the projections into $180 \times 256$ frames, reducing the number of voxels. A total of 168 tomographic experiments were used to train our DL approaches. From each of these experiments, we retrieved a 3D volume from a total of 96 radiographs with projection angles homogeneously distributed between 0 and 180 degrees. Given the limited number of projections (below the Crowther criterion), we used the SART [44] to retrieve the 3D volumes. SART provides high-quality tomographic reconstructions from limited views using an iterative approach based on linear algebra methods. To train our DL methods, we selected eight radiographs per volume with projection angles equally spaced between 0° and 131°, from all the acquired projections.

2.4. 3D unsupervised learning: ONIX

This subsection describes ONIX, our DL approach capable of reconstructing 3D volumes from only a set of sparse projections without accessing 3D information and with theoretically infinite resolution. First, we discuss the main features of ONIX. Then, we discuss the architecture and implementation details of ONIX and how it includes the physics of X-ray imaging and can learn across different samples and experiments to overcome the limitations of state-of-the-art 3D reconstruction approaches like SART. Finally, we describe the optimization process and specific parameters used for the aforementioned datasets.

Most 3D X-ray image reconstruction methods work on discrete representations, defined by grids of pixels and voxels. This limits the achievable resolution, tends to be computationally demanding, and consumes large amounts of memory. Though we are used to representing spatial information as grids, the physical world is primarily continuous, especially on the microscale. Thus, one may consider using continuous and differentiable functions instead of discrete representations to describe nature. This functional representation is called implicit representation [50]. Although implicit representations have an excellent potential for 3D X-ray imaging approaches, they have not been used, as finding a function that approximates a 3D sample of interest is a cumbersome
The advent of DL methods, such as deep neural networks, has opened new opportunities to address this problem by exploiting their potential as universal approximators. To approximate a 3D sample by a DL approach, we need to optimize (train) its parameters. This optimization is done by minimizing a cost function, which is usually called the "loss function" or "objective" of the neural network. By finding a proper neural network and optimization approach, we can use DL methods to infinitely approximate the shape or distribution of an object to overcome the aforementioned limitations of current discrete models.

ONIX is an implicit neural representation that retrieves the 3D complex index of refraction ($n$) as a function of the 3D spatial coordinate $x$ from a sparse number of views. ONIX has two main components, and its implementation is depicted in Fig. 2.

![Fig. 2. Overall scheme of ONIX. Four training views ($c_1,...,c_4$) are shown in the figure, where the first three are selected as constraints, i.e., views to condition the 3D model. The views used as constraints are encoded into latent space via a encoder ($E$). For each 3D spatial coordinate $x$, the predicted complex index of refraction ($n$) can be related to the local coordinates ($y_1, y_2, y_3$) of the encoded views and the corresponding latent vectors ($p_1, p_2, p_3$) via a fully connected neural network ($F$). The function between the 3D complex index of refraction ($n$) and the 3D spatial coordinate ($x$) is learned by optimizing the difference between the pixel value of the input image ($c_4(r)$) and the predicted line-integral of $n$ ($\tilde{c}(r)$) along each ray ($r$).]

The first part is an encoder ($E$) based on a 2D Convolutional Neural Network (CNN) that captures the information across the measured 2D views for different stereoscopic or X-ray multi-projection experiments. Thus, $E$ enables learning 3D objects across experiments in order to enhance the 3D information retrieved from sparse-view approaches. In each training iteration, we randomly encode a subset of the projections ($V$) from all measured ones ($V$). We call the subset of encoded views constraints, as they are used to constrain our 3D volume. $E$ takes as input the attenuation and phase-contrast images of each of the $m$-th views in that subset ($c_m$) and encodes them into a high-dimensional space also known as latent space ($E(c_m)$). The latent space provided by the $E(c_m)$ can be understood as a pixel image where every pixel contains a vector, also known as the latent vector, instead of a scalar as in a conventional single-channel image. To obtain the encoded information for any given 3D point $x$, we use the affine coordinate transformation $G$ to transfer from the global 3D coordinate system to the local coordinate system of each view, where the point coordinate of $x$ in the view $m$ local system is denoted by $y_m = G_m(x)$. In the local coordinate system for each view or detector position, the 3D volume is parametrized in terms of i) the distance between any point and the detector plane along the propagation direction of the X-rays that generated that view and ii) the intersection coordinates of that ray with the camera plane. This coordinate system simplifies the projection of
information between the encoded images and the object information in 3D. Our encoder $E$ is based on ResNet34 [51], which has three convolutional operations to extract key features and three pooling layers to reduce the dimension of the convolution results to keep the translation invariance of the image. The second component uses the information provided by each $E(c_m)$ and the geometrical information of the experimental arrangement.

The second component ($F$) is the main neural network. It reconstructs an object ($n(x)$) from the given constraints and prior information using a fully-connected neural network. Specifically, we use a fully-connected neural network with five layers, width 128, and residual connections [51], similar to the ones in Ref. [40]. This implementation is composed of three parts. The first part of $F$ has $v$ parallel weight-sharing ResNet 3× blocks. Each of these parallel blocks takes, for a spatial point $x$, the converted local coordinates $y_m$ from all constraints, and the corresponding latent vectors $p_m[y_m]$ that contain the projected information of $x$ into that view. Note that for each 3D spatial point, we only need the pixel-aligned latent vector from each constraint $p_m[y_m]$, not all the encoded information per view $E(c_m)$. The second part is just an average operator, which takes the mean of the processed information from the different views. The third part is made out of two ResNet blocks, introducing new learnable parameters to the averaged information.

Implementations, like the one used by ONIX, are known to be biased towards learning low-resolution or low-frequency functions [52]. It has also been demonstrated that mapping the inputs to a higher dimensional space allows the networks to learn better high-frequency functions [53]. For this reason, the coordinates are mapped from $\mathbb{R}$ to a high-dimensional space $\mathbb{R}^{2L}$ using positional encoding [39,54]. The positional encoding can be expressed in terms of a Fourier basis as:

$$\gamma(x) = \left(\sin\left(2^0 \pi x\right), \cos\left(2^0 \pi x\right), \ldots, \sin\left(2^{L-1} \pi x\right), \cos\left(2^{L-1} \pi x\right)\right),$$

where $L$ is a positive integer. In this work, we set $L = 10$. As a result, we express for each $x$ a generated $n$ or output of ONIX as:

$$n(x) = F(\gamma(y_1), p_1[y_1], \ldots, \gamma(y_m), p_m[y_m], \ldots, \gamma(y_v), p_v[y_v]).$$

With the 3D information of the refractive index $n(x)$, we can calculate the 2D projection images at any viewpoint. This transfer between 3D and 2D is done via ray tracing and the projection approximation as described in subsection 2.1. In this work, we deal with a fixed distance between the cameras and the sample and a parallel beam geometry, i.e., all the X-rays that generate a view have the same direction. However, this approach can be adapted quickly to other experimental setups, such as the cone-beam or fan-beam configurations, by modifying the geometric expressions that described the experimental configuration in our code. We parametrize the rays as $r(i) = o + rd$, where $i$ denotes the coordinate along the ray, $o$ and $d$ stand for ray origin and ray direction, respectively. Under the parallel-beam geometry, the origins correspond to the position of sensor pixels, and the ray directions are the same for each individual view. The 2D calculated rays and projections from the constraints are used to optimize the parameters of ONIX using the measured views $(c_v)$. This is done by optimizing the following loss function:

$$L = \sum_{r_i \in R} \|c_v(r) - \hat{c}(r)\|^2,$$

where $R$ is the set of all rays and $\hat{c}$ denotes the estimated phase or attenuation contrast, respectively. Due to computational limitations, we do not calculate the loss function on all of the pixel points or all possible rays of an image in the actual training. Instead, we select a set of ray sampling points or pixels from all input views and calculate the loss function on these sampling points. The rays are selected randomly over a probability density function based on the magnitude of the
spatial gradient of the input images. The calculated pixel values for phase and attenuation are obtained using a discrete version of the projection approximation:

$$\hat{c} = \log(\psi_z/\psi_{z0}) = \sum_{j=1}^{N} \Delta_j (-i k \delta_j - k \beta_j),$$

where $\Delta_j = t_{j+1} - t_j$ is the distance between two adjacent sampling points. The sampling points used along the ray are selected randomly. By calculating the squared $L_2$ norm between the line integral of the predicted $n$ and the pixel value from the inputs, ONIX can be trained to learn 3D self-consistency between different projections.

After the training, ONIX can generate 3D reconstructions using only the subset of constraints ($v$). As shown in Fig. 2, if we had four known views for each object, we could choose three of them (denoted by indices 1-3 in Fig. 2) as constraints ($v$) to encode their information. Please note that one can use an arbitrary number (smaller than the number of total input views) of views, as few as one, as the subset of constraints, depending on the actual situation. Having more constraints in training provides better results and increases computational demand. In this work, given that we had eight known views in total, we constrained our 3D reconstructions with four and six encoded views for the simulated and experimental datasets, respectively.

ONIX was implemented in PyTorch 1.6.0 and Python 3.8.8. The training was performed on an NVIDIA A100 GPU with 40 GB of RAM. For training of the simulation dataset, we chose 1024 ray sampling points from all input views of an object to calculate the loss along each ray. For each ray, 256 depth points were sampled. The number of sampling points can be flexibly adjusted based on hardware conditions. The Adam optimization algorithm [55] with a mini-batch size of two was used for the learning. We divided the training dataset into mini-batches because the dataset was too large to be loaded into the memory all at a time. We used a batch size of two, meaning that each mini-batch contained all known views of two objects or independent experiments, and the networks needed 500 training iterations to load all 1000 objects and finish an epoch, i.e., one complete training cycle. The step size of the optimizer, or the learning rate, was set to be 0.005 for the networks. We stopped the training after 500 epochs. This took ~24 hours. For the training of the experimental dataset, we selected 3096 ray sampling points from all input views, and 64 depth samples were chosen along each ray. As we only had attenuation contrast, the phase-contrast channel was removed from the output of the $F$, i.e., we had a single output channel for the attenuation reconstruction. We used the same initial learning rate as for the simulation dataset but reduced the learning rate by 0.1 after 1000 epochs. The training was stopped after 1500 epochs, which took ~12 hours.

### 2.5. 3D supervised learning

This subsection introduces a 3D-supervised baseline DL approach, which is used to assess the capabilities of ONIX, our non-3D unsupervised approach, in comparison to a DL approach that has access to 3D information. The 3D-supervised approach retrieved volumetric information by training and reconstructing stacks of individual 2D slices [45]. The paired dataset used for this supervised approach consisted of: i) input: 2D slices reconstructed from only eight views using SART, and ii) ground truth: 2D slices obtained either from the simulated volume or reconstructed from 96 views for the experimental data. Further details of the datasets and the data preparation can be found in subsections 2.2 and 2.3. The architecture of the DL was based on CNNs given their unique capabilities for image reconstruction and pattern recognition. Specifically, we used a U-NET [56], a CNN architecture that includes an image contracting path consisting of several downblocks, and an image expanding path consisting of the same amount of upblocks. In our task, the size of the input and output datasets was the same ($256 \times 256$). The optimization or loss function for this approach was an Mean-square-error (MSE) or $L_2$ norm...
between the ground-truth and the output of the U-NET. In order to minimize the overfitting, a $L_2$ regularization is implemented during the minimization process to penalize large values of the weights or fitted parameters of the U-NET architecture. The training of the U-NET was also performed on PyTorch 1.6.0 and Python 3.8.8 using an NVIDIA A100 GPU with 40 GB of RAM.

We should highlight that there were some slight differences between the training of the simulated and experimental data. First, the number of channels was different. The U-NET had two input channels for the simulated data as the attenuation and phase-information were available. For the experimental data, one channel was used, as only the attenuation channel was available. Second, the architecture or structure of the U-NET was different. For the simulated data, the two-channel U-NET started with 16 filters and contained a total of five downblocks and five upblocks. For the experimental data, the one-channel U-NET started with 32 filters and contained a total of six downblocks and six upblocks. Finally, the hyperparameters used in training were different. For the simulated data, the $L_2$-regularization was set as 0.001. For experimental data, the $L_2$-regularization was set as 0.005.

2.6. Data analysis

This subsection describes the approaches used to evaluate the performance of the different 3D reconstruction algorithms from a sparse number of projections: i) supervised 3D learning, ii) SART, and iii) our approach ONIX. We used two datasets to validate and analyze the capabilities of the three different approaches: i) simulated tomographic data using ellipsoid objects, described in subsection 2.2, and ii) experimental data using metallic foams as described in subsection 2.3. In this work, we used only eight projections to train and retrieve our 3D reconstructed volumes for all the reconstruction approaches presented. The reconstructed 3D volumes were compared to either the simulated 3D volume or the reconstructed volume from a large number of projections for the simulated and experimental datasets, respectively. This comparison was done using two different image quality metrics: $L_2$ norm and Dissimilarity Structure Similarity Index Metric (DSSIM), as shown in Table 1. These two metrics calculate the image correlation in the object space and better quality corresponds to smaller values of these two metrics. We applied a ring mask to remove the borders and keep only the relevant information for comparison purposes to all the reconstructed volumes and slices. This is a common practice to evaluate the performance of tomographic and 3D reconstruction algorithms. The same mask was used to produce the ground truth and the DL methods results. Furthermore, for the experimental dataset, we set a cutoff value for the masked outputs to select the region of interest for validation and improved visualization in the reference volumes. No threshold was applied to the SART reconstruction. For the 3D rendering, we applied a common threshold to the 3D reconstructions to visualize the metallic foams. Different thresholds were applied to the SART reconstructions to show the feature of interest for both simulation and experimental dataset.

3. Results and discussion

This section presents the results of ONIX when applied to simulated (subsection 3.1) and experimental data (subsection 3.2). For comparison purposes, we studied the reconstructions using state-of-the-art iterative reconstructions based on SART and a supervised 3D approach described in subsection 2.5. For simplicity, we refer in this section to the three methods as 3D supervised, SART, and ONIX. Finally, we discussed all the obtained results in the last subsection (subsection 3.3).

3.1. Simulation results

In this subsection, we applied ONIX on the simulated tomographic data using ellipsoid objects and compared the performance of ONIX with SART and 3D supervised learning.
Fig. 3. Tomographic reconstruction results for the simulation dataset. (a) The eight input projections that were used for the reconstructions. (b) The simulated ground truth. (c-e) Reconstruction results from (c) 3D supervised learning, (d) SART, and (e) ONIX. The input projections and the output results have both absorption- and phase-contrast components. We show only the absorption contrast results overlaid with the phase. For the ground truth and the three reconstruction methods, we depict the projections along an orthogonal system from the (i) top view, (ii) front view, and (iii) and left view, as well as the (iv) 3D rendered reconstructions.
Fig. 3 shows the inputs and outputs of the compared tomographic reconstruction approaches of a validation object, together with its ground truth. The validation object was not in the training dataset of the supervised learning, while its projections were in the training dataset of ONIX. As discussed in subsection 2.2, we used eight projection angles for the training of the supervised, and ONIX approaches. On the one hand, the supervised approach also accessed the simulated 3D volume in the training process as shown in Fig 1. On the other hand, ONIX and SART are fully unsupervised, i.e., no 3D information was accessed in any stage of learning or reconstruction, see Fig. 1. The ONIX results shown here were reconstructed using four views as constraints of the eight recorded projections. For the specific case of the SART reconstructions, we used the same eight projections used for the training and reconstructions. The projected absorption- and phase-contrast images used to obtain the depicted results are shown in Fig. 3 (a). To visually evaluate the reconstructions from the three different algorithms, we plotted for each reconstruction algorithm the projections of the 3D volume through three orthogonal axes denoted by (i) top, (ii) front, and (iii) left. We also rendered the 3D reconstructed volumes for all the algorithms and ground truth (iv). The results of these four evaluation images (i-iv) for the ground truth, 3D supervised, SART, and ONIX are shown in Fig 3(b-e), respectively. The absorption and phase reconstructions were very similar as the ratio of the real and imaginary parts of the index of refraction for a single material simulation were fixed, see subsection 2.2. For simplicity, we showed only the absorption contrast in Fig. 3. These results can be compared with the ground truth: simulated 3D objects. To quantitatively evaluate the 3D reconstructions from the three methods, we computed the $L_2$ norm and DSSIM of the results in Table 1. We validated the absorption- and phase-contrast volumes separately and then took the average of the two. A reader is referred to the supplementary material to compare the results over slices.

| Reconstructed results | Simulation dataset | Experimental dataset |
|-----------------------|--------------------|----------------------|
|                       | $L_2 \times 10^{-2}$ | DSSIM $\times 10^{-2}$ | $L_2\times 10^{-2}$ | DSSIM $\times 10^{-2}$ |
| 3D supervised         | 1.1                | 0.86                 | 5.5                | 3.3                |
| SART                  | 21                 | 7.5                  | 21                 | 16                 |
| ONIX                  | 5.1                | 1.6                  | 5.4                | 3.3                |

### 3.2. Experimental result

To demonstrate the capability of ONIX, we also applied it to the experimental metallic foam dataset collected from TOMCAT, an X-ray imaging instrument at the Swiss Light Source, as described in 2.3. The collected images in this experiment only contained absorption-contrast as the coherence of the experiment was not sufficient to retrieve phase-contrast information.

Fig. 4 shows (a) measured absorption-contrast images at eight equally-spaced projection angles, between 0° and 131° of the metallic foam, (b) SART-retrieved ground truth from 96 projections, and the corresponding reconstruction results from (c) 3D supervised learning, (d) SART, and (e) ONIX using six encoded views. Similarly, we plotted in different columns the (i) top, (ii) front, (iii) left projections through orthogonal axes, and (iv) side-view rendering of the 3D reconstructions. The results were rendered from the projection angle of 169°, which was not used for our reconstructions. The reader is referred to the supplementary material that visualizes the results of the reconstructions over orthogonal slices and provides a movie showing the comparison between the ground truth and the three reconstruction results. It can be seen from Fig. 4 that under our experimental conditions, SART with 96 projections can provide clean and
sharp 3D reconstructions, which is reliable enough for the supervised learning to learn from and for the other methods to be compared. The quantitative assessment for the experimental dataset is also shown in Table 1. In the supplementary material, we also compared the ONIX reconstruction results using four and six views to reconstruct our 3D volume and the results from all the different combinations of them. The results shown in Fig. 4(e) were the best reconstructions we found using six views among our investigation.

---

**Fig. 4.** Tomographic reconstruction results from different methods. (a) The eight input projections used for training and reconstructions. (b) The ground truth obtained from SART using 96 projections. (c-e) Reconstruction results from (c) 3D supervised learning, (d) SART, and (e) ONIX. The (i) top view, (ii) front view, (iii) left view, and (iv) 3D rendering images are plotted for the ground truth volume and the 3D reconstructions. The size of the top views was adjusted for better arrangement. The scale bar shown in (e) corresponds to 200 μm.
3.3. Discussion

This subsection studies the results presented in 3.1 and 3.2 to analyze the capabilities of ONIX by comparing it with state-of-the-art SART approach and a 3D supervised learning approach. It can be seen from Table 1 and the figures that, generally speaking, 3D supervised learning provides the most competitive results among the three experimented approaches. However, this approach requires accessing the 3D ground truth during training, limiting its applicability to techniques and scenarios where it is possible to acquire 3D information. Thus, this approach can be conceived as a simple denoising approach rather than an enabling technique for sparse acquisition approaches. On the other hand, ONIX taking no 3D supervision i) clearly outperforms state-of-the-art iterative reconstruction like SART using the same information, and ii) performs almost at the same level as the 3D supervised approach. If one compares the simulated and experimental results, it is noticeable that the 3D supervised learning results for the experimental dataset have inferior quality to the results of the simulations. This difference may arise from two factors. First, this could partially be because the ground truth is downsized due to the memory limitation of the computing resources. Thus, the benefit of ONIX having infinite resolution becomes apparent, as the downsizing of the input projections has less impact than it does for 3D supervised learning. Second, the noise contribution of the simulated and experimental data are unrelated. The performance of ONIX depends on the number of available views. Although ONIX implementation can use a random number of input views and as low as one, we have focused on eight views for this article based on current designs for X-ray multi-projection imaging techniques [17, 27]. We have observed that even using the same number of projections, ONIX provides better results for the experimental data when six views are used instead of four, as shown in the supplementary material. Thus, the performance of ONIX can be further improved by encoding with more views given the same amount of projections. We have also found that the performance of ONIX is independent of the permutation of views used as constraints but dependent on the combination of them. In general, the reconstruction obtained from closely spaced projection angles is not as good as the ones obtained from widely spaced angles. The best reconstructions were obtained when choosing widely spaced projections as constraints, which is the case for results shown in 3.1 and 3.2. Although we have only applied ONIX on objects with known 3D information, we have demonstrated its capabilities and potential when using a subset of sparse projections that emulates realistic conditions for X-ray multi-projection imaging experiments. The unique capabilities of ONIX to enhance 3D reconstructions to levels previously impossible from only a sparse set of views are the result of including the physics of image formation with X-rays and transferring prior knowledge between different objects and experiments [40, 41]. We envision that ONIX will become an enabling tool for 3D sparse X-ray imaging techniques like time-resolved X-ray multi-projection imaging experiments and medical stereoscopy.

4. Conclusion

To conclude, we have presented ONIX, a 3D unsupervised DL approach for X-ray imaging that can retrieve high-quality 3D reconstructions from an arbitrary set of sparse projections. ONIX extends the capabilities of current 3D volume reconstruction approaches from sparse techniques by i) offering an implicit representation with a theoretically infinite resolution that overcomes the memory demands of approaches like conventional voxel representations, ii) including the physical description of the interaction of X-rays with matter, enables an accurate transfer of the information between the 3D model and the recorded 2D projections, and iii) including a convolutional neural network that transfers prior knowledge between experiments and samples to enhance the performance of this approach. ONIX can retrieve, in general, the complex index of refraction, making our approach not only compatible with traditional absorption-contrast radiographs but also phase-contrast or coherent imaging techniques. To demonstrate the capabilities of ONIX,
we have compared it to state-of-the-art iterative reconstructions (SART) and 3D supervised machine learning approaches using only eight views under realistic conditions for X-ray multi-projection imaging experiments. We have observed with simulated and experimental data that ONIX outperforms current iterative approaches and performs at the level of 3D supervised approaches. However, 3D supervised approaches are only presented for comparison purposes as these methods cannot be applied to experiments with sparse 2D views as the 3D information required for the training is not available. Therefore, we envision ONIX as a tool that will enable 3D reconstructions for X-ray imaging at arbitrary resolutions from a sparse set of views with a quality that was not previously possible. Specifically, we envision its application to expand i) the capabilities of time-resolved experiments not possible today that exploit the unique properties and high-flux of XFELs and diffraction-limited storage rings, and ii) the information provided by stereoscopic techniques for different fields such as medical applications.

The ONIX code is available at GitHub.
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ONIX: an X-ray deep-learning tool for 3D reconstructions from sparse views: supplemental document

This document provides supplementary information to “ONIX: an X-ray deep-learning tool for 3D reconstructions from sparse views.” In this material, we report supplementary figures of the results of ONIX for both simulation and experimental datasets.

1. SUPPLEMENTARY FIGURES

This section presents two figures with slices over the 3D volumes used and retrieved from the simulation and experimental dataset. Finally, we present a study over the ONIX reconstructions obtained by different combinations of four and six encoded views using the experimental dataset.

First, we present the results of ONIX applying to the simulation dataset. The Deep learning (DL) methods were trained using 1000 simulated 3D objects, where we simulated randomly placed ellipsoids inside a cylinder. We compared ONIX results to the ground truth, the 3D supervised learning results, and the Simultaneous Algebraic Reconstruction Technique (SART) [1] results. The results are shown in Fig. S1, where we plotted the three slices at the center of the three orthogonal axes, denoted by (i) slice 1, (ii) slice 2, and (iii) slice 3, for the (a) ground truth, and the results from (b) 3D supervised learning, (c) SART, and (d) ONIX. From Fig. S1 we can see that the best reconstructions were achieved by the 3D supervised learning approach. Nonetheless, 3D supervised learning requires the 3D information (ground truth) of the training data, limiting its application. On the other hand, it can be seen from the figure that, ONIX, outperformed SART method and provided decent reconstructions with no 3D supervision.

Next, we show the reconstruction results of ONIX applying on the experimental metallic foam dataset [2] collected from the TOMCAT beamline at the Swiss Light Source [3]. Eight projections were used in the training of the DL methods and also for the SART Reconstruction. We used the reconstructions from SART using 96 projections as the ground truth. Fig. S2 shows the (a) ground truth and the reconstructed results from (b) 3D supervised learning, (c) SART, and (d) ONIX. We plotted the three center slices of the three orthogonal axes (i-iii), the same as for the simulation dataset. It can be seen from the figure that the experimental dataset was more complicated and contained more details compared to the simulation dataset. The reconstructions from both DL methods outperformed the SART results, providing clear features in the slices. The 3D supervised results, as trained on slices, failed to capture the circular shape of the metallic foam in the direction perpendicular to the training slices, as shown in Fig. S2 b (iii). ONIX, on the other hand, learned better the structure of the foam even without accessing the 3D information provided by the ground truth.

Finally, we show the dependency of ONIX on using different encoded views to retrieve the 3D volume from eight views studying the experimental dataset. The eight projections used to train ONIX for each tomographic experiment were equally spaced between 0° to 131°. Although eight views were used for training, only a subset of them was used for the reconstructions to constrain the retrieved 3D volume at a time. Specifically, we evaluated the quality of the reconstructions using four and six encoded views to constrain the 3D reconstructions, and the results are summarized in Fig. S3. The ONIX reconstructions were compared to the ground truth via two evaluation metrics: $L_2$ norm and Dissimilarity Structure Similarity Index Metric (DSSIM). Fig. S3 shows the distribution of the reconstructions results from all the different combinations of the encoded views. Note that the six-view and four-view results came from two different trained ONIX models, each of them trained using six or four random encoded views in each training iteration. The different view combinations were only used in the reconstruction stage, where we applied different encoded views to the trained model to generate 3D reconstructions.

It can be seen that ONIX is capable of performing tomographic reconstruction for all of the experiments we did. For the reconstructions of four encoded views, the values of the $L_2$ norm are similar to the one from six views, but the deviation of DSSIM is more significant for the four-view case. We see that by adding more encoded views in training, the distribution of the reconstructions shifted towards a Gaussian distribution, implying more reliable reconstructions.
Fig. S1. Reconstructed slices from different methods for the simulation dataset. (a) The simulated ground truth. (b-d) Reconstructed results from (b) 3D supervised learning, (c) SART, and (d) ONIX. The three columns show the three slices at the center of the three orthogonal axes, denoted by (i)slice1, (ii)slice2, and (iii)slice3. We plotted only the absorption images overlaid with the phase for the reconstructions of the three methods.
Fig. S2. Reconstructed slices from different methods. (a) Ground truth from SART using 96 projections. (b-d) Reconstructed results from (b) 3D supervised learning, (c) SART, and (d) ONIX. The three slices (i-iii) at the center of the three orthogonal axes are plotted for the ground truth and the reconstructed results. The size between slices was adjusted for better arrangement.
Fig. S3. Distribution of ONIX results reconstructed using all possible combinations of four and six views over eight measured projections. (a,c) The distribution of $L_2$ norm for the six-view and four-view results. (b, d) The distribution of DSSIM for the six-view and four-view results.
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