Imaging-free object recognition enabled by optical coherence
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Abstract: Visual object recognition is one of the most important perception functions for a wide range of intelligent machines. A conventional recognition process begins with forming a clear optical image of the object, followed by its computer analysis. In contrast, it is possible to carry out recognition without imaging by using coherent illumination and directly analyzing the optical interference pattern of the scattered light as captured by an image sensor. Here we show that such direct visual recognition can overcome traditional limitations of imaging optics to realize excellent recognition without focusing, beyond diffraction limit, or in the absence of direct line-of-sight.
Optical object recognition is of importance in a wide range of applications such as face recognition, industrial inspection, and autonomous driving. In standard optical object recognition, one starts with forming an optical image of the object, followed by computer analysis of the resulting image. However, an image almost always contains much more information than that required for recognition purposes. Thus, from a basic information theory perspective, for recognition purposes, there is no fundamental reason that one needs to start with a well-formed optical image.

Motivated by the above argument, in this study, we demonstrate an optical object recognition system that eliminates the need for imaging. A simple schematic of our setup is shown in Fig. 1, where a set of objects, a set of hand-written digits in our case, is illuminated with a coherent laser beam. The light scattered from the objects then forms speckle patterns, which we detect using an image sensor. These speckle patterns certainly do not look like the hand-written digits. Nevertheless, we show that a neural network trained directly on the speckle patterns is sufficient to recognize the digits. Such recognition, moreover, can be achieved even when imaging is difficult. As illustrations, we show successful recognitions beyond the diffraction limit and in situations where there is no direct line-of-sight between the objects and the image sensor.

Related to our study, there is considerable literature showing that useful information can be retrieved from speckle patterns [1-20]. Most of these studies sent an image through a scattering medium and recovered the image by analyzing the resulting speckle patterns or holograms. For recognition purposes here, however, image recovery is not necessary, as we demonstrate in this study. Recognitions that are based directly on speckle patterns have been considered in [21-25]. Here we show a systematic study of object recognition under conditions that are challenging for imaging optics.

Imaging-free visual recognition leverages upon the optical interference enabled by coherent illumination. As shown by the simulations in Fig. 1b, if an image sensor were placed at a
certain distance away from the object illuminated by coherent light, the measured signals would exhibit rich features created by optical interference. These features, commonly known as speckle patterns, evolve as the distance changes. The information carried by these patterns is not obvious to a human, but after training (see Supplementary Section 3), a neural network can recognize the digits with over 90% accuracy at all locations. This interference is absent under incoherent illumination such as lamps. The field intensity is, in general, nearly uniform and contains no useful information, considering the relative sizes of image sensors and objects. Fig. 1c shows the calculated distribution of light intensity with 16-bit accuracy. We train various neural networks. As expected, none of them can recognize the object. The recognition accuracy on the test set is around 10%, which is equal to the accuracy of a random guess.

An imaging system provides point-to-point mapping from the object to the image sensor. Without an imaging system, direct light detection is equivalent to multiplex sampling of the object. As shown in Fig. 1d, a pixel at location \( \vec{r} \) on the sensor chip receives light from all over the scene

\[
I(\vec{r}) = \left| \int E_s(\vec{R}) \frac{\exp(-i\vec{k} \cdot (\vec{R}-\vec{r}))}{|\vec{R}-\vec{r}|} d\vec{R} \right|^2,
\]

where \( E_s(\vec{R}) \) represents the complex amplitude of light source at location \( \vec{R} \) in the scene and \( \vec{k} \) is the wavevector. This multiplex sampling is generally not invertible, which means that solving for \( E_s(\vec{R}) \) is an under-determined problem [26-32]. However, considerable information is still retrievable because the multiplex bases \( \frac{\exp(i\vec{k} \cdot (\vec{R}-\vec{r}))}{|\vec{R}-\vec{r}|} \) are substantially uncorrelated due to rapid spatial variation introduced by the phase term \( \vec{k} \cdot (\vec{R}-\vec{r}) \). A trained neural network can effectively use such information to perform correct recognition. This is not the case for incoherent light, where the light intensity is given by

\[
I(\vec{r}) = \int \left| E_s(\vec{R}) \frac{1}{|\vec{R}-\vec{r}|} \right|^2 d\vec{R}.
\]

The multiplex bases \( \frac{1}{|\vec{R}-\vec{r}|} \) lack the phase variation and are highly correlated (see discussion in Supplementary Section 1). In fact, for typical object sizes, all pixels on the image sensor obtain the same nearly uniform signal, as shown in Fig. 1c. Direct measurement of incoherent light fails to preserve most of the information in the object. To retrieve information in incoherent light, an imaging system is needed. A pixel on the image sensor measures light from one location from the scene, and point-wise sampling preserves the spatial information.
Bypassing imaging, direct visual recognition opens exciting opportunities to tackle some of the most difficult challenges resulting from fundamental limitations of imaging optics. Below, we show three demonstrations in which coherent light is used to recognize objects that are (1) much out-of-focus, (2) beyond diffraction limit, and (3) without direct line-of-sight. In all three cases, traditional imaging technique would be difficult, whereas object recognition can still be performed successfully.

Results

Focusing-free recognition. An imaging system works by using a point-like point spread function (PSF). This PSF increases in its spatial extent when an object moves away from the focus. Consequently, the image of an object degrades as the object moves away from the focus. On the other hand, even in the absence of an imaging system, objects illuminated by coherent light can be recognized without the limitation of the focus.

Fig. 2a, b shows the experimental setup that contrasts with the difference between the cases of coherent and incoherent illuminations. In both cases, the object is a reflective LCD screen that displays hand-written digits one at a time. The object is illuminated by a light source, and part of the scattered light is then collected by a Quantalux sCMOS camera with 1920-by-1080 pixel resolution (Thorlabs CS2100M). We vary the distance between the object and image sensor from 1 to 8 m. In each location, we display 10,000 different hand-written digits. The resulting image, as observed by the image sensor, is then fed to a trained neural network in order to recognize the digits.

In the incoherent case, the light source is a white lamp. We place a compound lens in front of the image sensor. The focus of the lens system is fixed 1 m away from the image sensor. Thus, the object starts at the focus location and then moves away. The images collected by the sensor well-reproduce the object when it is placed at the focus, but become increasingly blurred as the object moves away from the focus, as shown in Fig. 2c. The recognition accuracy starts at over 90% when in focus and gradually drops to around 10% when going out of focus (Fig. 2f).
In the coherent case, the light source is an expanded laser beam (Thorlabs HNL100RB randomly polarized red laser at 632.8 nm wavelength). Moreover, in contrast to the incoherent case, here we do not use a lens system in front of the image sensor. Instead, the scattered light is directly collected by a CMOS image sensor, as shown in Fig. 2b. The resulting images at the sensor have no resemblance of the digits on the display, and instead, exhibit speckle patterns due to the strong interference effect. This interference pattern changes significantly as the object–sensor distance varies (Fig. 2d). Despite the lack of apparent resemblance of the images with drastically different patterns at different distances, a trained neural network can correctly recognize the digits with an accuracy of above 90%. Importantly, the same neural network works for all distances considered here, and thus, there is no need to re-train the neural network as the distance varies. The experimental results are also consistent with the simulation results, which are shown in Fig. 2e (See Supplementary Section 2 for a detailed discussion on simulation).

Comparing the coherent and the incoherent cases, we see that the capability for recognition in the out-of-focus situation is directly enabled with the use of coherent illumination. With coherent illumination, successful recognition does not require the formation of an image.

We contrast our demonstrated capability for recognition through speckle patterns with previous studies that used laser speckles for image recovery [5-7], some of which also used various neural network approaches. For image recovery, the details of the algorithms, such as the parameters of the trained neural network, depend sensitively on the operating condition [6]. For example, if the distance between the object and the sensor changes, the speckle patterns also change.

Consequently, the neural network used for image recovery typically needs to be retrained. In contrast, our results here, where we train a single neural network to perform successful recognition as the distance varies, indicate a significantly enhanced robustness in recognition as compared to image recovery.

**Recognition beyond the diffraction limit.** Standard imaging systems are subject to the diffraction limit. Resolving a feature of size $\Delta x$ requires a lens with a minimal aperture size of $D_{\text{min}} \sim \frac{\lambda L}{\Delta x}$, where $\lambda$ is the wavelength and $L$ is the distance between the object and the aperture,
as shown in Fig. 3a. For an object with a minimum feature size $\Delta x$, the quality of the image degrades significantly when the aperture size of the imaging system falls below the minimal aperture size required. Therefore, a recognition system that is based on imaging should degrade significantly when the aperture size of the imaging system falls below what is required by the diffraction limit. In contrast, in our approach, the success of recognition is not strongly correlated with the image quality. Consequently, we expect that our approach should enable recognition well below the diffraction limit.

We support the above claim through both simulation and experiment. The setups shown in Fig. 3 are identical to those shown in Fig. 2, except for the addition of an aperture. For the incoherent case (Fig. 3b), which serves to illustrate a recognition system that is based on imaging, the object is placed at the focal point of the lens and the aperture is placed in front of the lens. For the coherent case (Fig. 3a), we choose the same distance between the object and the image sensor as that in the incoherent case. The aperture is placed in front of the image sensor. We assume the minimum feature size $\Delta x$ to be 1/10 of the object size. The aperture size is varied so that the system can operate either above or below the diffraction limit associated with such minimum feature size.

Fig. 3c shows the simulation results for both the incoherent and coherent cases. We use Fourier optics techniques to compute the propagation of light through space and aperture. For the incoherent case (setup shown in Fig. 3b), a high recognition accuracy of above 90% is achieved for a large aperture, for which a high-quality image can be formed. The recognition accuracy, however, drops sharply when the aperture size falls below the minimum aperture size, as required by the diffraction limit. For the coherent case (setup shown in Fig. 3a), high accuracy is retained even when the aperture is well below the minimum aperture size $D_{\text{min}}$, as required by the diffraction limit (Fig. 3c). The recognition only fails when the aperture size is more than 100 times smaller than that required by the diffraction limit.

Fig. 3d shows the experimental result for the coherent case. In agreement with the simulation, the experiment shows the recognition accuracy decreasing slowly as the aperture size decreases and remaining high even when the aperture size is 70 times smaller than what is
required by the diffraction limit. In this experiment, reducing the aperture size reduces the area of the exposed regions on the image sensor. The smallest aperture used corresponds to an area of 100 \( \mu \text{m} \times 100 \mu \text{m} \) or 20 \( \times \) 20 pixels on the CMOS image sensor. To exclude the influence of data dimensionality in Fig. 3d, we down-sample all images to the same dimensions as those before feeding into a neural network.

**Recognition without direct line-of-sight.** Seeing around the corner is another challenging scenario for imaging optics. Imaging methods usually involve non-traditional measurement of light, for example, by measuring time-of-flight [38-39] or in a setup that preserves the memory effect [1, 3-4, 20]. Bypassing imaging, visual recognition around the corner can be accomplished straightforwardly using coherent illumination and standard CMOS image sensors.

Fig. 4a shows the experimental setup, which is the same as that in Fig. 2b, except that we place walls such that there is no longer a direct line-of-sight between the image sensor and the illuminated object. The wall scatters light diffusively, and part of the scattered light is captured by the image sensor. Fig. 4b shows the representative images taken by the CMOS image sensor for different objects. All images are full of speckles, indicating strong scattering and interference effects. Despite the lack of direct line-of-sights, Fig. 4c shows the confusion matrix of recognition results on test objects with an overall recognition accuracy of well above 80%. The major reason for lower accuracy than previous setups comes from the difficulty to achieve perfect mechanical stability of the walls in the experiment.

Because imaging is not required here, the direct recognition method around the corners is generally simpler and more robust than imaging-based approaches. For example, time-of-flight measurement [38-39] requires substantial resources such as nanosecond pulsed lasers and single photon detectors. In contrast, only standard CMOS image sensors and lasers are used here. Time-of-flight also takes much longer to measure, whereas our approach is a single-shot measurement. Compared to imaging methods that are based on the memory effect [1, 20], our approach is more robust. A single neural network can be trained to work for many different types of walls. It also does not require the object to be sparse, and there is no limit of field of view.
either. The simplicity and robustness of our method is enabled by direct recognition, which bypasses the imaging process.

**Discussion**

We have shown that high-accuracy object recognition can be achieved by illuminating an object with coherent light and by analyzing the resulting speckle pattern from the scattered light using a deep-learning algorithm. Our approach eliminates the need for forming a clear image in the recognition process, and performs well even in situations where imaging is difficult or impossible. The resulting system may be highly desirable in mobile or autonomous systems, since it is highly data- and energy-efficient as compared to conventional imaging-based recognition systems. Our results also indicate that the theoretical limits for recognition are very different from the theoretical limits of imaging.

Nevertheless, we anticipate various issues in practice that could potentially affect performance of our system. As can be seen from the results without direct line-of-sight, the mechanical stability of the experimental components, such as the walls, could affect the recognition accuracy. The stability of speckle pattern and performance of the system could potentially be affected by air turbulence when applied to long-distance object recognition. Practical issues of the performance of our system such as these could be improved by employing more advanced neural network structures and deep learning method to increase the ability for the model to generalize to unseen situations and increase the robustness of the system. Integrating multiple frames during data collection could also be used to increase the SNR and the recognition accuracy.

Recent progress in deep learning has enabled record performance for analyzing complex scene images, which are often taken under good conditions. However, when used by autonomous systems in a degraded environment, visual object recognition can be challenging due to the fundamental limit of imaging optics. Removing the imaging step in visual recognition can open exciting prospects in challenging scenarios such as recognition without focusing, beyond diffraction limit, or without direct line-of-sight. Without taking, storing, and processing high-definition images, the imaging-free method can be highly data- and energy-efficient, which is
highly desirable in mobile applications. We demonstrated that unlike incoherent light, coherent light directly carries scene information through its interference patterns. These complex patterns are often meaningless to humans but carry essential identity information to be recognized by deep-learning algorithms. Coherent illumination points to an exciting direction for direct visual recognition to be used in future autonomous systems.
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**Figure 1** Information carried by coherent and incoherent illuminations. a Samples of objects to be recognized, taken from the MNIST database. b Object is illuminated by coherent light. The scattered light intensity distributions are shown at different locations. Neural networks are used to recognize the digits from these field intensity distributions, with a high recognition accuracy (>90%). c The same object is illuminated by incoherent light. It produces nearly uniform field distributions, leading to a recognition accuracy as low as a random guess (10%). d Schematic of the sampling schemes used by imaging and imaging-free systems.

**Figure 2** Focusing-free recognition. a, b Schematic setup of experiments, illuminated by a white lamp with an imaging system (a) and by an expanded laser beam (b). A CMOS image sensor is used to measure the intensity pattern distribution of reflected light. For both coherent and incoherent illuminations, the object starts at 1 m away from the sensor and then moves away, all the way to 8 m. Scattered patterns of the object at different locations are recorded. c, d Intensity patterns of light taken by the CMOS image sensor under incoherent (c) and coherent (d) illumination. Patterns of different objects (1st row for object “2” and 2nd row for object “9”) and same object at different locations (from 1 m at leftmost to 8 m at rightmost) are shown. e, f Neural network recognition accuracy at different object–sensor distances under coherent vs. incoherent illumination in simulation (e) and experiment (f). In the experiment, we use one network for all locations for both coherent and incoherent illuminations. The single network performs well for all distances with coherent illumination and fails for incoherent illumination. In the simulation, we
train separate neural networks for each location for incoherent illumination to maximize its recognition rate.

Figure 3 Recognition beyond diffraction limit. a, b Schematics of setup. Object with shape of hand-written digits is illuminated by coherent (a) and incoherent (b) light. An aperture with diameter D is placed in front of the object at a distance of L. A CMOS image sensor is used to measure the intensity pattern distribution of transmitted light. With coherent illumination, the intensity distribution is measured directly. With incoherent illumination, a lens is placed after the aperture to focus the object onto the CMOS image sensor. For both coherent and incoherent illuminations, the size of the aperture is gradually reduced and intensity patterns of different aperture sizes are recorded. c Neural network recognition accuracy with different apertures under coherent vs. incoherent illumination in simulation. d Neural network recognition accuracy with different apertures under coherent illumination in the experiment.
**Figure 4** Recognition without direct line-of-sight. 

**a** Schematic setup of the experiment. Direct line-of-sight between screen and image sensor is blocked. Image sensor captures light from LCD screen through scattering by a diffusive surface (wall).

**b** Images of different hand-written digits captured on the CMOS image sensor.

**c** Confusion Matrix of neural network classification results on test objects. Separate accuracies are shown for objects in different categories of hand-written digits. The overall recognition accuracy is greater than 80%.
