Blockchain projects have been developed to extend the reach of distributed ledger technology (DLT) beyond cryptocurrency to achieve “good” in the world. Such projects may make a claim for moral, ethical, and responsible intent, but many researchers have not critically examined what good means in context. The concept of good has been debated for centuries and whilst we will not conclude the argument, we should engage in the discourse. We propose the idea that exploration across micro, meso, and macro levels of value creating ecosystems is needed. The implications, both practical and theoretical, of the use of blockchain for good require analysis. As the ambition for blockchain innovations to transform society for the better becomes practical reality, understanding of such change will come from transdisciplinary researchers able to bridge knowledge of social and technical systems.
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INTRODUCTION

Research examining distributed ledger technology (DLT) has often claimed that technology creates a trusted system that can create good in the world (Kewell et al., 2017; Ducrée et al., 2020; Fard Bahreini et al., 2020). A decentralised digital economy (DDE) that gives individuals control over their own data could challenge the current digital oligopoly (Gilder, 2018; Manski, 2020). Though history provides caution; previously the internet was thought of as a means to subvert incumbents by bringing consumers and firms closer together (Nuccio and Guerzoni, 2019). In this article, we present a perspective on blockchain for good. We challenge researchers to question fundamental assumptions made in the discourse on what good, trust, and privacy mean within a DLT context. Through engaging in the ontological and epistemological considerations of good, researchers and practitioners may consider how value is cocreated with individuals, organisations, and society. Without such detailed consideration, a DDE may duplicate the current data paradigm with different dominant actors (Pass and Shi, 2017).
A Vision for Decentralisation

Blockchain was heralded by many as a new technology that would save us all. Reports stated that blockchain would “help with the refugee crisis” and “eradicating poverty.” These were bold claims for what is fundamentally a technology that creates a list that is difficult to change. Distributed ledger technologies may be the seed for change, but they are embedded in ecosystems that may lead to paradigm shifts. Such claims were too narrowly focused upon one level of a broader sociotechnical system. They miss the multiple levels of interaction and value cocreation between and across levels in a system that impact value creation (Chandler and Vargo, 2011; Akaka and Parry, 2019). A broader transdisciplinary perspective (Jantsch, 1970), integrating knowledge from across disciplines, is required to understand and unlock the potential of DLT.

Digitalisation is changing society, providing new technologies that change the way we work, shop, collaborate, and create value. The first wave of digital growth started with many innovative organisations, but over time this has resulted in a small number of dominant monolithic institutions. The next wave of digital economy is developing, driven by artificial intelligence (AI), internet of things (IoT) (Parry et al., 2016), and distributed systems that shift digital boundaries (Mulligan et al., 2020). The future is always in a state of becoming, and there is an opportunity for a shift from the classical economic models of dominant single large firms towards decentralised infrastructures, controlled by many more parties. Decentralised governance mechanisms seek to mitigate potential drawbacks of centralised platforms where data controllers misappropriate and expropriate user data and value (Catalini and Gans, 2020).

Digital technology has come to underpin society, yet it is not controlled by society. Governments have failed to keep pace with innovation and failed to adequately govern. An opportunity is presented by technology to implement a new form of digital governance that empowers citizens (Zwitter and Hazenberg, 2020). A dynamic and decentralised peer-to-peer economy can be built upon distributed data sharing infrastructures, such as distributed ledger technologies (DLT). In such structures, data is freed from the silos of the large firms and becomes fluid and able to create value for the individual and the organisations who help them create and share it. A shift in power from the tech giants to the individual would be facilitated by decentralised autonomous organisations (DAOs) (Gilder, 2018; Morrison et al., 2020) and other decentralised platforms that promote data fluidity (and so, creation of value) ensuring user agency over that data and its use.

DAOs open the way to build a future decentralised digital economy (DDE), where data is controlled by the people who create it. People and organisations will be in more direct connection, trading data and meta-data insights. Such relationships require frictionless digital interactions and autonomous services that are not reliant upon traditional intermediaries. New forms of trust will be cocreated within DAO ecosystems.

The DDE is characterised by relationships with products and service providers that, though once long term, may now be fleeting. Methods of production and delivery reflect this short termism, with systems built on opportunistic engagements. The “gig economy” has been built on data exchanges, driven data exchange between a diaspora of digital identities cocreating value through new business models. Such models are less constrained by physical geographies, often scaled and mirrored around the world. The digital part of the businesses is devoid of sentiment: algorithms maximising financial gain. The digital is not isolated, but forms part of broader sociotechnical systems and their implications for society are yet to fully unfold. Research needs to be done to capture both the benefits and the drawbacks to really understand the meaning of value and how it is created or diminished in the DDE, and to consider what is good. Such a sociotechnical research ethos underpins several European initiatives such as the EU “Blockchain for Social Good” call and UK-led initiatives such as DECaDE, a UKRI funded Centre studying the DDE.

Consideration of Good

“Blockchain for Good” describes the journal section in Frontiers in Blockchain with an explicit moral, ethical, and responsible intent. To date too few authors have examined what “good” and “value” actually mean in relation to the technology application, and for whom value is created and why (see for example Kim and Zetlin-Jones, 2019; Manski and Bauwens, 2020; Zambrano, 2020). Most assume that the application is inherently good either because of their area of study, e.g., aid flows, human rights, etc., or simply because the application is in a nonfinancial area. We have seen DLT applications that provide identity, particularly in the Global South (Wang and De Filippi, 2020). The value of such systems appears to be mainly for the provider, making it possible to identify individuals so they can be more easily processed. It is unclear if individuals consent is sought before their details are captured, and though the creators of such systems propose they create valuable support for migrants, it appears that most of the value is for the aid provider. Individual migrants are often escaping situations corrupted by institutions and seek anonymity, which may be threatened by malicious actors just because of the existence of such records. How good an innovation is depends upon context and perspective.

Value can be considered as a measure of “goodness,” and how “good” or valuable something may be has been debated for
centuries (Ng, 2014). Plato (360 B.C.E) discussed value in The Republic, proposing that value may be intrinsic if a thing is good to have in and of itself, or extrinsic if it enables you to achieve or obtain something good (Lee, 2007). Central to debates around value is whether "good" can be a property of something, that good is objective and therefore some things are intrinsically good, or if goodness is subjective and determined by the individual in context. Moore suggested that goodness could not be naturally occurring; something could only be good if someone perceived it to be good (Moore, 1993). Hence, good or value may be considered as subjectively evaluated. The properties individuals ascribe to that which they value are often common, for example, truth, beauty, harmony, peace, security, etc. (Frankena, 1965). Whilst different lists have been created, commonality between them points back towards intrinsic value. Frankena (1965) proposes that truth or knowledge may be cold and valueless; rather, it is the experience of them that may lead to them being of value, and hence good is again extrinsically determined.

However, one wishes to consider "good"; it is important to have made such a consideration and described how good or value is created by the offer and for whom. Sharing the value that data can provide equitably within a DDE requires consideration of the service ecosystem; the system that creates value. A service ecosystem perspective provides a holistic view of the value created by an offer, extending beyond the boundary of the firm to include all network actors who interact in value creating activities (Vargo and Lusch, 2011; Lusch and Nambisan, 2015). Actors are social and economic resource integrators and may include individuals, households, firms, and nations (Vargo and Lusch, 2008). A service ecosystems view emphasises interactions at multiple levels: dyadic relationships occur at a micro level, such as actor-to-actor relationships; the meso level represents midrange interactions between industries or communities; finally, at the macro level, cultural, policy, and wider social structures are considered (Vargo and Lusch, 2016; Akaka and Parry, 2019).

A question arises as to where DLT technologies are placed in a service ecosystem. A system is a lens through which we can perceive value, but the levels of context and value are nested, evolving conceptualisations of interactions which cocreate value (Chandler and Vargo, 2011). Value creating encounters between people, organisations, governments, and cultural structures is well theorised. In considering blockchain for good we are particularly interested in the process through which distributed ledgers act within a system to create value and hence good in the world. Lusch and Nambisan (2015) argue for the inclusion of inanimate agents in the definition of actors. They argue that the design and designer of an inanimate agent have been influenced by macrostructures, and subsequently the inanimate agent acts to reinforce social structures, so perhaps they are micro-level or even meso-level phenomenon. However, practice is ahead of theory, and research has yet to explore if digitised autonomous capabilities are agents and can be considered as resource integrators (Porter and Heppleman, 2014), at which level they are most appropriately placed, and the way such technologies have impact across the ecosystem.

The socioeconomic factors driving adoption of technologies underpinning the DDE are poorly understood, leading to further areas of analysis: how can we represent and communicate the values of decentralised infrastructures and sustainably incentivise engagement to ensure a scalable platform for the DDE? How can we balance the needs of data hungry AI services vs. those of individuals and organisations with regard to agency over data and digital assets? What does good governance look like in a DDE, and can regulation ensure safety and stability for a DDE?

**Issues of Trust and Privacy**

Proponents of DLT claim that it provides an architecture that enables it to be trust-free technology, a so-called trustless system (Beck et al., 2016; Werbach, 2019). Saying DLT is trustless is an overstatement of what the technology, as part of a service system, is able to deliver (Hawlitschek et al., 2018). Any service will require their users to trust the service provider (organisational trust) and the extended ecosystem of partners and providers, many of whom will be unknown and unseen by the client (system-level trust) (Sekhon et al., 2013). Rather than trusting conventional institutions, in blockchain systems individuals cede authority to algorithms to provide information that is considered to be true and to direct action (Lustig and Nardi, 2015). But can trust be fully replaced by an algorithm or does there remain a need for a representative organisation—an institution whose role is the support and maintenance of that algorithm? For example, blockchain was recently trialled by several national archives of sovereign states as a means for mutually underwriting the integrity (rendering “tamper-evident”) of their digital records. Leveraging a decentralized platform enabled a shift from an institutional trust model to a technological underscoring of trust; effectively the archives’ integrity was underwritten by a consortium of archives that collectively maintained the blockchain (Collomosse et al., 2018; Bui et al., 2020). Yet that consortium might be considered a maintaining institution or at least a federation of institutions tasked with perpetuating participation in the blockchain consensus.

At the heart of the claims for trustlessness is perhaps not the removal of trust, but rather a shift in where an individual’s trust is placed. In decentralised systems the very notion of decentralisation and the removal of a central authority creates a tension as it may not be clear who holds design authority over the code and the mechanism of how they would be trusted. Practically, the answer involves examination of the various DLT architectures and any consensus mechanisms they may employ, each of which has some shortcomings, e.g., the 2016 attack on the Ethereum blockchain and collapse of its Decentralized Autonomous Organization (Risius and Spohrer, 2017). Trust in DLT is further challenged when systems are specifically designed for privacy, making partners in the network anonymous. There are important questions about trust in the data. Data stored or verified by a ledger may be of poor quality or lack accuracy (Thompson, 2019), due to both fraud and human input error (O’Leary, 2017). Blockchain has been described as the "trust machine," but this "halo of truth" may lead to a “lack of questioning of the data” (Rogerson and Parry, 2020). There is a need to develop technical understanding and confidence in
individuals, so they work with the technology, neither directly accepting or rejecting data, but questioning what it says and why (Brynjolfsson and McAfee, 2012).

In the shadow of the recent cryptocurrency boom and bust, DAOs have suffered a credibility crisis that may impact their adoption as a trusted technology. The cycle fuelled numerous token sales through “Initial Coin Offerings” (ICOs) in which financial investments, mediated by cryptocurrencies, encouraged the purchase of stakes in DAOs. The significant efforts made by DAO founders to promote, and in many cases overpromise on, such investments have led to reputational damage in DAOs and the broader field of DLT technology, impeding adoption.

Privacy covers a broad range of topics including data collection, processing, and dissemination (Solove, 2007). Whilst the judicial definition of privacy is the right to be left alone (Warren & Brandeis, 1890), more appropriate definitions for DLT contexts include appropriate flow and access to information (Nissenbaum, 2009; Xu et al., 2012) and differential privacy via mathematical proofs that metricise the interaction of databases to limit interaction (Doudalis, 2017). Taking recurrent elements of privacy definitions, we may understand data privacy as “control over provision of appropriate access to personal information” (Hsu et al., 2020).

Decentralisation can be a way of providing greater privacy in context, as part of a process which gives individuals greater control over who can access their personal data. Though DLT is often presented as privacy-preserving, technology is always vulnerable to the hacking threat and individuals remain pseudonymous so long as no link is made between identity and a wallet address. The EU General Data Protection Regulation (GDPR) provides the governing principles of data protection and processing and deems privacy a human right to be protected regardless of economic impact. Article 17 of GDPR states that an individual has the right to be forgotten. If the identity of an individual on a DLT was revealed and that individual demanded to be “forgotten,” there is potentially an existential threat to the blockchain. Forgetting could require editing or removing data, undermining the DLT ethos and potentially requiring the deletion of the ledger—if that is even possible—creating a potential paradox of privacy in distributed public ledgers. For this reason, many DLT implementations rely upon the distributed ledger to underpin the integrity of an otherwise mutable data store such as a cloud-based data lake (Franceschi et al., 2018). Trust in data is derived from transparency and nonrepudiation (evidenced, for example, by hashes or “fingerprints” of data) whilst accommodating its future redaction (Collomosse et al., 2018; Bui et al., 2019; Yang et al., 2020). This and other issues with contemporary DLT (principally, scalability) point to DLT not as a storage technology for immutable data, but as a supportive technology to underwrite the integrity and promote trust in data.

**Future of Blockchain for Good**

To explore the reconceptualization of value and what it means to achieve good in the DDE beyond cryptocurrency requires determination of what constitutes goodness, fairness, and worth in context and how these are tied to equality in a digital economy. The technology is part of a broader service ecosystem, where actors, agents, and institutions cocreate value. Going forwards, whilst our interest is the application of DLT, the value that the technology creates and the challenges to adoption will require researchers to examine the sociotechnical system. Such research will require transdisciplinarity to shatter technological and socioeconomic barriers to a sustainable, fair, and prosperous DDE.
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