The Ising models have been applied for various problems on information sciences, social sciences, and so on. In many cases, solving these problems corresponds to minimizing the Bethe free energy. To minimize the Bethe free energy, a statistical-mechanical iterative algorithm is often used. We study the statistical-mechanical iterative algorithm on complex networks. To investigate effects of heterogeneous structures on the iterative algorithm, we introduce an iterative algorithm based on information of heterogeneity of complex networks, in which higher-degree nodes are likely to be updated more frequently than lower-degree ones. Numerical experiments clarified that the usage of the information of heterogeneity affects the algorithm in Barabási and Albert networks, but does not influence that in Erdős and Rényi networks. It is revealed that information of the whole system propagates rapidly through such high-degree nodes in the case of Barabási-Albert’s scale-free networks.

PACS numbers: 89.75.Hc, 02.70.-c, 02.50.-r, 89.70.+c

I. INTRODUCTION

In recent years, complex networks have been studied a lot because of their importance as backbones of real complex systems [1, 2]. Many models have been proposed to capture properties of real-world networks; the representatives of them are small-world networks proposed by Watts and Strogatz [3], and scale-free networks proposed by Barabási and Albert [4]. Much elaboration has made clear their topological features such as the small-world property, the clustering property, and community structures. Not only their topological features, but also their dynamical properties have been clarified. For example, it has been revealed that the scale-free structure has large influence on dynamics in its heterogeneous structure [5]. It has been shown that the epidemic threshold vanishes if their degree distributions have a power-law form, $P(k) \sim k^{-\gamma}$, where the characteristic degree exponent $\gamma$ is lower than 3 [5]. Other dynamics are also important in order to understand characteristic properties of heterogeneous structures. Indeed, there are many examples of dynamics on complex networks, in which nodes are interacting each other and a macroscopically functional behavior emerges. Examples of these networks with dynamics are neural networks in a brain [3], Hopfield models in complex networks [9, 10, 11], protein folding [12], and combinatoric optimization problems [13].

While the heterogeneous structures of the complex networks have large influence on their dynamics, one can use efficiently the heterogeneous property to control their dynamical properties. The usage of the heterogeneous properties has been studied a lot mainly from the viewpoint of statistical physics. For instance, in epidemic dynamics, targeted immunization schemes based on the degree hierarchy work efficiently, which recover the epidemic threshold in a case of the degree distribution $P(k) \sim k^{-\gamma}$, where $\gamma \leq 3$ [14]. Therefore, one expects that high-degree nodes, so-called hubs, play important roles in the dynamics on the heterogeneous networks, and hence, one could use the heterogeneity to make efficient algorithms in a wide variety of problems. This is true in some cases, and an efficient local search algorithm has been proposed, which efficiently uses information of high-degree nodes (hubs) [13, 16, 17].

The Ising spin system is one of the simple dynamical models, and has attracted a lot of attentions by their theoretical interests. In recent years, their theoretical analyses on complex networks have been performed [13, 16, 20, 21]. The Ising spin system could represent various real world phenomena; simple opinion dynamics in a society is described by two Ising spin states. Moreover, the Ising spin system has been used for many problems on information sciences such as an artificial intelligence, image processing, error-correcting codes, and optimization problems [22]. These problems can be solved by minimizing the free energy with suitably selected Hamiltonian. Though it is difficult to obtain exact solutions of these problems, there are many cases in which approximate solutions by means of the Bethe approximation are sufficient to solve these problems. A statistical-mechanical iterative algorithm, so-called the Belief Propagation method [23, 24, 25], enables us to solve these problems. The iterative algorithm yields solutions approximately equivalent to those by means of the Bethe
approximation. It has been clear that the iterative algorithm is useful to solve many problems on information sciences.

Recently, Mooij and Kappen have studied the validity of the Bethe approximation [26, 27]. They have concluded that the Bethe approximation is more powerful than the naive mean field approximation. A relationship between the convergence property of the iterative algorithm and the spin-glass phase transition has also been discussed, and it has been revealed that the iterative algorithm does not work enough well in the spin-glass phase. However, effects of heterogeneity of complex networks on the iterative algorithm have not been discussed yet.

In the present paper, we discuss effects of heterogeneity of complex networks on the iterative algorithm. To investigate the effects, we introduce a statistical-mechanical iterative algorithm in which higher-degree nodes are likely to be updated more frequently than lower-degree ones. Applying the newly proposed iterative algorithms to ordinary random networks and scale-free networks, we reveal that information of the whole systems propagates rapidly through the high-degree nodes; the effects enable the iterative algorithm to work efficiently.

The outline of the present paper is as follows. In Sec. II, we introduce an Ising spin system. The Bethe free energy to be minimized is also shown in Sec. II. The statistical-mechanical iterative algorithms are explained in Sec. III. We show numerical results in Sec. IV. The numerical results show that the influence of heterogeneity appears remarkably in the case of the scale-free networks. Finally, we draw the main conclusions in Sec. V.

II. THE ISING SPIN SYSTEM

We explain an Ising spin model used in the present paper. Mooij and Kappen [26, 27] have discussed the spin-glass phase transitions using the similar model.

We describe a graph $G = (\Omega, E)$ as an undirected graph without closed one-edge loops and multiple edges, where $\Omega = \{1, 2, \ldots, N\}$ is a set of nodes and $E \subseteq \{(i, j) | 1 \leq i < j \leq N\}$ is a set of edges. We denote a set of neighbors on node $i$ as $\partial i$. Because there are no closed one-edge loops and multiple edges in the graph $G$, the adjacency matrix $A = \{A_{ij} | i, j \in \Omega\}$ is defined as follows: $A_{ij} = A_{ji} = 1$ if $(i, j) \in E$, and $A_{ij} = A_{ji} = 0$ otherwise. The degree of node $i$, $k_i$, represents that node $i$ is connected to $k_i$ other nodes; hence $k_i = |\partial i| = \sum_{j \in \Omega} A_{ij}$.

On the graph $G$, we consider a random Ising model which is described by the Hamiltonian

$$H = - \sum_{(i,j) \in E} J_{ij} s_i s_j,$$

where $s_i$ represents an Ising spin on node $i$ and takes the value $+1$ or $-1$, and $J_{ij}$ is an interaction between nodes $i$ and $j$. Each interaction $J_{ij}$ is different from each other. We here denote the probability density function of $J_{ij}$ as $P_J(J_{ij})$. From the Hamiltonian of Eq. (1), we calculate the corresponding Boltzmann distribution over the configurations, $s = (s_1, s_2, \ldots, s_N) \in \{-1, +1\}^N$, as follows:

$$P(s) = \frac{1}{Z} e^{-\beta H} = \frac{1}{Z} \prod_{(i,j) \in E} \phi_{ij}(s_i, s_j),$$

where $Z$ is the partition function (or one may say that $Z$ is the normalization constant), and $\beta$ the inverse temperature. The notation $\phi_{ij}(s_i, s_j) = \exp(\beta J_{ij} s_i s_j)$ is introduced for simplicity.

Next, we write the free energy of the Hamiltonian of Eq. (1) by means of the Bethe approximation. To obtain the Bethe free energy, the cluster variation method is used, in which the Bethe free energy is represented as a function of the marginal probability distributions, i.e., $p_i(s_i)$ and $p_{ij}(s_i, s_j)$. As a result, the Bethe free energy is written as follows [25, 28]:

$$\beta \mathcal{F}_{\text{Bethe}}(\{p_i(s_i)\}, \{p_{ij}(s_i, s_j)\})$$

$$\equiv - \sum_{(i,j) \in E} \sum_{s_i = \pm 1} \sum_{s_j = \pm 1} p_{ij}(s_i, s_j) \ln \phi_{ij}(s_i, s_j)$$

$$+ \sum_{i=1}^{N} (1 - k_i) \sum_{s_i = \pm 1} p_i(s_i) \ln p_i(s_i)$$

$$+ \sum_{(i,j) \in E} \sum_{s_i = \pm 1} \sum_{s_j = \pm 1} p_{ij}(s_i, s_j) \ln p_{ij}(s_i, s_j).$$

(3)

In many problems on information sciences, we require the solution minimizing the Bethe free energy of Eq. (3). We can easily see that the paramagnetic solution is a possible solution:

$$\langle s_i \rangle \simeq \sum_{s_i = \pm 1} s_i p_i(s_i) = 0,$$

$$\langle s_i s_j \rangle \simeq \sum_{s_i = \pm 1} \sum_{s_j = \pm 1} s_i s_j p_{ij}(s_i, s_j) = \tanh J_{ij}.$$  

(4)

(5)

For small values of the interaction terms $\{J_{ij}\}$, the Hessian of $\mathcal{F}_{\text{Bethe}}$ at that point makes sure that the solution is minimum [26, 27].

For simplicity, we here assume that the interactions $\{J_{ij}\}$ are independent Gaussian random variables with mean 0 and variance 1. In this case, it has been shown that at the critical inverse temperature $\beta_c$, the Ising spin system causes the transition from the paramagnetic phase to a spin-glass phase when the inverse temperature $\beta$ increases [26, 27].

III. STATISTICAL-MECHANICAL ITERATIVE ALGORITHM

A. Update procedure

The statistical-mechanical iterative algorithm, so-called Belief Propagation, is often used in various prob-
We set initial values of \( m_{ij}(s_j) \), \( i, j \in \Omega \). These initial values are chosen randomly with an uniform distribution (0 ≤ \( m_{ij}(s_j) \) ≤ 1). The value \( m_{ij}(s_j) \) is called a message from node \( i \) to node \( j \) in state \( s_j \).

**Step 2.** We set \( \tilde{m}_{ij}(s_j) \equiv m_{ij}(s_j) \). The values \( \{\tilde{m}_{ij}(s_j)\} \) represent old states, which are needed to evaluate a convergence condition introduced later.

**Step 3.** We set a node number in the update list as the value of \( i \). If it is the first step in one iteration procedure, we use the first node number in the update list, otherwise we use the next node number following the one used in the previous step.

**Step 4.** For the nearest neighbor nodes of node \( i \), i.e., \( j \in \partial i \), we update \( m_{ij}(s_j) \) as follows:

\[
m_{ij}(s_j) \leftarrow \frac{\sum_{s_i} \phi_{ij}(s_i, s_j) \prod_{k \in \partial i \setminus j} m_{ki}(s_i)}{\sum_{s_i} \phi_{ij}(s_i, s_{i'}) \prod_{k \in \partial i \setminus j} m_{ki}(s_i)}.
\]

**Step 5.** Until we reach the end of the update list, we repeat **Step 3** and **Step 4**.

**Step 6.** When we reach the end of the update list, we say that one iteration procedure is finished. We here calculate the following convergence condition:

\[
\frac{1}{2|E|} \sum_{i \in \Omega} \sum_{j \in \partial i} |\tilde{m}_{ij}(s_j) - m_{ij}(s_j)| \leq \epsilon.
\]

If not convergent, we back to **Step 2**, otherwise calculate \( p_i(s_i) \) \( (i \in \Omega) \) using the following equation:

\[
p_i(s_i) = \frac{\prod_{k \in \partial i} m_{ki}(s_i)}{\sum_{s_i'} \prod_{k \in \partial i} m_{ki}(s_i')},
\]

then, a local magnetization of Ising spin \( i, \langle s_i \rangle \), is calculated by

\[
\langle s_i \rangle \simeq \sum_{s_i = \pm 1} s_i p_i(s_i).
\]

The pair probability distribution \( p_{ij}(s_i, s_j) \) is calculated by the similar procedure; the details of the iterative algorithm is denoted in Ref. 23, 24, 25. After the iterations, we get the solution \( \{p_i(s_i)\} \) and \( \{p_{ij}(s_i, s_j)\} \) which minimizes the Bethe free energy of Eq. 4.

**B. Making the update list**

Methods of making the update list used in the update procedure are arbitrary; an uniformly random update list is usually used, in which each node number is selected at random. However, we expect the following assumption: “Usage of heterogeneity of complex networks makes algorithms and dynamics more efficient.” As the simplest case, we here assume that high-degree nodes play an important role in the scale-free networks; the update of the information of the high-degree nodes causes large effects on the next update step because the information of the high-degree nodes could be used a lot in the next update step. Therefore, to investigate how the large high-degree nodes influence on the iterative algorithm, we compare results obtained by two different update lists; one is made by the ordinary random procedure, and the other is generated by using the information of heterogeneity of the network structures.

These update lists are made by the following procedure. The making procedures are illustrated in Fig. 2.

![FIG. 2: Two methods for making the update list. (a) Ordinary update list in which all node numbers are selected at random only two times. (b) Preferential update list in which high-degree nodes are likely to chosen as update nodes. This preferential update procedure uses the information of heterogeneity of the complex network structures.](image)
FIG. 3: Intuitive pictures of the update procedures. (a) Ordinary update method (method A in Fig. 2) (b) Preferential update method (method B in Fig. 2) The messages represented by bolder arrows tend to be updated more frequently than those with thinner arrows.

Method A (ordinary update list)

(A1) Two regular sequences are set. Each regular sequence has $N$ components, and each node number is listed only one time in each sequence.

(A2) We randomly select a number from these two sequences. The selected number is stocked into the update list. Once a number is selected, the number is removed from the sequences.

(A3) We repeat the procedure (A2) until there are no number in the two regular sequences. Note that when the procedure is finished, there are $2N$ numbers in the update list. In the update list, each number corresponding to each node is listed at least one time, and several numbers emerge a lot because of their high-degree.

Different from method A, we make the preferentially selected update list using the information of the network structures in method B. In this case, we use the information of a degree of each node.

Method B (preferential update list)

(B1) One regular sequence is set. The regular sequence has $N$ components and each node number is listed only one time. Additionally, one preferential sequence is set. In the preferential sequence, each listed number is selected with the probability proportional to its corresponding node’s degree; hence, nodes with higher-degree tend to be selected more frequently than those with lower-degree.

(B2) We select a number from these two sequences at random. The selected number is stocked into the update list. Once a number is selected, the number is removed from the sequences.

(B3) We repeat the procedure (B2) until there are no number in the two regular sequences. Note that when the procedure is finished, there are $2N$ numbers in the update list. In the update list, each number corresponding to each node is listed at least one time, and several numbers emerge a lot because of their high-degree.

Intuitive pictures of effects of those methods are illustrated in Fig. 3, in which the messages denoted by bolder arrows are updated more frequently than thinner ones. Figure 3(a) shows the update procedure using method A. In Fig. 3(a), all arrows have the same width, which represent that we update all messages in the same frequency. On the other hand, in Fig. 3(b) each arrow has a different thickness depending on its degree. For instance, node $i$ has a lot of connections to other nodes. In the update procedure of messages related to node $i$, messages of many other nodes are needed, see Eq. (6). Furthermore, the updated messages on the node $i$ are used for the other update procedures on the many other nodes. Since the messages on high-degree node are frequently updated in method B, it seems that information of local update is easily propagated to the whole system. Then, we expect that method B works more efficiently than method A for the heterogeneous networks like the scale-free networks.

IV. NUMERICAL RESULTS

A. The number of iteration steps

To investigate effects of heterogeneous structures on the iterative algorithm, we performed numerical experiments. In the numerical experiments, two network structures were used. One is the random network proposed by Erdős and Rényi (ER networks) [30], and the other is the scale-free network proposed by Barabási and Albert (BA networks) [4]. The ER networks have homogeneous network structures, in which each node has the similar degree though there are some fluctuations; the degree distribution of the ER networks is the Poisson distribution. On the other hand, the BA network is the representative of the complex networks with heterogeneity, in which there are a few high-degree nodes, which is often called hubs, and a lot of low-degree ones; the degree distribution is $P(k) \sim k^{-3}$.

In all the numerical experiments, we use the networks with the network size $N = 400$, the average degree
The number of iteration steps needed for convergence as a function of the inverse temperature $\beta$. (b) The percentage of convergent realizations in 200 different realizations. (c) The Edward-Anderson order parameter $q_{EA}$. 

Results for the case of the ER networks are shown in Fig. 4 and Fig. 5 shows those of the BA networks. Figures 4(a) and 5(a) show the number of iteration procedures needed for satisfying the convergence condition of Eq. 7. The percentage of convergent realizations in 200 different ones is shown in Figs. 4(b) and 5(b). As the inverse temperature $\beta$ increases, the number of convergent realizations decreases at some critical inverse temperatures $\beta_c$ in both cases of ER and BA networks, though ER and BA networks have the different critical inverse temperatures. We can consider the phenomenon as the phase transition from the paramagnetic phase to the spin-glass phase, as discussed by Mooij and Kappen [26, 27]. To confirm this, we calculate the Edwards-Anderson or-
der parameter

\[ q_{\text{EA}} \equiv \frac{1}{N} \sum_{i \in \Omega} (s_i)^2, \tag{10} \]

which becomes positive after the transition to the spin-glass phase. Figures 4(c) and 5(c) show the Edwards-Anderson order parameter \( q_{\text{EA}} \) as a function of the inverse temperature \( \beta \). At the point from which the number of convergent realizations decreases, the Edwards-Anderson order \( q_{\text{EA}} \) becomes positive [31]; this suggests that the system is in the spin-glass state above the critical inverse temperature \( \beta \). Note that there is not an external field and hence the positive value of \( q_{\text{EA}} \) does not indicate the ferromagnetic phase. In the spin-glass state, it has been shown that the statistical-mechanical iterative algorithm does not work enough well [26, 27]. While improvement of the worse convergence property of the statistical-mechanical iterative algorithm would be needed for future works, it is beyond the scope of the present paper. Near the critical inverse temperature \( \beta_c \), we see remarkable improvement of the number of iteration steps needed for convergence in the case of the BA networks, see Fig. 5(a). Near the critical inverse temperature \( \beta_c \), the number of iterative procedures needed for convergence of method B is 0.6 or 0.7 times as many as that of method A. Furthermore, the percentage of convergent realizations in the case of method B increases in comparison with that of method A near \( \beta_c \). On the contrary, for the ER random networks, both methods A and B give similar results because of the homogeneity of the ER networks, as shown in Figs. 4(a) and 4(b).

Finally, we note the correctness of the solution. In the paramagnetic phase, all the numerical solutions yield \( \langle s_i \rangle = 0 \). Hence, both algorithms give the correct solution. However, it is hard to evaluate the correctness of the numerical solutions in the spin-glass phase; it is difficult to obtain the exact solution in the spin-glass phase. We have compared the Bethe free energies of the numerical solutions because a solution with a lower value of the free energy corresponds to more correct one, and confirmed that the free energies calculated by both algorithms have similar behavior to each other. Therefore, we consider that both algorithms give similar solutions while more detailed discussion would be needed in future research.

\[ \langle m_{ij}(s_j) \rangle_k = \left( \sum_{i \in \Omega} \delta_{k,i} \right)^{-1} \sum_{i \in \Omega} \delta_{k,i} \sum_{j \in \partial_i} \sum_s \Delta m_{ij}(s_j), \tag{12} \]

B. Effect on messages

To investigate how the proposed update algorithm effects on the update procedure, we next investigate the property of message \( m_{ij}(s_j) \) in Eq. (5). We here define the following quantities to characterize the influence on the update procedure:

\[ \Delta m_{ij}(s_j) \equiv |\tilde{m}_{ij}(s_j) - m_{ij}(s_j)|, \tag{11} \]

where \( \delta_{k,i} \) is the Kronecker delta. The quantity \( \Delta m_{ij} \) shows the change of each message between the old iterative procedure and new iterative one. The quantity \( \langle \Delta m_{ij}(s_j) \rangle_k \) shows that the averaged change of messages over nodes with degree \( k \). Figure 6 shows the changes of the messages related to the nodes with degree \( k \), i.e., \( \langle \Delta m_{ij}(s_j) \rangle_k \). In these numerical experiments, we used the inverse temperature \( \beta = 0.2 \) in which the both systems on the ER and the BA networks converged in all realizations. In the case of the ER networks, methods A and B have similar results as for \( \langle \Delta m_{ij}(s_j) \rangle_k \), though method A makes the change of messages a little larger, as shown in Fig. 6(a). On the contrary, in the case of the BA networks, method B makes the changes of messages \( \langle \Delta m_{ij}(s_j) \rangle_k \) larger than method A for low degree region \( k \leq 60 \). This suggests that the frequent updates related to high-degree nodes make the change of the messages on low-degree nodes larger, and hence, the number of iteration steps decreases because the larger changes of
messages cause rapid convergence to the solution.

Distributions of the change of messages $\Delta m_{ij}(s_j)$ are shown in Fig. 6(a) and (b). Each inset in Fig. 6(a) is an enlarged figure at large $\Delta m_{ij}(s_j)$ region. In the ER random networks, method B makes no difference from the case of method A. In the BA networks, as suggested in Fig. 6(b), method B makes the changes of messages larger than those of method A. The inset of Fig. 6(b) shows that method B makes the distribution of $\Delta m_{ij}(s_j)$ a little up compared to the one of method A, which suggests that method B work well in the case of the BA networks. It is valuable to note that in both cases the distribution of $\Delta m_{ij}(s_j)$ shows the power-law form with the degree exponent $-1$, as shown in Figs. 6(a) and (b), while it is beyond the present paper to clarify why the distribution obeys a power-law form, so-called Zipf’s law.

V. CONCLUSION

In the present paper, we have investigated effects of heterogeneity of complex networks on statistical-mechanical iterative algorithms. Numerical experiments have shown that the usage of information of heterogeneity affects the algorithm in BA networks, but does not influence that in ER networks. It has been revealed that high-degree nodes play important roles in the iterative algorithms; the usage of information of degrees makes the statistical-mechanical iterative algorithm more efficient in the case of the BA networks. At the critical inverse temperature, the system has transition from the paramagnetic phase to the spin-glass phase. Near the critical inverse temperature $\beta_c$, the number of iteration steps needed for convergence decrease, and the percentage of convergence increases in the case of the BA networks. In the case of the ER networks, however, the usage of information of degrees does not make differences.

The changes of messages used in the iterative algorithm have also been investigated, and it becomes clear that the newly proposed iterative algorithm causes larger changes of messages in the BA networks. This result agrees with intuitive pictures that the system converges fast when there are the larger changes of the messages. These results show that the information of the whole system propagates rapidly through high-degree nodes, and hence, the usage of the heterogeneity makes the iterative algorithm more efficient.

We conclude that the heterogeneity is important for the iterative algorithms and the usage of the heterogeneity makes it possible to perform the iterative calculation efficiently. While the current study is meaningful as a first step of improvement of the statistical-mechanical iterative algorithm, one can consider other approaches to improve the iterative algorithm. We used the heterogeneity of degrees of nodes in the present paper, and other heterogeneous property such as the load or the betweenness centrality, community structure, and network motifs may be available for improvement of the iterative algorithm. We think that the improvement of the iterative algorithm is important for large complex networks. In order to achieve the improvement, it could be helpful to research the usage of the heterogeneity of network structures. Additionally, these studies would also be valuable to understand dynamical properties of complex networks.

Acknowledgments

This work was supported in part by grant-in-aid for scientific research (No. 14084203 and No. 17500134) from the Ministry of Education, Culture, Sports, Science and Technology, Japan.
[1] R. Albert and A.-L. Barabási, Rev. Mod. Phys. 74, 47 (2002).
[2] S. N. Dorogovtsev and J. F. F. Mendes, Evolution on Networks: From Biological Nets to the Internet and WWW (Oxford University Press, Oxford, 2003).
[3] D. J. Watts and S. H. Strogatz, Nature 393, 440 (1998).
[4] A.-L. Barabási and R. Albert, Science 286, 509 (1999).
[5] R. Pastor-Satorras and A. Vespignani, Phys. Rev. E 63, 066117 (2001).
[6] N. Madar, T. Kalisky, R. Cohen, D. ben Avraham, and S. Havlin, Eur. Phys. J. B 38, 269 (2004).
[7] Y. Hayashi, M. Minoura, and J. Matsukubo, Phys. Rev. E 69, 016112 (2004).
[8] http://elegans.swmed.edu.
[9] D. Stauffer, A. Aharony, L. D. F. Costa, and J. Adler, Eur. Phys. J. B 32, 395 (2003).
[10] P. N. McGraw and M. Menzinger, Phys. Rev. E 68, 047102 (2003).
[11] B. J. Kim, Phys. Rev. E 69, 045101(R) (2004).
[12] E. Kussell and E. I. Shakhnovich, Phys. Rev. Lett. 89, 168101 (2002).
[13] M. Mézard and R. Zecchina, Phys. Rev. E 66, 056126 (2002).
[14] R. Pastor-Satorras and A. Vespignani, Phys. Rev. E 65, 036104 (2002).
[15] L. A. Adamic, R. M. Lukose, A. R. Puniyani, and B. A. Huberman, Phys. Rev. E 64, 046135 (2001).
[16] B. J. Kim, C. N. Yoon, S. K. Han, and H. Jeong, Phys. Rev. E 65, 027103 (2002).
[17] A. P. S. de Moura, A. E. Motter, and C. Grebogi, Phys. Rev. E 68, 036106 (2003).
[18] A. Aleksiejuk, J. A. Holyst, and D. Stauffer, Physica A 310, 260 (2002).
[19] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Phys. Rev. E 66, 016104 (2002).
[20] M. Leone, A. Vázquez, A. Vespignani, and R. Zecchina, Eur. Phys. J. B 28, 191 (2002).
[21] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Eur. Phys. J. B 38, 177 (2004).
[22] H. Nishimori, Statistical Physics of Spin Glasses and Information Processing: An Introduction (Oxford University Press, Oxford, 2001).
[23] J. Pearl, Probabilistic Reasoning in Intelligent systems: Networks of Plausible Inference (Morgan Kaufmann, San Francisco, CA, 1988).
[24] K. Tanaka, J. Phys. A 35, R81 (2002).
[25] K. Tanaka, J. Inoue, and D. M. Titterington, J. Phys. A 36, 11023 (2003).
[26] J. M. Mooij and H. J. Kappen, cond-mat/0408378.
[27] J. M. Mooij and H. J. Kappen, in Advances in Neural Information Processing Systems vol. 17, pp. 945–952, edited by L. K. Saul, Y. Weiss, and L. Bottou (MIT Press, Cambridge, 2005).
[28] J. S. Yedidia, W. T. Freeman, and Y. Weiss, in Advances in Neural Information Processing Systems vol. 13, pp. 689–695, edited by T. K. Leen, T. G. Dietterich, and V. Tresp (MIT Press, Cambridge, 2001).
[29] J. S. Yedidia, W. T. Freeman, and Y. Weiss, IEEE. Trans. on Info. Theory 51, 2282 (2005).
[30] P. Erdős and A. Rényi, Publ. Math. Inst. Hung. Acad. Sci. 5, 17 (1960).
[31] When the system enters the spin-glass phase, the value of \( s_i \) at each node also starts to be non-zero.
[32] K. I. Goh, B. Kahng, and D. Kim, Phys. Rev. Lett. 87, 278701 (2001).
[33] M. E. J. Newman and M. Girvan, Phys. Rev. E 69, 026113 (2004).
[34] R. Milo, S. Shen-Orr, S. Itzkovitz, N. Kashtan, D. Chklovskii, and U. Alon, Science 298, 824 (2002).