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Abstract—Image forensics, aiming to ensure the authenticity of the image, has made great progress in dealing with common image manipulation such as copy-move, splicing, and inpainting in the past decades. However, only a few researchers pay attention to an emerging editing technique called image recoloring, which can manipulate the color values of an image to give it a new style. To prevent it from being used maliciously, the previous approaches address the conventional recoloring from the perspective of inter-channel correlation and illumination consistency. In this paper, we explore a solution from the perspective of the spatial correlation, which exhibits the generic detection capability for both conventional and deep learning-based recoloring. Through theoretical and numerical analysis, we find that the recoloring operation will inevitably destroy the spatial correlation between adjacent pixels, implying a new prior of statistical discriminability. Based on such fact, we generate a set of spatial correlation features and learn the informative representation from the set via a convolutional neural network. To train our network, we use three recoloring methods to generate a large-scale and high-quality data set. Extensive experimental results in two recoloring scenes demonstrate that the spatial correlation features are highly discriminative. Our method achieves the state-of-the-art detection accuracy on multiple benchmark datasets and exhibits well generalization for unknown types of recoloring methods.

Index Terms—Image recoloring, forgery detection, spatial correlation, discriminability.

I. INTRODUCTION

As an important information medium, images are widely used to distribute news and record events. For a long time, people are accustomed to seeing is believing. However, with the rapid proliferation of image editing software such as Adobe Photoshop and GIMP, anyone can easily edit digital images at a very low cost, and the generated content is quite difficult to distinguish for humans [1]. In addition to the most common editing operations, such as copy-move, splicing, and inpainting, a new type of editing technique, image recoloring, has emerged.

Different from such common manipulations that change the image content by adding or deleting interest regions, image recoloring aims to change the theme or style of the image by manipulating the color values without compromising the details. Since color information plays a key role in visual understanding, this tampering has the potential to mislead human beings. In addition, for automatic tracking/recognition, recoloring may lead to misjudgment in the artificial vision system, as shown in Fig. 1.

At present, image forensics technologies [3]–[5] for various types of forgery have appeared in the past decades. Accord-
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Fig. 1. An example of image recoloring. (a) Natural image. (b) Recolored image generated by the method [2].

ing to the operating mechanism, they can be classified into the following two categories: active and passive forensics techniques. Active forensics, e.g., digital watermarking [6], embeds identification information into the image in advance. Such embedded data will serve as a marker for integrity verification. However, it requires the operation before the distribution, which limits its practical application. Passive forensics, also called blind forensics, does not rely on such side information, but exclusively on the analyzed multimedia data. It tries to reveal anomalies that may indicate manipulation. For example, source identification utilizes the inherent features of camera hardware and software like lens distortion [7], color filter array (CFA) [8], and pattern noise [9]. Specific artifacts left by JPEG compression [10], contrast enhancement [11], resampling, copy-move [12], splicing [13], and inpainting [14] are also used for forgery detection. In general, the existing forensics methods have achieved good performance in detecting traditional manipulation. However, due to the different tampering mechanisms, these methods are not satisfactory when they are directly applied to recoloring image detection. As far as we know, there are few forensics works specially designed for the image recoloring, even if altering the color is one of the most common operations in image processing. Yan et al. [15] first attempted to take advantage of the consistencies of inter-channel and illumination to distinguish whether an image is recolored. However, the hard-coding operation of the differential image (e.g., R - G) may not necessarily depict the optimal correlation, and the effectiveness of this method is only verified on the conventional image recoloring approaches. Note that there is currently no work specifically dealing with the deep learning-based recoloring scene.

In this paper, we propose an end-to-end method to distinguish between natural images (NIs) and recolored images (RIs). To our best knowledge, this is the very first work to explore solutions from the perspective of the spatial correlation of adjacent pixels. It exhibits the general ability to detect both conventional and deep learning recoloring forgeries.

Our work started with the idea that recoloring will inevitably
follows: These techniques are briefly summarized in Table I. A. Recoloring approaches

So far, a variety of image recoloring approaches have been developed. According to the operating mechanism, most of the image recoloring techniques can be categorized into four classes, example-based (color transfer) [2], [18], [22]–[24], stroke-based (edit propagation) [25]–[31], palette-based [20], [32]–[35], and photorealistic style transfer [17], [19], [21]. These techniques are briefly summarized in Table I. 1) Example-based recoloring (color transfer): The exampled-based recoloring approaches aim to transfer the color style of the reference image to the source image. Early methods [2], [22] apply the characteristics of the reference image to the source image by analyzing the global color distribution, which belongs to global color transfer. In addition, the local color transfer method [24] first identifies the regional correlation between the source image and the reference image, then transfers the color distribution between the corresponding regions. Different from conventional color transfer methods described above that match low-level features, deep learning-based approaches [18], [23] can reflect higher-level semantic relationships.

2) Stroke-based recoloring (edit propagation): The stroke-based recoloring approaches first draw scribbles with the desired color in different regions, and then automatically propagate these edits to similar pixels. In most of the conventional stroke-based works [25]–[29], users must heuristically determine the image feature they use and adjust parameters for the features based on their own needs and target images. In contrast, deep learning-based approaches [1] can automatically learn appropriate feature representation from low-level clues, high-level semantic information, and user strokes.

3) Palette-based recoloring: The palette-based approaches generate a suitable palette for an input image, and then users can manipulate the image by modifying the colors in the palette. Most of the conventional works [32]–[34] create palettes by the k-means clustering algorithm or its variants. However, the color transformation function in traditional palette space cannot be used for content-aware recoloring. Therefore, deep learning-based methods [20], [35] take advantage of neural networks in understanding the content of the source image and embed the palette into the object segmentation network [36].

4) Photorealistic style transfer recoloring: The photorealistic style transfer approaches [17], [19], [21] are derived from the neural style transfer [37], [38] in recent years. Unlike the style conversion methods, the output still looks like an art painting, even though both the input and reference style images are photos. The photorealistic style transfer approaches utilize the whitening and coloring transforms to prevent spatial distortion and limit transmission operations to occur only in color space, resulting in a satisfying photorealistic style rather than being like a painting.

II. RELATED WORK

In this section, recoloring approaches and related detection methods are reviewed accordingly.

A. Recoloring approaches

So far, a variety of image recoloring approaches have been developed. According to the operating mechanism, most of the image recoloring techniques can be categorized into four classes, example-based (color transfer) [2], [18], [22]–[24], stroke-based (edit propagation) [25]–[31], palette-based [20], [32]–[35], and photorealistic style transfer [17], [19], [21]. These techniques are briefly summarized in Table I. B. Recoloring detection method

Very recently, Yan et al. [15] made the first effort to detect image recoloring. They observed that the inter-channel correlation and illumination consistency may not be maintained after the image is recolored. In detail, this work designed a deep discriminative model based on the VGG network [39], which is composed of three feature extractors and a feature fusion module. The original RGB image with its differential image (DI) and illumination image (IM) are utilized as three inputs of the network. After extracting the forgery-related features, a feature fusion module is employed to refine these features and output the forgery probability. For training the network,
TABLE I
SUMMARY OF THE EXISTING RECOLORING APPROACHES

| Category                              | Definition                                                                 | Method  | Side information |
|---------------------------------------|---------------------------------------------------------------------------|---------|------------------|
| Example-based recoloring (color transfer) | The example-based recoloring approaches aim to transfer the color style of the reference image to the source image | 2, 18, 22, 24 | Reference image  |
| Stroke-based recoloring (edit propagation) | The stroke-based recoloring approaches first draw scribbles with the desired color in different regions, and then automatically propagate these edits to similar pixels | 23, 31 | User scribbles   |
| Palette-based recoloring              | The palette-based approaches generate a suitable palette for an input image, and then users can manipulate the image by modifying the colors in the palette | 20, 32, 35, 36 | Select the palette manually |
| Photorealistic style transfer recoloring | The photorealistic style transfer approaches can transfer the style in a photorealistic way | 17, 19, 21 | Reference image  |

(a) Natural image acquisition in digital camera

(b) Recoloring image generation by photorealistic style transfer

![Fig. 2. The illustration of natural image acquisition and recoloring image generation.](image)

They used the conventional recoloring methods [2], [16], [40] to generate a large-scale training set. The testing results on a new synthetic dataset (generated by a variety of conventional recoloring methods [2], [16], [27], [34], [40]–[42] and a newly collected dataset (downloaded from websites or made by mobile applications) also demonstrate the effectiveness of their method. However, the hard-coded feature of differential image (e.g., \( R - G \)) may not be the best feature to describe the inter-channel correlation. From their experimental results, this method may not be able to cope with the recoloring scene of deep learning method. In addition, to the best of our knowledge, no method has yet been developed to detect the RIs generated by deep learning-based recoloring methods [17]–[21], [23], [30], [31], [35].

III. METHODOLOGY

A. Motivation

1) The difference between camera imaging and RI generation: To distinguish RIs from NIs, we first need to understand how NI acquisition and RI generation. As indicated in Fig. 2 (a), the general process of acquiring NIs by a digital camera is as follows. The incoming light first passes through optical filters to retain the desired light components and then is focused on the charge-coupled device or complementary metal-oxide-semiconductor sensor by the lens. Under the action of CFA on the sensor, only one color (red, green, or blue) is obtained for each pixel, and other colors must be obtained by CFA interpolation based on the color information of surrounding pixels. Finally, a digital image is obtained through a series of signal processing operations such as white balance, color processing, image sharpening, contrast enhancement, gamma correction, and compression.

By contrast, the way of generating images by various recoloring methods is very different. For example, the photorealistic style transfer can be regarded as an image reconstruction problem with feature projection, the general process is shown in Fig. 2 (b). Its framework consists of two parts: encoder and decoder. First, the encoder extracts the vectorized features of the image through a series of convolution and pooling operations. Then, the vectorized features \( F_s, F_c \) of the style image and the content image are respectively input to the conversion module, and the converted vectorized features \( F_d \) are outputted. Finally, the decoder decodes \( F_d \) to obtain an output image. The CFA interpolation makes the pixel value of NIs have a special correlation, while the generation of RIs is different from the capture of NIs, and there are no color
processing operations similar to CFA. Therefore, the image recoloring operation will inevitably destroy this correlation. This hypothesis will be supported with some experimental evidence in the following analysis.

2) Discriminability of spatial correlation: While the visual results of the RI are reasonable, the recoloring operation may alter the statistical features of NI pixels, such as the spatial correlation between pixels. In the three color channels (R, G, B) of RIs and NIs, the correlation between adjacent pixels will be considered for analysis. A measure will be utilized to show the statistical difference between RIs and NIs.

For the i-th image \( I \) in a dataset, we calculate the correlation coefficient between two adjacent pixels in the four directions (horizontal, vertical, diagonal and anti-diagonal) in each color component \( I_c \) (\( c \in \{ R, G, B \} \)). For the sake of brevity, we only take vertical correlation as an example here, and other directions are similar. The correlation formula is:

\[
   r_{ijc} = \frac{\sum_{j=1}^{w} \sum_{k=1}^{h-1} (I_{j,k} - \bar{I}_c)(I_{j,k+1} - \bar{I}_c)}{\sqrt{\sum_{j=1}^{w} \sum_{k=1}^{h-1} (I_{j,k} - \bar{I}_c)^2 \sum_{j=1}^{w} \sum_{k=1}^{h-1} (I_{j,k+1} - \bar{I}_c)^2}},
\]

where \( w \) and \( h \) are the width and height of the image, \( \bar{I}_c \) is the mean value of \( I_c \), and \( r_{ijc} \) represents the correlation coefficient between adjacent pixels of the i-th image in color component \( c \). Specifically, a higher \( r_{ijc} \) means that adjacent pixels in \( I_c \) have a stronger correlation.

For a recoloring dataset, we first calculate the correlation coefficient \( r_{ijc} \) of each image \( I \) in each color component \( c \). Then a histogram is constructed based on this coefficient, denoted as \( H_{rec}^{c} \). Similarly, for a set of NIs, we construct the histogram \( H_{nat}^{c} \). Then, we use the chi-square distance to measure the similarity between the histograms \( H_{rec}^{c} \) and \( H_{nat}^{c} \):

\[
   d_{\chi^2}(H_{rec}^{c}, H_{nat}^{c}) = \frac{1}{2} \sum_x \frac{(H_{rec}^{c}(x) - H_{nat}^{c}(x))^2}{H_{rec}^{c}(x) + H_{nat}^{c}(x)},
\]

where \( x \) is the bin index of histogram and \( d_{\chi^2}(H_{rec}^{c}, H_{nat}^{c}) \) can serve as a discriminative metric reflecting the statistical difference between RIs and NIs. Specifically, a higher \( d_{\chi^2}(H_{rec}^{c}, H_{nat}^{c}) \) means that there is a stronger statistical differences between RIs and NIs.

Next, we will conduct several experiments to evaluate the discriminative metric. The COCO validation dataset \( \{44\} \) is utilized as NIs. Approximately 16,000 RIs are generated by the method \( \{17\} \). Then 5,000 RIs and their corresponding NIs are randomly selected for analysis. First, we calculate \( r_{ijc} \) (\( c \in \{ R, G, B \} \)) in the four directions (horizontal, vertical, diagonal, and anti-diagonal) as shown in \( \{1\} \). Then, we apply \( \{2\} \) to construct the histograms \( H_{rec}^{c} \) and \( H_{nat}^{c} \). The histograms for different color channels and different directions are shown in Fig.\( \{4\} \). The non-overlapping regions of \( H_{rec}^{c} \) and \( H_{nat}^{c} \) reflect the difference between the RIs and the NIs. In the sub-captions of the corresponding sub-figures in Fig.\( \{4\} \) we observe that the values of \( d_{\chi^2}(H_{rec}^{c}, H_{nat}^{c}) \) for different color channels and different directions are all exceeded 0.004. In particular, the horizontal and vertical \( d_{\chi^2}(H_{rec}^{c}, H_{nat}^{c}) \) values in R and G color channels are both greater than 0.01. These results indicate a statistical difference between NIs and RIs in terms of spatial correlation, leading to potential uses in detecting recolored image.

B. Method Details

1) Overview: We propose an end-to-end pipeline to detect the recolored image, as illustrated in Fig.\( \{5\} \). Firstly, the co-occurrence matrices are calculated for each color channel of the image in the preprocessing module. Such matrices represent the spatial correlation characteristics between adjacent pixels. Then, unlike the previous method, a machine learning classifier is adopted to classify different images. We feed the tensor composed of the co-occurrence matrices through the CNN to automatically learn important features and reveal image recoloring operations. We elaborate on the technical details in the following.

2) Extracting spatial correlation features: Based on the analysis in Section \[III-A2\], we decide to calculate co-occurrence matrices \( \{45\} \) in four directions (horizontal, vertical, diagonal, and anti-diagonal) for each color channel (R, G, and B) of the image. The obtained matrices are applied
to analyze the spatial correlation between adjacent pixels, thus distinguishing between NIs and RIs. The similar method to find statistical data deviation between images has been well studied in the field of steganalysis [46]–[48]. Previous steganalysis methods calculate residuals or co-occurrence matrices on the image passing through various filters. In contrast, we calculate the co-occurrence matrix of image pixels directly. This also makes it difficult to perform adversarial perturbations on co-occurrence matrices, because once perturbations are performed, the underlying statistical information of the matrices will be changed. The information loss caused by residual and filtering operation is also avoided. The co-occurrence matrix of a 2-D array $V$ can be calculated by

$$C(\theta_1, \theta_2, \ldots, \theta_d) = \frac{1}{n} \sum_{x,y} \mathbb{I}(V(x,y) = \theta_1, V(x + \Delta x, y + \Delta y) = \theta_2, \ldots, V(x + ((d-1)\Delta x, y + ((d-1)\Delta y) = \theta_d),$$

where $\mathbb{I}(\cdot)$ is the indicator function, $n$ is the normalization factor, $\theta_1, \theta_2, \ldots, \theta_d$ are the index of co-occurrence matrix, and $\Delta x, \Delta y$ are the offsets for two adjacent pixels. In our practical implementation, we set the parameter $d = 2$ to obtain a 2-D co-occurrence matrix, which is a 2-D histogram of pixel pair values in adjacent regions. The vertical and horizontal axes of the histogram represent the first and second values of the pair, respectively. The advantage of such operation lies in the lower complexity. The obtained co-occurrence matrices avoid the truncation operation in method [46]. For an image of any size with 8-bit pixel depth, our implementation will always produce a $256 \times 256$ co-occurrence matrix, avoiding the need to resize the image when training and testing the network. As shown in Fig. 5 although there are eight possible neighbors for any pixel whose neighborhood does not exceed the image plane, only four directions need to be considered due to symmetry. Therefore, you only need to set $\Delta x = 1$ and $\Delta y = 0$ in (3) to get horizontal co-occurrence matrices, and so on in other directions.

3) Learning features with CNN: For any RGB image, we calculate the co-occurrence matrix in four directions for each color channel, resulting in a total of 12 matrices with size $256 \times 256$. The visualization of this process is shown in Fig. 3. Most of the previous methods [46], [48], [49] use co-occurrence matrices to train support vector machine (SVM)
To distinguish between NIs and RIs, discriminative features need to be gleaned from the co-occurrence matrices. For this purpose, we build a feature extraction module based on CNN, which can automatically learn feature representation and is widely used in computer vision tasks such as image classification.

In this paper, our feature extraction module is built based on ResNet18 [43], where the residual block is its basic module. In the residual block, the input can forward propagate faster through the residual connections across layers. We modify the original input and output shapes in the ResNet18 network according to our task. We will get 12 matrices stacked into a tensor with size $256 \times 256 \times 12$ after calculating the co-occurrence matrices, thus changing the number of the first convolution kernel from 3 to 12. The output size of the last fully connected layer of the network is also changed to 2. This output is utilized to determine whether a given image is a RI.

IV. EXPERIMENTS

A. Experimental setup

1) Image datasets: To train our proposed network and evaluate its effectiveness in various recoloring scenes, we utilize a variety of recoloring methods [2], [16]–[21] to create a large-scale and high-quality training set and a benchmark testing set. The training set $D_1$ consists of three subsets. The first subset for training consists of 19,000 NIs randomly selected from the ImageNet validation dataset [50], and also include their corresponding RIs, which are generated via conventional recoloring method [2]. The ImageNet validation dataset [50] has 1000 categories. The images in each category are randomly distributed into two parts, which are selected as style images and content images respectively. This process avoids excessive artifacts in the generated images when the style and content images are not or weakly correlated. The generation process randomly samples the style image and the content image each time and ensures that the used images are not reused. The second training subset is generated by another traditional recoloring method [16], with the same size as the first one. The generation process ensures that there are no overlapping images in the first and second subsets by exchanging style images and content images. The third subset for training consists of about 16,000 image pairs. In this generation process, the recoloring method [17] based on deep learning is used, and some semantic segmentation information of images in the COCO validation dataset [44] is also considered. Therefore, the generated images include not only the global RI but also the RI for a specific object. Fig. 6 shows some examples of training set.

The testing set is divided into two challenging scenes: deep learning-based recoloring and conventional recoloring. In the deep learning-based scene, we use four deep learning-based recoloring methods [18]–[21] to generate a benchmark testing set $D_2$, including 240 NIs and corresponding RIs. Firstly, we randomly sample NIs from COCO validation dataset [44] and ImageNet validation dataset [50] to simulate different environments. Then, each method is utilized to generates 60 recolored images. The generation process ensures that the NIs applied in each method are not repeated, and the images between the testing set and the training set are not overlapped. Fig. 7 shows some examples of the NI and the corresponding RI in this testing set.

In conventional scenes, two recoloring testing sets released by Yan et al. [15] are used. Testing set $D_3$ includes 100 authentic images (crawled from the website) and corresponding RIs generated by a variety of conventional recoloring methods [2], [16], [27], [34], [40]–[42]. The testing set $D_4$ contains 80 manually recolored images that were either recolored via mobile APPs or downloaded from websites. As shown in Fig. 8 most of the RIs in the conventional dataset look very realistic, and it is difficult for human vision to distinguish them from NIs. Refer to Table I for the basic information of all datasets.

2) Implementation details: The proposed network is implemented with the Pytorch deep learning framework [51]. We adopt the Adam optimizer [52] and set the initial learning rate as $1 \times 10^{-3}$. The CosineAnnealingLR [53] method is applied to adjust the learning rate. The number of iterations of a learning rate cycle is set as 64. We also utilize L2 regularization with a weight decay of $1 \times 10^{-3}$. Since images
of any size are calculated to obtain co-occurrence matrices with size 256×256, we do not adjust the image size and the batch size is set as 128. The kernel weights are initialized with the kaiming normal distribution initialization method [54]. During the training procedure, 80% of the images in the training set \( D1 \) are adopted for learning and updating network parameters, while the remaining 20% are used for validation. The cross-entropy loss is used to supervise the training of network parameters. The whole network is trained 20 epochs and the data is shuffled at the beginning of each epoch. By watching the accuracy of the validation data, an early stopping strategy is adopted. If the accuracy of 5 consecutive epochs cannot be improved, the training is stopped and the model with the highest validation accuracy is saved as the final model. The training and testing are carried out on PC equipped with an NVIDIA RTX 2080 Ti GPU.

### B. Performance evaluation

After training our network on the training set \( D1 \), we test proposed method on a part of the images that are separated from \( D1 \) in advance and do not overlap with training and validation instances. In these images, the accuracy reaches 95.56% and the AUC achieves 99.22%, indicating that our model performs well.

Fig. 9 shows the heatmaps of the last convolution layer in our network using Grad-CAM++ [55] which can provide better visual interpretability for our CNN model predictions. We can see that although NIs and corresponding RIs look familiar, their heatmaps are quite different. The upper left corner regions of the heatmaps of the NIs are predominantly red (that is, negative correlation). On contrast, the upper left corner regions of the heatmaps of the corresponding RI are predominantly blue (that is, positive correlation). The visualization results of the heatmap show that our network can further learn from the extracted spatial correlation feature set, and can distinguish between NIs and RIs.

To further evaluate the practicability of our network and its performance in dealing with various recolor challenges, we will conduct experiments in deep learning-based recoloring and conventional recoloring scenes, respectively.

1) **Deep learning-based recoloring scene:** In this case, we evaluate the detection performance of the proposed network in the recoloring scene based on deep learning, i.e., the RIs are all generated using deep learning-based methods. We utilize the network trained above to examine its performance on the testing set \( D2 \). Although the images in \( D2 \) and \( D1 \) do not overlap at all and are generated using completely different recoloring methods, the proposed network can still achieve the accuracy of 85.21% and the AUC of 94.09%. Table III shows the detection accuracy and AUC of the proposed method with various subsets. It reveals that our model may have learned the common spatial correlation features of RIs, and have good generalization.

2) **Conventional recoloring scene:** In this case, we apply the previously trained network to examine the effectiveness of the proposed method for the conventional recoloring scene on the testing sets \( D3 \) and \( D4 \). The conventional recoloring

### TABLE II

**Summary of Datasets Used in the Experiments**

| Dataset | Category | Generation method | Quantity | Note |
|---------|----------|-------------------|----------|------|
| D1      | Training set | [2]               | 36,000   | Select from ImageNet validation dataset [50], includes NIs and corresponding RIs. |
|         | Deep learning-based testing set | [16] | 36,000 | Select from ImageNet validation dataset [50], includes NIs and corresponding RIs. |
|         | Conventional testing set | [17] | 30,000 | Select from COCO validation dataset [44], includes NIs and corresponding RIs. |
| D2      | Deep learning-based testing set | [18]–[21] | 480 | Select from COCO validation dataset [44] and ImageNet validation dataset [50], includes NIs and corresponding RIs. |
| D3      | Conventional testing set | [19]–[22] | 200 | Images crawled from websites, includes NIs and corresponding RIs. |
| D4      | Conventional testing set | Manually | 80 | Images produced by mobile APPs or downloaded from websites, only RIs are included. |

3) **Performance metrics:** For all the results reported in the paper, two commonly used metrics, i.e., accuracy and receiver operating characteristic (ROC) curve (with the area under the curve (AUC) measurement), are adopted to evaluate the performance of the proposed methods.

Fig. 7. Examples selected from the testing set \( D2 \). The first line shows NIs. The second line shows corresponding RIs generated by methods [18]–[21], respectively.

Fig. 8. Examples selected from the testing set \( D3 \) and \( D4 \). (a) The first line shows the NIs in \( D3 \). The second line shows the corresponding RIs. (b) Example images randomly selected from \( D4 \).
methods have the characteristics of low computational cost and good interpretability. The manual recoloring methods can achieve a more realistic recoloring effect, and the details are also handled better. On D3, the accuracy of our trained model reaches 82.50% and the AUC achieves 91.21%. On D4, the detection accuracy is 70.00%. It is 14.50% higher than the human vision accuracy of 55.50%\(^1\). The accuracy on D4 is a bit lower than that on D3. This is possibly because of that images in D4 are affected by human prior knowledge, which can produce the most realistic effect with the lowest cost of perturbing the spatial correlation of pixels in the images and our training data do not cover these images. In conclusion, the detection results on D3 and D4 show that our model has a good capability to deal with conventional recoloring scenes composed of conventional methods and manual recoloring with automated tools.

### C. Ablation study

In this subsection, we conduct an ablation study to show the superiority of the proposed method over its variants. This experiment is conducted on the testing set D2. We first modify the preprocessing module, the CNN architecture, and the used training set, respectively. Then, we train different models with different settings to detect the images on D2. Finally, according to the results, the influence of different settings on the model performance is analyzed.

\(^1\)The data is cited directly from the Section IV-A of Yan et al. \[15\].

1) **On preprocessing module:** As shown in Fig. 9, the preprocessing module extracts the spatial correlation between adjacent pixels in four directions by calculating the co-occurrence matrix. Here, we set the baseline to not extract spatial correlation. We directly feed the original RGB images into CNN architecture, and adjust the size of all images to 224×224 for the convenience of training. In addition, we also take the feature set that only calculates the spatial correlation of two directions as the input of the network, i.e., the horizontal and vertical directions are divided into a group, and the diagonal and anti-diagonal are in another group. The comparison results of the above three variants and the complete inputs are summarized in Table IV. When calculating the spatial correlation in the four directions, our model achieves the highest accuracy and AUC for the same training and testing dataset. Fig. 10 shows ROC curves for different inputs. Note that when only the spatial correlation of two directions is considered, the discriminative effect is significantly improved compared to the baseline. Fig. 11 shows the feature space of the penultimate layer in our network using t-SNE visualization \[56\]. In Fig. 11 (a), the inputs of our network are the feature sets that indicate the spatial correlation. Blue points represent NIs, and orange points represent RIs. It can be seen that the blue and the orange points are clustered into two clusters with a clear boundary. On the contrary, the blue and orange points are blended together in Fig. 11 (b). It shows that when the inputs are original RGB images, the network cannot distinguish between NIs and RIs well. Therefore, spatial correlation is indeed the discriminative feature. It is necessary to consider the spatial correlation in four directions for better performance.

2) **On CNN architecture:** In this section, we evaluate the impact of different CNN architectures on the results. In previous experiments, we feed the extracted spatial correlation features to Resnet18 \[43\] for further learning. Here, we evaluate our method on different well-known CNN architectures: Resnet18 \[43\], Resnet50 \[43\] and Xception \[57\]. The results are shown in Table V and ROC curves are shown in Fig.
Although Resnet50 and Xception have a deeper network structure and greater learning capabilities, the accuracy of the three CNN architectures is not much different, and Resnet18 is still the best. This may be because complex networks are overfitted and learn some specific features of a particular recoloring method, leading to unsatisfactory applicability. Therefore, our network using Resnet18 avoids overfitting and saves training time.

3) On training set used: The networks we applied above are trained on training set D1. In this section, we try to utilize only the subsets of D1 to train the network, and verify the impact of the training set on the proposed method. Since D1 has three subsets, each of which is generated using a recoloring method, we apply two of the three subsets to train the proposed network and then evaluate it on testing set D2. The reason why we do not consider applying only one subset is to prevent the network from learning specific features of a particular recoloring method, rather than dealing with scenes consisting of various recoloring methods. Table VI and Fig. 13 show the detection results and ROC curves of the proposed method under different subsets, respectively. Although the results of using subsets are lower than the case with whole D1, our method still performs well with the accuracy of 75.21% and the AUC of 79.52% at least, which indicate that our approach indeed learns the common spatial correlation features of RIs.

| TABLE VI |
| RESULTS OF PROPOSED METHOD WITH DIFFERENT TRAINING DATASETS |

| Training set | Accuracy (%) | AUC (%) |
|--------------|--------------|---------|
| 1. [16] 17   | 85.21        | 94.09   |
| 2. [16] 19   | 83.96        | 92.34   |
| 3. [16] 17   | 82.71        | 91.06   |
| 4. [16] 17   | 75.21        | 79.52   |

D. Comparisons with the state-of-the-art methods

In this experiment, we compare our method with two state-of-the-art methods [15], [58]. Yan et al.’s method [15] used the original RGB image with its DI and IM to detect RIs. Rich-features-based method [58] first extracted SCRMQ1 features and then trained an SVM for classification. Yan et al. [15] only released the testing sets D3 and D4, but without the training sets they generated using methods [2], [16], [40]. In order to compare as fairly as possible, we train our network using subsets of D1 generated by methods [2], [16]. Table
showing the comparison results\(^2\). The accuracy of our work on D3 is slightly lower than that of Yan et al. [15]. Our approach achieves comparable results while using less training data. On the contrary, for the manual dataset D4, our method achieves the highest accuracy for completely unaware recoloring scenes, which shows that our method is more general.

\(\text{TABLE VII}\) COMPARISONS WITH STATE-OF-THE-ART METHODS

| Test data | Methods | Accuracy (%) |
|-----------|---------|--------------|
| D3        | Yan et al. [15] | 83.50        |
|           | Rich-features-based method [58] | 69.00        |
|           | Ours (using subsets trained) | 77.00        |
| D4        | Rich-features-based method [58] | 37.50        |
|           | Ours (using subsets trained) | 73.75        |

V. CONCLUSION

In this paper, we propose a deep learning approach for RI detection by using spatial correlation, which exhibits the generic detection capability for both conventional and deep learning-based recoloring. Through theoretical and numerical analysis, we observe that although NIs and RIs are visually difficult to distinguish, their spatial correlation between adjacent pixels on each color component is quite discriminative. Based on such revealed prior knowledge, we extract the correlation by calculating the co-occurrence matrices. The CNN is then applied to such matrices for learning informative representations, thus detecting RIs. We verify the rationality of the whole network through several ablation experiments. The state-of-the-art performance and generalization on the datasets generated by various recoloring methods indicate the effectiveness of our method. We hope that our findings on the spatial correlation of adjacent pixels will provide useful insight for recoloring detection tasks. In the future, we will focus on improving detection performance by exploring better feature encoding methods and designing a more effective network architecture.
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