We investigate nematic states in both bulk FeSe and FeSe thin films. It is found that their band structures and signature features that were observed in a variety of experiments can be perfectly explained by introducing the $d$-wave nematic orders that are required to have contributions from all $t_{2g}$ d-orbitals, which contradicts the conventional wisdom that the nematicity is simply driven by the orbital degeneracy between the $d_{xz}$ and $d_{yz}$ orbitals. These orders can be generated by the Coulomb interaction between the nearest neighbor Fe sites. In the presence of spin-orbital couplings, we predict that the nematic order can drive a topological quantum phase transition through a band inversion at the $M$ point of the Brillouin zone to produce topologically protected edge states near the Fermi level. The prediction makes FeSe as a tunable system to integrate topological properties into high temperature superconductivity to realize Majorana related physics.

PACS numbers: 74.70.Xa, 73.43.-f

The nematicity, which breaks rotational symmetries but preserves translational symmetry of lattice, is one of the most intriguing properties in iron based superconductors[1-4]. The microscopic origin of the nematicity in these materials has been debated intensively as the evidences supporting both magnetic and orbital based mechanisms exist. Understanding the nematic origin can also help to understand superconducting states[4].

The nematicity in the structurally simplest iron-based superconductor FeSe is particularly interesting. The bulk FeSe undergoes a tetragonal-to-orthorhombic structural phase transition at $T_s \sim 90$ K and exhibits superconductivity at 8 K. A significant enhancement of $T_c$ can be achieved under external pressure[5] or on monolayer FeSe grown on SrTiO$_3$ surfaces[6-9]. The nematic order coexists with superconductivity but not with long-range magnetic order. The absence of the long-range magnetic order has led to arguments that the origin of the nematicity is not magnetically driven and is most likely orbital-driven. For example, experimentally, in NMR measurements, spin-lattice relaxation rate is found to be not affected at nematic temperature, which favors an orbitally driven nematic behavior in FeSe[10, 11].

However, recent theoretical calculations and experiments show that the nematic states in the FeSe systems are far more intriguing and complex[12-16]. There are very strong high energy spin fluctuations[16] which suggest that the nematicity and magnetism may be still intimately linked. It was also found that there are many interesting features in the band structures of the nematic state. In both bulk FeSe and FeSe thin films, the band splitting between $d_{xz}$ and $d_{yz}$ bands at $\Gamma$ is temperature-insensitive but the splitting at $M$ is closely related to the structural phase transition and can reach 80 meV[17, 18]. The former could be attributed to the spin-orbit coupling and the latter can be attributed to the nematicity[17, 19, 20]. The Dirac cone type of band dispersions around $M$ point was observed in FeSe thin films thicker than 1 Unit Cell [21, 22]. The corresponding Fermi surfaces around $M$ are four propeller-like electron pockets. These features can not be fully explained by an onsite ferro-orbital and a $d$-wave orbital ordering within $d_{xz/yz}$ orbitals[17]. Thus, it is of great importance to figure out orders in nematic phase that can consistently explain all these features. Such an understanding can shed light on the origin of nematicity and the mechanism of superconductivity in FeSe.

Another interesting issue in FeSe systems is the existence of possible nontrivial topology[24-26]. Theoretically, nontrivial topology has been predicted in the Fe(Fe,Se) systems in a variety of circumstances, which suggests that FeSe can be intriguing systems to integrate topological physics together with high $T_c$ superconductivity. However, the topological properties in these predictions are untunable for given materials and it is also unknown that how the nematicity can affect the topological properties.

In this paper, we investigate the nematic order in FeSe systems including both bulk FeSe and FeSe thin films. We find that the band structures in ARPES experiments can be perfectly understood if the $d$-wave orbital orders emerge in all $t_{2g}$ orbitals, namely $d_{xz/yz}$ and $d_{xy}$ orbitals. The order from $d_{xy}$ orbital is even strongest. This result is sharply against the conventional wisdom that the nematicity is driven by the degeneracy between $d_{xz}$ and $d_{yz}$ orbitals. We show that the Coulomb interactions between nearest neighbor sites can produce these $d$-wave orders. The Dirac cones around M point mentioned above are attributed to all $d_{xz/yz}$ and $d_{xy}$ orbitals and they exist in the normal state but are pushed up to near the Fermi level in the nematic phase. Furthermore, we predict that the nematicity can drive a topological phase transition through a band inversion at $M$ point. The strength of the nematic order can be considered as an external tunable parameter to control topological properties, which makes FeSe a tunable system to integrate topological properties into high temperature superconductivity to realize Majorana related physics.
Tight binding model To investigate the nematic order, we start from a tight binding model for the FeSe systems. For monolayer FeSe, the band structure can be fully unfolded into the Brillouin Zone of an Fe square lattice. The five-band tight binding model in momentum space with respect to one Fe unit cell can be written as,

\[ H_t = \sum_{\sigma, \mathbf{k} \in BZ1} \phi_{\sigma}^\dagger(k) A(k) \phi_\sigma(k), \]  

where \( \psi_{\sigma}^\dagger(k) = [c^{\dagger}_{\mathbf{k} \sigma}, c^{\dagger}_{\mathbf{k}+\mathbf{Q} \sigma}, c^{\dagger}_{\mathbf{k}+\mathbf{Q}_2 \sigma}, c^{\dagger}_{\mathbf{k}+\mathbf{Q}_3 \sigma}, c^{\dagger}_{\mathbf{k}+\mathbf{Q}_4 \sigma}] \), \( \mathbf{Q} = (\pi, \pi) \) and BZ1 denotes the Brillouin zone of one Fe lattice. Here, the Fe 3d orbitals are denoted by numbers, i.e., \( (1, 2, 3, 4, 5) \rightarrow (xz, yz, x^2 - y^2, xy, z^2) \). The matrix elements of \( A(k) \) can be found in the supplementary material. It is well known that there are some differences between the bands from DFT and those in ARPES experiment for FeSe.

To best fit the bands in experiment, we apply the renormalization from interatomic Coulomb interaction and additional shifts to hopping parameters. The final band shown in Fig.1 can be classified into “k” band and “k + Q” band[25] and the corresponding hopping parameters are given in supplementary material. Above \( T_\text{c} \), the \( d_{xz}/yz \) bands are slightly above \( E_F \) and the flat \( d_{xy} \) band locates at -50 meV at \( \Gamma \) point. The \( d_{xz}/yz \) bands are present at -40 meV and the \( d_{xy} \) bands locate at -80 meV at \( M \) point. All these features can be quantitatively compared with the bands measured in experiment for multilayer or bulk FeSe[17, 20, 23].

Band structure in nematic phase We first summarize the important features in the band structure of the nematic states observed in many ARPES experiments on the multilayer or bulk FeSe. The most striking feature at \( \Gamma \) point is the splitting between \( d_{xz} \) and \( d_{yz} \) bands, which is nearly temperature independent and persists above \( T_{\text{nem}}[17, 18] \). It goes against the ferro-orbital ordering and may be explained by spin-orbit coupling in FeSe. Furthermore, the band splitting at \( M \) point decreases with the increasing of temperature and finally vanishes at a certain temperature above \( T_3 \). The bands at zone corner are much more complicated compared with those at \( \Gamma \) point. As the band splitting at \( M \) is attributed to the nematicity, we focus on the bands around \( M \). Two hole-like bands at \( M \), labelled as \( H1 \) and \( H2 \) respectively in red colors shown in Fig.2(a), have been observed in all experiments. A deep electron band crossing with the bottom \( H1 \) hole band have been identified in both multilayer and bulk FeSe[20, 23].

A shallow electron band, which is very close to the Fermi level (FL) and crosses with the top \( H2 \) hole band, has also been observed[17, 23]. At low temperature, an electron band slightly above the FL was observed and its band bottom is degenerate with the band top of the \( H2 \) hole band[17, 23]. After summarizing all the experimental facts, we conclude that there are two hole bands and three electron bands around \( M \) point in ARPES experiments in nematic phase, which is shown in Fig.2(a). Moreover, the deep electron band intersects with the top hole band near the FL, forming a Dirac cone[21, 22](the green circles in Fig.2(a)). As the temperature increases, the gap between shallow the \( E2 \) electron band (shown in Fig.2(a)) and the bottom \( H1 \) hole band decreases. A linear dispersion is observed when the two bands finally touch each other[23].

An onsite orbital order for \( d_{xz/yz} \) orbitals is clearly insufficient to reproduce the observed results. Here, we will show that the nematic orders that can be spontaneously generated by the nearest neighbor (NN) interatomic Coulomb interaction for five \( d \) orbitals[27, 28] can be sufficient to explain experimental results. The NN interaction can be written as

\[ H_V = V \sum_{\langle i,j \rangle} n_i n_j, \]  

where the "normal-order" sign represents that the direct Hartree term depending on the total density \( n_i = \sum_\alpha n_{i\alpha} \) is removed. This interaction can be decoupled into two kinds of terms: (1) symmetry-preserving terms, which are corrections to the DFT-based bands; (2) spontaneous symmetry-breaking terms, which are nematic orders from this interaction. We focus on the symmetry-breaking terms as the symmetry-preserving terms are generally absorbed to make the band structures consistent with experiments. As only \( C_4 \) rotational symmetry is broken in the nematic phase, we only consider the terms that break \( C_4 \) symmetry but preserve other symmetries, such as glide-plane symmetry and \( C_2 \) rotational symmetry.

FIG. 1: (color online). The band structure of FeSe with renormalization and additional shifts to hopping parameters. The orbital characters are indicated by different colors.

FIG. 2: (color online). (a) Band structure for multilayer and bulk FeSe in nematic phase in ARPES experiments. The green circles represent the Dirac points. (b) Symmetry-breaking order parameters as a function of interatomic Coulomb interaction \( V \).
symmetry around the nearest Fe-Fe bond. The symmetry-breaking Hamiltonian in the mean-field level reads,

\[
H_{\text{MF}}^{\text{IV}} = 2 \sum_{k \sigma} \left[ \chi_{1d}^{A} \alpha_{k} \left( c_{k1 \sigma}^\dagger c_{k1 \sigma} - c_{k2 \sigma}^\dagger c_{k2 \sigma} \right) + \chi_{1d}^{B} \delta_{k} \left( c_{k1 \sigma}^\dagger c_{k1 \sigma} + c_{k2 \sigma}^\dagger c_{k2 \sigma} \right) + \chi_{3d}^{A} \beta_{k} \left( c_{k3 \sigma}^\dagger c_{k3 \sigma} + c_{k3 \sigma}^\dagger c_{k3 \sigma} \right) \right. \\
+ \chi_{3d}^{B} \delta_{k} \left( c_{k4 \sigma}^\dagger c_{k4 \sigma} + c_{k5 \sigma}^\dagger c_{k5 \sigma} \right) + \chi_{13p}^{A} \eta_{k} \left( c_{k6 \sigma}^\dagger c_{k6 \sigma} + c_{k6 \sigma}^\dagger c_{k6 \sigma} \right) + \chi_{13p}^{B} \delta_{k} \left( c_{k7 \sigma}^\dagger c_{k7 \sigma} + c_{k7 \sigma}^\dagger c_{k7 \sigma} \right) + \chi_{15p}^{A} \eta_{k} \left( c_{k8 \sigma}^\dagger c_{k8 \sigma} + c_{k8 \sigma}^\dagger c_{k8 \sigma} \right) + \chi_{15p}^{B} \delta_{k} \left( c_{k9 \sigma}^\dagger c_{k9 \sigma} + c_{k9 \sigma}^\dagger c_{k9 \sigma} \right) \\
+ \left. \chi_{33s}^{A} \beta_{k} \left( c_{k10 \sigma}^\dagger c_{k10 \sigma} + c_{k10 \sigma}^\dagger c_{k10 \sigma} \right) \right],
\]

(3)

where \( \alpha_{k} = \cos k_{x} + \cos k_{y}, \beta_{k} = \cos k_{x} - \cos k_{y} \) and \( \eta_{k}^{x/y} = \sin k_{x/y} \). The order parameters are given in the supplementary material.

We can get a self-consistent solution of the Hamiltonian and obtain the symmetry-breaking order parameters as a function of interatomic Coulomb interaction \( V \), shown in Fig.2(b). We find that the intra-orbital nematic orders in the \( d \)-wave channels for \( d_{xz/yz} \) and \( d_{xy} \) orbitals establish from \( V \approx 0.75 \text{ eV} \). They are dominant over other nematic orders which are very small with little effect on band structures. Their dominance can be attributed to the fact that the Fermi level is close to the van Hove singularity (vHs) contributed by \( d_{xz/yz} \) and \( d_{xy} \) orbitals that can generate large quantum fluctuations[28] (see the supplementary material). We also notice in our calculations that the nematic order for \( d_{xy} \) is even slightly stronger than those of \( d_{xz/yz} \) orbitals. This result is in sharp contrast to previous studies in nematic phase, which suggest that the nematicity is driven by the degeneracy between the \( d_{xy} \) and \( d_{yz} \) orbitals.

Now we consider the consequences of the \( d \)-wave nematic orders. The \( d \)-wave form factors in the nematic state have several interesting consequences. First, they vanish at \( \Gamma \) point but reach the maximum at \( M \) point. Second, their signs are opposite between \( k \) and \( k + Q \) points. Namely, the nematic orders have opposite signs between the \( "k" \) and \( "k+Q" \) bands. Finally, in the band structure, as the couplings between \( d_{xz/yz} \) and \( d_{xy} \) orbitals are specified between momentum \( k \) and \( k + Q \), the nematic orders at a specific \( k \) point are also effectively opposite between \( d_{xz/yz} \) and \( d_{xy} \) orbitals.

These features create specific band structure reorganizations at \( M \) point in the nematic state as shown in Fig.3 in the original 2-Fe unit cell. Fig.3(a) and (d) show the bands and orbital characters along \( \Gamma - M \) direction without nematic orders. At \( M \) point, the \( "k + Q" \) \( d_{xz} \) electron band and \( "k" \) \( d_{yz} \) hole band are degenerate, so do the \( "k + Q" \) \( d_{xy} \) hole band and the \( "k" \) \( d_{xy} \) electron band. If we consider an undetwinned nematic state with two nematic domains characterized by opposite nematic order parameters, in domain1 (D1) with negative nematic order parameters, the \( "k + Q" \) \( d_{xz} \) electron band shifts down but the \( "k + Q" \) \( d_{xy} \) hole band shifts up. Such movements make these two bands closer at \( M \) points as shown in Fig.3. Simultaneously, the two \( "k" \) bands move away from each other. However, opposite behaviors appear in the domain2 (D2): \( "k + Q" \) bands move away from each other and the \( "k" \) bands move closer. Fig.3(b) and (e) show the band structure of two domains for the case of \( \chi_{1d}^{A} = 3 \text{ meV} \) and \( \chi_{4d}^{A} = 6.5 \text{ meV} \). We find that the \( "k + Q" \) bands in D1 touch each other with linear dispersion but the \( "k" \) bands in D2 touch quadratically. The former is attributed to the linear coupling between \( d_{xz} \) and \( d_{xy} \) orbitals and the latter is attributed to the vanish of coupling between \( d_{yz} \) and \( d_{xy} \) orbitals along \( \Gamma - M \) direction. With the nematic order further increasing, in D1 the two \( "k" \) bands move away and the two \( "k + Q" \) bands couple with each other away from \( M \) point, opening a gap. With \( \chi_{1d}^{A} = 11 \text{ meV} \) and \( \chi_{4d}^{A} = 18 \text{ meV} \), the band structure of two domains are shown in Fig.3(c) and (f). The band in Fig.3(c) agrees extremely well with that in ARPES experiment shown in Fig.2(a). Furthermore, the E2 and H1 bands touch each other with linear dispersion as nematic orders weaken, which is also consistent with experimental observations[23]. The two bands touching quadratically in D2 has been not observed, which is likely attributed to the matrix element effect in ARPES measurements. We expect them to be observed around \( M_{y} \) point as they belong to the \( "k" \) bands.

The Fermi surfaces with \( \chi_{1d}^{A} = 11 \text{ meV} \) and \( \chi_{4d}^{A} = 18 \text{ meV} \), corresponding to the band in Fig.3(c), are given in Fig.4(a). In the figure, the four propeller-like electron pockets around \( M_{e} \) point are attributed to the Dirac cones, which are contributed from the \( d_{xz/yz} \) and \( d_{xy} \) orbitals. The small hole pockets centering \( M \) is attributed to \( d_{xy} \) orbitals. All these Fermi surfaces are fully consistent with the experimental observations in the nematic phase[18, 21, 22]. Moreover, we show the band structure along the \( k_{x} \) cut across the Dirac

FIG. 3: (color online). The evolution of band structure along \( \Gamma - M \) direction in two domains with nematic orders. (a),(d) nematic orders vanish. (b),(e) \( \chi_{1d}^{A} = 3 \text{ meV} \) and \( \chi_{4d}^{A} = 6.5 \text{ meV} \). (c),(f) \( \chi_{1d}^{A} = 11 \text{ meV} \) and \( \chi_{4d}^{A} = 18 \text{ meV} \). The solid lines represent \( "k" \) bands and the dashed lines represent \( "k + Q" \) bands. The blue and red lines represent the bands of domain1 and domain2, respectively. The insets show the zoom-in bands around \( M \) point near the FL. The bands shown in (c) are in good agreement with experiment.
cone near M point in Fig.4(b). It is also in good agreement with the observed bands in experiment[21, 22], which further confirms the vitality of the obtained nematic order.

**FIG. 5:** Energy and momentum dependence of the LDOS for FeSe with nematic order on the [100] edge, where $\chi_{4d}^A = 11$ meV and $\chi_{4d}^A = 18$ meV and the spin-orbit coupling strength is 40 meV. The higher LDOS is represented by brighter color. The ingap edge states can be clearly seen around the Y point, which clearly indicates the nontrivial topology.

**Nematicity-driven topology** In normal states, the “$k$” and “$k + Q$” bands are degenerate at M point with opposite parities[25]. In the nematic states, as the nematic order only breaks the $C_4$ rotational symmetry but not the inversion symmetry, the nematicity is lifted. Increasing the nematic order, the “$k + Q$” $d_{xz}$ and $d_{xy}$ bands with opposite parities can move close and eventually cross each other away at M to open a gap. This is a typical band-inversion process required for nontrivial topology in topological insulators. If spin-orbital coupling is not taken into account, we expect FeSe exhibit as a Dirac semimetal when the nematicity pushes the Dirac cones near the FL. With the spin-orbital coupling, the Dirac cones around M point are gapped and the system is topologically nontrivial. Thus, the strength of the nematic order, which can be tuned by applying external pressure, can serve an adjustable parameter to drive materials to have a topological phase transition. In Fig.5, we show the existence of the edge states to confirm the existence of nontrivial topology. The system is topologically nontrivial if the nematicity-induced splitting is larger than the gap $\Delta_N^M$ between $d_{xz/yz}$ band and $d_{xy}$ band at M point in normal state.

In experiment, the splitting between two hole bands (H1, H2) can reach 80 meV[17, 18] at low temperature, which is much larger than $\Delta_N^M$ (less than 40 meV). Thus FeSe in nematic phase is topologically nontrivial.

**Discussion** Our conclusion that the nematic orders are the $d$-wave type of orders in all $t_{2g}$ orbitals have several important consequences.

First, As we have discussed above, the $d$-wave nematic orders offer a simple picture to explain the band structure observed in experiments. The order parameters $\Delta_M^d$ of $d_{xz/yz}$ orbitals and $\Delta_M^2$ of $d_{xy}$ orbitals, given in Fig.2(a), can be read out from the band structures as the band splitting at M for the two hole-like bands (H1,H2) and for the two electron-like bands (E1,E2) respectively. The appearance of the Dirac cone around M in the nematic state stems from the arising of the crossing point of $d_{xz/yz}$ and $d_{xy}$ bands by nematic orders. This explains the experimental observation that the Dirac cone is coexisted with nematicity and disappears when nematicity is suppressed.

Second, as there are even stronger nematic order in $d_{xy}$ orbitals than in the $d_{xz}$ and $d_{yz}$ orbitals, the nematicity is not simply caused by orbital degeneracy between $d_{xz}$ and $d_{yz}$. Furthermore, the $d$-wave orders are essentially bond orders on the hopping parameters between $d$-orbitals, which are effectively derived from the coupling to the $p$-orbitals of Se atoms. As the coupling is also responsible for magnetic fluctuations in the materials, the results support that the nematicity and magnetic fluctuations are also strongly entangled. The nematic order may be considered as the key competing order to superconductivity. With increasing electron doping, nematic orders are suppressed to enhance superconductivity. This is consistent with the absence of nematicity and the appearance strong superconductivity in heavily electron-doped monolayer FeSe on SrTiO$_3$[21].

Finally, the existence of the nematicity-induced topological phase transition can help to realize topological physics, such as Majorana modes. Because of nematicity-induced $C_4$ symmetry breaking, the nematic orders are opposite for two domains which can be an interesting system to study edge states. These 1D nontrivial edge states are near the FL, as shown in Fig.5 and can be detected by STM experiments[29, 30].

In conclusion, we find that the nematic orders in FeSe systems are dominated by the $d$-wave nematic orders in all $t_{2g}$ orbitals. The results can perfectly explain the band structures observed in ARPES experiments in FeSe. The nematicity can drive a topological phase transition through a band inversion at M point to realize topological physics.
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MATRIX ELEMENTS OF HAMILTONIAN AND HOPPING PARAMETERS

The final band structure with renormalization and additional shifts to hopping parameters is given in Fig.S1, where the blue solid lines denote “k” band and the red dashed lines denote the “k+Q” band. The matrix elements of $A(k)$ are in the following:

$$e_{11/22}(k) = ε_{11/22} + 2t_{x/y}^{11}cosk_x + 2t_{y/x}^{11}cosk_y + 4t_{xy/yy}^{11}cos2k_x + 2t_{xy/xz}^{11}cos2k_y + 4t_{xy/yy}^{11}cos2k_xcos2k_y,$$
$$e_{33/44/55}(k) = ε_{33/44/55} + 2t_{x/y}^{33/44/55}(cosk_x + cosk_y) + 4t_{k,xy}^{33/44/55}(cosk_x + cosk_y),$$
$$e_{12}(k) = -4t_{xy}^{12}sin(k_x sin(k_y) - 4t_{xy}^{12}sin(k_x sin(k_y) - 4t_{xy}^{12}sin2k_y),$$
$$e_{13/23}(k) = ±2it_{xy}^{13}sin(k_y + 4it_{xy}^{13}cos(k_y) + 2it_{xy}^{13}sin(k_y),$$
$$e_{14/24}(k) = 2it_{xy}^{14}sin(k_y + 4it_{xy}^{14}cos(k_y) + 2it_{xy}^{14}sin(k_y),$$
$$e_{15/25}(k) = 2it_{xy}^{15}sin(k_y + 4it_{xy}^{15}cos(k_y) + 2it_{xy}^{15}sin(k_y),$$
$$e_{34}(k) = -4t_{xy}^{34}(sin(k_x sin(k_y) - 4t_{xy}^{34}(sin(k_x sin(k_y),$$
$$e_{35}(k) = 4t_{xy}^{35}(cos(k_y) - cos(k_y) + 2t_{xy}^{35}(cos(k_y) - cos(k_y),$$
$$e_{45}(k) = -4t_{xy}^{45}(sin(k_x sin(k_y) - 4t_{xy}^{45}(sin(k_x sin(k_y).$$

The corresponding hopping parameters are given in Table S1. The density of states is shown in Fig.S2, where the Fermi level is close to the van Hove singularity contributed by $d_{xz/yz}$ and $d_{xy}$ orbitals.

NEAREST NEIGHBOR INTERACTION

According to eigenvalues of the glide-plane operation, the $d$ orbitals can be classified into two groups: $g_1 (d_{xz}, d_{yz})$ and $g_2 (d_{xy}, d_{x^2-y^2}, d_{zz})$. In the tight binding model, the intragroup orbitals couple with each other with the same momentum and the

![FIG. S1: (color online). The final band structure of FeSe. The blue solid lines represent the "k" band and the red dashed lines represent the "k+Q" band.](image-url)
TABLE S1: Final Hopping parameters for monolayer FeSe. The $x$ direction is along the Fe-Fe bond. The onsite energies of $d$ orbitals are (all in eV) : $\epsilon_1=0.1754$, $\epsilon_3=-0.3576$, $\epsilon_4=0.0904$, $\epsilon_5=-0.2776$.

$$
\begin{array}{cccccccc}
\ h_{mn}^{ii} & h_{ix} & h_{iy} & h_{ixy} & h_{ixx} & h_{iyy} & h_{iyy} & h_{iixyy} \\
\ h_{11} & -0.1344 & -0.4009 & 0.227 & 0.002 & -0.036 & -0.019 & 0.014 & 0.024 \\
\ h_{33} & 0.4584 & -0.070 & -0.013 & 0.002 & -0.019 & 0.014 & 0.024 \\
\ h_{44} & 0.0704 & 0.0200 & 0.002 & 0.006 & -0.019 & -0.024 \\
\ h_{55} & 0.013 & -0.014 & 0.006 & 0.006 & -0.011 \\
\ h_{12} & 0.103 & 0.103 & -0.11 & 0.032 \\
\ h_{13} & 0.2736 & 0.473 & -0.089 & 0.011 & -0.018 & 0.006 \\
\ h_{14} & 0.2736 & 0.2 & -0.13 & 0.009 & -0.11 & 0.009 \\
\ h_{34} & 0.0704 & 0.013 & -0.014 & 0.009 & -0.011 & 0.012 \\
\ h_{35} & -0.401 & -0.401 & -0.023 & 0.012 & 0.006 \\
\ h_{45} & -0.113 & -0.113 & -0.023 & 0.006 & 0.011 \\
\end{array}
$$

intergroup orbitals couple through the term $e_{k_{q1}}^{\dagger} c_{k+Q_{q2}}$. With respect to the glide-plane symmetry, consider the bond order by assuming,

$$
\langle e_{i+\alpha\sigma}^{\dagger} e_{i+x/y\beta\sigma'} \rangle = \begin{cases} 
 n_{\alpha\beta}^{x/y} \delta_{\sigma\sigma'}, & \alpha \in g_{\alpha}, \beta \in g_{\beta}, g_{\alpha} = g_{\beta}, \\
 -e^{i\pi Q} n_{x/y}^{\alpha\beta} \delta_{\sigma\sigma'}, & \alpha \in g_{\alpha}, \beta \in g_{\beta}, g_{\alpha} \neq g_{\beta}.
\end{cases}
$$

(S1)
In the mean-field level, the total interaction can be rewritten as,

\[ H_V = -V \sum_{\alpha=1}^{5} \sum_{k} (2n_{x}^{\alpha} \cos k_{x} + 2n_{y}^{\alpha} \cos k_{y}) c_{k\alpha}^{\dagger} c_{k\alpha} + VN \sum_{\alpha=1}^{5} (|n_{x\alpha}^{\alpha}|^2 + |n_{y\alpha}^{\alpha}|^2) \\
- V \sum_{k} [2in_{y}^{13} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q3\alpha} + 2in_{y}^{13} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k1\alpha}] + 2VN |n_{y\alpha}^{13}|^2 \\
- V \sum_{k} [2in_{x}^{23} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k+Q3\alpha} + 2in_{x}^{23} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k2\alpha}] + 2VN |n_{x\alpha}^{23}|^2 \\
- V \sum_{k} [2in_{x}^{14} \sin k_{x} c_{k1\alpha}^{\dagger} c_{k+Q4\alpha} + 2in_{x}^{14} \sin k_{x} c_{k1\alpha}^{\dagger} c_{k1\alpha}] + 2VN |n_{x\alpha}^{14}|^2 \\
- V \sum_{k} [2in_{y}^{24} \sin k_{y} c_{k2\alpha}^{\dagger} c_{k+Q4\alpha} + 2in_{y}^{24} \sin k_{y} c_{k2\alpha}^{\dagger} c_{k2\alpha}] + 2VN |n_{y\alpha}^{24}|^2 \\
- V \sum_{k} [2in_{y}^{15} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q5\alpha} + 2in_{y}^{15} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k1\alpha}] + 2VN |n_{y\alpha}^{15}|^2 \\
- V \sum_{k} [2in_{y}^{25} \sin k_{y} c_{k2\alpha}^{\dagger} c_{k+Q5\alpha} + 2in_{y}^{25} \sin k_{y} c_{k2\alpha}^{\dagger} c_{k2\alpha}] + 2VN |n_{y\alpha}^{25}|^2 \\
- V \sum_{k} (2n_{x}^{35} \cos k_{x} + 2n_{y}^{35} \cos k_{y})(c_{k3\alpha}^{\dagger} c_{k5\alpha} + c_{k5\alpha}^{\dagger} c_{k3\alpha}) + 2VN (|n_{x\alpha}^{35}|^2 + |n_{y\alpha}^{35}|^2) \]  

(S2)

The above Hamiltonian can be further written as,

\[ H_V = E_0 + \sum_{k} 2\chi_{1\alpha}^{S}(\cos k_{x} + \cos k_{y})(c_{k1\alpha}^{\dagger} c_{k1\alpha} + c_{k2\alpha}^{\dagger} c_{k2\alpha}) + \sum_{k} 2\chi_{1\alpha}^{d}(\cos k_{x} - \cos k_{y})(c_{k1\alpha}^{\dagger} c_{k1\alpha} - c_{k2\alpha}^{\dagger} c_{k2\alpha}) \\
+ \sum_{k} 2\chi_{4\alpha}^{S}(\cos k_{x} + \cos k_{y})(c_{k1\alpha}^{\dagger} c_{k1\alpha} - c_{k2\alpha}^{\dagger} c_{k2\alpha}) + \sum_{k} 2\chi_{4\alpha}^{d}(\cos k_{x} - \cos k_{y})(c_{k1\alpha}^{\dagger} c_{k1\alpha} + c_{k2\alpha}^{\dagger} c_{k2\alpha}) \\
+ \sum_{k} \sum_{\alpha=3}^{5} [2\chi_{\alpha\alpha}^{S}(\cos k_{x} + \cos k_{y}) + 2\chi_{\alpha\alpha}^{d}(\cos k_{x} - \cos k_{y})] c_{k\alpha}^{\dagger} c_{k\alpha} \\
+ \sum_{k} [2i\chi_{13\alpha}^{S} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q3\alpha} - 2i\chi_{13\alpha}^{d} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k+Q3\alpha} + h.c.] \\
+ \sum_{k} [2i\chi_{13\alpha}^{S} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q3\alpha} + 2i\chi_{13\alpha}^{d} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k+Q3\alpha} + h.c.] \\
+ \sum_{k} [2i\chi_{14\alpha}^{S} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q4\alpha} + 2i\chi_{14\alpha}^{d} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k+Q4\alpha} + h.c.] \\
+ \sum_{k} [2i\chi_{14\alpha}^{S} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q4\alpha} - 2i\chi_{14\alpha}^{d} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k+Q4\alpha} + h.c.] \\
+ \sum_{k} [2i\chi_{15\alpha}^{S} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q5\alpha} + 2i\chi_{15\alpha}^{d} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k+Q5\alpha} + h.c.] \\
+ \sum_{k} [2i\chi_{15\alpha}^{S} \sin k_{y} c_{k1\alpha}^{\dagger} c_{k+Q5\alpha} - 2i\chi_{15\alpha}^{d} \sin k_{x} c_{k2\alpha}^{\dagger} c_{k+Q5\alpha} + h.c.] \\
+ \sum_{k} [2\chi_{35\alpha}^{S}(\cos k_{x} - \cos k_{y}) + 2\chi_{35\alpha}^{d}(\cos k_{x} + \cos k_{y})] (c_{k3\alpha}^{\dagger} c_{k5\alpha} + c_{k5\alpha}^{\dagger} c_{k3\alpha}) , \]  

(S3)
where $\chi^S$ represents the symmetry preserving order parameter and $\chi^A$ the symmetry breaking order parameter. The order parameters are given by,

$$\chi_{1s}^S = -\frac{V}{4}(n_x^1 + n_y^1 + n_x^2 + n_y^2), \chi_{1s}^A = -\frac{V}{4}(n_x^1 + n_y^1 - n_x^2 - n_y^2)$$

$$\chi_{1d}^S = -\frac{V}{4}(n_x^2 + n_y^2), \chi_{1d}^A = -\frac{V}{4}(n_x^1 - n_y^1 - n_x^2 + n_y^2)$$

$$\chi_{\alpha s}^S = -\frac{V}{2}(n_x^a + n_y^a), \chi_{\alpha d}^A = -\frac{V}{2}(n_x^a - n_y^a)(\alpha = 3, 4, 5),$$

$$\chi_{13p}^S = -\frac{V}{2}(n_y^{13} - n_x^{23}), \chi_{13p}^A = -\frac{V}{2}(n_y^{13} + n_x^{23}),$$

$$\chi_{14p}^S = -\frac{V}{2}(n_x^{14} + n_y^{24}), \chi_{14p}^A = -\frac{V}{2}(n_x^{14} - n_y^{24}),$$

$$\chi_{15p}^S = -\frac{V}{2}(n_y^{15} + n_x^{25}), \chi_{15p}^A = -\frac{V}{2}(n_y^{15} - n_x^{25}),$$

$$\chi_{35s}^A = -\frac{V}{2}(n_x^{35} + n_y^{35}), \chi_{35d}^S = -\frac{V}{2}(n_x^{35} - n_y^{35}).$$ (S4)

The intra-orbital order parameter is,

$$n_{x/y}^\alpha = \frac{1}{N} \sum_i (c_{i+}^{\dagger} c_{i0}^\alpha) = \frac{1}{N} \sum_k \cos k_{x/y} (c_{k\alpha}^{\dagger} c_{k\alpha}).$$ (S5)

The inter-orbital order parameters are,

$$n_x^{14} = \frac{1}{N} \sum_k \sin k_x (c_{k1\uparrow}^{\dagger} c_{k+Q4\uparrow})$$ (S6)

$$n_y^{24} = \frac{1}{N} \sum_k \sin k_y (c_{k2\uparrow}^{\dagger} c_{k+Q4\uparrow})$$ (S7)

$$n_y^{13} = \frac{1}{N} \sum_k \sin k_y (c_{k1\uparrow}^{\dagger} c_{k+Q3\uparrow})$$ (S8)

$$n_x^{23} = \frac{1}{N} \sum_k \sin k_x (c_{k2\uparrow}^{\dagger} c_{k+Q3\uparrow})$$ (S9)

$$n_y^{15} = \frac{1}{N} \sum_k \sin k_y (c_{k1\uparrow}^{\dagger} c_{k+Q5\uparrow})$$ (S10)

$$n_x^{25} = \frac{1}{N} \sum_k \sin k_x (c_{k2\uparrow}^{\dagger} c_{k+Q5\uparrow})$$ (S11)

The Energy constant is,

$$E_0 = \frac{4N}{V} \sum_\sigma (|\chi_{1s}^S|^2 + |\chi_{1d}^S|^2 + |\chi_{1d}^A|^2 + |\chi_{1d}^A|^2) + \frac{2N}{V} \sum_\sigma (|\chi_{3s}^S|^2 + |\chi_{3d}^A|^2)$$

$$+ \frac{2N}{V} \sum_\sigma (|\chi_{4s}^S|^2 + |\chi_{4d}^A|^2) + \frac{2N}{V} \sum_\sigma (|\chi_{5s}^S|^2 + |\chi_{5d}^A|^2) + \frac{4N}{V} \sum_\sigma (|\chi_{13p}^S|^2 + |\chi_{13p}^A|^2)$$

$$+ \frac{4N}{V} \sum_\sigma (|\chi_{14p}^S|^2 + |\chi_{14p}^A|^2) + \frac{4N}{V} \sum_\sigma (|\chi_{15p}^S|^2 + |\chi_{15p}^A|^2) + \frac{4N}{V} \sum_\sigma (|\chi_{35d}^S|^2 + |\chi_{35d}^A|^2).$$ (S12)