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ABSTRACT. We introduce the concept of $m$-shifted symplectic Lie $n$-groupoids and symplectic Morita equivalences between them. We then build various models for the 2-shifted symplectic structure on the classifying stack in this setting and construct explicit symplectic Morita equivalences between them.
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1. INTRODUCTION

In recent years, the development of TQFTs has encouraged the study of higher versions of symplectic manifolds [12, 59, 97]. Among them, on one hand, we have very concrete models of $N$-graded symplectic $Q$-manifolds [6, 82, 86, 89, 90]. This is familiar to Poisson geometers and mathematical physicists. On the other hand, there is also the beautiful universal and algebraic viewpoint of shifted symplectic stacks [31, 33, 77, 80], which play a prominent role in a framework familiar to algebraic geometers. There is a series of works [31, 33, 82, 87, 88] using the more abstract language of the latter to develop further theories in Poisson geometry and mathematical physics. At the same time, there is also a series of works [15, 17] using language more familiar to differential geometers to study such shifted Poisson or symplectic structures on manifolds and Lie groupoids. As algebraic stacks are conceptually related to differentiable stacks, we may understand that Lie $n$-groupoids play the role of linking in all these works for the objects carrying the (shifted) symplectic structures. Hence it is natural to study what “symplectic” Lie $n$-groupoids are, as posed by Getzler in [51].

\[
\begin{array}{ccc}
\text{Degree n Q-manifold} & \overset{\text{Integration}}{\longrightarrow} & \text{Lie n-groupoid} \\
\overset{\text{Differentiation}}{\longleftarrow} & & \overset{\text{Morita class}}{\longleftarrow} \\
& & \overset{\text{Differentiable n-stack}}{\longleftarrow} \\
\end{array}
\]
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Continuing the ideas therein, in this article, we give a careful and rigorous definition of \textit{m-shifted symplectic Lie n-groupoids} (see Definition \ref{def:m_shifted_symplectic_groupoid}). We then establish the theory of \textit{symplectic Morita equivalence} (see Section \ref{sec:symplectic_morita_equivalence}). This is fundamental because only then can the concept of \textit{m-shifted symplectic forms} descend to the stack behind the groupoid presentations, thus the concept of \textit{m-shifted symplectic structures} becomes intrinsic. One of the most important examples of shifted symplectic stacks is the classifying stack $B\,G$ for a certain Lie group $G$. Over the years, people have created a zoo of forms related to a Lie group $G$, coming from Lie’s integration theory \cite{52,54}, loop group theory \cite{78}, Mackenzie’s double theory \cite{67}, and dynamical systems \cite{63,66}. In this article, we construct three (higher) groups with explicit differential forms coming from the above source (see Table \ref{table:examples}). Our second main achievement is to show that all three of these are 2-shifted symplectic structures, and to discover the hidden differential forms which provide the explicit symplectic Morita equivalences among them (see Theorems \ref{thm:shifted_symplectic_equivalence} and \ref{thm:shifted_symplectic_equivalence2}). In the end, we sketch the outline of shifted symplectic structures in the bi-simplicial world. We construct two models of $B\,G$ using bi-simplicial manifolds and prove how the shifted symplectic forms that they carry are equivalent. We hope that such a concrete language and its further development may assist more people to access the concept of higher symplectic structure more easily, and thus enrich this domain itself from several roots.

1.1. Theory. In this work we model differentiable $n$-stacks by Lie $n$-groupoids, which are simplicial manifolds satisfying suitable Kan conditions (see Definition \ref{def:shifted_symplectic_groupoid}). The differentiable forms on a differentiable $n$-stack can be explicitly modeled by the normalised double complex $(\hat{\Omega}^\bullet(X_\bullet), d, \delta)$ (forms vanishing under degeneracies) on a Lie $n$-groupoid $X_\bullet$ presenting this stack (see Section \ref{sec:shifted_symplectic_groupoids}). An \textit{m-shifted k-form} $\alpha_\bullet$ is

\begin{equation}
\alpha_\bullet = \sum_{i=0}^{m} \alpha_i \quad \text{with} \quad \alpha_i \in \hat{\Omega}^{k+m-i}(X_i).
\end{equation}

The form $\alpha_\bullet$ is \textbf{closed} if $D\alpha_\bullet = 0$. The cut on the range of the form in (1.2) above, that is the fact that $\alpha_\bullet$ does not contain $0, 1, \ldots, (k-1)$-forms, was initially introduced in \cite{51} using a filtration and a fine resolution for forms to understand the closedness condition in \cite{77}.

However, to define a \textit{m-shifted symplectic 2-form}, we need to address the \textit{non-degeneracy} in a homotopic manner. That is, this form needs to induce a quasi-isomorphism from the tangent complex to the cotangent complex. In contrast to algebraic geometry where things are taken as limit of local models, a shifted 2-form $\alpha_\bullet$ on a Lie $n$-groupoid does not directly induce a map between the tangent and cotangent complex. It is only the associated IM (infinitesimal multiplicative) form $\lambda^{\alpha_\bullet}$ which builds a morphism between the tangent and cotangent complex. In differential geometry, this link between global and infinitesimal must be created. For example, in the classical theory of forms on Lie groups and their Lie algebras, this is addressed by the Van Est theory. In other words, ideally we would have needed a higher Van Est theory to pass between $\alpha_\bullet$ and $\lambda^{\alpha_\bullet}$. However thanks to the work of Getzler \cite{51}, his formula (2.5) provides a short-cut. We prove that this $\lambda^{\alpha_\bullet}$ satisfies various properties (see Appendix \ref{sec:appendix_E}), which are exactly what one expects for IM forms. Therefore we believe that $\lambda^{\alpha_\bullet}$ provides the first leading term for the IM form of an m-shifted 2-form, which is enough for us to define the \textbf{non-degeneracy} of the 2-form (see Definition \ref{def:shifted_symplectic_groupoid}).

It turns out that when $m, n$ takes small values, e.g. $(0, 0)$, $(0, 1)$, $(1, 1)$, $(2, 1)$, $(1, 2)$, such \textit{m-shifted symplectic Lie n-groupoids} have appeared naturally and been already studied thoroughly in Poisson geometry (see Section \ref{sec:shifted_symplectic_groupoids}). These include symplectic manifolds, 0-symplectic groupoids \cite{56}, Weinstein symplectic groupoids \cite{37}, and quasi-symplectic \cite{102} (aka twisted presymplectic \cite{23}) groupoids.
Furthermore, as the diagram (1.1) suggests, another important ingredient is the relation given by **symplectic Morita equivalences** between $m$-shifted symplectic Lie $n$-groupoids (see Definition 2.31). This is one of the major differences with the algebraic geometric approach. For the purpose of explicit calculation and interesting examples in the context of differential geometry, one cares about different higher groupoid presentations of the higher stack instead of just the higher stack itself. Therefore, Morita equivalence between these different models becomes an important concept to make sure that the internal geometric meaning is not lost in the apparently very different calculations in different models. Indeed, it is only after quotienting by symplectic Morita equivalences, $m$-shifted symplectic Lie $n$-groupoids will give us the notion of $m$-shifted symplectic differentiable $n$-stacks.

It is well known that Morita equivalence of Lie groupoids has three equivalent definitions: it may be defined as a principal bi-bundle, or a zig-zag of weak equivalences, or a zig-zag of hypercovers. The latter two are extended to higher Lie groupoids [84,104]. In this work, we use a zig-zag of hypercovers to give a definition of symplectic Morita equivalence. Let $(K_\bullet, \alpha_\bullet)$ and $(J_\bullet, \beta_\bullet)$ be two $m$-shifted symplectic Lie $n$-groupoids. They are symplectic Morita equivalent, if there is another Lie $n$-groupoid $Z_\bullet$ with an $(m-1)$-shifted 2-form $\phi_\bullet$ and hypercovers $f_\bullet, g_\bullet$ satisfying

$$K_\bullet \xrightarrow{f_\bullet} Z_\bullet \xrightarrow{g_\bullet} J_\bullet \quad \text{and} \quad f_\bullet^* \alpha_\bullet - g_\bullet^* \beta_\bullet = D\phi_\bullet.$$  

The first condition tells that $K_\bullet$ and $J_\bullet$ are Morita equivalent as Lie $n$-groupoids, hence they present the same $n$-stack. The second condition tells that the forms represent the same shifted symplectic structure on the $n$-stack. The geometric meaning of symplectic Morita equivalence is that

$$(Z_\bullet, \phi_\bullet) \xrightarrow{f_\bullet \times g_\bullet} (K_\bullet \times J_\bullet, (\alpha_\bullet, -\beta_\bullet))$$

presents an $m$-shifted Lagrangian $n$-stack in the sense of [77]. This is made more precise in the upcoming article [7].

For consistency, we prove (see Theorem 2.37) that when $m=n=1$, our notion of symplectic Morita equivalence coincide with that of Xu given by Hamiltonian principal bimodules in [102]. People have discovered many examples of Hamiltonian principal bimodules carrying natural physics meanings in Poisson geometry (see [102] and a newly appeared work [4]). Therefore Theorem 2.37 implies that each such a bimodule gives rise to a shifted Lagrangian stack.

All this theoretical framework is in Section 2 and is the first main accomplishment of this article.

### 1.2. Shifted symplectic structure on classifying stack $BG$.

Recall that a quadratic Lie algebra $(\mathfrak{g}, \langle \cdot, \cdot \rangle)$ is a Lie algebra $\mathfrak{g}$ endowed with a symmetric pairing $\langle \cdot, \cdot \rangle : \mathfrak{g} \times \mathfrak{g} \to \mathbb{R}$ that is adjoint-invariant and non-degenerate. The classifying stack $BG$ of the Lie group $G$ integrating such $\mathfrak{g}$ carries a 2-shifted symplectic structure $\omega_{BG}$ induced by the pairing, see [77]. This is an important example of shifted symplectic structure because, as the main result of [77] demonstrates, $(BG, \omega_{BG})$ further induces other shifted symplectic structures on various derived moduli stacks, which explains many existing theories in algebraic geometry.

On the other hand, in graded geometry, it is established [86] that $(\mathfrak{g}, \langle \cdot, \cdot \rangle)$ is a Courant algebroid over a point, so it gives rise to the degree 2 symplectic $NQ$-manifold $(\mathfrak{g}[1], Q = d_{CE} \langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle)$. Thus, for any quadratic Lie algebra we shall expect a 2-shifted symplectic Lie $n$-groupoid $\overline{\Omega}(K_\bullet, \Omega_\bullet)$ making the following diagram commute

---

1Since $\mathfrak{g}[1]$ is a degree 1 manifold and $BG$ is a 1-stack, it is reasonable to expect $n=1$. However, a 1-stack may also allow a presentation by a Lie 2-groupoid. In our case, such a Lie 2-groupoid model for $BG$ turns out to be interesting and related to Segal’s loop group theory.
The second main result of this article is to provide three different $(\mathcal{K}_\bullet, \Omega_\bullet)$ that fits in (1.3) and to build symplectic Morita equivalences between them. All three are explicit and summarized in the Table 1. In such a way, each of this $(\mathcal{K}_\bullet, \Omega_\bullet)$ provides an integration of the Courant algebroid $(\mathfrak{g}, [\cdot, \cdot], \langle \cdot, \cdot \rangle)$. Therefore our work produces a complete solution for the problem of integrating Courant algebroids whose base is a point.

Perhaps the most exciting motivation to investigate this example is that 3d-Chern-Simons field theory can be described as a $\sigma$-model with target the shifted symplectic stack $(BG, \omega_{BG})$ (or $(\mathfrak{g}[1], Q, \{\cdot, \cdot\})$ for the infinitesimal theory), see [19, 36, 49]. From the point of view of extended TQFT, it is conjectured that what 3d-Chern-Simons theory assigns to a point is a certain class of projective unitary representations of the based loop group, see [55]. We expect that those can be obtained from the geometric quantisation of the 2-shifted symplectic structures constructed here. In fact, in the second model 1.2.2 we already see the shadow of based loop group and Segal’s symplectic form. This may be a sign that we are on the correct track.

| Model               | 2-shifted symplectic form                                                                 |
|---------------------|------------------------------------------------------------------------------------------|
| $NG_\bullet = \cdots G \times G \Rightarrow G \ni pt$ | $\Omega_\bullet = \Omega - \Theta,$                                                    |
|                     | $\Omega = \langle d^*_\theta \theta^l, d^*_\rho \theta^r \rangle \in \Omega^2(G \times G),$ |
|                     | $\Theta = \frac{1}{6} \langle [\theta^l, [\theta^l, \theta^r]] \rangle \in \Omega^3(G).$  |
| $G_\bullet = \cdots \Omega G \Rightarrow P_G \ni pt$ | $\omega_\bullet = \omega \in \Omega^2(\Omega G),$                                      |
|                     | $\omega_t(v, w) = \int_{S^1} \langle (L_{\tau(t)-1} v(t))', L_{\tau(t)-1} w(t) \rangle \ dt.$ |
| $\Gamma^h_\bullet = \cdots H_- \times \Gamma^h_\bullet \times H_+ \Rightarrow H_- \times H_+ \ni pt$ | $\varpi^h_\bullet = \omega^h \in \Omega^2(\Gamma^h),$                                 |
|                     | $\omega^h = \langle \theta^l_{H_+}, \theta^r_{H_-} \rangle - \langle \theta^l_{H_-}, \theta^r_{H_+} \rangle.$ |

Table 1. The 2-shifted symplectic (local) Lie 2-group models of $BG$.

Now, we describe the three models, outline their main properties and indicate related works.

1.2.1. First model. The first model $(NG_\bullet, \Omega_\bullet)$ (see Section 3.1) is given by the nerve of $G$, the Lie group integrating $\mathfrak{g}$. The 2-shifted 2-form $\Omega_\bullet$ has two pieces, $\Theta$ known as the Cartan 3-form and $\Omega$ that we named as Brylinski-Weinstein 2-form. We prove that it is furthermore non-degenerate as in Definition 2.14 and thus 2-shifted symplectic (see Theorem 3.1). This model appeared first in [20] and in [101] where it was used to compute the symplectic structure on the moduli space of flat connections on a closed surface. A beautiful calculation in [87] shows that the transgression of the 2-shifted symplectic form $\Omega_\bullet$ on $NG_\bullet$ gives the 1-shifted symplectic form on $G \times G \Rightarrow G$ described in [23, 102]. We further show in Proposition 3.5 that the Van Est map defined in [9] satisfies $VE(\Omega_\bullet) = -\langle \cdot, \cdot \rangle$. There are therefore well defined integration and differentiation processes that shows the left part of (1.3). As $NG_\bullet$ gives an atlas for $BG$ and $\omega_{BG}$ in [77] is constructed by $\langle \cdot, \cdot \rangle$, $(NG_\bullet, \Omega_\bullet)$ gives a model for $(BG, \omega_{BG})$. 
1.2.2. Second model. The second model \((\mathcal{G}_\bullet, \omega_\bullet)\) (see Section 3.2) is given at level 1 by paths on \(G\) starting at the identity, and at level 2 by based loops \(\Omega G\) equipped with Segal’s symplectic 2-form \(\omega\) \cite{78}. It is very nice to see that \(\omega\) is, in addition, multiplicative and furthermore provides a 2-shifted symplectic structure (see Theorem 3.9). In fact, as \[74\] indicates, the Chern-Simons \(\sigma\)-model on a disk provides, via a symplectic reduction, Segal’s symplectic form on \(\Omega G\). This reduction shows up also in the second truncation \(^2\) of the universal integration of \(\mathfrak{g}\): It turns out that \(\mathcal{G}_\bullet\) is exactly this truncation. Moreover, when Segal’s form \(\omega\) is integral, \((\mathcal{G}_\bullet, \omega_\bullet)\) has a \(B^2U(1)\) central extension (see \[14, 54, 99\]) known as \(\text{String}(G)_\bullet\), equipped with a sort of connection. Therefore \(\text{String}(G)_\bullet\) can be regarded as a prequantisation of \(BG\).

1.2.3. Third model. In order to define the third model \((\overline{\Gamma}_\bullet^h, \overline{\omega}_\bullet^h)\) (see Section 4.2), we need the additional structure of a Manin triple \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)_\bullet\). It was shown in \[65\] that a Manin triple integrates to a double symplectic Lie group. Moreover, in \[70\] the authors applyn the Artin-Mazur codiagonal to this double Lie group and produce a local Lie 2-group \(\overline{\Gamma}_\bullet^h\) with 2-form \(\overline{\omega}_\bullet^h\). We prove that these give rise to a 2-shifted symplectic local Lie 2-group (see Proposition 4.4). There is some obstruction to extend the local structure which comes from the fact that the integration of hamiltonian systems is often local \[83\] (see also Remark 4.6).

1.2.4. Equivalence Theorems. The 2-shifted symplectic group \((NG_\bullet, \Omega_\bullet)\) gives a presentation for the 2-shifted symplectic stack \((BG, \omega_{BG})\) as in \[1.2.1\]. We prove two equivalence theorems (Theorems 3.15 and 4.8) summarized in the following to demonstrate that the other two models also present \((BG, \omega_{BG})\).

**Theorem 1.1.** Let \((\mathfrak{g}, [\cdot, \cdot], \langle \cdot, \cdot \rangle)\) be a quadratic Lie algebra and \(G\) the connected and simply connected Lie group integrating it.

1. The hypercovers \(\text{id}_\bullet\) and \(\text{ev}_\bullet\) (defined in Lemma \[3.11\]) give the following symplectic Morita equivalence

\[
(\mathcal{G}_\bullet, \omega_\bullet) \xrightarrow{\text{id}_\bullet} (\mathcal{G}_\bullet, \omega_\bullet^P) \xrightarrow{\text{ev}_\bullet} (NG_\bullet, \frac{1}{2}\Omega_\bullet),
\]

with \(\omega_\bullet^P = \omega^P + 0\) the 1-shifted 2-form on \(\mathcal{G}_\bullet\) defined by

\[
\omega_\gamma^P(u, v) = \frac{1}{2} \int_0^1 \langle \hat{u}'(t), \hat{v}(t) \rangle - \langle \hat{u}(t), \hat{v}'(t) \rangle dt \in \Omega^2(\mathcal{G}_1),
\]

for \(\gamma \in \mathfrak{p}_G\), \(u, v \in T_\gamma \mathfrak{p}_G\), where \(\hat{u}(t) = L_{\gamma(t)}^{-1} u(t)\), \(\hat{v}(t) = L_{\gamma(t)}^{-1} v(t)\).

2. Let \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\) be a Manin triple of \(\mathfrak{g}\) and denote by \(H_\pm\) the connected and simply connected integrations of \(\mathfrak{h}_\pm\). The hypercovers \(\text{id}_\bullet\) and \(\Phi_\bullet\) (as in Proposition \[4.5\]) give the following symplectic Morita equivalence

\[
(\overline{\Gamma}_\bullet^h, \overline{\omega}_\bullet^h) \xrightarrow{\text{id}_\bullet} (\overline{\Gamma}_\bullet^h, \beta_\bullet) \xrightarrow{\Phi_\bullet} (NG_\bullet, \Omega_\bullet),
\]

with \(\beta_\bullet = \beta + 0\). The 1-shifted 2-form on \(\overline{\Gamma}_\bullet^h\) defined by

\[
\beta = \langle \theta_\gamma^H, \theta_\gamma^H \rangle \in \Omega^2(\overline{\Gamma}_1^h = H_- \times H_+).
\]

As we mentioned before, one of the most significant motivations to study the symplectic structure on \(BG\) is its quantization via 3d-Chern-Simons theory. Thus the fact that all these

---

\(^2\) The truncation of simplicial manifolds is similar to the classical operation of truncation for simplicial sets in algebraic topology. See Definition B.1.
natural 2-shifted symplectic forms that we find on various models are symplectic Morita equivalent provides a solid foundation for the quantization process ahead. We may use any of them for our convenience of calculation.

Actually, Morita theory is itself an important concept beyond the theory of stacks. In Poisson geometry, Morita theory was first introduced for symplectic groupoids [103] and then extended to 1-shifted symplectic groupoids in [102] motivated by that for $C^*$-algebras. Today Morita equivalence is deeply embedded in many important theories in Poisson geometry, such as Picard group for Poisson manifolds [25, 28], moment map theory [4, 102], deformation quantization [21, 27]. We expect the concrete Morita equivalences constructed in Theorem 1.1 can assist the explicit calculations in the above context.

1.3. Shifted double theory, a concise outline and an invitation. There is a big community in differential geometry and mathematical physics who prefer to work with bi-simplicial objects. In Section 5 we explore shifted symplectic structures in the bi-simplicial context through explicit models for $BG$.

Strict Lie 2-groups can be expressed in terms of internal categories or double Lie groups [13, 67] which give rise to bi-simplicial manifolds. We define double shifted forms in the de Rham triple complex of a bi-simplicial manifold. It turns out that our first two models of $BG$ are both equivalent to strict Lie 2-groups, so they transfer into double Lie groups. We further transfer the two shifted symplectic forms into the double setting. In the end, we prove (see Theorem 5.8) that these two double shifted forms are equivalent in a similar way as in Section 1.2.4. This equivalence theorem in double theory is closely related to the descent equations studied in [5].

1.4. Future Outlook. The present work motivates to further explore the applications of 2-shifted lagrangians on $BG$ in an upcoming work-in-progress [7]. Quasi-Poisson $(\mathfrak{g}, \mathfrak{g})$-manifolds [64], Poisson homogeneous spaces [26], and dynamical $r$-matrices [46] all provide examples of 2-shifted lagrangians on $BG$. It is proven in [77] that intersections of $m$-shifted Lagrangians are $(m-1)$-shifted symplectic. Using this principle, the new interpretation of these objects allows us to provide integration for many Dirac structures.

One more meaningful work is to figure out the explicit appearance of a cotangent bundle for a Lie $n$-groupoid. Just as the cotangent bundle of a manifold has a natural symplectic structure, [30, 77] shows that shifted cotangent bundles of a derived higher stack carries a shifted symplectic structure. In contrast to algebraic geometry, where a cotangent bundle can be simply defined as spectrum of symmetric algebra of tangent sheaves [77, Def 1.20], the concept of cotangent bundle of a higher Lie groupoid as higher VB (vector bundle) groupoid can not be directly obtained. There are many Lie $n$-groupoids presenting the same $n$-stack. But we believe there is a canonical VB Lie $n$-groupoid presenting the cotangent bundle as soon as we choose a fixed Lie $n$-groupoid $X$ presenting the $n$-stack, just as the tangent bundle is canonically given by the tangent VB $n$-groupoid $TX$ (notice that the naive choice $T^*X$ does not make sense at all [1]). To figure out all this and the canonical shifted symplectic structure on the cotangent bundle is the aim of the future work [85].

Another immediate application of this work is in the famous open problem of integration of Courant algebroids, which is partially solved in special situations [63, 70, 72, 90, 92, 93]. In fact, before our work it was not even clear what the integration object should be. Now we understand the nature of a Courant algebroid is a 2-shifted symplectic Lie 2-algebroid [82, 86]. Thus we expect a 2-shifted symplectic Lie 2-groupoid as the integration result of a Courant algebroid. It was very mysterious in the previous works that people arrived at
different integrating symplectic forms even for the same Courant algebroid. After establishing
the concept of symplectic Morita equivalence, we might have a chance to explain this non-
uniqueness. As Courant algebroid over a point is a quadratic Lie algebra, this work gives three
Morita equivalent solutions to the integration of this case (see Table 1). We will study the
integration of a general Courant algebroids and the relation between the different integrated
symplectic forms in a future work.

A relatively long term aim for us is to use the 2-shifted symplectic form to do a geometric
quantization for $B G$. As described in 1.2.2 String$(G)_•$ gives the prequantization $S^1$-gerbe of
$B G$. The next step will be to equip $B G$ with an associated 2-line bundle via a 2-representation
theory of String$(G)_•$. There are some rough ideas to link this with a certain class of projective
unitary representations of the based loop group (also see [57, 76]). An intermediate step is
to construct a TFT, that is to build a 2-functor from the cobodism 2-category to that of 2-
shifted symplectic groupoids, 2-shifted Lagrangians, and 1-shifted Lagragians as in [32, 75].
The next step is to build a quantizing functor $Q$ to the 2-category of 2-vector spaces via a
2-representation theory of String$(G)_•$.

Finally, another direction to explore is the shifted Poisson structures on Lie $n$-groupoids.
The 1-shifted Poisson Lie groupoids and their Morita equivalences are fully explored in [17].
It is proven in [22] that this concept contains that of 1-shifted symplectic groupoid. In other
context, $m$-shifted Poisson NQ-manifolds are studied in [81], and $m$-shifted Poisson derived
higher stacks are studied in [33, 80]. However, what are $m$-shifted Poisson $n$-groupoids and
their Morita equivalences? How do they include $m$-shifted symplectic $n$-groupoids? How do
they give rise to higher shifted Poisson brackets? These are other immediate questions that
the Poisson community cares much. Explicit higher shifted Poisson brackets will certainly help
for the purpose of quantization.
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2. $m$-Shifted symplectic Lie $n$-groupoids

A simplicial manifold $X_•$ is a contravariant functor from $\Delta$, the category of finite ordinals

$$[0] = \{0\}, \quad [1] = \{0, 1\}, \quad \ldots, \quad [l] = \{0, 1, \ldots, l\}, \quad \ldots,$$

with order-preserving maps, to the category of manifolds. More precisely, $X_•$ consists of a
tower of manifolds $X_i$, face maps $d^i_j : X_i \to X_{i-1}$ for $k = 0, \ldots, l$, and degeneracy maps
$s^i_j : X_i \to X_{i+1}$. These maps satisfy the following simplicial identities

$$d^{i-1}_i d^i_j = d^{i-1}_j d^i_i \quad \text{if } i < j, \quad d^i_i s^i_j = \begin{cases} s^i_{j+1} s^i_j & \text{if } i < j, \\ s^i_j & \text{id if } i = j, j + 1, \\ s^i_{j-1} d^i_{j+1} & \text{if } i > j + 1. \end{cases}$$

We may drop the upper indices and just write $d_i$ and $s_i$ for simplicity when the context is clear
later in our article.

3Here, by manifolds we mean Banach manifolds as in [61].
Similarly, we may define other simplicial objects in other categories, such as simplicial sets and simplicial vector spaces, which we will meet in this article. The following simplicial sets, which may be viewed as simplicial manifolds with discrete topology (e.g. in Def. 2.1), play an important role for us. They are the simplicial \( l \)-simplex \( \Delta[l] \) and the horn \( \Lambda[l,j] \):

\[
(\Delta[l])_k = \{ f : [k] \to [l] \mid f(i) \leq f(j), \forall i \leq j \}, \\
(\Lambda[l,j])_k = \{ f \in (\Delta[l])_k \mid \{0, \ldots, j-1, j+1, \ldots, l\} \not\subseteq \{f(0), \ldots, f(k)\} \}.
\]

(2.2)

In fact the horn \( \Lambda[l,j] \) is a simplicial set obtained from the simplicial \( l \)-simplex \( \Delta[l] \) by taking away its unique non-degenerate \( l \)-simplex as well as the \( j \)-th of its \( l+1 \) non-degenerate \((l-1)\)-simplices, as in the following picture (in this paper all the arrows are oriented from larger numbers to smaller numbers):

\[
\Lambda[1,1] \Lambda[1,0] \Lambda[2,2] \Lambda[2,1] \Lambda[2,0] \Lambda[3,3] \Lambda[3,2] \ldots
\]

**Definition 2.1.** A Lie \( n \)-groupoid \([52, 54, 104]\) is a simplicial manifold \( K_\bullet \) where the natural projections

\[
(2.3) \\
p_{l,j} : K_l = \text{Hom}(\Delta[l], K_\bullet) \to \text{Hom}(\Lambda[l,j], K_\bullet)
\]

are surjective submersions\(^4\) for all \( 1 \leq l \geq j \geq 0 \) and diffeomorphisms for all \( 0 \leq j \leq l > n \). It is a Lie \( n \)-group if \( K_0 = \text{pt} \).

If we replace surjective submersions by submersions, and diffeomorphisms by injective étale maps, in the requirement for the natural projections \( p_{l,j} \) we say that \( K_\bullet \) is a local Lie \( n \)-groupoid, see \([105, \text{Defi}.1.1]\). Similarly, it is further a local Lie \( n \)-group if \( K_0 = \text{pt} \).

**Remark 2.2.** This definition is inspired by \([42, 43]\) where the author uses Kan complex to understand and define higher (set theoretic) groupoids. The fact that \( \text{Hom}(\Lambda[l,j], K_\bullet) \) is again a manifold is not obvious but can be proven inductively. We refer to \([52, 54]\) or \([104, \text{Sect}.1]\) for more details on this definition.

**Remark 2.3.** Lie \( n \)-groupoids may be understood as concrete chart systems for differentiable \( n \)-stacks \([51, 79, 80]\). Two Lie \( n \)-groupoids present the same differentiable \( n \)-stack if and only if they are Morita equivalent. See Section 2.4 for details of Morita equivalence for Lie \( n \)-groupoids and Morita equivalence preserving shifted symplectic structures, which is in turn called symplectic Morita equivalence.

**Example 2.4** (Lie 1-groupoid). It is well known that any Lie 1-groupoid \( K_\bullet \) is always the simplicial nerve \( NK_\bullet \) of a usual Lie groupoid \( K \Rightarrow M \). Here we recall that \( NK_0 = M \) and for \( i \geq 0 \) define

\[
NK_i := K \times_M K \times_M \cdots \times_M K \text{.}
\]

\(^4\)Submersion for Banach manifold is also introduced in \([61]\). It is sometimes called a split submersion in other literature, namely we need local splitting in charts.
The faces and degeneracies are given by
\[
\begin{align*}
d_0(k) &= s(k), & d_1(k) &= t(k), \\
d_0(k_1, \ldots, k_i) &= (k_2, \ldots, k_i), & d_j(k_1, \ldots, k_i) &= (k_1, \ldots, kj_{j+1}, \ldots, k_i), \\
d_i(k_1, \ldots, k_i) &= (k_1, \ldots, k_{i-1}), & s_j(k_1, \ldots, k_i) &= (k_1, \ldots, k_j, 1_{s(k_j)}, k_{j+1}, \ldots, k_i).
\end{align*}
\]

**Example 2.5** (Lie 1-group). A particular case of the previous example is when we consider a Lie group \( G \). Its simplicial nerve \( NG_\bullet \) is then given by \( NG_i = G \times^i \) and the faces and generacies are
\[
\begin{align*}
d_0(g_1, \ldots, g_i) &= (g_2, \ldots, g_i), & d_j(g_1, \ldots, g_i) &= (g_1, \ldots, g_jg_{j+1}, \ldots, g_i), \\
d_i(g_1, \ldots, g_i) &= (g_1, \ldots, g_{i-1}), & s_j(g_1, \ldots, g_i) &= (g_1, \ldots, g_j, e, g_{j+1}, \ldots, g_i).
\end{align*}
\]

**Example 2.6** (Lie 2-groupoids). Just like a Lie 1-groupoid is determined by the first three levels and the faces and degeneracy maps between them, a Lie 2-groupoid \( K_\bullet \) is determined by the first four levels \( K_0, K_1, K_2, K_3 \), and face and degeneracy between them. The rest of \( K_\bullet \) is given by a coskeleton construction, that is \( K_i \) is made up of those \( i \)-simplices whose 2-faces are elements of \( K_2 \) and such that each set of four 2-faces gluing together as a 3-simplex is an element of \( K_3 \) (see [104 Sect.2.3]). This coskeleton construction also guarantees that \( K_i \) are manifolds for all \( i \geq 0 \) as long as \( K_0, \ldots, K_3 \) are.

### 2.1. **Tangent complex and de Rham double complex.**
We first recall some preliminary knowledge about Dold-Kan correspondence, which can be found in standard textbooks (e.g. [100]). Given a simplicial vector space \( V_\bullet \), we recall that the normalised (or Moore) complex \((NV_\bullet, \partial)\) is given by
\[
NV_i := \cap_{l=0}^{i-1} \ker d^l_i \subset V_i, \quad \partial := (-1)^ld^l_i : NV_i \rightarrow NV_{i-1}.
\]
Then the horn projection \( p_{i,j} : V_i \rightarrow \operatorname{Hom}(\Lambda[l, j], V_\bullet) \) (see (2.3)) in this situation, clearly satisfies \( \ker p_{i,l} = NV_l \). On the other hand, we have another natural chain complex \((\tilde{NV}_\bullet, \tilde{\partial})\) associated to \( V_\bullet \):
\[
\tilde{NV}_i := V_i / (\text{im} s^{l-1}_0 + \cdots + \text{im} s^{l-1}_{i-1}), \quad \tilde{\partial} := \sum_{i=0}^{l} (-1)^i d^l_i.
\]
The map \( \tilde{\partial} \) descends to the quotient \( \tilde{NV}_l \) thanks to the simplicial identities (2.1). We recall the classical Dold-Kan correspondence.

**Theorem 2.7** (Dold-Kan). The functor sending \( V_\bullet \) to \((NV_\bullet, \partial)\) is an equivalence of categories between simplicial vector spaces and chain complexes of vector spaces concentrated in positive degrees. Moreover, \((NV_\bullet, \partial) \cong (\tilde{NV}_\bullet, \tilde{\partial})\) are isomorphic chain complexes.

For any simplicial manifold \( X_\bullet \), we have a simplicial vector bundle over \( X_0 \) given by,
\[
\cdots TX_2|_{X_0} \cong TX_1|_{X_0} \rightarrow TX_0,
\]
where \( X_0 \) is a submanifold in \( X_l \) via iterated degeneracy \( X_0 \xrightarrow{s_0} X_1 \xrightarrow{s_0} X_2 \xrightarrow{s_0} \cdots \xrightarrow{s_0} X_l \) and \( TX_1|_{X_0} = s_0 \circ \cdots \circ s_0 TX_0 \) is the pullback vector bundle to \( X_0 \). The face and degeneracy maps are \( Td_i \) and \( Ts_i \). If \( X_\bullet \) is a Lie \( n \)-groupoid, then the horn projection (2.3) is always a surjective submersion and so \( \ker TP_{i,l} \) is a vector bundle. (Note that constant rank guarantees it is a vector bundle.)

---

5We need \( NG_2 \) and \( d_1 : NG_2 \rightarrow NG_1 \) to obtain the multiplication, for example.

6See [104 Section 2.3] for details of this coskeleton construction.

7The Dold-Kan correspondence works more generally for simplicial abelian groups. Here we adapt it to the special case of vector spaces for convenience in this article.
Definition 2.8. The tangent complex \((T\mathcal{K}, \partial)\) of a Lie \(n\)-groupoid \(K\) is the following complex of vector bundles over \(K_0\):

\[
T_lK := \begin{cases} 
\ker Tp_{l|K_0} & \text{for } l > 0, \\
TK_0 & \text{for } l = 0, \\
0 & \text{for } l < 0,
\end{cases}
\]

with \(\partial := (-1)^lTd_l\). We denote by \(H_\bullet(TK)\) the homology groups of the tangent complex \((T\mathcal{K}, \partial)\).

Remark 2.9. This notion of tangent complex is invariant up to weak equivalence under Morita equivalence of higher Lie groupoids (see Corollary 2.28). Thus it provides a correct notion of "tangent complex" for a higher stack presented by a Lie \(n\)-groupoid.

Proposition 2.10. Let \(K\) be a Lie \(n\)-groupoid. For all \(l \geq 0\) we have

\[
T_lK \cong TK|_{K_0}/\oplus_{i=0}^{l-1} \im(Ts_i^{l-1}), \quad \text{and} \quad \partial = \sum_{i=0}^{l}(-1)^iTd_i
\]

under this isomorphism. Moreover \(T_lK = 0\) if \(l > n\) and the rank of \(T_lK\) is

\[
\dim K_l - \sum_{i=0}^{l-1}(-1)^i\binom{l}{i+1} \dim K_{l-1-i}.
\]

Proof. The isomorphism follows by using Dold-Kan (Theorem 2.7) point-wise. Since \(p_{l,j}\) is an isomorphism for \(l > n\), it is clear that \(T_lK = 0\) if \(l > n\). The rank formula involves very nice but lengthy combinatorics presented in [85].

Remark 2.11. The tangent complex in quotient form of Proposition 2.10 also appears in [51, 71]. Moreover, this complex should host the structure of a Lie \(n\)-algebroid. A presheaf version of the statement is proven in [91], however whether the desired presheaf is represented by the tangent complex is not proven. Some effort to prove the representibility was done in [62], however, Lemma 8.34 therein still contains a flaw in the general case. An article fixing all these problems is in preparation [48].

It is clear that the concept of tangent complexes works well for a local Lie \(n\)-groupoid, and the tangent complex of a local Lie \(n\)-groupoid is still a complex of vector bundles over the base \(K_0\), since we only have used the submersion condition in Definition 2.8.

Example 2.12. Following Example 2.4, let \(K \rightrightarrows M\) be a Lie groupoid. Its nerve \(NK\) is then a Lie 1-groupoid. In this case the tangent complex is concentrated in degrees 0 and 1, and given by its Lie algebroid \(A = \ker Ts_{|M}\) and the anchor

\[
T_iK = \begin{cases} 
A & \text{for } i = 1, \\
TM & \text{for } i = 0, \\
0 & \text{otherwise},
\end{cases} \quad \text{with } \partial = \rho \quad \text{and} \quad H_i(TK) = \begin{cases} 
\ker \rho & \text{for } i = 1, \\
\coker \rho & \text{for } i = 0, \\
0 & \text{otherwise}.
\end{cases}
\]

Since our main motivation is to study symplectic structures, we recall that differential forms on a simplicial manifold \(X\) live in the de Rham simplicial double complex \((\Omega^\bullet(X), d, \delta)\) (see [18, 41]). Here \(d\) is the usual de Rham differential \(d : \Omega^{q}(X_p) \to \Omega^{q+1}(X_p)\), and the \(\delta\) is the simplicial differential

\[
\delta : \Omega^q(X_{p-1}) \to \Omega^q(X_p), \quad \delta = \sum_{i=0}^{p}(-1)^i d_i^*.
\]
The associated differential on the total complex is $D = \delta + (-1)^p d$. A special important sub-complex is the so called **normalised double complex**

$$\hat{\Omega}^\bullet(X_\bullet) = \{ \alpha \in \Omega^\bullet(X_\bullet) \mid s_i^* \alpha = 0, \text{ for all possible } i \}. $$

In other words, a differential form $\alpha$ is called **normalised** if it vanishes on degeneracies. An **m-shifted k-form** $\alpha_\bullet$ is

$$\alpha_\bullet = \sum_{i=0}^m \alpha_i \text{ with } \alpha_i \in \hat{\Omega}^{k+m-i}(X_i).$$

We say that $\alpha_\bullet$ is **closed** if $D \alpha_\bullet = 0$.

### 2.2. Shifted symplectic structures.

Following [51], we express the non-degeneracy of an $m$-shifted 2-form $\alpha_\bullet$ on a (local) Lie $n$-groupoid $K_\bullet$ in terms of the tangent complex $(\mathcal{T} K, \partial)$. Just as on a Lie algebroid there are infinitesimal multiplicative (IM) forms [23, 24], there is a higher version showing up on tangent complexes of Lie $n$-groupoids. Here we introduce part of the IM-form associated to a $m$-shifted 2-form.

For a Lie $n$-groupoid $K_\bullet$ and a closed $m$-shifted 2-form $\alpha_\bullet$ we introduce its IM-form\(^8\) $\lambda^\alpha_\bullet$ in the following way: for $l \in \mathbb{Z}$ and $v \in (\mathcal{T} l K)_x \subset T_x K_l$, $w \in (\mathcal{T} m-l K)_x \subset T_x K_{m-l}$ in the tangent complex at $x \in K_0$, we define

$$\lambda^\alpha_\bullet(v, w) := \sum_{\sigma \in \text{Shuff}_{l,m-l}} (-1)^\sigma \alpha_m(T(s_{\sigma(m-1)} \cdots s_{\sigma(l)}))v, T(s_{\sigma(l-1)} \cdots s_{\sigma(0)})w)$$

where $\text{Shuff}_{l,m-l}$ is the set of $(l, m-l)$-shuffles, and $(-1)^\sigma$ is the permutation sign of $\sigma$.

It is clear from the definition that $\lambda^\alpha_\bullet$ is graded anti-symmetric. Furthermore, $\lambda^\alpha_\bullet$ is **infinitesimal multiplicative**\(^9\) that is for $u \in \mathcal{T}_{l+1} K$, $w \in \mathcal{T}_{m-l} K$

$$\lambda^\alpha_\bullet(\partial u, w) + (-1)^{l+1} \lambda^\alpha_\bullet(u, \partial w) = 0.$$

This implies that $\lambda^\alpha_\bullet(\cdot, \cdot)$ descends to the homology groups $H_\bullet(\mathcal{T} K)$. Thus we have an induced pairing

$$\lambda^\alpha_\bullet(\cdot, \cdot) : H_l(\mathcal{T} K) \times H_{m-l}(\mathcal{T} K) \to \mathbb{R}_{K_0}$$

that we denote by the same symbol. The $m$-shifted 2-form $\alpha_\bullet$ is called **non-degenerate** if

\(^8\)This nice explicit formula of IM form comes from [51]. Nevertheless, as also indicated in [23, 24] in lower cases, $\lambda^\alpha_\bullet$ is probably just the leading term of the full IM-form and does not contain all the infinitesimal information.

\(^9\)This together with several other useful statements is stated in [51] without a proof. We give a proof to them in Appendix E for the completion of this article. These tasks were given to Florian Dorsch for his master thesis under the guide of the second author.

**Remark 2.13.** We notice that the non-degeneracy condition may easily adapt to the case of local Lie $n$-groupoids (see Def. 2.1) since the non-degeneracy condition only depends on the tangent complex which works well for local Lie $n$-groupoids (see Remark 2.11).

**Definition 2.14.** Following [51], we say that the pair $(K_\bullet, \alpha_\bullet)$ is an $m$-shifted symplectic (resp. local) Lie $n$-groupoid if $K_\bullet$ is a (resp. local) Lie $n$-groupoid and $\alpha_\bullet$ is a closed, normalized and non-degenerate $m$-shifted 2-form on $K_\bullet$.

Since this is one of the main characters of this work, we make a couple of comments that perhaps shed light in the previous definition.
Remark 2.15 (Clarification on (2.5) and (2.6)). The pairing \( \lambda^{\alpha \bullet} \) was introduced in [51] and can be understood as part of a Van Est map for Lie \( n \)-groupoids (see Proposition 3.5 and Remark 3.17 for this interpretation in our particular case). Since \( K_* \) is a Lie \( n \)-groupoid, it follows that \( \mathcal{T}_K \) is concentrated in degrees 0 to \( n \). Hence, for \( l < 0 \) or \( l > m \) we have \( v = 0 \) or \( w = 0 \) respectively, and we define \( \lambda^{\alpha \bullet}(v, w) := 0 \) in these cases. If \( l = 0 \), Equation (2.5) has the simpler expression

\[
\lambda^{\alpha \bullet}_0(v, w) = \alpha_m(T(s_{m-1} \cdots s_0)v, w),
\]

and the case of \( l = m \) is analogous. The extreme case of \( l = m = 0 \) in (2.5) is given by \( \lambda^{\alpha \bullet}_0 = \alpha_0(v, w) \). Notice also that if \( u \in \mathcal{T}_0K \) then (2.6) reads as \( \lambda^{\alpha \bullet}(u, \partial w) = 0 \), and analogous for \( w \in \mathcal{T}_0K \).

Remark 2.16 (Non-degeneracy condition and values of \( m \) and \( n \)). For \( K_* \) a Lie \( n \)-groupoid, we know that the only possible non-zero homology groups are concentrated between 0 and \( n \). Suppose that \( H_0(\mathcal{T}K) \neq 0 \neq H_n(\mathcal{T}K) \). Then, due to the non-degeneracy condition from (2.7), \( K_* \) only admits \( n \)-shifted symplectic structures. This will be the generic situation but other cases can happen.

The cases when \( m > n \) are included in \( m \)-shifted symplectic \( m \)-groupoids because any Lie \( n \)-groupoid is also a Lie \( m \)-groupoid for \( m \geq n \). The cases when \( m < n \) can be understood as “adding singularities” to the case of \( m \)-shifted symplectic \( m \)-groupoids (see Example 2.24).

Remark 2.17. The homology groups \( H_*(\mathcal{T}K) \) form a bundle of vector spaces over \( K_0 \), but it might not have a constant rank, and thus is not a vector bundle in general. But this does not prevent us from describing the above concept of non-degeneracy. In (2.7) the trivial bundle over \( K_0 \) is denoted by \( \mathbb{R}K_0 \) and pointwise non-degenerate means exactly that for each \( x \in K_0 \) the pairing restricted to the fibre of \( x \) is non-degenerate.

Remark 2.18 (Cotangent complex). A way to reformulate the non-degeneracy is by introducing the cotangent complex \( (\mathcal{T}_* K, \partial^*) \) with

\[
\mathcal{T}_* K = (\mathcal{T}_* K)^* \quad \text{and} \quad \partial^* = \partial^T.
\]

Then \( \lambda^{\alpha \bullet} \) being non-degenerate can be rephrased by saying that the morphism

\[
\lambda^{\alpha \bullet \cdot \sharp} : (\mathcal{T}_* K, \partial) \to (\mathcal{T}_* K[-m], \partial^T), \quad v \mapsto \lambda^{\alpha \bullet \cdot \sharp}(v) = \lambda^{\alpha \bullet}(v, \cdot)
\]

is a quasi-isomorphism of complexes.

2.3. Examples. Although the focus of this article is not the general theory of \( m \)-shifted symplectic Lie \( n \)-groupoids, we provide a couple of examples that illustrate the definition for small \( m \) and \( n \). The examples will show that \( m \)-shifted symplectic Lie \( n \)-groupoids incorporate already well known objects.

Example 2.19 (\( m = 0, n = 0 \)). Recall that a Lie 0-groupoid is the same as a manifold \( M \), with \( M_\bullet \) given by \( M_i = M \) with faces and degeneracies all equal to the identity. The tangent complex is concentrated in degree 0 and given by \( \mathcal{T}_0M = TM \). Hence \( M_\bullet \) only admits 0-shifted symplectic structures. It is trivial to see that \( \omega_\bullet = \omega \in \Omega^2(M) \) is a 0-shifted symplectic structure if and only if it is symplectic. Thus we obtain the following correspondence

\[
\{ \text{Symplectic manifolds } (M, \omega) \} \Rightarrow \{ \text{0-Shifted symplectic Lie 0-groupoids } (M_\bullet, \omega_\bullet) \}.
\]

Example 2.20 (\( m = 0, n = 1 \)). By Example 2.4 we have a Lie groupoid \( K \rightrightarrows M \). A 0-shifted 2-form is simply a 2-form \( \omega \in \Omega^2(M) \), and

\[
D\omega = 0 \quad \text{if and only if} \quad d\omega = 0 \quad \text{and} \quad s^*\omega = t^*\omega.
\]

Here
the normalized condition is vacuous. In Example 2.12 we computed the tangent complex, and the non-degeneracy is equivalent to
\[ \ker \rho = 0 \quad \text{and} \quad \omega|_{\coker \rho} \text{ non-degenerate}, \]
according to Remark 2.16 and (2.7).

Since \( \ker \rho = 0 \), there is a regular distribution on \( M \) given by \( A = D \subseteq TM \) that carries a non-degenerate 2-form on the transversal directions. In other words, a 0-shifted symplectic Lie 1-groupoid gives a precise mathematical formulation for the sentence: “The leaf space \( F = M/D \) of a regular distribution \( D \) on a manifold \( M \) is symplectic”, and this is what we shall expect for a symplectic differentiable stack, because 0-shifted symplectic Lie groupoid should provide an atlas for a symplectic differentiable stack. This concept is studied in [56] under the name of 0-symplectic groupoids.

Example 2.21 \((m = 1, n = 1)\). Recall from [23] that a twisted presymplectic Lie groupoid (a.k.a. quasi-symplectic Lie groupoid in [102]) is a triple \((K \rightrightarrows M, \omega, H)\) where \( K \rightrightarrows M \) is a Lie groupoid, and \( \omega \in \Omega^2(K) \) and \( H \in \Omega^3(M) \) satisfy
\[ \delta \omega = 0, \quad d \omega = \delta H, \quad d H = 0 \quad \text{and} \quad \ker \omega_x \cap \ker T_x s \cap \ker T_x t = 0 \quad \forall x \in M. \]

As in the previous example we fix \( s = d_0, t = d_1, A = \ker T s|_M \) and \( \rho = T t|_A \). The equation \( \delta \omega = 0 \) implies that \( \omega_x = 0 \) for \( x \in M \). Hence \( \omega_\bullet := \omega + H \) is a normalized 1-shifted 2-form. The three equations from the left are equivalent to \( D \omega_\bullet = 0 \). Finally, the last condition in (2.8) can be reformulated as
\[ \ker \omega_x \cap A_x \cap \ker \rho_x = 0, \quad \forall x \in M. \]

Since the tangent complex is also given in Example 2.12, we see that (2.9) is equivalent to the non-degeneracy condition for \( \omega_\bullet \). So we obtain the following correspondence
\[
\{ \text{Twisted presymplectic Lie groupoids} \} \leftrightarrow \{ \text{1-shifted symplectic Lie 1-groupoids} \}.
\]
In particular, the classical notion of symplectic groupoid is a particular case of a 1-shifted symplectic Lie 1-groupoid.

Remark 2.22. In [38] it was already noticed that the non-degeneracy condition (2.9) is equivalent to saying that the tangent complex and the cotangent complex are quasi-isomorphic. Moreover they show that (2.9) is equivalent to \( \omega^\delta : TK \to T^*K \) being a Morita equivalence between the VB-groupoids \( TK \) and \( T^*K \). For more detail see [38, Section 5.2].

Example 2.23 \((m = 2, n = 1)\). In this case, we have a Lie groupoid \( K \rightrightarrows M \) endowed with \( \omega_\bullet = \omega_2 + \omega_1 + \omega_0 \), where \( \omega_i \in \Omega^1(K_i) \) satisfies \( D \omega_\bullet = 0 \) and \( \omega_\bullet \) is normalized. Since the tangent complex is again (2.12), the non-degeneracy condition implies that \( H_0(TK) = 0 \) (which is equivalent to the fact that \( \rho \) is surjective) and that \( \lambda^\omega|_{\ker \rho} \) is non-degenerate. In particular, the Lie algebroid must be transitive.

In the study of Heterotic Courant algebroids, see e.g. [16], a particular case of this already appeared. They consider the case when \( \omega_0 = 0 \) and the Lie algebroid is the Atiyah algebroid of a principal bundle. In Sections 3.1 and 4.2 we will consider another particular case, namely when \( M = pt \).

Example 2.24 \((m=1, n=2)\). Recall that a Poisson manifold \((P, \pi)\) may not always integrate to a symplectic groupoid, but it can always integrate to a Lie 2-groupoid \( K_\bullet \) with a symplectic form \( \omega \in \Omega^2(K_1) \) as demonstrated in [96]. Now we show that this is in fact a 1-shifted symplectic Lie 2-groupoid.
Recall from [96] that for a Poisson manifold \((P, \pi)\), the so-called \(A_0\)-path space \(P_0 T^* P\) is
\[
P_0 T^* P = \{ a \in C^1(I, T^* P) | \pi(a) = \gamma', \text{with} \gamma = p(a) \text{ the based path of} a, a|_{\partial I} = a'|_{\partial I} = 0, \}\]
where \(p : T^* P \to P\) is the natural projection. Moreover, \(P_0 T^* P\) has a foliation \(\mathcal{F}\) of codimension \(2 \dim P\). Following [94], we construct a Lie 2-groupoid as follows. Take complete local transversals \(U_i\) with respect to \(\mathcal{F}\), that is, \(\sqcup U_i\) intersects with all the leaves. Let \(\text{Mon}\) denote the monodromy groupoid of the foliation \(\mathcal{F}\) on \(P_0 T^* P\), and \(\text{Mon}|_{P_0 T^* P \times K_1}\) denotes its source fibre over \(K_1 = \sqcup U_i\), and \(\circ\) denotes the concatenation of two paths. Then let \(K_\bullet\) denote the Lie 2-groupoid,
\[
K_\bullet = \cdots K_1 \times_{K_0} K_1 \times_{\circ, P_0 T^* P, \text{Mon}} P_0 T^* P_{\times K_1} \equiv \sqcup U_i \equiv P.
\]
We have \(\dim K_1 = 2 \dim P\), \(\dim K_2 = 3 \dim P\).

On the path space \(P_0 T^* P\), we have the 2-form
\[
\omega(X, Y) := \int_0^1 \omega_c(X(t), Y(t)), \quad \forall X, Y \in T(P_0 T^* P),
\]
where \(\omega_c\) is the canonical 2-form on \(T^* P\). This 2-form restricted on \(K_1\) becomes a symplectic 2-form, moreover \(\delta \omega = 0\) ([96] Theorem 1.1). It is clear that \(\omega\) is normalized. The fact that \(\omega\) is also non-degenerate in the sense that its IM form is non-degenerate follows from Example 2.21 as the IM form only depends on the behavior of \(\omega\) in a small neighborhood \(U\) of \(K_0\) in \(K_1\), and there \((U_\omega, \omega)\) is a symplectic local Lie groupoid.

**Remark 2.25.** We end this section by pointing that a similar object was introduced in [92].

A strictly \(m\)-symplectic Lie \(n\)-groupoid is a pair \((K_\bullet, \omega)\) where \(K_\bullet\) is a Lie \(n\)-groupoid and \(\omega \in \Omega^2(K_m)\) satisfies \(D \omega = 0\) and \(\omega^\sharp : TK_m \to T^* K_m\) isomorphism. Observe that \(\omega\) is not required to be normalized. Moreover, the non-degeneracy condition described by \(\omega^\sharp : TK_m \to T^* K_m\) being an isomorphism is neither contained nor included by our non-degeneracy condition. This can be clearly seen already in the case of 0-shifted Lie 1-groupoids.

### 2.4. Symplectic Morita equivalences

In order to introduce symplectic Morita equivalences among \(m\)-shifted symplectic Lie \(n\)-groupoids we need to recall hypercovers and Morita equivalences for Lie \(n\)-groupoids. We follow [104, Sect.2].

The **boundary space** or **\(i\)-matching space** of a simplicial manifold \(X_\bullet\) is
\[
(2.10) \quad \partial_i(X_\bullet) := \text{Hom}(\partial \Delta[i], X_\bullet) = \{(x_0, \cdots, x_i) \in X_{i-1}^\times | d_a(x_b) = d_{a-1}(x_a) \ \forall a < b\}.
\]
If \(K_\bullet, J_\bullet\) are two Lie \(n\)-groupoids, then a simplicial morphism \(f_\bullet : K_\bullet \to J_\bullet\) is called a **hypercover** if the maps
\[
(2.11) \quad q_i := ((d_0, \cdots, d_i), f_i) : K_i \to \partial_i(K_\bullet) \times_{\partial_i(J_\bullet)} J_i
\]
are surjective submersions for \(0 \leq i < n\) and an isomorphism for \(i = n\). Then \(q_i\) is automatically an isomorphism for \(i \geq n + 1\) [104, Lemma 2.5]. Two Lie \(n\)-groupoids \(K_\bullet\) and \(J_\bullet\) are called **Morita equivalent** if and only if there is a third Lie \(n\)-groupoid \(Z_\bullet\) with hypercovers \(f_\bullet : Z_\bullet \to K_\bullet\) and \(g_\bullet : Z_\bullet \to J_\bullet\).

**Remark 2.26.** In general, \(\partial_i(X_\bullet)\) might not be a manifold any more, even if \(X_\bullet\) is a Lie \(n\)-groupoid, and the most-right-hand-side of (2.10) is a set-theoretical description for it. Nevertheless, the right-hand-side of (2.11) is always a manifold if \(f_\bullet\) is a hypercover—even though it seems to be logically dependent, this is something one can prove level-wise inductively (see [104, Sect.2.1]) just like the case of horn spaces mentioned in Remark 2.2. Therefore hypercover is a well-defined concept for Lie \(n\)-groupoids.
Now we prove a statement on the relation between Morita equivalence of Lie n-groupoids and weak equivalence between their tangent complexes. Let $A_\bullet \to M$ and $B_\bullet \to N$ two chain complexes of vector bundles. A chain map $f_\bullet : A_\bullet \to B_\bullet$ consists of degree-wise vector bundle morphisms $f_i : A_i \to B_i$ over the same base map $f : M \to N$, which in addition commute with the differentials of $A_\bullet$ and $B_\bullet$. A chain map $f_\bullet : A_\bullet \to B_\bullet$ covering a surjective submersion $f : M \to N$ is called a quasi-isomorphism if for all points $x \in N$ and any of its preimages $y \in M$, $f_\bullet \vert_y : A_\bullet \vert_y \to B_\bullet \vert_x$ is a quasi-isomorphism. We say that $A_\bullet \to M$ and $B_\bullet \to N$ are weakly equivalent if there exists another chain complex of vector bundles $C_\bullet : C_\bullet \to M'$ and quasi-isomorphisms $f_\bullet : C_\bullet \to A_\bullet$ and $g_\bullet : C_\bullet \to B_\bullet$.

Lemma 2.27. Given a hypercover $f_\bullet : K_\bullet \to J_\bullet$ of Lie n-groupoids, the induced map on their tangent complexes $T f_\bullet : T J \to T K$ forms a quasi-isomorphism. In fact, each $T f_i$ is surjective.

With this lemma (the first part only) we immediately gain the following.

Corollary 2.28. If two Lie n-groupoids $K_\bullet$ and $J_\bullet$ are Morita equivalent, then their tangent complexes $T K$ and $T J$ are weakly equivalent.

Proof of Lemma 2.27. Since $K_0 \xrightarrow{f_0} J_0$ is a surjective submersion, we take a point $x_0 \in J_0$ and one of its pre-image $y_0 \in K_0$. Clearly, after taking tangent functor and fixing base points, $W_\bullet := T_{y_0} K_\bullet$ and $V_\bullet := T_{x_0} J_\bullet$ are still Lie n-groupoids. In fact, since all face and degeneracy maps come from taking tangent, they are in particular linear. Thus $W_\bullet$ and $V_\bullet$ are actually n-groupoid objects in the category of vector spaces with surjective maps as covers (see [104, Definition 1.3]), therefore also simplicial vector spaces. By taking tangent spaces of (2.11), we see that

$$T f_i \vert_{y_0} : W_i \to \partial_i(W_\bullet) \times_{\partial_i(V_\bullet)} V_i,$$

is a surjective linear map between vector spaces. Notice that in the category of vector spaces, all finite limits exist, thus $\partial_i(W_\bullet)$ and $\partial_i(V_\bullet)$ as finite limits are again vector spaces. Therefore $T_{y_0} f_\bullet : W_\bullet \to V_\bullet$ is a hypercover. By Lemma 2.29, $T_{y_0} f_\bullet$ is further a weak equivalence of simplicial vector spaces. Hence, under Dold-Kan correspondence, $NW_\bullet \to NV_\bullet$ is a linear map preserving homology, thus a quasi-isomorphism. Therefore $T K \to T J$ is a quasi-isomorphism.

Moreover, by [104] Lemma 2.5(3), $f_{l,l} : \text{Hom}(\Lambda[l,l], K_\bullet) \to \text{Hom}(\Lambda[l,l], J_\bullet)$ is a surjective submersion. Together with other surjective submersions in the condition of hypercover and Lie n-groupoids, we have on the tangent level,

$$\begin{array}{ccc}
W_l & \xrightarrow{T_{l,l}^K} & W_{l,l} \\
\downarrow{T_{y_0,l}} & & \downarrow{T_{y_0,l,l}} \\
V_l & \xrightarrow{T_{l,l}^I} & V_{l,l},
\end{array}$$

all where four maps are surjective. Here $W_{l,l} := T_{y_0} \text{Hom}(\Lambda[l,l], K_\bullet)$, and $V_{l,l} := T_{y_0} \text{Hom}(\Lambda[l,l], J_\bullet)$. An easy linear algebra exercise shows that $T_{y_0} f_{l,l} : \ker T_{l,l}^K \to \ker T_{l,l}^I$ is also surjective. □

Now we give the technical lemma which involves some machinery developed in [84] but outside of this article. As these techniques are only used here, we will not recall all the concepts but rather give precise references to [84].

---

In the end, a weak equivalence of Lie n-groupoids should correspond to a quasi-isomorphism of their corresponding tangent complexes. But hypercovers are special weak equivalences, the second property proven in the above lemma might be the condition that hypercovers additionally correspond to.
Lemma 2.29. If \( f : W_\bullet \to V_\bullet \) is a hypercover of \( n \)-groupoid objects in vector spaces with surjective maps as covers, then \( f \) is a weak equivalence of simplicial vector spaces.

Proof. Such a hypercover \( f \) is a stalk-wise weak equivalence (see [81, Def.5.1, Cor. 6.3]). Then \( f \) being a stalk-wise weak equivalence implies that the induced map \( \pi_k(f) : \pi_k(W, v_0) \to \pi_k(V, v_0) \) is an isomorphism for \( v_0 \in V_0, w_0 \in W_0 \) (this is an easy implication of [51, Prop.5.3]). There, the pointed case is discussed, however, if we fix base points \( w_0 \) and \( v_0 \) similar proofs go through. \( \square \)

With all this preliminaries we can return to the world of \( m \)-shifted symplectic Lie \( n \)-groupoids. We start with the following observation.

Lemma 2.30. Let \((K_\bullet, \alpha_\bullet)\) be an \( m \)-shifted symplectic Lie \( n \)-groupoid and \( f_\bullet : J_\bullet \to K_\bullet \) a hypercover of Lie \( n \)-groupoids. Then \((J_\bullet, f_\bullet^* \alpha_\bullet)\) is also a \( m \)-shifted symplectic Lie \( n \)-groupoid.

Proof. Since \( f_\bullet \) is a simplicial morphism we have that \( Df_\bullet^* = f_\bullet^* D \) and \( f_\bullet^* s_i^* = s_i^* f_\bullet^* \). Therefore \( f_\bullet^* \alpha_\bullet \) is closed and normalized, thus we only need to show that \( f_\bullet^* \alpha_\bullet \) is non-degenerate. If \( f_0 : J_0 \to K_0 \) is a surjective submersion, we take again \( x_0 \in K_0 \) and one of its preimage \( y_0 \in J_0 \). Since \( f_\bullet \) is a simplicial morphism, it commutes with all face and degeneracy maps and we have

\[
\lambda_{y_0}^{f_\bullet^* \alpha_\bullet}(v, w) = \lambda_{x_0}^{\alpha_\bullet}(T_{y_0} f(v), T_{y_0} f(w)).
\]

By Lemma 2.27 the induced map \( f_* : H_*(T(K)) \to H_*(T(J)) \) is an isomorphism, thus the induced pairing of \( \lambda_{y_0}^{f_\bullet^* \alpha_\bullet} \) is the same as that of \( \lambda_{x_0}^{\alpha_\bullet} \) under this isomorphism. Therefore \( \alpha_\bullet \) is non-degenerate if and only if \( f_\bullet^* \alpha_\bullet \) is non-degenerate. \( \square \)

Definition 2.31. Let \((K_\bullet, \alpha_\bullet)\) and \((J_\bullet, \beta_\bullet)\) be two \( m \)-shifted symplectic Lie \( n \)-groupoids. We say that \((K_\bullet, \alpha_\bullet)\) and \((J_\bullet, \beta_\bullet)\) are **symplectic Morita equivalent** if there exists another Lie \( n \)-groupoid \((Z_\bullet, \phi_\bullet)\) with \( \phi_\bullet \) an \((m-1)\)-shifted 2-form and hypercovers \( f_\bullet, g_\bullet \) satisfying

\[
(2.12) \quad K_\bullet \xleftarrow{i_\bullet^!} Z_\bullet \xrightarrow{f_\bullet^*} J_\bullet, \quad \text{and} \quad f_\bullet^* \alpha_\bullet - g_\bullet^* \beta_\bullet = D \phi_\bullet.
\]

Remark 2.32. Notice that Morita equivalence for Lie \( n \)-groupoids is defined as a zig-zag of hypercovers. Therefore our definition says that the underlying Lie \( n \)-groupoids are Morita equivalent and we add an extra condition for the match of the symplectic form. This extra condition means that the map \( f_\bullet \times g_\bullet : (Z_\bullet, \phi_\bullet) \to (K_\bullet \times J_\bullet, (\alpha_\bullet, -\beta_\bullet)) \) is Lagrangian\(^{11}\) as defined in [87]. Therefore symplectic Morita equivalence provides us examples of *shifted Lagrangian* stacks. This aspect is further explored in [7].

Proposition 2.33. Symplectic Morita equivalence is an equivalence relation.

Proof. An \( m \)-shifted symplectic Lie \( n \)-groupoid \((K_\bullet, \alpha_\bullet)\) is symplectic Morita equivalent to itself via \( K_\bullet \xleftarrow{i_\bullet^!} K_\bullet \xrightarrow{i_\bullet^!} K_\bullet \) with \( \phi_\bullet = 0 \). Reflexivity is also clear, therefore transitivity is the only condition left to be checked. In [104], Section 2.1, it is proven that zig-zag of hypercovers is transitive. Hence using result therein, we have that if \((K_1^2, \alpha_1^2) \xleftarrow{\phi_1^2} (Z_1^2, \phi_1^2) \xrightarrow{f_1^2} (K_2^3, \alpha_2^3)\) and \((K_2^3, \alpha_2^3) \xleftarrow{\phi_2^3} (Z_2^3, \phi_2^3) \xrightarrow{f_2^3} (K_3^4, \alpha_3^4)\) are two symplectic Morita equivalences then we can form

\(^{11}\)Here we appreciate the private communication with Pavel Safronov.
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\[ \phi \]

non-degeneracy condition is proven in Appendix E.

\[ \alpha \]

similarly to Example 2.34. Obviously

\[ \text{We only need to show that} \]

\[ \text{Proof.} \]

\[ \text{Proposition 2.35.} \]

\[ \text{Let} \]

\[ \text{is a symplectic Morita equivalence.} \]

\[ \text{Example 2.34 (Strict morphisms). If} f_\bullet : J_\bullet \to K_\bullet \]

\[ \text{a hypercover of Lie } n \text{-groupoids, and } \alpha_\bullet \text{ is an } m \text{-shifted symplectic form on } K_\bullet, \]

then by Lemma 2.30 \((J_\bullet, f^* \alpha_\bullet)\) is also an \(m\)-shifted symplectic Lie \(n\)-groupoid. Moreover the two \(m\)-shifted symplectic Lie \(n\)-groupoids are symplectic Morita equivalent via \((J_\bullet, 0)\) with one leg \(f_\bullet\) and the other leg the identity morphism

\[ (J_\bullet, f^* \alpha_\bullet) \xrightarrow{id_{J_\bullet}} (J_\bullet, 0) \xrightarrow{f_\bullet} (K_\bullet, \alpha_\bullet). \]

\[ \text{Obviously } \alpha_\bullet + D\phi_\bullet \text{ is still } m \text{-shifted, closed and normalised. The non-degeneracy condition is proven in Appendix E.} \]

\[ \text{An immediate consequence of Lemma 2.30, Example 2.34 and Proposition 2.35 is that a symplectic Morita equivalence always decomposes into three symplectic Morita equivalences of fixed special types: the first is given by a strict morphism, the second by a gauge transformation and the third by another strict morphism in the opposite direction. That is,} \]

\[ \alpha \]

\[ \xrightarrow{f_\bullet} (Z_\bullet, \phi) \xrightarrow{g_\bullet} (J_\bullet, \beta_\bullet) = \]

\[ (K_\bullet, \alpha_\bullet) \xleftarrow{f_\bullet} (Z_\bullet, \phi) \xrightarrow{g_\bullet} (J_\bullet, \beta_\bullet) = \]

\[ \text{Notice that in} [102], \text{Xu has given a version of Morita equivalence between 1-shifted symplectic Lie 1-groupoids (see Example 2.21) via Hamiltonian bimodules. The definition is as follows.} \]

\[ \text{Definition 2.36 (See Def 3.1, 3.13 and 4.1 in [102]). Two 1-shifted symplectic Lie 1-groupoids} \]

\[ (K_\bullet, \alpha_\bullet) \text{ and } (J_\bullet, \beta_\bullet) \]

\[ \text{are symplectic Morita equivalent if there exists a principal bibundle } P \text{ and} \]

\[ \phi \in \Omega^2(P) \text{ that makes } P \text{ into a Hamiltonian space for } K_\bullet \text{ and } J_\bullet. \]
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To close this section, we prove that our Morita equivalence coincides with the one defined by Xu in [102] when \(m = n = 1\).

**Theorem 2.37.** The two possible definitions of symplectic Morita equivalence for 1-shifted symplectic Lie 1-groupoids define the same equivalence relation.

**Proof.** Suppose that \((K_\bullet, \alpha_\bullet)\) and \((J_\bullet, \beta_\bullet)\) are symplectic Morita equivalent according to Definition 2.36. Then Proposition 3.14 in [102] shows that they are symplectic Morita equivalent according to Definition 2.31.

For the converse statement, we use the decomposition (2.13). It is enough to show that the type of strict morphisms and that of gauge transformations both give rise to symplectic Morita equivalences defined in Definition 2.36. The type of strict morphisms follows from [102, Proposition 4.8]. The type of gauge transformations follows from [102, Proposition 4.6], because our gauge transformations for \(m = n = 1\) coincide with gauge transformations of the second type therein. □

**Remark 2.38.** Symplectic Morita equivalence in Definition 2.31 provides a shifted Lagrangian \(n\)-stack (see Remark 2.32). There is a zoo of natural examples of Hamiltonian principal bimodules in Poisson geometry. They all carry some important physical meaning (see [102, 4]). The above theorem thus implies that each such Hamiltonian principal bimodule gives rise to a shifted Lagrangian stack (c.f. Remark 2.32).

### 3. Simplicial models of the classifying stack \(BG\)

Let \(G\) be a Lie group with Lie algebra \(g\). We say that \((g, \langle \cdot, \cdot \rangle)\) is a quadratic Lie algebra if \(\langle \cdot, \cdot \rangle : g \times g \to \mathbb{R}\) is a symmetric and non-degenerate pairing satisfying

\[
\langle [a, b], c \rangle + \langle b, [a, c] \rangle = 0 \quad \forall a, b, c \in g.
\]

When \(g\) is quadratic, it was proved in [77] that the classifying stack \(BG\) carries a 2-shifted symplectic structure. In this section we present two different shifted symplectic Lie groupoids that encode \(BG\) and its shifted symplectic structure. The first one, which we denote by \((NG_\bullet, \Omega_\bullet)\), is a 2-shifted symplectic Lie 1-group and it is a finite dimensional model. The second one, denoted here by \((G_\bullet, \omega_\bullet)\), is a 2-shifted symplectic Lie 2-group and it is infinite dimensional. In Theorem 3.15 we construct an explicit symplectic Morita equivalence between them.

#### 3.1. Finite dimensional model.

Let \(G\) be a Lie group, by Example 2.5 we have that \(NG_\bullet\) is a Lie 1-group. If \((g, \langle \cdot, \cdot \rangle)\) is a quadratic Lie algebra then we can define the following differential forms on \(NG_\bullet\):

\[
\Omega = \langle d^*_g \theta^l, d^*_g \theta^r \rangle \in \Omega^2(NG_2) \quad \text{and} \quad \Theta = \frac{1}{6} \langle \theta^l, [\theta^l, \theta^l] \rangle \in \Omega^3(NG_1)
\]

where \(\theta^l, \theta^r \in \Omega^1(G; g)\) are the left and right Maurer-Cartan 1-forms on \(G\).

The 2-form \(\Omega\) appeared in the works of Brylinski [20] and Weinstein [101] and we therefore call \(\Omega\) the Brylinski-Weinstein 2-form. More precisely, for \((v_1, v_2), (w_1, w_2) \in T_{(g, h)}(G \times G)\) we can write \(\Omega\) as

\[
\Omega_{(g, h)}((v_1, v_2), (w_1, w_2)) = \langle L_{g^{-1}} v_1, R_{h^{-1}} w_2 \rangle - \langle L_{g^{-1}} w_1, R_{h^{-1}} v_2 \rangle.
\]

The 3-form \(\Theta\) is known as the Cartan 3-form (see [3, 40]). For \(u, v, w \in T_g G\) we can express it as

\[
\Theta_g(u, v, w) = \langle L_{g^{-1}} u, [L_{g^{-1}} v, L_{g^{-1}} w] \rangle.
\]

Using the language of shifted symplectic groupoids, the results of [20, 101] can be summarized in the following.
Theorem 3.1. Let $G$ be a Lie group with a quadratic Lie algebra $(\mathfrak{g}, \langle \cdot, \cdot \rangle)$. The pair $(NG_\bullet, \Omega_\bullet)$ is a 2-shifted symplectic Lie 1-group where $NG_\bullet = \cdots G \times G \rightarrow \cdots$ is the nerve of the Lie group $G$ and $\Omega_\bullet = \Omega - \Theta + 0$ is given by [3.1].

Proof. We need to check that $\Omega_\bullet$ is normalized, non-degenerate and closed. Clearly, $s_0^\bullet \Theta = 0$ and
\[ (s_0^\bullet \Omega_\bullet)_{g}(v, w) = \Omega_{\langle e, g \rangle}((0_e, v), (0_e, w)) = 0, \quad \forall \, g \in G, \ v, w \in TG \]
where the zero was deduced by the explicit formula (3.2). The computation for $s_1$ is analogous.

The tangent complex of $NG_\bullet$ is concentrated in degree 1 and given by $T_{1} NG = \mathfrak{g}$. Therefore the only non trivial homology group is $H_1(TNG) = \mathfrak{g}$ itself. By equation (2.5), we have
\[ \lambda^\bullet(v, w) = \Omega_{\langle e, e \rangle}((v, 0_e), (0_e, w)) - \Omega_{\langle e, e \rangle}((0_e, v), (w, 0_e)) = 2(v, w), \]
which is non-degenerate due to the non-degeneracy of $\langle \cdot, \cdot \rangle$.

In order to show that $\Omega_\bullet$ is closed we recall that the Maurer-Cartan forms satisfy
\[ d\Theta = \frac{1}{12} \langle [\theta^l, \theta^l], [\theta^l, \theta^l] \rangle = 0 \]
by $\text{ad}$-invariance of the pairing and the graded version of Jacobi identity, and
\[ \delta \Theta = \frac{1}{6} \sum_{i=0}^{2} (-1)^i \langle d_i^* \theta^l, [d_i^* \theta^l, d_i^* \theta^l] \rangle = \frac{1}{2} \langle d_2^*[\theta^l, \theta^l], d_0^* \theta^l \rangle - \frac{1}{2} \langle d_2^* \theta^l, d_0^* [\theta^l, \theta^r] \rangle = d\Omega, \]
where we have used that the pairing is $\text{ad}$-invariant and finally
\[ \delta \Omega = \sum_{i=0}^{3} (-1)^i \langle d_i^* d_i^* \theta^l, d_i^* d_i^* \theta^l \rangle = 0 \]
by the simplicial identities. \hfill \Box

It is well known that the Morita equivalence class of the Lie 1-groupoid $NG_\bullet$ gives rise to the differentiable stack $BG$ which plays the role of classifying space for a Lie group $G$. In fact, the geometric realisation of $NG_\bullet$ is a topological classifying space $BG$ of $G$ (see e.g. [18]), and the stack $BG$ has analogous properties of $BG$ in the world of stacks. Therefore the previous Theorem 3.1 gives a geometric model for a symplectic structure on the classifying stack $BG$. We also point out that the de Rham simplicial double complex $(\Omega^\bullet(NG_\bullet), \delta, d)$ calculates the singular cohomology of the topological classifying space $BG$ (see e.g. [18, 78]), that is
\[ H^k(Tot(\Omega^\bullet(NG_\bullet)), D) = H^k(BG, \mathbb{R}). \]

Proposition 3.2. If $G$ is compact, connected, and simple, then $H^4(BG, \mathbb{R}) = \mathbb{R}$, and the 4-cocycle $\Omega_\bullet$ represents a generator.

Proof. It is a classical result that $H^4(BG, \mathbb{R}) = H^3(G, \mathbb{R}) = \mathbb{R}$ if $G$ is compact, connected, and simple (see e.g. [47 Theorems 1.47, 1.81]). The cocycle $\Omega_\bullet$ is not exact because the Cartan 3-form $\Theta$ is not an exact 3-form on $G$. In fact, $\Theta$ represents a generator of $H^3(G, \mathbb{R}) = \mathbb{R}$ in this case. Therefore $\Omega_\bullet$ represents a generator. \hfill \Box

Remark 3.3. According to [51], in his thesis [91] Shulman gives an approach to Chern-Weil theory using the de Rham complex of $NG_\bullet$. These classes are explicitly calculated therein.
Another relevant property of the shifted symplectic structure $\Omega_*$ is that it provides an integration of the quadratic structure on the Lie algebra. More concretely, in [9] it was proved that the classical Van Est map relating Lie group cohomology and Lie algebra cohomology can be extended to a map of double complexes

\begin{equation}
VE : (\Omega^p(NG_p), \delta, d) \to (W^{p,q}g, d^h, d^v)
\end{equation}

where $W^{p,q}g = \wedge^{p,q}g^* \otimes S^qg^*$ is a bi-graded version of the Weil algebra of $g$ (see [9] for more details).

**Remark 3.4.** The Van Est map has a nice interpretation in terms of graded manifolds. Let us denote by $(g[1], Q)$ the degree 1 Q-manifold given by the Lie algebra $g$, where the function $O^*_g[1] = \wedge^1g^*$ and $Q = d_{CE}$ is the Chevalley-Eilenberg differential. Then the Weil algebra becomes the algebra of differential forms on $g[1]$. In fact, we have

$$W^{p,q}g = \Omega^p(g[1])_p, \quad d^h = L_Q, \quad d^v = d$$

where $L_Q$ is the Lie derivative with respect to the vector field $Q$ and $d$ is the de Rham differential on $g[1]$ (see [58, 73] for more details).

**Proposition 3.5.** We use the same notation in Theorem 3.1. The pairing $\langle \cdot, \cdot \rangle$ is an element in $S^2g^* = W^{2,2}g$, and the Van Est map (3.3) satisfies

$$VE(\Omega_*) = -\langle \cdot, \cdot \rangle.$$

**Proof.** Since $\Theta \in \Omega^3(NG_1)$ we have that $VE(\Theta) = 0$ for dimensional reasons. Following [9] we see that if $v, w \in g$ then $VE(\Omega)$ is explicitly given by

$$VE(\Omega)(v, w) = -s_0^0s_0^\delta_0^v\Omega = -(s_0^0\delta_0^w\Omega_e(v) = -\Omega_{(e, e)}((w, 0), (0, v)) = -\langle w, v \rangle,$$

where $\hat{v}$ and $\hat{w}$ denote the associated left invariant vector fields on $G$ and $G \times 2$ respectively. □

**Remark 3.6.** As indicated in the introduction, the pairing $\langle \cdot, \cdot \rangle$ on $g$ can be interpreted as a degree 2 symplectic form in the graded manifold $g[1]$. Combining the previous Proposition 3.5 and using the graded description of the Weil algebra (see Remark 3.4), we obtain that $(g[1], Q = d_{CE}, \langle \cdot, \cdot \rangle)$ is a degree 2 symplectic Q-manifold. Therefore, we have proved that $(NG_*, \Omega_*)$ is an integration for $(g[1], Q = d_{CE}, \langle \cdot, \cdot \rangle)$.

We finish this section by answering the following question: Can we find a symplectic form $\Omega' \in \Omega^2(NG_2)$ satisfying $VE(\Omega') = \langle \cdot, \cdot \rangle$ and $\delta\Omega' = 0$?

If $g$ is semisimple and $G$ is a compact and connected integration, then it is impossible. Since $G$ is compact then $G \times G$ admits a symplectic structures if and only if $H^2(G \times G) \neq 0$. But by the compactness and connectedness, we have $H^1(G) = H^1_{CE}(g)$. Moreover, since $g$ is semisimple, Whitehead’s Lemma implies that $H^1_{CE}(g) = H^2_{CE}(g) = 0$, therefore $H^2(G \times G) = 0$. Thus there does not even exist a symplectic form $\Omega'$ on $G \times G = NG_2$. Nevertheless, on a natural infinite dimensional model of $BG$, we do find a single 2-form to realise our desired 2-shifted symplectic 2-form.

### 3.2. Infinite dimensional model.

There is a natural infinite dimensional Lie 2-group $\mathcal{G}_\bullet$ for a given (finite dimensional) Lie group $G$, which is the 2-truncation of the universal integration of the Lie algebra $g$. We refer to Appendices A, B for the technical aspects of infinite dimensional spaces and the details of the truncation procedure. Here we simply describe $\mathcal{G}_\bullet$ in an explicit way. Recall from Example 2.6 that, in order to define a Lie 2-group, it is enough to specify the first four levels and the faces and degeneracy between them. Let $G$ be a Lie group. Then the spaces $\mathcal{G}_k$ are given by
The degeneracy maps $s$.

Notice that even if we begin with smooth maps, our construction of face or $t$ for
\((3.4)\)
degeneracy maps via concatenation does not end up always with a smooth map again, but
$n$ maps is again a Lie
\[ T \]
A more compact notation for those spaces is
\[ G_0 = pt, \]
\[ G_1 = P_e G, \] so $G_1$ consists of paths of a fixed Sobolev class $r$ on $G$ starting at $e$,
\[ G_2 = \Omega G, \] so elements of $G_2$ are based loops of Sobolev class $r$,
\[ G_3 = \{ (\tau_0, \tau_1, \tau_2) \in G^3_2 | \tau_0(t) = \tau_1(t), \tau_1(\frac{2}{3}t) = \tau_2(\frac{2}{3}t + t), \tau_0(1-t) = \tau_2(t) \quad t \in [0, \frac{1}{3}] \}. \] Visually, elements of $G_3$ are empty tetrahedrons on $G$ based at $e$.

A more compact notation for those spaces is
\[ G_\bullet = \cdots \Omega G \equiv P_e G \equiv pt. \]

The face maps $d_i : \Omega G \to P_e G$ for $i = 0, 1, 2$ are defined as
\[ d_0(\tau)(t) = \tau(\frac{t}{3}), \quad d_1(\tau)(t) = \tau(1 - \frac{t}{3}), \quad d_2(\tau)(t) = \tau\left(\frac{1}{3} + \frac{t}{3} \cdot \tau\left(\frac{1}{3}\right)^{-1}\right), \]
for $t \in [0, 1]$ and $d_i : G_3 \to \Omega G$ for $i = 0, 1, 2, 3$ are given by
\[ d_i(\tau_0, \tau_1, \tau_2) = \tau_i \quad \text{with} \quad \tau_3(t) = \begin{cases} \tau_0(t + \frac{1}{3}) \cdot \tau_0(\frac{1}{3})^{-1} & \text{for } t \in [0, \frac{1}{3}], \\ \tau_2(t) \cdot \tau_0(\frac{1}{3})^{-1} & \text{for } t \in [\frac{1}{3}, \frac{2}{3}], \\ \tau_1(\frac{2}{3} - t) \cdot \tau_0(\frac{1}{3})^{-1} & \text{for } t \in [\frac{2}{3}, 1]. \end{cases} \]

The degeneracy maps $s_i : P_e G \to \Omega G$ for $i = 0, 1$ are defined as follows:
\[ s_0(\gamma)(t) = \begin{cases} \gamma(3t) & t \in [0, \frac{1}{3}], \\ \gamma(1) & t \in [\frac{1}{3}, \frac{2}{3}], \\ \gamma(3 - 3t) & t \in [\frac{2}{3}, 1], \end{cases} \]
\[ s_1(\gamma)(t) = \begin{cases} \gamma(3t - 1) & t \in [0, \frac{1}{3}], \\ \gamma(3 - 3t) & t \in [\frac{2}{3}, 1]. \end{cases} \]

\textbf{Remark 3.7.} Notice that even if we begin with smooth maps, our construction of face or degeneracy maps via concatenation does not end up always with a smooth map again, but rather a map in the Sobolev completion.

If $G$ is a Lie group, then the tangent bundle $TG$ is also a Lie group. The same is true for Lie $n$-groupoids: if $X_\bullet$ is a Lie $n$-groupoid, then $TX_\bullet$ equipped with tangent face and degeneracy maps is again a Lie $n$-groupoid because tangent functor keeps the property of being a surjective submersion and an isomorphism. Hence $T\S_\bullet$ is a Lie 2-group
\[ T\S_\bullet = \cdots \Omega TG \equiv P_{(e,0)}TG \equiv pt \]
with faces and degeneracy maps $Td_i$ and $Ts_i$. In Appendix [C] we give explicit formulas for the faces and degeneracies since they are important for computations. The tangent complex $(T_\bullet G, \partial)$ is given by
\[ (3.7) \quad T_k G = \begin{cases} P_0 g = \{ u : I \to g | u(0) = 0 \} & \text{for } k = 1, \\ 0 & \text{for } k = 2, \\ \Omega g = \{ a : S^1 \to g | a(0) = 0 \} & \text{for } k = 2, \\ 0 & \text{otherwise}, \end{cases} \]
and $\partial : \Omega g \to P_0 g$ the natural inclusion. To compute the homology groups $H_\bullet(T_\bullet G)$, we observe that $0 \to \Omega g \xrightarrow{\partial} P_0 g \xrightarrow{ev_1} g \to 0$ is an exact sequence, where $ev_1$ denotes the evaluation at time 1. Thus
\[ (3.8) \quad H_1(T_\bullet G) = g \quad \text{and} \quad H_i(T_\bullet G) = 0 \quad \text{for all } i \neq 1. \]

\textbf{Remark 3.8.} In this article we do not need the Lie 2-algebra structure on the tangent complex but we included for completeness (see e.g. [14]). It is given by $g = (\Omega g \xrightarrow{\partial} P_0 g, [\cdot, \cdot], [\cdot, \cdot, \cdot])$, where
\[ [u, v](t) = [u(t), v(t)], \quad [u, a](t) = [u(t), a(t)], \quad \text{and} \quad [u, v, w](t) = 0, \]
for $u, v, w \in P_0 g$ and $a \in \Omega g$. 

In the work of Segal (see e.g. [78]), it is shown that if in addition \((\mathfrak{g}, \langle \cdot, \cdot \rangle)\) is a quadratic Lie algebra then the based loop group \(\Omega G\) carries a 2-form given by
\[
(3.9) \quad \omega_\tau(a,b) = \int_{S^1} \langle \tilde{a}'(t), \tilde{b}(t) \rangle \, dt \in \Omega^2(\Omega G),
\]
where \(\tau \in \Omega G\), \(a,b \in T_\tau \Omega G\), \(\tilde{a}(t) = L_{\tau(t)^{-1}} a(t)\), \(\tilde{b}(t) = L_{\tau(t)^{-1}} b(t)\) and the prime denotes time derivative as usual. So we have all the necessary ingredients to show the following result.

**Theorem 3.9.** Let \(G\) be a Lie group with quadratic Lie algebra \((\mathfrak{g}, \langle \cdot, \cdot \rangle)\). The pair \((C_\bullet, \omega_\bullet)\) is a 2-shifted symplectic Lie 2-group where \(C_\bullet = \cdots \Omega G \rightrightarrows pt\) is the 2-group described by \((3.4), (3.5)\) and \((3.6)\) and \(\omega_\bullet = \omega + 0 + 0\) with \(\omega\) given by \((3.9)\).

**Proof.** We start by showing that \(\omega_\bullet\) is normalized. Here we prove that \(s_0^* \omega = 0\); the proof for \(s_1^* \omega\) is analogous. Using the equations \((3.5)\), for \(\gamma \in P_G\), \(u,v \in T_\gamma P_G\), and \(\tilde{a}(t) = L_{\gamma(t)^{-1}} a(t), \tilde{b}(t) = L_{\gamma(t)^{-1}} b(t)\) we have
\[
(s_0^* \omega)(u,v) = \omega so(\gamma)(T\sigma_0(u), T\sigma_0(v)) = \int_0^1 \langle \tilde{a}'(3t), \tilde{v}(3t) \rangle \, dt + \int_0^{1/3} \langle \tilde{a}'(1), \tilde{v}(1) \rangle \, dt + \int_{1/3}^1 \langle \tilde{a}'(3-3t), \tilde{v}(3-3t) \rangle \, dt
\]
\[
= \frac{1}{3} \int_0^1 \langle \tilde{a}'(s), \tilde{v}(s) \rangle \, ds - \frac{1}{3} \int_0^{1/3} \langle \tilde{a}'(s), \tilde{v}(s) \rangle \, ds = 0.
\]

In order to see that \(\omega_\bullet\) is non-degenerate, we first observe that for \(u,v \in P_0 \mathfrak{g} = T_e P_G\), with \(e\) the constant loop at the identity \(e \in G\),
\[
\omega_\bullet(T\sigma_0(u), T\sigma_1(v)) = \int_0^{1/3} \langle u'(3t), v(0) \rangle \, dt + \int_{1/3}^{2/3} \langle u'(1), v(3t-1) \rangle \, dt
\]
\[
+ \int_{2/3}^1 \langle u'(3-3t), v(3-3t) \rangle \, dt = \int_{2/3}^1 \langle u'(3-3t), v(3-3t) \rangle \, dt.
\]

Now we use the tangent complex \((3.7)\) and its homology groups \((3.8)\) to directly apply \((2.5)\). Then for \(u,v \in T_1 C = P_0 \mathfrak{g}\), the IM-form reads,
\[
\lambda^\omega(u,v) = \omega_\bullet(T\sigma_0(u), T\sigma_1(v)) - \omega_\bullet(T\sigma_1(u), T\sigma_0(v)) = \int_{2/3}^1 (u'(3-3t), v(3-3t)) \, dt + \int_{2/3}^1 (v'(3-3t), u(3-3t)) \, dt = (u(1), v(1)).
\]

Since the projection \(P_0 \mathfrak{g} \xrightarrow{ev_1} H_1(T C) = \mathfrak{g}\) is evaluation at time 1, we conclude that \(\lambda^\omega(-,-)\) is non-degenerate in the homology groups.

Finally the fact that \(D\omega_\bullet = 0\) will follow from Theorem \(3.15\) which states
\[
\omega_\bullet = \frac{1}{2} ev_1^* \Omega_\bullet + D\omega^P_\bullet,
\]
and the fact that \(D\Omega_\bullet = 0\) by Theorem \(3.1\) □

**Remark 3.10.** One can directly compute \(D\omega_\bullet = 0\) by showing that \(d\omega = 0\) and \(\delta\omega = 0\). The equation \(d\omega = 0\) it is well known and goes back to the works of Segal [78]. The second equation \(\delta\omega = 0\) was never computed (as far as we know) and can be directly verified by using the face
The symplectic quotient \( A_{\Sigma} \cong P_{\Sigma}G \cong pt \), and it gives a model of the string group \( \text{String}(G) \) associated to \( G \). Thus in this way, \( \text{String}(G) \) provides a prequantization of \((G,\omega)\). In Theorem 3.15, we will show that \((G,\omega)\) is a model for \( BG \) and its symplectic structure. Therefore \( \text{String}(G) \) may be viewed as a prequantization of the symplectic structure on the classifying space of \( G \). It is expect that the quantization of \( BG \) and the fully extendend 3d Chern-Simons theory are related [50, 55]. For the relation between 3d Chern-Simons theory and \( \text{String}(G) \) see [34, 49, 95, 98, 99].

Another interesting property of \((G,\omega)\) is the following analogy. Denote by \( \Delta^i \) the geometric \( i \)-simplex and identify \( \Delta^1 \cong [0,1] \) and \( \Delta^2 \cong D \) the unit disk on \( \mathbb{R}^2 \). Let \((P,\pi)\) be an integrable Poisson manifold with symplectic groupoid \((K \rightrightarrows P,\omega_{\pi})\). Using symplectic reduction techniques, the symplectic manifold \((K,\omega_{\pi})\) (the first level of the 1-shifted Lie 1-groupoid) was obtained in [35] as the reduced phase space of the 2d Poisson sigma model on the manifold \( \Delta^1 \times [0,1] \). Now as shown in [44, Section 2.1] and [74], the manifold \((\Omega G,\omega)\) (the second level of a 2-shifted Lie 2-groupoid) is obtained via symplectic reduction as the reduced phase space of the 3d Chern-Simons sigma model on \( \Delta^2 \times [0,1] \). We shortly recall the 3d case here: For a 3-dimensional manifold \( N \), the Chern-Simons action is given by

\[
S(A) = \int_N \frac{1}{2} \langle A, dA \rangle + \frac{1}{6} \langle A, [A, A] \rangle \quad \text{with} \quad A \in \Omega^1(N;g).
\]

For \( \Sigma \) a surface with boundary, the Chern-Simons theory on \( N = \Sigma \times [0,1] \) gives a symplectic manifold \( \mathcal{A}_\Sigma = \{ \text{Connections on } G\text{-principal bundles with base } \Sigma \} \) with a Hamiltonian action of the gauge group \( \mathcal{G}_\Sigma = \{ g : \Sigma \to G \mid g(\partial\Sigma) = e \} \) and moment map \( \mu : \mathcal{A}_\Sigma \to (\mathfrak{g}_\Sigma)^* \)

\[
\mu(A)(\alpha) = \int_\Sigma \langle \alpha, dA + \frac{1}{2} [A, A] \rangle, \quad A \in \Omega^1(\Sigma;g), \quad \alpha \in \Omega^0(\Sigma,\mathfrak{g}).
\]

The symplectic quotient \( A_{\Sigma} / / \mu^{-1}(0) \) is the moduli space of flat connections on \( \Sigma \). If the surface is a disk, i.e. \( \Sigma = D \) it was shown in [74, Example 3.1] that the moduli space of flat connections is the based loop group with the Segal’s 2-form, more precisely

\[
A_D / / \mu^{-1}(0) = (\Omega G, \omega).
\]
3.3. The symplectic Morita equivalence. For a Lie group $G$ with a quadratic Lie algebra $(\mathfrak{g}, \langle \cdot , \cdot \rangle)$ we have constructed two different 2-shifted symplectic Lie $n$-groups: the Lie 1-group $(NG\ast , \Omega \ast )$ and the infinite dimensional Lie 2-group $(C\ast , \omega \ast )$. In this section we will show that if $G$ is connected and simply connected then $(NG\ast , \Omega \ast )$ and $(C\ast , \omega \ast )$ are symplectic Morita equivalent.

**Lemma 3.11.** The evaluation map $ev_1 : P\epsilon G \to G$ defined by evaluating at time 1, that is $ev_1(\gamma) = \gamma(1)$, extends to a simplicial morphism

$$ev_\bullet : C\ast \to NG\ast .$$

**Proof.** Define $ev_2 : \Omega G \to G \times G$ and $ev_3 : C_3 \to G^{\times 3}$ by

$$ev_2(\tau) = (\tau(2/3)\tau(1/3)^{-1}, \tau(1/3)), \quad ev_3(\tau_0, \tau_1, \tau_2) = (\tau_2(2/3)\tau_2(1/3)^{-1}, \tau_0(2/3)\tau_0(1/3)^{-1}, \tau_0(1/3)).$$

It is a direct forward calculation to verify that $ev_1, ev_2$ and $ev_3$ commute with the face and degeneracy maps, for example

$$ev_1 \circ d_2(\tau) = ev_1(\tau(t/3 + 1/3)\tau(1/3)^{-1}) = \tau(2/3)\tau(1/3)^{-1} = d_2 \circ ev_2(\tau).$$

Since both $NG\ast$ and $C\ast$ are 3-coskeletal (see e.g. [104, Sect.2.3]), the levels higher than 3 are determined by the lower levels. Hence $ev_1, ev_2$ and $ev_3$ naturally extend to a simplicial map. \qed

**Proposition 3.12.** Let $G$ be a connected and symplectically connected Lie group. Then the evaluation map $ev_\bullet : C\ast \to NG\ast$ is a hypercover.

**Proof.** By definition of hypercover (see (2.11)), we need to show that $ev_1 : P\epsilon G \to G$ is a surjective submersion of Banach manifolds, and that

$$(3.11) \quad ((d_0, d_1, d_2), ev_2) : \Omega G \to (P\epsilon G)^3 \times_{G^{\times 3}} G^{\times 2}$$

is an isomorphism.

For the first statement, it suffices to solve the problem locally and component-wise, that is, the same problem for $pr_\mathbb{R} \circ ev_1 : H_\epsilon (\mathbb{R}^n) \to \mathbb{R}$. Then for a small perturbation $(\epsilon^0, \epsilon^1)$, we may always solve differential equations $\epsilon(x) = \epsilon^0, \epsilon'(x) = \epsilon^1$ at least locally and add this perturbation to any function $f$ to obtain a section of $Tev_1$ near $f$. For the second statement, we observe that

$$(P\epsilon G)^3 \times_{G^{\times 3}} G^{\times 2} = \{ (\gamma_0, \gamma_1, \gamma_2, g_1, g_2) \in (P\epsilon G)^3 \times G^{\times 2} \mid \gamma_0(1) = g_2, \quad \gamma_2(1) = g_1, \quad \gamma_1(1) = g_1g_2 \} \cong \{ (\gamma_0, \gamma_1, \gamma_2) \in (P\epsilon G)^3 \mid \gamma_2(1)\gamma_0(1) = \gamma_1(1) \} = X.$$

Hence $\Phi : X \to \Omega G$ defined by

$$\Phi(\gamma_0, \gamma_1, \gamma_2)(t) = \left\{ \begin{array}{ll} \gamma_0(3t) & t \in [0, \frac{1}{3}], \\ \gamma_2(3t - 1) \cdot \gamma_0(1) & t \in \left[\frac{1}{3}, \frac{2}{3}\right], \\ \gamma_1(3 - 3t) & t \in \left[\frac{2}{3}, 1\right], \end{array} \right.$$ 

provides the inverse of (3.11). Therefore (3.11) is an isomorphism. \qed

---

$12$ $NG\ast$ is actually 2-coskeletal.

$13$ In the case of Banach manifolds, it is not enough to show that $Tev_1$ is surjective locally, but one needs to show the existence of a splitting section.
Remark 3.13. For completeness, we notice here that the evaluation map \( ev_* : G_\bullet \to NG_\bullet \) induces a map between the Lie 2-algebras \( g = (\Omega g \xrightarrow{\partial} P_0 g) \) and \( g = (0 \to g) \) given by

\[
\text{Lie}(ev)_\bullet : g \to g, \quad \text{Lie}(ev)_1(u) = u(1) \quad \text{and} \quad \text{Lie}(ev)_2(a) = a(1) = 0,
\]

for \( u \in \Omega g \) and \( a \in P_0 g \). Moreover, if we define \( F_* : g \to g \) by \( F(v)(t) = tv \in P_0 g \) then we can easily check that

\[
\text{Lie}(ev)_\bullet \circ F_* = \text{id}_g, \quad F_* \circ \text{Lie}(ev)_\bullet \sim_H \text{id}_g \quad \text{with} \quad H(u) = \begin{cases} u(2t) & t \in [0, \frac{1}{2}], \\ (2 - 2t)u(1) & t \in [\frac{1}{2}, 1]. \end{cases}
\]

Therefore \( F_* \) is a quasi-inverse for \( \text{Lie}(ev)_\bullet \) with 2-morphism given by \( H \).

Before proving that our two models are Morita equivalent we include a computation that was stated in [20, 5.4.2.Prop., 5.4.8.Prop.] without proofs.

Lemma 3.14 (See [20]). The transgression map \( \mathbb{T} : \Omega^* G \to \Omega^* (G_1) \) of the Cartan 3-form \( \Theta \) introduced in (3.1) satisfies

\[
d\mathbb{T}(\Theta) = ev^*_\Theta \quad \text{and} \quad \mathbb{T}(\Theta) = d\alpha^P - 2\omega^P \quad \text{with}
\]

\[
\alpha^P_\gamma(u) = \int_0^1 \langle \tilde{\gamma}(t) \tilde{u}(t) \rangle dt \in \Omega^1(G_1),
\]

\[
\omega^P_\gamma(u, v) = \frac{1}{2} \int_0^1 \langle \tilde{u}'(t), \tilde{v}(t) \rangle - \langle \tilde{u}(t), \tilde{v}'(t) \rangle dt \in \Omega^2(G_1),
\]

for \( \gamma \in P_1 G \), \( u, v \in T_\gamma P_1 G \) and \( \tilde{\gamma}(t) = L_{\gamma^{-1}(t)} \gamma'(t), \quad \tilde{u}(t) = L_{\gamma(t)^{-1}} u(t), \quad \tilde{v}(t) = L_{\gamma(t)^{-1}} v(t). \)

Proof. The first equality follows from a general result on the transgression map that we include in Proposition D.1. For the second equality we embed \( G \) into a matrix Lie group in order to simplify the calculation. Then for the integral curve \( \gamma(t) := \gamma(t) \cdot \exp(\epsilon \tilde{u}(t)) \) we have

\[
u(\alpha^P(v)) = \frac{d}{d\epsilon} |_{\epsilon=0} \left( \int_0^1 \langle \gamma^{-1}_\epsilon(t) \gamma'(t), \tilde{v}(t) \rangle dt \right)
\]

\[
= \int_0^1 \langle -\tilde{u}(t) \gamma^{-1}(t), \gamma'(t) + \gamma^{-1}(t)(\gamma'(t) \tilde{u}(t) + \gamma(t) \tilde{u}'(t)), \tilde{v}(t) \rangle dt
\]

\[
= \int_0^1 \langle \tilde{u}'(t), \tilde{v}(t) \rangle + \langle \tilde{u}'(t), \tilde{v}(t) \rangle dt.
\]

Therefore we obtain

\[
d\alpha^P(u, v) = u(\alpha^P(v)) - v(\alpha^P(u)) - \alpha^P([u, v]) = \int_0^1 \left( \langle \tilde{\gamma}(t), \tilde{u}(t) \rangle, \tilde{v}(t) \rangle + \langle \tilde{u}'(t), \tilde{v}(t) \rangle \right)
\]

\[
- \langle \tilde{\gamma}(t), \tilde{v}(t) \rangle, \tilde{u}(t) \rangle - \langle \tilde{v}'(t), \tilde{u}(t) \rangle - \langle \tilde{\gamma}(t), [\tilde{u}(t), \tilde{v}(t)] \rangle \right) dt
\]

\[
= \int_0^1 \left( \langle \tilde{u}'(t), \tilde{v}(t) \rangle - \langle \tilde{v}'(t), \tilde{u}(t) \rangle \right) dt + \int_0^1 \langle \tilde{\gamma}(t), [\tilde{u}(t), \tilde{v}(t)] \rangle dt
\]

\[
= 2\omega^P(u, v) + \mathbb{T}(\Theta)(u, v),
\]

where in the middle step we have used the ad-invariance of the pairing and in the last step the explicit formula for the transgression given in Proposition D.2. \( \square \)

---

\(^{14}\)See Appendix D for definition of the transgression map \( \mathbb{T} \).
Theorem 3.15. Let $G$ be a connected and simply connected Lie group with quadratic Lie algebra $(\mathfrak{g}, \langle \cdot, \cdot \rangle)$. The 2-shifted symplectic Lie 2-groups $(\mathbb{G}_\bullet, \omega_\bullet)$ and $(NG_\bullet, \frac{1}{2} \Omega_\bullet)$ are symplectic Morita equivalent via

$$(\mathbb{G}_\bullet, \omega_\bullet) \xleftarrow{\text{Id}_\bullet^*} (\mathbb{G}_\bullet, \omega'_\bullet) \xrightarrow{\text{ev}_{\bullet^*}} (NG_\bullet, \frac{1}{2} \Omega_\bullet),$$

where $\omega'_\bullet = \omega_\bullet + 0$ is the 1-shifted 2-form on $\mathbb{G}_\bullet$ defined in Lemma 3.14.

Proof. To prove this, we need to show

$$\frac{1}{2} ev_{\bullet^*} \Theta = -d \omega_\bullet^P \quad \text{and} \quad \omega - \frac{1}{2} ev_{\bullet^*} \Omega = \delta \omega_\bullet^P.$$ 

The first equality follows directly from the previous Lemma 3.14 since we have

$$\frac{1}{2} ev_{\bullet^*} \Theta = \frac{1}{2} d \Theta = -d \omega_\bullet^P,$$

as we want. For the second equality, we need to compute

$$\delta \omega_\bullet^P = d^*_\bullet \omega_\bullet^P - d^*_1 \omega_\bullet^P + d^*_2 \omega_\bullet^P, \quad \text{and} \quad ev_{\bullet^*} \Omega.$$ 

Take $\tau \in \Omega G$, $a, b \in T_\tau \Omega G$, and $\widehat{a}(t) = L_{\tau(t)\tau^{-1}}(a(t)), \widehat{b}(t) = L_{\tau(t)\tau^{-1}}(b(t))$ and recall from Lemma 3.11 that the evaluation map is $ev_2(\tau) = (\tau(\frac{2}{3})\tau^{-1}, \tau(\frac{1}{3}))$, hence its tangent reads

$$T ev_2(a) = (R_{\tau(\frac{2}{3})^{-1}}(\frac{2}{3}) - L_{\tau(\frac{2}{3})\tau^{-1}}(\frac{1}{3}), a(\tau(\frac{1}{3}))).$$

With this and equation (3.2) we compute the pullback of $\Omega$ and obtain

$$(ev_{\bullet^*} \Omega)_\tau(a, b) = \Omega_{ev_2(\tau)}(T ev_2(a), T ev_2(b))$$

$$= (L_{\tau(\frac{2}{3})\tau^{-1}}(\frac{2}{3}) - L_{\tau(\frac{2}{3})\tau^{-1}}(\frac{1}{3}), R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{1}{3}), R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{2}{3}), R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{1}{3}))$$

$$= (\widehat{a}(\frac{2}{3}), \widehat{b}(\frac{2}{3}), \widehat{a}(\frac{1}{3})).$$

For $\delta \omega_\bullet^P$ we use the face maps and their tangents as given in equations (3.4) and (C.2). We have

$$(d^*_2 \omega_\bullet^P)_\tau(a, b) = \omega_{d_2(\tau)}(T d_2(a), T d_2(b))$$

$$= \frac{1}{2} \int_0^1 \left( (L_{\tau(\frac{2}{3})\tau^{-1}}(\frac{2}{3}) - a(\frac{1}{3})), L_{\tau(\frac{2}{3})\tau^{-1}}(\frac{1}{3}), R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{1}{3}), b(\frac{1}{3})), R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{2}{3}) \right)$$

$$- \frac{1}{2} \int_0^1 \left( L_{\tau(\frac{2}{3})\tau^{-1}}(\frac{2}{3}) - R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{2}{3}), R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{1}{3}), a(\frac{1}{3})), R_{\tau(\frac{2}{3})\tau^{-1}}(\frac{2}{3}) \right)$$

$$= \frac{1}{2} \int_0^\frac{1}{2} \left( a'(s), \widehat{b}(b) \right) - \frac{1}{2} \int_0^\frac{1}{3} \left( a'(s), \widehat{b}(b) \right) - \frac{1}{2} \int_0^\frac{1}{2} \left( a'(s), \widehat{b}(b) \right) + \frac{1}{2} \int_0^\frac{1}{2} \left( a'(s), \widehat{b}(b) \right)$$

where in the last step we are using Stokes' Theorem. Similarly, through a much easier calculation, we have $\tau_0(t)^{-1} T d_0(a)(t) = \tau(\frac{2}{3})^{-1} a(\frac{2}{3}) = \widehat{a}(\frac{2}{3}), \tau_1(t)^{-1} T d_1(a)(t) = \widehat{a}(1 - \frac{2}{3})$, and similar
for \( b(t) \). Thus \( d^r_0 \omega^P = \omega^P|_{[0, \frac{1}{2}]} \) and \( d^r_1 \omega^P = -\omega^P|_{[\frac{1}{2}, 1]} \). Combining these and (3.12), (3.13), we see that

\[
(\delta \omega^P)_r(a, b) = \omega^P_r(a, b) - \frac{1}{2}(ev^*_2 \Omega)_r(a, b) = \omega_r(a, b) - \frac{1}{2}(ev^*_2 \Omega)_r(a, b)
\]

where \( \omega^P|_{\Omega_G} = \omega \) by Stokes’ theorem.

\[\square\]

**Remark 3.16.** A relation between the 2-forms \( \omega \) and \( \Omega \) was also noticed in [29, Section 5.5] using Courant algebroids and forwards maps of Dirac structures. They also use some of the multiplicative properties of this forms.

**Remark 3.17.** In the work in progress [8] we introduce a Van Est map for Lie 2-groups (3.3). In special case of \( G \) we introduce a Van Est map for Lie 2-groups.

Combining these and (3.12), (3.13), we see that

\[
(\delta \omega^P)_r(a, b) = \omega^P_r(a, b) - \frac{1}{2}(ev^*_2 \Omega)_r(a, b) = \omega_r(a, b) - \frac{1}{2}(ev^*_2 \Omega)_r(a, b)
\]

where \( \omega^P|_{\Omega_G} = \omega \) by Stokes’ theorem.

\[\square\]

**Remark 3.16.** A relation between the 2-forms \( \omega \) and \( \Omega \) was also noticed in [29, Section 5.5] using Courant algebroids and forwards maps of Dirac structures. They also use some of the multiplicative properties of this forms.

**Remark 3.17.** In the work in progress [8] we introduce a Van Est map for Lie 2-groups as a map of double complexes analogous to (3.3). In special case of \( G \), we obtain a map \( VE: \Omega^q(\mathbb{C}^p) \to \Omega^q(\mathfrak{g}[1])_p \). Using the map \( \text{Lie}(ev)_\bullet \) introduced in Remark 3.16, it is not difficult to show that

\[
VE(\omega_\bullet) - \frac{1}{2} \text{Lie}(ev)_\bullet(VE(\Omega_\bullet)) = D(VE(\omega^P_\bullet)).
\]

This may be viewed as an infinitesimal version of Theorem 3.15.

4. **Manin triples and \( BG \)**

Recall that a *Manin triple* \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\) consists of a quadratic Lie algebra \((\mathfrak{g}, \langle \cdot, \cdot \rangle)\) together with two Lie subalgebras \( \mathfrak{h}_+, \mathfrak{h}_- \subset \mathfrak{g} \) satisfying

\[
\langle \mathfrak{h}_+, \mathfrak{h}_+ \rangle = \langle \mathfrak{h}_-, \mathfrak{h}_- \rangle = 0 \quad \text{and} \quad \mathfrak{g} = \mathfrak{h}_+ \oplus \mathfrak{h}_-.
\]

The decomposition \( \mathfrak{g} = \mathfrak{h}_+ \oplus \mathfrak{h}_- \) makes \( \mathfrak{h}_+ \) and \( \mathfrak{h}_- \) into Lie bialgebras and it is well known [60] that there is a correspondence between Lie bialgebras and Manin triples. Lie bialgebras also plays an important role here because they are the infinitesimal counterpart of Poisson-Lie groups, for more details see e.g. [15, 60, 66].

**Example 4.1.** Some examples of Manin triples are the following. Given a Lie algebra \( \mathfrak{h} \), \((\mathfrak{g} = \mathfrak{h} \times \mathfrak{h}^*, \mathfrak{h}_+ = \mathfrak{h}, \mathfrak{h}_- = \mathfrak{h}^*)\) is a Manin triple, where the semidirect product is with respect to the coadjoint representation. If we start with a Lie bialgebra \((\mathfrak{h}, [\cdot, \cdot], d^*)\), there is also a Manin triple, \((\mathfrak{g} = \mathfrak{h} \bowtie \mathfrak{h}^*, \mathfrak{h}_+ = \mathfrak{h}, \mathfrak{h}_- = \mathfrak{h}^*)\), given by the Drinfeld’s double. A particular interesting case is when the coalgebra is given by an \( r \)-matrix \( r \in \mathfrak{h} \otimes \mathfrak{h} \). For complex reductive Lie algebras, a classification of Manin triples is given in [69].

Given a Manin triple \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\), a symplectic double Lie group \((\Gamma^b_\bullet, \omega^b)\) is constructed in [65]. Using \((\Gamma^b_\bullet, \omega^b)\) and the Artin-Mazur codiagonal procedure [10], we obtain a (local) Lie 2-group \( \Gamma^b_\bullet \) and a 2-form \( \bar{\omega}^b \in \Omega^2(\Gamma^b_\bullet) \) as in [70]. In this section, we further show that \((\Gamma^b_\bullet, \bar{\omega}^b)\) is a 2-shifted symplectic (local) Lie 2-group and more importantly, we give in Theorem 4.8 an explicit symplectic Morita equivalence between \((\Gamma^b_\bullet, \bar{\omega}^b)\) and \((NG_\bullet, \Omega_\bullet)\).

4.1. **Double Lie groups and Artin-Mazur codiagonal construction.** Here we recall some preliminaries on double Lie groups and the Artin-Mazur codiagonal construction. For more details see [10, 68, 70].

\[
\begin{align*}
G & \overset{t^h}{\longrightarrow} B \\
& \downarrow^{t^v} \quad \downarrow^{s^h} \\
A & \overset{s^v}{\longrightarrow} pt
\end{align*}
\]
The diagram (4.1) is a double Lie group if the two Lie groupoid structures of $G$ satisfy that $s^h, t^h, s^v, t^v$ are groupoid morphisms and the multiplications commute, i.e.

$$m^v(m^h(g_{11}, g_{12}), m^h(g_{21}, g_{22})) = m^h(m^v(g_{11}, g_{21}), m^v(g_{12}, g_{22}))$$

for all $g_{ij} \in G$ such that $s^h(g_{11}) = t^h(g_{21})$ and $s^v(g_{11}) = t^h(g_{22})$.

In order to avoid confusion, we denote a double Lie group by $G_{\bullet \bullet}$. This notation is motivated by the fact that for any double Lie group (4.1), there is an associated bisimplicial manifold $G_{\bullet \bullet}$ (see [70, Prop 3.10]) given by

$$G_{j,i} = \{(\ldots, g_{qp}, \ldots)_{1 \leq q \leq i, 1 \leq p \leq i} | g_{qp} \in G, \ s^h(g_{qp}) = t^h(g_{q(p+1)}), \ s^v(g_{qp}) = t^v(g_{(q+1)p})\},$$

for $i, j \geq 1$, and $G_{j,0} = B^{xj}, G_{0,i} = A^{xi}$. Faces and degeneracies are induced by the multiplications and the units, see [70] for explicit formulas.

In the 60s it was shown in [10] how to take a codiagonal construction on a bisimplicial manifold $X_{\bullet \bullet}$ to obtain a simplicial manifold $\bar{X}_{\bullet \bullet}$. This method was used in [70] to prove that if the bisimplicial manifold is given by a double Lie group $G_{\bullet \bullet}$, then $\bar{G}_{\bullet}$ is a local Lie 2-group (see [70, Theorem 4.5]). Moreover, [70] shows that if the double source map $(s^v, s^h) : G \to A \times B$ is surjective then $\bar{G}_{\bullet}$ is a Lie 2-group.

4.2. The Manin triple model. Given a Manin triple $(\mathfrak{g}, h_+, h_-)$, denote by $H_\pm$ and $G$ the connected and simply connected Lie groups integrating $h_\pm$ and $\mathfrak{g}$ respectively. By the Lie II theorem, we can also integrate the inclusions and obtain two group morphisms $\varphi_\pm : H_\pm \to G$. Denote by $\Gamma^h$ the following set

$$\Gamma^h = \{(h_2, a_2, a_1, h_1) \in H_+ \times H_- \times H_- \times H_+ | \varphi_+(h_2)\varphi_-(a_1) = \varphi_-(a_2)\varphi_+(h_1)\}.$$ 

The main result of [65, Theorem 3] is the following:

**Proposition 4.2** (See [65]). Given a Manin triple $(h_+, h_-, g)$, there is a symplectic double Lie group $(\Gamma^h_{\bullet \bullet}, \omega^h)$ given by the square

$$\begin{array}{ccc}
\Gamma^h & \xrightarrow{t^h} & H_+ \\
\downarrow s^h & & \downarrow t^h \\
H_- & \xrightarrow{s^v} & pt
\end{array}$$

with horizontal source, target, and multiplication given by

$$s^h(\xi) = h_1, \ t^h(\xi) = h_2, \ m^h(\xi, \xi') = (h_2, a_2 a'_2, a_1 a'_1, h'_1),$$

and vertical source, target, and multiplication given by

$$s^v(\xi) = a_1, \ t^v(\xi) = a_2, \ m^v(\xi, \xi') = (h_2 h'_2, a_2, a'_1, h_1 h'_1),$$

for $\xi = (h_2, a_2, a_1, h_1)$ and $\xi' = (h'_2, a'_2, a'_1, h'_1) \in \Gamma^h$. The symplectic form $\omega^h$ is given by

$$\omega^h := ((t^h)^*\theta^h_{H_+}, (s^v)^*\theta^v_{H_-}) - ((t^v)^*\theta^v_{H_-}, (s^h)^*\theta^h_{H_+}) \in \Omega^2(\Gamma^h).$$

**Remark 4.3.** The explicit form of the symplectic structure $\omega^h$ is taken from [26, Theorem 3.12] and also appears in [64].

---

15 The theorem holds in general for double Lie groupoids.
With all these preliminaries, we are now ready to equip the (local) Lie 2-group $\Gamma^b_\bullet$ and the 2-form $\omega^b$ constructed in \cite{Lurie} with a 2-shifted symplectic local Lie 2-group structure. We notice that the non-degeneracy condition \eqref{eq:2} for the 2-form $\omega^b$ is therefore different from the one demanded in \cite{Lurie}. A modification of their result leads to the following.

**Proposition 4.4.** Let $(\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)$ be a Manin triple and $(\Gamma^b_\bullet, \omega^b)$ the symplectic double group of Proposition 4.2. Then $(\tilde{\Gamma}^b_\bullet, \tilde{\omega}^b)$ is a 2-shifted symplectic local Lie 2-group given by

$$\tilde{\Gamma}^b_\bullet = \cdots H_- \times \Gamma^b \times H_+ \rightrightarrows H_- \times H_+ \rightleftharpoons pt,$$

and $\omega^b = \text{pr}^*_t \omega^b \in \Omega^2(\tilde{\Gamma}^b_2)$, with faces

$$d_0(\lambda) = (a_1, h_1), \quad d_1(\lambda) = (a_3 a_2, h_2 h_1), \quad \text{and} \quad d_2(\lambda) = (a_3, h_3),$$

for $\lambda = (a_3, (h_3, a_2, a_1, h_2), h_1) \in \tilde{\Gamma}^b_2 = H_- \times \Gamma^b \times H_+$, and degeneracies,

$$s_0(a, h) = (e, (e, a, a, e), h) \quad \text{and} \quad s_1(a, h) = (a, (h, e, e, h), e), \quad \text{for} \ (a, h) \in H_- \times H_+.$$

**Proof.** The fact that $\Gamma^b$ is a local Lie 2-group follows from \cite{Lurie} Theorem 4.5. The 2-form being closed, that is $D(\omega^b) = 0$, is equivalent to

$$d\omega^b = 0 \quad \text{and} \quad \delta\omega^b = 0.$$ 

The first equality follows directly from $d\omega^b = 0$, while the second was shown in \cite{Lurie} Proposition 6.2. Therefore it remains to see that $\omega^b$ is normalized and non-degenerate. That $\omega$ is normalized is trivial since

$$s_0^{\omega^b}(a, h)(\tilde{v}, v, (\tilde{w}, w)) = \omega^b(\tilde{v}, v, (\tilde{w}, w)) = \omega^b((0, \tilde{v}, v, 0), (0, \tilde{w}, w, 0)) = 0,$$

and the other degeneracy is similar.

For the non-degeneracy condition, we need the tangent complex of $\tilde{\Gamma}^b_\bullet$. By Section 2.1 this is given by

$$0 \to T_2(\tilde{\Gamma}^b) \xrightarrow{d} T_1(\tilde{\Gamma}^b) \to 0 \quad \text{with} \quad T_i(\tilde{\Gamma}^b) = \bigcap_{j=0}^{i-1} \ker (T_0 d_j^i) \quad \text{and} \quad \partial = T_0 d_2^1.$$

Clearly $T_0(\tilde{\Gamma}^b) = \mathfrak{h}_- \oplus \mathfrak{h}_+ = \mathfrak{g}$ and we claim that $T_2(\tilde{\Gamma}^b) = 0$. This follows from the fact that if $V = (\tilde{v}_3, (v_3, \tilde{v}_2, v_1, v_2), v_1) \in T_2 \tilde{\Gamma}^b_2$ then

$$T_0 d_0(V) = (\tilde{v}_1, v_1), \quad T_0 d_1(V) = (\tilde{v}_3 + \tilde{v}_2, v_1 + v_2), \quad \text{and} \quad v_3 + \tilde{v}_1 = \tilde{v}_2 + v_2.$$

Therefore for $\tilde{v}, v, (\tilde{w}, w) \in \mathfrak{h}_- \oplus \mathfrak{h}_+ = T_0 \tilde{\Gamma}^b_1$, we have,

$$\lambda^b((\tilde{v}, v), (\tilde{w}, w)) = \omega^b_e(Ts_0(\tilde{v}, v), Ts_1(\tilde{w}, w)) - \omega^b_e(Ts_1(\tilde{v}, v, w), Ts_0(\tilde{w}, w))$$

$$= \omega^b_e((0, \tilde{v}, v, 0), (v, 0, w, 0)) + \omega^b_e((0, \tilde{w}, w, 0), (v, 0, 0, v))$$

$$= -2(\tilde{v}, v) - 2(\tilde{w}, v),$$

which is non-degenerate since $(\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)$ is a Manin triple. \hfill \square

4.3. The equivalence. We end by comparing the 2-shifted symplectic local Lie 2-group $(\tilde{\Gamma}^b_\bullet, \tilde{\omega}^b)$ with the 2-shifted symplectic Lie 1-group $\left(NG_\bullet, \Omega_\bullet\right)$ constructed in Section 3.1.

We first observe that the concept of hypercover may easily adapt to the more general case of local Lie $n$-groupoids. That is, a simplicial morphism $f_\bullet : K_\bullet \to J_\bullet$ between two local Lie $n$-groupoids is called a hypercover if the map $q_i$ in \eqref{eq:2.11} is a submersion when $0 \leq i \leq n - 1$ and injective étale when $i = n$. Then similar to Remark \ref{rem:2.13} we may easily adapt what we have developed in Section 2.4 on symplectic Morita equivalence to the context of $m$-shifted

\[\text{Notice that a 2-shifted symplectic Lie 1-group is in particular a 2-shifted symplectic local Lie 2-group.}\]
local Lie \( n \)-groupoids, by simply adding the adjective “local” in the appropriate places. For example, similar to Definition 2.31, two local \( m \)-shifted Lie \( n \)-groupoid \((K_\bullet, \alpha_\bullet)\) and \((J_\bullet, \beta_\bullet)\) are **symplectic Morita equivalent**, if there is another local Lie \( n \)-groupoid \( Z_\bullet \) together with an \((m - 1)\)-shifted 2-form \( \phi_\bullet \) and hypercovers \( f_\bullet, g_\bullet \) satisfying (2.12).

**Proposition 4.5.** Let \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\) be a Manin triple. There is a hypercover of local Lie 2-groups \( \Phi_\bullet : \check{\Gamma}_h^\bullet \to NG_\bullet \) given by

\[
\Phi_1 : \check{\Gamma}_h^1 \to NG_1, \quad \Phi_1(a, h) = \varphi_-(a)\varphi_+(h), \quad \text{and}
\]

\[
\Phi_2 : \check{\Gamma}_h^2 \to NG_2, \quad \Phi_2(\lambda) = (\varphi_-(a_3)\varphi_+(h_3), \varphi_-(a_1)\varphi_+(h_1)),
\]

with \( \lambda = (a_3, (h_3, a_2, a_1, h_2), h_1) \in \check{\Gamma}_h^2 = H_- \times \Gamma_h^1 \times H_+ \).

**Proof.** By definition \( \Phi_\bullet \) is a hypercover of local Lie 2-groups if \( q_1 \) is a submersion and \( q_2 \) is an injective étale map. In our case, \( q_1 = \Phi_1 : \check{\Gamma}_h^1 \to NG_1 \) is a local diffeomorphism as proved in [65], and therefore a submersion. The map \( q_2 : \check{\Gamma}_h^2 \to \check{\Gamma}_h^1 \times \check{\Gamma}_h^1 \times G \times G \times NG_2 \) is given by

\[
q_2(\lambda) = ((a_1, h_1), (a_3a_2, h_2h_1), (a_3, h_3), \varphi_-(a_3)\varphi_+(h_3), \varphi_-(a_1)\varphi_+(h_1)).
\]

A short computation shows that \( S : \check{\Gamma}_h^1 \times \check{\Gamma}_h^1 \times \check{\Gamma}_h^1 \times G \times G \times NG_2 \to \check{\Gamma}_h^1 \) defined as

\[
S((a_1, h_1), (a_2, h_2), (a_3, h_3), g_1, g_2) = (a_3, (h_3, a_3^{-1}a_2, a_1, h_2h_1^{-1}), h_1)
\]

is well defined and gives an inverse for \( q_2 \). Therefore \( q_2 \) is a diffeomorphism and in particular it is injective étale. \( \Box \)

**Remark 4.6.** Recall that since \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\) is a Manin triple, then \( \mathfrak{h}_- \) acts on \( \mathfrak{h}_+ \) and therefore also acts on \( H_+ \). This action is known as the infinitesimal dressing action [66]. We say that \( H_- \) is **complete** if the vector fields that generate the action \( \mathfrak{h}_- \curvearrowright H_+ \) are complete. In [66] it is proved that the following are equivalent:

1. \( H_- \) is complete,
2. There is an action of \( H_- \) on \( H_+ \),
3. \( H_+ \) is complete,
4. \( \Phi_1 : H_- \times H_+ \to G \) is a diffeomorphism.

An immediate consequence of the preceding remark is the following.

**Corollary 4.7.** Let \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\) be a Manin triple and assume that \( H_- \) is complete. Then \( \Phi_\bullet : \check{\Gamma}_h^\bullet \to NG_\bullet \) is a diffeomorphism and therefore \( \check{\Gamma}_h^\bullet \) is a Lie 1-group.

**Theorem 4.8.** Let \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\) be a Manin triple. Then the 2-shifted symplectic local Lie 2-groups \((\check{\Gamma}_h^\bullet, \omega_h^\bullet)\) and \((NG_\bullet, \Omega_\bullet)\) are symplectic Morita equivalent via

\[
(\check{\Gamma}_h^\bullet, \omega_h^\bullet) \xrightarrow{\Phi_\bullet} (\check{\Gamma}_h^\bullet, \beta_\bullet) \xrightarrow{\Phi_\bullet} (NG_\bullet, \Omega_\bullet),
\]

where \( \beta_\bullet = \beta + 0 \) is the 1-shifted 2-form on \( \check{\Gamma}_h^\bullet \) defined by

\[
\beta = (\theta_{H_-}^\bullet, \theta_{H_+}^\bullet) \in \Omega^2(\check{\Gamma}_h^1 = H_- \times H_+).
\]

**Proof.** The result follows by showing

\[
\omega_h^\bullet - \Phi_\bullet^*\Omega = \delta \beta \quad \text{and} \quad \Phi_\bullet^*\Theta = -d\beta.
\]
For the second equation, observe that \((\Phi_1^* \theta^i)_{(a,h)} = \theta^i_{H_+} + \Ad_h^{-1}(\theta^i_{H_-})\), for \((a,h) \in H_- \times H_+\). Therefore by using the explicit form of the Cartan 3-form given in (3.1), we can see that
\[
(\Phi_1^* \Theta) = \frac{1}{6} (\theta^i_{H_+} + \Ad_h^{-1}(\theta^i_{H_-}), [\theta^i_{H_+} + \Ad_h^{-1}(\theta^i_{H_-})], \theta^i_{H_+} + \Ad_h^{-1}(\theta^i_{H_-}))
\]
\[
= \frac{1}{2} (\theta^i_{H_+}, [\theta^i_{H_+}, \theta^i_{H_-}]) + \frac{1}{2} (\theta^i_{H_-}, [\theta^i_{H_+}, \theta^i_{H_+}]) = -d(\theta^i_{H_+}, \theta^i_{H_+}).
\]

Here we use the adjoint invariance of the pairing and the fact that \(\mathfrak{h}_+\) and \(\mathfrak{h}_-\) are isotropic Lie algebras. The second equation \(\tilde{\omega}^b - \Phi^*_2 \Omega = \delta \beta\) is more complicated. In order to make the equations shorter, we use the notation
\[
\tilde{h} := \varphi_+(h), \quad \tilde{a} := \varphi_-(a) \quad \text{and} \quad \tilde{v} := T_a \varphi_-(v), \quad \tilde{\nu} := T_a \varphi_-(\tilde{v})
\]
for \(h \in H_+, \ a \in H_-, \ v \in T_h H_+, \ \tilde{v} \in T_a H_-\). In this notation, we have the identities
\[
L_{h^{-1}} \tilde{v} = i_+ (L_{h^{-1}} v) \quad \text{and} \quad L_{a^{-1}} \tilde{\nu} = i_- (L_{a^{-1}} \tilde{\nu}),
\]
where \(i_+ : \mathfrak{h}_+ \to \mathfrak{g}\) denotes the inclusion. Pick \(\lambda = (a_3, (h_2, a_1, h_2), h_1) \in \Gamma_2^b\) and \(V = (\tilde{v}_3, (v_3, \tilde{v}_2, \tilde{v}_1, v_2), v_1)\), \(W = (\tilde{w}_3, (w_3, \tilde{w}_2, \tilde{w}_1, w_2), w_1) \in T_a \Gamma_2^b\). From the definition of \(\Gamma^b\), we have
\[
\tilde{h}_3 \tilde{a}_1 = \tilde{a}_2 \tilde{h}_2, \quad L_{h^{-1}} \tilde{v}_3 + R_{a_1} \tilde{v}_3 = L_{a_2} \tilde{v}_2 + R_{h_2} \tilde{v}_2, \quad \text{and} \quad (v \leftrightarrow w),
\]
where \((v \leftrightarrow w)\) is a shorthand notation which denotes the same equation but with \(v\) and \(w\) exchanged. Hence it follows that the two terms of the left hand side are
\[
\tilde{\omega}^b_\lambda(V, W) =\langle L_{h^{-1}} \tilde{v}_3, R_{a_1^{-1}} \tilde{w}_1 \rangle - \langle L_{a_2^{-1}} \tilde{v}_2, R_{h_2^{-1}} \tilde{w}_2 \rangle - (v \leftrightarrow w)
\]
\[
(\Phi_2^* \Omega)_\lambda(V, W) =\Omega_{\Phi_2^*}(T \Phi_2^*(V), T \Phi_2^*(W))
\]
\[
=\langle L_{a_1^{-1}} \tilde{v}_3, R_{h_1^{-1}} \tilde{w}_1 \rangle + \langle L_{a_2^{-1}} \tilde{v}_2, R_{h_2^{-1}} \tilde{w}_2 \rangle - \langle L_{a_3^{-1}} \tilde{v}_3, R_{h_3^{-1}} \tilde{w}_3 \rangle + \langle L_{a_4^{-1}} \tilde{v}_3, R_{h_2^{-1}} \tilde{w}_2 \rangle
\]
\[
\quad + \langle L_{a_5^{-1}} \tilde{v}_3, R_{h_1^{-1}} \tilde{w}_1 \rangle - \langle L_{a_6^{-1}} \tilde{v}_2, R_{h_2^{-1}} \tilde{w}_2 \rangle - (v \leftrightarrow w)
\]
while the term on the right hand side is
\[
\delta \beta_\lambda(V, W) =\beta_{d_0^*}(T d_0(V), T d_0(W) + \beta_{d_1^*}(T d_1(V), T d_1(W) - \beta_{d_4^*}(T d_1(V), T d_1(W))
\]
\[
=\langle L_{a_1^{-1}} \tilde{v}_1, R_{h_1^{-1}} w_1 \rangle + \langle L_{a_2^{-1}} \tilde{v}_3, R_{h_3^{-1}} w_3 \rangle
\]
\[
\quad - \langle L_{a_2^{-1}} \tilde{v}_3, R_{h_2^{-1}} w_2 + L_{h_2} \tilde{v}_2 \rangle - (v \leftrightarrow w).
\]
Therefore, by comparing them we see \(\tilde{\omega}^b - \Phi_2^* \Omega = \delta \beta\) as desired. \(\square\)

**Remark 4.9.** It was proved in [SS] that for any Manin triple \((\mathfrak{g}, \mathfrak{h}_+, \mathfrak{h}_-)\) there is a 2-shifted Lagrangian correspondence
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This is closely related to our result in this section.
5. Double Lie group models of $BG$

The simplicial picture introduced in the previous sections is not the only available approach to describe $BG$. In this section we will use the language of double Lie groups to define other models for $BG$ and its symplectic structure.

5.1. Strict Lie 2-groups. A strict Lie 2-group is a group object in the category of Lie groupoids and (strict) Lie groupoid morphisms, that is, it is a Lie groupoid $G \xrightarrow{} G$ which equipped with a multiplication functor, an inverse functor, and an identity functor, satisfying (strictly) associativity, and other expected axioms for groups. It is well known (and not hard to see) that a strict Lie 2-group $G \xrightarrow{} G$ gives rise to a double Lie group (defined in (4.1))

\[
\begin{array}{c}
G_1 \xrightarrow{} pt \\
\downarrow \\
G_0 \xrightarrow{} pt
\end{array}
\]

Such a strict Lie 2-group is also a special case of a Lie 2-group which is defined previously in Definition 2.1 using simplicial manifolds. A strict Lie 2-group $G \xrightarrow{} G$ gives rise to a Lie 2-group $\cdots G_0 \times G_0 \rightarrow G_1 \rightarrow \cdots$ where $m_0 : G_0 \times G_0 \rightarrow G_0$ is the 0-th level of the multiplication functor. We refer to [104] for more details.

5.2. The de Rham triple complex of a double Lie group. Recall from Section 4.1 that a double Lie group has an associated bisimplicial manifold $G_{\bullet, \bullet}$. Therefore differential forms on $G_{\bullet, \bullet}$ live in the de Rham triple complex $(\Omega^\bullet(G_{\bullet, \bullet}), d, \delta^v, \delta^h)$ where $d : \Omega^k(G_{j,i}) \rightarrow \Omega^{k+1}(G_{j,i})$, $\delta^v : \Omega^k(G_{j,i}) \rightarrow \Omega^k(G_{j,i+1})$, $\delta^h : \Omega^k(G_{j,i}) \rightarrow \Omega^k(G_{j,i+1})$ are the simplicial differentials

\[
\delta^h = \sum_{l=0}^{i+1} d^h_l, \quad \delta^v = \sum_{l=0}^{j+1} d^v_l, \quad \text{and} \quad \bar{D} = \delta^h + (-1)^i \delta^v + (-1)^{i+j} d
\]

is the differential on the total complex.

Definition 5.1. A $(q,p)$-shifted $k$-form on a double Lie group $G_{\bullet, \bullet}$ is

\[
\alpha_{\bullet, \bullet} = \sum_{j=0}^{q} \sum_{i=0}^{p} \alpha_{j,i} \quad \text{with} \quad \alpha_{j,i} \in \Omega^{k+p+q-i-j}(G_{j,i}).
\]

We say that $\alpha_{\bullet, \bullet}$ is closed if $\bar{D}\alpha_{\bullet, \bullet} = 0$.

Remark 5.2. Following [65] (see also [67]), we call the pair $(G_{\bullet, \bullet}, \omega_{\bullet, \bullet})$ a symplectic double Lie group if $\omega_{\bullet, \bullet}$ is a $(1,1)$-shifted 2-form satisfying

\[
\omega_{\bullet, \bullet} = \omega_{1,1} \in \Omega^2(G_{1,1}), \quad \bar{D}\omega_{\bullet, \bullet} = 0 \quad \text{and} \quad \omega_{1,1}^* : T^* G_{1,1} \rightarrow T G_{1,1}.
\]

As we will see, the models presented in this section are not symplectic double Lie groups. Therefore a more general definition (that we will not introduce) seems to be missing.
5.3. The models. If $G$ is a Lie group then the unit groupoid of $G$ as a strict Lie 2-group gives rise to a double Lie group as described in Section 5.1. More concretely, we have that

$$G \xrightarrow{\sim} \text{pt}$$

is a double Lie group, which we denote by $G_{\bullet \bullet}$. The vertical structure is given by the unit groupoid of $G$ and horizontal multiplication is given by the multiplication on the Lie group $G$.

If $(\mathfrak{g}, \langle \cdot, \cdot \rangle)$ is a quadratic Lie algebra, Theorem 3.1 states that $(NG_{\bullet}, \Omega_{\bullet})$ is a 2-shifted symplectic Lie 1-group. Clearly we can define a $(0, 2)$-shifted 2-form $\Omega_{\bullet \bullet}$ on $G_{\bullet \bullet}$ by

$$\Omega_{\bullet \bullet} = \begin{pmatrix} 0 & 0 & 0 \\ \Omega & 0 & 0 \end{pmatrix}, \quad \text{with } \Omega_{0,2} = \Omega \in \Omega^2(G \times G) \text{ and } \Omega_{0,1} = -\Theta \in \Omega^2(G).$$

**Proposition 5.3.** The $(0, 2)$-shifted 2-form $\Omega_{\bullet \bullet}$ is closed.

**Proof.** This follows directly from the fact that $\Omega_{\bullet}$ is closed in $NG_{\bullet}$, $\delta^h|_{t=0}$ is the simplicial differential of $NG_{\bullet}$, and $\delta^v|_{t=0} = 0$ since $s^v = t^v = \text{id}$. Hence

$$\widetilde{D}(\Omega_{\bullet \bullet}) = (-1)^3\delta^v(\Omega_{0,2}) + D(\Omega_{\bullet}) = 0.$$

For a given Lie group $G$ we define the Lie groupoid $\Omega G \rightrightarrows P_e G$ with structure maps

$$s(\tau)(t) = \tau(\frac{t}{2}), \quad t(\tau)(t) = \tau(1 - \frac{t}{2}), \quad i(\tau)(t) = \tau(1 - t),$$

$$m(\tau_1, \tau_2)(t) = \begin{cases} \tau_2(t) & t \in [0, \frac{1}{2}] \\ \tau_1(t) & t \in \left(\frac{1}{2}, 1\right) \end{cases}, \quad \text{and } u(\gamma)(t) = \begin{cases} \gamma(2t) & t \in [0, \frac{1}{2}] \\ \gamma(1 - 2t) & t \in \left(\frac{1}{2}, 1\right) \end{cases}.$$

As in the previous section $\Omega G$ and $P_e G$ are completed in an appropriate Sobolev norm so that the structure maps are smooth. Moreover, it is not hard to verify that $\Omega G$ and $P_e G$ are infinite dimensional Lie groups under the point-wise multiplication, and this makes $\Omega G \rightrightarrows P_e G$ into a strict Lie 2-group.

**Proposition 5.4.** For a Lie group $G$ we have the double Lie group $\mathfrak{G}_{\bullet \bullet}$ given by the square

$$\Omega G \rightrightarrows \text{pt}$$

$$P_e G \rightrightarrows \text{pt}$$

with vertical structure maps defined by (5.2) and (5.3) and horizontal multiplication given by

$$m^h(\tau_1, \tau_2)(t) = \tau_1(t)\tau_2(t), \quad \forall \tau_1, \tau_2 \in \Omega G \text{ or } P_e G.$$

**Proof.** The fact that $\mathfrak{G}_{\bullet \bullet}$ is a double Lie group, i.e. that the vertical source and target are group morphisms and that the multiplications commute, follows by inspection.

**Remark 5.5.** When $G$ is connected and simply connected, the quotient stack $[P_e G/\Omega G] \cong G$ is representable. Thus, the strict Lie 2-group $\Omega G \rightrightarrows P_e G$ is Morita equivalent to the Lie 1-group $NG_{\bullet}$. We may hence view both (5.1) and (5.4) as double Lie group models for $BG$. More explicitly, the Morita equivalence is given through

$$ev_{1,1} : \Omega G \to G, \quad ev_{0,1} : P_e G \to G,$$

$$ev_{1,1}(\tau) = \tau(\frac{1}{2}), \quad ev_{0,1}(\gamma) = \gamma(1).$$
which may be further extended to a double Lie group morphism $ev_{\bullet \bullet} : G_{\bullet \bullet} \to G_{\bullet \bullet}$.

When $(g, \langle \cdot, \cdot \rangle)$ is a quadratic Lie algebra, the double Lie group $G_{\bullet \bullet}$ is endowed with the Segal’s 2-form $\omega \in \Omega^2(\Omega G) = \Omega^2(\mathbb{G}_{1,1})$ defined in (3.9). But $\omega$ can not be multiplicative with respect to the group structure (otherwise it will be an example of a symplectic group). Therefore, in order to obtain a closed form on $G_{\bullet \bullet}$ we need to introduce a new term. Define the 1-form

$$\eta(t_1, t_2)((a_1, a_2)) = \int_0^1 (R_{t_2(t)}^{-1} r_\omega t_2^1(t), \tilde{a}_1(t)) dt \in \Omega^1(\Omega G^x) = \Omega^1(\mathbb{G}_{1,1}),$$

where $\tau_i \in \Omega G$, $a_i \in T_{\tau_i} \Omega G$, and $\tilde{a}_1(t) = L_{t(t)}^{-1} a_1(t)$.

**Proposition 5.6.** The double Lie group $G_{\bullet \bullet}$ has a closed $(1, 2)$-shifted 1-form $\omega_{\bullet \bullet}$ defined by

$$\omega_{\bullet \bullet} = \begin{pmatrix} -\eta & \omega & 0 \\ 0 & 0 & 0 \end{pmatrix} \text{ with } \omega_{1, 2} = -\eta \in \Omega^1(\mathbb{G}_{1,2}) \text{ and } \omega_{1, 1} = \omega \in \Omega^2(\mathbb{G}_{1,1}).$$

**Proof.** The result will follow from Theorem 5.8 which states that

$$\omega_{\bullet \bullet} = -\frac{1}{2} (\tilde{D}(\alpha_{\bullet \bullet}) + ev^*_{\bullet \bullet} \Omega_{\bullet \bullet}),$$

and the fact that $\Omega_{\bullet \bullet}$ is closed by Proposition 5.3. 

It is quite surprising that in the double picture, we obtain a 1-form (5.6) instead of a 2-form as in Theorem 3.15 of the simplicial picture, to bridge the finite and infinite models. We believe that the term $\eta$ should be related to the descent equations computed in [5].

5.4. The equivalence. Given a Lie group with a quadratic Lie algebra we create two different double Lie groups endowed with differential forms $(G_{\bullet \bullet}, \Omega_{\bullet \bullet})$ and $(G_{\bullet \bullet}, \omega_{\bullet \bullet})$. Here we will show that they are equivalent.

As stated in Remark 5.5, there is a double Lie group morphism $ev_{\bullet \bullet} : G_{\bullet \bullet} \to G_{\bullet \bullet}$ given by (5.5). As in the simplicial case, the forms $\omega_{\bullet \bullet}$ and $ev^*_{\bullet \bullet} \Omega_{\bullet \bullet}$ do not agree. So we need to introduce another form on $G_{\bullet \bullet}$, which we denote $\alpha_{\bullet \bullet}$. The $(1, 2)$-shifted 0-form $\alpha_{\bullet \bullet}$ is defined by

$$\alpha_{\bullet \bullet} = \begin{pmatrix} 0 \\ -\frac{d\alpha}{\Omega} \\ \frac{d\alpha}{\Omega} \end{pmatrix} \text{ where } \alpha = \int_0^1 \langle L_{t(t)}^{-1} r_\omega t_2^1(t), L_{t(t)}^{-1} v(t) \rangle \in \Omega^1(\Omega G)$$

and $\frac{d\alpha}{\Omega} \in \Omega^1(P_{\tau G}^x) = \Omega^1((P_{\tau G}^x)^x) = \Omega^1(\mathbb{G}_{0,2})$, and $\frac{d\alpha}{\Omega} \in \Omega^2(P_{\tau G}) = \Omega^2(\mathbb{G}_{0,1})$ are the transgressions of the forms on $NG_{\bullet}$ introduced in (3.1).

**Remark 5.7.** The 1-form $\alpha \in \Omega^1(\Omega G)$ also has a nice interpretation in terms of the $S^1$-action on $\Omega G$. The based loop group $\Omega G$ carries an $S^1$-action given by rotation of loops and we denote its infinitesimal generator by $X_{S^1}(\tau) = r_\omega {\tau}$. Then the fixed points of the action correspond to the critical points of the function $\alpha(X_{S^1})$.

**Theorem 5.8.** The evaluation map $ev_{\bullet \bullet} : G_{\bullet \bullet} \to G_{\bullet \bullet}$ satisfy

$$-\omega_{\bullet \bullet} = -\frac{1}{2} ev^*_{\bullet \bullet} \Omega_{\bullet \bullet} = \tilde{D}(\frac{1}{2} \alpha_{\bullet \bullet}).$$

**Proof.** In order to prove this result, we need to show the following equality between matrices,

$$\begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \eta & -\omega & 0 \\ 0 & -\frac{1}{2} ev^*_{0, 2} \Omega & \frac{1}{2} ev^*_{0, 1} \Theta & 0 \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 0 & 0 & \delta^h \alpha & 0 \\ 0 & -\delta^h \Theta & \delta^h \Theta & -d \alpha & 0 \\ -\delta^h \Theta & \delta^h \Theta & -d \Theta & d \Theta & 0 \end{pmatrix}.$$
For the equality in the first row we need to compute \( \delta^v \alpha \in \Omega^1(\mathcal{G}_{2,1}) \) and show that it is zero. Recall that \( \mathcal{G}_{2,1} = \Omega G \times_{P_c} \Omega G \), hence we pick \( \tau_1, \tau_2 \in \Omega G \) with \( \tau_1(\frac{1}{2}) = \frac{1}{2} \) and \( a_i \in T_{\tau_i} \Omega G \) also with \( a_1(\frac{1}{2}) = a_2(1 - \frac{1}{2}) \). Then

\[
(\delta^v \alpha)_{(\tau_1, \tau_2)}(a_1, a_2) = \alpha_{\tau_2}(a_2) - \alpha_{m^v_{(\tau_1, \tau_2)}}(Tm^v(a_1, a_2)) + \alpha_{\tau_1}(a_1)
= \alpha_{\tau_2}(a_2) + \alpha_{\tau_1}(a_1) - \int_0^\frac{1}{2} \langle L_{\tau_2(t)}^{-1} \tau_2'(t), L_{\tau_2(t)}^{-1} a_2(t) \rangle - \int_0^\frac{1}{2} \langle L_{\tau_1(t)}^{-1} \tau_1'(t), L_{\tau_1(t)}^{-1} a_1(t) \rangle
= \int_0^\frac{1}{2} \langle L_{\tau_2(t)}^{-1} \tau_2'(t), L_{\tau_2(t)}^{-1} a_2(t) \rangle + \int_0^\frac{1}{2} \langle L_{\tau_1(t)}^{-1} \tau_1'(t), L_{\tau_1(t)}^{-1} a_1(t) \rangle = 0.
\]

In order to verify the first equality in the middle row, we need to make explicit computations of the differentials. We start by computing \( \delta^h \alpha \in \Omega^1(\mathcal{G}_{1,2}) \). Since \( \mathcal{G}_{1,2} = \Omega G \times \Omega G \), we pick \( \tau_1, \tau_2 \in \Omega G \) and \( a_i \in T_{\tau_i} \Omega G \). Then

\[
(\delta^h \alpha)_{(\tau_1, \tau_2)}(a_1, a_2) = \alpha_{\tau_2}(a_2) - \alpha_{\tau_1}R_{\tau_2} a_1 + L_{\tau_1} a_2 + \alpha_{\tau_1}(a_1)
= - \int_0^1 \langle L_{\tau_1(t)}^{-1} \tau_1'(t), R_{\tau_2(t)}^{-1} a_2(t) \rangle - \eta_{(\tau_1, \tau_2)}((a_1, a_2)).
\]

An easy computation shows that \( \delta^v \mathbb{T}(\Omega) = \mathbb{T}(\Omega)|_{\Omega G} \) and by Proposition \ref{prop:D.2} we get that

\[
\delta^v \mathbb{T}(\Omega)_{(\tau_1, \tau_2)}((a_1, a_2)) = \mathbb{T}(\Omega)_{(\tau_1, \tau_2)}((a_1, a_2)) = \int_0^1 \Omega_{(\tau_1, \tau_2)}((\tau'_1, \tau'_2), (a_1, a_2))
= \int_0^1 \langle L_{\tau_1(t)}^{-1} \tau_1'(t), R_{\tau_2(t)}^{-1} a_2(t) \rangle - \eta_{(\tau_1, \tau_2)}((a_1, a_2)).
\]

Hence combining \eqref{eq:5.7} and \eqref{eq:5.8}, we obtain

\[
\frac{1}{2}(\delta^v \alpha - \delta^h \mathbb{T}(\Omega)) = \eta.
\]

For the second term in the middle row, we use again the fact that \( \delta^v \mathbb{T}(\nu) = \mathbb{T}(\nu)|_{\Omega G} \), and by Lemma \ref{lem:3.14} we obtain that

\[
-\omega = -\omega^P|_{\Omega G} = \frac{1}{2}(\mathbb{T}(\Theta) - d\alpha^P)|_{\Omega G} = \frac{1}{2}(\delta^v \mathbb{T}(\Theta) - d\alpha).
\]

Finally, the equality on the last row follows directly from the properties of the transgression given in Propositions \ref{prop:D.1} and \ref{prop:D.3} and the fact that \( ev_{0,1}(\gamma) = \gamma(1) \) and \( ev_{0,2}(\gamma_1, \gamma_2) = (\gamma_1(1), \gamma_2(1)) \) and that \( D\Omega_s = 0 \). Explicitly

\[
\delta^h \mathbb{T}(\Omega) = - \mathbb{T}(\delta \Omega) = 0,
\]

\[
-\frac{1}{2} \delta^h \mathbb{T}(\Theta) - \frac{1}{2} d \mathbb{T}(\Omega) = - \frac{1}{2} \mathbb{T}(d \Omega) - \frac{1}{2} ev_1^* \Omega + \frac{1}{2} \mathbb{T}(d \Omega) = - \frac{1}{2} ev_{0,2}^* \Omega,
\]

\[
\frac{1}{2} d \mathbb{T}(\Theta) = \frac{1}{2} ev_1^* \Theta - \frac{1}{2} \mathbb{T}(d \Theta) = \frac{1}{2} ev_{0,1}^* \Theta.
\]

Therefore the two matrices coincides in all the entries, and we have proved the statement. \(\square\)
Appendix A. Sobolev spaces

Here we recall some analytic facts about Sobolev spaces used in this article (see also [29, Sect.4], [11, Sect.14]). For a finite-dimensional compact manifold $M$, possibly with boundary and corners, let $H^r(M)$ denote the order $r$ Sobolev space of functions. These functions and their weak derivatives are $L^2$-functions. The $C^\infty$ functions are dense in $H^r(M)$. The point-wise multiplication makes $H^r(M)$ a Banach algebra when $r - \frac{1}{2} \dim M > 0$ [2, Theorem 4.39]. If $Z \subset M$ is a submanifold, and $r - \frac{1}{2} \text{codim}(Z) > 0$, then the restriction of continuous functions from $M$ to $Z$ extends to a continuous linear map $H^r(M) \to H^{r - \frac{1}{2} \text{codim}(Z)}(Z)$, with a continuous right inverse.

If $N$ is another finite-dimensional manifold and $r - \frac{1}{2} \dim M > 0$, one defines spaces $\text{Hom}^r(M,N)$ of maps from $M$ to $N$ of Sobolev class $r$ by choosing local charts for $N$. In particular, if $G$ is a finite-dimensional Lie group and $r - \frac{1}{2} \dim M > 0$, then $\text{Hom}^r(M,G)$ is a Banach (even Hilbert) Lie group under point-wise multiplication [29, Sect.4].

We are particularly interested in the loop group $L^r := \text{Hom}^r(S^1,G)$ and the based loop group $\Omega^r := \{ \tau \in L^r | \tau(0) = e \}$ for a fixed $r \in \mathbb{Z} \geq 1$. In addition to the advantage of having a Banach manifold, using the version of based loops with Sobolev completion is also helpful as sometimes our construction of face or degeneracy maps via concatenation does not result in a smooth map, but instead a map in the Sobolev completion.

Given a domain $U$ in $\mathbb{R}^n$, the map sending $f \in C^\infty(U)$ to the evaluation of its $m$-th derivative $f^{(m)}(x)$ at point $x \in U$ can be extended to a bounded linear (thus smooth) map on $H^r(U)$ if $r > m$. Therefore, the de Rham differentiation operator is bounded linear (thus smooth) $H^{r+1}(U) \to H^r(U)$.

Appendix B. Universal integration $\int g_\bullet$ and truncations

Using the idea of Sullivan’s space realisation and a suitable truncation, Henriques shows in [54] a procedure to integrate a Lie $n$-algebra, i.e. an $n$-term $L_\infty$-algebra, to a Lie $n$-group\footnote{Notice that the truncation procedure creates a possible obstruction to this integration procedure. That is, although a finite dimensional Lie algebra can be always integrated to a Lie group, not every Lie $n$-algebra can be integrated to a Lie $n$-group.}. In general, the Lie $n$-groups obtained by this method are infinite dimensional. Here we recall his construction in the special case of a Lie algebra.

Let $g = (g, [\cdot, \cdot])$ be a Lie algebra and $\text{CE}(g)$ its Chavelley-Eilenberg differential complex, that is $\text{CE}(g) = \wedge^* g^*$ with differential

$$d_{\text{CE}} \xi(x_1, \ldots, x_k) = \sum_{i<j} (-1)^{i+j-1} \xi([x_i, x_j], x_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, x_k).$$

The universal object integrating it, $\int g_\bullet$, was constructed in [52, 54] in the following way (we also follow the treatment in [54, 29] of the differential structure, which is also similar to that in [19]). For any $k \in \mathbb{Z}^{>0}$ consider the standard $k$-simplex

$$\Delta^k = \{(t_0, \ldots, t_k) \in \mathbb{R}^{k+1} | \sum_{i=0}^k t_i = 1 \}.$$
Denote by $\Omega^\bullet(\Delta^k)$ subspaces of de Rham forms on $\Delta^k$ with Sobolev class $r$ (to be a Banach algebra we need $r > \frac{1}{2}k$ as in Appendix A) defined by

$$\Omega^\bullet(\Delta^k) := \{ \alpha \mid \alpha = \sum_{l=i_1<\ldots<i_k} \alpha^l dt_l \text{ where } \alpha^l \text{ is of Sobolev class } r, \text{ and } d\alpha \text{ is also in this form}\}.$$

This makes $(\Omega^\bullet(\Delta^k), d)$ into a differential graded algebra, which we abbreviate to d.g.a.. Denote by $\text{Hom}_{d.g.a.}$ the set of morphisms between d.g.a.s. Then $\text{Hom}_{d.g.a.}(\text{CE}(\mathfrak{g}), \Omega^\bullet(\Delta^k))$ carries a natural Banach manifold structure [54, Theorem 5.10]. Notice that $C^\infty$ functions do not form a Banach space, but its completion under a Sobolev norm to a Sobolev space is a Banach space.

It can be helpful to view elements in $\text{Hom}_{d.g.a.}(\text{CE}(\mathfrak{g}), \Omega^\bullet(\Delta^k))$ as Lie algebroid morphisms from $T\Delta^k$ to $\mathfrak{g}$, and we define

$$\text{Hom}_{\text{algd}}(T\Delta^k, \mathfrak{g}) := \text{Hom}_{d.g.a.}(\text{CE}(\mathfrak{g}), \Omega^\bullet(\Delta^k)).$$

More precisely, a vector bundle morphism $\psi : T\Delta^k \to \mathfrak{g}$ can be written explicitly as $\psi = \sum_{i=0}^k \psi_i dt_i$ with $\psi_i \in C^{r+1}(\Delta^k, \mathfrak{g})$. Moreover, $\psi$ defines an element in $\text{Hom}_{\text{algd}}(T\Delta^k, \mathfrak{g})$ if it is further a Lie algebroid morphism, that is it satisfies the Maurer-Cartan equation

$$\frac{d\psi_i}{dt_j} - \frac{d\psi_j}{dt_i} = [\psi_i, \psi_j], \quad \forall i, j \in \{0, \ldots, k\}.$$

The Banach manifolds $\text{Hom}_{\text{algd}}(T\Delta^\bullet, \mathfrak{g})$ form a simplicial manifold, denoted by $\int \mathfrak{g}_\bullet$ in [54], with face and degeneracy maps induced by the natural ones between $\Delta^k$ and $\Delta^{k-1}$. The simplicial manifold $\int \mathfrak{g}_\bullet$ is conjectured [53, Section 7] to be a universal integration object of $\mathfrak{g}$, i.e. the $L_\infty$-group integrating $\mathfrak{g}$, partially because its $1$-truncation is the universal [19] (connected and simply connected) Lie group $G$ integrating $\mathfrak{g}$. Moreover, $\int$ is an exact functor with respect to a class of distinguished fibrations—“quasi-split fibrations” [54, Section 9]. Such fibrations include acyclic fibrations as well as fibrations that arise in string-like extensions. In particular, $\int$ sends $L_\infty$ quasi-isomorphisms to weak equivalences, quasi-split fibrations to Kan fibrations, and preserves acyclic fibrations as well as pullbacks of acyclic/quasi-split fibrations.

Now let us give some details on truncations.

**Definition B.1.** [See e.g. [59] for the case of simplicial sets] Given a simplicial manifold $X_\bullet$, the $n$-truncation $\tau_n(X)_\bullet$ is the simplicial set defined as

$$\tau_k(X)_k = S_k, \quad \text{if } k \leq n - 1, \quad \tau_n(X)_k = X_k / \sim_{k+1}^n \quad \text{if } k \geq n,$$

where $x_k \sim_{k+1}^n x'_k$ if and only if they are simplicial homotopic relative to $(n-1)$-skeleton. In other words, $sk_{n-1}(x_k) = sk_{n-1}(x'_k)$ and $\exists x_{k+1} \in \text{hom}(\Delta[k] \times \Delta[1], X_\bullet)$ such that

$$x_{k+1} |_{sk_{n-1}(\Delta[k])} = sk_{n-1}(x_k) = sk_{n-1}(x'_k), \quad x_{k+1} |_{\Delta[k] \times 0} = x_k \quad \text{and} \quad x_{k+1} |_{\Delta[k] \times 1} = x'_k.$$

We pay special attention to the $n$-truncations for the simplicial manifold $\int \mathfrak{g}_\bullet$ when $n = 1, 2$. In this case, the homotopies that we mod out can be understood in the following way: $\psi^i \in \int \mathfrak{g}_k$ with $\psi^i |_{T\partial\Delta^k} = \psi^j |_{T\partial\Delta^k}$ for $i, j = 0, 1$ are homotopic if there exists $\Psi \in \text{Hom}_{\text{algd}}(T(\Delta^k \times I), \mathfrak{g})$ such that

$$\Psi(x, 0) = \psi^0, \quad \Psi(x, 1) = \psi^1, \quad \Psi(y, t) = \psi^0(y) = \psi^1(y) \quad \text{for } y \in sk_{n-1}\Delta^k, k \geq n.$$

Notice in particular that when $k = n$, we have $sk_{n-1}\Delta^k = \partial\Delta^k$.

---

18This means that either $\alpha$ has Sobolev class $r + 1$ or $d\alpha = 0$.

19which is only universal among Lie (1-)groups integrating $\mathfrak{g}$.
The n-truncation of an arbitrary simplicial manifold needs not be a simplicial manifold as there are quotients involved. In our concrete case, \([54]\) Theorem 7.5 implies that \(\tau(\mathcal{g})\) and \(\tau(\mathcal{g})\) are simplicial manifolds because \(\pi_2(G) = 0\) for a finite dimensional Lie group. More explicitly we have the following.

**Proposition B.2.** ([54] Example 7.2) Let \(G\) be the connected and simply connected Lie group integrating \(\mathcal{g}\). Then \(\tau(\mathcal{g}) = NG\).

**Proposition B.3** ([54]). Let \(G\) be the connected and simply connected Lie group integrating \(\mathcal{g}\). Then the Lie 2-group \(\tau(\mathcal{g})\) is equal to \(\mathcal{G}\) where \(\mathcal{G}_k = \text{Hom}_e(sk_1\Delta^k, G)\), which is the space of maps of Sobolev class \(r + 1\) sending \((0, \ldots, 0, 1) \in sk_1\Delta^k\) to \(e\). The face and degeneracy maps are those induced from the simplices.

**Proof.** The calculation is more or less done in [54] Sect.8]. We summarise here: let us denote by \(\text{Hom}_e(\Delta^k, G)\) the space of maps of Sobolev class \(r + 1\) which send \((0, \ldots, 0, 1) \in \Delta^k\) to \(e\). When \(k = 1\), we also write \(P_\varepsilon G := \text{Hom}_e(\Delta^1, G)\). Then according to [54] Example 5.5] or [19] Remark 3.8], \(\text{Hom}_\text{alg}(T\Delta^k, \mathcal{g}) = \text{Hom}_e(\Delta^k, G)\). Thus \(\int \mathcal{g} = P_\varepsilon G\).

The equivalence relation \(\sim_k\) we take in truncation is exactly the homotopy relative to the boundary in \(G\). Thus \(\mathcal{G}_k = \text{Hom}_e(sk_1\Delta^k, G)\).

**APPENDIX C. EXPLICIT FORMULAS FOR THE LIE 2-GROUP \(\mathcal{G}\).**

The tangent of the Lie 2-group \(\mathcal{G}\) is also a Lie 2-group and is given by

\[
TC = \cdots \Omega TG \Rightarrow P_{(e,0)} TG \Rightarrow pt.
\]

The 3rd level is also important and is

\[
TC_3 = \{(a_0, a_1, a_2) \in (\Omega TG)^3 \mid \text{for } t \in [0, \frac{1}{3}], a_0(t) = a_1(t), \\
a_0(t + \frac{2}{3}) = a_2(\frac{1}{3} - t), \quad a_1(t + \frac{2}{3}) = a_2(t + \frac{2}{3})\}.
\]

The face and degeneracy maps are obtained by taking variations of equations (3.4), (3.5), and (3.6). More explicitly, the faces \(Td_i : \Omega TG \to P_{(e,0)} TG\) are given by

\[
Td_0(a) = a(\frac{t}{3}), \quad Td_1(a) = a(1 - \frac{t}{3}),
\]

\[
Td_2(a) = R_{\tau(\frac{1}{3})}^{-1}a(1 + \frac{t}{3}) - L_{\tau(\frac{2}{3})}r_{\frac{1}{3}}^{-1}R_{\tau(\frac{1}{3})}^{-1}a(\frac{1}{3}).
\]

The faces \(Td_i : TC_3 \to \Omega TG\) are given by

\[
Td_i(a_0, a_1, a_2) = a_i \quad \text{for } 0 \leq i \leq 3,
\]

where

\[
a_3(t) = \begin{cases} 
R_{\tau(\frac{1}{3})}^{-1}a_0(t + \frac{1}{3}) - L_{\tau(\frac{1}{3})}r_{\frac{1}{3}}^{-1}a_0(\frac{1}{3}) & t \in [0, \frac{1}{3}], \\
R_{\tau(\frac{1}{3})}^{-1}a_2(t) - L_{\tau(\frac{1}{3})}r_{\frac{1}{3}}^{-1}a_0(\frac{1}{3}) & t \in [\frac{1}{3}, \frac{2}{3}], \\
R_{\tau(\frac{1}{3})}^{-1}a_1(\frac{2}{3} - t) - L_{\tau(\frac{1}{3})}r_{\frac{1}{3}}^{-1}a_0(\frac{1}{3}) & t \in [\frac{2}{3}, 1].
\end{cases}
\]

---

20 In fact the group structure is compatible with the vector bundle structure and hence it is more than just a Lie 2-group.
The degeneracies \( Ts_i : P_{(e,0)}TG \to \Omega TG \) are given by
\[
(C.5) \quad Ts_0(u)(t) = \begin{cases} 
  u(3t) & t \in [0, \frac{1}{3}], \\
  u(1) & t \in \left[\frac{1}{3}, \frac{2}{3}\right], \\
  u(3 - 3t) & t \in \left[\frac{2}{3}, 1\right].
\end{cases} \quad Ts_1(u)(t) = \begin{cases} 
  u(0) & t \in [0, \frac{1}{3}], \\
  u(3t - 1) & t \in \left[\frac{1}{3}, \frac{2}{3}\right], \\
  u(3 - 3t) & t \in \left[\frac{2}{3}, 1\right].
\end{cases}
\]

Here we also include a direct proof that Segal’s 2-form is multiplicative.

**Proposition C.1.** The 2-shifted 2-form \( \omega \) on \( G \), is closed, that is,
\[
d\omega = 0 \quad \text{and} \quad \delta \omega = 0.
\]

**Proof.** Since \( \omega \) is a symplectic form on \( \Omega G \) we know that \( d\omega = 0 \), so it remains to see that \( \delta \omega = 0 \). We need to compute the pullback of \( \omega \) by the face maps (3.5). Pick \( \tau \equiv (\tau_0, \tau_1, \tau_2) \in G_3 \) and \( a \equiv (a_0, a_1, a_2), b \equiv (b_0, b_1, b_2) \in T_rG_3 \) write \( \tilde{\alpha}_i(t) = L_{\tau_i(t)}^{-1} a_i(t) \) and similarly for \( b \). Then using (3.5) and (C.3) we obtain
\[
(d_i^* \omega)_\tau(a, b) = \omega_{\tau_i}(a_i, b_i) = A_i + B_i + C_i \quad \text{for } i = 0, \ldots, 3,
\]
where \( A_i \) correspond to the first third of the loop, \( B_i \) to the second third and \( C_i \) to the last third. Since \( C^\infty \) maps are dense in Sobolev space, we only need to verify our result at smooth loops. In order to compare the terms \( A_i, B_i, \) and \( C_i \) for different values of \( i \), we use (C.1) and the face maps given by (C.3). Moreover, equation (C.4) implies
\[
(C.6) \quad \begin{cases} 
  a_0(t) = R_{\tau_0(\frac{1}{3})} a_3(t - \frac{1}{3}) + L_{\tau_3(t - \frac{1}{3})} a_0(\frac{1}{3}) & t \in \left[\frac{1}{3}, \frac{2}{3}\right], \\
  a_2(t) = R_{\tau_0(\frac{1}{3})} a_3(t) + L_{\tau_3(t)} a_0(\frac{1}{3}) & t \in \left[\frac{1}{3}, \frac{2}{3}\right], \\
  a_1(t) = R_{\tau_0(\frac{1}{3})} a_3(\frac{4}{3} - t) + L_{\tau_3(\frac{4}{3} - t)} a_0(\frac{1}{3}) & t \in \left[\frac{1}{3}, \frac{2}{3}\right],
\end{cases}
\]
and the same identities holds for \( b \).

For \( i = 0 \) we see that the first term is given by
\[
A_0 = \int_0^{\frac{1}{3}} \langle \tilde{\alpha'}_0(t), \tilde{b}_0(t) \rangle dt = \int_0^{\frac{1}{3}} \langle \tilde{\alpha'}_1(t), \tilde{b}_1(t) \rangle dt = A_1,
\]
where the middle equality follows from the definition of \( T\bar{G}_3 \). The second term can be rewritten using (C.6) as
\[
B_0 = \int_{\frac{1}{3}}^{\frac{2}{3}} \langle \tilde{\alpha}'_0(t), \tilde{b}_0(t) \rangle dt = \int_{\frac{1}{3}}^{\frac{2}{3}} \langle \alpha, \beta \rangle
d\]
with
\[
\alpha = \left( L_{\tau_0(\frac{1}{3})}^{-1} R_{\tau_0(\frac{1}{3})} a_3(t - \frac{1}{3}) + L_{\tau_3(t - \frac{1}{3})} a_0(\frac{1}{3}) \right)' = Ad_{\tau_0(\frac{1}{3})}^{-1} \tilde{\alpha}_3'(t - \frac{1}{3})
\]
and
\[
\beta = L_{\tau_0(\frac{1}{3})}^{-1} R_{\tau_0(\frac{1}{3})} b_3(t - \frac{1}{3}) + L_{\tau_3(t - \frac{1}{3})} b_0(\frac{1}{3}) = Ad_{\tau_0(\frac{1}{3})}^{-1} \tilde{b}_3(t - \frac{1}{3}) + \tilde{b}_0(\frac{1}{3}).
\]
Setting \( s = t - \frac{1}{3} \), and noticing that \( \langle -, - \rangle \) is adjoint invariant, we conclude that
\[
B_0 = \int_0^{\frac{1}{3}} \langle \tilde{\alpha}'_3(s), \tilde{b}_3(s) \rangle + \langle Ad_{\tau_0(\frac{1}{3})}^{-1} \tilde{\alpha}'_3(s), \tilde{b}_0(\frac{1}{3}) \rangle ds = A_3 + \int_0^{\frac{1}{3}} \langle \tilde{\alpha}'_3(s), R_{\tau_0(\frac{1}{3})} b_0(\frac{1}{3}) \rangle ds.
\]
Finally the third term
\[
C_0 = \int_{\frac{1}{3}}^{\frac{1}{2}} \langle \tilde{\alpha}'_0(t), \tilde{b}_0(t) \rangle dt = \int_{\frac{1}{3}}^{\frac{1}{2}} \langle \tilde{\alpha}'_2(t - 1), \tilde{b}_2(1 - t) \rangle dt = - \int_0^{\frac{1}{3}} \langle \tilde{\alpha}'_2(s), \tilde{b}_2(s) \rangle ds = -A_2,
\]
Thus we may conclude that

\[ B_1 = -C_3 - \int_0^1 (\tilde{a}_3'(s), R_{\tau_0(1/3)}b_0(1/3)) ds, \]

\[ C_1 = C_2, \]

\[ B_2 = B_3 + \int_0^1 (\tilde{a}_3'(s), R_{\tau_0(1/3)}b_0(1/3)) ds. \]

Thus we may conclude that

\[ \delta \omega_\tau(a, b) = 3 \sum_{i=0}^3 (-1)^i (d_i^* \omega)_\tau(a, b) = 3 \sum_{i=0}^3 (-1)^i (A_i + B_i + C_i) = \int_0^1 (\tilde{a}_3'(s), R_{\tau_0(1/3)}w_0(1/3)) ds = 0, \]

where in the last step we are using Stokes' Theorem and the fact that \( \tilde{a}_3(0) = \tilde{a}_3(1) = 0_e. \)

\section*{Appendix D. Transgression map}

In this appendix we recollect some useful formulas for the transgression map going from \( k \)-forms on a manifold to \((k - 1)\)-forms on its path space, which should be well known to experts.

Let \( M \) be a manifold and denote by \( PM \) its path space, i.e. \( PM = \{ \gamma : [0, 1] \rightarrow M \mid \gamma \text{ of class } H_c \} \), and consider \( PM \) as a Banach manifold. The evaluation map \( ev : [0, 1] \times PM \rightarrow M, ev(t, \gamma) = \gamma(t) \) at the level of forms produces the map

\[ ev^* : \Omega^k(M) \rightarrow \Omega^k([0, 1] \times PM), \]

and since the interval has dimension 1 we can give the more explicit description

\[ \Omega^k([0, 1] \times PM) = \Omega^0([0, 1]) \otimes \Omega^k(PM) \oplus \Omega^1([0, 1]) \otimes \Omega^{k-1}(PM). \]

The \textbf{transgression map} is defined as the composition of evaluation with integration:

\[ T : \Omega^k(PM) \rightarrow \Omega^{k-1}(PM) \]

\[ \omega \rightarrow T(\omega) = \int_0^1 ev^* \omega. \]

Now we give short proofs for the properties of the transgression map that we use in the article.

\begin{proposition}
The transgression map and de Rham differential satisfy the following relation:

\[ T(d\omega) = ev_1^* \omega - ev_0^* \omega - d_{PM} T(\omega), \]

where \( ev_t(\gamma) = \gamma(t) \) for \( t \in [0, 1] \).
\end{proposition}

\begin{proof}

\[ T(d\omega) = \int_0^1 ev^* d\omega = \int_0^1 d_{[0, 1] \times PM}(ev^* \omega) = \int_0^1 d_{[0, 1]} ev^* \omega - \int_0^1 d_{PM}(ev^* \omega) = ev_1^* \omega - ev_0^* \omega - d_{PM} T(\omega), \]

where we use the decomposition (D.1) and Stokes' theorem.
\end{proof}

\begin{proposition}
In terms of vectors the transgression map has the following explicit formula:

\[ T(\omega)_{\gamma}(v_1, \ldots, v_{k-1}) = \int_0^1 \omega_{\gamma(t)}(\gamma'(t), v_1(t), \ldots, v_{k-1}(t)) dt, \]

where \( \omega \in \Omega^k(M) \) and \( v_i \in T_{\gamma} PM \).
\end{proposition}
Proof. With decomposition (D.1), we write
\[ \text{ev}^* \omega = \omega_0 \otimes \omega_k + \omega_1 \otimes \omega_{k-1}, \]
where \( \omega_k \in \Omega^k(\mathcal{P}M), \omega_{k-1} \in \Omega^{k-1}(\mathcal{P}M), \omega_1 \in \Omega^1([0,1]) \) and \( \omega_0 \in \Omega^0([0,1]) \). Then contracting with \([0,1]\) via \( \int_0^1 \), only the second term survives. Thus for tangent vectors \( x_i \in T_\gamma \mathcal{P}M, i = 1, \ldots, k-1 \), at \( \gamma \in \mathcal{P}M \), we have
\[ \int_0^1 \text{ev}^* \omega = \int_0^1 \omega_1 \otimes \omega_{k-1}(v_1, \ldots, v_{k-1}). \]

At the same time, for a tangent vector \((w, v) \in T_\gamma [0, 1] \times T_\gamma \mathcal{P}M \), we have \( T_\gamma \text{ev}(w, v) = w \gamma' + v \). This can be seen by taking a variation (a small path) \((t + w \epsilon, \gamma')\) representing \((w, v)\) (thus \( \gamma^0 = \gamma \)). Then
\[ T_\gamma \text{ev}(w, v) = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} (\gamma'(t + w \epsilon)) = \frac{d}{d\epsilon} \left|_{\epsilon=0} \gamma^0(t + w \epsilon) + \frac{d}{d\epsilon} \left|_{\epsilon=0} \gamma(t) = w \gamma'(t) + v(t). \]

Thus
\[ \text{ev}^* \omega|_{(t, \gamma)}((w_1, v_1), \ldots, (w_k, v_k)) = \omega_{\gamma(t)}(T_\gamma \text{ev}(w_1, v_1), \ldots, T_\gamma \text{ev}(w_k, v_k)) \]
\[ = \omega_{\gamma(t)}(v_1(t), \ldots, v_k(t)) + \omega_{\gamma(t)}(w_1 \gamma'(t), v_2(t), \ldots, v_k(t)) + c.p.. \]

Thus comparing with (D.3), we have \( \omega_k = \omega, \omega_0 = 1, \omega_{k-1} = \iota(\gamma)\omega, \) and \( \omega_1 = dt \). Combining with (D.4) obtains the desired formula. \( \square \)

Suppose that we have a simplicial manifold \( X_\bullet \). Then the path space \( \mathcal{P}X_\bullet \) is again a simplicial manifold given by
\[ (\mathcal{P}X)_n = P(X_n), \quad (Pd)_i(\gamma)(t) = (d_i \circ \gamma)(t), \quad \text{and} \quad (Ps)_i(\gamma)(t) = (s_i \circ \gamma)(t). \]
Appendix E. IM-form (by Florian Dorsch)

For completeness of this article, we now give proofs for some very useful statements in the unpublished lecture note [51], which are stated on page 82-83 without proof.

**Lemma E.1.** Let $\alpha_\bullet$ be a $m$-shifted 2-form on a Lie n-groupoid $X_\bullet$. Then

1. the IM-form $\lambda^{\alpha_\bullet}$ vanishes on degenerate vectors, that is, for $m \geq 1$, for any point $x \in X_0$ we have
   \[ \lambda^{\alpha_\bullet}(T_x u, w) = 0, \quad \forall u \in T_x X_{p-1}, \quad w \in T_x X_q, \quad 0 \leq i \leq p - 1. \]
   For $m = 0$, this is an empty condition.

2. if $\alpha_m$ is multiplicative, that is $\delta \alpha_m = 0$, the IM-form $\lambda^{\alpha_\bullet}$ is infinitesimally multiplicative. That is, when $m \geq 1$, for $v \in T_{p+1}(X_\bullet)$, $w \in T_q(X_\bullet)$ with $0 \leq p \leq m - 1$ and $p + q = m$, we have
   \[ \lambda^{\alpha_\bullet}(\partial v, w) + (-1)^{p+1}\lambda^{\alpha_\bullet}(v, \partial w) = 0; \]
   and when $m = 0$, for $v \in T_1(X_\bullet)$, $w \in T_0(X_\bullet) = T_0 X_0$ we have
   \[ \lambda^{\alpha_\bullet}(\partial v, w) = 0. \]
   These are equivalent to (2.6) with the correct interpretation in extreme cases of indices explained in Remark 2.15.

3. IM-forms are invariant under gauge transformation. That is, when $m \geq 1$,
   \[ \lambda^{\alpha_\bullet + D\phi_\bullet} = \lambda^{\alpha_\bullet}, \quad \text{for any (m-1)-shifted 2-form } \phi_\bullet. \]

**Proof.** (1) To show that $\lambda^{\alpha_\bullet}$ vanishes on degeneracies, it is enough to verify that
   \[ \alpha_m(Ts_{\pi(p+q-1)} \cdots Ts_{\pi(p)} Ts_i u, Ts_{\pi(p-1)} \cdots Ts_{\pi(0)} w) = 0 \]
   for all $u \in T_x X_{p-1}, \quad w \in T_x X_q$ and $s_i : X_{p-1} \to X_p, \quad 0 \leq i \leq p - 1$. We begin by making the following observation. Let
   \[ i_{p-1} > \cdots > i_j = \lambda > \cdots > i_0 \quad \text{and} \quad i_{p+q-1} > \cdots > i_{p+l} > \lambda > i_{p+l-1} > \cdots > i_p \]
   be indices such that
   \[ Ts_{i_{p-1}} \cdots Ts_{\lambda} \cdots Ts_i w \quad \text{and} \quad Ts_{i_{p+q-1}} \cdots Ts_{i_{p+l}} Ts_{i_{p+l-1}} \cdots Ts_i u \]
   are well-defined tangent vectors in $T_x X_m$. Then by simplicial identities we have
   \[ \begin{align*}
   \alpha_m(Ts_{i_{p+q-1}} \cdots Ts_{i_{p+l}} Ts_{i_{p+l-1}} \cdots Ts_i u, Ts_{i_{p-1}} \cdots Ts_{\lambda} \cdots Ts_i w) \\
   = \alpha_m(Ts_i Ts_{i_{p+q-1}} \cdots Ts_{i_{p+l-1}} \cdots Ts_i u, Ts_{i_{p-1}} \cdots Ts_{\lambda} \cdots Ts_i w) \\
   = s_\lambda \alpha_m(Ts_{i_{p+q-1}} \cdots Ts_{i_{p+l-1}} Ts_{i_{p+l}} \cdots Ts_i u, Ts_{i_{p-1}} \cdots Ts_{i_{p+l-1}} \cdots Ts_i w) \\
   = 0
   \end{align*} \]
   as $\alpha_m$ is normalized. The rest of argument is essentially put down to [E.4].

   First suppose that $i = \pi(p+j) \in \{\pi(p+q-1), \ldots, \pi(p)\}$ for $0 \leq j \leq q - 1$. Since $i = \pi(p+j) > \cdots > \pi(p)$, it follows from the simplicial identities that
   \[ Ts_{\pi(p+q-1)} \cdots Ts_{\pi(p)} Ts_i u = Ts_{\pi(p+q-1)} \cdots Ts_{\pi(p+j+1)} Ts_{\pi(p+j)} \cdots Ts_{\pi(p)} u. \]
   If $\pi(p+j+1) > i+j+1$, the index $i+j+1$ is not contained in $\{\pi(p+q-1), \ldots, \pi(p)\}$, so
   \[ i+j+1 \in \{\pi(p-1), \ldots, \pi(0)\} \]
   and (E.3) follows from (E.4). Otherwise, we distinguish between the following two cases:
a) There exists a minimal \( i \in \{ j + 2, \ldots, q - 1 \} \) such that \( \pi(p + l) > i + l \). Then \( i + l \in \{ \pi(p - 1), \ldots, \pi(0) \} \), so (E.4) applies.

b) For all \( i \in \{ q - 1, \ldots, j + 1 \} : \pi(p + l) = i + l \). Then \( p + q - 1 \geq i + q > \pi(p + q - 1) \) and \( i + q \in \{ \pi(p - 1), \ldots, \pi(0) \} \), so (E.4) applies.

Thus \( \alpha_m(Ts_{\pi(p+q-1)} \cdots Ts_{\pi(p)} Ts_i u, Ts_{\pi(p-1)} \cdots Ts_{\pi(0)} w) \) vanishes for \( i \in \{ \pi(p+q-1), \ldots, \pi(p) \} \).

The case when \( i \in \{ \pi(p-1), \ldots, \pi(0) \} \) works similarly.

We first look at the case when \( m = 0 \), and we want to prove Eq. (E.2). Since \( \alpha_* \) is multiplicative, we have

\[
0 = \delta \alpha_0(v, Ts_0 w) = \alpha_0(Td_0 v, Td_0 Ts_0 w) - \alpha_0(Td_1 v, Td_1 Ts_0 w).
\]

Since \( Td_0 v = 0 \) and \( d_1 s_0 = \text{id} \), the desired equation (E.2) is proven.

When \( m \geq 1 \), we consider the sum

\[
\sum_{\pi \in \text{Shuff}(p+1,q)} \sum_{i=0}^{m+1} (-1)^i \text{sgn}(\pi) \alpha_m(Td_i Ts_{\pi(p+q)} \cdots Ts_{\pi(p)} \cdots Ts_{\pi(0)} w)
\]

which vanishes because \( \alpha_m \) is multiplicative. We begin by showing that even

\[
\sum_{\pi \in \text{Shuff}(p+1,q)} \text{sgn}(\pi) \alpha_m(Td_i Ts_{\pi(p+q)} \cdots Ts_{\pi(p)} \cdots Ts_{\pi(0)} w) = 0
\]

for \( i \in \{0, \ldots, m\} \). For a fixed \( i \in \{0, \ldots, m\} \) and a shuffle \( \pi \in \text{Shuff}(p+1,q) \), the index \( i \) either lies in \( \{ \pi(p+q), \ldots, \pi(p+1) \} \) or in \( \{ \pi(p), \ldots, \pi(0) \} \). First, consider the case \( i = \pi(p+1+j) \in \{ \pi(p+q), \ldots, \pi(p+1) \} \). From the simplicial identities, it follows that

\[
T_d T_s_{\pi(p+q)} \cdots T_s_{\pi(p+1)} = T_s_{\pi(p+q)-1} \cdots T_s_{\pi(p+1+j)+1} T_s_{\pi(p+j)} T_s_{\pi(p+1)} u.
\]

Similarly, we have

\[
(E.5) \quad T_d T_s_{\pi(p)} \cdots T_s_{\pi(0)} w = \begin{cases}
T_s_{\pi(p)} \cdots T_s_{\pi(0)} T_{d_{i-(p+1)}} w, & \text{if } i > 1 + \pi(p), \\
T_s_{\pi(p)-1} \cdots T_s_{\pi(0)} T_d w, & \text{if } i < \pi(0), \\
T_s_{\pi(p)-1} \cdots T_s_{\pi(l+1)-1} T_s_{\pi(l)} \cdots T_s_{\pi(0)} T_{d_{i-(l+1)}} w, & \text{if } \pi(l+1) > i > \pi(l) + 1 \text{ for } l \in \{0, \ldots, p-1\}, \\
T_s_{\pi(p)-1} \cdots T_s_{\pi(l+1)-1} T_s_{\pi(l-1)} \cdots T_s_{\pi(0)} w, & \text{if } i = 1 + \pi(l) \text{ for } l \in \{0, \ldots, p\}.
\end{cases}
\]

We consider in each different situation:

a) if \( i > 1 + \pi(p) \) then \( i - (p+1) \leq p + q - (p+1) = q - 1 \), so \( T_{d_{i-(p+1)}} w = 0 \) and (**) vanishes,

b) if \( i < \pi(0) \) then \( i \leq p + q - (p+1) = q - 1 \), so \( T_d w = 0 \) and (**) vanishes,

c) if \( \pi(l+1) > i > \pi(l) + 1 \) for \( l \in \{0, \ldots, p-1\} \), then \( i - (l+1) \leq q + l - (l+1) = q - 1 \), so \( T_{d_{i-(l+1)}} w = 0 \) and (**) vanishes.
Thus we are left with the last situation in (E.5). In this case, \( i = 1 + \pi(l), \ l \in \{0, \ldots, p\} \), thus we have \( \pi(l) = \pi(p + 1 + j) - 1 \). We define a new \((p + 1, q)\)-shuffle \( \tilde{\pi} \) by

\[
\tilde{\pi}(k) = \begin{cases} 
    i - 1 = \pi(l), & \text{if } k = p + 1 + j, \\
    i = \pi(p + 1 + j), & \text{if } k = l, \\
    \pi(k), & \text{otherwise},
\end{cases}
\]

which can be illustrated as

\[
\begin{pmatrix}
    0 & \ldots & 1 \\
    \pi(0) & \ldots & \pi(p + 1 + j) - 1 & \ldots & p & \ldots & p + 1 + j & \ldots & p + q
\end{pmatrix}
\]

Then clearly \( \text{sgn}(\pi) = -\text{sgn}(\tilde{\pi}) \) and

\[
\begin{align*}
Td_i T_{\pi(p)} \cdots T_{\pi(0)} w &= Td_i T_{\tilde{\pi}(p)} \cdots T_{\tilde{\pi}(0)} w, \\
Td_i T_{\pi(p+q)} \cdots T_{\pi(p+1)} v &= Td_i T_{\tilde{\pi}(p+q)} \cdots T_{\tilde{\pi}(p+1)} v.
\end{align*}
\]

Notice that terms

\[
\begin{align*}
\text{sgn}(\pi) \alpha_m Td_i T_{\pi(p+q)} \cdots T_{\pi(p+1)} v, Td_i T_{\pi(p)} \cdots T_{\pi(0)} w, \\
\text{sgn}(\tilde{\pi}) \alpha_m Td_i T_{\tilde{\pi}(p+q)} \cdots T_{\tilde{\pi}(p+1)} v, Td_i T_{\tilde{\pi}(p)} \cdots T_{\tilde{\pi}(0)} w
\end{align*}
\]

cancel with each other. The case \( i \in \{\pi(p), \ldots, \pi(0)\} \) can be treated similarly. Thus

\[
\sum_{\pi \in \text{Shuff}(p+1, q)} \text{sgn}(\pi) \alpha_m (Td_{n+1} T_{\pi(p+q)} \cdots T_{\pi(p+1)} v, Td_{n+1} T_{\pi(p)} \cdots T_{\pi(0)} w) = 0.
\]

We now distinguish between two types of \((p + 1, q)\)-shuffles: shuffles satisfying \( \pi(p + q) = m \) and shuffles satisfying \( \pi(p) = m \). There exists a 1-1 correspondence between \((p + 1, q)\)-shuffles \( \pi \) with \( \pi(p + q) = m \) and \((p + 1, q - 1)\)-shuffles \( \tau \) via \( \tau(k) = \pi(k) \) for \( k \in \{0, \ldots, p + q - 1\} \). Likewise there exists a 1-1 correspondence between \((p + 1, q)\)-shuffles \( \pi \) with \( \pi(p) = m \) and \((p, q)\)-shuffles \( \chi \) via

\[
\chi(k) = \begin{cases} 
    \pi(k) & \text{if } k \in \{0, \ldots, p - 1\}, \\
    \pi(k + 1) & \text{if } k \in \{p, \ldots, p + q - 1\}.
\end{cases}
\]

With these correspondences it follows that

\[
\begin{align*}
0 &= \sum_{\pi \in \text{Shuff}(p+1, q)} \text{sgn}(\pi) \alpha_m (Td_{m+1} T_{\pi(p+q)} \cdots T_{\pi(p+1)} v, Td_{m+1} T_{\pi(p)} \cdots T_{\pi(0)} w) \\
&= \sum_{\pi \in \text{Shuff}(p+1, q), \pi(p+q) = m} \text{sgn}(\pi) \alpha_m (T_{\pi(p+q-1)} \cdots T_{\pi(p+1)} v, T_{\pi(p)} \cdots T_{\pi(0)} Td_{q} w) \\
&\quad + \sum_{\pi \in \text{Shuff}(p+1, q), \pi(p) = m} \text{sgn}(\pi) \alpha_m (T_{\pi(p+q)} \cdots T_{\pi(p+1)} Td_{p+1} v, T_{\pi(p-1)} \cdots T_{\pi(0)} w) \\
&= (-1)^q \sum_{\tau \in \text{Shuff}(p+1, q-1)} \text{sgn}(\tau) \alpha_m (T_{\tau(p+q-1)} \cdots T_{\tau(p+1)} v, T_{\tau(p)} \cdots T_{\tau(0)} \partial w) \\
&\quad + (-1)^{p+1} \sum_{\chi \in \text{Shuff}(p, q)} \text{sgn}(\chi) (-1)^q \alpha_m (T_{\chi(p+q-1)} \cdots T_{\chi(p)} \partial v, T_{\chi(p-1)} \cdots T_{\chi(0)} w) \\
&= (-1)^q \lambda^{\alpha*(v, \partial w)} + (-1)^q (-1)^{p+1} \lambda^{\alpha*(\partial v, w)}.
\end{align*}
\]

Thus (E.1) is proven.
[3] It is enough to show that $\lambda^{D\phi\bullet}$ vanishes for any $(m-1)$-shifted form $\phi\bullet$. From [E.6] and the fact that $(D\phi)_m = \delta\phi_{m-1}$, it follows that
\[
\lambda^{D\phi\bullet}(v, w) = \lambda^{\phi\bullet}(\partial v, w) + (-1)^p \lambda^{\phi\bullet}(v, \partial w),
\]
for tangent vectors $v \in T_x X_p$, $w \in T_x X_q$, $p + q = m$, $p, q \geq 1$. The two summands on the right hand side turn out to be equal to zero: we note that $v$ for tangent vectors and the fact that $(D\phi)(3)$ It is enough to show that $\lambda\bullet \lambda\bullet = 0$. Thus $\lambda\bullet \lambda\bullet = 0$. Analogously it can be shown that $\lambda\bullet \lambda\bullet = 0$. The terms $\lambda^{D\phi\bullet}((-1)^p T_{s_{p-1}} \partial v, w)$ and $\lambda^{\phi\bullet}((-1)^p T_{s_{p-1}} \partial v, \partial w)$ are zero thanks to item [1]. Thus $\lambda^{\phi\bullet}(\partial v, w) = 0$. Analogously $\lambda^{\phi\bullet}(v, \partial w) = 0$.

It remains to be shown that $\lambda^{D\phi\bullet}(v, w) = 0$ if $v \in T_p(X\bullet)$, $w \in T_q(X\bullet)$, $p, q \in \{0, m\}$. We first consider the case $p = 0$, $q = m$. Then
\[
\lambda^{D\phi\bullet}(v, w) = \delta\phi_{m-1}(T_{s_{m-1}} \ldots T_{s_0} v, w)
\]
also
\[
= \sum_{i=0}^{m} (-1)^i \phi(T_{d_i} T_{s_{m-1}} \ldots T_{s_0} v, T_{d_i} w)
\]
also
\[
= (-1)^m \phi_{m-1}(T_{d_m} T_{s_{m-1}} \ldots T_{s_0} v, T_{d_m} w)
\]
also
\[
= \phi_{m-1}(T_{s_{m-2}} \ldots T_{s_0} v, (-1)^m T_{d_m} w) = \lambda^{\phi\bullet}(v, \partial w),
\]
which equals zero since
\[
0 = \lambda^{D\phi\bullet}(v, (-1)^m T_{s_{m-1}} \partial w) = \lambda^{\phi\bullet}(v, \partial (-1)^m T_{s_{m-1}} \partial w)
\]
also
\[
= \lambda^{\phi\bullet}(v, (-1)^m T_{d_m} (-1)^m T_{s_{m-1}} \partial w) = \lambda^{\phi\bullet}(v, \partial w),
\]
where we have used [E.7] for the first equal sign and the fact that $\lambda^{D\phi\bullet}$ vanishes on degeneracies. Analogously it can be shown that $\lambda^{D\phi\bullet} = 0$ if $p = m$ and $q = 0$. 

\[\square\]
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