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Abstract

We consider the partition function $Z_\ell(\vec{x}, 0|\vec{y}, t)$ of $\ell$ non-intersecting continuous directed polymers of length $t$ in dimension $1+1$, in a white noise environment, starting from positions $\vec{x}$ and terminating at positions $\vec{y}$. When $\ell = 1$, it is well known that for fixed $x$, the field $\log Z_1(x, 0|y, t)$ solves the Kardar-Parisi-Zhang equation and admits the Brownian motion as a stationary measure. In particular, as $t$ goes to infinity, $Z_1(x, 0|y, t)/Z_1(x, 0|0, t)$ converges to the exponential of a Brownian motion $B(y)$. In this article, we show an analogue of this result for any $\ell$. We show that $Z_\ell(\vec{x}, 0|\vec{y}, t)/Z_\ell(\vec{x}, 0|\vec{0}, t)$ converges as $t$ goes to infinity to an explicit functional $Z_{\ell}^{\text{stat}}(\vec{y})$ of $\ell$ independent Brownian motions. This functional $Z_{\ell}^{\text{stat}}(\vec{y})$ admits a simple description as the partition sum for $\ell$ non-intersecting semi-discrete polymers on $\ell$ lines. We discuss applications to the endpoints and midpoints distribution for long non-crossing polymers and derive explicit formula in the case of two polymers. To obtain these results, we show that the stationary measure of the O’Connell-Warren multilayer stochastic heat equation is given by a collection of independent Brownian motions. This in turn is shown via analogous results in a discrete setup for the so-called log-gamma polymer and exploit the connection between non-intersecting log-gamma polymers and the geometric RSK correspondence found in [1].
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Motivation. Interacting directed elastic lines in presence of quenched point disorder appear in many physical systems in dimension $d = 2 + 1$ and $d = 1 + 1$. Examples are pinned vortex phases in superconductors [2], such as the Bragg glass and the vortex glass [3], arrays of dislocation lines in solids [4], surfaces of crystals with quenched disorder [5]. In dimension $d = 1+1$ the statistical mechanics is more tractable, and experiments are possible [6, 7, 8]. One can define a phase (or counting) field and, for generic interactions between the lines, the system can be described by a Sine-Gordon model with a quenched random phase [9]. Being known as the Cardy-Ostlund model [10], it describes the classical 2D XY model with quenched random fields (and vortices excluded), and is also related to random bond 2D dimer models [11, 12, 13]. Renormalization group and numerical studies of the Cardy-Ostlund model [10] showed that
there are two phases, a high temperature rough phase and a low temperature super-rough glass phase. A particular case arises when the repulsive line interactions are replaced by non-crossing constraints. The pure system can then be modeled by free fermions \[ \text{[18, 19]} \]. In presence of space-time disorder, non-interacting fermions are also believed to belong to the universality class of the Cardy-Ostlund model \[ \text{[20, 15]} \].

In another direction, the system of non-crossing lines in a random potential was studied more directly using the replica method and the Bethe ansatz. Using a mapping of the problem onto \( U(n) \) fermions with attractive interactions \[ \text{[21]} \], the quenched-averaged free energy was calculated in \[ \text{[21]} \] from the continuation to \( n = 0 \). In \[ \text{[22, 23]} \] the mesoscopic fluctuations of the free energy were predicted using an additional effective mapping to a weakly repulsive Bose gas. Attempts to calculate the density correlations of the line lattice from the excitation spectrum of the \( U(n) \) fermions led to conflicting results \[ \text{[24, 25]} \]. More recently, the nested Bethe ansatz was used to obtain non-crossing probabilities \[ \text{[26, 27]} \] as well as the tail of the probability density function (PDF) of the free energy of \( N \) non-crossing lines \[ \text{[28]} \]. These later works are based in a large part on recent progress in the mathematical literature to describe non-crossing continuous directed polymers \[ \text{[29]} \] (see also \[ \text{[30, 31]} \]).

1 Model and main results

1.1 The directed polymer model. Before describing the aim and main results of the present paper, let us recall the model of a single directed elastic line, also called a directed polymer, in a random potential in dimension \( d = 1 + 1 \). For a polymer of length \( t \), with endpoints in \( x, y \), it is defined by the partition sum

\[
Z(x,0|y,t) = \int_{x(0)=x}^{x(t)=y} Dx(\tau) e^{-\int_0^t dt [\frac{1}{2} (\frac{dx(\tau)}{d\tau})^2 - \eta(x(\tau),\tau)]} = E \left[ e^{\int_0^t d\tau \eta(W(\tau),\tau)} \right] p_t(x,y) \tag{1}
\]

where in the last (equivalent) expression, \( p_t(x,y) = \frac{e^{-\frac{(x-y)^2}{2t}}}{\sqrt{2\pi t}} \) is the heat kernel, and the expectation \( E \) is over standard Brownian bridges \( W \), with endpoints \( W(0) = x \) and \( W(t) = y \). Here \( \eta(x,\tau) \) is a Gaussian noise, that we assume to be white in the (fictitious) time variable \( \tau \). So far, we do not make assumptions on its correlations in space, but we focus below on the case of delta correlations in space, that is \( E[\eta(x,t),\eta(x',t')] = \delta(x-x')\delta(t-t') \), which requires extra mathematical care (see Section 3). From the Feynman-Kac formula, the directed polymer partition sum \( Z = Z(x,0|y,t) \) is the solution of the stochastic heat equation (SHE) in the Itô sense

\[
\partial_t Z = \frac{1}{2} \partial_{yy} Z + \eta Z \tag{2}
\]

with initial condition \( Z(x,0|y,t=0) = \delta(y-x) \). The height field defined by (minus) the free energy of the polymer as a function of the endpoint position, that is \( h(y,t) = \log Z(y,t) \), solves \[ \text{[22]} \] the one-dimensional Kardar-Parisi-Zhang (KPZ) equation (in that case with the so-called droplet initial condition). The KPZ equation describes the stochastic growth of an interface of height \( h(y,t) \) in presence of a noise \( \eta \).

A well known property of the KPZ equation on the full line with space-time white noise \( \eta \) is that it is associated to a Brownian stationary measure. More precisely, while the global height grows linearly with time with non trivial \( t^{1/3} \) fluctuations, the height differences between any two points, will reach at large time a stationary distribution given by a Brownian motion. This was pointed out long ago \[ \text{[33, 34, 35]} \] in the physics literature. The fact that the Brownian measure is stationary is proved rigorously in \[ \text{[30]} \] (see also \[ \text{[37]} \]). In terms of directed polymers,
ratios of partition sums with different endpoints converge in the limit of very long polymers. They have the same distribution as ratios of the exponential of a Brownian motion, which we denote by $Z_1^{\text{stat}}(y) = e^{B(y)}$. More precisely,

$$\lim_{t \to +\infty} Z(x, -t|y, 0) = d Z_1^{\text{stat}}(y) = e^{B(y) - B(z)}$$

for any fixed $x$, where $B(y)$ is a standard Brownian motion (i.e. with $B(0) = 0$ and $dB(y)^2 = dy$). In [3], the limit on the left-hand-side should exist for almost every realization of the environment $\eta$, and the equality in distribution holds as a process, that is jointly in $y$ and $z$ (see [38] Theorem 1.11) for a rigorous proof of the convergence in distribution). The particular realization of $B$ depends of course in a very non-trivial way on the random potential $\eta$.

The process $Z_1^{\text{stat}}(y) = e^{B(y)}$ describes the (unnormalized) endpoint measure for very long polymers. Although it is not normalizable in the full space, we may apply an external force on the directed polymer endpoint, as can be done in experiments. Assuming the force derives from a sufficiently confining potential $U(y)$, the density of the polymer endpoint becomes proportional to $Z_1^{\text{stat}}(y)e^{-\beta U(y)}$, which is now normalizable. Similarly, the probability measure of the midpoint of a very long polymer can be read from [3] by considering $Z(x, -t|y, 0)Z(y, 0|x, t)$ for large $t$ and it is distributed as $e^{B(y) + B(y)}$, where $B$ and $B$ are two independent standard Brownian motions.

1.2 Non-intersecting directed polymers. A very natural question is to consider now $\ell$ continuum directed polymers constrained not to cross, in the same random potential $\eta$, and ask what is the stationary measure. In this paper we obtain this stationary measure for the case of space-time white noise, in a form which generalizes the result for a single polymer $\ell = 1$, depending now on $\ell$ Brownian motions. This provides information on the behavior of the endpoint probabilities of very long non-crossing polymers, as well as their midpoint probabilities, as we discuss below. The result is obtained by considering a discrete version, the log gamma polymer model, recalled below, for which we also obtain novel results. We first summarize our main results in the continuum and explain later the general idea of the method, as well as the new results in the discrete setting.

To express our result in the next subsection, leaving aside mathematical subtleties for now, let us define $Z_\ell(\vec{x}, 0|\vec{y}, t)$, the partition function of $\ell$ non intersecting continuous polymers, with starting points at $\vec{x} = (x_1 < x_2 < \cdots < x_\ell)$ and ending at $\vec{y} = (y_1 < y_2 < \cdots < y_\ell)$. It can be defined as the expectation over $\ell$ non-intersecting Brownian paths $W_j(\tau)$, $j = 1, \ldots, \ell$ starting from $W_j(0) = x_j$ and ending at $W_j(t) = y_j$,

$$Z_\ell(\vec{x}, 0|\vec{y}, t) = \det (p_t(x_i, y_j))_{i,j=1}^\ell E \left[ e^{-\int_0^t d\tau \sum_j \eta(W_j(\tau), \tau)} \right],$$

where the expectation $E$ is taken over $W_1, \ldots, W_\ell$, $\ell$ non-intersecting Brownian bridges. The first factor corresponds to the standard formula for the propagator of $\ell$ non-intersecting Brownian motions. The partition function $Z_\ell(\vec{x}, 0|\vec{y}, t)$ was considered in physics [22, 26, 28] and is given by the Karlin McGregor formula [39]

$$Z_\ell(\vec{x}, \ldots, x_{\ell}; 0|y_1, \ldots, y_{\ell}; t) = \det (Z_1(x_i, 0|y_j, t))_{i,j=1}^\ell.$$  

From a mathematical point of view, [5] can be taken as a definition of $Z_\ell$, which poses no issue even in the case of a white noise in space. The partition function $Z_\ell$ satisfies the stochastic
partial differential equation
\[ \partial_t Z_\ell = \sum_i \frac{1}{2} \partial_{y_i,y_i} Z_\ell + Z_\ell \sum_i \eta(y_i, t) \] (6)
on the Weyl chamber
\[ \mathcal{W}_\ell = \left\{ \vec{y} \in \mathbb{R}^\ell ; y_1 < y_2 < \cdots < y_\ell \right\}, \] (7)
with the boundary condition that \( Z_\ell = 0 \) whenever any \( y_j = y_{j+1} \). The formula (6) is well defined for a smooth spatial noise correlator, but there are some mathematical issues in defining the white noise limit. We refer to [30, 40, 41] for a more precise mathematical discussion on the well-posedness of such stochastic PDEs.

1.3 Main results. We can now state our main result for the continuum model described in the previous section. We find that the generalization of (5) to \( \ell \) non-crossing directed polymers is the following. For \( \vec{x}, \vec{y}, \vec{z} \in \mathcal{W}_\ell, \)
\[ \lim_{t \to +\infty} \frac{Z_\ell(\vec{x}; -t|\vec{y}, 0)}{Z_\ell(\vec{x}; -t|\vec{z}, 0)} \overset{(d)}{=} \frac{Z_\ell^{\text{stat}}(\vec{y})}{Z_\ell^{\text{stat}}(\vec{z})} \] (8)
where the partition function \( Z_\ell^{\text{stat}} \) is now defined by
\[ Z_\ell^{\text{stat}}(\vec{y}) = \int_{GT(\vec{y})} \prod_{k=1}^{\ell} \prod_{i=1}^{k} e^{B_{\ell-k+1}(z_i^k) - B_{\ell-k+1}(z_{i-1}^{k+1})} \prod_{k=1}^{\ell-1} \prod_{i=1}^{k} dz_i^k, \] (9)
where the \( B_k(z), k = 1, \ldots, \ell \) are \( \ell \) independent standard Brownian motions (we will assume for convenience that \( B_k(0) = 0 \), although it does not matter since \( \eta \) only involves increments of the Brownian motions). We use the convention that \( z_i^k = 0 \) for \( 0 \leq k \leq \ell \), and the integration is performed on the interlaced set of \( \ell(\ell - 1)/2 \) independent auxiliary variables (which form a Gelfand-Tsetlin pattern)
\[ GT(\vec{y}) = \{(z_i^k)_{1 \leq i \leq \ell} : z_i^k \leq z_i^{k+1} \text{ for } 1 \leq i \leq k \leq \ell - 1, \text{ and } z_i^\ell = y_i \text{ for } 1 \leq i \leq \ell \}. \] (10)
Note that for any \( x \leq y_1, \)
\[ Z_\ell^{\text{stat}}(\vec{y}) = e^{\sum_{i=1}^{\ell} B_i(x)} Z_\ell^{\text{stat}}(\vec{y} - x\vec{1}). \] (11)

Remark 1.1. We expect that as \( t \) goes to infinity,
\[ \frac{Z_\ell(\vec{x}; -t|\vec{y}, 0)}{Z_\ell(\vec{x}; -t|\vec{z}, 0)} \overset{(d)}{=} \frac{Z_\ell^{\text{stat}}(\vec{y})}{Z_\ell^{\text{stat}}(\vec{z})} \] (12)
holds not only for fixed \( \vec{y} \) and \( \vec{z} \), but as long as \( |y_i - z_j| \ll t^{2/3} \) for all \( 1 \leq i, j \leq \ell \).

1.4 Outline. In the remainder of this Section, we discuss a graphical interpretation of the quantity \( Z_\ell^{\text{stat}}(\vec{y}) \) that we can view as the partition function of an ensemble of semi-discrete directed polymers. We also discuss generalizations of our main result [1] and applications to the midpoint and the endpoint distribution of \( n \) non-intersecting polymers.

In Section 2 we consider a special exactly solvable model of discrete directed polymers on the \( \mathbb{Z}^2 \) lattice (originally introduced in [12]) with inverse gamma distributed weights. We state and prove a discrete analogue of our main result using a connection, developed in [1], between polymer partition functions and the geometric RSK correspondence. Then, in Section 3 we
take the continuous limit of the results from Section 2 to derive our main result 8 and the other results given below in Section 1. We provide actually two routes leading to the same result: in the first derivation, we start finding the (simpler) stationary measure of an object called the multilayer stochastic heat equation introduced in [30] (Section 3.2). We then deduce the stationary measure of the stochastic PDE 6 using a remarkable relation from [30] between the partition functions of non-intersecting polymers with distinct endpoints and the multilayer stochastic heat equation. In the second derivation, we do not appeal to [30] but use a discrete analogue of 8, and we take a scaling limit.

1.5 Graphical interpretation, generalizations and applications.

1.5.1 Graphical interpretation. For ℓ = 2 one has, with z = z^1_1 and y_1 < y_2

$$Z_2^{\text{stat}}(y_1, y_2) = e^{B_1(y_1)+B_1(y_2)} \int_{y_1}^{y_2} dz e^{-B_1(z)+B_2(z)},$$

which can be seen as the partition function of two non-intersecting semi-discrete polymers as shown in Fig. 1. The polymer paths live on two horizontal lines. The two polymers start at the horizontal coordinate 0, and end on the second line at horizontal coordinates y_1 and y_2 respectively. The energy collected by a given polymer path is the sum of increments of two independent standard Brownian motions B_1 and B_2 along each horizontal line.

For ℓ = 3 and for y_1 < y_2 < y_3 one has

$$Z_3^{\text{stat}}(y_1, y_2, y_3) = e^{B_1(y_1)+B_1(y_2)+B_1(y_3)}$$

$$\times \int_{y_1 < z^1_1 < y_2 < z^2_2 < y_3} d^2 z_1 d^2 z_2 e^{B_2(z^2_2)-B_1(z^1_1)+B_2(z^2_2)-B_1(z^1_1)} \int_{z^1_1 < z^1_2 < z^2_2} d^2 z_1 e^{B_3(z^2_2)-B_2(z^1_1)}. (14)$$

This can also be interpreted as the partition function of three non-intersecting semi-discrete polymers as shown in Fig. 1 (right).

More generally, for any ℓ, Z_ℓ^{\text{stat}}(y) is the partition function of ℓ non-intersecting semi-discrete polymers on ℓ horizontal lines, indexed from top to bottom, weighted by independent standard Brownian motions B_1, ..., B_ℓ. The polymer paths all start from the horizontal coordinate 0, and end on the first line at locations y_1, ..., y_ℓ. Such a semi-discrete polymer model has been well-studied, starting from [33], and is generally referred to as the O'Connell-Yor polymer model. In earlier references, consideration was restricted to the case where semi-discrete non-intersecting polymers arrive all at the same point. It seems remarkable that partition functions of the semi-discrete O'Connell-Yor polymer describe the stationary measure of non-intersecting Brownian polymers.

Note that we have represented in Fig. 1 the case where all y_i > 0 but this is sufficient, since the origin can be chosen arbitrarily far to the left, as it cancels in the partition function ratio.

Since, as we just discussed, Z_ℓ^{\text{stat}}(y) can be seen as the partition function of ℓ non-intersecting polymers, the Karlin-McGregor formula yields the alternative formula

$$Z_ℓ^{\text{stat}}(y) = \det \left(Z^{\text{OY}}([0, i]|(y_j, 1))\right)_{1 \leq i, j \leq ℓ}, (15)$$

where Z^{\text{OY}}([0, i]|(y, 1)) is the partition function for a single semi-discrete polymer starting from horizontal coordinate 0 on the i-th line (lines are indexed from top to bottom) and ending on the first line at horizontal coordinate y (see Section 3.4 below for more details about the semi-discrete O'Connell-Yor polymer mode, see in particular [33] for an explicit expression defining Z^{\text{OY}}([0, i]|(y_j, 1)).
1.5.2 Generalizations. We may consider the case when both endpoints and starting points vary. In that case, we obtain
\[
\lim_{t \to +\infty} \frac{Z_\ell(\vec{x}; -t|\vec{y}, 0)}{Z_\ell(\vec{r}; -t|\vec{z}, 0)} = \frac{Z_\ell^{\text{stat}}(\vec{y}) Z_\ell^{\text{stat}}(\vec{x})}{Z_\ell^{\text{stat}}(\vec{z}) Z_\ell^{\text{stat}}(\vec{r})},
\]
where \(Z_\ell^{\text{stat}}\) is defined with respect to Brownian motions \(B_1, \ldots, B_\ell\) and \(\hat{Z}_\ell^{\text{stat}}\) is defined with respect to another independent set of Brownian motions \(\tilde{B}_1, \ldots, \tilde{B}_\ell\).

Remark 1.2. The quantity \(Z_\ell^{\text{stat}}\) defined in \(9\) satisfies a surprising identity. For any realization of the Brownian motions \(B_1, \ldots, B_\ell\), \(Z_\ell^{\text{stat}}\) remains unchanged if we replace the Brownian motions \(B_1, \ldots, B_\ell\) by a family of processes \(\hat{W}B_1, \ldots, \hat{W}B_\ell\) built from the Brownian motions \(B_1, \ldots, B_\ell\) (this process is called the melon of the Brownian motions \(B_1, \ldots, B_\ell\) in \(44\), where a similar invariance plays a crucial role in the construction of the Airy sheet). We explain the details of this construction in Section \(3.6\), based on results from \(45\). Remarkably, the distribution of the process \((\hat{W}B_1, \ldots, \hat{W}B_\ell)\) converges at large scale to non-intersecting Brownian motions, that is to a GUE Dyson Brownian motion \((\Lambda_1(y), \ldots, \Lambda_\ell(y))\). It remains to be seen whether these observations can help analyzing the distribution of \(Z_\ell^{\text{stat}}\).

1.5.3 Limits. There are two natural limits of the stationary partition function \(Z_\ell^{\text{stat}}(\vec{y})\) to consider, corresponding respectively to its short distance behavior (dense limit) and its large distance behavior (dilute limit).

Consider the short distance limit where all the \(y_j\) are almost equal, \(y_j \approx y\). In that case one can approximate all the Brownian motions \(B_i(z_i)\) in \(9\) by \(B_i(y)\), and one gets
\[
Z_\ell^{\text{stat}}(\vec{y}) \approx \prod_{i=1}^{\ell} \frac{e^{B_i(y)}}{(i-1)!} \Delta(\vec{y})
\]
\(^1\)when all drifts are identical, \(a_i = a\), this can be deduced by taking a continuous limit of the results in Section

Figure 1: The partition function \(Z_\ell^{\text{stat}}(\vec{y})\) defined in \(9\) can be interpreted as the partition sum of non-crossing semi-discrete polymers. We have depicted the case \(\ell = 2\) (left) and \(\ell = 3\) (right).
where $\Delta(y) := \prod_{i<j}(y_j - y_i)$, as easily obtained from (13) using (11) and the fact that $Z^{\text{OV}}([0,1]|((y_1 - y_1,1)) \simeq \frac{(y_i-y_1)^{t-1}}{(y_i+y_1)^{t-1}}$. The Vandermonde determinant $\Delta(y)$ is indeed the equilibrium measure for $t$ non-crossing Brownian motions (i.e., directed polymers in the absence of random potential). Equivalently, the Vandermonde is a harmonic function for the Laplacian with vanishing boundary condition on the border of the Weyl chamber $W_t$.

Consider now the large distance limit, that is the case where all $y_i - y_j \gg 1$. The integrals of exponentials in (9) are dominated by the maximum over the Gelfand-Tsetlin pattern. More precisely one has

$$\lim_{x \to \infty} \frac{1}{\sqrt{x}} \log Z^{\text{stat}}_t(x\vec{y}) = \sup_{z \in \mathcal{GT}(y)} \left\{ \sum_{k=1}^t \sum_{i=1}^k B_{t-k+1}(z^k) \right\},$$

(19)

### 1.5.4 The case of two non-intersecting polymers

When $t = 2$, (9) can be rewritten as, see (13)

$$Z^{\text{stat}}_2((y_1, y_2)) = e^{B_1(y_1)+B_2(y_1)}Z^{\text{OV}}([0,2]|((y_1,2),((y_2,2))$$

(20)

where $Z^{\text{OV}}((y_1,2)|(y_2,1))$ is, again, a semi-discrete polymer partition function (see Fig. 11 (left)). The random variable $B_1(y_1) + B_2(y_1)$ is independent from $Z^{\text{OV}}((y_1,2)|(y_2,1))$, whose distribution depends only on the difference $y_2 - y_1$, that is

$$Z^{\text{OV}}((y_1,2)|(y_2,1)) \overset{(d)}{=} Z^{\text{OV}}([0,2]|(y_2 - y_1,1).$$

(21)

The law of $Z^{\text{OV}}([0,2]|(y_2 - y_1,1))$ is known very explicitly, its Laplace transform and its density are given respectively in Corollary 4.2 and in Theorem 5.1 of [16]. This allows to obtain the law of $Z^{\text{stat}}_2((y_1, y_2))$. Moreover the multipoint correlations of $Z^{\text{OV}}([0,2]|(y_1))$ are also known [29, Section 5.2.2]. At large distance (dilute limit), one has

$$\lim_{x \to \infty} \frac{1}{\sqrt{x}} \log Z^{\text{stat}}_2(x y_1, x y_2) \overset{(d)}{=} B_1(y_2) + B_1(y_1) + \max_{z \in [y_1, y_2]} \{B_2(z) - B_1(z)\},$$

(22)

where $B_1$ and $B_2$ are independent Brownian motions. As a process in $y_2$, for fixed $y_1$, it is also equal in law to

$$B_1(y_1) + B_2(y_1) + \Lambda_1(y_2 - y_1)$$

(23)

where $\Lambda_1(y)$ is independent of $B_1, B_2(y_1)$ and has the distribution of the largest eigenvalue of the GUE(2) Dyson Brownian motion (see [30] for a precise definition). This can be seen as the zero-temperature limit of (20). In Section 1.7 below, we give an application of (20) where some explicit calculations are possible.

**Remark 1.3.** The stochastic heat equation (2) on $\mathbb{R}^+$ also admits stationary distributions, studied in [47] (see also [15]), depending on two parameters, the boundary parameter $u$ and the drift at infinity $-v$. Denoting by $Z^{\text{hs}}$ the solution in the case of Dirichlet boundary conditions (which corresponds to $u \to +\infty$ in [47]) and droplet initial condition ($v = +\infty$) $Z^{\text{hs}}(x,0|y,t = 0) = \delta(y-x)$, the associated stationary measure for the polymer partition function in half space is given by an O’Connell-Yor polymer partition function (this can be seen from Eq. (34) in [47]). In particular, using the relation (20) we obtain that

$$\lim_{t \to +\infty} \frac{Z^{\text{hs}}(x,-t|y_0,0)}{Z^{\text{hs}}(x,-t|z,0)} \overset{(d)}{=} \frac{Z^{\text{stat}}(0,y_0)}{Z^{\text{stat}}(0,z)}$$

(24)

Hence there is a relation between the steady-state of the partition function of a single polymer in a half-space and the steady-state of the partition function of two non-intersecting polymers.
Figure 2: Left: Midpoint distribution of $\ell$ non-intersecting polymers of length $2t$. Right: Endpoint distribution of $\ell$ non-intersecting polymers in a confining potential. It can also be seen as the midpoint distribution for polymers which in the lower (dotted) region are non-intersecting and in a white noise environment, while in the upper (shaded) region there is no noise and they are simply Brownian paths (with or without the non-crossing constraint).

in full space. Moreover, for $v < 0$, $Z_2^{\text{stat}}(0, y; v, -v)$ (recall that $Z_2^{\text{stat}}(\vec{y}; \vec{a})$ was defined in Section 1.5.2) is also a stationary measure (with drift $-v$) for the polymer partition function in half space and Dirichlet boundary condition (see Eq. (35) in [47]). We conjecture that for $x = -vt$,

$$\lim_{t \to +\infty} \frac{Z_{\text{hs}}^t(x, -t|y, 0)}{Z_{\text{hs}}^t(x, -t|z, 0)} \overset{(d)}{=} \frac{Z_2^{\text{stat}}(0, y; v, -v)}{Z_2^{\text{stat}}(0, z; v, -v)}.$$  \hfill (25)

1.6 Midpoint. Consider $\ell$ very long non-crossing polymers and the positions of their midpoints $y_1, \ldots, y_\ell$ (see Figure 2). The stationary partition sum for the midpoints is simply the product

$$Z_\ell^{\text{midpoint}}(\vec{y}) := Z_\ell^{\text{stat}}(\vec{y}) \tilde{Z}_\ell^{\text{stat}}(\vec{y})$$ \hfill (26)

where $Z_\ell^{\text{stat}}(\vec{y})$ is given by formula (9) and $\tilde{Z}_\ell^{\text{stat}}(\vec{y})$ is given by the same formula with the set of $B_j(x)$ are replaced by an independent set of Brownian motions $\tilde{B}_j(x)$. A graphical description is given for $\ell = 3$ in Fig. 3 (left).

More precisely one has

$$\lim_{t \to +\infty} \frac{Z_\ell(x; -t|\vec{y}; 0)Z_\ell(\vec{y}; 0|\vec{x}'; t)}{Z_\ell(x; -t|\vec{z}; 0)Z_\ell(\vec{z}; 0|\vec{x}'; t)} \overset{(d)}{=} \frac{Z_\ell^{\text{stat}}(\vec{y}) \tilde{Z}_\ell^{\text{stat}}(\vec{y})}{Z_\ell^{\text{stat}}(\vec{z}) \tilde{Z}_\ell^{\text{stat}}(\vec{z})}.$$ \hfill (27)

Note that the ratio $\frac{\tilde{Z}_\ell^{\text{stat}}(\vec{y})}{\tilde{Z}_\ell^{\text{stat}}(\vec{z})}$ has the same law as $\frac{Z_\ell^{\text{stat}}(x-y_\ell, \ldots, x-y_1)}{Z_\ell^{\text{stat}}(x-z_\ell, \ldots, x-z_1)}$, where $x > y_\ell$. Thus, the limit (27) can also be described by the ratios of the partition function

$$\tilde{Z}_\ell^{\text{midpoint}}(\vec{y}) := Z_\ell^{\text{stat}}(y_1, \ldots, y_\ell) \tilde{Z}_\ell^{\text{stat}}(x - y_\ell, \ldots, x - y_1).$$ \hfill (28)

This partition function has another graphical interpretation, see Fig. 3 (right), where $\vec{y}$ represents the positions of the midpoints of $\ell$ non intersecting semi-discrete polymers. We can view
Figure 3: Left: Graphical interpretation of the partition function $Z_{\text{midpoint}}$ defined in (26), which is proportional to the probability density of the midpoints of $\ell$ non-intersecting polymers. Right: Graphical interpretation of the partition function $\tilde{Z}_{\text{midpoint}}$ defined in (28), which is proportional to the probability density of the midpoints of $\ell$ non-intersecting polymers.

$\tilde{Z}_{\text{midpoint}}(\vec{y})$ as proportional to the probability density of the midpoints for $\ell$ very long non-intersecting polymers. The normalization of this probability measure (restricting $\vec{y} \in [0, x]^\ell$) is given by

$$\int_{\mathbb{W}_{\ell} \cap [0,x]^\ell} Z_{\ell}^\text{midpoint} d\vec{y} = \det \left( Z_{\ell}^{OY}([0,i])|(x,j-\ell) \right)_{i,j=1}^\ell,$$  

where we recall that $\mathbb{W}_{\ell}$ was defined in (7) and $Z_{\ell}^{OY}$ is the partition function of a single semi-discrete polymer defined in (85) (the lines of the O’Connell-Yor polymer are here indexed by integers $\{1-\ell, 2-\ell, \ldots, \ell-1, \ell\}$).

1.7 Applications to normalized endpoint distributions. As is the case for $\ell = 1$, the partition sum $Z_{\ell}^\text{stat}(\vec{y})$ grows unboundedly at large $\vec{y}$ and cannot be normalized on the whole line $\mathbb{R}^\ell$. To define normalized stationary endpoint probabilities, i.e. for very long non-crossing polymers one could consider the system in a restricted geometry (such as a circle, or in presence of walls) but then the stationary measure is different and dependent on the boundaries. There are still however some interesting observables related to the endpoint probabilities of $\ell$ non-crossing polymers which one can define from our present result, leaving their detailed study for the future.

Conditional probability in a fixed interval. One can study the endpoint probability conditioned to the event that all $\ell$ polymers belong to some fixed interval $[0,L]$. It reads

$$\mathbb{P} (\vec{y} \in E | \vec{y} \in [0,L]) = \frac{\int_{\mathbb{W}_{\ell} \cap [0,L]^\ell} d\vec{y} Z_{\ell}^\text{stat}(\vec{y})}{\int_{\mathbb{W}_{\ell} \cap [0,L]^\ell} d\vec{y} Z_{\ell}^\text{stat}(\vec{y})}.$$  

(30)

Polymers with endpoints submitted to a potential. It is possible to consider a model where the polymer endpoints are submitted to an additional potential, that we denote $V(\vec{y})$. It can result from interactions between the endpoints, or from an external potential acting on each endpoint $V(\vec{y}) = \sum_i v(y_i)$. An experimental example of the latter is a tunnelling microscope tip acting on the endpoint of vortex lines [49]. If $V(\vec{y})$ is globally confining, with associated
equilibrium Gibbs measure $e^{-V(y)}$, it leads to a normalizable endpoint probability for $\ell$ non-crossing very long polymers

$$P(\bar{y}) = \frac{Z_{\ell}^{stat}(\bar{y})e^{-V(\bar{y})}}{\int_{y_{\ell}} d\bar{z} Z_{\ell}^{stat}(\bar{z}) e^{-V(\bar{z})}}$$  \hspace{1cm} (31)$$

We assume here that $V(\bar{y})$ grows faster than $\sqrt{|\bar{y}|}$.

One realization which does not involve explicitly an additional potential, is to consider the midpoint of $\ell$ non-crossing directed polymers in the case where there is no disorder on the top part (assumed here to be of length $T$), and all points equal (within $\epsilon$) at the final time (see Figure 2). In that case

$$e^{-V(\bar{y})} \to \Delta^{\beta}(\bar{y})e^{-\bar{y}^2/(4T)}$$  \hspace{1cm} (32)$$

where $\beta = 1, 0$ depending whether one enforces or not the non-crossing constraint in the top part. The Vandermonde determinant $\Delta(\bar{y})$ results from the non-crossing constraint. Note that now the normalization integral is convergent and finite.

**Two non-crossing polymers in an atypical direction.** Consider again the partition sum of two non-crossing polymers $Z_{\ell}^{stat}(y_1, y_2; a, a)$ with drifts $a_i = -b$ with $b > 0$. We are interested in the PDF, $P(y)$, of the distance $y = y_2 - y_1$ between the two endpoints, in the stationary state. It can be written as

$$P(y) = \frac{Z(y)}{\int_{y_{\ell}}^{+\infty} dy Z(y)} , \quad Z(y) := Z_{\ell}^{stat}(0, y; -b, -b) = Z^{OY}((0, 2)|(y, 1))$$  \hspace{1cm} (33)$$

Note that the dependence in $y_1$ alone cancels (i.e. $y_1$ can be set to zero). In the second formula we have used (21), where now in the OY partition sum the two Brownians have drifts $-b$. As in (17) $P(y)$ is also the PDF of the distance at time zero of the endpoints of two very long polymers starting both at $-bt$ at time $-t$. It is equivalent to conditioning the two polymers such that the first one (hence both) ends in an atypical direction with space time slope $b = x/t$. The nice observation is that upon this conditioning the partition sum $Z(y)$ can be normalized, i.e. the second polymer is then bound to the first one.

We can compute the thermal cumulants of $y$ as follows. Let us define

$$Z(\alpha) = \int_{0}^{+\infty} dy Z(y)e^{-\alpha y}$$  \hspace{1cm} (34)$$

Then the thermal cumulants are given as $(y^p)_c = (-1)^p \partial^p_\alpha \log Z(\alpha)|_{\alpha=0}$. It turns out that the full PDF of $Z(\alpha)$ can be obtained from known formula for the OY point to line problem. Using Theorem 3 in [50] (setting $n = 2$ there) one finds that

$$Z(\alpha) = 2W_{11}(W_{12} + W_{21})$$  \hspace{1cm} (35)$$

where the $W_{11}, W_{12}, W_{21}$ are three i.i.d inverse gamma random variables Gamma$^{-1}(2\alpha + 2b)$ with rate unity. Using that Gamma$(c_1, 1) + $Gamma$(c_2, 1) \xrightarrow{d} \text{Gamma}(c_1 + c_2, 1)$, and $\mathbb{E}[\log \text{Gamma}(c, 1)] = \Psi(c)$ (where $\Psi(z) = \partial_z \log \Gamma(z)$ is the digamma function) one finds

$$\mathbb{E}[\log Z(\alpha)] = \log 2 + \Psi(4\alpha + 4b) - 3\Psi(2\alpha + 2b)$$  \hspace{1cm} (36)$$

Hence one obtains the disorder averaged cumulants

$$\mathbb{E}[(y^p)_c] = (-2)^p (2^p \Psi_p(4b) - 3\Psi_p(2b))$$  \hspace{1cm} (37)$$
where $\Psi_p(z) = \partial_z^p \Psi(z)$ is the $p$-th derivative of the digamma function. In the limit of small $b \ll 1$ one finds

$$\mathbb{E}[\langle y \rangle] \simeq \frac{5}{4b^2}, \quad \mathbb{E}[\langle y^2 \rangle - \langle y \rangle^2] \simeq \frac{5}{2b^3}$$

(38)

and we see that the effect of thermal fluctuations, measured for instance by the ratio $\mathbb{E}[\langle y^2 \rangle - \langle y \rangle^2] / (\mathbb{E}[\langle y \rangle])^2$, become subdominant as $b \to 0$. This is expected since it corresponds to the large scale limit. Note that these calculations are very similar to the ones performed in [31] for the problem of a single polymer bound to a wall with wall parameter $u = A + \frac{1}{b} = -b < 0$. Once again we find that the two problems are close cousins.

Note that the same problem where the two polymers come from different directions, i.e. have different drifts $(a_1, a_2) = (-b_1, -b_2)$ with $b_1 > b_2$ can be treated similarly, with $W_{11} = \Gamma^{-1}(2\alpha + b_1 + b_2)$, $W_{21} = \Gamma^{-1}(2\alpha + b_1)$, $W_{12} = \Gamma^{-1}(2\alpha + b_2)$.

Limit $b \to 0$ and Dyson’s Brownian motion (DBM). In the limit $b \to 0$ one can rescale the distances as $y = \tilde{y} / b^2$. Then the variable $\tilde{y}$ is determined by

$$\tilde{y} = \arg\max_{z \in \mathbb{R}_+} (\Lambda_1(z) - z)$$

(39)

where $\Lambda_1(z)$ is the largest eigenvalue in a GUE(2) DBM. The explicit formula for the PDF $p(\tilde{y})$ of $t = \tilde{y}$ is obtained in the Appendix, see Eq. (109). From this formula one obtains for instance the behavior of the lowest moments in the limit $b \ll 1$ as

$$\mathbb{E}[\langle y \rangle] \simeq \frac{5}{4b^2}, \quad \mathbb{E}[\langle y^2 \rangle] \simeq \frac{29}{84b^4}$$

(40)

where the result for the first moment coincides with the result in [38] although it was obtained by a completely different method. One sees that the second moment diverges much faster than the thermal one at small $b$ ($O(1/b^4)$ instead as $O(1/b^3)$) consistent with the above discussion.

1.8 Method. The partition function $Z_\ell(\bar{x}, \bar{0}|\bar{y}, t)$ defined in (41) vanishes as soon as some of the $x_i$ are equal or some of the $y_i$ are equal. Let us define

$$M_\ell(t, \bar{x}, \tilde{y}) = \frac{\det (Z_1(x_i, 0|y_j, t))_{i,j=1}^\ell}{\Delta(\bar{x}) \Delta(\tilde{y})}$$

(41)

extended by continuity when some $x_i$ or $y_i$ are equal (see [30] about mathematical subtleties related to this continuous extension). When all coordinates are equal, it can be proven [30], at least for a regularized noise, that

$$M_\ell(t, x\bar{1}, y\bar{1}) = c_{\alpha}^2 \det \left( \partial_x^{\ell-1} \partial_y^{\ell-1} Z(x, 0|y, t) \right)_{i,j=1}^\ell$$

(42)

where $c_{\alpha} = 1/\prod_{j=1}^{\ell-1} j!$, and in that case, $M_\ell(t, x\bar{1}, y\bar{1})$ can be identified with the partition function for $\ell$ non-intersecting continuous directed polymer paths all starting from $x$ and all ending at $y$. The collection of random processes $(M_1(t, x\bar{1}, y\bar{1}), \ldots, M_\ell(t, x\bar{1}, y\bar{1}))$ is called the O’Connell-Warren multilayer stochastic heat equation in the mathematical literature. It was rigorously constructed in [30] through a chaos series expansion. Let us further define the ratios

$$R_\ell(t, x, y) = \frac{M_\ell(t, x\bar{1}, y\bar{1})}{M_{\ell-1}(t, x\bar{1}, y\bar{1})}$$

(43)

with the convention that $M_0 = 1$. 
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While it is obvious that for a fixed $\vec{x}$, the set of all non-intersecting partition functions
$\{M_\ell(t, \vec{x}, \vec{y})\}_{\vec{y} \in W_\ell}$ evolves in a Markovian way as $t$ increases, [30] discovered that for any fixed $\ell$, the time evolution of the much smaller set of partition functions
$\{R_1(t, x, y), R_2(t, x, y), \ldots, R_\ell(t, x, y)\}_{y \in \mathbb{R}}$, (44)
is also Markovian. In other terms, the partition functions for non-intersecting polymers ending at the same point behave in a Markovian way, which is very nontrivial. This property comes from an analogous result in the discrete setting, where the dynamics of the discrete analogue of (44) are known as the geometric RSK algorithm, and related to the log-gamma discrete directed polymer model [1], see Section 2.2 below. These discrete Markovian dynamics are perfectly explicit and a family of invariant measures is described in [1]. In Section 2, we interpret these results in terms of partition functions for non-intersecting log-gamma directed polymers. In particular, we define a variant of the log-gamma directed polymer model such that ratios of partition functions for non-intersecting polymers are stationary, i.e. their distribution is invariant with respect to shifting the terminal points. Going to the continuous limit, as we explain in Section 3, we deduce that the process (44) admits a family of invariant measures given by the exponentials of $\ell$ independent standard Brownian motions with equal drift (see more details in Section 3.2). Then, we deduce our main result (8) from two different methods:

1. Using an explicit relation obtained in [30] expressing partition functions for non-intersecting continuous polymers with distinct endpoints $M_\ell(t, \vec{x}_1, \vec{y})$ in terms of partition functions for non-intersecting polymers with coinciding endpoints, that is in terms of the $R_j(x, 0|y, t)$ for $y \in \mathbb{R}$ and $j \leq \ell$.

2. Alternatively, we show that we may also obtain a discrete analogue of (8) (see Proposition 2.6). Going to the continuous limit (see Section 3.5), this allows to determine the invariant measures of the Markov process $t \mapsto \{M_\ell(t, \vec{x}, \vec{y})\}_{\vec{y} \in W_\ell}$ from which we deduce (8).

Remark 1.4. For fixed $t$, the process (44) has the same distribution as the so-called KPZ line ensemble introduced in [52]. Indeed, [53] proved the convergence of partition functions of non-intersecting semi-discrete O’Connell-Yor polymers to the multilayer O’Connell-Warren process, which allowed to prove that the O’Connell-Warren multilayer SHE at a given time is given by the KPZ line ensemble. The invariant measure of the O’Connell-Warren process that we find in this paper is consistent with the Gibbs property of the KPZ line ensemble (a specific Gibbs resampling property which implies local Brownianity of the stochastic processes (44)). In particular, the prediction from Remark 1.1 could also be deduced from the convergence of the KPZ line ensemble to the Airy line ensemble [54] at large scale and the locally Brownian nature of the Airy line ensemble (which is a consequence of the Brownian Gibbs property satisfied by the Airy line ensemble).
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2 A stationary model for non-intersecting log-gamma polymers

The aim of this Section is to obtain discrete analogues of (8) and (9).
2.1 Preliminary notations. For a discrete polymer model on $\mathbb{Z}^2$ with Boltzmann weights $w_{i,j}$ we define the partition function as usual by

$$Z_{1}[x|y] = \sum_{\pi: x \rightarrow y} \prod_{(i,j) \in \pi} w_{i,j} \quad (45)$$

where the sum runs over upright paths $\pi$ in $\mathbb{Z}^2$ from $x$ to $y$. We also define the partition function

$$Z_{\ell}[x_1,\ldots,x_\ell|y_1,\ldots,y_\ell] = \sum_{\pi_1,\ldots,\pi_\ell} \prod_{k=1}^{\ell} \prod_{(i,j) \in \pi_k} w_{i,j}, \quad (46)$$

where the sum runs over $\ell$-tuples of non-intersecting polymers paths $\pi_i$ ($1 \leq i \leq \ell$) in $\mathbb{Z}^2$ joining the points $x_i$ to $y_i$. By the Lindström-Gessel-Viennot/Karlin-McGregor lemma, $Z_{\ell}$ can be computed as a determinant of single polymer partition functions:

$$Z_{\ell}[x_1,\ldots,x_\ell|y_1,\ldots,y_\ell] = \det (Z_{1}[x_i|y_j])_{i,j=1}^\ell. \quad (47)$$

2.2 The geometric RSK correspondence and polymer partition functions. In this section we will discuss the evolution of the partition function for $\ell$ non-intersecting polymers, starting close to $(1,1)$ and arriving close to $(n,m)$, as the point $(n,m)$ varies. It will be convenient to use the shorthand notation

$$Z_{\ell}(n,m) = \sum_{\pi} \prod_{r=1}^{\ell} \prod_{(i,j) \in \pi_r} w_{i,j}, \quad (48)$$

where the sum runs over $\ell$-tuples $\pi = (\pi_1, \ldots, \pi_\ell)$ of non-intersecting upright paths so that $\pi_r$ joins $(1,r)$ to $(n,m+r-\ell)$. In particular,

$$Z_{\ell}(n,m) = \det (Z_{1}(1,i)|\{n,m+j-\ell\})_{i,j=1}^\ell. \quad (49)$$

Following [1], we also define variables $z_{m,\ell}(n)$ such that

$$Z_{\ell}(n,m) = z_{m,1}(n) \cdots z_{m,\ell}(n). \quad (50)$$

In other terms, $z_{m,1}(n) = Z_{1}(n,m)$ and for $\ell \geq 2$, $z_{m,\ell}(n) = Z_{\ell}(n,m)/Z_{\ell-1}(n,m)$.

**Proposition 2.1** ([1 Proposition 2.5]). Fix some integer $M$ (it will correspond to the maximal vertical coordinate, i.e. $1 \leq m \leq M$). The array of numbers $(z_{m,\ell}(n))_{1 \leq \ell \leq m \leq M}$ evolves as follows as $n$ is increased. At each step, the recurrence involves an auxiliary array of numbers $a_{m,\ell}$. Given $(z_{m,\ell}(n-1))_{1 \leq \ell \leq m \leq M}$, one constructs $z_{m,\ell}(n)$ for increasing values of $\ell$ using the recurrence

\[
\begin{align*}
    a_{m,1} &= w_{n,m} & \text{for } 1 \leq m \leq M \\
    a_{m+1,\ell+1} &= a_{m+1,\ell} \frac{z_{m+1,\ell}(n-1)z_{m,\ell}(n)}{z_{m+1,\ell}(n)z_{m,\ell}(n-1)} & \text{for } 1 \leq \ell \leq m < M \\
    z_{m,\ell}(n) &= a_{m,\ell} \cdot (z_{m,\ell}(n-1) + z_{m-1,\ell}(n)) & \text{for } 1 \leq \ell < m \leq M \\
    z_{m,m}(n) &= a_{m,m} \cdot z_{m,m}(n-1) & \text{for } 1 \leq m \leq M.
\end{align*}
\]
The recursion (51) is one of the definitions of the so-called geometric Robinson-Schensted-Knuth (RSK) correspondence. The usual RSK correspondence is a bijection between matrices of non-negative integers and couples of semi-standard Young tableaux of the same shape, related to the representation theory of the symmetric group, whose definition is not important for our purposes, although we point out that it is known to be related to zero temperature models of directed polymers [55]. A variant of the RSK correspondence, which can be thought of as a positive temperature analogue, was introduced by Kirillov [56] and is now referred to as the geometric RSK correspondence (see also [57, 1]). This is a bijection between matrices of positive reals \((w_{i,j})_{1 \leq i \leq n, 1 \leq j \leq M}\) and couples of arrays of positive real numbers \(z = (z_{m,\ell}(n))_{1 \leq \ell \leq m \leq M}\) and \(\tilde{z} = (\tilde{z}_{m,\ell}(M))_{1 \leq \ell \leq m \leq n}\). Under this bijection, the array \(z\) is precisely defined by the recurrence relation (51) while the array \(\tilde{z}\) can be defined by similar recurrence relations, essentially exchanging the roles of rows and columns, and we will not need it.

The crucial fact that we will use below in order to find stationary non-intersecting polymer partition function is that the partition function \(Z_1(n,m)\) satisfies a recurrence relation (51c), which takes a very similar form for any \(\ell\) (recall that \(\ell\) correspond to the number of non-intersecting paths). For \(\ell = 1\), this relation is trivial, it is equivalent to

\[
Z_1(n,m) = w_{n,m}(Z_1(n-1,m) + Z_1(n,m-1)).
\] (52)

However, for \(\ell > 1\), the relation (51c) is not obvious at all.

2.3 Invariant measure for geometric RSK dynamics. In this section, we will assume that the weights \(w_{i,j}\) are distributed as \(w_{i,j} \sim \text{Gamma}^{-1}(\gamma_{i,j})\) and \(\gamma_{i,j} = \alpha_i + \beta_j > 0\). For any \(\gamma > 0\), we denote by \(\Gamma^{-1}(\gamma)\) the inverse gamma distribution with shape parameter \(\gamma\) (and scale parameter 1). The corresponding directed polymer model was first introduced in [12], in the case where \(\gamma_{i,j}\) are all identical, and in [1] in the general case. Let us define ratios of partition functions \(u\) (horizontal ratios) and \(v\) (vertical ratios) by

\[
v_{m,\ell}(n) = \frac{z_{m,\ell}(n)}{z_{m-1,\ell}(n)} \quad \text{and} \quad u_{m,\ell}(n) = \frac{z_{m,\ell}(n)}{z_{m,\ell}(n-1)}.\] (53)

For \(\ell = 1\) these ratios were denoted \(U, V\) in [12]. The reason why this model was introduced in [12] is that one can find a stationary version of (52) in the sense that if one imposes some special distribution on \(Z_1(n,1)\) and \(Z_1(1,m)\), i.e. on the boundaries of the quadrant \(\mathbb{Z}^2_{>0}\), then all the \(u\) and \(v\) increment ratios will have the same distribution for any \(n, m\) in the quadrant. This is based on the following property of Gamma random variables.

**Lemma 2.2** ([12 Lemma 3.2]). Let \(U, V, w\) be independent random variables. Let

\[
U' = w \left(1 + \frac{U}{V}\right), \quad V' = w \left(1 + \frac{V}{U}\right), \quad w' = \left(1 + \frac{1}{U} + \frac{1}{V}\right)^{-1}.
\] (54)

If for some \(\alpha > 0\) and \(\theta \in (-\alpha, \alpha)\), \(U \sim \Gamma^{-1}(\alpha + \theta)\), \(V \sim \Gamma^{-1}(\alpha - \theta)\), \(w \sim \Gamma^{-1}(2\alpha)\), then the triples \((U, V, w)\) and \((U', V', w')\) have the same distribution.

For \(\ell = 1\), the recurrence relation (51) along with the definition of increment ratios (53) imply that

\[
u_{m,1}(n) = w_{n,m}\left(1 + \frac{u_{m-1,1}(n)}{v_{m,1}(n-1)}\right), \quad v_{m,1}(n) = w_{n,m}\left(1 + \frac{v_{m,1}(n-1)}{u_{m-1,1}(n)}\right).
\] (55)
These relation have exactly the same form as in Lemma 2.2. This imply that if for \( m = 1 \) and for \( n = 1 \), the ratios \( u, v \) are independent and distributed as \( u \sim \text{Gamma}^{-1}(\alpha + \theta) \), \( v \sim \text{Gamma}^{-1}(\alpha - \theta) \), then this will be the case for all \( n, m \).

More generally, using \((51)\), for any \( \ell \), the ratios \( u, v \) satisfy

\[
\begin{align*}
    u_{m,\ell}(n) &= a_{m,\ell} \left( 1 + \frac{u_{m-1,\ell}(n)}{v_{m,\ell}(n-1)} \right), \\
    v_{m,\ell}(n) &= a_{m,\ell} \left( 1 + \frac{v_{m,\ell}(n-1)}{u_{m-1,\ell}(n)} \right),
\end{align*}
\]

where the \( a_{m,\ell} \) are defined in \((51)\). If one can impose that these coefficients \( a_{m,\ell} \) are independent and inverse gamma distributed, then we will obtain stationary distributions of increment ratios \( u_{m,\ell}(n), v_{m,\ell}(n) \) for any \( \ell \). This is indeed possible, and it was noticed in \([1]\). The following proposition summarizes the consequences.

**Proposition 2.3** (\([1]\) Theorem 3.10). Assume that the array \( z(n) \) evolves according to the recurrence \((51)\). Let \( \ell \geq 1 \) and assume \( \beta_1 < \beta_2 < \cdots < \beta_k < \min\{\beta_{k+1}, \beta_{k+2}, \ldots\} \).

Then the process \( \mathbf{v}(n) = (v_{m,\ell})_{1 \leq \ell \leq k, m \geq 1} \) has an invariant distribution where the variables \( v_{m,\ell} \) are independent with marginal distributions \( v_{m,\ell} \sim \text{Gamma}^{-1}(\beta_m - \beta_\ell) \). Moreover, if the process \( \mathbf{v}(n) = (v_{m,\ell})_{1 \leq \ell \leq k, m \geq 1} \) is started with this distribution when \( n = 1 \), then the variables

\[
\{v_{m,\ell}(N) : 1 \leq \ell \leq j, \ell < m \leq M\} \cup \{u_{M,\ell}(n) : 1 \leq n \leq N, 1 \leq \ell \leq j\}
\]

are independent with marginals \( v_{m,\ell}(n) \sim \text{Gamma}^{-1}(\beta_m - \beta_\ell) \) and \( u_{M,\ell}(n) \sim \text{Gamma}^{-1}(\alpha_n + \beta_\ell) \). This also implies that along any down-right path in the \( \mathbb{Z}_{\geq 0}^2 \) lattice, the \( u, v \) increment ratios are all independent, for \( 1 \leq \ell \leq k \) and \( n, m \) along the down-right path, with marginals \( v_{m,\ell}(n) \sim \text{Gamma}^{-1}(\beta_m - \beta_\ell) \) and \( u_{m,\ell}(n) \sim \text{Gamma}^{-1}(\alpha_n + \beta_\ell) \).

Since the evolution of the process \( z(n) \) was introduced in \((51)\) to describe the evolution of partition functions of non-intersecting polymers (as the horizontal coordinate \( n \) of arrival points increases), it is natural to ask whether the invariant measure in Proposition 2.3 can be seen as ratios of partition functions of some polymer model with a certain distribution of weights. It is not clear to us if this can be done in general, but we will see in the next section that it will be possible in a certain limiting sense.

### 2.4 Stationary non-intersecting log-gamma polymers

Using Proposition 2.3, we will define a stationary log-gamma polymer model for each integer \( k \geq 1 \). When \( k = 1 \), the model will be exactly Seppäläinen’s stationary model from \([12]\). For \( k > 1 \), the model will be such that the distribution of \( Z_\ell \) for \( 1 \leq \ell \leq k \) is stationary (in the sense that the \( u \) and \( v \) increment ratios have the same distribution anywhere in the lattice). Recall the definition of the partition function \((40)\).

**Definition 2.4**. Fix \( k \geq 1 \) and \( 0 < \lambda < \theta \). Let us define independent weights \( w_{i,j} \) such that

\[
w_{i,j} \sim \begin{cases} 
1 & \text{if } 1 \leq i, j \leq k, \\
\text{Gamma}^{-1}(\lambda) & \text{if } i > k, j \leq k, \\
\text{Gamma}^{-1}(\theta - \lambda) & \text{if } i \leq k, j > k, \\
\text{Gamma}^{-1}(\theta) & \text{if } i, j > k.
\end{cases}
\]

We define partition functions \( Z^\text{stat}_\ell(n, m) \) for \( 1 \leq \ell \leq k \) as follows.

\[
Z^\text{stat}_\ell(n, m) = Z_\ell \left[(1, 1), \ldots, (1, \ell)\right](n, m), (n, m - 1), \ldots, (n, m - \ell + 1),
\]

\[\tag{58}\]
Figure 4: The partition function $Z_{\ell}^{\mathrm{stat}}(n, m)$ is the sum of paths as shown in the figure. Here we have set $k = 4$, $\ell = 3$, $n = m = 12$. Points in the gray area have weight 1. Points in the blue (resp. red) area have weights distributed as $\text{Gamma}^{-1}(\theta - \lambda)$ (resp. $\text{Gamma}^{-1}(\lambda)$). All other weights have weights distributed as $\text{Gamma}^{-1}(\theta)$. In the triangular region with a darker gray shade, all vertices must belong to a path.

where we impose the extra condition that the $\ell$ non-intersecting polymers go through coordinates $(k - \ell + 1, k), (k - \ell + 2, k - 1), \ldots, (k, k - \ell + 1)$, and all vertices in the triangle formed by the points $((k - \ell + 1, k)), (k, k - \ell + 1)$ and $(k, k)$ must belong to a path (see Fig. 4). We will call bottom-left packed such path configurations. This condition that paths are bottom-left packed is equivalent to imposing that paths go through a maximal amount of points inside the $k \times k$ bottom left corner. We will see why this condition is needed below.

As in (50), we define $z_{m,1}^{\mathrm{stat}}(n) = Z_{1}^{\mathrm{stat}}(n, m)$ and for $\ell \geq 2$, $z_{m,\ell}^{\mathrm{stat}}(n) = Z_{\ell}^{\mathrm{stat}}(n, m)/Z_{\ell-1}^{\mathrm{stat}}(n, m)$, so that

$$Z_{\ell}^{\mathrm{stat}}(n, m) = z_{m,1}^{\mathrm{stat}}(n) \ldots z_{m,\ell}^{\mathrm{stat}}(n).$$

(59)

We also define horizontal/vertical increments ratios as usual by

$$u_{\ell}^{\mathrm{stat}}(n, m) = \frac{z_{m,1}^{\mathrm{stat}}(n, m)}{z_{m,1}^{\mathrm{stat}}(n - 1, m)}, \quad v_{\ell}^{\mathrm{stat}}(n, m) = \frac{z_{m,1}^{\mathrm{stat}}(n, m)}{z_{m,1}^{\mathrm{stat}}(n, m - 1)}$$

(60)

**Proposition 2.5.** Fix any down-right path in the quadrant $\mathbb{Z}_{>0}^2$. The increments ratios $u_{\ell}^{\mathrm{stat}}(n, m)$ and $v_{\ell}^{\mathrm{stat}}(n, m)$ along that down-right path are all independent for $1 \leq \ell \leq k$, and distributed as $u_{\ell}^{\mathrm{stat}} \sim \text{Gamma}^{-1}(\lambda), \quad v_{\ell}^{\mathrm{stat}} \sim \text{Gamma}^{-1}(\theta - \lambda).

**Proof.** Let us consider the log-gamma polymer model as in the previous section where $w_{i,j} \sim \text{Gamma}^{-1}(\alpha_i + \beta_j)$. Let us set $\alpha_i = \beta_j = i \varepsilon$ for $1 \leq i \leq k$, $\alpha_i = \lambda$ for $i > k$, and $\beta_j = \theta - \lambda$ for $j > k$ and call $Z_{\ell}^{\varepsilon-\text{stat}}$ the partition functions as defined in (48). On the one hand, we claim that as $\varepsilon$ goes to zero, for $n, m > k$, we have the convergence in distribution

$$\varepsilon^{(2k-\ell)} \prod_{i=1}^{\ell} \frac{(2k-i+1)!}{i!} Z_{\ell}^{\varepsilon-\text{stat}}(n, m) \xrightarrow{\varepsilon \to 0} Z_{\ell}^{\text{stat}}(n, m),$$

(61)
Figure 5: The partition function $Z_{\text{stat}}^\ell(p, m)$ is the sum of paths as shown in the figure. Here we have set $p = (4, 8, 11)$, $k = 4$, $\ell = 3$, $m = 7$. Points in various colors have the same weights as in Figure 4. In the triangular region with a darker gray shade, all vertices must belong to one path. Here, by convention, path start from $(1, 1), \ldots, (\ell, 1)$, although they could start anywhere in the gray region provided the gray triangle is full, since the weights there are equal to 1.

where $Z_{\text{stat}}^\ell(n, m)$ is defined in (68). Indeed, it is clear that outside of the $k \times k$ bottom-left corner, the distribution of weights in $Z_{\varepsilon}^{\ell-\text{stat}}(n, m)$ converges to the distribution of weights in $Z_{\text{stat}}^\ell(n, m)$. In the the $k \times k$ bottom-left corner, the weights in $Z_{\varepsilon}^{\ell-\text{stat}}(n, m)$ are however diverging, but one has that $\epsilon(i + j)w_{i,j}$ converges to 1. As $\epsilon$ goes to zero, the sum over all non-intersecting paths in $Z_{\varepsilon}^{\ell-\text{stat}}(n, m)$ can be approximated by the sum over non-intersecting paths that collect a maximal number of diverging weights $w_{i,j}$ for $1 \leq i, j \leq k$. This is why we had imposed the condition that paths are bottom-left packed in the definition of $Z_{\text{stat}}^\ell(n, m)$ above. Moreover, the prefactor in (61) is the correct factor to normalize the diverging weights (it does not depend on the choice of paths, as long as paths collect a maximal number diverging weights in the $k \times k$ bottom-left corner).

On the other hand, we may use Proposition 2.3 in the quadrant $Z_{\geq k}^2$. Along the $k$th row, if we restrict the partition function $Z_{\varepsilon}^{\ell-\text{stat}}$ to a sum over paths that collect a maximal number of diverging weights, the distribution of $u$ ratios is such that $u_{k,\ell}(k) \sim \text{Gamma}^{-1}(\lambda + (k - \ell + 1)\epsilon)$ (for $n > k$). Similarly, we find that the distribution of $v$ ratios along the $k$-th column is such that $v_{m,\ell}(k) \sim \text{Gamma}^{-1}(\theta - \lambda + (k - \ell + 1)\epsilon)$ (for $m > k$). This distribution of $v$ ratios is not exactly the one that is stationary according to Proposition 2.3, however, they become identical as $\epsilon$ go to zero. This implies that along any down right path in the quadrant $Z_{\geq k}^2$, and up to a $O(\epsilon)$ error, the distribution of $u, v$ ratios for the partition function $Z_{\varepsilon}^{\ell-\text{stat}}$ is the same as in the statement of Proposition 2.3. Finally, (61) implies that the $u, v$ ratios of $Z_{\varepsilon}^{\ell-\text{stat}}$ and $Z_{\text{stat}}^\ell$ have the same distribution as $\epsilon$ goes to zero, which implies the statement of the Proposition.

Now, fix some $k \geq 1$. For a family of integers $k \leq p_1 < \cdots < p_\ell$, we will define the partition function (slightly overloading notation)

$$Z_{\varepsilon}^{\ell}(p, m) = Z_{\ell}((1,1), \ldots, (\ell, 1)| (p_1, m), \ldots, (p_\ell, m))$$ (62)

where the weights have been chosen as in the stationary partition function, i.e. as in (67), and the paths must satisfy the same conditions as in Definition 58 (see Fig. 5). Note that the starting points of polymers are now $(1,1), \ldots, (\ell, 1)$ instead of $(1,1), \ldots, (1, \ell)$ as in (58). This has no influence on the partition function, since all weights of the form $(i, j)$ with $i + j \leq \ell + 1$ must belong to a path in both cases, due to the non-intersection condition.
Figure 6: The ratio of partition functions (63) have the same distribution as the partition function shown in the picture, which corresponds to the case $m = k$. Here we have set $p = (7, 12, 16)$, $k = 4$, $\ell = 3$. Since the weights in the gray region have weight 1, the paths may start from the vertices $(k, k)$, $\ldots$, $(k, 1)$ as in the definition of the partition function $Z[(k, k), \ldots, (k, 1)]|\{(p_1, k), \ldots, (p_\ell, k)\}$ in (64).

**Proposition 2.6.** Fix $k \geq 1$. The family of partition function ratios

$$\left\{ \frac{Z_{\ell}^{\text{stat}}(p, m)}{Z_{\ell}^{\text{stat}}(\delta, m)} \right\}_{1 \leq \ell \leq k, p_1 < \cdots < p_\ell} \tag{63}$$

where $\delta = (1, 2, \ldots, k)$, has a joint distribution which does not depend on $m$ for $m \geq k$. In particular,

$$\frac{Z_{\ell}^{\text{stat}}(p, m)}{Z_{\ell}^{\text{stat}}(\delta, m)} \overset{(d)}{=} Z[(k, k), \ldots, (k, k-\ell+1)]|(p_1, k), \ldots, (p_\ell, k)], \tag{64}$$

where the partition function $Z$ is defined with respect to weights which are i.i.d. and Gamma$^{-1}(\lambda)$ distributed (see Fig. 7).

**Proof.** Fixed $m \geq k$ and consider the model $Z^{\text{stat}}$, as in the proof of Proposition 2.5. For any $p$, the partition function $Z^{\text{stat}}_{\ell}(p, m)$ can be written as a deterministic function of the family of partition functions $\{Z^{\text{stat}}_{\ell}(n, m)\}_{n \geq \ell}$. The specific relation is a bit involved, and it is given explicitly as Theorem 1.1 in [45]. What matters to us here is that this property implies in turn that the ratios (63) can be written as functions of ratios of the form $Z^{\text{stat}}_{\ell}(n_1, m)/Z^{\text{stat}}_{\ell}(n_2, m)$. By Proposition 2.6, the joint distribution of the latter partition function ratios does not depend on $m$. Thus, the joint distribution of the ratios (63) does not depend on $m$ neither.

**Remark 2.1.** In [47], stationary measures for the (single polymer) partition function of the log-gamma polymer in a half-quadrant was obtained using the symmetry of its distribution with respect to permuting inhomogeneity parameters. A similar argument can be carried out in the present context. Indeed, in the partition function $Z^{\text{stat}}_{\ell}(n, m)$ introduced in the proof of Proposition 2.5, one may exchange the order of parameters $\alpha_i, \beta_j$ without changing the distribution of $Z^{\text{stat}}_{\ell}(n, m)$ (this is a consequence of more general results from [58]). In particular, exchanging the parameters $\{\beta_i\}_{1 \leq i \leq k}$ with parameters $\{\beta_{m-k+i}\}_{1 \leq i \leq k}$ would yield another proof of Proposition 2.6 without appealing to Proposition 2.3 (which comes from properties of the RSK algorithm studied in [1]).

**2.5 Interpretation in terms of very long polymers.** The distribution of ratios of partition functions observed in stationary models are the same as the ratios that arise in models with homogeneous parameters for very long polymers (for the case of single polymers, this was rigorously proved in [54]).
Let us start with the case $\ell = 1$. We know that if for all $i, j > 1$, $w_{i,j} \sim \text{Gamma}^{-1}(\theta - \lambda)$ and $w_{1,j} \sim \text{Gamma}^{-1}(\theta - \lambda)$, $w_{i,1} \sim \text{Gamma}^{-1}(\lambda)$, the ratios of partition functions are given by $u \sim \text{Gamma}^{-1}(\lambda)$, $v \sim \text{Gamma}^{-1}(\theta - \lambda)$ [12]. The same distribution of ratios is obtained in a model with homogeneous weights $w_{i,j} \sim \text{Gamma}^{-1}(\theta)$ (where $i, j \in \mathbb{Z}$) if the starting point is sent to $\infty$ in the direction [59, Theorem 4.1]

$$- (\Psi_1(\theta - \lambda), \Psi_1(\lambda)). \quad (65)$$

More concretely, let us consider a polymer model as in Section 2.1 with weights $w_{i,j} \sim \text{Gamma}^{-1}(\theta)$ for any $i, j \in \mathbb{Z}$ and recall that we denote its partition function by $Z_i[x|y]$. Let us also consider the stationary model from Definition 2.4 with homogeneous weights $w \sim u\Gamma$. The distribution of increment ratios in Section 1.3, from the results about the log-gamma polymer obtained in Section 2.

$$u \sim u\Gamma \quad (\text{where } u \sim u\Gamma)$$

This can be also interpreted using the fact that in the partition function $Z_i[x|y]$, the first row at a location such that the detaching point and the arrival point form an angle as

$$\text{Remark 2.2.} \quad \text{This can be also interpreted using the fact that in the partition function } Z_i^{\text{stat}}(n, m), \text{ if one sends parameter } (n, m) \text{ to } \infty \text{ in the direction } (\Psi_1(\theta - \lambda), \Psi_1(\lambda)), \text{ a simple computation, using the known explicit value of the free energy, shows that the optimal path will detach from the first row at a location such that the detaching point and the arrival point form an angle as defined by the vector } (65). \text{ See similar arguments in [60, 58, 61].}$$

More generally, for several non-intersecting polymers, starting at positions

$$x_\ell = (-N\Psi_1(\theta - \lambda_\ell) + 1, -N\Psi_1(\lambda_\ell) + \ell), \quad 1 \leq \ell \leq k, \quad (68)$$

we may define ratios $u_{m,\ell}(n), v_{m,\ell}(n)$ (similarly as before) by

$$u_{m,1}(n) \ldots u_{m,\ell}(n) = \frac{Z[x_1, \ldots, x_\ell|(n, m - \ell + 1), \ldots, (n, m)]}{Z[x_1, \ldots, x_\ell|(n - 1, m - \ell + 1), \ldots, (n - 1, m)]} \quad (69)$$

$$v_{m,1}(n) \ldots v_{m,\ell}(n) = \frac{Z[x_1, \ldots, x_\ell|(n, m - \ell + 1), \ldots, (n, m)]}{Z[x_1, \ldots, x_\ell|(n, m - \ell), \ldots, (n - 1, m - 1)]} \quad (70)$$

Then as $N$ goes to infinity, we expect that the increment ratios will be distributed as

$$u_{m,\ell}(n) \sim \text{Gamma}^{-1}(\lambda), \quad v_{m,\ell}(n) \sim \text{Gamma}^{-1}(\theta - \lambda), \quad (71)$$

and all independent for $1 \leq \ell \leq k$ and $(n, m)$ varying along a downright path in the lattice.

3 KPZ limit

In this Section, we will take a discrete to continuous limit to deduce our main results, stated in Section 1.3 from the results about the log-gamma polymer obtained in Section 2.
3.1 Convergence of discrete (non-intersecting) directed polymers to continuous limits. Discrete directed polymers such as discussed in Section 2 converge to the KPZ equation as the temperature parameter \( \theta \) goes to \( \infty \) simultaneously with the length of the polymer paths. This was first proved in [62] for directed polymer models with general weight distribution, under mild assumptions. The specific case of the log-gamma directed polymer was discussed in [40], where it is also proved that partition function for non-intersecting discrete polymers converge to the O’Connell-Warren multilayer stochastic heat equation (see more details below). This convergence has been reused in many works to deduce results about the KPZ equation from results about the log-gamma polymer. Hence, we will simply state the needed convergence results, adopting notations close to [63, 64, 48].

Let us start with the case \( \ell = 1 \). Consider a discrete polymer model as in Section 2.1 with i.i.d. weights distributed as \( w_{i,j} \sim \text{Gamma}^{-1}(\theta) \). As \( \mathbb{E}[w_{i,j}] = \frac{1}{\theta - 1} \), we will let \( \theta = 1 + 2\sqrt{n} \) and multiply all weights by \( \sqrt{n} \) to normalize their expectation to \( 1/2 \). Then, we need to scale appropriately the starting and ending points so that discrete up-right paths become Brownian paths. Hence, for \( s < t \) and \( x, y \in \mathbb{R} \), we scale the starting and ending points as

\[
x^{(n)}(i) = (1 + sn/2 + x \sqrt{n}, 1 + sn/2), \quad y^{(n)}(i) = (tn/2 + y \sqrt{n}, tn/2),
\]

and denote by \( L(x^{(n)}, y^{(n)}) = 1 + (t - s)n + (y - x)\sqrt{n} \) the number of vertices along a lattice path from \( x^{(n)} \) to \( y^{(n)} \). Then we have the convergence in distribution

\[
\frac{\sqrt{n}L(x^{(n)}, y^{(n)})}{\mathbb{Z}[x^{(n)} | y^{(n)}]} \xrightarrow{n \to \infty} Z(x, s | y, t)
\]

(73)

where \( Z(x, s | y, t) \) is defined in [11]. Such convergence result was initially obtained in [62].

Assume now that \( \ell \) is arbitrary and consider \( \bar{x} = x_1 < x_2 < \cdots < x_{\ell} \) and \( \bar{y} = y_1 < y_2 < \cdots < y_{\ell} \). We scale starting and ending points as

\[
\bar{x}^{(n)}(i) = (1 + sn/2 + x_i \sqrt{n}, 1 + sn/2), \quad \bar{y}^{(n)}(i) = (tn/2 + y_i \sqrt{n}, tn/2), \quad 1 \leq i \leq \ell.
\]

(74)

Then, we have the convergence in distribution

\[
\frac{\sqrt{n}\sum_{i=1}^{\ell} L(x_i^{(n)}, y_i^{(n)})}{\mathbb{Z}[\bar{x}^{(n)}_1, \ldots, \bar{x}^{(n)}_\ell, \bar{y}^{(n)}_1, \ldots, \bar{y}^{(n)}_\ell]} \xrightarrow{n \to \infty} Z(\bar{x}, s | \bar{y}, t)
\]

(75)

where \( Z(\bar{x}, s | \bar{y}, t) \) was defined in [11]. This is simply a consequence of the convergence (73) along with the Karlin-McGregor formulas [13] and [46] (for continuous and discrete polymers respectively).

Consider now the partition function \( Z_\ell(n, m) \) defined in [48], where the \( \ell \) non-intersecting polymers start and end from neighbouring locations. It is proved in [40] Theorem 1.8] that these partition functions converge to the O’Connell-Warren multilayer stochastic heat equation. More precisely, for \( x^{(n)} = (tn/2 + \ell + x \sqrt{n}, tn/2 + \ell) \), we have the convergence in distribution

\[
\frac{\sqrt{n}L_{\ell, n}(1, \ell, x^{(n)})}{\mathbb{Z}_\ell(tn/2 + \ell + x \sqrt{n}, tn/2 + \ell)} \xrightarrow{n \to \infty} M_\ell(t, \vec{0}, x \vec{1}),
\]

(76)

where \( M_\ell(t, \vec{0}, x \vec{1}) \) was defined in Section 1.8 and also denoted \( Z_\ell(0, 0 | x, t) \). Note that we have slightly extended the result of [40] Theorem 1.8] which correspond to the case \( x = 0, t = 2 \).
3.2 Invariant measures of the O’Connell-Warren multilayer SHE. Recall the definition of ratios \( R_\ell(t, x, y) \) from (43). We will also more generally denote by \((R_\ell(y, t))_{1 \leq \ell \leq k}\) a process having the same Markovian evolution, with some unspecified initial condition. Proposition 2.4 and the convergence from (76) yield invariant measures for this Markovian evolution.

More precisely, ratios \( R_\ell(t, x, y)/R_\ell(t, x, z) \) are given by scaling limits of discrete partition function ratios

\[
\frac{Z_{\ell}(n, m)}{Z_{\ell-1}(n, m)},
\]

under the scalings given in (76). Consider now the stationary model \( Z_{\ell}^{\text{stat}}(n, m) \) from Definition 2.4. Using the definition of increment ratios (60), we may write

\[
\frac{Z_{\ell}^{\text{stat}}(tn/2 + \ell + x\sqrt{n}, tn/2 + \ell)}{Z_{\ell-1}^{\text{stat}}(tn/2 + \ell + x\sqrt{n}, tn/2 + \ell)} = \frac{Z_{\ell}^{\text{stat}}(tn/2 + \ell, tn/2 + \ell)}{Z_{\ell-1}^{\text{stat}}(tn/2 + \ell, tn/2 + \ell)} \left( \prod_{k=1}^n \frac{u_{\ell}^{\text{stat}}(tn/2 + \ell + k, tn/2 + \ell)}{u_{\ell-1}^{\text{stat}}(tn/2 + \ell + k, tn/2 + \ell)} \right).
\]

Using Proposition 2.5 we know that the \( u_{\ell}^{\text{stat}} \) variables appearing in the equation above are all independent and distributed as inverse Gamma random variables with parameter \( \lambda \). It is easy to see that, under the same scalings as in (76), a multiplicative random walks with inverse Gamma distributed increments with parameter \( \lambda \) converges to exponentials of Brownian motions with the same drift (for that one needs to scale \( \lambda \) as \( \lambda = \frac{1}{2} + \sqrt{n} - \nu \) for some constant \( \nu \in \mathbb{R} \) which will be the drift of the Brownian motions).

Hence, we obtain that if at time \( t = 0 \), \((R_\ell(y, 0))_{1 \leq \ell \leq k}\) is given by a collection of independent exponentials of Brownian motions with the same drift, then, for any time \( t > 0 \), the processes \((R_\ell(y, t)/R_\ell(0, t))_{1 \leq \ell \leq k}\) are also distributed as independent exponentials of Brownian motions with the same drift.

We expect that these invariant measures can be observed in the local fluctuations of the fields at large time. More precisely, for all \( \ell \geq 1 \), we expect that

\[
\lim_{t \to \infty} \frac{R_\ell(t, 0, y)}{R_\ell(t, 0, 0)} (d) = e^{B_\ell(y)},
\]

where the (two-sided) Brownian motions \( B_\ell(y) \) are independent and have drift 0. Moreover, we expect that the result remains true for any fixed starting points \( \vec{x} \) (not necessarily equal). In this case, the result needs to be reformulated in terms of \( M^\ell(t, \vec{x}, \vec{y}) \) and reads

\[
\lim_{t \to \infty} \frac{M^\ell(t, \vec{x}, \vec{y})}{M^\ell(t, \vec{x}, \vec{0})} (d) = e^{B_\ell(y)}. \tag{78}
\]

3.3 Partition function at arbitrary arrival points (first derivation of the main result). In this section we will establish the main result of this paper, that is equation (53). We will show that (53) can be deduced from (77) using results from [30]. For simplicity, we start with the case \( \ell = 2 \). Using [30] Proposition 6.3], we have

\[
\frac{M_2(t, (x, x), (y_1, y_2))}{M_1(t, x, y_1)M_1(t, x, y_2)} = \frac{1}{y_2 - y_1} \int_{y_1}^{y_2} M_2(t, (x, x), (z, z)) M_1(t, (x, z))^2 \, dz. \tag{79}
\]

Under the stationary measure (or, equivalently, as \( t \) goes to infinity, see (78)), we expect that for any fixed \( x \in \mathbb{R} \),

\[
\frac{M_2(t, (x, x), (z, z))}{M_1(t, x, z)} = e^{{B}_2(z)} \frac{M_2(t, (x, x), (0, 0))}{M_1(t, x, 0)} \quad \text{and} \quad M_1(t, x, z) = e^{{B}_1(z)} M_1(t, x, 0),
\]

and

\[
\frac{M_2(t, (x, x), (z, z))}{M_1(t, x, z)} = e^{{B}_2(z)} \frac{M_2(t, (x, x), (0, 0))}{M_1(t, x, 0)} \quad \text{and} \quad M_1(t, x, z) = e^{{B}_1(z)} M_1(t, x, 0),
\]
where $B_1, B_2$ are independent Brownian motions. Thus, for fixed $x$, we have the following equality in distribution between processes in variables $y_1, y_2$ with $y_1 \leq y_2$,

$$\lim_{t \to +\infty} \frac{M_2(t, (x, x), (y_1, y_2))}{M_2(t, (x, x), (0, 0))} = \frac{e^{B_1(y_1)+B_1(y_2)}}{y_2 - y_1} \int_{y_1}^{y_2} e^{B_2(z)-B_1(z)}dz. \quad (80)$$

We now turn to the general case. Using [30, Theorem 3.4], we obtain that for $y_1 \leq \ldots \leq y_t$, fixed $x \in \mathbb{R}$, $t > 0$, we have

$$M(t, x, y) = \frac{\prod_{i=1}^{\ell-1} j^!}{\Delta(y)} \prod_{i=1}^{\ell} M_1(t, x, y_i) \int_{GT(y)} \prod_{k=1}^{\ell-k} \prod_{i=1}^{\ell-k} e^{B_k(z_i^\ell-k)}dz_i^\ell-k \quad (81)$$

where $GT(y)$ is the set of vectors $z^1, z^2, \ldots, z^{\ell-1} \in \mathbb{R} \times \mathbb{R}^2 \times \ldots \times \mathbb{R}^{\ell-1}$ such that $z^1 \prec \ldots \prec z^{\ell-1} \prec \bar{y}$ (where $\prec$ means interlacing) and by convention $M_{0} = 1$. In order to match our notations with [30, Theorem 3.4] we have used the same notation for $M_n$ (at least when coordinates are distinct), and the determinant appearing in the right-hand side of (81) is denoted $\tau_n(t, x, y)$ in [30]. It seems to us that there is a minor mistake about the constants appearing in [30]: there seems to be a constant missing in [30, Eq. (39)] to ensure continuity of $M_n$, and this missing constant would also be missing in the left-hand side of [30, Theorem 3.4]. It was taken into account in the statement (81) above.

Using that under the stationary measure (or, equivalently, as starting points are sent to infinity, that is $t \to +\infty$),

$$R_k(t, x, z) = R_k(t, x, 0)e^{B_k(z)},$$

where the $B_k$ are independent Brownian motions, or equivalently writing

$$\frac{M_k(t, x, x)}{M_{k-1}(t, x, 0)} = \frac{M_k(t, x, 0)}{M_{k-1}(t, x, 0)} e^{B_k(z)},$$

we arrive at

$$\lim_{t \to +\infty} \frac{M(t, x, y)}{M(t, x, 0)} = \prod_{i=1}^{\ell-1} j! \prod_{i=1}^{\ell} e^{B_1(y_i)} \int_{GT(y)} \prod_{k=1}^{\ell-k} \prod_{i=1}^{\ell-k} e^{B_k(z_i^\ell-k)}dz_i^\ell-k \quad (82)$$

This leads to

$$Z_{\ell}^{\text{stat}}(y) = \int_{GT(y)} \prod_{k=1}^{\ell-k} \prod_{i=1}^{\ell-k} e^{B_k(z_i^\ell-k)}dz_i^\ell-k. \quad (83)$$

Reordering the products, we obtain

$$Z_{\ell}^{\text{stat}}(y) = \int_{GT(y)} \prod_{k=1}^{\ell-k} \prod_{i=1}^{\ell-k} e^{B_k(z_i^\ell-k)}dz_i^\ell-k. \quad (84)$$

as in [22].

**Remark 3.1.** Averaging (82) over the Brownian motions, we find, after simplifications valid for $0 \leq y_1 \leq \ldots \leq y_t$, that the right hand side equals $e^{\frac{1}{2} \sum_{i=1}^{\ell} y_i}$. However, it would be more interesting to perform this averaging after normalization.
Further, by the Karlin-McGregor formula, this can be rewritten as an integral over non-increasing semi-discrete paths of the exponential of the derivative of the Brownian motions, integrated along the path. We further define partition functions for \( x, i \leq \pi \) such that

\[
Z_B^B[(x, i)|\{(y, j)\}] = \int_{x=x_0}^{x_1} \cdots \int_{z_{i-j}^{i-j+1}} e^{B_x(z_i)} \prod_{r=j}^{i-1} dz_i^r. \tag{85}
\]

The partition function \( Z_B^B[(x, i)|\{(y, j)\}] \) was denoted \( Z_{\text{OY}}^B[(x, i)|\{(y, j)\}] \) in Section 1.3. It can be seen as an integral over semi-discrete up-right paths from \( (x, i) \) to \( (y, j) \) (see Fig. 7 (left)) of the exponential of the derivative of the Brownian motions, integrated along the path. We recall that the horizontal lines are indexed from top to bottom. More explicitly, it can be rewritten as an integral over non-increasing semi-discrete paths \( \pi : [x, y] \to \{j, \ldots, i\} \) such that \( \pi(x) = i, \pi(y) = j \),

\[
Z_B^B[(x, i)|\{(y, j)\}] = \int_{\pi(x)=i}^{\pi(y)=j} e^{\int_x^y dB_x(t)} D\pi. \tag{86}
\]

We further define partition functions for \( \ell \) non-intersecting paths. For \( i_1 \leq \cdots \leq i_\ell, j_1 \leq \cdots \leq j_\ell, x_1 \leq \cdots \leq x_\ell, y_1 \leq \cdots \leq y_\ell \), we define the partition function

\[
Z_B^\ell[(x_1, i_1), \ldots, (x_\ell, i_\ell)|\{(y_1, j_1), \ldots, (y_\ell, j_\ell)\}] = \int e^{\sum_{k=1}^\ell \int_{y_k}^{y_k} dB_{y_k}(t)} \prod_{k=1}^\ell D\pi_k, \tag{87}
\]

where the integration is performed over non-intersecting non-increasing semi-discrete paths \( \pi_1, \ldots, \pi_\ell \) such that \( \pi_k : [x_k, y_k] \to \{j_k, \ldots, i_k\} \) with \( \pi_k(x_k) = i_k \) and \( \pi_k(y_k) = j_k \). Hence, the partition function \( Z_{\text{stat}}^\ell(\vec{y}) \) defined in (83) can be rewritten as a partition function over \( \ell \) non-intersecting semi-discrete polymers as

\[
Z_{\text{stat}}^\ell(\vec{y}) = Z_B^B[(0, 1), \ldots, (0, \ell)|\{(y_1, 1), \ldots, (y_\ell, 1)\}]. \tag{88}
\]

Further, by the Karlin-McGregor formula, this can be rewritten as

\[
Z_{\text{stat}}^\ell(\vec{y}) = \det \left( Z_B^B[(0, i)|(y, j)] \right)_{i, j=1}^\ell. \tag{89}
\]

3.4 The O’Connell-Yor semi-discrete polymer. It will be useful to recall the definition of the O’Connell-Yor semi-discrete directed polymer. Consider independent standard Brownian motions \( B_1, B_2, \ldots \). Starting and ending point in the semi-discrete polymer will be points of the form \((x, n) \in \mathbb{R} \times \mathbb{Z}\). For real numbers \( x < y \) and integers \( i \geq j \), we define the partition function

\[
Z_B^B[(x, i)|\{(y, j)\}] = \int_{x=x_0}^{x_1} \cdots \int_{z_{i-j}^{i-j+1}} e^{B_x(z_i)} \prod_{r=j}^{i-1} dz_i^r. \tag{85}
\]

In this section, we show that we can rederive the result (8) directly from Proposition 3.5 Partition function at arbitrary arrival points (second derivation of the main result). In this Section, we show that we can rederive the result (8) directly from Proposition

![Figure 7: A graphical interpretation of the O'Connell-Yor semi-discrete polymer partition function. Left: One polymer from \((x, i)\) to \((y, j)\) with \(i = 3\) and \(j = 1\). Right: Two non-intersecting semi-discrete polymers from \((0, 2)\) to \((x, 1)\) and from \((0, 3)\) to \((x, 1)\), whose partition function equals \(\exp(\mathcal{W}B_1(x) + \mathcal{W}B_2(x))\) defined in (92).](image-url)
Consider the partition function $Z_{\ell}^\text{stat}(p,m)$ defined in \eqref{stat_partition_function}. As in Section 3.1, we scale $m = tn/2 + \ell$ and $p_i = tn/2 + x_i\sqrt{n}$. Let us first consider the initial condition. When $t = 0$, we are considering the partition function $Z_{\ell}^\text{stat}(p,\ell)$, which converges at large scale to $Z_{\ell}^\text{stat}(\vec{x})$, as defined in \eqref{convergence} (compare Figure 6 with Figure 1). Hence, using the convergence \eqref{convergence}, for arbitrary $t$, the partition function $Z_{\ell}^\text{stat}(p,m)$, under appropriate renormalization, converges (jointly in $\vec{x}$) to the process

$$
\int_{\mathcal{W}_\ell} Z_{\ell}^\text{stat}(\vec{y}) Z_t(\vec{y},0,|\vec{x},t)d\vec{y}.
$$

Then, taking the large $n$ limit in the statement of Proposition \ref{large_n_limit}, we obtain that spatial ratios of \eqref{spatial_ratios} are distributed, for any $t$, as spatial ratios of the process $Z_{\ell}^\text{stat}(\vec{y})$. Letting $t$ to infinity, this yields another derivation of \eqref{convergence}. In other terms, the process $Z_{\ell}^\text{stat}(\vec{y})$ is a stationary measure for the Markov process defined by the stochastic PDE \eqref{stochastic_PDE}. Note that we expect that there exists other stationary measures, in particular the processes $Z_{\ell}^\text{stat}(\vec{y};a)$ considered in \eqref{stationary_measures}.

### 3.6 A remarkable property of the gRSK correspondence

Given $\ell$ Brownian motions $B_1, \ldots, B_\ell$, let us define processes $WB_1(x), \ldots, WB_\ell(x)$ (we follow notations close to \cite{44, 45}) such that

$$
WB_1(x) = \log Z_{\ell}^B[(0, \ell)|(x, 1)]
$$

and for all $1 \leq k \leq \ell$,

$$
WB_1(x) + \cdots + WB_k(x) = \log Z_{\ell}^B[(0, \ell - k + 1), \ldots, (0, \ell)|(x, 1), \ldots, (x, k)].
$$

For example, $e^{WB_1(x)+WB_2(x)}$ corresponds to the partition function of two non-intersecting paths in Fig. \ref{fig:7} (right). We may now define partition functions $Z_{\ell}^{WB}$ analogous to $Z_{\ell}^B$ after replacing the Brownian motions $B_i$ by the processes $WB_i$ (see Fig. \ref{fig:8}), that is we define

$$
Z_{\ell}^{WB}[(x_1, i_1), \ldots, (x_\ell, i_\ell)|(y_1, j_1), \ldots, (y_\ell, j_\ell)] = \int e^{\sum_{k=1}^\ell \int_{x_k}^{x_{k+1}} dWB_{\pi_k(t)}(t)} \prod_{k=1}^\ell D_{\pi_k},
$$

where we integrate over non-intersecting paths exactly as in \cite{57}. We also define the short-hand notation

$$
Z_{\ell}^{WB}(\vec{y}) = Z_{\ell}^{WB}[(0, 1), \ldots, (0, \ell)|(y_1, 1), \ldots, (y_\ell, 1)].
$$

Then, we have the surprising identity

$$
Z_{\ell}^{WB}(\vec{y}) = Z_{\ell}^\text{stat}(\vec{y}).
$$

This is a consequence of \cite{45} Theorem 1.1 (after taking a straightforward limit to transform discrete polymers in semi-discrete ones). This is also a positive temperature analogue of \cite{44} Proposition 4.1. While $Z_{\ell}^\text{stat}$ is a simpler model, the partition function $Z_{\ell}^{WB}$ may be easier to understand in some cases as the geometry of optimizing paths is simpler. In particular, this observation was crucial in the rigorous construction of the Airy sheet \cite{44}. This type of identity goes back to the work of \cite{65} (see the discussion in \cite{45}).

### 3.7 Large-scale limit

In the limit where all points $y_i$ go to infinity and are well separated, we obtain an alternative expression for the partition function $Z_{\ell}^\text{stat}$ in terms of Dyson Brownian motion. First, consider the large scale limit of the process $WB_1, \ldots, WB_\ell$. As $y \to +\infty$, one knows that

$$
\left( \frac{1}{\sqrt{x}} WB_k(xy) \right)_{1 \leq k \leq \ell, y > 0} \xrightarrow{d} (\Lambda_k(y))_{1 \leq k \leq \ell, y > 0}
$$

(96)
Figure 8: The definition of the partition function $Z_{W B}(\vec{y})$ in terms of non-intersecting paths with fixed endpoints. The definition is analogous to the definition of $Z_{\text{stat}}(\vec{y})$ in Figure 1 after replacing the Brownian motions $B_1, \ldots, B_\ell$ by the processes $W B_1, \ldots, W B_\ell$ defined in (92). Surprisingly, $Z_{\text{stat}}(\vec{y})$ and $Z_{W B}(\vec{y})$ are equal (see (95)), where $\Lambda_1(y) > \Lambda_2(y) > \cdots > \Lambda_\ell(y)$ are the ordered eigenvalues of a GUE($\ell$) random matrix $H$ with measure $\sim \exp(-y^2 \text{Tr} H^2)$, and as a process in the variable $y$ perform the Dyson Brownian motion. This convergence (96) holds jointly for $1 \leq k \leq \ell$ and as a process in the variable $y$ (66) (see also [67]). It was first discovered in [68, 69] in the special case $y = 1, k = 1$. The process $\Lambda_1, \ldots, \Lambda_\ell$ can also be seen as $\ell$ Brownian motions started at $\Lambda_j(0) = 0$ and conditioned not to intersect for all $y > 0$.

Now, we consider the limit $\frac{1}{\sqrt{x}} \log Z_{\ell WB}(x\vec{y})$ as $x$ goes to infinity. We have that

$$\lim_{x \to \infty} \frac{1}{\sqrt{x}} \log Z_{\ell \text{stat}}(x\vec{y}) = \lim_{x \to \infty} \frac{1}{\sqrt{x}} \log Z_{\ell WB}(x\vec{y})$$

$$= \sup_{z \in GT(\vec{y})} \left\{ \sum_{k=1}^{\ell} \sum_{i=1}^{k} \Lambda_{\ell-k+1}(z_i^k) - \Lambda_{\ell-k+1}(z_{i-1}^{k-1}) \right\},$$

where the supremum is over Gelfand-Tsetlin patterns as defined in (10).
Appendix: Maximum and Argmax for the GUE(2) Dyson Brownian motion with drift

Let us recall that for a Brownian motion with $-1$ drift, i.e. for the process $B(t) - t$, where $B(t)$ is a standard Brownian with $B(0) = 0$, the joint PDF $p(t_m, m)$ of the maximum $m = \max_{t \geq 0} \{ B(t) - t \}$ and of the time $t_m = \arg\max_{t \geq 0} \{ B(t) - t \}$ when the maximum is achieved, is a classical result: see e.g. [70, Chapter IV, item 32] or taking the limit $T \to +\infty$ in [71] in [72, Eq. (30)]. Its Laplace transform reads

$$\int_0^{+\infty} dte^{-st-am} p(t, m) = \frac{2}{\sqrt{2s + 1 + a + 1}}, (99)$$

which leads to the PDF of the time when the maximum is achieved as

$$p(t) = \int_0^{+\infty} dm p(t, m) = \sqrt{\frac{2}{\pi t}} e^{-t/2} - \text{Erfc} \left(\sqrt{\frac{t}{2}}\right). (100)$$

We used these results recently in [51] to obtain the scaled endpoint distribution for a very long polymer in the bound phase near a wall, and near the unbinding transition (i.e. using the Brownian half-space stationary measure).

Here we will obtain the joint PDF $p(t_m, m)$ for the two analog quantities for the GUE($N$) Dyson Brownian motion, which we denote $\text{DBM}(N)$, in the simplest case of $N = 2$, i.e. with two particles. With a slight change of notations from the text, we define

$$m = \max_{t \in \mathbb{R}_+} (\Lambda_1(t) - t), \quad t_m = \arg\max_{t \in \mathbb{R}_+} (\Lambda_1(t) - t) (101)$$

where $\Lambda_1(t) > \Lambda_2(t)$ is the DBM($2$) defined in the text for $\ell = 2$ (normalized to be locally a standard Brownian motion). As discussed in Section 1.7, the marginal distribution for $t_m$ gives the scaled PDF of the distance between the endpoints of two very long non-intersecting polymers in full space, when the starting points of polymers paths are sent to infinity with a common angle $b$, in the limit of a small angle $b \to 0$. We use here an extension of the method used in [72] for the single Brownian problem. Note that some properties of the extrema of the DBM, or of non-crossing Brownians, have been studied before, see e.g. [73, 74, 75, 76], but to our knowledge the observable needed here was not studied.

Let us start by denoting $G_m(x, z, t)$ the probability density that a single Brownian with drift $-1$, i.e. the process $B(t) - t$, with $B(0) = z$, ends up at $x$ at time $t$ and remains below level $m > z$ during that time, i.e.

$$G_m(x, z, t)dx = \mathbb{P} \left( B(t) - t \in [x, x + dx] \text{ and } \max_{\tau \in [0, t]} \{ B(\tau) - \tau \} < m \big| B(0) = z \right). (102)$$

From the images method (see [72] for a simple derivation) the explicit formula is given by

$$G_m(x, z, t) = \frac{1}{\sqrt{2\pi t}} e^{-\frac{1}{2} - (x-z)} \left( e^{-\frac{(x-z)^2}{2t}} - e^{-\frac{(2m-x-z)^2}{2t}} \right). (103)$$

Let us now consider the process $\Lambda_1(t) - t > \Lambda_2(t) - t > \ldots$ i.e. the DBM($N$) to which one adds a uniform drift $-1$. Let us denote $P_m^{\text{DBM}}(\vec{x}, \vec{z}, t)$ the propagator of this process, i.e. the probability density that if it starts at $\vec{z} = (z_1 > \cdots > z_N)$, it will end up at $\vec{x} = (x_1 > \cdots > x_N)$ and will remain below level $m$ for all times up to $t$. This propagator is given by the formula

$$P_m^{\text{DBM}}(\vec{x}, \vec{z}, t) = \frac{\Delta(\vec{x})}{\Delta(\vec{z})} \det (G_m(x_i, z_j, t))_{i,j=1}^N (104)$$

26
For $m = +\infty$ this is a well known formula, and one can see that it extends in presence of a boundary and a uniform drift. Integrating over $\bar{x}$ with $x_1 > \cdots > x_N$ gives the total probability that the drifted DBM($N$) remains below level $m$. From now on we restrict to $N = 2$, but similar formulae can be derived for any $N$.

Following similar arguments as in [72] one obtains that the joint probability density $p(t_m, m)$ for the maximum and the time to the maximum is equal to the small $\epsilon$ limit

$$p(t_m, m) = \lim_{\epsilon \to 0} \frac{c}{\epsilon^2} \lim_{T \to +\infty} p(t = t_m, m, x_1 = m - \epsilon, T),$$

$$p(t, m, x_1, T) = \int_{m > y_1 > y_2} dy_1 dy_2 \int_{x_2 < x_1} dx_2 P_m^{DBM}(\bar{x}, \bar{z}, t) P_m^{DBM}(\bar{y}, \bar{x}, T - t),$$

where $c$ is a normalizing constant. The large $T$ limit exists and is finite because of the negative drift.

Let us look first at the second factor in (106). We need to perform the integral in variables $y_1 := y_1 - y_2$ and $y_{m1} := m - y_1$, each integrated over $\mathbb{R}_+$. It is convenient to observe that at large $T$, the double Laplace transform of $p$ to be equal to

Putting all together and performing the remaining integral over $x_1 > 0$, considerable simplifications occur and we finally obtain (i) the joint PDF $p(t, m)$ for the maximum and time of maximum and (ii) the PDF $p(t)$ for the time of maximum (the normalizing constant is found to be equal to $c = 1/2$)

$$p(t, m) = \frac{2 \sqrt{\pi}}{e^{m^2 + (m - t)^2 / 2}} \left( (m^2 (2t - 1) - t^2 + t) \sinh(m) + m (m^2 + (t - 1)t) \cosh(m) \right)^{1/2} \left( e^{-2m} (m x_{12} - t) + m x_{12} + t \right).$$

$$p(t) = \int_0^{+\infty} dp(t, m) = 2 \left( \text{erf} \left( \frac{\sqrt{t}}{\sqrt{2}} \right) - e^{t} (24t - 1) \text{erfc} \left( \frac{3\sqrt{t}}{\sqrt{2}} \right) + 8 \sqrt{\frac{2}{\pi}} e^{-t/2} \sqrt{t} - 1 \right).$$

with $\int_0^{+\infty} dt p(t) = 1$. One also finds that the Laplace transform, for $s \geq 0$, has the expression

$$\int_0^{+\infty} dt e^{-st} p(t) = \frac{4 (s (3s - 10\sqrt{2s + 1} + 22) - 8\sqrt{2s + 1} + 8)}{(s - 4)^2 s \sqrt{2s + 1}}.$$  

This leads to the first few moments $\int_0^{+\infty} dt t^p p(t) = \{\frac{3}{2}, \frac{25}{8}, \frac{55}{16}, \frac{377}{32}\}$ for $p = 1, 2, 3, 4$. One also notes that the double Laplace transform of $p(t, m)$ has a relatively simple form

$$\int_0^{+\infty} dt e^{-st - am} p(t, m) = \frac{16 (a + \frac{3s}{\sqrt{2s + 1}} + \frac{2}{\sqrt{2s + 1}} + 2)}{(2a\sqrt{2s + 1} + (a + 2)^2 + 2s + 4\sqrt{2s + 1})^2}.$$
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