Optimizing the numerical algorithm in Fast Constant Engagement Offsetting Method for generating 2.5D milling tool paths
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Abstract
In the case of 2.5D rough milling operations, machining efficiency can significantly be increased by providing a uniform tool load. This is underpinned by the fact that uniform load has a positive effect on both tool life and machining time. Unfortunately, conventional contour-parallel tool paths are unable to guarantee uniform tool loads. However, nowadays there are some advanced path generation methods which can offer a constant tool load by controlling the cutter engagement angle. Yet, the spread of these non-equidistant offsetting methods is hindered by their dependence on complex calculations. As a solution to this problem, the Fast Constant Engagement Offsetting Method (FACEOM), developed in the scope of our previous study, is seen to be taking a step towards reducing computational needs. In this paper, suggestions for further improvements of FACEOM are presented. Decreasing the number of path points to be calculated is made possible by implementing adaptive step size and spline interpolation. Through simulation tests, it was also analysed which of the numerical methods utilized for solving boundary value problems can be applied to obtain the shortest calculation time during tool path generation. The practical applicability of the algorithm has been proved by cutting experiments. With respect to research results, this paper also describes how a tool path created by the algorithm can be adapted to controllers of CNC machine tools. Solutions presented in this paper can promote a wider application of a modern path generation method that ensures constant tool loads.
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Nomenclature

\( a_e \) effective radial immersion [mm]
\( a_p \) axial depth of cut [mm]
\( \tilde{c}(t) \) parametric representation of the workpiece contour [{mm, mm}]
\( f_s \) sampling frequency [Hz]
\( f_z \) feed per tooth [mm/tooth]
\( i, j \) step index [-]
\( l \) length of linear segments [mm]
\( n \) spindle speed [1/min]
\( p(t) \) parametric representation of the tool path [{mm, mm}]
\( r_{\text{tool}} \) tool radius [mm]

\( s \) stepover [mm]
\( t \) free parameter of curve equations [-]
\( v \) feed vector [{mm, mm}]
\( v_c \) cutting speed [m/min]
\( v_f \) feed rate [mm/min]
\( z \) number of teeth [-]
\( C \) entry point of the cutting edge [{mm, mm}]
\( D_{\text{tool}} \) tool diameter [mm]
\( F_{xy} \) cutting force [N]
\( P \) tool path point [{mm, mm}]
\( R(\phi) \) rotation matrix [-]
\( Q \) exit point of the cutting edge [{mm, mm}]
\( \alpha \) angle parameters [°]
\( \Delta s \) step size [-]
\( \Delta \phi \) angular deviation between adjacent line segments [°]
\( \theta \) cutter engagement angle [°]
\( \Delta \theta \) permissible inaccuracy of cutter engagement angle [°]
\( \rho \) radius of curvature [mm]
1 Introduction

Metal cutting technologies still assume great importance in part manufacturing [1]. The associated cutting process is usually divided into several stages: roughing and smoothing steps are typically separated [2]. Approximately, half of the total machining time is spent on rough cutting [3]. For this reason, numerous studies deal with this area: in the industry quality improvement [4] and improved productivity [5] are strategic goals.

The characteristics of tool path have a significant impact on machining costs [6]. Generally, even in the case of geometries with free-form surfaces, constant Z-level (2.5D) strategies are used in rough milling [7, 8]. There are two basic tool path strategies for conventional 2.5D operations: direction-parallel and contour-parallel strategies [9]. However, a common feature of these methods is that they are calculated only on a geometric basis. Therefore, they focus only on the complete removal of the resulting machining allowance [10]. For that reason, their common shortcoming is that technological aspects, such as tool load and chip formation, are not taken into account [11]. As a result, both cutting force and cutting temperature can sharply fluctuate in the case of conventional direction-parallel or contour-parallel strategies [12]. This phenomenon has a detrimental effect on tool life and machining time [13]. In this situation, varying cutting characteristics hinder the correct choice of cutting parameters during process planning [14], hamper the stability of cutting [15], and adversely affect both the machining quality and efficiency [16]. Moreover, during machining of thin walls, where tool deflection is critical [17], and during high speed machining, where pulse-like tool load can even lead to tool breakage, the fluctuation of the cutting force cannot be allowed at all. Uniform tool load is also required when strict requirements are specified for surface quality [18, 19] or shape and size accuracy [20].

To characterize the connection between the tool and the workpiece, the most efficient parameter is cutter engagement angle (\(\theta\)) [21]. Both for flat end mill [22] and ball end mill, cutter engagement is involved in cutting force formulas [23].

Cutting characteristics do not show any extreme fluctuations at trochoidal tool paths; nonetheless, Li et al. have shown that even with this strategy, controlling the cutter engagement can increase machining efficiency [24]. There are also methods for providing a uniform tool load through adjusting the feed rate based on different approaches. The offline feed rate control can be based on path curvature [25] or cutter engagement [26]. In addition, there are methods where an offline pre-optimization is followed by an adaptive control based on continuous cutting force monitoring [27, 28]. However, feed rate control alone is only a partial solution, and the following problems still need to be addressed. On the one hand, the machine tool must be capable of performing continuous decelerations/accelerations [29]. On the other hand, occasional emerging engagement can also lead to vibrations or a thermal shock [30]. Therefore, maximum efficiency can only be achieved through path modification [31]. Taking into account the above considerations, adjusting the cutter engagement is a factor that is capable of ensuring that tool paths can provide efficient machining [32].

In the case of milling along a straight line, stepover (s) is the same as radial immersion (\(a_r = s\)), i.e., stepover directly determines cutter engagement. On the contrary, when the tool moves along arcs, radial immersion and stepover are different [33]. Alterations to radial immersion also change chip thickness, which is directly related to cutting force [34]. However, when constant cutter engagement is ensured, the constant feed rate also leads to a uniform tool load [35]. In turn, for the calculation of the cutter engagement, pixel-based [36] and polygon-based numerical solutions [37] can be used.

During tool path planning, several possible solutions that consider the effects of the cutter engagement can be used. For example, the conventional contour-parallel tool paths can be improved by adding trochoidal sections in critical zones [38, 39]. However, the engagement can more extensively and all-inclusively be controlled, if non-equidistant offsetting is used. The first of these methods was presented by Stori et al. [40]. Later, their method was further developed by Ibaraki et al., who followed similar considerations, but elaborated a more generally applicable method [41]. Uddin et al. showed that this method also improves the accuracy of the machined contour [42]. Since these geometry-based solutions work only in the case of simple geometries, different pixel-based solutions have also appeared [43]. Such pixel-based solutions can offer general usability, but as a disadvantage they require more computations than geometric solutions. Given this scenario, the FACEOM algorithm has been developed to combine the advantages of the two approaches: FACEOM is characterized by fast operation and general usability, including applicability in the case of complex geometries and the handling of transition sections [44]. In this paper, some suggestions are presented for further improving the computational efficiency of the FACEOM algorithm through the reduction of the number of tool path points to be determined.

Although the method presented does not have a direct impact on production efficiency, since there are cycles in CAM systems where engagement control is already implemented, the calculation time is still a critical factor. Increasing computational speed is essential for the spread of these modern solutions. Without this, it would also be challenging to apply optimization procedures that require path re-generating several times with different settings. Taking this into account, the method can indirectly help to increase production efficiency. Furthermore, it is also worth mentioning that although this paper focuses on 2.5D milling, the methods employed can
be extended to five-axis machining, where the control of cutting force through cutter engagement is also an essential area of research [45, 46].

2 The basis of the FACEOM algorithm

The expectations associated with and the task of generating a 2.5D tool path providing a constant cutter engagement can be defined as follows. The tool radius \( r_{\text{tool}} \) the cutter engagement angle to be applied \( \theta \), and a planar curve \( \vec{c}(t) \) indicating the boundary of the workpiece material are given. Based on these, tool path \( \vec{p}(t) \), which is a planar curve and along which the resulting cutter engagement is equal to \( \theta \), is to be determined.

In the case of contour curves with a constant curvature, including shapes composed of straight lines and circular arcs, this task is trivial. However, in the case of a contour with a variable curvature, the situation is quite different. In general, the following differential equation describes the tool path which provides a constant cutter engagement:

\[
\vec{p}(t) = \vec{c}(t) + R\left(\frac{\pi}{2} + \theta\right) \cdot \vec{c}'(t) \cdot \frac{r_{\text{tool}}}{|\vec{p}'(t)|}
\]

where

\[
R\left(\frac{\pi}{2} + \theta\right) = \begin{bmatrix}
\cos\left(\frac{\pi}{2} + \theta\right) & -\sin\left(\frac{\pi}{2} + \theta\right) \\
\sin\left(\frac{\pi}{2} + \theta\right) & \cos\left(\frac{\pi}{2} + \theta\right)
\end{bmatrix}
\]

is the rotation matrix.

An analytical solution to this differential equation is not feasible. However, by using the FACEOM algorithm, the appropriate direction of stepping forward can be determined at any given point with the help of geometric calculations. The method applied in this case is similar to numerical solutions of boundary value problems, so the desired tool path can be created step by step. The referent procedure is shown in Fig. 1.

This method is based on the following scenario: the angle between vector \( \overrightarrow{P_i C_i} \), which points from the tool centre point to the tool edge exit point (or enter point in case of up-milling), and the tangent vector \( \overrightarrow{v_i} \) in point \( P_i \) is equal to \( \alpha = 90^\circ - \theta \). Therefore, it suffices to define the intersection point of a half-line and a circle at each step. In order to do this, the tool should be considered as a circular plate with a radius \( r_{\text{tool}} \). In fact, the edges of the tool do not move along a circular path, but they move along a cycloid path. Still, the deviation caused by the circular approximation is not significant at normal feed rates [47]. For that reason, this simplification can also be used in tool path generation.

If points \( P_0 \) and \( C_0 \) are known at the initial position, the Fast Constant Engagement Offsetting Method (abbreviated as FACEOM) can be used to determine the next tool path point. The procedure is as follows:

1. Initialization: \( t_i = 0, i = 0 \)
2. Step 1: rotate vector \( \overrightarrow{P_i C_i} \) around point \( P_i \) by angle \( \alpha = 90^\circ - \theta \), and thereby obtain tangent vector \( \overrightarrow{v_i} \)
3. Step 2: in function \( c(t) \), substitute parameter \( t_i + \Delta t \), and thereby obtain point \( C_{i+1} \)
4. Step 3: determine the intersection point of the half-line from point \( P_i \) along vector \( \overrightarrow{v_i} \) and of the circle with a centre point \( C_{i+1} \) and a radius \( r_{\text{tool}} \) (if there are more points, then take the point which is closer to \( P_i \)), and thereby obtain \( P_{i+1} \)
5. Step 4: increase parameter \( t_i = t_i + \Delta t \) and step index \( i = i + 1 \)
6. Step 5: if the end of the contour \( (t_i \leq t_{\text{max}}) \) is not reached, go back to step 1.

Further details of the method are found in reference [44].

3 Opportunities of further development

In what follows, three solutions will be presented for improving the computational efficiency of the basic method outlined in Sect. 2. The first one is to optimize the step size of the numerical method. The second one is related to increasing the degree of polynomial spline fitted to the calculated points. The third one considers the suitability of various methods developed for the numerical solution of boundary value problems.

3.1 The application of adaptive step size

Tool path generation algorithms must satisfy two basic criteria: (1) the calculation has to work appropriately also on a highly curved section, (2) and meeting accuracy requirements is also essential. To fulfil these criteria, a small enough
Application of adaptive step size

Further, the algorithm should also include the determination of the next step size. After step \( i \) is accepted, based on the angle enclosed by the adjacent sections of the path, step size can be determined with the help of the following equation:

\[
\Delta t_{i+1} = \frac{\Delta \varphi_{\text{crit}}}{\Delta \varphi_i} \Delta t_i
\]

Thus, the value of step size \( \Delta t \) will follow the magnitude of the path curvature. However, it is important that step size should not exceed the maximum value, because in that scenario the numerical calculation may become unstable if the distance between the calculated point and the contour is greater than the tool radius.

By implementing these additions, the number of path segments can significantly be reduced and the accuracy of the result can also be controlled. Furthermore, the suitability and the applicability of the solution were tested experimentally, and the referent results are presented in Sect. 4 below.

### 3.2 Tool path smoothing using a spline curve

The FACEOM algorithm generates a sequence of points \( \{P_j\} \) by way of applying a step-by-step calculation. These points refer to the base points of the tool path. If these points are linked with the help of linear interpolation (i.e. by straight lines), the tool path will be a simple polyline. In this case, the path will only have \( G^0 \) continuity. However, it is also possible to describe the tool path by fitting a higher order polynomial spline to the point sequence. When a cubic spline is used, the path will have \( C^2 \) continuity. Since the exact solution is a continuous function, the value of the resulting engagement will fluctuate to a lesser extent along the tool path on condition the tool path is also described by applying a continuous function. As a result, fewer points will have to be calculated, and this will be enough to achieve the same level of accuracy as the one obtained by using a simple polyline. Although the advanced CNC controllers are capable of automatically performing spline fitting, it is necessary to know at what density the control points should be determined. Therefore, this topic also needs to be addressed during tool path generation.

This is illustrated in Fig. 3. For the purpose of the investigations, on the reference curve marked black, four base points were selected. Then, a first-degree spline (marked in blue) and a third-degree spline (marked in red) were fitted to these base points. While the polyline is a very rough approximation, the cubic spline almost perfectly matches the original curve. Although spline fitting requires more extensive computation,
this extra time is still less than the one that can be gained by calculating fewer base points.

In order to justify the benefits of spline fitting, experiments were also performed. The results are presented in Sect. 4 below.

3.3 Implementing different methods to determine the direction of stepping forward

The determination of the tool path tangent vector from a given point according to FACEOM is detailed in Sect. 2. However, in the scope of step 3 of the FACEOM algorithm, not only can the next step be taken in the direction of the tangent vector, but also, alternatively, it is to be considered how the curvature changes in the environment of a given point of the contour curve. This means that the next point can be defined with the help of several strategies. Such strategies, i.e. numerical solutions, are known and used in the field of boundary value problems. In the scope of this study, seven different methods were tested, including explicit and implicit, first-order (explicit Euler, implicit Euler, semi-implicit Euler), second-order (midpoint, trapezoidal), and higher-order methods (Adam-Bashforth, Runge-Kutta). In the following, symbol $\varpi$ will refer to a unit-length vector approximating the tangent vector.

3.3.1 Explicit Euler method

The explicit Euler—also known as the forward Euler—method is the simplest approach. This solution is the same as the basic version of FACEOM (detailed in Sect. 2). Calculating the next tool path point can be defined as follows:

1. Determine the intersection point of the half-line from point $P_i$ along vector $\varpi$ and of the circle with a centre point $C_{i+1}$ and a radius $r_{\text{tool}}$ and thereby obtain $P_{i+1}$

In the scope of this method, each step is obtained directly by taking a point along the tangent vector on the basis of the last tool path point. This means that it is necessary to calculate intersection points only once in the case of each step.

3.3.2 Implicit Euler method

The implicit Euler method is also a first-order method. However, in that case the steps are not taken along the tangent of the current point but along the tangent of the next point. Therefore, a fixed-point iteration has to be performed in each step:

1. Mark the tangent vector for point $P_i$ with $\varpi^{(0)}$
2. Determine the intersection point of the half-line from point $P_i$ along vector $\varpi^{(0)}$ and of the circle with a centre point $C_{i+1}$ and a radius $r_{\text{tool}}$ and thereby obtain $P_{i+1}^{(0)}$
3. Determine tangent vector $\varpi_i^{(1)}$ for point $P_{i+1}^{(0)}$
4. Determine the intersection point of the half-line from point $P_i$ along vector $\varpi_i^{(1)}$ and of the circle with a centre point $C_{i+1}$ and a radius $r_{\text{tool}}$ and thereby obtain $P_{i+1}^{(1)}$
5. Determine the limit of the above iteration: $\lim_{n \to \infty} \varpi_i^{(n)} = \varpi_i$
6. Determine the intersection point of the half-line from point $P_i$ along vector $\varpi_i^*$ and of the circle with a centre point $C_{i+1}$ and a radius $r_{\text{tool}}$ and thereby obtain $P_{i+1}$

In the scope of the study, fixed-point iteration was performed only for two steps: $P_{i+1} = P_{i+1}^{(2)}$. This did not cause a significant error because the algorithm showed fast convergence. The early termination of fixed-point iteration is also justified by the fact that calculating the tangent vector with an extreme precision significantly increases computational time. With a view to this, intersection points are calculated three times in each step.

3.3.3 Semi-implicit Euler method

The semi-implicit Euler method is a simplified version of the previous method. In the scope of this method, no fixed-point iteration is performed, but the vector obtained in the first approximation is adopted ($P_{i+1} = P_{i+1}^{(1)}$). Thus, intersection points must be calculated only twice in each step.

3.3.4 Midpoint method

The midpoint method is an advanced version of the explicit Euler method, but this algorithm already belongs to the group of second-order methods. Compared with the explicit Euler method, the midpoint method needs twice as many operations, but in return it provides second-order convergence. Taking a step can be defined as follows:

1. Substitute parameter $t_i + \Delta t/2$ in the function $\varpi(t)$, and thereby obtain point $C_{i+1/2}$
2. Determine the intersection point of the half-line from point $P_i$ along vector $\varpi_i$ and of the circle with a centre point $C_{i+1/2}$ and a radius $r_{\text{tool}}$ and thereby obtain $P_{i+1/2}$
3. Determine tangent vector $\varpi_i^{+1/2}$ for point $P_{i+1/2}$
4. Determine the intersection point of the half-line from point $P_i$ along vector $\varpi_i^{+1/2}$ and of the circle with a centre point $C_{i+1}$ and a radius $r_{\text{tool}}$ and thereby obtain $P_{i+1}$

Given this, it is necessary to calculate intersection points twice in each step, but the resulting step is closer to the exact solution than in the case of the explicit Euler method.

3.3.5 Trapezoidal rule method

This algorithm also belongs to second-order methods. It is a combination of the explicit Euler and the semi-implicit Euler method. Taking a step can be defined as follows:
1. Mark the tangent vector for point \( P_i \) with \( \vec{v}_i^{(0)} \)
2. Determine the intersection point of the half-line from point \( P_i \) along vector \( \vec{v}_i^{(0)} \) and of the circle with a centre point \( C_{i+1} \) and a radius \( r_{\text{tool}} \), thereby obtain \( P_{i+1}^{(0)} \)
3. Determine tangent vector \( \vec{v}_i^{(1)} \) for point \( P_{i+1}^{(0)} \)
4. Determine the intersection point of the half-line from point \( P_i \) along vector \( \vec{v}_i^{(0)} = 1/2 \left( \vec{v}_i^{(0)} + \vec{v}_i^{(1)} \right) \) and of the circle with a centre point \( C_{i+1} \) and a radius \( r_{\text{tool}} \), thereby obtain \( P_{i+1} \)

In this scenario, it is necessary to calculate intersection points twice in each step.

### 3.3.6 Runge-Kutta method

The Runge-Kutta method is a general procedure. During the experiments, the classical second-order Runge-Kutta method was used. The process is as follows:

1. Mark the tangent vector for point \( P_i \) with \( \vec{v}_i^{(0)} \)
2. Substitute parameter \( t_i + \Delta t/2 \) in the function \( \vec{v}(t) \), and thereby obtain point \( C_{i+1/2} \)
3. Determine the intersection point of the half-line from point \( P_i \) along vector \( \vec{v}_i^{(0)} \) and of the circle with a centre point \( C_{i+1/2} \) and a radius \( r_{\text{tool}} \), thereby obtain \( P_{i+1/2}^{(0)} \)
4. Determine tangent vector \( \vec{v}_i^{(1)} \) for point \( P_{i+1/2}^{(0)} \)
5. Determine the intersection point of the half-line from point \( P_i \) along vector \( \vec{v}_i^{(1)} \) and of the circle with a centre point \( C_{i+1/2} \) and a radius \( r_{\text{tool}} \), thereby obtain \( P_{i+1/2}^{(1)} \)
6. Determine tangent vector \( \vec{v}_i^{(2)} \) for point \( P_{i+1/2}^{(1)} \)
7. Determine the intersection point of the half-line from point \( P_i \) along vector \( \vec{v}_i^{(2)} \) and of the circle with a centre point \( C_{i+1/2} \) and a radius \( r_{\text{tool}} \), thereby obtain \( P_{i+1}^{(0)} \)
8. Determine tangent vector \( \vec{v}_i^{(3)} \) for point \( P_{i+1}^{(0)} \)
9. Determine the intersection point of the half-line from point \( P_i \) along vector \( \vec{v}_i^{*} = 1/6 \left( \vec{v}_i^{(0)} + 2\vec{v}_i^{(1)} + 2\vec{v}_i^{(2)} + \vec{v}_i^{(3)} \right) \) and of the circle with a centre point \( C_{i+1} \) and a radius \( r_{\text{tool}} \), thereby obtain \( P_{i+1} \)

Given this, it is necessary to calculate intersection points four times in each step. However, this method allows for making the most precise tracking as far as the path tangent’s changes in the environment of point \( P_i \) are concerned.

### 3.3.7 Adam-Bashforth method

The most common representative of linear multistep methods is the Adams-Bashforth method. In the experiments, a two-step version of the method was tested. Taking a step can be defined as follows:

1. Mark the tangent vector for point \( P_i \) with \( \vec{v}_i \)
2. Determine the intersection point of the half-line from point \( P_i \) along vector \( \vec{v}_i^{*} = 3/2 \vec{v}_{i-1} - 1/2 \vec{v}_{i-1} \) and of the circle with a centre point \( C_{i+1} \) and a radius \( r_{\text{tool}} \), and thereby obtain \( P_{i+1} \)

In that case, the tangent vector of the previous point is used in each step. The first step can be made using the explicit Euler method.

### 4 Simulation analysis for the comparison of computational efficiency

All seven methods detailed in Sect. 3.3 were coded in Wolfram Mathematica. Each algorithm was tested with constant and adaptive step sizes, as well as with linear and cubic spline fittings. This meant a total of 28 combinations. During the simulation tests, different geometries as well as diverse cutter engagement values and accuracy limits were set.

For the comparison of the different methods, the time required to achieve a given accuracy constituted the basis. For the analysis, the numerical equation solving algorithms of Wolfram Mathematica version 11 was used; this scenario also made it possible to measure the CPU time required for the referent calculations (CPU type: Intel Core i3-3220 3.30 GHz). To check the cutter engagement, a self-developed discrete model-based simulator [11] was used. The parameters for adaptive step size were set by way of using an iterative search to obtain appropriate accuracy.

### 4.1 Geometries used for analysis

Three sample geometries were used during the analysis. The first two geometries were right-angled convex or concave corners, where the corners were rounded with a radius \( r_{\text{tool}} \). In the case of the convex corner, the algorithm works well even with a zero-corner radius. However, in the case of the concave corner, a geometry at which the tool can reach the allowance had to be formed; otherwise, the criterion of constant engagement could not have been met. The third geometry was a two-period length sine wave–shaped contour. This geometry aptly represents the geometrical circumstances that can occur at path generation. This is because this curve contains convex sections, concave sections, and almost fully straight sections where the curvature is zero. This means that the most comprehensive picture of the efficiency of algorithms can be obtained when this geometry is used. These sample geometries were chosen because they made it possible to analyse the computational efficiency separately at different contour types. If a complex contour is to be machined, the computational efficiency depends on the proportion of contour types. In other
words, the results of the experiments can be generalized to arbitrary geometry.

Figure 4 shows the tool paths which provide a cutter engagement of 60°. It is noticeable that along convex sections the tool removes less material, and along concave sections the tool removes more material if a constant engagement tool path (marked in blue) is used instead of a contour-parallel tool path (marked in green). This manner of controlling the radial immersion of the tool is essential for providing a constant tool load, which is key to achieving higher machining efficiency.

4.2 The development of cutter engagement at different numerical methods

At first, a brief overview of the methods will be presented from the point of view of accuracy. Figure 5 presents how the cutter engagement has changed along the tool path for the sine wave–shaped contour shown in Fig. 4. The desired engagement was 60° ± 1° for all the 28 variations. At this accuracy limit, the tool path shapes are almost the same, but there are differences in the evolution of engagement angle. In the diagrams, vertical grey lines indicate different parts of the contour. The first and third parts are the convex half-periods, the second and fourth parts are the concave half-periods.

It can be noticed that some methods required much more time for tool path generation. The experiments have shown that multiple calculations in the case of the implicit methods and in the case of the Adam-Bashforth method did not help to reduce the number of points to be calculated. It can also be stated that both cubic spline fitting and adaptive step size significantly reduced the number of base points and the time required for path generation. The greatest improvement was detected in the case of the Runge-Kutta method, where both indicators showed a tenfold improvement over the basic version introduced in Sect. 2. With reference to the other methods, the results became at least twice or three times more favourable using the newly developed algorithm.

In Fig. 5, it can be observed that in the case of first-order methods, error development is asymmetric. In case of the implicit and semi-implicit Euler methods, deviation is positive along the convex parts, and negative along the concave parts, while the explicit Euler method shows opposite development. It can be considered more advantageous if deviation fluctuates symmetrically around the nominal value, since in this case it is easier to keep the symmetric accuracy limit. As a result, higher-order methods, such as the midpoint, trapezoidal rule, and Runge-Kutta methods, can meet the accuracy criteria by exhibiting significantly fewer base points. The scenario and the obtained results were similar in the case of all other geometries and parameter settings; therefore, in the following only higher-order methods and—as a reference—the explicit Euler method will be detailed. In addition, the results presented below all refer to tool paths generated by using cubic spline fitting and adaptive step size.

4.3 Computational times at different geometries

Figure 6 shows a comparative analysis, where the above-described path generation algorithms were applied for three different sample geometries. The cutter engagement was uniformly 60° ± 1°. In the case of simpler geometries, where the contour contained long straight sections, the explicit Euler method proved to be quite efficient. This is explained by the fact that in the case of straight
lines the intelligent consideration of tangent vector change yields no benefits, but—concurrently—taking a step requires more extensive calculation. However, the midpoint method proved to be as effective as the explicit Euler method. Furthermore, in the case of more complicated contour geometries, higher-order methods clearly yielded better results. The least amount of computation time was required by the Runge-Kutta method, which was followed by the midpoint method with almost the same value.

For further experiments, the sine wave-shaped geometry was used, since the real circumstances of application are best represented by this geometry.

### 4.4 Computational times at different cutter engagements

Comparative analyses were also performed in the case of different contact angles (30° ± 1°, 60° ± 1°, 90° ± 1°). In all three cases, the midpoint and Runge-Kutta methods offered the
shortest calculation times (see Fig. 7). It can be observed that if the nominal value of cutter engagement increases, the computational efficiency of advanced algorithms becomes even more advantageous.

4.5 Computational times at different accuracy limits

The effect of accuracy limit is even more interesting compared with the nominal value of cutter engagement. Experiments were performed with the following parameter settings: $60^\circ \pm 0.2^\circ$, $60^\circ \pm 1^\circ$, and $60^\circ \pm 5^\circ$ (see Fig. 8).

In the case of the strictest accuracy limit, the efficiency of the explicit Euler method is far behind the other three methods. In the case of this setting, the midpoint method and the Runge-Kutta method proved to be the most advantageous. However, in the case of the lowest accuracy limit, the Runge-Kutta method required the most extensive computational time. The reason for this is that, for most of the steps, the maximum step size also provided an accuracy of $\pm 5^\circ$, so the advantage of higher-order methods requiring fewer points for calculation was this way lost. For example, when using the Runge-Kutta method, the same time was required to meet accuracy limits of $1^\circ$ and $5^\circ$, because it was no longer possible to increase the maximum step size and concurrently maintain numerical stability. As opposed to this, the midpoint method gave good results in the case of all three accuracy limits.

4.6 Results of the simulation analysis

From the comparative analysis presented above, it can be concluded that the midpoint method is the most advantageous for the calculation of tool path points. This method works efficiently whether with simple or complex geometry, with strict or loose accuracy limits, and likewise the extent of cutter engagement is of no interest, either. The Runge-Kutta method produced a shorter computational time under certain circumstances; nevertheless, in cases when it proved to be a slower method following its comparison with other methods, its disadvantages were rather significant. This is due to the fact that the midpoint method requires only two intersection point calculations per step, while the Runge-Kutta method requires four. The trapezoidal method was slower in the case of every comparison, and the explicit Euler method proved to be competitive only in the case of very simple geometries or very loose precision requirements. Because of these drawbacks, in the following it will only be focused on the midpoint method.

The experiments provided valuable insights into choosing the proper input parameters. For a maximum step size, 25–
50% of the tool diameter is recommended. In the vast majority of cases, the algorithm can operate at a greater increment, too. However, in that case multiple recalculations are required before making sharp changes in direction which undermines computational efficiency, and the numerical stability may also be compromised.

FACEOM’s primary field of application is the planning of rough milling tool paths. This determines the accuracy limit to be set. It is not reasonable to use unreasonably strict constraints on the value of cutter engagement, since this no longer has any technological advantage above a certain level, but the strict constraints do increase calculation time. Similarly, it is not worth setting to low accuracy limits either, because the advantages of machining with a constant cutter engagement will be lost. The experiments also showed that an accuracy of ± 1° is sufficient for ensuring a uniform tool load during machining. In the scope of the experiments, uniform tool load was achieved by adjusting the settings through iterative trials and by calculating the cutter engagement through simulation. However, adaptive step size established on the basis of the maximum angles enclosed by the adjacent tangent vectors allows for the control of accuracy without any simulation analysis. For any given geometry, a linear relationship was found to exist between the maximal angular deviation and the error of cutter engagement. Based on the experiments, it has been concluded that, as a rule, it is expedient for the allowable angular deviation $\Delta \varphi_{\text{crit}}$ to be smaller or equal to the permissible error. For example, following the iterative setting of the algorithm for the purpose of providing a cutter engagement of $60^\circ \pm 1^\circ$, the value of $\Delta \varphi_{\text{crit}}$ was $\sim 1.5^\circ$ in the case of the concave corner, and $\sim 2.4^\circ$ in the case of the convex corner. Furthermore, with respect to the sine wave–shaped geometry, the $C^2$ continuity of the contour allowed for even greater angular deviation, because $\sim 6.8^\circ$ was already sufficient to meet the referent requirement.

After the incorporation of the improvements presented in Sect. 3, the path generation algorithm operates according to the flow chart shown in Fig. 9.

At this point, it must also be mentioned how the algorithm behaves at exceptional workpiece profiles. During equidistant offsetting, removing of gaps and invalid loops is considered as a critical point. When using FACEOM, gaps cannot develop since the path is defined as a set of matching sections. However, the occurrence of loops has also to be considered. Similar to conventional offsetting, invalid loops can be classified into two groups: global and local loops. Global loops can develop when the contour contains such bottlenecks where the tool cannot traverse without touching a later section of the contour. This must also be taken into account when applying FACEOM, and the critical parts must be handled separately. For equidistant offset curves, a local loop occurs if the radius of curvature along the contour ($\rho$) is less than the offset distance which is equal to $s - r_{\text{tool}}$ in case of convex arcs, and $r_{\text{tool}} - s$ in case of concave arcs. When using FACEOM, these conditions are similar, but cannot be established so explicitly, whereas the earlier part of the contour also affects how the path develops around a given point. The presence of local loops does not stop the path generation process, but the evolution of cutter engagement should be checked and, if necessary, a local path modification may be required.

5 Practical application

In order to verify simulation results, cutting experiments were carried out. During these experiments cutting force was measured with a piezoelectric dynamometer.

5.1 Experimental conditions

With respect to cutting, the calculation of the tool path is irrelevant; given this, only the midpoint method was tested, which proved to be the most effective in terms of computational time. Experiments were performed for each of the geometries shown in Fig. 4, but since the experiments yielded the same results, the referent results are only reported for the
sine wave–shaped geometry. The following vector function describes the shape of this contour:

\[ \tau(t) = \{ t, 10 \sin(2\pi t/50) \}, t \in [0, 100] \]

The same nominal cutter engagement (\( \theta = 60^\circ \)) was set during path generation, but different accuracy limits were (\( \Delta \theta = \{ \pm 0.2^\circ, \pm 0.5^\circ, \pm 1^\circ, \pm 2^\circ, \pm 5^\circ, \pm 10^\circ \} \)) used for the investigation of the effects of the accuracy limits on the cutting process. The experimental conditions are shown in Table 1.

### 5.2 Linearization of tool path

During tool path generation, adaptive step size and cubic spline curve fitting were used. If the controller of the CNC machine tool to be used is capable of processing a spline-defined tool path, it is worthwhile to utilize this option, because this may shorten the path tacking time [48]. In many cases, however, controllers are not able to directly process tool paths created in a spline form. Below, with reference to this scenario, the issue of how to adapt the machining program to the controller is addressed.

In CAM systems, it is a general solution to approximate the paths using short straight or circular arc segments. In addition to this, there are also different methods [49] to optimize the approximation of spline curves. However, since a roughing process was investigated in the scope of the experiments, using only straight lines for the substitution of the spline has been deemed adequate. Thus, the machining program contained only G1 interpolation.

When a continuous tool path is discretized by short straight elements, choosing the right length of segments is extremely important [50]. The longer the segment is, the greater the chord error between the original and the approximating curve gets. However, if too short segments are used, the computational speed of the controller may be not adequate: if the execution of one sentence in the NC program takes more time than the completion of the motion with the programmed feed, the program run may become discontinuous. During the experiments, a segment length of \( l = 0.02 \) mm and a programmed feed rate of \( v_f = 159 \) mm/min were used. In that setup, a duration of 7.5 ms was allotted for the execution of an NC sentence, which was approximately twice the critical value of the controller.
Before performing the cutting experiments, the effect of discretization on the theoretical value of cutter engagement was also examined. In the scope of the approximation, from a \( C^2 \) continuous curve a polyline exhibiting only \( G^0 \) continuity is generated. The resulting deviation of the engagement is shown in Fig. 10. It can be seen that the original and the approximated paths produced almost the same results.

When the NC code of continuous cutting mode is on (G64), the tool moves along a path where the corners of the polyline are rounded. In addition, the path tracking error can also increase the fluctuation of cutter engagement. However, the effects of the above are negligible compared with the other factors interfering with the cutting process. Thus, it can be stated that the tool path linearization does not significantly change cutter engagement.

### 5.3 Results of the experiment

During the cutting experiments, the force acting on the workpiece was measured with a piezoelectric dynamometer. In the scope of the evaluation of the results of the experiment, the projection of the cutting force on the machining plane was calculated first, and then the development of maximum forces at each tool revolution was examined. For processing the data, Gaussian filter was used. The results are shown in Fig. 11.

Before machining the wave-shaped contour, a reference measurement was performed, where a straight line–shaped contour was machined with a 25% stepover, which provides a cutter engagement of 60°. In the scope of this measurement, all the other cutting parameters were the same. The result is shown in Fig. 11a. As for the results, cutting force changed from 96 to 113 N, and the resulting fluctuation of ± 8% is a combined effect of the dynamic characteristic of the milling process and external distractions. Given this, a smaller fluctuation than the above cannot be expected from the elaborated algorithm in the case of the wave-shaped contour, either.

As another reference measurement, a measurement where the wave-shaped contour was machined with a 25% constant stepover was also performed. Figure 11b shows that the cutting force was significantly reduced at convex curves, while it was significantly increased at concave curves. Due to intense changes in cutter engagement angle (50° ≤ \( \theta \) ≤ 74°), the force fluctuation rate for this tool path was ± 34%.

The remaining diagrams in Fig. 11 show the results obtained with tool paths created with the FACEOM algorithm. It can be observed that the results were nearly the same for \( \Delta \theta = ± 1° \) and for even stricter accuracy criteria than that. In these cases, force fluctuation was around ± 11%. In addition, a larger inaccuracy limit was applied also in the case of force measurement. In the case of \( \Delta \theta = ± 2° \), force fluctuation was ± 13%; in case of \( \Delta \theta = ± 5° \), it was ± 15%; and in case of \( \Delta \theta = ± 10° \), it

---

**Table 1  Experimental conditions used during cutting tests**

| Machine tool               | KONDIA 640B 3-axis milling centre, NCT100 controller |
|----------------------------|------------------------------------------------------|
| Tool                       | \( D_{\text{tool}} = \emptyset 6 \text{ mm flat-end mill} \) (Garant, item no.: 2010406), number of teeth: \( z = 1 \), uncoated solid carbide, W-type geometry, 26° helix |
| Workpiece                  | Al6061 aluminium alloy                               |
| Spindle speed              | \( n = 6366 \text{ rpm} \) (\( v_c = 120 \text{ m/min} \)) |
| Feed rate                  | \( v_f = 159 \text{ mm/min} \) (\( f_c = 0.025 \text{ mm/tooth} \)) |
| Nominal cutter engagement  | \( \theta = 60° \)                                    |
| Accuracy of cutter engagement | \( \Delta \theta = \{±0.2°, ±0.5°, ±1°, ±2°, ±5°, ±10°\} \) |
| Axial depth of cut         | \( s = 0.25 \text{ } D_{\text{tool}} = 2.5 \text{ mm} \) |
| Measuring device           | Kistler 9257B-type piezoelectric dynamometer         |
| Measuring software         | LabVIEW, National Instruments                        |
| Sampling frequency         | \( f_s = 8000 \text{ Hz} \) (120 measured points per tool revolution) |
Fig. 11 Cutting forces measured during the experiments
was ±30%, the last scenario was barely more favourable than the constant stepover strategy.

In summary, it can be concluded that the cutting experiments have proved the proper operation of the algorithm. In addition, they have also proved the assumption that too strict tolerances should not be set. Moreover, as suggested in Sect. 4.6, the value of $\Delta \phi_{\text{crit}}$ should be set so that the value of $\Delta \theta$ will be about 1–2°.

6 Conclusions

The FACEOM algorithm can easily and speedily generate tool paths which can provide uniform tool loads for 2.5D contour milling operations. The method behind FACEOM is based on the following principle: this newly elaborated geometric method avoids complicated intersection point calculations during path generation. The algorithm used for FACEOM determines the path from point to point in line with the desired accuracy requirements in question. Further developments of FACEOM presented in this paper are suitable for reducing the number of points to be calculated.

Seven different numerical methods were tested for tool path generation including both explicit and implicit, first-order (the explicit Euler, the implicit Euler, the semi-implicit Euler), second-order (the midpoint and the trapezoidal), and higher-order (the Adam-Bashforth and the Runge-Kutta) methods. With the help of generating tool paths for three sample geometries with different cutter engagement values and accuracy limits, the algorithms were investigated as to their effectiveness in terms of computational time. The suitability of the algorithm was validated by cutting experiments. In addition, the paper also described how the tool path created by the algorithm can be adapted to CNC controllers.

The results can be summarized as follows:

- The following led to an increase in computational efficiency: the application of adaptive step size (rather than using a uniform step size), and, during the process of linking the calculated points, the application of a cubic spline (instead of a polyline);
- The comparative analysis showed that the midpoint method is preferential to be used, because it works efficiently for simple and complex geometries, for different cutter engagement values, and for strict and loose accuracy limits alike.
- The allowable angular deviation between the tangents of adjacent path segments ($\Delta \phi_{\text{crit}}$) should be smaller or equal than the permissible inaccuracy of cutter engagement angle ($\Delta \theta$): experiments have shown that this is sufficient to meet the requirements.
- The permissible inaccuracy of cutter engagement angle ($\Delta \theta$) should be set about 1–2°: experiments have shown that applying a stricter limit would no longer have any practical advantage so that the calculation time would increase aimlessly.
- The tool path linearization does not significantly change cutter engagement.

It can be stated that by optimizing the numerical calculations within the FACEOM algorithm, a further reduction of computation time can be attained while retaining the general applicability of the method.
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