On optimal mean-field type control problems of stochastic systems with jump processes under partial information
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Abstract

This paper considers the problem of partially observed optimal control for forward stochastic systems which are driven by Brownian motions and an independent Poisson random measure with a feature that the cost functional is of mean-field type. When all the system coefficients and the objective performance functionals are allowed to be random, possibly non-Markovian, Malliavin calculus is employed to derive a maximum principle for the optimal control of such a system where the adjoint process is explicitly expressed. We also investigate the mean-field type optimal control problems for systems driven by mean-field type stochastic differential equations (SDEs in short) with jump processes, in which the coefficients contain not only the state process but also its marginal distribution under partially observed information. The maximum principle is established using convex variational technique with an illustrating example about linear-quadratic optimal control.
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1 Introduction

Let $T > 0$ be a fixed time horizon and let $(\Omega, \mathcal{F}, \mathbb{P}_0)$ be a probability space equipped with a right continuous filtration $(\mathcal{F}_t)_{t \in [0,T]}$ satisfying the usual conditions (we use the notation $\mathbb{P}_0$ here to reserve $\mathbb{P}$ for a future use). Let $((W_1(t), W_2(t)), 0 \leq t \leq T)$ be a two dimensional $\mathcal{F}_t$-Brownian motion and let $N(dt, dz)$ be a $\mathcal{F}_t$-Poisson random measure on $[0,T] \times \mathbb{R}_0$ with intensity $\mu(dz)$, independent of the Brownian motion $W_1$ and $W_2$, where $\mathbb{R}_0 = \mathbb{R} \setminus \{0\}$. We denote the compensated Poisson measure by $\tilde{N}(dt, dz) := N(dt, dz) - \mu(dz)dt$. 
In this paper we shall study the mean field optimal control problems which have the following characteristics. The state equation is given by the following mean field stochastic differential equation with jumps:

\[
\begin{align*}
\dot{x}^v(t) &= b(t, x^v(t), v(t)) dt + \sigma(t, x^v(t), v(t)) dW_1(t) \\
&\quad + \int_{\mathbb{R}_0} \gamma(t, x^v(t-), v(t), z) \tilde{N}(dt, dz), \\
x^v(0) &= x_0, \quad t \in [0, T],
\end{align*}
\]  

(1.1)

where \( v(\cdot) \) is a control process taking values in a nonempty, closed convex subset \( U \subseteq \mathbb{R} \) and the expectation \( \mathbb{E}_0 \) is related to the probability measure \( \mathbb{P}_0 \). The conditions on the coefficients will be made specific in Section 4. To describe the conditions on the control \( v \), we assume the state process \( x^v(t) \) is not completely observable. Instead, it is partially observed and the observation is corrupted with noise. The observation equation is given by the following equation:

\[
\begin{align*}
\begin{cases}
    dY(t) &= h(t, x^v(t)) dt + dW_2(t), \\
    Y(0) &= 0,
\end{cases}
\end{align*}
\]  

(1.2)

Thus the control process \( v(t) \) will be an \( \mathcal{F}_Y^t \)-adapted processes. More precisely, we give the following definition of admissible controls.

**Definition 1.1** Let \( U \subseteq \mathbb{R} \) be a nonempty, closed and convex subset which will be the range of control \( v \). Let \( \mathcal{F}_Y^t = \sigma(Y_s, 0 \leq s \leq t) \) be the \( \sigma \)-algebra generated by \( Y \). A control process \( v : [0, T] \times \Omega \to U \) is called admissible if \( v(t) \) is \( \mathcal{F}_Y^t \)-adapted and \( \sup_{0 \leq t \leq T} \mathbb{E}_0 |v(t)|^2 < \infty \). The set of all admissible controls is denoted by \( \mathcal{U}_{ad} \).

We introduce the following cost functional

\[
J(v(\cdot)) = \mathbb{E}_0 \left[ \int_0^T l(t, x^v(t), \mathbb{E}_0[f(x^v(t))], v(t)) dt + \phi(x^v(T), \mathbb{E}_0[g(x^v(T))]) \right],
\]  

(1.3)

where \( l : [0, T] \times \mathbb{R} \times \mathbb{R} \times U \to \mathbb{R} \) and \( \phi : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) are given mappings. \( \mathbb{E}_0 \) is the expectation with respect to the probability measure \( \mathbb{P}_0 \). \( f : \mathbb{R} \to \mathbb{R} \) and \( g : \mathbb{R} \to \mathbb{R} \) are given functions such that \( \mathbb{E}_0[|f(x^v(t))|] < \infty \), for all \( t \) and \( \mathbb{E}_0[|g(x^v(T))|] < \infty \).

Now we can state our mean-field type control (MFC) problem as follows.

**Problem (MFC):** Find \( u(\cdot) \in \mathcal{U}_{ad} \) (if it exists) such that

\[
J(u(\cdot)) = \min_{v(\cdot) \in \mathcal{U}_{ad}} J(v(\cdot)).
\]

Our objective in this paper is to establish a maximum principle for the optimal control to satisfy. This will be given in Section 4. However, we shall pay a particular attention to the case when the state equation does not contain the mean field, namely, when the state equation is given by the following equation

\[
\begin{align*}
\dot{x}^v(t) &= b(t, x^v(t), v(t)) dt + \sigma(t, x^v(t), v(t)) dW_1(t) \\
&\quad + \int_{\mathbb{R}_0} \gamma(t, x^v(t-), v(t), z) \tilde{N}(dt, dz), \\
x^v(0) &= x_0, \quad t \in [0, T].
\end{align*}
\]  

(1.4)

In this case we can use Malliavin calculus to obtain more explicit form of the maximum principle. This is done in Section 3.
It seems that this paper is the first to study the problem of minimizing \( (1.3) \) subject to state constraint \((1.1)\) and observation constraint \((1.2)\). When full information is available, the maximum principle is obtained in \([9]\), \([16]\) and references therein.

The work closely related to ours is the work \([8]\), where the authors have already used Malliavin calculus to obtain the maximum principle. The difference is that their partial information flow is related to this paper, for reader’s convenience.

\[ E \left[ \sum_{i=1}^{n} I_n(f_n) \right] \]

where \( E \) is the expectation with respect to \( \mathbb{P} \).

A general reference for this presentation is \([3]\), \([4]\) and \([11]\). See also the book \([5]\).

### 2.1 Malliavin calculus for \( W(\cdot) \)

A natural starting point is the Wiener-Itô chaos expansion theorem, which states that any \( F \in L^2(\mathcal{F}_t, \mathbb{P}) \) (where in this case \( \mathcal{F}_t = \mathcal{F}_t^W \) is the \( \sigma \)-algebra generated by \( W(s); 0 \leq s \leq t \)) can be written as

\[ F = \sum_{n=0}^{\infty} I_n(f_n), \tag{2.1} \]

for a unique sequence of symmetric deterministic functions \( f_n \in L^2(\lambda^n) \), where \( \lambda \) is a Lebesgue measure on \([0,T]\) and

\[ I_n(f_n) = n! \int_0^T \int_0^{t_1} \cdots \int_0^{t_{n-1}} f_n(t_1, \cdots, t_n) dW(t_1) \cdots dW(t_n) \]

(the \( n \)-times iterated integral of \( f_n \) with respect to \( W(\cdot) \) for \( n = 1, 2, \cdots \) and \( I_0(f_0) = f_0 \) when \( f_0 \) is a constant.

### 2. A brief review of Malliavin calculus for Lévy processes

In this section, we recall the basic definitions and properties of Malliavin calculus for Brownian motion \( W(\cdot) \) and \( N(ds, dz) \) related to this paper, for reader’s convenience.

Let \( L^2(\lambda^n) \) be the space of deterministic real functions \( f \) such that

\[ \| f \|_{L^2(\lambda^n)} = \left( \int_{[0,T]^n} f^2(t_1, t_2, \cdots, t_n) dt_1 dt_2 \cdots dt_n \right)^{1/2} < \infty, \]

where \( \lambda(dt) \) denotes the Lebesgue measure on \([0,T]\).

Let \( L^2((\lambda \times \mu)^n) \) be the space of deterministic real functions \( f \) such that

\[ \| f \|_{L^2((\lambda \times \mu)^n)} = \left( \int_{[0,T]^n \times \mathbb{R}^n} f^2(t_1, z_1, t_2, z_2, \cdots, t_n, z_n) dt_1 d\mu(dz_1) dt_2 d\mu(dz_2) \cdots dt_n d\mu(dz_n) \right)^{1/2} < \infty. \]

\( L^2(\lambda \times \mathbb{P}) \) can be similarly denoted.

A general reference for this presentation is \([3]\), \([4]\) and \([11]\). See also the book \([5]\).
Moreover, we have the isometry
\[
\mathbb{E}[F^2] = \|F\|_{L^2(\mathbb{P})}^2 = \sum_{n=0}^{\infty} n!\|f_n\|_{L^2(\mathbb{R}^n)}^2.
\]

**Definition 2.1 (Malliavin derivative \(D_t\)).** Let \(\mathcal{D}_{1,2}^{(W)}\) be the space of all \(F \in L^2(\mathcal{F}_T, \mathbb{P})\) such that its chaos expansion (2.1) satisfies
\[
\|F\|_{\mathcal{D}_{1,2}^{(W)}}^2 := \sum_{n=1}^{\infty} n!\|f_n\|_{L^2(\mathbb{R}^n)}^2 < \infty.
\]

For \(F \in \mathcal{D}_{1,2}^{(W)}\) and \(t \in [0,T]\), we define the Malliavin derivative of \(F\) at \(t\) (with respect to \(W(\cdot)\)), \(D_tF\), by
\[
D_tF = \sum_{n=1}^{\infty} nI_{n-1}(f_n(\cdot,t)),
\]
where the notation \(I_{n-1}(f_n(\cdot,t))\) means that we apply the \((n-1)\)-times iterated integral to the first \(n-1\) variables \(t_1, \ldots, t_{n-1}\) of \(f_n(t_1, t_2, \ldots, t_n)\) and keep the last variable \(t_n = t\) as a parameter.

Some basic properties of the Malliavin derivative \(D_t\) are the following:
(i) Chain rule ([III], page 29)
Suppose \(F_1, \ldots, F_m \in \mathcal{D}_{1,2}^{(W)}\) and that \(\psi : \mathbb{R}^m \to \mathbb{R}\) is \(C^1\) with bounded partial derivatives. Then
\[
\psi(F_1, \ldots, F_m) \in \mathcal{D}_{1,2}^{(W)}
\]
and
\[
D_t\psi(F_1, \ldots, F_m) = \sum_{i=1}^{m} \frac{\partial \psi}{\partial x_i}(F_1, \ldots, F_m)D_tF_i.
\]
(ii) Integration by parts/duality formula ([III], page 35)
Suppose \(h(t)\) is \(\mathcal{F}_t\)-adapted with \(\mathbb{E}[\int_0^T h^2(t)dt] < \infty\) and let \(F \in \mathcal{D}_{1,2}^{(W)}\). Then
\[
\mathbb{E}\left[ F \int_0^T h(t)dW(t) \right] = \mathbb{E}\left[ \int_0^T h(t)D_tF dt \right].
\]

### 2.2 Malliavin calculus for \(N(\cdot)\)

The construction of a stochastic derivative/Malliavin derivative in the pure jump martingale case follows the same lines as in the Brownian motion case. In this case, the corresponding Wiener-Itô chaos expansion theorem states that any \(F \in L^2(\mathcal{F}_T, \mathbb{P})\) (where in this case \(\mathcal{F}_t = \mathcal{F}_t^N\) is the \(\sigma\)-algebra generated by \(\int_0^t \int_A N(dr, dz)\); \(0 \leq s \leq t, A \in \mathcal{B}(\mathbb{R}_0)\)) can be written as
\[
F = \sum_{n=0}^{\infty} I_n(f_n); \ f_n \in \hat{L}^2((\lambda \times \mu)^n),
\]
where \(\mathcal{B}(\mathbb{R}_0)\) is the Borel \(\sigma\)-field generated by the open subset \(O\) of \(\mathbb{R}_0\), whose closure \(\bar{O}\) does not contain the point 0, and \(\hat{L}^2((\lambda \times \mu)^n)\) is the space of functions \(f_n(t_1, z_1, \ldots, t_n, z_n); t_i \in [0,T], z_i \in \mathbb{R}_0\) such that \(f_n \in L^2((\lambda \times \mu)^n)\) and \(f_n\) is symmetric with respect to the pairs of variables \((t_1, z_1), \ldots, (t_n, z_n)\).
It is important to note that in this case the \( n \)-times iterated integral \( I_n(f_n) \) is taken with respect to \( \tilde{N}(dt, dz) \). Thus, we define
\[
I_n(f_n) = n! \int_0^T \int_{\mathbb{R}_0} \cdots \int_{\mathbb{R}_0} f_n(t_1, z_1, \cdots, t_n, z_n) \tilde{N}(dt_1, dz_1) \cdots \tilde{N}(dt_n, dz_n),
\]
for \( f_n \in L^2((\lambda \times \mu)^n) \).

Then Itô isometry for stochastic integrals with respect to \( \tilde{N}(dt, dz) \) gives the following isometry for the chaos expansion:
\[
\|F\|_{L^2(\mathbb{P})}^2 = \sum_{n=0}^{\infty} n! \|f_n\|_{L^2((\lambda \times \mu)^n)}^2.
\]

As in the Brownian motion case, we use the chaos expansion to define the Malliavin derivative. Note that in this case there are two parameters \( t, z \), where \( t \) represents time and \( z \neq 0 \) represents a generic jump size.

**Definition 2.2 (Malliavin derivative \( D_{t,z} \))** ([3], [4]) Let \( \mathcal{D}_{1,2}^{(N)} \) be the space of all \( F \in L^2(\mathcal{F}_T, \mathbb{P}) \) such that its chaos expansion (2.4) satisfies
\[
\|F\|^2_{\mathcal{D}_{1,2}^{(N)}} = \sum_{n=1}^{\infty} n! \|f_n\|^2_{L^2((\lambda \times \mu)^n)} < \infty.
\]

For \( F \in \mathcal{D}_{1,2}^{(N)} \), we define the Malliavin derivative of \( F \) at \( (t, z) \) (with respect to \( N(\cdot) \)), \( D_{t,z} F \), by
\[
D_{t,z} F = \sum_{n=1}^{\infty} nI_{n-1}(f_n(\cdot, t, z)),
\]
where \( I_{n-1}(f_n(\cdot, t, z)) \) means that we perform the \((n-1)\)-times iterated integral with respect to \( \tilde{N} \) to the first \( n \) \(-\)times iterated integral with respect to \( \tilde{N} \), where \( I_{n-1}(f_n(\cdot, t, z)) \) is \( \tilde{N} \)-measurable and \( f_n(\cdot, t, z) \) is \( \tilde{N} \)-measurable with respect to \( \tilde{N} \).

The properties of \( D_{t,z} \) corresponding to the properties (2.2) and (2.3) of \( D_t \) are the following:
(i) Chain rule ([4], [7])
Suppose \( F_1, \cdots, F_m \in \mathcal{D}_{1,2}^{(N)} \) and that \( \varphi : \mathbb{R}^m \to \mathbb{R} \) is continuous and bounded. Then
\[
D_{t,z} \varphi(F_1, \cdots, F_m) = \varphi(F_1 + D_{t,z} F_1, \cdots, F_m + D_{t,z} F_m) - \varphi(F_1, \cdots, F_m).
\]
(ii) Integration by parts/duality formula ([4])
Suppose \( \Psi(t, z) \) is \( \mathcal{F}_t \)-adapted and \( \mathbb{E}[\int_0^T \int_{\mathbb{R}_0} \Psi^2(t, z) \mu(dz) dt] < \infty \) and let \( F \in \mathcal{D}_{1,2}^{(N)} \). Then
\[
\mathbb{E} \left[ F \int_0^T \int_{\mathbb{R}_0} \Psi(t, z) \tilde{N}(dt, dz) \right] = \mathbb{E} \left[ \int_0^T \int_{\mathbb{R}_0} \Psi(t, z) D_{t,z} F \mu(dz) dt \right].
\]

### 3 Stochastic maximum principle for mean-field type optimal control- Malliavin calculus approach

In this section, we derive the maximum principle for the mean field optimal control problem of minimizing (1.3) over \( v(\cdot) \in \mathcal{U}_{ad} \) subject to (1.4) and (1.2).

We make some assumptions on the coefficients \( b, \sigma : [0, T] \times \mathbb{R} \times U \times \Omega \to \mathbb{R} \) and \( \gamma : [0, T] \times \mathbb{R} \times U \times \mathbb{R}_0 \times \Omega \to \mathbb{R} \):
(A1) The functions $b$, $\sigma$ and $\gamma$ are almost surely continuous with respect to their variables $t$, $x$, $v$. For any $t \in [0, T]$, the functions $b$ and $\sigma$ are continuously differentiable with respect to $x$ and $v$ with uniformly bounded derivatives $b_x$, $b_v$, $\sigma_x$ and $\sigma_v$.

\[
\sup_{0 \leq t \leq T, x \in \mathbb{R}, v \in U, \omega \in \Omega} \left( |b_x(t, x, v, \omega)| + |b_v(t, x, v, \omega)| + |\sigma_x(t, x, v, \omega)| + |\sigma_v(t, x, v, \omega)| \right) < \infty.
\]

(3.1)

The function $\gamma$ is continuously differentiable in $(x, v)$ and there is a constant $C$ such that

\[
\sup_{0 \leq t \leq T, \omega \in \Omega} \left( \int_{\mathbb{R}_0} |\gamma(t, x, v, z, \omega)|^2 \mu(dz) \right)^{\frac{1}{2}} \leq C(1 + |x| + |v|).
\]

Moreover, we assume that $\int_{\mathbb{R}_0} |\gamma_x(t, x, v, z)|^2 \mu(dz)$ and $\int_{\mathbb{R}_0} |\gamma_v(t, x, v, z)|^2 \mu(dz)$ are continuous with respect to $(x, v)$ and uniformly bounded for $0 \leq t \leq T, x \in \mathbb{R}, v \in U$.

(A2) The function $h_t(x)$ is almost surely continuous on $t \in [0, T]$ and $x \in \mathbb{R}$. For any $t \in [0, T]$, the function $h : [0, T] \times \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ is continuously differentiable with respect to $x$ and

\[
\sup_{t \in [0, T], x \in \mathbb{R}, \omega \in \Omega} |h_t(x)| + h_x(t, x)| < \infty.
\]

For any $x$, $h_t(x, \omega)$ is an $\mathcal{F}_t$-adapted process.

The state process $(x^y(t), 0 \leq t \leq T)$ is not observable itself, but is observed partially and corrupted with noise so that we have $(Y(t), 0 \leq t \leq T)$ defined by (1.2) available. Our control will be based on the observation of the process $Y$ up time instant $t$.

The intrinsic difficulty arising from the fact that the control $v$ depends on the observation $Y$, which itself is dependent on the control $v$. The approach via Girsanov transformation offers a way to overcome this difficulty. Let

\[
\rho_0^y(t) = \exp \left\{ - \int_0^t h(s, x(s))dW_2(s) - \frac{1}{2} \int_0^t h^2(s, x(s))ds \right\}.
\]

(3.2)

Define

\[
\frac{d\mathbb{P}^y}{d\mathbb{P}^0} = \rho_0^y(T) = \exp \left\{ - \int_0^T h(s, x(s))dW_2(s) - \frac{1}{2} \int_0^T h^2(s, x(s))ds \right\}.
\]

(3.3)

Then from the Girsanov theorem and the Kallianpur-Striebel formula, we know that under the probability measure $\mathbb{P}^y$, $(Y(t), 0 \leq t \leq T)$ is a Brownian motion, independent of $W_1$ and $N$. From now on we shall use this probability measure $\mathbb{P}^y$. Now we denote by $\mathbb{P}$ the probability measure, under which $(W_1(t), Y(t), 0 \leq t \leq T)$ is a two dimensional Brownian motion and $N$ is a Poisson random measure independent of $W_1$ and $Y$. The original probability measure can be represented as

\[
\frac{d\mathbb{P}^0}{d\mathbb{P}} = \frac{1}{\rho_0^y(T)} = \exp \left\{ \int_0^T h(s, x(s))dW_2(s) + \frac{1}{2} \int_0^T h^2(s, x(s))ds \right\} = \rho^y(T),
\]

(3.4)

where

\[
\rho^y(t) = \exp \left\{ \int_0^t h(s, x(s))dY(s) - \frac{1}{2} \int_0^t h^2(s, x(s))ds \right\}.
\]

(3.5)
It is easy to see that

$$\begin{align*}
\begin{cases}
    d\rho^v(t) &= h(t, x^v(t))\rho^v(t) dY(s), \\
    \rho^v(0) &= 1.
\end{cases}
\end{align*}$$

(3.6)

With the new probability measure $P$ and denoting the expectation with respect to $P$ by $\mathbb{E}$, the performance functional $J^v$ can be rewritten as

$$J(v(\cdot)) = \mathbb{E} \left[ \rho^v(T) \int_0^T l(t, x^v(t), \mathbb{E}[\rho^v(T) f(x^v(t))], v(t)) dt \\
+ \rho^v(T) \phi(x^v(T), \mathbb{E}[\rho^v(T) g(x^v(T))]) \right]$$

$$= \mathbb{E} \left[ \int_0^T \rho^v(t) l(t, x^v(t), \mathbb{E}[\rho^v(t) f(x^v(t))], v(t)) dt \\
+ \rho^v(T) \phi(x^v(T), \mathbb{E}[\rho^v(T) g(x^v(T))]) \right]$$

(3.7)

by the martingale property of $\rho^v(t)$. Therefore, the problem (MFC) is equivalent to minimizing (3.7) over $\mathcal{U}_{ad}$ subject to (1.4), where in the definition of $\mathcal{U}_{ad}$ the observation $(Y(t), 0 \leq t \leq T)$ is a Brownian motion, independent of $W_t$ and $N$ and $\rho^v(t)$ is given by (3.6).

Let $D_{1,2}$ denote the set of all random variables which are Malliavin differentiable with respect to all of $W_t(\cdot)$, $Y(\cdot)$, and $\mathcal{N}(\cdot, \cdot)$.

Furthermore, let us introduce some notations.

$$\mathcal{L}^2_{\mathcal{F}}(0, T) = \left\{ \phi(t, \omega) \text{ is an } \mathbb{R}\text{-valued progressively measurable process such that} \right\}$$

$$\mathbb{E} \left( \int_0^T |\phi(t)|^2 dt \right) < \infty \right\}.$$ 

$$\mathcal{M}^2_{\mathcal{F}}(0, T; \mathbb{R}) = \left\{ \phi(t, z, \omega) \text{ is an } \mathbb{R}\text{-valued progressively measurable process such that} \right\}$$

$$\mathbb{E} \left( \int_0^T \int_{\mathbb{R}_0} |\phi(t, z)|^2 \mu(dz) dt \right) < \infty \right\}.$$ 

$$\mathcal{L}_{12}(\mathbb{R}) = \left\{ F(t, \omega) \text{ is an } \mathbb{R}\text{-valued progressively measurable process such that} \right\}$$

for almost everywhere $0 \leq t \leq T$, $F(t, \cdot) \in D_{1,2}$ and

$$\|F\|_{1,2}^2 := \mathbb{E} \left( \int_0^T |F(t, \omega)|^2 dt + \int_0^T \int_{\mathbb{R}_0} |D_s^{(v)} F(t, \omega)|^2 ds dt \\
+ \int_0^T \int_{\mathbb{R}_0} |D_s F(t, \omega)|^2 \mu(dz) ds dt \right) < \infty \right\}.$$ 

(3.8)

Let $u(\cdot), v(\cdot) \in \mathcal{U}_{ad}$ be given and fixed such that $u(\cdot) + v(\cdot) \in \mathcal{U}_{ad}$. For any $0 \leq \varepsilon \leq 1$, we take the variational control $u^\varepsilon(\cdot) = u(\cdot) + \varepsilon v(\cdot)$. Because $\mathcal{U}_{ad}$ is convex, $u^\varepsilon(\cdot)$ belongs to $\mathcal{U}_{ad}$. Denote by $x^\varepsilon(\cdot)$ and $\rho^\varepsilon(\cdot)$ the solutions of (1.4) and (3.6) corresponding to the control $u^\varepsilon(\cdot)$. When $\varepsilon = 0$, denote $x = x^0(\cdot)$ and $\rho = \rho^0(\cdot)$. To obtain the maximum principle for the optimal control problem of minimizing (3.7) over $v(\cdot) \in \mathcal{U}_{ad}$, we use $\frac{d}{d\varepsilon} \big|_{\varepsilon=0} J^\varepsilon = 0$. To compute $\frac{d}{d\varepsilon} \big|_{\varepsilon=0} J^\varepsilon$ we need to compute $\frac{d}{d\varepsilon} \big|_{\varepsilon=0} J^\varepsilon$ and $\frac{d}{d\varepsilon} \big|_{\varepsilon=0} \rho^\varepsilon$, which are given by the following lemma 3.2. First, we need
Lemma 3.1 Under assumptions (A1) and (A2), for any \(v(\cdot) \in \mathcal{U}_ad\), there is a constant \(C\) such that

\[
\sup_{0 \leq t \leq T} \mathbb{E}[x^v(t)]^2 \leq C(1 + \sup_{0 \leq t \leq T} \mathbb{E}v^2(t)), \quad \sup_{0 \leq t \leq T} \mathbb{E}[x^v(t) - x(t)]^2 \leq Ce^2, \quad \sup_{0 \leq t \leq T} \mathbb{E}[p^v(t)]^2 \leq Ce^2.
\]

Proof. This is a directly application of Burkholder-Davis-Gundy inequality. ■

Consider the following linear stochastic differential equations (which will be the equations satisfied by \(\frac{d}{d\varepsilon}|_{\varepsilon=0}x^\varepsilon\) and \(\frac{d}{d\varepsilon}|_{\varepsilon=0}p^\varepsilon\)).

\[
\begin{align*}
    dx_1(t) &= \left( b_x(t)x_1(t) + b_y(t)v(t) \right)dt + \left( \sigma_x(t)x_1(t) + \sigma_y(t)v(t) \right)dW_1(t) \\
    &\quad + \int_{\mathbb{R}_0} \left[ \gamma_x(t,x(t-),u,z)x_1(t-) + \gamma_y(t,x(t-),u,z)v(t) \right] \mathcal{N}(dt,dz), \\
    x_1(0) &= 0,
\end{align*}
\]

and

\[
\begin{align*}
    dp_1(t) &= \left( p_1(t)h(t,x(t)) + p(t)h_x(t)x_1(t) \right)dy(t), \\
    p_1(0) &= 0,
\end{align*}
\]

where the notations \(b_x(t)\) and so on are defined in (3.8) of this section. In view of the boundedness of \(b_x, b_y, \sigma_x, \sigma_y, \gamma_x, \gamma_y, h\) and \(h_x\), (3.9) and (3.10) admit unique solutions \(x_1(\cdot), p_1(\cdot) \in \mathcal{L}^2_{\mathbb{P}}(0,T;\mathbb{R})\). (See also [1] and [13]). Obviously,

\[
p_1(t) = p(t) \left( \int_0^t h_x(s)x_1(s)dy(s) - \int_0^t h_x(s)h(s,x(s))x_1(s)ds \right), \quad 0 \leq t \leq T.
\]

By Lemma 1 and Lemma 2 in [14], we have the following lemma, which states that \(\frac{d}{d\varepsilon}|_{\varepsilon=0}x^\varepsilon = x_1(t)\) and \(\frac{d}{d\varepsilon}|_{\varepsilon=0}p^\varepsilon = p_1(t)\).

Lemma 3.2 Let the assumptions (A1) and (A2) hold. Then

\[
\lim_{\varepsilon \to 0} \sup_{0 \leq t \leq T} \mathbb{E} \left| \frac{x^\varepsilon(t) - x(t)}{\varepsilon} - x_1(t) \right|^2 = 0, \quad \lim_{\varepsilon \to 0} \sup_{0 \leq t \leq T} \mathbb{E} \left| \frac{p^\varepsilon(t) - p(t)}{\varepsilon} - p_1(t) \right|^2 = 0.
\]

The following assumptions are needed to obtain the maximum principle.

(A3) The functions \(l : [0,T] \times \mathbb{R} \times \mathbb{R} \times U \times \Omega \to \mathbb{R}\) and \(\phi : \mathbb{R} \times \mathbb{R} \times \Omega \to \mathbb{R}\) are almost surely continuously differentiable with respect to \((t,x,y,v) \in [0,T] \times \mathbb{R} \times \mathbb{R} \times U\) and \((x,y) \in \mathbb{R} \times U\), respectively, and satisfying

\[
\mathbb{E} \left[ \int_0^T \rho^y(t)|l(t,x^v(t),\mathbb{E}[\rho^y(t)f(x^v(t))],v(t))|dt + \rho^y(T)|\phi(x^v(T),\mathbb{E}[\rho^y(T)g(x^v(T))])| \right] < \infty.
\]

\(\phi\) is almost surely twice continuously differentiable with respect to \(x\) with first and second order bounded derivatives. \(f: \mathbb{R} \to \mathbb{R}\) and \(g: \mathbb{R} \to \mathbb{R}\) are both twice continuously differentiable with first and second order bounded derivatives.
(A4) (i) For any \( t, \tau \), such that \( t + \tau \in [0, T] \), and bounded \( \mathcal{F}_t^Y \)-measurable random variable \( \beta \), we formulate the control process \( v(s) \in U \), with

\[
v(s) = \beta I_{[t,t+\tau]}(s), \quad s \in [0, T],
\]

where \( I_{[t,t+\tau]}(s) \) is the indicator function on the set \([t, t+\tau]\).

(ii) For any \( v(s) \in \mathcal{F}_s^Y \) with \( v(s) \) bounded, \( s \in [0, T] \), there is an \( \delta > 0 \) such that \( u(\cdot) + \varepsilon v(\cdot) \in \mathcal{U}_{ad} \) for \( \varepsilon \in (\delta, \delta) \).

To describe the maximum principle we define the following adjoint processes \( q(\cdot), k(\cdot) \) and \( r(\cdot, \cdot) \) as follows. Let

\[
G(t, s) = \exp\left( \int_t^s \left[ b_x(r) - \frac{1}{2} \sigma_x^2(r) \right] dr + \int_t^s \sigma_x(r) dW_1(r) \\
+ \int_t^s \int_{\mathbb{R}^3} \ln(1 + \gamma_x(r, x(r), u, z)) \tilde{N}(dr, dz) \\
+ \int_t^s \int_{\mathbb{R}^3} \left[ \ln(1 + \gamma_x(r, x(r), u, z)) - \gamma_x(r, x(r), u, z) \right] \mu(dz) dr \right); \quad s > t;
\]

\[
\Sigma(t) = \rho(T) \left( \Phi_x + g'(x(T)) \mathbb{E}_0[\Phi_y] \right) \\
+ \int_t^T \rho(s) \left( I_x(s) + f'(x(s)) \mathbb{E}_0[I_y(s)] \right) ds;
\]

\[
\Pi(t) = \rho(T) \left( \Phi + g(x(T)) \mathbb{E}_0[\Phi_y] \right) \\
+ \int_t^T \rho(s) \left( I(u(s)) + f(x(s)) \mathbb{E}_0[I_y(s)] \right) ds; \quad (3.11)
\]

\[
\Lambda(t) = \rho(T) \left( \Phi + g(x(T)) \mathbb{E}_0[\Phi_y] \right) h(t, x(t)) \\
+ \int_t^T \rho(s) \left( I(u(s)) + f(x(s)) \mathbb{E}_0[I_y(s)] \right) h(t, x(t)) ds; \quad (3.12)
\]

\[
H_x(t) = \Sigma(t) b_x(t) + \sigma_x(t) D^{(W_1)}_t \Sigma(t) + \alpha_x(t) \left( \mathcal{D}^{(Y)}_t \Pi(t) - \Lambda(t) \right) \\
+ \int_{\mathbb{R}^3} \gamma_x(t, x(t), u, z) D_t z \Sigma(t) \mu(dz);
\]

\[
\Theta(t, s) = H_x(s) G(t, s).
\]

Finally we denote

\[
q(t) := \Sigma(t) + \int_t^T \Theta(t, s) ds,
\]

\[
k(t) := D^{(W_1)}_t q(t),
\]

\[
r(t, z) := D_{t, z} q(t). \quad (3.13)
\]

Now we state our main theorem of this section.

**Theorem 3.1** Let the assumptions (A1), (A2), (A3) and (A4) hold. Assume that \( u(\cdot) \) is a local minimum for \( J(v(\cdot)) \), in the sense that for all bounded \( v(\cdot) \in \mathcal{U}_{ad} \), there exists a \( \delta > 0 \) such that \( u(\cdot) + \varepsilon v(\cdot) \in \mathcal{U}_{ad} \) for any \( \varepsilon \in (-\delta, \delta) \) and

\[
f(\varepsilon) = J(u(\cdot) + \varepsilon v(\cdot)), \quad \varepsilon \in (-\delta, \delta),
\]
attains its minimum at $\varepsilon = 0$. Assume that $\rho(t)$, $l(u(t))$, $l_1(t)$ and $\Theta(t,s)$ are in $L_{1,2}(\mathbb{R})$ for all $0 \leq t \leq s \leq T$. Then we have

$$
\mathbb{E} \left[ H_v(t, x(t), \mathbb{E}_0[f(x(t))], u(t); q(t), k(t), r(t, \cdot)) \mid \mathcal{F}_t^Y \right] = 0,
$$

where $H_v$ is defined by

$$
H_v(t, x, y, v; q, k, r) = b_v(t, x, v)q + \sigma_v(t, x, v)k
+ \int_{\mathbb{R}_0} r(t, z)\gamma_v(t, x, v, z)\mu(dz) + \rho(t)l_v(t, x, y, v).
$$

**Proof.** If $u(\cdot)$ is a local minimum for $J(v(\cdot))$, then $\frac{d}{d\varepsilon} J(\varepsilon) |_{\varepsilon=0} = 0$. Since

$$
\frac{d}{d\varepsilon} J(\varepsilon) |_{\varepsilon=0} = \lim_{\varepsilon \to 0} \frac{J(u(\cdot) + \varepsilon v(\cdot)) - J(u(\cdot))}{\varepsilon}
= \lim_{\varepsilon \to 0} \mathbb{E} \left\{ \int_0^T \left[ (\rho^{u+E\varepsilon}(t) - \rho(t)) l(t, x(t), \mathbb{E}[\rho(t)f(x(t))], u)
+ \rho^{u+E\varepsilon}(t) \left( l(t, x^{u+E\varepsilon}(t), \mathbb{E}[\rho^{u+E\varepsilon}(t)f(x^{u+E\varepsilon}(t))], u + \varepsilon v)
- l(t, x(t), \mathbb{E}[\rho(t)f(x(t))], u) \right) \right] dt
+ (\rho^{u+E\varepsilon}(T) - \rho(T)) \phi(x(T), \mathbb{E}[\rho(T)g(x(T))])
+ \rho^{u+E\varepsilon}(T) \left( \phi(x^{u+E\varepsilon}(T), \mathbb{E}[\rho^{u+E\varepsilon}(T)g(x^{u+E\varepsilon}(T))])
- \phi(x(T), \mathbb{E}[\rho(T)g(x(T))]) \right) \right\},
$$

it follows from Lemma 3.2 that

$$
\frac{d}{d\varepsilon} J(\varepsilon) |_{\varepsilon=0} = \mathbb{E} \left[ \int_0^T \rho_1(t)l(t, x(t), \mathbb{E}[f(x(t))], u) dt \right]
+ \mathbb{E} \int_0^T \left[ l_1(t, x(t), \mathbb{E}[f(x(t))], u)\rho(t)x_1(t)
+ \rho(t)l_1(t, x(t), \mathbb{E}[f(x(t))], u)\mathbb{E}\left( f'(x(t))\rho(t)x_1(t) + \rho_1(t)f(x(t)) \right) \right] dt
+ \mathbb{E} \int_0^T l_v(t, x(t), \mathbb{E}[f(x(t))], u)\rho(t)v(t) dt
+ \mathbb{E} \left[ \phi(x(T), \mathbb{E}_0[g(x(T))])\rho_1(T) + \phi(x(T), \mathbb{E}_0[g(x(T))])\rho(T)x_1(T)
+ \rho(T)\phi_1(x(T), \mathbb{E}_0[g(x(T))])\mathbb{E}\left( g'(x(T))\rho(T)x_1(T) + \rho_1(T)g(x(T)) \right) \right].
$$

For the convenience of computation, we may adjust the order of the terms in the right side of the
above equation such that
\[
\frac{d}{d\varepsilon} \mathcal{J}(\varepsilon) \big|_{\varepsilon=0} = \mathbb{E} \left[ \phi(x(T), \mathbb{E}_0[g(x(T))]) \mathbf{p}_1(T) + \int_0^T \mathbf{p}_1(t) l(t, x(t), \mathbb{E}_0[f(x(t))], u) dt \right] + \mathbb{E} \left[ \mathbb{E}_0 [\Phi_y(x(T), \mathbb{E}_0[g(x(T))])] \mathbf{p}_1(T) g(x(T)) \right] + \mathbb{E} \int_0^T \mathbb{E}_0 [I_y(t, x(t), \mathbb{E}_0[f(x(t))], u)] \mathbf{p}_1(t) f(x(t)) dt + \mathbb{E} \left[ \Phi_v(x(T), \mathbb{E}_0[g(x(T))]) \mathbf{p}(T)x_1(T) \right] + \mathbb{E}_0 [\Phi_y(x(T), \mathbb{E}_0[g(x(T))]) g'(x(T)) \mathbf{p}(T)x_1(T)] + \mathbb{E} \left[ \int_0^T l_x(t, x(t), \mathbb{E}_0[f(x(t))], u) \mathbf{p}(t)x_1(t) dt \right]
\]
where in the forth identity we have used the Fubini theorem. Similarly,
\[
\int_0^T \mathbb{E}_0 [I_y(t, x(t), \mathbb{E}_0[f(x(t))], u)] \mathbf{p}(t)f(t)x_1(t)dt = \mathbb{E} \left[ \int_0^T l_t(t, x(t), \mathbb{E}_0[f(x(t))], u) \mathbf{p}(t)v(t)dt \right]
\]
(3.14)
where in the forth identity we have used \( \mathbb{E}(A\mathbb{E}(B)) = \mathbb{E}(B\mathbb{E}(A)) \). Since \( \Phi, \Phi_x, \mathbb{E}_0[\Phi_y(g(x(T)) \mathbb{E}_0[\Phi_y(g'(x(T))) \in \mathbb{L}_{1,2}(\mathbb{R}) \right), l(u(t)), l(t), \mathbb{E}_0[I_y(t)]f(x(t)), \mathbb{E}_0[I_y(t)]f'(x(t)) \) and \( \Theta(t,s) \) are in \( \mathbb{L}_{1,2}(\mathbb{R}) \) for all \( 0 \leq t \leq s \leq T \), according to (2.3) and (2.6), we have
\[
I_1 = \mathbb{E} \left( \phi(x(T), \mathbb{E}_0[g(x(T))]) \mathbf{p}(T) \left[ \int_0^T h_x(t)x_1(t)dY(t) - \int_0^T h_x(t)h(t, x(t))x_1(t)dt \right] \right)
\]
(3.15)
\[
I_2 \begin{aligned}
&= \mathbb{E} \int_0^T \mathbb{E}_0[f(x(t))], u) \mathbf{p}(t) \left( \int_0^t h_x(s)x_1(s)dY(s) - \int_0^t h_x(s)h(s, x(s))x_1(s)ds \right) \right) \\
&= \mathbb{E} \int_0^T h_x(t)x_1(t) \left\{ \int_t^T D_t^Y \left( \mathbf{p}(s)l(u(s)) \right) - \mathbb{P}(s,l(u(s))h(t,x(t)) \right\} dt.
\] (3.16)

Note that, in deriving the last identity in (3.16), we have used the Fubini theorem. Similarly,
\[
I_3 \begin{aligned}
&= \mathbb{E} \left\{ g(x(T))\mathbb{E}_0(\phi_y(x(T), \mathbb{E}_0[g(x(T))]) \mathbf{p}(T) \left[ \int_0^T h_x(t)x_1(t)dY(t) \\
&- \int_0^T h_x(t)h(t, x(t))x_1(t)dt \right] \right\} \\
&= \mathbb{E} \int_0^T h_x(t)x_1(t) \left\{ D_t^Y \left( \mathbf{p}(T)g(x(T))\mathbb{E}_0[\phi_y] \right) - \mathbb{P}(T)g(x(T))\mathbb{E}_0[\phi_y]h(t, x(t)) \right\} dt
\] (3.17)

and
\[
I_4 \begin{aligned}
&= \mathbb{E} \int_0^T f(x(t))\mathbb{E}_0[I_y(t)] \mathbf{p}(t) \left[ \int_0^t h_x(s)x_1(s)dY(s) - \int_0^t h_x(s)h(s, x(s))x_1(s)ds \right] dt \\
&= \mathbb{E} \int_0^T h_x(t)x_1(t) \left( \int_t^T D_t^Y \left( \mathbf{p}(s)f(x(s))\mathbb{E}_0[I_y(s)] \right) - \mathbb{P}(s,f(x(s))\mathbb{E}_0[I_y(s)] \right) ds \right. dt.
\] (3.18)
Then from (3.15), (3.16), (3.17), (3.18), (3.11) (the definition of $I$) and (3.12) (the definition of $\Lambda$) it follows that

$$I_1 + I_2 + I_3 + I_4 = \mathbb{E} \int_0^T \left\{ D^Y_t \left( \rho(T) \phi + D^Y_t (\rho(T)g(x(T))\mathbb{E}_0[\phi]) \right) \\
+ \int_t^T D^Y_s \left( \rho(s)l(u(s)) \right) ds + \int_t^T D^Y_s \left( \rho(s)f(x(s))\mathbb{E}_0[l_y(s)] \right) ds \\
- \left( \phi + g(x(T))\mathbb{E}_0[\phi] \right) \rho(T)h(t,x(t)) \\
- \int_t^T \left( l(u(s)) + f(x(s))\mathbb{E}_0[l_y(s)] \right) \rho(s)h(t,x(t)) ds \right\} h_x(t)x_1(t) dt$$

$$= \mathbb{E} \int_0^T h_x(t)x_1(t) \left( D^Y_t \Pi(t) - \Lambda(t) \right) dt. \quad (3.19)$$

Similarly, according to (2.3) and (2.6), we have

$$I_5 + I_6 = \mathbb{E} \left\{ \rho(T) \left( \phi_x + g' (x(T))\mathbb{E}_0[\phi] \right) \right\} \left[ \int_0^T \left( b_x(t)x_1(t) + b_v(t)v(t) \right) dt \\
+ \int_0^T \left( \sigma_x(t)x_1(t) + \sigma_v(t)v(t) \right) dW_1(t) \\
+ \int_0^T \int_{\mathbb{R}_0} \left[ \gamma_x(t,x(t),u,z)x_1(t) + \gamma_v(t,x(t),u,z)v(t) \right] \tilde{N}(dt, dz) \right\}$$

$$= \mathbb{E} \int_0^T \left\{ \rho(T) \left( \phi_x + g' (x(T))\mathbb{E}_0[\phi] \right) \right\} \left( b_x(t)x_1(t) + b_v(t)v(t) \right)$$

$$+ \left( \sigma_x(t)x_1(t) + \sigma_v(t)v(t) \right) D^W_1 \rho(T) \left( \phi_x + g' (x(T))\mathbb{E}_0[\phi] \right)$$

$$+ \int_{\mathbb{R}_0} \left[ \gamma_x(t,x(t),u,z)x_1(t) + \gamma_v(t,x(t),u,z)v(t) \right] D_{x,z} \rho(T) \left( \phi_x + g' (x(T))\mathbb{E}_0[\phi] \right) \mu(dz) \} dt. \quad (3.20)$$

and

$$I_7 + I_8 = \mathbb{E} \int_0^T \rho(t) \left( I_x(t) + f'(x(t))\mathbb{E}_0[l_y(t)] \right) \left\{ \int_0^t \left( b_x(s)x_1(s) + b_v(s)v(s) \right) ds \\
+ \int_0^t \left( \sigma_x(s)x_1(s) + \sigma_v(s)v(s) \right) dW_1(s) \\
+ \int_0^t \int_{\mathbb{R}_0} \left[ \gamma_x(s,x(s),u,z)x_1(s) + \gamma_v(s,x(s),u,z)v(s) \right] \tilde{N}(ds, dz) \right\}$$

$$= \mathbb{E} \int_0^T \int_0^t \left\{ \rho(t) \left( I_x(t) + f'(x(t))\mathbb{E}_0[l_y(t)] \right) \right\} \left( b_x(s)x_1(s) + b_v(s)v(s) \right)$$

$$+ \left( \sigma_x(s)x_1(s) + \sigma_v(s)v(s) \right) D^W_1 \rho(t) \left( I_x(t) + f'(x(t))\mathbb{E}_0[l_y(t)] \right)$$

$$+ \int_{\mathbb{R}_0} \left[ \gamma_x(s,x(s),u,z)x_1(s) + \gamma_v(s,x(s),u,z)v(s) \right] D_{x,z} \rho(t) \left( I_x(t) + f'(x(t))\mathbb{E}_0[l_y(t)] \right) \mu(dz) \} ds dt.$$
By the Fubini theorem, we have

\[ I_7 + I_8 = \mathbb{E} \int_0^T \int_s^T \left\{ \rho(t) \left( l_x(t) + f'(x(t)) \mathbb{E}_0[l_y(t)] \right) (b_x(s)x_1(s) + b_v(s)v(s)) \\
+ (\sigma_x(s)x_1(s) + \sigma_v(s)v(s)) D_{t}^{[W_t]} \rho(t) \left( l_x(t) + f'(x(t)) \mathbb{E}_0[l_y(t)] \right) \\
+ \int_{R_0} [\gamma_x(s,x(s-),u,z)x_1(s-) + \gamma_v(s,x(s-),u,z)v(s)] \\
D_{s,z} \rho(t) \left( l_x(t) + f'(x(t)) \mathbb{E}_0[l_y(t)] \right) \mu(dz) \right\} dt ds \]

\[ = \mathbb{E} \int_0^T \left\{ \int_t^T \rho(s) \left( l_x(s) + f'(x(s)) \mathbb{E}_0[l_y(s)] \right) ds \left( b_x(s)x_1(s) + b_v(s)v(t) \right) \\
+ (\sigma_x(s)x_1(t) + \sigma_v(t)v(t)) D_{t}^{[W_t]} \rho(s) \left( l_x(s) + f'(x(s)) \mathbb{E}_0[l_y(s)] \right) ds \\
+ \int_{t}^T \int_{R_0} [\gamma_x(t,x(t-),u,z)x_1(t-) + \gamma_v(t,x(t-),u,z)v(t)] \\
D_{t,z} \rho(s) \left( l_x(s) + f'(x(s)) \mathbb{E}_0[l_y(s)] \right) \mu(dz) ds \right\} dt. \tag{3.21} \]

Then it follows from (3.20) and (3.21) that

\[ I_5 + I_6 + I_7 + I_8 \]

\[ = \mathbb{E} \int_0^T \left\{ \Sigma(t) \left( b_x(t)x_1(t) + b_v(t)v(t) \right) + \left( \sigma_x(t)x_1(t) + \sigma_v(t)v(t) \right) D_{t}^{[W_t]} \Sigma(t) \\
+ \int_{R_0} [\gamma_x(t,x(t-),u,z)x_1(t-) + \gamma_v(t,x(t-),u,z)v(t)] D_{t,z} \Sigma(t) \mu(dz) \right\} dt. \tag{3.22} \]

We insert (3.19) and (3.22) into (3.14) to transform the equation \( \frac{d}{d\varepsilon} \mathcal{I}(\varepsilon) |_{\varepsilon=0} = 0 \) to

\[ \mathbb{E} \int_0^T \left[ \Sigma(t) b_x(t) + \sigma_x(t) D_{t}^{[W_t]} \Sigma(t) + h_x(t) \left( D_{t}^{[Y]} \Pi(t) - \Lambda(t) \right) \\
+ \int_{R_0} [\gamma_x(t,x(t-),u,z) D_{t,z} \Sigma(t) \mu(dz)] x_1(t) dt \\
+ \mathbb{E} \int_0^T \left[ \Sigma(t) b_v(t) + \sigma_v(t) D_{t}^{[W_t]} \Sigma(t) + \rho(t) l_v(t,x(t), \mathbb{E}_0[f(x(t))], u) \right. \\
+ \left. \int_{R_0} [\gamma_v(t,x(t-),u,z) D_{t,z} \Sigma(t) \mu(dz)] v(t) dt \right] = 0. \tag{3.23} \]

To simplify the equation (3.23), we take

\[ v(s) = \bar{\beta} I_{t,t+c}(s), \]

where \( \bar{\beta} = \beta(\omega) \) is a bounded \( \mathcal{F}_{t}^{Y} \)-measurable random variables, \( 0 \leq t \leq t+\tau \leq T. \) It is easy to see from (3.9) that

\[ x_1(s) = 0 \quad \text{for} \quad 0 \leq s \leq t. \tag{3.24} \]

Then (3.23) can be written as

\[ \mathcal{I}_1(\tau) + \mathcal{I}_2(\tau) = 0 \tag{3.25} \]
with

\[ f_1(\tau) = \mathbb{E} \int_t^T \left[ \Sigma(s) b_x(s) + \sigma_x(s) \sigma(\mathcal{W}_t) \Sigma(s) + h_x(s) \left( D_t^Y(u) \Pi(s) - \Lambda(s) \right) \right. \\
\left. + \int_{\mathbb{R}_0} \gamma_x(s, x(s-), u, z) D_x \Sigma(s) \mu(dz) \right] x_1(s) ds \]

and

\[ f_2(\tau) = \mathbb{E} \int_t^{t+\tau} \beta \left[ \Sigma(s) b_v(s) + \sigma_v(s) \sigma(\mathcal{W}_t) \Sigma(s) + \rho(s) I_v(s, x(s), \mathbb{E}_0[f(x(s))], u) \right. \\
\left. + \int_{\mathbb{R}_0} \gamma_v(s, x(s-), u, z) D_v \Sigma(s) \mu(dz) \right] ds. \]

Since (3.25) holds for all \( \tau \in [0, T-t] \) we differentiate it to obtain

\[ \frac{d}{d\tau} \bigg|_{\tau=0} f_1(\tau) + \frac{d}{d\tau} \bigg|_{\tau=0} f_2(\tau) = 0. \] (3.26)

First we compute \( \frac{d}{d\tau} \bigg|_{\tau=0} f_1(\tau) \). Note that with the special control \( v(s) = \beta I_{(t, t+\tau)}(s) \), we derive for \( s \geq t + \tau \)

\[ dx_1(s) = x_1(s) \left( b_x(s) ds + \sigma_x(s) d\mathcal{W}_1(s) + \int_{\mathbb{R}_0} \gamma_x(s, x(s-), u, z) \tilde{N}(ds, dz) \right), \]

Solving the above equation, we get

\[ x_1(s) = x_1(t+\tau) G(t+\tau, s), \quad s \geq t + \tau, \]

where

\[ x_1(t+\tau) = \beta \int_t^{t+\tau} \left( b_v(r) dr + \sigma_v(r) d\mathcal{W}_1(r) + \int_{\mathbb{R}_0} \gamma_v(r, x(r-), u, z) \tilde{N}(dr, dz) \right) \\
+ \int_t^{t+\tau} x_1(r) \left( b_x(r) dr + \sigma_x(r) d\mathcal{W}_1(r) + \int_{\mathbb{R}_0} \gamma_x(r, x(r-), u, z) \tilde{N}(dr, dz) \right). \]

Then

\[ \frac{d}{d\tau} f_1(\tau) \bigg|_{\tau=0} = \frac{d}{d\tau} \mathbb{E} \left[ \int_t^{t+\tau} H_x(s) x_1(1+\tau) G(t+\tau, s) ds \right] \bigg|_{\tau=0} \]

\[ = \int_t^{t+\tau} \frac{d}{d\tau} \mathbb{E} \left[ H_x(s) x_1(1+\tau) G(t+\tau, s) ds \right] \bigg|_{\tau=0} ds \]

\[ = \int_t^{t+\tau} \frac{d}{d\tau} \mathbb{E} \left[ x_1(1+\tau) \Theta(t, s) ds \right] \bigg|_{\tau=0} ds \]

\[ = f_{11} + f_{12}, \]

where

\[ f_{11} = \int_t^{t+\tau} \frac{d}{d\tau} \mathbb{E} \left\{ \Theta(t, s) \int_t^{t+\tau} x_1(r) \left( b_x(r) dr + \sigma_x(r) d\mathcal{W}_1(r) \right) + \int_{\mathbb{R}_0} \gamma_x(r, x(r-), u, z) \tilde{N}(dr, dz) \right\} \bigg|_{\tau=0} ds \]
and

\[ J_{12} = \int_t^T \frac{d}{d\tau} \mathbb{E} \left\{ \beta \Theta(t,s) \int_t^{\tau+\tau} \left[ b_v(r) dr + \sigma_v(r) dW_1(r) \right] + \int_{\mathbb{R}_0} \gamma_v(r,x(r-),u,z) \tilde{N}(dr,dz) \right\} ds. \]

According to (3.24), (3.25), (2.6) and the fact that \( x(t) = 0 \), it is not difficult to derive that

\[ J_{11} = 0 \]

and

\[ J_{12} = \mathbb{E} \int_t^T \beta \left( \Theta(t,s) b_v(t) + \sigma_v(t) D_{\tau}^{(W)} \Theta(t,s) + \int_{\mathbb{R}_0} \gamma_v(s,x(s-),u,z) D_{(\tau,s)} \Theta(t,s) \mu(dz) \right) ds. \quad (3.27) \]

Now we proceed to calculate the value of \( \frac{d}{d\tau} J_2(\tau)|_{\tau=0} \). As in the computation for \( \frac{d}{d\tau} J_2(\tau)|_{\tau=0} \) we have

\[ \frac{d}{d\tau} J_2(\tau)|_{\tau=0} = \mathbb{E} \left\{ \beta \left[ \Sigma(t) b_v(t) + \sigma_v(t) D_{\tau}^{(W)} \Sigma(t) + \rho(t) l_v(t) + \int_{\mathbb{R}_0} \gamma_v(t,x(t-),u,z) D_{(\tau,s)} \Sigma(t) \mu(dz) \right] \right\}. \quad (3.28) \]

From (3.13), (3.14), (3.27) and (3.28), the equation (3.26) becomes

\[ \mathbb{E} \left\{ \beta \left[ b_v(t) q(t) + \sigma_v(t) k(t) + \rho(t) l_v(t) + \int_{\mathbb{R}_0} \gamma_v(t,x(t-),u,z) r(t,z) \mu(dz) \right] \right\} = 0. \]

Since the above equality holds for any bounded \( \mathcal{F}_t^Y \)-measurable \( \beta \), we conclude that

\[ 0 = \mathbb{E} \left[ \left\{ H_v(t,x(t),\mathbb{E}_0[f(x(t))]),u(t);q(t),k(t),r(t,\cdot) \right\} | \mathcal{F}_t^Y \right]. \]

The proof of the theorem is then completed.

**An application to linear-quadratic control problem** We consider an economic quantity \( x^v(\cdot) \), which can be interpreted as cash-balance, wealth, and an intrinsic value process in different fields of insurance, mathematical finance, and mathematical economy, respectively. Suppose that \( x^v(\cdot) \) is governed by

\[
\begin{cases}
  dx^v(t) &= \left( A(t)x^v(t) + B(t)v(t) \right) dt + \left( C(t)x^v(t) + D(t)v(t) \right) dW_1(t) \\
  &+ \int_{\mathbb{R}_0} \left( F_i(z)x^v(t-)+G_i(z)v(t) \right) \tilde{N}(dt,dz), \quad t \in [0,T], \\
  x^v(0) &= x_0 \in \mathbb{R},
\end{cases}
\]

where \( v(\cdot) \) is the control strategy of a policymaker, and \( A(t), B(t), C(t), D(t), F_i(z) \) and \( G_i(z) \) are uniformly bounded \( \mathcal{F}_t^Y \)-adapted stochastic processes with value in \( \mathbb{R} \). In fact, it is possible for the policymaker to partially observe \( x(\cdot) \), due to the inaccuracies in measurements, discreteness of account information, or possible delay in the actual payments. See, e.g., Huang, Wang, and Wu.
to see from (3.29) and (3.30) that

subject to (3.29) and (3.30), where model:

\[ x(t) = \frac{1}{\beta} \alpha(t, x^v(t)) - \frac{1}{2} \beta \] \[ Y(0) = 0, \]

(3.30)

where \( x(\cdot) \) is the underlying factor which is partially observed through the observation \( Y(\cdot) \), \( \beta > 0 \) is a constant, and \( \alpha \) satisfies an assumption similar to \( h \) (see, e.g., Assumption (A2)). A typical example of \( Y(\cdot) \) in reality is the logarithm of the stock price \( S(\cdot) \) related to \( x(\cdot) \). Specifically, set \( S(t) = s_0 e^{\beta Y(t)} \) with a constant \( s_0 > 0 \). Obviously, the stock price \( S(\cdot) \) is the information available to the policymaker. Moreover, it follows from Itô’s formula that

\[
\begin{align*}
\frac{dS(t)}{S(t)} &= \left[ \alpha(t, x^v(t)) dt + \beta dW_2(t) \right], \\
S(0) &= s_0,
\end{align*}
\]

Note that the above factor model is inspired by those of Nagai and Peng [10] and Xiong and Zhou [15].

Assume that the objective of the policymaker is to minimize

\[
J(v(\cdot)) = \frac{1}{2} \mathbb{E}_0 \left\{ \int_0^T \left[ L(t) \left( x^v(t) - \mathbb{E}_0[x^v(t)] \right)^2 \right] dt + N \left( x^v(T) - \mathbb{E}_0[x^v(T)] \right)^2 \right\},
\]

subject to (3.29) and (3.30), where \( M(t) \geq 0, L(t) \geq 0 \) are uniformly bounded deterministic functions with value in \( \mathbb{R} \) and \( M(t) \) is referred to as a dynamic benchmark. \( N \geq 0 \) is a constant. Equation (3.31) implies that the policymaker wants to not only prevent the control strategy from large deviation but also minimize the risk of the economic quantity.

In what follows, we solve the linear-quadratic problem with the help of Theorem 2.1. It is easy to see from (3.29) and (3.30) that

\[
\begin{align*}
b(t, x, v) &= A(t)x + B(t)v, \\
\sigma(t, x, v) &= C(t)x + D(t)v, \\
\gamma(t, x, v, z) &= F_t(z)x + G_t(z)v, \\
h(t, x) &= \frac{1}{\beta} \alpha(t, x) - \frac{1}{2} \beta.
\end{align*}
\]

As we know,

\[
\rho^v(t) = \exp \left\{ \int_0^t h(s, x^v(s)) dY(s) - \frac{1}{2} \int_0^t h^2(s, x^v(s)) ds \right\}.
\]

If \( u \) is the optimal control, then we denote \( \rho(t) = \rho^u(t), 0 \leq t \leq T \). The new adjoint processes are written as

\[
\begin{align*}
q(t) &= \Sigma(t) + \int_t^T H(s) G(t, s) ds, \\
k(t) &= D_{t}^{(t, y)} q(t), \\
r(t, z) &= D_{t, z} q(t),
\end{align*}
\]

with

\[
\Sigma(t) = N \rho(T) \left( x(T) - \mathbb{E}_0[x(T)] \right) + \int_t^T L(s) \rho(s) \left( x(s) - \mathbb{E}_0[x(s)] \right) ds.
\]
According to Theorem 2.1 and (3.32), we have the following proposition.

For any \( t \leq s \leq T \), then it is necessary to satisfy

\[
\Pi(t) = \frac{1}{2} \mathcal{N}(T) \left( x(T) - \mathbb{E}_0[x(T)] \right)^2 + \frac{1}{2} \int_t^T \rho(s) \left[ L(s) \left( x(s) - \mathbb{E}_0[x(s)] \right)^2 + \left( u(s) - M(s) \right)^2 \right] ds,
\]

\[
\Lambda(t) = \frac{1}{2} \mathcal{N}(T) \left( x(T) - \mathbb{E}_0[x(T)] \right)^2 h(t,x(t)) + \frac{1}{2} \int_t^T \rho(s) \left[ L(s) \left( x(s) - \mathbb{E}_0[x(s)] \right)^2 + \left( u(s) - M(s) \right)^2 \right] h(t,x(t)) ds.
\]

According to Theorem 2.1 and (3.32), we have the following proposition.

**Proposition 3.2** If \( u(\cdot) \) is an optimal control strategy and \( \rho(t), \frac{1}{\beta} \alpha_x(t,x) G(t,s) \in \mathbb{L}_{1,2}(\mathbb{R}), 0 \leq t \leq s \leq T \), then it is necessary to satisfy

\[
u(t) = M(t) - B(t) \mathbb{E}[q(t)|\mathcal{F}_t] - D(t) \mathbb{E}[D_t^{(W_1)} q(t)|\mathcal{F}_t] - \mathbb{E} \left[ \int_{\mathbb{R}_0} G_t(z) D_{t,z} q(t) \mu(dz) | \mathcal{F}_t \right].
\]

### 4 Maximum principle for jump-diffusion mean-field SDEs

In this section, we study the mean field stochastic optimal control problem to minimize (1.3). However, the system is given by a nonlinear SDE of mean-field type (which is also called McKean-Vlasov equations) with jumps, namely, (1.1). The observation is as (1.2) and we define the admissible control as Definition 1.1.

As for the first problem treated in the previous section, we need to deal with the problem of minimizing the performance functional (3.7) subject to new state equation (1.1) and the observation (1.2). The Radon-Nikodym derivative \( \rho^* \) is still given by (3.6). To obtain the maximum principle for this problem, we make the following assumptions in this section.

**H1** For any \( t \in [0,T] \) and \( z \in \mathbb{R}_0, b(t,x,y,v), \sigma(t,x,y,v) \) and \( \gamma(t,x,y,v,z) \) are continuously differentiable functions of \( x, y \) and \( v \) and their derivatives \( b_x, b_y, b_v, \sigma_x, \sigma_y, \sigma_v, \int_{\mathbb{R}_0} |\gamma_x(t, x, y, v, z)|^2 \mu(dz), \int_{\mathbb{R}_0} |\gamma_y(t, x, y, v, z)|^2 \mu(dz) \) and \( \int_{\mathbb{R}_0} |\gamma_v(t, x, y, v, z)|^2 \mu(dz) \) are uniformly bounded. Suppose also that there is a constant \( C > 0 \) such that

\[
|b(t,x,y,v)|^2 + |\sigma(t,x,y,v)|^2 + \int_{\mathbb{R}_0} |\gamma(t,x,y,v,z)|^2 \mu(dz) \leq C(1 + |x|^2 + |y|^2 + |v|^2).
\]
(H2) For any \( t \in [0, T] \), the function \( h \) is continuously differentiable with respect to \( x \) and its derivative \( h_x \) are uniformly bounded.

(H3) For any \( t \in [0, T] \), the functions \( l \) and \( \phi \) are continuously differentiable with respect to \((x, y, v) \in \mathbb{R} \times \mathbb{R} \times U \) and \((x, y) \in \mathbb{R} \times \mathbb{R} \), respectively. The derivatives of \( l \) and \( \phi \) are uniformly Lipschitz continuous. Moreover, there is a constant \( C > 0 \) such that

\[
|l(t, x, y, v)| + |\phi(x, y)| \leq C(1 + x^2 + y^2 + v^2),
\]

\[
|\phi_x(x, y)| + |\phi_y(x, y)| \leq C(1 + |x| + |y|),
\]

\[
|l_x(t, x, y, v)| + |l_y(t, x, y, v)| + |l_v(t, x, y, v)| \leq C(1 + |x| + |y| + |v|).
\]

\( f : \mathbb{R} \to \mathbb{R} \) and \( g : \mathbb{R} \to \mathbb{R} \) are both continuously differentiable with bounded derivatives \( f'(x) \) and \( g'(x) \).

All the above mentioned functions in (H1), (H2) and (H3) are deterministic.

Suppose that \( u(\cdot) \in \mathcal{U}_{ad} \) is an optimal control process and \( x(\cdot) \) is the corresponding state process. We want to obtain the maximum principle for \( u \) and \( x \). Namely, we want to find necessary conditions that \( u \) and \( x \) must satisfy. We shall follow the same argument as in the previous section. But we can no longer use Malliavin calculus because of the mean field's appearance in the state equation (4.1). Let \( v(\cdot) \) be another arbitrary control process in \( \mathcal{U}_{ad} \). Since \( \mathcal{U}_{ad} \) is convex, the following perturbed control process \( u^\varepsilon(\cdot) \) is also an element of \( \mathcal{U}_{ad} \):

\[
u^\varepsilon(t) = u(t) + \varepsilon (v(t) - u(t)), \quad 0 \leq \varepsilon \leq 1.
\]

We follow all the notations used in the previous section. For example, we denote by \( x^\varepsilon(\cdot) \) and \( \rho^\varepsilon(\cdot) \) the states of (4.1) and (3.6) along with the control \( u^\varepsilon(\cdot) \). When \( \varepsilon = 0 \), denote \( x = x(\cdot) \) and \( \rho = \rho(\cdot) \). Furthermore, suppose that \( v(\cdot) \in \mathcal{U}_{ad} \) such that \( v'(\cdot) = v(\cdot) - u(\cdot) \in \mathcal{U}_{ad} \), then \( v'(\cdot) + u(\cdot) \in \mathcal{U}_{ad} \).

The equation for the derivative \( \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} x^\varepsilon(t) \) will be

\[
\begin{cases}
dx(t) = & \left( b_x(t)x(t) + b_y(t)E_0[x(t)] + b_v(t)(v(t) - u(t)) \right)dt \\
& + \left( \sigma_x(t)x(t) + \sigma_y(t)E_0[x(t)] + \sigma_v(t)(v(t) - u(t)) \right)dW(t) \\
& + \int_{\mathbb{R}_0} \left[ \gamma_1(t, z)x(t) + \gamma_y(t, z)E_0[x(t)] + \gamma_v(t, z)(v(t) - u(t)) \right]N(dt, dz), \quad x_1(0) = 0,
\end{cases}
\]

and \( \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \rho^\varepsilon(t) \) will satisfy

\[
\begin{cases}
d\rho_1(t) = & \left( \rho_1(t)h_t(x(t)) + \rho(t)h_x(t)x(t) \right)dY(s), \\
\rho_1(0) = & 0,
\end{cases}
\]

where while the equation is exactly the same as (8.10) but with \( x_1(t) \) being given by (4.2). Obviously,

\[
\rho_1(t) = \rho(t) \left( \int_0^t h_x(s)x_1(s)ds \right) - \int_0^t h_x(s)h(s, x(s))x_1(s)ds, \quad 0 \leq t \leq T.
\]

In fact, we have the following
Lemma 4.1 Let assumptions (H1) and (H2) hold. Then

\[
\lim_{\varepsilon \to 0} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \frac{|x^\varepsilon(t) - x(t) - x_1(t)|^2}{\varepsilon} \right] = 0, \quad \lim_{\varepsilon \to 0} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \frac{|p^\varepsilon(t) - p(t) - \rho_1(t)|^2}{\varepsilon} \right] = 0.
\]

Proof. By Lemma 4.3 in [16], we have \( \lim_{\varepsilon \to 0} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \frac{|x^\varepsilon(t) - x(t) - x_1(t)|^2}{\varepsilon} \right] = 0 \). In order to prove the second equality, we apply the Itô formula to \( \eta(t) := \frac{p^\varepsilon(t) - p(t)}{\varepsilon} - \rho_1(t) \) to obtain

\[
\left\{ \begin{array}{l}
d\eta(t) = \left( \eta(t) h(t, x^\varepsilon(t)) + p(t) A^\varepsilon(t) \xi(t) + p(t) \left( A^\varepsilon(t) - h_x(t) \right) x_1(t) \\
\quad + \rho_1(t) \left( h(t, x^\varepsilon(t)) - h(t, x(t)) \right) \right) dt \\
\eta(0) = 0,
\end{array} \right.
\]

with \( A^\varepsilon(t) = \int_0^1 h_x(s) x(s) + \theta h_x(s, x_1(s) + \xi(s)) d\theta \), \( \xi(t) = \frac{x^\varepsilon(t) - x(t)}{\varepsilon} - x_1(t) \).

Then we have

\[
\mathbb{E} \eta^2(t) = \mathbb{E} \int_0^T \left( \eta(t) h(t, x^\varepsilon(t)) + p(t) A^\varepsilon(t) \xi(t) + p(t) \left( A^\varepsilon(t) - h_x(t) \right) x_1(t) \\
\quad + \rho_1(t) \left( h(t, x^\varepsilon(t)) - h(t, x(t)) \right) \right)^2 dt \leq K_0 \mathbb{E} \int_0^T \eta^2(t) dt + o(\varepsilon),
\]

where \( K_0 > 0 \) is a constant. Now the Gronwall inequality yields the lemma. \( \blacksquare \)

Since \( u(\cdot) \) is an optimal control, we have

\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} J(u_\varepsilon(\cdot)) \geq 0.
\]

Using Lemma 4.1 and almost the same argument as for the equation (3.14), we obtain

Lemma 4.2 Under (H1), (H2) and (H3), if \( u(\cdot) \) is an optimal control and \( v(\cdot) \) is any given control process in \( \mathcal{U}_{ad} \) such that \( v(\cdot) - u(\cdot) \in \mathcal{U}_{ad} \), then we have

\[
\mathbb{E} \left\{ \int_0^T \left[ p(t) \left( l_x(t) x_1(t) + f'(x(t)) x_1(t) \mathbb{E}_0[l_x(t)] + l_v(t) (v(t) - u(t)) \right) \\
\quad + \rho_1(t) \left( f(x(t)) \mathbb{E}_0[l_y(t)] + l(u(t)) \right) \right] dt + \rho(T) \phi(x_1(T)) \\
\quad + \rho(T) x_1(T) g'(x(T)) \mathbb{E}_0[\phi_3] + \rho_1(T) \left( g(x(T)) \mathbb{E}_0[\phi_3] + \phi \right) \right\} \geq 0.
\]

(4.4)

Now we shall write the optimality condition (4.4) by a backward mean field stochastic differential equation. For any \( u(\cdot) \in \mathcal{U}_{ad} \) and the corresponding state trajectory \( x(\cdot) \), we define the first order adjoint process \( (p(\cdot), q(\cdot), R(\cdot, \cdot)) \) as follows:

\[
\left\{ \begin{array}{l}
-dp(t) = \left( b_x(t) p(t) + p(t) \mathbb{E}[b_y(t) p(t)] + \sigma_x(t) q(t) + p(t) \mathbb{E}[\sigma_y(t) q(t)] \\
\quad + p(t) \left( h_x(t) Q(t) + l_x(t) + f'(x(t)) \mathbb{E}_0[l_x(t)] \right) \right) + \int_{\mathbb{R}_0} \gamma_x(t, z) R(t, z) \mu(dz) \\
\quad + \int_{\mathbb{R}_0} p(t) \mathbb{E}[\gamma_y(t, z) R(t, z)] \mu(dz) dt - q(t) dW_1(t) - \int_{\mathbb{R}_0} R(t, z) \tilde{N}(dt, dz),
\end{array} \right.
\]

\[
p(T) = \rho(T) \left( \Phi_x + g'(x(T)) \math!\text{E}_0[\Phi_3] \right).
\]

(4.5)
where \((P(\cdot), Q(\cdot), G(\cdot, \cdot))\) is defined by

\[
\begin{align*}
-dP(t) &= \left(I(u(t)) + f(x(t))E_0[l_y(t)]\right)dt - Q(t)dW_2(t) - \int_{\mathbb{R}_0} G(t,z)\tilde{N}(dt,dz), \\
P(T) &= \phi + g(x(T))E_0[\phi_y],
\end{align*}
\]  

(4.6)

which is a mean-field backward stochastic differential equation (BSDE for short) and from \([16]\) this BSDE admits unique solution triplet \((p, q, R)\). Then we define the usual Hamiltonian associated with the mean-field stochastic control problem as follows

\[
H(t,x,y,v;p,q,R(\cdot),Q,\rho) = b(t,x,y,v)p + \sigma(t,x,y,v)q + \int_{\mathbb{R}_0} R(t,z)\gamma(t,x,y,v,z)\mu(dz)
+ h(t,x)Q + l(t,x,y,v)\rho.
\]

(4.7)

**Theorem 4.1** Under \((H1), (H2)\) and \((H3)\), if \(u(\cdot)\) is an optimal control and \(v(\cdot)\) is any given control process in \(\mathcal{U}_{ad}\) such that \(v(\cdot) - u(\cdot) \in \mathcal{U}_{ad}\), then it is necessary to satisfy that

\[
\mathbb{E}\left[ H_v(t,x(t),E_0[f(x(t))],u(t);p(t),q(t),R(t,\cdot),Q(\cdot),\rho(t))(v(t) - u(t)) \mid \mathcal{F}_t \right] \geq 0,
\]

(4.8)

where \((p(\cdot), q(\cdot), R(\cdot, \cdot))\) and \(Q(\cdot)\) are the solutions of \((4.5)\) and \((4.6)\), respectively.

**Proof.** Applying Itô’s formula to \(\rho_1(\cdot)P(\cdot)\) and \(p(\cdot)x_1(\cdot)\), we obtain

\[
\mathbb{E}\left[ \rho_1(T)\left(\phi + g(x(T))E_0[\phi_y]\right) \right] = \mathbb{E}\int_0^T \left[ \rho(t)Q(t)h_x(t)x_1(t) - \rho_1(t)\left(I(u(t)) + f(x(t))E_0[l_y(t)]\right) \\
+ f(x(t))E_0[l_y(t)] \right]dt
\]

and

\[
\mathbb{E}\left[ x_1(T)\rho(T)\left(\phi + g(x(T))E_0[\phi_y]\right) \right] = \mathbb{E}\int_0^T \left[ \left(b_v(t)p(t) + \sigma_v(t)q(t) \right) \\
+ \int_{\mathbb{R}_0} \gamma_v(t,z)R(t,z)\mu(dz) \right]v(t) - \left(I_x(t) + h_x(t)Q(t) + f'(x(t))E_0[l_y(t)] \right)Q(t)x_1(t) \right]dt.
\]

Inserting the above two equations into the variational inequality \((4.4)\), we have

\[
\mathbb{E}\int_0^T \left( b_v(t)p(t) + \sigma_v(t)q(t) + \int_{\mathbb{R}_0} \gamma_v(t,z)R(t,z)\mu(dz) + I_x(t) \right)(v(t) - u(t))dt \geq 0,
\]

Thus, the proof is completed. \(\blacksquare\)

**Remark 4.2** If \(u(\cdot)\) is a local minimum for the performance functional \(J\) (given by \((3.7)\)), in the sense that for all bounded \(v(\cdot) \in \mathcal{U}_{ad}\), there exists an \(\delta > 0\) such that \(u(\cdot) + \varepsilon v(\cdot) \in \mathcal{U}_{ad}\) for any \(\varepsilon \in (-\delta, \delta)\) and

\[
f(\varepsilon) = J(u(\cdot) + \varepsilon v(\cdot)), \quad \varepsilon \in (-\delta, \delta),
\]

attains its minimum at \(\varepsilon = 0\), then \((4.4)\) and hence \((4.8)\) are identities.

**Applications**
We aim to illustrate Theorem 4.1 by a linear-quadratic (LQ) example as in Section 3. Consider the following LQ optimal control problem with partial information. Namely, we want to minimize $J(v(\cdot))$, where

$$J(v(\cdot)) = \frac{1}{2} \mathbb{E}_0 \left\{ \int_0^T \left[ L(t) \left( x^v(t) - \mathbb{E}_0[x^v(t)] \right)^2 + O(t) \left( v(t) - M(t) \right)^2 \right] dt ight\}$$

subject to

$$\begin{cases}
  d x^v(t) &= \left( A(t)x^v(t) + B(t)\mathbb{E}_0[x^v(t)] + C(t)v(t) \right) dt + \left( D(t)x^v(t) + E(t)\mathbb{E}_0[x^v(t)] \right) dW_1(t) + \int_{\mathbb{R}_0} \left( S(t,z)x^v(t-z) + K(t,z)\mathbb{E}_0[x^v(t-z)] \right) dt \\
  &+ I(t,z)v(t) \hat{N}(dt,dz), \\
  x^v(0) &= x_0 \in \mathbb{R}.
\end{cases}$$

The observation is $dY(t) = h(t,x^v(t))dt + dW_2(t), \quad Y(0) = 0$.

Here $L(\cdot) \geq 0$, $O(\cdot) > 0$, $\frac{1}{2} M(\cdot) A(\cdot) + B(\cdot) C(\cdot) + C(\cdot) B(\cdot)$, $D(\cdot), E(\cdot), F(\cdot), S(\cdot, \cdot), K(\cdot, \cdot, \cdot), I(\cdot, \cdot, \cdot)$ are uniformly bounded and deterministic; $N \geq 0$ is a constant. $h$ satisfies the assumption (H2). Theorem 4.1 is valid. Thus, we define the Hamiltonian as below.

$$H(t,x,y,v;p,q,R(\cdot),Q,R) = \left( A(t)x + B(t)y + C(t)v \right) p + \left( D(t)x + E(t)y + F(t)v \right) q$$

$$+ \int_{\mathbb{R}_0} R(t,z) \left( S(t,z)x + K(t,z)y + I(t,z)v \right) \mu(dz) + h(t,x)Q$$

$$+ \frac{1}{2} pL(t)(x-y)^2 + \frac{1}{2} \rho O(t)(v-M(t))^2. \quad (4.9)$$

The corresponding adjoint process $(p(\cdot), q(\cdot), R(\cdot, \cdot))$ is defined as follows:

$$\begin{cases}
  -dp(t) &= \left[ A(t)p(t) + \rho(t) \mathbb{E}[B(t)p(t)] + D(t)q(t) + \rho(t) \mathbb{E}[E(t)q(t)] \right] \\
  &+ \rho(t) \left( h_x(t)Q(t) + L(t) \left( x(t) - \mathbb{E}_0[x(t)] \right) \right) \\
  &+ \int_{\mathbb{R}_0} S(t,z)R(t,z)\mu(dz) + \int_{\mathbb{R}_0} \rho(t) \mathbb{E}[K(t,z)R(t,z)]\mu(dz) dt \\
  -q(t)dW_1(t) - \int_{\mathbb{R}_0} R(t,z)\hat{N}(dt,dz), \\
  \left( p(T) = Np(T) \left( x(T) - \mathbb{E}_0[x(T)] \right) \right),
\end{cases}$$

where $(P(\cdot), Q(\cdot), G(\cdot, \cdot))$ is defined by

$$\begin{cases}
  -dP(t) &= \frac{1}{2} \left[ L(t) \left( x(t) - \mathbb{E}_0[x(t)] \right)^2 + O(t) \left( u(t) - M(t) \right)^2 \right] dt \\
  -Q(t)dW_1(t) - \int_{\mathbb{R}_0} G(t,z)\hat{N}(dt,dz), \\
  P(T) &= \frac{1}{2} N \left( x(T) - \mathbb{E}_0[x(T)] \right)^2.
\end{cases}$$

By Remark 4.2 if $u(\cdot)$ is a local minimum, then it is necessary to satisfy

$$\mathbb{E} \left[ \rho(t)O(t)(u(t) - M(t)) + C(t)p(t) + F(t)q(t) + \int_{\mathbb{R}_0} R(t,z)I(t,z)\mu(dz) | \mathcal{F}_t^Y \right] = 0,$$
where \((p(\cdot), q(\cdot), R(\cdot, \cdot))\) is the solution to (4.10). Then

\[
u(t) = \frac{1}{\rho(t) O(t)} \mathbb{E} \left[ C(t)p(t) + F(t)q(t) + \int_{\mathbb{R}_0} R(t, z) I(t, z) \mu(dz) \mid \mathcal{F}_t \right] + M(t). \tag{4.11}
\]

**Proposition 4.3** If \(u(\cdot)\) is an optimal control strategy, then it is necessary to satisfy (4.11).

**References**

[1] Barles, G., Buckdahn, R., Pardoux, E., 1997. Backward stochastic differential equations and integral partial differential equations. Stochastics, 60, 7-83.

[2] Bensoussan, A., 2004. Stochastic Control of Partially Observable Systems. Cambridge University Press, Cambridge.

[3] Benth, F.E., Di Nunno, G., Løkka, A., Øksendal, B., Proske, F., 2003. Explicit representation of the minimal variance portfolio in market markets driven by Lévy processes. Math. Finance. 13, 55–72.

[4] Di Nunno, G., Meyer-Brandis, T., Øksendal, B., Proske, F., 2005. Malliavin Calculus and anticipative Itô formula for Lévy processes. Inf. dim. Anal. Quant. Probab. 8, 235-258.

[5] Di Nunno, G., Øksendal, B., Proske, F., 2009. Malliavin Calculus for Lévy processes and Application to Finance. Universitext, Springer, Berlin, Heidelberg.

[6] Huang, J., Wang, G., Wu, Z., 2010. Optimal premium policy of an insurance firm: Full and partial information. Insurance Math. Econ., 47, 208–215.

[7] Itô, Y., 1988. Generalized Poisson functionals. Prob. Theory Rel. Fields 77, 1–28.

[8] Meyer-Brandis, T., Øksendal, B., Zhou, X.Y., 2012. A mean-field stochastic maximum principle via Malliavin calculus. Stochastics An International Journal of Probability and Stochastic Processes: formerly Stochastics and Stochastics Reports, 84: 5-6, 643–666.

[9] Hafayed, M., Abbas, S., 2013. A General Maximum Principle for Mean-field Stochastic Differential Equations with Jump, working paper.

[10] Nagai, H., Peng, S., Risk-sensitive dynamic portfolio optimization with partial information on infinite time horizon. Ann. Appl. Probab., 12, 173–195.

[11] Nualart, D., 2006. Malliavin Calculus and Related Topics, 2nd ed.. Springer, Berlin, Heidelberg.

[12] Øksendal, B., Sulem, A., 2009. Maximum principles for optimal control of forward-backward stochastic differential equations with jumps. SIAM J. Control Optim. 48, 2945–2976.

[13] Tang, S., Li, X., 1994. Necessary conditions for optimal control of stochastic systems with random jumps. SIAM J. Control Optim. 32(5), 1447–1475.

[14] Xiao, H., 2011. The maximum principle for partially observed optimal control of forward-backward stochastic systems with random jumps. J. Syst. Sci. Complex. 24, 1083-1099.

[15] Xiong, J., Zhou, X.Y., 2007. Mean-variance portfolio selection under partial information. SIAM J. Control Optim. 46, 156–175.

[16] Yang, S., Tak, K.S., 2013. The maximum principle for a jump-diffusion mean-field model and its application to the mean-variance problem. Nonlinear Analysis. 86, 58-73.