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Abstract. Accurate lane detection, a crucial enabler for autonomous driving, currently relies on obtaining a large and diverse labeled training dataset. In this work, we explore learning from abundant, randomly generated synthetic data, together with unlabeled or partially labeled target domain data, instead. Randomly generated synthetic data has the advantage of controlled variability in the lane geometry and lighting, but it is limited in terms of photo-realism. This poses the challenge of adapting models learned on the unrealistic synthetic domain to real images. To this end we develop a novel autoencoder-based approach that uses synthetic labels unaligned with particular images for adapting to target domain data. In addition, we explore existing domain adaptation approaches, such as image translation and self-supervision, and adjust them to the lane detection task. We test all approaches in the unsupervised domain adaptation setting in which no target domain labels are available and in the semi-supervised setting in which a small portion of the target images are labeled. In extensive experiments using three different datasets, we demonstrate the possibility to save costly target domain labeling efforts. For example, using our proposed autoencoder approach on the llamas and tuSimple lane datasets, we can almost recover the fully supervised accuracy with only 10% of the labeled data. In addition, our autoencoder approach outperforms all other methods in the semi-supervised domain adaptation scenario.

1 Introduction

Accurate lane detection is a critical enabler for autonomous driving, serving as a primary input for the path planning stage. All current state-of-the-art implementations involve training a single-frame CNN based detector \[1, 2, 3\]. The real-world success of the resulting detector relies on the assumption that the training set reliably represents the operational conditions. This poses the challenge of collecting and labeling images that represent all possible driving scenarios: from highway to urban scenes, in all weather and lighting conditions, covering all lane marking types from all the different geographic regions. Labeling such a large and diverse corpus of data is a highly demanding task to say the least. While several highly-diverse on-road datasets were collected and made public, many of them lack lane annotations (e.g. Waymo open dataset \[4\], nuScenes \[5\]). Synthetic datasets have also been proposed for training autonomous perception
models [6,7]. Unfortunately, the scene creation is still a manual labor demanding task, but more importantly, lanes are often not inserted as graphical objects but as road texture, and therefore no lane annotation can be automatically extracted.

Recently, [2] introduced a methodology for randomly and efficiently generating synthetic data with lane annotation. This approach has the advantage of generating scenes with high variability in lane topology and 3D geometry, without requiring any manual labor. The caveat lies in the limited variability in the appearance of the lanes and the surrounding scene, and generally in the photorealism of the resulting images, as can be seen in Figure 1(a). We propose to leverage this synthetic data generation method, along with unlabeled real-world data, and to perform synthetic-to-real domain adaptation (DA) in order to overcome the appearance gap. This would allow exploiting the variability in lane geometry provided by the synthetic data along with the appearance variability of unlabeled real data.

Although domain adaptation is a well-studied field, it has yet to be applied to lane detection. In this work, we introduce a novel autoencoder-based approach and a new self-supervision objective addressing domain adaptation for the lane detection task. In addition, we explore existing domain adaptation methods by adjusting them to lane detection. We address domain adaptation in two different settings: unsupervised and semi-supervised. In the Unsupervised Domain Adaptation (UDA) setting, training is done with only source domain labeled data and target domain unlabeled data. In the Semi-Supervised Domain Adaptation (SSDA) setting training has additionally access to a small set of labeled examples from the target domain. In both settings, the goal is to learn an accurate model for the target domain, with minimal compromise compared to a fully supervised model.

Our proposed autoencoder-based method, is inspired by a recent study [8], showing that it is feasible to learn human landmark detection from only unlabeled images and unpaired labels. Similarly, we introduce a method that learns to detect lanes using unlabeled images, and a set of ground truth "logical lane images" (Figure 2(b)), which are not paired with input images. This allows to train a lane detector without even having rendered synthetic data, but with only "logical" top view images of valid lane markings. Based on the assumption that there is a strong correlation between the lanes in a scene and the gradients in the image, we train an autoencoder of the image gradients that passes through a "lane image" bottleneck. Using adversarial training, we force the appearance of the resulting lane image to resemble that of the ground truth lane images.

Self-supervision leverages automatically generated supervision on auxiliary tasks related to the objective task to force the creation of useful intermediate network representations. To this end, we introduce a new self-supervision task, which improves performance on lane detection. We then use target domain self-supervision together with source domain supervised training for domain adaptation. Finally, we implemented three additional approaches that require some adjustment to the lane detection task: image-to-image translation [9], feature dis-
tribution alignment using adversarial learning [10] and central moment discrepancy [11]. We evaluate all methods on three datasets: tuSimple [3], llamas [12] and 3DLanes [13]. We show that applying domain adaptation, using several of the tested methods, significantly improves performance on the target domain, as can be observed in Figure 1(b). We also show that it improves performance in the semi-supervised setting. In particular, our autoencoder approach nearly closes the accuracy gap on two out of the three datasets compared to full supervision with only a tenth of the labels. To summarize, our main contributions are:

- Showing that synthetic-to-real domain adaptation can significantly improve lane detection performance when there is little or no target domain labels
- Introducing a novel autoencoder-based DA approach for lane detection that achieves state-of-the-art performance in the SSDA setting on all tested datasets
- Introducing a new self-supervision objective for lane detection
- Providing a comprehensive comparison and evaluation of proposed and existing methods in both UDA and SSDA settings.

Fig. 1. (a) Examples of images from our source domain, consisting of synthetic images randomly generated using the methodology of [2]. (b) Lane detection results on an example from the 3DLanes dataset [13]. **Top:** result of a model trained with synthetic data without domain adaptation. **Bottom:** After domain adaptation using the self-supervision objective described in Section 3. Each result is shown in top-view, as obtained directly from our network, and back-projected to regular view on the right. The result is shown by highlighting in red the detected lane segments for tiles with confidence above a minimum threshold. The brightness of the segment color reflects its confidence score.
2 Related work

There has been extensive prior work on unsupervised domain adaptation. The general idea is to align the distributions of the source and target domains at some level of the representation. This can be accomplished by two general strategies. The first strategy attempts to align the two domains at an intermediate feature-level representation. One way to achieve this is to directly minimize the discrepancy between the two distributions using measures such as maximum mean discrepancy (MMD) [14,15] and central moment distance (CMD) [11]. Another approach for bringing representations closer is based on adversarial learning [10,16]. The idea is to train an adversarial discriminator that distinguishes between the two domains, encouraging the generator, in this case, the feature embedding network, to generate indistinguishable feature maps. Feature embedding weights may be shared between the domains [10] or kept separated [16]. Several additional variants of this approach have been proposed: [17] condition the adversarial game not only on the embedding but also on the final output, [18] align the features at multiple levels, and [19] use the discriminator over images generated from the embedding. Our implementation for this approach (Embedding GAN) uses a adversarial learning on the feature embedding and shared weights as in [10].

The second strategy uses image-to-image translation to impose alignment at the raw image level. Image translation methods [20,21] learn the mapping between two image domains, and is mainly used for style transfer, object transfiguration, season transfer, and photo enhancement. In the context of domain adaptation, the image translation generates a target domain image from a raw source domain one, allowing to train a model in the supervised setting on a “target-like” dataset [22,9,23,24]. As shown in [9], the two strategies can be combined to improve performance further. For our task we implement image translation using CycleGAN [20].

Self-supervised learning uses an auxiliary task generated automatically from the data itself to train feature representations that would hopefully be useful for the end-goal task. Many auxiliary tasks have been proposed, such as jigsaw puzzle solving [25], image rotation prediction [26], and contrastive predictive coding [27]. Typically, self-supervision is applied to large sets of unlabeled data as a pre-train stage before supervised training [28]. Naturally, as concurrently proposed by [29], self-supervision can be used for unsupervised domain adaptation. The idea is to train the feature embedding on the supervised task using the labeled source dataset, and on the auxiliary task using the unlabeled target images. Assuming the correlation between the tasks, the hope is that the feature embedding will encode the correlated information similarly for both domains. In [29], the feature embedding is further aligned by training the self-supervision task on the source domain.

Compared to the research in domain adaptation for classification, much less attention has been paid to domain adaptation for other, more complex, computer vision tasks. Several studies address object detection [30,31], monocular depth estimation [32,33] and semantic segmentation [9,34,35,36,24]. To our best
knowledge, domain adaptation for lane detection has yet to be addressed. While synthetic-to-real adaptation for automotive perception has been previously studied \cite{37, 34, 35, 36}, it was always with manually created synthetic datasets (e.g. vKITTI \cite{7}, SYNTHIA \cite{38}) as opposed to the random generation approach we adopt from \cite{2}.

3 Methods

![Diagram](image)

Fig. 2. (a) Base architecture for lane detection. $f = \phi(x)$ are intermediate feature maps computed from the top view. $y = \psi(f)$ represents the detected lanes in the tiles representation \cite{13}. This base architecture, used also in inference, is trained end to end in the fully supervised setting. (b) Our proposed autoencoder architecture for training with unlabeled examples and unpaired top view lane images. The networks $\phi, \delta, \lambda$ are trained to minimize the reconstruction loss while $\delta \circ \phi$ and $\gamma$ are adverserially trained as a generator and discriminator respectively, driving the generated lane image $l$ to resemble ground truth annotations $\tilde{l}$. Note that $\delta \circ \phi$ forms an hourglass architecture including skip connections. In $g$ the blue pixels are not considered in the reconstruction loss using the heuristics described in Section 3. At inference the network can output $\delta \circ \phi(x)$, which may be additionally transformed to the tile representation using a pretrained transformer network (See Section 4 for more details).

We start by warping the original image $I$ to a virtual top view image $x \in \mathcal{X} = \mathbb{R}^{3 \times H' \times W'}$ using an Inverse Perspective Mapping (IPM), which is a homography defined by the camera’s position relative to the local ground plane, its intrinsic parameters and additional parameters embodied by $H'$ and $W'$. Our lane detection network gets $x$ and outputs a lane representation $y$ describing the lanes in top view. Working in top view has the advantage of translation invariance, an important property for convolutional networks, and is also
beneficial to subsequent modules such as lane clustering and tracking \cite{13}. We use the semi-local tile-based representation, recently proposed in \cite{13}, that divides the top view into $H \times W$ non-overlapping tiles, each roughly corresponding 1.6 by 1.6 meters in the real world. For each tile $(i, j)$ the network outputs the confidence ($b(i,j) \in [0,1]$) that there is a lane passing through the tile, and regresses using a set of continuous outputs $p(i,j) \in \mathbb{R}^9$ its position and orientation relative to the rectangle’s center, assuming that locally the lane is linear. We follow the exact representation of \cite{13} except for omitting the elevation offset which is used for detection in 3D. The output is then expressed as: \[ y = \{(b(i,j), p(i,j)) | i \in [1, \ldots, H], j \in [1, \ldots, W]\} \in \mathcal{Y} = \mathbb{R}^{10 \times H \times W}. \]

Our base network architecture, used in inference, is illustrated in Figure 2(a). It is convenient to present the base network as composed of two stages. First, an embedding convolutional neural network $\phi: \mathcal{X} \mapsto \mathcal{F} = \mathbb{R}^{C \times H \times W}$ generates an intermediate feature map representation $f$, with the same spatial dimensions as the output, and $C$ channels. Then, an additional convolutional network $\psi: \mathcal{F} \mapsto \mathcal{Y}$ computes the output $y$ from the intermediate feature maps $f$. Given a dataset $\mathcal{D}^l$ consisting of labeled examples $(x, \hat{y}) \in \mathcal{X}, \mathcal{Y}$, the supervised task function loss is:

\[ \mathcal{L}_{task} = \sum_{(x, \hat{y}) \in \mathcal{D}^l} \mathcal{L}_{\text{tiles}}(\psi \circ \phi(x), \hat{y}) \]

Where $\mathcal{L}_{\text{tiles}}(y, \hat{y})$ sums the loss across all tiles for a single output $y$ and ground truth $\hat{y}$ as described in \cite{13}.

In the fully supervised setting, we simply have a labeled dataset $\mathcal{D}^l$ and train the base network with the task loss function $\mathcal{L}_{task}$. In the unsupervised domain adaptation (UDA) setting, we have two datasets, a labeled source domain dataset $\mathcal{D}^l_S$, and an unlabeled set of images $\mathcal{D}^u_T$ from the target domain. Finally, in the semi-supervised domain adaptation (SSDA) setting we have in addition, compared to the UDA setting, a small set of labeled target domain images $\mathcal{D}^l_T$. We next describe the methods which we tested for domain adaptation.

### 3.1 Autoencoder approach

Our proposed autoencoder approach is inspired by the human landmark detection approach of \cite{8}, in which a landmark detector is trained with unlabeled target domain images, and unpaired ground truth annotations. In our application, this approach is based on the task-specific assumption that in the road area lane markings correlate with image gradients. Essentially, we train a detector to generate, from an unlabeled input image $x$, a gray-scale “lane image” that satisfies two constraints: (1) it looks like a valid ground truth image of lanes and (2) it holds the information required to reconstruct the original gradients in the image. The first constraint is imposed by a discriminator, $\gamma$, which tries to distinguish between the generated lane image $l$ and unpaired ground truth lane annotations. The second is imposed by a decoder that tries to reconstruct
the original image gradients $Grad(x)$ from $l$. The entire approach, illustrated in Figure 2(b), relies on the assumption, that the natural candidate for the encoded image $l$ satisfying both constraints is that of the lanes in the scene.

Formally, our training process gets as input the unlabeled target domain images $D^u_T$ and a set of source domain ground truth “lane images”, $D^{up}_S = \{\overline{I}\}$, as described next. Given an input image $x \in D^u_T$ and its corresponding feature maps $f = \phi(x)$, an encoder, $\delta: \mathcal{F} \mapsto \mathcal{I}_L = \mathbb{R}^{W/4,H/4}$, generates a gray-scale “lane image” $l = \delta(f) \in \mathcal{I}_L$. The discriminator, $\gamma$, is trained to distinguish between the generated lane images and the ground truth lane images. The decoder $\lambda$, generates an image $g$, trained to reconstruct $Grad(x)$ using an $L_1$ loss:

$$L_{\text{reconstruct}} = \sum_{x \in D^u_T} \| \lambda \circ \delta \circ \phi(x) - Grad(x) \|_1$$

The GAN loss functions consist of the discriminator loss function $L_d$, minimized for the discriminator ($\gamma$) parameters, and the generator loss function $L_g$, minimized for the parameters of the generator which in our case is $\delta \circ \phi$. We chose $L_g, L_d$ following the Wasserstein GAN with gradient penalty (WGAN-GP) suggested by [39]. Training the network alternates between two objectives:
Fig. 4. Self-supervision task for lane detection. Depicted is the same image transformed for the right, center and left viewing directions. The network then gets the central rectangle (outlined in blue) and has to predict the viewing angle it was generated with.

minimizing the discriminator loss $L_d$ over the parameters of the discriminator, $\gamma$, and minimizing a combination of the reconstruction and generator losses $\alpha L_{\text{reconstruct}} + L_g$ over the parameters of $\delta$, $\phi$ and $\lambda$.

One hurdle to overcome in this approach is the simple fact that not all gradients in the top-view image $\text{Grad}(x)$ can be explained by the lane image, with edges belonging to other road markings, on-road objects, sidewalks and even the lane mark dashing themselves. We implement several heuristics to mitigate the effect of all other factors: we apply a car detector (YOLOv3 [40]) and mark the detected pixels to be ignored in the reconstruction loss. Similarly, we ignore everything outside a dilated convex hull around the lanes detected in $l$. Finally, as can be seen in Figure 2(b), the decoder, $\lambda$, manages to reconstruct other road markings and lane dash positions, by hiding appearance cues within $l$, a phenomena observed by [8] as well. This base architecture can be trained in an unpaired labels setting, i.e. without having any source domain images, but with only the set of unpaired ground truth lane images from the source domain, $D_S^{up}$. While in this setting the method converged at times (See result example in the appendix), in general it is highly unstable. This instability was solved by adding direct task supervision using the source dataset in the UDA setting as described next.

In the UDA setting we additionally have source domain images paired with their labels, $D_S^l$. The data from source domain has, thus, two roles while training - pairs of images and labels are used to minimize $L_{\text{task}}$, and labels are also used to generate lane images $\tilde{l}$ for the autoencoder adversarial learning. Figure 3(a) illustrates this UDA architecture. Notice that the feature embedding, $\phi$, is shared between the two domains, and hence is the network in which domain adaptation occurs. On the other hand, the high level reasoning network ($\psi$) producing the final lane result, sees only source domain images, and hence expects the feature
maps \( f \) to be domain invariant. We follow this decomposition for all our tested domain adaptation methods.

### 3.2 Self-supervision by viewing orientation prediction

In self-supervision it is important to find an auxiliary task that will train a representation informative for the end-goal task. To this end, we introduce a new self-supervision task illustrated in Figure 4. The basic idea is to generate one of three viewing angles of the scene and let the network predict which one it is. Since the vehicle orientation is commonly aligned with the lanes, predicting the camera viewing direction is strongly related to the capability to correctly detect the lanes. Formally, each un-warped image \( I \) is transformed to a virtual top view according to a selected orientation \( \hat{o} \): either the regular central one \((c)\), or one of two additional views in which the camera is virtually panned by 5 degrees to the left \((l)\) or to the right \((r)\). We then crop from the resulting top-view a rectangular image from a fixed area in the center of the view. This orientation dependent transformation, \( \eta \), is equivalent, up to image sampling differences, to cropping an oriented rectangle from the top-view image \( x \). The self-supervision task is then to predict the orientation \( o \) from the cropped rectangle \( I_r \). To this end we train a small classifier network \( \rho \) on top of the embedding features:

\[
\hat{o} = \rho \circ \phi \circ \eta (I, \hat{o}).
\]

The self-supervision objective function \( \mathcal{L}_{self} \) is the cross-entropy loss for the three-way classification task. In the UDA setting we train using the self-supervision objective by minimizing \( \mathcal{L}_{self} \) for the unlabeled target images and \( \mathcal{L}_{task} \) for the labeled source images, as illustrated in Figure 3.

### 3.3 Image translation

As proposed in the Cycada framework for UDA [9], we use CycleGAN [20] for image-to-image translation. Figure 3(c) illustrates the approach. Source images \( x_s \) are mapped to target images \( x_t \). We slightly abuse notations for simplicity because here \( x_s, x_t \) are the original unwarped images, not in top-view. A discriminator \( \gamma_t \) and generator \( G_{s\rightarrow t} \) are trained using the loss:

\[
\mathcal{L}_{GAN}(G_{s\rightarrow t}, \gamma_t) = \min_{G_{s\rightarrow t}} \max_{\gamma_t} \left( \sum_{x_t \in \mathcal{D}_t^u} [\log \gamma_t (x_t)] + \sum_{x_s \in \mathcal{D}_s^l} [\log(1 - \gamma_t (G_{s\rightarrow t} (x_s)))] \right)
\]

A discriminator \( \gamma_s \) and generator \( G_{t\rightarrow s} \) are trained analogously. As in CycleGAN [20], cycle-consistency loss is used to ensure image content is preserved while translating the original image. This allows using the source labels \( y_s \) with the translated source images, \( G_{s\rightarrow t}(x_s) \), to minimize the task loss, \( \mathcal{L}_{task} \). We optimize the task loss in a second stage over the translated images (transformed to top-view). Combined single-stage training of the CycleGAN and task loss did not improve performance. We also tried to combine feature-level distribution matching as proposed in the Cycada framework [9], but did not gain any accuracy improvement.
3.4 Feature-level distribution matching

We chose implementing a GAN approach [10] and the Central Moment Discrepancy CMD [11] for feature-level distribution matching. The goal is to push the distribution of the feature map representations for the source domain \((f_s)\) and the target domain \((f_t)\) towards one another. In the embedding GAN framework, we train a discriminator to distinguish between the domain of different examples from the feature embedding and a generator, in our case the feature embedding function \(\phi\), to fool the discriminator. Again, we use the GAN loss functions \(L_g, L_d\) following the WGAN-GP formulation [39]. In the UDA setting, \(L_{task}\) and \(L_g\) are simultaneously minimized over the source images. Figure 3(d) illustrates this approach. In the CMD approach the GAN is replaced by a distance loss on the first two central moments between the two distributions as in [11]. Details for the latter approach are brought in the appendix.

4 Experiments

We test the various approaches for domain adaptation on three different lane detection benchmarks. In each experiment, we set the synthetic dataset as the source domain, and one of the three benchmarks as the target domain. Each training session is run for a fixed number of iterations. In the semi-supervised setting, we choose a labeled subset of the training data (roughly 10%), consisting of one or several, separate driving sessions.

4.1 Datasets

Synthetic dataset. In all our experiments, we follow the methodology proposed in [2] to generate a synthetic dataset as the source domain. Images are generated by randomly drawing the parameters for each scene using the generation method from [2] (See examples in Figure 1(a)). What is unique about this methodology is its simplicity. As opposed to manually or semi-manually generated synthetic datasets such as [7,38], this methodology uses a very small set of graphical assets and instead achieves scene variability by randomly varying lane topology and geometry. In this sense, it can be viewed as ”free data” which can be generated using a simple algorithm and an open-source graphic engine. For each target domain, we generated 50K examples using the same scene parameters, but with camera intrinsic and extrinsic parameters roughly adjusted to the target domain. In our experiments generating more images did not result in accuracy gains. This may be due to the limited variability of the appearance in our synthetic data, or due to the limited variability of the lane geometry in the target domains.

tuSimple. The tuSimple lane dataset [3] consists of 3,626 training and 2,782 test images in mostly highway scenarios. While relatively small and not very diverse, we chose it for being the most studied. We report results on the test set.

llamas. The llamas lane-marker dataset [12] is a newer, much larger dataset, consisting of over 100K labeled images. Created from 14 highway recordings
of around 25 km each, together with high accuracy maps in a fully automatic process, it is one of the largest datasets available today. As labels are not available for the test set, we show the evaluation results on a validation set, which consists of a driving session not used during training.

**3DLanes.** The 3DLanes [13] dataset is the most recent and most diverse dataset among the three. It contains 330000 images labeled in a semi-automated process, in highway and rural environments. Again, we report results on the validation set.

### 4.2 Evaluation Metrics

**Segment-based evaluation.** In [13], evaluation is performed only after lane-level clustering. In this study, the goal is to compare the different DA methods directly, and therefore we refrain from applying post-processing methods that can skew the results. For this purpose, we propose a direct tile-representation evaluation formulation. The segment-based evaluation follows the principles of object detection evaluation, where detected lane segments are matched to ground truth ones, and Precision-Recall curves are computed for different matching criteria.

For a single image, the input for the evaluation is an unordered set $SEG_{out}$ comprising of all output lane segments $p$ (with corresponding detection confidence score $b$), and the set of all ground truth lane segments obtained using the same representation $SEG_{gt} = \{\hat{p}\}$. We first compute a symmetric lane segment distance $seg\_dist(p, \hat{p})$ for all segment pairs $(p \in SEG_{out}, \hat{p} \in SEG_{gt})$, reflecting a geometric distance between the segments in the top view (see appendix for a detailed formulation of $seg\_dist$). We then use the Hungarian algorithm [41] to find a minimum distance matching between the two sets of lane segments.

Given a maximum distance $seg\_dist_{max}$ (analogous to maximum IoU in object detection), We compute the Recall-Precision (RP) curve, considering all segment matches (in all the test images) with $seg\_dist < seg\_dist_{max}$, by iterating over the confidence values ($b$) of the detected segments. Each RP curve is summarized as the Average Precision (AP). Our final evaluation metric, the mean Average Precision (mAP), is computed as the the average AP for five different maximum matching distances: $seg\_dist_{max} \in \{10cm, 20cm, 30cm, 40cm, 50cm\}$. These distances correspond to real-world distances in the road plane.

**Lane-based evaluation.** For completeness, we also compute the lane-based evaluation metric used in the tuSimple benchmark [3]. This metric requires a single detection per lane, and hence further post-processing, namely clustering of output tiles. To this end, we deploy a simple, heuristic clustering algorithm described in the appendix. In this study, there are several disadvantages to using it. A partial list includes:

- it is indirect by relying on an additional component - the clustering
- it evaluates performance in the image plane and not in top view as our method outputs
- it assumes a known number of lanes in the scene
we observed that in practice that it is less correlated with performance of the detector

4.3 Implementation details

All the implemented modules are convolution neural networks. The feature embedding function, $\phi$, is based on the VGG architecture \[42\]. All experiments were run from random initialization for a pre-defined number of iterations. We use the ADAM optimizer \[43\] without weight decay. For most methods we observed a non-negligible variability in performance between training iterations, even towards the end of each training session. To reduce the effect of this phenomena, all the results we report are averaged over 5 different snapshots 100 iterations apart at the end of the session. The remaining architecture and training protocol details are provided in the appendix.

4.4 Results

Table 1 summarizes our results on each of the three datasets. The first row shows the fully supervised result, which serves as the upper bound for all other tested methods. Compared with state-of-the-art (96.6%, \[1\]) our base supervised method without any bells and whistles reaches 95.1% on the tuSimple benchmark using the tuSimple lane-based evaluation metrics. All the results in Table 1 use our mAP metric. Apparent from the experiments is that the llamas and 3DLanes datasets are indeed more difficult compared to the tuSimple. The synthetic only model is trained with the synthetic labeled data without performing any adaptation to the target domain. Of all tested methods, it gives the poorest results due to the noticeable, significant domain gap that can be observed in Figure 1. This model serves as the baseline for all UDA methods.

Unsupervised domain adaptation. In the UDA setting, The baseline-gap (BG) column, specifies the portion of the accuracy gap between the fully supervised and the synthetic only models, closed by the corresponding method. From the five domain adaptation method tested, three methods, namely self-supervision (S), image translation (IT) and autoencoder (AE), gained significant improvements over the non-adapted baseline (synthetic only). The remaining two methods, CMD and embedding GAN gave worse results in most experiments. Among the three leading methods, performance is similar, with slight advantages to one over the other in different experiments. We also tried all combinations of these three methods, with some combinations bringing small additional improvements. Details on the training strategy for combined domain adaptation methods are in the appendix. On the tuSimple and 3DLanes benchmarks the image-translation method was the single best performing method while on llamas self-supervision performed best. different combinations of the three leading methods seem to further improve performance, and combining all three (AE+IT+S), performed best on two out of the three datasets closing more than 70% of the baseline-gap. Notably, in all experiments,
training with self-supervision was more stable and reproducible compared with the two competing methods that rely on adversarial training.

**Semi-supervised.** In this setting we have roughly 10% of the target domain labels. We start with the simplest option, **small supervision**, in which we train a supervised model using this small portion of target domain data. Interestingly, adding labeled synthetic data (**small+syn. supervision**) to the train set, significantly improves performance for all three datasets even without domain adaptation. The latter serves as the baseline for all semi-supervised domain adaptation methods, and used to compute the **BG** measure. In contrast with the other methods, self-supervision does not require source domain data, but can exploit unlabeled target domain images. Our experiments show that this method, **self-sup. w/o syn**), improves accuracy in two out of the three benchmarks.

**Semi-supervised domain adaptation** As in the UDA setting, we evaluated all domain adaptation methods and combinations, but this time with an extra portion of labeled target domain data. As in the UDA setting we observed inferior performance for the **CMD** and the **embedding GAN** methods, omitted in Table [1] for brevity. As expected the additional labeled data improves the resulting accuracy for each method compared to the UDA setting. Our proposed autoencoder approach outperforms all other single methods on all datasets and all method combinations except for one - **AE+S** on llamas. On tuSimple and llamas the autoencoder approach respectively delivers 1.8% and 2.7% mAP less than the fully supervised model. The practical implication of this result is that using our approach, sacrificing this small loss in accuracy provides a ten fold saving in data annotation. We also note that each experiment we present requires a significant computational effort, and therefore a systematic study of semi-supervision with different amounts of labeling is beyond the scope of this study.

5 Conclusions

We showed that it is possible to improve lane detection when labeled data availability is limited using domain adaptation from random synthetic data. To this end we introduced a new autoencoder approach for domain adaptation and a new task-specific self-supervision objective. We further explored the different existing domain adaptation approaches and their effectiveness for the lane detection task. While these findings have practical implications in autonomous driving research, we suggest further study beyond the scope of this work: experimenting with varying amounts of supervised data in the semi-supervised setting, exploring the effect of the complexity of the synthetic data on the final results, and adapting the detector for lanes in 3D.
| Method                          | tuSimple   | llamas     | 3DLanes    |
|--------------------------------|------------|------------|------------|
|                                | %lbl. Syn. | data       | mAP%       | BG%       | mAP%       | BG%       | mAP%       | BG%       |
| Fully supervised               | 100        | -          | 81.1       | 100       | 73.2       | 100       | 74.5       | 100       |
| Synthetic only                 |            | ✓          | 60.5       | 0         | 47.8       | 0         | 53.8       | 0         |
| Autoencoder                    |            | ✓          | 67.7       | 35.0      | 56.0       | 32.3      | 57.8       | 19.1      |
| Image translation              |            | ✓          | 72.0       | 55.7      | 62.3       | 57.3      | 59.3       | 26.5      |
| Self supervision               |            | ✓          | 66.3       | 27.9      | 63.4       | 61.6      | 58.1       | 20.5      |
| CMD                            |            | ✓          | 62.7       | 10.6      | 51.9       | 15.9      | 55.7       | 9.0       |
| Embedding GAN                  |            | ✓          | 52.1       | 0         | 37.8       | 0         | 31.9       | 0         |
| AE+IT                          |            | ✓          | 73.4       | 62.5      | 65.6       | 70.0      | 59.6       | 27.8      |
| AE+S                           |            | ✓          | 70.1       | 46.3      | 63.7       | 62.6      | 59.7       | 28.7      |
| IT+S                           |            | ✓          | 72.4       | 57.8      | 65.3       | 69.1      | 60.1       | 30.6      |
| AE+IT+S                        |            | ✓          | 77.1       | 80.5      | 66.0       | 71.6      | 59.5       | 27.5      |
| Small supervision              | 10         | -          | 74.4       | -         | 60.1       | -         | 56.9       | -         |
| Self-sup. w/o syn              | 10         | -          | 75.2       | -         | 68.6       | -         | 60.1       | -         |
| Small+syn. supervision         | 10         | ✓          | 77.5       | 0         | 65.5       | 0         | 62.0       | 0         |
| Autoencoder                    | 10         | ✓          | 79.3       | 50.0      | 70.5       | 65.6      | 66.9       | 39.0      |
| Image translation              | 10         | ✓          | 78.4       | 25.0      | 69.1       | 47.1      | 64.2       | 17.5      |
| Self supervision               | 10         | ✓          | 77.1       | 0         | 70.2       | 61.1      | 64.0       | 16.0      |
| AE+IT                          | 10         | ✓          | 78.8       | 37.7      | 70.3       | 63.4      | 66.2       | 33.3      |
| AE+S                           | 10         | ✓          | 77.6       | 4.6       | 70.7       | 68.3      | 65.2       | 25.6      |
| IT+S                           | 10         | ✓          | 77.8       | 8.9       | 70.1       | 59.6      | 65.8       | 30.4      |
| AE+IT+S                        | 10         | ✓          | 77.7       | 5.2       | 70.4       | 64.5      | 66.6       | 36.7      |

Table 1. Results on the tuSimple [3], llamas [12] and 3DLanes [2] datasets using the mean Average Precision (mAP) using the segment-based evaluation. Values in the column “%lbl. data” correspond to the percent of labeled data from the respective target domain used by each method. The “Syn. data” column specifies whether synthetic data was used in training. **Unsupervised domain adaptation**: rows in the section marked UDA correspond to unsupervised domain adaptation experiments. The BG% (Baseline Gap) for these methods measures the percent of the gap closed between the synthetic and the fully supervised mAP: $BG(method) = (mAP(method) - mAP(synthetic only))/mAP(fully supervised) - mAP(synthetic only))$. The best single method and best method combination are marked in bold. **Semi-supervised domain adaptation**: rows in the section marked SSDA correspond to semi-supervised domain adaptation experiments. The BG% (Baseline Gap) for these methods measures the percent of the gap closed between the small+syn. supervision and the fully supervised mAP: $BG(method) = (mAP(method) - mAP(small+syn. supervision))/mAP(fully supervised) - mAP(small+syn. supervision))$. The best single method and best method combination are marked in bold.
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A Appendix - implementation details

A.1 Training

All training sessions consisted of 30,500 iterations (batches) with constant learning rate and no weight decay. In case of adversarial training, on each iteration, both discriminator and generator were updated. Test results reported were averaged over results obtained with model snapshots at iterations 30,100, 30,200, 30,300, 30,400 and 30,500.

**Batch size.** For all supervised methods (optimizing $L_{task}$), including the supervision over translated images in the image translation method, we used batch size 24. In cases in which supervised training is with two domains (e.g. small + syn. supervision) each batch consisted of 12 examples from each domain. For the other domain adaptation methods, CMD, autoencoder, embedding GAN and self-supervision methods, each batch consisted of 16 source domain images and 16 target ones.

**Learning rate.** For all weight updates the learning is $10^{-4}$ except for the discriminator weights updated with learning rate $5 \cdot 10^{-4}$.

**Loss balancing.** For all wgan-gp implementation the gradient penalty loss weight was 10. In adversarial training the generator loss weight is 0.2. For the CMD the regularization loss weight is $10^{-3}$. For the autoencoder the weight of the reconstruction loss $\alpha = 10$.

**DA method combination.** Whenever DA methods are combined (e.g. AE+S), the same target domain batch is used multiple times (one per method), each time for optimizing a different loss.

A.2 CMD

Moment matching aims at matching the distributions of the intermediate feature maps of the source and target domain by minimizing the distance between their first order moments. We follow the method described in [11]. Given a batch of source and domain examples their corresponding feature maps $f_s, f_t$ with $C$ channels in each are computed. For each example, each spatial entry in the feature map is considered as a single $C$ dimensional sample. The collection of all samples from each domain $z_s, z_t \in \mathbb{R}^C$ is then the input to the central moment discrepancy loss [11].

A.3 Evaluation

**Segment-based evaluation** To complete the description of the proposed segment-based evaluation described in Section 4 we define the distance $seg\_dist(p, q)$ between two segments in the plane. The idea was to try to match lane segments that belong to the same lane, and therefore there is an emphasis on their orientation, and different treatment of the distance along the segment direction and perpendicular to it.
Fig. 5. Two examples of the forgivingness of the tuSimple evaluation towards the lane segment output. Ground truth marked in blue and detected segments in red. In both examples the per-image tuSimple score was high: 0.93 (left), 0.94 (right), while as can be observed there are many erroneous segments. In the right example, at the far range there are clearly large lateral offsets between the detections and the gt. However, since the tuSimple evaluation is in the image plane, these offsets become very small. In the right example, there are many small false segments on the far left and far right sides which the clustering manages to filter out.

Let \( l_p, l_q \) be the corresponding infinite lines on which \( p, q \) reside, and let \( ((p^1, p^2), (q^1, q^2)) \in \mathbb{R}^2 \) be the segment endpoints. We project each endpoint to the opposite line (i.e. \( p^1 \) is projected to \( l_q \) and denoted by \( p^1_q \)) to generate four projected points: \( (p^1_q, p^2_q), (q^1_p, q^2_p) \in \mathbb{R}^2 \). We start by eliminating some of the matches if the projected segment doesn’t sufficiently overlap with the opposite segment: 

\[
|p^1_q p^2_q| > 0.5 \quad \text{or} \quad |q^1_p q^2_p| > 0.5.
\]

Matches are eliminated by setting \( \text{seg\_dist}(p, q) = \infty \). Finally, for the remaining matching pairs, distance is computed as the maximum distance between the end-points and their projected counterparts: 

\[
\text{seg\_dist} = \max(|p^1 p^1_q|, |p^2 p^2_q|, |q^1 q^1_p|, |q^2 q^2_p|).
\]

tuSimple evaluation As mentioned in Section 4 for the tuSimple evaluation we need to cluster the segments. For this purpose we apply a heuristic clustering algorithm, operating on the tile representation output. Initially, in each row we apply a 1D non-maxima suppression with kernel size 20cm to suppress redundant detections of the same lane in neighboring tiles.

The clustering progresses row by row from bottom to top. For each segment in a top row, it is connected to its 3 closest neighbors in the previous (bottom) row. Per connection, an affinity score is computed. The affinity measures the likelihood that the two segments belong to the same lane, using the following parameters. \( \theta \) - the orientation difference between the segments, \( d_{\text{min}} \) - the minimum euclidean distance between their endpoints, \( b_{\text{curr}} \) - confidence score for the current segment and \( b_{\text{prev}} \) - confidence score of the connected neighbor from the previous row. If \( \theta > 45 \) then the affinity \( a = 0 \), otherwise, it is computed as: 

\[
a = b_{\text{curr}} \cdot b_{\text{prev}} \cdot \cos(\theta) \cdot \frac{8-d_{\text{min}}}{8}. \]

We then cluster the current segment with
its highest scoring neighbor. For each cluster $b_{max}$ is set as the maximum score over segments in the cluster.

We next apply a filtering stage dropping clusters with less than four segments, and clusters with $b_{max} < 10^{-2}$. Finally, we loop over all remaining cluster pairs and merge a pair if one cluster starts on the same row as the other one ends on horizontally-adjacent tiles. We continue until no pairs can be merged. As can be seen in Figure 5 due to the clustering, and the forgivingness of the tuSimple evaluation, especially at the farther ranges, the final metric is not very indicative of the quality of the raw tile-representation output.

**Architectures** Tables 2-7 in this section specify the CNN architectures. Whenever input name is empty it is the output of the line above. "+" in the input means concatenation along channel dimension. All ReLUs are leaky relu with factor 0.1.

| type | Cin | Cout | Kernel | Stride | input name       | Output name |
|------|-----|------|--------|--------|-----------------|-------------|
| ConvBNRelu | 3   | 32   | 3      | 1      | bev image       |             |
| ConvBNRelu | 32  | 32   | 3      | 1      |                 |             |
| maxpool   | 2   | 2    |        |        |                 | embed_2     |
| ConvBNRelu | 32  | 64   | 3      | 1      |                 | embed_2     |
| ConvBNRelu | 64  | 64   | 3      | 1      |                 | embed_4     |
| maxpool   | 2   | 2    |        |        |                 | embed_4     |
| ConvBNRelu | 64  | 128  | 3      | 1      |                 | embed_4     |
| ConvBNRelu | 128 | 128  | 3      | 1      |                 |             |
| ConvBNRelu | 128 | 128  | 3      | 1      |                 |             |
| maxpool   | 2   | 2    |        |        |                 | embed_8     |
| ConvBNRelu | 128 | 128  | 3      | 1      |                 | embed_8     |
| ConvBNRelu | 128 | 128  | 3      | 1      |                 |             |
| maxpool   | 2   | 2    |        |        |                 | embed_16    |

**Table 2. Base architecture.** Image Embedding network, $\phi$.

| type | Cin | Cout | Kernel | Stride | input name       |
|------|-----|------|--------|--------|-----------------|
| ConvBNRelu | 128 | 64   | 3      | 1      |                 |
| ConvBNRelu | 64  | 64   | 3      | 1      |                 |
| ConvBNRelu | 64  | 64   | 3      | 1      |                 |
| ConvBNRelu | 64  | 10   | 1      | 1      |                 |

**Table 3. Base architecture.** Embedding to tile-representation network, $\psi$.
Table 4. Autoencoder. embedding to skeleton network, $\delta$

| type               | Cin | Cout | Kernel | Stride | input name | output name |
|--------------------|-----|------|--------|--------|------------|-------------|
| ConvBNRelu         | 128 | 256  | 3      | 1      | embed      | 16          |
| ConvBNRelu256      | 256 | 256  | 3      | 1      | embed      | 16          |
| ConvBNRelu         | 256 | 256  | 3      | 1      | embed      | 16          |
| maxpool            | 2   | 2    |        |        |            | embed_32    |
| ConvBNRelu         | 128 | 64   | 3      | 1      | embed_16   | embed_16_reduced |
| ConvBNRelu         | 128 | 64   | 3      | 1      | embed_8    | embed_8_reduced |
| ConvBNRelu         | 64  | 32   | 3      | 1      | embed_4    | embed_4_reduced |
| Nearest Upsample   | 2   |      |        |        | embed_32   |             |
| ConvBNRelu         | 256 | 64   | 3      | 1      | embed_32   |             |
| ConvBNRelu         | 64  | 64   | 3      | 1      | embed_32   |             |
| ConvBNRelu         | 64  | 64   | 3      | 1      | embed_16_up|             |
| Nearest Upsample   | 2   |      |        |        | embed_16_reduced + embed_16_up |
| ConvBNRelu         | 128 | 64   | 3      | 1      | embed_32   |             |
| ConvBNRelu         | 64  | 64   | 3      | 1      | embed_32   |             |
| ConvBNRelu         | 64  | 64   | 3      | 1      | embed_8_up |             |
| Nearest Upsample   | 2   |      |        |        | embed_8_reduced + embed_8_up |
| ConvBNRelu         | 128 | 32   | 3      | 1      | embed_32   |             |
| ConvBNRelu         | 32  | 32   | 3      | 1      | embed_32   |             |
| ConvBNRelu         | 32  | 32   | 3      | 1      | embed_4_up |             |
| ConvBNRelu         | 64  | 64   | 3      | 1      | embed_4_reduced + embed_4_up |
| ConvBNRelu         | 64  | 64   | 3      | 1      | embed_4_up |             |
| ConvBNRelu         | 64  | 64   | 3      | 1      | embed_4_up |             |
| ConvBNRelu         | 64  | 64   | 3      | 1      | 1 - lanes image |

Table 5. Autoencoder. Discriminator network, $\gamma$. For Embedding GAN the discriminator is identical, and the input is $\text{embed}_16$ with channel size is 128. Spectral Norm is described in [44] and the Minibatch discrimination layer in [45].
| type                | Cin  | Cout | Kernel | Stride | input name  |
|---------------------|------|------|--------|--------|-------------|
| ConvBNRelu          | 1    | 16   | 3      | 1      | lane image  |
| ConvBNRelu          | 16   | 32   | 3      | 1      |             |
| ConvBNRelu          | 32   | 64   | 3      | 1      |             |
| Nearest Upsample    |      |      |        |        | 2           |
| ConvBNRelu          | 64   | 64   | 3      | 1      |             |
| ConvBNRelu          | 64   | 64   | 3      | 1      |             |
| ConvBNRelu          | 64   | 64   | 3      | 1      |             |
| Nearest Upsample    |      |      |        |        | 2           |
| ConvBNRelu          | 64   | 64   | 3      | 1      |             |
| ConvBNRelu          | 64   | 64   | 3      | 1      |             |
| ConvBNRelu          | 64   | 64   | 3      | 1      |             |
| ConvBNRelu          | 64   | 1    | 3      | 1      |             |

**Table 6. Autoencoder.** Skeleton to gradient image network, $\lambda$.

| type                | Cin  | Cout | Kernel | Stride | input name  |
|---------------------|------|------|--------|--------|-------------|
| ConvBNRelu          | 128  | 64   | (5, 3) | 1      | embed_16    |
| maxpool             |      |      |        |        | 2           |
| ConvBNRelu          | 64   | 64   | (5, 3) | 1      |             |
| maxpool             |      |      |        |        | 2           |
| conv                | 64   | 3    | 1      | 1      |             |

**Table 7. Self-supervision.** Auxiliary task classifier, $\rho$. 