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Abstract

Harrell’s modified perturbation theory [Ann. Phys. 105, 379-406 (1977)] is applied and extended to obtain non-power perturbation expansions for a class of singular Hamiltonians $H = -\frac{d^2}{dx^2} + x^2 + \frac{A}{x^2} + \frac{\lambda}{x^\alpha}$, ($A \geq 0, \alpha > 2$), known as generalized spiked harmonic oscillators. The perturbation expansions developed here are valid for small values of the coupling $\lambda > 0$, and they extend the results which Harrell obtained for the spiked harmonic oscillator $A = 0$. Formulas for the excited-states are also developed.

PACS 03.65.Ge
1. Introduction

This is a detailed extension of Harrell’s modified perturbation theory\textsuperscript{1} for the class of singular potentials

\[ H = -\frac{d^2}{dx^2} + x^2 + \frac{\lambda}{x^{\alpha}} \quad (\lambda > 0, \alpha > 2), \]

\text{(1.1)}

defined on suitable domains in the Hilbert space \( L^2(0, \infty) \) with solutions satisfying Dirichlet boundary conditions. By ‘singular’ we mean that the familiar Rayleigh-Schrödinger series either do not exist or do not converge. The present work, motivated by Harrell\textsuperscript{1} and Greenlee\textsuperscript{2}, studies a perturbative and variational analysis of the eigenvalues and eigenfunctions for the family of singular Hamiltonians

\[ H = H_0 + \lambda V = -\frac{d^2}{dx^2} + x^2 + \frac{A}{x^2} + \frac{\lambda}{x^{\alpha}} \quad (A \geq 0) \]

\text{(1.2)}

known as generalized spiked harmonic oscillator Hamiltonian\textsuperscript{3–10}. The extension lies in considering \( A \) to range over all non-negative real numbers instead of non-negative integers of the type \( l(l+1) \). The main results are the extensions of Harrell’s perturbative expansions\textsuperscript{1} for the ground-state eigenvalues of the spiked harmonic oscillator Hamiltonian \( A = 0 \). In his elegant investigation, Harrell mentioned briefly the possibility of extending his theory to the case of \( A = l(l+1) \), where \( l \) is the angular-momentum quantum number; however, his results mostly concern perturbation expansions for ground-state energies of the spiked harmonic oscillator Hamiltonian (1.1). There are two principal reasons for this choice: 1. The interesting Klauder phenomenon\textsuperscript{11–13} occurs only in the case \( A = 0 \), to the effect that, for sufficiently singular potentials, the perturbation term \( V \) cannot be smoothly turned off \((\lambda \to 0)\) in the Hamiltonian \( H = H_0 + \lambda V \) to restore the free Hamiltonian \( H_0 \); 2. Rayleigh-Schrödinger perturbation series diverge at some finite order whenever \( \alpha > 2 \).

Klauder’s phenomenon doesn’t occur\textsuperscript{14–16} if \( A > 0 \). This is the case, for example, in \( N \) dimensions with \( A = (l + \frac{3}{2}(N - 1))(l + \frac{3}{2}(N - 3)) \) and \( l > 0 \), or with \( l = 0 \) and \( N \neq 1 \) or 3. In such cases the domain of the Hamiltonian \( H \) is stable under the limit \( \lambda \to 0 \). However, a perturbative analysis for solutions that vanish at the origin is still interesting because of the divergence of the Rayleigh-Schrödinger series at some finite order for any \( \alpha > 2 \). We are able to conclude in the present article that the Rayleigh-Schrödinger series will breakdown at the order \( n \geq 2\nu(\gamma - 1) \) for \( \alpha > 2 \) where \( \nu = \frac{1}{\alpha - 2} \) and \( \gamma = 1 + \frac{3}{2}\sqrt{1 + 4A} \). For example, \( \alpha \geq 2\gamma \) causes the perturbation series to diverge at the first order; for \( \alpha \geq \gamma + 1 \) the second-order perturbation will diverge, etc. These results and some others concerning the convergence of Rayleigh-Schrödinger series which rely heavily of the application of Kato’s criterion\textsuperscript{17–19} will be the subject of an independent investigation. In the present paper, we concentrate on the development of non-power perturbation expansions for the Hamiltonian (1.2).

Detwiler and Klauder\textsuperscript{20}, in their variational study of the spiked harmonic oscillator Hamiltonian (1.1), have shown that for \( 2 \leq \alpha < 3 \) the eigenvalues are given by
asymptotic series to first-order so long as $\lambda > 0$. But for $\alpha > 3$, the ground-state eigenvalues are given by

$$E_0(\lambda) = 3 + k\lambda^\nu + o(\lambda^\nu),$$

and, for $\alpha = 3$, by

$$E_0(\lambda) = 3 + k'\lambda \log(\lambda) + O(\lambda),$$

where $k$ and $k'$ are to be determined by variational means. Harrell, soon afterwards, modified the Rayleigh-Schrödinger series by utilizing the standard WKB-approximation technique for the lowest few orders. This proved to be quite successful, and he continued to developed a special perturbation theory, now known as ‘singular perturbation theory’, and obtained thereby the first few terms of the perturbed $\lambda$-expansion for different values of $\alpha$. This turned out to be a non-power series expansion and in fact was of exactly the same order as that of Detwiler and Klauder. More specifically, Harrell showed that the asymptotic series for the ground-state eigenvalues of the Hamiltonian (1.1) are explicitly given, for $\nu = \frac{1}{\alpha-2}$, by

for $\alpha \geq 4$:

$$E_0(\lambda) = 3 + \frac{4\nu^2\Gamma(1 - \nu)}{\sqrt{\pi}\Gamma(1 + \nu)} \lambda^\nu + O(\lambda^{2\nu}).$$

for $3 < \alpha < 4$:

$$E_0(\lambda) = 3 + \frac{4\nu^2\Gamma(1 - \nu)}{\sqrt{\pi}\Gamma(1 + \nu)} \lambda^\nu - \frac{4\nu\Gamma(\frac{3-\alpha}{2})}{(1 - \nu)\sqrt{\pi}} \lambda + O(\lambda^{2\nu}).$$

for $\alpha = 3$:

$$E_0(\lambda) = 3 - \frac{4}{\sqrt{\pi}} \lambda \log(\lambda) - \frac{10c}{\sqrt{\pi}} \lambda + O(\lambda^2 \log^2(\lambda)) \quad (c = .57721 56649 \ldots \text{ Euler’s constant}).$$

For $\frac{5}{2} < \alpha < 3$:

$$E_0(\lambda) = 3 + \frac{4\nu^2\Gamma(1 - \nu)}{\sqrt{\pi}\Gamma(1 + \nu)} \lambda^\nu + \frac{2\Gamma(\frac{3-\alpha}{2})}{\sqrt{\pi}} \lambda + O(\lambda^{2\nu}).$$

The paper is organized as follows. In Section 2, we briefly review the regular perturbation expansions for the Hamiltonian (1.2) and we identify the conditions under which the first- and the second-order corrections of Rayleigh-Schrödinger series exists. In Section 3, the main theorem used for the development of non-power perturbation expansions will be introduced and proved. In Section 4, we introduced a suitable trial wave function. In Sections 5 and 6, we extend Harrell’s theory to treat the generalized spiked harmonic oscillator Hamiltonians (1.2) for the cases where the Rayleigh-Schrödinger series fails and thereby we show that asymptotic series for the
eigenvalues of the Hamiltonian (1.2) are explicitly given by
For $\alpha \geq 2(2\gamma - 1)$:
\[
E_0(\lambda) = 2\gamma + \frac{4(\gamma - 1)\nu^{2\nu(\gamma - 1)}\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma)\Gamma(1 + 2\nu(\gamma - 1))}\lambda^{2\nu(\gamma - 1)} + O(\lambda^{4\nu(\gamma - 1)})
\]
For $2\gamma < \alpha < 2(2\gamma - 1)$:
\[
E_0(\lambda) = 2\gamma + \frac{4(\gamma - 1)\nu^{2\nu(\gamma - 1)}\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma)\Gamma(1 + 2\nu(\gamma - 1))}\lambda^{2\nu(\gamma - 1)} - \frac{2\nu\Gamma(\gamma - \frac{1}{2\nu})}{(1 - 2\nu(\gamma - 1))\Gamma(\gamma)}\lambda + O(\lambda^{4\nu(\gamma - 1)})
\]
For $\alpha = 2\gamma$:
\[
E_0(\lambda) = 2\gamma - \frac{1}{(\gamma - 1)\Gamma(\gamma)}\lambda\log(\lambda) + \left[ -c(1 + \gamma) + 2\log(2(1 - 1)) \right] \lambda + O(\lambda^{2}\log^{2}(\lambda))
\]
For $\gamma + 1 < \alpha < 2\gamma$:
\[
E_0(\lambda) = 2\gamma + \frac{2\nu^{2\nu(\gamma - 1)}\Gamma(1 - 2\nu(\gamma - 1))}{\nu\Gamma(\gamma)\Gamma(2\nu(\gamma - 1))}\lambda^{2\nu(\gamma - 1)} + \frac{2\nu\Gamma(\gamma - \frac{1}{2\nu})}{(2\nu(\gamma - 1) - 1)\Gamma(\gamma)}\lambda + O(\lambda^{2}),
\]
where $\nu = \frac{1}{\alpha - 2}$ and $\gamma = 1 + \frac{1}{2} \sqrt{1 + 4\lambda}$. The asymptotic expansions for the case $\alpha \leq \gamma + 1$ are discussed in Section 7, along with some other cases. The connection with the region $0 < \alpha < 5/2$, overlooked by Harrell, is also investigated. In Section 8, the extension of the perturbation expansions developed in Sections 5, 6, and 7 to the excited states is discussed and some explicit formulas are derived.

2. Asymptotic perturbation expansions

It is known that although many perturbation expansions diverge, they may actually be asymptotic expansions whose first few terms can yield good approximations. The class of singular Hamiltonian (1.2) affords interesting examples of this phenomenon. Indeed, by regarding the Gol’dman and Krivchenkov Hamiltonian

\[
H_0 = -\frac{d^2}{dx^2} + x^2 + \frac{1}{x^2},
\]

which admits the exact solutions
\[
\psi_n(x) = (-1)^n \sqrt{\frac{2(\gamma)n}{n!}\Gamma(\gamma)} x^{\gamma - \frac{1}{2}} e^{-\frac{x}{2}} F_1(-n, \gamma, x^2)
\]

with exact eigenenergies
\[
E_n = 4n + 2\gamma, \quad n = 0, 1, 2, \ldots, \quad \gamma = 1 + \frac{1}{2} \sqrt{1 + 4\lambda},
\]
as the unperturbed part, and $V(x) = x^{-\alpha}$ as the perturbation potential, the first-order correction of the Rayleigh-Schrödinger series for the Hamiltonian (1.2) exists only for $\alpha < 2\gamma$, while the second-order correction will required $\alpha < \gamma + 1$. The first condition $\alpha < 2\gamma$ follows from $E_1 = (\psi_0, x^{-\alpha}\psi_0)$, while the second condition $\alpha < \gamma + 1$ follows from

\[
E_2 = \sum_{i=1}^{\infty} \frac{|(\psi_0, x^{-\alpha}\psi_i)|^2}{E_i - E_0}.
\]

Under these conditions the perturbation expansions for the ground-state eigenvalues up to second-order reads, for small values of $\lambda$,

\[
E(\lambda, \alpha) = E_0 + E_1\lambda + E_2\lambda^2 + \ldots
\]

\[
= 2\gamma + \frac{\Gamma(\gamma - \frac{\alpha}{2}) \lambda}{\Gamma(\gamma)} \lambda^2 \frac{\alpha^2}{16\gamma} F_3(1, 1, 1 + \frac{\alpha}{2}, 1 + \frac{\alpha}{2}, 2, 2, \gamma + 1; 1) + \ldots
\]
In the next sections we develop non-power perturbation expansions for the cases where the regular Rayleigh-Schrödinger series fails to exist; namely $\alpha \geq 2\gamma$ and $\alpha \geq \gamma + 1$.

Before we proceed we should note that the functions $_1F_1$ and $_4F_3$, mentioned above, are special cases of the generalized hypergeometric function $\binom{\alpha_1, \alpha_2, \ldots, \alpha_p}{\beta_1, \beta_2, \ldots, \beta_q}(z) = \sum_{k=0}^{\infty} \frac{\prod_{i=1}^{p} (\alpha_i)_k}{\prod_{j=1}^{q} (\beta_j)_k} \frac{z^k}{k!}$,

where $p$ and $q$ are non-negative integers, and none of the $\beta_j$, $(j = 1, 2, \ldots, q)$ is equal to zero or to a negative integer. If the series does not terminate (that is to say, none of the $\alpha_i$, $i = 1, 2, \ldots, p$, is a negative integer), then the series, in the case $p = q + 1$, converges or diverges accordingly as $|z| < 1$ or $|z| > 1$. For $z = 1$, the series is convergent provided $\sum_{j=1}^{q} \beta_j - \sum_{i=1}^{p} \alpha_i > 0$.

Here $(a)_n$, the shifted factorial (or Pochhammer symbol), is defined by

$$(a)_0 = 1, \quad (a)_n = a(a+1)(a+2)\ldots(a+n-1), \quad \text{for } n = 1, 2, 3, \ldots,$$

and may be expressed in terms of the Gamma function by $(a)_k = \Gamma(a+k)/\Gamma(a)$, when $a$ is not a negative integer $-m$, and, in these exceptional cases, $(-m)_k = 0$ if $k > m$ and otherwise $(-m)_k = (-1)^k m!/(m-k)!$.

3. The Main theorem

It is clear that the perturbation approach mentioned in Sec. 2 cannot apply if $\alpha \geq 2\gamma$, since it is clear in this case that the first-order perturbation correction diverges. We construct a modified perturbation series for the operators in this region by considering the perturbation theory of families of self-adjoint operators by an application of the variational method. This is done via Kato's generalization of Temple’s inequality, which can understood from the following discussion. The derivation of bounds on the eigenvalues for self-adjoint operators usually starts from a consideration of the positive definite function given by

$$(\mu, \mu) = (|H - \epsilon|\phi, |H - \epsilon|\phi) = (H\phi, H\phi) - (\phi, H\phi)^2 + (\epsilon - (\phi, H\phi))^2 \geq 0,$$

where $\mu$ is a function of $\phi$ and $\epsilon$, i.e. $\mu = \mu(\phi, \epsilon)$, $H$ is the operator in question, $\epsilon$ is a positive parameter, and $\phi$ is a suitably chosen normalized trial function. If we expand the normalized function $\phi$ in terms of the complete set of eigenfunctions $\{\phi_n\}$ of $H$ with eigenvalues $E_n(\lambda)$, $\phi = \sum_n a_n \phi_n$, $a_n = (\phi, \phi_n)$, $(\phi, \phi) = 1 = \sum_n |a_n|^2$, we can express the positive definite function in (3.1) as

$$(\mu, \mu) = \sum_n |a_n|^2 (E_n(\lambda) - \epsilon)^2 \geq 0.$$
Let us assume that we have picked the value of $\epsilon$ for the closest approach to the $i$th eigenvalue $E_i$, i.e.

$$ (\mu, \mu) = \sum_n |a_n|^2 (E_n(\lambda) - \epsilon)^2 \geq (E_i(\lambda) - \epsilon)^2 \geq 0. \quad (3.2) $$

By combining (3.1) and (3.2), it can be easily seen that

$$ \epsilon - \sqrt{\|H \phi\|^2 - \langle \phi, H \phi \rangle^2 + (\epsilon - \langle \phi, H \phi \rangle)^2} \leq E_i(\lambda) \leq \epsilon + \sqrt{\|H \phi\|^2 - \langle \phi, H \phi \rangle^2 + (\epsilon - \langle \phi, H \phi \rangle)^2} \quad (3.3) $$

Now, by setting $\epsilon = \mu + [\langle H \phi, H \phi \rangle - \langle \phi, H \phi \rangle^2 + (\epsilon - \langle \phi, H \phi \rangle)^2]^{1/2} = E_{i+1}^L(\lambda), \quad (3.4)$

where $E_{i+1}^L(\lambda)$ is a lower bound estimate of $E_{i+1}(\lambda)$, we can show that equation (3.4) possesses the solution

$$ \epsilon = \frac{1}{2} \left[ E_{i+1}^L(\lambda) + \langle \phi, H \phi \rangle - \frac{\langle H \phi, H \phi \rangle - \langle \phi, H \phi \rangle^2}{E_{i+1}^L(\lambda) - \langle \phi, H \phi \rangle} \right] \quad (3.5) $$

provided $\langle \phi, H \phi \rangle < E_{i+1}^L(\lambda)$. Substituting (3.5) into the lower bound expression in (3.3) yields the Kato-Temple expression for the lower bound:

$$ E_i(\lambda) \geq \langle \phi, H \phi \rangle - \frac{\langle H \phi, H \phi \rangle - \langle \phi, H \phi \rangle^2}{E_{i+1}^L(\lambda) - \langle \phi, H \phi \rangle}. \quad (3.6) $$

Similarly, setting

$$ \epsilon - [\langle H \phi, H \phi \rangle - \langle \phi, H \phi \rangle^2 + (\epsilon - \langle \phi, H \phi \rangle)^2]^{1/2} = E_{i-1}^U(\lambda), \quad (3.7) $$

where $E_{i-1}^U(\lambda)$ is an upper bound estimate to the next lowest eigenvalue to $E_i(\lambda)$, yields

$$ E_i(\lambda) \leq \langle \phi, H \phi \rangle + \frac{\langle H \phi, H \phi \rangle - \langle \phi, H \phi \rangle^2}{\langle \phi, H \phi \rangle - E_{i-1}^U(\lambda)} \quad (3.8) $$

for $E_{i-1}^U(\lambda) < \langle \phi, H \phi \rangle$. We let $\eta = \langle \phi, H \phi \rangle$, and the residual norm $\epsilon = \| (H - \eta) \phi \|$ (hence $\epsilon^2 = \| H \phi \|^2 - \eta^2$), and $\epsilon^2 < (E_{i+1}^L(\lambda) - \eta)(\eta - E_{i-1}^U(\lambda))$, which follows by means of the inequalities $\eta - \epsilon^2/(E_{i+1}^L(\lambda) - \eta) > E_{i-1}^U$ or $\eta + \epsilon^2/(\eta - E_{i-1}^U(\lambda)) < E_{i+1}^L(\lambda)$. This indeed ensures that the open interval $(E_{i-1}^U(\lambda), E_{i+1}^L(\lambda))$ contains a single isolated eigenvalue and no other piece of the spectrum. Then it follows from (3.6) and (3.8) that

$$ \eta - \frac{\epsilon^2}{E_{i+1}^L(\lambda) - \eta} \leq E_i(\lambda) \leq \eta + \frac{\epsilon^2}{\eta - E_{i-1}^U(\lambda)}. \quad (3.9) $$

This formula is symmetric with respect to upper and lower bound, as we might expect. It should be noted that (3.9) gives $E_i(\lambda)$ within the error bound of the order $\epsilon^2$: this is very small if $\epsilon$ is small, i.e. if $\phi$ is a good approximate eigenfunction. Indeed, (3.9) implies

$$ |E_i(\lambda) - \eta| \leq \frac{\epsilon^2}{g}, \quad (3.10) $$
where \( g = \min\{\eta - E^L_{i-1}(\lambda), E^L_{i+1}(\lambda) - \eta\} \). Therefore, the error in \( \eta \) depends on the residual norm squared, i.e. on \( \varepsilon^2 \), and on the gap \( g > 0 \) for the eigenvalue is isolated\(^1\). If (3.9) is applied to the operator \( H_0 + \lambda V - E^\lambda_i \), where \( E^\lambda_i \) is a variational estimate for the \( i \)th eigenvalue of \( H_0 + \lambda V \), there results\(^1\)

**Theorem 1:** If \( \phi \) is normalized trial function for the self-adjoint operator \( H = H_0 + \lambda V \), where \( H_0 \) and \( V \) are self-adjoint and \( E^0_i \) is an isolated, nondegenerate stable eigenvalue of \( H_0 \), and \( E^\lambda_i \) is a continuous function such that \( \langle \phi, [H_0 + \lambda V - E^\lambda_i] \phi \rangle \rightarrow 0 \) as \( \lambda \rightarrow 0 \), and

\[
\| [H_0 + \lambda V - E^\lambda_i] \phi \| = o((\phi, [H_0 + \lambda V - E^\lambda_i] \phi)^{1/2}), \tag{3.11}
\]

then the eigenvalue of \( H_0 + \lambda V \) which converges to \( E^0_i \) satisfies

\[
E_i(\lambda) = \langle \phi, [H_0 + \lambda V] \phi \rangle + O(\| [H_0 + \lambda V - E^\lambda_i] \phi \|^2). \tag{3.12}
\]

**Proof:** To keep the notation simple, let us refer to \( E^L_{i-1}(\lambda) \) and \( E^L_{i+1}(\lambda) \) in (3.9) by \( \alpha \) and \( \beta \), respectively. Then, from the previous discussion, we have, for \( \eta = (\phi, [H_0 + \lambda V - E^\lambda_i] \phi) \), that \( \alpha < \eta < \beta \), and \( \varepsilon^2 < (\beta - \eta)(\eta - \alpha) \). Further, by applying the Kato-Temple inequality (3.9) to the Hamiltonian \( H_0 + \lambda V - E^\lambda_i \), we obtain, for normalized \( \phi \),

\[
\eta - \frac{\varepsilon^2}{\beta - \eta} \leq E_i(\lambda) - E^\lambda_i \leq \eta + \frac{\varepsilon^2}{\eta - \alpha},
\]

where \( \varepsilon^2 = \| [H_0 + \lambda V - E^\lambda_i] \phi \|^2 - (\phi, [H_0 + \lambda V - E^\lambda_i] \phi)^2 \). If we divide by \( \eta \), we obtain after some simplifications

\[
-\frac{\left(\frac{[H_0 + \lambda V - E^\lambda_i] \phi}{\eta^{1/2}}\right)^2}{\beta - \eta} \leq \frac{E_i(\lambda) - E^\lambda_i}{\eta} - 1 \leq \frac{\left(\frac{[H_0 + \lambda V - E^\lambda_i] \phi}{\eta^{1/2}}\right)^2}{\eta - \alpha}. \tag{3.13}
\]

However, since \( \phi \) is assumed to be normalized,

\[
\frac{E_i(\lambda) - E^\lambda_i}{\eta} - 1 = \frac{E_i(\lambda) - ([H_0 + \lambda V] \phi, \phi)}{\eta} = \frac{E_i(\lambda) - ([H_0 + \lambda V] \phi, \phi)}{\| [H_0 + \lambda V - E^\lambda_i] \phi \|^2} \left(\frac{[H_0 + \lambda V - E^\lambda_i] \phi}{\eta^{1/2}}\right)^2.
\]

From (3.11), we have for \( \lambda \) sufficiently small,

\[
\frac{[H_0 + \lambda V - E^\lambda_i] \phi}{\eta^{1/2}} \leq 1.
\]

Thus after dividing (3.13) by \( \left(\frac{[H_0 + \lambda V - E^\lambda_i] \phi}{\eta^{1/2}}\right)^2 \), we have

\[
\frac{E_i(\lambda) - ([H_0 + \lambda V] \phi, \phi)}{\| [H_0 + \lambda V - E^\lambda_i] \phi \|^2} \leq \left\{1 - \frac{\eta}{\left(\frac{[H_0 + \lambda V - E^\lambda_i] \phi}{\eta^{1/2}}\right)^2}\right\} \times \max\left\{\frac{1}{\beta - \eta}, \frac{1}{\eta - \alpha}\right\}
\]

\[
\leq \max\left\{\frac{1}{\beta - \eta}, \frac{1}{\eta - \alpha}\right\} \leq C \text{ (constant),}
\]
which leads to
\[ E_i(\lambda) = ([H_0 + \lambda V]\phi, \phi) + O(\| [H_0 + \lambda V - E_i^\lambda] \phi \|^2), \]
as required.

### 4. Trial wave function and solution to a differential equation

In this section we shall introduce a suitable trial function in order to obtain eigenvalue perturbation corrections by means of Theorem 1. For singular Hamiltonians of type (1.2), the trial functions are characterized by wave functions with non-integer exponent. This indeed characterizes almost all trial functions which have been used previously to study this type of singular Hamiltonian (1.1) and (1.2). Furthermore, the trial functions have to satisfy the physical initial conditions of the problem. In the classical Rayleigh-Schrödinger perturbation theory, the lowest-order trial function for a given eigenvalue is chosen to be the unperturbed eigenfunction, i.e. the exact solutions of the unperturbed Hamiltonian. This is no longer a good choice for the perturbation \( \lambda V \) in (1.2) with \( \alpha \geq 2 \gamma \), for
\[ \int_\epsilon^\infty x^{2\gamma - \alpha - 1} e^{-x^2} dx \approx e^{-\alpha + 2\gamma}, \]
which approaches \( \infty \) as \( \epsilon \) goes to zero. Intuitively, it seems that if the unperturbed eigenfunction was modified slightly near the singular point, so that the expectation value of singular term \( V \) was no longer infinite, it would become a reasonable trial function to use to estimate the perturbed eigenvalue. This was the basic idea of the trial wave function used by Detwiler et al to study the Hamiltonian (1.1) and it was employed later by Harrell. Using the notation of Harrell, we start with the (un-normalized) trial wavefunction
\[ \psi(x; \lambda) = W_\alpha(x; \lambda)\psi_i(x), \]
where \( \psi_i(x) \) is given by (2.1) and \( W_\alpha(x; \lambda) \) is to be determined. It should be noted that far away from the singularity, we expect \( \psi(x; \lambda) \sim \psi_i(x) \) for large \( x \), since (1.2) behaves as radial harmonic oscillator Hamiltonian for large \( x \), which, in turn, implies \( \lim_{x \to \infty} W_\alpha(x; \lambda) = 1 \). Further, for an arbitrary singular point \( x_0 \), not necessarily at the origin, \( \psi(x_0; \lambda) = 0 \), an idea that was borrowed from hard-core problems in quantum mechanics: this forces \( W_\alpha(x_0; \lambda) = 0 \); therefore, we must also have \( \lim_{x \to 0} W_\alpha(x; \lambda) = 0 \). Using the trial function (4.1), the differential operator (1.2) leads to
\[ [H_0 + \lambda V - E_i] \psi(x; \lambda) = \left[ -\frac{d^2W_\alpha(x; \lambda)}{dx^2} - 2\frac{dW_\alpha(x; \lambda)}{dx} \frac{d}{dx} + \lambda VW_\alpha(x; \lambda) \right] \psi_i(x), \]
where \( E_i \equiv E_i^\lambda \) is the variational estimate of \( H \). It is clear from (2.1) that \( \frac{d\psi_i(x)}{dx} \approx \frac{2(\gamma - \frac{1}{2})}{x} \psi_i(x) \) near the origin. Therefore, we may choose \( W_\alpha(x; \lambda) \) in (4.2) such that
\[ \frac{d^2W_\alpha(x; \lambda)}{dx^2} + \frac{2(\gamma - \frac{1}{2})}{x} \frac{dW_\alpha(x; \lambda)}{dx} - \lambda VW_\alpha(x; \lambda) = 0 \]
and must satisfy the initial conditions

\[
\lim_{\alpha \to 0} W_{\alpha}(x; \lambda) = 0, \quad \text{and} \quad \lim_{\alpha \to \infty} W_{\alpha}(x; \lambda) = 1.
\]  

(4.4)

Eq. (4.3) allows us to write Eq. (4.2) as

\[
[H_0 + \lambda V - E_i] \psi(x; \lambda) = 2 dW_{\alpha}(x; \lambda) \left[ \frac{\gamma - \frac{1}{2}}{x} - \frac{d}{dx} \right] \psi_i(x)
\]  

(4.5)

To solve (4.3) explicitly, we notice first that the parameter \( \lambda \) can be removed from the equation by a change of variable \( z = \lambda^{-\nu} x \) where \( \nu \) is to be determined shortly. A straightforward calculation shows that Eq. (4.3) becomes

\[
\frac{d^2 W_{\alpha}(z)}{dz^2} + 2 \frac{\gamma - \frac{1}{2}}{z} \frac{dW_{\alpha}(z)}{dz} - \frac{\lambda(2-\alpha)\nu+1}{z^\alpha} W_{\alpha}(z) = 0.
\]  

(4.6)

So, with \( \nu = \frac{1}{\alpha - 2} \), independent of \( \gamma \), we have

\[
\frac{d^2 W_{\alpha}(z)}{dz^2} + 2 \frac{\gamma - \frac{1}{2}}{z} \frac{dW_{\alpha}(z)}{dz} - \frac{W_{\alpha}(z)}{z^\alpha} = 0.
\]  

(4.6)

With another change of variable \( Y(z) = z^{\gamma-1} W_{\alpha}(z) \), (4.6) leads to

\[
\frac{d^2 Y}{dz^2} + \frac{1}{z} \frac{dY}{dz} - \left[ \frac{(\gamma - 1)^2}{z^2} + \frac{1}{z^\alpha} \right] Y = 0.
\]  

(4.7)

Finally with the further change of variable \( \xi = 2\nu z^{-\frac{1}{2\nu}} \), we have from (4.7)

\[
\frac{d^2 Y}{d\xi^2} + \frac{1}{\xi} \frac{dY}{d\xi} - \left[ 1 + \frac{[2\nu(\gamma - 1)]^2}{\xi^2} \right] Y = 0,
\]  

(4.8)

which is the equation of a modified Bessel function of order \( 2\nu(\gamma - 1) \). The solution of Eq. (4.8) is

\[
W_{\alpha}(z) = c_1 z^{1-\gamma} I_{2\nu(\gamma - 1)}(2\nu z^{-\frac{1}{2\nu}}) + c_2 z^{1-\gamma} K_{2\nu(\gamma - 1)}(2\nu z^{-\frac{1}{2\nu}}),
\]

where \( I \) and \( K \) denote the modified Bessel functions of the first- and second-kind respectively. The initial conditions \( \lim_{\alpha \to 0} W_{\alpha}(z) = 0 \), and \( \lim_{\alpha \to \infty} W_{\alpha}(z) = 1 \) yields \( c_1 = 0 \) and \( c_2 = \frac{2\nu^{2\nu(\gamma - 1)}}{\Gamma(2\nu(\gamma - 1))} \) by means of

\[
K_{\nu}(z) \approx \frac{1}{2} \Gamma(\nu) z^{\nu}
\]  

(4.9)

as \( z \) approach 0. Therefore, we have

\[
W_{\alpha}(z) = \frac{2\nu^{2\nu(\gamma - 1)}}{\Gamma(2\nu(\gamma - 1))} z^{1-\gamma} K_{2\nu(\gamma - 1)}(2\nu z^{-\frac{1}{2\nu}}), \quad \text{or more explicitly}
\]  

\[
W_{\alpha}(x; \lambda) = \frac{2\nu^{2\nu(\gamma - 1)}}{\Gamma(2\nu(\gamma - 1))} \lambda^{\nu(\gamma - 1)} x^{1-\gamma} K_{2\nu(\gamma - 1)}(2\nu \sqrt{\lambda x^{-\frac{1}{2\nu}}}).
\]  

(4.10)
Finally, we have for the (un-normalized) wave function (4.1) that
\[
\psi(x; \lambda) = \frac{2\nu^{2\nu(\gamma-1)}}{\Gamma(2\nu(\gamma-1))} \lambda^{\nu(\gamma-1)} x^{1-\gamma} K_{2\nu(\gamma-1)}(2\nu \sqrt{\lambda x - \frac{z}{\lambda}}) \psi_1(x). \tag{4.11}
\]

It is quite clear by means of Eq.(4.9) that \( \lim_{\lambda \to 0} \psi(x; \lambda) = \psi_1(x) \) as expected. Consequently, the normalization constant \( N_\lambda \) of \( \psi(x; \lambda) \) must satisfy \( \lim_{\lambda \to 0} N_\lambda = 1 \). Some properties of the function \( K_\nu(z) \) are in order. The physical importance of the function \( K_\nu(z) \) lies in the fact that it tends exponentially to zero as \( z \to \infty \). The function \( K_\nu(z) \) is defined, for unrestricted values of \( \nu \), by the equation
\[
K_\nu(z) = \frac{\pi}{2 \sin(\nu \pi)} [I_{-\nu}(z) - I_\nu(z)], \tag{4.12}
\]
where
\[
I_\nu(z) = \left( \frac{z}{2} \right)^\nu \sum_{k=0}^{\infty} \frac{(\frac{1}{4} z^2)^k}{k! \Gamma(\nu + k + 1)}. \tag{4.13}
\]

The apparent discrepancy with (4.12) is resolved by the identity \( \Gamma(\nu)\Gamma(1-\nu) = \frac{\pi}{\sin(\nu \pi)} \). For integer values or zero of \( \nu \) in (4.12), it should be understood that \( K_\nu(z) = \lim_{\nu \to \nu} K_\nu(z) \), where in this case
\[
K_n(z) = \frac{1}{2} \left( \frac{z}{2} \right)^n \sum_{k=0}^{n-1} \frac{(n-k-1)!}{k!} \left( -\frac{z^2}{4} \right)^k \log \left( \frac{z}{2} \right) I_n(z) + (-1)^n \frac{1}{2} \left( \frac{z}{2} \right)^n \sum_{k=0}^{\infty} \left( \psi(k+1) + \psi(n+k+1) \right) \left( \frac{z^2}{4} \right)^k \sum_{k=0}^{\infty} \left( \frac{z^2}{4} \right)^k
\]
\[
+ (-1)^n \frac{1}{2} \left( \frac{z}{2} \right)^n \sum_{k=0}^{\infty} \left( \psi(k+1) + \psi(n+k+1) \right) \left( \frac{z^2}{4} \right)^k \sum_{k=0}^{\infty} \left( \frac{z^2}{4} \right)^k.
\tag{4.14}
\]

while
\[
K_0(z) = -(c + \log \left( \frac{z}{2} \right)) I_0(z) + \sum_{r=1}^{\infty} \left( \frac{z}{2} \right)^{2r} \left( 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{r} \right).
\tag{4.15}
\]

Here \( c \) is Euler’s constant \( c = .57721 56649 \ldots \). The following identity will be also in used
\[
\frac{dK_\nu(z)}{dz} = -\nu K_\nu(z) - zK_{\nu+1}(z).
\tag{4.16}
\]

5. Lowest-order asymptotic perturbation corrections for \( \alpha \geq 2\gamma \)

In this section, we apply Theorem 1 and the trial function developed in section 4 in order to obtain the eigenvalue perturbation expansions for the Hamiltonian (1.2). We consider first the case of \( \alpha \geq 2\gamma \) which leads to the divergence of the first-order correction of the regular Rayleigh-Schrödinger series. In a purely theoretical approach, Greenlee \(^2\) has shown that the asymptotic perturbation expansion should take the form
\[
E_0(\lambda) = E_0 + E_1 \lambda^{2\nu(\gamma-1)} \tag{5.1}
\]
valid for \( 2\gamma < \alpha \) and \( 2\nu(\gamma-1) < 1 \). We note, for consistency, that we have re-produced the expression of Greenlee using our own notation. Eq.(5.1) is in complete agreement
with our prediction \( \alpha > 2\gamma \) or \( 2\nu(\gamma - 1) < 1 \) for \( \nu = \frac{1}{\alpha-2} \) obtained by means of Theorem 1, as we shall show in this section. In order to apply Theorem 1, we need first the normalization constant \( N_\lambda \) of the trial wave function \( \psi(x; \lambda) \), namely Eq.(4.11). This can be found by means of the condition \( \| \psi(x; \lambda) \|^2 = 1 \) which leads to expression

\[
N_\lambda^{-2} = \frac{4\nu^{4\nu(\gamma - 1)}\lambda^{2\nu(\gamma - 1)}}{[\Gamma(2\nu(\gamma - 1))]^2} \int_0^\infty x^{2(1 - \gamma)} K_{2\nu(\gamma - 1)}(2\nu\sqrt{\lambda}x^{-\frac{1}{4}}) \psi_i(x)^2 dx.
\] (5.2)

Lemma 1: For the ground-state, i.e. \( \nu = 0 \), we have

\[
N_\lambda^2 = 1 + \frac{2\nu^{4\nu(\gamma - 1)}\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma)\Gamma(1 + 2\nu(\gamma - 1))} \lambda^{2\nu(\gamma - 1)} + O(\lambda^{4\nu(\gamma - 1)}),
\] (5.3)

where \( \nu = \frac{1}{\alpha-2} \) and \( \alpha > 2\gamma \).

Proof: We note, by using (4.9) in (5.2), that \( N_\lambda^2 \approx 1 \). To find the order of the error term, however, we use the identity (4.12) which leads to \( K_{\nu}(z) = \frac{\Gamma(\nu)}{2^\nu} (\frac{z}{2})^{-\nu} - \frac{\Gamma(1 - \nu)}{2^\nu} (\frac{z}{2})^{1 - \nu} + \ldots \). Therefore

\[
[K_{2\nu(\gamma - 1)}(2\nu\sqrt{\lambda}x^{-\frac{1}{4}})]^2 = \frac{\Gamma(2\nu(\gamma - 1))}{4} (\nu\sqrt{\lambda}x^{-\frac{1}{4}})^{-4\nu(\gamma - 1)} - \frac{\Gamma(2\nu(\gamma - 1))}{4\nu(\gamma - 1)} + \ldots
\] (5.4)

For the ground-state, we have from (2.1) that \( \psi_0(x) = \sqrt{\frac{2}{\Gamma(\gamma)}} x^{\gamma - \frac{3}{4}} e^{-x^2/2} \). Thus on substituting (5.4) into (5.2) we have, after some calculations,

\[
N_\lambda^2 = \left\{ 1 - \frac{2\nu^{4\nu(\gamma - 1)}\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma)\Gamma(1 + 2\nu(\gamma - 1))} \lambda^{2\nu(\gamma - 1)} + O(\lambda^{4\nu(\gamma - 1)}) \right\}^{-1}
\]

and the proof of the lemma follows by a very similar argument to that for Taylor’s expansion of \( 1/(1 - \delta) \).

The reason of quoting the expansion (5.3) only up to order \( \lambda^{4\nu(\gamma - 1)} \) was guided by the error term in (3.12), as the following lemma indicates.

Lemma 2: For the ground-state energy of the Hamiltonian (1.2), where \( \alpha > 2\gamma \) (or \( 2\nu(\gamma - 1) < 1 \)), we have

\[
E_0(\lambda) = 2\gamma + \frac{16}{\Gamma(\gamma)} \frac{\nu^{4\nu(\gamma - 1)}\lambda^{2\nu(\gamma - 1)} + \frac{3}{2}}{\Gamma(2\nu(\gamma - 1))^2} \int_0^\infty x^{1 - \frac{3}{4\nu}} e^{-x^2} K_{2\nu(\gamma - 1)}(2\nu\sqrt{\lambda}x^{-\frac{1}{4}}) K_{1 - 2\nu(\gamma - 1)}(2\nu\sqrt{\lambda}x^{-\frac{1}{4}}) dx + O(\lambda^{4\nu(\gamma - 1)}).
\] (5.5)

Proof: Eq. (4.10) with (4.16) leads to

\[
\frac{dW_\alpha(x; \lambda)}{dx} = \frac{2\nu^{2\nu(\gamma - 1)} \lambda^{\nu(\gamma - 1) + \frac{3}{4\nu}} x^{-\frac{3}{4\nu} - \gamma} K_{1 - 2\nu(\gamma - 1)}(2\nu\sqrt{\lambda}x^{-\frac{1}{4}})}{\Gamma(2\nu(\gamma - 1))}.
\] (5.6)
Furthermore, using $\psi_0(x) = \sqrt{\frac{2}{\Gamma(\gamma)}} x^{\gamma - \frac{1}{2}} e^{-x^2/2}$, we find

\[
\frac{dW_\alpha(x; \lambda)}{dx} \left[ (\gamma - \frac{1}{2}) \frac{d}{dx} - \frac{d}{dx} \right] \psi_0(x) = \frac{2\nu^{2\nu(\gamma - 1)} \lambda^{\nu(\gamma - 1) + \frac{1}{2}}}{\Gamma(2\nu(\gamma - 1))} \sqrt{\frac{2}{\Gamma(\gamma)}} x^{\gamma - \frac{1}{2}} e^{-x^2/2} \times K_{1-2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}}), (5.7)
\]

which leads to

\[
2(W_\alpha(x; \lambda) \psi_0(x), \frac{dW_\alpha(x; \lambda)}{dx} \left[ (\gamma - \frac{1}{2}) \frac{d}{dx} - \frac{d}{dx} \right] \psi_0(x)) = \frac{16 \nu^{4\nu(\gamma - 1)} \lambda^{2\nu(\gamma - 1) + \frac{1}{2}}}{\Gamma(\gamma) \Gamma(2\nu(\gamma - 1))^2} \int_0^\infty x^{1-\frac{1}{2\nu}} e^{-x^2} K_{2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}}) K_{1-2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}}) dx \tag{5.8}
\]

In order to use Theorem 1, however, the trial wave function must be normalized. This is equivalent to multiplying (5.8) by the normalization constant $N_\alpha^2$, as given by (5.3). Now, since $N_\alpha^2$ is of order $\lambda^{2\nu(\gamma - 1)}$, out of the second term in (5.3) the multiplication allows us to have (5.8) as quoted, plus an error term of order $\lambda^{4\nu(\gamma - 1)}$ as result of using (4.9). What remains is to show that the expression $\| [H_0 + \lambda V - E(\lambda)] \phi_\alpha \|$ in (3.12) is also of order $\lambda^{2\nu(\gamma - 1)}$. This follows from (5.7) as follows

\[
\| [H_0 + \lambda V - E_0] \psi_0 \| = 2 \| \frac{dW_\alpha(x; \lambda)}{dx} \left[ (\gamma - \frac{1}{2}) \frac{d}{dx} - \frac{d}{dx} \right] \psi_0(x) \|
\]

\[
= 2 \left[ \frac{8\nu^{4\nu(\gamma - 1)} \lambda^{2\nu(\gamma - 1) + 1}}{\Gamma(\gamma) \Gamma(2\nu(\gamma - 1))^2} \int_0^\infty x^{1-\frac{1}{2\nu}} e^{-x^2} \left[ K_{1-2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}}) \right]^2 dx \right]^{1/2}
\]

\[
= O(\lambda^{2\nu(\gamma - 1)})
\]

where we have used $K_{1-2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}}) \approx \frac{\Gamma(1-2\nu(\gamma - 1))}{\Gamma(2\nu(\gamma - 1))^2} (\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}})^{2\nu(\gamma - 1) - 1}$. The proof of the lemma then follows by use of Theorem 1, Eq. (3.12), and the variational estimate of $E_0^\lambda$ by means of (2.2).

Because of the error term in (5.5), it is not necessary to compute the integral in (5.5) exactly but it is sufficient to estimate the integral using the asymptotic series expansions of the modified Bessel functions $K_{2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}})$ and $K_{1-2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}})$ by means of (4.12), up to the order cited. Since the order of the error term in (5.5) is $\lambda^{4\nu(\gamma - 1)}$ while the integral is of order $\lambda^{2\nu(\gamma - 1)}$, we may consider, for fixed $\alpha$, two regions $0 < 2\nu(\gamma - 1) \leq \frac{1}{2}$ and $\frac{1}{2} < 2\nu(\gamma - 1) < 1$, or equivalently $0 < 4\nu(\gamma - 1) \leq 1$ and $1 < 4\nu(\gamma - 1) < 2$. For the first region, we have for the ground-state energy of the Hamiltonian (1.2)

\[
E_0(\lambda) = 2\gamma + \frac{4(\gamma - 1)\nu^{4\nu(\gamma - 1)} \Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma) \Gamma(1 + 2\nu(\gamma - 1))} \lambda^{2\nu(\gamma - 1) + 1} + O(\lambda^{4\nu(\gamma - 1)}) \tag{5.9}
\]

which follows from (5.5) using the asymptotic expansions of $K_{2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}})$ and $K_{1-2\nu(\gamma - 1)}(2\nu \sqrt{\lambda} x^{-\frac{1}{2\nu}})$ by means of (4.9). In the case $\gamma = 3/2$ (i.e. $A = 0$ or $\alpha = 4$), Eq. (5.9) yields

\[
E_0(\lambda) = 3 + \frac{4\nu^{2\nu} \Gamma(1 - \nu)}{\sqrt{\pi} \Gamma(1 + \nu)} \lambda^{\nu} + O(\lambda^{2\nu}), \tag{5.10}
\]
where \( \nu = \frac{1}{\alpha^2} \), as shown earlier by Harrell for the spiked harmonic oscillator Hamiltonian (1.1). Important conclusion follows from (5.9). For \( \alpha = 2(2\gamma - 1) \) or \( 2\nu(\gamma - 1) = \frac{1}{2} \), we have

\[
E_0(\lambda) = 2\gamma + \frac{2}{\Gamma(\gamma)} \sqrt{\lambda} + O(\lambda).
\]

(5.11)

This provides a single ground-state approximation formula for a wide class of Hamiltonians \( H = -\frac{d^2}{dx^2} + x^2 + \frac{\lambda}{x^2} + \frac{\lambda}{x} \), where \( \alpha \) and \( \gamma = 1 + \frac{1}{4}\sqrt{1 + 4\lambda} \) are related by \( \alpha = 2(2\gamma - 1) \).

For example, for \( A = 0 \), i.e. \( \gamma = 3/2 \), which yields \( \alpha = 4 \), we have

\[
E_0(\lambda) = 3 + \frac{4}{\sqrt{\pi}} \lambda^{1/4} + O(\lambda),
\]
as noted by Harrell. If \( \alpha = 6 \), which implies \( \gamma = 2 \) or \( A = 0.75 \), we have

\[
E_0(\lambda) = 4 + 2\sqrt{\lambda} + O(\lambda).
\]

For the second region \( 1 < 4\nu(\gamma - 1) < 2 \), or \( 2\gamma < \alpha < 2(2\gamma - 1) \), by using (4.12), we can easily show that

\[
K_{2\nu(\gamma - 1)}(2\nu\sqrt{\lambda} x^{-\nu})K_{1-2\nu(\gamma - 1)}(2\nu\sqrt{\lambda} x^{-\nu}) = \frac{\Gamma(2\nu(\gamma - 1))\Gamma(1 - 2\nu(\gamma - 1))}{2\nu\sqrt{\lambda}} x^{\frac{1}{2} - 2\nu(\gamma - 1)}
\]

\[
- \frac{[\Gamma(2\nu(\gamma - 1))]^2}{4(1 - 2\nu(\gamma - 1))}\nu^{1-4\nu(\gamma-1)}\lambda^{\frac{1}{2}-2\nu(\gamma-1)} x^{-\frac{1}{2}+2(\gamma-1)} + \ldots.
\]

Consequently, (5.5) yields, for \( \frac{1}{2} < 2\nu(\gamma - 1) < 1 \),

\[
E_0(\lambda) = 2\gamma + \frac{4(\gamma - 1)\nu^{4\nu(\gamma-1)}\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma)\Gamma(1 + 2\nu(\gamma - 1))} x^{2\nu(\gamma-1)} - \frac{2\nu\Gamma(\gamma - \frac{1}{2\nu})}{(1 - 2\nu(\gamma - 1))\Gamma(\gamma)}\lambda + O(\lambda^{4\nu(\gamma-1)}).
\]

(5.12)

Again the result of Harrell for the Hamiltonian (1.1) follows for the case of \( \gamma = \frac{3}{2} \), i.e. \( A = 0 \), where, in this case, \( 3 < \alpha < 4 \) or \( \frac{1}{2} < \nu < 1 \), and

\[
E_0(\lambda) = 3 + \frac{4\nu^{2\nu}\Gamma(1 - \nu)}{\sqrt{\pi}\Gamma(1 + \nu)} x^{\nu} - \frac{4\nu\Gamma(\frac{3-\nu}{2})}{(1 - \nu)\sqrt{\pi}} x^{\nu} + O(\lambda^{2\nu}).
\]

(5.13)

For the rest of this section, we consider the case of \( 2\nu(\gamma - 1) = 1 \). For this specific value Eqs. (4.10) and (5.6) read, for \( z = \lambda^{-\nu} x \),

\[
W_\alpha(z) = \frac{z^{1-\gamma}}{\gamma - 1} K_1(z^{\gamma - 1})
\]

(5.14)

and

\[
\frac{dW_\alpha(z)}{dz} = \frac{z^{1-2\gamma}}{\gamma - 1} K_0(z^{\gamma - 1}),
\]

(5.15)

respectively. Using the asymptotic expansions

\[
K_0(z) = [-c + \log(2) - \log(z)] + O(z^2), \quad K_1(z) = \frac{1}{z} + O(z)
\]

(5.16)

which follow by means of (4.15) and (4.14) respectively, we obtain
Lemma 3: For the ground state energy of the Hamiltonian (1.2), where \( \alpha = 2\gamma \) (or \( 2\nu(\gamma - 1) = 1 \)), we have

\[
E_0(\lambda) = 2\gamma - \frac{1}{(\gamma - 1)\Gamma(\gamma)}\lambda \log(\lambda) + \left[ \frac{-c(1 + \gamma) + 2\log(2(\gamma - 1))}{(\gamma - 1)\Gamma(\gamma)} \right] \lambda + O(\lambda^2 \log^2(\lambda)),
\]

where \( c = 0.5772156649 \ldots \) is Euler’s constant.

Proof: We should note first, in this case,

\[
\| [H_0 + \lambda V - E(\lambda)]\psi_0 \|^2 = O(\lambda^2 \log^2(\gamma))
\]

which follows from

\[
\| [H_0 + \lambda V - E(\lambda)]\psi_0 \|^2 = \frac{2\lambda^2}{(\gamma - 1)^2 \Gamma(\gamma)} \int_0^\infty x^{3-2\gamma}e^{-x^2}K_0^2(\frac{\sqrt{x}}{\gamma - 1})x^{1-\gamma}dx
\]

by use of (5.7). Since we are only interested in finding the order in terms of the parameter \( \lambda \), the problem reduces to a search among the smallest value of \( \lambda^2 \log^2(\lambda) \), \( -\lambda^2 \log(\lambda) \), and \( \lambda^2 \), for small values of the parameter \( \lambda \). Therefore for sufficiently small \( \lambda \) we have \( \| [H_0 + \lambda V - E(\lambda)]\psi_0 \|^2 = O(\lambda^2 \log^2(\lambda)) \) as noted. What remains is to compute

\[
2(W_\alpha(x;\lambda)\psi_0(x), \frac{dW_\alpha(x;\lambda)}{dx} \left[ \frac{(\gamma - \frac{1}{2})}{x} - \frac{d}{dx} \right] \psi_0(x)) = \frac{4\lambda^{3/2}}{(\gamma - 1)^2 \Gamma(\gamma)} \int_0^\infty x^{2-\gamma}e^{-x^2}K_0(\frac{\sqrt{x}}{\gamma - 1})K_1(\frac{\sqrt{x}}{\gamma - 1})x^{1-\gamma}dx
\]

by using the asymptotic expansions (5.16) up to the order \( \lambda^2 \log^2(\lambda) \). The lemma then follows after some straightforward calculations. It is important to note that the normalization constant \( N_\lambda \), as given by (5.2), yields in this case

\[
N_\lambda^{-2} = 1 + \left\{ 2\nu^2(-1 + 2c + 2\log(\nu)) + \frac{1}{2}2c \right\} \frac{\lambda \log \lambda}{\Gamma(\gamma)} + \frac{2\nu^2}{\Gamma(\gamma)} \lambda \log \lambda + \ldots
\]

and will contribute to the error term in a similar manner to that mentioned in lemma 2.

The results of Harrell, the case \( \alpha = 3 \), follows immediately from (5.17) for the case of \( A = 0 \) (or \( \gamma = 3/2 \)), i.e. \( \nu = 1 \), namely

\[
E_0(\lambda) = 3 - \frac{4}{\sqrt{\pi}}\lambda \log(\lambda) - \frac{10c}{\sqrt{\pi}}\lambda + O(\lambda^2 \log^2(\lambda)).
\]

It is clear that these expressions are valid for \( \lambda \) much smaller than unity.

6. Lowest-order asymptotic perturbation corrections for \( 2\gamma > \alpha \geq \gamma + 1 \)

In this section, we discuss the case of \( 2\gamma > \alpha \geq \gamma + 1 \) or equivalently the case of \( 1 < 2\nu(\gamma - 1) \leq 2 \). It is clear by now that, for \( 1 < 2\nu(\gamma - 1) \leq 2 \), the first-order Rayleigh-Schrödinger corrections exist but the second-order corrections diverge. Thus,
the improved perturbation procedure gives an explicit term between the first and the
second order. Let us first consider the case of $1 < 2\nu(\gamma - 1) < 2$, here we rely on the
asymptotic expansion of the modified Bessel function $K$ as given by (4.12). We note
from (4.5) and (5.6) that
\[ \| [H_0 + \lambda V - E(\lambda)] \psi_0 \|^2 = \frac{32\nu^4(\gamma - 1)\lambda^{2\nu(\gamma - 1) + \frac{1}{2}}}{\Gamma(\gamma)\Gamma(2\nu(\gamma - 1))} \int_0^\infty x^{1-\nu} e^{-x^2} K_{2\nu(\gamma - 1)-1}(2\nu\sqrt{x} - \frac{\gamma}{\lambda}) dx \]
as a consequence of the known identity $K_{\nu}(z) = K_{-\nu}(z)$. Using (4.9) we have
\[ \| [H_0 + \lambda V - E(\lambda)] \psi_0 \|^2 = O(\lambda^2) \quad (1 < 2\nu(\gamma - 1) < 2), \]
which leads to the following lemma.

Lemma 4: For the ground-state energy of the Hamiltonian (1.2) where $\alpha > \gamma + 1$ (i.e.
$1 < 2\nu(\gamma - 1) < 2$), we have
\[ E_0(\lambda) = 2\gamma + \frac{16\nu^4(\gamma - 1)\lambda^{2\nu(\gamma - 1) + \frac{1}{2}}}{\nu\Gamma(\gamma)\Gamma(2\nu(\gamma - 1))} \int_0^\infty x^{1-\nu} e^{-x^2} K_{2\nu(\gamma - 1)-1}(2\nu\sqrt{x} - \frac{\gamma}{\lambda}) K_{2\nu(\gamma - 1)-1}(2\nu\sqrt{x} - \frac{\gamma}{\lambda}) dx + O(\lambda^2). \]

The proof of this lemma is similar to that of lemma 3, therefore we omit it. The
computation of the integral in (6.2) up to the order of $\lambda^2$ yields the perturbation expansion
\[ E_0(\lambda) = 2\gamma + \frac{2\nu^4(\gamma - 1)\Gamma(1 - 2\nu(\gamma - 1))\lambda^{2\nu(\gamma - 1)}}{\nu\Gamma(\gamma)\Gamma(2\nu(\gamma - 1))} \lambda^2 + \frac{2\nu\Gamma(\gamma - \frac{1}{2\nu})}{(2\nu(\gamma - 1) - 1)\Gamma(\gamma)} \lambda + O(\lambda^2), \]
as the result of
\[ K_{2\nu(\gamma - 1)}(2\nu\sqrt{x} - \frac{\gamma}{\lambda}) = \frac{\Gamma(2\nu(\gamma - 1))\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(2 - 2\nu(\gamma - 1))} \left\{ \frac{(\nu\sqrt{x} - \frac{\gamma}{\lambda})^{-2\nu(\gamma - 1)} - \frac{1}{\Gamma(1 - 2\nu(\gamma - 1))} \right\} \right)^2 + \ldots \]
The result of Harrell\(^1\) follows immediately from (6.3) in the special case $A = 0$, namely
\[ E_0(\lambda) = 3 + \frac{4\nu^2 \Gamma(1 - \nu)}{\sqrt{\pi} \Gamma(1 + \nu)} \lambda^\nu + \frac{2\Gamma(\frac{3 - \alpha}{2})}{\sqrt{\pi}} \lambda + O(\lambda^{2\nu}), \]
where $\nu = \frac{1}{2\nu}$ and $5/2 < \alpha < 3$.

For the case $2\nu(\gamma - 1) = 2$, the norm $\| [H_0 + \lambda V - E(\lambda)] \psi_0 \|$ can be computed easily
by means of Eq.(4.5), which yields
\[ \| [H_0 + \lambda V - E_0] \psi_0 \|^2 = 2 \left\| \frac{dW_1(x; \lambda)}{dx} \left[ \frac{(\gamma - \frac{1}{2})}{x} - \frac{d}{dx} \right] \psi_0(x) \right\|^2 = \frac{16\lambda^3}{(\gamma - 1)^2\Gamma(\gamma)} \int_0^\infty x^{2-\gamma} e^{-x^2} [K_1(\frac{2\sqrt{\lambda}}{\gamma - 1} x - \frac{\gamma}{\lambda})]^2 dx = O(\lambda^2), \]
as a consequence of
\[ K_1(z) = \frac{1}{z} + \left( \frac{1}{4}(-1 + 2c) + \frac{1}{2}(- \log(2) + \log(z)) \right) z + O(z^2). \]

Furthermore, since the trial wave function takes the form
\[ \psi(x; \lambda) = 2^{\nu^2} \lambda^{\gamma} K_2(2\nu \sqrt{\lambda} x^{\frac{1}{2}}) \psi_0(x), \]
we may compute the normalization constant Eq.(5.2) as
\[ N_2^2 = 1 + \frac{\nu \gamma}{\Gamma(\gamma)} \lambda^{\gamma} + \frac{\nu^4}{\Gamma(\gamma)} \lambda^2 \log(\lambda) + O(\lambda^2). \]
in a similar fashion to the proof of lemma 1. Harrell, in his investigation, claims that the ground-state eigenvalue perturbation expansion for the spiked harmonic oscillator Hamiltonian (1.1), \( \alpha = 5/2 \), is given by
\[ E_0(\lambda) = 3 + \frac{2\Gamma(\frac{1}{4})}{\sqrt{\pi}} \lambda + \frac{16}{\sqrt{\pi}} \lambda^2 \log(\lambda) + O(\lambda^2). \quad (6.5) \]
The following result does not confirm his claim, but shows that it is slightly different even by means of Harrell’s own methodology. As our calculation will show, the ground-state perturbation expansion in the case of \( \alpha = 5/2 \) is actually given by
\[ E_0(\lambda) = 3 + \frac{2\Gamma(\frac{1}{4})}{\sqrt{\pi}} \lambda + \frac{32}{\sqrt{\pi}} \lambda^2 \log(\lambda) + O(\lambda^2), \quad (6.6) \]
with a multiple of 2 in the log term in contrast with (6.5). In order to verify (6.6), we adopt two different approaches, first we use Harrell’s method then we apply our generalization. We have for \( \alpha = 5/2 \), the asymptotic perturbation expansion according to Harrell reads
\[ E_0(\lambda) = 3 + 2(W_{5/2}^0 \psi_0, dW_{5/2}^0 \frac{1}{x} - \frac{d}{dx} \psi_0) + O(\lambda^2), \]
where \( \psi_0(x) = \frac{\sqrt{\pi}}{z^{3/2}} x e^{-x^2/2} \). For \( W_{5/2} \), Harrell used the asymptotic approximation of the modified Bessel function
\[ K_2(z) = \frac{2}{z^2} - \frac{1}{2} + \left( \frac{1}{16} \left( \frac{3}{2} - 2c \right) + \frac{1}{8} (\log(2) - \log(z)) \right) z^2 + O(z^3) \]
to show that
\[ W_{5/2}(z) = 1 - \frac{4 \log(z)}{\sqrt{2}} + \frac{4 \log(2)}{z} - 4(c + \log(2)) - 3z + \ldots \quad \text{for large } z. \]
If we differentiate \( W_{5/2}(z) \) with respect to \( x \), keeping in mind \( z = \lambda^{-2} x \), we have, after some calculations,
\[ 2(W_{5/2}^0 \psi_0, dW_{5/2}^0 \frac{1}{x} - \frac{d}{dx} \psi_0) = \frac{16\lambda \sqrt{\pi}}{\sqrt{\pi}} \int_0^\infty x^{3/2} e^{-x^2} dx + \frac{64\lambda^2 \log\lambda}{\sqrt{\pi}} \int_0^\infty xe^{-x^2} dx + \ldots, \]
which yields (6.6), since \( \int_0^\infty xe^{-x^2} \, dx = \frac{1}{2} \) and \( \int_0^\infty x^{3/2}e^{-x^2} \, dx = \frac{1}{4} \Gamma\left(\frac{3}{4}\right) \). Numerically, however, Eq.(6.5) is more appealing than (6.6) for a wider range of the parameter \( \lambda \) smaller than unity since (6.6) reduces the applicable range of \( \lambda \) by almost one-half.

Lemma 5: For the ground-state energy of the Hamiltonian (1.2), where \( 2\nu(\gamma - 1) = 2 \), we have

\[
E_0(\lambda) = 2\gamma + \frac{\Gamma\left(\frac{1}{2\nu}\right)}{\Gamma(\gamma)} \lambda + \frac{2\nu^2}{\Gamma(\gamma)} \lambda^2 \log(\lambda) + O(\lambda^2). \tag{6.7}
\]

Proof: For \( 2\nu(\gamma - 1) = 2 \), we have, using Eq.(6.2), that

\[
E_0(\lambda) = 2\gamma + \frac{16\nu^3 \lambda^2}{\Gamma(\gamma)} \int_0^\infty x^{1+\frac{3}{2}} e^{-x^2} K_2(2\nu\sqrt{x} - \frac{z}{2}) K_1(2\nu\sqrt{x} - \frac{z}{2}) \, dx + O(\lambda^2).
\]

By means of the asymptotic expansions

\[
K_1(z) = \frac{1}{z} + \left(\frac{3}{4} - 1 + 2c\right) + \frac{1}{2} \log(\frac{1}{2}) + O(z^2)
\]

and

\[
K_2(z) = \frac{2}{z^2} - \frac{1}{2} + \left(\frac{3}{16} - 2c\right) - \frac{1}{8} \log(\frac{1}{2}) + O(z^4),
\]

where \( z = 2\nu\sqrt{x} - \frac{z}{2} \), we have, after some calculations up to order \( \lambda^2 \), that

\[
E_0(\lambda) = 2\gamma + \frac{4\nu \lambda}{\Gamma(\gamma)} \int_0^\infty x^{1+\frac{3}{2}} e^{-x^2} \, dx + \frac{4\nu^3}{\Gamma(\gamma)} \lambda^2 \log(\lambda) \int_0^\infty x e^{-x^2} \, dx + O(\lambda^2).
\]

This leads to (6.7), since \( \int_0^\infty x^{1+\frac{3}{2}} e^{-x^2} \, dx = \frac{1}{2} \Gamma(1 + \frac{1}{2\nu}) \). \( \square \)

7. Further Cases

The expansions developed above can be extended to the case of \( 2\nu(\gamma - 1) > 2 \) and the region of \( \alpha < \frac{3}{2} \) which was not studied by Harrell. For example, in the case of \( 2 < 2\nu(\gamma - 1) < 3 \), the second order of the perturbation correction exists but the third order diverges. By using the modified perturbation theory we find

\[
E_0(\lambda) = 2\gamma + \frac{4(\gamma - 1)\nu^2(\gamma - 1)\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma)\Gamma(1 + 2\nu(\gamma - 1))} \lambda^{2\nu(\gamma - 1)} + \frac{2\nu \Gamma(\gamma - \frac{3}{2})}{(2\nu(\gamma - 1) - 1) \Gamma(\gamma)} \lambda^2 + O(\lambda^3) \tag{7.1}
\]

Again in the case of \( \gamma = 3/2 \), Harrell’s formula should read, for \( 7/3 < \alpha < 5/2 \),

\[
E_0(\lambda) = 3 + \frac{4\nu^2 \Gamma(1 - \nu)}{\sqrt{\pi} \Gamma(1 + \nu)} \lambda^\nu + \frac{4\nu \Gamma\left(\frac{3}{2} - \frac{1}{4\nu}\right)}{(\nu - 1) \sqrt{\pi}} \lambda - \frac{4(3 - 2\nu)\nu^3 \Gamma\left(\frac{3}{2} - \frac{1}{4\nu}\right)}{(2 - \nu)(1 - \nu)^2 \sqrt{\pi}} \lambda^2 + O(\lambda^3), \tag{7.2}
\]
where \( \nu = \frac{1}{\alpha^2} \). Furthermore, for \( 3 < 2\nu(\gamma - 1) < 4 \), we have

\[
E_0(\lambda) = 2\gamma + \frac{4(\gamma - 1)\nu^{\nu(\gamma - 1)}\Gamma(1 - 2\nu(\gamma - 1))}{\Gamma(\gamma)\Gamma(1 + 2\nu(\gamma - 1))}\lambda^{2\nu(\gamma - 1)} + \frac{2\nu \Gamma(\frac{1}{2} - \nu)}{(2\nu(\gamma - 1) - 1)\Gamma(\gamma)}\lambda^2
- \frac{2(3 - 4\nu(\gamma - 1))\nu^{\nu(\gamma - 1)}\Gamma(\gamma - \frac{1}{2})}{(2 - 2\nu(\gamma - 1))(1 - 2\nu(\gamma - 1))^2\Gamma(\gamma)}\lambda^3
+ O(\lambda^4).
\]

(7.3)

Similar expressions can be obtained for \( n < 2\nu(\gamma - 1) < n + 1 \), \( n = 4, 5, \ldots \), as well for \( 2\nu(\gamma - 1) = n \). It is important, however, to note that there are an infinite number of cases as \( n \) increase to infinity for \( \alpha > 2 \). For example, if we restrict the value of \( \gamma \) to \( 3/2 \), then in this case \( 2 < \alpha < 5/2 \), and obtain an infinite number of perturbation expansions consisting of analytic parts of degree \( \lambda^n \) in addition to one correction term in each expansion as \( 2 + \frac{1}{2n} < \alpha < 2 + \frac{1}{n} \). Similarly, the cases \( \alpha = 2 + \frac{1}{2n} \), \( n = 3, 4, \ldots \), need special treatment, as we have mentioned above. It is interesting to note that the \( \lambda \)-term in (7.1) or in (7.3) is identical with the corresponding \( \lambda \)-term in the Rayleigh-Schrödinger series. This can be easily verified by a comparison of the coefficient of \( \lambda \) in (7.1) or in (7.3) with the coefficient of the \( \lambda \)-term in (2.3). However this is clearly not the case for the \( \lambda^2 \)-term.

8. Excited states

The perturbation expansions developed so far were restricted to the ground-state energy, however, it is a matter of calculation to extend these results to the excited-state energies. First, it should be noted that the exact solution of the unperturbed part of the Hamiltonian (1.2) has very little to do with the order of the error terms in the perturbation expansions. Therefore it is expected that the order of the error terms remains the same for the excited states, i.e. \( i = 1, 2, \ldots \). Following the discussion in Sec. 3, the asymptotic expansions for the eigenvalues for excited states are given by means of Theorem 1 as

\[
E_i(\lambda) = 2(2i + \gamma) + 2(W_\alpha(x; \lambda)\psi_i(x), \frac{dW_\alpha(x; \lambda)}{dx}\left[\frac{(\gamma - \frac{1}{2})}{x} - \frac{d}{dx}\right]\psi_i(x)) + O(\|H_0 + \lambda V - E_i^\lambda W_\alpha(x; \lambda)\psi_i\|^2),
\]

where \( \psi_i(x), \ i = 0, 1, 2, \ldots \) are given by (2.1) and the energy of the unperturbed Hamiltonian \( E_i^\lambda \) is given by (2.2). In order to compute (8.1) explicitly, we notice first that

\[
2(W_\alpha(x; \lambda)\psi_i(x), \frac{dW_\alpha(x; \lambda)}{dx}\left[\frac{(\gamma - \frac{1}{2})}{x} - \frac{d}{dx}\right]\psi_i(x)) = \frac{16(\gamma)\nu^{\nu(\gamma - 1)}\lambda^{2\nu(\gamma - 1) + \frac{1}{2}}}{\Gamma(\gamma)\Gamma(2\nu(\gamma - 1))^2}
\]

\[
\times \int_0^\infty x^{1-\frac{1}{2\gamma}}e^{-x^2}\left[\frac{2(\gamma + i)}{\gamma}F_1(-i; \gamma; x^2)F_1(-i; \gamma + 1; x^2) - [\gamma F_1(-i; \gamma; x^2)]^2\right]
\]

\[
\times K_{2\nu(\gamma - 1)}(2\nu\sqrt{\lambda}e^{-\frac{\lambda}{2\nu}})K_{1-2\nu(\gamma - 1)}(2\nu\sqrt{\lambda}e^{-\frac{\lambda}{2\nu}}), dx
\]

(8.2)
where \( \text{I}_1 \) is the confluent hypergeometric function mentioned earlier Eq.(2.4). In producing \((8.2)\) we have used the following identity \(^{35}\)

\[
\frac{d}{dz} \text{I}_1(a; b; z) = \text{I}_1(a; b; z) - \frac{(b - a)}{b} \text{I}_1(a; b + 1; z).
\]

For the case of \( 0 < 2\nu(\gamma - 1) \leq \frac{1}{2} \) or \( \alpha \geq 2(2\gamma - 1) \), we find, by means of \((4.9)\), that

\[
2(W_\alpha(x; \lambda)\psi_i(x), \frac{dW_\alpha(x; \lambda)}{dx} \left[ \frac{\alpha - \frac{1}{2}}{x} - \frac{d}{dx} \right] \psi_i(x)) = \frac{4(\gamma); \Gamma(1-2\nu(\gamma-1))}{\nu \Gamma(2\nu(\gamma-1))} \chi^{2\nu(\gamma-1)}
\times \int_0^\infty xe^{-x^2} \left[ 2(\gamma + i); \gamma; x^2 \right] \text{I}_1(-i; \gamma; x^2) \text{I}_1(-i; \gamma + 1; x^2) - \left[ \text{I}_1(-i; \gamma; x^2) \right]^2 \right] dx.
\]

This result required the investigation of some integrals of the type

\[
\int_0^\infty xe^{-x^2} \text{I}_1(-i; \gamma; x^2) \text{I}_1(-i; \gamma + 1; x^2) dx \quad \text{and} \quad \int_0^\infty xe^{-x^2} \left[ \text{I}_1(-i; \gamma; x^2) \right]^2 dx.
\]

Lemma 6: For \( d > 0 \) and \( s > 0 \)

\[
\int_0^\infty t^{d-1} e^{-st} \text{I}_1(a; b; kt) \text{I}_1(a'; b'; k't) dt = s^{-d} \Gamma(d) \sum_{m=0}^\infty \frac{(a)_m (b)_m (k')^m}{m!} 2\text{F}_1(a', d + m; b'; \frac{k'}{s}).
\]

Proof: From the series representation, Eq.(2.4), of the confluent hypergeometric series \( \text{I}_1 \), namely

\[
\text{I}_1(a; b; kt) = \sum_{m=0}^\infty \frac{(a)_m (kt)^m}{(b)_m m!} \quad \text{and} \quad \text{I}_1(a'; b'; k't) = \sum_{n=0}^\infty \frac{(a')_n (k't)^n}{(b')_n n!},
\]

we have

\[
\int_0^\infty t^{d-1} e^{-st} \text{I}_1(a; b; kt) \text{I}_1(a'; b'; k't) dt = \sum_{m=0}^\infty \sum_{n=0}^\infty \frac{(a)_m (a')_n (k^m k'^n)}{(b)_m (b')_n m! n!} \int_0^\infty e^{-st} t^{d+n+m-1} dt
\]

\[
= s^{-d} \sum_{m=0}^\infty \sum_{n=0}^\infty \frac{(a)_m (a')_n (k^m k'^n)}{(b)_m (b')_n m! n!} \left( \frac{1}{s} \right)^{(d + m) n} \Gamma(d + m) \Gamma(d + m)
\]

\[
= s^{-d} \sum_{m=0}^\infty \left[ \sum_{n=0}^\infty \frac{(a)_n (d + m)_n (k')^n}{(b')_n n!} \frac{(a')_m (k')^m}{(b)_m} \right] \Gamma(d + m)
\]

\[
= s^{-d} \Gamma(d) \sum_{m=0}^\infty \frac{(a)_m (d)_m (k')^m}{(b)_m m!} 2\text{F}_1(a', d + m; b'; \frac{k'}{s}).
\]

with \( d > 0 \) and \( s > 0 \), and where we have used the series representation of \( _2\text{F}_1 \) as given by Eq(2.4) and the Pochhammer’s identity \( \Gamma(d + m + n) = (d + m)_n \Gamma(d + m) = (d + m)_m (d)_m \Gamma(d) \).
As a consequence of this lemma, we have
\[
\int_0^\infty x e^{-x^2} f_1(-i; \gamma; x^2) f_1(-i; \gamma + 1; x^2) dx = \frac{(\gamma)_i}{2(\gamma + 1)_i} 3F_2(-i, 1 - \gamma, 1; \gamma, 1 - \gamma - i; 1) \tag{8.4}
\]
and
\[
\int_0^\infty x e^{-x^2} [f_1(-i; \gamma; x^2)]^2 dx = \frac{(\gamma - 1)_i}{2(\gamma)_i} 3F_2(-i, -\gamma, 1; \gamma, 2 - \gamma - i; 1), \tag{8.5}
\]
where the Chu-Vandermonda identity
\[
_2F_1(-n, a; c; 1) = \frac{(c - a)_n}{(c)_n}
\]
has been used. Therefore, from (8.3), we have
\[
2(W_\alpha(x; \lambda)\psi_i(x), \frac{dW_\alpha(x; \lambda)}{dx}) \left[ \frac{(\gamma - \frac{1}{2})}{x} - \frac{d}{dx} \psi_i(x) \right] = \frac{4(\gamma)_i}{\Gamma(\gamma)} \frac{\Gamma(1 - 2\nu(\gamma - 1))}{\nu \Gamma(2\nu(\gamma - 1))} \lambda^{2\nu(\gamma - 1)}
\]
\[
\times \left[ 3F_2(-i, 1 - \gamma, 1; \gamma, 1 - \gamma - i; 1) - \frac{(\gamma - 1)_i}{2(\gamma)_i} 3F_2(-i, -\gamma, 1; \gamma, 2 - \gamma - i; 1) \right] \tag{8.6}
\]
For \(0 < 2\nu(\gamma - 1) \leq \frac{1}{2}\) or \(\alpha \geq 2(2\gamma - 1)\), we have
\[
E_i(\lambda) = 2(2i + \gamma) + \frac{4(\gamma)_i}{\Gamma(\gamma)} \frac{\Gamma(1 - 2\nu(\gamma - 1))}{\nu \Gamma(2\nu(\gamma - 1))} \lambda^{2\nu(\gamma - 1)}
\]
\[
\times \left[ 3F_2(-i, 1 - \gamma, 1; \gamma, 1 - \gamma - i; 1) - \frac{(\gamma - 1)_i}{2(\gamma)_i} 3F_2(-i, -\gamma, 1; \gamma, 2 - \gamma - i; 1) \right] + O(\lambda^{4\nu(\gamma - 1)}), \quad i = 0, 1, 2, \ldots \tag{8.7}
\]
Similar expressions can be obtained for the other cases by means of lemma 6. An immediate extension of Harrell’s expansions to excited states \(i = 1, 2, \ldots\) for the Hamiltonian (1.1) can be obtained by setting \(\gamma = \frac{3}{2}\) in (8.7).

9. Conclusions

In this article, we have applied and extended Harrell’s modified perturbation theory to treat a wider class of singular Hamiltonians given by (1.2). Our extensions allow us to recover Harrell’s formulas for the spiked harmonic oscillator Hamiltonian (1.1) as special cases. Further, we were able to extend Harrell’s results to the exited-state energies, again as special cases of our general treatment. We have also now corrected the perturbation expansion (6.5) for the case \(\alpha = \frac{3}{2}\) : this formula has been used without correction since the very early work of Harrell. Some interesting questions which remain to be answered are as follows. Is the modified wave function (4.11) sufficient to extend the perturbation expansions presented here to higher orders, or will further modifications need to be introduced? Why can the second-order corrections in (7.1), (7.2), and (7.3) not be recovered from the corresponding terms?
in the regular Rayleigh-Schrödinger series? Does this fact indicate that the trial wave
function indeed requires additional modification? We hope that the present work will
encourage further research into this interesting class of singular Hamiltonians.
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