Exploiting the Tail Data for Long-Tailed Face Recognition
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ABSTRACT Long-tailed distribution generally exists in large-scale face datasets, which poses challenges for learning discriminative feature in face recognition. Although a few works conduct preliminary research on this problem, the value of the tail data is still underestimated. This paper addresses the long-tailed problem from the perspective of maximally exploiting the tail data. We propose a Joint Alternating Training (JAT) framework to learn discriminative feature from both the long-tailed data and the tail data by using alternating training strategy. JAT consists of two branches: 1) the long-tailed data branch is adopted to learn the universal discrimination information from the whole long-tailed data with instance-balanced sampling. 2) the tail data branch is designed to exploit the discriminative information in the tail data with class-balanced sampling. To compensate the insufficient samples and lack of intra-class variations, we apply data augmentation (DA) to the tail data. We further propose margin-based mixup (MarginMix) for data augmentation, which can deal with the nonlinearity of margin-based softmax loss and stabilize the training process in mixup. Furthermore, we obtain the best combination of strategies (i.e., JAT+DA+ MarginMix) for long-tailed face recognition, which can maximally exploit the discriminative information in the tail data while retaining the universal discrimination learned from the long-tailed data. Extensive experiments on 8 face datasets demonstrate that our proposed methods and combination of strategies can effectively address the long-tailed problem in face recognition.
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I. INTRODUCTION Deep face recognition has made significant development in recent years. Besides the evolution of network architecture and a variety of loss functions [5], [10], [11], the growing of face datasets has greatly promoted the development of face recognition. It has been proved that larger training dataset can enhance the performance of face model, because the model can learn more discriminate feature when more identities are provided [1], [3]. Therefore, much effort has been put into building large-scale face datasets recently [1], [2], [3].

Most large-scale face datasets in real-world exhibit a long-tailed distribution, in which a small number of identities account for most of the samples (the head data), while many other identities only have relatively few face images (the tail data). A common problem in training on long-tailed dataset is that the head identities are properly trained, but the tail identities are under-represented. Consequently, this will bring difficulty in learning feature with good representation and generalization ability for face recognition. According to [5], the model trained on a part of the long-tailed dataset (remove 20\% or 50\% of the tail data) obtains higher accuracy than that learned on the whole dataset. On the other hand, if too much tail data (70\% or more) is discarded, the model performance will drop. This preliminary research reveals the fact that the tail data is a double-edged sword, i.e., if used properly, it can boost the performance of the trained model; otherwise, it will bring negative effect in learning discriminative feature.
Therefore, how to make the best of the tail data is a key issue towards training better face recognition model.

The long-tailed distribution is a common issue in many visual recognition tasks. Compared with other tasks, the long-tailed face recognition is featured in three aspects: (1) The long-tailed face dataset is much larger in scale, e.g., WebFace260M [1] contains 4M identities in contrast to 1K classes in ImageNet-LT [12]. (2) The imbalance ratio (the ratio of image number between the largest class and the smallest class) of face datasets is much higher, e.g., the imbalance ratio is up to 1,500 in MegaFace Challenge 2 (MF2) [4] while it is only 256 in ImageNet-LT. (3) Face recognition is generally an open-set problem, so it is essentially a metric learning problem instead of a classification problem. Due to these characteristics, it is usually infeasible to directly apply the existing solutions in long-tailed visual recognition to face recognition.

We address the long-tailed face recognition problem from the perspective of maximally exploiting the tail data in this paper. A Joint Alternating Training framework is proposed to learn more discriminative feature from both the long-tailed data and the tail data by using alternating training strategy. As shown in Fig. 1, there are two data branches in our JAT framework. The long-tailed data branch is responsible to learn the universal information from the whole long-tailed dataset. The tail data branch is designed to exploit the discriminative information in the tail data. The alternating training strategy is adopted to learn more discriminative feature from the two data branches jointly.

Therefore, how to make the best of the tail data is a key issue towards training better face recognition model.

The long-tailed distribution is a common issue in many visual recognition tasks. Compared with other tasks, the long-tailed face recognition is featured in three aspects: (1) The long-tailed face dataset is much larger in scale, e.g., WebFace260M [1] contains 4M identities in contrast to 1K classes in ImageNet-LT [12]. (2) The imbalance ratio (the ratio of image number between the largest class and the smallest class) of face datasets is much higher, e.g., the imbalance ratio is up to 1,500 in MegaFace Challenge 2 (MF2) [4] while it is only 256 in ImageNet-LT. (3) Face recognition is generally an open-set problem, so it is essentially a metric learning problem instead of a classification problem. Due to these characteristics, it is usually infeasible to directly apply the existing solutions in long-tailed visual recognition to face recognition.

We address the long-tailed face recognition problem from the perspective of maximally exploiting the tail data in this paper. A Joint Alternating Training framework is proposed to learn more discriminative feature from both the long-tailed data and the tail data by using alternating training strategy. As shown in Fig. 1, there are two data branches in our JAT framework. The long-tailed data branch is responsible to learn the universal information from the whole long-tailed dataset. The tail data branch is designed to exploit the discriminative information in the tail data, which cannot be discovered in the regular training on the long-tailed data due to the domination of the head data. Moreover, different sampling strategies are adopted for different data branches. Specifically, instance-balanced sampling (IBS), i.e., each training sample is selected once in one epoch with equal probability, is used for the tail data branch. By using the alternating training strategy, JAT can effectively exploit the discriminative information in the tail data while retaining the universal discrimination learned from the whole long-tailed dataset.

Due to the insufficient number of samples, the intra-class variance in the tail data is usually limited, which leads to unreasonable squeeze of the tail classes in feature space. To alleviate this problem, we propose MarginMix for data augmentation, which can deal with the nonlinearity of margin-based softmax loss and stabilize the training process in mixup. MarginMix applies different loss functions on different parts of the linearly mixed label for the mixed sample. More specifically, MarginMix adopts margin-based softmax loss for the label with larger mixing coefficient and traditional softmax for the label with smaller coefficient. To further enlarge the intra-class variance in the tail data, a larger mixing coefficient is assigned to the sample with label in minority class. Furthermore, the MarginMix is combined with other data augmentation techniques to generate face images with more intra-class variations.

The major contributions of this work are the followings:

1) We address the long-tailed problem in face recognition from the perspective of maximally exploiting the tail data. We are the first to explore how to maximally exploit the long-tailed data and the tail data jointly in the deep face recognition literature.

2) We propose a JAT framework to learn discriminative feature from both the long-tailed data and the tail data jointly. JAT aims to exploit the discriminative information in the tail data while retaining the universal discrimination learned from the whole long-tailed dataset, which is achieved by alternating training on the long-tailed data branch and the tail data branch.
3) We propose MarginMix to deal with the nonlinearity of margin-based softmax loss and stabilize the training process in mixup. Combined with other data augmentation techniques, MarginMix can generate face images with much more intra-class variations for the tail data.

4) We further combine different strategies together to obtain the best combination for long-tailed face recognition. The experimental results validate the effectiveness of our proposed methods and combination of strategies in dealing with the long-tailed problem in face recognition.

II. RELATED WORKS

A. LONG-TAILED FACE RECOGNITION

Most methods in face recognition focus on designing various loss functions or building larger and larger training datasets, whereas few works pay attention to the long-tailed problem. By reducing the intra-class variations and enlarging the inter-class discrepancy simultaneously, Range loss [5] can relieve the long-tail effect in face recognition. To balance the distributions of different identities in the feature space, a feature transfer framework is proposed to generate samples in feature level for the tail identities by transferring the intra-class variance from head identities [6]. Fair Loss [8] and Adaptive-Face [7] are designed to learn adaptive margins for different classes according to their number of samples. By enhancing the intra-class compactness of tail data, they can improve the generalization capability of the learned deep features. An unequal training strategy is proposed to deal with the head data and the tail data separately, in order to learn the intra-class variations and inter-class discriminative information from the head classes and the tail classes respectively [9]. This strategy focuses on the difference of the head and tail data but ignores the universal information in the whole dataset. Although these methods can obtain performance improvement for long-tailed face recognition, they often suffer from high complexity or sensitivity to hyper-parameters in the training process. Furthermore, the discriminative information in the tail data is not fully exploited in the existing methods.

B. LONG-TAILED VISUAL RECOGNITION

Visual recognition on the challenging long-tailed dataset has been comprehensively studied in the literature. Traditional approaches employ the class re-balancing strategies, such as data re-sampling (e.g., over-sampling for the tail classes, under-sampling for the head classes) and cost-sensitive re-weighting (e.g., assign variant weights to different classes or samples) [17], [19]. Recent methods explore other learning paradigms for long-tailed recognition, such as transfer learning [6], meta-learning [13], metric learning [7], [8], two-stage training [14], [15] and self-supervised learning [16], etc. In addition to these learning methods, data augmentation approaches are also widely used to deal with the long-tailed recognition problem. As a representative data augmentation technique, mixup [20] shows its ability to improve the generalization and robustness of the trained model for long-tailed visual recognition. Although these approaches can achieve accuracy improvements on public long-tailed visual datasets, e.g., CIFAR-10-LT [17], CIFAR-100-LT [17], iNaturalist 2018 [18] and ImageNet-LT [12], etc., their feasibilities in face recognition have not been well studied. In this paper, we make preliminary attempt to apply simple tricks (e.g., data re-sampling, mixup), which are commonly used and hyper-parameters insensitive, to long-tailed face recognition.

III. METHODOLOGY

We first describe our proposed JAT framework in detail, and then we introduce MarginMix for data augmentation.

A. JOINT ALTERNATING TRAINING

We propose JAT framework to learn discriminative feature from both the long-tailed data and the tail data jointly. When training model on long-tailed dataset, the head classes are properly trained, but the tail classes are inadequately trained due to the limited number of samples. Therefore, we design an additional branch to exploit the hidden discriminative information in the tail data in our framework. JAT follows the training paradigm of multi-task learning, where the long-tailed data branch and the tail data branch are designed to learn feature representation from the long-tailed data and the tail data with alternating training strategy. As shown in Fig. 1, two branches share the same base model and weights for deep feature learning. The base model is followed by a fully connected layer (i.e., classifier) in each branch, which maps the deep feature into respective label space. The classification loss for each branch is calculated respectively in the training process. We describe the two data branches and the alternating training process in detail.

1) LONG-TAILED DATA BRANCH

This branch is introduced to learn the universal information from the whole long-tailed dataset. According to [14], [15], the model trained on the original long-tailed dataset with instance-balanced sampling can learn more discriminative and generalizable feature compared with other data re-sampling strategies, so the instance-balanced sampling strategy is employed in this branch. By maintaining the characteristics of original distributions, the universal discriminative information is well learned and retained in the long-tailed data branch.

2) TAIL DATA BRANCH

This branch is designed to discover and exploit the hidden discriminative information in tail data. The tail data is defined as the samples in the tail identities, which have limited number of samples but account for a significant portion in the whole dataset. After removing the head data, the distribution of the tail data becomes much more balanced than that of the long-tailed data, so class-balanced sampling strategy is used in this branch. To compensate the insufficient training samples and lack of intra-class variance of the tail data, face data augmentation is further applied. Equipped with
3) JOINT ALTERNATING TRAINING

This strategy is designed to control the training process on two data branches. The overview of the joint alternating training procedure is described in Algorithm 1. For each data branch, a batch of training samples is constructed respectively by using the instance-balanced sampling in the long-tailed data and the class-balanced sampling in the tail data. Batch of samples from different data branches are alternately fed to the base model to acquire their feature vectors, which then pass through the corresponding classifier to calculate the classification loss. The parameters of the base model and corresponding classifier are updated according to the gradients of the loss. Specifically, the parameters of the base model are updated by both of the two branches, but the weights of each classifier are only updated in its own data branch.

Since the scale of the long-tailed data is larger than that of the tail data, we set a step ratio to balance the training process (i.e., update frequency of the parameters) of the two branches, and thus the two data branches are trained alternately by predefined step ratio. We set a larger step for the long-tailed data branch and a smaller step for the tail data branch in implementation, so that the number of training epochs in two branches are almost synchronous. By setting different step ratio, we can adjust the emphasis of the two data branches in training the base model. JAT can learn more discriminative feature by enhancing the model’s learning ability towards the tail data while retaining the universal discrimination learned from the whole long-tailed dataset.

B. MARGIN-BASED MIXUP

As mentioned above, insufficient training samples will lead to small intra-class variance in the tail data. To alleviate this problem, data augmentation techniques, including mixup and generic data augmentation methods are adopted to generate samples with more variations for the tail data.

Let \((x, y)\) denote a sample and its label in the training dataset. Based on the assumption that linear interpolations of samples should be labelled by the linear interpolations of their associated labels, a mixed sample \((\tilde{x}, \tilde{y})\) is generated by

\[
\tilde{x} = \lambda x_i + (1 - \lambda) x_j \\
\tilde{y} = \lambda y_i + (1 - \lambda) y_j
\]

where \(\lambda \in [0, 1]\) is the mixing coefficient. The pair of samples \((x_i, y_i)\) and \((x_j, y_j)\) are drawn from the training dataset. Accordingly, the loss of the mixed sample is calculated by the linear weighted summation of two losses on label \(y_i\) and \(y_j\), i.e., \(L_{yi}\) and \(L_{yj}\).

\[
L_{\tilde{x}} = \lambda L_{y_i} + (1 - \lambda) L_{y_j}
\]

However, this linear assumption does not hold good in the nonlinear margin-based softmax loss function. In margin-based softmax (e.g., ArcFace [10]), margin penalty is added on the target label to learn more discriminative feature by enforcing the intra-class compactness and the inter-class discrepancy. Therefore, the linearly generated label \(\tilde{y}\) does not accurately describe the probability of classes that the mixed image \(\tilde{x}\) belongs to. Furthermore, margins are added on both the label of \(y_i\) and \(y_j\) in mixup training, and thus the marginal softmax loss for the mixed sample will be much larger, especially for the label with smaller mixing coefficient. This will cause an unstable training of the neural network and bring difficulty in the convergence of model.
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case that λ is smaller than 0.5, we simply use 1 − λ to replace λ to ensure λ ≥ 0.5, which is formulated as:

\[ λ = \begin{cases} 
\lambda & \text{if } \lambda \geq 0.5 \\
1 - \lambda & \text{if } \lambda < 0.5 
\end{cases} \quad (7) \]

To further enlarge the intra-class variations of the tail data, we always assign the larger mixing coefficient λ to the sample in minority class, i.e., sample \((x_i, y_i)\) comes from a relatively minority class compared with \((x_j, y_j)\). This strategy is consistent with the observation in AdaptiveFace [7] and Fair Loss [8] that a minority class generally requires a larger margin to enhance its intra-class compactness, so as to improve the generalization of the trained model. Moreover, MarginMix can be combined with other data augmentation techniques to generate face images with larger intra-class variations for the tail class.

### IV. EXPERIMENTS

#### A. DATASETS AND SETTING

1) TRAINING DATASETS

We employ Glint360K [2] as our training dataset. Glint360K contains more than 17M images from 360K subjects with an imbalance ratio of 443, so it is a typical large-scale long-tailed dataset which is suitable for our research. To validate the effectiveness of the proposed methods, we construct a long-tailed training dataset ID30K from a subset of Glint360K. ID30K consists of 2M images of 30K identities with an imbalance ratio of 665.

In JAT training, we need to split the tail data out of the whole long-tailed dataset. In our implementation, the tail identities are defined as those whose number of samples are less than the average number of samples in the whole dataset. Under this definition, the ratios of tail identities and tail images in ID30K are 76% and 21% respectively, while these two ratios in Glint360K are 74% and 25% respectively. The detailed information of the two long-tailed training datasets is listed in Table 1.

2) TESTING DATASETS

We evaluate the face verification accuracy on five face datasets, e.g., LFW [21], CALFW [22], CPLFW [23], AgeDB [24] and CFP-FP [25]. LFW is widely used for performance evaluation on unconstrained scenario. CPLFW and CFP-FP contain large-pose variance, while CALFW and AgeDB contain cross-age variance. Ten-fold verification sets are used to test the face verification accuracy on these five datasets.

In addition, the model performance is also evaluated on three large-scale benchmark datasets, i.e., MegaFace [26], IJB-B [27] and IJB-C [28]. The MegaFace [26] contains two testing protocols, i.e., face verification and face identification with 1M distractors. The IJB-B and IJB-C benchmarks evaluate face verification on mixed-media, i.e., still image vs video template.

We adopt the refined version of MegaFace [10] for fair comparison, which adopts FaceScrub as the probe set. It contains 1M photos of 690K subjects in the gallery set and 100K images of 530 unique subjects in the probe set.

The IJB-B [27] dataset includes 1,845 identities with 55K video frames and 22K still images, which provides 10K genuine and 8M impostor matches. The IJB-C dataset includes 3,531 individuals with 118K video frames and 31K still images, including 20K genuine matches and 16M impostor matches.

3) DATA AUGMENTATION

As introduced previously, several generic data augmentation techniques are adopted for face image augmentation, i.e., color jittering, occlusion, blur, horizontally flip, and grey level transformation. These augmentation techniques are selected with a probability of 0.25 successively, so a combination of different techniques may be applied on a single sample. The max number of augmentations applied on a single image is limited to 3 in our experiments to avoid the augmented image drifting far from the original image. MarginMix is applied with a probability of 0.5, and the mixing coefficient λ is drawn from a beta distribution with \( \alpha = \beta = 0.2 \) in all our experiment. We further use (7) to ensure \( \lambda \geq 0.5 \). All of these data augmentation methods are only applied in the tail data.

4) IMPLEMENTATION

We adopt ResNet50 and ResNet100 as our backbone network and use the ArcFace [10] as our loss function. We set the angular margin \( m \) at 0.5 and the feature scale \( s \) at 64 for ArcFace. The Stochastic Gradient Descent optimizer is employed, and the learning rate starts from 0.1 with fixed momentum of 0.9 and weight decay of 5e-4. On ID30K, we divide the learning rate by 10 at 10, 16, 22 epochs and finish the training process at 25 epochs. On Glint360K, the learning rate is divided at 8, 12, 16, 20 epochs and the training process is finished at 22 epochs.

---

**TABLE 1.** The detailed information of the training datasets. The imbalance ratio is the ratio of sample number between the largest class and the smallest class. The percentages of identities and images in tail data are given in parentheses.

| Dataset   | #Identities | #Images | #Images per identity | Imbalance ratio | Tail data |
|-----------|-------------|---------|----------------------|-----------------|-----------|
| ID30K     | 30K         | 2M      | 67                   | 665 (1329/2)    | 23K (76%) |
| Glint360K | 360K        | 17M     | 47                   | 443 (1329/3)    | 268K (74%)|

The detailed information of the training datasets. The imbalance ratio is the ratio of sample number between the largest class and the smallest class. The percentages of identities and images in tail data are given in parentheses.
TABLE 2. Face verification accuracy (%) with different training strategy on ID30K.

| Strategy    | LFW      | CFP-FP   | AgeDB       | CPLFW       | CALFW       |
|-------------|----------|----------|-------------|-------------|-------------|
| Baseline    | 99.55 ± 0.31 | 97.20 ± 0.90 | 97.68 ± 0.80 | 95.73 ± 1.35 | 91.30 ± 1.39 |
| DA          | 99.70 ± 0.27 | 97.04 ± 1.14 | 97.83 ± 0.74 | 95.72 ± 1.23 | 91.28 ± 1.27 |
| JAT         | 99.63 ± 0.27 | 97.54 ± 0.83 | 97.88 ± 0.72 | 95.85 ± 1.15 | 91.80 ± 1.37 |
| MarginMix   | 99.68 ± 0.23 | 97.34 ± 0.72 | 97.98 ± 0.79 | 95.62 ± 1.15 | 91.92 ± 1.52 |

TABLE 3. Performance comparisons of different combinations of training strategies on various benchmarks. 1:1 verification accuracy (%) is reported on the LFW, CFP-FP, AgeDB, CPLFW, CALFW datasets. Identification and verification evaluation on MegaFace dataset. “Id.” refers to the rank-1 face identification accuracy (%) with 1M distractors, and “Ver.” refers to the face verification (%) TAR@FAR = 1e-6.

| Model                  | Verification Accuracy | MegaFace |
|------------------------|-----------------------|----------|
|                        | LFW  | CFP-FP | AgeDB | CPLFW | CALFW | Id. | Ver. |
| Baseline               | 99.55 ± 0.31 | 97.20 ± 0.90 | 97.68 ± 0.80 | 95.73 ± 1.35 | 91.30 ± 1.39 | 95.42 | 96.96 |
| JAT                    | 99.63 ± 0.27 | 97.54 ± 0.83 | 97.88 ± 0.72 | 95.85 ± 1.15 | 91.80 ± 1.37 | 96.57 | 97.54 |
| JAT+DA                 | 99.82 ± 0.26 | 98.06 ± 0.57 | 97.92 ± 0.79 | 95.88 ± 1.12 | 92.05 ± 1.33 | 96.85 | 98.32 |
| JAT+MarginMix          | 99.73 ± 0.23 | 98.04 ± 0.71 | 97.89 ± 0.83 | 95.88 ± 1.10 | 92.33 ± 1.25 | 96.78 | 98.16 |
| JAT+DA+MarginMix       | 99.83 ± 0.19 | 98.11 ± 0.84 | 98.02 ± 0.77 | 95.90 ± 1.12 | 92.53 ± 1.08 | 97.05 | 98.42 |

B. ABLATION STUDY ON ID30K

In this section, all the models are trained using ResNet50 network and ArcFace loss function. The face verification accuracy is tested on the five datasets with ten-fold verification sets. Furthermore, face identification and verification evaluations are performed on MegaFace with 1M distractors.

1) EFFECTIVE STRATEGY

We apply three different strategies independently in the training process, i.e., data augmentation (DA), JAT and MarginMix. We firstly train a model on the original long-tailed ID30K dataset as a baseline, which is trained without using any strategy. In DA strategy, we only apply generic data augmentation on the tail data with instance-balanced sampling. The face verification accuracies of these strategies are shown in Table 2.

Compared with the baseline, we can see that: (1) Apply DA on the tail data alone cannot gain effective performance improvement in most of the test sets. This can be attributed to the instance-balanced sampling strategy, in which the tail classes are still inadequately trained even by using data augmentation. (2) JAT can achieve higher accuracy on all the five benchmarks than the baseline, which proves that JAT can learn more discriminative feature from both the long-tailed data and the tail data together. (3) Except for CPLFW, MarginMix performs better than the baseline, and it can obtain comparable improvement with JAT. (4) The accuracy improvement is not so significant by applying single strategy alone, e.g., JAT only brings 0.1-0.5% accuracy increase on these test sets.

2) EFFECTIVE STRATEGY COMBINATION

Based on the JAT framework, we further combine the other two strategies to search the best solution for long-tailed face recognition. In this section, three different combinations, i.e., JAT+DA, JAT+MarginMix and JAT+DA+MarginMix, are applied in the training of face models. The performance comparisons on various benchmarks are shown in Table 3.

From the results, we can see that all the three combinations outperform the baseline and the model using single JAT strategy. The combination of JAT+DA+MarginMix (JDM) achieves the highest accuracy on all the benchmarks, which demonstrates its effectiveness in dealing with the long-tailed problem in face recognition. More importantly, the accuracy improvement in JDM is not trivial anymore. For instance, the verification accuracy increases by about 1% on CFP-FP and CALFW, and the identification and verification accuracy on MegaFace increases by about 1.5%. When JAT, DA and MarginMix is incrementally applied, the accuracies are steadily improved on all the test sets, i.e., JAT+DA is better than JAT and JAT+DA+MarginMix is even better, which demonstrates that there is negligible conflict between the three strategies.

Another informative observation is that data augmentation does steadily improve model performance when combined with the JAT framework, and this observation holds for both generic DA and MarginMix. This is because the tail data is particularly enhanced in both sample number and intra-class variance in the framework of JAT, which helps to exploit more discriminative information.

We randomly select a tail identity in ID30K for illustration, which only contains two face images. We show these two images with their augmented variants in both image space and feature space in Fig. 2. In Fig. 2(a), we can see that data augmentation can effectively enlarge the intra-class variance for the tail class. We visualize the image features by projecting them onto 2D space using t-SNE [29] in Figure 2(b). The features of the original images in the left are extracted from the baseline model, and the features in the
FIGURE 2. Example of images and their augmented variants from a randomly selected tail identity. The original and augmented face images in image space (a) and feature space (b).

TABLE 4. Face identification and verification evaluation on MegaFace. “Id.” refers to the rank-1 face identification accuracy with 1M distractors, and “Ver.” refers to the face verification TAR@FAR=1e-6.

| Model                  | Id  | Ver  |
|------------------------|-----|------|
| Glint360K (CosFace, r=1.0) [2] | 99.13 | 98.98 |
| Glint360K (CosFace, r=0.1) [2] | 98.94 | 99.10 |
| Glint360K (ArcFace)     | 99.15 | 98.86 |
| Glint360K (JDM)         | 99.19 | 99.12 |

right are extracted from our JAT+DA+MarginMix model. The distance between the red circle and blue circle becomes smaller in the right of Fig 2(b), therefore, our model can learn more compact feature representations for the tail class. This observation is consistent with the conclusions in [6], [7], and [8] that enhancing the intra-class compactness of tail classes can learn more discriminative feature and improve the generalization ability of the model.

C. EXPERIMENTS ON GLINT360K

To further validate the effectiveness of the combination of strategies in JDM on larger scale training dataset, we conduct experiments on Glint360K using ResNet100 as backbone architecture. The models are tested on three large-scale test datasets, i.e., MegaFace [26], IJB-B [27] and IJB-C [28]. Firstly, we train a face model on Glint360K dataset as a baseline, and further compare our method with the state-of-the-art methods in [2].

1) RESULTS ON MegaFace

As shown in Table 4, our method achieves the best performance under both verification and identification protocols, achieving the accuracy of 99.19% and 99.10% respectively. The result demonstrates that the combination of JDM can effectively address the long-tailed problem in face recognition on highly imbalanced and large-scale training dataset.

2) RESULTS ON IJB

Following the testing protocol in [10], we adopt the feature norm and the face detection score to reweight the face within each template. We show the TAR@FAR=1e-5 and 1e-4 of different methods in Table 5. We can find that our method outperforms the other methods on both IJB-B and IJB-C benchmarks. Compared with the baseline trained with Arcface, the combination of JDM gains accuracy improvement of 0.05%, 0.27% on IJB-B and 0.58%, 0.25% on IJB-C at TAR@FAR=1e-5, 1e-4 respectively.

V. CONCLUSION

In this paper, we address the long-tailed face recognition problem from the perspective of maximally exploiting the tail data in long-tailed dataset. We propose a JAT framework to learn more discriminative feature by alternating training on the long-tailed data and the tail data with different sampling strategies. We further propose MarginMix to deal with the nonlinearity of margin-based softmax loss in mixup training, which is further combined with other DA techniques to generate face images with more variations for the tail data. Furthermore, we obtain the best combination of strategies, i.e., JAT+DA+MarginMix, for long-tailed face recognition, which can maximally exploit the discriminative information in the tail data while retaining the universal discrimination learned from the long-tailed dataset. Extensive experiments demonstrate that our proposed methods and combination of strategies can learn more discriminative deep feature on long-tailed face datasets.
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