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Abstract—Food recognition plays an important role in food choice and intake, which is essential to the health and well-being of humans. It is thus of importance to the computer vision community, and can further support many food-oriented vision and multimodal tasks, e.g., food detection and segmentation, cross-modal recipe retrieval and generation. Unfortunately, we have witnessed remarkable advancements in general visual recognition for released large-scale datasets, yet largely lags in the food domain. In this paper, we introduce Food2K, which is the largest food recognition dataset with 2,000 categories and over 1 million images. Compared with existing food recognition datasets, Food2K bypasses them in both categories and images by one order of magnitude, and thus establishes a new challenging benchmark to develop advanced models for food visual representation learning. Furthermore, we propose a deep progressive region enhancement network for food recognition, which mainly consists of two components, namely progressive local feature learning and region feature enhancement. The former adopts improved progressive training to learn diverse and complementary local features, while the latter utilizes self-attention to incorporate richer context with multiple scales into local features for further local feature enhancement. Extensive experiments on Food2K demonstrate the effectiveness of our proposed method. More importantly, we have verified better generalization ability of Food2K in various tasks, including food image recognition, food image retrieval, cross-modal recipe retrieval, food detection and segmentation. Food2K can be further explored to benefit more food-relevant tasks including emerging and more complex ones (e.g., nutritional understanding of food), and the trained models on Food2K can be expected as backbones to improve the performance of more food-relevant tasks. We also hope Food2K can serve as a large scale fine-grained visual recognition benchmark, and contributes to the development of large scale fine-grained visual analysis.

Index Terms—Food dataset, food recognition, large-scale datasets, fine-grained recognition.

I. INTRODUCTION

FOOD computing [1] recently has come into the focus of public attention as one new emerging area for supporting many food-related issues, e.g., food choice [2] and healthy diets [3]. As one basic task in food computing, food recognition plays an important role for humans in identifying food for further food gathering to meet their survival needs [4]. It is also an essential step in many health applications, such as nutritional understanding of food [5], [6] and dietary management [7]. In addition, food image recognition is an important branch of fine-grained visual classification, and thus has important theoretical research significance. For these reasons, food recognition has been drawing more attention in computer vision and beyond [8], [9], [10], [11], [12], [13], [14].

Existing works mainly focus on utilizing medium-scale or small-scale image datasets for food recognition, such as ETH Food-101 [8], Vireo Food-172 [15] and ISIA Food-500 [16]. They are probably insufficient to build more complicated and advanced statistical models for food computing due to their inadequate food categories and images. Considering that large-scale datasets have been key enablers of progress in general image classification and understanding, a large-scale food image dataset is urgently needed for developing advanced food visual representation learning algorithms, and can further support various food-relevant tasks, such as cross-modal recipe retrieval and generation [17], [18].

To this end, we introduce a new large-scale benchmark dataset Food2K for food recognition as the main contribution. Food2K contains 1,036,564 images with 2,000 categories, belonging to different super-classes, such as vegetables, meat, barbecue and fried food. In contrast to existing datasets, such as ETH Food-101, the size of Food2K in both categories and images bypasses their size by one order of magnitude. In addition to the size, we have carried out rigorous data cleaning, iterative annotation and multiple professional inspection to guarantee its high quality. We hope that this large scale, high-quality dataset will be a useful resource for developing advanced food image representation learning and understanding methods to support both popular and emerging food-relevant vision tasks. In addition, Food2K can be expected to be one large-scale fine-grained visual recognition benchmark to enable the development of fine-grained visual recognition.

Based on this dataset, we propose a deep progressive region enhancement network for food recognition. It can jointly learn diverse and complementary local and global features for food recognition. We adopt the progressive training strategy to
obtain abundant and various food features from food images, like different ingredient information. This strategy can help to learn comprehensive and multiple fine-grained information as training progresses. In addition, our model incorporates richer context with multiple scales into local features via self-attention to enhance local feature representation.

Extensive experiments on Food2K demonstrate the effectiveness of our proposed method. In addition, we provide extensive experiments comparing various state-of-the-art methods for image representation learning, including popular deep networks, fine-grained methods and existing food recognition methods. Furthermore, we also show that the networks learned on Food2K can benefit various food-relevant vision tasks, i.e., food recognition, food image retrieval, cross-modal recipe retrieval, food detection and segmentation, indicating better generalization ability of Food2K. The developed networks on Food2K can be expected as the backbone to support more food-relevant vision tasks, especially emerging and more complex ones.

The contributions of our paper can be summarized as follows:

- We introduce a new large-scale high-quality food recognition benchmark Food2K, which is the largest food image dataset with 2,000 categories and 1,036,564 images.
- We propose a deep progressive region enhancement network to learn food-oriented local features by progressive training, and further utilize self-attention to enhance local features for food recognition.
- We conduct extensive evaluation on Food2K to verify the effectiveness of our approach, where extensive baselines on this benchmark are provided, including popular deep networks, fine-grained recognition methods and existing food recognition ones.
- We explore the ability of models trained on Food2K to transfer to various food-relevant tasks including visual food recognition, retrieval, detection, segmentation and cross-modal recipe retrieval, and demonstrate its better generality of Food2K on these tasks.

II. RELATED WORK

Food-Centric Datasets. Over the years, the size of food-centric datasets has grown steadily. For example, Bossard et al. [8] constructs one western food dataset ETH Food-101 with 101,000 images from 101 food categories. VIREO Food-172 [15] consists of 110,241 images from 172 Chinese food categories. Compared with these two datasets, FoodX-251 [11] is released with 158,846 images and 251 categories in the Fine-Grained Visual Categorization Challenge held in conjunction with CVPR2019. However, these datasets fail short in terms of both more comprehensive coverage of food categories and large scale of food images, like ImageNet [37]. Although the full set of ImageNet contains about 1000 food-related categories [38], different from existing food datasets and Food2K, which contains food classes for direct eating, many food-relevant categories from ImageNet belong to nutrient composition (e.g., choline, vitamin), cooking methods (e.g., split, mix), kitchen ware (e.g., mixer, kibble), etc. The reason is that the aim of ImageNet is for generic object recognition, not particularly for food recognition. Considering the important role of large-scale datasets in the continuous improvement of visual recognition algorithms, especially for deep learning based methods, we build a large-scale food recognition dataset Food2K with more comprehensive coverage of categories and larger quantity of images. In Table I, we give statistics of existing food recognition benchmarks together with Food2K. The size of Food2K in both categories and images bypasses the size of existing datasets by at least one order of magnitude. Although there are some datasets, such as UNICT-FD1200 with larger categories, the quantity of images for each category is very limited.

In addition, there are other food-relevant recipe datasets, such as Yummly-66K [39] and Recipe1M [17]. The most known dataset is Recipe1M. Food2K and Recipe1M belong to large-scale food-related datasets, but with two important differences: (1) Recipe1M is used for cross-modal embedding and retrieval between recipes and images while the released Food2K aims at advancing scalable food visual feature learning. (2) Recipe1M mainly contains over 1 million structured cooking recipes, where each recipe is associated with some food images while Food2K contains over 1 million images, belonging to 2,000 food categories. We believe Food2K and Recipe1M are very complementary and jointly promote the development of visual analysis and understanding of food.

Food Image Analysis: The availability of more food datasets has further enabled progress in food recognition. More importantly, recognizing food directly from images is highly desirable for various food-related applications, such as nutrient assessment [5], [7], food logging [36] and self-service settlement [40]. For these reasons, we have seen an explosion in food recognition algorithms in recent years.

Although food recognition belongs to fine-grained analysis, it has its unique characteristics[1]. First, food images don’t have distinctive spatial layout. A large number of dishes have deformable food appearance and thus lack the rigid structures.

### Table I. Comparison of Current Food Recognition Datasets

| Dataset          | Year | Classes/Images | Type    | Public |
|------------------|------|----------------|---------|--------|
| FEFD [19]        | 2009 | 107/43,245     | Western | x      |
| Food50 [20]      | 2010 | 50/5,000       | Misc    | x      |
| Food85 [21]      | 2010 | 85/8,500       | Misc    | x      |
| UEC Food100 [22] | 2012 | 100/14,361     | Japanese | ✓     |
| UEC Food256 [23] | 2014 | 256/25,088     | Japanese | ✓     |
| ETH Food-101 [8] | 2014 | 101/101,000    | Western | ✓      |
| Diabetes [24]    | 2014 | 11/4,668       | Misc    | ✓      |
| UPMC Food-101 [25] | 2015 | 101/90,840     | Western | ✓      |
| Geo-Dish [26]    | 2015 | 701/117,504    | Misc    | ✓      |
| UNICT-FD889 [27] | 2015 | 889/3,583      | Misc    | ✓      |
| Vireo Food-172 [15] | 2016 | 172/110,241    | Chinese | ✓      |
| Food-975 [28]    | 2016 | 975/37,785     | Misc    | ✓      |
| Food500 [29]     | 2016 | 508/148,408    | Misc    | ✓      |
| Food11 [30]      | 2016 | 11/16,643      | Misc    | ✓      |
| UNICT-FD1200 [31] | 2016 | 1,200/4,754    | Misc    | ✓      |
| Food524DB [32]   | 2017 | 524/247,636    | Misc    | ✓      |
| ChineseFoodNet [33] | 2017 | 208/192,000    | Chinese | ✓      |
| Vegfru [34]      | 2017 | 292/160,000    | Misc    | ✓      |
| Sushi-50 [9]     | 2019 | 50/3,963       | Japanese | ✓    |
| FoodX-251 [11]   | 2019 | 251/138,846    | Misc    | ✓      |
| ISIA Food-700 [35] | 2019 | 200/197,323    | Misc    | ✓      |
| FoodAI-756 [36]  | 2019 | 756/400,000    | Misc    | ✓      |
| ISIA Food-500 [16] | 2020 | 500/399,726    | Misc    | ✓      |
| **Food2K (Ours)** | 2021 | 2,000/1,036,564 | Misc    | ✓      |
Food consists of ingredients. Ingredients from various types of food images are distributed randomly on a plate. There exists the overlap among different ingredients in the same food image. Even the same ingredient may appear distinctly in different food images. Such complex ingredient distributions in the food images make the task different from other ones like scene recognition with distinctive features such as buildings and trees. Second, food image recognition belongs to fine-grained classification, and thus has the same problem as fine-grained classification, such as subtle differences among different categories. Existing fine-grained classification methods generally focus on discovering the fixed semantic parts as one important part of its representation. However, the common semantic parts do not exist in many food categories. Therefore, we should re-design the fine-grained categorization method for food recognition.

In the earlier years, various hand-crafted features, such as color, texture and SIFT are utilized for food recognition [8], [41], [42]. In the deep learning era, because of its powerful capacity of feature representation, more and more works resort to different deep networks for food recognition [9], [10], [11], [36]. For example, Qiu et al. [9] propose a PAR-Net to mine discriminative food regions to improve the performance of classification. There are also some recent works on few-shot food recognition [14], [43]. For example, Zhao et al. [14] propose a fusion learning framework, which utilizes a graph convolutional network to capture inter-class relations between image representations and semantic embeddings of different categories for both few-shot and many-shot food recognition. In addition, there are many works [26], [28], [35], [44], [45], which introduce additional context information, e.g., GPS and ingredient information to improve the recognition performance. For example, Zhou et al. [28] mine rich relationships among ingredients and restaurant information through the bi-partite graph for food recognition. Min et al. [35] utilize ingredients as additional supervised signal to localize multiple informative regions and fused these regional features into the final representation for recognition. Different from these works, considering the characteristics of food images, we adopt one progressive training strategy to learn comprehensive and multiple local features, and further utilize self-attention to incorporate richer contexts with multiple scales to enhance local features. Like general object image analysis including recognition, detection and segmentation, in addition to food recognition, there are also some works on food image detection and segmentation towards more accurate nutritional information extraction [40], [46]. However, they are still under slow progress for the lack of food-relevant datasets and complex ingredient distributions in food images.

These above-mentioned food visual analysis methods generally use RGB food images, and thus probably do not achieve satisfactory performance for further nutritional content prediction since the volume information is not obtained. For that, RGB-D food analysis benchmarks for nutritional evaluation are built [6], where additional depth images can be used to estimate the food volume for the improved prediction of calorie and macronutrients.

**Multimodal Food Learning:** Multimodal food image-recipe text joint learning is another food related topic in this community. There are mainly two lines for this study. The first line is cross-modal food image-recipe text retrieval [17], [47], [48], [49], [50], where the main idea is to learn a joint embedding of food images and recipes to support the retrieval between food images and recipes. Due to the complex visual appearance of food images, effective visual feature learning is still one key. In addition, various types of text annotations should be further considered. The recent work [51] proposed a hierarchical transformer to achieve better cross-modal retrieval performance. The other one is cross-modal food image or cooking recipe generation [18], [52], [53], [54], [55]. For example, Wang et al. [18] proposed one structure-aware generation network to generate cooking instructions based on only food images and ingredients. All of these works also involve visual feature learning from food images. Constructing large annotated food image datasets can help the development of food visual recognition models, and also supports the multimodal food learning task.

**Food Computing:** Food computing [1] has raised great interest recently for its various applications in health, culture, etc. It contains different tasks, such as food recognition [9], [11], [14], detection [40], segmentation [46], retrieval [47], [48], [50] and generation [18], [56]. Among these tasks, food recognition is an important and basic task for further supporting more complex food-relevant vision and multimodal tasks. Therefore, constructing large scale food recognition datasets and designing advanced food recognition algorithms on these large-scale datasets are very vital for the development of food computing.

### III. FOOD2K DATASET

#### A. Dataset Construction

We collected this dataset from the catering website Meituan,\(^1\) which holds a huge number of food images including both eastern and western ones. We first obtained a large-scale raw dataset \(S_0\) from this website after application and authorization from Meituan. It consists of about seventy million food images uploaded from both catering staffs from take-out online restaurants and users in Meituan. We then processed \(S_0\) to complete the Food2K construction in three phases, namely food category vocabulary construction, food image collection and labeling.

**Building a Vocabulary of Food Categories:** Considering it is harder to obtain a comprehensive and standard food label list, we adopted a bottom-to-up method to construct the category vocabulary from noisy and redundant labels associated with images in \(S_0\). We first removed special characters and quantifiers, and then aggregated different labels belonging to the same food as one category according to the synonym set of food built from Meituan, leading to one set of food labels \(V_0\). However, there still exist many labels corresponding to the same category. We thus carried out the secondary label aggregation. Considering manually judging whether two food labels belong to the same dish or not is time-consuming and difficult, we conducted the following iterative process: we first selected one food label from \(V_0\) and manually selected its several representative images.

\(^1\)Meituan is China’s leading e-commerce platform for services, especially well known in catering, which is similar to Yelp.
from $S_o$ (10 in our setting). We then extracted their deep visual features (Inception-ResNet V2 in our setting), and used their averaged visual features as its visual description to retrieve images from $S_o$ until we obtained the closest 50 food labels from retrieved labeled images as the candidate set. According to their images and associated labels, the candidate label set is verified to generate the final aggregated label via strict manual verification, and meanwhile these food labels are removed from $V_o$. For example, the following food label set \{Spaghetti with seafood, Italian seafood spaghetti, Angel seafood spaghetti\} is aggregated into the label ‘Seafood spaghetti’. We finally settled on a vocabulary with 2,000 frequently used categories, covering daily diet with various food types, such as snack, bread and vegetables. Fig. 1(a) shows some categories from the vocabulary.

Collecting Food Images: For each category from the constructed vocabulary, we aggregated food images based on its mapping $M$ and then used these aggregated images to retrieve more images from unlabeled ones of $S_o$ to enlarge this dataset. Fig. 1(b) shows an example. The images with the labels from the food category “Tom yum kung” can be obtained. An ideal method is to clean up these candidate images via strict manual check. However, it is impractical for huge number of candidate images. Therefore, we cleaned up these candidate images via visual retrieval: for each food category, we similarly chose representative images (10 in our setting) and obtained their averaged visual features extracted from Inception-ResNet V2 as its visual description. Then we computed the visual similarity between it and its candidate images, and removed ones with low similarity. To ensure better diversity of food images and lower bias produced from visual retrieval with certain deep network in Food2K, we adopted the relatively lower threshold and for the images within this threshold, different sampling proportions are set according to their different visual similarity range. Different thresholds can be used for different networks to ensure the low bias, and the dependence on certain feature extraction networks is thus small.$^2$ In addition, the original images in the Meituan website are from different sources. For example, the final constructed dataset includes not only food images from merchants, but also self-made food images taken by users themselves. Another way to ensure the diversity is that we aggregated food images based on the label-images mapping. Each category is from various original labels belonging to the same food, making more diversity of aggregated food images for the fine-grained semantic difference. For example, the corresponding images with the following food label set \{Spaghetti with Seafood, Italian seafood spaghetti, Angel seafood spaghetti\} are attached into the final category label ‘Seafood Spaghetti’.

Annotating Food Images: After initial food image collection, we conducted exact duplicate removal. To further build such a high-quality dataset, all the images were finally evaluated by the professional data annotation and quality inspection team. These annotators are divided into two groups. For each category, we first obtain some groundtruth images from Wikipedia or encyclopedic items. Based on these reference images, the first group conducted the annotation for each category via removing unqualified images, such as unclear ones, and ones with food parts occluded. Fig. 2 illustrated different types of unqualified images. Note that all the images in Food2K have a single dish label, since our primary goal is to provide the basic large-scale food recognition benchmark to support more complex food-relevant vision tasks. The second group then carried out the inspection for each image from this category to ensure that the

$^2$Please refer to image samples from some categories via http://123.57.42.89/ FoodProject.html.
The rate of data qualification reaches 99%. Otherwise, the images belonging to this category should be re-annotated. Through the iterative annotation and multiple inspection, the high-quality Food2K dataset is finally built with 2,000 classes and 1,036,564 images.

### B. Dataset Statistics and Analysis

Considering Food2K contains both western and eastern food, with the help of food experts, we built a unified food ontology by combining and adapting existing food classification systems from both western [30], [57] and eastern ones [58]. It is a hierarchical structure: there are 12 super-classes (like “Bread” and “Meat”), and there are some sub-classes for each super-class (like “Beef” and “Pork” in “Meat”). Each type contains lots of dishes (like “Curry Beef Brisket” and “Fillet steak” in “Beef”), where each dish generally contains several ingredients. Note that some groups are very broad in the ontology, like “Bread” and “Meat”, and are thus divided into more detailed types. As shown in Fig. 3, 2,000 dish categories from Food2K covers all the 12 groups with both eastern food (e.g., Noodles and Sushi) and western food (e.g., Pasta and Dessert). Food2K contains 1,710 eastern food categories and 290 western ones. Fig. 4 shows the number of images per category with decreasing order. The number of images per category is in the range [153,1999], showing a larger class imbalance compared with existing food datasets. Some samples are also shown in Fig. 4.

Fig. 5 illustrates the scale of Food2K, compared to existing food recognition datasets. As shown in Fig. 5(a), the size of images from Food2K bypasses the size of the previous largest one by one order of magnitude. Fig. 5(b) provided an overview of distributions of dishes on categories and compared to typical datasets, including ETH Food-101 (western food), Vireo Food-172 (eastern food) and ISIA Food-500 (Misc. food). We can see that for each category, the number of dishes from Food2K is larger than existing datasets. Furthermore, some categories exist in Food2K, but missing or very few in existing ones, such as Barbecue. Further statistics show the overlapped categories between existing datasets (Food-101, Vireo Food-172 and ISIA Food-500) and Food2K are only 13, 75 and 40, respectively, and duplicate detection shows that there are no repeated images for each overlapped category. The probable reason is that images from Meituan are taken by catering staffs and users in Meituan, and are not allowed crawled without authorization.

Besides more comprehensive coverage of dishes and larger quantity of images, Food2K has the following characteristics: First, Food2K covers more diverse visual appearance and patterns. Fig. 6(a) shows some examples for each category. Different ingredients and their combination, different accessories, different arrangements all lead to the visual difference for the same category. For example, the fresh fruit salad appears different visual appearances for its mixture of different fruit ingredients, while the large visual difference of “Rib eye steak” comes from its different accessories. Such unique characteristics from food leads to higher intra-class difference, making large-scale food recognition difficult. Second, Food2K contains more fine-grained annotation. Based on the constructed ontology of Food2K, the level of category annotation in Food2K is more fine-grained compared with other food datasets. Take Pizza as an example, some classic datasets such as Food-101 has only the pizza class. In contrast, as shown in Fig. 6(b), the pizza class in Food2K is further divided into more types. Their subtle visual differences among different pizza images are mainly caused by their unique ingredients or the same ingredient with different granularity, also leading to more difficulty in recognition. All of these factors enable Food2K one new challenging large-scale food recognition benchmark.

### IV. OUR METHOD

In this section, we present the proposed Progressive Region Enhancement Network (PRENet) in Fig. 7. PRENet mainly consists of progressive local feature learning and region feature enhancement. The former mainly adopts the progressive training strategy to learn complementary multi-scale finer local features, like different ingredient-relevant information. The region feature enhancement uses self-attention to incorporate richer contexts with multiple scales into local features to enhance the local understanding.
Fig. 5. (a) Datasets distributed across number of images and categories and (b) distributions of categories on Food2K and typical datasets.

Fig. 6. (a) Various visual appearances for one category and (b) one example with more fine-grained annotation in Food2K.

Fig. 7. The framework of PRENet. (a) Global Feature Learning branch, which learns the global superclass features. (b) Progressive Local Feature Learning branch, which capture complementary multi-scale local features through progressive training strategy. (c) Region Feature Enhancement branch, which incorporate contexts into local features through self-attention. Note that the predicted scores by classifier A in (a) and B in (b) are combined for the final prediction.
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A. Global-Local Feature Learning

Although food image recognition is one fine-grained visual recognition task, the food images under different sub-classes have obvious discriminative visual differences, and thus can be better recognized by global representation. Those in different sub-classes under the same super-class have high inter-class similarity, just as shown in Fig. 6(b), and we thus should pay more attention to more fine-grained local features.

Therefore, we extract and fuse both global representation and their subtle visual differences. We use two sub-networks to extract the global and local features of food images respectively. These two sub-networks can be two separate networks. However, they share most of the layers of the same backbone network in our network for efficiency.

Global Feature Learning: Inspired by [59], Based on existing network (e.g., ResNet), for the output \( f^g \) of the last convolutional layer, we use Global Average Pooling (GAP) to extract the global feature \( f_{Glo} \):

\[
 f_{Glo} = \text{GAP}(f^g) \tag{1}
\]

Progressive Local Feature Learning: Local features sub-network aims to learn discriminative fine-grained features of food. Due to the diverse ingredients and cooking style, the discriminative parts of the food image are multi-scale and irregular. As the first contribution, we adopt the progressive training strategy to solve this problem. In this strategy, we train the low stages first which have the small receptive field, then zoom out a larger field surrounding this local region, and finish when we reach the whole image. This training strategy will force our model to extract finer discriminative local features, such as ingredient-relevant ones. After this process, we extract features from different layers to obtain multi-scale feature representations. Specifically, for the output \( f^i \) of each stage from the local feature sub-network, we use a convolutional block and a Global Maximum Pooling (GMP) layer to get their local feature vectors \( f_{Loc}^i \):

\[
 f_{Loc}^i = \text{GMP}(f^i) \tag{2}
\]

where \( f^i \) denotes the output from the \( i^{th} \) stage of the network.

Therefore, this strategy first learns more stable fine-grained information in shallower layers and gradually shifts attention to learning coarse-grained information in deeper layers as training progresses. Specifically, it can extract discriminative local fine-grained features such as ingredients when features with different granularities are sent to the network. However, simply using progressive training strategy will not get diverse fine-grained features, because the multi-scale information learned via progressive training may focus on the similar region. As the second contribution, we optimize the KL divergence between features from different stages to increase the difference between them to solve the problem. By maximizing the KL divergence between features from different stages, we force multi-scale features to focus on different areas in different stages, which can help capture as many details as possible.

Particularly, we divide the training process into \( S \) steps, and train the first \( U - S + 1 \) stages at step \( i \), where \( U \) is the total number of stages of the network. Because we will concatenate all the global and local features in the final stage (also called concat stage), thus the total number of steps is \( S + 1 \).

In our method, for the output \( f_{Loc}^i \) from the \( i^{th} \) stage of the network to be trained in each step of progressive training, \( F_i \) is used to process the output features. \( F_i \) consists of a convolutional layer, a batch norm layer and a ReLU unit. Then we can get local feature representation \( e^i = F_i(f_{Loc}^i) \).

Furthermore, for multiple local features from different stages, we utilize KL-divergence to increase the difference between stages, which can help capture as many details as possible. Under the progressive training strategy, the visual features extracted from different stages are projected as specific probability distribution which represent the visual semantic information. However, the iterative optimization may result in different probability distributions converging to the same distribution, which impairs the ability to extract diverse features. KL-divergence can measure the similarity between two distributions. By maximizing the KL-divergence, the convergence can be suppressed and more fine-grained visual features can be extracted for recognition. The KL-divergence is calculated over global features for every adjacent two outputs in each batch, where the reduction of KL-divergence is batchmean.

\[
 L_{KL}(y_i, y_j) = \sum_{i=1}^{U} \sum_{j=U-i}^{U} y_i \log \left( \frac{y_i}{y_j} \right) \tag{3}
\]

where \( y_i \) and \( y_j \) are the output distribution from different stages.

B. Region Feature Enhancement

Different from general fine-grained tasks, food images do not have fixed semantic information [1]. Most of existing food recognition methods [10], [35] mine these discriminative features directly, ignoring the relationship between local features. Therefore, we adopt a self-attention mechanism to capture the relationship between different local features. This strategy aims to capture the co-occurring food features in the feature map. It is revised non-local interaction [60] within the same level feature map, and the output feature map has the same scale as its input. Specifically, we first extract the local feature representation \( f_{Loc} \) of the last \( S \) stages, and then obtain the enhanced features via self-attention as follows:

\[
 q^{(i)} = \text{Conv} \left( f_{Loc}^{(i)} \right)
\]

\[
 k^{(j)}, v^{(j)} = \text{Conv} \left( f_{Loc}^{(j)} \right)
\]

\[
 S_{i,j} = \text{Softmax} \left( \frac{q^{(i)} k^{(j)} \top}{\sqrt{d_k^{(j)}}} \right)
\]

\[
 \tilde{f}_{ij} = S_{i,j} v^{(j)} \tag{4}
\]

where \( f_{Loc}^{(i)} \) and \( f_{Loc}^{(j)} \) are the \( i^{th} \) and \( j^{th} \) feature positions in \( f_{Loc} \). \( q^{(i)} \) is the \( i^{th} \) query and \( k^{(j)}, v^{(j)} \) are the \( j^{th} \) key/value pair, \( d_k^{(j)} \) is the dimension of the \( k^{(j)} \) and \( S_{i,j} \) means the similarity between \( q^{(i)} \) and \( k^{(j)} \). Thus we can get the enhanced feature \( \tilde{f}_{ij} \). Finally, we concat these enhanced feature maps of the same size, and use convolutional layers to convert them into the same dimension.
Finally, we can get S local features $\hat{f}_{\text{Loc}}$ after it. By this strategy, our model enables features to interact across space and scales.

During training, after obtaining global features and local features, we combine them as the final representation $f'$ in the concat stage:

$$f' = \text{Concat} \left( f_{\text{Glo}}, f_{\text{Loc}}^{\text{U}}, f_{\text{Loc}}^{\text{U}+1}, \ldots, f_{\text{Loc}}^{\text{U}} \right)$$  \hspace{1cm} (5)

C. Optimization and Inference

During the optimization, we use an iterative procedure to update the parameters of the network. First, during progressive learning stage, we utilize the cross entropy loss $L_{\text{pro}}^i$ from S stages to back propagate for updating the parameters of the corresponding network. Note that all the parameters in the current stage will be optimized, even they have been updated in the previous stages. Then, during the concat stage, we utilize another loss function to update the parameters of the whole network. Our network is trained in an end-to-end way.

During the progressive training, for the output from each stage, we can utilize classifiers $C^i_A$ to predict the corresponding probability distribution as:

$$y_i = C^i_A(x^i)$$  \hspace{1cm} (6)

where classifiers $C^i_A$ consists of two fully-connected stage with batchnorm and ELU non-linearity, corresponding to the $i$th stage. $y_i$ means the prediction from the corresponding stages, and $i$ ranges from $U - S + 1$ to $U$. Then, we adopt the following cross entropy loss:

$$L_{\text{pro}}^i = - \sum_{x^m \in M} y_i^m \ln y_i^m$$  \hspace{1cm} (7)

where $M$ is a set of training data, $x^m$ means the $m$th sample and $y_i^m$ is the corresponding category label.

For the unified representation, the prediction from the final Concat stage can be obtained by a classifier $C_B$ as:

$$y' = C_B(f')$$  \hspace{1cm} (8)

we use another cross entropy loss as:

$$L_{\text{con}} = - \sum_{i=1}^{N} y'_i \times \ln y'_i$$  \hspace{1cm} (9)

where $y'$ is the predicted label, $N$ is the total number of the training samples. In our method, $L_{\text{con}}$ is kept for all runs and number of steps is $S + 1$. Furthermore, we introduce another loss of KL-divergence to increase the difference between stages for capturing more detailed features, resulting in the final loss function for the whole network:

$$L = \alpha L_{\text{con}} + \beta L_{\text{KL}}$$  \hspace{1cm} (10)

where $\alpha$ and $\beta$ are balance parameters.

During the inference step, considering the prediction from different stages and the fused stage is complementary, we can combine all outputs together to improve the recognition performance. Particularly, we add the scores across all stages (including the final score) with equal weights to predict the output class:

$$Y = \text{Sum}(y', y_{U-S+1}, \ldots, y_U)$$  \hspace{1cm} (11)

where $\text{Sum()}$ denotes the weighted sum with the equal weights.

V. EXPERIMENT

We first begin with the extensive evaluation of our proposed method for food recognition on Food2K. Then, we study the generalization ability of Food2K on five food-relevant tasks, including food recognition, food image retrieval, cross-modal recipe retrieval, food detection and food segmentation. Finally, we discuss potential research problems and techniques that could be investigated based on Food2K.

A. Recognition on Food2K

1) Implementation Details: Food2K is divided into 60%, 10% and 30% images for training, validation and test set, respectively. Top-1 (Top-1 Acc.) and Top-5 classification accuracy (Top-5 Acc.) are adopted as evaluation metrics. All the neural network models are implemented using the PyTorch framework.

We compare various methods, including deep networks (e.g., DenseNet161 [61] and SENet [62]), recently proposed fine-grained recognition methods (e.g., MIMN [63] and PMG [64]) and food recognition methods (e.g., PAR-Net [9]). For the deep networks, we train all the networks with parameters initialized from ImageNet pre-trained weights with a learning rate of $10^{-2}$, and divided by 10 after 30 epochs. All the networks are optimized using the stochastic gradient descent with a momentum of 0.9, and weight decay of $10^{-4}$. Training and testing are performed with an image size of $224 \times 224$, except Inception family uses the size of $299 \times 299$. For fine-grained methods and food recognition methods, all the presented experiments follow the same setting in the mentioned papers. Similar to fine-grained recognition methods, in our method, the input images are resized to a fixed size of $550 \times 550$ and randomly cropped into $448 \times 448$, and random horizontal flip and color jitter are applied for data augmentation when we train the model. The test images are resized to a fixed size of $550 \times 550$ and cropped from center into $448 \times 448$. The initial learning rate is $10^{-3}$ and multiplied by 0.9 after 2 epoches. Note that for fair comparison in fine-grained methods, we list results with the same backbone mentioned in their papers. For our method, the number of learning stages $U = 3$, which corresponds to the last 3 layers of the network. The number of steps $S = 3$, and the balance parameters of the total loss $\alpha = 0.8, \beta = 0.2$.

2) Comparisons with State-of-the-Art Methods: Table II shows the performance comparison of different methods on Food2K. We can see that the recognition performance has consistent improvement when more advanced networks are adopted, indicating deeper and more advanced networks for further improvement. When using the same backbone, we further observe that most fine-grained methods perform better than baseline networks, such as DCL [71]. However, the performance trend on Food2K is not consistent with existing fine-grained datasets, such as birds and cars. For example, recently proposed PMG [64]
We study the effect of our method. The possible reason is that HBP adopts the bilinear pooling to capture the inter-layer part feature relations and extracts the co-occurring features to integrate a unified representation for classification. Therefore, the model may focus more on the same and common semantic parts, such as the bird’s mouth. However, many food categories have non-rigid structures, and they do not have fixed semantic information. These experimental results demonstrate that directly adopting existing fine-grained methods do not necessarily achieve the optimal performance for large-scale food recognition, indicating that we should design food-oriented network for further performance improvement.

The performance of food recognition methods such as PARNet also does not achieve reasonable results. We speculate that these food recognition methods are more suitable for existing small or medium-scale food datasets, such as ETH Food-101 and VireoFood-172. From Table II, we can see that our method achieves competitive result on Food2K. Our method outperforms the backbone (ResNet50) by 2.24% and 1.47% in Top-1 and Top-5 classification accuracy, respectively, and it also outperforms PMG [64] by 1.74% in Top-1 classification accuracy, even PMG adopts various granularities to learn local features. This verifies the advantage of combining the progressive training strategy and self-attention to enhance local feature representation.

We further show responses to some predicted examples by PRENet (ResNet50) in Fig. 8. We observe that there are still some wrongly predicted results, and they are mainly from more fine-grained confusion, e.g., “Shrimp pizza” and “Sausage pizza”, “Pickle” and “Spicy stir-fried rice cakes”, revealing opportunities for algorithmic improvements to handle these challenges.

3) Ablation Study on PRENet: We conduct various ablation studies to understand the effectiveness of our method from different aspects, where ResNet50 is used as the backbone network.

Effect of Different Components: We study the effect of different components in our method, including progressive learning strategy (PL), region feature enhancement (RE) and their combination. For comparison, we introduce another baseline Simple Fusion (SF), which simply uses concatenated features from the last three layers without PL and RE for recognition. As shown in Fig. 9(a), we can see that: (1) The introduction of PL brings the recognition performance gain; (2) The combination of PL and RE gives further performance boost, which shows that our method is effective in learning and enhancing local features via both PL and RE.

The Number of Learning Stages $U$: We study the effect of our method when changing the number of learning stages $U$. The results are reported in Fig. 9(b). It is clear that increasing $U$ boosts the model performance. Our model achieves 81.45%, 82.11% and 83.03% Top-1 classification accuracy from $U = 1$ to 3 on Food2K. The classification performance of our model receives consecutive gains by 0.66% and 0.92%. However, we notice the accuracy starts to decrease when $U = 4$. The possible reason is that low stage layers mainly focus on class-irrelevant features. With deep progressive training, too many stages probably force the model to find class-relevant information and introduce the noise to this class, which may cause the model to generalize poorly on the test set and the overall performance probably decreases.

Effect of Different Learning Stages: To better verify the contribution of each learning stage and the final concat stage, we also test the accuracy by using the predication from each stage separately. The results are reported in Fig. 9(c). We observe that the Concat learning stage achieves the best performance for Top-1 classification accuracy. It can reveal that our method captures and fuses complementary information from different stages, and achieves the best recognition performance.

Balance Parameters $\alpha$ and $\beta$: We study the influence of two balance parameters $\alpha$ and $\beta$ in the total loss (10). As shown in Fig. 9(d), when $\alpha = 0$ and $\beta = 1$, the total loss is only optimized by the KL divergence, and the model can not converge.

| Methods          | Top-1 Acc. | Top-5 Acc. |
|------------------|------------|------------|
| VGG16 [65]       | 78.96      | 95.26      |
| Inception v4 [66]| 82.02      | 96.45      |
| ResNet50 [67]    | 80.79      | 95.74      |
| ResNet101 [67]   | 81.28      | 95.99      |
| ResNet152 [67]   | 81.95      | 96.57      |
| Inception-ResNet-v2 [66]| 82.07 | 96.74 |
| WRN-50-2-bottleneck [68] | 81.94 | 96.19 |
| DenseNet161 [61] | 81.87      | 96.53      |
| SE-ResNetX101_32x4d [62] | 80.81 | 95.61 |
| Inception v4 [66] | 82.02      | 96.45      |
| SENet154 [62]    | 83.62      | 97.22      |
| NTS-NET(ResNet50) [69] | 81.24 | 94.94 |
| HBP(ResNet50) [70] | 77.56      | 92.87      |
| DCL(ResNet50) [71] | 82.15      | 96.72      |
| WS-DAN(ResNet50) [72] | 81.37      | 96.27      |
| Inception v4 @ 448px [73] | 82.46 | 97.17 |
| MOMN(ResNet50) [63] | 80.84      | 96.02      |
| PMG(ResNet50) [64] | 81.29      | 96.12      |
| DLX [74]         | 80.14      | 96.37      |
| PAR-Net(ResNet101) [9] | 80.93      | 96.61      |
| PRENet(ResNet50) | 83.03      | 97.21      |
| PRENet(ResNet101) | 83.75      | 97.33      |
With $\alpha$ increasing, our model performs better until it reaches a tipping point when $\alpha = 0.8$ and $\beta = 0.2$. When $\alpha = 1$, our model is only optimized by the cross entropy loss, and the Top-1 classification accuracy is reduced by 3.18%, which proves that introducing the KL divergence can obtain better performance. This is because KL divergence can force multi-scale features to focus on different areas, and thus helps capture as many details as possible.

4) Visualization Analysis: To gain further insight into our method, we further conduct visualization analysis via Grad-CAM [86]. We visualize the output feature maps from different learning stages and compare our method with the original one in Fig. 10. The original method means we use feature maps from last three layers of the network without PL for visualization. For these typical examples, the attentional regions are expanded with the stages going ahead, and more discriminative and detailed parts have been included. Moreover, our method can capture various local features in different stages for the introduction of KL-divergence. Take “Wasabi octopus” for example (the second row in Fig. 10), the baseline only obtains limited information and different feature maps tend to focus on the similar part. In contrast, for our method, the Stage I pays more attention to the “vegetable leaf”, while the Stage II mainly focuses on the “octopus”. For Stage III, the overall characteristics of this food can be captured, and thus both global and local features are utilized for recognition.

5) Recognition Performance on Other Datasets: Considering ETH Food-101 has been one standard benchmark in the computer vision, we also conduct the evaluation on this dataset to verify the effectiveness of the proposed method. As shown in Table III, we can observe that when adopting the same setting, our method achieves the best performance compared with existing methods for Top-1 classification accuracy.
example, our method outperforms typical fine-grained methods with ResNet50 as the backbone. Compared with existing food recognition methods, such as MSMVFA [12], our method also obtains the highest accuracy 90.74% for Top-1 classification accuracy. When we use the trained backbone model from Food2K, namely PRENet (SENet154+Pretrained), there is further performance improvement.

B. Generalization Ability of Food2K

In this section, we conduct comprehensive evaluation on the generalization ability of Food2K in various vision and multimodal tasks, including food recognition, food image retrieval, cross-modal recipe retrieval, food detection and segmentation.

1) Food Recognition: We assess the generalization of models learned using Food2K to ETH Food-101. In addition, we also conduct the evaluation on another two datasets, namely Vireo Food-172 and ISIA Food-500 from the multimedia field. All of presented experiments follow the same training-testing-splitting in the mentioned papers. Representative methods including baseline networks, fine-grained recognition and food recognition methods are used for evaluation. For each method, there are two settings. Take VGG16 for example: VGG16 denotes we use the target dataset to fine-tune the ImageNet pre-trained network, while VGG16 + Fine-tuned on Food2K denotes we first use Food2K to fine-tune the ImageNet pre-trained network, then fine-tune it on the target dataset for evaluation.

We report experimental results in Table IV. From Table IV, we can see that all the transferred features are better than training on target datasets alone. For example, the network fine-tuned on Food2K can improve Top-1 classification accuracy by 7.33%, 2.58%, 2.31%, 2.61% and 2.74% for VGG16, ResNet152, Inception V3, DenseNet161 and SENet154, respectively on Vireo Food-172. These results show that features learned on Food2K generalize well on food recognition. The average performance improvement on several common popular neural networks including VGG16, ResNet152, Inception V3, DenseNet161 and SENet154 is 1.68%, 3.51% and 3.41% in Top-1 classification accuracy for ETH Food-101, Vireo Food-172 and ISIA Food-500, respectively, indicating that higher performance gain is from Vireo Food-172 and ISIA Food-500 while the lowest performance gain is from ETH Food-101. The probable reason is as follows: both ISIA Food-500 and Food2K are Misc. (including both eastern and western cuisines). Therefore, their domain gap is relatively small. In addition, there is a larger proportion of eastern food categories in Food2K and Vireo Food-172 consists of eastern cuisines, also resulting in the smaller domain gap between Food2K and Vireo Food-172. For more complicated networks, we also observe higher gain in Vireo Food-172. Take PAR-Net as an example, the performance improvement is 0.63%, 1.32% and 0.74% in Top-1 classification accuracy for ETH Food-101, Vireo Food-172 and ISIA Food-500.

We further compare the performance of transfer learning from different food datasets, and give discussions on the recognition performance with trained models based on different ratios of Food2K. Details are in supplementary materials, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2023.3237871.

2) Food Image Retrieval: We further validate the generalization ability of Food2K on food image retrieval. Such task is to find food images containing relevant content with the given query in a database. We conduct the evaluation on ETH Food-101, Vireo Food-172 and ISIA Food-500 with the same

| Models                  | ETH Food-101 | Vireo Food-172 | ISIA Food-500 |
|-------------------------|--------------|----------------|---------------|
|                         | Top-1 Acc.   | Top-5 Acc.     | Top-1 Acc.     | Top-5 Acc.     | Top-1 Acc.   | Top-5 Acc.     |
| VGG16 [65]              | 79.02        | 93.78          | 80.41          | 94.59          | 55.22        | 82.77          |
| +Fine-tuned on Food2K   | 80.68        | 94.45          | 87.74          | 97.57          | 56.89        | 83.65          |
| ResNet50                | 84.50        | 96.18          | 87.32          | 97.01          | 56.75        | 82.80          |
| +Fine-tuned on Food2K   | 85.89        | 96.66          | 89.46          | 97.84          | 57.97        | 83.40          |
| ResNet152 [67]          | 86.61        | 96.95          | 86.86          | 97.11          | 57.03        | 83.80          |
| +Fine-tuned on Food2K   | 87.58        | 97.28          | 89.44          | 97.99          | 62.81        | 86.77          |
| Inception V3 [84]       | 84.15        | 96.11          | 87.58          | 97.39          | 56.03        | 83.42          |
| +Fine-tuned on Food2K   | 87.61        | 97.25          | 89.89          | 98.20          | 62.48        | 87.71          |
| DenseNet161 [61]        | 86.94        | 97.03          | 86.93          | 97.17          | 60.05        | 86.09          |
| +Fine-tuned on Food2K   | 88.22        | 97.57          | 89.54          | 98.34          | 65.18        | 87.75          |
| SENet154 [62]           | 88.62        | 97.57          | 88.71          | 97.74          | 63.83        | 88.61          |
| +Fine-tuned on Food2K   | 89.68        | 98.08          | 91.45          | 98.62          | 65.18        | 89.49          |
| NTS-NET (ResNet50) [69]| 89.40        | 97.80          | 89.24          | 97.91          | 64.61        | 89.45          |
| +Fine-tuned on Food2K   | 90.78        | 98.17          | 90.33          | 98.37          | 65.34        | 89.53          |
| Inception v4 @ 448 px [73]| 90.00      | -              | 90.23          | 97.86          | 65.49        | 88.35          |
| +Fine-tuned on Food2K   | 90.33        | 98.18          | 90.89          | 98.52          | 66.62        | 89.87          |
| PAR-Net (ResNet101) [9]| 89.30        | -              | 89.60          | -              | 63.98        | 88.76          |
| +Fine-tuned on Food2K   | 89.93        | 97.72          | 90.92          | 98.74          | 64.72        | 89.23          |
| PMG(ResNet50) [64]      | 86.93        | 97.21          | 89.78          | 97.45          | 57.53        | 84.18          |
| +Fine-tuned on Food2K   | 87.45        | 97.67          | 90.32          | 97.51          | 63.21        | 87.94          |
| DCL(ResNet50) [97]      | 88.90        | 97.82          | 89.13          | 97.82          | 64.10        | 88.27          |
| +Fine-tuned on Food2K   | 90.57        | 97.85          | 90.80          | 98.41          | 64.37        | 89.90          |
We assess the generalization of models on 10k test size, because the original literature only shows that the methods using the back-over epoch reports experimental results of different methods [99]. 5 reports the detection results of different methods [96][47] to ETH Food-101 and with original training-test splitting. Fig. 30. 30 and shows that (1) all the methods obtain the improvement on the model from ETH Food-101 and Food2K in MedR and R@K, and (2) The performance gain from Food2K is higher than ETH Food-101. These experimental results prove that the backbone trained on Food2K is more helpful in visual food embedding learning, and thus improves cross-modal embedding learning. This is because of the diversity and scale of Food2K. Note that for JE [47] on 10k test size, because the original literature only uses the MedR for comparison, we also adopt this metric for consistent comparison.

4) Food Detection: We assess the generalization of models from Food2K on food detection, where the task is to detect food items from food trays. For comparison, we also conduct the evaluation on models trained from ETH Food-101 on this task. As the food detection model is supposed to have the ability of detecting negative samples (e.g., background), we add 2,500 non-food instance samples from [30] to ETH Food-101 and Food2K to fine-tune backbone models for detection. We conduct the evaluation on two available datasets UNIMIB2016 [98] and Oktoberfest [99] with original training-test splitting. Fig. 11 shows some examples. We train all the detectors using stochastic gradient descent with a batch-size of 8. The learning rate is 10^{-3} and 5 × 10^{-3} on UNIMIB2016 and Oktoberfest, respectively, and the input size of image is set to 512 × 512. The COCO style mAP, AP50 and AP75 are adopted as metrics, where the settings of IoU (Intersection over Union) threshold for mAP, AP50 and AP75 are 0.50:.05:.95, 0.5 and 0.75 respectively. Two single-stage (SSD [92], RetinalNet [93]) and four two-stage detection models (Faster-RCNN [94], PAN [95],Cascade-RCNN [96], Dynamic-R-CNN [97]) with the same backbones mentioned in their papers are used for evaluation.

Table VII reports the detection results of different methods using backbones from ImageNet, ETH Food-101 and Food2K, and shows that (1) all the methods obtain the improvement on the model from ETH Food-101 and Food2K in mAP and AP75, and (2) the performance gain from Food2K is higher than ETH Food-101, indicating the advantage of Food2K in both categories and image numbers. Particularly, the average mAP of all detectors from Food2K on UNIMIB2016 (66.4%) is higher (0.9%) than it from ETH Food-101 (65.5%). Similar trend can

### Table V

| Models                        | ETH Food-101 | Vireo Food-172 | ISIA Food-500 |
|-------------------------------|--------------|----------------|---------------|
|                               | mAP          | Recall@1       | mAP           | Recall@1       |
| Cross-entropy loss (ResNet101) | 52.13        | 70.35          | 54.20         | 81.54          | 7.88           | 36.58          |
| Fine-tuned on ETH Food-101    | 56.36        | 80.08          | 10.66         | 38.91          |                |                |
| Fine-tuned on Food2K          | 58.23        | 85.87          | 11.20         | 40.04          |                |                |
| Contrastive loss (ResNet101)  | 71.31        | 80.02          | 82.33         | 86.62          | 16.77          | 46.98          |
| Fine-tuned on ETH Food-101    | 76.62        | 83.53          | 16.42         | 46.02          |                |                |
| Fine-tuned on Food2K          | 77.91        | 83.30          | 87.07         | 21.52          | 49.64          |                |
| Triplet loss (ResNet101)      | 73.85        | 80.79          | 83.14         | 86.74          | 22.66          | 48.90          |
| Fine-tuned on ETH Food-101    | -            | -              | 77.68         | 83.66          | 20.17          | 46.88          |
| Fine-tuned on Food2K          | 78.17        | 83.05          | 83.65         | 87.31          | 27.08          | 51.03          |

The results in Table V show that the methods using the backbone fine-tuned from Food2K all achieve the performance gain with various degrees on these benchmarks. The improvement in Vireo Food-172 is the highest: the average improvement on these methods is 4.04%, 5.28% and 4.16% in mAP for ETH Food-101, Vireo Food-172 and ISIA Food-500, which is consistent with the performance trend in food recognition. Further observation on Vireo Food-172 shows that when the performance from the base model is very high (probably close to saturation), the improvement from the model fine-tuned on Food2K is relatively small even the domain gap is small. For example, there is only 0.51% improvement for the triplet loss in Vireo Food-172. In contrast, 4.32% improvement is obtained in ETH Food-101. Note that there is no performance improvement using additional ETH Food-101 for metric-learning methods in our context. We speculate that metric-learning methods are more sensitive to the larger domain gap between ETH Food-101 and these two target datasets (especially Vireo Food-172), which indirectly indicates the higher diversity of categories and scale of images from Food2K enable better and stable generalization on food image retrieval.

3) Cross-Modal Recipe Retrieval: We evaluate the generalization of Food2K on cross-modal recipe retrieval on Recipe1M, which is currently one popular task in the computer vision community [47]. We adopt the original data splits with 238,999 image-recipe pairs, 51,119 pairs and 51,303 pairs for training, validation and testing, respectively, and similar experiment setup [47]. The evaluation metrics are the median retrieval rank (MedR) and the recall percentage at top K (Recall@K), i.e., the percentage of queries for which the matching answer is included in the top K results (K=1,5,10).

Table VI reports experimental results of different methods using backbones from ImageNet, ETH Food-101 and Food2K, and shows that (1) all the methods obtain the improvement on the model from ETH Food-101 and Food2K in MedR and R@K, and (2) The performance gain from Food2K is higher than ETH Food-101. These experimental results prove that the backbone trained on Food2K is more helpful in visual food embedding learning, and thus improves cross-modal embedding learning. This is because of the diversity and scale of Food2K. Note that for JE [47] on 10k test size, because the original literature only uses the MedR for comparison, we also adopt this metric for consistent comparison.
be found on Oktoberfest. It can be explained that this is because of the diversity of food categories present in Food2K. With the supplement of more new food categories from Food2K, the trained backbones can help generalize better to food detection. In addition, considering UNIMIB2016 provides more accurate annotations than Oktoberfest, and the environment background of UNIMIB2016 is more steady than Oktoberfest, it makes the backbone that delivers better visual food features for detectors to get more obvious advantages in judging the categories of food instances after selecting positive proposals from the background, resulting in better performance gain on UNIMIB2016 than Oktoberfest. In addition, since two-stage models depend more on the proposals based on the accurately extracted features, they obtain bigger increase in precision than two single-stage detectors. The average mAP growth of four two-stage models is 2.1% and the average mAP growth of two single-stage models

---

**TABLE VI**

| Size | Methods |  | Image-to-Recipe |  |  |  | Recipe-to-Image |  |  |  |
|------|---------|---|-----------------|---|---|---|-----------------|---|---|---|
|      |         |   |     |     |     |     |     |     |     |     |
|      |         |   | MedR | Recall@1 | Recall@5 | Recall@10 | MedR | Recall@1 | Recall@5 | Recall@10 |
| 1k   | JE [47] | +Fine-tuned on ETH Food-101 | 4.8 | 24.3 | 51.0 | 65.0 | 5.1 | 25.0 | 52.0 | 63.0 |
|      |         | +Fine-tuned on Food2K | 4.3 | 25.8 | 53.3 | 66.2 | 4.1 | 26.4 | 54.5 | 66.9 |
|      | VSE [90] | +Fine-tuned on ETH Food-101 | 3.9 | 26.6 | 54.8 | 68.2 | 3.3 | 26.0 | 55.7 | 67.3 |
|      |         | +Fine-tuned on Food2K | 3.4 | 26.9 | 55.7 | 69.3 | 3.4 | 27.2 | 57.1 | 68.4 |
|      | +Fine-tuned on ETH Food-101 | 2.8 | 29.1 | 58.5 | 70.6 | 2.9 | 28.6 | 58.6 | 70.5 |
|      | +Fine-tuned on Food2K | 2.8 | 26.3 | 55.1 | 68.2 | 2.7 | 26.1 | 55.6 | 68.2 |
|      |  | +Fine-tuned on ETH Food-101 | 2.6 | 27.4 | 56.3 | 69.3 | 2.7 | 27.1 | 56.7 | 68.8 |
|      |  | +Fine-tuned on Food2K | 2.5 | 39.8 | 69.0 | 77.4 | 2.1 | 40.2 | 68.1 | 78.7 |
|      | AdaMine [91] | +Fine-tuned on ETH Food-101 | 2.3 | 38.8 | 70.2 | 77.7 | 2.0 | 39.7 | 68.6 | 79.3 |
|      |         | +Fine-tuned on Food2K | 1.9 | 41.2 | 71.3 | 78.5 | 1.8 | 40.5 | 69.6 | 79.9 |
| 10k  | ACME [48] | +Fine-tuned on ETH Food-101 | 1.0 | 51.8 | 80.2 | 87.5 | 1.0 | 52.8 | 80.2 | 87.6 |
|      |         | +Fine-tuned on Food2K | 1.0 | 51.9 | 80.8 | 87.3 | 1.0 | 53.3 | 79.8 | 87.6 |
|      |         |  |  |     |     |     |     |     |     |     |

**TABLE VII**

| Models | UNIMIB2016 | Oktoberfest |
|--------|------------|-------------|
|        | mAP | AP50 | AP75 | mAP | AP50 | AP75 |
| SSD(VGG16) [92] | 64.1 | 78.4 | 65.2 | 52.4 | 79.8 | 54.8 |
| +Fine-tuned on ETH Food-101 | 64.3 | 75.5 | 73.2 | 54.8 | 80.0 | 62.1 |
| +Fine-tuned on Food2K | 65.0 | 86.6 | 76.7 | 55.2 | 80.2 | 63.4 |
| RetinaNet(ResNet101) [93] | 66.8 | 80.2 | 67.2 | 55.4 | 82.5 | 57.2 |
| +Fine-tuned on ETH Food-101 | 67.3 | 76.5 | 70.9 | 55.7 | 78.2 | 59.9 |
| +Fine-tuned on Food2K | 67.1 | 80.9 | 76.1 | 55.8 | 84.7 | 65.0 |
| Faster-RCNN(ResNet101) [94] | 55.2 | 80.7 | 59.8 | 49.1 | 77.7 | 52.5 |
| +Fine-tuned on ETH Food-101 | 55.5 | 80.5 | 60.3 | 51.8 | 83.0 | 52.9 |
| +Fine-tuned on Food2K | 55.7 | 82.8 | 60.4 | 57.6 | 83.6 | 64.0 |
| PAN(ResNet101) [95] | 58.3 | 88.6 | 66.3 | 50.4 | 77.8 | 56.5 |
| +Fine-tuned on ETH Food-101 | 63.5 | 85.2 | 72.1 | 52.8 | 81.8 | 58.3 |
| +Fine-tuned on Food2K | 64.1 | 87.4 | 74.6 | 52.9 | 79.0 | 58.3 |
| Cascade-RCNN(ResNet101) [96] | 73.1 | 87.3 | 82.1 | 59.7 | 85.6 | 59.6 |
| +Fine-tuned on ETH Food-101 | 73.2 | 86.1 | 82.7 | 61.2 | 85.9 | 70.1 |
| +Fine-tuned on Food2K | 73.7 | 87.5 | 83.2 | 61.7 | 87.8 | 70.2 |
| Dynamic R-RCNN(ResNet101) [97] | 68.8 | 90.6 | 77.9 | 57.3 | 85.6 | 59.8 |
| +Fine-tuned on ETH Food-101 | 69.2 | 88.3 | 79.8 | 58.1 | 86.1 | 65.4 |
| +Fine-tuned on Food2K | 70.6 | 91.2 | 80.1 | 58.5 | 86.3 | 65.7 |
is 1.6% on two target datasets. It confirms that more discriminative features from better backbones can provide more obvious performance gain in two-stage detectors while the single-stage detectors relatively rely more on the structure of detection head.

We then visualize some detection results in Fig. 11, and find that detectors with backbones from Food2K have better performance in providing high-quality proposals for all methods. Meanwhile, representative examples chosen out of test samples in Oktoberfest prove that the reasons for relatively lower AP50 for some RCNN detectors (e.g., PAN [95]) from Food2K is that the models that learn abundant food features tend to recognize all the food instances in images even they are wrongly mislabeled and AP50 with IoU threshold 0.5 magnifies this “precise” flaw as it is only more tolerant of low-quality proposals and cannot reflect the models with high precision as mentioned in [96]. Therefore, several models have higher mAP and AP75 but lower AP50 can still be regarded as more accurate detectors.

5) Food Segmentation: We assess the generalization ability of Food2K on food image segmentation on the recently released UEC-FoodPix Complete dataset [46]. It consists of 9,000 training images and 1,000 testing ones. The mean Intersection over Union (mIoU) and Pixel Accuracy (Pix Acc) are employed to evaluate the performance, where mIoU is a standard measurement for semantic segmentation that evaluates the overlap and the union in inference and ground truth, and Pix Acc is a simpler measurement that is the accuracy for all pixels. Various models including FCN [100], SegNet [101], PSPNet [102], DUC_HDC [103], GCN [104] and DeepLabv3+ [105] are adopted for evaluation. We employ the same learning rate schedule (“poly” policy, the momentum 0.9 and same initial learning rate 0.01), crop size is $400 \times 400$, fine-tuning batch normalization parameters when output stride is 16, and random scale data augmentation during training. For backbones, we similarly add 2,500 non-food instance samples from [30] to ETH Food-101 and Food2K to make fine-tuned backbone models have the ability of segmenting negative samples.

Table VIII reports segmentation results of different methods. We can see that our algorithm can provide higher performance gain by training the backbone part using Food2K for most of methods. For example, we have more than 2 points improvement over ImageNet pre-trained models for DeepLabv3+ model and also improvement over ETH Food-101. We also provide visual comparison results with DeeplabV3 on UEC-FoodPix Complete in Fig. 12. We can see that our model can segment food regions more accurately than others.

C. Discussion

Our final set of experiments demonstrate the generality of the learned features from Food2K for various vision and multimodal tasks, indicating its usefulness and value. We believe this is because of the higher diversity and larger scale of Food2K. Below we discuss some potential research problems and methods based on Food2K.

1) Large-scale robust food recognition: Based on our experimental results, although existing fine-grained recognition methods, e.g., PMG [64] obtain the state-of-the-art performance in existing fine-grained datasets, they fail to obtain the desired performance on Food2K. In addition, there are also some recently proposed food recognition methods, such as PAR-Net [9], which have achieved better performance in small or median-level recognition datasets.
However, they also fail to obtain better performance in large-scale food recognition on Food2K. We speculate that there are more complex visual patterns about food generated from different ingredients, accessories and arrangements with the increase of both the diversity and scale of food data, and these methods are not suitable or robust for this case. As one initial attempt, we combined progressive training and self-attention to learn more stable and discriminative global and local features, resulting in good performance. More methods are worth further exploration. For example, recently, transformers have made tremendous impact in image recognition [106], where the performance is higher than CNNs on large-scale datasets. Food2K can provide sufficient training data to develop transformer-based food recognition methods to improve its performance.

2) **Human vision evaluation on food recognition:** Conducting human vision research on Food2K is also an interesting topic to study. Compared with human vision research on generic object recognition, it is probably more difficult to conduct such evaluation on food recognition. For example, food has strong regional and cultural characteristics, and human subjects from different regions thus have stronger bias for food recognition. Recent works [107] give an initial empirical comparison between human visual system and CNNs in the food recognition task. In order to avoid information overburden, the number of dishes to learn was restricted to 16 different types of food for human subjects. More interesting problems can be further explored. For example, What’s the upper bound for human performance on food recognition? What’s their own advantages and disadvantages for human vision system and CNNs in recognizing food types and number of categories? Moreover, knowledge from other fields, e.g., food science is probably needed for further explanation on experimental results.

3) **Cross-X transfer learning for food recognition:** We have verified the generalization of Food2K in various vision and multimodal tasks. We can study the transfer learning from more aspects in the future. For example, food has its own geographical and culture attributes. We can conduct cross-cuisine transfer learning. That means we use trained models from eastern cuisines for performance analysis on western cuisines, and vice versa. After more fine-grained scenario annotation, such as region-level or even restaurant-level annotation, we can conduct cross-scenario transfer learning for food recognition. In addition, we can also study cross super-class transfer learning for food recognition. For example, we can use trained models from the seafood super-class for performance analysis on the meat super-class. These interesting problems are worth deep exploration.

4) **Large-Scale Few-Shot Food Recognition (LS-FSFR):** Recently, there are some works on few-shot food recognition on small/medium-scale food categories [14], [43]. In contrast, LS-FSFR is a more realistic task that aims to identify hundreds of novel food categories without forgetting those categories, where each novel category has only a few samples [108]. Food2K provides such large-scale food dataset test benchmark to support this task. In addition, the constructed food ontology can also help the method design of LS-FSFR as the prior knowledge.

5) **More applications on Food2K:** We have verified better generalization ability of Food2K in various tasks, including food image recognition, food image retrieval, cross-modal recipe retrieval, food detection and segmentation in the paper. Furthermore, Food2K can also support more novel applications. Food image generation is one novel and interesting applications, and it can synthesize new food images which are similar to those in real-life scenarios by Generative Adversarial Networks (GANs) [109]. For example, Zhu et al. [54] can generate highly realistic and semantically consistent images from given ingredients and instructions. Another work [52] aims to teach a machine how to make a pizza by building a generative model that mirrors the step-by-step procedure. Different GANs such as Lightweight GAN [110] can also be used to generate synthetic food images based on Food2K. Please refer to the supplementary materials, available online for more details about the evaluation for food image generation on Food2K.

6) **Extension of Food2K for more tasks:** Researchers are encouraged to apply trained models on Food2K to more food-relevant tasks. Moreover, we hope Food2K will evolve over time. Considering that some works [15] have showed that ingredients can improve the recognition performance, we plan to extend Food2K by providing richer attribute annotation to support food recognition with different semantic levels. We can also conduct region-level and pixel-level annotation on Food2K to enable broader range of its application. In addition, we can also conduct some novel tasks, such as aesthetic assessment of food images via annotating aesthetic attribute labels on Food2K [111].

**VI. Conclusion**

In this paper, we present Food2K with larger data volume, larger category coverage and higher diversity compared with existing ones, which can be served as a new benchmark for scalable food recognition. It can benefit various vision and multimodal tasks, including food recognition, retrieval, detection, segmentation, and cross-modal recipe retrieval for its better generalization ability. To date, Food2K is the largest food recognition dataset with its diversity and scale. We believe it will enable development of large-scale food recognition methods, and also help the researchers to utilize Food2K for the future research on more food-relevant tasks, such as large-scale few-shot food recognition and transfer learning on food recognition from various aspects, such as cross-scenario, cross-cuisine and cross-super-class transfer learning.
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