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Abstract—The goal of this paper is to study the impact of the dynamic nature of bus voltage magnitudes and phase angles, which constitute the state of the power system, on the phasor measurement unit (PMU) placement problem. To facilitate this study, the placement problem is addressed from the perspective of the electrical structure which, unlike existing work on PMU placement, accounts for the sensitivity between power injections and nodal phase angle differences between various buses in the power network. A linear dynamic model captures the time evolution of system states, and a simple procedure is devised to estimate the state transition function at each time instant. The placement problem is formulated as a series (time steps) of binary integer programs, with the goal to obtain the minimum number of PMUs at each time step for complete network observability in the absence of zero injection measurements. Experiments are conducted on several standard IEEE test bus systems. The main thesis of this study is that, owing to the dynamic nature of the system states, for optimal power system operation the best one could do is to install a PMU on each bus of the given network, though it is undesirable from an economic standpoint.

Index Terms—PMU placement, electrical structure, system states.

I. INTRODUCTION

In the classic setting, the problem of placing phasor measurement units (PMUs) within an electric power system is divided into two parts: (1) obtaining the optimal or minimum number of PMUs; and (2) finding the optimal locations to install these PMUs on the grid. The problem is cast in the mathematical programming framework with the goal to have either complete or incomplete network observability either in the presence/absence of zero injection measurements. Zero injection measurements are present when the power system has nodes without generation or load. This subject received considerable attention and is well reported in the literature [1] - [12]. Most of the existing work employed the topology-based approach to characterize the connectivity between buses or nodes in the power network.

Though the topological structure of the grid was used to address wide-ranging problems in power systems, the complex network [13] perspective of the electric grid presented a different picture. Research efforts were directed to highlight the drawbacks of the topological structure, which is based solely on degree distribution of nodes in the network. It was reported (see [14] Section I and references therein) that electric grids in different geographical locations had different degree distributions, leading to varied topological structures. It was also pointed out that the same grid had different topological structures by carrying out different model-based analyses. This discrepancy was attributed to weak characterization of the electrical connections between network components as provided by the topological structure. Related reports supporting this line of argument were found in [15] - [18], where it was shown that, for many classes of complex networks, characterizing the network structure using degree distribution alone was suboptimal, and had implications on node synchronization and performance of the network.

In order to provide a more pragmatic characterization of the electrical influence between various network components, [14] introduced the notion of the electrical structure of the power grid. The measurement of the electrical influence necessitated a metric system, which was devised by deriving the sensitivity matrix and taking its complement to obtain a distance matrix. This metric was termed the resistance distance, and was proved to be a formal distance metric for the power network [14 Appendix]. The entries of the resistance distance matrix quantified the electrical connectedness between nodes in the network - zero value indicated that two components are perfectly connected, while a large number indicated that the corresponding components have negligible electrical influence on each other. More importantly, it captured the sensitivity between power injections and nodal phase angle differences between various buses in the network. In other words, the electrical structure takes into account the variations in voltage magnitudes and phase angles - commonly referred to as the state of the power system - whose dynamics are governed by well known state transition models [20] - [26].

On the one hand, we have existing work on PMU placement which utilize the topological structure of the grid, while on the other hand, there are results in the area of complex networks which uncover the drawbacks of the topological structure and at the same time promote the electrical structure accounting for variations in the states of the power system. Furthermore, the system states are time-varying, where the time evolution is described by well known dynamic models. Therefore, a natural question that arises is the following: what implications do the electrical structure with time-varying states have on PMU placement in the power grid? We investigate this question in this paper. To the best of the author’s knowledge, this is the first instance of taking into account the impact of the dynamic
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nature of system states on PMU placement.

The problem is formulated as a series (time steps) of minimization programs, with each time step comprising a binary integer program. The objective is to obtain the minimum number of PMUs at each time step to achieve complete network observability in the absence of zero injection measurements. The connectivity of the network (obtained using the resistance distance matrix) is now a function of time, due to its dependence on the dynamic states of the system. Simulations are conducted for several standard IEEE test bus systems.

At first glance, the results are not surprising: at each time step a new minimum number of PMUs is obtained, and these PMUs are placed on buses corresponding to the position of 1’s in the optimal decision vector. However, changing the configuration of the set of PMUs at each time step is infeasible from an engineering point of view. Furthermore, the minimum number of PMUs obtained for two time instants, t_1 and t_2 (say) might be the same, but their configurations could be different depending on the connectivity of nodes at times t_1 and t_2, respectively. Owing to such infeasibility, our study suggests that for optimal system operation (such state estimation, wide-area monitoring, etc.) the best one could do is to install a PMU on each bus of the grid, though it is undesirable from an economic standpoint.

We begin with an overview of existing literature on PMU placement in Section II. In Section III, we present the dynamic model which describes the time behavior of the power system states. Section IV comprises details of the electrical structure of the grid and the procedure for deriving the resistance distance matrix to be used in the placement problem. The placement problem is formulated in Section V, while the experimental results are tabulated in Section VI. We conclude the paper in Section VII.

II. EXISTING WORK ON PMU PLACEMENT

In this section, we briefly summarize previously published work on PMU placement. In [1], the PMU placement problem was formulated in the integer linear programming framework for complete or incomplete network observability with or without zero power injection measurements. In [2], the minimal PMU set was obtained using a dual search bi-section simulated-annealing algorithm searches for complete network observability, while the location problem was solved using a spanning measurement subgraph. A non-dominated sorting genetic algorithm yielding a Pareto-optimal solution was presented in [3], where the integer program exhibited nonlinearity in the presence of power injection measurements. Multiple placement solutions were proposed in [4], within the framework of power system dynamic state estimation.

An integer program was formulated in [5] to include conventional power flow and injection measurements in addition to PMU measurements for maximum network observability. In [6], state estimation using phasor measurements with complete network observability was shown to be linear, where an exhaustive search-based method was devised to solve the placement problem. An estimation-theoretic criteria to optimize PMU placement was considered in [7], where the problem was solved using a convex relaxation method incorporating system states estimated within a Bayesian framework. In [8], an information-theoretic measure, namely, mutual information (MI) was employed to address the PMU placement problem, where the objective was to maximize the MI between PMU measurements and power system states to obtain highly “informative” PMU configurations. Similar observability and data transmission constraints were considered in [9] and [10].

However, studies in the aforementioned references did not fully utilize the electrical influence - power injections and phase angle differences - between components in the power grid. Though various case studies were performed, the models considered did not provide a realistic scenario for optimal system operation. Furthermore, the dynamics of the system states were not accounted for, thus motivating the study in this paper.

III. POWER SYSTEM STATE DYNAMICS

We consider a power system comprising power flow meters, transmission lines and buses. Let us suppose there are N buses in the system. We use i and j to denote the bus indices; i, j ∈ {1, . . . , N}. Then, the system state vector to be estimated is of the following form: $x = [\theta_1, \theta_N, V_1, \ldots, V_N]$, where $\theta_i$ and $V_i$ denote the phase angle and magnitude of the voltage at the i-th bus, respectively. The phase angle $\theta_1$ of the reference bus is assumed known.

The power system dynamics is specified by the following general state transition model. Letting $t = 1, 2, \ldots$ to be the time index, the state variable at time $t$ is specified by

$$x_t = f_t(x_{t-1}) + w_t,$$  \hspace{1cm} (1)

where, for every time step $t$, $f_t$ denotes the state transition function and $w_t$ denotes the state noise vector, which is assumed to be i.i.d. Gaussian with known statistics.

In this section, we present a procedure to compute the state transition function $f_t$ at each time step. Relevant references in the existing literature include [20], where a unity transition matrix is employed to model the slowly changing system state, while in [21] a constant term is added to the tracking model to improve state forecasting at each time step. In [22], Holt’s exponential smoothing is used to update the parameters of the state transition matrix, which is taken to be diagonal; the updating is performed for every set of new measurements. In [23], the state transition is modeled using a time-variant diagonal matrix, which is updated based on load forecasting. In [24], the authors employ a unit state transition matrix; however, they account for the effect of adjacent buses on the behavior of the system states and the state transition model is based on the nodal analysis. An overview of existing work in this direction can be found in [25].

In this paper, we take into account the effect of adjacent buses on the system states and consider a block diagonal matrix to model the state transition function, a method first devised in [26]. Let us consider the system state vector $x_t = [\theta_{1,t}, \ldots, \theta_{N,t}, V_{1,t}, \ldots, V_{N,t}]$ at time $t$. From (1), we have
For an observation interval of length $M$, \( \mathbf{X}_{t}^{(1:{M})} \) can be compactly written as
\[
\mathbf{X}_{t}^{(1:{M})} = \mathbf{F}_{t} \mathbf{X}_{t-1}^{(1:{M})} + \mathbf{W}_{t}^{(1:{M})},
\] (3)
where $\mathbf{X}_{t}^{(1:{M})} = [\mathbf{x}_{t}, \ldots, \mathbf{x}_{t-M}]$, $\mathbf{X}_{t-1}^{(1:{M})} = [\mathbf{w}_{t}, \ldots, \mathbf{w}_{t-M}]$, and $\mathbf{F}_{t}$ is the state transition matrix. The dimensions of matrices $\mathbf{X}_{t}$, $\mathbf{X}_{t-1}$ and $\mathbf{W}_{t}$ are $(2N - 1) \times M$, while that of $\mathbf{F}_{t}$ is $(2N - 1) \times (2N - 1)$. Note that, for \( M \geq 2N - 1 \). By decoupling the voltage magnitude and phase angles, the state transition matrix can be written as
\[
\mathbf{F}_{t} = \begin{bmatrix} \mathbf{A}_{t} & \mathbf{0} \\ \mathbf{0} & \mathbf{B}_{t} \end{bmatrix},
\] (4)
where for every $M$, the sub-matrix $\mathbf{A}_{t}$ with dimensions $(N - 1) \times (N - 1)$ corresponds to the phase angle transitions in $\mathbf{X}_{t}^{(1:{M})}$, while the sub-matrix $\mathbf{B}_{t}$ with dimensions $N \times N$ corresponds to voltage magnitude transitions in $\mathbf{X}_{t}^{(1:{M})}$. Following the procedure in \([26]\) Section III], we obtain the least square estimates of the state transition function corresponding to the phase angles and voltage magnitudes at every time step $t$. From the state transition model \( \mathbf{X} \), the following expression can be written for the phase transition block $\mathbf{A}_{t}$:
\[
x_{t}(i) = \mathbf{A}(i)x_{t-1} + w_{x}(i),
\] (5)
where $i = 1, \ldots, N - 1$, $x_{t}(i)$ is the $i^{th}$ entry of $\mathbf{x}_{t}$, $\mathbf{A}(i)$ is the $i^{th}$ row of the phase angle transition matrix $\mathbf{A}$, $x_{t-1}$ is the column vector of phase-angles at time $t$, and $w_{x}(i)$ is the $i^{th}$ entry of the state noise vector $\mathbf{w}_{t}$ at time $t$. \( \mathbf{A} \) can be compactly written as
\[
x_{t}(i) = \mathbf{x}_{t-1}^{T} \mathbf{A}(i) + w_{x}(i).
\] (6)
Given an observation interval $M$, we have
\[
x_{t}(i) = \mathbf{x}_{t-1}^{T} \mathbf{A}(i) + w_{x}(i),
\] (7)
\[
x_{t-1}(i) = \mathbf{x}_{t-2}^{T} \mathbf{A}(i) + w_{x}(i),
\] (7)
\[
\vdots
\]
\[
x_{t-M}(i) = \mathbf{x}_{t-M}^{T} \mathbf{A}(i) + w_{x}(i),
\] (7)
which can be written as
\[
x_{t}^{(1:{M})} = \mathbf{x}_{t-1}^{(1:{M})} \mathbf{A}(i) + \mathbf{w}_{x}^{(1:{M})},
\] (8)
where the dimensions of $\mathbf{x}_{t}$, $\mathbf{x}_{t-1}$, $\mathbf{A}(i)$ and $\mathbf{w}_{x}$ are $M \times 1$, $M \times (N - 1)$, $1 \times (N - 1)$ and $M \times 1$, respectively. $\mathbf{A}(i)$ is updated once every new measurements are available, and is calculated using least squares method as follows:
\[
\hat{\mathbf{A}}(i) = \left( \mathbf{x}_{t-1}^{(1:{M})} \mathbf{x}_{t-1}^{(1:{M})} \right)^{-1} \mathbf{x}_{t-1}^{(1:{M})} \mathbf{x}_{t},
\] (9)
Each row of the phase angle transition matrix is obtained using \( \hat{\mathbf{A}}(i) \). The same procedure is used to update the sub-matrix $\mathbf{B}_{t}$, corresponding to voltage magnitudes.

IV. ELECTRICAL STRUCTURE OF THE POWER NETWORK

In this section, we review the electrical structure of the power network. The concept of resistance distance is introduced, and the procedure to derive the binary connectivity matrix of a given power grid is presented. The exposition presented here follows from \([14, Section III]\), with minor differences in the derivation of the distance matrix.

The sensitivity between power injections and nodal phase angles differences can be utilized to characterize the electrical influence between network components. The electrical structure of the power network can then be understood by measuring the amount of electrical influence that one component has on another in the network. The measurement of this electrical influence necessitates a metric system. Mathematically, this can be accomplished by first deriving the sensitivity matrix, which can be obtained by standard methods. The complement of the sensitivity matrix is called the distance matrix, whose entries quantify the electrical influence that each component has on the other - zero value indicates that two components are perfectly connected, while a large number indicates that the corresponding components have negligible electrical influence on each other. This electrical distance was proved to be a formal distance metric, and was employed to address various problems in power systems.

Another method to measure the electrical influence between network components is to derive the resistance distance \([19]\), which is the effective resistance between points in a network of resistors. Consider a network with $N$ nodes, described by the conductance matrix $\mathbf{G}$. Let $V_{j}$ and $g_{ij}$ denote the voltage magnitude at node $j$ and the conductance between nodes $i$ and $j$, respectively. The current injection at node $i$ is then given by
\[
I_{i} = \sum_{j=1}^{N} g_{ij} V_{j}.
\] (10)
$\mathbf{G}$ acts as a Laplacian matrix to the network, provided there are no connections to the ground, i.e., if $\mathbf{G}$ has rank $N - 1$. The singularity of $\mathbf{G}$ can be overcome by letting a node $r$ have $V_{r} = 0$. The conductance matrix associated with the remaining $N - 1$ nodes is full-rank, and thus we have
\[
V_{k} = \mathbf{G}^{-1} I_{r}, k \neq r.
\] (11)
Let the diagonal elements of $G_{kk}^{-1}$ be denoted $g_{kk}^{-1}$, $\forall k$, indicating the change in voltage due to current injection at node $k$ which is grounded at node $r$. The voltage difference between a pair of nodes $(i, j)$, $i \neq j \neq r$, is computed as follows:

$$e(i, j) = g_{ii}^{-1} + g_{jj}^{-1} - g_{ij}^{-1} - g_{ji}^{-1},$$

indicating the change in voltage due to injection of 1 Ampere of current at node $i$ which is withdrawn at node $j$. $e(i, j)$ is called the resistance distance between nodes $i$ and $j$, and describes the sensitivity between current injections and voltage differences. In matrix form, letting $\Gamma \equiv \text{diag}(G_{kk}^{-1})$, we have $\forall k \neq r$

$$E_{kk} = 1\Gamma^T + \Gamma 1^T - G_{kk}^{-1} - [G_{kk}^{-1}]^T,$$

$$E_{rk} = \Gamma^T,$$

$$E_{kr} = \Gamma.$$  \hspace{1cm} (13)

The resistance distance matrix $E$ possesses the properties of a metric space [12].

To derive the sensitivities between power injections and phase angles, we start with the upper triangular part of the Jacobian matrix $J$ obtained from the power flow analysis. Note that, $J$ is a function of $\Delta|V|$ and $\Delta\theta$, which denote the sensitivities in power injections and nodal phase angle differences, respectively, between network components. By letting $G = J$, the resulting distance matrix $E$ measures the incremental change in phase angle difference ($\theta_i - \theta_j$) between two nodes $i$ and $j$, given an incremental average power transaction between those nodes, assuming the voltage magnitudes are held constant. It was proved in [14] Appendix] that $E$, thus defined, satisfies the properties of a distance matrix, as long as all series branch reactance are nonnegative.

For a power grid with $N$ buses, the distance matrix $E$ translates into an undirected graph with $N(N-1)$ weighted branches. In order to compare the grid with an undirected power transaction between those nodes, assuming the voltage magnitudes are held constant. It was proved in [14, Appendix] IEEE test bus systems for use in the PMU placement problem. Thus, we see that the matrix $E$ possesses the properties of a metric space [19].

The state transition noise $w_t$ was assumed to be i.i.d. across time, sampled from a Gaussian distribution with mean zero and variance $\sigma^2$; for the experiments conducted in this paper, we let $\sigma^2 = 1$. The bus and branch data, required to derive the power-flow Jacobian matrices, were obtained using MATPOWER [27]. The binary integer programming tool of Matlab was used to solve the problem formulated in (18) at each time unit. The goal was to obtain the minimum number of PMUs at every time step by solving the placement problem based on the electrical structure of the power network for complete network observability without zero injection measurements.

The results are shown in Table II, where the minimum number of PMUs per IEEE test bus systems over an observation interval of 100 time units are tabulated. Owing to the dynamic nature of voltage magnitudes and phase angles, the network connectivity matrix $C_t$ evolves with time; the subscript $t$ signifies the time dependence. Therefore, the minimum number of PMUs obtained at each time step may be different from that obtained during the previous time instant. There are also several instances where the minimum number of PMUs remains constant over an observation interval.

However, it is important to recognize that the PMU configurations (i.e. placement) vary over time, though the minimum number of PMUs does not change. This fact can be seen in Table II where we show the placement of PMUs for the IEEE-14 bus network between the 40th and 45th time units. As shown in Table II, though the minimum number (i.e., 7)
of PMUs remains the same for the given observation interval, the optimal locations vary.

The variations are clearly due to the dynamic nature of the system states, which causes the connectivity matrix to vary with time. Therefore, for each time unit, the optimal decision vector $d_t$ might be different from that of the previous or next time instant. Therefore, for wide-area system monitoring, state estimation and control of the power grid, the study conducted in this paper suggests to install a PMU on each bus of the given power network.

Future work would involve extensions to the case of incomplete network observability (for definition, see [1]). Other avenues include the study of implications of the results presented in this paper on state estimation and wide-area monitoring and control. Since the proposition is to populate the power network with PMUs, efficient communication architectures to transmit/receive phasor data across the network also demands attention.

VII. CONCLUSION

We studied the impact of the dynamic nature of states of the power system on the PMU placement problem. We approached the problem from the viewpoint of the electrical structure to account for the sensitivity between power injections and nodal phase angle differences between various buses in the electric grid. The time evolution of the system states was captured by a linear dynamic model and the state transition function was estimated at each time instant. The placement problem was formulated as a series of minimization programs, with the goal to obtain the minimum number of PMUs at each time step for complete network observability in the absence of zero injection measurements. Experiments were conducted on IEEE-14, IEEE-30, IEEE-39, IEEE-57 and IEEE-118 test bus systems. Unlike existing results on this problem, our study suggests to install a PMU on each bus of the given network for optimal system operation, since (i) the minimum number of PMUs to achieve the desired objective varies with time and (ii) the optimal locations vary with time even though the minimum number of PMUs is the same for these time instants.
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| Time | IEEE-14 | IEEE-30 | IEEE-39 | IEEE-57 | IEEE-118 |
|------|---------|---------|---------|---------|---------|
| 1    | 8       | 22      | 30      | 39      | 91      |
| 2    | 7       | 21      | 26      | 37      | 81      |
| 3    | 7       | 21      | 26      | 37      | 80      |
| 4    | 6       | 20      | 28      | 36      | 115     |
| 5    | 6       | 19      | 27      | 36      | 78      |
| 6    | 5       | 19      | 28      | 38      | 79      |
| 7    | 5       | 19      | 27      | 34      | 78      |
| 8    | 6       | 18      | 26      | 36      | 78      |
| 9    | 6       | 18      | 25      | 36      | 77      |
| 10   | 5       | 17      | 24      | 37      | 79      |
| 11   | 6       | 17      | 24      | 37      | 80      |
| 12   | 6       | 16      | 24      | 38      | 78      |
| 13   | 6       | 17      | 24      | 38      | 79      |
| 14   | 7       | 17      | 23      | 37      | 77      |
| 15   | 7       | 16      | 23      | 37      | 77      |
| 16   | 7       | 16      | 23      | 37      | 78      |
| 17   | 7       | 17      | 23      | 37      | 79      |
| 18   | 7       | 17      | 23      | 37      | 79      |
| 19   | 7       | 17      | 23      | 38      | 77      |
| 20   | 7       | 17      | 23      | 37      | 78      |
| 21   | 7       | 18      | 23      | 36      | 80      |
| 22   | 7       | 18      | 23      | 36      | 80      |
| 23   | 7       | 18      | 23      | 35      | 80      |
| 24   | 7       | 17      | 22      | 35      | 79      |
| 25   | 7       | 18      | 22      | 36      | 78      |
| 26   | 7       | 18      | 23      | 35      | 78      |
| 27   | 7       | 18      | 22      | 35      | 80      |
| 28   | 7       | 18      | 22      | 35      | 80      |
| 29   | 7       | 18      | 22      | 35      | 80      |
| 30   | 7       | 17      | 23      | 36      | 79      |
| 31   | 7       | 17      | 23      | 36      | 80      |
| 32   | 7       | 17      | 22      | 36      | 80      |
| 33   | 7       | 17      | 22      | 35      | 80      |
| 34   | 7       | 17      | 22      | 35      | 79      |
| 35   | 7       | 17      | 22      | 35      | 79      |
| 36   | 7       | 17      | 22      | 35      | 79      |
| 37   | 7       | 17      | 22      | 35      | 80      |
| 38   | 7       | 17      | 22      | 35      | 78      |
| 39   | 7       | 17      | 22      | 36      | 79      |
| 40   | 7       | 17      | 22      | 35      | 80      |
| 41   | 7       | 18      | 22      | 36      | 80      |
| 42   | 7       | 18      | 22      | 35      | 81      |
| 43   | 7       | 18      | 22      | 35      | 82      |
| 44   | 7       | 18      | 22      | 35      | 82      |
| 45   | 7       | 18      | 22      | 35      | 82      |
| 46   | 7       | 18      | 22      | 35      | 82      |
| 47   | 7       | 18      | 22      | 35      | 83      |
| 48   | 7       | 17      | 22      | 35      | 83      |
| 49   | 7       | 18      | 22      | 35      | 83      |
| 50   | 7       | 17      | 22      | 35      | 83      |
| 51   | 7       | 18      | 22      | 35      | 83      |
| 52   | 7       | 18      | 22      | 35      | 82      |
| 53   | 7       | 18      | 22      | 35      | 83      |
| 54   | 7       | 18      | 23      | 35      | 83      |
|   |   |   |   |   |
|---|---|---|---|---|
| 55 | 7 | 18 | 22 | 35 | 83 |
| 56 | 7 | 18 | 22 | 35 | 83 |
| 57 | 7 | 18 | 22 | 35 | 82 |
| 58 | 7 | 18 | 22 | 35 | 82 |
| 59 | 7 | 19 | 22 | 35 | 83 |
| 60 | 7 | 18 | 22 | 35 | 84 |
| 61 | 7 | 18 | 22 | 35 | 83 |
| 62 | 7 | 18 | 22 | 35 | 83 |
| 63 | 7 | 18 | 22 | 35 | 83 |
| 64 | 7 | 19 | 22 | 35 | 83 |
| 65 | 7 | 18 | 22 | 35 | 83 |
| 66 | 7 | 19 | 22 | 35 | 83 |
| 67 | 7 | 18 | 21 | 35 | 82 |
| 68 | 7 | 18 | 22 | 35 | 82 |
| 69 | 7 | 18 | 22 | 35 | 82 |
| 70 | 7 | 19 | 22 | 35 | 81 |
| 71 | 7 | 18 | 22 | 35 | 82 |
| 72 | 7 | 19 | 22 | 35 | 83 |
| 73 | 7 | 19 | 22 | 35 | 82 |
| 74 | 7 | 19 | 22 | 35 | 81 |
| 75 | 7 | 19 | 22 | 35 | 82 |
| 76 | 7 | 18 | 21 | 35 | 81 |
| 77 | 7 | 18 | 22 | 35 | 82 |
| 78 | 7 | 19 | 22 | 35 | 82 |
| 79 | 7 | 19 | 22 | 35 | 82 |
| 80 | 7 | 19 | 21 | 35 | 83 |
| 81 | 7 | 19 | 21 | 35 | 82 |
| 82 | 7 | 19 | 22 | 35 | 83 |
| 83 | 7 | 19 | 22 | 35 | 83 |
| 84 | 7 | 19 | 21 | 35 | 82 |
| 85 | 7 | 19 | 21 | 35 | 83 |
| 86 | 7 | 18 | 22 | 35 | 82 |
| 87 | 7 | 18 | 22 | 35 | 83 |
| 88 | 7 | 17 | 22 | 35 | 83 |
| 89 | 7 | 19 | 22 | 35 | 83 |
| 90 | 7 | 19 | 22 | 35 | 83 |
| 91 | 7 | 19 | 23 | 35 | 81 |
| 92 | 7 | 18 | 23 | 35 | 82 |
| 93 | 7 | 18 | 22 | 35 | 81 |
| 94 | 7 | 18 | 22 | 35 | 81 |
| 95 | 7 | 18 | 22 | 35 | 82 |
| 96 | 7 | 18 | 22 | 35 | 83 |
| 97 | 7 | 18 | 22 | 35 | 83 |
| 98 | 7 | 18 | 22 | 35 | 82 |
| 99 | 7 | 18 | 22 | 35 | 84 |
| 100 | 7 | 18 | 22 | 35 | 82 |

**TABLE II:** Minimum number of PMUs for IEEE test bus systems for 100 time steps.