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Abstract—In this work, we use iterative Linear Quadratic Gaussian (iLQG) to plan motions for a mobile robot with range sensors in belief space. We address two limitations that prevent applications of iLQG to the considered robotic system. First, iLQG assumes a differentiable measurement model, which is not true for range sensors. We show that iLQG only requires the differentiability of the belief dynamics. We propose to use a derivative-free filter to approximate the belief dynamics, which does not require explicit differentiability of the measurement model. Second, informative measurements from a range sensor are sparse. Uninformative measurements produce trivial gradient information, which prevent iLQG optimization from converging to a local minimum. We densify the informative measurements by introducing additional parameters in the measurement model. The parameters are iteratively updated in the optimization to ensure convergence to the true measurement model of a range sensor. We show the effectiveness of the proposed modifications through an ablation study. We also apply the proposed method in simulations of large scale real world environments, which show superior performance comparing to the state-of-the-art methods that either assume the separation principle or maximum likelihood measurements.
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I. INTRODUCTION

Motion planning is essential for autonomy of a robot in completing a task. In practice, robotic systems are subject to unmodeled dynamics or environment, which is often compensated by introducing random processes, i.e. noise, to the system model. The noise needs to be explicitly considered in the motion planning in order to complete a task reliably. In this work, we refer to such motion planning problems as stochastic motion planning. More specifically, we consider the problem of navigating a car-like robot with a range sensor.

A principled way to solve stochastic motion planning is to model the problem as a Partially Observed Markov Decision Process (POMDP) [1]. Methods following this approach are often known as belief space planning in the robotics community. van den Berg et al. [2] extend iterative Linear Quadratic Regulator (iLQR) [3] to belief dynamics, and propose (belief space) iterative Linear Quadratic Gaussian (iLQG), which solves a local optimal control policy for a continuous POMDP. Superior performance is shown in [2] for light-dark domain problems, where measurements have small or large noise in light or dark regions respectively. However, few work has reported successful applications of iLQG for more common sensors, such as range sensors considered in this work.

We summarize the reasons for the lack of applications of iLQG to range sensors as follows. First, iLQG requires the underlying system to have differentiable motion and measurement models. However, because of the discontinuity in the environment, the range sensor model is often nondifferentiable. Second, informative measurements, i.e. measurements that are effective in reducing localization uncertainty, from range sensors are sparse. To elaborate, informative measurements can only be obtained if obstacles are within the maximum sensing range of the beams. If the robot is sufficiently far from the obstacles with all measurements saturated at the maximum range, it cannot be known where to move to collect informative measurements by just locally perturbing the robot state. In terms of optimization, it means a majority of states are saddle points, providing trivial gradient information and preventing iLQG from converging to a local minimum.

Contributions: In this work, we apply iLQG to solve the stochastic motion planning problem for car-like robots with range sensors by addressing the previously mentioned two limitations. Our contributions are summarized as follows:

First, the application of iLQG only requires the belief dynamics to be differentiable. We show that the differentiability of the true discrete-time belief dynamics, modeled by a Bayes filter, is independent of the underlying motion or measurement models. The explicit requirement for differentiability in [2] is because of the use of an Extended Kalman Filter (EKF) in approximating the belief dynamics. To overcome this issue, we propose to use a derivative-free filter based on an Unscented Kalman Filter (UKF) in belief dynamics modeling.

Second, the discontinuity of the noise standard deviation of a range sensor model can be understood as the cause of sparse informative measurements. The noise standard deviation is nominal when the measurement is within the sensing range, which is otherwise infinity. We propose to approximate the step function with a sigmoid function, which is equivalent to introducing an artificial gradient into the optimization, therefore, densifying the informative measurements. By properly scheduling the sigmoid parameters in an outer loop of iLQG, the modified measurement model eventually converges to the true model, ensuring that the resulting control policy is designed for the original system.

In the experiments, we demonstrate the effectiveness of
the proposed modifications through an ablation study. The proposed method is also applied to large scale real world environments mapped with real Lidar data. We show the superior performance of the proposed method by comparing it with state-of-the-art methods that either assume the separation principle or maximum likelihood measurements.

II. RELATED WORKS

Most robotic applications [4]–[6] that involve perception action loops invoke the separation principle [7, Ch.4] to simplify the development of planning/control algorithms, which is hard to justify for nonlinear systems. Relying on the separation principle implies ignoring the stochasticity in state estimation. Although the advancement of estimation algorithms with various sensors, the estimation may not be sufficiently accurate due to environmental conditions or theoretical limitations. The mismatch between the estimated and the true state can lead to undesired consequences such as collisions. Recent works on perception-aware planning [8], [9] attempt to address this issue by introducing perception-related costs into the objective function of planning. The resulting trajectories demonstrate active localization behavior. However, the relationship between the heuristically defined perception costs and the actual estimation uncertainty remains unclear.

As mentioned in Sec. I, belief space planning is a principled way of solving stochastic motion planning problems, which directly plans for the belief instead of the state of a system. The major difficulty is that all future measurement sequences have to be rollout in order to determine an optimal policy. A large body of literature [10]–[12] simplifies the problem with maximum likelihood measurement assumption, where only the maximum likelihood measurement sequence is evaluated. Du Toit [13] shows that the assumption introduces artificial information, which makes the resulting control policy less robust if the actual future measurements differ from the ones with maximum likelihood.

Related to the modifications introduced in this work, van den Berg [2] briefly mentions that UKFs could replace EKFs to approximate belief dynamics. Nishimurai [14] also applies a UKF as belief dynamics approximation in an active multi-target tracking problem with (unlimited) range measurements. In both works, the application of UKFs are not intended for nondifferentiable system models. Bachrach [15] shares the same spirit with this work, where a UKF is applied in the belief roadmap (BRM) framework [10] for nondifferentiable measurement models of RGB-D cameras. One technical flaw cannot be avoided in [15]. With the application of UKF in BRM, the computation of “transfer functions” of covariance requires the prior uncertainty, which is unavailable while constructing the roadmap.

A few works [16]–[18] consider randomness in measurement acquisition, which is similar to the sparse informative measurements problem. Patil et al. [16] introduces signed distance field to model sensing regions. The use of signed distance field implicitly assumes the direction of movement for obtaining measurements is unique and known a priori, which is not true for range sensors. Indelman et al. [17] and Chaves et al. [18] introduce Bernoulli random variables to model the randomness in measurement acquisition. In [17], the binary random variable is computed with the expected value of the state, where the assumption introduces artificial information, which makes the resulting control policy less robust if the actual future measurements differ from the ones with maximum likelihood.

III. PRELIMINARIES

In this section, we briefly review iLQG in [2]. Consider a discrete-time system with motion and measurement models in the form of,

\[ x_{t+1} = f(x_t, u_t, m_t), \quad m_t \sim \mathcal{N}(0, \Sigma_m), \]
\[ z_t = h(x_t, n_t), \quad n_t \sim \mathcal{N}(0, \Sigma_n). \]  \hspace{1cm} (1)

where \( x, u, z \) are the state, control, and measurement. \( m \) and \( n \) are the Gaussian motion and measurement noises.

If both motion and measurement models are differentiable, an EKF can be applied to approximate the belief dynamics. In EKFs, belief is approximated with Gaussian distributions, \( \mathcal{N}(\hat{x}, \Sigma) \), where \( \hat{x} \) is the estimated mean of the state, \( \Sigma \) is the covariance. With the latest controls and measurements, the belief is updated as,

\[ \hat{x}_{t+1} = f(\hat{x}_t, u_t, 0) + K_{t+1}(z_{t+1} - h(\hat{x}_t, u_t, 0)), \]
\[ \sqrt{\Sigma_{t+1}} = \sqrt{\Gamma_t - K_{t+1}H_{t+1}\Gamma_t}. \]  \hspace{1cm} (2)

where,

\[ \Gamma_t = A_t\Sigma_tA_t^T + M_tM_t^T, \]
\[ K_{t+1} = \Gamma_tH_{t+1}(H_{t+1}\Gamma_tH_{t+1}^T + N_{t+1}N_{t+1}^T)^{-1}, \]
\[ A_t = \frac{\partial f}{\partial x}(\hat{x}_t, u_t, 0), \quad M_t = \frac{\partial f}{\partial m}(\hat{x}_t, u_t, 0), \]
\[ H_{t+1} = \frac{\partial h}{\partial x}(f(\hat{x}_t, u_t, 0), 0), \quad N_{t+1} = \frac{\partial h}{\partial n}(f(\hat{x}_t, u_t, 0), 0). \]

Algorithm 1: iLQG

Input: initial policy \( \{b_0, \pi_0, \ldots, b_1\} \).

Output: local optimal policy \( \{\pi_0^*, \pi_1^*, \ldots, \pi_{l-1}^*\} \).

1. Initialize \( \{\pi_0^*, \pi_1^*, \ldots, \pi_{l-1}^*\} \) with \( \{\pi_0, \ldots, \pi_{l-1}\} \).

2. while policy has not converged do

3. Generate the nominal trajectory \( \{b_0, a_0, \ldots, b_l\} \) with \( \bar{u}_t = \pi_t^*(b_t) \).

4. Approximate the final step optimal value function \( V_l^* \) with a second-order Taylor expansion of \( c_l \) in \( \{b_1\} \) around \( b_1 \).

5. for \( t \) from \( l - 1 \) to \( 0 \) do

6. Approximating \( \Phi \) in (3) with a first-order Taylor expansion around \( b_t \) and \( \bar{u}_t \) to produce a linear belief dynamics \( \Phi' \).

7. Approximating \( c_l \) in (3) with a second-order Taylor expansion around \( b_t \) and \( \bar{u}_t \) to produce a quadratic stage cost \( c_t^* \).

8. Solve for \( \pi_t^* \) and \( V_t^* \) through minimizing

\[ c_t^* + E\{V_{t+1}(\Phi')\}. \]

9. end

10. end
Instead of \( \Sigma \), its square root, \( \sqrt{\Sigma} \) (the Cholesky factorization of \( \Sigma \)), is used for numerical stability. We may also take advantage of the sparsity of \( \sqrt{\Sigma} \), and represent the belief in a vector form, 
\[
b = (x^\top, \text{vech}(\sqrt{\Sigma})^\top),
\]
where \( \text{vech}(\sqrt{\Sigma}) \) stacks the lower (or equivalently upper) triangular entries of \( \sqrt{\Sigma} \) as a vector. With the new belief representation, the belief dynamics in (2) is rewritten as,
\[
b_{t+1} = \left( f(\hat{x}_t, u_t, 0) + \sqrt{K_{t+1}H_{t+1}^\top}w_{t+1}\right),
\]

where \( w_{t+1} \sim \mathcal{N}(0, I) \) is the normalized innovation noise.

The objective is to find the control policy \( u^* = \pi(t) \) that minimizes the following summation of cost functions over a finite horizon,
\[
V_0(b_0) = \mathbb{E}\left\{ \sum_{t=0}^{T-1} c_t(b_t, u_t) + c_T(b_T) \right\},
\]

where \( c_t(\cdot) \)'s and \( c_T(\cdot) \) are assumed to be second-order differentiable with positive-(semi)definite Hessians.

The key observation in [2] is that an EKF has the form,
\[
b_{t+1} = \Phi(b_t, u_t, z_{t+1}),
\]

sharing the same form as the motion model in (I). Specially, \( b \) is the (belief) state, \( u \) is the control input, and \( z \) plays the role of motion noise. Therefore, one can apply iLQR [3] on (5) to obtain a local optimal feedback policy of belief.

The general framework of iLQG is summarized in Alg. 1. Given an initial control policy \( u_0 = \pi_0(b_0) \), the original nonlinear optimization problem is converted to an LQG by approximating the belief dynamics and the cost functions through first and second order Taylor expansions respectively. The control policy for the LQG can be solved recursively through dynamic programming. With the new control policy, the nominal trajectory is updated which is then used to update the approximations for the belief dynamics and costs for the next iteration. We omit steps like line search or trust region methods in Alg. 1 for brevity. Details of the iLQG steps can be found in [2].

IV. PROBLEM FORMULATION

In this work, we consider the problem of navigating a car-like mobile robot with range sensors in a known environment. We assume the mobile robot is controlled with velocity command. The discrete-time dynamics is,
\[
\xi = \begin{pmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} u_t + m_t \end{pmatrix}, \quad m_t \sim \mathcal{N}\left( 0, \begin{pmatrix} \sigma_v & 0 \\ 0 & \sigma_\omega \end{pmatrix} \right),
\]

\[
x_{t+1} = f(x_t, u_t, m_t) = x_t \circ \exp(\xi \cdot \tau).
\]

In (6), \( x \in SE(2) \) is the state of the mobile robot. \( u = (v, \omega)^\top \in \mathbb{R}^2 \) is the control input, consisting of linear velocity, \( v \), and angular velocity, \( \omega \). \( m \) is the \( i.i.d. \) motion noise. \( \xi \) is the 2-D twist. \( \tau \) is the duration of each discrete time step. Finally, \( \circ \) and \( \exp(\cdot) \) denote the composition and exponential operations on \( SE(2) \). Note that, for brevity in here and the following, we omit \( \cdot \) or \( \circ \) operations that convert elements in Lie algebra between matrix and vector representations.

The mobile robot is equipped with a range sensor (e.g. Lidars or RGB-D Cameras) for localization. The range sensor is modeled as follows,
\[
n_t = (n_1^t, n_2^t, \ldots, n_m^t)^\top \sim \mathcal{N}(0, I), \quad z_i^t = r(x_t, o, \theta^i) + N(r(x_t, o, \theta^i))n_i^t, \quad i = 1, \ldots, m,
\]

\[
N(r) = \begin{cases} \sigma_n & \text{if } r < r_m, \\ \infty & \text{otherwise}, \end{cases}
\]

In (7), \( z \in \mathbb{R}^m \) consists of range measurements from \( m \) beams. \( n \) is the \( i.i.d \) measurement noise. \( o \) is the known map in the form of occupancy grid. \( r(x, o, \theta) \) models the ray casting process of a beam oriented at \( \theta \) in the frame \( x \). The noise standard deviation of a range measurement is scaled by \( N(r) \). The noise has standard deviation \( \sigma_n \) if the predicted range \( r \) is within the maximum sensing range \( r_m \). Otherwise, the noise standard deviation is infinite. Note that the measurement model in (7) does not exactly match the behavior of a range sensor in practice when \( r \geq r_m \). In the cases that \( r \geq r_m \), range measurements often saturate at \( r_m \). In this work, the measurement model is only used to construct belief dynamics. Setting the noise standard deviation to infinity means that measurements with \( r \geq r_m \) have no effect in belief update. The same assumption is often applied in practical range sensor based estimation algorithms [19].

With the measurement model in (7), an EKF, as used in Sec. III, is no longer suitable to model the belief dynamics. Since the environment modeled by \( o \) is often discontinuous, the ray casting function \( r(\cdot) \) in (7) is non-differentiable. For now, we simply leave the belief dynamics in its general form (5). The actual function \( \Phi(\cdot) \) will be specified in Sec. V.

As in Sec. III we assume the motion planning task can be modeled by an objective function formulated as (1), where the stage costs \( c_l(\cdot) \)'s and terminal cost \( c_T(\cdot) \) are second order differentiable with positive-(semi)definite Hessians. A control policy is then to be solved by optimizing the objective.

V. APPROACH

In this section, we address the issues that prevent the application of iLQG to system defined in Sec. IV namely the nondifferentiable measurement model and sparse informative measurements. At the end of this section, we also introduce the cost functions used in this work to model the motion planning task in an obstructed environment.

A. UKF Belief Dynamics

The key insight is that the application of iLQG only requires differentiability of the belief dynamics in (5). The requirement of explicit differentiability of the motion and measurement models in (2) is because of the usage of an EKF to approximate belief dynamics. In Appendix, we show that the true belief dynamics, modeled by a Bayes filter, is differentiable with weak assumptions. The assumptions are trivially satisfied in (5) since system noises follow Gaussian distributions. In this work, we use a derivative free filter, a UKF, to model the belief
In an (on-manifold) UKF [20], belief, $N(x, \Sigma)$, is approximated with $2n+1$ sigma points with $n$ for the state dimension.

$$s^i = x \circ \exp \left( \sqrt{(n+\lambda)\Sigma}^i \right),$$

$$s^{i+n} = x \circ \exp \left( -\sqrt{(n+\lambda)\Sigma}^i \right),$$

$$s^{i} = x, \quad i = 1, 2, \ldots, n.$$  \hfill (8)

In [5], $\lambda = \alpha^2(n+\kappa) - n$, where $\alpha$ and $\kappa$ control the spread of the sigma points. The notation $A^{(i)}$ refers to the $i^{th}$ column in matrix $A$. The weights for the sigma points are,

$$w_{0}^i = \frac{\lambda}{n+\lambda}, \quad w_{m}^i = \frac{\lambda}{n+\lambda} + (3-\alpha^2),$$

$$w_{s}^i = \frac{1}{2(n+\lambda)}, \quad i = 1, 2, \ldots, 2n.$$  \hfill (9)

$w_{m}$'s and $w_{s}$'s are used to recover the first and second moments of the Gaussian distribution respectively. We define $S = s(x, \Sigma)$ with $S = \{(s^i, w_{m}^i, w_{s}^i), i = 0, 1, \ldots, 2n\}$, to represent the process of generating sigma points, and the weights, from a Gaussian distribution, $N(x, \Sigma)$.

At the prediction step, sigma points generated with $N(x_{t+1}, \Sigma_{t+1})$ are propagated through the motion model to obtain the prior belief $N(x_{t+1}, \Sigma_{t+1})$,

$$S_t = s(x_t, \Sigma_t), \quad \xi_t^i = \log(f^{-1}(s^0_t, u_t, 0) \circ f(s^i_t, u_t, 0)), \quad \Sigma_t = \sum_{i=0}^{2n} w_t^i \xi_t^i \xi_t^i \Sigma_t + M_t \Sigma_t M_t^\top,$$

with $M_t = \partial f(\bar{x}_t, u_t, 0) / \partial m_t$.

At the update step, the posterior belief is obtained based on the difference between the actual measurement and the measurements predicted with the sigma points,

$$S_t = s(x_{t+1}, \Sigma_{t+1}), \quad \xi_{t+1}^i = \bar{x}_{t+1}^\top \circ s_{t+1}^i,$$

$$\delta_{t+1}^i = h(s_{t+1}^i, 0) - \bar{z}_{t+1},$$

$$V_{t+1} = \sum_{i=0}^{2n} w_{t}^i \delta_{t+1}^i \delta_{t+1}^i + N_{t+1} \Sigma_{t+1} N_{t+1}^\top,$$

$$P_{t+1} = \sum_{i=0}^{2n} w_{t}^i \xi_{t+1}^i \Sigma_t \Sigma_t^\top, \quad K_{t+1} = P_{t+1} V_{t+1}^{-1},$$

$$\bar{x}_{t+1} = \bar{x}_{t+1} \circ \exp(K_{t+1}(z_{t+1} - \bar{z}_{t+1})), \quad \Sigma_{t+1} = \Sigma_{t+1} - K_{t+1} V_{t+1} K_{t+1} \Sigma_{t+1},$$

with $N_{t+1} = \partial h(\bar{x}_{t+1}, 0) / \partial n_{t+1}$.

By representing the belief $N(\bar{x}, \Sigma)$ in the vector form $(\bar{x}^\top, \text{vech}(\Sigma)^\top)^\top$, the belief dynamics modeled by a UKF can be rewritten compactly as,

$$b_{t+1} = \left( \bar{x}_{t+1} \circ \exp \left( \sqrt{K_{t+1} V_{t+1} K_{t+1}^\top} w_{t+1} \right) \text{vech}(\Sigma_{t+1} - K_{t+1} V_{t+1} K_{t+1}^\top) \right).$$  \hfill (12)

### Algorithm 2: iLQG with modified range sensor model

**Input:** initial policy $\{b_0, \pi_0, \ldots, b_l\}$

**Output:** local optimal policy $\{\pi^*_0, \pi^*_1, \ldots, \pi^*_l\}$

1. $\mu \leftarrow \mu_0, \nu \leftarrow \nu_0$
2. while $\mu < \mu_m$ and $\nu < \nu_m$ do
3.   Apply Alg. 1 to obtain $\{\pi^*_0, \pi^*_1, \ldots, \pi^*_l\}$
4.   $\mu \leftarrow \lambda \mu, \nu \leftarrow \lambda \nu, \lambda (\mu, \lambda \nu > 1)$
5. Update the belief in the nominal trajectory of the feedback policy with the new measurement model.
6. end

Note that (12) is in the same form of (3). Therefore, the iLQG as in Alg. 1 can be applied seamlessly.

### B. Densify Informative Measurements

As discussed in Sec. 4, applying iLQG naively with $\mu$ may not produce the desired control policy because of the sparsity of informative measurements. The issue can be better understood through the noise standard deviation $N(\cdot)$ in (7). $N(\cdot)$ is a step function (assuming infinity is replaced by a large enough finite value), the gradient of which is zero almost everywhere except at $r_m$. The lack of nonzero gradient of $N(\cdot)$ makes it hard for iLQG to locally determine controls that lead to informative measurements.

In this work, we address this issue by approximating $N(\cdot)$ with a sigmoid function shown as the following,

$$N_s(r) = \frac{\mu}{1 + e^{-\nu(r-r_m)}} + \sigma_n.$$  \hfill (13)

Recall that, in (7), $r_m$ is the maximum sensing range. $\sigma_n$ is the noise standard deviation when $r < r_m$. In (13), $\nu$ controls the gradient of $N_s(\cdot)$. By increasing $\nu, N_s(\cdot)$ is closer to a step function. $\mu$ controls the maximum value of $N_s(\cdot)$. Ideally, $\mu$ should be kept at a large value to simulate large noise standard deviation when $r \geq r_m$. However, consider the case of having a large $\mu$ but a small $\nu$ in (13). $N_s(r)$ would be large for all $r \geq 0$, making all measurements uninformative. Therefore, it is important to also set $\mu$ as a parameter which gradually approaches infinity with $\nu$ during the optimization.

With the modified range sensor model, iLQG can be applied. As shown in Alg. 2 an outer loop, controlling the change of $\mu$ and $\nu$, wraps around the original iLQG algorithm in Alg. 1. By increasing both $\mu$ and $\nu$ monotonically, $N_s(\cdot)$ converges to $N(\cdot)$. (Numerically, $N(\cdot)$ in (7) is not well defined because of the involvement of $\infty$. Here we assume $N(\cdot)$ can be approximated by $N_s(\cdot)$ at $\mu = \mu_m$ and $\nu = \nu_m$ with sufficient accuracy.) Therefore, the measurement model in iLQG would eventually converge to (7).

### C. Cost Functions

To model the motion planning task, the cost functions used in this work include three kinds of objectives, namely reaching
the goal, minimizing control effort, and avoiding collisions. More specifically, the stage cost is in the form of,
\[
c_t(b_i, u_i) = \log^+ (b_i^{-1} \circ b_j) \cdot Q_i^b \cdot \log(b_i^{-1} \circ b_j) + u_i^T R_i u_i - q_c \cdot \log \left( \Gamma^{-1}(1) \cdot \gamma \left(1, \frac{\sigma^2(b_i, o)}{2}\right) \right) + q_d \cdot d^{-1}(b_i, o).
\]

(14)

In (14), the first two terms are quadratic costs trying to reduce the distance to the goal belief state, and the control magnitude. We approximate the belief space \( B \) with \( SE(2) \times \mathbb{R}^6 \), with \( SE(2) \) and \( \mathbb{R}^6 \) for mean and uncertainty respectively. Compared to approximating \( B \) with \( \mathbb{R}^9 \), which combines mean and uncertainty into a single vector space, \( SE(2) \times \mathbb{R}^6 \) respects the kinematic constraints of the state space, therefore, can more accurately reflect the difference between belief states.

To avoid collisions, we use the method proposed in [2] to approximate the collision probability. The function \( \sigma(b, o) \) is defined as \( \min_c \| t - c \|_\Sigma_c \), the minimum normalized distance (normalized with the uncertainty \( \Sigma \)) between the position estimate \( t \) and occupied cells \( c \) in \( o \). With \( \sigma(b, o) \), the regularized gamma function, \( \Gamma^{-1}(1) \gamma(\cdot) \), provides a lower bound for the probability of not colliding with obstacles. The optimization increases the clearance probability by minimizing the negative logarithm of the regularized gamma function.

In practice, we find the collision probability cost may degenerate when the uncertainty, \( \Sigma \), is small. For the extreme case when \( \Sigma = 0 \), the collision probability cost is zero regardless of the robot position. To resolve this issue, we introduce an additional cost, \( d^{-1}(b, o) \), depending on the absolute Euclidean distance between the position estimate and the occupied cells. The terminal cost \( c_t \) is defined in a similar way as \( c_t \). The minor differences between \( c_t \) and \( c_t \) include the change of parameter, such as \( Q^b \), and the removal of control effort cost.

VI. EXPERIMENTS

For all simulations, the resolution of the occupancy grid map, i.e. cell size, is assumed to be 0.1m. In the motion model (9), the timer interval is set to \( \tau = 0.1s \), motion noise is set to \( \sigma_u = 0.5m/s \), \( \sigma_d = 0.05rad/s \). We assume the application of a low-cost range sensor. The range sensor has five beams oriented at \( \{-\pi/2, -\pi/4, 0, \pi/4, \pi/2\} \) with maximum range \( r_m = 2m \). The measurement noise in (7) is set to \( \sigma_e = 0.5m \). Sigmoid function parameters \( \mu_m \) and \( \nu_m \) in Alg. 3 are both fixed at 1e3 for all simulations, while \( \mu_0, \nu_0, \mu_\lambda, \) and \( \lambda_\nu \) are reported for individual cases. The initial trajectories are created with stable sparse RRT [21] implemented in the open motion planning library [22]. The algorithms are timed on a laptop scale computer with Intel i7-6670HQ CPU (4 cores at 2.6GHz) and 32GB RAM.

A. Ablation study

We perform an ablation study to demonstrate the effectiveness of the proposed modifications. In the first variant, we naively apply iLQG on the measurement model (7). In the second variant, we use an EKF to approximate the belief dynamics, where numerical differentiation is applied to approximate the measurement Jacobians. In the following, we refer to the two variants as N-iLQG and E-iLQG. The proposed method with both modifications is named as U-iLQG.

As show in Fig. 1 N-iLQG is not able to utilize the boundaries for localization without the sigmoid function approximation. In contrast, both E-iLQG and U-iLQG are able to utilize the top right corner to reduce the localization uncertainty, even though the structure is not within the measurement range of the initial trajectory. Comparing E-iLQG and U-iLQG, the nominal trajectories in the optimized feedback control policies are similar. However, the lower cost of U-iLQG, shown in Table 1 (comparing the entries with \( \lambda_\mu = \lambda_\nu = 2.0 \)), confirms that UKFs model the belief dynamics more accurately.

Meanwhile, we study the effect of the parameters in the sigmoid function on U-iLQG. In this work, a reasonable combination of the parameters, \( \mu_0 = 10.0, \nu_0 = 5.0, \lambda_\mu = \lambda_\nu = 2.0 \), is determined through trial and error. By changing the parameters in the neighborhood, it could be observed in Table 2 that the optimized cost is more sensitive to the initial values, \( \mu_0 \) and \( \nu_0 \), compared to the scaling factors, \( \lambda_\mu \) and \( \lambda_\nu \). Determining the parameters systematically and scheduling \( \mu \) and \( \nu \) adaptively could be promising future research directions.

![Fig. 1. Belief nominal trajectories of (a) the initial guess, (b) N-iLQG, (c) E-iLQG, and (d) U-iLQG on a boundary map (100×100). In each figure, the frames at the bottom left and upper right mark the start and goal locations. The light blue lines represent five range sensor beams at the maximum range (2m). The dark blue arrows and purple ellipses mark the mean and one-standard-deviation position uncertainty.](image-url)
### B. Real World Environments

We also apply the proposed method to large scale maps of real world environments constructed with 2-D Lidar [23]. The two maps, named “fr101” (1279 × 620) and “intel” (579 × 581), are representative for environments of different clutteredness. In order to be used in this work, the probabilistic cells in the map are classified as free, occupied, or unknown through thresholding. The unknown cells are treated as occupied for collision detection in the motion model, while treated as free for ray casting in the measurement model.

The performance of the proposed method is compared with existing state-of-the-art methods that are often applied in practice. As reviewed in Sec. I, the separation principle is often extended to nonlinear systems to solve stochastic motion planning problems. In this case, iLQR [3] is directly applied to [6]. At the online phase, a UKF is used to estimate belief, the mean of which is fed back to the iLQR policy to generate control inputs. In the following, we refer to this method as iLQR. We also compare the proposed method with methods that assume maximum likelihood measurements. The assumption is equivalent to assuming \( w_{t+1} = 0 \) in (12). We refer to this method as M-iLQG in the following. Note that the modifications in Sec. VII-A and VII-B are also applied to M-iLQG in the comparison.

As shown in Fig. 2-a-d, the feedback policy of U-iLQG is able to actively localize the robot by moving along the wall in an open environment. Therefore, as shown in Table II, the cost of U-iLQG is significantly lower compared with the other two methods. In a more cluttered environment, Fig. 2-e-h, active localization is no longer necessary. The nominal trajectories are similar for all methods. However, Table II shows the collision rate of iLQR and M-iLQG are higher compared to U-iLQG. The high collision rate has different causes. In iLQR, the nominal trajectory is over close to the wall since the state estimation uncertainty is ignored. For M-iLQG, the feedback policy is less robust to innovation noise as a result of assuming deterministic belief dynamics. Especially, when \( \partial b_{t+1}/\partial w_{t+1} \) is large, the nonzero innovation may result in a large update in belief which deviates significantly from the nominal trajectory, and possibly leads to collisions in M-iLQG. Fig. 3 illustrates the issue of M-iLQG with simulated belief trajectories.

### VII. Conclusion

In this work, we apply iLQG to generate local optimal control policies to navigate a car-like robot with low-cost range sensors. We introduce two modifications addressing issues which prevent applications of iLQG with the considered robotic system. First, we use a UKF to model the belief dynamics. As a result, the requirements for differentiable motion and measurement models are removed. Second, we use a sigmoid function to smooth the discontinuity of the noise standard deviation in the range sensor model. By iteratively updating the parameters of the sigmoid function in the optimization, the approximated range sensor model eventually converges to the true model. We demonstrate the effectiveness of the modifications through an ablation study. We also show superior performance of the proposed method through comparisons with the state-of-the-art methods in real world environments.

The proposed method is subject to a few limitations which could potentially be addressed in the future work. As noted in Sec. VI-A the solution of iLQG is sensitive to the initial values of the parameters in the sigmoid function. In the future work, it is promising to investigate a systematic way to select and adaptively update the sigmoid function parameters to ensure reliable convergence. Another limitation is that the task has to be completely modeled by an objective function. Not only variables like controls are subject to hard constraints, but the different physical units of costs make the cost parameters hard to tune. The generality of iLQG framework can be improved if constraints can be introduced into the optimization.

### Appendix

#### Differentiability of the belief dynamics

The true discrete-time belief dynamics is modeled by the Bayes filter in the following form,

\[
\begin{align*}
    p_{t+1}(x) &= \int t(x|y, u_t)b_t(y)dy, \\
    q_{t+1}(x) &= l(z_{t+1} | x)p_{t+1}(x), \\
    b_{t+1}(x) &= \frac{1}{\int q_{t+1}(y)dy}q_{t+1}(x).
\end{align*}
\]

In (15), \( t(\cdot) \) is the transition probability, \( l(\cdot) \) is the measurement likelihood. \( b_t \) is the belief at \( t \). \( p_{t+1} \) is the prior density. \( q_{t+1} \) is the unnormalized posterior density, normalizing which gives the belief at \( t + 1 \), \( b_{t+1} \).

**Assumption 1.** Define \( X, U, \) and \( Z \) as the state, control, and measurement spaces respectively. We assume the following,

1. \( t(\cdot) \) is continuous on \( X^2 \times U \), and \( 0 < t(\cdot) < \infty \).
2. \( \partial t/\partial u_t \) exists and is continuous on \( X^2 \times U \).
3. \( l(\cdot) \) is continuous on \( X \times Z \), and \( 0 < l(\cdot) < \infty \).
4. \( \partial l/\partial z_{t+1} \) exists.
5. \( b_t \) is continuous on \( X \).

The above are weak assumptions of a system. The first four items are trivially satisfied by assuming the motion and measurement noises are Gaussian, as in (1). Meanwhile, we show in the following that the continuity of \( b_0 \) can be preserved by (15). Therefore, it is sufficient to assume the continuity of \( b_0 \) in order to ensure the continuity of \( b_t \)’s for future steps.

**Theorem 1 (Continuity of belief).** \( b_{t+1} \) is continuous on \( X \).

**Proof:** Since \( t(\cdot) \), \( l(\cdot) \), and \( b_t \) are continuous functions, \( p_{t+1} \) and \( q_{t+1} \) are continuous. Given that \( 0 < t(\cdot) \), \( l(\cdot) < \infty \), the continuity of \( b_0 \) ensures the continuity of \( b_0 \) for future steps.
$\infty$ and $\int b_t(y)dy = 1$, we have $0 < \int q_{t+1}(y)dy < \infty$. Therefore, $b_{t+1}$ is continuous.

Next we show the differentiability of $b_{t+1}$ w.r.t. $u_t$, $z_t$, and $b_t$. Note that $b_{t+1}$ is a probability density function. It does not make sense to discuss the differentiability of a function w.r.t. vectors or other functions directly. Instead, we consider the pointwise differentiability, i.e., the relationships between $db_{t+1}(x)$ and $du_t$, $dz_{t+1}$, and $db_t$. Specially, $b_{t+1}(x)$ should be considered as a functional of $b_t$.

**Theorem 2** (Differentiability of the discrete-time belief dynamics). $b_{t+1}$ is pointwise differentiable w.r.t. $u_t$, $z_t$, and $b_t$.

**Proof:** The differentiability of $b_{t+1}(x)$ could be shown by construction.

$$dp_{t+1}(x) = \int \frac{\partial}{\partial u_t}(x|y, u_t)du_t b_t(y)dy + \int l(x|y, u_t)db_t(y)dy,$$

$$dq_{t+1}(x) = \frac{\partial l}{\partial z_{t+1}}(z_{t+1}|x)dz_{t+1}p_{t+1}(x) + l(z_{t+1}|x)dp_{t+1}(x),$$

$$db_{t+1}(x) = \frac{dq_{t+1}(x)}{\int dq_{t+1}(y)dy} - \frac{q_{t+1}(x) \cdot \int dq_{t+1}(y)dy}{(\int dq_{t+1}(y)dy)^2}.$$

The differential equations hold because of Assumption [1] which allows the application of Leibniz’s rule to switch the order of differentiation and integration. Applying the chain rule produces the partial derivatives, $\partial b_{t+1}(x)/\partial b_t(y)$, $\partial b_{t+1}(x)/\partial u_t$, and $\partial b_{t+1}(x)/\partial z_{t+1}$.

Therefore, the differentiability of belief dynamics for systems in [1] is independent of $f(\cdot)$ and $h(\cdot)$.

In Gaussian filters, such as EKFs and UKFs, (multivariate) Gaussian distributions are used to approximate the underlying belief with the first and second moments. In the following, we show the differentiability of the first two moments of $b_{t+1}$ by construction, assuming $b_t$ is Gaussian.
Corollary 2.1 (Differentiability of the first two moments). The first two moments of $b_{t+1}$ are differentiable w.r.t. $u_t$ and $z_t$, and first two moments of $b_t$ assuming $b_t$ is Gaussian.

Proof: Consider the mean, $\mathbb{E}\{x_{t+1}\}$ of $b_{t+1}$. Differentiating $\mathbb{E}\{x_{t+1}\}$ w.r.t. $b_{t+1}$ while applying Theorem 2 gives,

$$d\mathbb{E}\{x_{t+1}\} = \int x \cdot db_{t+1}(x) dx,$$

$$db_{t+1}(x) = \frac{\partial b_{t+1}(x)}{\partial u_t} du + \frac{\partial b_{t+1}(x)}{\partial z_{t+1}} dz_{t+1} \tag{16}$$

$$+ \int \frac{\partial b_{t+1}(x)}{\partial b_t(y)} db_t(y) dy.$$

$b_t$ is an (multivariate) Gaussian parameterized by $\mathbb{E}\{x_t\}$ and $\mathbb{E}\{xx^\top\}$. Therefore,

$$db_t(x) = \frac{\partial b_t(x)}{\partial \mathbb{E}\{x_t\}} d\mathbb{E}\{x_t\} + \frac{\partial b_t(x)}{\partial \mathbb{E}\{xx^\top\}} d\mathbb{E}\{xx^\top\}. \tag{17}$$

Details of $\frac{\partial b_t(x)}{\partial \mathbb{E}\{x_t\}}$ and $\frac{\partial b_t(x)}{\partial \mathbb{E}\{xx^\top\}}$ are provided in 24. Combining (16) and (17) produces $\frac{\partial \mathbb{E}\{x_{t+1}\}}{\partial \mathbb{E}\{x_t\}}$ and $\frac{\partial \mathbb{E}\{x_{t+1}\}}{\partial \mathbb{E}\{xx^\top\}}$. Similar steps can be applied to obtain $\frac{\partial \mathbb{E}\{x_{t+1}\}}{\partial \mathbb{E}\{x_{t+1}\}}$ and $\frac{\partial \mathbb{E}\{x_{t+1}\}}{\partial \mathbb{E}\{xx^\top\}}$, which completes the proof. ■

As a result of Corollary 2.1, if $b_{t+1}$ is approximated as a Gaussian distribution using the first two moments, the parametric representation of the belief is differentiable.
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