Study on the Path Planning Algorithm Based on Dueling Deep Q Network
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Abstract: In traditional path planning methods based on Deep Q-Network (DQN) algorithm for mobile robots, the target Q value was usually obtained by a greedy algorithm, and the estimation of Q value was usually high, which would result in slow training speed of the algorithm. To solve this problem, a Dueling DQN algorithm based on Dueling network was proposed in this paper, which was mainly realized by the structure optimization of neural network. The initial algorithm structure was divided into two states and a higher return is obtained through competitive comparison. Then, the long training time and slow speed convergence problem could be effectively solved than the traditional DQN. The simulation results show that the DQN algorithm based on Dueling DQN has high efficiency in Q value obtaining. Compared with the traditional DQN method, it has the better anti-interference ability and decision-making ability, less training time, and stable convergence.

1. Introduction
Path planning is an inevitable problem for mobile robots. Its essence is to find an optimal path from the starting point to the target state in the workspace according to the criteria of minimum cost, optimal route, or shortest walking time. However, when the task and environment become complex, it becomes extremely heavy to design the basic behavior according to the traditional algorithm. In this case, the robot with self-learning ability has become a new research trend[1]. Among learning methods, reinforcement learning is considered to be a more appropriate method to obtain the control strategy of an autonomous robot in an unknown environment.

Reinforcement Learning (RL) algorithm is an unsupervised learning method, which and has universal applicability [2]. The Agent of reinforcement learning learns through trial and error and seeks the strategy to obtain the maximum cumulative reward in the current environment [3]. At present, reinforcement learning has achieved abundant research results in optimization, control, navigation, and other fields [4-5]. For example, in urban traffic, a reinforcement learning algorithm can be applied to
the path planning algorithm, which can effectively help vehicle path planning and alleviate urban traffic congestion [6]. Although reinforcement learning has many successful applications, it is limited to low-dimensional problems due to sampling and computational complexity.

Recent developments in Deep Learning (DL) have made it possible to extract high-level features from raw sensory input, that is, high-dimensional data can be reliably represented in low dimensions [7]. Deep learning has made great progress in the fields of computer vision, natural language processing, and speech recognition, and has many practical applications [8]. For example, NIC (Neural Image Caption), a representative method for generating captions based on deep learning, can autonomously extract features from images and generate corresponding image captions [9]. If deep learning is applied to reinforcement learning, the computational complexity of reinforcement learning can be solved [10].

Deep Reinforcement Learning (DRL) is an algorithm that can integrate the decision-making ability of reinforcement learning and the perceptual ability of deep learning. For example, the Deep Q-Network (DQN), which combines the Q-Learning method in reinforcement learning with the convolutional neural network (CNN), can be used to solve the problem. DQN is an important method in the field of deep reinforcement learning[11]. At present, DQN has shown its magic power in different fields: defeating top human players in video games[12] and chess and card games[13]; controlling complex machines [14], and allocating network resources[15]. In the aspect of path planning, Tai[16]. applied DQN algorithm to path planning of mobile machine, but this method still has many problems, for example, the target Q value obtained in a complex environment is directly obtained through the greedy algorithm, and the Q value estimation will be higher, resulting in slower algorithm training speed. Therefore, this paper proposes a DQN algorithm based on a dueling network, to obtain better performance.

2. Algorithm Design

2.1 Q-learning algorithm

Q-learning algorithm is a widely used reinforcement learning algorithm. It is an algorithm that can be used to explore the unknown environment model. In the process of exploration, the mobile robot continuously learns to optimize an iteratively computed Q function, and the goal is to find the optimal strategy in each state to maximize the expected return.

The Q value is updated as follows:

\[ Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha (R_{t+1} + \gamma \max_a Q(S_{t+1}, a) - Q(S_t, A_t)) \]  

(1)

Wherein \( Q(S_t, A_t) \) is the expected return value of the action \( A_t \) selected by the mobile robot in the state \( S_t \); \( R_{t+1} \) is the immediate return value of the action \( A_t \) selected by the mobile robot in the state \( S_t \); \( \gamma \max_a Q(S_{t+1}, a) \) represents the maximum expected return value of various actions selected in a state \( S_{t+1} \); \( \gamma \) is the discount factor, which reflects the impact of future return on immediate return. The lower the value, the smaller the impact; \( \alpha \) is a learning rate.

2.2 Deep Q Network

The Q-learning algorithm uses a Q table to record the Q value of each action in each state and update it repeatedly. However, in practice, there may be too many States to be saved in a table, while deep learning provides the possibility of extracting high-level features from raw sensor data.

DQN takes \( \gamma \max_a Q(S_{t+1}, a) \) as the target Q value and defines a loss function \( L \) based on the deviation between the Q value output by the network and the target Q value:

\[ L(w) = E[(R_{t+1} + \gamma \max_a Q(S_{t+1}, a) - Q(S_t, A_t, w))^2] \]  

(2)

Wherein \( (S_{t+1}, a) \) represents the next state and action after the state \( S_t \) takes the action \( A_t; Q(S_t, A_t, w) \) represents the output value of the Q network. In calculation, the weights of DQN can be updated by stochastic gradient descent, and the neural network as a function approximation model can avoid the curse of dimension when the dimension is very large.
2.3 Dueling deep Q network

In the DQN algorithm, the value of each state needs to be estimated, but for many states, it is not necessary to estimate the value of each action. We propose a DQN algorithm based on the Dueling network (Dueling DQN), which optimizes the algorithm by optimizing the structure of the neural network, and divides the initial algorithm structure into two states: the estimated (scalar) state value and the dominant state of each action.

The state-action value function \( Q(s, a) \) represents the expected return value when the action \( a \) is selected by the strategy \( \pi \) in the state \( s \), the state value \( V(s) \) represents the value of the state \( s \) and is the expected value of all action values generated by the strategy \( \pi \) in the state, and the difference between the two values represents the advantage of selecting the action \( a \) in the state \( s \), which is defined as

\[
A(s, a) = Q(s, a) - V(s)
\]

(3)

![Dueling DQN Model Framework.](image)

Figure 1. Dueling DQN Model Framework.

The framework flow of the Dueling DQN model is shown in Figure 1. Firstly, several records are extracted from the memory bank and input into the input layer of the Dueling DQN, and then reach the output layer after passing through several hidden layers. Dueling DQN has two data streams, one stream outputs status value \( V(s; \theta, \beta) \), and the other stream outputs action advantage \( A(s, a; \theta, \alpha) \).

Where in \( \theta \) represents a network neuron parameter for performing feature processing on the input layer; \( \alpha, \beta \) are the parameters of the two flows respectively. The output formula of DQN with dueling network structure is as follow

\[
Q(s, a; \theta, \alpha, \beta) = V(s; \theta, \beta) + A(s, a; \theta, \alpha)
\]

(4)

Since the network outputs the Q value directly, the state value \( V \) and the action advantage \( A \) cannot be known, so the advantage of the forced action advantage estimation under the selected action is 0, and the modified Q value is expressed as

\[
Q(s, a; \theta, \alpha, \beta) = V(s; \theta, \beta) + A(s, a; \theta, \alpha) - \max_{a' \in A} A(s', a'; \theta, \alpha)
\]

(5)

In the practical application of Dueling DQN, the average value of action dominance is usually used to replace the maximum value of action dominance in the calculation of Q value, which ensures the performance and improves the stability of optimization.

3. Simulation Analysis

The experimental key parameter values of all learning processes are shown in Table 1.
Table 1. Parameter Settings.

| Parameter               | Value |
|-------------------------|-------|
| Learning Rate           | 0.01  |
| Reply Memory Size       | 20000 |
| Discount Factor         | 0.9   |
| Gradient Momentum       | 0.9   |
| Batch Size              | 32    |

The environment is shown in Figure 2. The upper left circle represents the mobile robot, and the initial coordinates are (0,0); the lower right circle represents the target point of the mobile robot, and the coordinates are (19,19); the black square represents the obstacle; the white area represents the safety area. The mobile robot starts from the starting point and explores the environment independently. If it encounters obstacles, the reward value is -1, and it starts from the starting point to explore the environment again to find the target point. If the mobile robot does not encounter an obstacle and arrives at the target point, it will receive a reward value of +1.

In the environment shown in Figure 2, the time required for training 200 episodes of Dueling DQN and 2000 episodes of the DQN algorithm is compared, and the experimental results are shown in Table 2.

Table 2. Comparison of Algorithm Training Time.

| Algorithm    | Episode | Time       |
|--------------|---------|------------|
| Dueling DQN  | 200     | 78.163503s |
| DQN          | 200     | 101.873417s|
| Dueling DQN  | 2000    | 491.350165s|
| DQN          | 2000    | 576.421812s|

In the training of 200 and 2000 episodes, the required time of the Dueling DQN algorithm is significantly less than that of the DQN, and the required time is reduced by 23.27% and 14.76% respectively. The Dueling DQN algorithm is better than DQN in training speed.
Figures 3, 4, 5, and 6 describe the comparison of the reward value of each episode and the cumulative reward value of the two algorithms in the simulation environment with the same parameters. The results show that the algorithm based on Dueling DQN can find a path to reach the target point after only one trial and error, and obtain a positive reward, and the cumulative reward increases linearly, that is, it can find the optimal path in the direction of maximizing the reward. However, the path planning algorithm based on DQN has the trend of finding the optimal strategy after 40 episodes of learning, and the cumulative reward is always negative in 100 episodes, and the convergence speed is significantly slower than that of Dueling DQN.

If the algorithm is unstable, the reward will be repeated between +1 and -1, which will cause dark areas in the graph. Comparing Figure 7 and Figure 8, in the 2000 rounds of training, the Dueling DQN algorithm has fewer dark areas, and the algorithm reaches stability after 1750 times of training, the reward obtained each time is +1, and the target point can be reached each time to obtain the reward. However, the DQN algorithm has more dark areas, and after 2000 episodes of training, the algorithm still does not converge steadily. Dueling DQN converges more stably than DQN.
The above experiments show that the Dueling DQN, which is formed by adding a dueling network to DQN, is superior to the DQN algorithm in training time, algorithm convergence speed, and algorithm stability. The algorithm has high efficiency, better anti-interference ability, and decision-making ability than the DQN algorithm, less training time, and stable convergence.

4.Conclusion
In this paper, a Dueling DQN model based on a competitive Deep Q-learning network for mobile robot path planning. Dueling the DQN algorithm, the state output value of the Q network value function was combined with the reward signal obtained by environmental feedback, and adds it to the reinforcement learning training in the form of total reward. The simulation results show that the training time of 200 episodes and 2000 episodes of Dueling DQN is reduced by 23.27% and 14.76% respectively compared with DQN, and the cumulative reward shows a significant linear increase and the convergence speed and stability are significantly better than DQN.
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