Exact values of Kolmogorov widths of classes of Poisson integrals
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Abstract

We prove that the Poisson kernel $P_{q,\beta}(t) = \sum_{k=1}^{\infty} q^k \cos \left( k t - \frac{\beta \pi}{2} \right)$, $q \in (0, 1)$, $\beta \in \mathbb{R}$, satisfies Kushpel’s condition $C_{y,2n}$ beginning with a number $n_q$ where $n_q$ is the smallest number $n \geq 9$, for which the following inequality is satisfied:

$$\frac{43}{10(1-q)^{q\sqrt{n}}} + \frac{160}{57(n - \sqrt{n})} \frac{q}{(1-q)^2} \leq \left( \frac{1}{2} + \frac{2q}{(1+q^2)(1-q)} \right) \left( \frac{1-q}{1+q} \right)^{\frac{4}{1-q^2}}.$$  

As a consequence, for all $n \geq n_q$ we obtain lower bounds for Kolmogorov widths in the space $C$ of classes $C_{q,\beta,\infty}^q$ of Poisson integrals of functions that belong to the unit ball in the space $L_{\infty}$. The obtained estimates coincide with the best uniform approximations by trigonometric polynomials for these classes. As a result, we obtain exact values for widths of classes $C_{q,\beta,\infty}^q$ and show that subspaces of trigonometric polynomials of order $n - 1$ are optimal for widths of dimension $2n$.
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1. Introduction

Let $L = L_1$ denote the space of $2\pi$-periodic summable functions $f$ with the norm $\|f\|_1 = \int_{-\pi}^{\pi} |f(t)| dt$, $L_{\infty}$ be the space of $2\pi$-periodic measurable and
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essentially bounded functions with the norm \( \|f\|_\infty = \operatorname{ess}\sup_{t \in \mathbb{R}} |f(t)| \), and \( C \) be the space of \( 2\pi \)-periodic continuous functions \( f \) with the norm defined by the equality \( \|f\|_C = \max_{t \in \mathbb{R}} |f(t)| \).

Let \( \Psi_\beta(t) \) be a fixed summable kernel of the form
\[
\Psi_\beta(t) = \sum_{k=1}^\infty \psi(k) \cos \left( k t - \frac{\beta \pi}{2} \right), \quad \psi(k) > 0, \sum_{k=1}^\infty \psi(k) < \infty, \beta \in \mathbb{R}. \tag{1}
\]
The notation \( C^\psi_{\beta, p}, \; p = 1, \infty \), is used for the class of \( 2\pi \)-periodic functions \( f \) that are convolutions with the kernel \( \Psi_\beta \):
\[
f(x) = A + \frac{1}{\pi} \int_{-\pi}^{\pi} \Psi_\beta(x-t) \varphi(t) dt = A + (\Psi_\beta * \varphi)(x), \; A \in \mathbb{R}, \tag{2}
\]
where
\[ \|\varphi\|_p \leq 1, \; \varphi \perp 1. \]
The function \( \varphi \) in (2) is called \((\psi, \beta)\)-derivative of the function \( f \) and denoted by \( f_\psi^\beta \). The notion of \((\psi, \beta)\)-derivative was suggested by O.I. Stepanets (see e.g. [18, chapter 3, sections 7–8]).

An important particular case for kernels \( \Psi_\beta(t) \) of the form (1) with \( \psi(k) = q^k \), \( q \in (0, 1) \), is represented by Poisson kernels \( P_{q,\beta}(t) \) with parameters \( q \) and \( \beta \), i.e., by functions of the form
\[
P_{q,\beta}(t) = \sum_{k=1}^\infty q^k \cos \left( k t - \frac{\beta \pi}{2} \right), \; q \in (0, 1), \beta \in \mathbb{R}.
\]
Functions \( f \), which are representable in the form of convolution (2) with the kernel \( \Psi_\beta(t) = P_{q,\beta}(t) \), are called Poisson integrals. In this case, classes \( C^\psi_{\beta, p} \) are denoted by \( C^\psi_{\beta, p} \), and \((\psi, \beta)\)-derivatives \( f_\psi^\beta \) of a function \( f \in C^\psi_{\beta, p} \) with \( \psi(k) = q^k \) are denoted by \( f_\beta^\psi \).

The notation \( E_n(C^\psi_{\beta, p})_X \), where \( p = 1, \infty \) and \( X = L \) or \( C \) respectively, is used for the best approximation of the class \( C^\psi_{\beta, p} \) in the space \( X \) by the subspace \( T_{2n-1} \) of trigonometric polynomials \( t_{n-1} \) of order \( n - 1 \), i.e.,
\[
E_n(C^\psi_{\beta, p})_X = \sup_{f \in C^\psi_{\beta, p}} \inf_{t_{n-1} \in T_{2n-1}} \|f - t_{n-1}\|_X, \tag{3}
\]
and \(d_m(C^\psi_{\beta,p}, X)\) denotes the Kolmogorov width of order \(m\) for the class \(C^\psi_{\beta,p}\) in the space \(X\), i.e.,

\[
d_m(C^\psi_{\beta,p}, X) = \inf_{F_m \subset X} \sup_{f \in C^\psi_{\beta,p}} \inf_{y \in F_m} \|f - y\|_X,
\]

where the outer \(\inf\) operation is considered over all \(m\)-dimensional linear subspaces \(F_m\) from \(X\).

The problem of finding Kolmogorov widths of functional compacts in various functional spaces has a rich history, which you can read about in books \([3, 9, 21]\). In our work, we consider the problem of finding exact values of widths \(d_{2n}(C^q_{\beta,\infty}, C)\), \(d_{2n-1}(C^q_{\beta,\infty}, C)\), and \(d_{2n-1}(C^q_{\beta,1}, L)\) for all natural \(n\) exceeding a number that depends on \(q\) only.

Note that the problem of finding exact values of widths of classes of Poisson integrals \(C^q_{\beta,p}, p = 1, \infty\), is considered in \([5–7, 17]\). As for the widths of sets of Poisson integrals for functions from classes \(H_\omega\) that are generated by the module of continuity, sharp or asymptotically sharp estimates are obtained only in certain cases (see e.g. \([13, 16]\)).

For quantities (3) and (4), we have the relation

\[
d_{2n-1}(C^\psi_{\beta,p}, X) \leq E_n(C^\psi_{\beta,p}, X).
\]

As it follows from \([17]\) (see also \([1]\)), for any \(q \in (0, 1), \beta \in \mathbb{R}\), and \(n \in \mathbb{N}\), we have

\[
E_n(C^q_{\beta,\infty})_C = E_n(C^q_{\beta,1})_L = \|P_{q,\beta} * \varphi_n\|_C =
\]

\[
= \frac{4}{\pi} \sum_{\nu=0}^{\infty} \frac{q^{(2\nu+1)n}}{2\nu + 1} \sin \left((2\nu + 1)\theta_n \pi \frac{\beta}{2}\right),
\]

where

\[
\varphi_n(t) = \text{sgn} \sin nt
\]

and \(\theta_n = \theta_n(q, \beta)\) is the unique root of the equation

\[
\sum_{\nu=0}^{\infty} q^{(2\nu+1)n} \cos \left((2\nu + 1)\theta_n \pi \frac{\beta}{2}\right) = 0
\]

on \([0, 1)\) (for \(\beta \in \mathbb{Z}\) equalities \([3]\) are obtained in \([4, 8]\)). Therefore, in order to solve the problem on exact values for the widths under consideration, it remains to prove the following lower estimates:

\[
d_{2n}(C^q_{\beta,\infty}, C) \geq \|P_{q,\beta} * \varphi_n\|_C,
\]
The problem of obtaining estimates (9) and (10) faces fundamental difficulties related to the fact that Poisson kernels \( P_{q, \beta} \) may increase oscillations. In particular, as it was shown in [6, p. 1318–1319], \( P_{q, \beta} \notin \text{CVD} \) for \( q = 1/7 \) and \( \beta = 0 \), where \( \text{CVD} = \{ K \in L : \nu(K \ast f) \leq \nu(f), f \in C \} \), \( \nu(g) \) is the number of sign changes of function \( g \in C \) on \([0, 2\pi)\). Hence, for classes of convolutions with kernels \( P_{q, \beta}(t) \), we cannot obtain exact lower bounds for widths by using methods and approaches suggested by A. Pinkus [9].

Up to date, estimates (9) and (10) were known in the following cases:

- For any \( n \in \mathbb{N} \) and \( \beta \in \mathbb{R} \) with \( 0 < q \leq q(\beta) \) where \( q(\beta) = 0.2 \) for \( \beta \in \mathbb{Z} \) or \( q(\beta) = 0.196881 \) for \( \beta \in \mathbb{R} \setminus \mathbb{Z} \) (see [17]);

- For \( \beta = 2kl, \ l \in \mathbb{Z} \), any \( 0 < q < 1 \), and all numbers \( n \) exceeding a number \( n_* \) that depends on \( q \) (in this case, it was proved that \( n_* \) does exist but no way was suggested to find it constructively) [7].

All results in these cases were obtained on the base of Kushpel’s method [6] of finding lower bounds for widths of classes of convolutions with generator kernels \( \Psi_{\beta} \) under so called condition \( C_{y,2n} \). In the present paper, we also use this approach.

Let us recall some definitions and formulate known results that will be used in order to represent the results of our work.

Let \( \Delta_{2n} = \{0 = x_0 < x_1 < \cdots < x_{2n} = 2\pi\} \), \( x_k = k\pi/n \), denote a partition of the interval \([0, 2\pi]\). Consider the function

\[
\Psi_{\beta,1}(t) = (\Psi_{\beta} \ast B_1)(t) = \sum_{k=1}^{\infty} \frac{\psi(k)}{k} \cos \left( kt - \frac{(\beta + 1)\pi}{2} \right),
\]

where \( B_1 = \sum_{k=1}^{\infty} k^{-1} \sin kt \) is the Bernoulli kernel. Let \( S\Psi_{\beta,1}(\Delta_{2n}) \) denote the space \( S\Psi_{\beta,1}(\cdot) \) of \( SK \)-splines over the partition \( \Delta_{2n} \), i.e., the set of functions

\[
S\Psi_{\beta,1}(\cdot) = \alpha_0 + \sum_{k=1}^{2n} \alpha_k \Psi_{\beta,1}(\cdot - x_k), \quad \sum_{k=1}^{2n} \alpha_k = 0,
\]

\( \alpha_k \in \mathbb{R} \), \( k = 0, 1, \ldots, 2n \).
A fundamental $SK$-spline is a function $S\Psi_{\beta,1}(\cdot) = S\Psi_{\beta,1}(y, \cdot)$ of the form (12) that satisfies the relation

$$S\Psi_{\beta,1}(y, y_k) = \delta_{0,k} = \begin{cases} 0, & k = 1, 2n - 1, \\ 1, & k = 0, \end{cases}$$

where $y_k = x_k + y$, $x_k = k\pi/n$, $y \in [0, \pi/n)$. The spline $S\Psi_{\beta,1}(y, \cdot)$ generates a system of fundamental splines of the form $S\Psi_{\beta,1}(y, \cdot - x_k)$, $k = 0, 2n - 1$, and this system represents a basis in the space $S\Psi_{\beta,1}(\Delta_{2n})$. Necessary and sufficient conditions of existence and uniqueness for the fundamental spline $S\Psi_{\beta,1}(\cdot)$, which depends on the relation between $y$ (it is a displacement of interpolation nodes) and parameters $\psi$ and $\beta$ of the generator kernel $\Psi_{\beta,1}$, were studied in [6, 10, 11, 14, 15, 20].

Since, due to the definition of $(\psi, \beta)$-derivative, for the kernel $\Psi_{\beta,1}$ we have the equality

$$(\Psi_{\beta,1}(\cdot))^{\psi}_{\beta} = B_1(\cdot),$$

as a consequence of (12) we also have the equality

$$(S\Psi_{\beta,1}(\cdot))^{\psi}_{\beta} = \sum_{k=1}^{2n} \alpha_k B_1(\cdot - x_k), \quad \sum_{k=1}^{2n} \alpha_k = 0. \quad (14)$$

Equalities in (13) and (14) are understood as the equality of two functions in $L$ (i.e., almost everywhere). Due to Lemma 2.3.4 from [3, p. 76], the function in the right-hand side of equality (14) is constant on each interval $(x_k, x_{k+1})$. Therefore, among $(\psi, \beta)$-derivatives of any spline of the form (12), and hence, for the fundamental spline $S\Psi_{\beta,1}(\cdot)$ as well, one can find a function which is constant on each interval $(x_k, x_{k+1})$. In what follows, $(S\Psi_{\beta,1}(\cdot))^{\psi}_{\beta}$ will denote such a function only.

Definition (A.K. Kushpel). For a real number $y$ and partition $\Delta_{2n}$, we say that a kernel $\Psi_{\beta}(\cdot)$ of the form (11) satisfies the condition $C_{y,2n}$ (and we write $\Psi_{\beta} \in C_{y,2n}$) if there exists just one fundamental spline $S\Psi_{\beta,1}(y, \cdot)$ for this kernel and the following equalities are satisfied:

$$\text{sgn}(S\Psi_{\beta,1}(y, t_k))^{\psi}_{\beta} = (-1)^k \varepsilon e_k, \quad k = 0, 2n - 1,$$

where $t_k = (x_k + x_{k+1})/2$, $e_k$ is equal to either 0 or 1, and $\varepsilon$ takes values $\pm 1$ and does not depend on $k$.  
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The following theorem provides a possibility to find lower estimates for Kolmogorov widths of convolution classes which are generated by kernels under the condition $C_{y,2n}$.

**Theorem 1 (A.K. Kushpel [5, 6]).** Let a function $\Psi_\beta$ of the form (1), which generates classes $C_{\beta,p}^\psi$, $p = 1, \infty$, satisfy the condition $C_{y,2n}$ for some $n \in \mathbb{N}$ when $y$ is a point at which the function $| (\Psi_\beta * \varphi_n)(t) |$, $\varphi_n(t) = \text{sgn} \sin nt$, takes its maximum value. Then

\[
d_{2n}(C_{\beta,\infty}^\psi, C) \geq \| \Psi_\beta * \varphi_n \|_C, \]
\[
d_{2n-1}(C_{\beta,1}^\psi, L) \geq \| \Psi_\beta * \varphi_n \|_C.
\]

Sufficient conditions of the inclusion $\Psi_\beta \in C_{y,2n}$ for kernels of the form (1) were suggested in [6, 7, 10, 12, 14, 17, 19]. By using these conditions, these authors succeeded to apply Theorem 1 and obtain sharp estimates for widths $d_m(C_{\beta,\infty}^\psi, C)$ and $d_m(C_{\beta,1}^\psi, L)$ in several new cases.

2. Main results

Proceed to the presentation of main results of our paper. For any fixed $q \in (0, 1)$, let $n_q$ denote the smallest number $n \geq 9$, for which the following inequality is satisfied:

\[
\frac{43}{10(1-q)^{3}}q^{\sqrt{\pi}} + \frac{160}{57(n - \sqrt{n})} \frac{q}{(1-q)^2} \leq \left( \frac{1}{2} + \frac{2q}{(1+q^2)(1-q)} \right) \left( \frac{1}{1+q} \right)^{4-\frac{1}{q}}.
\]  
(15)

By means of the suggested notation, we can formulate the following statement.

**Theorem 2.** Let $q \in (0, 1)$. Then equalities (9) and (10) are satisfied for any $\beta \in \mathbb{R}$ and all numbers $n \geq n_q$.

**Proof.** In accordance with Theorem 1, it is sufficient to prove that Poisson kernels $P_{q,\beta}(t)$ satisfy the condition $C_{y_0,2n}$ for any $q \in (0, 1)$, $\beta \in \mathbb{R}$, and all numbers $n \geq n_q$ (here we assume that $y_0$ is a point at which the function $| \Phi_{q,\beta,n}(\cdot) |$ takes its maximum value, $\Phi_{q,\beta,n}(\cdot) = (P_{q,\beta} * \varphi_n)(\cdot)$, and $\varphi_n(\cdot)$ is determined by equality (7)), i.e.,

\[
| \Phi_{q,\beta,n}(y_0) | = | (P_{q,\beta} * \varphi_n)(y_0) | = \| P_{q,\beta} * \varphi_n \|_C.
\]
The function
\[ \Phi_{q,\beta,n}(\cdot) = (P_{q,\beta} \ast \varphi_n)(\cdot) = \frac{4}{\pi} \sum_{\nu=0}^{\infty} \frac{q^{(2\nu+1)n}}{2\nu+1} \sin \left( \frac{(2\nu+1)n \cdot - \beta \pi}{2} \right), \]
is periodic with period \(2\pi/n\) and such that \(\Phi_{q,\beta,n}(\cdot + \frac{\pi}{n}) = -\Phi_{q,\beta,n}(\cdot)\). Therefore, \(\pi/n\)-periodic function \(|\Phi_{q,\beta,n}(\cdot)|\) on \([0, \frac{\pi}{n}]\) takes its maximum value at a point \(y_0 = y_0(n, q, \beta) = \frac{\theta_n \pi}{n}\) where \(\theta_n\) is the root of equation (8), \(\theta_n \in [0, 1)\).

Since \(|\Phi_{q,\beta,n}(\cdot)| = |\Phi_{q,\beta+2n}(\cdot)|\), without loss of generality we can assume that \(\beta \in [0, 2)\). For these values \(\beta\), the unique root of equation (8) on \([0, 1)\) can be written down in the explicit way as follows:
\[
\theta_n = 1 - \lfloor \beta \rfloor - \frac{1}{\pi} \arcsin \left( \frac{(1 - q^{2n}) \cos \frac{\beta \pi}{2}}{\sqrt{1 - 2q^{2n} \cos \beta \pi + q^{4n}}} \right), \quad \beta \in [0, 2),
\]
where \(\lfloor a \rfloor\) is the integer part of \(a\).

Let functions \(\Psi_{\beta,1}(t)\) of the form (11), which are generated by Poisson kernels \(\Psi_{\beta}(t) = P_{q,\beta}(t)\), be denoted by \(P_{q,\beta,1}(t)\), and the fundamental SK-spline \(S\Psi_{\beta,1}(y, \cdot)\) be denoted by \(SP_{q,\beta,1}(y, \cdot)\). We use a representation of the function \((S\Psi_{\beta,1}(y, t))^{\psi}_{\beta}\) from (19) where it is proved that under the condition \(|\lambda_j(y)| \neq 0, j = 1, n\), for any \(t \in (x_{k-1}, x_k)\) we have the equality
\[
(S\Psi_{\beta,1}(y, t))^{\psi}_{\beta} = \frac{\pi}{4n^2} \left( 2 \sum_{j=1}^{n-1} \frac{\sin j t_k \cdot \rho_j(y) - \cos j t_k \cdot \sigma_j(y)}{|\lambda_j(y)|^2 \sin \frac{j \pi}{2n}} + \frac{(-1)^{k+1} \rho_n(y)}{|\lambda_n(y)|^2} \right),
\]
where
\[
\lambda_j(\cdot) = \frac{1}{n} \sum_{\nu=1}^{2n} e^{ij\nu \pi/n} \Psi_{\beta,1}(\cdot - \nu \pi/n),
\]
i is the imaginary unit, \(\rho_j(\cdot) = \text{Re}(\lambda_j(\cdot))\), \(\sigma_j(\cdot) = \text{Im}(\lambda_j(\cdot))\), \(t_k = \frac{k \pi}{n} - \frac{\pi}{2n}\).

Changing the order of summation terms in the sum in the right-hand side of equality (17), we obtain
\[
\sum_{j=1}^{n-1} \frac{\sin j t_k \cdot \rho_j(y) - \cos j t_k \cdot \sigma_j(y)}{|\lambda_j(y)|^2 \sin \frac{j \pi}{2n}} = \]
\[
= \sum_{j=1}^{n-1} \frac{\sin(n-j)t_k \cdot \rho_{n-j}(y) - \cos(n-j)t_k \cdot \sigma_{n-j}(y)}{|\lambda_{n-j}(y)|^2 \sin \frac{(n-j)\pi}{2n}}
\]
\[
= (-1)^{k+1} \sum_{j=1}^{n-1} \frac{\cos j t_k \cdot \rho_{n-j}(y) - \sin j t_k \cdot \sigma_{n-j}(y)}{|\lambda_{n-j}(y)|^2 \cos \frac{j\pi}{2n}}.
\]
(18)

Let \( y = y_0 \). As it follows from (16) (see also [18, p. 538]), the following inclusions are valid:

\[
ny_0 \in \left[ \frac{\pi}{2}, \pi \right) \text{ if } \beta \in [0, 1) \cup [2, 3),
\]
(19)

\[
ny_0 \in \left[ 0, \frac{\pi}{2} \right) \text{ if } \beta \in [1, 2) \cup [3, 4).
\]
(20)

Then in accordance with equality (19) from the paper [20] and Lemma 2 from [20] we have \( |\lambda_j(y_0)| > 0, j = 1, n \). Thus, taking (17) and (18) into account, for fundamental SK-spline \( S_{\Psi_{\beta,1}}^{y_0,t} = SP_{q,\beta,1}(y,t) \), which is generated by the Poisson kernel \( P_{q,\beta}(t) \), we obtain the following representation:

\[
(SP_{q,\beta,1}(y_0,t))^q_{y_0} =
\]
\[
= \frac{(-1)^{k+1}}{4n^2} \left( 2 \sum_{j=1}^{n-1} \frac{\cos j t_k \cdot \rho_{n-j}(y_0) - \sin j t_k \cdot \sigma_{n-j}(y_0)}{|\lambda_{n-j}(y_0)|^2 \cos \frac{j\pi}{2n}} + \frac{\rho_n(y_0)}{|\lambda_n(y_0)|^2} \right),
\]
(21)

where

\[
\lambda_l(y_0) = \frac{1}{n} \sum_{\nu=1}^{2n} e^{i\nu \pi/n} P_{q,\beta,1}(y_0 - \frac{\nu \pi}{n}), \quad l = 1, n.
\]
(22)

By using equality (21), we will write down a representation of the function \((SP_{q,\beta,1}(y_0,t))^q_{y_0}\), which is more convenient for our further study. To this end, let us prove first that values \( \lambda_{n-j}(y_0) \) of type (22) for \( j = 0, n-1 \) can be expressed as follows:

\[
\lambda_{n-j}(y_0) = e^{-ijy_0} \left( (-1)^{j} \left( \frac{q^{n-j}}{n-j} + \frac{q^{n-j}}{n+j} \right) + r_j(y_0) \right),
\]
(23)
where

\[ r_j(y_0) = \sum_{\nu=1}^{3} r_j^{(\nu)}(y_0), \quad (24) \]

\[ r_j^{(1)}(y_0) = \frac{q^{3n-j} e^{i(3ny_0 - (\beta + 1)\pi) / 2}}{3n - j} + \sum_{m=2}^{\infty} \left( \frac{q^{(2m+1)n-j} e^{i((2m+1)ny_0 - (\beta + 1)\pi) / 2}}{(2m+1)n - j} + \frac{q^{(2m-1)n+j} e^{-i((2m-1)ny_0 - (\beta + 1)\pi) / 2}}{(2m-1)n + j} \right), \quad (25) \]

\[ r_j^{(2)}(y_0) = i \left( \frac{q^{n+j}}{n + j} - \frac{q^{n-j}}{n - j} \right) \cos(ny_0 - \beta \pi / 2), \quad (26) \]

\[ r_j^{(3)}(y_0) = (-1)^s \left( \frac{q^{n-j}}{n - j} + \frac{q^{n+j}}{n + j} \right) (|\sin(ny_0 - \beta \pi / 2)| - 1), \quad (27) \]

and the value \( s = s(n, q, \beta) \) is determined by the equality

\[ (-1)^s = \text{sgn} \sin(ny_0 - \beta \pi / 2). \quad (28) \]

Note that equality (28) is true since due to (19) and (20) we have

\[ \sin(ny_0 - \beta \pi / 2) = \sin ny_0 \cos \beta \pi / 2 - \cos ny_0 \sin \beta \pi / 2 \neq 0. \]

Rewrite the kernel \( P_{q,\beta,1} \) in the complex form

\[ P_{q,\beta,1}(t) = (P_{q,\beta} \ast B_1)(t) = \sum_{k=1}^{\infty} \frac{q^k}{k} \cos(kt - (\beta + 1)\pi / 2) = \frac{1}{2} \sum_{k=\infty}^{\infty} c_k e^{ikt}, \]

where

\[ c_k = \frac{q^k}{k} e^{-i(\beta + 1)\pi / 2}, \quad c_{-k} = \frac{q^k}{k} e^{i(\beta + 1)\pi / 2}, \quad k \in \mathbb{N}, \quad (29) \]

and the prime sign at the sum sign means that zero index summand in the summation is missed.

Substituting the kernel \( P_{q,\beta,1} \) in (22) by the Fourier expansion of the kernel \( P_{q,\beta,1} \), we obtain

\[ \lambda_{1}(y_0) = \frac{1}{n} \sum_{\nu=1}^{2n} e^{i\nu \pi / n} \frac{1}{2} \sum_{k=-\infty}^{\infty} c_k e^{ik(y_0 - \nu \pi / n)} = \]
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\[
\lambda_l(y_0) = \sum_{m=-\infty}^{+\infty} c_{l-2mn} e^{i(l-2mn)y_0} = \sum_{m=-\infty}^{+\infty} c_{2mn+l} e^{i(2mn+l)y_0}.
\]

For \( l = n - j, j = 0, n - 1 \), this implies that

\[
\lambda_{n-j}(y_0) = \sum_{m=-\infty}^{+\infty} c_{(2m+1)n-j} e^{i((2m+1)n-j)y_0} = \]

\[
e^{-ijy_0} (c_{n-j} e^{injy_0} + c_{-(n+j)} e^{-injy_0} + r_j^{(1)}(y_0)).
\]

By using (29), we can rewrite the first two summands in (32) as follows:

\[
c_{n-j} e^{injy_0} + c_{-(n+j)} e^{-injy_0} =
\]

\[
= \frac{q^{n-j}}{n-j} e^{i(ny_0 - \frac{(\beta + 1)\pi}{2})} + \frac{q^{n+j}}{n+j} e^{-i(ny_0 - \frac{(\beta + 1)\pi}{2})} =
\]

\[
= \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \cos(ny_0 - \frac{(\beta + 1)\pi}{2}) +
\]

\[
+ i \left( \frac{q^{n-j}}{n-j} - \frac{q^{n+j}}{n+j} \right) \sin(ny_0 - \frac{(\beta + 1)\pi}{2}) =
\]

\[
= \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \sin(ny_0 - \frac{\beta\pi}{2}) + r_j^{(2)}(y_0).
\]
Representing $\sin(ny_0 - \frac{\beta \pi}{2})$ in the form

$$\sin \left( ny_0 - \frac{\beta \pi}{2} \right) = (-1)^s |\sin(ny_0 - \frac{\beta \pi}{2})|,$$

from (33) we obtain

$$c_{n-j}e^{in y_0} + c_{-(n+j)}e^{-in y_0} = (-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) +$$

$$+(-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \left( |\sin(ny_0 - \frac{\beta \pi}{2})| - 1 \right) + r_j^{(2)}(y_0) =$$

$$= (-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) + r_j^{(2)}(y_0) + r_j^{(3)}(y_0).$$

Equalities (32) and (34) imply formula (23).

Using formulas (21) and (23), we derive a new representation for the function $(\text{SP}_{q,\beta,1}(y_0, t))^q_{\beta}$.

**Lemma 1.** Let $q \in (0,1)$, $\beta \in \mathbb{R}$, $y_0 = \frac{\theta_n \pi}{n}$, where $\theta_n$ is the unique root of equation (33) on $[0,1)$. Then for any $t \in \left( \frac{(k-1)\pi}{n}, \frac{k\pi}{n} \right)$, $k = 1, 2n$, the following equality is satisfied:

$$(\text{SP}_{q,\beta,1}(y_0, t))^q_{\beta} = (-1)^{k+s+1} \frac{\pi}{4n q^n} (\mathcal{P}_q(t_k - y_0) + \sum_{m=1}^{5} \gamma_m(y_0)), \quad (35)$$

where $\mathcal{P}_q(t)$ is the Poisson kernel for the heat conduction equation

$$\mathcal{P}_q(t) = \frac{1}{2} + 2 \sum_{j=1}^{\infty} \frac{\cos j t}{q^j + q^{-j}}, \quad (36)$$
and

\[ \gamma_1(y_0) = \gamma_1(k, y_0) = 2 \sum_{j=1}^{n-1} \frac{\cos j(t_k - y_0)}{\lambda_{n-j}(y_0) \cos \left( \frac{j\pi}{2n} \right)}; \tag{37} \]

\[ \gamma_2(y_0) = \gamma_2(k, y_0) = \left( -1 \right)^s \frac{q^n}{n} \left( \frac{z_0(y_0)}{|\lambda_n(y_0)|^2} + 2 \sum_{j=1}^{n-1} \frac{z_j(y_0)}{|\lambda_{n-j}(y_0)|^2 \cos \left( \frac{j\pi}{2n} \right)} \right), \tag{38} \]

\[ \gamma_3(y_0) = -\frac{R_0(y_0) \frac{n}{q^n}}{2(2 + R_0(y_0) \frac{n}{q^n})}, \tag{39} \]

\[ \gamma_4(y_0) = \gamma_4(k, y_0) = -2 \sum_{j=1}^{\left[ \sqrt{n} \right]+1} \frac{\delta_j(y_0) \cos j(t_k - y_0)}{\lambda_{n-j}(y_0) \cos \left( \frac{j\pi}{2n} \right)}; \tag{40} \]

\[ \gamma_5(y_0) = \gamma_5(k, y_0) = -2 \sum_{j=1}^{\sqrt{n}+1} \cos j(t_k - y_0) \frac{q^n}{q^n + q^{-j}}, \tag{41} \]

\[ \delta_j(y_0) = \frac{n|\lambda_{n-j}(y_0)| \cos \left( \frac{j\pi}{2n} \right)}{(q^{-j} + q^j)q^n} - 1, \quad j = 1, \left[ \sqrt{n} \right], \tag{42} \]

\[ z_j(y_0) = |r_j(y_0)| \cos (j(t_k - y_0) + \arg(r_j(y_0))) + (-1)^{s+1} R_j(y_0) \cos (j(t_k - y_0)), \quad j = 0, n - 1, \tag{43} \]

\[ R_j(y_0) = |\lambda_{n-j}(y_0)| - \frac{q^{n-j}}{n-j} - \frac{q^{n+j}}{n+j}, \quad j = 0, n - 1, \tag{44} \]

where \( t_k = \frac{k\pi}{n} - \frac{\pi}{2n} \), and values \( \lambda_l(y_0), r_j(y_0), j = 0, n - 1 \), and \( s \) are determined by equalities \((22), (24), \) and \((28)\) respectively.

**Proof.** Transform the numerator of each term in the right-hand side of equality \((21)\). To this end, taking \((23)\) into account, we write down the following equalities:

\[ \rho_{n-j}(y_0) = \text{Re}(\lambda_{n-j}(y_0)) = \]

\[ = (-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \cos jy_0 + \text{Re}(e^{-i\bar{j}y_0}r_j(y_0)); \tag{45} \]
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\[
\sigma_{n-j}(y_0) = \text{Im}(\lambda_{n-j}(y_0)) = \\
= (-1)^{s+1} \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \sin jy_0 + \text{Im}(e^{-ijy_0}r_j(y_0)). \tag{46}
\]

From equalities (45) and (46) we obtain

\[
\cos jt_k \cdot \rho_{n-j}(y_0) - \sin jt_k \cdot \sigma_{n-j}(y_0) = \\
= \cos jt_k \left( (-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \cos jy_0 + \text{Re}(e^{-ijy_0}r_j(y_0)) \right) + \\
+ \sin jt_k \left( (-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \sin jy_0 - \text{Im}(e^{-ijy_0}r_j(y_0)) \right) = \\
= (-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} \right) \cos(j(t_k - y_0)) + \\
+ \cos jt_k \cdot \text{Re}(e^{-ijy_0}r_j(y_0)) - \sin jt_k \cdot \text{Im}(e^{-ijy_0}r_j(y_0)) = \\
= (-1)^s \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} + R_j(y_0) \right) \cos(j(t_k - y_0)) + z_j(y_0) = \\
= (-1)^s|\lambda_{n-j}(y_0)| \cos(j(t_k - y_0)) + z_j(y_0), \tag{47}
\]

where

\[
z_j(y_0) = \cos jt_k \cdot \text{Re}(e^{-ijy_0}r_j(y_0)) - \sin jt_k \cdot \text{Im}(e^{-ijy_0}r_j(y_0)) + \\
+ (-1)^s+1 R_j(y_0) \cos(j(t_k - y_0)),
\]

and \(R_j(y_0)\) are defined in (44). Due to the obvious equality

\[
e^{-ijy_0}r_j(y_0) = |r_j(y_0)|(\cos(\arg(r_j(y_0)) - jy_0) + i \sin(\arg(r_j(y_0)) - jy_0))
\]

we can represent the quantity \(z_j(y_0)\) in the form of (43).

For \(j = 0\), formula (24) turns into the equality

\[
\lambda_n(y_0) = (-1)^s 2 \frac{q^n}{n} + r_0(y_0), \tag{48}
\]

where \(r_0(y_0)\) is determined by formula (24), and in that formula we have

\[
r_0^{(1)}(y_0) = 2 \sum_{m=2}^{\infty} \frac{q^{2m-1}n}{(2m-1)n} \cos((2m-1)ny_0 - \frac{(\beta+1)\pi}{2}), \tag{49}
\]

\[
r_0^{(2)}(y_0) = 0, \tag{50}
\]

\[
r_0^{(3)}(y_0) = (-1)^s 2 \frac{q^n}{n}(|\sin(ny_0 - \frac{\beta\pi}{2})| - 1). \tag{51}
\]
Relations (48)–(51) imply that \( \sigma_n(y_0) = 0 \) and hence

\[
\rho_n(y_0) = \lambda_n(y_0) = (-1)^s \frac{2q^n}{n} + r_0(y_0).
\]

From this, by using (43) and (44), we can conclude that

\[
\rho_n(y_0) = (-1)^s \left( 2\frac{q^n}{n} + R_0(y_0) \right) + z_0(y_0) = (-1)^s|\lambda_n(y_0)| + z_0(y_0), \tag{52}
\]

where

\[
z_0(y_0) = r_0(y_0) + (-1)^{s+1}R_0(y_0).
\]

By using representation (21) and equalities (47) and (52), we obtain

\[
(\overline{SP}_{q,\beta,1}(y_0, t))^{q}_{\beta} = \frac{(-1)^{k+1+\pi}}{4nq^n} \left( (-1)^s \left( 2\frac{q^n}{n} \sum_{j=1}^{[\sqrt{n}]} \cos j(t_k - y_0) \frac{j\pi}{2n} + \frac{q^n}{n|\lambda_n(y_0)|} \right) + 2\frac{q^n}{n} \sum_{j=1}^{n-1} \frac{z_j(y_0)}{|\lambda_{n-j}(y_0)|^2} \frac{j\pi}{2n} + \frac{q^n z_0(y_0)}{|\lambda_n(y_0)|^2} \right) = \frac{(-1)^{k+s+1+\pi}}{4nq^n} \times \\
\times \left( 2\frac{q^n}{n} \sum_{j=1}^{[\sqrt{n}]} \cos j(t_k - y_0) \frac{j\pi}{2n} + \frac{q^n}{n|\lambda_n(y_0)|} + \gamma_1(y_0) + \gamma_2(y_0) \right). \tag{53}
\]

Due to (44), we have

\[
\frac{q^n}{n|\lambda_n(y_0)|} = \frac{1}{2 + R_0(y_0)} = \frac{n}{2(2 + R_0(y_0)\frac{n}{q^n})} = \frac{1}{2} + \gamma_3(y_0). \tag{54}
\]
Taking formula (42) into account, we can write down the following equalities:

\[
2n^{-\frac{1}{2}} \sum_{j=1}^{\lfloor \sqrt{n} \rfloor} \cos j(t_k - y_0) = 2 \sum_{j=1}^{\lfloor \sqrt{n} \rfloor} \cos j(t_k - y_0) = \\
= 2 \sum_{j=1}^{\lfloor \sqrt{n} \rfloor} \delta_j(y_0) \cos j(t_k - y_0) = \\
= P_q(t_k - y_0) - \frac{1}{2} + \gamma_4(y_0) + \gamma_5(y_0), \tag{55}
\]

Relations (53)–(55) imply (35). The lemma is proved.

The following lemma contains a lower estimate for the minimum value of the kernel \( P_q(\cdot) \) of the form (36).

**Lemma 2.** Let \( q \in (0, 1) \). Then for any \( x \in \mathbb{R} \) the following inequality is satisfied:

\[
P_q(x) > \left( \frac{1}{2} + \frac{2q}{(1 + q^2)(1 - q)} \right) \left( \frac{1 - q}{1 + q} \right)^\frac{1}{\sqrt{q}}. \tag{56}
\]

**Proof.** We use the following representation of the kernel \( P_q(x) \), which is derived in the theory of elliptic functions (see e.g. [2, p. 867]):

\[
P_q(x) = \frac{K}{\pi} \operatorname{dn} \left( \frac{Kx}{\pi} \right), \tag{57}
\]

where

\[
K = \pi \left( \frac{1}{2} + 2 \sum_{j=1}^{\infty} \frac{q^j}{1 + q^{2j}} \right). \tag{58}
\]

In accordance with formula (8.146.22) from [2, p. 868], we have

\[
\operatorname{dn} \left( \frac{Kx}{\pi} \right) = \exp \left\{ -8 \sum_{j=1}^{\infty} \frac{1}{2j - 1} \frac{q^{2j-1}}{1 - q^{2(2j-1)}} \sin^2 \frac{2j-1}{2} x \right\}, \tag{59}
\]

Due to the equality

\[
\sum_{\nu=1}^{\infty} \frac{q^{2\nu-1}}{2\nu - 1} = \frac{1}{2} \ln \frac{1 + q}{1 - q},
\]

\[
\sum_{\nu=1}^{\infty} \frac{q^{2\nu-1}}{2\nu - 1} = \frac{1}{2} \ln \frac{1 + q}{1 - q},
\]
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(see e.g. [2, p. 53]), the following estimate is valid:

\[
\sum_{j=1}^{\infty} \frac{1}{2j-1} \frac{q^{2j-1}}{1-q^{2(2j-1)}} \sin^2 \frac{2j-1}{2} x < \frac{1}{1-q^2} \sum_{j=1}^{\infty} \frac{q^{2j-1}}{2j-1} = \frac{1}{1-q^2} \frac{1}{2} \ln \frac{1+q}{1-q}.
\]  

(60)

Relations (59) and (60) imply the inequality

\[
\frac{\sin^2 \frac{2j-1}{2} x}{2j-1} < \frac{1}{1-q} \frac{1}{2} \frac{1+q}{1-q}.
\]

and (58) implies the inequality

\[
\frac{K}{\pi} > \frac{1}{2} + \frac{2}{1+q^2} \sum_{j=1}^{\infty} q^j = \frac{1}{2} + \frac{2q}{(1+q^2)(1-q)}.
\]  

(62)

Formulas (57), (61), and (62) imply (56). The lemma is proved.

The following statement contains an upper estimate for the sum \( \sum_{k=1}^{5} |\gamma_k(y_0)| \).

**Lemma 3.** Let \( q \in (0,1) \), \( \beta \in \mathbb{R} \), and values \( \gamma_k(y_0) \), \( k = 1,5 \), be determined by equalities (37)–(41). Then for \( n \geq 9 \) under the condition

\[
q^n \leq \frac{7q\sqrt{n}}{37n^2}
\]  

(63)

the following estimate is valid:

\[
\sum_{k=1}^{5} |\gamma_k(y_0)| \leq \frac{43}{10(1-q)} q^{\sqrt{n}} + \frac{160}{57(n-\sqrt{n})} \frac{q}{(1-q)^2}.
\]

**Proof.** Let us estimate each summand \( |\gamma_k(y_0)| \), \( k = 1,5 \), separately. To this end, at first, we find upper estimates for values \( |r_j(y_0)| \) and \( |R_j(y_0)| \) with \( j = 0,n-1 \). Given that due to convexity of the sequence \( \frac{q^k}{k} \) we have the inequality

\[
\frac{q^{k-j}}{k-j} + \frac{q^{k+j}}{k+j} < \frac{q^{k-n}}{k-n} + \frac{q^{k+n}}{k+n}, \quad k > n, \quad j = 0,n-1,
\]

from (23) we obtain

\[
|r_j^{(1)}(y_0)| \leq \frac{q^{3n-j}}{3n-j} + \sum_{m=2}^{\infty} \left( \frac{q^{(2m+1)n-j}}{(2m+1)n-j} + \frac{q^{(2m-1)n+j}}{(2m-1)n+j} \right) = \sum_{m=2}^{\infty} \left( \frac{q^{(2m+1)n-j}}{(2m+1)n-j} + \frac{q^{(2m-1)n+j}}{(2m-1)n+j} \right) =
\]

16
\[
\sum_{m=1}^{\infty} \left( \frac{q^{(2m+1)n-j}}{(2m+1)n-j} + \frac{q^{(2m+1)n+j}}{(2m+1)n+j} \right) \leq \sum_{m=1}^{\infty} \left( \frac{q^{2mn}}{2mn} + \frac{q^{2(m+1)n}}{2(m+1)n} \right) = \\
\frac{q^{2n}}{2n} + \sum_{m=2}^{\infty} \frac{q^{2mn}}{mn} \leq \frac{1}{2n} \sum_{m=1}^{\infty} q^{2mn} = \frac{q^{2n}}{2n(1-q^{2n})}. \quad (64)
\]

Since \( y_0 = \frac{\theta_n \pi}{n} \), from (8) we derive

\[
\left| \cos \left( ny_0 - \frac{\beta \pi}{2} \right) \right| = \left| \sum_{\nu=1}^{\infty} q^{2\nu n} \cos \left( (2\nu + 1)ny_0 - \frac{\beta \pi}{2} \right) \right| \leq \\
\leq \sum_{\nu=1}^{\infty} q^{2\nu n} = \frac{q^{2n}}{1-q^{2n}}. \quad (65)
\]

From (26) and (65) we have

\[
|r_j^{(2)}(y_0)| \leq |\cos(ny_0 - \frac{\beta \pi}{2})| \left( \frac{q^{n-j}}{n-j} - \frac{q^{n+j}}{n+j} \right) \leq \frac{q^{2n}}{1-q^{2n}} \left( q - \frac{q^{2n-1}}{2n-1} \right). \quad (66)
\]

Relation (65) implies that

\[
0 \leq 1 - |\sin(ny_0 - \frac{\beta \pi}{2})| \leq |\cos(ny_0 - \frac{\beta \pi}{2})| \leq \frac{q^{2n}}{1-q^{2n}}. \quad (67)
\]

From (27) and (67) we conclude that

\[
|r_j^{(3)}(y_0)| \leq \frac{q^{2n}}{1-q^{2n}} \left( q + \frac{q^{2n-1}}{2n-1} \right). \quad (68)
\]

Hence, for the value \( r_j(y_0) \), from (64), (66), and (68) we obtain the estimate

\[
|r_j(y_0)| \leq \frac{37q^{2n}}{18(1-q^{2n})}, j = 0, n - 1. \quad (69)
\]
For $j = 0$, estimate (69) can be improved. Indeed, due to (49) and (51) for $j = 0$, we have

$$|r_0^{(1)}(y_0)| \leq 2 \sum_{m=2}^{\infty} \frac{q^{(2m-1)n}}{(2m-1)n} \leq \frac{2}{3n} \sum_{m=2}^{\infty} q^{(2m-1)n} = \frac{2q^{3n}}{3n(1 - q^{2n})},$$

$$|r_0^{(3)}(y_0)| \leq \frac{2q^{3n}}{n(1 - q^{2n})}.$$ 

Then, taking (50) into account, we obtain

$$|r_0(y_0)| \leq |r_0^{(1)}(y_0) + r_0^{(3)}(y_0)| \leq \frac{8q^{3n}}{3n(1 - q^{2n})}. \quad (70)$$

For the value $|R_j(y_0)|$ of the form (44), relation (23) implies the representation

$$|\lambda_{n-j}(y_0)| = \left|(-1)^s \left(q^{n-j} \frac{n}{n-j} + q^{n+j} \frac{n}{n+j} \right) + r_j(y_0) \right|,$$

which, in its turn, immediately implies the following estimates:

$$|\lambda_{n-j}(y_0)| \leq \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} + |r_j(y_0)|, \quad (71)$$

$$|\lambda_{n-j}(y_0)| \geq \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} - |r_j(y_0)|. \quad (72)$$

Due to (44), (71), and (72), we have

$$|R_j(y_0)| \leq |r_j(y_0)|, \quad j = 0, n - 1. \quad (73)$$

Now let us estimate the value $|\gamma_1(y_0)|$. Since for $x \in [0, \frac{\pi}{2})$ the inequality $\cos x \geq 1 - \frac{2x}{\pi} > 0$ holds, we obtain

$$\cos \frac{j\pi}{2n} \geq 1 - \frac{j}{n} = \frac{n - j}{n}, \quad j = 0, n - 1. \quad (74)$$

Taking estimates (72), (69), and (74) into account, we conclude that

$$\frac{n}{q^n} |\lambda_{n-j}(y_0)| \cos \frac{j\pi}{2n} \geq \frac{n}{q^n} \left( \frac{q^{n-j}}{n-j} + \frac{q^{n+j}}{n+j} - \frac{37q^{2n}}{18(1 - q^{2n})} \right) \frac{n-j}{n}.$$
\[ q^{-j} + \frac{n-j}{n+j} q^j - \frac{37(n-j)q^n}{18(1-q^{2n})}. \]  

(75)

Since for \( n \geq 9 \) we have \( \frac{9q^{-j}}{10} > \frac{9}{10} > \frac{7}{9} > \frac{7q^{\sqrt{n}}}{n} \), condition (63) implies the inequality

\[ \frac{9q^{-j}}{370n} > \frac{q^n}{1 - q^{2n}}, \]

and this inequality is equivalent to the following one:

\[ \frac{q^{-j}}{20} > \frac{37nq^n}{18(1 - q^{2n})}, \quad j = 0, n - 1. \]  

(76)

Due to (76) the following estimates are satisfied:

\[ q^{-j} + \frac{n-j}{n+j} q^j - \frac{37(n-j)q^n}{18(1-q^{2n})} = \]

\[ = \frac{19}{20} q^{-j} + \frac{q^{-j}}{20} + \frac{n-j}{n+j} q^j - \frac{37(n-j)q^n}{18(1-q^{2n})} > \frac{19}{20} q^{-j}, \quad j = 0, n - 1. \]  

(77)

Combining (75) and (77), we see that

\[ \frac{n}{q^n} |\lambda_{n-j}(y_0)| \cos \frac{j\pi}{2n} \geq \frac{19q^{-j}}{20}. \]  

(78)

Therefore, by using (78), from (37) we obtain

\[ |\gamma_1(y_0)| \leq \frac{40}{19} \sum_{j=[\sqrt{n}]+1}^{n-1} q^j = \frac{40(q^{\sqrt{n}+1} - q^{n-1})}{19(1 - q)} \leq \frac{40q^{\sqrt{n}}}{19(1 - q)}. \]  

(79)

Let us estimate the value \( |\gamma_2(y_0)| \). Taking estimates (69), (72), (74), and (77) into account, we have

\[ \frac{n}{q^n} |\lambda_{n-j}(y_0)|^2 \cos \frac{j\pi}{2n} \geq \frac{n}{q^n} \left( \frac{q^{n-j}}{n-j} + \frac{q^{n-j}}{n+j} - \frac{37q^{2n}}{18(1-q^{2n})} \right)^2 \frac{n-j}{n} = \]

\[ = \frac{q^n}{n-j} \left( q^{-j} + \frac{n-j}{n+j} q^j - \frac{37(n-j)q^n}{18(1-q^{2n})} \right)^2 > \frac{361q^{2j}}{400n}. \]  

(80)
Relations (73) and (43) imply $|z_j(y_0)| \leq 2|r_j(y_0)|$. Therefore, due to (69), (80), and condition (63), from (38) we obtain

$$|\gamma_2(y_0)| \leq \frac{1600}{361} \max_{0 \leq j \leq n-1} |r_j(y_0)| \frac{n}{q^n} \sum_{j=0}^{n-1} q^{2j} < \frac{29600 n q^n}{3249 (1 - q^{2n})} \sum_{j=0}^{\infty} q^{2j} \leq$$

$$\leq \frac{29600 n}{3249} \frac{7 \sqrt{\pi}}{37 n^2} \frac{1}{1 - q^2} \leq \frac{5600}{3249 n} \frac{q \sqrt{\pi}}{1 - q^2}.$$  \hspace{1cm} (81)

Let us estimate the value $|\gamma_3(y_0)|$. Condition (63) for $n \geq 9$ implies the inequality

$$q^{2n} \leq \frac{49}{8982009}.$$

Then by using (59), (73), (70) and (63), we obtain

$$|\gamma_3(y_0)| \leq \frac{8 q^{2n}}{3 (1 - q^{2n})} = \frac{2 q^{2n}}{3} - \frac{7 q^{2n}}{3} < \frac{1 - q^{2n}}{3} - \frac{7 q^{2n}}{3} =$$

$$= \left( \frac{1}{7} + \frac{4}{7 (3 - q^{2n})} \right) \frac{2 q^{2n}}{1 - q^{2n}} <$$

$$< \frac{3}{7} \frac{2 q^{2n}}{1 - q^{2n}} < \frac{6 q^{n+\sqrt{n}}}{37 n^2}.$$  \hspace{1cm} (82)

Before we estimate the value $|\gamma_4(y_0)|$, we will obtain upper estimates for $|\delta_j(y_0)|$ of the form (12).

Due to (14) we have

$$\frac{n}{q^n} |\lambda_{n-j}(y_0)| \cos \frac{j \pi}{2n} =$$

$$= \left( \frac{n}{n-j} q^{n-j} + \frac{n}{n+j} q^{n+j} + R_j(y_0) \frac{n}{q^n} \right) \cos \frac{j \pi}{2n} =$$

$$= \left( (1 + \frac{j}{n-j}) q^{-j} + (1 - \frac{j}{n+j}) q^j + R_j(y_0) \frac{n}{q^n} \right) \cos \frac{j \pi}{2n} =$$

$$= (q^{-j} + q^j) (1 + 2 \sin^2 \frac{j \pi}{4n}) +$$
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\[
\frac{j}{n-j} q^{-j} - \frac{j}{n+j} q^{j} + R_j(y_0) \frac{n}{q^n} \cos \frac{j\pi}{2n}.
\] (83)

Due to relations (42), (69), (73), (83), and the fact that the sequence \( q^k \) is convex, for values \(|\delta_j(y_0)|\) we obtain the following inequalities:

\[
|\delta_j(y_0)| \leq 2 \sin^2 \frac{j\pi}{4n} + \frac{1}{q^{-j} + q^j} \left( \frac{j}{n-j} q^{-j} + \frac{j}{n+j} q^j + |R_j(y_0)| \frac{n}{q^n} \right) \leq 2 \left( \frac{j\pi}{4n} \right)^2 + \frac{j}{n-j} + \frac{n |r_j(y_0)|}{q^{n-j} + q^{n+j}} \leq \frac{j^2 \pi^2}{8n^2} + \frac{j}{n-j} + \frac{37nq^n}{36(1-q^{2n})} = \frac{4j}{3(n-j)} + \left( \frac{j^2 \pi^2}{8n^2} + \frac{37nq^n}{36(1-q^{2n})} - \frac{j}{3(n-j)} \right). \] (84)

Let us prove that for all \( j = 1, \lfloor \sqrt{n} \rfloor \) the expression in parentheses in the right-hand side of (84) is negative, i.e.,

\[
\frac{j}{3(n-j)} - \frac{j^2 \pi^2}{8n^2} > \frac{37nq^n}{36(1-q^{2n})}. \] (85)

Then (84) and (85) will imply

\[
|\delta_j(y_0)| \leq \frac{4j}{3(n-j)}. \] (86)

Indeed, for any fixed \( x \geq 9 \), the function \( f(x, \tau) = \frac{\tau}{3(x-\tau)} - \frac{\tau^2 \pi^2}{8x^2} \) is convex upwards on \([1, \sqrt{x}]\). Therefore, it takes its minimum value either at \( \tau = 1 \) or at \( \tau = \sqrt{x} \). Consider the difference \( f(x, 1) - f(x, \sqrt{x}) \) for \( x \geq 9 \):

\[
f(x, 1) - f(x, \sqrt{x}) = \frac{1}{3(x-1)} - \frac{\pi^2}{8x^2} - \frac{\sqrt{x}}{3(x-\sqrt{x})} + \frac{x \pi^2}{8x^2} = \frac{-8x^2 \sqrt{x} + 3\pi^2(x-1)^2}{24x^2(x-1)}. \] (87)

It is easy to verify that the function \( g(x) = -8x^2 \sqrt{x} + 3\pi^2(x-1)^2 \) is decreasing on \([9, +\infty)\) and \( g(9) < 0 \). Therefore, due to (87) we have \( f(x, 1) - f(x, \sqrt{x}) < 0 \). For \( n \geq 9 \), taking (63) into account, we obtain for all \( j = 1, \lfloor \sqrt{n} \rfloor \)

\[
\frac{j}{3(n-j)} - \frac{j^2 \pi^2}{8n^2} > \frac{1}{3(n-1)} - \frac{\pi^2}{8n^2} > \frac{1}{3n} \left( 1 - \frac{\pi^2}{24} \right). \]
This implies \((85)\), and hence, \((86)\) is also implied.

Formulas \((40)\), \((78)\), and \((86)\) imply the following estimate of the value \(\gamma_4(y_0)\) for \(n \geq 9\):

\[
|\gamma_4(y_0)| \leq 2 \sum_{j=1}^{\sqrt{n}} \frac{4j}{3(n-j)} = 160 \sum_{j=1}^{\sqrt{n}} \frac{j}{n-j} q^j < \frac{160}{57(n-\sqrt{n})} \sum_{j=1}^{\infty} j q^j < \frac{160}{57(n-\sqrt{n})} \frac{q}{(1-q)^2}.
\]  

Due to \((81)\), we have the following estimate for the value \(|\gamma_5(y_0)|\):

\[
|\gamma_5(y_0)| \leq 2 \sum_{j=\sqrt{n}+1}^{\infty} q^j = 2 q^{\sqrt{n}+1} < 2 q^{\sqrt{n}} < 2 \frac{q^{\sqrt{n}}}{1-q}.
\]  

Taking estimates \((79)\), \((81)\), \((82)\), \((88)\), and \((89)\) into account, for \(n \geq 9\) we obtain

\[
\sum_{k=1}^{5} |\gamma_k(y_0)| < \frac{40q^{\sqrt{n}}}{19(1-q)} + \frac{5600q^{\sqrt{n}}}{3249n} + \frac{6q^{n+\sqrt{n}}}{37n^2} + \frac{160q^{\sqrt{n}}}{57(n-\sqrt{n})} \frac{q}{(1-q)^2} + \frac{2q^{\sqrt{n}}}{1-q} < \frac{q^{\sqrt{n}}}{1-q} (2.1053 + 0.1916 + 0.0021 + 2) + \frac{160q^{\sqrt{n}}}{57(n-\sqrt{n})} \frac{q}{(1-q)^2} < \frac{43}{10(1-q)} q^{\sqrt{n}} + \frac{160q^{\sqrt{n}}}{57(n-\sqrt{n})} \frac{q}{(1-q)^2}.
\]

The lemma is proved.

With proven above lemmas 2–3, under conditions \((15)\) and \((63)\) for \(n \geq 9\) we have

\[
P_q(t_k - y_0) + \sum_{m=1}^{5} \gamma_m(y_0) \geq 0.
\]  

\(22\)
Due to representation (35) and inequality (90), we can conclude that under conditions (15) and (63) for \( n \geq 9 \) the inclusion \( P_{q, \beta}(t) \in C_{y_0,2n} \) is valid.

Note that for \( q \in (0, \frac{9}{25}] \) condition (63) is satisfied for any \( n \geq 9 \). To verify this, it suffices to observe that the sequence \( \xi(n) = (n - \sqrt{n}) \ln \frac{9}{25} + 2 \ln n - \ln \left( \frac{7}{37} \left(1 - \left(\frac{3}{5}\right)^{36}\right) \right) \) is monotonously decreasing for \( n \geq 9 \) and \( \xi(9) < 0 \). Therefore, for \( n \geq 9 \) we have

\[
(n - \sqrt{n}) \ln \frac{9}{25} + 2 \ln n - \ln \left( \frac{7}{37} \left(1 - \left(\frac{3}{5}\right)^{36}\right) \right) < 0. \tag{91}
\]

Inequality (91) is equivalent to the inequality

\[
\frac{\left(\frac{9}{25}\right)^{n - \sqrt{n}}}{1 - \left(\frac{3}{5}\right)^{36}} < \frac{7}{37n^2},
\]

and hence, for \( q \in (0, \frac{9}{25}] \), we have

\[
\frac{q^{n - \sqrt{n}}}{1 - q^{2n}} < \frac{\left(\frac{9}{25}\right)^{n - \sqrt{n}}}{1 - \left(\frac{3}{5}\right)^{36}} < \frac{7}{37n^2}.
\]

Thus, to complete the proof of the theorem, it remains to prove that for \( n \geq 9 \) and \( q \in (\frac{9}{25}, 1) \) the following implication is valid:

\[
(15) \Rightarrow (63). \tag{92}
\]

Since

\[
\frac{1}{2} + \frac{2q}{(1 + q^2)(1 - q)} \leq \frac{1 + q}{1 - q},
\]

relation (15) implies the inequality

\[
\frac{160}{57(n - \sqrt{n})} \frac{q}{(1 - q)^2} < \left(\frac{1 - q}{1 + q}\right)^{\frac{4}{1-q} - 1},
\]
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and hence, it also implies the equivalent inequality
\[ n - \sqrt{n} - \frac{160q}{57(1 - q)^2} \left( \frac{1 + q}{1 - q} \right)^{\frac{4}{1-q^2}} > 0. \] (93)

Relation (93) implies
\[ n > \frac{160q}{57(1 - q)^2} \left( \frac{1 + q}{1 - q} \right)^3. \] (94)

Hence, for \( n \geq 9 \) and \( q \in (0,1) \) we have
\[ (15) \Rightarrow (94). \] (95)

Further, let us prove that inequality (63) for \( n \geq 9 \) and \( q \in (0,1) \) is implied by the inequality
\[ n > \left( \frac{9(1 + q)}{4(1 - q)} \right)^2. \] (96)

Since for any \( q \in (0,1) \) we have
\[ \ln \frac{1}{q} = 2 \sum_{k=1}^{\infty} \frac{1}{2k-1} \left( \frac{1 - q}{1 + q} \right)^{2k-1} > 2 \frac{1 - q}{1 + q}, \]
(see e.g. [2, p. 53]), we have also
\[ \left( \frac{9(1 + q)}{4(1 - q)} \right)^2 > \left( \frac{9}{4 \frac{1-q}{1+q}} \right)^{\frac{125}{59}} > \left( \frac{9}{2 \ln 1/q} \right)^{\frac{125}{59}}. \] (97)

Relations (96) and (97) imply the inequality
\[ n > \left( \frac{9}{2 \ln 1/q} \right)^{\frac{125}{59}}, \]
which is equivalent to the following one:
\[ \frac{2}{3} n \ln \frac{1}{q} > 3n^{\frac{46}{57}}. \] (98)
Since \( \ln n < n^{\frac{16}{125}} \) for \( n \in \mathbb{N} \) and \( 1 - \frac{1}{\sqrt{n}} \geq \frac{2}{3} \) for \( n \geq 9 \), relation (98) implies

\[
 n \left( 1 - \frac{1}{\sqrt{n}} \right) \ln \frac{1}{q} > 3 \ln n. \tag{99}
\]

For \( n \geq 9 \), from (99) we obtain

\[
\frac{1}{q^n} > \frac{n^3}{q^{3n}} > \frac{9n^2}{q^{3n}} > \frac{38n^2}{iq^{3n}} = \frac{37n^2}{iq^{3n}} + \frac{n^2}{iq^{3n}} > \frac{37n^2}{iq^{3n}} + q^n.
\]

Hence, for \( n \geq 9 \) and \( q \in (0, 1) \), we have

\[
(93) \Rightarrow (63). \tag{100}
\]

It remains to prove that for \( q \in \left(\frac{9}{25}, 1\right) \) and \( n \geq 9 \) we have

\[
(94) \Rightarrow (96). \tag{101}
\]

To this end, consider the difference of right-hand sides of inequalities (94) and (96) by setting

\[
v(q) = \frac{160q}{57(1 - q)^2} \left( \frac{1 + q}{1 - q} \right)^3 - \left( \frac{9(1 + q)}{4(1 - q)} \right)^2 =
\]

\[
= \left( \frac{1 + q}{1 - q} \right)^2 \left( \frac{160q(1 + q)}{57(1 - q)^3} - \left( \frac{9}{4} \right)^2 \right). \tag{102}
\]

Since \( q \in \left(\frac{9}{25}, 1\right) \), we obtain

\[
\frac{160q(1 + q)}{57(1 - q)^3} - \left( \frac{9}{4} \right)^2 > 0. \tag{103}
\]

Relations (102) and (103) imply the inequality \( v(q) > 0 \) and also implication (101). For \( q \in \left(\frac{9}{25}, 1\right) \), relations (95), (100), and (101) imply (92). The theorem is proved.

As a consequence of proven theorem, we can formulate the following one.
Theorem 3. Let $q \in (0, 1)$. Then for any $\beta \in \mathbb{R}$ and all numbers $n \geq n_q$ (where $n_q$ is the smallest number $n \geq 9$, for which condition (15) is satisfied) the following equalities take place:

$$d_{2n}(C_{\beta, \infty}^q, C) = d_{2n-1}(C_{\beta, \infty}^q, C) = d_{2n-1}(C_{\beta, 1}^q, L) = E_n(C_{\beta, \infty}^q)C = E_n(C_{\beta, 1}^q) =$$

$$= \|P_{q, \beta} \star \phi_n\|_C = \frac{4}{\pi} \sum_{\nu=0}^{\infty} q^{(2\nu+1)n} \frac{\sin \left( (2\nu + 1)\theta_n \pi - \frac{\beta\pi}{2} \right)}{2\nu + 1}, \quad (104)$$

where $\theta_n = \theta_n(q, \beta)$ is the unique root of equation (8) on [0, 1).

In particular, whenever $n \geq n_q$ and $\beta \in \mathbb{Z}$, the following inequalities are satisfied:

$$d_{2n}(C_{\beta, \infty}^q, C) = d_{2n-1}(C_{\beta, \infty}^q, C) = d_{2n-1}(C_{\beta, 1}^q, L) = E_n(C_{\beta, \infty}^q)C =$$

$$= E_n(C_{\beta, 1}^q) = \frac{4}{\pi} \arctan q^n, \quad \beta = 2k, \ k \in \mathbb{Z}; \quad (105)$$

$$d_{2n}(C_{\beta, \infty}^q, C) = d_{2n-1}(C_{\beta, \infty}^q, C) = d_{2n-1}(C_{\beta, 1}^q, L) = E_n(C_{\beta, \infty}^q)C =$$

$$= E_n(C_{\beta, 1}^q) = \frac{2}{\pi} \ln \frac{1 + q^n}{1 - q^n}, \quad \beta = 2k - 1, \ k \in \mathbb{Z}. \quad (106)$$

Proof. In accordance with Theorem 2, for $n \geq n_q$ we have inequalities (9) and (10). Combining those inequalities with formulas (6), (5) and the relation $d_{2n-1}(C_{\beta, \infty}^q, C) \geq d_{2n}(C_{\beta, \infty}^q, C)$, we prove (104) for $\beta \in \mathbb{R}$. Now let us prove (105) and (106).

For $\beta = 2k$, $k \in \mathbb{Z}$, relation (16) implies that the unique root of equation (8) on [0, 1) is the value $\theta_n = \frac{1}{2}$. Since in this case we have

$$\sum_{\nu=0}^{\infty} q^{(2\nu+1)n} \frac{\sin \left( (2\nu + 1)\theta_n \pi - \frac{\beta\pi}{2} \right)}{2\nu + 1} =$$

$$= (-1)^k \sum_{\nu=0}^{\infty} (-1)^\nu q^{(2\nu+1)n} \frac{1}{2\nu + 1} = (-1)^k \arctan q^n,$$

relations (104) imply (105).

For $\beta = 2k - 1$, $k \in \mathbb{Z}$, relation (16) implies that the root of equation (8) is the value $\theta_n = 0$. Since

$$\sum_{\nu=0}^{\infty} q^{(2\nu+1)n} \frac{\sin \left( (2\nu + 1)\theta_n \pi - \frac{\beta\pi}{2} \right)}{2\nu + 1} =$$

$$=$$
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\[ (-1)^k \sum_{\nu=0}^{\infty} \frac{q^{(2\nu+1)n}}{2\nu + 1} = (-1)^k \frac{1}{2} \ln \frac{1 + q^n}{1 - q^n}, \]

relations (104) imply equalities (106). The theorem is proved.

Note that Theorem 3 complements the results of [17] in the case where \( \frac{1}{5} < q < 1 \) and extends the mentioned result of [7] onto the case where \( \beta \in \mathbb{R} \).
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