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Abstract: The intermittence and fluctuation of renewable energy bring significant uncertainty to the power system, which enormously increases the operational risks of the power system. The development of efficient interval prediction models can provide data support for decision making and help improve the economy and reliability of energy interconnection operation. The performance of Bayesian deep learning models and Bayesian shallow neural networks in short-term interval prediction of photovoltaic power is compared in this study. Specifically, an LSTM Approximate Bayesian Neural Network model (ABNN-I) is built on the basis of the deep learning and Monte Carlo Dropout method. Meanwhile, a Feedforward Bayesian Neural Network (ABNN-II) model is introduced by Feedforward Neural Network and the Markov Chain Monte Carlo method. To better compare and verify the interval prediction capability of the ABNN models, a novel clustering method with three-dimensional features which include the number of peaks and valleys, the average power value, and the non-stationary measurement coefficient is proposed for generating sunny and non-sunny clustering sets, respectively. Results show that the ABNN-I model has an excellent performance in the field of photovoltaic short-term interval forecasting. At a 95% confidence level, the interval coverage from ABNN-I to ABNN-II can be increased by up to 3.1% and the average width of the interval can be reduced by 56%. Therefore, with the help of the high computational capacity of deep learning and the inherent ability to quantify uncertainty of the interval forecast from Bayesian methods, this research provides high-quality interval prediction results for photovoltaic power prediction and solves the problem of difficult modeling for over-fitting that exists in the training process, especially on the non-sunny clustering sets.
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1. Introduction

As global industrialization continues, fossil energy sources are facing increasing depletion [1–3]. At the same time, the massive consumption of fossil energy sources has caused serious environmental pollution problems [4,5]. Photovoltaic power generation is receiving increasing attention as a clean and renewable energy source and is gradually becoming an important support for the global energy transition [6,7]. According to statistics, by the end of 2020, the global cumulative installed photovoltaic capacity reached 760.4 GW. Photovoltaic power generation brings significant economic and environmental benefits [8,9]. However, due to various meteorological factors, the photovoltaic power output has fluctuating, random, and non-smooth characteristics [10,11]. These characteristics bring serious challenges to the safe operation of the power system after a high percentage of the photovoltaic system is connected [12], and seriously hinders the power system’s absorption of photovoltaic power [13,14]. Photovoltaic power prediction is an effective way to address these challenges. Accurate and reliable forecasting can predict in advance...
the future development and variation trend of photovoltaic power. It is the key science and
technology that can promote the consumption of photovoltaic energy [15] and can provide
useful decision-making support for reliability and economic management of the power
system [16,17]. Accurate photovoltaic power forecasting is a technical prerequisite for the
massive penetration of photovoltaic in power systems [18].

Currently, photovoltaic power output prediction techniques have been extensively
researched and many prediction methods have been proposed. Classified in terms of
the time scale of forecasts, they can be classified as ultra-short-term forecasts, short-term
forecasts, medium-term forecasts, and long-term forecasts [19]. The data obtained from
photovoltaic short-term power forecasting are essential for power market trading, energy
storage system control, and grid-connected power dispatching, which directly affects the
safety and stability of power system operation [1,20]. Short-term prediction of photovoltaic
power is significant for increasing the penetration of photovoltaic power in the power
system [21]. Depending on the form of the forecast result, it can be categorized as a point
forecast, an interval forecast, or a probabilistic forecast [22,23]. The result obtained from
point prediction is a definite photovoltaic power value at a given prediction moment.
Traditional forecasting research mostly considers point predictions, which cannot depict
the fluctuation range of forecast errors well [24,25]. Uncertainty prediction mainly includes
interval prediction and probability prediction [26,27], which can quantitatively describe the
uncertainty of photovoltaic output and offer more prediction information for power system
decision makers [28,29]. The interval prediction model obtains upper and lower bounds for
the photovoltaic power generation at the future predicted moment. The probabilistic pre-
diction gives a probability density curve of the photovoltaic power at the future predicted
moment. Therefore, research on quantitative theory and technology of short-term forecast
uncertainty is of great significance for promoting large-scale new energy absorption and
ensuring the financial and safe functioning of power systems [30–32].

1.1. Related Works

Generally, existing forecasting models can be divided into four main categories: physical
models (e.g., numerical weather-forecasting models), statistical models (e.g., ARIMA,
etc.), combinatorial models, and models based on artificial intelligence techniques (includ-
ing neural networks and deep learning models) [33–35]. Aloysius W. Aryaputra et al. [36]
developed the WRF model for solar irradiance prediction, which is a typical physical
prediction model. Dazhi Yang et al. [37] used the lasso model for very short-term irradi-
ance prediction. The lasso model is a typical statistical regression model. With the rapid
development of artificial intelligence technology in recent years, forecasting techniques
based on neural networks have been widely applied in the field of photovoltaic forecast-
ing [38,39]. Neural network models have better feature extraction capabilities than the
other three traditional forecasting methods [40,41], allowing for more accurate forecasting
results. Compared to traditional neural networks, deep learning networks have a more
refined architecture and network depth to capture dependencies in memory time series
and avoid gradient disappearance or explosion problems [42]. A hybrid deep learning
model based on wavelet packet decomposition and LSTM was built by Li, P. et al. to
predict photovoltaic power one hour ahead [43]. A hybrid deep learning model (SSA-RNN-
LSTM) was proposed by Muhammad Naveed Akhter for predicting the power output of
multiple photovoltaic systems [44]. Hence, the excellence of deep learning has been demon-
strated in the field of deterministic prediction [45]. Nonetheless, the abovementioned
related research is based on deterministic predictive methodologies, which cannot capture
uncertainty [46]. Specifically, forecasting errors are inevitable from point prediction mod-
els, which are incapable of conveying information about the uncertainty of photovoltaic
power production.

The Bayesian theory provides a type for neural network modeling to quantify the non-
determinacy of the interval prediction. Buntine and Weigand first proposed the BNN model,
which originated from the Bayesian probability theory [47]. Sun et al. [48] used Bayesian
theory to simulate the conditional probability density function of the latest weather prediction to generate a large number of weather circumstances. A photovoltaic power forecast model is established on the basis of machine learning to obtain probabilistic solar power generation predictions. The results show that the BNN has significant advantages compared to the support vector regression (SVR) and other benchmark models in the prediction of photovoltaic power a day ahead. Meanwhile, BNN is used for predicting weather-related faults in the distribution network [49]. Through the comparative experiments with other benchmark models, the BNN-based model has better forecasting behaviors under different assessment metrics. Confidence intervals for the forecast results can provide enough information to provide guidance on risk management. Additionally, Solaiman et al. built BNN models to address the complicated non-linear relationships between ozone and climatic variables, which can be used for short-term prediction of ozone levels [50]. To compare the performance of this BNN model, a time delay feedforward network and recurrent neural network are also built. The prediction results show that the BNN model can provide estimates of forecast uncertainty in the form of confidence intervals, with the intrinsic capability to prevent the problem of overfitting. In summary, the BNN model has the ability to estimate uncertainty, which can provide narrower prediction intervals and advance the precision of uncertainty forecasting [51].

Consequently, the Bayesian theory provides a novel framework for quantifying the uncertainty of deep learning model predictions. Bayesian deep learning techniques have been applied initially to probabilistic forecasting of wind power, wind speed, electricity load, and electricity prices the day ahead. Yun Wang built a fusion model for wind power probability prediction based on an adaptive robust multicore regression model and a Bayesian approach [52]. To generate wind speed probability forecasts, Yongqi Liu et al. built a spatio-temporal neural network and combined it with a Bayesian approach [53]. Alessandro Brusaferri et al. proposed a new method for implementing probabilistic day-ahead electricity price forecasting based on Bayesian deep learning [54]. Mingyang Sun et al. integrated the deep learning model with Bayesian theory to build a short-term load-interval prediction model [55]. Notably, the existing Bayesian deep learning fusion models mentioned above invariably adopt a variational inference approach to acquire a posteriori inference. Bayesian variational inference frameworks involve the addition of complex parameters, which undoubtedly increases time consumption. In summary, the combination of Bayesian theory and deep learning can provide a solution to overcome the overfitting problem in the training process of deep learning models and generate the reliable prediction interval, thus greatly improving the prediction accuracy of the uncertainty-forecasting models [56].

1.2. Research Gaps and Scientific Contributions

Although preliminary studies on incorporating deep learning models with Bayesian methods have been conducted, there is little research in the field of photovoltaic short-term interval prediction that deals with the incorporation of deep learning models and Bayesian methods in current studies, let alone further comparative studies with traditional Bayesian neural networks. Meanwhile, the combined effect of numerous meteorological factors results in a high degree of uncertainty in photovoltaic output fluctuation [57]. Existing photovoltaic power prediction techniques struggle to produce satisfactory interval prediction results, especially on cloudy days. Furthermore, when combined with Bayesian methods, deep learning techniques involve complex high-dimensional integration problems, resulting in lengthy model training times in Bayesian deep learning techniques.

For that reason, as an extension of earlier research, two Advanced Bayesian Neural Network (ABNN) models are built in this paper to further compare and validate the effectiveness of Bayesian deep learning models and Bayesian shallow neural networks in photovoltaic power interval prediction. The main contributions of this paper are as follows:

1. An ABNN-I model in combination with Monte Carlo Dropout and LSTM is built for short-term interval forecasting of photovoltaic power. The feasibility of Bayesian deep
learning for time series uncertainty prediction is demonstrated and implemented in practice. An ABNN-II model is created by combining an enhanced MCMC and Feedforward Neural Network (FNN). The modified MCMC combines Langevin dynamics with the Metropolis and Hastings algorithm, which can improve the efficiency of the sampling plan in the Markov chain. Notably, the predictive performance of Bayesian methods when applied to deep learning models and conventional models is compared for the first time. Specifically, the interval prediction performance of the ABNN-I and ABNN-II models is compared under different weather conditions.

(2) Considering the three-dimensional characteristics from the number of peaks and valleys, the average power value, and the non-stationary measurement coefficient, an improved K-means clustering method is proposed to generate similar daily datasets for mining the useful information contained in historical data under different weather conditions.

The main organizational parts of this article are as follows: The second part introduces the methods and models involved in this article. The third part introduces the acquisition of data and datasets for similar days. The fourth part of this paper verifies the performance of the built model based on actual data under different weather conditions. Four evaluation indicators are used to evaluate the model. The fifth part is the result discussion. The sixth part summarizes the full text.

2. Interval Prediction Framework Based on ABNN

The development of efficient interval prediction models can provide data support for decision making and help improve the economy and reliability of energy interconnection operation. In the area of short-term interval prediction of photovoltaic power, it is difficult to obtain high-quality interval prediction results with the existing forecasting technology when the photovoltaic power fluctuates very violently. Meanwhile, there is room for further improvement in the interval prediction performance on non-sunny days. To further promote the development of short-term interval prediction technology for photovoltaic power, ABNN-I and ABNN-II models are developed.

2.1. ABNN-I

An LSTM approximate BNN model based on Monte Carlo Dropout (ABNN-I) is built for short-term photovoltaic power interval forecasting. This ABNN-I model combined advanced deep learning. The BNN is described in detail as follows and the flowchart is shown in Figure 1.

A clustering method based on the three-dimensional characteristics is proposed. The details of this three-dimensional clustering method are depicted in Section 3.2. The clustering method is used to generate datasets for similar days. By using similar-day datasets, the data information under different weather can be fully mined. Therefore, the photovoltaic power data are divided into a sunny similar-day set and a non-sunny similar-day set.

An LSTM approximate BNN Model is proposed based on Monte Carlo Dropout (ABNN-I). In this ABNN-I model, a fully connected neural network layer is added in the internal network layer of the LSTM from deep learning to improve prediction accuracy. Unlike dropout, which is switched off during the test phase, the Monte Carlo Dropout in this model can remain active during the test phase. This distinction allows the Monte Carlo Dropout method to carry out multiple forward propagation procedures on the same input and to simulate the output of various network structures. The details of the Monte Carlo Dropout-based ABNN are described in Section 2.4. The cell structure of the LSTM model is briefly described in Section 2.7.
A clustering method based on the three-dimensional characteristics is proposed. The details of this three-dimensional clustering method are depicted in Section 3.2. The clustering method is used to generate datasets for similar days. By using similar-day datasets, the data information under different weather can be fully mined. Therefore, the photovoltaic power data are divided into a sunny similar-day set and a non-sunny similar-day set.

An LSTM approximate BNN Model is proposed based on Monte Carlo Dropout (ABNN-I). In this ABNN-I model, a fully connected neural network layer is added in the internal network layer of the LSTM from deep learning to improve prediction accuracy. Unlike dropout, which is switched off during the test phase, the Monte Carlo Dropout in this model can remain active during the test phase. This distinction allows the Monte Carlo Dropout method to carry out multiple forward propagation procedures on the same input and to simulate the output of various network structures. The details of the Monte Carlo Dropout-based ABNN are described in Section 2.4. The cell structure of the LSTM model is briefly described in Section 2.7.

The clustering data, including the sunny similar-day set and the non-sunny similar-day set, are separated into the training, verification, and testing set, separately. The clustering sets are input into the ABNN-I and the prediction results are obtained for short-term interval photovoltaic power. Prediction Interval Coverage Probability (PICP) and Prediction Interval Normalized Average Width (PINAW) are introduced as the assessment indicators for evaluating the goodness of this proposed ABNN-I model.

2.2. ABNN-II

An ABNN based on the advanced MCMC method was built using a Feedforward Neural Network and Langevin dynamics-improved Metropolis and Hastings algorithm (ABNN-II). This ABNN-II model, which combined a traditional neural network and the Bayesian method, is described in detail as follows, and the flowchart is shown in Figure 2. The three-dimensional feature K-means clustering is used to divide the photovoltaic power dataset into sunny and non-sunny similar-day data sets. The details of the method can be seen in Section 3.2.

ABNNs based on the advanced MCMC method are trained with different similar-day datasets. The BNN based on the advanced MCMC method is introduced in Sections 2.5 and 2.6.
2.2. ABNN-II

An ABNN based on the advanced MCMC method was built using a Feedforward Neural Network and Langevin dynamics-improved Metropolis and Hastings algorithm (ABNN-II). This ABNN-II model, which combined a traditional neural network and the Bayesian method, is described in detail as follows, and the flowchart is shown in Figure 2.

![Figure 2. Schematic diagram of the ABNN-II model.](image)

The forecast of the photovoltaic power interval under diverse weather conditions is obtained by the corresponding forecast model. Prediction Interval Coverage Probability (PICP) and Prediction Interval Normalized Average Width (PINAW) are introduced as the assessment indicators for evaluating the goodness of the proposed ABNN-II model.
2.3. BNN

The BNN is a mathematical neural network model based on the Bayesian method. The Bayesian method originated from the famous Bayes theorem, which regards the conditional probability of two random events [47]. The Bayesian formula is also called the posterior probability formula. This formula combines the prior information obtained from historical data or experience with the sample information obtained through sampling experiments, and the prior information is corrected to obtain the posterior information to achieve a deeper understanding of the purpose of the event information. The Bayesian formula is as follows: let Ω be the whole sample space of the random event S, B1, B2, . . . , Bn be the specific division of the sample space, and A be an event, then:

\[
P(B_i|A) = \frac{P(A|B_i)P(B_i)}{\sum_{j=1}^{n} P(A|B_j)P(B_j)}
\]

In contrast to the original conventional neural network model, the weight and bias parameters of the BNN model are treated as random variables rather than constants. All weights and bias parameters in a BNN are represented by the probability distribution. Figure 3 depicts the structure diagrams of the traditional neural network model and the BNN. Based on the sample number data, the BNN structure can compute the posterior probability distribution of weights and bias parameters, as well as the weight and bias parameter matrix that maximizes the posterior probability distribution function to obtain the optimal parameter results. Theoretically, the BNN structure can provide an effective solution to the overfitting problem of deep learning neural network models, improving prediction accuracy and generalization ability.

![Figure 3. Comparison of BNN model and traditional neural network model structure.](image)

However, in practice, it has been discovered that many problems must be solved in the BNN structure. The main difficulties encountered in the actual BNN modeling process are as follows: (1) the structure is very complicated, its model parameters may number in the thousands, and the large number of model parameters makes actual calculations difficult to realize. (2) Processing high-dimensional data is difficult. It is unavoidable to perform integration operations in a high-dimensional vector space when learning the best model weights and bias parameters during BNN training or when using BNN models for prediction. This operation is difficult to perform in practice because the traditional numerical integration method cannot be completed. In practice, the approximate modeling method based on Monte Carlo Dropout and the MCMC method are typically used to overcome the modeling problem of the BNN. Sections 2.4, 2.5 and 2.6 go into great detail about the contents of these two methods.

2.4. Monte Carlo Dropout

When fused with Bayesian methods, deep learning techniques involve complex high-dimensional integration problems, which form the difficulty in practice. Although Markov chain Monte Carlo methods are a common and popular Bayesian implementation, ap-
proximating a large number of parameters using MCMC leads to high computational cost, which prevents MCMC from being applied to LSTM. Monte Carlo Dropout is a promising approach to approximate Bayesian reasoning in deep learning networks without adding too much computational burden. Monte Carlo Dropout [58] is a technique that uses dropout in the forward pass of a network. Multiple forward passes can produce a variety of distinct outputs. The distribution of these samples can be used to describe the uncertainty of a neural network model. The Monte Carlo Dropout technique has been proven to be an approximate deep Gaussian process [59].

Dropout is a technique used in neural networks to avoid overfitting by randomizing some units during training [59]. Gal et al. found that the dropout network can be approximately regarded as a variant of the posterior of the BNN [60]. The dropout layer is equivalent to the variational inference process of the neural network parameters. Adding the dropout layer to the standard deep neural network can approximately achieve the construction of the BNN model [61]. The dropout method is equivalent to adding a probability process to the neural network training process. Each node of the neural network obeys the Bernoulli binomial distribution with probability \( p \). It makes some neurons not play a role in the forward propagation process of this neural network training, but this does not mean that they do not participate in the next new neural network training process, because any one of the neural network training processes where neurons are discarded is a random process. This is because of the randomness of the dropout method, which means that the neural network structure generated during each training is different. However, the weight of the node is shared for each structure. The structure comparison between the traditional neural network model and the approximate BNN model based on dropout is shown in Figure 4, and the network calculation also has significant differences, as shown in Figure 5.

**Figure 4.** Comparison of the traditional neural network model and the approximate BNN model based on dropout.

**Figure 5.** Comparison of calculation between the traditional neural network model and the approximate BNN model based on dropout.
In summary, the dropout technique has significant advantages. The dropout technique reduces the joint adaptation of neuron nodes and improves the robustness of the model. This technique simplifies the neural network structure by dropping network neurons with a certain probability, which can effectively avoid overfitting. It is worth noting that the use of dropout is a key part of the uncertainty gained by the proposed deep learning model.

The predicted value of photovoltaic power can be approximately expressed as the average value of multiple forward pass results. The uncertainty when using this model to predict photovoltaic power can also be obtained by performing multiple forward passes. Many different photovoltaic power point prediction results can be obtained with the help of the Monte Carlo sampling technique. The mean and variance of statistical sampling can obtain the uncertainty prediction result of photovoltaic power. Moreover, this process can be parallelized, so it can be equal to one forward propagation in time [60].

The calculation formula of the traditional neural network without adding the dropout layer is as follows:

\[ z_i^{(l+1)} = w_i^{l+1} y_i^l + b_i^{(l+1)} \]  

(2)

where \( z \) is the vector input, \( w \) is the value of the weight parameter, \( y \) is the input and output, and \( b \) is the value of the bias parameter.

\[ y_i^{(l+1)} = f(z_i^{(l+1)}) \]  

(3)

where \( f \) is the activation function.

The calculation formula of the neural network after adding the dropout layer based on the Bernoulli binomial distribution is as follows [62]:

\[ r_i^{(l)} \sim \text{Bernoulli}(p) \]  

(4)

where \( \text{Bernoulli}(p) \) represents the Bernoulli distribution with probability \( p \).

\[ y_i^{(l)} = r_i^{(l)} y_i^{(l)} \]  

(5)

where \( r \) is the hidden layer index value.

\[ z_i^{(l+1)} = w_i^{(l+1)} y_i^{(l)} + b_i^{(l+1)} \]  

(6)

\[ y_i^{(l+1)} = f(z_i^{(l+1)}) \]  

(7)

2.5. MCMC

The traditional Monte Carlo integration algorithm only supports static simulation [63]. Combining the Markov process with the Monte Carlo simulation algorithm yields the MCMC method, which allows for the dynamic simulation of changing sampling distributions. The MCMC method [64] is a numerical simulation algorithm that uses Markov chains to sample from complex random distributions within the framework of Bayesian theory. It compensates for the limitations of the traditional Monte Carlo method and is widely used in a variety of fields. The MCMC method has several advantages. Specifically, after obtaining the prior probability density function and likelihood function of the input sample set \( D \), the Bayesian formula can be used to obtain the posterior probability density function. When there are multiple unknown network weight parameters, however, calculating the posterior probability density function requires difficult high-dimensional integral solutions. To obtain the posterior probability density function for these complex models, numerical simulations using the MCMC method can be performed. As a result, uncertainty can be quantified as well.

The following steps summarize the main ideas of the MCMC methodology. To begin, define the random variable \( x \) and construct a Markov chain in its state space \( S \). (the Markov chain is defined as the probability of state transition at this moment only depends on
its previous state). The constructed Markov chain has a specified stationary distribution, which means that the Markov chain’s transition distribution eventually converges to a specific posterior distribution. The target distribution is this stationary distribution. After a sufficient number of iterations, when the state distribution on the chain is sufficiently close to the specified stationary distribution, the sample value simulated by the Markov chain can be approximated from a sample from the target distribution.

2.6. Advanced MCMC

The MCMC method can be implemented in a variety of ways. The various realization methods are primarily distinguished in the Markov chain’s establishment method. Transfer nuclei differ between Markov chain establishment methods. The Gibbs Sampling algorithm [65,66] and the Metropolis and Hastings algorithm are currently the most popular and widely used MCMC implementation methods.

The Metropolis and Hastings algorithm [67] is used as the realization style in the MCMC method used in the ABNN-I model. The MH algorithm is a popular and efficient numerical simulation algorithm. It can generate a Markov chain using continuous iteration and simulation, and then construct a probability density function for the Markov chain that meets the target requirements. It primarily constructs the desired Markov chain by introducing the acceptance rate. It decides whether to accept the sample taken from the transfer core based on this acceptance rate.

The detailed process of the Metropolis and Hastings algorithm [68] is as follows.

(1) Construct a suitable proposed distribution \( Q(Z) \).

(2) Generate a random sample \( Z^* \), based on the proposed distribution \( Q(Z) \).

(3) Generate a random value \( u \) from the uniform distribution of \((0, 1)\).

(4) Calculate the acceptance rate.

\[
\alpha = \min\left(1, \frac{p(Z^*) \cdot Q(Z^* \rightarrow Z)}{p(Z) \cdot Q(Z \rightarrow Z^*)}\right)
\]  

(8)

where \( Q(Z^* \rightarrow Z) \) denotes the probability of being \( Z \) at time \( t + 1 \) if \( Z^* \) is at time \( t \). \( p \) is the distribution to be sampled and \( \alpha \) is the acceptance rate.

(5) Determine if the acceptance rate is satisfied.

If it is satisfied, the original sample is replaced by a new one at this point.

\[
z^{(i)} = z^*, \text{if } u \leq \alpha
\]  

(9)

Otherwise, it is not updated. That is, the previous sample is taken as the sample at this point.

\[
z^{(i)} = z^{(i-1)}, \text{if } u > \alpha
\]  

(10)

Follow the above procedure for \( N \) times to obtain \( z^{(1)}, z^{(2)}, \ldots, z^{(N)} \).

The MCMC method uses the Langevin gradient [69] to update the parameters in each iteration to suppress the random walk behavior of the MCMC sampler. The method combines gradients with Gaussian noise in the parameter update. The Langevin gradient information is used to generate the Metropolis-and-Hastings-recommended distribution, and choosing the recommended distribution is critical to influencing the Metropolis and Hastings algorithm’s performance. The use of Langevin dynamics in conjunction with the Metropolis and Hastings algorithm improves the efficiency of the sampling plan in the Markov chain. This algorithm outperforms the random walk MCMC algorithm. The Langevin dynamics-improved Metropolis and Hastings algorithm is the name given to the new algorithm. Figure 6 depicts the MCMC with Metropolis–Hastings.
2.7. LSTM

The LSTM neural network model is an improved new neural network built by Sepp Hochreiter and Jurgen Schmidhuber to compensate for the gradient disappearance defect of the recurrent neural network [71]. The LSTM neural network introduces linear connection and a gating unit to provide solutions for the problem of gradient disappearance in a cyclic neural network. It can learn long-term-dependent information. Therefore, the LSTM can achieve better prediction results in many long-correlated time series prediction scenarios. Figure 7 shows the structure of the LSTM neural network unit, which is composed of four important parts: Cell State, Forget Gate, Input Gate, and Output Gate [72]. The functions of these units are expressed mathematically as follows:

\[ f_t = \sigma(W_f[h_{t-1}, X_t] + b_f) \]  \hspace{1cm} (11)

where \( f_t \) is the forget gate output, \( \sigma \) and tanh is the activation function, \( W \) is the weight coefficient, \( b \) is the bias vector, \( h \) is the data output information, and \( X \) is the data input information.

\[ i_t = \sigma(W_i[h_{t-1}, X_t]) + b_i \]  \hspace{1cm} (12)

where \( i_t \) is the output of the input gate.

\[ \tilde{C}_t = \tanh(W_C[h_{t-1}, X_t] + b_C) \]  \hspace{1cm} (13)

where \( \tilde{C}_t \) is the output of the input gate, and tanh is the activation function.

\[ C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t \]  \hspace{1cm} (14)

where \( C_t \) is the cell state.

\[ O_t = \sigma(W_o[h_{t-1}, X_t] + b_o) \]  \hspace{1cm} (15)

where \( O_t \) represents the output after activation by the activation function of sigmoid.

\[ h_t = O_t \ast \tanh(C_t) \]  \hspace{1cm} (16)
2.8. Model Evaluation

PICP and PINAW are introduced as the evaluation indicators of the goodness of the interval prediction [74,75].

The interval coverage index can characterize the probability that the true value of photovoltaic power falls within the upper and lower bounds of the prediction interval. The higher the interval coverage of the prediction result, the better the interval forecast model. The calculation method is as follows:

$$\text{PICP} = \frac{1}{N} \sum_{n=1}^{N} S_n$$

where $N$ represents the total number of photovoltaic power points to be predicted, and $S_n$ represents a Boolean function. When the upper and lower boundaries of the photovoltaic power prediction interval include the true value, the value of the function is 1. Otherwise, it is 0.

The average width of the interval can characterize the clarity of the interval prediction model. The smaller the PINAW value of the interval average width under the same confidence level, the better the interval prediction model. Its calculation formula is as follows:

$$\text{PINAW} = \frac{1}{N} \sum_{n=1}^{N} (P_{up} - P_{down})$$

where $N$ represents the total number of photovoltaic power points to be predicted, $E$ represents the difference between the maximum value and the minimum value of the target variable, and $P_{up}$ and $P_{down}$, respectively, represent the upper and lower bound power values of the interval prediction.

The root means square error (RMSE) and the mean absolute percentage error (MAPE) are used as the deterministic evaluation index to evaluate the accuracy of the model prediction [76,77].

The MAPE is defined as:

$$\text{MAPE} = \frac{1}{N} \sum_{n=1}^{N} \left| \frac{P_{rn} - P_{pm}}{P_{rn}} \right|$$

where $N$ denotes the total number of photovoltaic power points to be predicted, $P_{rn}$ denotes the true value, and $P_{pm}$ denotes the forecast value.

The RMSE is defined as:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (P_{rn} - P_{pm})^2}$$
3. Data Description and Division of Similar-Day Datasets
3.1. Data Description

The photovoltaic data comprise the actual dataset from the Alice Springs solar demonstration power station disclosed on the third-party test platform of the Desert Knowledge Australia Solar Centre. The actual photovoltaic power generation data of the photovoltaic power generation system produced by the Australian photovoltaic manufacturer eco-Kinetics in 2020 are selected as the simulation data. The photovoltaic power station’s location and site are shown in Figure 8. The total installed capacity of the photovoltaic power station is 26.52 kW. The sampling time interval of the photovoltaic power sequence of these data is 5 min, and the photovoltaic power generation data are recorded 24 h a day. Therefore, the forecasting time interval in this study was 5 min. Since the power generated by the photovoltaic system at night is very small and negligible, the data before 6:00 a.m. and after 7:00 p.m. every day are excluded. After the photovoltaic power data are eliminated, the remaining data after the elimination are used as the model simulation data. Figure 9 is a simple schematic diagram of the photovoltaic power data of the photovoltaic power station from January to March 2020. The simulation data also include data on the meteorological factors at the location of the power station. The meteorological variables include wind speed (m/s), weather temperature (°C), weather relative humidity (%), global horizontal radiation (\(w/m^2 \times sr\)), diffuse horizontal radiation (\(w/m^2 \times sr\)), wind direction (°), global tilted radiation (\(w/m^2 \times sr\)), and diffuse tilted radiation (\(w/m^2 \times sr\)). The sampling interval for the meteorological data is 5 min.

![Figure 8. The location and site pictures of the photovoltaic system produced by eco-Kinetics.](image)

![Figure 9. Three-dimensional graph of photovoltaic power from January to March 2020.](image)
3.2. Division of Similar-Day Datasets

Due to the influence of many complex meteorological factors, the non-stationary feature of the photovoltaic power curve is very prominent on non-sunny days [78]. This non-stationary feature causes great difficulties for photovoltaic power prediction. An effective photovoltaic power clustering technique can lay the foundation for deep learning to further mine the data information and improve the accuracy of prediction. In previous studies, similar-day clustering features were selected from many meteorological features [20]. However, meteorological and other historical data in remote areas are often unavailable. Therefore, a more applicable similar-day acquisition method is the K-means [79] clustering method, considering the three-dimensional characteristics proposed in this study. The three-dimensional features include the number of peaks and valleys, the average power value, and the non-stationary measurement coefficient obtained from the photovoltaic power curve. Two adjacent PV power values that are both less than the middle are defined as a peak. Two adjacent PV power values that are both greater than the middle are defined as a valley. All peaks and valleys are counted to obtain the number of peaks and valleys. The flowchart of this K-means-based three-dimensional feature-clustering method is depicted in Figure 10 [80].

The power average calculation formula is as follows:

$$P_{av} = \frac{\left(\sum_{i=0}^{N} P_i\right)}{N} \tag{21}$$
where \( P_i \) is the power value, \( N \) is the number of sampling points, and \( P_{av} \) is the average value of power.

\[
L_{i+1} = \begin{cases} 
1, & P_{i+1}/P_i \geq 0.15 \\
0, & P_{i+1}/P_i \leq 0.15 \end{cases}
\]

(22)

where \( L \) represents the non-stationary logical value representation of each sample point in the day

\[
W_{\text{Non-stationary}} = \sum_{i=0}^{N} L_{i+1}
\]

(23)

where \( W_{\text{Non-stationary}} \) represents the non-stationary measurement coefficient of the day.

K-means clustering is a common and efficient algorithm for cluster analysis [81]. It can identify the intrinsic relationship between the photovoltaic power curves of each day according to the characteristics of the set of photovoltaic power changes. It uses an iterative method to cluster the photovoltaic power curves of each day according to the degree of similarity [82]. The optimal number of clusters is usually determined using the elbow method [83]. The elbow method is a method to determine the number of clusters \( K \) in the K-means algorithm by observing the sum of squares of errors (SSE) [84]. The basic idea is that, as the number of values increases, the agglomeration of each cluster progressively increases and the SSE progressively decrease. When the K value is less than the optimal number of clusters, the slope of the corresponding SSE curve decreases sharply, thus forming a curve similar to an arm. The elbow shape is a line graph, and the K-value corresponding to the "elbow" is the optimal number of clusters in this dataset. However, there are specific situations in which the elbow method does not apply. In some cases, the "elbow point" is not obvious. At this time, there is a large deviation in the determination of the K value using the elbow method, which affects the clustering results of the photovoltaic power curve. To solve the problems of the elbow method, this paper adopts the silhouette coefficient method for auxiliary judgment. The silhouette coefficient method scores the clustering effect under each cluster number by calculating the degree of separation and cohesion [85]. The value range of the coefficient is \([-1, 1]\). The closer the value is to 1, the better the clustering effect.

3.3. Matching of Similar-Day Datasets

The measures used in this paper to achieve the matching of the day to be predicted and the similar-day dataset are as follows.

The matrix of n meteorological features (e.g., irradiance series, temperature series, etc.) for the day to be predicted is \( A = [a_1, a_2, \cdots, a_n] \), where \( a_t (t \in [1, n]) \) is the t-th meteorological feature series for that day. The matrix of meteorological feature series of the similar-day dataset is \( B = [b_1, b_2, \cdots, b_n] \). The vector \( b_t (t \in [1, n]) \) is the mean series of the t-th meteorological series of all historical days in the similar-day dataset.

The correlation vector \( C = [c_1, c_2, \cdots, c_n] \) is obtained by calculating the correlation between the day to be predicted and the corresponding meteorological feature of each similar-day dataset. Correlations are calculated using the MIC method, where \( c_t = \text{MIC}(a_t, b_t) (t \in [1, n]) \). The MIC value is calculated as shown in steps (1)–(3).

1. A binary dataset \( D \in R^2 \) consisting of a sequence \( S = [s_1, s_2, \ldots, s_n] \) of meteorological features for the day to be predicted and a sequence \( T = [t_1, t_2, \ldots, t_n] \) of such meteorological features for the historical day is considered. The binary dataset \( D \) is divided into a grid \( G \) of x columns and y rows. The correlation between the meteorological data can be reflected in the distribution of the data within the grid, whose mutual information values are calculated using the following equation.

\[
\text{MI}(D, x, y) = \sum_{s \in S} \sum_{t \in T} p(s, t) \log_2 \frac{p(s, t)}{p(s)p(t)}
\]

(24)
where \( p(s,t) \) is the joint probability density of \( S \) and \( T \), and \( p(s) \) and \( p(t) \) are the edge probability densities of \( S \) and \( T \), respectively.

(2) The mutual information value \( MI(D, x, y) \) has multiple values due to the various options for the partitioning of the grid \( G \). The maximum value of these is taken as the maximum mutual information value for the partitioning of the grid \( G \).

\[
I(D, x, y) = \max MI(D, x, y)
\]  

(25)

(3) The maximum mutual information value obtained is normalized using the following formula.

\[
MIC(D) = \max_{xy \in B(n)} \frac{I(D, x, y)}{\log_2(\min(x, y))}
\]  

(26)

where \( B = n^{0.6} \). The denominator \( \log_2(\min(x, y)) \) is the normalization operation.

The combined meteorological similarity between the day to be predicted and each similar-day dataset is calculated according to Equation (27). The dataset with the highest combined meteorological similarity is selected as the training set for the day to be predicted.

\[
X = \frac{1}{n} \sum_{i=1}^{n} c_i
\]  

(27)

where \( X \) is the combined meteorological similarity.

4. Case Studies and Results

4.1. Clustering

Considering the characteristics of the number of peaks and valleys of the photovoltaic power curve, average power value, and the non-stationary measurement coefficient, the three-dimensional K-means clustering method proposed in this paper can generate sunny and non-sunny datasets from the 366-day photovoltaic power curve in 2020. Specifically, the elbow method is used to determine the optimal number of clusters, and the contour coefficient method is used as an auxiliary judgment to guarantee the correctness of the judgement. The results of the two judgment methods are shown in Figure 11.

![Figure 11](image)

**Figure 11.** The elbow method and silhouette coefficient method judge the cluster number.

The position of the bend (joint) of the elbow curve shown in Figure 11 indicates that the optimum number of clusters for the photovoltaic power dataset is two types. Figure 11 also shows that the silhouette coefficient score is the closest to 1 when the number of clusters is two, which means that the clustering effect is the best. It can be seen that the optimum number of groups is two types from the results of the elbow and silhouette coefficient methods.

Based on the optimal clustering number obtained from the above results, the original data can be clustered into two categories, which can be named Sunny days and Non-sunny days. Figure 12 shows the comparison before and after clustering; each point in the figure symbolizes one day. In the figure on the right of Figure 12, the blue square represents Non-sunny days, and the orange pentagram represents Sunny days. The Sunny days
contain 259 photovoltaic power data, and the Non-sunny days contain 107 photovoltaic power data. To display the effect of clustering, the 40-day sunny and non-sunny similar-day datasets are shown in Figure 13. The photovoltaic power curve can be effectively clustered by using this clustering method.

![Results of the three-dimensional K-means clustering.](image1)

**Figure 12.** Results of the three-dimensional K-means clustering.

![Comparison of clustering results of Sunny and Non-sunny days.](image2)

**Figure 13.** Comparison of clustering results of Sunny and Non-sunny days.

The clustering strategy based on the three-dimensional characteristics of the photovoltaic power curve has better applicability to areas where meteorological data cannot be obtained. The novel clustering method can generate similar-day datasets, which can be further used for validating the interval prediction behavior of the built forecasting models. Meanwhile, it serves to help auxiliary comparative research in the Bayesian method applied to deep learning and traditional methods for photovoltaic interval prediction.

### 4.2. Model Parameter Settings and Dataset Division

Considering the diverse fluctuation characteristics of the photovoltaic power curve on sunny and non-sunny days, the performance of the ABNN model was verified under different weather datasets. The concrete parameter settings for the two ABNN models are provided in Table 1. The early stop strategy was applied to the ABNN-I and ABNN-II models to avoid overfitting.

The clustering data, including the sunny similar-day set and the non-sunny similar-day set, are segmented into the training, verification, and testing set, separately. The training set is used to learn the photovoltaic power dataset to fit the data samples. The verification set is used to monitor the learning process of the network to avoid overfitting. Test sets are employed to test the behaviors of the predictive models built. For ABNN-I, the sunny dataset set containing 259 days of photovoltaic generation and meteorological data in 2020 was divided into a training set, a validation set, and a test set. The test sample set contains two days of photovoltaic data randomly selected from the sunny similar-day dataset. The
remaining datasets are used as the training set and the validation set, with a ratio of 3:1. The non-sunny similar-day set contains 107 days of photovoltaic power and meteorological data. The dataset is divided in the same way when it is not sunny. For ABNN-II, the sunny day set containing 259 days of photovoltaic power generation and meteorological data in 2020 is segmented into a training set and a test set. The test sample set comprises two-day data randomly selected from the sunny day similar-day dataset. The remaining dataset is used as the training set. The non-sunny similar-day set contains 107 days of photovoltaic power and meteorological data. The dataset is divided in the same way as when it is in the condition of non-sunny days.

### Table 1. Relevant parameter settings of ABNN-I and ABNN-II models.

| Model   | Sunny Parameter Settings | Non-Sunny Parameter Settings |
|---------|--------------------------|----------------------------|
|         | LSTM Units = 500         | LSTM Units = 700           |
|         | Dense Units = 500        | Dense Units = 700          |
| ABNN-I  | Dropout = 0.001          | Dropout = 0.001            |
|         | Recurrent dropout = 0.3  | Recurrent dropout = 0.5    |
|         | Number of iterations = 150| Number of iterations = 300 |
| Hyperparameters | Monte Carlo Sampling times = 100 | Monte Carlo Sampling times = 100 |
| ABNN-II | Hidden layer neuron = 10 | Hidden layer neuron = 20  |
| Model parameters | Number of iterations = 40,000 | Number of iterations = 80,000 |
| Hyperparameters |                           |                            |

4.3. Evaluation of the Interval Prediction Performance on Sunny Days

The 95% confidence interval prediction results of the proposed ABNN models on sunny clustering dataset 1 and 2, respectively, are discussed. Scatter plots of true values and median values of interval prediction are also given in Figures 14 and 15. The evaluation results of the interval and the median value of the interval of the ABNN models are shown in Table 2. PICP and PINAW indicators are used to assess the interval forecast results. RMSE and MAPE are used to evaluate the extent of deviation between the median value of the interval prediction and the true value. The average run time for the ABNN-I model is 326 s on a clear day. The average run time for the ABNN-II model is 953 s.

![Figure 14](image_url) 95% confidence level interval prediction results of two ABNN models on sunny clustering dataset 1 (Case 1).
sets are employed to test the behaviors of the predictive models built. For ABNN-I, the sunny dataset set containing 259 days of photovoltaic generation and meteorological data in 2020 was divided into a training set, a validation set, and a test set. The test sample set contains two days of photovoltaic data randomly selected from the sunny similar-day dataset. The remaining datasets are used as the training set and the validation set, with a ratio of 3:1. The non-sunny similar-day set contains 107 days of photovoltaic power and meteorological data. The dataset is divided in the same way when it is not sunny. For ABNN-II, the sunny day set containing 259 days of photovoltaic power generation and meteorological data in 2020 is segmented into a training set and a test set. The test sample set comprises two-day data randomly selected from the sunny day similar-day dataset. The remaining dataset is used as the training set. The non-sunny similar-day set contains 107 days of photovoltaic power and meteorological data. The dataset is divided in the same way as when it is in the condition of non-sunny days.

4.3. Evaluation of the Interval Prediction Performance on Sunny Days

The 95% confidence interval prediction results of the proposed ABNN models on sunny clustering dataset 1 and 2, respectively, are discussed. Scatter plots of true values and median values of interval prediction are also given in Figures 14 and 15. The evaluation results of the interval and the median value of the interval of the ABNN models are shown in Table 2. PICP and PINAW indicators are used to assess the interval forecast results. RMSE and MAPE are used to evaluate the extent of deviation between the median value of the interval prediction and the true value. The average run time for the ABNN-I model is 326 s on a clear day. The average run time for the ABNN-II model is 953 s.

![Figure 15](image_url). 95% confidence level interval prediction results of two ABNN models on sunny clustering dataset 2 (Case 2).

**Table 2.** Evaluation of short-term prediction results of ABNN-I and ABNN-II during sunny days.

| Case   | Index | ABNN-I | ABNN-II | ABNN-I | ABNN-II |
|--------|-------|--------|---------|--------|---------|
|        | PICP  | PINAW  | MAPE    | RMSE   | PICP  | PINAW  | MAPE    | RMSE   |
| Case 1 | 0.9935   | 0.0788  | 0.2802  | 0.0803 | 0.9870 | 0.1045 | 0.4186  | 0.1234 |
| Case 2 | 1.0   | 0.0743  | 0.2877  | 0.0685 | 0.9835 | 0.0971 | 0.2887  | 0.1036 |
| Average value | 0.9968 | 0.0765 | 0.2839 | 0.0744 | 0.9860 | 0.1008 | 0.3535 | 0.1135 |

As shown in Figures 14 and 15, the interval prediction results of the two ABNN models on the clustering sunny dataset are reasonable and satisfactory. The 95% confidence level prediction interval can completely cover the true value. This reflects the effectiveness of the built two-interval forecast models. In addition, the median value of the interval prediction is very close to the true value. The interval evaluation index (Table 2) shows that the coverage value of the prediction interval obtained by the ABNN-I model is higher and the interval width value is narrower. Meanwhile, it can be seen from the deterministic predictive evaluation indicators in Table 2 that the performance of ABNN-I is superior to ABNN-II. Therefore, it can be inferred that the ABNN-I model has better interval forecast performance on sunny clustering datasets. A deep learning model incorporating a Bayesian approach creates favorable conditions for improving the accuracy and reducing the uncertainty of photovoltaic power prediction.

4.4. Evaluation of the Interval Prediction Performance on Non-Sunny Days

Scatter plots of true values and median values of interval prediction are depicted in Figures 16 and 17. It shows the 95% confidence interval prediction results of the two ABNN models on non-sunny clustering datasets 3 and 4, respectively. The evaluation results of the interval and the median value of the interval of the two ABNN models are shown in Table 3. PICP and PINAW indicators are used to assess the interval prediction results of the two models. RMSE and MAPE are used to assess the extent of deviation between the median value of the interval prediction and the true value. The average run time of the ABNN-I model during non-clear weather is 752 s. The average run time of the ABNN-II model is 1827 s.
As shown in Figures 16 and 17, the prediction performance of the two ABNN models in the non-sunny clustering dataset is slightly inferior to that of the sunny datasets. Considering that the photovoltaic power fluctuates sharply when it is not sunny, such a prediction result is reasonable and acceptable. Meanwhile, it can be seen the deviation between the median and the true value of the interval prediction in non-sunny weather is greater than that in sunny weather. The interval evaluation index (Table 3) shows that the coverage value of the prediction interval obtained by the ABNN-I model is higher and the interval width value is narrower. It can also be seen from the deterministic predictive evaluation indicators that the performance of ABNN-I is superior to ABNN-II. Therefore, it can be inferred that the ABNN-I model has better interval forecast performance on non-sunny clustering datasets.

A deep learning model incorporating a Bayesian approach creates favorable conditions for improving the accuracy and reducing the uncertainty of photovoltaic power prediction.
4.5. Comparative Analysis of Prediction Results with and without Three-Dimensional Clustering Method

For further exploring prediction performance, the proposed ABNNs are applied with and without considering the clustering process, respectively. Take ABNN-I as an example to do the following prediction research, selecting sunny clustering dataset 1 and non-sunny clustering dataset 3 as the experimental data. Figures 18 and 19 plot a comparison of the interval predictions with and without the clustering method under the two cases.

**Figure 18.** Comparison of prediction results with and without clustering method on sunny clustering dataset 1 (Case 1).

**Figure 19.** Comparison of prediction results with and without clustering method on non-sunny clustering dataset 3 (Case 3).

From Figure 18 and Table 4, it can be obtained that the short-term interval prediction performance of the ABNN-I model is better when the clustering method is used on sunny clustering dataset 1. From Figure 19 and Table 4, it can be obtained that the short-term interval prediction performance of the ABNN-I model is better when the clustering method is used in the non-sunny clustering dataset 4. When the proposed three-dimensional feature clustering method is adopted, the ABNN model can mine the information contained in the historical time series in-depth and improve the prediction results.

**Table 4.** Evaluation of prediction results with and without clustering method being adopted.

| Case          | PICP     | PINAW | MAPE  | RMSE  | Case          | PICP     | PINAW | MAPE  | RMSE  |
|---------------|----------|-------|-------|-------|---------------|----------|-------|-------|-------|
| Case 1 (With clustering) | 0.9935   | 0.0788| 0.2802| 0.0803| Case 3 (With clustering) | 0.8961   | 0.1758| 0.2232| 0.2599|
| Case 1 (Without Clustering) | 0.9155   | 0.1007| 0.4528| 0.2340| Case 3 (Without Clustering) | 0.8896   | 0.2008| 0.4063| 0.2742|
5. Discussion

To solve the photovoltaic power interval forecast puzzle, an LSTM approximate ABNN based on Monte Carlo Dropout and a feedforward ABNN based on the improved MCMC method (ABNN-I and ABNN-II) are proposed in this paper. Using the Australian Solar Energy Center’s data as an example, the model’s performance when the Bayesian method is applied to deep learning and the traditional model is compared and analyzed. The simulation prediction results are analyzed and discussed in depth in the following content from two perspectives. One example is the use of photovoltaic data clustering to compare the short-term interval prediction performance of two ABNN models under various weather conditions. Second, the predictive capabilities of these ABNNs are compared.

The K-means clustering method, which is based on the three-dimensional characteristics of the photovoltaic power curve, can effectively cluster the photovoltaic power curve and, as a result, obtain sunny clustering datasets and non-sunny clustering datasets. The results show that the selection of the three types of photovoltaic power curve characteristics was correct, and it can be used to distinguish between sunny and non-sunny days. Using this clustering method can improve the performance of ABNN short-term interval prediction. Section 4.5 discusses the improvement in the ABNN-I model’s predictive performance when using the proposed clustering method. In terms of data clustering, the K-means clustering technique based on three-dimensional photovoltaic power curves performs magnificently. By employing this clustering method, the information contained in historical data can be mined further, laying the groundwork for improving the accuracy of photovoltaic forecasting. As a result, the K-means clustering method with three-dimensional characteristics can improve the applicability of the similar-day clustering method.

Under sunny conditions, ABNN-I outperforms ABNN-II in terms of short-term interval prediction. Figure 20 clearly shows the superior predictive performance of ABNN-I. The true values fall within the forecast interval of 95% confidence level of ABNN-I and ABNN-II on sunny clustering datasets. The interval coverage rate of ABNN-I and ABNN-II reaches 99.35% and 98.77%, respectively, and the width of prediction interval reaches 8.5% and 10.05%, respectively. ABNN-I obtains a higher coverage value of the prediction interval and a narrower average interval width value.

Under the conditions of non-sunny weather conditions and a 95% confidence level, the short-term interval prediction performance of ABNN-I is better than ABNN-II. The prediction performance on the non-sunny clustering dataset is inferior to that in the sunny clustering dataset. Under the conditions of non-sunny weather and 95% confidence level, the interval coverage rate of ABNN-I and ABNN-II reaches 89.97% and 77.41%, respectively, and the prediction interval width reaches 18.65% and 15.67%, respectively. The median
value of the prediction interval of the ABNN-I and ABNN-II deviates from the true value to a small degree when it is sunny, and the deviation from the true value is large when it is not sunny. It can be seen from the deterministic prediction evaluation indicators, MAPE and RMSE, that the deterministic prediction error of the ABNN-I is lower.

The interval prediction model of the ABNN can effectively predict the interval of photovoltaic power. Even when the photovoltaic power fluctuates greatly, the ABNN model can still obtain reliable photovoltaic power interval prediction results. Compared with A-GRU-KDE [86], it can increase the coverage of the forecast interval and significantly reduce the average width of the forecast interval. At the 95% confidence level, the coverage of the interval can increase by up to 3.1%, and the average width of the prediction interval can be reduced by up to 56%.

Through the abovementioned results, it can be deduced from the evaluation results that ABNN-I has superior predictive performance. Regardless of the interval evaluation index or the deterministic evaluation index, ABNN-I has a more superior performance. It not only performs well on sunny days, but also obtains high-quality prediction intervals when the photovoltaic power fluctuates sharply on non-sunny days. Notably, it can be found that the deep learning model has excellent short-term interval prediction performance when the Bayesian method is applied.

6. Conclusions

The Monte Carlo Dropout method is applied to the improved LSTM model, and the MCMC method is applied to the Feedforward Neural Network to build two ABNN models for quantifying the uncertainty of photovoltaic power prediction. In addition, to advance the forecasting performance of the model, this paper puts forward a K-means clustering method based on the three-dimensional characteristics of the photovoltaic power curve, which is used to build sunny clustering datasets and non-sunny clustering datasets. On the basis of the measured data, the photovoltaic power curve is clustered, and two ABNN models are used to generate the photovoltaic power interval forecast one day in advance under different weather conditions. The conclusions are as follows:

The K-means clustering method based on the three-dimensional characteristics of the photovoltaic power curve can effectively cluster the photovoltaic power curve, and sunny clustering datasets and non-sunny clustering datasets can be obtained, respectively. By adopting this clustering method, the information contained in historical data can be further mined, and the foundation for improving the accuracy of photovoltaic forecasting can be laid.

Compared with the traditional feedforward ABNN model based on MCMC, the short-term interval prediction performance of the approximate LSTM ABNN model based on Monte Carlo Dropout is better, and the median value of its prediction interval is closer to the real value. Therefore, the prediction performance of the approximate LSTM ABNN model based on Monte Carlo Dropout is better. Even when the photovoltaic power fluctuates violently on non-sunny days, it can obtain reliable interval forecasts. The combination of the deep learning model and the Bayesian method has an excellent performance in the field of photovoltaic short-term interval forecasting.

To further validate the performance of the ABNN-I model, the Attention-GRU-KDE photovoltaic interval prediction model is applied [86]. The interval coverage rate predicted by the model is 96.4%, and the interval average width value is 19.5%. Compared with the Attention-GRU-KDE, the ABNN-I model built in this paper has significantly improved the interval coverage and can reduce the average width of the forecast interval. The interval coverage can be increased by up to 3.1%, and the average width of the forecast interval can be reduced by up to 56%. Therefore, the deep learning model using Monte Carlo Dropout technology proposed in this paper can obtain a very reliable forecasting interval.

The fusion of Bayesian methods and deep learning models is superior to its fusion with traditional neural networks and is of great value for improving photovoltaic power interval prediction. The research findings are of great value for further integration of Bayesian
methods with deep learning models. In further research, the non-stationary characteristics of photovoltaic power and the multi-scale meteorological data will be considered to further verify comparatively the effectiveness and practicability of the built ABNN models.

In this paper, the values of the parameters are taken empirically or determined after repeated experiments. The use of parameter optimization methods is expected to further improve the performance of the model.
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**Abbreviations**

| Abbreviation | Description |
|--------------|-------------|
| ABNN         | Advanced Bayesian neural network |
| ABNN-I       | LSTM approximate Bayesian neural network based on Monte Carlo Dropout |
| ABNN-II      | Feedforward Bayesian neural network based on the advanced Markov chain Monte Carlo method |
| BNN          | Bayesian Neural Network |
| LSTM         | Long Short-Term Memory |
| FNN          | Feedforward Neural Network |
| MCMC         | Markov chain Monte Carlo |
| PICP         | Prediction Interval Coverage Probability |
| PINAW        | Prediction Interval Normalized Average Width |
| RMSE         | Root Means Square Error |
| MAPE         | Mean Absolute Percentage Error |
| SSE          | The sum of squares of errors |
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