D" Reflection Polarity Inform Lowermost Mantle Mineralogy
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Abstract  Polarity of seismic reflections at the discontinuity atop the D" region (PdP and SdS) indicate the sign of the velocity contrast across the D" reflector. Recent studies found PdP polarities matching and opposite those of P and PcP. While anisotropy could explain this behavior, we find that the ratio of the change in S wave velocity over change in P wave velocity (R-value) can influence polarity behavior of D" reflected P waves. For R-values exceeding 3, the P wave reverses polarity in the absence of anisotropy while S wave polarity is not influenced by the R-value. Using sets of one million models for normal mantle and MORB with varying minerals and processes across the boundary, we carry out a statistical analysis (Linear Discriminant Analysis) finding that there is a marked difference in mantle mineralogy to explain R-values larger and smaller than 3, respectively. Based on our results we can attribute different mineralogy to a number of cases. In particular, we find that when velocities increase across D" and polarities of PdP and SdS are opposite the post-perovskite phase transition is still the best explanation whereas MORB is the best explanation when PdP and SdS are the same. When the velocities are decreasing, the post-perovskite phase transition within MORB is the best explanation if PdP and SdS polarities are the same but if PdP and SdS are opposite, our results indicate that primordial material or mantle enriched in bridgmanite can explain the polarity behavior, further constraining mineralogy within the lowermost seismic velocity provinces.

Plain Language Summary  Polarity of seismic waves reflecting at structures in the Earth's mantle indicate seismic velocity changes there. For the lowermost mantle reflector, a velocity increase generates a polarity that is the same for the main wave and the core-reflected wave. If, however, the percentage change of the velocity of the S wave increases at least three times as much as that of the P wave velocity (expressed as the R-value, the ratio dVs/dVp), the polarity of the D"-reflected P wave changes polarity, becoming opposite to both the main P wave and the reflection from the core-mantle boundary below it. Here, we analyze sets of 1 million models with variable compositions of mantle material and mid-ocean ridge basalt and use an advanced statistical method to identify those combinations of minerals that produce large positive R-values. We distinguish four cases and find that previous explanations for three of these cases concur with our analysis. For regions where velocities decrease over the D" reflector, our analysis shows that enrichment with the lower-mantle mineral bridgmanite is responsible for the observed polarity behavior of P and S waves. This means that for regions such as large low-velocity anomalies in the lowermost mantle, primitive or bridgmanite-enriched material is the preferred explanation.

1. Introduction

The lowermost mantle of the Earth, the D" region (Bullen, 1949), is characterized by a range of seismic structures that have been studied with a variety of seismic methods, in order to understand their formative processes and mineralogy in the deep Earth (for overviews, see Garneno, 2000; Lay, 2015). One prominent feature of the lowermost mantle is a seismic discontinuity at the top of the D" region that generates reflections for S and P waves (see reviews by Cobden et al., 2015; Lay, 2015; Jackson & Thomas, 2021; Wysession et al., 1998). Several explanations for this reflector at the top of D" have been discussed, such as subducted slabs (e.g., Lay & Garnerno, 2004), scatterers (Scherbaum et al., 1997), and the post-perovskite phase transition (e.g., Murakami et al., 2004; Oganov & Ono, 2004; Shim, 2008; Tsuji et al., 2004).

The D" reflector has been found in many regions at approximately 300 km above the CMB, constrained mostly by travel times of the reflected waves off the top of D" (Cobden et al., 2015; Lay & Helmberger, 1983; Weber, 1993; Wysession et al., 1998) with depth variations of about ±100 km. But whereas in the past travel times of seismic
data were most commonly used for studying the reflector, recently wave amplitudes and polarities have also been used to extract details about D" structures (e.g., Cobden & Thomas, 2013; Pisconti et al., 2019; C. Thomas et al., 2011; Thorne et al., 2007). For example, complexity in waveforms can indicate layering (e.g., Moore et al., 2004; Rost et al., 2005; Schumacher et al., 2018; C. Thomas et al., 1998), and wave amplitude behavior has provided information on attenuation (e.g., Cormier, 1982; Lay & Helmberger, 1981) or gradients of seismic reflectors in the Earth (e.g., Lay, 2008; Weber, 1993). In addition, polarities of seismic waves can provide information about velocity and density variations, that is, the impedance contrast, across a reflector (Zoeppritz, 1919).

Previous work on D" reflections (e.g., Cobden & Thomas, 2013; Cobden et al., 2015; Lay & Helmberger, 1983; Weber, 1993) has shown that the polarities of these reflected P or S waves correlate with the velocity jump across the reflector. This means that for a P wave velocity increase across D", the reflection off this layer (PdP, see Figure 1a) will show the same polarity as both the direct P wave traveling above it and PcP, the P wave reflection off the core-mantle boundary (CMB). The same is true for S waves. Lay et al. (2004) stated that the density has little influence on amplitudes of the reflected waves at epicentral distances exceeding 60°, therefore models have often been calculated based only on the change in Vp and Vs (e.g., Lay & Helmberger, 1983; Weber, 1993; Young & Lay, 1990). The magnitude of the velocity jump is generally determined by comparing the observed amplitude of the reflected wave with synthetic predictions, often using 1D modeling (e.g., Lay & Helmberger, 1983;
Weber, 1993). The estimated wave-velocity jumps usually range from 1% to 3%, but can occasionally reach 5% (Bréger & Romanowicz, 1998; C. Thomas & Laske, 2015).

Interestingly, recent observations of PdP-wave polarities have in some cases shown opposite polarities to PcP- and P waves (e.g., Hutko et al., 2008; Pisconti et al., 2019; C. Thomas et al., 2011), which would suggest a seismic velocity reduction across the reflector, while SdS waves in these regions show polarities that agree with S and ScS, indicating a positive velocity jump across D" (e.g., Chaloner et al., 2009; Cobden & Thomas, 2013; C. Thomas & Laske, 2015). This discrepancy between PdP and SdS polarities excludes a purely thermal origin, since one would expect both velocities to increase given a temperature reduction. The mineral phase transition of bridgmanite to post-perovskite in MgSiO$_3$ (Murakami et al., 2004; Oganov & Ono, 2004; Shim et al., 2004; Tsuchiya et al., 2004), which occurs near the CMB, has been shown in theoretical mineral physics calculations to be potentially associated with a small change in P wave-velocity (which can be either positive or negative) and a larger increase (of up to 3%) in S wave-velocities (Wookey et al., 2005; Tsuchiya & Tsuchiya, 2006; Wentzcovitch et al., 2006; for a compilation of published wave velocity changes in D" related to the post-perovskite phase transition, see Cobden et al., 2015). Hence the presence of post-perovskite could potentially explain these discrepant PdP- and SdS polarity observations. In other regions, however, the PdP wave exhibits the same polarity as P and PcP, while SdS also shows the same polarity as S and ScS (Cobden & Thomas, 2013; Thomas & Weber, 1997; Weber, 1993). This would make pure MgSiO$_3$ post-perovskite (Wookey et al., 2005) an unlikely explanation for the D" reflector in those places (e.g., Cobden & Thomas, 2013), but the latter could still be caused by post-perovskite if the P wave velocity change is positive across the phase transition (e.g., Tsuchiya & Tsuchiya, 2006).

It has been shown (Pisconti et al., 2019; C. Thomas et al., 2011) that in some areas P wave polarity depends on the direction of wave propagation (i.e., azimuth) and that deformation, that is, anisotropy in D", can change the polarity of P waves and potentially also S waves (Creasy et al., 2019; Pisconti et al., 2019; C. Thomas et al., 2011). To our knowledge, array observations of SdS waves with an opposite polarity to S and ScS have not been reported, but stacks of seismic data (e.g., Lay et al., 2006) and inversions (Kawai & Geller, 2010; Konishi et al., 2009) suggest that velocity decreases for S waves also exist. Using azimuthal as well as distance dependence of the polarities of P and S wave D" reflections can help to further constrain mineralogy in D" (Creasy et al., 2019; Pisconti et al., 2019).

Most aforementioned observations have been made in regions where tomographic inversions suggest above-average velocities (Hosseini et al., 2018, 2020; Li et al., 2008; Ritsema et al., 2011). If deep subduction is responsible for the D" reflector in these cases, a post-perovskite phase transition would be a good explanation, since post-perovskite would preferably be found in colder mantle regions (e.g., Cobden & Thomas, 2013; Cobden et al., 2015; Hernlund et al., 2005). Moreover, this would also agree with the mineralogical best fit for anisotropy in post-perovskite (Creasy et al., 2019; Pisconti et al., 2019; Romanowicz & Wenck, 2017; C. Thomas et al., 2011).

For regions associated with below-average wave speeds, it has been suggested that observations of PdP and SdS reflections may not be due to a simple Mg-bridgmanite to post-perovskite phase transition, due to the positive Clapeyron slope of the phase transition (Murakami et al., 2004; Oganov & Ono, 2004), and the possibility that slower-than-average regions may be warmer (e.g., Hernlund et al., 2005). However, when this phase transition takes place in Fe- and Al-bearing bridgmanite, or in a multi-mineral assemblage, then the depth and strength of the discontinuity can change, as well as introducing a broad depth interval over which the transition occurs (e.g., Catalli et al., 2009; Cobden et al., 2015; Grocholski et al., 2012; Hernlund, 2010; Kuwayama et al., 2022), even moving the phase transition to pressures inside the core. A broad phase transition region may make observations of the seismic reflector off this phase transition more difficult to observe since it results in small amplitudes of D" reflected waves. Interestingly, in some of these low-velocity regions, P (and S, respectively) wave reflections off D" show the same polarity as the direct P wave (S) and core reflected PcP wave (ScS). This indicates an increase in seismic wave velocity across D", even though a tomographic model might suggest slow wave velocities regionally, which would lead to an opposite polarity for a reflection from these regions (e.g., Cobden & Thomas, 2013; Jackson & Thomas, 2021). However, one should be cautious when comparing D" reflection points with tomographic models in detail, since the latter is concerned with large-scale lateral variations in wave velocity, and a lack of model resolution and other uncertainties limit the interpretation of structures at the relatively small length scale of D" reflection points. Also, lateral homogeneity in a tomography model does not preclude vertical changes in wave velocity.
In summary, polarity observations of $P$ and $S$ waves reflecting off the D' region seem variable, and while anisotropy could potentially explain these variations, here we investigate whether an alternative explanation could also produce polarity changes of D' reflections.

2. Modeling of Polarieties

The reflection coefficient is controlled by the impedance contrast (density × velocity) for $P$ and $S$ waves across a discontinuity, and the angle of incidence of the wave at the discontinuity (Zoeppritz, 1919, see also descriptions and approximations in Aki and Richards, 1980; Bortfeld, 1961). The amplitudes of reflected and transmitted waves for an incoming $P$ or $S$ wave are governed by the velocities of $P$ and $S$ waves, by density (impedance) contrasts and also ratios of $P$ and $S$ wave velocities above and below the boundary. For a reflection off the top of the discontinuity, the reflection coefficient will, for sufficiently large angles of incidence, enter the overcritical range (e.g., Weber, 1993), causing a phase change and strongly enhancing the amplitude of the reflection (see Figures 1b–1d). For this reason, most previous D' reflection studies favor a distance range of 65°–85° (e.g., Cobden et al., 2015; Lay, 2015; Wysession et al., 1998 for reviews) to benefit from large amplitudes.

To investigate polarities of D' reflections ($PdP$ and $SdS$, Figure 1a), we vary $P$ and $S$ wave velocity jumps ($dVp$ and $dVs$) as well as the density jump across the boundary, and compute the reflection coefficient for $P$ and $SH$ wave reflections. We verify the results using three different methods (Reflectivity method, Müller, 1985; Zoeppritz explorer (Crewes Explorer Programs, 2022) and Javascript solver for Zoeppritz equations (Frederiksen, 2022). For completeness, we also tested converted waves ($PdS$ and $SdP$ waves) and $SV$ reflections, although those have not been used extensively for D' studies. We express the velocity changes of $Vp$ and $Vs$ through the (R)atio of percent $Vs$ change over percent $Vp$ change, the so-called $R$-value (similar to the concept of $R$ in seismic tomography, e.g., Karato & Karki, 2001; Koellemiejer et al., 2016; Masters et al., 2000). Thus a 1% change in $Vp$ in combination with a 3% change in $Vs$ would yield an $R$-value of 3.

We confirm that for the distance ranges often used for D' reflection observations (65°–85° distance), which correspond to incidence angles above 70° (Figures 1b–1d), a velocity increase in $Vp$ produces the same polarity as that of $P$ and $PcP$ (and ditto for $S$ waves). However, we find that from an $R$-value of 3, which means that the %-change of $Vs$ is at least 3 times that of the %-change of $Vp$, the reflection coefficient for the $P$ wave becomes negative for part of the incidence angle range (Figures 1b and 1c). The size of the reflection coefficient increases with increasing $P$ wave velocity jump (blue and gray lines compared with black line in Figure 1c), but the $R$-value determines whether for part of the incidence angle range the $P$ wave reflection coefficient becomes smaller than zero, resulting in a $PdP$ wave polarity opposite to that of $P$ and $PcP$ (black line vs. blue and gray lines in Figure 1c). The same is true for $P$ wave reflection coefficients for negative $Vp$ and negative $Vs$ changes (Figure 1b).

However, if either $Vp$ or $Vs$ increases while the other velocity decreases, this effect does not occur. Taking the case of a small $P$ wave velocity reduction with an $S$ wave velocity increase (negative $R$-value, dark gray line in Figure 1b), as is expected for the bridgmanite to post-perovskite phase transition in MgSiO$_3$ (e.g., Wookey et al., 2005), this yields a $PdP$-wave polarity opposite to that of $P$ waves, as expected for velocity reductions, but no polarity change over the entire incidence angle range occurs for all $R$-values. But such a case of opposite changes for $P$ and $S$ wave contrasts causes amplitudes to be slightly larger than for changes with the same sign (see also Cobden et al., 2015).

Due to the reflection coefficient becoming negative for part of the incidence angle range, as shown in Figures 1b–1d, the reflection coefficient also has up to two angles (Brewster angles, in analogy to optics, Červený, 2001; Tatham & Krail, 2012; Yang et al., 2021) where no $P$ wave is reflected in case of an incident $P$ wave. The same is true for an incident $S$ wave, however, only one Brewster angle is usually found there (e.g., Müller, 2007; Červený, 2001). Waves do behave non-intuitively at interfaces (see also Malcolm & Trampert, 2011; Sollberger et al., 2018), so it is not straightforward to explain the physical reason behind the behavior of reflection coefficients, but it is likely that it arises due to the interaction (and production) of the $SV$ wave at the interface, as well as the reflected and transmitted $P$ wave, together with the relevant boundary conditions (Červený, 2001).

Looking at the SH-wave reflection coefficient, we find that an $R$-value smaller or larger than 3 does not affect the polarity of the $S$ wave reflection much in the distance range used for observing D' reflections; it mostly changes the amplitude of the wave (Figure 1d) and, to a small degree, the incidence angle at which the polarity change...
occurs, which always happens for the S wave reflection coefficient (e.g., Müller, 2007). The S wave reflection coefficient shows a polarity change for incidence angles smaller than 50°, which translates into small epicentral distances (<40°–45°, depending on P and S velocity changes, see Figure 1d), so usually it is not tested for D’ studies. For the larger epicentral distances often used in D’ studies (i.e., 65° and above), the SdS-wave will therefore always show a polarity that is the same as the S wave for velocity increases. We also found that that PdS and SdP waves and vertically polarised SdS waves show no change in polarity with varying R-values, only a change in the size of the reflection coefficient, leading to amplitude changes of the waves. Thus, we concentrate in the following on the polarity behavior of PdP waves only.

So far, we have only looked at changes in Vp and Vs. Lay et al. (2004) mention that the density has little effect on the amplitude of the reflected wave and therefore on the reflection coefficient for epicentral distances of 70° and larger, and in our studies this is indeed the case, even for large R-values. Regarding smaller distances, the change in density does not influence the incidence angle at which the reflection coefficient changes polarity, but it does affect the amplitude of the wave at short incidence angles, that is, at distances below 10°–20°.

For R-values of 3 and 4, the epicentral distance that corresponds to the incidence angle at which the PdP wave reverses polarity is smaller than that used in most studies, and only short-distance data of 40°–65° would allow detection of this reflection coefficient polarity behavior (Figure 1b). Few observed steep-angle D’ reflections have been reported so far (e.g., Schimmel & Paulssen, 1996 [using S waves], C. Thomas & Laske, 2015 [using P waves]), mostly because the amplitudes are so small that the reflections have to be detected using stacking methods (e.g., Cobden & Thomas, 2013; Kito et al., 2007; C. Thomas, Garnero, & Lay, 2004; C. Thomas, Kendall, & Lowman, 2004; Weber, 1993). Increasing the size of the R-value shifts the transition from a negative to a positive reflection coefficient (i.e., from opposite to same polarity of PdP with respect to P) to larger epicentral distances, allowing this behavior to also be observed at larger distances; however, very large R-values (R > 5) may be unrealistic for the Earth.

The behavior of the reflection coefficient allows us to test the ratio of changes in P-velocity vs. S velocity, which may help to constrain the mineralogy of the D” region and the cause for the observed D’ reflector. But because the reflection coefficient is very small, it is necessary to test whether a D’ reflection would still be visible in seismic data. To confirm our reflection coefficient findings, we use the reflectivity method (Müller, 1985) to generate synthetic data for R-values larger and smaller than 3. Since PdP arrivals are usually small in a seismogram, we generate fourth root vespagrams (e.g., Davies et al., 1971; Muirhead & Datt, 1976; Rost & Thomas, 2002; Schweitzer et al., 2002) in which these arrivals can be detected and distinguished by their slowness values. Vespagram processing has been used in many studies to detect P and S wave reflections off the D” discontinuity (e.g., Cobden & Thomas, 2013; Kito et al., 2007; Pisconti et al., 2019; C. Thomas, Garnero, & Lay, 2004; C. Thomas, Kendall, & Lowman, 2004; C. Thomas & Weber, 1997; Weber, 1993). Figure 2a shows an example vespagram for synthetic data generated by a model with a velocity increase across D” and an R-value of 2. Contrastingly, Figure 2b shows a vespagram for a model with a velocity increase across D” and an R-value of 6. The inset shows the PdP wave; one can clearly see that the polarity of PdP of Figure 2b is opposite to that of P and PcP, while in Figure 2a the PdP polarity is the same as that of P and PcP. The vespagrams are generated for stations in an epicentral distance of 45°–52°. To demonstrate that the change in polarity is distance-dependent, Figure 3 shows the traces for 62° and 48° for the case of an R-value of 1 (black curve) and an R-value of 4 (red curve). The wave at 48° arriving at 52 s is the depth phase pP, which can be distinguished by its slowness in the vespagram in Figure 2.

### 3. Comparison With Data

Our modeling shows that an observation of the effect of R-values larger than 3 on seismic polarities is theoretically possible. We searched the literature for evidence of published R-values greater than 3 in the lower mantle, but found most published velocity ratios for the D” region in the range of 1–3, where a ratio of 3 is often interpreted as melt (Dobrosavljevic et al., 2019; Jackson & Thomas, 2021; Rost et al., 2005; Williams & Garnero, 1996). Tomographic inversions show R-values (dlnVs/dlnVp in this case) of up to 5 in the lowermost mantle (Koelemeijer et al., 2016, 2018) and even higher (Cobden et al., 2012). Mineralogically, R-values larger than 3 are possible (Cobden et al., 2012; Deschamps & Trampert, 2003; Hernlund & Houser, 2008; Karato & Karki, 2001) and should generate polarity reversals for part of the distance range. In fact, high P-T experiments
suggest that for Fe-rich (Mg, Fe)O, the $R$-value could be up to 6–9 if Reuss-bound mixing models are employed (e.g., Dobrosavljevic et al., 2019). It is therefore necessary to assess the polarity of PdP waves at short distances in real data, to verify our modeling results.

Most PdP wave reflections have been detected for large epicentral distances (larger 60°) and cases of opposite as well as the same PdP polarity compared with the main phases (PcP and $P$) have been found. In contrast, most SdS reflections seem to have the same polarity as ScS and $S$, except for the Pacific (Lay et al., 2006; Ohta et al., 2008).

Figure 2. Fourth root vespagrams for two synthetic data examples: top: an $R$-value of 2, bottom: an $R$-value of 6. The insets show the PdP wave for a better comparison with $P$ and PcP waveforms and polarities. The arrival at 75 s with $P$-slowness is the pP wave.
An overview of previously observed polarities for PdP waves can be found in Cobden and Thomas (2013) or Cobden et al. (2015). A recent study (Pisconti et al., 2019) detected PdP and SdS waves beneath the Central Atlantic near the edge of the large velocity anomaly beneath Africa. In their work, the PdP waves for shorter distances showed opposite polarities with respect to P, while the SdS-waves had the same polarity as S for all distances. This polarity behavior is possible for an R-value exceeding 3, but is more likely for an R-value of about 5, since the angle of incidence at which the polarity changes sign (Figure 1) occurs at larger epicentral distances for R = 5 than for R = 3. Pisconti et al. (2019) showed that deformation of post-perovskite, that is, anisotropy, could be responsible for those variations in polarity of PdP, especially since they also used splitting measurements for the same region. It would be of interest to investigate a crossing path for this particular region to test their interpretation of anisotropy vs. the possibility of large R-values.

To examine other locations, we collected data from a number of seismic arrays to find D" reflections at short distances (between 40° and 60°) where we would expect a change in polarity of PdP if the R-value is larger than 3. Despite a large number of source-receiver combinations, we found only a small number of events that show an additional arrival in vespagram analysis (e.g., Rost & Thomas, 2002; Schweitzer et al., 2002) with a slowness and travel time that agree with a D" reflection. Since reflection coefficients for the selected distance range of 40°–60° are small (Figure 1), the reflection is often very small in the vespagram or might be buried in noise. Nevertheless, we were able to find a few cases where the polarity of the D" reflection can be extracted and compared with PcP and P (Figure 4). We verify that the D" reflections travel in plane by performing slowness-backazimuth analyses, as shown for one example event in Figure S1 in Supporting Information S1.

It is possible that reflections that travel out-of-plane could arrive with an opposite polarity due to the radiation pattern or reflections at different structures, that is, not D" (Rochira et al., 2022; Schumacher & Thomas, 2016; Schumacher et al., 2018), therefore, in our study, we ensure that all waves travel in plane.

Two examples of D" reflections shown are from events in the Mariana region, detected at an array in Tibet (Tables S1 and S2 in Supporting Information S1), for which the distances are 49° and 51°. One of these D" reflections, located beneath the western Pacific, shows a polarity that is the same as PcP and P (Figures 4a and 4d), while the other shows an opposite polarity (Figures 4b and 4e). The region in D" where these two events reflect is associated with high to average P wave velocities in most tomographic models (e.g., Hosseini et al., 2020; Simmons et al., 2010), or a change from high to low-velocity as shown in Figure 4g for the tomographic model of Li et al. (2008). The third data example in Figure 4 is an event in Chile recorded at the Transportable Array (TA) stations in Kentucky (Tables S1 and S2 in Supporting Information S1), with an epicentral distance of 62°. The vespagram of this event shows a reflection with the same polarity as P and PcP (Figures 4c and 4f). This event is reflecting in an area characterized by past subduction (Figure 4b), and tomographic inversions for P waves show mostly fast velocities here (e.g., Hosseini et al., 2020; Li et al., 2008; Simmons et al., 2010).

We also re-examined some of the events from C. Thomas and Laske (2015), who used Ocean Bottom Seismometer (OBS) data of instruments installed around Hawaii, and detected PdP waves at short distances (Tables S1 and S2 in Supporting Information S1). These data suffered from noise: however, the polarity of the few events where a D" reflection could be determined, was often the same as PcP and P. Several of the source-receiver combinations were reflected from tomographically fast regions (see C. Thomas & Laske, 2015) where we might expect the same polarity of PdP compared with P and PcP, but some slow regions were also tested, and the reflections there also showed the same polarity for PdP compared with P and PcP. Figure 5a shows the vespagram for one event where the PdP polarity is clearly visible and is the same as the P and PcP wave. The D" reflection point for this event is in the large low seismic velocity province (LLSVP) as outlined in the P wave tomography by Li et al. (2008) in Figure 5b. The data for the other two reflection points of the events presented in C. Thomas and Laske (2015) that reflect nearby (Figure 5b) also show a polarity of PdP matching those of PcP and P.
Taking these new observations into account and looking at published D'' reflections, we find that D'' reflections for P waves show both positive and negative polarities, not necessarily related to the velocity variations in the mantle mapped by tomography. S wave reflections from the D'' reflector in most regions show the same polarity as the main waves (S and ScS) except for the Pacific (Lay et al., 2006; Ohta et al., 2008). While anisotropy can explain some of this behavior (e.g., Piscocchi et al., 2019; C. Thomas et al., 2011), large R-values can also be due to changes in mineralogy. We will explore this scenario here.

Figure 4. Three examples for fourth root vespagrams showing PdP (circled in red) at short distances. The distance to the central station is given above the vespagrams. (a) Event 5 August 2004 recorded at the array in Tibet, (b) event 31 August 2003 recorded at the array in Tibet, and (c) event 23 August 2013 recorded at stations of the TA in Kentucky (Table S2 in Supporting Information S1). The polarities are indicated in each vespagram. (d–f) show insets around the PdP wave for events in (a–c). (g) Sources (stars), central station of the array (triangle), great circle path and reflection points (circles) superimposed on a tomographic model MITP08 (Li et al., 2008) for the events in (a and b). (h) Same as in (g) but for the event in (c).
4. Thermochemical Models and Linear Discriminant Analysis (LDA)

To understand which parameters are most important in producing large R-values we re-analyzed the seismic properties of the thermo-chemical models presented in Cobden et al. (2012) and Cobden and Thomas (2013). The background to the models is explained in Methods 1 in the Supporting Information and the parameters are listed in Table 1. We call these models the Mantle simulation. In addition, we also tested models which include a layer of 100% MORB below the reflector, where post-perovskite is able to exist (see Supporting Information, Table S3 in Supporting Information S1). For each simulation, one million unique thermochemical models were produced.

In order to evaluate the R-values, we need to know the velocities and density of each model. First, bulk and shear moduli of the individual minerals were calculated from the elastic parameters published in Stixrude and Lithgow-Bertelloni (2011), using the equation of state in Stixrude and Lithgow-Bertelloni (2005). This involves a third order Birch-Murnaghan equation of state to calculate properties at high pressure, with a Mie Gruneisen correction for thermal pressure (Stixrude & Lithgow-Bertelloni, 2005). All calculations were performed at a pressure of 119 GPa, corresponding to a mantle depth of ~2,600 km. The P and S wave velocities of both starting (above D^*) and end (below D^*) model were then calculated from a Voigt-Reuss-Hill average of the bulk and shear moduli of the individual minerals, and a Voigt average of the density. We pinned the starting model above D^* such that the velocities and density fall within 5% of 1D reference model ak135 (Kennett et al., 1995) to avoid extreme outliers. For each model run, we subtract the absolute percentages of the constituent minerals above the reflector from those below it, which yields the changes in composition downward across the boundary. We then evaluated the calculated wave velocities for each model, and performed a detailed analysis of those that produced a ratio of dVs/dVp of 3 and larger across the boundary.

Since one million models is too large a number to consider individually, we turned to LDA, a powerful statistical technique for classifying existing and new data into predefined discrete groups (“classes”). It is similar to Principal Component Analysis (PCA) in that it involves data reprojection into an eigenspace with useful properties; in this case: maximizing the separability of known classes while taking into account their internal (i.e., class-specific) variance. LDA is different from PCA in that the eigenvectors are based upon the between-class data scaled by the within-class scatter (Martinez & Kak, 2001), rather than the data covariance used in PCA. The technique was first published by Fisher (1936, in Duda & Hart, 1973); for a recent treatment, see for example McLachlan (2005). Applying PCA instead would be unsuitable here, as the aim of this study is not to define abstract independent components (comprised of various positive or negative contributions from many inputs), but instead to identify predefined R-value-based classes in terms of specific combinations and regimes of the original modeling parameters.

Here, we use LDA as a class “filter” on the full data sets (of modeling and chemical composition parameters, respectively), in order to identify which original model parameters contribute most to class separability, more specifically in distinguishing between low- and high R regimes (i.e., below/above R = +3). That is, after LDA reprojection we reject those data that are misclassified in terms of those subsets, thereby reducing the error in the subsequent statistical significance assessment of the input parameters. We also only keep

---

**Figure 5.** (a) As Figures 4a–4c but for event 8 February 2005 recorded at the PLUME array (Table S2 in Supporting Information S1). (b) As Figures 4f and 4g but for the event 8 February 2005. In addition, event locations and reflection points for 8 December 2005 and 31 January 2007 that were analyzed and shown in C. Thomas and Laske (2015) are also indicated.

---

**Table 1**

Ranges of the Thermochemical Parameters (Modeling Parameters) as Varied Between Models (Mantle Model)

| Parameter | Minimum value | Maximum value |
|-----------|---------------|---------------|
| X. vol% (Mg, Fe) (SiO₂ + O) | 85 | 100 |
| Y. vol% (Mg, Fe) SiO₂ within X | 60 | 100 |
| Z. vol% FeSiO₃ within Y | 0 | 20 |
| K. Fe-Mg part. coeff bm-mw | 0.0001 | 2.0 |
| A. vol% CaSiO₃ within (100-X) | 0 | 100 |
| B. vol% SiO₂ within (100-X-A) | 0 | 100 |
| P. vol % bm and Al₂O₃ which converts to ppv | 0 | 100 |
| Temperature (K) | 1,800 | 3,100 |

*Note.* See Supporting Information (Method 1) for explanation.
cases for which $R > 1$ (see Method 2 in Supporting Information). The final objective is to construct balanced, distinct profiles of these parameters for low- and high-$R$ cases (1). Black regions mean most values are 0, while in white regions most values are 1. (a) For the case that both mineral changes are important for generating large $R$-values (here decreasing A and increasing B percentages). (b) example of mineral C being important for generating large $R$-values but not mineral D. (c–f) Color coded $R_{bool}$ (0, purple: low $R$-values, i.e., smaller than 3; 1, red: high $R$-value, i.e., 3 and above) for different combinations of minerals of mantle material (Table 1) as indicated on the diagrams for the case of both $V_p$ and $V_s$ increasing across the D’ reflector.

To simplify subsequent analysis and visualization of the results, we encoded the two $R$ regimes in the LDA results as variable $R_{bool}$ (ean), with 0 and 1 representing low and high-$R$ cases, respectively. Whereas correctly classified LDA results are discrete, that is, either zero (low-$R$) or unity (high-$R$), $R_{bool}$ is the continuous spatial average of a large number of these points, with equal numbers of low- and high-$R$ cases, when plotted in multidimensional modeling parameter space (Figures 6a and 6b). Wherever low values dominate (black regions in Figures 6a and 6b,
purple regions in other plots) $R < 3$ is predominantly produced, whereas Rbool values close to unity (white regions in Figures 6a and 6b, orange regions in the other plots) indicate $R \geq 3$ is dominant.

The Rbool data sets form the basis for the figures in the following section and the Supporting Information (Figures 6 and 7, Figures S5–S7 in Supporting Information S1). To determine which parameters are most relevant for generating large $R$-values, we also look at the boundary between high and low $R$-values. If a boundary is vertical, as shown in Figure 6b, mineral C is important for generating large $R$-values while mineral D is not important (likewise for horizontal boundaries, but then mineral C is not important while mineral D is). If the boundary is slanted (Figure 6a) both minerals have to change for generating large $R$-values. The aim is to thereby identify (a) which parameters are most and least relevant for producing $R \geq 3$, (b) which combinations of parameter ranges are necessary and sufficient for this, and (c) to what extent transitions between low and high-$R$ regimes are sharp boundaries.

5. Large $R$-Values

First, we look at the case of both $P$ and $S$ velocities increasing across the discontinuity for the mantle model ($dV_p$ and $dV_s > 0$): our analysis shows that a change from MgSiO$_3$-bridgmanite (bm) to MgSiO$_3$-post-perovskite (ppv) is most important for the generation of $R$-values $\geq 3$ (orange-red colors in Figure 6). Figure 6c shows that a decrease of bm is balanced with an increase in ppv for large $R$-values; however, when comparing the change of

---

**Figure 6.**

- (a) MgSiO3 ppv vs. MgSiO3 bm
- (b) FeO vs. MgO
- (c) MgSiO3 bm vs. MgO
- (d) FeSiO3 bm vs. FeO
- (e) MgO vs. FeSiO3 bm
- (f) FeO vs. FeSiO3 bm

**Figure 7.** Same as Figure 6, but for the case that both $V_p$ and $V_s$ decrease across the D" reflector.
MgSiO$_3$ bm to FeSiO$_3$ bm across the boundary, we find that the reduction of MgSiO$_3$ bm is the important parameter, since the dividing line between high and low $R$-values is almost vertical in Figure 6f. The same is true for MgSiO$_3$-ppv and FeSiO$_3$-ppv in that the MgSiO$_3$-ppv increase is more important that the FeSiO$_3$ increase (Figure S5e in Supporting Information S1).

We find that a large increase of MgO across the boundary and a moderate increase of FeO across the boundary can generate large $R$-values (Figure 6d). But if an increase of FeO is found, then a small increase of Mg-ppv is sufficient for producing large $R$-values (Figure 6e). Since we find that an increase of MgO can generate $R$-values $\geq 3$, we map MgO, MgSiO$_3$-ppv and MgSiO$_3$-bm and find that the region of high ($\geq 3$) and low $R$-values is separated by a steep and narrow boundary (Figure S6 in Supporting Information S1). The figure shows that high $R$-values are possible for an increase in ppv while bm is decreasing (i.e., a phase transformation) $P$ at the same time MgO is also increasing.

Looking at other parameters (Figure S5 in Supporting Information S1), we find that varying temperature does not cause large $R$-values, since temperature changes seem to induce changes in $Vp$ and $Vs$ that are comparable in size. Indeed, Deschamps and Trampert (2003) show that temperature variations can lead to an $R$-value of 1.5–2. In our models, the partitioning of iron between bm and ferropericlase also seems to have little influence. Andrault et al. (2010) showed that Fe partitions preferably into bm and leaves post-perovskite Fe-poor. However, we only looked at partitioning between $[\text{Mg, Fe} ]$SiO$_3$ and $[\text{Mg, Fe} ]$O in our models, and therefore the case described by Andrault et al. (2010) is not represented in our models. Lastly, we find that an increase or decrease of pure SiO$_2$ phase (seifertite), or Al in bridgmanite and/or post-perovskite, do not produce large $R$-values either.

The above-mentioned results were for cases with $dVp$ and $dVs > 0$. Contrastingly, for $dVp$ and $dVs < 0$ across the boundary, we find the opposite behavior: a reduction of FeO and MgO or a decrease of post-perovskite (either FeSiO$_3$-ppv or MgSiO$_3$-ppv) while increasing bm is needed to have large $R$-values (Figures 7a and 7b). However, a reduction of ppv across the boundary is unrealistic, since post-perovskite is inferred to be at a depth corresponding to the D$^\ast$ region rather than above it (e.g., Grocholski et al., 2012). This suggests that the most relevant explanation for generating large $R$-values in regions where the $P$ and $S$ velocity are both decreasing is an increase of bm and a reduction of MgO and FeO, with the effect of reducing MgO being stronger than that of reducing FeO.

The data set of mantle models containing a MORB component (Table S3 and Figure S7 in Supporting Information S1) shows similar results: For cases where $Vp$ and $Vs$ both increase across the D$^\ast$ reflector, an increase of ppv and a decrease of bm is the important scenario for producing large $R$-values. In the case of both velocities decreasing, a reduction of MgO and FeO or a decrease of the amount of ppv with increase of bm across the reflector would generate $R$-values of 3 and higher. Note that the amount of FeO and MgO come from the non-MORB component in the bulk assemblage, since MORB does not contain MgO or FeO.

6. Discussion

The exact mineralogy of the lowermost mantle is still being debated (e.g., Cobden et al., 2009; Davies et al., 2015; Houser et al., 2020; Trønnes, 2010; Vilella et al., 2021) and seismological mapping of structures near the CMB has helped to test several possibilities of mantle mineralogy. While the mineral phase transition from bridgmanite to post-perovskite seems to be a good explanation for regions of past subduction (e.g., Hernlund et al., 2005; Trønnes, 2010), the mineralogy in the LLSVPs where slower-than-average velocities exist is still not well understood (e.g., Deschamps et al., 2012, 2015; Koelmeijer, 2021; McNamara, 2019). In several cases, waves reflecting from layers inside these large low-velocity structures have been used to determine the velocity change across the reflectors (e.g., Lay et al., 2006; Schumacher et al., 2018), which provides a constraint on mineralogy (e.g., Ohta et al., 2008). We use our thermochemical modeling results in combination with PdP and SdS polarity information to constrain mineralogy and causes for the D$^\ast$ reflector.

When interpreting polarity variations in $P$ and $S$ waves while ignoring those cases where changes in $P$ wave and $S$ wave velocity have opposite signs, there are essentially four possible cases (Figure 8 and Table 2). These four cases separate into two groups where $Vp$ and $Vs$ both increase (Case 1), and two groups where $Vp$ and $Vs$ decrease (Case 2), with either the same or opposite polarity of PdP- and SdS-waves.

If $Vp$ and $Vs$ both increase, and the ratio ($R$) between $S$ wave velocity change and $P$ wave velocity change is between 1 and 3 (Figure 8, case 1a), D$^\ast$ reflection polarities for $P$ and $S$ waves are the same as the main phase
(P or S) and the CMB reflection. This case has been observed in several seismic data sets using P and S waves together (e.g., Cobden & Thomas, 2013; Pisconti et al., 2019; C. Thomas & Weber, 1997; Weber, 1993), or alternatively, by subducted mid-ocean ridge basalt, MORB (Cobden & Thomas, 2013; Deschamps et al., 2012; Hirose et al., 1999; Vilella et al., 2021), which is silica-saturated and does not contain ferropericlase. Our modeling shows that an R-value between 1 and 3 can be generated by an increase of bm or a decrease of FeO and MgO (Figure 6, purple colors), and this reduction in bulk (Mg, Fe)O can be indicative of the presence of MORB. Our analyses of mantle models containing a MORB component support this assumption and we therefore conclude that the event shown in Figure 4c is most likely reflections off MORB residing in the D” region, since S wave observations in this region also show polarities consistent with a velocity increase (Kendall & Nangini, 1996; Lay et al., 2004). For the two events in Figures 4a and 4b, no clear explanation is possible, since we are missing S wave polarity information for this region.

If, for an S velocity increase across D”, the PdP polarity would indicate a velocity decrease, there are two explanations: Either there is indeed a P velocity decrease with an associated S wave velocity increase across the D” reflector, as indicated by for example, Wookey et al. (2005) for theppv phase transition in pure MgSiO$_3$. Alternatively, an R-value larger than 3 could generate the same effect (case 1b in Table 2 and Figure 8). Our thermochemical modeling shows that the ppv phase transition is again a good explanation for this scenario (Figure 6, Table 2). Indeed, the contrast of the P wave velocity across the post-perovskite phase transition has been reported to be

![Figure 8. Overview of the different cases: left hand side: Vp and Vs both increasing across the reflector, Case 1, with expected waveforms, right hand side: Vp and Vs both decreasing across the reflector, Case 2, with expected waveforms. The possibilities of observed polarities of PdP (SdS) as (a) same and (b) opposite to P(S) and PcP(ScS) are shown in the bottom row, referring to Cases 1a and 1b and Cases 2a and 2b, respectively, in Table 2.](image-url)
between ±1%, while the S wave change is between 1% and 4% (Oganov & Ono, 2004; Tsuchiya & Tsuchiya, 2006; for an overview see e.g., Cobden et al., 2015).

There is potentially another mechanism that could generate the polarities shown in case 1b: an increase of MgO and FeO across the boundary would also generate large R-values. While the decomposition of (Mg, Fe)-bm into (Mg, Fe)O and SiO₂ has been suggested in early experimental studies (e.g., Dobrovinsky et al., 1998; Saxena et al., 1996), more recent studies indicate that the decomposition could have arisen through a problem with the experimental setup (Gong et al., 2004; Mao et al., 1997). Hence, we suggest that the post-perovskite phase transition is the best explanation for observations of PdP polarities opposite those of P and PcP together with SdS polarities the same as S and ScS (case 1b).

The mineralogy in low-velocity regions, especially in the LLSVP beneath Africa and the Pacific, is less well constrained, and different mechanisms for velocity discontinuities within LLSVPs have been discussed. Ohta et al. (2008) show that the post-perovskite phase transition in MORB could generate a reflector, but the stishovite to seifertite transition could also be a candidate for this observation (Andrault et al., 2014; Tsuchiya et al., 2004), although the depth of the transition is still debated (Grocholski et al., 2013; Ohta et al., 2008; Sun et al., 2019). Both cases would show polarities of PdP and SdS consistent with a velocity decrease as represented by case 2a in Table 2. Our modeling shows that an R-value below 3 is consistent with the ppv phase transition within MORB while bm decreases.

A velocity decrease for both, P and S waves with a ratio of dVd/dVp of ~3 is, on the other hand, indicative of melt in the lower mantle (e.g., Berryman, 2000; Hier-Majumder, 2008), but melt has previously been discussed as cause for ultralow velocity zones (e.g., Rost et al., 2006, 2005; Yu & Garnero, 2018) rather than for a 300 km thick D” layer, and it is still discussed whether melt would stay at the CMB (Garnero, 2000; C. W. Thomas et al., 2012). It is difficult to envisage a dynamic mechanism in which thin melt layers would pond 300 km above the CMB, although seismically it would not be incompatible with our observations. A 300 km thick layer of (partial) melt is incompatible with observations of the P and S wave speed structure within D” (e.g., Cobden et al., 2012).

Lastly, case 2b, where a velocity decrease across the D” reflector is expected in S waves, but where the PdP polarity suggests a velocity increase (Figure 8, Case 2b), is possibly the rarest observation up to now. We find such a case in the region beneath the western Pacific (Figure 5, see also C. Thomas & Laske, 2015) with PdP waves showing a polarity that is the same as P and PcP in a part of the Pacific LLSVP (Figure 5). Near this region, the S wave study of Konishi et al. (2009), on the other hand, found a velocity decrease at the top of D” (interpreted there as a phase transition within MORB). While not exactly in the same region, the results by Konishi et al. (2009) together with our results would suggest that our observed P wave polarity is due to large R-values, and hence would confirm that S wave velocity reductions are at least 3 times as strong as P wave velocity reductions in this part of the LLSVP, as also indicated by Koellemeyer et al. (2016, 2018). The reduction of S wave velocity suggests that MORB itself is not a good explanation for this region (Deschamps et al., 2012), and the P wave polarity results (Figure 5) indicate that the ppv phase transition is not satisfactory either. Instead, our thermochemical modeling shows that an increase in bm or a decrease in MgO (and to a smaller degree FeO) would generate large R-values.

Ballmer et al. (2016) model the Pacific LLSVP with a combination of MORB and primordial material, which generates a velocity discontinuity at depths consistent with the D” reflector within an LLSVP-like region (Schumacher et al., 2018). Furthermore, Deschamps et al. (2012) and Vilella et al. (2021) show that an increase of bm with an increase of Fe has been suggested to be responsible for the LLSVPs. Their composition is similar to BEAMs (bridgmanite enriched ancient material, Ballmer et al., 2017) and if the BEAMs exist near the CMB (Güлcher et al., 2020) this could explain case 2b in Table 2. Our thermochemical modeling suggests that an increase in bm has the largest effect, but it may also be accompanied with a decrease of FeO (Figure 7f). Interestingly, the studies by Chandler et al. (2021), although aimed at constraining anisotropy near the edges of an LLSVP, also find that outside the LLSVP ppv is a good explanation, while inside the LLSVP bm explains their observations better.

Our modeling has shown that the different polarity information of P and S waves, when jointly considered, can aid to constrain the mineralogy of the D” region in different settings. While we are focusing here on isotropic minerals and combinations of minerals above and below the D” reflector to explain polarities, we have to keep...
in mind that anisotropy is another mechanism that causes polarity changes in seismic waves. For example, C. Thomas et al. (2011), Pisconti et al. (2019), and Creasy et al. (2021, 2019) show that polarity variations, especially of $P$ waves reflected at the D$^+$ layer, can also be generated by anisotropy of the D$^+$ minerals (ppv, bm, and even ferropericlase), even over small azimuth ranges. The anisotropy, generated by the flow of anisotropic minerals in D$^+$, will, however, cause polarity observations that vary with azimuth as shown in Pisconti et al. (2019); these are unlike the results here, where polarity variations are isotropic. In addition, when anisotropy is present in the D$^+$ region, ScS-waves will experience directionally dependent splitting (Nowacki et al., 2011). It has been shown that a combination of splitting measurements together with PdP and SdS polarity observations (Pisconti et al., 2019), and including discrepant SKS and SKKS splitting measurements (e.g., Creasy et al., 2021) can further constrain mineralogy in the D$^+$ region, but the observations vary with azimuth due to the directional velocity variations of the deformed minerals. Therefore, a mapping of regions such as beneath the Caribbean or the western Pacific with crossing paths and taking shear wave splitting of ScS waves into account would help to discriminate between the alternative hypotheses of anisotropy vs. large $R$-values.

### 7. Conclusion

We have shown that distance-dependent polarity observations of $P$ wave reflections depend on the ratio of change of $S$ wave velocity with respect to change in $P$ wave velocity across the D$^+$ reflector, referred to here as the $R$-value. LDA of mineral composition paired with a set of velocities derived from thermochemical modeling enables us to generate a profile of distinct observable classes (namely, $R$-values smaller or larger than 3 for regions with velocity increases or decreases), allowing the seismological observables to inform the characterization of regions in terms of typical mineralogical constituent ratios.

The statistically significant results derived from the thermo-chemical modeling data suggest different causes for large $R$-values. The post-perovskite phase transition is the best explanation for regions where a velocity increase is detected with $S$ waves while the $P$ wave has a polarity that would indicate an apparent velocity decrease. In regions where both D$^+$-reflected $P$ and $S$ waves have polarities opposite to the main phases, the ppv phase transition within MORB is likewise the best explanation, as already reported in previous work. A reflection at a MORB layer is consistent with $P$ and $S$ wave polarities both suggesting a velocity increase. The last case of an SdS-wave with a polarity opposite to $S$ and ScS but with a PdP-wave suggesting a positive velocity jump across D$^+$, as seen in one region of the Pacific LLSVP, can be explained by a reflection off bridgmanite-enriched material, thereby further constraining mineralogy in the LLSVP regions.

Analyzing polarities of $P$ and $S$ waves, together with extending the epicentral distance range to lower values than previously, and for different regions, thus allows a better classification of the mineralogy change across a reflector. Since variable polarities of $P$ waves and $S$ waves can also be generated by anisotropy in the D$^+$ region, as shown by Pisconti et al. (2019) and C. Thomas et al. (2011), a detailed analysis of $P$ and $S$ wave observations covering a variety of distances and azimuths is necessary to discriminate between these two hypotheses of large $R$-values vs. anisotropy. Where the former is supported and the latter is absent, inferences can be drawn regarding the most likely mineralogical constituent ratios across the reflector.
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