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In recent years, the visual analysis of human motion has become a frontier direction in the field of computer vision. It recognizes, identifies, and tracks people in image sequences, as well as understands and describes their actions. Using computer vision technology to study the field of image processing and pattern recognition, as well as extracting and effectively identifying human motion features from video images, has become a hot topic of concern with the rapid development and popularization of information technology. This study presents a method for analyzing the characteristics of moving human bodies based on image recognition, introduces the extraction function method, and analyzes the characteristics of the extraction function to improve the ability to analyze the characteristics of moving human bodies. To achieve fine segmentation, the hierarchical clustering algorithm is used to segment the periodic motion in each motion. Different benchmark databases and self-built data were used in the experiments. Experiments show that the algorithm can achieve good classification and recognition results while maintaining low computational complexity and extracting less feature data. It can also organically integrate the static and dynamic features of human walking.

1. Introduction

The visual analysis of human motion is a new frontier in computer vision that has gotten a lot of attention in recent years. It recognizes, identifies, and tracks people in image sequences, as well as understands and describes their actions. Moving target extraction is a low-level process that falls under the category of image processing. Target recognition, tracking [1, 2], image analysis, and comprehension are high-level processes that fall under the artificial intelligence umbrella [3, 4]. Today’s research focuses on using computer vision technology to analyze and study problems in the fields of image processing and pattern recognition, as well as extracting and recognizing human motion features from video images. A video can concretely and vividly express the information contained in things and objectively describe things as the information carrier of computer vision technology [5, 6] analysis and processing. The dialogue between people and computers will be more intuitive and concise if the computer can capture human motion through the video input device and recognize or even understand these behaviors. It is necessary to keep the human body in the camera’s field of vision throughout the interaction process to understand people’s behavior and then analyze the movement of the human body.

Human motion recognition can be divided into several different levels, and the classification standard is widely accepted: action primitive, action, and behavior. Zhou et al. [7] proposed a sliding window strategy with increasing length, which, combined with the measurement method of similarity between different samples in high-dimensional space, realized real-time motion segmentation [7]. Das and Arpita [8] estimated the head pose by learning the mapping function between face image features and head pose space using different nonlinear regressions [8]. Peng et al. [9] proposed a local gradient direction histogram head descriptor to reduce the deviation of face location caused by face detector [9]. At work, the author proposes to use kernel-based partial least squares regression method to select the most suitable one from a series of candidate face detection
windows to reduce the location deviation of face area. Although many researchers are trying different methods to improve the accuracy of head pose estimation, there are still many challenges in the research of head pose estimation, such as facial expression changes, partial facial occlusion, light, and other factors, which affect the performance of head pose estimation. Therefore, how to automatically and robustly estimate the head pose in video images is a challenging task.

It is necessary to create a suitable character model to accurately detect the characters in the image. As it is a joint object, most character models represent it with body parts; however, different models use different levels of detail [10]. This study develops a moving target detection and tracking system based on image recognition, with a focus on moving target image recognition. The main contributions of this study are as follows:

1. The motion segmentation algorithm is deeply studied. By analyzing the technical characteristics of the turning point segmentation algorithm and clustering segmentation algorithm, a new adaptive motion segmentation algorithm with unknown motion sequence segmentation is proposed.

2. In this study, an improved feature recognition method is proposed, which overcomes the shortcoming of the traditional method of using Fourier descriptors to represent contour features with a large amount of data. Then, the human identity is recognized by the nearest neighbor fuzzy classifier by combining with the limb joint angle features.

The content of this study is divided into five chapters, which are as follows: the first part mainly introduces the background of the topic selection and the significance and purpose of the research. The second part introduces the theoretical basis of the feature analysis of moving characters. The third part mainly introduces the motion segmentation algorithm and the improved feature recognition method, which provides the experimental basis for the following discussion. In the fourth part, the method of this study is realized through experiments. The fifth part presents the conclusion and prospect of this study.

2. Related Work

2.1. Research Status of Human Motion Recognition. Motion segmentation and motion recognition are the two main aspects of human motion analysis. To prepare for motion recognition and retrieval, motion segmentation involves identifying the transition frame from the captured motion data and separating the motion data of different actions on both sides. The term "motion recognition" refers to the process of labeling and categorizing motion segments. It is an important step in the human-computer interaction process. The computer finally achieves the goal of human behavior by recognizing actions.

Li et al. [11] put forward a semantic model of motion, which calculates the velocity and acceleration of feature points, quantifies them into corresponding characters, and then uses machine learning to segment the motion sequence [11]. Motion segmentation can also be achieved by clustering. Shao et al. [12] proposed a $K$-means extended clustering algorithm based on the kernel function, which used hierarchical alignment as a segmentation method for time domain clustering analysis, transformed the time domain segmentation problem into an energy minimization problem, and obtained the segmentation points with the help of the dynamic programming algorithm [12]. Gao and Shhardt [13] proposed the feature representation of ordinary 2D pictures by the optical flow method [13]. Tu and Kim [14] successfully extracted the 3D bone data of the human body from depth images with the decision random forest algorithm, which greatly reduced the dimensional redundancy of depth images and opened up a new research space for human motion recognition [14]. Chen et al. [15] used the principle of robot mechanics to transform the rotation and translation of each joint point into Lie group space for feature representation. It is proposed to identify the basic actions in people's daily life in real time according to the relative position characteristics of bone points [15].

2.2. Research Status of Moving Target Change Detection. The motion areas obtained by motion detection may contain different moving targets, and under different application backgrounds and image resolutions, people detection algorithms are also different. In the field of image cognition, it is necessary to identify the motion of various parts of the human body. In intelligent monitoring, as the image resolution is not high, we do not need to pay too much attention to the specific details of people but just need to judge whether it is the target of people.

Xu et al. [16] proposed that by reducing the correlation of different shape parameters, modeling the change of deformation with the Gaussian model in low-dimensional space can represent the global deformation, however, it is still insufficient for local deformation [16]. Xu and Ding [17] established a pendulum model with thigh and calf as a link, took the angle signal between the pendulum and the vertical direction as the walking movement feature, and then classified and identified the individual identity [17]. Sl et al. [18] used the regional dispersion, area, aspect ratio, and so on as characteristics and divided the moving targets into people, crowds, cars, and background trunks using the three-layer neural network method [18]. Feng et al. [19] used dispersion and area information to classify two-dimensional moving areas, mainly to distinguish people, cars, and chaotic disturbances, and the time consistency constraint made the classification more accurate [19]. By tracking the moving target of interest, Xw et al. [20] calculated the autocorrelation characteristics of the target with time, and the autocorrelation of the target is periodic because of the periodic movement of people. Therefore, the method of transforming time domain to frequency domain is used to analyze whether the target has periodic motion characteristics and identify whether the target is human [20]. Guo and Na [21] proposed a method of hierarchical classification using time co-occurrence matrix, which can be used to distinguish not only

...
objects but also behaviors [21]. Lu et al. [22] proposed the 
method of combining the color histogram model and gray
gradient model of the target to realize the real-time tracking
of the human head [22]. Binsaeedan and Alramlawi [23]
proposed a feature analysis method of moving people based
on image recognition, which proposed to extract the contour
of moving target by background subtraction and to build a
model of contour feature vector using the boundary moment
invariants and morphological features of the contour [23].

3. Research Method

3.1. Establishment of the Moving Target Model. Motion 
feature recognition involves a wide range in today’s scientific
research field, mainly involving a series of research fields,
such as image processing, multisensor technology, virtual
reality, pattern recognition, computer vision and graphics,
computer-aided design, visualization technology, intelligent
robot system, and so on. Real-time and effective detection
and feature extraction of moving targets are very important
for later target identification. In this study, an analysis
method of moving human features based on image recog-
nition is proposed. The extraction function method is in-
troduced, and the characteristics of the extraction function
are analyzed. The hierarchical clustering algorithm is used to
segment the periodic motion in each motion to achieve fine
segmentation. Experiments are carried out on different
benchmark databases and self-built data.

The goal of moving target detection is to see if any objects
in the sequence images are moving relative to the whole
scene. Moving target detection is the foundation for sub-
sequent processing, such as moving target recognition,
tracking, understanding, describing moving target move-
ments, and so on, and it has a significant impact on sub-
sequent processing. In this study, target recognition is
divided into two categories: human and nonhuman. Because
the moving target is inevitably occluded in an indoor en-
vironment and the shoulder and above areas of the human
body are not easily occluded and have relatively stable
shapes, this study uses the shape of the human head and
shoulder as a two-dimensional recognition model.

The steps of establishing the head and shoulder model
are as follows:

![Figure 1: Vertical projection histogram.](image)

Calculate the aspect ratio of the moving target.

$$r = \frac{x_{\text{max}} - x_{\text{min}}}{y_{\text{max}} - y_{\text{min}}}$$

If it is between [0.28 and 0.36], it means that the whole
human body may have entered the capture range of the
camera.

Calculate the vertical projection histogram of the moving
target, as shown in Figure 1, and find the local maximum
point $w$ near the top of the head.

Look for the global maximum point $w_i$ of the vertical
projection histogram, and calculate the approximate height
$h$ of the human body from the global maximum and the
aspect ratio of the human body in an upright condition.

We use the statistical information of high-level energy
distribution of images to describe binary face images. We use
$I(x, y), x \in [1, H], y \in [1, W]$ to represent the normalized
binary graph. We divide $I(x, y)$ into $m \times n$ blocks, and the
size of each block is $h \times w$, where $h = H/m, w = W/n$.
The block energy diagram $B(x, y), i \in [1, w], j \in [1, w]$ is ob-
tained by the following calculation formula:

$$B(i, j) = \frac{1}{h \times w} \sum_{x=1}^{(i-1)h+1} \sum_{y=1}^{(j-1)w+1} I(x, y).$$

In this study, we choose the radial basis function according to experience. We model the regression machine
mapping relationship according to the following formula.

$$f(x) = <w, x> + b,$$

where $w$ is the weight and $b$ is the bias term. The function is solved by the following optimization process:

$$\min_{w, b, \xi_i, \xi^*_i} \frac{1}{2} ||w||^2 + C \sum_{i=1}^l (\xi_i^* + \xi^*_i),$$

s.t. $$-\epsilon - \xi^*_i \leq y_i - <w, x_i> - b \leq \epsilon + \xi^*_i,$$

$$\xi^*_i, \xi^*_i \geq 0, \quad i = 1, 2, \ldots, l,$$

where $\epsilon$ represents the parameter of insensitive loss function, and the value of $\epsilon$ affects the number of support vectors. To measure the deviation degree of training samples out of $\epsilon$
insensitive band, we introduce a non-negative relaxation variable $\xi^t$, $\xi^-$. $C$ is a regularization parameter, which is mainly used to control the punishment of samples exceeding the error.

3.2. Human Motion Segmentation. To prepare for motion recognition and retrieval, motion segmentation entails determining the transition frame from captured motion data, dividing the motion data of different actions on both sides and then dividing the entire motion sequence into several segments. The first step in analyzing a motion sequence is to segment it. Turning point detection and clustering are two of the most commonly used methods. Based on previous research findings, an adaptive segmentation algorithm is proposed in this study. Figure 2 shows the specific procedure. The similarity matrix is established using the maximum mean square difference algorithm to calculate the similarity of each segment in the initial segmentation. The principal components of the similarity matrix are then extracted using the PCA (principal component analysis) algorithm to estimate the number of motion types contained in the motion sequence. Periodic motion detection is the third step. The periodic submotion of each motion is segmented, and the segmentation result is further optimized using the iterative motion sequence segmentation combined with the hierarchical clustering algorithm.

Initial segmentation is an important step of this segmentation algorithm, which lays an important foundation for determining the number of motion categories in the next step. To realize this function, we use the probabilistic PCA algorithm to detect turning points in motion sequences. First, we regard the previous $K$ frame as a Gaussian distribution and use the Mahalanobis distance to calculate the similarity between the distribution of segments from $K+1$ frame to $K+T$ frame and this Gaussian distribution.

The following equation is the expression of Mahalanobis distance. Markov distance is often used to measure the difference between classes.

$$M = \frac{1}{T} \sum_{i=T+1}^{K+T} (x_i - \overline{X}_N)^T S_{X_N}^{-1} (x_i - \overline{X}_N),$$

where $\overline{X}_N$ represents the average value of the previous $K$ frames, $S_{X_N}$ represents the covariance matrix, $X = \{x_{k+1}, x_{k+2}, \ldots, x_{k+T}\}$ represents the adjacent sequence of length $T$, and $H$ represents Hilbert control transposition.

After the initial segmentation, the initial motion sequence will be divided into several segments. In this study, the maximum mean difference algorithm will be used to describe the similarity between segments, and the principal component analysis will be carried out with PCA to estimate the corresponding number of motion categories.

Any segment can be represented by the feature vector corresponding to its similarity matrix. To find the corresponding eigenvector, we use formula (6) to perform singular value decomposition on the similarity matrix $L_{MMD}$. When each column vector in the matrix is projected into the feature space composed of the first $r$ feature vectors corresponding to the similar matrix, there is a certain mapping error, and the expression is as follows:

$$e = \sum \|x - x'\|^2 = \sum_{j=r+1}^{\infty} \lambda_j^2.$$  \hspace{1cm} (6)

The formula of information retention rate is as follows:

$$E_r = \frac{\sum_{j=1}^{\infty} \lambda_j^2}{\sum_{j=1}^{\infty} \lambda_j^2}.$$  \hspace{1cm} (7)

In the principal component analysis, the value of $r$ is determined by minimizing the corresponding value of $\tau$ when $E_r > \tau, \tau < 1$ holds.

Sometimes, people will run past the camera quickly, so that there will be virtual shadows in a certain frame of image, which will greatly affect the detection results. To avoid this phenomenon, some cameras will increase the exposure speed of the shutter. Therefore, under the same aperture, the amount of incident light will decrease, and the whole image will be dark. As a result, moving characters in low gray areas may be missed, resulting in detection errors.

To solve this problem, this study puts forward the concept of extraction function. Let the frame to be detected containing moving characters be $A(i, j)$, and the background of the gray image be $B(i, j)$, where $(i, j)$ represents the coordinates of pixel points, $0 \leq A(i, j) \leq 255$, and $0 \leq B(i, j) \leq 255$. Then, the extraction function is defined as follows:

$$E(i, j) = 1 - \frac{2 \sqrt{A(i, j) \times B(i, j)}}{A(i, j) + B(i, j)}.$$  \hspace{1cm} (8)
The binary output function $M(i, j)$ based on the extraction function $E(i, j)$ is defined as follows:

$$M(i, j) = \begin{cases} 1, & E(i, j) \geq r, \\ 0, & E(i, j) < r. \end{cases}$$ (9)

If $M(i, j) = 1$, it means that the current pixel $(i, j)$ belongs to a moving person. If $M(i, j) = 0$, it means that the current pixel $(i, j)$ belongs to the background area.

The adaptive matching window’s design actually intercepts a portion of the original image that contains all of the tracked moving target’s features. As a result, feature extraction and feature matching are only performed on the images in the matching serial port, rather than on the entire field of view image, which not only reduces the amount of data to be processed but also reduces other interference factors outside the adaptive window.

The size of the matching window is the most important factor affecting the speed and accuracy of matching moving objects. It is divided into two types: fixed size matching windows and adaptive matching windows that change in size as the moving target moves. As the speed of the moving target affects the prediction accuracy of the moving target during the moving process of the target, this study proposes an adaptive matching window that varies with the moving speed of the moving target to ensure that the calculation amount is as small as possible while still meeting the accuracy and improve the system’s anti-interference ability.

Let the size of the moving target image be $O_X \times O_Y$ and the size of the adaptive matching window be $D_X \times D_Y$. They have the following relationships:

$$D_X = \alpha \times O_X, \quad (10)$$

where $\alpha$ is a function of the speed of the moving target in the horizontal direction, and $\alpha = f(v_1) \geq 1$.

Similarly, for vertical direction,

$$D_Y = \alpha \times O_Y. \quad (11)$$

3.3. Moving Target Recognition. Motion recognition technology can also be used in video retrieval, reducing people’s workload significantly. Motion recognition technology has a wide range of applications in the field of auxiliary medical care. Detecting and recognizing the patient’s movements can help determine the severity of the injury. Furthermore, the distinction between calculation and standard movements can be an important foundation for the patient’s rehabilitation. Human motion recognition research in China is currently in the exploratory stage, and its enormous commercial and social potential value is yet to be realized.

The classification decision-making is the key link of the classifier system and the final link of the pattern recognition system, and the classification decision-making is the machine that finally realizes it. The use of classifiers to calculate the similarity between test samples and training samples according to certain decision rules and to classify the patterns to be tested into a certain category is referred to as classification decision. This study has spent a lot of time researching how to extract useful human motion features. We chose the template matching classifier with mature design, broad application range, and simple experimental operation to reduce the complexity of the recognition process and improve recognition speed.

This study adopts the method of machine learning based on HMM (hidden Markov model) for motion recognition. Motion recognition is divided into two stages: training stage and test recognition stage. In the training stage, the HMM model corresponding to each movement is trained. In the recognition stage, the probability that the motion sequence to be recognized belongs to each model is calculated, in which the motion corresponding to the maximum probability is the recognition result. The specific content of feature representation based on global information is shown in Figure 3.

First, a coordinate system is established with the root node as the origin, and the characteristics of each joint point in the whole motion segment are expressed as Euler angles in the coordinate system. Second, the included angle interval $[0, 180]$ between the joint point and the coordinate axis is divided into seven subintervals. Then, the Euler angles of each joint point are mapped to the corresponding subintervals, and the probability of the subintervals on the corresponding Gaussian distribution is calculated. Third, according to the principle of independence, the product of Gaussian probability weights of each joint point in each coordinate axis direction is taken as a feature component of the frame where the joint point is located.

This classifier does not require the uniform measurement standard and feature type of each input feature when parallel combination feature vectors are input, and it can also deal with a single feature. As a result, two different types of extracted motion features are fused in this topic, and this classifier is then used to achieve simple and efficient identity recognition of human motion features. The purpose of the nearest neighbor fuzzy classifier is to combine multiple classifiers for classification in a direct and simple manner. The following conditions must be met for fuzzy distribution to minimize the impact of feature extraction errors on recognition results: when the value of the feature difference is small, the curve gradually decreases, and when the value of the characteristic difference is large, the curve rapidly drops. The method of descending ridge distribution can then be used to calculate the similarity between the features of the same dimension. The formula of this fuzzy distribution function is as follows:

$$\mu(x) = \frac{1}{2} - \frac{1}{2} \sin \left( \frac{\pi}{a_2 - a_1} \left( x - \frac{a_1 + a_2}{2} \right) \right), \quad (12)$$

where $x$ represents the magnitude of the characteristic difference.

The membership degree of different features in the test sample relative to each training sample in the template library is obtained using the above formula, and then the membership degree matrix $\mu$ between the features of the same dimension is further constructed by the fuzzy distribution function.
When classifying and identifying, the membership degree of each different feature belonging to each category should be multiplied with the weight. Then, add them to get the membership matrix with weighting coefficient, which can make the recognition result more accurate and fully reflect the different contributions of different features to the recognition effect.

Combined with the fuzzy feature decomposition method, multiscale decomposition and information fusion are carried out on the moving character footprint image, and the pixel value \( H(v) \) of the moving character footprint feature distribution is as follows:

\[
H(v) = L_{xx}(x, \sigma) + \frac{1}{\sqrt{L_{yy}}} \exp \left( \frac{j\pi}{4} \right) \exp \left( -j\pi \frac{s(t)}{L_{yy}} \right). \tag{14}
\]

Among them, \( L_{xx}(x, \sigma) \) is the ambiguity function of multiscale transformation, and \( L_{xx}, L_{yy} \) is the wavelet high-frequency coefficient and low-frequency coefficient of the feature decomposition of a moving image.

The coding of this study adopts the principle of vector quantization, i.e., the pose data frame is mapped to the code word closest to it. Here, the code word is the class center obtained by clustering, and each code word exists in the form of characters in the codebook.

\[
c_{i,j} = \begin{cases} 
1, & \text{if } j = \arg \min_{j=1,2,\ldots,M} \| P_i - f_j \| \\
0, & \text{else}
\end{cases} \tag{15}
\]

Here, \( c_i \) represents the weight of the corresponding code sub-\( f_j \), \( c_i = 1 \), and the data frame will be represented by the characters corresponding to the code.

Calculate the probable probability \( P(O|\lambda_i), i = 1, 2, \ldots, \text{num} \) of this observation sequence similar to the HMM model of each movement, where \( \text{num} \) is the number of models, i.e., the number of types of movements.

Through the calculation of the following formula, \( P_i \) with the highest probability is obtained, and then \( \lambda_i \) is the HMM model of human motion closest to the motion to be identified.

\[
P_i = P_r(S|\lambda_i), \quad \text{Decision} = \arg \max_{i=1,2,\ldots,\text{num}} \{ P_i \}. \tag{16}
\]

4. Results Analysis and Discussion

In this study, we use the commonly used MAE to measure the performance of the head pose estimation algorithm. We
list the estimated performance data of different head pose estimation methods on the dataset in Table 1.

As given in Table 1, the MAE of literature [16] in Yaw direction is 6.55 and that in Pitch direction is 6.68, however, the methods proposed in this study all get lower MAE compared with it. It can be found that the performance of this method is similar to that of its estimation in YAW direction, however, the performance of estimation in the Pitch direction is better, and our method is superior to other methods in general.

To accurately evaluate the performance of pose estimation, many published methods of head pose estimation mainly use the marked face images for pose estimation and do not study the influence of face positioning offset on head pose estimation. Figure 4 shows the average MAEs of this experiment.

Compared with reference [16], their reported MAE is 10 in the YAW direction at 15% offset, while our method gets a lower MAE of 8.6 at the same offset. Through analysis, the method of face location and the description of block energy diagram proposed in this chapter are more robust to face location offset.

To test the robustness of this motion segmentation algorithm, we have done a series of experiments on synthetic data. We added different levels of noise to the synthesized data and made experiments on the synthesized data with noise. The expression of noise level: 0.1 means that one frame of noise data is inserted into every 10 frames of data. Each test data sequence is randomly synthesized by them. Therefore, each test sequence can be divided into several categories, as shown in Figure 5.

The motion segmentation algorithm in this study can accurately estimate the number of categories contained in the test sequence and has high segmentation accuracy when the noise level is low. The segmentation accuracy of the motion segmentation algorithm in this study decays slowly and stays at a reasonable level as the noise level increases. The segmentation accuracy of literature [13] and literature [21] is lower than that of the algorithm in this study. This algorithm can estimate the number of motion categories in a motion sequence without knowing the number of motion categories in the test sequence. This algorithm, on the other hand, can detect periodic motion in each motion. As periodic motions contain all of the action’s information, the action’s information can be obtained by analyzing one of the periodic motions, greatly reducing information redundancy.

As given in Table 2, compared with literature [13], literature [21] has higher segmentation accuracy, which proves the feasibility of this method again. In this experiment, the average accuracy of period segmentation is 0.81. As periodic segmentation is a fine segmentation based on the previous segmentation results, it is greatly influenced by it.

The main reason is that the video data stream is greatly influenced by the illumination, which has a great influence on the segmentation accuracy. With the change of the moving object’s moving direction relative to the camera, it will affect the motion segmentation. That is to say, the same movement may be regarded as different movements because of the different movement directions relative to the camera.

![Table 1: Comparison of MAE.](image)

| Method          | MAE (yaw) | MAE (pitch) |
|-----------------|-----------|-------------|
| Literature [16] | 6.55      | 6.68        |
| Literature [19] | 6.03      | 5.56        |
| Literature [20] | 8.66      | 12.24       |
| Literature [22] | 10.16     | 13.95       |
| Our             | 6.17      | 4.33        |

![Figure 4: Methods of MAE migration in this study.](image)

![Figure 5: Experimental results of segmentation with different algorithms.](image)

| Method          | Accuracy |
|-----------------|----------|
| Literature [13] | 0.93     |
| Literature [21] | 0.88     |
| Our             | 0.81     |

![Table 2: Experimental results of algorithm segmentation for bone data and video stream data.](image)
In the experiment, the transition interval that we regard as a new category is not included in the calculation of segmentation accuracy. In this database, the unit period of a single motion of objects generally lasts from 165 frames to 330 frames. Because of the reduction of their frames in this method, we set $n = 20, 30, 40$ in the experiment. We made experiments on different $n$ and analyzed the experimental results, as shown in Figure 6.

With the increase of $n$, the time for the algorithm to segment the same test sequence gradually increases. When $n = 20$ is used, the algorithm runs in the shortest time. The accuracy of period segmentation is obviously low because the motion sequence is long, and the calculation is based on manual segmentation, which inevitably leads to errors in statistics.

Periodic motion segmentation is only an extension of motion segmentation. In the experiment, the final segmented periodic motion contains between 20 and 40 frames, which can already reflect the inherent attributes of a motion.

Figure 7 shows the curve of the extraction function $E(i, j)$ in two cases of $B(i, j) = 4, 40$.

It can be seen that when the gray value changes very little, the change can be detected in the low gray level region, while it is likely to be ignored in the middle and high gray level region. It shows that the extraction function can adaptively adjust the sensitivity of image difference according to the gray level of pixels, which cannot be achieved by a simple frame difference algorithm.

We applied three classifier features to form three gait recognition algorithms. Then, we compared these three methods with other latest related algorithms, as shown in Figure 8.

The data analysis shows that the algorithm in literature [16] only recognizes a single motion feature, and the recognition rate obtained is not ideal. The recognition rate can be effectively improved by combining multiple features for recognition. Experiments show that the algorithm can achieve good classification and recognition results while maintaining low computational complexity and extracting less feature data. It can also organically integrate the static and dynamic features of human walking. The algorithm in this study assigns appropriate weights to two different features before performing fusion classification, which improves the recognition rate significantly. Experiments show that this algorithm can achieve better classification and recognition results by ensuring low computational complexity and extracting less feature data, as well as organically integrating the unique static and dynamic features of human walking.

5. Conclusion

This study proposes an image recognition-based feature analysis method for moving people for video images. The
motion sequence is divided into several segments in this study. The maximum mean difference algorithm is then used to measure segment similarity, and the matrix describing segment similarity is decomposed using the principal component analysis algorithm before determining the number of motion categories included in the motion sequence. Finally, to achieve fine segmentation, the hierarchical clustering algorithm is used to segment the periodic motion in each motion. After fusing the weights from the previous steps into a membership matrix, the decision-making principle is determined as the condition with the largest membership, and the result is obtained. Experiments show that for motion sequences with an unknown number of motion categories, the motion segmentation algorithm proposed in this study has a good segmentation effect and robustness.

Although a three-dimensional human model can be obtained through conversion, a significant amount of information is lost in the process, resulting in severe local distortion of the model. To improve model quality in the future, we will need to find plug-ins that better meet model format requirements.
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