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Abstract. The main result of this paper is the introduction of marked graphs and the marked graph polynomials ($M$-polynomial) associated with them. These polynomials can be defined via a deletion-contraction operation. These polynomials are a generalization of the $W$-polynomial introduced by Noble and Welsh and a specialization of the $V$-polynomial introduced by Ellis-Monaghan and Moffatt. In addition, we describe an important specialization of $M$-polynomial which we call the $D$-polynomial. Furthermore, we give an efficient algorithm for computing the chromatic symmetric function of a graph in the star-basis of symmetric functions. As an application of these tools, we prove that proper trees of diameter at most 5 can be reconstructed from its chromatic symmetric function.

1. Introduction

In the mid 1990s Stanley [27] introduced a symmetric function generalization of the chromatic polynomial. For any graph $G$, if $x_1, x_2, \ldots$ are commuting variables then

$$X_G = \sum_\kappa x_{\kappa(v_1)} x_{\kappa(v_2)} \cdots x_{\kappa(v_n)},$$

where $v_1, \ldots, v_n$ are the vertices of $G$ and the sum runs over all proper colorings $\kappa$ of $G$ with positive integers. The function $X_G$ is known as the chromatic symmetric function of $G$. If we set $x_1 = x_2 = \ldots = x_k = 1$ and all other variables to zero, $X_G$ specializes to the evaluation $\chi_G(k)$ of the one variable chromatic polynomial, which counts the number of proper colorings of $G$ with $k$ colors. In his seminal paper Stanley expressed $X_G$ using the classical bases of symmetric functions, proved many results and made several conjectures related to $X_G$. This function has generated a lot of research, for example [6, 10, 11, 13, 15, 16, 18, 20, 22, 26].

One open question is Stanley’s tree isomorphism problem which asks whether the chromatic symmetric function distinguishes non-isomorphic trees. This conjecture is known to hold for trees with less than 30 vertices [16] and it has been verified for several subclasses of trees [5, 6, 18, 20, 22].

The chromatic symmetric function $X_G$ does not satisfy the deletion-contraction rule that is used to compute the one variable polynomial $\chi_G(k)$. Nevertheless, it admits several linear modular relations: Guay-Paquet [15] and Orellana and Scott [22] found a four term modular relation for graphs with triangles. This relation was generalized to graphs with bigger cycles by Dalhberg and van Willigenburg [11]. The chromatic symmetric function is a morphism from the Hopf algebra of simple graphs to the Hopf algebra of symmetric functions [14, Section 7.3]; in [23], Penaguiao proved that the modular relations of Guay-Paquet, Orellana and Scott together with the isomorphism relation on graphs span the kernel of the chromatic symmetric function. In this paper we introduce
the deletion-near-contraction relation which can be interpreted as a faster version of the relation of Guay-Paquet, Orellana and Scott.

In [21], Noble and Welsh studied a larger class of graphs known as weighted graphs, these are graphs with the vertices labeled by positive integers, called weights. In this setting, they introduced the $W$-polynomial using a deletion-contraction rule, and showed that via a simple substitution one can obtain $X_G$ from the $W$-polynomial as a linear combination of the power sum basis of symmetric functions. Recently, Crew and Spirkl [10] introduced the weighted chromatic symmetric function $X(G, \omega)$, for any weighed graph $(G, \omega)$, which satisfies a deletion-contraction relation and whose power sum expansion is a specialization of the $W$-polynomial.

In [25], Scott postulated that working with different bases of symmetric functions arising from graphs might lead to an approach to Stanley’s tree isomorphism problem. In fact Scott uses a multiplicative basis constructed from paths in his work. Cho and van Willigenburg [9] generalized this construction and defined multiplicative bases of symmetric functions from any sequence of connected graphs $(G_n)_n$ such that for each $n$ the graph $G_n$ has $n$ vertices. In this article we are interested in working with the basis constructed from star graphs, that is, when $G_n$ is the tree with one vertex of degree $n - 1$ and all other vertices having degree 1. The path-basis and star-basis have been used in the study of the chromatic symmetric function in several works [1, 25, 7].

In this paper we give an efficient algorithm for computing $X_G$ in the star basis. This algorithm relies on the deletion-near-contraction relation. To further exploit this relation, we work with a larger class of graphs which we call marked graphs, these are graphs where each vertex is labeled by a pair of integers $(w, d)$. The number $w$ represents a vertex weight as in the $W$-polynomial, and $d$ is a non-negative integer that keeps track of edge information. We show that we can define a graph polynomial for marked graphs that we call the Marked graph polynomial or $M$-polynomial. This polynomial is defined via a deletion-contraction rule and can be seen as a specialization of the $V$-polynomial of Ellis-Monaghan and Moffatt [12]. By applying a substitution that we call the undotting substitution, we obtain an important specialization of the $M$-polynomial. We call this specialization the $D$-polynomial and from it we obtain the star expansion of the chromatic symmetric function via a substitution of the variables.

This theory leads to a new technique to study Stanley’s tree isomorphism problem. In particular, we use the $D$-polynomial to show that Stanley’s tree isomorphism problem has a positive answer for proper trees with diameter less than or equal to 5. A tree is proper if each internal vertex is adjacent at least one leaf. The numbers of trees of diameter 4 and 5 are given by sequences A000094 and A00147 in the OEIS [17]. Note for instance that the number of trees of diameter 4 on $n$ vertices grows as the number of partitions of the integer $n$.

This paper is organized as follows: In Section 2 we recall the main definitions and results that will be needed in the paper. Next, in Section 3 we introduce the deletion-near-contraction rule and give our algorithm. In Section 4 we introduce marked graphs, the $M$-polynomial and prove some of its properties. In Section 5 we prove our main result that $X_G$ is a specialization of the $M$-polynomial, to do this we introduce the $D$-polynomial and the leaf-absorption operation. In addition, we characterize when the substitution providing the specialization of the $M$-polynomial into the $D$-polynomial produces a cancellation-free expression. In Section 6 we study the relationship between the $M$-polynomial and the $D$-polynomial.
Finally, in Section 7 we discuss how the results of this paper can be used to further study Stanley’s tree isomorphism problem and apply this discussion to show that all proper trees up to diameter 5 are distinguished up to isomorphism by the chromatic symmetric function.
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2. Preliminaries: Chromatic symmetric functions and graph polynomials

2.1. Graph theory background. For the basic notions in graph theory we refer the reader to any introductory graph theory text such as [30]. For convenience we include some of the definitions here.

A graph $G$ is a pair $(V, E)$, where $V$ is a finite set of vertices and $E$ is a multiset of edges. Each edge $e$ is a (unordered) pair of two (possibly the same) vertices $u$ and $v$. The vertices $u, v$ are called the endpoints of $e$ and we also say that $e$ is incident with $u$ (and $v$). Observe that our definition of a graph allows for multiple (also called parallel) edges and loops. A loop of $G$ is an edge connecting a vertex to itself and we say that two edges are parallel (or multiple) if they connect the same vertices. If a graph $G$ does not contain any parallel edges nor loops, then we say that $G$ is simple.

Given a graph $G$ we denote by $G_s$ the simple graph obtained by replacing each maximal class of parallel edges by a single edge and removing all loops.

Let $G = (V, E)$ be a graph. A pendant edge of $G$ is an edge incident to a vertex of degree 1, which is called a leaf of $G$. A non-loop edge is called internal if both its endpoints have degree greater than 1.

Let $\mathbb{P}$ be the set of positive integers. A proper coloring of $G$ is a function $\kappa : V \to \mathbb{P}$ such that $\kappa(u) \neq \kappa(v)$ whenever $uv \in E$. If the image of $\kappa$ is a subset of $\{1, 2, \ldots, k\}$, we say that $\kappa$ is a $k$-coloring. The number of $k$-colorings of $G$ is denoted $\chi_G(k)$. It is well-known that $\chi_G(k)$ is a polynomial in $k$ and it is called the the chromatic polynomial of $G$.

One key fact about the chromatic polynomial is that it satisfies a deletion-contraction formula: If $e$ is a non-loop edge of $G$ incident to vertices $u$ and $v$ then

$$\chi_G(k) = \chi_{G\setminus e}(k) - \chi_{G/e}(k),$$

where $G \setminus e$ is the graph obtained by deleting $e$ and $G/e$ is the graph obtained by contracting $e$, that is, $G/e$ is the graph obtained by deleting $e$, $u$ and $v$, then adding a new vertex $v_e$ and replacing each edge $e'$ in $G$ incident with $u$ or $v$ with an edge $e''$ that is the same edge as $e'$ but with $u$ and $v$ replaced by $v_e$. We say that $G/e$ contracts $e$ into the contracted vertex $v_e$.

Remark 1. If $G$ is a graph with loops, then it cannot be properly colored and hence $\chi_G(k) = 0$. On the other hand, if $G$ does not have loops but has parallel edges, removing duplicated edges does not affect the proper colorings of $G$. Thus, in this case $\chi_G(k) = \chi_{G^s}(k)$. Because of this fact, the chromatic polynomial is usually defined for simple graphs. Here we choose to define it for (general) graphs for consistency with the other invariants being consider in this article. In addition, we will apply the contraction operation only to non-loop edges. Thus, the contraction operation will always reduce the number of vertices.
2.2. The chromatic symmetric function. Before introducing the chromatic symmetric function, we review some basic facts about symmetric functions that will be needed in this paper. For more details, see e.g. [19, 24, 28].

A partition is a sequence \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \) of positive integers such that \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_l \). Each \( \lambda_i \) is called a part of \( \lambda \) and we say that \( \lambda \) is a partition of \( n \), denoted \( \lambda \vdash n \), if \( \sum_i \lambda_i = n \). The length of \( \lambda \) is the number of parts.

Let \( x = x_1, x_2, \ldots \) be a countably infinite family of commuting indeterminates and consider the formal power series ring \( \mathbb{Q}[[x]] \). A monomial \( x_{i_1}^{\lambda_1} x_{i_2}^{\lambda_2} \cdots x_{i_l}^{\lambda_l} \) has degree \( n \) if \( n = \sum_i \lambda_i \) and \( f(x) \) in \( \mathbb{Q}[[x]] \) is homogeneous of degree \( n \) if all monomials in \( f(x) \) have degree \( n \).

Denote by \( S_n \) the symmetric group with \( n \) elements. There is a natural action of \( \bigcup_n S_n \) on \( \mathbb{Q}[[x]] \), which is defined by

\[
\pi f(x_1, x_2, x_3, \ldots) = f(x_{\pi(1)}, x_{\pi(2)}, x_{\pi(3)}, \ldots)
\]

where \( \pi \in \bigcup_n S_n \), that is, there is a positive integer \( k \) such that \( \pi(i) = i \) for all \( i > k \). The ring of symmetric functions, denoted \( \text{Sym} \), is the subset of \( \mathbb{Q}[[x]] \) invariant under this action. We denote by \( \text{Sym}_n \) the homogeneous symmetric functions of degree \( n \). It is well-known that the dimension of \( \text{Sym}_n \) is equal to the number of partitions of \( n \). In addition, there are several linear bases for this ring. One of the best know basis is the power sum basis defined as follows: for any positive integer \( k \) let \( p_k = \sum_{i \geq 1} x_i^k \) and for a partition \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \) of \( n \) define

\[
p_\lambda = p_{\lambda_1} p_{\lambda_2} \cdots p_{\lambda_l}.
\]

The family \( \{p_\lambda \mid \lambda \vdash n\} \) is a basis for \( \text{Sym}_n \). The chromatic symmetric function [27] of a graph \( G \) is the symmetric function defined by

\[
X_G = \sum_\kappa x_{\kappa(v_1)} x_{\kappa(v_2)} \cdots x_{\kappa(v_n)},
\]

where the sum ranges over all proper colorings \( \kappa \) of \( G \) and \( \{v_1, v_2, \ldots, v_n\} \) denote the vertices of \( G \). As it is the case for the chromatic polynomial, the chromatic symmetric function of a graph with loops is zero, and removing duplicated edges from \( G \) does not change its chromatic symmetric function.

The chromatic symmetric function \( X_G \) is a homogeneous symmetric function of degree the order of \( G \). In [27], Stanley gave the expansion of \( X_G \) in several bases of symmetric functions. Here we describe the expansion in the power sum basis. Given \( A \subseteq E \), the spanning subgraph of \( G \) with
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edge set $A$ is the graph $G|_A$ with the same vertex set as $G$ and edge set $A$. If $G$ has $n$ vertices, we let $\lambda(A)$ be the partition of $n$ whose parts are the orders of the connected components of $G|_A$.

**Theorem 2.1** ([27, Theorem 2.5]). We have

$$X_G = \sum_{A \subseteq E} (-1)^{|A|} p_{\lambda(A)}.$$ 

It is known that when $G$ is a tree, the partition $\lambda(A)$ has length $n - |A|$. Thus, in this case, given a partition $\lambda$ of $n$, the absolute value of the coefficient of $p_{\lambda}$ in $X_G$ counts the number of edge sets $A$ such that the orders of the connected components of $G|_A$ induce the partition $\lambda$.

In [9], Cho and van Willigenburg constructed new bases for the space of symmetric functions by using chromatic symmetric functions. Given two graphs $G$ and $H$, we use $G \sqcup H$ to denote the disjoint union of $G$ and $H$.

**Theorem 2.2** ([9]). For any positive integer $k$, let $G_k$ denote a connected graph with $k$ vertices and $\{G_k\}_{k \in \mathbb{N}}$ be a family of these graphs. Given $\lambda \vdash n$ of length $l$, define $G_\lambda = G_{\lambda_1} \sqcup G_{\lambda_2} \sqcup \cdots \sqcup G_{\lambda_l}$. The set $\{X_{G_\lambda} \mid \lambda \vdash n\}$ is a basis for $\text{Sym}_n$.

The bases constructed in Theorem 2.2 are called **chromatic bases**. Among these, the one constructed from star graphs will play a fundamental role in this paper: Given $k$, denote by $St_k$ the star graph with $k$ vertices, for example,

$$St_9 =$$

For a partition $\lambda = (\lambda_1, \ldots, \lambda_l)$, we denote by $St_\lambda = St_{\lambda_1} \sqcup \cdots \sqcup St_{\lambda_l}$. For a positive integer $k$, we define $st_k := X_{St_k}$ and for a partition $\lambda = (\lambda_1, \ldots, \lambda_k)$ we have $st_\lambda := st_{\lambda_1} \cdot st_{\lambda_2} \cdots st_{\lambda_l}$. By Theorem 2.2, $\{st_\lambda \mid \lambda \vdash n\}$ is a basis for $\text{Sym}_n$. The following result gives the change of basis between the power sum and the star chromatic basis.

**Proposition 2.3.** We have

$$st_{n+1} = \sum_{r=0}^{n} (-1)^r \binom{n}{r} p_{(r+1, 1^{n-r})} \quad (2)$$

and

$$p_{n+1} = \sum_{r=0}^{n} (-1)^r \binom{n}{r} st_{(r+1, 1^{n-r})}. \quad (3)$$

In other words, there is a linear involution that sends $st_\lambda$ into $p_\lambda$ and vice versa.

This proposition is a consequence of the **chromatic reciprocity theorem** recently discovered by Aliniaeifard, Wang and van Willigenburg [1]. By combining this proposition (more precisely, (3)) with Theorem 2.1 we obtain a formula for computing the $st$-expansion of $X_G$ for every graph $G$. However, as seen in Example 1, many terms may cancel out. Hence, if we want to compute the $st$-expansion of $X_G$, we need a better algorithm. This algorithm will be described in Section 3.
Example 1. If $G$ is the star graph with $n + 1$ vertices, then Theorem 2.1 combined with (3) yields

$$X_G = \sum_{r=0}^{n} \sum_{k=0}^{r} (-1)^{r+k} \binom{n}{r} \binom{r}{k} s_{t(k+1,1^{n-k})}.$$  

Since $X_G = st_{n+1}$, we see that in the right-hand side of the last equation all terms but one must cancel out.

2.3. Weighted graphs, their graph polynomials and symmetric functions. Given a graph $G = (V, E)$, a weight function is a map $\omega : V \rightarrow \mathbb{P}$. A weighted graph is a pair $(G, \omega)$, where $G$ is a graph and $\omega$ is a weight function. Given two weighted graphs $(G, \omega)$ and $(H, \omega')$, we say that they are $\omega$-isomorphic if there is an isomorphism $\phi$ from $G$ to $H$ such that $\omega'(\phi(v)) = \omega(v)$ for all $v$ in $V(G)$.

Let $(G, \omega)$ be a weighted graph. The simplification of $(G, \omega)$ is defined as $(G, \omega)^s = (G^s, \omega)$. Given an edge $e = v_1v_2$ of $G$, then $(G, \omega) \setminus e := (G \setminus e, \omega)$ is the weighted graph obtained by deleting $e$ and leaving $\omega$ unchanged. The contraction is $(G/e, \omega/e)$, where $G/e$ is the graph obtained by contracting $e$ into the contracted vertex $v_e$ and the weight function $\omega/e$ is defined by setting

$$(\omega/e)(v) = \begin{cases} \omega(v_1) + \omega(v_2), & \text{if } v = v_e, \\ \omega(v), & \text{otherwise}. \end{cases}$$

In [10], Crew and Spirkl extended the definition of the chromatic symmetric function to weighted graphs. The weighted chromatic symmetric function of a weighted graph $(G, \omega)$ is defined as

$$X_{(G,\omega)} = \sum_{\kappa} x_{\kappa(v_1)}^{\omega(v_1)} x_{\kappa(v_2)}^{\omega(v_2)} \cdots x_{\kappa(v_1)}^{\omega(v_1)} ,$$

where the sum ranges over all proper colorings $\kappa$ of the vertices of $G$. If $(G, \omega)$ is unweighted, that is, if $\omega(v) = 1$ for every vertex, then we have that $X_G = X_{(G,\omega)}$. If $e$ is an edge of $G$, then the weighted chromatic symmetric function satisfies the deletion-contraction formula:

$$X_{(G,\omega)} = X_{(G\setminus e,\omega)} - X_{(G/e,\omega/e)} .$$

As in the case of the chromatic symmetric function, if $(G, \omega)$ has a loop, then $X_{(G,\omega)}$ is zero. It is also easy to note that if $G$ has no loops, then

$$X_{(G,\omega)} = X_{(G^s,\omega)} .$$
This can be seen from (4) and also from (5). Indeed, if \( e \) and \( e' \) are two parallel edges, then \( G/e \) contains a loop and thus \( X(G/e, \omega/e) = 0 \). Therefore, after applying deletion-contraction to \( e \) we get
\[
X(G, \omega) = X(G/e, \omega/e) - X((G/e)^s, \omega/e).
\]

**Example 2.** In this example we have a weighted graph \((G, \omega)\) such that contracting the edge \( e \) produces a graph with parallel edges. On the right, we show the simple weighted graph \(((G/e)^s, \omega/e)\) which results after removing the parallel edges.

Let \( z = z_1, z_2, \ldots \) be a family of commuting indeterminates and \( y \) another indeterminate that commutes with all the \( z_i \). The \( W \)-polynomial introduced by Noble and Welsh in [21], is defined for every weighted graph \((G, \omega)\) by the following rules:

a) If \( e \) is a loop in \( G \), then
\[
W(G, \omega)(z, y) = y W(G/e, \omega)(z, y).
\]

b) If \( e \) is an edge with different endpoints, then \( W_G \) satisfies the deletion-contraction formula:
\[
W(G, \omega)(z, y) = W(G/e, \omega)(z, y) + W((G/e)^s, \omega/e)(z, y).
\]

c) If \( G \) consists of \( k \) isolated vertices with corresponding weights \( \omega_1, \omega_2, \ldots, \omega_k \), then
\[
W(G, \omega)(z, y) = z_{\omega_1} z_{\omega_2} \cdots z_{\omega_k}.
\]

These rules yield a well-defined polynomial \([21, \text{Proposition 4.1}]\) in the sense that the order in which we apply rules a) and b) does not affect its value.

We need some basic definitions before stating the next theorem. Let \((G, \omega)\) be a weighted graph. Given a subset \( U \) of vertices of \( G \), the weight of \( U \), denoted by \( \omega(U) \), is the sum of the weights of all the vertices in \( U \). The total weight of \((G, \omega)\), denoted \( \omega(G) \), is the weight of \( V(G) \). The number of connected components of any graph \( H \) is denoted by \( k(H) \). For any subset \( A \) of edges, the rank of \( A \), denoted by \( r_G(A) \), is defined as
\[
r_G(A) = |V(G)| - k(G|A).
\]

The partition induced by \( A \) in \((G, \omega)\), denoted by \( \lambda(G, \omega, A) \), is the integer partition determined by the total weights of the connected components of \((G|A, \omega)\). If \( \lambda \) is an integer partition of length \( l \), then \( z_\lambda := z_{\lambda_1} z_{\lambda_2} \cdots z_{\lambda_l} \).

**Theorem 2.4** ([21, Theorem 4.3]). We have
\[
W(G, \omega)(z, y) = \sum_{A \subseteq E(G)} z_\lambda(G, \omega, A) (y - 1)^{|A| - r_G(A)}.
\]
It is known that if $G$ is a forest, then $|A| = r_G(A)$ for all $A \subseteq E(G)$. Thus the right hand side of (7) does not depend on $y$. It follows in this case that given $\lambda \vdash N$, where $N$ is the total weight of $(G,\omega)$, the coefficient of $z_\lambda$ in $W_{(G,\omega)}(z)$ counts the number of edge sets $A$ such that $\lambda(G,\omega,A) = \lambda$.

Observe that the expansion of the chromatic symmetric functions in terms of the power sum basis, Theorem 2.1, is very similar to the expansion given by Theorem 2.4. In fact, the chromatic symmetric function of a graph $G$ is a specialization of the $W$-polynomial of the weighted graph assigning weight 1 to every vertex [21, Theorem 6.1] where we substitute each variable $z_i$ by $-p_i$ and let $y = 0$. Actually this also holds for the weighted chromatic symmetric function: The power sum expansion of $X_{(G,\omega)}$ is given in [10, Lemma 3]. Thus, by performing the same substitution of variables in the $W$-polynomial for weighted graphs yields

**Theorem 2.5.** Let $(G,\omega)$ be a weighted graph. Then,

$$X_{(G,\omega)} = (-1)^{|V(G)|}W_{(G,\omega)}(z_i = -p_i, y = 0).$$

### 2.4. Weighted graphs with weights in semigroups.

From the proof of [21, Proposition 4.1] one can generalize the definition of the $W$-polynomial to weighted graphs with weights belonging to any commutative semigroup. In fact, Ellis-Monaghan and Moffatt [12] went further and introduced the $V$-polynomial for weighted graphs also having weights in the edges. We review this polynomial now.

Fix a commutative semigroup $(S,\ast)$. An $S$-weighted graph is a pair $(G,s)$ where $G$ is a graph and $s : V \rightarrow S$ is a function. Given an edge $e = uv$ of $G$, the deletion and contraction operations extend naturally to $(G,s)$:

- (deletion) The $S$-weighted graph $(G \setminus e, s)$ is obtained by deleting the edge $e$ from $G$ and leaving $s$ unchanged.
- (contraction) If $e$ is not a loop, we consider $(G/e, s/e)$, where $G/e$ is the contraction of $G$ by $e$ into the contracted vertex $v_e$, and $s/e$ is defined as

$$s/e(u') = \begin{cases} s(u) \ast s(v), & \text{if } u' = v_e, \\ s(u'), & \text{otherwise}. \end{cases}$$

Given an $S$-weighted graph $(G,s)$, edge weights $\gamma = \{\gamma_e\}_{e \in E}$, and a family of commuting indeterminates $z = \{z_e\}_{e \in S}$, the $V$-polynomial of $(G,s)$ is defined by the following rules:

a) If $(G,s)$ consists only of $k$ isolated vertices with weights $s_1, s_2, \ldots, s_k$ in $S$, then

$$V_{(G,s)}(z,\gamma) = z_{s_1}z_{s_2}\cdots z_{s_k}.$$  

b) If $e$ is a loop of $G$, then

$$V_{(G,s)}(z,\gamma) = (\gamma_e + 1)V_{(G\setminus e,s)}(z,\gamma).$$

c) If $e$ is a non-loop edge of $G$, then

$$V_{(G,s)}(z,\gamma) = V_{(G\setminus e,s)}(z,\gamma) + \gamma_e V_{(G/e,s/e)}(z,\gamma).$$

It is proved in [12, Proposition 3.2] that the $V$-polynomial is well-defined. Now we recall the main results from [12] that are needed in the sequel.

**Theorem 2.6 ([12, Theorem 3.4]).** Let $f$ be a complex valued function on $S$-weighted graphs defined recursively by the following rules: for $\alpha_e, \beta_e \in \mathbb{C}$ and each $\alpha_e \neq 0$
(a) if $e$ is a non-loop edge, then
\[ f(G, s) = \alpha_e f(G \setminus e, s) + \beta_e f(G/e, s/e); \]
(b) if $e$ is a loop, then
\[ f(G, s) = (\alpha_e + \beta_e) f(G \setminus e, s); \]
(c) if $(G, s)$ consists of isolated vertices with weights $s_1, \ldots, s_m$,
\[ f(G, s) = \prod_{i=1}^{m} z_{s_i}. \]

Then $f$ is well-defined and
\[ f(G, s) = \left( \prod_{e \in E} \alpha_e \right) V_{(G,s)}(z, \{\gamma_e = \beta_e/\alpha_e\}_{e \in E}). \]

**Corollary 2.7.** Suppose $S = \mathbb{N}$, the positive integers, and let $(G, \omega)$ be a weighted graph. Then
\[ W_{(G,\omega)}(z, y) = (y-1)^{-|V(G)|} V_{(G,\omega)}((y-1)z_1, (y-1)z_2, \ldots, \{\gamma_e = (y-1)\}_{e \in E}). \]

The $V$-polynomial also admits a representation as a sum over spanning subgraphs. Given $s$ in $S$, we say that a multiset $\{s_1, s_2, \ldots, s_l\}$ is a partition of $s$ if $s_1 * s_2 * \cdots * s_l = s$. An $S$-partition is a partition of $s$ for some $s$ in $S$. If $\lambda = \{s_1, s_2, \ldots, s_l\}$ is an $S$-partition, then $z_{\lambda} := z_{s_1} z_{s_2} \cdots z_{s_l}$. The $S$-partition induced by $A$ in $(G, s)$, denoted by $\lambda(G, s, A)$, is the $S$-partition determined by the total weights of the connected components of the spanning subgraph $(G|A, s)$.

**Theorem 2.8** ([12, Theorem 3.5]). The $V$-polynomial can be represented as follows
\[ V_{(G,s)}(z, \gamma) = \sum_{A \subseteq E(G)} z_{\lambda(G,s,A)} \prod_{e \in E(G)} \gamma_e. \]

### 3. On the $st$-expansion of the chromatic symmetric function

The main objective of this section is to describe an algorithm for the expansion of the chromatic symmetric function in the $st$-basis for any graph. This algorithm is based on a relation that we call deletion-near-contraction. Understanding and simplifying the computation of this algorithm is one of the main motivations for the introduction of marked graphs and their associated polynomials in the following sections.

The main reason that the chromatic symmetric function does not satisfy the classical deletion-contraction relation is that when we contract an edge the resulting graph has one fewer vertex; therefore the resulting difference of the chromatic symmetric functions is no longer homogeneous. In contrast, when contracting an edge in a weighted graph the total weight is preserved (since the weights of the endpoints of the contracted edge are added), and thus the weighted chromatic symmetric functions of the original and the contracted graph are homogeneous of the same degree.

We now introduce a new relation that also preserves the degree for unweighted graphs, i.e., graphs with all vertex weights equal to 1, and we will show that the chromatic symmetric function satisfies this relation. We will first define the near-contraction operation on weighted graphs: Given a weighted graph $(G, \omega)$ and a non-loop edge $e$ in $G$, we denote by $v'$ the contracted vertex in
\((G/e, \omega/e)\) and define \((G, \omega) \odot e\) to be the weighted graph \((G/e \cup \{v'v''\}, \omega')\) where \(v''\) is a new vertex, and \(\omega'\) is given by

\[
\omega'(u) = \begin{cases} 
\omega/e(v') - 1, & \text{if } u = v', \\
1, & \text{if } u = v'', \\
\omega/e(u), & \text{otherwise}.
\end{cases}
\]

In other words, \((G, \omega) \odot e\) is obtained by first contracting \(e\) into the contracted vertex \(v'\) and then attaching a leaf \(v''\) of weight 1 to \(v'\) and decreasing the weight of \(v'\) by 1 to keep the total weight constant. The pendant edge \(\ell_e = v'v''\) is called the near-contracted edge of \((G, \omega) \odot e\). We will refer to \((G, \omega) \odot e\) as the near-contraction of \(e\).

**Example 3.** We illustrate the near-contraction operation on a graph, here the \(B_i\) are graphs and they do not need to be disjoint from each other.

\[
\begin{array}{c}
B_1 \quad B_3 \\
B_2 \quad B_4 \quad B_5 \\
B_2 \quad B_3 \quad B_4 \quad B_5
\end{array}
\]

\((G, \omega)\)  \quad  \rightarrow  \quad \begin{array}{c}
B_1 \quad B_3 \\
B_2 \quad B_4 \quad B_5 \\
B_2 \quad B_3 \quad B_4 \quad B_5
\end{array}
\]

\((G, \omega) \odot e\)

**Proposition 3.1.** Let \((G, \omega)\) be a weighted graph and \(e\) be a non-loop edge of \(G\). Then we have

\[
X_{(G/e, \omega/e)} = X_{((G, \omega) \odot e) \setminus \ell_e} - X_{(G, \omega) \odot e}.
\]  \quad (9)

Moreover, the weighted chromatic symmetric function satisfies the deletion near-contraction formula:

\[
X_{(G, \omega)} = X_{(G \setminus e, \omega)} - X_{((G, \omega) \odot e) \setminus \ell_e} + X_{((G, \omega) \odot e) \setminus \ell_e}.
\]  \quad (10)

Moreover, if \(G\) is simple, then

\[
X_{(G, \omega)} = X_{(G \setminus e, \omega)} - X_{((G, \omega) \odot e)^\ast \setminus \ell_e} + X_{((G, \omega) \odot e)^\ast}.
\]

**Proof.** It is easy to see that contracting the near-contracted edge \(\ell_e\) in \((G, \omega) \odot e\) yields \((G/e, \omega/e)\) and thus the first assertion follows directly from the deletion-contraction formula \((5)\) applied to \((G, \omega) \odot e\) and \(\ell_e\). Thus, \((10)\) follows directly from substituting \((9)\) into the deletion-contraction formula now applied to \((G, \omega)\) and \(e\). Note that deleting or near-contracting an edge does not create loops, unless the near-contraction is applied to a parallel edge. Then, when \(G\) is simple all graphs that appear on the right-hand side of \((10)\) are loopless, and the last statement follows since the weighted chromatic function of a loopless weighted graph equals that of its simplification. \(\square\)

**Remark 2.** Observe that if \((G, \omega)\) is unweighted, i.e., all the weights are equal to 1, then \((G \setminus e, \omega)\), \((G, \omega) \odot e\) and \(((G, \omega) \odot e) \setminus \ell_e\) are also unweighted. Thus, Proposition 3.1 holds as well for the (unweighted) chromatic symmetric function.
Figure 2. The deletion-near-contraction relation applied to edge $e$.

Observe that if $e$ is a pendant edge of $G$ and the weight of the associated leaf is 1, then $(G, \omega) \odot e$ is $\omega$-isomorphic to $(G, \omega)$ by an isomorphism sending $e$ onto $\ell_e$. In this case Equation (11) does not give any information. Thus, it only makes sense to apply Proposition 3.1 to edges that are either internal or have an incident leaf of weight larger than one. Moreover, it is easy to see that deleting or near-contracting internal edges decreases the number of internal edges in a graph. Thus, after applying Proposition 3.1 recursively only to internal edges the procedure must always stop.

Let $G$ be a simple graph. Recall that in this case internal edges are those with both endpoints having degree greater than 1. Notice that if $G$ has no internal edges, then all the components of $G$ are star graphs since $G$ is simple. Thus, simple graphs with no internal edges are star forests. The following algorithm recursively builds a deletion-near-contraction tree to compute the expansion of the chromatic symmetric function of $G$ in the star-basis.

Algorithm: Star-Expansion
Input: A simple graph $G$.
Idea: Construct a rooted tree with root labeled $G$, each new vertex is obtained by applying the deletion-near-contraction relation to the parent vertex if the parent graph has at least one internal edge. The edges of the tree are labeled by $+$ or $−$.
Initialization: Let $T$ be a tree with root labeled $G$ and no edges.
Iteration: If $H$ is the label of a leaf vertex (has no children) of $T$ and $H$ has some internal edge $e$, then extend $T$ by adding three child vertices to $H$ labeled $H \setminus e$, $(H \odot e)^s$ and $(H \odot e)^s \setminus \ell_e$, and label the three new edges with $+$ or $−$ according to the corresponding coefficient in the deletion-near-contraction relation. The algorithm terminates when no leaf of $T$ contains internal edges.
Output: A rooted tree $\mathcal{T}(G)$ with leaves labeled by star forests.

Before we state our next theorem we introduce some notation. Given any graph $G$, let $\iota(G)$ denote the number of isolated vertices of $G$, and for a star forest $H$, let $\lambda(H)$ be the partition whose parts are the orders of the connected components of $H$.

**Theorem 3.2.** For every simple graph $G$, let $\mathcal{T}(G)$ be an output of the Star-Expansion Algorithm and $L(\mathcal{T}(G))$ be the multiset of leaf labels of $\mathcal{T}(G)$. Then

$$X_G = \sum_{H \in L(\mathcal{T}(G))} (-1)^{\iota(H)-\iota(G)} \text{st}_{\lambda(H)}.$$
In addition, no cancellations occur in the computation; that is, for any partition \( \lambda \), all terms \( \text{st}_\lambda \) appear with the same sign.

**Proof.** The proof is by induction on the number of internal edges of \( G \). If \( G \) has no internal edges, then \( G \) is a star forest, and hence the algorithm stops after the initialization step and outputs a tree with its only vertex labeled by \( G \). Of course in this case \( X_G = \text{st}_\lambda(G) \) and thus the assertion holds. For the inductive step, suppose that \( G \) is a simple graph with \( n + 1 \) internal edges. Let \( e \) be an internal edge of \( G \) and apply the first iteration of the Star-Expansion algorithm to \( G \) and \( e \). On one hand, this yields three children, labeled by \( G \setminus e \), \( (G \circ e)^s \) and \( (G \circ e)^s \setminus \ell_e \), with corresponding signs +, + and − in their edges. The multiset of leaf labels \( L(T(G)) \) corresponds to the union of the multisets \( L(T(G \setminus e)) \), \( L(T((G \circ e)^s)) \) and \( L(T((G \circ e)^s \setminus \ell_e)) \). On the other hand, by deletion-near-contraction, we get

\[
X_G = X_{G \setminus e} + X_{(G \circ e)^s} - X_{(G \circ e)^s \setminus \ell_e}.
\]

Since these graphs have at most \( n \) internal edges, by the induction hypothesis, we get that

\[
X_G = \sum_{H \in L(T(G \setminus e))} (-1)^{i(H) - i(G \setminus e)} \text{st}_\lambda(H) + \sum_{H \in L(T((G \circ e)^s))} (-1)^{i(H) - i((G \circ e)^s)} \text{st}_\lambda(H) - \sum_{H \in L(T((G \circ e)^s \setminus \ell_e))} (-1)^{i(H) - i((G \circ e)^s \setminus \ell_e)} \text{st}_\lambda(H).
\]

Since \( e \) is an internal edge, we have

\[
i(G) = i(G \setminus e) = i((G \circ e)^s) = i((G \circ e)^s \setminus \ell_e) - 1.
\]

This gives

\[
X_G = \sum_{H \in L(T(G))} (-1)^{i(H) - i(G)} \text{st}_\lambda(H),
\]

which finishes the induction.

Note that two star forests \( H_1, H_2 \) are isomorphic if and only if \( \lambda(H_1) = \lambda(H_2) \). Thus, for a given partition \( \lambda \), all terms \( \text{st}_\lambda \) arise from isomorphic star forests, so they all have the same sign (as the sign depends only on the isomorphism type of \( G \) and \( H \)).

**Remark 3.** The proof of Theorem 3.2 also shows that for a leaf of \( T(G) \) labeled \( H \), the difference \( i(H) - i(G) \) is the number of edges in the path in \( T(G) \) between the root and the leaf that are labeled −. Thus the coefficient of the corresponding term \( \text{st}_\lambda(H) \) in \( X_G \) can be read directly from \( T(G) \).

**Example 4.** In Figure 3, we show an example of how the algorithm computes the star-expansion of a graph \( G \). This says that for the graph at the top we have \( X_G = 2 \text{st}_4 - 2 \text{st}_{3,1} + \text{st}_{2,2} \).

We observe that a weighted version of the algorithm Star-Expansion can be defined in a completely analogous manner. In that case, for an input graph \( (G, \omega) \) we obtain a tree with leaves labeled by weighted star forests. Then, the analogue of Theorem 3.2 would express \( X_{(G, \omega)} \) in terms of the weighted symmetric functions of weighted star forests, but in this case weighted stars do not lead to a basis. We omit the straightforward details.
Marked graphs and the $M$-polynomial

In this section define the $M$-polynomial and introduce its properties. Let $\mathbb{N}$ be the set of non-negative integers. A mark is a pair $(w, d)$ where $w \in \mathbb{P}$, $d \in \mathbb{N}$ and $w \geq d + 1$. We say that $w$ is the weight of the mark and $d$ is its number of dots.

The set of all marks

$$\mathbb{M} = \{(w, d) \mid w \in \mathbb{P}, d \in \mathbb{N}, w \geq d + 1\}$$

is endowed with the dot-sum operation, denoted $\dot{+}$, defined by

$$(w, d) \dot{+} (w', d') : = (w + w', d + d' + 1).$$

It is easy to check that $(\mathbb{M}, \dot{+})$ is a semigroup. Following Section 2.3, we will consider weighted graphs (that is, with weights in $\mathbb{P}$) and $\mathbb{M}$-weighted graphs. In order to avoid confusions we will refer to the latter as marked graphs. That is, a marked graph is a pair $(G, m)$ where $G$ is a graph and $m : V(G) \rightarrow \mathbb{M}$ is a function. Two marked graphs $(G, m)$ and $(G', m')$ are mark-isomorphic if there is an isomorphism $\phi : G \rightarrow G'$ such that $m(v) = m'(\phi(v))$ for all $v \in V(G)$.

Let $(G, m)$ be a marked graph. The deletion and contraction operations have already been defined in Section 2.3 Now we introduce the $M$-polynomial.

**Definition 4.1.** Let $y$ and $z = \{z_{w,d} \mid (w, d) \in \mathbb{M}\}$ be commuting indeterminates. The marked graph polynomial or $M$-polynomial of a marked graph $(G, m)$ is defined by the following rules:

a) If $G$ consists only of isolated vertices with corresponding marks $(w_1, d_1), (w_2, d_2), \ldots, (w_k, d_k)$, then

$$M_{(G, m)}(z, y) = z_{w_1, d_1} z_{w_2, d_2} \cdots z_{w_k, d_k}.$$

b) If $e$ is a loop of $G$, then

$$M_{(G, m)}(z, y) = y M_{(G \setminus e, m)}(z, y).$$

c) If $e$ is a non-loop edge of $G$, then

$$M_{(G, m)}(z, y) = M_{(G \setminus e, m)}(z, y) + M_{(G/e, m/e)}(z, y).$$

**Figure 3.** The tree $\mathcal{T}(G)$
Example 5. Suppose

\[(G, m) = (4, 1) - (1, 0)\]

then \(M_{(G, m)} = z_2 z_4 z_1 z_1 z_0 + z_4 z_3 z_1 + z_1 z_0 z_0 + z_5 z_2 z_0 + z_7 z_3 (2 + y)\) (see Figure 4).

Observe that the \(M\)-polynomial is a generalization of the \(W\)-polynomial to marked graphs. It is direct to see that is a mark-isomorphism invariant. It is also a specialization of the \(V\)-polynomial described in Section 2.3 (see Proposition 4.2). Thus, many of the results known about the \(W\)-polynomial can be extended to the \(M\)-polynomial.

Given a marked graph \((G, m)\) and a subset \(U\) of vertices of \(G\), the total mark of \(U\), denoted \(m(U)\), is the dot-sum of the marks of all vertices in \(U\). Given a mark \((w, d) \in M\), an \(M\)-partition of \((w, d)\) is a multiset \((w_1, d_1), \ldots, (w_l, d_l)\) such that \(\sum_{i=1}^l w_i = w\) and \(\sum_{i=1}^l d_i = d - l + 1\). The following proposition is the analog of Theorem 2.4 for the \(M\)-polynomial.

Figure 4. Computation of the \(M\)-polynomial with the definition (Example 5).
Proposition 4.2. Let \((G, m)\) be a marked graph. Then, the \(M\)-polynomial is well-defined. Moreover, it has the following states model representation

\[
M_{(G, m)}(z, y) = \sum_{A \subseteq E(G)} z^{\lambda(G, m, A)} (y - 1)^{|A| - r_G(A)},
\]

where \(r_G(A)\) is the rank of \(A\) defined in Equation (6) and \(\lambda(G, m, A)\) is the \(\mathbb{M}\)-partition induced by the total marks of the connected components of the spanning subgraph \(G|_A\).

Proof. Consider \(f(G; z, y) = (y - 1)^{|V(G)|} M_{(G, m)}(\frac{z}{y - 1}, y)\) where \(\frac{z}{y - 1}\) means that we replace each variable \(z_i, k\) by \(\frac{z_i, k}{y - 1}\). By the deletion-contraction applied to \(M\), we may apply Theorem 2.6 with \(\alpha_e = 1, \beta_e = y - 1\). This ensures that \(M\) is well-defined and satisfies

\[
V_G(z, \gamma_e = (y - 1)) = (y - 1)^{|V(G)|} M_{(G, m)} \left(\frac{z}{y - 1}, y\right).
\]

By a change of variables we get

\[
M_{(G, m)}(z, y) = (y - 1)^{-|V(G)|} V_G((y - 1)z, \gamma_e = (y - 1)).
\]

Then, combining the last equation with Theorem 2.8 yields

\[
M_{(G, m)}(z, y) = (y - 1)^{-|V(G)|} \sum_{A \subseteq E(G)} (y - 1)^{|k(A)|} z^{\lambda(G, m, A)} (y - 1)^{|A|},
\]

from which Equation (11) follows and thus this finishes the proof. \(\square\)

The states model representation of the \(M\)-polynomial in Proposition 4.2 implies that it is multiplicative over connected components, that is, if \((G_1, m_1)\) and \((G_2, m_2)\) are two marked graphs, then

\[
M_{(G_1, m_1) \cup (G_2, m_2)}(z, y) = M_{(G_1, m_1)}(z, y) M_{(G_2, m_2)}(z, y).
\]

The \(M\)-polynomial has another states model representation analogous to [21, Theorem 4.7] that is given in terms of the bond lattice of \(G\) and the Tutte polynomial of \(G\). Given a graph \(G\), a set partition \(\pi = \{V_1, V_2, \ldots, V_k\}\) of \(V(G)\) is connected if each induced subgraph \(G[V_i]\) is connected. The bond lattice \(L_G\) of \(G\) is the set of all connected partitions of \(G\), partially ordered by refinement. It is well-known that \(L_G\) is a geometric lattice with the rank of each \(\pi\) being given by \(|V(G)| - |\pi|\), where \(|\pi|\) denotes the number of blocks of \(\pi\), see [27, Theorem 1.1 and 2.6] and also [29]. The Tutte polynomial of \(G\) is the polynomial defined by

\[
T_G(x, y) = \sum_{A \subseteq E} (x - 1)^{r(E)} - r_G(A)(y - 1)^{|A| - r_G(A)}.
\]

Proposition 4.3. The \(M\)-polynomial of \((G, m)\) admits the following representation:

\[
M_{(G, m)}(z, y) = \sum_{\pi \in L_G} z_{m(V_1)} z_{m(V_2)} \cdots z_{m(V_k)} T_{G_1}(1, y) T_{G_2}(1, y) \cdots T_{G_k}(1, y),
\]

where \(\pi = \{V_1, V_2, \ldots, V_k\}\) and \(G_i = G[V_i]\) for each \(i\) in \(\{1, \ldots, k\}\).

Proof. The proof is analogous to the proof of [21, Theorem 4.7] since the \(M\)-polynomial has a similar definition as the \(W\)-polynomial but with marks instead of weights. \(\square\)
Note that if $G$ is a forest, then the representations given by Proposition 4.2 and Proposition 4.3 agree. This follows from the fact that for forests, $L_G$ is isomorphic to the lattice of subsets of edges and that the Tutte polynomial evaluated at $(1, y)$ equals 1.

If $(G, m)$ is a marked graph, then we let $\omega_m : V(G) \to \mathbb{P}$ be the weight function obtained by forgetting the dots in $m$. This means that for every $v \in V(G)$ we set $\omega_m(v) := w$ where $m(v) = (w, d)$. Conversely, we regard a weighted graph $(G, \omega)$ as a marked graph $(G, \mathbb{1})$ where $\mathbb{1}(v) = (1, 0)$ for each vertex $v$.

Our next result, which follows from Proposition 4.2 and Theorem 2.4, shows that we can recover the $W$-polynomial from the $M$-polynomial.

**Proposition 4.4.** Let $(G, \omega)$ be a weighted graph. Then

$$W_{(G, \omega)}(z_w, y) = M_{(G, \mathbb{1})}(z_{w,k} = z_w, y),$$

where $z_{w,k} = z_w$ means that we substitute each variable $z_{w,k}$ by $z_w$.

**Example 6.** Consider the following weighted graph $(G, \omega)$:

$$(G, m_\omega) = \begin{array}{c}
\node{4} \node{1} \node{2} \\
(4,0)(1,0)(2,0)
\end{array}$$

Proposition 4.2 allows us to compute the $M$-polynomial of $(G, m_\omega)$. Indeed, the Boolean lattice of $E(G)$ is

$$(4,0) (1,0) (2,0)$$

Thus, applying (11) yields

$$M_{(G, m_\omega)}(z, y) = z_{4,0}z_{1,0}z_{2,0} + z_{4,1}z_{3,1} + z_{5,1}z_{2,0} + z_{7,2}.$$ 

Finally note that Proposition 4.4 applied to this example yields

$$W_{(G, \omega)}(z, y) = z_{4}z_{2} + z_{4}z_{3} + z_{5}z_{2} + z_{7}.$$ 

For the next result, we extend the near-contraction operation to marked graphs. Let $(G, m)$ be a marked graph and $e$ be a non-loop edge of $G$. Let $u, v$ be the endpoints of $e$. Then $(G, m) \circ e$ is the graph obtained by first contracting $e$ into the contracted vertex $v_e$, and then attaching a leaf $v'$. The mark of $v'$ is $(1, 0)$, the mark of $v_e$ is $(w_u + w_v - 1, d_u + d_v)$ where $(w_u, d_u)$ and $(w_v, d_v)$
are the marks of $u$ and $v$ respectively. The marks of the other vertices remain unchanged. The new pendant edge $v'v_e$ is denoted $\ell_e$.

**Proposition 4.5.** For every marked graph $(G, m)$ and $e$ a non-loop edge of $G$, we have

$$M_{(G/e, m/e)}(z, y) = M_{(G, m) \setminus e}(z, y) - M_{(G, m) \setminus \ell_e}(z, y).$$

Moreover, the $M$-polynomial satisfies the deletion-near-contraction formula

$$M_{(G, m)}(z, y) = M_{(G \setminus e, m)}(z, y) - M_{(G, m) \setminus \ell_e}(z, y) + M_{(G, m) \setminus e}(z, y).$$

**Proof.** Since by definition the $M$-polynomial satisfies the deletion-contraction relation, this proof is the same as that for Proposition 3.11 and thus we omit it here. \qed

**Remark 4.** From the example in Figure 4 we can observe that even if $(G, m)$ is simple, it is not true that

$$M_{(G, m)}(z, y) = M_{(G \setminus e, m)}(z, y) - M_{(G, m) \setminus \ell_e}(z, y) + M_{(G, m) \setminus e}(z, y),$$

because if we removed repeated edges and loops, we would not get all the terms on the right-hand side of the tree in Figure 4. However, it follows from the definition that if we set $y = 0$ the $M$-polynomial does not distinguish between a graph and its simplification. That is, for any marked graph $(G, m)$,

$$M_{(G, m)}(z, y = 0) = M_{(G^*, m)}(z, y = 0).$$

Thus, if $y = 0$, we have a deletion-near-contraction formula for simple graphs.

5. **The $D$-polynomial**

In this section we introduce a specialization of the $M$-polynomial that we call the $D$-polynomial. We will prove properties of this specialization that will allow us to make connections to the star-expansion of the chromatic symmetric function.

**Definition 5.1.** The $D$-polynomial of a marked graph $(G, m)$ is the polynomial in $\mathbb{Z}[z, y]$ defined by

$$D_{(G, m)}(z, y) = M_{(G, m)}(z_{w, d} = D_{w, d}; y),$$

where $\bullet_{w, d}$ is the one-vertex graph with mark $(w, d)$ and

$$D_{w, d} = D_{w, d}(z, y) := \sum_{i=0}^{d} (-1)^i \binom{d}{i} z_{w-1, 0}^i \cdot$$

(12)

Note that this definition is consistent since $M_{\bullet_{w, d}}(z, y) = z_{w, d}$. In particular, note that for any weight $w$, $D_{w, 0} = z_{w, 0}$.

We call the substitution $z_{w, d} = D_{w, d}$ the undotting substitution since the result is a polynomial where all the variables $z_{w, d}$ have $d = 0$.

**Example 7.** Consider the marked graph $(G, m)$ of Example 5. Its $M$-polynomial is

$$M_{(G, m)}(z, y) = z_2 z_4 z_1 z_0 + z_4 z_3 z_2 + z_1 z_6 z_2 + z_2 z_0 z_2 + z_7 z(2 + y).$$

Then its $D$-polynomial is given by
\[ D_{(G,m)}(z,y) = D_{\bullet,0} D_{\bullet,1} D_{\bullet,0} + D_{\bullet,1} D_{\bullet,3,1} + D_{\bullet,1} D_{\bullet,6,2} + D_{\bullet,5,2} D_{\bullet,2,0} + D_{\bullet,7,3}(2+y) \]
\[ = z_2,0(z_4,0 - z_3,1 z_1,0) z_1,0 + (z_4,0 - z_3,1,0)(z_3,0 - z_2,1 z_1,0) \]
\[ + z_1,0(z_6,0 - 2 z_5,0 z_1,0 + z_4,0 z_1,0^2 + (z_5,0 - 2 z_4,0 z_1,0 + z_3,0 z_1,0^2) z_2,0 \]
\[ + (z_7,0 - 3 z_6,0 z_1,0 + 3 z_5,0 z_1,0^2 - z_4,0 z_1,0^3)(2+y) \]
\[ = z_3,0 z_4,0 - 2 z_3,0 z_1,0 + z_1,0(z_6,0 - 2 z_5,0 z_1,0 + z_4,0 z_1,0^2) \]
\[ + (z_5,0 - 2 z_4,0 z_1,0 + z_3,0 z_1,0^2) z_2,0 \]
\[ + (z_7,0 - 3 z_6,0 z_1,0 + 3 z_5,0 z_1,0^2 - z_4,0 z_1,0^3)(2+y) \]

Since the \( D \)-polynomial is a specialization of the \( M \)-polynomial, many results extend directly to the \( D \)-polynomial.

**Proposition 5.2.** Let \((G, m)\) be a marked graph and \(e\) a non-loop edge of \(G\). Then the \( D \)-polynomial satisfies the deletion-contraction relations:

\[ D_{(G,m)}(z,y) = D_{(G\setminus e,m)}(z,y) + D_{(G/e,m/e)}(z,y) \]

and

\[ D_{(G/e,m/e)}(z,y) = D_{((G,m) \setminus e)}(z,y) - D_{((G,m) \setminus e) \setminus e}(z,y). \]

Moreover, the \( D \)-polynomial satisfies the deletion-near-contraction formula

\[ D_{(G,m)}(z,y) = D_{(G,m)}(z,y) - D_{(G,m) \setminus e}(z,y) + D_{(G,m) \setminus e}(z,y). \]

**Proof.** This is a direct consequence of Proposition 4.5 and the fact that \( D \)-polynomial is a specialization of the \( M \)-polynomial. \(\square\)

In the process of computing the \( D \)-polynomial from the \( M \)-polynomial by doing the substitution \( z_{w,d} = D_{w,d} \), some cancellations may occur. We now seek to better understand these cancellations, to do this we begin with the following key definition.

**Definition 5.3.** Let \((G, m)\) be a marked graph. A vertex \(v\) is absorbable if \(v\) has degree one and mark \((1,0)\). An edge \(e\) is absorbable if it is incident to an absorbable vertex \(v\). If \(e = uv\) is an absorbable edge where the vertex \(v\) is absorbable and \(m(u) = (w,d)\), the absorption of \(e\) is the absorbable graph \((G/e,m')\), where the marks of all vertices of \(V(G/e) \setminus \{u\}\) are the same as in \(G\), and \(u\) has mark \(m'(u) = (w+1,d)\). The core of \((G, m)\) is the marked graph obtained after absorbing all the absorbable edges of \((G, m)\). If \((G, m)\) is clear from the context, we denote its core by \((K, m_K)\).

**Example 8.** The graph below, \((G, m)\), is an unmarked graph, \(m = 1\), with six absorbable vertices colored red. Its core appears on the right:

![Graph](image)
where the mark of $G$, the proof follows from Equation (12) and Pascal’s identity. Indeed,

**Proof.** The proof follows from Equation (12) and Pascal’s identity. Indeed,

$$D_{w,d} = D_{w,d-1} - z_{1,0}D_{w-1,d-1}.$$  

**Lemma 5.4.** For every $(w,d) \in \mathbb{M}$ such that $w > 1$ and $d > 0$ we have

**Proof.** The proof follows from Equation (12) and Pascal’s identity. Indeed,

$$D_{w-1,d-1} - z_{1,0}D_{w-1,d-1} = \sum_{i=0}^{d-1} (-1)^i \binom{d-1}{i} z_{w-i,0} z_{1,0}^i - \sum_{i=0}^{d-1} (-1)^i \binom{d-1}{i} z_{w-i,0} z_{1,0}^i,$$

which is equal to $D_{w,d}(z)$ again by Equation (12).

**Example 9.** Let $(G,m)$ be an edge whose endpoints have marks $(w-1,d-1)$ and $(1,0)$ so the total mark of $(G,m)$ is $(w,d)$. By Proposition 4.2 we have $D_{(G,m)} = z_{1,0}D_{w-1,d-1} + D_{w,d}$. That is, before cancellations $D_{(G,m)}$ has $3 \cdot 2^{d-1}$ many terms. But by Lemma 5.4 $D_{(G,m)} = D_{w,d-1}$, which has $2^{d-1}$ terms. This means that there are $2^d$ many terms that cancel out and that by absorbing the leaf with mark $(1,0)$ we can avoid these cancellations.

In general, we have the following result.

**Theorem 5.5.** Let $(G,m)$ be a marked graph and $(K,m_K)$ be its core. Then

$$D_{(G,m)}(z,y) = D_{(K,m_K)}(z,y).$$

**Proof.** We proceed by induction on the number of absorbable edges of $(G,m)$. If $(G,m)$ does not have absorbable edges, the assertion is clear. Now we assume the assertion is true for all marked graphs with $k-1$ absorbable edges and suppose that $(G,m)$ has $k$ absorbable edges. Let $e$ be an absorbable edge of $(G,m)$. We will apply Lemma 5.4 to prove

$$D_{(G,e,m_{e})}(z,y) = D_{(G',m')}(z,y) - D_{(G'\setminus e,m)}(z,y);$$  

where $(G',m')$ is the marked graph resulting from absorbing $e$. Indeed, by Equation (11), we have

$$D_{(G,e,m_{e})}(z,y) = \sum_{A \subseteq E(G/e)} D_{w_{e_1,d_1}} D_{w_{e_2,d_2}} \cdots D_{w_{e_l,d_l}} (y - 1)^{|A| - k_{G/e}(A) + |V(G/e)|},$$

where the $(w_i, d_i)$’s are the total marks of the connected components of $(G/e)_{A,m/e}$. 
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We may assume without loss of generality that \((w_1, d_1)\) is the total mark of the connected component containing the contracted vertex \(v_e\), and hence \(w_1 > 1\) and \(d_1 > 0\). Thus, applying Lemma 5.4 we get

\[
D_{(G/e, m/e)}(z, y) = \sum_{A \subseteq E(G/e)} D_{w_1, d_1-1} D_{w_2, d_2} \cdots D_{w_l, d_l} (y - 1)^{|A| - k_{G/e}(A) + |V(G/e)|}
- \sum_{A \subseteq E(G/e)} D_{1,0} D_{w_1-1, d_1-1} D_{w_2, d_2} \cdots D_{w_l, d_l} (y - 1)^{|A| - k_{G/e}(A) + |V(G/e)|}.
\] (14)

On one hand, by definition of absorption we can see that the first sum in the right-hand side of the last equation equals \(D_{(G', m')}(z, y)\). On the other hand, \(G/e \circ \bullet\) is isomorphic to \(G \setminus e\) since \(e\) is a pendant edge, where the isomorphism sends the \(\bullet\) vertex to the absorbable endpoint of \(e\), the contracted vertex to the other endpoint of \(e\) and each other vertex to itself. Moreover, this isomorphism induces a mark-isomorphism between \((G/e, m'')\) and \(G \setminus e\) where \(m''\) gives mark \((w_1-1, d_1-1)\) to the contracted vertex and leaves all the other marks unchanged (from \(m/e\)). Finally, observe that the second sum in the right-hand side of Equation (14) is the \(D\)-polynomial of \((G/e, m'')\) and \(G \setminus e\). Combining all these observations we obtain (13). On the other hand, by deletion-contraction, we have \(D_{(G,m)}(z, y) = D_{(G', e,m)}(z, y) + D_{(G/e, m/e)}(z, y)\). Combining this with (13) yields that \(D_{(G,m)}(z, y) = D_{(G', m')}(z, y)\). By the induction hypothesis, \(D_{(G', m')}(z, y) = D_{(K', m_K')}(z, y)\). The conclusion follows after observing that the cores of \((G, m)\) and \((G', m')\) are mark-isomorphic. \(\square\)

**Example 10.** Let us consider the unmarked graph \((G, 1)\) from Example 8 and its core \((K, m_K)\).

Theorem 5.5 allows for a large simplification in the computation of the \(D\)-polynomial of \((G, 1)\) by computing the \(M\)-polynomial of its core and then applying the undotting substitution. Indeed, if we compute the \(M\)-polynomial of \((G, 1)\) by its states model representation, we will have 64 terms before the substitution \(z_{w, k} = D_{w, k}\). Instead, the states model representation of the \(M\)-polynomial of \((K, m_K)\) has only 4 terms. After performing the substitution \(z_{w, k} = D_{w, k}\) we get

\[
D_{(G, 1)}(z, y) = z_{4,0} z_{3,0} z_{2,0} + z_{5,0} z_{4,0} - z_{1,0}^2 z_{1,0} + z_{7,0} z_{2,0} - z_{6,0} z_{2,0} z_{1,0} + z_0 - 2 z_{8,0} z_{1,0} + z_{7,0}^2 z_{1,0}.
\]

Theorem 5.5 implies that we will avoid many cancellations in the computation of the \(D\)-polynomial of a marked graph by first obtaining its core. However, some cancellations may still occur at some point if the core has some vertices with mark \((1, 0)\). This motivates the following definition.

**Definition 5.6.** Consider \(M^0 := \{(w, d) \in M \mid w > d + 1\}\). We call marks in \(M^0\) **strict**. We say that a marked graph \((G, m)\) is **strictly marked** if the mark of every vertex belongs to \(M^0\). In particular, no vertex has mark \((1, 0)\). We also say that \((G, \omega)\) is **strictly weighted** if all weights are larger than 1. Clearly, if \((G, \omega)\) is strictly weighted, it is also strictly marked when being considered as a marked graph.

Observe that the dot-sum of two marks is strict if at least one of the marks is strict. It follows that \((M^0, +)\) is also a semigroup and that the total mark of a given set \(U\) of vertices is strict if there is a vertex \(v\) in \(U\) with a strict mark. It follows that if \((G, m)\) is strictly marked, then all the variables appearing in the states model representation of \(M_{(G,m)}(z)\) come from marks in \(M^0\). Moreover, we have the following result.
Proposition 5.7. Let \((T,m)\) be a marked tree. The substitution \(z_{w,d} = D_{w,d}\) in the expression of the \(M\)-polynomial of \((T,m)\) given by Proposition 5.3 yields a cancellation-free expression for the \(D\)-polynomial of \((T,m)\) if and only if \((T,m)\) is strictly marked.

Proof. Since \(T\) is a tree, each term in the expansion of the \(M\)-polynomial given by Equation (11) is of the form \(z_{\lambda(T,m,A)}\), where \(A \subseteq E(T)\). Moreover, each term of \(D_{w,d}\) is of the form \((-1)^i \binom{\ell}{i} z_{1,0}^{i} z_{w-i,0}^{i}\) for \(0 \leq i \leq d\). It follows that by substituting \(z_{w,d} = D_{w,d}\) into \(z_{\lambda(T,m,A)}\) yields a polynomial where each monomial is of the form

\[
C(-1)^{\ell} z_{1,0}^{i} z_{w_1-i,0}^{i} z_{w_2-i_2,0}^{i} \cdots z_{w_k-i_k,0},
\]

where \(C\) is a positive constant, \(\lambda(T,m,A) = (w_1,d_1), (w_2,d_2), \ldots, (w_k,d_k)\), for each \(j \in \{1,2,\ldots,k\}\), \(0 \leq i_j \leq d_j\) and \(\ell := i_1 + i_2 + \cdots + i_k\). Note that there is a term of this form for every choice of \((i_1, \ldots, i_k)\) satisfying \(0 \leq i_j \leq d_j\) for all \(i \in \{1, \ldots, k\}\).

Suppose \((T,m)\) is strictly marked. Then every variable \(z_{w,d}\) appearing in \(M_{(T,m)}(z)\) satisfies \(w > d + 1\). It follows that the variables \(z_{w_1-i,0}\) in Equation (15) are all different than \(z_{1,0}\) and thus all terms with the same power of \(z_{1,0}\) will have the same sign and thus they cannot cancel.

Suppose now that \((T,m)\) is not strictly marked. If \(T\) has some absorbable leaf, then by Theorem 4.2 and the discussion preceding it, there will be many cancellations. Thus, we may assume that \((T,m)\) has an internal vertex \(v\) with mark \((w_1,d_1)\) such that \(w_1 = d_1 + 1\) and let \(e = v_1v_2\) be any edge incident with \(v\). Now consider the terms \(z_{\lambda(T,m,\emptyset)}\) and \(z_{\lambda(T,m,\{e\})}\) appearing in Equation (11).

We will show that undotting these terms produces a cancellation. Indeed these terms have the form

\[
z_{w_1,d_1} z_{w_2,d_2} \cdots z_{w_n,d_n} \quad \text{and} \quad z_{w_1+w_2,d_1+d_2+1} z_{w_3,d_3} \cdots z_{w_n,d_n},
\]

where \((w_1,d_1), (w_2,d_2), \ldots, (w_n,d_n)\) is the multiset of marks of the vertices of \((T,m)\) and we assume that \((w_i,d_i)\) is the mark of \(v_i\) for \(i \in \{1,2\}\). By choosing \(i_1 = d_1\) and \(i_j = 0\) for \(1 < j \leq n\) in Equation (15) undotting the first term yields a term of the form

\[
C'(-1)^{d_1} z_{1,0}^{d_1} z_{w_1-0}^{d_1} z_{w_2,0}^{d_1} \cdots z_{w_n,0}.
\]

On the other hand, by choosing \(i_1 = d_1 + 1\) and \(i_j = 0\) for all \(3 \leq j \leq n\) in Equation (15) undotting the second term yields a term of the form:

\[
C(-1)^{d_1+1} z_{1,0}^{d_1+1} z_{w_1+w_2-d_1-1,0} z_{w_3,0} \cdots z_{w_n,0} = C(-1)^{d_1+1} z_{1,0}^{d_1+1} z_{w_2,0} \cdots z_{w_n,0}.
\]

The conclusion now follows by comparing both terms.

\square

For the following two results, we identify the variables \(z_w\) with \(z_{w,0}\).

Corollary 5.8. Let \((T,\omega)\) be a weighted tree of total weight \(N\) and \(n\) vertices and \((T,m,\omega)\) its marked version. Suppose that we write

\[
D_{(T,m,\omega)}(z,y) = \sum_{\lambda \vdash N} c_{\lambda} z_{\lambda}.
\]

Then, \(\sum_{\lambda \vdash N} |c_{\lambda}| = 3^{n-1}\) if and only if \((T,\omega)\) is strictly weighted.
Theorem 5.10. Let \( (T, m) \) be a graph of size \( l \), the spanning subgraph \( T|_A \) has \( n - l \) connected components. Since \( \lambda(T, m, A) \) is a \( \mathbb{M} \)-partition of \( (N, n - 1) \), this means that the induced term has \( l = n - 1 - (n - l) + 1 \) dots. Moreover, by the Binomial theorem, after applying the undotting substitution we get \( 2^l \) terms. It follows that the expression obtained after applying the undotting substitution in (11) has

\[
\sum_{l=0}^{n-1} \left( \begin{array}{c} n \\ l \end{array} \right) 2^l = 3^{n-1}
\]
terms. The conclusion now follows from Proposition 5.7. \( \square \)

Corollary 5.9. Let \( (G, \omega) \) be a strictly weighted graph and \( (G, m_\omega) \) be its marked version. Then the \( W \)-polynomial of \( (G, \omega) \) does not depend on \( z_1 \) and

\[
W_{(G, \omega)}(z, y) = D_{(G, m_\omega)}(z_{1, 0} = 0, z_w, 0 = z_w, y).
\]

Proof. We already observed that the variable \( z_{1, 0} \) does not appear in the \( M \)-polynomial of a strictly weighted graph \( (G, m) \). By Proposition 1.4 it follows that \( z_1 \) does not appear in the \( W \)-polynomial of \( (G, \omega) \). Moreover, if \( (w, d) \) is different from \((1, 0)\) then \( D_{w,d}(z_{1, 0} = 0, z_w, 0 = z_w) = z_w \). The conclusion now follows. \( \square \)

Now we turn our attention back to the expansion of chromatic symmetric functions in the star basis.

Theorem 5.10. Let \( G \) be a simple graph and \( (K, m_K) \) be the core of \( (G, 1) \). Then,

\[
X_G = D_{(K, m_K)}(z_{w, 0} = \text{st}_w, y = 0),
\]

where \( z_{w, 0} = \text{st}_w \) means that we substitute each variable \( z_{w, 0} \) with \( \text{st}_w \) for all \( w \in \mathbb{P} \). In other words, the expansion of \( D \) into monomials encodes the chromatic star expansion of \( X_G \).

Proof. We will show

\[
X_G = D_{(G, 1)}(z_{1, 0} = \text{st}_1, y = 0).
\]

Then, the assertion will follow from Theorem 5.5. The proof is very similar to the proof of Theorem 5.2 and we proceed by induction on the number of internal edges of \( G \). For the base case, if \( G \) has no internal edges and it is connected, then \( G \) is a star \( \text{st}_w \), and by Theorem 5.5 we have \( D_{(G, 1)}(z, y = 0) = z_w, 0 \) since every leaf in \( G \) is absorbable. Since both the chromatic symmetric function and the \( D \)-polynomial are multiplicative over connected components, the disconnected case follows.

For the inductive step, we assume that the assertion holds for all graphs with at most \( n \) internal edges, and we let \( G \) be a graph with \( n + 1 \) internal edges. By deletion-near-contraction applied to an internal edge \( e \), we have

\[
X_G = X_{G\setminus e} + X_{(G\setminus e)\ast} - X_{(G\setminus e)\ast\setminus e}.
\]

Since each graph on the right-hand side of the last equation is simple and has at most \( n \) internal edges, it follows from the induction hypothesis that

\[
X_G = D_{(G\setminus e, 1)}(z_{w, 0} = \text{st}_w, y = 0) + D_{((G\setminus e)\ast, 1)}(z_{w, 0} = \text{st}_w, y = 0) - D_{((G\setminus e)\ast\setminus e, 1)}(z_{w, 0} = \text{st}_w, y = 0).
\]
Recall that by Remark 4, the $D$-polynomial at $y = 0$ does not distinguish between a graph and its simplification. Thus,

$$X_G = D_{(G \setminus e, \emptyset)}(z_w, 0 = st_w, y = 0) + D_{(G \setminus e, \emptyset)}(z_w, 0 = st_w, y = 0) - D_{(G \setminus e \setminus \ell, 1)}(z_w, 0 = st_w, y = 0).$$

Since $D$ also satisfies the deletion-near-contraction recurrence, we have

$$X_G = D_{(G, \emptyset)}(z_w, 0 = st_w, y = 0),$$

which concludes the inductive step. Now the assertion follows by induction. \hfill \Box

Recall that a tree is proper if every internal vertex is adjacent to at least one leaf.

**Corollary 5.11.** Let $G$ be a simple graph and $(K, m_K)$ be the core of $(G, 1)$. Then

$$X_G = \sum_{A \subseteq E(K)} (-1)^{|A| - r_K(A)} \prod_{i=1}^{k(A)} \sum_{j=0}^{k_i} \left( -1 \right)^{j} st_{(w_i-j, 1)} \right),$$

where $\{(w_i, k_i)\}_{1 \leq i \leq k(A)}$ are the total marks of the components of $(K|_A, m_K)$.

Moreover, the expression given above is cancellation-free when $G$ is a proper tree.

**Proof.** The first assertion follows directly from Theorem 5.10, the definition of the $D$-polynomial and the states model representation (11) for the $M$-polynomial.

The fact that the expression is cancellation free whenever $G$ is a proper tree follows from Proposition 5.7 since the core of a proper tree is an strictly marked graph. \hfill \Box

**Remark 5.** In an independent work and using ideas similar to the deletion-near-contraction formula, I. Shah found another expression for the $st$-expansion of $X_G$. \[6.\]

### 6. Computing the $D$-polynomial of non-strictly marked forests

In this section we restrict our attention to forests. Our goal is to introduce a variation on the $M$-polynomial, denoted $M'$, such that we still have the identity $D_{(T, \omega)}(z_w, y = 0) = M'_{(T, \omega)}(z_w, k = D_{*w,k}(z))$ whenever $T$ is a weighted forest but no cancellations arise when doing the substitution.

We start by noting a consequence of the deletion-contraction definition of the $M$-polynomial. Since for a marked forest $(T, m)$ the $M$-polynomial has no term with $y$, from now on we omit this variable from the $M$-polynomial. For disjoint edge-sets $A_1, A_2$, the graph $(T/A_1 \setminus A_2, m/A_1)$ is the marked forest obtained by contracting the edges in $A_1$ and deleting the edges in $A_2$. It is well known that the resulting graph is independent of the order in which these deletions and contractions are performed.

**Lemma 6.1.** Let $(T, m)$ be a marked forest and let $B$ be any subset of $E(G)$. Then

$$M_{(T,m)}(z) = \sum_{A_1 \cup A_2 = B} M_{(T/A_1 \setminus m/A_1)}(z),$$

where the sum ranges over all disjoint ordered pairs $(A_1, A_2)$ such that $A_1 \cup A_2 = B$. 
Next, we define the $M'$-polynomial. It basically obeys the same deletion-contraction rule as the $M$-polynomial, except in the case that the graph is a star whose center has weight $(1,0)$. In that case, the deletion-contraction rule applies to all but one of the edges of the star. To guarantee that it is well defined, we do all deletions and contractions at the same time.

**Definition 6.2.** Given a total order on $\mathbb{M}$, the $M'$-polynomial of a marked forest $(T, m)$ is the unique polynomial in the set of variables $\{z_{w,d}\}$ such that:

(a) if $(T, m)$ is a single vertex with mark $(w, d)$, then $M'_{(T, m)}(z) = z_{w,d}$;

(b) if $(T, m)$ has connected components $(T_1, m_1), \ldots, (T_k, m_k)$ with $k > 1$, then

$$M'_{(T, m)}(z) = M'_{(T_1, m_1)}(z) \cdots M'_{(T_k, m_k)}(z);$$

(c) if $(T, m)$ is connected and has absorbable vertices, then $M'_{(T, m)}(z) = M'_{(K, m_K)}(z)$, where $(K, m_K)$ denotes the core of $T$;

(d) if $(T, m)$ is connected, has at least one edge and no absorbable vertices, then let $A$ be the set of pendant edges of $T$. We distinguish two subcases:

(i) If $T$ is a star whose center has mark $(1,0)$ then let $e$ be the pendant edge incident to the leaf with largest mark (resolving tie at random if needed) and let $A' = A \setminus \{e\}$;

(ii) Otherwise, let $A' = A$;

Then

$$M'_{(T, m)}(z) = \sum_{A_1 \cup A_2 = A'} M'_{(T/A_1 \setminus A_2, m_{A_2}/A_1)}(z); \quad (16)$$

For a fixed total order on $\mathbb{M}$, the definition above yields a unique polynomial, since any marked forest falls in just one of the cases, and if there are several leaves with maximum mark in case (d), it is clear that the result is independent of the choice of $e$. In fact, the $M'$-polynomial depends on the total order chosen; however, Theorem 6.4 below is independent of the order. In an upcoming article [1] we plan to discuss this in more detail using elimination theory and Gröbner bases to analyze these polynomials.

**Example 11.** Suppose that $(T, m)$ is the marked star given in Example 6. Recall that $M_{(T, m)}(z) = z_{4,0}z_{1,0}z_{2,0} + z_{5,1}z_{2,0} + z_{4,0}z_{3,1} + z_{7,2}$. Observe that applying the undotting substitution to any of the terms of degree 2 in the latter expression will yield a cancellation with the term $z_{4,1}z_{2}$. The choice of a total order determines which cancellation will be avoided by absorbing the corresponding edge. Indeed if $(4,0)$ is larger than $(2,0)$, then in the Definition 6.2 (d) we get $A' = \{e'\}$ where $e'$ is the pendant edge incident with the leaf of mark $(2,0)$. Thus,

$$M'(z) = M' \begin{array}{ccc} (2,0) & (1,0) & (4,0) \\ \end{array} + M' \begin{array}{ccc} (3,1) & (4,0) \\ \end{array}.$$ 

The first term of the right-hand side of the computation is handled by using items (a),(b) and (c) in Definition 6.2 which gives $z_{2,0}z_{5,0}$. The second term is computed by (d) and (a), which give $z_{3,1}z_{4,0} + z_{7,2}$.

Instead, if $(2,0)$ is larger than $(4,0)$ a similar computation yields

$$M'(z) = z_{2,0}z_{5,1} + z_{4,0}z_{3,0} + z_{7,2}.$$
Observe that in both cases after applying the undotting substitution we get $D(z)$.

If a marked tree has no mark of the form $(1, 0)$, its $M'$-polynomial will be computed by subcase (ii) of case (d) of Definition 6.2 and by Lemma 6.1 it will be equal to the $M$-polynomial.

**Proposition 6.3.** Suppose that every mark of $(T, m)$ is different from $(1, 0)$ (but no necessarily strict). Then

$$M'_{(T, m)}(z) = M_{(T, m)}(z).$$

We next show, as claimed, that for a marked forest $(T, m)$ the substitution $z_{w,d} = D_w D_d$ in $M'_{(T, m)}(z)$ gives $D_{(T, m)}$.

**Theorem 6.4.** For every marked forest $(T, m)$, we have $D_{(T, m)}(z) = M'_{(T, m)}(z_{w,d} = D_w D_d)$.

**Proof.** The proof is by induction on $n$, the number of edges of $T$. Recall that by definition $D_{(T, m)}(z) = M_{(T, m)}(z_{w,d} = D_w D_d)$.

If $n = 0$, the claim is clear since by definition $M$ and $M'$ agree on edgeless forests.

For the induction step, assume the statement holds for all forests with fewer than $n$ edges, and let $T$ be a forest with $n$ edges. We consider the following cases.

- If $(T, m)$ is connected and has some absorbable vertices, let $(K, m_K)$ be its core. Then
  $$M'_{(T, m)}(z_{w,d} = D_w D_d) = M'_{(K, m_K)}(z_{w,d} = D_w D_d) = D_{(K, m_K)}(z) = D_{(T, m)}(z),$$
  where we have used the induction hypothesis on the second equality and Theorem 5.5 on the third.

- Assume now that $T$ is a star with no absorbable vertices, whose center has mark $(1, 0)$ and with set of pendant edges $L = \{e_1, \ldots, e_n\}$, where $e_n$ is incident to the leaf of largest mark. We have
  $$M'_{(T, m)}(z) = \sum_{A_1 \cup A_2 = \{e_1, \ldots, e_{n-1}\}} M'_{(T/A_1 \setminus A_2, m/A_1)}(z).$$
  Each of the forests $T/A_1 \setminus A_2$ consists of a single edge $e_n$ and several (perhaps none) isolated vertices. Since $T$ has at least two edges (otherwise it would have an absorbable vertex), the inductive hypothesis and Lemma 6.1 give
  $$M'_{(T, m)}(z_{w,d} = D_w D_d) = \sum_{A \subseteq L \setminus \{e_n\}} M'_{(T/A \setminus A \setminus \{e_n\}, m/A)}(z_{w,d} = D_w D_d)$$
  $$= \sum_{A \subseteq L \setminus \{e_n\}} D_{(T/A \setminus A \setminus \{e_n\}, m/A)}(z)$$
  $$= \sum_{A \subseteq L \setminus \{e_n\}} M_{(T/A \setminus A \setminus \{e_n\}, m/A)}(z_{w,d} = D_w D_d)$$
  $$= M_{(T, m)}(z_{w,d} = D_w D_d) = D_{(T, m)}(z).$$
If \( T \) is connected but it does not fall in the above, we can again use the inductive hypothesis and Lemma 6.1 to conclude:

\[
M'_{(T,m)}(z_{w,d} = D_{w,d}) = \sum_{A \subseteq L} M'_{(T/A \setminus L - A,m/A)}(z_{w,d} = D_{w,d}) = \sum_{A \subseteq L} D_{(T/A \setminus L - A,m/A)}(z_{w,d}) \]

\[
= \sum_{A \subseteq L} M_{(T/A \setminus L - A,m/A)}(z_{w,d} = D_{w,d}) = M_{(T,m)}(z_{w,d} = D_{w,d})
\]

\[
= D_{(T,m)}(z).
\]

If \( (T, m) \) has connected components \( (T_1, m_1), \ldots, (T_k, m_k) \) with \( k > 1 \), the multiplicative property of \( D \) (inherited from that of \( M \)), gives \( D_{(T,m)}(z) = D_{(T_1,m_1)}(z) \cdots D_{(T_k,m_k)}(z) \). Each of the terms \( D_{(T_i,m_i)}(z) \) equals \( M'_{(T_i,m_i)}(z_{w,d} = D_{w,d}) \), either by the inductive hypothesis or because \( T_i \) is a single vertex. By the definition of \( M' \) for the disconnected case, we conclude

\[
D_{(T,m)}(z) = M'_{(T,m)}(z_{w,d} = D_{w,d}).
\]

This finishes the proof of the theorem. \( \square \)

We say that \( (T, m) \) is **almost strictly marked** if every mark of \( (T, m) \) belongs to \( M^\circ \cup \{(1, 0)\} \). In particular, every weighted tree is almost strictly marked.

**Proposition 6.5.** Let \( (T, m) \) be an almost strictly marked tree with more than one vertex. Then all the variables \( z_{w,d} \) that appear in the monomials of \( M'_{(T,m)}(z) \) are strict, that is \( w \geq d + 2 \).

**Proof.** By the definition of \( M' \), it is enough to check that if during the computation of \( M' \) a vertex becomes isolated then its mark is of the form \( (w, d) \) with \( w - d \geq 2 \). Initially all marks are either \( (1, 0) \) or \( (w, d) \) with \( w - d \geq 2 \). Observe that marks only change when contracting an edge or when absorbing an absorbable leaf. Every time a contraction takes place, two vertices with marks \( (w_1, d_1) \) and \( (w_2, d_2) \) are contracted into a vertex with mark \( (w_1 + w_2, d_1 + d_2 + 1) \). Since the definition of \( M' \) prevents contracting an edge with both endpoints having mark \( (1, 0) \), at least one mark has to be strict. Thus we can assume \( w_1 - d_1 \geq 2 \) and \( w_2 - d_2 \geq 1 \), which implies \( w_1 + w_2 - (d_1 + d_2 + 1) \geq 2 \). On the other hand, when absorbing a leaf, a vertex with mark \( (1, 0) \) is removed and a vertex with mark \( (w, d) \) gets mark \( (w + 1, d) \). We see that \( w + 1 - d \geq 2 \) since \( w - d \geq 1 \) by the definition of marks. So it only remains to check that a vertex \( v \) with mark \( (1, 0) \) cannot become isolated during the computation of \( M'_{(T,m)} \). Indeed, if \( v \) is a leaf, then it gets immediately absorbed. Otherwise, as at each step we only may delete leaves, at some point either \( v \) becomes a leaf (and thus gets absorbed at the next step) or it becomes the center of a star (and thus gets absorbed after two steps). This finishes the proof. \( \square \)

**Proposition 6.6.** If \( (T, m) \) is an almost strictly marked tree, then no cancellations arise after applying the undotting substitution to \( M'_{(T,m)}(z) \).

**Proof.** If \( T \) has only one vertex with mark \( (w, d) \) then applying the undotting substitution to \( M'_{(T,m)}(z) \) yields \( D_{w,d} \). From (12), we check there are no cancellations and this finishes the proof if \( T \) only has one vertex.

If \( T \) has more than one vertex, then by Proposition 6.5 when substituting \( z_{w,d} \) with \( D_{w,d} \) we get monomials of the form \( z_{w-i,0}z_{1,0}^i \) where \( w - i \geq w - d \neq 1 \). Hence, when doing the undotting
substitution in a monomial \( z_{w_1,d_1} \cdots z_{w_k,d_k} \) of \( M'_T(m) \) all the resulting monomials are of the form \((-1)^{\ell} z_{1,0}^{\ell} P(z)\) for some monomial \( P(z) \) in which the variable \( z_{1,0} \) does not appear. It follows that no cancellations can occur since monomials that have a fixed power of \( z_{1,0} \) appear always with the same sign, and clearly all coefficients in \( M' \) are non-negative. \( \square \)

7. Weighted tree reconstruction from marked polynomials

In this section we introduce the problems of weighted tree reconstruction from the \( M \)-polynomial and the \( D \)-polynomial, and show their relationship with Stanley’s tree isomorphism problem about distinguishing (unweighted) trees with the chromatic symmetric function.

Recall that whenever necessary, a weighted tree \((T, \omega)\) is considered as a marked tree \((T, m_\omega)\), where a vertex of weight \( w \) has mark \((w, 0)\). Similarly, an unweighted graph is considered weighted with all weights equal to 1. To simplify the notation, when writing terms for the \( D \)-polynomial we shall identify the variables \( z_i, 0 \) with \( z_i \) and write the second instead of the first. In this section we only deal with trees, so the \( M \) and \( D \)-polynomials do not depend on the variable \( y \) and thus we omit it from their arguments.

As both \( M \) and \( D \) are polynomials for marked graphs, the first question is whether there exist two marked trees, different up to marked-isomorphism, with the same \( M \)-polynomial. The answer is positive, as shown by the following example.

**Example 12.** The following two trees were given in [18] as an example of two non-isomorphic weighted graphs with the same \( W \) polynomial (for the general construction of paths with the same \( W \)-polynomial see [1, 3, 6]).

\[
\begin{array}{c}
2 & 1 & 2 & 3 & 1 \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
(P_1, \omega_1)
\end{array}
\quad
\begin{array}{c}
2 & 3 & 1 & 2 & 1 \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
(P_2, \omega_2)
\end{array}
\]

Note that these two trees can be thought as marked trees with marks \((w, 0)\) and as such they have different \( M \)-polynomial. By changing the vertex labels to marks so that the weights are the same but one mark \((w, d)\) has \( d \neq 0 \), we turn these weighted paths into non-isomorphic marked paths \((P_1, m_1)\) and \((P_2, m_2)\).

\[
\begin{array}{c}
(2, 0) & (1, 0) & (2, 0) & (3, 1) & (1, 0) \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
(P_1, m_1)
\end{array}
\quad
\begin{array}{c}
(2, 0) & (3, 1) & (1, 0) & (2, 0) & (1, 0) \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
(P_2, m_2)
\end{array}
\]

The reader can verify that these two marked trees have the same \( M \)-polynomials by applying deletion-contraction to the dashed edges. It follows that they also have the same \( D \)-polynomial.

Recall that Theorem 5.5 implies that the \( D \)-polynomial cannot distinguish between a marked tree and its core. Thus, the cores of \((P_1, m_1)\) and \((P_2, m_2)\) also have the same \( D \)-polynomial. However, the \( M \)-polynomials of the cores are different, since the states model representation implies that the respective highest-degree terms are \( z_{4,1} z_{2,0}^2 z_{1,0} \) and \( z_{3,1} z_{3,0} z_{2,0} z_{1,0} \). This is an example of two different \( M \)-polynomials leading to the same \( D \)-polynomial, the reason that the \( D \)-polynomials...
are equal is because of cancellations that occur when we apply the undotting substitution, i.e., \( z_{w,d} \mapsto D_{w,d} \).

We are interested in determining if the \( M \) and \( D \) polynomials distinguish unweighted graphs, i.e., with all marks of the form \((1,0)\). However, we work with weighted graphs, i.e., graphs with all marks of the form \((w,0)\), because by Theorems 5.5 and 5.10 to compute the \( D \)-polynomial we use the core of the graph, which is a weighted graph, and from the \( D \)-polynomial we compute the chromatic symmetric function. Moreover, as the core of a graph does not have absorbable vertices, we restrict ourselves to the case of weighted trees with no absorbable vertices.

If there existed two non-isomorphic weighted trees \((T_1, \omega_1)\) and \((T_2, \omega_2)\) such that \( D(T_1, \omega_1) = D(T_2, \omega_2) \), this would produce a pair of unweighted trees with the same chromatic symmetric function just by replacing each vertex of weight \((w,0)\) with an unweighted vertex and \(w-1\) leaves adjacent to it. Hence, the problem of distinguishing unweighted trees with the chromatic symmetric function is equivalent to that of distinguishing weighted trees without absorbable leaves with the \( D \)-polynomial.

It is also unknown to the authors whether the \( M \)-polynomial distinguishes weighted trees, i.e. with all marks of the form \((w,0)\).

**Question 1.** Is there a pair of weighted trees \((T_1, \omega_1)\) and \((T_2, \omega_2)\), different up to \(\omega\)-isomorphism, such that \( M(T_1, m_{\omega_1})(z) = M(T_2, m_{\omega_2})(z) \)?

We remark that even if it was known that the \( M \)-polynomial distinguishes weighted trees up to weighted-isomorphism, this would not rule out the possibility of having a pair of non-isomorphic unweighted trees with the same chromatic symmetric function. In order to deduce this, one would need to show that the \( M \)-polynomial of a weighted tree can be recovered from its \( D \)-polynomial. This problem will be studied in detail in [4].

### 7.1. On \( M \)-reconstructability.

In the remainder of this section we will see how the above programme can be applied to show that the chromatic symmetric function distinguishes proper trees, i.e. all the internal vertices are adjacent to at least one leaf, of diameter smaller than 6 up to isomorphism. By the results of Section 5, this means that we need to study the \( M \) and \( D \)-reconstructability of weighted trees up to diameter 3. In other words, we will restrict our attention to weighted trees with up to one internal edge. It is easy to see that if \((T, \omega)\) is such a tree, then either \(T\) is a star or is a 2-star, that is a tree formed by taking two stars and connecting their centers by an edge.

**Remark 6.** In what follows, we repeatedly use the states model representation of \( M(T, m_{\omega})(z) \) given by Proposition 4.2 in combination with the undotting substitution \( z_{w,d} = D_{w,d} \). Recall that given an \( M \)-partition \( \lambda \) of length \( l \), the term \( z_\lambda \) is defined as \( z_{\lambda_1} z_{\lambda_2} \cdots z_{\lambda_l} \), and if \( f(z) \) is a polynomial, then \([z_\lambda]f(z)\) denotes the coefficient of the term \( z_\lambda \) in \( f(z) \). Moreover, every multiset \( W \) of positive integers induces an \( M \)-partition \( \{(w,0) \mid w \in W\} \) and by a slight abuse of notation we let \( z_W = \prod_{w \in W} z_{w,0} \). When \((T, \omega)\) is clear from the context, we shall write \( M(z) \) and \( D(z) \) instead of \( M(T, m_\omega)(z) \) and \( D(T, m_\omega)(z) \).

We start by giving some basic facts that will be needed later:

**Proposition 7.1.** Let \((T, \omega)\) be a weighted tree. Then, the following quantities:

(a) the number of vertices, edges and the total weight;
(b) the multiset of vertex weights;
(c) the number of leaves and the multiset of leaf weights;

can be recovered from the terms of degree one, two and the term of largest degree of \( M(z) \).

Proof. By Equation (11), there is a unique term of degree one in \( M(z) \) and this term is of the form \( z_{N,n-1} \) where \( N \) is the total weight of \((T,\omega)\) and \( n \) is the number of vertices of \( T \). This gives us (a).

We also see that in Equation (11) the term of largest degree corresponds to the edge set \( A = \emptyset \). Hence, this term has the form \( z_W \), where \( W \) is the multiset of vertex weights of \( T \). This gives us (b).

To get (c) observe that the terms of degree two in \( M(z) \) are in one-to-one correspondence with edge sets \( A = E \setminus \{e\} \), where \( e \) is an edge of \( T \). We distinguish two cases: First, if the order of \( T \) is at most two, then every vertex is a leaf and thus the number of leaves and its multiset of weights can be deduced from (a) and (b). Second, if \( T \) has more than two vertices, then each pendant edge \( e \) is incident to a unique leaf \( v \). Then we can set a bijective correspondence between each pendant edge and the monomial \( z_{w,0}z_{N-w,n-2} \) in \( M(z) \), where \( w \) is the weight of \( v \) and \( N \) is the total weight of \((T,\omega)\). Note that \( z_{w,0}z_{N-w,n-2} \) is indeed a monomial in \( M(z) \) since we would obtain it by deleting \( e \) and contracting all other edges in \( T \), and these are the only monomials of this type. This means that by collecting all the terms of degree two in \( M \) which have a factor of the form \( z_{i,0} \) we recover the multiset of leaf weights. Since the number of leaves coincides with the cardinality of this multiset, this gives us (c).

Proposition 7.2. Let \((T,\omega)\) be a weighted tree. Then, we can recover whether \( T \) is a star or a 2-star from its \( M \)-polynomial.

Proof. By Proposition 7.1 (a) and (c) we recover \( n \) the number of vertices of \( T \) and the number of leaves from the \( M \)-polynomial. Since stars can be characterized as the only trees with \( n-1 \) leaves and 2-stars can be characterized as the only trees with \( n-2 \) leaves, this finishes the proof.

Theorem 7.3. Let \((T,\omega)\) be a weighted star. Then it can be reconstructed from its \( M \)-polynomial.

Proof. This follows directly from Proposition 7.1 since weighted stars are determined up to \( \omega \)-isomorphism by the multiset of leaf weights and the total weight.

Before stating the next lemma, recall that two edges are independent if they do not share a vertex.

Lemma 7.4. Let \((T,\omega)\) be a weighted tree. Let \( W \) be the multiset of vertex weights of \((T,\omega)\) and be \( w_0, w_1, w_2 \) be three (not necessarily distinct) numbers occurring in \( W \). Then, the following statements hold:

(a) The coefficient

\[
\alpha(w_1, w_2) := [z_{W_1+w_1,1} z_{W_2\setminus\{w_1,w_2\}}] M(z)
\]

counts the number of edges joining a vertex of weight \( w_1 \) with a vertex of weight \( w_2 \). Here \( W \setminus \{w_1, w_2\} \) denotes removing one occurrence of each \( w_1 \) and \( w_2 \) from \( W \).

(b) The coefficient

\[
\beta(w_0, w_1, w_2) := [z_{W_0+w_0,1} z_{W_1+w_1,1} z_{W_2\setminus\{w_0,w_0,w_1,w_2\}}] M(z)
\]
Proof. Let \( n \) be the number of vertices of \( T \). Since \( T \) is a tree, every term of degree \( n - 1 \) in Equation (11) comes from contracting an edge and deleting all the others. Indeed, if \( e \) is an edge whose endpoints have weights \( w_1 \) and \( w_2 \), then \( e \) induces the monomial

\[
z_{w_1 + w_2, 1} z_{W \setminus \{w_1, w_2\}}.
\]

Let \( w'_1 \) and \( w'_2 \) be any other weights in \( W \). Since \( W \setminus \{w_1, w_2\} = W \setminus \{w'_1, w'_2\} \) if and only if \( \{w_1, w_2\} = \{w'_1, w'_2\} \), it follows that two edges induce the same term if and only if they have endpoints with the same weights. The first assertion now follows.

For the second assertion, observe that every term of degree \( n - 2 \) in (11) comes from contracting two (distinct) edges \( e_1 \) and \( e_2 \) and deleting the rest of the edges. Let \( a, b, c, d \) be the weights of the endpoints of \( e_1 \) and \( e_2 \) be the weights of the endpoints of \( e_2 \). If \( e_1 \) and \( e_2 \) are independent, then they must induce a monomial of the form \( z_{a+b, 1} z_{c+d, 1} z_{W \setminus \{a,b,c,d\}} \). Otherwise \( e_1 \) and \( e_2 \) share a vertex, in which case they must induce a monomial of the form \( z_{a+b+d, 2} z_{W \setminus \{a,b,d\}} \), where we assumed without loss of generality that \( b = c \) is the weight of the common vertex. It follows that the coefficient \( \beta(w_0, w_1, w_2) \) counts sets of independent edges \( \{e_1, e_2\} \) such that:

(i) for each \( i \in \{1, 2\} \), the total weight of \( e_i \) is \( w_0 + w_i \);

(ii) the multiset of weights of the vertices of the graph induced by \( \{e_1, e_2\} \) is \( \{w_0, w_0, w_1, w_2\} \).

Note that if \( w_1 = w_2 \), then from (ii) it must be the case that \( e_1 \) is incident to vertices of weight \( w_0 \) and \( w_1 \), and \( e_2 \) is incident to vertices of weight \( w_0 \) and \( w_2 \). The same happens if \( w_2 = w_1 \). Finally, if \( w_0 \not\in \{w_1, w_2\} \), then from (i) and (ii) it follows that each \( e_i \) is incident with vertices of weight \( w_0 \) and \( w_i \) since the only other possibilities are that each \( e_i \) is incident with vertices of weight \( \{w_0, w_0\} \) or \( \{w_1, w_2\} \) but these contradict (i) since \( w_0 \neq w_1 \) and \( w_0 \neq w_2 \).

\[\square\]

Theorem 7.5. Let \( (T, \omega) \) be a weighted 2-star. Then it can be reconstructed from its \( M \)-polynomial.

Proof. Let \( (T, \omega) \) be a 2-star. Let \( N \) be the total weight of \( (T, \omega) \), \( n \) its number of vertices, \( W \) the multiset of vertex weights and \( W_L \) the multiset of leaf weights of \( (T, \omega) \). All of these can be reconstructed from \( M(z) \) by Proposition [7,1].

By comparing \( W \) with \( W_L \) we recover the weights \( \{u_0, u_1\} \) of the centers of \( T \). Observe that it might happen that \( u_0 = u_1 \). For \( k \geq 1 \), let \( u_1, \ldots, u_k \) denote all the distinct leaf weights and set \( \mu_j \) to denote the multiplicity of \( u_j \) in \( W_L \) for every \( j \in \{1, \ldots, k\} \). Note there may be leaves with the same weights as the weights of the centers.

Assume first that the centers have different weights: \( u_0 \neq u_1 \). In this case, we will be able to reconstruct \( (T, \omega) \) from the terms of degree \( n - 1 \) in the states model representation of \( M(z) \). Let \( v_0 \) be the central vertex with weight \( u_0 \) and \( v_1 \) the central vertex with weight \( u_1 \). For each \( i \in \{0, 1\} \), \( j \in \{1, \ldots, k\} \), let \( L_{i,j} \) be the number of pendant edges incident with \( v_i \) and a leaf of weight \( w_j \). Suppose first that there are no leaves with weight \( u_0 \) or \( u_1 \). By Lemma [7,4] (a), the coefficient \( \alpha(u_i, w_j) \) counts the number of edges joining a vertex of weight \( u_i \) with a vertex of weight \( w_j \). But in this case \( v_i \) is the unique vertex with weight \( u_i \) and \( w_j \neq u_{1-i} \). It follows that every edge being
counted by \( \alpha(u_i, w_j) \) must be a pendant edge joining the central vertex \( v_i \) with a leaf of weight \( w_j \). Hence in this case
\[
L_{i,j} = \alpha(u_i, w_j) \quad \text{for all } i \in \{0, 1\}, j \in \{1, \ldots, k\}.
\]

For the next case, suppose that there are leaves with weight \( u_1 \) but there are no leaves with weight \( u_0 \). That is, we assume that there is \( j_0 \in \{1, \ldots, k\} \) such that \( w_{j_0} = u_1 \) but \( w_j \neq u_0 \) for all \( j \). In this case, by using the same argument as before we obtain
\[
L_{i,j} = \alpha(u_i, w_j) \quad \text{for all } i \in \{0, 1\}, j \in \{1, \ldots, k\} \text{ such that } (i, j) \neq (0, j_0).
\]

If \((i, j) = (0, j_0)\) then the central edge is an edge joining a vertex of weight \( u_0 \) with a vertex of weight \( u_1 = w_{j_0} \). It follows from Lemma [7,4] (a) that \( \alpha(u_0, w_{j_0}) = 1 + L_{0,j_0} \), from which we deduce that \( L_{0,j_0} = \alpha(u_0, w_{j_0}) - 1 \). Since this was the only missing leaf number, this finishes the reconstruction in this case. The case when there are leaves with weight \( u_0 \) but no leaf has weight \( u_1 \) is analogous.

Finally, assume that there are leaves with weight \( u_0 \) and \( u_1 \); that is, there exist \( j_0 \) and \( j_1 \) such that \( w_{j_i} = u_{1-i} \) for \( i \in \{0, 1\} \). In this case, by the same argument as before we get
\[
L_{i,j} = \alpha(u_i, w_j) \quad \text{for all } i \in \{0, 1\}, j \in \{1, \ldots, k\} \text{ such that } (i, j) \notin \{(0, j_0), (1, j_1)\}.
\]

Thus, it remains to deduce the values of \( L_{0,j_0} \) and \( L_{1,j_1} \). On the one hand, edges joining a vertex of weight \( u_0 \) with a vertex of weight \( u_1 \) come in three types: pendant edges joining leaf of weight \( w_{j_0} \) with the center \( v_0 \); the central edge; and pendant edges connecting a leaf of weight \( w_{j_1} = u_0 \) with the center \( v_1 \), which has weight \( u_1 = w_{j_0} \). Thus we have
\[
\alpha(u_0, w_{j_0}) = 1 + L_{0,j_0} + L_{1,j_1}.
\]

On the other hand, the total number of leaves of weight \( w_{j_0} \) is \( \mu_{j_0} \). This implies that \( L_{0,j_0} + L_{1,j_0} = \mu_{j_0} \). But \( L_{1,j_0} = \alpha(u_1, w_{j_0}) \) so we can solve these equations, which yields
\[
L_{0,j_0} = \mu_{j_0} - \alpha(u_1, w_{j_0}) \quad \text{and} \quad L_{1,j_1} = \alpha(u_0, w_{j_0}) - 1 - \mu_{j_0} + \alpha(u_1, w_{j_0}).
\]

This finishes the reconstruction in this case.

Assume now that \( u_0 = u_1 \). The previous argument does not work since we cannot distinguish the centers by their weights. Nevertheless, we fix (at random) a labeling of the centers as \( v_0 \) and \( v_1 \) and let \( L_{i,j} \) be the same as before.

By Lemma [7,4] (b), for every \( j_1, j_2 \in \{1, \ldots, k\} \), the coefficient \( \beta(u_0, w_{j_1}, w_{j_2}) \) counts pairs of independent edges \( e_1, e_2 \) such that \( e_i \) has endpoints with weights \( u_0 \) and \( w_{j_i} \) for \( i \in \{1, 2\} \). Since \( T \) is a 2-star, it follows that \( e_1 \) and \( e_2 \) must be pendant edges that are incident to different centers. Thus,
\[
\beta(u_0, w_{j_1}, w_{j_2}) = \begin{cases} L_{0,j_1}L_{1,j_1}, & \text{if } j_1 = j_2; \\ L_{0,j_1}L_{1,j_2} + L_{0,j_2}L_{1,j_2}, & \text{otherwise.} \end{cases} \quad (18)
\]

For each weight \( w_j, j \in \{1, \ldots, k\} \), we will determine the number of leaves of weight \( w_j \) attached to each vertex from Equation [18] and the total number \( \mu_j \) of leaves with weight \( w_j \). Let \( j_1 = j_2 = j \). It follows that
\[
L_{0,j} + L_{1,j} = \mu_j \quad \text{and} \quad L_{0,j}L_{1,j} = \beta(u_0, w_j, w_j) \quad \text{for all } j \in \{1, \ldots, k\}.
\]

This system has a unique solution \( L_{0,j} = L_{1,j} = \mu_j/2 \) if and only if \( \Delta_j := \mu_j^2 - 4\beta(u_0, w_j, w_j) = 0 \). Note that for every \( j \), the discriminant \( \Delta_j \) can be computed from \( M(z) \). Note also that in the case
that \( \Delta_j \neq 0 \) the previous system has two symmetric solutions. The symmetry follows from the fact that interchanging the labeling of the centers interchanges the values of \( L_{0,j} \) and \( L_{1,j} \) for all \( j \).

This means that if \( \Delta_j = 0 \) for all \( j \in \{1, \ldots, k\} \) then both centers are adjacent to the same number of leaves of weight \( w_j \) for all \( j \). In this case we just place \( \mu_j/2 \) pendant edges of weight \( w_j \) on each center and this finishes the reconstruction.

If \( \Delta_{j_1} \neq 0 \) for some \( j_1 \in \{1, \ldots, k\} \), then there are two distinct symmetric solutions for \((L_{0,j_1}, L_{1,j_1})\) for the system of equations \([19]\) (this implies that \( L_{0,j_1} \neq L_{1,j_1} \)). We choose one of these solutions at random and attach leaves of weight \( w_{j_1} \) to the centers according with this solution. Now that the leaves of weight \( w_{j_1} \) have been placed the centers are distinguishable. To place the other leaves we will use the monomials in Lemma \( 7.4 \) (b) for each \( j_2 \neq j_1 \). We know by the previous discussion that \( \beta(u_0, w_{j_1}, w_{j_2}) \) counts the number of leaves of weight \( w_{j_1} \) and \( w_{j_2} \) attached to different centers. It follows that

\[
L_{0,j_2} + L_{1,j_2} = \mu_{j_2} \quad \text{and} \quad L_{0,j_1} L_{1,j_2} + L_{0,j_2} L_{1,j_1} = \beta(u_0, w_{j_1}, w_{j_2}).
\]

Since \( L_{1,j_1} \neq L_{0,j_1} \) are known, this is now a linear system with a unique solution \((L_{0,j_2}, L_{1,j_2})\). Thus we can attach \( L_{0,j_2} \) leaves of weight \( w_{j_2} \) to the center \( v_0 \) and \( L_{1,j_2} \) leaves of weight \( w_{j_2} \) to the center \( v_1 \). Since we can do this for all \( j_2 \neq j_1 \), this finishes the reconstruction of \((T, \omega)\). To finish the proof we only need to note that by starting with the other solution for \( j_1 \), we would have obtained the same weighted tree, up to \( \omega \)-isomorphism.

\[ \square \]

7.2. On \( D \)-reconstructability. Now we turn to the question of reconstructing weighted stars and 2-stars from the \( D \)-polynomial.

**Definition 7.6.** Let \((T, \omega)\) be a weighted tree and \((T, m_\omega)\) its marked version. Given \( k \), let \( M_k(z) \) be the homogeneous component of degree \( k \) in \( M_{(T, m_\omega)}(z) \) and \( D_k(z) := M_k(z_{\omega,d} = D_{\bullet,\omega,d}) \).

**Lemma 7.7.** Let \((T, \omega)\) be a strictly weighted tree of order \( n \) and total weight \( N \). Then the following assertions hold:

(a) Let \( 0 \leq k \leq n \). Then, every monomial in \( D_k(z) \) is of the form \( z_1^{i_1}z_{\lambda_1}z_2^{i_2} \cdots z_{\lambda_k} \) where \( 0 \leq i_1 \leq n - k \) and \( \lambda \) is a partition of \( N - i_1 \) having all parts different from \( 1 \). In particular, \( D(z) \) has degree \( n \).

(b) For every monomial in \( D(z) \) of the form \( z_{w_1} \cdots z_{w_k} \), where \( \sum_i w_i = N \) and \( w_j \geq 2 \) for all \( j \), we have

\[
[z_{w_1} \cdots z_{w_k}]D(z) = \sum_d [z_{w_1,d_1} \cdots z_{w_k,d_k}]M(z),
\]

where the sum ranges over all tuples \( d = (d_1, \ldots, d_k) \) of non-negative integers such that \( \sum d_i = n - k \).

**Proof.** We know that every monomial in \( M_k(z) \) is of the form \( z_{w_1,d_1} \cdots z_{w_k,d_k} \) where \( \sum_j w_j = N \) and \( \sum_j d_j = n - k \). In addition, each monomial in \( D_{\bullet, w_j,d_j} \) is of the form \( z_{w-j-i_j}^j z_{1}^{i_j} \) where \( w_j - i_j \geq 2 \) and \( 0 \leq i_j \leq d_j \) since every mark is strict. By combining these we get that each monomial in \( D_k(z) \) is of the form

\[
z_1^{i_1 + \cdots + i_k}z_{\lambda_1} \cdots z_{\lambda_k}
\]
where \( \lambda_j = w_j - i_j \geq 2 \). This shows (a).

To prove (b), by a similar argument as for (a), a monomial of the form \( z_{w_1} \cdots z_{w_k} \) where \( \sum_i w_i = N \) and \( w_j \geq 2 \) can only arise after undotting a term of the form \( z_{w_1,d_1} \cdots z_{w_k,d_k} \) in \( M(z) \) for some tuple \( (d_1, \ldots, d_k) \) of non-negative integers satisfying \( \sum_i d_i = n - k \). Since \( D_{w,d} = z_w + \) other terms divisible by \( z_1 \), it follows that each occurrence of \( z_{w_1,d_1} \cdots z_{w_k,d_k} \) in \( M(z) \) contributes to one occurrence of \( z_{w_1} \cdots z_{w_k} \). The conclusion now follows. \( \square \)

This lemma can be seen as a first step in recovering \( M \) from \( D \). The idea is to recover all the weights from the terms of \( D \) that are not divisible by \( z_1 \) and then use the terms divisible by \( z_1 \) to reconstruct the number of dots corresponding to each weight. However, in general, it may not be possible to reconstruct a polynomial \( f(z) \) from \( f(z_{w,d} = D_{w,d}) \) as the following example shows.

**Example 13.** Let \( f(z) = z_{4,1}z_{5,2} + z_{4,2}z_{5,2} \) and \( g(z) = z_{4,1}z_{5,3} + z_{4,2}z_{5,1} \). A direct computation shows

\[
\begin{align*}
  f(z_{w,d} = D_{w,d}) &= 2z_{5,4} - 3z_5z_2z_1 + z_5z_2^2 - 4z_1^2z_2 - 2z_4z_2z_1^2 - 3z_3^2z_1 + z_3z_2z_1^4 \\
  &= g(z_{w,d} = D_{w,d}).
\end{align*}
\]

Thus, we cannot reconstruct \( f(z) \) (or \( g(z) \)) from \( f(z_{w,d} = D_{w,d}) \). The geometry of polynomials that lead to the same polynomial after applying the undotting substitution will be studied in a forthcoming paper. \[4\]

**Proposition 7.8.** Let \((T, \omega) \) be a strictly weighted tree. Then, the degree-one term and the largest-degree term in \( M(z) \) can be recovered from \( D(z) \).

**Proof.** By Lemma (a), the largest-degree term in \( D(z) \) that is not divisible by \( z_1 \) has the form \( z_{w_1} \cdots z_{w_n} \) where \( w_i \geq 2 \) for all \( i \in \{1, \ldots, n\} \) and \( n \) is the order of \( T \). By Lemma (b), it is easy to see that

\[
[z_{w_1} \cdots z_{w_n}]D(z) = [z_{w_1,0} \cdots z_{w_n,0}]M(z),
\]

which recovers the largest-degree term of \( M(z) \) and the order of \( T \).

The term of degree one in \( M(z) \) is \( z_{N,n-1} \), where \( N \) is the total weight of \((T, \omega) \) and \( n \) is the order of \( T \). By Lemma (a) there is a unique degree-one term in \( D(z) \) which must be of the form \( z_{N} \) and thus, using that we already computed the value of \( n \) when dealing with the largest-degree term, we recover the degree-one term of \( M(z) \). \( \square \)

For terms of degree two we will use the following notation: Given positive integers \( N, d \), a \((N,d)\)-strict pair is a pair of marks \((w_1,k_1),(w_2,k_2) \) \( \in \mathbb{M}^o \) such that \( w_1 + w_2 = N \), \( k_1 + k_2 + 1 = d \) and \( w_1 > w_2 \) or \( w_1 = w_2 \) and \( k_1 \leq k_2 \). If \((N,d) \) is clear from the context, we refer to \((N,d)\)-strict pairs just as strict pairs. Given a multiset \( \mathcal{P} \) of strict pairs, define

\[
L_{\mathcal{P}}(z) := \sum_{((w_1,k_1),(w_2,k_2)) \in \mathcal{P}} z_{w_1,k_1}z_{w_2,k_2}.
\]

As observed in Example 13, it is not clear whether we can recover \( L_{\mathcal{P}}(z) \), i.e., \( \mathcal{P} \), from \( L_{\mathcal{P}}(z_{w,d} = D_{w,d}) \). However the strictness of the pairs in \( \mathcal{P} \) will allow us to do the reconstruction as the following lemma shows.

**Lemma 7.9.** Let \( N, d \) be integers and \( \mathcal{P} \) be a multiset of strict pairs. Then \( \mathcal{P} \) can be reconstructed from the polynomial \( L_{\mathcal{P}}(z_{w,k} = D_{w,k}) \).
Proof. Let us begin by noting that since all pairs are strict, the same argument as in the proof of Proposition 5.7 implies that a monomial appears with positive coefficient in $L_P(z_{w,k} = D_{w,k})$ only when it contains an even power of $z_1$.

The proof is by induction on the sum of the absolute values of the coefficients of $L_P(z_{w,k} = D_{w,k})$, which we denote $S_P$. If $S_P = 0$, then the only possibility is that $P$ is empty. For the inductive step, suppose that $S_P > 0$ and that we can reconstruct every $P'$ from $L_{P'}(z_{w,k} = D_{w,k})$ whenever $S_{P'} < S_P$. Define $Q(z) := L_P(z_{w,k} = D_{w,k})$.

Choose $a_0$ to be the smallest positive integer such that $[z_{N-a_0}z_{a_0}]Q(z) \neq 0$. Since all marks in the pairs in $P$ are strict, it must be the case that $a_0 > 1$ and we can deduce that $P$ contains at least one pair of the form $((N - a_0, d - k - 1), (a_0, k))$ for some $k < a_0 - 1$. When undotting the second variable in a term $z_{N-a_0,d-k-1}z_{a_0,k}$ in $L_P(z)$, we obtain in $Q(z)$ terms of the form $z_{N-a_0}z_{a_0-i}z_1^l$ for $0 \leq i \leq k$. Moreover, by the choice of $a_0$ all such terms in $Q(z)$ arise after undotting a term of the form $z_{N-a_0,d-\ell-1}z_{a_0,\ell}$ for some $\ell \geq i$. Now let $d_0$ be the largest non-negative integer such that $[z_{N-a_0}z_{a_0-d_0}z_{1}^d]Q(z) \neq 0$. The observations above imply that $P$ has a strict pair of the form $((N - a_0, d - \ell - 1), (a_0, \ell))$ for $\ell \geq d_0$, and by the maximality of $d_0$, it must be $\ell = d_0$. Thus, we have proved that $p = ((N - a_0, d - d_0 - 1), (a_0, d_0))$ is a strict pair that belongs to $P$. Now let

$$Q'(z) := Q(z) - D_{N-a_0,d-d_0-1}D_{a_0,d_0}.$$ Clearly $Q'(z) = L_{P\setminus\{p\}}(z_{w,k} = D_{w,k})$, and by the observation at the beginning of the proof, $S_{P\setminus\{p\}} < S_P$. By the induction hypothesis, we can reconstruct $P\setminus\{p\}$ from $Q'(z)$. But we already know $p$ so this finishes the reconstruction of $P$. \\

Given a strictly weighted tree $(T, \omega)$ of total weight $N$ and $n$ vertices, there is a unique multiset $P$ of $(N, n - 1)$-strict pairs such that $L_P(z) = M_2(z)$, since every term in $M_2(z)$ is of the form $z_{w_1,d_1}z_{w_2,d_2}$ where the marks $(w_1, d_1)$ and $(w_2, d_2)$ are strict. It follows that $L_P(z_{w,k} = D_{w,k}) = D_2(z)$.

**Corollary 7.10.** Let $(T, \omega)$ be a strictly weighted tree. Then, $M_2(z)$ can be reconstructed from $D_2(z)$. In particular, from the $D$-polynomial, we can reconstruct the multiset of leaf weights, the number of edges, and recognize whether $(T, \omega)$ is a star or a 2-star.

**Theorem 7.11.** Let $(T, \omega)$ be a strictly weighted star. Then it can be reconstructed from its $D$-polynomial.

Proof. A weighted star can be reconstructed from its total weight and its multiset of leaf weights. The total weight can be recovered by Proposition 7.8 while the multiset of leaf weights can be recovered by Corollary 7.10. This gives the reconstruction of $(T, \omega)$. \hfill $\square$

**Example 14.** Consider the following $D$-polynomial of an unknown tree $(T, \omega)$:

$$D(z) = -2z_1^2z_9 + 3z_1^2z_{10} + 2z_1^2z_3z_7 + z_1^2z_4z_6 - 3z_1z_{11} - 4z_1z_3z_8 - 2z_1z_4z_7 - 2z_1z_3z_4^2 - z_1z_3^2z_5 + z_1z_3z_9 + z_4z_8 + z_3z_6 + 2z_3z_4z_5 + z_2z_3z_4.$$

First, if we sum the absolute value of all the coefficients we get $27 = 3^3$, which, by Corollary 5.8 implies that $(T, \omega)$ is a strictly weighted tree with 3 edges. Next, from the term $z_1z_2$ we recover the
total weight $N = 12$ and from the term $z_2 z_3^2 z_4$, which can be characterized as the term of largest degree that is not divisible by $z_1$, we recover the multiset of vertex weights $\{2, 3, 3, 4\}$.

Finally, we recover $M_2(z)$ from $D_2(z)$. By Lemma 7.7(a),

$$D_2(z) = 2z_1^2 z_3 z_7 + z_1^2 z_4 z_6 - 4z_1 z_3 z_8 - 2z_1 z_4 z_7 + 2z_3 z_9 + z_4 z_8.$$  

We follow the proof of Lemma 7.9. It is clear from Equation (20) that $a_0 = 3$. Also, the term $z_3 z_9$ is the only term of the form $z_9 z_{3-1} z_1^4$, so $d_0 = 0$ and it follows that $(9, 3), (3, 0)$ is a strict pair in $P$. After subtracting $z_3 z_9$ and following the same argument we obtain that the multiplicity of $(9, 3), (3, 0)$ in $P$ is 2. Finally, after subtracting again $z_3 z_9$ we get that $a_0 = 4$ and that $d_0 = 0$ since $z_4 z_8$ is the only term of the form $z_8 z_{4-1} z_1^4$. It follows that $(8, 3), (4, 0)$ belongs to $P$. This finishes the reconstruction of $P$. We deduce that $T$ is a star and that the multiset of leaf-weights is $\{3, 3, 4\}$. Since $N = 12$ it follows that the center has weight 2.

**Lemma 7.12.** Let $(T, \omega)$ be a strictly weighted tree with $n$ vertices. Then the terms of degree $n - 1$ of the $M$-polynomial can be reconstructed from the $D$-polynomial.

**Proof.** Let $N$ be the total weight of $(T, \omega)$, which is known by Proposition 7.8. Let $\{\tau_1, \tau_2, \ldots, \tau_l\}$ be the set of partitions of $N$ of length $n - 1$ with all parts larger than one and such that $a_i := [z_{\tau_i}]D(z) > 0$ for all $i \in \{1, \ldots, l\}$. Using Proposition 7.8 we can also compute the multiset $W$ of vertex weights of $(T, \omega)$.

Since the terms of degree $n - 1$ without the variable $z_1$ appear after undotting a term of degree $n - 1$ of $M$ and in the states model representation the terms of degree $n - 1$ of $M$ are induced by an edge, we have that for each $i \in \{1, 2, \ldots, k\}$ there exist at least one edge $e = uv$ of $(T, \omega)$ such that

$$z_{\tau_i} z_{\omega(u)} z_{\omega(v)} = z_{W} z_{\omega(u)+\omega(v)}.$$

This implies that the term $z_{\omega(u)+\omega(v)} z_{W \{\omega(u), \omega(v)\}}$ appears in $M(z)$. Moreover, we deduce that $[z_{\tau_i}]D(z)$ is equal to the number of edges joining a vertex of weight $\omega(u)$ with a vertex of weight $\omega(v)$. Hence, by Lemma 7.4 we get that

$$[z_{\omega(u)+\omega(v)} z_{W \{\omega(u), \omega(v)\}}] M(z) = [z_{\tau_i}]D(z),$$

holds for all $\tau_i$, which conclude the proof.

**Theorem 7.13.** Let $(T, \omega)$ be a strictly weighted 2-star. Then $(T, \omega)$ can be reconstructed from the $D$-polynomial.

**Proof.** We use the same notation as in the proof of Theorem 7.5. First, Proposition 7.8 combined with Proposition 7.1 ensure that we can recover the total weight $N$, the number of vertices $n$ and the multiset of vertex weights $W$ from $D(z)$. By Corollary 7.10 we can also recover the multiset of leaf weights $W_L$ from $D(z)$. From this we can deduce the weights $u_0$ and $u_1$ of the centers, the distinct leaf weights $w_1, \ldots, w_k$ and the multiplicities $\mu_j$ of each $w_j$ in $W_L$ for each $j \in \{1, \ldots, k\}$.

Suppose first that $u_0 \neq u_1$. By the proof of Theorem 7.5 it suffices to recover the coefficients $\alpha(u_i, w_j) = [z_{u_i+w_j} z_{W \{u_i, w_j\}}] M(z)$ from $D(z)$, but since the terms involved have degree $n - 1$ in $M(z)$, this can be done by Lemma 7.12.
Suppose now that \( u_0 = u_1 \). We consider the same coefficients
\[
\beta(u_0, w_{j_1}, w_{j_2}) = [z_{u_0 + w_{j_1}}, z_{u_0 + w_{j_2}}] M(z)
\]
as in the proof of Theorem 7.5. Define
\[
W(j_1, j_2) = W \setminus \{u_0, u_0, w_{j_1}, w_{j_2}\} \cup \{u_0 + w_{j_1}, u_0 + w_{j_2}\}.
\]
We claim that
\[
[z_{W(j_1,j_2)}] D(z) = \beta(u_0, w_{j_1}, w_{j_2}) + K_{j_1,j_2},
\]
where \( K_{j_1,j_2} \) is defined as follows: \( K_{j_1,j_2} = 0 \) if \( w_{j_1} \neq u_0 + w_{j_2} \) and \( w_{j_2} \neq u_0 + w_{j_1} \); otherwise, \( K_{j_1,j_2} \) counts the number of edge sets \( \{e_1, e_2\} \) such that \( e_1 \) and \( e_2 \) share a common vertex and the weights of the other vertices are either \( \{u_0, w_{j_2}\} \) (when \( w_{j_1} = u_0 + w_{j_2} \)) or \( \{u_0, w_{j_1}\} \) (when \( w_{j_2} = u_0 + w_{j_1} \)).

Indeed, let \( \tau \) be the integer partition obtained after reordering the weights in \( W(j_1, j_2) \) so that \( z_\tau = z_{W(j_1,j_2)} \). Note that every part of \( \tau \) is different from 1 since \( (T, \omega) \) is strictly weighted. Thus, by Corollary 7.5, the coefficient \( [z_\tau] D(z) \) counts the number of edge sets \( A = \{e_1, e_2\} \) such that \( \lambda(T, \omega, A) = \tau \). Let \( A = \{e_1, e_2\} \) be any set of two distinct edges. The edges \( e_1 \) and \( e_2 \) can be either independent or share a common vertex:

(a) If \( e_1 \) and \( e_2 \) are independent, then they must be pendant edges incident to different centers; let \( a_1 \) and \( a_2 \) be the weights of the leaves incident with \( e_1 \) and \( e_2 \) respectively. Then \( \lambda(T, \omega, A) = \{u_0 + a_1, u_0 + a_2\} \cup W \setminus \{u_0, u_0, a_1, a_2\} \). It follows that a set of independent edges \( e_1 \) and \( e_2 \) contributes to the coefficient \( [z_\tau] D(z) \) if and only if \( \{a_1, a_2\} = \{w_{j_1}, w_{j_2}\} \).

(b) If \( e_1 \) and \( e_2 \) share a common vertex, then they contribute to the coefficient \( [z_\tau] D(z) \) if and only if \( \lambda(T, \omega, A) = \tau \). Let \( a_1 \) and \( a_2 \) be the weights of the non-common vertices of \( e_1 \) and \( e_2 \). It is easy to check that
\[
\lambda(T, \omega, A) = \{u_0 + a_1 + a_2\} \cup W \setminus \{u_0, a_1, a_2\}.
\]
It follows that if \( w_{j_2} \leq w_{j_1} \) then \( \lambda(T, \omega, A) = \tau \) if and only if \( \{a_1, a_2\} = \{u_0, w_{j_2}\} \) and \( w_{j_1} = u_0 + w_{j_2} \). This proves the claim.

Note that setting \( j_1 = j_2 = j \), for \( j \in \{1, \ldots, k\} \), the value of \( K_{j,j} \) is zero and Equation (21) implies that
\[
\Delta_j = \mu_j^2 - 4\beta(u_0, w_j, w_j) = \mu_j^2 - 4[z_{W(w_j,w_j)}] D(z).
\]
That is, we can deduce the value of \( \Delta_j \) for every \( j \in \{1, \ldots, k\} \) from \( D(z) \). Now we check whether \( \Delta_j = 0 \) for all \( j \in \{1, \ldots, k\} \). If it is the case, then the proof follows from the same arguments as the proof of Theorem 7.5. Thus for the remainder of the proof we assume there exists \( j_1 \in \{1, \ldots, k\} \) such that \( \Delta_{j_1} \neq 0 \) and choose a solution \((L_{0,j_1}, L_{1,j_1})\) for the leaf numbers of weight \( w_{j_1} \). Note that by the proof of Theorem 7.5 we know that for every \( j_2 \in \{1, \ldots, k\} \setminus \{j_1\} \), the system
\[
L_{0,j_2} + L_{1,j_2} = \mu_{j_2} \quad \text{and} \quad L_{0,j_2} L_{1,j_1} + L_{0,j_1} L_{0,j_2} = \beta(u_0, w_{j_1}, w_{j_2})
\]
has a unique solution \((L_{0,j_2}, L_{1,j_2})\) since \( L_{0,j_1} \neq L_{1,j_1} \). But from Equation (21) we know how to recover \( \beta(u_0, w_{j_2}, w_{j_2}) \) for every \( j_2 \) such that \( w_{j_2} \notin \{w_{j_1} + u_0, w_{j_1} - u_0\} \). Thus if there is
by available in \[2\]. The term of degree one and the unique term of largest degree that is not divisible by \(z_1\) in \(D(z)\) are

\[
\begin{align*}
&z_{28} + z_{2}^3z_{3}^2z_{4}z_{5}z_{6}.
\end{align*}
\]
From this information, following Proposition 7.8 we deduce that the total weight $N$ is 28, that the multiset of vertex weights is $\{2, 2, 3, 3, 4, 5, 6\}$ that the order $n$ of $T$ is 8 and thus $T$ has 7 edges.

$$D_2(z) = z_1^6 z_8 z_{13} + z_1^5 z_8 z_{15} + z_1^6 z_4 z_{17} + 2 z_1^6 z_2 z_{19} + z_1^5 z_9 z_{13} - 3 z_1^5 z_8 z_{14}$$

$$- 6 z_1^5 z_6 z_{16} - 6 z_1^5 z_5 z_{17} - 6 z_1^5 z_4 z_{18} - 12 z_1^5 z_3 z_{19} - 6 z_1^5 z_2 z_{20} + 3 z_1^4 z_{10} z_{13} + 9 z_1^4 z_9 z_{14}$$

$$+ 3 z_1^4 z_8 z_{15} + 15 z_1^4 z_6 z_{17} + 15 z_1^4 z_5 z_{18} + 15 z_1^4 z_4 z_{19} + 30 z_1^4 z_3 z_{20} + 15 z_1^4 z_2 z_{21} - 3 z_1^3 z_{11} z_{13}$$

$$- 9 z_1^3 z_{10} z_{14} - 9 z_1^3 z_9 z_{15} - z_1^3 z_8 z_{16} - 20 z_1^3 z_6 z_{18} - 20 z_1^3 z_5 z_{19} - 20 z_1^3 z_4 z_{20} - 40 z_1^3 z_3 z_{21}$$

$$- 20 z_1^3 z_2 z_{22} + 3 z_1^2 z_{11} z_{14} + 9 z_1^2 z_{10} z_{15} + 3 z_1^2 z_9 z_{16} + 15 z_1^2 z_8 z_{17} + 15 z_1^2 z_6 z_{18} + 15 z_1^2 z_5 z_{19} + 15 z_1^2 z_4 z_{20} + 15 z_1^2 z_3 z_{21}$$

$$+ 30 z_1^2 z_3 z_{22} + 15 z_1^2 z_2 z_{23} - 3 z_1 z_{11} z_{15} - 3 z_1 z_{10} z_{16} - 6 z_1 z_6 z_{20} - 6 z_1 z_5 z_{21} - 6 z_1 z_4 z_{22}$$

$$- 12 z_1 z_3 z_{23} - 6 z_1 z_2 z_{24} + z_{11} z_{16} + z_6 z_{21} + z_5 z_{22} + z_4 z_{23} + 2 z_3 z_{24} + z_2 z_{25}. $$

Following the proof of Lemma 7.9 we recover the multiset of leaf-weights $\{2, 3, 3, 4, 5, 6\}$. Thus, $w_1 = 2, w_2 = 3, w_3 = 4, w_4 = 5, w_5 = 6, w_6 = 5, w_7 = 3$ and another center of weight $2$ and attached leaves of weights $2, 3$ and $4$.

Since both centers have equal weight, we need to compute the $\Delta_i$'s. From Lemma 7.4 (b), it is easy to see that $\Delta_i = 1$ if $w_i = 1$ because in this case $\beta(w_i) = 0$. It follows that $\Delta_1 = \Delta_3 = \Delta_4 = \Delta_5 = 1$. On the other hand, $\Delta_2 = 4 - \beta(2, 3, 3) = 4 - 4[2 z_2 z_4 z_3^2 z_6^2]D(z) = 0$ by Equation (21) in the proof of the Theorem.

We also have $\beta_2 = 1$ and $\gamma = \mu_1 = 1$. We also choose $j_1 = 5$, so $w_{j_1} = 6$ and we fix $L_{0, 5} = 1$ and $L_{1, 5} = 0$. To compute $L_{0, 2}$ and $L_{1, 2}$ we notice that $2 \notin \{8, 4\}$ then $\beta(2, 6, 2) = [z_2 W(2, 6)]D(z) = [z_2^2 z_4 z_5 z_8]D(z) = 1$. From Equation (22) we deduce $L_{0, 2} = 0$ and $L_{1, 2} = 1$. In the same way we can compute $L_{0, 5} = 1$ and $L_{1, 5} = 0$.

The case of $L_{0, 4}$ and $L_{1, 4}$ is different because $w_4 = 4 = w_{j_1} - u_0 = 6 - 2$. In this case $j_2 = 3$ and $j_3 = 1$. From Equation (23) of the proof we get that:

$$\beta(2, 6, 4) = [z_2 W(6, 4)]D(z) - (\gamma + \mu_3 + \mu_1 \mu_3 - [z_2 W(2, 4)]D(z))$$

$$= 3 - (1 + 2 + 2 - 1) = 1$$

which implies $L_{0, 4} = 0$ and $L_{1, 4} = 1$.

Hence, we can reconstruct the 2-star which have a center of weight 2 with attached leaves of weight 6, 5 and 3; and another center of weight 2 and attached leaves of weights 2, 3 and 4.

From Theorems 7.11 and 7.13 and the discussion at the beginning of this section we immediately deduce the following result on Stanley’s tree isomorphism question. Recall that a tree is proper if every internal vertex is adjacent to at least one leaf.

**Corollary 7.14.** Proper trees of diameter less or equal than 5 can be reconstructed from their chromatic symmetric functions.
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