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We compute the almost-sure Hausdorff dimension of the double points of chordal SLE$_\kappa$ for $\kappa > 4$, confirming a prediction of Duplantier–Saleur (1989) for the contours of the FK model. We also compute the dimension of the cut points of chordal SLE$_\kappa$ for $\kappa > 4$ as well as analogous dimensions for the radial and whole-plane SLE$_\kappa(\rho)$ processes for $\kappa > 0$. We derive these facts as consequences of a more general result in which we compute the dimension of the intersection of two flow lines of the formal vector field $e^{ih/\chi}$, where $h$ is a Gaussian free field and $\chi > 0$, of different angles with each other and with the domain boundary.

1. Introduction.

1.1. Overview. The Schramm-Loewner evolution SLE$_\kappa$ ($\kappa > 0$) is the canonical model for a conformally invariant probability measure on non-crossing, continuous paths in a proper simply connected domain $D$ in $\mathbb{C}$. SLE$_\kappa$ was introduced by Oded Schramm [Sch00] as the candidate for the scaling limit of loop-erased random walk and for the interfaces in critical percolation. Since its introduction, SLE has been proved to describe the limiting interfaces in many different models from statistical mechanics [LSW04] [Smi05] [CN07] [SS09] [Mil10] [Smi10] [CS09] [CDCH+13] [HK11]. The purpose of this article is to study self-intersections of SLE paths as well as the intersection of multiple SLE paths when coupled together using the Gaussian free field (GFF). Our main results are Theorems 1.1–1.6 which give the dimension of the self-intersection and cut points of chordal, radial, and whole-plane SLE$_\kappa$ and SLE$_\kappa(\rho)$ processes as well as the dimension of the intersection of such paths with the domain boundary. Theorems 1.1–1.4 are actually derived from Theorem 1.5 which gives the dimension of the intersection of two SLE$_\kappa(\rho)$ processes coupled together as flow lines of a GFF [She] [Dub09b] [MS10] [SS10] [HBB10] [IK10] [She10] [MS12a] [MS12b] [MS12c] [MS13] with different angles.
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1.2. Main Results. Throughout, unless explicitly stated otherwise we shall assume that $\kappa' > 4$ and $\kappa = 16/\kappa' \in (0, 4)$. The first result that we state is the double point dimension for chordal SLE$_{\kappa'}$.

**Theorem 1.1.** Let $\eta$ be a chordal SLE$_{\kappa'}$ process for $\kappa' > 4$ and let $\mathcal{D}$ be the set of double points of $\eta$. Almost surely,

$$\dim_H(\mathcal{D}) = \begin{cases} 2 - \frac{(12 - \kappa')(4 + \kappa')}{8\kappa'} & \text{for } \kappa' \in (4, 8) \\ 1 + \frac{2}{\kappa'} & \text{for } \kappa' \geq 8. \end{cases}$$

In particular, when $\kappa' = 6$, $\dim_H(\mathcal{D}) = \frac{3}{4}$.

Recall that chordal SLE$_{\kappa'}$ is self-intersecting for $\kappa' > 4$ and space-filling for $\kappa' \geq 8$ [RS05]. The dimension in (1.1) for $\kappa' \in (4, 8)$ was first predicted by Duplantier–Saleur [DS89] in the context of the contours of the FK model. The almost sure Hausdorff dimension of SLE$_{\kappa}$ is $1 + \frac{\kappa}{8}$ for $\kappa \in (0, 8)$ and 2 for $\kappa \geq 8$ [Bef08] and, by SLE duality, the outer boundary of an SLE$_{\kappa'}$ process for $\kappa' > 4$ stopped at a positive and finite time is described by a certain SLE$_{\kappa}$ process [Zha08, Zha10, Dub09a, MS12a, MS12c, MS13]. Thus (1.1) for $\kappa' \geq 8$ states that the double point dimension is equal to the dimension of the outer boundary of the path. We note that chordal SLE$_{\kappa'}$ does not have triple points for $\kappa' \in (4, 8)$ and the set of triple points is countable for $\kappa' \geq 8$; see Remark 5.3.

Our second main result is the dimension of the cut-set of chordal SLE$_{\kappa'}$:

**Theorem 1.2.** Let $\eta$ be a chordal SLE$_{\kappa'}$ process for $\kappa' > 4$ and let

$$\mathcal{K} = \{ \eta(t) : t \in (0, \infty), \eta(0, t) \cap \eta(t, \infty) = \emptyset \}$$

be the cut-set of $\eta$. Then, for $\kappa' \in (4, 8)$, almost surely

$$\dim_H(\mathcal{K}) = 3 - \frac{3\kappa'}{8}.$$  

In particular, when $\kappa' = 6$, $\dim_H(\mathcal{K}) = \frac{3}{4}$. For $\kappa' \geq 8$, almost surely $\mathcal{K} = \emptyset$.

The dimension (1.2) was conjectured in [Dup04] by Duplantier. Note that we recover the cut-set dimension for Brownian motion and SLE$_6$ established in the works of Lawler and Lawler-Schramm-Werner [Law96, LSW01a LSW01b LSW02]. The dimension of the cut times (with respect to the capacity parameterization for SLE), i.e. the set $\{ t \in (0, \infty) : \eta(0, t) \cap \eta(t, \infty) = \emptyset \}$ is $2 - \frac{\kappa'}{4}$ for $\kappa' \in (4, 8)$ and was computed by Beffara in [Bef04, Theorem 5].
Our next result gives the dimension of the self-intersection points of the radial and whole-plane SLE\(_{\kappa}(\rho)\) processes for \(\kappa \in (0, 4)\). Unlike chordal SLE\(_{\kappa}\) and SLE\(_{\kappa}(\rho)\) processes, such processes can intersect themselves depending on the value of \(\rho > -2\). The maximum number of times that such a process can hit any given point for \(\kappa > 0\) is given by [MS13, Proposition 3.31]:

\[
\left\lceil J_{\kappa, \rho} \right\rceil \quad \text{where} \quad J_{\kappa, \rho} = \frac{\kappa}{2(2 + \rho)}.
\]

In particular, \(J_{\kappa, \rho} \uparrow +\infty\) as \(\rho \downarrow -2\) and \(J_{\kappa, \rho} \downarrow 1\) as \(\rho \uparrow \frac{\kappa}{2} - 2\). Recall that \(-2\) is the lower threshold for an SLE\(_{\kappa}(\rho)\) process to be defined. For radial or whole-plane SLE\(_{\kappa}(\rho)\), the interval of \(\rho\) values in which such a process is self-intersecting is given by \((-2, \frac{\kappa}{2} - 2)\) (see, e.g., [MS13, Section 2.1]). (For chordal SLE\(_{\kappa}(\rho)\), this is the interval of \(\rho\) values in which such a process is boundary intersecting.) For \(\rho \geq \frac{\kappa}{2} - 2\), such processes are almost surely simple.

**Theorem 1.3.** Suppose that \(\eta\) is a radial SLE\(_{\kappa}(\rho)\) process in \(D\) for \(\kappa \in (0, 4)\) and \(\rho \in (-2, \frac{\kappa}{2} - 2)\). Assume that \(\eta\) starts from 1 and has a single boundary force point of weight \(\rho\) located at 1\(^-\) (immediately to the left of 1 on \(\partial D\)). For each \(j \in \mathbb{N}\), let \(I_j\) denote the set of points in (the interior of) \(D\) that \(\eta\) hits exactly \(j\) times. For each \(2 \leq j \leq \left\lceil J_{\kappa, \rho} \right\rceil\), where \(J_{\kappa, \rho}\) is given by \((1.3)\), we have that

\[
\dim_H(I_j) = \frac{1}{8\kappa} \left(4 + \kappa + 2\rho - 2j(2 + \rho)\right) \left(4 + \kappa - 2\rho + 2j(2 + \rho)\right)
\]

almost surely. For \(j > \left\lceil J_{\kappa, \rho} \right\rceil\), almost surely \(I_j = \emptyset\). These results similarly hold if \(\eta\) is a whole-plane SLE\(_{\kappa}(\rho)\) process.

Let \(B_j\) be the set of points in \(\partial D\) that \(\eta\) hits exactly \(j\) times. For each \(1 \leq j \leq \left\lceil J_{\kappa, \rho} \right\rceil - 1\), we have that

\[
\dim_H(B_j) = \frac{1}{2\kappa} \left(\kappa - 2j(2 + \rho)\right) \left(2 + j(2 + \rho)\right)
\]

almost surely on \(\{B_j \neq \emptyset\}\).

For each \(j > \left\lceil J_{\kappa, \rho} \right\rceil - 1\), almost surely \(B_j = \emptyset\).

Note that \(J_{\kappa, \rho} + 1\) is the value of \(j\) that makes the right side of \((1.4)\) equal to zero. Similarly, \(J_{\kappa, \rho}\) is the value of \(j\) that makes the right side of \((1.5)\) equal to zero. Inserting \(j = 1\) into \((1.4)\) we recover the dimension formula for the
range of an SLE\(_\kappa\) process [Bef08] (though we do not give an alternative proof of this result).

We next state the corresponding result for whole-plane and radial SLE\(_{\kappa'}(\rho)\) processes with \(\kappa' > 4\). Such a process has two types of self-intersection points. Those which arise when the path wraps around its target point and intersects itself in either its left or right boundary (which are defined by lifting the path to the universal cover of the domain minus the target point of the path) and those which occur between the left and right boundaries. It is explained in [MS13, Section 4.2] that these two self-intersection sets are almost surely disjoint and the dimension of the latter is almost surely given by the corresponding dimension for chordal SLE\(_{\kappa'}\) (Theorem 1.1). In fact, the set which consists of the multiple intersection points of the path where the path hits itself without wrapping around its target point and are also contained in its left and right boundaries is almost surely countable. The following gives the dimension of the former:

**Theorem 1.4.** Suppose that \(\eta'\) is a radial SLE\(_{\kappa'}(\rho)\) process in \(D\) for \(\kappa' > 4\) and \(\rho \in \left(\kappa' - 4, \kappa' - 2\right)\). Assume that \(\eta'\) starts from 1 and has a single boundary force point of weight \(\rho\) located at 1\(^{-}\) (immediately to the left of 1 on \(\partial D\)). For each \(j \in \mathbb{N}\), let \(I'_j\) denote the set of points that \(\eta'\) hits exactly \(j\) times and which are also contained in its left and right boundaries. For each \(2 \leq j \leq \lceil J_{\kappa',\rho} \rceil\) where \(J_{\kappa',\rho}\) is given by (1.3), we have that

\[
\dim_H(I'_j) = \frac{1}{8\kappa'} \left(4 + \kappa' + 2\rho - 2j(2 + \rho)\right) \left(4 + \kappa' - 2\rho + 2j(2 + \rho)\right)
\]

almost surely. For \(j > \lceil J_{\kappa',\rho} \rceil\), almost surely \(I'_j = \emptyset\). These results similarly hold if \(\eta'\) is a whole-plane SLE\(_{\kappa'}(\rho)\) process.

Similarly, let \(L'_j\) (resp. \(R'_j\)) be the set of points on \(\partial D\) which \(\eta'\) hits exactly \(j\) times while traveling in the clockwise (resp. counterclockwise) direction. Then

\[
\dim_H(L'_j) = \frac{1}{2\kappa'} \left(\kappa' - 2j(2 + \rho)\right) \left(2 + j(2 + \rho)\right)
\]

almost surely on \(\{L'_j \neq \emptyset\}\).

and

\[
\dim_H(R'_j) = \frac{1}{2\kappa'} \left(\kappa' + 2\rho - 2j(2 + \rho)\right) \left(2 - \rho + j(2 + \rho)\right)
\]

almost surely on \(\{R'_j \neq \emptyset\}\).
The reason that we restrict to the case that $\rho > \frac{\kappa'}{2} - 4$ is that for $\rho \leq \frac{\kappa'}{2} - 4$ such processes almost surely fill their own outer boundary. That is, for any time $t$, the outer boundary of the range of the path drawn up to time $t$ is almost surely contained in $\eta'(\{t, \infty\})$ and processes of this type fall outside of the framework described in [MS13].

The proofs of Theorem 1.1 and Theorem 1.2 are based on using various forms of SLE duality which arises in the interpretation of the SLE$_\kappa$ and SLE$_\kappa(\rho)$ processes for $\kappa \in (0, 4)$ as flow lines of the vector field $e^{ih/\chi}$ where $h$ is a GFF and $\chi = \frac{2}{\sqrt{\kappa}} - \frac{\sqrt{\kappa}}{2}$ [Dub09a, Dub09b, MS12a, MS12c, MS13]. We will refer to these paths simply as “GFF flow lines.” (An overview of this theory is provided in Section 2.2) The duality statement which is relevant for the cut-set (see Figure 2.5) is that the left (resp. right) boundary of an SLE$_\kappa'$ process is given by an SLE$_\kappa$ flow line of a GFF with angle $\frac{\pi}{2}$ (resp. $-\frac{\pi}{2}$). Thus the cut set dimension is given by the dimension of the intersection of two flow lines with an angle gap of

$$\theta_{\text{cut}} = \pi.$$  \hfill (1.9)

Another form of duality which describes the boundary of an SLE$_\kappa'$ process before and after hitting a given boundary point and also arises in the GFF framework allows us to relate the double point dimension to the dimension of the intersection of GFF flow lines with an angle gap of [MS12c]

$$\theta_{\text{double}} = \pi \left( \frac{\kappa - 2}{2 - \frac{\kappa}{2}} \right).$$  \hfill (1.10)

We will explain this in more detail in Section 5. The set of points which a whole-plane or radial SLE$_\kappa(\rho)$ process for $\kappa \in (0, 4)$ and $\rho \in (-2, \frac{\kappa}{2} - 2)$ hits $j$ times (in the interior of the domain) is locally absolutely continuous with respect to the intersection of two flow lines with an angle gap of

$$\theta_j = 2\pi (j - 1) \left( \frac{2 + \rho}{4 - \kappa} \right) \quad \text{for} \quad 2 \leq j \leq \lceil J_{\kappa, \rho} \rceil;$$  \hfill (1.11)

see [MS13, Proposition 3.32]. The angle gap which gives the dimension of the self-intersection set contained in the interior of the domain for $\kappa' > 4$ and $\rho \in \left( \frac{\kappa'}{2} - 4, \frac{\kappa'}{2} - 2 \right)$ is given by

$$\theta'_j = \pi \left( \frac{2j(2 + \rho) - 2\rho - \kappa'}{\kappa' - 4} \right) \quad \text{for} \quad 2 \leq j \leq \lceil J_{\kappa', \rho} \rceil;$$  \hfill (1.12)

see [MS13, Proposition 4.10]. Thus Theorems 1.1–1.4 follow from (with the exception of (1.5), (1.7), (1.8)):
Theorem 1.5. Suppose that $h$ is a GFF on $\mathbb{H}$ with piecewise constant boundary data. Fix $\kappa \in (0, 4)$, angles

$$\theta_1 < \theta_2 < \theta_1 + \left(\frac{\kappa \pi}{4 - \kappa}\right),$$

and let

$$\rho = \frac{1}{\pi} (\theta_2 - \theta_1) \left(2 - \frac{\kappa}{2}\right) - 2.$$

For $i = 1, 2$, let $\eta_{\theta_i}$ be the flow line of $h$ starting from 0. We have that

$$\dim_{\mathcal{H}}(\eta_{\theta_1} \cap \eta_{\theta_2} \cap \mathbb{H}) = 2 - \frac{1}{2\kappa} \left(\rho + \frac{\kappa}{2} + 2\right) \left(\rho - \frac{\kappa}{2} + 6\right)$$

almost surely on the event $\{\eta_{\theta_1} \cap \eta_{\theta_2} \cap \mathbb{H} \neq \emptyset\}$.

Theorem 1.5 gives the dimension of the intersection of two flow lines in the bulk. The following result gives the dimension of the intersection of one path with the boundary.

Theorem 1.6. Fix $\kappa > 0$ and $\rho \in ((-2) \lor (\frac{\kappa}{2} - 4), \frac{\kappa}{2} - 2)$. Let $\eta$ be an SLE$_{\kappa}(\rho)$ process with a single force point located at $0^+$. Almost surely,

$$(1.13) \quad \dim_{\mathcal{H}}(\eta \cap \mathbb{R}_+) = 1 - \frac{1}{\kappa} \left(\rho + 2\right) \left(\rho + 4 - \frac{\kappa}{2}\right).$$

(Recall that $\frac{\kappa}{2} - 4$ is the threshold at which such processes become boundary filling and $-2$ is the threshold for these processes to be defined.) In the case that $\rho = \frac{\theta}{\pi} (2 - \frac{\kappa}{2}) - 2$ for $\theta > 0$ and $\kappa \in (0, 4)$, we say that $\eta$ intersects $\partial \mathbb{H}$ with an angle gap of $\theta$. This comes from the interpretation of such an SLE$_{\kappa}(\rho)$ process as a GFF flow line explained in Section 2.2. See, in particular, Figure 2.4. By [MS13, Proposition 3.33], applying Theorem 1.6 with an angle gap of $\theta_{i+1}$ where $\theta_i$ is as in (1.11) gives (1.5) of Theorem 1.3. Similarly, by [MS13, Proposition 4.11], applying Theorem 1.6 with an angle gap of

$$(1.14) \quad \phi_{j,L} = \pi \left(\frac{4 - \kappa' + 2j(2 + \rho)}{\kappa' - 4}\right)$$

gives (1.7) and with an angle gap of

$$(1.15) \quad \phi_{j,R} = \pi \left(\frac{4 - \kappa' - 2\rho + 2j(2 + \rho)}{\kappa' - 4}\right)$$
gives (1.8). Theorem 1.6 is proved first by computing the boundary intersection dimension for \( \kappa \in (0, 4) \) and then using SLE duality to extend to the case that \( \kappa' > 4 \). We remark that an alternative proof to the lower bound of Theorem 1.6 for \( \kappa \in (8/3, 4) \) is given in [WW13] using the relationship between the SLE\(_\kappa(\rho)\) processes for these \( \kappa \) values and the Brownian loop soups. We obtain as a corollary (when \( \rho = 0 \)) the following which was first proved in [AS08].

**Corollary 1.7.** Fix \( \kappa' \in (4, 8) \) and let \( \eta \) be an SLE\(_{\kappa'}\) process in \( \mathbb{H} \) from 0 to \( \infty \). Then, almost surely

\[
\dim_H(\eta \cap \mathbb{R}) = 2 - \frac{8}{\kappa'}.
\]

One of the main inputs in the proof of Theorem 1.5 and Theorem 1.6 is the following theorem, which gives the exponent for the probability that an SLE\(_\kappa(\rho)\) process gets very close to a given boundary point.

**Theorem 1.8.** Fix \( \kappa > 0, \rho_{1,R} > -2, \rho_{2,R} \in \mathbb{R} \) such that \( \rho_{1,R} + \rho_{2,R} > \frac{\kappa}{2} - 4 \). Let \( \eta \) be an SLE\(_\kappa(\rho_{1,R}, \rho_{2,R})\) process with force points \( (0^+, 1) \). Let

(1.16) \[ \alpha = \frac{1}{\kappa} (\rho_{1,R} + 2) \left( \rho_{1,R} + \rho_{2,R} + 4 - \frac{\kappa}{2} \right). \]

For each \( \epsilon > 0 \), we let \( \tau_\epsilon = \inf\{t \geq 0 : \eta(t) \in \partial B(1, \epsilon)\} \). We have that

(1.17) \[ P[\tau_\epsilon < \infty] = e^{\alpha + o(1)} \quad \text{as} \quad \epsilon \to 0. \]

By taking \( \rho = \rho_{1,R} \in ((-2) \lor (\frac{\kappa}{2} - 4), \frac{\kappa}{2} - 2) \) and \( \rho_{2,R} = 0 \), Theorem 1.8 gives the exponent for the probability that an SLE\(_\kappa(\rho)\) process gets close to a fixed point on the boundary. Theorem 1.8 is proved (in somewhat more generality) in Section 3.1.

**Outline.** The remainder of this article is structured as follows. In Section 2, we will review the definition and important properties of the SLE\(_\kappa\) and SLE\(_\kappa(\rho)\) processes. We will also describe the coupling between SLE and the Gaussian free field. Next, in Section 3, we will compute the Hausdorff dimension of SLE\(_\kappa(\rho)\) intersected with the boundary. We will extend this to compute the dimension of the intersection of two GFF flow lines in Section 4. Finally, in Section 5, we will complete the proof of Theorem 1.1.
2. Preliminaries. We will give an overview of the SLE_κ and SLE_κ(ρ) processes in Section 2.1. Next, in Section 2.2, we will give an overview of the SLE/GFF coupling and then use the coupling to establish several useful lemmas regarding the behavior of the SLE_κ and SLE_κ(ρ) processes. In Section 2.3, we will compute the Radon-Nikodym derivative associated with a change of domains and perturbation of force points for an SLE_κ(ρ) process. Finally, in Section 2.4, we will record some useful estimates for conformal processes. Throughout, we will make use of the following notation. Suppose that f, g are functions. We will write f ≥ g if there exists a constant C ≥ 1 such that C^{-1} f(x) ≤ g(x) ≤ Cf(x) for all x. We will write f ≲ g if there exists a constant C > 0 such that f(x) ≤ Cg(x) and f ≳ g if g ≲ f.

2.1. SLE_κ and SLE_κ(ρ) processes. We will now give a very brief introduction to SLE. More detailed introductions can be found in many excellent surveys of the subject, e.g., [Wer04b, Law05]. Chordal SLE_κ in H from 0 to ∞ is defined by the random family of conformal maps (g_t) obtained by solving the Loewner ODE

\[ \partial_t g_t(z) = \frac{2}{g_t(z) - W_t}, \quad g_0(z) = z \]

with W = √κB and B a standard Brownian motion. Write K_t := \{ z \in H : \tau(z) \leq t \} where \tau(z) is the swallowing time of z defined by sup\{t ≥ 0 : \min_{z \in [0,t]} |g_t(z) - W_s| > 0 \}. Then g_t is the unique conformal map from H_t := H \setminus K_t to H satisfying lim_{|z| \to \infty} |g_t(z) - z| = 0.

Rohde and Schramm showed that there almost surely exists a curve \eta (the so-called SLE trace) such that for each t ≥ 0 the domain H_t of g_t is the unbounded connected component of H \setminus \eta([0,t]), in which case the (necessarily simply connected and closed) set K_t is called the “filling” of \eta([0,t]) [RS05]. An SLE_κ connecting boundary points x and y of an arbitrary simply connected Jordan domain can be constructed as the image of an SLE_κ on H under a conformal transformation \varphi: H \to D sending 0 to x and \infty to y. (The choice of \varphi does not affect the law of this image path, since the law of SLE_κ on H is scale invariant.) For \kappa \in [0,4], SLE_κ is simple and, for \kappa > 4, SLE_κ is self-intersecting [RS05]. The dimension of the path is 1 + \frac{\kappa}{8} for \kappa \in [0,8] and 2 for \kappa > 8 [Bef08].

An SLE_κ(\rho_L; \rho_R) process is a generalization of SLE_κ in which one keeps track of additional marked points which are called force points. These processes were first introduced in [LSW03, Section 8.3]. Fix x_t = (x_{t,L} < \cdots < x_{1,L} \leq 0) and x_R = (0 \leq x_{1,R} < \cdots < x_{r,R}). We associate with each x_{i,q} for q ∈ \{L, R\} a weight \rho_{i,q} ∈ R. An SLE_κ(\rho_L; \rho_R) process with force points
$(\mathcal{X}_L; \mathcal{X}_R)$ is the measure on continuously growing compact hulls $K_t$ generated by the Loewner chain with $W_t$ replaced by the solution to the system of SDEs:

$$
\begin{align*}
    dW_t &= \sum_{i=1}^{\ell} \frac{\rho_{i,L}}{W_t - V_{i,t}^{L}} dt + \sum_{i=1}^{r} \frac{\rho_{i,R}}{W_t - V_{i,t}^{R}} dt + \sqrt{\kappa} dB_t, \\
    dV_{i,t}^{q} &= \frac{2}{V_{i,t}^{q} - W_t} dt, \quad V_{0,t}^{q} = x_{i,q}, \quad i \in \mathbb{N}, \quad q \in \{L, R\}.
\end{align*}
$$

(2.2)

It is explained in [MS12a, Section 2] that for all $\kappa > 0$, there is a unique solution to (2.2) up until the continuation threshold is hit — the first time $t$ for which either

$$
\sum_{i: V_{i,t}^{L} = W_t} \rho_{i,L} \leq -2 \quad \text{or} \quad \sum_{i: V_{i,t}^{R} = W_t} \rho_{i,R} \leq -2.
$$

The almost sure continuity of the SLE$_{\kappa}(\rho)$ processes is proved in [MS12a, Theorem 1.3]. Let

$$
\bar{\rho}_{j,q} = \sum_{i=0}^{j} \rho_{i,q} \quad \text{for} \quad q \in \{L, R\} \quad \text{and} \quad j \in \mathbb{N}
$$

with the convention that $\rho_{0,L} = \rho_{0,R} = 0$, $x_{0,L} = 0^-$, $x_{t+1,L} = -\infty$, $x_{0,R} = 0^+$, and $x_{t+1,R} = +\infty$. The value of $\bar{\rho}_{k,R}$ determines how the process interacts with the interval $(x_{k,R}, x_{k+1,R})$ (and likewise when $R$ is replaced with $L$). In particular:

**Lemma 2.1.** Suppose that $\eta$ is an SLE$_{\kappa}(\rho_{L}, \rho_{R})$ process in $\mathcal{H}$ from 0 to $\infty$ with force points located at $(\mathcal{X}_L; \mathcal{X}_R)$.

(i) If $\bar{\rho}_{k,R} \geq \frac{\kappa}{2} - 2$, then $\eta$ almost surely does not hit $(x_{k,R}, x_{k+1,R})$.

(ii) If $\kappa \in (0, 4)$ and $\bar{\rho}_{k,R} \in (\frac{\kappa}{2} - 4, -2]$, then $\eta$ can hit $(x_{k,R}, x_{k+1,R})$ but cannot be continued afterwards.

(iii) If $\kappa > 4$ and $\bar{\rho}_{k,R} \in (-2, \frac{\kappa}{2} - 4]$, then $\eta$ can hit $(x_{k,R}, x_{k+1,R})$ and be continued afterwards. Moreover, $\eta \cap (x_{k,R}, x_{k+1,R})$ is almost surely an interval.

(iv) If $\bar{\rho}_{k,R} \in ((-2) \lor (\frac{\kappa}{2} - 4), \frac{\kappa}{2} - 2)$ then $\eta$ can hit and bounce off of $(x_{k,R}, x_{k+1,R})$. Moreover, $\eta \cap (x_{k,R}, x_{k+1,R})$ has empty interior.

**Proof.** See [MS12a, Remark 5.3 and Theorem 1.3] as well as [Dub09a, Lemma 15].
In this article, it will also be important for us to consider radial \SLE\(\kappa\) and \SLE\(\kappa(\rho)\) processes. These are typically defined using the radial Loewner equation. On the unit disk \(D\), this is described by the ODE

\[
(2.4) \quad \partial_t g_t(z) = -g_t(z) \frac{\partial_t g_t(z)}{g_t(z)} - W_t, \quad g_0(z) = z
\]

where \(W_t\) is a continuous function which takes values in \(\partial D\). For \(w \in \partial D\), radial \SLE\(\kappa\) starting from \(w\) is the growth process associated with (2.4) where \(W_t = w\sqrt{\kappa B_t}\) and \(B\) is a standard Brownian motion. For \(w, v \in \partial D\), radial \SLE\(\kappa(\rho)\) with starting configuration \((w, v)\) is the growth process associated with the solution of (2.4) where the driving function solves the SDE

\[
(2.5) \quad dW_t = -\frac{\kappa}{2} W_t \, dt + i \sqrt{\kappa} W_t \, dB_t - \frac{\rho}{2} W_t \frac{W_t + V_t}{W_t - V_t} \, dt, \quad W_0 = w
\]

with \(V_t = g_t(v)\), the force point. The continuity of the radial \SLE\(\kappa(\rho)\) processes for \(\rho > -2\) can be extracted from the continuity of chordal \SLE\(\kappa(\rho)\) processes given in [MS12a, Theorem 1.3]; this is explained in [MS13, Section 2.1]. The value of \(\rho\) for a radial \SLE\(\kappa(\rho)\) process has the same interpretation as in the setting of chordal \SLE\(\kappa(\rho)\) explained in Lemma 2.1. That is, the processes are boundary filling for \(\rho \in (-2, \frac{\kappa}{2} - 4)\) (for \(\kappa > 4\)), boundary hitting but not filling for \(\rho \in ((-2) \setminus (\frac{\kappa}{2} - 4), \frac{\kappa}{2} - 2)\), and boundary avoiding for \(\rho \geq \frac{\kappa}{2} - 2\). In particular, by the conformal Markov property for radial \SLE\(\kappa(\rho)\), such processes are self-intersecting for \(\rho \in (-2, \frac{\kappa}{2} - 2)\) and fill their own outer boundary for \(\rho \in (-2, \frac{\kappa}{2} - 4)\) (\(\kappa > 4\)). The latter means that, for any time \(\tau\), the outer boundary of the range of \(\eta\) up to time \(\tau\) is almost surely contained in \(\eta([\tau, \infty))\).

**Martingales.** From the form of (2.2) and the Girsanov theorem, it follows that the law of an \SLE\(\kappa(\rho)\) process can be constructed by reweighting the law of an ordinary \SLE\(\kappa\) process by a certain local martingale. It is shown in [SW05, Theorem 6 and Remark 7] that this local martingale can be expressed in the following more convenient form. Suppose \(x_{1,L} < 0 < x_{1,R}\) and define

\[
(2.6) \quad M_t = \prod_{i,q} \left| s'(x_{i,q}) \right|^{\frac{(4 - \kappa + \rho)}{4 \sqrt{2}} - \frac{\rho}{4}} \times \prod_{i,q} \left| W_t - V_t^{i,q} \right|^{\frac{\rho}{4 \sqrt{2}}}
\]

\[
\times \prod_{(i,q) \neq (i',q')} \left| V_t^{i,q} - V_t^{i',q'} \right|^{\frac{\rho}{4 \sqrt{2}}}
\]
Then $M_t$ is a local martingale and the law of a standard SLE$_{\kappa}$ process weighted by $M$ (up to time $\tau$, as above) is equal to that of an SLE$_{\kappa}(\rho_1; \rho_R)$ process with force points $(x_L; x_R)$. We remark that there is an analogous martingale in the setting of radial SLE$_κ(\rho)$ processes [SW05, Equation 9], a special case of which we will describe and make use of in Section 4.

One application of this that will be important for us is as follows. Suppose that $\eta$ is an SLE$_κ(\rho_L; \rho_R)$ process with only two force points $x_L < 0 < x_R$. If we weight the law of $\eta$ by the local martingale

$$M_t^L = |W_t - V_t^L|^{\frac{k-4-2\rho}{k}} \times |V_t^L - V_t^R|^{\frac{k-4-2\rho}{k}}$$

then the law of the resulting process is that of an SLE$_κ(\hat{\rho}_L; \rho_R)$ process where $\hat{\rho}_L = \kappa - 4 - \rho_L$. If $\rho_L < \frac{\kappa}{2} - 2$ so that $\hat{\rho}_L > \frac{\kappa}{2} - 2$, Lemma 2.1 implies that the reweighted process almost surely does not hit $(-\infty, x_L)$.

2.2. SLE and the GFF. We are now going to give a brief overview of the coupling between SLE and the GFF. We refer the reader to [MS12a, Sections 1 and 2] as well as [MS12b, Section 2] for a more detailed overview. Throughout, we fix $\kappa \in (0, 4)$ and $\kappa' = 16/\kappa > 4$.

Suppose that $D \subseteq \mathbb{C}$ is a given domain. The Sobolev space $H_0^1(D)$ is the Hilbert space closure of $C_0^\infty(D)$ with respect to the Dirichlet inner product

$$(f, g) = \frac{1}{2\pi} \int \nabla f(x) \cdot \nabla g(x) dx.$$  

The zero-boundary Gaussian free field (GFF) $h$ on $D$ is given by

$$h = \sum_n \alpha_n f_n$$

where $(\alpha_n)$ is a sequence of i.i.d. $N(0,1)$ random variables and $(f_n)$ is an orthonormal basis for $H_0^1(D)$. The sum (2.9) does not converge in $H_0^1(D)$ (or any space of functions) but rather in an appropriate space of distributions. The GFF $h$ with boundary data $f$ is given by taking the sum of the zero-boundary GFF on $D$ and the function $F$ in $D$ which is harmonic and is equal to $f$ on $\partial D$. See [She07] for a detailed introduction.

Let

$$\chi = \frac{2}{\sqrt{\kappa}} - \frac{\sqrt{\kappa}}{2}, \quad \lambda = \frac{\pi}{\sqrt{\kappa}}, \quad \text{and} \quad \lambda' = \frac{\pi}{\sqrt{\kappa'}} = \frac{\pi}{4} \sqrt{\kappa} = \lambda - \frac{\pi}{2} \chi.$$  

Suppose that $\eta$ is an SLE$_κ(\rho_L; \rho_R)$ process in $\mathbb{H}$ from 0 to $\infty$ with force points $(x_L; x_R)$, let $(g_t)$ be the associated Loewner flow, $W$ its driving function, and
Fig 2.1: Suppose that \( h \) is a GFF on \( H \) whose boundary data is as indicated above. Then the flow line \( \eta \) of \( h \) starting from 0 is an SLE\( \kappa \left( \rho_2, L, \rho_1, L; \rho_1, R, \rho_2, R \right) \) process \( \left( \kappa \in (0, 4) \right) \) from 0 to \( \infty \) with force points located at \( x_{2, L} < x_{1, L} < 0 < x_{1, R} < x_{2, R} \). The conditional law of \( h \) given \( \eta \) (or \( \eta \) up to a stopping time) is that of a GFF off of \( \eta \) with the boundary data as illustrated on \( \eta \); the notation \( x + \chi \cdot \) winding and is explained in detail in [MS12a, Figures 1.9 and 1.10]. The boundary data for the coupling of SLE\( \kappa \left( \rho \right) \) with many force points arises as the obvious generalization of the above.

\[
\begin{align*}
\lambda(1+ \rho_1, R) - \lambda(1+ \rho_1, L) - \lambda(1+ \rho_2, R) - \lambda(1+ \rho_2, L) - \lambda(1+ \rho_2, R - \lambda(1+ \rho_2, L) - \lambda(1+ \rho_2, R - \lambda(1+ \rho_2, L)
\end{align*}
\]

Fig 2.2: Suppose that \( h \) is a GFF on \( H \) whose boundary data is as indicated above. Then the counterflow line \( \eta' \) of \( h \) starting from 0 is an SLE\( \kappa' \left( \rho'_2, L, \rho'_1, L; \rho'_1, R, \rho'_2, R \right) \) process \( \left( \kappa' > 4 \right) \) from 0 to \( \infty \) with force points located at \( x_{2, L} < x_{1, L} < 0 < x_{1, R} < x_{2, R} \). The conditional law of \( h \) given \( \eta' \) (or \( \eta' \) up to a stopping time) is that of a GFF off of \( \eta' \) with the indicated boundary data; the notation \( x + \chi \cdot \) winding and is explained in detail in [MS12a, Figures 1.9 and 1.10]. The boundary data for the coupling of SLE\( \kappa' \left( \rho' \right) \) with many force points arises as the obvious generalization of the above.

\[
\begin{align*}
\lambda(1+ \rho'_1, L) - \lambda(1+ \rho'_1, L) - \lambda(1+ \rho'_2, L) - \lambda(1+ \rho'_2, R) - \lambda(1+ \rho'_2, L)
\end{align*}
\]

\[ f_t = g_t - W_t. \] Let \( h \) be a GFF on \( H \) with zero boundary values. It is shown in [She, Dub09b, MS10, SS10, HBB10, IK10, She10] that there exists a coupling \( (\eta, h) \) such that the following is true. Suppose \( \tau \) is any stopping time for \( \eta \). Let \( \phi^0_t \) be the function which is harmonic in \( H \) with boundary values (recall (2.3))

\[
\begin{align*}
-\lambda(1+ \rho_{j,L}) & \quad \text{if } x \in [f_t(x_{j+1,L}), f_t(x_j,L)) \\
\lambda(1+ \rho_{j,R}) & \quad \text{if } x \in (f_t(x_j,R), f_t(x_{j+1,R})].
\end{align*}
\]
Fig 2.3: Suppose that $h$ is a GFF on $H$ with piecewise constant boundary data and $x_1, x_2 \in \partial H$ with $x_2 \leq x_1$. Fix angles $\theta_1, \theta_2$ and, for $i = 1, 2$, let $\eta^x_i$ be the flow line of $h$ with angle $\theta_i$ starting from $x_i$. If $\theta_2 > \theta_1$, then $\eta^{x_2}_i$ almost surely stays to the left of (but may bounce off of) $\eta^{x_1}_i$. If $\theta_1 = \theta_2 = \theta$, then $\eta^{x_1}_i$ merges with $\eta^{x_2}_i$ upon intersecting after which the paths never separate.

Fig 2.4: Assume that we have the same setup as in Figure 2.3 and that $\tau_2$ is a stopping time for $\eta^{x_2}_i$. Then we can compute the conditional law of $\eta^{x_1}_i$ given $\eta^{x_2}_i|_{[0, \tau_2]}$. Let $\varphi$ be a conformal map which takes the unbounded connected component of $H \setminus \eta^{x_2}_i([0, \tau_2])$ to $H$ and let $h_2 = h \circ \varphi^{-1} - \chi \arg(\varphi^{-1})'$. Then $\varphi(\eta^{x_1}_i)$ is the flow line of $h_2$ starting from $\varphi(x_1)$ with angle $\theta_1$ and we can read off its conditional law from the boundary data of $h_2$ as in Figure 2.1

Let

$$\phi_t(z) = \phi^0_t(f_t(z)) - \chi \arg f'_t(z).$$

Then the conditional law of $(h + \phi_0)|_{H \setminus K_t}$ given $K_t$ is equal to the law of $h \circ f_t + \phi_t$. In this coupling, $\eta$ is almost surely determined by $h$. [SS10]
Fig 2.5: Let $h$ be a GFF on $[-1,1]^2$ with the illustrated boundary data. Then the counterflow line $\eta'$ of $h$ from $i$ to $-i$ is an SLE$_{\kappa'}(\rho'_L; \rho'_R)$ process ($\kappa' > 4$) with force points located at $(i)^-, (i)^+$ (immediately to the left and right of $i$). The left (resp. right) boundary $\eta_L$ (resp. $\eta_R$) of $\eta'$ is given by the flow line of $h$ with angle $\frac{\pi}{2}$ (resp. $-\frac{\pi}{2}$) starting from $-i$ and targeted at $i$; these paths can be drawn if $\rho'_L, \rho'_R \geq \frac{\kappa'}{2} - 4$. Explicitly, $\eta_L$ (resp. $\eta_R$) is an SLE$_{\kappa}(\kappa - 4 + \frac{\kappa}{4} \rho'_L; \frac{\kappa}{2} - 2 + \frac{\kappa}{8} \rho'_R)$ (resp. SLE$_{\kappa}(\frac{\kappa}{2} - 2 + \frac{\kappa}{8} \rho'_L; \kappa - 4 + \frac{\kappa}{8} \rho'_R)$) process in $[-1,1]^2$ from $-i$ to $i$ with force points located at $(-i)^-, (-i)^+$ ($\kappa = 16/\kappa' \in (0,4)$). The cut-set of $\eta'$ is given by $\eta_L \cap \eta_R$ and $\eta' \cap \partial([-1,1]^2) = (\eta_L \cup \eta_R) \cap \partial([-1,1]^2)$. The same holds if $[-1,1]^2$ is replaced by a proper, simply-connected domain and the boundary data of the GFF is transformed according to (2.11). Finally, if $\rho'_L, \rho'_R \geq \frac{\kappa'}{2} - 4$, then conditional law of $\eta'$ given $\eta_L$ and $\eta_R$ is independently that of an SLE$_{\kappa'}(\frac{\kappa'}{2} - 4; \frac{\kappa'}{2} - 4)$ in each of the bubbles of $[-1,1]^2 \setminus (\eta_L \cup \eta_R)$ which lie to the right of $\eta_L$ and to the left of $\eta_R$.

[09, MS12a]. For $\kappa \in (0,4)$, $\eta$ has the interpretation as being the flow line of the (formal) vector field $e^{i(h + \phi_0)/\chi}$ starting from $0$; we will refer to $\eta$ simply as a flow line of $h + \phi_0$. See Figure 2.1 for an illustration of the boundary data. The notation $\chi$ is used to indicate that the boundary data for the field is given by $x + \chi \cdot$ winding where “winding” refers to the winding of the path or domain boundary. For curves or domain boundaries which are not smooth, it is not possible to make sense of the winding along the curve or domain boundary. However, the harmonic extension of the winding does make sense. This notation as well as this point are explained in detail in [MS12a, Figures 1.9 and 1.10]. When $\kappa = 4$, $\eta$ has the interpretation of being the level line of $h + \phi_0$ [SS10]. Finally, when $\kappa' > 4$, $\eta'$ has the interpretation of being a “tree of flow lines” which travel in the opposite direction of $\eta'$ [MS12a, MS13]. For this reason, $\eta'$ is referred to as
a counterflow line of \( h + \phi_0 \) in this case.

If \( h \) were a smooth function, \( \eta \) a flow line of the vector field \( e^{ih}/x \), and \( \varphi \) a conformal map, then \( \varphi(\eta) \) is a flow line of \( e^{ih}/x \) where

\[
\tilde{h} = h \circ \varphi^{-1} - \chi \arg(\varphi^{-1})';
\]

see [MS12a, Figure 1.6]. The same is true when \( h \) is a GFF and this formula determines the boundary data for coupling the GFF with an \( \text{SLE}_\kappa(\rho_L; \rho_R) \) process on a domain other than \( H \). See also [MS12a, Figure 1.9]. \text{SLE}_\kappa \) flow lines and \( \text{SLE}_{\kappa'} \), \( \kappa' = 16/\kappa \in (4,\infty) \), counterflow lines can be coupled with the same GFF. In order for both paths to transform in the correct way under the application of a conformal map, one thinks of the flow lines as being coupled with \( h \) as described above and the counterflow lines as being coupled with \(-h\). This is because \( \chi(\kappa') = -\chi(\kappa) \); see the discussion after the statement of [MS12a, Theorem 1.1]. This is why the signs of the boundary data in Figure 2.2 are reversed in comparison to that in Figure 2.1.

The theory of how the flow lines, level lines, and counterflow lines of the GFF interact with each other and the domain boundary is developed in [MS12a, MS13]. See, in particular, [MS12a, Theorem 1.5]. The important facts for this article are as follows. Suppose that \( h \) is a GFF on \( H \) with piecewise constant boundary data. For each \( \theta \in \mathbb{R} \) and \( x \in \partial H \), let \( \eta^x_\theta \) be the flow line of \( h \) starting at \( x \) with angle \( \theta \) (i.e., the flow line of \( h + \theta \chi \) starting at \( x \)). If \( \theta_1 < \theta_2 \) and \( x_1 \geq x_2 \) then \( \eta^x_\theta_1 \) almost surely stays to the right of \( \eta^x_\theta_2 \). If \( \theta_1 = \theta_2 \), then \( \eta^x_\theta_1 \) may intersect \( \eta^x_\theta_2 \) and, upon intersecting, the two flow lines merge and never separate thereafter. See Figure 2.3. Finally, if \( \theta_2 + \pi > \theta_1 > \theta_2 \) then \( \eta^x_\theta_1 \) may intersect \( \eta^x_\theta_2 \) and, upon intersecting, crosses and possibly subsequently bounces off of \( \eta^x_\theta_2 \) but never crosses back. It is possible to compute the conditional law of one flow line given the realization of several others; see Figure 2.4. For simplicity, we use \( \eta_\theta \) to indicate \( \eta^x_\theta \) when \( x = 0 \). If \( \eta' \) is a counterflow line coupled with the GFF, then its outer boundary is described in terms of a pair of flow lines starting from the terminal point of \( \eta' \) [Dub09a, Dub09b, MS12a, MS13]; see Figure 2.5.

We are now going to use the SLE/GFF coupling to collect several useful lemmas regarding the behavior of \( \text{SLE}_\kappa(\rho) \) processes.

**Lemma 2.2.** Fix \( \kappa > 0 \). Suppose that \( (x_{n,L}) \) (resp. \( (x_{n,R}) \)) is a sequence of negative (resp. positive) real numbers converging to \( x_L \leq 0^- \) (resp. \( x_R \geq 0^+ \)) as \( n \to \infty \). For each \( n \), suppose that \( (W^n, V^{n,L}, V^{n,R}) \) is the driving triple for an \( \text{SLE}_\kappa(\rho_L; \rho_R) \) process in \( H \) with force points located at \( (x_{n,L} \leq 0 \leq x_{n,R}) \). Then \((W^n, V^{n,L}, V^{n,R})\) converges weakly in law with respect to the local uniform topology to the driving triple \((W, V^L, V^R)\) of an \( \text{SLE}_\kappa(\rho_L; \rho_R) \) process with force...
points located at \((x_L \leq 0 \leq x_R)\) as \(n \to \infty\). The same likewise holds in the setting of multi-force-point \(\text{SLE}_\kappa(\rho)\) processes.

**Proof.** See [MS12a, Section 2].

---

**Lemma 2.3.** Fix \(\kappa > 0\). Suppose that \(\eta\) is an \(\text{SLE}_\kappa(\rho_L; \rho_R)\) process in \(H\) from 0 to \(\infty\) with \(x_{1,L} = 0^-\) and \(x_{1,R} = 0^+\) with \(\rho_{1,L}; \rho_{1,R} > -2\) and fix any deterministic curve \(\gamma: [0, T] \to H\). For each \(\epsilon > 0\), let \(A(\epsilon)\) be the \(\epsilon\) neighborhood of \(\gamma(T)\). We show in Lemma 2.3 that with positive probability, \(\eta\) gets within distance \(\epsilon\) of \(\gamma(T)\) before leaving \(A(\epsilon)\).

**Proof.** See Figure 2.6 for an illustration. We will use the terminology “flow line,” but the proof holds for \(\kappa > 0\). By running \(\eta\) for a very small amount of time and using that \(\mathbb{P}[W_t = V_t^{1,L}] = \mathbb{P}[W_t = V_t^{1,R}] = 0\) for all \(t > 0\) before the continuation threshold is reached [MS12a, Section 2] and then conformally mapping back, we may assume without loss of generality that \(\rho_{1,L} = \rho_{1,R} = 0\). Let \(U\) be a Jordan domain which contains \(\gamma([0, T])\) and is contained in \(A(\epsilon)\). Assume, moreover, that \(\partial U \cap [x_{2,L}, x_{2,R}]\) is an interval, say \([y_L, y_R]\), which contains 0. Suppose \(\kappa \in (0, 4)\) and let \(h\) be a GFF on \(H\) whose boundary data has been chosen so that its flow line \(\eta\) from 0 is an
SLE\(_k(\rho_L; \rho_R)\) process as in the statement of the lemma. Pick a point \(x_0 \in \partial U\) with \(|\gamma(T) - x_0| \leq \epsilon\). Let \(\tilde{h}\) be a GFF on \(U\) whose boundary conditions are chosen so that its flow line \(\tilde{\eta}\) starting from 0 is an SLE\(_k\) process from 0 to \(x_0\). Let \(\tilde{\sigma}_1 = \inf\{t \geq 0 : |\tilde{\eta}(t) - \gamma(T)| \leq \epsilon\}\). Since \(\tilde{\eta}(\tilde{\sigma}_1)\) almost surely does not hit \(\partial U\), it follows that \(\tilde{X} = \text{dist}(\tilde{\eta}(\tilde{\sigma}_1), \partial U \setminus [y_L, y_R]) > 0\) almost surely. For each \(\delta > 0\), let \(U_\delta = \{x \in U : \text{dist}(x, \partial U \setminus [y_L, y_R]) > \delta\}\). Then the laws of \(h|_{U_\delta}\) and \(\tilde{h}|_{U_\delta}\) are mutually absolutely continuous [MS12a, Proposition 3.2]. Thus the result follows since we can pick \(\delta > 0\) sufficiently small so that \(P[\tilde{X} > \delta] > 0\). This proves the result for \(\kappa \in (0, 4)\). For \(\kappa' > 4\), one chooses the boundary data for \(\tilde{h}\) so that the counterflow line is an SLE\(_{\kappa'}(\frac{\kappa'}{2} - 2; \frac{\kappa'}{2} - 2)\) process (recall Lemma 2.1).

**Lemma 2.4.** Fix \(\kappa > 0\). Suppose that \(\eta\) is an SLE\(_k(\rho_L; \rho_R)\) process in \(H\) from 0 to \(\infty\) with force points located at \((x_L, 0) \leq (x_R)\) and with \(\rho_R > -2\). Let \(\gamma : [0, 1] \to H\) be the unit segment connecting 0 to \(i\). Fix \(\epsilon > 0\) and define stopping times \(\sigma_1, \sigma_2\) as in Lemma 2.3. For each \(x_L^\epsilon < 0\) there exists \(p_0 = p_0(x_L^\epsilon, \epsilon) > 0\) such that for every \(x_L \in (-\infty, x_L^\epsilon]\) and \(x_R \geq 0\), we have that

\[(2.12)\]

\[P[\sigma_1 < \sigma_2] \geq p_0.\]

If \(\rho_L > -2\), then there exists \(p_0 = p_0(\epsilon)\) such that (2.12) holds for \(x_L^\epsilon = 0\).

**Proof.** We know that this event has positive probability for each fixed choice of \(x_L, x_R\) as above by Lemma 2.3. Therefore the result follows from Lemma 2.2 and the results of [Law05, Section 4.7].

**Lemma 2.5.** Fix \(\kappa > 0\). Suppose that \(\eta\) is an SLE\(_k(\rho_L; \rho_R)\) process in \(H\) from 0 to \(\infty\) with force points located at \((x_L; x_R)\) with \(x_{1.L} = 0^-\) and \(x_{1.R} = 0^+\) (possibly by taking \(\rho_{1.q} = 0\) for \(q \in \{L, R\}\)). Assume that \(\rho_{1.L}, \rho_{1.R} > -2\). Fix \(k \in \mathbb{N}\) such that \(\rho = \sum_{j=1}^k \rho_j, \rho_j \in (\frac{\kappa}{2} - 4, \frac{\kappa}{2} - 2)\) and \(\epsilon > 0\). There exists \(p_1 > 0\) depending only on \(\kappa, \max_i \rho_{i.q}, \rho, \epsilon\) such that if \(|x_{2.q}| \geq \epsilon\) for \(q \in \{L, R\}\), \(x_{k+1,R} - x_{k,R} \geq \epsilon, \) and \(x_{k,R} \leq \epsilon^{-1}\) then the following is true. Suppose that \(\gamma\) is a simple curve starting from 0, terminating in \([x_{k,R}, x_{k+1,R}]\), and otherwise does not hit \(\partial H\). Let \(A(\epsilon)\) be the \(\epsilon\) neighborhood of \(\gamma([0, T])\) and let

\[\sigma_1 = \inf\{t \geq 0 : \eta(t) \in (x_{k,R}, x_{k+1,R})\} \quad \text{and} \quad \sigma_2 = \inf\{t \geq 0 : \eta(t) \notin A(\epsilon)\}.\]

Then \(P[\sigma_1 < \sigma_2] \geq p_1\).

**Proof.** See Figure 2.7 for an illustration. We will use the terminology “flow line,” but the proof holds for \(\kappa > 0\). Arguing as in the proof of
Fig 2.7: Suppose that \( \eta \) is an SLE\(_k(\rho_L; \rho_R) \) process in \( \mathbf{H} \) from 0 to \( \infty \) with \( x_{1,L} = 0^- \) and \( x_{1,R} = 0^+ \) with \( \rho_{1,L}, \rho_{1,R} > -2 \) and fix any deterministic curve \( \gamma: [0, T] \to \mathbf{H} \) which connects 0 to \([x_{k,R}, x_{k+1,R}]\) where \( k \) is such that \( \sum_{j=1}^{k} \rho_{j,R} \in (\frac{3}{2} - 4, \frac{3}{2} - 2) \). For each \( \epsilon > 0 \), let \( A(\epsilon) \) be the \( \epsilon \) neighborhood of \( \gamma \). We show in Lemma 2.5 that with positive probability, \( \eta \) hits \([x_{k,R}, x_{k+1,R}]\) before leaving \( A(\epsilon) \).

Lemma 2.3 we may assume without loss of generality that \( \rho_{1,L} = \rho_{1,R} = 0 \). Let \( U \) be a Jordan domain which contains \( \gamma \) and is contained in \( A(\epsilon) \). Assume, moreover, that \( \partial \cup [x_{2,L}, x_{2,R}] \) is an interval which contains 0 and \( \partial \cup [x_{L,R}, x_{k+1,R}] \) is also an interval, say \([y_L, y_R]\). Suppose \( \kappa \in (0, 4) \). Let \( h \) be a GFF on \( \mathbf{H} \) whose boundary data has been chosen so that its flow line \( \eta \) from 0 is an SLE\(_k(\rho_L'; \rho_R') \) process as in the statement of the lemma. Let \( \tilde{h} \) be a GFF on \( U \) whose boundary conditions are chosen so that its flow line \( \tilde{\eta} \) starting from 0 and targeted at \( y_R \) is an SLE\(_k(\rho) \) process with a single force point located at \( y_L \) with \( \rho \) as in the statement of the lemma. Let \( \sigma_1 \) be the first time that \( \tilde{\eta} \) hits \([y_L, y_R]\). Since \( \tilde{\eta}|_{[0, \sigma_1]} \) almost surely does not hit \( \partial U \setminus [y_L, y_R] \), it follows that

\[
\text{dist}(\tilde{\eta}|_{[0, \sigma_1]}, \partial U \setminus ([x_{2,L}, x_{2,R}] \cup [y_L, y_R])) > 0
\]

almost surely. Since \( \tilde{\eta} \) almost surely hits \([y_L, y_R]\), the assertion follows using the same absolute continuity argument for GFFs as in the proof of Lemma 2.3. As in the proof of Lemma 2.3, one proves the result for \( \kappa' > 4 \) by taking the boundary conditions for \( h \) on \( U \) so that the counterflow line starting from 0 is an SLE\(_{k'}(\frac{k'}{2} - 2, \frac{k'}{2} - 2, \rho - (\frac{k'}{2} - 2)) \) process. \( \square \)

**Lemma 2.6.** Fix \( \kappa > 0 \). Suppose that \( \eta \) is an SLE\(_k(\rho_L; \rho_R) \) process in \( \mathbf{H} \) from 0 to \( \infty \) with force points located at \((x_L \leq 0 \leq x_R)\) with \( \rho_L \in (\frac{3}{2} - 4, \frac{3}{2} - 2) \) and \( \rho_R > -2 \). For each \( x_{0,L}^{1} \in (-1, 0) \) there exists \( \rho_2 = \rho_2(x_0^{1,L}) \in (0, 1) \) such that the following is true. Fix \( x_L \in [x_0^{1,L}, 0] \) and define stopping times

\[
\sigma_1 = \inf\{t \geq 0 : |\eta(t)| = 1\} \quad \text{and} \quad \tau_0^L = \inf\{t \geq 0 : \eta(t) \in (-\infty, x_L]\}.
\]
Then we have that
\[ P[\sigma_1 \leq \tau_{0}^L] \leq p_2. \]

**Proof.** See Figure 2.8. Lemma 2.5 implies that this event has probability strictly smaller than 1 for each fixed choice of \( x_L, x_R \) as above. Therefore the result follows from Lemma 2.2.

![Figure 2.8](image-url)

Fig 2.8: Suppose that \( \eta \) is an SLE\(_{\kappa}(\rho_L; \rho_R) \) process in \( H \) starting from 0 to \( \infty \) with force points located at \( x_L \leq 0 \leq x_R \) with \( \rho_L \in (\frac{\kappa}{2} - 4, \frac{\kappa}{2} - 2) \) and \( \rho_R > -2 \). We show in Lemma 2.6 that for each choice of \( x_L \) there exists \( p_2 = p_2(x_L^0) \in [0, 1) \) such that the probability that \( \eta \) hits \( \partial B(0, 1) \) before hitting \((-\infty, x_L] \) is at most \( p_2 \) uniformly in \( x_L \in [x_L^0, 0] \).

### 2.3. Radon-Nikodym Derivative

Following [Dub09a, Lemma 13], we will now describe the Radon-Nikodym derivative between SLE\(_{\kappa}(\rho) \) processes arising from a change of domains and the locations and weights of the force points. Let \( c = (D, z_0, x_L, x_R, z_{\infty}) \) be a configuration consisting of a Jordan domain \( D \) in \( \mathbb{C} \) with \( \ell + r + 2 \) marked points on \( \partial D \). An SLE\(_{\kappa}(\rho_L; \rho_R) \) process \( \eta \) with configuration \( c \) is given by the image of an SLE\(_{\kappa}(\rho_L; \rho_R) \) process \( \tilde{\eta} \) in \( H \) under a conformal transformation \( \varphi \) taking \( H \) to \( D \) with \( \varphi(0) = z_0, \varphi(\infty) = z_{\infty} \), and which takes the force points of \( \tilde{\eta} \) to those of \( \eta \).

Suppose that \( c = (D, z_0, x_L, x_R, z_{\infty}) \) and \( \tilde{c} = (\tilde{D}, z_0, \tilde{x}_L, \tilde{x}_R, \tilde{z}_{\infty}) \) are two configurations such that \( \tilde{D} \) agrees with \( D \) in a neighborhood \( U \) of \( z_0 \). Let \( \mu_c^U \) denote the law of an SLE\(_{\kappa}(\rho_L; \rho_R) \) process in \( c \) stopped at the first time \( \tau \) that it exits \( U \) and define \( \mu_{\tilde{c}}^U \) analogously. Let

\[ \rho_{\infty} = \kappa - 6 - \sum_{i,q} \rho_{i,q}. \]
and

\[ Z(c) = \mathcal{H}_D(z_0, z_\infty)^{-\frac{\kappa_0}{2}} \times \prod_{i \in \mathcal{A}} \mathcal{H}_D(z_0, x_{i,q})^{-\frac{\kappa_{i,q}}{2}} \]

\times \prod_{(i,q) \neq (i',q')} \mathcal{H}_D(x_{i,q}, x_{i',q'})^{-\frac{\nu_{i,q,q'}^\ell}{4}} \times \prod_{i \in \mathcal{A}} \mathcal{H}_D(x_{i,q}, z_\infty)^{-\frac{\nu_{i,q,z_\infty}}{4}} \]  

(2.13)

where \( \mathcal{H}_D \) is the Poisson excursion kernel of the domain \( D \). We also let

\[ \xi = \frac{(6 - \kappa)(8 - 3\kappa)}{2\kappa}, \]

\[ c_\tau = (D \setminus K_\tau, \eta(\tau), x^L_{i,q}, x^R_{i,q}, z_\infty), \]

\[ m(D; K, K') = \mu^{\text{loop}}(\ell : \ell \subseteq D, \ell \cap K \neq \emptyset, \ell \cap K' \neq \emptyset), \]

where \( K_\tau \) is the compact hull associated with \( \eta([0, \tau]) \) and \( \mu^{\text{loop}} \) the Brownian loop measure on unrooted loops in \( \mathbb{C} \) (see [LW04] for more on the Brownian loop measure). Also, \( x^L_{i,q} = x_{i,q} \) if \( x_{i,q} \) is not swallowed by time \( \tau \), otherwise \( x^L_{i,L} \) (resp. \( x^L_{i,R} \)) is the leftmost (resp. rightmost) point of \( \partial K_\tau \cap \partial D \) in the clockwise (resp. counterclockwise) arc on \( \partial D \) from \( z_0 \) to \( z_\infty \).

The following result is proved in [Dub09a, Lemma 13] in the case that \( U \) is at a positive distance from the marked points of \( c, \bar{c} \) other than \( z_0 \). We are now going to use the SLE/GFF coupling described in the previous section to extend the result to the case that \( U \) is at a positive distance from the marked points of \( c, \bar{c} \) which are different.

**Lemma 2.7.** Assume that we have the setup described just above. Suppose that \( U \) is at a positive distance from the marked points of \( c, \bar{c} \) which differ. The probability measures \( \mu_{c,u}^U \) and \( \mu_{\bar{c},u}^U \) are mutually absolutely continuous and

\[ \frac{d\mu_{c,u}^U}{d\mu_{\bar{c},u}^U}(\eta) = \left( \frac{Z(\bar{c}_\tau)/Z(\bar{c})}{Z(c_\tau)/Z(c)} \right) \exp \left( -\xi m(D; K_\tau, D \setminus \bar{D}) + \xi m(D; K_\tau, \bar{D} \setminus D) \right) \]

(2.14)

**Proof.** We are first going to prove the result in the case that \( x_{1,L} \neq z_0 \neq x_{1,R} \). We know that we can couple \( \eta \sim \mu_{c,u}^U \) (resp. \( \bar{\eta} \sim \mu_{\bar{c},u}^U \)) with a GFF \( h \) (resp. \( \bar{h} \)) on \( D \) (resp. \( \bar{D} \)) so that \( \eta \) (resp. \( \bar{\eta} \)) is the flow line of \( h \) (resp. \( \bar{h} \)) starting from \( z_0 \). By our hypotheses, the boundary data of \( h \) and \( \bar{h} \) agree with each other in the boundary segments which are also contained in \( \partial U \). Consequently, the laws of \( h|_U \) and \( \bar{h}|_U \) are mutually absolutely continuous.
\[ \text{Proposition 3.2]. Since } \eta \text{ (resp. } \tilde{\eta}) \text{ is almost surely determined by } h \text{ (resp. } \tilde{h}) \text{ [MS12a, Theorem 1.2], it follows that } \mu^U_{\tilde{c}} \text{ and } \mu^U_{\tilde{c}} \text{ are mutually absolutely continuous. Thus, to complete the proof, we just need to identify } f(\eta) := (d\mu^U_{\tilde{c}} / d\mu^U_{\tilde{c}})(\eta). \text{ By [Dub09a, Lemma 13], we know that } f(\eta) \text{ is equal to the right side of (2.14)} \text{ for paths } \eta \text{ which intersect the boundary only in the counterclockwise segment of } \partial D \text{ from } x_{1,L} \text{ to } x_{1,R} \text{ (and this only happens for } \kappa > 4). \text{ Therefore, to complete the proof, we need to show that the same equality holds for paths } \eta \text{ which intersect the other parts of the domain boundary. Note that the right hand side of (2.14) is a continuous function of } \eta \text{ with respect to the uniform topology on paths. Therefore, to complete the proof, it suffices to show that the Radon-Nikodym derivative } f(\eta) \text{ is also continuous with respect to the same topology. Indeed, then the result follows since both functions are continuous and agree with each other on a dense set of paths. We are going to prove that this is the case using that } \eta, \tilde{\eta} \text{ are coupled with } h, \tilde{h}, \text{ respectively.}

Let } v^U_{\tilde{c}} \text{ (resp. } v^U_{\tilde{c}}) \text{ denote the joint law of } (\eta, h|_U) \text{ (resp. } (\tilde{\eta}, \tilde{h}|_U)). \text{ As explained above, } v^U_{\tilde{c}} \text{ and } v^U_{\tilde{c}} \text{ are mutually absolutely continuous. Moreover, the Radon-Nikodym derivative } d\nu^U_{\tilde{c}} / d\nu^U_{\tilde{c}} \text{ is a function of } h \text{ alone since } h, \tilde{h} \text{ almost surely determine } \eta, \tilde{\eta}, \text{ respectively. Let } v^U_{\tilde{c}}(\cdot | \cdot) \text{ (resp. } v^U_{\tilde{c}}(\cdot | \cdot)) \text{ denote the conditional law of } h|_U \text{ given } \eta \text{ (resp. } \tilde{h}|_U \text{ given } \tilde{\eta}). \text{ Note that}

\[ \eta \mapsto \frac{d \nu^U_{\tilde{c}}(\cdot | \eta)}{d \nu^U_{\tilde{c}}(\cdot | \eta)} \]

is continuous in } \eta \text{ with respect to the uniform topology on continuous paths. Let } v^U_{\tilde{c},h}(\cdot) \text{ (resp. } v^U_{\tilde{c},h}(\cdot)) \text{ denote the law of } h|_U \text{ (resp. } \tilde{h}|_U). \text{ Then we have that}

\[ \frac{d \nu^U_{\tilde{c},h}(\cdot)}{d \nu^U_{\tilde{c},h}(\cdot)} = \frac{d \nu^U_{\tilde{c}}(\cdot | \eta)}{d \nu^U_{\tilde{c}}(\cdot | \eta)} \times \frac{d \mu^U_{\tilde{c}}}{d \mu^U_{\tilde{c}}}(\eta) = \frac{d \nu^U_{\tilde{c}}(\cdot | \eta)}{d \nu^U_{\tilde{c}}(\cdot | \eta)} \times f(\eta). \]

Rearranging, we see that

\[ f(\eta) = \frac{d \nu^U_{\tilde{c},h}(\cdot)}{d \nu^U_{\tilde{c},h}(\cdot)} \times \frac{d \nu^U_{\tilde{c}}(\cdot | \eta)}{d \nu^U_{\tilde{c}}(\cdot | \eta)} \]

(the right side does not depend on the choice of \cdot since the left side does not depend on \cdot). This implies the desired result in the case that } x_{1,L} \neq z_0 \neq x_{1,R} \text{ since the latter factor on the right side is continuous in } \eta, \text{ as we remarked above. The result follows in the case that one or both of } x_{1,L}, x_{1,R} \text{ agrees with } z_0 \text{ since the laws converge as one or both of } x_{1,L}, x_{1,R} \text{ converge to } z_0 \text{ (Lemma 2.2).} \]
LEMMA 2.8. Assume that we have the same setup as in Lemma 2.7 with $D = H, \overline{D} \subseteq H, U \subseteq H$ bounded, and $z_0 = 0$. Fix $\zeta > 0$ and suppose that the distance between $U$ and $H \setminus \overline{D}$ is at least $\zeta$, the force points of $c, \overline{c}$ in $\overline{U}$ are identical, and the corresponding weights are also equal, and the force points which are outside of $U$ are at distance at least $\zeta$ from $U$. There exists a constant $C \geq 1$ depending on $U$, $\zeta, \kappa$, and the weights of the force points such that

$$\frac{1}{C} \leq \frac{d\mu_{\overline{U}}}{d\mu_{U}} \leq C.$$

PROOF. Note that $0 \leq m(H; K, H \setminus \overline{D}) \leq m(H; U, H \setminus U^\zeta)$ where $U^\zeta$ is the $\zeta$-neighborhood of $U$. Moreover, we have that $m(H; U, H \setminus U^\zeta)$ is bounded from above by a finite constant depending on $U$ and $\zeta$ since the mass according to $\mu^{\text{loop}}$ of the loops which are contained in $H$, intersect $U$, and have diameter at least $\zeta$ is finite [Law, Corollary 4.6]. Consequently, by Lemma 2.7, we only need to bound the quantity $\frac{\zeta(c, x) / \zeta(c, y)}{\zeta(c, x) / \zeta(c, y)}$.

Recall from (2.13) that the terms in $\frac{\zeta(c, x) / \zeta(c, y)}{\zeta(c, x) / \zeta(c, y)}$ are ratios of terms of the form $H_X(u, v)$ where $X$ is one of $H, \theta, D, \overline{D}$ and $u, v$ are two marked points on the boundary of $X$. We will complete the proof by considering several cases depending on the location of the marked points.

Case 1. At least one marked point is outside of $U^\zeta$. This is the case handled in the proof of [Dub09], Lemma 14].

Case 2. Both marked points $u, v$ are contained in $\overline{U}$ and $u \neq v$. It is enough to bound from above and below the ratios:

$$A = \frac{H_{\overline{D}}(x, y)}{H_H(x, y)} \quad \text{and} \quad B = \frac{H_{\overline{D}}(x^*, y^*)}{H_H(x^*, y^*)},$$

where $x, y \in \partial U \cap R$ are distinct and $x^*, y^* \in \partial H_r \cap U$ are distinct.

We can bound $A$ as follows. Let $\varphi: \overline{D} \to H$ be the unique conformal transformation with $\varphi(x) = x, \varphi(y) = y$, and $\varphi'(x) = 1$. Then $A = |\varphi'(y)|$ which, by [LSW03, Proposition 4.1], is equal to the mass of those Brownian excursions in $H$ connecting $x$ and $y$ which avoid $H \setminus \overline{D}$. We will write $q(H, x, y, H \setminus \overline{D})$ for this quantity. Since this is given by a probability, we have that $|\varphi'(y)| \leq 1$ and it follows that $|\varphi'(y)|$ is bounded from below by $q(H, x, y, U^\zeta) > 0$. This lower bound is a positive continuous function in $x, y \in \partial U \cap \partial H$ hence yields a uniform lower bound. Consequently, $A$ is bounded from both above and below.

Similarly, $B$ is equal to the mass $q(H \setminus K_r, x^*, y^*, H \setminus \overline{D})$ of those Brownian excursions in $H \setminus K_r$ which connect $x^*$ and $y^*$ and avoid $H \setminus \overline{D}$. As before,
this quantity is bounded from above by 1. We will now establish the lower bound. Let \( g \) be the conformal map from \( H \setminus K_r \) onto \( H \) which sends the triple \( (x^r, y^r, \infty) \) to \( (0, 1, \infty) \). Note that \( g \) can be extended to \( C \setminus (K_r \cup \bar{K}_r) \) by Schwarz reflection where \( \bar{K}_r = \{ z \in C : z \in K_r \} \). We will view \( g \) as such an extension. Then it is clear that

\[
q(H \setminus K_r, x^r, y^r, H \setminus \bar{D}) \geq q(H \setminus K_r, x^r, y^r, H \setminus U^K) = q(H, 0, 1, H \setminus g(U^K)).
\]

Note that \( q(H, 0, 1, H \setminus g(U^K)) \) is a continuous functional on compact hulls \( K \) inside \( \bar{U} \) equipped with the Hausdorff metric. Indeed, suppose that \( (K_n) \) is a sequence of compact hulls inside \( \bar{U} \) converging towards \( K \) in the Hausdorff metric and, for each \( n \), let \( g_n \) be the corresponding conformal map. Then \( g_n \) converges to \( g \) uniformly away from \( K \cup \bar{K} \). In particular, \( g_n(U^K) \) converges to \( g(U^K) \) in Hausdorff metric. Let \( \phi_n \) (resp. \( \phi \)) be the conformal map from \( H \setminus g_n(U^K) \) (resp. \( H \setminus g(U^K) \)) onto \( H \) which fixes 0, 1 and has derivative 1 at 1. Then \( \phi_n(0) \) converges to \( \phi'(0) \). Thus \( q(H, 0, 1, H \setminus g_n(U^K)) = \phi_n'(0) \) converges to \( q(H, 0, 1, H \setminus g(U^K)) = \phi'(0) \) which explains the continuity of \( q(H, 0, 1, H \setminus g(U^K)) \) in \( K \). Since the set of compact hulls inside \( \bar{U} \) endowed with Hausdorff metric is compact, there exists \( q_0 > 0 \) depending only on \( U \) and \( \zeta \) such that

\[
q(H \setminus K_r, x^r, y^r, H \setminus \bar{D}) \geq q(H, 0, 1, H \setminus g(U^K)) \geq q_0.
\]

**Case 3.** A single marked point \( u \) contained in \( \bar{U} \). The ratios which involve terms of the form \( \mathcal{H}_X(u, u) \) are interpreted using limits hence are uniformly bounded by the argument of Case 2.

\( \square \)

**2.4. Estimates for conformal maps.** For a proper simply connected domain \( D \) and \( w \in D \), let \( \text{CR}(w; D) \) denote the conformal radius of \( D \) with respect to \( w \), i.e., \( \text{CR}(w; D) \equiv f'(0) \) for \( f \) the unique conformal map \( D \to D \) with \( f(0) = w \) and \( f'(0) > 0 \). Let \( \text{rad}(w; D) \equiv \inf \{ r : B_r(w) \supseteq D \} \) denote the out-radius of \( D \) with respect to \( w \). By the Schwarz lemma and the Koebe one-quarter theorem,

\[
(2.15) \quad \text{dist}(w, \partial D) \leq \text{CR}(w; D) \leq [4 \text{dist}(w, \partial D)] \wedge \text{rad}(w; D).
\]

Further (see e.g. [Pom92 Theorem 1.3])

\[
(2.16) \quad \frac{|\zeta|}{(1 + |\zeta|)^2} \leq \frac{|f(\zeta) - w|}{\text{CR}(w; D)} \leq \frac{|\zeta|}{(1 - |\zeta|)^2}
\]
As a consequence,

\[ \frac{|\zeta|}{4} \leq \frac{|f(\zeta) - w|}{\text{CR}(w; D)} \leq 4|\zeta| \]

where the right-hand inequality above holds for $|\zeta| \leq 1/2$.

Finally, we state the Beurling estimate \cite[Theorem 3.76]{Law05} which we will frequently use in conjunction with the conformal invariance of Brownian motion.

**Theorem 2.9 (Beurling Estimate).** Suppose that $B$ is a Brownian motion in $\mathbb{C}$ and $\tau_D = \inf\{t \geq 0 : B(t) \in \partial D\}$. There exists a constant $c < \infty$ such that if $\gamma : [0, 1] \to \mathbb{C}$ is a curve with $\gamma(0) = 0$ and $|\gamma(1)| = 1$, $z \in D$, and $P_z$ is the law of $B$ when started at $z$, then

\[ P_z[B([0, \tau_D]) \cap \gamma([0, 1])] = \emptyset \leq c|z|^{1/2}. \]

3. The intersection of SLE$_\kappa(\rho)$ with the boundary.

3.1. The upper bound. The main result of this section is the following theorem, which in turn implies Theorem 1.8.

**Theorem 3.1.** Fix $\kappa > 0$, $\rho_{1,R} > -2$, and $\rho_{2,R} \in \mathbb{R}$ such that $\rho_{1,R} + \rho_{2,R} > \frac{\kappa}{2} - 4$. Fix $x_R \in [0^+, 1)$ and let $\eta$ be an SLE$_\kappa(\rho_{1,R}, \rho_{2,R})$ process with force points $(x_R, 1)$. Let

\[ \alpha = \frac{1}{\kappa} \left( \rho_{1,R} + 2 \right) \left( \rho_{1,R} + \rho_{2,R} + 4 - \frac{\kappa}{2} \right). \]  

For each $\epsilon > 0$, let $\tau_\epsilon = \inf\{t \geq 0 : \eta(t) \in \partial B(1, \epsilon)\}$ and, for each $r > 0$, let $\sigma_r = \inf\{t \geq 0 : \eta(t) \in \partial (rD)\}$. For each $\delta \in [0, 1)$ and $r \geq 2$ fixed, let

\[ E_{\epsilon,r} = \{ \tau_\epsilon < \sigma_r, \text{Im}(\eta(\tau_\epsilon)) \geq \delta \epsilon \}. \]

We have that

\[ P[E_{\epsilon,r}] = \epsilon^{\alpha + o(1)} \text{ as } \epsilon \to 0. \]

The $o(1)$ in the exponent of (3.3) tends to 0 as $\epsilon \to 0$ and depends only on $\kappa, \delta, x_R$, and the weights $\rho_{1,R}, \rho_{2,R}$. The $o(1)$, however, is uniform in $r \geq 2$. Taking $\rho_{1,R} > (-2) \lor (\frac{\kappa}{2} - 4)$ and $\rho_{2,R} = 0$, we have that

\[ \alpha = \frac{1}{\kappa} \left( \rho + 2 \right) \left( \rho + 4 - \frac{\kappa}{2} \right). \]
Thus Theorem 3.1 leads to the upper bound of Theorem 1.6. We begin with the following lemma which contains the same statement as Theorem 3.1 except is restricted to the case that \( \delta \in (0, 1) \) and, in particular, is not applicable for \( \delta = 0 \).

**Lemma 3.2.** Assume that we have the same setup and notation as in Theorem 3.1. Then for each \( \delta \in (0, 1) \) and \( r \geq 2 \) fixed, we have that

\[
P[E^\delta_r] \asymp e^a
\]

where the constants in \( \asymp \) depend only on \( \kappa, \delta, x_R \), and the weights \( \rho_{1,R}, \rho_{2,R} \).

**Proof.** For \( \eta, \) the \( \text{SLE}_\kappa(\rho_{1,R}, \rho_{2,R}) \) process with force points \((x_R, 1)\), let \((g_t)\) be the associated Loewner evolution and let \(V^R_t\) denote the evolution of \(x_R\). From (2.6) we know that

\[
M_t = \left( \frac{g_t(1) - V^R_t}{g_t(1)} \right)^{-a} \left( \frac{g_t(1) - W_t}{g_t(1) - V^R_t} \right)^{-\frac{\gamma}{2}(\rho_{1,R} + \rho_{2,R} + 4 - \kappa/2)}
\]

is a local martingale and the law of \( \eta \) reweighted by \( M \) is that of an \( \text{SLE}_\kappa(\rho_{1,R}, \bar{\rho}_{2,R}) \) process where \( \bar{\rho}_{2,R} = -2\rho_{1,R} - \rho_{2,R} - 8 + \kappa \). We write \( K = K_{\tau_c} \) and \( \overline{K} = \{ \overline{z} : z \in K \} \). Let \( G \) be the extension of \( g_{\tau_c} \) to \( \mathbb{C} \setminus (K \cup \overline{K}) \) which is obtained by Schwarz reflection. By (2.15), we have

\[
(3.5) \quad \dist(K \cup \overline{K}) = \dist(G(x), G(K \cup \overline{K})).
\]

Observe that \( G(K \cup \overline{K}) = [O^L_{\tau_c}, O^R_{\tau_c}] \) where \( O^L_{\tau_c} \) (resp. \( O^R_{\tau_c} \)) is the image of the leftmost (resp. rightmost) point of \( K_{\tau_c} \cap \mathbb{R} \) under \( g_{\tau_c} \). Note that (3.5) implies

\[
\epsilon g^L_{\tau_c}(1) \asymp g_{\tau_c}(1) - O^L_{\tau_c}.
\]

It is clear that \( g_{\tau_c}(1) - W_{\tau_c} \geq g_{\tau_c}(1) - O^R_{\tau_c} \geq g_{\tau_c}(1) - V^R_{\tau_c} \). On the event \( E^\delta_{\tau_c} \), we run a Brownian motion started from the midpoint of the line segment \([1, \eta(\tau_c)]\). Then this Brownian motion has uniformly positive (though \( \delta \)-dependent) probability to exit \( \mathbb{H} \setminus K \) through each of the left side of \( K \), the right side of \( K \), the interval \([x_R, 1]\), and the interval \((1, \infty)\). Consequently, by the conformal invariance of Brownian motion,

\[
\text{on } E^\delta_{\tau_c},
\]

\[
g_{\tau_c}(1) - W_{\tau_c} \asymp g_{\tau_c}(1) - O^L_{\tau_c} \asymp g_{\tau_c}(1) - V^R_{\tau_c}.
\]

These facts imply that \( M_{\tau_c} \asymp e^{-a} \) on \( E^\delta_{\tau_c} \) where the constants in \( \asymp \) depend only on \( \kappa, \delta, x_R \), and the weights \( \rho_{1,R}, \rho_{2,R} \). Thus

\[
P[E^\delta_{\tau_c}] \asymp e^a E[M_{\tau_c} 1_{E^\delta_{\tau_c}}] = e^a P^*[E^\delta_{\tau_c}]
\]
where $P^*$ is the law of $\eta$ weighted by the martingale $M$. As we remarked earlier, $P^*$ is the law of an SLE$_k(\rho_{1,R}, \rho_{2,R})$ with force points $(x_R, 1)$.

We now perform a coordinate change using the M"obius transformation $\varphi(z) = \varepsilon z/(1 - z)$. Then the law of the image of a path distributed according to $P^*$ under $\varphi$ is equal to that of an SLE$_k(2 + \rho_{1,R} + \rho_{2,R}; \rho_{1,R})$ process in $H$ from 0 to $\infty$ with force points $(-\varepsilon; \varepsilon x_R/(1 - x_R))$ (see Figure 3.1). Note that $2 + \rho_{1,R} + \rho_{2,R} \geq \frac{\kappa}{\varepsilon} - 2$ by the hypotheses of the lemma. Let $\eta^*$ be an SLE$_k(2 + \rho_{1,R} + \rho_{2,R}; \rho_{1,R})$ process in $H$ from 0 to $\infty$ with force points $(-\varepsilon; \varepsilon x_R/(1 - x_R))$. In particular, by Lemma 2.1 $\eta^*$ almost surely does not hit $(-\infty, -\varepsilon)$. Under the coordinate change, the event $E_{\varepsilon}^{\delta,r}$ becomes \{ $\sigma^*_1 < \xi^*_r$, $\Im(\eta^*(\sigma^*_1)) \geq \delta$ \} where $\sigma^*_1$ is the first time that $\eta^*$ hits $\partial B(-\varepsilon, 1)$, $\xi^*_r$ is the first time that $\eta^*$ hits $\partial B(-\varepsilon r^2/(r^2 - 1), \varepsilon r/(r^2 - 1))$. By Lemma 2.4 the probability of the event \{ $\sigma^*_1 < \xi^*_r$, $\Im(\eta^*(\sigma^*_1)) \geq \delta$ \} is bounded from below by a positive constant depending only on $\kappa$, $\delta$, $\rho_{1,R}$, and $\rho_{2,R}$. Thus $P^*[E_{\varepsilon}^{\delta,r}] \approx 1$ which implies $P[E_{\varepsilon}^{\delta,r}] \approx e^a$ and the constants in $\approx$ depend only on $\kappa$, $\delta$, $x_R$, and the weights $\rho_{1,R}$, $\rho_{2,R}$.

**Corollary 3.3.** Fix $\kappa > 0$, $\rho_L > -2$, $\rho_{1,R} > -2$ and $\rho_{2,R} \in \mathbb{R}$ such that $\rho_{1,R} + \rho_{2,R} > \frac{\kappa}{\varepsilon} - 4$. Fix $x_L \leq 0$, $x_R \in [0^+, 1)$ and let $\eta$ be an SLE$_k(\rho_L; \rho_{1,R}, \rho_{2,R})$ process with force points $(x_L, x_R, 1)$. Let $E_{\varepsilon}^{\delta,r}$ be the event as in Theorem 3.1 then for each $\delta \in (0, 1)$ and $r \geq 2$ fixed, we have that

$$P[E_{\varepsilon}^{\delta,r}] \approx e^a$$

where the constants in $\approx$ depend only on $\kappa$, $\delta$, $r$, $x_L$, $x_R$, and the weights $\rho_L$, $\rho_{1,R}$, $\rho_{2,R}$. 

---

Fig 3.1: The image of an SLE$_k(\rho_{1,R}, \rho_{2,R})$ process in $H$ from 0 to $\infty$ with force points $(x_R, 1)$ under $\varphi(z) = \varepsilon z/(1 - z)$ has the same law as an SLE$_k(\rho_L; \rho_{1,R})$ process in $H$ from 0 to $\infty$ with force points $(-\varepsilon; \varepsilon x_R/(1 - x_R))$ where $\rho_R = \rho_{1,R}$ and $\rho_L = \kappa - 6 - (\rho_{1,R} + \rho_{2,R})$. 

---
INTERSECTIONS OF SLE PATHS

PROOF. Let \((g_t)\) be the Loewner evolution associated with \(\eta\) and let \(V_t^L, V_t^R\) denote the evolution of \(x_L, x_R\), respectively, under \(g_t\). From (2.6) we know that

\[
M_t = \left( \frac{g_t(1) - V_t^R}{g_t'(1)} \right)^{-\alpha} \times \left( \frac{g_t(1) - V_t^R}{g_t'(1)} \right)^{-\frac{2}{\kappa}(\rho_{1,R} + \rho_{2,R} + 4 - \kappa/2)}
\]

\[
\times (g_t(1) - V_t^L)^{-\frac{\rho_{1,L}}{\rho_{1,R} + \rho_{2,R} + 4 - \kappa/2}}
\]

is a local martingale which yields that the law of \(\eta\) reweighted by \(M\) is that of an SLE\(\kappa\)(\(\rho_{L,R}, \rho_{2,R} \)) process where \(\rho_{2,R} = -2\rho_{1,R} - \rho_{2,R} - 8 + \kappa\). Note that, by similar analysis in Lemma 3.4, the term \(g_t(1) - V_t^L\) is bounded both from below and above by positive finite constants depending only on \(r\) on the event \(E^q\). The rest of the analysis in the proof of Lemma 3.2 applies similarly in this setting. \(\square\)

Throughout the rest of this subsection, we let:

(3.6) \[ T = \mathbb{R} \times (0, 1). \]

**Lemma 3.4.** Let \(\eta\) be a continuous curve in \(H\) starting from 0 with continuous Loewner driving function \(W\) and let \((g_t)\) be the corresponding family of conformal maps. For each \(t \geq 0\), let \(O_t^L\) (resp. \(O_t^R\)) be the leftmost (resp. rightmost) point of \(g_t(\eta([0, t]))\) in \(\mathbb{R}\). There exists a universal constant \(C \geq 1\) such that the following is true. Fix \(\vartheta > 0\) and let \(\sigma\) be the first time that \(\eta\) exits \(\partial T\). Then

(3.7) \[ |W_\sigma - O_\sigma^q| \geq \frac{\vartheta}{C} \quad \text{for} \quad q \in \{L, R\}. \]

Let \(\zeta\) be the first time that \(\eta\) exits \(D \cap \partial T\). Then

(3.8) \[ |W_t - O_t^q| \leq C\vartheta \quad \text{for} \quad q \in \{L, R\} \quad \text{and all} \quad t \in [0, \zeta]. \]

Finally, if \(\eta\) exits \(D \cap \partial T\) through the right side of \(\partial D \cap \partial T\), then

(3.9) \[ |W_\zeta - O_\zeta^L| \geq \frac{1}{C}. \]

**Proof.** For \(z \in \mathbb{C}\), we let \(\mathbb{P}^z\) denote the law of a Brownian motion \(B\) in \(\mathbb{C}\) started at \(z\). By [Law05, Remark 3.50] we have that

\[ |W_\sigma - O_\sigma^q| = \lim_{y \to \infty} y \mathbb{P}^{\eta_0}[B \text{ exits } H \setminus \eta([0, \sigma]) \text{ on the left side of } \eta([0, \sigma])]. \]
Let $\tau$ be the exit time of $B$ from $H \setminus \theta T$ and let $I = [\eta(\sigma) - \theta, \eta(\sigma)]$. Then
\[
|W_\tau - O_\theta^I| \geq \lim_{y \to \infty} yP^y[B_\tau \in I]
\] (3.10)
\[
\times P^y[B \text{ exits } H \setminus \eta([0, \sigma]) \text{ on the left side of } \eta([0, \sigma]) \cap B_\tau \in I].
\]

We have,
\[
\lim_{y \to \infty} yP^y[B_\tau \in I] = \lim_{y \to \infty} \int_{1-\theta i} \int_{1-\theta i} \frac{y(y - \theta)}{\pi y^2 + (y - \theta)^2} dw
\]
\[
= \int_{1-\theta i} \frac{1}{\pi} \, dw = \frac{\theta}{\pi}
\] (3.11)

(recall the form of the Poisson kernel on $H$, see e.g. [Law05, Exercise 2.23]). It is easy to see that there exists a universal constant $p_0 > 0$ such that for any $z \in I$,
\[
P^z[B \text{ exits } H \setminus [0, \sigma] \text{ on the left side of } \eta([0, \sigma])] \geq p_0.
\] (3.12)

Combining (3.10) with (3.11) and (3.12) gives (3.7). The bounds (3.8) and (3.9) are proved similarly. \hfill \square

**Lemma 3.5.** Fix $\kappa > 0$, $\rho_L \in (\frac{\kappa}{2} - 4, \frac{\kappa}{2} - 2)$, and $\rho_R > -2$. Let $\eta$ be an SLE$_\kappa(\rho_L; \rho_R)$ process with force points $(-\epsilon, x_k)$ for $x_R \geq 0^+$ and $\epsilon > 0$. Let $\sigma_1 = \inf\{t \geq 0 : \eta(t) \in \partial D\}$. Define, for $u \geq 0$, $T^L_u = \inf\{t \geq 0 : W_t - V^L_t = u\}$, where $V^L_t$ denotes the evolution of $x^L$. Let $p_2 = p_2(\frac{1}{2})$ be the constant from Lemma 2.6. There exists constants $\epsilon_0 > 0$, $\theta_0 > 0$, and $C > 0$ such that for all $\epsilon \in (0, \epsilon_0)$ and $\theta \in (0, \theta_0)$ we have
\[
P[\sigma_1 < T^L_0 \wedge T^L_\theta] \leq p_2^{1/(C\theta)}.
\]

**Proof.** Let $E_\theta = \{\sigma_1 < T^L_0 \wedge T^L_\theta\}$. By definition, we have that
\[
|W_t - V^L_t| < \theta \quad \text{for all } t \in [0, \sigma_1] \quad \text{on } E_\theta.
\] (3.13)

By (3.7) of Lemma 3.4, there exists a constant $C_1 > 0$ such that $\eta([0, \sigma_1]) \subseteq C_1 \theta T$. Moreover, $\eta$ exits $D \cap (C_1 \theta T)$ on its left side for all $\theta > 0$ small enough because a Brownian motion argument (analogous to (3.9)) implies there exists a constant $C_2 > 0$ such that $|W_{\sigma_1} - V^L_{\sigma_1}| \geq C_2$ on the event that $\eta$ exits through the right side, contradicting (3.13).

Suppose $C > 0$; we will set its value later in the proof. For each $1 \leq k \leq \frac{1}{C\theta}$, we let
\[
L_k = \{z \in H : \text{Re}(z) = -kC\theta\} \quad \text{and} \quad \zeta_k = \inf\{t \geq 0 : \eta(t) \in L_k\}.
\]
On $E$, we have that $\zeta_1 < \zeta_2 < \cdots < \sigma_1 < T^L_\theta$. For each $k$, let $F_k = \{ \zeta_k < T^L_\theta \}$ and let $\mathcal{F}_k$ be the $\sigma$-algebra generated by $\eta|_{[0,\xi_k]}$. To complete the proof, we will show that

$$P[\zeta_k + 1 < T^L_\theta | \mathcal{F}_k] = p_2 \text{ for each } 1 \leq k \leq \frac{1}{C\theta}$$

where $p_2 = p_2(\frac{1}{2})$ is the constant from Lemma 2.6. To see this, we just need to show that $g(\eta|_{[\zeta_k, \zeta_k + 1]})$ satisfies the hypotheses of Lemma 2.6 and that with

$$L_{k+1} = \frac{g(\eta|_{[\zeta_k, \zeta_k + 1]}) - W_{\xi_k}}{W_{\xi_k} - V^L_{\xi_k}}$$

we have that $L_{k+1} \cap 2D = \emptyset$ on $F_k$. Therefore it suffices to prove

(3.14) \[ \frac{\text{dist}(W_{\xi_k}, g(\eta|_{[\zeta_k, \zeta_k + 1]}))}{W_{\xi_k} - V^L_{\xi_k}} \to \infty \text{ on } F_k \text{ as } C \to \infty. \]

Let $B$ be a Brownian motion starting from $z^0 = \eta(\xi_k) - \theta$ and let $H_{k+1} = \{ z \in H : \text{Re}(z) \geq -(k+1)C\theta \}$ be the subset of $H$ which is to the right of $L_{k+1}$ (see Figure 3.2). The probability that $B$ exits $H_{k+1} \setminus \eta([0,\xi_k])$ through the right side of $\eta([0,\xi_k])$ (blue) is $\gtrsim 1$, through $(- (k+1)C\theta, -kC\theta)$ (green) is $\gtrsim 1$, and through $L_{k+1}$ (orange) is $\lesssim 1/C$ (since this probability is less than the probability that the Brownian motion exits $\{ z \in C : -(k+1)C\theta < \text{Re}(z) < -kC\theta \}$ through $L_{k+1}$ which is less than $1/C$). Let

$$z^\theta_k = x^\theta_k + y^\theta_k i \equiv \frac{g(\eta|_{[\zeta_k, \zeta_k + 1]})) - W_{\xi_k}}{W_{\xi_k} - V^L_{\xi_k}}.$$

Fig 3.2: Illustration of the justification of (3.14) in the proof of Lemma 3.5.
By the conformal invariance of Brownian motion, we have that

\[
\frac{\text{dist}(\tilde{z}_k^0, \tilde{L}_{k+1})}{|\tilde{y}_k^0|} \gtrsim C. \tag{3.15}
\]

Indeed, the probability of a Brownian motion started from \(z_k^0\) to exit \(\tilde{H}_{k+1} = (g_{t_k}(H_{k+1}) - W_{t_k})/(W_{t_k} - V_{t_k}^L)\) through \(\tilde{L}_{k+1}\) is bounded from below by a positive universal constant times the probability that a Brownian motion starting from \(z_k^0\) exits \(B(\tilde{z}_k^0, \tilde{d}) \cap \tilde{H}\), \(\tilde{d} = \text{dist}(\tilde{z}_k^0, \tilde{L}_{k+1})\), through \(\partial B(\tilde{z}_k^0, \tilde{d}) \cap \tilde{H}\). This latter probability is bounded from below by a positive universal constant times \(\tilde{y}_k^0/\tilde{d}\). Thus \(1/C \gtrsim \tilde{y}_k^0/\tilde{d}\), as desired.

The conformal invariance of Brownian motion and the estimates above also imply that \(\sin(\arg(\tilde{z}_k^0)) \approx 1\), hence \(|\tilde{z}_k^0| \approx |\tilde{y}_k^0|\). Combining this with (3.15) implies that

\[
\frac{\text{dist}(\tilde{z}_k^0, \tilde{L}_{k+1})}{|\tilde{z}_k^0|} \gtrsim C.
\]

Thus, by the triangle inequality,

\[
\text{dist}(\tilde{L}_{k+1}, 0) \gtrsim C|\tilde{z}_k^0|
\]

(provided \(C\) is large enough). Since \(|\tilde{z}_k^0| \approx 1\), this proves (3.14), hence the lemma.

**Proof of Theorem 3.1.** Lemma 3.2 implies the lower bound in (3.3) because we can take, e.g., \(\delta = \frac{1}{2}\). In order to prove the upper bound, it is sufficient to show

\[
P[\tau_\epsilon < \infty] \leq \epsilon^{a+o(1)} \quad \text{as} \quad \epsilon \to 0.
\]

We are first going to perform a change of coordinates. Let \(\varphi : \tilde{H} \to \tilde{H}\) be the Möbius transformation \(z \mapsto \varphi(z) := \epsilon z/(1 - z)\). Fix \(\epsilon \tilde{R} \in [0^+, 1]\) and let \(\tilde{\eta}\) be an SLE\(_\kappa\) \((\rho_{1,R}, \rho_{2,R})\) process with force points located at \((\tilde{x}^R, 1)\) as in Theorem 3.1. Then the law of \(\eta = \varphi(\tilde{\eta})\) is that of an SLE\(_\kappa\) \((\rho_L; \rho_R)\) process with force points \((-\epsilon; x^R)\) where \(x^R = \epsilon \tilde{x}^R/(1 - \tilde{x}^R)\) and

\[
\rho_L = \kappa - 6 - (\rho_{1,R} + \rho_{2,R}) \quad \text{and} \quad \rho_R = \rho_{1,R}.
\]

Let \(\sigma_1\) be the first time that \(\eta\) hits \(\partial \tilde{D}\) and let \(V_t^L, V_t^R\) denote the evoluion of \(x_t^L, x_t^R\) under \(g_t\), respectively. For \(u \geq 0\), define \(T_u^L = \inf\{t \geq 0 : W_t - V_t^L = u\}\) (as in the statement of Lemma 3.5). Then it is sufficient to prove \(P[\sigma_1 < T_u^L] \leq \epsilon^{a+o(1)}\). Note that the exponent \(a\) comes from the sum of the
exponent of $|V^L_t - V^R_t|$ and the exponent of $|W_t - V^L_t|$ in the left martingale $M^L_t$ from (2.7) with these weights. For $u \geq 0$, define $\tau^L_u = \inf \{ t \geq 0 : M^L_t = u \}$. Note that $\tau^L_0 = T^L_0$. Fix $\beta \in (0, 1)$ and set $\theta = e^\beta$. For $u > 0$, we have the bound

\begin{equation}
(3.17) \quad P[\sigma_1 < \tau^L_0] \leq P[\tau^L_u < \tau^L_0] + P[\sigma_1 < \tau^L_0 < \tau^L_u].
\end{equation}

We claim that exists constants $C_1 > 0$ and $\gamma > 0$ depending only on $\rho_L$, $\rho_R$, and $\kappa$ such that

\begin{equation}
(3.18) \quad |W_t - V^L_t|^\gamma \leq C_1 M^L_t \quad \text{for all} \quad t \in [0, \sigma_1].
\end{equation}

Since $\rho_{1,R} + \rho_{2,R} > \frac{k}{2} - 4$ it follows that $\rho_L < \frac{k}{2} - 2$. Therefore the sign of the exponent of $|V^L_t - V^R_t|$ in the definition of $M^L_t$ is the same as the sign of $\rho_R$. If $\rho_R \geq 0$, then the exponent has a positive sign. In this case, $M^L_t \geq |W_t - V^L_t|^\alpha$ so that we can take $\gamma = \alpha$. Now suppose that $\rho_R < 0$. By (3.8) of Lemma 3.4 we know that there exists a constant $C^2 > 0$ such that

\begin{equation}
(3.19) \quad |V^L_t - V^R_t| \leq C^2 \quad \text{for all} \quad t \in [0, \sigma_1].
\end{equation}

Thus, in this case, there exists a constant $C_3 > 0$ such that $M^L_t \geq C_3 |W_t - V^L_t|^{(\kappa - 4 - 2\rho_L)/\kappa}$. Therefore we can take $\gamma = (\kappa - 4 - 2\rho_L)/\kappa$. This proves the claimed bound in (3.18).

Set $u = \theta \gamma / C_1$. To bound the second term on the right side of (3.17), we first note by (3.18) that

\begin{equation}
(3.20) \quad P[\sigma_1 < \tau^L_0 < \tau^L_u] \leq P[\sigma_1 < T^L_0 \wedge T^L_u].
\end{equation}

By Lemma 3.5, we know that

\begin{equation}
(3.21) \quad P[\sigma_1 < T^L_0 \wedge T^L_u] \leq p^{1/(C\theta)}.
\end{equation}

We will now bound the first term on the right side of (3.17). Since $\tau^L_0, \tau^L_u$ are stopping times for the martingale $M^L_t$ and $M_{\tau^L_0 \wedge \tau^L_u} = u P[\tau^L_u < \tau^L_0]$, we have that

\begin{equation}
(3.22) \quad P[\tau^L_u < \tau^L_0] = \frac{1}{u} E[M_{\tau^L_0 \wedge \tau^L_u}] = \frac{M^L_0}{u} = \frac{e^\alpha}{u(1 - 3^R)(\kappa - 4 - 2\rho_L)\rho_R/(2\kappa)}.
\end{equation}

Combining (3.17) with (3.21) and (3.22) we get that $P[\sigma_1 < T^L_0] \leq e^{\alpha + o(1)}$, as desired.
Recall that (see for example [MP10, Section 4]) the $\beta$-Hausdorff measure of a set $A \subseteq \mathbb{R}$ is defined as

$$\mathcal{H}^\beta(A) = \lim_{\epsilon \to 0^+} \mathcal{H}_\epsilon^\beta(A)$$

where

$$\mathcal{H}_\epsilon^\beta(A) := \inf \left\{ \sum_j |I_j|^\beta : A \subseteq \bigcup_j I_j \text{ and } |I_j| \leq \epsilon \text{ for all } j \right\}.$$

**Proof of Theorem 1.6 for $\kappa \in (0, 4)$, upper bound.** Fix $\kappa \in (0, 4), \rho \in (-2, \frac{1}{2} - 2)$. Let $\eta$ be an SLE$_{\kappa}(\rho)$ process with a single force point located at $0^+$. Let $\alpha \in (0, 1)$ be as in (3.4). Fix $0 < x < y$. We are going to prove the result by showing that

$$\dim_{\mathcal{H}}(\eta \cap [x, y]) \leq 1 - \alpha \text{ almost surely.}$$

(3.23)

For each $k \in \mathbb{Z}$ and $n \in \mathbb{N}$ we let $I_{k,n} = [k2^{-n}, (k + 1)2^{-n}]$ and let $z_{k,n}$ be the center of $I_{k,n}$. Let $\mathcal{I}_n$ be the set of $k$ such that $I_{k,n} \subseteq [x/2, 2y]$ and let $E_{k,n}$ be the event that $\eta$ gets within distance $21^{-n}$ of $z_{k,n}$. Therefore there exists $n_0 = n_0(x, y)$ such that for every $n \geq n_0$ we have that $\{I_{k,n} : k \in \mathcal{I}_n, E_{k,n} \text{ occurs}\}$ is a cover of $\eta \cap [x, y]$.

Fix $\zeta > 0$. Theorem 3.1 implies that there exists a constant $C_1 > 0$ (independent of $n$) and $n_1 = n_1(\zeta)$ such that

$$\mathbb{P}[E_{k,n}] \leq C_1 2^{-(a-\zeta)n} \text{ for each } n \geq n_1 \text{ and } k \in \mathcal{I}_n.$$

Consequently, there exists a constant $C_2 > 0$ such that

$$\mathbb{E}\left[\mathcal{H}_2^{\beta}(\eta \cap [x, y])\right] \leq \mathbb{E}\left[\sum_{k \in \mathcal{I}_n} 2^{-\beta n} 1_{E_{k,n}}\right] \leq C_2 2^{-\beta n} \times 2^n \times 2^{-(a-\zeta)n}.$$

By Fatou’s lemma,

$$\mathbb{E}\left[\mathcal{H}^{1-\alpha+2\zeta}(\eta \cap [x, y])\right] \leq \liminf_n \mathbb{E}\left[\mathcal{H}_{2}^{1-\alpha+2\zeta}(\eta \cap [x, y])\right] \leq \liminf_n C_2 2^{-n\zeta} = 0.$$

This implies that $\mathcal{H}^{1-\alpha+2\zeta}(\eta \cap [x, y]) = 0$ almost surely. This proves (3.23) which completes the proof of the upper bound. \qed
3.2. The lower bound. Throughout, we fix \( \kappa \in (0, 4) \) and \( \rho \in (-2, \frac{\kappa}{2} - 2) \) and let \( h \) be a GFF on \( H \) with boundary data \(-\lambda\) on \( R_-\) and \( \lambda(1 + \rho)\) on \( R_+.\) (Recall the values in (2.10) as well as Figure 2.1.) For each \( x \geq 0, \) we let \( \eta^x \) be the flow line of \( h \) starting from \( x \) and let \( \eta = \eta^0. \) Note that \( \eta \) is an \( \text{SLE}_k(\rho) \) process in \( H \) from 0 to \( \infty \) with a single force point located at \( 0^+, \) i.e., has configuration \((H, 0, 0^+, \infty)\) (recall the notation of Section 2.3). By Lemma 2.1 it follows that \( \eta \) can hit \((0, \infty).\) For each \( x > 0, \) \( \eta^x \) is an \( \text{SLE}_k(2 + \rho, -2 - \rho; \rho) \) process with configuration \((H, x, (0, x^-), (x^+), \infty)\). By Lemma 2.1 it follows that \( \eta^x \) can hit \((x, \infty)\) and, if \( \rho > -\kappa/2, \) then \( \eta^x \) can also hit \((0, x)\). Fix \( \delta \in (0, 1), a > \log 8, \) and let \[
\epsilon_n = e^{-an} \quad \text{for each } n \in \mathbb{N}.
\]
We will eventually take limits as \( a \to \infty \) and \( \delta \to 0^+. \) For \( U \subseteq H, \) we let
\[
(3.24) \quad \sigma^x(U) = \inf \{ t \geq 0 : \eta^x(t) \in \overline{U} \}.
\]
We will omit the superscript in (3.24) if \( x = 0. \) For \( k \in \mathbb{N} \) and \( x \in [1, \infty), \) we let
\[
x_k = \begin{cases} 
x - \frac{1}{4} \epsilon_k & \text{if } k \geq 2 \\
0 & \text{if } k = 1.
\end{cases}
\]
We also let
\[
(3.25) \quad \sigma^x_m = \sigma^x(B(x, \epsilon_{m+1})).
\]
Let \( E^1_k(x) \) be the event that
(i) \( \sigma^x_k < \infty \) and \( \text{Im}(\eta^{x_k}(\sigma^x_k)) \geq \delta \epsilon_{k+1} \) and
(ii) \( \eta^{x_k} \) hits \( B(x, \epsilon_{k+1}) \) before exiting \( B(x, \frac{1}{2} \epsilon_k) \).

We let \( E^2_k(x) \) be the event that \( \eta^{x_{k-1}}|_{[\sigma^x_{k-1}, \infty)} \) merges with \( \eta^{x_k}|_{[0, \sigma^x_k]} \) before exiting the annulus \( B(x, \frac{1}{2} \epsilon_{k-1}) \setminus B(x, \epsilon_{k+1}) \) (see Figure 3.3). Finally, we let \( E_k(x) = E^1_k(x) \cap E^2_k(x),\)
\[
E^{m,n}(x) = E^{1}_{m+1}(x) \cap \bigcap_{k=m+2}^{n} E_k(x), \quad \text{and} \quad E^n(x) = E^{0,n}(x).
\]
The following is the main input into the proof of the lower bound.

**Proposition 3.6.** For each \( \delta \in (0, 1), \) there exists a constant \( c(\delta) > 0 \) such that for all \( x, y \in [1, 2] \) and \( m \in \mathbb{N} \) such that \( \frac{1}{2} \epsilon_{m+1} \leq |x - y| < \frac{1}{2} \epsilon_m \) we have
\[
P[E^n(x), E^n(y)] \leq c(\delta)^{-m} \epsilon^{-a} P[E^n(x)] P[E^n(y)].
\]
Fig 3.3: On $E_{k-1}^1(x)$, $\eta^{x_{k-1}}$ hits $B(x, \epsilon_k)$ and does so for the first time above the horizontal line through $i\delta\epsilon_k$. Given that $E_{k}^1(x)$ has occurred, $E_{k}^2(x)$ is the event that $\eta^{x_{k}}$ merges with $\eta^{x_{k-1}}$ before the path leaves the annulus $B(x, \frac{1}{2}\epsilon_{k-1}) \setminus B(x, \epsilon_{k+1})$. Also indicated is the boundary data for $h$ along $\partial\mathbf{H}$ as well as along the paths $\eta^{x_{k-1}}$ and $\eta^{x_{k}}$.

The main steps in the proof of Proposition 3.6 are contained in the following three lemmas.

**Lemma 3.7.** For each $x \geq 1$ and $m, n \in \mathbb{N}$ with $m \leq n$, we have that

$$P[E_{m,n}^1(x), E_{m}^m(x)] \asymp P[E_{m,n}^m(x)]P[E_{m}^m(x)]$$

If, moreover, $y \geq 1$ and $\frac{1}{2}\epsilon_{m+2} < |x - y| \leq \frac{1}{2}\epsilon_{m+1}$, then we have that

$$P[E_{m+1,n}^1(x), E_{m+1,n}^m(y), E_{m}^m(x)] \asymp P[E_{m+1,n}^m(x)]P[E_{m+1,n}^m(y)]P[E_{m}^m(x)].$$

In each of the above, the constants in $\asymp$ depend only on $\delta, \kappa$ and $\rho$.

**Proof.** We begin by proving (3.26) which is equivalent to

$$P[E_{m,n}^m(x) | E_{m}^m(x)] \asymp P[E_{m,n}^m(x)].$$

Recall that $\eta^{x_{m+1}}$ is an SLE$_{k} (2 + \rho, -2 - \rho; \rho)$ process with configuration

$$c = (\mathbf{H}, x_{m+1}, (0, x_{m+1}^-), (x_{m+1}^+, \infty)).$$

Let $\omega = \eta(\sigma(B(x, \epsilon_{m})))$, let $H$ be the closure of the complement of the unbounded connected component of $\mathbf{H} \setminus \cup_{j=1}^{m} \eta^{x_{j}}(\{0, \sigma_{j}^+\})$, and let $v$ be the rightmost point of $H \cap \mathbb{R}$ (see Figure 3.4). The conditional law of $\eta^{x_{m+1}}$ given $\eta^{x_{1}}(\{0, \sigma_{1}^+\}, \ldots, \eta^{x_{m}}(\{0, \sigma_{m}^+\})$ on $E_{m}^m(x)$ is that of an SLE$_{k} (2, \rho, -2 - \rho; \rho)$ process in

$$\bar{c} = (\mathbf{H} \setminus H, x_{m+1}, (\omega, v, x_{m+1}^-), (x_{m+1}^+, \infty)).$$
Fig 3.4: Let $H$ (shown in red) be the closure of the complement of the unbounded connected component of $H \setminus \cup_{j=1}^{m} \eta^j([0, \sigma^j])$ and let $K$ (shown in blue) be the closure of the complement of the unbounded connected component of $H \setminus \eta^{x_{m+1}}([0, \tau])$ where $\tau$ is the first time that $\eta^{x_{m+1}}$ leaves $U = B(x, \epsilon_{m+1}/2)$. Then $\text{dist}(H, K) \gtreqless \text{diam}(U)$.

(recall Figure 2.4)

Let $U = B(x, \frac{1}{2} \epsilon_{m+1})$, $\tau = \sigma^{x_{m+1}}(H \setminus U)$, $K$ be the closure of the complement of the unbounded connected component of $H \setminus \eta^{x_{m+1}}([0, \tau])$, $\omega^{x_{m+1}} = \eta^{x_{m+1}}(\tau)$, and let $u^-, u^+$ be the leftmost (resp. rightmost) point of $K \cap R$. By Lemma 2.7 we have that

$$\frac{d\mu^U_c}{d\mu^U} = \frac{Z(\bar{c}_\tau)/Z(c)}{Z(c)/Z(c)} \exp(-\xi m(H; H, K))$$

where

$$c_\tau = (H \setminus K, \omega^{x_{m+1}}, (0, u^-), (u^+, \infty), \omega^{x_{m+1}}(\tau), (\omega, v, u^-), (u^+, \infty)).$$

Note that $H \subseteq H \setminus B(x, \frac{3}{4} \epsilon_{m+1})$, $K \subseteq B(x, \frac{1}{2} \epsilon_{m+1})$, and $\text{diam}(U) = \epsilon_{m+1}$. Consequently,

$$\frac{\text{dist}(H, K)}{\text{diam}(U)} \geq 1.$$

Therefore Lemma 2.8 implies there exists $C_1 \geq 1$ so that

$$\frac{1}{C_1} \leq \frac{d\mu^U_c}{d\mu^U} \leq C_1.$$
This proves (3.26) in the case that \( n = m + 1 \). We now suppose that \( n \geq m + 2 \). Given \( \eta^{x_{m+1}} \big|_{[0,\tau]} \), we similarly have that the Radon-Nikodym derivative between the conditional law of \( \eta^{x} \) stopped upon exiting the connected component of \( B(x, \frac{1}{2}\epsilon_{m}) \setminus \eta^{x_{m+1}}([0,\tau]) \) with \( x_{m} \) on its boundary with respect to the law in which we additionally condition on \( H \) on \( E_{m}(x) \) is bounded from above and below by \( C_{1} \) and \( C_{-1} \), respectively, possibly by increasing the value of \( C_{1} > 1 \) (see Figure 3.5). Moreover, conditional on both of the paths \( \eta^{x_{m+1}} \big|_{0,\sigma_{x_{m+1}}(B(x,\epsilon_{m+1}))} \) and \( \eta^{x_{n}} \big|_{0,\sigma_{x_{n}}} \) as well as the event that they have merged before exiting \( U \), the joint law of \( \eta^{\lambda} \big|_{[0,\sigma_{x}]} \) for \( j = m + 2, \ldots, n - 1 \) is independent of \( \eta^{x_{k}} \big|_{[0,\sigma_{x}]} \) for \( k = 1, \ldots, m \) (see Figure 3.5). This proves (3.26).

The second part of the lemma is proved similarly.

![Diagram](fig3.5.png)

**Fig 3.5:** Assume that we are working on \( E^{n}(x) \) \( \cap \) \( E^{m,n}(x) \). Let \( H \) (shown in red) be the closure of the complement of the unbounded connected component of \( \bigcup_{j=1}^{m} \eta^{x_{j}}([0,\sigma_{x}]) \) and let \( K \) (shown in blue) be the closure of the complement of the unbounded connected component of \( \bigcup_{j=m+1}^{n} \eta^{x_{j}}([0,\sigma_{x}]) \). Let \( z_{m} \) be the point that lies at distance \( \delta \epsilon_{m+1} \) from \( \omega \) along the line connecting \( \omega \) to \( x \). Then a Brownian motion starting from \( z_{m} \) has positive probability to exit \( H \setminus (H \cup K) \) through each of the left side of \( H \), the right side of \( H \), and the left side of \( K \).

**Lemma 3.8.** For each \( x \geq 1 \) and \( m, n \in \mathbb{N} \) with \( m \leq n \) we have that

\[
P[E^{n}(x)] \asymp P[E^{m}(x)]P[E^{m,n}(x)]
\]

where the constants depend only on \( \delta, \kappa, \) and \( \rho \).

**Proof.** The upper bound follows from (3.26) of Lemma 3.7. To complete the proof of the lemma, it suffices to show that

\[
P[E^{2}_{m+1}(x) \mid E^{m}(x), E^{m,n}(x)] \asymp 1.
\]
Throughout, we assume that we are working on $E^m(x) \cap E^{m,\mu}(x)$. To see this, we let $H$ (resp. $K$) be the closure of the complement of the unbounded connected component of $H \setminus \cup_{j=1}^m \eta_i^x([0, \sigma_j^x])$ (resp. $H \setminus \cup_{j=m+1}^n \eta_i^x([0, \sigma_j^x])$).

Let $\omega = \eta^{x_m}(\sigma_m^x)$ and let $z_m$ be the point which lies at distance $\delta \epsilon_{m+1}$ from $\omega$ along the line segment connecting $\omega$ to $x$ (see Figure 3.5). Note that the probability that a Brownian motion starting from $z_m$ exits $H \setminus (H \cup K)$ in the left (resp. right) side of $H$ is $\approx 1$ (though this probability decays as $\delta \downarrow 0$) and likewise for the left side of $K$. Let $\varphi: H \setminus (H \cup K) \to H$ be the conformal map which takes $z_m$ to $i$ and $\omega$ to 0. Let $x_L$ (resp. $x_R$) be the image of the leftmost (resp. rightmost) point of $H \cap R$ under $\varphi$. The conformal invariance of Brownian motion implies that there exists $\epsilon > 0$ depending only on $\delta$ such that $|x_q| \geq \epsilon$ for $q \in \{L, R\}$. Let $y_L$ (resp. $y_R$) be the image of the leftmost point of $K \cap R$ (resp. $\eta^{x_m+1}(\sigma_{m+1}^x)$) under $\varphi$. By shrinking $\epsilon > 0$ if necessary (but still depending only on $\delta$), it is likewise true that $y - y_L \geq \epsilon$ and $y_L \leq \epsilon^{-1}$. Consequently, it follows from Lemma 2.5 that $\eta^{x_m}(\sigma_{x,m+1})$ has a positive chance (depending only on $\delta, \kappa$, and $\rho$) of hitting (hence merging into) the left side of $\eta^{x_m+1}|_{(0, \sigma_{x,m+1})}$ before leaving $B(x, \frac{1}{2} \epsilon_m) \setminus B(x, \epsilon_{m+2})$.  

\section*{Lemma 3.9.}
For each $\delta \in (0, 1)$ there exists a constant $c(\delta) > 0$ such that the following is true. For each $x \geq 1$, we have that

$$P[E^m(x)] \geq c(\delta)^m \times \epsilon_m^a.$$  

\section*{Proof.}
By (3.26) of Lemma 3.7 we know that

$$P[E^k_1(x) \mid E^{k-1}(x)] \asymp P[E^k_1(x)].$$

Therefore we just have to show that there exists a constant $c(\delta) > 0$ such that

\begin{align}
(3.29) & \quad P[E^k_1(x)] \geq c(\delta) \left( \frac{\epsilon_{k+1}}{\epsilon_k} \right)^a = c(\delta) e^{-a \alpha} \quad \text{and} \\
(3.30) & \quad P[E^2_1(x) \mid E^{k-1}(x), E^k_1(x)] \asymp 1.
\end{align}

Note that (3.30) follows from Lemma 2.5 using the same argument as in the proof of Lemma 3.8. We know that $\eta^x$ is an SLE$_\kappa(2 + \rho, -2 - \rho; \rho)$ process within the configuration $c = (H, x_k, (0, x_k^-), (x_k^+), \infty)$. Consequently, (3.29) follows by combining Corollary 3.3 and Lemma 2.8. The latter is used to get that the Radon-Nikodym derivative between the law of an SLE$_\kappa(2 + \rho, -2 - \rho; \rho)$ process with configuration $(H, x_k, (0, x_k^-), (x_k^+), \infty)$ and the law of an SLE$_\kappa(-2 - \rho; \rho)$ process with configuration $(H, x_k, (x_k^-), (x_k^+), \infty)$, where each path is stopped upon exiting $B(x, \frac{1}{2})$, is bounded both from below and above by universal positive and finite constants.

\section*{INTERSECTIONS OF SLE PATHS}
Proof of Proposition 3.6. We have that,

\[ P[E^n(x), E^n(y)] \leq P[E^n(x), E^{m,n}(y)] \]

\[ \lesssim P[E^n(x)] P[E^{m+1,n}(x)] P[E^{m+1,n}(y)] \quad \text{(Lemma 3.7)} \]

\[ = \frac{P[E^n(x)] P[E^m(y)]}{P[E^m(y)]} P[E^{m+1,n}(x)] P[E^{m+1,n}(y)] \]

\[ \lesssim \frac{P[E^n(x)] P[E^m(y)]}{c(\delta)^m c_n^m} \quad \text{(Lemma 3.8 and Lemma 3.9)} \]

Proof of Theorem 1.6. We are first going to give the lower bound for \( \kappa \in (0,4) \) and then explain how to extract the dimension result for \( \kappa' > 4 \) from the result for \( \kappa \in (0,4) \).

For each \( \beta \in \mathbb{R} \) and Borel measure \( \mu \), let

\[ I_{\beta}(\mu) := \int \int \frac{\mu(dz)\mu(dw)}{|z-w|^\beta} \]

be the \( \beta \)-energy of \( \mu \). To prove the lower bound, we will show that, for each \( \zeta > 0 \), there exists a nonzero Borel measure supported on \( \eta \cap [1,2] \) that has finite \( (1-\alpha-2\zeta) \)-energy.

Fix \( n \in \mathbb{N} \). We divide \([1,2]\) into \( \epsilon_n^{-1} \) intervals of equal length \( \epsilon_n \) and let \( z_{j,n} = (j - \frac{1}{2}) \epsilon_n + 1 \) be the center of the \( j \)th such interval for \( j = 1, \ldots, \epsilon_n^{-1} \).

Let \( C_n \) be the subset of \( D_n = \{z_{j,n} : j = 1, \ldots, \epsilon_n^{-1}\} \) for which \( E^n(z) \) occurs. Let \( I_n(z) = [z - \frac{\epsilon_n}{2}, z + \frac{\epsilon_n}{2}] \) be the interval with center \( z \) and length \( \epsilon_n \).

Finally, we let

\[ C = \bigcap_{k \geq 1} \bigcup_{n \geq k} \bigcup_{z \in C_n} I_n(z). \]

It is easy to see that

\[ C \subseteq \eta \cap \mathbb{R}_+. \]

Let \( \mu_n \) be the measure on \([1,2]\) defined by

\[ \mu_n(A) = \int_A \sum_{z \in D_n} \frac{1_{E^n(z)}}{P[E^n(z)]} 1_{I_n(z)}(z')dz' \quad \text{for} \quad A \subseteq [1,2] \quad \text{Borel}. \]

Then \( E[\mu_n([1,2])] = 1 \). Moreover, we have that

\[ E[\mu_n([1,2])^2] = \epsilon_n^2 \sum_{z,w \in D_n} \frac{P[E^n(z) \cap E^n(w)]}{P[E^n(z)] P[E^n(w)]} \]
\[ \epsilon^2_n \sum_{z \in D_n, z \neq w} P[E^n(z) \cap E^n(w)] + \epsilon^2_n \sum_{z \in D_n} \frac{1}{P[E^n(z)]]} \lesssim \epsilon^2_n \sum_{z \in D_n} |z - w|^{-a - \xi} + \epsilon^2_n \sum_{z \in D_n} \epsilon_n^{1 + a - \xi} \] (Proposition 3.6 and Lemma 3.9)
\[ \lesssim 1 \]
provided we choose \( n \) and \( a \) large enough. Set \( \beta = 1 - \alpha - 2\xi \). We also have that
\[
E[I_{\beta}(\mu_n)] = \sum_{z, w \in D_n, z \neq w} \frac{P[E^n(z) \cap E^n(w)]}{P[E^n(z)] P[E^n(w)]} \int \int \frac{dz'dw'}{|z' - w'|^\beta} + \sum_{z \in D_n} \frac{1}{P[E^n(z)]} \int \int \frac{dz'dw'}{|z' - w'|^\beta}
\]
\[ \lesssim \sum_{z, w \in D_n, z \neq w} \frac{P[E^n(z) \cap E^n(w)]}{P[E^n(z)] P[E^n(w)]} \epsilon_n^2 |z - w|^{-\beta} + \sum_{z \in D_n} \frac{1}{P[E^n(z)]} \epsilon_n^{2 - \beta}
\]
\[ \lesssim \sum_{z, w \in D_n, z \neq w} |z - w|^{-a - \xi} \epsilon_n^2 |z - w|^{-\beta} + \sum_{z \in D_n} \epsilon_n^{-1 + a - \xi} \epsilon_n^{2 - \beta} \lesssim 1. \]

Consequently, the sequence \( (\mu_n) \) has a subsequence \( (\mu_{n_k}) \) that converges weakly to some nonzero measure \( \mu \). It is clear that \( \mu \) is supported on \( C \) and has finite \( (1 - \alpha - 2\xi) \)-energy. From [MP10, Theorem 4.27], we know that
\[ P \left[ \dim_H(\eta \cap \mathbb{R}_+) \geq 1 - \alpha - 2\xi \right] > 0. \]
Since \( \eta \) is conformally invariant, by 0-1 law (see [Bef08]), we have that
\[ P \left[ \dim_H(\eta \cap \mathbb{R}_+) \geq 1 - \alpha - 2\xi \right] = 1 \]
for any \( \xi > 0 \). This proves the lower bound for \( \kappa \in (0, 4) \).

It is left to prove the result for \( \kappa' > 4 \). Fix \( \rho' \in \left( \frac{\kappa'}{2} - 4, \frac{\kappa'}{2} - 2 \right) \). Consider a GFF \( h \) on \([-1, 1]^2\) with the boundary values as depicted in Figure 2.5 with \( \rho'_R = \rho' \) and \( \rho'_L = 0 \), and let \( \eta' \) be the counterflow line of \( h \) from
to $-i$. Then $\eta'$ is an SLE$_{\kappa'}(\rho')$ process with a single force point located at $(i)^+$, i.e., immediately to the right of $i$. As explained in Figure 2.5, the right boundary of $\eta'$ is equal to the flow line $\eta_R$ of $h$ with angle $-\pi/2$ starting from $-i$. In particular, $\eta_R$ is an SLE$_{\kappa}(\frac{\kappa}{2} - \frac{\kappa}{4} + \frac{\kappa}{2} \rho')$ process with force points $((-i)^-; (i)^+)$ where $\kappa = \frac{16}{\kappa'} \in (0, 4)$. The intersection of $\eta'$ with the counterclockwise segment $S$ of $\partial([-1, 1]^2)$ from $-i$ to $i$ coincides with $\eta_R \cap S$. Consequently, it follows that the dimension of $\eta' \cap S$ is given by

$$1 - \frac{1}{\kappa} \left( \kappa - 2 + \frac{\kappa}{4} \rho' \right) \left( \frac{\kappa}{2} + \frac{\kappa}{4} \rho' \right) = 1 - \frac{1}{\kappa'} \left( \rho' + 2 \right) \left( \rho' + 4 - \frac{\kappa'}{2} \right).$$

\section{The intersection of flow lines.} In this section, we will prove Theorem 1.5. We begin in Section 4.1 by proving an estimate for the derivative of the Loewner map associated with an SLE$_{\kappa}(\rho)$ process when it gets close to a given point. Next, in Section 4.2 we will prove the one point estimate which we will use in Section 4.3 to prove the upper bound. Finally in Section 4.4 we will complete the proof by establishing the lower bound.

\subsection{Derivative estimate.} Recall from Section 2.4 that for a point $w$ in a simply connected domain $U$, $\text{CR}(w; U)$ denotes the conformal radius of $U$ as viewed from $w$. Fix $\kappa \in (0, 4)$, let $\eta$ be an ordinary SLE$_{\kappa}$ process in $H$ from $0$ to $\infty$ and, for each $t$, let $H_t$ denote the unbounded connected component of $H \setminus \eta([0, t])$. We use the notation of [VL09, Section 6.1]. We let

$$Z_t = Z_t(z) = X_t + iY_t = g_t(z) - W_t.$$

For $z \in H$, we let

\begin{equation}
\Delta_t = |g'_t(z)|, \quad Y_t = \frac{Y_t}{|g'_t(z)|}, \quad \Theta_t = \arg Z_t, \quad \text{and} \quad S_t = \sin \Theta_t.
\end{equation}

We note that $Y_t = \frac{1}{2} \text{CR}(z; H_t) \approx \text{dist}(z, \partial H_t)$. For each $r \in \mathbb{R}$, we also let

\begin{equation}
v = v(r) = \frac{r^2}{4} \kappa + r \left( 1 - \frac{\kappa}{4} \right) \quad \text{and} \quad \xi = \xi(r) = \frac{r^2}{8} \kappa.
\end{equation}

(In the notation of [VL09], $a = 2/\kappa$.) Then we have that [VL09, Proposition 6.1]:

\begin{equation}M_t = M_t(z) = |Z_t| Y_t^{\xi} \Delta_t^\nu = S_t^{-r} Y_t^{\xi + r} \Delta_t^\nu + r
\end{equation}
is a local martingale. This martingale also appears in [SW05, Theorem 6], though it is expressed there in a slightly different form. (The martingale in (2.6) is of the same type, though there we have not included the interior force points.) For each $\epsilon > 0$ and $R > 0$, we let

$$\tau_\epsilon = \inf \{ t \geq 0 : \Upsilon_t = \frac{1}{2} \epsilon \} = \inf \{ t \geq 0 : \text{CR}(z;H_t) = \epsilon \}$$

and

$$\sigma_R = \inf \{ t \geq 0 : |\eta(t)| = R \}.$$

**Lemma 4.1.** Fix $r < \frac{1}{2} - \frac{4}{\kappa}$, $\delta \in (0, \frac{\pi}{2})$, and $z \in H$ such that $\arg(z) \in (\delta, \pi - \delta)$. Let $P^*$ be the law of $\eta$ weighted by $M$. We have that,

$$P^*[\tau_\epsilon < \infty] = 1$$

and

$$E^*[S^r_{\tau_\epsilon}] \asymp 1$$

where the constants depend only on $\delta$, $\kappa$, and $r$. We also have that

$$P^*[\Theta_{\tau_\epsilon} \in (\delta, \pi - \delta)] \asymp 1$$

where constants depend only on $\delta$, $\kappa$, and $r$. Finally, we have that

$$P^*[\sigma_R \leq \tau_\epsilon] \to 0 \quad \text{as} \quad R \to \infty$$

uniformly over $\epsilon > 0$.

**Proof.** Note that (4.5) and (4.6) are proved in [VL09, Equation (6.9)], so we will not repeat the arguments here. Following [VL09], we define the radial parametrization (i.e., by log conformal radius) $u(t)$ by

$$\hat{\Upsilon}_t = \Upsilon_{u(t)} = e^{-4t/\kappa}$$

and write $\hat{\eta}(t) = \eta(u(t))$ and $\hat{\Theta}_t = \Theta_{u(t)}$. Then $\hat{\Theta}_t$ satisfies the SDE (see [VL09, Section 6.3])

$$d\hat{\Theta}_t = \left(1 - \frac{4}{\kappa} - r\right) \cot(\hat{\Theta}_t) dt + d\hat{W}_t$$

where $\hat{W}$ is a $P^*$-Brownian motion. The process $\hat{\Theta}$ almost surely does not hit $\{0, \pi\}$ (see [Law05, Lemma 1.27]) and the density with respect to Lebesgue measure on $[0, \pi]$ for the stationary distribution for (4.9) is given by

$$f(\theta) = c(\sin \theta)^2 \left(1 - \frac{4}{\kappa} - r\right)$$
where \( c > 0 \) is a normalizing constant (see [Law05, Lemma 1.28]). Moreover, as \( t \to \infty \), the law of \( \hat{\Theta} \) converges to the stationary distribution with respect to the total variation norm.

We can use this to extract (4.7) as follows. Fix \( 0 < T < \infty \). We first note that by the Girsanov theorem the law of \( \hat{\Theta}_{[0,T]} \) stopped upon leaving \((\frac{\pi}{2}, \pi - \frac{\pi}{2})\) is mutually absolutely continuous with respect to that of \( B_{[0,T]} \) where \( B \) is a Brownian motion starting from \( \hat{\Theta}_0 \), also stopped upon leaving \((\frac{\pi}{2}, \pi - \frac{\pi}{2})\). Fix \( 0 \leq t \leq T \). Then a Brownian motion starting from \( \hat{\Theta}_0 \in [\delta, \pi - \delta] \) has a uniformly positive chance of staying in \((\frac{\pi}{2}, \pi - \frac{\pi}{2})\) during the time interval \([0,t]\) and then being in \((\delta, \pi - \delta)\) at time \( t \). Therefore it is easy to see that (4.7) holds for all \( 0 \leq t \leq T \).

The lower bound, however, that comes from this estimate decays as \( T \) increases. We are now going to explain how we make our choice of \( T \), as well as get a uniform lower bound for \( t \geq T \). We suppose that \( \hat{\Theta}^1, \hat{\Theta}^2 \) are solutions of (4.9) where \( \hat{\Theta}^1_0 = \delta \) and \( \hat{\Theta}^2_0 = \pi - \delta \). We assume further that the Brownian motions driving \( \hat{\Theta}^1, \hat{\Theta}^2 \) are independent of each other until the time that any two of the processes meet, after which we take the Brownian motions for the pair to be the same. This gives us a coupling \((\hat{\Theta}^1, \hat{\Theta}^2)\) such that \( \hat{\Theta}^1_t \leq \hat{\Theta}_t \leq \hat{\Theta}^2_t \) for all \( t \geq 0 \) almost surely. Note that after \( \hat{\Theta}^1 \) first hits \( \hat{\Theta}^2 \), all three processes stay together and never separate.

Let \( q_\delta > 0 \) be the mass that the stationary distribution puts on \((\delta, \pi - \delta)\).

We then take \( T > 0 \) sufficiently large so that:

1. For all \( t \geq T \), the total variation distance between the law of \( \hat{\Theta}^1_t \) and the stationary distribution is at most \( \frac{q_\delta}{2} \).
2. Let \( \xi = \inf\{t \geq 0 : \hat{\Theta}^1_t = \hat{\Theta}^2_t\} \). Then \( \mathbb{P}[\xi \geq T] \leq \frac{q_\delta}{4} \).

With this particular choice of \( T \), we have that

\[
\mathbb{P}^*[\hat{\Theta}_t \in (\delta, \pi - \delta)] \geq \mathbb{P}^*[\hat{\Theta}^1_t \in (\delta, \pi - \delta)] - \mathbb{P}^*[\xi \geq T] \\
\geq \frac{q_\delta}{2} - \frac{q_\delta}{4} = \frac{q_\delta}{4} \quad \text{for all} \quad t \geq T.
\]

This proves (4.7).

For (4.8), note that, under \( \mathbb{P}^* \), \( \tilde{\eta} \) has the same law as a radial SLE\(_\kappa\)(\(\rho\)) in \( \mathbb{H} \) from 0 to \( z \) with a single boundary force point located at \( \infty \) of weight \( \rho = \kappa - 6 - r\kappa \geq \frac{\pi}{2} - 2 \) (see [SW05, Theorem 3 and Theorem 6]). Define \( \tilde{\sigma}_R = \inf\{t \geq 0 : |\tilde{\eta}(t)| = R\} \). Then

\[
\mathbb{P}^*[\tilde{\sigma}_R < r_\epsilon] \leq \mathbb{P}^*[\tilde{\sigma}_R < \infty].
\]

The endpoint continuity of the radial SLE\(_\kappa\)(\(\rho\)) processes with \( \rho > -2 \) [MS13, Theorem 1.12] implies that \( \mathbb{P}^*[\tilde{\sigma}_R < \infty] \to 0 \) as \( R \to \infty \), as desired. \( \square \)
We are now going to use Lemma 4.1 to estimate the moments of \( g'_\tau(z) \) at times when \( \eta \) is close to \( z \). We will actually prove this for general \( \text{SLE}_\kappa(\rho) \) processes which is why we truncate on various events in the estimates proved below.

**Lemma 4.2.** Fix \( r < \frac{1}{2} - \frac{4}{\kappa} \) and \( \delta \in (0, \frac{\pi}{2}) \). There exists \( R_0 = R_0(r) > 0 \) such that for all \( R \geq R_0 \) the following holds. Suppose \( \eta \sim \text{SLE}_\kappa(\rho) \) in \( H \) from 0 to \( \infty \) where the force points lie outside of \( 2RD \). Fix \( z \in D \cap H \) with \( \arg(z) \in (\delta, \pi - \delta) \). For each \( \epsilon > 0 \) and \( R > 0 \) we let \( \tau_\epsilon \) and \( \sigma_R \) be as in (4.4). Then

\[
\mathbb{E} \left[ |g'_\tau(z)|^{v+r} 1_{\{\tau < \sigma_R\}} \right] \leq \epsilon^{-\xi-r} \text{ provided } CR(z; H) \geq \epsilon
\]

where the constants depend only on \( \delta, \kappa \), and the weights \( \rho \) of the force points. Fix a constant \( C > 1 \) and suppose that \( \zeta \) is a stopping time for \( \eta \) such that \( \tau_C \leq \zeta \leq \tau_{1/C} \). Let

\[
E_{e,R}^\delta = \{ \zeta < \sigma_R, \ \Theta_{\zeta} \in (\delta, \pi - \delta) \}.
\]

Then we have that

\[
\mathbb{E} \left[ |g'_\zeta(z)|^{v+r} 1_{E_{e,R}^\delta} \right] \leq \epsilon^{-\xi-r} \text{ provided } CR(z; H) \geq \epsilon
\]

where the constants depend only on \( C, \delta, \kappa \), and the weights \( \rho \) of the force points.

**Proof.** It suffices to prove the result for an ordinary \( \text{SLE}_\kappa \) process since it is clear from the form of (2.6) that the Radon-Nikodym derivative between the law of an \( \text{SLE}_\kappa \) and an \( \text{SLE}_\kappa(\rho) \) process whose force points lie outside of \( 2RD \) stopped at time \( \sigma_R \) is bounded from above and below by finite and positive constants which depend only on the total (absolute) weight of the force points and \( \kappa \).

We are now going to prove the upper bound of (4.10) and the lower bound of (4.12) with \( \tau_\epsilon = \zeta \). We have that,

\[
\mathbb{E} \left[ |g'_\tau(z)|^{v+r} 1_{\{\tau < \sigma_R\}} \right] \sim \mathbb{E} \left[ |g'_\tau(z)|^{v+r} 1_{\{\tau < \infty\}} \right] \leq \epsilon^{-\xi-r} \mathbb{E} \left[ M_{\tau_S} 1_{\{\tau < \infty\}} \right] = \epsilon^{-\xi-r} \rho \mathbb{E} \left[ S_{\tau_\epsilon} \right] \leq \epsilon^{-\xi-r} \rho \mathbb{E} \left[ S_{\tau_\epsilon} \right] = \epsilon^{-\xi-r} \rho \mathbb{E} \left[ S_{\tau_\epsilon} \right].
\]

This proves the upper bound of (4.10). For the lower bound, we compute

\[
\mathbb{E} \left[ |g'_\tau(z)|^{v+r} 1_{E_{e,R}^\delta} \right] \sim \epsilon^{-\xi-r} \mathbb{E} \left[ M_{\tau_S} 1_{E_{e,R}^\delta} \right] \geq \epsilon^{-\xi-r} \mathbb{E} \left[ M_{\tau_S} 1_{E_{e,R}^\delta} \right] = \epsilon^{-\xi-r} \rho \mathbb{E} \left[ E_{e,R}^\delta \right].
\]
To bound $\mathbb{P}^*[E_{\epsilon,R}^\delta]$, we have
\[
\mathbb{P}^*[E_{\epsilon,R}^\delta] = \mathbb{P}^*[\tau_\epsilon < \sigma_R, \Theta_{\tau_\epsilon} \in (\delta, \pi - \delta)] \\
\geq \mathbb{P}^*[\Theta_{\tau_\epsilon} \in (\delta, \pi - \delta)] - \mathbb{P}*[\sigma_R < \tau_\epsilon].
\]
From (4.7), we know that $\mathbb{P}^*[\Theta_{\tau_\epsilon} \in (\delta, \pi - \delta)]$ is bounded from below uniformly in $\epsilon > 0$. From (4.8), we know that $\mathbb{P}^*[\sigma_R < \tau_\epsilon]$ converges to zero as $R \to \infty$ uniformly over $\epsilon > 0$. These show that $\mathbb{P}^*[E_{\epsilon,R}^\delta]$ is bounded from below which proves the lower bound for (4.12). The upper bound in the case that we replace $\tau_\epsilon$ with $\zeta_\epsilon$ is proved similarly. For the lower bound, it is not difficult to see that
\[
\mathbb{P}^*[\Theta_t \in (\delta, \pi - \delta)] \quad \text{for all} \quad t \in [\tau_{C\epsilon}, \tau_{\epsilon/C}] \mid \Theta_{\tau_{C\epsilon}} \in (\delta, \pi - \delta)] > 0
\]
uniformly in $\epsilon > 0$ and
\[
\mathbb{P}^*[\sigma_R \leq \zeta_\epsilon] \leq \mathbb{P}^*[\sigma_R \leq \tau_{\epsilon/C}] \to 0 \quad \text{as} \quad R \to \infty
\]
uniformly in $\epsilon > 0$. \hfill \Box

Fig 4.1: Illustration of the setup of Lemma 4.3: the one point estimate for the intersection dimension. On the left side, $\eta_1$ (resp. $\eta_2$) is a flow line of a GFF on $H$ with the indicated boundary data with angle 0 (resp. $\theta$ in $(\pi - 2\lambda/\chi,0)$) starting from $x_1$ (resp. $x_2 > x_1$). Note that $\eta_1$ (resp. $\eta_2$) is an SLE$_{x}(-\theta x/\lambda)$ (resp. SLE$_{x}(2,-\theta x/\lambda - 2)$) process. The force point for $\eta_1$ is located at $x_2$ and the force points for $\eta_2$ are located at $x_1$ and $x_2$. By Figure 2.4, the conditional law of $\eta_2$ given $\eta_1$ drawn up to any stopping time is also an SLE$_{x}(2,-\theta x/\lambda - 2)$ process. Shown is the event $G_\epsilon^\delta(z)$ that $\eta_1$ hits $\partial B(z,\epsilon)$, say for the first time at $\zeta_\epsilon^1$, before exiting $B(0,R_0)$ where $R_0 > 0$ is a large, fixed constant, the harmonic measure of the left (resp. right) side of $\eta_1$ stopped upon hitting $\partial B(z,\epsilon)$ is not too small, and that $\eta_2$ also hits $\partial B(z,\epsilon)$. We estimate the probability of $G_\epsilon^\delta(z)$ by combining Lemma 4.2 with Theorem 5.1.

4.2. Hitting probabilities. Fix an angle $\theta \in (\pi - 2\lambda/\chi,0)$. This is the range so that GFF flow lines with angles $0, \theta$ are able to intersect each other
where the flow line with angle $\theta$ stays to the right of the flow line with angle 0 [MS12a, Theorem 1.5]. Let

$$A = \frac{1}{2\kappa} \left( \rho + \frac{\kappa}{2} + 2 \right) \left( \rho - \frac{\kappa}{2} + 6 \right) \quad \text{where} \quad \rho = -\frac{\theta \chi}{\lambda} - 2. \quad (4.13)$$

**Lemma 4.3.** Fix $C > 2$, let $x_1 = 0$, and fix $x_2 \geq 2R_0$ where $R_0$ is the constant from Lemma 4.2 with

$$r = -\frac{2}{\kappa} \left( \rho + 6 - \frac{\kappa}{2} \right).$$

Let $h$ be a GFF on $H$ with boundary data as illustrated in Figure 4.1. That is,

$$h|_{(-\infty, x_1)} \equiv -\lambda, \quad h|_{[x_1, x_2]} \equiv \lambda, \quad \text{and} \quad h|_{(x_2, \infty)} \equiv \lambda - \theta \chi. \quad (4.14)$$

Let $\eta_1$ (resp. $\eta_2$) be the flow line of $h$ starting from $x_1$ (resp. $x_2$) with angle 0 (resp. $\theta$). Fix $\delta \in (0, \frac{\pi}{2})$ and let $z \in D \cap H$ with $\arg(z) \in (\delta, \pi - \delta)$. For $i = 1, 2$, let $\zeta_i^\epsilon$ be the first time that $\eta_i$ hits $\partial B(z, \epsilon)$ and let $\Theta_i^{\zeta_i^\epsilon}$ be the process as in Lemma 4.2 for $\eta_i$.

(i) Let $G_\delta^\epsilon(z)$ be the event that $\eta_1$ hits $\partial B(z, \epsilon)$ before hitting $\partial B(0, R_0)$, $\Theta_i^{\zeta_i^\epsilon} \in (\delta, \pi - \delta)$, and that $\eta_2$ hits $\partial B(z, \epsilon)$. Then we have that

$$\mathbb{P}[G_\delta^\epsilon(z)] = e^{A + o(1)} \quad (4.15)$$

where the $o(1)$ term depends only on $\delta, \kappa, \theta$, and $x_2$. 
(ii) On \( G_\epsilon^\delta(z) \), let \( \varphi \) be the unique conformal map which takes the unbounded connected component of \( H \setminus (\eta_1([0, \zeta^2_\epsilon]) \cup \eta_2([0, \zeta^2_\epsilon])) \) to \( H \) sending \( z \) to \( i \) and fixing \( \infty \). There exists a constant \( R_1 > 0 \) such that with

\[
H_\epsilon^\delta(z) = C_\epsilon^\delta(z) \cap \{ \max_{i=1,2} |\varphi(\eta_i(\zeta^1_\epsilon))| \leq R_1, \ \eta_2([0, \zeta^2_\epsilon]) \subseteq B(0, 10x_2) \}
\]

we have that

\[
P[H_\epsilon^\delta(z)] \gtrsim e^A
\]

where the constants depend only on \( \delta, \kappa, \theta, \) and \( x_2 \).

The same likewise holds if \( h \) is a GFF on \( H \) with piecewise constant boundary conditions which change values a finite number of times and in the interval \([-20x_2, 20x_2]\) takes the form in (4.14). In this case, the constants also depend on \( ||h||_{R} \).

**Proof.** For each \( t \geq 0 \), let \( H_t^1 \) be the unbounded connected component of \( H \setminus \eta_1([0, t]) \), let \( r^1_t = \inf\{ t \geq 0 : CR(z; H_t^1) = \epsilon \} \), \( \sigma_{R_0} = \inf\{ t \geq 0 : \eta_1(t) \not\subseteq B(0, R_0) \} \), and let \( (g^1_t) \) be the Loewner evolution associated with \( \eta_1 \). By (2.17), note that \( r^1_{4\epsilon} \leq \zeta^1_\epsilon \). It then follows from Theorem 3.1 that

\[
P[G_\epsilon^\delta(z) | \eta_1|[0, r^1_{4\epsilon}]] \leq |(g^1_{r^1_{4\epsilon}})'(z)\epsilon|^{\alpha+o(1)}.
\]

Note that \( r < 1 - \frac{8}{\kappa} < \frac{1}{2} - \frac{4}{\kappa} \) since \( \rho > -2 \) and \( \kappa \in (0, 4) \). With this choice of \( r \), we have

\[
\nu + r = \alpha \quad \text{and} \quad \nu - \xi = A.
\]

Thus, by (4.10) of Lemma 4.2, we have that

\[
P[G_\epsilon^\delta(z)] \leq E \left[ |(g^1_{r^1_{4\epsilon}})'(z)\epsilon|^{\alpha+o(1)} 1_{\{r^1_{4\epsilon} \leq \sigma_{R_0} \}} \right] \leq e^{A+o(1)}.
\]

This gives the upper bound for (4.15).

Let \( E^\delta_{\epsilon,R_0} = \{ \zeta^1_\epsilon < \sigma_{R_0}, \Theta_{\zeta^1_\epsilon} \in (\delta, \pi - \delta) \} \). On \( E^\delta_{\epsilon,R_0} \) and \( \zeta^2_\epsilon < \infty \), we let \( w_\epsilon = g^1_{\zeta^1_\epsilon}(\eta_2(\zeta^2_\epsilon)) \) and \( r_\epsilon = \{(g^1_{\zeta^2_\epsilon})'(z)\epsilon \}. \) From Lemma 3.2, we have that

\[
P \left[ G_\epsilon^\delta(z) | \eta_1|[0, \zeta^1_\epsilon] \right] 1_{E^\delta_{\epsilon,R_0}} \gtrsim r_\epsilon^\alpha 1_{E^\delta_{\epsilon,R_0}}.
\]

We see from (4.12) of Lemma 4.2 that \( P[G_\epsilon^\delta(z)] \gtrsim e^A \).

We will now explain how to prove the result for \( H^\delta_\epsilon(z) \) in place of \( G_\epsilon^\delta(z) \).

First of all, we note that on \( E^\delta_{\epsilon,R_0} \), it follows from [Law05, Corollary 3.44] that \( |g^1_{\zeta^1_\epsilon}(w) - w| \leq 3R_0 \) for all \( w \in H^1_{\zeta^1_\epsilon} \). Consequently,

\[
B(g^1_{\zeta^1_\epsilon}(z), 10x_2 - 6R_0) \subseteq g^1_{\zeta^1_\epsilon}(B(z, 10x_2));
\]

where the constants depend only on \( \delta, \kappa, \theta, \) and \( x_2 \).
recall that $10x_2 \geq 20R_0$. By Lemma 3.2 and (4.17), we have that,
\[
\mathbb{P}\left[ \zeta_2^c < \infty, \eta_2([0, \zeta_2^c]) \subseteq B(z, 10x_2), \text{Im}(w_\eta) \geq \delta r_\epsilon |\eta_1| [0, \zeta_1^c] \right] 1_{E_\epsilon, \delta, R_0} \geq r^\alpha_\epsilon 1_{E_\epsilon, \delta, R_0}.
\]

On the event in the probability above, a Brownian motion starting from $z$ has a uniformly positive chance (depending on $\delta$) of hitting both the left side of $\eta_1([0, \zeta_1^c])$ and right side of $\eta_2([0, \zeta_2^c])$. Consequently, the desired result follows by applying (4.12) from Lemma 4.2.

The final claim of the lemma follows from (2.6) to compare the case with extra force points to the case without considered above.

In order for Lemma 4.3 to be useful, we need that as $\eta_1$ gets progressively closer to a given point $z$, it is unlikely that $\Theta \notin (\delta, \pi - \delta)$ for some $\delta > 0$. This is the purpose of the following estimate.

**Lemma 4.4.** Suppose that $\eta$ is an SLE$_\kappa$ process in $H$ from 0 to $\infty$ with $\kappa \in (0, 4)$. Fix $z \in H$ and let $n_z = -\log_2 \text{Im}(z)$ so that $n \geq n_z$ implies that $B(z, 2^{-n}) \subseteq H$. Let $\Theta$ be the process as in (4.1). For each $n$, let $\zeta_n$ be the first time that $\eta$ hits $\partial B(z, 2^{-n})$ and, for each $\delta \in (0, \frac{\pi}{2})$, let $E_n^\delta = \{ \zeta_n < \infty, \Theta_{\zeta_n} \notin (\delta, \pi - \delta) \}$. There exists a function $p: (0, 1) \to [0, 1]$ with $p$ ↓ 0 as $\delta$ ↓ 0 such that for each $r \geq n_z$ we have that
\[
\mathbb{P}[\cap_{m=n}^r E_n^\delta] \leq (p(\delta))^{r-n} \text{ for all } n_z \leq n \leq r.
\]

**Proof.** Since the SLE$_\kappa$ processes are scale-invariant in law, almost surely transient, and do not intersect the boundary for $\kappa \in (0, 4)$ [RS05], it follows that
\[
\lim_{\substack{s \to \infty \\text{st hits} \\text{hit} \\text{hit} \\text{hit}}} \mathbb{P}[\eta \text{ hits } [s, s + 2] \times [0, 2]] = \lim_{\substack{s \to \infty \\text{st hits} \\text{hit} \\text{hit} \\text{hit}}} \mathbb{P}[\eta \text{ hits } [1, 1 + \frac{2}{s}] \times [0, \frac{2}{s}]] = 0.
\]
(For otherwise $\eta$ would intersect the boundary with positive probability.) Consequently, it follows that there exists a function $q: (0, 1) \to [0, 1]$ with $q(\delta) \downarrow 0$ as $\delta \downarrow 0$ such that the following is true. If $z \in H$ with $\text{Im}(z) = 1$ and $\arg(z) \notin (\delta, \pi - \delta)$, then
\[
(4.18) \quad \mathbb{P}[\eta \text{ hits } B(z, 1)] \leq q(\delta).
\]

For each $n \geq n_z$, on the event $\{ \zeta_n < \infty \}$, let $\varphi_n: H \setminus \eta([0, \zeta_n]) \to H$ be the unique conformal map with $\varphi_n(\eta(\zeta_n)) = 0$, $\varphi_n(\infty) = \infty$, and satisfies
Im(φ_n(z)) = 1. Note that \( \phi_n(B(z, 2^{−n−3})) \subseteq B(\phi_n(z), 1) \) by [Law05, Corollary 3.25]. Therefore it follows from (4.18) that
\[
\Pr[E_{n+3}^\delta \mid \eta_{[0,\xi_n]}] \mathbf{1}_{E_{n+3}^{\delta}} \leq q(\delta) \mathbf{1}_{E_{n+3}^{\delta}}.
\]
(4.19) Iterating (4.19) and taking \( p(\delta) = (q(\delta))^{1/3} \) proves the lemma. \( \square \)

Fig 4.3: Shown in the illustration are \( Q_n(z) \) and \( \tilde{Q}_n(z) \) for a given point \( z \in \mathcal{H} \).

For each \( n \in \mathbb{N} \), we let \( \mathcal{D}_n \) be the set of squares with side length \( 2^{-n} \) which are contained in \( \mathcal{H} \) and with corners in \( 2^{-n}\mathbb{Z}^2 \). For each \( Q \in \mathcal{D}_n \), let \( z(Q) \) be the center of \( Q \) and let \( \tilde{Q}_n(Q) = B(z(Q), 2^{1-n}) \). For each \( z \in \mathcal{H} \), let \( Q_n(z) \) be the element of \( \mathcal{D}_n \) which contains \( z \) and let \( \tilde{Q}_n(z) = \tilde{Q}_n(Q_n(z)) \). See Figure 4.3 for an illustration.

**Lemma 4.5.** Suppose that \( \eta \) is an SLE_\kappa process in \( \mathcal{H} \) from 0 to \( \infty \) with \( \kappa \in (0,4) \). For each \( z \in \mathcal{H} \), let \( \Theta^z \) be the process from (4.1) (with respect to \( z \)) and let \( \xi_{z,n} = \inf\{t \geq 0 : \eta(t) \in \partial\tilde{Q}_n(z)\} \). Let \( S_n^\delta \) be the set of points \( z \in \mathcal{H} \) such that \( E_{z,n}^\delta = \{\xi_{z,n} < \infty, \Theta_{z,n}^z \notin (\delta,\pi - \delta)\} \) occurs and let \( S^\delta = \cup_{n=1}^{\infty} \cap_{n=1}^{\infty} S_n^\delta \). There exists \( \delta_0 > 0 \) such that for every \( \delta \in (0,\delta_0) \) we have that \( S^\delta = \emptyset \) almost surely.

**Proof.** Fix \( z \in \mathcal{H} \) and let \( n_z = -\log_2 \Im(z) \). Note that \( \tilde{Q}_n(z) \subseteq B(z, 2^{2-n}) \) so that \( \tilde{Q}_n(z) \subseteq \mathcal{H} \) provided \( n \geq n_z + 2 \). By Lemma 4.4, we have that
\[
\Pr[\cap_{m=n}^{r} E_{z,m}^\delta] \leq (p(\delta))^{r-n} \quad \text{for all} \quad n_z + 2 \leq n \leq r
\]
(4.20) where \( p(\delta) \) is as in the statement of Lemma 4.4.
Suppose that \( Q \in D_m \) and suppose that \( n \in \mathbb{N} \) with \( n \leq m \). Then the function \( Q \rightarrow \mathbb{R} \) given by \( w \mapsto \Theta_w^{\nu_{\omega}} \) is positive and harmonic. Consequently, it follows from the Harnack inequality \([\text{Law05}, \text{Proposition 2.26}]\) that there exists a universal constant \( K \geq 1 \) (independent of \( m, n \)) such that the following is true. If \( E_{w,m}^{\delta} \) occurs for any \( w \in Q \), then \( E_{z(Q),m}^{K\delta} \) occurs. Thus letting \( E_{Q,m}^{\delta} = \bigcup_{w \in Q} E_{w,m}^{\delta} \) we have that

\[
\mathbb{P}[\cap_{m=1}^{r} E_{Q,m}^{\delta}] \leq \mathbb{P}[\cap_{m=1}^{r} E_{z(Q),m}^{K\delta}] \quad \text{for any} \quad n_{z(Q)} + 2 \leq n \leq r.
\]

Combining this with Lemma 4.4 implies that

\[
\mathbb{P}[\cap_{m=1}^{r} E_{Q,m}^{\delta}] \leq (p(K\delta))^{r-n} \quad \text{for any} \quad n_{z(Q)} + 2 \leq n \leq r.
\]

Fix \( \omega \in (0, 1) \) and let \( n = -\log_2 \omega \). For each \( r \geq n + 2 \), let \( V_{r,\omega}^{\delta} \) be the collection of squares \( Q \in D_r \) with \( Q \subseteq \{ z \in \mathbb{H} : |z| < \frac{1}{\delta^r}, \text{Im}(z) \geq \omega \} \) and for which \( \cap_{m=1}^{r} E_{Q,m}^{\delta} \) occurs. Then (4.22) implies that there exists a constant \( C > 0 \) such that

\[
\sum_{r=n}^{\infty} \mathbb{E}[|V_{r,\omega}^{\delta}|] \leq \frac{C}{\omega^2} \sum_{r=n}^{\infty} 2^{2r} (p(K\delta))^{r-n}.
\]

Take \( \delta_0 > 0 \) so that \( \delta \in (0, \delta_0) \) implies that \( 4p(K\delta) < 1 \). Then for \( \delta \in (0, \delta_0) \), the summation on the right side of (4.23) is finite. This implies that for every \( \omega \in (0, 1) \), \( V_{r,\omega}^{\delta} = \emptyset \) for all but finitely many \( r \) almost surely. This, in turn, implies the desired result since \( \omega \in (0, 1) \) was arbitrary and \( V_{r,\omega}^{\delta} \) increases as \( \omega \) decreases.

4.3. The upper bound. Now that we have established Lemma 4.3 and Lemma 4.5, we can prove the upper bound in Theorem 1.5

**Proposition 4.6.** Suppose that \( h \) is a GFF on \( \mathbb{H} \) with piecewise constant boundary conditions which change values a finite number of times. Let \( \eta_1 \) (resp. \( \eta_2 \)) be the flow line of \( h \) starting from \( x_1 = 0 \) (resp. \( x_2 > 0 \)) with angle \( 0 \) (resp. \( \theta \in (\pi - 2\lambda/\chi, 0) \)). We have that

\[
\dim_{\mathbb{H}}(\eta_1 \cap \eta_2 \cap \mathbb{H}) \leq 2 - A \quad \text{almost surely}
\]

where \( A \) is as in (4.13).

**Proof.** We are going to prove the proposition assuming that the boundary data is as in Lemma 4.3. This suffices by absolute continuity for GFFs. Fix \( 0 < \epsilon < \frac{\alpha}{2} < \delta < \frac{\pi}{4} \). For each \( t > 0 \), we let \( H_t^1 \) be the unbounded
connected component of $H \setminus \eta_1([0,1])$. For each $z \in H$, we let $\zeta_{1,\delta}^1 = \inf\{t \geq 0 : \eta_1(t) \in B(z,\epsilon)\}$ and let $\Theta_{1,\delta}$ be the process as in [4.1] for $\eta_1$ and $z$. We let $I^{\epsilon,\delta}$ consist of those $z \in \eta_1 \cap \eta_2 \cap B(0,\delta^{-1})$ such that

(i) $\Im(z) \geq \delta$.
(ii) $\Theta_{t,\delta}^{1,z} \in (2\delta,\pi - 2\delta)$ for all $t \in [\zeta_{z,\delta}^1, \zeta_{z,\delta}^1]$.
(iii) Let $\zeta_{1,\delta}^1$ be the first time that $\eta_1$ hits $z$ and $\sigma_{1,\delta}^1$ be the first time after $\zeta_{1,\delta}^1$ that $\eta_1$ hits $\partial B(z, \delta)$. Then $\zeta_{1,\delta}^1 \leq \sigma_{1,\delta}^1$.

By the transience, continuity, and simplicity of the SLE$_\kappa(\rho)$ processes for $\kappa \in (0,4)$ (which almost surely do not hit the continuation threshold) [MS12a, Theorem 1.3], we have that $\eta_1 \cap \eta_2 \cap H \subseteq \cup_{e \in Q} \cup_{\delta \in Q} I^{\epsilon,\delta}$ almost surely. (If this were not true then we would be led to the contradiction that $\eta_1$ has double points with positive probability.) We are going to prove the result by showing that for every $\epsilon, \delta > 0$,

$$\dim_H(I^{\epsilon,\delta}) \leq 2 - A \quad \text{almost surely.}$$

It in fact suffices to show that this is the case for $0 < \epsilon < \frac{\kappa}{2} < \delta < \delta_0$ where $\delta_0$ is as in Lemma 4.5. Let $D_n$ and $z(Q)$ be as before the statement of Lemma 4.5. We let $\mathcal{U}_{n}^{\epsilon,\delta}$ consist of those $Q \in D_n$ which are hit by both $\eta_1$ and $\eta_2$, contained in $B(0,\delta^{-1})$, and:

(i) $\Im(z(Q)) \geq \delta$.
(ii) $\Theta_{z(Q),\delta}^{1,z(Q)} \in (\delta,\pi - \delta)$ and $\Theta_{z(Q),\delta}^{1,z(Q)} \in (\delta,\pi - \delta)$.
(iii) After $\zeta_{z(Q),\delta}^{1,z(Q)}$, $\eta_1$ hits $Q$ before $\sigma_{z(Q),\delta}^{1,z(Q)}$.

We are now going to show that, for every $n \in \mathbb{N}$, $W_{n}^{\epsilon,\delta} = \cup_{m \geq n} \cup_{\delta} I^{\epsilon,\delta}$ is a cover of $I^{\epsilon,\delta}$. To see this, we fix $z \in I^{\epsilon,\delta}$ and let $(Q_k)$ be a sequence of squares in $\cup_{m \geq n} D_m$ such that $z \in Q_k$ for every $k$ and $|Q_k| \to 0$ as $k \to \infty$. Let $z_k = z(Q_k)$. Since $\zeta_{z,\delta}^{1,z} \in [\zeta_{z,\delta}^{1,z}, \zeta_{z,\delta}^{1,z}]$ for all $k$ large enough, there exists $K_0 = K_0(z)$ such that for all $k \geq K_0$, we have that $\Theta_{z,\delta}^{1,z} \in (\delta,\pi - \delta)$. Since $z \in Q_k$, we have that $\eta_1$ hits $Q_k$. If there exists a subsequence $(k_j)$ such that, for every $j$, $\eta_1$ hits $\partial B(z_{k_j}, \delta)$ after hitting $\partial B(z_{k_j}, \epsilon)$ and before hitting $Q_{k_j}$, we get a contradiction that $z \in I^{\epsilon,\delta}$. Therefore there exists $K_1 = K_1(z)$ such that for every $k \geq K_1$, we have that, after hitting $\partial B(z_k, \epsilon)$, $\eta_1$ hits $Q_k$ before hitting $\partial B(z_k, \delta)$. Combing this with Lemma 4.5 implies that there exists a sequence $(k_j)$ such that $Q_{k_j} \in W_{n}^{\epsilon,\delta}$ for all $j$, which proves our claim.

By running $\eta_1$ until time $\zeta_{1,\delta}^1$ and then conformally mapping back, Lemma 4.3 implies for $Q \in D_m$ with $Q \subseteq B(0,\delta^{-1})$ and $\Im(z(Q)) \geq \delta$ that $P[Q \in U_{m,n}^{\epsilon,\delta}] \leq 2^{-m(A+o(1))}$ provided $m$ is large enough and $\epsilon > 0$ is small enough.
relative to $\delta > 0$. (The purpose of choosing $\epsilon > 0$ smaller than $\delta > 0$ is so that the force points of $\eta_1$ are mapped far away from $\eta_1(\epsilon_{z,\epsilon})$ relative to the distance of $z$.) Consequently, it follows that there exists $C = C(\epsilon, \delta) > 0$ such that for each $\xi > 0$, we have

$$E[\mathcal{H}^{2-A+2\xi(I^\epsilon,\delta)}] \leq C \sum_{m=1}^{\infty} 2^{2m} \times 2^{-m(A-\xi)} \times 2^{-m(2-A+2\xi)} < \infty.$$ 

Since the above holds for every $n$, we therefore have that $\mathcal{H}^{2-A+2\xi(I^\epsilon,\delta)} = 0$ almost surely. Since $\xi > 0$ was arbitrary, we have that $\dim_{\mathcal{H}}(I^\epsilon,\delta) \leq 2-A$ almost surely, as desired.

Fig 4.4: Suppose that $h$ is a GFF on $\mathcal{H}$ with the illustrated boundary data. Let $\eta_1$ (resp. $\eta_2$) be the flow line of $h$ starting from 0 with angle 0 (resp. $\theta \in (\pi - 2\lambda/\chi, 0)$). Shown is an illustration of the construction of the event that a given point, say $z \in \mathcal{H}$, is a “perfect point” for the intersection of $\eta_1$ and $\eta_2$. Each of the green flow lines has angle $\theta$ — the same as that of $\eta_2$ — and start at points along $\eta_1$ which get progressively closer to $z$. The reason that we introduce the auxiliary green flow lines is that this is what gives us the approximate independence necessary for the two point estimate, see e.g. Figure 4.7.

4.4. The lower bound. We are now going to prove the lower bound for Theorem 1.5. As in the proof of Theorem 1.6, we will accomplish this by introducing a special class of points, so-called “perfect points,” which are contained in the intersection of two flow lines whose correlation structure is easy to control. Fix $\beta > \beta^2 > \beta > 1$; we will eventually send $\beta \to \infty$ but we will take $\beta$ fixed and large.

4.4.1. Definition of the events. We are going to define the perfect points as follows. Suppose that $\gamma_1$ is a path in $\mathcal{H}$ starting from 0 and $\gamma_2$ is a path starting from $x_2 \in [0, e^\beta]$. Let $\zeta_1$ be the first time that $\gamma_1$ hits $\partial B(i, e^{-\beta})$ and
Fig 4.5: Suppose that \( \gamma_1, \gamma_2 \) are paths in \( H \) starting from \( 0, x_2 \in \mathbb{R} \), respectively, with \( x_2 \in [0, e^\beta] \). Let \( \tilde{\xi}_i \) be the first time that \( \gamma_1 \) hits \( \partial B(i, e^{-\beta}) \) and let \( \tilde{\gamma}_2 \) be a path starting from \( \gamma_1(\tilde{\xi}_1) \). Fix \( u \in \mathbb{R} \setminus [0, x_2] \). Then \( E_{u}^{\tilde{\gamma}_1}(\gamma_1, \tilde{\gamma}_2, \gamma_2) \) is the event that the following hold. First, \( \gamma_1 \) hits \( \partial B(i, e^{-\beta}) \) before leaving the \( e^{-2\beta} \) neighborhood of \([0, i]\). Second, \( \gamma_1 \) (resp. \( \gamma_2 \)) hits \( \partial B(i, e^{-\beta-\beta}) \) (resp. \( \partial B(i, e^{-\beta}) \)) before leaving \( B(i, e^{2\beta}) \). Let \( \xi_1, \xi_2 \) be the first hitting times for \( \gamma_1, \gamma_2 \), respectively, for these small circles. Third, the first time \( \tilde{\xi}_2 \) that \( \tilde{\gamma}_2 \) hits \( x_2 \) is finite and \( \tilde{\gamma}_2([0, \tilde{\xi}_2]) \) is disjoint from both \( \partial B(i, \frac{1}{2} e^{-\beta}) \) and \( \partial B(i, 2e^{-\beta}) \). Fourth, the three paths stopped at the aforementioned times do not separate \( i \) from \( u \). Fifth, the probability that a Brownian motion starting from \( i \) exits \( H \setminus \gamma_1([0, \xi_1]) \cup \gamma_2([0, \xi_2]) \cup \gamma_2([0, \xi_2]) \) in the left (resp. right) side of \( \gamma_1 \) is at least \( \frac{1}{2} - e^{-\beta/4} \) and in the left (resp. right) side of \( \gamma_2([0, \tilde{\xi}_2]) \) (resp. \( \gamma_2([0, \tilde{\xi}_2]) \)) is at least \( e^{-\beta} \). We take \( H \) to be the connected component of \( H \setminus \gamma_1([0, \xi_1]) \) with \( u \) on its boundary and let \( \varphi = \varphi(\gamma_1) \) be the conformal transformation \( H \to H \) fixing \( i \) and with \( \varphi(\gamma_1(\xi_1)) = 0 \). Then the image of (the right side of) \( \gamma_1(\tilde{\xi}_1) \) under \( \varphi \) is contained in \([0, e^\beta] \) and \( \varphi(\tilde{\gamma}_2([0, \tilde{\xi}_2])) \subseteq B(i, e^\beta) \).

Suppose that \( \tilde{\gamma}_2 \) is a path starting from \( \gamma_1(\tilde{\xi}_1) \). Fix \( u \in \mathbb{R} \setminus [0, x_2] \). We let \( E_{u}^{\tilde{\gamma}_1}(\gamma_1, \tilde{\gamma}_2, \gamma_2) \) be the event that the following hold (see Figure 4.5 for an illustration):

\( \phi \)

(i) \( \gamma_1 \) hits \( \partial B(i, e^{-\beta}) \) before leaving the \( e^{-2\beta} \) neighborhood of \([0, i]\),

(ii) The first time \( \xi_1 \) (resp. \( \xi_2 \)) that \( \gamma_1 \) (resp. \( \gamma_2 \)) hits \( \partial B(i, e^{-\beta-\beta}) \) (resp. \( \partial B(i, e^{-\beta}) \)) is finite and \( \gamma_1([0, \xi_1]) \subseteq B(i, e^{2\beta}) \) for \( i = 1, 2 \).

(iii) The first time \( \xi_2 \) that \( \tilde{\gamma}_2 \) hits \( x_2 \) is finite and \( \tilde{\gamma}_2([0, \xi_2]) \) does not intersect either \( \partial B(i, \frac{1}{2} e^{-\beta}) \) or \( \partial B(i, 2e^{-\beta}) \).

(iv) The connected component of \( H \setminus \gamma_1([0, \xi_1]) \cup \tilde{\gamma}_2([0, \tilde{\xi}_2]) \cup \gamma_2([0, \xi_2]) \) which contains \( i \) also contains \( u \) on its boundary.

(v) The probability that a Brownian motion starting from \( i \) exits \( H \setminus \gamma_1([0, \xi_1]) \cup \tilde{\gamma}_2([0, \tilde{\xi}_2]) \cup \gamma_2([0, \xi_2]) \)
\( \gamma_2([0, \zeta_2]) \cup \gamma_2([0, \xi_2]) \) on the left (resp. right) side of \( \gamma_1([0, \xi_1]) \) is at least \( \frac{1}{2} - e^{-\beta/4} \) and the probability of exiting on the left (resp. right) side of \( \gamma_2([0, \zeta_2]) \) (resp. \( \gamma_2([0, \xi_2]) \)) is at least \( e^{-\beta/2} \). We take \( H \) to be the connected component of \( \partial \gamma_1([0, \xi_1]) \) with \( u \) on its boundary and let \( \varphi = \varphi(\gamma_1) \) be the conformal transformation \( H \to \mathbb{H} \) which fixes \( i \) and with \( \varphi(\gamma_1(\xi_1)) = 0 \). Finally, the image of (the right side of) \( \gamma_1(\zeta_1) \) under \( \varphi \) is contained in \([0, e^\beta] \) and \( \varphi(\gamma_2([0, \zeta_2])) \subseteq B(i, e^\beta) \).

The purpose of Part (i) above is that, by drawing a path up until hitting \( \partial B(i, e^{-\beta}) \) and then conformally mapping back, the resulting configuration of paths satisfies the hypotheses of Lemma 4.3.

**Lemma 4.7.** Suppose that we have the same setup described just above. There exists a constant \( C_1 > 0 \) such that the following is true. On the event \( E_{\beta_1, \beta}^u(\gamma_1, \gamma_2, \gamma_2) \), with \( \varphi = \varphi(\gamma_1) \), for each \( \alpha \in (0, 1) \) we have that \( B(i, C_1 e^{(1-a)(\beta+\beta_1)/2}) \subseteq \varphi(B(i, e^{-a(\beta+\beta_1)})) \).

**Proof.** Throughout, we shall suppose that \( E_{\beta_1, \beta_1}^u(\gamma_1, \gamma_2, \gamma_2) \) occurs. Fix \( \alpha \in (0, 1) \). The probability that a Brownian motion starting from \( i \) hits \( \partial B(i, e^{-a(\beta+\beta_1)}) \) before hitting \( \partial \mathbb{H} \cup \gamma_1([0, \xi_1]) \) is \( O(e^{-1-a}(\beta+\beta_1)/2) \) by the Beurling estimate. By the conformal invariance of Brownian motion, the probability of the event \( X \) that a Brownian motion starting from \( i \) exits \( \varphi(B(i, e^{-a(\beta+\beta_1)})) \) in \( \varphi(\partial B(i, e^{-a(\beta+\beta_1)})) \) is also \( O(e^{-1-a}(\beta+\beta_1)/2) \). Let

\[
d = \text{dist}(\varphi(\partial B(i, e^{-a(\beta+\beta_1)})), i).
\]

We claim \( P[X] \geq d^{-1} \). Indeed, \( X_1 \cap X_2 \subseteq X \) where \( X_1 \) is the event that the Brownian motion exits \( \partial B(0, d) \) before hitting \( \partial \mathbb{H} \) at a point with argument in \([\pi, \frac{3\pi}{4}] \) and \( X_2 \) is the event that it hits \( \varphi(\partial B(i, e^{-a(\beta+\beta_1)})) \) after hitting \( \partial B(0, d) \) before hitting \( \partial \mathbb{H} \). It is easy to see that \( P[X_1] \geq d^{-1} \) and \( P[X_2 \mid X_1] \geq 1 \). Consequently, \( e^{-(1-a)(\beta+\beta_1)/2} \geq d^{-1} \) hence \( d \geq e^{(1-a)(\beta+\beta_1)/2} \), as desired.

**4.4.2. Flow line estimates.** Fix \( \theta \in (\pi - 2\lambda/\chi, 0) \); recall that this is the range of angles so that a GFF flow line with angle \( \theta \) can hit and bounce off of a GFF flow line with angle 0 on its right side. We will now use the events introduced in Section 4.4.1 to define the perfect points. Suppose that \( h_1 \) is a GFF on \( \mathbb{H} \) with the following boundary data: suppose \( x_{1,1} = x_{1,2} = 0 \) and \( u_1 \in \mathbb{R} \setminus \{0\} \). If \( u_1 < x_{1,1} = x_{1,2} = 0 \), the boundary data is

\[
h|_{(-\infty, u_1]} = \lambda + (2\pi - \theta) \chi, \quad h|_{(u_1, 0]} = -\lambda, \quad \text{and} \quad h|_{(0, \infty)} = \lambda - \theta \chi.
\]
If $u_1 > x_{1,1} = x_{1,2} = 0$, then the boundary data is

$$h|_{(-\infty,0]} = -\lambda, \quad h|_{[0,u_1]} = \lambda - \theta \chi, \quad \text{and} \quad h|_{(u_1,\infty)} = -\lambda - 2\pi \chi.$$ 

These two possibilities correspond to the boundary data that arises when one takes a GFF with boundary conditions as in Figure 4.1 and Figure 4.2 and then applies a change of coordinates which takes a given point $z \in H$ to $i$. In either case, we let $\eta_{1,1}$ (resp. $\eta_{1,2}$) be the flow line of $h_1$ starting from $x_{1,1}$ (resp. $x_{1,2}$) of angle 0 (resp. $\theta$). We also let $\tilde{\eta}_{1,1}$ be the first time that $\eta_1$ hits $\partial B(i, e^{-\tilde{\beta}})$ and let $\tilde{\eta}_{1,2}$ be the flow line of $h_1$ starting from (the right side of) $\eta_{1,1}(\tilde{\zeta}_{1,1})$ with angle $\theta$.

Let $E_1 = E_{u_1}(\eta_{1,1}, \tilde{\eta}_{1,2}, \eta_{1,2})$. Let $\zeta_{1,1}$ (resp. $\zeta_{1,2}$) be the first time that $\eta_{1,1}$ (resp. $\eta_{1,2}$) hits $\partial B(i, e^{-\tilde{\beta}})$ (resp. $\partial B(i, e^{-\tilde{\beta}})$) and let $\tilde{\zeta}_{1,2}$ be the first time that $\tilde{\eta}_{1,2}$ hits $\tilde{\eta}_{1,2}$. Let $\phi_1$ be the unique conformal map from the connected component of $H \setminus \eta_{1,1}(0, \zeta_{1,1})$ with $u_1$ on its boundary which fixes $i$ and sends the tip $\eta_{1,1}(\zeta_{1,1})$ to 0.

Suppose that the events $E_j$ have been defined as well as paths $\eta_{j,1}, \tilde{\eta}_{j,2}, \eta_{j,2}$, GFFs $h_j$, and conformal transformations $\phi_j$ for $1 \leq j \leq k$. On the event that $\eta_{k,1}$ hits $\partial B(i, e^{-\tilde{\beta}})$, we take $\eta_{k+1,1} = \phi_k(\eta_{k,1})$ and $\eta_{k+1,2} = \phi_k(\eta_{k,2})$. Note that $\eta_{k+1,1}$ is the flow line of the GFF $h_{k+1} = h_k \circ \phi_k^{-1} - \chi \arg(\phi_k^{-1})'$ starting from 0. Similarly, $\eta_{k+2,2}$ is the flow line of $h_{k+1}$ starting from $x_{k+1,2} = \phi_k(\eta_{k+1,1}(\tilde{\zeta}_{k+1,1}))$ with angle $\theta$. We let $\tilde{\zeta}_{k+1,1}$ be the first time that $\eta_{k+1,1}$ hits $\partial B(i, e^{-\tilde{\beta}})$ and let $\tilde{\eta}_{k+1,2}$ be the flow line starting from (the right side of) $\eta_{k+1,1}(\tilde{\zeta}_{k+1,1})$ with angle $\theta$ and let $u_{k+1} = \phi_k(u_k)$.

On the event that $\eta_{k+1,1}$ hits $\partial B(i, e^{-\tilde{\beta}})$, say for the first time at time $\zeta_{k+1,1}$, we let $\phi_{k+1}$ be the conformal transformation which uniformizes the connected component of $H \setminus \eta_{k+1,1}(0, \zeta_{k+1,1})$ with $u_{k+1}$ on its boundary fixing $i$ and with $\phi_{k+1}(\eta_{k+1,1}(\zeta_{k+1,1})) = 0$. We then define the event $E_{k+1}$ in terms of the paths $\eta_{k+1,1}, \tilde{\eta}_{k+1,2}$, and $\eta_{k+2,2}$ analogously to $E_1$ as well as stopping times $\zeta_{k+1,2}, \tilde{\zeta}_{k+1,2}$. For each $n \geq m$ we let

$$E_{m,n} = \bigcap_{k=m+1}^{n} E_k \quad \text{and} \quad E^n = E_{0,n}.$$ 

**Remark 4.8.**

(i) Note that $E_{m,n}$ for $n > m \geq 1$ can occur even if only a subset of (or none of) $E^1, \ldots, E^m$ occur.

(ii) The conformal maps $\phi_j$ are measurable with respect to $\eta_{1,1}$. Note that each of the paths $\tilde{\eta}_{k,2}$ is given by the conformal image of a flow line which starts at a point in the range of $\eta_{1,1}$. The starting points of these flow lines are likewise measurable with respect to $\eta_{1,1}$. These facts will
be important when we establish the two point estimate for the lower bound of Theorem 1.5 at the end of this subsection.

We will now work towards proving the one point estimate for the perfect point \( i \).

**Proposition 4.9.** There exists \( \beta_0 > 1 \) such that for all \( \tilde{\beta} > \beta^2 > \beta \geq \beta_0 \) we have

\[
P[E_n] \asymp e^{-\tilde{\beta}(1+O_\beta(1))o_\beta(1))}A
\]

where \( A \) is the constant from (4.13) and the constants in the \( \asymp \) of (4.25) depend only on \( u_1, \kappa, \) and \( \theta \).

In the statement of Proposition 4.9, we write \( o_\beta(1) \) to indicate a quantity which converges to 0 as \( \tilde{\beta} \to \infty \) and \( O_\beta(1) \) for a term which is bounded by some constant which depends only on \( \beta \). In particular, for \( \beta \) fixed, \( O_\beta(1) \to 0 \) as \( \tilde{\beta} \to \infty \). The first step in the proof of Proposition 4.9 is Lemma 4.10. The second step, which allows one to iterate the estimate in (4.26), is Lemma 4.12 and is stated and proved below.

**Lemma 4.10.** There exists \( \beta_0 > 1 \) such that for all \( \tilde{\beta} > \beta^2 > \beta \geq \beta_0 \) we have

\[
P[E_1] \asymp e^{-\tilde{\beta}(1+O_\beta(1))o_\beta(1))}A
\]

where \( A \) is the constant from (4.13) and the constants in the \( \asymp \) of (4.26) depend only on \( u_1, \kappa, \) and \( \theta \).

**Proof.** By Lemma 2.3, we know that \( \eta_{1,1} \) has a positive chance of being uniformly close to \([0, i]\) before hitting \( \partial B(i, e^{-\beta}) \). Let \( \tau \) be the first time that \( \eta_{1,1} \) hits \( \partial B(i, e^{-\beta}) \) and let \( g \) be the conformal transformation from the connected component of \( H \setminus \eta_{1,1}([0, \tau]) \) containing \( i \) which fixes \( i \) and sends \( \eta_{1,1}(\tau) \) to 0. By choosing \( \beta_0 \) sufficiently large, it is clear that \( g(\eta_{1,1}) \) and \( g(\eta_{1,2}) \) satisfy the hypotheses of (4.16) of Lemma 4.3. From this, we deduce that the probability that \( \eta_{1,1} \) and \( \eta_{1,2} \) both hit \( \partial B(i, 2e^{-\beta}) \) before leaving \( B(i, e^{2\beta}) \) and such that the harmonic measure of the left (resp. right) side of each of the paths stopped at this time as viewed from \( i \) is bounded from below by some universal constant is equal to \( e^{-\tilde{\beta}(1+O_\beta(1))o_\beta(1))}A \). The rest of the lemma follows from repeated applications of Lemma 2.3 and Lemma 2.5. \( \square \)
For each \( z \in H \), we let \( \psi_z \) be the unique conformal transformation \( H \to H \) taking \( z \) to \( i \) and fixing 0. For each \( k \in \mathbb{N} \), we let \( \eta_{k,i}^z \) for \( i = 1, 2 \) and \( \overline{\eta}_{k,2} \) be the paths after applying the conformal map \( \psi_z \) and we let \( \xi_{k,i}, \xi_{z,k} \) be the corresponding stopping times. We define

\[
E_{m,n}^z(z) = E_{m,n}^z(\eta_{k,1,i}, \overline{\eta}_{k,2,i}, \overline{\eta}_{k,2,i}) \quad \text{and} \quad E_n^z(z) = E_{0,n}^z(z).
\]

(4.27)

In other words, \( E_{m,n}^z(z) \) and \( E_n^z(z) \) are the events corresponding to \( E_{m,n}^z \) and \( E_n^z \) defined in (4.24) but with respect to the flow lines of the GFF \( h_1 \circ \psi_z^{-1} - \chi \arg(\psi_z^{-1}) \) starting from 0. Let \( \varphi_{k,z} \) be the corresponding conformal maps. We let

\[
\varphi_z^{j,k} = \varphi_{j+1,z} \circ \cdots \circ \varphi_{k,z} \quad \text{for each} \quad 0 \leq j \leq k \quad \text{and} \quad \varphi_z^k = \varphi_{0,k}^z.
\]

(4.28)

We also let

\[
V_n(z) = B(z, 2^{8n+4} \text{Im}(z)e^{-n(\beta^2 + \beta)}) \quad \text{for each} \quad n \in \mathbb{N} \quad \text{and} \quad z \in H.
\]

Lemma 4.11. There exists \( \beta_0 > 1 \) such that for all \( \beta \) with \( \beta > \beta_0 \) large enough, the following is true. For each \( m, n \in \mathbb{N} \) with \( m \geq n + 2 \), on \( E_m^z(z) \) we have that \( \psi_z^{-1} \circ (\varphi_z^{-m})^{-1}(\gamma) \subseteq V_n(z) \) for \( \gamma = \eta_{m,i}^z([0, \xi_{m,i}]) \) for \( i = 1, 2 \) and \( \gamma = \overline{\eta}_{m,2}^z([0, \xi_{m,2}]) \).

Proof. We are first going to give the proof in the case that \( z = i \). Fix \( m, n \in \mathbb{N} \) with \( m \geq n + 2 \). Throughout, we shall assume that we are working on \( E_m^z \). It follows from [Law05, Corollary 3.25] that if \( r \in (0, \frac{1}{2}) \) then

\[
\varphi_z^{-1}(B(i, r)) \subseteq B(i, 16re^{-\beta_0 - \beta}) \quad \text{for} \quad 1 \leq k \leq m.
\]

(4.29)

Iterating (4.29) implies that

\[
(\varphi_z^{-1})^m(B(i, \frac{1}{2})) \subseteq B(i, 2^{8k}e^{-k(\beta_0 + \beta)}) \quad \text{for} \quad 1 \leq k \leq m.
\]

(4.30)

(provided we take \( \beta_0 \) large enough).

Note that \( \eta_{m,i}([0, \xi_{m,i}]) \subseteq B(i, e^{2\beta}) \) for \( i = 1, 2 \) by the definition of the events. Consequently, it follows from Lemma 4.7 that \( \varphi_{m-1}^{-1}(\eta_{m,i}([0, \xi_{m,i}])) \subseteq B(i, e^{-\beta_0/4}) \) for \( i = 1, 2 \) provided \( \beta_0 \) is large enough. We also assume that \( \beta_0 \) is sufficiently large so that \( e^{-\beta_0/4} < \frac{1}{2} \). Applying (4.30) proves the result for \( \eta_{m,i}([0, \xi_{m,i}]) \) for \( i = 1, 2 \) and \( \overline{\eta}_{m,2}([0, \xi_{m,2}]) \). This proves the result for \( z = i \).
For the case that $z \neq i$, we note that applying Corollary 3.25 of [Law05] again yields,

\begin{equation}
\psi_z^{-1}(B(i, r)) \subseteq B(i, 16r\text{Im}(z)).
\end{equation}

Combining (4.30) with (4.31) gives the desired result.

\begin{figure}[ht]
\centering
\includegraphics[width=0.5\textwidth]{fig46.png}
\caption{Illustration of the configuration of paths used in the proof of Lemma 4.12. On $E_m \cap H \cap D$ and $\eta_{m+1,1}, \eta_{m+1,2}$ separate the paths $(\varphi^{m,n-1}_{m+1,j})^{-1}(\tilde{\eta}_{n,2})$ for $m+2 \leq j \leq n$ (shown in green) stopped upon hitting $\tilde{\eta}_{m+1,2}$ from $i$. Thus, once $\eta_{m+1,1}, \eta_{m+1,2}$, and $(\varphi^{m,n-1}_{m+1,j})^{-1}(\tilde{\eta}_{n,2})$ have been fixed, the conditional law of the remaining paths does not depend on the boundary data of $h_{m+1}$ or on the other auxiliary paths.}
\end{figure}

For each $m \in \mathbb{N}$ and $z \in H$, let $\mathcal{F}_m(z)$ be the $\sigma$-algebra generated by $\eta_{k,i}|_{[0,\kappa_i]}$ for $i = 1, 2$ and $\tilde{\eta}_{k,2}|_{[0,\kappa_i]}$ for $1 \leq k \leq m$.

**Lemma 4.12.** There exists $\beta_0 > 1$ such that for all $\beta > \beta_1 > \beta \geq \beta_0$ the following is true. Fix $\delta \in (0, \frac{\pi}{2})$ and $z \in D \cap H$ with $\text{arg}(z) \in (\delta, \pi - \delta)$. For each $m \in \mathbb{N}$ we have that

\begin{equation}
P[E_{m,n}^{\gamma}(z) | \mathcal{F}_m(z)] \mathbf{1}_{E_{m,n}(z)} \asymp e^{O(1)}\beta^{(1)}e^{(1)}\beta P[E_{m,m-1}^{\gamma}] \mathbf{1}_{E_{m,n}(z)}
\end{equation}

where the constants in $\asymp$ depend only on $\delta, \kappa$, and $\theta$. 

**Proof.** By applying $\psi_z$, we may assume without loss of generality that $z = i$. Recall the definition of the GFF $h_{m+1}$ as well as the paths $\eta_{k,i}$ for $i = 1, 2$ and $\tilde{\eta}_{k,2}$ from just before Remark 4.8. By the definition of $E_m$ and the conformal invariance of Brownian motion, we know that there exists a constant $c_1 > 0$ such that the boundary data for $h_{m+1}$ in $(-c_1, 0)$ (resp. $(0, c_1)$) is given by $-\lambda$ (resp. $\lambda$). The same is likewise true for $h_1$. Moreover, by Lemma 4.7 it follows that the auxiliary paths coupled with $h_{m+1}$ are far
away from $i$ provided $\beta_0$ is large enough. Consequently, by Lemma 2.8 the laws of $\eta_{m+1,1}$ (given $E^m$) and $\eta_{1,1}$ stopped upon exiting the $\frac{2}{\beta}$ neighborhood of the line segment from 0 to $i$ are mutually absolutely continuous with Radon-Nikodym derivative which is bounded from above and below by universal positive and finite constants which depend only on $\kappa$ and $\theta$.

On $E^{m,n}$, $\eta_{m+1,1}$ does not leave this tube before getting very close to $i$ and neither does $\eta_{1,1}$ on $E^{n-m}$. For a given choice of $\eta$, by Lemma 2.8 we moreover have that the Radon-Nikodym derivative of the conditional law of $\tilde{\eta}_{m+1,2}$ given $\eta_{m+1,1} = \eta$ stopped upon exiting the tube with respect to that of $\tilde{\eta}_{1,2}$ given $\eta_{1,1} = \eta$ is bounded from above and below by universal finite and positive constants which do not depend on the specific choice of $\tilde{\eta}$. On this event, the same is also true for the Radon-Nikodym derivative of the conditional law of $(\varphi^{m,n-1})^{-1}(\tilde{\eta}_{n,2})$ given $\eta_{m+1,1} = \eta$ and $\tilde{\eta}_{m+1,2} = \tilde{\eta}$ with respect to the conditional law of $(\varphi^{n-m-1})^{-1}(\tilde{\eta}_{n-m,2})$ given $\eta_{1,1} = \eta$ and $\tilde{\eta}_{1,2} = \tilde{\eta}$. The conditional law of $(\varphi^{m,j-1})^{-1}(\tilde{\eta}_{j,2})$ for $m + 2 \leq j \leq n - 1$ stopped upon hitting $\tilde{\eta}_{m+1,2}$ given $\eta_{m+1,1}, \tilde{\eta}_{m+1,2}$, and $\tilde{\eta}_{n,2}$ is independent of the boundary data of $h_{m+1}$ (as well as the other auxiliary paths). (See Figure 4.6) The same is likewise true for the conditional law of $(\varphi^{j-1})^{-1}(\tilde{\eta}_{j,2})$ for $2 \leq j \leq n - m - 1$ stopped upon hitting $\tilde{\eta}_{1,2}$ given $\eta_{1,1}, \tilde{\eta}_{1,2}$, and $\tilde{\eta}_{n-m,2}$.

Let $K$ be the compact hull associated with these paths and let $g$ be the conformal transformation $H \backslash K \to H$ with $g(z) \sim z$ as $z \to \infty$. Conditionally on all of these paths and the event that they are contained in $B(i, 2e^{-\beta})$, the probability that $\eta_{m+1,2}$ hits $\partial B(i, 10e^{-\beta})$ before leaving $B(i, e^{2\beta})$ is $\approx |g'(i)e^{-\beta}|g + O_\beta(1, o(1))$ (as in the proof of Lemma 4.3 the extra force points only change the probability by a positive and finite factor by Lemma 2.8). Given that $\eta_{m+1,2}$ has hit $\partial B(i, 10e^{-\beta})$, the conditional probability that it then merges with $\tilde{\eta}_{m+1,2}$ before the latter has hit $\partial B(i, 1/2e^{-\beta})$ or $\partial B(i, e^{2\beta})$ is positive by Lemma 2.5. The same is true with $\eta_{1,2}$ in place of $\eta_{m+1,2}$, which completes the proof.

**Proof of Proposition 4.9.** This follows by combining Lemma 4.10 with Lemma 4.12.

**Lemma 4.13.** Fix $\delta \in (0, \frac{\pi}{2})$ and $z, w \in D \cap H$ distinct with $\arg(z), \arg(w) \in (\delta, \pi - \delta)$ and let $m$ be the smallest integer such that $V_{m-1}(z) \cap V_{m-1}(w) = \emptyset$. Let $P_w$ be the event that $\eta_{1,1}$ hits $V_{m}(w)$ before hitting $V_{m}(z)$. There exists $\beta_0 > 1$ such that for every $\tilde{\beta} > \beta_0 > \beta \geq \beta_0$ we have that

\[
P[E^{m,n}(z) | \mathcal{F}_k(w)]1_{E^k(w), P_w} \leq e^{O_\beta(1, \tilde{\beta})}p[E^{n-m}]1_{E^k(w), P_w}
\]
for all \( k \geq m \).

**Proof.** We are going to extract (4.33) from (4.32) of Lemma 4.12. As before, by applying \( \psi_z \), we may assume without loss of generality that \( z = i \). Fix \( k \geq m \). By Proposition 4.9, it suffices to prove

\[
P[\mathcal{E}_{m+1,n} | \mathcal{E}_{m+1}, \mathcal{F}_k(w)] \mathbb{1}_{\mathcal{E}_k(w), P_w} \lesssim P[\mathcal{E}_{n-m-1}] \mathbb{1}_{\mathcal{E}_k(w), P_w}
\]

in place of (4.33). By Lemma 4.11, we know that the paths involved in \( E_{m,n} \) are disjoint from those involved in \( E_k(w) \) due to the choice of \( m \). Thus by conformally mapping back (see Figure 4.7) and applying Lemma 2.8 as in the proof of Lemma 4.12, it is therefore not hard to see that

\[
P[\mathcal{E}_{m+1,n} | \mathcal{E}_{m+1}, \mathcal{F}_k(w)] \mathbb{1}_{\mathcal{E}_k(w), P_w} \asymp P[\mathcal{E}_{n-m} | \mathcal{E}_1] \mathbb{1}_{\mathcal{E}_k(w), P_w}.
\]

Combining this with (4.32) completes the proof.

**Lemma 4.14.** For every \( \epsilon > 0 \) and \( \delta \in (0, \frac{\pi}{2}) \) there exists \( \beta_0 > 1 \) such that for all \( \beta > \beta^2 > \beta \geq \beta_0 \) there exists constants \( C > 0 \) and \( n_0 \in \mathbb{N} \) such that the following is true. Fix \( z, w \in D \cap H \) distinct with \( \arg(z), \arg(w) \in (\delta, \pi - \delta) \). Let \( m \) be the smallest integer such that \( V_{m-1}(z) \cap V_{m-1}(w) = \emptyset \). Then

\[
P[\mathcal{E}_n(z), \mathcal{E}_n(w)] \leq C e^{\beta(1+\epsilon)mA} P[\mathcal{E}_n(z)] P[\mathcal{E}_n(w)] \quad \text{for all} \quad n \geq n_0.
\]
Proof. Suppose that \( z, w \in H \) are as in the statement of the lemma. Let \( P_w \) be the event that \( \eta_1 \) hits \( V_m(w) \) before hitting \( V_m(z) \) and let \( P_z \) be the event in which the roles of \( z \) and \( w \) are swapped. We have that

\[
P[E^n(z), E^n(w)] = P[E^n(z), E^n(w), P_w] + P[E^n(z), E^n(w), P_z]
\]

(4.35)

\[
\leq P[E^n(z), E^n(w), P_w] + P[E^n(w) | E^n(z), P_z] P[E^n(z)].
\]

We are going to bound the first summand; the second is bounded analogously. We have,

\[
P[E^n(z) | E^n(w), P_w] \leq P[E^{m,n}(z) | E^n(w), P_w].
\]

(4.36)

By (4.33) of Lemma 4.13, we have that

\[
P[E^{m,n}(z) | E^n(w), P_w] \leq e^{O(1) \tilde{\beta}^n} P[E^{n-m}].
\]

(4.37)

By (4.32) of Lemma 4.12 and Proposition 4.9, we have that

\[
P[E^{n-m}] \leq e^{\tilde{\beta}(1+\epsilon)mA} P[E^n(z)]
\]

(possibly increasing \( \beta_0 \)). The same likewise holds when we swap the roles of \( P_w \) and \( P_z \). Combining (4.35)–(4.38) gives the result.

We can now complete the proof of Theorem 1.5.

Proof of Theorem 1.5. We suppose that \( h \) is a GFF on \( H \) with boundary conditions

\[
h|_{(-\infty,0]} = -\lambda \quad \text{and} \quad h|_{(0,\infty]} = \lambda - \theta \chi
\]

and let \( \eta_1, \eta_2 \) be the flow line of \( h \) starting from 0 with angle 0 (resp. \( \theta \in (\pi - 2\lambda/\chi, 0) \)). We have already established the upper bound for \( \text{dim}_H(\eta_1 \cap \eta_2 \cap H) \) in Proposition 4.6. We will now establish the lower bound. Once we have proved this, we get the corresponding dimension when \( h \) has general piecewise constant boundary data as described in the theorem statement by absolute continuity for GFFs.

The proof is completed in the same manner as the proof of Theorem 1.6. Indeed, we let \( \epsilon_n = 2^{8n+4} e^{-(\beta+\tilde{\beta})n} \). We divide \([-1,1] \times [1,2]\) into \( 2\epsilon_n^{-2} \) squares of equal side length \( \epsilon_n \) and let \( z_j^n \) be the center of the \( j \)th such square for \( j = 1, \ldots, 2\epsilon_n^{-2} \). Let \( C_n \) be the set of centers \( z \) of these squares for which \( E^n(z) \) occurs. Let \( S_n(z) \) be the square with center \( z \) and length \( \epsilon_n \). Finally, we let

\[
C = \bigcap_{k \geq 1} \bigcup_{n \geq k} \bigcup_{z \in C_n} S_n(z).
\]
It is easy to see that
\[ C \subseteq \eta_1 \cap \eta_2 \cap H. \]
The argument of the proof of Theorem 1.6 combined with Lemma 4.14 implies, for each \( \xi > 0 \), that \( P[\dim_H(\eta_1 \cap \eta_2) \geq 2 - A - \xi] > 0 \). To finish the proof, we only need to explain the 0-1 argument: that for each \( d \in [0, 2] \), \( P[\dim_H(\eta_1 \cap \eta_2 \cap H) = d] \in \{0, 1\} \). For \( r > 0 \), let \( D_r = \dim_H(\eta_1 \cap \eta_2 \cap B(0, r) \cap H) \). It is clear that \( 0 < r_1 < r_2 \) implies \( D_{r_1} \leq D_{r_2} \). By the scale invariance of the setup, we have that \( D_{r_1} \) has the same law as \( D_{r_2} \). Thus \( D_{r_1} = D_{r_2} \) almost surely for all \( 0 < r_1 < r_2 \). In particular, \( P[D_\infty = D_r] = 1 \) for all \( r > 0 \). Thus the events \( \{D_\infty = d\} \) and \( \{D_r = d\} \) are the same up to a set of probability zero. The latter is measurable with respect to the GFF restricted to \( B(0, r) \). Letting \( r \downarrow 0 \), we see that this implies that the event \( \{D_\infty = d\} \) is trivial, which completes the proof. \( \Box \)

5. Proof of Theorem 1.1 We will first work towards proving (1.1) for \( \kappa' \in (4, 8) \); let \( \kappa = \frac{4}{\kappa'} \in (2, 4) \). It suffices to compute the almost sure Hausdorff dimension of the double points of the chordal SLE\(_{\kappa'}(\frac{\kappa'}{2} - 4; \frac{\kappa'}{2} - 4)\) processes. Indeed, this follows since the conditional law of an SLE\(_{\kappa'}\) process given its left and right boundaries is independently that of an SLE\(_{\kappa'}(\frac{\kappa'}{2} - 4; \frac{\kappa'}{2} - 4)\) in each of the bubbles which lie between these boundaries (recall Figure 2.5). In order to establish this result, we are going to make use of the path decomposition developed in [MS12c] which was used to prove the reversibility of SLE\(_{\kappa'}\) for \( \kappa' \in (4, 8) \). This, in turn, makes use of the duality results established in [MS12a Section 7]. For the convenience of the reader, we are going to review the path decomposition here.

Throughout, we suppose that \( h \) is a GFF on the horizontal strip \( T = \mathbb{R} \times (0, 1) \) with boundary values given by \( -\lambda + \frac{\kappa}{2} \chi = -\lambda' \) on the lower boundary \( \partial_L T = \mathbb{R} \) of the strip and \( \lambda - \frac{3\pi}{2} \chi = \lambda' - \pi \chi \) on the upper boundary \( \partial_U T = \mathbb{R} \times \{1\} \) of the strip. (See Figure 5.1 for an illustration of the setup and recall the identities from (2.10).) Let \( \eta' \) be the counterflow line of \( h \) from \( +\infty \) to \( -\infty \). Then \( \eta' \) is an SLE\(_{\kappa'}(\frac{\kappa'}{2} - 4; \frac{\kappa'}{2} - 4) \) process in \( T \) from \( +\infty \) to \( -\infty \) where the force points are located immediately to the left and right of the starting point of the path. Recall that \( \frac{\kappa'}{2} - 4 \) is the critical threshold at or below which an SLE\(_{\kappa'}(\rho) \) process fills the domain boundary. Fix \( z \in \partial T \) and let \( t(z) \) be the first time \( t \) that \( \eta' \) hits \( z \). Then \( t(z) < \infty \) almost surely (and this holds for all boundary points simultaneously). Assume further that \( z \in \partial_L T \) and let \( \eta^1 \) be the outer boundary of \( \eta'([0, t(z)]) \). Explicitly, \( \eta^1 \) is equal to the flow line of \( h \) with angle \( \frac{\pi}{4} \). Let \( \tau^1 \) be the first time that it hits \( \partial_U T \) (see Figure 5.1). The conditional law of \( \eta' \) given \( \eta^1([0, \tau^1]) \) in each of the connected components \( C \) of \( T \setminus \eta^1([0, \tau^1]) \) which lie
to the right of $\eta_1^2([0, r_{\bar{z}}^2])$ is independently that of an $\text{SLE}_k'(\kappa^\prime - 4; \kappa^\prime - 4)$ process starting from the first point of $\overline{C}$ visited by $\eta'$ and terminating at the last.

![Diagram](Fig 5.1)

Let $w = \eta_2^1(\tau_1^2) \in \partial_U T$. Since $\eta'$ is boundary filling and cannot enter the loops it creates with itself or with the domain boundary, the first point on $\partial_U T$ that $\eta'$ hits after time $t(z)$ is $w$. Let $\eta_1^2$ be the outer boundary of $\eta'([t(z), \infty))$. Then $\eta_2^2$ is the flow line of $h$ given $\eta_1^2([0, r_{\bar{z}}^2])$ with angle $\frac{\pi}{2}$ starting from $w$ and stopped at time $r_{\bar{z}}^2$, the first time the path hits $z$. Let $P(z)$ be the region which lies between $\eta_2^1([0, r_{\bar{z}}^2])$ and $\eta_2^2([0, r_{\bar{z}}^2])$. Then $P(z)$ separates the set of points that $\eta'$ visits before and after hitting $z$. The right (resp. left) boundary of $P(z)$ is given by $\eta_1^2([0, r_{\bar{z}}^2])$ (resp. $\eta_2^1([0, r_{\bar{z}}^2])$). The conditional law of $\eta'$ given $P(z)$ is independently that of an $\text{SLE}_k'(\kappa^\prime - 4; \kappa^\prime - 4)$ process in each of the components $C$ of $T \setminus P(z)$ starting from the first point of $\overline{C}$ hit by $\eta'$ and terminating at the last — the same as that of $\eta'$ up to a conformal transformation. This symmetry allows us to iterate this exploration procedure to eventually discover the entire path. Note that the intersection
Fig 5.2: (Continuation of Figure 5.1) Suppose that $\tilde{h}$ is a GFF on $H$ with the boundary data indicated on the left side. Let $\eta^1_0$ be the flow line of $h$ from $0$ to $\infty$ with angle $\frac{\pi}{2}$. Given $\eta^1_0$, let $\eta^2_0$ be the flow line of $h$ given $\eta^1_0$ from $\infty$ with angle $\frac{\pi}{2}$ in the connected component of $H \setminus \eta^1_0$ which is to the left of $\eta^1_0$. Then $\eta^1_0$ is an SLE$_\kappa(\frac{\kappa}{4}; -2; -\frac{\kappa}{2})$ in $H$ from $0$ to $\infty$. Moreover, the conditional law of $\eta^2_0$ given $\eta^1_0$ is that of an SLE$_\kappa(\kappa-4; -\frac{\kappa}{2})$ in the component of $H \setminus \eta^1_0$ which is to the left of $\eta^1_0$ from $\infty$ to $0$ (the $k-4$ force point lies between the paths). Shown is the boundary data for the conditional law of $\tilde{h}$ given $(\eta^1_0, \eta^2_0)$ in the component $U_1$ of $H \setminus (\eta^1_0 \cup \eta^2_0)$ which contains $1$ on its boundary. Let $\varphi : U_1 \to H$ be the conformal transformation with $\varphi(1) = z$ and which takes leftmost (resp. rightmost) point of $\partial U_1 \cap \partial H$ to $-\infty$ (resp. $+\infty$). Then $\tilde{h} \circ \varphi^{-1} - \chi \arg(\varphi^{-1})'$ has the boundary data shown on the right side. Let $(\eta^1_1, \eta^2_1)$ be a pair of paths defined in the same way as $(\eta^1_0, \eta^2_0)$ except starting from $1$. Then the image of the region in $U_1$ between $\eta^1_1$ and $\eta^2_1$ under $\varphi$ has the same law as $P(z)$ described in Figure 5.1 (See also [MS12c Figure 3.2].)

points $\eta^1_1([0, \tau^1_2]) \cap \eta^2_1([0, \tau^2_2])$ are double points of $\eta'$. If $z \in \partial T$, then we can define the paths $\eta^1_1, \eta^2_1$ analogously except the angle $\frac{\pi}{2}$ is replaced with $-\frac{\pi}{2}$.

This is because when $\eta'$ hits $z \in \partial T$, only its right boundary is visible from $-\infty$ which is contrast to the case when it hits $z \in \partial T$ when only its left boundary is visible from $-\infty$.

The following lemma allows us to relate the dimension of the double points of $\eta'$ to the intersection dimension of GFF flow lines given in Theorem 1.5. This immediately leads to the lower bound in Theorem 1.1 for $\kappa' \in (4, 8)$. We will explain a bit later how to extract from this the upper bound as well.

**Lemma 5.1.** Let $P_\eta(z) = \eta^1_1([0, \tau^1_2]) \cap \eta^2_1([0, \tau^2_2])$. We have that

$$\dim_H(P_\eta(z)) = 2 - \frac{(12 - \kappa')(4 + \kappa')}{8\kappa'}$$

almost surely.

That is, $\dim_H(P_\eta(z))$ is almost surely equal to the Hausdorff dimension of the
Fig 5.3: Suppose that $\tilde{h}$ is a GFF on $H$ with zero boundary conditions as illustrated. Let $\tilde{\eta}_0^1$ (resp. $\tilde{\eta}_0^2$) be the flow line of $\tilde{h}$ starting from $0$ with angle $-\frac{1}{2}\theta_{\text{double}}$ (resp. $\frac{1}{2}\theta_{\text{double}}$); recall (1.10). Then $\tilde{\eta}_0^1$ is an SLE$_{\kappa}$($\frac{\kappa}{2} - 2; -\frac{\kappa}{2}$) process in $H$ from $0$ to $\infty$ (Figure 2.1) and the conditional law of $\tilde{\eta}_0^2$ given $\tilde{\eta}_0^1$ in the connected component of $H \setminus \tilde{\eta}_0^1$ which is to the left of $\tilde{\eta}_0^1$ is an SLE$_{\kappa}$($-\frac{\kappa}{2}; \kappa - 4$) process from $0$ to $\infty$ (Figure 2.4). Similarly, $\tilde{\eta}_0^2$ is an SLE$_{\kappa}$($-\frac{\kappa}{2}; \kappa - 4$) process from $0$ to $\infty$ in the component of $H \setminus \tilde{\eta}_0^2$ which is to the right of $\tilde{\eta}_0^2$ (Figure 2.4). In particular, by the main result of [MS12b], the joint law of the ranges of $\tilde{\eta}_0^1$ and $\tilde{\eta}_0^2$ is equal to the joint law of the ranges of $\eta_0^1$ and $\eta_0^2$ from the left side of Figure 5.2. Consequently, we can use Theorem 1.5 to compute the almost sure dimension of the intersection of the latter.

**Proof.** See Figure 5.2 for an illustration of the argument. We shall assume throughout for simplicity that $z \in \partial_L T$. A similar argument gives the same result for $z \in \partial_U T$. Suppose that $\tilde{h}$ is a GFF on $H$ with the boundary data as indicated in the left side of Figure 5.2. Let $\eta_0^1$ be the flow line of $\tilde{h}$ from $0$ with angle $\frac{\pi}{2}$. Given $\eta_0^1$, let $\eta_0^2$ be the flow line of $\tilde{h}$ with angle $\frac{\pi}{2}$ from $\infty$ in the component $L$ of $H \setminus \eta_0^1$ which is to the left of $\eta_0^1$. Note that $\eta_0^1$ is an SLE$_{\kappa}$($\frac{\kappa}{2} - 2; -\frac{\kappa}{2}$) process in $H$ from $0$ to $\infty$. Moreover, the conditional law of $\eta_0^2$ given $\eta_0^1$ is an SLE$_{\kappa}$($\kappa - 4; -\frac{\kappa}{2}$) process in $L$ from $\infty$ to $0$; see [MS12c, Lemma 3.3]. (The $\kappa - 4$ force point lies between $\eta_0^1$ and $\eta_0^2$.) By the main result of [MS12b], the time-reversal $\tilde{\eta}_0^1$ of $\eta_0^1$ is an SLE$_{\kappa}$($-\frac{\kappa}{2}; \kappa - 4$) process in $L$ from $0$ to $\infty$. As explained in Figure 5.3 it consequently follows from Theorem 1.5 that

\[
\dim_H(\eta_0^1 \cap \eta_0^2) = 2 - \frac{(12 - \kappa')(4 + \kappa')}{8\kappa'} \quad \text{almost surely}
\]

since this is the almost sure dimension of $\tilde{\eta}_0^1 \cap \tilde{\eta}_0^2$ (using the notation of Fig-
ure 5.3). Thus to complete the proof, we just have to argue that \( \dim_H(P_\gamma(z)) \) is also given by this value.

Let \( U_1 \) be the component of \( H \setminus (\eta_0^1 \cup \eta_0^2) \) which contains 1 on its boundary. Let \( \psi: U_1 \to T \) be the conformal transformation which takes 1 to \( z \) and the leftmost (resp. rightmost) point of \( \partial U_1 \cap \mathbb{R} \) to \( -\infty \) (resp. \( +\infty \)). Let \( (\eta_1^1, \eta_2^1) \) be a pair of paths constructed in exactly the same manner as \( (\eta_0^1, \eta_0^2) \) except starting from 1 rather than 0. We consequently have that the image of \( SLE_{\kappa} \) where \( z \) is also given by this value.

Thus to complete the proof, we just have to argue that \( \dim_H(\eta_1^1 \cap \eta_2^1) \) is also almost surely given by the value in (5.1), the desired result follows. \( \square \)

**Fig 5.4:** Suppose that we have the same setup as described in Figure 5.1. Shown is \( P(z_1) \) where \( z_1 \in \partial T \) is fixed. The conditional law of \( \eta' \) given \( P(z_1) \) is independently that of an \( SLE_{\kappa'}(\frac{\kappa'}{2} - 4; \frac{\kappa'}{2} - 4) \) in each of the components \( C \) of \( T \setminus P(z_1) \) starting from the first point of \( C \) hit by \( \eta' \) and exiting at the last. Fix \( z_2 \) on the boundary of a component \( C \) of \( T \setminus P(z_1) \). Then we can consequently form the set \( P(z_2) \) which describes the interface between the set of points that \( \eta' \), viewed as a path in \( C \), hits before and after hitting \( z_2 \). The intersection of the left and right boundaries of \( P(z_2) \) consists of double points of \( \eta' \). Moreover, the conditional law of \( \eta' \) given both \( P(z_1) \) and \( P(z_2) \) is independently that of an \( SLE_{\kappa'}(\frac{\kappa'}{2} - 4; \frac{\kappa'}{2} - 4) \) in each of the components of \( T \setminus (P(z_1) \cup P(z_2)) \). Consequently, we can iterate this procedure to eventually explore the entire trajectory of \( \eta' \) (and, as we will explain in Lemma 5.2, the double points of \( \eta' \)). We will use this in Lemma 5.2 to reduce the double point dimension to computing the intersection dimension of GFF flow lines with an angle gap of \( \theta_{\text{double}} \) (recall (1.10)).

Let \( D \) be the set of double points of \( \eta' \). To complete the proof of Theorem 1.1, we will show that every double point of \( \eta' \) is in fact in some \( P_\gamma(z) \).

To this end, we explore the trajectory of \( \eta' \) as follows. Let \( (d_j)_{j \in \mathbb{N}} \) be a sequence that traverses \( \mathbb{N} \times \mathbb{N} \) in diagonal order, i.e. \( d_1 = (1, 1), d_2 = (1, 2), d_3 = (2, 1), \) etc. Let \( (z_{1,k})_{k \in \mathbb{N}} \) be a countable dense subset of \( \partial T \), and set \( z_1 = \).
Let \( P(z_1) \) be the set which separates \( T \) into the set of points visited by \( \eta' \) before and after hitting \( z_1 \), as in Figure 5.1. We then let \((z_{2k})_{k \in \mathbb{N}}\) be a countable dense subset of \( \partial (T \setminus P(z_1)) \) and set \( z_2 = z_{d_2} \). Recall that the conditional law of \( \eta' \) given \( P(z_1) \) is independently that of an \( \text{SLE}_{k'}(\vec{\kappa}' - 4; \vec{\kappa}' - 4) \) process in each of the components of \( T \setminus P(z_1) \) — this is the same as the law of \( \eta' \) itself, up to conformal transformation. Consequently, once we have fixed \( P(z_1) \), we define \( P(z_2) \) analogously in terms of the segment of \( \eta' \) which traverses the component of \( T \setminus P(z_1) \) with \( z_2 \) on its boundary (see Figure 5.4). Generally, given \( P(z_1), \ldots, P(z_n) \), we let \((z_{n+1,k})_{k \in \mathbb{N}}\) be a countable dense subset of \( \partial (T \setminus \bigcup_{j=1}^{n} P(z_j)) \) and set \( z_{n+1} = z_{d_{n+1}} \). The conditional law of \( \eta' \) given \( P(z_1), \ldots, P(z_n) \) is independently that of an \( \text{SLE}_{k'}(\vec{\kappa}' - 4; \vec{\kappa}' - 4) \) in each of the components of \( T \setminus \bigcup_{j=1}^{n} P(z_j) \). Thus given \( P(z_1), \ldots, P(z_n) \), we define \( P(z_{n+1}) \) analogously in terms of the segment of \( \eta' \) which traverses the component which has \( z_{n+1} \) on its boundary. For each \( n \in \mathbb{N} \), \( \eta' \) almost surely hits \( z_n \) only once at time \( t(z_n) \). Moreover, from the construction, we have that \((t(z_n))_{n \in \mathbb{N}}\) is a dense set of times in \([0, \infty)\) (see Section 3.3).

**Lemma 5.2.** Almost surely, \( \mathcal{D} \subseteq \bigcup_{j=1}^{\infty} P_{\tau}(z_j) \).

**Proof.** For each \( \omega \in \mathcal{D} \), let \( t^{\ell}(\omega) \) and \( t^{\ell}(\omega) \) be the first and last time that \( \eta' \) hits \( \omega \). For each \( \delta > 0 \) we let \( \mathcal{D}_\delta = \{ \omega \in \mathcal{D} : t^{\ell}(\omega) - t^{\ell}(\omega) \geq \delta \} \). Clearly, the sets \( \mathcal{D}_\delta \) increase as \( \delta > 0 \) decreases and \( \mathcal{D} = \bigcup_{\delta > 0} \mathcal{D}_\delta \). Therefore it suffices to show that \( \mathcal{D}_\delta \subseteq \bigcup_{n=1}^{\infty} P_{\tau}(z_n) \) for each \( \delta > 0 \). Fix \( \omega \in \mathcal{D}_\delta \) and consider \( P(z_1) \). If \( t^{\ell}(\omega) < t(z_1) < t^{\ell}(\omega) \), then \( \omega \in P_{\tau}(z_1) \) and we stop the exploration. If \( t(z_1) > t^{\ell}(\omega) \) or \( t(z_1) < t^{\ell}(\omega) \), then \( \omega \) is a double point of \( \eta'|_{[0,t(z_1)]} \) or a double point of \( \eta'|_{[t(z_1),\infty)} \), respectively. Consider \( P(z_2) \). If \( t^{\ell}(\omega) < t(z_2) < t^{\ell}(\omega) \), then \( \omega \in P_{\tau}(z_2) \) and we stop the exploration. If \( t(z_2) < t^{\ell}(\omega) \) or \( t(z_2) > t^{\ell}(\omega) \), we continue the exploration. We continue to iterate this until the first \( k \) that \( \omega \in P(z_k) \). To see that the exploration terminates after a finite number of steps, recall that \((t(z_n))_{n \in \mathbb{N}}\) is a dense set of times in \([0, \infty)\). In particular, letting

\[
k = \min \left\{ j \geq 1 : t^{\ell}(\omega) < t(z_j) < t^{\ell}(\omega) \right\}
\]

we have that \( \omega \in P_{\tau}(z_k) \). \( \square \)

We now have all of the ingredients to complete the proof of Theorem 1.1 for \( \kappa' \in (4, 8) \).
Proof of Theorem 1.1 for $\kappa' \in (4,8)$. Lemma 5.1 and Lemma 5.2 together imply that $\dim(D) = 2 - (12 - \kappa')(4 + \kappa')/(8\kappa')$ almost surely, as desired.

We finish by proving Theorem 1.1 for $\kappa' \geq 8$.

Proof of Theorem 1.1 for $\kappa' \geq 8$. Fix $\kappa' \geq 8$ and let $\kappa = \frac{16}{\kappa'} \in (0,2]$. Let $\eta'$ be an SLE$_{\kappa'}$ process in $H$ from 0 to $\infty$ and let $D$ be the set of double points of $\eta'$. Then $\eta'$ is space-filling \cite{RS05}. For each point $z \in H$, let $t(z)$ be the first time that $\eta'$ hits $z$ and let $\gamma(z)$ be the outer boundary of $\eta([0,t(z)])$. It follows from \cite[Theorem 1.1 and Theorem 1.13]{MST1} and \cite{Bet08} that the dimension of $\gamma(z)$ is equal to $1 + \frac{\kappa'}{8} = 1 + \frac{2}{\kappa}$. Given $\gamma(z)$, $\eta'([t(z),\infty))$ is an SLE$_{\kappa'}$ process in the remaining domain, and thus almost surely hits every point on $\gamma(z)$ except the point $z$. This implies that every point on $\gamma(z)$ except for $z$ is contained in $D$. This gives the lower bound for $\dim_H(D)$.

Let $(z_k)_{k \in \mathbb{N}}$ be a countable dense set in $H$. For the upper bound, we will show that every element of $D$ is in fact on $\gamma(z_k)$ for some $k$. Note that $(t(z_k))_{k \in \mathbb{N}}$ is a dense set of times in $[0,\infty)$ because $\eta'$ is continuous. For each $\omega \in D$, let $t^f(\omega)$ and $t^l(\omega)$ be the first and last times, respectively, that $\eta'$ hits $\omega$. For each $\delta > 0$, $D_\delta = \{ \omega \in D : t^l(\omega) - t^f(\omega) \geq \delta \}$. Then $D = \bigcup_{\delta > 0} D_\delta$. Since the sets $D_\delta$ are increasing as $\delta > 0$ decreases, it suffices to show that $D_\delta \subseteq \bigcup_k \gamma(z_k)$ for each $\delta > 0$. Fix $\delta > 0$ and $\omega \in D_\delta$. Since $(t(z_k))_{k \in \mathbb{N}}$ is dense, we have that

$$k = \min\{ j \geq 1 : t^e(\omega) > t(z_j) > t^l(\omega) \} < \infty.$$

Clearly, $\omega \in \gamma(z_k)$. This completes the proof for $\kappa' \geq 8$.

Remark 5.3. We note that SLE$_{\kappa'}$ for $\kappa' \in (4,8)$ does not have triple points and, when $\kappa' \geq 8$, the set of triple points is countable. Indeed, to see this we note that if $z$ is a triple point of an SLE$_{\kappa'}$ process $\eta'$ then there exists rational times $t_1 < t_2$ such that $z$ is a single-point of and contained in the outer boundary of $\eta'_{|[0,t_1]}$ and a double point of and contained in the outer boundary of $\eta'_{|[0,t_2]}$. For each pair $t_1 < t_2$ there are precisely two points which satisfy these properties. The claim follows for $\kappa' \in (4,8)$ since SLE$_{\kappa}$ for $\kappa' \in (4,8)$ almost surely does not hit any given boundary point distinct from its starting point. The claim likewise follows for $\kappa' \geq 8$ because this describes a surjection from $Q_+ \times Q_+, Q_+ = (0,\infty) \cap Q$, to the set of triple points.
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