Detection and Monitoring of Bottom-Up Cracks in Road Pavement Using a Machine-Learning Approach
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Abstract: The current methods that aim at monitoring the structural health status (SHS) of road pavements allow detecting surface defects and failures. This notwithstanding, there is a lack of methods and systems that are able to identify concealed cracks (particularly, bottom-up cracks) and monitor their growth over time. For this reason, the objective of this study is to set up a supervised machine learning (ML)-based method for the identification and classification of the SHS of a differently cracked road pavement based on its vibro-acoustic signature. The method aims at collecting these signatures (using acoustic-sensors, located at the roadside) and classifying the pavement’s SHS through ML models. Different ML classifiers (i.e., multilayer perceptron, MLP, convolutional neural network, CNN, random forest classifier, RFC, and support vector classifier, SVC) were used and compared. Results show the possibility of associating with great accuracy (i.e., MLP = 91.8%, CNN = 95.6%, RFC = 91.0%, and SVC = 99.1%) a specific vibro-acoustic signature to a differently cracked road pavement. These results are encouraging and represent the bases for the application of the proposed method in real contexts, such as monitoring roads and bridges using wireless sensor networks, which is the target of future studies.
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1. Introduction

Several types of distresses can lead to the failure of the flexible road pavements, which can be attributed to the following main causes [1–4]:

1. Inadequate mix design (e.g., excessive asphalt binder, or poor-quality asphalt binder, or aggregates);
2. Inadequate structural design (e.g., unsuitable road geometry, underestimated traffic load, insufficient layer thickness, and poor joint construction or location);
3. Inadequate construction quality (e.g., poor compaction and poor patching after utility cuts);
4. The increase in the traffic volume or of the number of vehicles with high axle loads;
5. Repeated traffic loading (fatigue);
6. Asphalt binder aging (i.e., oxidation of the binder resulting in a stiffer and more viscous material that is not able to hold the superficial aggregates that are pulled away by traffic);
7. Temperature (e.g., temperature cycling, freeze-thaw cycle, and low temperatures);
8. Moisture (e.g., excessive moisture in the subgrade);
9. Decreasing in pavement load supporting characteristics (i.e., loss in base, subbase or subgrade);
10. Reflective crack from an underlying layer (e.g., due to bottom-up cracking propagation, or presence of rigid objects);
11. Traffic start and stops;
12. Mechanical dislodging by uncommon traffic (e.g., studded tires, snowplow blades, or tracked vehicles);
13. Vibrations induced by the traffic, work zones, or natural events (e.g., earthquakes);
14. Maintenance policy pursued (e.g., failure- or condition-based).

Based on the main causes listed above, it is possible to state that: (1) they relate to intrinsic (e.g., inadequate design) or extrinsic (i.e., due to the interaction or the road pavement with the traffic or the environment); (2) the road pavement failures can be classified in surface and concealed; and (3) sometime surface failures are generated by concealed problems and/or failures.

Concealed failures (e.g., bottom-up cracks) are, by definition, difficult to be identified and localized. The methods that are commonly used to carry out this task have become unsustainable (i.e., destructive, spatially limited, and expensive), and obsolete (e.g., do not allow continuous monitoring, or are not able to provide real-time information). An infinite number of innovative solutions have been proposed in the last decades to perform the assessment and monitoring of the structural health conditions of road pavements. Furthermore, a big boost to this innovation can be attributed to the requests of the current and future smart cities [5], which sometimes come from the highest organization level, such as the Directive 2010/40/EU that strongly encourages the development of Intelligent Transportation System, ITS, to solve economic, energetic, environmental, social, and mobility-relate problems [6–8].

**State of the Art about Technological Solutions Used to Detect Concealed Distresses in Road Pavements**

Despite the noteworthy improvement of the Information and Communication Technologies (ICT), which is very well represented by the emerging field of the Internet of Things (IoT), it is still rare to find, in real contexts, monitoring systems based on ICT or IoT solutions that are able to detect and monitoring concealed distresses (e.g., bottom-up cracks). The current monitoring systems refer to mobile scanning technologies, such as those based on instrumented vehicles [9], unmanned aerial vehicles, airplanes, and satellites [10], ground penetrating radar [11], traffic speed deflectometer [12], smartphones’ accelerometers [13], and non-nuclear density gauges [14]. The main drawback of the above-mentioned technologies refers to the fact that they are focused on the recognition of surface distresses only, or on the derivation of these latter from surface-related parameters (e.g., texture and regularity [15], noise propagation [16], sound absorption [17], and vibration [18]).

Several approaches were used to process the data that come from the above mentioned solutions. Noteworthy examples applied for the structural health monitoring (SHM) of road pavements refer to (i) pothole detection using a fuzzy c-mean method based on morphological 2D image reconstruction [19], (ii) pavement roughness estimation based on analyses in the frequency domain [20], or the principal component analysis [21], or wavelet transform [22], or the principal component analysis [21], or wavelet transform [22], (iii) automatic surface crack detection using wavelet-based analysis [23,24], (iv) crack detection using visual features extracted using Gabor filter [25], and particle filter [26], (v) surface crack detection using Otsu’s based method [27], (vi) surface crack classification by mean of support vector machine [28], (vii) use the fuzzy c-mean method to find the relationship between traffic emission (e.g., NOx) and the related built environment factors (e.g., short road in city center, bus stations density, ramps, and residential-commercial land proportion), and the relationship between built environment and the 24-hour congestion pattern [29,30], and (viii) ML-based approaches.

Among the different approaches listed above, those based on ML algorithms are becoming more and more popular because of the advantages offered by this approach. In particular, despite the ML algorithms requiring specialized skills for writing codes, a considerable computational effort, and big data sets (especially during their training), these algorithms are able to manage, automatically and in a
smarter and easier way with respect to the more traditional techniques, the big data set mentioned above (e.g., sensor data, sounds, images, etc.), allowing detecting patterns and trends with good accuracy and in a wide range of applications. Consequently, a further analysis of the literature was carried out. Relevant and recent examples of the ML (and hybrid methods that consist of the combination of ML algorithms and the methods reported above) used to carry out the SHM of road pavements refer to (a) 3D reconstruction of concealed cracks using convolutional neural network (CNN)\cite{31}, (b) prediction of condition and performance, definition of management and maintenance strategies, surface distress forecasting (cracking, rutting, raveling, and roughness), structural evaluation (layer thicknesses, moduli, shear wave velocity, and deflection), distress identification using image analysis and classification, materials modeling \cite{32}, (c) detection of structural damage using wavelet-based and Artificial Neural Networks ANN \cite{33,34}, (d) detection of crack propagation using finite element method and ANN \cite{35}, (e) detection and classification of pavement crack using CNN and principal component analysis \cite{36}, (f) vision-based classification of cracks using a feed-forward ANN \cite{37}, and (g) predict the fracture energy of asphalt mixture specimens using an innovative ML algorithms \cite{38}.

In view of the foregoing, it is possible to assert that there is a lack in SHM methods based on ML-classifiers that aim at detecting and monitoring concealed cracks in road pavements. For this reason, in the study presented in this paper, a ML-based monitoring method that aims at detecting and classifying the concealed road cracks is proposed.

The remaining parts of the paper refer to: A) Section 2 (definition of the objectives of the study). B) Section 3, which refers to the description of the proposed method, to the experimental investigation carried out to gather the data set used in this study, and to the presentation of the di
erent data analysis algorithms (i.e., a multilayer perceptron, a convolutional neural network, a random forest classifier, and a support vector classifier) used to analyze the data set mentioned above. C) Section 4, which refers to the presentation and discussions of the main results. D) Section 5 (Conclusions). E) References.

2. Objectives

The main objectives of the study presented in this paper were to (1) describe a new ML-based method specially designed for the SHM of road pavements, (2) describe the experimental investigation that was carried out to collect the acoustic signals (data set) used as input of the different classifiers presented in this study, and (3) define the most suitable classifier to process the data set collected during the experimental investigation.

3. Innovative Method

3.1. The Method

The method considers the road pavement as a filter of the acoustic and seismic waves (see Figure 1) \cite{39–41}. These latter are generated by a mechanical source (i.e., the vehicular traffic), travel into the medium (i.e., the road pavement), and finally are detected by a receiver (i.e., a microphone isolated from the airborne noise, attached on the road surface in a nondestructive way, connected to an external soundcard, in turn connected to a laptop running the Matlab code used to record sounds). Consequently, the related data set consists of the acoustic responses (ARs) of the road pavements to the loads induced by the vehicles. It is expected that the propagation of the above-mentioned signals will change if the structural health status (SHS) of the medium gets worse. As is well known, the seismic wave propagation depends on different parameters, such as the elastic modulus that in turns is affected by the temperature, the distance source–receiver (geometric damping), the material damping (related to the properties of the material and the vibration amplitude), the boundary conditions, and the occurrence of concealed distresses \cite{42,43}. Figure 1 shows the tasks carried out in this study, from 1 (experimental investigation) to 5 (comparison of the results obtained by the ML algorithms, in terms of model accuracy, to find the best ML algorithm for the application of the proposed monitoring method).
Importantly, in the last years, a considerable effort was paid to set up the method. In particular, different experimental configurations and data analysis approaches were used to analyze the data gathered applying the proposed method. In particular, the analysis in time, frequency, and time–frequency domains, features extraction, hierarchical clustering [44], and Finite Element Models (FEM) [45] were used for the purposes mentioned above, while, in this study, different ML models were used. Based on the potentialities of the ML classifiers that were selected for this study and are presented in Section 3.3, good performance in term of automatic crack detection and monitoring was expected.

3.2. Experimental Investigation and Data Set Generation

This section aims at describing the experimental investigation that was carried out to collect the data set used to feed the different ML-classifiers.

The road pavement under investigation was a dense graded friction course (DGFC) consisting of two layers, i.e., one surface layer 3 cm-thick, and the second one 12 cm-thick. An accurate analysis of the surface of the road pavement used in this study allows recognizing the wheel paths. Therefore, we decided to pass the wheel of the car used during the tests over these areas. Importantly, no rutting phenomena (permanent deformations) or surface cracks were observed along the carriageway. Hence, even though the road was not new, it was considered suitable for our experiments.

Based on the well-known viscoelastic behavior of the material under test (i.e., asphalt concrete, which was also observed during previous experimental investigations), and with the aim of the proposed method (i.e., recognizing the occurrence of a damage from the vibro-acoustic response of the pavement), thermal excursions should be minimized, and other parameters, such as the speed of the vehicle, should be controlled or kept constant. To this end, the experimental investigation was carried out in one day, while the temperature of the pavement and the air were in the range 30-37 °C and 26-30 °C, respectively. At the same time, the speed of the vehicle used as a mechanical source was kept constant (about 20 km/h, i.e., the speed allowed in the parking area where the measurements were carried out).

The data set consisted of 40 ARs of a road pavement to the loads generated by 40 passages of a car (see Figure 2a), which was detected using the source of the system placed on the road surface 2 m far from the wheel path (i.e., the area of the pavement where the wheel of the vehicle is most likely to pass). The original data set (10 ARs for each SHSs of the pavement; see Figure 2b) was recorded running a Matlab code and using the highest sampling frequency allowed by the system, i.e., 192 kHz (to have signals with high resolution).
Based on a preliminary data analysis, it was observed that, because of the nature of the signal (pseudo-random) and of the high level of background noise due to the traffic and the environment, it was difficult to find the beginning of each acoustic response (AR). Consequently, we decided to use an augmentation procedure (see Figure 2c). The augmentation procedure was used several times in order to find the optimal data set size to properly classify the SHSs of the road pavement. In particular, each AR was cut several times using a window with a constant width, which was shifted with a constant step over the AR before the cut. After the augmentation, the augmented ARs were used as an input with different algorithms, using the Tensorflow and scikit-learn libraries [46,47].
3.3. The Machine Learning Classifiers Used

In this study, ANNs, random forest classifiers, and a set of support vector machine models were implemented in order to compare the efficiency of the developed ANN models.

As is well known [48], three practical issues must be faced in learning from samples: (1) capacity of the network (i.e., the number of patterns that can be stored, and the functions and the decision boundaries can be formed), (2) sample complexity (i.e., the number of training patterns needed to obtain a good generalization and avoid the “over-fitting”, namely obtaining good results in the training phase, and poor results in the test phase), and (3) computational complexity (i.e., the time required to estimate a solution from the training patterns). In more detail, the quality of the results of an ANN depends on the following variables, which should be carefully defined by the mean of trial-and-error approaches, and bearing in mind the following theoretical considerations and issues [49,50]: (i) data preprocessing (e.g., balancing an over- or underestimated class of signal, or enrichment using augmentation techniques such as scaling, translation, random noise addition, etc.) is recommended to accelerate the convergence of the testing results to the training results, (ii) input data set size (it should be sufficiently large to cover any variation in the problem domain), (iii) input data set partitioning (the percentages of signals of the data set used for learning and testing phases should be defined using the user experience, or the trial-and-error approach, or some statistical regression rule), (iv) learning rate (a high learning rate may lead to the overshooting of the optimal. This happens when the learning phase is too fast and the network is not able to carry out the classification, while a slow learning rate can make the network inefficient), (v) activation function (data non-linearity and noisiness should be considered before the selection of the activation function), (vi) hidden layers and node sizes (few hidden layers may underestimate complex patterns (under-parameterization), while too many hidden layers can lead the network to learn from the noise of the data (poor generalization). Furthermore, numerous hidden nodes may lead to time-consuming networks, while few hidden nodes can lead to the under-fitting of the network (network unable to obtain the underlying rules embedded in the data)), and (vii) training modes (weights updating) that refer to the size of the section of samples that are used in each testing iteration (i.e., the batch size). A trade-off between the batch size = 1 and the batch size = data set size should be found. If the batch size is equal to the data set size (a.k.a., batch training mode), a large storage for the weights is required, a better estimation of the error gradient can be obtained, but it is more likely that the network will be trapped in local minima. While, if a batch size = 1 is used (a.k.a., stochastic mode), an example-to-example training will be carried out, and this means smaller storage requirements for the weights, and fewer possibilities of entrapment in local minima. (viii) Convergence criteria or stopping criteria, namely the criteria used to stop the training, which can belong to the type “training error (i.e., error function ≤ small real number)”, “gradient error (i.e., gradient of the error function ≤ small real number)”, and “cross-validation (i.e., training the network using a part of the data set, and then validating the network using the remaining part of the data)”. Generally, during the training process the related error decreases when the number of nodes or training cycles increases. Examples of stopping criteria are the coefficient of determination and the sum of squared errors. Finally, confusion matrixes, or the hit (or miss) rate representing the percentage of examples classified correctly (or incorrectly) can be used as an error metric in classification problems, rather than the absolute deviation of the network classification from the target classification.

Based on the above, the following tasks were carried out: (a) the data set was preprocessed using the augmentation procedure described above in order to obtain an adequate input data set size (i.e., from an initial data set of 40 signals related to 4 SHSs, another 5 data sets were produced. The new data sets consist of 400, 800, 1600, 3200, and 4000 signals; see Table 1), (b) the data set was partitioned considering as a starting point the use of 50% of the ARs the training and the use of the remaining part (50%) for testing, (c) values extracted from an exponential scale starting from 0.001 \((y = a \times b^x)\), where \(a = 0.001\), and \(b = 2.5\) were used as the learning rate, (d) the ReLu function was selected as activation function for the classification purpose (this activation function, \(f(z)\), is zero when \(z\) is less than zero, and it is equal to \(z\) when \(z\) is above or equal to zero, i.e., \(relu(x) = \max(0, x)\)), and (e) the model
accuracy (i.e., the ratio between the number of signals of the testing data set correctly classified and the total number of signals belonging to the testing data set to be classified), derived from confusion matrices, were used to show the results of the classification. Furthermore, the Adadelta Optimized was selected as an optimizer function (for the adjustment of weights and biases).

Table 1. Multilayer perceptron (MLP): best results.

| D  | Best Data Set Partition b | # of Nodes c | # of Epochs/ Learning Rate | Batch Size (Signals) | Model Accuracy (%) |
|----|---------------------------|--------------|----------------------------|----------------------|--------------------|
| 40 | n.a. d                    | n.a.         | n.a.                       | n.a.                 | l.c. d             |
| 400| n.a.                      | n.a.         | n.a.                       | n.a.                 | l.c.               |
| 800| n.a.                      | n.a.         | n.a.                       | n.a.                 | l.c.               |
| 1600|60/40                      | 2000/2000    | 30/0.098                   | 16                   | 84.4               |
| 3200|40/60                      | 700/700      | 20/0.098                   | 16                   | 89.9               |
| 4000|30/70                     | 350/350      | 15/0.224                   | 16                   | 91.8               |

a Data set size, i.e., the number of signals used to feed the network.
b Percentage of signals used as training and testing samples (e.g., 60/40 = 60% for training and 40% for testing).
c Number of nodes used for each hidden layers (e.g., 50/50 = 50 nodes for the hidden layer #1, and 50 nodes for the hidden layer #2).
d n.a. = not available because of lack of convergence; l.c. = lack of convergence of the testing with the training phase.

ANNs are the basic classification approach considered in this study. The following ANN types were developed:

- Multilayer perceptron (MLP);
- Convolutional neural network (CNN).

The MLP consists of two fully connected hidden layers that are dedicated to the pattern recognition (using the ReLu as the activation function).

CNNs are commonly used for the classification of images (e.g., [31]), while, in this study, pseudorandom time series were used as input. These types of networks try to take advantage from the potentialities offered by the convolutional and pooling layers of the CNN (i.e., feature extraction and processing). The CNN used in this study consists of one convolution layer (feature extraction), one pooling layer (average pooling of the features extracted, applying the valid padding), and the same two fully connection layers used in the MLP (pattern recognition using the activation function ReLu). The activation function softmax cross entropy (i.e., measures the probability error in discrete classification tasks), and confusion matrixes were used to show and analyze the results of the classification.

In addition to ANNs, the following advanced ML-classifiers were developed:

- Random forest classifier (RFC): an ensemble learning method for classification that operates by constructing a set of decision trees and returning the class that is the mode of the classes (classification) of the individual trees [38];
- Support vector classifier (SVC): a supervised learning classifier with associated learning algorithms that can perform a nonlinear classification, implicitly mapping the model inputs into high-dimensional feature spaces.

The essential parameter of a RFC model is the number of estimators (the number of trees in the forest). The following types of SVC were implemented in the study:

- SVC with linear kernel;
- SVC with radial basis function (RBF) kernel;
- SVC with polynomial kernel.

As it is stated in the scikit-learn documentation [47], two basic characteristics are used to parameterize SVC: (1) a kernel coefficient (gamma) and (2) the penalty parameter (C). The gamma
parameter affects the influence of a single training example in the developed model. This parameter can be seen as the reciprocal of the radius of influence of samples selected by the model as support vectors. The penalty parameter C trades off correct classification of training examples against maximization of the decision function’s margin [46].

4. Results and Discussions

4.1. Multilayer Perceptron

The results of the classification procedure based on the MLP classifiers are presented in Table 1, where, for each data set size (D, first column), the following pieces of information were reported: (a) best data set partition (number of samples used in training versus testing processing); (b) number of nodes (nodes in each hidden layer); (c) number of epochs (number of times that the learning algorithm will work through the entire training dataset); (d) batch size (the training dataset is divided into more batches); and (e) model accuracy.

Figure 3 is an example of both graphical and numerical (confusion matrices) results that it is possible to obtain through the ML algorithms used in this study. In more detail, Figure 3a shows the trends of the training and testing losses during the epochs (e.g., 15) in which the algorithm (e.g., the MLP) works. Figure 3b shows the confusion matrix derived from (top) the training phase of the MLP algorithm, and (bottom) the testing phase. In more detail, a perfect training and a perfect testing (i.e. a perfect classification) were obtained when A) the losses tended to be zero when the epochs tended to be infinite and B) the non-zero elements of both the matrices mentioned above had all the non-zero elements in the main diagonal.

Figure 3. Examples of (a) convergence of the first network used, i.e., the multilayer perceptron (MLP), and (b) confusion matrices that express the accuracy of the network (training loss reduction = 80%).

The results reported in Table 1 and Figure 4 point out how many signals were required to properly classify the SHS of a road pavement using the MLP. The results in Table 1 were derived in order to (i) minimize the use of signals for the training process, (ii) use few epochs that are a crucial factor when a real time monitoring is needed, (iii) have an overall reduction of the training loss (see Figure 3) of at least 65% (i.e., the difference between the highest, starting value and the lowest, final value), (iv) use a constant batch size of 16 samples, and (v) consider satisfying a model accuracy of at least 80%. Note that model accuracy is derived from the confusion matrices of the training and testing processes. For example, by considering the results reported in the last row of Table 1 (recalled in Figure 3), the accuracy of 91.8% was derived dividing the sum of main diagonal elements of the confusion matrix of the testing phase (i.e., 644+635+638+653=2570; see Figure 3b bottom), with the training data set size (i.e., all the elements of the confusion matrix of the testing phase, which were 2800, and represented 70% of 4000).
Table 1 shows the best results obtained using the MLP. It is important to underline that, the MLP allows obtaining good results for the data sets with size greater than 800. It was not possible to reach the convergence of the model, which was measured considering a reduction of the training loss values (defined above) of 65% as lower limit. In addition, based on results, it can be stated that if the data set size increased (from 1600 to 4000), it is possible to (i) use a lower percentage of signals in the training phase (i.e., from 60% to 30%; see Table 1, column “Dataset partition”, rows 4th – 6th), (ii) speed-up the model by halving the epochs from 30 to 15 (see Table 1, column “# of epochs”), and (iii) obtain a better model accuracy (from 84.4% to 91.8% (see Table 1, last column)).

4.2. CNN for Classification

As for Table 1, Table 2 reports the parameters used in each layer of the CNN network and the results of its application on the same data sets used by the MLP. Note that, the batch size was the same used in the MLP (i.e., 16). Table 2 shows that, even if this network did not allow a good classification for data sets consisting of 40–800 ARs, the CNN allows obtaining results better than the MLP. In more detail, using the data set consisting of 1600 ARs a model accuracy of 89.5% can be reached under the following hypotheses: (1) 20 epochs; (2) 500 nodes per hidden layer; (3) a learning rate of 0.224; (4) a convolutional layer with 10 filters (length of the convolution window = 30; stride length of the convolution = 5); (5) a pooling layer with a window size equal to 10; and 6) a pool stride equal to 5 (the stride is the amount by which the filter shifts). The 89% of the data set (consisting of 3200 ARs) was properly classified using only the 30% of the ARs with the following parameters: 20 epochs, 700 nodes per hidden layer, a learning rate of 0.224, and the same convolutional and pooling layers used for the data set with 1600 signals. Finally, using the data set consisting of 4000 ARs, the 89.5% of data was properly classified. Figures 5–7 refer to Tables 2 and 3. In more detail, figures illustrate how the loss function used (error) is minimized when epochs increase.
Table 2. Convolutional neural network (CNN): best results.

| D  | Best Dataset Partition b | # of Nodes c | # of Epochs/ Learning Rate | # of Filters /Kernel/Stride d | Pool Size/ Pool Stride e | Model Accuracy (%) |
|----|--------------------------|--------------|----------------------------|--------------------------------|--------------------------|-------------------|
| 40 | n.a. f                   | n.a.         | n.a.                       | n.a.                           | n.a.                     | l.c. f            |
| 400| n.a.                     | n.a.         | n.a.                       | n.a.                           | n.a.                     | l.c.              |
| 800| n.a.                     | n.a.         | n.a.                       | n.a.                           | n.a.                     | l.c.              |
| 1600| 50/50                   | 1000/1000    | 20/0.224                   | 10/30/5                        | 10/5                     | 83.0              |
| 3200| 30/70                   | 700/700      | 20/0.224                   | 10/30/5                        | 10/5                     | 89.0              |
| 4000| 20/80                   | 500/500      | 10/0.61                    | 10/30/5                        | 10/5                     | 89.5              |

a Data set size, i.e., the number of signals used to feed the network.
b Percentage of signals used as training and testing samples (e.g., 60/40 = 60% for training and 40% for testing).
c Number of nodes used for each hidden layers (e.g., 50/50 = 50 nodes for the hidden layer #1, and 50 nodes for the hidden layer #2).
d # of filters = number of filters used in the convolution layer; kernel = length of the convolution window; stride = stride length of the convolution.

Figure 5. Convergence plots for the CNN (cf. Table 2): (a) data set size (D) = 1600 signals; (b) D = 3200 signals, and (c) D = 4000 signals.

It should be noted that, CNN allows obtaining the best results when the training data set consisted of 800 (for D = 1600, and D = 4000), or 960 ARs (for D = 3200). Importantly, if the configurations of the three cases (in terms of number of nodes and epochs) were compared, the case D = 4000 produced the best results using the simplest configuration. This key result could be due to the learning rate (≈0.61) and the number of signals used for the training (=3200), which were both greater than those used in the other two configurations.
Figure 6. Convergence plots for the CNN (cf. Table 3, section “with same convolutional and pooling layers of Table 2”): (a) data set size \( D = 1600 \) signals, (b) \( D = 3200 \) signals, and (c) \( D = 4000 \) signals.

Figure 7. Convergence plots for the CNN (cf. Table 3, section “number of optimization filters”): (a) data set size \( D = 1600 \) signals, (b) \( D = 3200 \) signals, and (c) \( D = 4000 \) signals.
Table 3. Comparison of MLP–CNN.

| D    | Best Dataset Partition b | # of Nodes c | # of Epochs/Learning Rate | # of Filters/Kernel/Stride d | Pool Size/Pool Stride e | Model Accuracy (%) |
|------|--------------------------|--------------|---------------------------|-----------------------------|-------------------------|--------------------|
|      |                          |              |                           |                             |                         |                    |
|      |                          |              |                           |                             |                         |        MLP          |
| 1600 | 60/40                    | 2000/2000    | 30/0.098                  | n.a. f                      | n.a.                   | 84.4               |
| 3200 | 40/60                    | 700/700      | 20/0.098                  | n.a. f                      | n.a.                   | 89.9               |
| 4000 | 30/70                    | 350/350      | 15/0.224                  | n.a. f                      | n.a.                   | 91.8               |
|      |                          |              |                           |                             |                         |                    |
|      |                          |              |                           |                             |                         |        CNN          |
| 1600 | 60/40                    | 2000/2000    | 30/0.098                  | 10/30/5                     | 10/5                   | 83.3               |
| 3200 | 40/60                    | 700/700      | 20/0.098                  | 10/30/5                     | 10/5                   | 72.7               |
| 4000 | 30/70                    | 350/350      | 15/0.224                  | 10/30/5                     | 10/5                   | 91.1               |
|      |                          |              |                           |                             |                         |                    |
|      |                          |              |                           |                             |                         |        CNN          |
| 1600 | 60/40                    | 2000/2000    | 30/0.098                  | 100/30/5                    | 10/5                   | 87.2               |
| 3200 | 40/60                    | 700/700      | 20/0.098                  | 100/30/5                    | 10/5                   | 90.5               |
| 4000 | 30/70                    | 350/350      | 15/0.224                  | 150/30/5                    | 10/5                   | 95.6               |

a Data set size, i.e., the number of signals used to feed the network.

b Percentage of signals used as training and testing samples (e.g., 60/40 = 60% for training and 40% for testing).

c Number of nodes used for each hidden layers (e.g., 50/50 = 50 nodes for the hidden layer #1, and 50 nodes for the hidden layer #2).

d # of filters = number of filters used in the convolution layer; kernel = length of the convolution window; stride = stride length of the convolution.

e pool size = size of the window that makes the pooling; pool stride = stride of the pooling window f n.a. = not available, because is not required by the MLP.

The next table shows the comparison between MLP and CNN, i.e., the results of the inclusion of a convolution layer and a pooling layer (with the same characteristics of those in Table 2) in the MLP (described in Section 4). Furthermore, it shows that increasing the number of filters (i.e., layers) in the convolutional layer it is possible to improve the accuracy.

By referring to the first two sections of Table 3, note that CNN had a lower accuracy than MLP.

By referring to the number of filters in the convolutional layer, note that results in Tables 2 and 3 point out that different parameters were needed when applying the CNN to reach a higher model accuracy and particularly:

- Bigger partitions of the data sets for the training (e.g., 30/70 as shown in the last row of Table 3, instead of 20/80 as reported in the last row of Table 2);
- Higher number of filters (i.e., 100 and 150, as reported in the last section of Table 3, instead of 10, as shown in Table 2).

This allows CNN to reach a higher model accuracy (e.g., 95.6% instead of 91.8 for the data set consisting in 4000 ARs) and to get accuracies higher than MLP ones.

4.3. Random Forest Classifier

The RFCs, implemented with the help of the scikit-learn predefined class, were trained with the prepared data. The complexity of the classifiers was varied on the basis of the number of used estimators. The set of 5, 10, 20, 50, and 100 estimators (decision trees) shaping the random forest was considered in the experiment. Additionally, different proportions of the training and testing sets were used for the fitting of the RFC parameters and in order to estimate model accuracy. The parameters of the RFCs implemented with the highest accuracy are presented in Table 4.
Table 4. Random forest classifier (RFC): best results.

| Dataset Size | Best Dataset Partition | # of Estimators | Model Accuracy (%) |
|--------------|------------------------|-----------------|--------------------|
| 40           | 60/40                  | 100             | 31.3               |
| 400          | 60/40                  | 100             | 41.3               |
| 800          | 80/20                  | 100             | 58.1               |
| 1600         | 80/20                  | 100             | 73.8               |
| 3200         | 80/20                  | 100             | 90.3               |
| 4000         | 80/20                  | 100             | 91.0               |

Note that the accuracy of RFC models is comparable with the accuracy of the implemented ANNs.

4.4. Support Vector Classifier

After the first stage of the simulations with different types of SVCs, models with linear and polynomial kernels were excluded from the experiment due to their low accuracy compared to models with the RBF kernel. The kernel coefficients were varied from 0.012 to 0.018 with the step of 0.002. Results of the experiment obtained through the best SVC are shown in Table 5.

Table 5. Support vector classifier (SVC): best results.

| Dataset Size | Best Dataset Partition | Kernel Coefficient | Penalty Parameter | Model Accuracy (%) |
|--------------|------------------------|--------------------|-------------------|--------------------|
| 40           | 30/70                  | 0.014              | 1.3               | 32.1               |
| 400          | 80/20                  | 0.012              | 1.3               | 56.3               |
| 800          | 80/20                  | 0.012              | 1.9               | 64.4               |
| 1600         | 80/20                  | 0.012              | 1.7               | 87.5               |
| 3200         | 70/30                  | 0.012              | 1.7               | 97.5               |
| 4000         | 80/20                  | 0.012              | 1.7               | 99.1               |

Results indicate that the use of the SVC described above, with properly fitted parameters, allows obtaining a classification accuracy even higher than the one of ANN models.

5. Conclusions

Results show the possibility of associating a specific vibro-acoustic signature to a road pavement through the efficient ML-classifier.

The efficiency of the classifiers used was evaluated in terms of model accuracy derived from confusion matrices.

In order to obtain models suitable for the application described in this paper, trade-off solutions were found acting principally on the number of nodes of the hidden layers, the learning rate, the number of epochs, and the number of filters of the convolution layer.

In particular, the number of epochs was considered a key factor to obtain faster ANNs. The ANNs used (MLP and CNN) were able to classify data sets consisting of a number of signals greater than 800, with accuracies that range from 83% to 95.4%. Importantly, the CNN includes the MLP and allows obtaining better results (i.e., MLP = 91.8% while CNN = 95.6%). In more detail, the CNN allows using smaller signals for the training, and when the same data partitions were used, the CNN was able to obtain model accuracies greater than for MLP.

Random forest classifiers (RFCs) as an alternative to ANNs could produce results comparable with MLPs (i.e., MLP = 91.8% while RFC = 91.0%) but somehow worse than CNN models with the parameters optimized. However, experiments show that SVM models could produce a better classification accuracy (99.1%) for the problem considered in this paper.

These results were encouraging and represent the bases for the application of the proposed SHM method in real contexts by the mean of suitable and well-designed tools for intelligent transportation
systems. Possible applications of the proposed method include the monitoring of structural health status of several types of assets, such as road pavements, bridges, buildings, etc. using for example a wireless sensor network consisting of sensor nodes located (i.e., non-destructive test method) beside the carriageway.

Future studies will focus on crucial topics related to the field of the asset monitoring, such as: (1) Investigate the effect of different types of distresses on the vibro-acoustic signatures of the different road pavements in different environmental, boundary, and structural conditions (i.e., considering (a) daily, seasonal, and annual changes, (b) different thickness and composition of the road pavement layers, and (c) different distresses, respectively). (2) Include more sensors (e.g., temperature and humidity sensors, gas and smoke concentration sensors, and accelerometers. This task was partially addressed in [51,52]) to gather also environmental data (e.g., unusual temperatures, presence of water, particulate matters, etc.), traffic-related data (e.g., traffic flow, noise level, congestion level, etc.), and emergency-related data (e.g., occurrence of a car accident, presence of fire, smoke, etc.).
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