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Abstract. A Peano compactum means a compact metric space having locally connected components such that at most finitely many of them are of diameter greater than any fixed number $C > 0$. Given a compactum $K$ in the extended complex plane $\hat{\mathbb{C}}$, it is known that there is a finest upper semi-continuous decomposition of $K$ into subcontinua such that the resulting quotient space is a Peano compactum. We call this decomposition the core decomposition of $K$ with Peano quotient and its elements atoms of $K$. We show that for any branched covering $f : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ and any atom $d$ of $f^{-1}(K)$ the image $f(d)$ is an atom of $K$. Since rational functions are branched coverings, our result extends earlier ones that are restricted to more limited cases, requiring that $f$ be a polynomial with $f^{-1}(K) = K$.
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1. Motivations and Results

By a compactum we mean a compact metric space. To describe specific aspects of the topology of a compactum $K$, we may analyse certain upper semi-continuous (usc) decompositions of $K$ into subcontinua. We further require that the resulting quotient spaces satisfy a group of properties (P). Such a partition $\mathcal{D}$ as well as its quotient space, still denoted as $\mathcal{D}$, becomes more interesting if it refines every other usc decomposition of $K$ into subcontinua whose quotient space satisfies (P). In such a case, $\mathcal{D}$ is called the core decomposition of $K$ with respect to (P). See for instance [6, Definition 1.1] for the core decomposition of a continuum with respect to the property of being semi-locally connected.

In the current paper we study a special type of core decompositions, when (P) means being a Peano compactum. Here a Peano compactum is a compact metric space whose nondegenerate components are locally connected and form a null sequence, in the sense that for any $C > 0$ at most finitely many of them are of diameter greater than $C$. One may see [10, Theorem 3] for a characterization of Peano compacta lying on the plane.

We will denote by $\mathcal{M}^{PC}(K)$ the family of all the usc decompositions $\mathcal{D}$ of $K$ into subcontinua such that the quotient space is a Peano compactum. The member of $\mathcal{M}^{PC}(K)$ that refines all the others, if it exists, is called the core decomposition of $K$ with respect to the property of being a Peano compactum, or shortly the core decomposition of $K$ with Peano quotient. When it exists, this core decomposition is denoted by $\mathcal{D}^{PC}_{K}$ and its elements, considered as subcontinua of $K$, are called atoms of $K$. We will call the resulting quotient space the Peano model of $K$ and the natural projection $\pi : K \to \mathcal{D}^{PC}_{K}$ the Peano projection of $K$. If $K$ is in the extended complex plane $\hat{\mathbb{C}}$, we further set $\hat{\mathcal{D}}_{K} = \mathcal{D}^{PC}_{K} \cup \{\{z\} : z \notin K\}$ and call $\hat{\pi} : \hat{\mathbb{C}} \to \hat{\mathcal{D}}_{K}$ the extended Peano projection. To emphasize $K$, we sometimes write $\pi_{K}$ (respectively, $\hat{\pi}_{K}$) instead of $\pi$ (respectively, $\hat{\pi}$). The resulting quotient space $\hat{\mathcal{D}}_{K}$ is a cactoid [19, p.76]. By [19, p.171, Theorem (2.2)] and [19, p.175, Theorem (3.3)], we know that a continuum $N$ is a cactoid if and only if there is a a monotone map of $\hat{\mathbb{C}}$ onto $N$.

Recall that a compactum $K$ in $\mathbb{R}$ is always a Peano compactum, thus $\mathcal{D}^{PC}_{K}$ consists of all the singletons $\{x\}$ with $x \in K$. By [10, Example 7.1], there is a compactum in $\mathbb{R}^{3}$ that does not have a core decomposition with Peano quotient. On the other hand, by [10, Theorem 7], all planar compacta $K$ have a core decomposition with Peano quotient. When $K$ is a continuum, the core decomposition $\mathcal{D}^{PC}_{K}$ may be different from the one proposed by Moore [13], which partitions an
arbitrary continuum into prime parts such that the quotient space is a Peano continuum. See [20, Example 2.3] for a special continuum in the plane, such that the core decomposition strictly refines the decomposition into prime parts.

Let us focus on compacta \( K \subset \hat{\mathbb{C}} \). If \( K \) is unshielded, so that \( K = \partial U \) for some component \( U \) of \( \hat{\mathbb{C}} \setminus K \), the core decomposition \( \mathcal{D}^{PC}_K \) has been obtained by Blokh, Curry, and Oversteegen in [2, 3]. When \( K \) is connected the Peano model \( \mathcal{D}^{PC}_K \) is called the finest locally connected model in [2]. When \( K \) is disconnected the Peano model \( \mathcal{D}^{PC}_K \) is called the finest finitely Suslinian monotone model in [3]. These models are planar compacta that are still unshielded [3, Theorem 19]. Here a compactum is finitely Suslinian provided that every collection of pairwise disjoint subcontinua whose diameters are bounded away from zero is finite.

Since every locally connected or finitely Suslinian compactum \( K \subset \hat{\mathbb{C}} \) is necessarily a Peano compactum [10, Theorems 1 and 3], the Peano model \( \mathcal{D}^{PC}_K \) obtained in [10, Theorem 7] includes as special sub-cases the two models given in [2, 3]. The Peano model \( \mathcal{D}^{PC}_K \) is developed in a way that is independent of the so-called Moore’s Theorem [12, Theorem 22]. It provides a negative answer to [5, Question 5.2]: Is there a rational function whose Julia set does not have a finest locally connected model? It also provides a solution to the first part of [5, Question 5.4]: For what useful topological properties \( P \) does there exist a finest decomposition of every Julia set \( J(R) \) (of a rational function \( R \)) satisfying \( P \)? Is the decomposition dynamic? Which of these is the appropriate analogue for the finest locally connected model?

We aim to resolve the latter two parts of [5, Question 5.4]. To do that, we analyze how the atoms of \( K \) are related to those of \( f^{-1}(K) \) for any branched covering \( f : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \). Note that for a branched covering \( f \) there is a finite set \( B_f \), often called the branch set, such that \( f \) is a local homeomorphism at every \( x \) in \( \hat{\mathbb{C}} \setminus B_f \). Also note that every rational function \( f(x) \) is a branched covering, with \( B_f = \{ x : f'(x) = 0 \} \). Our main result is the following.

**Theorem 1.1.** Given a compactum \( K \subset \hat{\mathbb{C}} \) and a branched covering \( f : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \), every atom of \( L = f^{-1}(K) \) is sent onto an atom of \( K \). In particular, if \( f \) is a rational function and \( K \) is the Julia set of \( f \) then the extended Peano projection \( \tilde{\pi}_K \) semi-conjugates \( f : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \) to the induced map \( \hat{f} : \hat{\mathcal{D}}_K \to \hat{\mathcal{D}}_K \) that sends every \( d \in \hat{\mathcal{D}}_K \) to \( f(d) \in \hat{\mathcal{D}}_K \).

When \( K \) is the Julia set of a polynomial \( f \) with no irrationally neutral cycle, Kiwi [8] discusses a special case of Theorem 1.1. Note that the atoms of \( K \) are the fibers of \( K \) [8, Definition 2.5]. Here two points \( x \neq y \in K \) are contained in different fibers if and only if there is a finite set
$C$ and a separation $K \setminus C = E_x \cup E_y$ with $x \in E_x$ and $y \in E_y$. By [3, Theorem 3], if $K$ is even connected then each of its atoms is a union of finitely many prime end impressions of the unbounded Fatou component.

When $K$ is the Julia set of a rational function $f$, the induced map $\hat{f}$ reduced to $\mathcal{D}_K^{PC}$ is either trivial (when $\mathcal{D}_K^{PC}$ has a single element) or topologically mixing (when $\mathcal{D}_K^{PC}$ has more than one hence uncountably many elements). See [2, Theorem 30] and [3, Theorem 20] for earlier discussions in more restricted situations, where $K$ is assumed to be unshielded and $f$ is required to be a polynomial satisfying $f^{-1}(K) = K$.

In order to prove Theorem 1.1 we shall analyze the closure of a symmetric relation $R_K$, called the Schönflies relation on $K$. By [10, Theorems 5 and 6], $\mathcal{D}_K^{PC}$ is determined by $R_K$. See below for more terminology and some basic results from the literature.

Given two disjoint Jordan curves $J_1$ and $J_2$, we will denote by $U(J_1, J_2)$ the component of $\hat{\mathbb{C}} \setminus (J_1 \cup J_2)$ that is bounded by $J_1 \cup J_2$. This is an annulus in $\hat{\mathbb{C}}$. Two points $x, y \in K$ are related under $R_K$ provided that either $x = y$ or there exist two disjoint Jordan curves $J_1 \ni x$ and $J_2 \ni y$ that satisfy two requirements: (1) $U(J_1, J_2) \cap K$ has an infinite sequence of components $P_n$ intersecting both $J_1$ and $J_2$; (2) the limit $P_\infty = \lim_{n \to \infty} P_n$ under the Hausdorff distance contains $\{x, y\}$. See Figure 1, in which $U(J_1, J_2)$ is represented as a circular annulus.
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**Figure 1.** Relative locations of $P_n$ and $P_\infty$ inside the closed annulus $\overline{U(J_1, J_2)}$.

Denote the minimal closed equivalence containing $R_K$ by $\sim$ or $\sim_K$, when it is necessary to emphasize $K$. We also call $\sim_K$ the Schönflies equivalence on $K$ [10, Definition 4]. Note that by [10, Proposition 5.1] every class $[x]_\sim = \{z \in K : z \sim x\}$ is a continuum. Therefore, $\mathcal{D}_K = \{[x]_\sim : x \in K\}$ is an u.s.c decomposition of $K$ into subcontinua. Moreover, the core decomposition $\mathcal{D}_K^{PC}$ exists and coincides with $\mathcal{D}_K$ [10, Theorem 5 and 6].
Throughout this paper, \( D_r(x) \) denotes the open round disk around \( x \) with radius \( r \), under the spherical distance \( \rho \) on \( \hat{\mathbb{C}} \), and \( \overline{R_K} \) denotes the closure of \( R_K \), as subsets of the product \( K \times K \). Clearly, \( \overline{R_K} \) is reflexive and symmetric, although \( \overline{R_K} \) is often properly contained in \( \sim_K \).

In Example 1.2 we give a continuum \( K \) such that the fiber \( \overline{R_K}[x] = \{ y : (x, y) \in \overline{R_K} \} \) of \( \overline{R_K} \) at any \( x \in K \) is a proper subset of \( K \) while every fiber of \( \sim_K \) equals \( K \). In Examples 4.3 to 4.7, we give more compacta \( K \) that illustrate how \( \sim_K \) may be connected to \( \overline{R_K} \) in different ways.

**Example 1.2.** Let \( C \) be the Cantor’s ternary set and \( K_0 = \left\{ \frac{t + s}{2} + \frac{\sqrt{3}}{2} i : t \in C, s \in [0, 1] \right\} \). Respectively rotating \( K_0 \) by 120° and 240° about the point \( x_0 = 1 \), we will obtain \( K_1 \) and \( K_2 \). Set \( K = K_0 \cup K_1 \cup K_2 \). See Figure 2. Then every fiber of \( \sim_K \) coincides with \( K \). On the other hand, every fiber \( \overline{R_K}[x] \) with \( x \neq 1 \) is a line segment while \( \overline{R_K}[1] \) is a Y-shape.
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**Figure 2.** A simple depiction of \( K \) and the fiber \( \overline{R_K}[x] \) with \( x = 1 \).

We will obtain the following Theorems 1.3 to 1.5 and use them to prove Theorem 1.1.

**Theorem 1.3.** Two points \( x \neq y \in K \) are related under \( \overline{R_K} \) if and only if \( K \setminus (D_r(x) \cup D_r(y)) \) has infinitely many components intersecting both \( \partial D_r(x) \) and \( \partial D_r(y) \), for all \( r \in (0, \frac{1}{2} \rho(x, y)) \).
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**Figure 3.** A depiction of the components \( Q_i \) of \( K \setminus (D_r(x) \cup D_r(y)) \) in Theorem 1.3.
Theorem 1.4. For any $x \in K$ the fiber $R_K[x] = \{ y : (x, y) \in R_K \}$ is connected.

Theorem 1.5. Given a compactum $K \subset \hat{C}$ and a branched covering $f : \hat{C} \to \hat{C}$, if $u$ is a point in the preimage $L = f^{-1}(K)$ and $x = f(u)$ then $f(R_L[u]) = R_K[x]$.

Remark 1.6. It remains unknown whether $R_K$ itself is already a closed relation. Theorem 1.3 provides a nontrivial characterization of the closure $\overline{R_K}$. By Theorem 2.5, if $D \subset \hat{C}$ is a simply connected region and $K = \hat{C} \setminus D$ contains more than one point then for any principal point $x$ of a prime end of $D$, the impression of this prime end is contained in $\overline{R_K[x]}$. When $x$ is not a principal point, the previous containment may not hold. See Example 2.6.

Remark 1.7. Note that in Theorem 1.1 the preimage $f^{-1}(d)$ of any $d \in D^PC_K$ has finitely many components, each of which is an element of $D^PC_L$. We call this special phenomenon the invariance of atoms under branched coverings. On the other hand, in Theorem 1.5 it is possible that $f^{-1}(\overline{R_K[x]})$ is a continuum that properly contains $\overline{R_L[u]}$ for all $u \in f^{-1}(\overline{R_K[x]})$. See Example 4.2.

In section 2 we prove Theorems 1.3 and 1.4. In section 3 we prove Theorem 1.5 and then use it to prove Theorem 1.1. In section 4 we give more examples that are related to our study.

2. On the closed relation $\overline{R_K}$ and the connectedness of its fibers

In this section we characterize $\overline{R_K}$ and show that each of its fibers $\overline{R_K[x]}$ is a continuum. This establishes Theorems 1.3 and 1.4. We also find a connection between the fibers of $\overline{R_K}$ and the prime end impressions of $D$, where $D$ is a simply connected domain with $K = \hat{C} \setminus D$.

In our characterization of $\overline{R_K}$, we shall frequently use the notation $U(J_1, J_2)$ for any disjoint Jordan curves $J_1$ and $J_2$, which denotes the component of $\hat{C} \setminus (J_1 \cup J_2)$ whose boundary is $J_1 \cup J_2$.

We also need a closed relation $\simeq_K$ defined in the following way. Two points $x, y \in K$ are related under $\simeq_K$ provided that either $x = y$ or for any $r \in \left(0, \frac{1}{2} \rho(x, y)\right)$ the difference $K \setminus (D_r(x) \cup D_r(y))$ has infinitely many components intersecting both $\partial D_r(x)$ and $\partial D_r(y)$. Here $\rho$ denotes the spherical distance on $\hat{C}$.

Clearly, for $0 < r < \frac{1}{2} \rho(x, y)$ we can find $x_r \in \partial D_r(x)$ and $y_r \in \partial D_r(y)$ with $(x_r, y_r) \in R_K$. This implies that $\simeq_K \subset \overline{R_K}$, when these two relations are considered as subsets of $K \times K$. To obtain Theorem 1.3 we only need to establish the reverse containment $\overline{R_K} \subset \simeq_K$.

The following lemma implies that $\simeq_K$ is closed.


**Lemma 2.1.** For two points \( x \neq y \in K \) to be related under \( \asymp_K \) it is necessary and sufficient that there exist two sequences of Jordan domains \( \{ D'_n \} : n \geq 1 \) and \( \{ D''_n \} : n \geq 1 \), with \( \{ x \} = \bigcap D'_n \) and \( \{ y \} = \bigcap D''_n \), such that for all \( n \geq 1 \) the next two requirements are both satisfied:

- that \( \overline{D'_{n+1}} \subset D'_n \) and \( \overline{D''_{n+1}} \subset D''_n \).
- that \( K \setminus (D'_n \cup D''_n) \) has infinitely many components intersecting both \( \partial D'_n \) and \( \partial D''_n \).

The necessity part is trivial. The sufficiency part is also direct. Actually, for \( 0 < r < \frac{1}{2} \rho(x, y) \) we can find two Jordan domains \( D'_n \) and \( D''_n \) whose closures are respectively contained in \( D_r(x) \) and \( D_r(y) \). Clearly, if a component of \( K \setminus (D'_n \cup D''_n) \) intersects both \( \partial D'_n \) and \( \partial D''_n \), then it contains a component of \( K \setminus (D_r(x) \cup D_r(y)) \) that intersects \( \partial D_r(x) \) and \( \partial D_r(y) \) both.

Since \( \asymp_K \) is a closed relation contained in \( R_K \), Theorem 2.2 follows from the following.

**Theorem 2.2.** Two points \( x \neq y \in K \) with \( (x, y) \in R_K \) are related under \( \asymp_K \).

*Proof. Let \( J_1 \ni x \) and \( J_2 \ni y \) be two disjoint Jordan curves such that \( K \cap \overline{U(J_1, J_2)} \) has an infinite sequence of distinct components \( P_n \) intersecting both \( J_1 \) and \( J_2 \), whose limit under the Hausdorff distance \( P_\infty = \lim_{n \to \infty} P_n \) contains \( \{ x, y \} \). Let \( P_0 \) be the component of \( K \cap \overline{U(J_1, J_2)} \) with \( P_0 \supset P_\infty \). Assume that \( P_0 \cap P_n = \emptyset \) for all \( n \geq 1 \).

Fix an open arc \( \beta \subset U(J_1, J_2) \), with \( \overline{\beta} \cap K = \emptyset \), such that the endpoints belong to \( J_1 \) and \( J_2 \) respectively. See for instance [110, Lemma 3.6 and Remark 3.7]. Slightly thickening \( \beta \), we obtain a Jordan domain \( W \subset U(J_1, J_2) \) such that \( \overline{W} \cap K = \emptyset \) and \( \partial W \) intersects \( U(J_1, J_2) \) at two open arcs \( \beta_0, \beta_1 \) with \( \overline{\beta_0} \cap \overline{\beta_1} = \emptyset \). Therefore, \( \Delta_\infty = U(J_1, J_2) \setminus \overline{W} \) is a Jordan domain whose boundary consists of \( \beta_0, \beta_1 \) and two arcs \( \gamma_1 \subset J_1 \) and \( \gamma_2 \subset J_2 \). Clearly, \( K \cap \overline{U(J_1, J_2)} = K \cap \Delta_\infty \). Moreover, \( \Delta_\infty \setminus P_\infty \) has two special components, say \( W_0 \) and \( W_1 \), satisfying \( \beta_i \subset W_i \). With no loss of generality, we may assume that \( P_n \subset W_1 \) for infinitely many \( n \).

Given \( k \geq 2 \), we pick two Jordan domains \( D'_k \ni x \) and \( D''_k \ni y \) of diameter \( < \frac{1}{k} \| x - y \| \) that are respectively separated by \( J_1 \) and \( J_2 \) into exactly two Jordan domains. Then there is an infinite set \( \mathcal{N} \) of integers such that every \( P_n \) with \( n \in \mathcal{N} \) is a subset of \( W_1 \) and intersects the two Jordan curves \( J'_k = \partial D'_k \) and \( J''_k = \partial D''_k \) both. For each \( n \in \mathcal{N} \), we pick a component \( B_n \) of \( P_n \setminus (D'_k \cup D''_k) \) that intersects \( J'_k \) and \( J''_k \) both. The only issue is to prove the following.

**Lemma 2.3.** Every \( B_n \) with \( n \in \mathcal{N} \) is a component of \( K \cap \overline{U(J'_k, J''_k)} \). Therefore, there are \( x_k \in J'_k \) and \( y_k \in J''_k \) with \( (x_k, y_k) \in R_K \).
Indeed, for any \( n_0 \in \mathbb{N} \) the set \( \Delta_\infty \setminus \left( D'_k \cup D''_k \cup B_{n_0} \right) \) has two special components \( D_0 \) and \( D_1 \), with \( \beta_i \subset \partial D_i \), such that \( D_0 \supset B_n \) for infinitely many \( n \in \mathbb{N} \). This is the case since \( P_\infty \setminus (D'_k \cup D''_k) \) has a component that is contained in \( D_0 \) and intersects the two Jordan curves \( J'_k \) and \( J''_k \) both. By [10, Lemma 3.6(3)], for every \( B_n \subset D_0 \) we may pick two arcs \( \alpha_n, \alpha'_n \subset D_0 \) each of which connects a point on \( J'_k \) to a point on \( J''_k \). See Figure 4, in which the endpoints of \( \alpha_n \) marked by \( a_n \) and \( b_n \) while those of \( \alpha'_n \) by \( a'_n \) and \( b'_n \).

\[
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{figure4.png}
\end{array}
\]

**Figure 4.** Relative locations of \( B_{n_0}, B_n \) and the two arcs \( \alpha_n, \alpha'_n \).

Let \( D_n \subset D \) be the unique Jordan domain whose boundary consists of \( \alpha_n, \alpha'_n \), and two other arcs, that are respectively contained in \( \partial D'_k \) and \( \partial D''_k \). Then \( B_n \) is a component of \( K \cap \overline{D_n} \) hence is also a component of \( K \cap U(J'_k, J''_k) \). Here we have \( K \cap U(J'_k, J''_k) = K \setminus (D'_k \cup D''_k) \). \( \square \)

In order to obtain Theorem 1.4 we just need to prove the following.

**Theorem 2.4.** If \( (x, y) \in \overline{R_K} \) then \( \overline{R_K}[x] \) has a subcontinuum that contains \( \{x, y\} \).

**Proof.** Assume \( x \neq y \). We fix a strictly decreasing sequence \( \{r_n\} \) with \( 3n \cdot r_n \in (0, \rho(x, y)) \) and choose \( P_n (n \geq 1) \) as follows. First, by Theorem 1.3 and the assumption \( (x, y) \in \overline{R_K} \) we know that \( K \setminus (D_{r_1}(x) \cup D_{r_1}(y)) \) has infinitely many components intersecting \( \partial D_{r_1}(x) \) and \( \partial D_{r_1}(y) \) both. Pick such a component \( P_1 \). If \( P_1, \ldots, P_n \) are chosen, we consider the components of \( K \setminus (D_{r_{n+1}}(x) \cup D_{r_{n+1}}(y)) \) intersecting both \( \partial D_{r_{n+1}}(x) \) and \( \partial D_{r_{n+1}}(y) \). There are infinitely many of them and we can pick one, say \( P_{n+1} \), that is disjoint from \( P_1 \cup \cdots \cup P_n \). By going to an appropriate subsequence, we may assume that \( P_\infty = \lim_{n \to \infty} P_n \) under the Hausdorff distance.
Since \( y \in P_\infty \), we just need to verify that \((x, z) \in \overline{R_K}\) holds for all \( z \in P_\infty \setminus \{x, y\} \).

Given \( z \in P_\infty \setminus \{x, y\} \), we fix \( N_z > 1 \) with \( \frac{2}{N_z} \leq \min\{\rho(x, z), \rho(y, z), \rho(x, y)\} \). Then \( D_{r_n}(x), D_{r_n}(y), \) and \( D_{r_n}(z) \) are pairwise disjoint for all \( n \geq N_z \). We will find \( a_n \in \partial D_{r_n}(x) \) and \( b_n \in \partial D_{r_n}(z) \) with \((a_n, b_n) \in R_K\).

By the same method as used in Theorem 2.2, we can pick open arcs \( \beta_0, \beta_1 \subset A_n \) separating \( A_n \) into two Jordan domains such that the closure of one of them, say \( D_n \), contains \( P_\infty \). See Figure 5. Here \( K \cap (\beta_0 \cup \beta_1) = \emptyset \) and \( U_n = D_n \setminus D_{r_n}(z) \) is an open annulus. Pick \( k_n \geq 1 \) such that \( P_i \subset D_n \) for all \( i \geq k_n \). For each \( i \geq k_n \), we can pick a component \( Q_i \) of \( P_i \setminus D_{r_n}(z) \) that intersects \( \partial D_{r_n}(x) \). This is doable, since \( P_i \cap \partial D_{r_n}(x) \neq \emptyset \) for all \( i \geq k_n \). Then we shall have \( Q_i \cap \partial D_{r_n}(z) \neq \emptyset \) by the Cut Wire Theorem [14, p.72, Theorem 5.2]. Since \( \{Q_i : i \geq k_n\} \) has a subsequence converging to a limit continuum \( Q_\infty \) under the Hausdorff distance, \((a_n, b_n) \in R_K\) holds for any \( a_n \in (Q_\infty \cap \partial D_{r_n}(x)) \) and any \( b_n \in (Q_\infty \cap \partial D_{r_n}(z)) \). This implies that \((x, z) \in \overline{R_K}\), since we have \( \lim_{n \to \infty} \rho(a_n, x) = 0 = \lim_{n \to \infty} \rho(b_n, z) \).

\[ \square \]

The rest part of this section is about simply connected domains \( D \subset \hat{\mathbb{C}} \) that have more than one boundary point. In Theorem 2.5 we will obtain a basic connection between the prime end impressions of \( D \) and certain fibers of \( R_K \) with \( K = \hat{\mathbb{C}} \setminus D \). This connection is of its own interest and will be used in Example 4.2. On the other hand, by Theorem 2.5 and [2, Lemma 17] one can easily infer a special case of [10, Theorem 5], when \( K \subset \hat{\mathbb{C}} \) is a full continuum.
The prime end theory is introduced by Carathéodory [4] and his work is in German. For the sake of convenience, we recall some notions and basic results from [17].

An open or half-open path in $D$ is a continuous map $\alpha : I \to D$ or its image, with $I = (0, 1)$ or $I = [0, 1)$. Such a path is called a simple path or an arc, if $\alpha$ is injective. The initial limit set of $\alpha$ consists of all points $z \in D$ such that $z = \lim_{n \to \infty} \alpha(t_n)$ for some decreasing sequence $t_n \in (0, 1)$ with $t_n \to 0$; and the final limit set is the collection of $z \in D$ such that $z = \lim_{n \to \infty} \alpha(t_n)$ for an increasing sequence $t_n \in (0, 1)$ with $t_n \to 1$. If the initial (respectively, final) limit set consists of a single point $z_0$, we call $z_0$ the initial point (respectively, the endpoint) of $\alpha$.

A crosscut in $D$ means an open arc $\alpha$ whose initial point and endpoint are different and both belong to the boundary $\partial D$. A chain of crosscuts consists of an infinite sequence of crosscuts $\{q_n\}$ with disjoint closures such that $F_n \supset F_{n+1}$ for all $n \geq 1$, where $F_n$ is the component of $D \setminus q_n$ containing $q_{n+1}$ and will be called the shadow of $q_n$.

A C-transformation of $D$ is a homeomorphism of $D$ onto $D = \{z \in \mathbb{C} : |z| < 1\}$ such that the image of any crosscut of $D$ is a crosscut of $D$ and that the endpoints of those crosscuts of $D$ are dense on $\partial D$. It is known [17 (4.1) to (4.3)] that a C-transformation is the composition of a conformal transformation of $D$ onto $D$ with a homeomorphism of $D$ onto itself.

We fix a C-transformation $T$, a conformal transformation of $D$ onto $D$. Two half-open paths $\alpha, \beta : I \to D$ are said to possess the same prime end if the endpoints of $T(\alpha), T(\beta)$ coincide and belong to $\partial D$. Therefore, every prime end of $D$ corresponds to a point $p \in \partial D$, under the fixed C-transformation $T$. By [17 (4.5) to (4.7)], two half-open paths $\alpha, \beta$ possess the same prime end if and only if they cross a chain of crosscuts $\{q_n\}$ whose closures are concentric circular arcs tending to the common center.

By [17 (4.8)], among the half-open paths possessing the same prime end there is one whose limit set is maximal (i.e. includes the others) and one whose limit set is minimal (i.e. is contained in all the others). The maximal limit set is called the impression of the prime end while the minimal limit set is called the principal set, whose elements are often referred to as principle points of the prime end. If the prime end corresponds to $p \in \partial D$, we denote by $\text{Imp}(p)$ the impression and by $\prod(p)$ the principal set.

In the sequel, we consider the continuum $K = \hat{\mathbb{C}} \setminus D$ and relate the prime end impressions of $D$ to certain fibers of $\overline{R_K}$.

**Theorem 2.5.** Given $p \in \partial D$ and $x \in \prod(p)$, we have $\text{Imp}(p) \subset R_K[x]$. 
Proof. By Theorem 1.3 it suffices to show that for any \( y \in \text{Imp}(p) \) and \( 0 < r < \frac{1}{2} \rho(x, y) \) the set \( K \setminus (D_r(x) \cup D_r(y)) \) has infinitely many components intersecting \( \partial D_r(x) \) and \( \partial D_r(y) \) both.

Note that \( K \setminus (D_r(x) \cup D_r(y)) = K \cap A_r \), where \( A_r = \hat{C} \setminus (D_r(x) \cup D_r(y)) \) is a closed annulus. Therefore, by [10, Lemma 3.8], we only need to show that \( A_r \setminus K \) has infinitely many components intersecting \( \partial D_r(x) \) and \( \partial D_r(y) \) both.

Since \( x \in \Pi(p) \), by [17 (4.9)] we can fix a chain of crosscuts \( \{q_n\} \), whose closures are concentric circular arcs with center \( x \) and radius \( r_n \to 0 \), such that \( \{q_n\} \) is crossed by every path possessing the prime end corresponding to \( p \). By [17 (4.8)], we may further fix a half-open path \( \alpha = \alpha(t)(0 \leq t < 1) \) which crosses the chain \( \{q_n\} \) and has limit set \( \text{Imp}(p) \). Here we may assume with no loss of generality that \( q_n \subset D_r(x) \) for all \( n \geq 1 \). Notice that \( \text{Imp}(p) = \bigcap F_n \), where \( F_n \) denotes the shadow of \( q_n \). Let \( E_n \) be the other component of \( D \setminus q_n \).

Now we fix \( t_1 \in (0, 1) \) with \( x_1 = \alpha(t_1) \in D_r(x) \) and consider \( \alpha_1 = \alpha(t)(t_1 \leq t < 1) \), which is a half-open path intersecting \( D_r(y) \). Let \( b_1 > t_1 \) be the minimal number with \( y'_1 = \alpha(b_1) \in \partial D_r(y) \) and \( a_1 \in (t_1, b_1) \) the maximal number with \( x'_1 = \alpha(a_1) \in \partial D_r(x) \). Let \( n_1 \geq 1 \) be the minimal integer such that \( \beta_1 = \alpha([a_1, b_1]) \subset E_{n_1} \). See Figure 7

![Figure 6. Relative locations of \( \beta_j \subset F_{n_j} \subset E_{n_{j+1}} \) and the points \( x_j, x'_j, y'_j \).](image-url)

Let \( n_0 = 0 \) and \( F_{n_0} = D \).

Suppose that \( n_j \) and \( \alpha_j \supset \beta_j \supset \{x'_j, y'_j\} \), with \( x'_j = \alpha(a_j) \) and \( y'_j = \alpha(b_j) \), have been chosen for \( j \in \{1, \ldots, k\} \) such that \( \beta_j \) is contained in \( F_{n_{j-1}} \cap E_{n_j} \) for \( 1 \leq j \leq k \). We may continue to find \( \alpha_{k+1} \supset \beta_{k+1} \supset \{x'_{k+1}, y'_{k+1}\} \) and \( n_{k+1} \) in the following way. First, pick \( t_{k+1} \in (b_k, 1) \) with \( x_{k+1} = \alpha(t_{k+1}) \in D_r(x) \) such that \( \alpha_{k+1} = \alpha(t)(t_{k+1} \leq t < 1) \) is a half-open path contained in \( F_{n_k} \). This is doable, since \( \beta_k = \alpha([a_k, b_k]) \subset E_{n_k} \). Second, as \( \alpha_{k+1} \) intersects \( D_r(y) \), we further choose \( b_{k+1} \in (t_{k+1}, 1) \) to be the minimal number with \( y'_{k+1} = \alpha(b_{k+1}) \in \partial D_r(y) \) and \( a_{k+1} \in (t_{k+1}, b_{k+1}) \) the maximal one with \( x'_{k+1} = \alpha(a_{k+1}) \in \partial D_r(x) \). Let \( n_{k+1} \) be the minimal integer such that \( \beta_{k+1} = \alpha([a_{k+1}, b_{k+1}]) \) is contained in \( E_{n_{k+1}} \). Clearly, \( n_{k+1} > n_k \).
Inductively, we can find a strictly increasing sequence of integers \( \{n_j : j \geq 1\} \) and an infinite sequence of disjoint paths \( \{\beta_j\} \), with \( \beta_j = \alpha([a_j, b_j]) \), such that \( \beta_{j+1} \) is contained in \( F_{n_j} \cap E_{n_{j+k}} \) for all \( j, k \geq 1 \). Recall that \( F_{n_j} \subset F_{n_i} \) for all \( i < j \) and \( q_{n_j} \subset D_r(x) \) always holds. It follows that no component of \( A_r \setminus K \) contains \( \beta_i \) and \( \beta_j \) both, since every component of \( A_r \setminus K \) is a subset of \( D \) and since every arc \( \gamma \subset D \) connecting \( \beta_i \) to \( \beta_j \) necessarily intersects \( q_{n_j} \). Therefore, \( A_r \setminus K \) has infinitely many components that intersect \( \partial D_r(x) \) and \( \partial D_r(y) \) both. □

**Example 2.6.** Let \( D \subset \Delta = \{u + vi : 0 < u, v < 1\} \) be given as in [17, p.4, Fig.6], considered as a subset of \( \hat{\mathbb{C}} \). Let \( K = \hat{\mathbb{C}} \setminus D \). Then \( \partial D \) is the union of \( \partial \Delta \) with the segments

\[
A_n = \left\{ u + vi : u = \frac{1}{2^{n-1}}, 0 \leq v \leq \frac{3}{4} \right\} \quad \text{and} \quad B_n = \left\{ u + vi : u = \frac{1}{2^n}, \frac{1}{4} \leq v \leq 1 \right\}.
\]

See Figure 7. Notice that there is a prime end whose impression equals \( \{ti : 0 \leq t \leq 1\} \). If \( x = ti \) and \( t \in [0, \frac{1}{4}] \) then \( R_K[x] = \{si : 0 \leq s \leq \frac{3}{4}\} \). Similarly, if \( x = ti \) and \( t \in (\frac{3}{4}, 1] \) then \( R_K[x] = \{si : \frac{1}{4} \leq s \leq 1\} \). In both cases, \( x \) is not a principal point and \( \text{Imp}(p) \subset R_K[x] \) does not hold. However, every \( x = ti \) with \( t \in [\frac{1}{4}, \frac{3}{4}] \) is a principal point and \( \text{Imp}(p) = R_K[x] \).

3. Branched coverings \( f : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \) send atoms of \( f^{-1}(K) \) onto atoms of \( K \)

This section gives the proofs for Theorem 1.5 and Theorem 1.1. In the sequel, \( K \subset \hat{\mathbb{C}} \) is assumed to be a compactum and \( f : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \) a branched covering. Moreover, we set \( L = f^{-1}(K) \) and let \( f^{-1} (\mathcal{D}_K^{PC}) \) denote the collection of all those continua \( N \) that is a component of \( f^{-1}(d) \) for some \( d \in \mathcal{D}_K^{PC} \). By [14, p.44, Theorem 3.21], \( \{f^{-1}(d) : d \in \mathcal{D}_K^{PC}\} \) is an usc decomposition of \( L \). By [14] p.278, Lemma 13.2, \( f^{-1} (\mathcal{D}_K^{PC}) \) is an usc decomposition into subcontinua. We respectively denote by \( \sim_K \) and \( \sim_L \) the Schönflies equivalences on \( K \) and \( L \).

We first obtain the following.
Theorem 3.1. The containment $f(\overline{R_L}[x]) \subseteq \overline{R_K}[f(x)]$ holds for all $x \in L$. Consequently, every atom of $L$ is sent by $f$ into an atom of $K$.

Proof. Fix $x \neq y \in L$ with $(x, y) \in \overline{R_L}$. If on the contrary $a = f(x)$ and $b = f(y)$ were not related under $\overline{R_K}$, there would exist some $r > 0$ such that the closures of $D_r(a)$ and $D_r(b)$ are disjoint and that $K \setminus (D_r(a) \cup D_r(b))$ has at most finitely many components intersecting $\overline{D_r(a)}$ and $\overline{D_r(b)}$ both, say $N_1, \ldots, N_l$.

Choose $\epsilon > 0$ with $\overline{D_\epsilon(x)} \subset f^{-1}(D_r(a))$ and $\overline{D_\epsilon(y)} \subset f^{-1}(D_r(b))$. Then $\overline{D_\epsilon(x)} \cap \overline{D_\epsilon(y)} = \emptyset$ and $L \setminus (D_\epsilon(x) \cup D_\epsilon(y))$ has infinitely many components that intersect $\overline{D_\epsilon(x)}$ and $\overline{D_\epsilon(y)}$ both. Denote these components as $P_1, P_2, \ldots$. By the Cut Wire Theorem [14 p.72, Theorem 5.2], the difference $P_i \setminus [f^{-1}(D_r(a)) \cup f^{-1}(D_r(b))]$ for each $i \geq 1$ has a component $Q_i$ that intersects $f^{-1}\left(\overline{D_r(a)}\right)$ and $f^{-1}\left(\overline{D_r(b)}\right)$ both. Note that $Q_i$ is also a component of $X_r = L \setminus \left[f^{-1}(D_r(a)) \cup f^{-1}(D_r(b))\right] = f^{-1}\left(K \setminus (D_r(a) \cup D_r(b))\right)$.

Clearly, for all $i \geq 1$ the image $f(Q_i)$ is a continuum and is contained in one of the continua $N_1, \ldots, N_l$. Thus every $Q_i$ is a component of the inverse $f^{-1}(N)$ for some component $N$ of $K \setminus (D_r(a) \cup D_r(b))$. Note that $N = f(Q_i)$, since $f$ is a branched covering. Also note that $N$ intersects $\overline{D_r(a)}$ and $\overline{D_r(b)}$ both hence coincides with one of $N_1, \ldots, N_l$. As $f$ is a branched covering, there exists $1 \leq j \leq l$ with $f(Q_i) = N_j$. Therefore, there is some $N_j$ such that $f(Q_i) = N_j$ for infinitely many $i$. This is absurd, since $f^{-1}(z)$ is a finite set for all $z \in \widehat{\mathbb{C}} \setminus B_f$, where the branch set $B_f$ is finite.

Then we deal with Theorem 1.5 By Theorem 3.1 it suffices to obtain the following.

Theorem 3.2. The containment $f(\overline{R_L}[x]) \supseteq \overline{R_K}[f(x)]$ holds for $x \in L$.

Recall that an elementary region $W(J_1, \ldots, J_k)$ [18 p.38] means a domain in the plane that is bounded by $k \geq 2$ disjoint Jordan curves $J_1, \ldots, J_k$, such that every $J_i$ is a component of $\partial W$. In Theorem 3.3 we will use elementary regions to induce a criterion for two points $x \neq y \in K$ to be related under $R_K$. This criterion is useful when we prove Theorem 3.2.

Theorem 3.3. Two points $x \neq y \in K$ are related under $R_K$ if and only if there is an elementary region $W = W(J_1, \ldots, J_k)$ with the following (•)-condition: there are two integers, say $i_1 = 1$ and $i_2 = 2$, such that $\overline{W} \cap K$ has infinitely many components $P_n$ intersecting both $J_1$ and $J_2$ and the limit $P_\infty = \lim_{n \to \infty} P_n$ under the Hausdorff distance satisfies $x \in (J_1 \cap P_\infty)$ and $y \in (J_2 \cap P_\infty)$.
Proof. Assume that \( k \geq 3 \). Let \( U = U(J_1, J_2) \) be the annulus bounded by \( J_1 \) and \( J_2 \), which necessarily contains each of \( J_3, \ldots, J_k \). Let \( V_i (1 \leq i \leq k) \) be the component of \( \hat{C} \setminus \hat{W} \) with \( \partial V_i = J_i \). Assume that \( \infty \in V_1 \) and call a domain \( V \subset \hat{C} \) bounded if it does not contain \( \infty \).

If no \( J_i \) with \( i \geq 3 \) can be connected to \( J_1 \cup J_2 \) by a simple arc \( \alpha \subset (W \setminus K) \), then one can infer that every \( V_i \) with \( i \geq 3 \) is contained in a bounded component of \( \hat{C} \setminus P \) for some component \( P \) of \( W \cap K \). Let \( K^* = \bigcup_{i=3}^{k} V_i \). Then, all but \( k-2 \) of the continua \( P_n \) are disjoint from \( K^* \) thus are components of \( W \cap (K \cup K^*) \). Each of those \( P_n \), with \( P_n \cap K^* = \emptyset \), is a subset of \( U(J_1, J_2) \cap K \) and hence a component of \( U(J_1, J_2) \cap K \). This indicates that \( (x, y) \in R_K \).

In the sequel we suppose that one of the curves \( J_i \) with \( i \geq 3 \), say \( J_k \), can be connected to \( J_1 \cup J_2 \) by an arc \( \alpha \subset (W \setminus K) \). With no loss of generality, we may assume that \( \alpha \) has one endpoint on \( J_2 \) and the other on \( J_k \). Notice that \( \alpha \) may be thickened to a Jordan domain \( D \subset (W \setminus K) \) whose closure does not intersects \( K \). Moreover, the boundary \( \partial D \) consists of two arcs \( \alpha', \alpha'' \subset (W \setminus K) \), together with one arc on \( J_k \) and another on \( J_2 \). Now we can construct a Jordan curve \( J'_2 \subset (J_2 \cup J_k \cup \alpha' \cup \alpha'') \) and a new elementary region \( W_1 \) bounded by \( k-1 \) disjoint Jordan curves \( J_1, J'_2, J_3, \ldots, J_{k-1} \). See Figure 8 for the region bounded by \( J'_2 \).

![Figure 8. Relative location of \( J_1, J_2, J_k, \alpha' \) and \( \alpha'' \) along with \( W^* \).](image)

Note that all but finitely many of the above continua \( P_n \) are also components of \( \overline{W_1} \cap K \). Also note that \( W_1 \) is again an elementary region, bounded by \( k-1 \) disjoint Jordan curves, that satisfies the \((\star)\)-condition. Repeating this for at most \( k-2 \) times, we will obtain an annulus bounded by two disjoint Jordan curves that satisfies the \((\star)\)-condition. We are done. \( \square \)

Proof of Theorem 3.2. Set \( a = f(x) \). Given \( b \in \overline{R_K}[a] \), we will find \( y \in \overline{R_L}[x] \) with \( f(y) = b \).

Since \( f^{-1}(\{a, b\}) \) is a finite set, we may fix \( \epsilon > 0 \) such that the closures of \( D_\epsilon (u) \) and \( D_\epsilon (v) \) with \( u \neq v \in f^{-1}(\{a, b\}) \) are disjoint. Since \( f \) is a branched covering, we may further fix \( r > 0 \)
and a sequence \( \{r_n : n \geq 2\} \) with \( 0 < r_n < \frac{1}{n} \) such that for any \( z \in \{a,b\} \) the next two properties are satisfied: (1) each component of \( f^{-1}(D_{r_n}(z)) \) lies in one of the disks \( D_{r/n}(u) \) with \( f(u) = z \); (2) each component of \( f^{-1}(\partial D_{r_n}(z)) \) is a Jordan curve. Let \( U_n(n \geq 2) \) be the component of \( f^{-1}(D_{r_n}(a)) \) that contains \( x \). Then \( W_n = \widehat{\mathbb{C}} \setminus \left( f^{-1}(D_{r_n}(a)) \cup f^{-1}(D_{r_n}(b)) \right) \) is an elementary region bounded by finitely many disjoint Jordan curves, one of which is \( \partial U_n \).

Given \( n \geq 1 \), we know that \( K \setminus (D_{r_n}(a) \cup D_{r_n}(b)) \) has infinitely many components, say \( \{P_{n,k} : k \geq 1\} \), that intersect \( \partial D_{r_n}(a) \) and \( \partial D_{r_n}(b) \) both. Every \( f^{-1}(P_{n,k}) \) has at least one component, say \( M_{n,k} \), such that \( M_{n,k} \cap U_n \neq \emptyset \). Clearly, \( M_{n,k} \) intersects one component of \( f^{-1}(D_{r_n}(b)) \), say \( B_{n,k} \), that contains a point \( y_{n,k} \in f^{-1}(b) \). As \( f^{-1}(b) \) is a finite set, there exists \( k_n \geq 1 \) and some \( y_n \in f^{-1}(b) \) such that \( y_{n,k} = y_n \) and \( B_{n,k} = B_{n,k_n} \) for infinitely many \( k \geq 1 \). Here \( y_n \in B_{n,k_n} \). Going to an appropriate subsequence, we may assume that \( y_{n,k} \equiv y_n(k \geq 1) \) and that \( \lim_{k \to \infty} M_{n,k} = M_{n,\infty} \) under the Hausdorff distance.

By applying Theorem 3.3 to the elementary region \( W_n \), we can find \( u_n \in (\bigcap_{n} \cap M_{n,\infty}) \) and \( v_n \in (B_{n,k_n} \cap M_{n,\infty}) \) with \( (u_n, v_n) \in R_L \). Here we have \( y_n, v_n \in B_{n,k_n} \). Going to an appropriate subsequence, we may assume that \( y_n \equiv y(n \geq 1) \) for some \( y \in f^{-1}(b) \). Then \( \lim_{n \to \infty} u_n = x \) and \( \lim_{n \to \infty} v_n = y \). Moreover, we have \( (x, y) \in R_L \) and \( f(y) = \lim_{n \to \infty} f(v_n) = b. \)

Now we have all the ingredients to prove Theorem 1.1 as follows.

**Proof for Theorem 1.1** Using the closed equivalence \( \sim_L \), we define an equivalence \( \approx \) on \( K \), such that \( x, y \in K \) are related under \( \approx \) if and only if \( \pi_L \left( f^{-1}(x) \right) = \pi_L \left( f^{-1}(y) \right) \). This happens if and only if the union of all the classes \( [u]_{\sim_L} \) of \( \sim_L \) with \( f(u) = x \) equals the union of all the classes \( [v]_{\sim_L} \) with \( f(v) = y \).

There are two observations. First, by Theorem 3.2 we can easily check that \( \approx \) contains \( R_K \). Second, by the upper semi-continuity of \( \sim_L \) and the openness of \( f \), we can further show that \( \approx \) is a closed equivalence hence contains \( \sim_K \). Actually, if \( (x, y) \notin \approx \) then \( \pi_L \left( f^{-1}(x) \right) \neq \pi_L \left( f^{-1}(y) \right) \).

Without losing generality, we may assume that \( \pi_L(u_0) \notin \pi_L \left( f^{-1}(y) \right) \) for some \( u_0 \in f^{-1}(x) \). This implies that \( [u_0]_{\sim_L} \) is disjoint from all the classes of \( \sim_L \) that intersects \( f^{-1}(y) \). Since \( \sim_L \) is an usc decomposition, we can find disjoint open sets \( U \ni u_0 \) and \( V \ni f^{-1}(y) \) both of which are saturated with respect to \( \sim_L \), so that every class of \( \sim_L \) intersecting \( U \) (or \( V \)) is entirely contained in \( U \) (or in \( V \)). The openness of \( f \) then ensures that \( f(U) \ni x = f(u_0) \) and \( f(V) \ni y \) are disjoint open sets such that \( U \times V \) is disjoint from \( \approx \). Thus \( K \times K \setminus \approx \) is open.
Finally, by Theorem 3.1, the containment \([f(u)]_{\sim K} \supset f([u]_{\sim L})\) holds for all \(u \in L\). On the other hand, if \(y \in [f(u)]_{\sim K}\) then \(f(u) \approx y\) and we can find \(w \in f^{-1}(y)\) with \([w]_{\sim L} = [u]_{\sim L}\). It follows that \(y \in f([u]_{\sim L})\). By the flexibility of \(y\) we immediately have \([f(u)]_{\sim K} \subset f([u]_{\sim L})\). This establishes Theorem 1.1. □

**Remark 3.4.** Let \(\phi(x) = \pi_K \circ f(x)\) for all \(x \in L\), where \(\pi_K : K \to \mathcal{D}_{PC}^K\) is the Peano projection. Let \(\phi_1 : L \to f^{-1}(\mathcal{D}_{PC}^K)\) be the natural projection and \(\phi_2(N) = d\) for all \(N \in f^{-1}(\mathcal{D}_{PC}^K)\), where \(d \in \mathcal{D}_{PC}^K\) is the unique element such that \(N\) is a component of \(f^{-1}(d)\). Then \(\phi_1\) is monotone and \(\phi_2\) is finite-to-one. By [19, p.141, Factor Theorem (4.1)], \(\phi = \phi_2 \circ \phi_1\) is the unique monotone-light factorization of \(\phi : L \to \mathcal{D}_{PC}^K\). By Theorem 1.1, \(\phi_1\) is topologically equivalent to \(\pi_L\) and \(\phi_2\) is a finite-to-one map from the Peano model of \(L\) onto that of \(K\).

### 4. Examples

This section gives some planar compacta \(K\) for which the core decompositions \(\mathcal{D}_{PC}^K\) are known. For those \(K\), we demonstrate how the fibers \(\overline{R_K}[x]\) are connected to the fibers of \(\sim_K\), which are elements of \(\mathcal{D}_{PC}^K\) and are called atoms of \(K\).

Hereafter, let \(C\) denote the Cantor’s ternary set. Example 4.1 shows that \(L\) in Theorem 1.1 can not be replaced by any of its proper subsets.

**Example 4.1.** Let \(A = \{re^{i\theta} : 1 \leq r \leq 2, \pi \leq \theta \leq 2\pi\}\) and \(L = \mathcal{K}_0 \cup A\), where \(\mathcal{K}_0 = \{(1 + r)e^{i\theta} : r \in C, 0 \leq \theta \leq \pi\}\). See Figure 9. Let \(f(z) = z^2\). Then \(K = f(L)\) is just the closed annulus \(\{z : 2 \leq |z| \leq 4\}\). Moreover, we shall have \(L \not\subseteq f^{-1}(K)\) and \(\overline{R_L} = \sim_L\). Note that every atom of \(L\) is either a semi-circle contained in \(\mathcal{K}_0\) or a singleton in \(A \setminus \mathcal{K}_0\), while every atom of \(K\) is a singleton. Therefore, \(L\) has uncountably non-degenerate atoms \(d\), each of which is a semi-circle contained in \(\mathcal{K}_0\), such that \(f(d)\) consists of uncountably many atoms of \(K\).
Example 4.2. Let $\alpha_k = \{t_k e^{i\theta} : 0 \leq \theta \leq \pi\}$ and $\beta_k = \{s_k e^{i\theta} : \pi \leq \theta \leq 2\pi\}$ for all $k \geq 0$, where $t_k = 4\frac{3^k}{2^k}$ and $s_k = \frac{1}{2}(t_k + t_{k+1})$. Then $K = \bigcup_{k \geq 0}(\alpha_k \cup \beta_k) \cup [1, 4]$ is a continuum containing the unit circle $\partial \mathbb{D}$. Let $L = f^{-1}(K)$ with $f(z) = z^2$. See Figure 10, in which the end points of $\alpha_k$ (respectively, of $\beta_k$) are marked by $\pm z_k$ (respectively, $\pm w_k$). Then $\overline{R_K[1]} = \partial \mathbb{D} = f^{-1}(\overline{R_K[1]})$. However, $\overline{R_L[z]} \not\subseteq \partial \mathbb{D}$ for each $z \in \partial \mathbb{D}$.

In the next five examples we give special compacta $K$ and compare the equivalence $\sim_K$ with the iterates $(\overline{R_K})^n (n \geq 1)$. Here two points $x, y \in K$ are related under the $n$-th iterate $(\overline{R_K})^n$ if and only if there exist $n + 1$ points $z_1 = x, z_2, \ldots, z_n, z_{n+1} = y$ such that $(z_i, z_{i+1}) \in \overline{R_K}$ for $1 \leq i \leq n$. Each of those compacta $K$ falls into one of the following categories.

1. $K$ itself is an atom of $K$ and $\overline{R_K} = \sim_K$. See Example 4.3.
2. Every component of $K$ is an atom of $K$ and $\overline{R_K} = \sim_K$. See Example 4.4.
3. $K$ itself is an atom of $K$ and $\overline{R_K} \neq \overline{R_K}^2 = \sim_K$. See Example 4.5.
4. $K$ is NOT an atom and $\overline{R_K}^{n+1} \neq \overline{R_K}^{n+2} = \sim_K$ for some $n \geq 1$. See Example 4.6.
5. $K$ has exactly one non-degenerate atom and $\overline{R_K}^n \neq \sim_K$ for all $n \geq 1$. See Example 4.7.

Example 4.3. If $K \subseteq \mathbb{C}$ is an indecomposable continuum then $\overline{R_K[x]} = K$ for all $x \in K$. Consequently, we have $D^P_K = \{K\}$ hence there is only one atom, the whole continuum $K$ itself.

Example 4.4. By [11, Proposition 7.2] we know that for all complex number $\lambda \neq 0$ sufficiently small the Julia set $K$ of $f(z) = z^2 + \frac{\lambda}{z}$ is homeomorphic with $\{re^{2\pi i \theta} : r \in \mathbb{C}, 0 \leq \theta \leq 2\pi\}$. Such
a compactum is called a **Cantor set of circles**. Each component of $K$ is an atom. Further discussions on rational maps whose Julia sets are a Cantor set of circles can be found in [15].

**Example 4.5.** If $K$ is Cantor’s teepee [16, p.145] then $\overline{R_K[p]} = K$ for exactly one point $p \in K$. Moreover, the fiber $\overline{R_K}[x]$ is a simple arc for every $x \in K \setminus \{p\}$. See Figure 11.

![Figure 11. A simple representation of Cantor’s Teepee.](image)

**Example 4.6.** Let $K_1$ be the union of $[0, 1] \subset \mathbb{C}$ with $A = \{t + si : t \in \mathbb{C}, s \in [0, 1]\}$ and $B = \{s + ti : t \in \mathbb{C}, s \in [0, 1]\}$. Moreover, for all $n \geq 1$ let $K_{2n+1} = \bigcup_{m=0}^{n} (K_1 + m + mi)$ and $K_{2n} = K_{2n-1} \cup (A + n + ni)$. Then $\overline{R_K}_{n+1} \subseteq \overline{R_K}_{n+2} = \sim K_n$ holds for all $n \geq 1$. See Figure 12. Similar continua are discussed in [7, Example 2.12] and [9, Example 7.6] for different purposes.

![Figure 12. A finite approximation of $K_2$ (left), $K_3$ (middle), and $K_4$ (right).](image)

**Example 4.7.** Let $K \subset \mathbb{C}$ be the Witch’s Broom [14, p.84, Figure 5.22]. See Figure 13. Then the segment $[0, 1] \subset \mathbb{R} \subset \mathbb{C}$ is the only non-degenerate atom of $K$. We have the following observations: (1) $\overline{R_K}[x] = \{x\}$ for all points $x \in K \setminus (0, 1]$, (2) $\overline{R_K}[x]$ is a nondegenerate subarc of $(0, 1]$ for all points $x \in (0, 1]$, and (3) $(\overline{R_K})^n [x] \subseteq [0, 1]$ for all $x \in [0, 1]$ and $n \geq 1$.

![Figure 13. A finite approximation of the Witch’s Broom.](image)
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