Abstract: In this study, we develop a multi-criteria model to identify dengue outbreak periods. To validate the model, we performed a simulation using dengue transmission-related data in Sri Lanka’s Western Province. Our results indicated that the developed model can be used to predict a dengue outbreak situation in a given region up to one month in advance.
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1. INTRODUCTION

Dengue is a vector-borne viral infection that has recently become a critical public health problem [6, 15]. Geographically, the disease has been closely associated with tropical and subtropical climatic regions [15]. Global warming and spatial changes in climate factors may expand the suitable areas for vector habitats and affect the biology and ecology of the vectors [15], increasing the risk of disease transmission. In addition to climate change, changes in other global drivers such as urbanization and human mobility have also increased the rate of disease transmission.

Recently, a significant rise in the number of dengue cases was reported in Sri Lanka. According to the data released by Sri Lanka’s Ministry of Health, the worst outbreak was reported in 2017, and the highest number of dengue cases was reported in July 2017 (with 46.5% from the Western Province). Figure 1 illustrates the reported dengue cases of the Western Province of the country from January 2010 to April 2020.

![Figure 1. Reported dengue cases from January 2010 to April 2020, Western Province, Sri Lanka (Source: Epidemiology Unit, Ministry of Health, Sri Lanka)](image)

Although the first dengue vaccine was licensed in 2015, the vaccine’s performance is dependent on its serostatus; the development of the vaccine is still at the stage of experimentation [28]. Hence, the main prevention strategy is vector controlling. For countries with limited resources (like Sri Lanka), the limitation of resources becomes a major obstacle to the control process. Therefore, predicting future outbreaks provides opportunities to plan efficient control strategies.

Several dengue outbreak prediction models have been proposed by researchers and are applicable in different...
contexts [9, 11, 17, 18, 25]. Although a number of works have considered climate change and/or human travel patterns when identifying dengue outbreaks [11,25], the applicability of these models is confined to those countries with relevant seasonality and mobility patterns. This implies that there is still a need for new models that take the factors that affect dengue transmission in local regions into account.

In order to capture the regional potential risk of dengue transmission in Sri Lanka, we consider regional climate analysis data and inter-regional mobility pattern. On the other hand, regional variation of the risk of dengue transmission depends on population density. To bring this factor into model, the susceptible and infected population densities are considered.

In order to formulate the relevant risk functions, we use techniques based on fuzzy set theory [26, 27]. The membership functions for monthly rainfall, average temperature, relative humidity, and inter-regional mobility pattern are constructed in order to capture the potential risk from each factor. These membership functions are constructed by utilizing existing models in the literature [7, 14, 21, 24]. Subsequently, we calculate the combined effect of the membership functions using the correlation coefficient. Then, we formulate a function to measure the closeness similarity of both the potential and variation risk functions to the ideal situation of dengue transmission. Consequently, the problem turns out to be a two-dimensional optimization problem for which a Pareto optimum provides a realistic solution.

We apply the solution technique to data sets on dengue incidence, climate factors, and human mobility in the Western Province of Sri Lanka from 2010 to 2018 (first to validate the model, and then to predict the dengue outbreak periods). Then, we compare our results with what could be generated by applying a generalized linear regression on the actual data.

The remainder of the paper is organized as follows: First, we discuss the study area in detail in Section 2. Then, we define regional potential risk and local regional variation of dengue transmission in Section 3. In the same section, we describe the Pareto optimization process as well as the algorithm. This is followed by the computational results that we obtained for dengue transmission in the Western Province of Sri Lanka that will be described in Section 4. Our concluding remarks can be found in Section 5.

2. STUDY AREA AND DATA

The Western Province is the most densely populated area in the wet zone of the country, where 5,821,710 people live in an area of 3,593 km² (according to a 2012 census). The province consists of three districts; Colombo, Gampaha, and Kalutara. Furthermore, the province is home to Sri Jayewardenepura (the country’s legislative capital) and Colombo (its administrative and business center). Table 1 represents the population, area size, population density, and reported dengue data as a percentage of total dengue cases in Sri Lanka, the Western Province, and its relevant districts in 2018.

Moreover, almost all of the premier educational institutions and the largest number of schools in the country are located in the Western Province, and the public transport service connects the province to the other major cities on the island. Hence, viral disease can be easily transmitted from the Western Province to other provinces due to the high human mobility rates. Figure 2 demonstrates the boundaries of the province.

![Figure 2. Area map of Western province, Sri Lanka](image)
Table 1: Population, area, population density and reported dengue data as a percentage of total dengue cases

| Region           | Population (million) | Area (km²) | Population density | Reported dengue data |
|------------------|----------------------|------------|--------------------|----------------------|
|                  |                      |            |                    | 2017     | 2018     |
| Sri Lanka        | 21M                  | 65,610     | 327                | 186101   | 51659   |
| Western province | 5.8M                 | 3,593      | 1,628              | 41%      | 37%     |
| Colombo district | 2.3M                 | 676        | 3,438              | 18%      | 20%     |
| Gampaha district | 2.3M                 | 1,341      | 1,719              | 17%      | 11%     |
| Kalutara district| 1.2M                 | 1,576      | 775                | 5.9%     | 6%      |

The Western Province is influenced by two monsoon seasons: the Northeast monsoon season (from December through February), and the Southwest monsoon season (from May through September). The weather conditions of the province are generally warm and humid, with a maximum temperature of 33°C during the day and a minimum temperature of 22°C at night. During the period of 2010 through 2015, the average monthly rainfall was 3.2–794.8 mm, and the air humidity fell within a range of 62–95%. Therefore, the Western Province is an ideal region for our study.

For this study, we considered the monthly reported dengue data gain from the Epidemiology Unit, Department of Health, Sri Lanka as well as the monthly rainfall, average temperature, and maximum humidity data for the Western Province from January 2010 through December 2018 from the Department of Meteorology, Sri Lanka. To measure the inter-provincial human mobility, we considered the inter-provincial bus route data from the National Transport Commission, Sri Lanka.

3. MODEL DEVELOPMENT

In order to develop the multi-criteria simulation model, we follow the following simple approach:

• Step 1: Define membership functions for each climate factor and mobility factor.
• Step 2: Define regional potential risk function of dengue using combined effect of membership functions.
• Step 3: Define local regional variation using regional susceptible and infected population.
• Step 4: Formulate function to identify closeness similarity to ideal situation of dengue transmission.
• Step 5: Define algorithm and validate model.

Fuzzy set theory

The concept of fuzzy set theory was introduced by Lotfi Zadeh in 1965 and has been applied to many fields, including control theory [30]. Consider a non-empty set $U$ and an element $x \in U$. A fuzzy set is defined as a non-empty subset of $U$, and function $F: U \rightarrow [0,1]$ is called the membership function of the fuzzy set. Fuzzification is the process of assigning the numerical input of a system to fuzzy sets with some degree of membership within an interval of $[0,1]$. If the membership value is 0, then $x$ does not belong to a given fuzzy set; if the membership value is 1, then $x$ completely belongs within the fuzzy set. Any value between 0 and 1 represents the degree of uncertainty that the value belongs to the set [10]. Any value between 0 and 1 represents the degree of uncertainty that the value belongs to the set [19]. Note that defining the potential risk functions of dengue transmission is an uncertain process with insufficiently reliable data sources. Moreover, the influence of climate factors on dengue transmission is inter-relational [16, 21]. Therefore, we adopt fuzzy set theory and its tools to capture the combined effect on the potential risk of dengue transmission.

Regional potential risk of dengue transmission

The transmission potential of dengue within a region is influenced by local climate factors such as rainfall data, temperature, and humidity as well as global factors such as inter-regional human mobility [16, 21, 29]. Each climate
factor has a potential impact on dengue transmission; to evaluate the potential impact of the temperature and humidity factors on dengue transmission, we consider the laboratory confirmed data in [21].

For an example, laboratory tests have confirmed that the ideal survival temperature for all phases of vector development ranges from 20 to 30°C [21]. Immature vector development rates decrease after 34°C and egg, larvae, and pupae development rates decrease at temperatures of lower than 8.3°C. Furthermore, mosquitoes become inactive at temperatures that are lower than 15°C or higher than 36°C. Moreover, the mortality rates of adult mosquitoes increase with increasing temperature above 30°C [14]. Let $X_T(i, t)$ denote the average temperature data for the $i$th region at time $t$ and $Y_T(i, t)$ (the membership function of dengue transmission subject to average temperature). Considering the above-mentioned laboratory-confirmed data, a function for $Y_T(i, t)$ is defined as in Figure 3, where 0 represents the lowest potential risk and 1 is associated with the highest potential risk.

![Figure 3. Membership function for average temperature](image)

Similarly, membership function ($Y_H(i, t)$) of dengue transmission for humidity data ($X_H(i, t)$) is defined based on laboratory confirmed data in [7] (see Figure 4).

![Figure 4. Membership function for relative humidity](image)

Rainfall mainly affects dengue by generating vector breeding sites [24]. Since rainfall intensity has both positive and negative effects on dengue breeding sites [24], to evaluate the potential impact of rainfall on dengue transmission, we calculate the minimum and maximum cutoff points for rainfall data ($X_R(i, t)$) that gives the highest correlation value with dengue using Pearson correlation coefficient. Then, the membership function to identify the potential risk functions of dengue transmission for rainfall data ($Y_R(i, t)$) is defined based on the correlation values between the dengue data and rainfall data (see Figure 5).
Sri Lanka is a small country with ample human mobility. Therefore, the regional potential risk of dengue transmission depends on its inter-regional human mobility (see Figure 6). The term $X_m(i,j)$ is a mobility–based interaction measure between $i$th and $j$th regions. $I(j,t)$ is infected population density in $j$th region at time $t$. Then, the potential risk of dengue transmission upon mobility can be defined as follows:

$$R_{mob}(i,t) = \sum_{i \sim j} X_m(i,j) I(j,t).$$

(1)

Notice that, transmission potential of dengue is proportional to the inter-regional mobility and the infected population density within the connected regions. Hence, we define a linear function that range between 0 and 1 with a positive slope as a function for the mobility factor and is denoted by $Y_m(i,t)$, where $C$ denotes the maximum value of $R_{mob}(i,t)$.

Combining all the membership functions, regional potential risk of dengue transmission $R(i,t)$ can be defined as follows:

$$R(i,t) = Y_r \times Y_t \times Y_H \times Y_m.$$  \hspace{1cm}  \hspace{1cm} (2)

Here, $c_1$, $c_2$, $c_3$ and $c_4$ are power of each potential risk function; the influence of each function to the regional potential risk of dengue transmission can be changed by modifying $c_1$, $c_2$, $c_3$ and $c_4$. To identify $c_1$, $c_2$, $c_3$ and $c_4$, a cross-correlation coefficient between climate factor and dengue data has been used.

Notice that, *Aedes* mosquitoes proceed life cycle from eggs to adult through larvae and pupae; their life cycle takes approximately 1–2 weeks or longer depending on the temperature as well as the availability of water and nutrients [5]. Furthermore, the incubation period for an infected human ranges from 3 to 14 days; an infected human experiences a shorter incubation period for dengue viruses with high temperature and favorable humidity [5].
Therefore, it is possible to obtain Equation (3) by including the time lag into rainfall data, temperature data, humidity data and mobility data in Equation (2).

\[ R(i, t) = Y_r(i, (t - lr))^c_1 \times Y_T(i, (t - lT))^c_2 \times Y_H(i, (t - lH))^c_3 \times Y_m(i, (t - lm))^c_4. \] (3)

Since all the function values for \( Y_r, Y_T, Y_H \) and \( Y_m \) range within a scale of 0 to 1, the functional values of \( R(i, t) \) are in between 0 to 1. Therefore, the 0 value of \( R(i, t) \) is associated with the lowest regional potential risk value, and 1 is associated with the highest regional potential risk value.

**Local regional variation of dengue**

Although the environment within a region might be favorable for disease transmission, the speed of disease spread is governed by the susceptible and infected hosts within that region. For example, if all of the population in the \( i \)th region is infected with dengue at time \( t \), then there is no regional variation of the disease at time \( t + 1 \). Therefore, we define a function for the local regional variation of disease \( L(i, t) \) within region \( i \) at time \( t \) based on infected host density \( I \) and susceptible host density \( S \) in the particular region at time \( t - 1 \).

\[ L(i, t) = Y_S(i, (t - 1)) \times Y_I(i, (t - 1)). \] (4)

where, \( Y_S(i, (t - 1)) \) and \( Y_I(i, (t - 1)) \) denote the functions of local regional variation upon \( S(i, (t - 1)) \) and \( I(i, (t - 1)) \), respectively. Moreover, the function values for \( Y_S(i, (t - 1)) \) and \( Y_I(i, (t - 1)) \) range within a scale of 0 to 1. Hence, the functional values of \( L(i, t) \) are between 0 and 1, with 1 being associated with the highest risk of local regional variation of dengue transmission. Now, we will investigate how the regional potential risk and local regional variation of dengue transmission could be used to forecast outbreak periods over time.

**Similarity Identification**

To identify the outbreak periods over time for a given region \( i^* \), the closeness similarity to the effective regional potential and local regional variation should be calculated. Let \( R_{\text{ideal}} \) and \( L_{\text{ideal}} \) denote the most ideal values for the regional potential risk and local regional variation of dengue transmission for given region \( i^* \). Then, the closeness in similarity to the ideal risk of dengue transmission for each time period could be defined as follows:

\[ d_1(i^*, t) = 1 - \frac{R(i^*, t)}{R_{\text{ideal}}}. \] (5a)

\[ d_2(i^*, t) = 1 - \frac{L(i^*, t)}{L_{\text{ideal}}}. \] (5b)

If the considered region at time \( t \) has an ideal environment for dengue transmission, then the value of \( d_1(i^*, t) \) is close to 0. On the other hand, if the risk of local regional variation has a favorable condition for dengue transmission at time \( t \), then the value of \( d_2(i^*, t) \) is also close to 0. To identify dengue outbreak periods over time, two objective functions must be satisfied. First, the regional environment should be ideal for dengue transmission. Second, the local regional variation should be ideal for disease transmission. That is, we must identify the non-dominating time points with both function values \( d_1(i^*, t) \) and \( d_2(i^*, t) \) close to 0. To solve this two-dimensional problem, we use an algorithmic version of the notion of Pareto optimization [4, 13].

**Pareto Optimization Algorithm**

The concept of Pareto efficiency was first introduced by Vilfredo Pareto [10, 23] to describe a phenomenon in economics. Later works investigated the possibility of expanding the technique to engineering design and multi-objective optimization [4,8,13]. The solution set of Pareto optimization is known as the Pareto optimal frontier [8], and a solution in a Pareto optimal set cannot be deemed superior to the others in the set without including preference information to rank the competing attributes.

Figure 7 provides a visualization of the general idea of the Pareto optimal frontier. According to Figure 7, the solution space can be divided into two cluster groups; \( y^*(x) \) and \( y^*(\bar{x}) \). Notice that the points in group \( y^*(\bar{x}) \) are closer to the ideal point \((0,0)\); hence, it contains solution points in Pareto optimal frontier.
Recall that our problem has two objective functions (as defined in Equation 5). Hence, for a given region $i^*$, the multi-objective function to be minimized is expressible as follows:

$$Z(i^*, t) = (d_1(i^*, t), d_2(i^*, t)).$$  \hspace{1cm} (6)

It is straightforward to see that first objective function in Equation 6 depends on the regional potential risk of dengue transmission in Equation 3, and the second objective function depends on the local regional variation of dengue in Equation 4. Hence, the constraints related to both objective functions can be expressed as:

$$R(i^*, t) = Y_r(i^*, (t - l_T))^{c_1} \times Y_T(i^*, (t - l_T))^{c_2} \times Y_H(i^*, (t - l_H))^{c_3} \times Y_m(i^*, (t - l_m))^{c_4}$$ \hspace{1cm} (7a)

$$L(i^*, t) = Y_S(i^*, (t - 1)) \times Y_i(i^*, (t - 1))$$ \hspace{1cm} (7b)

Motivated by a previous works [1-3], we developed a multi-objective algorithm to generate computational results for our problem by combining the Pareto optimization technique with the particular objectives. In order to identify the Pareto optimal frontier, we defined a ranking system based on Equation 5 and degree of dominance [1-3]. The algorithm is defined by the following steps.

- Step 1: Develop functions to identify risk of dengue transmission.
- Step 2: Input climate data, mobility data, and population data for each time point.
- Step 3: Calculate rank of each time point based on potential risk and local regional variation and degree of dominance.
- Step 4: Run detection algorithm based on rank values and detection information (refer to Figure 9).
- Step 5: Identify Pareto optimal frontier.

To have a clear understanding about the detection process, a schematic representation of the detection process and the detection algorithm are shown in Figures 8 and 9 respectively. The initial identification in the detection process is done with the help of laboratory-confirmed data. Moreover, the detection-inference mechanism depends on the power of each potential risk function and the local variation risk values. The analysis of the power of each risk function allows us to determine the outbreak time periods that are nearly similar to the actual outbreak time periods.

Notice that the detection process of the model and the algorithm allowed us to classify the obtained results based on real data, confirming the reliability of the results with the model of the occurrence of the outbreak. The reliability of the identified point is a derivative of the distance between the ideal point and the prediction time period. If the distance is small, then the outbreak prediction process is more reliable.
4. RESULTS AND DISCUSSION

To determine the lag times in Equation 3, we computed the cross-correlation between the dengue data and climate data using Pearson cross-correlation formula. According to the data analysis, the lag times for the highest cross-correlation value between the dengue data and the rainfall, average temperature and maximum humidity are two, three and two months, respectively. For the mobility data in Equation 3, we used one-month-back infected population data.

In order to simulate the model, we used an application simulator. The application was written based on Microsoft .NET Framework technologies. The C# language was used in the implementation process. The design environment that was used to implement the software was Microsoft Visual Studio 2017.

Figure 10 represents the Pareto optimal frontier for the Western province’s monthly data from April 2010 through
According to Figure 10, each July of 2010, 2011, 2012, and 2013, June 2014, January 2015, July 2016, and June and July 2017 are in the Pareto optimal frontier. Comparing the months in the Pareto optimal frontier with the actual dengue data, it can be observed that all of them are months with high dengue incidences. However, according to Figure 2, there were other outbreaks during the considered time period, such as December 2011 and July 2018 (these are not included in the Pareto optimal frontier). Therefore, we considered the close points to the Pareto optimal frontier with similar rank values as illustrated in Figure 11.

Since the proposed model is new to dengue outbreak prediction, we compared the results with generalized linear-regression model [12, 22] based on the same input data. In the generalized linear-regression model, the dependent variable (the number of dengue cases) is assumed to follow the distribution of the dependent parameter only through the linear combination [20].

In this study, we used the glmfit package in MATLAB to estimate parameters $b_0$ through $b_6$ based on the distribution fitting with the assumption of linearity $D(t)$, which is expressed as follows:

$$D(i^*, t) = b_0 + b_1.x_R(i^*, (t - lag_R)) + b_2.x_T(i^*, (t - lag_T)) + b_3.x_H(i^*, (t - lag_H)) + b_4.R_{mob}(i^*, (t - lag_{R_{mob}})) + b_5.I(i^*, (t - 1)) + b_6.S(i^*, (t - 1))$$

Figure 12 represents a comparison of the simulation results and actual data for the linear-regression model.
Figure 12. Simulation results for generalized linear-regression model for Western Province’s monthly data from April 2010 through December 2018 (I is infected population density in Western Province)

Then, we compared the results obtained by the multi-criteria simulation and generalized liner-regression models with the actual dengue outbreaks. Table 2 represents the simulated results for both models and the actual outbreak periods.

Table 2: Comparison of results obtained by multi-criteria simulation and generalized liner-regression models and actual dengue outbreaks

| Actual outbreak | Multi-criterion simulation | Linear-regression |
|-----------------|---------------------------|-------------------|
| July 2010       | July 2010                 | August 2010       |
| July 2011       | July 2011                 | August 2011       |
| December 2011   | December 2011             | January 2012      |
| June 2012       | -                         | -                 |
| July 2012       | July 2012                 | July 2012         |
| August 2012     | -                         | -                 |
| November 2012   | -                         | November 2012     |
| July 2013       | July 2013                 | July 2013         |
| August 2013     | July 2013                 | August 2013       |
| January 2014    | -                         | December 2013     |
| June 2014       | June 2014                 | July 2014         |
| November 2014   | -                         | November 2014     |
| January 2015    | January 2015              | January 2015      |
| January 2016    | January 2016              | February 2016     |
| July 2016       | July 2016                 | August 2016       |
| January 2017    | January 2017              | January 2017      |
| May 2017        | May 2017                  | -                 |
| June 2017       | June 2017                 | June 2017         |
| July 2017       | July 2017                 | July 2017         |
| August 2017     | August 2017               | August 2017       |
| December 2017   | January 2018              | December 2017     |
| July 2018       | July 2018                 | August 2018       |
| November 2018   | November 2018             | -                 |

From Table 2, it can be observed that the Pareto optimal front and the close points contain seven false-positive and false-negative data points. On the other hand, the results of the linear-regression model contain 12 false-positive and false-negative data points. Hence, the false-positive and false-negative answer rate for the multicriteria simulation and linear-regression models are 6.67% and 11.43%, respectively. Therefore, the proposed multi-criteria simulation model is more accurate than the linear-regression model.

Recall that we used rainfall for Equation (3), average temperature, maximum humidity, and mobility data with 2, 3, 2, and a one-month time lag, respectively. The proposed model can be used to identify the outbreak situation of a given region for up to one month using real-time data. Hence, the model can be used as a real-time warning system, helping to provide sufficient time to control the spread of the disease.

CONCLUSION
Dengue is a rapidly spreading disease in the world that has a complex transmission mechanism. Since dengue transmission is highly affected by regional climate changes and mobility, estimating future outbreaks is vital for controlling the spread of the disease. Since existing classical models based on parameters are not very sensitive to time nor space, they do not have the full capacity to capture the future outbreak of a given region.

In this work, we have developed a new model to identify a dengue outbreak period in a given region up to one month in advance using real-time rainfall, temperature, humidity mobility, and regional infected and susceptible data.

Though our main concern was identifying the dengue outbreak periods in a given region, the model is also applicable in identifying the source of an epidemic network in given time period; an interesting future task might be to extend the model to identify regions with dengue outbreaks during a given time period.
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