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To improve the fault recognition rate of the dynamic principal component spatial data drive method, a fault diagnosis and equipment health status assessment method based on similarity fuzzy dynamics principal component analysis was proposed. First, the data are fuzzified according to the error function, and an augmented matrix is constructed. The eigenvalues are decomposed to obtain a score matrix and residual matrix of the fuzzy principal component. Further, the similarity between fault data and normal data is calculated. Meanwhile, a health assessment of the equipment is realized. The contribution rate of the observed variables is calculated. Finally, general Tennessee Eastman data and health assessment of a hydraulic press are used to validate the algorithm. The results show that the SFDPCA has a 100% fault recognition rate for some faults, and the recognition rate for other faults is also higher than that of DPCA-Diss, DPCA-SPE, and PCA-SPE. The SDDPCA accurately identifies abnormal phenomena. It can determine the health level of prefilling and effectively make up for the shortcomings of PCA − T², PCA-SPE, DPCA-Diss, and other methods and also can be applied to data-driven fault diagnosis to improve the fault recognition rate.

1. Introduction

To ensure production, it is important to diagnose faults and health assessment of key equipment. Serious consequences would occur, once a fault happens and is not effectively handled [1–4]. Through equipment health assessment, however, minor faults can be found early, facilitating prompt interventions and reducing accidents. At present, methods of fault diagnosis and equipment health assessment mainly include signal analysis methods, model-based methods, and data-driven methods. Signal analysis methods include spectrum analysis, wavelet decomposition (WD), empirical mode decomposition (EMD), and variations of these. Signal analysis methods are not intuitive, are often used for feature extraction, and use model methods for fault diagnosis and health assessment. Model-based methods include support vector machines (SVM), long short-term memory network (LSTMN), neural network (NN), hidden Markov models (HMM), random forests (RF), improved differential evolution [5], expert systems (ES), improved PSO-based QEA [6], and enhanced MSIQDE algorithm [7]. Such methods rely on accurate mathematical modeling and fault data. However, it is difficult to obtain fault data, especially unknown fault data. Reliable industrial process fault data are especially difficult to obtain, making it difficult to use model-based methods for diagnosis [8]. Most complex industrial processes are nonlinear processes, so algorithms such as principal component analysis (PCA), independent component analysis (ICA), and partial least-squares (PLS) have been extensively researched [9]. The basic principle is to monitor normal working data. Once an abnormal change in the observed variables is found, an early warning is given. This is suitable for situations where the model is difficult to build or fault data are difficult to obtain. The DCS and FCS systems are widely used in modern industry, and the data are highly centralized. This provides a good application space for data-driven methods.

The PCA method is one of the data-driven methods. Its core idea is to project the data into the principal component space through linear transformation and make the variance
information of the original data linearly independent. In order to adapt to nonlinear detection, kernel principal component analysis (KPCA) has been proposed. The basic idea is to map low-dimensional nonlinear data to high-dimensional space, convert the nonlinearity of the original data into a linear correlation, and then execute the PCA operation. The main shortcomings of PCA and KPCA are that they cannot adapt to non-Gaussian data and autocorrelations between data [10]. During the work process, as the working conditions change, the statistical characteristics of the variables will change, deviating from the original static standard working conditions, so the dynamic adjustment of data is realized through dynamic principal component analysis (DPCA) [11].

A contribution plot is often used in PCA to identify fault variables [12–15]. PCA usually decomposes the original data into principal component subspace (PCS) and residual subspace (RS), and uses parameters such as the square prediction error (SPE), T², and contribution rate to monitor the status of the data [16]. KPCA and DPCA are currently based on SPE and T² indicators. SPE counts the spatial information changes of the residual space samples, and T² counts the load spatial information changes. SPE and T² indicators can quickly diagnose abnormalities, and they can obtain abnormal variables through contribution plot. In order to improve the recognition accuracy of PCA, some researchers have studied improved PCA algorithms, such as multiblock PCA [17], hierarchical PCA [18], sparse PCA [19], linear time series logic analysis [20], dynamic weight principal component analysis (DWPCA) algorithm [21], and reduced KPCA (RKPCA) approach [22]. In addition, PCA and its improved types are combined with other models to improve the diagnostic accuracy; for example, PCA is combined with IPSOsvm [23], or combined with sliding window principal component analysis (MWPCA) and extreme learning (ELM) [24]. By monitoring the change of eigenvalues in sampling data and normal data, a method of fault diagnosis based on dissimilarity index (Diss) has been proposed [25]. The residual dissimilarity index of PCA-Diss on the basis of Diss has been proposed [26]. The basic idea of Diss and PCA-Diss is to construct a transformation matrix so that the two data spaces have the same eigenvector. The sum of the eigenvalues of the two data spaces is 1 and this can be used for fault detection.

With the improvement of maintenance technology, the health assessment of equipment has been paid more attention. There are two types of PCA-based health assessment algorithms. One is the combination of PCA and its improved methods with models such as recursive principal component analysis (rPCA) and KL divergence fault detection methods [27]. The equipment health assessment of the method is based on the combination of PCA and a least-squares support vector machine [28], the equipment health assessment of the combination of PCA and CMAC [29], and so forth. The other method is to perform eigenvalue decomposition through EMD, wavelets, and so forth and then use PCA-SPE and PCA-T² methods for the equipment health assessment [30].

In summary, SPE and T² indicators are commonly used in PCA for fault detection. The advantage is that the execution speed is fast. But the premise is that the variables obey the multivariate Gaussian distribution and the samples are independent of each other. If this condition is not satisfied, the fault detection rate will be reduced [31].

The Diss method and the PCA-Diss method can solve failures that go undetected by the SPE and T² indicators, and the recognition accuracy is thus improved. However, due to the window scanning method, the execution speed is slow. At the same time, when the eigenvalues between fault data and normal data are similar, misjudgments are common. Moreover, calculating the fault variable is complicated, which affects the accuracy. The equipment health assessment method of rPCA-KL can detect minor faults, but it does not give the relationship between equipment health state changes and divergence, and it is difficult to perform equipment health assessment. Therefore, we propose a fault diagnosis and equipment health assessment method based on similarity fuzzy dynamics principal component analysis (SFDPCA). We design a method of calculating the eigenvalue similarity to monitor the sample space for the purpose of diagnosing faults and health assessment of equipment. The method of calculating the contribution plot is simplified and its effectiveness is verified by experiments.

The main contribution of this paper can be exhibited in the following aspects:

1. The calculation method of eigenvalue similarity in principal component space (SFDPCA) is proposed, and the depth index is designed to select eigenvalues, which can identify different distribution types of data and improve the accuracy of fault identification.

2. A calculation method based on the maximum eigenvalue contribution rate is proposed, which reduces the dependence on the calculation model, reduces the computational complexity, and improves the accuracy.

3. In the principal component space, SFDPCA method is used to evaluate the health status of the equipment, and the health status of the equipment is graded to facilitate engineers to operate and maintain the equipment.

The remaining parts of this article are arranged as follows: Section 2 introduces dynamic principal component analysis, similarity indicators, fault diagnosis, and health status methods. Section 3 introduces health assessment steps based on SFDPCA. Section 4 describes the standard Tennessee Eastman (TE) test and introduces the health status assessment of the hydraulic press prefilling valve. Section 5 offers conclusions.

2. Dynamic Principal Component Analysis and the Eigenvalue Similarity Index

2.1. Fuzzy Dynamic Principal Component Analysis. The fuzzification of samples can effectively improve the recognition rate, so fuzzification is needed first. The process of
fuzzification is a process of weight distribution for each observation variable according to the error. Let the normal sample data be \( X = \{ x_1, x_2, \ldots, x_m \} \), a sample data set with \( m \) observation dimensions. Among them, \( x_i \in \mathbb{R}^n \), where \( x_j \) is the sample observation variable, \( n \) is the number of samples, and the degree of membership \( \zeta = \{ \mu_1, \ldots, \mu_m \} \), \( 0 < \mu_i < 1 \), \( j = 1, 2, \ldots, m \). Then, the fuzzy matrix formed by the sample data can be expressed as

\[
X_\mu = X_\zeta = \begin{bmatrix}
x_{11} \mu_1 & x_{12} \mu_1 & \cdots & x_{1m} \mu_m \\
x_{21} \mu_1 & x_{22} \mu_2 & \cdots & x_{2m} \mu_m \\
\vdots & \vdots & \ddots & \vdots \\
x_{m1} \mu_1 & x_{m2} \mu_2 & \cdots & x_{mm} \mu_m 
\end{bmatrix}.
\] (1)

The objective function of the fuzzy matrix is defined as [32]

\[
J = \sum_{j=1}^{m} \mu_j e(x_j) + \sigma^2 \sum_{j=1}^{m} (\mu_j \log \mu_j - \mu_j).
\] (2)

where \( t \) is the current sampling time. For convenience, let \( X = X_\mu^n \). That is, \( X \) is a matrix with \( n \) rows and \( m(k + 1) \) columns, and subtract the mean value of \( X \) observation variables by column to achieve centralization processing. We then divide the standard deviation of the observation variable by the column to realize the standardization processing:

\[
x_j = \frac{x_j - \bar{x}_j}{\sqrt{\sum_{i=1}^{n} (x_{ij} - \bar{x}_{ij})^2 / n - 1}}.
\] (6)

Here, the fuzzy mean can be expressed as follows:

\[
\bar{x}_j = \frac{\sum_{j=1}^{m} \mu_j x_j}{\sum_{j=1}^{m} \mu_j}, \quad (j = 1, 2, \ldots, m).
\] (7)

Let the standardized fuzzy augmented matrix be \( \bar{X} \), and the covariance \( C \) can be defined as

\[
C = \frac{1}{n-1} \bar{X}^T \bar{X},
\] (8)

where \( C \) is a real symmetric matrix and, thus, can be diagonalized. The diagonal element is the variance, and the nondiagonal element is the covariance. It can be used as an evaluation of the correlation of different components. The smaller the value, the smaller the correlation. The eigenvectors corresponding to different eigenvalues are orthogonal. Let the eigenvalue matrix of \( C \) be \( \Sigma \) and the eigenvector

The error is expressed as

\[
e(x_j) = \left\| x_j - x_j P P^T \right\|^2,
\] (3)

where \( P \) is the eigenvector corresponding to the eigenvalue of the principal component. Then, calculate the partial derivative of \( \mu \). The expression of the membership degree can be obtained as

\[
\mu_j = \exp \left( -\frac{e(x_j)}{\sigma^2} \right),
\] (4)

where \( \sigma^2 \) is the regularization coefficient. Set dynamic delay parameter as \( k \). In this paper, the parallel analysis method is used to determine the value of dynamics delay orders [33]. The fuzzy augmented matrix with dynamic data adjustment characteristics can be generated as follows:

\[
X_\mu^n(t) = \begin{bmatrix}
X_\mu(t) & X_\mu(t-1) & \cdots & X_\mu(t-k) \\
X_\mu(t-1) & \cdots & \cdots & \cdots \\
X_\mu(t-k) & \cdots & \cdots & \cdots \\
X_\mu(t-k-n) & \cdots & \cdots & \cdots
\end{bmatrix},
\] (5)

be \( P \). Then, \( CP = P \Sigma \). We take the diagonal value of \( \Sigma \) to obtain the eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_m (\lambda_1 > \lambda_2 > \cdots > \lambda_m) \) and the corresponding eigenvectors \( p_1, p_2, \ldots, p_m \). Then, PCA fractal dimension algorithm is used to determine the number of principal components [34]:

\[
CDim = \lim_{\epsilon \to \infty} \frac{\log(C(S))}{\log(\epsilon)},
\] (9)

where \( \epsilon \) is the radius of the m-dimensional sphere with \( x_i \) as the center. \( C(S) = \lim_{\epsilon \to \infty} (2/N(N-1)) \sum_{i=1}^{N} \sum_{j>i}^{N} I(\|x_j - x_i\|^2 < \epsilon) \), when \( \|x_j - x_i\|^2 > \epsilon \), \( I = 0 \). When the number of reserved principal components \( r \) is reached, the principal component load matrix \( P = \{ p_1, p_2, \ldots, p_r \} \) and the residual matrix \( \bar{P} = \{ p_{r+1}, p_{r+2}, \ldots, p_{m(k+1)} \} \) can be calculated from the eigenvector. The principal component score matrix is [22] \( T = \bar{x}_{train} \bar{P}^T \), and \( \bar{X} \) can be expressed as

\[
\bar{X} = \bar{x}_{train} \bar{P}^T + e,
\] (10)

where \( e \) is the residual vector.

The SPE and \( T^2 \) indicators are commonly used monitoring parameters, expressed as

\[
T^2 = T \Sigma^{-1} T^T = \bar{x}_{test} \bar{P} \Sigma_{test}^{-1} \bar{P}^T \bar{x}_{test},
\]

\[
SPE = \bar{x}_{test} (I - \bar{P} \bar{P}^T) \bar{x}_{test}^T.
\] (11)
It can be seen that the $T^2$ is a metric for the load space, and the SPE is a metric for the residual space.

### 2.2. Eigenvalue Similarity Index.

After calculating the score matrix, the similarity of the eigenvalues can be calculated. If there are two data $x$ and $y$, the dissimilarity can be expressed as $d = \|x - y\|$; the similarity is expressed as $s = 1/(1 + d)$ and, here, $d$ needs to be normalized so that its value is between 0 and 1 [35]. Let $X$ be the score matrix data set, which has been standardized. It is then divided into two parts, namely, $X = [X_1, X_2]$, where $X_1 = \{x_1^{(1)}, x_2^{(1)}, \ldots, x_{n_1}^{(1)}\}$ contains $n_1$ samples and $X_2 = \{x_1^{(2)}, x_2^{(2)}, \ldots, x_{n_2}^{(2)}\}$ contains $n_2$ samples. $X_1$ is the normal working data set, $X_2$ is the test data set. When $X_1$ is normal data, the similarity threshold can be calculated. $X_2$ is the fault data during fault detection. Both $X_1$ and $X_2$ have been centralized and standardized. Let $M$ be the left covariance matrix of $X$:

$$
M_i = \frac{1}{n_i} - 1 X_i^T X_i, \quad (i = 1, 2).
$$

Then, $M$ is a real symmetric matrix, and there must be $n_i$ eigenvectors orthogonal to each other, which must also be diagonalized. $M$ is eigendecomposed as follows:

$$
M_i Q_i = Q_i \Sigma_i, \quad (i = 1, 2),
$$

where $Q_i$ is a unit orthogonal matrix, which is a matrix composed of the eigenvectors of $M$ that can be used as a new basis vector, $\Sigma_i$ is a diagonal matrix, and the diagonal elements are eigenvalues. Ideally, for the same normal working data set, when the variances of the data in different time periods are the same, $M_1$ and $M_2$ are similar matrices, as follows:

$$
\Sigma_1 = Q_1^{-1} M_1 Q_1 = Q_2^{-1} M_2 Q_2 = \Sigma_2,
$$

where $\Sigma_1 = \{\lambda_1^{(1)} > \lambda_2^{(1)} > \cdots > \lambda_{r_1}^{(1)}\}$ and $\Sigma_2 = \{\lambda_1^{(2)} > \lambda_2^{(2)} > \cdots > \lambda_{r_2}^{(2)}\}$. Using a unified basis vector, we can obtain:

$$
Q_1^{-1} M_1 Q_1 - Q_2^{-1} M_2 Q_2 \leq \xi \epsilon,
$$

where $\xi$ is the unit diagonal vector and $\epsilon$ is the error vector. It can be found that the larger the eigenvalue, the larger $\epsilon$. Let $D$ be the depth coefficient, which represents the number of larger eigenvalues in the eigenvalues sorted in descending order. Let $Q_k^\epsilon$ represent the eigenvector corresponding to the remaining eigenvalues after removing $D$ larger eigenvalues. Then,

$$
(Q_1^\epsilon)^T M_1 Q_1^\epsilon - (Q_2^\epsilon)^T M_2 Q_2^\epsilon \leq \epsilon^2 \xi \approx 0,
$$

$$
\kappa = (D, D + 1, D + 2, \ldots, r),
$$

Equation (16) shows that after unifying the base vector, the similarity between $M_1$ and $M_2$ is related to the selection of the eigenvalue, which is the basis for calculating the similarity. If the expected value and variance of normal data are different after the fault information is injected, this difference will first be reflected in the change of eigenvalues. After the eigenvalues are sorted in descending order, part of the eigenvalue difference just reflects the dissimilarity of the two matrices, namely,

$$
S_{diss} = (Q_1^\epsilon)^T M_1 Q_1^\epsilon - (Q_2^\epsilon)^T M_2 Q_2^\epsilon
\approx \|\text{diag}[\Sigma_1] - \text{diag}[\Sigma_2]\|
\approx \left\|\begin{bmatrix} \lambda_1^{(1)} & \lambda_2^{(1)} & \cdots & \lambda_{D+1}^{(1)} \\ \lambda_1^{(2)} & \lambda_2^{(2)} & \cdots & \lambda_{D+1}^{(2)} \end{bmatrix} - \begin{bmatrix} \lambda_1^{(1)} & \lambda_2^{(1)} & \cdots & \lambda_{D+1}^{(1)} \end{bmatrix} \right\|
\approx \left(\sum_{i = D+1}^{r} \left(\lambda_i^{(1)} - \lambda_i^{(2)}\right)^2\right)^{1/2}.
$$

(17)

The similarity can be calculated as

$$
S = \frac{1}{1 + \sqrt{(1/r - D) \sum_{i = D}^r \left(\lambda_i^{(1)} - \lambda_i^{(2)}\right)^2}}, \quad (i = D, D + 1, \ldots, r),
$$

(18)

where

$$
\lambda_i^{(2)} = \text{diag}\left((Q_1^\epsilon)^T M_2 Q_2^\epsilon\right) = \left(\lambda_1^{(2)}, \lambda_2^{(2)}, \ldots, \lambda_r^{(2)}\right).
$$

(19)

Equation (19) expresses the similarity of the two matrices. At the same time, it is found that the trace of the matrix can reflect the change of the fault, so the similarity can be optimized as follows:

$$
S = \frac{1}{1 + \sqrt{(1/r - D) \sum_{i = D}^r \left(\lambda_i^{(1)} - \lambda_i^{(2)}\right)^2}} \eta + \text{trace}(\Sigma_2)(1 - \eta),
$$

(20)

where $\eta$ is the adjustment factor, which represents the weight distribution between the two parts.

It should be noted that the value of $D$ cannot exceed the number of eigenvalues, and the number of eigenvalues is the value $r$ after the dimensionality reduction of the augmented matrix.

### 2.3. Fault Diagnosis.

When an abnormality occurs, it is necessary to find the variable causing the fault and determine the fault source. The determination of the fault variable is generally completed through a contribution plot. Let $\Theta$ be a set of data samples with $w$ faulty data that have been sampled. First, we use the mean and variance of normal data for normalization. From (12) and (13), we can get

$$
\frac{1}{n_i} - 1 X_i^T X_i Q_1 = Q_i \Sigma_i.
$$

(21)

The score matrix of the failure data is
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\[ T_{Q} = \Theta_{Q}^T, \]  \tag{22} 

where \( \Theta_{Q} \) represents the corresponding eigenvector when the principal element is \( r \) after dimensionality reduction; it can be concluded that

\[ \frac{1}{w - 1} \Theta_{Q}^T \Theta_{Q} = Q_{j}^T \Sigma_{2}. \]  \tag{23} 

Then, in the \( T_{Q} \) sliding window, eigenvalue decomposition is performed on \( T_{Q} \). The eigenvalue and eigenvector are calculated with (24), and the score matrix is calculated with (25):

\[ \frac{1}{w - 1} T_{Q}^T T_{Q} P_{w} = P_{w} \Sigma_{w}, \]  \tag{24} 

\[ T_{Q} = T_{Q} P_{w}. \]  \tag{25} 

When calculating the contribution degree according to the traditional method, it needs to be calculated in the space given by (24) and (25), because after twice calculating the variance and eigenvalue decomposition, the fault variable and eigenvalue contribution rate model are difficult to determine and are complicated. According to matrix theory, it can be obtained that

\[ \frac{1}{w - 1} T_{Q}^T \Theta_{Q}^T \Theta_{Q} P_{w} T_{Q} = \frac{1}{w - 1} \Theta_{Q}^T \Theta_{Q} P_{w} \sum_{i} \lambda_{i} = \sum_{i} \lambda_{i} P_{w} = P_{w} \sum_{i} \lambda_{i}. \]  \tag{26} 

It can be deduced that

\[ \Sigma_{w} = P_{w} \sum_{i} \lambda_{i} P_{w}. \]  \tag{27} 

Therefore, \( \sum_{w} \) and \( \sum_{2} \) are similarity matrices, so the contribution degree only needs to be calculated in the space where \( \sum_{2} \) is located. This greatly reduces the computational complexity. Further, it can be found that the most obvious change in the eigenvalues is the maximum eigenvalue. Therefore, the contribution degree can be calculated according to the degree of influence of the maximum eigenvalue. The formula is as follows:

\[ \Gamma_{k} = p^T \Theta^T \Theta, \]  \tag{28} 

\[ \lambda(i) = \frac{\Gamma_{k} (i) p(i)}{\Gamma_{k} p}, \]

where \( p \) is the eigenvector corresponding to the largest eigenvalue.

2.4. Health Status Assessment. The health assessment of the equipment is expressed by similarity. When a component of the equipment has fault symptoms, it can be observed by the change of observation variables, and the observation variables deviating from the normal value can be accurately measured by the degree of equipment performance degradation. According to the deviation of the fault variable from the normal value, the health status is divided into four levels. It is generally divided into health, subhealth, fault alarm, and failure. The failure sample set after standardization is

\[ \overline{x}_{k} = \{ x_{j1}^{k}, x_{j2}^{k}, \ldots, x_{jm}^{k} \}, \]  \tag{29} 

where \( j \) is the health assessment level, \( \overline{x}_{j}^{k} \) is an abnormal observation variable at level \( j \), \( x_{0}^{k} \) indicates a normal value, and \( x_{m}^{j} \) indicates a value changed at level \( j \). At this time, the similarity calculation formula is as follows:

\[ S_{ij}^{j} = \frac{1}{1 + \sqrt{(1/r - D) \sum_{j} (\overline{P}_{w}^T \overline{P}_{j}) (\overline{P}_{w}^T \bar{P}_{j} - \bar{P}_{w}^T \bar{P}_{j}^{-1})}} \eta + \text{trace} \left( \sum_{2} \right) (1 - \eta). \]  \tag{30} 

where \( n \) is the number of samples in state \( j \).

3. Health Status Assessment Steps Based on SFDPCA

According to the SFDPCA eigenvalue similarity calculation method, the equipment fault is detected and the health status assessment is carried out. The steps are as follows:

Step 1: Two groups of normal working data \( X_{1} \) and \( X_{2} \) are collected and fuzzified, and then the augmented matrix is constructed according to the amplification coefficient, which is recorded as \( \bar{X}_{1} \) and \( \bar{X}_{2} \).

Step 2: Use the mean and variance of \( \bar{X}_{1} \) to centralize and standardize \( \bar{X}_{1} \) and \( \bar{X}_{2} \), which are recorded as \( \bar{X}_{1} \) and \( \bar{X}_{2} \).
Step 3: The covariance matrix of \( \bar{X}_1 \) is calculated as \( C_1 \). Calculate the eigenvalue and eigenvector of \( C_1 \). Set the number of principal elements as \( r \), and calculate the load matrix \( P_r^{(1)} \).

Step 4: Use \( P_r^{(1)} \) to calculate the score matrix \( T_1 \) and \( T_2 \). The mean and variance of \( T_1 \) are used to centralize and standardize \( T_1(i = 1, 2) \), namely, \( \bar{T}_1(i = 1, 2) \).

Step 5: Calculate the eigenvalue and eigenvector of \( T_1 \). At the same time, select window data \( D_w^o \) of window width \( w \) on \( T_2 \). Slide the window according to the step size \( s \). Calculate the eigenvector and eigenvalue of \( D_w^o \), and find the control limit of similarity as \( S_m \).

Step 6: Collect a set of window width data, calculate the fuzzy matrix, and then construct its augmented matrix of \( X \). The mean and variance of \( X_1 \) are used to standardize \( \Theta_{(1)} \) and record it as \( \Theta_{(1)}^{+} \). Then, \( P_r^{(1)} \) is used to calculate the score matrix \( \bar{T}_{(1)}^{+} \), and then the similarity between \( \bar{T}_{(1)}^{+} \) and \( \bar{T}_1 \) is calculated. If it is greater than the control limit, it is a fault.

Step 7: Once a failure occurs, the fault variable is determined according to the contribution value.

Step 8: Determine the health status level according to the curve of the similarity.

Remark. The control limit can also be determined by the empirical method of the 99% confidence upper limit [36]. 99% confidence level is obtained from 99% test sample statistics. It is worth noting that the empirical method is used for this paper.

4. Results and Analysis

4.1. Test with Standard Cases. TE is a process simulator that is widely used to verify fault diagnosis algorithms. The TE process consists of five main components: a reactor, a condenser, a vapor-liquid separator, a circulating compressor, and a product stripper. The TE process includes four gas raw materials \( A, D, E, C \), and two liquid products \( G, H \), which are produced by reaction downstream. This describes a chemical reaction process that includes 12 operating variables, 22 continuous process measurement variables, and 19 component measurement variables. TE provides 21 sets of standard training and test data sets. The first group of data comprises normal data, and the remaining 20 groups are fault data. Each group of data includes training data and test data. This section uses the TE test data set, which has 960 samples. Each sample has 52 observed variables. It should be noted that, in the fault data, the first 160 data samples are normal data, and faults are introduced thereafter.

4.2. Recognition Rate Test. In the TE fault set, the No. 9 fault is a random fault, and the No. 19 fault is an unknown fault. The results measured by traditional PCA-SPE, PCA-\( T^2 \), DPCA-SPE, and other methods are not ideal. By contrast, the proposed SFDPCA method has a recognition rate of 99.8% for the No. 9 fault, and the misjudgment rate is 0, as shown in Figure 1. The recognition rate of the No. 19 fault reaches 100%, and the fault misjudgment rate is 0, as shown in Figure 2. The parameters used are \( k = 3, w = 60, D = 2 \) and the weight factor is 0.7.

It can be seen from Figures 1 and 2 that before the 160 data points of the fault introduction point, the data measured by the two fault SFDPCA methods are all below the control line, indicating that normal data can be recognized normally. However, data fluctuations measured by the PCA-SPE and PCA-\( T^2 \) methods higher than the control line indicate recognition errors. After 160 data points, the SFDPCA method recognizes the No. 19 fault. The data after the fault occurs are all higher than the control line, indicating that the recognition is correct. Thus, the recognition rate reaches 100%. For the No. 9 fault, there is only one data recognition error, and the recognition rate reaches 99.8%. Whether it is the No. 9 or No. 19 fault, many of the SPE and \( T^2 \) data are under the control limit, and the recognition rate is low. The test with other TE data achieves good results. The comparison between SFDPCA and other methods is shown in Table 1.

The above standard test shows the effectiveness of this algorithm.

According to fault test results of TE data, for different fault types, the test results of PCA-SPE, PCA-\( T^2 \), DPCA-SPE, Diss, and DPCA-Diss are very different. That is, for the same fault, some methods have a high recognition rate, while others have a low recognition rate. At this time, because different methods have different adaptability to data distribution types (such as Gaussian distribution), the results of SFDPCA are higher than those of PCA-SPE, PCA-\( T^2 \), DPCA-SPE, Diss, and DPCA-Diss, which indicates that SFDPCA is robust to data distribution. This is because SFDPCA adopts the depth index method, cancels the large eigenvalue to participate in the similarity calculation, and avoids the impact of large eigenvalue on small eigenvalue to affect the test results. At the same time, SFDPCA adopts the dynamic constant method and fuzzy factor to suppress the observation variables that have a great impact on the recognition results, and improves the recognition rate, which is different from the DPCA-Diss method, and SFDPCA considers the influence.

According to equation (28), the contribution plot is used to determine TE fault variables. Now take No. 10 fault as an example. The TE process shows that the abnormal change of observed variable 18 is the main cause of fault 5. And its contribution plot is shown in Figure 3. It can be seen from Figure 3 that the stripper temperature (variable 18) has an abnormal fluctuation, and the algorithm results are consistent with the actual situation.

4.3. Depth Index Test. The depth index \( D \) has a great impact on similarity. The depth index test is carried out with the No. 15 fault, and the results are shown in Figures 4–6.

It can be seen from Figure 4 that when \( D = 1 \), the similarity fluctuates up and down on the control line. Most of the 160 signals before the introduction of the fault appear above the control line and are mistakenly divided into fault signals (i.e., the normal signal is below the control line). The
signal after the introduction point of the fault signal (160) also has a large number of identification errors (i.e., the fault signal should be above the control line).

When $D = 5$, the recognition rate of the fault signal is improved, but the normal signal is still above the control line, and most of the signals are wrong.

When $D = 10$, normal signals can be correctly identified, most of the fault signals can be correctly identified, and the recognition rate is greatly improved. The above test shows that the depth index has a greater impact on the similarity, and the correct choice has an important effect on signal recognition.

4.4. Fuzziness Effect Test. In order to test the impact of fuzzification on similarity, each observation variable is fuzzified. Then, the test is conducted with $D = 10$, as shown in Figure 7.
It can be seen from Figure 7 that when the fuzzy algorithm is used, the 160 normal signals before the introduction of the fault point are all under the control line, indicating that they have been correctly identified. At the same time, the fault signals after the introduction of the fault point (160) are all above the control line. The fault signal is thus fully recognized.

4.5. Dynamic Index Test. The choice of the time delay constant also affects the recognition rate. We use the No. 19 fault as an example for testing, as shown in Figures 8 and 9. It can be seen from Figure 8 that when the dynamic index is one, that is, when the augmented matrix is not used, the recognition rate of the normal signal at 160 points before the fault introduction point is high, but the fault data after the introduction of the fault point have errors. The error is between 400 and 500.

It can be seen from Figure 9 that when the time lag constant increases, the recognition rate is significantly improved, indicating that the recognition rate improves after adding dynamic characteristics. In practice, considering the execution efficiency, the time delay constant should not be high.

4.6. Health Status Assessment of Hydraulic Press Prefilling Valve. The hydraulic press is an indispensable device in modern manufacturing. The prefilling valve is an important hydraulic component in hydraulic presses. Its main function is to overcome high pressure and open the pressurized equipment through the control requirements, for rapid pressure relief and large flow of hydraulic oil return tank. The prefilling valve is a common component in hydraulic presses, and its monitoring is of great significance.
4.6.1. Hydraulic Model of Prefilling Valve. The structure of the prefilling valve is shown in Figure 10. It is composed of the control oil circuit, oil cup, main valve core, and other components.

The degradation of the prefilling valve health status mainly manifests that the main valve cannot be opened. According to the hydraulic balance equation, the opening pressure model can be expressed as follows:

\[ P \Delta A_{eq} - F_s - F_{\mu} - G = M \frac{\Delta v}{\Delta t} \eta, \]

\[ P = P_1 - \Delta P_w - \Delta P_z - \Delta P_r, \]

where \( P_1 \) is the control pressure; \( \Delta P_w \) is the pressure loss along the pipeline, which is the pressure loss when the hydraulic pressure flows in the pipeline and is related to the
hydraulic flow rate; \( \Delta P\) is the local pressure loss, which is the pressure loss of the hydraulic pressure in the control oil cup; \( \Delta P_r\) is the pressure loss caused by prefilling valve leakage; \( A_1\) is the piston area of the control cylinder; \( P_2\) is the hydraulic pressure outside the main spool; and \( A_{eq}\) is the main valve core area. The shape of the main valve core varies, and here it refers to the effective area after conversion. Further, \( F_s\) is the spool spring pressure; \( F_\mu\) is friction resistance; \( G\) and \( M\) are the weight and mass of the spool group, respectively; \( \Delta v/\Delta t\) is the spool start acceleration.
Figure 8: Similarity when $k = 1$ and $D = 5$.

Figure 9: Similarity when $k = 3$ and $D = 5$.

Figure 10: Structure diagram of the precharge valve.
index; and η denotes efficiency, which is a comprehensive measure of pressure loss caused by heating and other reasons, with a value of 0.9–0.95:

\[ \Delta P_w = \sum \lambda \frac{l \rho v^2}{2}, \tag{34} \]

\[ \Delta P_\varsigma = \sum \zeta \frac{\rho v^2}{2}, \tag{35} \]

where \( \lambda \) is the drag coefficient along the way, \( \lambda = 0.028 \); \( l \) is the pipeline length; \( d \) is the inner diameter of the pipeline; \( \rho \) denotes oil density; \( v \) is the average flow rate of the pipeline; \( \zeta \) is the local resistance coefficient. According to the thick wall flow formula, the approximate formula of the gap leakage can be obtained:

\[ \Delta P_r = \frac{\rho v^2}{2C_q}, \tag{35} \]

where \( C_q \) is the flow coefficient, which can be determined through experiments. Then, there is

\[ P = P_1 - \left( \sum \lambda \frac{l \rho v^2}{2} + \sum \zeta \frac{\rho v^2}{2} + \frac{\rho v^2}{2C_q} \right)v^2. \tag{36} \]

It can be seen from (36) that the pressure loss is directly proportional to the square of the speed. When the oil cup does not leak, the pressure of the oil is in a closed state in the oil cup, and the pressure loss can be ignored. At this time, \( P = P_1 \). When a gap in the oil cup begins to leak, the pressure loss caused by the leak increases with an increase in the liquid flow rate. Then, \( P \) begins to decrease and decreases rapidly with an increase in leakage. When \( P \) drops to the critical point \( P_0 \),

\[ P_0A_1 - P_2A_{eq} - F_s - F_\mu - G < M \frac{\Delta v}{\Delta t} \frac{1}{\eta}. \tag{37} \]

This indicates that the prefilling valve is damaged, unable to open, and unable to relieve pressure.

4.6.2. Equipment Health Status Assessment and Fault Diagnosis of Prefilling Valve Based on SFDPCA. The experimental object is a hydraulic press used for short-period
veneer production. The NI9203 pressure and flow acquisition card is used for data collection. The input signal is buffered, conditioned, and sampled by 16 bits of ADC. CDAQ9189 is adopted as a signal server, which mainly completes the conversion and integration of field signal transmission protocol and uploads it to the host computer in the form of Ethernet. The upper computer software is LabVIEW.

The prefilling valve for this hydraulic press does not use a pilot device, so a larger opening pressure is required. The control protection pressure is 14 MPa, and the normal opening pressure ranges from 3 MPa to 11 MPa. A pressure-reducing valve is designed on the control oil circuit of the prefilling valve so that the pressure loss of the prefilling valve does not affect the work of other valves.

According to the opening pressure drop, it is divided into four levels to illustrate the process of valve damage: the healthy level, the subhealthy level, the fault alarm level, and the fault level. According to (30), the similarity under the health assessment level can be calculated, as shown in Table 2.

We use 960 samples of working press data. Each sample includes nine observation variables, that is, hydraulic lock opening pressure, lifting cylinder lifting pressure one, lifting cylinder lifting pressure two, press falling pressure, prefilling valve opening pressure, system working pressure, pressurizing pressure, holding pressure, and pressure relief pressure. The similarity is used to indicate the trend of health assessment changes, as shown in Figure 11.

It can be seen from Figure 11 that, before sampling point 200, the press is healthy and the similarity does not change significantly. After sampling point 200, the similarity begins to change and reaches the subhealthy level after 480 points. Although the system can work, a warning should be issued. After 670 points, the system shows a tendency of accelerated change and enters the fault alarm level, indicating that the valve has a serious fault. Although it can work, it should be repaired. When the similarity reaches the fault level, the system cannot work.

Degradation rate is often used to observe the degree of degradation. According to the degradation rate, the health status is divided as shown in Figure 12.

The numerical relationship between health status and degradation rate is shown in Table 3.

In practice, health status changes are caused by one or more variables. In order to accurately locate abnormal fault variables, it is necessary to calculate the contribution of each observed variable to the maximum eigenvalue because the abnormality of the fault variable will first cause the change of the largest eigenvalue. According to this principle, we can observe the contribution of each variable through the largest
eigenvalue. As shown in Figure 13, the contribution of the first 300 sampling points is basically the same. After 300 sampling points, the contribution shown in red increases greatly, and the corresponding variable is the fifth variable.

A histogram can be used to illustrate the contribution of a certain sampled data observation variable. Figure 14 shows the contribution of the 700th sampled data after the failure. The contribution of variable 5 is significantly higher than...
other variables, indicating that the source of the failure is this variable.

In order to study the change trend of the eigenvalues of each window in the score matrix and the degree of impact on the similarity, the eigenvalues of each window are analyzed to obtain their change trends, as shown in Figure 15.

It can be seen from Figure 15 that after sampling point 200, each eigenvalue begins to change. The eigenvalues

**Figure 15:** Change trend of eigenvalues of each window.

**Figure 16:** Eigenvalues of normal data and fault data.
gradually increase, indicating that abnormal data is generated. It can be seen that when a fault occurs, the response of eigenvalue 1 (the maximum eigenvalue) is the most obvious. The changes in other eigenvalues decrease sequentially. Therefore, the contribution degree of each observed variable can be calculated through the contribution degree of the maximum eigenvalue. Then, the fault occurrence variable can be determined. However, the similarity is often calculated by the eigenvalues with small changes.

To study the relationship between normal eigenvalues and fault eigenvalues, 10 normal samples (1–10) and 10 fault samples (300–310) are selected for observation, as shown in Figure 16.

It can be seen from Figure 16 that after a fault occurs, the eigenvalues are significantly different from those of normal data. As the fault escalates, the eigenvalues show an increasing trend. It is thus easy to calculate the trends of change and size by using similarity.

5. Conclusions
The SFDPCA method proposed in this paper is suitable for the monitoring of equipment working, and its ability to identify abnormal fault data is better than DPCA-SPE, PCA-T², PCA-SPE, Diss, DPCA-Diss, and other methods. The test results on TE data show that the SFDPCA has a higher recognition rate for TE fault signals, and the recognition rate for fault 2 and fault 6 of TE data reaches 100%. Compared with DPCA-SPE, PCA-T², PCA-SPE, Diss, and DPCA-Diss methods, SFDPCA reduces the computational complexity and improves the accuracy. At the same time, SFDPCA divides the similarity into four levels according to the fault variables, realizes the monitoring of equipment health status, and provides a scientific basis for the maintenance, routine maintenance, and spare parts management of large equipment. Through the contribution diagram and decomposition diagram of the similarity of each variable, the change of fault variable can be clearly observed, which provides a reference for engineering and technical personnel to carry out fault diagnosis. In the data test of the hydraulic press precharging valve, the abnormal observation variable can be accurately identified, and the abnormal level is given, which shows the effectiveness of the algorithm. SFDPCA needs to adjust the depth index, ambiguity, window width, dynamic constant, degradation factor, and other parameters to adapt to different conditions. In the future research, further optimize the parameters and realize adaptive adjustment.
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