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Abstract. We study the behavior of $A$-orbits in $G/\Gamma$, when $G$ is a semisimple real algebraic $\mathbb{Q}$-group, $\Gamma$ is a non-uniform arithmetic lattice, and $A$ is a subgroup of the real torus of dimension $\geq \text{rank}_\mathbb{Q} G$. We show that every divergent trajectory of $A$ diverges due to a purely algebraic reason, solving a long-lasting conjecture of Weiss [41, Conjecture 4.11]. In addition, we examine sets that intersect all $A$-orbits, and show that in many cases every $A$-orbit intersects every deformation retract $X \subset G/\Gamma$. This solves the questions raised by Pettet and Souto in [26]. The proofs use algebraic and differential topology, as well as algebraic group theory.

1. Introduction

Let $G$ be a semi-simple algebraic group over $\mathbb{Q}$, $G := G(\mathbb{R})$, and $\Gamma := G(\mathbb{Z})$. Orbits in $G/T$ have been extensively studied in the last four decades. Many of the results were motivated by their strong connection to various problems in number theory (see [9, 15, 17]). The study can be roughly divided into two parts. The first part - unipotent orbits, were fully classified in the landmark result of Ratner [25], and behave rather tamely, with known orbit closures and invariant measures. The second part - diagonal orbits, seem to behave wildly, with some remarkable phenomenons, see [21, 28, 37] for surprising counter-intuitive examples, and [20] for a recent state-of-the-art survey.

In the present work, we study the orbits of diagonal subgroups of $G$ of a ‘large enough’ dimension. More explicitly, let $T$ be a maximal $\mathbb{R}$-torus and $A \subset T$ be a real subgroup which satisfies $\text{rank}_\mathbb{Q} G \leq \dim A \leq \text{rank}_\mathbb{R} G$. We show that the large dimension of $A$ can be exploited in order to describe the divergent trajectories under the action of $A$. In particular, we show that there are finitely many ‘reasons’ for the divergence of such orbits, which we call obvious (see the definition of obvious divergent trajectory in §1.1). Thus, showing the following classification of divergent trajectories, which was conjectured by Weiss [41], for the action of $A \subset T$ when $G$ is an almost $\mathbb{Q}$-simple algebraic Lie group:
If \( \dim A > \text{rank}_Q G \), then there are no divergent \( A \)-orbits.

- If \( \dim A = \text{rank}_Q G \), then the only divergent \( A \)-orbits are the obvious ones (See Definition 1.2 of obvious divergence).
- If \( \dim A < \text{rank}_Q G \), then there are non-obvious divergent \( A \)-orbits.

The first and the third of the above claims were shown in [42] and [34], respectively. Note that one may deduce a classification for a general algebraic \( \mathbb{Q} \)-semisimple Lie group, but a bit more care is needed (see [34]).

The result we present here generalizes Tomanov and Weiss [38], proving the second of the above claims assuming \( \text{rank}_Q G = \text{rank_R} G \). The results in [38] were also generalized to the \( S \)-adic setting in [36]. The second of the above claims was also shown by Hattori [14, Theorems A, B] when \( \text{rank}_Q G = 1 \).

Our methods generalize Weiss’ proof of the first part of the above claim [42 Corollary], see Remark 7.2. We utilized a similar mythology to that of Weiss, however the existence of divergent trajectories and the attempt to describe them case additional challenges, which we need to address. A crucial step in [38] (and a result interesting in its own right) was showing that there is a fixed compact subset of \( G/\Gamma \) which intersects every diagonal orbit. This result is false in general for \( A \)-orbits satisfying \( \text{rank}_Q(G) \leq \dim A < \text{rank}_R(G) \), as was pointed out by Tomanov and Weiss [38 Example 1]. In contrast to their example, we will show that for many such subgroups \( A \), every \( A \)-orbit intersects any deformation retract of \( G/\Gamma \).

1.1. Divergence. Let \( \pi \) be the projection \( G \to G/\Gamma \) defined by \( \pi(g) := g\Gamma \) for any \( g \in G \).

**Definition 1.1** (Divergence). We say that an orbit \( A\pi(g) \) *diverges* if for every compact set \( K \subset G/\Gamma \) there is a compact set \( K_A \subset A \) such that \( a\pi(g) \notin K \) for every \( a \in A \setminus K_A \).

As was first shown by Dani [9], divergent trajectories in some homogeneous dynamical systems are in correspondence with singular vectors (or systems of linear forms), i.e., vectors for which the Dirichlet theorem can be infinitely improved. This correspondence motivated a lot of the research on divergent trajectories, see, e.g., [8, 16]. Since rational vectors are singular in a somewhat ‘obvious’ way, this connection also motivated Dani [9] and Weiss [41] to distinguish between ‘obvious’ divergent and ‘non-obvious’ trajectories.

**Definition 1.2** (Obvious divergence). A trajectory \( A\pi(g) \) is said to diverge *obviously* if there exist finitely many rational representations
\(g_1, \ldots, g_k\) and vectors \(v_1, \ldots, v_k\), where \(g_j : G \to \text{GL}(V_j)\) and \(v_j \in V_j(\mathbb{Q})\), such that for any divergent sequence \((a_i)_{i=1}^{\infty} \subset A\) there exist a subsequence \((a'_i)_{i=1}^{\infty} \subset (a_i)_{i=1}^{\infty}\) and an index \(1 \leq j \leq k\), such that \(g_j(a'_i) v_j \xrightarrow{i \to \infty} 0\).

It was proved in [41] that obvious divergence indeed implies standard divergence. We show that if the dimension of \(A\) is big enough, then the only divergent trajectories are the obviously divergent ones.

**Theorem 1.3.** Assume \(\dim A = \text{rank}_\mathbb{Q}(G)\) and let \(A\pi(g)\) be a divergent trajectory. Then \(A\pi(g)\) diverges obviously.

**Remark 1.4** (These divergent trajectories are in fact degenerate). In the proof of Theorem 1.3 we get the more restrictive description of the divergent trajectories: All the ‘shrinking’ vectors coming from Definition 1.2 are conjugates of highest weight vectors, and the corresponding representations are \(\mathbb{Q}\)-fundamental representations (see Observation 3.6 for the definition of \(\mathbb{Q}\)-fundamental representations). In particular, an orbit \(A\pi(g)\), as in Theorem 1.3, is a degenerate divergent trajectory, as defined by Dani in [9] and generalized by Weiss in [41].

Theorem 1.3 solves a conjecture of Weiss [41, Conjecture 4.11]. Other parts of this conjecture were shown in [34, 38, 42].

In [38] Tomanov and Weiss found a simple algebraic description for all divergent trajectories in the case \(A = T\). Such a simple description can not be true in general, as pointed out in [38, Example 2]. Here, we present another example showing that any algebraic description in our setting ought to be more complicated.

1.2. **Set intersection.** The problem of set intersection is the study of finding sets that intersect every orbit of a certain action. Results of this kind can be seen in [22, Theorem 1.3] and [38, Theorem 1.3].

In order to emphasize the strength of the techniques which we use in order to prove Theorem 1.3, we prove an additional theorem when \(\dim A = \text{rank}_\mathbb{R}(G)\) and revisit an example where \(\dim A = \text{rank}_\mathbb{Q}(G) < \text{rank}_\mathbb{R}(G)\).

**Definition 1.5.** A subspace \(X_0\) of \(X\) is called a deformation retract of \(X\) if there is a homotopy \(F : X \times [0, 1] \to X\) such that for all \(x \in X\) and \(y \in X_0\),

\[
F(x, 0) = x, \quad F(x, 1) \in X_0, \quad \text{and} \quad F(y, 1) = y.
\]

Such a homotopy \(F\) is called a deformation retraction.

Given \(Y, Z \subset X\), we say that \(Y\) can be homotoped away from \(Z\) if \(Y\) can be deformed via a homotopy so that it does not intersect \(Z\).
Theorem 1.6. Assume \( \dim A = \text{rank}_\mathbb{R}(G) \). Let \( X_0 \subset G/\Gamma \) be a deformation retract and let \( x \in G/\Gamma \). Then \( Ax \cap X_0 \neq \emptyset \). Moreover, for any bounded map \( f : A \to G \) there exists \( a \in A \) such that \( f(a)ax \in X_0 \).

Remark 1.7. The concepts of bounded map and deformation retract can be generalized. The map \( f \) can be replaced by a bounded correspondence of non-zero multiplicity, see Definition 8.4. The deformation retract can be replaced by the image of a homotopy equivalence \( X \to G/\Gamma \).

Example 1.8. There are many examples of deformation retracts to arithmetic homogeneous spaces \( G/\Gamma \), and we present some of the known ones here. The set of well-rounded lattices in \( \text{SL}_n(\mathbb{R})/\text{SL}_n(\mathbb{Z}) \) is a deformation retract. This example can be further extended to the semisimple part of \( \text{GL}_n(D) \) for some division algebra \( D \) over \( \mathbb{Q} \), see Ash [1]. Such deformation retracts are of minimal dimension. The set of stable lattices in \( \text{SL}_n(\mathbb{R})/\text{SL}_n(\mathbb{Z}) \) (sometimes called semi-stable) is a much larger deformation retract, and the notion can be extended to all arithmetic homogeneous spaces \( G/\Gamma \), see Grayson [11] for an exposition on stable lattices and [12] for the general case. Another explicit construction in the general case is given by Saper [27]. All of these examples are formulated as deformation retracts of the quotient of the symmetric space \( X/\Gamma \), where \( X = K\setminus G \) and \( K \) is the maximal compact subgroup, but the retraction can be lifted to a retraction of \( G/\Gamma \).

By adding a certain condition one can extend Theorem 1.6 to the case when \( \text{rank}_\mathbb{Q}(G) \leq \dim A < \text{rank}_\mathbb{R}(G) \). The theorem does not hold for all subgroups \( A \) (see Example 1.11), only for a Zariski open set of them, in the following sense. Let \( \text{Gr}(t,l) \) be the set of all \( l \)-dimensional subspaces \( a \subset t \), where \( t \) is the Lie algebra of the torus \( T \). The Grassmannian \( \text{Gr}(t,l) \) is a real algebraic variety.

Theorem 1.9. Let \( X_0 \subset G/\Gamma \) be a deformation retract, let \( l \geq \text{rank}_\mathbb{Q}(G) \), and let \( Tx \subset G/\Gamma \) be a trajectory. Then there is a nonempty Zariski open subset \( U \subset \text{Gr}(t,l) \), which depends only on \( G \) and \( l \), such that if \( \text{Lie}(A) \in U \), then the conclusion of Theorem 1.6 holds. Specifically, \( U \) is the set of Lie algebras of subgroups \( A \) with good restrictions with respect to \( \Psi \), where \( \Psi \) is defined as in Proposition 4.2 and the good restrictions property is defined as in Definition 8.13.

Theorem 1.9 generalizes the results in [22, 30] for arbitrary homogeneous spaces and arbitrary deformation retract, instead of only the sets of well-rounded and stable lattices, as well as a result in [26], which shows that compact \( A \)-orbits cannot be homotoped away from
compact sets. In particular, it answers [26, Questions 2, 3] positively. [26, Question 1] is also answered by Theorem 1.9 via the next corollary.

**Corollary 1.10.** Let $\Gamma, T \subset G$ be as before. There exist a rank$_Q(G)$-dimensional subgroup $A \subset T$ and a compact trajectory $Ax \subset G/\Gamma$ which cannot be homotoped away from compact sets.

Corollary 1.10 can not be extended to every compact rank$_Q(G)$-dimensional trajectory, as shown by the following example, originally introduced in [38, Example 1], although without the compactness of the orbit $Ax$.

**Example 1.11.** There exists an algebraic group $G$ with rank$_Q(G) = 1 < \text{rank}_R(G) = 3$, such that for the maximal $\mathbb{Q}$-split $\mathbb{Q}$-torus in $G$, denoted $S$, and some $x \in G/\Gamma$ the following holds. The orbit $Sx$ is compact and can be homotoped away from compact sets using group elements; that is, for every compact set $K \subset G/\Gamma$ there is $g \in G$ such that $gSx \cap K = \emptyset$.

Example 1.11 explicitly described in §9.

The following result is obtained by combining the arguments used in the proofs of Theorems 1.3 and 1.9.

**Proposition 1.12.** An $A$-orbit $A\pi(g)$ intersects any deformation retraction if one of the following conditions is satisfied:

- $A\pi(g)$ diverges.
- For any $\mathbb{Q}$-fundamental representation $\varrho : G \to \text{GL}(V)$, any $v \in V(\mathbb{Q})$ which equals $p_v$ for some unipotent radical $v$, and any unbounded sequence $\{a_n\} \in A$, the set $\{\|\varrho(a_n)g_v\|\}$ is also unbounded, see §3 for a discussion on these objects.

The ideas of the proof can be found in Remark 8.14.

1.3. **Further research.** Although we provide a characterization of divergent trajectories, it is interesting to show a more quantitative result.

**Conjecture 1.13.** For every compact sets $K \subset K_1 \subset G/\Gamma$ there is a compact set $K_2 \subset G/\Gamma$ with the following property. If a trajectory $Ak, k \in K$, eventually exits $K_2$, then it exits $K_1$ for finitely many representational witnesses. That is, if the set $\{a \in A : ak\Gamma \in K_2\}$ is compact, then there exist a finite set of rational representations $\varrho_1, \ldots, \varrho_m$, rational vectors $v_1, \ldots, v_m$, and open subsets $U_1, \ldots, U_m$, where $\varrho_j : G \to \text{GL}(V_j), v_j \in V_j(\mathbb{Z})$, and $0 \in U_j \subset V_j$, such that:

- for all $1 \leq j \leq m$, $g \in G$,
  $$\varrho_j(g)v_j \in U_j \implies \pi(g) \notin K_1,$$
• the set \{a \in A : \forall j. \varrho_j(ak_j) v_j \notin U_j\} is compact.

A stronger version of the above conjecture holds for the case \text{rank}_Q(G) = \text{rank}_R(R), see [38, Theorem 1.3]. We believe that using the methods presented in this manuscript one should be able to prove it in the setting of Theorem 1.9 that is, if \( A \subseteq T \) has good restrictions (see Definition 8.13).

Another task is to provide a better classification of the divergent trajectories, namely, determine which vectors in the fundamental representation are needed in Conjecture 1.3.

Conjecture 1.14. Let \( S \) denote the rational torus and \( P_1, \ldots, P_r \) the different maximal parabolic subgroups containing \( S \), and \( v_1, \ldots, v_r \) the corresponding Lie algebras of the unipotent radicals. Then, for every \( A \) with \( \dim A = \text{rank}_Q(G) \) and any divergent trajectory \( A \pi(g) \) for \( g \in G \), there exists \( g_Q \in G(Q) \) such that the orbit \( A \pi(g) \) satisfies the obvious divergence property using the vectors \( \varrho_1(g_Q)p_{v_1}, \ldots, \varrho_r(g_Q)p_{v_r} \) (see §6 for the definitions of \( p_{v} \) for a unipotent radical Lie-algebra \( v \) and the representations \( \varrho_1, \ldots, \varrho_r \) in this setting).

In §9 we show that Conjecture 1.14 holds for a specific example, see Proposition 9.7.

1.4. Overview of the paper. The main theorems are shown by using a construction of a cover for \( A \) (as a manifold) and by analyzing its possible properties. We use techniques from different mathematical fields.

• Algebraic group theory: The goal of §2.4 is to construct a cover of \( A \) given a trajectory. This cover is constructed in §4 using a compactness criterion shown in [38], which is discussed in §3. In §4 we also show some properties of the cover: its covering number and an algebraic description of it. A main tool in obtaining an algebraic description of the sets in the cover is Theorem 2.1 which is a bounded Bruhat-type theorem and is proved in §2.

• Homological algebra: In §5 we disprove the existence of certain coverings of manifolds with low covering number. This part is mostly independent of the rest of the paper. The main result of this section is Theorem 5.3 which is proved using cohomology theory. We analyze a certain nontrivial cycle and find an equivalent cycle that is supported on the intersection of many open sets. The technique is a direct generalization of the topological tools given at used in [30], themselves a simplification of the topological tools used in [22].
• **Geometry:** In §6 we analyze a certain kind of shapes that constitute the cover corresponding to divergent trajectories. We show that they are contractible or empty even if we subtract an arbitrarily large bounded set.

• **Differential topology:** In §8 we prove Theorem 1.9 by deforming the configuration we have. We start with an orbit-like set \{f(a)ax : a \in A\}, for some bounded correspondence \(f : A \to G\), which does not intersect a given deformation retract \(X_0\). We use it to find another orbit-like set \{\tilde{f}(a)ax : a \in A\} which does not intersect a potentially much larger set \(K_0\) which appears naturally in the cover theorem. Then, using the latter, we get a contradiction.

Theorems 1.3 and 1.9 are proven in §7 and §8, respectively.

In §9 we discuss [38, Example 1], which shows that the consequences of Theorem 1.6 do not hold when \(\text{rank}_Q(G) < \text{rank}_R(G)\).

**Acknowledgment.** We would like to thank B. Weiss for familiarizing us with the problem and for suggesting that we should team up to tackle it. The first author would like to thank his father E. Solan for helpful discussions. The second author would also like to thank R. Spatzier for his interest in this project and for helpful discussions. We also want to thank the anonymous referees for several important suggestions. This work is part of the Ph.D. thesis of the second author.

2. **A bounded Bruhat type decomposition**

All square matrices admit an \(LU\) factorization with partial pivoting. That is, for any square matrix \(A\) there exists a permutation matrix \(P\), a lower triangular unipotent matrix \(L\) with all entries bounded by 1, and an upper triangular matrix \(U\), such that \(A = PLU\) (see [39, Lecture 21]). The goal of this section is to prove Theorem 2.1 which is an analog of this factorization for a general Lie group, using the Bruhat decomposition.

We use standard notation from the theory of linear algebraic groups, see [3 19].

Let \(\Delta_R\) be an \(R\)-simple system of the \(R\)-root system \(\Phi_R\) of \(G\). Let \(\Phi_R^+\) be the set of positive \(R\)-roots defined by \(\Delta_R\). For \(\lambda \in \Phi_R\), denote by \(g_\lambda\) the \(R\)-root space for \(\lambda\).

Let

\[(2.1) \quad \mathfrak{n} := \bigoplus_{\lambda \in \Phi_R^+} g_\lambda, \quad N := \exp(\mathfrak{n}), \quad B := N_G(N).
\]

Then, \(B\) is a Borel subgroup.
Let \( W(\Phi_R) \) be the \( \mathbb{R} \)-Weyl group of \( G \). According to [19, §VI.5] \( W(\Phi_R) \) acts simply transitively on \( \mathbb{R} \)-simple systems. In particular, there exists a unique \( w_0 \in W(\Phi_R) \) such that

\[
(2.2) \quad w_0(\Delta_R) = -\Delta_R.
\]

By [19, §VI.5], the Weyl group satisfies \( W(\Phi_R) \cong N_G(T)/Z_G(T) \). For every \( w \in W(\Phi_R) \), let \( \bar{w} \) be a representative of \( w \) in \( N_G(T) \).

**Theorem 2.1.** There exists a compact set \( N_0 \subset N \) such that

\[
G = W(\Phi_R)N_0\bar{w}_0B.
\]

Let \( \varrho : G \to \mathrm{GL}(V) \) be an \( \mathbb{R} \)-highest weight representation, i.e., an \( \mathbb{R} \)-representation with highest weight defined over \( \mathbb{R} \). Denote the \( \mathbb{R} \)-highest weight of \( \varrho \) by \( \chi \). There is a direct sum decomposition

\[
(2.3) \quad V = \bigoplus_{\lambda \in \Phi_\varrho} V_\lambda,
\]

where \( \Phi_\varrho \) is the set of \( \mathbb{R} \)-weights for \( \varrho \), and for any \( \lambda \in \Phi_\varrho \), \( V_\lambda \) is the \( \mathbb{R} \)-weight vector space for \( \lambda \). For any \( \lambda \in \Phi_\varrho \) let \( \varphi_\lambda : V \to V_\lambda \) be the projection associated with the decomposition (2.3). Let \( \Phi_\varrho^+ \) be the set of positive \( \mathbb{R} \)-weights for \( \varrho \), where the order is defined with \( \Delta_R \).

For any \( \lambda \in \Phi_\varrho \) and \( w \in W(\Phi_R) \) we have

\[
(2.4) \quad \varrho(\bar{w})V_\lambda = V_{w(\lambda)}.
\]

The following is a useful corollary of Theorem 2.1.

**Corollary 2.2.** For any \( \mathbb{R} \)-highest weight representation \( \varrho : G \to \mathrm{GL}(V) \) with highest weight \( \chi \) and a choice of norm \( \|\cdot\| \) on \( V \), there exists \( c > 0 \) which satisfies the following. For any \( h \in G \) there exists \( w \in W(\Phi_R) \), which only depends on \( h \) (and not on \( \varrho \)), such that for any \( v \in V_\chi \)

\[
\|\varrho(h)v\| \leq c \cdot \|\varphi_{w(\chi)}(\varrho(h)v)\|.
\]

In other words, the size of a vector \( \varrho(h)v \) is controlled by its components corresponding to the weights \( w(\chi) \) for \( w \in W(\Phi_R) \). Corollary 2.2 is a stronger version of [33, Theorem 3.1], as the element \( w \) does not depend on the representation \( \varrho \). This is used in the proof of Proposition 4.2(2) to show the linear independence of the characters.

**Proof of Corollary 2.2 assuming Theorem 2.1.** Let \( h \in G \). By Theorem 2.1 there exists a decomposition \( h = \bar{w}n\bar{w}_0b \), where \( w \in W(\Phi_R) \), \( n \in N_0 \), \( \bar{w}_0 \) as in Eq. (2.2), \( b \in B \), and \( N_0 \) is a fixed compact subset of \( N \).
Since $B$ stabilize the $\mathbb{R}$-highest weight vector space, $g(b)v \in V_\chi$. By Eq. (2.4), we may deduce that $g(\bar{w}_0b)v = u \in V_{\omega_0(\chi)}$. Since $n \in \mathbb{N}$, we have $g(n)u - u \in \bigoplus_{\lambda>\omega_0(\chi)} V_\lambda$. Therefore,

$$\varphi_{\omega_0(\chi)}(g(h)v) = \varphi_{\omega_0(\chi)}(g(\bar{\omega}n)u)\varphi_{\omega_0(\chi)}(g(n)u) = u$$

Since $N_0$ is compact,

$$\|g(h)v\| \leq c \|u\|,$$

for some constant depending only on the choice of the norm on $V$. The claim now follows from (2.5) and (2.6).

The rest of this section is devoted to proving Theorem 2.1. We will use the following real version of Bruhat decomposition, see [3, §14.15].

**Theorem 2.3 (Bruhat decomposition).** For every semisimple real group $G$ we have

$$G = \bigcup_{w \in W(\Phi_{\mathbb{R}})} N \bar{w}B.$$

We will enlarge each cell in the decomposition to get an open cover

$$G = \bigcup_{w \in W(\Phi_{\mathbb{R}})} \bar{w}N\bar{w}_0B.$$  

Then we will shrink each open set of the cover (2.7) to obtain the desired closed cover.

**Proof of Theorem 2.1.** Consider the Lie group $N_w := \bar{w}^{-1}N\bar{w}$. Its Lie algebra is $n_w := \bigoplus_{\lambda \in \Phi_{\mathbb{R}}} g_{\omega(\lambda)}$. It follows that $n_w = (n_w \cap n) \oplus (n_w \cap n_{\omega_0})$, that is, the Lie algebras of $N_w \cap N, N_w \cap N_{\omega_0}$ span the Lie algebra of $N_w$. It follows from [3 §14.4] that

$$N_w = (N_w \cap N_{\omega_0}) \cdot (N_w \cap N).$$

Hence, using Bruhat decomposition,

$$G = \bigcup_{w \in W(\Phi_{\mathbb{R}})} \bar{w}N_{\bar{w}_0}B = \bigcup_{w \in W(\Phi_{\mathbb{R}})} \bar{w}(N_w \cap N_{\omega_0}) \cdot (N_w \cap N)B$$

$$\subset \bigcup_{w \in W(\Phi_{\mathbb{R}})} \bar{w}N_{\bar{w}_0} \cdot N \bar{w}_0 \cdot B = \bigcup_{w \in W(\Phi_{\mathbb{R}})} \bar{w}\bar{w}_0^{-1}N\bar{w}_0 \cdot B.$$  

Therefore,

$$\bigcup_{w \in W(\Phi_{\mathbb{R}})} \bar{w}N\bar{w}_0B = G.$$  

Let $p_0 \in G/B$ denote the trivial coset. Then, (2.8) is equivalent to
\begin{equation}
\bigcup_{w \in W(\Phi^R)} \bar{w}N\bar{w}_0p_0 = G/B.
\end{equation}

The orbit $N\bar{w}_0p_0$ must have a nontrivial interior as it is constructible and the union of its translates covers $G/B$. Since it is an orbit, it is open. Thus, (2.9) is an open cover.

Since (2.9) is an open cover, there exists a closed sub-cover \( \{ V_w \}_{w \in W(\Phi^R)} \) for $V_w \subset \bar{w}N\bar{w}_0p_0$. Since $G/B$ is compact, the set $V_w$ must be compact. Since $N_{\bar{w}_0} \cap B = \{ e \}$ (see [3, §14.1]), the map $N \to N\bar{w}_0p_0$ is a homeomorphism. Hence, there are compact subsets $N_{0,w} \subset N$ such that $V_w = \bar{w}N_{0,w}\bar{w}_0p_0$. It remains to set $N_0 := \bigcup_{w \in W(\Phi^R)} N_{0,w}$. □

3. A compactness criterion

In this section, we recall a compactness criterion obtained by Tomanov and Weiss in [38] and further developed by Kleinbock and Weiss in [18].

According to [3, Theorem 3.4], the Lie algebra of $G$ is equipped with a $\mathbb{Q}$-structure which is compatible with the $\mathbb{Q}$-structure of $G$. Let $g := \text{Lie}(G)(\mathbb{R})$ and $g_\mathbb{Z} := \text{Lie}(G)(\mathbb{Z})$.

Let $P_1, \ldots, P_r$ be the maximal $\mathbb{Q}$-parabolic subgroups containing a fixed minimal $\mathbb{Q}$-parabolic subgroup, and let $u_1, \ldots, u_r$ denote the Lie algebras of their unipotent radicals. Then, $r = \text{rank}_\mathbb{Q}(G)$ (see [3]). For $j = 1, \ldots, r$, let $R_j$ denote the set of all the Lie algebras of unipotent radicals of conjugates of $P_j$ defined over $\mathbb{Q}$. Set $\mathcal{R} := \bigcup_j R_j$.

**Definition 3.1.** Given a neighborhood $W$ of $0$ in $g$, and $g \in G$, an element $u \in \mathcal{R}$ is called $W$-active for $g$ if $\text{Ad}(g)u \subset \text{span}(W \cap \text{Ad}(g)g_\mathbb{Z})$.

**Proposition 3.2** (Compactness criterion [38, Proposition 3.5]). For any $L \subset G$, $\pi(L) \subset G/\Gamma$ is unbounded if and only if for any neighborhood $W$ of $0$ in $g$ there exist $g \in L$ and $u \in \mathcal{R}$ which is $W$-active for $g$.

In other words, given a sequence $(g_i)_{i=0}^\infty \subset G$, the sequence $(\pi(g_i))_{i=0}^\infty$ diverges if and only if for every neighborhood $W$ of $0$ in $g$ there is $i_0 \geq 0$ such that for every $i \geq i_0$ there is $u \in \mathcal{R}$ which is $W$-active for $g_i$.

A linear subspace of $g$ is called unipotent if it is contained in the Lie algebra of a unipotent subgroup. Note that a sub-Lie algebra of $g$ is unipotent if and only if it is the Lie algebra of some unipotent subgroup.

**Proposition 3.3.** [38, Proposition 3.3] There is a neighborhood $W_0$ of $0$ in $g$ such that for any $g \in G$, the span of $\text{Ad}(g)g_\mathbb{Z} \cap W_0$ is unipotent.
Proposition 3.4. [18, Proposition 3.5] Suppose that for some \( j \in \{1, \ldots, r\} \) and \( u, u' \in R_j \), the subspace \( \text{span}(u, u') \) is unipotent. Then \( u = u' \). In particular, for any unipotent subspace \( v \subset \mathfrak{g} \),
\[
\#\{ u \in \mathcal{R} : u \subset v \} \leq r.
\]

Corollary 3.5. Suppose that for some \( 1 \leq j_1 < \cdots < j_m \leq r \) and \( v_1 \in \mathcal{R}_{j_1}, \ldots, v_m \in \mathcal{R}_{j_m} \), the subspace \( \text{span}(v_1, \ldots, v_m) \) is unipotent. Then, there exists \( h \in G \) such that \( v_i = \text{Ad}(h)u_j \) for all \( 1 \leq i \leq m \).

Proof. Since \( \text{span}(v_1, \ldots, v_m) \) is unipotent and defined over \( \mathbb{Q} \), it is contained in a maximal unipotent subgroup defined over \( \mathbb{Q} \), which is the unipotent radical of a minimal \( \mathbb{Q} \)-parabolic group, i.e., conjugated to a subspace of \( n \). Assume \( h \in G \) satisfies
\[
\text{span}(v_1, \ldots, v_m) \subset \text{Ad}(h)n.
\]
Then, for each \( 1 \leq i \leq m \) the sets \( \text{Ad}(h)u_j, v_1 \) are both in \( R_i \) and \( \text{span}(\text{Ad}(h)v_1, u_j) \) is unipotent. Hence, Proposition 3.4 implies that \( \text{Ad}(h)v_i = u_i \).

For \( j = 1, \ldots, r \) and \( u \in R_j \), let \( p_u = u_1 \wedge \cdots \wedge u_d_j \in \tilde{V}_j := \bigwedge^{d_j} \mathfrak{g} \), where \( u_1, \ldots, u_{d_j} \in \mathfrak{g}_\mathbb{Z} \) form a basis for the \( \mathbb{Z} \)-module \( u \cap \mathfrak{g}_\mathbb{Z} \) (\( p_u \) is uniquely determined up to a sign). Let
\[
\tilde{\mathfrak{g}}_j := \bigwedge^{d_j} \text{Ad} : G \to \text{GL}(\tilde{V}_j).
\]
For \( j = 1, \ldots, r \), let \( V_j := \text{span}(\tilde{\mathfrak{g}}_j(G)p_u_j) \), and let \( \tilde{\mathfrak{g}}_j \) be the restriction of \( \tilde{\mathfrak{g}}_j \) to \( \text{GL}(V_j) \). Since all the elements of \( \mathcal{R}_j \) are conjugates of \( u_j \), we have
\[
\{ p_u : u \in \mathcal{R}_j \} \subset V_j.
\]

Observation 3.6. For each \( 1 \leq j \leq r \), the space spanned by \( p_{u_j} \) is fixed by a parabolic subgroup of \( G \). Hence, the representations \( \varphi_1, \ldots, \varphi_r \) are \( \mathbb{Q} \)-highest weight representations, and in particular, irreducible. Denote the highest weight of \( \varphi_i \) by \( \chi_i \), \( 1 \leq i \leq r \), and let \( \Delta_\mathbb{Q} = \{ \alpha_1, \ldots, \alpha_r \} \) be a \( \mathbb{Q} \)-simple system of \( G \). Then, according to [34, Lemma 5.1] for any \( 1 \leq i \leq r \), we have
\[
\langle \chi_i, \alpha_j \rangle = c_i \delta_{ij}
\]
for some positive constant \( c_i \), where the inner product is defined using the Killing form and \( \delta_{ij} \) is the Kronecker delta. That is, \( \varphi_1, \ldots, \varphi_r \) are the \( \mathbb{Q} \)-fundamental representations of \( G \). In addition, for each \( 1 \leq j \leq r \), the vector \( p_{u_j} \) is a highest weight vector for \( \varphi_j \).
Proposition 3.7 ([18 Corollary 3.3]). For every $\varepsilon > 0$ there exists a neighborhood $W_\varepsilon$ of 0 in $g$ such that if $u \in R_j$, $1 \leq j \leq r$, is $W_\varepsilon$-active for $g$, then

$$\|\sigma_j(g)u\| < \varepsilon$$

4. Construction of a cover

In this section, we construct a cover for every trajectory in $G/\Gamma$. The cover will encode the behavior of the trajectory near the cusps of $G/\Gamma$. To understand the cusps we will use the compactness criterion in Proposition 3.2.

Let $W_0$ be the intersection of the neighborhood of zero provided by Proposition 3.3 and the one provided by 3.7 for $\varepsilon = 1$.

Let $K_0$ be the closure of the set of points $\pi(g) \in G/\Gamma$ which satisfy that all $u \in R$ are not $W_0$-active for $g$. According to Proposition 3.2, it is a bounded (and thus compact) set. Then, the sets

$$U_u := \{g \in G : \text{Ad}(g)u \subset \text{span}(\text{Ad}(g)gZ \cap W_0)\}, \quad u \in R,$$

form an open cover of

$$G_0 := \{g \in G : \pi(g) \notin K_0\}.$$

In this section, we describe some of the properties of this cover.

The next lemma follows directly from Proposition 3.4.

Lemma 4.1. Let $v_1, \ldots, v_m \in R$ be distinct Lie algebras such that the intersection $\bigcap_{i=1}^m U_{v_i}$ is not empty. Then there exist distinct indices $1 \leq i_1, \ldots, i_m \leq r$ such that $v_k \in R_{i_k}$ for every $1 \leq k \leq m$. In particular, $m \leq r$.

We are especially interested in restricting the covering in (4.1) to an orbit $A\pi(g)$ for some fixed $g \in G$. Thus, for any $u \in R$ we denote

$$U_u^Ag := (U_ug^{-1}) \cap A = \{a \in A : \text{Ad}(ag)u \subset \text{span}(\text{Ad}(ag)gZ \cap W_0)\}.$$

Let $X(T)$ be the group of $\mathbb{R}$-characters of $T$. Characters are written additively and are identified with their derivatives, that is, we think of a character as a linear functional on $\text{Lie}(T)$, and $\lambda(t) = \lambda(\text{exp}(t))$ for $t = \text{exp}(\mathbf{t}) \in T$ and $\lambda \in X(T)$. Fixing a norm $\| \cdot \|$ on $\text{Lie}(T)$, we further use this identification of $T$ with $\text{Lie}(T)$ to denote $\|t\| = \|\mathbf{t}\|$ for $t = \text{exp}(\mathbf{t}) \in T$.

Let $g_1, \ldots, g_r$ and $V_1, \ldots, V_r$ be as in §3. For each $1 \leq j \leq r$, let $\Phi_j$ be the set of $\mathbb{R}$-weights for $g_j$, i.e., the set of characters $\lambda$ of $T$ for which there exists a non-zero vector $v \in V$ such that

$$g_j(t)v = e^{\lambda(t)}v$$

for all $t \in T$. 


Recall the definition of $\varphi_\lambda$, $\lambda \in \Phi_j$, $1 \leq j \leq r$ from \([2]\). Equip $V_1, \ldots, V_r$ with norms such that for each $1 \leq j \leq r$ and any $v \in V_j$,

$$\|v\| = \max_{\lambda \in \Phi_j} \|\varphi_\lambda(v)\|.$$  

**Proposition 4.2.** There is a finite set $\Psi \subset X(T)$ which satisfies the following. Given $u \in \mathcal{R}$, there exists a finite set of non-zero linear functionals $\Psi_u \subset \Psi$ and scalars $d_{u,\lambda}$, $\lambda \in \Psi$, such that

$$U^A_{u} \subset U^A_{u,0} := \{a \in A : \forall \lambda \in \Psi_u, \lambda(a) \geq d_{u,\lambda}\}.$$  

1. The collection $\{U^A_{u,0} : u \in \mathcal{R}\}$ is locally finite, that is, for any compact set $K$ there are only finitely many elements $u \in \mathcal{R}$ such that $U^A_{u,0}$ intersects $K$.

2. Assume $v_1, \ldots, v_m \in \mathcal{R}$ are different unipotent radicals. If the intersection $\bigcap_{i=1}^m U^A_{v_i}$ is non-empty, then there exist linearly independent characters $\lambda_1, \ldots, \lambda_m \in X(T)$ such that for any $1 \leq i \leq m$, $\lambda_i \in \Psi_{v_i}$.

**Remark 4.3.** Note that the characters in Assertion (2) are linearly independent only as characters over $T$. Their restrictions to $A$ may be linearly dependent. This is in fact the reason that the Zariski open set is used in Theorem [13] and not the entire Grassmannian. We will only allow groups $A$ for which the restrictions remain linearly independent.

**Proof.** Let $u \in \mathcal{R}_j$ for some $1 \leq j \leq r$. Let

$$\Psi_u := \{\lambda : -\lambda \in \Phi_j, \varphi_{-\lambda}(g_j)p_u \neq 0\},$$  

and $d_{u,\lambda} := \log \|\varphi_{-\lambda}(g_j)p_u\|$ for all $\lambda \in \Psi_u$. Note that $\Psi_u \subseteq \Psi := -\bigcup_{j=1}^r \Phi_j$ and $\Psi$ is a finite set. In addition, this implies that

$$U^A_{u,0} = \{a \in A : g_j(\alpha)_{g_j}p_u \in B_j\},$$  

where $B_j = \{v \in V_j : \|\varphi_{\lambda}(v)\| < 1, \forall \lambda \in \Phi_j\}$. The choice of $W_0$ now implies (1,2).

Assertion (1) follows from the discreteness of the set

$$\{g_j(p_u) : u \in \mathcal{R}_j, 1 \leq j \leq r\},$$  

as follows. Assume $K \subset A$ is a compact set which intersects $U^A_{v_i,0}$ for some infinite sequence $v_1, \ldots, v_i, \ldots \in \mathcal{R}$. After switching to a subsequence, we may assume that $v_1, \ldots, v_i, \ldots \in \mathcal{R}_{j_0}$ for some $1 \leq j_0 \leq r$. By the definition of $U^A_{v_i,0}$, we see that the $\varphi_{\lambda}(p_u)$ are uniformly bounded for all $i \geq 0$ and $\lambda \in \Phi_j$. Consequently, the sequence $(p_{v_i})_{i=0}^\infty$ lies in a compact subset of $\bigwedge^d g$. This is not possible because $p_{v_i} \in \bigwedge^d g_Z$ and there are only finitely many integer points in a compact set.
In order to show Assertion (2), assume \( a \in \bigcap_{i=1}^{m} U_{v_i}^{Ag} \). Then, 
\[
\text{Ad}(ag)v_1, \ldots, \text{Ad}(ag)v_m \subset \text{span}(\text{Ad}(g)gZ \cap W_0).
\]
By Proposition 3.3, the space \( \text{span}(\text{Ad}(ag)v_1, \ldots, \text{Ad}(ag)v_m) \) is unipotent. Then, by Proposition 3.4 we may assume that for some \( 1 \leq j_1 < \cdots < j_m \leq r \) we have that each \( 1 \leq i \leq m \) satisfies \( v_i \in \mathcal{R}_{j_i} \). Now, Corollary 3.5 implies that there exists \( h \in G \) such that
\[
v_i = \text{Ad}(h)u_{j_i}
\]
for all \( 1 \leq i \leq m \). In particular, for any \( 1 \leq i \leq m \)
\[
\text{p}_v = \varrho_{j_i}(h)\text{p}_{u_i}.
\]
By Observation 3.6 \( \varrho_1, \ldots, \varrho_r \) are \( \mathbb{R} \)-highest weight representations. For any \( 1 \leq j \leq r \) the highest weight of \( \varrho_j \) is denoted by \( \chi_j \), and \( \text{p}_{u_i} \) is a highest weight vector. Then, by Corollary 2.2 and (4.5), there exists \( w \in W(\Phi_\mathbb{R}) \) such that for all \( 1 \leq i \leq m \),
\[
w(\chi_{j_i}) \in \Psi_{v_i}.
\]
It is enough to show that \( w(\chi_1), \ldots, w(\chi_r) \) are linearly independent.

It follows from Eq. (3.1) that \( \chi_1, \ldots, \chi_r \) are linearly independent. Since the Weyl group acts on \( X(T) \) by isometries, \( w(\chi_1), \ldots, w(\chi_r) \) are also linearly independent.

For an unbounded monotonically nondecreasing \( f : [0, \infty) \to [0, \infty) \) and \( u \in \mathcal{R} \) denote
\[
U_{u,f}^{Ag} := \{ a \in A : \forall \lambda \in \Psi_u, \lambda(a) \geq d_{u,\lambda} + f(\|a\|) \} \subseteq U_{u,0}^{Ag},
\]
where \( d_{u,\lambda} \) are as in Proposition 4.2.

**Proposition 4.4.** Let \( A\pi(g_0) \) be a divergent trajectory. Then, there exists a function \( f \) which (depends on \( g_0 \) and) satisfies
\[
\bigcup_{u \in \mathcal{R}} \left( U_{u,f}^{Ag} \cap U_u^{Ag} \right) = \bigcup_{u \in \mathcal{R}} U_u^{Ag}.
\]

**Proof.** Since \( A\pi(g) \) diverges, by Proposition 3.2 and Proposition 3.7
\[
\min\{\|\varrho_j(ag)\text{p}_u\| : a \in U_u^{Ag}, u \in \mathcal{R} \} \xrightarrow{\|a\| \to \infty} 0.
\]
Hence, there exists a non-decreasing function \( f : [0, \infty) \to [0, \infty) \) such that
\[
\min\{\|\varrho_j(ag)\text{p}_u\| : a \in U_u^{Ag}, u \in \mathcal{R} \} < e^{-f(\|a\|)},
\]
whenever \( a \in \bigcup_{u \in \mathcal{R}} U_u^{Ag} \). We get the following alternative description of \( U_{u,f}^{Ag} \), which is similar to the description of \( U_{u,0}^{Ag} \) in (4.4),
\[
U_{u,0}^{Ag} = \{ a \in A : \varrho_j(ag)\text{p}_u \in e^{-f(\|a\|)}B_j \},
\]
(4.7)
with $B_j$ as in the proof of Proposition 4.2.

Let $a \in \bigcup_{u \in \mathcal{R}} U_u^{Ag}$. Then, there exists $u \in \mathcal{R}$ such that $a \in U_u^{Ag}$. By the definition of $f$ we have

$$\|\varrho_j(a) p_u\| < e^{-f(\|a\|)}.$$

Now, (4.7) implies that $a \in U_u^{Ag}$, which implies the claim. \hfill \square

**Observation 4.5.** Note that in the statement of Proposition 4.4 the function $f$ can be chosen to be $\varepsilon$-Lipschitz for every $\varepsilon > 0$.

The next observation follows from (4.7).

**Observation 4.6.** Assume that $f : [0, \infty) \to [0, \infty)$ is monotone non-decreasing and unbounded. For any $g \in G$, $u \in \mathcal{R}_j$, $1 \leq j \leq r$, and $\{a_k\} \subset U_u^{Ag}$ such that $a_k \to \infty$ as $k \to \infty$, we have

$$\varrho_j(a_k g) p_u \xrightarrow{k \to \infty} 0.$$

For any compact set $K \subset G$ let

$$U_u^{K,Ag} := \{(k,a) \in K \times A : kag \in U_u\}$$

**Corollary 4.7.** For any compact set $K \subset G$ and any $u \in \mathcal{R}$, there exists a finite set $\Psi_u \subset X(T)$ and $d_{u,\lambda}^{(0)}$, $\lambda \in \Psi_u$ such that $U_u^{K,Ag} \subset K \times \widetilde{U}_u^{K,Ag}$, where

$$\widetilde{U}_u^{K,Ag} := \{a \in A : \forall \lambda \in \Psi_u, \lambda(a) > d_{u,\lambda}^{(0)}\}.$$

Moreover, the collection $\{\widetilde{U}_u^{K,Ag} : u \in \mathcal{R}\}$ is locally finite.

**Proof.** We choose $\Psi_u$ and $d_{u,\lambda}^{(0)}$ for $\lambda \in \Psi_u$ as in the proof of Proposition 4.2 (Eq. (4.3)). Since $K$ is compact, there exists $c > 0$ such that for any $v \in V_j$, $j = 1, \ldots, r$,

$$\|v\| \leq c \implies \|\varrho_j(k)v\| \leq 1.$$

Let $d_{u,\lambda}^{(0)} := d_{u,\lambda} + \log c$. The claim follows via similar computations to the ones in the proof of Proposition 4.2. \hfill \square

5. **Covering theorem**

The main result of this section is Theorem 5.3 which builds a general machinery to disprove the existence of coverings of $n$-dimensional manifolds with covering number at most $n$. The machinery requires the approximation of the covering sets and their intersections by open sets for which a certain cohomology group is trivial.

A consequence of Theorem 5.3 is Corollary 5.6 which approximates open sets with their convex hulls and is used in order to prove Theorem
A special case of Corollary 5.6 is [30, Theorem 1.4]. Another consequence of Theorem 5.3 is Theorem 6.5, which approximates open sets by a family of sets that are contractible and almost convex, and we call bordered. This result will be used in order to prove Theorem 1.3. The techniques used in order to prove Theorem 5.3 are enhancements of the techniques used in order to prove [30, Theorem 1.4], which are themselves a simplification of ideas that appear in [22].

Definition 5.1. Let $U \subset \mathbb{R}^n$ be an open set. Let $\Omega^k(U)$ denote the set of all differential $k$-forms on $U$, and let

$$\Omega^k_{bs}(U) = \bigcup_{B \subset U} \ker(\Omega^k(U) \to \Omega^k(U \setminus B)),$$

where the union is taken over all relatively closed bounded sets $B \subset U$, denote the set of differential $k$-forms on $U$ with bounded support. Let $d : \Omega^k_{bs}(U) \to \Omega^{k+1}_{bs}(U)$ denote the standard differential, and let $H^k_{bs}(U)$ be the cohomology of the complex $\Omega^k_{bs}(U)$. An open set $U$ is called $k$-trivial if $H^k_{bs}(U) = 0$.

Definition 5.2. An open cover is locally finite if every compact set intersects only finitely many elements of the cover.

Recall that a continuous map $\tau : X \to Y$ between topological spaces is proper if the inverse image of every compact set is compact. If $\tau$ is proper and $X, Y$ are orientable manifolds of equal dimension, then the degree of $\tau$ is, roughly speaking, the number of inverse images of some (and any) point $y \in Y$ counted with the correct signs (see [10, §3]). Although [10, §3] presents the theory of degree only for maps between compact manifolds, the theory can be applied to proper maps with similar proofs.

Theorem 5.3. Let $M$ be an orientable boundaryless manifold with $\dim M = n$ and let $\tau : M \to \mathbb{R}^n$ be a proper smooth map of non-zero degree. Let $\mathcal{U}$ be an open covering of $M$. Let

$$\{E(U_1, \ldots, U_k) : k \leq n, U_1, \ldots, U_k \in \mathcal{U}\}$$

be a collection of open subsets of $\mathbb{R}^n$ that satisfies the following properties:

1. $E(U_1, \ldots, U_k) \subset E(U_1, \ldots, \hat{U}_j, \ldots, U_k)$ for every $1 \leq j \leq k$.
2. $U_1 \cap \ldots \cap U_k \subset \tau^{-1}(E(U_1, \ldots, U_k))$, which implies that $\{E(U) : U \in \mathcal{U}\}$ is a covering of $\mathbb{R}^n$.
3. The set $E(U_1, \ldots, U_k)$ is $(n - k + 1)$-trivial.
4. The covering $\{E(U) : U \in \mathcal{U}\}$ of $\mathbb{R}^n$ is locally finite.
Then there exist $U_1, ..., U_{n+1} \in \mathcal{U}$ with nontrivial intersection. Moreover, for every $x \in \mathbb{R}^n$ there exist such $U_1, ..., U_{n+1}$ with $x \in E(U_1)$.

Before proving Theorem 5.3 we present several consequences that are used in order to prove Theorems 1.3 and 1.9. Corollary 5.6 is a special case of Theorem 5.3, when (heuristically) setting $E(U_1, ..., U_k) = \text{conv}(\tau(U_1 \cap \cdots \cap U_k))$. To apply Theorem 5.3 we need to understand when a convex set is $k$-trivial.

**Definition 5.4.** The invariance dimension of a convex open set $U \subset \mathbb{R}^n$ is the dimension of its stabilizer where $\mathbb{R}^n$ acts on its subsets by translations, that is,

$$\text{invdim } U := \dim \text{stab}_{\mathbb{R}^n}(U).$$

By convention, $\text{invdim } \emptyset := -\infty$.

The next claim follows from [30, Theorem 3.3].

**Claim 5.5.** Let $U \subset \mathbb{R}^n$ be a convex open set and $1 \leq k \leq n$. The set $U$ is not $k$-trivial if and only if $k = \text{invdim } U$ and $U/\text{stab}_{\mathbb{R}^n}(U) \subset \mathbb{R}^n/\text{stab}_{\mathbb{R}^n}(U)$ is bounded. In particular, $U$ is $k$-trivial for every $k \neq \text{invdim } U$.

**Corollary 5.6.** Let $M$ be an orientable boundaryless manifold with $\dim M = n$ and $\tau : M \to \mathbb{R}^n$ be a proper smooth map of non-zero degree. Let $\mathcal{U}$ be an open covering of $M$. Assume that the following assertions hold.

1. The cover

$$\{\text{conv}(\tau(U)) : U \in \mathcal{U}\}$$

is locally finite.

2. For every $k \leq n$ and $U_1, U_2, ..., U_k \in \mathcal{U}$ with nontrivial intersections one has

$$\text{invdim conv}(\tau(U_1 \cap U_2 \cap ... \cap U_k)) \neq n - k + 1.$$

Then there are $n+1$ sets in $\mathcal{U}$ with nontrivial intersection.

**Proof.** Using Claim 5.5, the result follows directly from Theorem 5.3 with $E(U_1, ..., U_k) = \text{conv}(\tau(U_1 \cap ... \cap U_k)) + B(1)$. We take the Minkovski sum with the unit ball $B(1)$ in the definition of $E(U_1, ..., U_k)$ to ensure that the convex set is open. \qed

5.1. **Proof of Theorem 5.3** Let $M$ be an orientable boundaryless manifold with $\dim M = n$ let and $\tau : M \to \mathbb{R}^n$ be a proper smooth map of non-zero degree. Let $\mathcal{U}$ and $E$ be as in Theorem 5.3.

For every finite sequence $J \subset \mathcal{U}$ denote the intersection of the sets in $J$ by $U_J := \bigcap_{U \in J} U$. All sequences $J \subset \mathcal{U}$ are assumed to be
without repetition. We say that \( X \subset M \) is bounded if its image \( \tau(X) \) is bounded. With this notion, we can define boundedly supported \( q \)-forms \( \Omega_{bs}^q(U) \) for open subsets \( U \subset M \) and the boundedly supported cohomology \( H_{bs}^q(U) \) similarly to the way these notions are defined on subsets of \( \mathbb{R}^n \) in Definition 5.1. As mentioned before, by [30, Theorem 3.3] we have that \( H_{bs}^n(\mathbb{R}^n) \cong \mathbb{R} \).

Note that for every set \( W \subset \mathbb{R}^n \) there is a pullback map \( \tau^*: \Omega_{bs}^q(W) \rightarrow \Omega_{bs}^q(\tau^{-1}(W)) \). In particular, for every finite sequence \( J \subset U \) of size at most \( n+1 \) we have a map \( \tau^*: \Omega_{bs}^q(E(J)) \rightarrow \Omega_{bs}^q(U_J) \). Since \( \tau^* \) commutes with \( d \), it induces a map \( \tau^*: H_{bs}^q(W) \rightarrow H_{bs}^q(\tau^{-1}(W)) \).

**Lemma 5.7.** The map \( \tau^*: H_{bs}^n(\mathbb{R}^n) \rightarrow H_{bs}^n(M) \) is one to one.

**Proof.** Since both \( \mathbb{R}^n \) and \( M \) are \( n \)-dimensional the integration map satisfies

\[
\begin{array}{ccc}
H_{bs}^n(\mathbb{R}^n) & \xrightarrow{\tau^*} & H_{bs}^n(M) \\
\downarrow f & & \downarrow f \\
\mathbb{R} & \xrightarrow{\text{deg } \tau} & \mathbb{R}
\end{array}
\]

which implies the desired result, using \( H_{bs}^n(\mathbb{R}^n) \cong \mathbb{R} \). \( \square \)

We will construct two complexes:

\[
\mathcal{A}^{p,q} := \bigoplus_{J \subset U, \# J = p+1} \Omega_{bs}^q(U_J), \quad \forall p, q \geq 0
\]

and

\[
\mathcal{B}^{p,q} := \bigoplus_{J \subset U, \# J = p+1} \Omega_{bs}^q(E(J)), \quad \forall p, q \geq 0,
\]

with the standard derivations

\[
\delta: \mathcal{A}^{p,q} \rightarrow \mathcal{A}^{p+1,q}, \quad \delta: \mathcal{B}^{p,q} \rightarrow \mathcal{B}^{p+1,q},
\]

\[
d: \mathcal{A}^{p,q} \rightarrow \mathcal{A}^{p,q+1}, \quad d: \mathcal{B}^{p,q} \rightarrow \mathcal{B}^{p,q+1},
\]

as in [30 §10] or [30 §3.4]. The maps \( \tau^*: \Omega_{bs}^q(E(J)) \rightarrow \Omega_{bs}^q(U_J) \) for \( J \subset U \) of size \( p+1 \) can be summed to a single map \( \tau^*: \mathcal{B}^{p,q} \rightarrow \mathcal{A}^{p,q} \). Note that the derivations \( d \) and \( \delta \) commute with \( \tau^* \) and \( d \) commutes with \( \delta \), i.e., \( \delta d - d \delta = 0 \).

There is a mild subtlety here. In the statement of Theorem 5.3 the sets \( E(J) \) are assumed to only be defined for sequences \( J \) of size at most \( n \), while in the definition of \( \mathcal{B}^{*,*} \) we use \( E(J) \) for larger sequences \( J \) as well. Thus, we define

\[
E(J) := \bigcap_{J' \subset J, \# J' = n} E(J'), \text{ whenever } \# J > n.
\]
The above preserves Conditions (1), (2) of Theorem 5.3 regarding $E$, but not (3).

Denote by $\text{Tot}(A)^\ast$ and $\text{Tot}(B)^\ast$ the total complexes of $A^{\ast,\ast}$ and $B^{\ast,\ast}$, respectively. That is, $\text{Tot}(A)^k$ is given by $\text{Tot}(A)^k = \bigoplus_{p+q=k} A^{p,q}$, and the differential $D : \text{Tot}(A)^k \to \text{Tot}(A)^{k+1}$ is defined by

$$D|_{A^{p,q}} = d + (-1)^q \delta.$$

The total complex $\text{Tot}(B)^\ast$ is defined similarly. Let the maps $i_A : \Omega^\ast_{bs}(M) \to \text{Tot}(A)^\ast$ and $i_B : \Omega^\ast_{bs}([R^n]) \to \text{Tot}(B)^\ast$ be the direct sum of the restrictions to $A^{\ast,\ast}$ and $B^{\ast,\ast}$, respectively. Both maps commute with $\tau^\ast$, that is

$$i_B \tau^\ast = \tau \tau^\ast i_B.$$

The maps $i_A$ satisfies that for every $\omega \in \Omega^k(M)$ we have

$$di_A(\omega) = i_A(d\omega) \quad \text{and} \quad \delta i_A(\omega) = 0,$$

and similarly $i_B$ satisfies that for every $\omega \in \Omega^k(R^n)$ we have

$$di_B(\omega) = i_B(d\omega) \quad \text{and} \quad \delta i_B(\omega) = 0.

The next lemma is from [6, Proposition 8.5] or [30, Theorem 3.7]. It states that $\delta$-derivation on $A^{\ast,\ast}$ gives the complex $\Omega^\ast_{bs}(M)$. We need the following formulation of it.

**Lemma 5.8.** The map $i_A : \Omega^\ast_{bs}(M) \to \text{Tot}(A)^\ast$ induces an isomorphism on the cohomologies.

**Observation 5.9 (Consequence of Condition (3)).** Condition (3) states that $d$ is exact on $B^{p,q}$ whenever $p+q = n$ and $p < n$.

For every $\omega \in B^{p,q}$ denote by $\text{supp} \omega$ the set of sequences $J \subset U$ such that the $J$-component of $\omega$ is nontrivial. Applying this definition to Observation 5.9 we get the following.

**Observation 5.10 (Behavior of the support).** Let $p, q$ be such that $p + q = n$, $p < n$, and $\omega \in B^{p,q}$. If $d\omega = 0$, then for some $\omega' \in B^{p,q-1}$ we have $d\omega' = \omega$ and $\text{supp} \omega' = \text{supp} \omega$. In addition, by the definition of $\delta$, for every $\omega \in B^{p,q-1}$ and $J \in \text{supp} \delta \omega$ there is $J' \in \text{supp} \omega$ with $J' \subset J$.

**Proof of Theorem 5.3.** Pick an element $\omega \in \Omega^n_{bs}(R^n)$ with nontrivial integral and set $\omega_0 = i_B(\omega) \in B^{0,n}$. Since $d\omega = 0$ we use Eq. (5.2) to deduce that $d\omega_0 = \delta \omega_0 = 0$. 

We construct $\omega_k \in B^{k,n-k}$ recursively so that $d\omega_k = \delta \omega_k = 0$ and the image of $\omega_k$ in $H^n(\text{Tot}(B))$, denoted $[\omega_k]$, coincides with $[\omega_0]$. Suppose we have constructed $\omega_{k-1} \in B^{k-1,n-k+1}$. Then, by Observation 5.10 there exists $\psi_k \in B^{k-1,n-k}$ such that $d\psi_k = \omega_{k-1}$. Choose $\omega_k = -(-1)^{n-k} \delta \psi_k$. Then, $\omega_{k-1} - \omega_k = D\psi_k$ is a boundary in $\text{Tot}(B)$ and hence $[\omega_{k-1}] = [\omega_k]$. Note that
\[d\omega_k = -(-1)^{n-k} \delta \psi_k = -(-1)^{n-k} \delta \psi_k = -(-1)^{n-k} \delta \omega_{k-1} = 0\]
\[\delta \omega_k = -(-1)^{n-k} \delta^2 \psi_k = 0,
\]
as desired. We get that $[\omega_0] = [\omega_n]$ in $H^n(\text{Tot}(B))$. Hence, we also have $\tau^*[\omega_0] = \tau^*[\omega_n]$. By Lemma 5.7 $[\omega] \neq 0$ implies that $0 \neq \tau^*[\omega]$. By Lemma 5.8 $0 \neq i_A^* \tau^*[\omega]$. Since
\[0 \neq i_A^* \tau^*[\omega] = \tau^*[i_A^*[\omega]] = \tau^*[\omega_0] = \tau^*[\omega_n],\]
we get that $\tau^* \omega_n \neq 0$. Since $\tau^* \omega_n \in A^{n,0}$ it follows that there is $J \subset U_n$ of size $n+1$ with nonempty $U_J$. Moreover, this $J$ must be in supp $\omega_n$.

Let $x \in \mathbb{R}^n$. Since $\{E(U) : U \in \mathfrak{U}\}$ is locally finite, there is a small neighborhood $x \in V \subset \mathbb{R}^n$ such that $E(U) \cap V \neq \emptyset$ if and only if $x \in \overline{E(U)}$ for every $U \in \mathfrak{U}$. Additionally, there are finitely many $U_1, ..., U_r \in \mathfrak{U}$ such that $x \in \overline{E(U_i)}$. Choose $\omega \in \Omega^n(\mathbb{R}^n)$ which is supported on $V$.

By our construction, supp $\omega_0 \subseteq \{(U_1,),(U_r,)\}$. Here $(U_i,)$ is a sequence of size 1 of indices in $\mathfrak{U}$. Since $\psi_1$ was chosen using Observation 5.10 it has the same support as $\omega_0$. Looking at supp $\omega_1$, we see that every $J \in$ supp $\omega_0$ must contain an element in supp $\psi_1 =$ supp $\omega_0$, i.e., one of the desired $U_i$-s.

Continuing in this fashion, we conclude that supp $\psi_k = \text{supp} \, \omega_{k-1}$ and that every $J \in \text{supp} \, \omega_k$ contains at least one of the $U_i$-s. That is, for some $J \in \text{supp} \, \omega_n$ we have $U_J \neq \emptyset$, and this $J$ contains one of the desired open sets.  

\[\square\]

6. Bordered sets

In 41 we saw that a divergent trajectory gives rise to a cover of $A$; in view of Proposition 4.4 the sets in this cover form a peculiar family of shapes, namely $U_{A_0}$. In this section, we analyze these sets and derive sufficient conditions for their contractibility.

Fix a norm $\| \cdot \|$ on $\mathbb{R}^n$ throughout this section. It may not be the euclidean norm, even though we use the standard scalar product on $\mathbb{R}^n$.

**Definition 6.1.** Let $\Phi \subset (\mathbb{R}^n)^*$ be a finite set of linear functionals, and let $f : [0, \infty) \to \mathbb{R}$ be an increasing divergent function. An open
set of the form
\[ U = \{ x \in \mathbb{R}^n : \varphi(x) > C \varphi + f(\|x\|) \text{ for all } \varphi \in \Phi' \} \]
for some \( \emptyset \neq \Phi' \subset \Phi \) and \( (C_{\varphi})_{\varphi \in \Phi'} \subset \mathbb{R} \) is a \((\Phi, f)\)-bordered set. The set \( \Phi' \) is called the functional set of \( U \). If \( \Phi \) and \( f \) are clear from the context we will omit them and simply call the set bordered. Note that a finite intersection of bordered sets is itself a bordered set.

A set of vectors \( S \) in a real vector space \( V \) is said to be positively nontrivial if every nontrivial non-negative combination of them is non-trivial, equivalently, if
\[ 0 \notin \text{conv}(S). \]

The following result lists some properties of bordered sets.

**Theorem 6.2.** For every \( \Phi \) there exists \( \varepsilon > 0 \) such that for every \( \varepsilon \)-Lipschitz increasing divergent \( f : [0, \infty) \to [0, \infty) \) the following assertions hold:

1. Every nonempty bordered set is contractible.
2. A bordered set is bounded if and only if its functional set is not positively nontrivial.
3. If a bordered set \( U \) is unbounded, then there are arbitrarily large bounded subsets \( U_0 \subset U \) such that \( U \setminus U_0 \) is contractible.

**Remark 6.3.** The constant \( \varepsilon \) depends also on the norm \( \| \cdot \| \) on \( \mathbb{R}^n \).

We postpone the proof of Theorem 6.2 to later on in this section and list next a few of its corollaries. Note that Property 3 is not shared by convex sets. In particular, a cylinder does not satisfy it. Formally, Property 3 implies the following.

**Corollary 6.4.** Every bordered set is \( k \)-trivial for every \( k > 0 \).

Combining Corollary 6.4 with Theorem 5.3 and recalling that a finite intersection of bordered sets is bordered, we obtain

**Theorem 6.5.** Let \( \Phi, f \) be as in Theorem 6.2. Let \( \mathcal{U} \) be an open covering of \( \mathbb{R}^n \). Assume that for every \( U \in \mathcal{U} \) there is given a bordered set \( E(U) \) with \( U \subset E(U) \subseteq \mathbb{R}^n \). Assume furthermore that the covering \( \{ E(U) : U \in \mathcal{U} \} \) is locally finite. Then, there exist \( U_1, \ldots, U_{n+1} \in \mathcal{U} \) with a nontrivial intersection. Moreover, for every \( x \in \mathbb{R}^n \) there exist such \( U_1, \ldots, U_{n+1} \) satisfying in addition \( x \in \overline{E(U_1)} \).

**Proof of Theorem 6.2.** Fix \( \varepsilon > 0 \) to be determined later and an \( \varepsilon \)-Lipschitz and divergent function \( f : [0, \infty) \to [0, \infty) \). We need upper bounds on \( \varepsilon \) throughout the proof, and choose \( \varepsilon \) to be the minimum
of these upper bounds. Without loss of generality restrict $\Phi$ to be the
functional set of $U$, and assume

$$U = \{x \in \mathbb{R}^n : \varphi(x) > C\varphi + f(\|x\|) \text{ for } \varphi \in \Phi\}.$$  

We distinguish between two cases:

(a) $\Phi$ is not positively nontrivial.
(b) $\Phi$ is positively nontrivial.

Case (a): Define $\rho, \rho_0 : \mathbb{R}^n \to \mathbb{R}$; $\rho_0(x) := \min_{\varphi \in \Phi} \varphi(x) - C\varphi$ and $\rho(x) := \rho_0(x) - f(\|x\|)$. Note that $U = \{x \in \mathbb{R}^n : \rho(x) > 0\}$ and $\rho_0 \geq \rho$. We will construct a contraction map of $\mathbb{R}^n$ and show that it expands $\rho$, thus it contracts $U$.

By assumption, there is a combination $\sum_{\varphi \in \Phi} \varphi \alpha_\varphi = 0$. Therefore, for every $x$ one of the functions $\varphi_i$ is nonpositive at $x$, and hence $\rho_0$ is bounded from above. Since $\rho_0$ is piecewise linear with finitely many possible slopes, it attains a maximum $M$. Denote by $V = \{x \in \mathbb{R}^n : \rho_0(x) = M\}$, which is a closed convex polytope. Let $A : \mathbb{R}^n \to V$ be the map that assigns to each vector $x \in \mathbb{R}^n$ the unique closest vector $A(x) \in V$. The map $A$ is continuous since $V$ is convex.

The first part of the contraction will move every vector linearly from $x$ to $A(x)$.

Claim 6.6. The map $t \mapsto \rho(tA(x) + (1-t)x)$ is monotonically nondecreasing for $t \in [0, 1]$.

As $\rho = \rho_0 - f$, to prove the claim we will show that $\rho_0$ increases faster then $v \mapsto f(\|v\|)$ along the trajectory $t \mapsto tA(x) + (1-t)x$.

Claim 6.7. The map $\psi : t \mapsto \rho_0(tA(x) + (1-t)x) + \varepsilon(1-t)\|A(x) - x\|$ is monotonically nondecreasing for $t \in [0, 1]$, provided that $\varepsilon$ is small enough.

Proof. If $A(x) = x$, then $\psi$ is constant and there is nothing to prove. Assume now that $A(x) \neq x$. Claim 6.7 does not involve $f$ and is invariant under translations. Assume without loss of generality that $A(x) = 0$. Since $V$ is a polytope, there is a neighborhood $0 \in W \subset \mathbb{R}^n$ of $0 = A(x)$ such that $V \cap W$ is defined only by inequalities $\varphi_i - C_i \geq M$ that become equality at $0$, that is, $\Phi' = \{\varphi \in \Phi : -C\varphi = M\}$. In other words, $\Phi'$ satisfies that

$$V \cap W = \{v \in W : \varphi(v) \geq 0 \text{ for } \varphi \in \Phi'\}.$$  

Since locally $0 \in V$ is the closest point to $x$, it follows that $\langle x, v \rangle \leq 0$ for every $v \in V \cap W$, and hence $-x$ lies in the dual cone to $V \cap W$. This
dual cone is generated by the vectors $v_\varphi$ for $\varphi \in \Phi'$, where $v_\varphi$ is the unique vector that satisfies $\langle v_\varphi, y \rangle = \varphi(y)$ for all $y \in \mathbb{R}^n$. Hence, there is a negative combination $x = \sum_{\varphi \in \Phi'} \beta_\varphi v_\varphi$. Consequently, there is a linearly independent $\Phi'' \subset \Phi'$ such that $x = \sum_{\varphi \in \Phi''} \gamma_\varphi v_\varphi$ for negative $\gamma_\varphi$. Since $\langle x, x \rangle > 0$, there exists $\varphi_0 \in \Phi''$ such that $\varphi_0(x) < 0$. Lemma 6.8 gives an upper bound on $\varepsilon > 0$ that depends only on $\Phi''$ and guarantees that $\varphi_0(x) \leq -\varepsilon \|x\|$.

The function $\psi$ is concave, takes the value $M$ at $t = 1$ and satisfies
\[
\psi(t) = \varphi_0(tA(x) + (1-t)x) + \varepsilon(1-t)\|A(x) - x\| \leq (1-t)\varphi_0(x) - C\varphi_0 + \varepsilon(1-t)\|x\| \leq -C\varphi_0 = M.
\]
Thus $\psi$ is bounded by its value at 1. Since $\psi$ is concave, it is nondecreasing for $t \in [0, 1]$.

**Lemma 6.8.** For every linearly independent subset $\Phi' \subset \Phi$ and every $x = \sum_{\varphi \in \Phi'} \beta_\varphi v_\varphi$ with $\beta_\varphi \leq 0$ there is $\varphi \in \Phi'$ with $\varphi(x) \leq -\varepsilon \|x\|$, provided that $\varepsilon > 0$ is small enough.

**Proof.** For every linearly independent subset $\Phi' \subset \Phi$ we will give an upper bound on $\varepsilon$ separately such that $\varphi(x) \leq \varepsilon \|x\|$ for some $\varphi \in \Phi'$. Assume then that $\Phi = \Phi'$ is an independent set of functionals. Since the inequality we want to prove is homogeneous, we may assume $\|x\| = 1$. The set of possible values of $x$ is
\[
X := \left\{ \sum_{\varphi \in \Phi} \beta_\varphi v_\varphi : \left\| \sum_{\varphi \in \Phi} \beta_\varphi v_\varphi \right\| = 1, \beta_\varphi \leq 0 \right\},
\]
which is compact. Hence we only need to show that
\[
\min_{\varphi \in \Phi} \varphi(x) < 0, \quad \forall x \in X
\]
and the compactness of $X$ and the continuity of the function $\min_{\varphi \in \Phi} \varphi$ will guarantee a desired bound on $\varepsilon$. Since
\[
\langle x, x \rangle = \left\langle x, \sum_{\varphi \in \Phi} \beta_\varphi v_\varphi \right\rangle = \sum_{\varphi \in \Phi} \beta_\varphi \varphi(x) = 1,
\]
and since the $(\beta_\varphi)_{\varphi \in \Phi}$ are nonpositive, it follows that one of the $\varphi(x)$ is negative.

**Proof of Claim 6.6.** Since $f$ is $\varepsilon$-Lipschitz, $\|\cdot\| : \mathbb{R}^n \to \mathbb{R}$ is 1-Lipschitz, and $t \mapsto tA(x) + (1-t)x$ is $\|x - A(x)\|$-Lipschitz, it follows that $t \mapsto$
Consider the homotopy $h_0(t, x) := tA(x) + (1 - t)x$, and note that $\kappa(h_0(t, x))$ is nondecreasing with respect to $t$. The end of the homotopy $h_0|_{t=1}$ lies in $V$.

Next, we construct a contraction of $V$. Let $u = A(0) \in V$ be the point that minimizes the distance to 0, and define $h_1(t, v) = tv + (1 - t)u$. By the convexity of $\| \cdot \|$, for every fixed $v \in V$ the function $t \mapsto \| h_1(t, v) \|$ is decreasing, and hence the function $t \mapsto f(\| h_1(t, v) \|)$ is decreasing. Therefore

\[ t \mapsto \kappa(h_1(t, v)) = M - f(\| h_1(t, v) \|) \]

is increasing. It follows that $\kappa$ increases on every trajectory of $h_1$. Thus, the concatenation of $h_0$ and $h_1$ is a contraction of $\mathbb{R}^n$ and $\kappa$ increases along its trajectories.

Hence, $U = \{ x \in \mathbb{R}^n : \kappa(x) > 0 \}$ is contractible if it is nonempty.

Since $\kappa_0$ is bounded and $\lim_{\| x \| \to \infty} f(\| x \|) = \infty$, it follows that $\kappa(x) \to -\infty$ as $\| x \| \to \infty$, and hence $U$ is bounded.

**Case (b).** In this case, the set $U$ is unbounded. Indeed, since the functional set $\Phi$ of $U$ is positively nontrivial, there is a vector $v = v(\Phi')$ such that $\varphi(v) > 0$ for all $\varphi \in \Phi'$. If $f$ is $((\varphi(v)/\|v\|)$-Lipschitz, then for $s > 0$ we have

\[ \varphi(sv) - f(\| sv \|) \xrightarrow{s \to \infty} \infty. \]

It follows that $sv \in U$ for $s$ large enough. Moreover, if $x \in U$ then $x + sv \in U$ as well for every $s > 0$, and if $x \in \mathbb{R}^n$ then $x + sv \in U$ for all $s$ large enough. Hence, provided

\[ \varepsilon \leq \min_{\varphi \in \Phi'} \frac{\varphi(v)}{\| v \|}, \]

$U$ will not be bounded.

To show that $U$ is contractible, we will show that every compact subset $K \subset U$ can be contracted in $U$. Suppose $K \subset U$ is compact. It has a contraction in $\mathbb{R}^n$, denoted $h : K \times [0, 1] \to \mathbb{R}^n$. Since the image of $h$ is compact, there is $s > 0$ such that $h(t, x) + sv \in U$ for all $x \in K, t \in [0, 1]$. Thus, to contract $K$ in $U$ we may first add to it $sv$ and then contract $K + sv$ using $h + sv$. 
Since every compact subset of $U$ can be contracted in $U$, it follows that $U$ is connected and all homotopy groups $\pi_i(U)$ vanish. Since $U$ is a separable manifold, it is a CW-complex, and hence, by Whitehead’s Theorem (see \cite{13}, Theorem 4.5), $U$ is contractible.

We will show that there exist open subsets $U_i \subset U$ for $i \in \mathbb{N}$ such that

- $U \setminus U_i$ is bounded
- For every bounded set $B \subset U$ there is $i \in \mathbb{N}$ such that $B \subset U \setminus U_i$.
- $U_i$ is contractible.

Fix $\varphi_0 \in \Phi$. Since $\Phi$ is positively nontrivial, it follows that $\varphi_0 \neq 0$. For every $C > 0$ denote $U_C = U \cap \varphi_0^{-1}((C, \infty))$. We claim that $U \setminus U_C$ is bounded. Indeed, if $x \in U \setminus U_C$, then $C > \varphi_0(x) \geq C_{\varphi_0}$ and since $\varphi_0(x) - f(\|x\|) > C_{\varphi_0}$ it follows that $f(\|x\|) < C - C_{\varphi_0}$, and hence $\|x\|$ is bounded. For every bounded subset $B \subset U$ we have that $B \subset U \setminus U_C$, where $C := \sup_B \varphi_0$.

To show that $U_C$ is contractible, note that $U_C$ satisfies the same properties which were used in order to show that unbounded bordered sets are contractible: It is open, if $x \in U_C$, then so is $x + sv$ for every $s > 0$, and for all $x \in \mathbb{R}^n$ we have $x + sv \in U_C$ for all $s$ large enough.

We can now show that $U_C$ is contractible by the same arguments which were used before to show that $U$ is contractible. 

Proof of Corollary \ref{6.4} If $U$ is bounded, then its boundedly supported cohomologies are equal to its standard de Rham cohomology, and the result follows since $U$ is contractible. Assume that $U$ is unbounded. Let $\omega \in \Omega_{bs}^k(U)$ with $d\omega = 0$. Let $V \subset U$ be a relatively closed bounded set such that $\text{supp } \omega \subset V$ and $U \setminus V$ is contractible. Since $U$ is contractible, there is $\alpha \in \Omega^{k-1}$ such that $d\alpha = \omega$. The $(k-1)$-form $\alpha$ is not necessarily boundedly supported, hence it does not follow that $\omega$ vanishes in $H_{bs}^k$. To prove that $\omega$ vanishes in $H_{bs}^k$ we replace $\alpha$ with a boundedly supported alternative. Note that $d\alpha|_{U \setminus V} = 0$. We distinguish between two cases: $k = 1$ and $k > 1$.

If $k = 1$, then since $U \setminus V$ is contractible, $\alpha|_{U \setminus V} \equiv c$ is a constant. The 0-form $\alpha' = \alpha - c$ is boundedly supported and satisfies $d(\alpha - c) = \omega$, as desired.

If $k > 1$, then $H^{k-1}(U \setminus V) = 0$, and hence there is $\beta \in \Omega^{k-2}(U \setminus V)$ such that $d\beta = \alpha|_{U \setminus V}$. Pick an open bounded set $W \subset U$ that contains $V$, and consider a smooth partition of unity subordinate to the cover $U \setminus V, W$ of $U$, namely, $\varrho, 1 - \varrho : U \to \mathbb{R}$ such that $\text{supp } \varrho \subset U \setminus V$ and $\text{supp } (1 - \varrho) \subset W$. Now, $\varrho \beta|_{U \setminus W} = \beta|_{U \setminus W}$ and we can extend $\varrho \beta$ to a form on $U$, namely, $\widetilde{\varrho \beta} \in \Omega^{k-2}(U)$. The form $\alpha' = \alpha - d\widetilde{\varrho \beta}$
is boundedly supported, since it coincides with \( \alpha - d\beta \) on \( U \setminus W \). It follows that \( \omega = d\alpha' \), as desired. \( \square \)

7. Proof of Theorem 1.3

In order to prove Theorem 1.3 in this section we show that the cover constructed in §4 (of the subgroup \( A \), up to a compact set) has a finite subcover.

Recall the definition of the sets \( U_v^A \) and \( U_{v,f}^A \), for \( v \in \mathcal{R} \), provided in §4. Let \( f \) satisfy the conclusion of Proposition 4.4.

Proposition 7.1. Let \( A\pi(g) \) be a divergent trajectory and assume \( \dim A = \text{rank}_Q G \). Then, there exist \( v_1, \ldots, v_m \in \mathcal{R} \) such that \( A \setminus \bigcup_{i=1}^{m} U_{v_i,f}^A \) is bounded.

Assuming Proposition 7.1, Theorem 1.3 follows from Observation 4.6. Thus, the rest of this section is devoted to the proof of Proposition 7.1.

Proof of Proposition 7.1. Fix a divergent trajectory \( A\pi(g) \), and let \( f \) be as in Proposition 4.4. Consider the collection of sets 

\[ \mathcal{U}_f^A := \{ U_v^A \cap U_{v,f}^A : v \in \mathcal{R} \}. \]

By Proposition 3.2 and the definition of \( U_v \) (see Eq. (4.1)) we see that, up to a compact set, the sets \( U_v \) cover \( A \). By Proposition 4.4 \( \mathcal{U}_f^A \) also cover \( A \) up to a compact set. Let \( U_0 \subset A \) be a bounded open set such that \( \bigcup_{v \in \mathcal{R}} (U_v^A \cap U_{v,f}^A) \cup U_0 = A \). Denote

\[ \mathcal{U}_f^A := \mathcal{U}_f^A \cup \{ U_0 \}. \]

Then, \( \mathcal{U}_f^A \) is a cover of \( A \).

We wish to apply Theorem 6.5 to the cover \( \mathcal{U}_f^A \) of \( A \). We need to construct the sets \( E(U) \) for \( U \in \mathcal{U}_f^A \).

For any \( U_v^A \in \mathcal{U}_f^A \) define \( E(U_v^A) := U_{v,f}^A \) and take for \( E(U_0) \) an arbitrary bounded bordered set containing \( U_0 \). Note that the cover \( \{ E(U) : U \in \mathcal{U}_f^A \} \) is locally finite by Proposition 4.2. To apply Theorem 6.5 we need to make sure that the sets \( E(U) \) are bordered. Indeed, they are constructed to be \( (\Psi, f) \)-bordered in Proposition 4.4 for some nondecreasing monotone unbounded function \( f \), which may be chosen to be \( \varepsilon = \varepsilon(\Psi) \)-Lipschitz as in Theorem 6.2 by Observation 4.5. Now we are allowed to apply Theorem 6.5 to the cover \( \mathcal{U}_f^A \).
Denote by \( v_1, \ldots, v_m \in \mathcal{R} \) the different Lie algebras for which \( U^{Ag, f}_{v_i} \) intersects \( E(U_0) \). There are only finitely many of those since \( \{ E(U) : U \in \mathcal{U}_{f+}^{Ag} \} \) is locally finite.

We claim that \( A \setminus \bigcup_{i=1}^m \overline{U^{Ag}_{v_i, f}} \) is bounded, and more precisely, that \( \overline{E(U_0)} \cup \bigcup_{i=1}^m \overline{U^{Ag}_{v_i, f}} = A \). Denote by \( r \) the dimension of \( A \), (which is assumed to be equal to \( \text{rank} \, Q \, G \)). Let \( x \in A \setminus \overline{E(U_0)} \). By Theorem 6.5 there exist different sets \( U_1, \ldots, U_{r+1} \in \mathcal{U}_{f+}^{Ag} \) such that \( U_1 \cap \ldots \cap U_{r+1} \neq \emptyset \), and \( x \in \overline{E(U_1)} \). By Lemma 4.1 at most \( r \) sets of \( U_1, \ldots, U_{r+1} \) are in \( \mathcal{U}_{f+}^{Ag} \), and hence for some \( 1 \leq i \leq r \) we have \( U_i = U_0 \). Since \( x \in \overline{U_i} \) and \( x \notin \overline{E(U_0)} \), it follows that \( U_1 \neq U_0 \), and hence \( U_1 = U^{Ag}_{v_i, f} \) for some \( v \in \mathcal{R} \). Since \( U_1 \cap U_0 \neq \emptyset \) it follows that \( v = v_i \) for some \( 1 \leq i \leq m \). The result follows. \( \square \)

Remark 7.2. Similar arguments to the ones used in the proof of Proposition 7.1 above yield an alternative proof to Weiss’ result [42, Corollary 2] that for any \( \mathbb{R} \)-diagonalizable subgroup \( A \) which satisfies \( \dim A > \text{rank} \, Q \, G \), there are no divergent trajectories in \( G/\Gamma \). Explicitly, if \( \ell := \dim A > \text{rank} \, Q \, G =: r \) and \( A \pi(g) \) is a divergent trajectory, then by Theorem 6.5 a covering \( \mathcal{U}_{f+}^{Ag} \) of Lie(\( A \)) defined as in the above, contains \( \ell + 1 \) sets with a non-empty intersection. This is a contradiction to Lemma 4.1.

8. AVOIDING COMPACT SETS

We begin with a topological manipulation, showing that we may replace the deformation retract with the image of a compact set \( Y \) which is homotopy equivalent to \( G/\Gamma \). We then use the homotopy to push an orbit \( Ax \) away from a much bigger compact set in \( G/\Gamma \). In doing so, the set \( Ax \) is pushed to a set which is no longer an actual orbit, instead it is of the form \( \{ f(a)ax : a \in A \} \) for some bounded correspondence \( f : A \to G \). Finally, we use the data of the location of the orbit to attain a cover which contradicts Corollary 5.6.

8.1. Getting a Compact Subset. In this section replace an arbitrary deformation retract of \( G/\Gamma \) with a compact set which is the image of a homotopy equivalence map to \( G/\Gamma \).

Theorem 8.1 ([24], [7]). There exists a compact deformation retract to \( G/\Gamma \).

It is hard to trace the origin of Theorem 8.1. It follows from Raghunathan [24] using gradient flow on the function constructed in the theorem on page 328. It can also be derived from [7], proving the simplicity.
of the space $K \backslash G / \Gamma$. Both \cite{12} and \cite{27} used \cite{7} to construct compact retracts to $K \backslash G / \Gamma$, and their methods are able to construct compact retracts to $G / \Gamma$. Here $K \subset G$ is a maximal compact subgroup.

**Lemma 8.2.** For every deformation retract of $Z \subset G / \Gamma$ there exists a homotopy equivalence $f : Y \to G / \Gamma$ from a compact space $Y$, such that $\text{Im}(f) \subset Z$.

**Remark 8.3.** The compact space $Y$ in Lemma 8.2 is independent of $Z$. Moreover, it can be taken to be any compact deformation retract of $G / \Gamma$. Also, note that the map $f : Y \to G / \Gamma$ is not the inclusion map.

**Proof.** Let $Y \subset G / \Gamma$ satisfy the conclusion of Theorem 8.1, i.e., be a compact deformation retract of $G / \Gamma$. Denote by $i_Y : Y \to G / \Gamma$ the inclusion map. Since $Y$ is a deformation retract, $i_Y$ is a homotopy equivalence.

Let

$$Z \xleftarrow{i_Z} G / \Gamma \xrightarrow{r_Z}$$

denote the corresponding inclusion and retraction maps. Since $Z$ is a deformation retract, both $i_Z$ and $r_Z$ are homotopy equivalences. It follows that $i_Z \circ r_Z \circ i_Y : Y \to G / \Gamma$ is the desired homotopy equivalence. 

\[\square\]

**8.2. Attaining a Correspondence.** In this section, we define the notion of correspondences between manifolds and construct the correspondences in our place of interest. The notion of correspondence mimics a similar notion in algebraic geometry. However, since the category of manifolds has no fibered products (as opposed to schemes), the definitions here use the Transversality Theorem \cite{10, Chapter 2 §3} to avoid problematic fiber products. Although the definition is natural, we could not find it in the literature in this simplicity.

We believe that one can replace the category of manifolds with the category of derived manifolds, see \cite{32}. This category includes all manifolds and has fibered products, and requires understanding of higher categories. Another possible approach is to mimic techniques used for symplectic manifold, see \cite{40}. In this setting, one encounters a similar transversality issue, and several methods are utilized to overcome it. In order to keep this manuscript accessible to readers without additional background, we decided to stick with the classical approach and use the following construction.

**Definition 8.4** (Correspondences). Let $X, Y$ be orientable manifolds without boundary. A correspondence $f : X \to Y$ is a function-like
object specified by the data

\[
\begin{array}{c}
M \xrightarrow{\xi} Y \\
\downarrow \tau \\
X
\end{array}
\]

where the map \(\tau\) is equidimensional and proper, and \(M\) is a boundaryless orientable manifold. The \textit{multiplicity} of the correspondence is the degree of \(\tau\). For every \(x \in X\) define the image \(f(x) \subset Y\) as the set \(\xi(\tau^{-1}(x))\).

\textbf{Discussion 8.5 (Composition is not straightforward).} One would like to consider the composition \(X \xrightarrow{f_1} Y \xrightarrow{f_2} Z\) with

\[f_1 = (M_1, \tau_1, \xi_1), \quad f_2 = (M_2, \tau_2, \xi_2).\]

To this end, it would be natural to take the fibered product \(M_1 \times_Y M_2\) and include it in the diagram

\[
\begin{array}{c}
M_1 \times_Y M_2 \xrightarrow{\xi_2} Z \\
\downarrow \tau_2 \\
\downarrow \tau_1 \\
M_1 \xrightarrow{\xi_1} Y \\
\downarrow \downarrow \\
X
\end{array}
\]

Unfortunately, \(M_1 \times_Y M_2\) may not be a manifold, as required by the definition of a correspondence. To deal with this issue we need \(\xi_1\) and \(\tau_2\) to be transverse, a property we obtain by applying the Transversality Theorem. Since neither \(\xi_1\) nor \(\tau_2\) is an immersion, the Transversality Theorem cannot be applied directly, which leads us to the following definition.

\textbf{Definition 8.6 (Composition).} Let \(X \xrightarrow{f_1} Y \xrightarrow{f_2} Z\) be two correspondences with the correspondence data

\[f_1 = (M_1, \tau_1, \xi_1), \quad \text{and} \quad f_2 = (M_2, \tau_2, \xi_2).\]

Factor \(\xi_1 : M_1 \to Y\) as the composition of an immersion and a product map

\[
\begin{array}{c}
M_1 \xrightarrow{\tilde{\xi}_1} M_1 \times Y \\
\end{array}
\]

and include it in the diagram

\[
\begin{array}{c}
M_1 \xrightarrow{\xi_1} Y \\
\downarrow \downarrow \\
M_1 \xrightarrow{\tilde{\xi}_1} M_1 \times Y \\
\downarrow \downarrow \\
X
\end{array}
\]
and extend the diagram accordingly:

$$\begin{array}{c}
M_1 \times_Y M_2 \rightarrow M_1 \times M_2 \xrightarrow{\xi_2} Z \\
M_1 \xrightarrow{\tilde{\xi}_1} M_1 \times Y \xrightarrow{\tau_1} X
\end{array}$$

(8.1)

We will now forget about the $M_2 \rightarrow Y$ column and define $\tilde{\xi}_2 : M_1 \times M_2 \rightarrow Z$ as the composition of the projection $M_1 \times M_2 \rightarrow M_2$ and $\xi_2$:

$$\begin{array}{c}
M_1 \times_Y M_2 \rightarrow M_1 \times M_2 \xrightarrow{\tilde{\xi}_2} Z \\
M_1 \xrightarrow{\tilde{\xi}_1} M_1 \times Y \xrightarrow{\tau_1} X
\end{array}$$

(8.2)

By the Transversality Theorem, there exists a proper homotopy between $\text{Id}_{M_1} \times \tau_2$ and some map $\rho : M_1 \times M_2 \rightarrow M_1 \times Y$ which is transverse to $\tilde{\xi}_1$. Explicitly, there exists a proper map $h : (M_1 \times M_2) \times [0, 1]$ such that $h(-, 0) = \text{Id}_{M_1} \times \tau_2$ and $h(-, 1) = \rho$ is transverse to $\tilde{\xi}_1$.

Construct $M_3 = M_1 \times_{M_1 \times Y} (M_1 \times M_2)$ to be the fibered product with the diagram

The transversality of $\rho$ and $\tilde{\xi}_1$ implies that $M_3$ is a manifold. Define $\xi_3$ to be the composition of the projection $M_3 \rightarrow M_1 \times M_2$ and $\xi_2$. Define $\tau_3$ to be the composition of the projection $M_3 \rightarrow M_1$ and $\tau_1$. The construction guarantees that each of the maps going down in Diagrams (8.1) and (8.2) are proper and have domain and codomain of equal dimensions. Hence $f_3 = (M_3, \tau_3, \xi_3)$ is a correspondence $f_3 : X \rightarrow Z$.

The data of $f_3$ and $h$ is called composition data and $f_3$ is the composition of the correspondences $f_1$ and $f_2$. 
Consider the correspondences
\[ \tilde{f}_1 := (M_1, \tau_1, \tilde{\xi}_1) : X \to M_1 \times Y, \]
\[ \tilde{f}_{2,t} := (M_1 \times M_2, h_t, \tilde{\xi}_2) : M_1 \times Y \to Z. \]

Let \( U \subset X \times Z \) be such that for every \( x \in X, z \in f_2(f_1(x)) \) we have \((x, z) \in U\). We say that the composition data \((f_3, h)\) is \(U\)-compatible if for every \( x \in X, t \in [0, 1], z \in f_{2,t}(f_1(x)) \) we have \((x, z) \in U\).

**Remark 8.7 (Multiplicity of composition).** Let \( X \xrightarrow{f_1} Y \xrightarrow{f_2} Z \) be two correspondences and \( f_3 \) a composition correspondence. Then the multiplicity of \( f_3 \) is the product of the multiplicities of \( f_1 \) and \( f_2 \).

**Remark 8.8 (Categorification of correspondences).** The composition of two correspondences is not uniquely defined. Such a phenomenon is common with \( \infty \)-categories. We believe one can construct an \( \infty \)-category of manifolds with correspondences.

**Lemma 8.9.** In the composition setting as above, \( X \xrightarrow{f_1} Y \xrightarrow{f_2} Z \), let \( U \subset X \times Z \) be an open set such that for every \( x \in X, z \in f_2(f_1(x)) \) we have \((x, z) \in U\). Then there exists a \( U \)-compatible composition.

**Proof.** Using the notation of Definition 8.6, the \( U \)-compatibility condition is equivalent to: for all \( m_{12} \in M_1 \times M_2, x \in X, \) and \( t \in [0, 1] \)
\[ (x, \tilde{\xi}_2(m_{12})) \notin U \implies h_t(m_{12}) \notin \tilde{f}_1(x). \]

This is equivalent to
\[ \forall m_{12} \in M_1 \times M_2, t \in [0, 1], \; h_t(m_{12}) \notin \tilde{f}_1(X \times \{\tilde{\xi}_2(m_{12})\} \setminus U). \]

Here we identify \( X \times \{\tilde{\xi}_2(m_{12})\} \setminus U \) with the corresponding subset of \( X \). Note that \( \tilde{f}_1 \) maps closed sets to closed sets. Indeed, \( \tau_1^{-1} \) maps closed sets to closed sets as it is the inverse of a continuous map and so does \( \tilde{\xi}_1 \) since it is a graph map.

Consequently, there is a closed set \( V \subset (M_1 \times M_2) \times (M_1 \times Y) \) such that \((m_{12}, (\text{Id}_{M_1} \times \tau)(m_{12})) \notin V \), and our goal is to find a proper homotopy \( h_t \) between \( \text{Id}_{M_1} \times \tau \) and a map that is transverse to \( \tilde{\xi}_1 \), and such that for all \( t \in [0, 1] \) we have \((m_{12}, h_t(m_{12})) \notin V\).

Examining the construction in the Transversality Theorem [Ill Chapter 2 §3] we see that we can add an open condition on \( h_t \). \( \square \)

Fix a compact set \( Y \) and a homotopy equivalence \( Y \xrightarrow{\xi_1} G/\Gamma \) as in Lemma 8.2. Denote by \( h(-, t) : \xi_1 \circ \xi_2 \sim \text{Id}_{G/\Gamma} \) the homotopy and let \( Y_0 = \text{Im}(\xi_1) \subset G/\Gamma \).
Lemma 8.10. There is a unique continuous map \( \tilde{h} : G/\Gamma \times [0,1] \to G \) such that \( \tilde{h}(x,0) = e \) (where \( e \) is the identity element in \( G \)) for every \( x \in G/\Gamma \) and for every fixed \( t \in [0,1] \) we have \( h(x,t) = \tilde{h}(x,t)x \).

Proof. This follows immediately from the fact that \( G \) is a covering space of \( G/\Gamma \). \( \square \)

Lemma 8.11. For every compact set \( K \subset G/\Gamma \) there exists a bounded correspondence \( \phi_K : G/\Gamma \setminus Y_0 \to G \) of multiplicity 1 such that for every \( x \in G/\Gamma \setminus Y_0 \) we have \( (\phi_K(x) \cdot x) \cap K = \emptyset \).

Proof. Let \( U \) be an open set such that \( K \subset U \subset G/\Gamma \) and \( U \) has a compact closure and manifold boundary \( N = \partial U \).

Informally, the correspondence applies the homotopy \( \tilde{h} \), which satisfies the conclusion of Lemma 8.10 to \( N \). Then, for any point \( v \in G/\Gamma \) we consider the set of points \( B \subset N \) that hit \( v \), and send \( v \) to the transformation matrices from \( v \) to \( B \).

Formally, let \( M_0 := N \times [0,1] \) and \( M_1 := G/\Gamma \setminus U \). Define \( \tau_0 : M_0 \to G/\Gamma \) by \( \tau_0(x,t) := h(x,t) \) and let \( \tau_1 : M_1 \to G/\Gamma \) be the identity map. Note that \( \tau_0 \) is proper since it is a map on a compact set, and \( \tau_1 \) is proper since it is the identity map on a closed set.

Glue \( M_0 \) and \( M_1 \) at \( N \times \{0\} \subset M_0 \) and \( N \subset M_1 \) to \( M' := M_0 \sqcup_N M_1 \). Since \( \tau_0 \) and \( \tau_1 \) agree on \( N \), we can glue them into a map \( \tau' : M' \to G/\Gamma \). Since we glued proper maps, \( \tau' \) is proper. Denote \( M = \tau'^{-1}(G/\Gamma \setminus Y_0) \). The boundary of \( M' \) is \( N \times \{1\} \). Note that \( \tau(N \times \{1\}) = h(M,1) \subset Y_0 \) and hence \( M \) is boundaryless (yet not compact). Now define \( \tau := \tau'|_M \).

Let \( \xi_0 : M_0 \to G \) be given by \( \xi_0(x,t) := \tilde{h}(x,t)^{-1} \) and let \( \xi_1 : M_1 \to G \) be the constant \( \xi_1 \equiv I \). Glue \( \xi_0 \) and \( \xi_1 \) into a map \( \xi : M \to G \). Note that \( \xi_0 \) has a bounded image, and hence so does \( \xi \). By construction \( \xi(m)\tau(m) \in G/\Gamma \setminus U \) for every \( m \in M \).

We would like to construct a correspondence from \( M, \tau, \xi \). The problem is that \( M \), \( \tau \) and \( \xi \) are continuous, but not smooth. By its definition, \( M \) admits a smooth orientable structure. Using the Whitney Approximation Theorem one can approximate \( \xi \) and \( \tau \) by a smooth \( \xi_0 : M \to G \) and a smooth proper \( \tau_0 : M \to G/\Gamma \setminus Y_0 \) such that \( \xi_0(m)\tau_0(m) \in G/\Gamma \setminus K \) for every \( m \in M \). We can choose the approximation so that \( \deg \tau_0 = \deg \tau \) and \( \xi_0 \) is bounded.

The objects \( M, \tau_0 \) and \( \xi_0 \) define a bounded correspondence \( \phi_K : G/\Gamma \setminus Y_0 \to G \) such that for every \( x \in G/\Gamma \) and \( n \in \phi_K(x) \) we have \( nx \not\in K \). To calculate the multiplicity \( \text{mult} \phi_K = \deg \tau \), take

\[
   x \in G/\Gamma \setminus (\overline{U} \cup \tau_0(M_0)),
\]
which exists since $G/\Gamma$ is not compact and $U \cup \tau_0(M_0)$ is compact. Then $\tau^{-1}(x) = \tau_1^{-1}(x) = \{x\}$. Therefore, $\tau$ is a bijection between $G/\Gamma \setminus (U \cup \tau_0(M_0))$ and its inverse image under $\tau$, and hence $\deg \tau = 1$. □

The goal of the current and the preceding subsections is to prove the following corollary.

**Corollary 8.12.** Let $f : A \to G$ be a continuous bounded map, and assume $\{f(a)ax : a \in A\} \cap Y_0 = \emptyset$ for some $x \in G/\Gamma$. Then for every compact set $K \subset G/\Gamma$ there exists a bounded correspondence $\tilde{f} : A \to G$ of multiplicity 1 such that $\{nax : a \in A, n \in \tilde{f}(a)\} \cap K = \emptyset$.

**Proof.** Let $\phi_K$ be as in Lemma 8.11 and let $V_K \subset G$ be a bounded open set containing the image of $\phi_K$. We can approximate $f$ by a smooth map using the Whitney Approximation Theorem while preserving the open condition $\{f(a)ax : a \in A\} \cap Y_0 = \emptyset$, and assume from now on that $f$ is smooth.

Consider the map $r : A \to G/\Gamma \setminus Y_0, r(a) = f(a)ax$. We would like to find a composition $g = \phi_K \circ r$. For every $a \in A$ we have $\phi_K(r(a)) \cdot r(a) \cap K = \emptyset$. Denote by $U_K \subset A \times G$ the subset of $a, m$ such that $mr(a) \notin K$. We can choose the composition $g$ to be a $U_K$-compatible composition, that is, such that $g(a)r(a) = g(a)f(a)ax \cap K = \emptyset$ for every $a \in A$. Since both $f$ and $g$ are bounded, the pointwise multiplication correspondence $g f$ is bounded as well and is the sought-for correspondence. □

**8.3. Construction of a cover (reprise).** We are now ready to prove Theorem 1.9 and Corollary 1.10.

**Definition 8.13.** Let $T$ be the maximal real split torus in $G$, $\Psi$ be a set of characters $\lambda : T \to \mathbb{R}$, and $A \subset T$ be an $l$ dimensional subgroup. We say that $A$ has good restrictions with respect to $\Psi$ if for every linearly independent set $\Psi' \subset \Psi$ of size at most $l$ the restrictions of $\Psi'$ to $A$ are also independent.

The definition is inspired by the attempt to control the invariance dimension of intersections as in Assertion 2 of Proposition 4.2. Note that not having good restrictions with respect to $\Psi$ is a closed condition on $A$ and Zariski closed on $a \subset t$.

**Proof of Theorem 1.9.** Let $A \subset T$ be a subgroup with good restrictions with respect to $\Psi$, the set of functionals defined in Proposition 4.2. Let $\{f(a)ag_0 \Gamma : a \in A\}$ be a translated trajectory that does not intersect a deformation retract $Z \subset G/\Gamma$. It follows from Lemma 8.2 that there
exist a compact space $Y$ and a homotopy equivalence $f : Y \to G/\Gamma$ such that $Y_0 = \text{Im}(f) \subset Z$.

Let $K_0 \subset G/\Gamma$ be the compact set and let $\{U_u : u \in \mathcal{R}\}$ be the cover of $G_0 = \{g \in G : \pi(g) \notin K_0\}$ as in §4. The intersection of any $r + 1$ sets from $\{U_u : u \in \mathcal{R}\}$ is trivial.

By Corollary 4.7, there exists a locally finite cover $\{U_{a} \in R\}$ of $G$ such that for every $a \in A$ and $n \in \tilde{f}(a)$ we have $nag_0\Gamma \notin K_0$, i.e., $\tilde{f}(a)ag_0 \subset G_0$. Since $\tilde{f}$ has a bounded image there is a compact set $K_G \subset G$ such that $\text{Im}(f) \subset K_G$.

For every $u \in \mathcal{R}$ denote
\[
U_u^M := \{m \in M : \xi(m)\tau(m)x \in U_u\}.
\]
Since $f(a)ag_0 \subset G_0$ for all $a \in A$, it follows that the sets $U_u^M$ cover $M$. By Corollary 4.7, there exists a locally finite cover $\{\tilde{U}_u^{K,G,Ag_0} : u \in \mathcal{R}\}$ of $A$ such that
\[
U_u^M \subset \tau^{-1}(\tilde{U}_u^{K,G,Ag_0}),
\]
and
\[
\tilde{U}_u^{K,Ag_0} = \{a \in A : \forall \lambda \in \Psi_u, \lambda(a) > d_\lambda\}
\]
for some set of characters $\Psi_u : T \to \mathbb{R}$ and constants $d_\lambda : \lambda \in \Psi_u$. Moreover, let $v_1, \ldots, v_k \in \mathcal{R}$. If $\bigcap_{i=1}^k U_{v_i} \neq \emptyset$, then by Proposition 4.2 there exist linearly independent characters $\lambda_1, \ldots, \lambda_k \in X(T)$ such that for any $1 \leq i \leq k$, $\lambda_i \in \Psi_{v_i}$. By the assumption that $A$ has good restrictions with respect to $\Psi$ it follows that the restrictions of $\lambda_1, \ldots, \lambda_k$ to $A$ are linearly independent. Consequently, $\text{invdim}(\tilde{U}_{u_1}^{K,G,Ag_0} \cap \tilde{U}_{u_2}^{K,G,Ag_0} \cap \cdots \cap \tilde{U}_{u_r}^{K,G,Ag_0}) \leq r - k$, and Corollary 5.6 lead to a contradiction. \(\square\) \(\square\)

**Remark 8.14 (Avoiding the good restrictions assumption).** The good restrictions assumption on $T$ was used to bound the invariance dimension of the intersection $\tilde{U}_{u_1}^{K,G,Ag_0} \cap \tilde{U}_{u_2}^{K,G,Ag_0} \cap \cdots \cap \tilde{U}_{u_r}^{K,G,Ag_0}$. The statement of Theorem 1.3 would hold if we could bound this invariance dimension in any other way. The simplest assumption would be to assume that $U_{u_1}^{K,G,Ag_0}$ are always bounded, that is, $g_0(a)p_u \xrightarrow{a \to \infty} \infty$ for all $v \in \mathcal{R}_i$. Another way one can avoid the good restriction assumption is by assuming that the orbit is divergent, replacing the cover $\{U_u^M : u \in \mathcal{R}\}$ with an cover of the form $\{\tilde{U}_u^M \cap U_{u,f}^M : u \in \mathcal{R}\}$ as in the proof of theorem 1.3 and $\tilde{U}_{u}^{K,Ag_0}$ by the analogous bordered sets.

These are the ideas behind Proposition 1.12.

**Proof of Corollary 1.10** Prasad and Ragunathan [23] prove the existence of compact trajectories $Tg_0\Gamma \subset G/\Gamma$. Since $Tg_0\Gamma$ is compact, it follows that $T \cap g_0\Gamma g_0^{-1}$ is a full-rank subgroup in $T$. By the density of rank-$r$ subgroups of $T \cap g_0\Gamma g_0^{-1}$ we conclude that there exists $A \subset T$ of
dim \( A = r \) with rank(\( A \cap T \cap g_0 \Gamma g_0^{-1} \)) = \( r \) and \( a \in U \subset \text{Gr}(t, r) \), where \( U \) is the Zariski open set provided by Theorem 1.9.

Finally, by Theorem 1.9, every homotopy of the compact orbit \( A g_0 \Gamma \) intersects every compact deformation retract of \( G/\Gamma \), the existence of which is Theorem 8.1. \( \square \)

9. Example 1.11

In this section, we recall [38, Example 1] which shows that Theorem 1.9 does not hold for all \( A \subset T \). That is, there exists an orbit \( A x \), where \( A \subset T \), \( \dim A = \text{rank}_Q(G) \), and \( x \in \Gamma \), which can be homotoped away from every compact set using multiplication by group elements. We further show that these orbits can be chosen to be compact, a fact that was not shown in [38, Example 1], and investigate divergent trajectories in \( G/\Gamma \).

9.1. The space. Let \( B \) be an order in a quaternion algebra that splits over \( \mathbb{R} \), that is, \( B \otimes \mathbb{R} \cong M_2(\mathbb{R}) \). For concreteness, take \( B := \mathbb{Z}[i, j, k] \) such that \( i^2 = -1, j^2 = 3, ij = -ji = k \). Let \( \hat{G} = \text{GL}_2(B) \). Since \( \hat{G}(\mathbb{R}) \cong \text{GL}_4(\mathbb{R}) \), we may define \( G \subset \hat{G} \) to be the inverse image of \( \text{SL}_4(\mathbb{R}) \), that is, the unique subgroup \( G \subset \hat{G} \) which satisfies \( G(\mathbb{R}) = \text{SL}_4(\mathbb{R}) \). Since \( B \) is a division algebra, the maximal rational torus in \( G \) is

\[ S = \left\{ \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} : t \in \mathbb{Q} \right\}. \]

In particular, \( \text{rank}_Q(G) = 1 \). In order to describe elements of these groups we will define the isomorphisms explicitly. Let \( \iota : B \otimes \mathbb{R} \to M_2(\mathbb{R}) \) be the isomorphism defined by

\[ \iota(i) := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \iota(j) := \begin{pmatrix} \sqrt{3} & 0 \\ 0 & -\sqrt{3} \end{pmatrix}, \quad \iota(k) := \begin{pmatrix} 0 & \sqrt{3} \\ \sqrt{3} & 0 \end{pmatrix}; \]

it induces an isomorphism \( \iota : G(\mathbb{R}) \to G := \text{SL}_4(\mathbb{R}) \).

Let \( \Gamma := \iota(G(\mathbb{Z})) \). We will study the space \( G/\Gamma \). Other objects we use in both examples are the unipotent subgroup \( N = \left\{ \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix} \right\} \subset G \), and

\[ N = \iota(N(\mathbb{R})) = \left\{ \begin{pmatrix} 1 & * & * \\ 1 & * & * \\ 0 & 0 & 1 \end{pmatrix} \right\} \subset \text{SL}_4(\mathbb{R}). \]
Then,

\[ n = \text{Lie}(N_R) = \left\{ \begin{pmatrix} 0 & * & * \\ 0 & * & * \\ 0 & 0 & 0 \end{pmatrix} \right\} \]

is a unipotent Lie algebra (unique up to conjugation), and its integer points are

\[ n \cap g_Z = \iota \left( \left\{ \begin{pmatrix} 0 & X \\ 0 & 0 \end{pmatrix} : X \in B \right\} \right). \]

9.2. Example 1.11 Denote

\[ g_Z := \left\{ X \in M_2(\iota(B)) : \text{trace}(X) = 0 \right\} \subset M_4(\mathbb{R}), \]
\[ g_s := \exp(\text{diag}(s, s, -s, -s)), \]
\[ S := \iota(S(\mathbb{R})) = \left\{ \pm g_s : s \in \mathbb{R} \right\}. \]

Let

\[ m := \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}. \]

We are interested in orbits of the form \( S \gamma \) for some \( s \in \mathbb{R} \).

Claim 9.1. For all \( s \in \mathbb{R} \) the orbit \( S \gamma \) is periodic.

Proof. Note that \( u := 2 + \sqrt{3} \) is a unit in \( \mathbb{Z}[^3] \). One can verify that for \( t_0 := \log(u) \) we have

\[ m^{-1}(g_{t_0})m = \text{diag}(u, u^{-1}, u, u^{-1}) = \iota \begin{pmatrix} 2 + j & 0 \\ 0 & 2 - j \end{pmatrix} \in \Gamma. \]

Since the diagonal group is commutative and invariant under conjugation by \( m \), we deduce that

\[ g_{t_0}mg_s\Gamma = g_{t_0}mg_s^{-1}m\Gamma \]
\[ = mg_s^{-1}g_{t_0}m\Gamma \]
\[ = mg_s\Gamma, \]

as desired. \( \square \)

Let \( \varrho = \varrho_1 : G \to \text{GL}(V) \) be the unique \( \mathbb{Q} \)-fundamental representation defined in §3 (note that in our setting \( r = \text{rank}_\mathbb{Q} G = 1 \)), and recall the definition of \( p_u \) given a unipotent subspace \( u \) of \( g \), also defined in §3. Note that \( \varrho(g_s)p_n = \exp(8s)p_n \) and \( \varrho(m^{-1}g_m)p_n = p_n \) for all \( s, t \in \mathbb{R} \). It follows from Proposition 3.2 that \( S \gamma \) lies outside any compact set for all \( s \) small enough.
9.3. Divergent trajectories in $G/\Gamma$. Let $\alpha_1 < \alpha_2 < \alpha_3 < \alpha_4$ be real numbers such that $\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = 0$, and let

$$A = \{a_s = \exp(s \text{diag}(\alpha_1, \alpha_2, \alpha_3, \alpha_4)) : s \in \mathbb{R}\}.$$ 

We will investigate the $A$-divergent trajectories and show that a complete characterization of divergent trajectories is not as simple as one might hope and even its dimension depends on $A$.

First, by Theorem 1.3, all $A$-divergent trajectories diverge obviously. The proof of Theorem 1.3 implies a more restricted form of divergence. Assume that $A\pi(g)$ is a divergent trajectory. It follows from the proof of the theorem that there are rational parabolic subgroups $P_1, P_2 \subset G$ with corresponding unipotent radicals $v_1, v_2$ such that $\rho(a_sg)v_1 \xrightarrow{s \to \infty} 0$ and $\rho(a_sg)v_2 \xrightarrow{s \to -\infty} 0$, where $\rho = \rho_1$ is the unique $\mathbb{Q}$-fundamental representation defined in $\S$.

We note that we could have alternatively derived the existence of $P_1, P_2$ using that $G$ has rank $\mathbb{Q}G = 1$ and an analysis of the cusps of $X$.

Let $U = \mathbb{R}^4$ denote the standard representation of $G = \text{SL}_4(\mathbb{R})$, and let $E_1 = \{e_1, \ldots, e_4\}$ denote the standard basis of $U$. Then,

$$E_2 := \{e_i \wedge e_j, \quad 1 \leq i \leq j \leq 4\}$$

is a basis for $\bigwedge^2 U$. Since $G$ acts on $U$ by left multiplication, it acts on $\bigwedge^2 U$ by

$$g(u_1 \wedge u_2) = (gu_1) \wedge (gu_2).$$

In order to understand how $A$ acts on unipotent radicals, the following claim relates the action of $G$ on unipotent radicals to the one of $\text{SL}_4(\mathbb{R})$ on two-dimensional subspaces of $\mathbb{R}^4$.

**Claim 9.2.** There is a map of representations $(\bigwedge^2 U)^{\otimes 4} \to V$ such that $(e_1 \wedge e_2)^{\otimes 4} \mapsto p_n$. In particular, for any $g \in G$,

$$\rho(a_sg)p_n \xrightarrow{s \to \infty} 0 \text{ if and only if } a_sg(e_1 \wedge e_2) \xrightarrow{s \to -\infty} 0.$$ 

**Proof.** By the classification of irreducible representations (see [5, 19]), it is enough to show that the highest weights of the two representations in question coincide, and that for some choices of ordering of the simple system $(e_1 \wedge e_2)^{\otimes 4}$ and $p_n$ are highest weight vectors in $(\bigwedge^2 U)^{\otimes 4}, V$, respectively.

We parametrize the torus by

$$\exp(\text{diag}(s_1, s_2, s_3, s_4)), \quad s_1 + s_2 + s_3 + s_4 = 0,$$

and note that a highest weight of $\bigwedge^2 U$ is $s_1 + s_2$ with the eigenvector $e_1 \wedge e_2$. By the definition of $p_n$, it is the highest weight eigenvector...
in $V$. A direct computation shows that both vectors correspond to eigenvalues $\exp(4(s_1 + s_2))$. The result follows. \hfill $\square$

**Claim 9.3.** There is an irreducible algebraic subvariety $\Gr_+ \subset \Gr(4,2)$ such that for any $g \in G$, $a_4 g(v \wedge w) \xrightarrow{s \to \infty} 0$ if and only if $g \operatorname{span}(v, w) \in \Gr_+$ for every linearly independent pair of vectors $v, w \in \mathbb{R}^4$. The set $\Gr_+$ is irreducible of dimension 1 if $\alpha_1 + \alpha_4 = \alpha_2 + \alpha_3 = 0$ and of dimension 2 otherwise.

**Remark 9.4.** The description of $\Gr_+$ is simple because of a low dimension phenomenon. For a larger dimension of $B$ the set $\Gr_+$ need not be irreducible, nor all irreducible components need be of the same dimension.

**Remark 9.5.** Claim 9.3 is the only place we use the strict inequality of $\alpha_i$. Had we demanded $\alpha_1 \leq \alpha_2 \leq \alpha_3 \leq \alpha_4$, the lemma would remain true except for the cases $\alpha_1 = \alpha_2 < \alpha_3 = \alpha_4$, in which $\Gr_+$ is a singleton, and the trivial case $\alpha_i = 0$. The proof is slightly more technical and would not be done here.

**Proof.** This claim is a simple case of the analysis done in [31]. We provide its proof here for the sake of completeness.

Recall that Plücker coordinates identify between 2-dimensional subspaces $V_0 := \operatorname{span}(v, w) \subset \mathbb{R}^4$ and pure wedges $v \wedge w \in \bigwedge^2 \mathbb{R}^4$ up to multiplication by a scalar. For each $0 \leq m \leq 4$ denote $R^m := \mathbb{R}^m \times \{0\}^{4-m} \subset \mathbb{R}^4$. Let $I_2 = \{(i, j) : 1 \leq i < j \leq 4\}$. For every pair $(i, j) \in I_2$ let

$$X_{i, j} := \{\operatorname{span}(v, w) : v \in R^i, w \in R^j \text{ are linearly independent}\}.$$ 

Note that for any $(i, j) \in I_2$ the set $X_{i, j}$ is irreducible, since it is the image under span of the Zariski open set of linearly independent sets.

By the definition, if $i_1 \leq i_2$ and $j_1 \leq j_2$, then $X_{i_1, j_1} \subset X_{i_2, j_2}$. Hence, upon defining the partial order $\preceq$ on $I_2$ by $(i_1, j_1) \preceq (i_2, j_2)$ whenever $i_1 \leq i_2$ and $j_1 \leq j_2$, we get that $X_{i_1, j_1} \subset X_{i_2, j_2}$ whenever $(i_1, j_1) \preceq (i_2, j_2)$. Note that if $v \in R^i$ and $w \in R^j$, then all coordinates of $v \wedge w$ with respect to $E_2$ are zero except perhaps the coefficients of $e_{i'} \wedge e_{j'}$ for $i' \leq i$ and $j' \leq j$. Moreover, Gauss elimination implies that $v \wedge w \in X_{i_0, j_0}$, where $(i_0, j_0)$ is the largest tuple (with respect to $\preceq$) such that the coefficient of $e_{i_0} \wedge e_{j_0}$ in $v \wedge w$ is non-zero. In particular, $a_4 (v \wedge w) \xrightarrow{t \to \infty} 0$ if and only if $\operatorname{span}(v, w) \in X_{i, j}$ for some $i < j$ for which $\alpha_i + \alpha_j < 0$.

Now we will do some combinatorics on tuples. Denote

$$I_+ := \{(i, j) : i < j \text{ and } \alpha_i + \alpha_j < 0\}.$$
We claim that $I_+$ admits a maximum with respect to $\leq$. Indeed, the only non-comparable tuples with respect to $\leq$ are $(1, 4)$ and $(2, 3)$, and they cannot be both in $I_+$, since this would contradict the fact $(\alpha_1 + \alpha_4) + (\alpha_2 + \alpha_3) = 0$. Denote by $(i_1, j_1)$ the maximum of $I_+$. We conclude that $a_s(v \wedge w) \xrightarrow{t \to \infty} 0$ if and only if $\text{span}(v, w) \in X_{i_1,j_1}$.

Since $(1, 4)$ and $(2, 3)$ are the only non-comparable elements in $I_2$, and not both in $I_+$ it follows that either $(i_1, j_1) = (1, 4)$, or $(i_1, j_1) = (2, 3)$, or both $(1, 4), (2, 3) \notin I_+$ and then $\alpha_1 + \alpha_4 = \alpha_2 + \alpha_3 = 0$ and $(i_1, j_1) = (1, 3)$. Hence to show $\text{Gr}_+ = X_{i_1,j_1}$ is as asserted in the claim, we need to compute its dimension and prove that it equals $i_1 + j_1 - 3$.

The dimension of $\{(v, w) \in \mathbb{R}^{i_1} \times \mathbb{R}^{j_1} : v, w \text{ are linearly independent}\}$ is $i_1 + j_1$. The dimension of the fibers of the map $\text{span}$ is 3. Therefore, the dimension of $X_{i_1,j_1}$ is $i_1 + i_2 - 3$, as desired. □

Construct the set $\text{Gr}_+$ as in Claim 9.3 and $\text{Gr}_-$ for the inverse flow, that is,
\[
\text{Gr}_+ := \{g \in G : g\text{span}(e_1, e_2) \in \text{Gr}_+ \text{ and } g\text{span}(e_3, e_4) \in \text{Gr}_-\} \subset G.
\]

Claim 9.6. The dimension of $V_G$ is $7 + 2 \dim \text{Gr}_+$.

Proof. We will compute the dimension of $V_G$ as a fibration. Let
\[
\text{Gr}_{\pm} := \{(V, W) \in \text{Gr}_+ \times \text{Gr}_- : V \cap W = \{0\}\}.
\]
This set is nonempty since it contains $(\text{span}(e_1, e_2), \text{span}(e_3, e_4))$. Its dimension is $\dim \text{Gr}_+ + \dim \text{Gr}_- = 2 \dim \text{Gr}_+$. Note that the map $V_G \to \text{Gr}_{\pm}$ defined by
\[
g \mapsto (g\text{span}(e_1, e_2), g\text{span}(e_3, e_4))
\]
is onto, and the dimensions of the fibers are equal to the dimension of the stabilizer of a pair of two 2-dimensional vector subspaces of $\mathbb{R}^4$, which is 7. The result follows. □

We can now prove the following characterization.

Proposition 9.7. Every $A$ divergent trajectory is of the form $A\pi(g_X g_Q)$, for $g_X \in V_G$ and $g_Q \in G(Q)$, and any such trajectory is divergent.

Proof. Let $a_s \pi(g)$ be a divergent trajectory. By Theorem 1.3 (although in the rank-1 case it is not needed) there are unipotent radicals $v_1, v_2$ such that $g(a_s g) p_{v_1} \xrightarrow{t \to \infty} 0$ and $g(a_s g) p_{v_2} \xrightarrow{t \to \infty} 0$. 

Let $P$ be the unique $\mathbb{Q}$-parabolic subgroup of $G$ that contains $S$ and such that $n$ is the Lie algebra of its unipotent radical. By [3, Proposition 14.21(i)], there exists a unique $\mathbb{Q}$-parabolic subgroup $S \subset P^- \subset G$ which is opposite to $P$. Let $n^-$ be the Lie algebra of the unipotent radical of $P^-$.

It follows from [3, Proposition 14.21(i)] that there is $g_\mathbb{Q} \in G(\mathbb{Q})$ such that $\text{Ad}(g_\mathbb{Q})n = v_1$ and $\text{Ad}(g_\mathbb{Q})n^- = v_2$ (we encourage the reader to prove this statement in our setting). Claim [9.2] implies that $a_sg_\mathbb{Q}(e_1 \wedge e_2) \xrightarrow{s \to -\infty} 0$. Similarly, $a_sg_\mathbb{Q}(e_3 \wedge e_4) \xrightarrow{s \to -\infty} 0$. Therefore, $g_X := gg_\mathbb{Q} \in V_G$. The first claim follows.

On the other hand, for any $g_X \in V_G$ and $g_\mathbb{Q} \in G(\mathbb{Q})$, the trajectory $a_s\pi(g_Xg_\mathbb{Q})$ shrinks the rational vector $\varrho(g_\mathbb{Q}^{-1})p_n$ as $s \to \infty$ and shrinks $\varrho(g_\mathbb{Q}^{-1})p_n^-$ as $s \to -\infty$. Thus, the trajectory $A\pi(g_Xg_\mathbb{Q})$ diverges. \[\square\]
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