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We investigate the properties of the nonequilibrium steady state for the stochastic system driven by a nonlinear drift force and influenced by noises which are not identically and independently distributed. The nonequilibrium steady state (NESS) current results from a residual part of the drift force which is not cancelled by the diffusive action of noises. From our previous study for the linear drift force the NESS current was found to circulate on the equiprobability surface with the maximum at a stable fixed point of the drift force. For the nonlinear drift force, we use the perturbation theory with respect to the cubic and quartic coefficients of the drift force. We find an interesting potential landscape picture where the probability maximum shifts from the fixed point of the drift force and, furthermore, the NESS current has a nontrivial circulation which flows off the equiprobability surface and has various centers not located at the probability maximum. The theoretical result is well confirmed by the computer simulation.
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I. INTRODUCTION

Statistical mechanics has revealed many interesting properties for nonequilibrium systems. The fluctuation theorem (FT) was first discovered for a deterministic nonequilibrium system driven by a shearing force [1–4]. The FT was also shown to govern a wide class of stochastic nonequilibrium systems [5–9]. The violation of the fluctuation and dissipation relation is also an important characteristics for nonequilibrium systems [10–14]. The existence of nonzero current is a main consequence observed in the nonequilibrium steady state (NESS) closely related with the violation of the detailed balance (DB) which have been studied up to date [15–22].

There are several sources to drive a system into nonequilibrium such as an external driving [23–24], a contact with multiple heat or particle reservoirs [25, 26], a non-conservative force [6, 19, 22, 27, 28], a time-dependent perturbation for external parameter [29–35], etc. We recently studied the case in which nonequilibrium is driven by the combination of two sources, the nonconservative force and multiple noises that are not identically and independently distributed [19, 22]. There may be a stochastic process where thermodynamic quantities such as energy, heat, and work are not defined, most likely in biology [36]. One of us (P. A.) suggested a way to transform a stochastic differential equation for position like variables to that for position-momentum pairs in zero mass limit [37]. In one dimension it is equivalent to the usual overdamped limit while it is not the case in high dimensions, giving rise to a new stochastic process not derived by the Ito or Stratonovich type calculus [38–40].

It is yet an open problem how to construct the probability density function (PDF) for the NESS which is the counterpart of the Boltzmann factor for the equilibrium case. There have been only a few examples where the PDF is rigorously found [17, 19, 27, 28, 41]. The so called potential landscape function is defined as minus the logarithm of the PDF, which corresponds to inverse temperature times the potential or energy for equilibrium systems. Much efforts were made in earlier works by Graham et al. [42] to develop a general formalism to construct the potential landscape function, which is not complete. The potential landscape with probability flux drawn gives a useful and intuitive picture particularly in biology, chemistry, and evolutionary science [43]. In this paper we obtain the potential landscape function and the circulating NESS current for the system driven by a nonlinear drift force in the presence of noises not identically and independently distributed. We find a very peculiar landscape picture that cannot be expected easily from a given drift force. It is the generalization of our previous study for the linear drift force [19]. For the nonlinear drift force, which cannot be treated rigorously, an approximation method is required. We will use the perturbation theory based on the exact result for the linear drift force as unperturbed basis, which is valid in the low noise limit. The recent theory of large deviation, solving the instanton solution to extremize the rate functional, can also be applied for the low noise cases [41, 44]. We expect our approach to be efficient provided that the unperturbed result is known. The two approaches will essentially give rise to an equivalent result.

We organize the paper as follows. In Sec. II we discuss general aspects on the NESS for the stochastic dynamics driven by the nonlinear drift force. In Sec. III we develop the first order perturbation theory for the nonlinear drift force and obtain the correlation functions by using the Fourier transformation of the Langevin equation into the
frequency space. In Sec. [V] we find the potential landscape function in compliance with the correlation functions found. In Sec. [VI] we give an explicit expression for the NESS current. In Sec. [VII] we investigate an example for the motion in a double well potential in the presence of correlated noises. In Sec. [VIII] we present the numerical calculation for the perturbation theory and the simulation for the example. In Sec. [VIII] we summarize our main results.

II. GENERAL ASPECTS

We consider the Langevin equation:
\[ \dot{x} = f(x) + \xi. \] (1)
where the state \( x = (x_1, \ldots, x_n)^\tau \), the drift force \( f = (f_1, \ldots, f_n)^\tau \), and the noise \( \xi = (\xi_1, \ldots, \xi_n)^\tau \) are \( n \)-dimensional vectors. The superscript \( \tau \) denotes the transpose of vector and matrix. We consider \( x \) to have the even parity in time reversal like position variables. \( \xi(t) \) is taken to be Gaussian with zero mean and variance \( \langle \xi(t)\xi'(t') \rangle = 2\Omega(t-t') \). \( D \) is a \( n \times n \) real symmetric matrix, called the diffusion matrix, and is positive definite. We consider the noise components \( \xi^i \) to be not identically and independently distributed. Then \( D \) is in general not proportional to the unit matrix, which is a possible realization of the contact with multiple heat reservoirs. We consider the localized system in which \( f \) has stable fixed points and goes to \( \infty \) as \( |x| \to \infty \).

The PDF \( \rho(x, t) \) associated with the Langevin equation satisfies the Fokker-Planck equation
\[ \frac{\partial}{\partial t} \rho(x, t) = \nabla \cdot (-f + D \cdot \nabla) \rho(x, t). \] (2)
The steady state is reached when \( \partial \rho/\partial t = 0 \). The PDF for the steady state reads
\[ \rho(x) \propto \exp(-\Phi(x)). \] (3)
We call \( \Phi(x) \) the potential landscape function. It is equal to the inverse temperature times the energy for the equilibrium case.

The probability current reads \( j = (f + D \cdot \nabla \Phi) \rho \). Equilibrium is defined as steady state with the DB. The DB for even parity variables is found to hold if \( j = 0 \) \[\text{[13]}\], i.e. \( f = -D \cdot \nabla \Phi \). In this situation, the drift force is exactly cancelled by the diffusive force \( D \cdot \nabla \Phi \) given by noises. The NESS is characterized by nonzero \( j \) which is divergenceless since \( \dot{\rho} = 0 \). For the localized system, that we are considering in this paper, circulation is the only way for divergenceless current. On the other hand, for the extended system it is directed through the system from one to another boundary. There were interesting works on the noise induced directed current in an one-dimensional extended system with the periodic boundary condition, which explains well the transportation of drugs or molecules in biological systems \[\text{[15, 16]}\]. There are common ingredients for the two cases, circulating and directed currents, which we will discuss later.

Let us define the force matrix \( f \) and the potential matrix \( U \) respectively as
\[ F_{ij} = \nabla_j f_i, \quad U_{ij} = \nabla_i \nabla_j \Phi. \] (4)

Then the DB condition gives \( U = -D^{-1}F \), which leads to the condition:
\[ FD - DF^\tau = 0, \] (5)
which can be obtained by using \( U = U^\tau \).

The thermodynamic equilibrium is given by \( f = -\gamma \nabla E \) for energy \( E \) and \( D = (\gamma k_B T)I \) for unit matrix \( I \). Since \( F = F^\tau \), the DB holds. In fact the DB always holds for one dimensional systems. For higher dimensions there are two factors that make the DB violated. One is that \( F \) is asymmetric, \( F \neq F^\tau \), which is the case in which \( f \) is nonconservative, i.e., not derivable from a scalar function, \( f \propto -\nabla V \). The other is that \( D \propto I \). Then Eq. (4) may not be satisfied.

With the broken DB, the system will reach the NESS after a long time. Let us define the residual force as
\[ f_{res} = f + D \cdot \nabla \Phi, \] (6)
which vanishes for the equilibrium case. The NESS current is given as \( j = f_{res} \rho \). The condition \( \nabla \cdot j = 0 \) gives
\[ \nabla \cdot f_{res} = \nabla \Phi \cdot f_{res} = 0. \] (7)

We briefly summarize our previous study on the case with linear drift force, \( f = F \cdot x \), which is known as a high dimensional Ornstein-Uhlenbeck process \[\text{[19]}\]. The PDF is Gaussian and the potential landscape function is given by \( \Phi = x^\tau \cdot U \cdot x/2 \). We found
\[ f_{res} = -Q \cdot \nabla \Phi, \] (8)
where \( Q \) is an antisymmetric matrix and independent of \( x \). It satisfies the steady state condition \[\text{[4]}\]. Then the resultant current circulates on the equiprobability surface, which can be shown by noting that \( Q \cdot \nabla \Phi \) is perpendicular to \( \nabla \Phi \). \( \nabla \Phi = U \cdot x \) yields \( U = -(D + Q)^{-1}F \). The condition \( U = U^\tau \) gives the matrix equation for the antisymmetric matrix,
\[ FQ + QF^\tau = FD - DF^\tau. \] (9)

The exact solution was found by using the Jordan transformation for an arbitrary asymmetric matrix \( F \). The antisymmetric matrix \( Q \) is the single measure for the NESS. If \( Q \neq 0 \), the DB is violated, as seen in Eqs. (9). Recently Filliger and Reimann \[\text{[47]}\] showed there exists a non-vanishing torque perpendicular to a two dimensional heat engine, which is nothing but a manifestation of the circulating current in our study.

For the nonlinear drift force, however, the antisymmetric matrix is not a sufficient measure for the NESS. We can write
\[ f_{res} = -Q \cdot \nabla \Phi + f_{off}. \] (10)
A new term $f_{eff}$ gives a current flowing off the equiprobability surface. Then the drift force is decomposed into three parts:

$$f = -D \cdot \nabla \Phi - Q \cdot \nabla \Phi + f_{eff} \quad (11)$$

A similar idea of decomposition was used in earlier works by Graham and Tél [12], where they concentrated only on the dissipative part, the first term, in our terminology. A vector potential $\mathbf{A}$ was introduced by Qian [48] to describe a circular flux and the global transport in a two-dimensional motor protein movement, where $\nabla \times \mathbf{A}$ corresponds to the circulating current in our study.

One can see that the probability maximum where $\nabla \Phi = 0$ shifts from the fixed point where $f = 0$ if $f_{eff} \neq 0$. It is contrary to a usual observation that the fixed point coincides with the probability maximum, as in the DB case where $f = -D^{-1} \cdot \nabla \Phi$. $Q$ may be dependent on $\mathbf{x}$. Then the resultant current $-(\nabla \Phi) \rho$, flowing on the equiprobability surface, may not be divergenceless. However, the total NESS current with $f_{eff} \rho$ added goes divergenceless and circulates off the equiprobability surface. Interestingly there may appear various centers of circulation, which will be seen in the following sections.

### III. PERTURBATION THEORY

Our aim is to find the PDF for the NESS. The nonlinear drift force cannot be treated rigorously for a general $D$. We use the perturbation theory for the nonlinear force expanded about a fixed point. Let $\mathbf{x} = 0$ be the fixed point. Then one can write

$$f_i = F_{ij}^{(0)} x_j + G_{ijk} x_j x_k + H_{ijkl} x_j x_k x_l + \cdots \quad (12)$$

The Einstein convention is used for repeated indices denoting the summation. The potential landscape function can also be written as

$$\Phi = h_i x_i + \frac{1}{2} \left( U_{ij}^{(0)} + U_{ij}^{(1)} \right) x_i x_j + \frac{1}{3!} \Gamma_{ijk} x_i x_j x_k + \frac{1}{4!} \Delta_{ijkl} x_i x_j x_k x_l + \cdots \quad (13)$$

The linear term in the drift force yields the unperturbed basis for the perturbation theory where the unperturbed potential matrix $U^{(0)}$ is known for $F^{(0)}$ from our previous study [13]. The superscript (1) denotes the perturbation due to the nonlinear drift coefficients. The perturbation theory is expected to be the same as the low noise limit, i.e., the small $D$ limit, since the PDF is dominant near fixed point in this limit. We then proceed the perturbation theory up to the first order in $G_{ijk}, H_{ijkl}$, both treated as of the same order. It is the same sense as in the perturbation theory for the anharmonic effect of the lattice vibration where the cubic and quartic terms in the potential are treated as of the same order in order to give a bound potential.

Note that the linear term $h_i x_i$ in $\Phi$ is responsible for the shift of the PDF maximum from $\mathbf{x} = 0$. The moments of the PDF comprise a set of correlation functions written in terms of the coefficients of $\Phi$. On the other hand we will find the moments directly from the Langevin equation in the Fourier space. Then we can determine the coefficients of $\Phi$ in a selfconsistent manner by comparing the moments found from the two means.

Let $C_{ij...}$ be the connected correlation function $\langle x_i x_j x_k \cdots \rangle$, known as a cumulant. $\langle \cdots \rangle$ denotes the average evaluated by the PDF associated with $\Phi$. For example, $C_{ij} = \langle x_i x_j \rangle - \langle x_i \rangle \langle x_j \rangle$. Up to the first order we find

$$C_i = -R_i b_l - \frac{1}{2} \Gamma_{imn} R_i R_{mn} \quad (14)$$

$$C_{ij} = R_{ij} - [R(U^{(1)})]_{ij} - \frac{1}{2} \Delta_{kimn} R_{ij} R_{km} R_{mn} \quad (15)$$

$$C_{ijkl} = -\Gamma_{imn} R_i R_j R_m R_n \quad (16)$$

$$C_{ijkl} = -\Delta_{ijkl} R_i R_j R_k R_l \quad (17)$$

where we use

$$R = (U^{(0)})^{-1} \quad (18)$$

One can use the standard Feynman diagram technic for vertex tensors $\Gamma, \Delta$ to obtain the above results.

Using the Fourier transformation one can see that the Langevin equation, the stochastic differential equation in time, turns into the algebraic one for $x(\omega)$ in frequency space. Up to the first order in $G_{ijk}, H_{ijkl}$, we find

$$x_i(\omega) = \alpha_{ij}(\omega) \{ \xi_j(\omega)$$

$$+ G_{jlm} \int \frac{d\omega_1}{\sqrt{2\pi}} \alpha_{l\ell} (\omega_1) \alpha_{mm'} (\omega - \omega_1) \xi_{\ell}(\omega_1) \xi_{m'} (\omega - \omega_1)$$

$$+ H_{jlmn} \int \frac{d\omega_1 d\omega_2}{2\pi} \alpha_{l\ell} (\omega_1) \alpha_{mm'} (\omega_2) \alpha_{nn'} (\omega - \omega_1 - \omega_2)$$

$$\times \xi_{\ell}(\omega_1) \xi_{m'} (\omega_2) \xi_{n'} (\omega - \omega_1 - \omega_2) \} \quad (19)$$

where we introduce a matrix

$$\alpha(\omega) = \left[ -i\omega I - F^{(0)} \right]^{-1} \quad (20)$$

From this we can find the correlation functions $\langle x_i(\omega) x_j(\omega') \cdots \rangle$ in frequency space, using

$$\langle \xi_i(\omega) \xi_j(\omega') \rangle = 2 D_{ij} \delta(\omega + \omega') \quad (21)$$

In this calculation $\langle \cdots \rangle$ denotes the average over noises. The connected correlation functions at equal time can then be found by

$$C_{ij...}(t) = \int \frac{d\omega_1 d\omega'}{2\pi} \cdots \langle x_i(\omega) x_j(\omega') \cdots \rangle e^{-i(\omega + \omega' + \cdots) t} \quad (22)$$

The connected correlation functions in frequency space can be found to have a delta function factor, $\delta(\omega + \omega' + \cdots)$. Therefore the connected correlation functions at
equal time are independent of time and coincide with the corresponding correlation functions in the steady state, given in Eqs. (14)–(17).

After a careful calculation, we find the correlation functions:

\[ C_i = -2F_i^{-1}G_{jlm} \beta_{lm}(\omega) , \]  

\[ C_{ij} = \int \frac{d\omega}{\pi} \beta_{ij}(\omega) + 12H_{klmn} \int \frac{d\omega_1}{2\pi} \beta_{mn}(\omega_1) \times \int \frac{d\omega_2}{2\pi} \left( \alpha_{ik}(\omega) \beta_{jl}(\omega') + (i \leftrightarrow j) \right) \]  

\[ C_{ijk} = 8G_{lmm} \int \frac{d\omega d\omega'}{(2\pi)^2} \left\{ \beta_{im}(\omega) \beta_{jn}(\omega') \alpha_{kl}(\omega - \omega') + (j \leftrightarrow k) + (i \leftrightarrow k) \right\} , \]  

\[ C_{ijkl} = 48H_{labc} \int \frac{d\omega d\omega' d\omega''}{(2\pi)^3} \left\{ \beta_{ia}(\omega) \beta_{jb}(\omega') \beta_{kc}(\omega'') \alpha_{lp}(-\omega - \omega' - \omega'') + (k \leftrightarrow l) + (j \leftrightarrow l) + (i \leftrightarrow l) \right\} . \]

where \((i \leftrightarrow j)\) denotes the term obtained by exchanging indices \(i\) and \(j\). We introduce another matrix

\[ \beta(\omega) = \alpha(\omega) D\alpha'(-\omega) . \]

We can determine the coefficients in \(\Phi\) by comparing Eqs. (23)–(26) with Eqs. (14)–(17).

IV. PROBABILITY DENSITY FUNCTION

Comparing Eqs. (15) and (24), we can find the potential matrix in zeroth order

\[ R = \left[ U(0) \right]^{-1} = \int \frac{d\omega}{\pi} \beta(\omega) . \]

This gives the antisymmetric matrix in zeroth order,

\[ Q(0) = -F(0) \int \frac{d\omega}{\pi} (i\omega I + F(0))^{-1} D(i\omega I - F(0)^\tau)^{-1} - D , \]

where the relation \(U(0) = -(D + Q(0))^{-1}F(0)\) is used. It is very plausible to get the integral representation for the antisymmetric matrix which was found as a complicated series form in our previous work for the linear drift case [19].

For simplicity of notation, let us define

\[ \dot{\alpha}(\omega) = U(0) \alpha(\omega) , \]

\[ \dot{\beta}(\omega) = U(0) \beta(\omega) . \]

Comparing Eqs. (10) and (25), we find the coefficients for the cubic term in \(\Phi\):

\[ \Gamma_{ijk} = \Xi_{ijk}^a G_{abc} , \]

where

\[ \Xi_{ijk}^a = -8 \int \frac{d\omega d\omega'}{(2\pi)^2} \left\{ \dot{\beta}_{ib}(\omega) \dot{\beta}_{jc}(\omega') \dot{\alpha}_{ka}(-\omega - \omega') + (j \leftrightarrow k) + (i \leftrightarrow k) \right\} . \]

Comparing Eqs. (17) and (20), we find the coefficients for the quartic term in \(\Phi\):

\[ \Delta_{ijkl} = \Psi_{ijkl}^a H_{abcd} , \]

where

\[ \Psi_{ijkl}^a = -48 \int \frac{d\omega d\omega' d\omega''}{(2\pi)^3} \left\{ \dot{\beta}_{ib}(\omega) \dot{\beta}_{jc}(\omega') \dot{\beta}_{kd}(\omega'') \dot{\alpha}_{la}(-\omega - \omega' - \omega'') + (k \leftrightarrow l) + (j \leftrightarrow l) + (i \leftrightarrow l) \right\} . \]

Comparing Eqs. (15) and (24) in the first order, we find the first order correction for the potential matrix:

\[ U_{ij}^{(1)} = -\frac{1}{2} \left( \Delta_{ijmn} + \Theta_{ij}^{kl} H_{klmn} \right) R_{mn} , \]

where

\[ \Theta_{ij}^{kl} = 12 \int \frac{d\omega}{2\pi} \left\{ \dot{\beta}_{ia}(\omega) \dot{\alpha}_{jk}(-\omega) + (i \leftrightarrow j) \right\} . \]

Finally, comparing Eq. (14) and (23), we find the coefficients for the linear term in \(\Phi\):

\[ h_i = -\left( [D + Q(0)]^{-1} I G_{ilmn} + \frac{1}{2} \Gamma_{ilmn} \right) R_{mn} . \]

Then we can estimate the shift \(x_{\text{max}}\) of the probability maximum from \(x = 0\), which is given from \(\nabla \Phi = 0\),

\[ [x_{\text{max}}]_i = -R_{ij} h_j = \left( -[F(0)]^{-1} I G_{ilmn} + \frac{1}{2} R_{ilmn} \right) R_{mn} . \]

From Eqs. (14) and (39), we can find \(\langle x \rangle\) as

\[ \langle x \rangle = -[F(0)]^{-1} I G_{ilmn} R_{mn} . \]

It is rather surprising that the shift of the probability maximum might not be in the direction of \(\langle x \rangle\).

V. NONEQUILIBRIUM STEADY STATE CURRENT

We divide the residual force in Eq. (10) into the zeroth and first order as \(f_{\text{res}} = f_{\text{res}}^{(0)} + f_{\text{res}}^{(1)}\). Each term is given as

\[ f_{\text{res}}^{(0)} = -Q(0) \cdot \nabla \Phi , \]

\[ f_{\text{res}}^{(1)} = f_{\text{on}}^{(1)} + f_{\text{off}}^{(1)} = -Q(1) \cdot \nabla \Phi(0) + f_{\text{eff}} . \]
\( \mathbf{f}_{\text{on}}^{(1)} \) is the term with the first order antisymmetric matrix \( Q^{(1)} \). \( \mathbf{f}_{\text{off}} \) only appears in the first order, so equals to \( \mathbf{f}_{\text{off}}^{(1)} \).

Similarly the NESS current is decomposed as

\[
\mathbf{j} = \mathbf{j}^{(0)} + \mathbf{j}^{(1)} = \mathbf{j}^{(0)} + \mathbf{j}_{\text{on}}^{(1)} + \mathbf{j}_{\text{off}}^{(1)}
\]

\[
= \mathbf{f}_{\text{res}}^{(0)} + \mathbf{f}_{\text{on}}^{(1)} + \mathbf{f}_{\text{off}}^{(1)}
\]

(42)

\( \mathbf{j}^{(0)} \) flows on the equiprobability surface. It is divergenceless because \( Q^{(0)} \) is constant in \( \mathbf{x} \). \( \mathbf{j}_{\text{on}}^{(1)} \) also flows on the equiprobability surface, while it may not be divergenceless since \( Q^{(1)} \) generally depends on \( \mathbf{x} \). \( \mathbf{j}_{\text{off}}^{(1)} \) flows off the equiprobability surface. The total current \( \mathbf{j}^{(1)} \) in the first order should be divergenceless. The existence of nonzero current is the signal for the NESS. The existence of the current flowing off the equiprobability surface is resultant from the combination of the nonlinearity of the drift force and the nonuniformity of noises, which is not seen in the linear case.

The velocity field \( \mathbf{f}_{\text{res}}^{(1)} \) for the total current \( \mathbf{j}^{(1)} \) in the first order can be found from

\[
\nabla \Phi^{(1)} = -([D + Q^{(0)}]^{-1} \mathbf{f}^{(1)} - \mathbf{f}_{\text{res}}^{(1)})
\]

(43)

where \( \Phi^{(1)} \) is the first order correction to \( \Phi \) and \( \mathbf{f}^{(1)} \) is the nonlinear part of \( \mathbf{f} \). We find

\[
\begin{align*}
[f_{\text{res}}^{(1)}]_j &= [D + Q^{(0)}]_{ij} h_j \\
&+ [(D + Q^{(0)})U^{(1)}]_{ik} x_k \\
&+ (G_{ikl} + \frac{1}{2}[D + Q^{(0)}]_{ij} \Gamma_{jk} \Delta_{ikl}) x_k x_l \\
&+ (H_{iklm} + \frac{1}{3!}[D + Q^{(0)}]_{ij} \Delta_{jk} \Delta_{klm}) x_k x_l x_m 
\end{align*}

(44)

The resultant current \( \mathbf{j}^{(1)} \) is expected to be divergenceless.

Note that \( \mathbf{f}_{\text{res}}^{(1)} \) in the above equation is independent of \( Q^{(1)} \). In fact there is no unique way to determine \( Q^{(1)} \) and \( \mathbf{f}_{\text{off}}^{(1)} \) simultaneously. There is a gauge invariance under the change: \( Q^{(1)} \rightarrow Q^{(1)} + \delta Q^{(1)} \) (\( \mathbf{f}_{\text{off}}^{(1)} \) (\( \to \) \( \mathbf{f}_{\text{off}}^{(1)} - Q^{(1)} \cdot \nabla \Phi^{(1)} \). One way is to extract the antisymmetric matrix maximally from \( \mathbf{f}_{\text{res}}^{(1)} \). We expand the perturbed antisymmetric matrix \( Q^{(1)} \) as

\[
Q^{(1)}_{ij} = q_{ij} + q_{ijk} x_k + q_{ijkl} x_k x_l + \cdots
\]

(45)

where \( q_{ij} \ldots = -q_{ji} \ldots \). The part to be extracted from \( \mathbf{f}_{\text{res}}^{(1)} \) in Eq. (41) reads

\[
- Q^{(1)} \cdot \nabla \Phi^{(0)} = -q_{ij} U^{(0)}_{jk} x_k - q_{ijk} U^{(0)}_{jkl} x_k x_l
\]

(46)

We find

\[
q_{ij} = -\frac{1}{2} \left( [D + Q^{(0)}] U^{(1)} R^{(0)} \right)_{ij} - (i \leftrightarrow j)
\]

(47)

\[
q_{ijkl} = -\frac{1}{2} (G_{ijkl} R^{(0)} - (i \leftrightarrow j))
\]

\[
- \frac{1}{4} \left( [D + Q^{(0)}]_{ij} \Gamma_{jk} R^{(0)} - (i \leftrightarrow j) \right)
\]

(48)

\[
q_{ijkl} = -\frac{1}{2} (H_{ijkl} R^{(0)} - (i \leftrightarrow j))
\]

\[
- \frac{1}{12} \left( [D + Q^{(0)}]_{ijkl} \Delta_{klm} R^{(0)} - (i \leftrightarrow j) \right)
\]

(49)

Here we use the property that \( (A - \Lambda^2)/2 \) is the antisymmetric part of a matrix \( A \). In general the resultant current \( \mathbf{j}_{\text{off}}^{(1)} \) is not divergenceless.

The current \( \mathbf{j}_{\text{off}}^{(1)} \) flowing off the equiprobability surface is given from the remaining part in \( \mathbf{f}_{\text{res}}^{(1)} \) after the maximal extraction of \( Q^{(1)} \). We find the velocity field of it as

\[
\begin{align*}
[f_{\text{off}}^{(1)}]_j &= [D + Q^{(0)}]_{ij} h_j \\
&+ \frac{1}{2} \left( \left( [D + Q^{(0)}] U^{(1)} R + RU^{(1)} (D - Q^{(0)}) \right) U^{(0)} \right)_{ik} x_k \\
&+ \frac{1}{2} G_{ijkl} + \frac{1}{2} G_{jkl} R U^{(0)}_{ijl} + \frac{1}{4} [D + Q^{(0)}]_{jkm} \Gamma_{ml} \\
&+ \frac{1}{4} [D + Q^{(0)}]_{jmn} \Gamma_{ml} R U^{(0)}_{jkl} x_k x_l \\
&+ \frac{1}{2} H_{iklm} + \frac{1}{2} H_{iklm} R U^{(0)}_{jkm} + \frac{1}{12} [D + Q^{(0)}]_{jkn} \Delta_{klm} \\
&+ \frac{1}{12} [D + Q^{(0)}]_{jkn} \Delta_{klm} R U^{(0)}_{jkm} x_k x_l x_m 
\end{align*}

(50)

The resultant current \( \mathbf{j}_{\text{off}}^{(1)} \) may not be divergenceless, while the total current of the first order, \( \mathbf{j}^{(1)} = \mathbf{j}_{\text{on}}^{(1)} + \mathbf{j}_{\text{off}}^{(1)} \), is expected to be divergenceless. As observed in an example in the next section, \( \mathbf{j}^{(1)} \) shows interesting behaviors. In particular the current yields circulation at multiple centers which are not coincident with either the probability maximum or the fixed point.

VI. MOTION IN A TWO-DIMENSIONAL POTENTIAL WELL

Let us consider a motion in a two-dimensional double well potential \( V(x, y) \) for \( x_1 = x \) and \( x_2 = y \). The double well potential is given by

\[
V(x, y) = \frac{k_1}{2a^2} x^2 (x - a)^2 + \frac{k_2}{2} y^2 
\]

(51)

There are three fixed points where \( \nabla V = 0 \): (0, 0) (stable), (a/2, 0) (saddle), (a, 0) (stable). The diffusion matrix is taken to have nonzero off-diagonal element \( D_{12} \).

We carry out the perturbation theory around (0, 0). Note that the force matrix, given by \( F_{ij} = -\partial^2 V/\partial x_i \partial x_j \), is symmetric. However, noise correlation leads the system to nonequilibrium. In zeroth order we get

\[
\mathbf{f}^{(0)} = -\begin{pmatrix} k_1 & 0 \\ 0 & k_2 \end{pmatrix}
\]

(52)
The DB is violated for \( D \) carry out multiple integrals for functions given in terms of \( U \) tions in Eqs. (28) and (29):

\[
F_{\text{D}} = k_{\text{U}}\left(\begin{array}{ccc}
-k_1 + 2f_3x_1 + 3f_4x_1^2/2 & 0 \\
0 & -k_2
\end{array}\right).
\]

Then the condition for DB, \( \text{FD} - \text{DF}^T = 0 \), gives

\[
(-k_1 + k_2 + 2f_3x_1 + 3f_4x_1^2)D_{12} = 0.
\]

The DB is violated for \( D_{12} \neq 0 \).

In proceeding the perturbation theory, we need to carry out multiple integrals for functions given in terms of matrices \( \alpha(\omega) \), \( \beta(\omega) \) defined in Eq. (27). We find

\[
\alpha(\omega) = \left(\begin{array}{cc}
\frac{1}{-i\omega + k_1} & 0 \\
0 & \frac{1}{-i\omega + k_2}
\end{array}\right),
\]

\[
\beta(\omega) = \left(\begin{array}{cc}
\frac{D_{11}}{-i\omega + k_1} & \frac{D_{12}}{-i\omega + k_1} \\
\frac{-D_{12} - D_{22}}{-i\omega + k_2} & \frac{-D_{11} - D_{22}}{-i\omega + k_2}
\end{array}\right).
\]

One can find \( U^{(0)} \) and \( Q^{(0)} \) from the integral representations in Eqs. (28) and (29):

\[
R = \left(\begin{array}{cc}
\frac{D_{11}}{k_1 + k_2} & 2D_{12} \\
2D_{12} & \frac{D_{22}}{k_1 + k_2}
\end{array}\right),
\]

\[
Q^{(1)} = \frac{k_1 - k_2}{k_1 + k_2}D_{12},
\]

For simplicity we consider the case where \( k_1 = k_2 = k \), \( D_{11} = D_{22} = d \), \( D_{12} = ed \). Then we find

\[
Q^{(0)} = 0, \quad U^{(0)} = \frac{k}{d(1 - \epsilon^2)}\left(\begin{array}{cc}
1 & -\epsilon \\
-\epsilon & 1
\end{array}\right),
\]

After carrying out multiple residue integrals, we find

\[
\Theta_{11}^{(1)} = \frac{6}{d(1 - \epsilon^2)},
\]

\[
\Theta_{12}^{(1)} = \Theta_{21}^{(1)} = -\frac{3\epsilon}{2d(1 - \epsilon^2)},
\]

and

\[
\Gamma_{11}^{(1)} = -\frac{2f_3}{d(1 - \epsilon^2)},
\]

\[
\Gamma_{21} = \Gamma_{12} = \Gamma_{112} = \frac{2\epsilon f_3}{3d(1 - \epsilon^2)},
\]

and

\[
\Delta_{111} = -\frac{6f_4}{d(1 - \epsilon^2)},
\]

\[
\Delta_{211} = \Delta_{121} = \Delta_{112} = \frac{3\epsilon f_4}{2d(1 - \epsilon^2)}.
\]

Now \( U^{(1)} \) can be found as

\[
U_{11}^{(1)} = -\frac{3\epsilon^2 f_4}{2d(1 - \epsilon^2)},
\]

\[
U_{21}^{(1)} = \frac{3\epsilon f_4}{4d(1 - \epsilon^2)},
\]

\[
U_{22}^{(1)} = 0.
\]

The coefficients \( h_i \) for the linear term in \( \Phi \) can also be found as

\[
h_1 = -\frac{2\epsilon^2 f_3}{3(1 - \epsilon^2)},
\]

\[
h_2 = \frac{2\epsilon f_3}{3(1 - \epsilon^2)}.
\]

The shift of probability maximum from the fixed point is found as

\[
x_{\text{max}} = -R_{11} h_1 = 0,
\]

\[
y_{\text{max}} = -R_{21} h_1 = -\frac{2df_3}{3k\epsilon^2}.
\]

The shift is made perpendicular to \( x \) direction where the nonlinear force is applied. It is somewhat contrary to our expectation. There may be an effective transverse force due to noise correlation. Note that the shift depends on \( D_{12} \) and \( f_3 \). It is a novel phenomenon due the combination of noise correlation and nonlinearity in the drift force.

The average position \( \langle x \rangle \) can be found from Eq. (40),

\[
\langle x \rangle_i = -f_{11}^{(0)} f_3 [U^{(0)}]_{111}^{-1} = \frac{df_3}{k^2} \delta_{11}.
\]

Note that it is in \( x \) direction, perpendicular to \( x_{\text{max}} \).

The potential landscape function is then given as

\[
\Phi(x, y) = \frac{k}{2d\kappa}(x^2 + y^2 - 2\epsilon xy) + \frac{2\epsilon f_3}{3\kappa}(-\epsilon x + y)
\]

\[
+ \frac{3\epsilon f_4}{4d\kappa}(-\epsilon x^2 + xy) + \frac{f_3}{3d\kappa}(-x^3 + \epsilon x^2 y)
\]

\[
+ \frac{f_4}{4d\kappa}.(-x^4 + \epsilon x^3 y),
\]

where \( \kappa = 1 - \epsilon^2 \). Note that the perturbation theory is valid for small \( d \) where we can treat\( x \) to be \( \mathcal{O}(\sqrt{d}) \). Therefore the first order perturbation theory with respect to nonlinear coefficient \( f_3 \), \( f_4 \) is equivalent to the expansion of \( \Phi \) up to the first order in \( d \). This implies that \( f_3 \), \( f_4 \) are not necessarily small if \( d \) is taken to be small.
The antisymmetric matrix in the first order is found as
\[ Q_{12}^{(1)} = -\frac{\epsilon d}{2k} (f_3 x + f_4 x^2) . \]  
(76)

As noticed it depends on \( x \). The resultant current \( j_{\text{off}}^{(1)} = -(Q^{(1)} \cdot \nabla \Phi^{(0)}) \rho \) flows on the equiprobability surface, but is not divergenceless.

The velocity field for the current \( j_{\text{off}}^{(1)} \) flowing off the equiprobability surface is found as
\[
[f_{\text{off}}^{(1)}]_x = \frac{3\epsilon df_4}{4k\kappa} (-\epsilon x + y) - \frac{\epsilon f_3}{6\kappa} (\epsilon x^2 - xy) \\
- \frac{\epsilon f_4}{4\kappa} (\epsilon x^3 - x^2 y),
\]
(77)
\[
[f_{\text{off}}^{(1)}]_y = \frac{2\epsilon df_3}{3k} + \frac{3\epsilon df_4}{4k\kappa} ((1 - 2\epsilon^2)x + \epsilon y) \\
- \frac{\epsilon f_3}{6\kappa} (x^2 - \epsilon xy) - \frac{\epsilon f_4}{4\kappa} (x^3 - \epsilon x^2 y).
\]
(78)

The velocity field for the total current \( j^{(1)} \) in the first order can be found as
\[
[f^{(1)}]_x = \frac{3\epsilon df_4}{4k\kappa} (-\epsilon x + y) - \frac{2\epsilon f_3}{3\kappa} (\epsilon x^2 - xy) \\
- \frac{3\epsilon f_4}{4\kappa} (\epsilon x^3 - x^2 y),
\]
(79)
\[
[f^{(1)}]_y = \frac{2\epsilon df_3}{3k} + \frac{3\epsilon df_4}{4k\kappa} ((1 - 2\epsilon^2)x + \epsilon y) \\
- \frac{2\epsilon f_3}{3\kappa} (x^2 - \epsilon xy) - \frac{3\epsilon f_4}{4\kappa} (x^3 - \epsilon x^2 y).
\]
(80)

One can show \( j^{(1)} \) is divergenceless, i.e., \( \nabla \cdot j^{(1)} = 0 \), as expected from the steady state condition. Therefore we expect that it yields circulation off the equiprobability surface. The current vanishes at the center of circulation. Surprisingly there are two centers at \((x_c, y_c)\):
\[ x_c = \pm \sqrt{\frac{d}{k}} \quad y_c = \mp \epsilon \sqrt{\frac{d}{k}}, \]
(81)
where we assume \( d \) is small, which is the criterion for the perturbation theory.

**VII. NUMERICAL STUDIES**

In order to confirm the results obtained from the perturbation theory we solve the stochastic differential equation (41) numerically. We consider the example in the last section. Let \( \{n; n = 0, \ldots, N\} \) be discrete time steps with interval \( \Delta t \). We write \( x(t_n) = x_n, y(t_n) = y_n \). Then \( x_n \) and \( y_n \) are updated as
\[
x_n = x_{n-1} + f_{x, n-1} \Delta t + \left( \sqrt{1 - \xi_1^2} + \xi_2 \right) \sqrt{2d\Delta t} , \\
y_n = y_{n-1} + f_{y, n-1} \Delta t + \xi_2 \sqrt{2d\Delta t} ,
\]
(82)
where \( f_{x, n-1} = -kx_{n-1} + f_3 y_{n-1}^2 + f_4 x_{n-1}^3, f_{y, n-1} = -ky_{n-1} \). \( \xi_1, \xi_2 \) are random numbers chosen independently from \([-1, 1]\) at each time step. We execute the simulation up to \( N = 10^9 \) steps.

The shift of the PDF maximum is proportional to \( d \), as shown in Eq. (73). In order to show the shift clearly we take \( d = 1.0 \), that is beyond the perturbation theory. Fig. 1 shows the contour plot for the PDF obtained from the simulation. We use a negative value of \( D_{12} \), so the shift from \((0, 0)\) is in +y direction, agreeing with Eq. (73).

The figure shows a good agreement between the two methods. Fig. 2 shows the two contour plots of the PDF obtained from the perturbation theory and the numerical simulation. We take \( d = 0.1 \) for which the perturbation theory is relevant. The two plots seem to be well coincident to each other near \((0, 0)\), maybe within the window of side \( \sqrt{d} \), that is about 0.3. In Fig. 3 we present the PDF along the two lines, \( x = 0 \) and \( y = 0 \), through the origin. The maximum of \( P(x, y) \) is the shifted value of the PDF maximum. It is estimated from the perturbation theory as 0.05. The solid line is the plot from the theory and the scattered circles from the simulation. The figure shows a good agreement between the two methods.

Fig. 4 shows the NESS current drawn on the contour lines. For this example the current in the zeroth order vanishes. We take a larger value for \( a \). The larger \( a \), the smaller \( f_3 \) and \( f_4 \). Then the perturbation theory will give a more accurate estimation in the region far from the origin. The figure on the top left shows \( j_{\text{off}}^{(1)} = -(Q^{(1)} \cdot \nabla \Phi^{(0)}) \rho \) flowing on the contour line (equiprobability surface), the figure on the top right shows \( j_{\text{off}}^{(1)} = f_{\text{off}} \rho \) flowing off the contour line,
and the figure at the bottom shows the total current \( J^{(1)} = J_{\text{on}}^{(1)} + J_{\text{off}}^{(1)} \). The current on the contour line shows a cut (discontinuity line), at \( x = 0 \); the current flows into the cut for \( y > 0 \) and flows out from the cut for \( y < 0 \). It manifests that the current is not divergenceless, as expected from the dependence of \( Q^{(1)} \) on \( x \). The current \( J_{\text{off}}^{(1)} \) is not divergenceless, not clearly seen in the figure. It can be observed that there is a local flux flowing down through the origin, filling up the discontinuity of \( J_{\text{on}}^{(1)} \). As a result, the total current becomes divergenceless while circulation splits into two parts. It is not an artifact of the perturbation theory, for the PDF is accurate in the region near the centers of circulation. For \( d = 0.1 \) and \( k = 1.0 \), they are located at \((\pm 0.316, \pm 0.158)\), estimated from Eq. (61). The circulation takes place across the contour line, which is an important characteristic for the NESS together with the shift of the PDF maximum from the origin. The solid line is for the theory and the red circles for the simulation from the fixed point. However, it is quite surprising that there appear several centers of circulation.

VIII. DISCUSSION

We have investigated the potential landscape and the NESS current for the localized stochastic system driven by the nonlinear drift force and in contact with nonuniform noises. Unlike the extended system the induced NESS current is circulating. For the linear drift force it was found to circulate around the equiprobability surface \([19]\) with the probability maximum at the fixed point of the drift force. In this study we have found that the NESS current flows off the equiprobability surface and circulates around multiple centers. The PDF maximum is found to shift from the fixed point of the drift force. For an example we take a familiar potential well yielding a conservative force. Difference is made only by noise correlation. However, it turns out that the resultant potential landscape, having multiple centers of current circulation, is rather drastically deformed from the equilibrium shape. Circulation is found to split into two parts and the boundary current fills up the discontinuity of the current flowing on the equiprobability surface. However, further investigation is needed for a more plausible explanation based on the physical origin. Noise induced transverse force might be a possible origin, which is not confirmed yet. They are novel phenomena caused by the combination of two causes, the nonlinearity of the drift force and the nonuniformity of high dimensional noises. Interestingly they are basically equivalent to the two ingredients for the noise induced transport current found for the extended periodic system: the ratchet type potential
(nonlinear force) and the additional noise (high dimensional nonuniform noises) [13, 16]. Our finding is based on the first order perturbation theory that is valid in the low noise limit. It is confirmed by numerical simulations.

It is interesting to realize the NESS with a circulating current experimentally, probably in an optical trap experiment in two dimensions. It is a challenging task to produce noises experimentally which are not identically and independently distributed. Force in experiments may be conservative and then the force matrix \( F \) is symmetric. In this case one can still produce a nonequilibrium situation if the principal axes of the diffusion matrix are chosen to be different from those of \( F \), as suggested by Filliger et al. [17].

The fluctuation of nonequilibrium work production has recently been studied for the linear case [22, 27]. There are interesting properties found such as the exponential tail with a power law prefactor of the work distribution function and the dynamic phase transition in the exponent of the prefactor. The properties of the NESS for the nonlinear case are found to be quite different from that for the linear case. In this sense it will be interesting to study the nonlinear case from the point of view of the fluctuation theorem.
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