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The recent accessibility of high quality, charge neutral monolayer transition metal dichalcogenides with narrow exciton linewidths at the homogeneous limit provides an ideal platform to study excitonic many-body interactions. In particular, the possibility to manipulate coherent exciton-exciton interactions, which govern the ultrafast nonlinear optical response, by applying an external magnetic field has not been considered so far. We address this discrepancy by presenting a nonlinear microscopic theory in the coherent limit for optical excitations in the presence of out-of-plane, in-plane, and tilted magnetic fields. Specifically, we explore the magnetic-field-induced exciton and biexciton fine structure and calculate their oscillator strengths based on a Heisenberg equations of motion formalism. Our microscopic evaluations of pump-probe spectra allow to interpret and predict coherent signatures in future wave-mixing experiments.

I. INTRODUCTION

Monolayer transition metal dichalcogenides (TMDCs) exhibit outstanding electronic and optical properties [1, 2] including excitons (bound electron-hole pairs) with exceptionally large binding energies [3–6]. The TMDC band structure is characterized by direct band gaps with strong spin-orbit interaction leading to a spin-splitting of valence and conduction bands at the non-equivalent corners K and K' of the first Brillouin zone [7–12]. The spin-splitting together with the valley selective circular dichroism of monolayer TMDCs allows to separately access the valley and spin degree of freedom. The complex band structure introduces a variety of distinct exciton configurations [13–15] as well as related trion [16–21] and biexciton configurations [22–24]. Gates, barriers, or common accidental impurities, resulting in doped TMDC samples with pronounced trions besides neutral excitons, motivated numerous experimental investigations of the exciton and trion dynamics [25–37]. In contrast, experimental investigations of biexcitons are more involved because biexciton resonances are hard to resolve in spectroscopic experiments performed on monolayer TMDCs [22, 38] due to the small biexciton binding energy [39–47] compared to the large exciton linewidth [48–51]. However, recent advance in encapsulating monolayer TMDCs in hexagonal boron nitride (hBN) demonstrated to dramatically decrease the exciton linewidth down to the homogeneous limit resulting in spectrally sharp exciton resonances [52–58]. Therefore, the encapsulation of TMDCs in hBN together with an externally applied gate voltage can effectively suppress highly charge tunable features like trions and allows to accomplish intrinsic TMDC samples approaching the homogeneous limit at cryogenic temperatures where charge neutral biexcitons are significant [59–64].

Whereas the energetically highest valence and lowest conduction bands near the K and K' points are symmetric except for opposite spins, this symmetry is broken by external magnetic fields: Out-of-plane magnetic fields (oriented perpendicular to the monolayer plane in a Faraday geometry) introduce different valley and spin-dependent Zeeman shifts of the exciton energies at the K and K' points [65–87], cf. Fig. 1 (a). On the other hand, in-plane magnetic fields (oriented parallel to the monolayer plane in a Voigt geometry) soften the optical selection rules and lead to a brightening of spin-forbidden excitons with increasing magnetic fields [88–93]. Hence, exposing TMDCs to an external magnetic field is expected to represent an ideal platform to study Coulomb many-body interactions in coherent pump-probe experiments performed on high quality monolayer TMDCs at cryogenic temperatures. Here, exciton-exciton scattering and a rich biexciton fine structure are expected to govern the ultrafast nonlinear optical response. Whereas previous experimental studies concentrated on incoherent photoluminescence measurements [59–64], we propose to gain a new perspective of exciton-exciton interaction and the biexciton dynamics via our theoretical analysis in ultrafast pump-probe spectroscopy.

We demonstrate that the pump-probe spectra mirror the excitonic Zeeman shifts in the presence of an out-of-plane magnetic field. In particular, biexciton resonances inherit the g-factor of the probed exciton resonances. Moreover, we show pronounced nonlinear renormalizations of previously spin-forbidden dark excitons and a rich biexciton fine structure induced by an in-plane magnetic field. The combined influence of out-of-plane and in-plane magnetic field contributions for a tilted magnetic field allows to enhance or suppress the pump-probe response of dark excitons as well as corresponding biexciton resonances.

This paper is organized as follows: We first introduce
the observables including bright and dark excitons as well as biexcitons and exciton-exciton scattering continua required for a nonlinear coherent description in section II. Subsequently, in section III we develop a microscopic theory based on excitonic Heisenberg equations of motion for the coherent response of monolayer TMDCs in the presence of an externally applied magnetic field. In section IV we separately study out-of-plane, in-plane, and tilted magnetic fields. At first, we summarize the magnetic-field-dependent shifted exciton resonance energies and linear transmission. Afterwards, we focus on the rich magnetic-field-induced biexciton landscape and the magnetic-field-induced resonance energy shifts. On the basis of numerical evaluations of coherent pump-probe spectroscopy, we investigate the pump-dependent changes of the exciton resonances due to exciton-exciton scattering. Moreover, we identify biexcitons with sufficient oscillator strength to appear in the nonlinear optical response and how the oscillator strength can be manipulated in the presence of differently orientated magnetic fields. Our analysis shows that coherent spectroscopy performed on hBN encapsulated TMDCs at low temperatures significantly enhances the understanding and interpretation of many-body states in monolayer TMDCs. Finally, we conclude in section V.

II. OBSERVABLES

The optical response of monolayer TMDCs is determined by the polarization density $P^{\sigma_\pm(t)}(t)$:

$$
P^{\sigma_\pm(t)}(t) = (\delta_{+,\pm} \delta_{\xi,K} + \delta_{-,\pm} \delta_{\xi,K'}) \times \sum_{\nu,\xi,s} \varphi_{\nu}^* \xi,s \frac{d_{\nu}^*}{d_{\nu}} \xi,s \frac{P_{\nu}^*}{P_{\nu}} \xi,s + c.c.
$$

Due to the valley selective circular dichroism [94, 95], the polarization density $P^{\sigma_\pm(t)}(t)$ is associated with the $\xi = K$ valley and $P^{\sigma_\pm(t)}(t)$ with the $\xi = K'$ valley. $\varphi_{\nu}^* \xi,s$ is the exciton wave function obtained from solving the Wannier equation [96] for excitons at the $\xi = K, K'$ point with same electron and hole spin $s = \uparrow, \downarrow$ and exciton quantum number $\nu$. $P_\nu^\pm$ is defined in Eq. (B1). To work in a convenient basis set, interband transitions $\langle \psi_{\xi,s_1,k}^\dagger | \nu_k \psi_{\xi,s_2,k} \rangle$ were expanded in terms of exciton transitions $P_{\nu}^{\xi,s_1,s_2}$:

$$
\langle \psi_{\xi,s_1,k}^\dagger | \nu_k \psi_{\xi,s_2,k} \rangle = \sum_{\nu} \varphi_{\nu}^* \xi,s_1 \psi_{\nu,k} \xi,s_2 P_{\nu}^{\xi,s_1,s_2}.
$$

The energetically lowest exciton series associated with the $s_1 = s_2 = \uparrow (\downarrow)$ conduction and valence bands at the $\xi = K^{(i)}$ point are referred to as $A^{(i)}$ excitons $P_{\nu}^{K^{(i)}\uparrow \uparrow}$ ($P_{\nu}^{K^{(i)}\downarrow \downarrow}$), cf. Fig. 1. The spin-split energetically higher $B^{(i)}$ transitions $P_{\nu}^{K^{(i)}\uparrow \downarrow}$ ($P_{\nu}^{K^{(i)}\downarrow \uparrow}$) are associated with the $s_1 = s_2 = \downarrow (\uparrow)$ conduction and valence bands at the $\xi = K^{(i)}$ point. These $A^{(i)}$ and $B^{(i)}$ exciton states exhibit an in-plane dipole and are referred to as bright excitons since they can be optically excited with $\sigma_+ (-)$ circularly polarized light perpendicular to the monolayer plane [97–99]. In contrast, dark excitons with out-of-plane dipole are characterized by opposite electron and hole spins $s_1 \neq s_2$ and can not be optically excited with light perpendicular to the monolayer plane [97–99]. The energetically lower dark transitions are referred to as $A'^{(i)}$ excitons $P_{\nu}^{K^{(i)}\uparrow \downarrow}$ ($P_{\nu}^{K^{(i)}\downarrow \uparrow}$), whereas the higher states are called $B'^{(i)}$ excitons $P_{\nu}^{K^{(i)}\uparrow \downarrow}$ ($P_{\nu}^{K^{(i)}\downarrow \uparrow}$), cf. Fig. 1.

The dynamics of bright and dark exciton transitions $P_{\nu}^{\xi,s_1,s_2}$ is based on Heisenberg equations of motion truncated to the third order in the exciting electro-
magnetic field [100–104]. In this coherent limit valid on ultrashort timescales [105], the exciton transitions couple to two-electron and two-hole Coulomb correlations \( \langle \epsilon^{\xi_{1},s_{1},1} + P^{\xi_{1},s_{2},1} \rangle \) expressed in the coherent basis of transitions \( B_{\xi_{1},s_{1}}^{\pm,\pm} \) [106, 107]:

\[
\langle \epsilon^{\xi_{1},s_{1},1} + P^{\xi_{1},s_{2},1} \rangle = \sum_{\pm,\mp,\pm,\mp} \left( \mathcal{P}_{\xi_{1},s_{1},\xi_{2},s_{2},\pm,\mp,\pm,\mp} B_{\xi_{1},s_{1}}^{\pm,\pm} \right)
\]

Solving the two-electron and two-hole Wannier equation [106, 107] provides the wave functions \( \Phi_{\xi_{1},s_{1},\xi_{2},s_{2},\pm,\mp,\pm,\mp} \) where the quantum number \( \mu \) includes biexcitons (bound solutions \( \mu = b \)) and continuous states of the exciton-exciton scattering continuum (continuum of unbound solutions \( \mu \neq b \)) [108–110]. The index \( \pm,\mp \) states whether the two-electron and two-hole correlation in Eq. (3) is symmetric (+) or anti-symmetric (−) under electron exchange [106]. In particular, only the anti-symmetric (−) channel exhibits bound solutions indicated by \( \mu = b \) [107].

In case of a vanishing in-plane magnetic field, as investigated in Ref. [24], only two-electron and two-hole Coulomb correlations \( B_{\xi_{1},s_{1}}^{\pm,\pm} \) with pairwise identical electron and hole spins \( s_{1} = s_{2} \) and \( s_{3} = s_{4} \) need to be considered. However, nonzero in-plane magnetic fields break this symmetry and require to consider additional two-electron and two-hole transitions \( B_{\xi_{1},s_{1}}^{\pm,\pm} \) with \( s_{1} \neq s_{2} \) or \( s_{2} \neq s_{3} \). In the following, the correlations \( B_{\xi_{1},s_{1}}^{\pm,\pm} \) are referred to as \{\( \xi_{1},s_{1},s \}\} \{\( \xi_{2},s_{2},s \}\} Coulomb correlations. The denotation hints at the valleys and spins of the involved electrons and holes: For instance, \( B_{\xi_{1},s_{1}}^{\pm,\pm} \) corresponds to the A–B correlation (which is identical to the Ad–Bd correlations) and \( B_{\xi_{1},s_{1}}^{\pm,\pm} \) is called Ad–Ad’ correlation. Fig. 2 illustrates a selection of (a) intra-valley and (b–i) inter-valley \{\( \xi_{1},s_{1},s \}\} \{\( \xi_{2},s_{2},s \}\} Coulomb correlations. Note that the repulsive interaction of two electrons or holes in the same conduction or valence bands precludes the formation of intra-valley A–A, B–B, Ad–Ad, and A–Bd biexcitons.

### III. EXCITONIC EQUATIONS OF MOTION

The Heisenberg equation of motion for the exciton transition \( P_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \) is given by:

\[
\begin{aligned}
\frac{\partial}{\partial t} + \gamma_{\nu_{1}} P_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} &= -i \hbar \left( \epsilon_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} + \epsilon_{B_{\nu_{1}}}^{\xi_{1},s_{1},s_{2}} \right) P_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \\
&= -i \delta_{\nu_{1},s_{1}} \Omega^{\xi_{1},s_{1},s_{2}} + \frac{\partial}{\partial t} P_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} |_{HF} + \frac{\partial}{\partial t} P_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} |_{corr.}.
\end{aligned}
\]

The left-hand side of Eq. (4) describes excitonic oscillations with the exciton resonance energy at zero magnetic field \( \epsilon_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \). An out-of-plane magnetic field \( B_{\nu_{1}} \) normalizes the exciton energy by \( \epsilon_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \), cf. Fig. 1. The Zeeman shift \( \epsilon_{B_{\nu_{1}}}^{\xi_{1},s_{1},s_{2}} = \epsilon_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} - \epsilon_{\nu_{1},B_{\nu_{1}}}^{\xi_{1},s_{1},s_{2}} \) breaks the symmetry between the K and K’ points due to conduction \( \nu_{1},B_{\nu_{1}} \) and valence band shifts \( \epsilon_{\nu_{1},B_{\nu_{1}}}^{\xi_{1},s_{1},s_{2}} \) with different signs and magnitude depending on the valley \( \xi_{1} \) and spins \( s_{1} \) and \( s_{2} \):

\[
\begin{aligned}
\epsilon_{\nu_{1},B_{\nu_{1}}}^{\xi_{1},s_{1},s_{2}} &= \left( \delta_{\xi_{1}} \epsilon_{-K} - \delta_{\xi_{1}} \epsilon_{-K'} \right) \frac{m_{0}}{\bar{m}} + \left( \delta_{s_{1}} \gamma_{s_{1},s_{2}} \right) \mu_{B} B_{\nu_{1}}, \\
\epsilon_{\nu_{1},B_{\nu_{1}}}^{\xi_{1},s_{1},s_{2}} &= \left( \delta_{\xi_{1}} \epsilon_{-K} - \delta_{\xi_{1}} \epsilon_{-K'} \right) \frac{2 + \frac{m_{0}}{\bar{m}}}{\mu_{B} B_{\nu_{1}}},
\end{aligned}
\]

Here, \( \mu_{B} \) is the Bohr magneton, \( m_{0} \) is the free electron mass, and \( \bar{m} \) is the effective mass of the eight band model [111, 112]. The latter involves the effective mass \( m_{0}(s) \) of the \{\( \xi,\nu \)\} conduction (valence) band. A derivation based on the underlying different magnetic moments contributing in the presence of a magnetic field (atomic orbital, valley orbital, and spin magnetic moments) is given in Appendix A. Exciton-phonon interactions damp the excitonic oscillations described by Eq. (4) with the microscopically calculated dephasing constant \( \gamma_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \) [49, 113]. On the other hand, the radiative dephasing \( \gamma_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \), which dominates the exciton dephasing of hBN encapsulated high-quality monolayer TMDCs at cryogenic temperatures [52, 53, 55–57], does not appear explicitly in Eq. (4). Instead, the radiative dephasing \( \gamma_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \) directly follows from the simultaneous solution of Maxwell’s wave equation together with the excitonic Bloch equations [114, 115].

The first contribution to the right-hand side of Eq. (4) describes the optical source term for bright excitons \( P_{\nu_{1}}^{\xi_{1},s_{1},s_{2}} \) with equal electron and hole spin \( s_{1} = s_{2} \). The excitonic Rabi frequency \( \Omega^{\xi_{1},s_{1}} \) depends on the dipole matrix element \( d_{\nu_{1}}^{\xi_{1},s_{1}} \) and the envelope of the light field at
the monolayer position $\tilde{E}\sigma_{\pm}(t)$:

$$
\Omega_{\nu_1}^{s_1,s_2} = (\delta_{+,-} \delta_{\xi_1,K} \pm \delta_{-} \delta_{\xi_1,K'})
\times \frac{1}{\hbar} \sum_q \varphi^{s_1,s_1,s_2}_{\nu_1,q} \left( d^{\nu_1}_{\xi_2,s_2} \right)^* \tilde{E}\sigma_{\pm}(t) e^{i\omega_0 t}.
$$

The valley selection rules \[95\] are represented by $(\delta_{+,-} \delta_{\xi_1,K} \pm \delta_{-} \delta_{\xi_1,K'})$, i.e., $\sigma_{+(-)}$ circularly polarized light generates interband transitions at the K(0) point. $\omega_0$ denotes the laser frequency.

The second term on the right-hand side of Eq. (4) couples bright excitons $P_{1}^{s_1,s_2}$ with $s_1 = s_2$ and dark excitons with $s_1 \neq s_2$ proportional to the in-plane magnetic field $B_{||}$, cf. Fig. 1:

$$
\partial_t P_{1}^{s_1,s_2} |_{PB}^{B_{||}} = -\frac{i\mu B_{||}}{\hbar} \sum_{q} \varphi^{s_1,s_1,s_2}_{1,q} \varphi^{s_1,s_1,s_2}_{1,q} P_{1}^{s_1,s_1,s_2} + \frac{i\mu B_{||}}{\hbar} \sum_{q} \varphi^{s_1,s_1,s_2}_{1,q} \varphi^{s_1,s_1,s_2}_{1,q} P_{1}^{s_1,s_1,s_2}.
$$

The first contribution to Eq. (8) couples $P_{1}^{s_1,s_2}$ to $P_{1}^{s_1,s_2}$ excitons in the same valley $\xi_1$ and with identical electron spin $s_1$ but with opposite hole spin $s_2 \neq s_2$, i.e., $\xi_2 = \downarrow$ for $s_2 = \uparrow$ and vice versa. The last line of Eq. (8) couples $P_{1}^{s_1,s_2}$ to $P_{1}^{s_1,s_2}$ excitons in the valley $\xi_1$ with opposite electron spin $s_1 \neq s_1$ and equal hole spin $s_2$. The mixing among excitons with electrons in different conduction bands and holes in the same valence band dominates (second contribution to Eq. (9)). This is due to the small energy splitting of spin-$\uparrow$ and spin-$\downarrow$ conduction bands of a few to tens of meV compared to the significantly larger valence band splitting of more than one hundred meV \[116\]. Nevertheless, we take account of both terms.

The third term on the right-hand side of Eq. (4) characterizes Pauli blocking:

$$
\partial_t P_{1}^{s_1,s_2} |_{PB} = i \sum_{s_3 \neq s_2 \neq s_2} \tilde{\Omega}_{s_2,s_3}^{s_1,s_3,s_1} P_{s_2}^{s_1,s_2} (P_{s_3}^{s_1,s_3})^* + i \sum_{s_3 \neq s_2 \neq s_2} \tilde{\Omega}_{s_2,s_3}^{s_1,s_2,s_3} P_{s_2}^{s_1,s_2} (P_{s_3}^{s_1,s_3})^*,
$$

with the Pauli blocking parameter:

$$
\tilde{\Omega}_{s_2,s_3}^{s_1,s_2,s_3} = (\delta_{+,-} \delta_{\xi_1,K} \pm \delta_{-} \delta_{\xi_1,K'}) \frac{1}{\hbar} \sum_{q} \varphi^{s_1,s_1,s_2}_{1,q} \varphi^{s_1,s_1,s_2}_{1,q} \tilde{E}\sigma_{\pm}(t) e^{i\omega_0 t}.
$$

The first contribution to Eq. (9) originates from a coherent exciton population $\sim P_{1}^{s_1,s_1,s_1} (P_{1}^{s_1,s_1,s_1})^*$ in the same valley $\xi_1$ as $P_{1}^{s_1,s_1,s_1}$, with identical electron spin $s_1$ and either equal $s_2 = s_1$ or opposite hole spins $s_3 \neq s_1$. The second term on the right-hand side of Eq. (9) induces a blocking due to excitons $\sim P_{1}^{s_1,s_1,s_2} (P_{1}^{s_1,s_1,s_2})^*$ with identical electron spin $s_1$ as $P_{1}^{s_1,s_1,s_2}$ and either same $s_3 = s_2$ or opposite hole spins $s_3 \neq s_2$. In particular, the contributions including spin-forbidden dark excitons only appear in the presence of a magnetic field.

The fourth term on the right-hand side of Eq. (4) represents instantaneous Coulomb scattering among excitons.
in the same valley $\xi_1$ on a Hartree–Fock level:

\begin{align}
\partial_t P_{v_1}^{\xi_1,s_1,s_2} |_{\text{HF}} &= \delta_{s_1,s_2} \frac{i}{\hbar} \sum_{v_2,s_3,s_4} W_{v_1,v_2,s_1,s_3,s_4} P_{v_2}^{\xi_1,s_3,s_4} \\
&\quad + \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4} \left( P_{v_4}^{\xi_1,s_3,s_4} \right)^* \times P_{v_3}^{\xi_1,s_3,s_2} P_{v_4}^{\xi_1,s_4} \\
&\quad - \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_2} P_{v_4}^{\xi_1,s_3,s_1} \\
&\quad + \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_2} P_{v_3}^{\xi_1,s_3,s_4} \times P_{v_4}^{\xi_1,s_4,s_1} \\
&\quad + \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_2} P_{v_3}^{\xi_1,s_3,s_4} \times P_{v_4}^{\xi_1,s_4,s_1}. \tag{11} \end{align}

The first contribution to the right-hand side of Eq. (11) describes linear intravalley exchange Coulomb interactions. This term originates from a local field effect which only affects bright excitons with same electron and hole spin $s_1 = s_2$ [117, 118]. This term enhances the exciton resonance energies and mixes bright A and B excitons as well as A’ and B’ excitons. The matrix element $W_{v_1,v_2,s_1,s_3}$ is given in Eq. (B5). All following nonlinear exciton-exciton scattering contributions on the right-hand side of Eq. (11) include Coulomb scattering involving not only bright but also dark excitons: The second term on the right-hand side of Eq. (11) characterizes Coulomb scattering associated with the direct Coulomb potential $W_{v_1,v_2,s_1,s_3,s_4}$ defined in Eq. (B2). The third and fourth terms of Eq. (11) represent the nonlinear counterpart of the linear local field contribution (first term) with the coupling elements $W_{v_1,v_2,s_1,s_3,s_4}$ and $W_{v_1,v_2,s_1,s_3,s_4}$ defined in Eq. (B6). The last two contributions to Eq. (11) are associated with the exchange Coulomb matrix elements $W_{v_1,v_2,s_1,s_2,s_3,s_4}$ and $W_{v_1,v_2,s_1,s_2,s_3,s_4}$ defined in Eq. (B7). These terms originate from a $k\cdot p$ expansion which resembles a dipole–dipole interaction [122].

The last term on the right-hand side of Eq. (11) incorporates exciton-exciton scattering beyond a Hartree–Fock approximation and represents the coupling of the exciton transition $P_{v_1}^{\xi_1,s_1,s_2}$ to two-electron and two-hole transitions $B_{\xi_1,s_1,s_2,s_3,s_4}$ introduced in Eq. (3):

\begin{align}
\partial_t P_{v_1}^{\xi_1,s_1,s_2} |_{\text{corr.}} &= \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4} \times \sum_{\mu} \phi_{R}^{\xi_1,s_2,s_4} \left( B_{\mu}^{\xi_1,s_1,s_2,s_3,s_4} \right) \\
&\quad - \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4} \times \sum_{\mu} \phi_{R}^{\xi_1,s_2,s_4} \left( B_{\mu}^{\xi_1,s_1,s_2,s_3,s_4} \right) \\
&\quad - \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4} \times \sum_{\mu} \phi_{R}^{\xi_1,s_2,s_4} \left( B_{\mu}^{\xi_1,s_1,s_2,s_3,s_4} \right). \tag{12} \end{align}

Direct Coulomb scattering, associated with the Coulomb matrix $W_{v_1,v_2,s_1,s_2,s_3,s_4}$ given in Eq. (B9), couples the exciton transition $P_{v_1}^{\xi_1,s_1,s_2}$ to the exciton transition and two-electron and two-hole Coulomb correlations $P_{v_4}^{\xi_1,s_3,s_4}$ as well as to $B_{\mu}^{\xi_1,s_1,s_2,s_3,s_4}$ accompanied by the Coulomb matrix $X_{v_1,v_2,v_3,v_4}$ defined in Eq. (B10). In contrast to nonlinear exciton-exciton interaction on a Hartree–Fock level, Eq. (12) includes not only intravalley scattering $\xi_2 = \xi_1$ but also intervalley scattering $\xi_2 \neq \xi_1$. The two-electron and two-hole Coulomb correlation dynamics for $B_{\mu}^{\xi_1,s_1,s_2,s_3,s_4}$ is described by:

\begin{align}
\left( \partial_t + \gamma_x^{\xi_1,s_1,s_2} + \gamma_x^{\xi_2,s_3,s_4} \right) P_{v_1}^{\xi_1,s_1,s_2} &= \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4} \\
&\quad + \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4} \\
&\quad - \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4} \\
&\quad + \frac{i}{\hbar} \sum_{v_2,s_3,s_4} \left( W_{v_1,v_2,s_1,s_3,s_4} \right) P_{v_2}^{\xi_1,s_3,s_4}. \tag{13} \end{align}
The left-hand side of Eq. (14) describes oscillations with energy $\hat{\epsilon}_{\xi_1,\xi_2,\xi_3,\xi_4}$ damped by $\gamma_{\xi_1,\xi_2} + \gamma_{\xi_2,\xi_3,\xi_4}$. The resonance energy $\hat{\epsilon}_{\xi_1,\xi_2,\xi_3,\xi_4}$ involves the two-electron and two-hole correlation energy $\hat{\epsilon}_{\xi_1,\xi_2,\xi_3,\xi_4}$ obtained from solving the two-electron and two-hole Schrödinger equation which are renormalized by $\Delta_{\xi_1,\xi_2,\xi_3,\xi_4}$ and $\Delta_{\xi_2,\xi_3,\xi_4}$:

$$
\hat{\epsilon}_{\xi_1,\xi_2,\xi_3,\xi_4} = \hat{\epsilon}_{\xi_1,\xi_2,\xi_3,\xi_4} + \Delta_{\xi_1,\xi_2,\xi_3,\xi_4} + \Delta_{\xi_2,\xi_3,\xi_4}.
$$

The renormalization $\Delta_{\xi_1,\xi_2,\xi_3,\xi_4}$ is obtained by firstly, diagonalization of the eight-dimensional linear exciton Hamiltonian spanned by $P_{\xi_1,\xi_2,\xi_3,\xi_4}$ ($\xi_1 = K, K', \xi_2 = \uparrow, \downarrow, \xi_3 = \uparrow, \downarrow, \xi_4 = \uparrow, \downarrow$) including $B_{\uparrow}$ and $B_{\downarrow}$ dependent energy renormalizations (Eqs. (5), (6), and (8)) and linear local field exchange Coulomb scattering (first term of Eq. (11)), and secondly, subtracting the respective exciton binding energies $\hat{\epsilon}_{\xi_1,\xi_2}$ determined by the Wannier equation.

The first term on the right-hand side of Eq. (14) characterizes the mixing among two-electron and two-hole Coulomb correlations proportional to the in-plane magnetic field $B_{\uparrow}$: $B_{\xi_1,\xi_2,\xi_3,\xi_4}$ couples to correlations with opposite electron spin $s_1 \neq \bar{s}_1$ ($B_{\xi_1,\xi_2,\xi_3,\xi_4}$) and $s_3 \neq \bar{s}_3$ ($B_{\xi_1,\xi_2,\xi_3,\xi_4}$) as well as to correlations with different hole spin $s_2 \neq \bar{s}_2$ ($B_{\xi_1,\xi_2,\xi_3,\xi_4}$) or $s_4 \neq \bar{s}_4$ ($B_{\xi_1,\xi_2,\xi_3,\xi_4}$). The matrix $S_{\xi_1,\xi_2,\xi_3,\xi_4}$ directly follows from the definition of the two-electron and two-hole correlation function in Eq. (3) and is defined in Eq. (B11). Since $S_{\xi_1,\xi_2,\xi_3,\xi_4}$ is solely determined by the conduction and valence band curvatures, which are very similar for monolayer TMDCs [116], the coupling matrix is approximated by:

$$
\sum_{\nu_1,\nu_2,\nu_3,\nu_4} \Phi_{\xi_1,\xi_2,\xi_3,\xi_4}^{P_{\nu_1,\nu_2,\nu_3,\nu_4}} \left( \sum_{\nu_1,\nu_2} \Phi_{\xi_1,\xi_2,\xi_3,\xi_4}^{P_{\nu_1,\nu_2}} \right)^{-1} \sum_{\nu_1,\nu_2} S_{\xi_1,\xi_2,\xi_3,\xi_4}^{\nu_1,\nu_2} \Phi_{\xi_1,\xi_2,\xi_3,\xi_4}^{R_{\nu_1,\nu_2}} \Phi_{\xi_1,\xi_2,\xi_3,\xi_4}^{P_{\nu_1,\nu_2,\nu_3,\nu_4}} \approx \delta_{\nu_1,\nu_2'}.
$$

The second contribution to the right-hand side of Eq. (14) describes Coulomb-driven source terms of $B_{\xi_1,\xi_2,\xi_3,\xi_4}$. In particular, an in-plane magnetic field does not only account for source terms due to bright excitons ($s_1 = s_2$ and $s_3 = s_4$) but includes dark exciton source terms ($s_1 \neq s_2$ or $s_3 \neq s_4$) as well. The appearing direct $W_{\xi_1,\xi_2,\xi_3,\xi_4}$ and exchange Coulomb matrices $\hat{X}_{\xi_1,\xi_2,\xi_3,\xi_4}$ are defined in Eqs. (B9) and (B10), respectively.

IV. RESULTS

A careful investigation of our equations of motion in section III reveals that a multitude of new effects appear in the presence of magnetic fields, which have to be considered in the interpretation of experiments:

1. out-of-plane magnetic-field-dependent Zeeman shifts of the exciton energies,
2. in-plane magnetic-field-dependent brightening of dark excitons $P_{\xi_1,\xi_2}^{\xi_1,\xi_2}$ (opposite electron and hole spins $s_1 \neq s_2$) which couple to bright excitons $P_{\xi_1,\xi_2}^{\xi_1,\xi_2}$ (same electron and hole spins $s_1 = s_2$),
3. additional Pauli blocking contributions associated with coherent dark exciton densities,
4. new direct and exchange exciton-exciton scattering terms accounting for Coulomb interactions including dark excitons,
5. further two-electron and two-hole Coulomb correlations $B_{\xi_1,\xi_2,\xi_3,\xi_4}$ with $s_1 \neq s_2$ or $s_3 \neq s_4$ representing new Coulomb scattering channels,
6. out-of-plane magnetic-field-dependent Zeeman shifts of the two-electron and two-hole correlation energies,
7. in-plane magnetic-field-dependent coupling among two-electron and two-hole Coulomb correlations, and
8. additional source terms of the two-electron and two-hole Coulomb correlations due to dark excitons.

The coupled dynamics of exciton transitions and two-electron and two-hole Coulomb correlations described by
the excitonic Bloch equations, Eqs. (4) and (14), are numerically evaluated together with Maxwell’s wave equation [114, 115] for the energetically lowest $\nu = 1s, 2s,$ and $3s$ exciton transitions and the corresponding two-electron and two-hole correlations with s-symmetry of MoS$_2$ encapsulated in hBN at a temperature of 5 K. The required material parameters are summarized in Ref. [24].

In the following, the linear transmission and nonlinear differential transmission of monolayer MoS$_2$ encapsulated in hBN are separately discussed for different magnetic field orientations with respect to the monolayer plane: an out-of-plane magnetic field $B_\perp$ (subsection IV A), an in-plane magnetic field $B_\parallel$ (subsection IV B), and a magnetic field $B_\perp$ oriented in a tilt angle of 45° (subsection IV C). For the nonlinear transmission we choose a $\sigma_+$ circularly polarized 50 fs Gaussian pump pulse (intensity FWHM). Its access energy is resonant to the respective magnetic-field-dependent A$_{1s}$ exciton energy. The differential transmission spectrum (DTS) $\delta T(\omega) = T_{p+t}(\omega) - T_t(\omega)$ of the probe pulse is defined as the transmission of the pumped system $T_{p+t}(\omega)$ minus the linear transmission of the probe pulse $T_t(\omega)$. In order to directly visualize the pump-induced changes of the transmission, we do not divide the DTS by the linear transmission of the test pulse $T_t(\omega)$. However, dividing by $T_t(\omega)$ would not qualitatively change the DTS but only enhance the signal directly at the exciton resonances while features which are further away from the exciton resonances are less pronounced. The energetically broadband 1 fs probe pulse is either $\sigma_+$ circularly polarized to investigate intravalley exciton-exciton interaction or $\sigma_-$ circularly polarized in order to study intervalley scattering, cf. optical selection rules as indicated in Fig. 1. Assuming zero time delay between pump and probe pulses allows to neglect contributions from incoherent exciton densities in the following [123–125].

### A. Out-of-plane Magnetic Field

**Linear response:** With increasing out-of-plane magnetic field $B_\perp > 0$ T, the A and B excitons associated with the K valley experience Zeeman shifts toward lower energies shown as solid lines in Fig. 3 (a). Simultaneously, the A’ and B’ transitions plotted as dotted lines in Fig. 3 (a) shift toward higher energies due to Zeeman shifts with opposite sign for the K valley. The linear transmission spectrum of monolayer MoS$_2$ at zero magnetic field $B_\perp = 0$ T is plotted as red lines in Fig. 3 (b,d) and shows two prominent exciton resonances which are referred to as A$_{1s}$ and B$_{1s}$ excitons with the exciton quantum number $\nu = 1s$. Additionally, the A$_{2s}$ exciton resonance associated with the quantum number $\nu = 2s$ of the A series can be observed energetically above the B$_{1s}$ exciton. As a benchmark to recent literature, for instance Ref. [90], the out-of-plane magnetic field $B_\perp$ dependent linear transmission is shown in Fig. 3 (b,d) for $\sigma_+$ and $\sigma_-$ circularly polarized light, respectively. The red curves in Fig. 3 (b,d) represent the linear transmission at $B_\perp = 0$ T which is identical for $\sigma_+$ and $\sigma_-$ circular excitations. In contrast, the spectra at $B_\perp = 15$ T and $B_\perp = 30$ T, plotted as purple and blue lines in Fig. 3 (b,d), mirror the opposite Zeeman shifts of A, B and A’, B’ excitons. Our microscopically calculated A$_{1s}$ exciton linewidth includes a phonon-mediated part of $2\gamma_{x_{1s}} = 0.4$ meV at 5 K and a radiative part of $2\gamma_{1s}^\rho = 1.4$ meV. The B$_{1s}$ exciton linewidth exhibits a much larger phonon-induced contribution of $2\gamma_{x_{1s}} = 11.6$ meV at 5 K which overshadows the radiative part of $2\gamma_{1s}^\rho = 1.6$ meV. The increased phonon-mediated $B_{1s}$ linewidth contribution $\gamma_{x_{1s}}$ stems from phonon emission of acoustic and optical K phonons which drive the relaxation of B$_{1s}$ excitons into exciton states including a hole at the $\Gamma$ point [113]. In contrast, the reduced A$_{2s}$ linewidth originates from a reduced radiative linewidth contribution of only $2\gamma_{1s}^\rho = 0.2$ meV due to the increased spatial extent of exciton wave functions with higher exciton quantum numbers [126, 127]. In particular, the low A$_{2s}$ linewidth for high quality TMDCs leads to a relatively large oscillator strength.

**DTS for $\sigma_+$ pump and $\sigma_+$ probe pulses:** At first, we recapitulate the expected DTS for a vanishing magnetic field $B_\perp = 0$ T plotted as red curve in Fig. 3 (c). Here, the A excitons shifts blue giving a dispersive DTS signal with a positive contribution followed by a negative one as schematically illustrated in Fig. 4 (a). Asymmetric sidebands on the high energy side of the A excitons, originating from the intravalley A–A exciton-exciton scattering continuum, further enhance the negative DTS contributions [128]. In contrast, the DTS near the B resonances is expected to first show a negative DTS signal below the B exciton energy as illustrated in Fig. 4 (b) which corresponds to the intravalley A–B exciton-exciton scattering (Fig. 2 (a)). Moreover, a blue shift of the B resonances together with exciton-scattering-induced sidebands (due to the A–B exciton-exciton scattering continuum) [128] induce a dispersive DTS signal with a positive feature followed by a negative contribution above the B$_{1s}$ exciton energy. The increased $B_{1s}$ exciton linewidth compared to A$_{1s}$ excitons results in weaker DTS signals since the oscillator strength is distributed over a larger energy range. Therefore, the energy range around the B$_{1s}$ exciton is shown ten times enhanced as indicated by the arrow in Fig. 3 (c). Additionally, the expected negative DTS feature above the B$_{1s}$ excitons is absent due to the positive DTS contribution of A$_{2s}$ excitons.

The DTS for an out-of-plane magnetic field of $B_\perp = 15$ T and $B_\perp = 30$ T are shown as purple and blue lines in Fig. 3 (c). With increasing $B_\perp$ the whole DTS shifts towards lower energies according to the Zeeman shifted A and B exciton resonances. Interestingly this holds also true for the intravalley A–B intravalley biexciton resonance, such that the energetic position of the biexciton resonance with respect to the B$_{1s}$ exciton is unchanged due to the same Zeeman shifts, cf. also dashed line in Fig. 3 (a). Even though a simple band analysis sug-
Figure 3. Out-of-plane magnetic-field-dependent transmission and differential transmission. (a) Exciton and biexciton resonance energies for different out-of-plane magnetic fields $B_\perp$, cf. Figs. 1 and 2. Solid (dotted) lines represent exciton resonances and dashed (dash-dotted) lines biexciton resonances for $\sigma_+$ ($\sigma_-$) circularly polarized excitation. Pale lines indicate vanishing oscillator strengths of the resonances. (b,d) Linear transmission spectra of monolayer MoS$_2$ encapsulated in hBN at 5 K for (b) $\sigma_+$ and (d) $\sigma_-$ circularly polarized light for different $B_\perp$. The $B_\perp$ dependent exciton energies are indicated as colored bars above. (c,e) Normalized differential transmission spectra for different magnetic fields $B_\perp$. The $A_{1s}$ exciton is resonantly pumped by $\sigma_+$ circularly polarized light and the energetically broadband probe pulse is either (c) $\sigma_+$ circularly polarized or (e) $\sigma_-$ circularly polarized. The differential transmission is partially enhanced as indicated while the original signal is plotted by dotted lines. The colored long bars above mark the exciton energies, whereas the shorter bars indicate the biexciton energies.
Differential transmission
Fig. 3 (e) shifts the A energies, cf. dotted lines in Fig. 3 (a). Accordingly, the
scattering continua. The resulting DTS is schematically

described by Eq. (14) indeed has a doubled
B
factor of the A
−factor of the A
b
factors of the A and B excitons exhibits first a negative feature from a biexciton resonance, followed by a positive and than negative contribution from the blue shifted exciton with an exciton-scattering-induced sideband on the high energy side.

suggests a doubled biexciton g-factor with respect to the B
exciton, this expectation is not mirrored in the differential transmission. While the biexciton B
A,B
\( \sigma_{a,B} \) described by Eq. (14) indeed has a doubled g-factor, only the exciton resonance B
1s
\( \sigma_{c,b} \) couples to the exciton resonance determined by Eq. (12). As the g-factors of the biexciton resonance B
1s
\( \sigma_{c,b} \) associated with the A
exciton cancel, the biexciton resonance inherits the g-factor of the B
exciton. Negative magnetic fields B
\( < 0 \) lead to DTS shifted in the opposite energetic direction, cf. Appendix C.

\textbf{DTS for \( \sigma_+ \) pump and \( \sigma_- \) probe pulses:} At first, we again discuss the expected DTS at zero magnetic fields B
\( = 0 \) plotted as a red curve in Fig. 3 (e). Here, the intervalley A–A' and A–B' biexciton resonances (Fig. 2 (b) and (f)) lead to negative signatures in the DTS below the A' and B' energies. These negative contributions follow first a positive and then a negative DTS signal accounting for the blue shifted A' and B' transitions with exciton-scattering-induced sidebands on the high energy side of the exciton resonances [128]. The latter originate from the A–A' and A–B' exciton-exciton scattering continua. The resulting DTS is schematically illustrated in Fig. 4 (b).

Applying an out-of-plane magnetic field B
\( = 15 \) T and B
\( = 30 \) T shown as purple and blue lines in Fig. 3 (e) shifts the A' and B' excitons towards higher energies, cf. dotted lines in Fig. 3 (a). Accordingly, the DTS also shift toward higher energies while the dispersive

\textbf{B. In-plane Magnetic Field}

\textbf{Linear response:} Next, we study the impact of an in-plane magnetic field B
\( \parallel \). In contrast to an out-of-plane magnetic field B
\( \perp \), an in-plane magnetic field B
\( \parallel \) leads to identical shifts of A and A' as well as B and B' excitons in the linear regime drawn as solid lines in Fig. 5 (a). This is due to a valley independent coupling among bright and dark excitons described by Eq. (8). Therefore, the linear response plotted in Fig. 5 (b) is identical for \( \sigma_+ \) and \( \sigma_- \) circularly polarized light. The linear transmission at B
\( = 0 \) T is plotted as a red line in Fig. 5 (b) and shows the A
excitons, respectively. This is in contrast to a simple band analysis which suggests that the Zeeman shift of the A
exciton is compensated by an opposite shift of the A'
excitons leading to an almost vanishing biexciton g-factor. While this compensation of g-factors applies to the A–A' and A–B' biexcitons B
A,A
1s
\( \sigma_{a,b} \) and B
A,B
1s
\( \sigma_{c,b} \) it does not hold true for the biexciton resonances B
A,A
1s
\( \sigma_{a,b} \) and B
A,B
1s
\( \sigma_{c,b} \). Therefore, the biexciton resonances B
A,A
1s
\( \sigma_{a,b} \) and B
A,B
1s
\( \sigma_{c,b} \) inherit the g-factors of the A
excitons, respectively. In contrast, we expect a twice as large Zeeman shift of A–Ad' and Ad–A' biexciton resonances, cf. pale dash-dotted line Fig. 3 (c). However, due to their negligible oscillator strengths in coherent pump-probe spectroscopy they appear not as resonances in Fig. 3 (c). Note that previous photoluminescence measurements [60–62] ascribed A–Ad' and Ad–A' biexciton resonances a smaller Zeeman shift which is similar to our expectations for the A–A' biexciton resonance.

We have shown that the differential transmission spectra in the presence of an out-of-plane magnetic field B
\( \perp \) mirror the Zeeman shifts. In particular, the g-factor of bright–bright biexciton resonances inherits the g-factor of the associated exciton resonance.
Figure 5. In-plane magnetic-field-dependent transmission and differential transmission. (a) Exciton and biexciton resonance energies for different in-plane magnetic fields $B_{\parallel}$, cf. Figs. 1 and 2. Solid (dotted) lines represent exciton resonances and dashed (dash-dotted) lines biexciton resonances for $\sigma_+$ ($\sigma_-$) circularly polarized excitation. (b) Linear transmission spectra of monolayer MoS$_2$ encapsulated in hBN at 5 K for different $B_{\parallel}$. (The transmission for $\sigma_+$ and $\sigma_-$ circularly polarized light is identical.) The $B_{\parallel}$ dependent exciton energies are indicated as colored bars above. (c,d) Normalized differential transmission spectra for different magnetic fields $B_{\parallel}$. The $A_{1s}$ exciton is resonantly pumped by $\sigma_+$ circularly polarized light and the energetically broadband probe pulse is either (c) $\sigma_+$ circularly polarized or (d) $\sigma_-$ circularly polarized. The differential transmission is partially enhanced as indicated while the original signal is plotted by dotted lines. The colored long bars above mark the exciton energies, whereas the shorter bars indicate the biexciton energies.

Contributions. This is in agreement with experimental observations [88, 98, 129]. The dark exciton linewidths are dominated by the phonon-mediated linewidth contributions $2\gamma_{A_{1s}} = 0.4$ meV at 5 K [130]. With increasing $B_{\parallel}$, the redistribution from bright to dark exciton oscillator strength increases the radiative $A_{1s}$ exciton linewidth contribution from $2\gamma_{A_{1s}} = 0$ meV at $B_{\parallel} = 0$ T to $2\gamma_{A_{1s}} = 0.1$ meV at $B_{\parallel} = 30$ T. Thus, the total $A_{1s}$ exciton linewidth slightly rises from 0.4 meV to 0.5 meV. Simultaneously, the radiative $A_{1s}$ exciton linewidth slightly decreases from $2\gamma_{A_{1s}} = 1.4$ meV at $B_{\parallel} = 0$ T to $2\gamma_{A_{1s}} = 1.3$ meV at $B_{\parallel} = 30$ T and the total $A_{1s}$ linewidth declines from 1.8 meV to 1.7 meV. Even though the dark $B_{1s}$ exciton with a phonon-mediated linewidth contribution of $2\gamma_{B_{1s}} = 11.4$ meV at 5 K is also excited, its appearance as a sharp resonance in
DTS for $\sigma_+$ pump and $\sigma_-$ probe pulses: Compared to a zero in-plane magnetic field $B_\parallel = 0$ T, shown as red line in Fig. 5 (c), an in-plane magnetic field of $B_\parallel = 15$ T or $B_\parallel = 30$ T plotted as purple and blue lines in Fig. 5 (c) leads to additional DTS features associated with dark Ad excitons. These DTS features describe dispersive profiles which – similar to the $A_{1s}$ and $A_{2s}$ response – account for blue shifted dark $A_{1s}$ and $A_{2s}$ exciton resonances with exciton-scattering-induced sidebands, cf. Fig. 4 (a). The level repulsion between bright and dark excitons, cf. solid lines in Fig. 5 (a), is also mirrored in the DTS shown by the purple and blue lines in Fig. 5 (c). In contrast, the large $B_{1s}$ and $B_{1s}$ exciton linewidths compared to their small energy separation obscure the identification of DTS features from $B_{1s}$ excitons.

DTS for $\sigma_+$ pump and $\sigma_-$ probe pulses: With rising $B_\parallel$ from $B_\parallel = 0$ T plotted as red line in Fig. 5 (d) to $B_\parallel = 15$ T and $B_\parallel = 30$ T shown as purple and blue lines in Fig. 5 (d), the pump-dependent renormalizations and redistributions of oscillator strengths of dark $A_{1s}$ excitons yield dips superimposed on the negative DTS signal from $A-\bar{A}$ intervalley biexcitons (Fig. 2 (b)). Similarly, the dispersive DTS profile at $A_{1s}$ accounts for a blue shifted $A_{1s}$ resonance with exciton-scattering-induced sidebands. The $B_\parallel$ dependent brightening of dark $A_{1s}$ and $B_{1s}$ excitons also results in additional intervalley biexciton resonances. In general, this includes $A-\bar{A}$, $A-\bar{A}$, $A-\bar{A}$, $B_{-ld}$–$B_{ld}$, $B_{ld}$–$B_{ld}$, $B_{ld}$–$B_{ld}$, $B_{ld}$–$B_{ld}$, $A-\bar{A}$, $B_{ld}$–$B_{ld}$, $B_{ld}$–$B_{ld}$, $B_{ld}$–$B_{ld}$, $A-\bar{A}$. In Fig. 5 (a), the $A-\bar{A}$ and $A-\bar{A}$ intervalley excitons are visible as superimposed weak negative DTS signals below the $A-\bar{A}$ biexcitons. In contrast, $A-\bar{A}$ and $A-\bar{A}$ intervalley biexcitons are obscured due to their large phonon-mediated linewidths. On the other hand, $A-\bar{A}$ and $A-\bar{A}$ intervalley biexcitons exhibit very low oscillator strengths since they are only Coulomb driven by dark Ad, Ad′, and Bd′ excitons with much lower oscillator strengths than their bright counterparts.

Applying an in-plane magnetic field $B_\parallel$ brightens not only previously spin-forbidden dark exciton resonances but also a multitude of bright–dark and dark–dark biexciton resonances. Furthermore, an in-plane magnetic field $B_\parallel$ leads to a pronounced differential transmission signatures due to the renormalization of $A_{1s}$ and $A_{2s}$ excitons.

C. Tilted Magnetic Field

Linear response: In the following, we study the influence of magnetic fields $B_\perp$ applied under a 45° tilt angle. This combines the previously discussed effects from out-of-plane $B_\perp$ and in-plane $B_\parallel$ fields. The $B_\perp$ dependent shifts of exciton resonances for monolayer MoS$_2$ are shown in Fig. 6 (a). Like the bright $A_{1s}$ transition, the dark $A_{1s}$ exciton shifts red but with approximately double magnitude increasing the bright-dark splitting $\Delta_{A_{1s}-A_{1s}}$ with rising $B_\perp > 0$ T. The increasing $\Delta_{A_{1s}-A_{1s}}$ yields weakly pronounced $A_{1s}$ excitons in the $\sigma_+$ circularly polarized linear transmission at $B_\perp = 15$ T and $B_\perp = 30$ T plotted as blue and purple lines in Fig. 6 (b). Simultaneously, the bright-dark splitting $\Delta_{A_{1s}-A_{1s}}$ decreases for increasing $B_\perp > 0$ T. This leads to strongly pronounced $A_{1s}$ excitons in the $\sigma_-$ circularly polarized linear transmission at $B_\perp = 15$ T and $B_\perp = 30$ T shown as purple and blue curves in Fig. 6 (d).
Figure 6. **Tilted magnetic-field-dependent transmission and differential transmission.** (a) Exciton and biexciton resonance energies for different tilted magnetic fields $B_\perp$, cf. Figs. 1 and 2. Solid (dotted) lines represent exciton resonances and dashed (dash-dotted) lines biexciton resonances for $\sigma_+$ ($\sigma_-$) circularly polarized excitation. (b,d) Linear transmission spectra of monolayer MoS$_2$ encapsulated in hBN at 5 K for (b) $\sigma_+$ and (d) $\sigma_-$ circularly polarized light for different $B_\perp$. The $B_\perp$ dependent exciton energies are indicated as colored bars above. (c,e) Normalized differential transmission spectra for different magnetic fields $B_\perp$. The $A_{1s}$ exciton is resonantly pumped by $\sigma_+$ circularly polarized light and the energetically broadband probe pulse is either (c) $\sigma_+$ circularly polarized or (e) $\sigma_-$ circularly polarized. The differential transmission is partially enhanced as indicated while the original signal is plotted by dotted lines. The colored long bars above mark the exciton energies, whereas the shorter bars indicate the biexciton energies.
In conclusion, we have presented a microscopic description to access the coherent exciton kinetics in monolayer TMDCs in the presence of differently oriented magnetic fields. We provide the magnetic-field-dependent exciton and biexciton resonance energies, transmission spectra, and differential transmission spectra. In particular, the latter reveals the manipulation of exciton-exciton scattering by magnetic fields. Here, we focused on the scattering induced changes of the exciton resonances, calculated the biexciton oscillator strengths, and predicted the possibility to detect the corresponding biexcitons in optical wave-mixing spectroscopy. Thus, our results provide a roadmap to interpret coherent pump-probe spectra in the presence of external magnetic fields.
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Appendix A: Magnetic Field

In this Appendix the different magnetic moments are individually discussed. Without loss of generality, the in-plane component of the magnetic field is assumed to be aligned along the x-direction \( B = (B_\parallel, 0, B_\perp)^T \) with the in-plane \( B_\parallel = B \sin \theta \) and out-of-plane contributions \( B_\perp = B \cos \theta \).

1. Atomic Orbital Magnetic Moment

The atomic orbital contribution of the Zeeman shift also referred to as intracellular orbital moment \( m_\lambda \mu_B B_\perp \) \([66, 69]\) is determined by the magnetic quantum number \( m_\lambda \), the Bohr magneton \( \mu_B \), and the magnetic field perpendicular to the monolayer sample \( B_\perp \). As the conduction bands are primarily constructed from hybridized \( d_z \) orbitals with \( l = m_l = 0 \) \([94, 95, 131]\) the associated atomic orbital magnetic moment is negligible. In contrast, the valence bands arise from hybridization of \( d_{x^2-y^2} \) and \( d_{xy} \) orbitals with magnetic quantum number \( m_l = 2 \) for the K valley and \( d_{x^2-y^2} - id_{xy} \) with \( m_l = -2 \) for the K’ valley \([8, 94, 95, 132]\). The resulting intracellular orbital magnetic moment is described by:

\[
H_{\text{atomic}} = \sum_{\xi,s,q} 2 (\delta_{\xi,K} - \delta_{\xi,K'}) \mu_B B_\perp v_{\xi,s,q}^\dagger v_{\xi,s,q} \quad (A1)
\]

2. Valley Orbital Magnetic Moment

The Zeeman shift associated with the valley magnetic moment is determined by \( (\delta_{\xi,K} - \delta_{\xi,K'}) \mu_B m_0 / (\bar{m}) B_\perp \) \([111, 112]\). \( m_0 \) denotes the free electron mass and \( \bar{m} = \frac{1}{2} \sum_{\xi,s} (m_{\xi,s}^e + m_{\xi,s}^h) \) is the mean effective mass of the eight-band model. The valley orbital magnetic moment leads to shifts of all conduction and valence bands with identical magnitudes but in opposite directions for the K and K’ valley described by the Hamiltonian:

\[
H_{\text{valley}} = \sum_{\lambda,\xi,s,q} (\delta_{\xi,K} - \delta_{\xi,K'}) \frac{\mu_B m_0}{\bar{m}} B_\perp \lambda_{\xi,s,q}^\dagger \lambda_{\xi,s,q} \\
\quad \times \left( c_{\xi,s,q}^\dagger c_{\xi,s,q} + v_{\xi,s,q}^\dagger v_{\xi,s,q} \right). \quad (A2)
\]

3. Spin Magnetic Moment

The spin magnetic moment is determined by \( \frac{1}{2} g \mu_B s \cdot B \) where \( s = (s_x, s_y, s_z)^T \) denotes the vector of spin Pauli matrices \( s_x, s_y, \) and \( s_z \). The spin magnetic moment leads to a contribution associated with the in-plane component of the magnetic field \( \frac{1}{2} g \mu_B s_z B_\parallel \) as well as a term connected with the out-of-plane magnetic field \( \frac{1}{2} g \mu_B s_z B_\perp \) \([90, 133]\). Here, the \( g \)-factor can be approximately described by the free electron \( g \)-factor \( g_e \approx 2 \) \([134]\) which is in excellent agreement with experimental measurements \([91]\). The associated Hamiltonian is given by:

\[
H_{\text{spin}} = \sum_{\lambda,\xi,s,q} (\delta_{s,\uparrow} - \delta_{s,\downarrow}) \mu_B B_\perp \lambda_{\xi,s,q}^\dagger \lambda_{\xi,s,q} \\
\quad + \sum_{\lambda,\xi,s,q} \mu_B B_\parallel \lambda_{\xi,s,q}^\dagger \lambda_{\xi,s,q}. \quad (A3)
\]

with \( \hat{s} \neq s \), i.e., \( \hat{s} = \downarrow \) for \( s = \uparrow \) and \( \hat{s} = \uparrow \) for \( s = \downarrow \). The first term on the right-hand side of Eq. (A3) describes a spin-dependent Zeeman shift of the conduction and valence bands in the presence of an out-of-plane magnetic field \( B_\perp \). The second line of Eq. (A3) describes a spin-mixing of electrons in the presence of an in-plane magnetic field \( B_\parallel \).

4. Total Hamiltonian

The electronic Hamiltonian involving the atomic orbital, valley orbital, and spin magnetic moment is repre-
sent by:
\[
H_B = H_{\text{atomic}} + H_{\text{valley}} + H_{\text{spin}} = \sum_{\xi,s,q} \varepsilon_{\xi,s,B\perp} c_{\xi,s,q}^\dagger c_{\xi,s,q} + \sum_{\xi,s,q} \varepsilon_{\xi,v,B\parallel} v_{\xi,s,q}^\dagger v_{\xi,s,q} + \sum_{\xi,q,s} \mu_B B_{\parallel} c_{\xi,s,q}^\dagger c_{\xi,s,q} + \sum_{\xi,s,q} \mu_B B_{\parallel} v_{\xi,s,q}^\dagger v_{\xi,s,q},
\]  
(A4)

with the conduction \(\varepsilon_{\xi,s,B\perp}\) and valence \(\varepsilon_{\xi,v,B\parallel}\) band Zeeman shifts defined in Eqs. (5) and (6) which linearly increase with the out-of-plane magnetic field \(B_{\parallel}\). The individual contributions due to the atomic orbital, valley orbital, and spin magnetic moment are illustrated in Fig. 7.

**Appendix B: Coulomb Matrices**

The dipole matrix element \(d_{\xi,s}^{c,v}\) projected on normalized Jones vectors are defined by [94]:
\[
d_{\xi,s}^{c,v} = -i \frac{\sqrt{2} e_0 a_0 t_0}{\varepsilon_{g,s}^{\xi}}. \tag{B1}
\]

Here, \(a_0\) is the lattice constant, \(t_0\) is the effective hopping integral, and \(\varepsilon_{g,s}^{\xi}\) is the energy gap between conduction and valence bands at the \(\xi\) point with spin \(s\).

The matrix element associated with direct Coulomb scattering on a Hartree–Fock level is given by:
\[
W_{\xi_1,s_1,s_2,s_3,s_4}^{\xi_2,s_2,s_3,s_4} = \sum_{k_1,k_2} V_{k_1-k_2} \varphi_{\xi_1,s_1}^{*} \varphi_{\xi_2,s_2} \varphi_{\xi_3,s_3}^{*} \varphi_{\xi_4,s_4}
\times \left( \varphi_{\nu_1,k_1}^{*} - \varphi_{\nu_1,k_2} \right)
\times \left( \varphi_{\nu_1,k_1}^{*} - \varphi_{\nu_1,k_2} \right). \tag{B2}
\]

The screened Coulomb potential \(V_{k_1-k_2}\) is defined by an analytical model [135] which agrees with results obtained from \(ab\) \(initio\) calculations [136–139].

Exchange Coulomb interactions originating from a local field effect [13, 117, 118] are described by [24]:
\[
X_{\xi_1,s_1,s_2,s_3}^{\xi_2,s_2,s_3} = V_{c,v,c,v} \varphi_{\xi_1,s_1,s_2,s_3}^{*} \varphi_{\xi_2,s_2,s_3} \varphi_{\nu_1,s_3}^{*} \varphi_{\nu_2,s_2} \varphi_{\nu_1,s_1}^{*} \varphi_{\nu_2,s_2}. \tag{B3}
\]

The electron-hole exchange Coulomb potential on the right-hand side of Eq. (B3) is adjusted to density function theory which calculate the constant value \(C\) for the \(\{K,\uparrow\}\) excitons [117]. Therefore, we renormalize the value for \(C\) by the \(\{K,\uparrow\}\) exciton corresponding wave function \(\varphi_{1s,q}^{K,\uparrow}\):
\[
V_{c,v,c,v}^{\xi_1,s_1,s_2,s_1,s_2,s_3} \approx \frac{C_{\xi_1,s_1,s_2}}{\sum_{q} \varphi_{1s,q}^{K,\uparrow}}, \tag{B4}
\]

The matrix element for linear and nonlinear exchange Coulomb scattering including the local-field exchange po-
tential defined in Eq. (B3) is given by:

$$W^{ξ_1,s_1,ξ_3}_{q_1,q_2} = \sum_{q_1,q_2} X^{ξ_1,s_1,ξ_3}_{q_1,q_2},$$  \hspace{1cm} (B5)$$

$$W^{ξ_1,s_1,ξ_2,ξ_4}_{q_1,q_2} = \sum_{q_1,q_2} X^{ξ_1,s_1,ξ_2,ξ_4}_{q_1,q_2} \varphi^{*}_{ν_4,q_1},$$  \hspace{1cm} (B6)$$

Nonlinear exchange Coulomb interactions due to a nonlocal-field effect are described by:

$$W^{ξ_1,s_1,ξ_2,ξ_4}_{q_1,q_2} = \sum_{q_1,q_2} V^{ξ_1,s_1,ξ_2,ξ_4}_{q_1,q_2} \varphi^{*}_{ν_4,q_1} \varphi^{*}_{ν_2,q_2} \varphi^{*}_{ν_3,q_3} \varphi^{*}_{ν_4,q_4}.$$  \hspace{1cm} (B7)$$

The involved exchange Coulomb matrix element $V^{ξ_1,s_1,ξ_2,ξ_4}_{q_1,q_2}$ is defined according to:

$$V^{ξ_1,s_1,ξ_2,ξ_4}_{q_1,q_2} = \frac{C}{ε(ξ)} \frac{d^{ξ_1,s_1}}{k_{ξ_1,s_1}} \left( d^{ξ_2,s_2}_{ν_1,s_1} \right) \varphi^{*}_{ν_1,s_1} \varphi^{*}_{ν_2,s_2} \varphi^{*}_{ν_3,s_3} \varphi^{*}_{ν_4,s_4},$$  \hspace{1cm} (B8)$$

where $C > 0$ denotes the elementary charge. The two wave vectors $q^{ξ_1}, q^{ξ_2}$ are defined by $q^{ξ} = q + i(δ^{ξ}_x − δ^{ξ}_y)$ $q_y$, and the dipole matrix elements $d^{ξ_1,s_1}_{ν_1,s_1}, d^{ξ_s}_{ν_2,s_2}$ were defined in Eq. (B1).

The two-electron and two-hole Coulomb interaction kernel for the two-electron and two-hole Schrödinger equation is defined by:

$$W^{ξ_1,s_1,ξ_2,s_2}_{±ν_1,ν_2,ν_3,ν_4} \cdot P \cdot K = V^{ξ_1,s_1,ξ_2,s_2}_{ν_1,ν_2} \left( \varphi^{*}_{ν_1,ν_2} \varphi^{*}_{ν_3,ν_4} \varphi^{*}_{ν_4,ν_3} \varphi^{*}_{ν_2,ν_1} \right) = \sum_{k_1,k_2} V_{ν_1,ν_2}^{k_1,k_2} \left( \varphi^{*}_{ν_1,ν_2} \varphi^{*}_{ν_3,ν_4} \varphi^{*}_{ν_4,ν_3} \varphi^{*}_{ν_2,ν_1} \right) \left( P + K \right)$$

Finally, the overlap matrix which directly appears due to the definition of the two-electron and two-hole correlation function in Eq. (3) reads:

$$S^{ξ_1,s_1,ξ_2,s_2}_{±ν_1,ν_2,ν_3,ν_4} \cdot P \cdot K = δ^{P,K} \sum_{k_1,k_2} \varphi^{*}_{ν_1,ν_2} \varphi^{*}_{ν_3,ν_4} \varphi^{*}_{ν_4,ν_3} \varphi^{*}_{ν_2,ν_1} \left( \varphi_{ν_1,ν_2} \varphi_{ν_3,ν_4} \varphi_{ν_4,ν_3} \varphi_{ν_2,ν_1} \right) \left( P + K \right)$$

### Appendix C: Negative Magnetic Fields

In the following, the results for negative magnetic fields are discussed. These results are equivalent to positive magnetic fields for pumping with $σ_-$ circularly polarized light and probing with same $σ_-$ or oppositely $σ_+$ circularly polarized light.

The DTS for negative out-of-plane fields $B_⊥ < 0$ T is shown in Fig. 8. In contrast to the response for positive magnetic fields $B_⊥ > 0$ T plotted in Fig. 3, the DTS signal in Fig. 8 mirrors the Zeeman shifts with opposite sign. Apart from this, the results closely resemble the positive magnetic fields and a corresponding interpretation holds true.

As the DTS for an in-plane magnetic field with opposite sign is identical to the results in Fig. 5, we directly move on to discuss the case of a titled magnetic field $B_⊥ < 0$ T as shown in Fig. 9. Compared to Fig. 6 (c), more pronounced $Ad_{1s}$ and less pronounced $Ad_{2s}$ features appear in Fig. 9 (b) for pumping and probing with $σ_-$ circularly polarized light. On the other hand, for a $σ_+$ circularly polarized pump pulse and a $σ_-$ circularly polarized probe pulse, the $A−A'$ intervalley biexciton and $Ad_{1s}$ resonance show an energy crossing which gives an interfering signal, cf. Fig. 9 (c). Additionally, Fig. 9 (c) shows less pronounced DTS from $A−Ad'$ biexcitons compared to Fig. 6 (e).
Figure 8. **Out-of-plane magnetic-field-dependent differential transmission.** Same as in Fig. 3 but for negative magnetic fields $B_\perp$ perpendicular to the monolayer sample.

[1] A. Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim, C.-Y. Chim, G. Galli, and F. Wang, Nano Letters 10, 1271 (2010).
[2] K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F. Heinz, Physical Review Letters 105, 136805 (2010).
[3] K. F. Mak, K. He, C. Lee, G. H. Lee, J. Hone, T. F. Heinz, and J. Shan, Nature Materials 12, 207 (2013).
[4] T. C. Berkelbach, M. S. Hybertsen, and D. R. Reichman, Physical Review B 88, 045318 (2013).
[5] A. Chernikov, T. C. Berkelbach, H. M. Hill, A. Rigosi, Y. Li, O. B. Aslan, D. R. Reichman, M. S. Hybertsen, and T. F. Heinz, Physical Review Letters 113, 076802 (2014).
[6] K. He, N. Kumar, L. Zhao, Z. Wang, K. F. Mak, H. Zhao, and J. Shan, Physical Review Letters 113, 026803 (2014).
[7] A. Kuc, N. Zibouche, and T. Heine, Physical Review B 83, 245213 (2011).
[8] Z. Zhu, Y. Cheng, and U. Schwingenschl"ogl, Physical Review B 84, 153402 (2011).
[9] Q. H. Wang, K. Kalantar-Zadeh, A. Kis, J. N. Coleman, and M. S. Strano, Nature Nanotechnology 7, 699 (2012).
[10] A. Kumar and P. Ahluwalia, The European Physical Journal B 85, 186 (2012).
[11] W. S. Yun, S. Han, S. C. Hong, J. G. Kim, and J. Lee, Physical Review B 85, 033305 (2012).
[12] M. Drüppel, T. Deilmann, J. Noky, P. Marauhn, P. Krüger, and M. Rohling, Physical Review B 98, 155433 (2018).
[13] T. Deilmann and K. S. Thygesen, 2D Materials 6, 035003 (2019).
[14] H. Yu, M. Laurien, Z. Hu, and O. Rubel, Physical Review B 100, 125413 (2019).
[15] K. Xie, X. Li, and T. Cao, Advanced Materials , 1904306 (2019).
[16] M. Drüppel, T. Deilmann, P. Krüger, and M. Rohling, Nature Communications 8, 2117 (2017).
[17] T. Deilmann and K. S. Thygesen, Physical Review B 96, 201113 (2017).
[18] M. Florian, M. Hartmann, A. Steinhoff, J. Klein, A. W. Holleitner, J. J. Finley, T. O. Wehling, M. Kaniber, and C. Gies, Nano Letters 18, 2725 (2018).
[19] R. Tempelaar and T. C. Berkelbach, Nature Communications 10, 1 (2019).
[20] A. Arora, T. Deilmann, T. Reichenauer, J. Kern, S. M. de Vasconcellos, M. Rohling, and R. Bratschitsch, Physical Review Letters 123, 167401 (2019).
[21] A. Arora, N. K. Wessling, T. Deilmann, T. Reichenauer,
Figure 9. Tilted magnetic-field-dependent differential transmission. Same as in Fig. 6 but for negative tilted magnetic fields $B_z$. 

P. Steeger, P. Kossacki, M. Potemski, S. M. de Vasconcellos, M. Rohlfing, and R. Bratschitsch, Physical Review B 101, 241413(R) (2020).

[22] A. Steinhoff, M. Florian, A. Singh, K. Tran, M. Kolarczik, S. Helmrich, A. W. Achtstein, U. Woggon, N. Owschimikow, F. Jahnke, and X. Li, Nature Physics 14, 1199 (2018).

[23] S. C. Kuhn and M. Richter, Physical Review B 99, 241301(R) (2019).

[24] F. Katsch, M. Selig, and A. Knorr, 2D Materials 7, 015021 (2020).

[25] C. Zhu, K. Zhang, M. Glazov, B. Urbaszek, T. Amand, Z. Ji, B. Liu, and X. Marie, Physical Review B 90, 161302 (2014).

[26] N. Kumar, J. He, D. He, Y. Wang, and H. Zhao, Nanoscale 6, 12690 (2014).

[27] C. Mai, Y. G. Semenov, A. Barrette, Y. Yu, Z. Jin, L. Cao, K. W. Kim, and K. Gundogdu, Physical Review B 90, 041414(R) (2014).

[28] T. Yan, X. Qiao, P. Tan, and X. Zhang, Scientific reports 5, 15625 (2015).

[29] G. Wang, E. Palleau, T. Amand, S. Tongay, X. Marie, and B. Urbaszek, Applied Physics Letters 106, 112101 (2015).

[30] S. Dal Conte, F. Bottegoni, E. Pogna, D. De Fazio, S. Ambrogio, I. Bargigia, C. D’Andrea, A. Lombardo, M. Bruna, F. Ciccacci, A. C. Ferrari, G. Cerullo, and M. Finazzi, Physical Review B 92, 235425 (2015).

[31] A. Singh, G. Moody, K. Tran, M. E. Scott, V. Overbeck, G. Berghäuser, J. Schaibley, E. J. Seifert, D. Pleskot, N. M. Gabor, J. Yan, D. G. Mandrus, M. Richter, E. Malić, X. Xu, and X. Li, Physical Review B 93, 041401 (2016).

[32] G. Plechinger, P. Nagler, A. Arora, R. Schmidt, A. Chernikov, A. G. Del Águila, P. C. Christianen, R. Bratschitsch, C. Schüller, and T. Korn, Nature Communications 7, 12715 (2016).

[33] R. Schmidt, G. Berghäuser, R. Schneider, M. Selig, P. Tonndorf, E. Malić, A. Knorr, S. Michaelis de Vasconcellos, and R. Bratschitsch, Nano Letters 16, 2945 (2016).

[34] T. Smołeński, M. Goryca, M. Koperski, C. Faugeras, T. Kazimierczuk, A. Bogucki, K. Nogajewski, P. Kosacki, and M. Potemski, Physical Review B 93, 12715 (2016).

[35] G. Plechinger, P. Nagler, A. Arora, R. Schmidt, A. Chernikov, J. Lupton, R. Bratschitsch, C. Schüller, and T. Korn, Nature Communications 7, 2945 (2016).

[36] R. Bratschitsch, C. Schüller, and T. Korn, Nature Communications 7, 2945 (2016).

[37] Y. Tang, K. F. Mak, and J. Shan, Nature Communications 7, 2945 (2016).
K. Hao, J. F. Specht, P. Nagler, L. Xu, K. Tran, A. Singh, C. K. Dass, C. Schüller, T. Korn, M. Richter, A. Knorr, X. Li, and G. Moody, Nature Communications 8 (2017).

D. K. Zhang, D. W. Kidd, and K. Varga, Nano Letters 15, 7002 (2015).

M. Z. Mellers, T. C. Berkelbach, M. S. Hybertsen, and D. R. Reichman, Physical Review B 92, 161404(R) (2015).

I. Kylänpää and H.-P. Komsa, Physical Review B 92, 205418 (2015).

E. Mostaani, M. Szyniszewski, C. H. Price, R. Maezono, D. K. Zhang, D. W. Kidd, and K. Varga, Physical Review B 93, 125423 (2016).

E. Mostaani, M. Szyniszewski, C. H. Price, R. Maezono, M. Danovich, N. D. Drummond, and V. I. Fal’ko, Physical Review B 96, 075431 (2017).

R. Y. Kezherashvili and S. M. Tsiklauri, Few-Body Systems 58, 18 (2017).

M. Szyniszewski, E. Mostaani, N. D. Drummond, and V. I. Fal’ko, Physical Review B 95, 081301(R) (2017).

M. Van der Donck, M. Zarenia, and F. M. Peeters, Physical Review B 97, 195408 (2018).

S. C. Kuhn and M. Richter, Physical Review B 101, 075302 (2020).

G. Moody, J. Schaibley, and X. Xu, Journal of the Optical Society of America B 33, C30 (2016).

M. Selig, G. Berghäuser, A. Raja, P. Nagler, C. Schüller, T. F. Heinz, T. Korn, A. Chernikov, E. Malić, and A. Knorr, Nature Communications 7, 13279 (2016).

D. Christiansen, M. Selig, G. Berghäuser, R. Schmidt, I. Niehues, R. Schneider, A. Arora, S. M. de Vasconcellos, R. Bratschitsch, E. Malić, and A. Knorr, Physical Review Letters 119, 187402 (2017).

F. Lengers, T. Kuhn, and D. E. Reiter, Physical Review B 101, 155304 (2020).

F. Cadiz, E. Courtade, C. Robert, G. Wang, Y. Shen, H. Cai, T. Taniguchi, K. Watanabe, H. Carrere, D. Lagarde, M. Manca, T. Amand, P. Renucci, S. Tongay, X. Marie, and B. Urbaszek, Physical Review X 7, 021026 (2017).

O. A. Ajayi, J. V. Ardelean, G. D. Shepard, J. Wang, A. Antony, T. Taniguchi, K. Watanabe, T. F. Heinz, S. Strauf, X. Zhu, and J. C. Hone, 2D Materials 4, 031011 (2017).

J. Wierzbowski, J. Klein, F. Sigger, C. Straubinger, M. Kremser, T. Taniguchi, K. Watanabe, U. Wurstbauer, A. W. Holleitner, M. Kaniber, K. M. "uller, and J. J. Finley, Scientific Reports 7, 1 (2017).

C. Robert, M. A. Semina, F. Cadiz, M. Manca, E. Courtade, T. Taniguchi, K. Watanabe, H. Cai, S. Tongay, B. Lassagne, P. Renucci, T. Amand, X. Marie, M. M. Glazov, and B. Urbaszek, Physical Review Materials 2, 011001 (2018).

E. W. Martin, J. Horng, H. G. Ruth, E. Paik, M.-H. Wentzel, H. Deng, and S. T. Cundiff, Physical Review Applied [to be published] (2020).

H. H. Fang, B. Han, C. Robert, M. A. Semina, D. Lagarde, E. Courtade, T. Taniguchi, K. Watanabe, T. Amand, B. Urbaszek, M. M. Glazov, and X. Marie, Physical Review Letters 123, 067401 (2019).

T. Jakubczyk, G. Naylor, L. Scarpelli, W.-L. Liu, S. Dubey, N. Bendiba, L. Marty, T. Taniguchi, K. Watanabe, F. Masia, G. Nogues, J. Coraux, W. Langbein, J. Renard, V. Bouchiat, and J. Kasprzak, ACS Nano 13, 3500 (2019).

S.-Y. Chen, T. Goldstein, T. Taniguchi, K. Watanabe, and J. Yan, Nature Communications 9, 3717 (2018).

Z. Ye, L. Weldecker, E. Y. Ma, D. Rhodes, A. Antony, B. Kim, X.-X. Zhang, M. Deng, Y. Jiang, Z. Lu, D. Smirnov, K. Watanabe, T. Taniguchi, J. Hone, and T. F. Heinz, Nature Communications 9, 3718 (2018).

M. Barbone, A. R.-P. Montblanch, D. M. Kara, C. Palacios-Berraquero, A. R. Cadore, D. De Fazio, B. Pingault, E. Mostaani, H. Li, B. Chen, K. Watanabe, T. Taniguchi, S. Tongay, G. Wang, A. C. Ferrari, and M. Atatüre, Nature Communications 9, 3721 (2018).

Z. Li, T. Wang, Z. Lu, C. Jin, Y. Chen, Y. Meng, Z. Lian, T. Taniguchi, K. Watanabe, S. Zhang, D. Smirnov, and S.-F. Shi, Nature Communications 9, 3719 (2018).

Z. Li, T. Wang, C. Jin, Z. Lu, Z. Lian, Y. Meng, M. Blei, M. Gao, T. Taniguchi, K. Watanabe, T. Ren, T. Cao, S. Tongay, D. Smirnov, L. Zhang, and S.-F. Shi, ACS Nano 13, 14107 (2019).

M. Paur, A. J. Molina-Mendoza, R. Bratschitsch, K. Watanabe, T. Taniguchi, and T. Mueller, Nature Communications 10, 1709 (2019).

Y. Li, J. Ludwig, T. Low, A. Chernikov, X. Cui, G. Arefe, Y. D. Kim, A. M. van der Zande, A. Rigosi, H. M. Hill, S. H. Kim, J. Hone, Z. Li, D. Smirnov, and T. F. Heinz, Physical Review Letters 113, 266804 (2014).

A. Srivastava, M. Sidler, A. V. Allain, D. S. Lemble, A. Kis, and A. Imamoglu, Nature Physics 11, 141 (2015).

D. MacNeill, C. Heikes, K. F. Mak, Z. Anderson, A. Kornányos, V. Zólomyi, J. Park, and D. C. Ralph, Physical Review Letters 114, 037401 (2015).

G. Wang, L. Bouet, M. M. Glazov, T. Amand, E. L. Ivenchko, E. Palleau, X. Marie, and B. Urbaszek, 2D Materials 2, 034002 (2015).

G. Aivazian, Z. Gong, A. M. Jones, R.-L. Chu, J. Yan, D. G. Mandrus, C. Zhang, D. Cobden, W. Yao, and X. Xu, Nature Physics 11, 148 (2015).

A. V. Stier, K. M. McCreary, B. T. Jonker, J. Kono, and S. A. Crooker, Nature Communications 7, 10643 (2016).

A. V. Stier, N. P. Wilson, G. Clark, X. Xu, and S. A. Crooker, Nano Letters 16, 7054 (2016).

G. Plechinger, P. Nagler, A. Arora, A. Granados del Águila, M. V. Ballottin, T. Frank, P. Steinleitner, M. Gmitra, J. Fabian, P. C. M. Christianen, R. Bratschitsch, C. Schüller, and T. Korn, Nano Letters 16, 7899 (2016).

A. A. Mitioglu, K. Galkowski, A. Surrente, L. Klopotskowa, D. Dumcenco, A. Kis, D. K. Maude, and P. Slochower, Physical Review B 93, 165412 (2016).

A. Arora, R. Schmidt, R. Schneider, M. R. Molas, I. Breslavetz, M. Potemski, and R. Bratschitsch, Nano Letters 16, 3624 (2016).

T. Scrace, Y. Tsai, B. Barman, L. Schweidenback, A. Petrou, G. Kioseoglou, I. Ozfidan, M. Korkusinski, and P. Hawrylak, Nature Nanotechnology 10, 603 (2015).

R. Schmidt, A. Arora, G. Plechinger, P. Nagler, A. G. del Águila, M. V. Ballottin, P. C. Christianen, S. M.
de Vasconcellos, C. Schüller, T. Korn, and R. Bratschitsch, Physical Review Letters 117, 077402 (2016).
[77] G. Wang, X. Marie, B. Liu, T. Amand, C. Robert, F. Cadiz, P. Renucci, and B. Urbaszek, Physical Review Letters 117, 187401 (2016).
[78] P. Nagler, M. V. Ballottin, A. A. Mittioglu, M. V. Durnev, T. Taniguchi, K. Watanabe, A. Chernikov, C. Schüller, M. M. Glazov, P. C. M. Christianen, and T. Korn, Physical Review Letters 121, 057402 (2018).
[79] J. Zipfel, J. Holler, A. A. Mittioglu, M. V. Ballottin, P. Nagler, A. V. Stier, T. Taniguchi, K. Watanabe, S. A. Crooker, P. C. M. Christianen, T. Korn, and A. Chernikov, Physical Review B 98, 075438 (2018).
[80] Z. Wang, K. F. Mak, and J. Shan, Physical Review Letters 120, 066402 (2018).
[81] M. Koperski, M. R. Molas, A. Arora, K. Nogajewski, M. Bartos, J. Wyzula, D. Vachlavkova, P. Kossacki, and M. Potemski, 2D Materials 6, 015001 (2018).
[82] A. Arora, M. Koperski, A. Slobodeniuk, K. Nogajewski, R. Schmidt, R. Schneider, M. R. Molas, S. M. de Vasconcellos, R. Bratschitsch, and M. Potemski, 2D Materials 6, 015010 (2018).
[83] M. Goryca, J. Li, A. V. Stier, T. Taniguchi, K. Watanabe, E. Courtade, S. Shree, C. Robert, B. Urbaszek, X. Marie, et al., Nature Communications 10, 1 (2019).
[84] X.-X. Zhang, Y. Lai, E. Dohner, S. Moon, T. Taniguchi, K. Watanabe, D. Smirnov, and T. F. Heinz, Physical Review Letters 122, 127401 (2019).
[85] Z. Li, T. Wang, C. Jin, Z. Lu, Z. Lian, Y. Meng, M. Blei, S. Gao, T. Taniguchi, K. Watanabe, T. Ren, S. Tongay, L. Yang, D. Smirnov, T. Cao, and S.-F. Shi, Nature Communications 10, 2469 (2019).
[86] T. Delimann, P. Krüger, and M. Rohlfing, Physical Review Letters 124, 226402 (2020).
[87] T. Wozniak, P. E. F. Junior, G. Seifert, A. Chaves, and J. Kunstmann, Physical Review B 101, 235408 (2020).
[88] X.-X. Zhang, T. Cao, Z. Lu, Y.-C. Lin, F. Zhang, Y. Wang, Z. Li, J. C. Hone, J. A. Robinson, D. Smirnov, S. G. Louie, and T. F. Heinz, Nature Nanotechnology 12, 883 (2017).
[89] M. Molas, C. Faugeras, A. Slobodeniuk, K. Nogajewski, M. Bartos, D. Basko, and M. Potemski, 2D Materials 4, 021003 (2017).
[90] M. Van der Donck, M. Zarenia, and F. M. Peeters, Physical Review B 97, 081109 (2018).
[91] Z. Lu, D. Rhodes, Z. Li, D. Van Tuan, Y. Jiang, J. Ludwig, Z. Jiang, Z. Lian, S. Shi, J. C. Hone, H. Dery, and D. Smirnov, 2D Materials 7, 015017 (2020).
[92] C. Robert, B. Han, P. Kapuscinski, A. Delhomme, C. Faugeras, T. Amand, M. R. Molas, M. Bartos, K. Watanabe, T. Taniguchi, B. Urbaszek, M. Potemski, and X. Marie, arXiv preprint arXiv:2002.03877 (2020).
[93] M. Feierabend, S. Brem, A. Ekman, and E. Malič, arXiv preprint arXiv:2005.13873 (2020).
[94] D. Xiao, G.-B. Liu, W. Feng, X. Xu, and W. Yao, Physical Review Letters 108, 196802 (2012).
[95] T. Cao, G. Wang, W. Han, H. Ye, C. Zhu, J. Shi, Q. Niu, P. Tan, E. Wang, B. Liu, and J. Feng, Nature Communications 3, 887 (2012).
[96] M. Kira and S. W. Koch, Progress in quantum electronics 30, 155 (2006).
[97] G. Wang, C. Robert, M. M. Glazov, F. Cadiz, E. Courtade, T. Amand, D. Lagarde, T. Taniguchi, K. Watanabe, B. Urbaszek, and X. Marie, Physical Review Letters 119, 047401 (2017).
[98] Y. Zhou, G. Scuiri, D. S. Wild, A. A. High, A. Dibos, L. A. Jauregui, C. Shu, K. De Greve, K. Pistunova, A. Y. Joe, T. Taniguchi, K. Watanabe, P. Kim, M. D. Lukin, and H. Park, Nature Nanotechnology 12, 856 (2017).
[99] S. Shree, I. Paradisanos, X. Marie, C. Robert, and B. Urbaszek, arXiv preprint arXiv:2006.16872 (2020).
[100] V. Axt and A. Stahl, Zeitschrift für Physik B Condensed Matter 93, 195 (1994).
[101] V. Axt and A. Stahl, Zeitschrift für Physik B Condensed Matter 93, 205 (1994).
[102] M. Lindberg, Y. Z. Hu, R. Binder, and S. W. Koch, Physical Review B 50, 18060 (1994).
[103] G. Bartels, G. Cho, T. Dekorsy, H. Kurz, A. Stahl, and K. Köhler, Physical Review B 55, 16404 (1997).
[104] S. W. Koch, M. Kira, and T. Meier, Journal of Optics B: Quantum and Semiclassical Optics 3, R29 (2001).
[105] M. Selig, G. Berghäuser, M. Richter, R. Bratschitsch, A. Knorr, and E. Malič, 2D Materials 5, 035017 (2018).
[106] W. Schäfer and M. Wegener, Semiconductor optics and transport phenomena (Springer Science & Business Media, 2013).
[107] R. Takayama, N. Kwong, I. Rumyantsev, M. Kuwatgonokami, and R. Binder, The European Physical Journal B-Condensed Matter and Complex Systems 25, 445 (2002).
[108] V. M. Axt, K. Victor, and T. Kuhn, physica status solidi (b) 206, 189 (1998).
[109] S. Schumacher, G. Czycholl, F. Jahnke, I. Kudyk, L. Wischmeier, I. Rückemann, T. Voss, J. Gutowski, A. Gust, and D. Hommel, Physical Review B 72, 081308(R) (2005).
[109] S. Schumacher, G. Czycholl, and F. Jahnke, Physical Review B 73, 035318 (2006).
[110] W. Yao, D. Xiao, and Q. Niu, Physical Review B 77, 235406 (2008).
[111] X. Xu, W. Yao, D. Xiao, and T. F. Heinz, Nature Physics 10, 343 (2014).
[112] Z. Khatibi, M. Feierabend, M. Selig, S. Brem, C. Linderälv, P. Erhart, and E. Malič, 2D Materials 6, 015015 (2019).
[113] A. Knorr, S. Hughes, T. Stroucken, and S. W. Koch, Chemical physics 210, 27 (1996).
[114] T. Stroucken, A. Knorr, P. Thomas, and S. W. Koch, Physical Review B 53, 2026 (1996).
[115] A. Kormányos, G. Burkard, M. Gmitra, J. Fabian, V. Zölőmy, N. D. Drummond, and V. Fal’ko, 2D Materials 2, 022001 (2015).
[116] D. Y. Qi, T. Cao, and S. G. Louie, Physical Review Letters 115, 176801 (2015).
[117] L. Guo, M. Wu, T. Cao, D. M. Monahan, Y.-H. Lee, S. G. Louie, and G. R. Fleming, Nature Physics 15, 228 (2019).
[118] H. Haug and S. W. Koch, Quantum Theory of the Optical and Electronic Properties of Semiconductors (World Scientific, 2009).
[119] T. Yu and M. Wu, Physical Review B 89, 205303 (2014).
[120] F. Wu, F. Qu, and A. H. MacDonald, Physical Review B 91, 075310 (2015).
[121] M. Selig, E. Malič, K. J. Ahn, N. Koch, and A. Knorr, Physical Review B 99, 035420 (2019).
[122] M. Selig, F. Katsch, R. Schmidt, S. M. de Vasconcellos, R. Bratschitsch, E. Malič, and A. Knorr, Physical
Review Research 1, 022007(R) (2019).

[124] M. Selig, F. Katsch, S. Brem, G. F. Mkrtchian, E. Malić, and A. Knorr, Physical Review Research 2, 023322 (2020).

[125] D. Christiansen, M. Selig, E. Malić, R. Ernstorfer, and A. Knorr, Physical Review B 100, 205401 (2019).

[126] S. Brem, J. Zipfel, M. Selig, A. Raja, L. Waldecker, J. Ziegler, T. Taniguchi, K. Watanabe, A. Chernikov, and E. Malić, Nanoscale 11, 12381 (2019).

[127] C. Boule, D. Vaclavkova, M. Bartos, K. Nogajewski, L. Zdražil, T. Taniguchi, K. Watanabe, M. Potemski, and J. Kasprzak, Physical Review Materials 4, 034001 (2020).

[128] F. Katsch, M. Selig, and A. Knorr, Physical Review Letters 124, 257402 (2020).

[129] C. Robert, T. Amand, F. Cadiz, D. Lagarde, E. Courtade, M. Manca, T. Taniguchi, K. Watanabe, B. Urbaszek, and X. Marie, Physical Review B 96, 155423 (2017).

[130] The phonon-mediated dephasing $\gamma_{\xi,s}$ is calculated according to the methods given in Ref. [49].

[131] A. Kuc and T. Heine, Chemical Society Reviews 44, 2603 (2015).

[132] K. Kośmider, J. W. González, and J. Fernández-Rossier, Physical Review B 88, 245436 (2013).

[133] Z. Gong, G.-B. Liu, H. Yu, D. Xiao, X. Cui, X. Xu, and W. Yao, Nature Communications 4, 2053 (2013).

[134] A. Kormányos, V. Zólyomi, N. D. Drummond, and G. Burkard, Physical Review X 4, 011034 (2014).

[135] M. L. Trolle, T. G. Pedersen, and V. Véniard, Scientific Reports 7, 39844 (2017).

[136] S. Latini, T. Olsen, and K. S. Thygesen, Physical Review B 92, 245123 (2015).

[137] K. Andersen, S. Latini, and K. S. Thygesen, Nano Letters 15, 4616 (2015).

[138] D. Y. Qiu, F. H. da Jornada, and S. G. Louie, Physical Review B 93, 235435 (2016).

[139] A. Steinhoff, M. Florian, M. Rösner, G. Schönhoff, T. O. Wehling, and F. Jahnke, Nature Communications 8, 1166 (2017).