SIGN CHANGING SOLUTIONS OF LANE EMDEN PROBLEMS WITH INTERIOR NODAL LINE AND SEMILINEAR HEAT EQUATIONS
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Abstract. We consider the semilinear Lane Emden problem
\[
\begin{cases}
-\Delta u = |u|^{p-1}u & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega
\end{cases}
\]
where \(\Omega\) is a smooth bounded simply connected domain in \(\mathbb{R}^2\), invariant by the action of a finite symmetry group \(G\).
We show that if the orbit of each point in \(\Omega\), under the action of the group \(G\), has cardinality greater than or equal to 4 then, for \(p\) sufficiently large, there exists a sign changing solution of \((E_p)\) with two nodal regions whose nodal line does not touch \(\partial \Omega\).
This result is proved as a consequence of an analogous result for the associated parabolic problem.

1. Introduction

We consider the semilinear elliptic problem
\[
\begin{cases}
-\Delta u = |u|^{p-1}u & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega
\end{cases}
\]
where \(\Omega \subseteq \mathbb{R}^2\) is a smooth bounded domain and \(p > 1\).

In this paper we address the question of the existence of sign changing solutions of \((E_p)\) with two nodal domains and whose nodal line does not touch \(\partial \Omega\). By this we mean that, denoting by
\[
Z_p = \{ x \in \Omega, \ u_p(x) = 0 \}
\]
the nodal set of \(u_p\), then
\[
Z_p \cap \partial \Omega = \emptyset.
\]

Obviously if \(\Omega\) is a ball such a solution exists for any \(p > 1\), just considering the least energy nodal radial solution of \((E_p)\). Moreover, by symmetry considerations, it has been proved in \([3]\) that the radial one is not the least energy nodal solution in the whole space \(H^1_0(\Omega)\) and that it has Morse index at least three (actually at least four).
Thus it is natural to ask whether a sign changing solution with an interior nodal line exists for other domains.
Note that nodal solutions of \((E_p)\), \(p\) large, of different type, in particular with the nodal line intersecting the boundary have been found in \([5]\).
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By imposing some symmetry on \( \Omega \) we are able to prove the following theorem, assuming, without loss of generality, that the origin \( O \in \Omega \).

**Theorem 1.1.** Assume that \( \Omega \) is simply connected and invariant under the action of a finite group \( G \) of orthogonal transformations of \( \mathbb{R}^2 \). If \( |Gx| \geq 4 \) for any \( x \in \Omega \setminus \{O\} \), then, for \( p \) sufficiently large \( (E_p) \) admits a sign changing \( G \)-symmetric solution \( u_p \), with two nodal domains, whose nodal line neither touches \( \partial \Omega \), nor passes through the origin.

In the above statement by \( |Gx| \) we mean the cardinality of the orbit of the point \( x \) under the action of the group \( G \).

**Remark 1.2.** Note that by Theorem 3.4 of [2] the above hypothesis on the group is equivalent to ask that \( G = C_h \) or \( G = D_h \) for some \( h \geq 4 \), where \( C_h \) is the cyclic group of order \( h \) generated by a rotation of \( \frac{2\pi}{h} \) and \( D_h \) is the dihedral group of order \( 2h \), generated by a rotation of \( \frac{2\pi}{h} \) and a reflection about a line through the origin.

The point of view taken in this article to prove Theorem 1.1 is to study an initial value problem for the associated semilinear heat equation and prove that, for \( p \) large, it is possible to construct an initial datum for which the solution is global (in time), changes sign (at every time) and the corresponding \( \omega \)-limit set is nonempty and consists of solutions of \( (E_p) \) having the desired properties.

More precisely we consider the semilinear parabolic problem

\[
\begin{cases}
  v_t - \Delta v = |v|^{p-1}v & \text{in } \Omega \times (0, +\infty) \\
  v = 0 & \text{on } \partial \Omega \times [0, +\infty) \\
  v(\cdot, 0) = v_0 & \text{in } \Omega
\end{cases}
\]

and prove the following result.

**Theorem 1.3.** Let the domain \( \Omega \) and the group \( G \) be as in Theorem 1.1. Then there exists \( p_0 > 1 \) such that for any \( p \geq p_0 \) there exists a \( G \)-symmetric function \( v_0 = v_{p,0} \in H^1_0(\Omega) \) having two nodal domains such that the corresponding solution \( v_p(x,t) \) of \( (P_p) \) is global, sign changing for every fixed \( t \), the \( \omega \)-limit set \( \omega(v_0) \) is nonempty and any function \( u_p \in \omega(v_0) \) is a \( G \)-symmetric nodal solution of \( (E_p) \) with two nodal domains and whose nodal line neither touches \( \partial \Omega \), nor passes through the origin.

Obviously the result of Theorem 1.1 follows from Theorem 1.3.

The are several motivations to choose the parabolic approach. A first one is that, the study of \( (P_p) \) and, in particular, the analysis of qualitative properties of the solutions of \( (P_p) \) is interesting in itself. Another one is to show that the sign changing solution of \( (E_p) \) that we get in Theorem 1.1 arises as a natural evolution, by the heat flow, of a suitable “initial” function that we construct.

Moreover we believe that the two problems \( (E_p) \) and \( (P_p) \), which most of the time are analyzed in independent ways, have several common features.

One of the important steps in proving Theorem 1.3 is the choice of the initial datum \( v_{p,0} \). To do this we select a proper linear combination of the positive radial solution of \( (E_p) \) in
the annulus
\[ \mathbb{A}_{p,\alpha} := \{ x \in \mathbb{R}^2 : e^{-\alpha p} < |x| < b \} \subset \Omega \] (1.2)
and the negative radial solution of \((E_p)\) in the ball
\[ \mathbb{B}_{p,\alpha} := \{ x \in \mathbb{R}^2 : |x| < e^{-\alpha p} \} \subset \Omega \] (1.3)
for \( \alpha > 0 \) and \( b > 0 \) suitable chosen. We obtain in this way a function \( \nu_{p,0} \) which is \( G \)-invariant, has two nodal regions and the nodal line does not intersect \( \partial \Omega \).

Then to prove that the trajectory starting from \( \nu_{p,0} \) ends up with a solution of \((E_p)\) having the same properties a good estimate from above of the energy of \( \nu_{p,0} \), for \( p \) large, is crucial. We obtain in this way a function \( \nu_{p,0} \) which is \( G \)-invariant, has two nodal regions and the nodal line does not intersect \( \partial \Omega \).

Then to prove that the trajectory starting from \( \nu_{p,0} \) ends up with a solution of \((E_p)\) having the same properties a good estimate from above of the energy of \( \nu_{p,0} \), for \( p \) large, is crucial. This is a delicate and nontrivial point of the proof (see Proposition 2.2). It allows to prove, together with an estimate from below of the energy in each nodal region, and with the assumption on the symmetry group, namely \( |Gx| \geq 4, \forall x \in \Omega \setminus \{O\} \), that if the nodal line of the solution \( u_p \) in \( \omega(\nu_{p,0}) \) touched the boundary or passed through the origin then too many nodal regions would be created and so the energy of \( u_p \) would exceed that of \( \nu_{p,0} \) which is not possible.

For this last step as well as to show that the solution \( v_p(x,t) \) of \((P)\) does change sign, \( \forall t > 0 \), some topological argument is needed.

We point out that a stronger result would be to show that along the trajectory, i.e. \( \forall t \in (0, +\infty) \) the solution \( v_p(x,t) \) has always two nodal regions and its nodal line does not touch the boundary or passes through the origin. We believe that this should be true (for energy reasons!) but we are not able to prove it at this stage.

We also remark that the same energy estimates for \( \nu_{p,0} \) that we obtain here show that, under the same assumption as in Theorem 1.1 the least energy nodal solution in the subspace \( H^G \) of \( H^1_0(\Omega) \) of \( G \)-invariant functions has two nodal regions and the nodal line neither touches the boundary nor passes through the origin, if \( p \) is sufficiently large. We observe that for this minimality property some assumption on the action of the symmetry group \( G \) is needed. Indeed in 2-dimension the least energy nodal solution of \((E_p)\) in the ball has a symmetry hyperplane (see [4, 13]) but the nodal line touches the boundary (3).

Another important issue is to have information about the Morse index \( m(u_p) \) of the solution constructed in Theorem 1.1. As mentioned before for least energy nodal radial solution in the ball the Morse index is at least three (3). By using the same ideas as in [3], under an additional hypothesis on the symmetry group we also get that \( m(u_p) \geq 3 \).

**Theorem 1.4.** Under the same assumptions of Theorem 1.1, if \( G \) contains a reflection with respect to a line \( T \) through the origin (namely \( G = D_h \), for some \( h \geq 4 \)) and \( \Omega \) is convex in the direction orthogonal to \( T \), then \( m(w_p) \geq 3 \), where \( w_p \) is any \( G \)-symmetric solution of \((E_p)\) whose nodal line does not touch the boundary of \( \Omega \).

Finally it would be interesting to study the asymptotic behavior as \( p \to \infty \) of the solutions \( u_p \) constructed in Theorem 1.1. In view of the geometric properties of our solutions we
believe that the behavior should be similar to that of the radial solutions in the ball studied in [8]. We plan to analyze this question in a future paper.

Further comments will be delayed to the specific sections. The outline of the paper is as follows. In Section 2, we define the functions used to construct the initial datum and prove the crucial energy estimates. In Section 3, we recall some known properties of the semilinear heat flow and prove a preliminary result about sign changing solutions of \((P_p)\). Finally in Section 4, we prove Theorem 1.3 and Theorem 1.4.

2. Energy estimates

Let us consider in the Sobolev space \(H^1_0(\Omega)\) the Nehari manifold

\[ N_p := \{ u \in H^1_0(\Omega) \setminus \{O\} : \|\nabla u\|^2_2 = \|u\|^{p+1}_{p+1} \} \]

and the energy functional

\[ E_p(u) := \frac{1}{2}\|\nabla u\|^2_2 - \frac{1}{p+1}\|u\|^{p+1}_{p+1} \]

associated to problem \((E_p)\), for \(p > 1\).

We start with a simple lemma.

**Lemma 2.1.** Let \(u_1, u_2 \in N_p\), supp \(u_1 \cap\) supp \(u_2 = \emptyset\). Then

\[ E_p(t_1u_1 + t_2u_2) \leq E_p(u_1) + E_p(u_2) \quad \text{for all } t_1, t_2 \in \mathbb{R}. \]

**Proof.**

\[
E_p(t_1u_1 + t_2u_2) = E_p(t_1u_1) + E_p(t_2u_2) = \sum_{i=1}^2 \left( \frac{t_i^2}{2} \|\nabla u_i\|^2_2 - \frac{|t_i|^{p+1}}{p+1} \|u_i\|^{p+1}_{p+1} \right)
\]

\[
= \sum_{i=1}^2 \left( \frac{t_i^2}{2} - \frac{|t_i|^{p+1}}{p+1} \right) \|\nabla u_i\|^2_2 \leq \sum_{i=1}^2 \left( \frac{1}{2} - \frac{1}{p+1} \right) \|\nabla u_i\|^2_2 = E_p(u_1) + E_p(u_2).
\]

\[ \square \]

Now let us denote by \(B_b\) a ball centered at the origin with radius \(b > 0\) such that \(B_b \subset \Omega\) and consider the annulus \(A_{p,\alpha}\) and the ball \(B_{p,\alpha}\) defined in (1.2) and (1.3). The following proposition plays a crucial role in proving our results.

**Proposition 2.2.** For \(\alpha > 0\) let \(u_{p,1,\alpha}\) be the unique positive radial solution to \((E_p)\) in \(A_{p,\alpha}\) and \(u_{p,2,\alpha}\) be the unique positive radial solution to \((E_p)\) in \(B_{p,\alpha}\). Then \(u_{p,1,\alpha}, u_{p,2,\alpha} \in N_p\) and for any \(\epsilon > 0\) there exists \(p_\epsilon\) such that for \(p \geq p_\epsilon\)

\[ pE_p(u_{p,1,\alpha}) \leq 4\pi e^{\epsilon^{2\alpha-1}} + \epsilon, \]

\[ pE_p(u_{p,2,\alpha}) \leq 4\pi e^{4\alpha+1} + \epsilon. \]
**Remark 2.3.** The estimates given in Proposition 2.2 are accurate and give a sharp upper bound on the minimal energy of $G$-invariant sign-changing functions in $\mathcal{N}_p$, as needed to prove our results. Their proof is long and technically complicated and therefore we postpone it to the end of the section. However even a rough estimate of the minimal energy seems not easy to get.

**Corollary 2.4 (Energy upper bound).**
There exists $\bar{\alpha} > 0$ such that for any $\epsilon > 0$ there exists $p_\epsilon$ such that

$$p E_p(t_1 u_{p,1,\alpha} + t_2 u_{p,2,\alpha}) \leq 4.97 \cdot 4\pi e + \epsilon$$

for all $t_1, t_2 \in \mathbb{R}$, for $p \geq p_\epsilon$.

**Proof.** Let $\alpha > 0$, since $u_{p,i,\alpha} \in \mathcal{N}_p$, $i = 1, 2$ and $\text{supp} \, u_{p,1,\alpha} \cap \text{supp} \, u_{p,2,\alpha} = \emptyset$, by Lemma 2.1

$$p E_p(t_1 u_{p,1,\alpha} + t_2 u_{p,2,\alpha}) \leq p E_p(u_{p,1,\alpha}) + p E_p(u_{p,2,\alpha})$$

for all $t_1, t_2 \in \mathbb{R}$.

We denote by $\bar{\alpha}$ the point of minimum in $(0, +\infty)$ of the scalar function $f(\alpha) := \frac{e^{2\alpha - 1}}{\alpha} + e^{4\alpha}$.

Let $\epsilon > 0$, using Proposition 2.2 one has for $p \geq p_\epsilon$

$$p E_p(u_{p,1,\bar{\alpha}}) + p E_p(u_{p,2,\bar{\alpha}}) = 4\pi e \min_{\alpha > 0} f(\alpha) + \epsilon \leq 4\pi e f\left(\frac{1}{8}\right) + \epsilon \leq 4.97 \cdot 4\pi e + \epsilon.$$

□

**Proposition 2.5 (Energy lower bound).** Let $(u_p)_p$ be a family of nodal solutions of problem $(\mathcal{E}_p)$. Then for any $\epsilon > 0$ there exists $p_\epsilon$ such that for $p \geq p_\epsilon$,

$$p E_p(u_p \chi_{D_p}) \geq 4\pi e - \epsilon$$

where $D_p \subset \Omega$ is any nodal domain of $u_p$ and $\chi_{D_p}$ is the characteristic function of $D_p$. In particular if $u_p$ has $k$ nodal domains then for any $\epsilon > 0$

$$p E_p(u_p) \geq k 4\pi e - \epsilon,$$

for $p$ sufficiently large.

**Proof.** Since $u_p \chi_{D_p} \in \mathcal{N}_p$ one has that

$$p E_p(u_p \chi_{D_p}) \geq \inf_{\mathcal{N}_p} (p E_p).$$

The conclusion follows passing to the limit and observing that

$$\lim_{p \to \infty} \left( \inf_{\mathcal{N}_p} p E_p \right) = 4\pi e$$

(see [1] Lemma 2.1] and also [15]). □

**Proof of Proposition 2.2.** It is enough to prove that

$$p \int_{\mathcal{N}_p} \left| \nabla u_{p,1,\alpha} \right|^2 \, dx \leq \frac{8\pi e^{2\alpha}}{\alpha} + o_p(1), \quad \text{as } p \to +\infty,$$

(2.2)
\[ p \int_{\mathbb{E}_{p,\alpha}} |\nabla u_{p,2,\alpha}|^2 \, dx = 8\pi e \cdot e^{4\alpha} + o_p(1), \quad \text{as } p \to +\infty. \quad (2.3) \]

Indeed, since \( u_{p,i,\alpha} \in \mathcal{N}_p, i = 1, 2 \), one has that
\[ pE_p(u_{p,i,\alpha}) = p \left( \frac{1}{2} - \frac{1}{p+1} \right) \|\nabla u_{p,i,\alpha}\|_2^2 \leq \frac{1}{2} p \|\nabla u_{p,i,\alpha}\|_2^2, \quad \text{for any } p > 1. \]

**STEP 1:** we prove (2.2).

It is easy to see that \( u_{p,1,\alpha} = \alpha_p^{\frac{1}{p-1}} z_p \), where \( z_p \) is a minimizer for
\[ I_p := \inf_{u \in H^1_{0,r}(\mathcal{A}_{p,\alpha}) \setminus \{0\}} \frac{\int_{\mathcal{A}_{p,\alpha}} |\nabla u|^2}{\left( \int_{\mathcal{A}_{p,\alpha}} u^{p+1} \right)^{\frac{2}{p+1}}} \]
and \( \alpha_p = \int_{\mathcal{A}_{p,\alpha}} |\nabla z_p|^2 / \int_{\mathcal{A}_{p,\alpha}} z_p^{p+1} \). Hence one has
\[
p \int_{\mathcal{A}_{p,\alpha}} |\nabla u_{p,1,\alpha}|^2 \, dx = p \alpha_p^{\frac{2}{p-1}} \int_{\mathcal{A}_{p,\alpha}} |\nabla z_p|^2 \, dx = p \left[ \frac{\int_{\mathcal{A}_{p,\alpha}} |\nabla z_p|^2}{\left( \int_{\mathcal{A}_{p,\alpha}} z_p^{p+1} \right)^{\frac{2}{p+1}}} \right]^{\frac{p+1}{p-1}} \leq p \left[ \frac{\int_{\mathcal{A}_{p,\alpha}} |\nabla \omega_p|^2}{\left( \int_{\mathcal{A}_{p,\alpha}} \omega_p^{p+1} \right)^{\frac{2}{p+1}}} \right]^{\frac{p+1}{p-1}},
\]
where \( \omega_p \), introduced in [7], is defined as follows:
\[
\omega_p(x) = \omega_p(|x|) = \frac{2}{\alpha p + \log b} \begin{cases} \alpha p + \log |x| & e^{-\alpha p} \leq |x| \leq b \frac{\alpha}{e} e^{-\frac{1}{2} \alpha p} \\ \log \frac{b}{|x|} & b \frac{\alpha}{e} e^{-\frac{1}{2} \alpha p} \leq |x| \leq b \end{cases}
\]

Since
\[
\int_{\mathcal{A}_{p,\alpha}} |\nabla \omega_p|^2 \, dx = \frac{8\pi}{(\alpha p + \log b)^2} \int_{e^{-\alpha p}}^{b} \frac{1}{r} \, dr = \frac{8\pi}{\alpha p + \log b},
\]
we get
\[
p \int_{\mathcal{A}_{p,\alpha}} |\nabla u_{p,1,\alpha}|^2 \, dx \leq p \left( \frac{8\pi)^{\frac{p+1}{p-1}}}{(\alpha p + \log b)^{\frac{p+1}{p-1}}} \right) \frac{1}{\left( \int_{\mathcal{A}_{p,\alpha}} \omega_p^{p+1} \right)^{\frac{2}{p-1}}}.
\quad (2.4)
To estimate $\int_{\Omega} |\nabla u_{p,1,\alpha}|^2 \, dx$ one needs to control

$$\int_{\Omega} \omega_p^{p+1} = \frac{2^{p+2} \pi}{(\alpha + \log b)^{p+1}} \left[ \int_{e^{-\frac{1}{2}\alpha p}}^{b^{\frac{1}{2}} e^{-\frac{1}{2}\alpha p}} (\alpha p + \log r)^{p+1} r \, dr + \int_{b^{\frac{1}{2}} e^{-\frac{1}{2}\alpha p}}^{b} \log^{p+1}(\frac{b}{r}) r \, dr \right]$$

$$\geq \frac{2^{p+2} \pi}{(\alpha + \log b)^{p+1}} \int_{e^{-\frac{1}{2}\alpha p}}^{b^{\frac{1}{2}} e^{-\frac{1}{2}\alpha p}} (\alpha p + \log r)^{p+1} r \, dr$$

$$\int_{s=\epsilon^{\frac{1}{2}} \alpha p r}^{b^{\frac{1}{2}}} e^{-\alpha p} (\alpha p + \log b)^{p+1} \int_{e^{-\frac{1}{2}\alpha p}}^{b^{\frac{1}{2}} e^{-\frac{1}{2}\alpha p}} (\alpha p + \log s)^{p+1} s \, ds$$

$$= \frac{2^{p+2} \pi}{(\alpha + \log b)^{p+1}} \left( \frac{\alpha p}{2} \right)^{p+1} \int_{e^{-\frac{1}{2}\alpha p}}^{b^{\frac{1}{2}}} \left( 1 + \frac{2 \log s}{p} \right)^{p+1} s \, ds$$

(2.5)

$$= \frac{2 \pi e^{-\alpha p} (\alpha p)^{p+1}}{(\alpha + \log b)^{p+1}} \int_{0}^{b^{\frac{1}{2}}} s^{\frac{p}{2}+1} ds + o_p(1) \quad \text{as } p \to +\infty.$$  

Thus setting $c_{a,b} = \left( \int_{0}^{b^{\frac{1}{2}}} s^{\frac{p}{2}+1} ds \right)$ and substituting (2.5) into (2.4) one obtains the desired estimate

$$p \int_{\Omega} |\nabla u_{p,1,\alpha}|^2 \, dx \leq \frac{p}{(\alpha + \log b)^{p+1}} \frac{(\alpha p + \log b)^{p+1}}{(2\pi e^{-\alpha p}(\alpha p)^{p+1} c_{a,b})^{\frac{p}{p+1}}}$$

$$= \frac{8\pi e^{2\alpha}}{\alpha} + o_p(1), \quad \text{as } p \to +\infty.$$  

**STEP 2:** proof of (2.3).

Since $u_{p,2}$ is radial we define $u_{p,2}(r) := u_{p,2}(|x|)$, and $u_{p,2}(r) = e^{2\alpha p} w_p(re^{\alpha p})$ where $w_p$ is the unique positive solution of $-\Delta u = u^p$ in the unit ball $B_1(0)$.

It is easy to see that $w_p = \alpha_p^{\frac{1}{p+1}} z_p$, where $z_p$ is a minimizer for

$$I_p := \inf_{u \in H^1_0(B_1(0)) \setminus \{0\}} \frac{\int_{B_1(0)} |\nabla u|^2}{\left( \int_{B_1(0)} u^{p+1} \right)^{\frac{p+1}{p}}}$$

and $\alpha_p = \int_{B_1(0)} |\nabla z_p|^2 / \int_{B_1(0)} z_p^{p+1}$. Hence from [1] Lemma 2.1 (see also [15]) it follows that

$$p \int_{B_1(0)} |\nabla w_p|^2 dx = p \alpha_p^{\frac{2}{p+1}} \int_{B_1(0)} |\nabla z_p|^2 dx = p \left[ \frac{\int_{B_1(0)} |\nabla z_p|^2}{\left( \int_{B_1(0)} z_p^{p+1} \right)^{\frac{p+1}{p}}} \right]^{\frac{p+1}{p+1}} = pI_p^{\frac{p+1}{p}} \overset{p \to +\infty}{\to} 8\pi e,$$

namely

$$p \int_{0}^{1} w_p'(r)^2 r dr \overset{p \to +\infty}{\to} 4e.$$
As a consequence
\[ p \int_{\mathbb{S}_{p,a}} |\nabla u_{p,2}|^2 dx = 2\pi p \int_0^{e^{-\alpha}} u_{p,2}'(r)^2 r dr = 2\pi e^{4\alpha} \int_0^1 w_{p}'(r)^2 r dr \xrightarrow{p \to +\infty} 8\pi e^{4\alpha+1}. \]

\[ \square \]

3. A PRELIMINARY RESULT ON THE PARABOLIC PROBLEM

We start by recalling some well known facts about the parabolic problem \((P_p)\). This problem has been extensively studied in the last years by many authors, we refer to the monograph \([14]\) for more results and further references.

Here \(\Omega\) is any smooth bounded domain in \(\mathbb{R}^2\) (but similar results hold also in \(\mathbb{R}^n, n \geq 2\) with obvious changes).

Let \(X := W^{1,q}_0(\Omega)\) with \(q > 2\) and \(Y := \{ u \in C^1(\Omega) : u|_{\partial\Omega} = 0 \}\), then \(Y \hookrightarrow X \hookrightarrow \{ u \in C^0(\Omega) : u|_{\partial\Omega} = 0 \}\) (where the second inclusion is just the Sobolev embedding since \(q > 2\)).

We first consider the local solvability of \((P_p)\) (see \([14, \text{Appendix E}]\)):

**Proposition 3.1.** For every \(v_0 \in X\) the IBVP \((P_p)\) has a unique solution \(v(t) = \varphi(t,v_0) \in \mathcal{C}([0,T),X)\) with maximal existence time \(T := T(v_0) > 0\) which is a classical solution for \(t \in (0,T)\).

The set \(\mathcal{G} := \{ (t,v_0) : t \in [0,T(v_0)), v_0 \in X \}\) is open in \([0,\infty) \times X\), and \(\varphi : \mathcal{G} \to X\) is a semiflow on \(X\).

Moreover the following continuity property with respect to the initial datum in stronger norm holds (see for instance \([14, \text{Appendix E}]\)).

**Proposition 3.2.** For every \(v_0 \in X\) and every \(t \in (0,T(v_0))\) there is a neighborhood \(U \subset X\) of \(v_0\) in \(X\) such that \(T(v) > t\) for \(v \in U\), and \(\varphi(t,\cdot) : (U,\|\cdot\|_X) \to (Y,\|\cdot\|_Y)\) is a continuous map.

In the sequel we will often write \(\varphi'(v)\) instead of \(\varphi(t,v)\).

Observe that the nonlinearity in \((P_p)\) is odd, hence by uniqueness it follows that the map \(X \ni v \mapsto \varphi'(v)\) is odd.

For a classical solution \(v\) of \((P_p)\), it is easy to show that \(\frac{d}{dt}E_p(v) = -\|v_t\|^2_2\), hence \(E_p\) is strictly decreasing along nonconstant trajectories \(t \mapsto \varphi(t,v_0)\) in \(X\), namely the energy is a strict Lyapunov functional.

As a consequence, since 0 is a strict local minimum for \(E_p\), it follows that the constant solution \(v \equiv 0\) is asymptotically stable in \(X\). Let \(\mathcal{A}_p^*\) be its domain of attraction, i.e. :

\[ \mathcal{A}_p^* := \{ v \in X : T(v) = +\infty \text{ and } \varphi(t,v) \to 0 \text{ in } X \text{ as } t \to \infty \}. \]
The asymptotic stability of 0, the semiflow properties of solutions of \((P_p)\) and the continuous dependence of solutions on initial data imply that the set \(A_p^\star\) is an open neighborhood of 0 in \(X\).

Let \(\partial A_p^\star\) denote the boundary of the set \(A_p^\star\) in \(X\) with respect to the \(X\)-topology. Since \(A_p^\star\) is open and 0 is asymptotically stable, the continuous dependence of the semiflow \(\varphi\) on the initial values implies that \(\partial A_p^\star\) is positively invariant under \(\varphi\). Moreover it is invariant with respect to the antipodal symmetry \(x \mapsto -x\) (since \(v \mapsto \varphi^t(v)\) is odd).

We also recall the following global existence result (see [14, Appendix G] for the definition and properties of the \(\omega\)-limit set and also [6] for a similar result)

**Proposition 3.3.** Let \(v_0 \in \partial A_p^\star\). Then

i. \(T(v_0) = \infty\) and for every \(\delta > 0\) the set \(\{\varphi^t(v_0) : t \geq \delta\} \subset \partial A_p^\star\) is relatively compact in \(Y\)

ii. the \(\omega\)-limit set

\[
\omega(v_0) := \bigcap_{t>0} \text{clos}_Y \{\varphi(s,v_0) : s \geq t\} \subset \partial A_p^\star
\]

is a nonempty compact subset of \(Y\) consisting of solutions of \((E_p)\).

Now, using a topological argument based on the Krasnoselskii genus we prove the existence of a nodal solution for the parabolic problem \((P_p)\) (see Theorem 3.11 below). This preliminary result will be used in Section 4 to prove Theorem 1.3. This approach is quite similar to the one first introduced in [16] (for systems of two coupled equations and then used in [11] for a nonlocal scalar equation) and allows to select a special initial value on \(\partial A_p^\star\) for which the corresponding solution has the desired properties. Observe that here, unlike [16, 11] we are not working in a radial setting. In particular we cannot use the "zero number property" (which is satisfied by radial solutions, see [14, Appendix F]) and which is at the core of the Wei-Weth topological approach, but we use only the maximum principle for parabolic equations. For this reason we cannot obtain at this stage any additional information on the number of nodal domains along the flow (unlike [16, 11] where the exact number of nodal domains is established).

Indeed to get the result about the number of nodal regions of the functions in the \(\omega\)-limit set we will use, in the next section, the action of the group \(G\) and the energy estimates of the previous section.

For a closed subset \(B \subset \partial A_p^\star\), invariant with respect to the antipodal symmetry, we denote by \(\gamma(B)\) the usual Krasnoselskii genus and we recall some of the properties we will need:

**Lemma 3.4.** Let \(A, B \subset \partial A_p^\star\) be closed and invariant with respect to the antipodal symmetry.

(i) If \(A \subset B\), then \(\gamma(A) \leq \gamma(B)\).

(ii) If \(h : A \to \partial A_p^\star\) is continuous and odd, then \(\gamma(A) \leq \gamma(h(A))\).
(iii) If $S$ is an invariant with respect to the antipodal symmetry, bounded neighborhood of the origin in a $k$-dimensional normed vector space and $v : \partial S \to \partial \mathcal{A}_p^*$ is continuous and odd, then $\gamma(v(\partial S)) \geq k$.

Let $u_1, u_2 \in X$, supp $u_1 \cap$ supp $u_2 = \emptyset$, and consider the 2-dimensional subspace $W_p(u_1, u_2) \subset X$ spanned by the functions $u_1$ and $u_2$. Let

$$\mathcal{O}_p(u_1, u_2) := W_p(u_1, u_2) \cap \mathcal{A}_p^*.$$  \hfill (3.1)

**Proposition 3.5.** $\partial \mathcal{O}_p(u_1, u_2) \subset \partial \mathcal{A}_p^*$ is (symmetric and) compact and $\gamma(\partial \mathcal{O}_p(u_1, u_2)) \geq 2$.

**Proof.** Since $E_p(su_i) \to -\infty$ as $|s| \to +\infty$, $i = 1, 2$, it is easy to see that

$$\lim_{\|w\|_X \to +\infty} E_p(w) = -\infty.$$  

We also know that $E_p(w) \geq 0$, $\forall w \in \mathcal{A}_p^*$, hence $\mathcal{O}_p(u_1, u_2)$ is a symmetric bounded open neighborhood of 0 in $W_p(u_1, u_2)$. As a consequence $\partial \mathcal{O}_p(u_1, u_2) \subset \partial \mathcal{A}_p^*$ is compact and, by the property (iii) in Lemma 3.4, $\gamma(\partial \mathcal{O}_p(u_1, u_2)) \geq 2$. \hfill $\square$

We now define

$$\mathcal{A}_p^1 := \{u \in \partial \mathcal{A}_p^* : u \geq 0 \text{ or } u \leq 0\}.$$  \hfill (3.2)

**Lemma 3.6.** $\mathcal{A}_p^1$ is a closed subset of $X$, is positively invariant and $\gamma(\mathcal{A}_p^1) \leq 1$.

**Proof.** The closure in $X$ is trivial: since $(u_n)_n \subset \mathcal{A}_p^1$, $u_n \to v$ in $X$ implies, by Sobolev embedding, that $u_n \to v$ uniformly, hence $v$ doesn’t change sign, moreover $\partial \mathcal{A}_p^*$ is closed in $X$.

The positive invariance follows from the positive invariance of $\partial \mathcal{A}_p^*$ and from the maximum principle for the parabolic equation (see for instance [14, Appendix F]).

Finally we show that $\gamma(\mathcal{A}_p^1) \leq 1$. Since $0 \not\in \partial \mathcal{A}_p^*$ we have $\mathcal{A}_p^1 = B_+ \cup B_-$ with disjoint subsets $B_\pm$ defined by

$$B_+ := \{u \in \partial \mathcal{A}_p^* : u \geq 0, u \not\equiv 0\}$$

$$B_- := \{u \in \partial \mathcal{A}_p^* : u \leq 0, u \not\equiv 0\}.$$  

$B_\pm$ are relatively open in $\mathcal{A}_p^1$ hence the map

$$h : \mathcal{A}_p^1 \to \mathbb{R} \setminus \{0\}, \quad h(u) := \begin{cases} 1 & u \in B_+ \\ -1 & u \in B_- \end{cases}$$

is continuous, moreover it is also odd, and this concludes the proof. \hfill $\square$

We define also the closed subsets of $\partial \mathcal{A}_p^*$

$$\mathcal{C}_p^{1,t} := \{v \in \partial \mathcal{A}_p^* : \phi^t(v) \in \mathcal{A}_p^1\} \quad \text{for } t > 0.$$
Proposition 3.7. $A_p^1 \subset C_{p}^{1,t}$ and $\gamma(C_{p}^{1,t}) = \gamma(A_p^1) \leq 1$ for every $t > 0$.

Proof. The inclusion is a consequence of the positive invariance of $A_p^1$. Property (ii) in Lemma 3.4 implies that $\gamma(C_{p}^{1,t}) \leq 1$. Indeed $\gamma(C_{p}^{1,t}) \leq \gamma(\varphi'(C_{p}^{1,t}))$ since the map $\varphi' : C_{p}^{1,t} \to \partial A_p^1$ is continuous and odd, and $\gamma(\varphi'(C_{p}^{1,t})) \leq 1$ because of the inclusion $\varphi'(C_{p}^{1,t}) \subset A_p^1$, using (i) in Lemma 3.4 and Lemma 3.6.

In order to prove the main result of this section we need to introduce the following set

$$Y_1 := \{ u \in Y : u \geq 0 \text{ or } u \leq 0 \} \quad (3.3)$$

Lemma 3.8. If $u \in A_p^1$ is a solution of $(E_p)$, then $u \in \text{int}_Y(Y_1)$.

Proof. Assume without loss of generality that $u > 0$ in $\Omega$. If by contradiction $u \in \partial Y_1$, then there exists a sequence $(u_n) \subset Y \setminus Y_1 = Y \setminus \bar{Y}_1$ ($Y_1$ is closed in $Y$) such that $u_n \xrightarrow{\text{n}} \infty u$ in $Y$, namely $u_n \xrightarrow{n \to \infty} u$ in $L^\infty(\Omega)$ and $\frac{\partial u_n}{\partial \nu}, n \to \infty$ $\frac{\partial u_n}{\partial \nu}$ in $L^\infty(\Omega)$, $i = 1, 2$. Since for any $n \in \mathbb{N}$, $u_n$ changes sign, then there exists $x_n \in \Omega$ such that $u_n(x_n) < 0$. Up to a subsequence $x_n \xrightarrow{n \to \infty} \bar{x} \in \Omega$ and $u(\bar{x}) = 0$, thus $\bar{x} \in \partial \Omega$.

Denoting by $y_n$ the projection of $x_n$ on $\partial \Omega$, by Lagrange Theorem we have $u_n(y_n) - u_n(x_n) = \langle \nabla u_n(\xi_n), y_n - x_n \rangle > 0$, with $\xi_n = t_n y_n + (1 - t_n)x_n$ for some $t_n \in (0, 1)$. Thus $\xi_n \xrightarrow{n \to \infty} \bar{x}$ and $\frac{\partial u_n}{\partial \nu}(\bar{x}) \geq 0$ where $\nu$ is the outer normal to $\partial \Omega$ in $\bar{x}$, against the Hopf Lemma.

Similarly as in [16] and [11] we use the previous lemma together with the continuity property w.r.t. initial data of the solutions of $(E_p)$ (Proposition 3.2) to prove the following

Proposition 3.9. Let $v_0 \in \partial A_p^1$ such that $\omega(v_0) \cap A_p^1 \neq \emptyset$ and let $(v_n) \subset \partial A_p^1$ be a sequence such that $v_n \to v_0$ in $X$. Then there exist $\bar{t} > 0$ and $\bar{n} \in \mathbb{N}$ such that

$$\varphi'(v_n) \in A_p^1 \quad \text{for all } t \geq \bar{t}, n \geq \bar{n}.$$  

Proof. Since $\omega(v_0)$ consists of solutions of $(E_p)$, Lemma 3.8 implies that $\omega(v_0) \cap \text{int}_Y(Y_1) \neq \emptyset$, where $Y_1$ is the set defined in (3.3). By the definition of the $\omega$-limit set it follows that there exists $\bar{t} > 0$ such that $\varphi'(v_n) \in \text{int}_Y(Y_1)$. By Proposition 3.2 there exists $\bar{n} \in \mathbb{N}$ such that $\varphi'(v_n) \in \text{int}_Y(Y_1)$ for every $n \geq \bar{n}$. Since $\partial A_p^1$ is positively invariant, in particular $\varphi'(v_n) \in A_p^1$ for every $n \geq \bar{n}$. The conclusion follows from the positive invariance of $A_p^1$ (Lemma 3.6).

Remark 3.10. We underline that the result in Lemma 3.8 in general is not true if one substitutes the $Y$-topology with the $X$-topology. Fortunately the continuity property in Proposition 3.2 holds in the $Y$-norm.

Let $\partial O_p(u_1, u_2)$ and $A_p^1$ the ones defined respectively in (3.1) and (3.2), we can now prove the main result of this section:

Theorem 3.11. For $p > 1$ there exists an initial condition $v_{p,0} \in \partial O_p(u_1, u_2) \setminus A_p^1$ such that the (global) solution of $(E_p)$ $\varphi_p'(v_{p,0}) \in \partial A_p^1 \setminus A_p^1$, $\forall t \in (0, +\infty)$. Moreover $\emptyset \neq \omega(v_{p,0}) \subset \partial A_p^1 \setminus A_p^1$. 


Proof. The proof consists in constructing a suitable initial condition \( v_{p,0} \) in \( \partial \Omega_p(u_1, u_2) \setminus A_p^0 \) as the limit of a sequence of initial conditions \( (v_n) \) suitably chosen (using a genus argument).

More precisely, since by Propositions \( 3.5 \) \( \gamma(\partial \Omega_p(u_1, u_2)) \geq 2 \) and by Proposition \( 3.7 \) \( \gamma(C_p^{1,t}) \leq 1 \) for every \( t > 0 \), we deduce that \( \emptyset \neq \partial \Omega_p(u_1, u_2) \setminus C_p^{1,t} \) for every \( t > 0 \). In particular for any sequence \( t_n \to +\infty \) there exists \( v_n \in \partial \Omega_p(u_1, u_2) \setminus C_p^{1,t_n}(\subset \partial A_p^* \setminus A_p^1) \) and, since \( \partial \Omega_p(u_1, u_2) \) is compact, we may pass to a subsequence such that \( v_n \to v_{p,0} \in \partial \Omega_p(u_1, u_2) \setminus \partial A_p^* \) as \( n \to \infty \). Obviously \( \omega(v_{p,0}) \subset \partial A_p^* \). Similarly as in \( [16, 11] \) we now prove that \( \omega(v_{p,0}) \subset \partial A_p^* \). Assume by contradiction that \( \omega(v_{p,0}) \cap A_p^1 \neq \emptyset \), than by Proposition \( 3.9 \) there exist \( t > 0 \) and \( n \in \mathbb{N} \) such that \( \varphi^t(v_n) \in \partial A_p^1 \) for every \( t \geq t_n, n \geq n \), hence \( \varphi^t(v_n) \in A_p^1 \) for \( n \) sufficiently large, reaching a contradiction. Indeed by construction \( v_n \notin C_p^{1,t_n} \), namely \( \varphi^t(v_n) \notin A_p^1 \).

Last by the positive invariance of \( A_p^1 \) we also have that \( \varphi^t(v_{p,0}) \in \partial A_p^* \setminus A_p^1, \forall t \in (0, +\infty) \).

\[ \square \]

4. Proof of Theorem 1.3

The proof of Theorem 1.3 relies on three main ingredients: the preliminary results in Section 3 (in particular Theorem 3.11) (to obtain nodal solutions), the energy estimates in Section 2 (to avoid more than two nodal domains in the \( \omega \)-limit) and a geometrical argument in the presence of symmetry (to avoid that in the \( \omega \)-limit the nodal line could touch the boundary or contain the origin).

Before getting started with the proof, we show general lemmas relating the \( G \)-invariance of \( \Omega \) with the properties of the nodal line and the nodal domains of solutions of problem \( (E_p) \) in \( \Omega \). In order to clarify and state the results in a rigorous way, let us introduce some notations.

Let \( G \) be a finite subgroup of the orthogonal group \( O(2) \) on \( \mathbb{R}^2 \), such that \( |Gx| \geq 4 \) for any \( x \in \Omega \setminus \{O\} \). By Remark 1.2 \( G \) contains the cyclic group of rotations \( C_h \) (for some \( h \geq 4 \)); in the following we will denote by \( g \) the rotation of \( 2\pi/h \), which is a generator of \( C_h \), hence

\[
C_h = \{ g^0, g^1, \ldots, g^{h-1} \} \quad \text{where} \quad g^0 = \text{Id}, \quad g^k = g \circ \cdots \circ g \quad \text{for} \quad k = 1, \ldots, h-1.
\]

A function \( u \in H^1_0(\Omega) \) is said to be \( G \)-symmetric if

\[
u(\gamma x) = u(x) \quad \text{for any} \quad \gamma \in G \quad \text{and a.e.} \quad x \in \Omega.
\]

Moreover given a solution \( u_p \) of \( (E_p) \) we recall that we denote by \( Z_p \) the nodal set of \( u_p \), namely

\[ Z_p = \{ x \in \Omega \mid u_p(x) = 0 \}. \]

Finally in the sequel we may call in short curve the image of a curve.

**Lemma 4.1.** Let \( u_p \) be a \( G \)-symmetric sign-changing solution to \( (E_p) \) with at most four nodal regions. Then its nodal line does not passes through the origin \( O \).
Proof. We recall first that if a point $x_0 \in \Omega$ belongs to the nodal set, then there exists a positive radius $R$ such that \( \{u_{p}^{-1}(0)\} \cap B(x_0, R) \) is made of $2n$ \( C^1 \)-simple arcs, for some integer $n$, which all end in $x_0$ and whose tangent lines at $x_0$ divide the disc into $2n$ angles of equal amplitude (see [9] or Theorem 2.1 of [10]).

Assume by contradiction that $O \in \mathbb{Z}_p$. By the properties of the nodal set just recalled we have that there exists a ball $B_r := \{x \in \mathbb{R}^2, |x| < r\}$ such that there exists $x \in \mathbb{Z}_p \cap \partial B_r$ and a regular curve $\gamma_x \subset \mathbb{Z}_p \cap \partial B_r$ joining $O$ to $x$ having the following properties:

1. $\gamma_x \backslash \{x\} \subset B_r$,
2. $\gamma_x \cap g^i(\gamma_x) = \{O\}$, for any $i = 1, \ldots, h - 1$,
3. $\gamma_x \subset \partial D^+_0$, where $D^+_0$ is a nodal domain where $u_p > 0$ (and so, by the strong maximum principle, also $\gamma_x \subset \partial D^-_0$, where $D^-_0$ is a nodal domain where $u_p < 0$).

Because of the symmetry, for any $i \in \{1, \ldots, h - 1\}$ the curve $\gamma_{g^i x} := g^i(\gamma_x) \subset \mathbb{Z}_p \cap \partial B_r$ joins $O$ to $g^i x$ and satisfies the analogous properties:

1. $\gamma_{g^i x} \backslash \{g^i x\} \subset B_r$,
2. $\gamma_{g^i x} \cap \gamma_{g^{i'}} x = \{O\}$, for any $i \neq i'$,
3. $\gamma_{g^i x} \subset \partial D^+_i$, where $D^+_i := g^i(D^-_0)$ and $\gamma_{g^i x} \subset \partial(D^-_i)$ where $D^-_i := g^i(D^-_0)$.

Clearly by construction the sets $(D^+_i \cap B_r)$ are pairwise disjoint.

Moreover, let us fix two points $d^+_0$ in $D^+_0 \cap \partial B_r$; by symmetry for any $i \in \{1, \ldots, h - 1\}$ $d^+_i := g^i(d^+_0) \in D^+_i \cap \partial B_r$. Since $D^+_0$ are connected, there exist two piecewise regular curves $\gamma^+_0 : [0, 1] \to (D^+_0 \cup \{0\})$ joining the points $O$ and $d^+_0$, more precisely such that $\gamma^+_0(0) = O$ and $\gamma^+_0(t) \in D^+_0$ for any $t \in (0, 1]$. For any $i \in \{1, \ldots, h - 1\}$, we set $\gamma^+_i(t) := g^i(\gamma^+_0(t))$.

If the nodal domains $D^+_k$, $k = 0, \ldots, h - 1$ were pairwise disjoint, then $u_p$ would have at least $h + 1 \geq 5$ nodal domains (at least $h$ where it is positive and at least $1$ where it is negative), which leads to a contradiction.

Hence we can assume that $D^+_k = D^+_j$ for some $k \neq j$.

First we show that in this case $D^+_0 = D^+_1 = \ldots = D^+_h$.

This is a direct consequence of the symmetry in the case $j = k + 1$ (or $j = 0$ when $k = h - 1$), indeed for every $i = 0, \ldots, h - 1$ one has

$$D^+_i = g^{i-k}(D^+_j) = g^{i-k}(D^+_0) = g^{i-k+j}(D^+_0) = D^+_i.$$}

When $j \neq k + 1$ (or $j \neq 0$ in the case $k = h - 1$) we need to exploit more the properties of $\mathbb{R}^2$. Let us assume without loss of generality that $k = 0 < j$. Being $D^+_0 = D^+_j$ connected, there exists a piecewise regular curve $\varphi^+$ connecting $d^+_0$ and $d^+_j$ in $D^+_j$.

By definition of $\gamma^+_0$ and since $O \notin \varphi^+$, then there exist $\rho \in (0, r)$ and $t_\rho \in (0, 1)$ such that \( \gamma^+_0(t) \subset B_\rho \) for $t < t_\rho$, while \( \overline{B}_\rho \cap (\{\gamma^+_0(t), t > t_\rho\} \cup \varphi^+) = \emptyset \).

Then by construction and by symmetry (see Figure 3 where $k = 0$, $j = 2$) the curves

$$\Gamma^+ := \{\gamma^+_0(t), t > t_\rho\} \cup \varphi^+ \cup \{\gamma^+_j(t), t > t_\rho\}$$
and \( g(\Gamma^+) \) are two piecewise regular curves connecting respectively \( a_0^+ := \gamma_0^+ \cap \partial B \) with \( a_j^+ := \gamma_j^+ \cap \partial B \) in \( D_0^+ \setminus B \), and \( a_j^- := \gamma_j^- \cap \partial B \) with \( a_{j+1}^- := \gamma_{j+1}^- \cap \partial B \) in \( D_1^+ \setminus B \). Since the points \( a_0^+, a_1^+, a_j^+, a_{j+1}^- \) are ordered on \( \partial B \) (namely, there exists \( \theta_0^+ \in \mathbb{R}^+ \) such that \( a_j^+ = e^{i\theta_j^+} \), where \( \theta_j^+ := \theta_0^+ + \frac{2\pi}{h}i_j, \) \( i \in \{0, 1, j+1\} \), and \( \theta_0^+ < \theta_j^+ < \theta_j^{+} < \theta_{j+1}^+ < \theta_0^+ + 2\pi \)), it follows that \( \Gamma^+ \cap g(\Gamma^+) \neq \emptyset \). Thus \( D_0^+ = D_1^+ \) and we are back to the case in which \( j = k + 1 \).

So we have proved that \( D_0^+ = D_1^+ = \ldots = D_{h-1}^+ \). Next we show that this implies that the sets \( D_i^-, i = 0, \ldots, h-1 \) are pairwise disjoint, so that we again reach a contradiction because \( u_p \) would have at least \( h + 1 \geq 5 \) nodal domains and this concludes the proof.

So it remains to prove that if \( D_0^+ = D_1^+ = \ldots = D_{h-1}^+ \) then the sets \( D_i^-, i = 0, \ldots, h-1 \), must be pairwise disjoint.

Let us suppose by contradiction that \( D_k^- = D_j^- \) for some \( k < j \) and as before we assume without loss of generality that \( k = 0 \). Since by assumption we also have \( D_0^+ = D_j^+ \) then, similarly as before, we deduce the existence of \( \rho \in (0, r) \) such that we can construct (exploiting \( \gamma_0^+ \) and \( \gamma_j^+ \)) two piecewise regular curves \( \Gamma^\pm \subset (D_0^+ \setminus B) \) joining respectively \( a_0^+ := \gamma_0^+ \cap B \) with \( a_j^+ := \gamma_j^+ \cap B \). By definition of \( a_j^+ \) and we define the existence of \( \theta_0^+ \in \mathbb{R}^+, 0 < |\theta_j^+-\theta_0^-| < \frac{2\pi}{h}, \) such that \( a_0^+ = e^{i\theta_0^+} \) and \( a_j^+ = e^{i\theta_j^+} \), where \( \theta_j^+ := \theta_0^+ + \frac{2\pi}{h}i \). If without loss of generality we assume \( \theta_j^+ < \theta_0^- \), then we get that \( a_0^+, a_0^-, a_j^-, a_j^+ \) are ordered on \( \partial B \) in the following sense: \( \theta_0^- < \theta_j^- < \theta_j^+ < \theta_0^+ + 2\pi \). In turn this implies that \( \Gamma^+ \cap \Gamma^- \neq \emptyset \) since \( u_p < 0 \) on \( \Gamma^+ \) while \( u_p > 0 \) on \( \Gamma^- \) (see Figure 2). \( \square \)
Lemma 4.2. Let \( u_p \) be a \( G \)-symmetric sign-changing solution to \((E_p)\) with at most four nodal regions, then each nodal region is \( G \)-symmetric.

Proof. By Lemma 4.1 we have that \( O \) is in the interior of a nodal domain \( \Omega_0 \).
It is easy to show that \( \Omega_0 \) is \( G \)-symmetric, indeed if this is not the case there exists \( x \in \Omega_0 \) and \( k \in \{1, \ldots, h-1\} \) such that \( g^k(x) \notin \Omega_0 \). Since \( \Omega_0 \) is connected then there exists a piecewise regular curve \( \gamma_0 \subset \Omega_0 \) joining \( O \) with \( x \). By symmetry the curve \( g^k(\gamma_0) \) connects \( O \) with \( g^k(x) \) and \( u_p(g^k(\gamma_0)) = u_p(\gamma_0) \neq 0 \) for any \( t \in [0,1] \). So the union of the two curves joins \( x \) with \( g^k(x) \) and is contained in \( \Omega_0 \), which is a contradiction.

Let us consider now a nodal domain \( D \) of \( u_p \) in \( \Omega \setminus \Omega_0 \) and we assume by contradiction that it is not \( G \)-symmetric, namely that there exists \( j \in \{1, \ldots, h-1\} \) and \( x \in D \) such that \( g^j(x) \notin D \). Note that without loss of generality we can take \( j = 1 \), otherwise \( g(x) \in D \) and by the action of the group \( g^j(x) \in D \) for any \( j \). We can divide the proof in two possible cases.

Case 1. If for any \( i \in \{1, \ldots, h-1\} \) \( g^i(x) \notin D \), then the sets \( g^i(D), i \in \{0, \ldots, h-1\} \), are \( h \) disjoint nodal regions in which \( u_p \) has the same sign, hence \( u_p \) has at least \( h + 1 \geq 5 \) nodal regions which is a contradiction against the assumption.

Case 2. If there exists \( k \in \{2, \ldots, h-1\} \) such that \( g^k(x) \in D \), then either \( g^k \) generates \( C_h \) or \( g^k \) generates a proper subgroup \( C_\ell \) of \( C_h, 0 < \ell < h \). In the first case we reach a contradiction since \( g(x) = g^{km}(x) \in D \) for a certain \( m \in \mathbb{N} \). In the second case we consider a piecewise regular curve \( \gamma_0 \) in \( D \), connecting \( x \) with \( g^k(x) \) and define a new.
curve \( \gamma := \gamma_0 \cup g^k(\gamma_0) \cup \ldots \cup g^k(\gamma_0) \). By symmetry this is a closed curve in \( D \), around the origin.

Of course also \( g(\gamma) \) is a closed curve around the origin. Then \( g(\gamma) \cap \gamma \neq \emptyset \) otherwise \( \gamma \) would lie on one side with respect to \( g(\gamma) \) and then the diameter of \( \gamma \) would be different from the diameter of \( g(\gamma) \) which is impossible since \( g \) is an isometry in \( \mathbb{R}^2 \). Hence \( g(\gamma) \) and \( \gamma \) intersect and this implies that \( g(x) \) belongs to \( D \) which is a contradiction. \( \Box \)

**Lemma 4.3.** Let \( u_p \) be a \( G \)-symmetric sign-changing solution to \( (\mathcal{E}_p) \) with at most four nodal regions, then its nodal line does not touch the boundary.

**Proof.** Let us suppose by contradiction that there exists a solution \( u_p \) of \( (\mathcal{E}_p) \) having the nodal set which touches the boundary, namely

\[ Z_{p,0} := \overline{Z_p} \cap \partial \Omega = \emptyset. \]

To reach the contradiction, we will show, exploiting the symmetry, that if \( u_p \) had a nodal line touching the boundary, then it would have at least 4 nodal regions.

We fix a smooth parametrization \( \phi : [0, 2\pi) \to \partial \Omega \) of the boundary of \( \Omega \) and henceforth, given two points \( x, y \in \partial \Omega \) (such that \( \phi^{-1}(x) < \phi^{-1}(y) \)), we will keep the following notation:

\[ \widehat{xy} := \{ \phi(\theta) | \phi^{-1}(x) < \theta < \phi^{-1}(y) \} . \]

Let us notice that \( Z_{p,0} \) cannot contain any open subset of \( \partial \Omega \), namely

\[ \not \exists \; y_1, y_2 \in \partial \Omega \text{ such that } \widehat{y_1y_2} \subset Z_{p,0} . \tag{4.1} \]

Indeed, if for some \( y_1, y_2 \in \partial \Omega \) \( \widehat{y_1y_2} \subset Z_{p,0} \), then we would have that

\[ \widehat{y_1y_2} \subset \partial \{ u_p(x) > 0, \; x \in \Omega \} \text{ and } \widehat{y_1y_2} \subset \partial \{ u_p < 0, \; x \in \Omega \} , \]

but this is impossible by Hopf Lemma. Anyway, this also follows by results on the nodal line of \([9]\) and \([10]\).

From the latter considerations and from the closeness of \( Z_{p,0} \) we deduce the existence of \( 0 \leq \theta_m < \theta_M < 2\pi \) such that

\[ \phi(\theta_m)\phi(\theta_M) \cap Z_{p,0} = \emptyset \text{ and } \phi(\theta_m), \phi(\theta_M) \in Z_{p,0} . \tag{4.2} \]

It will be convenient to assume, up to a reparametrization, that \( \theta_m = 0 \).

Let us consider

\[ a_0 := \phi(0), \; a_1 := g(\phi(0)), \; a_2 := g^2(\phi(0)), \ldots, \; a_{h-1} := g^{h-1}(\phi(0)) , \]

and

\[ b_0 := \phi(\theta_M), \; b_1 := g(\phi(\theta_M)), \; b_2 := g^2(\phi(\theta_M)), \ldots, \; b_{h-1} := g^{h-1}(\phi(\theta_M)) . \]

By the symmetry of \( u_p \) for any \( i \in \{0, \ldots, h-1\} \), \( a_i, b_i \in Z_{p,0} \) and \( \widehat{a_ib_i} \cap Z_{p,0} = \emptyset \).

We will denote by \( D \) the nodal domain of \( u_p \) having \( \widehat{a_0b_0} \) in its boundary. By Lemma 4.2 \( D \) is \( G \)-symmetric and therefore it has also \( \widehat{a_1b_1}, \ldots, \widehat{a_{h-1}b_{h-1}} \) in its boundary.
Moreover $b_0$ necessarily belongs to the boundary of two disjoint nodal regions where $u_p$ has different sign, because otherwise, since $b_0 \in Z_{p,0}$, $b_0$ would be on the boundary of two disjoint nodal regions in which $u_p$ has the same sign, but this is impossible by the strong maximum principle. The same applies to the points $b_1, \ldots, b_{h-1}$.

Thus, if $u_p|_D > 0$ (respectively $< 0$), for any $i = 0, \ldots, h - 1$ there exists an open connected nodal region $D_i$ having $b_i$ in its boundary and in which $u_p$ is negative (respectively positive). On the one hand by Lemma 4.2 all the $D_i$’s coincide, being $G$-symmetric, but on the other hand it is possible to connect in $D$ a point $d_0$ of $\hat{a}_0b_0$ with a point $c_1$ of $a_1\hat{b}_1$ by a piecewise regular curve $\gamma$ (and analogously, for any $i \in \{1, \ldots, h - 1\}$, $g^1(d_0)$ with $g^i(c_1)$ by $g(\gamma)$), and thus exploiting the properties of $\mathbb{R}^2$ the $D_i$’s turn out to be pairwise disjoint (see Figure 3). This contradiction concludes the proof. □

**Remark 4.4.** We point out that the last two lemmas hold true also for a domain $\Omega$ of the following form: $\Omega = \Omega_1 \setminus \Omega_0$, where $O \in \Omega_0$ and $\Omega_0, \Omega_1$ are $G$-symmetric.

**Proof of Theorem 1.3.** Let us start by defining
\[ u_1 := u_{p,1,\bar{\alpha}} \quad \text{and} \quad u_2 := u_{p,2,\bar{\alpha}}, \]
where $u_{p,1,\bar{\alpha}}, u_{p,2,\bar{\alpha}}$ are the functions defined in Corollary 2.4. With this choice of $u_1$ and $u_2$ we consider the set $\mathcal{O}_p(u_1, u_2)$ defined in (3.1). Then, by the results in the previous section and in particular by Theorem 3.11 we have that there exist $t_1, t_2 \in \mathbb{R}$, $t_1 \cdot t_2 < 0$ such that taking the initial condition $v_{p,0} = t_1u_1 + t_2u_2$, the corresponding solution $v_p(x,t)$ of (P) is global in time, sign changing for every fixed time, the $\omega$-limit set $\omega(v_{p,0})$ is nonempty and any function $u_p \in \omega(v_{p,0})$ is a nodal solution of (E).

Now with this special choice of the functions $u_1$ and $u_2$, using the energy estimates proved in Section 2 we show that if $p$ is sufficiently large, any function $u_p \in \omega(v_{p,0})$ has at most four nodal domains. Indeed since the energy is nonincreasing along trajectories, it satisfies
\[ E_p(u_p) \leq E_p(v_{p,0}). \]
Thus, thanks to the energy estimate given by Corollary 2.4 it follows that for any $\epsilon > 0$ there exists $p_\epsilon$ such that for $p \geq p_\epsilon$

$$p E_p(u_p) \leq 4.97 \cdot 4\pi e + \epsilon. \quad (4.5)$$

Finally, (4.5) combined with the energy estimate in Proposition 2.5 implies that $u_p$ has at most four nodal domains if $p$ is sufficiently large.

It is worth to point out that if the initial datum $v_{p,0}$ of $(P_p)$ is $G$-symmetric, then, by the uniqueness of the solution (see Proposition 3.1), the solution $v_p(x,t)$ of $(P_p)$ (for every fixed time) as well as any function in $\omega(v_{p,0})$ turns out to be $G$-symmetric. By this remark we immediately deduce that the solution $u_p$ we have found is $G$-symmetric and hence, by Lemma 4.1 and Lemma 4.3 its nodal line does not contain the origin and does not touch the boundary.

Thus if $u_p$ has two nodal domains the proof is complete. Otherwise, if $u_p$ has more than two nodal domains we will choose a new $G$-symmetric initial datum - which will be nothing but a restriction of $u_p$ to a subset of $\Omega$ given by two nodal regions - and we will restart the procedure.

More precisely let us first observe that in each nodal region $D^i_p, i \in \{1, \ldots, k\}, k = 3$ or $k = 4$, the lower energy bound given by Proposition 2.5 holds, i.e.

$$p E_p(u_p \chi_{D^i_p}) \geq 4\pi e - \epsilon \quad (4.6)$$

for any $\epsilon > 0$, if $p$ is sufficiently large. By Lemma 4.2 we know that each nodal region is $G$-symmetric. We then choose two nodal regions, say $D^1_p$ and $D^2_p$, where $u_p$ has different sign and consider the functions

$$u_1 := u_p \chi_{D^1_p} \text{ and } u_2 := u_p \chi_{D^2_p} \quad (4.7)$$

which are obviously $G$-symmetric. With this new pair of functions, having obviously disjoint supports, we repeat the same argument applied at the beginning of this proof to the functions defined in (4.3). Thus, we obtain the existence of another $G$-symmetric, sign-changing initial condition $v_{p,0} = t_1 u_1 + t_2 u_2$, such that the corresponding solution $v_p$ of $(P_p)$, is global in time, $G$-symmetric and sign changing for every fixed time, the $\omega$-limit set $\omega(v_{p,0})$ is nonempty and any function $\tilde{u}_p \in \omega(v_{p,0})$ is a nodal solution to $(E_p)$ which
satisfies by (4.6)

\[
pE_p(\tilde{u}_p) \leq pE_p(t_1u_1 + t_2u_2) \\
\leq pE_p(u_1) + pE_p(u_2) \\
= pE_p(u_p) - \sum_{i=3}^{k} pE_p(u_p \chi_{D^i_p}) \\
\leq 4.97 \cdot 4\pi e + \epsilon - \sum_{i=3}^{k} pE_p(u_p \chi_{D^i_p}) \\
\leq 4.97 \cdot 4\pi e - \sum_{i=3}^{k} 4\pi e + \epsilon
\]

(4.8)

where \(k \in \{3, 4\}\) is the total number of nodal regions of \(u_p\).

Then if \(k = 4\), again by (4.6), we get that \(\tilde{u}_p\) has two nodal regions and it is the required solution of (4.7). If \(k = 3\) \(\tilde{u}_p\) may have 3 nodal regions and so, if this is the case, we restart the same procedure by considering the restriction of \(\tilde{u}_p\) to only two nodal regions and get our final assertion. \(\Box\)

We conclude proving Theorem 1.4.

**Proof of Theorem 1.4** In the first part of this proof we will follow closely the paper [3], where it is proved an analogous result in the case of a ball or an annulus. For sake of clarity we repeat briefly the argument.

Without loss of generality we assume that the symmetry line is the \(x_2\)-axis

\[
T = \left\{ x = (x_1, x_2) \in \mathbb{R}^2, x_1 = 0 \right\}
\]

and we consider the half-domains

\[
\Omega^- = \left\{ x = (x_1, x_2) \in \Omega, x_1 < 0 \right\}, \quad \Omega^+ = \left\{ x = (x_1, x_2) \in \Omega, x_1 > 0 \right\}.
\]

We denote by \(L\) the linearized operator, \(L = -\Delta - p|u_p|^{p-1}\) and by \(\lambda_k\) the eigenvalues of \(L\) in \(\Omega\) with homogeneous Dirichlet boundary conditions. Moreover, let \(\mu\) be the first eigenvalue of \(L\) in \(\Omega^-\), namely \(\mu\) is such that there exists a solution \(\psi\) to

\[
-\Delta \psi - p|u_p|^{p-1}\psi = \mu \psi \quad \text{in} \quad \Omega^- , \quad \psi = 0 \quad \text{on} \quad \partial \Omega^- , \quad \psi > 0 \quad \text{on} \quad \partial \Omega^- .
\]

Proposition 2.1 of [3] implies that the odd extension of \(\psi\) to \(\Omega\), defined by

\[
\tilde{\psi}(x_1, x_2) := \left\{ \begin{array}{ll}
\psi(x_1, x_2) & \text{if } (x_1, x_2) \in \Omega^- \\
-\psi(-x_1, x_2) & \text{if } (x_1, x_2) \in \Omega^+
\end{array} \right.
\]

is an eigenfunction for the linearized operator \(L\) in \(\Omega\) with corresponding eigenvalue \(\mu\). Hence \(\mu = \lambda_\beta\), with \(\beta \geq 2\).
Next we consider the partial derivative \( \frac{\partial u_p}{\partial x_1} \) in \( \Omega^- \) and we observe that, by the symmetry of \( u_p \) in the \( x_1 \) direction, \( \frac{\partial u_p}{\partial x_1} = 0 \) on \( \partial \Omega^- \cap T \). Furthermore, since the nodal line of \( u_p \) does not touch the boundary, we can assume that \( u_p > 0 \) near \( \partial \Omega \) so that the convexity of \( \Omega \) in the \( x_1 \) direction implies that \( \frac{\partial u_p}{\partial x_1} \geq 0 \) on \( \partial \Omega^- \cap \partial \Omega \). Thus \( \frac{\partial u_p}{\partial x_1} \) solves

\[
-\Delta \left( \frac{\partial u_p}{\partial x_1} \right) - p|u_p|^{p-1} \frac{\partial u_p}{\partial x_1} = 0 \quad \text{in } \Omega^-,
\]

\[
\frac{\partial u_p}{\partial x_1} \geq 0 \quad \text{on } \partial \Omega^-.
\] (4.9)

Besides, since \( u_p \) is sign-changing, also \( \frac{\partial u_p}{\partial x_1} \) must change sign and be negative somewhere in \( \Omega^- \). Therefore there exists a connected region \( D \) strictly contained in \( \Omega^- \) such that \( \frac{\partial u_p}{\partial x_1} < 0 \) in \( D \) and \( \frac{\partial u_p}{\partial x_1} = 0 \) on \( \partial D \).

Hence, the first eigenvalue of \( L \) in \( D \) is zero and so the first eigenvalue \( \mu \) in \( \Omega^- \) is negative. Since \( \lambda_1 < \lambda_\beta = \mu < 0 \) we have already obtained two negative eigenvalues of \( L \). We denote by \( \phi_1 \) and \( \phi_\beta \), respectively, the positive eigenfunction corresponding to the first eigenvalue and the eigenfunction corresponding to \( \lambda_\beta \), obtained as the odd extension of the first eigenfunction of \( L \) in \( \Omega^- \). Clearly \( \phi_\beta \) is sign-changing and is not \( G \)-symmetric.

On the other hand if we restrict our attention to the subspace \( H^G \) of \( H^1_0(\Omega) \) of \( G \)-invariant functions, we see that \( L^G := L|_{H^G} \) has at least two negative eigenvalues \( (\lambda^G_1, \lambda^G_2) \) being \( u_p \) a sign-changing solution in \( H^G \). These eigenvalues cannot be equal to \( \lambda_\beta \): the first one \( \lambda^G_1 \) for obvious reasons and \( \lambda^G_2 \) because its eigenfunction is \( G \)-symmetric while the eigenfunction corresponding to \( \lambda_\beta \) does not changes sign in \( \Omega^- \) and is odd with respect to \( T \). This proves that \( m(u_p) \geq 3 \).

\[ \square \]

**Remark 4.5.** Note that if \( \Omega \) is symmetric with respect to two orthogonal lines \( T_1, T_2 \) in \( \mathbb{R}^2 \) then \( m(u_p) \geq 4 \) since the same proof of Theorem [1.4] yields the existence of two negative eigenvalues of \( L \), whose corresponding eigenfunctions are odd with respect to \( T_1 \) or \( T_2 \) and have only two nodal regions.
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