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Abstract. Quantum chemistry is one of the most promising applications of quantum computers in the near future. For noisy intermediate-scale quantum devices, the quantum-classical hybrid framework based on the variational quantum eigensolver (VQE) has become the method of choice. In the literature, there are many different variants of VQE, but it is not known which one is optimal for a given molecule. For this purpose, we perform a thorough benchmarking on more than ten different kinds of VQE ansatzes (in systems up to 30 qubits), based on their performance on the energy accuracy, runtime until convergence, and number of parameters. Our results show that the ADAPT ansatz can be used to obtain more accurate energy for small systems (below 14 qubits), but it costs much more computational resources. For larger molecules, UCCSD0 has better performance. However, all the tested ansatzes can hardly reach chemical accuracy at stretched bond lengths. Our results were obtained using MindSpore Quantum, where the codes and the benchmarking toolkit are publicly available at Gitee.
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1. Introduction

Solving the ground-state problem of many-electrons molecular systems is of immense importance for physics and chemistry. This problem is computational challenging and usually needs to be solved by approximate methods. When the electron-electron interaction is weak, one can apply the Hartree-Fock (HF) method, which is essentially a mean-field approximation. When the electron-electron interaction is strong, one may employ some classical methods such as coupled cluster (CC)\cite{1}, and configuration interaction (CI)\cite{2}. Moreover, without any truncation of the CI method, the full configuration interaction (FCI) approach can give exact ground energy of the system of interest on a specific basis. However, to accurately simulate the molecules, the computational cost of these methods scales exponentially with the size of the system\cite{3}. Such exponential issue hinders their applications to larger molecular systems.

Quantum computing is supposed to be a promising way of overcoming the above issue, as proposed by Feynman in 1982 \cite{4}. Since then, various quantum algorithms have been developed for simulations \cite{5, 6, 7, 8}. Among them, the variational quantum eigensolver (VQE) \cite{8, 9} is believed to be friendly to near-term quantum devices for its noise-resilient property and shallower quantum circuits \cite{10}. VQE is a hybrid quantum-classical variational algorithm, including two parts that will be implemented in quantum and classical computers, respectively. The quantum computer prepares the required quantum states with designed quantum circuits, in which include quantum gates with parameters to be optimized. Then corresponding measurement is made with the states. Measurement results are gathered and sent to the classical computer for parameter optimization, then the optimized parameters will be sent back to the quantum computer, to start the next iteration.

VQE shows an optimistic prospect in recent researches. Since the first HHe\(^{+}\) (2 qubits) demonstration presented in Ref. \cite{8}, a variety of experimental researches with VQE are proposed in small molecular systems, like BeH\(_2\) (6 qubits) \cite{11}, H\(_2\)O (8 qubits) \cite{12} and H\(_{12}\) (12 qubits) \cite{13}. A variety of works have focused on designing different types of ansatzes \cite{11, 14, 15, 16, 17}, showing that different variants of the VQE method may be capable in different systems. However, which ansatz is more suitable for different molecular systems remains unknown.

There have been some researches benchmarking the performance of different VQE settings in quantum simulators \cite{18, 19, 20}, but the existing results only included very few ansatzes. Besides, a toolkit that can make comparisons between various ansatzes and record all the results is needed.

In order to make it clear which settings of VQE are more suitable for different molecular systems, in this project, we reproduced several popular ansatzes and evaluate their performance. We have benchmarked various VQE ansatzes for H\(_4\) (8 qubits), LiH (12 qubits), BeH\(_2\) (14 qubits), H\(_2\)O (14 qubits), CH\(_4\) (18 qubits), and N\(_2\)(20 qubits) in STO-3G basis set and compared their energy error, convergence runtime, and number of parameters in the circuits. Furthermore, we analyzed the results using the toolkit we
developed, and drew brief conclusions about their advantages and disadvantages when simulating different systems. These results be helpful for researchers to use VQE in practice for different molecular systems. The codes and results are available in [21].

The article is structured as follows: Section 2 will introduce the VQE method; Section 3 will briefly introduce different variational ansatzes we have benchmarked; Section 4 will introduce the benchmarking tools used in the project. Section 5 will show the benchmarking results, including the comparison of energy error, convergence runtime, and number of parameters in the circuits between different ansatzes. Section 6 will discuss how will the project develop in the future.

2. Variational Quantum Eigensolver Framework

In this section, we will overview the scheme of the VQE method (Sec 2.1), as well as introduce some key technical details of implementation. The implementation details include the molecular Hamiltonian buildup (Sec 2.2), the fermion-to-qubit mapping (Sec 2.3), the Trotterization for the time evolution operator (Sec 2.4) and the parameter optimization (Sec 2.5).

2.1. VQE Scheme

VQE algorithm is designed to obtain the ground state of quantum systems. It is based on the Rayleigh-Ritz variational principle as

\[ \langle \Psi(\theta) | \hat{H} | \Psi(\theta) \rangle = \langle E \rangle \geq E_g, \tag{1} \]

where \( \langle E \rangle \) is the expectation value of the Hamiltonian \( \hat{H} \); \( | \Psi(\theta) \rangle \) is the approximated target state prepared by applying the quantum circuit \( \hat{U}(\theta) \) on the initial state \( |\Psi_0\rangle \); \( E_g \) is the exact ground state energy of the system.

A general VQE scheme for molecular simulation contains the core steps below and is also illustrated in Figure 1.

(1) Modeling: Input the geometry of molecules, including three dimensional coordinates of each atom. Compute one- and two-electron integrals of molecules of a predefined basis set and a second-quantized Hamiltonian can be obtained. (See subsection 2.2)

(2) Map to qubit: Transform the second-quantized Hamiltonian to a qubit form by a fermion-to-qubit encoding. (See subsection 2.3)

(3) Run Quantum circuit: also state preparation step. A trial wave function \( |\Psi(\theta)\rangle \), called ansatz, is prepared by a parameterized quantum circuit (PQC) \( \hat{U}(\theta) \) and an initial state \( |\Psi_0\rangle \). Suitable ansatzes is necessary for the study of models and the capability of quantum hardwares.

(4) Measurement: State preparation and measurement are repeated many times to evaluation the expectation value of observables. Typically a product of Pauli operators. (See subsection 2.2)
(5) Calculate energy/gradient: The expectation value $\langle E \rangle$ of the Hamiltonian $\hat{H}$ is calculated by the Hamiltonian averaging step, which includes measurements of each tensor product of Pauli operators to get expectation values and adding them together. Gradients of parameters are necessary for many optimization methods. Calculation of gradients is employed by effective approaches including finite difference, analytical gradients. However, gradients of parameters in this paper can be conveniently returned by MindQuantum$[21]$ with the ability of automatic differentiation.

(6) Optimization: This step is carried out by classical computers. Parameters in the ansatz $|\Psi(\theta)\rangle$ are updated by optimizing methods to minimize the expectation value of the problem Hamiltonian. (See subsection 2.5)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{vqe_diagram.png}
\caption{The scheme of VQE. Molecule modeling, parameter optimization, and energy calculation steps are executed on a classical computer (left side). Quantum computers are responsible for the state evolution part (right side). The bottom loop will be terminated when the condition of convergence is satisfied.}
\end{figure}
2.2. Molecular Hamiltonian

The Hamiltonian of a molecule with $N_e$ electrons and $N_n$ nuclei can be written as:

\[
\hat{H} = \sum_{i}^{N_e} -\frac{\nabla_i}{2} + \sum_{i<j}^{N_e} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} + \sum_{I<J}^{N_n} \frac{Z_I Z_J}{|\mathbf{R}_I - \mathbf{R}_J|} + \sum_{i,I}^{N_e} \frac{Z_I}{|\mathbf{r}_i - \mathbf{R}_I|},
\]

(2)

where $\mathbf{R}, \mathbf{r}$ is the three-dimension coordinates of nuclei and electrons, respectively. $Z$ represents the charges of nuclei. The Born-Oppenheimer (BO) approximation is implicitly specified in Equation 2, which neglects the nuclear motion and treats them as fixed points. Typically, the problem Hamiltonian can be written in a second-quantized form in the predefined basis set as

\[
\hat{H} = \sum_{p,q} h_{pq} \hat{a}^\dagger_p \hat{a}_q + \frac{1}{2} \sum_{p,q,r,s} g_{pqrs} \hat{a}^\dagger_p \hat{a}^\dagger_r \hat{a}_s \hat{a}_q,
\]

(3)

where $\hat{a}^\dagger_p$ and $\hat{a}_p$ denote the fermionic creation operator and annihilation operator associated with $p$-th fermionic mode (or spin orbital). The sets of coefficients $\{h_{pq}\}$ and $\{g_{pqrs}\}$ are one- and two-electron integrals which can be evaluated by classical computers.

The second-quantized Hamiltonian in Equation 3 has to be transformed by a fermion-to-qubit mapping (encoding) to enable calculations on quantum computers. The Hamiltonian after mapping is a linear summation of Pauli strings as

\[
\hat{H} = \sum_{i} c_i \hat{P}_i = \sum_{i} c_i \prod_{j} \sigma_j^i,
\]

(4)

where $c_i$ is the real-valued coefficient, $\hat{P}_i$ denotes $i$-th Pauli string of the Hamiltonian, which contains a series of Pauli operators, and $\sigma_j^i$ is one of such pauli operators $\{\hat{\sigma}^x, \hat{\sigma}^y, \hat{\sigma}^z\}$ acting on $j$-th qubit.

By the Hamiltonian averaging step, the expectation value of the Hamiltonian can be evaluated as

\[
E(\theta) = \sum_{i} c_i \langle \Psi(\theta) | \prod_{j} \sigma_j^i | \Psi(\theta) \rangle.
\]

(5)

In this step, the quantum state has to be prepared and measured many times to reach the required precision. With the linearity of the Hamiltonian, the expectation value of each term can be performed in parallel.

2.3. Mapping

To perform quantum chemistry simulation in the second-quantized form on a quantum computer, it is necessary to transform fermionic operators to operators that act on qubits. The mapping enables states in the Fock space to be represented by
qubit states in the Hilbert space. There are many different mappings such as Jordan-Wigner [22] and Bravyi-Kitaev [23]. In this study, we will focus on the Jordan-Wigner mapping.

The Jordan-Wigner mapping stores the occupation information of each spin orbital with qubit state $|0\rangle$ and $|1\rangle$ as

$$|f_0, f_1, \ldots, f_i, \ldots, f_n\rangle \rightarrow |q_0\rangle \otimes \cdots \otimes |q_n\rangle,$$

(6)

where the $n$-mode occupation number vector in the Fock space is written as $|f_0, f_1, \ldots, f_i, \ldots, f_n\rangle$, where $f_i \in \{0, 1\}$ is the occupation number and 0(1) denotes the $i$-th spin orbital is unoccupied (occupied).

Next, the fermionic creation and annihilation operators are transformed to qubit operators. For $\hat{a}^\dagger_i$ and $\hat{a}_i$ acting on $i$-th spin orbital, we have

$$\hat{a}^\dagger_i \rightarrow \hat{Q}_i^\dagger \otimes \hat{\sigma}_i^z \otimes \hat{\sigma}_{i-1}^z \otimes \hat{\sigma}_{i-2}^z \cdots \otimes \hat{\sigma}_0^z,$$

$$\hat{a}_i \rightarrow \hat{Q}_i \otimes \hat{\sigma}_i^z \otimes \hat{\sigma}_{i-1}^z \otimes \hat{\sigma}_{i-2}^z \cdots \otimes \hat{\sigma}_0^z,$$

(7)

where $\hat{Q}_i = |1\rangle \langle 0| = (\hat{\sigma}_x - i\hat{\sigma}_y)/2$ and $\hat{Q} = |0\rangle \langle 1| = (\hat{\sigma}_x + i\hat{\sigma}_y)/2$. Jordan-wigner mapping represent the action of $\hat{a}^\dagger_i$ ($\hat{a}_i$) with $\hat{Q}_i^\dagger$ ($\hat{Q}_i$) and a series of Pauli Z operators acting on qubits of which index less than $i$. The sequence of Pauli Z operators will give a extra phase factor $-1$ if the parity of qubits with index less than $i$ is odd. This step preserve the anti-commutation relation of fermionic operators. It is worth mentioning that a single fermionic operator requires $O(n)$ qubit operations with Jordan-Wigner mapping in Equation 7.

2.4. Trotterization

Trotter–Suzuki decompositions [24] are widely used to approximate the time evolution operator $e^{i\hat{H}t}$. With the Trotter–Suzuki formula, $e^{i\hat{H}t}$ is divided into products of individual terms and then can be conveniently transformed to circuits in quantum computers. The trotter error can be compressed by increasing the trotter number $N$.

The first-order Trotter–Suzuki approximation is written as:

$$e^{i\hat{H}t} \approx \left(\prod_{k=1}^{n} e^{i\hat{H}_k t/N}\right)^N,$$

(8)

Where $\hat{H} = \sum_{k=1}^{n} \hat{H}_k$. Practically, the trotter number $N$ is usually set as 1 to reduce qubit operations. More accurate approximation can be obtained by the second-order Trotter–Suzuki formula:

$$e^{i\hat{H}t} \approx \left(\prod_{k=1}^{n} e^{i\hat{H}_k t/2N} \prod_{k=n}^{1} e^{i\hat{H}_k t/2N}\right)^N.$$

(9)

The second-order Trotter–Suzuki formula needs more operations to make a better approximation. In this paper, the first-order Trotter–Suzuki approximation is employed and the trotter number $N$ is set as 1.
2.5. Parameter optimization

Parameters optimizing is of great importance for the VQE scheme. There are two main problems in this part. The first problem is how to initialize all parameters properly. Typically we can set all parameters as constant values such as 0 or randomly sample parameters in $[0, 2\pi)$. The second problem is the choice of classical algorithms, which can be divided into gradient-based and gradient-free methods. Here we choose a gradient-based algorithm named BFGS (Broyden–Fletcher–Goldfarb–Shannon) in Scipy[25]. More algorithms will be explored in the future.

Many strategies have been proposed to address the issue of optimizing parameters in ansatzes. For example, it is a poor choice to initialize the whole parameters randomly in Hardware efficient ansatz because of the Barren Plateau phenomenon[26]. To solve the problem, methods such as layer-wise learning[27] and identity block strategy[28] are proposed. For chemically inspired UCCSD ansatz, a guess from second-order Møller–Plesset perturbation theory (MP2) amplitudes[29] is a helpful choice.

3. Variational Ansaztes

Researchers have developed many ansatzes in VQE for solving molecular Hamiltonians. We picked up several representative ansaztes, shown in Table 1, and further evaluated them in this paper.

3.1. Unitary Coupled Cluster Singles and Doubles Ansatz (UCCSD)

The Unitary Coupled Cluster (UCC) ansatz has been widely used from the very beginning of the VQE study. It is inspired by classical ansatz[35]. UCC ansatz can be written as

$$|\Psi(\theta)\rangle = e^{\hat{T}(\theta) - \hat{T}^\dagger(\theta)}|\Psi_0\rangle,$$

where $|\Psi_0\rangle$ is an initial state, usually the Hartree-Fock state. $\hat{T}(\theta)$ is the coupled-cluster excitation operator and can be written as

$$\hat{T}(\theta) = \sum_k \hat{T}_k(\theta),$$

where $k$ refers to the excitation level and can be truncated to single and double excitations in practice:

$$\hat{T}_1(\theta) = \sum_{i,a} \hat{t}_i^a = \sum_{i,a} \theta_i^a \hat{a}_a^\dagger \hat{a}_i,$$

$$\hat{T}_2(\theta) = \sum_{i,j,a,b} \hat{t}_{ij}^{ab} = \sum_{i,j,a,b} \theta_{ij}^{ab} \hat{a}_a^\dagger \hat{a}_b^\dagger \hat{a}_i \hat{a}_j,$$

where $a$ and $a^\dagger$ are annihilation and creation operators. As a default index of UCCSD, index $i$ and $j$ denote occupied spin orbitals, $a$ and $b$ denote unoccupied spin orbitals.
| Ansatz         | Particle Conservation | Circuit Type | Comments                                                                                           |
|---------------|-----------------------|--------------|---------------------------------------------------------------------------------------------------|
| UCCSD[8]      | Yes                   | Fixed        | Unitary coupled cluster single and double ansatz. Inspired by classical CCSD methods.             |
| UCCSD0[30]    | Yes                   | Fixed        | Another parameterization version of UCCSD ansatz.                                                |
| HEA[11]       | No                    | Layered      | Hardware efficient ansatz. Using omnipotent rotation gate group and linear entanglement.         |
| k-UpCCGSD[31] | Yes                   | Fixed        | Similar to UCCSD, but only including paired double excitations. One Layer of the circuit repeats k times. |
| QUCC[32]      | Yes                   | Fixed        | Qubit unitary coupled cluster ansatz. Using qubit excitation operators rather than orbital excitation operators. |
| ADAPT[15]     | Yes                   | Adaptive     | Adaptive, derivative-assembled, pseudo-Trotter VQE ansatz. Adaptively add evolution of excitation operators to construct ansatz. |
| QCC[33, 14]   | No                    | Adaptive     | Qubit coupled cluster ansatz. Adaptively add pauli evolution operators to construct ansatz.        |
| qubit-ADAPT[34]| No                   | Adaptive     | Similar to QCC, but the operators are only Pauli operators transformed from the Hamiltonian.      |
| LDCA[16]      | No                    | Layered      | Low depth circuit ansatz. Motivated by the Bogoliubov coupled cluster theory, using the theory of matchgates. |
| BRC[13]       | Yes                   | Layered      | Basis rotation circuit ansatz. Realizing noninteracting fermionic evolutions by repeating Givens rotation. |

**Table 1.** A summary of all ansatzes reviewed in this article. The particle conservation column indicates whether the total number of particles is conserved with the corresponding ansatz. The circuit type column shows feature of the ansatz structure, which is fixed, layered or adaptive.
\( \theta \) is a group of parameters, which will be optimized during the variational algorithm. Note that the form \( \hat{U}(\theta) = e^{\hat{T}(\theta) - \hat{T}^\dagger(\theta)} \) ensures the operator to be unitary.

In this project, we truncated the operators in Equation 11 to \( k = 2 \) and only include the excitations that preserve the singlet spin. This method is called singlet-UCCSD in our codes[21]. In singlet-UCCSD, a double excitations can be seen as two single excitations, and the spatial orbitals that be involved of these two single excitations will effect the parameter of the double excitation. With such parameterization method, the number of parameters can be reduced without resulting much energy error.

3.2. Singlet-paired Unitary Coupled Cluster Singles and Doubles (UCCSD0)

Singlet-paired UCC (UCCSD0) is an ansatz inspired by the parameterization method CCD0 ansatz[36] in classical computational chemistry. The UCCSD0 ansatz also conserves spin as that in the singlet-UCCSD ansatz. And the excitation operators are the same as that in the UCCSD ansatz. However, some parameters ahead of the double excitation operators in UCCSD0 ansatz may be different. In UCCSD0, the double excitations will be seen as a pair of electrons being excited to higher orbitals, which can be represented as

\[
\hat{T}_2 = T_2^{[0]} + T_2^{[1]}
\]

and

\[
T_2^{[0]} = \frac{1}{2} \sum_{ijab} \sigma_{ij}^{ab} P_{ab}^{\dagger} P_{ij},
\]

\[
T_2^{[1]} = \frac{1}{2} \sum_{ijab} \pi_{ij}^{ab} Q_{ab}^{\dagger} Q_{ij},
\]

where \( i, j \) denote the occupied spatial orbitals, \( a, b \) denote the unoccupied spatial orbitals; \( P, Q \) denote two types of pair annihilation operators. And the parameters \( \sigma_{ij}^{ab}, \pi_{ij}^{ab} \) in UCCSD0 can be connected to the UCCSD ansatz by a specific way, which can be referred to the article[30] and the corementation can be found in MindQuantum[21].

3.3. Hardware Efficient Ansatz (HEA)

Hardware Efficient Ansatz (HEA) is designed for recent quantum devices[11]. The corresponding quantum circuit of HEA contain D repeated layers. Each layer includes entangling gates and single-qubit rotations with different parameters, respectively. The ansatz can be formulated as

\[
|\Psi(\theta)\rangle = U^D (\theta^D) U_{ent} \cdots U^1 (\theta^1) U_{ent} U^0 (\theta^0) |\Psi_0\rangle,
\]

where \( U^L (\theta^L) = U^L_n (\theta^L_n) \cdots U^L_1 (\theta^L_1) U^L_0 (\theta^L_0) \), and \( U^L_i (\theta^L_i) \) denotes the single-qubit rotations implemented for the \( i \)-th qubit in the \( L \)-th layer. \( U_{ent} \) denotes entangling gates without parameters sandwiched between two single-qubit rotations. The total circuit contains D layers, where each layer contains these two parts.
The circuit of Hardware Efficient ansatz. The ansatz is constructed by employing single-qubit rotations and entanglers. $\hat{U}_i^L$ is the single-qubit rotation for $i$-th qubit in $L$-th layer. The entangler here is chosen as a series of CNOT gates to connect the nearest-neighbor qubits and the sequence of single-qubit rotation gates are set as $R_y, R_z$ gates.

Figure 2. The circuit of Hardware Efficient ansatz. The ansatz is constructed by employing single-qubit rotations and entanglers. $\hat{U}_i^L$ is the single-qubit rotation for $i$-th qubit in $L$-th layer. The entangler here is chosen as a series of CNOT gates to connect the nearest-neighbor qubits.

The structure of the HEA circuit used in this study is shown in Figure 2, where every single-qubit rotation included one $R_y$ and $R_z$ rotations with independent parameters, respectively. The entangler is chosen as a series of CNOT gates to connect the nearest-neighbor qubits.

To make the results of HEA more accurate, some strategies should be employed in this algorithm. For example, different initial values for parameters should be considered to avoid the local minimum issue[11]. Following the strategy, to construct the ansatz, we started from a single layer circuit for each case of bond length. If this circuit couldn’t reach chemical accuracy, we would iteratively increase the number of layers in the circuit until the maximum times of energy evaluations reach N. For each iteration, we choose the best result among S times of optimization executed with different initial variational parameters. In this study, we set $N = 50000$, $S = 10$.

3.4. $k$ Unitary Pair Coupled Cluster with Generlized Singles and Doubles Product Wave Functions ($k$-UpCCGSD)

$k$ Unitary Pair Coupled Cluster with Generalized Singles and Doubles Product Wave Functions($k$-UpCCGSD) ansatz[31] depends on $k$ products of paired coupled-cluster double excitation operators (pCCD)[37] and generalized single excitation operators. "Generalized" means that spin orbitals are not distinguished between occupied and virtual ones. With very sparse double excitation operators, $k$-UpCCGSD...
gives a lower cost of quantum operations than either UCCSD or UCCGSD, and can be written as follow:

\[
|\psi\rangle = \prod_{\gamma=1}^{k} \left( e^{\hat{T}^{(\gamma)} - \hat{T}^{(\gamma)}} \right) |\Psi_0\rangle,
\]

and the excitation operator \( \hat{T}^{(\gamma)} \) for each integer \( \gamma \) includes generalized single excitation operators and pCCD excitation operators:

\[
\hat{T}_1 = \sum_{pq} t^p_q a^\dagger_p a_p,
\]

\[
\hat{T}_2 = \sum_{PQ} t^P_Q a^\dagger_Q a^\dagger_P a_P a_Q,
\]

where \( p \) and \( q \) represent arbitrary spin orbitals, \( P \) and \( Q \) stand for arbitrary spatial orbitals, and \( \alpha(\beta) \) is for spin-up electrons (spin-down electrons). \( \hat{T}_2 \) term is very sparse because it only excites electron pairs from one spatial orbital to another.

### 3.5. Qubit Unitary Coupled-Cluster (QUCC) Ansatz

Qubit Unitary Coupled-Cluster singles and doubles ansatz (QUCCSD) \([32, 38]\) is a variant of UCCSD ansatz which uses qubit excitation operators instead of Fermion excitation operators. The number of CNOT gates in QUCCSD is much smaller than that in the original version of UCCSD. Single and double qubit excitation operators in Equation 19 are generated by the qubit annihilation operators and creation operators, denoted as \( Q \) and \( Q^\dagger \), respectively:

\[
\hat{\tau}^k_i(\theta) = \theta \left( \hat{Q}^\dagger_k \hat{Q}_i - \hat{Q}_i^\dagger \hat{Q}_k \right),
\]

\[
\hat{\tau}^{ij}_{ij}(\theta) = \theta \left( \hat{Q}^\dagger_k \hat{Q}^\dagger_i \hat{Q}_j - \hat{Q}_i^\dagger \hat{Q}^\dagger_j \hat{Q}_k \hat{Q}_l \right),
\]

where

\[
\hat{Q}^\dagger = |1\rangle\langle 0| = 1/2(\sigma^x - i\sigma^y),
\]

\[
\hat{Q} = |0\rangle\langle 1| = 1/2(\sigma^x + i\sigma^y).
\]

\( Q^\dagger \) and \( Q \) are similar to fermion operators transformed by Jordan-Wigner mapping, while without the Pauli Z chain operators (see Equation 7 in subsection 2.3).

### 3.6. Adaptive Derivative-Assembled Pseudo-Trotter (ADAPT)

Adaptive Derivative-Assembled Pseudo-Trotter (ADAPT) VQE \([15]\) is constructed by screening operators from a predefined pool for circuit depth reduction and accuracy improving. It grows the ansatz by introducing one operator with maximum gradient in the pool. The circuit construction terminates when the norm of the gradient vector is lower than \( \varepsilon \).

The operator pool \( P \) is composed of a set of spin-adapted single and double fermionic operators \( \hat{\tau} \). For the \( n \)-th step, the gradient for \( \hat{\tau}_i \) can be written as

\[
g^n_i = \langle \psi_{n-1} | [\hat{H}, \hat{\tau}^n_i] |\psi_{n-1}\rangle,
\]

(20)
Figure 3. The flow chart of ADAPT-VQE. The initial state $|\psi(0)\rangle$ is the Hartree-Fock state. Here we assume that there are $m$ operators in the pool and $\hat{\tau}_k^n$ represents the $k$-th pool operator at $n$-th iteration. Each iteration the operator with the largest gradient is added into the ADAPT ansatz. Then all parameters are re-optimized to find a better result. The algorithm terminates when the norm of the gradient vector $\vec{g}_n$ is lower than a given threshold.

and the corresponding gradient vector is defined as

$$\vec{g}_n = (g_0^n, \cdots, g_i^n, \cdots).$$  

(21)

The circuit construction terminates when $||\vec{g}_n|| < \varepsilon$. Steps of the ansatz construction are illustrated in Figure 3.

We calculated the gradient of each operator in step 2 by finite difference, $\delta$ is set as $10^{-5}$ by default, and $\varepsilon$ is $10^{-2}$. Operators in the pool are approximated with a single trotter step, and the corresponding quantum circuits are obtained after Jordan-Wigner mapping.

3.7. Qubit Coupled Cluster (QCC) Ansatz

Qubit coupled cluster wavefunction [33] has the following form:

$$|\Psi(\tau, \Omega)\rangle = \hat{U}(\tau) |\Omega\rangle,$$  

(22)

where $|\Omega\rangle$ represents the mean-field part while $\hat{U}(\tau)$ introduces correlation parts and $\tau$ is a set of variational parameters. The mean-field wavefunction is a product of single-qubit
coherent states.
\[ |\Omega \rangle = \prod_i |\Omega_i \rangle \]
\[ |\Omega_i \rangle = \cos \left( \frac{\theta_i}{2} \right) |0\rangle + e^{i\phi_i} \sin \left( \frac{\theta_i}{2} \right) |1\rangle \]  
(Equation 24)
where Equation 24 is a "Bloch state" for qubit \( i \). The correlation is introduced by entanglers \( e^{i\tau_k \hat{p}_k} \), and
\[ \hat{U}(\tau) = \prod_k e^{i\tau_k \hat{p}_k}. \]  
(Equation 25)
where \( \hat{p}_k \) are the Pauli strings.

QCC wavefunction requires \( 2N_q + N_{\text{ent}} \) independent parameters, where \( 2N_q \) variational parameters belong to the mean-field part and \( N_{\text{ent}} \) is the number of entanglers. In the project, we benchmarked an iterative modification of the QCC scheme [14]. In this scheme, each entangler is ranked based on the value of \( \Delta E[\hat{p}_k] \) as
\[ \Delta E[\hat{p}_k] = \min_{\tau} E[\tau, \hat{p}_k] - E[0, \hat{p}_k], \]  
(Equation 26)
where \( E[0, \hat{p}_k] = E_{QMF} \) is the qubit mean-field energy. All entanglers are ranked by their contribution to energy reduction compared to \( E_{QMF} \). After that, fix the entangler with the best performance as a layer of the ansatz. The procedure will be iteratively done for more layers until an energy threshold \( \epsilon = 0.0016 \) Hartree (chemical accuracy) is reached.

3.8. qubit-ADAPT

Different from ADAPT-VQE, qubit-ADAPT VQE [34] constructs ansatz with Pauli strings rather than fermionic operators. Such method reduces the circuit depths while increasing the construction iterations.

To generate the "qubit pool" in the qubit-ADAPT VQE ansatz, fermionic operators are transformed by Jordan-Wigner mapping and divided into a pile of individual Pauli strings, \( \hat{\tau} = \otimes \prod_i \hat{p}_i \), where \( \hat{p}_i \in \{\hat{\sigma}^I, \hat{\sigma}^X, \hat{\sigma}^Y, \hat{\sigma}^Z\} \). These Pauli strings contain an odd number of \( Y \)'s. Numerical simulation shows that the Pauli Z chains can be eliminated to reduce circuit depth further. Gradients of those operators are given by
\[ \frac{\partial \langle E \rangle}{\partial \theta} = i \langle \psi | [\hat{\tau}, \hat{H}] |\psi \rangle. \]  
(Equation 27)
Steps of the algorithm can also refer to Figure 3.

The parameter shift rule[39] is used to calculate gradients of operators like \( e^{i\theta \hat{r}} \), where \( \hat{r} \) represents a single Pauli string. The "qubit pool" is obtained in the ADAPT-VQE with Jordan-Wigner mapping and Pauli Z operators eliminated.
3.9. Low-depth Circuit Ansatz (LDCA)

Motivated by the Bogoliubov coupled cluster theory, [16] presented a new type of low-depth circuit ansatz (LDCA). Using the theory of matchgates, it showed how pure fermionic Gaussian states can be exactly prepared on a quantum computer using a linear-depth circuit.

In LDCA ansatz we use a series of 2-qubit rotations to build matchgates. Each of those rotations has a parameter to be optimized. The decomposition of Bogoliubov transformation in the LDCA can be found in [16]. The full LDCA protocol is shown in Figure 4.

In this work, we use $L = 2$ cycles of $U_{VarMG}$ as the original article shows, and considering the device limitation. The initial state is Hartree-Fock state and initial parameters are generated by random sampling in $[0, 2\pi]$. We sampled 20 times and chose the best parameters which could achieve the lowest energy.

3.10. Basis Rotation Circuit (BRC) Ansatz

Basis rotation circuit (BRC) ansatz realizes the Givens rotation approach to noninteracting fermion evolution [13]. The ansatz can be formulated as

$$|\psi_\kappa\rangle = U_\kappa |\eta\rangle$$

where $|\eta\rangle = a_1^\dagger \ldots a_N^\dagger |0\rangle$ is a computational basis state in the core orbital basis. $U_\kappa$ is a unitary given by

$$U_\kappa = \exp\left(\sum_{p,q=1}^N \kappa_{pq} a_p^\dagger a_q\right)$$

where $\kappa$ is an $N\times N$ anti-Hermitian matrix and $\kappa_{pq}$ is the $p,q$ element of $\kappa$. By taking $a_p^\dagger$ and $a_q$ to be fermionic creation and annihilation operators for the core orbital $\phi_p(r)$, we can implement variational relaxation of the $\kappa$ parameters to minimize the energy of $|\psi_\kappa\rangle$.

The initial state of the ansatz was obtained by filling the $\eta$ lowest energy orbitals (HF state), where $\eta$ is the number of electrons. Utilizing the optimal compilation of [40], $U_\kappa$ can be compiled exactly (without Trotterization) into a linearly connected architecture as shown in Figure 5. The BRC ansatz contains $\eta(N-\eta)$ Givens rotations. Each Givens rotation contains one variational parameter. In this work, the initial parameters were set to the parameters obtained by randomly sampling from a uniform distribution $[-\pi, \pi]$. For each optimization, we sampled 20 times and chose the parameters that gives the lowest energy solution.

4. Benchmarking Toolkit

In this section, we will introduce the benchmarking toolkit used in the study, including the data recording and comparison codes. Researchers can use these open source codes to conveniently add more benchmarking results.
Figure 4. Gate decomposition of the L-cycle LDCA on a linear chain of $M = 8$ qubits.
(a) The matchgate $K_{ij}^{(k,l)}$ is a 2-local operation between qubits $i$ and $j$ for layer $k$ cycle $l$.
(b) The $U_{\text{VarMG}}^{(k,l)}$ for layer $k$ cycle $l$ is built by operating $K_{ij}^{(k,l)}$ first on the even pairs of qubits and then on the odd pairs.
(c) The circuit of cycle $l$ $U_{\text{VarMG}}^{NN(l)}$ is composed by $\lceil \frac{M}{2} \rceil$ layers.
(d) The L-cycle construction of $U_{\text{VarMG}}^{\dagger}$ with one round of variational phase rotations.
(e) The full LDCA protocol with initial state in Hartree-Fock and the transformation to the original fermionic basis using $U_{\text{Bog}}^{\dagger}$ [16].
4.1. Data Recording

In the MindQuantum package, all the original benchmarking data are recorded in the 'data' directory as .json files. For researchers who want to benchmark more results, they may record the data in the files as the format of the existed results. For example, if the researchers want to add PES results of some molecule calculated by other ansatzes, they may find the corresponding file to record energy of the molecule, and add an item in the 'energies' dictionary. The item should be a list looks like 'UCCSD': [], and the energies of the molecule at different bond lengths that calculated by this ansatz should be added in the list.

To make it convenient to record the data in the corresponding .json files. One can use the functions in data.py. The file including functions initdata(), savedata() and rounddata(), which can be used to generate the .json file of the molecule and manage the data in it.

Figure 5. Basis rotation circuit and compilation. The figure depicts the basis rotation ansatz for a linear chain of four hydrogen atoms. Each white box with a rotation angle $\theta$ represents a Givens rotation gate which can be compiled using two $\sqrt{iSWAP}$ gates and three single-qubit Z rotation gates.
4.2. Data Comparison

Using the data in .json files, one can compare the data and generate the pictures as the section 5 shows by drawpic.py file. The basic comparison of energy error, runtime until convergence, and number of parameters between different ansatzes can be made by functions such as draw_errors(), draw_runtimes(), draw_paras().

To compare results calculated by different ansatzes, in drawpic.py, one should firstly specify the marker and color of the ansatzes at the beginning of the file. Then, the results can be compared by calling the functions in the file. For example, to generate the figures that make comparison between different ansatzes for H$_4$ molecule, one can use the sample code below:

```python
molecule = "H4"
f1g1s1ze = (10, 7.5)
ansatzes = ["CCSD", "HEA", "ADAPT", "qubit-ADAPT", "QCC"]
draw_errors(molecule=molecule, f1g1s1ze=f1g1s1ze, ansatzes=ansatzes)
draw_runtimes(molecule=molecule, f1g1s1ze=f1g1s1ze, ansatzes=ansatzes)
draw_paras(molecule=molecule, f1g1s1ze=f1g1s1ze, ansatzes=ansatzes)
```

5. Benchmarking Results

Using the benchmarking toolkit, we benchmarked the ansatzes introduced in Section 3 on six representative molecules, including 8 qubits H$_4$, 12 qubits LiH, 14 qubits BeH$_2$, 14 qubits H$_2$O, 18 qubits CH$_4$, and 20 qubits N$_2$. The Molecular Hamiltonians were calculated under the STO-3G basis and transformed by Jordan-Wigner mapping. Simulations were performed on a workstation with 88 cores CPU and 224 GB RAM. The number of threads was set as 4 in all cases and MindQuantum[21] was used as the quantum simulator.

To make it readable, we only show partial results in this article. As Table 1 in Chapter 3 shows, we group the ansatzes into two categories to compare: fixed-circuit ansatzes and changeable-circuit ansatzes. The fixed-circuit ansatzes include UCCSD, UCCSD0, k-UpCCGSD, and QUCC ansatzes. The changeable-circuit ansatzes include layered ansatz HEA, LDCA, BRC and adaptive ansatzes such as ADAPT, QCC, and qubit-ADAPT. Due to the RAM limitation, QCC ansatz was only benchmarked on H$_4$; qubit-ADAPT ansatz was only benchmarked on H$_4$ and LiH; ADAPT ansatz were benchmarked on H$_4$, LiH and BeH$_2$.

5.1. Comparison of Energy Error

This part shows the results of calculated energies. To make it clear, we also introduced energies calculated by the classical HF method, CCSD method, and FCI method. We set FCI energy as the reference and showed the energy error compared to it. Since the energy error of the HF method made other results indistinguishable in the figure, it was not included.
The results calculated by fixed-circuit ansätze and the CCSD method are shown in Figure 6. Noticing that the CCSD energy is not bounded by variational principle and may yield lower energy than the exact ground energy in cases like stretched bond of H₄, H₂O, N₂. From the results, UCCSD0 always behaved better than UCCSD, which means UCCSD0 owned a better parameterization way for tested molecules. The CCSD method failed to describe the ground state of molecules with a stretched bond. Compared to other ansätze, 1-UpCCGSD and 2-UpCCGSD have relatively more errors and usually cannot reach the chemical accuracy. UCCSD0 had the best performance among these ansätze, since it’s relatively accurate in most cases. QUCC ansatz also had a good performance, but for larger systems, e.g., N₂, it performs worse than that of the UCCSD0 ansatz. Furthermore, for the cases with bond length longer than 1.4 Å in H₄, all the ansätze were challenging to approach the exact ground state energies. This phenomenon also showed in bond stretched BeH₂, H₂O, which revealed a limitation for all these ansätze.

Figure 6. The energy error of H₄, LiH, BeH₂, H₂O, CH₄, and N₂ calculated by CCSD method and fixed-circuit ansätze compared to the full-CI method at different bond length. The results of full-CI method are settled as reference (0 energy). Some energy points calculated by CCSD are lower than full-CI energy, which can’t be shown in the figure. The grey area denotes the chemical accuracy (-0.0016 < energy error < 0.0016).

The energy results calculated by changeable-circuit ansätze except for LDCA and BRC are shown in Figure 7. It can be seen that these ansätze had big error at some
specific points of bond lengths. It may because the optimizer was trapped into local
minimum at some cases of bond lengths for these ansatzes, indicating that these ansatzes
are not stable.

![Figure 7](image.jpg)

**Figure 7.** The energy error of $H_4$, LiH and BeH$_2$ calculated by CCSD method and
changeable-circuit ansatzes compared to the full-CI method at different bond length
(Noticing that the VQE procedure will stop when maximal iteration or the chemical
accuracy is reached). The results of full-CI method are settled as reference(0 energy).
Some energy points calculated by CCSD are lower than full-CI energy, which can’t be
shown in the figure. The grey area denotes the chemical accuracy ($-0.0016 < \text{energy error} < 0.0016$).

The above results showed that UCCSD0, 2-UpCCGSD, QUCC, and ADAPT
ansatzes had relatively good performance among the benchmarked ansatzes. UCCSD0
and QUCC usually obtained more accurate energy compared to the other ansatzes,
but UCCSD0 was more accurate than QUCC for larger systems, such as N$_2$ molecule.
However, they still had high energy error when bond lengths were large enough. 2-
UpCCGSD may have less error in some cases, especially for CH$_4$ at stretched bond
lengths. The ADAPT ansatz had a relatively good performance in smaller molecules
(below 14 qubits). But it failed to run on our hardware for larger molecules. The
computation resource of adaptive methods increased rapidly as the system size grew,
which means the ADAPT ansatz may be computational prohibitive for larger systems.

The energy results calculated by BRC and LDCA are shown in Figure 8. The
results show that both BRC and LDCA had remarkable energy errors and couldn’t
achieve chemical accuracy. This suggest BRC and LDCA may be needed to repeat
more layers to reach needed accuracy.

5.2. Comparison of Runtime Until Convergence

The runtime of each case is discussed to indicate the hardness for different ansatzes
simulated by the quantum simulator. It can reflect the cost of time when the ansatzes
run on real quantum devices to some extent.
Figure 8. The energy error of $\text{H}_4$, LiH and BeH$_2$ calculated by CCSD method, LDCA and BRC ansatzes compared to the full-CI method at different bond length. The results of full-CI method are settled as reference (0 energy). Some energy points calculated by CCSD are lower than full-CI energy, which can’t be shown in the figure. The grey area denotes the chemical accuracy ($-0.0016 < \text{energy error} < 0.0016$).

The runtime of different fixed-circuit ansatzes is shown in Figure 9. In general, except for the $\text{H}_4$ molecule case, the ansatzes sorted in ascending order of runtime were 1-UpCCGSD, QUCC, 2-UpCCGSD, UCCSD, UCCSD0. From the results, the relationships between the runtime and bond lengths for each specific molecule are not obvious.

The runtime of changeable-circuit ansatzes is shown in Figure 10. Generally, the ansatzes sorted in ascending order of runtime was BRC, QCC, HEA, qubit-ADAPT, ADAPT, LDCA. This order was because the runtime of changeable-circuit ansatz was related to the size of the operator pool when screening the operators. For some points of bond lengths in different molecules, respectively, the runtime happened to largely increased, of which the reason is still under exploration.

To sum up, the changeable-circuit ansatzes usually cost more time in the classical simulator than the fixed-circuit ansatzes, as they cost extra computational resources to find the best circuit structure. By this reason, changeable-circuit ansatzes may not be practical in large systems.

5.3. Comparison of Number of Parameters

The number of variational parameters in different ansatzes was also explored. Usually, this indicates the difficulty of optimization and the circuit depth of ansatzes.

The number of variational parameters of fixed-circuit ansatzes are shown in Figure 11. Generally, sorted in ascending order of the number of parameters they contained, the rank of these ansatzes was 1-UpCCGSD, UCCSD(UCCSD0), 2-UpCCGSD, QUCC. However, when the size of the system grew, the 2-UpCCGSD method requires fewer parameters than UCCSD, suggested that one may try to use higher-order k-UpCCGSD ansatz for larger systems. The number of parameters used
Figure 9. The runtime of different fixed-circuit ansatzes to calculate H₄, LiH, BeH₂, H₂O, CH₄ and N₂ at different bond lengths until convergence.

Figure 10. The runtime of different changeable-circuit ansatzes to calculate H₄, LiH, BeH₂ at different bond lengths until convergence.
Figure 11. The number of parameters used by different fixed-circuit ansatzes to calculate $\text{H}_4$, LiH, BeH$_2$, H$_2$O, CH$_4$ and N$_2$. The number will not change with the bond length. The number of parameters of the UCCSD ansatz is always the same with the UCCSD0 ansatz.

by different changeable-circuit ansatzes is shown in Figure 12. In changeable-circuit ansatzes, the number of parameters one ansatz used is associated with the iteration steps of each ansatz, and also depends on the convergence conditions.

Figure 12. The number of parameters used by different changeable-circuit ansatzes to calculate $\text{H}_4$, LiH, BeH$_2$. 
In a word, adaptive ansatzes, including ADAPT and qubit-ADAPT, require less variational parameters and smaller circuit depths than LDCA, HEA and fixed-circuit ansatzes, which means they have relatively shallower circuit depth. However, as mentioned in Section 5.2, the optimizations of adaptive ansatzes may not be easier than fixed-circuit ansatzes. Considering the number of parameters used by these ansatzes, it is recommended to use UCCSD0 or k-UpCCGSD ansatzes for large systems.

6. Discussion

Using the MindQuantum software package [21], we benchmarked the performance of different VQE ansatzes, including energy error, runtime until convergence, and number of parameters. Due to limited space, we presented only partial results, readers can readily reproduce the results and perform new testing by applying our toolkit. The codes are publicly available at Gitee [21].

By analyzing the results, we conclude that most published ansatzes can reach chemical accuracy at the equilibrium points of the tested molecules. However, all the ansatzes failed to have reliable performance at stretched bond lengths. UCCSD0 and QUCC ansatzes can usually be used to obtain more accurate energy compared with other ansatzes, and UCCSD0 is more accurate than QUCC for larger systems. The ADAPT ansatz has relatively better performance in smaller molecular systems (below 14 qubits). It usually needs fewer variational parameters, but it is not scalable for larger molecules. Moreover, we can also found that changeable-circuit ansatzes usually cost much more time in classical simulators than fixed-circuit ansatzes. Our benchmarking results indicating a requirement of ansatz improvement at stretched bond length cases.

Apart from the above results, we also perform large-scale VQE simulations using the MindQuantum package. In the current version (v0.6) of MindQuantum, the same 28-qubit simulation of the C\textsubscript{2}H\textsubscript{4} molecule [41] can be executed in much less time: each iteration can be reduced from 960 minutes to 2.5 minutes. To take a step further, we also deploy MindQuantum to benchmark up to 30 qubits CO\textsubscript{2}, which is by far the largest scale simulation in the literature, as far as we are aware of. The energy iteration results are shown in Figure 13.

There are still many other cases that are meaningful to be benchmarked. Besides, there are also lots of ansatzes being proposed constantly. We will benchmark more ansatzes and update the results continuously. We also welcome more researchers to join this project. We hope these results can help the development of practical VQE applications.
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Appendix A.

**Table A1.** A summary of symbols.

| Symbol | Description |
|--------|-------------|
| $H$    | Molecular Hamiltonian |
| $N_e$  | The number of electrons in the molecule of interest |
| $N_n$  | The number of nuclei in the molecule of interest |
| $Z$    | Charges of a nucleus |
| $\mathbf{R}$ | Three-dimensional coordinates of a nucleus |
| $\mathbf{r}$ | Three-dimensional coordinates of an electron |
| $\{h_{pq}\}$ | One-electron integrals of the Hamiltonian in the second quantized form |
| $\{h_{pqrs}\}$ | Two-electron integrals of the Hamiltonian in the second quantized form |
| $\hat{P}$ | A Pauli string |
| $\hat{\sigma}^x$ | The Pauli x operator |
| $\hat{\sigma}^y$ | The Pauli y operator |
| $\hat{\sigma}^z$ | The Pauli z operator |
| $\hat{\sigma}^I$ | The Pauli identity operator |
| $|\Psi(\theta)\rangle$ | A quantum state with tunable parameters $\theta$ |
| $|\Psi_0\rangle$ | An initial state |
| $E_g$  | The ground state energy of the problem Hamiltonian |
| $\hat{a}^\dagger$ | Fermionic creation operator |
| $\hat{a}$ | Fermionic annihilation operator |
| $\hat{T}(\theta)$ | The coupled-cluster excitation operators |
| $i^a_i$ | Single excitation operator that excites one electron from occupied spin orbital $i$ to virtual spin orbital $a$ |
| $i^{ab}_{ij}$ | Double excitation operator that excites two electrons from occupied spin orbitals $i, j$ to virtual spin orbitals $a, b$ |
| $i, j, k, l, \ldots$ | Subscribes of occupied spin orbital |
| $a, b, c, d, \ldots$ | Subscribes of unoccupied (virtual) spin orbital |
| $p, q, r, s, \ldots$ | Subscribes of spin orbital |