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Abstract—Speaker-attributed automatic speech recognition (SA-ASR) in multi-party meeting scenarios is one of the most valuable and challenging ASR tasks. It was shown that Single-Channel Frame-level Diarization with Serialized Output Training (SC-FD-SOT), Single-Channel Word-level Diarization with SOT (SC-WD-SOT), and joint training of Single-Channel Target-Speaker separation and ASR (SC-TS-ASR) can be exploited to partially solve this problem, where the latter achieves the best performance. In this paper, we propose three corresponding MultiChannel (MC) SA-ASR approaches, namely MC-FD-SOT, MC-WD-SOT, and MC-TS-ASR. For different tasks/models, different multichannel data fusion strategies are considered, including channel-level cross-channel attention for MC-FD-SOT, frame-level cross-channel attention for MC-WD-SOT and neural beamforming for MC-TS-ASR. Experimental results on the Al-Meeting corpus reveal that our proposed multichannel SA-ASR models can consistently outperform the corresponding single-channel counterparts in terms of the speaker-dependent character error rate (SD-CER).

I. INTRODUCTION

Multi-talker speech modeling in real meeting scenarios (also known as the cocktail party problem) is one of the most valuable and challenging problems in speech signal processing [1], [2], where speaker-attributed automatic speech recognition (SA-ASR) is expected to correctly identify “who spoke what” [3]–[5]. Therefore, SA-ASR not only needs to recognize the possible overlapping speech sounds of different speakers [6]–[8], but also needs to identify the corresponding speaker for each recognized utterance.

Serialized Output Training (SOT) [8] was proposed for multi-talker ASR in order to avoid the limit of the maximum number of speakers and duplicated hypotheses [6], [9], which introduces a special symbol to represent the speaker change with only one output layer. To obtain the speaker attribute transcription, three Single-Channel (SC) SA-ASR approaches were proposed by modular combination [10], namely Single-Channel Frame-level Diarization with SOT (SC-FD-SOT), Single-Channel Word-level Diarization with SOT (SC-WD-SOT) and Single-Channel Target-Speaker separation and ASR (SC-TS-ASR). In SC-FD-SOT, the frame-level speaker diarization and SOT-based ASR are combined to obtain the speaker-attributed transcription. However, due to the modular independence, such an alignment strategy may suffer from erroneous timestamps, which severely hinder the speaker assignment performance. In order to alleviate this problem, SC-WD-SOT was proposed, which uses an attention mechanism to diarize the hypotheses of SOT-based ASR at the token level to obtain the corresponding speaker of each character. In order to further get rid of the dependence on SOT-based ASR hypotheses, SC-TS-ASR was proposed to train the joint model of target speaker separation and ASR, which achieves the best SA-ASR performance.

Although these approaches can work well on real-meeting corpora, they all use single-channel audio after beamforming as the input of the model. However, in real meeting scenarios, we usually have multichannel signals recorded using microphone arrays, which can be used more efficiently inside the model to learn richer temporal and spatial information. In this work, we therefore propose three MultiChannel SA-ASR approaches accordingly, called MC-FD-SOT, MC-WD-SOT and MC-TS-ASR, respectively.

In literature, Frame-Level Cross-Channel Attention (FLCCA) [11], [12] and Channel-Level Cross-Channel Attention (CLCCA) [13], [14] were proposed in the context of ASR, speech separation and speaker diarization, where the former attends more on the time frames and the latter more on channels. Multi-Frame Cross-Channel Attention (MFCCA) [15] reaches a tradeoff in-between by integrating cross-channel information between adjacent frames. As the MFCCA-based SOT works best for the multi-talker ASR and outperforms the best system in M2MeT challenge [16]–[18], we adopt the MFCCA-based SOT to replace SOT in SC-FD-SOT and SC-WD-SOT, namely MC-SOT. In track 1 of M2MeT, as the CLCCA was applied to Target-Speaker Voice Activity Detection (TS-VD) [19], [20] to fuse multichannel speech information and achieved the best performance (i.e., MC-TS-VD [14]), we propose to combine MC-TS-VD with MC-SOT, i.e., MC-FD-SOT. As for word-level diarization, the text and speech representations based attention is required, which means the importance of inter-frame speech context, we therefore adopt FLCCA in word-level diarization to fuse multichannel information. Combined with multichannel
word-level diarization and MC-SOT, MC-WD-SOT is then obtained. Neural beamforming has been widely used for multichannel speech separation recently [21]–[24], where a trainable neural network is used to adapt the filter weights and the single-channel output speech spectrum is then given by the filter-and-sum operation. Considering the noise reduction capacity of neural beamforming techniques, we further propose the MC-TS-ASR method by jointly training the pre-trained neural beamforming based multichannel target speaker separation and ASR modules.

Experimental results on a real meeting scenario corpus, AliMeeting, show that the MC-FD-SOT approach achieves an average speaker-dependent character error rate (SD-CER) of 33.5%, which outperforms the SC-FD-SOT. The MC-WD-SOT approach achieves an average SD-CER of 30.7%, which is better than SC-WD-SOT. The MC-TS-ASR approach obtains the best performance with an average SD-CER of 28.3%, which is still better than SC-TS-ASR. The remainder of the paper is organized as follows. Section 2 presents the proposed MC-SA-ASR methods, including MC-FD-SOT, MC-WD-SOT, and MC-TS-ASR. Section 3 shows the experimental setup, followed by results in Section 4. Finally, Section 5 concludes this work.

II. MC-SA-ASR

A. MFCCA-based MC-SOT

The FLCCA attends more to the information between frames but simply averages the information between channels, while the CLCCA applies attention between channels but ignores the information between local frames. The MFCCA strategy can be regarded as a combination of FLCCA and CLCCA by attending to both the channel-level and frame-level information.

The \( i \)-th head of MFCCA is calculated as

\[
Q_i = \tilde{X}_i W_q + (B_i^q)\top \in R^{T \times C \times D},
\]

\[
K_i = \tilde{X}_c W_k + (B_i^k)\top \in R^{T \times (2F+1) \times C \times D},
\]

\[
V_i = \tilde{X}_c W_v + (B_i^v)\top \in R^{T \times (2F+1) \times C \times D},
\]

\[
H_i = \text{softmax} \left( \frac{Q_i K_i\top}{\sqrt{D}} \right) V_i \in R^{T \times C \times D},
\]

where \( T, C, D \) stand for time, channel and feature dimension, respectively, \((\cdot)\top\) denotes transpose operation, \( F \) is the number of local context frames at each time step, \( \tilde{X}_{cc} = [\tilde{X}_{cc}^1, \cdots, \tilde{X}_{cc}^T] \) with \( \tilde{X}_{cc}^t \in \{0, 1\}^T \) being the concatenation of the context frames at time step \( t \), which is constructed as \( \tilde{X}_{cc}^t = [X_1^t, \cdots, X_{C-1}^t, X_C^t] \in R^{(2F+1) \times C \times D}, \) \( W \) and \( B \) are learnable parameters.

It can be clearly seen that the MFCCA can combine both channel-level and frame-level information, and it was shown in [15] that the combination with the attention based encoder-decoder (AED) to configure an MFCCA-based multichannel ASR model is beneficial for performance with a small increase in the computational cost. Considering the issues of overlapping speech and an unknown number of speakers in real-world meeting scenarios, the MFCCA was combined with SOT to tackle the multichannel multi-speaker ASR task, which is called MC-SOT. It was shown that since the SOT does not require a defined number of speakers and enables to model the transcribed dependencies of different speakers and transcripts from different speakers are concatenated in line with the corresponding starting time with a separator (sc) in-between, the SOT can thus work better than permutation invariant training (PIT) [6].
B. MC-FD-SOT

As the MC-TS-VAD method performs the best in the M2MeT Challenge Speaker Diarization Track [14], which utilizes a CLCCA-based TS-VAD to fuse multichannel features (e.g., the diarization error rates (DERs) are 2.26% and 2.98% on AliMeeting eval and test sets, respectively). As shown in Fig. 1(a), here we combine MC-TS-VAD and MC-SOT by aligning their timestamps to obtain the speaker-attributed transcription.

The detailed procedure of MC-FD-SOT is the same as SC-FD-SOT [10]. First, we estimate the utterance number $\hat{N}$ by aligning two output utterances with the longest text length from the MC-SOT and discard the rest; otherwise we select the $\hat{N}$ utterances with the longest text length from the MC-SOT output and discard the others. Finally, we align the utterances between MC-TS-VAD and MC-SOT in a chronological order.

C. MC-WD-SOT

In SC-WD-SOT, three independent encoders are used to encode the multi-talker hypotheses, speech features and speaker embeddings. The encoded hypotheses $H = \{h_i\mid i = 1, \ldots, L\}$ and encoded features $X = \{x_i\mid i = 1, \ldots, T\}$ are input into an attention layer, where $H$ is viewed as query, $X$ as key and value, and the output is the word-level representation $R = \{r_i\mid i = 1, \ldots, L\}$. Next, the context-independent (CI) score $S^C_{\text{CI}}$ is calculated using the dot product between the encoded speaker embeddings $V = \{v_n\mid n = 1, \ldots, N\}$ and the aggregated representations $R$. Meanwhile, the self-attention based network (SAN) [25] is also applied to $H$ and $V$ to compute the context-dependent (CD) score $S^C_{\text{CD}}$. Finally, the CI and CD scores are concatenated and fed to a post-processing network to predict the corresponding speaker for each character.

In MC-WD-SOT, the FLCCA is used in prior to the speech encoder to fuse multichannel speech information. As shown in Fig. 1(b), it can better extract the frame-level speech context information while fusing the cross-channel information. FLCCA is followed by 2D-convolution to obtain the single-channel representation required by the speech encoder. The speaker attribute transcription can then be obtained by merging the multichannel word-level diarization results with the MC-SOT hypotheses.

D. MC-TS-ASR

The multichannel target speaker separation module uses the given target speaker embedding to separate the multichannel mixed speech into single-channel target speaker representations, and the transcription of each speaker is then obtained by joint modeling through the ASR module, e.g., see Fig. 1(c). In general, multichannel speech separation can be achieved by neural beamforming techniques in e.g., [21]–[24].

In this work, we adopt the embedding and beamforming network (EaBNet) [24] for multichannel target speaker separation, which is an effective neural beamforming approach. The EaBNet mainly consists of an embedding module (EM) and beamforming module (BM), where the former follows an encoder-TCN-decoder structure. The encoder gradually extracts features with multiple downsampling operations, and the decoder is a mirror version of the encoder that recovers the features in the original dimensions. Temporal convolutional networks (TCNs) [26] are the bottleneck connecting the encoder and decoder, which functions as a separator. Unlike traditional beamformers [27], the BM directly uses the mapping capability of the network to estimate the beamformer weights, which consists of several LSTM layers. Finally, the desired spectrum and speech are obtained using the filtered spectrum and filter-and-sum operation. In order to better extract the target speaker, feature-wise linear modulation (FILM) [28] is used to integrate the speaker embedding into the feature before each TCN layer.

III. EXPERIMENTAL SETUP

A. Dataset and evaluation metrics

In this work, the AliMeeting corpus [16], [17] is used to evaluate the proposed MC-SA-ASR systems. The AliMeeting corpus contains 104.75 hours data for training (Train), 4 hours for evaluation (Eval) and 10 hours for testing (Test). Each subset contains several meeting sessions and each consists of a 15 to 30-minutes discussion by 2 to 4 participants. The dataset includes 8-channel far-field audio recorded by microphone arrays (Ali-far) and single-channel near-field audio recorded by participants’ headphones (Ali-near). For MC-TS-ASR, we further simulate 50 hours mixed training data (called Train-Ali-simu) from Train-Ali-near to train the front-end module as well as the corresponding eval Eval-Ali-simu and Test-Ali-simu sets.

For SA-ASR, the speaker-dependent character error rate (SD-CER) [29] is used for performance evaluation. SD-CER is calculated by matching the ASR hypothesis to the corresponding speaker reference transcription, which is a rigorous evaluation metric for meeting scenarios. Besides, we adopt the scale-invariant SNR (SI-SNR) [30] to measure the speech separation performance.

B. Model configuration

For MC-SOT, we employ a transformer model with MFCCA-based Conformer [31] encoder to construct MC-SOT, which includes 11 encoder layers and 6 decoder layers with 4-head multi-head self-attention (MHSA), where the dimensions of MHSA and feed-forward network (FFN) layer are set to be 256 and 2048, respectively. The obtained CERs on Eval and Test sets of AliMeeting corpus are 17.3% and 18.4%, respectively. For MC-WD-SOT, similarly to SC-WD-SOT, a four-layer self-attention based encoder is employed to encode the recognized text with 8 attention heads and 256 hidden units in each layer. For the speech encoder, a four-layer feed-forward sequential memory network (FSMN) [32] is adopted with 256 memory blocks and a kernel size of 31. We adopt a one-layer
of FLCCA with 8 attention heads and 56 hidden units in prior to the speech encoder. FLCCA is followed by three-layer 2D-convolutions, where the number of kernels is \{16, 8, 1\} and the kernel size is \((5, 7)\). For MC-TS-ASR, to reduce the computational burden, a squeezed version of TCNs (S-TCNs) is used, where three S-TCNs are stacked and each consists of 6 squeezed temporal convolutional modules with a kernel size of 5 and dilation rate of \((1, 2, 4, 8, 16, 32)\). The feature dimension in S-TCNs is 256, and 2 uni-directional LSTM layers with 64 hidden nodes are used as the BM. We employ a Res2Net-based d-vector extraction network trained on the VoxCeleb corpus [33], [34] as the speaker embedding model. For a fair comparison, the conformer with 8 layer encoder is \(1.5e^{-4}\), which will be halved if the loss does not decrease for consecutive two epochs. Besides, we use a learning rate of \(1e^{-3}\) with 10000 warmup steps to jointly fine-tune the model.

### IV. Experimental Results

First of all, we show the performance of the proposed MC-SA-ASR methods in Table I in comparison with the SC-SA-ASR counterparts, which use the Ali-far-bf data generated by the CDDMA beamformer (bf) [37] for training and inference. In order to utilize multichannel information, both MFCCA and CLCCA are used in SOT and frame-level diarization module for MC-FD-SOT, which achieves an average relative SD-CER reduction of 18.8\% in Eval and Test sets compared to SC-FD-SOT (from 41.2\% to 33.5\%). For MC-WD-SOT, MFCCA and FLCCA are used in SOT and word-level diarization module, an average relative SD-CER reduction of 16.6\% is achieved compared to SC-WD-SOT (from 36.8\% to 30.7\%). It is clear that the proposed MC-TS-ASR method, which calculates the filter weights of a neural beamformer and then performs filter-and-sum to obtain the fused spectrum, results in the best performance among all MC-SA-ASR systems and an average relative SD-CER reduction of 17.7\% compared to SC-TS-ASR (from 34.4\% to 28.3\%).

Second, we show the performance of the application of different multichannel information fusions to the proposed MC-WD-SOT method in Table II. To improve the performance, similarly to [10] we use the combination of ASR hypotheses and real transcriptions for training. It is clear that combining the single-channel word-level diarization (SD-WD) and MC-SOT results, the performance can be largely improved compared to SC-WD-SOT. Using the FLCCA before speech encoder to fuse the multichannel information can further improve the performance, which converges to the case when an oracle separator (\(sc\)) is additionally exploited.
Since short utterances might cause interference and lead to too many insertion errors, we further show the impact of the minimum length of diarization utterances on the MC-TS-ASR performance in Table III. Compared with the original oracle speaker labels, the ones obtained from speaker diarization (MC-TS-VAD) obtain better results in most cases, due to the fact that there are some interfering utterances that are not recognized by the diarization model. A further improvement can be achieved by removing the very short diarization utterances, especially on the Eval set (e.g., from 30.4% to 28.2%).

Finally, we compare the performance of speech separation and ASR in different stages is shown in Table IV for the proposed MC-TS-ASR method. Specifically, after pre-training we first fine-tune the whole model jointly on Train-Ali-simu, such that the front-end separation module can adapt to the back-end ASR module. We then fine-tune the model using real data composed of Train-Ali-far and Train-Ali-simu. In this step, we use ASR-only and joint training strategies for comparison. The difference between them is whether to freeze the front-end module during training. It can be seen that the relative SD-CER of joint training decreases by 34.2% (from 46.2% to 30.4%) and 37.2% (from 43.8% to 27.5%) on the Eval and Test sets, respectively, compared to the ASR-only training. However, joint training also leads to a decrease in the SI-SNR. In other words, joint fine-tuning enforces the front-end module to be adaptive with the ASR module at a sacrifice in the separation performance. This implies that given a speaker embedding, the end-to-end ASR model directly recognizes the speaker’s utterances rather than the separated speech in multitalker scenarios. This also shows that a better front-end signal quality (e.g., in SI-SNR) does not necessarily mean a better back-end ASR performance in practice.

V. CONCLUSIONS

In this paper, we proposed three multichannel SA-ASR approaches in the context of multi-party meetings. The MC-FD-SOT corresponds to SC-FD-SOT, which introduces MFCCA and CLCCA into ASR and frame-level diarization. While the MFCCA is also used in the ASR module of MC-WD-SOT, merged with FLCCA-based word-level diarization. The MC-TS-ASR uses neural beamforming to fuse the multichannel information. It was shown that the proposed multichannel methods outperform the corresponding single-channel counterpart. The joint fine-tuning of MC-TS-ASR enables the front-end module to match the ASR module, but the separation performance drops, implying that a direct recognition of the target speaker’s speech might be a more appropriate choice, particularly in multi-talker scenarios. To our knowledge, this work is the first attempt to the multichannel SA-ASR problem in real meeting scenarios. In the future, we will explore more effective multichannel multi-talker modeling methods in meeting scenarios and attempt to further take speaker localization (or direction-of-arrival estimation) into account, such that the considered SA-ASR can identify “who spoke what from where”.
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