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SUMMARY End-to-end (E2E) multilingual automatic speech recognition (ASR) systems aim to recognize multilingual speeches in a unified framework. In the current E2E multilingual ASR framework, the output prediction for a specific language lacks constraints on the output scope of modeling units. In this paper, a language supervision training strategy is proposed with language masks to constrain the neural network output distribution. To simulate the multilingual ASR scenario with unknown language identity information, a language identification (LID) classifier is applied to estimate the language masks. On four Babel corpora, the proposed E2E multilingual ASR system achieved an average absolute word error rate (WER) reduction of 2.6% compared with the multilingual baseline system.
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1. Introduction

The end-to-end (E2E) framework has been widely applied in the field of automatic speech recognition (ASR). Implementing ASR systems under the E2E framework adds flexibility by eliminating the need for pronunciation dictionaries [1]. Therefore, this paper focuses on the joint modeling of multilingual ASR under the E2E framework. Although acoustic model information and language model information can be shared among multiple languages under the E2E framework, it also causes new problems. Given that pronunciation and grammar rules differ among languages, multilingual joint modeling may result in confusion among languages compared with E2E monolingual systems. Therefore, it is necessary to apply language-adaptive training to the E2E multilingual ASR system to improve its language discriminability.

Some previous studies have explored the language-adaptive training of E2E multilingual ASR systems. The language-conditioned method was adopted in some studies [2]–[4] by injecting the language feature vectors into the model at different locations. To assist in the multilingual modeling process, an auxiliary LID task was introduced to the E2E multilingual ASR framework [2], [5]. Other approaches, such as adding language identity tags at the begin-
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language information is input into the decoder module to assist with the back-end modeling unit prediction:

\[ h_{i \text{dec}} = \text{Decoder}(y_{t-1}, c_i, v(x)), \]
\[ p(y_i|y_{1:t-1}, x) = \text{softmax}(h_{i \text{dec}}), \]

where \( y_i \) and \( c_i \) are the output modeling unit and context vector of step \( i \), respectively, and \( h_{i \text{dec}} \) is the hidden state of the decoder module. In this paper, the language feature vector \( v(x) \) is generated from a cross-entropy-based (CE-based) LID classifier [8] trained with one-hot language identity labels.

3. Language Supervision Training Strategy

Figure 2 shows the proposed joint attention/CTC multilingual ASR framework [9] based on language supervision training strategy, where the language mask is estimated from a mean squared error (MSE)-based LID classifier. The flowchart of the recognition strategy and the flowchart of the training strategy (i.e. Fig. 2) are the same except that the historical information \( (y_{t-1}) \) is ground truth in the training process and is recognized label in the recognition process. In multilingual ASR systems, the multilingual modeling unit is a union of multiple languages. During the modeling unit prediction, probability distributions are generated for the entire set of multilingual units, including nontarget language modeling units. The nontarget language modeling units, however, may result in confusion during the language-specific training process. To eliminate the impact of the nontarget output nodes, a language supervision training strategy is applied with language masks. The output of the masked decoder module is defined as follows:

\[ v^\text{mask}(x) = (v_m(x))_{m=1}^M, v_m(x) = \begin{cases} 1, m \in U(x); \\ 0, m \notin U(x), \end{cases} \]

\[ p(y_i|y_{1:t-1}, x) = \text{renorm}(v^\text{mask}(x) \odot \text{softmax}(h_{i \text{dec}})), \]

where \( v^\text{mask}(x) \) is the language mask, which has the same size as the multilingual modeling unit, \( M \) in (4) is the total number of output nodes, which also has the same size as the multilingual modeling unit, and \( U(x) \) is the modeling unit of the language to which \( x \) belongs. In (5), the masked multilingual modeling unit probability distributions are smoothed by the renorm function to ensure that the output probabilities sum to 1.

4. Language Masks Estimation

To accomplish the language supervision training of E2E multilingual ASR system, an LID classifier needs to be constructed in advance to estimate the language mask information. It is designed to simulate the multilingual ASR scenario, in which language identity information is not provided as prior knowledge during the testing process. The MSE function [10] is applied to minimize the error between the real distributions and the estimated distributions of the language masks. The MSE function is defined as follows:

\[ \mathcal{L}_{\text{mse}} = \frac{1}{M} \sum_{m=1}^{M} (v_m - \hat{v}_m)^2, \]

where \( v_m \) and \( \hat{v}_m \) are the real and estimated probabilities of output node \( m \), respectively. The ASR results of the E2E multilingual system are generated on utterance level information. Thus, the language mask vector is generated at the utterance level and is calculated by averaging all frame information of the utterance:

\[ v^\text{mask}(x) = \frac{1}{T} \sum_{t=1}^{T} v^\text{mask}(x_t) \]

where \( v^\text{mask}(x) = (\hat{v}_m)_{m=1}^M \) is the estimated language mask for input \( x \), and \( T \) is the number of frames in \( x \). It is worth mentioning that the statistics pooling component [11] is designed within the LID classifier to improve the accuracy of the language information prediction.

5. Experiments and Results

5.1 Speech Datasets and Experimental Configurations

In this paper, four IARPA Babel corpora are adopted to conduct the experiments: Tagalog (Tag), Cebuano (Ceb), Tok Pisin (Tok), and Haitian Creole (Hai). These four languages are close in terms of language family and have some pronunciation similarities, which is benefit for information sharing in multilingual joint modeling. Statistics of the four corpora are shown in Table 1. The system performance is measured using the 10-hour official IARPA Babel development sets, which are randomly divided into development sets and evaluation sets. During the model iterative training process, the optimal model is selected by calculating the recognition accuracy of the development set on the model.

The Espnet E2E Speech Processing Toolkit with a PyTorch back-end was adopted to perform all the ASR experiments [9]. The joint attention/CTC architecture was adopted to construct both monolingual and multilingual models,
### Table 1 Multilingual corpora statistics.

| Language | BpeTypes | Task | Length (h) | #utterances |
|----------|----------|------|------------|-------------|
| Tag      | 100      | Training | 77.28     | 71,467 |
|          |          | Development | 4.81     | 4,280 |
|          |          | Evaluation | 4.99     | 4,391 |
| Ceb      | 98       | Training | 35.79     | 34,532 |
|          |          | Development | 4.87     | 4,474 |
|          |          | Evaluation | 4.59     | 3,923 |
| Tok      | 95       | Training | 63.18     | 47,623 |
|          |          | Development | 4.92     | 4,002 |
|          |          | Evaluation | 5.17     | 4,038 |
| Hai      | 101      | Training | 38.13     | 34,532 |
|          |          | Development | 4.87     | 4,474 |
|          |          | Evaluation | 4.59     | 3,923 |
| Total    | 106      | Training | 214.39    | 184,789 |
|          |          | Development | 19.09   | 16,635 |
|          |          | Evaluation | 19.40   | 16,825 |

5.2 Language Identity Information

In this paper, two LID classifiers are implemented with the CE criterion and the MSE criterion to generate the language feature vectors and the language masks, respectively. Before the model training process, the corpus of the four languages was randomly copied to keep the amount of data of four languages balanced. The output distributions of both classifiers are averaged on utterance level information. Figure 3 shows the modeling unit distributions of the utterance-level language masks, where (a) is the real distribution of the evaluation sets and (b) is the estimated distribution of the evaluation sets generated from the MSE-based LID classifier. The estimated language masks are similar to the distributions of the real masks. For the CE-based LID classifier, due to insufficient corpora, the LID accuracy reaches only 85.7% on average. The posterior distributions of the CE-based model are generated as language feature vectors and used to conduct language-conditioned multilingual language-adaptive training.

5.3 E2E Multilingual ASR Experiments

The baseline E2E monolingual model and E2E multilingual model are implemented with subword-level modeling units generated from the multilingual corpora by the byte-pair-encoding (BPE) algorithm. The size of modeling units (BpeTypes) is shown in Table 1. The monolingual modeling units are obtained by removing the modeling units of the nontarget language from the multilingual modeling units. The results from Table 2 indicate that multilingual joint modeling improves the ASR performance compared to that of the monolingual systems (62.6%/70.3%).

To apply language-adaptive training, the encoder-conditioned method (Enc) and decoder-conditioned (Dec)
method are both implemented for comparison with the proposed language supervision training strategy (Mask). Table 2 shows that all the language-adaptive training methods improve the performance of the multilingual ASR system. In general, the three types of language-adaptive training methods work along different aspects to improve the language discriminability of the attention-based encoder-decoder E2E model. The encoder-conditioned method acts on the front-end acoustic modeling to help distinguish languages by appending language feature vectors to the spectral features. The decoder-conditioned method and the language supervision training strategy both act on the back-end modeling unit prediction. The language supervision training strategy improves the performance by directly weakening the prediction probabilities of the nontarget language modeling units (60.6%/62.6%). It is worth mentioning that the performance of the language supervision training strategy with estimated language masks is quite close to that of the language supervision training strategy with real language masks (60.6%/60.4%). Finally, the encoder-conditioned method is combined with the decoder-conditioned method (61.5%/61.6%) and the language supervision training strategy (60.0%/60.6%), which provide further performance improvement. Notably, even though the language supervision training strategy works independently, it outperforms the combination of the encoder-conditioned method and decoder-conditioned method (60.6%/61.5%).

6. Conclusion

In this paper, a language supervision training strategy is proposed to conduct language-adaptive training under the joint attention/CTC multilingual ASR framework. The encoder-conditioned method and the decoder-conditioned method are also implemented and compared with the proposed method. To simulate the multilingual ASR scenario with unknown language identity information, the CE-based and MSE-based LID classifiers are implemented to generate the language feature vectors and language masks to complement the language-adaptive training. The results show that the combination of the encoder-conditioned method and the language supervision training strategy provides the best performance, achieving an absolute WER reduction of 2.6%/10.3%, on average compared with the multilingual and monolingual baseline systems (60.0%/62.6%/70.3%). In the future, the language adaptive training methods will be investigated with language-specific attentions to model the attention information language-independently.
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