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Abstract—Deep learning recommendation systems at scale have provided remarkable gains through increasing model capacity (i.e., wider and deeper neural networks), but it comes at significant training cost and infrastructure cost. Model pruning is an effective technique to reduce computation overhead for deep neural networks by removing redundant parameters. However, modern recommendation systems are still thirsty for model capacity due to the demand for handling big data. Thus, pruning a recommendation model at scale results in a smaller model capacity and consequently lower accuracy. To reduce computation cost without sacrificing model capacity, we propose a dynamic training scheme, namely alternate model growth and pruning, to alternatively construct and prune weights in the course of training. Our method leverages structured sparsification to reduce computational cost without hurting the model capacity at the end of offline training so that a full-size model is available in the recurring training stage to learn new data in real time. To the best of our knowledge, this is the first work to provide in-depth experiments and discussion of applying structural dynamics to recommendation systems at scale to reduce training cost. The proposed method is validated with an open-source deep learning recommendation model (DLRM) and the state-of-the-art industrial-scale production models.

Index Terms—Recommendation system, model growth, model pruning, deep learning, deep neural network, efficient model training

I. INTRODUCTION

In the past decade, deep learning recommendation models have successfully powered various applications and products. For instance, YouTube adopts deep candidate generation and ranking models to deliver video suggestions [1]; Microsoft utilizes deep learning recommendation models for news feed [2]; Alibaba leverages recommendation models for product suggestions [3]; Facebook uses deep learning recommendation models to support personalization and ranking in widespread products [4]–[6]. Recent years, along with the emergence of big data, recommendation models are rapidly expanding their capacity, especially the industry recommendation systems. For example, the capacity for training recommendation systems at web-scale internet companies quadruples [7] over the past two years, and more than half of the AI training cycles is devoted to training deep learning recommendation models.

Training these recommendation systems at scale requires increasingly massive computation power and energy consumption [7]. Similar to modern deep neural networks (DNNs) in general domains (such as computer vision) [8]–[10], significant computation expense in recommendation area is chiefly due to the model scaling-up, i.e., wider and deeper network with a large number of parameters. Previously, compression techniques, such as pruning [9], quantization [11], and distillation [12], have been developed [10] to relieve general DNNs from expensive computational cost caused by over-parameterization. Among them, pruning has been validated as a simple yet efficient method to reduce the redundancy of general DNNs. The pruning technique removes less important parameters from DNN after a complete training on the input data. It then fine-tunes the sparse model with some fine-tuning data, generating a final model with sparsity (i.e., decent amounts of parameters are set to zero). The success of pruning relies on the following priors: (1) the DNN itself is over-parameterized, in other words, the number of parameters is redundant for the given input data [13]. (2) the fine-tuning stage contains large amounts of fine-tuning data to recover the accuracy drop caused by pruning; (3) the training data and fine-tuning data follow the same distribution; (4) the pruned model is usually served for the purpose of inference, which has less demand on model capacity since learning new data is not required.

Unlike general DNNs, industrial-scale deep learning recommendation systems have the following properties that are unique:
In this paper, we propose a training scheme named alternate growth and pruning. This scheme starts from training the full-size recommendation model, which benefits the warm-up stage. Once the full-size model converges, important weights are selected through Taylor Approximation and then pruned. Such a structured sparsity can largely reduce the computation cost. Once the sparse model converges, we grow the model to a full-size to avoid accuracy degradation caused by data distribution shifting. The growth and pruning occur by turns during training and conclude the offline training at a full-size model. Such a full-size model will be utilized in the recurring training, leveraging structured sparsification to reduce computation cost.

To summarize, the contribution of this paper is three-folded:

- We discuss and analyze the unique properties of modern recommendation models. These properties diminish the practicability and effectiveness of traditional model compression techniques such as pruning.
- To satisfy recommendation models’ unique properties, we propose to alternately grow and prune the model during training, leveraging structured sparsification to reduce computation cost.
- The proposed scheme is validated with modern recommendation systems on the Criteo AI Labs Ad Kaggle dataset and a real-world industrial dataset.

II. BACKGROUND

A. Recommendation Models

Modern recommendation models [3], [14]–[16] usually employ a structure shown in Fig. 2. Categorical and continuous features are used as input and the most relevant content prediction for users is the targeted output. Categorical features are encoded into embedding lookup tables where each unique entity type (e.g., text/video/audio) is designated to a row of the embedding table, and multiple entities are pooled together and generate embedding tables via aggregate statistic. Continuous features are directly fed into a set of fully-connected layers (the bottom multi-layer perceptron). The categorical features and continuous features are coupled through a feature interaction, which is usually the dot product [14]. Feature interaction is then fed into the top multi-layer perceptron (MLP), predicting the final output. In this paper, we demonstrate experiments on an open-source model named DLRM [14], and a real-world industrial production model. Both models’ structures are similar to the structure mentioned above. Detailed setup can be found in Section V-A.

B. Related Work

There have been broad interests in reducing the training cost of DNNs. In this section, we categorize and discuss them from the following three perspectives:

a) Network surgery: Pruning during training has been extensively explored in computer vision area previously [9], [17]–[24]. Pruning leverages network sparsity by removing less important parameters through either importance ranking [9], [18] or regularization [23], [24]. Despite the empirical...
success and the ability to learn the sparsity on general DNNs, pruning itself is not an optimal solution for recommendation systems due to the limitations discussed in Section I.

On the other side, constructive methods have also been explored in previous literature [25]–[28]. Constructive methods expand network structure or re-activate the pruned weights during training to incrementally increase model capacity, which is also referred to as model growth. [25], [26] enlarged network capacity with fresh neurons and evaluated rudimentary problems such as XOR problems and multi-layer perceptron (MLP), without datasets from a real scenario. [27] picked a set of convolutional filters from a bundle of randomly generated ones to enlarge the convolutional layers. However, finding one set of filters that reduces the most loss among several sets is through a trial-and-error way, consuming a significant amount of resources. Unlike previous methods,

b) Incremental training: Incremental training refers to splitting the entire training process into a couple of subsets or steps of training and then incrementally approaching the training goal. [29] divides the learning concepts into different groups and trains the model with the sequential concepts. In [30], the architecture is expanded by separating its hidden state into different modules, and new modules are sequentially added to the model to learn progressively longer dependencies. However, incremental training suffers from weight interfering and overwriting, i.e. new data overwrites the weights that are well trained by old data, especially when the data distribution drifts over time. Furthermore, incremental training usually requires extra memory and computation to reasonably divide training, integrate sub-training, and retrieve previously learned weights.

c) Orthogonal methods: There are several orthogonal methods, such as low-precision quantization and low-rank decomposition. The quantization technique compresses the DNN models by quantizing the parameters to fewer bits [31]–[33]. The decomposition technique compresses the DNN models by finding a low-rank approximation [34], [35]. Note that the proposed scheme can be combined with these orthogonal methods to further improve training efficiency.

III. PROPOSED METHOD

In this section, we describe the proposed training flow. Recommendation models usually employ wide and deep [15] fully-connected (FC) layers, which spend as much as over 40\% of total computation. Thus, here we focus on improving the efficiency of FC layers. It is worth mentioning that, from the implementation point of view, the proposed training scheme is general and can also be applied to other types of architecture such as convolutional layers.

A. Terminology

A recommendation model can be treated as a feed-forward multi-layer architecture that maps the input data to certain output vectors. Each layer is a certain function, such as fully-connected, ReLU, and dot product. For the $l^{th}$ fully-connected layer, it is formulated as $\mathcal{Y}_l = X_l \cdot \Theta_l$, where the input $X_l \in \mathbb{R}^{I_l}$, the output $\mathcal{Y}_l \in \mathbb{R}^{O_l}$, and the parameter matrix is $\Theta_l \in \mathbb{R}^{O_l \times I_l}$.

B. Overview of the Proposed Scheme

Fig. 3 presents an overview of the proposed training scheme. Unlike growth-only schemes [28], [30] that start the training from a small network seed, our method begins the training from a full-size model. Since the input data and feature interactions that need to be captured are in giant scales, a large model capacity for the warm-up stage is essential and can establish a better weight distribution and ultimately better model quality. After the initial model converges in the warm-up stage, we calculate an importance score (will be explained in the following subsection) for each neuron along the input-wise dimension, then sort and preserve the most important $100 \times (1 - \beta)\%$ neurons, where $\beta$ is the sparsity (i.e. the ratio of pruned weights compared to all the weights). Weights of the secondary neurons are set to zero, leading to a pruned model. This pruned model features a structured sparsity and largely reduced computation. When pruning takes place, a reasonable accuracy drop is usually observed. Such an accuracy drop is gradually recovered along with the training on fine tuning.

Fig. 3. Overview of the alternate growth and pruning paradigm.
data (i.e., the fine-tuning stage). However, if the pruning phase lasts too long, the sparse model starts to suffer from the insufficient capacity and the data drift problem as discussed in Section I, leading to worse accuracy. Therefore, our proposed method recovers the pruned model back to a full capacity (i.e., reactivate the pruned weights) in time to avoid the pruned model suffering from accuracy degradation. When the full-size model is converged, another iteration of importance evaluation and pruning is applied to reduce computation cost. These phases can be repeated until the end of offline training. In our proposed method offline training leads to a dense model that has sufficient capacity when deployed in the recurring training to learn the new emerging patterns in data in a real-time manner.

The proposed training scheme satisfies unique requirements of recommendation systems at scale, including (1) recommendation model is thirsty in capacity, especially for the warm-up stage; (2) pruning can be leveraged to reduce training cost but the pruning mask (the position of weights pruned) should not remain fixed throughout the training; (3) the training should complete at a full-size capacity to benefit recurring training.

**C. Model Pruning**

The pruning is performed in a structured way: all the input-wise weights connected to a neuron are concurrently pruned or preserved. Whether to keep or prune a specific neuron depends on its evaluation on the importance score, which is used to measure how important a neuron is to the loss function. Here, we use Taylor Approximation as the importance score, whose efficacy has been proven in [21], [37], [38]. For a neuron \( t \) in the \( l^{th} \) layer \( \Theta_t^l \in \mathbb{R}^{1 \times l_i} \), the score is formulated as:

\[
\Delta L(\Theta_t^l) \approx \left| \frac{\partial L(Y; \chi; \Theta)}{\partial \Theta_t^l} \right| \Theta_t^l = \sum_{i=0}^{l_i} \left| \frac{\partial L(Y; \chi; \Theta)}{\partial \Theta_t^{l_i}} \right| \Theta_t^{l_i},
\]

where \( \frac{\partial L(Y; \chi; \Theta)}{\partial \Theta_t^{l_i}} \) is the gradient of the loss with respect to the parameter \( \Theta_t^{l_i} \). Based on the score above, we sort neurons layer by layer and identify the top \( 1 - \beta \) neurons, where \( \beta \in (0, 1) \). These relatively important neurons are preserved in the fine-tuning stage while the rest secondary neurons are pruned, generating \((\beta \times 100)\% \) structured sparsity.

**D. Model Growth**

In the growth stage, the pruned weights are re-opened and allowed to learn, bringing the model back to full capacity. The pruned weights start updating from zero with the same learning rate. Zero initialization is effective yet straightforward for recommendation systems due to an asynchronous data-parallel distributed setup for industrial-scale recommendation systems. As shown in Fig. 4, large scale recommendation models are usually trained with multiple trainers (nodes) working on different partitions of data. Each trainer calculates gradients and synchronize to a centralized parameter server, while the server collects and averages the gradient and sends it back to each trainer for weights updating [39]. For example, Hogwild [40] can be used to implement parallelizing stochastic gradient descent (SGD), leveraging multi-CPU/GPU to perform forward and backward pass. Zero initialization is able to get rid of asynchronous weight averaging sync problems caused by a distributed asynchronous SGD optimization setup, as shown in Fig. 4b. In contrast, other types of initialization (such as constant initialization) could experience several sub-steps of unsmooth transition between zero and the initialization target, as shown in Fig. 4a.

From the implementation perspective, it is worth mentioning that when updating a huge number of parameters from zeros, denormal number [41], [42] could be a severe problem. The mantissa in normal floating point is normalized and does not have leading zeros. However, there are leading zeros in the mantissa in denormal numbers, which would result in an exponent that is too small and not representable. Denormal numbers can incur extra computational cost and significantly slow down the computation speed [43]. Setting both the flush-to-zero (FTZ) and denormals-are-zero (DAZ) flags to true could solve this problem [44].
IV. EXPERIMENTAL RESULTS

We use both an open-source DLRM model and a real-world industrial recommendation model to perform experiments.

A. Experiment Setup

a) Training Setup: For the DLRM model, which follows the structure discussed in Fig. 2, the embedding dimension for sparse features is set as 4. The output dimensions of the bottom FC-layer stack are 256, 128, 64 and 4, respectively, while the top FC-layer stack are 256, 128 and 1. Experiments are performed on a single Nvidia Quadro RTX 8000 platform with PyTorch. Stochastic gradient descent (SGD) is adopted with a constant learning rate of 0.1. For the industrial recommendation model, the structure is similar to the architectures mentioned above, and the training is performed on parallel trainers as discussed in Section III-D. Adam [45] is used as the optimizer.

b) Dataset: Few public data sets are available for recommendation and personalization systems. On DLRM, we use Criteo AI Labs Ad Kaggle dataset to perform experiments. This dataset contains 13 sparse features and 26 categorical features, approximately 45 million samples over 7 days. In our experiments, 6 days are used as the training set and the rest 1 day as the testing set. On the industrial-scale recommendation model, we use a proprietary real-world dataset. Both datasets are trained with a single pass, i.e., one epoch.

c) Evaluation: For the DLRM model, binary cross-entropy (BCE) is used as the loss function. Both training and testing accuracy are reported. When comparing the proposed method with the baseline model, we also report the relative accuracy:

\[
\text{relative accuracy} = \frac{\text{Accuracy of the experimental model}}{\text{Accuracy of the baseline model}} - 1
\]  (2)

The industrial model uses the normalized cross-entropy (CE) metric from the classification task, which measures the average log loss divided by what the average log loss would be if a model predicted the background click-through rate. Since for recommendation system, we care more about the performance on the incoming data rather than the entire historical data. We report a performance metrics named look ahead window evaluation (eval) CE [46], where CE is measured with the unseen incoming data within a given moving time window. In the following experiments, we define the relative CE loss as below:

\[
\text{relative CE} = \frac{\text{CE of the experimental model}}{\text{CE of the baseline model}} - 1
\]  (3)

Usually, \(|\text{relative CE/accuracy}| > 0.1\%\) is considered as a significant difference. We use training FLOPs to estimate the training computational cost for DLRM and industrial model.

\[\text{https://github.com/facebookresearch/dlrm}\]
\[\text{https://labs.criteo.com/2014/02/kaggle-display-advertisingchallenge-dataset/}\]

Fig. 5. Relative accuracy (%) for models with different initial capacity.

B. Initial Model Capacity

As discussed above, a larger model capacity is preferred at the early stage of training. To demonstrate how the warm-up phase influences the final accuracy, we start the training from a smaller model capacity (e.g. 10%, 20%, ..., 90% as compared to the full size) for the first 10% samples, and then grow the models back to full size and train with the rest of the samples. In Fig. 5, we plot the relative accuracy for various initial capacities. With larger initial capacity, the final training and testing accuracy both improve. This observation validates that a dynamic training scheme should start from a dense model rather than a sparse model, though sparse-to-dense scheme can reach the same computation saving as compared to the proposed scheme.

C. Validating the Proposed Scheme

In Table I, we present the training accuracy, testing accuracy, training FLOPs of the proposed scheme under different sparsity $\beta$, and their relative change as compared to the baseline. In the experiments, each growth and pruning phase is trained alternatively with 20% of the training samples, under the condition that the training starts from a dense model, alternates between growth and pruning during training, and ends at a dense model. On the DLRM model, the alternative growth and pruning scheme is able to achieve neutral accuracy with up to $\sim32\%$ FLOPs saving in a sparsity of 70%, as compared to baseline. In Fig. 6, we present the training accuracy, the relative training accuracy as compared to baseline, and the number of total FC parameters during training.

D. Comparison with Other Schemes

We design experiments to compare the alternative growth and pruning method with some other commonly used training scheme, including pruning-only, growth-only, dense-sparse-dense (DSD) [8]. The experiments are designed as below: for each scheme, we use $\beta = 70\%$ as the sparsity, which is the upper bound of sparsity to achieve neutral accuracy for the proposed method. The sparsification lasts for 40% training samples for all the schemes. In other words, for the pruning scheme, the first 60% training samples are trained with a full-size model while the rest 40% training samples are trained with a sparse model, and the pruning is based on
TABLE I
COMPARISON OF THE ALTERNATIVE GROWTH AND PRUNING SCHEME TO THE BASELINE ON THE DLRM MODEL. NOTE THAT A RELATIVE ACCURACY $|\text{Relative Accuracy}| > 0.1\%$ IS CONSIDERED AS A SIGNIFICANT CHANGE.

| Sparsity ($\beta \times 100$) | Training Accuracy | Relative | Testing Accuracy | Relative | Training FLOPs ($\times 10^6$) | Relative |
|-----------------------------|-------------------|----------|-----------------|----------|-----------------------------|----------|
| Baseline                    | 0.7901            | -        | 0.7866          | -        | 207.7                       | -        |
| 90%                         | 0.7900            | -0.02%   | 0.7859          | -0.08%   | 129.5                       | -31.7%   |
| 80%                         | 0.7902            | 0.02%    | 0.7859          | -0.09%   | 135.3                       | -34.9%   |
| 70%                         | 0.7906            | 0.06%    | 0.7864          | -0.02%   | 141.6                       | -31.8%   |
| 60%                         | 0.7904            | 0.04%    | 0.7864          | -0.03%   | 148.8                       | -28.4%   |
| 50%                         | 0.7904            | 0.04%    | 0.7863          | -0.04%   | 156.6                       | -24.6%   |
| 40%                         | 0.7905            | 0.05%    | 0.7860          | -0.08%   | 162.8                       | -21.6%   |
| 30%                         | 0.7905            | 0.04%    | 0.7861          | -0.07%   | 164.4                       | -20.8%   |
| 20%                         | 0.7904            | 0.04%    | 0.7863          | -0.03%   | 164.9                       | -20.6%   |
| 10%                         | 0.7905            | 0.05%    | 0.7863          | -0.04%   | 165.5                       | -20.3%   |

Fig. 6. Training accuracy, relative accuracy and the number of total parameters in FC layers during training. Our scheme is on par with the baseline model in accuracy and loss, with additional saving in training FLOPs and number of parameters.

TABLE II
COMPARISON AMONG 4 TYPICAL TRAINING SCHEMES ON DLRM.

| Scheme          | Accuracy | Relative | Training FLOPs ($\times 10^6$) |
|-----------------|----------|----------|---------------------------------|
| Baseline        | 0.7866   | -        | 207.7                           |
| Pruning-only    | 0.7861   | -0.06%   | 141.6 (-34.9%)                  |
| Growth-only     | 0.7858   | -0.10%   |                                 |
| DSD [8]         | 0.7858   | -0.10%   |                                 |
| Our method      | 0.7864   | -0.02%   |                                 |

Taylor Approximation; Similarly, for the growth scheme, the first 40% training samples are trained with a sparse model while the rest samples are trained with a full-size model, and the growth starts with zero initialization; for the DSD scheme, the first 30% and the last 30% samples are trained with a dense model, while the middle 40% samples are trained with a sparse model; for our alternative growth and pruning scheme, the setup is the same as discussed in Section IV-C and Fig. 6. All the other experimental setups are the same across four schemes to guarantee a fair comparison.

We present the results of four schemes on DLRM in Table II. With the same training FLOPs, our method outperforms the other three schemes in accuracy. The reason is that the alternative growth and pruning scheme (1) starts training from full capacity, benefiting the warm-up stage of the recommendation model; (2) each sparse phase during training does not last too long to avoid performance degradation; (3) the model ends at full capacity.

Similarly, we provide the relative look ahead evaluate CE loss for four schemes on the industrial model, as shown in Fig. 7. All the schemes are set with $\beta = 30\%$. The pruning scheme is trained with full capacity with the first 70% training samples and then pruned; the growth-only scheme is trained with a small capacity on the first 30% samples and then recovered back to full size; for the DSD scheme, the middle 30% training samples (i.e., 35% to 65%) are trained with sparse model; for our method, the 20% to 35% and 50% to 65% (overall 30%) training samples are trained with sparse model. With this setting, all the schemes have $15.3\%$ less training FLOPs. From Fig. 7, it is concluded that our method achieves the lowest loss (0.084% as compared to the baseline), outperforming the other three schemes in an industry-scale recommendation model.

V. CONCLUSION

In this work, we provide comprehensive understanding on unique properties and requirements of leveraging sparsification to save computation cost for recommendation models at scale. Correspondingly, we propose the alternative growth and pruning scheme to reduce FC computation during training. On DLRM model and a real-world industrial model, we demonstrate that the proposed scheme is able to reduce $31.8\%$ and $15.3\%$ training FLOPs without performance degradation. The
proposed scheme outperforms both pruning-only schemes and growth-only schemes since it considers the unique properties of large-scale recommendation models. In the future, we plan to augment the proposed scheme with more advanced model surgery techniques and/or initialization techniques to further improve its performance.
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