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Abstract
We propose a new policy iteration theory as an important extension of soft policy iteration and Soft Actor-Critic (SAC), one of the most efficient model free algorithms for deep reinforcement learning. Supported by the new theory, arbitrary entropy measures that generalize Shannon entropy, such as Tsallis entropy and Rényi entropy, can be utilized to properly randomize action selection while fulfilling the goal of maximizing expected long-term rewards. Our theory gives birth to two new algorithms, i.e., Tsallis entropy Actor-Critic (TAC) and Rényi entropy Actor-Critic (RAC). Theoretical analysis shows that these algorithms can be more effective than SAC. Moreover, they pave the way for us to develop a new Ensemble Actor-Critic (EAC) algorithm in this paper that features the use of a bootstrap mechanism for deep environment exploration as well as a new value-function based mechanism for high-level action selection. Empirically we show that TAC, RAC and EAC can achieve state-of-the-art performance on a range of benchmark control tasks, outperforming SAC and several cutting-edge learning algorithms in terms of both sample efficiency and effectiveness.

1. Introduction
The effectiveness of model-free reinforcement learning (RL) algorithms has been demonstrated extensively on robotic control tasks, computer video games, and other challenging problems (Lillicrap et al., 2015; Mnih et al., 2015). Despite of widespread success, many existing RL algorithms must process a huge number of environment samples in order to learn effectively (Mnih et al., 2016; Wu et al., 2017; Bhatnagar et al., 2009). Aimed at significantly reducing the sample cost, off-policy algorithms that can learn efficiently by reusing past experiences have attracted increasing attention (Lillicrap et al., 2015; Munos et al., 2016; Gu et al., 2016; Wang et al., 2016). Unfortunately, on RL problems with high-dimensional continuous state spaces and action spaces, off-policy learning can be highly unstable and often diverge even with small changes to hyper-parameter settings (Lillicrap et al., 2015; Henderson et al., 2017).

In view of the difficulties faced by existing off-policy algorithms, innovative techniques have been developed lately by seamlessly integrating both the maximum reward and the maximum entropy objectives, resulting in a new family of maximum entropy RL algorithms (Nachum et al., 2017a; O’Donoghue et al., 2017; Nachum et al., 2017b). A cutting-edge member of this family is the Soft Actor-Critic (SAC) algorithm (Haarnoja et al., 2018). SAC allows RL agents to effectively reuse past experiences by adopting an off-policy learning framework derived from the policy iteration method (Sutton and Barto, 1998). It also stabilizes RL by learning maximum entropy policies that are robust to environmental uncertainties and erroneous parameter settings (Ziebart, 2010). This algorithm is simpler to implement and more reliable to use than some of its predecessors (Haarnoja et al., 2017).

While SAC is well-known for its high sample efficiency, the policies trained by SAC to maximize Shannon entropy never prevent an agent from exploring actions with low expected long-term rewards. This will inevitably reduce the effectiveness of environment exploration and affect the learning performance. To address this limitation, during the RL process, it can be more favorable in practice to maximize general entropy measures such as Tsallis entropy (Tsallis, 1994) or Rényi entropy (Jizba and Arimitsu, 2004). Specifically, it is shown mathematically in (Lee et al., 2018; Chen et al., 2018c) that, by maximizing Tsallis entropy, an RL agent will completely ignore unpromising actions, thereby achieving highly efficient environment exploration. However, as far as we know, no RL algorithms have ever been developed to maximize these general entropy measures in continuous action spaces.

In this paper, we present a new policy iteration theory as an important extension of soft policy iteration proposed in (Haarnoja et al., 2018) to enable Actor-Critic RL that is...
capable of maximizing arbitrary general entropy measures. Guided by our new theory, we have further developed two new RL algorithms to fulfill respectively the objectives to maximize Tsallis entropy and Rényi entropy. The potential performance advantage of our new algorithms, in comparison to SAC, will also be analyzed theoretically.

In particular, our new algorithms promote varied trade-offs between exploration and exploitation. When they are used to train an ensemble of policies which will be utilized jointly to guide an agent’s environment exploration, the chance for the agent to learn high-quality policies is expected to be noticeably enhanced. Driven by this idea, a new ensemble Actor-Critic algorithm is further developed in this paper. In this algorithm, each policy in the ensemble can be trained to maximize either Tsallis entropy or Rényi entropy. We adopt a bootstrap mechanism proposed in (Osband et al., 2016) with the aim to realize deep environment exploration. To achieve satisfactory testing performance, we also introduce a new action-selection Q-network to perform high-level action selection based on actions recommended by each policy in the ensemble. On six difficult benchmark control tasks, our algorithms have been shown to clearly outperform SAC and several state-of-the-art RL algorithms in terms of both sample efficiency and effectiveness.

2. Related Work

This paper studies the collective use of three RL frameworks, i.e. the actor-critic framework (Deisenroth et al., 2013), the maximum entropy framework (Nachum et al., 2017a; O’Donoghue et al., 2017; Haarnoja et al., 2017; 2018) and the ensemble learning framework (Osbando et al., 2016; Wiering and van Hasselt, 2008). Existing works such as SAC have considered the first two frameworks. It is the first time in the literature for us to further incorporate the third framework for effective environment exploration and reliable RL.

The actor-critic framework is commonly utilized by many existing RL algorithms, such as TRPO (Schulman et al., 2015a), PPO (Schulman et al., 2017; Chen et al., 2018a) and ACKTR (Wu et al., 2017). However, a majority of these algorithms must collect a sequence of new environment samples for each learning iteration. Our algorithms, in comparison, can reuse past samples efficiently for policy training. Meanwhile, entropy regularization in the form of KL divergence is often exploited to restrict behavioral changes of updated policies so as to stabilize learning (Schulman et al., 2015a; Chen et al., 2018b). On the other hand, our algorithms encourage entropy maximization for effective environment exploration.

Previous works have also studied the maximum entropy framework for both on-policy and off-policy learning (Nachum et al., 2017a; O’Donoghue et al., 2017; Nachum et al., 2017b). Among them, a large group focused mainly on problems with discrete actions. Some recently developed algorithms have further extended the maximum entropy framework to continuous domains (Haarnoja et al., 2017; 2018). Different from these algorithms that focus mainly on Shannon entropy, guided by a new policy iteration theory, our newly proposed RL algorithms can maximize general entropy measures such as Tsallis entropy and Rényi entropy in continuous action spaces.

In recent years, ensemble methods have gained widespread attention in the research community (Osband et al., 2016; Chen et al., 2017; Buckman et al., 2018). For example, Bootstrapped Deep Q-Network and UCB Q-Ensemble (Osband et al., 2016; Chen et al., 2017) have been developed for single-agent RL with success. However, these algorithms were designed to work with discrete actions. In an attempt to tackle continuous problems, some promising methods such as ACE (Huang et al., 2017), SOUP (Zheng et al., 2018) and MACE (Peng et al., 2016) have been further developed. Several relevant algorithms have also been introduced to support ensemble learning under a multi-agent framework (Lowe et al., 2017; Panait and Luke, 2005).

Different from ACE that trains each policy in the ensemble independently, our ensemble algorithm trains all policies by using the same replay buffer so as to significantly reduce sample cost. Different from MACE that treats policies in the ensemble as individual actions to be explored frequently across successive interactions with the learning environment, we adopt the bootstrap mechanism to realize deep environment exploration. Moreover, to the best of our knowledge, different from SOUP and other relevant algorithms (Kalweit and Boedecker, 2017), the idea of training a separate Q-network for high-level action selection has never been studied before for single-agent RL. The effectiveness of this method is also theoretically analyzed in Section 5.

3. Preliminaries

The basic concepts and notations for RL will be introduced in this section. A general maximum entropy learning framework will also be presented.

3.1. The Reinforcement Learning Problem

We focus on RL with continuous state spaces and continuous action spaces. At any time $t$, an agent can observe the current state of its learning environment, denoted as $s_t \in S \subseteq \mathbb{R}^n$, in a $n$-dimensional state space. Based on the state observation, the agent can perform an action $a_t$ selected from an $m$-dimensional action space $A \subseteq \mathbb{R}^m$. This causes a state transition in the environment from state $s_t$ to a new state $s_{t+1}$, governed by the probability distribution...
While maximizing the long-term cumulative rewards in (1), where 

As a generalization of Shannon entropy, Tsallis entropy can be defined below

where \(\gamma \in [0, 1)\) is a discount factor for the RHS of (1) to be well-defined. Meanwhile, the expectation is conditional on policy \(\pi\) that guides the agent to select its actions in every state \(s_t\) it encounters. Through RL, the agent is expected to identify an optimal policy, denoted as \(\pi^*\), that solves the maximization problem in (1) above.

### 3.2. A Maximum Entropy Learning Framework

While maximizing the long-term cumulative rewards in (1), by considering simultaneously a maximum entropy objective, an RL agent can enjoy several key advantages in practice, such as effective environment exploration as well as improved learning speed (Ziebart, 2010; Haarnoja et al., 2018). Driven by this idea, (1) can be extended to become

where \(\alpha\) as a scalar factor controls the relative importance of the entropy term against the cumulative reward in (2). In this way, we can further manage the stochasticity of the optimal policy. In the past few years, researchers have studied extensively the use of Shannon entropy given below for maximum entropy RL.

Some recent works have also explored the maximization of Tsallis entropy (Lee et al., 2018; Chow et al., 2018). As a generalization of Shannon entropy, Tsallis entropy is derived from the \(q\)-logarithm function

where \(q \geq 1\) is the entropic index. It is not difficult to verify that \(\lim_{q \to 1} \log_q(\pi(s, \cdot)) = \log(\pi(s, \cdot))\). Subsequently Tsallis entropy can be defined below

Existing research demonstrated the effectiveness of Tsallis entropy on RL problems with discrete actions (Lee et al., 2018). Particularly, Tsallis entropy enables an agent to completely ignore unpromising actions for highly efficient environment exploration. In this paper, we will further consider the application of Tsallis entropy in continuous action spaces, a question that has never been studied in the past. Moreover, we will develop a general theory for maximum entropy RL that supports arbitrary entropy measures. To testify the wide applicability of our theory, we will develop a new RL algorithm that maximizes the famous Rényi entropy, as defined below.

where \(\eta \geq 1\) is the entropic index. Although Rényi entropy plays an important role in many fields such as quantum physics and theoretical computer science, we are not aware of any existing RL algorithms that utilize Rényi entropy to control stochastic environment exploration.

### 4. Policy Iteration for Maximum Entropy Reinforcement Learning

Aimed at developing a new theory for maximum entropy RL, we adopt a policy iteration framework which can be subsequently transformed into practical RL algorithms. Under this framework, RL is realized through iterative execution of policy evaluation and policy improvement steps. The policy evaluation step is responsible for learning the value functions of a given policy. Based on the learned value functions, improvement over existing policies can be performed subsequently during the policy improvement steps. In line with this framework, for any fixed policy \(\pi\), the Q-function and V-function for \(\pi\) can be defined respectively as

and

In order to learn both \(Q^\pi\) and \(V^\pi\), the Bellman backup \(T^\pi\) as presented below is very useful

In fact, it can be shown that the process of learning \(Q^\pi\) (and subsequently \(V^\pi\)) through \(T^\pi\) can converge to the true value functions of policy \(\pi\), as presented in Proposition 1 below (see Appendix A for proof).
where $\Pi$ refers to a predefined family of policies and may vary significantly from one problem domain to another. $C_s$ normalizes the second argument of the KL divergence in order for it to be a well-defined probability distribution. It is important to note that the policy improvement mechanism given in (10) only works when $H(\pi) = H^*(\pi)$ in (2). Driven by our goal to maximize arbitrary entropy measures during RL, we propose a new policy improvement mechanism in the form of a maximization problem as follows.

\[
\min_{\pi \in \Pi} D_{KL} (\pi'(s, \cdot), \exp (Q^\pi(s, \cdot) - C_s)), \forall s \in S \tag{10}
\]

where $\Pi$ refers to a predefined family of policies and may vary significantly from one problem domain to another. $C_s$ normalizes the second argument of the KL divergence in order for it to be a well-defined probability distribution. It is important to note that the policy improvement mechanism given in (10) only works when $H(\pi) = H^*(\pi)$ in (2). Driven by our goal to maximize arbitrary entropy measures during RL, we propose a new policy improvement mechanism in the form of a maximization problem as follows.

\[
\max_{\pi' \in \Pi} \left( Q^\pi(s, a) + \alpha H(\pi'(s, \cdot)) \right), \forall s \in S \tag{11}
\]

Based on (11), as formalized in Proposition 2 (see Appendix B for proof), it can be confirmed that in a tabular setting the policy improvement step can always produce a new policy $\pi'$ that is either better than or equivalent in performance to an existing policy $\pi$.

**Proposition 2.** Let $\pi$ be an existing policy and $\pi'$ be a new policy that optimizes (11), then $Q^\pi(s, a) \geq Q^{\pi'}(s, a)$ for all $s \in S$ and $a \in A$.

Guided by Propositions 1 and 2, a full policy iteration algorithm can be established to alternate between the policy evaluation and policy improvement steps. As this process continues, we have the theoretical guarantee that, in the tabular case, RL will converge to the optimal stochastic policy among the family of policies $\Pi$, as presented in Proposition 3 below (see Appendix C for proof).

**Proposition 3.** The policy iteration algorithm driven by the Bellman operator in (9) and the policy improvement mechanism in (11) will converge to a policy $\pi^* \in \Pi$ such that $Q^{\pi^*}(s, a) \geq Q^\pi(s, a)$ among all $\pi \in \Pi$, and for all $s \in S$ and $a \in A$.

The key difference of our policy iteration theory from the theory developed in (Haarnoja et al., 2018) lies in the new policy improvement mechanism in (11). Particularly, (11) makes it straightforward to improve an existing policy $\pi$ by maximizing both its value function $Q^\pi$ and an arbitrary entropy measure. Meanwhile, Corollary 1 (see Appendix D for proof) below shows that (11) and (10) are equivalent when the objective is to maximize Shannon entropy $H^*$. Hence the theoretical results presented in this section, especially the newly proposed policy improvement mechanism, stand for an important generalization of SAC.

**Corollary 1.** Consider any policy $\pi \in \Pi$. When $H(\pi) = H^*(\pi)$ in (2), let the policy obtained from solving (10) be $\pi' \in \Pi$ and the policy obtained from solving (11) be $\pi'' \in \Pi$. Then $Q^{\pi'}(s, a) = Q^{\pi''}(s, a)$ all $s \in S$ and $a \in A$.

### 5. Actor-Critic Algorithms for Maximum Entropy Reinforcement Learning

In this section, we will first develop two new RL algorithms to maximize respectively Tsallis entropy and Rényi entropy. Afterwards, we will further propose an ensemble algorithm that simultaneously trains multiple policies through actor-critic learning techniques and analyze its performance advantage.

#### 5.1. Building Actor-Critic Algorithms to Maximize Tsallis and Rényi Entropy

Driven by the policy iteration theory established in Section 4 and following the design of SAC in (Haarnoja et al., 2018), our new RL algorithms will contain two main components, i.e. the actor and the critic. The critic manages function learning and the actor is in charge of policy learning. On large-scale RL problems with continuous state spaces and continuous action spaces, it is unfeasible to perform policy evaluation and policy improvement till convergence for every round of policy update. Instead, both the actor and the critic must learn concurrently, as shown in Algorithm 1.

**Algorithm 1** The actor-critic algorithm for maximum entropy RL.

**Input:** three DNNs, i.e. $V_\phi(s)$, $Q_\omega(s, a)$ and $\pi_\phi(s, a)$, and a replay buffer $B$ that stores past state-transition samples for training.

**for each environment step $t$ do:**

Sample and perform $a_t \sim \pi_\phi(s_t, \cdot)$
Add $(s_t, a_t, s_{t+1}, r_t)$ to $B$

**for each learning step do:**

Sample a random batch $\mathcal{D}$ from $B$.
Perform critic learning:
$\theta \leftarrow \theta - \lambda_\theta \nabla_\theta \mathbb{E}^D_{\mathcal{D}}[\nabla \phi f_\phi^D]$;
$\omega \leftarrow \omega - \lambda_\omega \nabla_\omega f_\phi^D$
Perform actor learning:
$\phi \leftarrow \phi + \lambda_\phi \nabla_\phi f_\phi^D$.

In line with this algorithm design, we will specifically con-
sider parameterized value functions and policies, i.e. \( V_\theta(s), \) \( Q_\omega(s, a) \) and \( \pi_\phi(s, a) \), in the form of Deep Neural Networks (DNNs), where the network parameters are \( \theta \), \( \omega \) and \( \phi \) respectively. As explained in (Haarnoja et al., 2018), although it is not necessary for the critic to learn both \( V_\theta(s) \) and \( Q_\omega(s, a) \), the explicitly learned \( V_\theta(s) \) can noticeably stabilize policy training by serving as the state-dependent baseline function. Hence \( V_\theta(s) \) is also included in the design of our new actor-critic algorithms. Depending on the actual entropy measure used in (2), the learning rules to be employed for updating network parameters can be very different. We will derive these rules in the sequel.

Similar to SAC, a replay buffer \( B \) is maintained consistently during RL. As shown in Algorithm 1, at each learning step, a fixed-size batch \( D \subseteq B \) of state-transition samples can be collected from \( B \) and used to define the squared error below for the purpose of training \( V_\theta \).

\[
\epsilon_\theta^D = \frac{1}{2\|D\|} \sum_{(s, a, s', r) \in D} \left( V_\theta(s) - \mathbb{E}_{b \sim \pi_\phi(s)} Q_\omega(s, b) - \alpha \mathcal{H}(\pi_\phi) \right)^2
\]

(12)

where \( \|D\| \) is the cardinality of \( D \). Similarly, the Bellman residual for training \( Q_\omega \), can be determined as

\[
\epsilon_\omega^D = \frac{1}{2\|D\|} \sum_{(s, a, s', r) \in D} \left( Q_\omega(s, a) - r - \gamma V_\theta(s') \right)^2
\]

(13)

Based on (12) and (13), \( \nabla_\theta \epsilon_\theta^D \) and \( \nabla_\omega \epsilon_\omega^D \) can be further utilized to build the learning rules for \( \theta \) and \( \omega \) respectively (See Algorithm 1). Specifically,

\[
\nabla_\theta \epsilon_\theta^D = \frac{1}{\|D\|} \cdot \sum_{(s, a, s', r) \in D} \nabla_\theta V_\theta(s) \left( V_\theta(s) - \mathbb{E}_{b \sim \pi_\phi(s)} Q_\omega(s, b) - \alpha \mathcal{H}(\pi_\phi) \right)
\]

(14)

To evaluate \( \nabla_\theta \epsilon_\theta^D \) in (14), we must estimate the expectation \( \mathbb{E}_{b \sim \pi_\phi(s)} Q_\omega(s, b) \) and the entropy term \( \mathcal{H}(\pi_\phi) \) efficiently. In practice, both of the two in (14) can be quickly approximated through a group of \( k \) actions, i.e. \( a_1, \ldots, a_k \), which will be sampled independently from \( \pi_\phi(s, \cdot) \). In particular, when Tsallis entropy \( \mathcal{H}^q(\pi) \) in (5) is exploited for maximum entropy RL, then

\[
\mathcal{H}^q(\pi_\phi(s), \cdot) \approx -\frac{1}{k} \sum_{i=1}^k \pi_\phi(s, a_i)^{q-1} - 1
\]

On the other hand, when Rényi entropy \( \mathcal{H}^r(\pi_\phi) \) in (6) is adopted, we must either calculate \( \int \pi^r(s, a) da \) precisely or estimate it through multiple action samples, depending on the type of action-selection distributions supported by the corresponding policy family. Please refer to Appendix E for detailed discussion on the techniques we used to evaluate \( \int \pi^r(s, a) da \) and \( \mathcal{H}^r(\pi_\phi) \).

Besides the critic, we must develop the learning rules for the actor too. According to the policy improvement mechanism presented in (11), the performance index below can be employed for training \( \pi_\phi \).

\[
\epsilon_\phi^D = \frac{1}{\|D\|} \sum_{(s, a, s', r) \in D} \mathbb{E}_{a \sim \pi_\phi(s)} Q_\omega(s, a) + \alpha \mathcal{H}(\pi_\phi)
\]

(15)

Subject to the entropy measure used in (15), \( \nabla_\phi \epsilon_\phi^D \) must be computed differently. Specifically, with the objective of maximum Tsallis entropy \( \mathcal{H}^q(\pi_\phi) \), we will first determine \( \nabla_\phi \epsilon_\phi^D \) in every sampled state \( s \), i.e. \( \nabla_\phi \epsilon_\phi^s \), as given below.

\[
\nabla_\phi \epsilon_\phi^D = \int_{a \in \mathcal{A}} \pi_\phi(s, a) \nabla_\phi \log \pi_\phi(s, a) Q_\omega(s, a) da - \alpha \int_{a \in \mathcal{A}} \pi_\phi(s, a) q \, \pi_\phi(s, a) {q-1} - 1 \nabla_\phi \log \pi_\phi(s, a) da
\]

(16)

Because \( \int_{a \in \mathcal{A}} \pi_\phi(s, a) Q_\omega(s, a) da = 0 \) in any state \( s \in \mathcal{S} \), the second integral term at the RHS of (16) can be re-written as

\[
q \int_{a \in \mathcal{A}} \pi_\phi(s, a) \nabla_\phi \pi_\phi(s, a) \log(q) \, \pi_\phi(s, a) da
\]

As a consequence, \( \nabla_\phi \epsilon_\phi^D \) will be approximated as

\[
\nabla_\phi \epsilon_\phi^s \approx \frac{1}{k} \sum_{i=1}^k \nabla_\phi \log \pi_\phi(s, a_i) \left( A(s, a_i) - \alpha q \log(q) \, \pi_\phi(s, a_i) \right)
\]

(17)

where \( a_1, \ldots, a_k \) are \( k \) actions sampled from \( \pi_\phi(s, \cdot) \) and

\[
A(s, a_i) = Q_\omega(s, a_i) - V_\theta(s)
\]

Hence

\[
\nabla_\phi \epsilon_\phi^D \approx \frac{1}{\|D\|} \nabla_\phi \epsilon_\phi^s
\]

(18)

In the same vein, \( \nabla_\phi \epsilon_\phi^D \) can also be computed easily when Rényi entropy \( \mathcal{H}^r(\pi_\phi) \) is adopted. Specifically, in any sampled state \( s \),

\[
\nabla_\phi \epsilon_\phi^D = \int_{a \in \mathcal{A}} Q_\omega(s, a) \pi_\phi(s, a) \nabla_\phi \log \pi_\phi(s, a) da + \int_{a \in \mathcal{A}} \alpha \eta \pi_\phi(s, a) \nabla_\phi \log \pi_\phi(s, a) da
\]
As a result, $\nabla_\phi \mathcal{E}^{\mathcal{D}}_\phi$ will be estimated as

$$\nabla_\phi \mathcal{E}^{\mathcal{D}}_\phi \approx \frac{1}{k} \sum_{i=1}^{k} \nabla_\phi \log \pi_\phi(s, a_i)$$

$$\left( A(s, a_i) + \frac{\alpha \eta \pi_\phi(s, a_i)^{\eta-1}}{(1-\eta) \int_{a \in A} \pi_\phi(s, a)^{\eta} \text{d}a} \right)$$

(19)

Based on (17), (18) and (19), two alternative learning rules have been developed for the actor to train $\pi_\phi$. Together with the learning rules for the critic developed previously, they give rise to two separate RL algorithms, one supports RL that maximizes Tsallis entropy and will be called Tsallis entropy Actor-Critic (TAC) and the other enables RL for maximum Rényi entropy and will be named as Rényi entropy Actor-Critic (RAC).

In Appendix F, theoretical analysis will be performed to study the effectiveness of TAC and RAC. Specifically, under suitable conditions and assumptions, the performance lower bounds for both TAC and RAC can be derived analytically. Moreover, we show that the performance lower bound of TAC (when entropic index $q > 1$) can be higher than that of SAC (when $q = 1$). In other words, TAC can be more effective than SAC while enjoying efficient environment exploration through random action selection with maximum entropy. On the other hand, although the performance bound for RAC does not depend on entropic index $\eta$, nevertheless we can control the influence of the maximum entropy objective in (2) and in (11) through $\eta$. Policy improvement during RL can be controlled subsequently, resulting in varied trade-offs between exploration and exploitation. It paves the way for the development of a new ensemble algorithm for single-agent RL in the next subsection.

### 5.2. Building an Ensemble Actor-Critic Algorithm

Using TAC and RAC respectively, we can simultaneously train an ensemble of policies. The effectiveness and reliability of RL are expected to be enhanced when an agent utilizes such an ensemble to guide its interaction with the learning environment (see Proposition 4 below). To fulfill this goal, inspired by the bootstrap mechanism for deep environment exploration (Osband et al., 2016), a new Ensemble Actor-Critic (EAC) algorithm is developed in this subsection. Algorithm 2 highlights the major steps of EAC.

EAC trains all policies in the ensemble by using the same replay buffer $\mathcal{B}$. Meanwhile, a policy will be chosen randomly from the ensemble to guide the agent’s future interaction with the learning environment during each problem episode which starts from an initial state and ends whenever a terminal state or the maximum number of time steps has been reached. As explained in (Osband et al., 2016), this bootstrap mechanism facilitates deep and efficient environment exploration.

#### Algorithm 2 An Ensemble Actor-Critic (EAC) Algorithm for RL.

**Input:** an ensemble of $L$ policies and a replay buffer $\mathcal{B}$ that stores past state-transition samples for training.

**for each problem episode do:**

Choose a policy from the ensemble randomly

**for** $t = 1, \ldots$ **until end of episode do:**

Use the chosen policy to sample action $a_t$.

Perform $a_t$.

Insert observed state transition into $\mathcal{B}$.

Sample a random batch $\mathcal{D}$ from $\mathcal{B}$.

Use TAC or RAC and $\mathcal{D}$ to train all policies in the ensemble.

Use $\mathcal{D}$ to train action-selection Q-network $Q_\psi$.

In addition to training, a new technique must be developed to guide an RL agent to select its actions during testing. We have investigated several possible techniques for this purpose including choosing the policy with the highest training performance for action selection as well as asking every critic in the ensemble to evaluate the actions recommended by all policies and selecting the action with the highest average Q-value. The latter option is recently introduced by the SOUP algorithm (Zheng et al., 2018). However these techniques do not allow EAC to achieve satisfactory testing performance. We found that this is because every policy in EAC is not only trained to maximize cumulative rewards but also to maximize an entropy measure. Therefore the evaluation of any action by a critic in the ensemble will be influenced by the entropy of the corresponding policy. While this is important for training, it is not desirable for testing. In fact during testing we must choose the most promising actions for the pure purpose of reward maximization.

Guided by this understanding, we have introduced a new component for high-level action selection in EAC, i.e. an action-selection Q-network $Q_\psi$ parameterized by $\psi$, as highlighted in Algorithm 2. $Q_\psi$ will be trained together with all policies in the ensemble. The Bellman residue below without involving any entropy measures will be exploited for training $Q_\psi$.

$$r_\psi = \frac{1}{2\|\mathcal{D}\|} \sum_{(s, a, s', r) \in \mathcal{D}} \left( Q_\psi(s, a) - r - \gamma \max_{b \in \{b_1, \ldots, b_L\}} Q_\psi(s', b) \right)^2$$

where $b_1, \ldots, b_L$ refer to the $L$ actions sampled respectively from the $L$ policies in the ensemble for state $s'$. Consequently, during testing, every policy will recommend an action in each newly encountered state. The action with the highest Q-value according to $Q_\psi$ will be performed by the agent as a result. Proposition 4 (see Appendix G for proof) below gives the clue regarding why high-level action selection via $Q_\psi$ can be effective.

**Proposition 4.** For any policy $\pi \in \Pi$, assume that action
selection guided by $\pi$ in any state $s \in S$ follows multivariate normal distribution. Also assume that the $Q$-function for policy $\pi$ is continuous, differentiable with bounded derivatives and unimodal. Let $\pi^\alpha \in \Pi$ be a new policy that maximizes (11) when $\alpha = 0$. Meanwhile, $\pi_1, \ldots, \pi_L$ represent the $L$ individual policies in the ensemble, each of which also maximizes (11) when $\alpha \neq 0$. Define the joint policy $\pi^c$ below

$$
\pi^c(s) = \arg \max_{a \in \{\tilde{a}_1, \ldots, \tilde{a}_L\}} Q^c(s, a)
$$

where $\tilde{a}_1, \ldots, \tilde{a}_L$ stand for the $L$ actions sampled respectively from each policy in the ensemble. Then, as $L \rightarrow \infty$, $Q^c(s, a) \geq Q^e(s, a)$ for all $s \in S$ and $a \in A$.

It is intuitive to consider $Q_\psi$ in EAC as being trained to approximate the $Q$-function of the joint policy $\pi^c$ in Proposition 4. Consequently Proposition 4 suggests that, when $L$ is sufficiently large, high-level action selection guided by $\pi^c$ and therefore $Q_\psi$ can reach the optimal cumulative rewards achievable by any policy $\pi \in \Pi$. Meanwhile, we can continue to enjoy effective environment exploration during training through the bootstrap mechanism since the trained $Q_\psi$ is only exploited for action selection during testing.

6. Experiments

To examine the sample complexity and performance of TAC, RAC and EAC, we conduct experiments on six benchmark control tasks, including Ant, Half Cheetah, Hopper, Lunar Lander, Reacher and Walker2D. We rely consistently on the implementation of these benchmark problems provided by OpenAI GYM (Brockman et al., 2016) and powered by the PyBullet simulator (Tan et al., 2018).

Many previous works utilized the MuJoCo physics engine to simulate system dynamics of these control tasks (Todorov et al., 2012). We did not study the MuJoCo problems due to two reasons. First, it is widely reported that PyBullet benchmarks are tougher to solve than MuJoCo problems (Tan et al., 2018). Hence, we expect to show the performance difference among all competing algorithms more significantly on PyBullet problems. Second, PyBullet is license-free with increasing popularity. In contrast, MuJoCo is only available to its license holders. To make our experiment results reproducible, the source code of TAC, RAC and EAC has been made freely available online.

There are eight competing algorithms involved in our experiments, i.e. SAC, TAC, RAC, EAC-TAC, EAC-RAC, TRPO, PPO and ACKTR. Among them EAC-TAC refers to the ensemble learning algorithm developed in Subsection 5.2 where TAC is used to train every policy in the ensemble. EAC-RAC refers to the variation where policy training is realized through RAC. Meanwhile, TRPO, PPO and ACKTR are state-of-the-art RL algorithms frequently employed for performance comparison. We used the high-quality implementation of TRPO, PPO and ACKTR provided by OpenAI Baselines. The source code for SAC is obtained from its inventors.

We follow closely (Haarnoja et al., 2018) to determine hyper-parameter settings of SAC, TAC, RAC, EAC-TAC and EAC-RAC. The hyper-parameter settings of TRPO, PPO and ACKTR were obtained also from the literature (Schulman et al., 2015a; 2017; Wu et al., 2017). Detailed hyper-parameter settings for all algorithms can be found in Appendix H.

We first examine the influence of entropic index on the performance of TAC and RAC. Figure 1 depicts the learning performance of TAC with respect to three different settings of the entropic index $q$ (i.e. $1.5$, $2.0$ and $2.5$) and also compares TAC with SAC as the baseline. As evidenced in the figure, with proper settings of the entropic index $q$, TAC can clearly outperform SAC on all six benchmark problems. Meanwhile, the best value for $q$ varies from one problem domain to another. When comparing TAC subsequently with other competing algorithms in Figure 2, we will use the best $q$ value observed in Figure 1 for each benchmark. Besides TAC, we have also examined the influence of entropic index $\eta$ on the performance of RAC and witnessed similar results. Due to space limitation, please refer to Appendix I for more information.

We next examine the performance of all competing algorithms, as shown in Figure 2. An inspection of this figure gives rise to two major findings. First, three algorithms proposed by us, i.e., EAC-TAC, EAC-RAC and TAC, have achieved much better performance than other algorithms. In fact, EAC-TAC performed clearly the best on Ant and outperformed all non-ensemble algorithms on Lunar Lander. The three algorithms also achieved the best performance on Walker2D. Moreover, we cannot find any problem on which other algorithms can significantly outperform the three. Second, ensemble techniques can noticeably enhance the reliability and performance of an RL algorithm. For example, EAC-TAC significantly outperformed TAC on two benchmarks (i.e., Ant and Lunar Lander) and did not perform worse than TAC on the rest. EAC-RAC outperformed RAC on five out of six benchmarks. In general, our experiments show that maximum entropy RL algorithms can be more sample efficient than other competing algorithms. Particularly, during the initial learning phase, these algorithms can learn faster to soon reach a high performance level.

1https://github.com/yimingpeng/sac-master

2https://github.com/openai/baselines

3https://github.com/haarnoja/sac
Figure 1: The influences of entropic indices ([1.5, 2.0, 2.5]) on the performance of TAC on six benchmark control problems, with SAC serving as the baseline.

Figure 2: Performance comparison among all competing algorithms, including SAC, TAC, RAC, EAC-TAC, EAC-RAC, ACKTR, TRPO, and PPO, on six benchmark control problems.

7. Conclusions

In this paper, we have established a new policy iteration theory with the aim to maximize arbitrary general entropy measures through Actor-Critic RL. Guided by the theory, we have further developed two new Actor-Critic algorithms, i.e. TAC and RAC, to maximize respectively Tsallis entropy and Rényi entropy. Theoretical analysis suggests that these algorithms can be more effective than the recently proposed SAC algorithm. TAC and RAC also inspired us to develop a new ensemble algorithm named EAC that features the use of a bootstrap mechanism for deep environment exploration.
as well as a new value-function based mechanism for high-
level action selection. Empirically we showed that TAC,
RAC and EAC can outperform several state-of-the-art learn-
ing algorithms. Our research raises an important question
regarding the mathematical properties that a general entropy
measure must satisfy in order for it to promote effective
environment exploration and learning. An answer to this
open question will be pursued in the future work.
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Appendix A

Proof of Proposition 1 is presented in this appendix.

Proof. In order to prove this proposition, it is important to show that the Bellman operator $T^\pi$ for any policy $\pi$, as defined in (9) is a $\gamma$-contraction mapping in the sup-norm. Specifically, at any time $t$, let

$$\hat{r}(s_t, a_t) = r(s_t, a_t) + \gamma \alpha P(s_t, s_{t+1}, a_t) \max_{a_{t+1}} \mathbb{E}H(\pi(s_{t+1}, \cdot))$$

then

$$T^\pi Q(s_t, a_t) = \hat{r}(s_t, a_t) + \gamma \mathbb{E}P(s_t, s_{t+1}, a_t) \max_{a_{t+1}} \mathbb{E}Q(s_{t+1}, a_{t+1})$$

Given any two distinct Q-functions $Q$ and $Q'$, based on the definition of $T^\pi$ above, it is straightforward to verify that

$$\|Q - Q'\| \leq \gamma \|T^\pi Q - T^\pi Q'\|$$

Therefore $T^\pi$ is a $\gamma$-contraction mapping. According to the basic convergence theory for policy evaluation (Sutton and Barto, 1998), it is immediate to conclude that repeated application of $T^\pi$ on any Q-function $Q^0$ will converge to $Q^\pi$ for arbitrary policy $\pi$. ■

Appendix B

Proof of Proposition 2 is presented in this appendix.

Proof. Since policy $\pi'$ solves the maximization problem formulated in (11) with respect to policy $\pi$, for any state $s \in S$ and any action $a \in A$,

$$\mathbb{E}_{a \sim \pi'(s, \cdot)}[Q^\pi(s, a) + \alpha H(\pi')] \geq \mathbb{E}_{a \sim \pi(s, \cdot)}[Q^\pi(s, a) + \alpha H(\pi)] = \mathbb{E}Q^\pi(s)$$

(20)

Based on this inequality, at any time $t$, consider the following Bellman equation

$$Q^\pi(s_t, a_t) = r(s_t, a_t) + \gamma \mathbb{E}_{a \sim \pi(s_{t+1}, \cdot)}[Q^\pi(s_{t+1}, a_{t+1}) + \alpha H(\pi'(s_{t+1}, \cdot))]$$

$$= \hat{r}(s_t, a_t) + \gamma \mathbb{E}_{a \sim \pi'(s_{t+1}, \cdot)}[Q^\pi(s_{t+1}, a_{t+1})]$$

$$= \hat{r}(s_t, a_t) + \mathbb{E}_{a \sim \pi'(s_{t+1}, \cdot)}[Q^\pi(s_{t+1}, a_{t+1}) + \gamma \mathbb{E}_{a \sim \pi'(s_{t+1}, \cdot)}[Q^\pi(s_{t+1}, a_{t+1})]]$$

$$\leq \hat{r}(s_t, a_t) + \gamma \mathbb{E}_{a \sim \pi'(s_{t+1}, \cdot)}[Q^\pi(s_{t+1}, a_{t+1})]$$

$$\leq Q^\pi(s_t, a_t) + \gamma \mathbb{E}_{a \sim \pi'(s_{t+1}, \cdot)}[\hat{r}(s_{t+1}, a_{t+1}) + Q^\pi(s_{t+1}, a_{t+1})]$$

$$\vdots$$

$$\leq Q^\pi(s_t, a_t)$$

The inequality above is realized through repeated expanding of $Q^\pi$ based on the Bellman equation and (20). The last line of the inequality is derived from Proposition 1. It can be concluded now that policy $\pi'$ is an improvement over policy $\pi$. In other words, the policy improvement step governed by (11) is effective. ■

Appendix C

Proof of Proposition 3 is presented in this appendix.

Proof. It is not difficult to see that repeated application of the policy improvement mechanism defined in (11) enables us to build a sequence of policies $\pi_1, \pi_2, \pi_3, \ldots, \pi_i$. Moreover, due to Proposition 2, the policies created in the sequence are monotonically increasing in performance (in terms of Q-function). For any $\pi_i \in \Pi$ where $i = 1, 2, \ldots, Q^{\pi_i}$ is bounded from above since both the step-wise reward and the entropy of $\pi_i$ are assumed to be bounded. In view of this, the sequence must converge to a specific policy $\pi^* \in \Pi$. Now consider another policy $\pi \in \Pi$ such that $\pi \neq \pi^*$. We can see that, for any state $s \in S$ and any action $a \in A$,

$$\mathbb{E}_{a \sim \pi(s, \cdot)}[Q^\pi(s, a) + \alpha H(\pi)] = \mathbb{E}_{a \sim \pi(s, \cdot)}[Q^\pi(s, a) + \alpha H(\pi)]$$

Hence

$$V^{\pi^*}(s) \geq V^{\pi}(s) \geq V^\pi(s)$$

In line with this inequality, at any time $t$,

$$Q^{\pi^*}(s_t, a_t) = r(s_t, a_t) + \gamma \mathbb{E}_{a \sim \pi^*(s_{t+1}, \cdot)}[Q^{\pi^*}(s_{t+1}, a_{t+1})]$$

$$\geq r(s_t, a_t) + \gamma \mathbb{E}_{a \sim \pi^*(s_{t+1}, \cdot)}[Q^{\pi^*}(s_{t+1}, a_{t+1}) + \alpha H(\pi^*)]$$

$$\vdots$$

$$\geq Q^{\pi^*}(s_t, a_t)$$

Consequently, it is impossible to find another policy $\pi \in \Pi$ that performs better than policy $\pi^*$. Therefore the policy iteration algorithm must converge to an optimal stochastic policy $\pi^*$ where the optimality is defined in terms of the Q-function in (7). ■

Appendix D

This appendix presents proof of Corollary 1.

Proof. Consider the procedure of building a new and better policy $\pi'$ from an existing policy $\pi$. By using SAC’s policy improvement mechanism in (10), for any state $s \in S$, $\pi'$ is expected to minimize the KL divergence below.

$$DKL(\pi'(s, \cdot), \exp(Q^\pi(s, \cdot) - C_s))$$

$$= \int_a \pi'(s, a) log \pi'(s, a) - \pi'(s, a)Q^\pi(s, a) \, da + C_s$$

$$= - \mathbb{E}_{a \sim \pi'(s, \cdot)}[Q^\pi(s, a) + \alpha H'(\pi'(s, \cdot))] + C_s$$

where $H'$ stands for Shannon entropy. Because $C_s$ remains as a constant in any specific state $s$ (i.e. $C_s$ is a function of state $s$, but not a function of action $a$), we can ignore $C_s$ while minimizing
the KL divergence in state $s$. In other words, minimizing $D_{\text{KL}}$ is equivalent to solving the maximization problem in (11) whenever $H(\pi) = H^*(\pi^*)$ and $\alpha = 1$. Therefore, for two policies $\pi^*$ and $\pi$ that solve respectively the optimization problems in (10) and (11), $Q^*(s, a) = Q^\pi(s, a)$ for any $s \in \mathcal{S}$ and any $a \in \mathcal{A}$. ■

**Appendix E**

This appendix details the methods we used to evaluate $\int \pi(s, a)da$ and $H(\pi)$ in any state $s \in \mathcal{S}$. As we mentioned in the paper, $\int \pi(s, a)da$ can be either computed exactly or approximated through a group of sampled actions. This depends on the type of probability distributions for action selection supported by the corresponding policy family $\Pi$. Specifically, when $\pi(s, \cdot)$ represents an $m$-dimensional multivariate normal distribution with diagonal covariance matrix $\Sigma_d$, $\int \pi(s, a)da$ can be determined easily and precisely as

$$\int_{a \in \mathcal{A}} \pi(s, a)da = \left(\sqrt{2\pi}\right)^{m(1-\eta)} \eta^{-\frac{m}{2}} \prod_{j=1}^{m} \sigma^{-1}_j,$$

where $\sigma_j$ with $j = 1, \ldots, m$ refers to the square root of each of the $m$ diagonal elements of $\Sigma_d$. Subsequently, Rényi entropy of policy $\pi$ can be obtained directly as

$$H^\eta(\pi(s, \cdot)) = \frac{m}{2} \log 2\pi - \frac{m}{2(1-\eta)} \log \eta + \sum_{j=1}^{m} \log \sigma_j.$$

However in our experiments, following the squashing technique introduced in (Haarnoja et al., 2018), the internal action $u$ will be sampled initially from the multivariate normal distribution denoted as $\mu(s, u)$ with $\mu(s)$ and diagonal covariance matrix $\Sigma_u(s)$. The sampled internal action will be subsequently passed to an invertible squashing function $\tanh$ to produce the output action $a \in [-1, 1]^m$, i.e. $a = \tanh(u)$. In line with this squashing technique,

$$\int_{a \in \mathcal{A}} \pi(s, a)^\eta da = \int_{u \in \mathbb{R}^m} \left(\mu(s, u) |\nabla_u \tanh(u)|^{-\eta}\right)^\eta \nabla_u \tanh(u) du$$

Unfortunately, fixed-form solution of the integral above does not exist for arbitrary settings of $\eta$. We therefore decided to approximate it efficiently through a random sampling technique. In particular,

$$\int_{a \in \mathcal{A}} \pi(s, a)^\eta da = \mathbb{E}_{u \sim \mu(s, \cdot)} \left(\mu(s, u)^{\eta - 1} \left|\nabla_u \tanh(u)\right|^{-\eta}\right)$$

Accordingly, assuming that $u_1, \ldots, u_k$ are $k$ internal actions sampled independently from $\mu(s, \cdot)$, then

$$\int_{a \in \mathcal{A}} \pi(s, a)^\eta da \approx \frac{1}{k} \sum_{i=1}^{k} \mu(s, u_1)^{\eta - 1} \left|\nabla_u \tanh(u)\right|^{-\eta} |u = u_i|$$

Subsequently $H^\eta(\pi)$ can be approximated straightforwardly based on its definition. Apparently, with more sampled actions, the approximation will become more precise. However increasing the number of sampled actions will inevitably prolong the learning time required. In practice we found that using 9 randomly sampled actions can produce reasonably good learning performance without sacrificing noticeably on computation time.

**Appendix F**

In this appendix, we aim to develop and analyze the performance lower bounds of TAC and RAC, in comparison to standard RL algorithms that maximize cumulative rewards alone (without considering the maximum entropy objective). Under the conventional learning framework in (1), the Q-function can be updated through the standard Bellman operator, as defined below

$$TQ(s, a) = r(s, a) + \gamma \int_{s' \in \mathcal{S}} P(s, s', a) \max_{a' \in \mathcal{A}} Q(s', a')ds'$$

for any state $s \in \mathcal{S}$ and any action $a \in \mathcal{A}$. Different from this approach, in association with the maximum entropy learning framework presented in (2), the Q-function will be updated via the following maximum entropy Bellman operator

$$T_H Q(s, a) = r(s, a) + \gamma \int_{s' \in \mathcal{S}} P(s, s', a) \int_{a' \in \mathcal{A}} \tau_H(s', a')Q(s', a')da'ds'$$

(21)

where $\tau_H \in \Pi$ stands for the stochastic policy obtained by solving the policy improvement problem in (11) for both TAC and RAC. In order to analyze $\tau_H$ theoretically, we make several key assumptions as summarized below. Our reliance on these assumptions prevents our analysis from being generally applicable. However, the performance lower bounds derived from our analysis still shed new light on the practical usefulness of TAC and RAC.

A1 The action space of the RL problem is unbounded and 1-dimensional ($-\infty, \infty$).

A2 The Q-function in any state $s \in \mathcal{S}$ is a bell-shaped non-negative function as defined below

$$Q(s, a) = \zeta_s \exp\left(-\frac{(a - \bar{a}_s)^2}{2\xi_s^2}\right)$$

where $\zeta_s, \xi_s > 0$ and both are bounded from above and below across all states. Particularly,

$$\zeta^* = \max_{s \in \mathcal{S}} \max_{a \in \mathcal{A}} Q(s, a), \xi^* = \max_{s \in \mathcal{S}} \xi_s$$

and

$$\zeta = \min_{s \in \mathcal{S}} \max_{a \in \mathcal{A}} Q(s, a), \xi = \min_{s \in \mathcal{S}} \xi_s$$

A3 An RL agent that follows any policy $\pi \in \Pi$ will select actions in any state $s \in \mathcal{S}$ according to a normal distribution determined by $\pi(s, \cdot)$ with mean $\bar{a}_{\pi, s}$ and standard deviation $\sigma_{\pi, s} \leq \sigma^*$.

Assumption A1 is not essential. However its use simplifies our analysis to be presented below. It is possible for us to extend the action space of an RL problem to multiple dimensions but we will not pursue this direction further in this appendix. Assumption A2 can be interpreted in two different ways. Specifically, we can consider A2 as a reflection of the modelling restriction on the Q-function, due to which the estimated Q-function always assume a bell-shaped curve in any state $s$. Similar bell-shaped Q-functions have been utilized in (Gu et al., 2018). Alternatively, we may assume that the improved policy $\tau_H$ derived from A2 can closely approximate the performance of $\tau_H$ in the case when A2 does
not hold consistently. Finally assumption A3 is satisfied by many existing RL algorithms when applied to benchmark control tasks where the actions to be performed in any state during learning are sampled from normal distributions (Schulman et al., 2017; Wu et al., 2017).

Following the three assumptions above, we can establish two lemmas below with regard to the cases when Tsallis entropy and Rényi entropy are utilized respectively for maximum entropy RL.

**Lemma 1.** Under the assumptions of A1, A2 and A3, when Tsallis entropy $H^q$ is adopted by the policy improvement mechanism in (11), then

$$
\max_{a \in A} Q(s, a) - \mathbb{E}_{a \sim \pi_{H^q}} Q(s, a) \leq \zeta^* \max_{\xi \in [\xi^*, \xi^{-*}]} \left( 1 - \frac{\xi}{\sqrt{\xi^2 + \min \left\{ \frac{\alpha(2\pi)^{\frac{1}{q}}}{\sqrt{\frac{\alpha}{\xi^q} + \frac{\xi^q}{\sigma^2}}}, \sigma^2 \right\}} \right)
$$

$$
= \zeta_{H^q}
$$

**Lemma 2.** Under the assumptions of A1, A2 and A3, when Rényi entropy $H^\alpha$ is adopted by the policy improvement mechanism in (11), then

$$
\max_{a \in A} Q(s, a) - \mathbb{E}_{a \sim \pi_{H^\alpha}} Q(s, a) \leq \zeta^* \max_{\xi \in [\xi^*, \xi^{-*}]} \left( 1 - \frac{\xi}{\sqrt{\xi^2 + \min \left\{ \frac{\alpha(2\pi)^{\frac{1}{q}}}{\sqrt{\frac{\alpha}{\xi^q} + \frac{\xi^q}{\sigma^2}}}, \sigma^2 \right\}} \right)
$$

$$
= \zeta_{H^\alpha}
$$

**Proof of Lemma 1:**

Proof. To prove this lemma, we must determine policy $\pi_{H^q}$. Due to A2 and A3, we know that $\tilde{a}_{\pi,s} = a_s$ for $\pi_{H^q}$. For any policy $\pi$ that satisfies this condition in any $s \in S$, we have

$$
\mathbb{E}_{a \sim \pi(s, \cdot)} Q(s, a) + \alpha H^q(\pi(s, \cdot)) = \frac{\xi_s \zeta_s}{\sqrt{\xi_s^2 + \sigma_s^2}} + \alpha \frac{\log \left( (2\pi)^{\frac{1}{q}} \frac{1}{\xi^q} \right)}{\sqrt{\xi^2 + \sigma^2}}
$$

In order to maximize the expectation above through adjusting $\sigma_{\pi,s}$, we take the derivative of the expectation with respect to $\sigma_{\pi,s}$ and obtain the equation below.

$$
\frac{\alpha(2\pi)^{\frac{1}{q}}}{\sqrt{q}} \frac{\xi_s \zeta_s + \sigma_{\pi,s}}{\left( \xi_s^2 + \sigma_{\pi,s}^2 \right)^{\frac{3}{2}}} = 0
$$

As a result of solving this equation, we can obtain $\sigma_{\pi_{H^q}}$ for policy $\pi_{H^q}$. Unfortunately analytic solution of this equation does not exist for arbitrary settings of $q > 1$, $\xi > 0$, $\zeta > 0$ and $\alpha > 0$. Nevertheless, let $\sigma$ be the solution of the equation below

$$
\frac{\alpha(2\pi)^{\frac{1}{q}}}{\sqrt{q}} \frac{\xi_s \zeta_s + \sigma_{\pi,s}}{\left( \xi_s^2 + \sigma^2 \right)^{\frac{3}{2}}} = 0
$$

It can be easily verified that $\sigma_{\pi_{H^q}} \leq \sigma$ if the solution of (22) is less than or equal to $\sigma^*$. On the other hand, if the solution of (22) is greater than $\sigma^*$, then $\sigma_{\pi_{H^q}} = \sigma^*$. In line with this understanding, the inequality below can be derived.

$$
\sigma_{\pi_{H^q}} \leq \min \left\{ \left( \frac{\alpha(2\pi)^{\frac{1}{q}}}{\sqrt{\frac{\alpha}{\xi^q} + \frac{\xi^q}{\sigma^2}}} \right)^{\frac{1}{\xi^q}}, \sigma^* \right\}
$$

From the above, we can further derive the inequality below.

$$
\mathbb{E}_{a \sim \pi_{H^q}} Q(s, a) \geq \frac{\xi_s \zeta_s}{\sqrt{\xi_s^2 + \sigma_s^2}} + \alpha \frac{\log \left( (2\pi)^{\frac{1}{q}} \frac{1}{\xi^q} \right)}{\sqrt{\xi^2 + \sigma^2}}
$$

Consequently,

$$
\max_{a \in A} Q(s, a) - \mathbb{E}_{a \sim \pi_{H^q}} Q(s, a) \leq \zeta^* \left( 1 - \frac{\xi_s \zeta_s}{\sqrt{\xi_s^2 + \sigma_s^2}} + \alpha \frac{\log \left( (2\pi)^{\frac{1}{q}} \frac{1}{\xi^q} \right)}{\sqrt{\xi^2 + \sigma^2}} \right)
$$

Lemma 1 can be finally obtained as a result.

**Proof of Lemma 2:**

Proof. The proof of Lemma 2 is similar to the proof of Lemma 1. Specifically, in any $s \in S$, we have

$$
\mathbb{E}_{a \sim \pi'(s, \cdot)} Q(s, a) + \alpha H^\alpha(\pi'(s, \cdot)) = \frac{\xi_s \zeta_s}{\sqrt{\xi_s^2 + \sigma_s^2}} + \alpha \frac{\log \left( (2\pi)^{\frac{1}{q}} \frac{1}{\xi^q} \right)}{\sqrt{\xi^2 + \sigma^2}}
$$

Hence, to determine $\sigma_{\pi_{H^\alpha}}$ for policy $\pi_{H^\alpha}$, we can solve the equation below.

$$
\frac{\alpha}{\sigma_{\pi,s}} - \frac{\xi_s \zeta_s}{\left( \xi_s^2 + \sigma_s^2 \right)^{\frac{3}{2}}} = 0
$$

Although this equation can be solved directly, we choose to instead identify the upper bound of $\sigma_{\pi_{H^\alpha}}$ by solving the following equation (this is because the solution of the equation below is much easier to analyze than the solution of the equation above)

$$
\frac{\alpha}{\sigma_{\pi,s}} - \frac{\xi_s \zeta_s}{\left( \xi_s^2 + \sigma^2 \right)^{\frac{3}{2}}} = 0
$$

Similar to our proof of Lemma 1, this gives rise to the inequality

$$
\sigma_{\pi_{H^\alpha}} \leq \min \left\{ \left( \frac{\alpha(2\pi)^{\frac{1}{q}}}{\sqrt{\frac{\alpha}{\xi^q} + \frac{\xi^q}{\sigma^2}}} \right)^{\frac{1}{\xi^q}}, \sigma^* \right\}
$$
Subsequently,
\[
\mathbb{E}_{a \sim \pi_\eta} Q(s,a) \geq \frac{\xi_s \zeta_s}{\xi_s^2 + \min_{\sigma^2} \left\{ \frac{\alpha \left( \sigma^2 + \xi_s^2 \right)^2}{\xi_s \zeta_s}, \sigma^2 \right\}}
\]
Therefore,
\[
\max_{a \in A} Q(s,a) - \mathbb{E}_{a \sim \pi_\eta} Q(s,a) \leq \zeta \left( 1 - \frac{\xi_s}{\sqrt{\xi_s^2 + \min_{\sigma^2} \left\{ \frac{\alpha \left( \sigma^2 + \xi_s^2 \right)^2}{\xi_s \zeta_s}, \sigma^2 \right\}}} \right) \leq \zeta^* \left( 1 - \frac{\xi_s}{\sqrt{\xi_s^2 + \min_{\sigma^2} \left\{ \frac{\alpha \left( \sigma^2 + \xi_s^2 \right)^2}{\xi_s \zeta_s}, \sigma^2 \right\}}} \right)
\]
Lemma 2 can now be obtained directly.

Based on Lemma 1 and Lemma 2, we can proceed to bound the performance difference between standard RL and maximum entropy RL. This is formally presented in Proposition 5.

**Proposition 5.** Under assumptions A1, A2 and A3, in comparison to the performance of RL driven by the standard Bellman operator, the performance of RL driven by the maximum entropy Bellman operator is bounded from below by either

\[
\lim_{k \to \infty} T^k_\mathcal{H} Q(s,a) \geq \lim_{k \to \infty} T^k Q(s,a) - \frac{\gamma}{1 - \gamma} \zeta_{\mathcal{H}_q}
\]

or

\[
\lim_{k \to \infty} T^k_\mathcal{H} Q(s,a) \geq \lim_{k \to \infty} T^k Q(s,a) - \frac{\gamma}{1 - \gamma} \zeta_{\mathcal{H}_q}
\]

for any state \( s \in \mathcal{S} \) and any action \( a \in A \), subject to the entropy measure to be maximized during RL.

**Proof.** To prove Proposition 5, we must show that

\[
T^k Q(s,a) - T^k_\mathcal{H} Q(s,a) \leq \sum_{j=1}^{k} \gamma^j \zeta
\]

(23)

Here \( \mathcal{H} \) can be either \( \mathcal{H}^0 \) or \( \mathcal{H}^\pi \) and \( \zeta \) can be either \( \zeta_{\mathcal{H}_q} \) or \( \zeta_{\mathcal{H}_q} \). Consider first of all the case when \( k = 1 \). In this case, based on the definition of \( T \) and \( T_\mathcal{H} \), we can see that

\[
T Q(s,a) - T_\mathcal{H} Q(s,a) = \gamma \int_{s' \in \mathcal{S}} P(s,s',a) \left( \max_{a' \in A} Q(s',a') - \mathbb{E}_{a' \sim \pi} Q(s,a) \right) \leq \gamma \zeta
\]

Now assume that (23) holds for \( k = 1, \ldots, l \). Consider further the situation when \( k = l + 1 \), i.e.

\[
T^{l+1} Q(s,a) - T^{l+1}_\mathcal{H} Q(s,a) = T^l T Q(s,a) - T^l_\mathcal{H} Q(s,a) \\
\leq T \left( T^l_\mathcal{H} Q(s,a) + \sum_{j=1}^{l} \gamma^j \zeta \right) - T^{l+1}_\mathcal{H} Q(s,a) \\
\leq \sum_{j=1}^{l} \gamma^{j+1} \zeta + \gamma \zeta \\
= \sum_{j=1}^{l+1} \gamma^j \zeta
\]

By mathematical induction, (23) has been verified successfully.

Proposition 5 can now be obtained directly by taking the limit of (23) as \( k \) approaches to \( \infty \).

Based on the performance lower bounds developed in Proposition 5, the effectiveness of TAC and RAC can be studied further. Specifically, we can consider \( \lim_{k \to \infty} T^k Q \) as representing the best possible performance achievable through RL, since \( \lim_{k \to \infty} T^k Q \) converges to \( Q^* \) (i.e., the Q-function of the optimal policy \( \pi^* \)) on RL problems with discrete state space and discrete action space. Consequently, the performance of TAC and RAC is expected to be improved as a result of maximizing the corresponding lower bounds. For example, as \( \alpha \to 0 \), the maximum entropy objective in (2) vanishes and consequently the lower bounds in Proposition 5 become \( \lim_{k \to \infty} T^k Q \). In other words, maximum entropy RL degenerates to conventional RL as we expected.

Figure 3: The change of \( \zeta_{\mathcal{H}_q} \) with respect to \( q \).
and exploitation. It paves the way for training simultaneously multiple policies through our Ensemble Actor-Critic (EAC) algorithm developed in Subsection 5.2.

Appendix G

Proof of Proposition 4 is presented in this appendix.

Proof. For the sake of simplicity, we will only consider the case when assumption A1 in Appendix F is valid. The proof can be extended to RL problems with multi-dimensional actions. However, the details will be omitted in this appendix.

Because $Q^π(s, a)$ is continuous, differentiable with bounded derivatives and unimodal in any state $s \in \mathbb{S}$, by adjusting $α$ in (11), we can bound the difference between $\tilde{π}^"(s)$ and the action that maximizes $Q^π(s, \cdot)$, where $\tilde{π}^"(s)$ refers to the mean action of the stochastic policy $π_i(s, \cdot)$ and $π_e(s)$ (with $i = 1, \ldots, L$) in Proposition 4 denotes the $i$-th policy in the ensemble that maximizes (11) when $α \neq 0$. In view of this, we will specifically consider the case when $\tilde{π}^"(s)$ equals to the Q-function maximization action. The case when they are different but the difference is bounded can be analyzed similarly.

In line with the above, we can proceed to study the behavior of the joint policy $π^π$ in any state $s$. For any policy $π \in Π$, the standard deviation for action sampling in state $s$ is $σπ(s)$ and $σπ(s) ≤ σ^"$. Because of this, when $L$ is large enough, we can see that

$$
E_{a \sim π^π(s)} Q^π(s, a) ≥ E_{a \sim \hat{π}^"(s)} Q^π(s, a)
$$

where

$$
\hat{π}^"(s) = \arg \max_{a \in \{a_1, \ldots, a_L\}} Q^π(s, a)
$$

is a policy that chooses the action with the highest Q-value out of $L$ actions sampled independently from the same normal distribution with mean

$$
\arg \max_{a \in \mathbb{A}} Q^π(s, a) = 0
$$

and standard deviation $σ^"$. Here, without loss of generality, we simply consider the situation that $Q^π(s, \cdot)$ is maximized when $a = 0$. Let $[\tilde{π}^"(s)]$ stand for the absolute value of actions sampled from policy $\tilde{π}^"$. Since $Q^π(s, a)$ is continuous, differentiable with bounded derivatives and unimodal, when $L$ is sufficiently large, $-|\tilde{π}^"(s)|$ can be estimated accurately as the maximum over $L$ actions sampled independently from the same distribution Ω with the probability density function below.

$$
Ω(α) = \left\{ \begin{array}{ll}
2 \exp \left( -\frac{a^2}{2 \sigma^2} \right), & a ≤ 0 \\
\frac{1}{\sqrt{2πσ^"}}, & a > 0
\end{array} \right.
$$

According to the Fisher–Tippett–Gnedenko theorem (Fisher, 1930), with large $L$, the distribution for $-|\tilde{π}^"(s)|$ can be approximated precisely by the distribution with the following cumulative distribution function (CDF).

$$
F_{Ω(L)}(a) ≈ F_{EV} \left( \frac{a - ρ_{L}}{ϕ_L} \right)
$$

where $F_{Ω(L)}(a)$ refers to the CDF of the probability distribution determined by the maximum over $L$ randomly sampled numbers, denoted as $Ω(L)$. $F_{EV}$ stands for the CDF of the extreme value distribution (Leadbetter et al., 2012). Meanwhile

$$
ρ_{L} = F_{Ω}^{(-1)}(1 - \frac{1}{L})
$$

$$
ϕ_{L} = F_{Ω}^{(-1)}(1 - \frac{1}{eL}) - F_{Ω}^{(-1)}(1 - \frac{1}{L})
$$

Here $F_{Ω}^{(-1)}$ denotes the inverse of the CDF of distribution $Ω$. Based on (24), it is possible to analytically estimate the mean and standard deviation of distribution $Ω(L)$. However, the resulting mathematical expressions are fairly complicated and will not be presented in this appendix. Instead, all we need is to examine the limits below.

$$
\lim_{L \to \infty} E \left[ Ω(L) \right] = 0
$$

$$
\lim_{L \to \infty} \text{Var} \left[ Ω(L) \right] = 0
$$

Due to the two limits above, when $L \to \infty$, we can draw the conclusion that

$$
\begin{align*}
Q^π(s, a) - Q^π(\cdot, a) &= γ \frac{1}{s' ∼ Π^π(s', a)} \left( \lim_{L \to \infty} E_{a \sim Ω(L)} Q^π(s', a) \right) \\
\leq γ \frac{1}{s' ∼ Π^π(s', a)} \left( \lim_{L \to \infty} E_{a \sim Ω(L)} Q^π(s', a) \right)
\end{align*}
$$

$$
\begin{align*}
&\leq γ \frac{1}{s' ∼ Π^π(s', a)} \left( \lim_{L \to \infty} E_{a \sim Ω(L)} Q^π(s', a) \right) \\
&\leq γ \frac{1}{s' ∼ Π^π(s', a)} \left( \lim_{L \to \infty} E_{a \sim Ω(L)} Q^π(s', a) \right)
\end{align*}
$$

This proves Proposition 4.

Appendix H

This appendix details the hyper-parameter settings for all competing algorithms involved in our experimental study in this paper. For SAC, TAC, RAC, EAC-TAC and EAC-RAC, the value functions $V_Ω$ and $Q_Ω$ as well as the policy $π_Ω$ are implemented as DNNs with two hidden layers. Each hidden layer contains 128 ReLU hidden units. The same network architectures have also been adopted in (Haarnoja et al., 2018).

For each benchmark control task, we follow closely the hyper-parameter settings of SAC reported in (Haarnoja et al., 2018). Specifically, SAC introduces a new hyper-parameter named the reward scale which controls the scale of the step-wise reward provided by a learning environment as feedback to an RL agent. According to (Haarnoja et al., 2018), the performance of SAC is highly sensitive to the reward scale since it affects the stochasticity of the learned policies. In addition, we should determine carefully the number of gradient-based updating steps, i.e. gradient steps, to be performed during each learning iteration in Algorithm 1. This hyper-parameter may also affect the learning performance to a certain extent. Relevant hyper-parameter settings with respect to SAC, TAC, RAC, EAC-TAC and EAC-RAC have been summarized in Table 1.

In addition to the hyper-parameters covered in Table 1, the learning rate for all algorithms and on all benchmark problems have been
Table 1: Hyper-parameters settings of SAC, TAC, RAC, EAC-TAC and EAC-RAC.

| Algorithms | Hyper-Parameters | Problems |
|------------|-----------------|----------|
| SAC        | Reward Scale    | Ant      | 3.0 | Half Cheetah | 3.0 | Hopper | 3.0 | Lunar Lander | 3.0 | Reacher | 3.0 | Walker2D | 3.0 |
|            | α               |          | 1.0 |               | 1.0 |               | 1.0 |               | 1.0 |               | 1.0 |           |    |
|            | Gradient Steps  |          | 4   |               | 4   |               | 4   |               | 4   |               | 4   |           |    |
| TAC        | Reward Scale    |          | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |           |    |
|            | α               |          | 0.8 |               | 0.8 |               | 0.8 |               | 0.8 |               | 0.8 |           |    |
|            | Gradient Steps  |          | 1   |               | 1   |               | 1   |               | 1   |               | 1   |           |    |
|            | Entropic index q|          | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} |
| RAC        | Reward Scale    |          | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |           |    |
|            | α               |          | 0.8 |               | 0.8 |               | 0.8 |               | 0.8 |               | 0.8 |           |    |
|            | Gradient Steps  |          | 4   |               | 4   |               | 4   |               | 4   |               | 4   |           |    |
|            | Entropic index q|          | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} | {1,5, 2, 0, 2, 5} |
| EAC-TAC    | Reward Scale    |          | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |           |    |
|            | α               |          | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |           |    |
|            | Gradient Steps  |          | 1   |               | 1   |               | 1   |               | 1   |               | 1   |           |    |
|            | Entropic index q|          | 2.0 |               | 1.5 |               | 1.5 |               | 1.5 |               | 1.5 |           |    |
|            | Ensemble size   |          | 6   |               | 6   |               | 6   |               | 6   |               | 6   |           |    |
| EAC-RAC    | Reward Scale    |          | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |               | 3.0 |           |    |
|            | α               |          | 0.6 |               | 0.6 |               | 0.6 |               | 0.6 |               | 0.6 |           |    |
|            | Gradient Steps  |          | 4   |               | 4   |               | 4   |               | 4   |               | 4   |           |    |
|            | Entropic index q|          | 1.5 |               | 1.5 |               | 1.5 |               | 2.0 |               | 1.5 |           |    |
|            | Ensemble size   |          | 6   |               | 6   |               | 6   |               | 6   |               | 6   |           |    |

Figure 4: The influences of entropic indices ([1.5, 2.0, 2.5]) on the performance of RAC on six benchmark control problems, with SAC serving as the baseline.

set consistently to $3 \times 10^{-4}$. The discount factor $\gamma = 0.99$. The smooth co-efficient for updating the target value function $\tau = 0.01$. Additional hyper-parameter settings for TRPO, PPO and ACKTR are outlined here too. Specifically both the critic and actor of TRPO, PPO and ACKTR are implemented as DNNs with $64 \times 64$ hidden units, following the recommendation in (Schulman et al., 2017). Meanwhile the number of gradient-based training steps for each learning iteration equals to 10 in the three competing algorithms. In addition, TRPO and PPO have adopted the Generalized Advantage Estimation (GAE) (Schulman et al., 2015b) technique with hyper-parameter $\lambda = 0.95$. The clipping factor $\epsilon$ of PPO is set to 0.2.

To verify the true difference in performance and sample efficiency, we have evaluated all algorithms for 1 million consecutive steps on each benchmark problem. The testing performance of trained policies has also been recorded after obtaining every 1,000 state-transition samples from the learning environment. Meanwhile, we have chosen 10 random seeds for running each algorithm on every benchmark to reveal the performance difference among all competing algorithms with statistical significance.
Appendix I

In this appendix, the influence of entropic index $\eta$ on the performance of RAC is studied empirically. In particular, Figure 4 depicts the observed learning performance of RAC subject to three different entropic index settings (i.e., 1.5, 2.0, and 2.5) and also compares RAC with SAC as the baseline. From the figure, we can clearly see that, with proper settings of the entropic index $\eta$, RAC can perform consistently well across all benchmarks and sometimes outperform SAC. Meanwhile, it seems that smaller values for $\eta$ usually yield better performance. However, this is not always true. For example, on the Lunar Lander problem, the best performance of RAC is obtained when $\eta = 2.0$. In consequence, we can draw two conclusions from the results. First, $\eta$ can be set to small values for general good performance. Second, the influence of $\eta$ on the performance of RAC can be problem-specific. Due to this reason, while comparing RAC with other competing algorithms in Figure 2, we used the best $\eta$ value observed in Figure 4 for each benchmark.