Temperature Distribution in Porous Fins, Subjected to Convection and Radiation, Obtained from the Minimization of a Convex Functional
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This work proposes a convex functional endowed with a minimum, which occurs for the solution of the thermal radiation and natural convection heat transfer problem in a rectangular profile porous fin with a fluid flowing through it. The minimum principle ensures the (mathematically demonstrated) uniqueness of the solution and allows the problem simulation by employing a minimization procedure. Darcy’s law with the Oberbeck–Boussinesq approximation simplifies the momentum equation. The energy equation assumes thermal equilibrium between the porous matrix and fluid, allowing comparisons with previous authors’ models, which accounts for the effects of a porosity parameter, a radiation parameter, and a temperature ratio on the temperature. Results for very long fin and finite-length fin with insulated tip were successfully compared with previous works. Closed-form exact solutions for two limiting cases (no convection and no thermal radiation) are also presented.

1. Introduction

In many engineering applications, it is essential to improve the heat transfer rate between a surface and the surrounding fluid. Convection heat transfer between a given surface and its vicinity is enhanced if fins (characterized by high heat transfer rate with compact size and low cost) are connected to the surface. Also, thermal radiation is not negligible unless convection is substantially high. When natural convection is concerned, in many cases, thermal radiation cannot be disregarded.

The heat transfer enhancement could be significantly enlarged by employing porous fins, as introduced in the work of Kiwan and Al-Nimr [1]. These authors used a Darcy–Brinkman–Forchheimer model to compute the natural convection heat transfer from an array of porous fins attached to a hot surface and compared the results with those from an equal size arrangement with solid fins, finding up to 100% weight reduction of fin material for the same solid fins performance. The heat transfer enhancement with porous fins is particularly important when Darcy and Rayleigh numbers are high. Hamdan and Al-Nimr [2] later used the Darcy–Brinkman–Forchheimer model to compute the forced convection numerically when high-thermal conductivity porous fins are attached to the inner walls of two parallel-plate channels to enhance the heat transfer characteristics of the flow. They evaluated the effects of porous fin thickness, Darcy number, thermal conductivity ratio (ratio of porous thermal conductivity to fluid thermal conductivity), Reynolds number, and a microscopic inertial coefficient on the thermal performance.
Kiwan [3] studied natural convection heat transfer from a rectangular porous fin, considering long fins, finite-length fins with insulated tip, and finite-length fins with tip subjected to a convection boundary condition, using Darcy’s law as the momentum equation. He proposes a porous parameter $S_H$ relating Rayleigh and Darcy numbers, the thermal conductivity ratio, and a squared length/thickness ratio, which groups the geometric and flow parameters that influence the solution of the problem. However, increasing $S_H$ by increasing Rayleigh or Darcy numbers increases the heat transfer from the fin, but there is a limit for the increase of both the thermal conductivity ratio and the length/thickness ratio, with the heat transfer rate reaching maximum values. Kiwan [4] also used Darcy’s law as the momentum equation and the Rosseland approximation for a thermal radiation heat transfer conjugated with conduction to investigate the effect of radiation and natural convection heat transfer from a porous fin, so that the model is reduced to a single nonlinear ordinary differential equation, considering heat transfer within the porous media and between the porous media and the surroundings.

Several authors were concerned with the determination of the performance and optimum dimensions of porous fins. For instance, Kundu and Bhanja [5] proposed an approximate analytical methodology based on the Adomian decomposition to determine the performance and optimum dimensions of rectangular porous fins with consideration of three different models of predictions, together with the optimum porous fin design analysis. They considered governing equations previously used by Kiwan [3, 4] with one model considering convection heat transfer solely and a second one also accounting for thermal radiation, but assuming small temperature differences within the flow so that the radiation term can be linearized. Finally, the third model accounts for the real radiation term, giving rise to a highly nonlinear equation. Distinct porous fin shapes were subsequently considered [6, 7], and in Kundu and Lee [8], a variable temperature-dependent heat transfer coefficient was considered, along with convection and thermal radiation heat transfer. These authors developed an analytical formulation based on the calculus of variation, aiming at determining the minimum shape of porous fins.

Ma et al. [9] predicted the thermal performance of a porous fin considering natural convection and thermal radiation heat transfer, a temperature-dependent heat transfer coefficient, surface emissivity, and heat generation, using a spectral collocation method with a Lagrange polynomial interpolation, validating their results using both finite volumes homotopy perturbation methods. In subsequent work, Ma et al. [10] studied trapezoidal, convex parabolic, and concave parabolic profiles porous fins and combined conductive, convective, and radiative heat transfer, accounting for the temperature dependency and using a spectral element method, in which the domain was decomposed using a finite element strategy. Chebyshev polynomials were used to establish basis functions on each element.

The addition of a fin or an array of fins to the cavity walls may increase the overall heat transfer rate in a cavity. Alshuraaian and Kanafer [11] used a Darcy–Forchheimer model to study natural convection in a differentially heated cavity with two thin porous fins attached to the hot wall and bottom insulated and solved the equations, obtained by a volume-average technique for a two-dimensional geometry, by finite element formulation based on the Galerkin method of weighted residuals. Asl et al. [12] also employed a Darcy–Forchheimer model to model the natural convection in an inclined rectangular enclosure with several porous fins attached to the hot wall for relevant parameters, comparing the enclosures with porous fins with both cavities with solid fins and/or cavities without fins. The governing equations for the fins were obtained using a volume-average technique and simulated by a finite volume method based on the SIMPLE method.

Gorla and Bakier [13] studied the effects of radiation and natural convection heat transfer in a rectangular profile porous fin, though which the fluid flows. The momentum equation is simplified by Darcy’s model, and the energy equation assumes local thermal equilibrium and temperature variation only along the fin length and neglects radiant surface exchange. Three classical fins boundary conditions are considered: very long fin, insulated tip, and convective tip. The authors investigated the effects of a porosity parameter $S_H$ (relating Rayleigh and Darcy numbers, a thermal conductivity ratio, and the squared ratio length/thickness of the fin), a radiation parameter $G$ (relating the porous fin emissivity, Stefan–Boltzmann constant effective conductivity, the squared fin length, its thickness, and a temperature ratio and the difference between the base temperature and the ambient temperature elevated to the third power), and a temperature ratio $C_T$ (dimensionless ratio of ambient temperature and the difference between the base temperature and the ambient temperature) on the temperature distribution and heat transfer. They approximated the resulting nonlinear second-order ordinary differential equation using a fourth-order Runge–Kutta method. The authors observed that increasing $S_H$ by increasing either Rayleigh or Darcy numbers increases the heat transfer from fin; the $C_T$ parameter has a small influence on heat transfer while increasing the radiation parameter $G$ also increases heat transfer from fin for small values of Biot numbers. Torab and Yaghoobi [14] employed the same mechanical model used by [13] to analyze the rectangular porous fin but solved the highly nonlinear partial differential resulting equation using an analytical model: the differential transformation method based on a Taylor series expansion, obtaining good agreement with the results of [13]. Darvishi et al. [15] analyzed natural convection and radiation heat transfer in thoroughly wet porous fins with a model that can be considered as an extension of Gorla and Bakier [13] model. They analyzed the behavior of a porosity parameter $S_H$, a radiation parameter $G$, a temperature ratio $C_T$, and a wet fin parameter $m_m$ on the dimensionless temperature distribution and heat transfer rate. The highly nonlinear differential equation is solved numerically by using a spectral collocation method, after which they are reduced into algebraic equations using Chebyshev polynomials. Darvishi et al. [16] also considered thermal radiation and convection heat transfer, but in a rectangular radial porous fin, which is
used in various applications and the ambient temperature effect is characterized differently from Gorla and Bakier [13]. The nonlinear equation is solved by employing a spectral collocation method with the unknown function approximated as a truncated series of Chebyshev polynomials. The results suggest that the radiation transfers more heat than a similar model without radiation.

A similar approach, but employing a systematic methodology, is used in the present work. The same mechanical model used by Gorla and Bakier [13] is considered. A convex functional is proposed to represent it, and its minimum is the solution to problem. A complete uniqueness proof is presented. Essentially, in this work, alternative modeling is proposed, which preserves the physical idea presented by Gorla and Bakier [13] but provides a considerable mathematical improvement. This improvement is represented by a minimum principle, characterized by a convex functional, which ensures the uniqueness of the solution and allows the problem to be simulated employing a minimization, instead of a standard discretization protocol. Also, it is important to note that the uniqueness of the solution is mathematically proved.

Besides, two limiting cases for infinite porous fins, namely, absence of thermal radiation and absence of convection (with the fin surrounded by an atmosphere-free space), have closed-form exact solutions, which are presented.

2. Mechanical Model

A rectangular porous fin with constant cross section area and length $L$, width $W$, and thickness $t$, considered by Gorla and Bakier [13], allowing the flow to infiltrate through it, is considered. The porous matrix is assumed isotropic, homogeneous, and saturated by a single-phase fluid. Fluid and porous matrix (with constant physical properties) are assumed in thermal equilibrium, radiant interaction between the fin and its base is negligible, and the temperature does not vary across the fin thickness. The momentum equation is simplified by Darcy’s law with Oberbeck–Boussinesq approximation [17]. Supposing temperature variation solely along the fin length and all the previous assumptions, the scaled energy balance can be expressed by the following one-dimensional nonlinear equation [13, 14]:

$$\frac{d^2\theta}{dX^2} - S_H\theta^2 - G\left(\left(\theta + C_T\right)^4 - C_T^4\right) = 0,$$

where $\theta$ represents the scaled temperature, $T_b$ is the temperature at the fin base and $T_\infty$ the environment temperature, $X$ is the dimensionless axial coordinate, $S_H$ is a porous parameter (accounting for permeability and buoyancy effects), $k_{eff} = (1 - \varphi)k_s + \varphi k_f$ is the porous medium effective thermal conductivity, with $k_s$ being the porous matrix thermal conductivity (solid) and $k_f$ the fluid thermal conductivity, the conductivity ratio is given by $k_\ell = (k_{eff}/k_s)$, and $Da$ and $Ra$ are Darcy and Rayleigh numbers given by

$$Da = \frac{K}{t^2},$$

$$Ra = \frac{\beta g T_b T_\infty}{k_f \nu},$$

with $K$ representing the porous matrix specific permeability, $g$ the gravitational acceleration, $\beta$ the thermal expansion coefficient, and $\nu$ the kinematic viscosity.

Besides, $G$ is a radiation parameter (indicating the effect of the fin surface emissivity) with $\sigma$ being the Stefan–Boltzmann constant and $\epsilon$ the porous fin emissivity. The radiation model is based on the gray body assumption [18, 19]. The parameter $G$ depends directly on the Stefan–Boltzmann constant and the emissivity. Moreover, as it may be noted, the increase in $G$ generates an increase in heat loss from radiation. Finally, $C_T$ is a temperature ratio.

The model presented in (1) is based on a previous work by Kiwan [3], in which he used Darcy’s law with Oberbeck–Boussinesq approximation in the energy equation to describe the natural convection in a rectangular porous fin, proposing the porous parameter $S_H$ to describe the thermal performance of a porous fin. In a subsequent work [4], Kiwan accounted for thermal radiation heat transfer. The radial porous fin with variable thermal conductivity [16] could be reduced to model (1) if the thermal conductivity was supposed constant, and the fin was rectangular. Besides, if the moving porous fin [20] were made stationary under a steady-state regime, or in a fully wet porous fin [15] if the wet fin parameter were made zero, model (1) would be recovered. The exact model (1) is employed in [21, 22].

3. A Convex Functional with Minimum Principle

3.1. Insulated Tip Porous Fin. Considering (1), a porous fin with insulated tip is represented by

$$\frac{d^2\theta}{dX^2} - S_H\theta^2 - G\left(\left(\theta + C_T\right)^4 - C_T^4\right) = 0, \quad \left.\frac{d\theta}{dX}\right|_{X=0} = 0.$$

The following convex functional is proposed, such that its minimization will correspond to the solution of the problem (3):

$$\frac{d^2\theta}{dX^2} - S_H\theta^2 - G\left(\left(\theta + C_T\right)^4 - C_T^4\right) = 0, \quad \left.\theta(0) = 1, \quad \left.\frac{d\theta}{dX}\right|_{X=0} = 0.\right.$$
\[
I[w] = \int_0^1 \left\{ \frac{1}{2} \left( \frac{dw}{dX} \right)^2 + \frac{S_H}{3} |w|^3 + \frac{G}{5} |w + C_T|^5 - GC_T^4 w \right\} \, dX,
\]
with \( w = 1 \) for \( X = 0 \).

(4)

In other words, the function \( u \) such that, for any \( w \), \( I[w] \geq I[u] \), is the solution of problem (3). Since \( u \) corresponds to an extremum of the functional \( I[w] \), the first variation of \( I[w] \) for \( w \equiv u \) must be zero.

The first variation of the functional proposed in (4) is given by [23]

\[
\delta I[w] = \int_0^1 \left\{ \left( \frac{dw}{dX} \right) \delta \left( \frac{dw}{dX} \right) + \frac{S_H}{3} |w| \delta w + G|w + C_T|^3 \right\} \cdot (w + C_T) \delta w - GC_T^4 \delta w \, dX, \text{ with } \delta w = 0 \text{ for } X = 0,
\]

(5)

where

\[
\int_0^1 \left( \frac{dw}{dX} \right) \delta \left( \frac{dw}{dX} \right) dX = \int_0^1 \left( \frac{dw}{dX} \right) \left( \frac{d\delta w}{dX} \right) dX
\]

\[
= \int_0^1 \left( \frac{d}{dX} \left( \frac{d\delta w}{dX} \right) - \delta w \left( \frac{d^2 w}{dX^2} \right) \right) dX
\]

\[
= -\int_0^1 \delta w \left( \frac{d^2 w}{dX^2} \right) dX + \left( \frac{dw}{dX} \right)_{X=1} \delta w.
\]

(6)

Substituting the above identity in the first variation (in (5)),

\[
\frac{d}{dX} \left( \phi \mu_1 + (1 - \phi) \mu_2 \right)^2 \leq \phi \left( \frac{d\mu_1}{dX} \right)^2 + (1 - \phi) \left( \frac{d\mu_2}{dX} \right)^2,
\]

\[
\phi \left( \frac{d\mu_1}{dX} + (1 - \phi) \frac{d\mu_2}{dX} \right)^2 \leq \phi \left( \frac{d\mu_1}{dX} \right)^2 + (1 - \phi) \left( \frac{d\mu_2}{dX} \right)^2,
\]

\[
\phi^2 \left( \frac{d\mu_1}{dX} \right)^2 + (1 - \phi)^2 \left( \frac{d\mu_2}{dX} \right)^2 + 2\phi (1 - \phi) \left( \frac{d\mu_1}{dX} \right) \left( \frac{d\mu_2}{dX} \right) \leq \phi \left( \frac{d\mu_1}{dX} \right)^2 + (1 - \phi) \left( \frac{d\mu_2}{dX} \right)^2,
\]

(9)

\[
2\phi (1 - \phi) \left( \frac{d\mu_1}{dX} \right) \left( \frac{d\mu_2}{dX} \right) \leq \phi (1 - \phi) \left( \frac{d\mu_1}{dX} \right)^2 + \phi (1 - \phi) \left( \frac{d\mu_2}{dX} \right)^2,
\]

\[
2 \left( \frac{d\mu_1}{dX} \right) \left( \frac{d\mu_2}{dX} \right) \leq \left( \frac{d\mu_1}{dX} \right)^2 + \left( \frac{d\mu_2}{dX} \right)^2 \Rightarrow \left( \frac{d\mu_1}{dX} - \frac{d\mu_2}{dX} \right)^2 \geq 0.
\]

To ensure that the first variation is zero (\( \delta I = 0 \)), the Euler–Lagrange equation and the natural boundary condition at \( X = 1 \) must be satisfied. The function \( u \) that makes \( \delta I = 0 \) is the solution of the following equation:

\[
-\frac{d^2 u}{dX^2} + S_H |u| u + G|u + C_T|^3 (u + C_T)
\]

\[- GC_T^4 = 0, \quad 0 < X < 1 \text{ (Euler–Lagrange equation)},
\]

\[
\frac{du}{dX} \bigg|_{X=1} = 0 \text{ (natural boundary condition)}.
\]

(8)

Since \( \theta \) is a nonnegative valued function, (8) corresponds precisely to (3), the original problem.

The next step is to show that the proposed functional (4) is strictly convex, ensuring that \( \delta I = 0 \) corresponds to a unique minimum. In other words, the solution’s uniqueness is ensured.

At this point, it will be demonstrated that the functional proposed in (4) is strictly convex, thus ensuring that \( \delta I = 0 \) corresponds to a unique minimum value. If \( (1/2)(du/dX)^2 \) is shown to be convex and both \( (S_H/3)|w|^3 \) and \( (G/5)|w + C_T|^5 \) are proven to be strictly convex, the functional proposed in (4) is strictly convex, since the linear term has no impact on the convexity [23].

For convenience, let us introduce the functions \( u_1 \) and \( u_2 \), such that \( u_1 \neq u_2 \) and the parameter \( \phi \in (0, 1) \). Now, take into account that
Equation (9) allows concluding that \((1/2)(dw/dX)^2\) is convex (not strictly convex, because \(w\) could be a constant).

Since the second derivative (with respect to \(w\)) is given by

\[
\frac{d^2}{dw^2} \left[ \frac{S_H}{3} w^3 + \frac{G}{5} |w + C_T|^5 \right] = 2S_H |w| + 4G |w + C_T|^3,
\]

(10)

and since it, consequently, is always positive valued, it is ensured that the sum \((S_H/3)w^3 + (G/5)|w + C_T|^5\) is strictly convex. Therefore, the minimum of the functional is unique, ensuring the uniqueness of the solution.

At this point, it may be stated that (4) represents a minimum principle.

3.2. Porous Fin with Prescribed Convection at the Tip.

Consider (1) with prescribed convection at the fin extremity, represented by

\[
\frac{d^2 \theta}{dX^2} - S_H \theta^2 - G \left[ (\theta + C_T)^4 - C_T^4 \right] = 0,
\]

(11)

The following convex functional is proposed, such that its minimization will correspond to the solution of problem (11):

\[
I[w] = \int_0^1 \left\{ \frac{1}{2} \left( \frac{dw}{dX} \right)^2 + \frac{S_H}{3} w^3 + \frac{G}{5} |w + C_T|^5 
- GC_T^4 w \right\} \, dX + \frac{1}{2} Bi \left[ w^2 \right]_{x=1},
\]

with \(w = 1\) for \(X = 0\).

(12)

The first variation of the functional proposed in (12) is given by [23] (Appendix A)

\[
\delta I = \int_0^1 \left\{ \left( \frac{dw}{dX} \right) \delta \left( \frac{dw}{dX} \right) + S_H |w| \delta w + G |w + C_T|^3 - (w + C_T) \delta w - GC_T^4 \delta w \right\} \, dX + Bi \left[ w \delta w \right]_{x=1},
\]

\(\delta w = 0\) for \(X = 0\),

(13)

where

\[
\int_0^1 \left( \frac{d}{dX} \right) \delta \left( \frac{d}{dX} \right) dX = \int_0^1 \left( \frac{d}{dX} \right) \left( \frac{\delta w}{dX} \right) dX
= \left[ \frac{d}{dX} \right]_0 \left( \delta w \right) - \delta w \left( \frac{d^2 w}{dX^2} \right)_0
= - \int_0^1 \delta w \left( \frac{d^2 w}{dX^2} \right) dX + \left( \frac{d}{dX} \right)_0 \left[ \delta w \right]_{x=1}.
\]

(14)

So, the first variation can be expressed as

\[
\delta I = \int_0^1 \left\{ \left( \frac{d^2 w}{dX^2} \right) \delta w + S_H |w| \delta w + G |w + C_T|^3
\cdot (w + C_T) \delta w - GC_T^4 \delta w \right\} \, dX + \left( \frac{d}{dX} \right)_{X=1} \left[ \delta w \right]_{X=1}.
\]

(15)

To ensure that \(\delta I = 0\), the Euler–Lagrange equation and the natural boundary condition at \(X = 1\) must be fulfilled. The function \(u\) that makes \(\delta I = 0\) is the solution of

\[
\frac{d^2 u}{dX^2} + S_H |u| + G |u + C_T|^3 (u + C_T) - GC_T^4 \delta w = 0,
\]

\[0 < X < 1; \left( \frac{du}{dX} \right)_{X=1} + Bi \left[ u \right]_{X=1} = 0.
\]

(16)

Equation (16) corresponds, exactly, to the original equation (11), which is the original problem.

4. Results

The minimization of \(I[w]\) was performed with the aid of a conjugate gradient method [24, 25]. Essentially, in this methodology, the search directions are built by conjugation of the residuals. These residuals, in turn, are orthogonal to all the previous residuals and exploration directions. This property leads to a new, linearly independent, exploration direction, whenever the residuals are nonzero. Repeating the procedure, the solution is reached. The minimization of the functional, in all cases, was carried out considering a continuous piecewise linear approximation given by

\[
w = w_i + \frac{w_{i+1} - w_i}{\Delta x} (x - x_i), \quad x_i < x < x_{i+1}, \quad i = 1, 2, \ldots, N
\]

\[
\Delta x = \frac{L}{N - 1}; \quad x_i = (i - 1)\Delta x,
\]

(17)

in which (always) \(w_i = 1\).

The results were obtained with \(N = 1001\). When \(N > 500\), no improvement in the results can be observed.

Aiming at showing the excellent performance of minimization of the proposed convex functionals, results for distinct values of the behavior of a porosity parameter \(S_H\), a radiation parameter \(G\), and a temperature ratio \(C_T\), considering both insulated tip and long porous fins on the temperature distribution, are compared with those from Gorla and Bakier [13], as depicted in Figures 1–3. In all cases, results from the present work are represented by lines with symbols while lines without symbols represent results from [13]. Figure 1 considers the effect of a porosity parameter \(S_H\) on the temperature distribution along with the axial distance.
along the fin for both insulated tip porous fin and long porous fin, for $S_H = 1.0$, $S_H = 10.0$, and $S_H = 100.0$, fixing $G = 0.1$ and $C_T = 0.1$. As can be noted, all the results obtained with the proposed methodology show perfect agreement with [13].

It is important to note that porosity alters the permeability and the effective thermal conductivity of the porous fin, consequently affecting the $S_H$ coefficient. This coefficient, in turn, directly impacts the effectiveness of heat exchange by convection.

Figure 1 shows that as the porous parameter increases, convection heat transfer also increases, while radiation heat transfer is maintained small. So, convection is the dominant heat transfer mechanism in the cases considered in this figure.

In Figure 2, the effect of a radiation parameter $G$ (considering $G = 0.1$, $G = 1.0$, and $G = 10.0$) on the temperature distribution along the axial distance along the fin is successfully compared with [13] for both long fin and insulated tip porous fin. The parameters $S_H = 1.0$ and $C_T = 0.1$ were maintained constant to allow the comparison.

It is important to note that as the radiation parameter $G$ increases, the heat transfer also increases. Besides the convection heat transfer loss, there is also radiation heat transfer loss in the porous fin.

In Figure 2, the dominant heat transfer mechanism is thermal radiation heat transfer, since the porous parameter (and, consequently, convection heat transfer) is kept small in the cases depicted in this figure.

Finally, Figure 3 depicts the effective comparison with [13] of distinct values of temperature ratios $C_T$, $C_T = 0.01$, $C_T = 0.1$, and $C_T = 0.5$ (also including the results for $C_T = 1.0$) for an insulated tip and long porous fins, considering $G = 0.1$ and $S_H = 1.0$.

In Figure 3, both convection and radiation play a significant role. It is convenient for evaluating the temperature ratios’ effect properly. This effect is more critical for insulated tip porous fins.

Since $C_T$ is nonnegative valued, an increase of $C_T$ gives rise to an increase in the radiation heat loss. It is easy to see this from the following relation:

$$G\left(\theta + C_T\right)^4 - C_T^4 = G\left(\theta^4 + 4\theta^3C_T + 6\theta^2C_T^2 + 4\theta C_T^3\right).$$

Figure 4 shows the first derivative of the scaled temperature at zero for distinct values of a porosity parameter $S_H$, a radiation parameter $G$, and a temperature ratio $C_T$.

In Table 1, the temperature gradient $-\theta'(0)$ is successfully compared for all values considered in [13]. Some additional values are also considered. The results depicted in Table 1 are also in good agreement with those obtained by Torab and Yaghoobi [14], which, in turn, agree with [13].

Comparing the values obtained for $-\theta'(0)$, acquired with several values of $C_T$, $G$, and $S_H$, it may be noted that an increase of $C_T$ impacts $-\theta'(0)$ only for high values of $G$. On the other hand, for values of $S_H$ such that $S_H \geq 100G$, the quantity $-\theta'(0)$ is slightly affected by the radiation heat transfer, independently of $C_T$.

It is important to remark the robustness of the proposed methodology, which allows considering other combinations of the parameters—namely, the porosity parameter, the radiation parameter, and the temperature ratio.

### 5. Two Limiting Cases with Closed-Form Exact Solutions

When there is no radiation heat transfer, which means $G = 0$, (1) reduces to

$$\frac{d^2\theta}{dx^2} - S_H \theta^2 = 0, \quad \theta(0) = 1, \quad \theta(\infty) = 0.$$  \tag{19}

In this case, for an infinite fin, the following closed-form exact solution can be obtained:

$$\theta = \left(\frac{\sqrt{6}}{(S_H x + \sqrt{6})}\right)^2,$$  \tag{20}

that gives rise to the following result for $\theta'(0)$:

$$\theta'(0) = -\sqrt{\frac{2S_H}{3}}.$$  \tag{21}

When there is no convection and an atmosphere-free space surrounds the fin (a case in which $C_T$ and $S_H$ are equal to zero), (1) reduces to

$$\frac{d^2\theta}{dx^2} - G \theta^4 = 0, \quad \theta(0) = 1, \quad \theta(\infty) = 0.$$  \tag{22}

In this case, the following closed-form exact solution is obtained for an infinite fin:

$$\theta = \left(\frac{\sqrt{10}}{3(\sqrt{G} x + \sqrt{10})}\right)^{2/3},$$  \tag{23}

giving rise to the following result for $\theta'(0)$:

$$\theta'(0) = -\sqrt{\frac{2G}{5}}.$$  \tag{24}

### 6. Final Remarks

It is important to note that whenever the scaled temperature $\theta$ is positive, the solution coincides with the equation proposed in [13]. Besides, the temperature gradient has shown good agreement with [13].

The alternative model proposed in this work—a convex functional with a minimum principle—allows the problem to be simulated by minimizing the functional, ensuring the
uniqueness of the solution and many possible combinations of the parameters \( S_H \), \( G \), and \( C_F \), due to the model robustness.

Besides, the exact closed-form solution for the limiting cases allows the exact computation of \( \theta' (0) \) for both limiting cases.
Appendix

A. On the First Variation of the Functional Defined in (4)

Let us consider the functional \( I[w] \) that reaches an extremum when \( w \equiv u \). For any admissible function \( \eta \) and any real-valued parameter \( \varepsilon \), we have that this extremum is such that

\[
\frac{d}{d\varepsilon}[I[u + \varepsilon \eta]]_{\varepsilon=0} = 0. \tag{A.1}
\]

We define the first variation of \( I[w] \) as follows:

\[
\delta I = \frac{d}{d\varepsilon}[I[u + \varepsilon \eta]]. \tag{A.2}
\]

If this extremum corresponds to a minimum (which is the case considered here, since the functional is strictly convex), we have

\[
I[w] = I[u + \varepsilon \eta] > I[u], \quad \varepsilon \eta \neq 0. \tag{A.3}
\]

The first variation of a functional is given by its first derivative with respect to \( \varepsilon \). So,
\[ I[w] = \frac{dI}{d\varepsilon} = \frac{d}{d\varepsilon} \left\{ \int_{0}^{1} \left\{ \frac{1}{2} \left( \frac{d}{dX} w \right)^2 + \frac{S_H}{3} [w]^3 + \frac{G}{3} [w + C_T]^5 \right\} \right\} \]

\[-GC_T w \right\} dX \right\} = \frac{d}{d\varepsilon} \left\{ \int_{0}^{1} \left[ \frac{1}{2} \left( \frac{d}{dX} (u + \eta) \right)^2 + \frac{S_H}{3} [u + \eta]^3 + \frac{G}{3} [u + \eta + C_T]^5 \right] \right\} dX \right\} \]

in which \( \eta \) is called the first variation of \( w \), which means the first derivative of \( w \) with respect to \( \varepsilon \). Therefore,

\[ \delta I[w] = \frac{dI}{d\varepsilon} = \frac{d}{d\varepsilon} \left\{ \int_{0}^{1} \left\{ \frac{d}{dX} (u + \eta) \right\} d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]

\[ \delta I[w] = \frac{dI}{d\varepsilon} \left\{ \int_{0}^{1} \left( \frac{d}{dX} (u + \eta) \right) d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]

\[ \delta I[w] = \frac{dI}{d\varepsilon} \left\{ \int_{0}^{1} \left( \frac{d}{dX} (u + \eta) \right) d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]

\[ \delta I[w] = \frac{dI}{d\varepsilon} \left\{ \int_{0}^{1} \left( \frac{d}{dX} (u + \eta) \right) d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]

\[ \delta I[w] = \frac{dI}{d\varepsilon} \left\{ \int_{0}^{1} \left( \frac{d}{dX} (u + \eta) \right) d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]

\[ \delta I[w] = \frac{dI}{d\varepsilon} \left\{ \int_{0}^{1} \left( \frac{d}{dX} (u + \eta) \right) d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]

\[ \delta I[w] = \frac{dI}{d\varepsilon} \left\{ \int_{0}^{1} \left( \frac{d}{dX} (u + \eta) \right) d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]

\[ \delta I[w] = \frac{dI}{d\varepsilon} \left\{ \int_{0}^{1} \left( \frac{d}{dX} (u + \eta) \right) d\eta + S_H |u + \varepsilon| \right\} \]

\[-(u + \varepsilon) \eta + G|u + \varepsilon + C_T|^5 (u + \varepsilon + C_T) \eta - GC_T \eta \right\} dX \right\} \]
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