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In this paper we quantify the total economic impact of an epidemic over a complex network using tools from random matrix theory. Incorporating the direct and indirect costs of infection, we calculate the disease cost in the large graph limit for an SIS (Susceptible – Infected – Susceptible) infection process. We also give an upper bound on this cost for arbitrary finite graphs and illustrate both calculated costs using extensive simulations on random and real-world networks. We extend these calculations by considering the total social cost of an epidemic, accounting for both the immunization and disease costs for various immunization strategies and determining the optimal immunization. Our work focuses on the transient behavior of the epidemic, in contrast to previous research, which typically focuses on determining the steady-state system equilibrium.
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1. Introduction Epidemic models attempting to quantify how diseases are transmitted have been extensively studied since the SIR (Susceptible-Infectious-Recovered) model was proposed in 1927 in Kermack and McKendrick [20]. Though initially these models were proposed to understand the spread of contagious diseases, the insights learned from them apply to many other settings where something spreads through a population of agents. For example, applications such as (i) network security, where the goal is to understand and limit the spread of computer viruses, e.g., in Chen et al. [9], Wang et al. [37], Cohen et al. [11] (ii) viral advertising, where the goal is to create an epidemic to propagate interest in a product, e.g., in Phelps et al. [30], Richardson and Domingos [31], and (iii) information propagation, where the goal is to understand how quickly new ideas propagate through a network, e.g., in Huang et al. [16], Jacquet et al. [18], Cha et al. [7], can all be understood through the lens of epidemic models. See Jackson [17] and Daley and Gani [12] for comprehensive surveys of prior results.

Most epidemic models focus on determining the existence and stability of system equilibria for various diseases, applying Lyapunov’s stability theory to the SIS (Susceptible-Infected-Susceptible) infection model. Early models assume a well-mixed population (Anderson and May [2]), i.e., any node can infect any other node. In practice, however, this is rarely the case, motivating the study of epidemics where the interaction of the agents is limited to a network, such as Pastor-Satorras and Vespignani [28, 26, 27], Boguna et al. [5], Barthelemy et al. [3], Wang et al. [38], Chakrabarti [29, 21, 24].

* A preliminary version of this work was presented at GameNets, 2011 (Bodine-Baron et al. [4]).
et al. [8]. Some of this work examines possible containment or immunization schemes to minimize the final number of infected nodes, or eradicate the disease entirely. See Chakrabarti et al. [8], Peng et al. [29], Chen et al. [9], Miller and Hyman [22] for some of these results. Other work applies techniques from percolation theory to the SIR model, attempting to answer whether an infection can start from a random node in a network and infect a giant component of the graph, e.g., Moore and Newman [23], Newman [24], Kenah and Robins [19]. Regardless of the infection model, most of this work focuses on the long-term behavior of the system.

Though understanding the extent to which an infection spreads is an important question in itself, these models can be even more useful in understanding the cost of an epidemic. Within the medical community, there is a growing trend to quantify the cost of an epidemic by looking at the direct and indirect medical costs to both the hospitals and doctors treating and immunizing a population for specific diseases, as well as the cost to individuals in the population paying for medical care. See Bownds et al. [6] and Rubin et al. [32] for two examples of such studies. This interest in cost, both the cost of disease and the cost of immunization, is the motivation for the current paper.

There is little existing work in the modeling community studying this cost, since any such calculation depends on the transient behavior of the epidemic model that is often hard to analyze mathematically. This paper attempts to fill this void. Here, we assume an SIS model of infection, as in Wang et al. [38], Chakrabarti et al. [8], and Peng et al. [29], on a random network that is a variant of the generalized Erdős-Rényi random graph with arbitrary degree distributions as in Chung and Lu [10], Newman [25] and define the cost or the economic impact of such an epidemic. Our main contribution is the derivation of (i) the exact cost of an epidemic in the large graph limit (Theorem 1) and (ii) bounds on this cost for a given graph (Theorem 2). We further provide an optimal scheme for random one-time vaccination, minimizing the total cost of the epidemic, including both disease and immunization costs. All our results are validated via simulations.

A key feature of this paper is the technical approach used in the derivation of our results. In particular, one of the initial motivations for our study was to highlight that tools from random matrix theory can be adapted to provide powerful tools for the study of epidemics. Random matrix theory is, by now, a rich area of mathematics with broad applications. In particular, random matrix theory has found applications in wireless communications (Tulino and Verdú [35]) and in the analysis of random graphs (Van Mieghem [36]). We refer the reader to Edelman and Rao [13] and Anderson et al. [1] for further details on this subject. In this paper, we show that tools from random matrix theory can be adapted to the study of epidemics. In particular, we apply ideas from the Stieltjes transform in Tulino and Verdú [35], Tao [34] to analyze the transient behavior of an epidemic process over a random network. To the best of our knowledge, our approach using random matrices is novel to the study of epidemic processes. Our study highlights that random matrix theory can provide powerful tools for this area, but they require significant adaptation to be applied. Thus, we hope that this paper spurs future research that continues to develop this connection.

2. Network Model

There are two major components to the model studied in this paper: the model of the underlying network and the model of the infection process. We discuss the model of the network here and then move to the model of the infection process in the next section.

Our network model is related to the “configuration” model in Newman [25] and the “general random graph” model from Chung and Lu [10]; however, the model used is slightly more general than each. In particular, let \( A \) be an \( n \times n \) adjacency matrix corresponding to the network, where
there are \( n \) nodes in the population and \( A_{ij} = 1 \) if there exists a relationship from node \( i \) to node \( j \). For the purposes of this paper, we only consider undirected graphs; i.e., \( A_{ij} = A_{ji} \). We assume that the network is drawn from a general class of random graphs, e.g., the network represented by \( A \) could be a realization of an Erdős-Rényi random graph, \( G_{n,p} \), which would correspond to allowing each edge to exist independently with probability \( p \).

The construction of the graph proceeds as follows. First, define a degree distribution \( p_n(\cdot) \), and obtain \( n \) i.i.d. samples \( w = (w_1, \ldots, w_n) \). From this vector, generate a random graph given by the adjacency matrix:

\[
A_{ij} = A_{ji} = \begin{cases} 
1 & \text{w.p. } w_i w_j \rho, \\
0 & \text{w.p. } 1 - w_i w_j \rho, \end{cases} \quad \text{where } \rho = \frac{1}{\sum_i w_i}.
\]

Note that the expected degree of node \( i \) is \( \sum_j w_i w_j \rho = w_i \). Since this model is fully determined by the degree distribution \( p_n(\cdot) \), for ease of reference, we call it \( G_{n,p_n(\cdot)} \).

**Example 1.** To generate the Erdős-Rényi random graph \( G_{n,p} \), let \( p_n(w) = \delta(w - np) \), where \( \delta(\cdot) \) is the Dirac \( \delta \)-function. Thus, \( w = (np, np, \ldots, np) \) and for all nodes \( i \) and \( j \), \( A_{ij} = 1 \) with probability \( p \). With our notation, we denote the graph as \( G_{n,\delta(w-np)} \). Two example networks generated according to our model are shown in Figure 1; the parameter \( p \) is chosen just beyond the threshold for connectivity.

![Sample Erdős-Rényi random graphs](image)

**Figure 1.** Sample Erdős-Rényi random graphs

**Example 2.** To generate a random graph with an exponential degree distribution, let \( p(w) = \lambda e^{-\lambda w} \). Following the construction outlined above, the resulting graph will have \( n \) nodes with average degree \( \lambda^{-1} \). Example graphs with 100 and 1000 nodes and mean degree 6 (\( \lambda = 1/6 \)) are shown in Figure 2.

**Example 3.** To generate a random graph with a power law degree distribution, (specifically, a Pareto distribution), let \( p(w) = \frac{\theta}{w^{\theta+1}} \). Following the construction outlined above, the resulting graph will have \( n \) nodes with average degree \( \frac{\theta}{\theta-1} \). Two example graphs with \( \theta = 1.5 \) (mean degree 3) are shown in Figure 3.

The network model \( G_{n,p_n(\cdot)} \) is quite general. To relate this model to the configuration model in Newman [25] and the general random graph model in Chung and Lu [10], note that in the case of the configuration model the degree sequence is enforced deterministically and that in the general random graph model the expected degree sequence is fixed rather than being drawn from a distribution. However, note (like the two models it generalizes) the model we consider here does not exhibit clustering.
3. Infection Model In this section, we describe the infection process that is the focus of this paper. It is based on the SIS (Susceptible-Infected-Susceptible) epidemic model. In this formulation, each node in the population transitions between two possible states, i.e., susceptible and infected. The process is characterized by two parameters, i.e., $\delta$ and $\beta$ that represent the recovery rate and the infection rate, respectively. Time is taken to be discrete and events proceed in each time-step as follows:

1. If node $i$ is infected, it recovers with probability $\delta$. Note that it cannot be infected in the same time-step in which it recovers.
2. If node $i$ is susceptible, it becomes infected by each of its neighbors with i.i.d. probability $\beta$.

In its full generality, this model of SIS infection spread on a network is difficult to analyze. Thus, it is standard to make simplifying approximations to arrive at a mathematically tractable formulation. To that end, we adopt the so-called “linear approximation” commonly used in the literature, first derived in Wang et al. [38].

To introduce the model, we start with some notation. Consider a graph $G$ on $n$ nodes over which the epidemic process runs. Let $A_{n \times n}$ denote its adjacency matrix. Note that the graph can be one sample of the random graph model presented in the previous section or it might just be a fixed graph. Define the $n \times 1$ vector $P(t)$ where $P_i(t)$ denotes the probability that node $i$ is infected at
time \( t \). Using this notation, the linear dynamics of the infection process are given as:

\[
P(t + 1) = \begin{bmatrix}
(1 - \delta)I + \beta A \\
:= M_1 \\
:= M_2
\end{bmatrix} P(t).
\]  

(2)

where \( I \) is the \( n \times n \) identity matrix. The probability of infection at time \( t + 1 \) has contributions from two terms, i.e., \( M_1 P(t) \) and \( M_2 P(t) \). The first term is the contribution from the nodes that are infected at time \( t \) and do not recover in the next time step with probability \( 1 - \delta \). Infected neighbors contributes to the second term \( M_2 P(t) \) through the adjacency matrix of the graph. Define the system matrix of the epidemic process as:

\[
M = (1 - \delta)I + \beta A.
\]

(3)

Note that in the special case when the infection begins with \( \alpha \)-fraction of the nodes infected at time \( t = 0 \), we have \( P(0) = \alpha 1 \), where ‘1’ denotes an \( n \times 1 \) vector of all ones. Thus, \( P(t) \) can be re-written as:

\[
P(t) = M^t P(0) = \alpha M^t 1.
\]

(4)

The above linear system is a commonly adopted approximation for the SIS model and, has been used in the literature, e.g., in Chakrabarti et al. [8], Peng et al. [29], Wang et al. [38].

We remark that the infection process model is a discrete-time one, where many authors have considered continuous-time models, e.g., Pastor-Satorras and Vespignani [27, 28], Boguna et al. [5], Barthelemy et al. [3]. Interestingly, the mean field equation describing the system dynamics in the continuous time setting is an exact analog of (8) and hence the results of our analysis can be generalized to the continuous-time case.

We now provide a derivation of (2) that clearly delineates all the approximations involved in going from the networked SIS model to the linear system model in (2). Let \( N_i \) be the set of neighbors of the \( i \)-th node. Consider a sample path \( s \) of the disease propagation. In the sample path \( s \), let \( P_i^{(s)}(t) \) denote the probability of node \( i \) being infected at time \( t \) in \( s \). We analyze the quantity \( P_i^{(s)}(t + 1) \) by conditioning it on the state of the node \( i \) at time \( t \) in \( s \). Define the random variable \( X_i^{(s)}(t) \) as the number of infected neighbors of \( i \) if it is not infected at \( t \) in \( s \). If node \( i \) is infected at \( t \) in \( s \), we set \( X_i^{(s)}(t) = 0 \). Thus, the probability of node \( i \) getting infected at time \( t + 1 \) given that it was not infected at time \( t \) is \((1 - \beta)X_i^{(s)}(t) \). Provided \( \beta \) is small, this can be approximated by \(1 - \beta X_i^{(s)}(t) \). In summary, we can write an expression for \( P_i^{(s)}(t + 1) \) as:

\[
P_i^{(s)}(t + 1) = (1 - \delta)P_i^{(s)}(t) + \beta X_i^{(s)}(t)(1 - P_i^{(s)}(t)).
\]

(5)

We take expectation over all sample paths in (5) and make use of the fact that \( P_i(t) \) is the expectation of \( P_i^{(s)}(t) \) over all sample paths to obtain:

\[
P_i(t + 1) = (1 - \delta)P_i(t) + \beta \mathbb{E}_s \left[ (1 - P_i^{(s)}(t)) \cdot X_i^{(s)}(t) \right]
\]

(6)

Now, we approximate by assuming the terms inside the expectation in (6) to be independent:

\[
P_i(t + 1) \approx (1 - \delta)P_i(t) + \beta(1 - P_i(t)) \cdot \mathbb{E}_s[X_i(t)].
\]

(7)

The terms inside the expectation in (6) are not generally independent; however, such an approximation is “reasonable” when \( X_i^{(s)}(t) \) concentrates around its mean over all sample paths. One may expect this to be true for graphs with light-tailed degree distributions, but not for heavy-tailed degree distributions.
Next, we evaluate $E_s[X_i^{(s)}(t)]$. Note that it is the sum of the probabilities of the neighbors of node $i$ being infected given that node $i$ itself is susceptible at time $t$ in $s$. We approximate this quantity by dropping the conditioning on node $i$ being susceptible at $t$ in $s$. This approximation is again valid if the behavior of this sample path is not too different from the evolution of the mean of all sample paths. Again, in a graph with light-tailed degree distribution, we expect this to be a “reasonable” assumption because no single event like a central node getting infected can cause large deviations in sample path behavior. Thus, we have $E_s[X_i^{(s)}(t)] \approx \sum_{j \in N_i} P_j(t)$. Combining this, we get the following non-linear recursion:

$$P_i(t+1) \approx (1 - \delta)P_i(t) + \beta(1 - P_i(t)) \sum_{j \in N_i} P_j(t)$$

(8)

The above relation is a non-linear dynamical model. The quantity $1 - P_i(t) \leq 1$ and hence

$$P_i(t+1) \leq (1 - \delta)P_i(t) + \beta \sum_{j \in N_i} P_j(t)$$

(9)

We analyze the behavior of this linearized system that provides an upper bound to the evolution of the actual system. Expressed in matrix-vector form, this linearized dynamical model we study is given by the relation in (2). From Lyapunov [21], the stability of the linearized model in (2) around the vector of all zeros is sufficient to guarantee the stability of the non-linear system around the same vector, i.e., the disease dies out in the non-linear model iff it dies out in the linear model. Thus, it is “reasonable” to use the linearized approximate model for the scenarios where the disease dies out. We relate this fact to the eigenvalues of the system matrix $M$ below (as in Chakrabarti et al. [8], Peng et al. [29], Wang et al. [38]) and use it to analyze the infection process.

In summary, we use the above “linear approximation” for the SIS infection model in the following. This is a natural, and standard, approximation. However, as we have described, we should not expect the linear system in (2) to accurately model SIS infection spread in all settings. In particular, we should expect it to be a good approximation when the infection rate is small and when the degree distribution is light-tailed, but we should expect the accuracy to degrade as the infection rate grows or the tail of the degree distribution becomes heavier. In Section 5, we provide simulations to better understand the relationship of the accuracy of approximation with these parameters of the epidemic model.

4. Epidemic cost

Given the network and infection models described previously, we can now discuss the cost of an epidemic on a network. As mentioned previously, a key contribution of this paper is to provide analytic results characterizing the cost of an epidemic over its entire lifetime. This includes the effects of the transient behavior of the epidemic, which is typically difficult to study.

To determine the cost of a disease, we consider a simple model where $c_d$ is defined as the cost of an individual being infected during a single time-step. Thus, $c_d$ can capture both the direct costs to the individual for medication, doctor visits, etc., as well as secondary costs such as missed work. We note that this model leaves open the question of how exactly to determine the parameter $c_d$. This is ongoing work within the medical community; see Bownds et al. [6], Rubin et al. [32] for studies in this area. In future work we expect to incorporate these results to obtain a more accurate cost of various diseases, but for the purposes of this paper, we leave it as a general parameter of the model. Note also that this section only concerns the cost of the disease; it does not include the cost of any strategy to contain or control the epidemic, such as immunization. In Section 6 we discuss minimizing the total cost of both the disease and the given containment strategy.

Given this model for the cost of disease to an individual, we can formalize the total social cost of an epidemic. To begin, assume some fraction $\alpha < 1$ of the nodes are infected at time $t = 0$. Denote
the epidemic process on a network by the 5-tuple \((G, \delta, \beta, \alpha, c_d)\), where \(G\) is the network, \(\delta, \beta\) and \(\alpha\) define the infection parameters, and \(c_d\) defines the cost parameter. Define \(C_D(n)\), the “disease cost,” as the expected (averaged over the random spread of the disease) per node disease cost of an epidemic during its entire course. Since the infection propagation is stochastic in nature, the cost for a given tuple \((G, \delta, \beta, \alpha, c_d)\) will be a random variable, and \(C_D(n)\) denotes the expected value of this quantity when averaged over all infection propagation paths. To express it in closed form, note that the expected per node disease cost in a given time-step \(t\) is simply \(1^T P(t)\). Furthermore, since 

\(P(0) = \alpha 1\) and 

\(P(t) = M^{t-1} P(0)\), we can express the disease cost per node as

\[
C_D(n) := \frac{1}{n} \left[ 1^T \left( \sum_{t=0}^{\infty} M^t \right) 1 \alpha c_d \right].
\] (10)

The infinite sum converges if and only if the spectral norm of \(M\) (maximum absolute eigenvalue of \(M\)) is less than 1 (Horn and Johnson [15]). In that case, the disease will eventually die out, and we have

\[
C_D(n) = \frac{1}{n} \alpha c_d [1^T (I - M)^{-1} 1].
\] (11)

We emphasize that the above expression is averaged over all possible infection propagation paths, but is a random variable when the underlying network is a random graph. However, we show that this cost converges almost surely to a deterministic constant when the network is drawn randomly according to our model (under certain conditions) and can be explicitly computed.

In particular, in Section 4.1 we explore the cost in (11) in the asymptotic regime, i.e., in the large graph limit as \(n \to \infty\), letting the degree distribution and the infection rate to vary with the population size. Specifically, the degree distribution for a population of size \(n\) is \(p_n(\cdot)\) and the infection rate is \(\beta_n\). We compute \(C_D(n)\) associated with the epidemic process defined by \((G_n, p_n(\cdot), \delta, \beta_n, \alpha, c_d)\). Note that a fixed \(n\) is a special case; i.e., the case where the degree distribution and infection rate do not scale with \(n\) is subsumed in our result. Due to the complexity of the asymptotic results, in Section 4.2 we provide a bound for the cost of the disease over a fixed graph. Further, in Section 5, we illustrate these results through extensive simulations.

4.1. Asymptotic cost of disease over random graph

In this section, we compute the cost of the epidemic process \((G_n, p_n(\cdot), \delta, \beta_n, \alpha, c_d)\), presenting our result formally in Theorem 1.

Let \(w_{n \times 1}\) be \(n\) independent samples drawn according to the degree distribution \(p_n(\cdot)\) and \(W = \text{diag}(w)\). Consider the vector \(v := \beta_n w\). Assume that \(p_n(\cdot)\) and \(\beta_n\) scale such that the vector \(v\) behaves as \(n\) independent samples drawn from a scale invariant distribution \(p(\cdot)\) that has a bounded support \([v_{\min}, v_{\max}]\), where \(v_{\max} > v_{\min} > 0\). As explained below, this does not mean that \(p_n(\cdot)\) is bounded, but when scaled with \(\beta_n\), the limiting distribution has a bounded support.

Define the following quantities:

\[
V := \text{diag}(v) = \beta_n W, \\
\mu := \left( \sum_{i=1}^{n} v_i \right)^{-1}, \\
\hat{v} := \mathbb{E} v = \int v_{\min}^{v_{\max}} v p(v) dv, \\
\kappa := \frac{1}{\delta \sqrt{\hat{v}}} \lim_{n \to \infty} \sqrt{\beta_n}.
\] (12)
Note that if $p_n(\cdot)$ and $\beta_n$ do not vary with $n$ then $\kappa > 0$. If $\beta_n \to 0$ as $n \to \infty$, then $\kappa = 0$. Recall that for the random graph model described in Section 2, the off-diagonal entries of the adjacency matrix has mean and variance:

$$
\mathbb{E} A_{ij} = \rho w_i w_j,
$$

$$
\text{Var} A_{ij} = \rho w_i w_j - (\rho w_i w_j)^2 \approx \rho w_i w_j.
$$

where $\rho = (1^T w)^{-1}$. Define the following $n \times n$ matrix $C$:

$$
C := \frac{1}{\sqrt{n\rho}} W^{-1/2} \left( A - \rho w w^T \right) W^{-1/2}
$$

$$
= \sqrt{\frac{\beta_n}{n\mu}} \left( A - \frac{\mu \mu^T}{\beta_n} \right) V^{-1/2}. \tag{13}
$$

It can be verified that $C$ is a standard Wigner matrix (Tao [34]) where each off-diagonal entry has mean zero and variance $\frac{1}{n}$. Now define the following $n \times n$ matrices:

$$
Y_n^{(1)} := \frac{1}{n} \left( V^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C \right)^{-1}, \tag{14}
$$

$$
Y_n^{(2)} := \frac{1}{n} \left[ I - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} V^{1/2} CV^{1/2} \right]^{-1}, \tag{15}
$$

$$
Y_n^{(3)} := \frac{1}{n} \left[ V^{1/2} \left( V^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C \right)^{-1} V^{1/2} \right]. \tag{16}
$$

Note that the definitions of the matrices $Y_n^{(1)}, Y_n^{(2)}$ and $Y_n^{(3)}$ involve inverses of certain matrices. We argue later (in the proof of Lemma 1) that the inverses exist since $M$ is stable almost surely. Using these expressions, we present a technical assumption required for our proof.

**Assumption 1.** For $k = 1, 2, 3$, suppose the following holds.

$$
\lim_{n \to \infty} \left[ 1^T (Y_n^{(k)}) 1 - \mathbb{E} \text{tr} Y_n^{(k)} \right] = 0 \quad a.s. \tag{17}
$$

Assumption 1 essentially means that the sum of the off-diagonal entries of the matrices $Y_n^{(1)}, Y_n^{(2)}$ and $Y_n^{(3)}$ vanishes in the limit $n \to \infty$. We do not expect this assumption to be restrictive. All our simulations support this provided the system matrix $M$ is stable and we conjecture that the stability of $M$ is sufficient to guarantee the above. With this assumption and the notation presented above, we can now state the main result of this paper that calculates the disease cost $C_D(n)$:

**Theorem 1.** For $(G_{n,p_n(\cdot)}, \delta, \beta_n, \alpha, c_d)$, suppose $p_n(\cdot)$ has finite variance, the system matrices are almost surely stable for all $n$ and Assumption 1 holds. Then

$$
\lim_{n \to \infty} C_D(n) = \begin{cases} 
\frac{\alpha c_d}{\delta} \left( 1 - \frac{v^2}{\mathbb{E}v^2 - \delta v} \right) \quad &\text{a.s.} \quad \text{if } \kappa = 0, \\
\frac{\alpha c_d}{\delta} \left( 1 + \kappa^2 F^2 - \frac{\kappa^2 F^2}{1 - v/F - \delta \kappa^2 v} \right) \quad &\text{a.s.} \quad \text{if } \kappa \neq 0.
\end{cases}
$$

where $F = \int_{v_{\min}}^{v_{\max}} \frac{p(v)}{v^{-1} - \kappa^2 F} dv$. 


Before we present the proof, we briefly remark on the assumptions required for the result to hold. The system matrix $M = \delta I - \beta_n A$ is assumed to be almost surely stable. Essentially, this means that the disease dies out with high probability as the epidemic process proceeds on the random network. If this assumption does not hold, the cost $C_D(n)$ is infinite. We also assume the distribution $p_n(\cdot)$ has finite variance. To elucidate this assumption, suppose $\beta_n = \beta$ for all $n$ and the degree distribution $p_n(\cdot)$ is scale invariant. Thus $\kappa > 0$. In this regime, most degree distributions that do not have finite variance are heavy-tailed. It is well-known, e.g., Pastor-Satorras and Vespignani [26], that over most networks with heavy-tailed degree distributions, there does not exist an infection threshold in the large graph limit, i.e., there is no positive ratio of $\delta/\beta$ for which the infection dies out in these networks. Thus, since we require stability, we need not consider such networks.

For the remainder of this section, we focus on the proof of Theorem 1. We include a general overview of the proof in the following; most technical calculations are deferred to the appendix.

**Proof of Theorem 1** The disease cost in (11) can be written as

$$
\lim_{n \to \infty} C_D(n) = \lim_{n \to \infty} \frac{\alpha}{n} \left[ 1^T (I - M)^{-1} \right]
$$

$$
= \lim_{n \to \infty} \frac{\alpha \gamma}{n} \left[ 1^T (\delta I - \beta A)^{-1} \right]
$$

$$
= \lim_{n \to \infty} \frac{\alpha \gamma}{n} \left[ 1^T (\delta I - \beta_n \sqrt{n}\rho W^{1/2} CW^{1/2} - \beta \rho \omega \nu^T)^{-1} \right]
$$

$$
= \lim_{n \to \infty} \frac{\alpha \gamma}{n} \left[ 1^T (X - \mu \nu^T)^{-1} \right].
$$

Applying the Matrix Inversion Lemma (Horn and Johnson [15]), we get

$$
\lim_{n \to \infty} C_D(n) = \lim_{n \to \infty} \frac{\alpha \gamma}{n} \left[ 1^T \left( X^{-1} - \frac{X^{-1} \nu \nu^T X^{-1}}{1 + \nu^T X^{-1} \nu} \right) \right]
$$

$$
= \alpha \gamma \lim_{n \to \infty} \left[ \left( \frac{X^{-1}}{n} \right)^{-1} - \frac{\left( \frac{\nu^T X^{-1} \nu}{n} \right)^2}{1 + \frac{\nu^T X^{-1} \nu}{n}} \right].
$$

From the Strong Law of Large Numbers, we have $\lim_{n \to \infty} n\mu = \bar{v}$ almost surely. To proceed, we show that each of the terms in (19), i.e., $\frac{\nu^T X^{-1} \nu}{n}$, almost surely self-average under certain technical conditions (Assumption 1) and can be computed easily using $p_n(\cdot)$, $\kappa$ and $\delta$. The result of this computation is summarized as follows:

**LEMMA 1.** If Assumption 1 holds, then

$$
(a) \lim_{n \to \infty} \frac{1}{n} 1^T X^{-1} = \frac{\nu^T X^{-1} \nu}{\bar{v}} a.s.
$$

$$
(b) \lim_{n \to \infty} \frac{1}{n} 1^T X^{-1} = \frac{1 + \kappa^2 F^2}{\bar{v}} a.s.
$$

$$
(c) \lim_{n \to \infty} \frac{1}{n} \nu^T X^{-1} \nu = \begin{cases} \frac{\nu^T X^{-1} \nu}{n} & a.s. \\
\frac{1}{\kappa^2 \left( 1 - \frac{\bar{v}}{F} \right)} & a.s. \end{cases}
$$

where $F$ is the solution of the following fixed point equation:

$$
F = \int_{v_{\min}}^{v_{\max}} \frac{p(v)}{v^{-1} - \kappa^2 F} dv.
$$

**Proof of Theorem 1** The disease cost in (11) can be written as
We defer the proof of Lemma 1 to Appendix 7. Using this lemma and the fact that \( \lim_{n \to \infty} n\mu = \frac{1}{\bar{v}} \) a.s. in (19), we have, for \( \kappa \neq 0 \):

\[
\lim_{n \to \infty} C_D(n) = \alpha c_d \lim_{n \to \infty} \left[ \left( \frac{1}{n} 1^T X^{-1} 1 \right) - \frac{\left( \frac{1}{n} 1^T X^{-1} v \right)^2}{\frac{1}{n \mu} + \left( \frac{1}{n} v^T X^{-1} v \right)} \right]
\]

\[
= \alpha c_d \left( \frac{1 + \kappa^2 F^2}{\delta} - \frac{\bar{v}}{1 - \lambda_{\max}(M)} \right) \text{ a.s.}
\]

\[
= \frac{\alpha c_d}{\delta} \left( 1 + \kappa^2 F^2 \right) \frac{1}{1 - \bar{v} / F - \delta \kappa^2 \bar{v}} \text{ a.s.}
\]

Similarly, the case for \( \kappa = 0 \) follows by substituting the relevant expressions from Lemma 1 in (19), which completes the proof. □

4.2. Bounds for a fixed network

Previously we considered the asymptotic regime for the epidemic process \( (G_{n,p}(), \delta, \beta_n, \alpha, c_d) \) and computed the cost exactly for a specific scaling of the parameters. In this section, we fix the graph and compute a bound on the cost of the epidemic process \( (G, \delta, \beta, \alpha, c_d) \). Since the bound applies to any specific instance of the graph, it also applies to a family of graphs generated according to the random graph model in Section 2.

Theorem 2. For \( (G, \delta, \beta, \alpha, c_d) \), with a stable system matrix \( M = (1 - \delta)I - \beta A \), the cost of disease per node satisfies

\[
C_D(n) \leq \frac{\alpha c_d}{1 - \lambda_{\max}(M)}
\]

where \( \lambda_{\max}(\cdot) \) denotes the maximum eigenvalue of the corresponding matrix.

Proof. For any matrix \( H \), it is said to be positive definite (or positive semidefinite) if the eigenvalues of \( H \) are strictly positive (or non-negative, respectively). Further, it is denoted as \( H > 0 \) (or \( H \succeq 0 \), respectively). Since \( M \) is stable, we have \( (I - M) > 0 \) and \( \lambda_{\max}(M) < 1 \). Then, it follows that

\[
(I - M)^{-1} \preceq \frac{1}{1 - \lambda_{\max}(M)} I
\]

\[
\implies 1^T (I - M)^{-1} 1 \leq 1^T \left( \frac{I}{1 - \lambda_{\max}(M)} \right) 1
\]

The rest follows from the definition of \( C_D(n) \) in (11). □

We note that the necessary and sufficient condition required for the disease to die out and the social cost to converge are the same, i.e., \( \lambda_{\max}(M) < 1 \). Also, note that the bound only depends on \( \lambda_{\max}(M) \) from the disease propagation model, which is popularly known as the disease threshold. It is interesting that the same parameter of the disease plays the central role in both the tapering off of the disease and its total cost.

Example: The Erdős-Rényi network

To illustrate the tightness of the bound, we consider a specific type of network – the Erdős-Rényi random graph. As described in Example 1, in this type of network, an edge exists between each pair of nodes with uniform probability \( p \). To generate this graph using our network model, the degree distribution \( p_n(\cdot) \) is a delta function at \( np \). It is well-known that such graphs are connected with high probability if \( p > \log n / n \) in the large graph regime, e.g., Chung and Lu [10]. We study the cost of disease in this type of network when the infection rate \( \beta_n \) scales such that \( \beta_n np \) is a constant. Since we are interested in the regime \( np \to \infty \),
the infection rate satisfies $\beta_n \to 0$ and $\kappa = 0$ in this case. The scale invariant distribution $p_n(\cdot)$ has a bounded support and satisfies:

$$
\begin{align*}
    p(v) &= \delta (v - \beta_n np), \\
    \mathbb{E} v &= \bar{v} = \beta_n np, \\
    \mathbb{E} v^2 &= (\beta_n np)^2.
\end{align*}
$$

We refer to the constant $\beta_n np$ as $\bar{v}$. Using this notation, Theorem 1 yields

$$
\lim_{n \to \infty} C_D(n) = \frac{\alpha c_d}{\delta} \left( 1 - \frac{\bar{v}^2}{\mathbb{E} v^2 - \delta \bar{v}} \right) \text{ a.s.}
$$

Note that this is essentially the same result as in Bodine-Baron et al. [4], but applied to the case where the network and infection parameters scale with $n$.

Now we illustrate the bound in Theorem 2 using this class of networks. Consider a randomly sampled Erdős-Rényi graph with a reasonably large population size $n$ and edge-forming probability $p$. To ensure connectedness with high probability, $p$ is chosen to be greater than $\log n/n$. The infection parameters $\delta$ and $\beta$ are selected such that $\delta > \beta np$. As a result, the maximum eigenvalue of the adjacency matrix of this graph ($\lambda_{\text{max}}[A]$) is $np$ with high probability (denoted as w.h.p.), e.g., in Chung and Lu [10]. Thus we have

$$
\lambda_{\text{max}}(M) = 1 - \delta + \beta \quad \text{w.h.p.}
$$

The choice of $\delta > \beta np$ ensures that $M$ is stable w.h.p. Using Theorem 2, we then have

$$
C_D(n) \leq \frac{\alpha c_d}{\delta - \beta np} \quad \text{w.h.p. (25)}
$$

It is interesting that for an Erdős-Rényi network of large population size the exact cost in (24) as calculated from Theorem 1 coincides exactly with the bound in (25) as calculated from Theorem 2. This can be explained as follows. For an Erdős-Rényi network, the adjacency matrix has a large maximum eigenvalue ($np$) as compared to the rest of the spectrum that is concentrated in the interval $[-2\sqrt{np}, 2\sqrt{np}]$ from Wigner’s Semicircle Law, as in Tao [34]. The system matrix $M$ has an eigen-spectrum that is a translation and stretch of the eigen-spectrum of $A$. Thus it also has the property that $\lambda_{\text{max}}(M) \gg \lambda(M)$, where $\lambda(M)$ is a randomly sampled eigenvalue of $M$. The calculations from Theorem 1 and 2 coincide since the largest eigenvalue dominates over the other eigenvalues. We illustrate the closeness of the disease cost as predicted by the two theorems for an Erdős-Rényi network using simulations in the next section.

### 5. Numerical simulations

In this section we use simulations to illustrate the results in the previous sections. In Section 5.1, we explore how accurate the linearized model of epidemic process in (2) is when contrasted with the actual disease propagation. According to our simulations, when the infection rate $\beta$ is small enough and the degree distribution $p_n(\cdot)$ is not too heavy in its tail, the cost computed via the linear model of infection spread is a good estimate of the actual disease cost. In the second part of this section, we illustrate Theorems 1 and 2 in Section 5.2, simulating the disease on both random and real-world networks and comparing the results to the analytical results from our theorems. Note that the analytical results of the theorems have been derived under certain technical assumptions; the simulations are performed to compare the robustness of these results even in settings, where some of the assumptions do not apply.
5.1. Evaluation of assumptions  To analyze the parameter regimes for which the linear disease propagation model is accurate, first consider an Erdős-Rényi network with $n = 1000$. Assume the recovery rate is $\delta = 0.6$ and the initial fraction of infected nodes is $\alpha = 0.2$. We evaluate two quantities: (i) $\alpha c_d[1^T(I - M)^{-1}]$ and (ii) actual cost by summing up the number of infected nodes at each time until the disease dies out, normalizing to obtain the average per-node cost. We calculate the relative error between the linear model and the actual cost, averaged over 100 runs. To determine the parameter regimes for which our model is accurate, we simulate with various values of the infection rate $\beta$ and edge probability $p$. Our results are presented in Figure 4. Note that in the case of an Erdős-Rényi random network, stability of the system matrix requires that $\delta > \beta np$; this bound is shown in Figure 4. Outside of this bound, when both $\beta$ and $p$ are large, the disease does not die out. Hence we determine regions that guarantee error percentages within certain ranges. Note that much of the area within the stability region has relative error less that 10%, indicating that the approximation is good in regimes where the disease dies out.

![Figure 4. Percent error between simulated cost and linearized model (11) for ER network](image1)

Now consider a 1000-node network with a Pareto degree distribution, as described in Example 3. Note that this is a heavy-tailed distribution and only has finite variance for $\theta > 2$. Again, we
test various network and infection parameters (in this case, $\beta$ and $\theta$) to determine the relative error between our linearized model and the actual epidemic process. The results are presented in Figure 5. As expected, a heavier tail (smaller $\theta$) results in a larger relative error. Similarly, a higher infection rate $\beta$ results in a larger error. However, there does exist a decent sized region within which the linear model is a good approximation.

The Erdős-Rényi random network and a network with a heavy tailed distribution represent the extreme cases, in terms of degree distribution. Where an Erdős-Rényi network has a degree distribution that is concentrated around the mean, the heavy-tailed Pareto distribution is characterized by large deviations in the degrees of each node. Our simulations show that under reasonable assumptions on the graph parameters and the infection rate, the linear model is quite accurate wherever the disease dies out (inside the stability region), thus validating our choice of using it to compute the costs in Theorems 1 and 2.

5.2. Illustration of theorems In this section we compare our different expressions for the disease cost, from (11), Theorem 1 and the bound in Theorem 2 for various types of random and real-world graphs. We show through simulations that despite the approximations made in calculating the closed form solution in Theorem 1, it is very close to the original expression of the disease cost from (11), as well to the simulated spread of the disease. Further, for some types of graphs, the bound in Theorem 2 is also rather tight. Note that in all cases, as $n$ grows, our approximations become tighter.

As expected, the Erdős-Rényi random network has the closest agreement between Theorems 1 and 2 and the linear model, from (11). Similar to the accuracy regimes described above, as the expected degree grows, the gap between the linear model and the actual simulation increases, as shown in Figure 6.

For a network with an exponential degree distribution, as shown in Figure 7, we see fairly close agreement between Theorem 1, the linear model (11), and the actual simulation. However, the upper bound from Theorem 2 is less tight than in the Erdős-Rényi case.

The network with a Pareto degree distribution has similar results to one with an exponential degree distribution. Again, we see close agreement between the linear model and Theorem 1. However, due to the increased variance in node degrees, the simulated cost of diseases varies more than in the networks with a more concentrated degree distribution.
5.3. Disease cost case studies  To illustrate our results on actual networks, we present two case studies here, evaluating Theorem 2 and simulating the disease on each. The first real-world network we examine is a social network of undergraduates at the California Institute of Technology (Caltech) in Ensminger [14]. This data was gathered via a survey in 2010, asking participating students to list up to 10 of their friends. Participation was about 72% of the undergraduate student body, resulting in at least partial network information for about 95% of the students. We generate an undirected network for our simulations by making each directed edge undirected. The final network has about 900 nodes and 3500 edges. Both the network and its degree distribution (the CCDF in a log log plot) are shown in Figure 9.

The second network we look at is gathered from voting records in Wikipedia\(^1\). This network has about 7000 nodes and 100000 edges. The network and its degree distribution (the CCDF in a log log plot) are shown in Figure 10. Though this is not an actual social network, it is a good representation of a larger data set with similar characteristics to social networks.

Simulating the disease cost on both of these networks, similarly to the method used for the random networks in the previous section, we see that our model and upper bound are relatively

\(^1\)Datasets available at: [http://snap.stanford.edu/data/wiki-Vote.html](http://snap.stanford.edu/data/wiki-Vote.html).
close to the simulated cost. See Figure 11 for the performance on both the Caltech and Wikipedia social networks. As we do not have access to a $p(\cdot)$ for either of these real networks, we focused on the difference between the upper bound (Theorem 2) and the actual simulation of the disease. Since the Wikipedia network was rather large, we only plot the upper bound, using the maximum eigenvalue of the system matrix, for that network.

6. Extensions One of the key benefits of the relatively simple expressions of the disease cost in Section 4 is the ability to calculate and minimize the total “social cost” of an epidemic, defined as the sum of the disease cost and the cost of whatever containment or immunization scheme is being considered. As a first step, we examine a one-shot immunization scheme. In this scenario, nodes are immunized at $t = 0$ and remain immune for all time, incurring a single immunization cost. This cost could represent the monetary cost of a vaccine to an individual, the cost of quarantining, or a normalized development and administration cost. For simplicity, we assume that these costs can all be represented by a single quantity, $c_v$.

Here, we incorporate the immunization process into the random graph model from Section 2. Recall that to generate a network with $n$ nodes according to this model, the degree distribution $p_n(\cdot)$ is sampled $n$ times. Consider a randomized immunization procedure where $\pi n$ nodes are chosen...
uniformly at random at $t = 0$ to be immunized. The resulting network is formed by sampling $p_n(\cdot)$ only for the nodes that remain after the immunization. The immunized nodes are removed from the adjacency matrix $A$ and the corresponding system matrix $M$, yielding $\tilde{A}$ and $\tilde{M}$, respectively, with $\mathbb{E}[\dim \tilde{M}] = (1 - \pi)n := \tilde{n}$. To model a degree-based immunization scheme, we can simply truncate the degree distribution $p_n(\cdot)$ to generate the network as before. In either case, the social cost of an epidemic can be defined as

$$S(M, \tilde{M}) := \frac{1}{n} \left[ \dim M - \dim \tilde{M} \right] c_v + \left( 1^T (I - \tilde{M})^{-1} 1 \right) \alpha c_d. \tag{26}$$

The second half of the above expression represents the disease cost on the immunized network and can be calculated using the results in Section 4. In general, any one-shot immunization scheme simply results in a transformation of $p_n(\cdot)$ and the disease cost calculations in Section 4 still apply.

### 6.1. Optimal random immunization

For the epidemic process $(G_{n,p_n(\cdot)}, \delta, \beta_n, \alpha, c_d)$, consider a one-shot random immunization scheme. Define the expected per node social cost $S(\pi)$ as a function of the fraction $\pi$ of immunized nodes as follows:

$$S(\pi) := \pi c_v + (1 - \pi) C_D (n(1 - \pi)) \tag{27}$$

Applying the results from Section 4, we can obtain results for $S(\pi)$. We illustrate this with an Erdős-Rényi random network. Using (24) from Section 4.2 for $G_{n,\delta(w-np)}$, we have that, as $n \to \infty$,

$$S(\pi) = \pi c_v + \frac{(1 - \pi) \alpha c_d}{\delta - \beta n(1 - \pi)p} \text{ w.h.p.} \tag{28}$$

We can now determine the optimal fraction of nodes to immunize by minimizing (28). For convenience, we normalize $c_d = 1$ and define $a := \frac{\delta}{\pi}$, $b := \frac{\alpha \delta}{(\beta - \beta np)^2}$, and $c := c_v/c_d$. The optimal fraction of nodes to immunize is then

$$\pi_{opt} = \begin{cases} 1 & c \leq a < b \\ 1 - \frac{\sqrt{\delta n/c}}{\beta np} & a < c < b \\ 0 & a < b \leq c \end{cases}$$

To illustrate the above, we simulate a disease propagating on an Erdős-Rényi graph, with $n = 10^5$, $p = 1.27 \times 10^{-4}$, $\alpha = 0.20$, $\beta = 0.02$, and $\delta = 0.39$, according to the infection model described in Section 3. We use a low $c = 0.13$, medium $c = 1.00$, and high $c = 18.46$. The simulated cost as a function of $\pi$ is shown in Figure 12, together with the approximate calculated cost as given in (28).
7. Conclusion In this paper we have adapted tools from random matrix theory in order to quantify the economic impact of an epidemic on a complex network. Using a linearized dynamical system based on the popular SIS model and a random graph as the underlying network, we have provided results that characterize the cost of the disease in the large graph limit and we have derived bounds for the disease cost for a given graph. This cost depends on the entire transient behavior of the system and hence this analysis differs from previous work that focuses on the steady-state equilibrium. To highlight the usefulness of our results, we have included a brief application to the analysis of optimal immunization strategies.

Our analysis adapts ideas and techniques from random matrix theory to the study of epidemics, which differentiates this work from previous research in the area. The analysis shows that random matrix theory can provide powerful tools for this domain, but that they must be adapted significantly in order to apply. Thus, we hope that this paper motivates further research toward developing a strong connection between these domains.

Appendix. Proof of Lemma 1

In this section, we prove Lemma 1. Recall the following relations.

\[ F = \int_{v_{\min}}^{v_{\max}} \frac{p(v)}{v^{-1} - \kappa^2 F} dv, \]

\[ \kappa = \lim_{n \to \infty} \frac{\beta_n}{\delta^2 \bar{v}}, \]

\[ \bar{v} = \lim_{n \to \infty} \frac{1}{n} \mu \text{ a.s.}, \]

We start by showing the following technical result. Let \( Z_{n \times 1} \) be a vector with independent entries that satisfies \( \mathbb{E} Z_k = 0, \mathbb{E} Z_k^2 = 1/n \) and the distribution of \( nZ_k \) has bounded support. Then,

\[ \lim_{n \to \infty} \left[ Z^T \left( V^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C \right)^{-1} Z \right] = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \text{tr} \left( V^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C \right)^{-1} = F \text{ a.s.}, \]

where \( V \) is as defined in (12) and \( C \) is the Wigner matrix defined in (13). The argument is similar to the derivation of Wigner’s Semicircle Law using the Stieltjes transform method in random matrix theory as in Tao [34]. For convenience, define

\[ \kappa_n := \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}}. \]
To prove (29), we first characterize the behavior of $Z^T R Z$ for a deterministic positive semidefinite matrix $R$ with operator norm $O(1)$, where $O(\cdot)$ is the standard “big-O” notation as in Horn and Johnson [15], Tao [34]. In particular, we use the following concentration inequality; see Talagrand [33] for its proof.

**Talagrand’s Inequality:** Let $K > 0$, and let $Y_1, \ldots, Y_n$ be independent variables with $|Y_i| \leq K$ for all $1 \leq i \leq n$. Let $F : \mathbb{R}^n \to \mathbb{R}$ be a 1-Lipschitz convex function. Then there exists positive constants $B, b$ such that for any $\mu$,

$$\Pr \left[ |F(Y) - \mathbb{M} F(Y)| \geq \mu \right] \leq B \exp(-b\mu^2/K^2) \quad \text{a.s.},$$

where $\mathbb{M}$ denotes the median.

Applying this result on the 1-Lipschitz function $\|\sqrt{n} R^{1/2} Z \|$, there exists positive constants, $\mu, B, b$ for which, we have:

$$\Pr \left[ |(Z^T R Z)^{1/2} - \mathbb{M}(Z^T R Z)^{1/2}| \geq \mu/\sqrt{n} \right] \leq B \exp(-b\mu^2) \quad \text{a.s.} \quad (30)$$

Now, almost surely $\|Z\| = 1$ and $\|R\| = 1$ and hence $(Z^T R Z)^{1/2} = O(1)$ and $(Z^T R Z)^{1/2} = O(1)$.

The relation in (30) states that the difference between the two $O(1)$ terms is $O(1/\sqrt{n})$ almost surely, i.e.,

$$(Z^T R Z)^{1/2} = \mathbb{M}(Z^T R Z)^{1/2} + O(1/\sqrt{n}) \quad \text{a.s.}$$

Squaring and rearranging, we have:

$$Z^T R Z = \mathbb{M}(Z^T R Z) + O(1/\sqrt{n}) \quad \text{a.s.}$$

Replacing median with the expectation as in Tao [34], we have

$$Z^T R Z = \mathbb{E}(Z^T R Z) + O(1/\sqrt{n}) \quad \text{a.s.} \quad (31)$$

The above result holds for a symmetric positive semidefinite matrix $R$ with operator norm $O(1)$. The result can be extended to symmetric sign indefinite matrices $R$ with operator norm $O(1)$ as follows. Let $R = R_+ - R_-$, where $R_+$ and $R_-$ are positive semidefinite matrices each with operator norms $O(1)$. (Note that $R_+$ and $R_-$ are uniquely determined by the eigen decomposition of $R$.) Applying the relation in (31) to $R_+$ and $R_-$ and adding, we get that (31) holds for any symmetric matrix $R$ with operator norm $O(1)$. Also, since $\mathbb{E} Z = 0$, we have

$$\mathbb{E} Z^T R Z = \mathbb{E} \sum_{i,j=1}^n Z_i Z_j R_{ij} = \frac{1}{n} \sum_{i=1}^n R_{ii} = \frac{1}{n} \text{tr}(R).$$

For the purpose of our proof, we argue that the matrix $(V^{-1} - \kappa_n C)^{-1}$ has operator norm $O(1)$ almost surely. The system matrix $M$ is stable and hence $I - M \succeq \epsilon I$ for some $\epsilon > 0$, where for two matrices $M_1$ and $M_2$, $M_1 \succeq M_2$ denotes $M_1 - M_2$ is positive semidefinite. From (18), it follows that

$$I - \sqrt{\frac{n\beta_n\mu}{\delta^2}} V^{1/2} CV^{1/2} \succeq \epsilon I + \mu vv^T \succeq \epsilon I.$$

Rearranging the above relation, we get

$$V^{-1} - \sqrt{\frac{n\beta_n\mu}{\delta^2}} C \succeq \frac{\epsilon}{\delta} V^{-1} \succeq \frac{\epsilon V_{\text{max}}^{-1}}{\delta} I.$$
Also, $\sqrt{n^{2}n_{2}/\delta^{2} - \kappa_{n}} \to 0$ almost surely as $n \to \infty$ and hence the eigendistribution of the matrix $(V^{-1} - \kappa_{n}C)$ is bounded away from zero for sufficiently large $n$. Also, we have

$$V^{-1} - \kappa_{n}C \leq v_{\min}^{-1}I - \kappa_{n}C$$

Note that for large $n$, the Wigner matrix $C$ has a distribution close to the semi-circle law that has bounded support. Informally, the eigendistribution of the matrix $(V^{-1} - \kappa_{n}C)$ is bounded above and below by positive numbers and so is the case for its inverse. Thus, the operator norm of $(V^{-1} - \kappa_{n}C)^{-1}$ is $O(1)$. To apply the relation (31) to this matrix, note that $V$ and $C$ are independent of $Z$. Thus, conditioning on the matrix $(V^{-1} - \kappa_{n}C)^{-1}$, we have

$$Z^{T}(V^{-1} - \kappa_{n}C)^{-1}Z = \frac{1}{n} \text{tr}(V^{-1} - \kappa_{n}C)^{-1} + O(1/\sqrt{n}) \text{ a.s.} \quad (32)$$

Note that the term $\text{tr}(V^{-1} - \kappa_{n}C)^{-1}$ on the right hand side of the relation in (32) is a random variable. Next, we relate this to its expected value using a concentration inequality. For a real variable $x$, define

$$s_{n}(x) := \text{tr}(V^{-1} - \kappa_{n}C)^{-1}.$$ 

The function $s_{n}(x)$ is a continuous and differentiable function of $x$ for $x = \kappa_{n}$ since the eigendistribution of $(V^{-1} - \kappa_{n}C)^{-1}$ is bounded above and below by positive constants. Let the eigenvalues of $(V^{-1} - \kappa_{n}C)$ be $\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n}$. Also, let the eigenvalues of the principal $(n-1) \times (n-1)$ sub-matrix of $(V^{-1} - \kappa_{n}C)$ be $\lambda'_{1} \leq \lambda'_{2} \leq \ldots \leq \lambda'_{n-1}$. By Cauchy’s interlacing theorem (Horn and Johnson [15]), these two sets of eigenvalues interlace with each other, i.e.,

$$\lambda_{1} \leq \lambda'_{1} \leq \lambda_{2} \leq \ldots \leq \lambda'_{n-1} \leq \lambda_{n}.$$

Thus, $s_{n}(x)$ and $s_{n-1}(x)$ can be related as follows:

$$s_{n}(x) - s_{n-1}(x) = \sum_{i=1}^{n} \frac{1}{\lambda_{i}} - \sum_{i=1}^{n-1} \frac{1}{\lambda'_{i}}.$$

The eigenvalues lie in a bounded interval that is bounded away from zero. The above expression can be bounded by the total variation of the function $1/x$ in the same interval of length $O(1)$. Thus, adding a row and column to the $(n-1) \times (n-1)$ submatrix affects $s_{n}(x)$ by order $O(1)$ almost surely. Now, we use the following concentration result on the function $\frac{1}{n}s_{n}(x)$.

**MacDiarmid’s Inequality:** Let $Y_{1}, \ldots, Y_{n}$ be independent random variables taking values from the set $\mathcal{Y}$. Further let $F : \mathcal{Y}^{n} \to \mathbb{R}$ be a function that satisfies

$$|F(Y_{1}, \ldots, Y_{i-1}, Y_{i}, Y_{i+1}, \ldots, Y_{n}) - F(Y_{1}, \ldots, Y_{i-1}, Y'_{i}, Y_{i+1}, \ldots, Y_{n})| \leq b_{i}$$

for all $Y_{1}, \ldots, Y_{n}, Y'_{i}$ in $\mathcal{Y}$. Then

$$\Pr \left[ |F(Y) - \mathbb{E}F(Y)| \geq \mu \right] \leq \exp \left( -\frac{\mu^{2}}{\sum_{i=1}^{n} b_{i}^{2}} \right) \text{ a.s.}$$

Applying this result on $\frac{1}{n}s_{n}(x)$, where the $Y_{i}$’s are the columns (or rows) of the symmetric matrix $(V^{-1} - \kappa_{n}C)^{-1}$, it can be checked that the following holds:

$$\frac{1}{n} \text{tr}(V^{-1} - \kappa_{n}C)^{-1} = \mathbb{E} \frac{1}{n} \text{tr}(V^{-1} - \kappa_{n}C)^{-1} + O(1/\sqrt{n}) \text{ a.s.} \quad (33)$$
Combining (32) and (33), we have
\[ Z^T (V^{-1} - \kappa_n C)^{-1} Z = \frac{1}{n} \mathbb{E} \text{tr}(V^{-1} - \kappa_n C)^{-1} + O(1/\sqrt{n}) \quad \text{a.s.} \] (34)

Next, we characterize \( \frac{1}{n} \mathbb{E} \text{tr} (V^{-1} - \kappa_n C)^{-1} \) as \( n \to \infty \). For convenience, define the function \( T_n(x) \) for the real variable \( x \) as follows.
\[ T_n(x) := \frac{1}{n} \mathbb{E} \text{tr} (V^{-1} - xC)^{-1}. \] (35)

We start with the block matrix decomposition of the \( n \times n \) matrices \( V \) and \( C \). Let
\[ V = \begin{bmatrix} v_1 & 0 \\ 0 & V_2 \end{bmatrix} \quad \text{and} \quad C = \begin{bmatrix} c_{11} & C_{21}^T \\ C_{21} & C_{22} \end{bmatrix}, \] (36)
where \( v_1 \) and \( c_{11} \) are scalars and the rest are matrices of appropriate sizes. From the Matrix Inversion Lemma (Horn and Johnson [15]), it follows that
\[ T_n(\kappa_n) = \frac{1}{n} \mathbb{E} \text{tr} \begin{bmatrix} v_1^{-1} - \kappa_n c_{11} & -\kappa_n C_{21}^T \\ -\kappa_n C_{21} & V_2^{-1} - \kappa_n C_{22} \end{bmatrix}^{-1} := D \]
\[ = \frac{1}{n} \mathbb{E} \text{tr} \begin{bmatrix} \Delta^{-1} & -\Delta^{-1} C_{21}^T D^{-1} \\ -D^{-1} C_{21} \Delta^{-1} & D^{-1} + D^{-1} C_{21} \Delta^{-1} C_{21}^T D^{-1} \end{bmatrix}. \] (37)
where \( \Delta \) is the Schur complement Horn and Johnson [15] of \( D \) defined as
\[ \Delta := v_1^{-1} - \kappa_n c_{11} - \kappa_n^2 C_{21}^T D^{-1} C_{21}. \] (38)

The diagonal entries of the matrix \((V^{-1} - \kappa_n C)^{-1}\) are identically distributed and thus we have
\[ T_n(\kappa_n) = \mathbb{E} \Delta^{-1} \]
\[ = \mathbb{E} \left[ v_1^{-1} - \kappa_n c_{11} - \kappa_n^2 C_{21}^T D^{-1} C_{21} \right]^{-1} \]
\[ = \mathbb{E} \left[ v_1^{-1} - C_{21}^T (V_2^{-1} - \kappa_n C_{22})^{-1} C_{21} + O(1/n) \right]^{-1}. \] (39)

since \( c_{11} \) has mean zero and variance \( 1/n \). Note that \( C_{22} \sqrt{\frac{n}{n-1}} \) is a Wigner matrix of size \((n-1) \times (n-1)\). Using \( Z := C_{21} \sqrt{\frac{n}{n-1}} \) in (34), we get
\[ C_{21}^T (V_2^{-1} - \kappa_n C_{22})^{-1} C_{21} = \left( \frac{n}{n-1} \right)^{3/2} T_{n-1} \left( \kappa_n \sqrt{\frac{n}{n-1}} \right) + O \left( \frac{1}{\sqrt{n}} \right) \quad \text{a.s.} \] (40)

Informally, \( T_n(\kappa_n) \) and \( T_{n-1}(\kappa_n) \) differ by \( O(1/\sqrt{n}) \) almost surely. This follows from the fact that \( T_n(x) = \frac{1}{n} \mathbb{E} s_n(x) \) and we have already established that \( s_n(x) \) and \( s_{n-1}(x) \) differ by \( O(1) \) almost surely. Also, it can be checked that \( T_n(x) \) is continuous and differentiable and hence we have
\[ T_{n-1} \left( \kappa_n \sqrt{\frac{n}{n-1}} \right) = T_n \left( \kappa_n \sqrt{\frac{n}{n-1}} \right) + O(1/\sqrt{n}) \quad \text{a.s.} \]
\[ = T_n(\kappa_n) + O(1/\sqrt{n}) \quad \text{a.s.} \]

Using the above equality in (40), we have
\[ C_{21}^T (V_2^{-1} - \kappa_n C_{22})^{-1} C_{21} = T_n(\kappa_n) + O \left( \frac{1}{\sqrt{n}} \right) \quad \text{a.s.} \]
Replacing the expression for $C_2^T \left(V^{-1} - \kappa_n C_{22}\right)^{-1} C_{21}$ in (39), we have the following implicit relation for $T_n(\kappa_n)$:

$$T_n(\kappa_n) = E\left[v_1^{-1} - \kappa_n^2 T_n(\kappa_n)\right] + O\left(\frac{1}{\sqrt{n}}\right) \quad \text{a.s.}$$

Note that the expectation is over $v_1$ that is drawn according to the distribution $p(\cdot)$. Taking the limit as $n \to \infty$ and appealing to the Borel-Cantelli lemma as in Tao [34] finishes the proof for (29).

Next, we compute the terms $\frac{1}{n}(1^T X^{-1} v)$, $\frac{1}{n}(1^T X^{-1} 1)$, and $\frac{1}{n}(v^T X^{-1} v)$ in terms of $\delta$, $\kappa$ and $p(v)$. Assumption 1 holds throughout. Recall the following relation:

$$X = \delta I - \sqrt{n\beta_n \mu V^{1/2} CV^{1/2}}.$$

**Proof of Lemma 1 (a):** First we prove

$$\lim_{n \to \infty} \frac{1}{n} 1^T X^{-1} v = \frac{F}{\delta} \quad \text{a.s.}, \quad (41)$$

$$\lim_{n \to \infty} \frac{1}{n} 1^T X^{-1} 1 = \frac{1}{\delta} \lim_{n \to \infty} \frac{1}{n} \left[1^T V^{-1}\right] \quad \text{a.s.} \quad (42)$$

$$\lim_{n \to \infty} \frac{1}{n} 1^T X^{-1} v = \frac{1}{\delta} \lim_{n \to \infty} \frac{1}{n} \left[1^T V^{-1}\right] \quad \text{a.s.} \quad (43)$$

The equality in (42) follows from Assumption 1 and the one in (43) follows from (29). This completes the proof of Lemma 1 (a).

**Proof of Lemma 1 (b):** Next, we compute the term $\frac{1}{n} 1^T X^{-1} 1$ and show that

$$\lim_{n \to \infty} \frac{1}{n} 1^T X^{-1} 1 = \frac{1 + \kappa^2 F^2}{\delta} \quad \text{a.s.} \quad (44)$$

Substituting the expression for $X$, we have

$$\lim_{n \to \infty} \frac{1}{n} 1^T X^{-1} 1 = \frac{1}{\delta} \lim_{n \to \infty} \frac{1}{n} \left[1^T \left(\delta I - \sqrt{n\beta_n \mu V^{1/2} CV^{1/2}}\right)^{-1}\right]$$

$$= \frac{1}{\delta} \lim_{n \to \infty} \frac{1}{n} \left[1^T \left(I - \sqrt{\beta_n \delta^2 V^{1/2} CV^{1/2}}\right)^{-1}\right] \quad \text{a.s.}$$

$$= \frac{1}{\delta} \lim_{n \to \infty} \frac{1}{n} \text{tr} \left(I - \sqrt{\beta_n \delta^2 V^{1/2} CV^{1/2}}\right)^{-1} \quad \text{a.s.}$$
where the last step follows from Assumption 1. Now, we use the same block matrix decomposition of $C$ and $V$ as above. The definitions are restated here for convenience.

$$V = \begin{bmatrix} v_1 & 0 \\ 0 & V_2 \end{bmatrix} \quad \text{and} \quad C = \begin{bmatrix} c_{11} & C_{21}^T \\ C_{21} & C_{22} \end{bmatrix},$$

where $v_1$ and $c_{11}$ are scalars and the rest are matrices of appropriate sizes. Writing the matrix using these expressions, we have

$$\left(I - \sqrt{\frac{\beta_n}{\delta^2 v}} V^{1/2} CV^{1/2}\right)^{-1} = \begin{bmatrix} 1 - \sqrt{\frac{\beta_n}{\delta^2 v}} v_1 c_{11} & -\sqrt{\frac{\beta_n}{\delta^2 v}} v_1 C_{21} V_2^{1/2} \\ \sqrt{\frac{\beta_n}{\delta^2 v}} v_1 C_{21} V_2^{1/2} C_{22} & I - \sqrt{\frac{\beta_n}{\delta^2 v}} V_2^{1/2} C_{22} V_2^{1/2} \end{bmatrix} =: D^{-1}.$$

Applying the Matrix Inversion Lemma and continuing, we have

$$\lim_{n \to \infty} \mathbb{E} \text{tr} \frac{1}{n} \left(I - \sqrt{\frac{\beta_n}{\delta^2 v}} V^{1/2} CV^{1/2}\right)^{-1} = \lim_{n \to \infty} \mathbb{E} \left[1 - \sqrt{\frac{\beta_n}{\delta^2 v}} v_1 c_{11} - y^T D^{-1} y\right]^{-1} = \lim_{n \to \infty} \mathbb{E} \left[1 - \sqrt{\frac{\beta_n}{\delta^2 v}} v_1 c_{11} - \sqrt{\frac{\beta_n}{\delta^2 v}} v_1 C_{21} \left(V_2^{-1} - \sqrt{\frac{\beta_n}{\delta^2 v}} C_{22}\right) C_{21}\right]^{-1} = \mathbb{E} \left(1 - \kappa^2 v_1 F\right)^{-1} \quad \text{a.s.}$$

$$= \int_{v_{\text{min}}}^{v_{\text{max}}} \frac{v^{-1} p(v)}{v^{-1} - \kappa^2 F} dv \quad \text{a.s..}$$

where (45) follows from (29). For convenience, define

$$S_1 := \int_{v_{\text{min}}}^{v_{\text{max}}} \frac{v^{-1} p(v)}{v^{-1} - \kappa^2 F} dv.$$

Consider the following relation:

$$S_1 - \kappa^2 F^2 = \int_{v_{\text{min}}}^{v_{\text{max}}} \frac{v^{-1} p(v)}{v^{-1} - \kappa^2 F} dv - \kappa^2 \int_{v_{\text{min}}}^{v_{\text{max}}} F p(v) \frac{v^{-1} - \kappa^2 F}{v^{-1} - \kappa^2 F} dv = \int_{v_{\text{min}}}^{v_{\text{max}}} p(v) dv = 1.$$

Rearranging and solving for $S_1$ in terms of $F$, we see that $S_1 = 1 + \kappa^2 F^2$ and

$$\lim_{n \to \infty} \frac{1}{n} X^{-1} 1 = \frac{S_1}{\delta} = \frac{1 + \kappa^2 F^2}{\delta} \quad \text{a.s.,}$$

This proves Lemma 1 (b).
Proof of Lemma 1 (c): Now we move onto the last term, i.e., we prove that
\[
\lim_{n \to \infty} \frac{1}{n} v^T X^{-1} v = \begin{cases} \mathbb{E} v^2 & \text{a.s. if } \kappa = 0, \\ \frac{1}{\delta \sigma^2} \left( 1 - \frac{\bar{v}}{F} \right) & \text{a.s. if } \kappa \neq 0. \end{cases}
\]  
(47)

For brevity, we outline the steps involved.
\[
\lim_{n \to \infty} \frac{1}{n} v^T X^{-1} v = \lim_{n \to \infty} \frac{1}{n} \left[ \frac{1}{n} \left[ \delta I - \sqrt{n \beta_n \mu} V^1/CV^{1/2} \right]^{-1} V \right]
\]
\[
= \frac{1}{\delta} \lim_{n \to \infty} \frac{1}{n} \left[ \frac{1}{n} \left[ \delta V^{1/2} \left( V^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C \right)^{-1} \right] V^{1/2} \right]
\]
\[
= \frac{1}{\delta} \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \text{tr} \left[ V^{1/2} \left( V^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C \right)^{-1} V^{1/2} \right] \text{ a.s.}
\]

where the last step follows from Assumption 1. Using the block-decomposition of $C$ and $V$ as above, and proceeding as before to expand the above expression, we get
\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E} \text{tr} \left[ V^{1/2} \left( V^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C \right)^{-1} V^{1/2} \right]
\]
\[
= \lim_{n \to \infty} \mathbb{E} v_1 \left[ v_1^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C_{11} - \frac{\beta_n}{\delta^2 \bar{v}} C_{21} \left( V_2^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C_{22} \right)^{-1} C_{21} \right]^{-1}
\]
\[
= \lim_{n \to \infty} \mathbb{E} v_1 \left[ v_1^{-1} - \frac{\beta_n}{\delta^2 \bar{v}} C_{21} \left( V_2^{-1} - \sqrt{\frac{\beta_n}{\delta^2 \bar{v}}} C_{22} \right)^{-1} C_{21} \right]^{-1}
\]
\[
= \mathbb{E} \left[ v_1 \left( v_1^{-1} - \kappa^2 F \right)^{-1} \right] \text{ a.s.}
\]
\[
= \int_{v_{min}}^{v_{max}} \frac{v p(v)}{v_1^{-1} - \kappa^2 F} dv \text{ a.s.}
\]

where (48) follows from (29). For convenience, define
\[
S_2 := \int_{v_{min}}^{v_{max}} \frac{v p(v)}{v_1^{-1} - \kappa^2 F} dv.
\]  
(49)

If $\kappa = 0$, then
\[
S_2 = \int_{v_{min}}^{v_{max}} v^2 p(v) dv = \mathbb{E} v^2.
\]

For the case where $\kappa \neq 0$, consider the following relation:
\[
F - \kappa^2 S_2 F = \int_{v_{min}}^{v_{max}} \frac{p(v)}{v_1^{-1} - \kappa^2 F} dv - \int_{v_{min}}^{v_{max}} \frac{\kappa^2 v F p(v)}{v_1^{-1} - \kappa^2 F} dv
\]
\[
= \int_{v_{min}}^{v_{max}} v p(v) dv
\]
\[
= \bar{v}.
\]

Rearranging and solving for $S_2$ in terms of $F$, we finally have
\[
\lim_{n \to \infty} \frac{1}{n} v^T X^{-1} v = \begin{cases} \mathbb{E} v^2 & \text{if } \kappa = 0, \\ \frac{1}{\delta \sigma^2} \left( 1 - \frac{\bar{v}}{F} \right) & \text{if } \kappa \neq 0. \end{cases}
\]

This proves Lemma 1 (c).
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