Economic networks in and out of equilibrium
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Abstract—Economic and financial networks play a crucial role in various important processes, including economic integration, globalization, and financial crises. Of particular interest is understanding whether the temporal evolution of a real economic network is in a (quasi-)stationary equilibrium, i.e. characterized by smooth structural changes rather than abrupt transitions. Smooth changes in quasi-equilibrium networks can be generally controlled for, and largely predicted, while this is generally not possible for abrupt transitions in non-stationary networks. Here we study whether real economic networks are in or out of equilibrium by checking their consistency with quasi-equilibrium maximum-entropy ensembles of graphs. As illustrative examples, we consider the International Trade Network (ITN) and the Dutch Interbank Network (DIN). We show that, despite the globalization process, the ITN is an almost perfect example of quasi-equilibrium network, while the DIN is clearly an out-of-equilibrium network undergoing major structural changes and displaying non-stationary dynamics. Among the out-of-equilibrium properties of the DIN, we find striking early-warning signals of the interbank crisis of 2008.

I. INTRODUCTION

Economic and financial systems are strongly interconnected, with several units being linked to each other via different possible types of interaction. Important examples include trade networks, where pairs of economic agents exchange goods or services in return of money, and lending networks, where financial institutions lend and borrow money from each other giving rise to another kind of directed relationship.

In general, understanding the (typically intricate and irregular) structure of economic networks is crucial in order to study economic dynamics, especially under stress conditions. For instance, trade networks (especially at the worldwide level) are an important ingredient of economic integration and globalization [1], [2], while lending networks play a central role for financial (in)stability at an international level [3]. In particular, the recent global financial and interbank crisis has witnessed how the collapse of the system was due to an increased interconnectedness of the interbank network [4], [5]. While individual banks felt safe minimizing their individual risk by diversifying their portfolios, the simultaneous diversification of the portfolios of all banks resulted in an unexpected and uncontrolled level of mutual dependency, thereby amplifying the effects of individual defaults [4], [5].

A particularly interesting question is whether the temporal evolution of a given economic network is (quasi-)stationary, i.e. if the system undergoes smooth structural changes, as opposed to abrupt transitions or other signatures of non-stationary dynamics. Smooth changes in quasi-stationary networks can be generally controlled for, while this is generally not possible for abrupt transitions in non-stationary networks.

In this paper, we address the (non-)stationarity of real economic networks by studying whether they are found to be typical members of an evolving quasi-equilibrium ensemble of graphs with given properties [6], [7], [8], [9], [10], [11], [12]. Roughly speaking, we identify a set of graph properties that we expect to change in time as the natural result of the internal evolution of the economic units (the nodes of the network), and we check whether the evolution of the entire network can be simply explained in terms of the changes in the selected properties. Such properties are treated as constraints [7], [8], [9], [10], [11], [12], since we assume that they are independent variables [10], [11], [12], [13]. If, over time, the network properties are systematically found to be in agreement with what expected merely from the enforced constraints, we can then conclude that the network is (consistent with) a quasi-stationary one driven by the dynamics of the constraints. If the network slightly deviates from the equilibrium expectations, but the deviating patterns are the same at all times and of the same entity, then the network can still be considered consistent with a quasi-stationary one, but in this case it is not completely driven by the dynamics of the constraints. By contrast, if the network deviates significantly from the quasi-equilibrium expectation and if the deviating patterns are different at different times, then it must be considered a non-stationary one.

We will consider two case studies: the International Trade Network (ITN), defined as the global network of world countries connected by directed import/export relationships (of which we analyse 6 yearly snapshots spanning five decades, i.e. 1950, 1960, 1970, 1980, 1990 and 2000) [14], and the Dutch Interbank Network (DIN), defined as the network of Dutch banks connected by directed lending/borrowing relationships (of which we consider 44 quarterly snapshots spanning 11 years from 1998 to 2008) [15]. For simplicity, we will consider both networks in their purely binary representation, i.e. as graphs where links are either present or absent, regardless of their magnitude. We will show that, during the time interval considered, the ITN is an almost perfect example of quasi-stationary economic network, with trade patterns...
being in systematic agreement with an equilibrium ensemble of graphs specified only by local properties \[16, 17\]. By contrast, the DIN is a clear example of non-stationary network undergoing major structural changes and displaying different dynamical regimes \[15\]. Among the non-stationary properties of this network, we find striking early-warning signals of the global crisis of 2008.

II. QUASI-EQUILIBRIUM GRAPH ENSEMBLES

In this section we introduce, in abstract terms, the formalism that we use in order to study the stationarity of real networks. Being general, this formalism does not uniquely apply to economic networks, but to any evolving network.

Let us first consider a single (static) snapshot of a real network. Any network can be uniquely specified by its adjacency matrix $A$, with entries $a_{ij} = 1$ if a link from node $i$ to node $j$ is there, and $a_{ij} = 0$ otherwise. Let us denote the real network by the particular matrix $A^*$. Given a set of topological properties that we choose as constraints (symbolically, we denote such set of constraints with the vector notation $\vec{C}$), it is possible to construct a collection, or statistical ensemble, $\mathcal{G}$, of graphs such that the average value $\langle \vec{C} \rangle$ of the constraints $\vec{C}$ over the graph ensemble is equal to the value $\vec{C}^*$ observed on the real network $A^*$ \[11, 12\]. The most satisfactory way to construct this ensemble is that of assigning each graph $A$ a probability $P(A)$ such that Shannon’s entropy

$$ S \equiv - \sum_{A \in \mathcal{G}} P(A) \ln P(A) \quad (1) $$

is maximized, under the constraint

$$ \langle \vec{C} \rangle = \sum_{A \in \mathcal{G}} P(A) \vec{C}(A) = \vec{C}^* \quad (2) $$

where $\vec{C}(A)$ denotes the value of the properties $\vec{C}$ measured on the particular graph $A$. The solution of the maximization of Shannon’s entropy is the exponential distribution \[6\]

$$ P(A|\vec{\theta}) = \frac{e^{-H(A, \vec{\theta})}}{Z(\vec{\theta})}, \quad (3) $$

where the so-called Hamiltonian $H(A, \vec{\theta}) \equiv \vec{\theta} \cdot \vec{C}(A)$ is a linear combination of the chosen constraints and the normalization constant, or partition function, is given by

$$ Z(\vec{\theta}) \equiv \sum_{A \in \mathcal{G}} e^{-H(A, \vec{\theta})} \quad \[7, 8, 9, 10, 12\]. $$

The (initially unknown) parameters $\vec{\theta}$ are Lagrange multipliers ensuring that the expected value of each constraint can be set equal to the observed value, as prescribed by eq.(2). The particular value $\vec{\theta}^*$ that realizes eq.(2) can be shown to be also the value that maximizes the log-likelihood $\ln \mathcal{L}(\vec{\theta}) = \ln P(A^*|\vec{\theta}) \quad \[11, 12\].

Once the unknown parameters have been found, it is possible to evaluate the expected value of any other topological quantity of interest, $X$, as follows

$$ \langle X \rangle^* = \sum_{A \in \mathcal{G}} X(A) P(A|\vec{\theta}^*). \quad (4) $$

We have recently proposed a completely analytical method that allows to compare in the fastest possible time any topological property of the real network with the corresponding expected value over the constructed ensemble \[12\]. If, after this comparison, the real network is found to be a typical member of the ensemble, one can conclude that the knowledge of the quantities chosen as constraints is enough in order to reproduce the original network. Otherwise the knowledge of additional properties is required.

We now show how it is possible to extend the above ideas to study whether a dynamically evolving network is consistent with a quasi-equilibrium ensemble. Given a temporal sequence $\{A^*(t)\}$ of snapshots of a real network and a set of constraints $\vec{C}_t$, for each timestep $t$ there is a different observed value $\vec{C}^*(t)$. The procedure described above can then be repeated in order to generate, for each timestep $t$, a different maximum-entropy graph ensemble such that the ensemble average $\langle \vec{C}(t) \rangle$ equals $\vec{C}^*(t)$. In a straightforward manner, it is possible to check whether each snapshot of the real network is well reproduced by the corresponding ensemble.

Now, we should recall that we are interested in understanding whether the evolution of the real network is consistent with a quasi-equilibrium process where the changes in the network’s structure are (entirely) driven by smooth changes in only a small set of its topological properties. This can be easily done by taking $\vec{C}(t)$ to be precisely the temporal sequence of desired properties, and using the procedure described above to check whether the real network’s evolution is consistent with that of the quasi-equilibrium ensemble generated by the dynamics of $\vec{C}^*(t)$.

The ideal set of driving properties should in general include only local quantities directly attributed to some node-specific feature. The most important example is when the driving property is the degree sequence, i.e. the number of links of each node in the network. If $k_i$ denotes the degree, or number of links, of node $i$, then the vector $\vec{k}$ denotes the degree sequence of the entire network. Specifying the degree sequence as the driving quantity then amounts to choose $\vec{C}(t) = \vec{k}(t)$. Being a completely local property, the degree of a node is the quantity most directly influenced by some ‘intrinsic’ feature of that node. For instance, it has been shown that the degree of countries in the ITN is strongly correlated with the Gross Domestic Product (GDP) \[13\]. Therefore, when asking whether an economic network undergoes a quasi-equilibrium evolution, we are effectively asking whether the network evolution is driven by the changes of intrinsic economic variables.

Since the economic networks that we consider in this paper are directed, i.e. they contain links with a given orientation, we should briefly discuss what are the possible local properties, generalizing the concept of degree sequence.

A. Directed Configuration Model

In a directed network $A$, for each node $i$ one can separately define the number $k_{i}^{\text{out}} = \sum_{j \neq i} a_{ij}$ of out-going links, or out-degree, and the number $k_{i}^{\text{in}} = \sum_{j \neq i} a_{ji}$ of in-going
Mathematically, these three different ‘degrees’ are defined as reciprocated (out-going and in-coming at the same time) links. For a given node \( \vec{C} \) degrees. The entire system can be reabsorbed in the local dynamics of the nodes have been carefully controlled for, to check whether the observed changes in the higher-order structure can be traced back to the variations of the in- and out-degrees. If this is the case, one can conclude that the observed evolution of the entire system can be reabsorbed in the local dynamics of the degrees.

If the in- and out-degree of all nodes are both included as constraints in the vector \( \vec{C} \), one obtains the so-called Directed Configuration Model (DCM), one of the most frequently used ensembles in the complex networks literature [10]. The DCM Hamiltonian is

\[
H(\mathbf{A}, \vec{\theta}) = \sum_{i=1}^{N} (\alpha_i k_i^{out} + \beta_i k_i^{in})
\]

and the resulting probability coefficient for the generic network, \( \mathbf{A} \), simply factors as a product over pairs of nodes:

\[
P(\mathbf{A} | \vec{\theta}) = \prod_{i} \prod_{(j \neq i)} p_{ij}^{a_{ij}} (1 - p_{ij})^{1 - a_{ij}}
\]

where \( p_{ij} = \frac{x_i y_i}{1 + x_i y_i} \) with \( x_i = e^{-\alpha_i} \), \( y_i = e^{-\beta_i} \). Given a real network \( \mathbf{A}^* \), the parameters \( \{x_i\} \) and \( \{y_i\} \) can be set to the values \( \{x_i^*\} \) and \( \{y_i^*\} \) that maximize the likelihood of \( \mathbf{A}^* \), or equivalently that enforce eq.[2]. The latter reads in this case

\[
\begin{align*}
\langle k_i^{out} \rangle &= \sum_{j(i \neq i)} \frac{x_i^* y_i^*}{1 + x_i^* y_i^*} = k_i^{out*} \forall i \\
\langle k_i^{in} \rangle &= \sum_{j(i \neq i)} \frac{x_j^* y_j^*}{1 + x_j^* y_j^*} = k_i^{in*} \forall i.
\end{align*}
\]

Once the unknown variables are numerically determined, the expected value of any adjacency matrix entry simply becomes \( \langle a_{ij} \rangle^* = p_{ij}^* = \frac{x_i^* y_i^*}{1 + x_i^* y_i^*} \). The latter can be used to immediately calculate the expected value \( \langle X \rangle^* \) of any topological quantity \( X \) of interest [12].

**B. Reciprocal Configuration Model**

A more stringent choice of local properties in directed networks is one that distinguishes between reciprocated and non-reciprocated links. A link from node \( i \) to node \( j \) is said to be reciprocated if the opposite link from \( j \) to \( i \) is also present in the network. Otherwise it is said to be non-reciprocated. For a given node \( i \), we might separately count the number \( k_i^{out} \) of non-reciprocated out-going links, the number \( k_i^{in} \) of non-reciprocated in-coming links, and the number \( k_i^{++} \) of reciprocated (out-going and in-coming at the same time) links. Mathematically, these three different ‘degrees’ are defined as \( k_i^{out} = \sum_{j(i \neq i)} a_{ij} \), \( k_i^{in} = \sum_{j(i \neq i)} a_{ij} \) and \( k_i^{++} = \sum_{j(i \neq i)} a_{ij} a_{ji} \) respectively, where \( a_{ij}^{-} \equiv a_{ij}(1 - a_{ij}) \), \( a_{ij}^{+} \equiv a_{ij}(1 - a_{ij}) \), and \( a_{ij}^{++} \equiv \sum_{j(i \neq i)} a_{ij} a_{ji} \).

The graph ensemble where each of the above three quantities is specified for every node is known as the Reciprocal Configuration Model (RCM) [12], [18], [19]. Note that, once the three generalized degrees \( k_i^{--} \), \( k_i^{--} \), and \( k_i^{++} \) are specified, the ‘simpler’ out- and in-degrees \( k_i^{out} \) and \( k_i^{in} \) are automatically specified as well, but the opposite is not true. In an economic setting, the reciprocity of economic interactions reflects important properties, such as trust or preference. Separately controlling for reciprocated and non-reciprocated interactions means additionally controlling for the heterogeneity of these properties of nodes, besides the size heterogeneity already reflected in the in- and out-degrees.

The Hamiltonian defining the RCM is the following:

\[
H(\mathbf{A}, \vec{\gamma}) = \sum_{i=1}^{N} (\alpha_i k_i^{out} + \beta_i k_i^{in} + \gamma_i k_i^{++})
\]

Even if the constraints are now non-linear combinations of the adjacency matrix entries, the probability still factorizes as a product of dyadic probabilities, making the model analytically solvable [12], [17], [18], [19]. The maximization of the likelihood function leads to the following system of equations:

\[
\begin{align*}
\langle k_i^{--} \rangle &= \sum_{j(i \neq i)} \frac{x_j y_j}{1 + x_j y_j} = k_i^{--*} \forall i \\
\langle k_i^{--} \rangle &= \sum_{j(i \neq i)} \frac{x_i y_i}{1 + x_i y_i} = k_i^{--*} \forall i \\
\langle k_i^{++} \rangle &= \sum_{j(i \neq i)} \frac{x_i y_j}{1 + x_i y_j} = k_i^{++*} \forall i
\end{align*}
\]

where \( x_i \equiv e^{-\alpha_i} \), \( y_i \equiv e^{-\beta_i} \), \( z_i \equiv e^{-\gamma_i} \).

The addenda in these three equations above correspond to three different probability coefficients, that we denote as \( (p_{ij}^{--})^* \), \( (p_{ij}^{--})^* \), and \( (p_{ij}^{++})^* \) respectively. These coefficients separately specify the probability of having, from node \( i \) to node \( j \), a non-reciprocated out-going link, a non-reciprocated in-coming link, and two reciprocated links respectively.

**III. TRIADIC MOTIFS: z-SCORES AND SIGNIFICANCE PROFILES**

Since they assume that the network arises as a simple combination of purely local properties, the DCM and RCM are typically treated as null models. Null models are simple models that one expects to fail in reproducing the data, and useful precisely because they can highlight interesting patterns in the real system in terms of deviations from the null hypothesis. In the context we are considering here, the systematic accordance with a null model throughout the time period considered would indicate a quasi-equilibrium network evolution driven by the constraints defining the null model itself. In some sense, a good but incomplete accordance can still indicate a quasi-stationary evolution, as long as the deviating patterns are always the same and systematically with the same amplitude. In this case, the network’s dynamics are not entirely driven by that of the chosen constraints, as additional (in general unknown) explanatory properties would be required.
By contrast, a network out of equilibrium (rigorously speaking, out of the quasi-equilibrium dynamics generated by the chosen constraints) would display wild and irregular deviations from the null model’s expectations.

Since the constraints specified in the DCM and the RCM are node-specific and dyad-specific, the simplest non-trivial constraints (i.e., involving triples of nodes) would display wild and irregular deviations from the quasi-equilibrium dynamics generated by the chosen constraints. By contrast, a network out of equilibrium (rigorously speaking, the so-called triadic motifs, see fig.1) would display wild and irregular deviations from the null model’s expectations.

The number \( N_m \) of occurrences of a particular triadic motif \( m \) (with \( m = 1 \ldots 13 \)) can be written in two equivalent ways. The first one employs products of adjacency matrix elements \( \{a_{ij}\} \) and is suitable when using the DCM. The second one employs the quantities \( \{a_{ij}^{-1}, a_{ij}^{+1}, a_{ij}^{+3}\} \) and is particularly useful when using the RCM. For example, the abundance of motif \( m = 10 \) (see fig.1) can be calculated as

\[
N_{10}(A) = \sum_{i \neq j \neq k} (1 - a_{ij})a_{jk}(1 - a_{ki})a_{kj}a_{kj}
\]

and its expected values under the DCM and the RCM can be straightforwardly calculated as

\[
\langle N_{10} \rangle_{DCM} = \sum_{i \neq j \neq k} (1 - p_{ij})p_{jk}(1 - p_{ki})p_{kj}p_{kj}
\]

and

\[
\langle N_{10} \rangle_{RCM} = \sum_{i \neq j \neq k} p_{ij}^{-1}p_{jk}^{-1}p_{kj}^{+1}
\]

respectively. Given a real network \( A^* \), the usual way to compare the motifs’ observed and expected abundance is defining the so-called z-scores, i.e., the standardized quantities

\[
z_m = \frac{N_m(A^*) - \langle N_m \rangle^*}{\sigma^*[N_m]}
\]

where \( \sigma^*[N_m] = \sqrt{\langle N_m^2 \rangle^* - \langle (N_m)^* \rangle^2} \) is the standard deviation of \( N_m \) under the null model. If the observations were exactly reproduced, then the z-scores would be exactly zero. On the other hand, significantly large positive or negative z-scores indicate an over- or under-estimation of the motifs’ empirical abundance respectively. For normally distributed variables, the deviations can be nicely quantified in terms of probability. In such cases, the intervals \( z_m = \pm 1, \pm 2, \pm 3 \) select regions enclosing a probability of 68%, 95% and 99.7%, respectively. Choosing one of the above values as a threshold allows the identification of significantly deviating patterns. For non-normally distributed variables, z-scores are still of value in highlighting the most deviating patterns, even if they do not provide a clear probability estimation.

When it is necessary to compare the z-scores of networks with different size, or of differently sized snapshots of the same network, one should bear in mind that the values of \( z_m \) are sensitive to the number of nodes. In order to consistently compare different snapshots, we need a size-independent measure. For this reason, it is customary to normalize the z-scores by introducing the significance profile \( SP_m \) defined as

\[
SP_m = \frac{z_m}{\sqrt{\sum_{m=1}^{13} z_m^2}}
\]

and measuring the relative importance of each motif with respect to the other ones. Note that while the z-scores are unbounded quantities, the significance profile lies between \(-1\) and \(1\).

IV. RESULTS AND DISCUSSION

Equipped with the techniques and formalism described so far, we now show the results of the empirical analysis of the two economic networks mentioned in the Introduction.

A. The International Trade Network

In the ITN, nodes represent world countries and a directed link from node \( i \) to node \( j \) represents the existence of an export relation from country \( i \) to country \( j \). During the time period considered (1950-2000), the initial number (85) of countries roughly doubles, mainly because of many colonies becoming independent and the Soviet Uniot disgregating into many states. Consequently, and also because of the globalization process, the number of links increases significantly \([13]\). This implies that the local topological properties (degrees) of nodes vary considerably as well. This circumstance makes the ITN an ideal example for testing whether an economic network undergoes a quasi-equilibrium evolution driven by the dynamics of the local properties.

The results of the analysis of the z-scores, as defined in eq.\((13)\), using both the DCM and the RCM. are shown in fig.2. We find that, under the DCM, the z-scores indicate large deviations between observations and expectations. Moreover, the agreement worsens as the network evolves. These results are consistent with our analysis in ref. \([17]\), and confirm that, while the some higher-order properties of the ITN were previously found to be well-reproduced by constraining the
nodes’ degrees [16], the triadic patterns are irreducible to (i.e. not explainable with) the in- and out-degrees themselves. As we discuss in more detail below, it should in any case be noted that the shape of the profile of the $z$-scores displays a high degree of stability.

By contrast, under the RCM the agreement improves in a substantial way: now, all the $z$-scores (with the only exception of motif 8) lie within the error bars $z_{m} = \pm 3$. This indicates that, once reciprocated and non-reciprocated links are separately controlled for, the triadic structure of the network is almost completely explained. Moreover, the shape of the profiles is more stable than under the DCM. All these findings indicate that the reciprocity structure plays a strong role in shaping the topology of the ITN [13], [17], [19] and the RCM should be preferred to the DCM.

We now discuss in more detail the stationarity of the observed patterns. Besides the $z$-scores, the panels of fig. 2 show the significance profiles for all 13 motifs, as defined in eq. [14]. We find that the global rescaling defining the significance profiles, by appropriately controlling for the changing size of the ITN, makes the curves for the 7 different snapshots collapse to a single trend. This previously unreported (for the ITN) effect is obviously more evident under the DCM, since under the RCM the $z$-scores of the different snapshots were already largely overlapping. So, even if in absolute terms many structural quantities change (the number of nodes, the number of links, the degrees, etc.), we find that under both null models the significance patterns are extremely stable, i.e. the deviating patterns are systematic and the relative importance of each motif remains constant.

The above results indicate that the ITN is almost completely consistent with a quasi-equilibrium network driven by the local (non-)reciprocated degrees $k_{i}^{+}$, $k_{i}^{-}$ and $k_{i}^{++}$. The latter vary considerably over time, presumably mainly under the effect of complicated economic and political processes such as the creation of new independent states, the globalization and the establishment of reciprocated relationships. However, once these processes are reabsorbed into the evolution of the local constraints, the quasi-equilibrium character of the network becomes manifest.

**B. The Dutch Interbank Network**

We now turn to the analysis of the DIN. In this network, nodes are Dutch banks and a link from node $i$ to node $j$ indicates that bank $i$ has an exposure larger than 1.5 ME, and with maturity shorter than one year, towards a creditor bank $j$. We consider 44 quarterly snapshots of the network, from the beginning of 1998 to the end of 2008. The last year in the sample is when the recent financial and banking crisis became more manifest. During the evolution of the DIN, the number of banks and the number of connections (both total and per vertex) changed only moderately [15]. The entity of the variation of these quantities in the DIN is therefore comparatively much smaller than in the evolution of the ITN described above. This means that we might expect the DIN to display even more stable patterns than the ITN. However, as we now show, the opposite is true.

If we repeat the calculation of the $z$-scores and significance profiles that we used to produce fig. 2 for the DIN we obtain the corresponding fig. 3. What we find is that, unlike the ITN, the DIN displays highly non-stationary profiles, with different snapshots never collapsing to a unique curve.

Many motifs have, in different periods, both positive and negative $z$-scores, indicating a complete inversion of their

![Fig. 2. $z$-scores (first and second panel) and significance profiles (third and fourth panel) of the 13 triadic, binary, directed motifs for the ITN in the years 1950, 1960, 1970, 1980, 1990 and 2000, under the DCM (filled, blue line) and the RCM (dot-dashed, pink line). The dashed, red lines represent the values $z = \pm 3$, the dotted, purple lines the values $z = \pm 2$ and the dot-dashed, pink lines the values $z = \pm 1$.](image-url)
significance (from under-representation to over-representation and vice versa). Note that, since the number of nodes remains approximately constant [15], in this case the significance profiles do not appreciably change the shape of the z-scores. This confirms that the evolution of the triadic profiles is not due to changes in the size of the network, and is a genuine effect.

The large (in absolute value) z-scores and their wild temporal fluctuations indicate that, unlike the ITN, the DIN behaves like an out-of-equilibrium network, whose driving dynamics cannot be captured by the selected constraints alone. However, what is most interesting is the presence, under both null models, of four different shapes of the triadic profiles, subdividing the analysed decade into four subperiods (1998Q1-2000Q2, 2000Q3-2004Q4, 2005Q1-2007Q4, 2008Q1-2008Q4, where xQ denotes the ith quarter of year x). Inside each of these four subperiods, the significance profiles are largely stable. This is shown in fig. 4 under the DCM and in fig. 5 under the RCM. Both figures show the four subperiods separately, and the almost complete collapse of all snapshots within each subperiod.

The above results indicate that the overall non-stationary dynamics of the DIN can be approximately decomposed into four relatively stationary phases connected by major structural transitions. Importantly, the fourth subperiod exactly coincides with the year 2008, i.e. the year when the global interbank crisis became manifest. So the triadic profiles for this particular period portray in some sense the ‘topological fingerprints’ of the crisis. It is therefore interesting to notice that these fingerprints were to a large extent anticipated by the significance profiles of the preceding subperiod (the third one) starting in 2005. This confirms our recent finding that the same dyadic and triadic properties characterizing the DIN during the 2008 crisis, if identified using a uniform null model controlling only for the overall network density, appeared to suddenly collapse to their final values only when the crisis was already manifest; by contrast, if identified using the DCM or the RCM, the same quantities showed a gradual evolution towards the collapsed configuration [15].

The third subperiod (2005-2007) therefore coincides with a latent ‘pre-crisis’ phase. It is indeed remarkable that the most dramatic change of the significance profiles occurs precisely between the second and third subperiods, and not between the third and fourth ones (as naively expected). This is an additional indication that the main structural transition occurred at the beginning of the pre-crisis phase, and not at the onset of the crisis itself. This suggests that monitoring the non-stationary evolution of the triadic profiles could potentially represent a way to detect early-warning signal of interbank crises. These considerations appear to indicate that the non-stationary character of the DIN on one hand makes the description of the system more complicated than that of equilibrium networks such as the ITN, but on the other hand might be precisely what is needed in order to detect early-warning signals.

![Fig. 3. z-scores (first and second panel) and significance profiles (third and fourth panel) of the 13 triadic, binary, directed motifs for the 44 quarterly snapshots of the DIN between 1998 and 2008, under the DCM (■ and ●) and the RCM (● and ○). The dashed, red lines represent the values z = ±3, the dotted, purple lines the values z = ±2 and the dot-dashed, pink lines the values z = ±1.](image)

**V. Conclusions**

In the present paper we have proposed a way to investigate whether real economic network are in or out of equilibrium. We introduced the concept of quasi-equilibrium graph ensembles driven by the dynamics of local constraints. This allowed us to relate the stationarity of a network to its statistical typicality with respect to a chosen ensemble. So, as evident from the results of the analysis, ‘stationary’ here does not
mean that the numerical values of certain topological quantities stay constant across time: it means that the network’s evolution is systematically driven by the dynamics of the chosen constraints, and so by the (presumably relatively simple) process determining the evolution of the constraints themselves. So, even if the main quantities usually investigated in network theory (the number of nodes, the number of connections, the nodes’ degree, etc.) vary over time, the explanatory power of the chosen constraints may remain constant. Our empirical results show that the two systems considered in our analysis display two completely different behaviours: while the ITN is an equilibrium network, the DIN is an out-of-equilibrium one.

In the ITN, while the number of incoming and outgoing connections of all vertices encloses the necessary information to reproduce the properties like the degree-degree correlations and the clustering coefficient, it always fails in explaining the triadic structure. On the other hand, we found that the RCM, which also constrains the numbers of reciprocated links, can replicate the triadic structure almost perfectly.

In the DIN (under both null models) it turns out that the 44
temporal snapshots do not collapse to a single profile, and that four subperiods with different profiles can be distinguished. The major topological changes at the beginning of 2005 appear to mark the start of an early-warning pre-crisis phase, eventually evolving towards the interbank crisis of 2008. These results call for future studies aimed at understanding the potential of monitoring the non-stationary properties of interbank networks within the framework of bank regulation.
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