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Abstract

Leveraging physical knowledge described by partial differential equations (PDEs) is an appealing way to improve unsupervised video prediction methods. Since physics is too restrictive for describing the full visual content of generic videos, we introduce PhyDNet, a two-branch deep architecture, which explicitly disentangles PDE dynamics from unknown complementary information. A second contribution is to propose a new recurrent physical cell (PhyCell), inspired from data assimilation techniques, for performing PDE-constrained prediction in latent space. Extensive experiments conducted on four various datasets show the ability of PhyDNet to outperform state-of-the-art methods. Ablation studies also highlight the important gain brought out by both disentanglement and PDE-constrained prediction. Finally, we show that PhyDNet presents interesting features for dealing with missing data and long-term forecasting.

1. Introduction

Video forecasting consists in predicting the future content of a video conditioned on previous frames. This is of crucial importance in various contexts, such as weather forecasting [73], autonomous driving [29], reinforcement learning [43], robotics [16], or action recognition [33]. In this work, we focus on unsupervised video prediction, where the absence of semantic labels to drive predictions exacerbates the challenges of the task. In this context, a key problem is to design video prediction methods able to represent the complex dynamics underlying raw data.

State-of-the-art methods for training such complex dynamical models currently rely on deep learning, with specific architectural choices based on 2D/3D convolutional [40, 62] or recurrent neural networks [66, 64, 67].

To improve predictions, recent methods use adversarial training [40, 62, 29], stochastic models [7, 41], constraint predictions by using geometric knowledge [16, 24, 75] or by disentangling factors of variation [60, 58, 12, 21].

Another appealing way to model the video dynamics is to exploit prior physical knowledge, e.g. formalized by partial differential equations (PDEs) [11, 55]. Recently, interesting connections between residual networks and PDEs have been drawn [71, 37, 8], enabling to design physically-constrained machine learning frameworks [48, 11, 55, 52]. These approaches are very successful for modeling complex natural phenomena, e.g. climate, when the underlying dynamics is well described by the physical equations in the input space [48, 52, 35]. However, such assumption is rarely fulfilled in the pixel space for predicting generalist videos.

In this work, we introduce PhyDNet, a deep model dedicated to perform accurate future frame predictions from generalist videos. In such a context, physical laws do not apply in the input pixel space; the goal of PhyDNet is to learn a semantic latent space \( \mathcal{H} \) in which they do, and are disentangled from other factors of variation required to per-
form future prediction. Prediction results of PhyDNet when trained on Moving MNIST [56] are shown in Figure 1. The left branch represents the physical dynamics in \( \mathcal{H} \); when decoded in the image space, we can see that the corresponding features encode approximate segmentation masks predicting digit positions on subsequent frames. On the other hand, the right branch extracts residual information required for prediction, here the precise appearance of the two digits. Combining both representations eventually makes accurate prediction successful.

Our contributions to the unsupervised video prediction problem with PhyDNet can be summarized as follows:

- We introduce a global sequence to sequence two-branch deep model (section 3.1) dedicated to jointly learn the latent space \( \mathcal{H} \) and to disentangle physical dynamics from residual information, the latter being modeled by a data-driven (ConvLSTM [73]) method.
- Physical dynamics is modeled by a new recurrent physical cell, PhyCell (section 3.2), discretizing a broad class of PDEs in \( \mathcal{H} \). PhyCell is based on a prediction-correction paradigm inspired from the data assimilation community [1], enabling robust training with missing data and for long-term forecasting.
- Experiments (section 4) reveal that PhyDNet outperforms state-of-the-art methods on four generalist datasets: this is, as far as we know, the first physically-constrained model able to show such capabilities. We highlight the importance of both disentanglement and physical prediction for optimal performances.

2. Related work

We review here related multi-step video prediction approaches dedicated to long-term forecasting. We also focus on unsupervised training, i.e. only using input video data and without manual supervision based on semantic labels.

Deep video prediction Deep neural networks have recently achieved state-of-the-art performances for data-driven video prediction. Seminal works include the application of sequence to sequence LSTM or Convolutional variants [56, 73], adopted in many studies [16, 36, 74]. Further works explore different architectural designs based on Recurrent Neural Networks (RNNs) [66, 64, 44, 67, 65] and 2D/3D ConvNets [40, 62, 50, 6]. Dedicated loss functions [10, 30] and Generative Adversarial Networks (GANs) have been investigated for sharper predictions [40, 62, 29]. However, the problem of conditioning GANs with prior information, such as physical models, remains an open question.

To constrain the challenging generation of high dimensional images, several methods rather predict geometric transformations between frames [16, 24, 75] or use optical flow [46, 38, 33, 32, 31]. This is very effective for short-term prediction, but degrades quickly when the video content evolves, where more complex models and memory about dynamics are required.

A promising line of work consists in disentangling independent factors of variations in order to apply the prediction model on lower-dimensional representations. A few approaches explicitly model interactions between objects inferred from an observed scene [14, 27, 76]. Relational reasoning, often implemented with graphs [2, 26, 53, 45, 59], can account for basic physical laws, e.g. drift, gravity, spring [70, 72, 42]. However, these methods are object-centric, only evaluate on controlled settings and are not suited for general real-world video forecasting. Other disentangling approaches factorize the video into independent components [60, 58, 12, 21, 19]. Several disentanglement criteria are used, such as content/motion [60] or deterministic/stochastic [12]. In specific contexts, the prediction space can be structured using additional information, e.g. with human pose [61, 63] or key points [41], which imposes a severe overhead on the annotation budget.

Physics and PDEs Exploiting prior physical knowledge is another appealing way to improve prediction models. Earlier attempts for data-driven PDE discovery include sparse regression of potential differential terms [5, 52, 54] or neural networks approximating the solution and response function of PDEs [49, 48, 55]. Several approaches are dedicated to a specific PDE, e.g. advection-diffusion in [11]. Based on the connection between numerical schemes for solving PDEs (e.g. Euler, Runge-Kutta) and residual neural networks [71, 37, 8, 78], several specific architectures were designed for predicting and identifying dynamical systems [15, 35, 47]. PDE-Net [35, 34] discretizes a broad class of PDEs by approximating partial derivatives with convolutions. Although these works leverage physical knowledge, they either suppose physics behind data to be explicitly known or are limited to a fully visible state, which is rarely the case for general video forecasting.

Deep Kalman filters To handle unobserved phenomena, state space models, in particular the Kalman filter [25], have been recently integrated with deep learning, by modeling dynamics in learned latent space [28, 69, 20, 17, 3]. The Kalman variational autoencoder [17] separates state estimation in videos from dynamics with a linear gaussian state space model. The Recurrent Kalman Network [3] uses a factorized high dimensional latent space in which the linear Kalman updates are simplified and don’t require computationally-heavy covariance matrix inversions. These methods inspired by the data assimilation community [1, 4] have advantages in missing data or long-term forecasting contexts due to their mechanisms decoupling latent dynamics and input assimilation. However, they assume simple latent dynamics (linear) and don’t include any physical prior.
3. PhyDNet model for video forecasting

We introduce PhyDNet, a model dedicated to video prediction, which leverages physical laws on dynamics, and disentangles it from other unknown factors of variations necessary for accurate forecasting. To achieve this goal, we introduce a disentangling architecture (section 3.1), and a new physically-constrained recurrent cell (section 3.2).

Problem statement As discussed in introduction, physical laws do not apply at the pixel level for general video prediction tasks. However, we assume that there exists a conceptual latent space \( \mathcal{H} \) in which physical dynamics and residual factors are linearly disentangled. Formally, let us denote as \( u = u(t, x) \) the frame of a video sequence at time \( t \), for spatial coordinates \( x = (x, y) \). \( u(t, x) \in \mathcal{H} \) is the latent representation of the video up to time \( t \), which decomposes as \( h = h^p + h^r \), where \( h^p \) (resp. \( h^r \)) represents the physical (resp. residual) component of the disentanglement. The video evolution in the latent space \( \mathcal{H} \) is thus governed by the following partial differential equation (PDE):

\[
\frac{\partial h(t, x)}{\partial t} = \frac{\partial h^p}{\partial t} + \frac{\partial h^r}{\partial t} := \mathcal{M}_p(h^p, u) + \mathcal{M}_r(h^r, u) \tag{1}
\]

\( \mathcal{M}_p(h^p, u) \) and \( \mathcal{M}_r(h^r, u) \) represent physical and residual dynamics in the latent space \( \mathcal{H} \).

3.1. PhyDNet disentangling architecture

The main goal of PhyDNet is to learn the mapping from input sequences to a latent space which approximates the disentangling properties formalized in Eq (1).

To reach this objective, we introduce a recurrent bloc which is shown in Figure 2(a). A video frame \( u_t \) at time \( t \) is mapped by a deep convolutional encoder \( E \) into a latent space representing the targeted space \( \mathcal{H} \). \( E(u_t) \) is then used as input for two parallel recurrent neural networks, incorporating this spatial representation into a dynamical model.

The left branch in Figure 2(a) models the latent representation \( h^p \) fulfilling the physical part of the PDE in Eq (1), i.e. \( \frac{\partial h^p(t, x)}{\partial t} = \mathcal{M}_p(h^p, u) \). This PDE is modeled by our recurrent physical cell described in section 3.2, PhyCell, which leads to the computation of \( h^p_{t+1} \) from \( E(u_t) \) and \( h^p_t \). From the machine learning perspective, PhyCell leverages physical constraints to limit the number of model parameters, regularizes training and improves generalization.

The right branch in Figure 2(a) models the latent representation \( h^r \) fulfilling the residual part of the PDE in Eq (1), i.e. \( \frac{\partial h^r(t, x)}{\partial t} = \mathcal{M}_r(h^r, u) \). Inspired by wavelet decomposition [39] and recent semi-supervised works [51], this part of the PDE corresponds to unknown phenomena, which do not correspond to any prior model, and is therefore entirely learned from data. We use a generic recurrent neural network for this task, e.g. ConvLSTM [73] for videos, which computes \( h^r_{t+1} \) from \( E(u_t) \) and \( h^r_t \).

\( h_{t+1} = h^p_{t+1} + h^r_{t+1} \) is the combined representation processed by a deep decoder \( D \) to forecast the image \( \hat{u}_{t+1} \).

Figure 2(b) shows the "unfolded" PhyDNet. An input video \( u_{1:T} = (u_1, ..., u_T) \in \mathbb{R}^{T \times n \times m \times c} \) with spatial size...
that several PhyCell layers to build more complex models, as we use one layer of PhyCell but one can also easily stack building physically-constrained RNNs. In our experiments, predictions where \( \Phi(h) \) is a physical predictor modeling only the latent dynamics and \( C(h, u) \) is a correction term modeling the interactions between latent state and input data.

**Physical predictor:** \( \Phi(h) \) in Eq (2) is modeled as follows:

\[
\Phi(h(t, x)) = \sum_{i,j;i+j\le q} c_{i,j} \frac{\partial^{i+j} h}{\partial x^i \partial y^j}(t, x) \tag{3}
\]

\( \Phi(h(t, x)) \) in Eq (3) combines the spatial derivatives with coefficients \( c_{i,j} \) up to a certain differential order \( q \). This generic class of linear PDEs subsumes a wide range of classical physical models, e.g., the heat equation, the wave equation, the advection-diffusion equations.

**Correction:** \( C(h, u) \) in Eq (2) takes the following form:

\[
C(h, u) := K(t, x) \circ [E(u(t, x)) - (h(t, x) + \Phi(h(t, x)))] \tag{4}
\]

Eq (4) computes the difference between the latent state after physical motion \( h(t, x) + \Phi(h(t, x)) \) and the embedded new observed input \( E(u(t, x)) \). \( K(t, x) \) is a gating factor, where \( \circ \) is the Hadamard product.

### 3.2.1 Discrete PhyCell

We discretize the continuous time PDE in Eq (2) with the standard forward Euler numerical scheme [37], leading to the discrete time PhyCell (derivation in supplementary 1.1):

\[
h_{t+1} = (1 - K_t) \odot (h_t + \Phi(h_t)) + K_t \odot E(u_t) \tag{5}
\]

Depicted in Figure 3, PhyCell is an atomic recurrent cell for building physically-constrained RNNs. In our experiments, we use one layer of PhyCell but one can also easily stack several PhyCell layers to build more complex models, as done for stacked RNNs [66, 64, 67]. To gain insight into PhyCell in Eq (5), we write the equivalent two-steps form:

\[
\begin{align*}
\hat{h}_{t+1} &= h_t + \Phi(h_t) \\
\text{Prediction} &
\end{align*}
\]

\[
\begin{align*}
h_{t+1} &= \hat{h}_{t+1} + K_t \odot (E(u_t) - \hat{h}_{t+1}) \\
\text{Correction} &
\end{align*}
\]

Figure 3. PhyCell recurrent cell implements a two-steps scheme: physical prediction with convolutions for approximating and combining spatial derivatives (Eq (6) and Eq (3)), and input assimilation as a correction of latent physical dynamics driven by observed data (Eq (7)). During training, the filter moment loss in red (Eq (10)) enforces the convolutional filters to approximate the desired differential operators.

The prediction step in Eq (6) is a physically-constrained motion in the latent space, computing the intermediate representation \( \hat{h}_{t+1} \). Eq (7) is a correction step incorporating input data. This prediction-correction formulation is reminiscent of the way to combine numerical models with observed data in the data assimilation community [1, 4].

E.g. with the Kalman filter [25]. We show in section 3.3 that this decoupling between prediction and correction can be leveraged to robustly train our model in long-term forecasting and missing data contexts. \( K_t \) can be interpreted as the Kalman gain controlling the trade-off between both steps.

### 3.2.2 PhyCell implementation

We now specify how the physical predictor \( \Phi \) in Eq (6) and the correction Kalman gain \( K_t \) in Eq (7) are implemented.

**Physical predictor:** we implement \( \Phi \) using a convolutional neural network (left gray box in Figure 3), based on the connection between convolutions and differentiations [13, 35]. This offers the possibility to learn a class of filters approximating each partial derivative in Eq (3), which are constrained by a kernel moment loss, as detailed in section 3.3. As noted by [35], the flexibility added by this constrained learning strategy gives better results for solving PDEs than handcrafted derivative filters. Finally, we use \( 1 \times 1 \) convolutions to linearly combine these derivatives with \( c_{i,j} \) coefficients in Eq (3).

**Kalman gain:** we approximate \( K_t \) in Eq (7) by a gate with learned convolution kernels \( W_h, W_u \) and bias \( b_k \):

\[
K_t = \tanh \left( W_h \ast \hat{h}_{t+1} + W_u \ast E(u_t) + b_k \right) \tag{8}
\]

\(1\) In the sequel, we drop the index \( p \) in \( h^p \) for the sake of simplicity.
Note that if $\mathbf{K}_t = \mathbf{0}$, the input is not accounted for and the dynamics follows the physical predictor; if $\mathbf{K}_t = \mathbf{1}$, the latent dynamics is resetted and only driven by the input. This is similar to gating mechanisms in LSTMs or GRUs.

**Discussion:** With specific $\Phi$ predictor, $\mathbf{K}_t$ gain and encoder $\mathbf{E}$, PhyCell recovers recent models from the literature:

| model            | $\Phi$ | $\mathbf{K}_t$ | $\mathbf{E}$ |
|------------------|--------|----------------|--------------|
| PDE-Net [34]     | Eq (6) | 0              | Id           |
| Advection-diffusion flow [11] | advection-diffusion predictor | 0 | Id |
| RKF [3]          | locally linear, no approx. deep encoder | phys. constraint | Kalman gain |
| PhyDNet (ours)   | Eq (6) | Eq (8)         | deep encoder |

PDE-Net [35] directly works on raw pixel data (identity encoder $\mathbf{E}$) and assumes Markovian dynamics (no correction, $\mathbf{K}_t = \mathbf{0}$): the model solves the autonomous PDE $\frac{\partial u}{\partial t} = \Phi (u)$ given in Eq (6) but in pixel space. This prevents from modeling time-varying PDEs such as those tackled in this work, e.g. varying advection terms. The flow model in [11] uses the closed-form solution of the advection-diffusion equation as predictor; it is however limited only to this PDE, whereas PhyDNet models a much broader class of PDEs. The Recurrent Kalman Filter (RKF) [3] also proposes a prediction-correction scheme in a deep latent space, but their approach does not include any prior physical information, and the prediction step is locally linear, whereas we use deep models. An approximated form of the covariance matrix is used for estimating $\mathbf{K}_t$ in [3], which we find experimentally inferior to our gating mechanism in Eq (8).

### 3.3. Training

Given a training set of $N$ videos $\mathcal{D} = \{ \mathbf{u}^{(i)} \}_{i=1:N}$ and PhyDNet parameters $\mathbf{w} = (\mathbf{w}_p, \mathbf{w}_r, \mathbf{w}_s)$, where $\mathbf{w}_p$ (resp. $\mathbf{w}_r$) are parameters of the PhyCell (resp. residual) branch, and $\mathbf{w}_s$ are encoder and decoder shared parameters, we minimize the following objective function:

$$
\mathcal{L}(\mathcal{D}, \mathbf{w}) = \mathcal{L}_{\text{image}}(\mathcal{D}, \mathbf{w}) + \lambda \mathcal{L}_{\text{moment}}(\mathbf{w}_p) \quad (9)
$$

We use the $L^2$ loss for the image reconstruction loss $\mathcal{L}_{\text{image}}$, as commonly done in the literature [66, 64, 44, 65, 67].

$\mathcal{L}_{\text{moment}}(\mathbf{w}_p)$ imposes physical constraints on the $k^2$ learned filters $\{ \mathbf{w}^k_{p, i, j} \}_{i,j \leq k}$ such that each $\mathbf{w}^k_{p, i, j}$ of size $k \times k$ approximates $\frac{\partial^{i+j}}{\partial x^i y^j}$. This is achieved by using a loss based on the moment matrix $\mathbf{M}(\mathbf{w}^k_{p, i, j})$ [34], representing the order of the filter differentiation [13]. $\mathbf{M}(\mathbf{w}^k_{p, i, j})$ is compared to a target moment matrix $\Delta_{i,j}^k$ (see $\mathbf{M}$ and $\Delta$ computations in supplementary 1.2), leading to:

$$
\mathcal{L}_{\text{moment}} = \sum_{i \leq k} \sum_{j \leq k} ||\mathbf{M}(\mathbf{w}^k_{p, i, j}) - \Delta_{i,j}^k||_F \quad (10)
$$

**Prediction mode** An appealing feature of PhyCell is that we can use and train the model in a "prediction-only" mode by setting $\mathbf{K}_t = \mathbf{0}$ in Eq (7), i.e. by only relying on the physical predictor $\Phi$ in Eq (6). It is worth mentioning that the "prediction-only" mode is not applicable to standard Seq2Seq RNNs: although the decomposition in Eq (9) still holds, i.e. $\mathcal{M}_r(\mathbf{h}, \mathbf{u}) = \Phi(\mathbf{h}) + \mathcal{C}(\mathbf{h}, \mathbf{u})$, the resulting predictor is naive and useless for multi-step prediction $\mathbf{h}_{t+1} = \mathbf{0}$, see supplementary 1.3).

Therefore, standard RNNs are not equipped to deal with unreliable input data $\mathbf{u}_t$. We show in section 4.4 that the gain of PhyDNet over those models increases in two important contexts with unreliable inputs: multi-step prediction and dealing with missing data.

### 4. Experiments

#### 4.1. Experimental setup

**Datasets** We evaluate PhyDNet on four datasets from various origins. Moving MNIST [56] is a standard synthetic benchmark in video prediction with two random digits bouncing on the walls. Traffic BJ [77] represents complex real-world traffic flows, which requires modeling transport phenomena and traffic diffusion for prediction. SST (Sea Surface Temperature) [11] consists in meteorological data, whose evolution is governed by the physical laws of fluid dynamics. Finally, Human 3.6 [22] represents general human actions with complex 3D articulated motions. We give details about all datasets in supplementary 2.1.

| Moving MNIST | Traffic BJ | Sea Surface Temperature | Human 3.6 |
|--------------|------------|-------------------------|-----------|
| Method       | MSE        | MAE                     | SSIM      |
| ConvLSTM [73]| 101.3      | 182.9                   | 0.707     |
| PredRNN [66]| 58.6       | 126.1                   | 0.867     |
| Causal LSTM [64]| 46.5     | 106.8                   | 0.898     |
| MIM [67]     | 44.2       | 101.1                   | 0.910     |
| E3D-LSTM [65]| 41.3       | 86.4                    | 0.920     |
| Advection-diffusion flow [11]| 38.9 | 90.7                   | 0.922*    |
| DDPAE [21]   | -          | -                       | -         |
| PhyDNet      | 24.4       | 70.3                    | 0.947     |

| Method       | MSE        | MAE                     | SSIM      |
|--------------|------------|-------------------------|-----------|
| Traffic BJ   | MSE x10    | MAE                     | SSIM      |
| ConvLSTM [73]| 45.6*      | 63.1*                   | 0.949*    |
| PredRNN [66]| 41.9       | 62.1*                   | 0.955*    |
| Causal LSTM [64]| 39.1*      | 62.3*                   | 0.929*    |
| MIM [67]     | 42.1*      | 60.8*                   | 0.955*    |
| E3D-LSTM [65]| 34.7*      | 50.1*                   | 0.969*    |
| Advection-diffusion flow [11]| 34.1* | 54.1* | 0.966* |
| DDPAE [21]   | -          | -                       | -         |
| PhyDNet      | 31.9       | 53.3                    | 0.972     |

Table 1: Quantitative forecasting results of PhyDNet compared to baselines using various datasets. Numbers are copied from original or citing papers. * corresponds to results obtained by running online code from the authors. The first five baseline are general deep models applicable to all datasets, whereas DDPAE [21] (resp. advection-diffusion flow [11]) are specific state-of-the-art models for Moving MNIST (resp. SST). Metrics are scaled to be in a similar range across datasets to ease comparison.
Network architectures and training PhyDNet shares a common backbone architecture for all datasets where the physical branch contains 49 PhyCells (7 × 7 kernel filters) and the residual branch is composed of a 3-layers ConvLSTM with 128 filters in each layer. We set up the trade-off parameter between \( L_{\text{image}} \) and \( L_{\text{moment}} \) to \( \lambda = 1 \). Detailed architectures and \( \lambda \) impact are given in supplementary 2.2. Our code is available at https://github.com/vincent-leguen/PhyDNet.

Evaluation metrics We follow evaluation metrics commonly used in state-of-the-art video prediction methods: the Mean Squared Error (MSE), Mean Absolute Error (MAE) and the Structural Similarity (SSIM) [68] that computes the perceived image quality with respect to a reference. Metrics are averaged for each frame of the output sequence. Lower MSE, MAE and higher SSIM indicate better performances.

4.2. State of the art comparison

We evaluate PhyDNet against strong recent baselines, including very competitive data-driven RNN architectures: ConvLSTM [73], PredRNN [66], Causal LSTM [64], Memory in Memory (MIM) [67]. We also compare to methods dedicated to specific datasets: DDPAE [21], a disentangling method specialized and state-of-the-art on Moving MNIST; and the physically-constrained advection-diffusion flow model [11] that is state-of-the-art for the SST dataset.

Overall results presented in Table 1 reveal that PhyDNet outperforms significantly all baselines on all four datasets. The performance gain is large with respect to state-of-the-art general RNN models, with a gain of 17 MSE points for Moving MNIST, 6 MSE points for Human 3.6, 3 MSE points for SST and 1 MSE point for Traffic BJ. In addition, PhyDNet also outperforms specialized models: it gains 14 MSE points compared to the disentangling DDPAE model [21] specialized for Moving MNIST, and 2 MSE points compared to the advection-diffusion model [11] dedicated to SST data. PhyDNet also presents large and consistent gains in SSIM, indicating that image quality is greatly improved by the physical regularization. Note that for Human 3.6, a few approaches use specific strategies dedicated to human motion with additional supervision, e.g. hu-
We perform similarly to [61] using only unsupervised training, as shown in supplementary 2.3. This is, to the best of our knowledge, the first time that physically-constrained deep models reach state-of-the-art performances on generalist video prediction datasets.

In Figure 4, we provide qualitative prediction results for all datasets, showing that PhyDNet properly forecasts future images for the considered horizons: digits are sharply and accurately predicted for Moving MNIST in (a), the absolute traffic flow error is low and approximately spatially independent in (b), the evolving physical SST phenomena are well anticipated in (c) and the future positions of the person is accurately predicted in (d). We add in Figure 4(a) a qualitative comparison to DDPAE [21], which fails to predict the future frames properly. Since the two digits overlap in the input sequence, DDPAE is unable to disentangle them. In contrast, PhyDNet successfully learns the physical dynamics of the two digits in a disentangled latent space, leading a correct prediction. In supplementary 2.4, we detail this comparison to DDPAE, and provide additional visualizations for all datasets.

**4.3. Ablation Study**

We perform here an ablation study to analyse the respective contributions of physical modeling and disentanglement. Results are presented in Table 2 for all datasets. We see that a 1-layer PhyCell model (only the left branch of PhyDNet in Figure 2(b)) outperforms a 3-layers ConvLSTM model on Moving MNIST, 8 MSE points for Human 3.6, 7 MSE points for SST and equivalent results for Traffic BJ, while PhyCell has much fewer parameters (270,000 vs. 3 million parameters). This confirms that PhyCell is a very effective recurrent cell that successfully incorporates physical prior in deep models. When we further add our disentangling strategy with the two-branch architecture (PhyDNet), we have another performance gap on all datasets (25 MSE points for Moving MNIST, 7 points for Traffic and SST, and 5 points for Human 3.6), which proves that physical modeling is not sufficient by itself to perform general video prediction and that learning unknown factors is necessary.

We qualitatively analyze in Figure 5 partial predictions of PhyDNet for the physical branch $\hat{u}_{t+1}^p = D(h_{t+1}^p)$ and residual branch $\hat{u}_{t+1}^r = D(h_{t+1}^r)$. As noted in Figure 1 for Moving MNIST, $h^p$ captures coarse localisations of objects, while $h^r$ captures fine-grained details that are not useful for the physical model. Additional visualizations for the other datasets and a discussion on the number of parameters are provided in supplementary 2.5.

**Influence of physical regularization** We conduct in Table 3 a finer ablation on Moving MNIST to study the impact of the physical regularization $L_{\text{moment}}$ on the performance of PhyCell and PhyDNet. When we disable $L_{\text{moment}}$ for training PhyCell, performances improve by 7 points in MSE. This underlines that physical laws alone are too restrictive for learning dynamics in a general context, and that complementary factors should be accounted for. On the other side, when we disable $L_{\text{moment}}$ for training our disentangled architecture PhyDNet, performances decrease by 5 MSE points (29 vs 24.4) compared to the physically-constrained version. This proves that physical constraints are relevant, but should be incorporated carefully in order to make both branches cooperate. This enables to leverage physical prior, while keeping remaining information necessary for pixel-level prediction. Same conclusions can be drawn for the other datasets, see supplementary 2.6.

| Method   | Moving MNIST MSE | Traffic BJ MSE | Sea Surface Temperature MSE | Human 3.6 MSE |
|----------|------------------|---------------|-----------------------------|---------------|
| ConvLSTM | 103.3            | 182.9         | 3.6                         | 36.9          |
| PhyCell  | 50.8             | 129.3         | 5.8                         | 16.2          |
| PhyDNet  | 24.4             | 70.3          | 4.9                         | 16.2          |

Table 2. An ablation study shows the consistent performance gain on all datasets of our physically-constrained PhyCell vs the general purpose ConvLSTM, and the additional gain brought up by the disentangling architecture PhyDNet. * corresponds to results obtained by running online code from the authors.
4.4. PhyCell analysis

4.4.1 Physical filter analysis

With the same general backbone architecture, PhyDNet can express different PDE dynamics associated to the underlying phenomena by learning specific $c_{i,j}$ coefficients combining the partial derivatives in Eq (3). In Figure 6, we display the mean amplitude of the learned coefficients $c_{i,j}$ with respect to the order of differentiation. For Moving MNIST, the 0th and 1st orders are largely dominant, meaning a purely advective behaviour coherent with the piecewise-constant translation dynamics of the dataset. For Traffic BJ and SST, there is also a global decrease in amplitude with respect to order, whereas we nonetheless notice a few higher order terms appearing to be useful for prediction. For Human 3.6, where the nature of the prior motion is less obvious, these coefficients are more spread across order derivatives.

| Method                     | MSE | MAE | SSIM |
|----------------------------|-----|-----|------|
| PhyCell                    | 50.8| 129.3 | 0.870 |
| PhyCell without $L_{\text{moment}}$ | 43.4| 112.8 | 0.895 |
| PhyDNet                    | 24.4| 70.3 | 0.947 |
| PhyDNet without $L_{\text{moment}}$ | 29.0| 81.2 | 0.934 |

Table 3. Influence of physical regularization for Moving MNIST.

For long-term forecasting, we evaluate the performances of both methods far beyond the prediction range seen during training (up to 80 frames), as shown in Figure 7(a). We can see that the performance drop (MSE increase rate) is approximately linear for PhyNet, whereas it is much more pronounced for DDPAE. For example, PhyDNet for 80-steps prediction reaches similar performances in MSE than DDPAE for 20-steps prediction. This confirms that PhyDNet can limit error accumulation during forecasting by using a powerful dynamical model.

Finally, we evaluate the robustness of PhyDNet on DDPAE on missing data, by varying the ratio of missing data (from 10 to 50%) in input sequences during training and testing. A missing input image is replaced with a default value (0) image. In this case, PhyCell relies only on its latent dynamics by setting $K_t = 0$, whereas DDPAE takes the null image as input. Figure 7(b) shows that the performance gap between PhyDNet and DDPAE increases with the percentage of missing data.

5. Conclusion

We propose PhyDNet, a new model for disentangling prior dynamical knowledge from other factors of variation required for video prediction. PhyDNet enables to apply PDE-constrained prediction beyond fully observed physical phenomena in pixel space, and to outperform state-of-the-art performances on four generalist datasets. Our introduced recurrent physical cell for modeling PDE dynamics generalizes recent models and offers the appealing property to decouple prediction from correction. Future work include using more complex numerical schemes, e.g. Runge-Kutta [15], and extension to probabilistic forecasts with uncertainty estimation [18, 9], e.g. with stochastic differential equations [23].

![Moving MNIST](image1)

![Traffic BJ](image2)

![SST](image3)

![Human 3.6](image4)

(a) Long-term forecasting  
(b) Missing data

Figure 7. MSE comparison between PhyDNet and DDPAE [21] when dealing with unreliable inputs.
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1. PhyDNet model
1.1. Discrete PhyCell derivation
PhyCell dynamics is governed by the PDE:
\[
\frac{\partial h}{\partial t}(t, x) = \Phi(h) + C(h, u)
\]
\[
= \Phi(h(t, x)) + K(t, x) \odot (E(u(t, x)) - (h(t, x) + \Phi(h(t, x)))
\]
By Euler discretization \( \frac{\partial h}{\partial t} = h_{t+1} - h_t = h_{t+1} - h_t \), we get:
\[
h_{t+1} = h_t + \Phi(h_t) + K_t \odot (E(u_t) - (h_t + \Phi(h_t)))
\]
\[
h_{t+1} = (1 - K_t) \odot (h_t + \Phi(h_t)) + K_t \odot E(u_t)
\]

1.2. Moment matrix
For a filter \( w \) of size \( k \times k \), the moment matrix \( M(w) \) is a matrix of size \( k \times k \) defined as:
\[
M(w)_{i,j} = \frac{1}{i!j!} \sum_{u=-\frac{k-1}{2}}^{\frac{k-1}{2}} \sum_{v=-\frac{k-1}{2}}^{\frac{k-1}{2}} w[u,v] t^i \delta y^j
\]
for \( i, j = 0, ..., k - 1 \).

For any function \( h : \mathbb{R}^2 \rightarrow \mathbb{R} \), we consider the convolution of \( h \) with the filter \( w \). Taylor’s expansion gives:
\[
M(w)_{i,j} = \sum_{u=-\frac{k-1}{2}}^{\frac{k-1}{2}} \sum_{v=-\frac{k-1}{2}}^{\frac{k-1}{2}} w[u,v] h(x + \delta x u, y + \delta y v)
\]
\[
= \sum_{u=-\frac{k-1}{2}}^{\frac{k-1}{2}} \sum_{v=-\frac{k-1}{2}}^{\frac{k-1}{2}} w[u,v] \sum_{i,j=1}^{k-1} \frac{\partial^{i+j} h}{\partial x^i \partial y^j}(x, y) u^i v^j \delta x^i \delta y^j
\]
\[
+ o(|\delta x|^{k-1} + |\delta y|^{k-1})
\]
\[
= \sum_{i,j=1}^{k-1} M(w)_{i,j} \delta x^i \delta y^j \frac{\partial^{i+j} h}{\partial x^i \partial y^j}(x, y) + o(|\delta x|^{k-1} + |\delta y|^{k-1})
\]

This equation shows that we can control the differential order approximated by the filter \( w \) by imposing constraints on its moment matrix \( M(w) \). For example, in order to approximate the differential operator \( \frac{\partial^{i+j} h}{\partial x^i \partial y^j}(x, y) \), it suffices to impose \( M(w)_{i,j} = 0 \) for \( i \neq a \) and \( j \neq b \). By denoting \( \Delta^k_{i,j} \) the Kronecker matrix of size \( k \times k \), which equals 1 at position \((i, j)\) and 0 elsewhere, we thus enforce the moment matrix \( M(w) \) to match the target \( \Delta^k_{i,j} \) with the Frobenius norm. This justifies the choice of our moment loss for enforcing each filter \( w^k_{i,j} \) to approximate the corresponding derivative \( \frac{\partial^{i+j} h}{\partial x^i \partial y^j}(x, y) \):
\[
L_{\text{moment}} = \sum_{i\leq k} \sum_{j\leq k} ||M(w^k_{i,j}) - \Delta^k_{i,j}||_F
\]

1.3. Prediction mode training
We show in section 1.3.1 that the decomposition \( M_r(h, u) = \Phi(h) + C(h, u) \) still holds for standard Seq2Seq models (RNN, GRU, LSTM). As mentioned in the submission, the resulting predictor \( \Phi \) is, however, naive and useless for multi-step prediction, i.e. \( \Phi(h) = -h \) and \( h_{t+1} = 0 \).

In multi-step prediction, the option followed by standard Seq2Seq models is to recursively reinject back predictions as ground truth input for the next time steps. Scheduled Sampling [1] is a solution to mitigate error accumulation and train/test discrepancy, that we use in our ConvLSTM branch. This is, however, inferior to the results obtained with our PhyCell trained in the “prediction-only” mode, as shown in the section 4.4 of the submission.

1.3.1 PDE formulation for standard RNNs
Vanilla RNN The equations for the vanilla RNN are:
\[
h_t = \tanh(W_h h_{t-1} + W_u u_t + b)
\]
with weight matrices $W_h$, $W_u$ and bias $b$.

By approximating $\frac{\partial h}{\partial t} = \delta h_t = h_t - h_{t-1}$, we get the PDE:

$$\frac{\partial h}{\partial t}(t, x) = M(h, u)$$

$$= \tanh(W_h h(t) + W_u u(t) + b) - h(t)$$

A linear decoupling of this PDE is

$$\frac{\partial h}{\partial t}(t, x) = \Phi(h) + C(h, u)$$

with $\Phi(h) = -h(t)$ and $C(h, u) = \tanh(W_h h(t) + W_u u(t) + b)$ which gives in discrete time the prediction-correction scheme:

$$\begin{align*}
\hat{h}_{t+1} &= 0 \\
{h}_{t+1} &= \hat{h}_{t+1} + \tanh(W_h {h}_{t-1} + W_u u_t + b) 
\end{align*}$$

We see that the prior predictor $\Phi$ brings no information and that the correction step drives the whole dynamics.

### Gated Recurrent Unit (GRU)

The equations of the Gated Recurrent Unit [2] are:

- $r_t = \sigma(W_{r, h} h_{t-1} + W_{r, u} u_t + b_r)$
- $z_t = \sigma(W_{z, h} h_{t-1} + W_{z, u} u_t + b_z)$
- $g_t = \tanh(W_{g, h} (r_t \odot h_{t-1}) + W_{g, u} u_t + b_g)$
- $h_t = z_t \odot h_{t-1} + (1 - z_t) \odot g_t$

where $r_t$ is the reset gate, $z_t$ is the update gate and $g_t$ is the update vector.

By approximating $\frac{\partial h}{\partial t} = \delta h_t = h_t - h_{t-1}$, we get the PDE:

$$\frac{\partial h}{\partial t}(t, x) = M(h, u)$$

$$= \sigma(z(t) \odot h(t) + (1 - z(t)) \odot g(t) - h(t)$$

A linear decoupling of this PDE is

$$\frac{\partial h}{\partial t}(t, x) = \Phi(h) + C(h, u)$$

with $\Phi(h) = -h(t)$ and $C(h, u) = \sigma(z(t) \odot h(t) + (1 - z(t)) \odot g(t)$ which gives in discrete time the prediction-correction scheme:

$$\begin{align*}
\hat{h}_{t+1} &= 0 \\
{h}_{t+1} &= \hat{h}_{t+1} + \sigma(z_t \odot h_{t-1} + (1 - z_t) \odot g_t 
\end{align*}$$

We again see that the prior predictor $\Phi$ brings no information and that the correction step drives the whole dynamics.

### Long Short-Term Memory (LSTM)

We give the formulation for the standard LSTM [5] (the ConvLSTM [13] can be immediately deduced by replacing matrix products by convolutions). The LSTM equations are:

- $i_t = \sigma(W_{ih} h_{t-1} + W_{iu} u_t + b_i)$
- $f_t = \sigma(W_{fh} h_{t-1} + W_{fu} u_t + b_f)$
- $g_t = \tanh(W_{gh} h_{t-1} + W_{gu} u_t + b_g)$
- $c_t = f_t \odot c_{t-1} + i_t \odot g_t$
- $o_t = \sigma(W_{oh} h_{t-1} + W_{ou} u_t + b_o)$
- $h_t = o_t \odot \tanh(c_t)$

where $i_t$ is the input gate, $f_t$ the forget gate, $g_t$ the input-modulation gate, $o_t$ the output gate, $c_t$ the cell state and $h_t$ the latent state. We define the LSTM augmented latent state as:

$$\tilde{h} = \begin{pmatrix} g \\ c \end{pmatrix}$$

The augmented state $\tilde{h}$ thus verifies the PDE:

$$\frac{\partial \tilde{h}}{\partial t} = \left( \frac{\partial \tilde{h}}{\partial t_c} \right) = \left( \begin{array}{c} o(t) \odot \tanh(c(t)) - h(t) \\ f(t) \odot c(t) + i(t) \odot g(t) - c(t) \end{array} \right)$$

A linear decoupling of this PDE is

$$\frac{\partial \tilde{h}}{\partial t}(t, x) = \Phi(\tilde{h}) + C(\tilde{h}, u)$$

with $\Phi(\tilde{h}) = -\tilde{h}(t)$ and

$$C(\tilde{h}, u) = \left( \begin{array}{c} o(t) \odot \tanh(c(t)) \\ f(t) \odot c(t) + i(t) \odot g(t) \end{array} \right)$$

which gives in discrete time the prediction-correction scheme:

$$\begin{align*}
\tilde{h}_{t+1} &= 0 \\
\hat{h}_{t+1} &= \tilde{h}_{t+1} + \left( o_t \odot \tanh(c_t) \right) \\
{h}_{t+1} &= \hat{h}_{t+1} + \left( f_t \odot c_t + i_t \odot g_t \right) 
\end{align*}$$

We again see that the prior predictor $\Phi$ brings no information and that the correction step drives the whole dynamics.

### 2. Experiments

#### 2.1. Datasets

**Moving MNIST** is a standard benchmark in video prediction [8] consisting in two random MNIST digits bouncing on the walls of a $64 \times 64$ grid. We predict 10 future frames given 10 input frames. Training sequences are generated on the fly and the test set of 10000 sequences is provided by [8].
Traffic BJ consists in traffic flow data collected by taxis in Beijing [14]. Each $32 \times 32$ image is a 2-channels heat map with leaving/entering traffic. Video prediction on such real-world complex data require modeling transport phenomena and traffic diffusion. Following the setting of [14, 11, 10], we predict 4 future frames given 4 input frames.

SST consists in daily Sea Surface Temperature (SST) data from the sophisticated simulation engine NEMO (Nucleus for European Modeling of the Ocean), as in [3]. SST evolution is governed by the physical laws of fluid dynamics. We predict 4 frames of size $64 \times 64$ given 4 input frames.

Human 3.6 contains 3.6 million images of human actions [7]. Following the setting of [11], we use only the “walking” scenario with subjects S1, S5, S6, S7, S8 for training, and S9, S11 for testing. We predict 4 future images of size $128 \times 128 \times 3$ given 4 input images.

2.2. Model architectures and training

Model architectures

We give here the architecture of the encoder and decoder for all datasets. They share common building blocks, composed of convolutions, GroupNorm activation functions [12] and LeakyRelu non-linearities. We define:

- $\text{conv-block}(\text{input}, \text{output}, \text{stride}) = \{\text{Conv2D} + \text{GroupNorm} + \text{LeakyRelu}(0.2)\}$
- $\text{upconv-block}(\text{input}, \text{output}, \text{stride}) = \{\text{TransposedConv2D} + \text{GroupNorm} + \text{LeakyRelu}(0.2)\}$
- $\text{upconv}(\text{input}, \text{output}, \text{stride}) = \text{TransposedConv2D}(\text{input}, \text{output}, \text{stride})$

For each of the following architectures, we use skip connections from the encoder to the decoder, as classically done, e.g. in [4].

Moving MNIST:

| Encoder       | Decoder                  |
|---------------|--------------------------|
| conv-block(1,8,1) | upconv-block(128,64,1)  |
| conv-block(8,16,1) | upconv-block(128,32,2)  |
| conv-block(16,32,2) | upconv-block(64,32,1)   |
| conv-block(32,32,1) | upconv-block(64,16,2)   |
| conv-block(32,64,2) | upconv-block(32,8,1)    |
| conv-block(64,64,1) | upconv(16,1,1)          |

SST:

| Encoder       | Decoder                  |
|---------------|--------------------------|
| conv-block(1,32,1) | upconv-block(256,64,1)  |
| conv-block(32,64,2) | upconv-block(128,32,2)  |
| conv-block(64,128,1) | upconv(64,1,1)          |

Human 3.6:

| Encoder       | Decoder                  |
|---------------|--------------------------|
| conv-block(3,16,1) | upconv-block(256,128,1) |
| conv-block(16,32,1) | upconv-block(256,64,2)  |
| conv-block(32,64,2) | upconv-block(128,64,1)  |
| conv-block(64,64,1) | upconv-block(128,32,2)  |
| conv-block(64,128,2) | upconv-block(64,16,1)   |
| conv-block(128,128,1) | upconv(32,3,1)          |

Influence of $\lambda$

We show in Figure 1 the influence of parameter $\lambda$ balancing $L_{\text{image}}$ and $L_{\text{moment}}$ when training PhyDNet for Moving MNIST dataset. When $\lambda$ decreases towards 0, MSE tends towards the unconstrained case at 29. MSE reaches a minimum around $\lambda = 1$. When $\lambda$ further increases, physical regularization is too high and MSE increases above 30. In the paper, we fix $\lambda = 1$ for all datasets.

![Figure 1. Influence of hyperparameter $\lambda$ when training PhyDNet for Moving MNIST dataset.](image)

2.3. State-of-the art comparison

We show here that PhyDNet results are equivalent on Human 3.6 to a recent baseline that explicitly uses additional human pose annotations [9]. In the supplementary of
their paper [9], the authors evaluate their model with Peak Signal over Noise Ratios (PSNR) curves with respect to the forecasting horizon for all deciles of motion in Human 3.6 videos. Regarding prediction horizon up to $\Delta = 4$, their method obtains a PSNR always below 21 and around 22 for the 1st decile (with the least human motion). In comparison, PhyDNet attains a per-frame MSE of 369, corresponding to a PSNR of 21.2. This shows that PhyDNet performs similarly than [9] for the prediction horizon considered, without requiring additional human pose annotations.

2.4. Additional visualisations

To complement Figure 4 in submission, we give further qualitative prediction of PhyDNet on Traffic BJ (Figure 2) with a comparison with Memory In Memory [11] that is state-of-the-art for this dataset. We see that PhyDNet leads to sharper results and a lower absolute error. Interestingly, PhyDNet absolute errors are approximately spatially independent, whereas MIM errors tend to be higher at a few keys locations of Beijing road network.

We also provide additional prediction visualisations for Sea Surface Temperature (Figure 3) and Human 3.6 (Figure 4) which confirm the good behaviour of PhyDNet.

We add a detailed qualitative comparison to DDPAE in Figure 5. DDPAE is a specific disentangling method for Moving MNIST that extracts the positions of the two digits and tracks them with a predictive recurrent neural network.

In this example, DDPAE fails to disentangle the two digits (components 1 and 2) in Figure 5 when they overlap in the input sequence, resulting in blurry predictions. In contrast, PhyDNet successfully learns a latent space in which the two digits are disentangled, resulting in far better predictions in terms of sharpness and position of the digits.

2.5. Ablation study

We give in Figure 6 additional visualisations completing Figure 5 in submission. We qualitatively analyze partial predictions of PhyDNet for the physical branch $\hat{u}_p^{t+1} = D(h_p^{t+1})$ and residual branch $\hat{u}_r^{t+1} = D(h_r^{t+1})$. For Moving MNIST (a) and Human 3.6 (d), $h_p$ captures coarse localisations of objects, while $h_r$ captures fine-grained details that are not useful for the physical model. For Traffic BJ, $h_p$ captures the main patterns of the road network, while $h_r$ models remaining details. Finally for SST, the visual difference between $h_p$ and $h_r$ is slighter, but the cooperation between both branches is crucial, as shown by quantitatives results.

2.6. Influence of physical regularization

We provide the detailed ablation study for all datasets in Table 1 that complements Table 3 in submission. When we disable $L_{\text{moment}}$ for training PhyCell, performances improve for all datasets (improvement of 7 MSE points for Moving MNIST, 5 points for Traffic BJ, 3 points for SST and Hu-
man 3.6). This again shows that physical constraints alone are too restrictive for learning dynamics in a general context, where other factors are required for prediction. When we further include PhyCell in our two-branches disentangling architecture PhyDNet, there is another huge performance gain compared to PhyCell (improvement of 25 MSE points on Moving MNIST, 7 points for Traffic and SST, 5 points for Human 3.6). We also remark that when we disable $\mathcal{L}_{\text{moment}}$ for training PhyDNet, we get worse performances (drop of 5 MSE points for Moving MNIST and 2
points for Traffic) or equivalent performances (difference below 0.5 MSE point for SST and Human 3.6). This again confirms the relevance of physical constraints. To complement the discussion of Table 3 in submission, we give here in Table 2 the approximate number of models parameters of trained models:

| method     | number of parameters |
|------------|----------------------|
| ConvLSTM   | 3.10^6               |
| PhyCell    | 370.10^3             |
| PhyDNet    | 3.10^6               |

Table 2. Number of parameters of models trained on Moving MNIST

We see that a 1-layer PhyCell with 49 filters has far fewer parameters than a 3-layers ConvLSTM (with 128 filters in each layer) and obtains far better results (gain of 50 MSE points). Then PhyDNet with approximately the same number of parameters as ConvLSTM (3 million) again improves the performances by 25 MSE points, reaching a state-of-the-art MSE score of 24.4.

2.7. Dealing with unreliable inputs

In section 4.4.2 of the submission, we discuss the advantages of the "prediction only" of PhyDNet when dealing with unreliable inputs. We compared PhyDNet with DDPAE [6] and show a MSE comparison in the context of

| Method               | Moving MNist | Traffic BJ | Sea Surface Temperature | Human 3.6 |
|----------------------|--------------|------------|-------------------------|-----------|
|                      | MSE / MAE / SSIM | MSE / MAE / SSIM | MSE / MAE / SSIM | MSE / MAE / SSIM |
| ConvLSTM             | 103.3 / 182.9 / 0.707 | 48.5 / 17.7 / 0.978 | 45.6 / 63.1 / 0.949 | 50.4 / 18.9 / 0.776 |
| PhyCell              | 50.8 / 129.3 / 0.870 | 48.9 / 17.9 / 0.978 | 38.2 / 60.2 / 0.969 | 42.5 / 18.3 / 0.891 |
| PhyCell without Lmoment | 43.4 / 112.8 / 0.895 | 43.6 / 16.89 / 0.980 | 35.4 / 56.0 / 0.970 | 39.6 / 17.4 / 0.894 |
| PhyDNet              | 24.4 / 70.3 / 0.947 | 41.9 / 16.2 / 0.982 | 31.9 / 53.3 / 0.972 | 36.9 / 16.2 / 0.901 |
| PhyDNet without Lmoment | 29.0 / 81.2 / 0.934 | 43.9 / 16.6 / 0.981 | 32.3 / 53.1 / 0.971 | 36.7 / 15.9 / 0.904 |

Table 1. A detailed ablation study shows the impact of the physical regularization Lmoment on the performances of PhyCell and PhyDNet for all datasets.
long-term forecasting and missing data. Here we show in Figure 7 the SSIM results of this experiment. We can see that the performance drop of DDPAE is much more pronounced when the forecasting horizon or the missing data rate increases, which confirms the good behaviour of PhyDNet.

Figure 7. SSIM comparison between PhyDNet and DDPAE [6] when dealing with unreliable inputs.
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