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Abstract

We show that all closed flat \( n \)-manifolds are diffeomorphic to a cusp cross-section in a finite volume hyperbolic \( n+1 \)-orbifold.
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1 Introduction

By a flat \( n \)-manifold (resp. flat \( n \)-orbifold) we mean a manifold (resp. orbifold) \( E^n/\Gamma \) where \( E^n \) is Euclidean \( n \)-space and \( \Gamma \) a discrete, cocompact torsion-free subgroup of \( \text{Isom}(E^n) \) (resp. \( \Gamma \) has elements of finite order). In [7], Hamrick and Royster resolved a longstanding conjecture by showing that every flat \( n \)-manifold bounds an \( (n+1) \)-dimensional manifold, in the sense that each diffeomorphism class has a representative that bounds.

Flat manifolds and orbifolds are connected with hyperbolic orbifolds via the structure of the cusp ends of finite volume hyperbolic orbifolds—if \( M^{n+1} \) is a non-compact finite volume hyperbolic orbifold, then by a standard analysis of the thin parts, a cusp cross-section is a flat \( n \)-orbifold (see below and [14]). In the early eighties, motivated by this and work of Gromov [6], Farrell and Zdravkovska [5] posed the following geometric version:

**Question** Does the diffeomorphism class of every flat \( n \)-manifold have a representative \( W \) which arises as the cusp cross-section of a finite volume 1-cusped hyperbolic \( (n+1) \)-manifold?

We note that it makes sense to ask only for bounding up to diffeomorphism type, since it is a well-known consequence of Mostow Rigidity that there are algebraic restrictions on the isometry type of the flat \( n \)-manifolds that can arise as cusp cross sections of finite volume hyperbolic \( (n+1) \)-manifolds.
In this generality, the question has a positive answer in dimension 2, that is, for the torus and Klein bottle, but as is shown in [10] is false in dimension 3 (and indeed in all dimensions $4k - 1 \geq 3$). On the other hand, since finite volume, non-compact hyperbolic manifolds exist in all dimensions (see §6 for example), this together with the fact that maximal abelian subgroups are separable (see below and [9]) can be used to deduce the $n$-torus is a cusp cross section of a hyperbolic manifold with possibly many cusps.

In this paper we shall show:

**Theorem 1.1** For every $n \geq 2$, the diffeomorphism class of every flat $n$-manifold has a representative $W$ which arises as some cusp cross-section of a finite volume cusped hyperbolic $(n+1)$-orbifold.

As already remarked, much more is known in dimension 2, and we only include this since the argument also works there. In dimension 3, [11] proves a little more, namely that every flat 3-manifold is a cusp cross-section of a hyperbolic 4-manifold, but even there, the number of cusps is not known to be one. Also in dimension 3, in [13], it is shown by an ad hoc argument that of the 10 diffeomorphism types of flat 3-manifolds, 7 have representatives that arise as a cusp cross-section in some 5 cusped hyperbolic manifold related to gluings of the ideal 24-cell in $\mathbb{H}^4$.

The proof of Theorem 1.1 uses arithmetic methods, together with some extra control one can arrange to make a separability argument. The main ingredient in the proof is the following (see §2 for definitions and notation):

**Theorem 1.2** Let $\Gamma$ be the fundamental group of a flat $n$-manifold. Then there is a quadratic form $q_{n+2}$ defined over $\mathbb{Q}$, of signature $(n+1,1)$ for which $\Gamma$ embeds as a subgroup of $O_0(q_{n+2};\mathbb{Z})$.

The group $O_0(q_{n+2};\mathbb{Z})$ is arithmetic, and hence of finite co-volume acting on $\mathbb{H}^{n+1}$. The proof of Theorem 1.1 is then completed by using a subgroup separability argument to pass to a subgroup of finite index in $O_0(q_{n+2};\mathbb{Z})$ for which the group $\Gamma$ is a maximal peripheral subgroup.

As with [11], we cannot guarantee 1-cusped examples, and at present, we have been unable to pass to manifolds, even assuming separability of geometrically finite subgroups.

It appears that the question in its full generality is much harder to approach, for example, it appears be unknown, whether, for $n \geq 4$, there even exist 1-cusped hyperbolic $n$-manifolds of finite volume. As far as the authors are aware, this is known only in dimensions 2 and 3.
2 Preliminaries.

2.1 Quadratic forms

We need to recall some standard facts about quadratic forms and orthogonal groups of such forms; [8] is a standard reference.

If $f$ is a quadratic form in $n + 1$ variables with coefficients in $K$ and associated symmetric matrix $F$, let

$$O(f) = \{ X \in \text{GL}(n + 1, \mathbb{C}) \mid X^t F X = F \}$$

be the Orthogonal group of $f$, and

$$SO(f) = O(f) \cap \text{SL}(n + 1, \mathbb{C}),$$

the Special Orthogonal group of $f$. These are algebraic groups defined over $K$.

If $L$ is a subring of $\mathbb{C}$ we denote the set of $L$-points of these groups by $O(f; L)$ (resp. $SO(f; L)$).

**Definition.** Two $n$-dimensional quadratic forms $f$ and $q$ defined over a field $K$ (with associated symmetric matrices $F$ and $Q$) are equivalent over $K$ if there exists $P \in \text{GL}(n, K)$ with $P^t F P = Q$.

If $K \subset \mathbb{R}$ is a number field, and $R_K$ its ring of integers, then $SO(f; R_K)$ is an arithmetic subgroup of $SO(f; \mathbb{R})$, [3] or [2]. In particular $SO(f; R_K)$ has finite co-volume acting on an associated symmetric space. The following is well-known and proved in [1] for example.

**Lemma 2.1** If $f$ and $q$ are equivalent over $K$ then:

- $SO(f; \mathbb{R})$ is conjugate to $SO(q; \mathbb{R})$ and $SO(f; K)$ is conjugate to $SO(q; K)$.
- $SO(f; R_K)$ is conjugate to a subgroup of $SO(q; K)$ commensurable with $SO(q; R_K)$.

2.2 Crystallographic groups and hyperbolic orbifolds

We record some facts about crystallographic and Bieberbach groups that we will need, see [4] for a comprehensive discussion of these groups, and [14] Theorem 4.2.2 for the theorem stated below.

An $n$-dimensional crystallographic group is a cocompact discrete group of isometries of $\mathbb{E}^n$. When $\Gamma$ is torsion-free it is called a Bieberbach group. By
Bieberbach’s Third Theorem (see [4]), the number of n-dimensional crystallographic groups up to affine equivalence is finite. What we require is summarized in the following from [14] page 222:

**Theorem 2.2** An n-dimensional crystallographic group $\Gamma$ contains a normal subgroup of finite index consisting of translations, that is free abelian of rank $n$. The maximal such subgroup is characterized as the unique maximal abelian subgroup of finite index in $\Gamma$.

Theorem 2.2 implies that associated to an $n$-dimensional crystallographic group $\Gamma$ is a finite group $\theta(\Gamma)$, the holonomy group, and an extension:

$$1 \rightarrow \mathbb{Z}^n \rightarrow \Gamma \rightarrow \theta(\Gamma) \rightarrow 1.$$ 

When $\Gamma$ is a Bieberbach group we get a free action on $\mathbb{E}^n$, by rigid motions, that is for all $\gamma \in \Gamma$, and $v \in \mathbb{E}^n$,

$$v \rightarrow \theta(\gamma)v + t_\gamma,$$

for some $t_\gamma \in \mathbb{E}^n$ (see [4] for details).

**2.2.1**

We refer the reader to [12] or [14] for further details on what is contained in the next two subsections.

Equip $\mathbb{R}^{n+1}$ with the quadratic form $f_n = (-1,1,\ldots,1,1)$ of signature $(n,1)$. The connected component of the identity in $O(f_n;\mathbb{R})$ will be denoted $O_0(f_n;\mathbb{R})$. This group preserves the upper sheet of the hyperboloid $f_n(x) = -1$ but contains reflections so reverses orientation. We identify $O_0(f_n;\mathbb{R})$ with $\text{Isom}(\mathbb{H}^n)$. Passing to the connected component of the identity in $SO(f_n;\mathbb{R})$, denoted $SO_0(f_n;\mathbb{R})$ (which has index 4 in $O(f_n;\mathbb{R})$), gives a group which may be identified with $\text{Isom}_+(\mathbb{H}^n)$; it preserves the upper sheet of the hyperboloid $f_n(x) = -1$ and the orientation. Given a (discrete) subgroup $\Delta$ of $O(n,1;\mathbb{R})$, $\Delta \cap SO_0(n,1;\mathbb{R})$ has index $\leq 4$ in $\Gamma$.

**2.2.2**

An element of $O_0(f_n;\mathbb{R})$ is parabolic (resp. elliptic) if it has a unique fixed point which lies on $S_{\infty}^{n-1}$ (resp. has a fixed point in $\mathbb{H}^n$). Given a non-compact hyperbolic $n$-orbifold $Q = \mathbb{H}^n/\Delta$ of finite volume, and $C$ a cusp cross-section
of \( Q \), then there is a subgroup \( \Delta_C < \Delta \) consisting of parabolic and elliptic elements having an invariant horosphere \( \mathcal{H} \) such that \( \mathcal{H}/\Delta_C = C \). The group \( \Delta_C \) is a crystallographic group. This group is called a maximal peripheral subgroup of \( \Delta \).

In terms of the model above, an element is parabolic if and only if it is not elliptic and leaves invariant a unique light-like vector \( v \). Furthermore, in the context of \( \Delta \) and \( \Delta_C \) above, all elements of \( \Delta_C \) will preserve this unique light-like vector. We summarize what we need.

**Lemma 2.3** Let \( Q = \mathbb{H}^{n+1}/\Delta \) be a non-compact finite volume hyperbolic orbifold. \( \Delta_C \) is a maximal peripheral subgroup of \( \Delta \) if and only if \( \Delta_C \) is the maximal subgroup of \( \Delta \) leaving the light-like vector \( v \) invariant. Furthermore when \( \Delta_C \) is maximal, by choice of a horosphere \( \mathcal{H} \), \( \mathcal{H}/\Delta_C \cong C \) is an embedded cusp cross-section of \( Q \). □

### 2.2.3

We record the following for convenience concerning arithmetic subgroups of \( \text{Isom}(\mathbb{H}^n) \). For more details, see [3], [2] and [16].

Let \( f \) be a diagonal quadratic form with rational coefficients and signature \((n,1)\). Thus there is a \( P \in \text{GL}(n+1, \mathbb{R}) \) such that \( P^tFP = F_n \), and so the group \( PO_0(f; \mathbb{Z})P^{-1} \) defines a discrete arithmetic subgroup of \( \text{Isom}(\mathbb{H}^n) \). The theory of arithmetic groups then gives,

**Theorem 2.4** In the notation above, the groups \( PO_0(f; \mathbb{Z})P^{-1} \) are finite co-volume subgroups of \( \text{Isom}(\mathbb{H}^n) \). □

In what follows, we will suppress the conjugation by \( P \). A group \( O_0(f; \mathbb{Z}) \) (and hence the conjugate in \( \text{Isom}(\mathbb{H}^n) \)) is cocompact if and only if the form \( f \) does not represent 0 non-trivially with values in \( \mathbb{Q} \), see [3]. Whenever \( n \geq 4 \), the arithmetic groups constructed above are non-cocompact, since it is well known every indefinite quadratic form over \( \mathbb{Q} \) in at least 5 variables represents 0 non-trivially, see [8]. In fact up to commensurability, all non-cocompact arithmetic subgroups of \( O_0(f_n; \mathbb{R}) \) arise from this construction (see [16]).

### 2.3 Some technical lemmas

In this section we gather together a collection of well-known results on separability properties of groups that will be used to pass from Theorem 1.2 to Theorem 1.1.
Recall that a subgroup $H$ of a group $G$ is separable in $G$ if, given any $g \in G \setminus H$, there exists a subgroup $K < G$ of finite index with $H < K$ and $g \notin K$. $G$ is called subgroup separable (or LERF) if all finitely generated subgroups of $G$ are separable in $G$. The profinite topology on a group $G$ is defined by proclaiming all finite index subgroups of $G$ to be a basis of open neighbourhoods of the identity. Since open subgroups are closed in the profinite topology, the following reformulates separability:

**Lemma 2.5** Let $G$ be a group and $H < G$ is a subgroup. $G$ is $H$-subgroup separable if and only if $H$ is closed in the profinite topology on $G$.

**Lemma 2.6** Let $G$ be a group and $H < K < G$. Assume that $H$ is separable in $G$ and that $[K : H] < \infty$. Then $K$ is separable in $G$.

**Proof** By Lemma 2.5, $H$ is closed in the profinite topology on $G$. Standard properties of topological groups imply that any coset $gH$ of $H$ in $G$ is therefore a closed subset. Since $[K : H] < \infty$, $K$ is a finite union of closed sets, hence closed, and therefore separable in $G$.

The following is also well-known (see [9]):

**Lemma 2.7** Let $G$ be a residually finite group, and $A$ a maximal abelian subgroup. Then $A$ is separable in $G$.

### 3 Proof of Theorems 1.1 and 1.2

This section is devoted to proving theorems 1.1 and 1.2. We prove the latter first, which we restate for the reader’s convenience:

**Theorem 1.2** Let $\Gamma$ be the fundamental group of a flat $n$-manifold. Then there is a quadratic form $q_{n+2}$ defined over $\mathbb{Q}$, of signature $(n+1,1)$ for which $\Gamma$ embeds as a subgroup of $O_0(q_{n+2};\mathbb{Z})$.

Before embarking on the proof we remark that the first part of the proof can be replaced by the argument in the proof of Bieberbach’s third theorem giving an integral representation into $GL(n+1,\mathbb{Z})$ of a Bieberbach group. However, we will use some additional features of the construction given below in completing the proof of Theorem 1.1.
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Proof of Theorem 1.2 Suppose that \( \Gamma \) is the fundamental group of a flat \( n \)-manifold, so as discussed in §2.2, we have a free action of \( \Gamma \) on \( \mathbb{E}^n \) by rigid motions. Thus, if \( g \in \Gamma \), then \( g \) acts as

\[
v \rightarrow \theta(g)v + t_g.
\]

and the assignment

\[
g \rightarrow \theta(g)
\]

is a homomorphism of \( \Gamma \) to its holonomy group \( \theta(\Gamma) \), with kernel the maximal translation subgroup of \( \Gamma \).

Suppose that \( \mu_1, \ldots, \mu_n \) generate the maximal normal free abelian \( \mathbb{Z}^n \) in \( G \), where \( \mu_i \) acts as translation by \( m_i \), where we declare that this is the vector \( m_i = (0, \ldots, 1, \ldots, 0) \), one in \( i \)-th place. The group \( \Gamma \) acts by conjugacy on the subgroup \( \langle \mu_1, \ldots, \mu_n \rangle \) and a calculation reveals that \( g\mu_ig^{-1} \) is the translation given by

\[
v \rightarrow v + \theta(g)m_i.
\]

The normality of the translation subgroup shows that

\[
g\mu_ig^{-1} = \mu_1^{a_{1,i}(g)} \ldots \mu_n^{a_{n,i}(g)}
\]

for some collection of integers \( \{a_{i,j}(g)\} \). Equating these two statements gives a finite integral representation of \( G \) given by

\[
\theta(g)m_i = \Sigma_j a_{i,j}(g)m_j
\]

We now construct an integral linear representation of \( \Gamma \), as follows. Choose a presentation for the group \( \Gamma \) using generators \( g_1, \ldots, g_p \) and with relations \( w_1(g_1, \ldots, g_p) = I \), and add all relators which say \( w_j(g_1, \ldots, g_p) = \mu_j \) for each \( 1 \leq j \leq n \). (These ensure that the chosen \( m_i \)'s don’t change.) Each \( g_i \) acts as

\[
v \rightarrow \theta(g_i)v + t_i,
\]

so that expanding the equations coming from the relators, we get a collection of equations for the \( t_i \)'s with rational coefficients which have some solution (for example, that coming from the identity representation that we are given for \( \Gamma \) as a Bieberbach group).

It follows that there are rational solutions to these equations and we claim that any such solution gives a faithful and rational representation of \( G \). Pick any rational solution and regard this as a representation \( \rho : \Gamma \rightarrow \rho(\Gamma) \). The conditions imposed by the second batch of equations guarantee that the restriction of \( \rho \) to the translation subgroup of \( \Gamma \) is actually the identity homomorphism. Since the translation subgroup is isomorphic to \( \mathbb{Z}^n \) and this is Hopfian, it follows
that \( \ker(\rho) \) avoids the translation subgroup of finite index and hence \( \ker(\rho) \) is trivial, since \( \Gamma \) is torsion free. This shows that \( \rho \) is an isomorphism as required.

It follows that there is a rational solution for the \( t_i \)'s in terms of the \( m_i \)'s. Convert the affine representation on \( \mathbb{E}^n \) to a rational linear representation on \( \mathbb{E}^{n+1} \) by

\[
\Phi^*(g) = \begin{pmatrix}
\theta(g) & t_g \\
0 & 1
\end{pmatrix}.
\]

This is a faithful rational linear representation of \( \Gamma \), which comes from coning the given action of \( \Gamma \) by rigid motions in the hyperplane \( e_{n+1} = 1 \) to the origin in \( \mathbb{E}^{n+1} \). By conjugating the representation, we may rescale the vector \( e_{n+1} \) and thus arrange that the representation \( \Phi^* \) is actually by integral matrices.

It is slightly more convenient at this stage to define a new faithful integral representation by setting

\[
\Phi(g) = (\Phi^*(g)^T)^{-1} = \begin{pmatrix}
\theta(g^{-1})^T & 0 \\
-(\theta(g^{-1})(t_g))^T & 1
\end{pmatrix},
\]

where \( A^T \) denotes transpose. We can then extend this representation to \( \mathbb{E}^{n+2} \) by mapping \( g \) to

\[
\hat{\Phi}(g) = \begin{pmatrix}
\Phi(g) & v_g \\
0 & 1
\end{pmatrix}
\]

where the column vector \( v_g \) is to be determined.

Now let \( \langle , \rangle \) be any \( \theta^T \) invariant positive definite inner product on the \( \mathbb{Z} \)-module \( \langle m_1, \ldots, m_n \rangle \); such an inner product exists by taking a random inner product and forming the \( \theta \)-average. Let \( D \) be the symmetric rational matrix associated to this form in the \( \{m_i\} \) basis. Extend this form to \( \mathbb{E}^{n+2} \) by summing on a subspace \( H_2 \), which in the language of quadratic forms is a hyperbolic plane. More precisely, we let \( H_2 \) denote the 2-dimensional form \( 2XY \), with associated symmetric matrix \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) (see [8] Chapter 1). The form \( D \oplus H_2 \) now has signature \((n+1,1)\).

Denoting vectors lying in \( \mathbb{E}^n \) by \( w \) and the last two dimensions by \( v_1 \) and \( v_2 \), it is a simple matter of linear algebra to show that \( v_g = (W_g, \tau_g) \in \mathbb{E}^n \oplus \langle v_1 \rangle \) may be chosen so that each \( \hat{\Phi}(g) \) is an isometry of the form \( D \oplus H_2 \).

The linear algebra suggests that the matrices \( \hat{\Phi}(g) \) may be nonintegral in the last column, since the initial solution vectors \( v_g \) need only be rational. However, conjugating by a matrix of the form

\[
\begin{pmatrix}
I & 0 \\
0 & K
\end{pmatrix}
\]
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we may find a new collection of matrices which are the same save in the last column, and which has \( v_g \) replaced by \( K v_g \). In particular, for suitable \( K \) we may arrange that the conjugated representation is integral.

After this conjugation, the new representation now leaves invariant a different form, but this new form is rationally equivalent to \( D \oplus H_2 \); in particular, it continues to have signature \((n+1,1)\).

**Claim** With this choice, we get a faithful integral representation of the group \( \Gamma \).

**Proof** We need only show that the relations in \( \Gamma \) hold. Faithfulness will follow, because if a product of these matrices is the identity, then it must at least be the identity in the \( n+1 \) representation which is already a faithful representation of \( \Gamma \).

We prove the claim by showing that any isometry, \( \gamma \) say, which is the identity on the upper left \( n+1 \times n+1 \) block is in fact the identity.

Note that by construction, every \( \gamma \in \Gamma \) stabilizes \( v_1 \).

Pick a random \( w \in E^n \). Then \( 0 = \langle w, v_2 \rangle = \langle \gamma w, \gamma v_2 \rangle = \langle w, w' + \xi v_1 + v_2 \rangle = \langle w, w' \rangle \). This holds for all \( w \), so that \( w' = 0 \).

Also \( 0 = \langle v_2, v_2 \rangle = \langle \gamma v_2, \gamma v_2 \rangle = \langle \xi v_1 + v_2, \xi v_1 + v_2 \rangle = 2\xi \) so that \( \xi = 0 \), implying \( \gamma v_2 = v_2 \) as required.

This completes the proof of theorem 1.2.

**Remark** Note that the construction exhibits \( \Gamma \) explicitly as a subgroup of the stabiliser of the lightlike vector \( v_1 \).

**Proof of Theorem 1.1** To complete the proof of Theorem 1.1 we proceed as follows. Let \( q_{n+2} \) be the form constructed above and consider \( O_0(q_{n+2}; \mathbb{Z}) \).

As noted in the Remark above, the construction yields \( \Gamma \) as a subgroup of the stabiliser in \( O_0(q_{n+2}; \mathbb{Z}) \) of the light-like vector \( v_1 \), however the proof provides no control over whether \( \Gamma \) is actually equal to \( \text{Stab}(v_1) \). To achieve this, we show that the subgroup \( \Gamma \) is separable in \( O_0(q_{n+2}; \mathbb{Z}) \) and then the theorem follows by a standard separability argument.

To this end, let \( C \) be the maximal peripheral subgroup of \( O_0(q_{n+2}; \mathbb{Z}) \) fixing \( v_1 \), so that \( \Gamma < C < O_0(q_{k+2}; \mathbb{Z}) \), and \( C \) is a crystallographic group. We recall that by Theorem 2.2, \( C \) contains a translational subgroup \( T^* \) which is free abelian of rank \( n \), and is the maximal abelian subgroup of \( C \).
We begin by observing that our construction of the group \( \Gamma \) began with a translational subgroup which contained translation by 1 in each of the coordinate directions, so that after the two dilation conjugacies which convert rational to integral, we see that for some integer \( p \), the maximal translational subgroup \( T^* \) of \( \text{Stab}(v_1) \leq O_0(q_{n+2}; \mathbb{Z}) \) contains the group \( T_p \) consisting of translations by \( p \) in each of the coordinate directions of the first \( n+1 \) coordinates.

We claim that \( T_p \) is separable in \( O_0(q_{n+2}; \mathbb{Z}) \). The reason is this: Firstly, any element of \( O_0(q_{n+2}; \mathbb{Z}) \) which lies outside \( T^* \) can be separated from \( T_p \) since in fact it can be separated from \( T_p \) by Lemma 2.7.

Secondly, we claim that any element of \( T^* - T_p \) may be separated from \( T_p \). This involves a few cases, which we now sketch.

In the first place, we observe that all the elements of \( \gamma \in T^* \) have the first \( n+1 \) entries of its last row being zero, since \( \langle \gamma(w), v_1 \rangle = \langle w, \gamma^{-1}(v_1) \rangle = \langle w, v_1 \rangle = 0 \).

Moreover, if we look at the upper left \( n \times n \) block of any element of \( T_p \), this is constructed to be the identity matrix and if the element \( \gamma \) we wish to separate does not have this property then we may separate by choosing a random prime \( q \) not dividing some such entry and use the restriction of the homomorphism \( \text{SL}(n+2, \mathbb{Z}) \to \text{SL}(n+2, \mathbb{Z}/q\mathbb{Z}) \) to the integral subgroup \( O_0(q_{n+2}; \mathbb{Z}) \).

It follows that it remains to separate an element \( \gamma \in T^* - T_p \) which is the identity matrix in the first \( n+1 \) columns save for the first \( n \) entries in the \( n+1 \)-st row. It is these entries which contribute to the translational nature of the elements of \( T_p \). However, recall that we have proved that any isometry of \( \langle , \rangle \) which is the identity on the upper left \( n+1 \times n+1 \) block must in fact be the identity matrix. It follows that in the matrix \( \gamma \) these entries cannot all be divisible by \( p \) (else the upper left \( n+1 \times n+1 \) block is identical with that for some matrix of \( T_p \) and we deduce that \( \gamma \in T_p \)) so that we may use the reduction map \( \text{SL}(n+2, \mathbb{Z}) \to \text{SL}(n+2, \mathbb{Z}/p\mathbb{Z}) \) to separate \( \gamma \) in this case.

We note that this argument can actually be used to show a little more, namely that for any integer \( r \), the subgroups \( T_{rp} \) of \( T_p \) are separable in \( O_0(q_{n+2}; \mathbb{Z}) \).

The separability of \( \Gamma \) may now be deduced. For if we let \( T_\Gamma \) be the maximal abelian subgroup of \( \Gamma \), then \( T_\Gamma \cap T_p \) is a subgroup of finite index in \( T_p \) and it follows that there is an integer \( r \) for which \( T_{rp} \leq T_\Gamma \cap T_p \leq \Gamma \). The separability of \( \Gamma \) follows from Lemma 2.6. This completes the proof of theorem 1.1.

**Remark** The number of cusps for the groups \( O_0(q_{n+2}; \mathbb{Z}) \) can be greater than one, even for simple examples. For example, the groups \( O_0(f_n; \mathbb{Z}) \) have 1 cusp for \( 2 \leq n \leq 8 \), but \( O_0(f_9; \mathbb{Z}) \) has 2 cusps. This can be seen from [15] and [16].
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which describes these unit groups as groups generated by reflections in certain ideal simplices in $\mathbb{H}^n$. The number of cusps being easy to read off from the Coxeter diagrams.

4 Example

We finish off by giving an example of the construction as an aid to the proof of Theorem 1.2. We shall take the Hantsche-Wendt manifold, which arises as the 3-fold cyclic branched cover of the figure-eight knot. Its fundamental group is therefore a Bieberbach group in dimension 3. Representing matrices are provided on pp. 6-7 of [4] which in our notation are:

$$\Phi^*(a) = \begin{pmatrix} -1 & 0 & 0 & 1/2 \\ 0 & -1 & 0 & 1/2 \\ 0 & 0 & 1 & 1/2 \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad \Phi^*(b) = \begin{pmatrix} 1 & 0 & 0 & 1/2 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

We conjugate to clear fractions and form the representation $\Phi$ and hence $\hat{\Phi}$. In this case an invariant form for the finite holonomy is $D = x^2 + y^2 + z^2$ and when we solve the equations for the group to be an isometry for the form $D \oplus H_2$ we obtain:

$$\hat{\Phi}(a) = \begin{pmatrix} -1 & 0 & 0 & 0 & 1 \\ 0 & -1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 \\ 1 & 1 & -1 & 1 & -\frac{3}{2} \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad \hat{\Phi}(b) = \begin{pmatrix} 1 & 0 & 0 & 0 & 1 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 1 & -\frac{1}{2} \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}$$

Letting $K = 2$, and conjugating, gives integral matrices,

$$\hat{\Phi}(a) = \begin{pmatrix} -1 & 0 & 0 & 0 & 2 \\ 0 & -1 & 0 & 0 & 2 \\ 0 & 0 & 1 & 0 & 2 \\ 1 & 1 & -1 & 1 & -3 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad \hat{\Phi}(b) = \begin{pmatrix} 1 & 0 & 0 & 0 & 2 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}$$

preserving the rationally equivalent form $x^2 + y^2 + z^2 + 4wt$.

Note that the above form is equivalent over $\mathbb{Q}$ to $f_4 = x^2 + y^2 + z^2 + w^2 - t^2$. In [13] the authors obtain the Hantsche-Wendt manifold as a cusp cross-section of a hyperbolic 4-manifold arising from a torsion-free subgroup in $O_0(f_4; \mathbb{Z})$.
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