Measurements of $K_S^0$, $\Lambda$ and $\bar{\Lambda}$ production in 120 GeV/$c$ p + C interactions

The NA61/SHINE Collaboration

This paper presents multiplicity measurements of $K_S^0$, $\Lambda$, and $\bar{\Lambda}$ produced in 120 GeV/$c$ proton-carbon interactions. The measurements were made using data collected at the NA61/SHINE experiment during two different periods. Decays of these neutral hadrons impact the measured $\pi^+$, $\pi^-$, $p$ and $\bar{p}$ multiplicities in the 120 GeV/$c$ proton-carbon reaction, which are crucial inputs for long-baseline neutrino experiment predictions of neutrino beam flux. The double-differential multiplicities presented here will be used to more precisely measure charged-hadron multiplicities in this reaction, and to re-weight neutral hadron production in neutrino beam Monte Carlo simulations.
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1 Introduction

Measuring charged and neutral hadron production in the 120 GeV/c proton-carbon interaction is crucial for predicting neutrino beam flux in current and future long-baseline neutrino oscillation experiments at Fermilab. This particular reaction is used by the NuMI facility at Fermilab to initiate the neutrino beam for the NO$\nu$A experiment, and was used to produce the neutrino beam for the MINER$\nu$A and MINOS experiments [1]. The future Long-Baseline Neutrino Facility (LBNF), which will provide the neutrino beam for the Deep Underground Neutrino Experiment (DUNE), will likely use the same primary reaction to create its beam [2].

A significant fraction of charged hadrons produced in 120 GeV/c proton-carbon interactions originate from the decays of produced $K_{S}^{0}$, $\Lambda$, and $\bar{\Lambda}$, which will be referred to throughout this manuscript as feed-down decays. In neutrino beam simulations, feed-down decay contribution to charged-hadron production is typically estimated using a Geant4-based simulation. However, the predicted fraction of charged particles produced via feed-down decay varies significantly depending on the Geant4 physics list chosen (see Table 1). The need to rely on simulations to predict feed-down contribution can be eliminated if the $K_{S}^{0}$, $\Lambda$, and $\bar{\Lambda}$ multiplicities are measured directly.

| Hadron Species | FTFP_BERT | QGSP_BERT | FTF_BIC |
|----------------|-----------|-----------|---------|
| $\pi^{+}$      | 3.7%      | 5.4%      | 3.7%    |
| $\pi^{-}$      | 5.3%      | 7.5%      | 5.5%    |
| $p$            | 5.9%      | 8.1%      | 5.0%    |
| $\bar{p}$      | 23%       | 43%       | 23%     |

Table 1: Fractions of charged hadrons produced by decay of $K_{S}^{0}$, $\Lambda$, or $\bar{\Lambda}$ as predicted by three commonly used Geant4 physics lists.

The NA61/SPS Heavy Ion and Neutrino Experiment (NA61/SHINE) is a fixed-target experiment located at the CERN Super Proton Synchrotron (SPS). NA61/SHINE makes dedicated hadron production measurements in reactions relevant to neutrino beam production. Hadron production
measurements made at NA61/SHINE have been successfully used to improve neutrino flux estimates at existing long-baseline neutrino experiments \[3, 4, 5, 6, 7, 8, 9, 10\]. NA61/SHINE has published several papers specifically targeting hadron production in reactions relevant to Fermilab neutrino experiments \[11, 12, 13\].

In 2016 and 2017, NA61/SHINE recorded two data sets measuring hadron production in 120 GeV/c protons on a thin carbon target (3.1% proton-nuclear interaction length, \(\lambda\)). Charged and neutral hadron analyses were performed on the recorded data sets, and the resulting multiplicities and uncertainties were combined where possible. Measurements presented in this publication will be used to reduce the uncertainties associated with weak neutral hadron decays in the charged-hadron analyses.

The measurements reported in this publication are performed using the main decay modes of each neutral hadron species: \(K_S^0 \rightarrow \pi^+ \pi^- (69.2\%), \Lambda \rightarrow p \pi^- (63.9\%)\) and \(\bar{\Lambda} \rightarrow \bar{p} \pi^+ (63.9\%)\)\[14\].

2 Experimental Setup

NA61/SHINE is a large-acceptance hadron spectrometer \[15\]. Its Time Projection Chamber (TPC)-based tracking detectors are capable of reconstructing neutral hadrons that decay within detector acceptance, corresponding to a maximal decay length in the laboratory frame of approximately seven meters.

NA61/SHINE is located on the H2 beamline in Experimental Hall North 1 (EHN1) in CERN’s North Area complex. The SPS provides the North Area with beams of primary 400 GeV/c protons or ions with momenta in the range \([13A - 158A]\) GeV/c. The protons can be directed into a
production target to provide a beam of secondary hadrons in the range of 13 - 350 GeV/c. These secondary beams contain a mixture of hadrons and leptons, and the desired beam particle species must be selected at the event level. Beam particle identification is performed by the Cherenkov Differential Counter with Achromatic Ring Focus (CEDAR) [16] [17], located upstream of the NA61/SHINE spectrometer.

The components of the NA61/SHINE detector are shown in Fig. 1. Eight TPCs act as the main tracking detectors and provide $dE/dx$ measurements for particle identification. The Vertex TPCs (VTPC-1 and VTPC-2) are located inside two superconducting vertex magnets, which provide up to 9 T·m of maximum total bending power and enable track momentum measurement. A Time-of-Flight (ToF) system enables particle identification in selected regions of phase space. The Projectile Spectator Detector (PSD), a forward calorimeter, serves as a centrality detector. Three gaseous strip Beam Position Detectors (BPDs) measure incoming beam track trajectories. The BPDs are placed 29.5 m upstream (BPD1), 8.2 m upstream (BPD2), and 0.7 m upstream (BPD3) of the target. A straight line is fit to the three $(x, y)$ measurements made by the BPDs to represent the beam particle trajectory.

The beam trigger system, constructed from scintillators S1 & S2, veto scintillators V0 & V1 (scintillators with cylindrical holes centered on the beam), and the CEDAR detector, selects beam particles with acceptable trajectories and of the desired particle type. An interaction scintillator S4, placed downstream of the target, detects whether or not a significant angular scatter has occurred in the beam particle trajectory.

Interactions of 120 GeV/c protons and carbon were measured in 2016 and 2017 using a thin carbon target with dimensions 25 mm (W) x 25 mm (H) x 14.8 mm (L) and density $\rho = 1.80 \text{ g/cm}^3$, corresponding to 3.1% $\lambda$. Events were collected with the target removed to study neutral-hadron production outside of the target. The total number of recorded events and the number of events passing event preselection criteria (see Sec. 4) are shown in Tab. 2.

| Data Set   | Target-Inserted Recorded | Target-Inserted Selected | Target-Removed Recorded | Target-Removed Selected |
|------------|--------------------------|--------------------------|-------------------------|-------------------------|
| 2016       | 3.6 M                    | 2.3 M                    | 0.20 M                  | 0.08 M                  |
| 2017       | 1.9 M                    | 1.6 M                    | 0.17 M                  | 0.10 M                  |

Table 2: The number of recorded and selected target-inserted (target-removed) events for the 2016 and 2017 data samples.

The detector configuration was significantly altered in 2017, resulting in different acceptances and measurement capabilities for the two data sets. For the neutral-hadron analyses, the most significant difference is the magnetic field strength, which was reduced by half in 2017 due to the addition of new forward-tracking TPCs [18]. The addition of these TPCs has a significant impact on the charged hadron analysis, which will be presented in a separate publication.

3 Data Reconstruction & Simulation

The recorded data sets were reconstructed using the NA61/SHINE "Legacy" reconstruction chain, which includes a $V^0$ finder and Minuit-based $V^0$ fitter [19]. The performance of this reconstruction
chain has been described in previous publications [13]. A GEANT4-based [20, 21, 22] detector
description is used to simulate the passage of particles through the NA61/SHINE detectors and
evaluate reconstruction efficiency and detector acceptance. The particular physics list used to
calculate acceptance and reconstruction corrections was the FTFP_BERT physics list (GEANT
4.10.7). FTFP_BERT uses the Bertini Cascade model [23] for hadronic interactions below 5 GeV
and the Fritiof model [24] for interactions above 5 GeV. The Monte Carlo correction calculation
procedure will be described in Section 4.

4 Neutral-Hadron Multiplicity Analysis

The neutral-hadron analysis includes reconstructing neutral decay vertices, referred to as $V^0$s,
applying selection criteria to these $V^0$s, fitting invariant mass spectra, and calculating identified
multiplicities. Double-differential multiplicity results are reported as a function of neutral-hadron
production angle $\theta$ and momentum magnitude $p$. Neutral weakly-decaying hadrons included in the
$V^0$ analysis are $K_S^0$ (with $K_S^0 \rightarrow \pi^+ \pi^-$), $\Lambda$ (with $\Lambda \rightarrow p \pi^-$) and $\bar{\Lambda}$ (with $\bar{\Lambda} \rightarrow \bar{p} \pi^+$). Candidate
$V^0$s are identified by pairing all possible combinations of positively-charged and negatively-charged
TPC tracks in an event and selecting pairs with a distance of closest approach of less than 5 cm.
Invariant mass, center-of-mass kinematics, and laboratory kinematics are calculated for such
compatible track pairs.

Event and track selection for the neutral-hadron analyses follow a similar methodology to previous
NA61/SHINE measurements for $\pi^+ + C$ and $\pi^+ + Be$ at 60 GeV/c [11]. Selection criteria used in
this analysis are discussed in the following subsections.

4.1 Event Preselection

Three selection criteria are applied at the event level prior to track selection.

- Beam Divergence Cut (BPD Cut)

To mitigate systematic effects related to large beam divergence, a cut is applied to each measured
beam particle trajectory. Beam tracks with significant angle will miss the S4 scintillator and
cause an interaction trigger, even if no significant interaction occurred. The BPD cut ensures
that the unscattered trajectory of each beam track points to the S4 scintillator.

- Well-Measured Beam Trajectory Cut (BPD Status Cut)

The BPD status is an indicator of how well an incoming beam particle trajectory is measured. Any one of the three BPDs may report an error during the clusterization and fitting process
due to transient noise in the detector or another ionizing particle passing through the detector
simultaneously. The BPD status cut ensures that either all three detectors measured the six
coordinates of a particle’s trajectory and a straight line fit converged, or that two of the detectors
reported satisfactory measurements and a straight line fit converged. BPD3 is required to have a
single well-measured cluster, ensuring that no significant scatter occurred upstream of BPD3.

- Off-Time Beam Particle Cut (WFA Cut)
Figure 2: Selected $V^0$ candidates for $K^0_S$ analysis. Left: 2016 analysis kinematic bin occupancy. Right: 2017 analysis kinematic bin occupancy.

The final event-level cut reduces systematic effects associated with beam intensity. The Waveform Analyzer (WFA) records signals in the trigger scintillators near the triggered event, including those from beam particles not associated with the interaction trigger. These are known as off-time beam particles. The arrival of a subsequent beam particle closely-spaced in time may hit the S4 scintillator and appear to be a non-interaction. In addition, off-time beam particles may interact in the target. If the off-time particle arrives several hundred nanoseconds after the triggering particle, off-time tracks may be reconstructed to the event main vertex. In order to reduce these effects, a WFA cut of 0.8 µs was used.

For spectra analysis, only interaction trigger events are considered. After the described selection cuts, 2.2 M (2016) and 1.6 M (2017) target-inserted and 0.08 M (2016) and 0.1 M (2017) target-removed events were selected (see Tab. 2). Differences in the target-inserted and target-removed ratios between the two years are simply due to different amounts of beam time being devoted to target-removed event collection.

4.2 Selection of $V^0$ Candidate Tracks

Cuts intended to improve sample purity, which are specific to the particular neutral-hadron species being analyzed, are discussed below. These cuts remove $V^0$s that likely did not originate from the neutral particle of interest.

- $V^0$ Topological Cuts

Several cuts are common to the analysis of each neutral-hadron species. Selected $V^0$s must be separated from the primary vertex by at least 3.5 cm, in order to remove fake $V^0$ contributions from the primary interaction. Charged child tracks must have at least 12 total point measurements in the VTPCs (VTPC1 + VTPC2), in order to reliably reconstruct track momenta. The $V^0$ impact parameter, the distance between the extrapolated neutral track position and the event primary vertex at the target plane, must be less than 4 cm in the bending plane and 2 cm in the
non-bending plane. Finally, to reject converted photons, a cut on the transverse momentum of the decay in a co-moving frame with the $V^0$ is imposed: $p_T^+ + p_T^- > 30 \text{ MeV/c}$.

- **Purity Cuts**

The remaining cuts are designed to increase the purity for the particular hadron of interest and are therefore specific to each species. A decay hypothesis is assumed: For $K_S^0$, the positively-charged and negatively-charged tracks are assumed to be $\pi^\pm$, while for $\Lambda$ ($\bar{\Lambda}$) the positively-charged track is assumed to be a $p$ ($\pi^+)$ and the negatively-charged track is assumed to be a $\pi^-$ ($\bar{p}$).

Restrictions are imposed on the angle formed by the child tracks in the decay frame and...
the $V^0$ direction of travel. For $K^0_S$, the allowed angular regions are $\cos \theta^{++} \in [-0.9, 0.7]$ and $\cos \theta^{--} \in [-0.7, 0.9]$, while for $\Lambda$ ($\bar{\Lambda}$) the allowed angular regions are $\cos \theta^{++} \in [-0.7, 0.9]$ and $\cos \theta^{--} \in [-0.9, 0.7]$ ($\cos \theta^{++} \in [-0.9, 0.7]$ and $\cos \theta^{--} \in [-0.7, 0.9]$).

The range of invariant mass $m_{\text{inv}} = \sqrt{m_\pi^2 + m_\pi^2 + 2(E_+E_- - \vec{p}_+ \cdot \vec{p}_-)}$ is restricted for each analysis. For $K^0_S$ the allowed range is $m_{\text{inv}} \in [0.4, 0.65]$ GeV, while for $\Lambda$ & $\bar{\Lambda}$ the allowed range is $m_{\text{inv}} \in [1.09, 1.215]$ GeV. This mass range allows for reasonable background shape fitting around the signal region of interest.

A cut on decay product $dE/dx$ is imposed, significantly reducing $\pi^-$ ($\pi^+$) contamination in the $\Lambda$ ($\bar{\Lambda}$) analysis. This cut is also applied to the $K^0_S$ analysis. In each analysis, the measured $dE/dx$ of each decay product is examined. If one of the decay products $dE/dx$ differs from the expected decay product $dE/dx$ by more than 15%, the $V^0$ is omitted from the analysis.

Finally, a cut on normalized proper lifetime is imposed. The $K^0_S$ lifetime is assigned as $c\tau = 2.68$ cm, while for $\Lambda$ & $\bar{\Lambda}$ $c\tau = 7.89$ cm [14]. The reconstructed lifetime cut is $c\tau > 0.25c\tau_{\text{PDG}}$.

| Data Set | Selected $K^0_S$ Candidates | Selected $\Lambda$ Candidates | Selected $\bar{\Lambda}$ Candidates |
|----------|-----------------------------|--------------------------------|-----------------------------------|
| 2016     | 536 K (22 K)                | 120 K (3.6 K)                  | 45 K (1.3 K)                      |
| 2017     | 430 K (17 K)                | 90 K (3.1 K)                   | 35 K (1.2 K)                      |

Table 3: The number of candidate target-inserted (target-removed) $V^0$s passing selection cuts for the 2016 and 2017 data samples.
4.3 Armenteros–Podolanski Distributions

The impacts of the selection cuts can be examined using Armenteros–Podolanski distributions, which plot transverse momentum $p_T$ as a function of longitudinal momentum asymmetry $\alpha$ in a co-moving frame with the $V^0$ [25]:

$$\alpha = \frac{p_L^+ - p_L^-}{p_L^+ + p_L^-}. \tag{1}$$

Here $p_L^\pm = p^\pm \cos \theta^\pm$, $p_T^\pm = p_T^\pm + p_T^\mp$, and $p_T^\pm = p^\pm \sin \theta^\pm$. $p_L^\pm$ are the positively-charged and negatively-charged child track three-momenta in the neutral hadron’s rest frame. Figure 5 shows the Armenteros–Podolanski distributions before and after applying track selection cuts to the 2016 data set.

4.4 Invariant Mass Distribution Fits

After applying cuts, remaining candidate $V^0$s are collected and sorted into kinematic analysis bins. The number of $V^0$ candidates in each kinematic bin after applying all selection cuts can be seen in Figs. 2–4. In each kinematic bin, an invariant mass spectrum fit is performed in order to extract the number of signal $V^0$s.

A representative invariant mass distribution fit for one kinematic bin from each analysis can be seen in Fig. 6.

The fits were performed by minimizing a continuous likelihood function,

$$\log L = \sum_{V^0 \text{ candidates}} \log F(m_{\text{inv}}; \tilde{\theta}), \tag{2}$$

where $\tilde{\theta}$ are the fit parameters and

$$F(m_{\text{inv}}, \tilde{\theta}) = c_s f_s(m_{\text{inv}}; \tilde{\theta}_s) + (1 - c_s) f_{\text{bg}}(m_{\text{inv}}; \tilde{\theta}_{\text{bg}}). \tag{3}$$

Here $c_s$ is the fraction of $V^0$s considered to be signal $V^0$s. The background function $f_{\text{bg}}(m_{\text{inv}}; \tilde{\theta}_{\text{bg}})$ is a third-order polynomial.

The signal model used is a Lorentzian:

$$f_s(m; m_0, \Gamma) = \frac{1}{\pi \Gamma} \frac{\Gamma^2}{(m - m_0)^2 + \Gamma^2}. \tag{4}$$

Here $m$ and $m_0$ are the invariant mass and offset from the accepted best-fit value, respectively, and $\Gamma$ describes the distribution width. Central invariant masses were allowed to deviate from the known particle masses, to allow for momentum mis-reconstruction in certain regions of phase space.
The signal yield for each kinematic bin is calculated using the signal fraction $c_s$ and the total number of $V^0$s in the bin:

$$y_i^{\text{raw}} = (c_s N_{V^0\text{ candidates}})_i,$$

where $i$ corresponds to the kinematic bin number.

### 4.5 Correction Factors

A bin-dependent Monte Carlo correction factor was calculated in order to estimate the number of true signal $V^0$s from the raw measured yields. This factor corrects for detector acceptance, reconstruction efficiency, S4 efficiency, selection efficiency, feed-down corrections (a correction for neutral hadrons produced via weak decay), and the measured decay channel’s branching ratio. The correction factor is defined as

$$c_i = \frac{N(\text{simulated signal } V^0\text{s})}{N(\text{reconstructed fit signal } V^0\text{s})} = c_{\text{acc.}} \times c_{\text{sel.}} \times c_{\text{rec. eff.}} \times c_{\text{fd}} \times c_{\text{br.}},$$

where $i$ indicates the kinematic bin, $c_{\text{acc.}}$ is the correction associated with acceptance cuts, $c_{\text{sel.}}$ is the correction associated with track quality cuts, $c_{\text{rec. eff.}}$ is the correction associated with reconstruction efficiency, $c_{\text{fd}}$ is the estimated feed-down correction for $\Lambda$ and $\bar{\Lambda}$ originating from weak decays of $\Xi$ and $\Omega$ baryons, and $c_{\text{br.}}$ is the branching fraction correction, as we only measure one decay channel for each neutral hadron species. The correction factors were obtained using the FTFP_BERT physics list.

### 4.6 Neutral-Hadron Multiplicity Measurements

The differential production multiplicity is defined as the average number of particles produced in a given kinematic bin $i$ per unit momentum per unit angle in a production interaction. This can be expressed using the trigger and production cross sections $\sigma_{\text{trig}}$ and $\sigma_{\text{prod}}$, which correspond
to the probability of a beam particle causing a trigger and the probability of a beam particle causing a production interaction, respectively:

\[
\frac{d^2 n_i}{dp d\theta} = \frac{c_i \sigma_{\text{trig}}}{\Delta p \Delta \theta \sigma_{\text{prod}} N_{\text{trig}}} y_i.
\]  

(7)

Here $\Delta p \Delta \theta$ is the size of kinematic bin $i$, $y_i$ is the raw fit yield in the kinematic bin, and $N_{\text{trig}}$ is the total number of accepted events. After applying selection cuts to the target-removed data samples, invariant mass fits in each bin reported a negligible amount of $K^0_S$, $\Lambda$, and $\bar{\Lambda}$. Target-removed subtraction was therefore not performed.

Production multiplicities in selected regions of phase space for $K^0_S$, $\Lambda$, and $\bar{\Lambda}$ are presented in Figs. 7–9. Comparisons of the independent 2016 and 2017 multiplicity measurements show agreement within 1$\sigma$ for the majority of the measurements. A combined measurement, taking into account correlated and uncorrelated systematic uncertainties, will be presented in Section 6.
Figure 9: $\bar{\Lambda}$ multiplicity measurements from 2016 and 2017 data sets for three angular bins. Uncertainties reflect total uncorrelated uncertainty (statistical and uncorrelated systematic) for the independent analyses.

5 Systematic Uncertainties of 2016 and 2017 Analyses

Systematic uncertainties from several effects were considered and their effects were evaluated independently for the 2016 and 2017 analyses. This section will detail sources of uncertainty considered and show the individual contributions to total systematic uncertainty.

A breakdown of the neutral analysis systematic uncertainties can be seen in Figs. 10–12.

Figure 10: Systematic uncertainty breakdown for 2016 and 2017 $K_0^0$ analyses. One representative angular bin is shown.

5.1 Reconstruction

Differences between true detector positions and those used in the Monte Carlo simulation affect final multiplicity measurements. Residual distributions describing track and point measurement mismatch were used to estimate potential detector misalignment. To estimate the reconstruction uncertainty, the detector central positions were displaced by varying amounts and the change in multiplicity was studied. VTPC1 and VTPC2 were simultaneously shifted by $\pm200$ µm in opposite directions in the $x$-dimension, i.e. the central $x$-position of VTPC1 was shifted by $+200$ µm while
the central $x$-position of VTPC2 was shifted by -200 µm, and vice-versa. The magnitudes of these shifts were motivated by the widths of the track residual distributions. Shifts in the $x$-dimension were found to have the most significant impact on momentum and track reconstruction, as $x$ is the bending plane in the magnetic field. The resulting multiplicity differences were added in quadrature to obtain the final reconstruction uncertainty.

5.2 Selection

Upon comparing track characteristics between reconstructed Monte Carlo and recorded data, a discrepancy was found in the average number of clusters per track. The simulated tracks contain 5 - 10 % more clusters than tracks from data. This is likely due to unsimulated faulty front-end electronics channels and periodic detector noise. These two effects often lead to cluster loss, as the cluster structures become difficult to distinguish from background noise. In order to compensate for this effect, the Monte Carlo corrections were re-calculated after artificially reducing the number of clusters on the simulated track by 15% for a conservative estimate. The resulting Monte Carlo corrections were used to re-calculate the multiplicity measurements, and the difference was taken as a systematic uncertainty.

![Figure 11: Systematic uncertainty breakdown for 2016 and 2017 $\Lambda$ analyses. One representative angular bin is shown.](image)

5.3 Physics Model

The Monte Carlo correction factors are calculated using a given GEANT4 physics list. Varying the underlying physics list will lead to different correction factors. The central values for the Monte Carlo corrections were determined using the FTFP_BERT physics list, which appears to be more consistent with NA61/SHINE data than other physics lists. Three other physics lists, FTF_BIC, QGSP_BERT, and QBBC were substituted in independent Monte Carlo samples, and the multiplicities were re-calculated with these correction factors. The difference from the nominal multiplicities was taken as a systematic uncertainty.
5.4 Production Cross-Section Uncertainty

The 120 GeV/c proton-carbon production cross-section measurement was reported with a highly asymmetric systematic uncertainty [25]. The upper and lower uncertainty values were propagated through the multiplicity analysis in order to obtain the associated uncertainty on the multiplicity spectra. The result is a uniform fractional uncertainty on each measurement of (+5.8,-1.8)%. This uncertainty can be significantly reduced in the future when a more precise measurement of the 120 GeV/c proton-carbon quasi-elastic cross-section is made.

5.5 Momentum

Uncertainty on the momentum reconstruction scale was estimated by studying the $K^0_S$ invariant mass spectrum. An aggregate invariant mass sample was created by merging the kinematic analysis bins, and the $K^0_S$ mass was fit for using a Breit-Wigner signal model and a 3rd-order polynomial background model. The fractional difference between the current accepted value for the $K^0_S$ mass [14] and the aggregate fit mass was taken as a momentum uncertainty. The momenta of all tracks were then shifted by this amount and the resulting change in multiplicities was taken as a systematic uncertainty. For the 2016 analysis the measured mass shift was $\Delta m = -0.1$ MeV (-0.02%) and for the 2017 analysis the measured mass shift was $\Delta m = 1.1$ MeV (0.22%). This uncertainty source was significantly smaller than the other systematic uncertainties and thus was not included in the uncertainty evaluation.

5.6 Feed-down

The feed-down uncertainty for the neutral-hadron analysis is based solely on Monte Carlo feed-down estimates. Weak decays of $\Xi$ and $\Omega$ baryons producing $\Lambda$ and $\bar{\Lambda}$ were considered. Production rates of these baryons vary among physics lists up to 50%. In order to estimate the uncertainty associated with these decays, the number of feed-down tracks was varied by $\pm$ 50% and the
feed-down correction factor was re-calculated. The resulting changes in multiplicities are taken as a systematic uncertainty. The resulting uncertainties are (5–10)% for Λ and (5–20)% for Λ.

5.7 \(dE/dx\) Selection

An uncertainty associated with \(dE/dx\) selection of decay products was calculated by relaxing the cut by 5%. The data and Monte Carlo corrections were then re-processed, and the invariant mass fits to the varied data samples were performed in each kinematic bin. The resulting yields were used to calculate new multiplicities, and the changes in multiplicity were taken as a systematic uncertainty.

5.8 Invariant Mass Fit

An uncertainty associated with the invariant mass signal fit was estimated using four Geant4 Monte Carlo physics lists (FTFP_BERT, QGSP_BERT, QBBC, FTF_BIC). Invariant mass fits for each kinematic bin were performed and the number of fit signal tracks was compared to the true number of signal tracks. The fractional differences were averaged to estimate the fit uncertainty, and the average difference was taken as a systematic uncertainty.

6 Combined Multiplicity Measurements

In regions of phase space where detector acceptance overlapped in 2016 and 2017, multiplicity measurements are combined. The measurements must be weighted by the square of the total uncertainty specific to each analysis, referred to here as the uncorrelated uncertainty. This uncertainty includes statistical, reconstruction, selection, momentum, and fit uncertainties. Correlated uncertainty, consisting of feed-down, production cross-section, and physics model uncertainties, applies to both analyses and are not included in measurement weights during combination.

For the combined multiplicity measurement, a simple weighted mean is calculated using the uncorrelated uncertainty, which consists of symmetric uncertainties only:

\[
m_{\text{combined}} = \frac{m_1 + m_2}{\frac{1}{\sigma_1^2} + \frac{1}{\sigma_2^2}},
\]

where \(m_1\) and \(\sigma_1\) are the multiplicity measurement and uncorrelated uncertainty from the 2016 analysis and \(m_2\) and \(\sigma_2\) are the corresponding values from the 2017 analysis.

A reduced \(\chi^2\) value was calculated for each analysis reflecting the compatibility of the 2016 and 2017 multiplicity measurements. The \(\chi^2\) values, numbers of degrees of freedom, and corresponding p-values are presented in Table 4. In general, the measurements agree well, with a reduced \(\chi^2\) near 1. These values were calculated using the differences in each measurement and the measurement covariance matrices representing the systematic uncertainties specific to each analysis. The resulting \(\chi^2\), \(NDF\), and \(p\)-values are quoted in Table 4. The covariance matrices are available at [27].
### Combined Systematic Uncertainties

The total systematic uncertainties on the combined multiplicities reflect both the uncorrelated uncertainties unique to each analysis and the correlated uncertainties that apply to both analyses. Fractional uncorrelated uncertainties are added in quadrature and applied to the combined
Figure 15: Combined multiplicity measurements for $\bar{\Lambda}$ analysis. Error bars denote statistical uncertainty, and total systematic uncertainty is shown as a red band. Results are compared to three GEANT4 physics lists. Two representative angular bins are shown.

Multiplicity value. Fractional correlated uncertainties are treated differently, as they should not simply be added in quadrature. For each correlated uncertainty in each analysis bin, the fractional uncertainties were compared between the 2016 and 2017 analyses. The larger of the two was taken as the total contribution to the total uncertainty. The final values for the uncorrelated uncertainty and each correlated uncertainty were added in quadrature to obtain the total systematic uncertainty.

Uncertainties considered to be uncorrelated between the two analyses are the statistical uncertainty, invariant mass fit uncertainty, decay product $dE/dx$ selection uncertainty, reconstruction uncertainty, and $V^0$ selection uncertainty. These uncertainties are considered uncorrelated due to significant differences in detector configuration for the 2016 and 2017 data sets, which results in different phase space occupancy. Uncertainties considered to be correlated between the two analyses are feed-down uncertainty, production cross-section uncertainty, and physics model uncertainty.

A breakdown of the neutral analysis combined systematic uncertainties can be seen in Figs. 16–18.

Figure 16: Systematic uncertainty breakdown for the combined $K^0_S$ analysis. Two representative angular bins are shown.
Figure 17: Systematic uncertainty breakdown for the combined Λ analysis. Two representative angular bins are shown.

Figure 18: Systematic uncertainty breakdown for the combined ¯Λ analysis. Regions with 0 total uncertainty correspond to bins where no multiplicity measurement was reported.

7 Summary

Measurements of neutral-hadron production in 120 GeV/c proton-carbon interactions were presented. The results are the combination of two complementary data sets recorded with significantly different detector configurations. Agreement in overlapping regions of phase space strengthens the results. Significant discrepancies between the measurements and popular Monte Carlo simulation physics lists were highlighted. In particular, Λ production in the Geant4 QGSP_BERT physics list shows significant discrepancy with these measurements, and ¯Λ production in all Geant4 physics lists show significant discrepancy with measured ¯Λ multiplicities.

Dominant systematic uncertainties in the neutral-hadron analysis originate from invariant mass spectrum fits. These uncertainties could be reduced by increasing the collected number of events, or by reducing the background in the invariant mass spectra. dE/dx decay product selection also incurs a significant systematic uncertainty. This uncertainty could be reduced by improving the quality of dE/dx calibration.

Numerical results of the multiplicity measurements of K_{0}^{0}, Λ and ¯Λ are summarized in CERN EDMS [27] along with statistical, systematic and total uncertainties for each kinematic bin. Covariance matrices for each analysis are included.
The results presented in this publication can be used to improve the accuracy of neutrino beam content estimation in existing and future experiments in which the neutrino beam is created using the 120 GeV/c proton-carbon interaction. In addition, these multiplicity measurements will be used in a forthcoming publication to constrain feed-down contributions to charged-hadron multiplicity measurements, which will result in significant reduction of systematic uncertainties associated with feed-down decays.
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