From Hodge theory for tame functions to Ehrhart theory for polytopes
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Abstract

We study the interplay between Sabbah’s mixed Hodge structure for regular functions and Ehrhart theory for polytopes. To this end, we analyze the properties of the Poincaré polynomial of the Hodge filtration of this mixed Hodge structure. We deduce various combinatorial properties of the Hodge numbers attached to a convenient and nondegenerate Laurent polynomial.

1 Introduction

The aim of these notes is to study the interplay between the Hodge theory for regular functions developed by Sabbah in [23], [24] (the local model is explained in [26]) and the Ehrhart theory for polytopes. The link between Hodge theory and Ehrhart theory is certainly not new and has been considered in other contexts (see for instance [7]), but it is fruitful to emphasize it using the mixed Hodge structure basically inspired by the mixed Hodge structure on the cohomology of the Milnor fiber of an hypersurface singularity introduced by Steenbrink in [31], and more precisely by its description via Varchenko’s asymptotic Hodge structure [332].

On the one hand, given a tame regular function $f$ on a smooth affine complex variety of dimension $n$, it is constructed in [23], [24], using Fourier transform techniques, a (limit) mixed Hodge structure $\text{MHS}_f = (H, F^\bullet, W^\bullet)$ where the (decreasing) Hodge filtration $F^\bullet$ and the (increasing) weight filtration $W^\bullet$ are filtrations on a finite dimensional complex vector space $H$ satisfying some compatibility conditions: this is Sabbah’s mixed Hodge structure. The Hodge filtration has a very concrete description, based on a global version of the Brieskorn lattice, and the weight filtration is a monodromy weight filtration (see Section 2 for details). When $f$ is the mirror partner of a weighted projective space in the sense of [11], explicit computations of these filtrations are carried out in [13].
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We first study the Poincaré polynomial of the Hodge filtration. Let us put \( \theta_p := \dim \text{gr}_{\mathcal{F}}^{n-p} H \) for \( p \in \mathbb{Z} \). Then \( \theta_p = 0 \) if \( p > n \) or \( p < 0 \) and we call the polynomial

\[
\theta(z) := \sum_{p=0}^{n} \theta_p z^p
\]

the \( \theta \)-vector of the function \( f \). Thanks to the definition of the Hodge filtration, the \( \theta \)-vectors can be computed from the spectrum at infinity of \( f \) (the definition is recalled in Section 2) and this allows us to handle significant examples for which this spectrum is already known, in particular convenient and nondegenerate (Laurent) polynomials in the sense of Kouchnirenko [19], see [11], [12], [13] (in this situation, the spectrum at infinity is equal to the spectrum of a Newton filtration defined on the Milnor ring of \( f \)). Since \( \theta(1) = \dim H \neq 0 \), we also have

\[
\frac{\theta(z)}{(1-z)^{n+1}} = \sum_{m \geq 0} L_\psi(m) z^m
\]

where \( L_\psi \) is a polynomial in \( m \) of degree \( n \): we call it the Hodge-Ehrhart polynomial of \( f \).

In the first part of these notes we highlight the following properties of the \( \theta \)-vector and of the Hodge-Ehrhart polynomial of a function \( f \):

- we have a decomposition \( H = \bigoplus_{\alpha \in [0,1]} H_\alpha \) where \( H_\alpha \) denotes a generalized eigenspace of the monodromy of \( f \) at infinity and we can define similarly the \( \theta \)-vectors \( \theta^\alpha(z) \) and the Hodge-Ehrhart polynomials \( L_\psi^\alpha \) for \( \alpha \in [0,1] \) by setting \( \theta^\alpha_p := \dim \text{gr}_{\mathcal{F}}^{n-p} H_\alpha \); if we write \( \theta^\neq_\psi(z) := \sum_{\alpha \in [0,1]} \theta^\alpha(z) \), we get

\[
\theta(z) = \theta^0(z) + \theta^\neq(z)
\]

where \( z^n \theta(z^{-1}) = \theta(z) \) and \( z^{n+1} \theta^\neq(z^{-1}) = \theta(z) \), the two last equalities being a consequence of the symmetries of the Hodge numbers of the mixed Hodge structure \( \text{MHS}_f \) (see Proposition 3.3). If \( H = H_0 \) (resp. \( H_0 = 0 \)) we will say that \( f \) is reflexive (resp. anti-reflexive).

- Using again the symmetries of the Hodge numbers of the mixed Hodge structure \( \text{MHS}_f \), we show the reciprocity law

\[
L_\psi(-m) = (-1)^n L_\psi(m) + (-1)^n (L_\psi^0(m-1) - L_\psi^0(m)) \tag{1}
\]

for \( m \geq 1 \) where \( L_\psi^0 \) denotes a contribution of the unipotent part of the monodromy at infinity of \( f \) (see Theorem 3.9).

- We give informations about the coefficients and the roots of \( L_\psi \), regarded as a polynomial over \( \mathbb{C} \). In particular, if \( f \) is reflexive (resp. anti-reflexive) we get from (1) the equality \( L_\psi(-m) = (-1)^n L_\psi(m-1) \) (resp. \( L_\psi(-m) = (-1)^n L_\psi(m) \)): the roots of the Hodge-Ehrhart polynomial of a reflexive (resp. anti-reflexive) function are symmetrically distributed around the "critical line" \( \Re z = -1/2 \) (resp. \( \Re z = 0 \)). In Section 4 we use Rodriguez-Villegas’ trick [22] in order to test if the non integral roots of the Hodge-Ehrhart polynomials of such functions are indeed on these critical lines (this is the content of Theorem 4.7; note that Hodge-Ehrhart polynomials may have integral roots, see Example 3.10).
• Last, we study the behaviour of the \(\theta\)-vectors under Thom-Sebastiani sums (Sabbah’s mixed Hodge structures behave very well with respect to Thom-Sebastiani type problems): we show that if \(f'\) is reflexive the \(\theta\)-vector \(\theta(z)\) of the Thom-Sebastiani sum \(f' \oplus f''\) satisfies

\[ \theta(z) = \theta'(z)\theta''(z) \tag{2} \]

where \(\theta'(z)\) (resp. \(\theta''(z)\)) denotes the \(\theta\)-vector of \(f'\) (resp. \(f''\)), see Theorem 5.1. This is useful in order to construct reflexive and anti-reflexive functions and functions whose Hodge-Ehrhart polynomials have their roots on the critical lines alluded to above.

On the other hand, a function \(f\) meets the classical Ehrhart theory via its Newton polytope. More precisely, let \(f\) be a convenient and nondegenerate Laurent polynomial (in the sense of Kouchnirenko [19]) defined on \((\mathbb{C}^*)^n\) and assume that its Newton polytope \(P\) is simplicial. We readily get from [10] the equality

\[ \theta(z) = \delta_P(z) \tag{3} \]

where \(\theta(z)\) is the \(\theta\)-vector of \(f\) and \(\delta_P(z)\) is the \(\delta\)-vector of the polytope \(P\) (see Section 6; the setting is different, but since we deal with Hodge numbers formula (3) should be compared with the one obtained in [7] Section 4) for the Hodge numbers of a hypersurface in a torus). It is worth noticing here that the \(\delta\)-vectors are finally closely linked with the spectrum at infinity of \(f\), in other words with Bernstein relations in the Fourier transform of the Gauss-Manin system of \(f\). It also follows from (3) that the Hodge-Ehrhart polynomial of the Laurent polynomial \(f\) is equal to the Ehrhart polynomial of its Newton polytope \(P\). In this framework, the polynomials \(L_\psi^\alpha\) correspond to the weighted Ehrhart polynomials defined by Stapledon in [30] and the reciprocity law (1) corresponds via equality (3) to the classical Ehrhart reciprocity. Note that if (1) is basically Ehrhart reciprocity when \(f\) is a Laurent polynomial, its combinatorial meaning is less clear for other classes of tame functions (for instance polynomial functions).

In this way, we get from Hodge theory and singularity theory other interpretations of some very well-known results in combinatorics: among other examples (discussed in Section 6.2.1), the formula given by Braun in [5] for the Ehrhart series of the free sum of two reflexive polytopes can be seen as a particular case of the Thom-Sebastiani formula (2). Conversely, equality (3) has also several consequences for Sabbah’s mixed Hodge structures. For instance, using Hibi’s Lower Bound Theorem [18], we get the following Lower Bound Theorem for the Hodge numbers: if \(f\) is a convenient and nondegenerate Laurent polynomial defined on \((\mathbb{C}^*)^n\) we have

\[ \dim \text{gr}_{F^i}^{n-1} H \leq \dim \text{gr}_{F^i}^{n-i} H \tag{4} \]

for \(1 \leq i \leq n - 1\) (see Proposition 6.4). Inequality (4) is helpful in order to understand better the distribution of the spectrum at infinity of a tame regular function \(f\): it implies that the number of spectral values contained in \([p - 1, p]\) is greater or equal than the number of spectral values contained in \([0, 1]\) if \(p\) is an integer such that \(1 \leq p \leq n - 1\).

We expect that (4) is true for all tame functions: this is a part of what we call the \(H\)-conjecture (see Conjecture 7.6). Note that the \(\delta\)-vector of a simplicial lattice polytope \(P\) is a \(\theta\)-vector if and only if \(P\) contains the origin as an interior point (see Proposition 7.2): since Hibi’s inequalities \(\delta_1 \leq \delta_i\) for \(i = 1, \ldots n - 1\) for the coefficients of the \(\delta\)-vector hold only for polytopes with interior lattice points, one may suspect that these inequalities have a Hodge theoretic flavor. Of course, other results of this kind are possible since, by (3), any (in)equality involving the \(\delta\)-vector of a polytope
containing the origin as an interior point (this is the convenience assumption) has a counterpart for the Hodge numbers of a Sabbah’s mixed Hodge structure. This is discussed in Section 7.

This paper is organized as follows: in Section 2 we gather the results about Sabbah’s mixed Hodge structures that we will use. We introduce a Hodge-Ehrhart theory for regular tame functions in Section 3. We study the coefficients and the roots of Hodge-Ehrhart polynomials in Section 4. Section 5 is devoted to the study of Thom-Sebastiani sums and we explain in Section 6 how the previous results are related to the classical Ehrhart theory for polytopes. In the last section, we study some linear inequalities among the Hodge numbers of a tame function.

2 Framework: Sabbah’s mixed Hodge structures for regular functions

In this section, we recall Sabbah’s setting [23, 24]. Let \( f \) be a regular function on a smooth affine complex variety \( U \) of dimension \( n \geq 2 \). We will denote by \( G \) the localized Laplace transform of its Gauss-Manin system and by \( G_0 \) its Brieskorn module. By the very definition,

\[
G = \Omega^n(U)[\theta, \theta^{-1}]/(\theta d - df \wedge \Omega^{n-1}(U)[\theta, \theta^{-1}])
\]

and \( G_0 \) is the image of \( \Omega^n(U)[\theta] \) in \( G \). If \( f \) has only isolated singularities, we have

\[
G_0 = \Omega^n(U)[\theta]/(\theta d - df \wedge \Omega^{n-1}(U)[\theta])
\]

and

\[
G_0 / \theta G_0 \cong \Omega^n(U)/d f \wedge \Omega^{n-1}(U),
\]

the latter being a finite dimensional vector space of dimension \( \mu \), the global Milnor number of \( f \). We will say that \( f \) is tame if \( f \) is cohomologically tame in the sense of [24, Section 8], that is if for some compactification of \( f \) no modification of the cohomology of the fibers comes from infinity. If \( f \) is tame, \( G_0 \) is a lattice in \( G \) i.e \( G_0 \) is free over \( \mathbb{C}[\theta] \) (see [24, Corollary 10.2]) and we have \( \mathbb{C}[\theta, \theta^{-1}] \otimes_{\mathbb{C}[\theta]} G_0 = G \). Our favourite class of tame functions is provided by Kouchnirenko’s convenient and nondegenerate (Laurent) polynomials defined in [19]: in this situation, the freeness of \( G_0 \) is shown by elementary means in [12, Section 4].

From now on, and otherwise stated, \( f \) denotes a tame regular function on a smooth affine complex variety of dimension \( n \).

Let \( \tau := \theta^{-1} \). Then \( G \) is a free \( \mathbb{C}[\tau, \tau^{-1}] \)-module, equipped with a derivation \( \partial_\tau \) (induced from the formula \( \partial_\tau[\omega] = [-f \omega] \) if \( \omega \in \Omega^n(U) \) where the brackets denote the class in \( G \)). Let \( V_\bullet G \) be the Kashiwara-Malgrange filtration of \( G \) along \( \tau = 0 \) as in [24, Section 1]. This is an increasing filtration, indexed by \( \mathbb{Q} \), which satisfies the following properties:

- for every \( \alpha \in \mathbb{Q} \), \( V_\alpha G \) is a free \( \mathbb{C}[\tau] \)-module of rank \( \mu \),
- \( \tau V_\alpha G \subset V_{\alpha-1}G \) and \( \partial_\tau V_\alpha G \subset V_{\alpha+1}G \),
- \( \tau \partial_\tau + \alpha \) is nilpotent on \( \text{gr}_\alpha V G \).

If \( f \) is a convenient and nondegenerate (Laurent) polynomial, the filtration \( V_\bullet G \) can be computed with the help of a Newton filtration (suitably normalized), see [12, Lemma 4.11]. We define, for \( \alpha \in \mathbb{Q} \),

\[
H_\alpha := \text{gr}_\alpha V G \text{ and } H := \oplus_{\alpha \in [0,1]} H_\alpha.
\]
We will write \( H = H_{\neq 0} \oplus H_0 \), where \( H_{\neq 0} := \oplus_{\alpha \in [0,1]} H_\alpha \). The \( \mathbb{C} \)-vector space \( H \) (of dimension \( \mu \)) is equipped with a nilpotent endomorphism \( N \) induced by \( -(\tau \partial + \alpha) \) on \( H_\alpha \): we have \( N^n = 0 \) on \( H_\alpha \) if \( \alpha \in [0,1[ \) and \( N^{n+1} = 0 \) on \( H_0 \). The vector space \( H \) can be identified with the relative cohomology \( H^n(U, f^{-1}(t); \mathbb{C}) \) for \( |t| >> 0 \): in this setting, \( H_\alpha \) corresponds to the generalized eigenspace of the monodromy at infinity associated with the eigenvalue \( \exp(2i\pi \alpha) \) and the unipotent part of this monodromy is equal to \( \exp(2i\pi N) \).

We first construct a Hodge filtration on \( H \). Let \( G_\bullet \) be the increasing filtration of \( G \) defined by \( G_p := \theta^{-p}G_0 = \tau^pG_0 \) and \( G_p H_\alpha := G_p \cap V_\alpha G/G_p \cap V_{\alpha'} G \) for \( \alpha \in [0,1[ \) and \( p \in \mathbb{Z} \).

**Definition 2.1** The Hodge filtration on \( H \) is the decreasing filtration \( F^\bullet \), indexed by \( \mathbb{Z} \), defined by \( F^p H_\alpha := G_{n-1-p} H_\alpha \) if \( \alpha \in ]0,1[ \) and \( F^p H_0 := G_{n-p} H_0 \).

The next lemma makes the link between the Hodge filtration and the spectrum at infinity \( \text{Spec}_f(z) \) of \( f \), defined by

\[
\text{Spec}_f(z) := \sum_{\beta \in \mathbb{Q}} \dim_{\mathbb{C}} \text{gr}^V_\beta (G_0/\theta G_0) z^\beta
\]

where \( \text{gr}^V_\beta (G_0/\theta G_0) = V_\beta G_0/(V_{<\beta} G_0 + \theta G_0 \cap V_\beta G_0) \) and \( V_\beta G_0 = G_0 \cap V_\beta G \).

**Lemma 2.2** The multiplication by \( \tau^{-1} \) induces isomorphisms

\[
\tau^{-(n-1-p)} : \text{gr}^F_p H_\alpha \xrightarrow{\cong} \text{gr}^V_{\alpha+n-1-p} (G_0/\theta G_0)
\]

if \( \alpha \in ]0,1[ \) and

\[
\tau^{-(n-p)} : \text{gr}^F_p H_0 \xrightarrow{\cong} \text{gr}^V_{n-p} (G_0/\theta G_0).
\]

**Proof.** The multiplication by \( \tau^{-p} \) induces an isomorphism

\[
\tau^{-p} : V_\alpha G \cap G_p \xrightarrow{\cong} V_{\alpha+p} G \cap G_0
\]

hence an isomorphism from \( \text{gr}^G_\alpha H_\alpha \) onto \( \text{gr}^V_{\alpha+p} (G_0/\theta G_0) \) for \( \alpha \in [0,1[ \) (see also [24, Section 1]). \( \square \)

**Lemma 2.3** We have

1. \( F^\alpha H_\alpha = 0 \) for \( \alpha \in ]0,1[ \) and \( F^{n+1} H_0 = 0 \),
2. \( F^0 H_\alpha = H_\alpha \) for \( \alpha \in [0,1[ \).

**Proof.** By [24], 13.18], we have \( G_k H_\alpha = 0 \) for \( k < 0 \) whence the first point. Since the spectrum at infinity is symmetric about \( n/2 \) (see loc. cit.), we deduce that \( \dim_{\mathbb{C}} \text{gr}^V_\beta (G_0/\theta G_0) = 0 \) if \( \beta / \in ]0,n[ \) and we get the second point using Lemma 2.2. \( \square \)

**Remark 2.4** We have \( \dim \text{gr}^F_\alpha H = \dim \text{gr}^F_0 H_0 = \dim \text{gr}^V_0 (G_0/\theta G_0) \) and the following cases may occur:
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- \( \dim \text{gr}^n_k H = 1 \), this is the case if \( f \) is a convenient and nondegenerate Laurent polynomial defined on \((\mathbb{C}^*)^n\) (see [12, Lemma 4.3]),
- \( \dim \text{gr}^n_k H = 0 \), this is the case if \( f \) is a tame polynomial defined on \( \mathbb{C}^n \) (see [24, Corollary 13.2]),
- \( \dim \text{gr}^n_k H > 1 \), this is the case if \( f : U \to \mathbb{C} \) is defined by \( f(u_0, \ldots, u_n) = u_0 + \ldots + u_n \) where \( U = \{(u_0, \ldots, u_n) \in \mathbb{C}^{n+1}, u_0^{w_0} \ldots u_n^{w_n} = 1\} \) and \((w_0, \ldots, w_n) \in \mathbb{N}^{n+1} \) is such that \( \gcd(w_0, \ldots, w_n) > 1 \), see [20, Section 6.1].

Let us come to the weight filtration. We have on \( H \) a real structure coming from the identification

\[
H \cong H^n(U, f^{-1}(t); \mathbb{C}) = \mathbb{C} \otimes_{\mathbb{R}} H^n(U, f^{-1}(t); \mathbb{R}).
\]

We will write \( H = \mathbb{C} \otimes H^R \) and, if \( E \) is a subspace of \( H \), we will denote by \( \overline{E} \) the conjugate of \( E \) defined by this complexification. Due to the fact that the monodromy at infinity is defined over \( \mathbb{R} \), we have \( \overline{F^\alpha} = H_{1-\alpha} \) if \( \alpha \in [0, 1[ \) and \( \overline{F^0} = H_0 \) and therefore the decomposition \( H^R = H^R_0 \oplus H^R_{\neq 0} \).

Recall that if \( L \) is a nilpotent endomorphism of a vector space \( G \) with \( L^{r+1} = 0 \), the weight filtration of \( L \) centered at \( r \) is the unique increasing filtration \( W_r \) of \( G \)

\[
0 \subset W_0 \subset W_1 \subset \ldots \subset W_{2r} = G
\]
such that

\[
L(W_i) \subset W_{i-2} \quad (6)
\]

and

\[
L^\ell : W_{r+\ell}/W_{r+\ell-1} \cong W_{r-\ell}/W_{r-\ell-1}. \quad (7)
\]

We apply this construction to the nilpotent endomorphism \( 2i\pi N \) of \( H^R \):

**Definition 2.5** The weight filtration \( W_\bullet \) on \( H^R \) is the increasing weight filtration of \( 2i\pi N \) centered at \( n - 1 \) on \( H^R_{\neq 0} \) and centered at \( n \) on \( H^R_0 \).

The Hodge filtration, the weight filtration (transferred on \( H \); we will denote by the same letter the weight filtration and its complexification) and the conjugation are related:

**Theorem 2.6** [24, Theorem 13.1] The triple \( MHS_f := (H, F^\bullet, W_\bullet) \) is a mixed Hodge structure: for \( k \in \mathbb{Z} \), the induced filtration \( F^\bullet \text{gr}^W_k H \) defines a Hodge structure of weight \( k \) on \( \text{gr}^W_k H \).

We will call \( MHS_f \) the Sabbah’s mixed Hodge structure of \( f \). See [13] for a concrete description of this mixed Hodge structure in a particular case.

**Remark 2.7** Following [8], let us consider the subspaces

\[
I^{p,q} := (F^p \cap W_{p+q}) \cap (F^q \cap W_{p+q} + \sum_{j>0} F^{q-j} \cap W_{p+q-j-1}). \quad (8)
\]

By loc. cit., we have the decompositions

\[
W_m H = \oplus_{i+j \leq m} I^{i,j}, \quad F^p H = \oplus_{i \geq p+j} I^{i,j} \quad \text{and} \quad H = \oplus_{p,q} I^{p,q}. \quad (9)
\]

Since \( N(F^p) \subset F^{p-1} \) and \( N(W_q) \subset W_{q-2} \), we get \( N(I^{p,q}) \subset I^{p-1,q-1} \). It follows that \( N \) is strict with respect to \( F^\bullet \) and induces on \( \text{gr}_F H \) a graded morphism \([N]\) of degree \(-1\): we will use these facts below.
The Hodge numbers of the mixed Hodge structure \( MHS_f = (H, F^\bullet, W_\bullet) \) are defined by
\[
h_{p,q} := \dim \text{gr}_{F}^p \text{gr}_{W}^q H.
\] (10)

We will also refer to it as the Hodge numbers of the function \( f \) (if necessary, we will write \( h_{p,q}(f) \) instead of \( h_{p,q} \)). Note that we have \( \dim \text{gr}_{F}^p H = \sum_q h_{p,q} \) and \( \dim \text{gr}_{W}^q H = \sum_q h_{q,m} \). We will write \( h_{p,q} = h_{0,q}^p + h_{p,q}^0 \), where the subscript refers to the decomposition \( H = H_0 \oplus H_\neq 0 \).

**Proposition 2.8** We have

1. \( h_{p,q} = h_{q,p} \),
2. \( h_{p,q}^{0 \neq 0} = h_{n-1-q,n-1-p} \) and \( h_{0,q} = h_{0}^{n-q,n-p} \).
3. \( h_{p,q} = 0 \) if \( p, q \notin [0, n] \).

**Proof.** By Theorem 2.6, we have
\[
\dim \text{gr}_{F}^p \text{gr}_{W}^q H = \dim F^p \text{gr}_{F}^q \text{gr}_{W}^q H = \dim F^p \text{gr}_{F}^q \cap F^q \text{gr}_{W}^q H = \dim \text{gr}_{F}^p \text{gr}_{W}^q H
\]
and this shows the first point. For the second one, we use the isomorphisms
\[
[N]^{p+q-(n-1)} : \text{gr}_{F}^p \text{gr}_{W}^q H_{\neq 0} \xrightarrow{\cong} \text{gr}_{F}^{n-1-q} \text{gr}_{W}^{n-1-p} H_{2(n-1)-(p+q)} H_{\neq 0}
\] (11)
if \( p + q \geq n - 1 \) which follow from the fact that \( N \) is strict with respect to \( F^\bullet \) (see Remark 2.7) and the characteristic property (7) of the weight filtration. Same thing for \( h_{0,q}^{p} \), keeping in mind that \( W_\bullet \) is centered at \( n \) in this case. The last assertion follows from Lemma 2.3 and the previous symmetry properties.

According to the decomposition \( H = \oplus_{\alpha \in [0,1]} H_\alpha \), we define
\[
H_{\alpha}^{p,q} := \text{gr}_{F}^p \text{gr}_{W}^q H_\alpha, \ H_{\alpha}^{p,q} := \oplus_{\alpha \in [0,1]} H_{\alpha}^{p,q} \text{ and } h_{\alpha}^{p,q} := \dim H_{\alpha}^{p,q}
\]
(the filtrations are defined from the beginning on each summand). We will use the following refinement of Proposition 2.8.

**Lemma 2.9** We have \( h_{\alpha}^{p,q} = h_{1-\alpha}^{n-1-p,n-1-q} \) if \( \alpha \in [0,1] \) and \( h_{0}^{p,q} = h_{0}^{n-p,n-q} \).

**Proof.** On the one hand, the isomorphisms
\[
[N]^{p+q-(n-1)} : \text{gr}_{F}^p \text{gr}_{W}^q H_\alpha \xrightarrow{\cong} \text{gr}_{F}^{n-1-q} \text{gr}_{W}^{n-1-p} H_{2(n-1)-(p+q)} H_\alpha \text{ for } \alpha \in [0,1] \text{ and } p + q \geq n - 1
\]
and
\[
[N]^{p+q-n} : \text{gr}_{F}^p \text{gr}_{W}^q H_{0} \xrightarrow{\cong} \text{gr}_{F}^{n-q} \text{gr}_{W}^{n-p} H_0 \text{ for } p + q \geq n
\]
give \( h_{\alpha}^{p,q} = h_{\alpha}^{n-1-q,n-1-p} \) if \( \alpha \in [0,1] \) and \( h_{0}^{p,q} = h_{0}^{n-q,n-p} \). On the other hand, \( H_{\alpha}^{p,q} = H_{1-\alpha}^{q,p} \) if \( \alpha \in [0,1] \) and \( H_{0}^{p,q} = H_{0}^{q,p} \) because \( H_\alpha = H_{1-\alpha} \) if \( \alpha \in [0,1] \) and \( H_0 = H_0 \). Thus \( h_{\alpha}^{p,q} = h_{1-\alpha}^{q,p} \) if \( \alpha \in [0,1] \) and \( h_{0}^{p,q} = h_{0}^{q,p} \). The result follows. \( \square \)
Example 2.10 Let \( f \) be the Laurent polynomial defined on \((\mathbb{C}^*)^5\) by

\[
  f(u_1, \ldots, u_5) = u_1 + u_2 + u_3 + u_4 + u_5 + \frac{1}{u_1^3 u_2^3 u_3^3 u_4^3 u_5^4}.
\]

Then \( \mu = 17 \) and the Hodge diamond of the mixed Hodge structure \( \text{MHS}_f \) is

\[
\begin{array}{ccccccc}
1 & & & & & & \\
1 & 1 & & & & & \\
0 & 1 & 1 & 0 & & & \\
0 & 1 & 1 & 1 & 0 & & \\
0 & 1 & 2 & 1 & 0 & & \\
0 & 0 & 1 & 1 & 0 & 0 & \\
0 & 0 & 1 & 0 & 0 & & \\
0 & 1 & 1 & 0 & & & \\
0 & 1 & 0 & & & & \\
1 & & & & & & \\
\end{array}
\]

where \( h^{0,0} \) is at the top (we use the description of Sabbah’s mixed Hodge structure given in [13] in order to compute the Hodge numbers). Note that the function \( f \) is the mirror partner of the weighted projective space \( \mathbb{P}(1,3,3,3,3,4) \) in the sense of [11].

Remark 2.11 A natural question is to ask when the Hodge numbers satisfy \( h^{p,q} = 0 \) for \( p \neq q \). This is a characteristic property of mixed Hodge structure of Hodge Tate type: see [9], [25] for a discussion in our singularity context.

3 Hodge-Ehrhart theory for tame regular functions

In this section, \( f \) denotes a tame regular function on a smooth affine complex variety of dimension \( n \) and \( \text{MHS}_f = (H, F^\bullet, W_\bullet) \) denotes its Sabbah’s mixed Hodge structure.

3.1 \( \theta \)-vectors

Let us define, for \( p \in \mathbb{Z} \), \( \theta_p^\alpha := \dim gr_F^{n-p} H_\alpha \) if \( \alpha \in [0,1] \) and \( \theta_p := \sum_{\alpha \in [0,1]} \theta_p^\alpha = \dim gr_F^{n-p} H \). It follows from Lemma 2.3 that \( \theta_p = 0 \) for \( p \notin [0,n] \).

Definition 3.1 The \( \theta \)-vector of \( f \) is the polynomial \( \theta(z) := \sum_{p=0}^{n} \theta_p z^p \).

For \( \alpha \in [0,1] \), we will also consider the polynomials \( \theta^\alpha(z) := \sum_{p=0}^{n} \theta_p^\alpha z^p \): by the very definition, we have \( \theta(z) = \sum_{\alpha \in [0,1]} \theta^\alpha(z) \).

Lemma 3.2 We have the following symmetry properties:

1. \( \theta_p^\alpha = \theta_{n-p+1}^{1-\alpha} \) and \( \theta^\alpha(z) = z^{n+1} \theta^{1-\alpha}(z^{-1}) \) if \( \alpha \in ]0,1[ \),

2. \( \theta_p^0 = \theta_{n-p}^0 \) and \( \theta^0(z) = z^n \theta^0(z^{-1}) \).
Proof. Let \( \alpha \in ]0,1[ \). By Proposition 2.8 and Lemma 2.9,

\[
\theta^\alpha_p = \dim \gr^{n-p}_F H_\alpha = \sum_q h^{n-p,q}_\alpha = \sum_q h^{p-1,n-1-q}_1 = \dim \gr^{p-1}_F H_{1-\alpha} = \theta^{1-\alpha}_{n-p+1}.
\]

Therefore,

\[
\theta^\alpha(z) = \sum_{p=1}^n \theta^\alpha_p z^p = \sum_{p=1}^n \theta^{1-\alpha}_{n-p+1} z^p = \sum_{p=1}^n \theta^{1-\alpha} p z^{n-p+1} = z^{n+1} \theta^{1-\alpha}(z^{-1}).
\]

Analogous computations for \( \theta^0_p \) and \( \theta^0(z) \).

\[\Box\]

**Proposition 3.3** We have the unique decomposition into polynomials with nonnegative coefficients

\[
\theta(z) = \theta^0(z) + \theta^{\neq 0}(z)
\]

where \( \theta^0(z) = z^n \theta^0(z^{-1}) \) and \( \theta^{\neq 0}(z) = z^{n+1} \theta^{\neq 0}(z^{-1}) \).

**Proof.** Let us put \( \theta^{\neq 0}(z) := \sum_{\alpha \in ]0,1[} \theta^{\alpha}(z) \): the decomposition (12) follows from the definitions and we get the symmetry properties from Lemma 3.2. The unicity of the decomposition follows from the required symmetry properties. \[\Box\]

**Corollary 3.4** We have \( \theta_{n-p} = \theta_p \) for \( p = 0, \ldots, n \) if and only if \( H = H_0 \).

**Proof.** We have \( \theta_{n-p} = \theta_p \) for \( p = 0, \ldots, n \) if and only if \( z^n \theta(z^{-1}) = \theta(z) \), that is if and only if \( \theta^{\neq 0}(z) = 0 \) by the previous proposition. This happens if and only if \( \theta^{\alpha}(z) = 0 \) for all \( \alpha \in ]0,1[ \), that is if and only if \( H_\alpha = 0 \) for all \( \alpha \in ]0,1[ \).

**Remark 3.5** We have \( \theta^\alpha_p = \dim \gr^{\alpha+p-1}_V (G_0/\theta G_0) \) if \( \alpha \in ]0,1[ \) and \( \theta^0_p = \dim \gr^V_p (G_0/\theta G_0) \) (see Lemma 2.2). Therefore, the \( \theta \)-vector can be computed from the spectrum at infinity of \( f \) defined by (7).

**Example 3.6** Let \( f \) be the Laurent polynomial of Example 2.10. By [13] we have

\[
\Spec_f(z) = 1 + z + z^2 + z^3 + z^4 + z^5 + z^7/4 + z^{10/3} + z^{13/3} + z^{5/2} + z^{5/3} + z^{8/3} + z^{11/3} + z^{13/4}
\]

therefore, by Remark 3.5

\[
\theta^0(z) = 1 + z + z^2 + z^3 + z^4 + z^5, \quad \theta^{\neq 0}(z) = z + 3z^2 + 3z^3 + 3z^4 + z^5
\]

and

\[
\theta(z) = 1 + 2z + 4z^2 + 4z^3 + 4z^4 + 2z^5.
\]

See Section 7.3 for a discussion about the unimodality of the \( \theta \)-vectors.
3.2 Hodge-Ehrhart polynomials

For $\alpha \in [0,1]$, let $L^\alpha_\psi$ be the function defined on the non negative integers by the formula

$$\sum_{m \geq 0} L^\alpha_\psi(m) z^m = \frac{\theta^\alpha_0 + \theta^\alpha_1 z + \ldots + \theta^\alpha_n z^n}{(1 - z)^{n+1}}$$

where the numbers $\theta^\alpha_p$ are defined as in Section 3.1.

**Lemma 3.7** Let $\alpha \in [0,1]$ such that $H_{\alpha} \neq 0$. Then, $L^\alpha_\psi(m)$ is a polynomial in $m$ of degree $n$.

**Proof.** Expanding the right hand term into a binomial series, we get

$$L^\alpha_\psi(m) = \theta^\alpha_0 \left(\frac{m + n}{n}\right) + \theta^\alpha_1 \left(\frac{m + n - 1}{n}\right) + \ldots + \theta^\alpha_n \left(\frac{m + 1}{n}\right) + \theta^\alpha_n \left(\frac{m}{n}\right).$$

Therefore $L^\alpha_\psi(m)$ is a polynomial of degree $n$ in $m$ if $\dim H_{\alpha} = \theta^\alpha_0 + \theta^\alpha_1 + \ldots + \theta^\alpha_n \neq 0$. \qed

**Definition 3.8** The Hodge-Ehrhart polynomial of $f$ is the polynomial $L_\psi := \sum_{\alpha \in [0,1]} L^\alpha_\psi$.

It follows from Lemma 3.7 that $L^\alpha_\psi$ and $L_\psi$ can be extended (as polynomials) to all $\mathbb{C}$. In particular, it is possible to evaluate $L^\alpha_\psi(t)$ and $L_\psi(t)$ for negative integral values of $t$. We have the following "reciprocity laws" for the Hodge-Ehrhart polynomials:

**Theorem 3.9** Let $f$ be a tame regular function on a smooth affine complex variety of dimension $n$. Then, for $m \geq 1$,

1. $L^\alpha_\psi(-m) = (-1)^n L^{1-\alpha}_\psi(m)$ if $\alpha \in ]0,1[,$
2. $L^0_\psi(-m) = (-1)^n L^0_\psi(m - 1),$
3. $L_\psi(-m) = (-1)^n L_\psi(m) + (-1)^n (L^0_\psi(m - 1) - L^0_\psi(m)).$

**Proof.** Let us put $\text{Ehr}_\psi(z) := \sum_{m \geq 0} L_\psi(m) z^m$ and $\text{Ehr}^\alpha_\psi(z) := \sum_{m \geq 0} L^\alpha_\psi(m) z^m$ for $\alpha \in [0,1[$. Let $\alpha \in ]0,1[$: since $\theta^\alpha_0 = 0$ by Lemma 3.2 we have

$$\text{Ehr}^\alpha_\psi(z) = \frac{\theta^\alpha_1 z + \ldots + \theta^\alpha_n z^n}{(1 - z)^{n+1}}$$

and we get

$$\text{Ehr}^\alpha_\psi(z^{-1}) = (-1)^{n+1} \text{Ehr}^{1-\alpha}_\psi(z)$$

using the symmetry property $\theta^\alpha_p = \theta^{1-\alpha}_{n-p+1}$ given by Lemma 3.2. By Popoviciu’s theorem (see [28, Theorem 4.6]), we also have

$$\sum_{m \leq -1} L^\alpha_\psi(m) z^m = - \sum_{m \geq 0} L^\alpha_\psi(m) z^m = - \text{Ehr}^\alpha_\psi(z).$$
thus $\text{Ehr}_\psi^\alpha(z^{-1}) = -\sum_{m \geq 1} L^\alpha_\psi(-m)z^m$. Putting these observations together, we get

$$\sum_{m \geq 1} L^\alpha_\psi(-m)z^m = (-1)^n \sum_{m \geq 1} L^{1-\alpha}_\psi(m)z^m$$

and the first assertion follows. Analogous computations for $L^0_\psi$, taking now into account the symmetry property $\theta^0_p = \theta^0_{n-p}$ which shows that $\text{Ehr}_\psi^0(z^{-1}) = (-1)^{n+1}z\text{Ehr}_\psi^0(z)$. Last we get, using the two previous results,

$$L_\psi(-m) = \sum_{0 \leq \alpha < 1} L^\alpha_\psi(-m) = (-1)^n \sum_{0 < \alpha < 1} L^\alpha_\psi(m) + (-1)^n L^0_\psi(m - 1)$$

for $m \geq 1$. This shows the last assertion. \[\square\]

**Example 3.10** Let $f$ be the polynomial on $\mathbb{C}^2$ defined by $f(u_1, u_2) = u_1^2 + u_2^3 + u_1^7 u_2^2$. Then $\mu = 5$, $\text{Spec}_f(z) = z^{1/2} + 3z + z^{3/2}$ and $H = H_0 \oplus H_{1/2}$. We get, using Remark 3.5,

$$\theta^0_0 = 0, \quad \theta^0_1 = 3, \quad \theta^0_2 = 0, \quad \theta^{1/2}_0 = 0 \text{ and } \theta^{1/2}_1 = \theta^{1/2}_2 = 1.$$ 

Therefore,

$$L^0_\psi(m) = \frac{3}{2}(m^2 + m), \quad L^{1/2}_\psi(m) = m^2 \text{ and } L_\psi(m) = \frac{5}{2}m^2 + \frac{3}{2}m.$$ 

Note that $L^{1/2}_\psi(-m) = L^{1/2}_\psi(m)$ and $L^0_\psi(-m) = L^0_\psi(m - 1)$, and this agrees with Theorem 3.9.

### 3.3 Reflexive and anti-reflexive functions

Theorem 3.9 shows that the vector space $H_0$ plays a special role in the study of Hodge-Ehrhart polynomials. This motivates the following definition (see Remark 6.3 for a justification of the terminology):

**Definition 3.11** We will say that $f$ is reflexive if $H = H_0$ and that $f$ is anti-reflexive if $H_0 = 0$.

Recall the spectrum at infinity $\text{Spec}_f(z)$ of the function $f$ defined by (5). We will use the following characterization of reflexive functions:

**Proposition 3.12** The following are equivalent:

1. $\text{Spec}_f(z)$ is a polynomial,
2. $\text{Spec}_f(z) = \theta(z)$,
3. $H = H_0$,
4. $L_\psi(m) = L^0_\psi(m)$ for $m \geq 1$,
5. \( L_\psi(-m) = (-1)^m L_\psi(m - 1) \) for \( m \geq 1 \),

6. \( \theta_p = \theta_{n-p} \) for \( p = 0, \ldots, n \).

**Proof.** The equivalence between 1 and 3 follows from Lemma 2.2. The equivalence between 2 and 3 follows from Remark 3.5. The equivalence between 3 and 4 follows from the proof of Lemma 3.7 and the equivalence between 4 and 5 follows from Theorem 3.9. Last the equivalence between 3 and 6 is precisely Corollary 3.4.

Anti-reflexive functions are characterized similarly: in particular, by Proposition 3.3, \( f \) is anti-reflexive if and only if \( z^{n+1} \theta(z^{-1}) = \theta(z) \).

## 4 Coefficients and roots of Hodge-Ehrhart polynomials

In this section, \( f \) denotes a tame regular function on a smooth affine complex variety of dimension \( n \). Recall the polynomials

\[
L_\psi(X) = \theta_0^\alpha \left( \frac{X+n}{n} \right) + \theta_1^\alpha \left( \frac{X+n-1}{n} \right) + \cdots + \theta_{n-1}^\alpha \left( \frac{X+1}{n} \right) + \theta_n^\alpha \left( \frac{X}{n} \right),
\]

where

\[
\left( \frac{X+i}{n} \right) = \frac{1}{n!} (X+i)(X+i-1) \cdots (X+i-n+1),
\]

defined in Section 3.2. We will write

\[
L_\psi(X) = c_n^\alpha X^n + c_{n-1}^\alpha X^{n-1} + \cdots + c_1^\alpha X + c_0^\alpha
\]

and

\[
L_\psi(X) = \sum_{\alpha \in [0,1]} L^\alpha_\psi(X) = c_n X^n + c_{n-1} X^{n-1} + \cdots + c_1 X + c_0.
\]

We study here the coefficients and roots of these polynomials (as polynomials over \( \mathbb{C} \)). A first consequence of the reciprocity law is that about a half of these coefficients depend only on \( H_0 \):

**Proposition 4.1** The coefficients of the polynomial \( L_\psi \) satisfy the following properties:

1. \( n! c_n = \mu \) where \( \mu \) is the global Milnor of \( f \),

2. \( c_{n-j} = c_{n-j}^0 \) if \( j \) is odd,

3. \( (1 - (-1)^j) c_{n-j} = \sum_{\ell=0}^{j-1} (-1)^{\ell+j+1} (n-\ell) c_n^0 \) for \( j = 1, \ldots, n \),

4. \( c_0 = c_0^0 = \theta_0^0 \),

5. \( n! c_{n-1} = \frac{n}{2} \dim H_0 \).
Proof. We have \( n!c_n = \theta_0 + \ldots + \theta_n = \dim H = \mu \). By Theorem 3.9 we have

\[
L_\psi(X) - (-1)^n L_\psi(-X) = L_\psi^0(X) - (-1)^n L_\psi^0(-X)
\]

and

\[
L_\psi(X) - (-1)^n L_\psi(-X) = L_\psi^0(X) - L_\psi^0(X - 1)
\]

The first equality gives 2 and the second one gives 3. We have \( c_0 = \theta_0 = \theta_0^0 = 0 \) because \( \theta_0^\alpha = 0 \) if \( \alpha \in [0, 1] \) by Lemma 3.2 whence 4. For 5, note that

\[
c_{n-1} = \frac{n}{2} c_n = \frac{n}{2} \left( \frac{\theta_0 + \ldots + \theta_n}{n!} \right) = \frac{n}{2} \frac{\dim H_0}{n!}
\]

where the first equality follows from 3.

Corollary 4.2 Let \( z_1, \ldots, z_n \) be the roots of \( L_\psi \). Then,

\[
\sum_{i=1}^{n} z_i = -\frac{n}{2} \frac{\dim H_0}{\mu} \quad \text{and} \quad \prod_{i=1}^{n} z_i = (-1)^n n! \frac{\theta_0}{\mu}.
\]

Proof. Use Proposition 4.1 in order to get the values of \( c_{n-1}/c_n \) and \( c_0/c_n \).

The next result shows that Hodge-Ehrhart polynomials may have integral roots: we will call these integral roots trivial roots:

Lemma 4.3 Assume that \( \theta(z) = z^\ell U(z) \) where \( U(0) \neq 0 \) and \( \ell \geq 1 \). Then,

\[
L_\psi(X) = (X + 1 - \ell)(X + 2 - \ell) \ldots (X + \ell - 1)v(X)
\]

where \( v(\ell) \neq 0 \).

Proof. By assumption, \( \theta_0 = \ldots = \theta_{\ell-1} = 0 \) and \( \theta_\ell \neq 0 \) therefore \( L_\psi(0) = \ldots = L_\psi(\ell - 1) = 0 \) and \( L_\psi(\ell) \neq 0 \). The same results hold also for \( L_\psi^0 \) and we get \( L_\psi(-i) = 0 \) for \( i = 1, \ldots, \ell - 1 \) using Theorem 3.9.

If \( f \) is reflexive (resp. anti-reflexive) we have

\[
L_\psi(-X) = (-1)^n L_\psi(X - 1) \quad (\text{resp. } L_\psi(-X) = (-1)^n L_\psi(X))
\]

by Proposition 3.12 hence the roots of \( L_\psi \) are symmetrically distributed with respect to the “critical line” \( \text{Re } z = -\frac{1}{2} \) (resp. \( \text{Re } z = 0 \)). It is natural to look more precisely for functions whose Hodge-Ehrhart polynomial have their roots on the lines \( \text{Re } z = -1/2 \) or \( \text{Re } z = 0 \). The following terminology is suggested by [14]:

Definition 4.4 We will say that \( L_\psi \) satisfies (CL) (resp. (CL*)) if its roots (resp. its non-trivial roots) are on the line \( \text{Re } z = -\frac{1}{2} \) and that \( L_\psi \) satisfies (ACL) (resp. (ACL*)) if its roots (resp. non-trivial roots) are on the line \( \text{Re } z = 0 \).
**Proposition 4.5** Assume that \( L_\psi \) satisfies (CL) (resp. (ACL)). Then \( f \) is reflexive (resp. anti-reflexive).

**Proof.** If \( L_\psi \) satisfies (CL), the sum of its roots is equal to \(-\frac{n}{2}\) and we get \( \dim H_0 = \mu \), hence \( H_0 = H \), from Corollary 4.2. The remaining assertion is shown similarly. \( \square \)

In order to precise Lemma 4.3 and the converse of Proposition 4.5, we will use the following result which is due (up to a harmless shift) to Rodriguez-Villegas [22]:

**Lemma 4.6** Assume that \( \theta(z) = z^k U(z) \) where \( U \in \mathbb{Z}[X] \) is a polynomial of degree \( r > 0 \) whose roots are on the unit circle. Then,

\[
L_\psi(X) = (X + 1 - k)(X + 2 - k) \cdots (X + n - r - k)v(X)
\]

where \( v \) is a polynomial of degree \( r \) whose roots are on the line \( \Re z = -\frac{n+1-r}{2} + k \) if \( r \leq n-1 \) and \( L_\psi \) is a polynomial of degree \( n \) whose roots are on the line \( \Re z = -\frac{1}{2} \) if \( r = n \).

**Proof.** First, notice that \( \theta(1) = U(1) \neq 0 \). Let us write

\[
\frac{U(z)}{(1-z)^{n+1}} = \sum_{m \geq 0} L^1_\psi(m) z^m.
\]

Then, by [22, p. 2251], we have

\[
L^1_\psi(X) = (X + 1)(X + 2) \cdots (X + n - r)v^1(X)
\]

where the roots of the polynomial \( v^1 \) are on the line \( \Re z = -(n+1-r)/2 \) (the product of linear factors before \( v^1 \) is equal to 1 if \( n = r \)). Thus,

\[
\frac{z^k U(z)}{(1-z)^{n+1}} = \sum_{m \geq k} L_\psi(m) z^m
\]

where \( L_\psi(X) = L^1_\psi(X - k) \) and the result follows. \( \square \)

**Theorem 4.7** Assume that \( \theta(z) = z^k U(z) \) where \( U \in \mathbb{Z}[X] \) is a polynomial of degree \( r > 0 \) whose roots are on the unit circle.

1. If \( k = 0 \), the roots of \( L_\psi \) are on the line \( \Re z = -1/2 \): \( L_\psi \) satisfies (CL).

2. If \( k \geq 1 \) and \( f \) is reflexive we have

\[
L_\psi(X) = (X + 1 - k)(X + 2 - k) \cdots (X + k)v(X)
\]

where \( v \) is a polynomial of degree \( n - 2k \) whose roots are on the line \( \Re z = -\frac{1}{2} \): \( L_\psi \) satisfies (CL*).
3. If $k \geq 1$ and $f$ is anti-reflexive we have

$$L_\psi(X) = (X + 1 - k)(X + 2 - k) \ldots (X + k - 1)v(X)$$

where $v$ is a polynomial of degree $n - 2k + 1$ whose roots are on the line $\text{Re} \ z = 0$: $L_\psi$ satisfies (ACL").

**Proof.** For 1, note first that, by assumption, $\theta_0 \neq 0$. By Hodge symmetry, $\theta_n = \theta^0_n + \theta^{\neq 0}_n = \theta^0_n + \theta^{\neq 0}_n = \theta_0 + \theta^{\neq 0}_n \geq 1$ thus $\theta$ is a polynomial of degree $n$. Then, we apply Lemma 4.6 with $r = n$ and $k = 0$ in order to get the assertion about the roots of $L_\psi$. Assume that $f$ is reflexive. By Proposition 3.12 we have $\theta(z) = z^n\theta(z^{-1})$, therefore $z^{n-2k}U(z^{-1}) = U(z)$. Due to the assumption on the roots of $U$, we have also $z^rU(z^{-1}) = U(z)$. We conclude that $r = n - 2k$ and we apply Lemma 4.6 in order to get 2. In the same way, if $f$ is anti-reflexive we have $z^{n+1}\theta(z^{-1}) = \theta(z)$ therefore $r = n - 2k + 1$, and 3 also follows from Lemma 4.6.

**Example 4.8** The following examples illustrate the three cases of Theorem 4.7.

1. Let $f$ be the Laurent polynomial on $(\mathbb{C}^*)^6$ defined by

$$f(u_1, u_2, u_3, u_4, u_5, u_6) = u_1 + u_2 + u_3 + u_4 + u_5 + u_6 + \frac{1}{u_1u_2u_3u_4u_5u_6}.$$  

Then $f$ is reflexive (by [13] we have $\text{Spec}_1(f) = 1 + z + 2z^2 + z^3 + 2z^4 + z^5 + z^6$) and $\theta(z) = \text{Spec}_1(f)(z) = (1 + z + z^2)(1 + z^2 + z^3)$. It follows from Theorem 4.7 that $L_\psi$ satisfies (CL).

2. Let $n \geq 3$ and let $f$ be the polynomial on $\mathbb{C}^n$ defined by

$$f(u_1, \ldots, u_n) = u_1 + \ldots + u_n + u_1 \ldots u_n.$$  

Then $f$ is reflexive (we have $\text{Spec}_1(f)(z) = z + z^2 + \ldots + z^{n-1}$) and $\theta(z) = z + z^2 + \ldots + z^{n-1}$. It follows from Theorem 4.7 that $L_\psi(X) = X(X + 1)v(X)$ where $v$ is a polynomial of degree $n - 2$ whose roots are on the line $\text{Re} \ z = -1/2$: $L_\psi$ satisfies (CL").

3. Let $f$ be the polynomial on $\mathbb{C}^2$ defined by $f(u_1, u_2) = u_1^2 + u_2^3$. Then $f$ is anti-reflexive (since $\text{Spec}_1(f)(z) = z^{5/6} + z^{7/6}$) and $\theta(z) = z + z^2$. Theorem 4.7 asserts that $L_\psi(X) = Xv(X)$ where $v$ is a polynomial of degree 1 whose roots are on the line $\text{Re} \ z = 0$: $L_\psi$ satisfies (ACL").

Of course, the polynomial $L_\psi$ can be explicitly computed in the previous examples: for the first one, we check that $L_\psi(X) = \frac{1}{66}(9X^6 + 27X^5 + 405X^4 + 765X^3 + 2106X^2 + 1728X + 720)$ etc...

**Remark 4.9** One may wonder how common is the assumption of Theorem 4.7. For instance, the roots of the $\theta$-vector of a Laurent polynomial whose Newton polytope is a reduced (in the sense of [2]) and reflexive three dimensional simplex are on the unit circle if and only if $\mu$ is equal to 4, 6 or 8, that is in 4 out of 14 cases, see the list in loc. cit. Nevertheless, we will see in the next section that their Thom-Sebastiani sums will provide an infinite number of functions satisfying the assumption of Theorem 4.7.
Remark 4.10 Of course, the assumption of Theorem 4.7 is not necessary in order to get Hodge-Ehrhart polynomials satisfying (CL). For instance, let $f(u_1, u_2) = u_1 + u_2 + 1/(u_1^2 u_2^2)$: the roots of its $\theta$-vector $\theta(z) = 1 + 4z + z^2$ are not on the unit circle but its Hodge-Ehrhart polynomial satisfies (CL).

Remark 4.11 Assume that $\theta_0 = 1$ and that the roots of $\theta$ are on the unit circle. Then, the roots of $\theta$ are roots of unity. This contains Stanley’s description of Hilbert-Poincaré series of finitely generated graded algebras which are complete intersections [28, Corollary 3.4].

5 Thom-Sebastiani and Hodge-Ehrhart polynomials

Let $f': U \to \mathbb{C}$ and $f'': V \to \mathbb{C}$ be two regular functions. We define their Thom-Sebastiani sum

$$f := f' \oplus f'': U \times V \to \mathbb{C}$$

by

$$f'(u, v) + f''(v).$$

By [21], $f$ is tame if $f'$ and $f''$ are tame. We will denote by $\theta(z)$ (resp. $\theta'(z)$, $\theta''(z)$) the $\theta$-vector of $f$ (resp. $f'$, $f''$) and we will put $n_1 = \dim U$, $n_2 = \dim V$ and $n = n_1 + n_2$.

The following result shows that Thom-Sebastiani sums are useful in order to construct reflexive functions, anti-reflexive functions and functions satisfying the assumption of Theorem 4.7.

**Theorem 5.1** Assume that the function $f'$ is reflexive. Then

$$\theta(z) = \theta'(z)\theta''(z)$$

(14)

and the decomposition (12) is given by

$$\theta^0(z) = \theta'(z)(\theta'')(\theta^0(z))$$

(15)

and

$$\theta^{\#0}(z) = \theta'(z)(\theta''(\theta^0(z))).$$

(16)

In particular, $f$ is reflexive (resp. anti-reflexive) if and only if $f''$ is reflexive (resp. anti-reflexive).

**Proof.** For the first assertion, note that

$$\theta_i = \sum_{i - 1 < \beta \leq i} \nu_\beta = \sum_{i - 1 < \beta' + \beta'' \leq i} \nu_{\beta'}\nu_{\beta''} = \sum_{\beta'} \nu_{\beta'} \sum_{i - 1 < \beta'' \leq i - \beta'} \nu_{\beta''} = \sum_{\beta'} \theta'_{\beta'}\theta''_{i - \beta'}$$

where $\nu_\beta := \dim \text{gr}_\beta^V(G_0/\theta G_0)$ (resp. $\nu_{\beta'}$, $\nu_{\beta''}$) denotes the multiplicity of $\beta$ (resp. $\beta'$, $\beta''$) in the spectrum at infinity of $f$ (resp. $f'$, $f''$): the first equality follows from Remark 3.3 the second one from [24 Proposition 3.7] and the last one from the fact that $f'$ is reflexive (by Proposition 3.12 $\beta'$ is a nonnegative integer and we have $\nu_{\beta'} = \theta'_{\beta'}$; note that formula (14) is visibly false without the reflexive assumption on $f'$). Therefore,

$$\theta(z) = \theta'(z)\theta''(z) = \theta'(z)(\theta'')(\theta^0(z)) + \theta'(z)(\theta'')^{\#0}(z)$$
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where \( \theta''(z) = (\theta'')^0(z) + (\theta'')^0(z) \) is the decomposition given by Proposition 3.12. Because \( f' \) is reflexive, we get from Proposition 3.12

\[
z^n \theta'(z^{-1})(\theta'')^0(z^{-1}) = z^{n_1} \theta'(z^{-1})z^{n_2}(\theta'')^0(z^{-1}) = \theta'(z)(\theta'')^0(z)
\]

and

\[
z^{n+1} \theta'(z^{-1})(\theta'')^0(z^{-1}) = z^{n_1} \theta'(z^{-1})z^{n_2+1}(\theta'')^0(z^{-1}) = \theta'(z)(\theta'')^0(z).
\]

Thus, (15) and (16) follow from the unicity of the decomposition (12).

**Example 5.2** In the following examples, we use Theorem 5.1 in order to construct functions satisfying the assumption of Theorem 4.7.

1. Let

\[
f'(u_1, \ldots, u_{n_1}) = u_1 + \ldots + u_{n_1} + \frac{1}{u_1 \ldots u_{n_1}}
\]

and

\[
f''(v_1, \ldots, v_{n_2}) = v_1 + \ldots + v_{n_2} + \frac{1}{v_1 \ldots v_{n_2}},
\]

defined respectively on \((\mathbb{C}^*)^{n_1}\) and \((\mathbb{C}^*)^{n_2}\). Then the \( \theta \)-vector of the Thom-Sebastiani sum \( f = f' \oplus f'' \) is

\[
\theta(z) = \theta'(z)\theta''(z) = (1 + z + \ldots + z^{n_1})(1 + z + \ldots + z^{n_2})
\]

since, again by (13) and Proposition 3.12, \( \text{Spec}_{f'}(z) = 1 + z + \ldots + z^{n_1} = \theta'(z) \) and \( \text{Spec}_{f''}(z) = 1 + z + \ldots + z^{n_2} = \theta''(z) \) (\( f' \) and \( f'' \) are reflexive). It follows from Theorem 4.7 that the roots of the Hodge-Ehrhart polynomial of \( f \) are on the line \( \text{Re } z = -1/2 \).

2. Let \( f'(u_1, u_2) = u_1 + u_2 + \frac{1}{u_1 u_2^2} \) and \( f''(v_1, v_2) = v_1^2 + v_2^3 \), defined respectively on \((\mathbb{C}^*)^2\) and \( \mathbb{C}^2 \). The function \( f' \) is reflexive and the function \( f'' \) is anti-reflexive. Thus \( f = f' \oplus f'' \) is anti-reflexive and its \( \theta \)-vector is

\[
\theta(z) = \theta'(z)\theta''(z) = (1 + 2z + z^2)(z + z^2) = z(1 + z)^3.
\]

It follows from Theorem 4.7 that the Hodge-Ehrhart polynomial of \( f \) is \( L_f(X) = Xv(X) \) where \( v \) is a polynomial of degree 3 whose roots are on the line \( \text{Re } z = 0 \).

**Remark 5.3** Let \( f = f' \oplus f'' \) and assume that \( f' \) is reflexive. Then,

\[
h^{p,q}(f) = \sum_{i,j} h_{i,j}^{p}(f')h_{p-i,q-j}(f'')
\]

where \( h^{p,q}(g) \) denotes the Hodge numbers of the function \( g \). More precisely, we have

\[
h^{p,q}_0(f) = \sum_{i,j} h_{i,j}^{p}(f')h_{0,q-j}^{p-i}(f'') \quad \text{and} \quad h^{p,q}_{\neq 0}(f) = \sum_{i,j} h_{i,j}^{p}(f')h_{p-i,q-j}^{p}(f'')
\]

where the subscripts refer to the decomposition \( H = H_0 \oplus H_{\neq 0} \) (this is an adaptation of (26, Proposition 8.12)). This could be used in order to construct regular functions with prescribed Hodge numbers.
6 Sabbah’s mixed Hodge structures and Ehrhart theory

We show in this section that the Hodge-Ehrhart theory developed in Section 3 is related to the classical Ehrhart theory for polytopes when $f$ is a Laurent polynomial.

6.1 Hodge and Ehrhart via Newton polytopes

Recall that if $P$ is a lattice polytope in $\mathbb{R}^n$ (in what follows we will consider only full dimensional lattice polytopes), the function defined by $L_P(\ell) := \text{Card}((\ell P) \cap N)$ for nonnegative integers $\ell$ is a polynomial in $\ell$ of degree $n$ and that we have

$$\text{Ehr}_P(z) := 1 + \sum_{m \geq 1} L_P(m) z^m = \frac{\delta_0 + \delta_1 z + \ldots + \delta_n z^n}{(1 - z)^{n+1}}$$

where the $\delta_j$’s are nonnegative integers. The polynomial $L_P$ is called the Ehrhart polynomial of $P$, $\delta_P(z) = \delta_0 + \delta_1 z + \ldots + \delta_n z^n$ is called the $\delta$-vector of $P$ and the function $\text{Ehr}_P$ is called the Ehrhart series of $P$ (see for instance [1]).

**Theorem 6.1** Let $f$ be a convenient and nondegenerate Laurent polynomial on $(\mathbb{C}^*)^n$ (in the sense of Kouchnirenko [19]) and let $P$ be its Newton polytope. Assume that $P$ is simplicial. Then, $\theta(z) = \delta_P(z)$

where $\theta(z)$ is the $\theta$-vector of $f$ and $\delta_P(z)$ is the $\delta$-vector of $P$.

**Proof.** Let $\text{MHS}_f = (H, F^\bullet, W^\bullet)$ be the Sabbah’s mixed Hodge structure of $f$. We have to show that $\dim \text{gr}^p H = \delta_{n-p}$ for $p = 0, \ldots, n$. Let $\alpha \in ]0,1[$. By [12, Remark 4.8] and because $f$ is convenient and nondegenerate, the Brieskorn module $G_0$ is a lattice in $G$ and

$$\dim \text{gr}^p H_\alpha = \dim \text{gr}^V_{\alpha+n-1-p} G_0/\theta G_0 = \dim \text{gr}^N_{\alpha+n-1-p} G_0/\theta G_0$$

where the first equality follows from Lemma 2.2 and the second one follows from the identification between the $V$-filtration and the Newton filtration $N$ given by [12, Theorem 4.5]. In the same way,

$$\dim \text{gr}^p H_0 = \dim \text{gr}^V_{n-p} G_0/\theta G_0 = \dim \text{gr}^N_{n-p} G_0/\theta G_0.$$

Because $n - 1 - p < \alpha + n - 1 - p < n - p$ if $\alpha \in ]0,1[$, the result now follows from [10, Corollary 4.3].

It should be emphasized that under the assumptions of Theorem 6.1 the Newton polytope $P$ contains the origin as an interior point (this is the convenience assumption).

**Corollary 6.2** Let $f$ be a convenient and nondegenerate Laurent polynomial and assume that its Newton polytope $P$ is simplicial. Then, the Hodge-Ehrhart polynomial $L_\psi$ of the function $f$ is equal to the Ehrhart polynomial $L_P$ of the polytope $P$.

**Remark 6.3** The equivalent conditions of Proposition 3.12 hold for $f$ if and only if its Newton polytope $P$ is a reflexive lattice polytope (see [10, Proposition 5.1]).
6.2 Relations with prior results in combinatorics

In this section, \( P \) is a simplicial polytope containing the origin as an interior point, \( f_P \) is a convenient and nondegenerate Laurent polynomial whose Newton polytope is \( P \) (by [19, Theorem 6.1], \( f_P \) exists). By Section 6.1, we can apply the results known for the mixed Hodge structure \( MHS_{f_P} \) in order to get informations about \( P \), and vice versa. Here is a (non-exhaustive) overview.

6.2.1 From singularity theory to combinatorics

Special values. Some coordinates of the \( \delta \)-vector \( (\delta_0, \ldots, \delta_n) \) have an easy combinatorial description. The first point is that \( \delta_0 = 1 \) which amounts to \( \theta_0 = \dim \text{gr}^n H = 1 \) by Theorem 6.1. This is precisely what gives Remark 2.4. Also, \( \theta_0 + \theta_1 + \ldots + \theta_n = \dim H = \mu \) where \( \mu \) is the global Milnor number of \( f \). By [19], \( \mu = n! \text{vol}(P) \) where the volume is normalized such that the volume of the cube is equal to one and this agrees with the classical formula for \( \delta_0 + \delta_1 + \ldots + \delta_n \). We refer to [10, Proposition 2.6] for a discussion about the equalities \( \theta_n = \delta_n = \text{Card}(\partial P \cap \mathbb{Z}^n) \) and \( \theta_1 = \delta_1 = \text{Card}(P \cap \mathbb{Z}^n) - n - 1 \).

Hodge symmetry and Hibi’s palindromic theorem. By Theorem 6.1 and Corollary 3.4, we have \( \delta_{n-p} = \delta_p \) for all \( p \) if and only if \( H = H_0 \), that is if and only if \( P \) is a reflexive polytope by Remark 6.3. This agrees with Hibi’s palindromic theorem [17].

Hodge-Ehrhart reciprocity and Ehrhart reciprocity. We show now that Ehrhart reciprocity for \( P \) can be deduced from the reciprocity law given by Theorem 3.9 for \( f_P \). By Remark 3.5 and [10, Theorem 4.1], we have

\[
\theta^0(z) = (1 - z)^{n+1} \sum_{m \geq 0} L^0_P(m) z^m
\]

where \( L^0_P(0) = 1 \) and \( L^0_P(m) \) is equal to the number of lattice points on \( \partial P \cup \partial(2P) \cup \ldots \cup \partial(mP) \) plus one for \( m \geq 1 \) (\( \partial Q \) denotes the boundary of \( Q \)). In particular, \( L^0_P(m) = L^0_P(m) \) for \( m \geq 0 \) and Theorem 3.9 together with Corollary 6.2 provides

\[
L_P(-m) = (-1)^n (L_P(m) + L^0_P(m - 1) - L^0_P(m))
\]

for \( m \geq 1 \). Because \( L^0_P(m) = L^0_P(m) \) is equal to the number of lattice points on \( \partial(mP) \), we finally get, for \( m \geq 1 \),

\[
L_P(-m) = (-1)^n L_P^\circ(m)
\]

where \( P^\circ \) denotes the interior of \( P \). This is the classical Ehrhart reciprocity.

More generally, and via Theorem 6.1, the polynomials \( L^\alpha \) correspond (up to a shift) to the weighted Ehrhart polynomials \( f^\alpha_k \) defined in [30]. In this setting, our Theorem 3.9 corresponds to the “Weighted Ehrhart Reciprocity” given by Theorem 3.7 of loc. cit.

Coefficients and roots. The results in Section 4, when applied to Laurent polynomials, agree with well-known facts in combinatorics (the basics can be found in [1], see also [2], [3]...). In this setting, condition (CL) for Ehrhart polynomials of reflexive polytopes is analyzed in details in [15], where a complete list of references about the subject is also given.
Free sums of polytopes. If \( P \) is a reflexive polytope and \( Q \) is a polytope containing the origin as an interior point, it is shown in [5] that

\[
\text{Ehr}_{P \oplus Q}(z) = (1 - z) \text{Ehr}_P(z) \text{Ehr}_Q(z)
\]

where \( P \oplus Q \) denotes the free sum of the polytopes \( P \) and \( Q \). This is what gives Theorem 5.1 when applied to convenient and nondegenerate Laurent polynomials with simplicial Newton polytopes \( P \) and \( Q \).

Decomposition of the \( \delta \)-vector. According to [4, Theorem 5], the \( \delta \)-vector of a lattice polytope containing the origin as an interior point has a decomposition

\[
\delta(z) = A(z) + zB(z)
\]

where \( \deg A(z) = n \), \( \deg B(z) \leq n - 1 \), \( A(z) = z^n A(z^{-1}) \) and \( B(z) = z^{n-1} B(z^{-1}) \). This is precisely what gives Proposition 3.3 (because \( \theta^{\neq 0}(0) = 0 \), we may write \( \theta^{\neq 0}(z) = z \theta(z) \) where \( \theta(z) = z^{n-1} \theta(z^{-1}) \)).

6.2.2 From combinatorics to singularity theory: the Lower Bound Theorem

Our last point is the counterpart of a result in combinatorics proven by Hibi in [18] and known as the “Lower Bound Theorem”:

**Proposition 6.4** Let \( f \) be a convenient and nondegenerate Laurent polynomial and let \( \text{MHS}_f = (H, F^\bullet, W^\bullet) \) be its Sabbah’s mixed Hodge structure. Assume that its Newton polytope \( P \) is simplicial. Then,

\[
1 \leq \dim \text{gr}_{n-1} F^1 H \leq \dim \text{gr}_{n-i} F^i H
\]

for \( 1 \leq i \leq n - 1 \).

**Proof.** Let \( P \) be the Newton polytope of \( f \) and let \( \delta_P(z) = \delta_0 + \delta_1 z + \ldots + \delta_n z^n \) be its \( \delta \)-vector. First, \( \dim \text{gr}_{n-1} F^1 H = \delta_1 = \text{Card}(P \cap \mathbb{Z}^n) - n - 1 \geq 1 \) because \( P \) contains the origin as an interior point. Now, we have \( \delta_n = \text{Card}((P - \partial P) \cap \mathbb{Z}^n) \geq 1 \) (again because \( P \) contains the origin as an interior point) and therefore, by [18], we get \( \delta_1 \leq \delta_i \) for \( 1 \leq i \leq n - 1 \). Now, the result follows from Theorem 6.1. \( \Box \)

7 Linear inequalities among the Hodge numbers of Sabbah’s mixed Hodge structures

Let \( f \) be a tame regular function on a smooth complex affine variety of dimension \( n \). Recall the decomposition of its \( \theta \)-vector \( \theta(z) = \theta^0(z) + \theta^{\neq 0}(z) \) given by Proposition 3.3. We write \( \theta^0(z) = \sum_{i=0}^n \theta^0_i z^i \) and \( \theta^{\neq 0}(z) = \sum_{i=0}^n \theta^{\neq 0}_i z^i \). After Proposition 6.4, we discuss in this section some linear inequalities involving the coefficients \( \theta_i \), \( \theta^0_i \) and \( \theta^{\neq 0}_i \). We will make a repeated use of the symmetries

\[
\theta^0_p = \theta^0_{n-p} \quad (17)
\]

and

\[
\theta^{\neq 0}_p = \theta^{\neq 0}_{n-p+1} \quad (18)
\]

for \( p = 0, \ldots, n \) (see Section 3.1).
7.1 The $H$-conjecture

We begin with the simplest linear inequality among the coefficients of the $\theta$-vector:

**Lemma 7.1** We have $\theta_n \geq \theta_0$.

*Proof.* Indeed, we have $\theta_n = \theta_n^0 + \theta_n^\neq 0 \geq \theta_n^0 = \theta_0^0 = \theta_0$, where the penultimate equality follows from (17) and the last equality follows from Lemma 2.3. $\square$

Despite its simplicity, this first linear inequality is already significant, as shown by the next result:

**Proposition 7.2** The $\delta$-vector of a simplicial polytope $P$ is a $\theta$-vector if and only if $P$ contains the origin as an interior point.

*Proof.* By Theorem 6.1, the $\delta$-vector of a $n$-dimensional simplicial lattice polytope containing the origin as an interior point is always a $\theta$-vector. It follows from Lemma 7.1 that the $\delta$-vector of a simplicial lattice polytope $P$ without interior lattice points is never a $\theta$-vector since in this case $\delta_0 = 1$ and $\delta_n = 0$ ($\delta_n$ is equal to the number of lattice points in the interior of $P$). $\square$

We will be mainly interested in the following other linear inequalities: inequality (19) is suggested by [18] and inequalities (20) and (21) are natural variations of it:

**Definition 7.3** Assume that $n \geq 3$. We will say that

1. $f$ satisfies the $H$-property if

   \[ \theta_i \geq \theta_1 \geq \theta_n \]  \hspace{1cm} (19)

   for $i = 1, \ldots, n-1$,

2. $f$ satisfies the $H^\circ$-property if

   \[ \theta_i^0 \geq \theta_1^0 \] \hspace{1cm} (20)

   for $i = 1, \ldots, n-1$,

3. $f$ satisfies the $H^*$-property if

   \[ \theta_i^\neq 0 \geq \theta_1^\neq 0 \] \hspace{1cm} (21)

   for $i = 1, \ldots, n-1$.

If $n = 2$, only the condition $\theta_1 \geq \theta_2$ is relevant.

**Remark 7.4** It follows from the symmetry properties (17) and (18) that (20) is equivalent to

\[ \theta_{n-1} + \theta_{n-2} + \ldots + \theta_{n-i} \leq \theta_2 + \theta_3 + \ldots + \theta_{i+1} \]

for $i = 1, \ldots, \lfloor (n-1)/2 \rfloor$ (this inequality could have been suggested by [18] and Theorem 6.1) and that (21) is equivalent to

\[ \theta_{n-1} + \theta_{n-2} + \ldots + \theta_{n-i} \geq \theta_1 + \theta_2 + \ldots + \theta_i \]

for $i = 1, \ldots, \lfloor (n-1)/2 \rfloor$. 
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Remark 7.5  Other linear inequalities could be suggested by combinatorics: thanks to Theorem 6.1 and after Hibi [16, Theorem A], one could also consider the inequality
\[ \theta_0 + \theta_1 + \cdots + \theta_{i+1} \geq \theta_n + \theta_{n-1} + \cdots + \theta_{n-i} \quad \text{for } i = 0, \ldots, \lfloor (n-1)/2 \rfloor. \]
But it always holds for \( \theta \)-vectors since it is equivalent to \( \theta_{i+1}^0 \geq 0 \). After Stanley [29, Proposition 4.1], one could also consider the inequality
\[ \theta_0 + \theta_1 + \cdots + \theta_i \leq \theta_n + \theta_{n-1} + \cdots + \theta_{n-i} \quad \text{for } i = 0, \ldots, n \]
if \( \theta_n \neq 0 \). But it always holds for \( \theta \)-vectors since it is equivalent to \( \theta_{n-i}^0 \geq 0 \).

In general, we expect that the properties of Definition 7.3 are always satisfied:

Conjecture 7.6 (H-Conjecture) A tame regular function \( f \) on a smooth affine complex variety of dimension \( n \geq 3 \) satisfies the H-property, the \( H^0 \)-property and the \( H^* \)-property.

Two main motivations are in order: the H-conjecture predicts informations about the distribution of the spectrum at infinity of the function \( f \) since (20) (resp. (21)) means that the number of spectral numbers equal to \( i \) (resp. contained in \([i-1,i]\)) is greater or equal than the number of spectral numbers equal to 1 (resp. contained in \([0,1]\)); if true, it would be also useful in order to test if a polynomial is a \( \theta \)-vector or not (as in Proposition 7.2). See also Section 7.3 below.

Remark 7.7  Recall the Hodge numbers \( h^{p,q} \) of the mixed Hodge structure \( \text{MHS}_f \), see (10). Since \( \theta_p = \dim \text{gr}^{n-p} F^{-p} H = \sum_q h^{n-p,q} \), the H-conjecture predicts linear inequalities between these Hodge numbers: for instance, the inequality \( \theta_i \geq \theta_1 \) for \( i = 1, \ldots, n-1 \) is equivalent to
\[ \sum_q h^{n-i,q} \geq \sum_q h^{n-1,q} \]
for \( i = 1, \ldots, n-1 \). One may wonder to what extent these inequalities hold for the Hodge numbers of compact Kähler manifolds.

7.2 The H-conjecture: some positive answers

The H-conjecture and Laurent polynomials. The first evidence is provided by Laurent polynomials \( f \) whose Newton polytopes contain the origin as an interior point:

Proposition 7.8  Let \( f \) be a convenient and nondegenerate Laurent polynomial defined on \((\mathbb{C}^*)^n\). Assume that its Newton polytope \( P \) is simplicial. Then \( f \) satisfies the H-property and the \( H^0 \)-property.

Proof. First, we have \( \theta_1 = \theta_1^0 + \theta_1^\pm0 \) and \( \theta_n = \theta_n^0 + \theta_n^\pm0 = \theta_n^0 + \theta_n^\pm0 = 1 + \theta_n^\pm0 \) by the symmetry properties (17) and (18). Since \( \theta_1^0 = \text{Card}(\partial P \cap \mathbb{Z}^n) - n \) (see for instance [10]), we have \( \theta_1^0 \geq 1 \) (because \( P \) has at least \( n+1 \) vertices) and we finally get \( \theta_1 \geq \theta_n \). Using moreover Proposition 6.4, we see that \( f \) satisfies the H-property. It follows from Remark 7.4, [17, Remark 1.4] and Theorem 6.1 that \( f \) satisfies also the \( H^0 \)-property. \( \square \)
Remark 7.9 Let $f$ be a tame polynomial defined on $\mathbb{C}^n$. The main difference with the case discussed above is that there is a priori no link between Hodge theory and Ehrhart theory in this situation. More precisely, the $\theta$-vector of a convenient and nondegenerate polynomial is never equal to the $\delta$-vector of its Newton polytope (the latter is determined by a “toric” spectrum, see [10]) since $\theta_0 = 0$ and $\delta_0 = 1$. The $H$-conjecture for the $\theta$-vector of a polynomial function is still an open problem. As an example, let us consider the polynomial $f$ defined on $\mathbb{C}^3$ by $f(u_1, u_2, u_3) = u_1^3 + u_2^3 + u_3^3$. Then, $\text{Spec}_f(z) = z + 3z^{4/3} + 3z^{5/3} + z^2$ and we get

$$
\theta(z) = \theta^0(z) + \theta^{\neq 0}(z) = (z + z^2) + 6z^2 = z + 7z^2.
$$

Therefore, $f$ satisfies the $H$-conjecture. This example is interesting because the $\delta$-vector of the Newton polytope $P$ of $f$ is $\delta_P(z) = 1 + 16z + 10z^2$, which does not satisfy the $H$-property: this is not in contradiction with the $H$-conjecture since, by Lemma 7.1, $\delta_P(z)$ cannot be the $\theta$-vector of a regular function.

The $H$-conjecture and unimodality. Let $f$ be a regular tame function defined on an affine manifold of dimension $n$ and let $\theta(z)$ be its $\theta$-vector. Recall that a polynomial $P(z) = a_0 + a_1z + \ldots + a_nz^n$ is unimodal if

$$
a_0 \leq a_1 \leq \ldots \leq a_j \geq a_{j+1} \geq \ldots \geq a_n
$$

for some $0 \leq j \leq n$.

Proposition 7.10 Assume that $\theta^0(z)$ and $\theta^{\neq 0}(z)$ are unimodal. Then $f$ satisfies the $H$-conjecture.

Proof. It follows from the symmetry property (17) that $f$ has the $H^\circ$-property and that $\theta_1 \geq \theta_n$ if $\theta^0$ is unimodal. By (18), $f$ has also the $H^*$-property if $\theta^{\neq 0}$ is unimodal. Because $\theta_i = \theta^0_i + \theta^{\neq 0}_i$, we get $\theta_i \geq \theta_1$ for $i = 1, \ldots, n - 1$.

A lattice polytope is smooth Fano if it contains the origin as an interior point and if the vertices of each facet form a lattice basis of $\mathbb{Z}^n$.

Corollary 7.11 Assume that the Newton polytope $P$ of the (convenient and nondegenerate) Laurent polynomial $f$ is smooth Fano. Then $f$ satisfies the $H$-conjecture.

Proof. We may assume that $f(u) = \sum_{b \in \mathcal{V}(P)} u^b$ where $\mathcal{V}(P)$ denotes the set of the vertices of $P$. If $P$ is smooth Fano, we have $\theta_p = \theta^0_p = \dim H^{2p}(X_\Sigma, \mathbb{C})$ where $X_\Sigma$ denotes the toric variety of the fan $\Sigma$ over the faces of $P$ (see [10]). By the hard Lefschetz theorem for $X_\Sigma$, it follows that the $\theta$-vector of $f$ is unimodal and we apply Proposition 7.10.

Recall that the mixed Hodge structure $\text{MHS}_f$ is of Hodge-Tate type if its Hodge numbers satisfy $h^{p-q} = 0$ for $p \neq q$ (see Remark 2.11).

Corollary 7.12 Assume that the mixed Hodge structure $\text{MHS}_f$ is of Hodge-Tate type. Then $f$ satisfies the $H$-conjecture.
Proof. Since the mixed Hodge structure is of Hodge-Tate type, we have $\text{gr}_F^p \text{gr}_W^q H_\alpha = 0$ for $p \neq q$ therefore the isomorphisms (see the proof of Proposition 2.8)

$$N^{2p-(n-1)} : \text{gr}_F^p \text{gr}_W^q H_\alpha \xrightarrow{\cong} \text{gr}_F^{n-1-p} \text{gr}_W^{2(n-1)-2p} H_\alpha$$

for $\alpha \in [0,1[$ and $2p \geq n - 1$ and

$$N^{2p-n} : \text{gr}_F^p \text{gr}_W^q H_0 \xrightarrow{\cong} \text{gr}_F^{n-p} \text{gr}_W^{2n-2p} H_0$$

for $2p \geq n$. Hence, $h^{p,p}_0 \geq h^{p-1,p-1}_0$ if $2p \leq n$ and $h^{p+1,p+1}_0 \leq h^{p,p}_0$ if $2p \geq n$. In the same way, $h^{p,p}_{\neq 0} \geq h^{p-1,p-1}_{\neq 0}$ if $2p \leq n - 1$ and $h^{p+1,p+1}_{\neq 0} \leq h^{p,p}_{\neq 0}$ if $2p \geq n - 1$ (the subscripts refer to the decomposition $H = H_0 \oplus H_{\neq 0}$). It follows that the $\theta$-vectors $\theta^0(z)$ and $\theta^\neq_0(z)$ are unimodal (because $\theta_p = h^{n-p,n-p}$ by the Hodge-Tate assumption) and we apply Proposition 7.10. □

Remark 7.13 If $\text{MHS}_f$ is of Hodge-Tate type, the $H$-conjecture therefore follows from the Lefschetz conditions and the symmetry of the Hodge numbers. If $\text{MHS}_f$ is not necessarily of Hodge-Tate type, we have the Lefschetz conditions

$$h^{p,q}_0 \geq h^{p-1,q-1}_0 \text{ if } p + q \leq n, \quad h^{p+1,q+1}_0 \leq h^{p,q}_0 \text{ if } p + q \geq n$$

and

$$h^{p,q}_{\neq 0} \geq h^{p-1,q-1}_{\neq 0} \text{ if } p + q \leq n - 1, \quad h^{p+1,q+1}_{\neq 0} \leq h^{p,q}_{\neq 0} \text{ if } p + q \geq n - 1.$$

One may wonder if the $H$-conjecture still follows from these Lefschetz conditions and the symmetry of the Hodge numbers, in other words if the equalities predicted by the $H$-conjecture are in some sense trivial or not (compare with [27]).

The $H$-conjecture and Thom-Sebastiani sums. It turns out that the $H$-conjecture behaves very well under the Thom-Sebastiani sums defined in Section 5.

Proposition 7.14 Let $f'$ be a reflexive function having the $H$-property.

1. If $f''$ has the $H$-property and the $H^0$-property then the Thom-Sebastiani sum $f = f' \oplus f''$ has the $H$-property and the $H^0$-property.

2. If $f''$ has the $H$-property and the $H^*$-property then the Thom-Sebastiani sum $f = f' \oplus f''$ has the $H$-property and the $H^*$-property.

Proof. Assume that $f'$ is reflexive and that $f'$ and $f''$ have the $H$-property. By [14], we have $\theta_i = \sum_{p+q=i} \theta'_p \theta''_q$. Let $i = n_1 + n_2 - j$ where $j \geq 1$ (recall that $n_1, n_2 \geq 3$). Then, the sum on the right contains $\theta''_{n_1-k} \theta''_{n_2-\ell} + \theta'_p \theta''_{n_2-q}$ where $k + \ell = p + q = j$, $(k, \ell) \neq (p, q)$ and $1 \leq k \leq n_1 - 1$, $0 \leq \ell \leq n_2$, $0 \leq p \leq n_1$ and $1 \leq q \leq n_2 - 1$. Since $f'$ and $f''$ have the $H$-property, we have $\theta''_{n_1-k} \geq \theta'_1$ (resp. $\theta''_{n_2-q} \geq \theta''_1$). Moreover, by Lemma 7.1 $\theta''_{n_2-\ell} \geq \theta''_0$ (resp. $\theta'_1 \geq \theta''_0$). Therefore,

$$\theta_i = \sum_{p+q=i} \theta'_p \theta''_q \geq \theta'_1 \theta''_0 + \theta'_0 \theta''_1 = \theta_1$$
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for $i = 1, \ldots, n - 1$. In order to show that $f$ has the $H$-property, it remains to show that $\theta_1 \geq \theta_n$ (equivalently, $\theta_1^0 \geq \theta_n^0$). Using (15), we get

$$\theta_1^0 = \theta_1' (\theta')_0^0 + \theta_1''(\theta')_1^0 \geq \theta_0' (\theta')_0^0 = \theta_0^0$$

because $\theta_1' \geq \theta_n' \geq \theta_0'$, and this gives the required inequality. In the same way, if $f''$ has the $H^\circ$-property we get, using again (15),

$$\theta_i^0 = \sum_{p+q=i} \theta_p' (\theta')_q^0 \geq \theta_1' (\theta')_0^0 + \theta_0' (\theta')_1^0 = \theta_1^0$$

for $i = 1, \ldots, n - 1$. Thus, $f$ has the $H^\circ$-property and the first point follows. The second one is shown similarly, taking into account (16).

**Corollary 7.15** Assume that $f'$ is reflexive and that it satisfies the $H$-conjecture. Assume moreover that $f''$ satisfies the $H$-conjecture. Then the Thom-Sebastiani sum $f' \oplus f''$ satisfies the $H$-conjecture.  

**7.3 Application to the $\theta$-vector of a Laurent polynomial**

Last, we give some consequences for the $\theta$-vector of functions $f$ satisfying the $H$-property and the $H^\circ$-property (by Proposition 7.8, this is the case if $f$ is a convenient and nondegenerate Laurent polynomial).

**Lemma 7.16** Assume that $f$ satisfies the $H$-property and the $H^\circ$-property. Then, if $n \geq 3$, we have

1. $\theta_i \geq \theta_1 \geq \theta_n \geq \theta_0$ for $i = 1, \ldots, n - 1$,
2. $\theta_2^{\#0} = \theta_{n-1}^{\#0} \geq \theta_1^{\#0}$,
3. $\theta_2 \geq \theta_{n-1}$,
4. $\theta_i^0 \geq \theta_1^0$ for $i = 1, \ldots, n - 1$.

**Proof.** The first point follows from the definition of the $H$-property and Lemma 7.1. The second point follows from (19) with $i = n - 1$, together with Proposition 3.3. The third point follows from (20) with $i = 2$ and the last one is the definition of the $H^\circ$-property.

Therefore, we get $\theta_2 \geq \theta_1 \geq \theta_3 \geq \theta_0$ if $n = 3$ and $\theta_2 \geq \theta_3 \geq \theta_1 \geq \theta_4 \geq \theta_0$ if $n = 4$.

**Proposition 7.17** Assume that $f$ satisfies the $H$-property and the $H^\circ$-property. Then,

1. $\theta(z)$ is unimodal if $n \leq 4$,
2. $\theta^0(z)$ is unimodal if $n \leq 5$,
3. $\theta^{\#0}(z)$ is unimodal if $n \leq 4$,
4. \( f \) has also the \( H^* \)-property if \( n \leq 4 \).

**Proof.** This is a direct consequence of the previous lemma, using the symmetry properties (17) and (18).

If \( n \geq 5 \), we cannot expect something better than

\[
\theta_2 \geq \theta_{n-1} \text{ and } \theta_i \geq \theta_1 \geq \theta_n \geq \theta_0 \text{ for } i = 1, \ldots, n - 1.
\]

For instance, if \( n = 5 \), the position of \( \theta_3 \) with respect to \( \theta_2 \) and \( \theta_4 \) may vary: indeed, let us consider the Laurent polynomial \( f \) defined by

\[
f(u_1, \ldots, u_5) = u_1 + u_2 + u_3 + u_4 + u_5 + \frac{1}{u_1 u_2 u_3 u_4 u_5^s}
\]

where \( s \) is a positive integer. Then \( \mu = s + 5 \).

- If \( s = 2 \), we have \( 2 = \theta_3 > \theta_2 = \theta_4 = 1 \). The \( \theta \)-vector of \( f \) is \( \theta(z) = 1 + z + z^2 + 2 z^3 + z^4 + z^5 \) is unimodal. Note that \( \theta(z) = \theta^0(z) + \theta^{\neq 0}(z) \) where \( \theta^0(z) = 1 + z + z^2 + z^3 + z^4 + z^5 \) and \( \theta^{\neq 0}(z) = z^3 \).

- If \( s = 3 \), we have \( 2 = \theta_4 = \theta_2 > \theta_3 = 1 \). The \( \theta \)-vector of \( f \) is \( \theta(z) = 1 + z + 2 z^2 + z^3 + 2 z^4 + z^5 \) is not unimodal. Moreover, \( \theta(z) = \theta^0(z) + \theta^{\neq 0}(z) \) where \( \theta^0(z) = 1 + z + z^2 + z^3 + z^4 + z^5 \) and \( \theta^{\neq 0}(z) = z^2 + z^4 \).

This example also shows that the unimodality of \( \theta^{\neq 0}(z) \) and \( \theta(z) \) is no longer true if \( n \geq 5 \).
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