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Abstract

Quantum machine learning is an emerging field at the intersection of machine learning and quantum computing. A central quantity for the theoretical foundation of quantum machine learning is the quantum cross entropy. In this paper, we present one operational interpretation of this quantity, that the quantum cross entropy is the compression rate for sub-optimal quantum source coding. To do so, we give a simple, universal quantum data compression protocol, which is developed based on quantum generalization of variable-length coding, as well as quantum strong typicality. Moreover, since data compression can be viewed as a machine learning task, quantum cross entropy also serves as a loss function, whose minimum is the von Neumann entropy. This is consistent with the result that von Neumann entropy is the optimal compression rate.

1 Introduction

Machine learning has attracted interests from various fields as a powerful tool for finding patterns in data. With the advancement of quantum information science and technology, there is increasing interest in developing machine learning algorithms that are suitable for quantum data and quantum computers [1]. Despite many attempts in designing quantum machine learning architectures [2, 3, 4, 5], there are many unanswered questions and unresolved issues, partly due to a lack of theoretical foundation. A central concept of classical machine learning is the classical cross entropy, and its quantum generalization, the quantum cross entropy [6], is a building block of the theoretical foundation of quantum machine learning.

One interesting and important question on quantum cross entropy is its operational meaning from an information-theoretic perspective. Classical cross entropy $H(p, q) = -\sum_i p_i \log q_i$ is a measure of the compression rate when we mistakenly use probability distribution $q$ for source coding, instead of the true distribution $p$. To demonstrate that this
holds in the quantum case as well, we develop a protocol that can do lossless data compression when we don’t have perfect knowledge of the quantum information source. Moreover, suppose that the true source is $\rho$, and we carry out the protocol under the assumption that the source is $\sigma$, the compression rate is the quantum cross entropy $S(\rho, \sigma) = -\text{tr}(\rho \log \sigma)$. When our knowledge of the source is perfect, which means $\rho = \sigma$, the compression rate agrees with the optimal compression rate $S(\rho) = -\text{tr}(\rho \log \rho)$. Furthermore, since data compression extracts the key features of the original source, it can be seen as a machine learning task. In this case, the quantum cross entropy serves as a loss function, whose minimum is the von Neumann entropy $S(\rho)$. This is consistent with the result that von Neumann entropy is the optimal compression rate.

There have been mainly two approaches in doing quantum data compression with perfect information of the source: one is to only encode quantum states that are in the typical subspace $[7, 8]$, the other is to do quantum indeterminate-length coding $[9]$, a quantum version of classical variable-length coding. Other related works include $[10, 11, 12]$. Our protocol is inspired by a combination of these two ideas, in which we define the length observable $[9]$, and project $\rho^{\otimes N}$ to the subspace where the expectation length of the states are typical, which is an extension of the former approach.

In section 2, we review the definition of classical and quantum information source, as well as classical and quantum typicality, with a focus on strong typicality. In section 3, we show a simple protocol that does lossless quantum data compression even when our knowledge of the quantum source is wrong, and unveil the physical meaning of the quantum cross entropy.

## 2 Information source and strong typicality

There are different models in defining an information source. We start from one simple but fruitful model for a classical information source $[13]$. The source emits a letter from a finite alphabet $I$ with $D$ letters at each single use. We assume that different uses of the source are independent and identically distributed. A possible output from $N$ consecutive uses is a sequence $i^N = i_1, i_2, ..., i_n, ..., i_N$ sampled from $N$ random variables $I_1, I_2, ..., I_n, ..., I_N$. We denote the probability of emitting letter $i$ on any given use of the source as $P(i) = p_i$. Typically, the frequency of occurrence of any given letter $i$ in a sequence output is close to $p_i$. To formalize this intuition, we first define the empirical probability mass function of $i^N$ (also referred to as its type) as
\pi(i|i^N) = \frac{|\{n : i_n = i\}|}{N}, \text{ for } i \in \mathcal{I}.

(1)

For example, if \(i^N = (0, 1, 1, 0, 0, 1, 0)\), then \(\pi(i|i^N) = \frac{4}{7}\) for \(i = 0\), and \(\pi(i|i^N) = \frac{3}{7}\) for \(i = 1\).

When \(N\) is large, by the law of large numbers, for each \(i \in \mathcal{I}\),

\[\pi(i|i^N) \rightarrow P(i) \text{ in probability.}\] (2)

We can then define the set of \(\epsilon\)-strong-typical \(N\)-sequences \(i^N\) (or the strong typical set in short) as

\[T_\epsilon^{(N)}(I) = \{i^N : |\pi(i|i^N) - P(i)| \leq \epsilon P(i) \text{ for all } i \in \mathcal{I}\}.

(3)

Another useful definition is the set of \(\epsilon\)-weak-typical \(N\)-sequences \(i^N\) (or the weak typical set in short), which is

\[U_\epsilon^{(N)}(I) = \{i^N : \left| \frac{1}{N} \log \frac{1}{P(i^N)} - H(p) \right| \leq \epsilon \},\] (4)

where \(H(p) = -\sum_{i \in \mathcal{I}} P(i) \log P(i)\) is the Shannon entropy, and \(P(i^N)\) is the probability that a certain sequence \(i^N\) occurs.

A sequence that is \(\epsilon\)-strong-typical is definitely \(\epsilon\)-weak-typical, while the reverse doesn’t always hold. One useful property is the unit probability property [13], which holds for both strong and weak typical sequences.

**Unit Probability Theorem.** Given \(\epsilon > 0\). For any \(\delta > 0\), when \(N\) is sufficiently large,

\[P\left(i^N \in T_\epsilon^{(N)}(I)\right) \geq 1 - \delta,

(5)

and

\[P\left(i^N \in U_\epsilon^{(N)}(I)\right) \geq 1 - \delta.

(6)

This means that as \(N\) approaches infinity, the probability that a given sequence \(i^N\) is typical approaches one.

Now we move on to the quantum case. The definition of a quantum information source [8] we use here is based on the idea that entanglement is what we are trying to compress and decompress. Formally, an identical, independently distributed (i.i.d) quantum source is described by a Hilbert space \(H\) and a density matrix \(\rho\) on that Hilbert space, represented by \((\rho, H)\). We can view the state \(\rho\) as part of a larger system which is in a pure state, and the mixed nature of \(\rho\) is due to the entanglement between \(H\) and the remainder of the system. At each use, a quantum source emits a quantum state that is on average \(\rho\). After
$N$ consecutive uses, the average output is $\rho^\otimes N$. We now develop a quantum version of the strong typicality.

Suppose the density matrix $\rho$ can be decomposed as

$$\rho = \sum_{i \in I} P(i) |i\rangle \langle i|,$$

where the $|i\rangle$'s form an orthonormal set, and $P(i)$'s are eigenvalues of $\rho$, which obey the same rules as a probability distribution. An $\epsilon$-strong-typical product state is a state $|i_1\rangle |i_2\rangle \cdots |i_N\rangle$ where $i^N = i_1, i_2, \ldots, i_N$ forms a (classical) $\epsilon$-strong-typical sequence.

We define the $\epsilon$-strong-typical subspace $T(N, \rho, \epsilon)$ as the subspace spanned by all $\epsilon$-strong-typical product states. These product states form a basis of $T(N, \rho, \epsilon)$. The projector $Q(N, \rho, \epsilon)$ onto the subspace $T(N, \rho, \epsilon)$ is

$$Q(N, \rho, \epsilon) = \sum_{i^N \text{ is } \epsilon\text{-strong-typical}} |i_1\rangle \langle i_1| \otimes |i_2\rangle \langle i_2| \otimes \cdots \otimes |i_N\rangle \langle i_N|.$$  

By generalizing the properties of strong-typical sequences to the quantum form, we have the strong-typical subspace theorems:

**Unit Probability Theorem.** Given $\epsilon > 0$. For any $\delta > 0$, when $N$ is sufficiently large,

$$\text{tr} \left( Q(N, \rho, \epsilon) \rho^\otimes N \right) \geq 1 - \delta.$$

**Proof.**

$$\text{tr} \left( Q(N, \rho, \epsilon) \rho^\otimes N \right) = \sum_{i^N \text{ is } \epsilon\text{-strong-typical}} P(i_1) P(i_2) \cdots P(i_N)$$

$$= \sum_{i^N \text{ is } \epsilon\text{-strong-typical}} P(i^N).$$

When $i^N$ is $\epsilon$-strong-typical, it is also $\epsilon$-weak-typical, and the result follows from the unit probability theorem of weak typicality.

### 3 Quantum data compression with wrong source

Now we present a lossless quantum data compression protocol that works even when our knowledge of the information source is wrong. We show that in this non-ideal scenario, the compression rate is the quantum cross entropy, and the fidelity approaches one as $N$ approaches infinity.
Suppose we develop our compression and decompression protocol with the belief that our quantum source is described by density matrix $\sigma_0$ and Hilbert space $H$, despite that in reality, the quantum source is $(\rho_0, H)$. Usually, this misinformation includes mismatches on both eigenvalues and eigenbasis:

$$\sigma_0 = \sum_{i=1}^{D} q_i |a_i\rangle\langle a_i|, \quad \rho_0 = \sum_{i=1}^{D} p_i |b_i\rangle\langle b_i|, \quad \{q_i\} \neq \{p_i\}, \quad \{|a_i\}\neq \{|b_i\}\}. \quad (11)$$

Unlike the case when we have perfect knowledge of the source [7, 8], direct projection to the typical subspace of $\sigma_0$ doesn’t work, because the overlap between typical subspaces $T(N, \rho_0, \epsilon)$ and $T(N, \sigma_0, \epsilon)$ becomes empty when $N$ becomes large and $\epsilon$ stays small. Also, the typical subspace $T(N, \sigma_0, \epsilon)$ has dimension $2^{NS(\sigma_0)}$, which suggests a compression rate of $S(\sigma_0)$. When $S(\rho_0) > S(\sigma_0)$, this implies a compression rate below the optimal lossless compression rate for the true state $\rho_0$, meaning a failure in preserving fidelity.

### 3.1 Revisit the classical case

We turn to the classical case to find inspirations. Suppose our classical information source emits the $i$-th letter with probability $p_i$, instead of the wrong, perceived $q_i$. One simple way of source coding is to assign the $i$-th letter with a codeword of length $l_i = \log \frac{1}{q_i}$. The expectation length $\langle l \rangle$ of a single codeword is

$$\langle l \rangle = \sum_{i=1}^{D} p_i l_i = \sum_{i=1}^{D} p_i \log \frac{1}{q_i} = H(p, q). \quad (12)$$

Hence, the compression rate is the classical cross entropy $H(p, q)$.

In practice, we can only assign integer length of codewords. One simple way is to let $l_i = \lceil \log \frac{1}{q_i} \rceil$. By the properties of ceiling functions,

$$H(p, q) \leq \langle l \rangle < H(p, q) + 1. \quad (13)$$

This idea is called the variable-length coding, which means that we assign shorter codewords to letters with higher probability of occurrence.

### 3.2 A simple quantum protocol

The quantum generalization can be tricky, since we have to deal with superposition of basis states, making the lengths of codes indeterminate [9, 14].
Our protocol starts from some preparation work. We first treat \( q_i \)'s as some probability distribution which represents a classical source, and assign codeword \( C_i \) with length \( l_i = \log \frac{1}{q_i} \) to the \( i \)-th letter. In practice, we can only deal with integer number of qubits, so the precise version is \( l_i = \lceil \log \frac{1}{q_i} \rceil \). For simplicity, we will carry out our discussion without worrying about this subtlety, and take it into account in the end. As we believe that the quantum source is \( (\sigma_0, H) \), we construct each unit of computational basis \( |i\rangle \) by assigning the first \( l_i \) available qubits to \( |C_i\rangle \). To keep track of a codeword's length, we define the length observable \( L = \sum_{D=1}^D l_i |i\rangle \langle i| \). When dealing with \( N \) copies of the source state, the computational basis we use is \( \{|i_1\rangle|i_2\rangle \cdots |i_N\rangle\} \).

We then do a unitary evolution \( U = \sum_{D=1}^D |i\rangle \langle a_i| \) to map the true source state \( \rho_0 \) to the computational basis \( |i\rangle \). In the new basis, we have

\[
\rho = U \rho_0 U^\dagger = \sum_{j,k} (a_j |\rho_0| a_k) |j\rangle \langle k|.
\]

For simplicity, let \( r_{jk} = \langle a_j|\rho_0|a_k\rangle \), \( r_j = r_{jj} \).

The expectation length of a single codeword is

\[
\langle l \rangle = \text{tr}(\rho L) = \sum_i (a_i |\rho_0| a_i) l_i = \sum_i (a_i |\rho_0| a_i) \log \frac{1}{q_i} = -\sum_i r_i \log q_i.
\]

(15)

By the definition of the quantum cross entropy, we have

\[
S(\rho_0, \sigma_0) = -\text{tr}(\rho_0 \log \sigma_0) = -\sum_i (a_i |\rho_0| a_i) \log (a_i |\sigma_0| a_i) = -\sum_i r_i \log q_i = \langle l \rangle.
\]

(16)

From (16), we can see that \( r_i \)'s give the "true" probability distribution in the "wrong" basis, which relates quantum cross entropy and classical cross entropy:

\[
S(\rho_0, \sigma_0) = H(r, q), \quad r_i = \langle a_i|\rho_0|a_i\rangle, \quad q_i = \langle a_i|\sigma_0|a_i\rangle.
\]

(17)

Here, \( r \) and \( q \) are probability distributions viewed in the orthonormal basis of \( \sigma_0 \).

When the quantum source emits \( N \) copies, the state we need to compress is

\[
\rho^\otimes N = \left( \sum_{j_1,k_1} r_{j_1,k_1} |j_1\rangle \langle k_1| \right) \otimes \left( \sum_{j_2,k_2} r_{j_2,k_2} |j_2\rangle \langle k_2| \right) \otimes \cdots \otimes \left( \sum_{j_N,k_N} r_{j_N,k_N} |j_N\rangle \langle k_N| \right).
\]

(18)

The total length \( l_{\text{total}} \) of the codewords is just an addition of each codeword, and the total length observable \( \Lambda \) can be defined as \( \Lambda = L_1 + L_2 + \cdots + L_N \). For a basis state
\(|i^N\rangle = |i_1\rangle|i_2\rangle \cdots |i_N\rangle\), \(l_{\text{total}} = \sum_{n=1}^{N} \log \frac{1}{q_{i_n}}\). The expectation length of \(N\) codewords is \(\langle l_{\text{total}} \rangle = N \langle l \rangle = NS(\rho_0, \sigma_0)\). We now show that the first \(NS(\rho_0, \sigma_0)\) qubits contains all the information of \(\rho^\otimes N\) as \(N\) goes to infinity.

Fix \(\epsilon > 0\). We define a projector \(\Pi:\)
\[
\Pi = \sum_{\text{length condition}} |i_1\rangle\langle i_1| \otimes |i_2\rangle\langle i_2| \otimes \cdots \otimes |i_N\rangle\langle i_N|,
\]
where the length condition for \(i^N = i_1, i_2, \ldots, i_N\) is
\[
\left| \frac{1}{N} \sum_{n=1}^{N} \log \frac{1}{q_{i_n}} - S(\rho_0, \sigma_0) \right| \leq \epsilon.
\]

When \(i^N\) is \(\epsilon\)-strongly typical, define i.i.d random variables \(I_1, I_2, \ldots, I_N\) such that \(I_n = \log \frac{1}{q_{i_n}}\). The expectation value is \(E(I) = \sum_i r_i \log \frac{1}{q_i}\). For any \(\delta > 0\), when \(N\) is sufficiently large, by the law of large numbers,
\[
P\left( \left| \frac{1}{N} \sum_{n=1}^{N} I_n - E(I) \right| \leq \epsilon \right) = P\left( \left| \frac{1}{N} \sum_{n=1}^{N} \log \frac{1}{q_{i_n}} - S(\rho_0, \sigma_0) \right| \leq \epsilon \right) \geq 1 - \delta,
\]
which fulfills the length condition. Hence, \(Q(N, \rho, \epsilon) \leq \Pi\), and
\[
\text{tr}(\Pi \rho^\otimes N) \geq \text{tr}(Q(N, \rho, \epsilon) \rho^\otimes N) \geq 1 - \delta.
\]

We apply \(\Pi\) to project \(\rho^\otimes N\) onto the subspace where the total codeword length \(l_{\text{total}} \in [NS(\rho_0, \sigma_0) - \epsilon, NS(\rho_0, \sigma_0) + \epsilon]\):
\[
\gamma = \frac{\Pi \rho^\otimes N \Pi}{\text{tr}(\Pi \rho^\otimes N)}.
\]

We calculate the quantum fidelity to show that our data compression is indeed faithful:
\[
F(\rho^\otimes N, \gamma) = \left( \text{tr} \sqrt{\rho^\otimes N \gamma} \sqrt{\rho^\otimes N} \right)^2 = \text{tr}(\Pi \rho^\otimes N) \geq 1 - \delta.
\]

When \(i^N\) doesn’t satisfy the length condition, it doesn’t satisfy strong typicality. When we project onto fewer qubits than \(NS(\rho_0, \sigma_0)\), we miss out all the typical states, which composes the majority of all possible quantum states, and the data compression fails. Hence, \(S(\rho_0, \sigma_0)\) is also the optimal compression rate under this protocol.
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For the last step, we apply unitary operator $U^\dagger$ to turn the state back into its original basis, and complete our data compression protocol.

If we take into account the fact that the number of qubits has to be integer, then we have $\langle l \rangle \in [S(\rho_0, \sigma_0), S(\rho_0, \sigma_0) + 1)$, and we need no more than $N S(\rho_0, \sigma_0) + N$ qubits for a successful data compression even when our knowledge of the quantum source is wrong. Of course, if our perceived source state $\sigma_0$ is far from the true source state $\rho_0$, $S(\rho_0, \sigma_0)$ is huge and we will be better off by just sending all the information-bearing qubits, which gives a compression rate of $\lceil \log D \rceil$ qubits.

4 Conclusion

In this work, we present a simple quantum protocol that does lossless quantum source coding, and show that the corresponding compression rate is the quantum cross entropy. Since data compression can be viewed as a machine learning task, quantum cross entropy also acts as a loss function, whose minimum is the von Neumann entropy. This is consistent with the result that von Neumann entropy is the optimal compression rate. It will be interesting to evaluate time and query complexity [15, 16, 17, 18] required in carrying out this protocol on quantum computers. With a quantitative measure like complexity, it enables us to compare this protocol with other quantum compression protocols and find improvements. It will also be desirable if any connections between the quantum cross entropy and the holographic codes can be drawn [19, 20]. Ultimately, a broader and deeper understanding of the quantum cross entropy can guide us in designing efficient quantum machine learning algorithms, which leads to solutions to challenging problems like modeling our universe on a quantum computer.
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