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Abstract

The potential flow of two-dimensional ideal incompressible fluid with a free surface is studied. Using the theory of conformal mappings and Hamiltonian formalism allows us to derive exact equations of surface evolution. Simple form of the equations helped to discover new integrals of motion. These integrals are connected with the analytical properties of conformal mapping and complex velocity. Simple form of the equations also makes the numerical simulations of the free surface evolution very straightforward.

In the limit of almost flat surface the equations can be reduced to the Hopf equation.
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1 Basic equations

We study the potential flow of two-dimensional ideal incompressible fluid. The fluid occupies a half-infinite domain

$$-\infty < y < \eta(x,t), \quad -\infty < x < \infty. \quad (1.1)$$
The flow is potential, so that:

\[ v = \nabla \Phi, \quad \Phi|_{y=\eta(x,t)} = \psi(x,t). \tag{1.2} \]

Boundary conditions on the surface are standard:

\[
\begin{align*}
\frac{\partial \Phi}{\partial y} + \frac{1}{2} |\nabla \Phi|^2 + g\eta &= P, \\
\frac{\partial \eta}{\partial t} + \eta_x \Phi_x &= \Phi_y \\
\end{align*}
\]

(1.3)

at \( y = \eta(x,t) \) and

\[
\begin{align*}
\frac{\partial \Phi}{\partial y} &= 0, y \to -\infty, \\
\frac{\partial \Phi}{\partial x} &= 0, |x| \to \infty. \tag{1.4}
\end{align*}
\]

Here \( g \) is the gravity acceleration and \( P \) - constant pressure at the surface (Let \( P = 0 \)). It is known (Zakharov (1968)), that the shape of surface \( \eta(x,t) \) and the potential on the surface \( \psi(x,t) \) form pair of canonically conjugated variables obeying the Hamiltonian equations:

\[
\frac{\partial \eta}{\partial t} = \frac{\delta H}{\delta \psi}, \quad \frac{\partial \psi}{\partial t} = -\frac{\delta H}{\delta \eta}. \tag{1.5}
\]

Here \( H \) is Hamiltonian function (total energy of the fluid):

\[
H = T = \frac{1}{2} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\eta(x,t)} |\nabla \Phi|^2 dy
\]

kinetic energy of the fluid. Along with the energy there are three more integrals of motion, amount of fluid:

\[
\frac{\partial}{\partial t} \int_{-\infty}^{\infty} \eta(x,t) dx = 0, \tag{1.6}
\]

and vertical and horizontal momenta:

\[
\begin{align*}
\frac{\partial}{\partial t} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\eta(x,t)} \phi_y dy &= 0, \\
\frac{\partial}{\partial t} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\eta(x,t)} \phi_x dy &= 0.
\end{align*} \tag{1.7}
\]

The equations (1.3) are functionally nonlinear and can be hardly studied. The most important known solutions were derived by Dirichlet in 1860. In these
solutions a shape of the surface is a quadric (ellipse, hyperbola and parabola). Dirichlet solutions are described in details in [Longuet-Higgins (1976)].

Equations (1.5) minimize the action

\[ S = \int L dt \]  \hspace{1cm} (1.8)

\[ L = \int_{-\infty}^{\infty} \psi \eta dx - \mathcal{H}. \]  \hspace{1cm} (1.9)

Starting from this point let us forget for a while about hydrodynamics, and consider more general case. Namely, let’s think of \( \mathcal{H} \) as some arbitrary functional of \( \psi \) and \( \eta \). Then, let’s introduce instead of \( \eta(x,t) \) new complex variable \( z(u,t) \) in the following way: \( z(w,t) \) is complex function of complex variable \( w = u + iv \). It is analytic in the lower half-plane of complex variable \( w \). Its real and imaginary parts, given on the real axes \( (z(u,t) = x(u,t) + iy(u,t)) \) parametrically define \( y(x,t) = \eta(x,t) \).

Another words, \( z(w,t) \) is the conformal mapping of the domain, bounded by the curve \( \eta(x,t) \) to the lower half-plane of \( w \),

\[ w = u + iv, \quad -\infty < u < \infty, \quad -\infty < v < 0. \]

In the new variables Lagrangian takes the form

\[ L = \int_{-\infty}^{\infty} \psi[y_t x_u - x_t y_u] du - \int_{-\infty}^{\infty} f(y - \hat{\mathcal{H}}(x-u)) du - \mathcal{H}. \]

Here \( \hat{\mathcal{H}} \) is the Hilbert transformation, that provide the relation between real and imaginary parts of analytic function:

\[ y = \hat{\mathcal{H}}(x-u) = \frac{1}{\pi} P.V. \int_{-\infty}^{\infty} \frac{x(u') - u'}{u' - u} du'. \]  \hspace{1cm} (1.10)

Motion equations should be found from the condition \( \delta S = 0 \). When performing variation one should take into account that \( x \) and \( y \) are connected by relation (1.10), and Hamiltonian function \( \mathcal{H} \) can be considered as a functional, depending only on \( \psi \) and \( y \). Hence, one can put \( \frac{\delta \mathcal{H}}{\delta x} = 0 \).

The condition \( \delta S = 0 \) leads to the following “implicit” equations of motion

\[ y_t x_u - x_t y_u = \frac{\delta \mathcal{H}}{\delta \psi} \]  \hspace{1cm} (1.11)

\[ \psi_t x_u - x_t \psi_u + f = -\frac{\delta \mathcal{H}}{\delta y} \]  \hspace{1cm} (1.12)
\[ y_u\psi_t - y_t\psi_u - \hat{H} f = 0 \]  
(1.13)

From (1.13) one can find

\[ f = \hat{H}(y_t\psi_u - y_u\psi_t). \]  
(1.14)

While \( \psi \) satisfies the equation

\[ \psi_t x_u - x_t\psi_u - \hat{H}(y_u\psi_t - y_t\psi_u) = -\frac{\delta H}{\delta y}. \]  
(1.15)

Equations (1.11) and (1.15) are resolved with respect to variational derivatives \( \frac{\delta H}{\delta \psi} \) and \( \frac{\delta H}{\delta y} \). They can be written in the explicit Hamiltonian form:

\[ \Omega_{11}\dot{y} + \Omega_{12}\dot{\psi} = \frac{\delta H}{\delta y}, \]
\[ -\Omega_{12}\dot{\psi} = \frac{\delta H}{\delta \psi}. \]  
(1.16)

Here the operators comprising the symplectic form \( \Omega_{ij} \) are:

\[ \Omega_{11} = -(\psi'\hat{H} + (\hat{H}\psi')), \]
\[ \Omega_{12} = -x' + \hat{H}y', \]
\[ \Omega_{21} = x' + y'\hat{H}. \]

As far as the equations (1.16) are obtained directly from the variational principle, the symplectic form \( \Omega_{ij} \) is close and nondegenerated. It means, in particular that equations (1.16) have no Casimirs - the constant of motion which do not depend on a choice of the Hamiltonian function \( H \).

This is remarkable that equations (1.11) and (1.15) in a general case can for an arbitrary \( H \) be resolved explicitly with respect to time-derivatives. To do this we introduce projective operators

\[ \hat{P}^\pm = \frac{1}{2}(1 \pm i\hat{H}), \hat{P}^+\hat{P}^- = 0, \hat{P}^\pm^2 = \hat{P}^\pm \]

Any complex-valued function \( \phi(u), -\infty < u < \infty \) can be presented as follows

\[ \phi(u) = \hat{P}^+\phi(u) + \hat{P}^-\phi(u) \]

Here \( P^\pm\phi(u) \) are analytic functions in the upper and lower half-planes.

Mention first that equation (1.11) is equivalent to the equation

\[ \frac{\delta H}{\delta \psi} = -\frac{i}{2}(\dot{z}'\hat{z} - \hat{z}'\dot{z}). \]  
(1.17)
We denote the Jacobian $J$ of the conformal mapping

$$J = |z'|^2.$$

Dividing (1.17) by $J$ and applying projective operator

$$\hat{P}^- = \frac{1}{2}(1 + i\hat{H})$$

one can get from (1.17) the following equation:

$$\dot{z} = iUz',
U = 2\hat{P}^{-}(\frac{1}{J}\frac{\delta\mathcal{H}}{\delta\psi}) \quad (1.18)$$

For $\dot{y}$ and $\dot{x}$ one can get the equations:

$$\dot{y} = (x' - y'\hat{H})\frac{1}{J}\frac{\delta\mathcal{H}}{\delta\psi},
\dot{x} = -(y' + x'\hat{H})\frac{1}{J}\frac{\delta\mathcal{H}}{\delta\psi}. \quad (1.19)$$

Excluding $\psi_t$ from (1.12) and (1.13) and using equation (1.11) one can obtain the following relation:

$$y'f + x'\hat{H}f = -y'\frac{\delta\mathcal{H}}{\delta y} - \psi'\frac{\delta\mathcal{H}}{\delta\psi} = \frac{1}{2i}(Fz' - \bar{F}\bar{z}'). \quad (1.20)$$

Here $F = f + i\hat{H}f$, function being analytic in the lower half-plane. By dividing on $J$ and applying the projective operator one can find:

$$F = -\frac{2i}{z'}\hat{P}^{-}(y\frac{\delta\mathcal{H}}{\delta y} + \psi\frac{\delta\mathcal{H}}{\delta\psi}). \quad (1.21)$$

Note that expression (1.21) does not include time derivatives. Now one can express $\psi_t$ from equations (1.12) and (1.13), using equations (1.11) and (1.21). After simple calculations we end up with the following equation:

$$\psi_t = -(\psi_u\hat{H}\frac{1}{J} + \frac{1}{J})\frac{\delta\mathcal{H}}{\delta\psi} - \frac{1}{J}(x_u + \hat{H}y_u)\frac{\delta\mathcal{H}}{\delta y}. \quad (1.22)$$

Equations (1.19) and (1.22) can be written in the “implectic” form.
\[\dot{\psi} = \hat{R}_{11} \frac{\delta H}{\delta \psi} - \hat{R}_{12} \frac{\delta H}{\delta y},\]
\[\dot{y} = \hat{R}_{21} \frac{\delta H}{\delta \psi} \quad (1.23)\]

Here

\[\hat{R}_{11} = -(\psi' \hat{H} \frac{1}{J} + \frac{1}{J} \hat{H} \psi'),\]
\[\hat{R}_{22} = 0,\]
\[\hat{R}_{12} = \frac{1}{J} (x' + \hat{H} y'),\]
\[\hat{R}_{21} = (x' - y' \hat{H}) \frac{1}{J}, \hat{R}_{21} = \hat{R}_{21}^+. \quad (1.24)\]

These formulae determine the Poisson structure on the functionals defined on the real functions \(y\) and \(\psi\). Let \(\alpha\) and \(\beta\) is a pair such functionals. Obviously

\[
\{\alpha, \beta\} = \int_{-\infty}^{\infty} \left\{ \frac{\delta \alpha}{\delta \psi(x)} \hat{R}_{11} \frac{\delta \beta}{\delta \psi(x)} - \frac{\delta \alpha}{\delta \psi(x)} \hat{R}_{12} \frac{\delta \beta}{\delta y(x)} + \frac{\delta \alpha}{\delta y(x)} \hat{R}_{21} \frac{\delta \beta}{\delta \psi(x)} \right\} dx.
\]

2 Basic equations in the complex form

It is convenient to accomplish equation (1.18) imposed to the complex potential

\[\Phi = \psi + i\hat{H} \psi = 2\hat{P}^- \psi,\]
\[\bar{\Phi} = \psi - i\hat{H} \psi = 2\hat{P}^+ \psi.\]

Note that

\[
\frac{\delta H}{\delta \psi} = 2 \left( \hat{P}^+ \frac{\delta H}{\delta \Phi} + \hat{P}^- \frac{\delta H}{\delta \Phi} \right) \quad (2.26)
\]
\[
\frac{\delta H}{\delta y} = 2 \left( \hat{P}^+ \frac{\delta H}{\delta \bar{z}} + \hat{P}^- \frac{\delta H}{\delta \bar{z}} \right) \quad (2.27)
\]

Hence

\[U = 4\hat{P}^- \left\{ \frac{1}{J} (\hat{P}^- \frac{\delta H}{\delta \Phi} + \hat{P}^+ \frac{\delta H}{\delta \Phi}) \right\}. \quad (2.28)\]

Now equation (1.18) can be presented in the complex form.
Now one can apply operator $2\hat{P}^-$ to the equation (1.22) and express $\frac{\delta H}{\delta \psi}$ and $\frac{\delta H}{\delta y}$ by the use of (2.26) and (2.27). We get closed equation for $\dot{\Phi}$. This equation can be transformed to the following simple form (see Appendix B)

$$\dot{\Phi} = iU\Phi' - B - \mathcal{P}. \quad (2.29)$$

Here

$$B = -4i\hat{P}^- \left\{ \frac{1}{\mathcal{J}}(\hat{P}^- (\Phi' \frac{\delta H}{\delta \Phi}) - \hat{P}^+(\Phi' \frac{\delta H}{\delta \Phi})) \right\} \quad (2.30)$$

and

$$\mathcal{P} = -4i\hat{P}^- \left\{ \frac{1}{\mathcal{J}}(\hat{P}^- \frac{\delta H}{\delta z} - \hat{P}^+ \frac{\delta H}{\delta z}) \right\}. \quad (2.31)$$

Equations (1.18) and (2.29) compose close system of Hamiltonian equations written in the complex form. Poisson bracket in terms of $(z, \Phi)$ is discussed in Appendix A.

There is another form of complex equations. Following to the article [Dyachenko (2001)] we introduce new variables:

$$R = \frac{1}{\dot{z}}, \quad V = i\frac{\partial \Phi}{\partial z} = iR\Phi'.$$

In terms of $R$ and $V$ equations (1.18) and (2.29) take a form:

$$\frac{\partial R}{\partial t} = i(U R' - RU'),$$

$$\frac{\partial V}{\partial t} = i(U V' - R(B + \mathcal{P})').$$

It is important to stress that equations (1.18), (2.29) and (2.32) are written for the functions which are analytical in the lower half-plane ($\text{Im} w < 0$).

We should stress once more that equations (2.32) are just another form of the general Hamiltonian equations (1.5). Meanwhile, this particular form of the Hamiltonian equations with the very noncanonical Poisson brackets is in our opinion the most convenient for both analytic and numeric study of hydrodynamics with free surface. Finally we present implicit equations (1.11), (1.15) in the complex form. To do this we remember that

$$x = \frac{1}{2}(z + \bar{z}), \quad y = \frac{1}{2i}(z - \bar{z}), \quad (2.32)$$

$$\psi = \frac{1}{2}(\Phi + \bar{\Phi}), \quad \hat{H}\psi = \frac{1}{2i}(\Phi - \bar{\Phi}). \quad (2.33)$$
One can see that equations (1.11), (1.15) can be presented as follow

\[ \hat{P}^- \left[ z_t \bar{z}_u - \bar{z}_t z_u + 4i \frac{\delta H}{\delta \Phi} \right] = 0. \]  
(2.34)

\[ \Phi_t z_u - z_t \Phi_u + \hat{P}^- \left( \bar{Q}_t \bar{z}_u - \bar{z}_t Q_u + 4i \frac{\delta H}{\delta \bar{z}} \right) = 0. \]  
(2.35)

3 Hydrodynamics with a free surface

All the machinery described above was designed to study different versions of potential flows of ideal fluid with a free surface. We start systematic study of these models from the simplest one - "free" incompressible fluid moving only under influence of force of inertia. In this case the Hamiltonian is just kinetic energy of the fluid

\[ \mathcal{H} = T = -\frac{1}{2} \int_{-\infty}^{\infty} \psi \hat{H} \psi' du = \frac{i}{8} \int_{-\infty}^{\infty} (\Phi + \bar{\Phi})(\Phi' - \bar{\Phi}') du, \]  
(3.36)

Now

\[ \frac{\delta \mathcal{H}}{\delta \psi} = -\hat{H} \psi, \]  
(3.37)

\[ \frac{\delta \mathcal{H}}{\delta \Phi} = \frac{i}{4} \Phi_u, \quad \frac{\delta \mathcal{H}}{\delta \bar{\Phi}} = -\frac{i}{4} \Phi_u \]  
(3.38)

Let us consider first the implicit equation. Equations (1.11) and (1.15) take the following form

\[ y_t x_u - x_t y_u = -\hat{H} \psi_u, \]  
(3.39)

\[ \psi_t x_u - x_t \psi_u - \hat{H}(y_u \psi_t - y_t \psi_u) = 0. \]  
(3.40)

Equation (3.39) can be rewritten as follow

\[ z_t \bar{z}_u - \bar{z}_t z_u = -2i \hat{H} \psi_u. \]  
(3.41)

This is the step to complex form of implicit equations. Full complex implicit equations are:

\[ z_t \bar{z}_u - \bar{z}_t z_u = \bar{\Phi}_u - \Phi_u, \]  
(3.42)

or after applying projector operator \( \hat{P}^- \)

\[ \hat{P}^- (z_t \bar{z}_u - \bar{z}_t z_u) = -\Phi_u. \]  
(3.43)

Second equation is

\[ \Phi_t z_u - z_t \Phi_u + \hat{P}^- \left( \bar{Q}_t \bar{z}_u - \bar{z}_t Q_u \right) = 0. \]  
(3.44)
The ”transport velocity” \( U \) is defined only by kinetic energy. For all hydrodynamic model \( U \) and \( B \) are universal

\[
U = -2\hat{P}^{-}\left(\frac{1}{J} \hat{H} \psi_u\right) = i\hat{P}^{-}\left(\frac{\Phi_u - \Phi_u}{|z - u|^2}\right),
\]

(3.45)

\[
B = \hat{P}^{-}\left(\frac{|\Phi_u|^2}{|z_u|^2}\right).
\]

(3.46)

Thus ”scalar” explicit equations read:

\[
\dot{y} = -(x' - y' \hat{H}) \frac{1}{J} \hat{H} \psi_u,
\]

\[
\dot{\psi} = \psi_u \frac{\hat{H} \psi_u}{J} + \frac{1}{J} \hat{H}(\psi_u \hat{H} \psi_u).
\]

(3.47)

The ”complex” explicit equations has the standart form

\[
\dot{z} = iUz',
\]

\[
\dot{\Phi} = iU\Phi' - B.
\]

(3.48)

\( U \) and \( B \) are given by equations (3.45). Finally the Dyachenko equations for this simplest case read

\[
R_t = i(UR' - RU'),
\]

\[
V_t = i(UV' - RB').
\]

(3.49)

In \( R \) and \( V \) variables

\[
U = \hat{P}^{-}(RV + RV),
\]

(3.50)

\[
B = \hat{P}^{-}(V\bar{V}).
\]

(3.51)

One more usefull form of ”free” hydrodynamic equations stems from (1.21). Apparently

\[
F = -\frac{i}{z'} \hat{P}^{-}(\psi \frac{\delta \hat{H}}{\delta \psi}) = \frac{i}{z'} \hat{P}^{-}(\psi' \hat{H} \psi') = \frac{i}{2z'} \hat{P}^{-}(|\Phi|^2) = \frac{\Phi^2}{2z'}.
\]

(3.52)
From (1.12) and (1.13) we obtain important equation

\[ \dot{\psi} \bar{z} u - \dot{z} \dot{\psi} u + \frac{\Phi^2}{2 \bar{z} u^2} = 0. \]  
(3.54)

This is the Bernoulli equation written in conformal variables.

4 Dirichlet solutions

"Free" hydrodynamic equations admit a remarkable class of solutions, found first by L. Dirichlet in 19 century. In These solutions potential is a quadratic function of coordinates, and the free surface is a curve of second order. It is interesting to find these solutions in conformal variables. Let us assume that

\[ \Phi = a(t) + \frac{b(t)}{4} \bar{z}^2, \]  
(4.55)

\(a(t)\) and \(b(t)\) are real. Then

\[ \Phi' = b \bar{z} z', \]
\[ \psi = \frac{1}{2} (\Phi + \bar{\Phi}) = a + \frac{b}{4} (z^2 + \bar{z}^2). \]

Equation (3.42) reads now

\[ \dot{\bar{z}} \bar{z}' - \dot{z} z' = b (\bar{z} \bar{z}' - \bar{z} z'). \]  
(4.56)

Equation (3.54) takes the form

\[ \left[ \dot{a} + \frac{\dot{b}}{4} (z^2 + \bar{z}^2) \right] \bar{z}' + \frac{b}{2} (\ddot{z} \bar{z}' - \dot{z} z') + \frac{b^2}{2} \bar{z}^2 \bar{z}' = 0. \]  
(4.57)

Using equation (4.56) we realize that the terms proportional to \(z'\) are cancelled. Then we cancel \(\bar{z}\) and end up with the equation for the quadric

\[ \dot{a} + \frac{\dot{b}}{4} (z^2 + \bar{z}^2) + \frac{b^2}{2} |z|^2 = 0. \]  
(4.58)

This equation describe the shape of the surfce. To find conditions for \(\dot{a}, \dot{b}\) we should solve the equation (4.56).

Suppose that \(\dot{b} - b^2 > 0\). Now quadric (4.58) is hyperbola

\[ \frac{y^2}{A^2} = 1 + \frac{x^2}{B^2}, \]
\[ A^2 = \frac{2 \dot{a}}{b - b^2}, \quad B^2 = \frac{2 \dot{a}}{b + b^2} \]  
(4.59)
Equation (4.56) can be rewritten as follow

\[ \dot{y}x' - \dot{x}y' = -b(xy' + x'y). \] (4.60)

By plugging (4.59) into (4.60) one get

\[ \dot{A} = -bA, \quad \dot{B} = bB, \]
\[ AB = \lambda^2 = const, B^2 = \frac{\lambda^4}{A^2} \] (4.61)

Then

\[ A^2(\dot{b} - b^2) = B^2(\dot{b} + b^2) \]
or

\[ \dot{b}(1 - \frac{\lambda^4}{A^4}) = b^2(1 + \frac{\lambda^4}{A^4}) \] (4.62)

From (4.62) one can see that the case \( A^2 = B^2 = \lambda^2 \) is marginal. If \( A^2 < \lambda^2, \ \dot{b} < 0 \). In the opposite case \( A^2 > \lambda^2, \ \dot{b} > 0 \). By assuming that

\[ \dot{b} = \dot{A} \frac{db}{dA} = -Ab \frac{db}{dA}, \]

one get

\[ \frac{db}{dA} = -\frac{1}{A} \frac{A^4 + \lambda^4}{A^4 - \lambda^4}. \] (4.63)

Thus the equation can be easily integrated

\[ b = \pm \frac{FA}{|A^4 - \lambda^4|^{1/2}} = -\frac{\dot{A}}{A}, \] (4.64)

\( F > 0 \) - is constant of integration. Equation (4.64) can be integrated elliptical functions. In two limiting cases \( A << \lambda \) and \( A > \lambda \) it essentially simplifies.

Let \( A|_{t=0} = A_0 \).

If \( A_0 << \lambda \)

\[ \dot{A} = -FA^2, \quad A = \frac{F^{-1}}{t + q}, \quad q = \frac{F}{A_0}. \] (4.65)

If \( A_0 >> \lambda \)

\[ \dot{A} = F, \quad A = Ft + A_0. \] (4.66)

Hence the "flat" hyperbola \( A_0 << \lambda \) becomes more flat, while the "sharp" hyperbola \( A_0 > \lambda \) becomes more sharp as \( t \to \infty \).
Let us introduce new variables $c$ and $\theta$ such that

$$A = c \cos \theta, \quad B = c \sin \theta$$

$$z = -\frac{ic}{2}(Re^{i\theta} + \frac{1}{R} e^{-i\theta}),$$

$$R = e^{\frac{2\theta}{\pi} \text{arcsinh}(w)} = (w + \sqrt{w^2 + 1})^{\frac{2\theta}{\pi}}. \quad (4.67)$$

Then

$$\dot{R} = \frac{2\dot{\theta}}{\pi} \text{arcsinh}(w)R = \frac{2\dot{\theta}}{\pi}(w + \sqrt{w^2 + 1})R, \quad (4.69)$$

$$R' = \frac{2\theta}{\pi} \frac{1}{\sqrt{w^2 + 1}}R, \quad (4.70)$$

$$z' = -\frac{ic}{\pi} \frac{1}{\sqrt{w^2 + 1}}(Re^{i\theta} + \frac{1}{R} e^{-i\theta}), \quad (4.71)$$

$$\dot{z} = -\frac{i}{2} \left[ (\dot{c} + ic\dot{\theta})Re^{i\theta} + (\dot{c} - ic\dot{\theta})\frac{1}{R} e^{-i\theta} \right] - \frac{ic\dot{\theta}}{\pi} \text{arcsinh}(w)(Re^{i\theta} + \frac{1}{R} e^{-i\theta}), \quad (4.72)$$

Now remember that

$$AB = c^2 \sin \theta \cos \theta = \frac{1}{2} c^2 \sin 2\theta. \quad (4.73)$$

By differentiating \((4.73)\) one get

$$\dot{c} = -\frac{c \cos 2\theta}{\sin 2\theta} \dot{\theta}. \quad (4.74)$$

Finally we got

$$\dot{z} = \frac{ic\dot{\theta}}{2} \frac{1}{\sin 2\theta}(Re^{i\theta} + \frac{1}{R} e^{-i\theta}) - \frac{2}{\pi} \text{arcsinh}(w)(Re^{i\theta} + \frac{1}{R} e^{-i\theta}), \quad (4.75)$$
or

\[
\dot{z} = \frac{\dot{\theta} \sin 2\theta}{\sin 2\theta} + \frac{\pi \dot{\theta}}{\theta} \sqrt{w^2 + 1 \arcsinh(w)z'}.
\]  

(4.76)

As we know

\[
b = \frac{\dot{A}}{A} = \frac{-\dot{c} \cos \theta + c \dot{\theta} \sin \theta}{c \cos \theta} \frac{c \dot{\theta}}{\sin 2\theta}.
\]  

(4.77)

Tj get the last result we need equation (4.63). Now by plugging (4.72), (4.76), (4.77) into (4.56) we see that this equation is automatically satisfied. Now we can find the transport velocity \( U \). According to (3.48)

\[
U = -\frac{i \dot{z}}{z'}.
\]  

(4.78)

By the use of (4.71) and (4.76) we get

\[
U = -\frac{i \pi \dot{\theta}}{\theta} \sqrt{w^2 + 1} \left[ \frac{1}{2 \sin 2\theta} \frac{Re^{i\theta}}{Re^{i\theta}} + \frac{1}{Re^{i\theta}} \right] + \log(w + \sqrt{w^2 + 1}).
\]  

(4.79)

Note that \( z \) has only one branch point at \( w = i \). It is analytic everywhere except the cut along the imaginary axis \((i, i\infty)\). The same statement is correct for all other analytic in the lower half-plane functions

\[
R = \frac{1}{\bar{z}'}, \quad V = bz, \quad B = \dot{P}^-(VV).
\]

Apparently

\[
R = \frac{i \pi \dot{\theta}}{c \dot{\theta}} \sqrt{w^2 + 1} \frac{1}{Re^{i\theta}} - \frac{Re^{i\theta}}{\bar{Re}^{i\theta}}.
\]  

(4.80)

Note that

\[
R|_{w=i} = 0, \quad U|_{w=i} = 0.
\]  

(4.81)

To find \( B \) we again can use equation (3.48).

\[\text{5 This is the end...}\]

To apply the developed general theory to concrete physical system one should specify the Hamiltonian function \( \mathcal{H} \). We will study the following class of Hamiltonian functions:

\[
\mathcal{H} = \mathcal{H}_1 + \mathcal{H}_2 + \mathcal{H}_3 + \mathcal{H}_4.
\]  

(5.82)
Here

\[ H_2 = \frac{i\alpha}{8} \int_{-\infty}^{\infty} (z' + \bar{z}' - 2)(z - \bar{z})du = -\frac{\alpha}{2} \int_{-\infty}^{\infty} y(x' - 1)du, \]

(5.83)

\[ H_3 = -\frac{g}{16} \int_{-\infty}^{\infty} (z - \bar{z})^2(z' + \bar{z}')du = \frac{g}{2} \int_{-\infty}^{\infty} y^2 x' du, \]

(5.84)

\[ H_4 = \sigma \int_{-\infty}^{\infty} \left( \sqrt{z'\bar{z}' - \frac{(z' + \bar{z}')}{}^2} \right) du = \sigma \int_{-\infty}^{\infty} \left( \sqrt{y'^2 + x'^2} - x' \right) du. \]

(5.85)

Hamiltonian \( H_1 \) is the kinetic energy of the ideal incompressible fluid. It depends on \( \Phi \) only, not on \( z \). The others, \( H_2, H_3 \) and \( H_4 \), are different forms of potential energy depending on \( z \) only. Hamiltonians \( H_3 \) and \( H_4 \) are the components of the potential energy in the presence of gravity acceleration \( g \) and surface tension \( \sigma \). Hamiltonian \( H_2 \) has more sophisticated physical interpretation (see [Zubarev (2000)]). For \( \alpha < 0 \) it is a potential energy of the dielectric fluid with ideally conducting free surface, placed into the electric field. For \( \alpha > 0 \) this is the potential energy of the same fluid containing inside the magnetic field. More detailed information is in the Appendix B.

For the Hamiltonian function (5.82)

\[ U = i\hat{P}^{-}\left\{ \frac{1}{\bar{z}' z'} \frac{\Phi'}{z'} - \frac{1}{z' \bar{z}'} \right\} = \hat{P}^{-}(R\bar{V} + \bar{R}V), \]

(5.86)

\[ B = \hat{P}^{-}\left\{ \frac{\Phi'}{z'} \frac{\bar{\Phi}'}{\bar{z}'} \right\} = \hat{P}^{-}(V\bar{V}). \]

(5.87)

In the absence of a potential energy \( \mathcal{P} = 0 \) (see (2.31)). In the presence of a potential energy

\[ \mathcal{P} = \mathcal{P}_2 + \mathcal{P}_3 + \mathcal{P}_4. \]

(5.88)

Here

\[ \mathcal{P}_2 = \alpha \hat{P}^{-}(R\bar{R} - 1), \]

(5.89)

\[ \mathcal{P}_3 = -ig(z - w), \]

(5.90)
\[ \mathcal{P}_4 = 2\sigma \hat{P}^- (Q' \bar{Q} - \bar{Q}' Q), \quad Q = \sqrt{R}. \quad (5.91) \]

In the absence of the surface tension motion equations \((2.32)\) take the following remarkably simple form:

\[ R_t = i(U R' - R U'), \quad V_t = i(U V' - R \hat{P}^- (V \bar{V} + \alpha R R') + g(R - 1). \quad (5.92) \]

Equations \((5.92)\) with \((5.86)\) are cubic with respect to the unknown functions \(R\) and \(V\). It makes them very suitable for numerical simulation.

Let us put now \(\alpha = 0\), and include into consideration the surface tension. The first equation of \((5.92)\) is not changed, while the second takes the form:

\[ V_t = i(U V' - R \hat{P}^- (V \bar{V})' + g(R - 1)) - 2\sigma R \hat{P}^- (Q' \bar{Q} - \bar{Q}' Q)', \quad (5.93) \]

For function \(Q\) equations \((5.92)\) became quartic nonlinear:

\[ Q_t = i(U Q' - \frac{1}{2} U' Q), \quad V_t = i(U V' - Q^2 \hat{P}^- (V \bar{V})') + g(Q^2 - 1) - 2\sigma Q^2 \hat{P}^- (Q' \bar{Q} - \bar{Q}' Q)', \quad (5.94) \]

and \(U\) is equal to:

\[ U = \hat{P}^- (V \bar{Q}^2 + \bar{V} Q^2). \]

Equations \((5.92)\) keep the same form for other boundary conditions. Just for different boundary conditions we need to replace Hilbert transformation by some other operator. For instance for periodic boundary conditions one has to use Schwartz transformation instead of Hilbert. Another important case, fluid of finite depth is discussed in Dyachenko, Kuznetsov & Zakharov.

Note that equations include now only derivatives of conformal mapping and complex velocity potential. As regards integrals of motion they acquire more complicated form. But if one restores complex velocity potential

\[ \Phi = -i \int \frac{V}{R} dw \]

then the kinetic energy is equal to

\[ \mathcal{H}_1 = - \int_{-\infty}^{\infty} Re(\Phi) Im(\Phi') du \]

and momenta (given by \((1.7)\)) are now equal to:

\[ P_y = \int_{-\infty}^{\infty} Re(\Phi) Re\left(\frac{1}{R}\right) du, \quad P_x = \int_{-\infty}^{\infty} Re(\Phi) Im\left(\frac{1}{R}\right) du. \]
6 New integrals of motion

Equations (5.92) have some remarkable properties. Suppose that $z(w)$ and $\Phi(w)$ have at $w = \lambda$ a logarithmic branch-point ($\text{Im}\lambda > 0$):

$$
z = a \log (w - \lambda) + w, \quad \Phi = b \log (w - \lambda).$$

(6.95)

At this point

$$
z' = \frac{a}{w - \lambda} + 1, \quad \Phi' = \frac{b}{w - \lambda}$$

(6.96)

and

$$
V = i \frac{\Phi'}{z'} \approx i \frac{b}{a}, \quad R \approx \frac{1}{c}(w - \lambda).
$$

One can see that both $R$ and $V$ are regular in the neighborhood of point $\lambda$. The same statement is correct for $B$, $P_2$ and $P_3$. Note that it is not correct for $P_4$. Indeed, near $w = \lambda$

$$
P_4 \approx \frac{\sigma}{\sqrt{w - \lambda}}.
$$

Regularity of $U$ and $B$ results in the following important consequence. Suppose that functions $R$ and $V$ are regular not only in the lower half-plane, but also in some domain above the real axis. And in this domain $R$ has simple zeroes at the points

$$
\lambda_1, \lambda_2, \ldots, \lambda_n.
$$

In the vicinity of each zero

$$
R \approx a_n (w - \lambda_n), \quad V \approx V_n.
$$

If $R$ and $V$ satisfy the equations (5.92), then

$$
\frac{d a_n}{dt} = 0, \quad \frac{d V_n}{dt} = g
$$

(6.97)

In the other words, coefficients $a_n$, which are nothing but logarithmic residues of $z$, are constant of motion of the equations (5.92). In the absence of gravity
logarithmic residues of $\Phi$ are constant of motion either. In presence of gravity they are linear functions of time

$$V_n = V_{n0} + gt$$

and

$$b_n = -ia_nV_n = -ia_n(V_{n0} + gt).$$

It is important to find the Poisson’s bracket between new integrals of motion.

As far as $a_n$ are completely defined by $z$, so that

$$\frac{\delta a_n}{\delta \Phi} = \frac{\delta a_n}{\delta \bar{\Phi}} = 0,$$

one can conclude:

$$\{a_n, a_m\}.$$ \hspace{1cm} (6.98)

Poisson’s brackets

$$\{a_n, b_m\}, \quad \text{and} \quad \{b_n, b_m\}$$

are still unknown.

So far we have discussed only simple zeroes of $R$. In fact, one can release this condition and consider zeroes of higher order. One can assume that in the vicinity of $\lambda$

$$U \simeq u_0 + (w - \lambda)u_1,$$

$$R \simeq (w - \lambda)^n \tilde{R}. \hspace{1cm} (6.99)$$

Plugging (6.99) into the (5.92) one can find

$$\dot{\tilde{R}} = i(U\tilde{R}' - \tilde{R}U' + nu_1\tilde{R}),$$

$$\dot{\lambda} = -u_0. \hspace{1cm} (6.100)$$

This assumption (6.99) is structurally stable. One can assume again that $V$, $U$, $B$ and $P$ are regular at $w = \lambda$. For

$$V_n = V|_{w=\lambda_n}$$

one can obtain the following formula:

$$\frac{dV_n}{dt} = g. \hspace{1cm} (6.101)$$
In this case both \( z' \) and \( \Phi' \) have a pole of \( n \)-th order at the point \( w = \lambda \):

\[
\begin{align*}
    z' &= \frac{a_{-n}}{(w - \lambda)^n} + \cdots + \frac{a_{-1}}{(w - \lambda)} + \cdots, \\
    \Phi' &= \frac{b_{-n}}{(w - \lambda)^n} + \cdots + \frac{b_{-1}}{(w - \lambda)} + \cdots 
\end{align*}
\] (6.102)

Plugging (6.102) into the equations (3.48), one can obtain:

\[
\frac{d}{dt} a_{-1} = 0, \quad \frac{d}{dt} b_{-1} = a_{-1} g 
\] (6.103)

Moreover, (6.101) reads:

\[
\frac{d}{dt} b_{-n} a_{-n} = g. 
\] (6.104)

Formulae (6.103) can be written as follow:

\[
\frac{d}{dt} \oint_{\Gamma} z' dw = 0, \quad \frac{d}{dt} \oint_{\Gamma} \Phi' dw = g \oint_{\Gamma} z' dw. 
\] (6.105)

In (6.105) one integrates along small contour around \( \lambda \).

Formulae (6.101) and (6.105) do not include the parameter \( \alpha \). One can think that they could be extended to a more broad class of the Hamiltonian functions. This is actually not true. Only a very special Hamilton functions keep \( U, B \) and \( P \) analytic at the points where \( z' \) and \( \Phi' \) have poles. In a general case singularities in \( z' \) and \( \Phi' \) generate singularities in \( U, B \) and \( P \), and formulae (6.101), (6.103), (6.104) and (6.105) are violated.

This phenomenon can be traced for the case when we include into consideration surface tension. If \( R \) has a simple zero

\[
R \simeq (w - \lambda), 
\] (6.106)

the expression for surface tension term in (5.94) is

\[
-2\sigma R \hat{\mathcal{P}}(Q' \hat{Q} - \hat{Q}'Q)' \simeq \frac{c}{(w - \lambda)^{\frac{7}{2}}}. 
\] (6.107)

It means that analyticity of \( V \) is immediately violated. The situation can be fixed if \( Q = \sqrt{R} \) is analytic functions, having zero of any arbitrary integer order. one can see that the assumption
\[ Q = (w - \lambda)^n \tilde{Q} \] (6.108)

is compatible with equations (5.94).

Expression (6.108) for \( Q \) implies that

\[ R = (w - \lambda)^{2n} \tilde{R}. \] (6.109)

Thus \( R \) has zero of an even order.

In conclusion of this chapter we should stress that even in the absence of gravity integrals (6.101) and (6.105) cannot be interpreted as Casimirs for some degenerated Poisson’s bracket. Just due to the fact of existence of the variational principle and the symplectic structure, the Poisson’s bracket in this case is not degenerated, and no Casimirs do exist.

7 Connection to the LGE equation

In the articles [Dyachenko & Zakharov (1996)], [Zakharov & Dyachenko (1996)] we have found that in certain situations the dynamics of a free-surface fluid can be described by the Laplace growth Equation (LGE), which is known in hydrodynamics since 1945 ([Polubarinova-Kochina (1945)], [Galin (1945)]).

We show now that the LGE appears in a natural way in the framework of our formalism.

Let us suppose that the fluid flow has two scales - global large scale with the complex potential \( \Psi_0 \), and small scale with the potential \( \delta \psi \). Another words:

\[ \Psi = \Psi_0 + \delta \psi. \] (7.110)

Let us denote

\[ V_0 = \hat{H} \Psi_0'. \] (7.111)

Substituting (7.110) into kinetic energy (3.36), we neglect the quadratic term

\[ -\frac{1}{2} \int_{-\infty}^{\infty} \delta \psi \hat{H} \delta \psi' du. \]

Then

\[ \mathcal{H}_1 = \frac{1}{2} \int_{-\infty}^{\infty} \Psi_0 V_0 du + \int_{-\infty}^{\infty} V_0 \delta \psi du, \]

\[ \frac{\delta \mathcal{H}_1}{\delta \Psi} = V_0(u, t). \] (7.112)
Here $V_0(u, t)$ is a given “slow” function of $u$ and $t$.

Now

$$U = \hat{P}^{-1} \left\{ \frac{V_0}{|z'|^2} \right\} \quad (7.113)$$

and equation (1.17) takes a closed form:

$$\text{Im}\{\dot{z}z'\} = V_0. \quad (7.114)$$

In the absence of a potential energy $V_0$ can be put constant. In this case equation (7.114) is exactly Laplace Growth Equation. In presence of potential energy $V_0$ should be at least a function of time. In presence of gravity

$$\dot{V}_0 = -g, \quad V_0 = -gt + \text{constant}. \quad (7.115)$$

This approximation to the Laplace Growth Equation derived-ed from hydrodynamics equation was obtained in [Dyachenko & Zakharov (1996)], [Zakharov & Dyachenko (1996)].

8 Cuts - possible type of solution

Suppose both $R$ and $V$ have cuts along imaginary axis in the upper half-plane

$$R(w, t) = 1 - \int_{a(t)}^{b(t)} \frac{r(s, t)ds}{s + iw}, \quad V(w, t) = \int_{a(t)}^{b(t)} \frac{r(s, t)ds}{s + iw} \quad (8.116)$$

Here $r(s, t)$ and $v(s, t)$ are real functions of real argument $s$ given in the interval $[a(t), b(t)]$, and

$$r(a, t) = r(b, t) = v(a, t) = v(b, t) = 0. \quad (8.117)$$

We show now that the anzats (8.116) is the solution of the equations (3.49). Let us calculate complex transport velocity $U$.

$$U = \hat{P}^{-1} \left\{ RV + \bar{R}V \right\}. \quad (8.118)$$

Anzats (8.116) results in the following expression for $U$,

$$U = \int_a^b \frac{v(s, t)}{s + iw} ds - \int_a^b \int_a^b \frac{r(s', t)v(s, t) + r(s, t)v(s', t)}{s' + s} \frac{ds'ds}{s + iw} \quad (8.118)$$
It is convenient to introduce the notation:

\[
F(s, t) = \int_a^b \frac{r(s', t)}{s' + s} ds', \\
G(s, t) = \int_a^b \frac{v(s', t)}{s' + s} ds'.
\] (8.119)

Then \(U\) is very similar to \(V\), namely

\[
U = \int_a^b \frac{u(s, t) ds}{s + iw}.
\] (8.120)

Here

\[
u(s, t) = v(s, t) - F(s, t)v(s, t) - r(s, t)G(s, t)
\] (8.120)

It is obvious that \(u(s, t)\) is also equal to zero at the ends of the interval \([a(t), b(t)]\). Similar formula one get for \(B\):

\[
B = \hat{P} - \{V\hat{V}\} = \int_a^b \frac{b(s, t)}{s + iw} ds
\] (8.120)

Here

\[
b(s, t) = v(s, t)G(s, t)
\] (8.120)

And again, \(b(s, t)\) is equal to zero at the ends of the interval \([a(t), b(t)]\).

Now, let us calculate r.h.s of the equation for \(R\),

\[
i(UR' - U'R) = \int_a^b \int_a^b \frac{u'(s, t)r(s', t) - r'(s, t)u(s', t)}{(s + iw)(s' + iw)} ds' ds - \int_a^b \frac{u'(s, t)}{s + iw} ds = \\
= \int_a^b \int_a^b \frac{u'(s, t)r(s', t) + u'(s', t)r(s, t) - r'(s, t)u(s', t) - r'(s', t)u(s, t)}{s' - s} ds' ds - \int_a^b \frac{u'(s, t)}{s + iw} ds.
\]

If we introduce functions

\[
A(s, t) = P.V. \int_a^b \frac{r(s')}{s' - s} ds, \\
C(s, t) = P.V. \int_a^b \frac{v(s')}{s' - s} ds, \\
P(s, t) = -P.V. \int_a^b \frac{r(s')G(s', t) + v(s')F(s', t)}{s' - s} ds, \\
Q(s, t) = P.V. \int_a^b \frac{v(s')G(s', t)}{s' - s} ds
\] (8.120)

then equation for \(R\) reads:

\[
\dot{r}(s, t) = -u'(s, t)\dot{r}(s, t) - \ddot{u}(s, t)r(s, t) + r'(s, t)\dot{u}(s, t) + \ddot{r}(s, t)u(s, t) + u'(s, t)
\] (8.120)
Doing the same thing for the equation for $V$ one can obtain:

$$
\dot{v}(s,t) = u(s,t)\dot{v}'(s,t) + \hat{u}(s,t)v'(s,t) + b'(s,t)\dot{r}(s,t) + \hat{b}'(s,t)r(s,t) - b'(s,t)
$$

(8.120)

or with new notation:

$$
\dot{r}(s,t) + (1 - A)G - C - P)r'(s,t) - (1 - A)(1 - F)v'(s,t) =
$$

$$
= ((A - 1)G' - A'G - C' - P')r(s,t) + ((1 - F)A' - (1 - A)F')v(s,t),
$$

$$
\dot{v}(s,t) + (1 - A)G - C - P)v'(s,t) =
$$

$$
= (Q' - GC')r(s,t) + ((1 - F)C' - (1 - A)G')v(s,t)
$$

(8.121)

9 Equations for spectral density on the cuts for implicit equations

Here we will consider the hydrodynamics equations for $y$ and $\psi$ given in the implicit form (1.15). Actually we will use instead of $y$ and $\psi$ complex functions $z$ and $\Phi$, and the equations (1.15) can be rewritten for them:

$$
\dot{z}z' - \dot{\bar{z}}\bar{z}' = \Phi' - \bar{\Phi}'
$$

(9.121)

$$
\dot{\Phi}z' - \Phi'\dot{z} + \dot{\bar{P}}(\dot{\Phi}z' - \Phi'\dot{z}) + \dot{\bar{P}}(\Phi z' - \Phi'\dot{z}) = 0.
$$

(9.122)

Let us make the following hypothesis. Suppose that both $z$ and $\Phi$ are analytic functions in the lower half-plane and both have the only singularity in the upper half-plane, namely a cut on the imaginary axis:

$$
\lambda(t) < v < \infty,
$$

$\lambda(t)$ is some unknown function of time. Let us denote the coordinate along the cut by $s$, so that

$$
w = u + iv = u + is.
$$

Now we introduce the spectral density on the cut for conformal mapping $z$ and potential $\Phi$:

$$
z = \frac{1}{2\pi i} \int_\lambda^\infty \frac{\rho(s')}{s' + iw} ds',
$$

$$
\Phi = \frac{1}{2\pi i} \int_\lambda^\infty \frac{i\phi(s')}{s' + iw} ds'.
$$

(9.122)

Let us calculate $z$ on the cut from right and from the left or, another words, for

$$
w = is \pm \epsilon, \quad \epsilon \to 0.
$$

Then

$$
z^\pm = \frac{1}{2\pi i} P.V. \int_\lambda^\infty \frac{\rho(s')}{s' - s \pm i\epsilon} ds' \mp \frac{1}{2} \rho(s).
$$

(9.122)
Then one can see that 
\[ \rho(s) = z^- - z^+. \]

Let us introduce two more functions:

\[ f(s) = \frac{1}{2\pi} P.V. \int_\lambda^\infty \frac{\rho(s')}{{s'} - s} ds' = -\frac{i}{2}(z^+ + z^-), \quad (9.122) \]

and

\[ A(s) = \frac{1}{2\pi} \int_\lambda^\infty \frac{\rho(s')}{{s'} + s} ds'. \quad (9.122) \]

Then

\[ \bar{z}(s) = -\frac{1}{2\pi i} \int_\lambda^\infty \frac{\rho(s')}{{s'} + s} = iA(s). \quad (9.122) \]

Here is some useful notations:

\begin{align*}
\frac{\partial}{\partial w} &= \frac{\partial}{\partial s} \frac{i\partial}{\partial s} = -i \frac{\partial}{\partial s}, \\
\bar{z}_u &= \frac{\partial}{\partial w} \bar{z} = A_s, \\
z_u &= \frac{1}{2} \frac{\partial}{\partial w} (z^- + z^+) = f_s, \\
\bar{z}_t &= iA_t, \quad \bar{z}_t z_u \rightarrow A_t A_s. \tag{9.123}
\end{align*}

Now let us consider spectral density for potential \( \Phi \): For values of \( \Phi \) on the right and left sides of the cut one can easily derive the following relations:

\[ \Phi^- - \Phi^+ = i\phi(s), \]
\[ \frac{1}{2}(\Phi^- + \Phi^+) = \frac{1}{2\pi} P.V. \int_\lambda^\infty \frac{\phi(s')}{{s'} - s} ds'. \tag{9.124} \]

And similar to what we just did for \( z \), let us use the notation:

\[ g(s) = \frac{1}{2\pi} P.V. \int_\lambda^\infty \frac{\phi(s')}{{s'} - s} ds', \]
\[ B(s) = \frac{1}{2\pi} \int_\lambda^\infty \frac{\phi(s')}{{s'} + s} ds'. \tag{9.125} \]

Then the following relations hold:

\[ \bar{\Phi}(s) = \frac{1}{2\pi} \int_\lambda^\infty \frac{\phi(s')}{{s'} + s} ds' = B(s), \]
\[ \frac{\partial}{\partial w}(\Phi^- - \Phi^+) = \frac{\partial^2 \phi}{\partial s^2}, \]

23
\[
\frac{1}{2}(\Phi^{-} + \Phi^{+}) = g(s). \tag{9.126}
\]

Now we can easily rewrite the equation for \( \dot{z} \):

\[
\rho_t (1 + A_s) - \rho_s A_t = -\phi_s. \tag{9.127}
\]

To write down the equation for \( \dot{\Phi} \) (instead of (9)) one should use the following useful formula:

\[
A^- B^- - A^+ B^+ = \frac{1}{2}[(A^- - A^+) (B^- + B^+) + (A^- + A^+) (B^- - B^+)].
\]

The equation (9) takes the form:

\[
\phi_t (1 - f_s) + f_t \phi_s + \rho_t g_s - g_t \rho_s + \rho_t B_s - \rho_s B_t = 0, \tag{9.128}
\]
or if we introduce new function

\[
C(s) = g(s) + B(s) = \frac{1}{\pi} P.V. \int_\lambda^\infty \frac{\phi(s') s'}{s'^2 - s^2} ds'
\]
it is equal to:

\[
\phi_t (1 - f_s) + f_t \phi_s + \rho_t C_s - \rho_s C_t = 0. \tag{9.129}
\]

These equations (9.127) and (9.129) are the basic equations describing the evolution of the densities on the cut.

Let us write them in the divergent form:

\[
\frac{\partial}{\partial t} [\rho (1 + A_s)] = \frac{\partial}{\partial s} (-\phi + \rho A_t),
\]
\[
\frac{\partial}{\partial t} [\phi (1 - f_s) + \rho C_s] = \frac{\partial}{\partial s} (-\phi f_t + \rho C_t) \tag{9.130}
\]

Assuming that spectral density of the potential and conformal mapping are equal to zero at the ends of the cut, we obtain the integral of motion (for mass or the fluid and its vertical momentum):

\[
\int_\lambda^\infty \rho (1 + A_s) ds = M,
\]
\[
\int_\lambda^\infty [\phi (1 - f_s) + \rho C_s] ds = P. \tag{9.131}
\]
For the kinetic energy $\mathcal{H}$

$$\mathcal{H} = \frac{i}{8} \int_{-\infty}^{\infty} (\Phi + \bar{\Phi})(\Phi' - \bar{\Phi}')du,$$  \hspace{1cm} (9.131)

one can easily obtain the following formula:

$$\mathcal{H} = -\frac{1}{4} \int_\lambda^{\infty} \phi A_s ds.$$ \hspace{1cm} (9.132)

10 Approximation for narrow cuts

Suppose that cuts for $R$ and $V$ are far from the real axis, namely their width $(b - a)$ is much less than the distance to the real axis

$$(b - a) << a.$$  \hspace{1cm}

Then one can approximate

$$U = \hat{P}^-(\bar{V}R + V\bar{R})$$

as

$$U \simeq V_c R + VR_c - V_c,$$ \hspace{1cm} (10.132)

here $V_c$ is the value of $\bar{V}$ at the same point on the narrow cut of $R$, and $R_c$ is the value of $\bar{R}$ on the narrow cut of $V$. The last term in (10) appears due to asymptotic of $R$ at infinity.

Here is the ground for this approximation. Both $\bar{R}$ and $\bar{V}$ have singularities in the lower half-plane, at the complex conjugate points with respect to $R$ and $V$. If we consider narrow cut (at the same place for $R$ and $V$), that means we assume $V \simeq V_c$ and $R \simeq R_c$ being time dependent only. This assumption allows us to get the approximate expression for $B$ also:

$$B = \hat{P}^-(VV) \simeq V_c V.$$ \hspace{1cm} (10.132)

It should be mentioned here that for the limiting case of infinitely narrow cut (it is nothing but pole) the approximation is exact.

Substituting (10) and (10) into the (3.49) we end up with the following equations:

$$\dot{R} + iV_c R' = iR_c(VR' - V'R)$$ \hspace{1cm} (10.132)

$$\dot{V} + iV_c V' = iR_c(VV').$$ \hspace{1cm} (10.132)

In the moving framework

$$\chi = w - i \int_0^t V_c dt$$
the equations (10) and (10) read:

\[ \dot{R} = i R_c (V R' - V' R) \quad (10.132) \]
\[ \dot{V} = i R_c (V V') \quad (10.132) \]

where space derivative is now with respect to \( \chi \).

It is remarkable that we derive complex Hopf equation (10). If we introduce here new time \( \tau(t) \), so that

\[ \dot{\tau}(t) = R_c(t) \quad (10.132) \]

and

\[ \chi = w - i \int_0^\tau \frac{V_c}{R_c} d\tau. \quad (10.132) \]

Recall that \( R = \frac{1}{z} \), then we finally get the following set of quadratic equations:

\[ z_\tau = i V z' \quad (10.132) \]
\[ V_\tau = i V V'. \quad (10.132) \]

These equations are Hamiltonian ones, with the Hamiltonian

\[ H = \frac{i}{2} \int_{-\infty}^{\infty} V^2 z' d\chi \quad (10.132) \]

and canonical variables \( z \) and \( V \),

\[ z_\tau = \frac{\delta H}{\delta V}, \quad V_\tau = -\frac{\delta H}{\delta z} \quad (10.132) \]

Note that \( V \) and \( z' \) are analytic function in the lower half-plane, and \( H \) is equal to zero.

Equations (10) and (10) can be solved by the method of characteristics.

Let us consider the following initial value problem for equations (10) and (10):

\[ V(\chi, \tau)|_{\tau=0} = \frac{A}{\lambda + i \chi}, \]
\[ z(\chi, \tau)|_{\tau=0} = \chi. \quad (10.133) \]

Here \( A \) and \( \lambda \) are real positive constant. General solution of the Hopf’s equation (10) is given by:

\[ F(V(\chi, \tau)) = i \chi - \tau V(\chi, \tau). \]

Initial condition (10.133) defines the function \( F(V) \):

\[ F(V) = \frac{A}{V} - \lambda. \]
and we end up with the quadratic equation for $V(\chi, \tau)$:

$$\tau V^2 - (\lambda + i\chi)V + A = 0.$$  

Solution of this equation that satisfy the initial conditions is equal to:

$$V(\chi, \tau) = \frac{\lambda + i\chi - \sqrt{(\lambda + i\chi)^2 - 4A\tau}}{2\tau}.$$  (10.133)

The branch of the square root in (10) is chosen to provide zero asymptotic for $V$ at infinity.

General solution of (10) with the velocity $V(\chi, t)$ satisfying the Hopf’s equation is given by the formula

$$z(\chi, \tau) = G(i\chi - \tau V),$$

with arbitrary function $G$. From the initial conditions (10.133) one can easily obtain that

$$G(\xi) = -i\xi,$$

and for $z(\chi, \tau)$ we get the expression:

$$z(\chi, \tau) = -\frac{i}{2}\{-\lambda + i\chi + \sqrt{(\lambda + i\chi)^2 - 4A\tau}\}.$$  (10.133)

For $R(\chi, \tau)$ one can get the following formula:

$$R(\chi, \tau) = \frac{2\sqrt{(\lambda + i\chi)^2 - 4A\tau}}{\lambda + i\chi + \sqrt{(\lambda + i\chi)^2 - 4A\tau}}.$$  (10.133)

Let us consider behavior of $V(w, t)$ and $R(w, t)$ just after the cut emerges, namely for

$$t << \frac{\lambda^2}{A}.$$  

$R(w, t)$ has two branch points

$$iw_1 = -\lambda - \int_0^\tau \frac{V_c}{R_c} d\tau + 2\sqrt{A\tau},$$

$$iw_2 = -\lambda - \int_0^\tau \frac{V_c}{R_c} d\tau - 2\sqrt{A\tau}.$$  (10.134)

Let us make an approximation to $V_c$ and $R_c$. We will estimate value of $V$ and $R$ at the point which is complex conjugate to the branch point $w_1$:  
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\[ V_c = \text{c.c.} \left( V_{iw=-i\omega} \right) \simeq \frac{1}{2} \frac{A}{\lambda}, \]
\[ R_c = \text{c.c.} \left( R_{iw=-i\omega} \right) \simeq 1. \]

Branch point hits the real axes when \( w_1 \) becomes zero, at
\[ \tau = \tau_0 \simeq 0.34 \frac{\lambda^2}{A}. \] (10.133)

In the vicinity of \( w_1 \), \( R(w, \tau) \) behaves like this:
\[ R(w, \tau) \simeq \frac{2}{(A\tau)^{\frac{3}{4}}} \sqrt{i(w-w_1)} \] (10.133)

(The latter must be deleted)

Now we can estimate \( R_c(t) \). According to (10) and (10) it is equal to the value of the complex conjugate function \( \bar{R} \) at the point \( w \simeq w_1 \). Or, it is equal to the value of \( R \) at the point \( w = -w_1 \). Thus,
\[ R_c(\tau) = \frac{2\sqrt{1 - 2\sqrt{A\tau}}}{1 - \sqrt[5]{\frac{A\tau}{\lambda}} + \sqrt[5]{1 - 2\sqrt{A\tau}}}, \] (10.133)

Recall that “true” time \( t \) is related to \( \tau \) through the equation (10) we can write down differential equation for time:
\[ dt = \frac{d\tau}{R_c(\tau)}. \] (10.133)

After integration of (10) one can get
\[ t = \frac{\tau}{2} + \frac{\lambda^2}{4A} \left\{ \frac{4}{5} + \frac{1}{5} \left( 1 - \frac{2\sqrt{A\tau}}{\lambda} \right)^{\frac{5}{2}} - \left( 1 - \frac{2\sqrt{A\tau}}{\lambda} \right)^{\frac{1}{2}} \right\}. \] (10.133)

For the small \( t \) and \( \tau \) relation (10) gives
\[ t \simeq \tau + \frac{\lambda^2}{8\lambda^2 \tau^2}. \]

Rescaled time \( \tau \) makes sense only for
\[ \tau \leq \tau_0 = \frac{\lambda^2}{4A}. \]

At \( \tau = \tau_0 \) “true” time tends to some finite value \( t_0 \):
\[ t \rightarrow t_0 = \frac{13 \lambda^2}{104A}. \]
and in the vicinity of $\tau_0$ the following relation takes place:

$$(\tau_0 - \tau) \simeq \frac{8A}{\lambda^2} (t_0 - t)^2.$$  

(The former must be deleted)

Of course, the ‘approximation of narrow cut’ is valid only for the time

$$\tau << \tau_0,$$

but formally it can be extended to $\tau_0$, and one can obtain the limiting value of $R(w, \tau_0)$ from (10) or (10):

$$R(w, \tau_0) \simeq \sqrt{\frac{1}{\lambda}} \sqrt{iw}.$$  

At the surface $(w = u)$

$$R(w, \tau_0) \simeq \sqrt{\frac{|u|}{\lambda}} (1 + i\text{sign}(u)). \quad (10.132)$$

The slope of the surface is given by the ratio:

$$\frac{\partial u}{\partial x} = -\frac{\text{Im}\{R\}}{\text{Re}\{R\}} = -\text{sign}(u).$$

It means that the $90^o$ angle appears at the surface. Again, this angle-type singularity takes place only for approximate equations (10) and (10).

11 Dynamics of zeroes and poles

In this section we consider evolution of another initial condition for $R$, namely, instead of initially flat surface we will consider

$$R(w, 0) = 1 + \frac{a}{b + iw}, \quad (11.133)$$

and the same (10.133) for $V$. $R(w, 0)$ has simple pole at $w = ib$ and simple zero at $w = i(a + b)$. Also it has right asymptotic behavior at infinity. Here we make important suggestion for the latter: pole of $R$ is far from the cut of $V$ It is obvious that this pole does not produce new singularity in $V$, and the approximations (10) and (10) hold (at least for some time). The only difference is that for $U$ additional term appears in (10), namely:

$$U \rightarrow U + \frac{\text{const}}{b + i\chi - \tau V}.$$
12 Self-similar solutions

Solution (10) and (10) are self-similar for the variable:

$$\xi = \frac{\lambda + i\chi}{\tau}.$$  \hspace{1cm} (12.133)
A  Poisson’s Bracket

Let us consider Poisson bracket between Hamiltonian $\mathcal{H}$ and some functional $\alpha(z, \bar{z}, \Phi, \bar{\Phi})$.

$$\{\alpha, \mathcal{H}\} = \int \left( \frac{\delta \alpha}{\delta z} \dot{z} + \frac{\delta \alpha}{\delta \bar{z}} \dot{\bar{z}} + \frac{\delta \alpha}{\delta \Phi} \dot{\Phi} + \frac{\delta \alpha}{\delta \bar{\Phi}} \dot{\bar{\Phi}} \right) du$$  \hspace{1cm} (A.0)

Every part of the above integral we calculate separately.

$$\int \frac{\delta \alpha}{\delta z} \dot{z} du = 4i \int \frac{1}{J} \dot{\mathcal{P}}^+ \left\{ \frac{\Phi \delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^+ \frac{\delta \mathcal{H}}{\delta \Phi} + \frac{\delta \mathcal{H}}{\delta \Phi} \right) du$$

$$\int \frac{\delta \alpha}{\delta \bar{z}} \dot{\bar{z}} du = -4i \int \frac{1}{J} \dot{\mathcal{P}}^- \left\{ \frac{\Phi \delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^- \frac{\delta \mathcal{H}}{\delta \Phi} + \frac{\delta \mathcal{H}}{\delta \Phi} \right) du$$

$$\int \frac{\delta \alpha}{\delta \Phi} \dot{\Phi} du = 4i \int \frac{1}{J} \dot{\mathcal{P}}^+ \left\{ \frac{\Phi \delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^+ \frac{\delta \mathcal{H}}{\delta \Phi} + \frac{\delta \mathcal{H}}{\delta \Phi} \right) du +$$

$$+ 4i \int \frac{1}{J} \dot{\mathcal{P}}^+ \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} - \dot{\mathcal{P}}^+ \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} \right) du$$

$$+ 4i \int \frac{1}{J} \dot{\mathcal{P}}^+ \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} \right) du$$

$$\int \frac{\delta \alpha}{\delta \bar{\Phi}} \dot{\bar{\Phi}} du = -4i \int \frac{1}{J} \dot{\mathcal{P}}^- \left\{ \frac{\Phi \delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^- \frac{\delta \mathcal{H}}{\delta \Phi} + \frac{\delta \mathcal{H}}{\delta \Phi} \right) du +$$

$$+ 4i \int \frac{1}{J} \dot{\mathcal{P}}^- \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^- \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} - \dot{\mathcal{P}}^- \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} \right) du$$

$$+ 4i \int \frac{1}{J} \dot{\mathcal{P}}^- \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} \left( \dot{\mathcal{P}}^- \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} \right) du.$$

Finally, the Poisson bracket reads:

$$\{\alpha, \mathcal{H}\} = 4i \int \frac{1}{J} \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} + \dot{\mathcal{P}}^- \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} \right) \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} - \dot{\mathcal{P}}^- \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} \right) du +$$

$$+ 4i \int \frac{1}{J} \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} + \dot{\mathcal{P}}^- \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} \right) \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} - \dot{\mathcal{P}}^- \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} \right) du +$$

$$+ 4i \int \frac{1}{J} \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} - \dot{\mathcal{P}}^- \left\{ \frac{\delta \alpha}{\delta \Phi} \right\} \right) \left( \dot{\mathcal{P}}^+ \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} + \dot{\mathcal{P}}^- \left\{ \frac{\delta \mathcal{H}}{\delta \Phi} \right\} \right) du (A.1)$$

31
Easy to see that $\{\mathcal{H}, \mathcal{H}\} \equiv 0$.

B On the cubic equations

C Hydrodynamics in the electric and magnetic field

To be written.

D Useful formulas

$$y' = \hat{H}x'$$

$$(x' + \hat{H}y')(x' - \hat{H}y')f = Jf$$

$$\hat{H}(A \cdot B) = \hat{H}(\hat{H}A \cdot \hat{H}B) + A\hat{H}B + B\hat{H}A$$

$$\hat{H}x' = -\hat{H}y'/J$$

- $$P.V. \int_a^b \frac{\sqrt{(s' - a)(b - s')}}{s' - s} ds' = \pi(\frac{a + b}{2} - s)$$

- $$\int_a^b \sqrt{(s' - a)(b - s')/s' + s} ds' = \pi\left(\frac{a + b}{2} + s - \sqrt{(b + s)(a + s)}\right)$$

$$A^{-}B^{-} - A^{+}B^{+} = \frac{1}{2}[(A^{-} - A^{+})(B^{-} + B^{+}) + (A^{-} + A^{+})(B^{-} - B^{+})].$$
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