THE RELATIVE ETA INVARIANT FOR A PAIR OF DIRAC-TYPE OPERATORS ON NON-COMPACT MANIFOLDS
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Abstract. Let \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) be two self-adjoint Fredholm Dirac-type operators defined on two non-compact manifolds. If they coincide at infinity so that the relative heat operator is trace-class, one can define their relative eta function as in the compact case. The (generalized) value of this function at zero, which we call the relative eta invariant of \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \), is a generalization of the eta invariant to non-compact situation. We study its variation formula and gluing law. In particular, under certain conditions, we show that this relative eta invariant coincides with the relative eta invariant that we previously defined using index theory of strongly Callias-type operators.
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1. Introduction

The eta invariant is a non-local spectral invariant that was first introduced by Atiyah, Patodi and Singer in \([2]\) as a boundary contribution of an index formula on manifolds with boundary with APS boundary condition. It can be defined as follows. Let \( M \) be a compact Riemannian manifold of dimension \( m \) without boundary, and \( D \) be a self-adjoint first-order elliptic differential operator acting on sections of a Hermitian vector bundle \( E \) over \( M \). It is well-known that \( D \) has pure discrete spectrum consisting of real eigenvalues with finite multiplicity. Define the eta function of \( D \) by

\[
\eta(s; D) := \sum_{\lambda \in \text{spec}(D) \setminus \{0\}} \text{sign}(\lambda)|\lambda|^{-s}, \quad \text{for } \Re(s) > m.
\]  
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It is absolutely convergent in the half-plane $\Re(s) > m$ since the eigenvalues of $D$ satisfy a Weyl’s law. Using Mellin transform, the eta function can also be written in terms of the heat operator

$$\eta(s; D) = \frac{1}{\Gamma((s + 1)/2)} \int_0^{\infty} t^{(s-1)/2} \text{Tr} \, De^{-tD^2} \, dt. \quad (1.2)$$

It follows from this expression that the eta function admits a meromorphic continuation to the whole complex plane. It was shown in [4, 26] that $s = 0$ is a regular point of $\eta(s; D)$ thus the eta invariant is defined to be $\eta(0; D)$.

Since [2–4], the eta invariant has been studied extensively and generalized to various situations, for example, manifolds with boundary [24, 28], manifolds with conical singularities [6, 17, 18], manifolds with cylindrical ends [33, 41]; and some recent developments including the case of convex co-compact hyperbolic manifolds [31], manifolds with cusps [37], manifolds with periodic ends [40], manifolds with edges [44], etc. It turns out that the eta invariant plays more and more important roles in geometry and topology. For more about this, the reader can consult Goette [29] and the references therein.

While it makes perfect sense to talk about eta invariant in many different settings, a general extension to non-compact manifolds is not expected, mainly because of the presence of continuous spectrum. In fact, even if an operator on a non-compact manifold has discrete spectrum, its eta function can still be undefined. However, like Gromov–Lawson’s Relative Index Theorem [30], one can consider a “relative version” of the eta invariant. That is, consider two operators on two non-compact manifolds, if the manifolds and the corresponding operators coincide outside compact subsets, then one can define a relative eta function in terms of the relative heat trace of the two operators. Under some conditions, this function may be eligible to produce a relative eta invariant. This question was studied abstractly by Müller in [43]. In this paper, we show that the conditions of [43] can be satisfied in our setting such that a relative eta invariant would exist. We then study its properties.

Our setting is discussed in Section 3, which is as follows. Let $A_0$ and $A_1$ be two self-adjoint Dirac-type operators on non-compact manifolds $Y_0$ and $Y_1$, respectively. Suppose $A_0$ and $A_1$ coincide at infinity. Then under some assumptions (Assumption 3.4), $A_1e^{-tA_1^2} - A_0e^{-tA_0^2}$ is a trace-class operator, and the short time asymptotic expansion of the trace is determined by the corresponding expansion on closed manifolds. If $A_0$ and $A_1$ are Fredholm operators, then the above trace decays exponentially for large time. This enables us to make sense of the following relative eta function in Section 4

$$\eta(s; A_1, A_0) := \frac{1}{\Gamma((s + 1)/2)} \int_0^{\infty} t^{(s-1)/2} \text{Tr} \, (A_1e^{-tA_1^2} - A_0e^{-tA_0^2}) \, dt \quad (1.3)$$

for $s$ with large real part. In this case, the relative eta function still admits a meromorphic continuation to the whole complex plane. Here $\eta(s; A_1, A_0)$ may not be regular at $s = 0$ and we do not focus on the regularity because we can always define the relative eta invariant $\eta(0; A_1, A_0)$ to be the generalized value of $\eta(s; A_1, A_0)$ at $s = 0$ and do research on it.

Note that an important property of the eta invariant is its role in the APS index theorem. If there is a relative eta invariant, one would expect it to be a part of an APS index formula for manifolds with non-compact boundary. In fact, in [11, 12] with M. Braverman, we have
studied the APS index problem for strongly Callias-type operators on manifolds with non-compact boundary and got a boundary term in the formula, which we also called relative eta invariant. This term is denoted by $\eta(\mathcal{A}_1, \mathcal{A}_0)$. Section 2 provides a brief review on these results.

It was conjectured in [12] that the boundary term in the APS index formula should indeed be the invariant defined from (1.3). This problem is the main concern of the current paper and is answered partially in Sections 5 and 6. Since the conditions to define $\eta(0; \mathcal{A}_1, \mathcal{A}_0)$ is much weaker than that to compute the APS index (see [25]), we employ a different approach. We first show that both $\eta(\mathcal{A}_1, \mathcal{A}_0)$ and $\eta(0; \mathcal{A}_1, \mathcal{A}_0)$ share a similar variation formula. Then we use their relationships with the spectral flow to deduce that they are equal when $\mathcal{A}_0$ and $\mathcal{A}_1$ have the same domain (Theorem 5.12). For the general case that $\mathcal{A}_0$ and $\mathcal{A}_1$ do not act on the same domain, we find a mod $2\mathbb{Z}$ equality between $\eta(\mathcal{A}_1, \mathcal{A}_0)$ and $\eta(0; \mathcal{A}_1, \mathcal{A}_0)$ (Theorem 6.10). This is done through investigating the gluing law of the relative eta invariant and we impose stronger assumptions on the manifolds and operators (Assumption 6.2).
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### 2. The index theoretic definition of relative eta invariant

We briefly review the results in [11,12] with M. Braverman about the index-theoretic definition of the relative eta invariant and its properties.

#### 2.1. The APS index for strongly Callias-type operators and the relative eta invariant.

Let $X$ be an $(n + 1)$-dimensional complete Riemannian manifold and $E$ be a Dirac bundle over $X$. Basically, $E$ is a Hermitian vector bundle with a Clifford multiplication $c(\cdot)$ of $TX$ and a connection $\nabla^E$ that is compatible with $c(\cdot)$ (cf. [34, §II.5]). The (compatible) Dirac operator $D : C^\infty(X, E) \to C^\infty(X, E)$ is then defined by

$$C^\infty(X, E) \xrightarrow{\nabla^E} C^\infty(X, T^*X \otimes E) \to C^\infty(X, TX \otimes E) \xrightarrow{c(\cdot)} C^\infty(X, E),$$

where the second arrow is identifying $TX$ and $T^*X$ by the Riemannian metric. It is well known that $D$ is a formally self-adjoint operator. We will consider $E = E^+ \oplus E^-$ to be $\mathbb{Z}_2$-graded so that $D = D^+ \oplus D^-$, where $D^\pm : C^\infty(X, E^\pm) \to C^\infty(X, E^\mp)$.

Let $\Psi = \Psi^+ \oplus \Psi^- \in \text{Hom}(E^+ \oplus E^-, E^- \oplus E^+)$ be a self-adjoint bundle map.

$$\mathcal{D} = D + \Psi = (D^+ + \Psi^+) \oplus (D^- + \Psi^-) =: \mathcal{D}^+ \oplus \mathcal{D}^-$$

is called a strongly Callias-type operator, if $D^2 = D^2 + V$, where $V = [D, \Psi]_+ + \Psi^2$ is a bundle map such that for any $R > 0$, there exists a compact set $K_R \Subset X$ with $V(x) \geq R$ for all $x \in X \setminus K_R$. $\Psi$ is called a Callias potential and the above $K_R$ is called an essential support of $\mathcal{D}$. $\mathcal{D}^+$ and $\mathcal{D}^-$ are formal adjoint to each other.

Suppose $X$ has non-compact boundary and $\mathcal{D}$ is a product near the boundary $\partial X = Y$, i.e.,

$$\mathcal{D}^+ = c(\nu)(\partial_u + \mathcal{A}),$$

$$\mathcal{D}^- = c(\nu)(\partial_u + \mathcal{A}^\delta),$$

1Here complete means complete as a metric space.

2Here $[\cdot, \cdot]_+$ denotes anti-commutes with the Clifford multiplication.
on a neighborhood $Z_r = [0, r) \times Y$ of $Y$. Here $v$ is the inward unit normal vector, $\mathcal{A} = A - c(v)\Psi^+: C^\infty(Y, E^+|_Y) \to C^\infty(Y, E^{-}|_Y)$ is a self-adjoint strongly Callias-type operator and $\mathcal{A}^\mathbb{Z}_2 = c(v)\circ\mathcal{A}\circ c(v): C^\infty(Y, E^+|_Y) \to C^\infty(Y, E^{-}|_Y)$, where $A$ is the Dirac operator on $(Y, E^+|_Y)$. We call $\mathcal{A}$ (resp. $\mathcal{A}^\mathbb{Z}_2$) the restriction of $\mathcal{D}^+$ (resp. $\mathcal{D}^-$) to $Y$.

Note that $\mathcal{A}$ and $\mathcal{A}^\mathbb{Z}_2$ have discrete spectra. Using $\mathcal{A}$ and $\mathcal{A}^\mathbb{Z}_2$, one can define the Sobolev spaces $H^s_Y(\mathcal{A})$ and $H^s_Y(\mathcal{A}^\mathbb{Z}_2)$ on $Y$ for any $s \in \mathbb{R}$ and $I \subset \mathbb{R}$. Then we can consider the Atiyah–Patodi–Singer boundary value problem $\mathcal{D}_{\text{APS}}$, which is $\mathcal{D}^+$ with APS boundary condition $H^1_{(0,\infty)}(\mathcal{A})$. It is proved in [12] that $\mathcal{D}^+_{\text{APS}}$ is Fredholm and its index is defined to be

$$\text{ind}\mathcal{D}_{\text{APS}}^+ := \dim \ker\mathcal{D}_{\text{APS}}^+ - \dim \ker\mathcal{D}_{\text{dAPS}}^+ \in \mathbb{Z},$$

where $\mathcal{D}_{\text{dAPS}}^+$ is the operator $\mathcal{D}^+$ with dual APS boundary condition $H^1_{(0,\infty)}(\mathcal{A})$. Furthermore, this index problem can be reduced to a so-called *essentially cylindrical manifold* which contains an essential support of $\mathcal{D}^+$.

Therefore, we will just assume that $X$ is already an essentially cylindrical manifold henceforth. This means that the boundary $Y$ is a disjoint union of two components $Y = Y_0 \sqcup Y_1$ such that

(i) there exist a compact set $K \subset X$, an open manifold $Y'$, and an isometry $X \setminus K \simeq [0, \varepsilon) \times Y'$;

(ii) under the above isometry $Y_0 \setminus K = \{0\} \times Y'$ and $Y_1 \setminus K = \{\varepsilon\} \times Y'$.

We also assume that $E$ and $\mathcal{D}$ are in product form on $X \setminus K$. In this case, $X$ is called an *almost compact essential support* of $\mathcal{D}$.

Let $\mathcal{A}_0$ (resp. $-\mathcal{A}_1$) be the restriction of $\mathcal{D}^+$ to $Y_0$ (resp. $Y_1$). One considers the APS boundary value problem $\mathcal{D}_{B_0\oplus B_1}^+$, where $B_0 = H^1_{(0,\infty)}(\mathcal{A}_0)$ and $B_1 = H^1_{(0,\infty)}(-\mathcal{A}_1) = H^1_{(0,\infty)}(\mathcal{A}_1)$. Let $\alpha_{\text{AS}}(\mathcal{D}^+)$ be the Atiyah–Singer integrand of $\mathcal{D}^+$. By the product structures of $X$ and $E$ outside $K$, the top degree component of $\alpha_{\text{AS}}(\mathcal{D}^+)$ vanishes on $X \setminus K$. Hence the integral $\int_X \alpha_{\text{AS}}(\mathcal{D}^+)$ is well-defined and finite. In [11, Theorem 3.4], we show that $\text{ind}\mathcal{D}_{B_0\oplus B_1}^+ - \int_X \alpha_{\text{AS}}(\mathcal{D}^+)$ is a quantity depending only on the restrictions $\mathcal{A}_0$ and $\mathcal{A}_1$. This makes it possible to define the relative eta invariant.

**Definition 2.1.** An *almost compact cobordism* between $\mathcal{A}_0$ and $\mathcal{A}_1$ is a pair $(X, \mathcal{D})$, where $X$ is an essentially cylindrical manifold with $\partial X = Y_0 \sqcup Y_1$ and $\mathcal{D}$ is a $\mathbb{Z}_2$-graded self-adjoint strongly Callias-type operator on $X$ such that

(i) $X$ is an almost compact essential support of $\mathcal{D}$ so that $\mathcal{D}$ is product near $\partial X$;

(ii) The restriction of $\mathcal{D}^+$ to $Y_0$ is equal to $\mathcal{A}_0$ and the restriction of $\mathcal{D}^+$ to $Y_1$ is equal to $-\mathcal{A}_1$.

If there exists an almost compact cobordism between $\mathcal{A}_0$ and $\mathcal{A}_1$ we say that operator $\mathcal{A}_0$ is *cobordant* to operator $\mathcal{A}_1$.

**Definition 2.2.** Suppose $\mathcal{A}_0$ and $\mathcal{A}_1$ are cobordant self-adjoint strongly Callias-type operators and let $(X, \mathcal{D})$ be an almost compact cobordism between them. Let $\mathcal{D}_{\text{APS}}^+$ be $\mathcal{D}^+$ with the APS boundary conditions $B_0 = H^1_{(0,\infty)}(\mathcal{A}_0)$ and $B_1 = H^1_{(0,\infty)}(-\mathcal{A}_1)$. The *relative eta invariant* is defined to be

$$\eta(\mathcal{A}_1, \mathcal{A}_0) := 2\left(\text{ind}\mathcal{D}_{\text{APS}}^+ - \int_X \alpha_{\text{AS}}(\mathcal{D}^+)\right) + \dim \ker\mathcal{A}_0 + \dim \ker\mathcal{A}_1.$$
Note that $\eta(\mathcal{A}_1, \mathcal{A}_0)$ is independent of the choice of the cobordism $(X, D)$. Sometimes we are interested in the reduced relative eta invariant

$$\xi(\mathcal{A}_1, \mathcal{A}_0) := \frac{1}{2} (\eta(\mathcal{A}_1, \mathcal{A}_0) + \dim \ker \mathcal{A}_1 - \dim \ker \mathcal{A}_0). \quad (2.1)$$

Then by definition

$$\xi(\mathcal{A}_1, \mathcal{A}_0) = \text{ind } D^*_0 \oplus B_1 - \int_X \alpha_{AS}(D^+) + \dim \ker \mathcal{A}_1. \quad (2.2)$$

**Remark 2.3.** (1) $\eta(\mathcal{A}_1, \mathcal{A}_0)$ is independent of the choice of the cobordism $(X, D)$.

(2) When $\dim X$ is odd, $\alpha_{AS}(D^+)$ vanishes and $\eta(\mathcal{A}_1, \mathcal{A}_0), \xi(\mathcal{A}_1, \mathcal{A}_0)$ are integers. Otherwise they are just real numbers.

**Proposition 2.4.** The relative eta invariant defined above satisfies the following properties

(i) $\eta(\mathcal{A}_0, \mathcal{A}_0) = 0$,

(ii) $\eta(\mathcal{A}_2, \mathcal{A}_1) + \eta(\mathcal{A}_1, \mathcal{A}_0) = \eta(\mathcal{A}_2, \mathcal{A}_0)$.

### 2.2. Relative eta invariant and the spectral flow.

Suppose $\mathcal{A} := \{\mathcal{A}_r\}_{0 \leq r \leq 1}$ is a smooth family of self-adjoint elliptic operators on a closed manifold. Let $\tilde{\eta}(\mathcal{A}_r) \in \mathbb{R}/\mathbb{Z}$ denote the mod $\mathbb{Z}$ reduction of the eta invariant $\eta(\mathcal{A}_r)$.

Atiyah, Patodi and Singer [4], showed that $r \mapsto \tilde{\eta}(\mathcal{A}_r)$ is a smooth function whose derivative $\frac{d}{dr} \tilde{\eta}(\mathcal{A}_r)$ is given by an explicit local formula. Further, they introduced a notion of spectral flow $sf(\mathcal{A})$ (which is roughly the net number of eigenvalues that change sign when $s$ changes from 0 to 1) and showed that it can be computed in terms of the eta invariant, i.e.,

$$2 \, \text{sf}(\mathcal{A}) = \eta(\mathcal{A}_1) - \eta(\mathcal{A}_0) - \int_0^1 \left( \frac{d}{dr} \tilde{\eta}(\mathcal{A}_r) \right) dr. \quad (2.3)$$

In [11][12], we consider a family of self-adjoint strongly Callias-type operators $\mathcal{A} = \{\mathcal{A}_r\}_{0 \leq r \leq 1}$ on a complete non-compact manifold. In this case one can still define the spectral flow $sf(\mathcal{A})$ of the family $\mathcal{A}$ and we get a formula similar to (2.3).

**Theorem 2.5 ([11]).** Let $\mathcal{A} = \{\mathcal{A}_r : C^\infty(Y_1, E_1) \to C^\infty(Y_1, E_1)\}_{0 \leq r \leq 1}$ be a smooth family of self-adjoint strongly Callias-type operators on a complete Riemannian manifold $Y_1$. Assume that $\mathcal{A}_r$ is constant in $r$ outside a compact subset of $Y_1$. Assume also that $\mathcal{A}_0$ and $\mathcal{A}_1$ are invertible. Let $\mathcal{A}^0 : C^\infty(Y_0, E_0) \to C^\infty(Y_0, E_0)$ be an invertible self-adjoint strongly Callias-type operator on a complete Riemannian manifold $Y_0$ which is cobordant to the family $\mathcal{A}$. Then the mod $\mathbb{Z}$ reduction $\tilde{\eta}(\mathcal{A}_r, \mathcal{A}^0) \in \mathbb{R}/\mathbb{Z}$ of the relative eta invariant depends smoothly on $r \in [0, 1]$ and

$$\eta(\mathcal{A}_1, \mathcal{A}^0) - \eta(\mathcal{A}_0, \mathcal{A}^0) - \int_0^1 \left( \frac{d}{dr} \tilde{\eta}(\mathcal{A}_r, \mathcal{A}^0) \right) dr = 2 \, \text{sf}(\mathcal{A}). \quad (2.4)$$

When $\dim Y_0 = \dim Y_1$ is even, by Remark 2.3 (ii), the integral term on the left hand side of (2.4) vanishes.

Essentially, the proof of the theorem does not depend on the invertibility assumption. In fact, we have

**Corollary 2.6.** For $0 \leq r \leq 1$, let $\xi(\mathcal{A}_r, \mathcal{A}^0)$ be the reduced relative eta invariant defined in (2.1). Then under the same hypothesis as in Theorem 2.5 except for the assumption that $\mathcal{A}_0, \mathcal{A}_1$
or $\mathcal{A}^0$ being invertible, one has

$$
\xi(\mathcal{A}_1, \mathcal{A}^0) - \xi(\mathcal{A}_0, \mathcal{A}^0) - \frac{1}{2} \int_0^1 \left( \frac{d}{dr} \tilde{\eta}(\mathcal{A}_r, \mathcal{A}^0) \right) dr = \text{sfc}(\mathcal{A}).
$$

(2.5)

2.3. **A conjecture on the spectral interpretation of the relative eta invariant.** For the eta invariant on a compact manifold, one can see from (1.1) or (1.2) that it is a spectral invariant. From this perspective, the relationship (2.3) between it and the spectral flow becomes natural.

As mentioned in the Introduction, to give a spectral interpretation to the relative eta invariant defined above, one needs to generalize (1.2) to (1.3) and relate it to $\eta(\mathcal{A}_1, \mathcal{A}_0)$. Therefore we conjectured in [12] that if (1.3) is defined, analytic and regular at $s = 0$, then $\eta(\mathcal{A}_1, \mathcal{A}_0) = \eta(0; \mathcal{A}_1, \mathcal{A}_0)$.

In the following sections, we will investigate the relative eta function and its value at zero for a larger class of operators and give a partial answer to this conjecture.

### 3. Relative heat trace and its asymptotic properties

The purpose of this section is to study the short time asymptotic expansion and large time asymptotic behavior of the term $\text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2})$ appearing in (1.3). In next section we will use these properties to discuss the well-definedness of the relative eta function (1.3). It turns out that for these discussions, the requirements for the operators can be weakened as follows.

**Definition 3.1.** For $j = 0, 1$, let $\mathcal{A}_j$ be a self-adjoint Dirac-type operator over a non-compact Riemannian manifold $Y_j$ without boundary and acting on sections of a Dirac bundle $E_j \to Y_j$. We say that $\mathcal{A}_0$ and $\mathcal{A}_1$ coincide and are invertible at infinity if

(i) they coincide at infinity, namely there exist compact subsets $K_0 \Subset Y_0$ and $K_1 \Subset Y_1$ and an isometry $\tilde{I} : Y_0 \setminus K_0 \cong Y_1 \setminus K_1$ which is covered by a bundle isometry $\tilde{\mathcal{I}} : E_0|_{Y_0 \setminus K_0} \cong E_1|_{Y_1 \setminus K_1}$ such that $\mathcal{A}_1 = \tilde{\mathcal{I}} \circ \mathcal{A}_0 \circ \tilde{I}^{-1}$;

(ii) they are invertible at infinity, namely there exists a constant $C > 0$ such that,

$$
\|\mathcal{A}_j s_j\|_{L^2(Y_j, E_j)} \geq C \|s_j\|_{L^2(Y_j, E_j)},
$$

for any $s_j \in C_c^\infty(Y_j, E_j)$, $\text{supp}(s_j) \Subset Y_j \setminus K_j$.

Throughout the paper, we will just identify $\mathcal{A}_0$ and $\mathcal{A}_1$ (i.e., $\mathcal{I} = \tilde{\mathcal{I}} = \text{id}$) on the set $U := Y_0 \setminus K_0 \cong Y_1 \setminus K_1$ whenever there are no confusions. By [1] Theorem 2.1, $\mathcal{A}_0$ and $\mathcal{A}_1$ are Fredholm operators. In particular, the essential spectra of $\mathcal{A}_0^2$ and $\mathcal{A}_1^2$ have a common positive lower bound.

### 3.1. The trace class property

The first step is to show that $\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}$ is a trace class operator. Here we recall the result obtained by Bunke in [14]. We regard both $\mathcal{A}_0$ and $\mathcal{A}_1$ as operators on $Y_0 \cup_U Y_1 := K_0 \sqcup K_1 \sqcup U$ such that $\mathcal{A}_0$ is 0 on $K_1$ and $\mathcal{A}_1$ is 0 on $K_0$. Thus both operators act on the Hilbert space

$$
\mathcal{H} := L^2(K_0, E_0|_{K_0}) \oplus L^2(K_1, E_1|_{K_1}) \oplus L^2(U, E_0|_U).
$$

(3.1)

\footnote{In this paper, we use “at infinity” to mean outside a compact set.}
Canonically, there is an orthogonal projection $P_j$ ($j = 0, 1$) from $\mathcal{H}$ onto $L^2(Y_j, E_j)$. In this setting, the operator defined by $\mathcal{A}_j$ acts on the image of $P_j$ and acts as $0$ on its orthogonal complement.

In [14], Bunke proved that under certain conditions, $e^{-t\mathcal{R}_j^0} - e^{-t\mathcal{R}_0}$ and $\mathcal{A}_je^{-t\mathcal{R}_j^0} - \mathcal{A}_0e^{-t\mathcal{R}_0}$ are trace-class operators. The technique used is heat kernel estimates. Although the operator $\mathcal{A}_j$ ($j = 0, 1$) discussed in [14] is a generalized Dirac operator (without potential), the proof works for Dirac-type operators as well.

**Theorem 3.2.** Let $\mathcal{A}_0$ and $\mathcal{A}_1$ be two self-adjoint Dirac-type operators on $(Y_0, E_0)$ and $(Y_1, E_1)$, respectively which coincide at infinity. Assume that $Y_j$ has bounded sectional curvature, $\mathcal{R}_j^2 - \nabla_j^2$ is a bundle endomorphism and that there is a lower bound for $\mathcal{R} = \mathcal{R}_0^2 - \nabla_0^2\nabla_0 = \mathcal{R}_1^2 - \nabla_1^2\nabla_1$ on $U$, where $\nabla_j$ is the connection of the bundle $E_j$. Then $e^{-t\mathcal{R}_j^0} - e^{-t\mathcal{R}_0}$ and $\mathcal{A}_je^{-t\mathcal{R}_j^0} - \mathcal{A}_0e^{-t\mathcal{R}_0}$ are trace-class operators for all $t > 0$.

**Remark 3.3.** Note that the condition about $\mathcal{R}$ is different from the condition that $\mathcal{A}_j$ being invertible at infinity because the lower bound does not need to be positive. If $\mathcal{A}_j$ is a strongly Callias-type operator whose Callias potential is $\Psi_j$, i.e., $\mathcal{A}_j = A_j + \Psi_j$, then on $U$,

$$\mathcal{R} = ([A_j, \Psi_j], + \Psi_j^2) + (A_j^2 - \nabla_j^2), \quad j = 0, 1,$$

where both terms on the right hand side are bundle maps and the lower bound assumption on $\mathcal{R}$ can be guaranteed by the rapid growth of $[A_j, \Psi_j]_+ + \Psi_j^2$ at infinity.

This theorem is fundamental for the discussions below. Thus we make the following basic assumption.

**Assumption 3.4.** Let $\mathcal{A}_0$ and $\mathcal{A}_1$ be two self-adjoint Dirac-type operators which coincide and are invertible at infinity. Assume the two triples $(Y_0, E_0, \mathcal{A}_0)$ and $(Y_1, E_1, \mathcal{A}_1)$ satisfy the hypothesis of Theorem 3.2.

**Corollary 3.5.** Let $\mathcal{K}(y, z; t)$ be the kernel of the heat operator $e^{-t\mathcal{R}_j^0}$ ($j = 0, 1$). Under Assumption 3.4 for any $t > 0$,

$$\text{Tr}(e^{-t\mathcal{R}_j^0} - e^{-t\mathcal{R}_0}) = \int_{Y_0 \cup Y_1} \text{tr}(\mathcal{K}(y, y; t) - \mathcal{K}_0(y, y; t)) \, dy,$$

$$\text{Tr}(\mathcal{A}_1e^{-t\mathcal{R}_j^0} - \mathcal{A}_0e^{-t\mathcal{R}_0}) = \int_{Y_0 \cup Y_1} \text{tr}(\mathcal{A}_1\mathcal{K}(y, y; t) - \mathcal{A}_0\mathcal{K}_0(y, y; t)) \, dy,$$

where $\text{tr}$ denotes the pointwise trace and $\mathcal{A}_j$ acts with respect to the first spatial component.

**Remark 3.6.** As an immediate consequence of Corollary 3.5, $\text{Tr}(e^{-t\mathcal{R}_j^0} - e^{-t\mathcal{R}_0})$ as well as $\text{Tr}(\mathcal{A}_1e^{-t\mathcal{R}_j^0} - \mathcal{A}_0e^{-t\mathcal{R}_0})$ are independent of the decomposition (3.1).

### 3.2. The short time asymptotic expansion of the relative heat trace

We now study the integrands on the right side of (3.2) and (3.3) using heat kernel estimates. We first construct parametrices for the heat kernels $\mathcal{K}_0$ and $\mathcal{K}_1$, then use them to give short time asymptotic expansion for the relative heat trace.

We first introduce a set of cut-off functions (see Fig. 1). Let $\phi, \psi$ be smooth functions on $Y_0$ such that they are both equal to $1$ outside a compact set containing $K_0$ and equal to $0$ on a smaller compact set containing $K_0$. Moreover, $\text{supp}(1 - \psi) \cap \text{supp} \phi = \emptyset$. Now that
Lemma 3.7. For \( j \gamma \) with \( e \) parametrix for the kernel of \( Y \) ary. One can find a closed manifold \( \tilde{K}_j \) such that the restriction of \( \tilde{K}_j \) to supp \( \gamma \) is \( \mathcal{A}_j \) \( \gamma \) can also be viewed as a function on \( Y \) with \( \gamma = 0 \) outside \( \tilde{K}_j \). Let \( \tilde{K}_j \) be the kernel of the heat operator \( e^{-t\mathcal{A}_j^2} \). Then one can get a parametrix for the kernel of \( e^{-t\mathcal{A}_j^2} \) as

\[
E_j(y, z; t) := \gamma_j(y)\mathcal{K}_j(y, z; t) (1 - \phi(z)) + \psi(y) \mathcal{K}_0(y, z; t) \phi(z). \tag{3.4}
\]

In what follows, we will fix the choice of the cut-off functions \( \phi, \psi, \gamma_j \) and the compact subset \( \tilde{K}_j \in Y_j \).

**Lemma 3.7.** For \( j = 0, 1 \) and \( t > 0 \),

\[
\mathcal{K}_j(y, z; t) - E_j(y, z; t) = -\int_0^t \int_{Y_j} \mathcal{K}_j(y, w; s) \left( \frac{\partial}{\partial t} + \mathcal{A}_j^2 \right) E_j(w, z; t - s) \, dw \, ds,
\]

\[
\mathcal{A}_j \mathcal{K}_j(y, z; t) - \mathcal{A}_j E_j(y, z; t) = -\int_0^t \int_{Y_j} \mathcal{A}_j \mathcal{K}_j(y, w; s) \left( \frac{\partial}{\partial t} + \mathcal{A}_j^2 \right) E_j(w, z; t - s) \, dw \, ds.
\]

**Proof.** We only show the first equation. The second one follows from the first. From the construction of \( E_j \), one has that \( E_j(y, z; t) \) is the kernel of the identity map when \( t \to 0 \). By Duhamel’s principle (cf. [7] Lemma 22.11),

\[
\mathcal{K}_j(y, z; t) - E_j(y, z; t)
\]

\[
= \int_{Y_j} (\mathcal{K}_j(y, w; t) E_j(w, z; 0) - \mathcal{K}_j(y, w; 0) E_j(w, z; t)) \, dw
\]

\[
= \int_{Y_j} \int_0^t \frac{\partial}{\partial s} (\mathcal{K}_j(y, w; s) E_j(w, z; t - s)) \, dsw
\]

\[
= \int_0^t \int_{Y_j} \left[ (\mathcal{A}_j^2 \mathcal{K}_j)(y, w; s) E_j(w, z; t - s) - \mathcal{K}_j(y, w; s) \frac{\partial}{\partial t} E_j(w, z; t - s) \right] \, dwds
\]

\[
= -\int_0^t \int_{Y_j} \mathcal{K}_j(y, w; s) \left( \frac{\partial}{\partial t} + \mathcal{A}_j^2 \right) E_j(w, z; t - s) \, dwds.
\]

---

[\footnote{Basically, one can deform the Riemannian metric, Dirac bundle structure, etc in a small collar neighborhood of \( \partial \tilde{K}_j \) to make the operator \( \mathcal{A}_j \) a product form near \( \partial \tilde{K}_j \), see [7] Chapter 9, [9][10], and then take the closed double of it.]}
This completes the proof.

Lemma 3.8. For $j = 0, 1$, assume the cut-off functions $\phi, \psi, \gamma_j$ and the compact subset $\tilde{K}_j \subseteq Y_j$ are fixed. Then there exist constants $\alpha_j, \beta_j > 0$ such that as $t \to 0$,

\[ \int_{Y_j} |K_j(y, y; t) - E_j(y, y; t)| \, dy \leq \alpha_j e^{-\beta_j/t}, \quad (3.5) \]

\[ \int_{Y_j} |\mathcal{A}_j K_j(y, y; t) - \mathcal{A}_j E_j(y, y; t)| \, dy \leq \alpha_j e^{-\beta_j/t}. \quad (3.6) \]

Proof. We show (3.6). (3.5) is similar. Note that the integrand has been computed in Lemma 3.7. By the definition of $E_j$ (3.4), one can write

\[ \mathcal{A}_j K_j(y, w; s)(\frac{\partial}{\partial t} + \mathcal{A}_j^2) E_j(w, z; t - s) \]

as the sum of

\[ \mathcal{A}_j K_j(y, w; s)(\frac{\partial}{\partial t} + \mathcal{A}_j^2)[\gamma_j(w) \tilde{K}_j(w, z; t - s) (1 - \phi(z))] \quad (3.7) \]

and

\[ \mathcal{A}_j K_j(y, w; s)(\frac{\partial}{\partial t} + \mathcal{A}_j^2)[\phi(w) K_0(w, z; t - s) \phi(z)]. \quad (3.8) \]

Direct computation shows that

\[ (3.7) = \mathcal{A}_j^2 K_j(y, w; s)c(dy_j) \tilde{K}_j(w, z; t - s) + c(dy_j) \mathcal{A}_j \tilde{K}_j(w, z; t - s)(1 - \phi(z)) \]

\[ = \mathcal{A}_j^2 K_j(y, w; s)c(dy_j) \tilde{K}_j(w, z; t - s)(1 - \phi(z)) \]

\[ + \mathcal{A}_j K_j(y, w; s)c(dy_j) \mathcal{A}_j \tilde{K}_j(w, z; t - s)(1 - \phi(z)), \]

where $c(\cdot)$ denotes the Clifford multiplication. Similarly,

\[ (3.8) = \mathcal{A}_j^2 K_j(y, w; s)c(dy) K_0(w, z; t - s) \phi(z) + \mathcal{A}_j K_j(y, w; s)c(dy) K_0(w, z; t - s) \phi(z). \]

Now we use Lemma 3.7 to reduce the desired estimate to the following four parts.

\[ I_1 := \int_{Y_j} \int_0^t \int_{Y_j} |\mathcal{A}_j^2 K_j(y, w; s)c(dy_j) \tilde{K}_j(w, y; t - s)(1 - \phi(y))| \, dwdsdy, \]

\[ I_2 := \int_{Y_j} \int_0^t \int_{Y_j} |\mathcal{A}_j K_j(y, w; s)c(dy_j) \mathcal{A}_j \tilde{K}_j(w, y; t - s)(1 - \phi(y))| \, dwdsdy, \]

\[ I_3 := \int_{Y_j} \int_0^t \int_{Y_j} |\mathcal{A}_j^2 K_j(y, w; s)c(dy) K_0(w, y; t - s) \phi(y)| \, dwdsdy, \]

\[ I_4 := \int_{Y_j} \int_0^t \int_{Y_j} |\mathcal{A}_j K_j(y, w; s)c(dy) K_0(w, y; t - s) \phi(y)| \, dwdsdy. \]
We show the estimate for $I_3$. For convenience, we set $t \leq 1$. Let $K_{d\phi}$ (with respect to $w$) and $K_\phi$ (with respect to $y$) be the supports of $d\phi$ and $\phi$, respectively. Then

$$I_3 \leq C_1 \int_0^1 \int_{K_{d\phi}} \int_{K_\phi} |A^2_j K_j(y, w; s)| \cdot |K_0(w, y; t - s)| \, dy \, dw \, ds$$

$$\leq C_1 \int_0^1 \int_{K_{d\phi}} \left( \int_{K_\phi} |A^2_j K_j(y, w; s)|^2 \, dy \right)^{1/2} \left( \int_{K_\phi} |K_0(w, y; t - s)|^2 \, dy \right)^{1/2} \, dw \, ds$$

$$\leq C_1 \int_0^1 \left( \int_{K_{d\phi}} \int_{K_\phi} |A^2_j K_j(y, w; s)|^2 \, dy \right)^{1/2} \left( \int_{K_{d\phi}} \int_{K_\phi} |K_0(w, y; t - s)|^2 \, dy \right)^{1/2} \, ds$$

Let $d = \text{dist}(K_{d\phi}, K_\phi)$. By the properties of our cut-off functions, $d > 0$. One can use Fourier transform to write

$$A^2_j K_j(y, w; s) = \left[ A^2_j e^{-\frac{y}{A} \delta_w} \right](y) = \left[ \frac{1}{\sqrt{4\pi s}} \int_{-\infty}^\infty e^{-\frac{x^2}{4s}} A^2_j e^{i\xi y} d\xi \right](y), \quad y \in K_{d\phi}, \ w \in K_{d\phi},$$

where $\delta_w$ is the Dirac delta distribution at $w$. By finite propagation speed [19, 21], $e^{i\xi y} \delta_w$ is supported in a $|\xi|$-neighborhood of $w$ which indicates

$$A^2_j K_j(y, w; s) = \left[ \frac{1}{\sqrt{4\pi s}} \int_{B((-d, d))} e^{-\frac{y^2}{4s}} A^2_j e^{i\xi y} d\xi \right](y).$$

Therefore as $t \to 0$ (which means $s \to 0$),

$$\left| A^2_j K_j(y, w; s) \right| \leq C_2 \ e^{-d^2/8s} \left| \frac{1}{\sqrt{8\pi s}} \int_{B((-d, d))} e^{-\frac{y^2}{8s}} A^2_j e^{i\xi y} d\xi \right|(y)$$

$$= C_2 \ e^{-d^2/8s} \left| A^2_j e^{-\frac{y}{A} \delta_w} \right|(y).$$

For a fixed $p > n/2$, by the local Sobolev embedding theorem, $\delta_w \in H^{-p}_{\delta_j}(Y_j, E_j)$. The smoothing operator $A^2_j e^{-\frac{y}{A} \delta_w}$ is bounded from $H^{-p}_{\delta_j}(Y_j, E_j)$ to $L^2(Y_j, E_j)$. Hence

$$\int_{K_\phi} \left| A^2_j K_j(y, w; s) \right|^2 \, dy \leq C_3 \ e^{-d^2/4s} \left\| A^2_j e^{-\frac{y}{A} \delta_w} \right\|^2_{L^2}$$

$$\leq C_4 \ e^{-d^2/4s} \left\| \delta_w(y) \right\|^2_{H^-p_{\delta_j}} \leq C_5(w) \ e^{-d^2/4s},$$

where $C_5(w)$ depends only on a local Sobolev embedding constant in $w$, thus is bounded on the compact set $K_{d\phi}$. So we obtain

$$\int_{K_{d\phi}} \int_{K_\phi} \left| A^2_j K_j(y, w; s) \right|^2 \, dy \, dw \leq C_6 \ e^{-d^2/4s}.$$

By a similar reason,

$$\int_{K_{d\phi}} \int_{K_\phi} \left| K_0(w, y; t - s) \right|^2 \, dy \, dw \leq C_7 \ e^{-d^2/4(t-s)}.$$

Hence

$$I_3 \leq C_8 \int_0^1 e^{-d^2/4s} \, ds \leq C_8 \int_0^1 e^{-d^2/4t} \, ds \leq C_9 \ e^{-C_10/4t}, \quad \text{as } t \to 0.$$
The estimates for the other three terms are totally analogous. Combining them immediately yields \((3.6)\). □

Lemma 3.8 tells us that the difference between the heat kernel and the parametrix is negligible when considering the (global) short time asymptotic expansions. Recall that we have defined \(\tilde{K}_j\) to be the kernel of \(e^{-t\mathcal{A}_j}\) on the closed manifold \(\tilde{Y}_j\). We use it as an example to remind the short time asymptotic expansion of the heat kernel on a closed manifold.

**Proposition 3.9** (\([8, 27]\)). For \(j = 0, 1\), as \(t \to 0\), we have the following asymptotic expansions

\[
\text{Tr}(e^{-t\mathcal{A}_j}) = \int_{\tilde{Y}_j} \text{tr}(\tilde{K}_j(y, y; t)) \, dy \sim \sum_{k=0}^{\infty} a_{jk} t^{(k-n)/2},
\]

\[
\text{Tr}(\tilde{\mathcal{A}}_j e^{-t\mathcal{A}_j}) = \int_{\tilde{Y}_j} \text{tr}(\tilde{\mathcal{A}}_j \tilde{K}_j(y, y; t)) \, dy \sim \sum_{k=0}^{\infty} b_{jk} t^{(k-n-1)/2}.
\]

The coefficients \(a_{jk}\) and \(b_{jk}\) are given by

\[
a_{jk} = \int_{\tilde{Y}_j} a_{jk}(y) \, dy, \quad b_{jk} = \int_{\tilde{Y}_j} b_{jk}(y) \, dy,
\]

where the densities \(a_{jk}(y)\) and \(b_{jk}(y)\) are local invariants of the jets of the symbol of \(\tilde{\mathcal{A}}_j\). Moreover,

1. \(a_{jk}(y) = 0\) if \(k\) is odd;
2. \(b_{jk}(y) = 0\) if \(k\) is even;
3. \(b_{jk}(y) = 0\) if \(n\) is even and \(\tilde{\mathcal{A}}_j\) is a compatible Dirac operator;
4. \(b_{jk}(y) = 0\) if \(k \leq n\) and \(\tilde{\mathcal{A}}_j\) is a compatible Dirac operator.

We now use \(\mathcal{E}_j\) to replace \(\tilde{K}_j\) to find the asymptotic expansions of \(\text{Tr}(e^{-t\mathcal{A}_j} - e^{-t\mathcal{A}_0}) = \int_{Y_0 \cup U_1} \text{tr}(\mathcal{K}_1(y, y; t) - \mathcal{K}_0(y, y; t)) \, dy\). By the construction \((3.4)\) of \(\mathcal{E}_j\),

\[
\mathcal{E}_1(y, y; t) - \mathcal{E}_0(y, y; t) = (\tilde{\mathcal{K}}_1(y, y; t) - \tilde{\mathcal{K}}_0(y, y; t))(1 - \phi(y)).
\]

In other words, it is entirely determined by the expansions of \(\tilde{K}_j(y, y; t)\). This is also true for the asymptotic expansion of \(\text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_j} - \mathcal{A}_0 e^{-t\mathcal{A}_0})\). It then follows from Proposition 3.9 that

**Proposition 3.10.** Consider \(\mathcal{A}_j\) which satisfies Assumption 3.4 to be an operator on \(Y_0 \cup U_1\). As \(t \to 0\), we have the following asymptotic expansions

\[
\text{Tr}(e^{-t\mathcal{A}_j} - e^{-t\mathcal{A}_0}) \sim \sum_{k=0}^{\infty} a_k t^{(k-n)/2},
\]

\[
\text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_j} - \mathcal{A}_0 e^{-t\mathcal{A}_0}) \sim \sum_{k=0}^{\infty} b_k t^{(k-n-1)/2},
\]
where

\[ a_k = \int_{Y_0 \cup Y_1} (a_{1,k}(y) - a_{0,k}(y)) (1 - \phi(y)) \, dy \]
\[ = \int_{k_1} a_{1,k}(y) (1 - \phi(y)) \, dy - \int_{k_0} a_{0,k}(y) (1 - \phi(y)) \, dy, \]
\[ b_k = \int_{Y_0 \cup Y_1} (b_{1,k}(y) - b_{0,k}(y)) (1 - \phi(y)) \, dy \]
\[ = \int_{k_1} b_{1,k}(y) (1 - \phi(y)) \, dy - \int_{k_0} b_{0,k}(y) (1 - \phi(y)) \, dy, \]

and \( a_{j,k}(y) \) and \( b_{j,k}(y) \) are as in Proposition 3.9. In particular,

(i) \( a_k = 0 \) if \( k \) is odd;
(ii) \( b_k = 0 \) if \( k \) is even;
(iii) \( b_k = 0 \) if \( n \) is even and \( A_0 \) and \( A_1 \) are compatible Dirac operators;
(iv) \( b_k = 0 \) if \( k \leq n \) and and \( A_0 \) and \( A_1 \) are compatible Dirac operators.

3.3. The large time asymptotic behavior of the relative heat trace. In this subsection we explore the behavior of \( \text{Tr}(e^{-t\mathcal{A}_1^2} - e^{-t\mathcal{A}_0^2}) \) and \( \text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) \) as \( t \to \infty \) by the method of spectral shift function.

We first recall the basic facts about spectral shift function in our setting. (cf. [43, Section 2].)

**Lemma 3.11.** Let \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) be two self-adjoint Dirac-type operators which coincide and are invertible at infinity, and satisfy Assumption 3.4. Suppose \((a, b) \subset \mathbb{R}\) is an interval which does not intersect the spectra of \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \). Then there exists a unique real valued locally integrable function \( \sigma(\lambda) = \sigma(\lambda; \mathcal{A}_1, \mathcal{A}_0) \) on \( \mathbb{R} \), called the spectral shift function of \( \mathcal{A}_1, \mathcal{A}_0 \), such that

(i) \( \sigma(\lambda) = 0 \) for \( \lambda \in (a, b) \);
(ii) for all \( \varphi \in C_0^\infty(\mathbb{R}) \), \( \varphi(\mathcal{A}_1) - \varphi(\mathcal{A}_0) \) is a trace class operator and

\[ \text{Tr}(\varphi(\mathcal{A}_1) - \varphi(\mathcal{A}_0)) = \int_\mathbb{R} \varphi(\lambda) \sigma(\lambda) \, d\lambda; \]  \hfill (3.9)

(iii)

\[ \text{Tr}(e^{-t\mathcal{A}_1^2} - e^{-t\mathcal{A}_0^2}) = \int_\mathbb{R} \frac{d}{d\lambda}(e^{-t\lambda^2})\sigma(\lambda) \, d\lambda, \] \hfill (3.10)

\[ \text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) = \int_\mathbb{R} \frac{d}{d\lambda}(\lambda e^{-t\lambda^2})\sigma(\lambda) \, d\lambda. \] \hfill (3.11)

Since \( \mathcal{A}_j \) \((j = 0, 1)\) has discrete spectrum near 0, one can find a \( \delta > 0 \) which is a lower bound for the absolute values of non-zero spectra of \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \). Therefore the interval in Lemma 3.11 can be chosen to be \((-\delta, 0]\). Fix \( t > 0 \), let \( f_t \in C_0^\infty(\mathbb{R}) \) such that \( f_t(x) = e^{-tx^2} \) for \(|x| \leq \delta/2\) and \( f_t(x) = 0 \) for \(|x| \geq \delta\). Then by (3.9),

\[ \text{Tr}(f_t(\mathcal{A}_1) - f_t(\mathcal{A}_0)) = \int_0^{\delta} f'_t(\lambda) \sigma(\lambda) \, d\lambda. \]
Note that \( f_i(\mathcal{A}_j) \) is equal to \( e^{-t\mathcal{A}_j^2} \) on the finite-dimensional subspace of \( \mathcal{H} \) spanned by the eigensections of \( \mathcal{A}_j \) with eigenvalue 0, and equal to 0 elsewhere. Thus it is a trace-class operator on \( \mathcal{H} \) whose trace is \( \dim \ker \mathcal{A}_j \). It follows that

\[
\int_0^\delta f_i'(\lambda)\sigma(\lambda)\,d\lambda = \dim \ker \mathcal{A}_1 - \dim \ker \mathcal{A}_0.
\]

Note that \( \sigma(\lambda) = \dim \ker \mathcal{A}_0 - \dim \ker \mathcal{A}_1 \) satisfies the above equation. By the uniqueness of spectral shift function,

\[
\sigma(\lambda) = \dim \ker \mathcal{A}_0 - \dim \ker \mathcal{A}_1, \quad 0 \leq \lambda \leq \delta.
\]

By (3.10),

\[
\text{Tr} (e^{-t\mathcal{A}_1^2} - e^{-t\mathcal{A}_0^2}) = \dim \ker \mathcal{A}_1 - \dim \ker \mathcal{A}_0 - 2t \int_{-\infty}^\delta e^{-t\lambda^2} \sigma(\lambda)\,d\lambda - 2t \int_{\delta}^\infty e^{-t\lambda^2} \tilde{\sigma}(\lambda)\,d\lambda,
\]

where \( \tilde{\sigma}(\lambda) := \sigma(\lambda) + \dim \ker \mathcal{A}_1 - \dim \ker \mathcal{A}_0 \). For \( t \geq 1 \), both integrals on the right hand side can be estimated by

\[
e^{-t\delta^2/2} \int_{-\delta}^\delta |\lambda e^{-t\lambda^2/2} \sigma(\lambda)|\,d\lambda \left( \text{or } e^{-t\delta^2/2} \int_{\delta}^{\infty} |\lambda e^{-t\lambda^2/2} \tilde{\sigma}(\lambda)|\,d\lambda \right) \leq C e^{-t\delta^2/2}.
\]

Similarly, by (3.11),

\[
\text{Tr} (\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) = \int_{-\infty}^\delta (1 - 2t\lambda^2)e^{-t\lambda^2} \sigma(\lambda)\,d\lambda + \int_{\delta}^{\infty} (1 - 2t\lambda^2)e^{-t\lambda^2} \tilde{\sigma}(\lambda)\,d\lambda.
\]

Again both integrals can be estimated by \((C + C't)e^{-t\delta^2/2}\) for \( t \geq 1 \).

In conclusion, we have shown the following large time exponentially decaying property of the relative heat traces.

**Proposition 3.12.** There exists a constant \( C > 0 \) such that as \( t \to \infty \),

\[
\text{Tr} (e^{-t\mathcal{A}_1^2} - e^{-t\mathcal{A}_0^2}) = \dim \ker \mathcal{A}_1 - \dim \ker \mathcal{A}_0 + O(e^{-Ct});
\]

\[
\text{Tr} (\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) = O(e^{-Ct}).
\]

4. Relative eta function and relative eta invariant

Let \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) be two self-adjoint Dirac-type operators which coincide and are invertible at infinity. Assume that they satisfy Assumption 3.4. In last section, we have known that \( \mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2} \) is a trace-class operator. Then we revealed the asymptotic properties of \( \text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) \) as \( t \to 0 \) and \( t \to \infty \). With the help of these results, we can now talk about the validity of the definition of the relative eta function.

Recall that

\[
\eta(s; \mathcal{A}_1, \mathcal{A}_0) := \frac{1}{\Gamma((s + 1)/2)} \int_0^{\infty} t^{(s-1)/2} \text{Tr} (\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2})\,dt. \tag{4.1}
\]

We split the right hand side as the sum of two terms

\[
\frac{1}{\Gamma((s + 1)/2)} \int_0^1 t^{(s-1)/2} \text{Tr} (\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2})\,dt \tag{4.2}
\]

\[
\frac{1}{\Gamma((s + 1)/2)} \int_1^{\infty} t^{(s-1)/2} \text{Tr} (\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2})\,dt.
\]
and
\[
\frac{1}{\Gamma((s+1)/2)} \int_1^\infty t^{(s-1)/2} \text{Tr} (\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) \, dt. \quad (4.3)
\]

By Proposition 3.10, the integral in (4.2) is absolutely convergent and holomorphic in the half plane \( \Re(s) > n \) and admits a meromorphic continuation to the whole complex plane. While by Proposition 3.12, the integral in (4.3) is absolutely convergent for \( s \) in the whole complex plane. To sum up,

**Proposition 4.1.** The relative eta function \( \eta(s; \mathcal{A}_1, \mathcal{A}_0) \) of (4.1) is well-defined in the half plane \( \Re(s) > n \) and admits a meromorphic continuation to the whole complex plane. It has a simple pole at \( s = 0 \) with
\[
\text{Res}_{s=0} \eta(s; \mathcal{A}_1, \mathcal{A}_0) = \frac{2}{\sqrt{\pi}} b_n,
\]
where \( b_n \) is given in Proposition 3.10.

Moreover, \( \eta(s; \mathcal{A}_1, \mathcal{A}_0) \) is regular at \( s = 0 \) when \( Y_j \) is even-dimensional or when \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) are compatible Dirac operators. In fact, the relative eta function of two compatible Dirac operators satisfying Assumption 3.4 on two even-dimensional manifolds is an entire function.

In general the regularity of \( \eta(s; \mathcal{A}_1, \mathcal{A}_0) \) at \( s = 0 \) is not clear, but its Laurent expansion at \( s = 0 \) always has the form
\[
\eta(s; \mathcal{A}_1, \mathcal{A}_0) = \frac{2}{\sqrt{\pi}} b_n s^{-1} + \eta_0 + O(s).
\]

And we define the **generalized value** of the relative eta function at \( s = 0 \) to be
\[
\eta(0; \mathcal{A}_1, \mathcal{A}_0) := \eta_0 \in \mathbb{R}. \quad (4.4)
\]

**Definition 4.2.** We call \( \eta(0; \mathcal{A}_1, \mathcal{A}_0) \) of (4.4) the relative eta invariant associated to \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \).

**Remark 4.3.** For convenience of the later discussions on manifolds with boundary, suppose the asymptotic expansion of \( \text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) \) as \( t \to 0 \) has the following general form (cf. [13] (2.12))
\[
\text{Tr}(\mathcal{A}_1 e^{-t\mathcal{A}_1^2} - \mathcal{A}_0 e^{-t\mathcal{A}_0^2}) \sim \sum_{\Re(\alpha) \to \infty} b_{\alpha k} t^k \log^k t, \quad (4.5)
\]
where \( k \in \mathbb{Z}_+ \) and \( \{ \alpha \in \mathbb{C} : b_{\alpha k} \neq 0 \text{ for some } 0 \leq k \leq k(\alpha) \} \) is a countable subset of \( \mathbb{C} \) whose real parts accumulate at most at \( \infty \). Then (4.2) is absolutely convergent and holomorphic for \( \Re(s) > -\inf\{\Re(\alpha) : b_{\alpha k} \neq 0 \text{ for some } 0 \leq k \leq k(\alpha)\} \) and again admits a meromorphic continuation to the whole complex plane, with poles situated at \( s = -2\alpha - 1 \). In this case the relative eta invariant is defined to be the constant term in the Laurent expansion of \( \eta(s; \mathcal{A}_1, \mathcal{A}_0) \) at \( s = 0 \).

Compared to Definition 2.2, where the invariant \( \eta(\mathcal{A}_1, \mathcal{A}_0) \) is only defined for cobordant self-adjoint strongly Callias-type operators, the relative eta invariant \( \eta(0; \mathcal{A}_1, \mathcal{A}_0) \) defined here works for a broader scope of operators. In the following sections, we will work on finding the relationship between these two invariants when they are both defined. To avoid confusions, we
will often call $\eta(0; \mathcal{A}_1, \mathcal{A}_0)$ the spectral relative eta invariant and $\eta(\mathcal{A}_1, \mathcal{A}_0)$ the index-theoretic relative eta invariant. Like (2.1), one can also define the reduced (spectral) relative eta invariant
\[
\xi(0; \mathcal{A}_1, \mathcal{A}_0) := \frac{1}{2} (\eta(0; \mathcal{A}_1, \mathcal{A}_0) + \dim \ker \mathcal{A}_1 - \dim \ker \mathcal{A}_0). \tag{4.6}
\]

**Remark 4.4.** Recall that the eta function of a self-adjoint Dirac-type operator $D$ on a closed manifold can be alternatively defined as (1.1) for $\Re(s) > 0$. Unlike it, such an expression of the relative eta function does not exist in general because the individual operator $\mathcal{A}_j e^{-t\mathcal{A}_j^2}$ may not be trace-class.

One can easily verify the following analogue of Proposition 2.4.

**Proposition 4.5.** For $\Re(s) > n$ as well as $s = 0$, the relative eta function defined above satisfies the following properties
\[
\begin{align*}
(i) & \quad \eta(s; \mathcal{A}_0, \mathcal{A}_0) = 0, \\
(ii) & \quad \eta(s; \mathcal{A}_2, \mathcal{A}_1) + \eta(s; \mathcal{A}_1, \mathcal{A}_0) = \eta(s; \mathcal{A}_2, \mathcal{A}_0).
\end{align*}
\]

Analogously, one can also talk about the relative zeta function and relative zeta invariant. The relative zeta function is defined by
\[
\zeta(s; \mathcal{A}_1, \mathcal{A}_0) := \frac{1}{\Gamma(s/2)} \int_0^\infty t^{s/2-1} \left( \Tr(e^{-t\mathcal{A}_1^2} - e^{-t\mathcal{A}_0^2}) - \dim \ker \mathcal{A}_1 + \dim \ker \mathcal{A}_0 \right) dt. \tag{4.7}
\]

Again from Propositions 3.10 and 3.12, $\zeta(s; \mathcal{A}_1, \mathcal{A}_0)$ is holomorphic in the half plane $\Re(s) > n$ and admits a meromorphic continuation to the whole complex plane. In addition, it is regular at $s = 0$. Therefore we call $\zeta(0; \mathcal{A}_1, \mathcal{A}_0)$ the relative zeta invariant of $\mathcal{A}_0$ and $\mathcal{A}_1$.

5. Variation formulas of the relative eta invariant

We analyse the smooth parts of the index-theoretic and spectral relative eta invariants by looking at their variation formulas. Unlike the compact case, things are a little complicated in non-compact setting. We first give a brief review of the results on compact manifolds, which is somehow well-known and can be found, for instance, in [27, 39, 41], etc.

**Theorem 5.1.** Let $D_r$ be a smooth one-parameter family of self-adjoint Dirac-type operators on an $n$-dimensional compact manifold $M$. Let
\[
\eta(s; D_r) = \frac{1}{\Gamma((s+1)/2)} \int_0^\infty t^{(s-1)/2} \Tr(D_r e^{-tD_r^2}) dt
\]
be the eta function and $\eta(D_r) = \eta(0; D_r)$ be the eta invariant of $D_r$. Assume as $t \to 0$, $\Tr(D_r e^{-tD_r^2})$ has the following asymptotic expansion
\[
\Tr(D_r e^{-tD_r^2}) \sim \sum_{k=0}^\infty c_k(r) t^{(k-n-1)/2},
\]
where $D_r = \frac{d}{dr} D_r$.

(i) Suppose that $\dim \ker D_r$ is constant. Then for $\Re(s) > n$, $\eta(s; D_r)$ depends smoothly on $r$ and
\[
\frac{\partial}{\partial r} \eta(s; D_r) = -\frac{s}{\Gamma((s+1)/2)} \int_0^\infty t^{(s-1)/2} \Tr(D_r e^{-tD_r^2}) dt. \tag{5.1}
\]
(ii) The mod $\mathbb{Z}$ reduction $\bar{\eta}(D_r)$ of the eta invariant is a smooth function of $r$ and
\[
\frac{d}{dr} \bar{\eta}(D_r) = -\frac{2}{\sqrt{\pi}} \epsilon_n(r).
\] (5.2)

In particular, when $\dim \ker D_r$ is constant, $\bar{\eta}(D_r)$ can be replaced by $\eta(D_r)$ in (5.2).

Remark 5.2. (1) Here the manifold can be with or without boundary. If $M$ has a boundary, then one can impose an APS type boundary condition and require that the operator does not depend on $r$ near the boundary (see [41, Section 2]).

(2) In the above theorem, note that $c_1(r)$ can be computed locally as $c_1(r) = \int_M c_1(r)(x)$, where $c_1(r)(x)$ is the coefficient in the asymptotic expansion of the pointwise trace $\text{tr}((\partial_t + D_r e^{-iD^2_r})(x,x))$ as $t \to 0$. Therefore one sees that even though the eta invariant is not locally computable, its variation is actually local. Moreover, one can use the fact that $\frac{d}{dr} \bar{\eta}(s; D_r)$ is holomorphic at $s = 0$ to deduce that the residue of $\bar{\eta}(s; D_r)$ at $s = 0$ does not depend on $r$, hence is a homotopy invariant.

5.1. Variation formula of the index-theoretic relative eta invariant. Now we establish a formula analogous to (5.2) for the index-theoretically defined relative eta invariant $\eta(\mathcal{A}_1, \mathcal{A}_0)$. Let $\mathcal{A}_0$ be a self-adjoint strongly Callias-type operator on a complete $n$-dimensional manifold $(Y_0, E_0)$. Let $\mathcal{A}_{1,r}$ be a smooth family of self-adjoint strongly Callias-type operators on $(Y_1, E_1)$ which is cobordant to $\mathcal{A}_0$. Then $\mathcal{A}_{1,r}$ vanishes outside a compact set. Suppose we have the following asymptotic expansion for the pointwise trace
\[
\text{tr}(\mathcal{A}_{1,r} e^{-i\mathcal{A}_1 r}(y,x)) \sim \sum_{k=0}^{\infty} c_{1,k}(r)(y)t^{(k-n-1)/2}, \quad \text{as } t \to 0.
\]
It follows that $c_{1,k}(r)(y)$ is compactly supported over $Y_1$.

**Theorem 5.3.** Under the above hypothesis, $\bar{\eta}(\mathcal{A}_{1,r}, \mathcal{A}_0)$ depends smoothly on $r$ and
\[
\frac{d}{dr} \bar{\eta}(\mathcal{A}_{1,r}, \mathcal{A}_0) = -\frac{2}{\sqrt{\pi}} \int_{Y_1} c_{1,n}(r)(y). \quad (5.3)
\]

Remark 5.4. As one shall see in Lemma 5.5 below, if $\mathcal{A}_0$ and $\mathcal{A}_{1,r}$ satisfy Assumption 3.4, then $\mathcal{A}_{1,r}e^{-i\mathcal{A}_1 r}$ is in fact a trace-class operator. Thus the integral on the right hand side of (5.3) is globally the coefficient corresponding to $t^{-1/2}$ in the short time asymptotic expansion of $\text{Tr}(\mathcal{A}_{1,r} e^{-i\mathcal{A}_1 r})$.

**Proof.** By assumption, we can find $(X, D_r)$, an almost compact cobordism between $\mathcal{A}_0$ and $\mathcal{A}_{1,r}$ (cf. Definition 2.1), where $X$ is independent of $r$ with $\partial X = Y_0 \sqcup Y_1$ and $D_r = D^+_r \oplus D^-_r$ is a $\mathbb{Z}_2$-graded strongly Callias-type operator that depends smoothly on $r$. The restriction of $D^+_r = D^+_r + \Psi^+_r$ (resp. $D^-_r = D^-_r + \Psi^-_r$) to $Y_0$ is $\mathcal{A}_0$ (resp. $\mathcal{A}^d_0 = c(v_0)\mathcal{A}_0 c(v_0)$) and to $Y_1$ is $-\mathcal{A}_{1,r}$ (resp. $-\mathcal{A}^d_{1,r} = -c(v_{Y_1})\mathcal{A}_{1,r} c(v_{Y_1})$). Then by Definition 2.2,
\[
\frac{d}{dr} \bar{\eta}(\mathcal{A}_{1,r}, \mathcal{A}_0) = -2 \int_X \frac{\partial}{\partial r} \alpha_{AS}(D^+_r)
\]
and it suffices to prove
\[
\int_X \frac{\partial}{\partial r} \alpha_{AS}(D^+_r) = \frac{1}{\sqrt{\pi}} \int_{Y_1} c_{1,n}(r)(y).
\]
Recall that \( \alpha_{AS}(\mathcal{D}_r^+)(x) \) is equal to the constant term in the short time asymptotic expansion of \( \text{tr}(e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)) - \text{tr}(e^{-\mathcal{D}_r^-\mathcal{D}_r^+} (x, x)) \), where \( e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (\cdot, \cdot) \) denotes the heat kernel on the double of \( X \). We have

\[
\frac{\partial}{\partial r} \text{tr}(e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)) = - \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)]
\]

\[
= - \text{tr}[t(\mathcal{D}_r^-+\mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)] - \text{tr}[t\mathcal{D}_r^+ e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)]
\]

where we use the operator equality \( \mathcal{D}_r^+ e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \mathcal{D}_r^- = e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \mathcal{D}_r^- \) to get the second line. Likewise,

\[
\frac{\partial}{\partial r} \text{tr}(e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x))
\]

\[
= - \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)] - \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)]
\]

\[
- \text{tr}[t(D_r^+ \mathcal{D}_r^- + \mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x, x)] - \text{tr}[t(\Psi_r^+ \mathcal{D}_r^- + \mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x, x)].
\]

Note that

\[
\text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)] = \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) \Psi_r^+ (x, x)]
\]

\[
= \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)] = \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)].
\]

Similarly

\[
\text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^- (x, x)] = \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^- (x, x)].
\]

With these cancellations, we obtain

\[
\frac{\partial}{\partial r} \left[ \text{tr}(e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)) - \text{tr}(e^{-\mathcal{D}_r^+\mathcal{D}_r^-} (x, x)) \right]
\]

\[
= - \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)] + \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^- (x, x)]
\]

\[
- \text{tr}[t(D_r^+ \mathcal{D}_r^- + \mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x, x)] + \text{tr}[t(D_r^- \mathcal{D}_r^+ + \mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x, x)].
\]

We now take a closer look at (5.4). By the relation between the kernel of adjoint operators,

\[
\text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)] = \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) \Psi_r^+ (x, x)]
\]

\[
= \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)] = \text{tr}[t(\mathcal{D}_r^- + \mathcal{D}_r^+) e^{-\mathcal{D}_r^+\mathcal{D}_r^-} \Psi_r^+ (x, x)].
\]

On the other hand, the components in (5.5) are

\[
(D_r^+ \mathcal{D}_r^- + \mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x, x) = D_{r,x} (\mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x', x) |_{x = x'},
\]

\[
(D_r^+ \mathcal{D}_r^- + \mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x, x) = D_{r,x} (\mathcal{D}_r^- e^{-\mathcal{D}_r^+\mathcal{D}_r^-}) (x', x) |_{x = x'}.
\]

We write the Dirac operator \( \mathcal{D}_r^+ \) in the form \( \sum_{j=1}^n c_j^e (\mathcal{e}_j) \nabla_{\mathcal{e}_j}^E (r) \) with respect to an orthonormal moving frame \( \{\mathcal{e}_j\}_{j=1}^{n+1} \). Combining (5.4) and (5.5) and applying the arguments of [42] Lemma
7.6], we obtain a local McKean–Singer type formula
\[
\frac{\partial}{\partial r} \left[ \text{tr}(e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x)) - \text{tr}(e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x)) \right]
\]
\[
= - \text{tr} \left[ t(D_{r,s} + D_{r,s}^+) \dot{\mathcal{D}}_r^+ e^{t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x') |_{x=x'} \right]
+ \text{tr} \left[ t((D_{r,s} + D_{r,s}^+) \dot{\mathcal{D}}_r^- e^{-t\mathcal{D}_r^+\mathcal{D}_r^-})(x, x') |_{x=x'} \right]
\]
\[
= - t \text{ div } \mathcal{V}_r,
\]
where
\[
\mathcal{V}_r = \sum_{j=1}^{n+1} \left[ \text{tr} \left[ c_j^-(e_j) \dot{\mathcal{D}}_r^+ e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x) \right] - \text{tr} \left[ c_j^+(e_j) \dot{\mathcal{D}}_r^- e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x) \right] \right] e_j.
\]

From the discussion of \((X, \mathcal{D}_r)\) at the beginning of the proof, it follows that \(\mathcal{D}_r^\pm = 0\) near \(Y_0\) while \(c^-(e_{n+1})\mathcal{D}_r^+ = -\mathcal{A}_1\), and \(c^+(e_{n+1})\mathcal{D}_r^- = -\mathcal{A}_1^\pm\) when restricting to \(Y_1\), where \(e_{n+1}\) is the outward unit normal vector near the boundary. Here we suppress the subscript “\(r\)” in \(c^\pm\) because the Clifford multiplication by \(e_{n+1}\) is independent of \(r\). Furthermore, for \(x = (u, y)\) which is close to \(Y_1\), as \(t \to 0\)
\[
e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x) \sim \frac{1}{2\sqrt{\pi t}} e^{-1/\mathcal{R}_1^+}(y, y);
\]
\[
e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x) \sim \frac{1}{2\sqrt{\pi t}} e^{-1/\mathcal{R}_1^-}(y, y) = -\frac{1}{2\sqrt{\pi t}} (c^+(e_{n+1})e^{-1/\mathcal{R}_1^+}c^-(e_{n+1}))(y, y).
\]
Integrating over \(X\), we get
\[
\int_X \frac{\partial}{\partial r} \left[ \text{tr}(e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x)) - \text{tr}(e^{-t\mathcal{D}_r^+\mathcal{D}_r^-}(x, x)) \right] \sim t \int_{Y_1} \frac{1}{\sqrt{\pi t}} \text{tr}(\mathcal{A}_1 e^{-t\mathcal{R}_1^+}(y, y))
\]
as \(t \to 0\). Let
\[
\text{tr}(\mathcal{A}_1 e^{-t\mathcal{R}_1^+}(y, y)) \sim \sum_{k=0}^{\infty} c_{1,k}(r)(y)t^{(k-n-1)/2}
\]
be the asymptotic expansion as \(t \to 0\). Then picking up the constant term in (5.6) implies
\[
\int_X \frac{\partial}{\partial r} \alpha_{\text{AS}}(\mathcal{D}_r^+) = \frac{1}{\sqrt{\pi}} \int_{Y_1} c_{1,n}(r)(y),
\]
and (5.3) is proved. \(\square\)

5.2. **Variation formula of the spectral relative eta invariant.** Before giving the variation formula for the relative eta function \(\eta(s; \mathcal{A}_1, \mathcal{A}_0)\), we explain some subtleties in this process. Recall in the proof of (5.1), one has
\[
\frac{\partial}{\partial r} \text{Tr}(D_r e^{-t\mathcal{D}_r^+}) = \left( 1 + 2t \frac{\partial}{\partial t} \right) \text{Tr}(D_r e^{-t\mathcal{D}_r^+}),
\]
which indicates, under the assumption that \(\dim \ker D_r\) is constant, that for \(\Re(s) > n\),
\[
\frac{\partial}{\partial r} \int_0^T t^{(s-1)/2} \text{Tr}(D_r e^{-t\mathcal{D}_r^+}) dt = 2T^{(s+1)/2} \text{Tr}(\mathcal{D}_r e^{-t\mathcal{D}_r^+}) - s \int_0^T t^{(s-1)/2} \text{Tr}(\mathcal{D}_r e^{-t\mathcal{D}_r^+}) dt.
\]
Since the spectrum of the operator \(D_r\) satisfies a Weyl’s asymptotic formula, as \(T \to \infty\), the first term on the right hand side vanishes and the integral on the right hand side is absolutely convergent, hence (5.1).
Now if one considers the relative heat trace $\text{Tr}(\mathcal{A}_{1,t} e^{-t\mathcal{R}_1} - \mathcal{A}_0 e^{-t\mathcal{R}_0})$, the resulting operator would be $\mathcal{A}_{1,t} e^{-t\mathcal{R}_1}$ and it should satisfy similar properties as discussed just above. Thanks to the fact that $\mathcal{A}_{1,t}$ coinciding with $\mathcal{A}_0$ at infinity implies $\mathcal{A}_{1,t}$ vanishing outside a compact set, the desired properties can be established through the following lemmas.

**Lemma 5.5.** Let $\mathcal{A}$ be a self-adjoint Dirac-type operator on $(Y, E)$, where $E$ is a Dirac bundle over a complete manifold $Y$. Suppose $(Y, E, \mathcal{A})$ satisfies Assumption 3.4. Let $P$ be a pseudo-differential operator of non-negative order on $(Y, E)$ which is identically zero outside a compact set. Then $Pe^{-t\mathcal{R}}$ is a trace-class operator for $t > 0$.

**Proof.** One can follow the arguments in [14, Section 3]. To be precise, by [20] and [23], when $(Y, \mathcal{A})$ satisfies Assumption 3.4, for any $t > 0$ the kernel of $e^{-t\mathcal{R}}$ can be estimated by

$$|\mathcal{K}(y, y'; t)| \leq C_t e^{-C_t \text{dist}(y, K)} e^{-C_t \text{dist}(y, y')^2},$$  

(5.7)

where $K$ is a compact subset of $Y$ outside of which $P$ is vanishing. Let $\mathcal{M}$ be the multiplication operator by $e^{-\text{dist}(y, K)}^2$ for $\epsilon > 0$ small enough and write $Pe^{-t\mathcal{R}}$ as

$$Pe^{-t\mathcal{R}} = (Pe^{-t\mathcal{R}/2} \mathcal{M}^{-1}) \cdot (\mathcal{M} e^{-t\mathcal{R}/2}).$$

For any fixed $t > 0$, the first factor on the right hand side is Hilbert–Schmidt by noticing that

$$\int_K \int_Y |P\mathcal{K}(y, y'; t/2) e^{\epsilon \text{dist}(y, K)^2} |^2 \, dy' \, dy \
\leq \sum_{l=1}^{\infty} e^{2\epsilon l^2} \int_K \int_{U_l \setminus U_{l-1}} |P\mathcal{K}(y, y'; t/2) |^2 \, dy' \, dy$$

where $U_l := \{ y \in Y : \text{dist}(y, K) \leq l \}$, and a finite propagation speed argument (cf. Lemma 3.8); while the second factor is Hilbert–Schmidt by the heat kernel estimate (5.7) and the assumption on the geometry of the manifold. Therefore $Pe^{-t\mathcal{R}}$ is a trace-class operator. □

**Lemma 5.6.** Let $Pe^{-t\mathcal{R}}$ be an operator as in Lemma 5.5. Suppose $\mathcal{A}$ is a strictly invertible operator (meaning the spectrum of $\mathcal{A}^2$ has a strictly positive lower bound). Then $\text{Tr}(Pe^{-t\mathcal{R}})$ decays exponentially as $t \to \infty$.

**Proof.** For $t \geq 2$, write $Pe^{-t\mathcal{R}} = Pe^{-\mathcal{R}} \cdot e^{-(t-1)\mathcal{R}}$. The first factor is a trace-class operator while the second factor is a bounded operator. By the assumption on $\mathcal{A}$,

$$\left\| Pe^{-\mathcal{R}} \right\| \leq \left\| Pe^{-\mathcal{R}} \right\|_1 \cdot \left\| e^{-(t-1)\mathcal{R}} \right\| \leq e^{-(t-1)\delta} \left\| Pe^{-\mathcal{R}} \right\|_1,$$

for some $\delta > 0$, where $\| \cdot \|_1$ denotes the trace norm and $\| \cdot \|$ denotes the operator norm. □

With these lemmas, we are ready to show the following variation formula for the spectral relative eta invariant.

**Theorem 5.7.** Let $\mathcal{A}_0$ be a self-adjoint Dirac-type operator on $(Y_0, E_0)$ which is invertible at infinity. Let $\mathcal{A}_{1,t}$ be a smooth family of self-adjoint Dirac-type operators on $(Y_1, E_1)$ which coincides with $\mathcal{A}_0$ at infinity. Suppose $\mathcal{A}_0$ and $\mathcal{A}_{1,t}$ satisfy Assumption 3.4. If there exists the following asymptotic expansion

$$\text{Tr}(\mathcal{A}_{1,t} e^{-t\mathcal{R}_{1,t}}) \sim \sum_{k=0}^{\infty} c_k(t) r^{(k-n-1)/2}, \quad \text{as } t \to 0,$$

(5.8)
where \( n = \dim Y_0 = \dim Y_1 \). Then the mod \( \mathbb{Z} \) reduction \( \eta(0; \mathcal{A}_r, \mathcal{A}_0) \) of the spectral relative eta invariant is a smooth function of \( r \) and

\[
\frac{d}{dr} \eta(0; \mathcal{A}_r, \mathcal{A}_0) = -\frac{2}{\sqrt{\pi}} c_n(r). \tag{5.9}
\]

In particular, if \( \mathcal{A}_r \) is strictly invertible, then (5.9) also holds with \( \eta(0; \mathcal{A}_r, \mathcal{A}_0) \) replaced by \( \eta(0; \mathcal{A}_r, \mathcal{A}_0) \).

**Proof.** To simplify notations, we denote \( \mathcal{A}_r \) by \( \mathcal{A} \). We consider \( \eta(s; \mathcal{A}, \mathcal{A}_0) \) near \( r = r_0 \). Then there exists a uniform positive lower bound for the essential spectra of \( \mathcal{A} \). Choose \( \delta > 0 \) less than this lower bound such that \( \pm \delta \notin \text{spec}(\mathcal{A}_0) \). By continuity, there exists \( \epsilon > 0 \) such that \( \pm \delta \notin \text{spec}(\mathcal{A}_r) \) for \( r \in [r_0 - \epsilon, r_0 + \epsilon] \). Let \( \Pi_r^0 \) be the orthogonal projection of \( L^2(Y_1, E_1) \) onto the subspace spanned by all eigensections of \( \mathcal{A} \) with eigenvalue in \((-\delta, \delta)\). It is a finite-rank operator. For \( r \in [r_0 - \epsilon, r_0 + \epsilon] \), define

\[
\mathcal{A}_r' := \mathcal{A} (\text{id} - \Pi_r^0) + \Pi_r^0. \tag{5.10}
\]

Then \( \mathcal{A}_r' \) is a strictly invertible operator and depends smoothly on \( r \). Note that \( \mathcal{A}_r' \) differs from \( \mathcal{A}_r \) only on a finite-dimensional space. So \( \eta(s; \mathcal{A}_r', \mathcal{A}_0) \) is well-defined and

\[
\eta(s; \mathcal{A}_r, \mathcal{A}_0) = \text{Tr}(\Pi_r^0) - \sum_{\lambda, \text{spec}(\mathcal{A})} \text{sign}(\lambda)|\lambda|^{-s},
\]

which is an entire function. Therefore

\[
\eta(s; \mathcal{A}_r, \mathcal{A}_0) + \text{Tr}(\Pi_r^0) - \sum_{\lambda, \text{spec}(\mathcal{A})} \text{sign}(\lambda)|\lambda|^{-s}
\]

is absolutely convergent for \( \Re(s) > n \). This expression is formally \( \eta(s; \mathcal{A}_r', \mathcal{A}_0) \). Therefore \( \eta(s; \mathcal{A}_r', \mathcal{A}_0) \) is well-defined for \( \Re(s) > n \) and

\[
\tilde{\eta}(0; \mathcal{A}_r, \mathcal{A}_0) = \tilde{\eta}(0; \mathcal{A}_r', \mathcal{A}_0). \tag{5.11}
\]

Note that

\[
\mathcal{A}_r' = \mathcal{A}_r + \frac{d}{dr}((\text{id} - \mathcal{A}_r)\Pi_r^0)
= \mathcal{P}_r + \{\text{a finite-rank operator},
\]

where \( \mathcal{P}_r \) vanishes outside a compact set. By Lemma 5.5, both \( \mathcal{A}_r e^{-t\mathcal{A}_r^2} \) and \( \mathcal{A}_r' e^{-t\mathcal{A}_r^2} \) are trace class operators, and

\[
\text{Tr}(\mathcal{A}_r' e^{-t\mathcal{A}_r^2}) = \text{Tr}(\mathcal{A}_r e^{-t\mathcal{A}_r^2}) + O(1), \quad \text{as } t \to 0.
\]

Let

\[
\text{Tr}(\mathcal{A}_r' e^{-t\mathcal{A}_r^2}) \sim \sum_{k=0}^{\infty} c'_k(t) t^{k-n-1}/2, \quad \text{as } t \to 0. \tag{5.12}
\]

be the short time asymptotic expansion. Then \( c'_k(t) = c_k(t) \) for \( k \neq n + 1 \). By Lemma 5.6, \( |\text{Tr}(\mathcal{A}_r' e^{-t\mathcal{A}_r^2})| \) decays exponentially as \( t \to \infty \). With these properties, we are now able to apply \[41\] Proposition 2.6 to obtain that \( \eta(s; \mathcal{A}_r', \mathcal{A}_0) \) depends smoothly on \( r \) and

\[
\frac{\partial}{\partial r} \eta(s; \mathcal{A}_r', \mathcal{A}_0) = -\frac{s}{\Gamma((s+1)/2)} \int_0^\infty t^{(s-1)/2} \text{Tr}(\mathcal{A}_r' e^{-t\mathcal{A}_r^2}) \, dt \tag{5.13}
\]

for \( \Re(s) > n \).
Using (5.12), the integral on the right hand side of (5.13) admits a meromorphic continuation to the complex plane such that \( s = 0 \) is a simple pole with residue \( 2\xi(r) = 2c_n(r) \). This means that

\[
\frac{d}{dr}\bar{\eta}(0; \mathcal{A}_r, \mathcal{A}_0) = \frac{d}{dr}\eta(s; \mathcal{A}_r', \mathcal{A}_0)|_{s=0} = -\frac{2}{\sqrt{\pi}}c_n(r).
\]

Thus (5.9) is proved. When \( \mathcal{A}_r \) is invertible, one can just put \( \mathcal{A}_r \) to be \( \mathcal{A}_r \), hence \( \bar{\eta}(0; \mathcal{A}_r, \mathcal{A}_0) \) can be replaced by \( \eta(0; \mathcal{A}_r, \mathcal{A}_0) \) in (5.9).

**Remark 5.8.** (1) Since \( \mathcal{A}_r' \) is invertible, the reduced relative eta function \( \xi(0; \mathcal{A}_r', \mathcal{A}_0) \) again depends smoothly on \( r \) whose variation is one half of that of \( \eta(0; \mathcal{A}_r', \mathcal{A}_0) \) (5.13). Let \( \tilde{\xi} \) denote the mod \( \mathbb{Z} \) reduction of the reduced relative eta invariant. From the proof, \( \tilde{\xi}(0; \mathcal{A}_r', \mathcal{A}_0) = \xi(0; \mathcal{A}_r', \mathcal{A}_0) \). Hence one also has the variation formula for \( \tilde{\xi}(0; \mathcal{A}_r, \mathcal{A}_0) \)

\[
\frac{d}{dr}\tilde{\xi}(0; \mathcal{A}_r, \mathcal{A}_0) = -\frac{1}{\sqrt{\pi}}c_n(r).
\]

(2) More generally, suppose the asymptotic expansion of \( \mathcal{A}_1(t) e^{-i\mathcal{A}_1(t)} \) as \( t \to 0 \) has the form

\[
\text{Tr}(\mathcal{A}_1(t) e^{-i\mathcal{A}_1(t)}) \sim \sum_{(\alpha) \to \infty} \sum_{0 \leq k \leq k(\alpha)} c_{\alpha k}(r) t^k \log k t,
\]

similar to (4.5). Then formula (5.13) is still true for \( \mathcal{A}(s) = -\inf(\mathcal{A}(\alpha) : c_{\alpha k}(r) \neq 0 \text{ for some } 0 \leq k \leq k(\alpha)) \). In this case the variation formula (5.9) becomes

\[
\frac{d}{dr}\bar{\eta}(0; \mathcal{A}_r, \mathcal{A}_0) = -\frac{2}{\sqrt{\pi}}c_{-1/2,0}(r).
\]

5.3. **A formula in terms of spectral flow.** Recall in Corollary 2.6 if \( Y_0 = Y_1 \) and \( \mathcal{A}_0 = \mathcal{A}_0 \), then (2.5) becomes

\[
\xi(\mathcal{A}_1, \mathcal{A}_0) = \frac{1}{2} \int_0^1 \left( \frac{d}{dr}\bar{\eta}(\mathcal{A}_r, \mathcal{A}_0) \right) dr = \text{sf}(\mathcal{A}).
\]

The following proposition says that the spectral relative eta invariant satisfies a similar relation.

**Proposition 5.9.** Let \( \mathcal{A} = \{ \mathcal{A}_r : C^\infty(Y, E) \to C^\infty(Y, E) \}_{0 \leq r \leq 1} \) be a smooth family of self-adjoint strongly Callias-type operators coinciding at infinity on a complete Riemannian manifold \( Y \). Let \( \eta(0; \mathcal{A}_r, \mathcal{A}_0) \) be defined by (4.4) and \( \xi(0; \mathcal{A}_r, \mathcal{A}_0) \) be defined by (4.6). Then the mod \( \mathbb{Z} \) reduction \( \bar{\eta}(0; \mathcal{A}_r, \mathcal{A}_0) \in \mathbb{R}/\mathbb{Z} \) depends smoothly on \( r \in [0, 1] \) and

\[
\xi(0; \mathcal{A}_1, \mathcal{A}_0) = \frac{1}{2} \int_0^1 \left( \frac{d}{dr}\bar{\eta}(0; \mathcal{A}_r, \mathcal{A}_0) \right) dr = \text{sf}(\mathcal{A}).
\]

**Remark 5.10.** Note that under the hypothesis of Proposition 5.9, \( \mathcal{A}_r = A + \Psi^r \), where \( A \) is the Dirac operator on \( (Y, E) \) and \( \Psi^r \) is the Callias potential which varies with respect to \( r \in [0, 1] \).

**Proof.** Due to reason explained in Remark 4.4, the proof of the classical case on closed manifolds cannot be verbatim duplicated here. But we can do a little adjustment inspired by Theorem 5.7. Choose a subdivision \( 0 = r_0 < r_1 < \cdots < r_m = 1 \) of the interval \( [0, 1] \) such that there exists
$\delta_i > 0, i = 1, \ldots, m$ with $\pm \delta_i \notin \text{spec}(\mathcal{A}_r)$ for $r \in [r_{i-1}, r_i]$. Restricted to $[r_{i-1}, r_i]$, let $\mathcal{A}'_r$ be defined by (5.10). Then

$$
\eta(0; \mathcal{A}', \mathcal{A}'_{r_{i-1}}) = \eta(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}}) + \left( \text{Tr}(\Pi^\delta_r) - \sum_{\lambda \in \text{spec}(\mathcal{A}_r) \cap (0, \delta_i]} \text{sign}(\lambda) \right)
- \left( \text{Tr}(\Pi^\delta_{r_{i-1}}) - \sum_{\lambda \in \text{spec}(\mathcal{A}_{r_{i-1}}) \cap (0, \delta_i]} \text{sign}(\lambda_{r_{i-1}}) \right).
$$

Note that $\Pi^\delta_r$ does not depend on $r$ over $[r_{i-1}, r_i]$. So

$$
\eta(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}}) - \eta(0; \mathcal{A}_r', \mathcal{A}'_{r_{i-1}}) = 2 \text{sf}([\mathcal{A}_r])_{r \in [r_{i-1}, r_i]} + \dim \ker \mathcal{A}_{r_{i-1}} - \dim \ker \mathcal{A}_r. \tag{5.17}
$$

From the proof of Theorem [5.7], $\eta(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}})$ varies smoothly with respect to $r \in [r_{i-1}, r_i]$. Hence

$$
\int_{r_{i-1}}^{r_i} \left( \frac{d}{dr} \tilde{\eta}(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}}) \right) dr = \eta(0; \mathcal{A}_r', \mathcal{A}'_{r_{i-1}}) - \eta(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}})
\overset{\text{(5.17)}}{=} 2 \tilde{\xi}(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}}) - 2 \text{sf}([\mathcal{A}_r])_{r \in [r_{i-1}, r_i]}.
$$

Therefore we conclude

$$
\tilde{\xi}(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}}) - \frac{1}{2} \int_{r_{i-1}}^{r_i} \left( \frac{d}{dr} \tilde{\eta}(0; \mathcal{A}_r, \mathcal{A}_{r_{i-1}}) \right) dr = \text{sf}([\mathcal{A}_r])_{r \in [r_{i-1}, r_i]}.
$$

Summing over all subintervals $[r_{i-1}, r_i]$ ($i = 1, \ldots, m$) gives (5.16)

One can use (5.16) to compute the relative eta invariant, as illustrated in the following simple example.

**Example 5.11.** Let $A = -i\sigma_1 \frac{\partial}{\partial x_1} - i\sigma_2 \frac{\partial}{\partial x_2}$ be the Dirac operator over $\mathbb{R}^2$ acting on $C^\infty(\mathbb{R}^2, \mathbb{C} \oplus \mathbb{C})$, where

$$
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}.
$$

Let $f_0$ is a real-valued smooth function on $\mathbb{R}^2$ and

$$
F_0 := \begin{pmatrix} f_0 & 0 \\ 0 & -f_0 \end{pmatrix} : C^\infty(\mathbb{R}^2, \mathbb{C} \oplus \mathbb{C}) \to C^\infty(\mathbb{R}^2, \mathbb{C} \oplus \mathbb{C}).
$$

Then $\mathcal{A}_0 = A + F_0$ is a self-adjoint differential operator and

$$
\mathcal{A}^2_0 = -\frac{\partial^2}{\partial x_1^2} - \frac{\partial^2}{\partial x_2^2} + \left( -i \frac{\partial f_0}{\partial x_1} + \frac{\partial f_0}{\partial x_2} \right) + f_0^2
$$

is a Schrödinger operator. Assume that $f_0^2$ grows as $\ln |x|$ when $|x|$ is large. Then $\mathcal{A}^2_0$ has discrete spectrum and by [36], the spectral counting function of $\mathcal{A}^2_0$ grows exponentially. Hence the eta function (1.11) could not be defined for $\mathcal{A}_0$, let alone the eta invariant.

Let $\mathcal{A}_1 = \mathcal{A}_0 + F$ be a compact perturbation of $\mathcal{A}_0$ such that

$$
F = \begin{pmatrix} f & 0 \\ 0 & -f \end{pmatrix},
$$

then

$$
\tilde{\xi}(0; \mathcal{A}_1, \mathcal{A}_{r_{i-1}}) - \frac{1}{2} \int_{r_{i-1}}^{r_i} \left( \frac{d}{dr} \tilde{\eta}(0; \mathcal{A}_1, \mathcal{A}_{r_{i-1}}) \right) dr = \text{sf}([\mathcal{A}_1])_{r \in [r_{i-1}, r_i]}.
$$

One can use (5.16) to compute the relative eta invariant, as illustrated in the following simple example.
where $f$ is a real-valued smooth function with compact support. Then the eigenvalues of $\mathcal{A}^2_t$ have similar asymptotic properties as that of $\mathcal{A}^2_0$. Note that $\mathcal{A}_0$ and $\mathcal{A}_1$ satisfy Assumption 3.4 so the relative eta invariant $\eta(0; \mathcal{A}, \mathcal{A}_0)$ can be defined by (4.4).

For $0 \leq r \leq 1$, let $\mathcal{A}_r := \mathcal{A}_0 + rF$. Then $\{\mathcal{A}_r\}_{0 \leq r \leq 1}$ is a smooth family of self-adjoint unbounded operators on $L^2(\mathbb{R}^2, \mathbb{C} \oplus \mathbb{C})$ and it has a well-defined spectral flow $\text{sf}(\mathcal{A})$ (cf. [35]). On the other hand, $\dot{\mathcal{A}}_r = F$. So

$$\text{Tr} (\mathcal{A}_r e^{-t\mathcal{A}^2_r}) = \int_{\mathbb{R}^2} \text{tr} (F(x) e^{-t\mathcal{A}^2_r}(x, x)) \, dx = \int_{\text{supp } f} \text{tr} (\dot{F}e^{-t\mathcal{A}_r}(x, x)) \, dx,$$

where $\dot{\mathcal{A}}_r$ is an extension of $\mathcal{A}_r$ to a closed manifold that contains a neighborhood of $\text{supp } f$. One then has

$$Fe^{-t\mathcal{A}_r^2}(x, x) \sim \sum_{k=0}^{\infty} c_k(r)(x)t^{(k-3)/2} \quad \text{as } t \to 0.$$  

Since $F$ is a zeroth-order differential operator, by [27] Lemma 1.7.7, $c_k(r) = 0$ if $k$ is even. It follows from Theorem 5.7 that

$$\frac{d}{dr} \tilde{\eta}(0; \mathcal{A}_r, \mathcal{A}_0) = -\frac{2}{\sqrt{r}}c_2(r) = 0.$$  

Now by (5.16),

$$\eta(0; \mathcal{A}_1, \mathcal{A}_0) = 2 \text{sf}(\mathcal{A}) - \dim \ker \mathcal{A}_1 + \dim \ker \mathcal{A}_0.$$  

Note that $\mathcal{A}_0$ and $\mathcal{A}_1$ are also strongly Callias-type operators. One can construct an almost compact cobordism $(\mathbb{R}^2 \times [0, 1], \mathcal{D})$ between them as follows. Let

$$\mathcal{D}^+ := \left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right) \left( \frac{\partial}{\partial u} + \mathcal{A}_{\rho(u)} \right) : C^\infty(\mathbb{R}^2 \times [0, 1], \mathbb{C} \oplus \mathbb{C}) \to C^\infty(\mathbb{R}^2 \times [0, 1], \mathbb{C} \oplus \mathbb{C}),$$

where $\rho : [0, 1] \to [0, 1]$ is a smooth non-decreasing function such that $\rho(u) = 0$ for $u \leq 1/3$ and $\rho(u) = 1$ for $u \geq 2/3$. Then the restriction of $\mathcal{D}^+$ to $\mathbb{R}^2 \times [0]$ is $\mathcal{A}_0$ and to $\mathbb{R}^2 \times [1]$ is $-\mathcal{A}_1$.

Now let $E = E^+ \oplus E^- := (\mathbb{C} \oplus \mathbb{C}) \oplus (\mathbb{C} \oplus \mathbb{C})$ and

$$\mathcal{D} := \left( \begin{array}{cc} 0 & (\mathcal{D}^+)^* \\ (\mathcal{D}^+)^* & 0 \end{array} \right) : C^\infty(\mathbb{R}^2 \times [0, 1], E) \to C^\infty(\mathbb{R}^2 \times [0, 1], E).$$

Then $\mathcal{D}$ is a self-adjoint strongly Callias-type operator, and we see that $\mathcal{A}_0$ and $\mathcal{A}_1$ are cobordant. Actually $\mathcal{A}_0$ and $\mathcal{A}_r$ are cobordant for any $0 \leq r \leq 1$. Note that since $\mathbb{R}^2 \times [0, 1]$ is odd-dimensional, $\tilde{\eta}(\mathcal{A}_r, \mathcal{A}_0) \equiv 0$. Hence by (5.15),

$$\eta(\mathcal{A}_1, \mathcal{A}_0) = 2 \text{sf}(\mathcal{A}) - \dim \ker \mathcal{A}_1 + \dim \ker \mathcal{A}_0.$$  

This shows that $\eta(\mathcal{A}_1, \mathcal{A}_0) = \eta(0; \mathcal{A}_1, \mathcal{A}_0)$, which is a special instance of the general result stated in Theorem 5.12 of the next subsection.

5.4. A spectral interpretation of the relative eta invariant. In this subsection, we combine the results obtained in the proceeding subsections to give an equality between the index-theoretic and spectral relative eta invariants in the case that the operators act on the same domain.

**Theorem 5.12.** Suppose $\mathcal{A}_0$ and $\mathcal{A}_1$ are cobordant self-adjoint strongly Callias-type operators over a complete Riemannian manifold $Y$ on sections of a Dirac bundle $E$ and satisfy Assumption 3.4. Then

$$\eta(\mathcal{A}_1, \mathcal{A}_0) = \eta(0; \mathcal{A}_1, \mathcal{A}_0).$$
In particular, if $Y$ is an even-dimensional manifold, then the spectral relative eta invariant $\eta(0; \mathcal{A}_1, \mathcal{A}_0)$ is an integer.

Proof. For $0 \leq r \leq 1$, let $\mathcal{A}_r = r\mathcal{A}_1 + (1-r)\mathcal{A}_0$. Then $\mathcal{A}_r = \{\mathcal{A}_r\}_{0 \leq r \leq 1}$ is a smooth family of self-adjoint strongly Callias-type operators on $Y$. In view of \eqref{eq:5.15} and \eqref{eq:5.16}, the thesis is reduced to proving

$$\frac{d}{dr} \tilde{\eta}(\mathcal{A}_r, \mathcal{A}_0) = \frac{d}{dr} \tilde{\eta}(0; \mathcal{A}_r, \mathcal{A}_0),$$

which follows immediately from Theorems \ref{thm:5.3} and \ref{thm:5.7}. □

6. GLUING LAW FOR THE RELATIVE ETA INVARIANT

The gluing problem for eta invariant on compact manifolds has been studied extensively by many authors using different methods, including Wojciechowski \cite{46,47}, Bunke \cite{16} (see also Dai and Freed \cite{22}), Müller \cite{42}, Brüning and Lesch \cite{13}, Kirk and Lesch \cite{32}, Loya and Park \cite{38}, etc. Roughly speaking, let $D$ be a self-adjoint Dirac-type operator on a closed manifold $M$ and let $\Sigma$ be a closed hypersurface of $M$ which partitions $M$ into two components $M'$ and $M''$ with common boundary $\Sigma$. Assume $D$ is product in a tubular neighborhood of $\Sigma$. Denote by $D'$ and $D''$ the restrictions of $D$ to the two manifolds with boundary $M'$ and $M''$, respectively, and by $B$ the restriction of $D$ to $\Sigma$. Let $L'$ and $L''$ be two Lagrangian subspaces of ker $B$. Then one can impose an APS type boundary condition corresponding to $L'$ (resp. $L''$) to $D'$ (resp. $D''$) and get a self-adjoint operator $D'_L$ on $M'$ (resp. $D''_L$ on $M''$). The eta invariants $\eta(D'_L)$, $\eta(D''_L)$ and reduced eta invariants $\xi(D'_L) = (\eta(D'_L) + \dim \ker D'_L)/2$, $\xi(D''_L) = (\eta(D''_L) + \dim \ker D''_L)/2$ can be defined as usual. Then the following gluing formula holds

$$\xi(D) = \xi(D'_L) + \xi(D''_L) + m(L', L'') \mod \mathbb{Z},$$

where $m(L', L'')$ is a real valued function determined by the pair of Lagrangian subspaces $(L', L'')$. In some papers, the integer contribution $\xi(D) - (\xi(D'_L) + \xi(D''_L) + m(L', L''))$ is also given (in different expressions). Note that in the special case where ker $B = 0$, i.e., $B$ is invertible, the self-adjoint boundary condition for $D'$ and $D''$ is just the APS boundary condition. So the formula is simplified to

$$\xi(D) = \xi(D'_L) + \xi(D''_L) \mod \mathbb{Z}.$$

In this section, we deduce a similar gluing formula for the relative eta invariant and show a mod $2\mathbb{Z}$ equality between the index-theoretic and spectral relative eta invariants. The main tools used are the variation formula of Section \ref{sec:5} and the method of \cite{13}.

6.1. Gluing formula for $\eta(\mathcal{A}_1, \mathcal{A}_0)$. We introduce the basic setting of the gluing problem for relative eta invariants. Let $(Y_0, E_0, \mathcal{A}_0)$ and $(Y_1, E_1, \mathcal{A}_1)$ be two triples of self-adjoint strongly Callias-type operators which are cobordant and satisfy Assumption \ref{assump:3.4}. Let $\Sigma_0 \equiv \Sigma_1 \equiv \Sigma$ be a common closed hypersurface of $Y_0$ and $Y_1$ which induces the following partitions

$$Y_0 = Y'_0 \cup_{\Sigma_1} Y''_0, \quad Y_1 = Y'_1 \cup_{\Sigma_1} Y''_1$$

where $Y'_0$ and $Y'_1$ are compact subsets and $\mathcal{A}_0$ and $\mathcal{A}_1$ coincide in a neighborhood of $Y''_0 \equiv Y''_1 \equiv Y''$. To simplify notations, when we talk about data on the domain where $\mathcal{A}_0$ and $\mathcal{A}_1$ coincide, we will omit the subscript “0” or “1”. In the discussion below, we usually choose $Y'_0$ and $Y'_1$ to be large enough. In particular, one can require the restriction of $\mathcal{A}_j$ ($j = 0, 1$) to $\Sigma$,
denoted by $B$, to be an invertible operator. Here the restriction is with respect to the inward unit normal vector to the boundary of $Y''$. For simplicity, we assume product structures in a tubular neighborhood $N(\Sigma) \cong [-1, 1] \times \Sigma$ of $\Sigma$. For $j = 0, 1$, let $\mathcal{A}_j$ be $\mathcal{A}_j$ restricted to $Y_j'$ and $\mathcal{A}_{j, \text{APS}}'$ be $\mathcal{A}_j'$ with APS boundary condition. Then $\mathcal{A}_{j, \text{APS}}'$ is a self-adjoint operator. With this setting, we have the following gluing law for the index-theoretic relative eta invariant.

**Theorem 6.1.** \( \xi(\mathcal{A}_1, \mathcal{A}_0) = \xi(\mathcal{A}_{1, \text{APS}}') - \xi(\mathcal{A}_{0, \text{APS}}') \mod \mathbb{Z} \).

**Proof.** Let \((X, D)\) be an almost compact cobordism between $\mathcal{A}_0$ and $\mathcal{A}_1$. By definition, there exists a compact $K \Subset X$, such that $X \setminus K = Y'' \times [0, \varepsilon]$. Since $Y_0'$ and $Y_1'$ are large enough, the hypersurface $\Sigma$ can be assumed to be contained in $Y''$. By (2.2),

\[
\xi(\mathcal{A}_1, \mathcal{A}_0) = -\int_X \alpha_{\text{AS}}(D^+) \mod \mathbb{Z},
\]

where $\alpha_{\text{AS}}(D^+)$ is supported in $K$. Since $Y_0'$ and $Y_1'$ are isometric near $\Sigma$, one can enclose them by a common compact subset $\tilde{Y}$. In other words, one can form the following closed manifolds

\[
\tilde{Y}_0 = Y_0' \cup_{\Sigma} \tilde{Y}, \quad \tilde{Y}_1 = Y_1' \cup_{\Sigma} \tilde{Y}.
\]

Then $\tilde{X} := K \cup_{\Sigma \times [0, \varepsilon]} (\tilde{Y} \times [0, \varepsilon])$ is a compact manifolds with boundary components $\tilde{Y}_0$ and $\tilde{Y}_1$. Let $\tilde{D}_0$ be the extension of $D$ to $\tilde{X}$. (This is always possible since one can choose $\tilde{Y}$ to be $-Y_0'$, for instance.) Then $\tilde{D}_0$ is a product on $\tilde{Y} \times [0, \varepsilon]$. Applying the classical APS index theorem \cite{2} to $\tilde{D}_0$, we get

\[
\xi(\tilde{\mathcal{A}}_1) - \xi(\tilde{\mathcal{A}}_0) = \text{ind} \tilde{D}_{\text{APS}} - \int_{\tilde{X}} \alpha_{\text{AS}}(\tilde{D}^+) + \dim \ker \tilde{\mathcal{A}}_1,
\]

where $\tilde{\mathcal{A}}_0$ and $-\tilde{\mathcal{A}}_1$ are the restrictions of $\tilde{D}^+$ to $\tilde{Y}_0$ and $\tilde{Y}_1$, respectively. In particular,

\[
\xi(\tilde{\mathcal{A}}_1) - \xi(\tilde{\mathcal{A}}_0) = -\int_{\tilde{X}} \alpha_{\text{AS}}(\tilde{D}^+) \mod \mathbb{Z}.
\]

Note that $\alpha_{\text{AS}}(\tilde{D}^+)$ is also supported in $K$ and is actually equal to $\alpha_{\text{AS}}(D^+)$. Combined with (6.1), one has

\[
\xi(\tilde{\mathcal{A}}_1, \tilde{\mathcal{A}}_0) = \xi(\tilde{\mathcal{A}}_1) - \xi(\tilde{\mathcal{A}}_0) \mod \mathbb{Z}.
\]

Since $\tilde{\mathcal{A}}_0$ and $\tilde{\mathcal{A}}_1$ coincide on $\tilde{Y}$, by the gluing formulas for $\xi(\tilde{\mathcal{A}}_0)$ and $\xi(\tilde{\mathcal{A}}_1)$,

\[
\xi(\tilde{\mathcal{A}}_1) - \xi(\tilde{\mathcal{A}}_0) = \xi(\mathcal{A}_{1, \text{APS}}') - \xi(\mathcal{A}_{0, \text{APS}}') \mod \mathbb{Z}.
\]

Therefore the theorem follows. \( \square \)

**6.2. A family of boundary conditions interpolating transmission and APS.** To study the gluing problem for the spectral relative eta invariant, one needs to build up a bridge between the quantity on the original manifolds and that on the partitioned ones. From boundary value problem point of view, the former corresponds to the transmission boundary condition while the latter corresponds to the APS boundary condition. If one can find a family of boundary conditions connecting these two, then one would be able to use the variation formula to finish the work. This is exactly the approach of Brüning–Lesch \cite{13}. This idea was also used in \cite[Section 8]{5} and \cite[Section 5]{12} to prove a splitting theorem of the index.

We now review the setting in \cite{13} accommodating to our situation. The partitioned manifolds $Y_0$, $Y_1$ and the operators $\mathcal{A}_0$, $\mathcal{A}_1$ acting on them are as described in Subsection 6.1 except that $\mathcal{A}_0$ and $\mathcal{A}_1$ can just be self-adjoint Dirac-type operators which coincide and are invertible at
infinity. Denote \( E_{N(\Sigma)} := E_{|N(\Sigma)} \) and \( E_{\Sigma} := E_{|\Sigma} \). Note that \( L^2(E_{N(\Sigma)}) \cong L^2([-1, 1], L^2(E_\Sigma)) \).

Consider the isomorphism
\[
\Phi : L^2([-1, 1], L^2(E_\Sigma)) \rightarrow L^2([0, 1], L^2(E_\Sigma) \oplus L^2(E_\Sigma)),
\]
\[
s(u) \mapsto s(u) \oplus s(-u), \quad u \in [0, 1].
\]

Under \( \Phi \), \( \mathcal{A}_j \) is transformed to
\[
\mathcal{A}_j := \begin{pmatrix} c(\nu) & 0 \\ 0 & -c(\nu) \end{pmatrix} \begin{pmatrix} \partial_u + \begin{pmatrix} \mathcal{B} & 0 \\ 0 & -\mathcal{B} \end{pmatrix} \end{pmatrix} =: \tilde{c}(\nu)\left( \partial_u + \mathcal{B} \right).
\]

For \( |\theta| < \pi/2 \), define a family of boundary conditions for \( \mathcal{A}_j \) to be
\[
\cos \theta \Pi_+(\mathcal{B}) s(0) = \sin \theta \tau \Pi_-(\mathcal{B}) s(0), \quad s \in L^2([0, 1], L^2(E_\Sigma) \oplus L^2(E_\Sigma)), \tag{6.3}
\]
where \( \Pi_+(\mathcal{B}) \) is the spectral projection onto the eigenspaces corresponding to positive/negative eigenvalues of \( \mathcal{B} \) and
\[
\tau = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \otimes \text{id}_{L^2(E_\Sigma)}.
\]

One can check that \( \theta = 0 \) corresponds to the APS boundary condition and \( \theta = \pi/4 \) corresponds to the transmission boundary condition. Set
\[
\Pi(\theta) := \cos^2 \theta \Pi_+(\mathcal{B}) + \sin^2 \theta \Pi_-(\mathcal{B}) - \frac{1}{2}(\sin 2\theta)\tau(\Pi_+(\mathcal{B}) + \Pi_-(\mathcal{B})).
\]

Then (6.3) can even be shortened to
\[
\Pi(\theta) s(0) = 0. \tag{6.4}
\]

In addition, one has the relation
\[
\Pi(\theta) = U(\theta)\tilde{\Pi}(0)U(\theta)^*,
\]
where
\[
U(\theta) := e^{T(\theta)} = \cos \theta(\Pi_+(\mathcal{B}) + \Pi_-(\mathcal{B})) + \sin \theta(\Pi_+(\mathcal{B}) - \Pi_-(\mathcal{B}))\tau
\]
is a unitary operator and
\[
T(\theta) := -i(\Pi_+(\mathcal{B}) - \Pi_-(\mathcal{B}))\tau \theta
\]
is a self-adjoint operator.

One can then use this interpretation to construct a family of operators with varying boundary conditions. To be precise, let \( \mathcal{A}_j(0) \) denote the domain of the operator \( \mathcal{A}_j \) with APS boundary condition at \( \Sigma \). Choose a function \( \varphi \in C^\infty_0((-1, 1), \mathbb{R}) \) such that \( \varphi \equiv 1 \) near 0. Introduce a unitary transformation \( \Phi_\theta \) on \( L^2([0, 1], L^2(E_\Sigma) \oplus L^2(E_\Sigma)) \) to be
\[
\Phi_\theta s(u) := e^{i\varphi(\theta)T(\theta)}(s(u)).
\]

Observe that \( \tilde{\Pi}(0)s(0) = 0 \) implies \( \tilde{\Pi}(\theta)\Phi_\theta s(0) = 0 \). So \( \Phi_\theta \) transfers the boundary condition for \( \theta = 0 \) to the boundary condition for \( \theta \). Note that \( \Phi \) can be extended to the whole \( Y_j \) as the identity outside \( N(\Sigma) \), under which \( \Phi_\theta \) can be extended in the same manner. Put
\[
\Omega_\theta := \Phi^*\Phi_\theta\Phi.
\]

Then one gets a family of domains \( \text{dom} \mathcal{A}_j(\theta) := \Omega_\theta(\text{dom} \mathcal{A}_j(0)) \) for \( \mathcal{A}_j \) over which giving rise to a family of boundary value problems \( \mathcal{A}_j(\theta) \). Among them \( \mathcal{A}_j(0) \) is the APS boundary value problem and \( \mathcal{A}_j(\pi/4) \) is the transmission boundary value problem (which is just \( \mathcal{A}_j \) on
For the convenience of employing the variation formula, we make the family act on the same domain \( \mathcal{A}_j(0) \) by setting
\[
\mathcal{A}_{j, \theta} := \Omega_\theta^* \mathcal{A}_j(\theta) \Omega_\theta.
\]

6.3. **Gluing formula for** \( \eta(0; \mathcal{A}_1, \mathcal{A}_0) \). In this subsection, we apply the variation formula Theorem 5.7 to \( \tilde{\eta}(0; \mathcal{A}_{1, \theta}, \mathcal{A}_0) \) and combine the result in [13] to deduce a gluing formula for the spectral relative eta invariant. Note that \( \mathcal{A}_{1, \theta} \) is actually (up to conjugation) a Dirac-type operator on a manifold with boundary. The trace class property Theorem 3.2 does not hold any more for \( \mathcal{A}_{1, \theta} e^{-t \mathcal{R}_1^j} - \mathcal{A}_0 e^{-t \mathcal{R}_0^j} \). In this case we need the following assumption.

**Assumption 6.2.** For \( j = 0, 1 \), let \( \mathcal{A}_j \) be a formally self-adjoint Dirac-type operator on \((Y_j, E_j)\) (without boundary) which is invertible at infinity. Assume that

(i) \( Y_j \) and \( E_j \) have bounded geometry of order \( m > n/2 \), where \( n = \dim Y_j \), namely

- \( Y_j \) has uniformly positive injectivity radius,
- The curvature tensor of \( Y_j \) and its covariant derivatives up to order \( m \) are uniformly bounded,
- The curvature tensor of \( E_j \) and its covariant derivatives up to order \( m \) are uniformly bounded;

(ii) There exists a constant \( C > 0 \) such that for all \( 1 \leq k \leq m, s \in \text{dom}(\mathcal{A}_j^k) \),
\[
\| \mathcal{A}_j^k s \|^2_{L^2(Y_j, E_j)} + \| s \|^2_{L^2(Y_j, E_j)} \geq \| \mathcal{A}_j^k s \|^2_{L^2(Y_j, E_j)},
\]
where \( A_j \) is the (compatible) Dirac operator on \((Y_j, E_j)\).

**Remark 6.3.** Note that (ii) is weaker than [25 Assumption 5.1]. In particular (ii) is automatically satisfied when \( \mathcal{A}_j \) is the spin Dirac operator on a spin manifold whose scalar curvature has a uniformly positive lower bound at infinity.

Under Assumption 6.2 the Sobolev norm on \( E_j \) associated to the connection is uniformly bounded from above by the norm associated to the Dirac-type operator \( \mathcal{A}_j \) (cf. [15, 45]). We think of both \( \mathcal{A}_0 \) and \( \mathcal{A}_1(\theta) \) as Dirac-type operators with certain boundary conditions along \( \Sigma_0 \subset Y_0 \) and \( \Sigma_1 \subset Y_1 \), respectively. Both conditions induce self-adjoint elliptic boundary value problems in the sense of [5]. Therefore from the elliptic regularity of [5] and the arguments of [15], for all \( t > 0 \) and \( |\theta| < \pi/2 \)
\[
\mathcal{A}_1(\theta) e^{-t \mathcal{R}_1^j(\theta)} - \mathcal{A}_0 e^{-t \mathcal{R}_0^j}
\]
is a trace-class operator. Here both \( \mathcal{A}_0 \) and \( \mathcal{A}_1(\theta) \) are operators acting on the Hilbert space
\[
\mathcal{H} = L^2(K_0, E_0|_{K_0}) \oplus L^2(K_1, E_1|_{K_1}) \oplus L^2(U, E_0|_{U}),
\]
where \( Y_j = K_j \cup U \). It should be pointed out that \( K_j \supset N(\Sigma_j) \cong N(\Sigma) \). Then the isometry \( \Omega_\theta \) (6.5) associated to \( \mathcal{A}_1(\theta) \) can be extended to \( \mathcal{H} \) by assigning to be the identity on \( L^2(K_0, E_0|_{K_0}) \). Using the same notation, one gets a smooth family of trace-class operators
\[
\Omega_\theta^*(\mathcal{A}_1(\theta) e^{-t \mathcal{R}_1^j(\theta)} - \mathcal{A}_0 e^{-t \mathcal{R}_0^j}) \Omega_\theta = \mathcal{A}_{1, \theta} e^{-t \mathcal{R}_1^j(\theta)} - \mathcal{A}_0 e^{-t \mathcal{R}_0^j}, \quad |\theta| < \frac{\pi}{2}
\]
with the same domain.
We first talk about the well-definedness of the relative eta invariant \( \eta(0; \mathcal{A}_{1, \beta}, \mathcal{A}_0) \), which is related to the short and large time asymptotic properties of

\[
\text{Tr} (\mathcal{A}_1(\theta) e^{-\mathcal{A}_1^2(\theta)}) - \mathcal{A}_0 e^{-\mathcal{A}_0^2(\theta)} = \text{Tr} (\hat{\mathcal{A}}_1(\theta) e^{-\mathcal{A}_1^2(\theta)}) - \mathcal{A}_0 e^{-\mathcal{A}_0^2(\theta)}.
\]

where \( \hat{\mathcal{A}}_1(\theta) = \Phi \mathcal{A}_1(\theta) \Phi^* \) having the form (6.2) near \( \Sigma_1 \). The large time exponentially decaying property Proposition 3.12 holds without changes. The main difference is the short time asymptotic expansions, where they may no longer have the form of Proposition 3.10. As in [13], we introduce a model operator \( \mathcal{A}_{1,\text{mod}}(\theta) \) which has the form (6.2) but is defined on \( L^2([0, \infty), L^2(E_{\Sigma_1}) \)) with boundary condition (6.4). It coincides with \( \hat{\mathcal{A}}_1(\theta) \) near \( \Sigma_1 \). Denote the heat kernel of \( \mathcal{A}_{1,\text{mod}}(\theta) \) by \( K_{1,\text{mod}}(\theta) \). One can then construct a parametrix \( E_1(\theta) \) for the kernel of \( e^{-\mathcal{A}_1^2(\theta)} \) similar to (6.4) by patching up three heat kernels. Roughly speaking, \( E_1(\theta) \) is constructed such that near \( \Sigma_1 \), it is the heat kernel \( K_{1,\text{mod}}(\theta) \); away from \( \Sigma_1 \), it is the heat kernel of the closed double of \( \hat{\mathcal{A}}_1(\theta) \) on \( K_1 \) and the heat kernel of \( \mathcal{A}_0 \) on \( U \). The following is an analogue of Lemma 3.8 with essentially the same proof.

**Lemma 6.4.** Suppose \( (Y_1, E_1, \mathcal{A}_1) \) satisfies Assumption 6.2. For \( |\theta| < \pi/2 \), let \( K_1(\theta)(y, z; t) \) (resp. \( K_{1,\text{mod}}(\theta) \)) be the heat kernel of \( \hat{\mathcal{A}}_1(\theta) \) (resp. \( \mathcal{A}_{1,\text{mod}}(\theta) \)) and \( E_1(\theta)(y, z; t) \) be the parametrix constructed above. Then for \( 0 \leq k \leq m \), there exist constants \( \alpha, \beta > 0 \) such that as \( t \to 0 \),

\[
\int_{Y_1} \left| \hat{\mathcal{A}}_1^k(y) K_1(\theta)(y, y; t) - \hat{\mathcal{A}}_1^k(y) E_1(\theta)(y, y; t) \right| dy \leq \alpha e^{-\beta/4}.
\]

Lemma 6.4 indicates that one can again replace \( \hat{K}_1(\theta) \) by \( E_1(\theta) \) when considering the short time asymptotic expansion of \( \text{Tr}(\mathcal{A}_1(\theta) e^{-\mathcal{A}_1^2(\theta)}) - \mathcal{A}_0 e^{-\mathcal{A}_0^2(\theta)} \). Compared to the case of manifolds without boundary, there is an extra term \( K_{1,\text{mod}}(\theta) \) involved in the process. In [13] Section 4], an explicit and rather sophisticated formula for the heat kernel \( K_{1,\text{mod}}(\theta) \) is given which plays the key role in deriving the variation formulas and gluing law. In particular, it indicates that \( \text{Tr}(\mathcal{A}_1(\theta) e^{-\mathcal{A}_1^2(\theta)}) - \mathcal{A}_0 e^{-\mathcal{A}_0^2(\theta)} \) has an asymptotic expansion of the form (4.5) as \( t \to 0 \). Therefore by Remark 4.3, the relative eta function \( \eta(s; \mathcal{A}_{1, \beta}, \mathcal{A}_0) \) and relative eta invariant \( \eta(0; \mathcal{A}_{1, \beta}, \mathcal{A}_0) \) are well-defined.

We now consider the variation of \( \eta(0; \mathcal{A}_{1, \beta}, \mathcal{A}_0) \). From what was presented in Subsection 6.2 \( T'(\theta) \) commutes with \( T(\theta) \); both of them commute with \( \bar{\mathcal{C}}(\nu) \) and anti-commute with \( \bar{\mathcal{B}} \). Hence

\[
\mathcal{A}_{1, \beta} = \frac{d}{d\theta} (\Phi^* \Phi_y \bar{\mathcal{C}}(v)(\partial_n + \bar{\mathcal{B}}) \Phi_y \Phi) = \Phi^* \Phi_y i \bar{\mathcal{C}}(v)(\nu' T'(\theta) - 2 \nu T'(\theta) \bar{\mathcal{B}}) \Phi_y \Phi,
\]

and is supported in \( N(\Sigma_1) \). One can check that under Assumption 6.2, Lemmas 5.5 and 5.6 still hold on manifolds with boundary. (Here the order of the pseudo-differential operator \( P \) does not exceed \( m \) of Assumption 6.2) Thus \( \mathcal{A}_{1, \beta} e^{-\mathcal{A}_1^2(\theta)} \) is a trace-class operator and

\[
\text{Tr}(\mathcal{A}_{1, \beta} e^{-\mathcal{A}_1^2(\theta)}) = \text{Tr}[i \bar{\mathcal{C}}(v)(\nu' T'(\theta) - 2 \nu T'(\theta) \bar{\mathcal{B}}) e^{-\mathcal{A}_1^2(\theta)}].
\]

As mentioned above, the idea is to replace \( \hat{\mathcal{A}}_1(\theta) \) by the model operator \( \mathcal{A}_{1,\text{mod}}(\theta) \) in the short time asymptotic expansion. To be precise, we have the following lemma.

**Lemma 6.5.** Suppose \( (Y_1, E_1, \mathcal{A}_1) \) satisfies Assumption 6.2. Assume \( P \) is a pseudo-differential operator of order \( 0 \leq k \leq m \) with compact support \( K_P \subset N(\Sigma_1) \). Then there exist constants \( \alpha, \beta > 0 \) such that for \( |\theta| < \pi/2 \), as \( t \to 0 \),

\[
\int_{K_P} \left| P \hat{K}_1(\theta)(y, y; t) - P K_{1,\text{mod}}(\theta)(y, y; t) \right| dy \leq \alpha e^{-\beta/4}.
\]
Proof. Let \( E_1(\theta) \) be parametrix of \( \mathcal{K}_1(\theta) \) in Lemma 6.4. Since \( \mathcal{A}_1(\theta) \) and \( \mathcal{A}_{1,\text{mod}}(\theta) \) are equal on \( N(\Sigma_1) \), one can require that \( E_1(\theta) \) is equal to \( \mathcal{K}_{1,\text{mod}}(\theta) \) on \( K_\rho \). Then by Lemma 6.4, as \( t \to 0 \)
\[
\int_{K_\rho} \left| \mathcal{A}^1_1(\theta) \mathcal{K}_1(\theta)(y, y; t) - \mathcal{A}^1_1(\theta) E_1(\theta)(y, y; t) \right| dy
\]
\[
= \int_{K_\rho} \left| \mathcal{A}^1_1(\theta) \mathcal{K}_1(\theta)(y, y; t) - \mathcal{A}^1_1(\theta) \mathcal{K}_{1,\text{mod}}(\theta)(y, y; t) \right| dy \leq \alpha e^{-\beta t}.
\]
The desired estimate then follows from elliptic regularity. □

One can check that under unitary conjugation, the proof of the variation formula Theorem 5.7 still works. From Lemma 6.5, Theorem 5.7, and Remark 5.8, we conclude that

**Proposition 6.6.**

\[
\frac{d}{d\theta} \bar{\xi}(0; \mathcal{A}_{1,\theta}, \mathcal{A}_0) = \frac{1}{\sqrt{\pi}} c_{-1/2,0}(\theta),
\]

where \( c_{-1/2,0}(\theta) \) is the coefficient in the short time asymptotic expansion (5.14) for

\[
\text{Tr} \left[ i\bar{c}(\nu) (\varphi' T'(\theta) - 2\varphi T'(\theta) \mathcal{B}) e^{-i\mathcal{A}_{1,\text{mod}}(\theta)} \right].
\]

Now we recall a crucial result of [13].

**Proposition 6.7.** In the setting of Subsection 6.2, for \( |\theta| < \pi/2 \)

\[
c_{-1/2,0}(\theta) \equiv 0.
\]

The idea of proving this result is using the explicit formula of the heat kernel \( \mathcal{K}_{1,\text{mod}}(\theta) \) to reduce the coefficient to another coefficient in the short time asymptotic expansion of the kernel of \( i\bar{c}(\nu) T'(\theta) e^{-i\mathcal{B}} \). In the whole process, several undercover commuting/anti-commuting features associated to the setting of Subsection 6.2 are involved.

From this proposition, one infers that \( \bar{\xi}(0; \mathcal{A}_{1,\theta}, \mathcal{A}_0) \) is constant for \( |\theta| < \pi/2 \). Notice that when \( \theta = \pi/4 \), \( \bar{\xi}(0; \mathcal{A}_{1,\pi/4}, \mathcal{A}_0) \) is just the mod \( \mathbb{Z} \) reduction of the reduced relative eta invariant associated to \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) on two manifolds without boundary; when \( \theta = 0 \), \( \bar{\xi}(0; \mathcal{A}_{1,0}, \mathcal{A}_0) \) is that associated to \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) where \( \mathcal{A}_1 \) lives on the partitioned manifold \( Y_1 \) along \( \Sigma_1 \) with APS boundary condition. We then obtain the following gluing formula for the spectral relative eta invariant.

**Theorem 6.8.** Let \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) be two self-adjoint Dirac-type operators on \( Y_0 \) and \( Y_1 \) (both without boundary), respectively, which coincide and are invertible at infinity. Assume \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) satisfy Assumption 6.2. Suppose a closed hypersurface \( \Sigma_1 \) splits \( Y_1 \) into two submanifolds \( Y'_1 \) and \( Y''_1 \) with boundary as described in Subsection 6.1 where \( Y'_1 \) is compact. Let \( \mathcal{A}'_1 \) (resp. \( \mathcal{A}''_1 \)) be the restriction of \( \mathcal{A}_1 \) to \( Y'_1 \) (resp. \( Y''_1 \)); and \( \mathcal{A}'_{1,\text{APS}} \) (resp. \( \mathcal{A}''_{1,\text{APS}} \)) be the \( \mathcal{A}'_1 \) (resp. \( \mathcal{A}''_1 \)) with APS boundary condition. Then the relative eta invariant \( \eta(0; \mathcal{A}'_{1,\text{APS}}, \mathcal{A}_0) \) is well-defined and

\[
\bar{\xi}(0; \mathcal{A}_1, \mathcal{A}_0) = \bar{\xi}(\mathcal{A}'_{1,\text{APS}}) + \bar{\xi}(0; \mathcal{A}''_{1,\text{APS}}, \mathcal{A}_0) \mod \mathbb{Z}. \quad (6.6)
\]

If we think of \( Y_0 \cup Y_1 \) as a whole part, the gluing formula (6.6) can be understood in the following sense. One splits \( Y_0 \cup Y_1 \) into two parts, \( Y'_0 \) and \( Y''_0 \cup Y_1 \). The former one is a compact set and the eta invariant can be defined individually, while the latter one is non-compact (now with boundary) and the eta invariant can only be defined in the relative sense (since \( Y''_0 \) and \( Y_1 \)
coincide at infinity). Then the gluing formula says that up to integers the original relative eta invariant is equal to the sum of the (relative) eta invariants on the two new parts.

A particular case is that both manifolds are cut by the same hypersurface which is exactly the case in Subsection 6.1. In this case the right hand side of (6.6) would contain two individual eta invariants on compact manifolds and a relative eta invariant \( \xi(0; A_{1, \text{APS}}, A_{0, \text{APS}}) \) which vanishes identically. Thus we deduce

**Corollary 6.9.** Under the hypothesis of Theorem 6.8. Suppose both \( Y_0 \) and \( Y_1 \) are split by the same hypersurface \( \Sigma_0 \equiv \Sigma_1 \) lying in the subsets where \( A_0 \) and \( A_1 \) coincide. Then
\[
\xi(0; A_1, A_0) = \xi(A_{1, \text{APS}}) - \xi(A_{0, \text{APS}}) \mod \mathbb{Z}.
\]

6.4. A mod \( 2\mathbb{Z} \) spectral interpretation of the relative eta invariant. In Subsection 5.4, we obtained an equality between the index-theoretic and spectral relative eta invariants under the circumstance that both operators are on the same manifold. Now we apply the gluing laws of preceding subsections to generalize this equality to the case that the operators are on different manifolds. The price paid is a stronger assumption and a mod \( 2\mathbb{Z} \) compromise.

**Theorem 6.10.** Suppose \( A_0 \) and \( A_1 \) are cobordant self-adjoint strongly Callias-type operators on complete Riemannian manifolds \( (Y_0, E_0) \) and \( (Y_1, E_1) \), respectively satisfying Assumption 6.2. Then
\[
\eta(A_1, A_0) = \eta(0; A_1, A_0) \mod 2\mathbb{Z}.
\]

**Proof.** Cut \( Y_0 \) and \( Y_1 \) along a hypersurface \( \Sigma_0 \equiv \Sigma_1 \) in the subset where \( A_0 \) and \( A_1 \) coincide. From Theorem 6.1 and Corollary 6.9
\[
\xi(A_1, A_0) = \xi(0; A_1, A_0) \mod \mathbb{Z}.
\]
The theorem then follows by noticing that
\[
\eta(A_1, A_0) - \eta(0; A_1, A_0) = 2(\xi(A_1, A_0) - \xi(0; A_1, A_0)).
\]

Recall that by definition, \( \eta(A_1, A_0) \) and \( \xi(A_1, A_0) \) are always integers when the manifolds \( Y_0 \) and \( Y_1 \) are even-dimensional. So we have

**Corollary 6.11.** Suppose \( A_0 \) and \( A_1 \) are cobordant self-adjoint strongly Callias-type operators on even-dimensional complete Riemannian manifolds \( (Y_0, E_0) \) and \( (Y_1, E_1) \), respectively satisfying Assumption 6.2. Then the reduced spectral relative eta invariant \( \bar{\xi}(0; A_1, A_0) \) is an integer.

Putting it in another way, the mod \( \mathbb{Z} \) reduction of the reduced spectral relative eta invariant \( \bar{\xi}(0; A_1, A_0) \in \mathbb{R}/\mathbb{Z} \) is an almost compact cobordism invariant in the category of self-adjoint strongly Callias-type operators on even-dimensional manifolds, meaning that \( \bar{\xi}(0; A_1, A_0) = 0 \) if \( A_0 \) and \( A_1 \) are cobordant.
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