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We design algorithms for computing values of many $p$-adic elementary and special functions, including logarithms, exponentials, polylogarithms, and hypergeometric functions. All our algorithms feature a quasi-linear complexity with respect to the target precision and most of them are based on an adaptation to the $p$-adic setting of the binary splitting and bit-burst strategies.
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1 INTRODUCTION

Special functions of a complex variable play a pivotal role in numerous questions arising from analysis, geometry, combinatorics and number theory. Examples include the link between the Riemann $\zeta$-function and the distribution of prime numbers, or the Birch and Swinnerton-Dyer conjecture which relates special values of $L$-functions to arithmetical invariants of elliptic curves. Being able to evaluate these functions at high precision is invaluable for computing invariants or testing conjectures, and work on fast algorithms for this task over the last decades often makes it possible nowadays to reach accuracies in the millions of digits [e.g., 12].

At the same time, mathematicians have realized that many complex special functions have interesting $p$-adic analogues. A famous example is that of $p$-adic $L$-functions, which encode subtle invariants of towers of number fields (via Iwasawa’s theory) and, more generally, of algebraic varieties. The algorithmic counterpart of these questions also has attracted some interest. Efficient algorithms have been designed for computing the Morita $p$-adic $\Gamma$-function [22, §6.2] and, more recently, $p$-adic hypergeometric functions [1, 15] and some $p$-adic $L$-functions [3]. On a different but closely related note, since the pioneering works of Kedlaya [14], much effort has been devoted to computing the matrix of the Frobenius acting on the cohomology of $p$-adic algebraic varieties [e.g., 17, 23].

The present paper continues this dynamic and provides new efficient algorithms for evaluating many $p$-adic elementary and special functions, including polylogarithms, hypergeometric functions and, more generally, solutions of “small” $p$-adic differential equations. In particular, our methods apply to the large class of matrices of the Frobenius acting on the cohomology of a fibration, since they satisfy differential equations of Picard-Fuchs type.

An important feature of our algorithms is that they all run in quasi-linear time in the precision. This contrasts with most previous work where the complexity was at least quadratic. The main ingredient for reaching a quasi-optimal complexity is an adaptation to the $p$-adic setting of the...
so-called *bit-burst* method introduced by Chudnovsky and Chudnovsky \[8, 9\], building on the *binary splitting* technique \[e.g., 16\] (see also \[2, §178\]) and other ideas dating back to Brent’s work on elementary functions \[6\]. Our algorithms also incorporate later improvements from \[24, 19, 18\]. We refer to Bernstein’s survey \[4, esp. §12\] for more history of the development of these techniques and further references.

Our starting point is the existence of recurrence relations on the partial sums of series expansions of the functions we are evaluating. Roughly speaking, the binary splitting method consists in expressing the $N$th partial sum as a product of $N$ matrices using this recurrence, and forming a balanced product tree to evaluate it (see §4.1). This approach reaches the desired quasi-linear complexity when the evaluation point $x$ is a small integer. For more general $x$, we proceed in several steps: we find a sequence $x_1, \ldots, x_n = x$ of intermediate evaluation points whose bit sizes increase at a controlled rate while they get closer and closer in the sense of $p$-adic distance. Doing this, we can use binary splitting to jump from $x_i$ to $x_{i+1}$, and eventually reach $x$ in quasi-linear time.

The remainder of the article is organized as follows. After preliminaries on the representation of $p$-adic numbers in §2, we introduce a $p$-adic analogue of bit-burst method in the simple case of $\log(t)$ in §3. The general case of solutions of linear differential equations is addressed in §4. Finally, in §5, we discuss several applications, including a fast algorithm for evaluating certain logarithmic derivatives related to the Dwork hypergeometric functions.

## 2 REPRESENTATION OF $p$-ADIC NUMBERS

Throughout this article, we fix a prime number $p$ and a finite extension $K$ of the field of $p$-adic numbers $\mathbb{Q}_p$. We recall that the $p$-adic valuation on $\mathbb{Q}_p$ extends uniquely to $K$. We denote it by $\text{val}$ and assume that it is normalized by $\text{val}(p) = 1$. We will use the notation $| \cdot |_p$ for the $p$-adic norm on $K$, defined by $|x|_p = p^{-\text{val}(x)}$; in particular, we have $|p|_p = p^{-1}$.

It will be convenient to present $K$ as an unramified extension of $\mathbb{Q}_p$ followed by a totally ramified extension given by an Eisenstein polynomial. Let us briefly recall how this works. We fix a uniformizer $\pi$ of $K$, that is, an element of minimal positive valuation, and introduce, with $k$ being the residue field of $K$:

- the ramification index $e$ of $K/\mathbb{Q}_p$ defined by $e = \frac{1}{\text{val}(\pi)}$,
- the residual degree $f$ of $K/\mathbb{Q}_p$ defined by $f = [k : \mathbb{F}_p]$.

We choose a monic polynomial $U(X) \in \mathbb{Z}[X]$ of degree $f$ whose reduction modulo $p$ is irreducible. One easily checks that $U(X)$ remains irreducible in $\mathbb{Q}_p[X]$ and we can then form the field $\mathbb{Q}_q = \mathbb{Q}_p[X]/U(X)$. It follows from Hensel’s lemma that $\mathbb{Q}_q$ embeds (non-canonically) into $K$. Let now $V(Y) \in \mathbb{Q}_q[Y]$ be the minimal polynomial of $\pi$ over $\mathbb{Q}_q$. One can show that $V(Y)$ is an Eisenstein polynomial, and in particular that it lies in $\mathbb{Z}_p[X,Y]/U(X)$. Besides, Krasner’s lemma \[21, §3.1.5\] indicates that we can assume (up to changing $\pi$) that $V(Y) \in \mathbb{Z}[X,Y]/U(X)$. Thus, viewing $V$ as a bivariate polynomial over $\mathbb{Z}$, we have the presentations:

$$K \simeq \mathbb{Q}_p[X,Y]/(U, V), \quad O_K \simeq \mathbb{Z}_p[X,Y]/(U, V)$$

where $O_K$ denotes the ring of integers of $K$ (which consists of the elements of nonnegative valuation). If $a \in K$ is represented by the polynomial $\sum_{i=0}^{f-1} \sum_{j=0}^{e-1} a_{ij} X^i Y^j$ (with $a_{ij} \in \mathbb{Q}_p$), one has:

$$\text{val}(a) = \min_{i,j} \left( \text{val}(a_{ij}) + \frac{i}{e} \right), \quad |a|_p = \max_{i,j} \left( |a_{ij}|_p \cdot p^{-i/e} \right).$$

The presentation of $K$ we have picked allows us to define a canonical *exact* subrings $K^{\text{ex}}$ and $O_K^{\text{ex}}$ by (compare with Eq. (1))

$$K^{\text{ex}} \simeq \mathbb{Q}[X,Y]/(U, V), \quad O_K^{\text{ex}} \simeq \mathbb{Z}[X,Y]/(U, V).$$
The ring $O_K^{ex}$ is dense in the ring of integers $O_K$ of $K$, which concretely means that given an element $a \in K$ with nonnegative valuation and an integer $n$, one can always find $b \in O_K^{ex}$ such that $a \equiv b \pmod{p^n}$. Similarly, the ring $K^{ex}$ is dense in $K$. Additionally, one can define a \textit{height} function $h : O_K^{ex} \rightarrow \mathbb{R}^+$ which measures the bit size of the elements by

$$h\left(\sum_{i=0}^{t-1} \sum_{j=0}^{e-1} a_{ij} X^i Y^j\right) = \max_{i,j} \log \left(1 + |a_{ij}|\right)$$

(3)

where the coefficients $a_{ij}$ are integers and the notation $|a_{ij}|$ refers to the usual absolute value. If $x$ and $y$ are elements of $O_K^{ex}$ of height bounded by $H$, one can compute the sum $x + y$ for a cost of $O(H)$ bit operations. Similarly, one can compute the product $xy$ and reduce it for a total cost of $O^*(H)$ bit operations (where the hidden constant depends on $U, V$ and hence on $e, f$).

\textbf{Proposition 2.1.} Given a choice of defining polynomials $U$ and $V$, there exists a constant $C \geq 0$ such that the function $h_K = h + C$ satisfies

$$h_K(x_1 + \cdots + x_s) \leq \max(h_K(x_1), \ldots, h_K(x_s)) + \log(s),$$

$$h_K(x_1 x_2 \cdots x_s) \leq h_K(x_1) + \cdots + h_K(x_s),$$

for all $x_1, \ldots, x_s \in O_K^{ex}$.

\textbf{Proof.} The first inequality follows (for any choice of $C$) from the observation that $|a_1 + \cdots + a_s| \leq s \cdot \max(|a_1|, \ldots, |a_s|)$ when $a_1, \ldots, a_s$ are integers. In order to prove the second inequality, it is enough to check that $h_K(xy) \leq h_K(x) + h_K(y)$, i.e. $h(xy) \leq h(x) + h(y) + C$ for some constant $C \geq 0$ and all $x, y \in O_K^{ex}$. Using bilinearity of the product and the first part of the proposition, one finds that one can take $C = \log(e^f) + \max_{0 \leq i \leq 2f - 2} h(X^i Y^j)$. \hfill \Box

We fix a function $h_K : O_K^{ex} \rightarrow \mathbb{R}^+$ satisfying the requirements of Proposition 2.1. It is advisable to minimize $C$ because its value has a direct impact on the complexity of our algorithms. The proof of Proposition 2.1 shows that the value of $C$ is related to the degrees and heights of the polynomials $U$ and $V$. Since $U$ is defined as a lift of a polynomial over $\mathbb{F}_p$, one can always assume $h(U) \leq \log p$. Bounding the height of $V$ is more complicated but, by Krasner’s lemma, it reduces to bounding the ramification of $K$, a problem that can be attacked using Newton polygons techniques.

\section{Elementary Functions}

\subsection{Logarithm}

Let us start with the most basic transcendental functions, namely the $p$-adic logarithm and exponential [e.g., 21, §4.5].

On the open unit disk centered at 1, the $p$-adic logarithm is defined by the usual convergent series $\log(1 - t) = - \sum_{i=1}^{\infty} t^i / i$. Given $x \in K$, $|x|_p < 1$, our aim is to compute $\log(1 - x)$ efficiently at high precision. The algorithm we describe is a straightforward adaptation of one of the classical algorithms for the same task over the reals. That the idea generalizes to $\mathbb{Q}_p$ is folklore (it is implemented in FLINT and a special case is mentioned in [4]) but, to our knowledge, no full analysis in the $p$-adic setting appears in the literature. Since the ideas behind this algorithm will return in the next sections, we discuss it in some detail.

First of all, it is useful to know how accurate the input has to be to determine $\log(1 - x)$ to an accuracy $O(\pi^m)$.

\textbf{Lemma 3.1.} Let $u, v \in K$ with $|u|_p < 1$ and $|v|_p < 1$. If one has $u = v + O(\pi^m)$ for an integer $m \geq c/(p-1)$, then $\log(1 - u) = \log(1 - v) + O(\pi^m)$.
Proof. Writing \( u = v + \pi^m w \) with \(|w|_p \leq 1\) and expanding \( u^p = (v + \pi^m w)^p \), we deduce that \( u^p \equiv v^p \pmod{p \pi^m} \). Repeating the same argument, we find that \( u^{p^i} \equiv v^{p^i} \pmod{p^i \pi^m} \) for all \( s \geq 0 \). Therefore \( \frac{u^i}{T} \equiv \frac{v^i}{T} \pmod{\pi^m} \) for all positive integer \( i \) and the result follows from the definition of \( \log(1-t) \).

For the actual computation of \( \log(1-t) \), we use the “digit-burst” strategy materialized by the following lemma, in which \( C \) denotes the constant of Proposition 2.1.

Lemma 3.2. Given \( x \in K, |x|_p < 1 \), there exists a decomposition:

\[
1 - x \equiv (1 - x_1) \cdot (1 - x_2) \cdot \cdots (1 - x_t) \pmod{\pi^\sigma}
\]

with \( t = \lceil \log_2 \frac{\sigma}{\epsilon} \rceil \) and for all \( s \in \{1, \ldots, t\} \), \( x_s \in O^\text{ex}_K \) such that

\[
\text{val}(x_s) > 0, \text{val}(x_s) \geq 2^{s-1} - 1 \text{ and } h_K(x_s) \leq (2^s - 1) \log p + C.
\]

Proof. We recall that \( x \) is represented by a polynomial of the form \( \sum_i \sum_j a_{ij}X^iY^j \) with \( a_{ij} \in \mathbb{Z}_p \) and \( a_{00} \equiv 1 \pmod{p} \) and \( a_{ij} \equiv 0 \pmod{p} \) for \( (i, j) \neq (0, 0) \). We set \( 1 - x_1 = \sum_i \sum_j b_{ij}X^iY^j \) where \( b_{ij} \in [0, p^3 - 1] \) which is congruent to \( a_{ij} \) modulo \( p \). Using (2) and (3), one has \( \text{val}(x_1) > 0 \) and \( h_K(x_1) \leq \log p + C \).

The quotient \( (1-x)/(1-x_1) \) is congruent to 1 modulo \( p \), hence it is represented by a polynomial of the form \( \sum_i \sum_j b_{ij}X^iY^j \) where \( b_{00} \equiv 1 \) (mod \( p \)) and \( b_{ij} \equiv 0 \) (mod \( p \)) for \( (i, j) \neq (0, 0) \). We set \( 1 - x_2 = \sum_i \sum_j b_{ij}X^iY^j \) where \( b_{ij} \in [0, p^3 - 1] \) is congruent to \( b_{ij} \) modulo \( p^3 \). One has \( 1 - x = (1 - x_1) \cdot (1 - x_2) \cdot (1 + O(p^3)) \) with \( \text{val}(x_2) \geq 1 \) and \( h_K(x_2) \leq 3 \log p + C \).

Repeating this process \( t \) times, we obtain the lemma.

Lemma 3.3. Let \( u \in O^\text{ex}_K \) with \(|u|_p < 1\). One can compute \( \log(1-u) \) modulo \( \pi^\sigma \) For a cost of \( O(\sigma \cdot \frac{h_K(u)}{\text{val}(u)}) \) bit operations.

Proof. We have \( \text{val}(\frac{u^i}{T}) = \text{val}(u) - \text{val}(i) \geq \text{val}(u) - \log_p i \). Thus \( \log(1-u) \equiv \sum_{i=1}^N \frac{u^i}{T} \pmod{\pi^\sigma} \) if \( N = \text{val}(u) - \log_p N \geq \frac{\sigma}{\epsilon} \). This occurs as soon as \( N = O\left( \frac{\sigma}{\text{val}(u)} \right) \). Since the numerator \( (O^\text{ex}_K) \) and denominator \( (\mathbb{Z}) \) of any sum of the form \( \sum_i \frac{u^i}{T} \) have height at most \( n \), one can compute the exact value of the finite sum \( \sum_{i=1}^N \frac{u^i}{T} \in K^\text{ex} \) in \( O(Nh_K(u)) \) bit operations using a divide-and-conquer strategy. The lemma follows.

Putting everything together, we get the following theorem.

Theorem 3.4. There exists an algorithm that takes as input an element \( x \in K, |x|_p < 1 \) and outputs \( \log(1-x) \) at precision \( O(\pi^\sigma) \) for a cost of \( O(\sigma) \) bit operations.

Proof. Without loss of generality, one may assume \( \sigma \geq \frac{\epsilon}{p-1} \). Combining Lemmas 3.1 and 3.2, we find a congruence of the form:

\[
\log(1-x) \equiv \log(1-x_1) + \cdots + \log(1-x_t) \pmod{\pi^\sigma}
\]

with \( \text{val}(x_s) \geq 2^{s-1} - 1 + \frac{1}{\epsilon} \) and \( h_K(x_s) \leq (2^s - 1) \log p + C \) for all \( s \in \{1, \ldots, t\} \). By Lemma 3.3, each summand \( \log(1-x_s) \) can be evaluated for a cost of \( O\left( \sigma \cdot \frac{h_K(x_s)}{\text{val}(x_s)} \right) \) \( O(\sigma) \) bit operations. Since \( t \) itself stays within \( O(\log \sigma) \), the theorem is proved.

It is possible to track the dependency in the field \( K \) of the complexity through the proof. Doing this, we obtain a total cost of \( O(\sigma \cdot (C + \log p)) \) where \( C \) is the constant of Proposition 2.1 and the constants hidden in the \( O \) are now absolute.
3.2 Exponentiation

The exponential function. The $p$-adic exponential function is the function defined by $\exp(t) = \sum_{i=0}^{\infty} t^i/i!$. Using Legendre's formula, one shows that its radius of convergence is $R_{\exp} = p^{-1/(p-1)} < 1$ and that it assumes values in the open unit disk centered at 1.

Let $x \in K$ with $|x|_p < R_{\exp}$. We aim at computing $\exp(x)$ at precision $O(\pi^\sigma)$ in time $O'(\sigma)$. It is possible to use a similar “digit-burst” technique as for the logarithm. Instead, we present a different approach that we will reuse later on: we solve the equation $\log y = x$ (of unknown $y$) using a Newton scheme.

For this, we consider the function $f$ defined for $|y-1|_p < 1$ by $f(y) = y - \log y$. The Newton iteration formula associated to $f$ is

$$y_{s+1} = y_s - \frac{f(y_s)}{f'(y_s)} = y_s \cdot (1 + x - \log y_s). \tag{4}$$

Any sequence $(y_s)_{s \geq 0}$ satisfying (4) will rapidly converge to $\exp(x)$ provided that $y_0$ is close enough to $\exp(x)$. Noticing that $|f'(y)|_p = |f''(y)|_p = 1$ as soon as $|y-1|_p < 1$, we deduce from [7, Cor. 3.2.14] (applied with $C = R_{\exp}^{-1}$) that a sufficient condition for convergence is $|y_0 - \exp(x)|_p < R_{\exp}$. Now, observe that:

$$\text{val}(x/\pi) \geq i \cdot (\text{val}(x) - \frac{1}{p-1}) \geq \frac{i}{e(p-1)}$$

the second inequality following from the fact that $\text{val}(x) - \frac{1}{p-1}$ is a positive element of $\frac{1}{e(p-1)}\mathbb{Z}$.

Hence, one can start the Newton iteration with $y_0 = \sum_{i=0}^{e-1} x^i \mod \pi^m$ where $m$ is any integer strictly greater than $\frac{e}{p-1}$. The cost of the computation of $y_0$ is independent of the target precision $\sigma$. Finally, [7, Cor. 3.2.14] tells us that $y_s \equiv \exp(x) \mod \pi^\sigma$ provided that $2^s (\text{val}(y_0 - \exp(x)) - \frac{1}{p-1}) \geq \sigma$, which holds for $2^s \geq (p-1)\sigma$. One can take $s = O(\log \sigma)$, proving that the total cost of the algorithm is $O'(\sigma)$.

Powering. Given $\delta \in \mathbb{Z}_p$ and $x$ in the open unit disk of $K$, one can give a meaning to the expression $(1 + x)^\delta$ by setting:

$$(1 + x)^\delta = \sum_{i=0}^{\infty} \delta(\delta - 1) \cdots (\delta - i + 1) x^i. \tag{5}$$

A first idea to compute this value in quasi-optimal complexity is to write $(1+x)^\delta = \exp(\delta \cdot \log(1+x))$. However, it does not quite work because the latter equality only makes sense when $\delta \cdot \log(1+x)$ falls inside the disk of convergence of the exponential. Instead, we observe that $y = (1 + x)^\delta$ always satisfies the equation

$$\log y = \delta \cdot \log(1 + x)$$

and solve it using a Newton scheme as we did in §3.2: we start by computing a first rough approximation $y_0$ of $(1 + x)^\delta$ and then iterate the Newton operator (4). As before, the precision we need on $y_0$ is $O(p^{1/(p-1)})$, so that we can take the series (5) truncated at $m = \lceil e/(p-1) \rceil$ terms for $y_0$. The total complexity of the computation of $(1 + x)^\delta$ is at most $O'(\sigma)$.

The same strategy applies to the Artin-Hasse exponential $AH(t) = \exp(t + p^{-1}tp + \cdots + p^{-n}tp^n + \cdots)$, a useful renormalization of the $p$-adic exponential with a larger radius of convergence [21, §7.2].

4 SOLUTION OF DIFFERENTIAL EQUATIONS

Our goal is now to generalize the previous results to the evaluation of a large class of solutions of differential equations. We consider a linear differential equation of the form

$$a_r(t) y^{(r)}(t) + \cdots + a_1(t) y'(t) + a_0(t) y(t) = 0 \tag{6}$$
where the $a_i$ are polynomials of degree at most $d$, with coefficients in $O_k^e$ of height at most $t$. Substituting $y(t) = \sum_{n \geq 0} y_n t^n$ into (6) shows that the coefficient sequence $(y_n)$ of a formal power series solution $y$ must satisfy

$$b_0(n)y_n + b_1(n)y_{n-1} + \cdots + b_s(n)y_{n-s} = 0,$$

(7)

$$b_j(n) = \sum_{i=0}^r a_{i,i+j}(n-j)(n-j-1)\cdots(n-j-i+1),$$

(8)

where $s = r + d$ and $a_{i,j}$ is the coefficient of $t^j$ in $a_i(t)$ (0 if $j < 0$). In particular, one has

$$b_0(n) = a_r(0)(n-1)\cdots(n-r+1).$$

(9)

The recurrence (7) holds for all $n \in \mathbb{Z}$ if the sequence $(y_n)$ is extended by $y_n = 0$ for $n < 0$.

### 4.1 Partial sums at ordinary points

The recurrence (7) can be used to evaluate partial sums of the series $y(t)$ efficiently by binary splitting. We recall and analyze an algorithm for this task, essentially the “optimized” version from [19] of a method first detailed in [8, §5–6).

We assume in this subsection that $a_r(0) \neq 0$. Then, the space of formal power series solutions of (6) has dimension $r$ and admits a basis $(f_0, \ldots, f_{r-1})$ such that $f_j(t) = t^j + O(t^r)$. We denote by $\Phi_0(t) = (\frac{1}{t} f_j^{(i)}(t))$ the associated fundamental matrix. There exists $\rho > 0$ such that the $f_j$ converge on the open disk of radius $\rho$ centered at 0. For future use, we also define $\Phi(t) = (\frac{1}{t} g_j^{(i)}(\xi + t))$ at an arbitrary $\xi$ with $a_r(\xi) \neq 0$, where $g_j$ now is the solution such that $g_j(\xi + t) = t^j + O(t^r)$.

We are given an integer $N$ and an element $x \in K^{e,s}$, written in the form $x = u/v$ with $u \in O_k^e$ and $v \in \mathbb{Z}$, and our task is to compute the $N$-th partial sum of $\Phi_0(x)$. The general idea of the algorithm is to encode the simultaneous computation of the entries of $\Phi_0(x)$ in a product of matrices that is computed in rational arithmetic by forming a balanced product tree. For space reasons, we limit ourselves here to a technical description of the procedure and refer to [18] for more context.

Given a ring $R$, an indeterminate $Z$, and $k \in \mathbb{Z}_{\geq 0}$, define the jet space $J^k_\Delta(R) = R[Z]/Z^k$. Observe that computing each column of $\Phi_0(x)$ reduces to evaluating one of the $f_j$ at $x + \Delta \in J^k_\Delta(K^{e,s})$. (Jet spaces in a second indeterminate $\Lambda$ will be used in §4.3.) Let $M$ be the set of tuples $T = (C_T, d_T, u_T, v_T, R_T)$ with $C_T \in (O_k^e)^{s \times s}$, $d_T \in O_k^e$, $u_T \in J^\prime_\Delta(O_k^e)$, $v_T \in \mathbb{Z}$, and $R_T \in J^\prime_\Delta(O_k^e)^s$. We equip $M$ with the product defined by

$$TT' = (C_TC_T', d_Td_T', u_Tu_T', v_Tv_T', R_TC_T'u_T' + d_Tv_TR_T')$$

(10)

where $R_T, R_T'$ are viewed as row vectors. The product is associative. In fact, multiplying elements of $M$ amounts to multiplying $(s + 1) \times (s + 1)$ matrices of the form

$$M_T = \begin{pmatrix} C_T u_T & 0 \\ R_T & d_Tv_T' \end{pmatrix},$$

but the representation (10) makes fast computations with these special matrices easier to state and analyze.

For $n \in \mathbb{N}$, let $B(n)$ be the element of $M$ defined by

$$C_{B(n)} = \begin{pmatrix} 0 & b_0(n) \\ \vdots & \ddots \\ -b_s(n) & \cdots & -b_1(n) \end{pmatrix},$$

$$R_{B(n)} = (0, \ldots, 0, vb_0(n)),$$

$$d_{B(n)} = b_0(n),$$

$$u_{B(n)} = u + v\Delta,$$

$$v_{B(n)} = v.$$
Algorithm 1: PartialSum((a_i) ∈ O_K^{ex}[t]^r, u ∈ O_K^{ex}, v ∈ Z, N ∈ Z_{≥ r}, σ ∈ Z_{≥ 0})

1. Compute the polynomials b_j defined by (7), (8).
2. Compute Π = P(r, N) using recursively the formula P(n_0, n_1) = P(m, n_1)P(n_0, m) with m = (n_0 + n_1)/2.
3. Extract the last r columns of C_Π as a matrix U ∈ (O_K^{ex})^{sxr}.
4. Compute and return the matrix

Φ = [v_1^{-1}d_Π^{-1}(u + oΔ)^i(R_Π)_{s-j}]_{0 ≤ i, j < r} \mod \pi^σ ∈ K^{sxr}

where (R_Π)_{s-j} is the entry of R_Π of index s - j, counting from zero, and ξ_i for ξ ∈ J_Δ(K) is the coefficient of Λ^i in ξ.

**Proposition 4.1.** Write f_j(t) = ∑_{n≥0} f_j,n t^n and let f_j(t)_{≤ N} = ∑_{n=0}^{N-1} f_j,n t^n. Algorithm 1 returns

\[ \left[ \frac{1}{\Pi} \left( \frac{d}{dt} (f_j(t)_{≤ N}) \right) \right] \mod \pi^\sigma \right]_{0 ≤ i, j < r}. \]

**Proof.** The recurrence relation (7) translates into

\[ b_0(n)(y_{n-s+1}, \ldots, y_n)^T = C_B(n)(y_{n-s}, \ldots, y_{n-1})^T. \]

Letting \( Y_n = (y_{n-s}ξ^{n-1}, \ldots, y_1ξ, y(ξ))_{≤ N} \) where \( ξ = x + Δ ∈ J_Δ(K) \) and \( y(t)_{≤ N} \) denotes the partial sum \( ∑_{n=0}^{N-1} y_n t^n \), one has

\[
\begin{pmatrix}
0 & ξ & \cdots & 0 \\
⋯ & & & ⋱ \\
c_s(n)ξ & ⋯ & ⋯ & c_1(n)ξ \\
0 & ⋯ & 0 & 1 & 1
\end{pmatrix},
\]

that is, \( Y_n = (v_B(n)d_B(n))^{-1}M_B(n)Y_{n-1} \), whenever \( b_0(n) ≠ 0 \). Taking into account (9), it follows that

\[ (y_{n-s+1}, \ldots, y_n)^T = d_Π^{-1}C_Π(0, \ldots, 0, y_0, \ldots, y_{r-1})^T, \]

and \( Y_N = (v_Πd_Π)^{-1}M_ΠY_{r-1} \). When \( y \) is set to the element \( f_j \) of the distinguished basis defined above, the corresponding initial vector is \( Y_r = ([d+j zeros], u^{r-1}/ου^{r-1}, [r-1 zeros], u^i/ου^i])^T \). This leads to the formulas used at step 4. \( \square \)

We turn to the complexity analysis. When \( A \) is an \( O_K^{ex} \)-algebra equipped with a distinguished \( O_K^{ex} \)-basis \((e_i)\), such as \( A = O_K^{ex}[n] \), we extend \( h_K \) to \( A \) by setting \( h_K(∑_i λ_i e_i) = \max_i h_K(λ_i) \).

**Lemma 4.2.** For \( j = 0, \ldots, r \), the coefficient \( b_j \) of the recurrence relation (7) satisfies \( h_K(b_j) ≤ ℓ + (s + 1) log s \).

**Proof.** The coefficients of the polynomials \((n-j) \cdots (n-j+i-1)\) appearing in (8) are all bounded by \((1+j) \cdots (1+j+i-1) ≤ s! \) since \( i+j ≤ s \) in all the terms. Coming back to the definition of \( h_K \), we get \( h_K(b_j) ≤ log(s!) + max_{0 ≤ i ≤ s} h_K(a_{i,j-1}) ≤ s log s + s + ℓ. \) \( \square \)

**Lemma 4.3.** Let \( H \) be such that \( h_K(u), h_K(v) ≤ H. \) Let \( 0 ≤ n_0 < n_1 \) and \( Π = P(n_0, n_1) \). We have the bounds

\[ h_K(u_Π), h_K(v_Π) ≤ (n_1 - n_0)(H + log(s)), \]

\[ h_K(C_Π), h_K(d_Π) ≤ (n_1 - n_0)(ℓ + (s + 2)(log s + log n_1) + 1), \]
\[ h_K(R_{\Pi}) \leq (n_1 - n_0)(\ell + H + (s + 3)(\log s + \log n_1) + 1). \]

**Proof.** We start by bounding the height of the elements of \( B(n) \) for \( n \leq n_1 \). We have by assumption \( h_K(u_{B(n)}), h_K(v_{B(n)}) \leq H \). Lemma 4.2 implies \( h_K(b_j(n)) \leq \beta(n) := \ell + (s + 1) \log s + d \log n + 1 \) for all \( j \) and \( n \). We hence have \( h_K(C_{B(n)}), h_K(d_{B(n)}) \leq \beta(n) \) and \( h_K(R_{B(n)}) \leq \beta(n) + H \).

For \( T, T' \in M \), Proposition 2.1 yields
\[
\begin{align*}
&h_K(C_{TT'}) \leq h_K(C_T) + h_K(C_{T'}) + \log(s), \\
&h_K(d_{TT'}) \leq h_K(d_T) + h_K(d_{T'}), \\
&h_K(v_{TT'}) \leq h_K(v_T) + h_K(v_{T'}), \\
&h_K(u_{TT'}) \leq h_K(u_T) + h_K(u_{T'}) + \log(r).
\end{align*}
\]

The first inequality implies
\[ h_K(C_{T_1 \cdots T_m}) \leq h_K(C_{T_1}) + \cdots + h_K(C_{T_m}) + m \log(s) \]
whence \( h_K(C_{\Pi}) \leq (n_1 - n_0)(\beta(n_1) + \log(s)) \). The height bounds on \( d_{\Pi}, u_{\Pi}, \) and \( v_{\Pi} \) follow in the same way.

In the case of \( R_{\Pi} \), Proposition 2.1 implies
\[ h_K(R_{TT'}) \leq \max\{h_K(R_T C_T u_{T'}), h_K(d_T v_T R_T')\}. \]

With \( T = B(n) \) and \( T' = P(n - m, n - 1) \), one has
\[
\begin{align*}
h_K(R_T C_T u_{T'}) &\leq h_K(R_T) + h_K(C_T) + h_K(u_{T'}) + \log(s) + \log(r) \\
&\leq \beta(n) + H + (m - 1)(\beta(n) + \log(s) + H + \log(r)) \\
&\leq m(\beta(n) + H + 2 \log(s)), \\
h_K(d_T v_T R_T') &\leq h_K(d_T) + h_K(v_T) + h_K(R_T') + \log(r) \\
&\leq \beta(n) + H + h_K(R_T') + \log(r).
\end{align*}
\]

Thus \( h_K(R_{TT'}) \leq \max\{h_K(R_{TT'}) + \gamma(n), m\gamma(n)\} \) where \( \gamma(n) = \beta(n) + H + 2 \log(s) \). By induction on \( m \), one gets \( h_K(R_{\Pi}) \leq (n_1 - n_0)\gamma(n_1) \). The claim follows. \( \square \)

**Proposition 4.4.** For \( u, \sigma \) of height \( \leq H \) and \( \sigma = \sigma(N) \), Algorithm 1 runs in \( O'(s^\omega N(\ell + H + s)) \)
bit operations, where \( \omega \) is the exponent of matrix multiplication.

**Proof.** The bulk of the cost comes from step 2. Step 2 decomposes into the computation of the tuples \( B(n) \) for \( n = r, \ldots, N \), and the construction of a product tree from these tuples. The evaluation of \( b_j \) at \( n \) can be performed in \( O'(h_K(b_j) + r \log n) = O'(\ell + s + \log n) \) operations in a divide-and-conquer fashion [11, 5], leading to a total cost of \( O'(s(\ell + s + \log n) + H) \) for the construction of each \( B(n) \).

Consider two subproducts \( \Pi_0 = P(n_0, n_1) \) and \( \Pi_1 = P(n_1, n_2) \) with \( 0 \leq n_1 - n_0, n_2 - n_1 \leq m \). Using the bounds from Lemma 4.3 and standard bounds on the complexity of arithmetic in \( \mathbb{Z}[X] \), one sees that computing \( u_{\Pi_0 \Pi_0} \) and \( v_{\Pi_0 \Pi_0} \) from \( \Pi_0, \Pi_1 \) takes \( O'(mr(H + \log s)) = O'(msH) \) operations. Similarly, the computation of \( C_{\Pi_0 \Pi_0} \) and \( d_{\Pi_0 \Pi_0} \) requires a total of \( O'(m(s^{o+1}H + \log n)) \) operations. Finally, one can compute \( d_{\Pi_1 \Pi_1}, R_{\Pi_1 \Pi_1} \) in \( O'(mr \cdot (\ell + H + s \log n)) \) operations, and \( R_{\Pi_1 \Pi_0} C_{\Pi_0 \Pi_0}, u_{\Pi_0 \Pi_0} \) in \( O'(m(s^{o+1}r \cdot (\ell + H + s \log n)) \) operations by interpreting the product \( J^r_{\Lambda} : \Omega^{r \times s}_K \times \Omega^{(r+1)s \times s}_K \rightarrow \Omega^{s \times s}_K \times (\Omega^{s \times s}_K)^{r \times s} \rightarrow (\Omega^{s \times s}_K)^{r \times s} \).

Consequently, the cost of computing \( P(r, n) \) from the \( B(n) \) is \( O'(s^{o+1}N(\ell + H + s)) \) and dominates that of constructing the \( B(n) \). Step 1 takes \( O'(rs(\ell + s)) \) operations. Step 4 takes \( O'(r^2(\ell + H + s + \sigma)) \) operations. \( \square \)
Algorithm 2 implements the computation of the ring \(A\). When additionally \(x\) is the image in \(K\) of an algebraic number of small bit size, one can take \(H = O(1)\) in Proposition 4.4, and Algorithm 1 is enough to evaluate \(y(x)\) to the precision \(O(\pi^\sigma)\) in time \(O(\sigma)\).

4.2 The “digit-burst” method

In general, though, computing \(y(x)\) for \(x \in K\) to a precision \(O(\pi^\sigma)\) requires approximating \(x\) itself by an element of \(K^{\text{ex}}\) of height about \(\sigma\), making the complexity bound roughly quadratic in \(\sigma\). Chudnovsky and Chudnovsky [8] get around this issue by using the analytic continuation formula

\[
\Phi_0(x_0 + x_1 + \cdots + x_m) = \Phi_{x_0 + \cdots + x_{m-1}}(x_m) \cdots \Phi_{x_0}(x_1) \Phi_0(x_0)
\]

along a path formed by approximations \(x_0 + \cdots + x_m\) of \(x\) with an exponentially increasing number of correct digits, balancing the speed of convergence of the series with the height of the terms like in Theorem 3.4. Interestingly, the idea still applies in the \(p\)-adic case, even though the “analytic continuation” process does not allow one to escape from the disk of convergence of \(\Phi_0(t)\).

We want to evaluate \(\Phi_0\) at a point \(x\) with \(|x|_p < \rho\). For simplicity, we limit ourselves to \(x \in O_K^{\text{ex}}\) but the general case can be handled in a similar fashion. We first need some a priori bounds on the precision \(K\) of height about \(\sigma\), making the complexity bound roughly quadratic in \(\sigma\). Chudnovsky and Chudnovsky [8] get around this issue by using the analytic continuation formula

\[
\Phi_0(x_0 + x_1 + \cdots + x_m) = \Phi_{x_0 + \cdots + x_{m-1}}(x_m) \cdots \Phi_{x_0}(x_1) \Phi_0(x_0)
\]

along a path formed by approximations \(x_0 + \cdots + x_m\) of \(x\) with an exponentially increasing number of correct digits, balancing the speed of convergence of the series with the height of the terms like in Theorem 3.4. Interestingly, the idea still applies in the \(p\)-adic case, even though the “analytic continuation” process does not allow one to escape from the disk of convergence of \(\Phi_0(t)\).

We want to evaluate \(\Phi_0\) at a point \(x\) with \(|x|_p < \rho\). For simplicity, we limit ourselves to \(x \in O_K^{\text{ex}}\) but the general case can be handled in a similar fashion. We first need some a priori bounds on the speed of convergence of series solutions of (6). Given \(\rho > 0\), we denote by \(\mathcal{A}_\rho\) the subring of \(K[[t]]\) consisting of series \(f(t) = \sum_{n \geq 0} a_n t^n\) for which the sequence \((|a_n|_p \rho^n)_{n \geq 0}\) is bounded from above. The ring \(\mathcal{A}_\rho\) is equipped with the Gauss norm \(\|\cdot\|_\rho\) defined by \(\|\sum_{n \geq 0} a_n t^n\|_\rho = \sup_{n \geq 0} |a_n|_p \rho^n\). It satisfies the ultrametric triangle inequality \(\|f + g\|_\rho \leq \max(\|f\|_\rho, \|g\|_\rho)\) and it is multiplicative (i.e. \(\|fg\|_\rho = \|f\|_\rho \|g\|_\rho\)). Geometrically, series belonging to \(\mathcal{A}_\rho\) converge on the open disk of center 0 and radius \(\rho\) and the Gauss norm corresponds to the sup norm on this disk taken over an algebraic closure.

**Proposition 4.5.** For \(f_0, f_1, \ldots, f_{r-1} \in \mathcal{A}_\rho\) and for any series \(y \in K[[t]]\) with \(y^{(r)} + f_{r-1} y^{(r-1)} + \cdots + f_1 y' + f_0 y = 0\), one has:

\[
\|y\|_\rho \leq M \quad \text{with} \quad M = \max_{0 \leq i < r} |y^{(i)}(0)|_\rho,
\]

where we recall that \(R_{\exp} = p^{-1/(p-1)}\).

**Sketch of the proof.** Write \(y = \sum_{n \geq 0} y_n t^n\). The coefficients \(y_n\) satisfy a recurrence of the form (8), except that the length of the recurrence in now unbounded because the \(f_i\) are series instead of polynomials. Using this recurrence, one checks by induction on \(n\) that \(|n! y_n|_p \leq M (\hat{\rho}/R_{\exp})^n\). Using \(|n!|_p \geq R_{\exp}^{-n}\), we obtain \(|y_n|_p \leq M \hat{\rho}^n\) and the proposition follows. \(\square\)

Define slice \((x, \sigma_0, \sigma_1)\) as the result of replacing by zero the coefficients of \(p^{\sigma_1}\) in the \(p\)-adic expansion of the coordinates of \(x\) except for \(\sigma_0 \leq \sigma < \sigma_1\), that is, using the notation of §2:

\[
\text{slice} (\sum_{i,j} u_{i,j} X^i Y^j, \sigma_0, \sigma_1) = \sum_{i,j} ((u_{i,j} \mod p^{\sigma_1})

\quad \quad \quad \quad \quad \quad - (u_{i,j} \mod p^{\sigma_0})) X^i Y^j.
\]

Algorithm 2 implements the computation of \(\Phi_0(x)\).

**Lemma 4.6.** If \(a \in O_K^{\text{ex}}[[t]]\) is a polynomial of degree at most \(r\) with \(h_K(a) \leq \ell\) and \(\xi \in O_K^{\text{ex}}\) has height \(h_K(\xi) \leq H\), then \(\tilde{a} = a(\xi + t)\) has height \(h_K(\tilde{a}) \leq \ell + (r + 1)H + \log r\).

**Proof.** With \(a = \sum_i c_i t^i\), one has \(a = \sum_j \sum_i \left(\begin{array}{c} j \\ i \end{array}\right) c_i \xi^{j-i} t^j\). Since \(\log \left(\begin{array}{c} j \\ i \end{array}\right) \leq i \leq r\), the claim follows by Proposition 2.1. \(\square\)
Algorithm 2 DigitBurstSolve(\(a \in (O_K^{\times})^r[t], \rho, M, x \in O_K^{\times}, \sigma\))

1. Let \(\hat{\rho} = \exp_{\rho} \min \left(\rho, \min_{0 \leq i < r} \left(\frac{\|a_i\|_\rho}{\|a_0\|_\rho}\right)^{1/(i-r)}\right)\).
2. Let \(c = [\max(\text{val}(x), -1 + \log_\rho \hat{\rho})], \sigma' = \sigma - \min(0, [\log_\rho M])\).
3. Set \(Y = \text{Id} \in (O_K^{\times})^{r \times r}, a_{-1} = a, \text{and } x_{-1} = 0\).
4. For \(m = 0, 1, \ldots\) while \(c2^m \leq \sigma\):
   a. Set \(a_m(X) = a_{m-1}(x_{m-1} + X)\).
   b. Set \(x_m = \text{slice}(x, c[2^{m-1}], c2^m)\).
   c. If \(m = 0\) then set \(N_0 = (\sigma' + \log_\rho M) / \log_\rho (\hat{\rho}/|x_0|_\rho)\), otherwise set \(N_m = \sigma' / \log_\rho (\hat{\rho}/|x_m|_\rho)\).
   d. Set \(Y = \Phi Y\) where \(\Phi = \text{PartialSum}(a_m, x_m, 1, [N_m], \sigma')\).
5. (Return \(Y\).)

**Proposition 4.7.** Given \(a = (a_i) \in (O_K^{\times})^r[t], x \in O_K^{\times}\) with \(h_K(x) \leq \sigma\) and \(\rho, M \in \mathbb{R}_{>0}\) such that:

1. the leading coefficient \(a_r\) of \(a\) is invertible in \(\mathcal{A}_\rho\) (equivalently, all roots of \(a_r\) in an algebraic closure have norm at least \(\rho\)),
2. the entries of \(\Phi_0(t)\) lie in \(\mathcal{A}_\rho\) and have Gauss norm \(\leq M\),

Algorithm 2 computes \(\Phi_0(x) \mod \pi^\sigma\) in \(O((s^\sigma)(t + s))\) operations.

**Proof.** Consider iteration \(m\) of the loop. We have by construction \(h_K(x_m) \leq c2^m\) and \(h_K(x_0 + \cdots + x_{m-1}) \leq c2^{m-1}\). By Lemma 4.6, this implies \(h_K(a_m) \leq c(r+1)2^{m-1} + \ell + \log r\). Using fast Taylor shift algorithms [25], we can compute the vector \(a_m\) from \(a_{m-1}\) in \(O((cr^3h_K(x_m) + cr^2h_K(a_{m-1})) = O'(cr^22^m) = O'(s^3\sigma)\) operations. Since, by (2) and (11), \(|x_m|_\rho \leq \rho - c2^m\), one gets \(N_m = O(c^{-1/2}m^\sigma)\).

By Proposition 4.4, the cost of the call to PartialSum is

\[O'(s^\sigma N_m h_K(a_m) + h_K(x_m) + s) = O'(s^\sigma(t + s))\]

As the number of iterations is \(O(\log \sigma)\), the total cost of the algorithm is \(O'(s^\sigma(t + s))\).

Regarding correctness, it follows from Proposition 4.5 applied with \(f_j(t) = \frac{\partial \Phi}{\partial y_j}(t - x_0 - \cdots - x_{m-1})\) and our choices of \(\rho, M\) and \(\hat{\rho}\) that the matrix \(\Phi\) computed at step 4d is equal to \(\Phi_{\Phi_0 + \cdots + \Phi_{x_m-1}}(x_m)\) modulo \(\pi^\sigma\). Besides, the norm of its coefficients is bounded by \(M\) when \(m = 0\) and by 1 otherwise. The product of all these matrices is then congruent to \(\Phi_{\Phi_0 + \cdots + \Phi_{x_m}}(0) = \Phi_0(0) \mod \pi^\sigma\). \(\square\)

### 4.3 Regular singularities

For many interesting examples, the assumption \(a_r(0) \neq 0\) is not satisfied. In this case, there may not exist a full basis of formal power series solutions. Series solutions that do exist still satisfy the recurrence (7) (whose order drops since \(b_0\) vanishes identically), but a solution \(y(t) \in K[t]\) is not necessarily characterized by its coefficients \(y_0, \ldots, y_{r-1}\), and may not converge anywhere.

We focus here on the important special case where \(0\) is a regular singular point, which means, by definition, that the leading coefficient \(Q_0 = b_{j_0}\) of (7), called the indicial polynomial, has degree \(r\). It is a classical fact [e.g., 20, §16] that one can then construct \(r\) linearly independent formal logarithmic series solutions

\[f_j(t) = t^{j_0} \sum_{v=0}^{\infty} \sum_{k=0}^{\kappa_j-1} f_{j,v,k} t^v \frac{\log^k t}{k!}, \quad f_{j,v,k} \in K(\delta_j),\]

where \(\delta_j\) are roots of \(Q_0\) in an algebraic closure of \(K\). Letting \(E\) be the set of \((\delta, k)\) such that \(\delta\) is a root of \(Q_0\) of multiplicity \(\mu(\delta) > k\), the \(f_j\) can be chosen in such a way that, for each \(j\), exactly one of the coefficients \(f_{j,v,k}\) for which \((\delta_j + v, k) \in E\) is nonzero, and one can take \(\kappa_j = \sum_{\delta_i - \delta_j \in \mathbb{Z}} \mu(\delta_i)\). Moreover, by [19, Prop. 3], the relation (7) holds for the series (12) when \(f_{j,v}\) is interpreted as the
Algorithm 3 RegSingPartialSum((a_i), u ∈ O_K^e, v ∈ ℤ, N, σ)

1. Compute the polynomials b_j defined by (7), (8).
   - Let j_0 = min{j : b_j ≠ 0}, s' = s - j_0 and Q_j = b_j + j for 0 ≤ j ≤ s'.
2. Write Q_0(n) = ζ \prod_{q < Q} \prod_{v ∈ N_q} q(n + v)^{m_a,v} where ζ ∈ K^e, Q ⊂ K^e[n] is a set of monic, irreducible, non-constant polynomials, N_q ⊂ ℤ ≥ 0, and any two distinct q(n + v) are coprime.
3. Initialize Φ to an r × 0 matrix over K^e.
4. For q ∈ Q:
   a. Let γ be the image of X in K^e[X]/q(X). Compute τ ∈ ℤ such that τγ is integral over O_K^e. Let α = τγ.
   b. Let κ = \sum_{v ∈ N_q} m_{q,v}
      Initialize Ψ to an (s' + 1) × 0 matrix over L_{α,k}.
   c. For each pair (v_0, v_1) of consecutive elements of N_q ∪ {N}:
      (i) Right-shift all entries of Ψ by m_{q,v_0}, prepending zeros.
      (ii) For k = 0, . . . , m_{q,v_0} - 1, append to Ψ a column of the form ([s' - 1 zeros], L_{α,k}^k, 0)^T and attach to it the index v_0.
      (iii) Compute Π = \tilde{P}(v_0, v_1) by binary splitting.
      (iv) Set Ψ = Π • Ψ.
   d. Compute the set E of roots of q in ℤ_p. Fail if |E| < deg q.
   e. For each c in the last row of Ψ and each γ^v ∈ E, append to Φ the column vector of coefficients of c(u/v, τγ^v, γ^v + v) mod x^α, cf. (14), where v is the index attached to the column of Ψ.
5. Return Φ.

\[Q_0(\delta_j + v + \Lambda)(f_{j,v,k})_k + \cdots + Q_{v'}(\delta_j + v + \Lambda)(f_{j,v'-s',k})_k = 0.\]  (13)

Making the bridge between these formal solutions and actual analytic solutions is the subject of the Dwork-Robba theory of p-adic exponents [e.g., 13, §13]. While the general case seems difficult to attack, when the exponents δ_j all lie in ℤ_p, the formal expression (12) does define an analytic function on each ball of the form \{x_0(1 + ˘ξ) : |˘ξ|^P < 1\} with |x_0|_P < ρ for a suitable ρ > 0, and binary splitting methods adapt, making it possible to evaluate the fundamental matrix Φ_0(t) = (1/n) f_j^{(i)}(t) on any such ball in essentially linear time. We must limit ourselves here to a succinct description of the algorithm, leaving for future work a complete proof and complexity analysis (which however proceed along the same lines as in §4.1, see [18] for some details in the complex setting).

The procedure is summarized in Algorithm 3. Its input is similar to that of Algorithm 1, with the understanding that the number of terms N to be computed now applies separately to each set of solutions f_j whose exponents δ_j differ by integers. (We assume for simplicity that N ≥ max{(δ_j - δ_j) ∩ ℤ}.) The differences with Algorithm 1 come from the need to deal with exponents δ_j lying in ℤ_p and with logarithmic terms.

Exponents in ℤ_p cause no serious trouble. The only subtlety is that, in order to keep the bit size of the coefficients of (13) small, we represent the δ_j as elements of formal integral extensions of O_K^e. This is the role of step 4a. Computations performed in this representation are shared between solutions f_j that are Galois conjugates of each other, which roughly offsets the overhead of arithmetic in extension rings. When no two exponents δ_j differ by an element of ℤ, all k_j are equal to 1, and Algorithm 3 reduces to something very similar to Algorithm 1, but slower by a factor O'(r).
Logarithmic terms are dealt with by viewing the operator $\Lambda$ as a formal parameter in (13) and inverting the leading coefficient modulo $\Lambda^k$. The main difficulty comes from zeros of $Q_0$ that differ by integers, leading to exceptional indices $v_0$ where $Q_0(\delta + v_0 + \Lambda)$ is not invertible in $J^k_\Lambda(K^{ex})$. Something special needs to be done to extend a sequence $(f_j, v < v_0)$ past such a $v_0$, whereas one can see that (13) leaves the choice of $f_j, v, k$ for $k < \mu(\delta + v)$ free, in accordance with the description of the basis in terms of $E$ above.

To make this more precise, let us focus on one iteration of the loop starting at step 4. We freely use the notation of the algorithm; in particular, $\alpha$ and $\kappa$ are fixed.

In order to generalize the binary splitting algorithm of §4.1 to the new setting, we extend some of the components of $M$ to have $C \in J^k_\Lambda(O_K^{ex}[\alpha])^{s \times s'}$, $d \in O_K^{ex}[\alpha]$, and $R \in J^k_\Lambda(J^k_\Lambda(O_K^{ex}[\alpha]))^{s \times s'}$, the rest of the definition remaining formally the same. For $v \in \mathbb{Z}_{\geq 0}$, we define $b_0(v) \in O_K^{ex}[\alpha]$ and $b_j(v) \in J^k_\Lambda(O_K^{ex}[\alpha])$ by $b_j(v)/b_0(v) = Q_j(\alpha + v + \Lambda)/(\Lambda^{-m_{q,v}}Q_0(\alpha + v + \Lambda))$ with the convention $m_{q,v} = 0$ when $v \notin N_q$. This makes sense because, by definition, $\alpha + v$ has multiplicity $m_{q,v}$ as a root of $Q_0$. Then we define $\tilde{B}(v)$ and $\tilde{P}(v_0, v_1)$ similarly to $B(n)$ and $P(n_0, n_1)$ in §4.1, with $s$ replaced by $s'$ and each $b_j(n)$ replaced by $\tilde{b}_j(v)$.

We represent polynomials in $\log(t)$ appearing in coefficients and partial sums of series using elements of $L_{\alpha,\kappa} = J^k_\Lambda(K^{ex}[\alpha])^k$. The canonical basis of $L_{\alpha,\kappa}$ over $J^k_\Lambda(K^{ex}[\alpha])$ is denoted $(L_{\alpha,\kappa}^k)_{k=0}^{k-1}$. Interpreting $\Lambda$ as the left-shift operator as above, we obtain an action $\bullet$ of $J^k_\Lambda(K^{ex}[\alpha])$ on $L_{\alpha,\kappa}$. By identifying a tuple $T \in M$ with the matrix $M_T$ and viewing the latter as a matrix over $J^k_\Lambda(J^k_\Lambda(O_K^{ex}[\alpha]))$, it naturally extends to an action of $M$ on $(s' + 1)$-row matrices with entries in $L_{\alpha,\kappa}$.

With these conventions, one can check that when $Q_0(\gamma + v) \neq 0$, applying $\tilde{B}(v)$ to a vector $\gamma \in L_{\alpha,\kappa}^{s' + 1}$ that encodes $s'$ consecutive terms of a solution and a corresponding partial sum amounts to advancing to the next term using the recurrence (13). As in §4.1, the algorithm collects the $\tilde{B}(v)$ for $v$ between two roots of $Q_0(\gamma + n)$ in a product $\Pi$ that is then applied to all solutions whose computation is in progress. When crossing a root $v_0$ of $Q_0(\gamma + n)$, these solutions are “shifted to the right” (step 4(c)) in a way that compensates for the factor $\Lambda^{m_{q,v_0}}$ missing in $\tilde{B}(v_0)$ compared to (13). "New" solutions of $t$-valuation $\gamma + v$ are added to the fundamental matrix.

Finally, at step 4e, the partial sums are converted to suitable specializations and are collected in a new matrix. More precisely, given $x = x_0(1 + \xi)$ with $|x_0|_p < \rho$ and $|\xi|_p < 1$, we define the specialization $c(x, \alpha^*, \delta) \in J^k_\Lambda(K^{ex})$ of $c = \sum c_k L_{\alpha,\kappa}^k \in L_{\alpha,\kappa}$ by

$$c(x, \alpha^*, \delta) = x_0^{\delta}(1 + t)^{\delta} \sum_{k=0}^{\kappa-1} c_k(\alpha^*) \left( \log x_0 + \log(1 + t) \right)^k / k!$$  \hspace{1cm} (14)

with $t = \xi + x_0^{-1}\Lambda$. Here $c_k(\alpha^*)$ is the image of $c_k$ by the embedding of $J^k_\Lambda(K^{ex}[\alpha])$ into $J^k_\Lambda(K)$ mapping $\alpha$ to $\alpha^*$. The factors $(1 + t)^{\delta}$ and $\log(1 + t)$ are given by converging series and can be computed to the precision $O(\pi^x)$ in $O(\sigma)$ operations using the algorithms of §3. As for $x_0^{\delta}$ and $\log x_0$, they can be chosen almost arbitrarily, any choice corresponding to a valid branch of the solution.

As in §4.1, the main contribution to the cost is that of step 4(c)iii, and it is not too hard to see that this step takes $O(N)$ bit operations, all other parameters being fixed. The overhead of arithmetic in $J^k_\Lambda(O_K^{ex}[\alpha])$, summed over all $\alpha$ and $\kappa$, leads to an additional factor $O(r)$ compared to Proposition 4.4 in the complexity of the full algorithm. After using Algorithm 3 to move away from a singularity, one can continue with the digit-burst method (since the next steps fall under the assumptions of §4.1), so that Proposition 4.7 adapts.
Formally, the algorithm also applies to partial sums of arbitrary logarithmic series solutions, even at irregular singular points. Only the existence of a full basis of the form (12) and its convergence properties depend on the regularity assumption. In particular, if we know by external arguments that a certain logarithmic series solution converges in a certain disk, we can evaluate it by binary splitting and the digit-burst method without trouble.

5 APPLICATIONS

5.1 Elementary and special functions

Elementary functions. The methods of sections §4.1 and §4.2 apply to the $p$-adic logarithm and exponential as these functions both satisfy simple differential equations. However, the specialized algorithms we presented in §3 perform much better in practice. In contrast, the general power function and the Artin-Hasse exponential are not covered by these methods because the differential equations annihilating them do not have small height degree.

Polylogarithms. Given a positive integer $s$, one can define the $p$-adic polylogarithm function $\text{Li}_s$ by $\text{Li}_s(t) = \sum_{i=1}^{\infty} \frac{t^i}{i^s}$. This function is solution to $(1 - t) \cdot D^{s+1}(y) = D^s(y) = 0$ (with $D = t \cdot d/dt$), an equation with a regular singular point at the origin. It can be evaluated in essentially linear time using the algorithms of §4.2 and §4.3.

Gauss hypergeometric functions. Let $a, b$ and $c$ be three rational numbers with nonnegative $p$-adic valuation and $c \notin \mathbb{Z}^-$. To these parameters, we associate the Gauss hypergeometric function $\,_{2}F_{1}(a,b;c):$

$$\,_{2}F_{1}(a,b;c;t) = \sum_{i=0}^{\infty} \frac{(a)_i(b)_i}{(c)_i \cdot i!} t^i$$

where $(x)_i = x \cdot (x+1) \cdots (x+i-1)$. The function $\,_{2}F_{1}(a,b;c)$ has radius of convergence 1 and satisfies the differential equation $t(1-t)y'' - (c - (a+b+1)t)y' - aby = 0$, again with a regular singular point at the origin. The algorithms of §4 applied to $\,_{2}F_{1}(a,b;c;x)$ with $x \in K, |x|_p < 1$ run in essentially linear time for fixed $a, b, c$.

5.2 Gauss-Manin connections

The commutation of the Frobenius and the Gauss-Manin connection on the cohomology of $p$-adic varieties gives rise to differential equations with polynomial coefficients on the matrix of the Frobenius. This results in a class of equations to which one can hope using the methods of this paper to obtain interesting corollaries.

For an example of this phenomenon, start with the Gauss hypergeometric function (15) of parameters $(a, b, c) = (\frac{1}{2}, \frac{1}{2}, 1)$ and consider the logarithmic derivative

$$f(t) = \frac{\,_{2}F_{1}'(\frac{1}{2}, \frac{1}{2}; 1; t)}{\,_{2}F_{1}(\frac{1}{2}, \frac{1}{2}; 1; t)}.$$ 

This formula defines a series that converges on the open unit disk. It turns out, however, that its sum $f$ can be canonically extended to the closed unit disk as a consequence of [10, Lemma 3.1]. Evaluating $f$ at points of norm 1 is in principle difficult as the series does not converge on the boundary. Recently, though, Asakura [1] and Kedlaya [15] independently noticed that values of $f$ on the unit circle appear in the cohomology of certain algebraic fibrations.

One can try to combine this beautiful observation with the techniques of §4 to accelerate the computation of $f(x)$ when $|x|_p = 1$ and $x \neq 1 \pmod{p}$. We conclude this paper with a short preview of results in this direction that we plan to develop in a future extended version.

Let us first briefly review the main results of [1]. Let $X \subset \mathbb{P}^1_x \times \mathbb{P}^1_y \times \mathbb{P}^1_t$ be the variety defined by the equation $(x^2 - 1) \cdot (y^2 - 1) = t$; we view it as a fibration over $\mathbb{P}^1_t$. To this geometric situation,
one can attach a cohomology space $H$ (the log-crystalline cohomology of $X$), which is a module
over $\mathbb{Z}_p[[t]]$. For each choice of $c \in 1 + p\mathbb{Z}_p$, $H$ is equipped with a Frobenius map
$\phi_c : H \to H$, which is semi-linear in the sense that it is continuous, additive and it satisfies
$\phi_c(th) = ct^p \phi(h)$ for all $h \in H$. Asakura shows that $H$ is a free module of rank 2 and exhibits
a canonical basis of it. Besides, he proves that, when $c = x^{1-p}$, the vector $(x(x-1)f(x), 1)^T$
is the unique eigenvector of $\phi_c$ corresponding to an eigenvalue of norm 1. Thus, if we are able to compute $\phi_c$ (for $c = x^{1-p}$), we
will be able to deduce the value $f(x)$ we are interested in.

For this, we use the so-called Gauss-Manin connection on $H$. The Gauss-Manin connection is
a mapping $\nabla : H \to H \frac{\partial}{\partial t}$ which encodes the variation of the cohomology with the parameter $t$.
Writing that $\nabla$ commutes with $\phi_c$, we obtain the following differential equation, in which $M_c$ is the
matrix of $\phi_c$ in Asakura’s basis:

$$t \frac{dM_c(t)}{dt} + \left( \begin{array}{cc} 0 & \frac{t}{4} \\ \frac{4}{t-1} & 0 \end{array} \right) M_c(t) - pM_c(t) \left( \begin{array}{cc} 0 & ct^p \\ \frac{4}{ct^p - 1} & 0 \end{array} \right) = 0. \quad (16)$$

Moreover it turns out that $M_c(t)$ overconverges outside the open unit disk and actually defines
an analytic function on the whole space punctured by the closed disk of center 1 and radius $R_{\text{exp}}$.

Paying particular attention to the initial conditions, we can then use the methods of §4 to evaluate
$M_c$ at any point in the domain of convergence. Since this includes all points $x$ with $|x|_p = 1$ and
$x \not\equiv 1 \pmod{p}$, we have reached our objective provided that $c = x^{1-p}$ is an integer of small height.

Roughly speaking, what precedes corresponds to the first step in the digit-burst method. In order
to handle the next steps, we come back to the hypergeometric differential equation. Indeed, fix
$x_0 \in \mathbb{Z}_p$ and let $G$ be the solution to the Cauchy problem

$$t(1-t)y'' + (2t-1)y' - \frac{1}{4}y = 0, \quad y(x_0) = 1, \quad y'(x_0) = f(x_0). \quad (17)$$

Then $G$ converges on the open disk of center $x_0$ and radius $R_{\text{exp}}$ and it follows by analytic continuation
that $f(x) = G'(x)/G(x)$ on this domain. Thus, once we know the value of $f(x_0)$, we can use
(17) to compute $G(x)$ and $G'(x)$ by Algorithm 2, and eventually recover the value of $f(x)$.

Putting both ingredients together, we end up with an algorithm that evaluates $f(x)$ for $|x|_p = 1$ and
$x \not\equiv 1 \pmod{p}$ with quasi-linear complexity in the output precision. Note that the complexity
with respect to $p$ is not as good because the coefficients appearing in the differential equation (16)
have degree of the order of $p$. The estimates of Proposition 4.7 imply that the complexity in $p$ of our
algorithm is in $O'(p^{d+1})$, which makes it practical for small values of $p$ only. It would be interesting
to try to lower this complexity by capitalizing on the sparsity of the polynomials appearing in (16).

We have implemented part of the above algorithm in SageMath, based on ore_algebra\footnote{https://github.com/mkauers/ore_algebra, branch padic}. Although
it is still in development, the application of it seems to be promising as the timing data on Figure 1
demonstrates. Note that a naive evaluation of this function with precision $\sigma$ requires to evaluate
series of $p^\sigma$ terms, e.g., $5^{20} = 95367431640625$.
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