A programmable three-qubit superconducting processor with all-to-all connectivity
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Superconducting circuits are at the forefront of quantum computing technology because of the unparalleled combination of good coherence, fast gates and flexibility in design parameters. The majority of experiments demonstrating small quantum algorithms in the superconducting architecture have used transmon qubits and transverse qubit-qubit coupling. However, efficient universal digital computing has remained a challenge due to the fact that majority of the state-of-art architectures rely on nearest-neighbor coupling in one or two dimensions. The limited connectivity and the availability of only two-qubit entangling gates result in inefficient implementation of algorithms with reduced fidelity. In this work, we present a programmable three-qubit processor, nicknamed “trimon”, with strong all-to-all coupling and access to native three-qubit gates. We implement three-qubit version of various algorithms, namely Deutsch-Jozsa, Bernstein-Vazirani, Grover’s search and the quantum Fourier transform, to demonstrate the performance of our processor. Our results show the potential of the trimon as a building block for larger systems with enhanced qubit-qubit connectivity.

Quantum computing offers extraordinary capabilities at solving certain problems by taking classically inaccessible paths. Apart from a robust and scalable architecture, a fully-fledged quantum computer will need quantum error correction to prevent irreversible losses arising from decoherence. Although several proof of principle experiments have been demonstrated in several architectures, a fully error-corrected processor has still not been realized. Therefore, a near-term goal is to build moderate sized processors that can outperform classical computers even without error-correction. Such systems can be realized in an architecture which provides high-fidelity gates to minimize overall errors and maximum inter-qubit connectivity for efficient implementation of algorithms.

A universal quantum computing platform can be constructed using controlled-NOT (or controlled-phase) gate along with single-qubit rotations. Nevertheless, interactions beyond two-qubits play an important role in realizing efficient quantum hardware by simplifying complex sequences of two-qubit gates. While specific quantum algorithms have been demonstrated on several quantum computing platforms, universally programmable processors have only been built recently. However, they have been limited to two-qubit gates native to those systems, requiring a larger sequence of gates and thus limiting their implementation efficiency. One important three-qubit gate that can significantly improve this efficiency is the Toffoli gate, which flips the state of the target qubit conditioned upon the state of the two control qubits. Together with single-qubit gates, it also forms a universal set for quantum computation. Although the Toffoli gate has been implemented in various architectures, so far all of them require multiple pulses due to non-availability of a native three-qubit gate.

Here, we present a three-qubit quantum processor based on multimode superconducting circuits with all-to-all connectivity between the qubits. The processor, nicknamed “trimon”, can perform universal quantum computation through execution of a sequence of logic gates completely programmable in software. The native gates in our system are the generalized controlled-controlled-rotations which we achieve with a mean fidelity of about 99%. We demonstrate a range of three-qubit quantum algorithms using an efficient implementation made possible by access to error-free generalized controlled-controlled-phase gate. As examples, Deutsch-Jozsa, Bernstein-Vazirani and Grover’s search algorithms show success probabilities of 92%, 63% and 49% respectively, significantly larger than the corresponding classical bounds (see Appendix A) of 50%, 25% and 25%. We also demonstrate

FIG. 1. False colored scanning electron micrograph of the trimon device in 3D geometry. The capacitor pads are placed asymmetrically to achieve optimal level spacing. The waffle pattern close to the junctions is meant for flux trapping. Top-right inset shows a zoomed in view of the junction area where two diagonally opposite junctions are replaced SQUIDs for in-situ tunability of the junction asymmetry. The trimon can be described as a system of three transmon like qubits with strong longitudinal coupling as depicted in the bottom-left inset.
the quantum Fourier transform\textsuperscript{[1]} to estimate phase and amplitude modulation of different three-qubit states.

Our system consists of a modified version of the previously introduced “trimon” device\textsuperscript{[32]} optimized for three-qubit operations. Scanning electron micrograph of a device nominally identical to the one used in the experiments is shown in Fig. 1. The capacitor pads are made unequal and are placed asymmetrically to achieve the desired asymmetry for optimal level spacing and coupling strength\textsuperscript{[28]} (see Appendix B). The pads are connected to the nodes of a ring with four superconducting arms. Two diagonally opposite arms contain SQUIDs and the remaining two contain single Josephson junctions (top-right inset of Fig. 1) to control junction asymmetry\textsuperscript{in situ} and tune level spacing. The device gives rise to three coupled anharmonic oscillator modes (labeled as A, B, and C) each of which behaves as a transmon\textsuperscript{[32]} qubit. The nonlinearity in the system provides the pair-wise inter-mode longitudinal coupling\textsuperscript{[32]} (bottom-left inset of Fig. 1) and the Hamiltonian of the system coupled dispersively to a host readout cavity can be expressed as

$$\frac{1}{\mathcal{R}} H_{\text{disp}} = \sum_{\mu=A,B,C} \left[ (\omega_\mu - \beta_\mu) \hat{n}_\mu - J_\mu (\hat{n}_\mu)^2 \right] - \sum_{\mu \neq \nu} 2J_{\mu \nu} \hat{n}_\mu \hat{n}_\nu + \omega_r \left( \hat{n}_r + \frac{1}{2} \right) + 2\chi (\hat{n}_A, \hat{n}_B, \hat{n}_C) \hat{n}_r,$$

where $\omega_\mu = A, B, C$ are the mode frequencies in the absence of any nonlinearity (and hence coupling), $\beta_\mu = J_\mu + \sum_{\nu \neq \mu} J_{\mu \nu}$ are the shifts due to self-Kerr ($J_\mu$) and cross-Kerr ($J_{\mu \nu}$) type nonlinearities, $\hat{n}_\mu$ is the photon number operator for the $\mu$-th mode, $\hat{n}_r$ is the cavity’s photon number operator, and $\chi$ is the occupation dependent dispersive shift\textsuperscript{[28]}.

The computational subspace of the system is composed of zero and single excitation states of each mode (Fig. 2(a)) so that this subspace can be described as either an eight-dimensional Hilbert space or a composite three-qubit system. The first picture depicts presence of eight energy eigenstates connected through twelve transitions. The trimon can be described as either an eight-level system or a three-qubit system where each qubit has four transition frequencies dependent on the state of its partners. Each transition allows implementation of controlled-controlled-rotation (CCR($\phi, \theta$)) through application of a microwave drive. Four CCR($\phi, \theta$) gates for the qubit C are shown inside the dashed boxes. (b) Standard (brown) and interleaved (blue) RB at the transition CA1B1. Each RB sequence is preceded by two $\pi$-pulses at $\omega_{AB_C0}$ and $\omega_{BC_A01}$ to initialize the system in the $|110\rangle$ state. Sequence fidelity is obtained by applying the same $\pi$-pulses in reverse order after the RB sequence and measuring the population in the $|000\rangle$ state. Interleaved RB is performed for the $\pi$-pulse at $\omega_{CA1B1}$ which is equivalent to a Toffoli gate (with appropriate phase advancement). 10 randomized sequences are applied for every sequence length and each data point is a result of averaging 30000 experimental runs. The solid lines correspond to fits from which gate fidelities are extracted.

A microwave drive at each of the twelve transitions implements a controlled-controlled-rotation CCR($\phi, \theta$), where $\phi$ is the azimuthal angle with respect to the $y$-axis and $\theta$ is the polar angle of the Bloch sphere comprising of the two levels connected by the specific transition. The four dashed boxes in Fig. 2(a) show circuit representa-
tions for different CCR(ϕ, θ) gates on qubit C. A π-pulse about the x-axis, CCR(−π/2, π), along with appropriate phase shifts of the following pulses, implements a CCNOT or Toffoli gate. Two-qubit controlled-not (CNOT) gates can then be decomposed into two such CCNOT gates and effective single-qubit rotations R(ϕ, θ) require application of all four CCR(ϕ, θ) gates. Another interesting feature resulting from the all-to-all longitudinal coupling is the ability to implement error-free generalized controlled-controlled-phase (CCR(θ)) gate, which is realized by appropriately shifting the phase of all subsequent pulses connecting the particular basis on which the gate is intended to be applied. The error-free aspect comes from the fact that the required phase-shifted waveforms are generated in software which can be done with extreme precision (barring any digitization error). Controlled-controlled-Z gate which flips the phase of a particular basis component then becomes a special case: CCZ = CCϕθ(π). Using the CCR(ϕ, θ) and Cϕθ(θ) gates, arbitrary three-qubit unitary operation can be implemented on our system.

An experiment on the trimon begins with the determination of the transition frequencies done using standard two-tone spectroscopy with prior one or two π-pulses for state initialization as one moves up in the ladder(Fig. 2a)). The TE101 mode (with resonance at ωr/2π = 7.2742 GHz and bandwidth κ/2π = 3.3 MHz) of a 3D rectangular copper cavity is used for the joint dispersive measurement of the three qubits. Transitions to the second excited states of each mode are also determined using this technique (while keeping the other two qubits in their ground states) and cross verified by the two-photon transitions from the ground states. Measurement of these fifteen transitions allow determining the anharmonicities (αµ = −2Jµ) and inter-qubit coupling (Jµν) strengths. Then coherence measurements on the three transitions involving zero to single photon excited states (bottom three transitions in Fig. 2a): ωµ/2π = A, B, C of each mode are performed to characterize the qubits. Dispersive shifts of the qubits are determined by measuring the shift in cavity frequency when the qubits are excited to the first excited state individually. All the three qubits have well separated frequencies, long coherence times, moderate anharmonicities and strong inter-qubit coupling. These results are summarized in Table. I.

Next, we characterize our native CCR(ϕ, θ) gates by performing standard and interleaved randomized benchmarking (RB). Generation of these twelve tones are done using three microwave sources where each source is modulated to create four frequencies for a single qubit. Standard RB of each transition involves a sequence of computational gates chosen randomly from the Clifford set addressing the two basis states connected by that transition. Note that these RB experiments should be considered as transition selective RB and not as single-qubit RB (see appendix B for details). To determine the fidelity of a particular gate we perform interleaved RB by inserting that gate after every computational gate in a standard RB sequence. Fig. 2b) show standard and interleaved RB data for the transition ωCALB1. The average gate fidelity Favg obtained from standard RB and π-gate (Toffoli) fidelity Fπ obtained from interleaved RB, along with gate lengths, for all twelve transitions are shown in Appendix D. The average of Fπ across all transitions is found to be 99.1(1)% which is substantially higher than previous demonstrations. Fidelities of any two-qubit or single-qubit gates can be estimated by taking products of fidelities of the constituent CCR(ϕ, θ) gates.

In order to demonstrate the universal programmability of our processor and characterize its performance, we run various three-qubit quantum algorithms. We start with the Deutsch-Jozsa (DJ) algorithm, which is a simple quantum algorithm to show quantum advantage over classical methods. The DJ algorithm determines whether a function f also called the “oracle”) is balanced or constant. The function takes an n-bit register x as input and is said to be balanced if the 1-bit output is 0 for exactly half of the possible inputs and 1 for the rest, whereas f is called a constant function if the output is always 0 or 1 irrespective of the input. In the classical case one needs 2 (best scenario) to 2^n − 1 + 1 (worst scenario) evaluations to determine the nature of the function, whereas the quantum algorithm requires only one evaluation.

| Qubit | ω/2π | −Jπ/π | T1 | T2|χ/2π | Jπ/π |
|-------|--------|-------------|-----|-----|------|------|
| A     | 4.9278 | 107.9 43.7 38.9 | 0.064 | JAB/π = 192.4 |
| B     | 5.4156 | 113.1 43.5 43.3 | 0.061 | JBC/π = 211.4 |
| C     | 5.6864 | 138.0 26.3 13.6 | 0.069 | JCA/π = 242.0 |

FIG. 3. Quantum circuit for the Deutsch-Jozsa (DJ) algorithm. W0(−W0) represents a positive (negative) rotation about the w-axis by an amount θ. The oracle is implemented through the application of gates in one of the shaded regions. The constant function is implemented by the presence or absence of the Xπ gate on qubit C. An example (A⊕BC) for the balanced function is shown. A measurement output of |000⟩ indicates a constant function.
TABLE II. Results of the three-qubit Deutsch-Jozsa algorithm. The success probabilities (SP) for the two implementations of the constant function \( f(x) = 0 \text{ or } 1 \) and ten different implementations of the balanced function are shown. The theoretical success probabilities are 100% for all the cases. The numbers in parentheses represent standard error obtained after 20000 repetitions of each oracle.

| Function | Constant | Balanced |
|----------|----------|----------|
|          | 0        | 1        | A        | B        | C        | A\(\oplus\)B | B\(\oplus\)C | C\(\oplus\)A | A\(\oplus\)BC | B\(\oplus\)CA | C\(\oplus\)AB | AB\(\oplus\)BC\(\oplus\)CA |
| SP(%)    |          |          |          |          |          |            |            |            |            |            |            |                |
|          | 86.0(3)  | 72.6(3)  | 93.4(2)  | 92.2(2)  | 97.4(1)  | 98.1(1)    | 97.5(1)    | 97.1(1)    | 96.9(1)    | 96.0(1)    | 95.0(2)    | 93.5(2)      |

FIG. 4. Three-qubit implementations of the Bernstein-Vazirani and Grover's algorithms and their results. (a) The gray area represents the circuit diagram for the oracle implementation. The particular oracle is showing the realization of the unknown string ‘111’, while the string ‘000’ would be realized by application of no gates. The bottom panel shows experimental outcomes indicating success probabilities (SP). The theoretically expected SPs are 100% for all cases. (b) The oracle for Grover’s algorithm is realized by the application of CCZ gates (connected black/white circles; black representing 1 and white representing 0) conditioned on different qubit states. The probability amplification is performed by a CCZ\(_{000}\) gate (which flips the phase of \( |000\rangle \)) sandwiched between single-qubit \(-\pi/2\) and \(+\pi/2\) rotations about the \( y\)-axis on all the qubits. The bottom panels show SPs for each marked state. Ideal values for a single iteration are 78.125%. Each of the oracle implementations are repeated for 20000 times for both algorithms. The numbers in parentheses represent the standard error of the outcomes.

Fig. 3 shows the quantum circuit for our (ancilla-free) implementation of the DJ algorithm. The algorithm starts with preparation of a specific equal superposition state \(|0\rangle + |1\rangle\)/\(|0\rangle + |1\rangle\)/\(|0\rangle - |1\rangle\)/\(2\sqrt{2}\) using \(\pm\pi/2\) gates on qubit C conditioned on the string C. The oracle implements the constant function by either applying or not applying an \(X_{\pi}\) gate (\(\pi\) rotation about the \(x\)-axis) on qubit C which corresponds to \(f(x) = 1\) and 0 respectively. Ten different kinds of balanced functions are implemented by applying a combination of \(Z_{\pi}\) and controlled-Z gates. After application of one of the oracles, the states are rotated back before the final measurement. A final outcome of \(|000\rangle\) indicates a constant function whereas anything else implies a balanced function. We obtained mean success probabilities (SP) of 95.5(1)% and 79.3(3)% for the balanced and constant functions respectively with theoretical predictions being 100% for both cases. None of the algorithmic outcomes are corrected for state preparation and measurement (SPAM) errors. Individual success probabilities for all the functions are tabulated in Table II and are comparable with previous demonstrations.

The Bernstein-Vazirani (BV) algorithm is similar to the DJ algorithm, where the goal is to determine an unknown string of binaries \(c = \{c_1, c_2, \cdots, c_n\}\). The oracle is defined as \(c \cdot x \mod 2\), where \(x\) is the input register to which the user has full control. The BV algorithm just takes one execution of the oracle to find the unknown string \(c\). The quantum circuit and results are shown in Fig. 4(a). The eight instances of the oracle are implemented by the application of conventional CNOT\(_{A\rightarrow C}\), CNOT\(_{B\rightarrow C}\) (each composed of two CCNOT) and \(Y_{\pi}\) (composed of four CCR\((0, \pi)\)) gates on qubit C.
tioned on the classical bits being 1 in the unknown string. The results are shown in Fig. 4(a). On average, correct results are obtained with a probability of 63.1(3)% which is not as good as previous demonstrations in optical and trapped-ion systems.10,20 However, ours is the first demonstration of a three-qubit BV in a solid-state system with further possibility of improvement as discussed later.

The DJ and BV algorithms are deterministic in nature, however, there are certain quantum algorithms which find the correct answer probabilistically and yet provide quantum advantage. Next, we demonstrate one such algorithm, namely the Grover’s algorithm, which can provide quadratic speedup in performing search of an unsorted database. This algorithm can find, in \(O(\sqrt{N})\) steps, the unique input that produces a specific output when fed to a database of size \(N\). We perform a single iteration of Grover’s search on our three-qubit system with database size \(N = 2^3 = 8\). The theoretical probability of getting the right answer after a single iteration of Grover’s algorithm for \(N = 8\) is 78.125% compared to 25% for the classical case. Our implementation of the quantum circuit is shown in Fig. 4(b) which does not require any ancillary qubit. The algorithm starts with preparation of the equal superposition state \(\ket{0} + \ket{1} / \sqrt{2}\), realized by \(Y_{\pi/2}\) gates on all qubits, followed by the mapping of the marked state through an oracle which we implement using appropriate CCZ gates. The oracle flips the probability amplitude of the marked state which is then amplified by the next stage of operations (gates within the dashed lines in Fig. 4(b)). Finally, the qubits are measured to find the answer. Note that our circuit is significantly simpler than the conventional circuit, because of access to generalized CCZ gates. The outcomes for the eight possible oracles are shown in Fig. 4(b) with mean SP of 49.2(4)%. These results are on par with a recent demonstration in the trapped-ion system, although much better results were expected due to access to native three-qubit gates. The first limiting factor is the measurement error which is discussed in detail later. The other fact is the requirement of preparation of equal superposition state, which is currently implemented inefficiently in our system.

Finally, we implement Quantum Fourier transform (QFT) which is a key ingredient in many quantum algorithms that exploit parallel functional evaluation through preparation of a superposition state to achieve exponential speedup over classical algorithms. Two such algorithms are order-finding and phase estimation. Order-finding protocol plays a crucial role in Shor’s factorizing algorithm and the phase estimation protocol determines the phase \(\phi\) of an eigenvalue problem \(A|\phi\rangle = e^{i\phi}|\phi\rangle\) with \(n\)-bit precision using an \(n\)-qubit QFT.14

The quantum circuit for the three-qubit QFT is shown in Fig. 5(a) consisting of twelve native gates (each single-qubit gate composed of four CCR gates) and three virtual CC\(\theta\) gates. Note that the Hadamard gates are replaced with \(-Y_{\pi/2}\) gates which lead to identical projections on subsequent measurement and the swap between qubits A and C are done in software after recording the outcomes. To demonstrate the period-finding protocol, we initialize the system in a superposition state of the form \(\ket{\psi} = \sum_j C_j \ket{j}\), where coefficients \(C_j\) are chosen to exhibit amplitude periodicities 1, 2, 4 and 8 (see Fig. 5(b)). After performing the QFT, amplitude modulation appears in the distribution of state populations. To compare the results with the theoretical predictions, we define squared statistical overlap (SSO) as

\[
\text{SSO} = \left( \frac{\sum_j C_j^2}{\sum_j C_j^2} \right)^2,
\]

where \(C_j\) are the theoretically expected and experimentally obtained probabilities respectively for state \(\ket{j}\). The SSOs for each input state are shown in Fig. 5(b), with an average of 84(1)%.

The phase estimation protocol is identical to that of the period-finding where the input state is prepared in the form \(\ket{\psi} = \frac{1}{2\sqrt{2}} \sum_k \ket{0} + e^{-i2^k\phi} \ket{1}\). Preparation of these states requires rotation of each qubit about Z axis and \(\ket{\psi}\) exhibits \(\phi\) dependent phase modulation in the coefficients \(C_k\). Performing QFT on this state allows determination of \(\phi\) with a 3-bit precision which is mapped on to the population of the states. We swept \(\phi\) from 0 to \(2\pi\) in steps of \(2\pi/16\) and the results are shown in Fig. 5(c). Values of \(\phi\) that are integer multiples of \(2\pi/8\) result in the state \(\ket{\phi/2\pi}\) after the QFT, whereas for non-integer multiples the value of \(\phi\) is mapped on to nearest 3-bit states. The average success probability for the cases of integer multiples is 70.1(3)% and the mean SSO for the non-integer multiples is 92(1)%.

Our results are mainly limited by measurement error (mean error 10.5%) due to relatively large overlaps between histograms (see Fig. 7 in Appendix). The reason behind our inability to improve the measurement error is small dispersive shifts of the qubits for the specific sample (Table I). Dispersive shifts can be easily increased by several times through modifying the geometry of the capacitor pads while retaining optimal level spacing. Another way of improving the results is to reduce evaluation time of the algorithms. The processor is programmed to apply the (native CCR) gates sequentially, but all the pulses for a single qubit can be applied simultaneously by generating multi-frequency pulses and that will reduce the execution time significantly. One advantage we achieve by making the trimon asymmetric is that all the three modes are now strongly coupled, leading to negligible ac Stark shifts. Given the separation between different transitions, we can therefore easily increase Rabi rates by a factor of 2 to 3 or even more by appropriate pulse shaping and implementing a full derivative removal by adiabatic gate (DRAG) pulses. Another problem we have noticed (among several samples), that reduce the rate of data acquisition, is the occasional jumps in the system parameters and instability in one of the qubits. Understanding this instability and implementing possible
FIG. 5. Three-qubit quantum Fourier transform (QFT) protocol and results. (a) The quantum circuit for performing QFT. The state preparation step consists of single-qubit rotations to achieve desired periodicity in the coefficients $C_j$ in $|\psi\rangle = \sum_{j=0}^7 C_j |j\rangle$. The gray area represents the implementation of QFT circuit using twelve native pulses (for $-Y_{\pi/2}$ gates) and three virtual CCθ gates. The registers are finally measured to obtain the state populations. (b) Results of the period-finding protocol for four different initial states with periodicities 1, 2, 4 and 8. The gray and brown bars represent theoretical and experimentally obtained values. The squared statistical overlap (SSO) denote the fidelity of the process with statistical uncertainties obtained from 20000 repetitions. (c) Results of the phase estimation protocol. Modulating phase is swept over a range of 0 to $2\pi$ in steps of $2\pi/16$. Mean fidelity obtained is 81.3(9)%.

In summary, we have presented a universally programmable solid-state three-qubit processor with unparalleled performance in superconducting architecture. Our results clearly illustrate the flexibility of the system and novel ways of efficiently implementing various algorithms. The efficiency originates from the all-to-all connectivity and access to native three-qubit gates. These two features enabled us to demonstrate the ancilla-free versions of the three quantum algorithms and thus cutting down the required number of physical qubits. We envisage the trimon as a building block for larger systems where multiple trimons are coupled to a common bus resonator and inter-trimon gates are performed by adapting the well established techniques of cross-resonance. This will help in realizing a small-scale processor with enhanced connectivity resulting in more efficient implementation of algorithms.
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Appendix A: Classical bounds for different quantum algorithms

We would like to compute the maximum classical success rates for problems addressed by Deutsch-Jozsa (DJ)\(^{29}\), Bernstein-Vazirani (BV)\(^{30}\), and Grover’s\(^{31}\) algorithm for one iteration of the functional evaluation. In the first case, given a specific output, the chance of the function being balanced or constant is exactly half. Therefore, the best strategy is to guess the function randomly, resulting in a success rate of 50%.

A single functional evaluation using a classical circuit for the determination of an unknown string \(c\) can, at maximum, reveal one bit of information. Hence, if \(c\) is a string of three bits, the other two bits have to be chosen randomly. Therefore, the probability of success in this case is \(\frac{1}{2}\) \(\cdot\) \(\frac{1}{2}\) \(= 25\%\).

The optimal classical strategy for searching an unsorted database (of size \(2^3 = 8\)) provides the correct answer with a probability of \(\frac{1}{8} + \frac{2}{8} \cdot \frac{1}{2} = 25\%\). This result corresponds to a chance of \(\frac{1}{8}\) getting the right outcome in the first iteration, followed by a random guess in case the first query failed.

Appendix B: Device Parameters

It is important to choose the device parameters in such a way that all transitions in the level diagram (see Fig. 2(a)) are well separated from each other for fast gate operations and prevention of leakage out of logical subspace. Another important criterion is to ensure that the absolute energy of the \(|111\rangle\) levels is significantly smaller than the available potential height of \(4E_{J_{min}}\) set by the smallest of the four junctions\(^{28}\). In order to find the required device parameters, we first start with a set of guess parameters and a target level diagram where each transition is separated by at least 30 MHz from any other transition. Then we run a minimization routine (downhill simplex) using the method described in Ref. 28 to find the Josephson junction energies and capacitances constrained to feasible values. A finite element simulation (using COMSOL\(^{\text{®}}\)) is used to find the geometric structure that gives rise to the required capacitance values. Josephson energies for different junctions are converted into junction overlap dimensions from independent fabrication calibrations. Finally, the device is prepared using standard lithographic and electron beam evaporation techniques. For the device presented here, required asymmetries are put in the capacitor structure while keeping the junctions identical to minimize fabrication uncertainties which are prominent for smaller features. Further, two of the diagonally opposite junctions are replaced with SQUIDs (see Fig. 1) for \textit{in-situ} control of the junctions asymmetry to play with the level spacings.

After experimental determination of the frequencies, inter-qubit coupling strengths, and anharmonicities, one can use the same minimization tool to predict the device parameters that would have led to the properties observed. For the device presented here, the best fit parameters are: \(E_{J_{12}} = 7.49\) GHz, \(E_{J_{23}} = 6.88\) GHz, \(E_{J_{34}} = 7.40\) GHz, \(E_{J_{41}} = 6.43\) GHz, \(C_{12} = 37.95\) fF, \(C_{23} = 34.30\) fF, \(C_{34} = 32.91\) fF, \(C_{41} = 27.53\) fF, \(C_{13} = 10.84\) fF, \(C_{24} = 19.19\) fF, \(C_{31} = 8.81\) fF, \(C_{42} = 8.68\) fF, and \(C_{53} = 9.08\) fF. The ground capacitances are assumed to be \(0.01\) and \(0.02\) fF for the smaller and larger pads respectively. To achieve the optimal level spacing we operate at a flux-bias which corresponds to integer multiple of the flux-quantum for the ring but fractional flux-quantum for the small squid loops. This operating point is evident from the observation that bottom-left \((E_{J_{23}})\) and top-right \((E_{J_{41}})\) junctions have smaller Josephson energies than the rest. The remaining asymmetries in the junction energies can be attributed to fabrication uncertainties \((\sim 3\%)\). The capacitance values in the junction energies can be attributed to fabrication uncertainties \((\sim 3\%)\). The capacitance values are in good agreement \((\sim 3\%\) mismatch\) with the estimates from the COMSOL\(^{\text{®}}\) simulation.

Appendix C: Signal Generation and Measurement Setup

The detailed measurement setup is shown in Fig. 6. We use four microwave sources - three for the qubits and one for the readout. Pulses at the four different frequencies for a single qubit are generated by modulating a microwave tone kept close to the mean of two extreme transition frequencies. Two channels of an arbitrary waveform generator (AWG) running at \(2 \times 10^9\) samples/s are used for the sideband modulation of each qubit. We use two 4-channel AWGs, one of them being triggered by the master AWG. Modulating waveforms sent to two AWGs are generated with appropriate time shifts to account for the trigger delay and synchronize the outputs. Input signals are passed through a 20-dB attenuator (at 4 K stage) followed by reflective low-pass and lossy Eccosorb\(^{\text{®}}\) filters\(^{39}\) attached to the base plate. The trimer device is placed inside a copper 3D rectangular cavity with resonant frequency \(\omega_r/2\pi = 7.2742\) GHz (TE\(_{101}\) mode). Qubit state preparation and joint dispersive readout are performed by sending microwave tones through a common input coaxial line. The transmitted signal at \(\omega_r\) is first amplified using a near-quantum-limited Josephson parametric amplifier\(^{40}\) followed by a commercial high-electron-mobility-transistor (HEMT) amplifier at 4 K and room temperature amplifiers. The homodyne detection of the outgoing signal is performed by demodulation, further amplification and digitization at a rate of \(100 \times 10^6\) samples/s. The digitized signal is stored and processed inside a computer.

Appendix D: Randomized Benchmarking

We estimate the gate fidelity corresponding to a particular transition by carrying out Clifford based stan-
standard randomized benchmarking (RB) in the two-level subspace corresponding to that transition. In this protocol we choose a group of rotations that maps the two level system between two polar and four equally spaced equatorial points on the Bloch sphere. We arrange them in a random fashion to remove any bias from the gate error. Finally we apply a recovery pulse which is inverse of the effective rotation due to all previous gates of that sequence. We do a projective measurement on the final state. The initial state population at the end of the sequence is defined as the sequence fidelity. As we vary the length \((N_s)\) of the sequences, error accumulation gives rise to an exponential decay of the sequence fidelity \(F_s\) which follows as \(F_s = A p_s^{N_s} + B\). The SPAM error affects only \(A\) and \(B\) and leaves the decay rate \(p_s\) unaffected. The average gate fidelity \(F_{\text{avg}}\) is then obtained from \(F_{\text{avg}} = (1 + p_s)/2\).

To quantify the error in a particular gate \(G\), we first obtain a reference curve by performing standard RB and extract the decay rate \(p_{\text{ref}}\). Now we interleave the target gate \(G\) between the randomly generated Cliffords and fit the decay curve to another exponential of the same form resulting in a decay rate \(p_G\). The error of the target gate can be estimated by separating out the error due to the reference RB using the formula, \(r_G = (1 - p_G/p_{\text{ref}})/2\). Fidelity \(F_G\) of the gate \(G\) is then obtained from \(F_G = 1 - r_G\).

In order to execute RB addressing a particular transition in the full three-qubit Hilbert space, we first initialize the system to the lower energy state of that particular
two level subspace. This might require zero, one or two additional CCNOT pulses depending on the particular transition. Every RB sequence is appended with pulses that will bring the system back to $|000\rangle$ before the final projective measurement. The sequence fidelity is then measured by the population of the $|000\rangle$ state. For every RB experiment we have varied $N_s$ from 1 to 40 and for every given length 10 random Clifford sequences are chosen. The fidelity of each such sequence is estimated by performing 30000 repetitions. The average Clifford gate fidelities and the generalized Toffoli ($\text{CC}R(-\pi/2, \pi)$) gate fidelities obtained from standard and interleaved RB for all the transitions are tabulated in Table III.

### Appendix E: Qubit Readout and State Tomography

Since all the three qubits share the same host cavity, they are subject to joint dispersive readout. Typical histograms of all the basis states resulting from a $\sigma_z$-measurement are shown in Fig. 7. Although large overlaps between some basis states appear because of similar dispersive shifts (see Table I), states $|000\rangle$ and $|111\rangle$ have a very small overlap with the rest and can be measured with high confidence. We draw two demarcation lines (dashed gray lines in Fig. 7) to separate states $|000\rangle$ and $|111\rangle$ from the rest, and discard any outcomes which fall between the two lines. Thus, in the first measurement, one finds projections along $|000\rangle$ and $|111\rangle$. Then to find projections along $|001\rangle$ and $|110\rangle$ two CCNOT gates are applied at frequencies $\omega_{CA0B0}$ and $\omega_{CA1B1}$ to exchange population between pairs $|000\rangle \leftrightarrow |001\rangle$ and $|110\rangle \leftrightarrow |111\rangle$. In the next iteration, two more CCNOT gates are applied to perform measurements along $|010\rangle$ and $|101\rangle$ and so on. One thus needs four rounds of measurements to find projections of all three-qubits along the $\sigma_z$ direction. Measurement fidelities for the states $|000\rangle$ and $|111\rangle$ are $F_{000} = 95.1(2)\%$ and $F_{111} = 85.2(3)\%$ respectively obtained from the extreme two histograms in Fig. 7. Measurement fidelities for the other basis states are obtained by multiplying these fidelities with the fidelity of the relevant CCNOT gate used for the swap operation.

### Appendix F: Tomography and fidelity of various states

Apart from the quantum algorithms presented in the main text, we have prepared various entangled and product states and performed three-qubit tomography for verification. Performing tomography on an arbitrary state requires measurement along $x$, $y$, $z$-axes of all qubits, i.e., along $3 \times 3 \times 3 = 27$ orthogonal directions. This is done by applying all combinations of pre-rotations on individual qubits along $x$ or $y$-axes before performing the $\sigma_z$-measurement to find all the necessary projections. Then these projections are used to reconstruct the most probable density matrix $\rho_{\text{expt}}$ using the maximum likelihood estimation technique. The fidelity of the reconstructed state is calculated using the definition $F_{\text{expt}} = \text{Tr} \left[ \sqrt{\sqrt{\rho_{\text{th}}} \rho_{\text{expt}} \rho_{\text{th}}} \right]$, where $\rho_{\text{th}}$ is the ideal density matrix corresponding to the state. The fidelities of the states prepared, along with a number of native pulses required for preparation are tabulated in Table IV. These fidelity numbers are corrected for measurement errors due to histogram overlaps. In order to characterize the performance of our processor, we also performed numerical simulations using the QuTiP open-source software package with the decoherence parameters shown in Table I. The fidelities $F_{\text{sim}}$ are very close to what we obtained experimentally. The small discrepancy can be attributed to measurement errors which are not included in the simulations.
TABLE IV. State fidelities obtained experimentally (\(F_{\text{expt}}\)) and from numerical simulation (\(F_{\text{sim}}\)) of various two- and three-qubit entangled and equal superposition states along with the number of pulses required for preparation. The numbers in parentheses represent fidelity error obtained from bootstrapping.

| Name            | State                                | Pulses | \(F(\%)\) | \(F_{\text{sim}}(\%)\) |
|-----------------|-------------------------------------|--------|-----------|---------------------|
| Bell            | \(|000\rangle + |110\rangle\sqrt{2}\)           | 2      | 95.3(1)   | 96.7                |
| GHZ             | \(|000\rangle + i|111\rangle\sqrt{2}\)           | 3      | 93.4(1)   | 95.1                |
| Werner          | \(|100\rangle + |010\rangle + |001\rangle\sqrt{3}\)         | 3      | 95.4(1)   | 96.5                |
| Equal superposition | \(|0\rangle + |1\rangle\rangle\times3\sqrt{2}\)   | 7      | 93.3(1)   | 95.9                |

1. Corresponding author: r.vijay@tifr.res.in
2. M. A. Nielsen and I. L. Chuang, Quantum computation and quantum information (Cambridge university press, 2010).
3. D. G. Cory, M. D. Price, W. Maas, E. Knill, R. Laflamme, W. H. Zurek, T. F. Havel, and S. S. Somaroo, Phys. Rev. Lett. 81, 2152 (1998).
4. M. D. Reed, L. DiCarlo, S. E. Nigg, L. Sun, L. Frunzio, S. M. Girvin, and R. J. Schoelkopf, Nature 482, 382 (2012).
5. N. Olek, A. Petrenko, R. Heeres, P. Reinhold, Z. Leghtas, B. Vlastakis, Y. Liu, L. Frunzio, S. Girvin, L. Jiang, et al., Nature 536, 441 (2016).
6. P. Schindler, J. T. Barreiro, T. Monz, V. Nebendahl, D. Nigg, M. Chwalla, M. Hennrich, and R. Blatt, Science 332, 1059 (2011).
7. S. Gulde, M. Riebe, G. P. T. Lancaster, C. Becher, J. Eschner, H. Hffner, F. Schmidt-Kaler, I. L. Chuang, and R. Blatt, Nature 421, 48 (2003).
8. E. Brainis, L.-P. Lamoureux, N. J. Cerf, P. Emplit, M. Haelterman, and S. Massar, Phys. Rev. Lett. 90, 157902 (2003).
9. K.-A. Brickman, P. C. Haljan, P. J. Lee, M. Acton, L. Deslauriers, and C. Monroe, Phys. Rev. A 72, 050306 (2005).
10. L. DiCarlo, J. M. Chow, J. M. Gambetta, L. S. Bishop, B. R. Johnson, D. I. Schuster, J. Majer, A. Blais, L. Frunzio, S. M. Girvin, and R. J. Schoelkopf, Nature 460, 240 (2009).
11. M. Haeffner, C. Schlippert, R. Schrenk, W. Haeffner, M. Peng, and J. Du, Phys. Rev. Lett. 105, 040504 (2010).
12. T. Monz, D. Nigg, E. A. Martinez, M. F. Brandl, P. Schindler, R. Rines, S. X. Wang, I. L. Chuang, and R. Blatt, Science 351, 1068 (2016).
13. J. Chiaverini, J. Britton, D. Leibfried, E. Knill, M. D. Barrett, R. B. Blakestad, W. M. Itano, J. D. Jost, C. Langer, R. Ozeri, T. Schaetz, and D. J. Wineland, Science 308, 997 (2005).
14. Y. Salathé, M. Mondal, M. Oppliger, J. Heinsoo, P. Karpierz, A. Potocnik, A. Mezzacapo, U. Las Heras, L. Lamata, E. Solano, S. Filipp, and A. Wallraff, Phys. Rev. X 5, 021027 (2015).
15. E. Lucero, R. Barends, Y. Chen, J. Kelly, M. Mariantoni, A. Mezzacapo, U. L. Hers, R. Babbush, A. G. Fowler, B. Campbell, Y. Chen, Z. Chen, B. Chiaro, A. Dunsword, E. Jeffrey, E. Lucero, A. Megrant, J. Y. Mutus, M. Neeley, C. Neill, P. J. O’Malley, C. Quintana, P. Roushan, D. Sank, A. Vainsencher, J. Wenner, T. C. White, E. Solano, H. Neven, and J. M. Martinis, Nature 534, 222 (2016).
16. E. Lucero, R. Barends, Y. Chen, J. Kelly, M. Mariantoni, A. Mezzacapo, U. L. Hers, R. Babbush, A. G. Fowler, B. Campbell, Y. Chen, Z. Chen, B. Chiao, A. Dunsword, E. Jeffrey, C. Quintana, P. Roushan, D. Sank, A. Vainsencher, J. Wenner, T. C. White, E. Solano, and J. M. Martinis, Nature Physics 7, 819 (2012).
17. S. Debnath, N. M. Linke, C. Figgatt, K. A. Landsman, K. Wright, and C. Monroe, Nature 536, 63 (2016).
18. C. Figgatt, D. Maslov, K. A. Landsman, N. M. Linke, S. Debnath, and C. Monroe, Nature Communications 8, 1918 (2017).
19. D. García-Martín and G. Sierra, arXiv preprint arXiv:1712.05642 (2017).
20. T. Toffoli, “Reversible computing,” in Automata, Languages and Programming: Seventh Colloquium Noordwijkerhout, the Netherlands July 14–18, 1980, edited by J. de Bakker and J. van Leeuwen (Springer Berlin Heidelberg, Berlin, Heidelberg, 1980) pp. 632–644.
