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Abstract

Multi-object tracking (MOT) has made great progress in recent years, but there are still some problems. Most MOT algorithms follow tracking-by-detection framework, which separates detection and tracking into two independent parts. Early tracking-by-detection algorithms need to do two feature extractions for detection and tracking. Recently, some algorithms make the feature extraction into one network, but the tracking part still relies on data association and needs complex post-processing for life cycle management. Those methods do not combine detection and tracking well. In this paper, we present a novel network to realize joint multi-object detection and tracking in an end-to-end way, called Global Correlation Network (GCNet). Different from most object detection methods, GCNet introduces the global correlation layer for regression of absolute size and coordinates of bounding boxes instead of offsets prediction. The pipeline of detection and tracking by GCNet is conceptually simple, which does not need non-maximum suppression, data association, and other complicated tracking strategies. GCNet was evaluated on a multi-vehicle tracking dataset, UA-DETRAC\textsuperscript{[26]}, and demonstrates promising performance compared to the state-of-the-art detectors and trackers.

1. Introduction

MOT is a basic problem in computer vision, and its goal is to calculate the trajectories of all the interested objects from the consecutive frames of images. It has a wide range of application scenarios, such as autonomous driving, motion attitude analysis and traffic monitoring, and it receives increasing attention in recent years.

Traditional MOT algorithms follow tracking-by-detection framework, which is split into two modules, detection and tracking. With the development of object detection, those algorithms achieve great performance and dominate almost the entire MOT domain. The tracking module in tracking-by-detection framework usually contains three parts: feature extraction, data association and lifecycle management. Early tracking methods use simple features to accomplish data association, such as location, shape and velocity, but those features have obvious deficiencies. Later, most methods utilize appearance features, especially high-level features from deep neural networks. Those appearance features can greatly improve association accuracy and robustness, but it leads to increased calculation. Currently, some MOT algorithms integrate feature extraction into the detection module, which add the ReID head to get the instance-level feature for data association. Although those algorithms require less computation, the data association still needs to do motion prediction and set complex tracking strategies, resulting in too many hyperparameters and a cumbersome inference pipeline.

In this paper, we present a novel network for end-to-end joint detection and tracking. The network realizes bounding box regression and tracking in the same way, which is called global correlation. It is we all know that bounding box regress usually use the local feature to estimate offsets between the anchor and the ground truth, or estimate box size and the offset between key point and feature location. In our framework, we want to regression absolute coordinate and size of bounding box rather than relative coordinate or offset. But in traditional convolutional neural networks, the local feature cannot contain global information when the receptive field is not large enough. The self-attention mechanism allows the features of each location to contain global information, but its computational complexity is too large to be used on a high-resolution feature map. Here, we introduced the global correlation layer to encode global information into features at each location. For a feature map $F \in \mathbb{R}^{h \times w \times c}$, two feature maps $Q$ and $K$ are obtained after two linear transformations.

$$Q_{ij} = W_q F_{ij}, K_{ij} = W_k F_{ij} \quad (1)$$

where $X_{ij} \in \mathbb{R}^{c}$, denotes the feature vector at the $i_{th}$ row
and the $j_{th}$ column of $X$. Then for each feature vector $Q_{ij}$, calculate the cosine distance between it and all $K_{ij}$, after another linear transformation $W$, we can get the correlation vectors $C_{ij} \in \mathbb{R}^{c'}$.

$$C_{ij} = W \cdot \text{flatten} \begin{bmatrix} Q_{ij} K_{11} \\ |Q_{ij}| |K_{11}| \\ \vdots \\ Q_{ij} K_{h1} \\ |Q_{ij}| |K_{h1}| \\ \vdots \\ Q_{ij} K_{1w} \\ |Q_{ij}| |K_{1w}| \\ \vdots \\ Q_{ij} K_{hw} \\ |Q_{ij}| |K_{hw}| \end{bmatrix}$$ (2)

Those correlation vectors $C_{ij}$ have been encoded the correlation between local feature vectors $Q_{ij}$ with global feature map $K$, so it can be used to regress the absolute bounding boxes for the objects at the corresponding positions in the image. All of the correlation vector $C_{ij}$ can form a correlation map $C \in \mathbb{R}^{h \times w \times d'}$, so we can simply get bounding boxes $B \in \mathbb{R}^{h \times w \times 4}$ by a convolution layer with $1 \times 1$ kernel size. When performing object detection, the $K$ and $Q$ from the image in the same frame will be used; when performing object tracking, the $Q$ from the image in the previous frame and $K$ from the image in the current frame will be used. In this way, we unify detection and tracking under the same framework.

In terms of object classification, we use the same network structure and training strategy as CenterNet. When infers, we will get a detection heatmap $Y_d$ and a tracking heatmap $Y_t$ in each frame. The detection heatmap $Y_d$ denotes detection confidences of object centers in the current frame, and the tracking heatmap $Y_t$ denotes tracking confidence between the current frame and the next frame. Peaks in the heatmaps correspond to detection and tracking key points, and the max-pooling will be used to get final bounding boxes without box non-maximum suppression (NMS).

$$B_{ij} \in \text{Result} \quad \forall i,j \rightarrow \text{maxpool} (Y, 3, 1)_{ij} = Y_{ij}$$ (3)

where the $\text{maxpool}(H, a, b)$ represents a max-pooling layer with kernel size $a$ and stride $b$. So, the GCNet can realize joint multi-object detection and tracking without complicated post-process, such as NMS and data association, which has a concise pipeline.

We started from the perspective of autonomous driving, so we performed algorithm evaluation on a vehicle tracking dataset, UA-DETRAC. And GCNet shows competitive performance with $74.04\%$ AP and $36$ FPS in detection, $19.10\%$ PR-MOTA and $34$ FPS in tracking. Figure 1 shows some examples of tracking results.

2. Related Works

Object detection: With the explosion of deep learning, object detection technology has developed rapidly. Existing object detection algorithms can be divided into two categories, anchor-based algorithms [16][11][6][15][5][7] and anchor-free algorithms [30][9][4]. Anchor-based algorithms set a series of anchor boxes and regress offsets between anchor boxes and ground truth by local features. Most anchor-free algorithms use full-convolution networks to estimate the key points of targets, and then obtain the bounding boxes through the key points. Those algorithms consider local features for bounding box regression, so they can only get the offsets between anchor boxes or key points and ground truth rather than absolute bounding box coordination. DETR [4] adopt an encoder-decoder architecture based on transformers to achieve object detection. Transformer can integrate the global information into the features at each position, but the self-attention mechanism of transformer requires a lot of computation and GPU memory, which is difficult to apply to high-resolution feature maps. In our joint detection and tracking framework, we
should not only detect objects in a single image, but also tracking objects in different images, and the offsets for the same object in different images are hard to define. So, here we introduce the global correlation layer to embed global information into features at each position for absolute coordinates regression, which can apply to higher-resolution feature maps than transformer.

Tracking-by-detection: With the improvement of detection accuracy, tracking-by-detection methods [17][2][27][3][23][18][21] have become the mainstream in the field of multi-object tracking. Tracking is considered as a data association problem in the tracking-by-detection framework. Features such as motion, shapes and appearance are used to describe the correlation between detections and tracks and establish a correlation matrix. Hungary algorithm[20], JPDA[17], MHT[8] and other algorithms take the correlation matrix as input to complete data association. Although those algorithms have made great progress, there are some drawbacks. First, they do not combine detector and tracker well and most of them need to do feature extraction separately, which brings unnecessary computation. Second, they often rely on complicated tracking rules for lifecycle management, resulting in numerous hyperparameters and difficult tuning. In our approach, detection and tracking are done in the same way, so they are well combined and the computation of feature extraction is reduced. And our approach gets rid of the complex tracking rules.

Joint detection and tracking: In the field of multi-object tracking, it is an important research direction to combine detection and tracking. [28][13][24][25] start from multi-task learning, and add ReID feature extraction to the existing object detection networks. [1] adopt Faster-RCNN framework, and accomplish tracking by RoI pooling and bounding box regression without data association. [29] takes the current frame, the previous frame, and a heatmap rendered from tracked object centers as inputs, and produces an offset map which greatly simplifies data association. [14] convert the MOT problem into pair-wise object detection problem, and realize end-to-end joint object detection and tracking. [29] and [14] are two innovative approaches to joint detection and tracking. Like them, this paper provides a new idea for joint detection and tracking.

3. Methodology

Our network is designed to solve the online MOT problem. At time step $t$, we have obtained the object trajectories $\{T_1, T_2, \ldots, T_n\}$ from time 0 to time $t - 1$, where $T_i = [B_{i,1}, B_{i,2}, \ldots, B_{i,t-1}]$ and $B_{ij}$ is the bounding box of object $i$ at time $j$. Given an image of the current frame $I_t \in R^{h \times w \times 3}$, we should assign the bounding boxes $B_{x,t}$ of objects in the current frame to historical trajectories or generate new trajectories. The following will introduce our algorithm in detail.

3.1. Global Correlation Network

Detection module: The detection module architecture is depicted as Figure 2, which contains three parts, backbone, classification branch and regression branch. Backbone is for high-level feature extraction. Because our classification is the same as CenterNet, each location of the feature map may correspond to an object center point, resolution of the feature map has a crucial impact on network performance. To get high resolution and keep large receptive field, we
take the same skip connection structure as FPN, but only output the finest feature map \(F\). The size of the feature map \(F\) is \(h' \times w' \times c\), equal to \(\frac{h}{s} \times \frac{w}{s} \times c\), where \(h\) and \(w\) are height and width of the original image. This resolution is 4 times that of DETR. The classification branch is a full convolution network and outputs a confidence map \(Y_d \in R^{h' \times w' \times n}\) with values between 0 and 1. The peaks of the \(i_{th}\) channel of \(Y_d\) correspond to the centers of objects belonging to the \(i_{th}\) category. Regression branch is to calculate bounding boxes \(\{[x, y, h, w]_i|1 \leq i \leq N\}\). First, take \(F\) and \(Y_d\) as inputs, three feature maps \(K, Q, V\) are generated.

\[
\begin{align*}
Q &= BN_Q(Conv_Q(F, 1, 1, c) + P) \\
K &= Gate[BN_K(Conv_K(F, 1, 1, c) + P), Y_d] \\
V &= Conv_V(F, 1, 1, c)
\end{align*}
\]  

(4)

where \(Conv(F, a, b)\) denotes convolution layer with kernel size \(a\), strides \(b\) and kernel number \(c\), \(BN\) denotes batch normalization layer. \(Gate(X, Y)\) is depicted as Figure 3, which is a kind of spatial attention. \(P\) is the position embedding with same shape as \(F\), and its expression is shown in equation (5).

\[
P_{ijk} = \begin{cases} 
\cos\left(\frac{4\pi k}{c}\right) + \frac{z_i}{h'}, & 0 \leq k < \frac{c}{2} \\
\cos\left(\frac{4\pi k}{c} + \frac{\pi}{w'}\right), & \frac{c}{2} \leq k < c \\
0 \leq i < h', 0 \leq j < w'
\end{cases}
\]  

(5)

Two embedding vectors that are close in position have a large cosine similarity, and two that are farther away have a small cosine similarity. This attribute can reduce the negative impact of similar objects when tracking. Then calculate the correlation vectors \(C_{ij}\) between the \(Q_{ij}\) and \(K\) by equation (2). The final bounding boxes \(B_{d,ij} = [x_{ij}, y_{ij}, h_{ij}, w_{ij}]\) can be get by equation (6). Here, we directly regress the absolute coordinates and size of the bounding box, which is different from most existing methods, especially the anchor-based methods.

\[
B_{d,ij} = W \cdot BN\left([C_{ij} \ V_{ij}]\right)
\]  

(6)

**Tracking module:** Tracking is to assign objects in the current frame to historical tracks or generate new tracks. The architecture of the tracking module is depicted as Figure 4. The inputs of the tracking module are: 1) feature map \(K\) of the current frame, 2) detection confidence map of the current frame and 3) the feature vectors of historical tracks. And the tracking module outputs a tracking confidence and a bounding box for each historical track. As we can see, this architecture is almost the same as that of the detection module. Most of its network parameters are shared with the detection module, except for the fully connected layer for calculating tracking confidence (the green block in Figure 4). The tracked bounding boxes is consistent with that of the detected target box in the terms of expression, which is \(B_t = [x_i, y_i, h_i, w_i]\), with absolute coordinates and size. The tracking confidences indicate whether the objects are still in the image of the current frame. The tracking module works in an object-wise way, so it can naturally pass the ID of each object to the next frame, which is similar to the parallel single-object tracking (SOT).

**3.2. Training**

Our model can be trained end-to-end, but here, we train the GCNet in two stages. First, train the detection module, and then fine-tune the entire network. The training strategy of the classification branch is consistent with CornerNet. We define a heatmap \(Y_{gt} \in R^{h' \times w' \times n}\) with 2D Gaussian kernel as equation (7).

\[
Y_{gt,ijk} = \max_{1 \leq n \leq N_k} (G_{ij,n})
\]

(7)

\[
G_{ij,n} = \exp \left[ -\frac{(i - x_{ij})^2}{2\sigma_{x,n}^2} - \frac{(i - y_{ij})^2}{2\sigma_{y,n}^2} \right]
\]
where $N_k$ is the number of objects of class $k$, $[x_n, y_n]$ is the center of object $n$, and the variance $\sigma^2$ is relative with object size. The expression of $\sigma_x$ and $\sigma_y$ are equation (8), and the IoU threshold is set to 0.3 here.

$$\sigma_x = \frac{b \cdot (1 - \text{IoU}_{\text{threshold}})}{3 \cdot (1 + \text{IoU}_{\text{threshold}})}$$
$$\sigma_y = \frac{w \cdot (1 - \text{IoU}_{\text{threshold}})}{3 \cdot (1 + \text{IoU}_{\text{threshold}})}$$

(8)

The classification loss is a penalty-reduced pixel-wise focal loss:

$$L_{d,cla} = -\frac{1}{h \cdot w \cdot n} \sum_{ij} \left\{ \begin{array}{ll} (1 - y_{d,ijk})^2 \log (y_{d,ijk}), & y_{gt,ijk} = 1 \\ (1 - y_{gt,ijk})^2 y_{d,ijk}^2 \log (1 - y_{d,ijk}), & y_{gt,ijk} \neq 1 \end{array} \right.$$  

(9)

The regression branch is trained by CIoU loss, as shown in equation (10).

$$L_{d,reg} = \sum_{[ij]} \beta_{ij} \cdot L_{CIoU}(B_{gt,ij}, B_{d,ij})$$  

(10)

where the $[ij] = 1$ means the corresponding $B_{d,ij}$ is assigned to a ground truth. We assign a bounding box $B_{d,ij}$ to a ground truth if there are $G_{ij,n} > 0.3$ and $\sum_n G_{ij,n} - \max_n G_{ij,n} < 0.3$.

$$[ij] = \begin{cases} 1, \exists G_{ij,n} > 0.3 & \sum_n G_{ij,n} - \max_n G_{ij,n} < 0.3 \\ 0, \text{ otherwise} \end{cases}$$  

(11)

And for $B_{d,ij}$ with $\max_n G_{ij,n} = 1$, we set the weights of their regression loss $w_{ij}$ to be 2, and the weights of others are 1. This is to enhance the precision of the bounding boxes at center points.

We fine-tune the entire network with a pretrained detection module. At this training step, we input two images $I_{t-1}$ and $I_t$ at once, where $i$ is between 1 and 5. The loss contains two parts, detection loss of $I_{k-1}$ and tracking loss between the two images. Tracking loss also consists of two terms, regression CIoU loss and classification focal loss. The tracking ground truth is determined by object ID, the $B_{t,ij}$ and $Y_{t,ij}$ are positive if if the $[ij]$ in $I_{t-1}$ equal to 1 and the corresponding objects also exist in $I_t$. The total train loss is show at equation (12).

$$Loss = L_{d,cla} + L_{t,cla} + 0.1 \times (L_{d,reg} + L_{t,reg})$$  

(12)

### 3.3. Inference pipeline

The inference pipeline for joint multi-object detection and tracking is described in Algorithm 1. The inputs of the algorithm are consecutive frames of images $I_1 \sim I_t$. We record the trajectories $T_i$, confidence $Y_i$ and vectors $[V_i, Q_i]$ of all tracks and candidates in four collections, $T$, $O$, $\mathcal{V}$ and $\mathcal{C}$, respectively. At each time step, we do object detection on the current frame of image $I$ and track the existing tracks $T$ and the candidates $C$. We use tracking confidences to update all confidences in sets $\mathcal{V}$ and $\mathcal{C}$, and get $Y_i = \min (2 \times Y_i \times Y_{t,i}, 1.5)$. The tracks and candidates with a confidence lower than $p_2$ will be deleted, and other trajectories, candidates and corresponding features will be updated. This update strategy, $Y_i = \min (2 \times Y_i \times Y_{t,i}, 1.5)$, will give those tracks with higher tracking confidence a certain trust margin, and their confidence may be greater than 1. The detections that have IoU greater than $p_3$ or confidence
less than \( p_2 \) will be ignored. For the remaining detections, those with detection confidence greater than \( p_1 \) will be used to generated new tracks, and others will be added to the candidate set \( C \). As we can see, all the detection and tracking can be done in a sparse mode, so the overall computational complexity of the algorithm is very low.

**Algorithm 1:** Inference pipeline of GCNet

| Input: continuous frame images \( I_1 \sim I_t \). | Output: object trajectories \( T = [T_1, T_2, \ldots, T_n], T_i = [B_{i,1}, B_{i,2}, \ldots, B_{i,t-1}], B \) denotes bounding box. |
|-------------------------------------------------|-------------------------------------------------|
| Initialize: trajectory set \( T = \emptyset \), confidence set \( Y = \emptyset \), feature vector set \( O = \emptyset \), candidate set \( C = \emptyset \) and hyperparameters \( p_1, p_2, p_3 \). | for \( I_2 \sim I_t \) do |
|-------------------------------------------------| Q, K, V, B_d = DetectionModule(I); |
|-------------------------------------------------| for \( T_i \) in \( T \) do |
|-------------------------------------------------| \( B_{t,i}, Y_{t,i} = TrackingModule(Q_i, K, V_i); \) |
|-------------------------------------------------| if \( Y_{t,i} < p_2 \) then |
|-------------------------------------------------| | Delete \( T_i \) from \( T \); |
|-------------------------------------------------| else |
|-------------------------------------------------| | Add \( B_{t,i} \) to \( T \); |
|-------------------------------------------------| | Update \( Q_i = K_{mn}, V_i = V_{mn} \), where \( (m,n) \) is the center of \( B_{t,i}; \) |
|-------------------------------------------------| end |
|-------------------------------------------------| end |
|-------------------------------------------------| for \( C_i = [Y_{t,i}, Q_i, V_i, B_i] \) in \( C \) do |
|-------------------------------------------------| \( B_{t,i}, Y_{t,i} = TrackingModule(Q_i, K, V_i); \) |
|-------------------------------------------------| if \( Y_{t,i} < p_1 \) then |
|-------------------------------------------------| | Delete \( C_i \) from \( C \); |
|-------------------------------------------------| else |
|-------------------------------------------------| | Add \( B_{t,i} \) to \( T \); |
|-------------------------------------------------| | Update \( Q_i = K_{mn}, V_i = V_{mn} \), where \( (m,n) \) is the center of \( B_{t,i}; \) |
|-------------------------------------------------| end |
|-------------------------------------------------| end |
|-------------------------------------------------| for \( B_i \) in \( B_d \) do |
|-------------------------------------------------| if \( \exists j, IoU(B_i, T_j) > p_3 \) then |
|-------------------------------------------------| | continue; |
|-------------------------------------------------| else if \( Y_i > p_1 \) then |
|-------------------------------------------------| | Add \( T_{new} = [B_i] \) to \( T \); |
|-------------------------------------------------| | Add \( [Q_i, V_i] \) to \( O \); |
|-------------------------------------------------| | Add \( Y_i \) to \( Y \); |
|-------------------------------------------------| else if \( Y_i > p_2 \) then |
|-------------------------------------------------| | Add \( [Y_i, Q_i, V_i, B_i] \) to \( C \); |
|-------------------------------------------------| end |
|-------------------------------------------------| end |

4. Experiments

4.1. Benchmark and implementation details

We conduct the experiments on the vehicle detection and tracking dataset, UA-DETRAC. This dataset contains 100 sequences, of which 60 are used for training and the others are used for testing. The data in the training set and test set come from different traffic scenarios, make the test more difficult. The UA-DETRAC benchmark takes average precision (AP) to rank the performance of detectors, and PR-MOTA, PR-MOTP, PR-MT, PR-ML, PR-IDS, PR-FM, PR-FP, and PR-FN scores for tracking evaluation. We refer to [26] for further details on the metrics.

All the experiments are done with TensorFlow 2.0. We train our model by Adam on the complete train dataset of UA-DETRAC. The size of input images is \( 512 \times 896 \). We add three commonly used data augmentation methods, random horizontal flip, random brightness adjustment and scale adjustment. The hyperparameters \( p_1, p_2, p_3 \) for inference are set to 0.5, 0.3 and 0.5 respectively.

4.2. Ablation study

In our join detection and tracking framework, three main tricks may influence the performance: 1) Gate by confidence map \( Y_d \), 2) concat the feature vector in \( V \) for bounding box regression and 3) specially designed position embedding \( P \). We compared the detection effects of the three models with our whole GCNet to show the effectiveness of those tricks. Table 1 shows the results. This full version of GCNet has the best performance with 74.04% AP on UA-DETRAC. The gate and feature vector of \( V \) both yield 2% AP. The Gate step explicitly merges the classification result into the regression branch, which not only plays the role of spatial attention but also conducive to the training of the regression branch. The concatenated feature vectors of \( V \) for regression can introduce more texture and local information, that is not included in correlation vectors, and those information is beneficial to inferring the size of objects. To show the role of position embedding, we replace it with a normal explicit position embedding, where \( P_{ijk} \) equals to \( i \) when \( 0 \leq k < c/2 \) and \( j \) when \( c/2 \leq k < c \). We can see our self-designed position embedding can take a 5.80% increase in AP.

| Model | Full | Easy | Medium | Hard |
|-------|------|------|--------|------|
| GCNet | 74.04 | 91.57 | 81.45 | 59.43 |
| Without Gate | 71.62 | 88.49 | 78.99 | 57.56 |
| Without V | 71.71 | 90.29 | 78.13 | 57.65 |
| explicit Pos. Ebd. | 68.24 | 85.28 | 75.59 | 54.61 |
The ablation study is only conducted on the detection benchmark. This is because our tracking module shares most of the parameters with the detection module and tracking performance is highly correlated with the detection performance. Those ablation study results can be extended to the tracking module.

4.3. Benchmark Evaluation

Table 2 shows the results on UA-DETRAC detection benchmark. Our GCNet demonstrates promising performance and outperforms most detection algorithms on this benchmark. It gets high AP on full, medium difficulty, night, and rainy parts of the test set. Figure 5 shows the PR curves of GCNet and other algorithms exposed by the UA-DETRAC dataset, and we can see our model is far more effective than these baselines in each scenario. It is worth mentioning that our model does not use any other tricks for better precision and the backbone network is only the original version of ResNet50. When only using the detection module of GCNet, it can run at 36 FPS on a single Nvidia 2080Ti.

The starting point of designing GCNet is not only for object detection but also for multi-object tracking. This is the real purpose of introducing the global correlation layer to regress the absolute coordinates. And the tracking results are shown in table 3. Those MOT metrics with “PR-” can evaluate the overall effect of detection and tracking. The EB and KIOU is the UA-DETRAC challenge winner. And as we can see, we get a great PR-MOTA score and excellent PR-MOTP score, around twice as high as that of EB+KIOU. Besides, we get the best scores of PR-ML and PR-FN on the UA-DETRAC tracking benchmark. Because the most of features can be shared by the detection and tracking modules, the calculation of the whole joint detection and tracking pipeline is almost the same as that of detection, and it can achieve around 34 FPS.

5. Conclusion

In this paper, we presented a novel joint multi-object detection and tracking network called GCNet. We introduced the global correlation layer to achieve absolute coordinate and size regression, which can not only do object detection on a single image but also naturally propagate the ID of objects to the subsequent consecutive frames. Compared with existing tracking-by-detection methods, our GCNet can achieve end-to-end object trajectories calculation without bounding box NMS, data association, and other complex tracking strategies. We evaluated our method on the UA-DETRAC, a vehicle detection and tracking dataset. And the evaluation results demonstrate our approach has promising effectiveness, not only in detection but also in tracking. Our approach can also run 36 FPS for detection and 34 FPS for joint detection and tracking, which can meet the real-time requirements of most application scenarios, such as autonomous driving and traffic monitoring.

We hope that this paper can have some enlightenment in the field of joint detection and tracking, and we also believe our approach still has a lot of room for progress and hope it can get sufficient development in future research.
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