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Abstract

We introduce the notion of a family of convolution operators associated with a given elliptic partial differential operator. Such a convolution structure is shown to exist for a general class of Laplace-Beltrami operators on two-dimensional manifolds endowed with cone-like metrics. This structure gives rise to a convolution semigroup representation for the Markovian semigroup generated by the Laplace-Beltrami operator.

In the particular case of the operator $L = \partial_x^2 + \frac{1}{2}x\partial_x + \frac{1}{2}x^2$ on $\mathbb{R}^+ \times T$, we deduce the existence of a convolution structure for a two-dimensional integral transform whose kernel and inversion formula can be written in closed form in terms of confluent hypergeometric functions. The results of this paper can be interpreted as a natural extension of the theory of one-dimensional generalized convolutions to the framework of multiparameter eigenvalue problems.
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1 Introduction

The problem of constructing generalized convolutions associated with a given Sturm-Liouville operator $L$ has been widely studied in the literature. Such generalized convolutions, whose defining property is that they should trivialize the eigenfunction expansion of $L$ in the same way as the ordinary convolution trivializes the Fourier transform, allow one to develop the basic notions of harmonic analysis in parallel with the standard theory. Among other applications, this construction yields a convolution semigroup representation for the kernel of the heat semigroup $\{e^{-tL}\}_{t \geq 0}$; in other words, it enables us to interpret the diffusion process generated by $L$ as a generalized Lévy process. It is known that such convolution structures exist for a wide class of Sturm-Liouville operators on bounded or unbounded intervals [5, 43, 44].

It is quite natural to wonder if one can also construct generalized convolutions associated with elliptic operators in spaces of dimension $d > 1$. Indeed, the heat semigroup $\{e^{-t\Delta}\}_{t \geq 0}$ generated by the Laplacian on $\mathbb{R}^d$ is a convolution semigroup with respect to the ordinary convolution on $\mathbb{R}^d$, and this suggests that it may be possible to devise a similar property for other elliptic operators on subsets of $\mathbb{R}^d$ or on $d$-dimensional Riemannian manifolds. However, this task turns out to be considerably more difficult than in the one-dimensional setting, as we now explain.

Let $M$ be a Riemannian manifold and $m$ a positive measure on $M$. Consider a self-adjoint elliptic partial differential operator $L$ on $L^2(M, m)$ whose eigenfunction expansion (cf. [21], [16, Theorem XIV.6.6])
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is of the form \((F h)_k(\lambda) = \int_{M} h(\xi) \omega_{k,\lambda}(\xi) \, m(\xi)\) \((\lambda \in \mathbb{R}, \ k = 0, 1, \ldots)\). The basic requirement that a generalized convolution \(\star\) associated with \(L\) should satisfy is the following \([44, 47, 49]\): \(\star\) is a bilinear operator on the space of finite complex measures on \(M\) such that for any two such measures \(\mu, \nu\) we have

\[
\int_{M} \omega_{k,\lambda} \, d(\mu \star \nu) = \left(\int_{M} \omega_{k,\lambda} \, d\mu\right) \cdot \left(\int_{M} \omega_{k,\lambda} \, d\nu\right) \quad (\lambda \in \mathbb{R}, \ k = 0, 1, \ldots).
\]

In particular, the (generalized) eigenfunctions \(\omega_{k,\lambda}\) should satisfy the product formula

\[
\omega_{k,\lambda}(\xi_{1}) \omega_{k,\lambda}(\xi_{2}) = \int_{M} \omega_{k,\lambda} \, d\pi_{\xi_{1}, \xi_{2}}
\]

where the measures \(\pi_{\xi_{1}, \xi_{2}} = \delta_{\xi_{1}} \star \delta_{\xi_{2}}\) do not depend on \(\lambda\) and \(k\). Usually one also requires that these are positive measures, so that the convolution is positivity-preserving. In certain specific cases where the \(\omega_{k,\lambda}\) can be written in terms of classical special functions, a closed-form expression for the product formula measures \(\pi_{\xi_{1}, \xi_{2}}\) has been determined \([4, 5, 28, 29, 33, 42, 46]\); however, the generality of such results is severely limited. In the one-dimensional setting, a general theorem on the existence of such product formulas has been established via a PDE technique \([44, 51]\) which consists in studying the properties of the hyperbolic equation \(L_{\xi_{1}} u = L_{\xi_{2}} u\) which is satisfied by the product of the eigenfunctions (here \(L_{\xi}\) denotes the differential operator acting on the variable \(\xi\)). But this technique does not extend to the multidimensional case, because the equation \(L_{\xi_{1}} u = L_{\xi_{2}} u\) becomes ultrahyperbolic and the corresponding Cauchy problem becomes ill-posed (see e.g. \([13]\)). The challenge is therefore to understand which extra assumptions need to be imposed to make it possible to prove the existence of the product formula \((1.2)\) for the eigenfunctions of general elliptic partial differential operators. (Here the meaning of ‘general’ is that one should include operators for which closed-form expressions for the eigenfunctions are not available.)

The goal of this paper is to construct product formulas and convolutions for elliptic operators on two-dimensional manifolds \(M\) which admit separation of variables in the sense that the eigenfunctions are of the form \(\omega_{k,\lambda}(\xi) = \psi_{k,\lambda}(x) \phi_{k,\lambda}(y)\) \((\xi = (x, y) \in M)\).

To outline the ideas behind our construction, we first observe that if \(M = M_{1} \times M_{2}\) is a product of Riemannian manifolds endowed with the product metric (so that the Laplace-Beltrami operator on \(M_{1} \times M_{2}\) obviously admits separation of variables) and if there exists a convolution for the Laplace-Beltrami operator on both \(M_{1}\) and \(M_{2}\), then we can trivially define a convolution associated with the Laplace-Beltrami operator on \(M\) by taking the product of the convolutions on \(M_{1}\) and \(M_{2}\) (see Example 5.3). Here we focus on manifolds of the form \(M = \mathbb{R}_{+}^{n} \times M_{2}\) \((\mathbb{R}_{+}^{n} = [0, \infty))\) where instead of the product metric structure we consider Riemannian structures defined by the so-called cone-like metrics, i.e. possibly singular metrics of the form \(g = dx^{2} + A(x)^{2} g_{M_{2}}\); note that this metric structure is a generalization of the metric cone \([11]\). In the body of the paper we restrict ourselves to settings where \(M_{2}\) is one-dimensional, but this is not an essential restriction. The Laplace-Beltrami operator of \((M, g)\) is

\[
\Delta = \partial_{x}^{2} + \frac{A'(x)}{A(x)} \partial_{x} + \frac{1}{A(x)^{2}} \Delta_{2}
\]

where \(\Delta_{2}\) is the Laplace-Beltrami operator of \(M_{2}\). The operator \(\Delta\) admits separation of variables: its eigenfunctions \(\omega_{k,\lambda}\) can be written as the product of eigenfunctions of \(\Delta_{2}\) and eigenfunctions of Sturm-Liouville operators of the form \(\Delta_{1,k} := \partial_{x}^{2} + \frac{A'(x)}{A(x)} \frac{d}{dx} - \frac{\eta_{k}}{A(x)^{2}}\), where \(\eta_{k} \geq 0\) is a separation constant. One of our contributions is to determine conditions on the function \(A\) which ensure that a product formula exists for the eigenfunctions of each of the operators \(\Delta_{1,k}\). If the eigenfunctions of \(\Delta_{2}\) also admit a product formula, then this gives rise to a product formula for \(\omega_{k,\lambda}\) which is analogous to \((1.2)\), but with the difference that in general the measure of the product formula also depends on the separation parameter \(k\).

In fact, this dependence on \(k\) shows that the problem of constructing a convolution for \(\Delta\) has a positive answer provided that the operator \(\star\) (for which \((1.1)\) should hold) is allowed to depend on \(k\). This naturally leads to the notion of a family of convolutions associated with a given elliptic operator. These are in fact families of hypergroups, because each of its convolutions endows the space \(M\) with a hypergroup structure,
as defined by Jewett [5, 24]. As we will see, many properties of the convolution algebras determined by one-dimensional (generalized) convolutions can be extended to the families of convolutions discussed here.

In particular, such families provide a natural generalization of the convolution semigroup property for the heat semigroup generated by the Laplace-Beltrami operator (see Corollary 4.6).

As noted above, our approach is applicable to a general class of elliptic operators whose eigenfunctions are generally not expressible in terms of special functions. In addition, it allows us to recover as particular cases the existence of product formulas and convolutions for certain (eigen)functions of hypergeometric type. Our main example (Example 5.1) is the elliptic operator \( L = \partial_x^2 + \frac{1}{x^2} \partial_x + \frac{1}{x^2} \partial_\theta^2 \) on \((0, \infty) \times \mathbb{T}\), which belongs to a family of Laplace-Beltrami operators on conic surfaces that has been the object of recent studies [6, 7, 36]. We show that the eigenfunctions \( \omega_{k,\lambda} \) of \( L \) can be written in terms of confluent hypergeometric (or Whittaker) functions, and that the eigenfunction expansion \((\mathcal{F}h)_k(\lambda) = \int_{(0, \infty) \times \mathbb{T}} h(x, \theta) \omega_{k,\lambda}(x, \theta) \sqrt{\tau} \, dx \, d\theta \) admits a closed-form inversion formula. The proof of this inversion formula relies on an apparently little known result on the spectral measure of the generator of a drifted Bessel process. Using our general construction, we obtain the existence of positivity-preserving convolutions \( \star \) associated with the two-dimensional integral transform \( \mathcal{F} \) via the linearisation property \((\mathcal{F}(h \star g))_k = (\mathcal{F}h)_k \cdot (\mathcal{F}g)_k\); these convolutions give rise to a decomposition of the law of the diffusion process generated by \( L \) in terms of the laws of drifted Bessel processes.

Our assumption that the elliptic operator \( L \) admits separation of variables is equivalent to requiring that the eigenfunction equation \(-Lu = \lambda u\) can be reduced to a multiparameter Sturm-Liouville eigenvalue problem (see Remark 6.6). The main contribution of this paper can therefore be restated as follows: for a general class of multiparameter Sturm-Liouville problems, it is possible to construct associated generalized convolution structures in which the basic notions of harmonic analysis can be developed in analogy with the classical theory. We hope that the results of this study are a first step towards a more general theory of convolutions associated with multiparameter eigenvalue problems.

The structure of the paper is the following. Section 2 gives background on the eigenfunction expansion of Laplace-Beltrami operators on \( M = \mathbb{R}^+_0 \times \mathbb{T} \) endowed with cone-like metrics and on the spectral representation of the heat kernel. The product formula for eigenfunctions of the Laplace-Beltrami operator is established in Section 3, where we also define the associated family of convolutions and describe the main continuity and mapping properties of the convolution structure. In Section 4 we introduce the notion of infinitely divisible measures and convolution semigroups and we discuss the convolution semigroup properties of operator semigroups determined by the Laplace-Beltrami operator. Some special cases where the convolution is related with functions of hypergeometric type are presented in Section 5. Finally, in Section 6 we show that the construction of the previous sections can be developed on manifolds of the form \( M = \mathbb{R}^+_0 \times I \), where \( I \) is an interval of the real line. The Appendix collects some known results on one-dimensional generalized convolutions which are used throughout the paper.

**Notation.** In the sequel, \( \mathbb{R}^+ \) and \( \mathbb{R}^+_0 \) stand for the positive and nonnegative numbers respectively. We denote by \( C(E) \) the space of continuous complex-valued functions on a given space \( E \); \( C_b(E), C_0(E), C_c(E) \) and \( C^b(E) \) denote, respectively, its subspaces of bounded continuous functions, of continuous functions vanishing at infinity, of continuous functions with compact support and of \( k \) times continuously differentiable functions. For \(-\infty \leq a < b \leq \infty\), \( AC_{loc}(a,b) \) is the space of locally absolutely continuous functions on the interval \((a,b)\). For a given measure \( \mu \) on a measurable space \( E \), \( L^p(E, \mu) \) (\( 1 \leq p \leq \infty \)) is the Lebesgue space of complex-valued \( p \)-integrable functions with respect to \( \mu \). The indicator function of a subset \( B \subseteq E \) is denoted by \( 1_B(\cdot) \). The set of all probability (respectively, finite positive, finite complex) Borel measures on \( E \) is denoted by \( \mathcal{P}(E) \) (respectively, \( \mathcal{M}_+(E), \mathcal{M}_c(E) \)), and we denote by \( \delta_x \) the Dirac measure at a point \( x \). For given measures \( \mu, \mu_1, \mu_2, \ldots \in \mathcal{M}_c(E) \), we write \( \mu_n \overset{\text{w}}{\to} \mu \) (respectively \( \mu_n \overset{\text{v}}{\to} \mu \)) if the measures \( \mu_n \) converge weakly (resp. vaguely) to \( \mu \) as \( n \to \infty \), i.e. if \( \lim_{n \to \infty} \int_E g(\xi) \mu_n(d\xi) = \int_E g(\xi) \mu(d\xi) \) for all \( g \in C_b(E) \) (resp. for all \( g \in C_0(E) \)).
2 The eigenfunction expansion of the Laplace-Beltrami operator

Throughout the paper we consider the (possibly singular) Riemannian manifold \((M,g)\), where \(M = \mathbb{R}_0^+ \times \mathbb{T}\) (with \(\mathbb{T} = \mathbb{R}/\mathbb{Z}\)) and the \((C^1, \text{possibly non-smooth})\) Riemannian metric is given by

\[
g = dx^2 + A(x)^2 d\theta^2 \quad (0 \leq x < \infty, \ \theta \in \mathbb{T})
\]

where the function \(A\) is such that

\[
A \in C(\mathbb{R}_0^+) \cap C^1(\mathbb{R}^+), \quad A(x) > 0 \text{ for } x > 0, \quad \int_0^1 \frac{dx}{A(x)} < \infty, \quad \frac{A'}{A} \text{ is nonnegative and decreasing.}
\]

The Riemannian volume form on \(M\) is \(d\omega = \sqrt{\det g} \, dx \, d\theta = A(x) \, dx \, d\theta\). Thus, the Riemannian gradient of a function \(u : M \to \mathbb{C}\) is

\[
\nabla u = \left( \frac{\partial_x u}{A(x)} \frac{1}{A(x)^2} \frac{\partial_x u}{\partial \theta}, \frac{1}{A(x)^2} \frac{\partial_x u}{\partial \theta} \right),
\]

and the Laplace-Beltrami operator is

\[
\Delta = \text{div} \circ \nabla = \partial_x^2 + A'(x) \frac{1}{A(x)} \partial_x + \frac{1}{A(x)^2} \partial^2 \theta.
\]

To introduce the closure of \(\Delta\) with reflecting boundary at \(x = 0\), we proceed in the standard way (see e.g. \cite{39}). Consider the Sobolev space \(H^1(M) \equiv H^1(M,\omega) = \{u \in L^2(M,\omega) \mid \nabla u \in L^2(M,\omega)\}\), and the sesquilinear form \(\mathcal{E} : H^1(M) \times H^1(M) \to \mathbb{C}\), defined as

\[
\mathcal{E}(u,v) = \langle \nabla u, \nabla v \rangle_{L^2(M,\omega)} = \int_M \left( \partial_x u \partial_x v + \frac{1}{A(x)^2} \partial_x u \partial_x v \right) \, d\omega.
\]

It is clear from (2.4) that \(\mathcal{E}\) is symmetric, positive semidefinite and, since its graph norm \(\|u\|^2_{\Gamma(\mathcal{E})} = \|u\|^2_{L^2(M,\omega)} + \mathcal{E}(u,u)\) coincides with the norm of \(H^1(M)\), it is a closed sesquilinear form. Let

\[
\mathcal{D}_N = \{u \in H^1(M) \mid \exists v \in L^2(M,\omega) \text{ such that } \langle \nabla u, \nabla z \rangle = -\langle v, z \rangle \text{ for all } z \in H^1(M)\}.
\]

The mapping \(u \mapsto \Delta_N u = v\) is a well defined linear operator in the domain \(\mathcal{D}_N\). It follows from the above that \((\Delta_N, \mathcal{D}_N)\) is a self-adjoint operator in \(L^2(M,\omega)\) (\cite{39}, Theorem 10.7), called the Neumann Laplacian. It is an extension of the Laplace-Beltrami operator defined in a domain of smooth functions satisfying the reflective boundary condition at \(x = 0\)

\[
(A \partial_x u)(0,\theta) = 0 \quad \forall \theta \in \mathbb{T}.
\]

We use the notations \(L^p(M) = L^p(M,\omega), \ L^p(A) = L^p(\mathbb{R}^+, A(x)dx)\), and consider the Fourier decomposition

\[
L^2(M) = \bigoplus_{k \in \mathbb{Z}} H_k, \quad H_k = \{e^{2k\pi \theta}v(x) \mid v \in L^2(A)\},
\]

where \(H_k\) are regarded as Hilbert spaces with inner product \(\langle e^{2k\pi \theta}u, e^{2k\pi \theta}v \rangle_{H_k} = \langle u, v \rangle_{L^2(A)}\). The direct sum is also regarded as a Hilbert space with inner product \(\langle \{u_k\}, \{v_k\} \rangle_{H_k} = \sum_{k \in \mathbb{Z}} \langle u_k, v_k \rangle_{H_k}\), such that for \(u(x,\theta) = \sum_{k \in \mathbb{Z}} e^{2k\pi \theta} u_k(x), v(x,\theta) = \sum_{k \in \mathbb{Z}} e^{2k\pi \theta} v_k(x)\), we have

\[
\langle u, v \rangle_{L^2(M)} = \sum_{k \in \mathbb{Z}} \langle u_k, v_k \rangle_{L^2(A)},
\]

\[
\mathcal{E}(u,v) = \sum_{k \in \mathbb{Z}} \mathcal{E}_k(u_k,v_k),
\]

where \(\mathcal{E}_k(u_k,v_k) = \int_{\mathbb{R}^+} \left( u'_k(x)v_k(x) + \frac{2k\pi}{A(x)} u_k(x)v'_k(x) \right) A(x)dx\) are sesquilinear forms with domains

\[
\mathcal{D}(\mathcal{E}_k) = \left\{ u \in L^2(A) \cap AC_{\text{loc}}(\mathbb{R}^+) \biggm| \frac{2k\pi}{A} u \in L^2(A), \ u' \in L^2(A) \right\}.
\]
Thus, we obtain the decomposition, compatible with (2.5):
\[ H^1(M) = \bigoplus_{k \in \mathbb{Z}} D(\mathcal{E}_k). \]

It can be checked that the forms \( \mathcal{E}_k \) are symmetric, positive, and closed. Therefore, a similar argument allows us to construct self-adjoint realizations of the Sturm-Liouville operators \( \Delta_k u(x) = u''(x) + \frac{A'(x)}{A(x)} u'(x) - \frac{(2k\pi)^2}{A(x)^2} u(x) \), whose domain is
\[ D(\Delta_k) = \{ u \in L^2(A) \mid u, u' \in AC_{\text{loc}}(\mathbb{R}^+), \Delta_k u \in L^2(A), (Au')(0) = 0 \}, \]
for \( k \in \mathbb{Z} \). This provides a decomposition of the Neumann Laplacian:
\[ D_N = \bigoplus_{k \in \mathbb{Z}} D(\Delta_k), \quad \Delta_N \left( \sum_{k \in \mathbb{Z}} e^{i2k\pi \theta} u_k(x) \right) = \sum_{k \in \mathbb{Z}} e^{i2k\pi \theta} \Delta_k u_k(x). \tag{2.6} \]

The first step towards the construction of convolution operators associated with \( \Delta \) is the following characterization of the separable solutions of the eigenfunction equation \(-\Delta u = \lambda u \) with reflecting boundary condition at \( x = 0 \).

**Lemma 2.1.** For each \((k, \lambda) \in \mathbb{Z} \times \mathbb{C}\), there exists a unique solution \( w_{k,\lambda} \in H_{k,\infty} := \{ e^{i2k\pi \theta} v(x) \mid v \in C(\mathbb{R}_0^+) \} \) of the boundary value problem
\[ -\Delta u = \lambda u, \quad u(0, \theta) = e^{i2k\pi \theta}, \quad u^{[1]}(0, \theta) = 0 \tag{2.7} \]
where \( u^{[1]}(x, \theta) = A(x) (\partial_x u)(x, \theta) \). Moreover, \( \lambda \mapsto w_{k,\lambda}(x, \theta) \) is, for each fixed \((x, \theta) \in M \) and \( k \in \mathbb{Z} \), an entire function of exponential type.

**Proof.** Clearly, any such solution must be of the form \( w_{k,\lambda}(x, \theta) = e^{i2k\pi \theta} v(x) \), where \( v \) is a solution of
\[ -\Delta_k v(x) = \lambda v(x), \quad v(0) = 1, \quad (Av')(0) = 0. \tag{2.8} \]

The result therefore follows from a standard existence and uniqueness theorem for solutions of Sturm-Liouville boundary value problems (Lemma A.1). \( \square \)

The unique solution of (2.8) will be denoted by \( v_{k,\lambda}(x) \), so that \( w_{k,\lambda}(x, \theta) = e^{i2k\pi \theta} v_{k,\lambda}(x) \). Throughout the paper we will make frequent use of the normalized form of the function \( v_{k,\lambda} \) which is described in the following lemma (whose proof is elementary):

**Lemma 2.2.** Define \( \tilde{v}_{k,\lambda}(x) := \frac{v_{k,\lambda}(x)}{\zeta_k(x)} \), where \( \zeta_k(x) := \cosh(2k\pi \int_0^x \frac{dy}{A(y)}) \). Then \( \tilde{v}_{k,\lambda}(x) \) is a solution of
\[ \ell_k(\tilde{v}) = \lambda \tilde{v}, \quad \tilde{v}(0) = 1, \quad (B_k \tilde{v}'(0)) = 0 \tag{2.9} \]
where
\[ \ell_k(g) := -\frac{1}{B_k} (B_k g')', \quad B_k(x) := A(x) \zeta_k(x)^2. \tag{2.10} \]

Moreover, we have \( \frac{B'}{B} \eta = \eta + \phi \), where \( \eta(x) = \frac{d^2}{dx^2} \tan(2k\pi \int_0^x \frac{dy}{A(y)}) \geq 0 \) and the functions \( \phi = \frac{A'}{A} \) and \( \psi := \frac{1}{4} \eta' - \frac{1}{4} \eta^2 + \frac{B'}{2B} \eta = \frac{(2k\pi)^2}{A^2} \) are both decreasing and nonnegative.

The final assertion of the above lemma implies, in particular, that the assumption (A.6) of the Appendix holds for the coefficients \( p = r = B_k \) of the Sturm-Liouville operator \( \ell_k \).

In what follows, to lighten the notation, points of \( M \) are denoted by \( \xi = (x, \theta) \), \( \xi_1 = (x_1, \theta_1) \), etc.

It is well-known that the classical Weyl-Titchmarsh-Kodaira theory of eigenfunction expansions of Sturm-Liouville operators can be generalized to elliptic partial differential operators on higher-dimensional spaces, see e.g. [21], [16, Theorem XIV.6.6]. As remarked in [16, p. 1713], the knowledge about the boundary conditions satisfied by the kernels of the eigenfunction expansion is much smaller in the (general)
multidimensional case, when compared to the one-dimensional setting. However, in the special case where separation of variables can be applied to the eigenvalue problem for the elliptic operator and therefore the eigenvalue equation reduces to a system of ordinary differential equations, further information on the eigenfunction expansion can be obtained from the theory of multiparameter eigenvalue problems. This connection will be further discussed in Remark 6.6 below.

In particular, the Fourier decomposition (2.6), combined with the eigenfunction expansion of the Sturm-Liouville operator \(-\Delta_k\), gives rise to an eigenfunction expansion of \((\Delta_N, D_N)\) in terms of the separable solutions \(w_{k,\lambda}\) defined in Lemma 2.1:

**Proposition 2.3.** There exists a sequence of locally finite positive Borel measures \(\rho_k\) on \(\mathbb{R}^+_0\) such that the map \(h \mapsto \mathcal{F}h\), where

\[
(\mathcal{F}h)_k(\lambda) := \int_M h(\xi) w_{-k,\lambda}(\xi) \omega(d\xi) \quad (k \in \mathbb{Z}, \lambda \geq 0),
\]

is an isometric isomorphism \(\mathcal{F} : L^2(M) \to \oplus_{k \in \mathbb{Z}} L^2(\mathbb{R}^+_0, \rho_k)\) whose inverse is given by

\[
(\mathcal{F}^{-1}\{\varphi_k\})(\xi) = \sum_{k \in \mathbb{Z}} \hat{\varphi}_k(\lambda) w_{k,\lambda}(\xi) \rho_k(d\lambda).
\]

The convergence of the integral in (2.11) is understood with respect to the norm of \(L^2(\mathbb{R}^+_0, \rho_k)\), and the convergence of the inner integrals and the series in (2.12) is understood with respect to the norm of \(L^2(M)\). Moreover, the operator \(\mathcal{F}\) is a spectral representation of \((\Delta_N, D_N)\) in the sense that

\[
\mathcal{D}_N = \left\{ h \in L^2(M) \left| \sum_{k \in \mathbb{Z}} \lambda^2 |(\mathcal{F}h)_k(\lambda)|^2 \rho_k(d\lambda) < \infty \right. \right\}
\]

(2.13)

\[
(\mathcal{F}(-\Delta_N h))_k(\lambda) = \lambda \cdot (\mathcal{F}h)_k(\lambda), \quad h \in \mathcal{D}_N, k \in \mathbb{Z}.
\]

(2.14)

**Proof.** Let \(h \in L^2(M)\). By Fubini's theorem, \(h(x, \cdot) \in L^2(\mathbb{T})\) for a.e. \(x \in \mathbb{R}^+_0\). For these points \(x\) we have

\[
h(x, \theta) = \sum_{k \in \mathbb{Z}} \hat{h}_k(x) e^{ik\pi \theta}, \quad \text{where } \hat{h}_k(x) := \int_0^{1} e^{-ik\pi \theta} h(x, \vartheta) d\vartheta,
\]

(2.15)

the series converging in the norm of \(L^2(\mathbb{T})\). It is straightforward that \(\hat{h}_k \in L^2(A)\) for all \(k \in \mathbb{Z}\), and therefore the function \(\hat{h}_k\) can be represented in terms of the eigenfunction expansion of the Sturm-Liouville operator \(\Delta_k\) (Proposition A.2): denoting the spectral measure of \(\Delta_k\) by \(\rho_k\), we have

\[
\hat{h}_k(x) = \int_{\mathbb{R}^+_0} (\mathcal{F}_{\Delta_k} \hat{h}_k)(\lambda) v_{k,\lambda}(x) \rho_k(d\lambda), \quad \text{where } (\mathcal{F}_{\Delta_k} \hat{h}_k)(\lambda) := \int_0^\infty \hat{h}_k(y) v_{k,\lambda}(y) A(y) dy
\]

the integrals converging in the norms of \(L^2(A)\) and \(L^2(\rho_k) \equiv L^2(\mathbb{R}^+_0, \rho_k)\) respectively.

By definition of \(\hat{h}_k\), we have \((\mathcal{F}_{\Delta_k} \hat{h}_k)(\lambda) = \int_M h(\xi) w_{-k,\lambda}(\xi) \omega(d\xi) \equiv (\mathcal{F}h)_k(\lambda)\), with equality in the \(L^2(\rho_k)\)-sense. Furthermore, by a dominated convergence argument it is clear that \(\hat{h}_k(x)e^{ik\pi \theta} = \int_{\mathbb{R}^+_0} (\mathcal{F}_{\Delta_k} \hat{h}_k)(\lambda) w_{k,\lambda}(\xi) \rho_k(d\lambda)\) with equality in the \(L^2(M)\)-sense; therefore,

\[
h(x, \theta) = \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^+_0} (\mathcal{F}_{\Delta_k} \hat{h}_k)(\lambda) w_{k,\lambda}(\xi) \rho_k(d\lambda)
\]

proving the inversion formula (2.11)-(2.12). Finally, the fact that the integral operator \(\mathcal{F}\) is isometric follows from the identities

\[
\|h\|^2_{L^2(M)} = \sum_{k \in \mathbb{Z}} \|\hat{h}_k\|^2_{L^2(A)} = \sum_{k \in \mathbb{Z}} \|\mathcal{F}_{\Delta_k} \hat{h}_k\|^2_{L^2(\rho_k)} = \|(\mathcal{F}h)_k\|^2_{\oplus \rho_k}
\]

where the first and second steps follow from the isometric properties of the classical Fourier series and the eigenfunction expansion of \(\Delta_k\), respectively.
It only remains to justify the identities (2.13)–(2.14). Using (2.6) we obtain

\[
(F(-\Delta_N h))_k(\lambda) = (F_{\Delta_k}(-\Delta_N h)_k)(\lambda) = (F_{\Delta_k}(-\Delta_k \hat{h}_k))(\lambda) = \lambda \langle F h \rangle_k(\lambda), \quad h \in D_N
\]

which proves (2.14). Now, let \( h \in L^2(M) \) be such that \( \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^+} |\lambda|^2 |(F h)_k(\lambda)|^2 \rho_k(d\lambda) < \infty \). We know that \( F_{\Delta_k} \) is a spectral representation of \( \Delta_k \) (Proposition A.2), which means in particular that

\[
\mathcal{D}(\Delta_k) = \left\{ u \in L^2(A) \mid \int_{\mathbb{R}^+} |\lambda|^2 |(F_{\Delta_k} u)(\lambda)|^2 \rho_k(d\lambda) < \infty \right\}.
\]

Consequently, we have \( (\hat{h}_k)_{k \in \mathbb{Z}} \in \bigoplus_{k \in \mathbb{Z}} \mathcal{D}(\Delta_k) \) and \( h = \sum_{k \in \mathbb{Z}} e^{2k \pi \theta} \hat{h}_k \in D_N \). Conversely, if \( h \in D_N \) then by (2.14) we have \( \{ \lambda \langle \cdot , (F h)_k(\lambda) \rangle \} \in \bigoplus_{k \in \mathbb{Z}} L^2(\rho_k) \), and we conclude that (2.13) holds. \( \square \)

Since \( \Delta_N \) is a negative self-adjoint operator, it is the infinitesimal generator of a strongly continuous semigroup in \( L^2(M) \), denoted by \( \{ e^{t\Delta_N} \}_{t \geq 0} \). For any real-valued \( u \in H^1(M) \), \(|u| \in H^1(M) \) and \( \mathcal{E}([u],|u|) \leq \mathcal{E}(u,u) \). Therefore, \( e^{t\Delta_N} \) is positivity-preserving for every \( t \geq 0 \). Further, \(|u| \in H^1(M) \) and \( \mathcal{E}([u]|1,|u| \leq 1) \leq \mathcal{E}([u],|u|) \). Thus, for every \( p \in [1,\infty] \) the subspace \( L^p(M) \cap L^p(M) \) is invariant under \( e^{t\Delta_N} \), for every \( t \geq 0 \). The semigroup \( \{ e^{t\Delta_N} \}_{t \geq 0} \) can be extended into a strongly continuous contraction semigroup in \( L^p(M) \) (see e.g. [14, Sections 1.3–1.4]). In other words, \( e^{t\Delta_N} \) is a strongly continuous Markov semigroup in \( L^p(M) \) for every \( p \in [1,\infty] \). The analogous statement holds for the semigroup \( \{ e^{t\Delta_k} \}_{t \geq 0} \) in \( L^p(A) \), for every \( k \in \mathbb{Z} \).

**Proposition 2.4.** Assume that the action of \( e^{t\Delta_N} \) on \( L^2(M) \) is given by a symmetric heat kernel, i.e. there exists a measurable function \( p : \mathbb{R}^+ \times M \times M \rightarrow \mathbb{R}^+ \) such that:

I. For all \( t, s > 0 \) and \( \xi_1, \xi_2 \in M \),

\[
p(t,\xi_1,\xi_2) = p(t,\xi_2,\xi_1) \quad \text{and} \quad p(t+s,\xi_1,\xi_2) = \int_M p(t,\xi_1,\xi_3)p(s,\xi_3,\xi_2)\omega(d\xi_3);
\]

II. For \( t > 0 \), \( h \in L^2(M) \) and \( \omega\text{-a.e.} \ \xi_1 \in M \),

\[
(e^{t\Delta_N} h)(\xi_1) = \int_M h(\xi_2)p(t,\xi_1,\xi_2)\omega(d\xi_2).
\]

Then, for \( t > 0 \) and \( \omega\text{-a.e.} \ \xi_1, \xi_2 \in M \), the heat kernel admits the spectral representation

\[
p(t,\xi_1,\xi_2) = \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^+} e^{-t\lambda}w_{k,\lambda}(\xi_1)w_{-k,\lambda}(\xi_2)\rho_k(d\lambda)
\]

(2.16)

where the integral and the sum are absolutely convergent.

**Proof.** Fix \( t > 0 \). It follows from condition I that

\[
\int_M p(t,\xi_1,\xi_2)^2\omega(d\xi_2) = p(2t,\xi_1,\xi_1) < \infty \quad (\xi_1 \in M),
\]

meaning in particular that \( p(t,\xi_1,\cdot) \in L^2(M) \) for all \( \xi_1 \in M \). Moreover, by the spectral representation property (2.13)–(2.14) we have \( |F(e^{t\Delta_N} h)|_k(\lambda) = e^{-t\lambda}|(F h)_k(\lambda)| \) for all \( h \in L^2(M) \), hence

\[
\sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^+} (F h)_k(\lambda) |(F p(t,\xi_1,\cdot))_k(\lambda)\rho_k(d\lambda) = (e^{t\Delta_N} h)(\xi_1)
\]

(2.17)

for \( \omega\text{-a.e.} \ \xi_1 \in M \). Since \( h \in L^2(M) \) is arbitrary, from (2.17) we deduce that \( \{ e^{-t\lambda}w_{k,\lambda}(\xi_1) \} = \{ (F p(t,\xi_1,\cdot))_k(\lambda) \} \in \bigoplus_{k \in \mathbb{Z}} L^2(\rho_k) \) for \( \omega\text{-a.e.} \ \xi_1 \in M \). Therefore

\[
\sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^+} e^{-t\lambda}w_{k,\lambda}(\xi_1)^2\rho_k(d\lambda) = \sum_{k \in \mathbb{Z}} \| e^{-t\lambda/2}w_{k,\lambda}(\xi_1) \|^2_{L^2(\rho_k)} < \infty
\]
and it follows (by the Cauchy-Schwarz inequality) that the right-hand side of (2.16) is absolutely convergent for \(\omega\)-a.e. \(\xi_1, \xi_2 \in M\). Moreover, the isometric property of \(\mathcal{F}\) yields

\[
p(t, \xi_1, \xi_2) = \langle p(t/2, \xi_1, \cdot), p(t/2, \xi_2, \cdot) \rangle_{L^2(M)} = \sum_{k \in \mathbb{Z}} \langle e^{-t\lambda/2} w_{k, \lambda}(\xi_1), e^{-t\lambda/2} w_{k, \lambda}(\xi_2) \rangle_{L^2(\rho_k)}
\]

and therefore the identity (2.16) holds for \(\omega\)-a.e. \(\xi_1, \xi_2 \in M\).

**Corollary 2.5.** If the assumptions of Proposition 2.4 are satisfied, then for \(t \geq 0\), \(k \in \mathbb{Z}\), \(\lambda \in \text{supp}(\rho_k)\) and \(\omega\)-a.e. \(\xi_1 \in M\) we have

\[
e^{-t\lambda} w_{k, \lambda}(\xi_1) = \int_M w_{k, \lambda}(\xi_2) p(t, \xi_1, \xi_2) \omega(d\xi_2).
\]

**Proof.** Fix \(t \geq 0\) and \(k \in \mathbb{Z}\). Notice that

\[
p(t, \xi_1, \xi_2) = \sum_{j \in \mathbb{Z}} e^{ij\pi(\theta_1 - \theta_2)} p_{\Delta_j}(t, x_1, x_2),
\]

where \(p_{\Delta_j}(t, x_1, x_2) = \int_{\mathbb{R}^n} e^{-t\lambda} v_{j, \lambda}(x_1) v_{j, \lambda}(x_2) \rho_j(d\lambda)\) is the heat kernel for the semigroup \(\{e^{t\Delta_j}\}\) on \(L^2(\mathbb{R}^+, A(x)dx)\) (Proposition A.3), and the sum converges absolutely. Hence for \(\lambda \in \text{supp}(\rho_k)\) and \(\omega\)-a.e. \(\xi_1 \in M\) we can write

\[
\int_M w_{k, \lambda}(\xi_2) p(t, \xi_1, \xi_2) \omega(d\xi_2)
= \int_M e^{ik\pi\theta_2} v_{k, \lambda}(x_2) \sum_{j \in \mathbb{Z}} e^{ij\pi(\theta_1 - \theta_2)} p_{\Delta_j}(t, x_1, x_2) A(x_2)dx_2 d\theta_2
= \int_0^\infty v_{k, \lambda}(x_2) \sum_{j \in \mathbb{Z}} e^{ij\pi\theta_1} \int_0^1 e^{ij(k-j)\pi\theta_2} p_{\Delta_j}(t, x_1, x_2) A(x_2)dx_2
= e^{ik\pi\theta_1} \int_0^\infty v_{k, \lambda}(x_2) \sum_{j \in \mathbb{Z}} p_{\Delta_j}(t, x_1, x_2) A(x_2)dx_2
= e^{ik\pi\theta_1} \int_0^\infty v_{k, \lambda}(x_2) \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} e^{-t\lambda_0} \tilde{v}_{k, \lambda_0}(x_1) \tilde{v}_{k, \lambda_0}(x_2) \rho_k(d\lambda_0) B_k(x_2)dx_2
= e^{ik\pi\theta_1} e^{-t\lambda_0} \tilde{v}_{k, \lambda}(x_1)
= e^{-t\lambda} w_{k, \lambda}(\xi_1).
\]

The second to last equality follows from the eigenfunction expansion of the Sturm-Liouville operator \(\ell_k\) defined in Lemma 2.2, considering that the double integral can be recognized as \(\int_{\mathbb{R}^+} \mathcal{F}_{k, g}[\mathcal{F}_{k, e^{-t\ell_k}} \tilde{v}_{k, \lambda}(x_1)](\lambda)\), where \((\mathcal{F}_{k, g})[\lambda] := \int_{\mathbb{R}^+} g(y) v_{k, \lambda}(y) B_k(y)dy \equiv \langle \mathcal{F}_{\Delta_k}(\zeta_k \cdot g) \rangle(\lambda)\). It should also be noted that

\[
e^{-t\lambda} \in L^2(\rho_k), \quad \mathcal{F}_{k, e^{-t\ell_k}} \in L^1(\mathbb{R}^+, B_k(x)dx), \quad \tilde{v}_{k, \lambda} \in C_b(\mathbb{R}^+)
\]

(cf. Proposition A.3 and Lemma A.4(a)), and therefore the second to last equality, which holds initially for \(\rho_k\)-a.e. \(\lambda \geq 0\), can be extended by continuity to all \(\lambda \in \text{supp}(\rho_k)\).

**Remark 2.6.** The two results above depend on the assumption that the heat kernel exists. In the general framework of metric measure spaces, the existence of the heat kernel for the strongly continuous Markovian semigroup \(\{e^{tL}\}_{t \geq 0}\) determined by a given sesquilinear form is equivalent to the ultracontractivity property \(\|e^{tL}h\|_{\infty} \leq \gamma(t)\|h\|_{L^1}\), where \(\gamma\) is a positive left-continuous function on \(\mathbb{R}^+\) (see [2, Theorem 3.1]). Besides this, there is an extensive body of work on geometric conditions which ensure the existence of the heat kernel. For instance, it is well-known that a heat kernel exists if the generator \(L\) is the Dirichlet or Neumann Laplacian on a smooth bounded Euclidean domain [14, 3]. We refer to [22] and references therein for a discussion of this problem in the context of metric measure spaces.

Here we are interested in the case of the Neumann Laplacian on \((\mathcal{M}, g), \ L = (\Delta_N, \mathcal{D}_N)\). We will not discuss the general case introduced in (2.1)–(2.2), but we note that the heat kernel exists provided that the metric \(g\) is smooth and nondegenerate:
Let $M = \mathbb{R}^+ \times \mathbb{T}$. If $A$ belongs to $C^\infty(\mathbb{R}_0^+)$ and $A(0) > 0$, then there exists a heat kernel $p(t, x, y) \in C^\infty(\mathbb{R}^+ \times \tilde{M} \times \tilde{M})$ satisfying the assumptions of Proposition 2.4.

Indeed, the stated assumption on the function $A$ ensures that we can regard $(\tilde{M}, g)$ as a submanifold of the complete smooth Riemannian manifold $(\mathbb{R} \times \mathbb{T}, \tilde{g})$, where $\tilde{g} = dx^2 + \tilde{A}(x)^2d\theta^2$ and $\tilde{A} \in C^\infty(\mathbb{R})$ is a positive extension of the function $A$. Therefore, the above claim is a consequence of the fact that the Laplace-Beltrami operator with Neumann boundary conditions on a domain of a complete Riemannian manifold admits a heat kernel [12, Theorem 1.1].

### 3 Product formulas and convolutions

In this section, we establish the product formula for the eigenfunctions $w_{k, \lambda}$, define the associated family of convolutions, and describe the main continuity and mapping properties of the convolution structure. Following the results in Section 2, the contents of this section rely heavily on properties of the Sturm-Liouville type product formulas (Theorem A.5) and conclude that there exists a family of measures $\{\pi^{[k]}_{x_1, x_2}\}_{x_1, x_2 \in \mathbb{R}^+_0} \subset \mathcal{P}(\mathbb{R}_0^+)$ with $\text{supp}(\pi^{[k]}_{x_1, x_2}) \subset [|x_1 - x_2|, x_1 + x_2]$ and such that

$$v_{k, \lambda}(x_1) v_{k, \lambda}(x_2) = \int_{\mathbb{R}^+_0} v_{k, \lambda} d\pi^{[k]}_{x_1, x_2} \quad (x_1, x_2 \in \mathbb{R}^+_0, \lambda \in \mathbb{C}).$$

Consequently, the product formula (3.1) holds for the positive measures $\gamma_{k, \xi_1, \xi_2}$ defined by

$$\gamma_{k, \xi_1, \xi_2}(d\xi_3) = \left(\frac{\zeta_k(x_1)\zeta_k(x_2)}{\zeta_k(x)}\right) \nu_{k, \xi_1, \xi_2}(d\xi_3)$$

(3.2)

where $\nu_{k, \xi_1, \xi_2} := \nu^{[k]}_{x_1, x_2} \otimes \delta_{\theta_1 + \theta_2}$.

It follows at once from the definition that the measures $\nu_{k, \xi_1, \xi_2}$ are probability measures on $M$. Let us introduce the convolution operators determined by these measures:

**Definition 3.2.** Let $k \in \mathbb{Z}$ and $\mu, \nu \in \mathcal{M}_C(M)$. The measure

$$(\mu \ast_k \nu)(\cdot) = \int_M \int_M \nu_{k, \xi_1, \xi_2}(\cdot) \mu(d\xi_1) \nu(d\xi_2)$$

is called the $\Delta_k$-convolution of the measures $\mu$ and $\nu$.

It is easy to check that the $\Delta_k$-convolution has the following property:

**Proposition 3.3.** The space $(\mathcal{M}_C(M), \ast_k)$, equipped with the total variation norm $||\mu|| = ||\mu||(M)$, is a commutative Banach algebra over $\mathbb{C}$ whose identity element is the Dirac measure $\delta_{(0,0)}$. Moreover, the subset $\mathcal{P}(M)$ is closed under the $\Delta_k$-convolution.
Another fundamental property of the $\Delta_k$-convolution is its connection with the $\Delta$-Fourier transform defined as follows:

**Definition 3.4.** Let $\mu \in \mathcal{M}_C(M)$. The **$\Delta$-Fourier transform** of the measure $\mu$ is the function defined by the integral

\[
(\mathcal{F}\mu)(k, \lambda) = \int_M \frac{w_{-k,\lambda}(\xi)}{\zeta_k(x)} \mu(d\xi), \quad k \in \mathbb{Z}, \ \lambda \geq 0.
\]

It follows from Lemma A.4(a) that $\|\frac{w_{-k,\lambda}}{\zeta_k}\|_\infty \leq 1$, hence $(\mathcal{F}\mu)(k, \lambda)$ is well-defined for all $\mu \in \mathcal{M}_C(M)$ and $(k, \lambda) \in \mathbb{Z} \times \mathbb{R}^+_0$.

**Proposition 3.5.** Let $\mu, \nu \in \mathcal{M}_C(M)$. We have

\[
(\mathcal{F}(\mu \ast \nu))(k, \lambda) = (\mathcal{F}\mu)(k, \lambda) \cdot (\mathcal{F}\nu)(k, \lambda) \quad \text{for all } k \in \mathbb{Z} \text{ and } \lambda \geq 0. 
\]

Moreover, for fixed $k \in \mathbb{Z}$ we have

\[
(\mathcal{F}(\sigma \ast \nu))(k, \lambda) = (\mathcal{F}\sigma)(k, \lambda) \cdot (\mathcal{F}\nu)(k, \lambda) \quad \text{if and only if} \quad \hat{\sigma}_k = \hat{\mu}_k \ast \hat{\nu}_k
\]

where $\hat{\sigma}_k (\tau = \alpha, \mu, \nu)$ is the complex measure on $\mathbb{R}^+_0$ defined by

\[
\hat{\sigma}_k(J) = \int_J e^{-i2k\pi\theta} 1_J(x) \tau(\xi)
\]

and $\hat{\mu}_k \ast \hat{\nu}_k(\cdot) := \int_{\mathbb{R}^+_0} \int_{\mathbb{R}^+_0} \frac{[k]}{\pi_{x_1,x_2}(\cdot)} \hat{\mu}_k(dx_1) \hat{\nu}_k(dx_2)$ (here $\pi_{x_1,x_2}^{[k]} \in \mathcal{P}(\mathbb{R}^+_0)$ are the measures from the proof of Proposition 3.1).

**Proof.** Applying the product formula (3.1), we obtain

\[
(\mathcal{F}(\mu \ast \nu))(k, \lambda) = \int_M \frac{w_{-k,\lambda}(\xi)}{\zeta_k(x)} (\mu \ast \nu)(d\xi)
\]

\[
= \int_M \int_M \frac{w_{-k,\lambda}(\xi)}{\zeta_k(x_1)} (\delta_{\xi_1} \ast \delta_{\xi_2})(d\xi_3) \mu(d\xi_1)\nu(d\xi_2)
\]

\[
= \int_M \int_M \frac{w_{-k,\lambda}(\xi_1)w_{-k,\lambda}(\xi_2)}{\zeta_k(x_1)\zeta_k(x_2)} \mu(d\xi_1)\nu(d\xi_2) = (\mathcal{F}\mu)(k, \lambda) \cdot (\mathcal{F}\nu)(k, \lambda)
\]

so that (3.3) holds. Since $\hat{\cdot}_k$ is the convolution on $\mathbb{R}^+_0$ associated with the Sturm-Liouville operator $\ell_k = -\frac{d}{dx} \frac{\hat{\cdot}}{d\xi}(B_k \hat{\cdot})$, the second statement is a consequence of the corresponding property of one-dimensional generalized convolutions (Proposition A.7(a)).

Next we summarize some useful properties of the $\Delta$-Fourier transform.

**Proposition 3.6.** The **$\Delta$-Fourier transform** $\mathcal{F}\mu$ of $\mu \in \mathcal{M}_C(M)$ has the following properties:

(i) For each $k \in \mathbb{Z}$, $(\mathcal{F}\mu)(k, \cdot)$ is continuous on $\mathbb{R}^+_0$. Moreover, if a family of measures $\{\mu_j\} \subset \mathcal{M}_C(M)$ is tight and uniformly bounded, then $\{(\mathcal{F}\mu_j)(k, \cdot)\}$ is equicontinuous on $\mathbb{R}^+_0$.

(ii) Each measure $\mu \in \mathcal{M}_C(M)$ is uniquely determined by $\mathcal{F}\mu$.

(iii) If $\{\mu_n\}$ is a sequence of measures belonging to $\mathcal{M}_+(M)$, $\mu \in \mathcal{M}_+(M)$, and $\mu_n \xrightarrow{w} \mu$, then for each $k \in \mathbb{Z}$ we have

\[
(\mathcal{F}\mu_n)(k, \cdot) \xrightarrow{n \to \infty} (\mathcal{F}\mu)(k, \cdot) \quad \text{uniformly on compact sets}.
\]

(iv) Suppose that $\lim_{x \to \infty} A(x) = \infty$. If $\{\mu_n\}$ is a sequence of measures belonging to $\mathcal{M}_+(M)$ whose $\Delta$-Fourier transforms are such that

\[
(\mathcal{F}\mu_n)(k, \lambda) \xrightarrow{n \to \infty} f(k, \lambda) \quad \text{pointwise in } (k, \lambda) \in \mathbb{Z} \times \mathbb{R}^+_0
\]

for some real-valued function $f$ such that $f(0, \cdot)$ is continuous at a neighbourhood of zero, then $\mu_n \xrightarrow{w} \mu$ for some measure $\mu \in \mathcal{M}_+(M)$ such that $\mathcal{F}\mu \equiv f$. 
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Proof. (i) We have

\[(\mathcal{F}_\mu)(k, \lambda) = \int_{\mathbb{R}_+^d} \tilde{v}_{k, \lambda}(x) \hat{\mu}_k(dx) \equiv (\mathcal{F}_\ell_k \hat{\mu}_k)(\lambda)\]

where

\[(\mathcal{F}_\ell_k \nu)(\lambda) = \int_{\mathbb{R}_+^d} \tilde{v}_{k, \lambda}(x) \nu(dx), \quad \nu \in \mathcal{P}(\mathbb{R}_+^d)\]

is the generalized Fourier transform of measures determined by the Sturm-Liouville operator \(\ell_k\), as defined in \((A.7)\). Therefore, the result follows from the corresponding property of one-dimensional convolutions (Proposition A.6(i)).

(ii) Let \(\mu \in \mathcal{M}_c(M)\) be such that \((\mathcal{F}_\mu)(k, \lambda) = 0\) for all \(k \in \mathbb{Z}\) and \(\lambda \geq 0\). Let \(f \in C_c(\mathbb{R}_+^d)\) and \(g \in C^1(T)\). Recalling that the Fourier series \(g(\theta) = \sum_{k \in \mathbb{Z}} \langle g, e^{-i2k\pi \cdot} \rangle e^{i2k\pi \theta}\) converges absolutely and uniformly [15, Theorem 1.4.2], we get

\[
\int_M f(x) g(\theta) \mu(d(x, \theta)) = \int_M f(x) \sum_{k \in \mathbb{Z}} \langle g, e^{-i2k\pi \cdot} \rangle e^{i2k\pi \theta} \mu(d(x, \theta)) = \sum_{k \in \mathbb{Z}} \langle g, e^{-i2k\pi \cdot} \rangle \int_{\mathbb{R}_+^d} f(x) \hat{\mu}_{-k}(dx) = 0
\]

where the last equality holds because, by Proposition A.6(ii), \((\mathcal{F}_\mu)(k, \cdot) \equiv 0\) implies that \(\hat{\mu}_k = 0\). By the Stone-Weierstrass theorem (see [40, Section 38] and also [26, Corollary 15.3]), this implies that \(\mu\) is the zero measure.

(iii) This follows directly from Proposition A.6(iii).

(iv) Let us show that \(\{\mu_n\}\) is tight. Fix \(\varepsilon > 0\). Given that \(f(0, \cdot)\) is continuous near zero, we can choose \(\delta > 0\) such that

\[
\left| \frac{1}{\delta} \int_0^{2\delta} (f(0, 0) - f(0, \lambda)) d\lambda \right| < \varepsilon.
\]

Furthermore, according to Lemma A.4(b) we have \(\lim_{x \to \infty} \tilde{v}_{0, \lambda}(x) = 0\) for all \(\lambda > 0\); we can therefore pick \(0 < \beta < \infty\) such that

\[
\int_0^{2\delta} (1 - w_{0, \lambda}(\xi)) d\lambda \geq \delta \quad \text{for all } (x, \theta) \in (\beta, \infty) \times T.
\]

We now compute

\[
\mu_n([\beta, \infty) \times T) \leq \frac{1}{\delta} \int_{[\beta, \infty) \times T} \int_0^{2\delta} (1 - w_{0, \lambda}(\xi)) d\lambda \mu_n(d\xi)
\]

\[
\leq \frac{1}{\delta} \int_{[a, \infty) \times T} \int_0^{2\delta} (1 - w_{0, \lambda}(\xi)) d\lambda \mu_n(d\xi)
\]

\[
= \frac{1}{\delta} \int_0^{2\delta} ((\mathcal{F}_\mu)(0, 0) - (\mathcal{F}_\mu)(0, \lambda)) d\lambda
\]

so that, using dominated convergence, we obtain

\[
\limsup_{n \to \infty} \mu_n([\beta, \infty) \times T) \leq \frac{1}{\delta} \limsup_{n \to \infty} \int_0^{2\delta} ((\mathcal{F}_\mu)(0, 0) - (\mathcal{F}_\mu)(0, \lambda)) d\lambda = \frac{1}{\delta} \int_0^{2\delta} (f(0, 0) - f(0, \lambda)) d\lambda < \varepsilon
\]

where \(\varepsilon\) is arbitrary, showing that \(\{\mu_n\}\) is tight.

Since \(\{\mu_n\}\) is also uniformly bounded, Prohorov’s theorem ensures that given a subsequence \(\{\mu_{n_k}\}\), there exists a further subsequence \(\{\mu_{n_{k_j}}\}\) and a measure \(\mu \in \mathcal{M}_+(M)\) for which we have \(\mu_{n_{k_j}} \overset{w}{\to} \mu\). By part (iii) we must have \((\mathcal{F}_\mu)(k, \lambda) = f(k, \lambda)\) for all \((k, \lambda) \in \mathbb{Z} \times \mathbb{R}_+^d\). It then follows from (ii) that all such subsequences (and hence the sequence \(\{\mu_n\}\) itself) converge weakly to a unique measure \(\mu\). \(\square\)
In the sequel we will always assume that $\lim_{x \to \infty} A(x) = \infty$.

**Corollary 3.7.** For each $k \in \mathbb{Z}$, the mapping $(\mu, \nu) \mapsto \mu \ast_k \nu$ is continuous in the weak topology.

**Proof.** We have

$$
(\mathcal{F}(\delta_{\xi_1} \ast_k \delta_{\xi_2}))(j, \lambda) = \int_M e^{-i2\pi x_1 \lambda(x_3)} \frac{v_j \lambda(x_3)}{\zeta_j(x_3)} (\delta_{\xi_1} \ast_k \delta_{\xi_2})(d\xi_3) = e^{-i2\pi (\theta_1 + \theta_2)} \int_{\mathbb{R}^3} \frac{v_j \lambda(x_3)}{\zeta_j(x_3)} (\delta_{\xi_1} \ast_k \delta_{\xi_2})(d\xi_3).
$$

(3.4)

Proposition A.7(b) ensures that $(x_1, x_2) \mapsto \delta_{x_1} \ast_k \delta_{x_2}$ is continuous in the weak topology, hence the expression in the right hand side is a continuous function of $(\xi_1, \xi_2)$. It then follows from Proposition 3.6(iv) that $(\xi_1, \xi_2) \mapsto \delta_{\xi_1} \ast_k \delta_{\xi_2}$ is continuous in the weak topology.

Let $h \in C_0(M)$ and $\mu_n, \nu_n \in \mathcal{M}_C(M)$ with $\mu_n \xrightarrow{w} \mu$ and $\nu_n \xrightarrow{w} \nu$. We have just seen that $\int_M h(x_3) (\delta_{\xi_1} \ast_k \delta_{\xi_2})(d\xi_3)$ is a continuous function of $(\xi_1, \xi_2)$; consequently,

$$
\lim_{n} \int_M \int_M \left( \int_M h(x_3) (\delta_{\xi_1} \ast_k \delta_{\xi_2})(d\xi_3) \right) \mu_n(dx) \nu_n(dy) = \int_M \int_M \left( \int_M h(x_3) (\delta_{\xi_1} \ast_k \delta_{\xi_2})(d\xi_3) \right) \mu(dx) \nu(dy)
$$

which means (since $h$ is arbitrary) that $\mu_n \ast_k \nu_n \rightarrow \mu \ast_k \nu$.

The operator $\mathcal{T}_k^h$ defined by the integral

$$(\mathcal{T}_k^h)(\xi) := \int_M h(d\delta_{\xi_1} \ast_k \mu)$$

is said to be the $\Delta_k$-translation by the measure $\mu \in \mathcal{M}_C(M)$. The next result summarizes its mapping properties. For brevity, we write $L_k^p := L^p(M, B_k(x)dxd\theta)$.

**Proposition 3.8.** (a) If $h \in C_0(M)$, then $\mathcal{T}_k^h \in C_0(M)$ for all $\mu \in \mathcal{M}_C(M)$.

(b) If $h \in C_0(M)$, then $\mathcal{T}_k^h \in C_0(M)$ for all $\mu \in \mathcal{M}_C(M)$.

(c) Let $1 \leq p \leq \infty$, $\mu \in \mathcal{M}_+(M)$ and $h \in L_k^p$. The $\Delta_k$-translation $(\mathcal{T}_k^h)(x)$ is a Borel measurable function of $x \in M$, and we have

$$
\| \mathcal{T}_k^h \|_{L_k^p} \leq \| \mu \| \cdot \| h \|_{L_k^p}.\tag{3.5}
$$

(d) Let $p_1, p_2 \in [1, \infty]$ such that $\frac{1}{p_1} + \frac{1}{p_2} \geq 1$, and write $\mathcal{T}_k^g := \mathcal{T}_k^{\delta_k \ast g}$ $\xi \in M$. For $h \in L_k^{p_1}$ and $g \in L_k^{p_2}$, the $\Delta_k$-convolution

$$(h \ast_k g)(\xi)(\xi) = \int_M (\mathcal{T}_k^{\delta_{\xi_1}} h)(\xi) g(\xi_1) B_k(x_1)dx_1d\theta_1
$$

is well-defined and, for $s \in [1, \infty]$ defined by $\frac{1}{s} = \frac{1}{p_1} + \frac{1}{p_2} - 1$, it satisfies

$$
\| h \ast_k g \|_{L_k^s} \leq \| h \|_{L_k^{p_1}} \| g \|_{L_k^{p_2}}.
$$

(in particular, $h \ast_k g \in L_k^s$).

**Proof. (a)** This is an immediate consequence of Corollary 3.7.

(b) It follows from (3.4) that for all $j \in \mathbb{Z}$ and $\lambda > 0$ we have

$$
(\mathcal{F}(\delta_{\xi_1} \ast_k \mu))(j, \lambda) = \int_M e^{-i2\pi x_1 \lambda(x_3)} \frac{v_j \lambda(x_3)}{\zeta_j(x_3)} (\delta_{\xi_1} \ast_k \delta_{\xi_2})(d\xi_3) \mu(d\xi_1) \longrightarrow 0 \quad \text{as } x \to \infty\tag{3.6}
$$

where the last step follows from dominated convergence and the fact that $\delta_{\xi_1} \ast_k \delta_{\xi_2} \xrightarrow{w} 0$ as $x \to \infty$, where $0$ denotes the zero measure (Proposition A.7(d)). It follows from (3.6) and similar reasoning as in [43, Remark 4.7] that $\delta_{\xi_1} \ast_k \mu \xrightarrow{w} 0$ as $x \to \infty$, so that (b) holds.
(c) In the case \( p = \infty \), the proof is straightforward. Let \( 1 \leq p < \infty \). Suppose first that \( h(x, \theta) = f(x)g(\theta) \) and observe that
\[
(\mathcal{T}^{x, \theta}_k h)(x_1, \theta_1) = (\mathcal{T}^{x_2}_k f)(x_1) \cdot (\mathcal{T}^{\theta_2}_k g)(\theta_1)
\]
where \( \mathcal{T}^{x}_k \) is the generalized translation associated with the Sturm-Liouville operator \( \ell_k \) and \( \mathcal{T}^{\theta}_k g)(\theta_1) \) is the ordinary translation on the torus. We have \( \| \mathcal{T}^{x}_k f \|_{L^p(\mathbb{R}^+, B_k(x)dx)} \leq \| f \|_{L^p(\mathbb{R}^+, B_k(x)dx)} \) (cf. Proposition A.7(c)), and therefore
\[
\| \mathcal{T}^{x, \theta}_k h \|_{L^p_k} = \| \mathcal{T}^{x}_k f \|_{L^p(\mathbb{R}^+, B_k(x)dx)} \cdot \mathcal{T}^{\theta}_k g)(\theta_1) \leq \| f \|_{L^p(\mathbb{R}^+, B_k(x)dx)} \| g \|_{L^p(\mathbb{T})} = \| h \|_{L^p_k}.
\]
Since the linear span of indicator functions of compact rectangles \( I \times J \subset \mathbb{R}^+ \times \mathbb{T} \) is dense in \( L^p_k \), we have \( \| \mathcal{T}^{x, \theta}_k h \|_{L^p_k} = \| h \|_{L^p_k} \) for all \( h \in L^p_k \) and \( (x, \theta) \in M \), showing that (3.5) holds for Dirac measures \( \mu = \delta_{x, \theta} \). The result can be extended to all \( \mu \in \mathcal{M}_+(M) \) (and \( 1 \leq p < \infty \)) by using Minkowski’s integral inequality.

(d) The proof relies on part (c) and the same reasoning as in the classical case; see e.g. the proof of Proposition 1.III.5 of [47].

In the next statement we show that if a heat kernel exists for the heat semigroup \( \{ e^{t\Delta_N} \} \), then the functions \( e^{t\Delta_N} w_{k, \lambda} = e^{-t\lambda} w_{k, \lambda} \) also admit a product formula whose measures do not depend on the spectral parameter \( \lambda \) and, moreover, are absolutely continuous with respect to \( \omega \).

**Proposition 3.9.** Assume that the action of \( e^{t\Delta_N} \) on \( L^2(M) \) is given by a symmetric heat kernel satisfying conditions I and II of Proposition 2.4. Let \( \gamma_{t, k, \xi_1, \xi_2} \) be the positive measure defined by

\[
\gamma_{t, k, \xi_1, \xi_2} (d\xi_3) = \int_M \gamma_{t, k, \xi_1, \xi_2} (d\xi_3) p(t, \xi_1, \xi_4) \omega(d\xi_4).
\]

Then, the product \( e^{-t\lambda} w_{k, \lambda}(\xi_1) w_{k, \lambda}(\xi_2) \) admits the integral representation

\[
e^{-t\lambda} w_{k, \lambda}(\xi_1) w_{k, \lambda}(\xi_2) = \int_M w_{k, \lambda}(\xi_3) \gamma_{t, k, \xi_1, \xi_2} (d\xi_3) \quad (t \geq 0, \xi_1, \xi_2 \in M, \lambda \in \text{supp}(\rho_k)).
\]

**Proof.** By direct calculation we get
\[
\int_M w_{k, \lambda}(\xi_3) \gamma_{t, k, \xi_1, \xi_2} (d\xi_3) = \int_M \int_M w_{k, \lambda}(\xi_3) \gamma_{k, \xi_3, \xi_2} (d\xi_3) p(t, \xi_1, \xi_4) \omega(d\xi_4) = e^{-t\lambda} w_{k, \lambda}(\xi_1) w_{k, \lambda}(\xi_2)
\]
where, by Proposition 3.1 and Corollary 2.5, the last equality holds for \( t \geq 0, \lambda \in \text{supp}(\rho_k), \xi_2 \in M \) and \( \omega \)-a.e. \( \xi_1 \in M \). Using the symmetry relation \( \int_M w_{k, \lambda}(\xi_3) \gamma_{t, k, \xi_1, \xi_2}(d\xi_3) = \int_M w_{k, \lambda}(\xi_3) \gamma_{t, k, \xi_2, \xi_1}(d\xi_3) \), the identity extends to continuity to all \( \xi_1, \xi_2 \in M \). (The given symmetry can be deduced by noting that, by Propositions 2.3-2.4 and Proposition A.7(c), we have for \( g \in C^\infty_c(\mathbb{R}^+) \)
\[
\int_M e^{2ik\pi x_3 \theta} g(x_3) \gamma_{t, k, \xi_1, \xi_2}(d\xi_3) = \int_M \int_{\mathbb{R}^+} w_{k, \lambda}(\xi_3) w_{k, \lambda}(\xi_2) (\mathcal{F}_{\Delta_k} g)(\lambda) \rho_k(d\lambda) p(t, \xi_1, \xi_4) \omega(d\xi_4) = \int_{\mathbb{R}^+} e^{-t\lambda} w_{k, \lambda}(\xi_1) w_{k, \lambda}(\xi_2) (\mathcal{F}_{\Delta_k} g)(\lambda) \rho_k(d\lambda)
\]
and, therefore, \( (\gamma_{t, k, \xi_1, \xi_2} - k = (\gamma_{t, k, \xi_2, \xi_1} - k) \).

**4** Infinitely divisible measures and convolution semigroups

In this section we develop the basic notions of divisibility of measures with respect to the convolution algebras \( (\mathcal{M}_C(M), \cdot_k) \). As in the classical theory, these will be seen to induce a Lévy-Khintchine type representation and to a convolution semigroup representation for the reflected Brownian motion on \( (M, g) \). First we present the following basic definitions:
Definition 4.1.

- The set $\mathcal{P}_{k, \text{id}}$ of $\Delta_k$-infinitely divisible measures is defined by
  \[
  \mathcal{P}_{k, \text{id}} = \{ \mu \in \mathcal{P}(M) \mid \text{for all } n \in \mathbb{N} \text{ there exists } \nu_n \in \mathcal{P}(M) \text{ such that } \mu = (\nu_n)^*\}
  \] (4.1)
  where $(\nu_n)^*$ denotes the $n$-fold $\Delta_k$-convolution of $\nu_n$ with itself.
- The $\Delta_k$-Poisson measure associated with $\nu \in \mathcal{M}_+(M)$ is
  \[
  \mathfrak{e}_k(\nu) := e^{-\|\nu\|} \sum_{n=0}^{\infty} \nu^* \frac{n!}{n!}
  \]
  (the infinite sum converging in the weak topology).
- A measure $\mu \in \mathcal{P}_{k, \text{id}}$ is called a $\Delta_k$-Gaussian measure if the measures $\nu_n$ in (4.1) are such that
  \[
  \lim_{n \to \infty} n \cdot \nu_n(\mathbb{R} \setminus V) = 0 \text{ for every open set } V \text{ containing } (0,0).
  \]
  It is easy to check that, for $\nu \in \mathcal{M}_+(M)$,
  \[
  \int_M e^{-i2\pi \theta \cdot \tilde{v}_{k,\lambda}(x)} \mathfrak{e}_k(\nu)(d\xi) = \exp \left( \int_M [e^{-i2\pi \theta \cdot \tilde{v}_{k,\lambda}(x)} - 1] \nu(d\xi) \right), \quad (j, \lambda) \in \mathbb{Z} \times \mathbb{R}_0^+.
  \] (4.2)
  (This is an equivalent characterization of $\Delta_k$-Poisson measures, because by [5, Theorem 2.2.4] each measure $\mu \in \mathcal{M}_C(M)$ is characterized by the integrals $\int_M e^{-i2\pi \theta \cdot \tilde{v}_{k,\lambda}(x)} \nu(d\xi)$.) More generally, if the positive measure $\nu$ is (possibly) unbounded and the equality (4.2) holds for some measure $\mathfrak{e}_k(\nu) \in \mathcal{P}(M)$, then we will also say that $\mathfrak{e}_k(\nu)$ is a $\Delta_k$-Poisson measure associated with $\nu$.

Definition 4.2. A family $\{\mu_t\}_{t \geq 0} \subset \mathcal{P}(M)$ is called a $\Delta_k$-convolution semigroup if it satisfies the conditions
  \[
  \mu_s \ast_k \mu_t = \mu_{s+t} \quad \text{for all } s, t \geq 0, \quad \mu_0 = \delta_{(0,0)} \quad \text{and} \quad \mu_t \xrightarrow{w} \delta_{(0,0)} \text{ as } t \downarrow 0.
  \]
The $\Delta_k$-convolution semigroup $\{\mu_t\}_{t \geq 0}$ is said to be Gaussian if $\mu_1$ is a $\Delta_k$-Gaussian measure.

A measure $\mu \in \mathcal{M}_C(M)$ is said to be symmetric if $\mu(B) = \mu(\tilde{B})$ for all Borel subsets $B \subset M$, where $\tilde{B}$ is the image of $B$ under the mapping $(x, \theta) \mapsto (x, 1-\theta)$. One can show that for each symmetric measure $\mu \in \mathcal{P}_{k, \text{id}}$ there exists a unique $\Delta_k$-convolution semigroup $\{\mu_t\}_{t \geq 0}$ such that $\mu_1 = \mu$; consequently, there is a one-to-one correspondence between symmetric $\Delta_k$-infinitely divisible measures and symmetric $\Delta_k$-convolution semigroups. (The proof is similar to that of the corresponding result for the ordinary convolution on the torus, see also [5, Theorem 5.3.4].)

It follows from Proposition A.8 that the convolution algebra $(M, \ast_k)$ is a product hypergroup in the sense of [5, Definition 1.5.29]. We can therefore use a general result on infinitely divisible measures on commutative hypergroups [37, Theorems 4.4 and 4.7] to obtain the following Lévy-Khintchine type representation for symmetric $\Delta_k$-infinitely divisible measures (and for the corresponding convolution semigroups):

Proposition 4.3. Any symmetric measure $\mu \in \mathcal{P}_{k, \text{id}}$ can be represented as
  \[
  \mu = \gamma \ast_k \mathfrak{e}_k(\nu)
  \]
  where $\mathfrak{e}_k(\nu)$ is the $\Delta_k$-Poisson measure associated with the $\sigma$-finite positive measure $\nu = \lim_{t \uparrow 0} (\frac{1}{t} \mu_t)|_{M \setminus (0,0)}$ and $\gamma$ is a $\Delta_k$-Gaussian measure.
  The representation is unique, i.e. if $\mu = \tilde{\gamma} \ast_k \mathfrak{e}_k(\tilde{\nu})$ for a $\sigma$-finite positive measure $\tilde{\nu}$ and a Gaussian measure $\tilde{\gamma}$, then $\nu = \tilde{\nu}$ and $\gamma = \tilde{\gamma}$.

It is easy to show (cf. [38, Proposition 2.1]) that each $\Delta_k$-convolution semigroup gives rise to a Markovian contraction semigroup of operators.
Proposition 4.4. Let \( \{\mu_t\} \) be a \( \Delta_k \)-convolution semigroup. Then

\[
(T_t h)(\xi) := (\mathbf{T}^\mu_k h)(\xi) = \int_M h(d\xi) \mu_t(\xi)
\]
defines a conservative Feller semigroup on \( C_0(M) \) such that the identity \( T_t \mathbf{T}^\mu_k f = \mathbf{T}^\mu_k T_t f \) holds for all \( t \geq 0 \) and \( \nu \in \mathcal{M}_c(M) \). The restriction \( \{T_t\}_{\mathcal{C}(M)} \) can be extended to a strongly continuous contraction semigroup \( \{T_t^{(p)}\} \) on the space \( L^p(M) \) (\( 1 \leq p < \infty \)). Moreover, the operators \( T_t^{(p)} \) are given by \( T_t^{(p)} f = \mathbf{T}^\mu_k f \) \( (f \in L^p(M)) \).

Next we show that the heat semigroup generated by \( \Delta_N \) is of the convolution semigroup type, in the sense that its action can be represented in terms of integrals with respect to Gaussian \( \Delta_k \)-convolution semigroups:

Proposition 4.5. For \( k \in \mathbb{Z} \), let \( m_0 \in \mathcal{M}_c(M) \) be an absolutely continuous measure with respect to \( \omega \) whose density function \( q_{m_0} \) belongs to \( L^2(M) \cap L^1(M, \zeta \cdot \omega) \), and such that \( (\tilde{m}_0)_j = 0 \) for each \( j \neq k \). Then there exists a Gaussian \( \Delta_k \)-convolution semigroup \( \{\mu^k_t\}_{t \geq 0} \) such that

\[
\int_M (e^{t \Delta_N} h)(\xi) m_0(d\xi) = \int_M \frac{h(\xi)}{\zeta_k(x)} \mu^k_t(\zeta_k \cdot m_0)(d\xi) \quad (h \in L^2(M), \ t \geq 0).
\]

Proof. For \( t > 0 \), let \( \mu^k_t = \alpha^k_t \otimes \delta_0 \), where \( \{\alpha^k_t\}_{t \geq 0} \) is the \( \phi \)-Gaussian convolution semigroup generated by \( \ell_k \) (Proposition A.9(a)). We recall from the proof of Corollary 2.5 that we have \( e^{-t \Delta} \in L^2(\mu_k) \) and

\[
\alpha^k_t(dx) = (\mathbf{F}^{-1} e^{-\gamma} \mu_k(dx)) B_k(x) dx,
\]

where \( \mathbf{F}^{-1} e^{-\gamma} \in L^2(\mathbb{R}^+, B_k(x) dx) \).

Our first claim is that the measure \( \frac{1}{\zeta_k} (\mu^k_t \star (\zeta_k \cdot m_0)) \) is absolutely continuous with respect to \( \omega \) and that its density function \( q_{\mu^k_t \cdot m_0} \) belongs to \( L^2(M) \). Note first that, by assumption, \( (\tilde{m}_0)_j \) = 0 for \( j \neq k \), and therefore (e.g. by Proposition 3.6(ii)) \( m_0 = (\tilde{m}_0)_k \otimes \phi_k \), where \( \phi_k \) is the measure on \( \mathbb{T} \) defined by \( \phi_k(dx) = e^{i2k \pi x} dx \). We thus have

\[
\mu^k_t(\zeta_k \cdot m_0) = (\alpha^k_t \circ \zeta_k \cdot (\tilde{m}_0)_k) \otimes \phi_k.
\]

The absolute continuity assumption on \( m_0 \) implies that \( (\tilde{m}_0)_k(dx) = (q_{m_0})_k(x) A(x) dx \) with \( (q_{m_0})_k \in L^2(A) \), so we can now use the properties of the convolution \( \phi_k \) (see Proposition A.7(i)) to conclude that \( \frac{1}{\zeta_k} (\mu^k_t \star (\zeta_k \cdot (\tilde{m}_0)_k)) \) is also absolutely continuous with respect to \( A(x) dx \) with density belonging to \( L^2(A) \), and this proves the claim.

Let \( h \in L^2(M) \). Combining the above with Proposition 2.3, we may now compute

\[
\int_M (e^{t \Delta_N} h)(\xi) m_0(d\xi) = \int_M \frac{h(\xi)}{\zeta_k(x)} \mu^k_t(\zeta_k \cdot m_0)(d\xi)
\]

so that (4.3) holds. \( \square \)

As observed in Section 2, the sesquilinear form \( \mathcal{E} \) associated with the heat semigroup \( e^{t \Delta_N} \) is a nonnegative, closed, Markovian symmetric form defined on \( H^1(M) \times H^1(M) \); in other words, \((\mathcal{E}, H^1(M))\) is a Dirichlet form on \( L^2(M) \). One can also check (cf. [6, 19]) that the Dirichlet form \((\mathcal{E}, H^1(M))\) is regular; that is, \( H^1(M) \cap C_c(M) \) is dense both in \( H^1(M) \) with respect to the norm \( \|u\|_{H^1(M)} = \sqrt{\mathcal{E}(u, u) + \|u\|_{L^2(M)}} \) and in \( C_c(M) \) with respect to the sup norm. Therefore, by a basic result from the theory of Dirichlet forms [19, Theorem 7.2.1], there exists a Hunt process with state space \( M \) whose transition semigroup \( \{P_t\}_{t \geq 0} \) is such that \( P_t u \) is, for all \( u \in C_c(M) \), a quasi-continuous version of \( e^{t \Delta_N} u \).
(A Hunt process is essentially a strong Markov process whose paths are right-continuous and quasi-left-continuous; for details we refer to [19, Appendix A.2].)

Accordingly, (4.3) can be rewritten as

$$\mathbb{E}_{m_0}[h(W_t)] = \int_M h(t \mu^t_k \ast_m 0), \quad (h \in L^2(M), \ t \geq 0) \quad (4.4)$$

where:

- \{W_t\}_{t \geq 0} is the reflected Brownian motion on the manifold \((M, g)\), i.e. \{W_t\} is the Hunt process on \(M\) determined by the regular Dirichlet form \((\mathcal{E}, H^1(M))\);
- \(\mathbb{E}_{m_0}\) is the expectation operator of the process with initial distribution \(m_0 \in \mathcal{M}_c(M)\) (defined as \(\mathbb{E}_{m_0}[h(W_t)] := \int_M \mathbb{E}_\xi[h(W_t)]m_0(d\xi)\), where \(\mathbb{E}_\xi\) is the usual expectation operator for the process started at the point \(\xi\);
- The convolution \(\ast\) is defined by \(\nu_1 \ast \nu_2 = \int \left((\zeta \cdot \nu_1) \ast (\zeta \cdot \nu_2)\right) d\gamma_{k, \xi_1, \xi_2}\) or, equivalently, by \((\nu_1 \ast \nu_2)(\cdot) = \int_M \gamma_{k, \xi_1, \xi_2}(\cdot) \nu_1(d\xi_1) \nu_2(d\xi_2)\), with \(\gamma_{k, \xi_1, \xi_2}\) given as in (3.2);
- \(\tilde{\mu}^t_k := \frac{\mu^t_k}{\kappa}\) (so that \(\tilde{\mu}^t_k\) satisfies the convolution semigroup property with respect to \(\ast\)).

**Corollary 4.6.** Let \(m_0 \in \mathcal{M}_c(M)\) be an absolutely continuous measure with respect to \(\omega\) whose density function \(q_{m_0}\) belongs to \(L^2(M) \cap \bigcap_{k=0}^\infty L^1(M, \zeta_k \cdot \omega)\). Then there exist Gaussian \(\Delta_k\)-convolution semigroups \(\mu^t_k\) such that

$$\int_M (e^{\Delta_N h} h)(\xi) m_0(d\xi) = \sum_{k \in \mathbb{Z}} \int_M e^{i2k\pi \theta} \hat{h}_k(x) \left(\mu^t_k \ast (\zeta \cdot m_{0,-k})\right)(d\xi) \quad (h \in L^2(M), \ t \geq 0)$$

where \(m_{0,k} = (\tilde{m}_0)_k \otimes \phi_k\) and \(\hat{h}_k\) is given as in (2.15).

**Proof.** We have

$$\int_M e^{\Delta_N} \left(\sum_{k \in \mathbb{Z}} e^{i2k\pi \theta} \hat{h}_k(x)\right) m_0(d\xi) = \sum_{k \in \mathbb{Z}} \int_M e^{\Delta_N} \left(e^{i2k\pi \theta} \hat{h}_k(x)\right) ((\tilde{m}_0)_{-k} \otimes \phi_{-k})(d\xi).$$

Since each measure \((\tilde{m}_0)_{-k} \otimes \phi_{-k}\) satisfies \(((\tilde{m}_0)_{-k} \otimes \phi_{-k})_j \equiv 0\) for \(j \neq -k\), the corollary follows by applying Proposition 4.5 to each term in the right-hand side. \(\square\)

We now extend the result of Proposition 4.5 to other Markovian semigroups whose generators are functions (in the functional calculus sense) of the Laplace-Beltrami operator.

**Proposition 4.7.** For \(k \in \mathbb{Z}\), let \(m_0 \in \mathcal{M}_c(M)\) be an absolutely continuous measure with respect to \(\omega\) whose density function \(q_{m_0}\) belongs to \(L^2(M) \cap \bigcap_{k=0}^\infty L^1(M, \zeta_k \cdot \omega)\), and such that \((\tilde{m}_0)_j = 0\) for each \(j \neq k\). Let \(\psi_k\) be a function of the form

$$\psi_k(\lambda) = c\lambda + \int_{\mathbb{R}^+} (1 - \tilde{v}_{k, \lambda}(x)) \tau(dx) \quad (\lambda \geq 0) \quad (4.5)$$

where \(c \geq 0\) and \(\tau\) is a \(\sigma\)-finite measure on \(\mathbb{R}^+\) which is finite on the complement of any neighbourhood of \(0\) and such that \(\int_{\mathbb{R}^+} (1 - \tilde{v}_{k, \lambda}(x)) \tau(dx) < \infty\) for \(\lambda \geq 0\). Assume also that \(e^{-t\psi_k(\cdot)} \in L^2(\rho_k)\) for all \(t > 0\). Then there exists a \(\Delta_k\)-convolution semigroup \(\mu^t_k\) such that

$$\int_M (e^{-t\psi_k(-\Delta_k)} h)(\xi) m_0(d\xi) = \int_M h(\xi) \left(\mu^t_k \ast (\zeta \cdot m_0)\right)(d\xi) \quad (h \in L^2(M), \ t \geq 0) \quad (4.6)$$

where \(e^{-t\psi_k(-\Delta_k)}\) is defined via the spectral theorem for the self-adjoint operator \((-\Delta_N, \mathcal{D}_N)\).

We observe that, since \(e^{-t\lambda} \in L^2(\rho_k)\) for all \(t > 0\), the assumption \(e^{-t\psi_k(\cdot)} \in L^2(\rho_k)\) is automatically satisfied whenever \(c > 0\) in the right hand side of (4.5).
Proof. By Proposition A.9(b), there exists a \( \phi_k \)-convolution semigroup \( \{ \alpha_k(t) \}_{t \geq 0} \) such that \( (F_{\ell_k} \alpha_k(t))(\lambda) = e^{-\ell_k(t)}(\lambda) \). Using Proposition A.2 and the assumption \( e^{-\ell_k(t)} \in L^2(\mathbb{R}) \), we deduce that \( \alpha_k(t)(dx) = (F_{\ell_k}^{-1} e^{-\ell_k(t)})(x)B_k(x)dx \), where \( F_{\ell_k}^{-1} e^{-\ell_k(t)} \in L^1(\mathbb{R}^+, B_k(x)dx) \). The result can now be proved using the same argument as in Proposition 4.5 above.

The sesquilinear form \( \mathcal{E}^{\psi_k} : \mathcal{D}(\mathcal{E}^{\psi_k}) \times \mathcal{D}(\mathcal{E}^{\psi_k}) \to \mathbb{C} \) associated with the Markovian self-adjoint operator \( -\psi_k(-\Delta_N) \), defined as

\[
\mathcal{D}(\mathcal{E}^{\psi_k}) = \mathcal{D}(\sqrt{\psi_k(-\Delta_N)}), \quad \mathcal{E}^{\psi_k}(u, v) = \langle \sqrt{\psi_k(-\Delta_N)} u, \sqrt{\psi_k(-\Delta_N)} v \rangle_{L^2(M)},
\]

is a regular Dirichlet form on \( L^2(M) \). (We can prove this claim using the upper bound (A.8) and the proof of Proposition 3.1 of [32].) Accordingly, the result stated before Corollary 4.6 ensures that there exists a Hunt process \( \{X_t\}_{t \geq 0} \) with state space \( M \) such that \( (e^{-\ell_k(-\Delta_N)} h)(x) = E_x[h(X_t)] \), and therefore the convolution semigroup property (4.6) translates into the Lévy-like representation

\[
E_{m_0}[h(X_t)] = \int_M h(d\hat{\mu}_k \star m_0) \quad (h \in L^2(M), \ t \geq 0)
\]

for the law of the process \( \{X_t\} \). (Here \( m_0 \) is any complex measure satisfying the assumptions in Proposition 4.7.) The representation (4.4) for the law of reflected Brownian motion on \( (M, g) \) is a particular case of this result.

Remark 4.8. In general we cannot state a counterpart of Corollary 4.6 for the semigroup \( e^{-\ell_k(-\Delta_N)} \). This would only be possible if \( \psi_k(\lambda) \) did not depend on \( k \), i.e. if a given function \( \psi(\lambda) \) could be written, for each \( k = 0, 1, \ldots \), as \( c_k \lambda + \int (1 - \psi_{k,\lambda}) \ d\tau_k \) with \( c_k \geq 0 \) and \( \tau_k \) measures satisfying the conditions above, but there are no reasons to expect that this is possible other than in the trivial case \( \psi(\lambda) = c \lambda \). (See [52], where it is shown that the stable infinitely divisible measures for the convolution \( \phi_k \) are not the same for different values of \( k \).)

5 Examples

We now review some special cases in which the theory of special functions provides further information on the eigenfunction expansion of \( \Delta_N \) and the associated convolution structure. We start with an example where the solutions \( \psi_{k,\lambda} \) can be expressed in terms of the Whittaker function of the second kind, and the Fourier decomposition gives rise to a family of Sturm-Liouville operators which are generators of drifted Bessel processes.

Example 5.1. Consider the case \( A(x) = x^{1/2} \), so that the Riemannian metric on \( M = \mathbb{R}^+ \times \mathbb{T} \) is \( g = dx^2 + x \, d\theta^2 \), the volume form is \( d\omega = \sqrt{x} \, dx \, d\theta \) and the Laplace-Beltrami operator on \( (M, g) \) is \( \Delta = \partial_x^2 + \frac{1}{2x} \partial_x + \frac{1}{4x} \partial^2_\theta \).

(i) Let \( M_{\alpha,\nu}(z) := z^\nu M_{\alpha,\nu}(z) \), where \( M_{\alpha,\nu}(z) \) denotes the Whittaker function of the first kind [34, §13.14]. The unique solution of the boundary value problem (2.7) is given by

\[
w_{k,\lambda}(x, \theta) = e^{ikx\theta} M_{\frac{1}{4}(2ix\sqrt{\lambda})} \frac{1}{\sqrt{\lambda}} (2ix\sqrt{\lambda}).
\]

Indeed, the function \( v_{k,\lambda}(x) = e^{-\pi i/8} (2ix\sqrt{\lambda})^{-1/4} M_{\frac{1}{4}(2ix\sqrt{\lambda})} \frac{1}{\sqrt{\lambda}} (2ix\sqrt{\lambda}) \) is, according to [35, Equation 2.1.2.108], a solution of \( -\Delta_k v = \lambda v \), and we can use the results of [34, §13.14(iii) and §13.15(ii)] to check that \( v_{k,\lambda}(0) = 1 \) and \( \langle Av_{k,\lambda} \rangle(0) = 0 \).

(ii) Let \( r_{\rho_k}(\lambda) = 2^{-3/2} \pi^{-1/4} \exp\left(-\frac{2\lambda \pi^2}{\sqrt{x}}\right) |\Gamma(\frac{1}{4} - \frac{2\lambda \pi^2}{\sqrt{x}})|^2 \). The integral operator \( \mathcal{F} : L^2(M) \to \bigoplus_{k \in \mathbb{Z}} L^2(\mathbb{R}^+, r_{\rho_k}(\lambda) \, d\lambda) \) defined by

\[
(\mathcal{F} h_k)(\lambda) := \int_0^\infty \int_0^1 h(x, \theta) e^{-\lambda x \theta} \, d\theta \frac{M_{\frac{1}{4}(2ix\sqrt{\lambda})} \frac{1}{\sqrt{\lambda}} (2ix\sqrt{\lambda}) \, dx}{\sqrt{x}}
\]
is a spectral representation of the Laplace-Beltrami operator (cf. Proposition 2.3), and its inverse is given by

\[
(F^{-1}\{\varphi_k\})(\xi) = \sum_{k \in \mathbb{Z}} \int_0^\infty \varphi_k(\lambda) e^{2i\xi^2/\lambda} \frac{1}{\sqrt{2\pi}} \frac{d\lambda}{\lambda}.
\]

By Proposition 2.3, to prove (ii) we only need to show that the spectral measure of the self-adjoint realization of $\Delta_k$ determined by the boundary condition $(A\nu')(0) = 0$ is given by $\rho_k(d\lambda) = r_{\rho_k}(\lambda)d\lambda$. But this fact is a consequence of the general results of [31] on spectral representations associated with the Sturm-Liouville operator $\ell_{\nu,\mu} = -\frac{d^2}{dx^2} - \frac{(2\nu+1)\mu}{x}d/dx$. Indeed, it follows from [31, Proposition 1] (see also [45]) that the integral transforms

\[
(Qf)(\tau) = (2\pi)^{-1/4} \int_0^\infty f(x) x^{1/4} e^{8(k\pi)^2x - \frac{3}{4}(2ix\sqrt{\lambda})} d\lambda.
\]

\[
(Q^{-1}\eta)(x) = \frac{x^{1/4} e^{-8(k\pi)^2x + \frac{3}{4}(2ix\sqrt{\lambda})}}{2\pi^{3/2}} \int_0^\infty \eta(\tau) M_{\frac{i(k\pi)^2\tau}{2\pi},\frac{1}{4}}(2ix\sqrt{\lambda}) \frac{\tau^{1/4}}{\Gamma(\frac{1}{4} - \frac{3}{8}(k\pi)^2i\tau)} d\tau.
\]

define an isometric isomorphism $L^2(\mathbb{R}^+, x^{1/2}e^{(4k\pi)^2x}) \rightarrow L^2(\mathbb{R}^+, \sqrt{\tau}\frac{1}{2}\pi^{-2} e^{-\frac{3}{8}\tau} \frac{\tau^{1/4}}{\Gamma(\frac{1}{4} - \frac{3}{8}(k\pi)^2\tau)} d\tau)$ satisfying $Q(\ell_{\frac{1}{4}\delta_{(8k\pi)^2}}) = \ell_k$ and $\Delta_k$ are related via an elementary change of variables, we easily conclude that $\rho_k(d\lambda) = r_{\rho_k}(\lambda)d\lambda$.

(iii) For each $k \in \mathbb{N}_0$ and $\xi_j = (x_j, \theta_j) \in M$ $(j = 1, 2)$ there exists a positive measure $\gamma_k, \xi_1, \xi_2$ on $M$ such that for all $\tau \in \mathbb{C}$ the generalized eigenfunctions $\phi_k$ (5.1) satisfy

\[
e^{2ik\pi(\theta_1 + \theta_2)} M_{\frac{i(k\pi)^2\tau}{2\pi},\frac{1}{4}}(2ix\sqrt{\lambda}) \frac{(2ix\tau)}{\Gamma(\frac{1}{4} - \frac{3}{8}(k\pi)^2i\tau)} J_k(\xi_1, \xi_2)(ix\tau)
\]

\[
to \int_M e^{2ik\pi(\theta_1 + \theta_2)} M_{\frac{i(k\pi)^2\tau}{2\pi},\frac{1}{4}}(2ix\sqrt{\lambda}) \frac{(2ix\tau)}{\Gamma(\frac{1}{4} - \frac{3}{8}(k\pi)^2i\tau)} J_k(\xi_1, \xi_2)(ix\tau)
\]

The support of measure $\gamma_k, \xi_1, \xi_2$ is the set $\{(x_1 - x_2), x_1, x_2 \} \times (\theta_1, \theta_2)$.

(iii) When $k = 0$, the product formula (5.2) reduces to

\[
J_{\frac{1}{4}}(x_1\tau) J_{\frac{1}{4}}(x_2\tau) = \int_M J_{\frac{1}{4}}(x_3\tau) \gamma_0, \xi_1, \xi_2(d\xi_3)
\]

where $J_\alpha(x) = 2^\alpha \Gamma(\alpha + 1)(\pi x)^{-\alpha} J_\alpha(x)$ and $J_\alpha$ is the Bessel function of the first kind. The measures $\gamma_0, \xi_1, \xi_2$ in (5.3) are explicitly given by

\[
\gamma_0, \xi_1, \xi_2(d\xi_3) = \sqrt{x_1 x_2 x_3} \Pi_{\|x_1 - x_2\|, x_1 + x_2}(x_3) dx_3 \delta_{\theta_1, \theta_2}(d\theta_3).
\]

Property (iii) is a particular case of Proposition 3.1. The identity $M_{0, \frac{1}{4}}(2ix \tau) = J_{\frac{1}{4}}(x \tau)$ (cf. [34, §10.27 and §13.18(iii)]) leads to (5.3). The closed-form expression for the measures $\gamma_0, \xi_1, \xi_2(d\xi_3)$ follows from the well-known product formula for the Bessel function of the first kind [23, 50]. We mention that the convolution $\mu \ast \nu((\cdot)) = \int_M \int_M \gamma_0, \xi_1, \xi_2((\cdot)) \mu(d\xi_1) \nu(d\xi_2)$ is (modulo the product with the trivial convolution on the torus) a particular case of the Bessel-Kingman convolution [25], which is one of most notable examples of Sturm-Liouville hypergroups [5, 38].

It is natural to conjecture that the measures $\gamma_k, \xi_1, \xi_2$ ($k = 1, 2, \ldots$) can also be written in closed form in terms of classical special functions. If this is true, determining such a closed form expression is likely to require a detailed and nontrivial analysis of the properties of the Whittaker function of the first kind. (Compare with e.g. [28, 29, 42], where nontrivial product formulas have been determined for other special functions.)

According to [6], one can formally interpret the manifold $(M, g)$ as a cone-like surface of revolution $S = \{(t, r(t) \cos \theta, r(t) \sin \theta) \mid t > 0, \theta \in \mathbb{T}\}$ with profile $r(t) \sim \sqrt{t}$ as $t \downarrow 0$. The properties of self-adjoint extensions of the Laplace-Beltrami operator (and the corresponding Markovian semigroups) on such cone-like manifolds have been widely studied, see [6] and references therein. As a particular case of Corollary 4.6, we obtain the following convolution semigroup property for the heat semigroup generated by the Neumann realization of the Laplace-Beltrami operator on $(M, g)$:
(iv) If \( m_0 \in \mathcal{M}_C(M) \) satisfies the absolute continuity assumption of Corollary 4.6, then the transition probabilities of the reflected Brownian motion \( \{W_t\} \) on the manifold \((M, g)\) with initial distribution \( m_0 \) can be written as

\[
\mathbb{E}_{m_0}[h(W_t)] = \int_M (e^{t\Delta_N} h)(\xi) m_0(d\xi) = \sum_{k \in \mathbb{Z}} \int_M e^{2k\pi \theta} \tilde{h}_k(x) \left( \tilde{\mu}_k^\star \mu_{0,-k} \right)(d\xi) \quad (h \in L^2(M), \ t \geq 0) \tag{5.4}
\]

where \( \{\tilde{\mu}_k^\star\} \geq 0 \) is a convolution semigroup with respect to the convolution \( \star_k \) defined by \( (\mu \star_k \nu)(\cdot) = \int_M \gamma_k \xi, \xi, \nu(\cdot) \mu(d\xi_1) \nu(d\xi_2) \), \( \tilde{h}_k(x) := \int_0^1 e^{-2k\pi \theta} h(x, \partial \theta) d\theta \) and the measures \( \mu_{0,-k} \) are defined as in Corollary 4.6.

As we saw earlier, the convolution semigroups \( \{\tilde{\mu}_k^\star\} \) are of the form \((\frac{\alpha_k}{\sqrt{\pi}}) \otimes \delta_0\), where \( \{\alpha_k\} \) is the law of the one-dimensional diffusion process (started at \( x = 0 \)) generated by the Sturm-Liouville operator \( \ell_k \) defined in (2.10). The differential equation \( \ell_k u = \lambda u \) can be transformed, by the change of dependent variable \( U(x) = \xi_k(x) e^{-2k^2 x^2 u(x)} \), into an equation of the form \( \ell_k U = \Lambda U \) (\( \Lambda \in \mathbb{C} \)), where \( \ell_k = -\frac{d^2}{dx^2} - \left( \frac{\beta}{2} + 4k^2 \right) \frac{d}{dx} \), i.e. \( \ell_k \) is the infinitesimal generator of a Bessel process with constant drift \( (4k\pi)^2 \) [31]. Therefore, the identity (5.4) shows that the transition probabilities of \( \{W_t\} \) can be decomposed in terms of transition probabilities of (one-dimensional) drifted Bessel processes.

Finally, we call attention to the following convolution semigroup representation for Markovian semigroups generated by fractional powers of the Laplace-Beltrami operator, which can be deduced from Proposition 4.7:

(v) Let \( m_0 \in \mathcal{M}_C(M) \) satisfy the assumptions of Proposition 4.7 and \( (\tilde{m}_0) = 0 \) for each \( j \neq 0 \). Let \( 0 < q < 1 \). Then the Markovian semigroup generated by the operator \(-(-\Delta_N)^q\) is such that

\[
\int_M (e^{-t(-\Delta_N)^q} h)(\xi) m_0(d\xi) = \int_M h(\xi) (\nu_{q,t} \star m_0)(d\xi) \quad (h \in L^2(M), \ t \geq 0)
\]

where \( \{\nu_{q,t}\} \geq 0 \) is a \( \star_0 \)-convolution semigroup.

(To prove (v), we also need to recall the following special property of the Bessel-Kingman convolution [48, Theorem 2]: for each \( 0 < q < 1 \) there exists a measure \( \sigma_q \in \mathcal{P}(\mathbb{R}^+_0) \) which is infinitely divisible with respect to the Bessel-Kingman convolution \( \star_0 \) and such that \( \int_0^\infty J_{\frac{q}{2}}(x\sqrt{\lambda}) \sigma_q(dx) = e^{-\lambda^q} \). It is easy to check that \( e^{-t\lambda^q} \in L^2(\rho_0) \) for all \( t > 0 \).

Example 5.2. Consider now the more general case \( A(x) = x^\beta \) with \( 0 < \beta < 1 \). The corresponding Riemannian metric, \( g = dx^2 + x^{2\beta} \theta^2 \), endows the space \( M = \mathbb{R}^+ \times \mathbb{T} \) with a metric structure which, like in the previous example, can be formally interpreted as that of a surface of revolution with profile \( r(t) \sim t^\beta \) as \( t \downarrow 0 \).

If \( \beta \neq \frac{1}{2} \), the solution of the boundary value problem (2.7) and the spectral measures \( \rho_k \) \( (k = 1, 2, \ldots) \) can no longer be written in closed form. Nevertheless, the convolution semigroup property of the Laplace-Beltrami operator \( \Delta = \frac{\partial^2}{\partial x^2} + \frac{\beta}{2} \frac{\partial}{\partial x} + \frac{\beta}{2} \frac{\partial^2}{\partial \theta^2} \) on the cone-like manifold \((M, g)\), stated in property (iv) of the previous example, continues to hold in this more general setting.

For \( k = 0 \), the solutions of \(-\Delta_0 v(x) = -v''(x) - \frac{\beta}{2} v'(x) = \lambda v(x) \) are the normalized Bessel functions with parameter \( \frac{\beta}{2} \). Therefore, we have the following extension of property (iii') of the preceding example: the product formula

\[
J_{\frac{\beta-1}{2}}(x_1 \tau) J_{\frac{\beta-1}{2}}(x_2 \tau) = \int_M J_{\frac{\beta-1}{2}}(x_3 \tau) \gamma_0.\xi_1.\xi_2(d\xi_3) \quad (\tau \in \mathbb{C})
\]

holds for all \( \xi_1, \xi_2 \in M \), where the measures \( \gamma_0, \xi_1, \xi_2 \) are given by

\[
\gamma_0,\xi_1,\xi_2(d\xi_3) = \frac{2^{2-\beta} \Gamma(\frac{\beta+1}{2})}{\sqrt{\pi} \Gamma(\frac{\beta}{2})} [(x_3^2 - (x_1 - x_2)^2)((x_1 + x_2)^2 - x_3^2)]^{\beta/2-1}
\]
\[(x_1 x_2)^{1-\beta} x_3 \mathbb{I}_{|x_1-x_2|, x_1+x_2} (x_3) \, dx_3 \delta_{\theta_1+\theta_2} (d\theta_3).\]

The convolution semigroup representation for \(e^{-((\Delta+)^\alpha)}\) \(t\geq 0\), formulated in property \((v)\) of the previous example, also extends to the case \(0 < \beta < 1\) without any essential change.

In the latter example, the limiting case \(\beta = 0\) corresponds to the standard metric structure on the cylinder \(\mathbb{R}^+ \times T\), which is a trivial case because a convolution associated with the Laplace-Beltrami operator \(\Delta = \partial^2_x + \partial^2_\sigma\) can be introduced in a trivial way (namely, by taking the product of one-dimensional convolutions). In this trivial case, the convolutions introduced in the previous sections have a particularly simple structure:

**Example 5.3.** If \(A \equiv 1\), the Fourier decomposition \((2.6)\) yields the Sturm-Liouville operators \(\Delta_k = \partial_x^2 - (2k\pi)^2\). The eigenfunction expansion \((2.11)-(2.12)\) is simply a composition of a Fourier series in the variable \(\theta\) and a cosine Fourier transform in the variable \(x\),

\[
(Fh)_k(\lambda) = \int_0^\infty \int_0^1 h(\xi) e^{-ik\pi \theta \xi} \cos(x \lambda x) \, dx \quad (\lambda = \sqrt{\lambda - (2k\pi)^2})
\]

\[
(F^{-1}(\varphi_k))(\xi) = \frac{1}{\pi} \sum_{k\in \mathbb{Z}} \int_{|2k\pi|^2} \varphi_k(\lambda) e^{ik\pi \theta \xi} \cos(x \lambda x) \, d\lambda,
\]

and the product formula \(w_{k,\lambda}(\xi_1) w_{k,\lambda}(\xi_2) = \int_{M} w_{k,\lambda} \, d\gamma_{k,\xi_1,\xi_2}\) (where \(w_{k,\lambda}(\xi_1) = e^{-ik\pi \theta \xi} \cos(x \lambda x)\)) holds for the measures \(\gamma_{k,\xi_1,\xi_2} = \frac{1}{2}(\delta_{|x_1-x_2|} + \delta_{x_1+x_2}) \otimes \delta_{\theta_1+\theta_2}\), which do not depend on \(k\). The convolution \(\ast \equiv \ast \) is such that

\[
\delta_{x_1} \ast \delta_{x_2} = (\delta_{x_1} \otimes \delta_{x_2}) \otimes (\delta_{\theta_1} \otimes \delta_{\theta_2}),
\]

i.e. it can be interpreted as a product of the convolution \(\ast\) of the symmetric hypergroup on \(\mathbb{R}^+\) and the ordinary convolution \(\otimes\) on \(T\) (this is a product hypergroup structure, cf. \([5, \text{Definition 1.5.29 and Example 3.5.73}]\)). In turn, the convolution \(\ast \) of Definition \(3.2\) is such that

\[
\delta_{x_1} \otimes \delta_{x_2} = (\delta_{x_1} \otimes \delta_{x_2}) \otimes (\delta_{\theta_1} \otimes \delta_{\theta_2}),
\]

where \(\delta_{x_1} \otimes \delta_{x_2} = \frac{\cosh(2k\pi |x_1-x_2|)}{2\cosh(2k\pi x_1) \cosh(2k\pi x_2)} \delta_{|x_1-x_2|} + \frac{\cosh(2k\pi x_1 + x_2)}{2\cosh(2k\pi x_1 + x_2)} \delta_{x_1+x_2}\) is the convolution of a cosh hypergroup \([5, \text{Example 3.5.71}]\). It is interesting to note that the convolution \(\ast\) is a modification of the convolution \(\ast\), as defined in the theory of hypergroups \([5, \text{Section 2.3}]\). We also observe that, since \(\ast\) is the convolution of the symmetric hypergroup, Corollary \(4.6\) specializes to the following fact: under the assumption on \(m_0 \in \mathcal{M}_{\mathbb{C}}(M)\) given in Corollary \(4.6\), the transition probabilities of the reflected Brownian motion \(\{W_t\}\) on \((M, g)\) are such that

\[
\mathbb{E}_{m_0}[h(W_t)] = \sum_{k \in \mathbb{Z}} e^{-ik\pi \theta t} \int_{\mathbb{R}^+} \tilde{h}_k(x) \left(p^\ast_{\mathbb{R}^+ \ast \mathbb{R}^+}(\tilde{m}_0) - k\right)(dx) \quad (h \in L^2(M), t \geq 0)
\]

where \(\tilde{h}_k(x) := \int_0^1 e^{-ik\pi \theta \xi} h(x, \xi) \, d\xi\) and \(p^\ast_{\mathbb{R}^+ \ast \mathbb{R}^+}\) is the law of a reflected Brownian motion on \(\mathbb{R}^+\) started at \(0\), which satisfies \(p^\ast_{\mathbb{R}^+ \ast \mathbb{R}^+} = p_{\mathbb{R}^+ \ast \mathbb{R}^+}\) started at \(0\).

Next we give two other particular cases of metrics \(g\) where, as in Example \(5.2\), the corresponding families of convolutions \(\ast_k\) are related with well-known one-dimensional generalized convolutions:

**Example 5.4.** Consider \(A(x) = (\sinh x)^{2\alpha+1}(\cosh x)^{2\beta+1}\), which satisfies condition \((2.2)\) provided that \(-\frac{1}{2} \leq \beta < \alpha < 0\) with \(\alpha \neq -\frac{1}{2}\). The action of the Laplace-Beltrami operator \((2.3)\) on functions which do not depend on \(\theta\) is the same as that of the Sturm-Liouville operator \(\Delta_0 = \partial^2_x + [2(\alpha + 1) \coth(x) + (2\beta + 1) \tanh(x)] \partial_x\). The solution of the boundary value problem \(-\Delta_0 v = \lambda v, v(0) = 0, (Av')(0) = 0\) is the Jacobi function

\[
v_{\alpha, \lambda}(x) = 2F_1 \left( \frac{1}{2}(\sigma - \sqrt{\tau}), \frac{1}{2}(\sigma + \sqrt{\tau}); \alpha + 1; -(\sinh x)^2 \right) \quad (\sigma = \alpha + \beta + 1, \lambda = \tau^2 + \sigma^2)
\]
for which the product formula \( v_{0,\lambda}(x_1)v_{0,\lambda}(x_2) = \int_0^\infty v_{0,\lambda} d\pi_{x_1,x_2}^{[0]} \) holds with

\[
\pi_{x_1,x_2}^{[0]}(dx_3) = \frac{2^{-2\alpha}\Gamma(\alpha + 1)(\cosh x_1 \cosh x_2 \cosh x_3)^{\alpha - \beta - 1}}{\sqrt{\pi} \Gamma(\alpha + \frac{1}{2}) (\sinh x_1 \sinh x_2 \sinh x_3)^{2\alpha}} \times (1 - Z^2)^{\alpha - 1/2} F_1 \left( \alpha + \beta, \alpha - \beta; \alpha + \frac{1}{2}; \frac{1}{2}(1 - Z) \right) \mathbf{1}_{[|x_1 - x_2|, x_1 + x_2]}(x_3) A(x_3) dx_3
\]

where \( Z := \frac{(\cosh x_1)^2 + (\cosh x_2)^2 + (\cosh x_3)^2 - 1}{2(\cosh x_1 \cosh x_2 \cosh x_3)} \), see [27]. The convolution determined by this product formula is the so-called Jacobi convolution, which also gives rise to a notable example of a Sturm-Liouville hypergroup [5, Example 3.5.64].

It follows from Proposition 3.1 that the generalized eigenfunctions of the Sturm-Liouville operator \( \Delta_k = \Delta_0 - (2k\pi)^2 (\sinh x)^{-4\alpha - 2}(\cosh x)^{-4\beta - 2} \) also admit a similar product formula, whose measures are also supported on \([|x_1 - x_2|, x_1 + x_2]\). The results of the previous sections therefore show that the Jacobi convolution naturally extends into a convolution structure associated with the Laplace-Beltrami operator on \((M,g)\).

**Example 5.5.** Consider \( A(x) = (1 + x)^2 \). The first Fourier component of the Laplace-Beltrami operator (2.3) is \( \Delta_0 = \partial^2_x + \frac{1}{1+x} \partial_x \). The solution of the boundary value problem \(-\Delta_0 v = \lambda v, v(0) = 1, (Av')(0) = 0\) is the function

\[
v_{0,\lambda}(x) = \begin{cases} \frac{1}{2\pi^2} \cos(\tau x) + \frac{1}{\tau} \sin(\tau x), & \tau > 0 \\ 1, & \tau = 0 \end{cases} \quad (\lambda = \tau^2)
\]

and the product formula for this function is \( v_{0,\lambda}(x_1)v_{0,\lambda}(x_2) = \int_0^\infty v_{0,\lambda} d\pi_{x_1,x_2}^{[0]} \), where the measures are given by [51, Example 4.10]

\[
\pi_{x_1,x_2}^{[0]} = \frac{1}{2(1+x_1)(1+x_2)} \left[ (1+|x_1-x_2|)\delta_{x_1-x_2}(dx_3) + (1+x_1+x_2)\delta_{x_1+x_2}(dx_3) + (1+x_3)\mathbf{1}_{[|x_1-x_2|, x_1+x_2]}(x_3) dx_3 \right].
\]

The convolution determined by this product formula gives rise to the so-called square hypergroup. It follows from [51, Theorem 3.14] that all the product formula measures \( \pi_{x_1,x_2}^{[k]} \) associated with the Fourier components \( \Delta_k \) (cf. proof of Proposition 3.1) share with \( \pi_{x_1,x_2}^{[0]} \) the property of having both a discrete component supported on \([|x_1 - x_2|, x_1 + x_2]\) and an absolutely continuous component supported on \([|x_1 - x_2|, x_1 + x_2]\).

The Riemannian metric \( g = dx^2 + (1 + x)^4 d\theta^2 \) satisfies the additional assumption in Remark 2.6; therefore, there exists a heat kernel for the Laplace-Beltrami operator \( \Delta = \partial^2_x + \frac{1}{1+x} \partial_x + \frac{1}{(1+x)^2} \partial^2_{\theta} \), and, as we saw in Proposition 3.9, our results on the existence of product formulas not depending on \( \lambda \) extend to all the functions \( e^{t\Delta_x} w_{k,\lambda} = e^{-t\lambda} w_{k,\lambda} \) \((t \geq 0)\).

In all the examples above, the support of the convolution \( \delta_{\xi} \ast k \delta_{\xi'} = \gamma_{k,\xi,\xi'} \) does not depend on the parameter \( k \). Our final example shows that this is not always the case:

**Example 5.6.** Let \( \phi \in C_c^\infty(\mathbb{R}_0^+) \) be a nonnegative decreasing function with \( \text{supp}(\phi) = [0,S] \) and let \( A(x) = \exp(\int_0^x \phi(y) dy) \). We know that \( \pi_{x_1,x_2}^{[0]} = \delta_{x_1} \ast \delta_{x_2} \), where \( \ast \) is the convolution associated with the Sturm-Liouville operator \( \ell_k = -\frac{d}{dx} \left( B_k \frac{d}{dx} \right) \). According to the general result of [44, Proposition 5.7] on the support of convolutions associated with Sturm-Liouville operators, we have

\[
\text{supp}(\pi_{x_1,x_2}^{[0]}) = \begin{cases} [x_1 - x_2, x_1 + x_2], & \min\{x_1, x_2\} \leq 2S \\ [x_1 - x_2, 2S + |x_1 - x_2|] \cup [x_1 + x_2 - 2S, x_1 + x_2], & \min\{x_1, x_2\} > 2S \end{cases}
\]

and

\[
\text{supp}(\pi_{x_1,x_2}^{[k]}) = [x_1 - x_2, x_1 + x_2], \quad k \geq 1.
\]
6 Product formulas and convolutions associated with elliptic operators on subsets of $\mathbb{R}^2$

In the remainder of this paper, we will show that the techniques used above can also be used to construct families of generalized convolution operators associated with elliptic differential operators on $\mathbb{R}^+ \times I \subset \mathbb{R}^2$ of the general form

$$
G^p = \frac{\partial^2}{\partial z^2} + \frac{A'(x)}{A(x)} \partial_x + \frac{1}{A(x)^2} \varphi^p, \quad (x \in \mathbb{R}^+, \, z \in (a, b))
$$

where $\varphi^p = \frac{1}{(\pi z)}(p(z)\partial_z^2 + p'(z)\partial_z)$ belongs to a class of Sturm-Liouville differential operators on the interval $(a, b)$, $-\infty \leq a < b \leq \infty$. It will be assumed that the coefficients $p, r$ are such that $p, r > 0$, $p, r$ are locally absolutely continuous on the interior of $I$ and the endpoint $a$ is regular or exit (cf. Equation (A.1) of the Appendix). As in the previous sections, the coefficient $A(x)$ is assumed to satisfy the conditions (2.2) and $\lim_{x \to \infty} A(x) = \infty$.

In what follows we set $I = [a, b]$ if $b$ is an exit or natural endpoint of $\varphi$ and $I = [a, b]$ if the endpoint $b$ is regular or entrance. We shall write $M = \mathbb{R}^+ \times I$ and $\omega^p(d(x, z)) = A(x)dx \, \tau(z)dz$.

Let $\psi_\lambda$ be the unique solution of the boundary value problem $-\varphi^p(u) = \eta u, \quad u(a) = 1, \quad (pu')(a) = 0$ (cf. Lemma A.1). The eigenfunction expansion of the operator $\varphi$ with Neumann boundary conditions (cf. Proposition A.2) yields the integral transform

$$(J_\varphi g)(\eta) := \int_a^b g(z) \psi_\eta(z) \tau(z)dz, \quad (J_{\varphi^{-1}} \varphi)(\eta) := \int_{\mathbb{R}^+} \psi(\eta) \psi_\eta(z) \sigma(d\eta)$$

which is an isometric isomorphism between $L^2(\tau) \equiv L^2((a, b), \tau(z)dz)$ and $L^2(\mathbb{R}^+, \sigma)$.

If the endpoint $b$ is regular, entrance or exit (cf. Proposition A.2), then the spectral measure $\sigma$ is discrete and the inverse integral transform is written as $(J_{\varphi^{-1}} \varphi)(z) = \sum_{k=1}^{\infty} \frac{1}{\eta_k^2} \varphi(\eta_k) \psi_{\eta_k}(z)$, where the $\eta_k$ are eigenvalues of $\varphi$. In these conditions, the application of the eigenfunction expansion to functions $h(x, z) \in L^2(M, \omega^p)$ yields the decomposition

$$L^2(M, \omega^p) = \bigoplus_{k=1}^{\infty} H^\varphi_{\eta_k}, \quad H^\varphi_{\eta_k} := \{ \psi_\eta(z) v(x) \mid v \in L^2(A) \}.$$ 

A similar expansion also holds if $b$ is natural, with the direct sums replaced by direct integrals [18, §7.4]. Note also that if $v \in H^\varphi_{\eta_k} \cap C_c^\infty(M)$ then $G^p v = G_{\eta_k} v$, where $G_{\eta_k} := \frac{\partial^2}{\partial z^2} + \frac{A'(x)}{A(x)^2} \partial_x - \frac{\eta}{A(x)^2}$.

The following result is a counterpart of Proposition 2.3:

**Proposition 6.1.** For each $(\lambda, \eta) \in \mathbb{C} \times \mathbb{R}^+$, there exists a unique solution $w^\varphi_{\lambda, \eta} \in \{ \psi_\eta(z) v(x) \mid v \in C(\mathbb{R}^+) \}$ of the boundary value problem

$$-G^p u = \lambda u, \quad u(0, z) = \psi_\eta(z), \quad u^{(1)}(0, z) = 0.$$ 

There exists a locally finite positive Borel measure $\rho^p$ on $(\mathbb{R}^+)^2$ such that the map $h \mapsto \mathcal{F}_\varphi h$, where

$$(\mathcal{F}_\varphi h)(\lambda, \eta) := \int_M h(x, z) w^\varphi_{\lambda, \eta}(x, z) \omega^p(d(x, z)), \quad (\lambda, \eta \geq 0),$$

is an isometric isomorphism $\mathcal{F}_\varphi : L^2(M, \omega^p) \to L^2((\mathbb{R}^+)^2, \rho^p)$ whose inverse is given by

$$(\mathcal{F}^{-1}_\varphi \Phi)(x, z) = \int_{(\mathbb{R}^+)^2} \Phi(\lambda, \eta) w^\varphi_{\lambda, \eta}(x, z) \rho^p(d(\lambda, \eta)).$$

The convergence of the integral in (6.1) is understood with respect to the norm of $L^2((\mathbb{R}^+)^2, \rho^p)$ and the convergence of the integral in (6.2) is understood with respect to the norm of $L^2(M, \omega^p)$.
If $b$ is regular, entrance or exit, then $\rho^\nu(\Lambda_1 \times \Lambda_2) = \sum_{\eta_b \in \Lambda_2} \frac{1}{\|\psi_{\eta_b}\|_2} \rho_{\eta_b}^\nu(\Lambda_1)$, where $\rho_{\eta_b}^\nu$ is the spectral measure of (the Neumann self-adjoint extension of) the Sturm-Liouville operator $G$, and the eigenfunction expansion (6.1)-(6.2) reduces to

$$\mathcal{F}_\nu^* : L^2(M, \omega^\nu) \to \bigoplus_{k=1}^\infty L^2(\mathbb{R}_+^+, \rho_{\nu_b}^\nu), \quad \mathcal{F}_\nu^* h \equiv ((\mathcal{F}_{\nu_b}^* h)(\cdot, \eta_1), (\mathcal{F}_{\nu_b}^* h)(\cdot, \eta_2), \ldots)$$

$$(\mathcal{F}_{\nu_b}^{-1}(\varphi_k))(x, z) = \sum_{k=1}^\infty \frac{1}{\|\varphi_k\|_2^2} \int_{\mathbb{R}_+^+} \varphi_k(\lambda) w_{\nu_b}^{\nu_{\nu_b}}(x, z) \rho_{\nu_b}^\nu(d\lambda).$$

Proof. The result for $b$ regular, entrance or exit can be proved in a direct way using the same method as in Proposition 2.3.

If $b$ is natural, start by considering the operator $\mathcal{G}_\nu$ on the restricted domain $M = \{0, N\} \times [a, b]$, where max\{$0, a\} < N < \infty$. Applying first the eigenfunction expansion of the Sturm-Liouville operator $\varphi$ on the interval $[a, N]$ (with boundary condition $u'(N) = 0$) and then the eigenfunction expansion of the Sturm-Liouville operators $\mathcal{G}_\eta$ on $[0, N]$ (also with $u'(N) = 0$), we obtain a discrete eigenfunction expansion of the form

$$(\mathcal{F}_{\nu_b}^{-1}(\varphi_k))(x, z) = \sum_{k=1}^\infty \frac{1}{\|\varphi_k\|_2^2} w_{\nu_b}^{\nu_{\nu_b}}(x, z).$$

Using the techniques of [8], one can show that in the limit $N \to \infty$ this discrete expansion gives rise to an eigenfunction expansion of the general form (6.1)-(6.2), where $\rho^\nu$ is the limiting spectral measure.

As before, we will use the shorthand notation $\xi = (x, z), \xi_1 = (x_1, z_1), \text{etc.}$, for points of $M$.

**Proposition 6.2** (Product formula for $w_{\lambda, \eta}^{\nu}$). Suppose that there exists a family of measures $\{\pi_{\xi_1, \xi_2}^{\nu}\} \subset P(I)$ such that

$$\psi_\eta(z_1) \psi_\eta(z_2) = \int_I \psi_\eta(d\pi_{z_1, z_2}^{\nu}) \quad (z_1, z_2 \in I, \eta \in \text{supp}(\sigma)). \quad (6.3)$$

Then for each $\eta \in \text{supp}(\sigma)$ and $\xi_1, \xi_2 \in M$ there exists a positive measure $\gamma_{\nu_b, \xi_1, \xi_2}$ on $M$ such that the product $w_{\lambda, \eta}^{\nu_b}(\xi_1) w_{\lambda, \eta}^{\nu_b}(\xi_2)$ admits the integral representation

$$w_{\lambda, \eta}^{\nu_b}(\xi_1) w_{\lambda, \eta}^{\nu_b}(\xi_2) = \int_M w_{\lambda, \eta}^{\nu_b}(\xi_3) \gamma_{\nu_b, \xi_1, \xi_2}(d\xi_3), \quad \xi_1, \xi_2 \in M, \lambda \in C, \eta \in \text{supp}(\sigma). \quad (6.4)$$

Proof. It is straightforward that $w_{\lambda, \eta}^{\nu_b}(x, z) = \psi_\eta(z) \zeta_\eta(x) \tilde{\nu}_{\lambda, \eta}(x)$, where $\zeta_\eta(x) := \cosh(\sqrt{\eta} \int_0^x \frac{d\tilde{\nu}_{\lambda, \eta}}{A(\eta)})$ and $\tilde{\nu}_{\lambda, \eta}$ is the solution of

$$-\frac{1}{B_{\eta}(\eta)} A_{\eta}(\eta)' = \lambda \tilde{\nu}_{\eta}, \quad \tilde{\nu}(0) = 1, \quad (B_{\eta}(\eta)'(0) = 0$$

where $B_{\eta}(x) = A(x) \zeta_\eta(x)^2$. Arguing as in the proof of Proposition 3.1, we deduce that the product formula (6.4) holds for the positive measures

$$\gamma_{\nu_b, \xi_1, \xi_2}(d\xi_3) = \frac{\zeta_\eta(x_1) \zeta_\eta(x_2)}{\zeta_\eta(x_3)} \nu_{\nu_b, \xi_1, \xi_2}(d\xi_3)$$

where $\nu_{\nu_b, \xi_1, \xi_2} := \pi_{x_1, x_2}^{\nu_b} \otimes \pi_{x_1, x_2}^{\nu_b}$ and $\pi_{x_1, x_2}^{\nu_b}$ is the measure of the product formula for $\tilde{\nu}_{\lambda, \eta}$.

Sufficient conditions for the existence of $\{\pi_{\xi_1, \xi_2}^{\nu}\} \subset P(I)$ such that (6.3) holds have been determined by various authors [4, pp. 311–314], [5, pp. 234–245], [44]. We highlight the following examples:
Example 6.3. (a) If $I = [0, \pi/2]$ and the coefficients $p = r$ satisfy

$$p\left(\frac{\pi}{2} - z\right) = p(z), \quad \frac{p'}{p} \text{ decreasing on } [0, \pi/4], \quad \frac{p'}{p}(z) = 2\alpha_0 \cot(2z) + \alpha_1(z) \quad (6.5)$$

where $\alpha_0 > 0$ and $\alpha_1 \in C^\infty[0, \pi/2]$ satisfies $\alpha_1(0) = 0$, then there exists $\{\pi_{\Sigma, z_1}^\nu\}_{z_1, z_2 \in I} \subset \mathcal{P}(I)$ satisfying (6.3).

(b) With $I$, $\alpha_0$ and $\alpha_1$ as above, the same is true if we replace (6.5) by

$$p^{(2j+1)}\left(\frac{\pi}{2}\right) = 0 \text{ for } j = 0, 1, 2, \ldots, \quad \frac{p'}{p} \text{ decreasing on } [0, \pi/2], \quad \frac{p'}{p}(z) = 2\alpha_0 \cot(z) + \alpha_1(z).$$

(c) For $I = [a, \infty)$, let

$$\alpha(z) = \int_a^z \sqrt{\frac{\pi(\zeta)}{\pi(\zeta)}} d\zeta, \quad \alpha^{-1} \text{ its inverse function}, \quad R(y) = \sqrt{p(\alpha^{-1}(y))} \frac{r(\alpha^{-1}(y))}{2\alpha_0}$$

where $a < c < \infty$ is a fixed point. If $\alpha(\infty) = \infty$ and the function $\frac{d\pi}{dx}$ is decreasing and nonnegative, then there exists $\{\pi_{\Sigma, z_1}^\nu\}_{z_1, z_2 \in I} \subset \mathcal{P}(I)$ satisfying (6.3).

Definition 6.4. Suppose that there exists $\{\pi_{\Sigma, z_1}^\nu\}_{z_1, z_2 \in I} \subset \mathcal{P}(I)$ such that (6.3) holds, and let $\eta \in \text{supp}(\sigma)$, $\lambda \geq 0$ and $\mu, \nu \in \mathcal{M}_c(M)$. The measure

$$(\mu * \nu)(\lambda, \eta) = \int_M \nu_{\eta, \sigma, \xi}(\cdot) \mu(d\xi_1) \nu(d\xi_2)$$

is called the $G_\eta$-convolution of the measures $\mu$ and $\nu$. The functions

$$(\mathcal{F}_\eta, \mu)(\lambda, \eta) = \int_M \nu_{\eta, \sigma, \xi}(\cdot) \mu(d\xi) \quad \text{and} \quad (\mathcal{T}_{\eta, \sigma}^\mu)(\xi) := \int_M h(d\xi_1)$$

are, respectively, the $G^\eta$-Fourier transform of the measure $\mu$ and the $G_\eta$-translation of a function $h$ by $\mu$.

Unsurprisingly, the $G_\eta$-convolution shares many properties with the $\Delta_\lambda$-convolution studied in the previous sections, among which the following:

Proposition 6.5. Assume that there exists $\{\pi_{\Sigma, z_1}^\nu\}_{z_1, z_2 \in I} \subset \mathcal{P}(I)$ such that (6.3) holds. Assume also that $e^{-t\sigma} \in L^p_{\mathbb{R}_0^+}(\sigma)$ for all $t > 0$.

(a) For each $\eta \in \text{supp}(\sigma)$, the space $(\mathcal{M}_c(M), * \eta)$, equipped with the total variation norm, is a commutative Banach algebra over $\mathbb{C}$ whose identity element is the Dirac measure $\delta_{(0, a)}$. Moreover, the subset $\mathcal{P}(M)$ is closed under the $G_\eta$-convolution.

(b) $(\mathcal{F}_\eta(\mu * \nu))(\lambda, \eta) = (\mathcal{F}_\eta, \mu)(\lambda, \eta) \cdot (\mathcal{F}_\eta, \nu)(\lambda, \eta)$ for all $\lambda \geq 0$ and $\eta \in \text{supp}(\sigma)$.

(c) Each measure $\mu \in \mathcal{M}_c(M)$ is uniquely determined by $\mathcal{F}_\eta, \mu$.

Set $\Sigma := \text{supp}(\sigma)$ if $I = [a, b)$ and set $\Sigma := \mathbb{R}_0^+$ if $I = [a, b)$. In the latter case, assume also that $\lim_{z \downarrow 0} \psi(z) = 0$ for all $\eta > 0$. Then:

(d) Let $\{\mu_n\}$ be a sequence of measures belonging to $\mathcal{M}_+(M)$ whose $G^\eta$-Fourier transforms are such that

$$(\mathcal{F}_\eta \mu_n)(\lambda, \eta) \xrightarrow{n \to \infty} f(\lambda, \eta) \quad \text{pointwise in } (\lambda, \eta) \in \mathbb{R}_0^+ \times \Sigma$$

for some real-valued function $f$ such that

$$f(\cdot, 0) \text{ is continuous at a neighbourhood of zero } \text{ if } b \text{ is regular or entrance}$$

$$f \text{ is continuous at a neighbourhood of } (0, 0) \text{ if } b \text{ is exit or natural}.$$
(e) For each $\eta \in \Sigma$ the mapping $(\mu, \nu) \mapsto \mu \ast \nu$ is continuous in the weak topology.

(f) If $h \in C_b(M)$ (respectively $C_0(M)$) then $T_{\eta, \nu}^\mu h \in C_b(M)$ (resp. $C_0(M)$) for all $\mu \in M_C(M)$.

(g) Let $1 \leq p \leq \infty$, $\mu \in M_v(M)$ and $h \in L^p_{\eta, \nu} := L^p(M, B\eta(x)dx \tau(z)dz)$. The $G_{\eta, \nu}$-translation $T^\mu_{\eta, \nu}h(x)$ is a Borel measurable function of $x \in M$, and we have

$$\|T^\mu_{\eta, \nu}h\|_{L^p_{\eta, \nu}} \leq \|\mu\| \cdot \|h\|_{L^p_{\eta, \nu}}.$$ 

**Proof.** We will only prove (c), (d) and (g) because the proof of parts (a)-(b) and (e)-(f) are analogous to those of the corresponding results for the $\Delta_\varepsilon$-convolution and translation.

(c) Let $\mu$ be such that $(F^\mu_{\eta, \lambda}) = 0$ for $\lambda \geq 0$ and $\eta \in \text{supp}(\sigma)$. For $f \in C_c(\mathbb{R}^+_0)$ and $g \in C_c(I)$ we have

$$\int_M f(x)g(z)\mu(d(x,z)) = \lim_{t \downarrow 0} \int_M f(x)\int_{\mathbb{R}^+_0} e^{-t}\eta(z)\psi_\eta(\mu dz)\mu(d(x,z))$$

$$= \lim_{t \downarrow 0} \int_M e^{-t}\eta(z)\int_M f(x)\mu_\eta(dx)\mu(d\eta)$$

$$= 0$$

where the measure $\mu_\eta$ is defined as $\int_{\mathbb{R}^+_0} \mu dz = \int_M f(x)\psi_\eta(\mu dz)\mu(d(x,z))$, and the argument in the proof of Proposition 3.6(ii) yields the last equality. The conclusion that $\mu = 0$ also follows in the same way.

(d) For $I = [a, b]$, the proof is identical to that of Proposition 3.6(iv). For the case $I = [a, b]$, fix $\varepsilon > 0$ and notice that the hypothesis (together with the integral mean value theorem) ensures that we can pick $\delta > 0$ such that

$$\frac{2}{\delta} \int_{V_\delta} (f(0, 0) - f(\lambda, \eta))d(\lambda, \eta) < \varepsilon$$

where $V_\delta := \{(\lambda, \eta) \in (\mathbb{R}^+_0)^2 | \lambda^2 + \eta^2 < \delta\}$. In addition, we know that $\lim_{z \to \infty} \psi_\eta(z) = 0$ and $\lim_{x \to \infty} \tilde{\psi}_\lambda(\lambda, \eta, x) = 0$ for all $\lambda, \eta > 0$ (Lemma A.4(b)), and thus there exist $0 < \beta_1 < \infty$ and $a < \beta_2 < b$ such that

$$\int_{V_\delta} (1 - \psi_\eta(z)\tilde{\psi}_\lambda(\lambda, \eta))d(\lambda, \eta) \geq \frac{\delta}{2}$$

for all $(x, z) \in M \setminus [0, \beta_1] \times [a, \beta_2]$.

Hence

$$\mu_n(M \setminus [0, \beta_1] \times [a, \beta_2]) \leq \frac{2}{\delta} \int_{M \setminus [0, \beta_1] \times [a, \beta_2]} \int_{V_\delta} (1 - \psi_\eta(z)\tilde{\psi}_\lambda(\lambda, \eta))d(\lambda, \eta)\mu_n(d\xi)$$

$$\leq \frac{2}{\delta} \int_{V_\delta} ((F^\mu_{\eta, \lambda})(0, 0) - (F^\mu_{\eta, \lambda})(\lambda, \eta))d(\lambda, \eta)$$

and consequently

$$\limsup_{n \to \infty} \mu_n(M \setminus [0, \beta_1] \times [a, \beta_2]) \leq \frac{2}{\delta} \limsup_{n \to \infty} \int_{V_\delta} ((F^\mu_{\eta, \lambda})(0, 0) - (F^\mu_{\eta, \lambda})(\lambda, \eta))d(\lambda, \eta)$$

$$= \frac{2}{\delta} \int_{V_\delta} (f(0, 0) - f(\lambda, \eta))d(\lambda, \eta)$$

$$< \varepsilon.$$ 

This shows that $\{\mu_n\}$ is a tight sequence of measures. Applying Prokhorov’s theorem and the reasoning from the proof of Proposition 3.6(iv), the desired conclusion follows.

(g) It suffices to prove that the generalized translation operator $(T^\mu_{\eta, \nu}) = \int_I g d\pi^\nu_{\eta, z_0}$ is a contraction operator on $L^p(I, \tau)$ (we then obtain the result by arguing as in Proposition 3.8(c)). Let $\phi$ be the convolution determined by the product formula (6.3) and let $\{\eta_t\}_{t \geq 0}$ the $\phi$-Gaussian convolution semigroup generated by $\phi$. For $g \in C_c(I)$ we have

$$\int_I g(z)(\mu_t \circ \delta_{z_1} \circ \delta_{z_2})(dz) = \lim_{n \downarrow 0} \int_I (T^\mu_{\eta, \nu} g)(z)(\mu_t \circ \delta_{z_1} \circ \delta_{z_2})(dz)$$
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Remark 6.6. The above result on the existence of a product formula for the functions $w_{\lambda,\eta}^\nu$ can be interpreted in the context of the theory of multiparameter Sturm-Liouville spectral problems.

First we recall some known results. Consider the system of Sturm-Liouville equations

$$-(p_m u_m')' + (q_m u_m)(x_m) = \sum_{n=1}^{N} \lambda_n (r_{mn} u_m)(x_m) \quad (m = 1, \ldots, N)$$

where $N \in \mathbb{N}$ and $a_m \leq x_m \leq b_m$, together with boundary conditions at the endpoints $a_m$ and $b_m$ of the form

$$u_m(a_m) \cos(\theta_m) = u_m'(a_m) \sin(\theta_m), \quad u_m(b_m) \cos(\theta'_m) = u_m'(b_m) \sin(\theta'_m) \quad (m = 1, \ldots, N).$$

Let us assume that the intervals $I_m = [a_m, b_m]$ are bounded, the functions $p_m$, $q_m$, $r_{mn}$ are sufficiently well-behaved and $r(x) = \det\{r_{mn}(x_m)\} > 0$ for $x = (x_1, \ldots, x_N) \in \prod_{m=1}^{N} I_m$. If $\lambda = (\lambda_1, \ldots, \lambda_N)$ is chosen such that for each $m$ there exists a nontrivial solution $u_m(x_m; \lambda)$ of (6.6)–(6.7), then the function $u(x; \lambda) = \prod_{m=1}^{N} u_m(x_m; \lambda)$ is said to be an eigenfunction of the system (6.6)–(6.7) corresponding to the eigenvalue $\lambda$.

By the completeness theorem for multi-parameter eigenvalue problems [17], the following Fourier-like expansion holds:

$$h(x) = \sum_{k} (Fh)(\lambda^{(k)}) u(x; \lambda^{(k)}),$$

where

$$(Fh)(\lambda^{(k)}) := \int_{a}^{b} h(x) u(x; \lambda^{(k)}) r(x) dx,$$

$\lambda^{(k)}$ are the eigenvalues of (6.6)–(6.7), and $\int_{a}^{b} = \int_{a_1}^{b_1} \ldots \int_{a_N}^{b_N}$.

Similar results have been established for (singular) systems where some of the intervals $[a_m, b_m]$ are unbounded; in this case, the sum in (6.8) is, in general, replaced by a Stieltjes integral with respect to a spectral function [8, 9]. However, compared to one-dimensional Sturm-Liouville operators, much less is known regarding the spectral properties of such singular systems [1, 41].

Returning to our eigenfunction expansion (6.1)–(6.2) for the elliptic operator $G^\nu$, we can now reinterpret it as a Fourier-like expansion for the system of differential equations (6.6) with $N = 2$, $x_1 \in \mathbb{R}^+_0$, $x_2 \in [a, b]$, $\lambda_1 = \lambda_2 = \eta$, $p_1 = r_{11} = A$, $p_2 = p$, $r_{22} = r$, $r_{12} = 1 = \frac{1}{A}$, and $q_1 = q_2 = q_{21} = 0$.

In the theory of product formulas and convolutions associated with one-dimensional Sturm-Liouville equations $-(pu')' + qu = \lambda u$, a crucial requirement is that the measures of the product formula should not depend on the spectral parameter $\lambda$, cf. e.g. [10, 27, 43]. Similarly, the measures of product formula (6.4)
Proof. Let $1 \leq s \leq N$. The system (6.6) is said to admit a $(\lambda_1, \ldots, \lambda_s)$-product formula if for each $x^{(1)}, x^{(2)} \in I := \prod_{m=1}^N I_m$ there exists a positive measure $\tau_{x^{(1)}, x^{(2)}}(\lambda_1, \ldots, \lambda_s)$ on $I$ such that the product $u(x^{(1)}; \lambda) u(x^{(2)}; \lambda)$ admits the representation

$$u(x^{(1)}; \lambda) u(x^{(2)}; \lambda) = \int_I u(x; \lambda) \tau_{x^{(1)}, x^{(2)}}(\lambda_1, \ldots, \lambda_s) \, dx, \quad \lambda_1, \ldots, \lambda_s \geq 0. \quad (6.9)$$

As far as we are aware, this paper is the first to establish the existence of product formulas of the form (6.9) for a general family of nontrivial Sturm-Liouville systems of the form (6.6); here, the word ‘nontrivial’ means that $r_{mn} \neq 0$ for some $m \neq n$. (The few previous results on product formulas of the form (6.9) only apply to very special cases where the measure is independent of all spectral parameters, see [33, 46].) Developing a general theory of product formulas for nontrivial systems of Sturm-Liouville equations is an interesting problem which is left open for further investigation.

Appendix: Generalized convolution structures for Sturm-Liouville operators

One-dimensional convolutions associated with Sturm-Liouville operators have been extensively studied in recent work of the authors [43, 44]. For convenience, in this appendix we summarize some fundamental results on this topic.

Let

$$\ell(u)(x) := \frac{1}{r(x)} \left( -(pu')'(x) + q(x)u(x) \right), \quad x \in (a, b) \subset \mathbb{R}$$

be a Sturm-Liouville expression whose coefficients are such that $p, r > 0$ on $(a, b)$, $p, r$ are locally absolutely continuous and $q$ is locally integrable on $(a, b)$.

Consider the integrals

$$I_a = \int_a^c \, \frac{dx}{p(x)} \left( r(y) + q(y) \right) dy, \quad J_a = \int_a^c \, \frac{dy}{p(x)} \left( r(y) + q(y) \right)$$

$$I_b = \int_c^b \, \frac{dx}{p(x)} \left( r(y) + q(y) \right) dy, \quad J_b = \int_c^b \, \frac{dy}{p(x)} \left( r(y) + q(y) \right)$$

The Feller boundary classification for $\ell$ is as follows: the endpoint $c \in \{a, b\}$ is said to be:

- *regular* if $I_c < \infty$, $J_c < \infty$;
- *exit* if $I_c < \infty$, $J_c = \infty$;
- *natural* if $I_c = \infty$, $J_c = \infty$.

(A.1)

The classification is independent of the choice of $c$). Throughout the appendix we assume that the endpoint $a$ is regular or entrance.

**Lemma A.1.** The boundary value problem

$$\ell(v) = \lambda v \quad (a < x < b, \: \lambda \in \mathbb{C}), \quad v(a) = 1, \quad (pv')(a) = 0$$

has a unique solution $v_\lambda(\cdot)$. Moreover, $\lambda \mapsto v_\lambda(x)$ is, for fixed $x$, an entire function of exponential type.

**Proof.** See [44, Lemma 2.1]. (The result of [44] is stated for the case $q \equiv 0$, but the general case can be proved in a similar way.)
Proposition A.2. The operator $\mathcal{L} : \mathcal{D}(\mathcal{L}) \to L^2((a, b), r(z)dz)$, where

$$\mathcal{D}(\mathcal{L}) = \begin{cases} \{ u \in L^2((a, b) | u, u' \in \mathcal{AC}_{\text{loc}}(a, b), \ell(u) \in L^2(r), (pu')'(a) = 0 \} & \text{if } b \text{ is exit or natural} \\ \{ u \in L^2((a, b) | u, u' \in \mathcal{AC}_{\text{loc}}(a, b), \ell(u) \in L^2(r), (pu')'(a) = (pu')(b) = 0 \} & \text{otherwise} \end{cases}$$

$$Lu = \ell(u), \quad u \in \mathcal{D}(\mathcal{L})$$

is a positive self-adjoint operator. There exists a locally finite positive Borel measure $\rho_t$ on $\mathbb{R}_0^+$ such that the integral operator $\mathcal{F}_t : L^2(r) \to L^2(\mathbb{R}_0^+, \rho_t)$ defined by

$$(\mathcal{F}_t f)(\lambda) := \int_a^b f(x) v_\lambda(x) r(x)dz$$

is an isometric isomorphism whose inverse is given by

$$(\mathcal{F}_t^{-1} \varphi)(x) = \int_{\mathbb{R}_0^+} \varphi(\lambda) v_\lambda(x) \rho_t(d\lambda).$$

(The convergence of the integrals above is understood with respect to the norm of $L^2(\mathbb{R}_0^+, \rho_t)$ and $L^2(r)$ respectively.) The operator $\mathcal{F}_t$ is a spectral representation of $\mathcal{L}$, i.e. we have

$$\mathcal{D}(\mathcal{L}) = \left\{ f \in L^2(r) \mid \int_{\mathbb{R}_0^+} \lambda^2 |(\mathcal{F}_t f)(\lambda)|^2 \rho_t(d\lambda) < \infty \right\}$$

$$(\mathcal{F}_t(\mathcal{L} f))(\lambda) = \lambda \cdot (\mathcal{F}_t f)(\lambda), \quad f \in \mathcal{D}(\mathcal{L}).$$

Moreover, if $f \in \mathcal{D}(\mathcal{L})$ then $f(x) = \int_{\mathbb{R}_0^+} (\mathcal{F}_t f)(\lambda) v_\lambda(x) \rho_t(d\lambda)$ for all $x \in (a, b)$, where the integral converges absolutely and locally uniformly.

If $b$ is regular, entrance or exit, then $\mathcal{L}$ has purely discrete spectrum $0 = \lambda_1 < \lambda_2 < \ldots \to \infty$, and the isomorphism (A.2)–(A.3) reduces to

$$\mathcal{F}_t : L^2(r) \to \ell_2\left(\frac{1}{\|v_\lambda\|^2}\right), \quad \mathcal{F}_t f \equiv ((\mathcal{F}_t f)(\lambda_1), (\mathcal{F}_t f)(\lambda_2), \ldots), \quad (\mathcal{F}_t^{-1} \{ c_k \})(x) = \sum_{k=1}^{\infty} \frac{c_k v_{\lambda_k}(x)}{\|v_{\lambda_k}\|^2}$$

where $\ell_2\left(\frac{1}{\|v_\lambda\|^2}\right)$ denotes the weighted sequence space whose norm is $\|\{ c_k \} \| = \left(\sum_{k=1}^{\infty} \frac{|c_k|^2}{\|v_{\lambda_k}\|^2}\right)^{1/2}$.

Proof. See [44, Proposition 2.5 and Lemma 2.6], [30, Section 5].

Proposition A.3. The self-adjoint operator $-\mathcal{L}$ is the generator of a Markovian semigroup $\{ e^{-t\mathcal{L}} \}_{t \geq 0}$ on $L^2(r)$. For $t > 0$, the operators $e^{-t\mathcal{L}}$ are given by

$$(e^{-t\mathcal{L}} h)(x) = \int_a^b h(y) p(t, x, \xi) r(\xi) d\xi \quad (h \in L^2(r), x \in (a, b))$$

where the kernel is defined by the integral

$$p_t(t, x_1, x_2) = \int_{\mathbb{R}_0^+} e^{-t\lambda} v_\lambda(x_1) v_\lambda(x_2) \rho_t(d\lambda) \quad (t > 0, x_1, x_2 \in (a, b)).$$

The right hand side of (A.5) is (for fixed $t > 0$) absolutely and uniformly convergent on compact squares of $(a, b) \times (a, b)$.

Suppose also that $a$ is regular and $b$ is exit or natural. Then the integral in (A.5) converges absolutely and uniformly on compact squares of $[a, b] \times [a, b]$. Moreover, the restriction of $e^{-t\mathcal{L}}$ to $L^2(r) \cap C_0[a, b]$ extends into a strongly continuous contraction semigroup on $C_0[a, b]$ which can be represented by the right hand side of (A.4), which is convergent for all $h \in C_0[a, b]$ and $x \in [a, b]$.

Proof. See [44, Proposition 2.7], [20].
Next we restrict our attention to the case \( q \equiv 0 \) and state some further properties of the generalized eigenfunctions \( v_{\lambda}(x) \).

**Lemma A.4.** (a) If \( q \equiv 0 \) and \( x \mapsto p(x)r(x) \) is an increasing function, then \( |v_{\lambda}(x)| \leq 1 \) for all \( a \leq x < b \) and \( \lambda \geq 0 \).

(b) Let \( S(\xi) := \sqrt{p(\gamma^{-1}(\xi))r(\gamma^{-1}(\xi))} \), where \( \gamma(x) = \int_{c}^{x} \sqrt{\frac{p(y)}{p(0)}} \, dy \) and \( \gamma^{-1} \) is its inverse function. (Here \( c \in (a, b) \) is a fixed point; if \( \int_{c}^{b} \sqrt{\frac{p(y)}{p(0)}} \, dy \) is integrable near \( a \), then we may also take \( c = a \).) Assume that

\[
\begin{align*}
q & \equiv 0, \\
\gamma(b) & = \int_{c}^{b} \sqrt{\frac{q(y)}{p(y)}} \, dy = \infty, \quad \text{and there exists } \eta \in C^{1}(\gamma(a), \infty) \text{ such that } \eta \geq 0, \\
\text{the functions } \phi_{\eta} & := \frac{x}{2} - \eta, \quad \psi_{\eta} := \frac{1}{2} \eta' - \frac{1}{4} \eta^2 + \frac{\eta'}{2x}, \quad \text{are both decreasing on } (\gamma(a), \infty) \quad \text{(A.6)}
\end{align*}
\]

Then the following assertions are equivalent:

- \( \lim_{x \uparrow b} p(x)r(x) = \infty \);
- \( \lim_{x \uparrow b} v_{\lambda}(x) = 0 \) for all \( \lambda > 0 \).

**Proof.** See [44, Lemma 2.3 and Proposition 3.6].

**Theorem A.5** (Product formula for \( v_{\lambda} \)). Assume that (A.6) holds. Then there exists a family of measures \( \{\pi_{x_1,x_2}\}_{x_1,x_2 \in [a, b]} \subset P[a, b] \) such that we have

\[
v_{\lambda}(x_1) v_{\lambda}(x_2) = \int_{[a, b]} v_{\lambda}(x_3) \pi_{x_1,x_2}(dx_3) \quad \text{for all } x_1, x_2 \in [a, b], \ \lambda \in \mathbb{C}.
\]

If \( p \equiv r \) and \( a = \gamma(a) = 0 \), then \( \text{supp}(\pi_{x_1,x_2}) \subset [||x_1 - x_2||, x_1 + x_2] \).

**Proof.** See [44, Section 4 and Subsection 5.3].

**Proposition A.6.** Assume that (A.6) holds. Let \( F_{\ell} \) be the \( \ell \)-Fourier transform of measures defined by

\[
(F_{\ell}(\mu))(\lambda) := \int_{[a, b]} v_{\lambda}(x) \mu(dx) \quad (\mu \in P[a, b], \ \lambda \geq 0).
\]

Then:

(i) \( F_{\ell}(\mu) \) is continuous on \( \mathbb{R}^+ \). Moreover, if the family \( \{\mu_j\} \subset \mathcal{M}_{\ell} [a, b] \) is tight and uniformly bounded, then \( \{F_{\ell}(\mu_j)\} \) is equicontinuous on \( \mathbb{R}^+ \).

(ii) Let \( \mu_1, \mu_2 \in \mathcal{M}_{\ell} [a, b] \). If \( F_{\ell}(\mu_1) = F_{\ell}(\mu_2) \), then \( \mu_1 = \mu_2 \).

(iii) Let \( \{\mu_n\} \subset \mathcal{M}_{\ell} [a, b] \), \( \mu \in \mathcal{M}_{\ell} [a, b] \), and suppose that \( \mu_n \xrightarrow{n \to \infty} \mu \). Then

\[
F_{\ell}(\mu_n) \xrightarrow{n \to \infty} F_{\ell}(\mu) \quad \text{uniformly on compact sets}.
\]

**Proof.** See [44, Proposition 5.2].
Proposition A.7. Assume that (A.6) holds.
(a) \( \mu = \mu_1 \circ \delta_t \) if and only if \((F_t \mu)(\lambda) = (F_t \mu_1)(\lambda) \cdot (F_t \mu_2)(\lambda) \) for all \( \lambda \geq 0 \) \((\mu, \mu_1, \mu_2 \in \mathcal{M}_{\mathbb{C}}[a, b])\).
(b) The \( \circ \) convolution is weakly continuous: if \( \mu_n \xrightarrow{w} \mu \) and \( \nu_n \xrightarrow{w} \nu \), then \( \mu_n \circ \nu_n \xrightarrow{w} \mu \circ \nu \).
(c) If \( f \in C^2_c(a, b) \) with \( f' \in C_c(a, b) \), then
\[
\int_{[a,b]} f \, d(\delta_x \circ \mu) = \int_{\mathbb{R}_+} (F_t f)(\lambda)(F_t \mu)(\lambda) \nu_\lambda(x) \, \rho_t(dx) \quad \text{for all } \mu \in \mathcal{M}_{\mathbb{C}}[a, b], \ x \in (a, b).
\]
(d) Suppose that \( \lim_{x \uparrow b} p(x)r(x) = \infty \), and let \( \mu \in \mathcal{M}_{\mathbb{C}}[a, b] \). Then \( \delta_x \circ \mu \xrightarrow{w} 0 \) as \( x \uparrow b \), where 0 is the zero measure.
(e) Let \( 1 \leq p \leq \infty \) and \( \mu \in \mathcal{M}_+[a, b] \). The \( \ell \)-translation \( T^\mu_\ell \) is a bounded operator on \( L^p(\nu) \) such that
\[
\|T^\mu_\ell f\|_{L^p(\nu)} \leq \|\mu\| \|f\|_{L^p(\nu)} \quad \text{for all } f \in L^p(\nu).
\]
(f) Let \( 1 \leq p_1, p_2 \leq \infty \) with \( \frac{1}{p_1} + \frac{1}{p_2} \geq 1 \), and let \( f \in L^{p_1}(\nu), g \in L^{p_2}(\nu) \). Then the \( \ell \)-convolution
\[
(f \circ g)(x) := \int_a^b (T^\nu_\ell f)(x) g(y) r(y)dy
\]
(where \( T^\nu_\ell \equiv T^\nu_\ell^\nu \)) is well-defined and satisfies
\[
\|f \circ g\|_{L^1(\nu)} \leq \|f\|_{L^{p_1}(\nu)} \|g\|_{L^{p_2}(\nu)}, \quad \text{where } s = \frac{1}{1/p_1 + 1/p_2 - 1}.
\]
\(\square\)

Proposition A.8. If (A.6) holds with \( p \equiv r \) and \( a = \gamma(a) = 0 \), then \((\mathbb{R}_0^+, \circ )\) is a commutative hypergroup (in the sense of \([5, 24]\)) with identity element \( \delta_0 \) and trivial involution, i.e. the following axioms hold:
- \((\mathbb{R}_0^+, \circ )\), equipped with the total variation norm, is a commutative Banach algebra over \( \mathbb{C} \) whose identity element is the measure \( \delta_0 \);
- If \( \mu, \nu \in \mathcal{P}(\mathbb{R}_0^+) \), then \( \mu \circ \nu \in \mathcal{P}(\mathbb{R}_0^+) \);
- \((\mu, \nu) \mapsto \mu \circ \nu \) is continuous in the weak topology of measures;
- \((x_1, x_2) \mapsto \text{supp}(\delta_{x_1} \circ \delta_{x_2})\) is continuous from \( \mathbb{R}_0^+ \times \mathbb{R}_0^+ \) into the space of compact subsets of \( \mathbb{R}_0^+ \) , and we have \( 0 \in \text{supp}(\delta_{x_1} \circ \delta_{x_2}) \) if and only if \( x_1 = x_2 \).
\(\square\)

The measures \( \{\mu_t\}_{t \geq 0} \subset \mathcal{P}[a, b] \) are said to be an \( \ell \)-convolution semigroup if
\[
\mu_s \circ \mu_t = \mu_{s+t} \quad \text{for all } s, t \geq 0, \quad \mu_0 = \delta_a \quad \text{and } \mu_t \xrightarrow{w} \delta_a \text{ as } t \downarrow 0.
\]

Proposition A.9. Let \( \ell \) be a Sturm-Liouville expression with \( p \equiv r , q \equiv 0 \) and \( a = \gamma(a) = 0 \). Suppose that (A.6) holds and that \( \lim_{x \uparrow b} p(x) = \infty \).
(a) For \( t > 0 \), let \( \alpha_t^\ell \) be the measure defined by \( \alpha_t^\ell(dx) := p_t(t, 0, x)r(x)dx \), where \( p_t(t, x_1, x_2) \) is the kernel (A.5). Set \( \alpha_0^\ell = \delta_0 \). Then \( \{\alpha_t^\ell\}_{t \geq 0} \) is an \( \ell \)-convolution semigroup such that
\[
\lim_{t \downarrow 0} \frac{1}{t} \alpha_t^\ell[\varepsilon, \infty) = 0 \quad \text{for every } \varepsilon > 0.
\]
(b) Let \( \psi(\lambda) \) be a function which can be written as
\[
\psi(\lambda) = c\lambda + \int_{\mathbb{R}^+} (1 - v_\lambda(x)) \tau(dx) \quad (\lambda \geq 0)
\]
for some $c \geq 0$ and some positive measure $\tau$ on $\mathbb{R}^+$ such that $\tau$ is finite on the complement of any neighbourhood of 0 and satisfies $\int_{\mathbb{R}^+} (1 - v_\lambda(x)) \tau(dx) < \infty$ for $\lambda \geq 0$. Then there exists an $\ell$-convolution semigroup $\{\mu_t\}_{t \geq 0}$ such that $(F_t \mu_\lambda)(\lambda) = e^{-t\psi(\lambda)}$. Moreover, there exists a constant $C > 0$ independent of $\lambda$ such that

$$\psi(\lambda) \leq C(1 + \lambda) \quad \text{for all } \lambda \geq 0.$$  \hfill (A.8)

**Proof.** Part (a) and the first statement in part (b) follow from [43, Theorem 7.3 and Propositions 7.11–7.12].

To prove the estimate (A.8), start by picking $\lambda_1 > 0$. We know that $\lim_{x \to 0} v_{\lambda_1}(x) = 0$ (Lemma A.4(b)), hence there exists $\beta \in (a, b)$ such that $|v_{\lambda_1}(x)| \leq \frac{1}{2}$ for all $\beta < x < b$. Combining this with Lemma A.4(a), we deduce that for all $\lambda \geq 0$ we have

$$n \int_{[\beta, b]} (1 - v_\lambda(x)) \mu_{1/n}(dx) \leq 2n \int_{[\beta, b]} \mu_{1/n}(dx) \leq 4n \int_{[\beta, b]} (1 - v_\lambda(x)) \mu_{1/n}(dx) \leq 4n(1 - (F_t \mu_{1/n})(\lambda_1)) \leq 4\psi(\lambda_1).$$  \hfill (A.9)

Next, choose $\lambda_2 > 0$ such that $1 - v_\lambda(x) < \frac{1}{2}$ for all $0 \leq \lambda \leq \lambda_2$ and all $a < x < \beta$. (This is possible because of the boundedness of the family of derivatives $\{\partial_x^N v_{\lambda}(x)\}_{x \in (a, \beta]}$, cf. [44, pp. 5–6].) Defining $\eta_1(x) := \int_a^x \frac{1}{p(y)} \int_a^y r(\xi)d\xi dy$, we obtain

$$1 - v_{\lambda_2}(x) = \lambda_2 \int_a^x \frac{1}{p(y)} \int_a^y v_{\lambda_2}(\xi)r(\xi)d\xi dy \geq \frac{\lambda_2}{2} \eta_1(x) \quad \text{for all } a \leq x \leq \beta.$$  

On the other hand, by Lemma A.4(a) we have $1 - v_\lambda(x) \leq \lambda \int_a^x \frac{1}{p(y)} \int_a^y |v_{\lambda}(\xi)|r(\xi)d\xi dy \leq \lambda \eta_1(x)$ for all $x \in [a, b]$ and $\lambda \geq 0$. Consequently,

$$n \int_{[a, b]} (1 - v_\lambda(x)) \mu_{1/n}(dx) \leq \lambda n \int_{[a, b]} \eta_1(x) \mu_{1/n}(dx) \leq \frac{2\lambda n}{\lambda_2} \int_{[a, b]} (1 - v_{\lambda_2}(x)) \mu_{1/n}(dx) \leq \frac{2\lambda n}{\lambda_2}(1 - (F_t \mu_{1/n})(\lambda_2)) \leq \frac{2\lambda}{\lambda_2} \psi(\lambda_2).$$  \hfill (A.10)

Combining (A.9) and (A.10) one sees that for all $n \in \mathbb{N}$ and $\lambda \geq 0$ we have $n(1 - e^{-\psi(\lambda)/n}) \leq C(1 + \lambda)$, where $C = \max\{4\psi_\mu(\lambda_1), \frac{2}{\lambda_2} \psi_\mu(\lambda_2)\}$. The conclusion follows by taking the limit as $n \to \infty$. \hfill \Box
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