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Abstract

We introduce an explicit Milstein-type scheme for McKean–Vlasov stochastic differential equations using the notion of a measure derivative given by P.-L. Lions in his lectures at the Collège de France and presented in [9]. We show that the proposed Milstein-type scheme converges to the true solution in strong sense with a rate equal to $1.0$. The drift coefficient is allowed to grow super-linearly in the state variable and both the drift and the diffusion coefficients are assumed to be only once differentiable in variables corresponding to state and measure. Furthermore, derivatives of drift and diffusion coefficients with respect to the measure component are uniformly bounded. The challenges arising due to the dependence of coefficients on measures are tackled and our findings are consistent with the analogous results for stochastic differential equations.
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1 Introduction

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)$ be a filtered probability space satisfying the usual conditions, i.e., the filtration is right continuous and complete. Assume that $\{W_t\}_{t \geq 0}$ is an $m$-dimensional Brownian motion adapted to the filtration $\{\mathcal{F}_t\}_{t \geq 0}$. For a fixed $T > 0$, consider the following $d$-dimensional McKean–Vlasov stochastic differential equation (MV-SDE) on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)$,

$$X_t = X_0 + \int_0^t b(X_s, \mu^X_s) ds + \int_0^t \sigma(X_s, \mu^X_s) dW_s \quad (1.1)$$
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almost surely for any $t \in [0, T]$, where $\mu^X_t$ denotes the law of the random variable $X_t$. If the law $\mu^X_t$ is known, then the coefficients $b$ and $\sigma$ are functions of time and space variables and hence the MV-SDE reduces to an SDE. The work on MV-SDEs was originated in [30] and since then such equations have found wide applications in physics, biology and neural activities, see for example, [3], [6], [7], [10], [11], [16], [19], and references therein. The existence and uniqueness of the solution of MV-SDE (1.1) in strong and weak sense has been thoroughly investigated in the literature, see for example, [10], [11], [13], [21], [31], [32], [35], [39] and references therein. In particular, authors in [35] have established the existence and uniqueness of the strong solution of MV-SDE (1.1) where drift grows super-linearly and diffusion satisfies global Lipschitz condition in the state component. In [31], authors prove the result under the monotonicity and coercivity conditions on the coefficients and thus both drift and diffusion coefficients can grow super-linearly in the state component. In [10], [11], [31] and [35], the drift and diffusion coefficients are assumed to satisfy global Lipschitz condition in the variable corresponding to the measure component.

Many researchers have shown their interest in the strong approximation of SDEs since it is needed in the Multilevel Monte Carlo path simulations for SDEs, see [18]. The numerical approximation of SDEs in strong sense is well understood in the literature for global and non-global Lipschitz coefficients, see for example [5], [15], [22], [24], [26], [27], [28], [37], [38], [41], [43] and references therein. The earliest work on the numerical approximation for the one-dimensional particle system can be found in [8] where the rate of strong convergence is shown to be equal to 1/2, both for the time-step and for the number of particles under the global Lipschitz conditions on the coefficients in both state and measure components. The convergence in particles is popularly known as the Propagation of Chaos in the literature.

It is well known that the classical Euler scheme for SDEs with super-linear coefficients diverges in finite time, see for example [23] and hence such divergence can also be observed in the case of MV-SDEs. Further, in the case of MV-SDEs, a single particle may become influential over all other particles which can destroy the setting of the weakly interacting particle system connected with the MV-SDE. This phenomenon is called as the particle corruption in [34] and is tackled by proposing an explicit tamed Euler scheme and an implicit Euler scheme. The strong rate of convergence of the interacting particle system connected with the MV-SDE is shown to be equal to 1/2 when the drift coefficient satisfies one-sided global Lipschitz condition (and hence is allowed to grow super-linearly) in the state variable while the diffusion coefficient satisfies global Lipschitz condition. Furthermore, both the coefficients are assumed to be global Lipschitz continuous in the measure component.

The main purpose of this article is to develop an explicit Milstein-type numerical scheme for the interacting particle system associated with the MV-SDE (1.1) and investigate its rate of convergence in strong sense. For this, we require more regularity assumptions on the coefficients as compared to [34] while the drift coefficient is still allowed to grow super-linearly in the state variable, the diffusion coefficient satisfies global Lipschitz continuity condition in the state variable and both the coefficients are assumed to be global Lipschitz continuous in the measure component. Mainly, the drift and diffusion coefficients are assumed to be once differentiable in variables corresponding to the state and measure components. Moreover, their derivatives with respect to the measure component are uniformly bounded. For differentiability with respect to measure, we use the concept of Lions’ derivative, see [9] and [10] for details. The precise assumptions on the coefficients are listed in Section 2. Under these assumptions, we establish that the rate of strong convergence in $\mathcal{L}^2$-sense of the proposed tamed Milstein-type scheme for the interacting particle system connected with the MV-SDE
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(1.1) is equal to 1.0 (see Theorem 2.7), which is consistent with the analogous result available in the literature for SDEs. Novel techniques have been developed to tackle challenges arising due to the presence of the law \( \mu_t \) in the coefficients.

An independent work [4] on tamed Milstein scheme for MV–SDEs with drift having super-linear growth in the state variable appeared concurrently, but under stronger regularity assumptions on the coefficients. Authors in [4] use the Itô’s formula in the proof of their main result and thus require the coefficients to be twice differentiable in both state and measure components. This manuscript, on the other hand, uses mean-value type results (see Lemma 4.2 and Lemma 4.3 below) which only require once differentiability of the coefficients in the state and measure components. Thus, our results are obtained under more relaxed conditions on the coefficients than those made in [4]. Furthermore, we use \( b^n(x, \mu) = b(x, \mu)(1 + n^{-1}|x|^{p+2})^{-1} \) (see equation (2.3) below) whereas authors in [4] use \( b^n(x, \mu) = b(x, \mu)(1 + n^{-1}|b(x)|)^{-1} \) to tame the drift coefficient \( b(x, \mu) \), however either way, the tamed coefficient \( b^n(x, \mu) \) converges to \( b(x, \mu) \) point-wise with the same rate equal to 1. Though, our taming seems stronger; but authors in [4] require the existence of all moments of the initial random variable \( X_0 \) whereas we only require moments up to order \( p \) for some fixed \( p > 4 \).

Some recent developments on MV–SDEs with non-global Lipschitz coefficients can be found in [25], [29], [33] and references therein. In [25], well-posedness, propagation of chaos, tamed Euler scheme and tamed Milstein scheme for MV–SDE driven by Lévy noise have been studied when the drift, diffusion and jump coefficients can grow super-linearly in the state variable. In [33], well-posedness, propagation of chaos and the tamed Euler scheme for MV–SDE with common and Euler scheme for one-dimensional MV–SDE with discontinuous drift coefficients have been discussed. Further, some more recent works on the numerical approximation of the MV–SDE are [14] and [36].

We now list some examples, by adding a mean-field term to the well-known SDEs, which fit in our framework.

1. Mean-field stochastic Ginzburg–Landau equation:

\[
X_t = X_0 + \int_0^t \left( \alpha X_s - \beta X^3_s + cE[X_s] \right) ds + \int_0^t \gamma X_s dW_s
\]

almost surely for any \( t \in [0,T] \), where \( \alpha, \beta, \gamma \in (0, \infty) \) and \( c \in \mathbb{R} \) are fixed constants. This equation has been investigated in [34] and its variant (without the mean-field term) in [22], [40] and references therein.

2. Mean-field stochastic Verhulst equation:

\[
X_t = X_0 + \int_0^t \left( \alpha X_s - \beta X^2_s + c_1 E[X_s] \right) ds + \int_0^t \left( \gamma X_s + c_2 E[X_s] \right) \circ dW_s
\]

almost surely for any \( t \in [0,T] \), where \( \alpha, \beta \in (0, \infty) \) and \( c, \gamma \in \mathbb{R} \) are fixed constants. The integral in the diffusion term should be understood in the Stratonovich sense. Without the mean-field term, the above equation is studied in [22] and references therein.

Further applications include the following two popular models:

1. Kuramoto Model: The phase \( X_{t,i}^N \) of the \( i \)-th Kuramoto oscillator at time \( t \) is given by the following SDE,

\[
X_{t,i}^N = X_{0,i}^N + \int_0^t \left( \nu + \frac{K}{N} \sum_{k=1}^N \sin(X_k^N - X_{i}^N) \right) ds + \frac{\sqrt{2\sigma}}{N} \int_0^t \sum_{k=1}^N \sin(X_k^N - X_{i}^N) dW_s^i
\]
almost surely for any \( t \in [0, T] \) and \( i \in \{1, \ldots, N\} \) for some \( N \in \mathbb{N} \), where \( \nu^i, \kappa \) and \( \sigma \) are constants. This type of model has been investigated in [11], [20] and references therein.

2. Cucker–Smale Model: The position \( X_{t}^{i, N} \) and the velocity \( V_{t}^{i, N} \) of the \( i \)-th agent in the Cucker–Smale model is given by the following SDE

\[
X_{t}^{i, N} = X_{0}^{i, N} + \int_{0}^{t} V_{s}^{i, N} ds,
\]

\[
V_{t}^{i, N} = V_{0}^{i, N} + \frac{\lambda}{N} \sum_{k=1}^{N} (V_{s}^{k, N} - V_{s}^{i, N}) ds + \frac{\sigma^{i, N}}{N} \sum_{k=1}^{N} (V_{s}^{k, N} - V_{s}^{i, N}) dW_{s}^{i}
\]

almost surely for any \( t \in [0, T] \) and \( i \in \{1, \ldots, N\} \) for some \( N \in \mathbb{N} \), where parameters \( \lambda > 0 \) and \( \sigma^{i, N} \in \mathbb{R} \) are coupling and noise strength respectively. This type of model has been studied in [17] and reference therein.

We finish this section by introducing the notations and the notion of Lion’s derivative used in this article.

### 1.1 Notations

The notation \( \langle \cdot, \cdot \rangle \) stands for the inner product in \( \mathbb{R}^{d} \). We use the same notation \( | \cdot | \) for both Euclidean and Hilbert–Schmidt norms and its meaning should be clear from the context. Also, \( \sigma x \) denotes the usual matrix multiplication of \( \sigma \in \mathbb{R}^{d \times m} \) and \( x \in \mathbb{R}^{d} \). With a slight abuse of notation, \( b^{(i)} \) and \( \sigma^{(i)} \) are used to denote the \( l \)-th element of \( b \in \mathbb{R}^{d} \) and the \( l \)-th column vector of \( \sigma \in \mathbb{R}^{d \times m} \) respectively which is clear from the context and should not cause any confusion in the reader’s mind. Further, \( \sigma^{(k,l)} \) stands for the \( (k, l) \)-th element of \( \sigma \in \mathbb{R}^{d \times m} \). For a function \( f : \mathbb{R}^{d} \to \mathbb{R} \), we use \( \partial_{x} f \) to denote the gradient of \( f \). The symbol \( [\cdot] \) stands for the floor function and \( \delta_{x} (\cdot) \) denotes the Dirac measure at point \( x \in \mathbb{R}^{d} \). We use \( \mathcal{B}(\mathbb{R}^{d}) \) to denote the Borel \( \sigma \)-field on \( \mathbb{R}^{d} \). Moreover, \( \mathcal{P}_{2}(\mathbb{R}^{d}) \) denotes the space of probability measures \( \mu \) on the measurable space \( (\mathbb{R}^{d}, \mathcal{B}(\mathbb{R}^{d})) \) satisfying \( \int_{\mathbb{R}^{d}} |x|^{2} \mu(dx) < \infty \). It is well-known that \( \mathcal{P}_{2}(\mathbb{R}^{d}) \) is a Polish space under the \( \mathcal{L}^{2} \)-Wasserstein metric given by

\[
W_{2}(\mu_{1}, \mu_{2}) := \inf_{\pi \in \Pi(\mu_{1}, \mu_{2})} \left( \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} |x - y|^{2} \pi(dx, dy) \right)^{1/2}
\]

where \( \Pi(\mu_{1}, \mu_{2}) \) is the set of all couplings of \( \mu_{1}, \mu_{2} \in \mathcal{P}_{2}(\mathbb{R}^{d}) \). Further, \( EX \) is used for the expectation of a random variable \( X \). Throughout this article, \( K \) stands for a generic constant which may vary from place to place.

### 1.2 Differentiability of functions of measures

There are many different notions for differentiating functions of measures and we refer the reader to [2], [10] and [42] for a nice exposition on this topic. In this article, we use the notion of differentiability introduced by Lions in his lectures at the Collège de France which has been reproduced in [9]. We give a brief description of the concept of measure derivative for functions defined on the Wasserstein space \( \mathcal{P}_{2}(\mathbb{R}^{d}) \). A function \( f : \mathcal{P}_{2}(\mathbb{R}^{d}) \to \mathbb{R} \) is said to be differentiable at \( \nu_{0} \in \mathcal{P}_{2}(\mathbb{R}^{d}) \) if there exists an atomless, Polish probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and a random variable \( Y_{0} \in \mathcal{L}^{2}(\Omega; \mathbb{R}^{d}) \) such that its law \( L_{Y_{0}} := \hat{P} \circ Y_{0}^{-1} = \nu_{0} \) and the function \( F : \mathcal{L}^{2}(\Omega; \mathbb{R}^{d}) \to \mathbb{R} \) defined by \( F(Z) := f(L_{Z}) \) has Fréchet derivative at \( Y_{0} \in \mathcal{L}^{2}(\Omega; \mathbb{R}^{d}) \), which we denote by \( F'(Y_{0}) \). The function \( F \) is called the “lift” of \( f \). Further, \( f \) is said to be of class \( C^{1} \) if its “lift” \( F \) is of class \( C^{1} \). Since \( F'Y_{0} : \mathcal{L}^{2}(\Omega; \mathbb{R}^{d}) \to \mathbb{R} \) is a bounded linear operator, by Riesz representation theorem, there exists an element \( DF(Y_{0}) \in \mathcal{L}^{2}(\Omega; \mathbb{R}^{d}) \) such that \( F'(Y_{0})(Z) = \hat{E}(DF[Y_{0}], Z) \) for all
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2 Assumptions and main results

Let \((\Omega, \mathcal{F}, P)\) be a filtered probability space satisfying the usual conditions, i.e., the probability space \((\Omega, \mathcal{F}, P)\) is complete, \(\mathcal{F}_0\) contains all \(P\)–null sets of \(\mathcal{F}\) and filtration \(\mathcal{F}\) is right continuous. Let \(\{W_t\}_{t \geq 0}\) be an \(m\)-dimensional Brownian motion adapted to the filtration \(\{\mathcal{F}_t\}_{t \geq 0}\). Assume that \(b : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathbb{R}^d\) and \(\sigma : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathbb{R}^{d \times m}\) are measurable functions. We consider the following McKean–Vlasov Stochastic Differential Equation (MV–SDE) defined on \((\Omega, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{F}, P)\),

\[
X_t = X_0 + \int_0^t b(X_s, \mu_s^X)ds + \sum_{l=1}^m \int_0^t \sigma^{(l)}(X_s, \mu_s^X)dW_s^{(l)} \tag{2.1}
\]

almost surely for any \(t \in [0, T]\) where \(\mu_s^X\) denotes the law of \(X_s\), i.e., \(\mu_s^X := P \circ X_s^{-1}\) for every \(s \in [0, T]\) and \(X_0\) stands for an \(\mathbb{R}^d\)-valued and \(\mathcal{F}_0\)-measurable random variable.

We make the following assumptions on the coefficients and the initial value.

**Assumption 2.1.** \(E|X_0|^p < \infty\) for a fixed constant \(p \geq 2\).

**Assumption 2.2.** There exist constants \(L > 0\) and \(\rho > 0\) such that,

\[
\langle x - \bar{x}, b(x, \mu) - b(\bar{x}, \mu) \rangle \leq L|x - \bar{x}|^2,
\]

\[
|b(x, \mu) - b(\bar{x}, \bar{\mu})| \leq L\{(1 + |x| + |\bar{x}|)^{\rho/2 + 1}|x - \bar{x}| + W_2(\mu, \bar{\mu})\},
\]

\[
|b(0, \mu)| \leq L,
\]

for all \(x, \bar{x} \in \mathbb{R}^d\) and \(\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)\).

**Assumption 2.3.** There exists a constant \(L > 0\) such that,

\[
|\sigma(x, \mu) - \sigma(\bar{x}, \bar{\mu})| \leq L\{|x - \bar{x}| + W_2(\mu, \bar{\mu})\},
\]

\[
|\sigma(0, \mu)| \leq L,
\]

for all \(x, \bar{x} \in \mathbb{R}^d\) and \(\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)\).

**Assumption 2.4.** There exists a constant \(L > 0\) such that for every \(k \in \{1, \ldots, d\}\), the derivatives \(\partial_x b^{(k)} : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathbb{R}^d\) satisfy,

\[
|\partial_x b^{(k)}(x, \mu) - \partial_x b^{(k)}(\bar{x}, \bar{\mu})| \leq L\{(1 + |x| + |\bar{x}|)^{\rho/2}|x - \bar{x}| + W_2(\mu, \bar{\mu})\},
\]

\[
|\partial_x b^{(k)}(0, \mu)| \leq L,
\]

and the measure derivatives \(\partial_\mu b^{(k)} : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \rightarrow \mathbb{R}^d\) satisfy,

\[
|\partial_\mu b^{(k)}(x, \mu, y) - \partial_\mu b^{(k)}(\bar{x}, \bar{\mu}, \bar{y})| \leq L\{(1 + |x| + |\bar{x}|)^{\rho/2 + 1}|x - \bar{x}| + W_2(\mu, \bar{\mu}) + |y - \bar{y}|\},
\]

\[
|\partial_\mu b^{(k)}(0, \mu, 0)| \leq L,
\]

for all \(x, y, \bar{x}, \bar{y} \in \mathbb{R}^d\) and \(\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)\).

**Assumption 2.5.** There exists a constant \(L > 0\) such that for every \(k \in \{1, \ldots, d\}\) and \(l \in \{1, \ldots, m\}\), the derivatives \(\partial_x \sigma^{(k,l)} : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathbb{R}^d\) satisfy,

\[
|\partial_x \sigma^{(k,l)}(x, \mu) - \partial_x \sigma^{(k,l)}(\bar{x}, \bar{\mu})| \leq L\{|x - \bar{x}| + W_2(\mu, \bar{\mu})\},
\]
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\[
|\partial_x \sigma^{(k,l)}(0, \mu)| \leq L,
\]

and the measure derivatives \( \partial_\mu \sigma^{(k,l)} : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) satisfy,

\[
|\partial_\mu \sigma^{(k,l)}(x, \mu, y) - \partial_\mu \sigma^{(k,l)}(\bar{x}, \bar{\mu}, \bar{y})| \leq L \left\{ |x - \bar{x}| + W_2(\mu, \bar{\mu}) + |y - \bar{y}| \right\},
\]

\[
|\partial_\mu \sigma^{(k,l)}(0, \mu, 0)| \leq L,
\]

for all \( x, y, \bar{x}, \bar{y} \in \mathbb{R}^d \) and \( \mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d) \).

### 2.1 Wellposedness, propagation of chaos and interacting particle system

For a fixed \( N \in \mathbb{N} \), let \( \{W_i\}_{i \in \{1, \ldots, N\}} \) be \( N \) independent Brownian motions that are also independent of \( W \). Consider the \( N \)-dimensional system of interacting particles given by,

\[
X_i^t, N = X_i^0 + \int_0^t b(X_i^{s,N}, \mu_s^{X,N}) ds + \sum_{i=1}^m \int_0^t \sigma^{(l)}(X_i^{s,N}, \mu_s^{X,N}) dW_s^{(l),i}
\]

(2.2)

almost surely for any \( t \in [0, T] \) and \( i \in \{1, \ldots, N\} \), where

\[
\mu_s^{X,N} := \frac{1}{N} \sum_{j=1}^N \delta_{X_j^{s,N}}
\]

for any \( s \in [0, T] \). For the propagation of chaos result, consider the system of non-interacting particles given by,

\[
X_i^t = X_0^t + \int_0^t b(X_i^{s}, \mu_s^{X}) ds + \sum_{i=1}^m \int_0^t \sigma^{(l)}(X_i^{s}, \mu_s^{X}) dW_s^{(l),i}
\]

almost surely for any \( t \in [0, T] \) and \( i \in \{1, \ldots, N\} \), where \( \mu_s^{X_i} = \mu_s^{X} \) for every \( i \in \{1, \ldots, N\} \) because \( X_i^{s} \)'s are independent.

The proof of the following proposition can be found in [31], [34] and [35].

**Proposition 2.1.** Let Assumptions 2.1, 2.2 and 2.3 hold for some \( p > 4 \). Then, there exists a unique solution to MV–SDE (2.1) and the following holds,

\[
E \sup_{t \in [0, T]} |X_t|^p \leq K,
\]

where \( K := K(m, d, L, p, T, E |X_0|^p) > 0 \) is a constant. Also, the interacting particle system (2.2) has a unique solution and

\[
\sup_{i \in \{1, \ldots, N\}} E \sup_{t \in [0, T]} |X_i^t - X_t^{i,N}|^2 \leq K \begin{cases} N^{-1/2} & \text{if } d < 4, \\ N^{-1/2} \ln(N) & \text{if } d = 4, \\ N^{-2/d} & \text{if } d > 4, \end{cases}
\]

where the constant \( K > 0 \) does not depend on \( N \).

### 2.2 Explicit Milstein-type scheme

For introducing Milstein-type scheme for MV–SDE (2.1), we partition the interval \([0, T]\) into \( n \) sub-intervals each of length \( h = T/n \) and define \( \kappa_n(s) := \lfloor ns \rfloor/n \) for any \( s \in [0, T] \). For any \( x \in \mathbb{R}^d \) and \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), define

\[
b_n(x, \mu) := \frac{b(x, \mu)}{1 + n^{-1} |x|^p/2} \tag{2.3}
\]
where $\Lambda_{26}$, this observation can be used in implementing the scheme on the computer, see Subsection 2.3.

The following proposition and theorem are the main results of this article.

**Proposition 2.2.** Let Assumptions 2.1 to 2.5 hold for some $p \geq 8(\rho/2 + 2)$. Then, the Milstein-type scheme (2.4) converges to the interacting particle system (2.2) with the rate of convergence given by,

$$E|X_t^{i,N,n} - X_t^{i,N,n}|^2 \leq K(n^{-1}/N) \rightarrow 0 \text{ as } N \rightarrow \infty$$

and hence

$$\Lambda_2(s, X_{k,N,N}(s) \mu_{k,N,N}(s)) = 0 \text{ a.s. as } N \rightarrow \infty.$$ 

This observation can be used in implementing the scheme on the computer, see Subsection 2.3.

The following proposition and theorem are the main results of this article.

**Proposition 2.2.** Let Assumptions 2.1 to 2.5 hold for some $p \geq 8(\rho/2 + 2)$. Then, the Milstein-type scheme (2.4) converges to the interacting particle system (2.2) with the rate of convergence given by,

$$\sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0,T]} E|X_t^{i,N,n} - X_t^{i,N,n}|^2 \leq K n^{-2},$$

for any $n, N \in \mathbb{N}$ where the constant $K > 0$ does not depend on $n, N \in \mathbb{N}$. 
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By combining Propositions 2.1 and 2.2, we obtain the following theorem.

**Theorem 2.7.** Let Assumptions 2.1 to 2.5 hold for some \( p \geq 8(\rho/2 + 2) \). Then, the Milstein-type scheme (2.4) converges to the true solution of MV–SDE (2.1) with the rate of convergence given by,

\[
\sup_{i \in \mathcal{J}} \sup_{t \in [0,T]} E|X_i^t - X_i^{N,n}|^2 \leq K \begin{cases} 
N^{-1/2} + n^{-2} & \text{if } d < 4, \\
N^{-1/2} \ln(N) + n^{-2} & \text{if } d = 4, \\
N^{-2/d} + n^{-2} & \text{if } d > 4,
\end{cases}
\]

for any \( n, N \in \mathbb{N} \) where constant \( K > 0 \) does not depend on \( n, N \in \mathbb{N} \).

We conclude this section by listing following remarks which are consequences of the assumptions mentioned above.

**Remark 2.8.** From Assumptions 2.2 and 2.4,

\[
\langle x, b(x, \mu) \rangle \leq K(1 + |x|)^2, \\
|b(x, \mu)| \leq K(1 + |x|)^{\rho/2 + 2}, \\
|\partial_x b^{(k)}(x, \mu)| \leq K(1 + |x|)^{\rho/2 + 1}, \\
|\partial_{\mu} b^{(k)}(x, \mu)| \leq K,
\]

for any \( x, y \in \mathbb{R}^d, \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( k \in \{1, \ldots, d\} \).

**Remark 2.9.** From Remark 2.8 and equation (2.3),

\[
|b_n(x, \mu)| \leq K \min \{n^{1/2}(1 + |x|), (1 + |x|)^{\rho/2 + 2}\},
\]

for all \( x \in \mathbb{R}^d, \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( n \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \in \mathbb{N} \).

**Remark 2.10.** From Assumptions 2.3 and 2.5,

\[
|\sigma(x, \mu)| \leq K(1 + |x|), \\
|\partial_x \sigma^{(k,l)}(x, \mu)| \leq K, \\
|\partial_{\mu} \sigma^{(k,l)}(x, \mu)| \leq K,
\]

for any \( x, y \in \mathbb{R}^d, \mu \in \mathcal{P}_2(\mathbb{R}^d) \), \( k \in \{1, \ldots, d\} \) and \( l \in \{1, \ldots, m\} \).

**2.3 Example**

We now present some examples of the Milstein-type scheme (2.4). Let \( 0 < h < 2h < \ldots < nh \) be a partition of the interval \([0,T]\) where \( h = T/n \). Consider the case when \( \sigma(x, \mu) = \sigma(x) \) for all \( x \in \mathbb{R}^d \) and \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) which implies \( \Lambda_2 = 0 \). Also notice that,

\[
\sum_{l=1}^{m} \int_{j}^{(j+1)h} \Lambda_1^{(k,l)}(s, X_{\kappa_n(s)}^{i,N,n})dW_s^{(l),i} \\
= \sum_{l=1}^{m} \sum_{l_1=1}^{m} \int_{j}^{(j+1)h} \int_{j}^{s} \partial_x \sigma^{(k,l)}(X_{\kappa_n(r)}^{i,N,n}, \sigma^{(l_1)}(X_{\kappa_n(r)}^{i,N,n}))dW_r^{(l_1),i}dW_s^{(l),i} \\
= \sum_{l=1}^{m} \int_{j}^{(j+1)h} \int_{j}^{s} \langle \partial_x \sigma^{(k,l)}(X_{jh}^{i,N,n}, \sigma^{(l)}(X_{jh}^{i,N,n})), \sigma^{(l)}(X_{jh}^{i,N,n}) \rangle dW_r^{(l_1),i}dW_s^{(l),i} \\
+ \sum_{l=1}^{m} \sum_{l_1=l+1}^{m} \int_{j}^{(j+1)h} \int_{j}^{s} \langle \partial_x \sigma^{(k,l)}(X_{jh}^{i,N,n}, \sigma^{(l)}(X_{jh}^{i,N,n})), \sigma^{(l)}(X_{jh}^{i,N,n}) \rangle dW_r^{(l_1),i}dW_s^{(l),i},
\]
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\[ + \left\langle \partial_x \sigma^{(k,l)}(X_{jh}^{i,N,n}), \sigma^{(l)}(X_{jh}^{i,N,n}) \right\rangle dW_{s}^{(i),i} \]

and if the commutative condition,

\[ \left\langle \partial_x \sigma^{(k,l)}(x), \sigma^{(l)}(x) \right\rangle = \left\langle \partial_x \sigma^{(k,l)}(x), \sigma^{(l)}(x) \right\rangle \]

is assumed for all \( k = 1, \ldots, d \) and \( l, l_1 = 1, \ldots, m \), then the \( k \)-th component is given by,

\[
\sum_{l=1}^{m} \int_{j_{j_1}}^{(j+1)_{j_1}} \bar{\Lambda}^{(k,l)}(s, X_{jh}^{i,N,n}) dW_s^{(i),i} = \sum_{l=1}^{m} \left\langle \partial_x \sigma^{(k,l)}(X_{jh}^{i,N,n}), \sigma^{(l)}(X_{jh}^{i,N,n}) \right\rangle \int_{j_{j_1}}^{(j+1)_{j_1}} dW_r^{(i),i} dW_s^{(i),i} + \int_{j_{j_1}}^{(j+1)_{j_1}} dW_r^{(i),i} dW_s^{(i),i} \times \left\{ \int_{j_{j_1}}^{(j+1)_{j_1}} dW_r^{(i),i} dW_s^{(i),i} + \int_{j_{j_1}}^{(j+1)_{j_1}} dW_r^{(i),i} dW_s^{(i),i} \right\} = \sum_{l=1}^{m} \left\langle \partial_x \sigma^{(k,l)}(X_{jh}^{i,N,n}), \sigma^{(l)}(X_{jh}^{i,N,n}) \right\rangle \Delta W_s^{(i),i} \left\{ \frac{1}{2} \left( \Delta W_r^{(i),i} - \Delta t \right) \right\} + \sum_{l=1}^{m} \sum_{l_1 > l} \left\langle \partial_x \sigma^{(k,l)}(X_{jh}^{i,N,n}), \sigma^{(l)}(X_{jh}^{i,N,n}) \right\rangle \Delta W_r^{(i),i} \Delta W_s^{(i),i} \Delta W_s^{(i),i} - hI_{l = l_1} \} \]

almost surely for any \( j = 0, \ldots, n - 1 \), \( i \in \{1, \ldots, N\} \), \( n, N \in \mathbb{N} \), where \( I_{l = l_1} \) is the indicator function of the set \( \{ l = l_1 \} \). Thus, the Milstein-type scheme (2.4) becomes

\[
X_{(j+1)h}^{i,N,n} = X_{jh}^{i,N,n} + b_h(X_{jh}^{i,N,n}, \mu_{jh,n}) h + \sum_{l=1}^{m} \sigma^{(l)}(X_{jh}^{i,N,n}) \Delta W_r^{(i),i} + \frac{1}{2} \sum_{l=1}^{m} \sum_{l_1 > l} \left\langle \partial_x \sigma^{(k,l)}(X_{jh}^{i,N,n}), \sigma^{(l)}(X_{jh}^{i,N,n}) \right\rangle \Delta W_r^{(i),i} \Delta W_s^{(i),i} - hI_{l = l_1} \}

almost surely for any \( j = 0, \ldots, n - 1 \), \( i \in \{1, \ldots, N\} \), \( n, N \in \mathbb{N} \).

Notice that when \( \sigma \) is a function of both \( x \in \mathbb{R}^d \) and \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), then a commutative condition similar to the one mentioned above is needed when \( N \) is small. However, such commutative condition is not required when \( N \) is sufficiently large due to Remark 2.6.

Remark 2.11. The results of this manuscript can also be extended to the case when \( b \) and \( \sigma \) additionally depend on the time parameter, \( i.e. \) when \( b : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \mapsto \mathbb{R}^d \) and \( \sigma : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \mapsto \mathbb{R}^{d \times m} \). However, the proofs become rather cumbersome. In this case, we require the following additional regularity conditions,

\[
|b(t, x, \mu) - b(l, x, \mu)| + |\sigma(t, x, \mu) - \sigma(l, x, \mu)| \leq L|t - l|,
\]

\[
|\partial b(t, x, \mu)| \leq L(1 + |x|)^{p/2 + 2}, |\partial \sigma(t, x, \mu)| \leq L(1 + |x|),
\]

for all \( t, l \in [0, T], x \in \mathbb{R}^d \) and \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \). The explicit Milstein-type scheme is given by,

\[
X_{t}^{i,N,n} = X_{0}^{i} + \int_{0}^{t} b_h(\kappa_{n}(s), X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}) ds + \sum_{l=1}^{m} \int_{0}^{t} \tilde{\sigma}^{(l)}(s, X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}) dW_{s}^{(i),i}
\]
where \( b_n \) and \( k \)-th element of \( \hat{\sigma}^{(l)} \) are given by,
\[
 b_n \left( \kappa_n(s), X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n} \right) := \frac{b(\kappa_n(s), X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n})}{1 + n^{-1/2}|X_{\kappa_n(s)}^{i,N,n}|^{p+2}},
\]
\[
 \hat{\sigma}^{(k,l)}(s, X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) = \sigma^{(k,l)}(\kappa_n(s), X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n})
\]
\[
 + \sum_{l_1=1}^m \int_{\kappa_n(s)}^{s} \left( \partial_\mu \sigma^{(k,l)}(\kappa_n(s), X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right) dW_r^{(l_1,1)}
\]
\[
 + \frac{1}{N} \sum_{j=1}^N \sum_{l_1=1}^m \int_{\kappa_n(s)}^{s} \left( \partial_\mu \sigma^{(k,l)}(\kappa_n(s), X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right) dW_r^{(l_1,j)}
\]
almost surely for any \( s \in [0,T] \), \( n, N \in \mathbb{N} \), \( k \in \{1, \ldots, d\} \) and \( l \in \{1, \ldots, m\} \).

### 3 Moment bounds

Before establishing the moment bound of the Milstein-type scheme (2.4) in Lemma 3.4, we first establish following lemmas and corollaries.

**Lemma 3.1.** Let Assumptions 2.3 and 2.5 be satisfied. Then,
\[
 E\left| \Lambda_1^{(u,v)}(s, X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right|^p \leq Kn^{-\frac{p}{2}} E\left| X_{\kappa_n(s)}^{i,N,n} \right|^p,
\]
for any \( s \in [0,T] \), \( i \in \{1, \ldots, N\} \), \( n, N \in \mathbb{N} \), \( u \in \{1, \ldots, d\} \) and \( v \in \{1, \ldots, m\} \), where constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** By Burkholder–Gundy–Davis inequality, Cauchy–Schwarz inequality and Hölder’s inequality,
\[
 E\left| \Lambda_1^{(u,v)}(s, X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right|^p
\]
\[
 = E\left| \sum_{l_1=1}^m \int_{\kappa_n(s)}^{s} \left( \partial_\mu \sigma^{(u,v)}(X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right) dW_r^{(l_1,1)} \right|^p
\]
\[
 \leq Kn^{-\frac{p}{2}+1} E\left| \sum_{l_1=1}^m \int_{\kappa_n(s)}^{s} \left( \partial_\mu \sigma^{(u,v)}(X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right) dr \right|^{p}
\]
and then the application of Remark 2.10 completes the proof.

**Lemma 3.2.** Let Assumptions 2.3 and 2.5 be satisfied. Then,
\[
 E\left| \Lambda_2^{(u,v)}(s, X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right|^p \leq Kn^{-\frac{p}{2}} \frac{1}{N} \sum_{j=1}^N E\left| X_{\kappa_n(s)}^{i,N,n} \right|^p,
\]
for any \( s \in [0,T] \), \( i \in \{1, \ldots, N\} \), \( n, N \in \mathbb{N} \), \( u \in \{1, \ldots, d\} \) and \( v \in \{1, \ldots, m\} \), where constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** On using Burkholder–Gundy–Davis inequality, Cauchy–Schwarz inequality and Hölder’s inequality,
\[
 E\left| \Lambda_2^{(u,v)}(s, X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right|^p
\]
\[
 = E\left| \sum_{j=1}^N \sum_{l_1=1}^m \int_{\kappa_n(s)}^{s} \left( \partial_\mu \sigma^{(u,v)}(X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right) dW_r^{(l_1,1)} \right|^p
\]
\[
 E\left| \sum_{j=1}^N \sum_{l_1=1}^m \int_{\kappa_n(s)}^{s} \left( \partial_\mu \sigma^{(u,v)}(X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n}) \right) dW_r^{(l_1,j)} \right|^p
\]
\[ \frac{1}{N} \sum_{j=1}^{N} \sum_{\ell=1}^{m} \int_{s_{\ell}(s)}^{s} \left| \partial_u \sigma^{(u,v)}(X_{i,N,n}^{\ell}(r),\mu_{\kappa_{n}(r)}) \right|^p dr \]
and then the proof is completed by using Remark 2.10.

As a consequence of Remark 2.10, Lemma 3.1 and Lemma 3.2, one obtains the following corollary.

**Corollary 3.1.** Let Assumptions 2.3 and 2.5 be satisfied. Then,
\[ E[\bar{\sigma}(s, X^\ell_{i,N,n}, \mu_{\kappa_{n}(s)})] \leq KE(1 + |X^\ell_{i,N,n}(s)|)^p + Kn^{-\frac{p}{2}} E(1 + |X^\ell_{i,N,n}(s)|)^p \]
for any \( s \in [0,T], \ell \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \), where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Lemma 3.3.** Let Assumptions 2.2 to 2.5 be satisfied. Then,
\[ E|X^\ell_{i,N,n} - X^\ell_{i,N,n}(s)|^p \leq Kn^{-\frac{p}{2}} E(1 + |X^\ell_{i,N,n}(s)|)^p + Kn^{-\frac{p}{2}} \frac{1}{N} \sum_{j=1}^{N} E(1 + |X^j_{i,N,n}(s)|)^p, \]
for any \( s \in [0,T], \ell \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** From equation (2.4), one can get the following estimate,
\[ E|X^\ell_{i,N,n} - X^\ell_{i,N,n}(s)|^p \leq KE \left| \int_{s_{\ell}(s)}^{s} b_n(X^\ell_{i,N,n}, \mu_{\kappa_{n}(s)}) dr \right|^p \]
and then the application of Hölder’s inequality and Burkholder–Gundy–Davis inequality gives,
\[ E|X^\ell_{i,N,n} - X^\ell_{i,N,n}(s)|^p \leq Kn^{-p+1} E \int_{s_{\ell}(s)}^{s} |b_n(X^\ell_{i,N,n}, \mu_{\kappa_{n}(s)})|^p dr \]
which on using Remark 2.9 and Corollary 3.1 completes the proof.

**Lemma 3.4.** Let Assumptions 2.1 to 2.5 be satisfied. Then,
\[ \sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0,T]} E(1 + |X^i_{t,N,n}(2)|)^{p/2} \leq K, \]
for any \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** By the application of Itô’s formula,
\[ (1 + |X^i_{t,N,n}(2)|)^{p/2} = (1 + |X^i_{0,N,n}(2)|)^{p/2} + p \int_{0}^{t} (1 + |X^i_{s,N,n}(2)|)^{p/2 - 1} \langle X^i_{s,N,n}, b_n(X^i_{s,N,n}, \mu_{\kappa_{n}(s)}) \rangle ds \]
\[ + p \int_{0}^{t} (1 + |X^i_{s,N,n}(2)|)^{p/2 - 1} \langle X^i_{s,N,n}, \bar{\sigma}(s, X^i_{s,N,n}, \mu_{\kappa_{n}(s)}) \rangle dW^i_s \]
and due to Young’s inequality and Hölder’s inequality, one gets
\[ \frac{p(p - 2)}{2} \int_0^t (1 + |X_s^{i,N,n}|^2)^{p/2 - 2} |\tilde{\sigma}(s, X_s^{i,N,n}) X_s^{i,N,n}|^2 ds \]
\[ + \frac{p}{2} \int_0^t (1 + |X_s^{i,N,n}|^2)^{p/2 - 1} |\tilde{\sigma}(s, X_s^{i,N,n}) X_s^{i,N,n}|^2 ds \]
almost surely, which on the application of Burkholder–Gundy–Davis inequality and Cauchy–Schwarz inequality yields the following estimate,
\[ E \sup_{t \in [0,u]} (1 + |X_t^{i,N,n}|^2)^{p/2} \leq E(1 + |X_0^{i,N}|^2)^{p/2} \]
\[ + KE \sup_{t \in [0,u]} \left| \int_0^t (1 + |X_s^{i,N,n}|^2)^{p/2 - 1} \left( X_s^{i,N,n} - X_s^{i,N,n}\right) b_n(X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \right| \]
\[ + KE \left\{ \int_0^u (1 + |X_s^{i,N,n}|^2)^{p/2 - 1} \left| \tilde{\sigma}(s, X_s^{i,N,n}) X_s^{i,N,n} \right|^2 ds \right\}^{1/2} \]
\[ + KE \int_0^u (1 + |X_s^{i,N,n}|^2)^{p/2 - 1} \left| \tilde{\sigma}(s, X_s^{i,N,n}) X_s^{i,N,n} \right|^2 ds \]
for any \( i \in \{1, \ldots, N\}, n, N \in \mathbb{N}, \) and \( u \in [0,T]. \) Also, one uses Remark 2.8, Cauchy–Schwarz inequality and Young’s inequality to obtain the following estimate,
\[ E \sup_{t \in [0,u]} (1 + |X_t^{i,N,n}|^2)^{p/2} \leq E(1 + |X_0^{i,N}|^2)^{p/2} \]
\[ + KE \sup_{t \in [0,u]} \left| \int_0^t (1 + |X_s^{i,N,n}|^2)^{p/2 - 1} (1 + |X_s^{i,N,n}|^2) ds \right| \]
\[ + KE \int_0^u n^{-p/4} |X_s^{i,N,n} - X_s^{i,N,n}| |b_n(X_s^{i,N,n}, \mu_{\kappa_n(s)})|^{p/2} ds \]
\[ + KE \left\{ \int_0^u |\tilde{\sigma}(s, X_s^{i,N,n}) X_s^{i,N,n}|^2 ds \right\}^{1/2} + KE \int_0^u |\tilde{\sigma}(s, X_s^{i,N,n}) X_s^{i,N,n}|^2 ds \]
and then due to Young’s inequality and Hölder’s inequality, one gets
\[ E \sup_{t \in [0,u]} (1 + |X_t^{i,N,n}|^2)^{p/2} \leq E(1 + |X_0^{i,N}|^2)^{p/2} \]
\[ + KE \int_0^u n^{-p/4} |X_s^{i,N,n} - X_s^{i,N,n}|^{p} ds + KE \int_0^u n^{-p/4} |b_n(X_s^{i,N,n}, \mu_{\kappa_n(s)})|^p ds \]
\[ + KE \int_0^u |\tilde{\sigma}(s, X_s^{i,N,n}) X_s^{i,N,n}|^2 ds \]
for any \( i \in \{1, \ldots, N\}, n, N \in \mathbb{N} \) and \( u \in [0,T]. \) The application of Remark 2.9, Lemma 3.3 and Corollary 3.1 yields,
\[ \sup_{i \in \{1, \ldots, N\}} E \sup_{t \in [0,u]} (1 + |X_t^{i,N,n}|^2)^{p/2} \leq E(1 + |X_0^{i,N}|^2)^{p/2} \]
\[ + K \sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0,u]} (1 + |X_t^{i,N,n}|^2)^{p/2} ds \]
for any \( n, N \in \mathbb{N} \) and \( u \in [0,T]. \) Finally, the proof is completed by using Grönwall’s inequality. \( \Box \)
4 Rate of convergence

In this section, we shall prove Proposition 2.2. For this, we require some lemmas and corollaries which are proved below.

Notice that as a consequence of Lemmas 3.1, 3.2 and 3.4, we obtain the following corollary.

**Corollary 4.1.** Let \( q \geq 2 \) and Assumptions 2.1 to 2.5 hold for some \( p \geq (\rho/2 + 2)q \). Then, for any \( s \in [0,T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \), \( \lim_{n \to \infty} \frac{1}{N} \sum_{j=1}^{N} \delta_{x_i} \) is an “extension” of \( \nu \) on \( \Omega \times P \). For any \( x \in \mathbb{R}^d \), \( \nu \in \mathbb{P}(\mathbb{R}^d) \), and random variables \( Z, Z \) defined on an atomless, Polish probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that \( L_Z = \mu \) and \( L_Z = \mu \).

**Proof.** Define \( \phi : [0,1] \to \mathbb{R} \) by,

\[
\phi(t) := f(\bar{y} + t(y - \bar{y}), \mu) + F(\bar{y}, Z + t(Z - \bar{Z}))
\]

where \( F(\bar{y}, \cdot) \) is an “extension” of \( f(\bar{y}, \cdot) \) on \((\Omega, \mathcal{F}, \mathbb{P})\). For any \( t_0 \in (0,1) \), we have,

\[
\lim_{h \to 0} \frac{\phi(t_0 + h) - \phi(t_0)}{h} = \lim_{h \to 0} \frac{F(y + (t_0 + h)(y - \bar{y}), \mu) - f(y + t_0(y - \bar{y}), \mu)}{h} + \frac{f(y, Z + t_0(Z - \bar{Z})) - F(y, Z + t_0(Z - \bar{Z}))}{h} < \infty
\]

i.e., \( \phi(t_0) \) exists. Notice that the second term on the right hand side of the above expression is the Gateaux derivative of \( F \) at \( Z + t_0(Z - \bar{Z}) \) in the direction of \( Z - \bar{Z} \). Also, \( \phi \) is continuous on \([0,1]\). Hence, by the mean value theorem, there exists a \( \theta \in [0,1] \) such that \( \phi(1) - \phi(0) = \phi'(\theta) \). Thus,

\[
f(y, \mu) - f(y, \bar{y}) = f(y, \mu) + F(y, Z) - f(y, \mu) - F(y, \bar{Z}) = \phi'(\theta)
\]

completes the proof. \( \square \)

As a special case of the above lemma, we obtain the following corollary.

**Corollary 4.2.** Let \( f : \mathbb{R}^d \times \mathbb{P}(\mathbb{R}^d) \to \mathbb{R} \) be a function such that its derivative \( \partial_x f : \mathbb{R}^d \times \mathbb{P}(\mathbb{R}^d) \to \mathbb{R}^d \) and its measure derivative \( \partial_x f : \mathbb{R}^d \times \mathbb{P}(\mathbb{R}^d) \to \mathbb{R}^d \) exists. Then, there exists a \( \theta \in (0,1) \) such that,

\[
f\left(y, \sum_{j=1}^{N} \delta_{x_j}\right) - f(y, \sum_{j=1}^{N} \delta_{x_j}) = \left(\partial_x f\left(y, \theta(y - \bar{y})\right) \cdot \sum_{j=1}^{N} \delta_{x_j} \right), y - \bar{y}
\]
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\[ + \frac{1}{N} \sum_{j=1}^{N} \left( \partial_{x_j} f \left( \tilde{y}, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j + \theta(z_j - \tilde{x_j})}, \tilde{z}^j + \theta(z^j - \tilde{z}^j) \right), z^j - \tilde{z}^j \right), \]

for all \( y, \tilde{y}, z^j, \tilde{z}^j \in \mathbb{R}^d \).

**Proof.** For the measures \( \mu = \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \) and \( \bar{\mu} = \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \), consider an atomless, Polish probability space \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P}) \) and define random variables \( Z : \tilde{\Omega} \to \mathbb{R}^d \) and \( \bar{Z} : \tilde{\Omega} \to \mathbb{R}^d \) by

\[ Z := \sum_{j=1}^{N} z^j \mathbb{1}_{\tilde{\Omega}_j}, \quad \bar{Z} := \sum_{j=1}^{N} \tilde{z}^j \mathbb{1}_{\bar{\Omega}_j}, \]

where \( \{\tilde{\Omega}_1, \ldots, \tilde{\Omega}_N\} \) is a partition of \( \tilde{\Omega} \) satisfying \( \tilde{P}(\tilde{\Omega}_j) = \frac{1}{N} \) for any \( j = 1, \ldots, N \). Clearly, laws of \( Z \) and \( \bar{Z} \) satisfy \( L_Z = \mu \) and \( L_{\bar{Z}} = \bar{\mu} \). Also,

\[ L_{Z + \theta(Z - \bar{Z})} = \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j + \theta(z^j - \bar{z}^j)}. \]

By Lemma 4.1,

\[
\begin{align*}
f \left( y, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right) - f \left( \tilde{y}, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right) &= \left( \partial_{x} f \left( \tilde{y} + \theta(y - \tilde{y}), \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right), y - \tilde{y} \right) \\
&\quad + \bar{E} \left( \partial_{\mu} f \left( \tilde{y}, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j + \theta(z_j - \tilde{x}_j)}, \sum_{j=1}^{N} \left( \delta_{x_j + \theta(z_j - \tilde{x}_j)} \right), \sum_{j=1}^{N} \delta_{x_j + \theta(z_j - \tilde{x}_j)} \mathbb{1}_{\tilde{\Omega}_j}, \tilde{z}^j + \theta(z^j - \tilde{z}^j) \right), z^j - \tilde{z}^j \right) \\
&\quad + \frac{1}{N} \sum_{j=1}^{N} \left( \partial_{\mu} f \left( \tilde{y}, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j + \theta(z_j - \tilde{x}_j)}, \tilde{z}^j + \theta(z^j - \tilde{z}^j) \right), z^j - \tilde{z}^j \right)
\end{align*}
\]

which completes the proof. \( \square \)

**Lemma 4.2.** Let \( f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R} \) be a function such that its derivative \( \partial_x f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}^d \) and measure derivative \( \partial_{\mu} f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d \) satisfy Lipschitz conditions i.e., there exists a constant \( L > 0 \) such that,

\[
\begin{align*}
|\partial_x f(x, \mu) - \partial_x f(\bar{x}, \bar{\mu})| &\leq L \{|x - \bar{x}| + W_2(\mu, \bar{\mu})\}, \\
|\partial_{\mu} f(x, \mu, y) - \partial_{\mu} f(\bar{x}, \bar{\mu}, \bar{y})| &\leq L \{|x - \bar{x}| + W_2(\mu, \bar{\mu}) + |y - \bar{y}|\},
\end{align*}
\]

for all \( x, x, \bar{x}, \bar{y} \in \mathbb{R}^d \) and \( \mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d) \). Then,

\[
\begin{align*}
&\left| f \left( x^i, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right) - f \left( \bar{x}^i, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right) - \left( \partial_{x} f \left( \bar{x}^i, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right), x^i - \bar{x}^i \right) \\
&\quad - \frac{1}{N} \sum_{j=1}^{N} \left( \partial_{\mu} f \left( \bar{x}^i, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j}, \bar{x}^j \right), x^j - \bar{x}^j \right) \right| \leq K|x^i - \bar{x}^i|^2 + K \frac{1}{N} \sum_{j=1}^{N} |x^j - \bar{x}^j|^2,
\end{align*}
\]

for all \( x^i, \bar{x}^i \in \mathbb{R}^d, i \in \{1, \ldots, N\} \), where the constant \( K > 0 \) does not depend on \( N \in \mathbb{N} \).
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Proof. By Corollary 4.2, Cauchy-Schwarz inequality, assumptions on $f$ and Young’s inequality, one obtains,

$$\left| f\left( x^t, \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, x^t \right) - f\left( \tilde{x}^t, \frac{1}{N} \sum_{j=1}^N \delta_{\tilde{x}^j}, x^t \right) \right|$$

$$= \frac{1}{N} \sum_{j=1}^N \left| \partial_x f\left( \tilde{x}^t, \frac{1}{N} \sum_{j=1}^N \delta_{\tilde{x}^j}, x^t \right) - \partial_x f\left( x^t, \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, x^t \right) \right|$$

$$\leq \frac{1}{N} \sum_{j=1}^N \left( f\left( \tilde{x}^t + \theta(x^t - \tilde{x}^t), \frac{1}{N} \sum_{j=1}^N \delta_{x^j} + \theta(x^t - \tilde{x}^t), x^t \right) - f\left( x^t, \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, x^t \right) \right)$$

$$+ \frac{1}{N} \sum_{j=1}^N \left( f\left( x^t, \frac{1}{N} \sum_{j=1}^N \delta_{x^j + \theta(x^t - \tilde{x}^t)}, x^t \right) - f\left( x^t, \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, x^t \right) \right)$$

$$\leq K |x^t - \tilde{x}^t|^2 + \mathcal{W}_2\left( \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, \frac{1}{N} \sum_{j=1}^N \delta_{\tilde{x}^j} \right)^2$$

The proof is completed by the following estimate on Wasserstein metric,

$$\mathcal{W}_2\left( \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, \frac{1}{N} \sum_{j=1}^N \delta_{\tilde{x}^j} \right)^2$$

$$= \inf \left\{ \int \int \left| x - y \right|^2 \pi(dx, dy) : \frac{1}{N} \sum_{j=1}^N \delta_{x^j} \text{ and } \frac{1}{N} \sum_{j=1}^N \delta_{\tilde{x}^j} \text{ are marginals of } \pi \right\}$$

$$\leq \int \int \left| x - y \right|^2 \frac{1}{N} \sum_{j=1}^N \delta_{x^j}(dx)\delta_{\tilde{x}^j}(dy) = \frac{1}{N} \sum_{j=1}^N |x^j - \tilde{x}^j|^2. \Box$$

**Lemma 4.3.** Let $f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}$ be a function such that its derivative $\partial_x f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}^d$ and measure derivative $\partial_\mu f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ satisfy polynomial Lipschitz condition i.e., there exists a constant $L > 0$ such that,

$$|\partial_x f(x, \mu) - \partial_x f(\tilde{x}, \tilde{\mu})| \leq L \left\{ (1 + |x| + |\tilde{x}|)^{\rho/2} |x - \tilde{x}| + \mathcal{W}_2(\mu, \tilde{\mu}) \right\},$$

$$|\partial_\mu f(x, \mu, y) - \partial_\mu f(\tilde{x}, \tilde{\mu}, \tilde{y})| \leq L \left\{ (1 + |x| + |\tilde{x}|)^{\rho/2+1} |x - \tilde{x}| + \mathcal{W}_2(\mu, \tilde{\mu}) + |y - \tilde{y}| \right\},$$

for all $x, y, \tilde{x}, \tilde{y} \in \mathbb{R}^d$ and $\mu, \tilde{\mu} \in \mathcal{P}_2(\mathbb{R}^d)$. Then,

$$\left| f\left( x^t, \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, x^t \right) - f\left( \tilde{x}^t, \frac{1}{N} \sum_{j=1}^N \delta_{\tilde{x}^j}, x^t \right) \right|$$

$$- \frac{1}{N} \sum_{j=1}^N \left| \partial_x f\left( \tilde{x}^t, \frac{1}{N} \sum_{j=1}^N \delta_{\tilde{x}^j}, x^t \right) - \partial_x f\left( x^t, \frac{1}{N} \sum_{j=1}^N \delta_{x^j}, x^t \right) \right|$$

$$\leq K \left( 1 + |x^t| + |\tilde{x}^t| \right)^{\rho/2} |x^t - \tilde{x}^t|^2 + \frac{K}{N} \sum_{j=1}^N |x^j - \tilde{x}^j|^2,$$

for all $x^t, \tilde{x}^t \in \mathbb{R}^d$, $i \in \{1, \ldots, N\}$, where the constant $K > 0$ does not depend on $N \in \mathbb{N}$.

**Proof.** The proof follows by adapting the arguments of Lemma 4.2. \Box
**Lemma 4.4.** Let Assumptions 2.1 to 2.5 hold for some $p \geq 4(\rho/2 + 2)$. Then, for each $i \in \{1, \ldots, N\}$,

$$E[|\sigma(X^{i,N,n}_s, \mu^{X,N,n}_s) - \sigma(s, X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)})|^2] \leq K n^{-2},$$

for any $s \in [0, T]$ and $n, N \in \mathbb{N}$ where the constant $K > 0$ does not depend on $n, N$.

**Proof.** From equation (2.5),

$$\begin{align*}
\sigma^{(u,v)}(X^{i,N,n}_s, \mu^{X,N,n}_s) &= \sigma^{(u,v)}(X^{i,N,n}_s, \mu^{X,N,n}_s) \\
&= \left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), X^{i,N,n}_s - X^{i,N,n}_{\kappa_n(s)} \right) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), X^{i,N,n}_s - X^{i,N,n}_{\kappa_n(s)} \right) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), X^{i,N,n}_s - X^{i,N,n}_{\kappa_n(s)} \right) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), X^{i,N,n}_s - X^{i,N,n}_{\kappa_n(s)} \right) \\
&\quad - \Lambda_1^{(u,v)}(s, X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}) - \Lambda_2^{(u,v)}(s, X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)})
\end{align*}$$

almost surely for any $s \in [0, T]$ and $n, N \in \mathbb{N}$. Further, from equation (2.4),

$$X^{i,N,n}_s - X^{i,N,n}_{\kappa_n(s)} = \int_{\kappa_n(s)}^s b_n(X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dr + \sum_{l=1}^m \int_{\kappa_n(s)}^s \sigma^{(l)}(X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dW^{(l),i}_r$$

which gives the following expression,

$$\begin{align*}
\left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), X^{i,N,n}_s - X^{i,N,n}_{\kappa_n(s)} \right) &= \Lambda_1^{(u,v)}(s, X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), \int_{\kappa_n(s)}^s b_n(X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dr \right) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), \sum_{l=1}^m \int_{\kappa_n(s)}^s \Lambda_1^{(l)}(r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dW^{(l),i}_r \right) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), \sum_{l=1}^m \int_{\kappa_n(s)}^s \Lambda_2^{(l)}(r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dW^{(l),i}_r \right)
\end{align*}$$

and similarly,

$$\begin{align*}
\frac{1}{N} \sum_{j=1}^N \left( \partial_u \sigma^{(u,v)}(X^{N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), X^{j,N,n}_s - X^{j,N,n}_{\kappa_n(s)} \right) &= \Lambda_2^{(u,v)}(s, X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), \int_{\kappa_n(s)}^s b_n(X^{j,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dr \right) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), \sum_{l=1}^m \int_{\kappa_n(s)}^s \Lambda_1^{(l)}(r, X^{j,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dW^{(l),i}_r \right) \\
&\quad + \left( \partial_u \sigma^{(u,v)}(X^{N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)}), \sum_{l=1}^m \int_{\kappa_n(s)}^s \Lambda_2^{(l)}(r, X^{j,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)}) dW^{(l),i}_r \right)
\end{align*}$$
a Corollary 4.1.

along with Cauchy–Schwarz inequality yields, equation (4.1) which on taking expectation on both the sides and then using Lemma 4.2 along with Cauchy–Schwarz inequality yields,

\[
E[\sigma(u,v)(X^i_{\kappa_n(s)}, \mu_{\kappa_n(s)}) - \sigma(u,v)(s, X^i_{\kappa_n(s)}, \mu_{\kappa_n(s)})]^2 
\leq KE[X^i_{\kappa_n(s)}|X^i_{\kappa_n(s)}|^4 + K \sum_{j,k=1}^N E|X^j_{\kappa_n(s)} - X^j_{\kappa_n(s)}|X^k_{\kappa_n(s)} - X^k_{\kappa_n(s)}|^2 
\]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \). Moreover, the application of Corollary 4.1, Young’s inequality, Remarks 2.8 and 2.10 yields

\[
E[\sigma(u,v)(X^i_{\kappa_n(s)}, \mu_{\kappa_n(s)}) - \sigma(u,v)(s, X^i_{\kappa_n(s)}, \mu_{\kappa_n(s)})]^2 \leq Kn^{-2} + Kn^{-2}E(1 + |X^i_{\kappa_n(s)}|)^{p+4} 
\]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \). The proof is completed by the application of Lemma 3.4 and Corollary 4.1.

**Lemma 4.5.** Let Assumptions 2.1 to 2.5 hold for some \( p \geq 4(\rho/2 + 2) \). Then, for each \( i \in \{1, \ldots, N\} \),

\[
E[b(X^i_{\kappa_n(s)}, \mu_{\kappa_n(s)}) - b_n(X^i_{\kappa_n(s)}, \mu_{\kappa_n(s)})]^2 \leq Kn^{-1},
\]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n, N \).
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Proof. By Assumption 2.2,

\[ E[|X_{s,N}^i - X_{s,N}^j|^2] \leq KE[|b(X_{s,N}^i, \mu_{s,N}^i) - b(X_{s,N}^j, \mu_{s,N}^j)|^2] + KE[|b(X_{s,N}^i, \mu_{s,N}^i)|^2] \]

which on using Hölder’s inequality and Corollary 4.1 completes the proof. \( \square \)

Lemma 4.6. Let Assumptions 2.1 to 2.5 hold for some \( p \geq 8(\rho/2 + 2) \). Then, for each \( i \in \{1, \ldots, N\} \),

\[ E\left[ |X_{s,N}^i - X_{s,N}^j|^2 \right] \leq Kn^{-2} + K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0,s]} E\left[ |X_{r,N}^i - X_{r,N}^j|^2 \right] \]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \), where the constant \( K > 0 \) does not depend on \( n, N \).

Proof. Note that,

\[ E\left[ |X_{s,N}^i - X_{s,N}^j|^2 \right] = E\left[ \sum_{k=1}^{d} (X_{s,k}^{i,N} - X_{s,k}^{j,N})^2 \right] \]

\[ = E\left[ \sum_{k=1}^{d} (X_{s,k}^{i,N} - X_{s,k}^{j,N}) \left( b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i) - b(k)(X_{s,k}^{j,N}, \mu_{s,N}^j) \right) \right] \]

\[ = \left( \partial_{\mu} b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{i,N}) , X_{s,k}^{i,N} - X_{s,k}^{j,N} \right) \]

\[ - \frac{1}{N} \sum_{j=1}^{N} \left( \partial_{\mu} b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{j,N}) , X_{s,k}^{i,N} - X_{s,k}^{j,N} \right) \]

\[ + E\left[ \sum_{k=1}^{d} (X_{s,k}^{i,N} - X_{s,k}^{j,N}) \left( \partial_{\mu} b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{i,N}) , X_{s,k}^{i,N} - X_{s,k}^{j,N} \right) \right] \]

\[ =: T_1 + T_2 + T_3 \]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \). By using Young’s inequality, \( T_1 \) is estimated as,

\[ T_1 := E\left[ \sum_{k=1}^{d} (X_{s,k}^{i,N} - X_{s,k}^{j,N}) \left( b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{i,N}) - b(k)(X_{s,k}^{j,N}, \mu_{s,N}^j, X_{s,k}^{j,N}) \right) \right] \]

\[ = \left( \partial_{\mu} b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{i,N}) , X_{s,k}^{i,N} - X_{s,k}^{j,N} \right) \]

\[ - \frac{1}{N} \sum_{j=1}^{N} \left( \partial_{\mu} b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{j,N}) , X_{s,k}^{i,N} - X_{s,k}^{j,N} \right) \]

\[ \leq KE\left[ |X_{s,k}^{i,N} - X_{s,k}^{j,N}|^2 \right] + KE\left[ b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{i,N}) - b(k)(X_{s,k}^{j,N}, \mu_{s,N}^j, X_{s,k}^{j,N}) \right] \]

\[ =: T_4 \]

\[ \leq KE\left[ |X_{s,k}^{i,N} - X_{s,k}^{j,N}|^2 \right] + KE\left[ b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{i,N}) - b(k)(X_{s,k}^{j,N}, \mu_{s,N}^j, X_{s,k}^{j,N}) \right] \]

\[ - \left( \partial_{\mu} b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{i,N}) , X_{s,k}^{i,N} - X_{s,k}^{j,N} \right) \]

\[ - \frac{1}{N} \sum_{j=1}^{N} \left( \partial_{\mu} b(k)(X_{s,k}^{i,N}, \mu_{s,N}^i, X_{s,k}^{j,N}) , X_{s,k}^{i,N} - X_{s,k}^{j,N} \right) \]

\[ \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0,s]} E\left[ |X_{r,N}^{i,N} - X_{r,N}^{j,N}|^2 \right] \]
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which on using Lemma 4.3, Corollary 4.1, Lemma 3.4 and Hölder’s inequality yields,

\[ T_1 \leq KE|X^{i,N}_s - X^{i,N,n}_s|^2 + KE(1 + |X^{i,N,n}_s| + |X^{i,N,n}_{\kappa(s)}|)^p|X^{i,N,n}_s - X^{i,N,n}_{\kappa(s)}|^4 \]

\[ + K\frac{1}{N} \sum_{j=1}^{N} E|X^{i,j,N}_s - X^{i,j,N,n}_s|^4 \leq K \sup_{t\in[1,\ldots,N]} \sup_{r\in[0,s]} E|X^{i,N}_r - X^{i,N,n}_r|^2 + Kn^{-2} \quad (4.5) \]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \). Further, using equation (2.4),

\[ T_2 := E \sum_{k=1}^{d} \left( X^{(k),i,N}_s - X^{(k),i,N,n}_s \right) \left( \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa(s),\kappa(s)} ; \mu_{\kappa(s)} \right) , X^{i,N,n}_s - X^{i,N}_s \right) \]

\[ = E \sum_{k=1}^{d} \left( X^{(k),i,N}_s - X^{(k),i,N,n}_s \right) \left( \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa(s),\kappa(s)} ; \mu_{\kappa(s)} \right) , \int^{\kappa(s)}_{\kappa(s)} b_n \left( X^{i,N,n}_r , \mu_{\kappa(r)} \right) dr \right) \]

\[ + E \sum_{k=1}^{d} \left( X^{(k),i,N}_s - X^{(k),i,N,n}_s \right) \left( \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa(s),\kappa(s)} ; \mu_{\kappa(s)} \right) , \int^{\kappa(s)}_{\kappa(s)} \tilde{\sigma} \left( r, X^{i,N,n}_r , \sigma_{\kappa(r)} \right) dW^1_r \right) \]

\[ = E \sum_{k=1}^{d} \left( X^{(k),i,N}_s - X^{(k),i,N,n}_s \right) \left( \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa(s),\kappa(s)} ; \mu_{\kappa(s)} \right) , \int^{\kappa(s)}_{\kappa(s)} b_n \left( X^{i,N,n}_r , \mu_{\kappa(r)} \right) dr \right) \]

\[ + E \sum_{k=1}^{d} \left( X^{(k),i,N}_s - X^{(k),i,N,n}_s \right) \left( \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa(s),\kappa(s)} ; \mu_{\kappa(s)} \right) , \int^{\kappa(s)}_{\kappa(s)} \tilde{\sigma} \left( r, X^{i,N,n}_r , \sigma_{\kappa(r)} \right) dW^1_r \right) \]

\[ + E \sum_{k=1}^{d} \left( X^{(k),i,N}_s - X^{(k),i,N,n}_s \right) \left( \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa(s),\kappa(s)} ; \mu_{\kappa(s)} \right) , \int^{\kappa(s)}_{\kappa(s)} \tilde{\sigma} \left( r, X^{i,N,n}_r , \sigma_{\kappa(r)} \right) dW^1_r \right) \]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \). Notice that the second term on the right hand side of the above expression is zero. Thus, from Young’s inequality, Remark 2.9 and equations (2.2) and (2.4), one obtains

\[ T_2 \leq KE|X^{i,N}_s - X^{i,N,n}_s|^2 + Kn^{-2} E \left( 1 + |X^{i,N,n}_{\kappa(s)}| \right)^2 \]

\[ + E \sum_{k=1}^{d} \int^{\kappa(s)}_{\kappa(s)} \left( b^{(k)} \left( X^{i,N}_r , \mu_{\kappa(r)} \right) - b^{(k)} \left( X^{i,N,n}_r , \mu_{\kappa(r)} \right) \right) dr \]

\[ + \int^{\kappa(s)}_{\kappa(s)} \tilde{\sigma} \left( r, X^{i,N,n}_r , \sigma_{\kappa(r)} \right) dW^1_r \]

\[ + E \sum_{k=1}^{d} \sum_{l=1}^{m} \int^{\kappa(s)}_{\kappa(s)} \left( \sigma^{(k,l)} \left( X^{i,N}_r , \mu_{\kappa(r)} \right) - \sigma^{(k,l)} \left( X^{i,N,n}_r , \mu_{\kappa(r)} \right) \right) dW^{l,i}_r \]

\[ + \int^{\kappa(s)}_{\kappa(s)} \tilde{\sigma} \left( r, X^{i,N,n}_r , \sigma_{\kappa(r)} \right) dW^1_r \]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \). By using Lemma 3.4, one can write

\[ T_2 \leq KE|X^{i,N}_s - X^{i,N,n}_s|^2 + Kn^{-2} + E \sum_{k=1}^{d} \int^{\kappa(s)}_{\kappa(s)} \left( b^{(k)} \left( X^{i,N}_r , \mu_{\kappa(r)} \right) - b^{(k)} \left( X^{i,N,n}_r , \mu_{\kappa(r)} \right) \right) dr \]

\[ + \int^{\kappa(s)}_{\kappa(s)} \tilde{\sigma} \left( r, X^{i,N,n}_r , \sigma_{\kappa(r)} \right) dW^1_r \]

\[ + E \sum_{k=1}^{d} \int^{\kappa(s)}_{\kappa(s)} \left( b^{(k)} \left( X^{i,N}_r , \mu_{\kappa(r)} \right) - b^{(k)} \left( X^{i,N,n}_r , \mu_{\kappa(r)} \right) \right) dr \]
Using Cauchy–Schwarz inequality, Young’s inequality, Assumption 2.2 and Remark 2.8, $T_{21}$ can be estimated by,

$$T_{21} := E \sum_{k=1}^{d} \int_{\kappa(s)}^{s} \{ b^{(k)}(X_{r}^{i,N,n}, \mu_{r}^{X,N,n}) - b^{(k)}(X_{r}^{i,N,n}, \mu_{r}^{X,N}) \} dr$$

$$\leq E \sum_{k=1}^{d} \int_{\kappa(s)}^{s} |b^{(k)}(X_{r}^{i,N,n}, \mu_{r}^{X,N,n}) - b^{(k)}(X_{r}^{i,N,n}, \mu_{r}^{X,N})| dr$$

$$\leq KE \int_{\kappa(s)}^{s} \left( 1 + |X_{r}^{i,N,n}| + |X_{r}^{i,N,n}|^{\rho/2+1} \right) |X_{r}^{i,N} - X_{r}^{i,N,n}| dr$$

$$\leq KE \int_{\kappa(s)}^{s} n^{-\frac{1}{2}} (1 + |X_{r}^{i,N}|) + |X_{r}^{i,N,n}|^{\rho/2+1}$$

(4.6)

for any $s \in [0, T]$ and $n, N \in \mathbb{N}$. 

Using Cauchy–Schwarz inequality, Young’s inequality, Assumption 2.2 and Remark 2.8, $T_{21}$ can be estimated by,
which on using Young’s inequality and Hölder’s inequality gives,

\[
T_{21} \leq KE \int_{\kappa_n(s)}^{s} n^{-1} \left(1 + |X_r^{i,N,n}|^\rho + 2 \right)
\left| \int_{\kappa_n(s)}^{s} \left(1 + |X_r^{i,N,n}|^{\rho/2+1} \sigma(r, X_r^{i,N,n}, \mu_{\kappa_n(r)}) dW_r \right)|^2 dr + KE \int_{\kappa_n(s)}^{s} n |X_r^{i,N,n} - X_r^{i,N,n}|^2 dr \right.
\]

\[
\leq K \int_{\kappa_n(s)}^{s} n^{-1} \left\{ E \left[ \left(1 + |X_r^{i,N,n}|^\rho + 2 \right)^{1/2} \sigma(r, X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right]^{1/2} \right\}^{2} dr
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \). Further use of Lemma 3.4, Corollary 4.1 and Hölder’s inequality yields,

\[
T_{21} \leq K \int_{\kappa_n(s)}^{s} n^{-1} \left\{ E \left[ \left(1 + |X_r^{i,N,n}|^\rho + 2 \right)^{1/2} \sigma(r, X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right]^{1/2} \right\}^{2} dr
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

Using Cauchy–Schwarz inequality, Assumption 2.2 and Remark 2.8, \( T_{22} \) can be estimated as,

\[
T_{22} := E \left[ \frac{1}{N} \sum_{j=1}^{N} \left| X_r^{j,N,n} - X_r^{j,N,n} \right|^2 \right]
\]

which on the application of Young’s inequality, Lemma 3.4, Hölder’s inequality and Corollary 4.1 yields,

\[
T_{22} \leq KE \int_{\kappa_n(s)}^{s} n^{-1} \left\{ \frac{1}{N} \sum_{j=1}^{N} \left| X_r^{j,N,n} - X_r^{j,N,n} \right|^2 \right\}^{1/2} dr
\]
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\[ + K n^{-2} E \int_{\kappa_n(s)}^s (1 + |X_{i,N,n}^{i,N,n}|)^{\rho/2+1} \tilde{\sigma}(r, X_{i,N,n}^{i,N,n}, \mu_{\kappa_n(r)}) dW_r^\mu \]

\[ \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0,s]} E |X_r^{i,N,n} - X_r^{i,N,n}|^2 \]

\[ + K n^{-2} E \int_{\kappa_n(s)}^s (1 + |X_{i,N,n}^{i,N,n}|)^{\rho/2+1} \tilde{\sigma}(r, X_{i,N,n}^{i,N,n}, \mu_{\kappa_n(r)})^2 dr \]

\[ \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0,s]} E |X_r^{i,N,n} - X_r^{i,N,n}|^2 + Kn^{-3} \quad (4.8) \]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \).

Further, using Cauchy–Schwarz inequality, Hölder’s inequality, Lemma 4.5, Remark 2.8, Corollary 4.1 and Lemma 3.4, \( T_{23} \) can be estimated by,

\[ T_{23} := E \sum_{k=1}^d \int_{\kappa_n(s)}^s \left\{ b^{(k)}(X_r^{i,N,n}, \mu_r^{X,N}) - b^{(k)}(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right\} dr \]

\[ \left\langle \partial_x b^{(k)}(X_r^{i,N,n}, \mu_r^{X,N}), \int_{\kappa_n(s)}^s \tilde{\sigma}(r, X_r^{i,N,n}, \mu_{\kappa_n(r)}) dW_r \right\rangle \]

\[ \leq E \int_{\kappa_n(s)}^s \left| b(X_r^{i,N,n}, \mu_r^{X,N}) - b(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right| \]

\[ \left| \int_{\kappa_n(s)}^s (1 + |X_r^{i,N,n}|)^{\rho/2+1} \tilde{\sigma}(r, X_r^{i,N,n}, \mu_{\kappa_n(r)}) dW_r \right| dr \]

\[ \leq \left\{ E \left| b(X_r^{i,N,n}, \mu_r^{X,N}) - b(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right|^2 \right\}^{1/2} \]

\[ \left\{ E \left| \int_{\kappa_n(s)}^s (1 + |X_r^{i,N,n}|)^{\rho/2+1} \tilde{\sigma}(r, X_r^{i,N,n}, \mu_{\kappa_n(r)}) dW_r \right|^2 \right\}^{1/2} dr \]

\[ \leq Kn^{-3/2} \left\{ E \int_{\kappa_n(s)}^s (1 + |X_r^{i,N,n}|)^{\rho/2+1} \tilde{\sigma}(r, X_r^{i,N,n}, \mu_{\kappa_n(r)})^2 dr \right\}^{1/2} \leq Kn^{-2} \quad (4.9) \]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \).

For estimating \( T_{24} \), one applies Cauchy–Schwarz inequality, Young’s inequality and Remark 2.8 to get,

\[ T_{24} := E \sum_{k=1}^d \sum_{l=1}^m \int_{\kappa_n(s)}^s \left\{ \sigma^{(k,l)}(X_r^{i,N,n}, \mu_r^{X,N}) - \sigma^{(k,l)}(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right\} dW_r^{(l,i)} \]

\[ \left\langle \partial_x b^{(k)}(X_r^{i,N,n}, \mu_r^{X,N}), \int_{\kappa_n(s)}^s \tilde{\sigma}(r, X_r^{i,N,n}, \mu_{\kappa_n(r)}) dW_r \right\rangle \]

\[ = E \sum_{k=1}^d \sum_{l=1}^m \int_{\kappa_n(s)}^s \left\{ \sigma^{(k,l)}(X_r^{i,N,n}, \mu_r^{X,N}) - \sigma^{(k,l)}(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right\} dW_r^{(l,i)} \]

\[ \sum_{l=1}^m \int_{\kappa_n(s)}^s \left\langle \partial_x b^{(k)}(X_r^{i,N,n}, \mu_r^{X,N}), \tilde{\sigma}(l) \right\rangle \left\langle r, X_r^{i,N,n}, \mu_{\kappa_n(r)} \right\rangle dW_r^{(l,i)} \]

\[ = E \sum_{k=1}^d \sum_{l=1}^m \int_{\kappa_n(s)}^s \left\{ \sigma^{(k,l)}(X_r^{i,N,n}, \mu_r^{X,N}) - \sigma^{(k,l)}(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right\} \]

\[ \left\langle \partial_x b^{(k)}(X_r^{i,N,n}, \mu_r^{X,N}), \tilde{\sigma}(l) \right\rangle \left\langle r, X_r^{i,N,n}, \mu_{\kappa_n(r)} \right\rangle dW_r^{(l,i)} dr \]

\[ \leq KE \sum_{k=1}^d \sum_{l=1}^m \int_{\kappa_n(s)}^s n^{1/2} \left\{ \sigma^{(k,l)}(X_r^{i,N,n}, \mu_r^{X,N}) - \sigma^{(k,l)}(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right\} \]

\[ \leq KE \sum_{k=1}^d \sum_{l=1}^m \int_{\kappa_n(s)}^s n^{1/2} \left\{ \sigma^{(k,l)}(X_r^{i,N,n}, \mu_r^{X,N}) - \sigma^{(k,l)}(X_r^{i,N,n}, \mu_{\kappa_n(r)}) \right\} \]
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\[
\begin{align*}
n^{-1/2} & \left| \partial_x b^{(k)}(X_{\kappa_n(s)}^{i,N,n}, X_{\kappa_n(s)}^{i,N,n}) \right| \left| \tilde{\sigma}^{(l)}(r, X_{\kappa_n(r)}^{i,N,n}, X_{\kappa_n(r)}^{i,N,n}) \right| dr \\
\leq K \int_{\kappa_n(s)}^s n \left| X_r^{i,N} - X_r^{i,N,n} \right|^2 dr \\
+ KE \sum_{i=1}^d \int_{\kappa_n(s)}^s n^{-1} \left( 1 + \left| X_{\kappa_n(s)}^{i,N,n} \right| \right)^{\rho+2} \left| \tilde{\sigma}^{(l)}(r, X_{\kappa_n(r)}^{i,N,n}, X_{\kappa_n(r)}^{i,N,n}) \right|^2 dr
\end{align*}
\]

which on using Hölder’s inequality, Corollary 4.1 and Lemma 3.4 yields,

\[
T_{24} \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0,s]} E \left| X_r^{i,N} - X_r^{i,N,n} \right|^2 + Kn^{-2}
\]

for any \(s \in [0,T]\) and \(n, N \in \mathbb{N}\).

Again notice that,

\[
T_{25} := \int_{\kappa_n(s)}^s \sum_{k=1}^m \sum_{l=1}^N \left( \sigma^{(k,l)}(X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}) \right) dW_r^{(l,i)}
\]

which by applying Cauchy–Schwarz inequality, Assumption 2.3, Remark 2.8, Young’s inequality, Hölder’s inequality, Lemma 3.4 and Corollary 4.1 gives,

\[
T_{25} \leq K \int_{\kappa_n(s)}^s \sum_{k=1}^m \sum_{l=1}^N \left( \sigma^{(k,l)}(X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}) \right) dW_r^{(l,i)}
\]

for any \(s \in [0,T]\) and \(n, N \in \mathbb{N}\).

Proceeding as before, by Cauchy–Schwarz inequality and Remark 2.8,

\[
T_{26} := \int_{\kappa_n(s)}^s \sum_{k=1}^m \sum_{l=1}^N \left( \sigma^{(k,l)}(X_{\kappa_n(s)}^{i,N,n}, \mu_{\kappa_n(s)}) \right) dW_r^{(l,i)}
\]
which on using Hölder’s inequality, Lemma 4.4, Lemma 3.4 and Corollary 4.1 gives,

\[
\left\langle \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right), \int_{\kappa_n(s)}^s \tilde{\sigma} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) dW_r^{j} \right\rangle
\]

\[
= E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^s \left\{ \sigma^{(k,l)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right) - \tilde{\sigma}^{(k,l)} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) \right\} dW_r^{l,i}
\]

\[
= E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^s \left\{ \sigma^{(k,l)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right), \tilde{\sigma}^{(l)} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) \right\} dW_r^{l,i}
\]

\[
\leq KE \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^s \left| \sigma^{(k,l)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right) - \tilde{\sigma}^{(k,l)} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) \right| dr
\]

\[
\left( 1 + |X^{i,N,n}(s)| \right)^{\frac{\hat{q}}{2}} \tilde{\sigma}^{(j)} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) \right| dr
\]

which on using Hölder’s inequality, Lemma 4.4, Lemma 3.4 and Corollary 4.1 gives,

\[
T_{26} \leq KE \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^s \left\{ E \left| \sigma^{(k,l)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right) \right|^{\hat{q}} \right\} ^{\frac{1}{\hat{q}}} \left\{ E \left| \tilde{\sigma}^{(l)} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) \right|^{\hat{q}} \right\} ^{\frac{1}{\hat{q}}} dr \leq Kn^{-2}
\]

(4.12)

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \). Substituting values from (4.7) to (4.12) in (4.6) gives,

\[
T_2 \leq \sup_{i \in \{1, \ldots, N \}} \sup_{r \in [0, s]} E \left| X_{s}^{i,N} - X_{s}^{i,N,n} \right|^{2} + Kn^{-2}
\]

(4.13)

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

Finally, we proceed with estimation of \( T_3 \) of equation (4.4). By Young’s inequality and Cauchy–Schwarz inequality,

\[
T_3 := E \sum_{k=1}^{d} \left( X^{(k),i,N}_{s} - X^{(k),i,N,n}_{s} \right)^{2} \frac{1}{N} \sum_{j=1}^{N} \left\langle \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right), \int_{\kappa_n(s)}^s b \left( X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) dr \right\rangle
\]

\[
= E \sum_{k=1}^{d} \left( X^{(k),i,N}_{s} - X^{(k),i,N,n}_{s} \right)^{2} + \frac{1}{N} \sum_{j=1}^{N} \left\langle \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right), \int_{\kappa_n(s)}^s \tilde{\sigma} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) dW_r^{j} \right\rangle
\]

\[
\leq KE \left| X_{s}^{i,N} - X_{s}^{i,N,n} \right|^{2} + K \sum_{k=1}^{d} E \sum_{j=1}^{N} \left\{ \partial_x b^{(k)} \left( X^{i,N,n}_{\kappa_n(s)}, \mu^{X,N,n}_{\kappa_n(s)} \right), \int_{\kappa_n(s)}^s \tilde{\sigma} \left( r, X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) dW_r^{j} \right\}^{2}
\]

\[
\left| \int_{\kappa_n(s)}^s b \left( X^{i,N,n}_{\kappa_n(r)}, \mu^{X,N,n}_{\kappa_n(r)} \right) dr \right|^{2} + E \sum_{k=1}^{d} \left( X^{(k),i,N}_{s} - X^{(k),i,N,n}_{s} \right)^{2}
\]
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\[
\frac{1}{N} \sum_{j=1}^{N} \left( \partial_{j} b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}, X_{\kappa_{n}(s)}^{j,N,n}) \int_{\kappa_{n}(s)}^{s} \tilde{\sigma}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) dW_{r} \right) \\
+ E \sum_{k=1}^{d} \left( X_{s}^{(k),i,N} - X_{s}^{(k),i,N,n} - X_{\kappa_{n}(s)}^{(k),i,N} + X_{\kappa_{n}(s)}^{(k),i,N,n} \right) \\
\frac{1}{N} \sum_{j=1}^{N} \left( \partial_{j} b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}, X_{\kappa_{n}(s)}^{j,N,n}) \int_{\kappa_{n}(s)}^{s} \tilde{\sigma}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) dW_{r} \right)
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \). Notice that third term on the right hand side of the above expression is zero. Further, by Remark 2.8, Remark 2.9 and Lemma 3.4, one obtains

\[
T_{3} \leq KE \left| X_{s}^{i,N} - X_{s}^{i,N,n} \right|^2 + Kn^{-2}
+ E \sum_{k=1}^{d} \int_{\kappa_{n}(s)}^{s} \left\{ b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}) - b^{(k)}(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) \right\} dr
\]

\[
\frac{1}{N} \sum_{j=1}^{N} \left( \partial_{j} b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}, X_{\kappa_{n}(s)}^{j,N,n}) \int_{\kappa_{n}(s)}^{s} \tilde{\sigma}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) dW_{r} \right) \\
+ E \sum_{k=1}^{d} \int_{\kappa_{n}(s)}^{s} \left\{ b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}) - b^{(k)}(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) \right\} dr
\]

\[
\frac{1}{N} \sum_{j=1}^{N} \left( \partial_{j} b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}) \int_{\kappa_{n}(s)}^{s} \tilde{\sigma}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) dW_{r} \right)
\]

\[
\frac{1}{N} \sum_{j=1}^{N} \left( \partial_{j} b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}) \int_{\kappa_{n}(s)}^{s} \tilde{\sigma}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) dW_{r} \right)
\]

\[
\frac{1}{N} \sum_{j=1}^{N} \left( \partial_{j} b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}) \int_{\kappa_{n}(s)}^{s} \tilde{\sigma}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) dW_{r} \right)
\]

\[
\frac{1}{N} \sum_{j=1}^{N} \left( \partial_{j} b^{(k)}(X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}^{N,N,n}) \int_{\kappa_{n}(s)}^{s} \tilde{\sigma}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{N,N,n}) dW_{r} \right)
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \). The above expression can further be written as,
by Hölder’s inequality, Corollary 4.1 and Lemma 3.4 gives,

\[
\begin{align*}
\frac{1}{N} \sum_{j=1}^{N} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho} + E^{\frac{d}{m}} \sum_{i=1}^{m} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho}
\end{align*}
\]

Moreover, by using Assumption 2.2 and Cauchy–Schwarz inequality, Hölder’s inequality, and Remark 2.8, one obtains,

\[
\begin{align*}
\frac{1}{N} \sum_{j=1}^{N} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho} + E \sum_{k=1}^{d} \int_{\kappa_{n}(s)}^{s} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho}
\end{align*}
\]

which on using Hölder’s inequality, Corollary 4.1 and Lemma 3.4 gives,

\[
\begin{align*}
\frac{1}{N} \sum_{j=1}^{N} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho} + E \sum_{k=1}^{d} \int_{\kappa_{n}(s)}^{s} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho}
\end{align*}
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

Moreover, by using Corollary 4.1 and Lemma 3.4, one obtains,

\[
\begin{align*}
\frac{1}{N} \sum_{j=1}^{N} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho} + E \sum_{k=1}^{d} \int_{\kappa_{n}(s)}^{s} \left[ \frac{X_{i,N,n}^{j}(s)}{N} \right] \frac{dW_{r}}{\rho}
\end{align*}
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).
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\[ KE \sum_{k=1}^{d} \int_{\kappa_n(s)}^{s} n^{-1} \frac{1}{N} \sum_{j=1}^{N} \left| \partial_{\mu} b^{(k)} \left( X^{i,N,n}_{k_n(s)}, \mu_{k_n(s)}, X^{j,N,n}_{k_n(s)} \right) \right|^2 \]
\[ \left| \int_{\kappa_n(s)}^{s} \tilde{\sigma}(r, X^{i,N,n}_{k_n(r)}, \mu_{k_n(r)}) dW_r \right|^2 \leq KE \sum_{j=1}^{N} \frac{1}{N} \int_{\kappa_n(s)}^{s} \left| X^{j,N,n}_{r} - X^{j,N,n}_{k_n(r)} \right|^2 dr + Kn^{-3} \]

\[ \leq \sup_{r \in [0,s]} E|X^{j,N,n}_{r} - X^{j,N,n}_{k_n(r)}|^2 + Kn^{-3} \]

for any \( s \in [0,T] \) and \( n, N \in \mathbb{N} \).

To estimate \( T_{33} \), we use Cauchy–Schwarz inequality, Hölder’s inequality, Lemma 4.5, Remark 2.8 and Corollary 4.1 to obtain,

\[ T_{34} := E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^{s} \left\{ \sigma^{(k,l)} \left( X^{i,N,n}_{r}, \mu_{r}^{X,N} \right) - \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r)}, \mu_{k_n(r)}^{X,N} \right) \right\} dW_r^{(l),i} \]
\[ \frac{1}{N} \sum_{j=1}^{N} \left( \int_{\kappa_n(s)}^{s} \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}^{X,N} \right) \right) \left| \int_{\kappa_n(s)}^{s} \tilde{\sigma}(r, X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}) dW_r \right|^2 \]
\[ \leq E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^{s} \left\{ \sigma^{(k,l)} \left( X^{i,N,n}_{r}, \mu_{r}^{X,N} \right) - \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}^{X,N} \right) \right\} dW_r^{(l),i} \]
\[ \frac{1}{N} \sum_{j=1}^{N} \left( \int_{\kappa_n(s)}^{s} \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}^{X,N} \right) \right) \left| \int_{\kappa_n(s)}^{s} \tilde{\sigma}(r, X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}) dW_r \right|^2 \]
\[ \leq E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^{s} \left\{ \sigma^{(k,l)} \left( X^{i,N,n}_{r}, \mu_{r}^{X,N} \right) - \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}^{X,N} \right) \right\} dW_r^{(l),i} \]
\[ \frac{1}{N} \sum_{j=1}^{N} \left( \int_{\kappa_n(s)}^{s} \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}^{X,N} \right) \right) \left| \int_{\kappa_n(s)}^{s} \tilde{\sigma}(r, X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}) dW_r \right|^2 \]

which on the application of Cauchy–Schwarz inequality, Young’s inequality, Remark 2.8 and Corollary 4.1 gives,

\[ T_{34} \leq E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_n(s)}^{s} \left| \sigma^{(k,l)} \left( X^{i,N,n}_{r}, \mu_{r}^{X,N} \right) - \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}^{X,N} \right) \right| \]
\[ \frac{1}{N} \sum_{j=1}^{N} \left( \int_{\kappa_n(s)}^{s} \sigma^{(k,l)} \left( X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}^{X,N} \right) \right) \left| \int_{\kappa_n(s)}^{s} \tilde{\sigma}(r, X^{i,N,n}_{k_n(r),j}, \mu_{k_n(r),j}) dW_r \right|^2 \]
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\[ KE \sum_{k=1}^{m} \sum_{l=1}^{m} s_{k,n}(s) n^{\frac{1}{2}} |X_i^{i,N} - X_i^{l,N,n}| \]

\[ n^{-\frac{1}{2}} \frac{1}{N} \sum_{j=1}^{N} \left[ \partial \mu^{(k)}(X_i^{i,N,n} \mu_{\mu}(s) : X_j^{j,N,n} \mu_{\mu}(s)) \right] ||\tilde{\sigma}^{(l)}(r, X_i^{i,N,n} \mu_{\mu}(r), X_i^{l,N,n} \mu_{\mu}(r))|| \right] dr \]

\[ \leq KE \int_{s_{k,n}(s)}^{s} n |X_i^{i,N} - X_i^{l,N,n}|^2 dr \]

\[ + KE \sum_{k=1}^{m} \sum_{l=1}^{m} s_{k,n}(s) n^{-\frac{1}{2}} \left[ \partial \mu^{(k)}(X_i^{i,N,n} \mu_{\mu}(s) : X_j^{j,N,n} \mu_{\mu}(s)) \right] \left[ \tilde{\sigma}^{(l)}(r, X_i^{i,N,n} \mu_{\mu}(r), X_i^{l,N,n} \mu_{\mu}(r)) \right] \right] dr \]

\[ \leq K \sup_{r \in [0,s]} E \sup_{r \in [0,s]} E |X_i^{i,N} - X_i^{l,N,n}|^2 + Kn^{-2} \quad (4.16) \]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

Also notice that,

\[ T_{35} := E \sum_{k=1}^{m} \sum_{l=1}^{m} \int_{s_{k,n}(s)}^{s} \left\{ \sigma^{(k,l)}(X_i^{i,N,n} \mu_{\mu}(s)) - \sigma^{(k,l)}(X_i^{l,N,n} \mu_{\mu}(s)) \right\} dW^{l,i}_r \]

\[ \frac{1}{N} \sum_{j=1}^{N} \left( \partial \mu^{(k)}(X_i^{i,N,n} \mu_{\mu}(s) : X_j^{j,N,n} \mu_{\mu}(s)) \right) \int_{s_{k,n}(s)}^{s} \tilde{\sigma}^{(l)}(r, X_i^{i,N,n} \mu_{\mu}(r), X_i^{l,N,n} \mu_{\mu}(r)) dW^{l,i}_r \]

\[ = E \sum_{k=1}^{m} \sum_{l=1}^{m} \int_{s_{k,n}(s)}^{s} \left\{ \sigma^{(k,l)}(X_i^{i,N,n} \mu_{\mu}(s)) - \sigma^{(k,l)}(X_i^{l,N,n} \mu_{\mu}(s)) \right\} dW^{l,i}_r \]

\[ \frac{1}{N} \sum_{j=1}^{N} \sum_{l=1}^{N} \left( \partial \mu^{(k)}(X_i^{i,N,n} \mu_{\mu}(s) : X_j^{j,N,n} \mu_{\mu}(s)) \right) \int_{s_{k,n}(s)}^{s} \tilde{\sigma}^{(l)}(r, X_i^{i,N,n} \mu_{\mu}(r), X_i^{l,N,n} \mu_{\mu}(r)) dW^{l,i}_r \]

and then one uses Assumption 2.3, Remark 2.8, Cauchy–Schwarz inequality, Young’s inequality, Hölder’s inequality, Corollary 4.1 and Lemma 3.4 to obtain,

\[ T_{35} \leq KE \sum_{k=1}^{m} \sum_{l=1}^{m} \int_{s_{k,n}(s)}^{s} n^{\frac{1}{2}} |W_2(\mu_{\mu}(s), \mu_{\mu}(s))| \]

\[ n^{-\frac{1}{2}} \frac{1}{N} \sum_{j=1}^{N} \left| \partial \mu^{(k)}(X_i^{i,N,n} \mu_{\mu}(s) : X_j^{j,N,n} \mu_{\mu}(s)) \right| \int_{s_{k,n}(s)}^{s} \tilde{\sigma}^{(l)}(r, X_i^{i,N,n} \mu_{\mu}(r), X_i^{l,N,n} \mu_{\mu}(r)) dW^{l,i}_r \]

\[ \leq KE \int_{s_{k,n}(s)}^{s} n^{\frac{1}{2}} \frac{1}{N} \sum_{j=1}^{N} |X_i^{i,N} - X_i^{l,N,n}|^2 dr \]

\[ + K \sum_{k=1}^{m} \sum_{l=1}^{m} \int_{s_{k,n}(s)}^{s} n^{-\frac{1}{2}} \frac{1}{N} \sum_{j=1}^{N} \left( E \left| \partial \mu^{(k)}(X_i^{i,N,n} \mu_{\mu}(s) : X_j^{j,N,n} \mu_{\mu}(s)) \right|^2 \right)^{\frac{1}{2}} \]

\[ \left\{ E \left| \tilde{\sigma}^{(l)}(r, X_i^{i,N,n} \mu_{\mu}(r), X_i^{l,N,n} \mu_{\mu}(r)) \right|^2 \right\} dr \leq K \sup_{r \in [0,s]} E |X_i^{i,N} - X_i^{l,N,n}|^2 + Kn^{-2} \quad (4.17) \]
for any $s \in [0,T]$ and $n, N \in \mathbb{N}$.

Similarly,

$$T_{36} := E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_{n}(s)}^{s} \left\{ \sigma_{(k,l)}^{(s)}(X_{r}^{i,N,n}, \mu_{r}^{X^{i,N,n}}) - \tilde{\sigma}_{(k,l)}^{(s)}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{r}^{X_{\kappa_{n}(r)}}) \right\} dW_{r}^{(i)};$$

and then using Hölder’s inequality, Cauchy–Schwarz inequality, Remark 2.8, Lemma 4.4 and Corollary 4.1, one obtains,

$$T_{36} \leq E \sum_{k=1}^{d} \sum_{l=1}^{m} \int_{\kappa_{n}(s)}^{s} \left| \sigma_{(k,l)}^{(s)}(X_{r}^{i,N,n}, \mu_{r}^{X^{i,N,n}}) - \tilde{\sigma}_{(k,l)}^{(s)}(r, X_{\kappa_{n}(r)}^{i,N,n}, \mu_{r}^{X_{\kappa_{n}(r)}}) \right| dr$$

and thereby substituting values from (4.15) to (4.18) in equation (4.14), we get

$$T_{3} \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0,s]} E|X_{r}^{i,N} - X_{r}^{i,N,n}|^{2} + Kn^{-2} \quad (4.19)$$

for any $s \in [0,T]$ and $n, N \in \mathbb{N}$. Substituting estimates from (4.5), (4.13) and (4.19) in equation (4.4) completes the proof. □
which on using Assumption 2.2, Assumption 2.3, Young’s inequality, Lemma 4.4 and Lemma 4.6 yields, almost surely for any $t \in [0, T]$ and $n, N \in \mathbb{N}$. Hence,

$$E[X_t^{i,N} - X_t^{i,N,n}]^2 \leq 2E \int_0^t \langle X_s^{i,N} - X_s^{i,N,n}, b(X_s^{i,N,n}, \mu_s^{X,N,n}) - b(X_s^{i,N,n}, \mu_s^{X,N}) \rangle ds$$

$$+ 2E \int_0^t \langle X_s^{i,N} - X_s^{i,N,n}, b(X_s^{i,N,n}, \mu_s^{X,N,n}) - b(X_s^{i,N}, \mu_s^{X,N}) \rangle ds$$

$$+ 2E \int_0^t \langle X_s^{i,N} - X_s^{i,N,n}, b(X_s^{i,N,n}, \mu_s^{X,N,n}) - b_n(X_s^{i,N,n}, \mu_s^{X,N,n}) \rangle ds$$

$$+ KE \int_0^t [\sigma(X_s^{i,N}, \mu_s^{X,N}) - \sigma(X_s^{i,N,n}, \mu_s^{X,N,n})]^2 ds$$

$$+ KE \int_0^t [\sigma(X_s^{i,N,n}, \mu_s^{X,N,n}) - \sigma(X_s^{i,N,n}, \mu_s^{X,N,n})]^2 ds$$

$$+ KE \int_0^t [\sigma(X_s^{i,N,n}, \mu_s^{X,N,n}) - \tilde{\sigma}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n})]^2 ds$$

which further implies,

$$\sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0, T]} E[X_t^{i,N} - X_t^{i,N,n}]^2 \leq K n^{-2}$$

$$+ \int_0^t \sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0, s]} E[X_r^{i,N} - X_r^{i,N,n}]^2 ds$$

for any $t \in [0, T]$ and $n, N \in \mathbb{N}$. Thus, Grönwall’s inequality completes the proof.
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