Distributions of differences of Riemann zeta zeros
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Abstract

We study distributions of differences of unscaled Riemann zeta zeros, \( \gamma - \gamma' \), at large. We show, that independently of the location of the zeros, their differences have similar statistical properties. The distributions of differences are skewed towards the nearest zeta zero, have local maximum of variance and local minimum of kurtosis at or near each zeta zero. Furthermore, we show that distributions can be fitted with Johnson probability density function, despite the value of skewness or kurtosis of the distribution.
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1 Introduction

Montgomery (1973) conjectured that the paircorrelation between pairs of zeros of the Riemann zeta function (scaled to have unit average spacing) is \(^3\)

\[
R_2(x) = 1 - \left( \frac{\sin(\pi x)}{\pi x} \right)^2. \tag{1}
\]

Figure 1 shows the density of 5 million differences starting from billionth zero and the prediction of Eq.1 as a red curve. Odlyzko (1987) already showed that the conjecture was supported by large-scale computer calculations of the zeros \(^4\). The aforementioned papers are restricted to analyse only consecutive or locally close differences of zeros. We study here distributions of differences of unscaled zeta zeros at large. Perez-Marco (2011) has shown that the statistics of very large zeros do find the location the first Riemann zeros. Our study
differs from the others such that we analyse distributions of each difference \( \gamma(n + i) - \gamma(i) \) separately for each \( n \), and show that the properties of these separate distributions are the key to the large scale statistics of zeta zeros. Furthermore, we use Johnson probability density function (PCF) to show its flexibility for fitting zeta zero difference distributions.

2 Data and methods

2.1 Nontrivial zeros of Riemann zeta function

The data, i.e., the imaginary parts of nontrivial Riemann zeta zeros were fetched from (https://www.lmfdb.org/zeros/zeta/) up to 100 billionth zero. The 10000 zeros at height \( 10^{21} \) and 10000 zeros at height \( 10^{22} \) are from (www.dtc.umn.edu/odlyzko/zeta_tables/index.html)

2.2 Johnson distribution

Johnson distribution for the variable \( x \) is defined as

\[
z = \lambda + \delta \ln \left( f(u) \right),
\]

with

\[
u = (x - \xi) / \lambda,
\]
Here \( z \) is a standardized normal variable and \( f(u) \) has three different forms the lognormal distribution, \( S_L \):

\[
f(u) = u,
\]

(4)

the unbounded distribution, \( S_U \):

\[
f(u) = u + \left(1 + u^2\right)^{1/2},
\]

(5)

and the bounded distribution, \( S_B \):

\[
f(u) = \frac{u}{1 - u}.
\]

(6)

The supports for the distributions are \( S_L : \xi < x \), \( S_U : -\infty < x < \infty \) and \( S_B : \xi < x < \xi + \lambda \) \(^{[2, 7]}\). The reason for the transformation of the non-normal variables to standardized normal variables was that normal distribution was the only well-defined distribution at those times. However, with these definitions, the probability distributions are for \( S_L \):

\[
P(u) = \frac{\delta}{\sqrt{2\pi}} \times \frac{1}{u} \times exp\left\{-\frac{1}{2} \left[\gamma + \delta \ln (u)\right]^2\right\}.
\]

(7)

for \( S_U \)

\[
P(u) = \frac{\delta}{\sqrt{2\pi}} \times \frac{1}{\sqrt{u^2 + 1}} \times exp\left\{-\frac{1}{2} \left[\gamma + \delta \ln \left(u + \sqrt{u^2 + 1}\right)\right]^2\right\}.
\]

(8)

and for \( S_B \)

\[
P(u) = \frac{\delta}{\sqrt{2\pi}} \times \frac{1}{u/(1 - u)} \times exp\left\{-\frac{1}{2} \left[\gamma + \delta \ln \left(\frac{u}{1 - u}\right)\right]^2\right\}.
\]

(9)

### 3 Distributions of differences of zeta zeros

In the next we study the differences, \( (\delta) \), of unscaled zeta zeros. We use the following notation

\[
\delta(n) = \gamma(n + i) - \gamma(i), n = 1, 2, 3, ...
\]

(10)

Here \( i \) goes from \( j \) to \( j+5000000 \) in our analyses (if not otherwise mentioned), where \( j \) is the ordinal number of the starting zeta zero. Because the zeros are not stabilized yet at millionth zero we study, in the next, differences starting from \( 1, 10 \) and \( 100 \) billionth zeta zero, i.e., \( j=10^9, 10^{10} \) and \( 10^{11} \). Figure \(^{[2]}\) shows the first seven \( \delta \)-distributions using five million differences starting from 1 billionth zeta zero. The distributions are fitted with the Johnson SB PDF. Notice, that the fits are quite good, except the fit of \( \delta(1) \) near zero. It is also evident that the height of the \( \delta \)-distributions decrease and consequently the variance increases as a function of \( n \). It is natural to ask how long this trend lasts.
Figure 2: First seven \textit{delta}-distributions calculated with 5 million unscaled zeta zeros starting from billionth zero.

Figure 3a shows the distributions of five million \textit{deltas} for \( n=1,2,3,\ldots,159 \) from the same height as in Fig. 2 together with 11 smallest zeta zero shown by red vertical line. Figure 3b and 3c show the corresponding variances and kurtoses of the 159 \textit{delta}-distributions shown in Fig. 3a, respectively. Notice that variances have local maxima and kurtoses local minima at distributions \( n=40, 60, 71, 87, 94, 107, 117, 123, 137, 142, \) and 151, i.e., at the sites, where distribution is nearest to each zeta zero. Note, that some zeros are between two consecutive distribution peaks, especially 95/96, and these distributions have almost the same variance/kurtosis between each other. The zeros 48.005 and 49.774 are so near each other that almost all distribution surrounding them, i.e., distributions 137-142 have almost similar variances and kurtoses. Note also that distribution 141 seems to have slightly higher variance than distribution 142, although the latter seems to be somewhat nearer to the nearby zero. Kurtosis is, however, smaller for distribution 142 than distribution 141. The skewness is 0.0305 for 141 and -0.1042 for 142, and the higher absolute value of skewness decreases the variance of distribution 142. It is also notable that the skewness changes sign when passing the zeta zero.

This is actually case around every zero. Figure 4 shows more detailed pattern of the \textit{delta}-distributions of \( n=37-65 \). The Johnson SB and SU (the latter marked in figure) fits are also shown in the figure. The blue dotted vertical lines show the two first zeta zeros, and red thinner dotted line the halfway between these zeros. The decimal number above each distribution is the skewness of corresponding distribution, and their sign in each region is also shown in the text above them. Note that the skewness changes sign at the zeros, and furthermore, at the halfway of the zeros such that \textit{delta}-distribution is always skewed towards nearest zeta zero. It seems that the \textit{deltas} of the zeros are giving way for the zeros themselves, i.e., Riemann zeros do repel their
Figure 3: a) $\Delta(n)$-distributions with $n=1,2,\ldots,159$ calculated with 5 million unscaled zeta zeros starting from billionth zero. b) Variances of the distributions of figure a. c) Kurtoses of the distributions of figure a.
Figure 4: \( \Delta(n) \)-distributions with \( n=37-65 \) fitted with Johnson probability density function. The decimal numbers are skewnesses of the separate distributions and the text tells their signs in each region.

\( \Delta \)'s. All the above-mentioned reasons lead to troughs around the zeros at the zeta zeros in integrated \( \Delta \)-distribution shown in figure 5 [6, 5].

Figure 6a shows the \( \Delta \)-distributions for 5 million differences with \( n=1-159 \) starting from 100 billionth zeta zero. The distributions behave similarly to that of Fig. 3a for zeros at one billion. The only difference is that sites of zeros have moved forward such that they are now at \( \Delta \)-distributions \( n=50, 75, 88, 108, 116, 133, 145 \) and 153. This is because variances are smaller and consequently the distributions at 100 billion height are narrower. Note, that the last three zeros of Fig. 3 are not seen anymore with the same number of distributions. Figure 6b shows variances for \( \Delta \)-distributions at 1, 10 and 100 billionth zeta zeros. The pattern of the variances are similar, except that they are stretched for 10 billion and still more for 100 billion. The stretching ratios are about 1.125 between 1 billion and 10 billion and 1.25 between 1 billion and 100 billion.

As shown earlier the \( \Delta \)-distributions can be fitted very well with the Johnson SB and SU PDFs. Figure 7 shows the distributions in the skewness-kurtosis -plane [1]. The border between Johnson SU and SB distributions is marked with red curve in the plane. It is notable that the \( \Delta \)(1)s are in the same place in the plane. Otherwise, the points seem to be somewhat more compactly located when the level of zeta zeros increases.

It is interesting to see if this behaviour still continues when going further in the zeta zeros. We use here zeta zeros calculated by Odlyzko at the heights \( 10^{21} \) and \( 10^{22} \). Because the series of zeros are quite small, only 10000 zeros (exactly 9799 differences), and consequently statistics not very good, we use Johnson distribution fit for the \( \Delta \)-distributions. Figure 8a shows the \( \Delta \)-distributions of zeros at height \( 10^{22} \). The distributions are still lower at the sites of first zeros (only three zeros seen). Figure 8b shows the corresponding variances for distributions in 8a, and in addition variances for \( \Delta \)-distributions.
Figure 5: Integrated $\delta(n)$-distributions of Fig. 3 for $n=1,2,\ldots,150$.

for the zeros at height $10^{21}$. 
Figure 6: a) \( \text{Delta}(n) \)-distributions with \( n=1,2,\ldots,159 \) calculated with 5 million unscaled zeta zeros starting from 100 billionth zero. b) Variances of the distributions of 5 million \textit{deltas} starting at 1 billionth (blue), 10 billionth (black) and 100 billionth (red) zero.
Figure 7: Skewness-kurtosis-plane with points of distributions starting 1 billionth (blue circle), 10 billionth (black triangle) and 100 billionth (magenta star) zero.
Figure 8: a) Johnson probability density fits for $\delta(n)$ with $n=1,2,3,...,200$ at height $10^{22}$. b) Variances of the distributions at height $10^{21}$ (blue) and $10^{22}$ (red)
4 Conclusions

We have studied \( \delta \)-distributions of zeros of Riemann zeta function at heights 1, 10 and 100 billionth zero such that we calculate distribution for each difference, \( \delta(n) \), separately. We used 5 million \( \delta \)s for these analyses, and showed that statistical properties are very similar for all intervals. The distributions are skewed towards nearest zeta zero, and have local maximum variance and local minimum kurtosis when passing zeta zero. This means that zeta zero \( \delta \)s are repelling zeros themselves. This property seems to last, at least, until the height \( 10^{22} \) of zeta zero. We, furthermore, have shown that Johnson PDFs SB and SU do fit nicely to the \( \delta \)-distributions, although skewness and kurtosis are changing quite a lot. This indicates the flexibility of Johnson distribution analysis in this kind of statistical application.
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