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Abstract

Gait recognition is a promising biometric with unique properties for identifying individuals from a long distance by their walking patterns. In recent years, most gait recognition methods used the person’s silhouette to extract the gait features. However, silhouette images can lose fine-grained spatial information, suffer from (self) occlusion, and be challenging to obtain in real-world scenarios. Furthermore, these silhouettes also contain other visual clues that are not actual gait features and can be used for identification, but also to fool the system. Model-based methods do not suffer from these problems and are able to represent the temporal motion of body joints, which are actual gait features. The advances in human pose estimation started a new era for model-based gait recognition with skeleton-based gait recognition. In this work, we propose an approach based on Graph Convolutional Networks (GCNs) that combines higher-order inputs, and residual networks to an efficient architecture for gait recognition. Extensive experiments on the two popular gait datasets, CASIA-B and OUMVLP-Pose, show a massive improvement (3×) of the state-of-the-art (SotA) on the largest gait dataset OUMVLP-Pose and strong temporal modeling capabilities. Finally, we visualize our method to understand skeleton-based gait recognition better and to show that we model real gait features.

1. Introduction

Gait is a soft biometric with huge, unique advantages compared to hard biometrics like face, iris, or fingerprint. Human gait can be described as the way a person walks, or more formal, the movement pattern of the limbs during motion. Gait patterns can be observed at a distance, without a person’s compliance, and are hard to disguise. This is a considerable advantage compared to hard biometrics, which requires the user to interact with a sensor. For applications like surveillance and forensic identification, gait offers vast potential; however, it also entails risks for privacy and mis-

Figure 1. Example of two poses represented as graph at different time steps.
ette representation is the sensitivity to clothing and carried items. In Fig. 2 the person’s bag is clearly visible in the silhouette. Furthermore, the silhouette reveals many appearance clues, like hairstyle and clothes. Hence, these approaches are more comparable to re-identification tasks.

Recent deep learning based pose estimation allow to generate keypoints robust against occlusion, cluttered, and changing backgrounds [23]. These advantages make an approximation to gait features with appearance-based methods obsolete and enable a new generation of model-based gait recognition [14,15,20]. Building upon keypoints brings gait recognition back to an early description of gait [11]:

A few bright spots describing the motions of the main joints [...] evoke a compelling impression of human walking.

Skeleton-based approaches offer a cleaner gait representation, only capturing the spatial posture and the temporal movement. Thus we can bring back actual gait with a focus on motion recognition instead of visual recognition.

Current model-based approaches [14, 15, 20] still lack performance compared to appearance-based methods. We introduce GCNs to process the skeletons described by the keypoints and bridge the gap to appearance-based methods even further.

Our contributions can be summarized as follows:
1. We propose a multi-branch graph-based interpretation of gait together with a GCN architecture that can efficiently learn features on this graph.
2. We provide a deeper understanding of gait with extensive ablation and visualization of our features.
3. Our empirical experiments show SotA results by a huge margin on the largest model-based gait dataset OUMVLP-Pose.

The code and models are publicly available [1].

2. Related Work

Although skeleton-based gait recognition is a relatively new research area, silhouette-based approaches have a long history. This section will give an overview of these two areas of gait recognition and other skeleton-based human understanding that inspired this work.

2.1. Gait Recognition

In recent years, appearance-based approaches using a silhouette representation as input dominated gait recognition. Model-based approaches only played a minor role, but lately, new model-based approaches have emerged using pose estimation and the human skeleton as the gait feature representation. Silhouette-based methods still set the SotA for gait recognition, but recently skeleton-based approaches have started to challenge this lead.

2.1.1 Silhouette-based

Silhouette-based methods relied on a binary human image extracted from the original image [13]. Background subtraction can obtain these silhouettes for static scenes, but for dynamic and changing settings, this task becomes more complicated [21].

Silhouette approaches are distinctive for their temporal modeling and group into single-image, sequence-based, and set-based approaches. Early approaches summarized a gait cycle into a single image, i.e., Gait Energy Image (GEI) [2,8]. These representations lose most of the temporal information but allow for easier processing. Sequence-based approaches focus on each input separately. For modeling the temporal information 3D-CNN [27] or Long Short-Term Memories (LSTMs) [7] are used. These approaches can comprehend more spatial information and more temporal information at higher computational costs. The set-based approach [4,5] with shuffled inputs models no temporal information, thus has less computational complexity.

2.1.2 Skeleton-based

Model-based approaches were not very popular in recent years due to the high computing complexity. Robuster and more lightweight pose estimators [3,6] enabled a comeback for model-based approaches. The keypoints of the human body allow modeling a skeleton representation of a person. The first approach to propose the use of pose estimation and utilize pose keypoints is Pose-Based Temporal-Spatial Network (PTSN) [14]. PTSDN proposed a two-path network architecture with an CNN for spatial modeling, and an LSTM for temporal modeling. The authors show superior results on CASIA-B [30] compared to silhouette-based approaches in special walking conditions in the same-view setting.

Later, the same group proposed PoseGait [15], which
uses 3D pose estimation with handcrafted features. The approach uses the 3D keypoints in euclidean space to calculate the joint angle, bone length, and joint motion. Using these handcrafted features, a CNN then learns high-level spatio-temporal features. This approach is evaluated in a cross-view setting on CASIA-B [30] and shows competitive results to silhouette-based approaches.

We build on the work GaitGraph [25], which introduced the first approach with GCNs for skeleton-based gait recognition. With an adapted GCN architecture for action recognition and integrated spatial and temporal modeling, GaitGraph gave a considerable performance increase for model-based gait recognition.

A recent approach [26] combines the advantages of silhouette-based and skeleton-based approaches in a two-branch GCN and CNN network architecture and achieve even higher recognition rates. Showing that skeleton-based approaches preserve information not captured in silhouette-based methods.

### 2.2. Skeleton-based Action Recognition

While skeleton-based gait recognition was only recently becoming popular, other areas of human understanding have already employed skeleton features for a few years. First and foremost, the area of skeleton-based action recognition pioneered most of the current graph-based spatio-temporal GCN architectures, including the ones used in this paper [22, 29].

Yan et al. [29] introduced GCNs to action recognition with the Spatial-Temporal Graph Convolutional Network (ST-GCN) architecture, in which skeleton data is represented as a graph with natural skeleton connections. ST-GCN interleaves spatial graph convolutions along with temporal convolutions for spatial-temporal modelling. Many more GCN architectures and improvements on the original ST-GCN design have since been proposed. A notable example is the Two-Stream Adaptive Graph Convolutional Network (2s-AGCN) [17] that introduced a adaptive adjacency matrix and pre-computed bone information as second-order input. SGN [31] provides a deeper analysis of these second-order features and proposes a data pre-processing step that adds pre-computed velocity and bone information to the raw keypoint input. Another architecture used in this paper is ResGCN [22], which added multiple residual connections in the ST-GCN blocks and a bottleneck for feature dimension reduction. ResGCN also adopts the higher-order input with a multi-branch input structure.

### 3. Skeleton-based Gait Recognition

#### 3.1. Notation

We describe the human skeleton as a graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{v_1, \ldots, v_N\}$ is the set of $N$ nodes representing joints, and $\mathcal{E}$ is the set of edges representing bones captured by an adjacency matrix $A \in \mathbb{R}^{N \times N}$ with $A_{i,j} = 1$ if an edge connects from $v_i$ to $v_j$ and $A_{i,j} = 0$ otherwise. $A$ is symmetric since $G$ is undirected. Every node consists of three channels $v_n = (x_n, y_n, c_n)$, with the estimated $x, y$ coordinate and the keypoint confidence $c$.

For gait recognition, we use a sequence of these graphs. Thus we add a temporal dimension $T$. The sequence is then defined as the tensor $\mathbf{X} = \{v_{t,n} \in \mathbb{R}^3 \mid t, n \in \mathbb{N}_0, t < T, n < N\}$ and $\mathbf{X} \in \mathbb{R}^{T \times N \times C}$.

Overall the gait sequence can be described structurally by the adjacency matrix $A$ and the feature tensor $X$.

#### 3.2. Graph Convolutions

An essential building block of our network architecture are graph convolutions. On skeleton inputs, defined by features $X$ and graph structure $A$, the layer-wise update rule of graph convolutions can be applied to features at time $t$ as:

$$X^{(t+1)}_r = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X^{(t)}_r \Theta^{(t)} \right),$$

where $\tilde{A} = A + I$ is the skeleton graph with added self-loops to keep identity features. $\tilde{D}$ is the diagonal degree matrix of $\tilde{A}$, and $\sigma(\cdot)$ is an activation function. The term $\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X^{(t)}_r$ can be intuitively interpreted as a spatial feature aggregation from the messages passed by the direct neighbors. The adjacency matrix $\tilde{A}$ is obtained using the spatial partition presented in [29].

#### 3.3. Pose Estimation

The skeletons are extracted from the RGB images of the dataset. Keypoint estimation aims to detect the locations of $N$ keypoints (e.g., shoulder, hip, or knee) from an image $I \in \mathbb{R}^{W \times H \times 3}$. A common method is the top-down-approach [23], which predicts $N$ heatmaps $\{H_1, H_2, \ldots, H_N\}$ of size $W' \times H'$, where the heatmap $H_n$ indicates the location of the $n$-th keypoint. The location of the maximum of these heatmaps $H_n$ yields the location of the keypoint $v_n$ that define the edges $\mathcal{E}$.

Official keypoints [1] for the OUMVLP dataset keypoints are provided. The authors rely real-time pose estimators to allow real-time applications of the approach. In our work, we decided to extract the 2D keypoints on CASIA-B using HRNet [23] pre-trained on the COCO dataset [16]. It is an offline approach but yields higher keypoint accuracy than real-time approaches. Tab. 1 shows a comparison of the two datasets and the used keypoints. The COCO pose annotations consist of 17 keypoints. We define the bones or edges $\mathcal{E}$ as shown in Fig. 1.

#### 3.4. Network Architecture

For our task, we adapted the ResGCN [22] architecture designed initially for action recognition. Blocks of this architecture are based on the ST-GCN block. and contain
a sequential execution of a spatial graph convolutions and a temporal 2D convolutions. The ResGCN approach introduces a bottleneck structure, based on ResNet by He et al. \cite{He2016}. The bottleneck adds two 1 x 1 convolutional layers before and after a convolution layer to reduce the number of feature channels with a reduction rate $r$. ResGCN adds this bottleneck for every spatial and temporal block, thus reducing the number of parameters.

Another modification to the original ST-GCN architecture is the addition of residual connections. Song et al. \cite{Song2019} propose residual connections that connect the features before and after every spatial and temporal block.

A ResGCN bottleneck block is shown in Fig. 3 and an overview of the overall structure in Fig. 4.

### 3.5. Multi-Branch Input

As proposed by works in skeleton-based gait recognition [22, 31], we pre-compute features of our skeleton information. In this work, we use three features: 1) joint positions, 2) motion velocities, and 3) bone features.

The first branch contains the joint positions. We also add the relative position of each joint to the center of the pose $c$ (i.e. nose or neck):

$$R = \{v_{t,n} - v_{t,c} \mid t, n \in N_0, t < T, n < N\}.$$ 

The second branch uses the motion velocities $F$ as input. We calculate the difference to the same joint in the two next frames for each joint:

$$F = \{v_{t+i,n} - v_{t,n} \mid t, n \in N_0, i \in \{1, 2\}, t < T-2, n < N\}.$$ 

Finally, the input of the last branch is the bone length $L$ and bone angles $A$. For the bone length, we subtract the coordinate of every joint $n$ with every connected joint $n_{adj}$:

$$L = \{v_{t,n} - v_{t,n_{adj}} \mid t, n \in N_0, t < T, n < N\}.$$ 

Finally, the angle of each bone is:

$$A = \left\{\arccos\left(\frac{v_{t,n} - v_{t,n_{adj}}}{\sqrt{\sum v_{t,n}^2}}\right) \mid t, n \in N_0, t < T, n < N\right\}.$$ 

### 4. Experiments

#### 4.1. Datasets

In recent years, the focus for gait recognition was on silhouette-based approaches. Hence, most datasets provided only silhouettes. One of the widely used datasets, CASIA-B \cite{Cao2010}, provides RGB images on which we can run the pose estimation. Recently, an extension with the pose data OUMVLP-Pose \cite{Liu2018} was published for the largest public gait database OU-MVLP \cite{Liu2018b}. Tab. 1 shows a comparison of the two datasets. These two popular gait datasets provide a good comparison to other methods.

CASIA-B \cite{Cao2010} is popular multi-view gait dataset with 124 subjects. The dataset contains 3 walking conditions recorded in 11 views ($0^\circ, 18^\circ, \ldots, 180^\circ$). The walking conditions are normal (NM) (6 sequences per subject), walking with a bag (BG) (2 sequences per subject), and wearing a jacket or a coat (CL) (2 sequences per subject). In total, each subject contains $11 \times (6 + 2 + 2) = 110$ sequences.

CASIA-B has no official partition of training and test set, but several experiment protocols exist [32]. In this work, we use the popular protocol proposed in [28] for a fair comparison. Furthermore, we use the commonly called large-sample training (LT) partition. The train set contains the first 74 subjects for this partition, and the remaining 50 subjects build the test set. In the test set, the gallery comprises four sequences of the NM condition (NM #1-4), and the remaining six sequences are divided into three probe subsets, i.e., NM subsets containing NM #5-6, BG subsets containing BG #1-2 and CL subsets containing CL #1-2.

We extract the poses from CASIA-B with the pre-trained HRNet [23] pose estimator.

OUMVLP-Pose [1] is based on the multi-view large-scale gait dataset, OUMVLP [24]. OUMVLP is currently the largest gait dataset and contains 10,307 subjects captured by seven cameras in a round-trip walking course, re-
Figure 4. Overview of the multi-branch ResGCN architecture.

Table 1. Comparison of the two skeleton gait datasets. Keypoint accuracy of the pose estimator is reported on the COCO test-dev dataset.

|        | CASIA-B | OUMVLP-Pose |
|--------|---------|-------------|
| #IDs   | 124     | 10,307      |
| #Sequences per ID | 2 × 3 | 2 |
| Keypoint Estimator | HRNet | OpenPose | AlphaPose |
| Keypoint Accuracies | 75.8 mAP | 64.2 mAP | 71.0 mAP |
| #Keypoints | 17 | 18 |

Loss
As the loss function, we use supervised contrastive (SupCon) loss as proposed by [12]. Compared to traditional contrastive losses such as triplet loss or N-pairs loss, this current batch contrastive loss considers all positive and negative samples in the batch. The small size of the skeleton data allows us to run big batch sizes; thus, each batch should contain a positive pair. If an element has only negative pairs or no pairs, it will be ignored.

Augmentation
Our network design relies on a constant input sequence length. Thus, we first add mirror padded frames for sequences shorter than the desired sequence length in the temporal dimension. Afterward, we randomly pick a subsequence of the desired length. Additionally, we flip the images from left to right and flip every left joint with the right and vice versa. We add various uniform noises to the estimated keypoints and their confidence to account for pose estimator inaccuracies.

Evaluation & Test Time Augmentation (TTA)
At test time, the distance between gallery and probe is defined as the cosine similarity of the corresponding feature vectors. The same sequence padding augmentation from train time is applied, but we pick a sub-sequence of the required length from the sequence center. We also use two additional samples: a left/right flipped sample and a time inverted sample. The resulting three embeddings are concatenated for the later distance calculation.

4.3. Comparison with State-of-the-Art
First, we compare the results of model-based approaches on CASIA-B in Tab. 2. Currently, we can only compare two approaches. The other skeleton-based approach PTSN [14] did not publish the results with the same evaluation protocol (excluding the same view). We can still compare to a follow-up paper by the same group PoseGait [15].

All approaches are more robust in the askew angles than in the strict side view, front view, or back view angles (0°, 90°, 180°). Another commonality is that all approaches suffer in performance with different walking conditions. While the drop is more substantial for PoseGait [15], the GCN-based
Table 2. Averaged Rank-1 accuracies in percent on CASIA-B per probe angle excluding identical-view cases compared with other model-based methods.

| Probe       | Gallery NM#1-4 | 0°-180° | mean |
|-------------|----------------|---------|------|
| NM#5-6      | PoseGait [15]  | 55.3    | 68.7 |
|             | GaitGraph [25] | 85.3    | 87.7 |
|             | GaitGraph2     | 78.5    | 82.0 |
| BG#1-2      | PoseGait [15]  | 35.3    | 44.5 |
|             | GaitGraph [25] | 75.8    | 74.8 |
|             | GaitGraph2     | 69.9    | 73.2 |
| CL#1-2      | PoseGait [15]  | 24.3    | 36.0 |
|             | GaitGraph [25] | 69.6    | 66.3 |
|             | GaitGraph2     | 57.1    | 63.6 |

Table 3. Averaged rank-1 accuracies on OUMVLP-Pose.

| Probe | OpenPose | GaitGraph2 | AlphaPose | GaitGraph2 |
|-------|----------|------------|-----------|------------|
| 0°    | 8.2      | 32.9       | 14.3      | 54.3       |
| 15°   | 13.9     | 47.7       | 22.3      | 68.4       |
| 30°   | 18.1     | 53.9       | 27.2      | 76.1       |
| 45°   | 22.4     | 56.8       | 30.0      | 76.8       |
| 60°   | 21.3     | 53.9       | 28.4      | 71.5       |
| 75°   | 18.2     | 54.7       | 23.4      | 75.0       |
| 90°   | 10.9     | 45.4       | 17.2      | 70.1       |
| 105°  | 8.3      | 30.9       | 7.9       | 52.2       |
| 120°  | 13.5     | 35.7       | 13.6      | 60.6       |
| 135°  | 12.0     | 33.4       | 15.6      | 57.8       |
| 150°  | 20.5     | 43.4       | 25.0      | 73.2       |
| 165°  | 17.3     | 46.2       | 24.1      | 67.8       |
| 180°  | 13.7     | 46.4       | 20.2      | 70.8       |
| 195°  | 9.4      | 38.4       | 16.5      | 65.3       |
| mean  | 14.8     | 44.3       | 20.4      | 67.1       |

Table 3. Averaged rank-1 accuracies on OUMVLP-Pose.

approaches can handle these conditions better.

While our approach builds upon GaitGraph, it can only match the results closely. Due to the different properties of the two datasets, our approach was more optimized towards the larger, more significant dataset OUMVLP. The main difference in our approach is the multi-branch input; this makes the training much faster and much more stable compared to GaitGraph.

Secondly, the results on OUMVLP-Pose are in Tab. 3. For this recently released dataset, we can only compare to the baseline set by the authors CNN-Pose [1]. The results show that our GCN-based methods outperform the CNN-based baseline considerably. We can improve the performance by ~3× on both keypoint types.

4.4. Comparison with Appearance-based Methods

Appearance-based methods still archive the best results in gait recognition. Nevertheless, the new skeleton-based approaches help model-based approaches to close this gap. Tab. 4 shows this comparison.

One hope for skeleton-based gait recognition is to be more invariant to the changes in the walking condition presented in CASIA-B. For now, the results show that this is not the case. Appearance-based methods can handle these conditions better, and their performance drop is less substantial. A reason could be that the pose estimators are also not as accurate on people wearing coats and bags.

Our approach is the first one to evaluate the two most popular gait datasets and give the first complete comparison to appearance-based methods. Skeleton-based approaches made a big step towards the SotA appearance-based methods; however, there is still a significant gap.

It is also notably that the two-branch approach [26] that combines both paradigms can improve the results in all walking conditions. It shows that both features are complementary to archive overall SotA performance. Especially people wearing a coat are much better recognized with both input modalities.

4.5. Ablation Studies

First, we look at the components of our approach in Tab. 5. As a baseline, we use the original ST-GCN architecture. Following, we analyze how much the different components of our approach contribute to the overall performance. Temporal Modeling The network's ability to model temporal information is investigated by training and testing sorted or shuffled sequences. Tab. 6 shows three configurations. For this ablation study, we can not use the multi-branch inputs since these contain pre-computed temporal
| Type          | Method         | CASIA-B | OU-MVLP             |
|--------------|----------------|---------|---------------------|
|              |                | NM BG CL | 0° 30° 60° 90° mean |
| appearance-based | GEINet [18]   | - - - | 11.4 41.5 39.5 38.9 35.8 |
|              | GaitNet [21]   | 91.6 85.7 58.9 | - - - - |
|              | GaitSet [4]    | 95.0 87.2 70.4 | 79.5 89.9 88.1 87.8 87.1 |
|              | GaitPart [5]   | 96.2 91.5 78.7 | 82.6 90.8 89.7 89.5 88.7 |
| model-based  | PoseGait [15]  | 68.7 44.5 36.0 | - - - - |
|              | CNN-Pose [1]   | - - - | 12.3 29.3 30.5 18.1 20.4 |
|              | GaitGraph [25] | 87.7 74.8 66.3 | - - - - |
|              | GaitGraph2     | 82.0 73.2 63.6 | 54.3 76.1 71.5 70.1 67.1 |
| combined     | Two-Branch [26]| 97.7 93.8 92.7 | - - - - |

Table 4. Averaged Rank-1 accuracies in percent comparison with both appearance-based and model-based methods. Results for CASIA-B are in the cross-view setup. Results for OU-MVLP in the model-based categories use OUMVLP-Pose AlphaPose keypoints.

| Model              | Params | Acc |
|--------------------|--------|-----|
| ST-GCN (Baseline)  | 3.3 M  | 60.7 |
| ResGCN-N51         | 645 K  | 63.7 |
| + Multi Input      | 765 K  | 66.5 |
| + Augmentation     | "      | 66.6 |
| + TTA              | "      | 67.1 |

Table 5. Ablation study of the model components. All experiments are conducted on OUMVLP-Pose and AlphaPose keypoints.

information and would harm the validity of the ablation.

Our approach shows a good ability to model temporal features. The performance drops substantially when trained with sorted sequences and tested with shuffled sequences (row c). These results further support our claim of bringing back actual temporal features to gait recognition. Tab 6 also illustrates the spatial modeling abilities in row a. Despite the missing temporal and appearance information, the network can still learn appearance-invariant features of the person’s underlying physique.

Pose Estimator The OUMVLP-Pose dataset has keypoints extracted by different pose estimators. The two follow a different approach for keypoint estimation, with AlphaPose being a top-down approach and OpenPose being a bottom-up approach. The performance measured in the detector’s mean average precision (mAP) also varies. AlphaPose archives a 71.0 mAP and OpenPose a 64.2 mAP on the COCO test-dev dataset.

These two keypoints allow us to analyze how the gait recognition algorithms scale on differently performing pose estimators. Tab. 3 shows the results on OUMVLP-Pose with the two keypoint estimators. We archive almost the same performance gain on both keypoint types compared to CNN-Pose. This scaling performance indicates that skeleton-based methods can scale with the pose estimators’ performance, potentially allowing better performance in the future with emerging improved pose estimators.

4.6. Gait Recognition Analysis

A better understanding of what the network learns from the skeleton data is indicated by the discriminate features of gait. Hence we want to study which joints have the highest activation at different times of the gait cycle. Using the activation map technique [33] we calculate the activation of each joint per time frame as shown in Fig. 5.

The Figure shows that the network looks mainly on the outer limbs. The keypoints on the hands and feet have the highest activation over the gait cycle, and the shoulders and face keypoints (except ears) have the lowest activation. The limb with forward motion has a higher activation than fixed parts in the temporal context. For example in sequence a), the right leg swing from frame 5 to frame 20 shows increased foot activation the more it moves. These observations conclude that the arm-swing and the leg-swing are the most discriminate features for our network. The network also takes hints from the hip and head movement. For the head, the ear keypoints are most relevant, presumably be-
cause they are most outward and the most reliable keypoints detected from the back view. This observation is highly aligned with an early definition of gait "the motion of the living body [is] represented by a few bright spots describing the motions of the main joints" [11] and the intuitive understanding of gait, which is best captured by the outer limbs.

5. Conclusion

In this paper, we present a improved approach for skeleton-based gait recognition and introduce a multi-branch architecture for gait recognition. The architecture uses pre-computed temporal information divided into three branches: joints, motion, and bones. We archive impressive performance gains on OUMVLP-Pose, the largest skeleton-based gait dataset, with an improve of $3 \times$ over to the baseline. Compared to previous graph-based approaches, our training is much faster and much more stable. We are the first approach to publish results on both popular gait datasets and set the baseline for future gait recognition research.

In our ablation, we analyze the learned gait representation of the network and show our strong temporal modeling. Furthermore, our visualization of joint activations indicate the strong focus on moving body parts and the outermost joints. Indicating to focus on these joints for further research. Together these two observations confirm that our model captures real gait features, instead of performing a visual re-identification. Combined with the advantages of robust pose estimation, this allows for broader spectrum of applications of gait recognition. Our ablation indicates that gait recognition will improve with more accurate pose estimators. This closes the gap for bringing gait recognition from the lab to the real-world.
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