Recent Progress on Aberration Compensation and Coherent Noise Suppression in Digital Holography
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Abstract: Digital holographic microscopy (DHM) is a topographic measurement technique that permits full-field, nondestructive, dynamic, quantitative amplitude, and phase-contrast imaging. The technique may realize the lateral resolution with submicron scale and the longitudinal resolution with subnanometer scale, respectively. Improving imaging quality has always been the research focus in DHM since it has a direct effect on the precise topographic measurement. In this paper, the recent progress on phase aberration compensation and coherent noise suppression is reviewed. Included in this review are the hologram spectrum’s centering judgment methods of side band in tilt phase error compensation, the physical and numerical compensation methods in phase aberration compensation, and the single-shot digital process methods in coherent noise suppression. The summaries and analyses for these approaches can contribute to improving the imaging quality and reducing the measurement error of DHM, which will further promote the wider applications of DHM in the topographic measurement fields, such as biology and micro-electro mechanical systems.
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1. Introduction

Digital holographic microscopy (DHM) is a topographic measurement technique, which permits full-field, nondestructive, dynamic, quantitative amplitude, and phase-contrast imaging. The DHM, combining holography with microscopy, enables the information of amplitude and phase of the whole object to be recorded by the imaging sensor. The object wavefront is then retrieved by numerical reconstruction. Thus, the object topography can be obtained. Its lateral and longitudinal resolution may reach submicron and subnanometer scale, respectively. The technique has played an important role in different fields of application, such as micro-electro mechanical systems, microintegrated circuits, and the biomedical sciences. In 1997, Yamaguchi and Zhang [1] applied phase-shifting interferometry to digital holography (DH) and reconstructed an arbitrary cross section of a 3D object, in which the in-line overlapping problem was resolved. In 1998, Zhang et al. [2] introduced the phase-shifting DH to microscopic measurement. In 1999, Takaki et al. [3] and Kim et al. [4] presented the hybrid DHM and wavelength-scanning DH technique, respectively, which extended the measured to microscopic object. At the same time, Cuche’s team [5] realized the DHM configuration by inserting a microscope objective (MO) in the object optical path, thus obtaining an amplified image instead of specimen itself. The adopted off-axis configuration recovered the amplitude and phase information of the resolution chart simultaneously, and its lateral and longitudinal resolution reached submicron and nanometer scale, respectively [5,6].
In recent years, scholars have carried out much research on improving the imaging quality of DHM, which is a key step to reconstructing a topographic image with higher precision [7–14]. In order to suppress the zero-order and the twin-image, the phase-shifting method and frequency filter method provide a notable solution, avoiding the overlapping of the reconstructed image [1,15–21]. Because of a phase distortion introduced by the MO, physical or numerical compensation methods may be adopted to eliminate the quadratic phase distortion and other phase distortions [22–30]. Because the coherent source produces the inherent coherent noise in the reconstructed image, the low-coherent resource, multiplexing holograms methods, and digital processing methods have been studied to improve the imaging quality, respectively [31–38]. The lateral resolution is related with the wavelength and the MO’s numerical aperture. Therefore, the synthetic aperture method [39–43] and structured illumination approach [44–47] are utilized to enhance the resolution when the wavelength remains unchanged. In addition, when the specimen’s depth change is larger than the optical path of a wavelength, the phase unwrapping algorithms are adopted to obtain the real phase for \(2\pi\) ambiguity problem [48–50], in which multi-wavelength phase unwrapping methods permit larger synthetic wavelengths to unwrap [51–53].

In the paper, imaging quality improvement is performed in DHM, aimed at phase aberration compensation and coherent noise suppression. In Section 2, the basic principle of DHM is introduced. In Section 3, the tilt phase error compensation is provided. In Section 4 the phase aberration compensation is summarized. In Section 5, the coherent noise suppression is presented. The progress and problems of the related methods are analyzed and discussed.

2. Basic Principle of DHM

DHM allows for inserting a MO with different magnification in the object branch to enhance the lateral resolution, thus the interference happens between the spherical object wave and the plane reference wave in a pre-amplification configuration. The schematic of off-axis DHM pre-amplification configuration is shown in Figure 1. \(O(x,y)\) and \(R(x,y)\) represent the object wave and the reference wave, respectively. The object light propagates from the object input plane \((x_0,y_0)\) to the CCD output plane \((x,y)\), through the MO plane \((x',y')\). The quadratic phase factor introduced by MO is expressed as [54]:

\[ t(x',y') = \exp \left[ -\frac{jk}{2f_1} \cdot \left( x'^2 + y'^2 \right) \right] \]  

(1)

where \(k\) is the wave number \(2\pi/\lambda\), \(\lambda\) is the wavelength of the laser source, and \(f_1\) is the focal length of MO. The wave field propagation process is described based on the Fresnel diffraction. The object field \(O_0(x_0,y_0)\) goes through two Fresnel transformations, from input plane to MO over the distance \(d_1\), further to the output plane over the distance \(d_2\). The output field \(O(x,y)\) is derived as [55]:

\[
O(x,y) = -\frac{jk}{4\pi^2 z_1'} \cdot \exp[jk(d_1 + d_2)] \cdot \exp \left[ \frac{jk}{2z_1'}(x'^2 + y'^2) \right] \times \int \int dx_0 dy_0 O_0(x_0,y_0) \exp \left[ \frac{jk}{2z_0'}(x_0^2 + y_0^2) - \frac{jk}{2}(xx_0 + yy_0) \right],
\]

(2)

where

\[
\begin{align*}
1/q_M &= 1/d_1 + 1/d_2 - 1/f_1 \\
z' &= d_1 d_2/q_M = d_1 + d_2 - d_1 d_2/f_1 \\
z_0' &= d_1^2/(d_1 - q_M) \\
z_1' &= d_2^2/(d_2 - q_M)
\end{align*}
\]

(3)
where the asterisk denotes the complex conjugate. The reference wave is written as:

\[ R(x, y) = \exp[-jk(x \cos \alpha + y \cos \beta)] \]

where \( \alpha \) and \( \beta \) are the incident angle with respect to the \( x \) axis and \( y \) axis, respectively. In Equation (4), the first two terms are the intensity terms corresponding to the zero-order image. The third term and the fourth term are object and reference interference terms, respectively, including the amplitude and phase information. The zero-order image and conjugate image may disturb the object image, further influencing adversely on the imaging quality of the reconstructed image. Hence, the frequency filtering only retains the object image. The new hologram is written as:

\[ I_H'(x, y) = O(x, y)R^*(x, y). \]

A digital reference plane wave \( B \) is introduced to compensate the reference wave’s conjugate in the new hologram. It requires that \( B \) should possess the identical tilt angle with the physical wave \( R \). Equation (6) is transformed as:

\[ U(x, y) = O(x, y) \cdot R^*(x, y) \cdot B(x, y). \]

It is seen from Equation (7) that it only recovers the CCD output field, instead of the aerial image produced by the MO. The output field in the image plane \((x_i, y_i)\) should be obtained by Fresnel transform from the CCD plane to the image plane over the distance \( z_i \), then it is expressed as:

\[ U(x_i, y_i) = A \exp \left[ \frac{jk}{2z_i} (x_i^2 + y_i^2) \right] \Im \left\{ U(x, y) \exp \left[ \frac{jk}{2z_i} (x^2 + y^2) \right] \right\}, \]

where \( A \) is given as:

\[ A = \frac{\exp(jkz_i)}{j\lambda z_i}, \]

and the corresponding Fourier transform frequency is written as:

\[ f_x = \frac{x_i}{\lambda z_i}, f_y = \frac{y_i}{\lambda z_i}. \]
Finally, the intensity distribution $I$ and the phase distribution $\phi$ of the reconstructed image are described as follows:

$$I(x_i,y_i) = \text{Re}[U(x_i,y_i)]^2 + \text{Im}[U(x_i,y_i)]^2,$$

$$\phi(x_i,y_i) = \arctan\frac{\text{Im}[U(x_i,y_i)]}{\text{Re}[U(x_i,y_i)]},$$

where $\text{Im}[]$ and $\text{Re}[]$ denote the imaginary and real parts, respectively. This realizes the reconstruction in the DH pre-amplification configuration and obtains the quantitative intensity and phase information.

### 3. Tilt Phase Error Compensation

The angle between the object and reference wave brings about the tilt phase error, though the off-axis configuration separates the zero-order and twin-images spatially, which will result in the appearance of tilt in the topography of the reconstructed image. In recent years, many scholars have conducted research on the compensation of the tilt phase error to improve the imaging quality. In 1999, Cuche et al. [6] proposed a digital reference wave method. The new hologram $I_{\text{4}'}$ only includes original image information and a reference wave’s conjugate after frequency filtering, and it multiplies by a digital reference wave that is the same as a physical reference wave to eliminate the tilt phase error. The method has been widely applied [5,23,56,57].

Tilt phase error compensation was discussed initially in interferometry. In 1982, Takeda et al. [58] proposed the Fourier transform method, in which the input fringe pattern was represented by:

$$g(x,y) = a(x,y) + c(x,y) \exp\left[j(2\pi fx_{x0} + 2\pi fy_{y0})\right] + c^*(x,y) \exp\left[-j(2\pi fx_{x0} + 2\pi fy_{y0})\right],$$

where $a(x,y)$ was the background intensity, $b(x,y)$ was the visibility of the fringes, $f_{x0}$ and $f_{y0}$ were the spatial carrier frequencies in the $x$ and $y$ directions, respectively, $q(x,y)$ was the modulating phase, and $c(x,y)$ was given as:

$$c(x,y) = \frac{1}{2} b(x,y) \exp[j\phi(x,y)].$$

The Fourier transform of Equation (11) was given as:

$$G(f_x,f_y) = A(f_x,f_y) + C(f_x-f_{x0},f_y-f_{y0}) + C^*(f_x+f_{x0},f_y+f_{y0}),$$

where $A(f_x,f_y), C(f_x-f_{x0},f_y-f_{y0})$ and $C^*(f_x+f_{x0},f_y+f_{y0})$ were the Fourier transforms of $a(x,y), c(x,y)$ and $c^*(x,y)$, respectively. Since the spatial variations of $a(x,y), b(x,y)$ and $q(x,y)$ were slow compared with the spatial carrier frequency $f_{x0}$ and $f_{y0}$, the Fourier spectra in Equation (13) were separated by the carrier frequency $f_{x0}$ and $f_{y0}$. Either of the two spectra on the carrier was translated by $f_0$ on the frequency axis toward the origin to realize the tilt phase error elimination. After that, Cuche et al. [16] utilized the spectrum translation method around year of 2000. The method corresponds to the multiplication of a plane wave in the digital reference wave method [23,26,59].

In 2003, Ferraro et al. [22] removed the tilt phase error by means of the phase mask. Compared with other methods, the proposed method first found the correcting wave front in the hologram plane, not directly at the reconstructed plane. The reconstructed phases, relating to the recorded hologram and correcting wave front, were subtracted to obtain the compensated contrast-phase image, in which the correcting wave for tilt error compensation was given by the adjustment of the mask’s parameters.

The surface fitting method was presented by Colomb et al. [23,60] in 2006 to compensate phase error. A model of 2D standard or Zernike polynomials was selected to fit a blank region of the reconstructed image, and then a surface fitting could obtain their parameters, thus realizing the phase error compensation. However, the fitted blank region does not include the total phase information, which would result in the residual error.
In 2009, Cho et al. [56] presented a numerical procedure of a tilt phase aberration compensation by interference patterns in in-line configuration. Because the tilt aberration had no effect on the phase of the sample, the parameters of the tilt phase may be extracted from the period of interference patterns in the reconstructed image. The corrected phase was computed and the real phase was recovered. The method uses only one hologram to minimize the tilt aberration in in-line DH. But for the interference fringe with a higher density, the application of this method would be restricted.

In a word, the digital reference wave method and the spectrum translation method are the two most common approaches to compensate the tilt phase aberration, in which they need not obtain the mathematic model of phase distortion in advance [5,22] and they avoid the problems of inaccurate fitting results due to the surface profile [23,60]. However, the two methods first require the hologram spectrum’s centering judgment of side band. One obtains the tilt parameters by means of spectrum centering, another uses the spectrum centering as the basis for its translation. Hence, the correct hologram spectrum’s centering judgment of side band plays a critical role in the two approaches. Its realization is mainly to select the spectrum’s amplitude maximum [16,23,26,57,59]. In effect, it is difficult to determine the specimen spectrum’s center location of side band simply by the amplitude maximum in the pre-amplification configuration [23,26,59]. Figure 2 gives the procedure of spectrum centering in the spectrum translation method. The correct spectrum centering, labeled by the white cross, was obtained by the filtered spectrum’s amplitude maximum, as shown in Figure 2a. The arrow represents the shift between the amplitude maximum of the frequencies associated with the virtual image and the center of the entire spectrum. The tilt phase error can be suppressed by translating the filtered spectrum in the frequency domain, as shown in Figure 2b. Due to the presence of the quadratic phase aberration induced by the MO, the amplitude distribution of the spectrum appeared to spread, as shown in Figure 2c. The nonpunctual central frequency resulted in the failure to judge the spectrum center, which differed from the judging result in Figure 2a. However, it was pointed out by Colomb et al. [23] that the judgment of the spectrum’s amplitude maximum was adversely affected by the shifting accuracy and the central frequency spreading. They did not provide the solution to obtain the correct spectrum’s centering of side band in pre-amplification configuration.

![Figure 2](image_url)  
**Figure 2.** Procedure of spectrum centering in the spectrum translation method. (a) Initial filtered spectrum; (b) Spectrum centered; (c) Spectrum of a hologram for which the curvatures of the reference and object waves were different, inducing a nonpunctual central frequency in the spectrum. (Reproduced with permission from [23], Copyright OSA publishing, 2006).

In order to obtain the correct spectrum centering, some scholars have developed the research on the carrier frequency elimination methods. In 2010, Fan et al. [61] analyzed that if the carrier frequencies were not an integer multiple of the frequency interval, the peak coordinates of $C$ and $C^*$ in Equation (13) would not be equal to the carrier frequencies. Aimed at the problem, a carrier frequency judgment method by means of a spectral centroid was presented to suppress the carrier removal error. The method was applied for the case that the carrier frequencies were not an integer...
multiple of the frequency interval. Yet for the asymmetric spectrum, the spectral centroid judgment shows randomness and instability because the carrier frequencies estimated are affected by the noise distribution in the fringe pattern.

The argument judgment method, proposed by Cui et al. in 2011 [59], selects the argument maximum of the hologram spectrum as the spectrum center to remove the tilt aberration. It was found from the experimental results that the argument maximum corresponded to the carrier frequencies, as shown in Figure 3. Figure 3b–d are the modulus image, argument image, and the three-dimensional argument distribution of the hologram spectrum, respectively. Fortunately, there always existed a maximum on the argument distribution, as shown in Figure 3c,d. Selecting it as the center, the filtered hologram was translated down to the origin of coordinates. The phase contrast imaging of the cervical carcinoma cells demonstrated the method.

![Figure 3](image-url)

**Figure 3.** Principle of argument judgment method. (a) Hologram of the cervical carcinoma cells; (b) Modulus image; (c) Argument image; (d) Three-dimensional argument distribution of the hologram spectra. (Reproduced with permission from [59], Copyright Elsevier publishing, 2011).

In 2014, Du et al. [62] presented a carrier frequency elimination method based on interferogram zero padding and a fast Fourier transform. The zero padding in the spatial domain of the discretization interferogram could achieve up-sampling in the frequency domain, which provided the solution for removing the residual tilt aberration under the condition that the carrier-frequency of carrier interferogram usually were not equal to an integer multiple of the Nyquist basic frequency. It was demonstrated that the carrier-removal error was reduced to $1/k$ of that in the traditional Fourier transform method, where $k$ was sampling factor. However, the method comes at the expense of the computation due to zero padding.

In 2016, Liu et al. [55] proposed an approach locating the center of the side band based on the unwrapped phase maximum of spectrum to compensate tilt phase aberration in the DH pre-amplification configuration. The filtered Fourier spectrum of the hologram at the image plane was composed of the 2D convolution between a quadratic phase function with translation and the Fourier transform of the sample. Due to the quadratic phase function caused by the MO, the amplitude of the hologram spectrum in the absence of a sample, spread and turned into the rectangle shape from a delta function, which would have a direct effect on the spectrum’s centering judgment. Whereas the Fourier spectrum of the hologram was a complex function, its unwrapped phase distribution...
always appeared at the extremum corresponding to the carrier frequency. The correct hologram spectrum’s center location of side band can be obtained by judging its unwrapped phase maximum. The experiment selected the microhole array, phase grating, and a pair of concave and convex phase steps as samples. By comparison of the spectrum’s centering judgment results between amplitude maximum and unwrapped phase maximum, the feasibility of the presented method was demonstrated. Compared to the surface fitting approach, the proposed method has the simple and fast performance advantages, immune to the limitation of selecting a blank region in proximity to the sample.

4. Phase Aberration Compensation

According to the basic principle of DHM, the first term in Equation (3) is zero when CCD locates at the image plane. Thus Equation (2) may be simplified as:

\[ O_{\text{image}}(x, y) = A_0 \exp \left[ -j \frac{k}{2f_1 M_0} \left( x^2 + y^2 \right) \right] O_0 \left( x M_0, y M_0 \right), \quad (14) \]

where \( M_0 \) is lateral magnification, i.e.,

\[ M_0 = -\frac{d_2}{d_1} \quad (15) \]

and the constant \( A_0 \) is written as:

\[ A_0 = \exp \left[ jk \left( d_1 + d_2 \right) \right] \frac{4\pi^2}{M_0}. \quad (16) \]

Bringing Equations (5) and (14) into Equation (6), the filtered hologram is expressed as:

\[ I_{\text{Himage}}(x, y) = O_{\text{image}}(x, y) R^*(x, y) = A_0 \exp \left[ -j \frac{k}{2f_1 M_0} \left( x^2 + y^2 \right) \right] O_0 \left( x M_0, y M_0 \right) \cdot \exp \left[ jk (x \cos \alpha + y \cos \beta) \right]. \quad (17) \]

It is seen that there always exists the two main phase distortions in DHM, which reflects the difference between the reconstructed phase and the measured phase. The first-order phase distortion is caused by the noncoaxis between the object and reference waves in off-axis configuration. It is given as:

\[ \xi_1(x, y) = \exp \left[ jk (x \cos \alpha + y \cos \beta) \right]. \quad (18) \]

The quadratic phase distortion is introduced by MO and its expression is shown as:

\[ \xi_2(x, y) = \exp \left[ -j \frac{k}{2f_1 M_0} \left( x^2 + y^2 \right) \right]. \quad (19) \]

The two distortions result in the tilt and curvature that occurred in the reconstructed phase. Therefore, it is essential to apply a compensation approach to remove the phase aberrations. The phase aberration compensation approaches may be divided into two categories that are physical and numerical compensation methods. The physical compensation methods allow the optical configuration to realize the phase distortion elimination, such as the double exposure method [22,63], the two same MOs inserted in the object and reference branches [25,26,29,64], and telecentric arrangement [28,30].

In 2003, Ferraro et al. [22] proposed the double exposure method, which required recording two holograms. One was an object hologram with a sample, another was a reference hologram with a phase distortion in absence of a sample. The two reconstructed phases were subtracted to compensate for the distortions introduced by the optical components. It is ensured that the optical configuration is strictly the same in the two recording processes. Subsequently, the principle analysis and the experimental demonstration were further performed by Zhou et al. in 2009 [63]. The double exposure method by background subtraction is simple and practical. However, the application of the method is restricted for the sample with high-spatial-frequency content since it needs to select a blank region in absence of a sample as the reference. Aiming at the problem, Choi et al. [65] presented an aberration
compensation method using lateral shifting and spiral phase integration in 2017. Three holograms were captured by laterally shifting the samples in orthogonal directions. The subtraction of the original phase from the shifted phase images was completed to cancel the aberration out, as shown in Figure 4. Figure 4a shows the region selection results for the conventional background subtraction method and the shift differential method. In the conventional background subtraction method, a sample region in Figure 4b and a background region in Figure 4c are recorded. In the shift differential method, the sample region and its vertical and horizontal shifts are recorded. Figure 4b–d depicts the principle of the conventional background subtraction method, whereas Figure 4e–g provides the principle of shift differential method. It was shown that the presented method may be useful for measuring confluent samples, which was not available in the background subtraction method. But the requirement of the additional holograms restricted its application in dynamic measurement.

![Figure 4](image)

**Figure 4.** Principles of the shift differential method. (a) Region selection for conventional background subtraction method and shift differential method; (b) Phase image of a sample region; (c) Aberration image obtained from the background phase image; (d) Improved phase image, which is the subtraction of the aberration image from the phase image; (e) Horizontal shift differential phase image; (f) Vertical shift differential phase image; (g) Phase image retrieved from the spiral phase integration of differential phase images. (Reproduced with permission from [65], Copyright OSA publishing, 2017).

The introduction of the MO enables the output to become the spherical wave in the pre-amplification configuration. When the interference happens between the spherical and plane waves, the hologram pattern is a set of circle fringe. This proved that quadratic phase distortion exists. In order to resolve the problem, Mann et al. [64] inserted the same MO2 in the reference branch as the MO1 in the object branch in 2005, in which the MO2's location was adjusted to offset the phase curvature in the object branch, as shown in Figure 5. The distance of $L_0 + L_1$ was equal to the distance of $L_0 + L_2$ as adjustable as possible to ensure the matching of the spherical waves in two branches. In addition, Qu et al. [25,26,29] further carried out the research on the Michelson interference structure. They observed the spectrum distribution of a hologram to judge whether or not to remove the quadratic phase distortion. The method demands that only the distances between the MO and the CCD in the two branches are controlled precisely. The phase curvature can be eliminated.
phases were subtracted to obtain the sample information.

The telecentric optical arrangement, composed of the MO and a collimated lens in the object branch, enabled the object wave to be plane from the spherical wave. The collimated lens with a larger focus length \( f_2 \) and a smaller numerical aperture was located behind the MO. Its front focus plane coincided with the MO’s rear focus plane, resulting in an afocal arrangement. The interference happened between two plane waves, thus compensating the quadratic phase distortion. When the object was located at the MO’s front focus plane, the image would be produced in the rear focus plane of the collimated lens. The lateral magnification was estimated by the ratio of the lens’s focal length \( f_2 \) to the MO’s focal length \( f_1 \). The depth of the grooves of the zone plate was measured by the telecentric DHM. It was found that it agreed with the results obtained by profilometer. The method not only compensates the quadratic phase distortion, but enlarges the available region of spatial frequency in the off-axis configuration. In 2013, the same team [30] continued to analyze the telecentric arrangement in-depth. They demonstrated that the afocal arrangement possesses the shift-invariant imaging property, and the optical arrangement can remove the quadratic phase aberration.

The numerical compensation methods mainly include a phase mask [22,26,60], the reference conjugated hologram [66–68], and the surface fitting method [23,60,69–71]. A phase correcting model at the hologram plane was established by Ferraro et al. [22] in 2003, in which the correcting parameters were found by the flat area in proximity to the sample, but without the sample. The four correcting wave fronts with unitary amplitude but complex phases were given. The first three terms were considered to eliminate the circular fringes and slightly elliptical fringes, and the last term was used to remove the residual tilt. The reconstructed phase-contrast image of the sample and the reconstructed correction phase were obtained by propagation at distance \( z_i \), respectively. The two reconstructed phases were subtracted to obtain the sample information.
In 2006, Colomb et al. [60] adopted the phase mask to remove the phase distortion. Compared to the method presented by Ferraro [22], the correcting parameters were estimated by directly fitting the blank region of unwrapped phase. The polynomial formulation at the reconstructed plane was introduced as:

\[
G(x,y) = \exp \left[ -j \sum_{h=0}^{H} \sum_{v=0}^{V} P_{h,v} x^h y^v \right],
\]

where \(H\) and \(V\) defined the polynomial orders in the horizontal and vertical directions, respectively; \(P_{h,v}\) defined a set of reconstruction parameters, in which \(P_{0,0}\) represented the constant term, \(P_{1,0}\) and \(P_{0,1}\) represented the first-order term with respect to the different axis, \(P_{2,0}\) represented the quadratic term. The different physical quantities can be evaluated by the different order polynomials if necessary. The reconstructed image which is immune to the phase distortion became:

\[
U'(x,y) = G(x,y) \cdot U(x,y),
\]

where \(U(x,y)\) was the reconstructed image before compensation. The numerical phase mask method must give the correcting model in advance. Its application is also restricted for the sample with high-spatial-frequency content due to fitting an area in absence of a sample.

The surface fitting can obtain the phase distribution of a reconstructed image by means of a polynomial fitting. The fitted phase is subtracted from the reconstructed phase to eliminate the phase distortion. The approach may be divided into two situations. The first one is to fit a blank area in proximity to the sample, and further obtain the fitted phase distribution of the total reconstructed phase. The method requires that the total phase distortion is identical in a reconstructed plane. As examples, Colomb et al. adopted the high-order mathematical model [60] and Zernike the polynomial fitting [23] in 2006, while Min et al. [70] employed the least square ellipsoidal model in 2012. These fitting methods were all completed under the certain condition of a sample-free area in the reconstruction plane.

The second of the two situations is to fit the total reconstructed phase, in which the thin sample is considered to be a modulation superimposed on the aberration distribution. The fitting of the total unwrapped phase is seen as the fitting for the phase distortion distribution, instead of a sample. It does not require a sample-free region to execute. For example, Miccio et al. [71] applied Zernike polynomials to fit in 2007, and Zhang et al. [69] carried out the surface fitting based on the second-order mathematical model of phase distortion in 2011. However, their fitting results were frequently affected by the sample’s topographic distribution.

The fitted phase distribution \(\phi_{fit}(x,y)\) may be obtained according to the methods mentioned above. It is subtracted from the reconstructed phase \(\phi_{rec}(x,y)\) to recover the sample phase free of aberration, that is:

\[
\phi(x,y) = \phi_{rec}(x,y) - \phi_{fit}(x,y).
\]

In 2014, Liu et al. [72] proposed the total aberrations compensation method based on the Zernike surface fitting in the telecentric arrangement of DHM. In order to compensate the quadratic phase aberration, the telecentric arrangement demanded precise adjustment of the distance between the MO and the collimated lens. The adjustment was realized by way of observation, but the analyses found that observing the interference fringes’ shape [28] or the Fourier spectrum’s distribution of hologram [25–28] may fail, and results in the residual phase curvature [25,73]. Aiming at the situation, a posteriori numerical compensation based on the Zernike surface fitting was performed. The Zernike fitting results of the total phase reflected the slow distribution of phase distortion for the sample with high-spatial-frequency content. The experimental micro-holes were estimated as high as 550 nm and its corresponding height standard derivation reached 19 nm. The method is immune to topographic distribution due to the application for sample with high-spatial-frequency content. It reduces the difficult of precisely adjusting the distance in the telecentric arrangement and improves the imaging quality in construction.
A reference conjugated hologram approach was presented by Colomb et al. [67] in 2006. The reference conjugated hologram was produced by means of a sample hologram to correct the phase distortion. Subsequently, Kühn et al. [66] in 2008 and Coppola et al. [68] in 2010 carried out the corresponding research, respectively. The method can be applied for dynamic measurement only by one hologram, but it demands that there exists a blank region in proximity to the sample. In 2013, Zuo et al. [74] proposed a numerical phase aberration compensation method based on the principal component analysis (PCA). By means of a singular value decomposition, the phase aberration function $Q$ was determined as:

$$Q(x, y) = \exp[j(k_x x + k_y y)] \exp[j(l_x x^2 + l_y y^2)],$$

(23)

where $l_x$ and $l_y$ were the parameters to describe the spherical phase curvature. Its conjugate multiplied with the filtered hologram, leads to a new aberration-free hologram. The experiments of two cells were performed, in which the subcellular features as well as the thin borders of the cells were clearly observed without any curved or tilted background. Despite this, the approach improves the compensation efficiency by transferring 2D phase unwrapping and 2D surface fitting into a 1D procedure on two orthogonal directions. The PCA itself is the time-consuming task due to its processing time. To ensure efficiency, an optimal PCA-based method, proposed by Sun et al. [75] in 2016, only extracted the reduced-sized aberration spectrum to compensate the phase aberration, thus improving the computational efficiency. In 2017, Nguyen et al. [76] proposed an automatic phase aberration compensation method that combines a supervised deep learning technique with a convolutional neural network (CNN) and the Zernike polynomial fitting. The deep learning CNN was implemented to detect the background region automatically, which resolved the problem of aberration and the speckle noise that existed in other segmentation techniques. In addition, the Zernike polynomial was allowed to compute the self-conjugated phase to compensate for most aberrations. The approach can perform the real-time and automatic phase aberration compensation in DHM.

The comparison of the phase aberration compensation methods are shown in Table 1. The advantages and limitations of the physical and digital compensation methods are listed. These methods can compensate for the different phase aberrations. The physical compensation methods are mainly restricted by adjustment or two holograms recording, while the limitations of the numerical compensation methods focus in the fitted region and the fitting model.

| Method | Advantage | Limitation |
|--------|-----------|------------|
| Double exposure method [22,63,65] | Compensating aberrations in optical components | Recording two holograms |
| Two MOs compensation method in two branches [25,26,29,64] | Compensating quadratic phase aberration | Precisely adjusting the distance between MO and CCD |
| Compensation method in telecentric arrangement [28,30] | Compensating quadratic phase aberration | Precise adjustment of the distance between MO and collimated lens |
| Phase mask method [22,26,60] | Compensating aberrations set by mask | Requiring the sample-free blank region |
| Surface fitting method for a blank area [23,60,70] | Compensating aberrations set by polynomials | Requiring identical distortion in the total phase |
| Surface fitting method for a total reconstructed phase [69,71,72] | Compensating aberrations set by polynomials | Affection by sample’s topographic distribution |
| Reference conjugated hologram method [66–68] | Compensating aberrations set by polynomials | Requiring the sample-free blank region |

5. Coherent Noise Suppression

The laser source, as a coherent illumination, enables the holographic imaging to suffer from the coherent noise, thus reducing the sharpness of the image details and further degrading the imaging quality. The coherent noise or speckle occurs in reconstructed images when there is an incident of
coherent light on an object with an optically rough surface. For the reflection, the grain speckle is found when the reflected light irradiates on the sample surface. For a nondiffusing object, such as a transparency, the grain coherent noise is introduced from an undesired diffraction and from multiple reflections, such as the dust particles, scratches, and defects on and in the optical elements. The specimen information affected by the multiplicative coherent noise is expressed as:

\[ O_{0}(x_0,y_0) = S(x_0,y_0) \cdot N(x_0,y_0) = A_s \exp(j\phi_s) \cdot A_N \exp(j\phi_N), \]

where \( S(x_0,y_0) \) and \( N(x_0,y_0) \) represent the complex amplitude of the specimen and coherent noise, respectively; \( A \) is the amplitude and \( \phi \) is the phase.

There have been a number of approaches to reduce the coherent noise. They may be divided into three categories. The first kind consists of reducing the coherent nature of the laser source by the low spatial or temporal coherent source. In 2004, Dubois et al. [77] proposed the method in which a ground glass was placed behind the laser to reduce the spatial coherence of the light source. The method also has been studied by Dubois et al. in 2006 [78]. The synthetic aperture of the Fourier holographic optical microscopy, proposed by Alexandrov et al. [79] in 2006, performed a spatial averaging over illumination with various spatial frequencies to reduce the speckle noise. Later in 2013, Lee et al. [80] discussed the speckle noise reduction based on a synthetic Fourier transform light scattering. As a low spatial coherent source, Choi et al. [81] in 2011 and Farrokhi et al. [82] in 2017, employed the dynamic speckle illumination to suppress the speckle noise in DHM, respectively. At the same time, the low temporal coherent source was also applied as an illumination to reduce the source coherence. For example, the femtosecond pulse laser used by Massatsch et al. [83] in 2005, the Ti-sapphire pulsed laser selected by Shin et al. in 2015 [84], the white light source employed by Ding et al. [85] in 2010, Bhaduri et al. [86] in 2012 and Bhaduri et al. in 2013 [87], the light-emitting diode (LED) adopted by León-Rodríguez et al. [88] in 2012, Garcia-Sucerquia [89] in 2013, and Agour et al. [90] in 2017, respectively, have offered immense contributions. These kinds of methods may reduce focal depth and strictly demand the optical path difference between the object and reference beams, thus increasing the adjustment difficulty of the light configuration. In addition, the incoherent DH has attracted much attention in recent years [91–99], allowing a higher signal-to-noise ratio as compared with the laser source. The incoherent DH includes two kinds of techniques, i.e., optical scanning holography (OSH) [91–94] and Fresnel incoherent correlation holography (FINCH) [95–98]. OSH is based on scanning imaging, thus it is relatively complicated and slow but has no hard limitation on the recording size and pixel pitch. FINCH is based on the single-path and self-interference interferometer, hence it is simple and suitable for dynamic holograms. However, there is a large bias buildup for complicated objects in FINCH due to the self-interference holographic technique.

The second kind of method is based on temporal integration by multiplexing holograms. The multiple holograms with uncorrelated noise patterns are recorded by different optical approaches. These approaches utilize the averaging effect to reduce the coherent noise. There are many ways of implementation, such as the different illumination angles proposed by Quan et al. [100] in 2007, the different wavelengths presented by Nomura et al. [33] in 2008, the different polarizations adopted by Rong et al. [35] in 2010 and Xiao et al. [101] in 2011, and the moving diffusers presented by Garcia-Sucerquia et al. [102] in 2006 and Kubota et al. [103] in 2010. Moreover, the implementation was also realized by laterally shifting an object, proposed by Pan [104] in 2011. The method of shifting the camera was demonstrated by Baumbach et al. [105] in 2006 and Pan et al. [106] in 2013, respectively. In 2016, Herrera-Ramirez et al. [107] utilized the slight rotation of an object to perform the coherent noise suppression. However, this kind requires a complex optical arrangement, which limits the number of recorded holograms with different noise. In addition, real-time measurement fails as a result of the longer capture time.

The third kind of method is based on digital processing with a single hologram. For instance, Garcia-Sucerquia et al. [31] adopted median and mean filtering in 2005. Sharma et al. [108] employed wavelet transformation process in 2008. Cai et al. [109] reduced the coherent noise by means of the
transformation of the multiplicative noise into an additive one in 2010. Despite the fact that typical digital processing methods only record one hologram, the imaging resolution was adversely affected due to the loss of object information. In 2007, Maycock et al. [110] proposed the discrete Fourier filtering method, in which the speckle was suppressed by shifting a bandpass filter of spectrum. The method has advantages over conventional median and mean filtering methods, but it may lose the resolution and in-axis optical arrangement is its constraints. Furthermore, Abolhassani et al. [111] divided a recorded hologram into several sub-holograms in 2012. Each sub-hologram was reconstructed individually, and the speckle-reduced image can be obtained by averaging them. In 2016, Leportier et al. [112] reconstructed an image downsampled randomly by application of the compressive sensing algorithm. By repeating this procedure several times with different random downsamplings, the multiple reconstructed images with different speckle were averaged. It was demonstrated that the speckle noise was reduced drastically. Compared with the first two kinds of speckle reduction methods, the digital processing methods only utilize one hologram to realize the noise suppression, instead of manual operation or recording multiple holograms. However, their image resolution is affected due to loss of sample information.

The methods based on shifting a binary mask have been studied to suppress the coherent noise. In 2007, Maycock et al. [110] applied the discrete analog of the conventional Fourier filtering to DH. The proposed discrete Fourier filtering was to filter the Fourier plane date in the discrete Fourier plane. The filter process was repeated \( n \) times by means of shifting a bandpass filter and the resulting intensities were averaged to obtain the speckle-reduced image. Despite only one hologram, the method losses the spatial resolution of the reconstructed image and is suitable for an in-axis optical arrangement.

At the same year, Morimoto et al. [113] presented an effective method using the windowed holograms to reduce the speckle noise, which was a window function with a value of one in a small region of the whole hologram area and a value of zero in the rest. The windowed hologram was obtained by a multiplication of the window function by the complex amplitude of the original hologram. By moving the window, many phase-difference values of the reconstructed images obtained with different windows were averaged with weights. The method using phase-shifting DH provided a very high-resolution displacement measurement, in which the standard deviation of error reached 88 pm. But the speckle-reduced image exhibits a lower spatial resolution.

A single-shot speckle reduction approach was proposed by Hincapie et al. [114] in 2015. The principle is identical with that of the method presented by Morimoto [113]. The \( S = T \times T \) different sub-holograms were the results of the original hologram times a binary dynamic mask containing a movable window, as shown in Figure 7, in which \( T \) denoted the sub-hologram number in one dimension. They may be considered as having been recorded by CCD at \( S \) different locations. Each sub-hologram yielded a reconstructed image with the same sample information, but with a different speckle pattern. The experimental results of the speckle noise reduction were shown in Figure 8. These results showed a reduction to 0.28 from 1.0 in the contrast \( C \) of speckle noise as the value of \( S \) increased from 1 to 16, in which \( C \) is the ratio between the standard deviation and the mean value of the intensity of the reconstructed image. But the precondition of the approach was that the sub-holograms cannot be overlapped. Therefore, the relationship between the speckle reduction effect and the loss of spatial resolution is a trade-off.
showed that the image contrast and the spatial resolution were decreased with the smaller aperture reconstructed images meant that the speckle suppression was achieved. The experimental results and many different speckle patterns were produced. The average of the amplitudes of multiple the reconstructed image was distributed in the whole area of hologram, thus each spatial frequency of sub-holograms were the results of the original hologram times a binary dynamic mask containing a and the loss of spatial resolution is a trade-off.
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Figure 7. Schematic of the generation of sub-holograms in the single-shot speckle reduction approach. (Reproduced with permission from [114], Copyright OSA publishing, 2015).

Figure 8. Results of the single-shot speckle reduction approach. (a) $S = 1$ sub-hologram; (b) $S = 4$ sub-holograms; (c) $S = 9$ sub-holograms; (d) $S = 16$ sub-holograms. (Reproduced with permission from [114], Copyright OSA publishing, 2015).

Compared to the approach proposed by Hincapie [114], the speckle reduction by spatial-domain mask, presented by Fukuoka et al. [115] in 2016, permitted the spatial-domain mask to overlap, which released the limit of the available number of the images to be synthesized. A number of reconstructed images were obtained by shifting a digital aperture in the original hologram. Each spatial frequency of the reconstructed image was distributed in the whole area of hologram, thus each spatial frequency of these sub-holograms was uniformly distributed. As a result, the shifting aperture could be overlapped and many different speckle patterns were produced. The average of the amplitudes of multiple reconstructed images meant that the speckle suppression was achieved. The experimental results showed that the image contrast and the spatial resolution were decreased with the smaller aperture
size, respectively. Moreover, the larger number of the synthesized images also obtained the improved
speckle contrast at the same aperture size. The method may be applied to the dynamic measurement
only by one hologram. However, the spatial resolution of the reconstructed images also depended on
the aperture size, even if the sub-holograms were allowed to overlap each other.

Based on the above analyses, it is essential to study a digital processing method to reduce the
effect of coherent noise without a loss of spatial resolution, which provides a facility for real-time
measurement. Liu et al. [116] presented a method of coherent noise reduction using a laterally shifting
hologram aperture in 2016. The digital method was similar to a laterally shifting CCD to reduce the
coherent noise in the optical arrangement. The hologram with the larger size (compared with the
hologram size to be reconstructed) was captured by a camera as the original hologram. The digital
aperture was shifted in the original hologram. To suppress the loss of the spatial resolution of the
reconstructed image, the aperture size was required to contain the whole specimen to be reconstructed,
instead of extracting the specimen’s part information. Each sub-hologram sampled at a different
position was reconstructed. The average effect was employed for different reconstructed images to
reduce the coherent noise. The experimental results of the microhole array showed that the proposed
method decreased the phase standard deviation and distribution range of the reconstructed phase.
At the same time, the reconstruction of the resolution chart demonstrated that the spatial resolution
was immune to the average effect in speckle reduction. Since each sub-hologram remains the total
specimen, the method with a single hologram can realize the coherent noise reduction without a loss
of spatial resolution.

Table 2 shows several kinds of coherent noise suppression methods. The low coherent source,
noncoherent DH, and digital processing methods all record one hologram. Thus they may be suitable
for dynamic measurement. But these methods have respective limitations. The multiplexing holograms
method requires capturing multiple holograms and utilizing the average effect to reduce the coherent
noise, which results in a longer capture time and is not applied in the rapid dynamic measurement.

| Method                                | Advantage                                | Limitation                                      |
|---------------------------------------|------------------------------------------|------------------------------------------------|
| Low spatial or temporal coherent      | Recording one hologram                   | Increasing the adjustment difficulty of light    |
| source method [77–90]                 |                                          | configuration                                   |
| OSH method [91–94]                    | Higher signal-to-noise ratio             | Complicated setup and slower recording speed    |
| FINCH method [95–98]                  | Higher signal-to-noise ratio and         | Larger bias buildup for complicated objects     |
|                                       | dynamic measurement                      |                                                |
| Multiplexing holograms method [33,35,100–107] | Uncorrelated holograms obtained by       | Recording multiple holograms                   |
|                                       | different ways                           |                                                |
| Digital processing method [31,108–116]| Recording one hologram                   | Loss of spatial resolution                     |

6. Conclusions

Aimed at improving the imaging quality in DHM, research was carried out on the tilt phase error
compensation, phase aberration compensation, and coherent noise reduction, respectively. Recent
research progress was reviewed from different aspects, such as principle, category, advantage, and
applicability. In the tilt phase error compensation, the hologram spectrum’s centering judgment of
side band, as a precondition for the digital reference wave method and spectrum translation method,
was discussed. It can be demonstrated that correctly judging the hologram spectrum’s centering is
of importance for tilt phase error elimination. In phase aberration compensation, the physical and
numerical compensation methods were summarized, and their advantages and limitations analyzed,
respectively. In coherent noise reduction, the comparisons among coherent noise reduction methods
only by one hologram were conducted. At the same time, the influence of coherent noise suppression on the spatial resolution loss of a reconstructed image was also analyzed. In conclusion, the phase aberration compensation and coherent noise suppression are two critical research fields in improving DHM’s imaging quality, in which a number of research approaches and achievements have also emerged. The research on the automatic imaging quality improvement method with real-time and non-intervention characteristics, applied in a dynamic measurement such as cell migration, should be a critical development trend in the future.
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