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Abstract: The last two decades have seen an incessant growth in the use of Unmanned Aerial Vehicles (UAVs) equipped with HD cameras for developing aerial vision-based systems to support civilian and military tasks, including land monitoring, change detection, and object classification. To perform most of these tasks, the artificial intelligence algorithms usually need to know, a priori, what to look for, identify, or recognize. Actually, in most operational scenarios, such as war zones or post-disaster situations, areas and objects of interest are not decidable a priori since their shape and visual features may have been altered by events or even intentionally disguised (e.g., improvised explosive devices (IEDs)). For these reasons, in recent years, more and more research groups are investigating the design of original anomaly detection methods, which, in short, are focused on detecting samples that differ from the others in terms of visual appearance and occurrences with respect to a given environment. In this paper, we present a novel two-branch Generative Adversarial Network (GAN)-based method for low-altitude RGB aerial video surveillance to detect and localize anomalies. We have chosen to focus on the low-altitude sequences as we are interested in complex operational scenarios where even a small object or device can represent a reason for danger or attention. The proposed model was tested on the UAV Mosaicking and Change Detection (UMCD) dataset, a one-of-a-kind collection of challenging videos whose sequences were acquired between 6 and 15 m above sea level on three types of ground (i.e., urban, dirt, and countryside). Results demonstrated the effectiveness of the model in terms of Area Under the Receiving Operating Curve (AUROC) and Structural Similarity Index (SSIM), achieving an average of 97.2% and 95.7%, respectively, thus suggesting that the system can be deployed in real-world applications.
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1. Introduction

In recent years, computer vision techniques have become continuously more important to support a wide range of application areas, including foreground detection and/or background modeling for anti-intrusion and monitoring systems [1–5], object detection and target recognition for security and observation systems [6–10], human action and behavior recognition [11–16], assessment of progress of motor impairments by vision-based rehabilitation systems able to analyze body movements over time [17–19], or to support human-centered interfaces to drive advanced devices [20–22]. One of the application areas where computer vision has grown the most is without doubt the development of vision systems based on UAVs. In fact, as reported in the literature of the last 20 years, more and more UAVs equipped mostly with HD RGB cameras are commonly used to support innovative solutions in everyday life, such as precision agriculture [23,24], search and rescue [25,26], fire detection [27,28], and many others. Among these solutions, those relating to the aerial video surveillance of people, vehicles, and, events that occur on
the ground can be considered the most active research areas. In fact, on the one hand, an increasingly growing number of civilian applications need to perform monitoring missions able to interpret always more complex events, e.g., identification of flooded areas, detection of missing persons, and monitoring of quarantine zones; on the other hand, the needs of military applications are evolving quickly, requiring smart UAVs able to support a broad variety of dangerous missions, e.g., patrols, investigations, and protection of critical structures.

According to an in-depth analysis of the state of the art, traditional aerial video surveillance systems leverage pre-trained networks capable of recognizing and classifying a limited number of objects or events, which is not helpful under challenging circumstances in which unknown instances occur. Indeed, in [29], the authors present a robust multi-class object detection method combining a deep residual network, a feature pyramid structure, and a rotation region proposal network for extracting multiscale features and generating candidate-oriented bounding boxes surrounding only known targets in the aerial images. Again, in [30], the authors propose a novel Global Density Fused Convolutional Network (GDF-Net) composed of a backbone network, a global density model, and an object detection network, detecting and localizing only well-known target categories. Finally, in [31], the authors propose a pre-processing step and a pre-trained Convolutional Neural Network (CNN) to design a sea search and rescue system detecting already known objects of interest. Despite the excellent results obtained by these systems and their undoubted usefulness in critical situations, the recent trends focus on developing algorithms based on the Anomaly Detection (AD) concept. The latter moves its center of attention from detecting a set of classes known a priori to also detecting an eventually unknown set of objects or events that broadly differ from the others comprising the examined environment in terms of visual appearance and occurrences. In recent years, despite the increasing interest by the computer vision scientific community in AD applications, its usage for solving critical tasks (e.g., IED detection) in aerial surveillance from low-altitude video streams requires further investigations to consider all the possible challenges introduced by different types of ground (e.g., background clutter), variable size of objects (e.g., small objects with few pixels), and many others. Addressing such issues is the primary purpose of the present paper.

Starting from some of our previous experiences in designing UAV-based vision systems for aerial video surveillance [32–37] and from some interesting works in the use of the AD techniques in aerial images [38–41], in this paper, a novel two-branch GAN-based approach for low-altitude RGB aerial video streams to detect and localize anomalies in different types of ground for surveillance missions is presented. Notice that in this work, we are interested in detecting anomalies in particular operational scenarios such as analysis of the ground where military convoys travel to determine the presence of small dangerous objects (i.e., IEDs), analysis of the ground surrounding field hospitals to determine the presence of disguised small objects (e.g., traps), detection of small objects and artifacts that should not be in a specific place and, for this reason, are potentially dangerous, and many others. To test the proposed model, extensive experiments were conducted on the UMCD dataset [42]. To the best of our knowledge, this collection of video streams is the only one suitable to prove the effectiveness of the proposed model due to its distinctive characteristics. More specifically, the UMCD dataset is a collection of 50 challenging video sequences acquired at very low altitudes (i.e., between 6 and 15 m). Moreover, the videos are acquired with different parameters (e.g., speed, height) on different types of ground (i.e., urban, dirt, and countryside), introducing background clutter to stress the model localization capability. On the ground, there are natural and artificial structures (e.g., trees, buildings) to stress the robustness of the model as well as objects of common size (e.g., vehicles, persons) and very small objects (e.g., gas bottles, boxes, suitcases) to stress the detection ability of the model. Another unique characteristic of this dataset is the acquisition modality that acquires the videos on several of the same paths twice, with and without anomalous objects; the latter step is fundamental for the training stage in this kind of system. The metrics taken into
account to evaluate the proposed method were the AUROC and SSIM; the first was used to
test the detection branch related to the binary classification (97.2%), whereas the second was
used to evaluate the localization branch related to the measure of the similarity between
the original image and the other generated ones using the GAN network (95.7%). In both
cases, the outstanding obtained results have confirmed that the proposed system can be
used in real-world applications. The main contributions of the paper can be summarized
as follows:

• Designing a network architecture based on two GANs organized on parallel branches
  and intended for the modeling and learning of robust normal class data manifolds,
  which are crucial for increasing the performance and precision of detection and
  localization of eventually anomalous conditions;

• Detecting and localizing any anomalous element of interest in aerial videos at very
  low altitude (from 6 to 15 m), spanning from common items, e.g., cars or people,
  to undefined and challenging objects, e.g., IEDs, independently from their properties
  such as color, size, position, or shape, including elements never seen before;

• Presenting quantitative and qualitative experiments for the anomaly detection and
  localization tasks on the UMCD dataset, reaching outstanding results.

The paper is structured as follows. In Section 2, an overview of key works in anomaly
detection and localization is reported. In Section 3, the novel two-branch GAN-based
method for low-altitude RGB aerial video surveillance to detect and localize anomalies is
detailed. In Section 4, quantitative and qualitative results obtained on the UMCD dataset
are discussed. Finally, Section 5 contains the conclusions and proposes ideas for possible
future improvements.

2. Related Work

AD popularity increased in recent years by proposing new and different strategies
to improve the accuracy of automated systems. In general, an anomaly can be defined
as an item, such as a person, an object, an animal, and so on, that is not expected to be
in a specific environment. For example, the presence of a group of sheep in a farm area
can be considered as a normal event, while, in the same context, an airplane will probably
represent an anomaly. However, the same airplane, located in a hangar or the sky, can be
considered normal. Given that, AD strategies aim at localizing and identifying all the items
(e.g., persons, objects, animals) that are not expected to be found in a specific context. More
specifically, AD aims to monitor an area of interest only by knowing what is considered
normal for the application context. Automated AD systems usually provide significant
benefits in several real-life scenarios. In security, for example, they can be used to monitor
restricted/dangerous areas from intruders. In a military context, instead, they can help
in retrieving unexploded bombs by localizing them from the distance, e.g., with drones.
An overview of the more well-known AD approaches can be found in [43], while more
recent surveys in [44–46] present novel proposals in this field. The recent widespread use
of drones, also thanks to their cost reduction and technical improvements (e.g., flight time,
automatic control, remote transmission), allows them to cover a significant part of AD
applications, especially in large outdoor scenarios. Our proposal is focused on this specific
context and exploits data captured by UAVs to detect possible anomalies at low-altitudes.
For this reason, this section describes some recent state-of-the-art approaches for UAV-
based AD, taking into account different operative contexts in order to provide an overview
of interesting strategies in the various application areas.

In [47], an end-to-end method based on a deep one-class classification exploiting
unsupervised generative learning is described. In this work, an event is made explicit by
an optical flow and the original images coming from the UAV. The proposed strategy is
focused on two different tasks. The first aims at maintaining the descriptive compactness of
the normal event features. The last, instead, generates new optical flows directly from the
data acquired by the UAV during the testing phase. This process speeds up the detection
of possible anomalies and allows the system to fulfill the real-time constraint. To this
aim, their proposed network is an optical flow generator based on a deep CNN. More in detail, such a network does not compute the optical flows in a classical way. Instead, it fastens the process by exploiting a convolution/deconvolution-based neural network. This network is also able to extract compact features from both original images and optical flows. The authors also introduce a custom loss function for the training. It consists of the sum of three different loss functions, namely reconstruction loss, generation loss, and compactness loss. In this way, it is possible to achieve a more efficient classification of events. Their proposed strategy has been benchmarked on an in-house dataset composed of 1000 samples and on two publicly available datasets [48,49], providing remarkable results.

Another work focused on the use of AD techniques by UAVs is reported in [50], where the authors base their strategy on the use of four different sets of features. The first set relies on the deep features retrieved by GoogLeNet [51]; the second contains the local shape information extracted by the Histogram of Oriented Gradients (HOG) [52] from each region of the frames; the third is computed by exploiting the Principal Component Analysis (PCA) [53] on the previously mentioned features extracted by the HOG. Finally, the last is made up by the spatio-temporal features retrieved by the HOG3D [54] algorithm. Each feature set is separately fed to a One-Class Support Vector Machine (OC-SVM) classifier [55]. In this way, four different classifiers are trained. This work raises some interesting considerations. The first is that the second and the third sets of features produce a significantly worst classifier compared to the other two; in addition, the use of the PCA only improves the system’s speed but not the performance. Finally, the best set seems to be the first one in which the GoogLeNet features achieved higher accuracy.

In [56], a strategy for AD based on future frame prediction with an encoder–decoder network is presented. The network proposed by the authors is exploited to extract spatio-temporal feature representations from the video frames. In their network, the last batch normalization and ReLU layers in the encoder part are removed to retain different representations, substituting L2 normalization layers in their place. Their proposed model is trained to predict a future frame receiving consecutive frames as input. Such a frame is then compared with the ground truth to detect an anomaly. The work proposed by the authors also exploits variational auto-encoders made up of an encoder and a decoder, thus optimizing the encoding/decoding scheme. The work reported in [39] instead proposes an unsupervised AD Deep Neural Network (DNN) for Aerial Surveillance. The proposed DNN aims at learning the distribution of the objects for each different environment according to GPS labels; at the same time, the network is constrained to have a continuous latent space to also learn the data distribution. The pipeline starts with a primary phase in which an off-the-shelf object detector (a MobileNetV2-SSDLite [57]) provides object annotations. The detector is exploited to compute the grid representations, which contain values according to a particular object’s presence or absence. The network is fed with these representations jointly with the GPS coordinates. Experimental results demonstrate the effective use of the GPS coordinates, which significantly increase the precision of the network.

Moving to the AD by UAVs at low altitude, to the best of our knowledge, there is only one work addressing the topic [32], and it is not based on a deep learning strategy. It is worth noting that a change in the altitude acquisition may present several challenges due to the different sizes of the anomalies to detect. In addition, the altitude can also impact the visual features extracted from the scene. The just reported proposal is based on the extraction of a modified set of Haralick-based features [58,59] and exploits them to train an OC-SVM classifier. In the first step, the authors convert the input image in gray-scale and then split it into homogeneous patches; in the second step, they extract the Haralick-based features. In their work, the authors propose a spatial relation based on discretized circumferences of different ranges instead of the classical orientations (i.e., 0°, 45°, and so on). In the final step, the authors exploit the extracted features of each patch to train an OC-SVM classifier. Their proposal has been tested on the same dataset used in this work, i.e., the UMCD dataset [42], which contains low-altitude UAV-captured videos with and without different anomalies.
3. Methodology

The two-branch GAN-based neural network architecture, shown in Figure 1, was designed to detect and localize anomalies from RGB video streams acquired by UAVs at low altitude. Each model branch expands the GAN network [60,61] by leveraging the CNN architecture to handle visual data [62,63] and, at the same time, modeling and learning two different low-dimensional manifolds of video frames depicting anomaly-free scenarios; later, they are employed in detecting and localizing eventually abnormal conditions. Specifically, given RGB video frames, the top branch is a GAN serving as the detector and predicting whether or not they depict a normal scene, i.e., the presence of anomalous states. Instead, the bottom branch is a GAN operating as the localizer, producing an attention map, thus highlighting the abnormal elements within the frames when detected, i.e., localizing the anomalous regions in the scene. To this end, the network training follows a semi-supervised fashion, where the network inputs are the frames coming only from anomaly-free scenarios. In such a manner, with an anomalous frame as input, each element deviation and differentiation from the learned manifold can be recognized independently from the position, size, color, and shape during the testing phase. For illustration, the training and testing workflows are depicted in Figure 2a,b, respectively. Below, the proposed method and the related strategy are described in detail.

**Figure 1.** The proposed two-branch network architecture. Given an anomalous scene as input, the top GAN (i.e., the detector) detects if anomalies are present or not. The bottom GAN (i.e., the localizer), instead, localizes and highlights the anomalous regions when detected.
Figure 2. In (a,b), the detailed workflows required for detecting and localizing anomalies in RGB videos during the training and testing phases, respectively.

3.1. Anomaly Detection

In recent years, the GAN model has gained momentum for detecting anomalies over a set of data samples, including vision-based information [64,65], achieving promising results. This network architecture can approximate a target data distribution by generating artificial samples as if they were drawn from the target itself, i.e., learning the manifold of the observed data. Notice that this last property can be helpful under an image reconstruction setting to implement the detection of anomalies by exploiting the learned manifold of the normal class. Indeed, the just introduced property is employed by the top branch of the proposed network architecture, i.e., the detector $D$, to predict whether or not there are anomalies in the observed scene. In detail, the detector is a CNN-based GAN consisting of video frames encoder $D_E$, decoder $D_D$, and discriminator $D_C$ components, where the encoder generates the latent vector for each frame, while the decoder reconstructs these frames from such low-dimensional representations produced by the encoder. The discriminator, instead, discriminates against all real and fake video frames. Specifically, both $D_E$ and $D_C$ models have similar structures comprising $L$ convolutional layers with strided convolutions, each of them exploiting the batch normalization [66] to stabilize the training phase and the leaky rectified linear unit (leakyReLU) [67] activation function. However, the discriminator being a binary classifier, the sigmoid function is applied to the output of its last convolutional operation. The $D_D$ model requires a reverse structure with respect to the $D_E$ component. Therefore, it includes transposed convolutions and a rectified linear unit (ReLU) activation function replacing the convolutional operations and the leakyReLU activation, respectively, and the use of a hyperbolic tangent function in the last layer. More precisely, given a video sequence $F$, for each original frame $f \in F$, the encoder $D_E$ produces the corresponding latent vector $\alpha$. Afterward, the decoder $D_D$ uses this low-dimensional representation to reconstruct the real frame as the fake image $y$, which is given as input to $D_E$, producing its corresponding latent vector $\gamma$ with the same size of $\alpha$. Finally, similarly to $\alpha$, the vector $\gamma$ is decoded by $D_D$ to reconstruct another fake frame $k$, always reproducing the original frame $f$. Following this new training strategy, the detector can learn a more robust low-dimensional manifold of normal frames; indeed, when $D_C$ classifies both $y$ and $k$ as real, it implies that the low-dimensional representation $\alpha$ is very informative to the point of fooling the discriminator not only with the reconstructed
frame $y$ of the original sequence but even with the reconstruction of the fake frame in $k$. Formally, to accomplish the reconstruction goal, the low-dimensional manifold is learned applying the GAN adversarial function based on a zero-sum game. The latter is derived from the cross-entropy between original and reconstructed frames, as follows:

$$
\mathcal{L}_f = E_f [\log D_C(f)], \\
\mathcal{L}_a = E_a [\log(1 - D_C(D_D(a))], \\
\mathcal{L}_\gamma = E_\gamma [\log(1 - D_C(D_D(\gamma))], \\
\mathcal{L}_{\text{adv}} = \min_{D_{a}} \max_{D_{\gamma}} (\mathcal{L}_f + \mathcal{L}_a + \mathcal{L}_\gamma),
$$

(1)

where $D_D(a)$ and $D_D(\gamma)$ are the reconstructed frames (i.e., $y$ and $k$) from real and fake data, respectively. Moreover, $D_C(f)$, $D_C(D_D(a))$, and $D_C(D_D(\gamma))$ indicate the discriminator-estimated probability of a given frame being real. Finally, $E_f$, $E_a$, and $E_\gamma$ are the expected values over all the real and fake frames.

During the training phase, the detector only learns how to reconstruct frames depicting the normal scene from their latent vectors, i.e., the manifold of normal data. To this end, since the fake frames must reproduce the original anomaly-free video sequence, the mean squared error (MSE) is defined between the real $f$ and reconstructed $y$ frames, with size $(m, n)$, as follows:

$$
\text{MSE}^D_{D_{r}} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} [f(i, j) - y(i, j)]^2,
$$

(2)

where $f(i, j)$ and $y(i, j)$ indicate a pixel in the original and reconstructed images, respectively. To improve the input frame low-dimensional representation quality, it is ensured that the original video can also be reproduced starting from fake frames by defining a similar constraint among the vectors $a$ and $\gamma$ as follows:

$$
\text{MSE}^D_{e} = \frac{1}{|\alpha|} \sum_{i=1}^{|\alpha|} (\alpha_i - \gamma_i)^2,
$$

(3)

where $|\alpha|$ is the latent vector size, which is the same for both representations. Finally, the training objective of the detector $D$ can be computed via the following weighted function:

$$
\mathcal{L}_D = w_{f}^D \text{MSE}^D_{D_{r}} + w_{e}^D \text{MSE}^D_{e},
$$

(4)

where $w_{f}^D$ and $w_{e}^D$, with $w_{f}^D > w_{e}^D$, are weighting parameters adjusting the impact of individual losses on the overall loss function. By binding the input and reconstructed frames, as well as their corresponding low-dimensional vectors via Equation (3), the detector $D$ naturally tries to fix any anomaly during the input frame reconstruction of an anomalous scene at the expense of the reconstruction quality itself, as illustrated in Figure 3. Following this rationale, the Euclidean distance among the low-dimensional representations of an anomaly input frame and its repaired reconstruction can be used to detect anomalies, as they result in highly different values. Therefore, the distance between latent vectors can be considered as an anomaly score, indicating the presence of anomalies when it is equal to or greater than a specific threshold, automatically learned when training the model by applying the Youden’s $J$ statistic [68].
Figure 3. Example of image reconstruction of a frame depicting abnormal elements during the test phase. In (a) the abnormal frame; in (b) the reconstructed image of the repaired frame (i.e., removal of people in the middle of the street). Due to the anomaly correction, (b) has a low quality, resulting in a large Euclidean distance between (a,b) latent representations that indicates the detection of an anomaly.

3.2. Anomaly Localization

The great capability of GAN to approximate data distributions among the others can be employed for localizing anomalous elements in visual-based anomaly detection applications [69,70]. To this end, the network ability can be refined to learn features by modeling more abstract information from training samples, achieving pixel-wise localization. Therefore, the strategy is to understand the details appearing frequently in normal frames, employing them to predict abnormal areas within the scene. Moreover in this case, this is achieved by learning the manifold of normal data while preserving spatial information. Indeed, the bottom branch of the proposed network architecture, i.e., the localizer L, has similar components and structures of the model D described in Section 3.1. However, for the localizer, the low-dimensional representation is a set of 2D feature maps that can be used to define a heat map localizing regions of interest in the image. To achieve this, different from DE, the last convolution in the localizer encoder LE is replaced with three residual blocks [71] to improve localization performance [72] having more abstract representations of input frames. Precisely, similar to the detector branch, the L model learns to reconstruct only the frames depicting a normal scene but exploiting the instructive latent set of feature maps rather than a single vector, i.e., the learned manifold of normal data containing spatial information.

Formally, given a video sequence F, each original frame f ∈ F is used by the encoder component LE to generate a latent set Hα of 2D feature maps. Afterwards, the decoder component LD uses all these low-dimensional feature maps to reproduce the real frame as the fake image u, which is given as input to LE to produce another latent set Hγ of feature maps with the same shape and size of Hα. Finally, the latter is utilized by LD to produce another fake frame w reproducing the original frame f. The localizer discriminator LC, similar to DC, is tasked with discriminating all real and fake frames. When LC classifies both frames u and w as real, as discussed for the detector branch and the new training strategy, the localizer L learns a very informative latent set of feature maps Hα and a more robust low-dimensional manifold of normal frames. To reproduce frames depicting anomaly-free scenarios, even if the latent space is different from the detector, a similar constraint is required between real and fake frames, as follows:

\[ \text{MSE}_L = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} [f(i,j) - u(i,j)]^2, \]

where f(i,j) and u(i,j) indicate a pixel in the original and reconstructed images with size (m,n), respectively. Even in this case, to improve the low-dimensional feature maps quality to the point that the original video sequence can be reproduced also starting from fake frames, the Hα and Hγ representations are bound via:
\[
MSE_L^L = \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{s} \sum_{j=1}^{s} [H_n^a(i,j) - H_n^r(i,j)]^2,
\]

where \( N \) is the total number of features maps within each se, \( s \) is the \( n \)-th feature map size, and \( H_n^a(i,j) \) and \( H_n^r(i,j) \) are the elements in position \((i,j)\) for the feature map \( n \in N \) related to the original and reconstructed frames, respectively. Therefore, the training objective for the localizer branch \( L \) is the following weighted loss function:

\[
\mathcal{L}_L = w_L^r \cdot MSE_L^r + w_L^e \cdot MSE_L^e,
\]

where \( w_L^r \) and \( w_L^e \), with \( w_L^r > w_L^e \), are weighting parameters adjusting the impact of individual losses on the overall loss function. Forcing these constraints, the \( L \) model becomes capable of capturing spatial differences, i.e., anomalous elements, within the latent set of feature maps of abnormal scenarios since the set \( H \) from anomalous videos will differ from reconstructed ones. Following this strategy, when an anomaly scene is given as input, abnormal regions are identified by producing a heat map \( \mathcal{M} \) using the sets of low-dimensional feature maps obtained from the original and reconstructed frames. This heat map highlights the most significant areas of videos to observe for noticing the anomalies. It is computed by averaging and min–max normalizing the pixel-wise absolute difference between the sets \( H_a \) and \( H_r \) associated to the real and fake frames, as follows:

\[
\mathcal{M} = \frac{1}{N} \sum_{n=1}^{N} \left| H_n^a - H_n^r \right|,
\]

\[
\mathcal{M} = \frac{\mathcal{M} - \min(\mathcal{M})}{\max(\mathcal{M}) - \min(\mathcal{M})},
\]

where \( N \) is the total number of feature maps comprising the latent sets, while \( H_n^a \) and \( H_n^r \) are the \( n \)-th feature map for original and reconstructed images, respectively. Notice that during tests, the localizer \( L \) generates the heat map \( \mathcal{M} \) only if the detector \( D \) classifies the frame as anomalous, considerably reducing the overall network computational cost.

An example of heat map generation for anomaly localization is shown in Figure 4.

![Figure 4](image.png)

**Figure 4.** Example of heat map generation in an abnormal frame during the test phase. In (a), the frame depicting an abnormal item (i.e., the abandoned backpack); in (b) the heat map \( \mathcal{M} \) produced by localizer model; in (c) the resulting localization.

Concluding, the two branches \( D \) and \( L \) are trained jointly to enhance both detection and localization performances. Therefore, the objective of the proposed two-branch neural network is to minimize the loss function defined as:

\[
\mathcal{L} = \mathcal{L}_{adv} + \mathcal{L}_D + \mathcal{L}_L.
\]

4. Results

This section reports the results of the proposed two-branch GAN-based neural network architecture on anomaly detection and localization tasks. Initially, it provides details about
the UMCD dataset, a public collection of challenging RGB video sequences acquired by UAVs at low altitudes and suitable for the proposed tasks. Afterward, it reports implementation details as well as quantitative and qualitative results.

### 4.1. Dataset

The UMCD [42] is a benchmark dataset for mosaicking and change detection systems, containing low-altitude RGB video streams ranging from 6 to 15 m, with speeds ranging from 2 up to 12 m/s, at different daily times, i.e., morning and afternoon. Specifically, all videos were acquired employing two different small-scale UAVs, a DJI Phantom 3 Advanced with a built-in camera each, and a custom home-made hexacopter having cameras with different spatial resolutions, ranging from $720 \times 540$ to $1920 \times 1080$ pixels per frame. Concerning the visual data, the UCMD dataset includes 50 aerial video sequences collected in different environments, i.e., urban, dirt, and countryside (CS). Among these, only a subset of 20 video sequences was devised for change detection and can be adapted to anomaly-related tasks. Indeed, they consist of pairs of videos where each couple shows a given path with and without specific elements, as shown in Figure 5, which can be targeted as anomalous. Details are reported in Section 5.1. Finally, the remaining 30 videos were excluded from the model training since they do not present anomalies for tests.

![Figure 5](image.png)

**Figure 5.** In (a–c), image samples for different paths in the UMCD dataset. In the top row, frames associated to the normal scene. In the bottom row, the same frames depicting abnormal elements highlighted in the red bounding box.

### 4.2. Implementation Details

The proposed two-branch neural network architecture was implemented using the Pytorch framework, and, following the same experimental protocol, all experiments were performed on a single GPU, i.e., one GeForce RTX 3080 with 16 GB of RAM. Specifically, the network was trained on each environment separately using the corresponding 10 videos without anomalies via a semi-supervised paradigm. The remaining sequences containing anomalous elements were used to evaluate the model detection and localization capabilities. Each input frame was resized to a dimension of $256 \times 256$ to ensure an affordable computational cost while preserving the visibility of small anomalies. Higher resolutions do not provide better performance other than requiring more computational resources. Regarding the training process, AdamW [73] was used as the optimizer with a learning rate set to 0.0002, an $\epsilon$ parameter of $1 \times 10^{-8}$, a weight decay set to $1 \times 10^{-2}$, and a first $\beta_1$ and second $\beta_2$ momentum initial decay rate of 0.5 and 0.999, respectively. Finally, the weight parameters adjusting the loss functions for both detector $D$ and localizer $L$ components were set to $w_D = w_L = 0.8$ and $w^D = w^L = 0.2$. The network was trained for 200 epochs on each environment since the training loss $L$ becomes steady for all backgrounds within that number of epochs. For the proposed method evaluation, common metrics were used for anomaly detection and localization. In particular, the anomaly detection being a binary classification problem, the AUROC was used to evaluate the detection capability of anom-
lous elements. In detail, the area under the ROC curve indicates the ability of the detector to distinguish between two classes, i.e., normal or abnormal. For the anomaly localization, instead, the SSIM was used to measure the model capability to capture spatial differences with anomaly-free scenarios, i.e., abnormal regions. Such an index is a perceptual metric measuring the ability of the localizer to reconstruct normal scenes given as input.

### 4.3. Anomaly Detection Results

This subsection reports the obtained anomaly detection results for each kind of environment. To this end, measuring the AUROC metric, the true positive rate (TPR) is the percentage of frames correctly detected as anomalous over the observed environment. Instead, the false positive rate (FPR) is the percentage of frames wrongly detected as anomalous over the same observed scene. Table 1 shows the detection performance obtained using only the localizer $L$ in an eventually single-branch setting, achieving an average AUROC of 82.6%. Table 2, instead, reports results for each background with different configurations in the proposed two-branch architectural design, achieving an increased average AUROC of 97.2%. The Euclidean distance among latent vectors being associated with repaired and anomalous images used as anomaly score, a threshold value is required to perform the final normal or abnormal classification. Since the threshold depends on the background, the optimal value for each environment is automatically learned as described in Section 3.1 and reported in Table 3.

**Table 1.** Performance evaluation of localizer $L$ obtained by changing its number of layers for the detection task. Reported scores refer to the AUROC metric.

| Path Seq. # | 3-Layers | 4-Layers | 5-Layers |
|-------------|----------|----------|----------|
| CS          |          |          |          |
| Path #1     | 0.839    | 0.856    | 0.847    |
| Path #2     | 0.831    | 0.825    | 0.827    |
| Dirt        |          |          |          |
| Path #1     | 0.871    | 0.875    | 0.879    |
| Path #2     | 0.852    | 0.850    | 0.873    |
| Path #3     | 0.788    | 0.765    | 0.770    |
| Path #4     | 0.798    | 0.763    | 0.783    |
| Urban       |          |          |          |
| Path #1     | 0.796    | 0.779    | 0.784    |
| Path #2     | 0.870    | 0.876    | 0.880    |
| Path #3     | 0.739    | 0.720    | 0.730    |
| Path #4     | 0.873    | 0.870    | 0.860    |
| Avg AUROC   | 0.826    | 0.818    | 0.823    |

**Table 2.** Performance evaluation of detector $D$ obtained by changing its number of layers. Reported scores refer to the AUROC metric.

| Path Seq. # | 3-Layers | 4-Layers | 5-Layers |
|-------------|----------|----------|----------|
| CS          |          |          |          |
| Path #1     | 0.979    | 0.976    | 0.959    |
| Path #2     | 0.966    | 0.969    | 0.970    |
| Dirt        |          |          |          |
| Path #1     | 0.968    | 0.974    | 0.977    |
| Path #2     | 0.980    | 0.976    | 0.973    |
| Path #3     | 0.977    | 0.965    | 0.949    |
| Path #4     | 0.952    | 0.968    | 0.957    |
| Urban       |          |          |          |
| Path #1     | 0.973    | 0.984    | 0.952    |
| Path #2     | 0.976    | 0.982    | 0.987    |
| Path #3     | 0.936    | 0.945    | 0.938    |
| Path #4     | 0.983    | 0.979    | 0.980    |
| Avg AUROC   | 0.969    | 0.972    | 0.964    |
Table 3. List of automatically learned distance thresholds indicating the presence of anomalies for each path sequence in the dataset.

| Path Seq. #   | Threshold |
|---------------|-----------|
| CS            |           |
| Path #1       | 0.079     |
| Path #2       | 0.031     |
| Dirt          |           |
| Path #1       | 0.039     |
| Path #2       | 0.125     |
| Path #3       | 0.330     |
| Path #4       | 0.362     |
| Urban         |           |
| Path #1       | 0.332     |
| Path #2       | 0.275     |
| Path #3       | 0.219     |
| Path #4       | 0.011     |

4.4. Anomaly Localization Results

Regarding anomaly localization, quantitative and qualitative results are reported, also in this case, for each kind of environment. Table 4 summarizes the quantitative results for different configurations and each background using the SSIM metric, achieving an average of 95.7%. Concerning the qualitative results, the heat maps produced by the localizer \( L \) are reported. In detail, examples of \( M \) computed on a couple of anomalous frames with and without the support of residual blocks are illustrated in Figure 6b,c, respectively. Thus, examples of \( M \) computed with the support of residual blocks on different anomalous frames in various environments are depicted in Figure 7. By observing Figure 7b,e, the generated heat maps can highlight even multiple anomalous elements with different shapes, colors, sizes, and positions.

Table 4. Performance evaluation of localizer \( L \) obtained by changing its number of layers. Reported scores refer to the SSIM metric.

| Path Seq. #   | 3-Layers | 4-Layers | 5-Layers |
|---------------|----------|----------|----------|
| CS            |          |          |          |
| Path #1       | 0.956    | 0.948    | 0.951    |
| Path #2       | 0.947    | 0.950    | 0.946    |
| Dirt          |          |          |          |
| Path #1       | 0.955    | 0.960    | 0.959    |
| Path #2       | 0.962    | 0.949    | 0.953    |
| Path #3       | 0.960    | 0.968    | 0.963    |
| Path #4       | 0.956    | 0.952    | 0.944    |
| Urban         |          |          |          |
| Path #1       | 0.954    | 0.958    | 0.945    |
| Path #2       | 0.946    | 0.937    | 0.931    |
| Path #3       | 0.965    | 0.962    | 0.954    |
| Path #4       | 0.968    | 0.974    | 0.970    |
| Avg SSIM      | 0.957    | 0.956    | 0.952    |

Figure 6. In (a), image samples depicting abnormal conditions; in (b,c), the heat maps produced by the localizer without and with residual blocks, respectively.
5. Discussion

This section initially motivates the choice of the UMCD dataset and the reported implementation details. Finally, it provides an exhaustive discussion on anomaly detection and localization results.

5.1. Dataset

The choice for using the UMCD dataset is related to its peculiarities, which make it suitable for the presented and addressed anomaly-related tasks. The reason is threefold. First, it is the only public dataset with low-altitude UAV-captured videos depicting the

---

**Figure 7.** Examples of $M$ (b,e) and resulting localization (c,f) computed on images (a,d) with different abnormal elements in multiple environments.
same scene with and without specific elements along a given path that can be considered anomalies to detect. Such elements, varying in size, shape, color, and position, include tire, gas bottle, person, car, small box, big box, metal suitcase, suitcase, and bag. Second, videos are collected in three different environments comprising paths with diverse complexity, including multiple elements appearing simultaneously. Therefore, the method’s robustness can also be tested in challenging conditions, e.g., background clutter or multiple targets. Third, it allows the simulation of a practical aerial video surveillance scenario because the objects included in the scenes can represent a security risk. For example, small and big boxes, suitcases, or bags contain dangerous objects, such as IEDs. At the same time, a car in a place where it is not allowed could represent a possible threat containing a bomb.

5.2. Implementation Details

All tested GAN models were trained using the AdamW optimizer because in the performed experiments it has shown a slight improvement in final results when compared to the Adam [74] version. Probably, this is due to the better model generalization provided by the former while also providing increased training speed. The two branches comprising the proposed architectures are jointly optimized for the entire loss specified in Equation (10) using an initial learning rate set to 0.0002 and the first momentum initial decay \( \beta_1 \) set to 0.5, leaving the suggested value for the second momentum instead, as in [75]. Concerning the learning rate, the experiments effectively highlighted that the recommended 0.001 was too high, resulting in the inability to reconstruct images. Moreover, changing \( \beta_1 \) avoids training oscillation and instability. Observe that all these settings are suggested for stabilizing the GAN-based networks training phase [62]. Finally, the weighting parameters adjusting the impact of individual losses on the overall loss function were set to \( w_{\text{D}} = w_{\text{L}} = 0.8 \) and \( w_{\text{D}} = w_{\text{L}} = 0.2 \), empirically.

5.3. Performance Evaluation

Extensive experiments were performed to evaluate the various method components. Specifically, this section discusses how the usage of two specialized branches, different numbers of convolutional layers, and the addition of residual blocks affect anomaly detection and localization tasks.

5.3.1. Single-Branch Architecture

Even if trained simultaneously, models \( D \) and \( L \) perform specific jobs and can work separately. However, only the localizer can inherently perform both detection and localization tasks thanks to its architectural design, whereas due to missing localization capability, the detector cannot be tested for a single-branch setting. Despite the acceptable performance obtained using only the localizer for both tasks, the results increase by jointly training \( D \) and \( L \) networks through the objective function \( \mathcal{L} \) reported in Equation (10). The single-branch detection performance decrease is probably due to the capability of model \( L \), whose structure is specialized for localization, in reconstructing abnormal elements in the scene, breaking the model \( D \) effective detection strategy leveraging anomaly correction.

5.3.2. Anomaly Detection

Regarding the anomaly detection task, the detector branch follows the anomaly repair strategy described in Section 3.1. In particular, once observing video frames depicting the normal scene during the training, detector \( D \) tries to fix any anomaly that might appear in the input frame. By repairing the latter during its reconstruction, in terms of Euclidean distance, the latent vector of an anomalous scene will be far away from the one representing the repaired image, which would be closer to the low-dimensional manifold of normal frames. This distance acts as an anomaly score and can be used for detecting anomalies in the input by employing a threshold value. The optimal threshold for each background defining the presence of anomalous elements is automatically learned since it is dependent on the environment, e.g., it is influenced by the ground complexity. An ablation study was
performed for the detector model evaluation varying the number of convolutional layers. Regarding the detection performance, significant results are achieved using only three convolutional layers. However, a slight increase in detection capability can be observed with four layers followed by a new decrease in adding a new layer, i.e., five layers in total. The latter is probably due to the noise introduced by too many operations inside the model. Therefore, extra layers were not tested. What is more, model $D$ is robust across all the backgrounds independently from the number of layers, probably due to the cooperation of the two branches during the training, demonstrating the capability to detect any anomaly.

5.3.3. Anomaly Localization

Regarding the localization task, quantitative and qualitative evaluations were performed through experiments focused on anomaly localization and heat map generation. In order to reduce the overall network computational cost, during test time, the localizer branch is executed only when the detector predicts the presence of an anomaly within the processed video frame. Specifically, model $L$ produces good quality heat maps containing spatial information on the observed scene employed to highlight the most meaningful areas of the video to monitor for noticing the anomalies, as described in Section 3.2. Concerning the quantitative results, like for detector $D$, an ablation study to assess the proper number of convolutional layers was also performed for the localization via the SSIM metric. In this case, a higher structural similarity index indicates the great localizer $L$ capability to reconstruct the original frame and localize anomalies inside the depicted scene. As can be noticed, remarkable results are obtained with only three layers, while there is no significant improvement or deterioration in increasing the number of convolutional layers to four or five. Therefore, three layers can be the better option for anomaly localization, reducing the number of operations performed inside the model while achieving good performance. Similar to the detector, model $L$ is robust across the environments, confirming that the localizer structure extracts a good quality latent set of feature maps that correctly characterize the input allowing its reconstruction. As can be observed in Figure 6c, the presence of the residual blocks improves the heat map quality that is more accurate and less noisy.

6. Conclusions

In this paper, a novel two-branch GAN-based method for RGB aerial video streams acquired by UAVs at low altitude for surveillance purposes is presented. In particular, we have shown that even in complex operational scenarios, it is possible to use an AD paradigm to detect and localize both common elements (e.g., vehicles, persons) as well as very small objects (e.g., gas bottles, boxes, suitcases) that can represent a reason for danger or attention. Even if we have analyzed the current state of the art related to the databases acquired by small-scale UAVs, we have observed that only the UMCD dataset has, all together, the distinctive characteristics that make it suitable for our purposes. In fact, it is the only dataset whose video sequences are acquired at very low altitudes (i.e., between 6 and 15 m), with different parameters (e.g., speed, height) on different types of ground (i.e., urban, dirt, and countryside), having natural and artificial structures (e.g., trees, buildings) as well as specific objects different in color, size, position, and shape. In addition, the UMCD dataset is the only one in the literature that presents the same paths acquired twice, with and without anomalous objects. The performed tests measured by using the common metrics related to this application area have shown outstanding results in terms of AUROC (97.2%) and SSIM (95.7%), showing the ability of the system in performing the binary classification and the similarity task, respectively. We really hope that the proposed work and the related dataset can become a comparative baseline for future applications in this field.
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