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Abstract—The problem of cross-modality person re-identification has been receiving increasing attention recently, due to its practical significance. Motivated by the fact that human usually attend to the difference when they compare two similar objects, we propose a dual-path cross-modality feature learning framework which preserves intrinsic spatial structures and attends to the difference of input cross-modality image pairs. Our framework is composed by two main components: a Dual-path Spatial-structure-preserving Common Space Network (DSCSN) and a Contrastive Correlation Network (CCN). The former embeds cross-modality images into a common 3D tensor space without losing spatial structures, while the latter extracts contrastive features by dynamically comparing input image pairs. Note that the representations generated for the input RGB and Infrared images are mutually dependent to each other. We conduct extensive experiments on two public available RGB-IR ReID datasets, SYSU-MM01 and RegDB, and our proposed method outperforms state-of-the-art algorithms by a large margin with both full and simplified evaluation modes.

Index Terms—Cross-modality, Re-identification, Common Space, Contrastive Correlation.

I. INTRODUCTION

PERSON Re-IDentification (ReID) in RGB cameras has been attracting wide attentions in recent years as it is of significance in video surveillance [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. However, these algorithms are all developed with an assumption of good lighting conditions. Nowadays, many surveillance cameras support automatic switching between RGB and infrared working modes according to the surrounding illumination [12]. Such real-world scenarios urge the research requirement of RGB-Infrared cross modality person ReID (RGB-IR ReID), where given an RGB (infrared) image of a query person, it aims to match the infrared (RGB) images of the same person in other disjoint cameras [12, 13, 14, 15, 16].

The RGB-IR ReID task suffers from the difficulties of both cross modality discrepancy resulting from the imaging sensors and intra-modality appearance discrepancy due to illumination, background, pose and viewpoint variations, just as in the traditional ReID task. As stated in [14], the cross modality discrepancy is often more challenging than the intra-modality appearance discrepancy. To alleviate the cross modality discrepancy, a popular pipeline which includes feature extraction phase and feature embedding phase is introduced. For feature extraction phase, a multi-branch architecture is adopted to extract modality specific feature vectors firstly, and for feature embedding phase, a mapping function is then adopted to project the modality specific features into a common feature space [16, 17]. Generally speaking, the model branches used to extract modality specific features are not required to have same architectures or share parameters necessarily, as optimal feature extraction model highly depends on the input data modalities. Note that in the feature extraction phase, the modality specific feature is usually processed into a 1D-shaped vector, and then the mapping function is typically devised as one or several fully-connected layers to project the modality specific feature vectors, leading to a common feature space which loses the spatial structure information as it is spanned by 1D-shaped feature vectors.

As we all know, when humans compare two input images, the observation of one input is guided by that of the other, i.e. finding the differences and putting more attention on them for better distinguishing of the two input person images. However, a common feature space spanned by 1D-shaped feature vectors does not contain the spatial structures anymore. In this paper, motivated by the fact stated above, we propose a dual path cross modality feature learning framework which consists of a Dual-path Spatial-structure-preserving Common Space Network (DSCSN) and a Contrastive Correlation Network (CCN). For the DSCSN, the modality specific feature space and the common feature space are devised to be 3D-shaped tensor spaces which can still preserve the spatial structures as supported by convolution feature maps. Furthermore, benefiting from the spatial-structure-preserving common feature space, the CCN is incorporated to make the final feature representations attend to the difference of the input RGB-IR person image pairs. Specifically, the kernels of CCN are generated by a parameter-free kernel generator module. Firstly, personalized kernels of each input person are sampled from the common feature representations. Then the difference of the personalized kernels is exploited to serve as the contrastive correlation kernels, which are expected to attend to the difference between the input person pairs. As can be seen from Figure 1, the proposed method can be viewed as a pipeline that the input RGB (Infrared) image can obtain dynamic feature representations that depend on which Infrared (RGB) image it is compared with [18]. During inference, the
similarities between two input images can be calculated based on a full mode or a simplified mode. Extensive experiments are conducted on two public available RGB-IR ReID dataset, SYSU-MM01 [12] and RegDB [19] and our proposed method achieves state-of-the-art performances for both the full and simplified evaluation modes.

To summarize, the main contributions of this paper include:

- We design a Dual-path Spatial-structure-preserving Common Space Network (DSCSN) to embed cross-modality images into a common feature space. In order to preserve the intrinsic spatial structure, the common feature space (as well as intermediate modality specific feature space) are represented by 3D tensors rather than conventionally adopted 1D vectors. Experiments show that DSCSN is superior to traditional dual-path architectures for RGB-IR ReID.

- To capture the semantic difference between input RGB-IR image pairs, we design a Contrastive Correlation Network (CCN), which dynamically builds contrastive correlation features in a parameter-free fashion and then apply them over the entire image feature map by cross-correlation. The resulting contrastive features present high responses on regions with clear semantic differences.

- Extensive experiments on the popular SYSU-MM01 and RegDB datasets demonstrate that our proposed approach outperforms existing algorithms by a large margin.

II. RELATED WORK

In this section, we review the literature related to our work from the following two aspects.

Cross Modality ReID. For cross modality person ReID, some endeavors are devoted on text-to-image person retrieval [20], [21], [22], whose approaches can not be directly transferred to RGB-IR ReID problem due to the obvious difference between the two tasks. More related to our work, some pioneer researches have explored the problem of RGB-IR ReID. Wu et al. [12] provided the first RGB-IR cross modality ReID dataset named SYSU-MM01 for the community and proposed a deep zero-padding framework for automatically evolving domain-specific structure for RGB-IR matching. Ye et al. [13] put forward a hierarchical learning framework to jointly optimize the modality-specific and modality-shared metrics. Ye et al. [10] further introduced a dual-path network trained with a bidirectional dual-constrained top-ranking loss to handle both the cross modality and intra-modality variations. Learning discriminative modality-invariant feature representations in an adversarial way is proposed by Dai et al. [14]. Wang et al. [14] presented a dual-level discrepancy reduction learning scheme which incorporated a generative model to transform the input into a unified space firstly, then extracted discriminative features from the unified space. In our method, we also adopt a dual-path CNN similar as in [13], [16], [15], while in our architecture the modality specific feature space and the common feature space are devised to be 3D tensor spaces which can still preserve the spatial structures. Benefiting from this, a Contrastive Correlation Network can be introduced to make the final features attend to the difference of the input RGB-IR person image pairs.

Dynamic Convolution Kernels. Our proposed Contrastive Correlation Network is related to adaptive convolution operations with dynamic kernels. HyperNetworks [23] incorporated a hypernetwork to generate weights for a main network and the hypernetwork usually takes information about the structure of the weights as inputs. [24] proposed to take advantage of side information such as camera angle and height to generate the convolution kernels adaptive to the context.
As shown in Figure 1, RGB images and IR images are fed into the DSCSN. The low-level layers without sharing parameters are designed as the feature extraction part to extract the modality-specific features. After that, convolution architectures with shared parameters on top of feature extraction part are treated as a common feature embedding function to project the modality-specific inputs into a common space spanned by 3D convolution feature maps. To clarify, \( C_R(\cdot) \) and \( C_I(\cdot) \) are denoted as transformation functions from the input images to common space features for RGB images and IR images respectively. Given an RGB image \( R \) and an IR image \( I \), the extracted 3D common features \( F_R \) and \( F_I \) are represented by

\[
F_R = C_R(R) \in \mathbb{R}^{h_F \times w_F \times c_F} \\
F_I = C_I(I) \in \mathbb{R}^{h_F \times w_F \times c_F}
\]  

(1)

where \( h_F, w_F \) and \( c_F \) are the height, width, and number of channels respectively.

It is worth mentioning that different from dual-path network proposed in [16], which introduces a shared FC layer as feature embedding function acting on 1D feature vectors, our feature embedding adopts convolutional architectures and acts on 3D feature tensors. The proposed network can preserve some spatial structure information for the common space. From Figure 1 it can be seen that although RGB and IR images undergo different imaging process, they still have some similar spatial visual patterns. Experimental results in Section IV show that our feature tensor embedding method achieves better performance than [16] for RGB-IR ReID.

Furthermore, benefiting from the spatial-structure-preserving common space, the Contrastive Correlation Network is further incorporated to make the feature learning model attend to the difference of the input pairs, which will be elaborated in the next subsection.

**B. Contrastive Correlation Network**

After obtaining the common feature tensors extracted by the DSCSN, the Contrastive Correlation Network is introduced to force the model to attend to the difference between the paired person images. The Contrastive Correlation Network consists of two modules: kernel generator module and contrastive correlation module. Here and after, the kernel in Contrastive Correlation Network denotes the correlation filter.

The kernel generator module produces personalized kernels for a person image, aiming at emphasizing the distinct features of a person relative to the mean person. Then the contrastive kernels are calculated as the difference between two personalized kernels. The contrastive correlation module extracts dynamic contrastive feature of a person image based on which image it is compared with, by performing correlation with the contrastive kernels. Note that the conventional CNN-based methods [16], [15], [14] use the same feature of a person image no matter which image it is compared with, once the training of the model is finished.

**Kernel generator.** The kernel generator aims at producing kernels specific to \( I \) or \( R \), which is referred to as personalized kernels.
Algorithm 1: Kernel Sampling Algorithm

Input: $F_R, h_K, w_K, \text{stride}_h, \text{stride}_v$
Output: $K_R$

$K_R = \{\}$

for $i = 0; i + h_K \leq h_F; i = i + \text{stride}_v$ do

for $j = 0; j + w_K \leq w_F; j = j + \text{stride}_h$ do

$K_{ij}^R = \text{Cropping}(F_R, i, j, h_K, w_K)$

$K_R = \{K_{ij}^R\}$

end

end

Taking the RGB image $R$ as an example, each kernel tries to illustrate the characteristic of a local part of person image $R$. A kernel can be obtained by sampling/cropping $F_R$ at location $(i, j)$.

$$K_{ij}^R = \text{Cropping}(F_R, i, j, h_K, w_K),$$

where $K_{ij}^R$ is a local patch cropped from $F_R$ with the height of $h_K$ and width of $w_K$, and $(i, j)$ are the coordinates of $F_R$ indicating where the kernel is cropped. Cropping$(\cdot)$ denotes the cropping operation. $K_R$ denotes a set of kernels densely sampled from $F_R$ with a sliding stride.

$$K_R = \{K_{ij}^R, \cdots, K_{ij}^M, \cdots, K_{ij}^N\} \quad (3)$$

The kernel sampling algorithm is detailed in Algorithm 1, where stride$_v$ and stride$_h$ denote the vertical and horizontal strides.

Similarly, we can get the personalized kernels of the input IR image $K_I$. The personalized kernels sampled from the 3D common feature tensors are expected to capture the intrinsic features of a person, regardless of illuminations, poses, view angles, modalities etc.

To compute the difference of personalized kernels of two person images, the contrastive kernels are defined as:

$$K_{RI} = |K_R - K_I| \quad (4)$$

The contrastive kernels of the RGB (IR) image are dynamically generated depending on the paired IR (RGB) image, expecting to attend to their difference between the input paired persons, while kernels used in conventional correlation are generated by separate input images.

**Contrastive correlation.** The contrastive features between $R$ and $I$ are computed by taking the correlation between $F_R$ and $F_I$ with contrastive kernels $K_{RI}$ respectively as:

$$F_R^I = K_{RI} \otimes F_R$$

$$F_I^R = K_{RI} \otimes F_I$$

where $F_R^I$ represents the contrastive features of $R$ contrasted with $I$, and $F_I^R$ is the contrastive features of $I$ contrasted with $R$. Meanwhile, $\otimes$ denotes the correlation operation.

After obtaining the contrastive features of $R$ and $I$, a FC layer followed by sigmoid activation function is deployed to calculate the difference score $D_R^I$ and $D_I^R$ between $R$ and $I$ as:

$$D_R^I = \sigma(W_D \cdot F_R^I)$$

$$D_I^R = \sigma(W_D \cdot F_I^R)$$

where $\sigma(\cdot)$ is the sigmoid function with $\sigma(x) = \frac{1}{1 + e^{-x}}$, and $W_D$ denotes the weights of the FC layer. The overall difference score $D_{RI}$ between $R$ and $I$ is defined as the average of the two difference scores,

$$D_{RI} = (D_R^I + D_I^R)/2 \quad (7)$$

The higher $D_{RI}$, the greater the difference between the paired images, and the lower the probability that these images belong to the same person.

**C. Overall Loss Function**

Two types of losses are enforced on the proposed model, namely Pairwise BCE loss and ID loss.

**Pairwise BCE loss.** Note that the difference score $D_{RI}$ of the same person is expected to be 0, while for the different persons it is expected to be 1. To minimize the difference score of same person pairs and maximize the difference score of different person pairs, a Pairwise Binary Cross Entropy (PBCE) loss is adopted as:

$$\mathcal{L}_{PBCE} = - \frac{1}{M} \sum_{I, R} [l_{RI} \log(D_{RI}) + (1 - l_{RI}) \log(1 - D_{RI})]$$

where $l_{RI}$ is the label for the input RGB-IR person pair, with $l_{RI} = 0$ representing that $I$ and $R$ are the same person, and $l_{RI} = 1$ denoting that $I$ and $R$ are different persons, and $M$ representing the number of person pairs.

**ID loss.** Meanwhile, after performing a global average pooling layer on $F_R$ and $F_I$, global features $G_R$ and $G_I$ are obtained for $I$ and $R$ respectively. For each person, its own characteristics indicates that the features of same persons should have high similarity even if with various pose, illumination, view angle changes and etc. So we enforce the identification (ID) loss on top of the global features as in the following equations:

$$p_R = \text{softmax}(W_{IID} \cdot G_R) \quad (9)$$

$$p_I = \text{softmax}(W_{IID} \cdot G_I)$$

$$\mathcal{L}_{IID} = - \frac{1}{2N} \left[ \sum_{R} \sum_{c=1}^{C} y_{Rc} \log p_{RC} + \sum_{I} \sum_{c=1}^{C} y_{Ic} \log p_{IC} \right]$$

where $W_{IID}$ is the weights of the last FC layer of ID loss. $p_R$ and $p_I$ are the predicted label probability distributions of $R$ and $I$. $C$ is the number of person identities. $y_{Rc}$ and $y_{Ic}$ are one-hot coding ID labels for $R$ and $I$ respectively, and $N$ is the number of samples for each modality.

The overall loss function of our proposed method is:

$$\mathcal{L}_T = \mathcal{L}_{PBCE} + \lambda \mathcal{L}_{IID}$$

where $\lambda$ is a trade-off parameter to balance the losses.

**D. Inference Phase**

For inference phase, we can take two evaluation modes which are named as full mode and simplified mode respectively. For the full mode, $D_{RI}$ is used to present the similarity of two images. The smaller $D_{RI}$ is, the more similar two images are. For the simplified mode, the cosine similarities
are calculated between the query and gallery images by using the global features \( G_R \) and \( G_I \). For \( P \) query images and \( G \) gallery images, the simplified mode need to evaluate the DCSN for \( P \times G \) times, while the full mode need to evaluate additional \( P \times G \) Contrastive Correlation Networks. Experimental results in Section IV show that the full mode can get better performance while the simplified mode is quite efficient and suitable for large scale real applications.

Besides the simplified mode, we think that there are probably other three types of approximation or simplification method to be considered in the future work. 1) Learning compact binary deep features, which could greatly accelerate the convolution and correlation operations. 2) Designing or searching lightweight architecture for fast inference, like Mobile-Net, Shuffle-Net series. 3) Implementing the convolution/correlation operation by using Fast Fourier Transform (FFT). Existing deep learning libs showed that FFT can accelerate the convolution/correlation process especially when the feature maps has a relatively large size.

IV. EXPERIMENTS

In this section, we report the experimental results to verify the efficacy of the proposed method, including comparison with baseline and state-of-the-art methods, discussion and visualization of our method.

A. Datasets and Evaluation Protocols

We mainly evaluate our proposed method on two publicly available RGB-IR person re-identification datasets: SYSU-MM01 [12] and RegDB [19].

**SYSU-MM01.** It is a large-scale dataset including both indoor and outdoor environments, which is collected by six cameras (four RGB and two near-infrared). And the indoor environments are captured by one IR and two RGB cameras, while the outdoor environments are captured by the other three cameras. It contains 491 person identities with 287,628 RGB images and 15,792 IR images in total, and each person is captured by at least two different spectrum cameras. We adopt the most challenging single-shot all-search test mode recommended by [12] and the same evaluation protocol as in [12], 13], 16], 15], 14] is used for fair comparison. The training set includes 395 persons, with 22,258 RGB images and 11,909 IR images. The testing set contains 96 persons, with 3,803 IR images for query and 301 selected RGB images selected as the gallery set.

**RegDB.** It is a relatively small-scale dataset containing 412 persons, which is collected by two aligned cameras (one RGB and one far-infrared). Each person in this dataset has 10 RGB and 10 IR images respectively, with 4,120 RGB images and 4,120 IR images in total. Following the evaluation protocol adopted in [13], 16], 14] for fair comparison, the dataset is randomly split into two halves, one for training and the other for testing. For testing, the RGB images are used as the query set while the IR images as the gallery set.

**Evaluation metrics.** We adopt the standard cumulated matching characteristics (CMC) curve and mean average precision (mAP) which are widely used in the evaluation of conventional ReID problems, to indicate the RGB-IR ReID performance. Note that different from conventional ReID, the query set and the gallery set for RGB-IR ReID task are in different modalities.

| Methods | Contrastive features | SYSU-MM01 cmc-1 mAP | RegDB cmc-1 mAP |
|---------|----------------------|---------------------|-----------------|
| VL      | ×                    | 23.2 27.1           | 24.0 27.3       |
| RKL     | ×                    | 27.2 29.4           | 32.1 33.4       |
| KVL     | ×                    | 26.3 29.3           | 34.6 35.7       |
| IDL     | ×                    | 28.4 31.8           | 27.2 31.2       |
| Ours(w/o ID)-S | ✓              | 33.3 35.9           | 50.5 51.1       |
| Ours(w/o ID)-F | ✓              | 34.0 36.3           | 59.0 57.5       |
| Ours-S  | ✓                    | 33.4 37.2           | 53.1 53.5       |
| Ours-F  | ✓                    | 35.1 37.4           | 60.8 60.0       |

B. Implementation Details

Then, we give the implementation details of our experiments from the following three aspects.

**Input preprocessing.** We resize the resolution of all the images to 256×128. To augment the training data, each training image is padded with 10 zero-valued pixels, so that the size of the images is transformed into 276×148. 256×128 images are randomly cropped and horizontally mirrored from the padded holistic images and then fed into the network.

**Batch Sampling.** \( N \) random person identities are firstly selected at each iteration. Then, one RGB image and one IR image of the selected identity are randomly sampled from two different modalities to construct the mini-batch. Thus, totally \( 2 \times N \) images are fed into the network for training at each iteration. In this manner, within each mini-batch, we can select \( N \) positive pairs and \( r \times N \) negative pairs, where \( r \) is the ratio between negative pairs and positive pairs. The total pairs in each batch is \( M = N + r \times N \). We set \( N = 32 \) and \( r = 3 \) in our experiments.

**Training.** For the backbone architecture of the dual path network, ResNet-50 [27] pre-trained on ImageNet is adopted as backbone. Specifically, the parameters are not shared for the input stem, stage 1 and stage 2 of ResNet-50 during the modality-specific feature extraction step in Figure 1 while they share parameters for the stage 3 and stage 4 which are treated as the feature embedding blocks. The maximum number of training epochs is set to 60 for both datasets. The stochastic gradient descent (SGD) optimizer is utilized for optimization. The initial learning rate is set to be 0.1 and then decreased by 1/10 for the last 30 epochs. We set the trade-off parameter \( \lambda = 0.1 \) throughout the experiments.

C. Comparison with Baseline Methods

We compare our approach with four baseline methods on both SYSU-MM01 and RegDB datasets in Table I. Note that the same neural architecture is adopted for fair comparison. Verification loss (VL) [35] takes a pair of feature vectors extracted for person images and determine whether they belong
D. Comparison with State-of-the-art Methods

We compare our methods with most of the RGB-IR person ReID methods which have reported their results on the SYSU-MM01 and RegDB datasets in Table II. Current state-of-the-art methods include: cmGAN [13] proposed to learn modality invariant features via an adversarial way. HSME [32] proposed an end-to-end dual-stream hypersphere manifold embedding network with both classification and identification constraint. D-HSME [32] modified the weight matrix of Sphere Softmax via Singular Vector Decomposition (SVD). eBDTR [33] presented a bidirectional center-constrained top-ranking loss to learn discriminative features, and D²RL [14] incorporated a generative model to transform the input into a unified space firstly, then extracted discriminative features from the unified space. MAC [34] proposed a novel modality-aware collaborative learning method on top of a two-stream network, handling the modality-discrepancy in both feature level and classifier level. We can see from Table II that our method significantly outperforms D²RL by 17.4% cmc-1 and 15.9% mAP on RegDB dataset, and outperforms MAC by 1.8% cmc-1 and 1.2% mAP on SYSU-MM01 dataset.

We compare two types of evaluation modes during inference phase. As we can see from Table II the performance of using full mode is better than using simplified mode. On SYSU-MM01 dataset, the full mode outperforms the simplified mode by 1.7% cmc-1 and 0.2% mAP, while on RegDB dataset, using full mode gets an additional 7.7% cmc-1 and 6.5% mAP improvement. It might because RegDB is a relatively small dataset, and the global features probably can not generalize as well as in a relatively large SYSU-MM01 dataset.

On the other hand, the full mode needs to take more computing resources and is more time-consuming. Our experi-

| Methods | cmc-1 | cmc-10 | cmc-20 | mAP  | cmc-1 | cmc-10 | cmc-20 | mAP  |
|---------|-------|--------|--------|------|-------|--------|--------|------|
| HOG [28]| 2.8   | 18.3   | 31.9   | 4.2  | 13.5  | 33.2   | 43.7   | 10.3 |
| MLBP [29]| 2.1   | 16.2   | 28.3   | 3.9  | 2.0   | 7.3    | 10.9   | 6.8  |
| LOMO [30]| 1.8   | 14.1   | 26.6   | 3.5  | 0.9   | 2.5    | 4.1    | 2.3  |
| GSM [31]| 5.3   | 33.7   | 53.0   | 8.0  | 17.3  | 34.5   | 45.3   | 15.1 |
| One-stream Network | 12.0 | 49.7 | 66.7 | 13.7 | 13.1 | 33.0 | 42.5 | 14.0 |
| Two-stream Network | 12 | | | | | | | |
| Zero-padding [12]| 14.8 | 54.1 | 71.3 | 16.0 | 17.8 | 34.2 | 44.4 | 18.9 |
| TONE [13]| 12.5 | 50.7 | 68.6 | 14.4 | 16.9 | 34.0 | 44.1 | 14.9 |
| HCML [13]| 14.3 | 53.2 | 69.2 | 16.2 | 24.4 | 47.5 | 56.8 | 20.8 |
| BDTR [16]| 17.0 | 55.4 | 72.0 | 19.7 | 33.5 | 58.4 | 67.5 | 31.8 |
| cmGAN [13]| 27.0 | 67.5 | 80.6 | 27.8 | - | - | - | - |
| HSME [32]| 18.0 | 58.3 | 74.4 | 20.0 | 41.3 | 65.2 | 75.1 | 38.8 |
| D-HSME [32]| 20.7 | 62.7 | 78.0 | 23.1 | 50.9 | 73.4 | 81.7 | 47.0 |
| eBDTR [33]| 27.8 | 67.3 | 81.3 | 28.4 | 31.8 | 56.1 | 66.8 | 33.2 |
| D²RL [14]| 28.9 | 70.6 | 82.4 | 29.2 | 43.4 | 66.1 | 76.3 | 44.1 |
| MAC [34]| 33.3 | 79.0 | 90.1 | 36.2 | 36.4 | 62.4 | 71.6 | 37.0 |

**Ours(w/o ID)-S** in Table II denotes the proposed method without ID loss for using the simplified evaluation mode, while “-F” represents using full mode. As can be seen from Table II that 1) VL, RKL, KVL and IDL are four variants without contrastive features. It can be clearly seen that with the help of contrastive features, our methods can greatly outperforms those without contrastive features. 2) The proposed method can achieve better performance when ID loss is combined with the pairwise BCE loss in Eqn. (12). 3) Compared with the simplified evaluation mode, the full mode during the inference phase can get better ReID performance for both cmc-1 and mAP.

**TABLE II**

**COMPARISON WITH STATE-OF-THE-ART METHODS ON SYSU-MM01 AND REGDB DATASETS. (%)**

**TABLE III**

**EFFECT OF FEATURE EMBEDDING ON SYSU-MM01 DATASET.**
Fig. 2. Visualization of the features in common space by using t-SNE. (a) shows the common features obtained with unshared weights embedding function. While (b) shows the case where stage3 and stage4 are shared for feature embedding function. Samples with the same color denote that they are from the same person. The makers “dot” and “cross” denote image from the visible and infrared domain respectively.

Fig. 3. Influence of the number of kernels on SYSU-MM01 dataset.

domains are based on single NVIDIA RTX-2080Ti GPU. Taking RegDB dataset as an example, it contains 2060 query images and 2060 gallery images for testing. First, the DSCSN takes about 24.8s to extract all query and gallery image features. Then, for simplified mode, the cosine similarity calculations of all query images and gallery images take only about 0.5s, while for full mode, the Contrastive Correlation Network takes about 5280s to calculate the difference scores of all query and gallery images (2060 × 2060 evaluations of CCN). So the full mode is less efficient especially when searching in a large gallery set.

E. Discussion

Effect of feature embedding function. For RGB-IR person ReID, previous feature embedding methods [16], [13] use a FC layer to project the modality-specific feature vectors into the common feature space. Compared with them, we design the feature embedding function as convolutional architectures. Table III shows how the feature embedding function affects the RGB-IR ReID performance. Note that ResNet-50 is taken as the mapping model which transforms the input into the common feature space, specifically the parameter sharing parts are viewed as the feature embedding function. It can be clearly seen from Table III that when stage 3 and stage 4 of ResNet-50 are designed as feature embedding function, it achieves best results no matter what the successive loss function or method (the ID loss or Ours(w/o ID)-S) is used. Meanwhile, compared with dual-path network [16], our proposed feature embedding function boosts the performance by 3.3% cmc-1 and 4.4% mAP while ID loss is enforced.

We visualize and compare the 3D feature tensors of shared weights(stage3-4) and unshared weights in common space by using t-SNE in Figure 2 (a) and (b). Figure 2 (a) shows the case where feature embedding function are not sharing parameters while in Figure 2 (b) sharing stage3 and stage4 is devised as feature embedding function. A total of 10 persons are randomly selected from the testing set of regDB. Samples with the same color indicate they are the same person. The markers “dot” and “cross” denote image from the visible and infrared domain respectively. We can observe that single-modality intra-person samples get closer to each other in both Figure 2 (a) and Figure 2 (b). Comparing with Figure 2 (a), Cross-modality intra-person samples move closer in Figure 2 (b) with the help of sharing-weights embedding function.

The initial motivation of designing the feature embedding function as an convolutional architecture is to meet the need of a 3D common space to support the proposed Contrastive Correlation Network (CCN). Thus, how to design or optimize the architecture of both the modality-specific feature extraction and modality-shared feature embedding functions is very important. Traditionally, few research works have been devoted to this topic. In this paper, we explore the problem of architecture design of feature embedding function based on a fixed backbone network (ResNet-50). Although the experimental results showed the potential value of this problem, our experiments are still conducted on a relatively coarse granularity. We believe that it is a valuable research topic and in the future, we will try to solve the problem with the help of Neural Architecture Search (NAS).

Kernel sampling scheme vs. Kernel generator in [18]. We compare our kernel sampling scheme with kernel generator for cross-modality person reID and face verification in Table IV.
Table V corresponds to the case where the kernel generation mechanism changes from kernel sampling to kernel generator. From Table VI, we empirically find our proposed kernel sampling scheme can get converged more easily and achieve better accuracy than...
kernel generator in our task. Compared with the original kernel generator, our kernel generating method boosts the mAP by 3.5% and cmc-1 by 3.2% on SYSU-MM01 dataset, and boosts the mAP by 22.6% and cmc-1 by 26.7% on RegDB dataset. It is probably because the original kernel generator in [18] bring 24M (about 100%) more parameters than our method and it is easy to overfit on cross-modality person reID datasets.

Besides, to further substantiate the effectiveness and efficiency of our proposed kernel generator module, we replace the original kernel generator in [18] with our parameter-free kernel sampling scheme. Other settings are kept the same as [18]. CASIA-WebFace dataset is adopted as the training dataset and mean accuracy (mACC) is calculated on LFW dataset. The results are shown in Table V. Compared with [18], our parameter-free kernel sampling scheme gets similar result but has much fewer parameters on the face verification task.

**Influence of kernel numbers.** The size of kernel is set to 3 × 3 in our experiments, and the number of kernels generated by Algorithm 1 can vary by setting different stride_v and stride_h. Here, we investigate how the number of kernels affect the final performance. The size of the extracted 3D feature tensor F_K and F_T are $8 \times 4 \times 2048$, with $h_F = 8$, $w_F = 4$. stride_h is fixed to 1, while stride_v varies in the range of 1 to 5, to change the number of kernels from 12, 8, 6, 4 to 2. The results in Table V show that typically more kernels can obtain better performance.

**Sharing the FC layer or not in CCN.** We compare whether sharing the FC layer or not in CCN. The results shown in Table VII. Unshared FC(S) means unsharing the FC layer in CCN and testing using simplify mode, while Unshared FC(F) expresses testing using full mode. We can see that Ours, which sharing the FC layer in CCN, get better performance than Unshared FC.

**Sensitivity of the hyper-parameter $\lambda$.** We report the experimental results with varying $\lambda$ in Table VII. It can be seen that when $\lambda = 0.1$ the method achieved the best performance and the performances slightly dropped when $\lambda$ fluctuated.

**Visualization**

To qualitatively analyze the proposed method, we visualize some contrastive feature maps on the test set of SYSU-MM01 as shown in Figure 4. Specifically, an IR query image $I$ is compared to 3 positive and 6 negative RGB person images.

We can observe that the high response of feature maps lies especially on different body, and the more different they are, the higher response feature maps exhibit. Comparing $I$ and $R_3$, as the two images’ body shape is similar, the contrastive feature maps’ response is relatively low; Comparing $I$ and $R_7$, genders and body forms are quite different, so the contrastive feature maps’ response is higher.

In addition, we also show some ranking results in Figure 5. We select some IR images as queries to search from the gallery RGB images of the test set of SYSU-MM01. The images in the first column are query images. The retrieval results are sorted from left to right according to the similarity scores based on the simplified mode. The last row shows one failure case, where the person in query image carries a bag, while in gallery images the same person does not carry a bag anymore and the top-2 matches in the ranking list are indeed very similar to the query person.

**V. Conclusion**

In this paper, we propose an RGB-IR cross modality person re-identification framework which consists of a Dual-path Spatial-structure-preserving Common Space Network which projects the input images into a 3D tensor common space, and a Contrastive Correlation Network which makes the feature attend to the difference of the paired inputs. The framework can be end-to-end trained with joint pairwise BCE loss and ID loss. Extensive experiments on two public available benchmark datasets show that the proposed framework achieves good results.
datasets show that our proposed method can outperform state-of-the-art methods by large margins for both full and simplified evaluation modes.

In the future, for better performance we would like to explore the query-guided features which try to match the similar features between the query and the gallery images besides the dis-similarities. Furthermore, finer-grain semantic parts alignment guided by the explicit or implicit pose estimation modules can be investigated to boost the ReID accuracy. Additionally, designing lightweight architectures and learning compact features can be studied for extending the proposed method into mobile applications.

APPENDIX

In Section [IV] we mainly focus on the closed-setting cross modality re-identification problem, i.e. when a query image is in RGB/IR modality, the gallery set is constructed with IR/RGB images only. While in this section, we test our method for the open-set common situation where we do not know whether the gallery set includes the cross modality target person sharing the same ID with the query person or not. Therefore, the corresponding method should take both cross modality matching and single modality matching into consideration at the same time.

To meet this end, our DSCSN can be trained by additionally inputing RGB-RGB, IR-IR paired training samples for the open-set common situation. The RGB branch takes the RGB inputs and the IR branch takes the IR inputs. For the RGB-RGB and IR-IR inputs, the kernel generator of CCN can be calculated with the corresponding obtained feature map pairs.

On SYSU-MM01 Dataset, to show the effectiveness of our proposed method in the open-set common situation, we train our method with 1 : 1 : 1 RGB-RGB, RGB-IR and IR-IR paired training samples and test our method with a query set containing 3292 RGB images from cam1 and cam4, and 1883 IR images from cam3, and a gallery set containing 3483 RGB images from cam2 and cam5, and 1920 IR images from cam6. Both qualitative and quantitative experimental results are showed as follows. Table VIII shows the mAP and cmc ranking results. Figure 6 shows several cases of the ranking results including both the RGB and IR images.

| TABLE VIII | EXPERIMENTAL RESULTS ON SYSU-MM01 DATASET FOR OPEN-SET PROTOCOLS |
|------------|---------------------------------------------------------------|
| cmc-1      | cmc-5 | cmc-10 | cmc-20 | mAP |
| 78.2       | 94.8  | 97.7   | 99.2   | 65.3 |
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