Discretized quantum adiabatic process for free fermions and comparison with the imaginary-time evolution
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Motivated by recent progress of quantum technologies making small-scale programmable quantum computing possible, here we study a discretized quantum adiabatic process for a one-dimensional free fermion system described by a variational wave function, i.e., a parametrized quantum circuit. The wave function is composed of $M$ layers of two elementary sets of time-evolution operators, each set being decomposed into commutable local operators acting on neighboring sites. The evolution time of each time-evolution operator is treated as a variational parameter so as to minimize the expectation value of the energy. We show that the exact ground state is reached by applying the layers of time-evolution operators as many as a quarter of the system size, implying that at least in this case, the state is exactly prepared in a quantum circuit with linear depth. This is the minimum number $M_B$ of layers set by the limit of speed, i.e., the Lieb-Robinson bound, for propagating quantum entanglement via the local time-evolution operators. Indeed, we show the mutual information of the variation wave function that reveals a causality-cone like structure in the propagation of quantum entanglement. Quantities such as the energy $E$ and the entanglement entropy $S$ of the optimized variational wave function with the number $M$ of layers less than $M_B$ are independent of the system size $L$ but fall into some universal functions of $M$, indicating that the entanglement generated in this variational ansatz with a finite $M$ is bounded, as in the case of the matrix product states with a finite bond dimension. Furthermore, in this case, we find that these two quantities behaves asymptotically as $E/L - \varepsilon_\infty \sim M^{-2}$ ($\varepsilon_\infty$: the exact ground-state energy per site in the thermodynamic limit) and $S \approx \frac{1}{4} \ln M$. The development of the entanglement in the variational ansatz through the discretized quantum adiabatic process is further manifested in the progressive propagation of single-particle orbitals in the variational wave function. We also find that the optimized variational parameters show a systematic structure that provides the optimum scheduling function in the quantum adiabatic process with the effective total evolution time of the variational ansatz representing the exact ground state being proportional to the system size $L$. Finally, we investigate the imaginary-time evolution of this variational wave function, where the causality relation is absent due to the non-unitarity of the imaginary-time evolution operators, thus the norm of the wave function being no longer conserved. We find that the convergence to the exact ground state is exponentially fast, despite that the system is at the critical point, suggesting that implementation of the non-unitary imaginary-time evolution in a quantum circuit is highly promising to further shallow the circuit depth, provided that the local non-unitary operators are represented with a reasonable amount of unitary operators.

I. INTRODUCTION

Currently realized and near-future expected quantum computing devices, called noisy intermediate-scale quantum (NISQ) devices [1], suffer various noise due to the poor gate fidelity and short coherent time so that the number of quantum gates as well as qubits available reliably in quantum devices is severely limited. Therefore, it is highly desirable to find quantum algorithms working efficiently on such a limited condition. One of the great challenges in quantum computing is to demonstrate quantum supremacy for practical calculations in quantum devices that can outperform the classical counterparts [1–3].

Quantum simulations of quantum many-body systems, such as the Hubbard model and quantum chemistry systems, have been anticipated to be the most promising application for quantum computers [4]. One of the prominent algorithms specially in the NISQ era is the variational quantum eigensolver (VQE) [5, 6], a quantum-classical hybrid algorithm, in which a variational wave function describing a quantum state is represented by a quantum circuit composed of parametrized quantum gates. In the VQE, the energy and often the derivatives of the energy with respect to the variational parameters are estimated on quantum computers and these quantities are used to optimize the variational wave function by minimizing the variational energy on classical computers.

In this regard, it has been pointed out that there occurs the barren plateau phenomena as potentially a serious issue in the VQE method [7]: if a random circuit is used, the derivative of a VQE wave function with respect to the parameters vanish as the number of qubits as well
as quantum gates increases. Although this might not necessarily occur in general for any parametrized circuit, it is rather preferable to find a suitable circuit structure and reduce the number of parametrized gates necessary for representing a particular quantum state.

There have been several schemes proposed to improve and go beyond the plain VQE algorithm for quantum simulations of quantum many-body systems on the NISQ devices. One of the strategies is to systematically reduce the number of variational parameters in a parametrized quantum circuit with keeping the accuracy of the variational wave function. For example, the adaptive derivative-assembled pseudo-Trotter ansatz variational quantum eigensolver (ADAPT-VQE) [8] employs the unitary coupled cluster ansatz with generalized single and double excitations from a single Slater determinant reference, but the parametrized quantum gates are additively selected, one at each iteration, in the collection of one- and two-body operator pool by searching the appropriate gate that gives the largest gradient, and hence the optimization is performed only for the selectively accumulated quantum gates. In a symmetry-adapted VQE scheme, the symmetry of Hamiltonian is imposed in the variational wave function to reduce the number of parametrized gates at the expense of introducing a non-unitary projection operator that is treated partly as postprocessing on classical computers [9]. A non-orthogonal VQE scheme is a multireference version of the VQE algorithm where a generalized eigenvalue problem in a subspace spanned by a collection of the parametrized variational wave functions is solved, in addition to optimizing the variational parameters [10]. A similar idea of expanding a quantum subspace within the VQE scheme is also proposed in Refs. [11–14].

Another strategy is to employ the imaginary-time evolution that is non-unitary. Recently, Motta et al. have proposed a quantum imaginary-time evolution (QITE) algorithm [15], in which a local infinitesimally small imaginary-time evolution operator, including the normalization factor of the imaginary-time evolved quantum state, is mapped to a non-local unitary real-time evolution operator by solving a linear system of equations on classical computers to properly parametrize the non-local unitary operator that approximately reproduces the local non-unitary imaginary-time evolution operator [15–18]. Note that the parameters in a non-local unitary operator here are determined by solving a linear system of equations, not by optimizing a cost function as in the VQE scheme. It is also interesting to note that in Ref. [15] they have used the QITE algorithm to expand a quantum subspace by constructing non-orthogonal Krylov subspace basis states and proposed a quantum version of a Lanczos-like algorithm. In this regard, an imaginary-time evolution is not necessarily required to generate a Krylov subspace, as demonstrated in Refs. [19, 20] by using a real-time evolution. Very recently, a quantum version of the power method is proposed to generate a Krylov subspace [21].

Considering application for the NISQ devices, it is crucial to find a way, based on some guiding principle, of designing a quantum circuit ansatz, ideally with linear depth or less, that can efficiently represent a quantum state of interest. It is easily shown mathematically that the imaginary-time evolution can yield the exact solution of a ground state in the limit of long-time evolution, provided that the imaginary-time evolution is treated exactly. The Lanczos method also guarantees to converge to a ground state with a desired accuracy as the dimension of a Krylov subspace is increased. Although these methods are well established classically, their quantum versions are still under development, as described above. There have been various circuit ansatze proposed in the VQE scheme such as a unitary coupled cluster ansatz for mostly quantum chemistry application [5, 6, 22, 23] and a hardware efficient ansatz [24]. These ansatze can represent any quantum state in principle by increasing the number of gates and thus the circuit depth [25], and have been implemented in the NISQ devices with success particularly for small molecules [24, 26–28].

Here, in this paper, we shall focus on a circuit ansatz realized by discretizing a quantum adiabatic process from an initial product state to a final state corresponding to a ground state of a Hamiltonian to be solved [29–32]. This is inspired by the quantum approximate optimization algorithm (QAOA) for combinatorial optimization problems that are represented as an Ising model [33]. In this paper, this circuit ansatz is called a discretized quantum adiabatic process (DQAP) ansatz. An advantage of a DQAP ansatz is the fact that a circuit constructed by the DQAP can yield the exact ground state without any parametrization in the continuous circuit limit because of the quantum adiabatic theorem [34–37]. However, the convergence of a DQAP ansatz with the finite number of discretization steps is unknown in general and this is the main issue addressed in this paper.

We thereby study a DQAP ansatz for free fermions on a one-dimensional lattice at half filling. This is an ideal system to analyze a DQAP ansatz because a quantum state evolved by the DQAP with an initial state described by a single Slater determinant state can still be described by a single Slater determinant state, and therefore one can keep track of each occupied single-particle orbital in the Slater determinant state during the DQAP. In the DQAP ansatz considered here, we first prepare as the initial state a product state of local bonding states formed on neighboring sites, which can be described by a single Slater determinant state. We then let the state evolve forward via the DQAP by repeatedly applying layers of two elementary sets of local time-evolution operators (see Fig. 1), where the evolution time in each layer of the time-evolution operators is treated as a variational parameter so as to minimize the variational energy. We examine how the state described by the DQAP ansatz is evolved with increasing the number $M$ of layers by monitoring the variational energy, single-particle orbitals in the Slater determinant state, the entanglement entropy,
and the mutual information.

We find that the exact ground state is attained by applying the layers of time-evolution operators as many as a quarter of the system size, which is the minimum number $M_B$ of layers necessary to entangle the entire system by the local time-evolution operators, corresponding to the Lieb-Robinson bound for the propagation of quantum information [38]. In contrast, the DQAP ansatz with the number $M$ of layers less than $M_B$, thus not describing the exact ground state, represents another series of quantum states in that physical quantities such as the energy and the entanglement entropy evaluated for these states are independent of the system size but scale with $M$, which indicates that the entanglement carried by the DQAP ansatz with a finite number of layers is bounded, as in the case of the matrix product states with a finite bond dimension [39, 40]. We also find that the optimized variational parameters in the DQAP ansatz converge systematically to a smooth function of the discretized time, which thus provides the optimized scheduling function for the quantum adiabatic process. Furthermore, we show that the effective total evolution time of the optimized DQAP ansatz with $M_B$ layers of the local time-evolution operators is proportional to the system size. For comparison, we also investigate the imaginary-time evolution of the DQAP ansatz, which can still be described by a single Slater determinant state. We find that the convergence to the ground state is exponentially fast with respect to the number of layers of the imaginary-time evolution operators, despite that the system is at the critical point where the one-particle density matrix decays algebraically with distance.

The rest of this paper is organized as follows. We first describe the free fermion model and establish the notation used throughout this paper in Sec. II A, and introduce the DQAP ansatz in Sec. II B. We then provide the analytical formulae for various quantities such as the one-particle density matrix, entanglement entropy, and mutual information, and also explain the optimization method in Secs. II C–II E. The numerical results for the DQAP ansatz are given in Sec. III and these results are compared with those for the imaginary-time counterpart in Sec. IV. We then conclude the paper with brief discussion in Sec. V. The numerical details of the optimized parameters are discussed in Appendix A and details of the entanglement entropy with respect to the one-particle density matrix are explained in Appendix B. Throughout the paper, we set the reduced Planck constant $\hbar = 1$.

II. MODEL AND METHOD

In this section, we first define the free fermion model with matrix notation in Sec. II A, and introduce a discretized quantum adiabatic process to construct a variational ansatz in Sec. II B. We then summarize the analytical formulae for the variational ansatz in the free fermion case in Sec. II C. The optimization method to optimize the variational parameters is described in Sec. II D. To discuss the entanglement property, we also derive the analytical formulae of the reduced density matrix, entanglement entropy, and mutual information for a free fermion wave function in Sec. II E.

A. Model

The free fermion system considered in this paper is described by the following Hamiltonian:

\[ \hat{H} = \sum_{x=1}^{L} \sum_{x'=1}^{L} t_{xx'} \hat{c}_x^{\dagger} \hat{c}_{x'}, \]  

(1)

where $\hat{c}_x$ ($\hat{c}_x^{\dagger}$) denotes the annihilation (creation) operator of a fermion at site $x \in \{1, 2, \cdots, L\}$. For convenience, we represent the Hamiltonian in Eq. (1) as

\[ \hat{H} = \hat{c}^\dagger \mathbf{T} \hat{c}, \]  

(2)

where $\hat{c}^\dagger$ (\(\hat{c}\)) is a $L$ dimensional row (column) vector of the fermion operators given by

\[ \hat{c}^\dagger = \left( \hat{c}_1^\dagger \; \hat{c}_2^\dagger \; \cdots \; \hat{c}_L^\dagger \right), \quad \hat{c} = \left( \begin{array}{c} \hat{c}_1 \\ \hat{c}_2 \\ \vdots \\ \hat{c}_L \end{array} \right), \]  

(3)

and $\mathbf{T}$ is an $L \times L$ matrix whose elements are given by $[\mathbf{T}]_{xx'} = t_{xx'}$.

Let $\mathbf{U}$ be a unitary operator which diagonalizes the matrix $\mathbf{T}$ as

\[ \mathbf{U}^\dagger \mathbf{T} \mathbf{U} = \mathbf{E}, \]  

(4)

where $\mathbf{E}$ is the $L \times L$ diagonal matrix whose diagonal elements are the eigenvalues of $\mathbf{T}$: $\mathbf{E} = \text{diag} (E_1, E_2, \cdots, E_L)$. Here, we assume $E_n (n = 1, 2, \cdots, L)$ in ascending order, i.e., $E_1 \leq E_2 \leq \cdots \leq E_L$. The ground state of the Hamiltonian in Eq. (1) for $N$ fermions is represented as

\[ |\psi\rangle = \prod_{n=1}^{N} [\hat{c}^\dagger \mathbf{U}]_n |0\rangle \]  

(5)

where $|0\rangle$ is the vacuum of fermions and $\mathbf{U}$ is an $L \times N$ matrix obtained by extracting the first $N$ columns from $\mathbf{U}$. $[\hat{c}^\dagger \mathbf{U}]_n$ indicates the $n$th element of the $N$ dimensional row vector $\hat{c}^\dagger \mathbf{U}$.

It is important to note that the row index $x$ of $|\mathbf{\Psi}_x\rangle$ indicates the site index while the column index $n$ is the index labeling the single-particle state with the single-particle energy $E_n$ obtained by diagonalizing the matrix $\mathbf{T}$. $[\hat{c}^\dagger \mathbf{U}]_n$ in Eq. (5) thus corresponds to the $n$th single-particle orbital that composes the Slater determinant state of the ground state $|\psi\rangle$. Hereafter, we simply refer to the column vectors of $\mathbf{U}$ as single-particle orbitals.
B. Variational ansatz based on a discretized quantum adiabatic process

The quantum adiabatic process is a quantum process following the quantum adiabatic theorem [34–37], in which a slowly driving system in time from an initial eigenstate, the ground state of Hamiltonian $\hat{H}_i$, stays in the instantaneous eigenstate of the time evolving Hamiltonian $\hat{H}(\tau)$ at time $\tau$ and finally reaches to the ground state of Hamiltonian $\hat{H}_f$. Here the time evolving Hamiltonian $\hat{H}(\tau)$ is expressed as

$$\hat{H}(\tau) = s_i(\tau)\hat{H}_i + s_f(\tau)\hat{H}_f \quad (6)$$

with $s_i(\tau)$ and $s_f(\tau)$ being the scheduling functions that are smooth and satisfy the conditions:

$$s_i(\tau_i) = s_i(\tau_f) = 1,$$

$$s_f(\tau_i) = s_f(\tau_f) = 0, \quad (7)$$

where $\tau_i$ and $\tau_f$ denote the initial and final times of the process, respectively. The final state $|\psi(\tau_f)\rangle$ at $\tau = \tau_f$ after the time evolution is thus given as

$$|\psi(\tau_f)\rangle = \hat{U}(\tau_f, \tau_i)|\psi_i\rangle, \quad (8)$$

where $\hat{U}(\tau, \tau_i)$ is the time-evolution operator obtained by solving the Schrödinger’s equation

$$i\frac{\partial}{\partial \tau}\hat{U}(\tau, \tau_i) = \hat{H}(\tau)\hat{U}(\tau, \tau_i) \quad (9)$$

with $\hat{U}(\tau_i, \tau_i) = 1$ and $|\psi_i\rangle$ is the ground state of $\hat{H}_i$.

It is well known that for a sufficiently long time $\tau_f - \tau_i$, implying a slow driving dynamics, the initial state $|\psi(\tau_i)\rangle = |\psi_i\rangle$ is adiabatically transformed into the ground state of the final Hamiltonian $\hat{H}_f$ through this adiabatic process if there is a finite energy gap between the ground state and the excited states of $\hat{H}(\tau)$ for all $\tau$ [41, 42]. A quantum adiabatic process is a real-time dynamics governed by the unitary time-evolution operator in Eq. (8). This should be contrasted with the case of the imaginary-time evolution where the imaginary-time evolution operator is no longer unitary. Since all operations in quantum computers are composed of unitary gate operations, a quantum adiabatic process would be a natural principle to follow in constructing a circuit ansatz for obtaining a ground state of a Hamiltonian in a quantum circuit.

We shall now consider the case where the final Hamiltonian $\hat{H}_f$ in Eq. (6) is composed of a set of terms $\hat{V}_p$ ($p = 1, 2, \cdots, P$):

$$\hat{H}_f = \sum_{p=1}^{P} \hat{V}_p \quad (10)$$

such that in general $[\hat{V}_p, \hat{V}_{p'}] \neq 0$ when $p \neq p'$. Here, we assume that each $\hat{V}_p$ consists of a set of operators

$$\hat{V}_p = \sum_{q=1}^{Q_p} \hat{O}_q^{(p)}, \quad (11)$$

where all operators $\hat{O}_q^{(p)}$ commute with each other for given $p$:

$$[\hat{O}_q^{(p)}, \hat{O}_{q'}^{(p)}] = 0. \quad (12)$$

In addition, we assume that the initial Hamiltonian $\hat{H}_i$ in Eq. (6) is given by one of $\hat{V}_p$’s in $\hat{H}_f$ and here we consider

$$\hat{H}_i = \hat{V}_1. \quad (13)$$

Then, the time-evolution operator is written in the following form:

$$\hat{U}(\tau_1, \tau_i) = \lim_{M \to \infty} \prod_{m=M}^{1} \hat{U}_d(\theta_m) \quad (14)$$

with

$$\hat{U}_d(\theta_m) = \prod_{p=1}^{P} e^{-i\theta_m^{(p)}\hat{V}_p} = e^{-i\theta_m^{(1)}\hat{V}_1} e^{-i\theta_m^{(2)}\hat{V}_2} \cdots e^{-i\theta_m^{(P)}\hat{V}_P} \quad (15)$$

where $\theta_m = \{\theta_p^{(m)}\}_{p=1}^{P}$ should be chosen as

$$\theta_p^{(m)} = \left\{ \begin{array}{ll} [s_i(\tau_m) + s_f(\tau_m)]\delta\tau & \text{for } p = 1, \\ s_f(\tau_m)\delta\tau & \text{for } p \neq 1 \end{array} \right. \quad (16)$$

with

$$\delta\tau = (\tau_f - \tau_i)/M \quad (17)$$

$$\tau_m = \tau_i + m\delta\tau, \quad (18)$$

in order to reproduce $\hat{U}(\tau_f, \tau_i)$ in the limit of $M \to \infty$. This is the most naive discretization procedure of time in the time-evolution operator $\hat{U}(\tau_1, \tau_i)$ and the ground state of $\hat{H}_i$ is obtained by operating $\hat{U}(\tau_1, \tau_i)$ to the initial state $|\psi_i\rangle$ as in Eq. (8).

The simplest scheduling functions $s_i(\tau)$ and $s_f(\tau)$ that satisfy the conditions given in Eq. (7) is a linear scheduling, i.e.,

$$s_i(\tau) = 1 - \frac{\tau - \tau_i}{T},$$

$$s_f(\tau) = \frac{\tau - \tau_i}{T}, \quad (19)$$

where $T = \tau_f - \tau_i$ [42, 43]. In this case,

$$\theta_p^{(m)} = \left\{ \begin{array}{ll} \frac{\delta\tau}{m} & \text{for } p = 1, \\ \frac{\delta\tau}{mT} & \text{for } p \neq 1. \end{array} \right. \quad (20)$$

Inspired by the quantum adiabatic process described above, here we instead consider, as a variational ansatz
for the ground state of \( \hat{\mathcal{H}}_t \), the following state with a finite value of \( M \):

\[
|\psi_M(\theta)\rangle = \prod_{m=M}^{1} \hat{U}_d(\theta_m)|\psi_i\rangle = \hat{U}_d(\theta_M)\hat{U}_d(\theta_{M-1})\cdots\hat{U}_d(\theta_1)|\psi_i\rangle,
\]  

(21)

where \( \theta = \{\theta_m\}_{m=1}^M \) are assumed to be variational parameters determined by minimizing the variational energy. This variational state \( |\psi_M(\theta)\rangle \) in Eq. (21) is referred to as a discretized quantum adiabatic process (DQAP) ansatz.

Let us now illustrate the DQAP ansatz for the free fermion system given in Eq. (1). For simplicity, we assume that the system is one dimensional and the final Hamiltonian \( \hat{\mathcal{H}}_t \) is given by

\[
\hat{\mathcal{H}}_t = -t \sum_{x=1}^{L-1} (\hat{c}^\dagger_{2x} \hat{c}_{2x-1} + \hat{c}^\dagger_{2x+1} \hat{c}_{2x}) - t\gamma (\hat{c}^\dagger_1 \hat{c}_L + \hat{c}^\dagger_L \hat{c}_1),
\]

(22)

where \( \gamma \) sets the boundary conditions: \( \gamma = 1 \) for the periodic boundary conditions (PBC) and \( \gamma = -1 \) for the anti-periodic boundary conditions (APBC). We also assume that the number \( L \) of sites is even and the number \( N \) of fermions is at half filling, i.e., \( N = L/2 \). In what follows, we set \( t = 1 \) as a unit of the energy.

For this system, \( \hat{V}_p \) \((p=1,2)\) is given by

\[
\hat{V}_1 = -t \sum_{x=1}^{L/2} (\hat{c}^\dagger_{2x} \hat{c}_{2x-1} + \hat{c}^\dagger_{2x+1} \hat{c}_{2x})
\]

and

\[
\hat{V}_2 = -t \sum_{x=1}^{L/2-1} (\hat{c}^\dagger_{2x+1} \hat{c}_{2x} + \hat{c}^\dagger_{2x} \hat{c}_{2x+1}) - t\gamma (\hat{c}^\dagger_1 \hat{c}_L + \hat{c}^\dagger_L \hat{c}_1).
\]

(23)

(24)

The initial state \( |\psi_i\rangle \) is the ground state of \( \hat{V}_1 \) given by

\[
|\psi_i\rangle = \prod_{x=1}^{L/2} \frac{1}{\sqrt{2}} (\hat{c}^\dagger_{2x-1} + \hat{c}^\dagger_{2x})|0\rangle.
\]

(25)

Here, the state

\[
\frac{1}{\sqrt{2}} (\hat{c}^\dagger_{2x-1} + \hat{c}^\dagger_{2x})|0\rangle
\]

is the local bonding state formed between sites \( 2x - 1 \) and \( 2x \). The form of Eq. (25) suggests that the initial state \( |\psi_i\rangle \) is a product state of local states, as is expected from the assumption in Eq. (11). Using Eqs. (23)–(25), the DQAP ansatz is written as

\[
|\psi_M(\theta)\rangle = \prod_{m=M}^{1} (e^{-i\theta^1_m}\hat{\psi}_1 e^{-i\theta^2_m}\hat{\psi}_2)|\psi_i\rangle,
\]

(27)

The schematic representation of this state is shown in Fig. 1.

We shall now discuss how this DQAP ansatz can be described in the qubit representation for quantum computing. First of all, a fermion system can always be mapped in the qubit representation through, e.g., the Jordan-Wigner transformation [44]:

\[
\hat{c}^\dagger_x = \hat{\sigma}^+ \hat{K}(x), \quad \hat{c}_x = \hat{\sigma}^- \hat{K}(x) \hat{\sigma}_x
\]

(28)

where

\[
\hat{K}(x) = e^{-i\frac{\pi}{4} \sum_{x' < x} (2Z_{x'} + 1)},
\]

\[
\hat{\sigma}^\pm = (\hat{X}_x \mp i\hat{Y}_x)/2, \quad \{\hat{X}_x, \hat{Y}_x, \hat{Z}_x\} \text{ are the Pauli operators (i.e., gates) at qubit } x. \quad \text{Notice that } [\hat{\sigma}^\pm, \hat{K}(x)] = 0 \text{ and from Eq. (28) } \hat{c}^\dagger_x \hat{c}_x = \frac{1}{2}(\hat{Z}_x + 1). \text{ With this transformation, any local fermion operator acting up to nearest-neighbor sites in a one-dimensional system can be represented by Pauli operators without introducing the sign factors due to the Jordan-Wigner string } \hat{K}(x), \text{ suggesting that the fermion representation is trivially equivalent to the qubit representation, except for the boundary terms. Indeed, the sign factors at the boundary are also cancelled if APBC (PBC) is imposed when } N \text{ is even (odd).}

In this case, the one-dimensional free fermion system in Eq. (22) under both PBC and APBC is mapped onto the spin-1/2 XY model

\[
\hat{\mathcal{H}}_{\text{spin}} = -t \sum_{x=1}^{L} (\hat{\sigma}^+_{x+1} \hat{\sigma}^-_{x} + \hat{\sigma}^+_{x} \hat{\sigma}^-_{x+1})
\]

(30)
with $\hat{\sigma}^{\pm}_{L+1} = \hat{\sigma}^{\pm}_{1}$ (i.e., PBC). Here, $\hat{\sigma}^{\pm}_{x}$ represents the local operator to flip the qubit state from $|0\rangle_{x}$ to $|1\rangle_{x}$ to $|1\rangle_{x}$ to $|0\rangle_{x}$, but not the other way around, where $|\sigma\rangle_{x}$ ($\sigma = 0, 1$) denotes the local state at qubit $x$ in the Pauli $z$ basis. As shown in Fig. 2(a), the local time-evolution operator $\exp[i\theta(\hat{\sigma}^{+}_{x} \hat{\sigma}^{-}_{x} + \hat{\sigma}^{-}_{x} \hat{\sigma}^{+}_{x})]$ can be implemented in a quantum circuit [45–47]. It should also be noted that the condition of $N$ being even (odd) for APBC (PBC) corresponds to the closed shell condition in the free fermionic system.

With the Jordan-Wigner transformation, the fermion vacuum state $|0\rangle$ is mapped to $\prod_{x=1}^{L/2} |1\rangle_{x}$, and therefore the initial state $|\psi_1\rangle$ in Eq. (25) can be mapped in the qubit representation onto

$$\prod_{x=1}^{L/2} \frac{1}{\sqrt{2}} (|0\rangle_{2x-1}|1\rangle_{2x} + |1\rangle_{2x-1}|0\rangle_{2x}), \quad (31)$$

i.e., a product state of spin-triplet states. As shown in Fig. 2(b), each spin-triplet state $\frac{1}{\sqrt{2}} (|0\rangle_{2x-1}|1\rangle_{2x} + |1\rangle_{2x-1}|0\rangle_{2x})$ can be generated as

$$\hat{C}_{2x-1}(\hat{X}_{2x}) \hat{H}_{2x-1} \hat{X}_{2x} |0\rangle_{2x-1}|0\rangle_{2x}. \quad (32)$$

Here, $\hat{C}_{x}(\hat{X}_{x})$ denotes the control-NOT gate acting on qubit $x'$ with the control qubit at qubit $x$, and $\hat{H}_{x}$ indicates the Hadamard gate acting on qubit $x$.

Finally, we briefly note that for a more general fermion system in higher spatial dimensions with a long-range hopping, the phase factors due to the Jordan-Wigner strings cannot be canceled and yield many-body interactions in the qubit representation. In principle, these many-body interactions can be treated as two-qubit operations by using, for example, the perturbative gadgets [48]. However, these techniques introduce additional sources of errors. Therefore, we leave the general cases for a future study and focus here on the one-dimensional system.

C. Useful properties of the DQAP ansatz for free fermions

The DQAP ansatz for the free fermion system introduced in the previous section has generally the following form:

$$|\psi(\theta)\rangle = \prod_{k=K}^{1} e^{-i\hat{W}_{k} \theta_{k}} |\psi_{0}\rangle$$

$$= e^{-i\hat{W}_{k} \theta_{k}} \cdots e^{-i\hat{W}_{2} \theta_{2}} e^{-i\hat{W}_{1} \theta_{1}} |\psi_{0}\rangle \quad (33)$$

where $\hat{W}_{k}$ ($k = 1, 2, \cdots, K$) is a Hermitian single-particle operator given by

$$\hat{W}_{k} = \hat{c}^{\dagger} \hat{W}_{k} \hat{c}, \quad (34)$$

and $|\psi_{0}\rangle$ is a ground state of an $N$-fermion system defined by the following single-particle Hamiltonian:

$$\hat{W}_{0} = \hat{c}^{\dagger} \hat{W}_{0} \hat{c}, \quad (35)$$

thus representing a Slater determinant state of $N$ fermions. We can now easily show that $|\psi(\theta)\rangle$ in Eq. (33) is more compactly written as

$$|\psi(\theta)\rangle = \prod_{n=1}^{N} [\hat{c}^{\dagger} \Psi_{K}]_{n} |0\rangle, \quad (36)$$

where

$$\Psi_{k} = \prod_{k=K}^{1} e^{-i\theta_{k} \hat{W}_{k}} \Psi_{0} \quad (37)$$

and $\Psi_{0}$ is an $L \times N$ matrix such that the $n$th column of $\Psi_{0}$ is the eigenstate of $\hat{W}_{0}$ with the $n$th lowest eigenvalue. The derivation of Eq. (36) can be found in Ref. [49]. Equations (36) and (37) imply that a state initially prepared as a single Slater determinant state evolves in time, realized by repeatedly applying the unitary time-evolution operators, into a state that can still be represented as a single Slater determinant state. Therefore, we can even discuss the time evolution of each constituent single-particle orbital in the Slater determinant state.

It is also ready shown that the overlap between two $N$-fermion states $|\psi\rangle$ and $|\phi\rangle$ is calculated as

$$\langle \psi|\phi\rangle = \det[\Psi^{\dagger} \Phi], \quad (38)$$

where $|\psi\rangle$ is an $N$-fermion state given in Eq. (5) but for any $\Psi$ and

$$|\phi\rangle = \prod_{n=1}^{N} [\hat{c}^{\dagger} \Phi]_{n} |0\rangle \quad (39)$$

with $\Phi$ being an $L \times N$ matrix. We can also show the following useful formula:

$$G_{xx'} = \frac{\langle \psi|\phi\rangle [\hat{c}^{\dagger}]_{x'}|\psi\rangle}{\langle \psi|\phi\rangle} = \text{tr}[\Phi (\Psi^{\dagger} \Phi)^{-1} \Psi^{\dagger} \delta_{xx'}] \quad (40)$$
where \( \text{tr}[A] \) indicates the trace of a matrix \( A \) and \( \delta_{xx'} \) is an \( L \times L \) matrix whose elements are given by \( \delta_{xx'}(x, x') = \delta_{xx_1} \delta_{xx_2} \). We can furthermore derive that, for example,

\[
\frac{\langle \phi | \hat{c}^\dagger \hat{c} + \hat{c}'^\dagger \hat{c}' | \phi \rangle}{\langle \phi | \phi \rangle} = G_{xx'} G_{yy'} - G_{xy'} G_{yx'},
\]

which is simply the Wick’s theorem.

**D. Optimization method**

In this paper, we employ the natural gradient method to optimize the variational parameters in the variational wave function. Here we briefly summarize this optimization method for the DQAP ansatz.

The natural gradient method was originally introduced in the context of machine learning [50, 51]. However, essentially the same method has also been independently proposed to optimize a many-body variational wave function [52] and it has been successfully applied to various systems in quantum chemistry and condensed matter physics [53, 54]. This method has also been proposed recently in the context of quantum computing as a way to optimize a parametrized quantum circuit [55] and is nicely summarized in Ref. [56].

It is now well known that there are several ways to derive this optimization method [57]. A simple way is the formulation based on an infinitesimal imaginary-time evolution in the variational parameter space. In this case, we determine the new variational parameters \( \theta_{\text{new}} = \theta + \delta \theta \) so as to satisfy

\[
\langle \psi(\theta + \delta \theta) | \psi(\theta) \rangle \propto (1 - \delta \beta \hat{H}) | \psi(\theta) \rangle,
\]

where \( | \psi(\theta) \rangle \) is given in Eq. (33) with \( K \) variational parameters \( \theta = \{ \theta_1, \theta_2, \ldots, \theta_K \} \), \( \hat{H} \) is the Hamiltonian to be solved, in our case, given in Eq. (1), and \( \delta \beta \) is an infinitesimal real number. Assuming that the variational parameters are all real, \( \delta \theta \) is then determined as

\[
\delta \theta = \arg \min_{\delta \theta} \left[ d^2(| \psi(\theta + \delta \theta) \rangle, (1 - \delta \beta \hat{H}) | \psi(\theta) \rangle) \right],
\]

where \( d(| \psi \rangle, | \phi \rangle) \) is a distance between two quantum states \( | \psi \rangle \) and \( | \phi \rangle \) and is given by

\[
d^2(| \psi \rangle, | \phi \rangle) = 1 - \frac{\langle \psi | \phi \rangle \langle \phi | \psi \rangle}{\langle \psi | \psi \rangle \langle \phi | \phi \rangle},
\]

i.e., essentially the same as the fidelity, assuming that the two states \( | \psi \rangle \) and \( | \phi \rangle \) are not generally normalized.

Expanding \( d^2(| \psi(\theta + \delta \theta) \rangle, (1 - \delta \beta \hat{H}) | \psi(\theta) \rangle) \) up to the second order of \( \delta \theta \) and \( \delta \beta \), we obtain the following quadratic form:

\[
d^2(| \psi(\theta + \delta \theta) \rangle, (1 - \delta \beta \hat{H}) | \psi(\theta) \rangle) \approx \delta \theta^T S \delta \theta + \delta \beta (\delta \theta^T f + f^T \delta \theta) + \delta \beta^2 E^2,
\]

where \( \delta \theta \) in the right hand side is a \( K \)-dimensional column vector with the \( k \)th element being \( \delta \theta_k \), \( S \) is a \( K \times K \) matrix given by

\[
[S]_{kk'} = \frac{\langle \partial_k \psi(\theta) | \partial_{k'} \psi(\theta) \rangle}{\langle \psi(\theta) | \psi(\theta) \rangle} - \frac{\langle \partial_k \psi(\theta) | \partial_{k'} \psi(\theta) \rangle}{\langle \psi(\theta) | \psi(\theta) \rangle},
\]

with

\[
\partial_k = \frac{\partial}{\partial \theta_k},
\]

\( f \) is a \( K \)-dimensional column vector given by

\[
[f]_k = \frac{\langle \partial_k \psi(\theta) | \hat{H} | \psi(\theta) \rangle}{\langle \psi(\theta) | \psi(\theta) \rangle} - \frac{\langle \partial_k \psi(\theta) | \hat{H} | \psi(\theta) \rangle}{\langle \psi(\theta) | \psi(\theta) \rangle} \langle \psi(\theta) | \hat{H} | \psi(\theta) \rangle,
\]

and \( E^2 \) is the variance of the Hamiltonian \( \hat{H} \) given by

\[
E^2 = \frac{\langle \psi(\theta) | \hat{H}^2 | \psi(\theta) \rangle}{\langle \psi(\theta) | \psi(\theta) \rangle} - \left( \frac{\langle \psi(\theta) | \hat{H} | \psi(\theta) \rangle}{\langle \psi(\theta) | \psi(\theta) \rangle} \right)^2.
\]

Here, we assume that \( | \psi(\theta) \rangle \) is not normalized and thus these formulae can be used in general cases. Note also that \( S \) is Hermitian, i.e., \( S^* = S \).

The stationary point of the quadratic equation given in Eq. (45) is now easily obtained by solving the following linear equation:

\[
(S + S^*) \delta \theta = -\delta \beta (f + f^*).
\]

Notice that since \( S + S^* \) and \( f + f^* \) are both real, the solution \( \delta \theta^T = (\delta \theta_1, \delta \theta_2, \ldots, \delta \theta_K) \) is guaranteed to be also real. We can thereby obtain the new variational parameters \( \theta_{\text{new}} = \theta + \delta \theta \) by solving the above linear equation, in which \( \delta \beta \) is learning rate and can be chosen properly.

We can now easily show that

\[
\delta E = \frac{\langle \psi(\theta_{\text{new}}) | \hat{H} | \psi(\theta_{\text{new}}) \rangle}{\langle \psi(\theta_{\text{new}}) | \psi(\theta_{\text{new}}) \rangle} - \frac{\langle \psi(\theta) | \hat{H} | \psi(\theta) \rangle}{\langle \psi(\theta) | \psi(\theta) \rangle} \\
\approx \sum_k \delta \theta_k \left( [f]_k + [f]_{k}^* \right) \\
= -\frac{1}{\delta \beta} \delta \theta^T (S + S^*) \delta \theta.
\]

Since \( S + S^* = 2\Re[S] \) is a positive semidefinite matrix [9], \( \delta E \leq 0 \) as long as \( \delta \beta > 0 \). We should also note that if we expand the following quantity:

\[
d^2(| \psi(\theta) \rangle, | \psi(\theta + \delta \theta) \rangle) = \delta \theta^T S \delta \theta + O(\delta \theta^2),
\]

the matrix \( S \) defined in Eq. (46) naturally appears. Therefore, \( S \) can be regarded as a metric tensor for the distance \( d(| \psi \rangle, | \phi \rangle) \) in the parameter space \( \theta \).
Using Eqs. (38) and (40), we can derive explicitly the forms of $S$ and $f$, respectively, for the variational state given in Eq. (33) as

$$[S]_{kk'} = \text{tr} \left[ (\partial_k \Psi_K^\dagger) (\partial_k \Psi_K) \right] - \text{tr} \left[ (\partial_k \Psi_K) \Psi_K (\partial_k \Psi_K) \right]$$

and

$$[f]_k = \text{tr} \left[ (\partial_k \Psi_K^\dagger) T \Psi_K \right] - \text{tr} \left[ (\partial_k \Psi_K) \Psi_K T \Psi_K \right],$$

where we have used that $\Psi_K^\dagger \Psi_K = \mathbb{I}_N$ and $\mathbb{I}_N$ is the $N$-dimensional unit matrix. This condition corresponds to the fact that the single-particle orbitals in $\Psi_K$ are orthonormalized, and the generalization to the case where they are not orthonormalized is described in Sec. IV. $\partial_k \Psi_K$ is an $L \times N$ matrix defined as the first derivative of $\Psi_K$ given in Eq. (37) with respect to the $k$th variational parameter $\theta_k$, i.e.,

$$\partial_k \Psi_K = -i \left( \prod_{l=k}^{k+1} e^{-i \theta_l W_l} \right) W_k \left( \prod_{l=k}^1 e^{-i \theta_l W_l} \right) \psi_0. (55)$$

Finally, notice that the update formula given in Eq. (50) can be regarded as an update of the steepest descent algorithm that corresponds to the case when the metric tensor $S$ is the unit matrix, indicating that the optimization method described here cannot exceed the limitation of the locality of the search space in general. However, we find that this is not a problem in our case since we can easily obtain the optimal results without any difficulty. The detail of this point is found in Appendix A.

E. Entanglement entropy for free fermions

The entanglement von Neumann entropy is a measure to quantify the quantum entanglement between a subspace and its complement of a quantum state, and has been used to characterize various quantum states. The formula is quite simplified for the free fermion systems. The entanglement entropy $S_\lambda$ of the subspace $\mathbb{A}$ is defined by using this reduced density matrix $\hat{\rho}_\lambda$ as

$$S_\lambda = -\text{Tr}_\mathbb{A} \hat{\rho}_\lambda \ln \hat{\rho}_\lambda,$$

where $\text{Tr}_\mathbb{A}$ is the trace over all basis defined on the subspace $\mathbb{A}$.

Notice first that the expectation value of any physical quantity $\hat{O}_\lambda$ defined on the subspace $\mathbb{A}$ can be obtained by using the reduced density matrix $\hat{\rho}_\lambda$ as

$$\langle \psi | \hat{O}_\lambda | \psi \rangle = \text{Tr}_\mathbb{A} [\hat{\rho}_\lambda \hat{O}_\lambda].$$

For the fermion system, $\hat{O}_\lambda$ is generally composed of a product of $\hat{c}_x$ and $\hat{c}^\dagger_x$ with $x \in \mathbb{A}$. Therefore, when $|\psi\rangle$ is a single-particle state, we can use the Wick’s theorem (see, for example, Eq. (41)). This implies that $\hat{\rho}_\lambda$ can be written as

$$\hat{\rho}_\lambda = e^{-\hat{c}_\lambda^\dagger \hat{c}_\lambda} / \text{Tr}_\mathbb{A} [e^{-\hat{c}_\lambda^\dagger \hat{c}_\lambda}]$$

where $\hat{c}_\lambda$ and $\hat{c}_\lambda^\dagger$ are similar to those in Eq. (3) but the elements here are fermion operators $\hat{c}_x^\dagger$ and $\hat{c}_x$ with $x \in \mathbb{A}$ [58]. Indeed, one can derive the matrix $\Gamma$ by equating the expectation values of the single-particle operator $\hat{c}_x^\dagger \hat{c}_x'$, i.e., $\langle \psi | \hat{c}_x^\dagger \hat{c}_x' | \psi \rangle$ with $\text{Tr}_\mathbb{A} [\hat{\rho}_\lambda \hat{c}_x^\dagger \hat{c}_x']$. To this end, let us introduce the following $L_A \times L_A$ one-particle density matrix:

$$D_\lambda = \langle \psi | \hat{c}_\lambda^\dagger \hat{c}_\lambda | \psi \rangle,$$

where $\hat{c}_\lambda^\dagger$ ($\hat{c}_\lambda$) is the matrix transpose of $\hat{c}_\lambda^\dagger$ ($\hat{c}_\lambda$) and $|\psi\rangle$ is a single Slater determinant state given by the form of Eq. (5). Using Eq. (40), each element of $D_\lambda$ can be obtained as

$$[D_\lambda]_{xx'} = \text{tr} \left[ (\Psi^\dagger \Psi)^{-1} \Psi^\dagger \delta_{xx'} \Psi \right] = \left[ \Psi (\Psi^\dagger \Psi)^{-1} \Psi^\dagger \right]_{xx'},$$

for $x, x' \in \mathbb{A}$. Since $D_\lambda$ is an $L_A \times L_A$ Hermitian matrix, we can then diagonalize this matrix $D_\lambda$ as

$$D_\lambda = V \Delta V^\dagger,$$

where $V$ denotes the unitary matrix composed of the eigenvectors of matrix $D_\lambda$ and $\Delta$ is the diagonal matrix whose diagonal elements correspond to the eigenvalues $\delta_l$ ($l = 1, 2, \cdots, L_A$) of matrix $D_\lambda$: $\Delta = \text{diag}(\delta_1, \delta_2, \cdots, \delta_{L_A})$.

Let us also define the following $L_A \times L_A$ matrix:

$$D_\lambda' = \text{Tr}_\mathbb{B} [\hat{\rho}_\lambda \hat{c}_\lambda^\dagger \hat{c}_\lambda],$$

assuming that $\hat{\rho}_\lambda$ is given in Eq. (59). We then obtain that

$$D_\lambda' = U^*_\lambda (\mathbb{I}_{L_A} + e^\Delta)^{-1} U^\dagger_\lambda,$$
where $\mathbb{I}_{L_A}$ is the $L_A$-dimensional unit matrix, $U_\Lambda$ is the unitary matrix composed of the eigenvectors of matrix $\Gamma$, and $\Lambda$ is the diagonal matrix whose diagonal elements correspond to the eigenvalues $\lambda_l (l = 1, 2, \cdots, L_A)$ of matrix $\Gamma$: $\Lambda = \text{diag} (\lambda_1, \lambda_2, \cdots, \lambda_{L_A})$. Because of Eq. (58), we now impose that $D_\Lambda = D_\Lambda'$. Comparing Eqs. (62) and (64), we obtain that

$$U_\Lambda = V^*$$  \hspace{1cm} (65)

and

$$\Lambda = \ln (\mathbb{I}_{L_A} - \Delta) - \ln \Delta.$$  \hspace{1cm} (66)

Therefore, we finally find that

$$\Gamma = V^* (\ln (\mathbb{I}_{L_A} - \Delta) - \ln \Delta) V^t.$$  \hspace{1cm} (67)

Giving the form of the reduced density matrix $\hat{\rho}_A$ in Eq. (59), the entanglement entropy $S_A$ defined in Eq. (57) can now be written as

$$S_A = \text{tr} \left[ \Lambda (\mathbb{I}_{L_A} + e^\Lambda)^{-1} + \ln (\mathbb{I}_{L_A} + e^{-\Lambda}) \right].$$  \hspace{1cm} (68)

Using Eq. (66), we can show that the entanglement entropy $S_A$ is simply given as

$$S_A = -\text{tr} \left[ (\mathbb{I}_{L_A} - \Delta) \ln (\mathbb{I}_{L_A} - \Delta) + \Delta \ln \Delta \right].$$  \hspace{1cm} (69)

Therefore, the entanglement entropy $S_A$ is determined solely from the eigenvalues of the one-particle density matrix $D_\Lambda$. Note that the eigenvalues of $D_\Lambda$ are bounded as $0 \leq \delta_l \leq 1$. In the context of quantum chemistry, the eigenvectors of $D_\Lambda$ are called the natural orbitals and the eigenvalue $\delta_l$ corresponds to the density of each natural orbital. Since the $L_A \times L_A$ matrices inside the trace in Eq. (69) are diagonal, we can discuss separately the individual contribution of the natural orbitals to the entanglement entropy $S_A$. For example, the contribution to $S_A$ is maximum when $\delta_l = 0.5$, while it is minimum when $\delta_l = 0$ or $\delta_l = 1$. This implies that when $\delta_l = 0.5$, the corresponding natural orbital in the subspace $A$ are highly hybridized with orbitals in the subspace $B$, giving an intuition of the quantum entanglement in the free fermion system.

As described above, the entanglement entropy $S_A$ is a measure to quantify the quantum entanglement between subspaces $A$ and $B = \bar{A}$. Instead, it is often required to discuss how the quantum entanglement is changed between a subspace $A \subset U$ and another subspace $B \subset U$ with $A \cap B = \emptyset$ and $A \cup B \neq U$. One of the quantities for this purpose is the mutual information $I_{A,B}$ defined by

$$I_{A,B} = S_A + S_B - S_{A\cup B}.$$  \hspace{1cm} (70)

We consider a special case where $A = \{x\}$ and $B = \{x'\}$, and the mutual information $I_{x,x'}$ for this special case is

$$I_{x,x'} = S_x + S_{x'} - S_{\{x,x'\}}.$$  \hspace{1cm} (71)

There are several remarks on $I_{x,x'}$. First of all, $D_{\{x\}} = D_x = \langle \psi | \hat{c}_x^\dagger \hat{c}_x | \psi \rangle$, which is the density of fermions at site $x$. Therefore, if the system is homogenous, $D_x$ is independent of $x$ and $D_x = N/L$. When the system is at half filling, $D_x = 0.5$ and thus $S_{\{x\}} = \ln 2$, which is the maximum value of the entanglement entropy for a single site. Second, $I_{x,x'}$ is determined by $S_{\{x,x'\}}$, which can be calculated form the eigenvalues of the one-particle density matrix

$$D_{\{x,x'\}} = \left( \begin{array}{cc} \langle \psi | \hat{c}_x^\dagger \hat{c}_x | \psi \rangle & \langle \psi | \hat{c}_{x+1}^\dagger \hat{c}_x | \psi \rangle \\ \langle \psi | \hat{c}_x^\dagger \hat{c}_{x+1} | \psi \rangle & \langle \psi | \hat{c}_{x+1}^\dagger \hat{c}_{x+1} | \psi \rangle \end{array} \right).$$  \hspace{1cm} (72)

Since the diagonal term is 0.5 when the system is homogenous at half filling, the off-diagonal elements determine the value of $I_{x,x'}$. For example, if $| \langle \psi | \hat{c}_x^\dagger \hat{c}_{x+1} | \psi \rangle | = 0.5$, we find that $S_{\{x,x'\}} = 0$ and thus $I_{x,x'} = 2 \ln 2$. In contrast, if $| \langle \psi | \hat{c}_x^\dagger \hat{c}_{x+1} | \psi \rangle | = 0$, we find that $S_{\{x,x'\}} = 2 \ln 2$ and thus $I_{x,x'} = 0$.

### III. NUMERICAL RESULTS

Here, we show the results of numerical simulations for the one-dimensional free fermion system described in Eq. (22) and examine how the DAQP ansatz $| \psi_M(\theta) \rangle$ given in Eq. (27) approaches to the exact ground state with increasing the number $M$ of layers of the local time-evolution operators (see Fig. 1). We focus on the fermion density at half filling, i.e., $N = L/2$ and use the natural gradient method described in Sec. II.D to optimize the variational parameters $\theta$ in the DAQP ansatz $| \psi_M(\theta) \rangle$.

### A. Convergence of ground state energy

We optimize the variational parameters $\theta = \{\theta_1^{(1)}, \theta_2^{(1)}, \cdots, \theta_1^{(M)}, \theta_2^{(M)}\}$ in the DAQP ansatz $| \psi_M(\theta) \rangle$ given in Eq. (27) so as to minimize the variational energy

$$E_M(L) = \langle \psi_M(\theta) | \hat{H} | \psi_M(\theta) \rangle$$  \hspace{1cm} (73)

for a given system size $L$. In order to check the convergence of the variational energy, Fig. 3(a) shows the energy difference $\Delta E = E_M(L) - E_{\text{exact}}(L)$ from the exact energy $E_{\text{exact}}(L)$ for various system sizes $L$ as a function of $M$. Here, we use $L = 4n_L \ (n_L: \text{integer})$ with APBC and thus the closed shell condition is satisfied for the ground state (see Sec. II.B). As shown in Fig. 3(a), $\Delta E$ monotonically decreases with increasing $M$ and we obtain that $\Delta E = 0$ within the machine precision exactly at $M = L/4$ for all values of $L$ studied [61].

To better understand this observation, let us examine closely how the expectation value of the energy for the DQAP ansatz $| \psi_M(\theta) \rangle$ in Eq. (73) is evaluated. For this purpose, we should notice that the energy expectation value is essentially given simply by the sum of terms $\langle \psi_M(\theta) | \hat{c}_x^\dagger \hat{c}_{x+1} | \psi_M(\theta) \rangle$ (and also $\langle \psi_M(\theta) | \hat{c}_x^\dagger \hat{c}_x | \psi_M(\theta) \rangle$) but it is basically the same as $\langle \psi_M(\theta) | \hat{c}_x^\dagger \hat{c}_{x+1} | \psi_M(\theta) \rangle$ for the purpose of the discussion here) over all $x$'s.
Therefore, it is adequate to consider each term separately. Because of the form of construction for the DQAP ansatz \( |\psi_M(\theta)\rangle \), there are two different cases of \( \langle \psi_M(\theta) | \hat{c}_x \hat{c}_{x+1} | \psi_M(\theta) \rangle \): the operator \( \hat{c}_x \hat{c}_{x+1} \) acts (i) over two neighboring local time-evolution operators \( e^{i\theta_1(M)}(\hat{c}_x \hat{c}_{x+1} + \hat{c}_{x+1} \hat{c}_x) \) and \( e^{i\theta_2(M)}(\hat{c}_x \hat{c}_{x+1} + \hat{c}_{x+1} \hat{c}_x + \hat{c}_x \hat{c}_{x+1} + \hat{c}_{x+1} \hat{c}_x) \), as schematically shown in Fig. 4(a), and acts (ii) only on a single local time-evolution operator \( e^{i\theta_1(M)}(\hat{c}_x \hat{c}_{x+1} + \hat{c}_{x+1} \hat{c}_x) \), as shown in Fig. 4(b).

Let us first consider case (i). In this case,

\[
\langle \psi_M(\theta) | \hat{c}_x \hat{c}_{x+1} | \psi_M(\theta) \rangle = \langle \psi_1 | \prod_{m=1}^{M} (e^{i\theta_2(m)} \hat{v}_1^{(m)} e^{i\theta_1(m)} \hat{v}_2^{(m)} \hat{c}_x \hat{c}_{x+1} + \hat{c}_{x+1} \hat{c}_x + \hat{c}_x \hat{c}_{x+1} + \hat{c}_{x+1} \hat{c}_x) | \psi_1 \rangle \times \prod_{m=M}^{1} (e^{-i\theta_1(m)} \hat{v}_1^{(m)} e^{-i\theta_2(m)} \hat{v}_2^{(m)} ) | \psi_1 \rangle,
\]

(74)

where

\[
\hat{V}_1^{(m)} = -t \sum_{y=x-2(M-m)-1}^{x+2(M-m)+1} (\hat{c}_y \hat{c}_{y+1} + \hat{c}_{y+1} \hat{c}_y)
\]

(75)

and

\[
\hat{V}_2^{(m)} = -t \sum_{y=x-2(M-m)-2}^{x+2(M-m)+2} (\hat{c}_y \hat{c}_{y+1} + \hat{c}_{y+1} \hat{c}_y),
\]

(76)

assuming that \( L \geq 4M + 2 \). Namely, one can eliminate many of the local unitary time-evolution operators in the expectation value due to the cancellations of the left and right sides of the product, as illustrated in Fig. 4(a). The number \( \ell_1 \) of sites (i.e., qubits) that contribute to the local expectation value \( \langle \psi_M(\theta) | \hat{c}_x \hat{c}_{x+1} | \psi_M(\theta) \rangle \) is linearly dependent on \( M : \ell_1 = 4M + 4 [62] \). This implies that the propagation of quantum entanglement via the local time-evolution operators is bounded in space and this boundary forms a causality-cone like structure shown schematically in Fig. 4(a). This upper limit on the propagation speed is known as the Lieb-Robinson bound [38].

In the case of case (ii), we can also evaluate the local expectation value \( \langle \psi_M(\theta) | \hat{c}_x \hat{c}_{x+1} | \psi_M(\theta) \rangle \) in the same manner as in Eq. (74) except that now

\[
\hat{V}_1^{(m)} = -t \sum_{y=x-2(M-m)-1}^{x+2(M-m)+1} (\hat{c}_y \hat{c}_{y+1} + \hat{c}_{y+1} \hat{c}_y)
\]

and

\[
\hat{V}_2^{(m)} = -t \sum_{y=x-2(M-m)-1}^{x+2(M-m)+1} (\hat{c}_y \hat{c}_{y+1} + \hat{c}_{y+1} \hat{c}_y),
\]

(77)

(78)

assuming that \( L \geq 4M \). Therefore, in this case, the number \( \ell_{ii} \) of sites that contribute to the local expectation value \( \langle \psi_M(\theta) | \hat{c}_x \hat{c}_{x+1} | \psi_M(\theta) \rangle \) is also linearly dependent on \( M : \ell_{ii} = 4M + 2 [62] \). This sets the boundaries of a causality-cone like structure in Fig. 4(b), within which the quantum entanglement is developed.

In order to reach the exact ground state energy for a given system size \( L \), \( \ell_1 \) and \( \ell_{ii} \) have to be equal to or exceed the system size \( L \), which corresponds to

\[
M \geq \lceil (L - 2)/4 \rceil
\]

(79)

with \( \lceil z \rceil \) being the smallest integer greater than or equal to \( z \). This condition is independent of the boundary conditions because Eqs. (74)–(78) do not depend on the boundary conditions. The fact that the exact ground state energy is obtained exactly when \( M = L/4 \) found in Fig. 3(a) (recall that we choose \( L = 4n_L \) with \( n_L \) integer, there) implies that the exact ground state is constructed in the DQAP ansatz \( |\psi_M(\theta)\rangle \) with the shortest possible depth \( M_B = \lceil (L - 2)/4 \rceil \) set by the Lieb-Robinson bound. The same conclusion is also reached in the case when the PBC is employed [61].
FIG. 4. Schematic figures of a causality structure for the propagation of quantum entanglement via the local unitary time-evolution operators when $\langle \psi_M(\theta)|\hat{c}^\dagger_{\ell} \hat{c}_{\ell+1} |\psi_M(\theta)\rangle$ is evaluated. Each green block with “H” shape indicates the local unitary time-evolution operator and light yellow objects at the left and right ends indicate the local bonding states composing the initial state $|\psi_i\rangle$. The operator $\hat{c}^\dagger_{\ell} \hat{c}_{\ell+1}$, indicated by orange squares at the center, acts (a) over two neighboring local time-evolution operators and (b) only on a single local time-evolution operator. The local unitary time-evolution operators in the shaded regions do not contribute to the expectation value because these unitary operators are cancelled when $\langle \psi_M(\theta)|$ and $|\psi_M(\theta)\rangle$ are multiplied form the left and right sides, respectively. $\ell_i$ ($\ell_{ii}$) is the number of sites (i.e., qubits) that are relevant to the expectation value. $\ell_i = 16$ in (a) and $\ell_{ii} = 14$ in (b), where $M = 3$.

We should also note that as indicated in Fig. 4, the causality-cone like structure of the local unitary time-evolution operators contributing to the local expectation value does not depend on the system size $L$. As a consequence, we expect that the optimized variational energy per site would not depend on $L$ as long as $L > 4M+2$ ($= \ell_{ii}$). Indeed, as shown in Fig. 3(b), the optimized variational energies per site with a given value of $M$ are exactly the same for different values of $L$ until $M$ reaches to the boundary at $M = L/4$ for APBC [63], where the variational energy abruptly changes to the exact value for the system size $L$. Moreover, we find that the optimized variational energy per site for $M < (L-2)/4$ under PBC is identical to that for the same $M$ (but $M < L/4$) under APBC. We should note that a similar analysis for the transverse-field Ising model has also been reported in Ref. [30].

B. Time-evolution of single-particle orbitals

We now explore how the DQAP ansatz $|\psi_M(\theta)\rangle$ is evolved by applying the local time-evolution operators. Following the argument in Sec. II C, the DQAP ansatz $|\psi_M(\theta)\rangle$ given in Eq. (27) can be written as

$$|\psi_M(\theta)\rangle = \prod_{n=1}^{\ell} [\hat{c}^\dagger \Psi_M]_n |0\rangle,$$

where

$$\Psi_M = \prod_{m=M}^{1} (e^{-i\theta_{[m]}^1} \hat{V}_1 e^{-i\theta_{[m]}^2} \hat{V}_2) \Psi_1.$$

Here, $\hat{V}_1$ and $\hat{V}_2$ are $L \times L$ matrices representing $\hat{V}_1$ and $\hat{V}_2$ given in Eqs. (23) and (24), respectively, i.e.,

$$\hat{V}_1 = \hat{c}^\dagger \hat{V}_1 \hat{c}, \quad \hat{V}_2 = \hat{c}^\dagger \hat{V}_2 \hat{c}$$

with

$$V_1 = \begin{pmatrix} 0 & -t & 0 & \cdots & 0 & 0 \\ -t & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & -t & \cdots & 0 & 0 \\ 0 & -t & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & -t & 0 \\ 0 & 0 & 0 & \cdots & -t & 0 \end{pmatrix}$$

and

$$V_2 = \begin{pmatrix} 0 & 0 & 0 & \cdots & 0 & -\gamma t \\ 0 & 0 & -t & 0 & \cdots & 0 \\ 0 & -t & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & -\gamma t \end{pmatrix}.$$
and $\Psi_1$ is the $L \times N$ matrix representing the initial state $|\psi_i\rangle$ in Eq. (25), i.e.,

$$|\psi_i\rangle = \prod_{n=1}^N (c^\dagger \Psi_1)_n |0\rangle \quad (85)$$

with

$$\Psi_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix} \quad (86)$$

It should be noted that since $V_1$ and $V_2$ are both block diagonal matrices with each block being a $2 \times 2$ matrix, these can easily be exponentiated as

$$e^{-i\theta V_1} = \begin{pmatrix} t \cos \theta & i \sin \theta & 0 & 0 & \cdots & 0 & 0 \\ i \sin \theta & t \cos \theta & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & t \cos \theta & i \sin \theta & \cdots & 0 & 0 \\ 0 & 0 & i \sin \theta & t \cos \theta & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & t \cos \theta & i \sin \theta \\ 0 & 0 & 0 & 0 & \cdots & i \sin \theta & t \cos \theta \end{pmatrix} \quad (87)$$

and

$$e^{-i\theta V_2} = \begin{pmatrix} t \cos \theta & 0 & 0 & 0 & \cdots & 0 & i \gamma t \sin \theta \\ 0 & t \cos \theta & i \sin \theta & 0 & \cdots & 0 & 0 \\ 0 & i \sin \theta & t \cos \theta & 0 & \cdots & 0 & 0 \\ 0 & 0 & 0 & t \cos \theta & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & t \cos \theta & 0 \\ i \gamma t \sin \theta & 0 & 0 & 0 & \cdots & 0 & t \cos \theta \end{pmatrix} \quad (88)$$

For this purpose, we first introduce the following $L \times N$ matrix:

$$\Phi_m = \prod_{m' = m}^1 e^{-i\theta V_1} e^{-i\theta V_2} V_2 \Psi_1 \quad (89)$$

for $m = 0, 1, 2, \ldots, M$, where the variational parameters $\theta = \{\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(M)}\}$ are determined so as to minimize the variational energy for $|\psi_M(\theta)\rangle$, and thus $\Phi_M = \Psi_M$. We also set that $\Phi_0 = \Psi_1$. There are two elemental properties of $\Phi_m$. First, the single-particle orbitals in $\Phi_m$ are mutually orthonormalized. This is simply because of the consequence of the unitary evolution:

$$\Phi^\dagger_m \Phi_m = \Psi_1^\dagger \Psi_1 = I_N. \quad (90)$$

Second, it is apparent by construction in Eq. (89) that, apart from the phase factor due to the boundary conditions (i.e., in the case of APBC), a single-particle orbital in $\Phi_m$ is transformed to other single-particle orbitals by the translation of two lattice space, i.e., $[\Phi_m]_{n,m} = [\Phi_m]_{n+2,m \pm 1}$, where $n = 0$ and $N + 1$ correspond to $N$ and 1, respectively. Therefore, the single-particle orbitals in $\Phi_m$ are associated with the Wannier orbitals with a unit cell of two lattice space.

Let us now introduce the spatial extent $d_m$ (in unit of lattice constant) of a single-particle orbital in $\Phi_m$, i.e., $d_m$ being the number of consecutive nonzero elements in each column of $\Phi_m$. It is obvious from Eq. (86) that $d_0 = 2$ for $\Phi_0 = \Psi_1$. Without knowing the explicit values of the variational parameters $\theta$, we can readily show that the spatial extent of a single-particle orbital increases by four each time applying matrices $e^{-i\theta V_1}$ and $e^{-i\theta V_2}$ given in Eqs. (87) and (88), respectively, i.e., $d_m = d_{m-1} + 4$. Therefore, the spatial extent of a single-particle orbital in $\Phi_m$ is generally given as $d_m = 4m + 2$ for our initial matrix $\Phi_0 = \Psi_1$. Consequently, the spatial extent $d_m$ of a single-particle orbital in $\Phi_m$ exceeds (reaches) the system size $L$ at $m = L/4$ [$m = (L-2)/4$] for APBC (PBC) where we choose $L = 4n_L$ [$L = 4n_L + 2$] with $n_L$ integer. In other words, in order for the single-particle orbitals in $\Psi_M = \Phi_M$ to extend over the entire system, the smallest number $M$ of layers in $\Psi_M$ is $L/4$ [$L/2$] for APBC (PBC), which is in good accordance with the results in Fig. 3 and the discussion in Sec. III A. This is understood because the spatial extent $d_m$ of the single-particle orbitals essentially sets the limit of the propagation of quantum entanglement in the DQAP state.

Figure 5 shows the numerical results of the time evolution of a single-particle orbital in $\Psi_M$ of the DQAP ansatz $|\psi_M(\theta)\rangle$, for which the variational parameters $\theta$ are optimized for $L = 90$ with $M = (L-2)/4$ under PBC, thus representing the exact ground state. Initially, the single-particle orbital is spatially localized at sites $x = 1$ and 2, and propagates gradually in time (i.e., increasing $m$) by splitting a wave into the two opposite directions, finally reaching each other at $m = M$ when the spatial
different initial variational parameters, the numerical optimization of the variational parameters in $|\Psi_M(\theta)\rangle$ might provide different sets of optimized variational parameters and thus different $\Psi_M$’s. We indeed find several sets of single-particle orbitals with different single-particle orbital shapes, which nonetheless constitute the exact ground state, and all of them give the same value of $\Xi_M$. However, we note that not all of these sets of single-particle orbitals are time evolved as those shown in Fig. 5, and they extend over the entire system at $m = M = (L-2)/4$ for PBC.

We shall now consider the number of independent matrix elements in an $L \times N$ complex matrix $\Psi$ when the exact ground state is constructed in the form $|\psi⟩ = \prod_{n=1}^{N} (\mathcal{D}^\dagger |\Psi⟩_n |\psi⟩_n)$ where $|\psi⟩_n$ is given in Eq. (25). To be specific, we assume that $L = 4n_L + 2$ ($n_L$: integer) with PBC at half filling, i.e., $N = L/2$. We should first recall that $|\Psi⟩_{x,n}$ represents the $n$th single-particle orbital at site $x$. Because a single-particle orbital can be mapped to other single-particle orbitals by the translation of two lattice space, i.e., $|\Psi⟩_{x,n} = |\Psi⟩_{x+2,n+1}$, there are $L$ independent complex elements in $\Psi$. In addition, there exists the reflection symmetry at the center of bond, i.e., $|\Psi⟩_{x,n} = \mathcal{R} |\Psi⟩_{-x+1,n}$, which reduces the number of independent complex elements in $\Psi$ down to $L/2$. Furthermore, the orthonormality of the single-particle orbitals, i.e., $\Psi^\dagger \Psi = \mathbb{I}_N$, yields $n_L + 1$ independent equations and thus there are $3n_L + 1$ independent real elements in $\Psi$.

Next, we shall consider the transformation of $\Psi$ by $Q$, i.e., $\Psi \rightarrow \Psi' = \Psi Q$, as discussed above in Eq. (92). Assuming that $\Psi'$ has the same translational and reflection symmetries as in $\Psi$, we can show that the matrix elements of $Q$ are also related to each other, similarly to the matrix elements of $\Psi$. Thus, the independent complex matrix elements in $Q$ is $n_L + 1$. In addition, the unitarity of $Q$ yields $n_L + 1$ independent equations and therefore there are $n_L + 1$ independent real elements in $Q$. This suggests that, among $3n_L + 1$ independent real elements in $\Psi$, $n_L + 1$ elements are redundant. Therefore, there are $2n_L = (L-2)/2$ independent real elements that represent $\Psi$. It is interesting to notice that this number coincides with the number of the variational parameters $\theta = \{\theta_1^{(1)}, \theta_2^{(1)}, \cdots, \theta_1^{(M)}, \theta_2^{(M)}\}$ in the DQAP ansatz $|\psi_M(\theta)⟩$ with $M = (L-2)/4$, which corresponds to the shorted possible depth of $|\psi_M(\theta)⟩$ to represent the exact ground state, as discussed in Sec. III A.

In the case of APBC with $L = 4n_L$, exactly the same argument follows except that now there are $n_L$ independent equations generated due to the orthonormality of the single-particle orbitals in $\Psi$ and the unitary matrix $Q$ contains $n_L$ independent real elements. Therefore, there are $2n_L = L/2$ independent real elements in $\Psi$. This number also coincides with the minimum number of variational parameters $\theta$ in the DQAP ansatz $|\psi_M(\theta)⟩$ with $M = L/4$ that can represent the exact ground state.
C. Entanglement entropy

Next, we shall examine the entanglement property of the DQAP ansatz $|\psi_M(\theta)\rangle$. Figure 6 shows the entanglement entropy $S_A$ of the optimized DQAP ansatz $|\psi_M(\theta)\rangle$ as a function of $M$ for several different system sizes $L$ under APBC. Here, the variational parameters $\theta$ are optimized for each $M$, and the bipartition is assumed to be the half of the system, namely,

$$A = \{1, 2, \cdots, L/2\}$$

with the size $L_A$ of subsystem $A$ being $L/2$. For the bipartitioning, we consider only the case where the system is divided into the two subsystems by not breaking any local bonding state in the initial state $|\psi_i\rangle$, as shown schematically in Fig. 7.

As shown in Fig. 6, we find that the entanglement entropy $S_A$ for $4M \leq L_A$ is independent of the system size $L$ and falls into a smooth “universal” curve of $M$. On the other hand, the entanglement entropy $S_A$ starts to deviate from this universal curve for $4M > L_A$ and approaches to the exact value at $M = L/4$ for APBC [$M = (L - 2)/4$ for PBC]. These features are captured schematically in Fig. 7. The partitioning effect can propagate via the local unitary time-evolution operators into the inside of subsystem $A$ up to $2M$ lattice space (taking also into account the entanglement of a local bonding state in $|\psi_i\rangle$) from each boundary of the partitioning, and thus this maximum propagation limit forms a causality-cone line structure centered at each partitioning boundary (see Fig. 7). The two causality cones cross each other when $4M > L_A$, and this is when the entanglement entropy $S_A$ deviates from the universal curve found in Fig. 6.

Let us discuss the results for $4M \leq L_A$. In this case, we find that the entanglement entropy $S_A$ is exactly the same for different system sizes $L$ and thus different sizes $L_A$ of subsystem $A$. This implies that the entanglement entropy $S_A$ is independent of the size $L_A$ of subsystem $A$, as long as the partitioning boundaries are separated long enough. In other words, the entanglement carried by the DQAP ansatz $|\psi_M(\theta)\rangle$ with a finite $M$ is bounded, as in the matrix product states with a finite bond dimension [64, 65].

So far, we have assumed that the size $L_A$ of the complement $A$ of subsystem $A$ is the same as the size $L_A$ of subsystem $A$. However, we should note that the results of the entanglement entropy $S_A$ for $4M \leq L_A$ shown in Fig. 6 remain exactly the same even when we enlarge the size of $A$, provided that $L_A \leq L_A$. Thus, the entanglement entropy $S_A$ for $4M \leq L_A$ and $L_A \leq L_A$ is determined solely by the number $M$ of layers in the DQAP ansatz $|\psi_M(\theta)\rangle$. Note also that, considering $S_A = S_{\tilde{A}}$, the smaller subsystem determines the value of $M$ until which the entanglement entropy follows the universal curve.

We have performed similar calculations for the systems under PBC and found that, independently of the system size $L$, the entanglement entropy $S_A$ of the optimized DQAP ansatz $|\psi_M(\theta)\rangle$ for the system under PBC is exactly the same as that of the optimized DQAP ansatz $|\psi_M(\theta)\rangle$ for the system under APBC, provided that i) $4M \leq L_A$, ii) $L_A \leq L_A$, and iii) the partitioning boundaries do not break any local bonding state in the initial state $|\psi_i\rangle$. Namely, the entanglement entropy $S_A$ falls into the universal curve of $M$ shown in Fig. 6, independent of the system size and the boundary conditions, as long as the three conditions above are satisfied. This is similar to the observation of the optimized variational energy $E_M(L)$, where $\Delta \varepsilon = E_M(L)/L - \varepsilon_\infty$ falls into the universal curve of $M$, as shown in Fig. 3(b), independent of the system size and the boundary conditions, as long as $M < [(L - 2)/4]$.

Let us now explore how these two quantities approach asymptotically in the limit of $M \to \infty$, which thus requires to take the limit of $L \to \infty$ as well under the condition that $4M \leq L_A$ or $M < [(L - 2)/4]$. To this end, here we calculate the exponents $\delta_S(M)$ and $\delta_E(M)$ by the following formulae:

$$\delta_S(M) = 3 \frac{S_{M+1} - S_M}{\ln(M + 1) - \ln(M)}$$

and

$$\delta_E(M) = \frac{1}{2} \frac{\ln(\Delta \varepsilon_{M+1}) - \ln(\Delta \varepsilon_M)}{\ln(M + 1) - \ln(M)}.$$

Here, $S_M$ is the entanglement entropy $S_A$ of the optimized DQAP ansatz $|\psi_M(\theta)\rangle$ with $4M \leq L_A$ and $L_A \leq L_A$, and $\Delta \varepsilon_M = E_M(L)/L - \varepsilon_\infty$ is the energy difference from the exact ground-state energy $\varepsilon_\infty$ per site.
in the thermodynamic limit, where the variational energy $E_M(L)$ is evaluated for $M < L/4$ for APBC.

It is known [66] that the entanglement entropy $S_{\text{exact}}(L_A)$ of the exact ground state for the size $L_A$ of subsystem $A$ is given as

$$S_{\text{exact}}(L_A) \approx \frac{1}{3} \ln L_A. \quad (96)$$

Equation (94) is motivated by the assumption that $L_A$ is replaced as $L_A \sim M^{\delta_S}$, indicating that a finite $M$ introduces a finite correlation length, as does a finite bond dimension in the matrix product states [64, 65]. Similarly, it is also known [67–69] that the finite size correction to the exact ground-state energy per site is given as

$$\Delta \varepsilon_{\text{exact}}(L) = \frac{C}{L^2} + O(L^{-4}), \quad (97)$$

where $\Delta \varepsilon_{\text{exact}}(L)$ is the energy difference between the exact ground-state energy per site for the system size $L$ and that in the thermodynamic limit. Equation (95) is thus motivated by assuming that $L \sim M^{\delta_E}$.

We find in Fig. 8 that these two exponents $\delta_S(M)$ and $\delta_E(M)$ approach to one in the limit of $M \to \infty$. Thus, the asymptotic behaviors of the entanglement entropy $S_A$ and the energy deviation of the variational energy $E_M(L)/L$ can be simply described by the expressions in Eqs. (96) and (97), respectively, with the $L_A$ and $L$ dependence replaced by $M$, i.e.,

$$S_M \approx \frac{1}{3} \ln M + S'_0 \quad (98)$$

and

$$\Delta \varepsilon_M \sim M^{-2}. \quad (99)$$

Finally, we discuss the relation to the evolution of the single-particle orbitals in $|\psi_M(\theta)\rangle$ via the local unitary time-evolution operators. As discussed in Sec. IIIB, the spatial extent $d_M$ of a single-particle orbital in the DQAP ansatz $|\psi_M(\theta)\rangle$ with $M$ layers of the local unitary time-evolution operators is $d_M = 4M + 2$. Therefore, when $4M \leq L_A$, for which we find that the entanglement entropy $S_A$ of $|\psi_M(\theta)\rangle$ is independent of $L$ (see Fig. 6), a single-particle orbital in $|\psi_M(\theta)\rangle$ may cross one of the partitioning boundaries, but it cannot cross the other partitioning boundary. Conversely, when $4M > L_A$, a

![Diagram](image-url)
single-particle orbital (but not necessarily all the single-particle orbitals) can cross both partitioning boundaries of the subsystems. Since the entanglement entropy of the free fermion system is determined by the hybridization of the subsystems. One can also understand on the basis of the single-particle orbitals, causality cones for the propagation of quantum entanglement via the local unitary time-evolution operators in the DQAC ansatz, which limits the propagation speed set by the Lieb-Robinson bound. Two causality cones for the propagation of quantum entanglement from sites $x$ and $x'$ are indicated in Fig. 10. All the local unitary time-evolution operators inside the causality cones are connected to the origin of the cone (i.e., $x$ or $x'$), while those outside the causality cones are essentially disconnected. When these two causality cones do not overlap to each other, the mutual information $I_{x,x'}$ is zero. On the other hand, if these two causality cones overlap, we obtain $I_{x,x'} \neq 0$. We should also note that although the mutual information $I_{x,x'}$ becomes nonzero for all values of $x$ once the number $M$ of layers of the local time-evolution operators satisfies $L/2 \leq 4M + 1$ (see Fig. 9), more layers of the local time-evolution operators are required for the DQAP ansatz $|\psi_M(\theta)\rangle$ to represent the exact ground state of the system, as discussed in Sec. IIIA.

The feature of the mutual information found here can also be understood on the basis of the single-particle orbitals in the DQAP ansatz $|\psi_M(\theta)\rangle$ discussed in Sec. IIIB. As already described in Sec. II E, the mutual information $I_{x,x'}$ for the free fermion system is fully determined by the one-particle density matrix $D_{(x,x')}^\dagger(\theta)$ given in Eq. (72). Since $\langle \psi_M(\theta)|c_x^\dagger c_{x'}|\psi_M(\theta)\rangle = 0.5$ in our system, $I_{x,x'}$ is determined solely by the off-diagonal element $\langle \psi_M(\theta)|c_x^\dagger c_{x'}|\psi_M(\theta)\rangle$. For example, as discussed

D. Mutual information

We shall now examine the evolution of the mutual information $I_{x,x'}$ defined in Eq. (71) for the DQAP ansatz $|\psi_M(\theta)\rangle$ with increasing the number $M$ of layers of the local unitary time-evolution operators. As discussed in Sec. II E, $I_{x,x'}$ is a measure to quantify the entanglement between sites $x$ and $x'$ for a quantum state. Figure 9 shows the results for the DQAP ansatz $|\psi_M(\theta)\rangle$ with the variational parameters $\theta$ optimized for each $M$ to minimize the variational energy.

We find in Fig. 9 that the mutual information $I_{x,x'}$ is exactly zero, implying no entanglement, when $|x - x'| > 4M + 1$. This is generally the case for any system size $L$. As illustrated in Fig. 10, this entanglement feature reflects the causality-cone like structure of the propagation of quantum entanglement via the local unitary time-evolution operators in the DQAC ansatz, which limits the propagation speed set by the Lieb-Robinson bound. Two causality cones for the propagation of quantum entanglement from sites $x$ and $x'$ are indicated in Fig. 10. All the local unitary time-evolution operators inside the causality cones are connected to the origin of the cone (i.e., $x$ or $x'$), while those outside the causality cones are essentially disconnected. When these two causality cones do not overlap to each other, the mutual information $I_{x,x'}$ is zero. On the other hand, if these two causality cones overlap, we obtain $I_{x,x'} \neq 0$. We should also note that although the mutual information $I_{x,x'}$ becomes nonzero for all values of $x$ once the number $M$ of layers of the local time-evolution operators satisfies $L/2 \leq 4M + 1$ (see Fig. 9), more layers of the local time-evolution operators are required for the DQAP ansatz $|\psi_M(\theta)\rangle$ to represent the exact ground state of the system, as discussed in Sec. IIIA.

The feature of the mutual information found here can also be understood on the basis of the single-particle orbitals in the DQAP ansatz $|\psi_M(\theta)\rangle$ discussed in Sec. IIIB. As already described in Sec. II E, the mutual information $I_{x,x'}$ for the free fermion system is fully determined by the one-particle density matrix $D_{(x,x')}^\dagger(\theta)$ given in Eq. (72). Since $\langle \psi_M(\theta)|c_x^\dagger c_{x'}|\psi_M(\theta)\rangle = 0.5$ in our system, $I_{x,x'}$ is determined solely by the off-diagonal element $\langle \psi_M(\theta)|c_x^\dagger c_{x'}|\psi_M(\theta)\rangle$. For example, as discussed
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in Sec. II E, \( I_{x',x} = 0 \) when \( \langle \psi_M(\theta) | c_{x'}^{\dagger} c_x | \psi_M(\theta) \rangle = 0 \).

Let us now evaluate \( \langle \psi_M(\theta) | c_{x'}^{\dagger} c_x | \psi_M(\theta) \rangle \) using Eq. (40). Considering that \( \Psi_M \Psi_M = I_N \), we obtain that

\[
\langle \psi_M(\theta) | c_{x'}^{\dagger} c_x | \psi_M(\theta) \rangle = \sum_{n=1}^{N} \Psi_M |_{x'n} \Psi_M |_{x'n}.
\]

(100)

Because of the construction of \( |\psi_M(\theta)\rangle \) described in Sec. III B, the \( n \)th single-particle orbital \( \Psi_M |_{x'n} \) in \( |\psi_M(\theta)\rangle \) is finite only in the region of sites \( x \) where \( 2n - 2M - 1 \leq x \leq 2n + 2M \). Here, site \( 2n - 2M - 1 \) \( (2n + 2M) \) should be read as \( \text{mod}(2n - 2M - 2, L) + 1 \) \( \text{mod}(2n + 2M - 1, L) + 1 \). Therefore, \( \Psi_M |_{x'n} \Psi_M |_{x'n} = 0 \) when \( |x - x'| > 4M + 1 \), which thus also explains that \( I_{x',x} = 0 \) when \( |x-x'| > 4M+1 \) found in Fig. 9. Although \( I_{x',x} \) becomes finite for all distances \( |x-x'| \) when \( M \) satisfies \( 4M \geq L/2 - 1 \), it is not sufficient for the DQAP ansatz \( |\psi_M(\theta)\rangle \) to represent the exact ground state since the single-particle orbital \( \Psi_M |_{x'n} \) does not extend over the entire region of the system until \( d_M = 4M + 2 \geq L \).

E. Optimized variational parameters

We shall now discuss the optimized variational parameters in the DQAP ansatz \( |\psi_M(\theta)\rangle \). The natural gradient method described in Sec. II D is employed without any difficulty to optimize the variational parameters in the DQAP ansatz \( |\psi_M(\theta)\rangle \), which becomes the exact ground state of the system for \( M = L/4 \) under APBC and \( M = (L - 2)/4 \) under PBC at half filling. However, we find that the optimized variational parameters are not unique and many different sets of optimized variational parameters give the same energy, as discussed in Appendix A.

Among many sets of optimum solutions for the variational parameters, we find a series of systematic solutions by gradually increasing \( M \) for a fixed system size \( L \). Such a series is obtained as follows. We first start with a small value of \( M \), for which the optimized variational parameters \( \{\theta_p^{(1)}, \theta_p^{(2)}, \ldots, \theta_p^{(M)}\} \) in \( |\psi_M(\theta)\rangle \) can be uniquely determined for \( p = 1, 2 \). Then, we use these optimized variational parameters as the initial parameters \( \{\theta_p^{(1)}, \theta_p^{(2)}, \ldots, \theta_p^{(M-1)}\} \) \( M+1 \) for \( |\psi_{M+1}(\theta)\rangle \), i.e.,

\[
\begin{align*}
\{\theta_p^{(1)}, \ldots, \theta_p^{(M-2)}, \theta_p^{(M-1)}, \theta_p^{(M+1)} \} & \leftarrow \{\theta_p^{(1)}, \ldots, \theta_p^{(M-2)}\} \left(\frac{\theta_p^{(M-1)} - 1}{\theta_p^{(M-1)}}\right)^{-1}\theta_p^{(M+1)} \\
& \quad + \theta_p^{(M+1)}
\end{align*}
\]

and optimize the variational parameters in \( |\psi_{M+1}(\theta)\rangle \). Here, we assumed that \( M \) is even. When \( M \) is odd, \( M/2 \) should be replaced with \( (M - 1)/2 \). With iteratively increasing \( M \) by one in this procedure, we finally obtain the series of the optimized variational parameters systematically, as shown in Fig. 11.

The characteristic features of the optimized variational parameters are summarized as follows. First of all, \( \theta_2^{(m)} \) monotonically (rather almost linearly) increases with \( m \), while \( \theta_1^{(m)} \) remains almost constant, when \( (2m - 1)/M \) is small. This dependence of the parameters on \( m \) remarkably resembles the linear scheduling of the scheduling function \( s_i(\tau) \) and \( s_i(\tau) \) for the quantum adiabatic approximation given in Eq. (20). Second, the optimized variational parameters \( \theta_1^{(m)} \) and \( \theta_2^{(m)} \) are both almost constant in the intermediate region of \( (2m - 1)/M \). This is a part of the reason why the optimization procedure of the variational parameters described above is successful. Third, both parameters \( \theta_1^{(m)} \) and \( \theta_2^{(m)} \) finally decrease with increasing \( m \) when \( (2m - 1)/M \) approaches to one. This might be understood because at the last stage of the process, it would be better for the discretized quantum adiabatic process to be determined by the time-evolution operator \( e^{-iH_\tau t} \) of the final system \( H_f \) as in the continuous time quantum adiabatic process. To this end, the parameters \( \theta_1^{(m)} \) and \( \theta_2^{(m)} \) should be small to reduce the Suzuki-Trotter decomposition error due to the discretization of time [70, 71].

Notice also that there is an abrupt change of the optimized variational parameters between \( M = L/4 - 1 \) and \( M = L/4 \) (see the results for \( M = 39 \) and \( M = 40 \) in Fig. 11). As already described in Sec. III A, the optimized DQAP ansatz \( |\psi_M(\theta)\rangle \) with \( M = L/4 \) represents
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the exact ground state of the system under APBC. This abrupt change of the optimized variational parameters is associated with that of the variational energy found in Fig. 3. We also notice in Fig. 11 that the optimized variational parameters in $|\psi_M(\theta)\rangle$ with $M < L/4$ for a given system size $L$ converges systematically to those with $M = L/4 - 1$ as $M$ increases, which are different from the optimized variational parameters in $|\psi_M(\theta)\rangle$ with $M = L/4$. Furthermore, we find that the optimized variational parameters in $|\psi_M(\theta)\rangle$ with the given number $M$ of layers remain unchanged for different system sizes $L$, as long as $M < L/4$, which is associated with the observation that the variational energy per site, $E_M(L)/L$, is independent of $L$ when $M < L/4$, as shown in 3(b). We should also note that the optimized variational parameters in $|\psi_M(\theta)\rangle$ for the system under APBC are exactly the same as those in $|\psi_M(\theta)\rangle$ for the system under PBC, e.g., shown in Fig. 11, independently of the system size $L$, as long as $M < \lceil(L - 2)/4\rceil$ (also see Sec. III C).

Figure 12 summarizes the optimized variational parameters in the DQAP ansatz $|\psi_M(\theta)\rangle$ with $M = L/4$ for different system sizes $L$ under APBC, for which $|\psi_M(\theta)\rangle$ represents the exact ground state. We find that the optimized variational parameters $\theta = \{\theta_1^{(1)}, \theta_2^{(1)}, \cdots, \theta_1^{(M)}, \theta_2^{(M)}\}$ converge asymptotically to a smooth function of $m$ for each $\theta_p^{(m)}$ ($p = 1, 2$) with increasing the system size $L$.

Finally, we examine the effective total evolution time $T_{\text{eff}}(L)$ of the DQAP given by

$$T_{\text{eff}}(L) = \sum_{p=1}^{2} \sum_{m=1}^{M} \theta_p^{(m)},$$  \hspace{1cm} (101)

where the variational parameters $\theta_p^{(m)}$ ($p = 1, 2$) in the DQAP ansatz $|\psi_M(\theta)\rangle$ are optimized for the system size $L$ with $M = L/4$ under APBC, thus representing the exact ground state, and are already shown in Fig. 12. It is highly interesting to find in Fig. 13 that the effective total evolution time $T_{\text{eff}}(L)$ is almost perfectly proportional to the system size $L$. According to the quantum adiabatic theorem, the evolution time necessary to successfully converge to the ground state of the final Hamiltonian in the continuous time quantum adiabatic process is inversely proportional to the square of the minimum energy gap during the process [35]. For the model studied here, the minimum gap appears at the final Hamiltonian, i.e., the free fermion model, and thus it is $\sim 1/L$, suggesting that, according to the adiabatic theorem, the evolution time to successfully obtain the final state is proportional to $L^2$. Therefore, the discretized version of the quantum adiabatic process based on the DQAP ansatz significantly improves the evolution time.

FIG. 12. Optimized variational parameters $\theta = \{\theta_1^{(m)}, \theta_2^{(m)}\}$ in the DQAP ansatz $|\psi_M(\theta)\rangle$ with $M = L/4$ for various system sizes $L$. The variational parameters are optimized for each system size $L$ to minimize the variational energy under APBC at half filling, i.e., $N = L/2$, and thus the DQAP ansatz $|\psi_M(\theta)\rangle$ here represents the exact ground state.

FIG. 13. Effective total evolution time $T_{\text{eff}}(L)$ of the DQAP in which the exact ground state of the final Hamiltonian is obtained. The DQAP ansatz $|\psi_M(\theta)\rangle$ with $M = L/4$ is optimized for the system size $L$ under APBC, thus representing the exact ground state.
IV. IMAGINARY-TIME EVOLUTION: COMPARISON WITH THE DQAP ANSATZ

Let us now consider an ansatz inspired by the imaginary-time evolution, instead of the real-time evolution as in the DQAP ansatz $|\psi_M(\theta)\rangle$ discussed in the previous sections. The imaginary-time counterpart $|\varphi_M(\tau)\rangle$ of the DQAP ansatz $|\psi_M(\theta)\rangle$ defined in Eq. (27) for the free fermion system is given by

$$|\varphi_M(\tau)\rangle = \frac{1}{M} \sum_{m=1}^{M} (e^{-r_1^{(m)} \tau} e^{-r_2^{(m)} \tau} |\psi_i\rangle),$$

(102)

where the initial state $|\psi_i\rangle$ is a product state of the local bonding states given in Eq. (25), i.e., the ground state of $\hat{V}_1$, and the imaginary-time steps $\tau = \{e^{(1)}, e^{(2)}, \ldots, e^{(M)}\}$ are considered as real variational parameters that are determined so as to minimize the variational energy [72]. As in the DQAP ansatz $|\psi_M(\theta)\rangle$, $|\varphi_M(\tau)\rangle$ is constructed by repeatedly applying the local but now imaginary-time evolution operators $e^{-r_1^{(m)} \tau} \hat{V}_1$ and $e^{-r_2^{(m)} \tau} \hat{V}_2$. Since these imaginary-time evolution operators are not unitary, $|\varphi_M(\tau)\rangle$ is no longer normalized.

We can follow exactly the same analysis in Sec. II for the discretized imaginary-time evolution ansatz $|\varphi_M(\tau)\rangle$ in Eq. (102) and obtain that

$$|\varphi_M(\tau)\rangle = \prod_{n=1}^{N} \tilde{c}^\dagger G_M |n\rangle,$$

(103)

where $G_M$ is the $L \times N$ matrix given by

$$G_M = \prod_{m=1}^{M} (e^{-r_1^{(m)} \hat{V}_1} e^{-r_2^{(m)} \hat{V}_2} \Psi),$$

(104)

Here, the $L \times L$ matrices $\hat{V}_1$ and $\hat{V}_2$ are defined in Eqs. (83) and (84), respectively, and the $L \times N$ matrix $\Psi$ is given in Eq. (86). Note also that $e^{-r \hat{V}_1}$ and $e^{-r \hat{V}_2}$ are the same block diagonal matrices of $e^{-i \hat{V}_1}$ and $e^{-i \hat{V}_2}$ in Eqs. (87) and (88), respectively, except that $\theta$ is replaced with $-i \tau$. It is now apparent that the imaginary-time evolved state $|\varphi_M(\tau)\rangle$ from a state initially prepared as a single Slater determinant state $|\psi_i\rangle$ can still be represented as a single Slater determinant state, in which each single-particle orbital is given by each column vector of $G_M$. However, note that the imaginary-time evolved single-particle orbitals are neither normalized nor orthogonal to each other, i.e., $G_M^\dagger G_M \neq \mathbb{I}_N$, even though the initial single-particle orbitals are orthonormalized, i.e., $\hat{\Psi} \hat{\Psi} = \mathbb{I}_N$.

The natural gradient method described in Sec. II D is straightforwardly extended to optimize the variational parameters $\tau = \{e^{(m)} \hat{V}_1, e^{(m)} \hat{V}_2\}$ in $|\varphi_M(\tau)\rangle$ by replacing $S$ and $f$ in Eqs. (53) and (54), respectively, with

$$[S]_{kk'} = \text{tr}[F(\partial_k G_M^\dagger)(\partial_{k'} G_M)]$$

(105)

$$- \text{tr}[F(\partial_k G_M^\dagger)G_M F G_M^\dagger (\partial_{k'} G_M)],$$

and

$$[f]_{kk'} = \text{tr}[F(\partial_k G_M^\dagger T G_M)]$$

$$- \text{tr}[F(\partial_k G_M^\dagger G_M F G_M^\dagger T G_M)],$$

(106)

where $F = (G_M^\dagger G_M)^{-1}$ and $k, k' = 1, 2, \ldots, 2M$ labeling the variational parameters as $\{e^{(m)} \hat{V}_1, e^{(m)} \hat{V}_2\}$ for $m = 1, 2, \ldots, 2M-1, 2M = \{e^{(1)} \hat{V}_1, e^{(1)} \hat{V}_2\}$. $\partial_k G_M$ is an $L \times N$ matrix defined as the first derivative of $G_M$ with respect to the $k$th variational parameter $\tau_k$, i.e.,

$$\partial_k G_M = -\left( \prod_{l=2M}^{k+1} e^{-\tau_l \hat{W}_1} \hat{W}_k \prod_{l=k}^{1} e^{-\tau_l \hat{W}_1} \right) |\psi_i\rangle,$$

(107)

where $\{\hat{W}_1, \hat{W}_2, \hat{W}_3, \ldots, \hat{W}_{2M}\} = \{\hat{V}_2, \hat{V}_1, \hat{V}_2, \cdots, \hat{V}_1\}$.

Figures 14(a) and 14(b) respectively show an error of $\Delta E$ evaluated for three values of $M$. Here, $E_{\text{exact}}(L)$ and $\psi_{\text{exact}}(L)$ denote the exact ground state energy and the normalized exact ground state of the system with the system size $L$, respectively. Although the system considered here is at the critical point where the expectation value of $\hat{c}_x^\dagger \hat{c}_x$ decays algebraically with the distance $|x - x'|$, we find that the variational energy of the discretized imaginary-time evolution ansatz $|\varphi_M(\tau)\rangle$ converges exponentially faster to the exact energy with increasing $M$. This is in sharp contrast to the results for the discretized real-time evolution ansatz $|\psi_M(\theta)\rangle$ shown in Fig. 3. For example, for $L < 100$, we obtain the variational energy with accuracy $\Delta E$ as large as $2 \times 10^{-5}$ or less and the distance smaller than $10^{-2}$ by using only $M = 3$. We should note that the exponentially fast convergence of the discretized imaginary-time evolution ansatz has also been reported for the transverse-field Ising model even at the critical point [73].

We shall now discuss how the efficiency of the discretized imaginary-time evolution ansatz $|\varphi_M(\tau)\rangle$ occurs. First of all, we should recognize that, although the discretized imaginary-time evolution ansatz $|\varphi_M(\tau)\rangle$ is composed of the local imaginary-time evolution operators, there is no limit of speed for propagating quantum entanglement via the local imaginary-time evolution operators because these local operators are non-unitary. This is indeed easily understood if we evaluate the local expectation value $\langle \varphi_M(\tau)|\hat{c}_x^\dagger \hat{c}_{x+1}|\varphi_M(\tau)\rangle$. In this case, we have to treat all local imaginary-time evolution operators in $|\varphi_M(\tau)\rangle$, no matter how far a local imaginary-time
represent the single-particle orbitals at an intermediate imaginary time. Here, the variational parameters \( \tau = \{ \tau_1^{(1)}, \tau_2^{(1)}, \cdots, \tau_1^{(M)}, \tau_2^{(M)} \} \) are optimized for \( |\varphi_M(\tau)\rangle \) to minimize the variational energy and these parameters are used to define the matrix \( g_m \) in Eq. (110). Note that \( g_m \) is an analog to \( \Phi_m \) introduced in Eq. (89) for the DQAP ansatz \( |\psi_M(\theta)\rangle \).

Figures 15(a)–15(c) show the discretized imaginary-time evolution of all matrix elements in three matrices \( g_0, g_1, \) and \( g_2 = G_2 \) when \( M = 2 \). As in the case of a single-particle orbital in \( \Phi_m \), we can readily find that a single-particle orbital in \( g_m \) extends spatially four lattice space every time the imaginary time \( m \) increases by one: the spatial extent \( d_m \) (in unit of lattice constant) of a single-particle orbital in \( g_m \) is \( d_m = 4m + 2 \), exactly the same as the spatial extent \( d_m \) of a single-particle orbital in \( \Phi_m \) for the real-time evolution (see Sec. III B). This is simply because the imaginary- and real-time evolutions are both governed by the spatially local evolution operators. Therefore, as in the case of the real-time evolution ansatz \( |\psi_M(\theta)\rangle \), the single-particle orbitals in \( g_m \) can extend over the entire system only when \( d_m \) reaches to the system size \( L \).

However, unlike the case of the real-time evolution ansatz, the single-particle orbitals in \( g_m \) are not orthonormalized, i.e., \( g_m g_m^\dagger \neq I_N \) for \( m > 0 \), as shown in Fig. 15(d). As a result, \( g_m g_m^{-1} \) becomes non-local in the sense that \( \langle g_m^{\dagger} g_m \rangle_{xx'} \neq 0 \) even when sites \( x \) and \( x' \) are distant from each other [see Fig. 15(e)], although \( g_m g_m^\dagger \) might be local. This has a significant consequence when we evaluate the expectation value \( \langle \varphi_M(\tau) | c_x^\dagger c_{x'} | \varphi_M(\tau) \rangle \), taking also into account the normalization of \( \langle \varphi_M(\tau) \rangle \). Using Eq. (40), we can show that

\[
\frac{\langle \varphi_M(\tau) | c_x^\dagger c_{x'} | \varphi_M(\tau) \rangle}{\langle \varphi_M(\tau) | \varphi_M(\tau) \rangle} = \text{tr} \left[ G_M (G_M^\dagger G_M)^{-1} G_M^\dagger \delta_{xx'} \right]
\]

Because \( (G_M^\dagger G_M)^{-1} \) is non-local, \( G_M (G_M^\dagger G_M)^{-1} G_M^\dagger \) is also non-local even for \( M \ll L \), as shown in Fig. 15(f), implying that the expectation value of \( c_x^\dagger c_{x'} \) is non-zero even when sites \( x \) and \( x' \) are far apart. This should be contrasted with the case of the the DQAP ansatz \( |\psi_M(\theta)\rangle \), where the corresponding expectation value is given as

\[
\langle \psi_M(\theta) | c_x^\dagger c_{x'} | \psi_M(\theta) \rangle = \text{tr} \left[ \Psi_M^\dagger \Psi_M \delta_{xx'} \right] = \left[ \Psi_M^\dagger \Psi_M \right]_{xx'}
\]

because the real-time evolution ansatz \( |\psi_M(\theta)\rangle \) is normalized, i.e., \( \Psi_M^\dagger \Psi_M = I_N \), and thus the expectation value of \( c_x^\dagger c_{x'} \) is zero when sites \( x \) and \( x' \) are far apart, provided that \( M \) is not large enough, as discussed in Sec. IID.

Consequently, the discretized imaginary-time evolution ansatz \( |\varphi_M(\tau)\rangle \) acquires the global correlation with the extremely small number of \( M \). Figure 16 shows the
mutual information $I_{x,x'}$ of the optimized $|\varphi_M(\tau)\rangle$ with $M = 1, 2, 3$. We find that, although $I_{x,x'}$ for $M = 1$ shows exponential decay as a function of distance $|x-x'|$, it is drastically improved with increasing $M$ and the mutual information $I_{x,x'}$ evaluated for $M = 2$ already almost coincides with the exact value, despite that there are only four variational parameters for $M = 2$. We should also emphasize that no causality-cone like structure is observed in the mutual information $I_{x,x'}$ of the discretized imaginary-time evolution ansatz $|\varphi_M(\tau)\rangle$, which is in sharp contrast to the results for the discretized real-time evolution ansatz $|\psi_M(\theta)\rangle$ shown in Fig. 9.

Finally, we show in Fig. 14(c) the effective total evolution time $\tilde{\beta}(L)$ of the imaginary-time evolution in $|\varphi_M(\tau)\rangle$ defined by

$$\tilde{\beta}(L) = \frac{1}{2} \sum_{m=1}^{M} \sum_{p=1}^{2} \tau_p^{(m)},$$  (13)

where the variational parameters $\{\tau_p^{(m)}\}$ are optimized for each $M$ to minimize the variational energy. First, it is noticed that $\tilde{\beta}(L)$ exhibits the system size dependence, which is different from that found for the discretized real-time evolution ansatz $|\psi_M(\theta)\rangle$ shown in Fig. 13. It is also important to notice that $\tilde{\beta}(L)$ is not proportional to the system size $L$. On one hand, one would expect that a large $\tau_p^{(m)}$ is preferable to reach the ground state fast, i.e., with less number of variational parameters, in a standard sense of the imaginary-time evolution. On the other hand, a large $\tau_p^{(m)}$ might introduce bias in approximating the continuous imaginary-time evolution by the discretized evolution via the Suzuki-Trotter decomposition [70, 71]. Therefore, the optimized solution should be determined by compromising these two factors. The discretized imaginary-time evolution ansatz $|\psi_M(\theta)\rangle$ finds the best solution available within a given value of $M$.

V. SUMMARY AND DISCUSSION

As a quantum-classical hybrid algorithm to generate a desired quantum state in a quantum circuit, we
We have also explored the discretized imaginary-time evolution ansatz \( |\varphi_M(\tau)\rangle \), an imaginary-time counterpart of the DQAP ansatz \( |\psi_M(\theta)\rangle \), for the same free fermion system. Similarly to the DQAP ansatz \( |\psi_M(\theta)\rangle \), the discretized imaginary-time evolution ansatz \( |\varphi_M(\tau)\rangle \) is composed of \( M \) layers of two elementary sets of local imaginary-time evolution operators acting on neighboring sites. We have found that the convergence of \( |\varphi_M(\tau)\rangle \) to the exact ground state is exponentially fast in terms of the number \( M \) of layers, as compared to that of the DQAP ansatz \( |\psi_M(\theta)\rangle \), although both ansätze are composed of the local evolution operators. This difference is attributed to the fact that the imaginary-time evolution operator is not unitary and thus there is no limit of speed for the propagation of quantum entanglement via the local non-unitary imaginary-time evolution operators. In particular, for the free fermion system, we can show directly that the expectation value \( \langle \varphi_M(\tau)|\hat{c}_{x'}^\dagger \hat{c}_x|\varphi_M(\tau)\rangle /\langle \varphi_M(\tau)|\varphi_M(\tau)\rangle \) is non-local even when \( M \ll L \), regardless of the distance \( |x-x'| \), because the discretized imaginary-time evolution ansatz \( |\varphi_M(\tau)\rangle \) is not normalized, i.e., \( \langle \varphi_M(\tau)|\varphi_M(\tau)\rangle \neq 1 \). This is in sharp contrast to the case of the DQAP ansatz \( |\psi_M(\theta)\rangle \), in which the corresponding expectation value \( \langle \psi_M(\theta)|\hat{c}_{x'}^\dagger \hat{c}_x|\psi_M(\theta)\rangle \) is zero when the two causality cones set by the Lieb-Robinson bound formed from the origins at sites \( x \) and \( x' \) do not overlap (see Fig. 10). Our result thus implies that if the local non-unitary imaginary-time evolution operator can be implemented in a quantum circuit by using \( O(1) \) local single- and two-qubit unitary gates, one can prepare the ground state in this scheme by a much shallower quantum circuit with depth \( O(1) \). However, it is challenging to represent a local non-unitary operator by \( O(1) \) local single- and two-qubit unitary gates, specially, for a quantum state at criticality.

The free fermion system considered here is at the critical point where the correlation function \( \langle \hat{c}_x^\dagger \hat{c}_{x'} \rangle \) decays algebraically with \( |x-x'| \) and thus the correlation is extended over the entire system. In a critical system, it is intuitively understood that at least \( L^2 \) local unitary two-qubit gates are required in a quantum circuit to represent the quantum entanglement of the state for the system with \( L \) sites. Therefore, also in this sense, the DQAP ansatz \( |\psi_M(\theta)\rangle \) is an ideally compact form to represent the ground state of this system. However, it is not trivial for more general cases such as an interacting fermion system. It is thus valuable to consider a possible improvement in the quantum adiabatic process, for example, by introducing navigation proposed in the VanVeer algorithm [74], for reducing the complexity of quantum processes. It is also an interesting extension to introduce a non-unitary process by inserting measurements during the quantum adiabatic process [75, 76].

We have also found that the natural gradient method can optimize the variational parameters in the DQAP ansatz \( |\psi_M(\theta)\rangle \) without any difficulty. Even with randomly chosen initial variational parameters, the opti-
mization method can eventually find sets of optimized variational parameters to converge to the lowest variational energy (see Appendix A), implying that there is no problem such as the barren plateau phenomena [7]. However, this could be due to the fact that for the free fermion system, the independent matrix elements in the DQAP ansatz $|\psi_M(\theta)|$ can be significantly reduced (see discussion in Sec. III B). Therefore, it is desirable to examine the case for an interacting fermion system, for example. This is left for a future study.

The focus in this paper was limited on the free fermion system, where a time-evolved $N$-fermion state can still be described by a single Slater determinant state, and therefore any quantum advantage is expected in simulating this system on a quantum computer. However, this system is one of the ideal systems to test the operations of NISQ devices because the quantum state described by the DQAP ansatz $|\psi_M(\theta)|$ is highly entangled but can still be treated in large systems on a classical computer.
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Appendix A: Robustness of optimization

In this appendix, we show that the optimization of the variational parameters $\theta$ in the DQAP ansatz $|\psi_M(\theta)|$ is robust for the one-dimensional free fermion system described in Eq. (22). To this end, we start the optimization iteration with randomly initialized variational parameters and examine how the variational parameters as well as the variational energy are eventually optimized.

Figure 17(a) shows the convergence of the variational energy as a function of the number of optimization iterations started with fifty different sets of initial variational parameters that are chosen randomly $0 \leq \theta_p^{(m)} \leq 0.01t$ for $m = 1, 2, \ldots, M$ and $p = 1, 2$. The vertical axis in Fig. 17(a) is the energy difference $\Delta E$ between the variational energy at a give iteration and the exact energy. We set $\delta \beta = 0.01$ for the learning rate in Eq. (50) to optimize the variational parameters in the DQAP ansatz $|\psi_M(\theta)|$ with $M = L/4$ for $L = 120$ under APBC at half filling, and thus the DQAP ansatz $|\psi_M(\theta)|$ can represent the exact ground state.

As shown in Fig. 17(a), while they are somewhat scattered in the beginning of the iterations, all cases studied with fifty different sets of randomly chosen initial variational parameters finally converge to the exact energy exponentially with increasing the number of iterations. However, the convergence of the variational energy for the DQAP ansatz $|\psi_M(\theta)|$ optimized systematically in the procedure described in Sec. III E is at least one order of magnitude better than that for the DQAP ansatz $|\psi_M(\theta)|$ optimized with the variational parameters optimized in the procedure described in Sec. III E.

More interestingly, we find in Figs. 17(b) and 17(c) that the optimized sets of variational parameters are all different, although these sets can reproduce the exact ground state energy. Note here that $\theta_p^{(m)}$ has redundancy with a period of $\pi/t$ [see Eqs. (87) and (88)]. However, even if we take this redundancy into account, these sets...
are clearly different. Consequently, the single-particle orbitals in the optimized DQAP ansatz $|\psi_M(\theta)\rangle$ have different shapes, depending on the variational parameters $\theta_p^{(m)}$. However, this does not alter the conclusion discussed in Sec. III B, qualitatively.

Appendix B: Boundary contribution to entanglement entropy

As described in Sec. III C, the entanglement entropy $S_\Lambda$ of the optimized DQAP ansatz $|\psi_M(\theta)\rangle$ is determined by the number $M$ of layers in the DQAP ansatz, independently of the system size $L$ and the boundary conditions, provided that $4M \leq L_A$ and $L_A \leq L_{\bar{\Lambda}}$, where $L_A$ ($L_{\bar{\Lambda}}$) is the size of subsystem $\Lambda$ (complement of subsystem $\bar{\Lambda}$) and $L = L_A + L_{\bar{\Lambda}}$. This finding suggests that the entanglement entropy $S_\Lambda$ is separable to the contributions from the partitioning boundaries $\partial \Lambda_1$ and $\partial \Lambda_{II}$ between the two subsystems, i.e., $S_\Lambda \sim S_{\partial \Lambda_1} + S_{\partial \Lambda_{II}}$, where $S_{\partial \Lambda_{II}}$ implies the entanglement entropy from the boundary $\partial \Lambda_{II}$. Note that the partitioning boundaries are assumed not to break any local bonding state in the initial state $|\psi_1\rangle$ (see Fig. 7). Here, we discuss more details of this point through the one-particle density matrix $D_{A}$ defined in Eq. (60).

Let us first introduce the one-particle density matrix $D_U$ of the whole system $U = \Lambda + \bar{\Lambda}$ as

$$ D_U = \langle \psi_M(\theta)|\hat{c}^\dagger \hat{c} |\psi_M(\theta)\rangle = \Psi_M^* \Psi_M, \quad (B1) $$

where $\hat{c}^\dagger$ ($\hat{c}$) is the matrix transpose of $\hat{c}^\dagger$ ($\hat{c}$) in Eq. (3) and $\Psi_M$ is given in Eq. (81). We assume that $\Lambda = \{1, 2, 3, \ldots, L_A\}$ and $\bar{\Lambda} = \{L_A+1, L_A+2, L_A+3, \ldots, L\}$, for simplicity. Then, we can readily show that

$$ D_U^2 = D_U \quad (B3) $$

because $\Psi_M^* \Psi_M = \mathbb{I}_N$. This implies that the eigenvalues of $D_U$ are either 0 or 1.

Let us now write $D_U$ as

$$ D_U = \begin{pmatrix} D_{\Lambda\Lambda} & D_{\Lambda\bar{\Lambda}} \\ D_{\bar{\Lambda}\Lambda} & D_{\bar{\Lambda}\bar{\Lambda}} \end{pmatrix} \quad (B4) $$

where $D_{\Lambda\Lambda}$ is an $L_A \times L_A$ matrix, corresponding to the one-particle density matrix $D_{\Lambda}$ of the subsystem $\Lambda$ defined in Eq. (60), and $D_{\bar{\Lambda}\bar{\Lambda}}$ is an $L_{\bar{\Lambda}} \times L_{\bar{\Lambda}}$ matrix. Due to the idempotence of $D_U$ in Eq. (B3), we find that

$$ D_{\Lambda\bar{\Lambda}}^2 + D_{\Lambda\bar{\Lambda}} D_{\bar{\Lambda}\bar{\Lambda}} = D_{\bar{\Lambda}\bar{\Lambda}}. \quad (B5) $$

Considering the spatial extent $d_M = 4M + 2$ of the single-particle orbitals in the DQAP ansatz $|\psi_M(\theta)\rangle$ discussed in Sec. III B, we can show that

$$ \text{rank}[D_{\Lambda\bar{\Lambda}}] = \text{rank}[D_{\bar{\Lambda}\bar{\Lambda}}] = \min(L_A, 4M), \quad (B6) $$

irrespective of the values of the variational parameters in the DQAP ansatz $|\psi_M(\theta)\rangle$. Here, the spatial extent $d_M = 4M + 2$ of the single-particle orbitals in $\Psi_M$ suggests that $D_U = \Psi_M^\dagger \Psi_M$ is a band-like matrix with $8M + 2$ non-zero elements in each row and each column, while $D_{\bar{\Lambda}\bar{\Lambda}}$ has an opposite matrix structure with non-zero elements appearing at the upper right and lower left corners, and the apparent rank of $D_{\bar{\Lambda}\bar{\Lambda}}$ is $8M$. For example, when $L = 16$, $N = 8$, and $M = 1$, the matrix structures of $\Psi_M^* \Psi_M = D_U$ are schematically given as

$$ \times \begin{pmatrix} 1 & \cdots & 1 \\ 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{pmatrix} \begin{pmatrix} 1 & \cdots & 1 \\ 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{pmatrix} $$

$$ = \begin{pmatrix} 1 & \cdots & 1 \\ 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{pmatrix} $$

where “*” indicates a non-zero element and $D_{\bar{\Lambda}\bar{\Lambda}}$ is the upper right quadrant of the matrix in the right hand side. However, due to the characteristic structure of $\Psi_M$, a single-particle orbital being extended spatially by two lattice space in each spatial direction every time the local time-evolution operators are applied, we find that the Gaussian elimination eliminates a half of the non-zero
(l_{A}+1)/2\). We assume that the size of subsystem \(\mathcal{A}\) is \(L_{A} = L/2\) and thus \(4M \leq L_{A}\). Insets: enlarged plots around \(\delta_{l} = 0\) and \(\delta_{l} = 1\). Notice that i) all eigenvalues for \(L = 40\) are neither 0 nor 1, ii) all eigenvalues (except for the eigenvalues being either 0 or 1) for \(L = 80\) are identical to those for \(L = 40\), and iii) all eigenvalues with \(0 < \delta_{l} < 1\) are pairwise degenerate.

row (or column) vectors in \(D_{\mathcal{A}\mathcal{A}}\), implying that the non-zero row (or column) vectors in \(D_{\mathcal{A}\mathcal{A}}\) are linearly dependent and only the half of them are linearly independent, which leads to Eq. (B6). Because \(D_{\mathcal{A}\mathcal{A}} = D_{\mathcal{A}\mathcal{A}}^{\dagger}\) and thus \(\text{rank}[D_{\mathcal{A}\mathcal{A}}D_{\mathcal{A}\mathcal{A}}^{\dagger}] = \text{rank}[D_{\mathcal{A}\mathcal{A}}]\), we finally obtain that

\[
\text{rank}[D_{\mathcal{A}\mathcal{A}}^{2} - D_{\mathcal{A}\mathcal{A}}] = \min(L_{A}, 4M). \tag{B8}
\]

Equation (B8) immediately implies that, for the DQAP ansatz \(|\psi_M(\theta)\rangle\) with \(4M \leq L_{A}\), \(L_{A} - 4M\) eigenvalues of \(D_{\mathcal{A}\mathcal{A}}\) (i.e., \(D_{\mathcal{A}}\)) are either 0 or 1. As shown schematically in Fig. 7(a), there are \(L_{A}/2 - 2M\) single-particle orbitals in the DQAP ansatz \(|\psi_M(\theta)\rangle\) that do not cross either side of the partitioning boundaries between the two subsystems and stay inside the subsystem \(\mathcal{A}\). These \(L_{A}/2 - 2M\) single-particle orbitals contribute to the eigenvalues of \(D_{\mathcal{A}}\) with \(\delta_{l} = 1\). Due to the particle-hole symmetry, the eigenvalues of \(D_{\mathcal{A}}\) should appear symmetrically around 1/2. Therefore, there exist \(L_{A}/2 - 2M\) eigenvalues of \(D_{\mathcal{A}}\) with \(\delta_{l} = 0\), corresponding to the unoccupied single-particle orbitals that stay inside the subsystem \(\mathcal{A}\) without crossing the partitioning boundaries. The remaining \(4M\) eigenvalues of \(D_{\mathcal{A}}\) are neither 0 nor 1, i.e., \(0 < \delta_{l} < 1\). These contributions are due to the single-particle orbitals \((2M)\) in the DQAP ansatz \(|\psi_M(\theta)\rangle\) that cross either side of the partitioning boundaries between the two subsystems and the hole counterparts \((2M)\) due to the particle-hole symmetry. These eigenvalues of \(D_{\mathcal{A}}\) with \(0 < \delta_{l} < 1\) contribute to the non-zero entanglement entropy \(S_{\mathcal{A}}\) in Eq. (69).

Figure 18 shows the numerical results of the eigenvalues of \(D_{\mathcal{A}}\) for the optimized DQAP ansatz \(|\psi_M(\theta)\rangle\) with \(M = 5\) and two different system sizes \(L = 40\) and 80, assuming that \(L_{A} = L/2\) and thus \(4M \leq L_{A}\). First, we can notice that the eigenvalues are all symmetric around 1/2, as expected due to the particle-hole symmetry. Second, we can confirm that all the eigenvalues are neither 0 nor 1 for \(L = 40\). Third, there are \(L_{A}/2 - 2M = 10\) eigenvalues with \(\delta_{l} = 1\) as well as \(\delta_{l} = 0\) for \(L = 80\). In addition, we can find that other eigenvalues different from 0 or 1 for \(L = 80\) are identical to the eigenvalues of \(D_{\mathcal{A}}\) found for \(L = 40\). These eigenvalues \(\delta_{l}\) with \(0 < \delta_{l} < 1\) contribute to the entanglement entropy \(S_{\mathcal{A}}\), and therefore this finding is in good agreement with the result that the entanglement entropy \(S_{\mathcal{A}}\) of the optimized DQAP ansatz \(|\psi_M(\theta)\rangle\) with \(4M \leq L_{A}\) is independent of the system size \(L\) (see Fig. 6). Fourth, the eigenvalues \(\delta_{l}\) with \(0 < \delta_{l} < 1\) are pairwise degenerate. Considering that only these \(4M\) eigenvalues \(\delta_{l}\) with \(0 < \delta_{l} < 1\) contribute to the entanglement entropy \(S_{\mathcal{A}}\) and these eigenvalues correspond to the single-particle orbitals in the DQAP ansatz \(|\psi_M(\theta)\rangle\) that cross either side of the partitioning boundaries and the hole counterparts, we interpret the pairwise degeneracy as a fingerprint that the contribution to the entanglement entropy \(S_{\mathcal{A}}\) can be separated from the two partitioning boundaries \(\partial \mathcal{A}\) and \(\partial \mathcal{A}_{\text{II}}\), i.e, \(S_{\mathcal{A}} \sim S_{\partial \mathcal{A}} + S_{\partial \mathcal{A}_{\text{II}}}\). Indeed, as shown in Fig. 19, the pairwise degeneracy disappears once \(4M > L_{A}\) [77].

---

[1] J. Preskill, Quantum 2, 79 (2018).

[2] S. Boixo, S. V. Isakov, V. N. Smelyanskiy, R. Babbush,
[51] S. Amari, Neural Computation 10, 251 (1998).
[52] S. Sorella, Phys. Rev. B 64, 024512 (2001).
[53] M. Casula and S. Sorella, The Journal of Chemical Physics 119, 6500 (2003).
[54] S. Yunoki and S. Sorella, Phys. Rev. B 74, 014408 (2006).
[55] S. McArdle, T. Jones, S. Endo, Y. Li, S. C. Benjamin, and X. Yuan, npj Quantum Information 5, 75 (2019).
[56] J. Stokes, J. Izaac, N. Killoran, and G. Carleo, Quantum 4, 269 (2020).
[57] F. Becca and S. Sorella, Quantum Monte Carlo Approaches for Correlated Systems (Cambridge University Press, Cambridge, 2017).
[58] M.-C. Chung and I. Peschel, Phys. Rev. B 64, 064412 (2001).
[59] S.-A. Cheong and C. L. Henley, Phys. Rev. B 69, 075111 (2004).
[60] I. Peschel, Journal of Physics A: Mathematical and General 36, L205 (2003).
[61] For \(L = 4n_L + 2\) (\(n_L\): integer) with PBC, which satisfies the closed shell condition, we also obtain essentially the same results except that now \(\Delta E = 0\) exactly at \(M = (L - 2)/4\).
[62] Note that if the initial state was composed simply of a product state of single sites, \(\ell_i (\ell_{ii})\) would be \(4M + 2\) (\(4M\)). Additional two sites arise because the initial state considered here is a product state of local bonding states given in Eq. (25) and thus sites \(x - 2M - 1\) and \(x + 2M + 2\) for case (i) [sites \(x - 2M\) and \(x + 2M + 1\) for case (ii)] also contribute to the local expectation value \(\langle \psi_M(\theta)| \hat{c}_x^\dagger \hat{c}_{x+1}| \psi_M(\theta) \rangle\), leading to \(\ell_i = 4M + 4\) (\(\ell_{ii} = 4M + 2\)).
[63] For PBC, \(M = (L - 2)/4\).
[64] T. Nishino, K. Okunishi, and M. Kikuchi, Physics Letters A 213, 69 (1996).
[65] B. Pirvu, G. Vidal, F. Verstraete, and L. Tagliacozzo, Phys. Rev. B 86, 075117 (2012).
[66] P. Calabrese and J. Cardy, Journal of Statistical Mechanics: Theory and Experiment 2004, P06002 (2004).
[67] H. W. J. Blöte, J. L. Cardy, and M. P. Nightingale, Phys. Rev. Lett. 56, 742 (1986).
[68] I. Affleck, Phys. Rev. Lett. 56, 746 (1986).
[69] E. Granet, J. L. Jacobsen, and H. Saleur, Journal of Physics A: Mathematical and Theoretical 52, 255302 (2019).
[70] H. F. Trotter, Proc. Am. Math. Soc. 10, 545 (1959).
[71] M. Suzuki, Comm. Math. Phys. 51, 183 (1976).
[72] T. Yanagisawa, S. Koike, and K. Yamaji, Journal of the Physical Society of Japan 67, 3867 (1998).
[73] M. J. S. Beach, R. G. Melko, T. Grover, and T. H. Hsieh, Phys. Rev. B 100, 094434 (2019).
[74] S. Matsuurra, T. Yamazaki, V. Senicourt, L. Huntington, and A. Zaribafiyan, New Journal of Physics 22, 053023 (2020).
[75] Y. Li, X. Chen, and M. P. A. Fisher, Phys. Rev. B 98, 205136 (2018).
[76] X. Cao, A. Tilloy, and A. D. Luca, SciPost Phys. 7, 24 (2019).
[77] P.-Y. Chang, X. Chen, S. Gopalakrishnan, and J. H. Pixley, Phys. Rev. Lett. 123, 190602 (2019).