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Abstract

User scheduling and beamforming design are two crucial yet coupled topics for wireless communication systems. They are usually optimized separately with conventional optimization methods. In this paper, a novel cross-layer optimization problem is considered, namely, the user scheduling and beamforming are jointly discussed subjecting to the requirement of per-user quality of service (QoS) and the maximum allowable transmit power for multicell multiuser joint transmission networks. To achieve the goal, a mixed discrete-continue variables combinational optimization problem is investigated with aiming at maximizing the sum rate of the communication system. To circumvent the original non-convex problem with dynamic solution space, we first transform it into a 0-1 integer and continue variables optimization problem, and then obtain a tractable form with continuous variables by exploiting the characteristics of 0-1 constraint. Finally, the scheduled users and the optimized beamforming vectors
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are simultaneously calculated by an alternating optimization algorithm. We also theoretically prove that the base stations allocate zero power to the unscheduled users. Furthermore, two heuristic optimization algorithms are proposed respectively based on brute-force search and greedy search. Numerical results validate the effectiveness of our proposed methods, and the optimization approach gets relatively balanced results compared with the other two approaches.
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I. INTRODUCTION

At present, the application of the fifth generation (5G) communication technologies is gradually infiltrated into people’s daily life. However, to satisfy the future demands for information and communications technology (ICT) in 2030 [1], the researchers in both academia and industry have turned their attention to the research of 6G communication technologies. Numerous potential communication technologies, e.g., massive multiple-input multiple-output (MIMO) and millimeter-wave communication, may be adopted to satisfy the extreme demands of future wireless traffic, such as in the ultra-reliable low latency communication and massive machine type communication scenarios [2]. In particular, among the future communication technologies, coordinated multi-point joint transmission [3] and multi-connected technologies [4] are two enablers to address the massive user connection problem, which have attracted extensive attentions in both academia and industry, to address the massive user connection problem for ultra-dense networks.

For coordinated multi-point joint transmission, the fundamental issues are user scheduling and beamforming design implemented at the media access control layer [5] and the physical layer [6], respectively. Unfortunately, for the design of transmission scheme in wireless communication systems, these two issues are always coupled, which is difficult to be solved. To the best of our knowledge, in the literature, one usually solved a serious of subproblems to release the coupled relations. For example, the authors of [7] proposed a semiorthogonal user selection (SUS) algorithm cooperating with the zero-forcing beamforming (ZFBF) for the downlink multi-user communication systems. Numerical results show that ZFBF-SUS transmission performs reasonably well under practical value of users’ number. However, the authors of [7] did not consider the quality of service (QoS) in the ZFBF-SUS algorithm. On the other hand, for a fixed
scheduled user set, the optimization of the transceivers is also a research hotspot for wireless communication systems [8]. In general, for multicell multiuser MIMO communication networks, even fixing the scheduled user set, the problem of beamforming design is non-convex and is hard to be solved [9]. Usually, the uplink-downlink duality theory insert a space is used as a powerful tool for tackling the non-convex transceivers design [10]–[12]. Note that in these mentioned references, the user scheduling and beamforming design are separately considered. To further improve the performance of communication systems, recently, cross-layer design is increasingly becoming popular [13]. For example, the authors of [14] investigated various resource allocation and user scheduling methods under the constraint of delivery latency for the downlink multiuser communication systems. The authors of [15] studied the resource allocation problem for ultra-reliable low latency communication systems. However, the authors of [14] and [15] only studied the resource allocation problem for a single antenna multiuser communication system.

In the last few years, joint user scheduling and beamforming design has became another hotspot in both academia and industry. The authors of [16] studied the joint base station (BS) clustering and beamforming design for partial coordinated transmission in heterogeneous networks. The authors of [17] investigated the joint user scheduling and beamforming design for large-scale multiple-input single-output (MISO) systems. However, the beamforming design and user scheduling are separately optimized, which cannot guarantee the optimal performance of wireless communication systems. The authors of [18] investigated the joint user scheduling and analog beam selection problem for codebook-based massive MIMO downlink systems with hybrid antenna architecture and a diagonal baseband precoding matrix. The authors of [19] investigated the problem of joint user scheduling and beamforming design via adopting rate-relaxation variables for the downlink of coordinated multicell multiuser communication systems. But, the provided method allocates a zero power to the deactivated users, which was not proved theoretically. Furthermore, as shown in Fig. 4, the BS may allocate transmitting power to a deactivated user, i.e., whose rate requirement has not been met. The authors of [20] investigated the joint user scheduling and beamforming design for coordinated beamforming communication system without the requirements of quality-of-service (QoS) per-user. The authors of [21] studied the joint user scheduling and antenna selection for the downlink multiuser communication system with zero-forcing beamforming and the requirement of QoS. To address the problem of joint user scheduling and beamforming design in ultra-dense communication networks, the authors of [22] aimed to maximizing the set cardinality of scheduled users subjecting to the requirement
of QoS and the maximum allowable transmit power.

In this paper, as a new work for the downlink of multicell multiuser joint transmission networks, we focus on investigating the problem of joint user scheduling and beamforming design subjecting to the requirement of per-user QoS and the maximum allowable transmit power. The problem of joint user scheduling and beamforming design is formulated as a mixed discrete-continue variables combinational optimization problem. To overcome the difficulties encountered in solving the problem, some basic problem transformation methods are derived and then an effective and efficient optimization method is developed. The main contributions are listed as follows:

- Firstly, to solve the mixed integer programming problem, we transform this problem into a 0-1 integer and continue variables optimization problem. Particularly, we theoretically prove that the BSs allocate zero power to the unscheduled users.
- Secondly, by exploiting the characteristics of 0-1 constraints, a tractable form is obtained with continuous variables.
- Thirdly, an effective and efficient optimization algorithm is developed. The convergence of the proposed algorithm is also guaranteed with monotonic boundary theory and sub-gradient theory.
- Fourthly, to compare the performance, two heuristic optimization algorithms are also developed with brute-force search and greet search, respectively.
- Finally, a large number of experimental results are provided to validate the effectiveness of the developed algorithm.

The rest of this paper is organized as follows. Section II describes the system model and raises the joint user scheduling and beamforming problem. Section III formulates the problem transformation to obtain a tractable form. Section IV proposes an alternating optimization algorithm and two heuristic search algorithms. Numerical results are presented in Section V. Finally, conclusions are drawn in Section VI.

Notations: We indicate matrices by bold uppercase letters and column vectors by bold lowercase letters. \( \mathcal{A} \) denotes a set and \( \mathbf{A}[m,n] \) denotes the element of the \( m \)-th row and the \( n \)-th column in matrix \( \mathbf{A} \). \(|\cdot|\) denotes the absolute value of a complex scalar or the cardinality of a set, and \( \|\cdot\| \) denotes the Euclidean vector norm. \((\cdot)^T\), \((\cdot)^H\) and \((\cdot)^{-1}\) indicate the transpose, the Hermitian transpose, and the inverse of a matrix, respectively. \( \mathbb{R}^M \) indicates \( M \)-dimensional real space and \( \mathbb{C}^M \) indicates \( M \)-dimensional complex space.
II. System Model and Problem Formulation

In this work, we investigate the coordinated user scheduling and beamforming design for the downlink of multicell multiuser joint transmission networks, where a $B$ BSs cooperative cluster serving $S$ single antenna users. Each BS is equipped with $N_t$ transmitting antennas. The $S$ users are scheduled from $K$ users waiting to be served. Let $\mathcal{B} = \{1, 2, \ldots, B\}$, $\mathcal{K} = \{1, 2, \ldots, K\}$, and $S \subseteq \mathcal{K}$ be the set of all BSs, candidate users, and served users, respectively. The channel coefficient between the $b$-th BS and the $k$-th user is denoted as $h_{k,b} = \sqrt{\rho_{k,b}}\tilde{h}_{k,b} \in \mathbb{C}^{N_t \times 1}$, where the channel power $\rho_{k,b}$ follows the large scale fading characteristic and it is given $\rho_{k,b} = 10^{\left(-38\log_{10}(d_{k,b}) - 34.5 + \omega_{k,b}\right)/10}$ with $d_{k,b}$ being the distance between the $b$-th BS and the $k$-th user, $\omega_{k,b}$ representing the log-normal shadow fading with zero mean and standard deviation 8 dB [32]. The elements of $\tilde{h}_{k,b}$ are independent and identically distributed (i.i.d.) with $\mathcal{CN}(0, 1)$.

Let $h_k \in \mathbb{C}^{BN_t \times 1}$ be the cascaded channel coefficient, i.e., $h_k = [h_{k,1}^H, h_{k,2}^H, \ldots, h_{k,B}^H]^H$. Let $p_k \in \mathbb{R}^+$ and $w_k = [w_{k,1}^H, w_{k,2}^H, \ldots, w_{k,B}^H]^H \in \mathbb{C}^{BN_t \times 1}$ respectively represent the coefficient of transmitting power and the coordinated unit-norm beamforming vector used by the BSs, where $w_{k,b} \in \mathbb{C}^{N_t \times 1}$ is the beamforming vectors used by the $b$-th BS for the $k$-th user. Thus, the received baseband signal at the $k$-th user is given by

$$y_k = \sum_{l \in S} \sqrt{p_l} h_{l,k}^H \tilde{w}_{l,k} s_l + n_k, \forall k \in \mathcal{S},$$

where $s_k$ and $n_k$ denote the baseband signal and the additive white Gaussian noise with $\mathcal{CN}(0, \sigma_k^2)$ at the $k$-th user, respectively. Let $\overline{h}_k = \frac{h_k}{\sigma_k}$, the signal-to-interference-plus-noise ratio (SINR) of the $k$-th user is formulated as follows

$$\gamma_k = \frac{p_k \left| \overline{h}_k^H w_k \right|^2}{\sum_{l \neq k, l \in S} p_l \left| \overline{h}_l^H w_l \right|^2 + 1}.$$  

Thus, the achievable rate of the $k$-th user is expressed as $R_k = \log_2 (1 + \gamma_k)$.

In this work, the objective is to maximize the system sum rate via coordinated user scheduling and beamforming design. Accordingly, the optimization problem is formulated as

$$\max_{S \subseteq \mathcal{K}, \{p_k, w_k\}} \sum_{k \in \mathcal{S}} R_k,$$

s.t. $p_k > 0, \|w_k\|_2 = 1, \forall k \in \mathcal{S},$  

$$r_k \leq R_k, \forall k \in \mathcal{S}, |\mathcal{S}| \leq BN_t,$$  

(2)
\[
\sum_{k \in S} p_k \|Q_b w_k\|_2^2 \leq P_b, \forall b \in B,
\]  

(3d)

where \(P_b\) is the maximum allowable transmit power of the \(b\)-th BS, \(r_k > 0\) is the required minimum user rate of the \(k\)-th user, \(\forall k \in S\), and permutation matrix \(Q_b\) is defined as

\[
Q_b[i,j] = \begin{cases} 
1, & i = j = (b-1)N_t + 1, \ldots, bN_t \\
0, & \text{otherwise}
\end{cases}
\]  

(4)

In problem (3), constraint (3c) assures that the minimum user rate demand of each user is to be satisfied and the total number of served users is not larger than the total number of transmitting antennas. Constraint (3d) ensures that the transmitting power of per-BS is not overpass the maximum allowable transmitting power.

It is not difficulty to see that problem (3) is a mixed integer programming problem. Solving problem (3) needs to address the joint optimization of scheduled user set \(S\) selection, the beamforming design, and the power allocation, which is NP-hard. Accordingly, for problem (3), the optimal solution, even the local optimal solution, is difficult to obtain. Specifically, the difficulty of problem (3) lies in the following obstacles. Firstly, the achievable user rate \(R_k\) is a non-convex function with respect to \(\{p_k, w_k\}\) due to the interference channels in joint transmission systems. Secondly, constraint (3c) is non-convex due to the uncertain set \(S\), i.e., the set of users scheduled. Thirdly, constraint (3d) is non-convex with respect to \(\{p_k, w_k\}\).

Furthermore, another problem about feasibility is necessary to be discussed, i.e., whether each user in the set \(K\) satisfies the minimum user rate requirement \(r_k \leq R_k, \forall k \in K\) or not. For the joint transmission networks, we can adopt the single-user communication with full power maximum ratio transmission to simply check the feasibility of problem (3).

In general, the transmission scheme is designed for multiuser communication systems with a fixed set of users scheduled. Differently, in this work, the set of users scheduled is also needed to be optimized. This implies that the user scheduling and the design of transmission scheme are jointly optimized, as illustrated in Fig. 1. The transmission scheme are actually jointly optimized cross the physical layer and media access control layer for wireless communication systems. Assume that the minimum rate requirement for each user \(r_k \leq R_k\) can be met with the maximum ratio transmission and full power transmission, i.e., single user communication without considering any interference except for the additive white Gaussian noise, \(\forall k \in K\). The number of possible set \(S\) is

\[
\sum_{|S|=1}^{\min(BN_t, K)} \frac{K!}{|S|!(K-|S|)!}.
\]

Accordingly, if there exists an optimization
algorithm for solving problem (3) with a given set $\mathcal{S}$ of users scheduled, thus, this algorithm can be used to solve $\min(BN,K)$ combinational problems and the optimum combination can be selected out to achieve the maximum sum rate. However, in the sequel, we do not assume that $\forall k \in \mathcal{K}, r_k \leq R_k$ holds, implying the difficulty of the proposed problem.

III. PROBLEM TRANSFORMATIONS

In this section, we focus on releasing the uncertain set $\mathcal{S}$ of users scheduled and looking for a dual description of problem (3). Consequently, a slightly tractable form of problem (3) is obtained and induces the design of optimization algorithms.

A. Release of set $\mathcal{S}$

For simplicity, let $\mu = \{\mu_1, \mu_2, \ldots, \mu_{k-1}, \mu_k, \mu_{k+1}, \ldots, \mu_K\}$ and $\mu_k$ is a binary variable, i.e., $\mu_k \in \{0, 1\}$. If the $k$-th user is scheduled to be served for the joint transmission, $\mu_k = 1$, otherwise, $\mu_k = 0$. Hence, the scheduled user set is given by $\mathcal{S} = \{k|\mu_k = 1, \forall k \in \mathcal{K}\}$ and
problem (3) is rewritten as

\[
\max_{\{\mu_k, p_k, w_k\}} \sum_{k \in \mathcal{K}} \mu_k \gamma_k, \quad (5a)
\]

s.t. \( \mu_k \in \{0, 1\}, \forall k \in \mathcal{K}, \)

\( p_k \geq 0, \|w_k\|_2 = 1, \forall k \in \mathcal{K}, \) \hspace{1cm} (5b)

\( \mu_k r_k \leq \gamma_k, \forall k \in \mathcal{K}, \sum_{k \in \mathcal{K}} \mu_k \leq BN_t, \)

\( \sum_{k \in \mathcal{K}} p_k \|Q_bw_k\|_2^2 \leq P_b, \forall b \in \mathcal{B}, \) \hspace{1cm} (5e)

where \( \gamma_k \) indicates the downlink rate of the \( k \)-th user, which is calculated as \( \gamma_k = \log_2 (1 + \gamma_k) \)

with \( \gamma_k \) being

\[
\gamma_k = \frac{p_k \|h_k^H w_k\|^2}{\sum_{l \neq k, l \in \mathcal{K}} p_l \|T_l^H w_l\|^2 + 1}. \tag{6}
\]

Accordingly, using the formulation of problem (5), we have the following conclusion.

**Theorem 1.** In problem (5), if \( \mu_k = 1 \), then \( p_k > 0, k \in \mathcal{K} \), otherwise, \( p_k = 0, k \in \mathcal{K} \).

**Proof:** It is easy to see that if binary variable \( \mu_k = 1 \), to satisfy the required minimum user rate of the \( k \)-th user scheduled, transmitting power \( p_k \) used at the BSs for the \( k \)-th user must be larger than zero.

Let \( \{p_k'\} \) and \( \{w_k'\} \) be the optimal solution to problem (5), and the corresponding binary variables \( u' \). Assume that binary variable \( \mu_m' = 0 \), i.e., \( m \in \mathcal{K} \setminus \mathcal{S} \), but \( p_m' \neq 0 \), while \( \mu_j' = 0 \) and \( p_j' = 0, \forall j \in \mathcal{K} \setminus \{\mathcal{S} \cup \{m\}\} \). Thus, we have the following relation:

\[
\sum_{k \in \mathcal{S}} p_k' \|Q_bw_k'\|_2^2 \leq \sum_{k \in \mathcal{S}} p_k' \|Q_bw_k'\|_2^2 + p_m' \|Q_bw_m'\|_2^2 \leq P_b, \forall b \in \mathcal{B}. \tag{7}
\]

This implies that we can redistribute equal power \( p_l' \) among the set \( \mathcal{S} \) of users scheduled. In other words, let \( \{p_k'' = \alpha p_k'\} \) and \( \{w_k'' = w_k'\}, \forall k \in \mathcal{S}, \alpha > 1 \), and \( p_m'' = 0 \), such that

\[
\sum_{k \in \mathcal{S}} p_k'' \|Q_bw_k''\|_2^2 \leq \sum_{k \in \mathcal{S}} p_k' \|Q_bw_k'\|_2^2 + p_m' \|Q_bw_m'\|_2^2 \leq P_b, \forall b \in \mathcal{B}. \tag{8}
\]

\(^1\)The authors of [16] focus on investigating the problem of user-centric BS clustering with aiming to reduce the coordination overhead in joint transmission networks. So that each user is served by only a small number of (potentially overlapping) BSs. Consequently, the algorithm designed in [16] can only give which users the BS sends data to, but it cannot directly tell whether a BS is closed or not. This also means that their problem formulation cannot be used to describe the joint user scheduling and beamforming design problem considered in this work.
Then, we have
\[
\frac{p_k' \left| H_k w_k \right|^2}{\sum_{l \neq k, l \in S} p_l' \left| H_l w_l \right|^2 + 1} = \frac{p_k' \left| H_k w_k \right|^2}{\sum_{l \neq k, l \in S} p_l' \left| H_l w_l \right|^2 + \frac{1}{\alpha}} > \frac{p_k' \left| H_k w_k \right|^2}{p_k' \left| H_k w_k \right|^2 + 1}.
\]  
(9)

This means that it would be possible to obtain a larger objective function with \( \{p_k''\} \) and \( \{w_k''\} \) than the global maximum with \( \{p_k'\} \) and \( \{w_k'\} \), which induces a contradiction. The conclusions are proved.

**Remark 1.** Using Theorem 1, if binary variable \( \mu_k = 1 \), then the transmitting power \( p_k \) used at the BSs for the \( k \)-th user must be larger than zero, which is to satisfy the demand of non-zero minimum user rate of user scheduled. Contrary, if binary variable \( \mu_k = 0 \), then we have the transmitting power \( p_k = 0 \) used at the BSs for the \( k \)-th user, \( \forall k \in \mathcal{K} \).

**Proposition 1.** Problem (5) is equivalent to problem (3).

**Proof:** The conclusion is obvious according to the conclusion obtained in Theorem 1.

According to the conclusion in Proposition 1, in the sequel, we focus on addressing problem (5) instead of problem (3). In problem (5), the uncertain set \( \mathcal{S} \) is replaced with a series of binary variables \( \mu_k, \forall k \in \mathcal{K} \). However, problem (5) is a mixed-integer programming problem, which is still difficult to obtain its global optimum. In what follows, we resort to the uplink-downlink duality theory to address problem (5).

**B. Dual description of problem (5)**

The research in [11] showed that the complex downlink resource allocation problem can be transformed into a relative tractable uplink optimization problem for wireless communication systems. This is because there is an analytical solution of the beamforming vectors of the uplink optimization problem. Motivated by this observation, in the sequel, we focus on obtaining a dual description of problem (5), such that the solution to problem (5) can be obtained. Introducing auxiliary variables \( \lambda_b \geq 0, \forall b \in \mathcal{B} \) with \( \sum_{b \in \mathcal{B}} \lambda_b \neq 0 \), we transform problem (5) into the following form

\[
\psi(\lambda) = \max_{\{\mu_k, p_k, w_k\}} \sum_{k \in \mathcal{K}} \mu_k \overrightarrow{R}_k, \quad \text{(10a)}
\]

s.t. \( \mu_k \in \{0, 1\}, \forall k \in \mathcal{K} \),

(10b)
\[ p_k \geq 0, \|w_k\|_2 = 1, \forall k \in K, \quad (10c) \]

\[ \mu_k r_k \leq \hat{R}_k, \forall k \in K, \sum_{k \in K} \mu_k \leq BN_t, \quad (10d) \]

\[ \sum_{b \in B} \sum_{k \in K} \lambda_b p_k \|Q_b w_k\|_2^2 \leq \sum_{b \in B} \lambda_b P_b. \quad (10e) \]

where \( \lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_B\} \). Note that problem (10) is the problem of coordinated user scheduling and beamforming design for joint transmission networks under the total power constraint. It is not difficult to find that a feasible solution to problem (5) is also a feasible solution to problem (10) [11]. Accordingly, the optimal solution to problem (5) can be obtained via solving problem \( \min_\lambda \psi(\lambda) \) [12]. Solving problem \( \min_\lambda \psi(\lambda) \) can be achieved via the sub-gradient method, which guarantees to obtain the optimal solution [24]. The sub-gradient of function \( \psi(\lambda) \) is given by the following Proposition.

**Proposition 2.** The sub-gradient \( g = [g_1, g_2, \ldots, g_B] \) of function \( \psi(\lambda) \) with a fixed parameter \( \lambda \) is given by \( g_b = P_b - \sum_{k \in K} p_k \|Q_b w_k\|_2^2, \forall b \in B \).

In what follows, we pay our attention to solving problem (10) with fixed \( \lambda \). Given \( \lambda \), there are still two challenges, i.e., the non-convexity of the 0-1 constraint and the user rate \( \hat{R}_k \). We begin with obtaining a virtual uniplink dual form of problem (10), which is described in the following Theorem.

**Theorem 2.** Given \( \lambda \), the downlink optimization problem (10) is dual to the following virtual uplink optimization problem (11), i.e.,

\[ \max_{\{\mu_k, q_k, w_k\}} \sum_{k \in K} \mu_k \hat{R}_k, \quad (11a) \]

s.t. \( \mu_k \in \{0, 1\}, \forall k \in K, \quad (11b) \]

\[ q_k \geq 0, \|w_k\|_2 = 1, \forall k \in K, \quad (11c) \]

\[ \mu_k r_k \leq \hat{R}_k, \forall k \in K, \sum_{k \in K} \mu_k \leq BN_t, \quad (11d) \]

\[ \sum_{k \in K} q_k \leq \sum_{b \in B} \lambda_b P_b. \quad (11e) \]

where \( q_k \) is the virtual uplink transmit power of the \( k \)-th user and \( \hat{R}_k \) is calculated as \( \hat{R}_k = \)
\[ \log_2 (1 + \xi_k) \text{ with } \xi_k \text{ being the virtual uplink SINR of the } k\text{-th user, calculated as} \]

\[ \xi_k = \frac{q_k |\mathbf{h}_k^H \mathbf{w}_k|^2}{\sum_{l \neq k, l \in \mathcal{K}} q_l |\mathbf{h}_l^H \mathbf{w}_k|^2 + \|Q\mathbf{w}_k\|_2^2}. \]  

(12)

where \( Q = \sum_{b \in \mathcal{B}} \sqrt{\lambda_b} Q_b \).

**Proof:** To prove the duality of problem (10) and problem (11), we try to prove that they have the same SINR feasible region. Let \( q_k \) be the virtual uplink transmitting power of the \( k\)-th user, and the virtual uplink SINR of the \( k\)-th user is given by (12). Let \( \xi_k = \xi_k \), then we have

\[ \sum_{l \neq k, l \in \mathcal{K}} q_k p_l |\mathbf{h}_k^H \mathbf{w}_l|^2 + q_k = \sum_{l \neq k, l \in \mathcal{K}} p_k q_l |\mathbf{h}_k^H \mathbf{w}_l|^2 + p_k \|Q\mathbf{w}_k\|_2^2 \]  

(13)

Add the item \( q_k p_k |\mathbf{h}_k^H \mathbf{w}_k|^2 \) on both sides of (13) and summing with respect to the subscript \( k \), we have

\[ \sum_{k \in \mathcal{K}} q_k = \sum_{k \in \mathcal{K}} p_k \|Q\mathbf{w}_k\|_2^2 \]  

(14)

Recalling \( Q = \sum_{b \in \mathcal{B}} \sqrt{\lambda_b} Q_b \), we further have

\[ \sum_{k \in \mathcal{K}} q_k = \sum_{b \in \mathcal{B}} \sum_{k \in \mathcal{K}} \lambda_b p_k \|Q_b\mathbf{w}_k\|_2^2 \]  

(15)

This implies that under the same total transmit power constraint, the downlink and the virtual uplink have the same SINR region. Therefore, problem (10) and problem (11) are dual problems.

\[ \square \]

**Remark 2.** The conclusion given in Theorem 2 is an extension of Theorem 1, which gives out a dual description of the power minimization problem of the downlink multiuser system with per-antenna power constraint in [8]. However, in this paper, we obtain the dual description of the sum rate maximization problem of the downlink of multicell joint transmission systems with per-BS power constraint.

**Proposition 3.** In problem (11), if \( \mu_k = 1 \), then \( q_k > 0 \), otherwise, \( q_k = 0 \), \( k \in \mathcal{K} \).

**Proof:** The proof is omitted.

The other thing is that once the optimal beamforming vectors \( \{\mathbf{w}^{(s)}_k\} \) and virtual uplink power allocation \( q_k^{(s)} \) are given, how to calculate the power allocation \( \{p^{(s)}_k\} \) needs to be addressed,
or vice versa, \( k \in S \). For simplicity, let \( S = \{1', \cdots, k', \cdots, K'\} \subseteq \mathcal{K} \) be the index set of user scheduled\(^2\), \( K' \leq K \). The following Proposition is used to address this problem \([12]\).

**Proposition 4.** For fixed auxiliary variables \( \lambda \), let \( \{w_k^{(s)}\}_{k'} \) and \( \{q_k^{(s)}\}_{k'} \) be the optimal beamforming vectors and power allocation of the virtual uplink optimization problem \((11)\), the optimal power allocation \( \{p_k^{(s)}\}_{k'} \) of the downlink optimization problem \((10)\) is given by

\[
\tilde{p}^{(s)} = \tilde{Q}^{(s)} \tilde{p}^{(s)}, \text{with} \quad \tilde{p}^{(s)}_{K'+1} = 1,
\]

where \( \tilde{p}^{(s)} = [p_1^{(s)}, \cdots, p_{K'}^{(s)}]^T \), matrix \( \tilde{Q} \) is defined as

\[
\tilde{Q}^{(s)} = \begin{bmatrix}
D^{(s)} \Psi^{(s)} & D^{(s)} 1 \\
\sum_{k \in S} q_k \nu^T D^{(s)} \Psi^{(s)} & \sum_{k \in S} q_k \nu^T D^{(s)} 1
\end{bmatrix},
\]

where \( 1 \) is a \( K' \)-dimension all-one vector, matrices \( D^{(s)} \) and \( \Psi^{(s)} \) are respectively calculated as

\[
[D^{(s)}]_{k',l'} = \begin{cases} 
\frac{w_{k'}^{(s)}}{|H_{k'} w_{k'}^{(s)}|^2}, k' = l', \\
0, k' \neq l'.
\end{cases}
\]

\[
[\Psi^{(s)}]_{k',l'} = \begin{cases} 
0, k' = l', \\
\frac{|H_{k'} w_{l'}^{(s)}|^2}{|H_{k'} w_{k'}^{(s)}|^2}, k' \neq l'.
\end{cases}
\]

where \( \frac{w_{k'}^{(s)}}{|H_{k'} w_{k'}^{(s)}|^2} \) is the corresponding virtual uplink optimal SINR of the \( k' \)-th user.

**Proof.** Combining \( \gamma_{K'} = \gamma_{K} \) with \((14)\), we have

\[
\begin{cases}
\gamma_{K'} = \gamma_{K}, \quad \forall k' \in S, \\
\sum_{k' \in S} p_{k'} \|Q w_{k'}\|_2^2 = \sum_{k \in S} q_k.
\end{cases}
\]

After some basic operation, we have

\[
\begin{cases}
p = D \Psi p + D 1 \\
\sum_{k' \in S} p_{k'} \|Q w_{k'}\|_2^2 = \sum_{k \in S} q_k.
\end{cases}
\]

\(^2\)The mapping the set \( S \) and set \( \mathcal{K} \) can be determined according to the scheduling results. For example, \( S = \{2, 3, 4\} \subseteq \mathcal{K} = \{1, 2, 3, 4, 5\} \), i.e., \( 1' = 2, 2' = 3, \) and \( 3' = 4 \).
where $\mathbf{p} = [p_1', p_2', \cdots, p_{K'}']^T$, $\mathbf{1}$ is a $K'$-dimension all-one vector, and matrix $\Psi$ is given by

$$[\mathbf{D}]_{k',l'} = \begin{cases} \frac{\sqrt{\gamma_k}}{||h_k w_k||_2}, & k' = l', \\ 0, & k' \neq l'. \end{cases}$$ (22)

$$[\Psi]_{k',l'} = \begin{cases} 0, & k' = l', \\ \frac{1}{||h_k w_l||_2}, & k' \neq l'. \end{cases}$$ (23)

Let $\nu = [\|Qw_1\|_2^2, \|Qw_2\|_2^2, \cdots, \|Qw_{K'}\|_2^2]^T$ and using (21a), we have

$$1 = \sum_{k' \in S} q_{k'}^T \mathbf{D} \Psi \mathbf{p} + \sum_{k' \in S} q_{k'}^T \mathbf{D} \mathbf{1}$$ (24)

Defining an extended vector $\tilde{\mathbf{p}} = [\mathbf{p}^T \mathbf{1}^T]$ and an extended matrix $\tilde{\mathbf{Q}}$, i.e.,

$$\tilde{\mathbf{Q}} = \begin{bmatrix} \mathbf{D} \Psi & \mathbf{D} \mathbf{1} \\ \sum_{k' \in S} q_{k'}^T \mathbf{D} \Psi & \sum_{k' \in S} q_{k'}^T \mathbf{D} \mathbf{1} \end{bmatrix}$$ (25)

Thus, we have the following eigensystem by combining (21a) and (25):

$$\tilde{\mathbf{p}} = \tilde{\mathbf{Q}} \tilde{\mathbf{p}}$$, with $\tilde{\mathbf{p}}_{K'+1} = 1$. (26)

It is not difficult to find that the optimal power vector $\mathbf{p}$ is obtained as the first $K'$ components of the dominant eigenvector of $\tilde{\mathbf{Q}}$, which can be scaled so that its last component equals one [23].

**Proposition 5.** For fixed auxiliary variables $\lambda$, let $\{\mathbf{w}_{k'}^{(*)}\}$ and $\{\mathbf{p}_{k'}^{(*)}\}$ be the optimal beam-forming vectors and power allocation of the downlink optimization problem (10), the optimal power allocation $\{q_{k'}^{(*)}\}$ of the virtual uplink optimization problem (11) is given by

$$\tilde{\mathbf{q}}^{(*)} = \tilde{\mathbf{Q}}^{(*)} \bar{\mathbf{q}}^{(*)}, \text{ with } \bar{\mathbf{q}}_{K'+1}^{(*)} = 1,$$ (27)

where $\tilde{\mathbf{q}}^{(*)} = [q_1^{(*)}, q_2^{(*)}, \cdots, q_{K'}^{(*)}]^T$, matrix $\tilde{\mathbf{Q}}$ is defined as

$$\tilde{\mathbf{Q}}^{(*)} = \begin{bmatrix} \mathbf{O}^{(*)} \Phi^{(*)} & \mathbf{O}^{(*)} \mathbf{n} \\ \sum_{k' \in S} \frac{1}{p_{k'} ||Qw_{k'}||_2} \mathbf{1}^T \mathbf{O}^{(*)} \Phi^{(*)} \\ \sum_{k' \in S} \frac{1}{p_{k'} ||Qw_{k'}||_2} \mathbf{1}^T \mathbf{O}^{(*)} \mathbf{n} \end{bmatrix},$$ (28)
where \( n = \left[ \| Qw_{1}^{(s)} \|_2^2, \| Qw_{2}^{(s)} \|_2^2, \ldots, \| Qw_{K}^{(s)} \|_2^2 \right]^T \), matrices \( O^{(s)} \) and \( \Phi^{(s)} \) is calculated as

\[
[O^{(s)}]_{k',l'} = \begin{cases} \frac{\gamma^{(s)}_{k'}}{H_{k'}^{H}w_{k'}^{(s)}}^2, & k' = l', \\ 0, & k' \neq l'. \end{cases}
\]

(29)

\[
[\Phi^{(s)}]_{k',l'} = \begin{cases} 0, & k' = l', \\ \frac{H_{l'}^{H}w_{k'}^{(s)}}{H_{l'}^{H}w_{k'}^{(s)}}, & k' \neq l'. \end{cases}
\]

(30)

**Proof.** The proof of this Lemma is similar with that of Proposition 4. The details are omitted. \( \square \)

In this section, we obtain a tractable form, i.e., problem (11), of the original optimization problem (3) via exploiting the uplink-downlink duality. But, due to the existing of the coupling variables \( \{ q_k, w_k \} \) and the mixed 0-1 integer and continue variables programming, it is till hard to address problem (11). In the sequel, to solve this difficult problem, an alternative optimization algorithm is proposed.

**IV. DESIGN OF OPTIMIZATION ALGORITHM**

In this section, we focus on designing an alternative optimization algorithm to address problem (11). Furthermore, to compare the performance of the proposed algorithm, we exploit the brute-force search and a heuristic user scheduling algorithm with zero-forcing beamforming (ZFBF) to address problem (11).

**A. Alternative Optimization Algorithm**

Compared to the original problem (3), in problem (11), the combinational optimization problem has been transformed into a mixed 0-1 and continue variables programming problem, which has a slightly traceable form. However, the coupling of \( \{ q_k, w_k \} \) makes problem (11) challenging. In what follows, we resort to design an alternative algorithm to release the coupling of \( \{ q_k, w_k \} \). Specifically, we firstly optimize the beamforming vector \( \{ w_k \} \) by fixing uplink transmitting powers \( \{ q_k \} \), and the optimal beamforming vectors \( \{ w_k \} \) are the minimum mean square error receiver with fixed \( \{ q_k \} \), i.e., [10]

\[
w_k^* = \frac{\left( \mathbf{Q} + \sum_{l \in K} q_l \bar{h}_l \bar{h}_l^H \right)^{-1} \bar{h}_k}{\left\| \left( \mathbf{Q} + \sum_{l \in K} q_l \bar{h}_l \bar{h}_l^H \right)^{-1} \bar{h}_k \right\|}.
\]

(31)
Then, in what follows, we focus on addressing problem (11) with respect to variables \( \{ \mu_k, q_k \} \) with fixed beamforming vectors \( \{ w_k \} \) and auxiliary variable \( \{ \lambda_b \}, \forall k \in \mathcal{K} \) and \( \forall b \in \mathcal{B} \). Given beamforming vectors \( \{ w_k \} \) and auxiliary variable \( \{ \lambda_b \}, \forall k \in \mathcal{K} \) and \( \forall b \in \mathcal{B} \), problem (11) is rewritten as follows

\[
\begin{align*}
\max_{\{ \mu_k, q_k \}} & \sum_{k \in \mathcal{K}} \mu_k \log_2 \left(1 + \frac{\gamma_k}{\mu_k} \right), \\
\text{s.t.} & \quad \mu_k \in \{0, 1\}, \forall k \in \mathcal{K}, \\
& \quad \mu_k r_k \leq \tilde{R}_k, \forall k \in \mathcal{K}, \sum_{k \in \mathcal{K}} \mu_k \leq BN_t, \\
& \quad q_k \geq 0, \forall k \in \mathcal{K}, \sum_{k \in \mathcal{K}} q_k \leq \sum_{b \in \mathcal{B}} \lambda_b P_b. 
\end{align*}
\]

Note that problem (32) is a mixed integer programming problem with non-convex objective function. Introduce auxiliary variables \( \theta_k, \vartheta_k, \kappa_k \), and exploiting the feature of \( \mu_k \in \{0, 1\}, \forall k \in \mathcal{K} \), we transform problem (32) into continued non-convex optimization problem, i.e.,

\[
\begin{align*}
\max_{\{ \mu_k, q_k, \theta_k, \kappa_k, \vartheta_k \}} & \sum_{k \in \mathcal{K}} \kappa_k^2, \\
\text{s.t.} & \quad \sum_{k \in \mathcal{K}} (\mu_k - \mu_k^2) \leq 0, \\
& \quad \psi_k (\theta_k, q_k) - \phi_k (\theta_k, q_k) \leq 0, \forall k \in \mathcal{K}, \\
& \quad \tilde{\psi}_k (\mu_k, q_k) - \tilde{\phi}_k (\mu_k, q_k) \leq 0, \forall k \in \mathcal{K}, \\
& \quad \vartheta_k \leq \log_2 (1 + \theta_k), \forall k \in \mathcal{K}, \\
& \quad \kappa_k^2 \leq \mu_k \vartheta_k, \forall k \in \mathcal{K}, \\
& \quad 0 \leq \mu_k \leq 1, \forall k \in \mathcal{K}, \\
& \quad q_k \geq 0, \forall k \in \mathcal{K}, \sum_{k \in \mathcal{K}} q_k \leq \sum_{b \in \mathcal{B}} \lambda_b P_b, \\
& \quad \sum_{k \in \mathcal{K}} \mu_k \leq BN_t, 
\end{align*}
\]

where \( \tilde{\gamma}_k = 2^r_k - 1 \), \( \psi_k (\theta_k, q_k) \) and \( \phi_k (\theta_k, q_k) \) are defined as

\[
\begin{align*}
\psi_k (\theta_k, q_k) & = \| Q w_k \|_2^2 \theta_k - q_k \| H_k w_k \|_2^2 + \varphi_k (\theta_k, q_k), \\
\varphi_k (\theta_k, q_k) & \triangleq \frac{1}{2} \left( \theta_k + \sum_{l \neq k, l \in \mathcal{K}} q_l \| H_l^H w_k \|_2^2 \right)^2. 
\end{align*}
\]
\[ \phi_k (\theta_k, q) \triangleq \frac{1}{2} \theta_k^2 + \frac{1}{2} \left( \sum_{l \neq k, l \in K} q_l \left| h_l^H w_k \right|^2 \right)^2, \]  

(34c)

\[ \tilde{\psi}_k (\mu_k, q) \] and \[ \tilde{\phi}_k (\mu_k, q) \] are defined as

\[ \tilde{\psi}_k (\mu_k, q) = \tilde{\gamma}_k \left\| Q w_k \right\|_2^2 \mu_k - q_k \left| h_k^H w_k \right|^2 + \tilde{\phi}_k (\mu_k, q), \]  

(35a)

\[ \tilde{\phi}_k (\mu_k, q) \triangleq \frac{1}{2} \left( \tilde{\gamma}_k \mu_k + \sum_{l \neq k, l \in K} q_l \left| h_l^H w_k \right|^2 \right)^2, \]  

(35b)

\[ \tilde{\phi}_k (\mu_k, q) \triangleq \frac{1}{2} \tilde{\gamma}_k^2 \mu_k^2 + \frac{1}{2} \left( \sum_{l \neq k, l \in K} q_l \left| h_l^H w_k \right|^2 \right)^2. \]  

(35c)

At the optimal point of problem (33), constraints (33c), (33e), and (33f) are activated. Introduce a turnable control parameter \( \tau > 0 \), we move constraint (33b) into the objective function, i.e., [27]

\[ \min_{\{\mu_k, q_k, \theta_k, \kappa_k \}} \tau \sum_{k \in K} \mu_k + \tau \left( \sum_{k \in K} \mu_k \right)^2 - \psi (\kappa, \mu), \text{ s.t. } (33c) - (33i), \]  

(36)

where \( \psi (\kappa, \mu) = \sum_{k \in K} (\kappa_k^2 + \tau \mu_k^2) + \tau \left( \sum_{k \in K} \mu_k \right)^2 \). Note that problem (36) can be regarded as partial Lagrangian function of problem (33) with \( \tau \) being the Lagrange multiplier associated with constraint (33b).

Note that the objective function, constraints (33c) and (33d) are non-convex. Therefore, we need to transform them into convex forms via proper operations. Here, we adopt the first-order Taylor series expansion approximation of functions \( \psi (\kappa, \mu), \phi_k (\theta_k, q), \) and \( \tilde{\phi}_k (\mu_k, q), \) around points \( (\kappa^{(t)}, \mu^{(t)}), (\theta_k^{(t)}, q_k^{(t)}), \) and \( (\mu_k^{(t)}, q_k^{(t)}), \) to obtain a low boundary convex approximation, respectively. Let \( \mu_k^{(t)}, q_k^{(t)}, \) and \( \theta_k^{(t)} \) be the values of \( \mu_k, \theta_k \) and \( q_k \) at the \( t \)-th iteration, respectively, \( \forall k \in K, \) and \( t \) denotes the index of iteration. Therefore, we have

\[ \psi (\kappa, \mu) \geq \rho (\kappa, \mu) \triangleq \psi (\kappa^{(t)}, \mu^{(t)}), \]  

(37a)

\[ \phi_k (\theta_k, q) \geq g_k (\theta_k, q) \triangleq \phi_k (\theta_k^{(t)}, q_k^{(t)}), \]  

(37b)

\[ \tilde{\phi}_k (\mu_k, q) \geq \tilde{g}_k (\mu_k, q) \triangleq \tilde{\phi}_k (\mu_k^{(t)}, q_k^{(t)}), \]  

(37c)
where $\sigma_{k,m}(q) \triangleq \left| \mathbf{h}_m^H \mathbf{w}_k \right|^2 \sum_{n \neq k, n \in K} q_n \left| \mathbf{h}_n^H \mathbf{w}_k \right|^2$. Thus, we can rewrite problem (36) into the following low boundary convex form

$$\min_{\{\mu_k, q_k, \theta_k, \kappa_k, \vartheta_k\}} \sum_{k \in K} \tau \mu_k - \rho(\kappa_k, \mu_k)$$

$$\text{s.t. } \psi_k(\theta_k, q) - \varrho_k(\theta_k, q) \leq 0, \forall k \in K,$$

$$\tilde{\psi}_k(\mu_k, q) - \tilde{\varrho}_k(\mu_k, q) \leq 0, \forall k \in K,$$

$$(33e) - (33i).$$

Note that $\kappa_k^2 \leq \mu_k \vartheta_k$ can be rewritten as \(\left\| [\kappa_k, \frac{\mu_k - \vartheta_k}{2}]^T \right\| \leq \frac{\mu_k + \vartheta_k}{2}\). This implies that problem (38) can be easily solved with the classical convex optimization tools, such as the CVX tools [31].

The algorithm used to solve problem (5) is summarized in Algorithm 1, where $\varsigma > 0$ is a update step-size, $\zeta(t)$ is the objective value of problem (38) at the $t$-th iteration, $\psi(t)$ is the objective value of problem (11) at the $t$-th iteration with fixed auxiliary variables $\lambda$ and $\delta > 0$ is a stopping threshold. The convergence of Steps 4 to 6 can be guaranteed with the successive convex approximation [28] with the conclusions obtained [29]. Meanwhile, the convergence of Steps 4 to 7 can be guaranteed by using the monotonic boundary theory [30]. In a word, the convergence of Algorithm 1 can be guaranteed with the conclusions obtained in [11].

### B. Brute-force Search Algorithm

As discussed in the last paragraph of Section II, we can obtain the optimal solution to problem (5) or problem (11) via fixing set $\mathcal{S}$ determined by the brute-force search method. The first step of the brute-force search algorithm is to check the feasibility of the set $\mathcal{S}$, i.e., whether the minimum user rate of each user in the set $\mathcal{S}$ is met or not. The feasibility can be judged via addressing a power minimization problem, i.e.,

$$\min_{\{\tilde{w}_{k'}\}} \sum_{k' \in \mathcal{S}} \|\tilde{w}_{k'}\|^2$$

$$\text{s.t. } \tilde{\gamma}_{k'} \leq \frac{\left| \mathbf{h}_{k'}^H \tilde{w}_{k'} \right|^2}{\sum_{l' \neq k'} \left| \mathbf{h}_{k'}^H \tilde{w}_{l'} \right|^2 + 1}, \forall k' \in \mathcal{S}.$$ (41b)

Let $\mathbf{o} = [\mathbf{h}_{k_1}^H \tilde{w}_{1'}, \mathbf{h}_{k_1}^H \tilde{w}_{2'}, \cdots, \mathbf{h}_{k_1}^H \tilde{w}_{k'}', 1]^T$. Thus, problem (41) can be rewritten as follows:

$$\min_{\{\tilde{w}_{k'}\}} \sum_{k' \in \mathcal{K}} \|\tilde{w}_{k'}\|^2, \text{ s.t. } \|\mathbf{o}\| \leq \sqrt{1 + \frac{1}{\tilde{\gamma}_{k'}} \mathbf{h}_{k'}^H \tilde{w}_{k'}}.$$ (42)
Algorithm 1 Solution of constrained problem (5)

1: Initialize $\lambda_b, \forall b \in B$, $\tau^{(0)} > 0$, $\varrho^{(0)} = 1$, and stopping threshold $\delta$.

2: Let $t = 0$ and $t = 0$ and $\tau = \tau^{(0)}$. Initialize beamforming vector $w_k^{(0)}$ and $p_k^{(0)}$, $\forall k \in K$, such that constraint (5b) and (5c) are satisfied.

3: Compute $\gamma_k$ with $w_k^{(0)}$ and $p_k^{(0)}$ to obtain $\gamma_k$, $\forall k \in K$. Compute $q_k^{(0)}$ with (16), let $\theta_k = \gamma_k$, $\varrho_k = \log_2 (1 + \theta_k)$, $\kappa_k^2 = \mu_k \varrho_k$, $\forall k \in K$, and initialize $\zeta^{(0)}$ and $\upsilon^{(0)}$.

4: Let $t \leftarrow t + 1$. Solve problem (38) to obtain $\mu_k^{(t)}$, $q_k^{(t)}$, $\theta_k^{(t)}$, $\kappa_k^{(t)}$, $\varrho_k^{(t)}$, and $\zeta^{(t)}$, $\forall k \in K$.

5: If $\frac{\zeta^{(t)} - \zeta^{(t-1)}}{\zeta^{(t-1)}} \leq \delta$, go to Step 6. Otherwise, update $\tau$ as

$$\tau = \begin{cases} 
\tau + \varsigma \sum_{k \in K} (\mu_k - \mu_k^2), & \text{if } \tau + \varsigma \sum_{k \in K} (\mu_k - \mu_k^2) > 0 \\
\tau, & \text{if } \tau + \varsigma \sum_{k \in K} (\mu_k - \mu_k^2) < 0.
\end{cases}$$

(39)

and go to Step 4.

6: Let $t = t + 1$, update $w_k^{(t)}$ with $q_k^{(t)}$ and (20), and calculate the objective value $\upsilon^{(t)}$. If $\left| \frac{\upsilon^{(t)} - \upsilon^{(t-1)}}{\upsilon^{(t-1)}} \right| \leq \delta$, stop iteration and go to Step 7. Otherwise, let $\tau = \tau^{(0)}$ and go to Step 4.

7: Obtain the objective value $\varrho^{(t)} = \upsilon^{(t)}$, $\left| \frac{\varrho^{(t)} - \varrho^{(0)}}{\varrho^{(0)}} \right| \leq \delta$, then stop iteration. Otherwise, let $\varrho^{(0)} = \varrho^{(t)}$ and update $\lambda_b$ with (40), $\forall b \in B$,

$$\lambda_b = \begin{cases} 
\lambda_b, & \text{if } \lambda_b - \varsigma g_b < 0 \\
\lambda_b - \varsigma g_b, & \text{if } \lambda_b - \varsigma g_b \geq 0.
\end{cases}$$

(40)

and go Step 4.

Problem (42) can be easily solved by the classical convex optimization tools, such as CVX [31]. Let $\{\tilde{w}_{k'}^{(s)}\}$ be the optimal solution to problem (42). If $\sum_{k' \in S} \|Q_{b'k'}\|_2^2 \leq P_b$, $\forall b \in B$, and $|S| \leq BN_t$, then the minimum user rate of each user in the set $S$ is met, i.e., the combination of users in the set $S$ is valid. Further, for a given set $S$, the $\{w_{k'}^{(s)}\}$ and $\{q_{k'}^{(s)}\}$ can be obtained via solving the following problem:

$$\max_{\{q_{k'}, w_{k'}\} \in S} \sum_{k' \in S} R_{k'},$$

s.t. $q_{k'} \geq 0$, $\|w_{k'}\|_2 = 1$, $\forall k' \in S$,

(43a)

$$r_{k'} \leq \tilde{R}_{k'}, \forall k' \in S.$$  

(43b)
\[
\sum_{k' \in S} q_{k'} \leq \sum_{b \in B} \lambda_b P_b. \tag{43d}
\]

As discussed in the last paragraph of Section II, \(\sum_{|S|=1}^{B_{N_{S}}} K'_{s}^{1} |S|!(K-|S|)!\) combinational problems are needed to be addressed and the optimal combination can be selected out to achieve the maximal sum rate. Note that problem (43) can be solved with a similar method as Algorithm 1. In particular, with fixed virtual uplink transmit powers \(\{q_k\}\), the optimal beamforming vectors \(\{w_k\}\) is calculated with (31). Given beamforming vectors \(\{w_k\}\) and auxiliary variable \(\{\lambda_b\}\), \(\forall k \in K\) and \(\forall b \in B\), problem (43) is reformulated as follows:

\[
\begin{align*}
\max_{\{q_{k'},\theta_{k'}\}} & \sum_{k' \in S} \log_2 \left(1 + \theta_{k'}\right), \\
\text{s.t.} & \psi_{k'} \left(\theta_{k'}, q'\right) - \phi_{k'} \left(\theta_{k'}, q'\right) \leq 0, \forall k' \in S, \\
& \tilde{\psi}_{k'} \left(q'\right) - \tilde{\phi}_{k'} \left(q'\right) \leq 0, \forall k' \in S, \\
& q_{k'} \geq 0, \forall k' \in S, \sum_{k' \in S} q_{k'} \leq \sum_{b \in B} \lambda_b P_b, \tag{44d}
\end{align*}
\]

where \(q' = [q_{k'}, \ldots, q_{K'}]^T\), \(\tilde{\psi}_{k'} \left(q'\right)\) and \(\tilde{\phi}_{k'} \left(q'\right)\) are defined as

\[
\begin{align*}
\tilde{\psi}_{k'} \left(q'\right) &= \tilde{\gamma}_{k'} \left\|Q w_{k'}\right\|_2^2 - q_{k'} \left\|\tilde{h}_{k'} w_{k'}\right\|_2^2 + \tilde{\phi}_{k'} \left(q'\right), \\
\tilde{\phi}_{k'} \left(q'\right) &\triangleq \frac{1}{2} \left(\tilde{\gamma}_{k'} + \sum_{l \neq k', l \in S} q_l \left\|\tilde{h}_{l} w_{k'}\right\|_2^2\right)^2, \\
\tilde{\psi}_{k'} \left(q'\right) &\triangleq \frac{1}{2} \tilde{\gamma}_{k'}^2 + \frac{1}{2} \left(\sum_{l \neq k', l \in S} q_l \left\|\tilde{h}_{l} w_{k'}\right\|_2^2\right)^2. \tag{45c}
\end{align*}
\]

Instead of directly solving problem (43), we resort to addressing the following approximated problem:

\[
\begin{align*}
\max_{\{q_{k'},\theta_{k'}\}} & \sum_{k' \in S} \log_2 \left(1 + \theta_{k'}\right), \\
\text{s.t.} & \psi_{k'} \left(\theta_{k'}, q'\right) - \rho_{k'} \left(\theta_{k'}, q'\right) \leq 0, \forall k' \in S, \\
& \tilde{\psi}_{k'} \left(q'\right) - \tilde{\rho}_{k'} \left(q'\right) \leq 0, \forall k' \in S, \\
& q_{k'} \geq 0, \forall k' \in S, \sum_{k' \in S} q_{k'} \leq \sum_{b \in B} \lambda_b P_b, \tag{46d}
\end{align*}
\]

where \(\tilde{\rho}_{k'} \left(q'\right) \triangleq \tilde{\rho}_{k'} \left(q'^{(t)}\right) + \sum_{l \neq k', l \in S} \sigma_{k',l} \left(q'^{(r)}\right) \left(q_l - q_l^{(r)}\right)\). Consequently, the algorithm used to solve problem (44) is summarized as Algorithm 2.
Algorithm 2 Solution of constrained problem (44)

1: Initialize λ_b, ∀b ∈ B, θ(0) = 1, and stopping threshold δ.
2: Let t = 0 and θ(0) to be a nonzero value. Initialize beamforming vector w_t and q_t, ∀k' ∈ S, such that constraint (43b), (43c), and (43d) are satisfied.
3: Let t ← t + 1. Solve problem (46) to obtain q_t and θ(t), ∀k' ∈ S.
4: If |θ(t) − θ(t−1)| ≤ δ, stop iteration and go to Step 5. Otherwise, update w_t with q_t and (20), and go to Step 3.
5: Obtain the objective value θ∗ = θ(t), |θ∗ − θ(0)| ≤ δ, then stop iteration. Otherwise, let θ(0) = θ∗ and update λ_b with (40) and go Step 2.

C. ZFBF with SUS Algorithm

The process of searching all possible combinations of scheduling users in the brute-force search algorithm is with high complexity. Hence, in this subsection, we use the semiorthogonal user scheduling (SUS) method to generate the scheduling user set S with zero-forcing beamforming (ZFBF) [7]. For a given set S, beamforming vectors W(S) = [w_1, ..., w_k, ..., w_K] is given by

$$w_{k'} = \frac{W(S)[; k']}{{\|W(S)[; k']\|}_2}$$  (47)

where W(S) = H(S)(H(S)H(S))−1 with H(S) = [h_1, ..., h_k, ..., h_K]. Thus, the SINR of the k' user is calculated as γ_k' = \frac{p_{k'}}{{\|W(S)[; k']\|}_2^2}. To satisfy the minimum rate requirement r_k' of the k' user, the required minimum power is \(p_{k'}^b = \gamma_k' \|W(S)[; k']\|_2^2\). If \(\sum_{k' \in S} p_{k'}^b \|Q_b w_{k'}\|_2^2 \leq P_b, \forall b \in B\), and |S| ≤ BN_t, the set S of scheduling users is effectiveness. Furthermore, for a fixed set S of scheduling users obtained using the ZFBF and the SUS Algorithm, problem (3) is rewritten as follows:

$$\max_{\{p_{k'}\}} \sum_{k' \in S} \log_2 \left(1 + \frac{p_{k'}}{{\|W(S)[; k']\|}_2^2}\right),$$  (48a)

s.t. \(p_{k'} > 0, \gamma_k' \leq \frac{p_{k'}}{{\|W(S)[; k']\|}_2^2}, \forall k' \in S\), (48b)

$$\sum_{k' \in S} p_{k'} \|Q_b w_{k'}\|_2^2 \leq P_b, \forall b \in B,$$  (48c)

Note that problem (48) can be easily solved using the CVX tools [31]. The detailed algorithm for solving problem (3) using the ZFBF with SUS Algorithm is described in Algorithm 3. Note
that in Algorithm 3, the process is initialized with \( t = 1, \mathbf{g}_k = \mathbf{h}_k \). The choice of \( \zeta \) is discussed in detail in [7].

**Algorithm 3** Solving problem (3) using the ZFBF with the SUS Algorithm

1: Initialize \( t = 1, \mathcal{T}_t = \mathcal{K}, \mathcal{S} = \emptyset \) (empty set).

2: For each user \( k \in \mathcal{T}_t \), calculate \( \mathbf{g}_k \) as \( \mathbf{g}_k = \mathbf{h}_k - \sum_{l=1}^{t-1} \| \mathbf{h}_l^H \mathbf{g}_l \| \mathbf{g}_l \).

3: Select the \( t \)-th user as \( t' = \max_{k \in \mathcal{T}_t} \| \mathbf{g}_k \|, \mathcal{S} = \mathcal{S} \cup \{ t' \}, \mathbf{g}_t = \mathbf{g}_{(t')} \).

4: If \( \sum_{k' \in \mathcal{S}} p_{k'} \| Q_b w_{k'} \|^2 \leq P_b \), \( \forall b \in \mathcal{B} \), and \( |\mathcal{S}| \leq BN_t \), where \( w_{k'} \) is obtained via (47), then calculate \( \mathcal{T}_{t+1} \) as:

   \[
   \mathcal{T}_{t+1} = \left\{ k \in \mathcal{T}_t, k \neq t' \mid \frac{\| \mathbf{h}_t^H \mathbf{g}_t \|}{\| \mathbf{h}_k \| \| \mathbf{g}_t \|} < \zeta \right\}.
   \] (49)

   let \( t = t + 1 \) and go to Step 3. Otherwise, go to step 5.

5: Solve problem (48) with the set \( \mathcal{S} \) of scheduling users.

**Remark 3.** Algorithm 3 can be regarded as an extension of the ZFBF with SUS algorithm developed in [7] subjecting to the constrains of minimum rate requirements and maximum allowable transmit power for the downlink of multicell multiuser joint transmission networks. Note that Algorithm 1 addresses the joint user scheduling and beamforming design problem, i.e., simultaneously realize the set \( \mathcal{S} \) of scheduling users selection and the beamforming vectors optimization. However, Algorithm 2 and Algorithm 3 all consider the user scheduling and beamforming design problems, but they are divided into two stages, i.e., selecting the set \( \mathcal{S} \) of scheduling users and optimizing the beamforming vectors. Compared to Algorithm 1 and Algorithm 2, the implementation of Algorithm 3 is relatively simple.

**V. Numerical Results**

In this section, we focus on evaluating the performance of the proposed algorithm via numerical methods. We consider a coordinated cluster of \( B = 3 \) hexagonal adjacent cells each consisting of one BS and \( K_b \) users, the total number of users is \( K = \sum_{b \in \mathcal{B}} K_b \). The \( K \) users are randomly distributed in the cooperative region of coordinated cluster, as illustrated in Fig. 2. In our experiment, the cell radius is 300m and cooperative radius is 100m. The minimum rate \( r_k \) of the \( k \)-th user is set to be \( 0.3 \tilde{r}_k \) where \( \tilde{r}_k \) is the rate of the \( k \)-th user achieved by single user communication with full power maximum ratio transmission. Stopping threshold \( \delta = 10^{-3} \). The
simulated channel coefficients follow the previous discussed system model in Section II. All users share the same noise variance, \( \sigma_k^2 = \sigma^2, \forall k \in K \). For easy of notation, we define the SNR as \( \text{SNR} = 10 \log_{10} \left( \frac{P}{\sigma^2} \right) \) in decibels. All the experiments are implemented with Matlab R2017a and the configuration of computer is Windows 10, Intel(R) Core(TM) i7-8700, 8 GB RAM.

We first give the computational complexities of Algorithm 1, 2, and 3, which are respectively denoted as \( \mathcal{C}_1 = O(\min(BN_t, K) (5K)^3(7K+2)+K(BN_t)^{2.7}) \), \( \mathcal{C}_2 = \sum_{|S|=1}^{\min(BN_t, K)} \frac{K^2}{|S|!(K-|S|)!}O((|S| BN_t)^3 + \xi_1 It_2 ((2|S|)^3(3|S|+1)+|S| (BN_t)^{2.7}) \), and \( \mathcal{C}_3 = \sum_{K'=1}^{\min(BN_t, K)} O((K-K')^2 BN_t + \xi_2 It_3(K')^3(2K' + B)) \). Here, \( O(\cdot) \) stands for the big-O notation. \( It_1, It_2, \) and \( It_3 \) represent the numbers of the operation times in Algorithm 1, 2, and 3. \( \xi_1, \xi_2 = 1 \) if the selected users are respectively feasible in Algorithm 2 and 3, and they are 0 vice versa. Algorithms 1 and 3 possess computational complexity with polynomial forms, and computational complexity of Algorithm 3 is lower than that of Algorithm 1. On the other hand, Algorithm 2 achieves the largest computational complexity with a non-polynomial form.

A. Effectiveness experiments

This experiment aims at validating the effectiveness of the proposed Algorithms 1, 2 and 3. To begin with, we generate channel coefficients of user groups with different transmitting parameters. In the experiment, \( N_t = 2, B = 3, \) SNR = 0 dB, \( K = 4, 6, 8 \). For each group, maximum ratio transmission (MRT) method is first adopted to obtain the minimum rate \( r_k \), then the three algorithms are individually implemented with the simulated data. Note that monte carlo approach is applied in the experiment and the final sum rate is the mean value.

As it can be seen from Fig. 3, all the three algorithms could accomplish the cross-layer optimization tasks, which shows their effectiveness, and Algorithm 1 obtains more balanced results compared with Algorithm 2 and Algorithm 3 in terms of time cost, sum rate and number of scheduled users. Firstly, from the left figure, one can find that the time cost of Algorithm 2 is significantly larger (logarithmic coordinate is applied in y-axis) than Algorithm 1 and Algorithm 3 when the number of users increases from 4 to 8. Algorithm 3 achieves the least time cost since the calculation complexity of power allocation problem (48) is much simpler than that of Algorithm 1. Generally, the experiment time costs are consistent with the above discussion of computational complexity. Secondly, in the middle figure of Fig. 3, Algorithm 2 obtains the
global optimal solution at the cost of huge computation, while Algorithm 3 is inferior to the other two algorithms, because the greedy search is easy to fall into local extremum. Algorithm 2, on the other hand, gets a relatively balanced result. Finally, the experimental results also reveal an interesting fact that the numbers of scheduled users using Algorithm 1 and Algorithm 3 are respectively larger and smaller than the optimal value of Algorithm 2.

B. Sum rate versus number of users

This experiment discusses the performance of Algorithm 1 and 3 with different number of users, where \( B = 3, N_f = 4, \) SNR = 0 dB, and \( K = 4, 8, 12, 16, 20, 24. \) Here, Algorithm 2 is not compared since the unbearable time costs. All the results are illustrated in Fig. 4. In Fig. 4, one can easily find that both the sum rates of Algorithm 1 and Algorithm 3 increase gradually with the increase of user number. However, there is a certain difference in the increasing trend of the two algorithms. As the number of users increases, especially when the number of users is greater
than $BN_t$, Algorithm 3 seems to more easily achieve local convergence and the performance gain gradually decreases. Algorithm 1, on the other hand, shows better ability to obtain global optimized results and higher sum rates with the increase of users.

C. Sum rate versus SNRs

Fig. 5 illustrates the average sum rate of Algorithm 1 and Algorithm 3 with different SNRs. In the experiment, $B = 3, N_t = 2, K = 4, 8, 12$, and SNR = 0, 5, 10, 15, 20, 25 dB. Channel
coefficients under the worst SNR condition (SNR = 0 dB) are first generated to confirm the feasibility of users in each group, then the two algorithms are implemented to obtain results. In the figure, numerical results demonstrate that in the low SNR region such as 0~10 dB, Algorithm 1 shows slight advantages compared with Algorithm 3, while this advantage increases significantly with the increase of SNR (SNR ≥ 15 dB). This is because Algorithm 3 cannot ensure that the global optimal/suboptimal solution is obtained. When the channel condition becomes better (SNR ≥ 15 dB), that is, when the solution space is enlarged, local optimal solution is more likely to be obtained using Algorithm 3. However, Algorithm 1 tries to solve the original global optimization problem, so its performance is better than Algorithm 3 when SNR is large.

D. Sum rate versus number of antennas

This experiment investigates the performance of Algorithm 1 and 3 with different number of antennas. Fig. 6 illustrates sum rate versus number of antennas, where $K = 12, 20$, $B = 3$, SNR = 0, and $N_t = 4, 8, 16$. By observing the experimental results, we can draw two conclusions. On the one hand, all the results become better with the increase of $N_t$, when $K$ is 12 and 20. This indicates that the increase of antennas leads better performance for the joint user scheduling and beamforming design with multiple base stations, since more antennas bring spatial multiple
gain. On the other hand, the results obtained by Algorithm 1 are better than those obtained using Algorithm 3, which also implies the advantages of the proposed optimization algorithm.

VI. CONCLUSIONS

In this paper, we focus on investigating the joint user scheduling and beamforming design for the downlink of multicell multiuser joint transmission networks, while subjecting to the requirement of QoS and the maximum allowable transmit power. For this cross-layer optimization topic, a mixed discrete-continue variables combinational optimization problem was first formulated. To overcome the difficulties encountered in solving the problem of interest, some basic transformation methods were derived to reformulated the original problem into a tractable form. Then, an effective and efficient optimization method was developed to address it. We also demonstrated that the proposed optimization approach could avoid to allocating power for the unscheduled users. The other two methods, namely, the brute-force search based approach and greedy search based approach, are also proposed. Finally, a large number of experimental results were provided to validate the effectiveness of the developed algorithm, and the proposed optimization approach obtained balanced result compared with the other two approaches.
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