Effects of Velocity Correlation on Early Stage of Free Cooling Process of Inelastic Hard Sphere System

Ryo Kawahara* and Hiizu Nakanishi†

Department of Physics, Kyushu University 33, Fukuoka 812-8581

(Received March 22, 2022)

The free cooling process in the inelastic hard sphere system is studied by analysing the data from large scale molecular dynamics simulations on a three dimensional system. The initial energy decay, the velocity distribution function, and the velocity correlation functions are calculated to be compared with theoretical predictions. The energy decay rate in the homogeneous cooling state is slightly but distinctively smaller than that expected from the independent collision assumption. The form of the one particle velocity distribution is found not to be stationary. These contradict to the predictions of the kinetic theory based on the Enskog-Boltzmann equation and suggest that the velocity correlation is already important in the early stage of homogeneous cooling state. The energy decay rate is analysed in terms of the velocity correlation.
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1. Introduction

The hard sphere system is the oldest system studied in the statistical mechanics and is still attracting much interest of current research. Some of the recent studies on this system were triggered by the recent appreciation of the fact that, no matter how small the inelasticity is, it could cause drastic changes in the system behavior and leads to series of transitions as the system evolves, as long as the system is large enough.1)

In the inelastic system, the particles lose relative velocity every time the particles collide each other. The first consequence of this is the uniform cooling of the system (Homogeneous Cooling State, HCS). In this stage, no macroscopic structure is assumed to exist and we can measure the kinetic energy in terms of the granular temperature $T$ defined by

$$T \equiv \frac{m}{d} \langle v^2 \rangle,$$

where $d$ is the system dimensionality, $m$ is the mass, and $\langle \cdots \rangle$ represents the statistical average. Then it has been shown that the initial cooling follows as

$$T(t) = \frac{T_0}{(1 + t/t_0)^2},$$

where $t$ is the time, and $t_0$ and $T_0$ are constants. This is called Haff’s law.2)

Secondly, the velocity distribution deviates or does not converge to the Maxwell-Boltzmann distribution.3) Theoretical analyses and numerical simulations have shown that the velocity distribution in an inelastic system falls into a distribution different from the Maxwell-Boltzmann within a first several collisions per particle if the system is uniform.4) This form of distribution has been shown to be a stable and stationary solution of the Enskog-Boltzmann equation of the kinetic theory for an inelastic system. Molecular dynamics simulations on a two-dimensional system, however, have shown that this form of scaled distribution does not actually remain stationary but gradually returns back to the Maxwell-Boltzmann due to the velocity correlation ignored in the Enskog-Boltzmann approximation.5)

This velocity correlation in the inelastic system is developed by the reduction of relative velocity of colliding particles during the global cooling. Since the inelastic collision reduces kinetic energy but not momentum, random fluctuations in momentum over a certain spatial region come to stick out when the size of momentum fluctuations becomes comparable with the momentum itself. This is called the noise reduction instability.6) The velocity correlation may be seen as a vortex structure in the velocity field of the system.

Well developed vortex structure causes shearing in flow between vortices, which in turn causes viscous heating. The pressure gets higher in the heated region, then this leads to particle flow due to the resulting pressure gradient, and eventually inhomogeneity of the system in the density field,7) which is called the clustering instability.

In this paper we present a detailed analysis of numerical simulations in a three dimensional system, and give evidences that velocity correlations have a deep influence on the behavior of inelastic hard sphere system even in a very early stage.

The paper is organized as follows: In §2, we introduce our model system and the simulation setup. In §3, we present our simulation result for the time dependence of the kinetic energy. In §4, the velocity distribution is compared to the one obtained from the theory based on the Enskog-Boltzmann equation using the generalized Laguerre polynomial expansion to show the deviation from the Gaussian. In §5, we compare the velocity correlation with the theoretical result based on the hydrodynamic equation with the Langevin force. In §6, the deviation of the energy decay rate from Haff’s law is analysed in detail. We summerize our results in §7.
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2. Model system

The model system we study is a three dimensional (3-d) hard sphere system which undergoes inelastic collisions with a constant normal restitution coefficient \( \epsilon \). We consider the mono-disperse system with the diameter \( \sigma \) and the mass \( m \). The particle rotation is ignored for simplicity. Then the collision rule is given in terms of the velocity of the \( i \)-th particle \( v_i \) and \( v_i^* \) before and after the collision, respectively, as

\[
v_i^* = v_i - \frac{1 + \epsilon}{2} [n \cdot (v_i - v_j)]n,
\]

\[
v_j^* = v_j + \frac{1 + \epsilon}{2} [n \cdot (v_i - v_j)]n,
\]

where \( i \) and \( j \) are the colliding particles, and \( n \) is the unit vector parallel to the relative position of the colliding particles at the time of contact. In the following, we use the unit system where the particle diameter, the mass, and the initial average kinetic energy per particle are unity.

To simulate the system, we employ the event driven method, in which we keep track of colliding events. The actual code of the simulations is based on the fast algorithm by Isobe,\(^8\) which enables us to simulate the system with the particle number as many as \( 10^6 \) in 3-d on our PC’s. Most of the simulations presented here are done for the restitution coefficient in the range of \( \epsilon \geq 0.8 \) with the number density \( n = 0.4 \), which corresponds with the volume fraction \( \nu \equiv (4/3)\pi (\sigma/2)^3 n = 0.209 \). The density dependence is also simulated for some observables.

The system is contained in the cube with the periodic boundary condition. The initial state is prepared as the equilibrium state by running the system long enough with the restitution coefficient \( \epsilon = 1 \). To check the equilibration, we monitor the velocity distribution and wait until some of the Laguerre coefficients become zero within a statistical error; this procedure typically takes about 50 collisions per particle.

The inelastic collapse\(^9\) does not occur without any special treatment in the present simulations because we mainly focus on the initial and intermediate stage of cooling with the parameters of relatively low dissipation.

3. Energy decay in HCS

As the system cools, things slow down and colliding events become less and less frequent. Therefore, it is convenient to measure the time in terms of the average number of collisions \( \tau \) that each particle experiences. This is related with the time \( t \) by

\[
d\tau = \omega dt,
\]

where \( \omega \) is the collision frequency, which depends on time.

In HCS, collisions are thought to be uncorrelated and the average energy loss in each collision is proportional to the kinetic energy, or the granular temperature, therefore we have

\[
\frac{dT}{dt} = -2\gamma \omega T,
\]

where \( \gamma \) is the energy loss rate. Within the approximation of random uncorrelated collision with the Maxwell-Boltzmann velocity distribution, \( \gamma \) becomes

\[
2\gamma_0 = \frac{1 - \epsilon^2}{d},
\]

because only the normal component of the velocity reduces by the factor \( \epsilon \). This gives Haff’s law for Maxwell-Boltzmann velocity distribution,

\[
T_{\text{Haff}}(\tau) = T_0 \exp[-2\gamma_0 \tau].
\]

Figure 1 shows the energy decay; the granular temperature \( T(\tau) \) defined in eq.(1) for various restitution coefficients \( \epsilon \) with \( n = 0.40 \) and \( N = 6 \times 10^3 \). The average number of collisions \( \tau \) is scaled as \( 2\gamma_0 \tau \). The solid straight line represents the Haff’s law with \( \gamma_0 \) (eq.(6)).

The energy decay deviates from the exponential as the time elapses, after then the clustering occurs. We define the crossover time \( \tau_c \) between Haff’s region and the clustering region as the time when \( T_{\text{Haff}}(\tau) \) becomes half of \( T(\tau) \), namely

\[
\frac{1}{2} T(\tau_c) = T_{\text{Haff}}(\tau_c),
\]

where \( T_{\text{Haff}}(\tau) \) is given by eq.(6). In the case of \( n = 0.40 \), we obtain \( \tau_c = 58, 82, 134, \) and 309 for \( \epsilon = 0.80, 0.85, 0.90, \) and 0.95 respectively. The crossover time \( \tau_c \) is plotted against \( 2\gamma_0 \) in Fig. 2. In the following sections, we will focus on the system behavior in early stage, \( \tau \leq \tau_c \).

The beginning of the clustering has been observed around \( \tau \sim \tau_c \) in our simulation and it has a strong
effect on the energy decay. The long time behavior of the energy in the clustering region seems to be some power decay like $\tau^{-\alpha}$. From the hydrodynamical approximation, $\alpha = d/2$ has been obtained\(^{10}\) but our result seems to show $\alpha = 3 \sim 4$ with some sample dependence and parameter dependence.

4. Velocity distribution

The velocity distribution function $f(v, \tau)$ in the inelastic system is conveniently represented in the scaled form using the average speed

$$v_0^2(\tau) = \frac{2}{d} \int dv f(v, \tau) v^2,$$

as

$$f(v, \tau) = \frac{1}{(v_0(\tau)\sqrt{\pi})^d} \rho(c, \tau); \quad c \equiv \frac{v}{v_0(\tau)}.$$

The scaled velocity distribution function $\rho(c, \tau)$ would be independent of $\tau$ if the form of the velocity distribution were stationary as the system cools down.

When the distribution function is not far from the Gaussian, it is reasonable to expand it as

$$\rho(c, \tau) = \exp(-c^2) \sum_{\ell=0}^{\infty} a_\ell(\tau) L_\ell^2(c^2), \quad (\alpha = \frac{d}{2} - 1),$$

using the generalized Laguerre polynomials, or the Sine polynomials\(^{314}\) $L_\ell^2(x)$. The coefficients $a_\ell(\tau)$ can be obtained by

$$a_\ell(\tau) = \frac{d! \Gamma(d/2)}{\sqrt{\pi} \Gamma(\ell + d/2)} \int dc \rho(c, \tau) L_\ell^2(c^2),$$

where $\Gamma(x)$ is the gamma function. The values of the first two coefficients are given by

$$a_0 = 1, \quad a_1 = 0,$$

due to the normalization and the scaling, but any deviation from the Maxwell-Boltzmann distribution is represented by non-zero values of the higher order coefficients $a_\ell (\ell \geq 2)$.

The time development of $a_\ell(\tau)$ has been calculated based on the Enskog-Boltzmann equation with a certain truncation scheme for the higher order coefficients.\(^{4}\) It has been shown that the Enskog-Boltzmann equation has the solution which starts from $a_0 = 1$ and $a_i = 0$ ($i \geq 1$) and converges to non-zero constants within a several collisions per particle.

Figure 3 shows the scaled distribution of normalized particle speed $c$ for the system with $e = 0.80$, $n = 0.40$, $N = 6 \times 10^5$. The crossover time $\tau_c$ is 58 for this system. The solid line represents the Maxwell-Boltzmann distribution $\rho(c) = \exp(-c^2)$.

Figure 4 shows the time development of the generalized Laguerre polynomial expansion coefficient $a_\ell$ of the $\rho(c)$ for $e = 0.90$, $n = 0.40$, $N = 6 \times 10^5$. The data are averaged over three realizations. The crossover time $\tau_c$ is also shown by the arrow.
5, the simulation results are compared with the solution of the Enskog-Boltzmann equation for $a_2(\tau)$, whose expression is given in Appendix A. The simulation results agree very well with the solution till it becomes close to the stationary value, but after then $a_2(\tau)$ and other coefficients go back towards zero until $\tau \sim \tau_c$.

The behaviors of $a_2(\tau)$ for various restitution coefficients $e$ are shown in Fig. 7 with the time being scaled by the crossover time $\tau_c$. All of them show similar trend when the time is scaled with $\tau_c$. The behavior after the clustering ($\tau > \tau_c$) has large sample dependence. This seems to be due to the fact that the system is not large enough compared with the cluster size.

5. **Velocity field and its correlation**

The random velocity field in the initial state becomes organized during HCS through inelastic collisions. This has been clearly seen in 2-d system as the vortex structure.\textsuperscript{11) In 3-d system, it is rather difficult to see directly due to a problem of visualization and also due to the difficulty to have a large system which contains enough vortices to see their structure.

Figure 8 shows a snapshot of a velocity field just before the clustering starts. The velocity field $u(r, \tau)$ is obtained by averaging over a velocity of all the particles in a coarse grained cell at $r$;

$$u(r, \tau) \equiv \frac{1}{N_r} \sum_i v_i,$$

(13)

where $N_r$ is the number of the particles in the cell at $r$. In this figure, the volume of the cell is $(1/32)^3$ of the whole system. In order to see the 3-d flowing structure, the velocity field is shown only in three thin layers in the system. The field is rather complex, but there can be seen some organized vortex like structure of the hydrodynamic scale.

In order to quantify the structure in the velocity field, we measure the velocity correlation function defined as

$$G_{\alpha\beta}(r_1, r_2; \tau) \equiv \langle u_{\alpha}(r_1, \tau) u_{\beta}(r_2, \tau) \rangle.$$

(14)

In the case of the isotropic uniform system, this can be decomposed into two parts as

$$G_{\alpha\beta}(r; \tau) = \hat{r}_{\alpha} \hat{r}_{\beta} G_{\parallel}(r, \tau) + (\delta_{\alpha\beta} - \hat{r}_{\alpha} \hat{r}_{\beta}) G_{\perp}(r, \tau),$$

(15)
Fig. 8. Cross sections of velocity field at \( \tau = 60 \) (\( \tau_c = 58 \)) for \( n = 0.40, e = 0.80 \) and \( N = 1 \times 10^6 \) with the system size \( L = 136 \). Only \( 1/4 \) of the xy plane and \( 3/32 \) of the z direction of the whole system are shown. The presented velocity field is the average velocity over all particles in a cell whose size is \( 1/32^3 \) of the system. The tone and the length of the arrows represent the magnitude of the velocity (the darker arrow represents larger velocity).

where

\[
\mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2, \quad \hat{\mathbf{r}} = \frac{\mathbf{r}}{r},
\]

and the longitudinal part \( G_\parallel \) and the transverse part \( G_\perp \) may be calculated by

\[
G_\parallel (r, \tau) = \langle (\mathbf{u}(\mathbf{r}, \tau) \cdot \hat{\mathbf{r}})(\mathbf{u}(0, \tau) \cdot \hat{\mathbf{r}}) \rangle, \tag{17}
\]

\[
G_\perp (r, \tau) = \frac{1}{d-1} \langle (\mathbf{u}(\mathbf{r}, \tau) \cdot \mathbf{u}(0, \tau)) - G_\parallel (r, \tau) \rangle. \tag{18}
\]

These correlations have been analyzed based on the hydrodynamic equation with the Langevin force.\(^\text{11}\) The actual expressions are complicated and given in Appendix B for the 3-d case using the same notation with ref.\(^\text{11}\).

Figure 9 shows \( G_\parallel \) and \( G_\perp \) with the theoretical curves for the incompressible case. The agreement is quite good. The negative correlation in \( G_\perp \) is a sign of the vortex structure. We also evaluated the theoretical expressions of \( G_\parallel \) and \( G_\perp \) for the compressible case, but the difference between the compressible and incompressible cases are small for these parameters.

The correlations \( G_\parallel \) and \( G_\perp \) for several \( \tau \)'s are given in Fig. 10 using the scaling \( G_\tau^{d/2} T_0 \) v.s. \( r/\sigma \sqrt{\tau} \). All the plots for different \( \tau \)'s collapse on a single curve for \( 20 \leq \tau \leq 60 \), which means that the correlations scale as

\[
G(r, \tau) = \frac{T_0}{m \tau^{d/2}} f \left( \frac{r}{\sigma \sqrt{\tau}} \right), \tag{19}
\]

very well. We did not observe large density fluctuation until \( \tau \sim 70 \) (\( \tau_c = 58 \)).

6. Correction for the energy decay rate

As we have pointed out in §3, the energy decay rate in HCS slightly deviates from the one given by Haff’s law. We shall examine this deviation in detail in this section.

Haff’s decay rate \( \gamma_0 \) is obtained on the random collision assumption with the Gaussian distribution of the particle velocity. We will first examine the effect of the non-Gaussian velocity distribution and then the velocity correlation.
6.1 Effect of non-Gaussian velocity distribution

The time dependent decay rate defined as

\[ 2\gamma(\tau) = -\frac{d}{d\tau} \ln T(\tau), \]  

and the collision rate \( \omega(\tau) \) have been studied in the case of non-Gaussian velocity distribution using the Enskog-Boltzmann theory to give

\[ \frac{\gamma(\tau)}{\gamma_0} = \left[ 1 + \frac{3}{16} a_2(\tau) \right] \frac{\omega_0(\tau)}{\omega(\tau)}, \]  

up to the first order of \( a_2 \). Here, \( a_2 \) is given in Appendix A and \( \omega_0(\tau) \) is the collision frequency in the Enskog-Boltzmann approximation in the equilibrium with the average velocity \( v_0(\tau) \),

\[ \omega_0(\tau) = \frac{\Omega_d \chi(n) n d^{d-1}}{\sqrt{2\pi}} v_0(\tau), \]  

where \( \Omega_d \) is the surface area of the \( d \) dimensional unit sphere and \( \chi(n) \) is the pair correlation at contact in the equilibrium with the density \( n \).

Numerically obtained decay rates \( \gamma(\tau) \) in the early stage of HCS are plotted in Fig. 11 for a several values of restitution coefficient \( e \) with \( n = 0.40 \) and \( N = 0.6 \times 10^6 \). The dashed line represents the Enskog-Boltzmann result eq.(21) with the analytical solution of \( a_2 \) (eq.(A-4)) for \( e = 0.865 \). Solid lines show the phenomenological approximation of eq.(32) with fitting parameter \( b = 0.30 \).

Density dependence of \( \gamma(\tau) \) is shown in Fig. 12 for \( e = 0.85 \). Although the stationary value of \( a_2 \) does not depend on the density \( n \) in the theory based on the Enskog-Boltzmann equation, the simulation result of \( \gamma(\tau) \) does, as well as the simulation results of \( a_2 \). The absolute value of \( a_2 \), however, becomes smaller than that of the Enskog-Boltzmann theory for larger density, while the deviation of the decay rate \( \gamma \) from \( \gamma_0 \) gets larger, as \( n \) increases.

These points suggest that the deviation in \( \gamma \) cannot be explained by the non-Gaussian distribution, and should be mainly caused by the velocity correlation even in the early stage of HCS.

6.2 Effect of velocity correlation

Now, we will try to include the effect of velocity correlation. The velocity correlation results in the local average flow of particles and should lead to the following two effects that slow down the energy decay: (i) reduction of collisional dissipation and (ii) viscous heating due to shearing of the average flow. We will examine only the first one since the viscous heating is the secondary effect and should be negligible in the early stage of HCS.

In the presence of the local average flow \( \mathbf{u}(\mathbf{r}, \tau) \), the granular temperature \( T_L(\mathbf{r}, \tau) \) should be redefined as

\[ T_L(\mathbf{r}, \tau) \equiv \frac{1}{N_r} \sum_{i=1}^{N_r} \frac{m}{d}(\mathbf{v}_i - \mathbf{u})^2, \]  

where the summation is taken over the particles in a cell at \( \mathbf{r} \). We have to use this definition instead of the granular temperature \( T \) given in eq.(1), which actually corresponds to the kinetic energy.

Our physical assumption is that the collisional dissipation should be determined by the granular temperature \( T_L \) defined in eq.(24) because the average flow cannot be
relaxed through local collisions. Then, Haff’s law for the energy decay is extended by modifying eq.(4) as
\[ \frac{dE}{d\tau} (\tau) = -2\gamma_0 \left( \frac{d}{2} T_{Lr}(\tau) \right), \] (25)
where \( E(\tau) \equiv \langle m u^2/2 \rangle = (d/2)T(\tau) \) is the average energy per particle.

The energy may be expressed in terms of the velocity correlation and the granular temperature as in the following. In the presence of the average flow, the kinetic energy per particle \( E(\tau) \) can be decomposed into two parts as\(^{10}\)
\[ E(\tau) = \frac{1}{N} \int dr \left\{ \frac{1}{2} \langle mn(r, \tau) u^2(r, \tau) \rangle + \frac{d}{2} \langle n(r, \tau) T_{Lr}(r, \tau) \rangle \right\}, \] (26)
where \( n(r, \tau) \) is the local particle density.

We assume, at this point, that \( n \) and \( \langle T_{Lr} \rangle \) are uniform because we are considering early stage of HCS, then we have
\[ E(\tau) \approx \frac{1}{V} \int dr \frac{m}{2} \langle u^2(r, \tau) \rangle + \frac{d}{2} \langle T_{Lr}(r, \tau) \rangle. \] (27)

The first term of RHS can be expressed in terms of the velocity correlation in the hydrodynamic limit as
\[ \frac{1}{V} \int dr \frac{1}{2} \langle u^2(r, \tau) \rangle = \frac{1}{2} \lim_{r_{12} \to 0} \text{Tr} \left[ G(r_{12}, \tau) \right], \] (28)
\[ \equiv \frac{1}{2} \text{Tr} \left[ G^+(0, \tau) \right]. \]

The correlation function has been obtained within the linear approximation\(^{11}\) as
\[ \text{Tr} \left[ G^+(0, \tau) \right] = (d-1) \frac{T_{Haff}(\tau)}{mn} \times \int \frac{dk}{(2\pi)^d} \frac{e^{2\gamma_0^2(1 - \xi_k^2 k^2)} - 1}{1 - \xi_k^2 k^2}, \] (29)
for the incompressible case. The short wave length cutoff \( k_m \) is needed for the integral to give a finite result; the integral diverges logarithmically for 2-d and linearly for 3-d as \( k_m \to \infty \). We set \( k_m \) as
\[ k_m = 2\pi n^{1/d} \times b, \] (30)
where we take \( b \) as a fitting parameter independent of the density and the restitution coefficient. Then we have
\[ \text{Tr} \left[ G^+(0, \tau) \right] = (d-1) \frac{T_{Haff}(\tau) \Omega_d}{mn(2\pi \xi \perp)} \times \int_0^{2\gamma_0^2} ds s^{d-1/2} e^s \gamma(d/2, s \xi \perp^2 k_m^2), \] (31)
where \( \gamma(a, x) \) is the incomplete gamma function defined in Appendix B. For large \( \tau \), this expression gives \( E \sim \tau^{-d/2} \), as has been studied in the ref.\(^{10}\).

In the ref.\(^{10}\) \( \langle T_{Lr} \rangle \) is assumed to obey Haff’s law, but here we do not use this assumption; eliminating \( \langle T_{Lr} \rangle \) from eq.(25) using eq.(27), a differential equation for \( E(\tau) \) is obtained as
\[ \frac{dE}{d\tau} (\tau) = -2\gamma_0 \left( E(\tau) - \frac{m}{2} \text{Tr} \left[ G^+(0, \tau) \right] \right). \] (32)

We solve eq.(32) numerically with numerically evaluated \( \text{Tr} \left[ G^+(0, \tau) \right] \) from eq.(31).

Comparison of the energy decay rate \( \gamma(\tau) \) with the simulation results is shown in Figs. 11 and 12. The value of the fitting parameter \( b \) is chosen to be \( b = 0.30 \) to give the best fit for the energy \( E(\tau) \) before \( \tau_c \) at \( e = 0.80 \) and \( n = 0.40 \). Both the restitution coefficient and the density dependence are well described in this approximation with the same value of the single fitting parameter \( b \).

![Fig. 13. The deviation of the energy \( E(\tau) \) from Haff’s law. The simulation results (points) are compared with the phenomenological approximation of eq.(32) (solid lines) for \( n = 0.40 \) and \( N = 0.6 \times 10^6 \). Fitting parameter is \( b = 0.30 \). The dashed line is Haff’s law exp(\(-2\gamma_0 \tau\)) (the crossing points of the simulation results and the dashed line give \( \tau_c \)’s in our definition in eq.(7)).](image-url)

In Fig. 13, the deviation of the energy from Haff’s law \( E(\tau) - E_{Haff}(\tau) \) is plotted and the simulation results are compared with the results from eq.(32). The agreement is quite good and this approximation seems to be valid until little after \( \tau_c \). But in the clustering region, the simulation results have stronger energy decay than our estimates. These results show that the deviation of the energy from Haff’s law at the initial stage is mainly due to the velocity correlation, while the effect of the viscous heating and density cluster might have to be considered at the clustering regime.

7. Summary and Discussions

Unlike in the equilibrium state, the velocity correlation develops in the non-equilibrium state of the inelastic system, and it seems to play an important role in the time development of the system. We carefully looked into the early stage of the free cooling in the 3-d inelastic hard sphere system in the low dissipation range \( e \geq 0.8 \), and found (i) the initial energy decays exponentially, but the decay rate is slightly smaller than that expected in the case of the random collision, (ii) the velocity distribution deviates from the Gaussian but only slightly, (iii) the form of the velocity distribution does not stay stationary even in HCS contrary to the expectation by the
been shown that the velocity correlation arises within a ring approximation of the kinetic theory,\(^1\) where it has been shown that the velocity correlation arises within a small number of collisions.

Among these results, (i), (iii), and (v) are the evidences that the velocity correlation plays an important role even in the early stage of HCS. The velocity correlation in this stage has also been studied numerically using the ring approximation of the kinetic theory\(^,\) (v) the deviation of the energy decay rate can be described in terms of the velocity correlation.

The effects of the non-Gaussian velocity distribution and the velocity correlation on the energy decay have been also studied in the kinetic theory by Pöschel et al\(^,\)\(^4\)\(^,\)\(^1\). They studied the energy decay in the real time, and derived the expression for the deviation from Haff’s law by the non-Gaussian distribution and the velocity correlation. By comparing it with the 2-d simulation, they concluded that a major part of the deviation should come from the velocity correlation, but they did not make theoretical estimate for the size of the velocity correlation.

The effect of the velocity correlation should depend on the particle density: the lower the density is, the smaller the correlation effect becomes, because the mean free path gets long much faster than the mean distance between particles upon decreasing \(n\). However, this does not necessarily mean that the correlation effects disappear in HCS for small enough density: for large enough system, it is believed that the clustering instability takes places eventually for any density and dissipation. This should be caused by the shearing flow, and the shearing is a manifestation of the velocity correlation. Therefore, it is plausible that, even for a small density system, the correlation effect takes place from the early stage of HCS in comparison with the total period of HCS, which becomes long for small \(n\).

In the present work, the simulations are done on 3-d systems and the analysis are based on the 3-d expressions, but the above findings are not particular to 3-d, and the physical processes do not seem to be very different from 2-d system, especially in the early stage where linear theories hold. As for the late stage cluster growth, some differences between 2-d and 3-d system have been reported from MD simulations\(^,\)\(^5\).

Then shouldn’t there be any differences between 2-d and 3-d cases before the clustering?

In the 2-d system, the velocity correlation developed in the system has been visualized as a vortex structure in the intermediate stage of HCS. The appearance of the structure in 2-d reminds us of the vortex structure in the free decaying turbulence\(^,\)\(^6\) where the dual cascade of energy and enstrophy is a leading process in the inertial range. In the 3-d system studied here, we have not succeeded in visualizing the clear vortex structure although there seems to be some global structure. If the dynamics of vortices controls the system behavior in the later stage of HCS, or the shearing state, there may be an important differences between the two cases; in 2-d, the vorticity \(\omega = \nabla \times \mathbf{u}\) has only one component and the coarsening of the scaler field is a major process, but in 3-d, the vortices are lines in three dimensional structure and their motion such as stretching and bending accompanied by reconnection of vortex lines could cause more complex dynamics that keeps certain fine structures in the late stage; this is not taken in the linear theory. Such dynamics should have some effects in the early stage of clustering because the clustering is known to be triggered by the viscous heating in the vortex structure.

**Appendix A: Second order approximation for Laguerre expansion coefficients in higher dimensions**

In this appendix, we present the expression of \(a_2\) within the Enskog-Boltzmann equation for the second order\(^4\) for \(d\) dimensions. \(a_2\) follows the equation,

\[
\frac{da_2}{d\tau}(\tau) = A + a_2(\tau)B, \quad (A.1)
\]

with

\[
A = \frac{(e^2 - 1)(2e^2 - 1)}{d(d + 2)}, \quad (A.2)
\]

\[
B = \frac{-(1 + e)(9 + 24d + 8ed - 41e + 30(1 - e)e^2)}{16d(d + 2)}. \quad (A.3)
\]

Its solution is

\[
a_2(\tau) = -\frac{A}{B}(1 - \exp(B\tau)), \quad (A.4)
\]

and stationary value is

\[
a_2 = -\frac{A}{B}. \quad (A.5)
\]

**Appendix B: Analytical form of velocity correlation function**

In the ref\(^,\)\(^1\)\(^1\), the velocity correlation functions have been obtained from the hydrodynamic equations with the linear approximation for both incompressible and compressible flows in the form of the Fourier integrals, but the explicit expressions for \(d\) dimensions are given only for the incompressible case. The expressions for \(d\) dimensions used in the text are given by

\[
G_{\lambda +}^+ = \frac{T_{\text{Haff}}}{mn} \int_0^{2\gamma \tau} ds' e^{s'} \int\left[\frac{\sigma_{\lambda}(d - 1)\delta_{\lambda}}{2\pi^d/2^d} \left(\gamma\left(\frac{d}{2}\frac{x^2}{4s'}\right) - \frac{d}{2} \gamma\left(\frac{d}{2}\frac{x^2}{4s'}\right)\right)\right] \int_{\lambda} \frac{1}{\xi^2} e^{-x_2^2/4s'} \frac{1}{(4\pi s')^{d/2}} ds', \quad (B.1)
\]

for the incompressible fluid and

\[
G_{\lambda \epsilon }^+ = \frac{T_{\text{Haff}}}{mn} \int_0^{2\gamma \tau} ds' e^{s'} \int\left[\frac{\sigma_{\lambda}(d - 1)\delta_{\lambda}}{2\pi^d/2^d} \left(\gamma\left(\frac{d}{2}\frac{x^2}{4s'}\right) - \frac{d}{2} \gamma\left(\frac{d}{2}\frac{x^2}{4s'}\right)\right)\right] \int_{\lambda} \frac{1}{\xi^2} e^{-x_2^2/4s'} \frac{1}{(4\pi s')^{d/2}} ds', \quad (B.2)
\]
for the compressible fluid, where $\lambda = \{\|, \perp\}$, $\delta_{\lambda\lambda}$ is Kronecker’s delta, $\sigma = \delta_{\|\lambda} - \delta_{\perp\lambda}$, $T_{\text{Haff}}$ is the temperature given by Haff’s law (eq.(6)),

$$\gamma(a, x) = \int_0^x dt \exp(-t) t^{a-1},$$

is the incomplete gamma function,

$$x_\lambda = r/\xi_\lambda,$$

and $\xi_\lambda$’s are the correlation lengths of the elastic hard sphere system, given in the ref.\textsuperscript{11)}
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