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Abstract—We consider the problem of maintaining sparsity in private distributed storage of confidential machine learning data. In many applications, e.g., face recognition, the data used in machine learning algorithms is represented by sparse matrices which can be stored and processed efficiently. However, mechanisms maintaining perfect information-theoretic privacy require encoding the sparse matrices into randomized dense matrices. It has been shown that, under some restrictions on the storage nodes, sparsity can be maintained at the expense of relaxing the perfect information-theoretic privacy requirement, i.e., allowing some information leakage. In this work, we lift the restrictions imposed on the storage nodes and show that there exists a trade-off between sparsity and the achievable privacy guarantees. We focus on the setting of non-colluding nodes and construct a coding scheme that encodes the sparse input matrices into matrices with the desired sparsity level while limiting the information leakage.

I. INTRODUCTION

In the era of big data, efficient and private distributed data storage became a necessity. Analyzing tremendous amount of information is now possible thanks to machine learning algorithms that take data as input and output a compressed model that represents the data. A new input data can then be compared to the stored data by processing it using only the model. In several machine learning applications, such as face recognition, the input data is represented by sparse matrices (having a large number of zero entries) [1], [2]. Furthermore, the model representing a neural network is also known to be represented and stored in the form of a sparse matrix.

We focus on efficient and private distributed storage of sparse data matrices. Sparse matrices are known to be efficiently stored and operated on. The privacy measure we use is information-theoretic privacy as it assumes no bound on the computational power of the potential eavesdroppers. The techniques used in the literature to maintain information-theoretic privacy of matrices destroy the structure of the matrix, i.e., result in dense matrices. On a high level, maintaining information-theoretic privacy of a matrix $A$ can be ensured by generating a random matrix $R$ independently from $A$ and uniformly at random from the same alphabet to which $A$ belongs. Then, storing $R$ and $A + R$ (where the addition is element-wise), ensures the privacy of $A$. Observe here that $R$ and $A + R$ are statistically independent from $A$. However, they are both dense matrices. Hence, perfect privacy of $A$ is ensured, but its sparsity cannot be leveraged to store $R$ and $A + R$ efficiently.

Our goal is to design schemes that allow a private distributed storage of $A$ while leveraging its sparsity. Going back to our illustrative example, this is made possible by designing the random matrix $R$ dependently on $A$ so that both $R$ and $A + R$ are sparse matrices and reveal as little information about $A$ as possible. The matrices $R$ and $A + R$ are called shares.

Techniques ensuring information-theoretic privacy in distributed storage date back to the seminal works of Shamir and Blakely [3], [4] which can be seen as a generalization of Shannon’s one-time pad [5]. Those techniques are known as threshold secret sharing schemes. In [6], McEliece and Sarwate generalized threshold secret sharing further by connecting them to Reed-Solomon codes. An $(n, k, z)$ secret sharing encodes $k - z$ files into $n$ shares, stored on $n$ different nodes, such that any $z$ shares reveal no information about the files and any $k$ shares suffice to reconstruct the stored files.

To cope with the increase in the amount of data stored and handled, efficient secret sharing schemes are being investigated. For example, secret sharing schemes with communication efficiency are studied in [7]–[10]. The goal is to reduce the amount of data communicated to reconstruct the secret at the expense of increasing the amount of accessed nodes. Other efficient modern secret sharing schemes are secure (against malicious attacks) and repairable secret sharing [11]–[13], secure communication-efficient secret sharing schemes [14] and communication-efficient secret sharing schemes with small share size (data storage) [15]. Efficient security is guaranteed by leveraging the weakness of the malicious nodes and transforming errors into erasures to reduce the required redundancy. We refer the interested reader to [12], [14] for more details. However, all the aforementioned coding schemes destroy the structure of the input data and generate shares (data to be stored) that look completely random, i.e., dense shares.

Motivated by the efficient use of sparse matrices, we consider secret sharing schemes that encode sparse data matrices into sparse shares. Hence, allowing for efficient storage of the shares since sparse shares can be compressed and are also efficiently processed in case they are used in computations [16], [17]. Sparsity in non-private distributed linear computations with tolerance of slow or unresponsive compute nodes, called stragglers, is shown to speed up the computation process. The authors of [18] considered the problem of encoding two sparse matrices into smaller sparse chunks sent to external nodes for computations. The proposed scheme relies on using LT codes [19] with a sparse encoding principle, i.e., using a Soliton distribution with high occurrence of low degrees. In [20],
the authors propose to divide the matrices into smaller ones, without any encoding and use fractional repetition codes [21] to distribute the small matrices to the computing nodes. For an extra layer of protection against stragglers, each computing node could also receive an additional encoded sub-matrix.

The problem of designing secret sharing schemes with sparse shares has been recently initiated in [22] for distributed private matrix-vector multiplication. The multiplication being linear with no privacy requirement on the vector, the problem of private distributed storage and private distributed computing become equivalent. In the terminology of this paper, the authors of [22] construct a secret sharing scheme that trades privacy guarantees for the sparsity of the shares, since insisting on perfect information-theoretic privacy does not allow any sparsity in the shares. The setting considered in [22] consists of two non-communicating clusters of nodes. A special type of shares is created for each cluster, hence separately controlling the sparsity and the amount of information leaked from each cluster of nodes. For a pure storage scenario, it can be beneficial to first compress the sparse private data and then perform classical secret sharing. However, we consider the general case where the stored data is later used in form of linear computations, similar to the setting in [22].

In this work, we remove the constraint of non-communicating clusters of nodes. For a fixed desired sparsity of the shares, we provide a convex minimization problem that outputs the minimum leakage possible. Under some assumptions, we solve the problem and construct secret sharing schemes that achieve the minimum leakage of information.

The paper is organized as follows. In Section II, we set the notation and formalize the considered problem. We show the existence of a trade-off between sparsity and privacy in Section III. For a special parameter regime, we give a scheme that optimizes the leakage for a desired sparsity guarantee. In Section IV, we design straggler-tolerant and sparse secret sharing schemes. Section V concludes the paper.

II. PRELIMINARIES

Notation: Matrices and vectors are denoted by uppercase and lowercase bold letters, e.g., $X$ and $x$, respectively. The $(i,j)$-th entry of a matrix $X$ is denoted by $X_{i,j}$. We use uppercase typewriter letters for random variables, e.g., $Y$. The random variables representing a matrix $X$ and its $(i,j)$-th entry $X_{i,j}$ are denoted respectively by $X$ and $X_{i,j}$. A finite field of cardinality $q$ is denoted by $\mathbb{F}_q$ and we define $\mathbb{F}_q^* = \mathbb{F}_q \setminus \{0\}$. Calligraphic letters denote sets, e.g., $\mathcal{X}$. For a positive integer $b$, we define $\lfloor b \rfloor = \{1, 2, \ldots, b\}$. Given $b$ random variables $Y_1, \ldots, Y_b$ and a set $T \subseteq [b]$, we denote by $\{Y_i\}_{i \in T}$ the set of random variables indexed by $T$, i.e., $\{Y_i\}_{i \in T} = \{Y_i | i \in T\}$. For a random variable $X \in \mathbb{F}_q$ we denote its probability mass function (PMF) over $\mathbb{F}_q$ by $P_X = \{p_1, p_2, \ldots, p_q\}$, i.e., $P(X = i) = p_i$ for all $i \in \mathbb{F}_q$, and its $q$-ary entropy by $H_q(X)$ and $H_q(p_1, p_2, \ldots, p_q)$ interchangeably. Given two random variables $X$ and $Y$, their $q$-ary mutual information is denoted by $I_q(X; Y)$. The Kullback-Leibler (KL) divergence between the PMFs of random variables $X$ and $Y$ reads as $D_{\text{KL}}(P_X || P_Y)$. We follow [22] and define the sparsity of a matrix as follows.

**Definition 1.** (Sparsity level of a matrix) The sparsity level $S(X)$ of a matrix $X$ with entries independently and identically distributed is equal to the probability of the $(i,j)$-th entry $X_{i,j}$ of $X$ being equal to 0, i.e.,

$$S(X) = \Pr\{X_{i,j} = 0\}.$$  

**System model:** We study secret sharing schemes that take a sparse matrix $A$ as input and output two sparse shares $R$ and $A + R$ each in $\mathbb{F}_q^{s \times k}$. Dividing the shares row-wise and carefully applying a fractional repetition code gives a secret sharing scheme with larger parameters, $n$ and $k$. The entries of the input matrix $A$ are assumed to be independently and identically distributed, i.i.d. Though restrictive, this distribution serves as a starting point towards understanding the trade-off between sparsity and privacy of secret sharing schemes. In particular, we assume that $\Pr\{A_{i,j} = 0\} = s$ and $\Pr\{A_{i,j} = a\} = \frac{1}{q-1}$ for all $a \in \mathbb{F}_q$. Hence, $A$ is considered to have a sparsity level $S(A) = s > q^{-1}$ since the special case where $s \leq q^{-1}$ can be satisfied using classical secret sharing schemes. We focus on information-theoretic privacy. Given two random variables $A$ and $B$, we say that observing a realization $B$ of $B$ leaks $\varepsilon \triangleq I_q(A; B)$ information about $A$. If the leakage $\varepsilon$ is zero, we say that perfect privacy is attained.

A classical secret sharing scheme generates a random matrix $R$, independently from $A$ and uniformly at random from the same alphabet from which $A$ is drawn. The scheme then outputs two shares that are realizations of the random variable $R$ and the random variable $A + R$ such that $I_q(A; R) = I_q(A; A + R) = 0$. The sparsity of $R$ and $A + R$ is equal to $q^{-1}$. A sparse secret sharing scheme outputs two shares that are realizations of two random variables $R$ and $A + R$ such that $I_q(A; R) = \varepsilon_1 \geq 0$ and $I_q(A; A + R) = \varepsilon_2 \geq 0$. The main difference is that the random variable $R$ is drawn dependently from $A$. Hence, the sparsity of $R$ and $A + R$ can be made larger than $q^{-1}$ at the expense of choosing $\varepsilon_1 > 0$ and/or $\varepsilon_2 > 0$.

We follow the nomenclature of [22] and call the share $R$ as the padding matrix and the share $A + R$ as the padded matrix. We define $S_R \triangleq S(R)$ and $S_{A+R} \triangleq S(A + R)$ to be the sparsity levels of the shares and $L_1 \triangleq I_q(A; R)$ and $L_2 \triangleq I_q(A; A + R)$ to be the information leakage from each share. For given sparsity levels $S_R, S_{A+R} > q^{-1}$, we provide a convex minimization problem whose solution gives the smallest possible leakage. For a special regime, we solve the problem and provide schemes that attain the smallest leakage for the desired sparsity. We observe that the leakage is minimized when $S_R$ is chosen to be equal to $S_{A+R}$ and that for this case, the minimum leakage increases with the desired value of $S_R$.

**Remark 1.** In practice, the positive leakage can be understood as leaking some side information about the private data. For example, if the private matrix represents a face, leaking a small amount of information could be understood as leaking some details about the face, such as the size or the contour of the face, but not leaking the whole face.

III. MINIMIZING LEAKAGE FOR FIXED SPARSITY

The main idea behind creating sparse shares in a secret sharing scheme is to design the random matrix $R$ dependently
from the input matrix \( A \). If \( R \) is generated uniformly at random from \( \mathbb{F}_q \), then perfect privacy is achieved, but no sparsity in \( R \) and \( A + R \) is maintained.

For desired sparsity levels \( s_R \) and \( s_{A+R} \), the problem then translates to designing a probability distribution of \( R \) that minimizes the leakage. Since the entries \( A_{(i,j)} \) of \( A \) are assumed to be independent, we treat the entries of \( R \) independently. Hence, we need to find values \( p_{r,a} \equiv \Pr(R_{(i,j)} = r \mid A_{(i,j)} = a) \) for all \( r, a \in \mathbb{F}_q \) that form a probability distribution. The sparsity constraints then restrict the \( p_{r,a} \)'s to ensure that \( \Pr(R_{(i,j)} = 0) = s_R \) and \( \Pr(R_{(i,j)} + A_{(i,j)} = 0) = s_{A+R} \).

The choice of the \( p_{r,a} \)'s affects the leakage \( L_1 \) and \( L_2 \). To minimize the leakage, we analyze the total leakage resulting from the sum \( L_1 + L_2 \). Our interest in minimizing the sum of the leakages stems from the need to use a fractional repetition code which may assign shares of the form \( R \) and \( A + R \) to a certain node. By writing \( L_1 + L_2 \) using the definition of mutual information, minimizing the total leakage subject to the sparsity constraints results in the following minimization problem. Let \( P \equiv \{ p_{r,a} : r, a \in \mathbb{F}_q \} \), then

\[
\text{Opt} = \min_p L_1 + L_2 = \min_{p} \mathbb{I}_q \left( R; A \right) + \mathbb{I}_q \left( R; A + R \right)
\]

\[
= \min_{p} \mathbb{D}_{KL}(P_{A,R} \mid \mid P_R) + \mathbb{D}_{KL}(P_{A,A+R} \mid \mid P_{A,R+R})
\]

\[
= \min_{p} \sum_{a,b \in \mathbb{F}_q} P_a(a) \left( p_{b-a,a} \log \frac{p_{b-a,a}}{P_{A,R}(b)} + p_{b,a} \log \frac{p_{b,a}}{P_{A,R}(b)} \right),
\]

subject to

\[
\forall a \in \mathbb{F}_q : p_{0,a} + \sum_{r \in \mathbb{F}_q} p_{r,a} - 1 = 0,
\]

\[
p_{0,0} \cdot P_a(0) + \sum_{a \in \mathbb{F}_q^*} p_{0,a} \cdot P_a(a) - s_R = 0,
\]

\[
p_{0,0} \cdot P_a(0) + \sum_{a \in \mathbb{F}_q^*} p_{a,a} \cdot P_a(a) - s_{A+R} = 0.
\]

This non-linear convex optimization problem with multiple linear constraints can be solved using the method of Lagrange multipliers [23]. We restrict our attention to PMFs of \( R \) of the following form.

\[
\Pr(R_{(i,j)} = r \mid A_{(i,j)} = 0) = \begin{cases} p_{1, r} & r = 0 \\ p_{1, r} & r \neq 0 \end{cases},
\]

\[
\Pr(R_{(i,j)} = r \mid A_{(i,j)} = a) = \begin{cases} p_{2, r} & r = 0 \\ p_{2, r} & r \neq 0 \end{cases},
\]

\[
\Pr(R_{(i,j)} = r \mid A_{(i,j)} = -a) = \begin{cases} p_{3, r} & r = 0 \\ p_{3, r} & r \neq 0 \end{cases},
\]

where \( r \in \mathbb{F}_q, a \in \mathbb{F}_q^* \), and \(-a\) is the additive inverse of \( a \) in \( \mathbb{F}_q^* \). Further, \( p_{1,1}, p_{1,2}, p_{2,1}, p_{2,2} \equiv (1 - p_{1,1})/(q - 1) \) and \( p_{2,2} \equiv (1 - p_{2,1} - p_{3,1})/(q - 2) \) are non-negative numbers smaller than 1. We choose these distributions, because it puts an emphasis on three ideas: inheriting in \( R \) and in \( A + R \) a zero from \( A \) (with probability \( p_{1,1} \)); creating a zero in \( R \) at the expense of revealing the \((i,j)\)-th entry of \( A \) in \( A + R \) (with probability \( p_{2,1} \)); and creating a zero\(^1\) in \( A + R \) at the expense of revealing the additive inverse of the \((i,j)\)-th entry of \( A \) in \( R \) (with probability \( p_{3,1} \)). In addition, these distributions allow analytical tractability. The sparsity of \( R \) and \( A + R \) and their leakage about \( A \) (cf. Remark 1) when generated as shown above are stated in Lemmas 1 and 2, respectively.

**Lemma 1.** Following the rules in Eqs. (1) and (2) to construct two matrices \( R \) and \( A + R \) independently on \( A \) with sparsity \( s \), results in the following sparsity levels

\[
s_R = p_1 s + p_2 (1 - s), \quad s_{A+R} = p_1 s + p_3 (1 - s).
\]

The proof is straightforward and is omitted for brevity. Note that, by construction, for \( 0 \leq p_2, p_3 \leq 1 \), the difference \( s_{A+R} - s_R \) can be at most \( (1 - s) \).

**Lemma 2.** Considering PMFs of the form given in Eqs. (1) and (2), the total leakage \( L(p_1, p_{1 \text{ inv}}, p_2, p_3, p_{2 \text{ inv}}) \equiv L_1 + L_2 \) is given by

\[
L(p_1, p_{1 \text{ inv}}, p_2, p_3, p_{2 \text{ inv}}) = \frac{1}{s_R} \left[ p_1 \left( \log \frac{p_1}{s_{A+R}} + \log \frac{p_{1 \text{ inv}}}{s_R} \right) \right] + (q - 1) p_{1 \text{ inv}} \left( \log \frac{p_{1 \text{ inv}}}{s_{A+R}} + \log \frac{p_{1 \text{ inv}}}{s_R} \right) + (1 - s) \left[ p_2 \left( \log \frac{p_2}{s_{A+R}} + \log \frac{p_2}{s_R} \right) + p_3 \left( \log \frac{p_3}{s_{A+R}} + \log \frac{p_{2 \text{ inv}}}{s_R} \right) \right] + (q - 2) p_{2 \text{ inv}} \left( \log \frac{p_{2 \text{ inv}}}{s_{A+R}} + \log \frac{p_{2 \text{ inv}}}{s_R} \right),
\]

where \( s_R \equiv (1 - s_R)/(q - 1) \), \( s_{A+R} \equiv (1 - s_{A+R})/(q - 1) \).

**Proof.** This statement follows from expressing \( L_1 + L_2 \) in terms of the KL-divergence and simplifying for distributions of the form given in Eqs. (1) and (2).

Furthermore, by considering PMFs of the form given in Eqs. (1) and (2), the constraints simplify to

\[
c_1(p_1, p_{1 \text{ inv}}) \equiv p_1 + \frac{(q - 1) p_{1 \text{ inv}} - 1}{q} = 0,
\]

\[
c_2(p_2, p_{1 \text{ inv}}, p_{2 \text{ inv}}) \equiv p_2 + p_3 + \frac{(q - 2) p_{2 \text{ inv}} - 1}{q} = 0,
\]

\[
c_3(p_1, p_2) \equiv p_1 s + p_2 (1 - s) - s_R = 0,
\]

\[
c_4(p_1, p_3) \equiv p_1 s + p_3 (1 - s) - s_{A+R} = 0.
\]

For clarity of presentation, we define the following quantities that will be helpful in stating the result of Theorem 1.

\[
\theta \equiv (q - 2)^2/(q - 1), \quad \alpha \equiv s^2(4 + \theta), \quad \delta \equiv -\theta s_{A+R} s_R,
\]

\[
\beta \equiv 4s(1 - s - s_{A+R} - s_R) - \theta s_{A+R} s_R + \gamma \equiv (1 - s - s_{A+R} - s_R)^2 + \theta(s s_{A+R} + s s_{A+R} + s_{A+R} s_R).
\]

**Theorem 1.** Given desired sparsities \( s_{A+R} \) and \( s_R \), the optimal PMF of the form given in Eqs. (1) and (2) that minimizes the leakage is obtained by setting \( p_1 = p_1^* \) which is the root of the polynomial \( \alpha p_1^2 + \beta p_1^2 + \gamma p_1^2 + \delta = 0 \) that satisfies

\[
\max \{s_R + s_{A+R} + s, 0\} \leq 2p_1 s \leq 2 \min \{s, s_R, s_{A+R}\}.
\]

Having \( p_1 \), the remaining unknowns \( p_{1 \text{ inv}}, p_2, p_3 \) and \( p_{2 \text{ inv}} \) directly follow from (3)-(6).

**Proof.** To find the distribution of \( R \) that minimizes the leakage, we utilize the method of Lagrange multipliers to combine the
obtain a sparse secret sharing scheme for a desired even number of storage nodes and a desired parameter \( k > \frac{n}{2} \). Extra care should be taken in distributing the sub-shares to avoid leaking extra information about \( A \).

---

\( A \). Creation and Distribution of the Sub-Shares

To create the sub-shares, the share \( R \) is divided into \( n \) sub-shares \( R_0, \ldots, R_{n-1} \), i.e., \( R = [R_0^T, R_1^T, \ldots, R_{n-1}^T]^T \). Similarly, the share \( A + R \) is divided row-wise into \( n \) sub-shares \( (A + R)_0, \ldots, (A + R)_{n-1} \). To create an \( (n, k, z) = (n, n, 1) \) sparse secret scheme, we distribute the sub-shares as follows. For all \( i \in \{0, \ldots, n-1\} \), node \( i \) stores the sub-shares \( (A + R)_i \), and \( R_{n/2+i \mod n} \). Note that the distribution of the sub-shares to the nodes can be arbitrary as long as each node obtains two sub-shares and no node obtains \( R_i \) and \( (A + R)_i \). However, we chose this particular task distribution since it can be easily expanded to decrease the value of \( k \) at the expense of increasing the number of sub-shares given to each storage node. Having schemes with \( k < n \) allows tolerance of slow or unresponsive nodes referred to as stragglers.

We use a fractional repetition codes. To tolerate \( \xi \) stragglers, i.e., set \( k = n - \xi \), each node \( i \in \{0, \ldots, n-1\} \) obtains the following set of sub-shares \( W_{i}^{A+R} \). We observe that for \( \xi \in \{0, \ldots, \frac{n}{2} - 1\} \) this distribution does not give sub-shares \( R_i \) to any node. Hence, for \( \xi \in \{0, \ldots, \frac{n}{2} - 1\} \) the proposed share distribution results in an \( (n, k, z) = (n, n - \xi, 1) \) sparse secret sharing scheme. An illustration of scheme for \( n = 2 \) and \( \xi = 1 \) is illustrated in Fig. 2.

B. Analysis of the proposed scheme

We analyze the properties of the proposed sparse secret sharing scheme in terms of the information leakage, straggler tolerance and storage cost.

**Theorem 2.** Let \( R \in \mathbb{F}_q^{r \times \ell} \) and \( A + R \in \mathbb{F}_q^{r \times \ell} \) be two shares encoded as shown in Section III with average sparsity \( s_{avg} \). Given an even number of storage nodes \( n \) and an integer \( \xi \in \{0, \ldots, \frac{n}{2} - 1\} \), storing the sub-shares \( W_{i}^{A+R} \)
More precisely, each sub-share is replicated ξ + 1 times, be seen as a fractional repetition scheme with cyclic shifts. We start by proving that the storage of any node obtained

\[
\log_2(q) \cdot \frac{n}{n - \xi} > q^{-1}.
\]

**Proof.** We start by proving that the storage of any \(n - \xi\) nodes is enough to reconstruct the secret. Our share distribution can be seen as a fractional repetition scheme with cyclic shifts. More precisely, each sub-share is replicated \(\xi + 1\) times and is given to \(\xi + 1\) distinct nodes. Therefore, any collection of \(n - \xi\) workers stores all the sub-shares. Having access to all the sub-shares, we can obtain the shares \(A\) and \(A + R\) and hence obtain \(A = A + R - R\).

Since we focus on the case of \(z = 1\), we only need to quantify the per-node leakage. Note that each node obtains \(\xi + 1\) sub-shares of the form \(A_i\) and \(\xi + 1\) sub-shares of the form \((A + R)_i\). Since the entries of \(A\) and \(R\) are assumed to be i.i.d., the sub-shares are independent and cannot be combined to obtain more information about \(A\). Hence, the per-node information leakage is the sum of the information leaked from each sub-share and is equal to \(\frac{(\xi + 1)(L_1 + L_2)}{n}\).

To obtain an upper bound on the average storage cost of our sparse secret sharing scheme, we assume a naive compression scheme. A sparse matrix is compressed by storing only the value of the non-zero entries and their corresponding indices. The average storage cost of each sub-share is then the average number of non-zero entries multiplied by \(\lceil \log_2(q) \rceil\) bits to store their values plus \(\lceil \log_2(\frac{r\ell}{n}) \rceil\) bits to store their index values. Note that here the index ranges from zero to \(\frac{r\ell}{n}\) since each sub-share is a matrix of dimension \(\frac{r\ell}{n} \times \ell\). Thus, since each node stores \(2\xi + 2\) sub-shares, the average storage cost of our sparse secret sharing scheme \(E[C_{\text{sparse}}]\) is bounded from above as in Eq. (8).

On the other hand, a classical \((n, k, z) = (n, n - \xi, 1)\) secret sharing scheme has a storage cost \(C_{\text{classic}} = \frac{r\ell}{n - \xi - 1}\) [\(\log_2(q)\)]. As a result, \(E[C_{\text{sparse}}] < C_{\text{classic}}\) holds when \(s_{\text{avg}}\) satisfies the following equation.

\[
s_{\text{avg}} > 1 - \frac{1}{2\xi} \cdot \frac{n}{n - \xi} \cdot \frac{\log_2(q)}{\log_2(\frac{r\ell}{n})} > q^{-1}.
\]

Table I shows the minimal values of \(s_{\text{avg}}\) for which our scheme is beneficial for specific parameters and \(r\ell = 10^{20}\). The relative leakage \(\varepsilon\) shown in Table I is equal to the information leakage normalized by \(H_q(\lambda)\).

**V. CONCLUSION AND FUTURE DIRECTIONS**

We investigated a sparsity-preserving secret sharing scheme for private distributed storage of machine learning data. The goal is to create sparse shares that can be efficiently stored at the expense of relaxing the privacy requirement. We focused on secret sharing schemes that take as input a private matrix \(A\), generate a random matrix \(R\) of the same size and output two shares \(R\) and \(A + R\). Assuming the non-zero entries of the private matrix \(A\) being uniformly distributed and under some mild restrictions on the conditional PMF of \(R\), we showed that there is a trade-off between the sparsity of the shares and the amount of information they leak about \(A\). For desired sparsity guarantees, we provided a convex optimization problem that gives the minimum leakage and solved this optimization for special distributions of \(R\). We observed that the optimal leakage can be achieved when \(R\) and \(A + R\) have same sparsity levels \(s_{A+R} = s_{A+R}\). Proving this observation analytically is left for future work.

Furthermore, we showed how to divide the shares into sub-shares and distribute them to \(n\) nodes using fractional repetition codes to create an \((n, k, z)\) sparse secret sharing schemes with \(k \in \{\frac{2}{3} + 1, \ldots, n\}\) and \(z = 1\). Compared to classical secret sharing, for large values of the desired sparsity, our scheme saves on storage at the expense of relaxing the privacy requirement. Improving on the rate of sparsity-preserving secret sharing schemes and designing more efficient suitable coding schemes for straggler tolerance are left for future investigation.
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