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Abstract. Despite unconditional feature inversion being the foundation of many image synthesis applications, training an inverter demands a high computational budget, large decoding capacity and imposing conditions such as autoregressive priors. To address these limitations, we propose the use of adversarially robust representations as a perceptual primitive for feature inversion. We train an adversarially robust encoder to extract disentangled and perceptually-aligned image representations, making them easily invertible. By training a simple generator with the mirror architecture of the encoder, we achieve superior reconstruction quality and generalization over standard models. Based on this, we propose an adversarially robust autoencoder and demonstrate its improved performance on style transfer, image denoising and anomaly detection tasks. Compared to recent ImageNet feature inversion methods, our model attains improved performance with significantly less complexity.

1 Introduction

Deep classifiers trained on large-scale datasets extract meaningful high-level features of natural images, making them an essential tool for manipulation tasks such as style transfer [1,2,3], image inpainting [4,5], image composition [6,7], among others [8,9,10]. State-of-the-art image manipulation techniques use a decoder [5,10], i.e., an image generator, to create natural images from high-level features. Extensive work has explored how to train image generators, leading to models with photorealistic results [11]. Moreover, by learning how to invert deep features, image generators enable impressive synthesis use cases such as anomaly detection [12,13] and neural network visualization [7,14,15,16].

Inverting ImageNet features is a challenging task that often requires the generator to be more complex than the encoder [17,18,19,5], incurring in a high computational cost. Donahue et al. [17] explained this shortcoming by the fact that the encoder bottleneck learns entangled representations that are hard to invert. An alternative state-of-the-art technique for inverting ImageNet features

⁴ Code available at https://github.com/renanrojasg/adv_robust_autoencoder
requires, in addition to the encoder and decoder CNNs, an extra autoregressive model and vector quantization [20,21] or a separate invertible network [16].

In this paper, we propose a novel mechanism for training effective ImageNet autoencoders that do not require extra decoding layers or networks besides the encoder and its mirror decoder. Specifically, we adopt a pre-trained classifier as encoder and train an image generator to invert its features, yielding an autoencoder for real data. Unlike existing works that use feature extractors trained on natural images, we train the encoder on adversarial examples [22]. This fundamental difference equips our adversarially robust (AR) autoencoder with representations that are perceptually-aligned with human vision [23,9], resulting in favorable inversion properties.

To show the advantages of learning how to invert AR features, our generator corresponds to the mirror architecture of the encoder, without additional decoding layers [17,6] or extra components [24,20,16,21,25]. To the best of our knowledge, we are the first to show the benefits of training an autoencoder on both adversarial and real images. Our main findings are as follows:

- A generator trained to invert AR features has a substantially higher reconstruction quality than those trained on standard features. Our method generalizes to different models (AlexNet [26], VGG-16 [27], and ResNet [28]) and datasets (CIFAR-10 [29] and ImageNet [30])(Sec. 5.1).
- Our proposed AR autoencoder is remarkably robust to resolution changes, as shown on natural and upscaled high-resolution images (Fig. 8). Experiments on DIV2K [31] show it accurately reconstructs high-resolution images without any finetuning, despite being trained on low-resolution images (Sec. 5.3).
- Our generator outperforms state-of-the-art inversion methods based on iterative optimization techniques [23] in terms of PSNR, SSIM, and LPIPS [10]. It also attains comparable accuracy to the well-established DeepSiM model [32] with a much lower model complexity (Sec. 5.4).
- Our AR model outperforms standard baselines on three downstream tasks: style transfer [2], image denoising [5] (Sec. 6) and anomaly detection [12]. The latter is covered in detail in the Appendix (Sec. A1).

2 Related Work

Inverting Neural Networks. Prior work exploring deep feature inversion using optimization approaches are either limited to per-pixel priors or require multiple steps to converge and are sensitive to initialization [36,61,23,9]. Instead, we propose to map contracted features to images via a generator, following the work by Dosovitskiy et al. [19] and similar synthesis techniques [6,5,7]. By combining natural priors and AR features, we get a significant reconstruction improvement with much less trainable parameters.

Our results are consistent to prior findings on AR features being more invertible via optimization [23] and more useful for transfer learning [52]. As part of our contribution, we complement these by showing that (i) learning a map from the AR feature space to the image domain largely outperforms the original
optimization approach, (ii) such an improvement generalizes to models of different complexity, and (iii) inverting AR features shows remarkable robustness to scale changes. We also show AR encoders with higher robustness can be more easily decoded, revealing potential security issues [62].

**Regularized Autoencoders.** Prior work requiring data augmentation to train generative and autoencoding models often requires learning an invertible transformation that maps augmented samples back to real data [63]. Instead, our approach can be seen as a novel way to regularize bottleneck features, providing an alternative to contractive, variational and sparse autoencoders [11,54,64].

### 3 Preliminaries

Our model exploits AR representations to reconstruct high-quality images, which is related to the feature inversion framework. Specifically, we explore AR features as a strong prior to obtain photorealism. For a clear understanding of our proposal, we review fundamental concepts of feature inversion and AR training.

**Feature Inversion.** Consider a target image \( x_0 \in \mathbb{R}^{W \times H \times C} \) and its contracted representation \( f_0 \triangleq F_\theta(x_0) \in \mathbb{R}^{W' \times H' \times C'} \). Here, \( F_\theta \) denotes the target model, e.g. AlexNet, with parameters \( \theta \in \mathbb{R}^T \) and \( W'H'C' \ll WHC \). Features extracted by \( F_\theta \) encapsulate rich input information that can either be used for the task it was trained on, transferred to a related domain [33] or used for applications such as image enhancement and manipulation [34,1].

An effective way to leverage these representations is by training a second model, a generator, to map them to the pixel domain. This way, deep features can be manipulated and transformed into images [32,19]. Also, since deep features preserve partial input information, inverting them elucidates what kind of attributes they encode. Based on these, *feature inversion* [35,36,32] has been extensively studied for visualization and understanding purposes as well as for synthesis and manipulation tasks. Typically, feature inversion is formulated as an optimization problem:

\[
\hat{x} = \arg \min_x \mathcal{F}(F_\theta(x), f_0) + \lambda \mathcal{R}(x),
\]

where \( \hat{x} \) is the estimated image and \( \mathcal{F}(F_\theta(x), f_0) \) the fidelity term between estimated and target representations, \( F_\theta(x) \) and \( f_0 \) respectively. \( \mathcal{R}(x) \) denotes the regularization term imposing apriori constraints in the pixel domain and \( \lambda \in \mathbb{R}_{++} \) balances between fidelity and regularization terms.

**Adversarial Robustness.** Adversarial training adds perturbations to the input data and lets the network learn how to classify in the presence of such adversarial attacks [37,22,38]. Consider the image classification task with annotated dataset \( K \). Let an annotated pair correspond to image \( x \in \mathbb{R}^{W \times H \times C} \) and its one-hot encoded label \( y \in \{0, 1\}^{|C|} \), where \( C \) is the set of possible classes. From the definition by Madry et al. [22], a perturbed input is denoted by \( x' = x + \delta \), where \( x' \) is the perturbed sample and \( \delta \) the perturbation. Let the set of perturbations be bounded by the \( \ell_p \) ball for \( p \in \{2, \infty\} \), \( \mathcal{S} : \{\delta, \|\delta\|_p \leq \varepsilon\} \). Then, the AR training corresponds to an optimization problem:
Fig. 1: By training it to invert adversarially robust features, our proposed autoencoder obtains better reconstructions than models trained on standard features.

\[
\tilde{\theta} = \arg \min_{\theta} \mathbb{E}_{(x,y)\sim \mathcal{K}} \left[ \max_{\delta \in \mathcal{S}} \mathcal{L}_{x',y}(\theta) \right],
\]

where \( \tilde{\theta} \in \mathbb{R}^T \) are the optimal weights and \( \mathcal{L}_{x',y}(\theta) \) the negative log-likelihood. The goal is to minimize \( \mathcal{L}_{x',y}(\theta) \) in the presence of the worst possible adversary.

4 Proposed Method

4.1 Adversarially Robust Autoencoder

We propose an autoencoder architecture (Fig. 1) to extract bottleneck AR features of arbitrary input images, manipulate them for a given synthesis task, and map the results back to images. We denote the AR feature extractor as \( F_{\tilde{\theta}} \), where \( \tilde{\theta} \) are the AR model weights, as explained in Sec. 3. Robust features are transformed into images using a CNN-based generator denoted as \( G_{\hat{\phi}} \). Here, \( \hat{\phi} \) are the generator weights learned by inverting AR features.

Following prior works \([39,19]\), we use AlexNet as the encoder and extract AR features from its \( \text{conv5} \) layer. We also explore more complex encoders from the VGG and ResNet families and evaluate their improvement over standard encoders (See Sec. A4.1 for architecture details).

4.2 Image Decoder: Optimization Criteria

Given a pre-trained AR encoder \( F_{\tilde{\theta}} \), the generator \( G_{\hat{\phi}} \) is trained using \( \ell_1 \) pixel, \( \ell_2 \) feature and GAN losses, where the feature loss matches AR representations, known to be perceptually aligned \([23]\).

In more detail, we denote \( \hat{x} = G_{\hat{\phi}}(f) \) to be the reconstruction of image \( x \), where \( f = F_{\tilde{\theta}}(x) \) are its AR features. Training the generator with fixed encoder’s weights \( \tilde{\theta} \) corresponds to the following optimization problem:

\[
\hat{\phi} = \arg \min_{\phi} \lambda_{\text{pix}} \mathcal{L}_{\text{pix}}(\phi) + \lambda_{\text{feat}} \mathcal{L}_{\text{feat}}(\phi, \tilde{\theta}) + \lambda_{\text{adv}} \mathcal{L}_{\text{adv}}(\phi, \psi),
\]

where

\[
\mathcal{L}_{\text{pix}}(\phi) \triangleq \mathbb{E}_{x\sim \mathcal{K}} \| x - G_{\phi}(f) \|_1,
\]

\[
\mathcal{L}_{\text{feat}}(\phi, \tilde{\theta}) \triangleq \mathbb{E}_{x\sim \mathcal{K}} \| f - F_{\tilde{\theta}} \circ G_{\phi}(f) \|_2^2,
\]

\[
\mathcal{L}_{\text{adv}}(\phi, \psi) \triangleq \mathbb{E}_{x\sim \mathcal{K}} \left[ - \log D_{\psi} \circ G_{\phi}(f) \right].
\]
where $\lambda_{\text{pix}}, \lambda_{\text{feat}}, \lambda_{\text{adv}} \in \mathbb{R}_{++}$ are hyperparameters, $D_\psi : \mathbb{R}^{W \times H \times C} \mapsto [0, 1]$ denotes the discriminator with weights $\psi$ and predicts the probability of an image being real. The pixel loss $L_{\text{pix}}(\phi)$ is the $\ell_1$ distance between prediction $G_\phi(f)$ and target $x$. The feature loss $L_{\text{feat}}(\phi, \theta)$ is the $\ell_2$ distance between the AR features of prediction and target. The adversarial loss $L_{\text{adv}}(\phi, \psi)$ maximizes the discriminator score of predictions, i.e., it increases the chance the discriminator classifies them as real. On the other hand, the discriminator weights are trained via the cross-entropy loss, i.e.,

$$\min_\psi L_{\text{disc}}(\phi, \psi) \triangleq \mathbb{E}_{x \sim \tilde{K}} \left[ -\log D_\psi(x) - \log(1 - D_\psi \circ G_\phi(f)) \right].$$

(7)

This discriminative loss $L_{\text{disc}}(\phi, \psi)$ guides $D_\psi$ to maximize the score of real images and minimize the score of reconstructed (fake) images. Similar to traditional GAN algorithms, we alternate between the generator and discriminator training to reach the equilibrium point.

### 4.3 Applications

The trained AR autoencoder can be used to improve the performance of tasks such as style transfer [2], image denoising [40], and anomaly detection [12]. In what follows, we describe the use of our model on style transfer and image denoising. The task of anomaly detection is covered in the Appendix (Sec. A1).

**Example-based Style Transfer.** Style transfer [1] aligns deep features to impose perceptual properties of a style image $x_s$ over semantic properties of a content image $x_c$. This is done by matching the content and style distributions in the latent space of a pre-trained encoder to then transform the resulting features back into images. We adopt the Universal Style Transfer framework [2] to show the benefits of using our AR model for stylization (Fig. 2).

We train three AR AlexNet autoencoders $\{F_{l,\theta}, G_{l,\phi}\}_{l=1}^{3}$ and use them to sequentially align features at each scale. $F_{1,\theta}, F_{2,\theta}$ and $F_{3,\theta}$ extract AR conv5, conv2 and conv1 features, respectively. First, style features $f_{1,s} = F_{1,\theta}(x_s)$ are extracted at each stage. We then use the content image as initialization for the stylized output $x_{0,cs} \triangleq x_c$ and extract its conv5 features $f_{1,cs} = F_{1,\theta}(x_{0,cs})$.

At stage $l = 1$, the style distribution is imposed over the content features by using the whitening and coloring transform [2,41] denoted by $\mathcal{T}$. The resulting representation $f_{1,1} = \mathcal{T}(f_{1,s}, f_{1,cs})$ is characterized by the first and second
moments of the style distribution. An intermediate stylized image $x_{1,cs}$ incorporating the style at the first scale is then generated as $x_{1,cs} = G_{1,\tilde{\phi}}(f_{1,t})$.

The process is repeated for $l \in \{2, 3\}$ to incorporate the style at finer resolutions, resulting in the final stylized image $x_{cs} = x_{3,cs}$.

**Image Denoising.** Motivated by denoising autoencoders (DAE) [40] where meaningful features are extracted from distorted instances, we leverage AR features for image enhancement tasks. Similarly to deep denoising models [42], we incorporate skip connections in our pre-trained AR AlexNet autoencoder to extract features at different scales, complementing the information distilled at the encoder bottleneck (Fig. 3). Skip connections correspond to Wavelet Pooling [3], replacing pooling and upsampling layers by analysis and synthesis Haar wavelet operators, respectively. Our skip-connected model is denoted by $\{F_{s,\tilde{\theta}}, G_{s,\tilde{\phi}}\}$.

Similarly to real quantization scenarios [43,44,45], we assume images are corrupted by clipped additive Gaussian noise. A noisy image is denoted by $b = \rho(x + \eta) \in \mathbb{R}^{W \times H \times C}$, where $\eta \sim \mathcal{N}(0, \sigma)$ is the additive white Gaussian noise term and $\rho(x) = \max[0, \min(1, x)]$ a pointwise operator restricting the range between 0 and 1. Denoised images are denoted by $\hat{x}_{s} = G_{s,\tilde{\phi}} \circ F_{s,\tilde{\theta}}(b)$.

5 Experiments on Feature Inversion

We begin analyzing the reconstruction accuracy achieved by inverting features from different classifiers and empirically show that learning how to invert AR features via our proposed generator improves over standard feature inversion. Refer to Sec. A2 and Sec. A4 for additional inversion results and training details.
Fig. 4: AlexNet feature inversion on ImageNet. Conv5 features are inverted using our proposed generator under three different training criteria. Reconstructions from AR features are more faithful to the ground-truth image.

### 5.1 Reconstruction Accuracy of AR Autoencoders

#### Inverting AlexNet features

Standard and AR AlexNet autoencoders are trained as described in Sec. 4.1 on ImageNet for comparison purposes. The AR AlexNet classifier is trained via $\ell_2$-PGD attacks \cite{pgd} of radius $\varepsilon = \frac{3}{255}$ and 7 steps of size 0.5. Training is performed using 90 epochs via SGD with a learning rate of 0.1 reduced 10 times every 30 epochs. On the other hand, the standard AlexNet classifier is trained on natural images via cross-entropy (CE) loss with the same SGD setup as in the AR case.

Next, generators are trained using pixel, feature and GAN losses to invert AlexNet conv5 features (size $6 \times 6 \times 256$). Both AR and standard models use the same generator architecture, which corresponds to the mirror network of the encoder. We deliberately use a simple architecture to highlight the reconstruction improvement is due to inverting AR features and not the generator capacity. We also train generators using (i) pixel and (ii) pixel and feature losses to ablate their effect. Reconstruction quality is evaluated using PSNR, SSIM and LPIPS.

Under all three loss combinations, reconstructions from AR AlexNet features obtain better PSNR and SSIM than their standard counterparts (Tab. 1). Specifically, inverting AR AlexNet features gives an average PSNR improvement of over 2 dB in all three cases. LPIPS scores also improve, except when using pixel, feature and GAN losses. Nevertheless, inverting AR features obtain a strong PSNR and SSIM improvement in this case as well. Qualitatively, inverting AR features better preserves the natural appearance in all cases, reducing the checkerboard effect and retaining sharp edges (Fig. 4).

#### Inverting VGG features

We extend the analysis to VGG-16 trained on ImageNet-143 and evaluate the reconstruction improvement achieved by inverting its AR features. We use the AR pre-trained classifier from the recent work by Liu et al. \cite{liu} trained using $\ell_\infty$-PGD attacks of radius $\varepsilon = 0.01$ and 10 steps of size $\frac{1}{50}$. Training is performed using 80 epochs via SGD with a learning rate of 0.1 reduced 10 times every 30, 20, 20 and 10 epochs. On the other hand, its standard version is trained on natural images via CE loss with the same SGD setup as in the AR case.
Generators are trained on pixel and feature losses to invert VGG-16 \texttt{conv5\_1} features (size $14 \times 14 \times 512$). Similarly to the AlexNet analysis, generators inverting both standard and AR features correspond to the mirror network of the encoder. We evaluate the reconstruction accuracy of both models and report their level of adversarial robustness (Tab. 2 and Fig. 5).

Quantitatively, reconstructions from AR VGG-16 features are more accurate than those of standard features in PSNR, SSIM and LPIPS by a large margin. Specifically, inverting AR VGG-16 features gives an average PSNR improvement of $2.7$ dB. Qualitatively, reconstructions from AR VGG-16 features are more similar to the original images, reducing artifacts and preserving object boundaries.

Furthermore, the reconstruction accuracy attained by the AR VGG-16 autoencoder improves over that of the AR AlexNet model. This suggests that the benefits of inverting AR features are not constrained to shallow models such as AlexNet, but generalize to models with larger capacity.

**Inverting ResNet features.** To analyze the effect of inverting AR features from classifiers trained on different datasets, we evaluate the reconstruction accuracy obtained by inverting WideResNet-28-10 trained on CIFAR-10. We use the AR pre-trained classifier from the recent work by Zhang et al. [47]. This model obtains State-of-the-art AR classification accuracy via a novel weighted adversarial training regime. Specifically, the model is adversarially trained via PGD by ranking the importance of each sample based on how close it is to the decision boundary (how \textit{attackable} the sample is).

AR training is performed using $\ell_\infty$ attacks of radius $\varepsilon = \frac{8}{255}$ and 10 steps of size $\frac{2}{255}$. Classification training is performed using 100 epochs (with a burn-in period of 30 epochs) via SGD with a learning rate of 0.1 reduced 10 times every 30 epochs. On the other hand, its standard version is trained on natural images via CE loss using the same SGD setup as in the AR case.

Generators for standard and AR WideResNet-28-10 models are trained to invert features from its 3rd residual block (size $8 \times 8 \times 640$) via pixel and feature losses. Similarly to our previous analysis, both generators correspond to the mirror architecture of the encoder. We evaluate their reconstruction via PSNR, SSIM and LPIPS, and their robustness via AutoAttack [48] (Tab. 3 and Fig. 6).

Similarly to previous scenarios, inverting WideResNet-28-10 AR features shows a large improvement over standard ones in all metrics. Specifically, invert-
Table 3: AR WideResNet-28-10 [47] feature inversion on CIFAR-10. Inverting AR features via our generator trained on pixel and feature losses significantly improves reconstruction.

|                | Standard Model | AR Model (ours) |
|----------------|----------------|-----------------|
| AutoAttack [48] | 93.8           | 89.36           |
| PSNR (dB) ↑    | 17.38 ± 2.039  | 22.14 ± 1.626   |
| SSIM ↑         | 0.59 ± 0.1     | 0.81 ± 0.067    |
| LPIPS ↓        | 0.2547 ± 0.055 | 0.2318 ± 0.0833 |

Table 4: Reconstruction vs. Robustness. Experiments on ImageNet show that learning to invert AlexNet features with different AR levels can significantly improve the reconstruction accuracy.

|                | 0   | 0.5 | 2   | 3   | 4   |
|----------------|-----|-----|-----|-----|-----|
| PSNR (dB) ↑    | 16.13 | 14.41 | 15.5 | 15.63 | 15.61 |
| SSIM ↑         | 0.20 | 0.26 | 0.3  | 0.26 | 0.25 |
| LPIPS ↓        | 0.657 | 0.625 | 0.614 | 0.629 | 0.644 |

Fig. 6: AR WideResNet-28-10 reconstruction on CIFAR-10.

Visualizing AR features increases PSNR in 4.8 dB on average over standard features. Visually, the AR WideResNet-28-10 autoencoder reduces bogus components and preserves object contours on CIFAR-10 test samples.

Overall, results enforce our claim that the benefits of inverting AR features extend to different models, datasets and training strategies.

5.2 Robustness Level vs. Reconstruction Accuracy

We complement the reconstruction analysis by exploring the relation between adversarial robustness and inversion quality. We train five AlexNet classifiers on ImageNet, one on natural images (standard) and four via $\ell_2$-PGD attacks with $\varepsilon \in \{0.5, 2, 3, 4\}/255$. All other training parameters are identical across models.

For each classifier, an image generator is trained on an ImageNet subset via pixel, feature and GAN losses to invert conv5 features. Similar to Sec. 5.1, all five generators correspond to the mirror network of the encoder. To reliably measure the impact of adversarial robustness, reconstruction accuracy is evaluated in terms of PSNR, SSIM and LPIPS. We also report the effective robustness level achieved by each model via AutoAttack (Tab. 4).

Results show LPIPS and SSIM improve almost monotonically until a maximum value is reached at $\varepsilon = 2$, while PSNR keeps increasing. This implies that just by changing $\varepsilon$ from 0.5 to 4 while keeping the exact same architecture and training regime, a reconstruction improvement of 1.2 dB PSNR is obtained.

Based on this, we use an AR AlexNet model trained with $\varepsilon = 3$ in our experiments, which gives the best tradeoff between PSNR, SSIM and LPIPS. Overall, our analysis suggests that, while all four AR models outperform the
Table 5: Reconstructing upscaled ImageNet samples. Images upscaled by a factor \( L \) are reconstructed from their standard and AR AlexNet features. In contrast to the degraded standard reconstructions, AR reconstructions show an outstanding accuracy that improves for large scaling factors.

| \( L \) | Standard AlexNet | Robust AlexNet |
|-------|------------------|----------------|
|       | PSNR (dB)↑ | SSIM↑ | LPIPS↓ | PSNR (dB)↑ | SSIM↑ | LPIPS↓ |
| 1     | 15.057 | 0.3067 | 0.5473 | 17.273 | 0.3580 | 0.5665 |
| 4     | 15.4258 | 0.4655 | 0.4136 | 22.575 | 0.5892 | 0.4012 |
| 7     | 13.8922 | 0.4852 | 0.4587 | 23.5778 | 0.6588 | 0.3898 |
| 10    | 13.1013 | 0.4969 | 0.486 | 23.9566 | 0.7244 | 0.3892 |

Table 6: High-resolution images inverted using our AR AlexNet model (trained on low resolution images) show improved quality over standard inversions.

| Encoder | PSNR (dB)↑ | SSIM↑ | LPIPS↓ |
|---------|------------|-------|--------|
| Standard | 14.266± 1.9015 | 0.3874± 0.151 | 0.5729± 0.0465 |
| AR (ours) | **18.3606± 2.6012** | **0.4388± 0.1508** | **0.5673± 0.0337** |

Inversion accuracy of the standard model, the reconstruction improvement is not proportional to the robustness level. Instead, it is maximized at a particular level. Please refer to Sec. A2.3 for additional robustness level vs. reconstruction accuracy experiments on ResNet-18 pointing to the same conclusion.

5.3 Reconstructing Images at Unseen Resolutions

Unlike extracting shift-invariant representations, image scaling is difficult to handle for standard CNN-based models [49,50]. Following previous work suggesting AR features are more generic and transferable than standard ones [51,52], we test whether our proposed AR autoencoder generalizes better to scale changes. We explore this property and show that our model trained on low-resolution samples improves reconstruction of images at unseen scales without any fine-tuning.

**Scenario 1: Reconstructing Upscaled Images.** Upscaled ImageNet samples are reconstructed from their AR AlexNet conv5 representations. For a fair comparison across scales, each image is normalized to 224 \( \times \) 224 px. and then enlarged by an integer factor \( L > 1 \). Experiments show a higher accuracy obtained from AR features in terms of PSNR, SSIM and LPIPS (Tab. 5). All metrics improve almost monotonically with \( L \). In contrast, accuracy using standard features degrades with \( L \). Inversion from AR features show almost perfect reconstruction for large scales, while those of standard features show severe distortions (Fig. 7).

**Scenario 2: Reconstructing High-Resolution Images.** Standard and AR feature inversion is performed on the DIVerse 2K resolution dataset (DIV2K)
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Fig. 8: At a resolution of 2040 × 1536 px., 10 times larger than training samples, standard reconstructions on DIV2K show color and structure degradation. In contrast, reconstructions from our AR model do not suffer from distortions.

[31], containing objects at multiple scales. AR feature reconstructions show a significant PSNR, SSIM and LPIPS improvement over standard ones, despite not being explicitly trained to handle such large-scale objects (Tab. 6).

Qualitatively, reconstructions from AR AlexNet features preserve sharp edges, reduces color degradation and diminishes checkerboard effects induced by standard inversion (Fig. 8). Thus, for unseen scales and without finetuning, AR features better preserve structure without penalizing the perceptual similarity.

5.4 Comparison against State-of-the-Art Inversion Techniques

The inversion accuracy of our AR autoencoder is compared against two alternative techniques: Optimization-based robust representation inversion (RI) [23] and DeePSiM [32]. For a fair comparison, all methods reconstruct images from AlexNet features. We begin by highlighting the differences between them.

While RI is a model-based approach that searches in the pixel domain for an image that matches a set of target AR features, we use a CNN-based generator trained on a combination of natural-image priors (Sec. 4.2). On the other hand, while DeePSiM is also a CNN-based technique trained under multiple priors, its generator has approximately 63% more trainable parameters than ours (Tab. 7).

Experimental Setup. All inversion methods are evaluated on ImageNet. Our standard and AR models are trained using pixel, feature and GAN losses using the training setup described in Sec. A4. DeePSiM is evaluated using its official Caffe implementation without any changes. RI is evaluated using its official PyTorch implementation modified to invert conv5 AR features. Input samples are rescaled to 224 × 224 px. (227 × 227 px. for DeepSiM).

Results. Our AR AlexNet autoencoder obtains the best accuracy in terms of PSNR and the second best in terms of SSIM (Tab. 7). While it outperforms its standard version in PSNR and SSIM, it gets a marginally worse LPIPS. Moreover, our AR model outperforms RI in all metrics. Also, despite DeePSiM having more layers and using larger inputs, our model achieves a large PSNR improvement over it. Results highlight the improvement obtained by inverting AR features and how this fundamental change allows competitive reconstruction quality using three times less trainable parameters.
Table 7: Comparison against state-of-the-art inversion techniques. By inverting AR features, our autoencoder outperforms the optimization-based RI method by a large margin. Despite having 63% less parameters, we also obtain favorable results against DeepSiM, showing a significant PSNR improvement.

| Algorithm             | Encoder      | Trainable Pars. | PSNR (dB) | SSIM | LPIPS |
|-----------------------|--------------|-----------------|-----------|------|-------|
| RI [23]               | AR AlexNet   | 4,696,026       | 16.724 ± 2.434 | 0.181 ± 0.071 | 0.63 ± 0.014 |
| Standard Autoencoder  | Standard AlexNet | 4,696,026 | 15.657 ± 2.392 | 0.307 ± 0.158 | 0.547 ± 0.055 |
| AR Autoencoder (ours) | AR AlexNet   | 4,696,026       | **17.227 ± 2.725** | **0.358 ± 0.163** | **0.567 ± 0.056** |
| DeepSIM [19]          | Standard CaffeNet | 12,762,307 | 15.321 ± 2.041 | 0.417 ± 0.158 | 0.531 ± 0.059 |

Table 8: Universal Style Transfer. Our AR AlexNet autoencoder outperforms both its standard counterpart and the original VGG-19 model in terms of Gram loss, the latter using more layers, larger feature maps and feature blending.

| Encoder      | Stylization Levels | Smallest Feature Map | Feature Blending | Gram Loss $\mathbb{E}(x_c, x_s)$ | SSIM $\mathbb{E}(x_c, x_s)$ |
|--------------|--------------------|----------------------|------------------|----------------------------------|-----------------------------|
| Standard AlexNet | 3                  | 6 x 6 x 256          | $\times$         | 1.694                            | 0.226                       |
| AR AlexNet (ours) | 3                  | 6 x 6 x 256          | $\times$         | **1.186**                       | **0.259**                   |
| VGG-19 [27]  | 5                  | 14 x 14 x 512       | $\checkmark$     | 1.223                            | 0.459                       |

6 Downstream Tasks

We further evaluate the benefits of incorporating AR autoencoders into two downstream tasks: style transfer and image denoising. To assess the benefits of AR autoencoders, in each task, we simply replace the standard autoencoders by the AR versions without incorporating any additional task-specific priors or tuning. Despite not tailoring our architecture to each scenario, it obtains on-par or better results than well-established methods. Refer to Sec. A3 and Sec. A4 for more results and full implementation details.

6.1 Style Transfer via Robust Feature Alignment

Motivated by the perceptual properties of AR features [23], we analyze their impact on style transfer using our AR AlexNet autoencoder as backbone and measure their improvement in both structure and texture preservation.

**Experimental Setup.** Stylization is evaluated on 75 random content images and 100 random style images, leading to 7,500 image pairs. Content and style preservation is evaluated via the SSIM between content and stylized images and the VGG-19 Gram loss between style and stylized images, respectively. Conv1 and conv2 models use nearest neighbor interpolation instead of transposed convolution layers to improve reconstruction and avoid checkerboard effects, while the conv5 model remains unaltered. We also include results using Universal Style Transfer’s (UST) official implementation, using a VGG-19 backbone.

**Results.** Our AR autoencoder improves both texture and structure preservation over its standard version (Tab. 8). Stylization via AR features removes artifacts in flat areas, reducing blurry outputs and degraded structure (Fig. 9). Besides, our AR model gets a lower Gram loss with respect to UST. This implies


Table 9: Image denoising ($\sigma = \frac{50}{255}$): Our AR denoiser outperforms its standard version on multiple datasets. On the largest one (CBSD68), it also outperforms alternative learn-based techniques. On smaller sets (Kodak24, McMaster), it improves in SSIM and gets comparable PSNR and LPIPS performance.

| Encoder   | PSNR (dB)↑ | SSIM↑ | LPIPS↓ | PSNR (dB)↑ | SSIM↑ | LPIPS↓ | PSNR (dB)↑ | SSIM↑ | LPIPS↓ |
|-----------|------------|-------|--------|------------|-------|--------|------------|-------|--------|
| TNRD [55] | 24.75      | 0.662 | 0.445  | 25.994     | 0.695 | 0.461  | 25.01      | 0.66  | 0.387  |
| MLP [56]  | 25.184     | 0.663 | 0.46   | 26.31      | 0.691 | 0.478  | 26.039     | 0.693 | 0.402  |
| Standard  | 22.6297    | 0.6178| 0.567  | 23.1868    | 0.663 | 0.4968 | 23.1493    | 0.6072| 0.4458 |
| AR (ours) | **25.258** | **0.7095** | **0.4043** | 25.4946   | **0.701** | **0.447** | 25.3527   | **0.6914** | **0.3965** |

that, despite matching less feature maps than the VGG-19 model (three instead of five), stylizing via our AR AlexNet autoencoder better preserves the style.

As expected, UST obtains a better SSIM since VGG-19 has more complexity and uses less contracted feature maps than our AlexNet model (e.g. $14 \times 14 \times 512$ vs. $6 \times 6 \times 256$). Also, UST blends stylized and content features to better preserve shapes. Overall, a comparison between our AR model and UST shows a tradeoff between content and style preservation.

### 6.2 Image Denoising via AR Autoencoder

Similarly to the robustness imposed by regularized autoencoders [40,53,54], we harness the manifold learned by AR models to obtain noise-free reconstructions. We evaluate our AR AlexNet denoising model and compare its restoration properties with alternative learn-based methods.

**Experimental Setup.** Our image denoising model consists of an AR autoencoder equipped with skip connections in conv1, conv2 and conv5 layers to better preserve image details. Skip connections follow the Wavelet Pooling approach [3]. Generators are trained on ImageNet via pixel and feature losses.

Accuracy is evaluated on the Kodak24, McMaster [57] and Color Berkeley Segmentation Dataset 68 (CBSD68) [58] for clipped additive Gaussian noise ($\sigma = \frac{50}{255}$). We compare our AR model against two learn-based methods, Trainable Nonlinear Reaction Diffusion (TNRD) [55] and Multi Layer Perceptron-based model (MLP) [56], often included in real-noise denoising benchmarks [59,60].

**Results.** Our AR model improves over its standard version in all metrics across all datasets (Tab. 9). While standard predictions include color distorsions
Fig. 10: Image denoising ($\sigma = \frac{50}{255}$): While inverting standard features introduces artifacts and degrades color, limiting their use for restoration tasks, our AR denoiser reduces the artifacts and better preserves the original texture.

and texture artifacts, AR predictions show a better texture preservation and significantly reduce the distortions introduced by the denoising process (Fig. 10).

Our AR model obtains the best PSNR, SSIM and LPIPS scores on CBSD68, the most diverse of all datasets. While it is outperformed in PSNR by MLP in the two remaining datasets, it improves in SSIM and LPIPS, getting best or second best performance. For the McMaster dataset, SSIM and LPIPS values obtained by our model are slightly below the best values. Overall, our model consistently preserves the perceptual and structural similarity across all datasets, showing competitive results with alternative data-driven approaches.

7 Conclusions

A novel encoding-decoding model for synthesis tasks is proposed by exploiting the perceptual properties of AR features. We show the reconstruction improvement obtained by generators trained on AR features and how it generalizes to models of different complexity. We showcase our model on style transfer and image denoising tasks, outperforming standard approaches and attaining competitive performance against alternative methods. A potential limitation of our model is the loss of details due to its contracted features. Yet, experiments show that using shortcut connections allow preserving these, enabling enhancement and restoration tasks. Our method also requires pre-training an AR encoder prior to training the generator, which may increase its computational requirements.

Learning how to invert AR features may be interestingly extended to conditional GANs for image-to-image translation tasks [65] and to VAEs as a latent variable regularizer [19]. Our AR autoencoder can also be seen as an energy-based model [5] for artificial and biological neural networks visualization [7,14,15].
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