Face Recognition Based on the Key Points of High-dimensional Feature and Triplet Loss
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Abstract. Face recognition has been a hot issue in the filed of computer vision, and face recognition is increasingly applied in the actual life. However, some low dimensional features such as Gabor, LBP, SIFT couldn’t achieve a good performance of face feature presentation. So an algorithm which based on the key points of high-dimensional feature is proposed. The extracted feature is transformed by Triplet Loss. The proposed algorithm firstly implement face alignment, and then extract multiscale feature. When high-dimensional features are presented, it need to be transformed by triplet loss matrix. The paper use LBP as a basic feature. Experiments results on two public three databases (LFW, PubFig) show that the propose method achieves promising results in face recognition and proves that our proposed method preforms well than the state-of-the-art single feature such as Gabor, LBP, SIFT.
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Introduction

In recent years, face recognition technology has been widely used in mobile phone unlocking, security, payment, attendance and some other fields, meanwhile more and more demand on application prompted the rapid development of face recognition technology, thus there are more and more face recognition and research institutions and scholars. Face recognition mainly includes three parts: (I) Face preprocessing; (II) Face feature extraction; (III) Face feature matching. Among them, face feature extraction is one of the difficulties in face recognition algorithm.

A robust facial feature helps to improve the recognition rate of face recognition. At present, there are a lot of features (such as Gabor [1], LBP [2], SIFT [3]), which can be used in face recognition, they all solve the problem of facial feature to a certain extent. But these features are structurally low dimensional facial features, which can have the following disadvantages: (I) low dimensional features can show the whole facial texture features, which may ignore the details of some key parts; (II) low dimensional features can extract the characteristics of whole face, therefore some of the changes of illumination and pose can not be robust; (III) low dimensional feature can save memory, but the performance will decrease sharply when the number of recognition is increased.

So it puts forward a high dimensional feature of face recognition algorithm based on Triplet Loss, this algorithm framework includes four parts, which are as follows: (I) face image preprocessing, including face detection and face alignment; (II) feature extraction of multi-scale key points, so as to get the feature pool; (III) using the conversion features of Triplet Loss matrix to get new features of differences; (IV) matching the samples in the database so as to return the result of face recognition.
The proposed algorithm is tested on public database LFW and PubFig, and the recognition rate is 99.8% and 95.25% respectively. The experimental result showed that the proposed method can greatly improve the face recognition rate, which can also prove the effectiveness of the proposed algorithm.

The Related Research

**Face image preprocessing** Face image preprocessing includes face detection and face alignment, at present, face detection algorithm has reached a bottleneck level, using the depth of learning has achieved good results. As for face alignment, such as Active Appearance Model (AAM) [4], it has achieved very good results in the face alignment, which can lay the foundation for the subsequent face recognition.

**The expression of face feature** Feature extraction can play an important role in face recognition. Many methods of face feature extraction have achieved good results. Reference [2] used LBP features to express the face features, which have achieved good results. However, the freedom degree of LBP features to face feature is not high. The effect is not good for the face recognition in a large scale. Reference [5] used Gabor wavelet to extract the face feature, which can be extracted to a variety of face features, but Gabor parameters are fixed, people do not know whether all of these Gabor parameters are differentiated to faces. Reference [6] adopted the depth learning method to extract face features, and the results are very good, but the depth learning needs a large amount of data to train a model, while acquiring a large amount of marks is very expensive. Reference [7][8][9] used sampling multi-scale, which was also very effective to express the face features. These methods include multi-scale LBP features, multi-scale SIFT features, which can have good effect on improving face recognition rate.

**Face recognition matching** Generally PCA can be used to decrease dimensionality for high dimensional data before matching face feature, using the supervised learning method, such as LDA or some metric learning method to optimize the features of extraction, however LDA only considered the similarity between the same classes, without considering the similarity between different classes, therefore there still existed great space for improvement.

The structure of this paper is as follows. In the second section, we will describe the extraction method and feature comparison of high dimensional feature. In the third section, we will introduce how to use the Triplet Loss to optimize the face feature. In the fourth section, the proposed algorithm will be tested on a public face database. The fifth section will summarize the advantages and disadvantages of the algorithm, and lay the foundation for the future work.

**Expression of High Dimensional Feature**

In this section, we will describe the process of extracting high-dimensional features based on the key points, as well as the influence of the number of different key points on the recognition results.

Based on the multi key points and multi-scale features extraction, the key points in this paper can be detected through the key points of human face, which are mainly distributed in eyes, eyebrows, nose, mouth and so on. The original face can be used to build up Pyramid model, then we can extract the characteristics of the key points of the face with various scales,
because the distinction features of human mostly existed in the eyes, nose or mouth and some other key points. As long as the extraction of the characteristics of these parts can be expressed, the features of other places can be abandoned, because these are the common features of human face, which may cause interference to face recognition. Based on the extraction of high dimensional feature of the key points, five scales of human face can be used to extract the texture features of each key point. The number of key points can affect the dimension of face feature, different scales can extract different texture features, at the bottom of the Pyramid, it can extract the structural characteristics of the whole face, at the top of the Pyramid, it can extract texture features of some facial details. The features of these five scales can be combined to form a feature vector, which can be compared with the feature dictionary, so that it can get the final matching result.

As for a face in natural scene, it needs to locate the face position, then it can use AAM algorithm to detect the key points of face extraction, so as to extract high dimensional feature fir key points in the region and form the feature vector (feature vector can be got through Triplet Loss changes of PCA and the conversation of the proposed subsequent feature). The registration samples can acquire the database dictionary through feature extraction, the test samples can be compared with the database dictionary, so that it can get the final matching result.

Feature Optimization of Triplet Loss

In order to improve the performance of face recognition, a feature transform function is designed, reflecting the face feature $x$ into $R^d$ Euclidean space. Making the same person's European distance become smaller, making the distance between different people become larger. This kind of method is called Triplet Loss, moreover Triplet Loss can improve the face recognition rate effectively [10]. Triplet Loss is composed of a sample of three faces, the purpose of which is to make the same kind of sample set exist at the same point as much as possible, so that the characteristics of $R^d$ space can be existed in a better distribution, among them, $f(x) \in R^d$ space can be defined. It is assumed that the features are mapped to $d$-dimensional Euclidean space, taking the nearest neighbor classifier as the loss function. First of all, we should define a reference point, a negative sample point, a positive sample point, the reference point and the positive sample point is the same person's sample, as well as the reference point and the negative sample point is not the same person sample. The purpose of which is to have the face feature mapped to $R^d$ space, so that the distance from the reference point $x^r_i$ to the positive sample point $x^p_i$ can be closer, while the distance from the reference point $x^r_i$ to the negative sample point $x^n_i$ can be farther.

The defines loss function $L$ ca be shown as follows:

$$L = \sum_{i} \left[ \| f(x^r_i) - f(x^p_i) \|_2^2 - \| f(x^r_i) - f(x^n_i) \|_2^2 + \alpha \right]$$

Among $f(x) = Wx$.

The above function is a convex optimization function, using the optimization method of Stochastic Gradient Descent, (SGD) [11] to get matrix $W$, so it needs to solve the partial derivative of $L$ to $W$, which can be shown as follows:

$$\frac{\partial L}{\partial W} = \sum_{i} (2W(x^r_i - x^p_i) - 2W(x^r_i - x^n_i))$$

Update $W$ with each iteration:

$$W = W + \alpha \frac{\partial L}{\partial W}$$
The following are steps of face recognition algorithm with high dimensional feature (KHLBP+Triplet) based on Triplet Loss:

Step1: face detection and face alignment,
Step2: extraction multi scale feature for the key points of face samples,
Step3: converting matrix by using training linear of Triplet Loss.

**Experiment and Analysis**

In this section, we will make use of the high dimensional feature face recognition algorithm based on Triplet loss to carry on the experiment on the international public database. Experiments can be carried out both on LFW and PubFig face databases. The following will introduce these two databases.

LFW database consists of 5749 people with 13233 faces, each people can have face image varied from 1 to 590. All of these images can be acquired from the webpage, which can have very large class changes.

PubFig database includes 58797 face images of 200 stars, all of which can be acquired from network.

Using these data, comparing the proposed algorithm with HLBP, Gabor [5], LBP [2], SIFT [8] and some other algorithms.

**Experiment on LFW Database**

LFW (Labeled Face in the Wild) is face database crawling from the Internet, first of all image in LFW database should be carried out with face detection.

KHLBP + Triplet algorithm needs to learn PCA dimensionality reduction, then firstly it should get training samples, in the experiment, taking 20% of the face in database as training set, the remaining as test set. Thus face recognition experiment can be carried out in this database, finally it can get the face recognition ROC result, which can be shown in Fig.1.
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It can be seen from Fig.1, the recognition rate of the proposed KHLBP+Triplet algorithm is superior to that of the traditional algorithm such as Gabor, LBP, SIFT and so on. Thus it can be seen when the error rate is 0, the correct recognition rate of KHLBP+Triplet algorithm can reach 85% or so. From the experimental result, we can see that the Gabor and SIFT
features are not very good for the expression of face features, which also can prove that the proposed KHLBP+Triplet algorithm can get good result.

**Experiment on PubFig Database**

In the experiment, 20% of the faces in PubFig database are used as the training samples, and the remaining faces are used as the test samples for face recognition. The error rate of face recognition can be shown in Table 1.

| Method        | KHLBP+Triplet | HLBP+PCA | HLBP | LBP |
|---------------|---------------|----------|------|-----|
| EER           | 3.07%         | 4.26%    | 4.47%| 7.78%|

As can be seen from Table 1, KHLBP+Triplet algorithm can achieve very good performance.

The following conclusion can be drawn from the above experiments:

1) The feature of high dimension is beneficial to the expression of face features. The higher the dimension of face feature is, the higher the recognition rate is.

2) The feature points of the extracted features from the key points are larger, because most of the features of the faces are focused on some key points of the faces.

The proposed algorithm can get good results in these public databases, it has proved that the proposed method is robust and practical, which can be used in the industrial field.

**Conclusion**

It proposed face recognition algorithm with high dimensional feature based on Triplet loss, first of all this algorithm can detect face, then it can position the key points of face, so as to have multi-scale texture feature extraction for each key point, lastly, having linear transformation to Euclidean feature space for these texture features by means of Triplet loss to get the distinguishing feature. This proposed algorithm can have a better performance than other algorithms in some public face databases. At the same time it can also have better effect on the expression features of high dimension of faces, which can have better robustness, using face detection to have some non-aligned face feature extraction for face recognition, which is suit for face recognition in the natural environment without restraint.

As for face recognition, there are still many aspects need to be studied, how to use deep learning to extract high-dimensional features is the direction of future research.
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