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Abstract—High wind energy penetration critically challenges the economic dispatch of current and future power systems. Supply and demand must be balanced at every bus of the grid, while respecting transmission line ratings and accounting for the stochastic nature of renewable energy sources. Aligned to that goal, a network-constrained economic dispatch is developed in this paper. To account for the uncertainty of renewable energy forecasts, wind farm schedules are determined so that they can be delivered over the transmission network with a prescribed probability. Given that the distribution of wind power forecasts is rarely known, and/or uncertainties may yield non-convex feasible sets for the power schedules, a scenario approximation technique using Monte Carlo sampling is pursued. Upon utilizing the structure of the DC optimal power flow (OPF), a distribution-free convex problem formulation is derived whose complexity scales well with the wind forecast sample size. The efficacy of this novel approach is evaluated over the IEEE 30-bus power grid benchmark after including real operation data from seven wind farms.

The goal of high renewable energy penetration is challenged by the stochastic availability and intermittency of renewable energy, which must be accounted for by system operators during scheduling of generation, reserves, and dispatchable loads. This paper develops a chance-constrained optimization approach for economic power scheduling with renewables, with focus on controlling the risk stemming from potentially inadequate supply of renewable energy.

Prior works have dealt with the supply-demand imbalance issue under the uncertain supply of renewables. Single-period, chance-constrained economic dispatch is studied for a power system with both thermal generators and wind turbines in [3].

By using a here-and-now approach, a loss-of-load probability (LOLP)-guaranteed dispatch is obtained. A stochastic programming approach for economic dispatch simultaneously penalizing overestimation and underestimation of wind power is investigated in [4]. Multi-period economic dispatch with spatiotemporal wind forecasts is pursued in [5]. By upper bounding wind power schedules by their forecasts, a deterministic optimization formulation is derived. Its solution though can be very sensitive to the accuracy of the wind power forecast. Chance-constrained multi-period economic dispatch with multiple correlated wind farms has been explored recently in [6].

The remainder of the paper is organized as follows. Section II formulates the risk-constrained energy management problem, followed by the development of the scenario approximation approach in Section III. Numerical results are reported in Section IV and conclusions are drawn in Section V.
II. Risk-Aware Energy Management

Consider a power system with $M$ buses. Let $p_{G_m}$ denote the power output of a thermal generator and $p_{D_m}$ the power dissipation of a load, both residing at bus $m$. While $p_{G_m}$ is a decision variable, load $p_{D_m}$ is considered fixed here for simplicity. Due to plant limitations, the generator power output is constrained to lie between lower and upper bounds $p_{G_{m}}^{\text{min}}$ and $p_{G_{m}}^{\text{max}}$, respectively. Furthermore, if a renewable energy producer is located at bus $m$, two quantities will be associated with it: the predicted wind power generation $z_m$, and the power $w_m$ scheduled to be injected to bus $m$. Note that the former is a random variable, whereas the latter is a decision variable. Define further the $M$-dimensional vectors

\[
\begin{align*}
\mathbf{p}_G &:= [p_{G_1} \ldots p_{G_M}]^T \\
\mathbf{p}_D &:= [p_{D_1} \ldots p_{D_M}]^T \\
\mathbf{z} &:= [z_1 \ldots z_M]^T \\
\mathbf{w} &:= [w_1 \ldots w_M]^T \\
\mathbf{p}_{G_{m}}^{\text{min}} &:= [p_{G_{m}}^{\text{min}} \ldots p_{G_{m}}^{\text{min}}]^T \\
\mathbf{p}_{G_{m}}^{\text{max}} &:= [p_{G_{m}}^{\text{max}} \ldots p_{G_{m}}^{\text{max}}]^T
\end{align*}
\]

where $(\cdot)^T$ denotes transposition. With these definitions, the nodal injections into the transmission grid can be expressed in vector form as $\mathbf{p}_G + \mathbf{w} - \mathbf{p}_D$.

Focusing next on the transmission network, let $L$ denote the number of lines in the grid and $x_l$ the reactance of the $l$-th line. Define then the $L \times L$ diagonal matrix $\mathbf{D} := \text{diag} \left( \{ x_l \}^L_{l=1} \right)$; and the $L \times M$ branch-bus incidence matrix $\mathbf{A}$, such that if its $l$-th row $a_l^T$ corresponds to the branch $(m,n)$, then $[a_l]_m := +1$, $[a_l]_n := -1$, and zero elsewhere.

Flow conservation dictates that the aggregate power injected per bus should equal the power flowing away from the bus. The DC power flow model gives rise to the nodal balance constraint (13)

\[
\mathbf{p}_G + \mathbf{w} - \mathbf{p}_D = \mathbf{B}\theta
\]

where $\theta := [\theta_1 \ldots \theta_M]^T$ is the vector of nodal voltage phases $\{\theta_m\}_{m=1}^M$, and $\mathbf{B} := \mathbf{A}^T \mathbf{D} \mathbf{A}$ is the bus admittance matrix. Since the all-ones vector belongs to the nullspace of $\mathbf{B}$, the node balance equation (1) is invariant to nodal phase shifts. Hence, without loss of generality, the first bus can be the reference bus with phase set to zero, that is, $\theta_1 = 0$.

According again to the DC flow model, the power flows on all transmission lines can be expressed as $\mathbf{H}\theta$ for $\mathbf{H} := \mathbf{DA}$. Physical considerations enforce a limit $f_{\text{max}}$ on the transmission power flows leading to the line flow constraint

\[
-f_{\text{max}} \leq \mathbf{H}\theta \leq f_{\text{max}}
\]

where $\leq$ denotes entry-wise inequality.

Recall that the power system is dispatched several hours or even one day prior to the operation period of interest. Given a wind power generation forecast $\mathbf{z}$, the system operator wishes to schedule an injection $\mathbf{w}$ that is expected to be furnished. This requirement is captured here by allowing the vector inequality $\mathbf{z} \succeq \mathbf{w}$ to be violated with very low risk $\alpha$. Specifically, the following chance constraint is imposed:

\[
\text{Prob} (\mathbf{z} \succeq \mathbf{w}) \geq 1 - \alpha
\]

and typical values for the risk level $\alpha$ are 1-5%.

There are two main challenges in dealing with (3). The first one is that the distribution of $\mathbf{z}$ is rarely known, as it is dictated by complex meteorological and harvesting technology related considerations. For the case of wind energy, simplified models for the power generated by individual wind farms are available—see e.g., [3], [14]—but accounting for the spatial correlation among wind power producers still renders the distribution of $\mathbf{z}$ intractable. The second challenge is that constraint (3) is generally nonconvex.

Let $C_m(p_{G_m})$ be the cost associated with the $m$-th thermal generator. Function $C_m(p_{G_m})$ is convex and strictly increasing, with typical forms being quadratic or piecewise linear. The scheduling problem amounts to minimizing the total production cost subject to the constraints presented earlier, that is,

\[
\begin{align*}
\min_{\mathbf{p}_{G}, \mathbf{w}, \theta} & \sum_{m=1}^{M} C_m(p_{G_{m}}) \\
\text{subj. to} & \quad \mathbf{p}_G + \mathbf{w} - \mathbf{p}_D = \mathbf{B}\theta \\
& \quad -f_{\text{max}} \leq \mathbf{H}\theta \leq f_{\text{max}} \\
& \quad \mathbf{p}_{G_{m}}^{\text{min}} \leq \mathbf{p}_G \leq \mathbf{p}_{G_{m}}^{\text{max}} \\
& \quad \theta_1 = 0 \\
& \quad \text{Prob} (\mathbf{z} \succeq \mathbf{w}) \geq 1 - \alpha.
\end{align*}
\]

III. Scenario Approximation Approach

The convex approximation of (4) extends to the DC optimal power flow (OPF) problem—see e.g., [7]—to account for uncertain renewable energy injections. To this end, the scheduled renewable energy $\mathbf{w}$ is used as a basis for optimizing the power outputs of thermal generators based on (4b). The risk that the produced renewable energy will not be adequate to provide the scheduled one is limited as per constraint (4f). If during the actual system operation the harvested renewable energy exceeds the scheduled value, then curtailment is effected.

Note that constraints (4b)–(4d) are linear and the objective (4e) is convex and strictly increasing. Nevertheless, convexity of the overall problem (4) is lost due to (4f). Recall also that the left-hand side of (4f) is difficult to be expressed as a function of the decision variable $\mathbf{w}$, while the constraint is generally nonconvex. To this end, the ensuing section develops a numerically tractable convex approximation of (4f).

III. Scenario Approximation Approach

The convex approximation of (4f) relies on the scenario-based approximation proposed originally for robust control [15], and recently used for chance-constrained economic dispatch in [9]. The method relies on the availability of independent samples from the distribution of $\mathbf{z}$.

Specifically, let $\{\mathbf{z}(s)\}_{s=1}^{S}$ denote $S$ independent samples available. The scenario approximation approach relies on
substituting (4f) with its sampled version

\[ w \preceq z(s), \quad s = 1, \ldots, S. \]  

(5)

Then, the optimization problem consisting of (4a)–(4d) and (5) is solved.

As (5) is an approximation of (4f), the question of whether the solution of the resultant optimization problem is feasible for the original problem is raised. In fact, notice that the solution of the approximate problem is a random variable, because the samples \( \{z(s)\}_{s=1}^{S} \) are random. Reference [15] develops a bound on the sample size \( S \) as a function of the risk level \( \alpha \) which guarantees that the solution of the approximate problem is feasible for the original one with high probability.

Notice that (5) is linear in \( w \), a fact that renders the overall scheduling problem convex. On the negative side, the required \( S \) to achieve feasibility of the approximate solution is typically very large. This implies that the resultant optimization problem will have a very large number of constraints [cf. (5)], which may pose significant computational burden. It is possible to exploit the structure of the problem at hand, in order to overcome this difficulty and come up with a sample size free approximation. Specifically, it is not hard to see that (5) is equivalent to

\[ w_m \leq \min_{s=1, \ldots, S} \{ z_m(s) \}, \quad m = 1, \ldots, M. \]  

(6)

A complication of this sampling mechanism is that the right-hand side of (6) can become very small as \( S \) grows. Recall that \( z_m \) is the power output of the \( m \)th renewable energy producer. As such, it is lower bounded by zero, and there is in fact nonzero probability that \( z_m = 0 \). This shortcoming can drive the decision variable \( w_m \) to very small values or even to zero. In a nutshell, there is a degree of conservatism inherent to the scenario approximation method.

A straightforward modification of (6) can alleviate the aforementioned conservatism. Specifically, a small quantity \( \delta_m > 0 \) can be added to \( \min_{s=1, \ldots, S} \{ z_m(s) \} \), in which case (6) is surrogated by

\[ w_m \leq \min_{s=1, \ldots, S} \{ z_m(s) \} + \delta_m, \quad m = 1, \ldots, M. \]  

(7)

The effectiveness of this adjustment will be demonstrated numerically. With \( z^{\text{res}} = [z^{\text{res}}_1, \ldots, z^{\text{res}}_M] \) denoting the right-hand side of (7), the following problem is solved instead of (4):

\[
\begin{align*}
\min_{p_C, w, \theta} & \quad \sum_{m=1}^{M} C_m(p_{G,m}) \\
\text{subject to} & \quad p_C + w - p_D = B\theta \\
& \quad -f^{\max} \preceq H \theta \preceq f^{\max} \\
& \quad p_{C,\theta}^{\min} \preceq p_C \preceq p_{C,\theta}^{\max} \\
& \quad \theta_1 = 0 \\
& \quad w \preceq z^{\text{res}}. 
\end{align*}
\]  

(8)

IV. NUMERICAL TESTS

The performance of the novel scheduling approach is corroborated via numerical tests using the IEEE 30-bus power system [11]. The latter includes 41 transmission lines and 6 conventional generators residing at buses \{1, 2, 13, 22, 23, 27\} (cf. Fig.1). Load demands, quadratic generation costs, generator capacities, and transmission line ratings, are all specified in [12]. Seven wind farms have been added on buses \{1, 2, 5, 9, 15, 24, 30\}. The convex problem in (8) is solved using the CVX package and the SDPT3 solver [16, 17].

To simulate wind farm operation, real data originally provided for a wind energy forecasting competition organized by Kaggle platform were utilized [10]. Among other data, the specific dataset contains the actual hourly power output of seven wind farms over three years. To eliminate possible non-stationarities, only the interval from May 1\textsuperscript{st} to June 20\textsuperscript{th} of 2012 was considered, yielding a total of 589 hours due to missing entries.

Wind power outputs have been normalized per farm due to privacy concerns. To preserve the total installed generation capacity fixed after adding the wind farms, the conventional capacity is scaled down by 80%. Then, all wind farm outputs are scaled to contribute equally to the rest of the installed capacity, hence yielding a 20% wind energy penetration.

Recall that the developed scenario approximation-based scheduling requires drawing independent samples from the wind energy forecast \( z \). As a proof of concept, it is assumed here that \( z \) is Gaussian distributed. Its expected value is considered to be the actual wind power generated. A “low-wind” and a “high-wind” scenario were considered. The low-wind scenario yields \( \mu_l = [1.15, 1.37, 0.47, 1.05, 1.45, 1.64, 0.00]^T \) and corresponds to May 19\textsuperscript{th} at 8 a.m. The high-wind scenario has \( \mu_h = [6.00, 0.31, 7.66, 8.01, 8.42, 8.44, 8.46]^T \) and is observed on May 22\textsuperscript{nd} at 8 a.m. To model correlation across farms, it is further postulated that the covariance of \( z \) is that of the wind farm power outputs. The latter is empirically estimated as the sample covariance and it is denoted by \( \Sigma \). Samples of \( z \) can then be drawn from \( \mathcal{N}(\mu_l, \Sigma) \) and \( \mathcal{N}(\mu_h, \Sigma) \), respectively for the two scenarios.

Before solving (5), the boosting parameters \( \{\delta_m\}_{m=1}^{M} \) introduced in (4) must be selected. An intuitive and easily-implementable heuristic for doing so is described next. Instead of constraining \( w_m \) to be no larger than all samples \( z_m(s) \) as dictated by (6), it is natural to require \( w_m \) to be no larger than only the \( (1 - \alpha)\% \) largest samples. Algorithmically, if \( \{z[s] : z[1] \geq z[2] \geq \cdots \geq z[S]\} \) denote the order statistics of the original samples \( \{z_m(s)\}_{s=1}^{S} \) for \( m = 1, \ldots, M \), the right-hand side of (7) can be selected as \( z^{\text{res}}_m = z_m \{1 - (1 - \alpha)\% S\} \).

Negative-valued entries of \( z^{\text{res}} \) are truncated to zero.

Dispatching the IEEE 30-bus power system for a risk level of \( \alpha = 0.05 \) yields the optimal costs listed in Table I. The Lagrange multipliers corresponding to (8b), also known as locational marginal prices (LMPs), are also listed in the same table. LMPs are important components of electricity markets since they represent the cost of selling or buying electricity at a
Table I: Optimal costs and LMPs for high-/low-wind scenarios ($\alpha = 0.05$).

| Scenario   | Cost  | LMP   |
|------------|-------|-------|
| High-wind  | 481.42| 364.97|
| Low-wind   | 565.21| 378.91|

Table II: Prescribed risk level and actual risk (high-wind scenario).

| $\alpha$ | 0.01 | 0.03 | 0.05 | 0.1  |
|----------|------|------|------|------|
| Actual risk | 0.0072 | 0.0075 | 0.0076 | 0.0087 |

Fig. 2: Optimal costs for varying $\alpha$ (high-wind scenario).

Fig. 1: Seven wind farms have been added to the IEEE 30-bus grid system [11].

Fig. 3: Optimal costs for varying $\alpha$ and $\beta$ (high-wind scenario).

Table III: Optimal costs for varying $\alpha$ and $\beta$ (high-wind scenario).

| $\alpha$ | $\beta$ | 1.05 | 1.1  | 1.2  | 1.3  |
|----------|---------|------|------|------|------|
| 0.01     | 533.2936| 589.1074| 662.2526| 738.4597|
| 0.03     | 527.7588| 565.2449| 636.9299| 712.1263|
| 0.05     | 515.6234| 549.3799| 623.0269| 697.1422|
| 0.1      | 496.8349| 530.5984| 603.5701| 677.1949|

particular bus; see e.g., [18], [13]. Due to lack of transmission line congestion, all LMPs turn out to be equal to the value provided in Table I. The high-wind scenario attains lower cost and LMPs than the low-wind scenario, since less conventional power is needed when more free wind power is available. It is worth mentioning that due to the risk-aware constraint, the low-wind scenario essentially boils down to scheduling with no wind power at all.

Figs. 2 and 3 illustrate the effect of the prescribed risk level $\alpha$ on the optimal costs and the LMPs, respectively. The optimal net cost decreases with increasing $\alpha$, since higher risk allows more wind power to be committed.

To justify the heuristic boosting procedure, the risk incurred by the $w$ minimizing (3) is empirically evaluated by drawing $10^5$ independent wind forecast samples $z$, and checking whether (3) holds. Table III shows the validation results. The actual risk is always smaller than the predefined one, hence numerically validating the boosting step.

The effect of the risk level $\alpha$ on LMPs under transmission network congestion is investigated next. To simulate congestion, load demand at all buses is scaled up by $\beta$. The optimal costs listed in Table III decrease with decreasing $\beta$ and/or increasing $\alpha$, as expected. The corresponding 30 LMPs (one
per bus) obtained when $\beta = 1.330$ and $\beta = 1.342$ and for varying values of $\alpha$ are plotted in Figs. 4 and 5 respectively. The two figures indicate that high risk levels result in lower prices in general. However, by varying $\alpha$ and $\beta$, different congestion patterns may occur due to the grid topology.

V. CONCLUSIONS

Network-constrained economic dispatch with multiple wind farms was considered in this paper. A risk-constrained optimization problem was formulated based on the loss-of-load probability over all wind farm injection points. To address the imperfect knowledge of the wind power forecasts, a scenario approximation technique via Monte Carlo sampling was proposed. The attractive features and practical impact of this work are two-fold: i) the scenario approach enables economic and risk-limited scheduling of smart grids with increasingly higher renewable energy penetration, without relying on specific probabilistic assumptions about the renewable generation; and, ii) the special problem structure renders the approach applicable to large-scale problems. Multi-period formulations constitute an interesting future direction.
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