Theoretical analysis of a resonant quartz-enhanced photoacoustic spectroscopy sensor
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Abstract In this paper, we report the first analytical model for quartz-enhanced photoacoustic spectroscopy in combination with an acoustic resonator. A generalized fundamental equation is proposed to model the photoacoustic effect, taking into account the coupling between the tuning fork and the surrounding fluid. The analytical signal-to-noise ratio is derived, yielding a direct physical insight with respect to the system design. Experimental behaviors are very well reproduced, and numerical finite elements methods are implemented to successfully confirm the relevance of our approach. We also provide a detailed explanation of the coupling dynamics between the quartz tuning fork and the acoustically resonant tube.

1 Introduction

Photoacoustic spectroscopy (PAS) is one of the most sensitive techniques for trace gas measurements. It addresses a wide range of demanding applications such as environmental or industrial monitoring, pollution control or medical breath analysis \cite{1, 2}. For decades, conventional PAS has been employed by combining three elements: a laser source, an acoustic cavity and a standard microphone, as depicted in Fig. 1. It is now well understood and accurate analytical theoretical descriptions have been developed \cite{3}. If the acoustic cavity is operated at one of its resonance frequencies, the PAS technique is qualified as resonant.

In 2002, Kosterev et al. proposed to replace the standard microphone with a high-quality-factor resonator such as a commercial quartz tuning fork \cite{4}. The latter sensing element is very small and cheap. Moreover, early measurements showed a very promising potential, with a relatively good immunity to ambient noise. Similar to conventional PAS, this new configuration is referred as “quartz-enhanced photoacoustic spectroscopy” (QEPAS) when a bare quartz tuning fork is used, and “resonant QEPAS” if elements are added to benefit from an acoustic resonance. Usually, the acoustic resonator consists of hollow tubes, and the tuning fork is placed at one of the openings. These tubes can greatly enhance the signal to noise ratio, up to a factor of 30 in the on-beam configuration \cite{5–7}. We recall in Fig. 2 some of the used configurations. For more details, the reader should report to a recent review of the technique available in \cite{8}.

In any case, the technique has been mainly experimentally investigated so far, and very little analytical theoretical investigation has been provided. Indeed, none of the previous models developed for conventional PAS is valid. It is also worthwhile to note that tuning forks have also been used in a very similar setup called Resonant OptoThermoAcoustic DEtection (ROTADE) \cite{9}. Instead of the acoustic waves generated by the photoacoustic effect, ROTADE focuses on the heat diffusion thermal waves induced by the absorbed radiation. However, ROTADE modelling cannot be applied to QEPAS since the two techniques rely on a very different physics. The former deals with heat propagation and constraints withing the tuning fork \cite{10} while the latter, as we will see in the following, consists mainly of a vibroacoustic problem.

A first analytical model for QEPAS has been developed by Petra et al. in the case of a bare tuning fork \cite{11}. Neglecting the influence of the mechanical resonator on
the pressure field created by the photoacoustic effect, their results reproduce well the variation of the signal as a function of the laser position between the prongs. The calculated signal-to-noise ratio shows reasonable agreement with experiments. However, a factor of two between theory and experiment is still unexplained. Furthermore, their model does not take into account any possible additional acoustic resonator nearby; the modeling of the most sensitive QEPAS experiments thus remains impossible.
Besides, an additional physical phenomenon reported in the literature cannot be described by this first model. Indeed, experiments have shown that an anti-resonance phenomenon occurs for specific acoustic cavity geometries, leading to dramatic modifications of the tuning forks resonance features [5, 12]. It is a clear indication that a vibro-acoustic interaction does occur in this case, and thus the generation of the acoustic field should not be considered as independent from the mechanical resonator. In this context, an analytical treatment has been proposed to investigate the acoustic resonator optimum dimensions [13], but this model neglects the vibro-acoustic coupling and it only gives the influence of the acoustic quality factor on the QEPAS signal.

An analytical solution to the complete problem is tricky, because it leads to a system of coupled equations. Moreover, it involves multiphysics phenomena which are difficult to handle simultaneously. For these reasons, multiphysics modeling of resonant QEPAS experiments has only been carried out by use of numerical simulations so far [14–17]. For example, Cao et al. numerically investigated the influence of the length and inner diameter of two acoustic tubes used in an on-beam configuration [16]. Their result shows complex behaviors for which the influence of each parameter involved in the setup seems hard to determine.

In this article, we develop an original analytical model for resonant QEPAS taking into account the acoustic resonator and its coupling with the mechanical resonator. First, we formalize a simplified vibroacoustic problem using a new set of assumptions, hence leading to a single equation generalizing the known fundamental equation for photoacoustics. We then compare the obtained analytical results with numerical simulations as well as laboratory experiments.

2 Analytical description of resonant QEPAS

Most of the time, a resonant QEPAS experiment uses two acoustic tubes and a quartz tuning fork, in an on-beam configuration, as detailed in Fig. 3. For the sake of simplicity, our study will focus on this practical case, even if our results can be generalized to any acoustic configuration and any mechanical resonator.

![Fig. 3 Schematic of an on-beam configuration of QEPAS. The tuning fork is inserted in the middle of a hollow tube, which hosts an acoustic resonance. This acoustic resonance is excited by the photoacoustic effect generated along the tube by the laser beam, which occurs if the laser source wavelength is in coincidence with an absorption feature of the gas molecule in the tube. The tuning fork is excited by the acoustic resonance acting on the tuning fork prongs.](image-url)
2.1 Problem formulation

2.1.1 Definitions and notations

We will first assume that the laser beam is centered between the prongs. To formalize the situation, we introduce the following notations in agreement with Fig. 3:

- \( e, l \) and \( L \) are, respectively, the prongs width, thickness and length.
- \( g \) is the gap between the two prongs.
- \( \rho_p \) is the volumetric mass density of the prongs.
- \( \dot{W} \) is the displacement of the tuning fork in the \( y \) direction.
- \( v \) is the speed of sound in the medium and \( \rho_t \) is the fluid volumetric mass density.

The origin of the coordinate system is chosen such that the inner surface of the prongs is located at \( y = \pm g/2, -l/2 < z < l/2 \) and \( 0 < x < L \).

During a QEPAS experiment, the tuning fork is excited close to one of its eigenmodes angular frequencies \( \omega_n \). The displacement of each prong in the \( y \) direction can then be modeled as a second-order low-pass filter [18]:

\[
\dot{W}(x, \omega) = \hat{w}(\omega)\phi_n(x) = \frac{F_n}{[K_n + j\eta_n\omega - M_n\omega^2]}\phi_n(x) \tag{1}
\]

In Eq. (1), \( F_n, K_n, \eta_n \) and \( M_n \) are, respectively, the resonator equivalent excitation force, stiffness, damping and mass. Function \( \phi_n \) is the \( n \)th normalized deformation of the prongs, and its expression can be found in any mechanical textbook (e.g. [19]). The equivalent coefficients are linked to the tuning fork actual geometric characteristics, and the equivalent excitation force is linked to the pressure \( \dot{P} \) exerted on the prongs surfaces:

\[
\begin{align*}
M_n &= \rho_p e l \int_0^L \phi_n^2(x')dx' \\
K_n &= \omega_n^2 M_n \\
\eta_n &= \frac{\omega_n M_n}{\rho_p l} \\
F_n &= \int_0^L \int_{-l/2}^{l/2} \left[ \dot{P}(x', \frac{\xi}{2}, z, \omega_n) - \dot{P}(x', \frac{\xi}{2} + e, z, \omega_n) \right] \phi_n(x')dz dx' \tag{2d}
\end{align*}
\]

We also introduced in Eq. (2c) the quality factor of the bare tuning fork \( Q \) (the quality factor without any acoustic resonator nearby), which is typically of \( 10^4 \) for commercially available quartz tuning forks vibrating in air on their fundamental mode of vibration. If necessary, an analytical expression can be found in the literature, as a function of the tuning fork geometry and the surrounding fluid [18, 20]. In particular, the latter articles show that \( Q \) can be quantitatively predicted quite accurately with a fully analytical formula (typically within 10%).

2.1.2 QEPAS vibroacoustic problem formulation

Using the Fourier domain, we introduce the wavenumber \( k_v = \omega/v \). It is known that the pressure field \( \dot{P} \) at position \( \mathbf{r} \) in 3D space is the solution to the Helmholtz equation with boundary conditions imposed by the surfaces nearby [21]:

\[
\begin{align*}
\left( \nabla^2 + k_v^2 \right) \dot{P}(\mathbf{r}, \omega) &= -j\omega\rho_t \hat{q}(\mathbf{r}, \omega) \quad (3a) \\
\left( \nabla \dot{P}(\mathbf{r}, \omega) \right) \cdot \mathbf{n} &= \left( \rho_t \omega^2 \dot{W}(\mathbf{r}, \omega) \mathbf{y} \right) \cdot \mathbf{n} \quad (3b) \\
\lim_{|\mathbf{r}| \to +\infty} |\mathbf{r}| \left( \frac{\partial}{\partial |\mathbf{r}|} + jk_v \right) \dot{P}(\mathbf{r}, \omega) &= 0 \quad (3c)
\end{align*}
\]

The first Eq. (3a) is sometimes called the fundamental equation of photoacoustics [3] and is valid within the fluid. The volume flow density \( \hat{q}(\mathbf{r}, \omega) \) is linked to the heat density \( \dot{H} \) deposited in the gáz. In the absence of any additional source of sound, for example in the “classical” formulation of the photoacoustic effect [3], its expression is given as follows using the surrounding gas heat capacity ratio \( \gamma \):

\[
\hat{q}(\mathbf{r}, \omega) = \frac{\gamma - 1}{\rho_t v^2} \dot{H}(\mathbf{r}, \omega) \tag{4}
\]

Equation (3b) is the boundary condition at the interface between the fluid and any solid, with \( \mathbf{n} \) a vector normal to the surface of the solid. It represents the impact of any moving solid on the fluid pressure. The solid can either be the tuning fork or the acoustic resonator. It turns out that the right-hand term of the equation always vanishes except when the solid is moving along \( \mathbf{n} \). The latter condition only happens for the tuning fork prongs, and the gradient of the pressure is then linked to the prongs displacement \( \dot{W} \) which

...
2.2 The resonant QEPAS fundamental equation

2.2.1 The acoustic source equivalence

We now use a slightly simpler formulation for this vibroacoustic problem. For that purpose, we replace the boundary condition (3b) imposed by the tuning fork movement by an equivalent acoustic source, as shown in Fig. 4.

A tuning fork can indeed be modeled as an acoustic longitudinal quadrupole, hence we will use four \( \gamma_0 \) locations to describe its acoustic emission: \( \gamma_0 = \pm g/2 \) and \( \gamma_0 = \pm (g/2 + e) \) [22]. A new contribution for each point has to be added to the volume flow density \( \dot{q} \). More details can be found in our previous work related to the acoustic emission of high-quality resonators [20].

Before writing our final system, we define an extended normalized deformation function valid in all 3D space and denoted \( \Phi_n(x, y, z) \). The idea is to use the normalized deformation function \( \phi_n \) in the whole space. Its values are \( \phi_n(x) \) on the inner and outer moving surfaces of the prongs, and zero elsewhere. In mathematical terms, we can use the indicator function \( I \) and \( \delta \) as the Dirac function to define it:

\[
\Phi_n(x, y, z) = \phi_n(x) I \left( \left| \frac{l}{2} \right| \leq x \leq L \right) \delta(y - y_0) \tag{5}
\]

Adding the tuning fork movement described by Eq. (1) to the fluid problem set of equations (3a, 3b, 3c), we obtain the resonant QEPAS fundamental equation, where the boundary condition (3b) is replaced by the equivalent quadrupole acoustic source:

\[
\begin{align*}
\nabla^2 \hat{P}(x, y, z, \omega) + k^2 \hat{P}(x, y, z, \omega) &= -j \omega \rho \partial_t \hat{q}(x, y, z, \omega) \\
\hat{q}(x, y, z, \omega) &= \frac{\omega^2}{\omega^2 - \omega_n^2} \hat{H}(x, y, z, \omega) + 2j \omega \nu \omega \left[ \Phi_n(x, y, z, \omega) - \Phi_n(x, y, z, - \omega) \right] \tag{6a} \\
\hat{\nu}(\omega) &= \frac{\int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \left[ \Phi_n(x, y, z, \omega) - \Phi_n(x, y, z, - \omega) \right] dx}{[K + i \nu M_m M_m] M_n m^2} \tag{6b} \\
0 &= \lim_{|\mathbf{r}| \to +\infty} |\mathbf{r}| \left( \partial_{|\mathbf{r}|} + jk \right) P(\mathbf{r}, \omega) \tag{6d}
\end{align*}
\]

Keeping the terms due to the acoustic emission of the mechanical resonator, we assume that the acoustic emission induced by the tuning fork movement cannot be neglected. It fundamentally differs from the previous analytical work of Petra et al. [11], which assumes that the presence of the tuning fork does not affect the acoustic field generated by the photoacoustic effect. We hence obtain an analytical solution very close to that numerically obtained with finite element simulation software, with the tuning fork acoustic re-radiation taken into account [15].

\[
\hat{P}(\mathbf{r}, \omega) = A_m(\omega) \hat{P}_m(\mathbf{r}) \tag{7}
\]

Similar to the work of Miklós et al. for classical acoustic cavities, we introduce \( \omega_m \) the pressure eigen-angular frequency as well as \( Q_m \) the quality factor, to take into account the losses of the acoustic system (without any tuning fork movement) [3].

Using Eq. (7) in system (6a, 6b, 6c, 6d), we obtain:

\[
A_m(\omega) \left[ \omega_m^2 - \omega^2 + j \omega \omega_m Q_m^{-1} \right] \hat{P}_m(x, y, z, \omega) = j \omega (\gamma - 1) \hat{H}(x, y, z, \omega)
+ 2 \omega^2 \rho \nu \omega \hat{\nu}(\omega) \left[ \Phi_n(x, y, z, \omega) - \Phi_n(x, y, z, - \omega) \right] \tag{8}
\]
The heat density $\dot{H}(r, \omega)$ can be easily expressed if the vibrational–translational characteristic time $\tau_{v-T}$ of the absorbing gas satisfies $\omega \tau_{v-T} \ll 1$, in the common case of a modulated laser intensity at a fixed wavelength:

$$\hat{H}(r, \omega) = a_G P_L |u(r)|^2$$

(9)

In Eq. (9), $a_G$ denotes the gas absorption per unit length at the laser wavelength, $P_L$ the laser power and $|u(r)|^2$ the normalized intensity distribution (its integral over the entire cross section of the laser beam is normalized to unity). We define what is called the “normalized overlap integral” by the following formula:

$$O_m = \frac{1}{V_{cell}} \int \frac{|u(r)|^2 \hat{P}_m(r)dV}{|\hat{P}_m(r)|^2 dV}$$

(10)

This factor represents the overlap between the laser source and the acoustic eigenmode, normalized to its total length of interaction $L_r$. Length $L_r$ is the adjusted length of the acoustic cavity along the laser propagation direction, taking into account the “end corrections” [3]. Physically, the end corrections take into account the mismatch between the one-dimensional acoustic field inside the tubes and the three-dimensional field outside that is radiated by the open ends. The value $V_{cell}$ is the total volume of the resonant cavity. Denoting $F_{nm}$ the modal force acting on the quartz resonator, it can be expressed as

$$F_{nm} = \int_0^L \int_{-1/2}^{1/2} \left[ \phi_n(x)(\hat{P}_m(x, d, z) - \hat{P}_m(x, d + e, z)) \right] dx dz$$

(11)

We can then introduce a new coefficient called “normalized vibroacoustic mode coupling integral”, denoted $C_{nm}$, and defined as follows:

$$C_{nm} = \frac{\left[ \frac{1}{V_{cell}} \int |F_{nm}|^2 dV \right]}{\frac{1}{V_{cell}} \int |\hat{P}_m(r)|^2 dV}$$

(12)

The two latter coefficients $O_m$ and $C_{nm}$ can be used to write the evolution of the amplitude of the pressure, by integrating Eq. (6a) over the cavity volume:

$$A_m(\omega) = \frac{\sqrt{2}(y - 1)[K_n - M_n \omega^2 + j \omega_n]}{\omega_m \omega^2 + j \omega_n Q_n^{-1}} [K_n - M_n \omega^2 + j \omega_n] \sqrt{2 \rho V_{cell}} [\hat{P}_m(r) - \phi_n(x)]$$

(13)

The pressure inside the cavity is still given by Eq. (7), and can be substituted in the displacement expression (Eq. 1). We finally obtain the motion of the tuning fork, solution to the resonant QEPAS problem:

$$\dot{W}(x, \omega) = \dot{\phi}(\omega) \phi_n(x) = \frac{A_m(\omega)F_{nm}}{[K_n - M_n \omega^2 + j \omega_n]}$$

(14)

In the case of a negligible normalized vibroacoustic mode coupling integral ($C_{nm} = 0$), we retrieve naturally the same result for the pressure as Miklós et al. [3].

### 2.2.3 Signal to noise ratio

It is now well established that the ultimate noise source for a QEPAS experiment is the Brownian noise of the quartz resonator [23]. This noise is equivalent to a white equivalent force acting on the tuning fork in the bare QTF case, whose expression is given as follows:

$$F_p(\omega) = \sqrt{4k_B T \eta_n \Delta f}$$

(15)

where $k_B$ is the Boltzmann constant, $T$ the tuning fork temperature and $\Delta f$ is the detection bandwidth. We assume that this modeling of noise is still valid in the resonant QEPAS case, under the condition that the quality factor used in $\eta_n$ coefficient (see Eq. 2c) is the one observed on the tuning fork behavior (which is potentially modified by the acoustic resonator because of the vibroacoustic coupling). The equivalent noise displacement of the tuning fork can hence be written as follows:

$$\dot{W}_b(x, \omega) = \frac{\sqrt{4k_B T \eta_n \Delta f}}{[K_n - M_n \omega^2 + j \omega_n]} \phi_n(x)$$

(16)

The signal to noise ratio can hence be simply obtained:

$$\text{SNR} = \frac{\sqrt{\dot{W}}}{\dot{W}_b} = \sqrt{\frac{A_m(\omega)F_{nm}}{\sqrt{4k_B T \eta_n \Delta f}}}$$

(17)

The signal generated by each prong is proportional to the displacement, according to the laws of piezoelectricity. The charges collected on each prongs by the electrodes are added constructively, and the signal generated by a tuning fork is hence doubled compared to that of a single prong. The two noises, however, only add in quadratic mean since they are uncorrelated. The two latter remarks explain the $\sqrt{2}$ factor in Eq. (17), and is specific to the use of a tuning fork compared to a single prong or cantilever.
3 Experiments on resonant QEPAS

In this section, we investigate the validity of our analytical model using a numerical simulation software as well as laboratory experiments. In particular, we study the influence of the acoustic tube length on the tuning fork behavior.

We consider an on-beam QEPAS setup with tuning fork dimensions measured as \( e = 0.6 \) mm, \( l = 0.34 \) mm, \( L = 3.75 \) mm and \( g = 0.31 \) mm. Our optical source is a commercial laser diode enabling a wavelength tuning range from 6487 to 6494 cm\(^{-1}\). The height \( h \) of the beam between the prongs is located 0.6 mm below the top opening (\( h = L - 0.6 \) mm).

We use a certified mixture of 2.7% CO\(_2\) in N\(_2\), and we add water vapor with 15% relative humidity. The presence of water allows a faster relaxation of carbon dioxide, and we assume that the relaxation rate \( \tau_{T-V} \) is negligible [24]. The density of the mixture is taken as \( \rho_l = 1.2 \) kg m\(^{-3}\) while the sound velocity is \( v = 346 \) m s\(^{-1}\). We consider the CO\(_2\) absorption peak located at \( k_G = 6490.05 \) cm\(^{-1}\), which displays an absorption per unit length of \( a_G = 5 \times 10^{-6} \) cm\(^{-1}\) according to the HITRAN database [25].

We define the total quality factor \( Q_t \) of a resonant QEPAS setup as the 3 dB bandwidth measured on its frequency response. This definition is commonly used in actual experiments, because the assumed resonant behavior is that of a second-order linear system. This choice could, however, be questioned, because we showed that resonant QEPAS is closer to a fourth-order linear system because of the acoustic resonance (see Eq. 14). The resonance frequency \( f_{res} \) is defined as the frequency maximizing the prongs displacement \( \tilde{W} \). Since the displacement of the prongs is proportional to the electric signal generated by the tuning fork, any reasoning about the prongs displacement is interchangeable with the signal produced by the tuning fork and detected in a QEPAS experiment.

3.1 Numerical experiments

We used the commercially available finite element simulation software OOFELIE::Multiphysics© to obtain numerical results of our system behavior [26, 27]. We assume a typical laser beam radius at \( 1/e^2 \) of \( w_L = 50 \) \( \mu \)m, and we neglect diffraction causing the beam radius to change with propagation. The power of the laser is supposed to be sine modulated at the fundamental resonance frequency \( f_0 \) of the tuning fork, with a realistic average power of \( P_L = 17 \) mW. Neither fluid viscosity nor temperature effects are taken into account in this simulation. We choose, however, a quartz structural damping of \( Q = 10^4 \) to account for the actual damping acting on the tuning fork caused by gas viscosity.

We show in Fig. 5 a typical simulation using tubes with a length of \( L_{mr} = 6.7 \) mm, an inner radius of \( R_i = 0.46 \) mm, an outer radius of \( R_o = 0.64 \) mm and a distance of \( d_{mr} = 20 \) \( \mu \)m from the tuning fork prongs. The latter notations have already been illustrated in Fig. 3. The excitation frequency is chosen close to the tuning fork fundamental eigenfrequency.

The simulation clearly confirms the resonant nature of the acoustic field. The presence of the acoustic eigenmode is almost exclusively limited to the inner volume of the tubes and the space between the two prongs. We can also see that the acoustic eigenmode has no dependence along the tube radius, which is consistent with the acoustic wavelength \( \lambda_v \approx 10.6 \) mm being much greater than the
tube inner radius \( R_I \). Keeping exactly the same tube positioning with respect to the tuning fork and only varying its length, we obtain the results shown in Fig. 6. For each tube length, a simulation is used to describe the resonance of the system, by sweeping the modulation frequency of the laser across the resonance (which is always close the tuning fork resonance frequency in the absence of acoustic tubes). Results are refined if the obtained curve is not sufficiently sampled. At the end of this process, we precisely know the resonance frequency of the system, the maximum displacement of the prongs as well as the total quality factor of the system by measuring the 3 dB bandwidth.

The tuning fork behavior strongly depends on the tube’s length according to this simulation. The latter result is very similar to that obtained by Cao et al. [16], who used COMSOL multiphysics commercial software. The electrical signal generated by the tuning fork, which is proportional to the prongs displacements \( \hat{W} \) reported in Fig. 6, presents what is called an antiresonance for a specific length \( L_{mR} = 4.3 \) mm in our case). This antiresonance is attributed to the exact superposition of the resonance frequencies of the tuning fork on the one hand and of the acoustic resonant mode on the other hand.

The acoustic quality factor of the cavity \( Q_{ac} \), representing the amount of losses of the acoustic resonant cavity, is only determined by the radiations at the tubes opening in this numerical model. Indeed, our simulation neglects viscous and thermal effects that occur, even if these effects can have a major impact in an actual experiment [28]. We will discuss this point in further details in the experimental Sect. 3.3, but we stress here that the quality factor \( Q_{ac} \) computed by the current simulation can hence vary with the length of the tubes. Its average value is found to be \( Q_{ac} = 30 \) when the tube lengths vary from 2 to 7 mm, determined using a numerical simulation with a fully clamped tuning fork.

### 3.2 Analytical model prediction

#### 3.2.1 Parameters adjustments

Before applying our results obtained in the theoretical Sect. 2, we need more information about the acoustic field. The previous results in Fig. 5 confirmed the resonant nature of the acoustic field, which is an important assumption we made in the analytical model. To compare the numerical results with our analytical expression, we need an expression of the acoustic distribution \( \hat{P}_m \) to compute the two overlap factors \( O_m \) and \( C_{nm} \). It could be done using the numerical simulation results since the exact distribution is complex to describe analytically. We nevertheless choose to make additional assumptions preserving the physical insight to obtain an analytical expression.

We call the “resonant cavity” the set composed of the inner space between the prongs as well as the inner volume of the tubes. Its total length is hence \( L_t = 2(L_{mR} + \Delta L_{mR} + d_{ac} + l/2) \), and its volume is \( V_{cell} = 2\pi R_I^2(L_t - l) + gL_t \). The quantity \( \Delta L_{mR} \) is the “end correction”, and is generally approximated by \( \Delta L_{mR} \approx 0.6R_I \) for a tube termination opening in a semi-infinite space [3]. We also assume that the amplitude of the pressure is negligible outside of the resonant cavity. The motion of the resonator is hence only due to the action of the acoustic eigenmode pressure forces on its inner surfaces. The distance between the two prongs \( g \) as well as the inner radius of the tubes \( R_I \) is very small compared to the acoustic wavelength (\( \lambda_a = 10.6 \) mm in our case), the resonant cavity can hence be seen as a one-dimensional resonator and the acoustic distribution does not depend on the \( y \) and \( x \) variables. In addition, the thickness \( I \) is also small compared to \( \lambda_a \), and we will hence consider the pressure as a constant between the prongs. The Helmholtz equation (6a) now only depends on the \( z \) variable, and the solution can be written as follows:

\[
\hat{P}_m(z) = \sin \left[ \frac{\omega_m}{v} \left( \frac{L_t}{2} - |z| \right) \right]
\]  

In the previous expression, the acoustic angular eigenfrequency \( \omega_m \) considered is the one closest to \( \omega_{ac} \) that is for \( m = 2 \) and reads:

\[
\omega_2 = \frac{2\pi v}{L_t}
\]  

In addition, we introduced in our formalism the quality factor \( Q_{ac} \) of the resonant cavity (Eq. 8). It is known that this value depends on the acoustic radiation losses of the cavity, as well as the viscosity and thermal properties of the fluid.
We will consider the same quality factor as the one computed with the previous numerical simulations, that is $Q_a = 30$. Since we use the approximate expression (Eq. 18) for the pressure distribution, we allow an adjustment on the critical $C_{nm}$ coefficient. We will decrease its original value of $5 \times 10^{-3}$ (Eq. 12) down to $2 \times 10^{-4}$, a value chosen to match the overall quality factor drop observed in the numerical simulation. We remind that this parameter remains the same for any length $L_m R$ and does not affect the shape of the curves.

### 3.2.2 Results and discussion

Analytical results obtained with the adjusted $C_{nm}$ coefficient are shown in Fig. 7.

The agreement between the finite element numerical simulation and the analytical model is remarkable. Every aspect of the resonance is correctly reproduced by the model, namely the varying resonance frequency, the drop shape of the overall quality factor $Q_t$ and the singular antiresonant shape of the signal curve. The value of the tube length $L_{mR}$ that maximizes the quality factor drop is slightly different (4.5 mm here versus 4.2 mm with the finite element modeling), which can be explained by the use of an approximate expression for the eigen-angular frequency (19). This discrepancy is usually addressed with the use of the end corrections, but, in our case, we would need an additional end correction representing the radiation losses occurring where the tuning fork is inserted.

According to the analytical prediction, the amplitude of the prongs displacement is halved compared to the numerical prediction. The discrepancy can be attributed to the simplicity of the model used for the pressure eigenmode spatial distribution.

The drop in the quality factor of the resonant QEPAS has already been reported in the literature [12]. We will also confirm that observation in our experimental section. This drop is the characteristic of the vibroacoustic coupling, and we notice that the maximum displacement does not occur at the minimum quality factor, but somewhere during the drop, where the observed quality factor has already been halved compared to the situation without any acoustic tube.

We can now propose an explanation for this effect in the light of our new model. When the two resonances are superimposed, the amplitude of the acoustic emission originating from the tuning fork motion becomes comparable with the resonant cavity eigenmode amplitude excited by the photoacoustic effect. Since those two acoustic sources are not in phase, an interference occurs and decreases the total pressure amplitude within the resonant cavity.

However, we stress that a reduced displacement does not necessarily mean that the resonant tuning fork is less suited for the QEPAS application. Indeed, the noise is also theoretically reduced when the quality factor of the whole system drops at the antiresonance (Eq. 15). Despite the fact that the signal (proportional to the displacement) drops, the signal to noise ratio does not display any antiresonance behavior, as shown in Fig. 8 (the analytical formula (15) is used in both cases for noise).

Actually, it may be more convenient to operate the resonant QEPAS technique at the antiresonance length of the tubes, because the signal to noise ratio is optimal while the quality factor and hence the response time is minimized. In Fig. 8, we can see that the numerical model (respectively,
the analytical model) predicts an enhancement by a factor of 40 (resp. 30) with tubes of inner radius $R_I = 0.46 \text{ mm}$, in agreement with the optimal gain of 30 experimentally reported with slightly reduced inner radius of $R_I = 0.3 \text{ mm}$ [5]. We also remind that the height $h$ of the beam between the prongs is located 0.6 mm below the top opening in this paper. This parameter has, of course, an influence on the signal to noise ratio. In our analytical modelling, its dependency is hidden in the normalized overlap integral $O_m$, since the electric field distribution $u(r)$ depends on $h$ in a 3D space.

### 3.3 Experiments using a commercial tuning fork

To study the influence of the tube length on the system, we selected commercially available hypodermic needles with a radius of $R_I = 0.46 \text{ mm}$ and outer diameter $R_O = 0.64 \text{ mm}$. The needles have been chopped to various lengths ranging from 3 to 6 mm.

The setup is identical to that described in the previous section; however, we chose a wavelength modulation technique instead of modulating the output power. A direct current of $I_{DC} = 300 \text{ mA}$ is applied to the diode laser, while a small sinusoidal modulation (amplitude $I_{AC} = 15 \text{ mA}$) is added at frequency $f_0/2$ to modulate the wavelength across the central absorption peak of CO$_2$ at 6490.05 cm$^{-1}$. The measured average power entering the tubes is $P_L = 23 \text{ mW}$, and the power loss after the system is negligible.

An amplification circuit is used to enhance the signal originating from the tuning fork, and an SR530 lock-in amplifier is used to extract the component of the signal at frequency $f_0$. We choose a detection bandwidth of $\Delta f = 0.063 \text{ Hz}$, and we made sure that the Brownian motion of the tuning fork is the fundamental noise source of our system. The results are shown in Fig. 9.

In Fig. 9, the parameters of the analytical model ($C_{nm}$, $\omega_m$, $Q_a$, and $O_m$) have been adjusted to obtain the best qualitative fit. Those parameters are of course the same for every tube lengths. The agreement is qualitatively good, and the model reproduces well the observed tendencies. Both the numerical and the analytical models are hence able to explain this experimental behavior, with the quality factor drop and the frequency shift when the two resonances are equal. The antiresonance is not clearly observed, even if it was predicted both analytically and numerically in the previous sections.

The optimal length of the tubes is found to be $L_{mR} = 4.3 \text{ mm}$ (optimal SNR), even if the maximal signal is obtained for $L_{mR} = 4.5 \text{ mm}$ (optimal signal). This result is consistent with the value of $L_{mR} = 4.4 \text{ mm}$ reported in the literature [5]. At the optimum length, the quality factor is three times smaller than the one in the absence of tubes. The corresponding noise spectral density is measured at $250 \mu \text{Vrms.Hz}^{-1/2}$ in our setup. The signal to noise ratio is hence $\text{SNR} = 50$ (1$\sigma$), corresponding to the following normalized noise equivalent absorption (NNEA):

$$\text{NNEA} = \frac{5 \times 10^{-6} \times 23 \times 10^{-3}}{50 \times 0.063} = 9.2 \times 10^{-9} \text{ W cm}^{-1} \text{ Hz}^{-1/2}$$

This value is three times higher than the optimum NNEA values reported for a similar system of $3.3 \times 10^{-9} \text{ W cm}^{-1} \text{ Hz}^{-1/2}$. The difference is due to the inner diameter of the tube, which is of 0.93 mm in our case whereas the optimal reported diameter is around 0.6 mm.

Fig. 9 Experimental influence of the tube length $L_{mR}$ on the tuning fork behavior. The parameters of the analytical model ($C_{nm}$, $\omega_m$, $Q_a$, and $O_m$) have been adjusted to obtain the best qualitative fit with the experimental data.
4 Conclusion

In this article, we have derived a new analytical model to describe the behavior of a resonant QEPAS setup. Taking into account the acoustic emission of the mechanical resonator, we have obtained a generalized fundamental equation for photoacoustic able to describe the possible coupling with an acoustic resonance. The model reproduces accurately every tendencies obtained with numerical simulations using a finite element commercial software, including the change in the resonance frequency, the anti-resonance behavior and the drop of the quality factor. The model is then used to fit experimental data, which confirmed the pertinence of our approach. The model can be adapted to any configuration, since an expression for the acoustic eigenmode can always be obtained using finite element simulations. We also believe that the acoustic emission of the tuning fork together with the resonant nature of the acoustic field could be responsible for the discrepancy previously reported for the bare QEPAS theory [11]. The experiments were twice more sensitive than the theoretical result, which could be explained by a weak acoustic resonance appearing between the two prongs and enhancing the pressure forces. Similar to our new analytical description of resonant QEPAS, the assumption of an acoustic field unaffected by the presence of the tuning fork must now be considered with caution. The use of resonant acoustic description can now be used to better understand resonant QEPAS systems, towards quantitative optimization of resonant QEPAS designs.
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