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Abstract—In semidefinite programming (SDP), a number of pre-processing techniques have been developed, including procedures based on chordal decomposition, which exploit sparsity in the semidefinite program in order to reduce the dimension of individual constraints, and procedures based on facial reduction, which reduces the dimension of the problem by removing redundant rows and columns. So far, these have been studied in isolation. We show that these techniques are, in fact, complementary. In computational experiments, we show that a two-step pre-processing followed by a standard interior-point method outperforms the interior point method, with or without either of the pre-processing techniques, by a considerable margin.

I. INTRODUCTION

There has been much recent interest in semidefinite programming (SDP), based on the realisation that it provides very tight relaxations for non-convex problems in a variety of domains, including statistics and core machine learning [1], [2], [3], computer vision [4], automatic control [5], [6], and robotics [7]. Often, these instances can be seen as relaxations of certain non-convex polynomial optimisation problems [4], [8], [9], [10], [3].

Instances of semidefinite programming obtained as relaxations of polynomial optimisation problems, among others, are sparse, structured, and strictly feasible (cf. Theorem 3.2 in [10]). One can exploit the structure and sparsity using the so-called chordal decomposition [11], [12], [13], [14], [15], [16], which we introduce formally in the next section. For example, one can use chordal-decomposition in pre-processing [13].

Many examples of the use of chordal-decomposition pre-processing abound in control [6], power systems [17], [18], [19], and statistics [2], but it turns out that such pre-processing can lead to non-trivial numerical issues, as has been recently explained by [20].

Other types of pre-processing can, in fact, address numerical issues. Notably, (partial) facial reduction [21], [22], [23] addresses issues associated with a lack of a strictly feasible point, as defined in the next section. Nevertheless, facial-reduction pre-processing has, so far, attracted much less interest, and has not been used in conjunction with the chordal decomposition, yet.

Here, we introduce a two-step pre-processing for SDP, combining techniques from chordal decomposition and facial reduction. We present extensive numerical results comparing the performance of a standard SDP interior-point method on its own, coupled with chordal-decomposition pre-processing, and coupled with the two-step pre-processing on a variety of large-scale structured instances of SDP, including those arising from the venerable maximum bisection (MAXCUT) problem, a benchmark in binary quadratic programming (BiqMac), a benchmark in power-systems engineering (IEEE Test Cases), and a benchmark in general-purpose semidefinite programming (SDPLib).

Our key observation is that the two-step pre-processing appears does in does improve the performance dramatically, when there is sparsity or structure. Even on SDPLib, which is not known to exhibit any particular structure, considerable improvements are possible. For example, following the two-step pre-processing, SeDuMi, a commonly used open-source interior-point method, solves 50% of a subset of SDPLib, where it is applicable, more than 11 times faster than SeDuMi without pre-processing, in both cases to the same tolerances and on the same hardware and inclusive of the time it takes to perform the pre-processing.

II. BACKGROUND

A. Semidefinite programming

Let us recall some standard definitions. Consider an optimisation problem over the set $\mathbb{S}^n$ of symmetric $n \times n$ matrices:

$$\begin{align*}
\min_{X \in \mathbb{S}^n} & \ C \cdot X \\
\text{subject to} & \ A_i \cdot X = b_i, \ i = 1, 2, \ldots, m \quad \text{(SDP)}
\end{align*}$$

where $C, A_i \in \mathbb{S}^n$ are compatible matrices, $b_i \in \mathbb{R}^n$ are compatible vectors, $\bullet$ denotes the inner product on $\mathbb{S}^n$, i.e., $A \cdot B := \text{tr}(A^T B) = \sum_{i=1,j=1}^n A_{ij} B_{ij}$, and $X \succeq 0$ denotes the constraint on matrix $X$ to be positive semi-define, i.e., $v^T X v \geq 0$ for all $v \in \mathbb{R}^n$. This problem is known as semidefinite programming. For simplicity, we assume that it is feasible.

As usual, for any convex set $C \subseteq \mathbb{S}^n$, a point $X \in \mathbb{S}^n$ lies in the relative interior of $C$ if and only if $\forall y \in C, \exists z \in C, 0 < \alpha < 1 : x = \alpha y + (1 - \alpha) z$. The relative interior of the cone of positive semidefinite matrices is the positive definite matrices, i.e., $X$ where $v^T X v > 0$ for all $v \in \mathbb{R}^n \setminus \{0\}$.

B. Chordal decomposition

Chordal decomposition is an established pre-processing technique in semidefinite programming, with a history of research going back to 1984 [11], with a considerable revival [13], [24], [25], [20], [26], [27], [16] in the past two decades. It is also known as Matrix Completion Pre-processing or the d-space and r-space Conversion Method [13], [14], [15].
There are important applications in statistics [2], machine learning [28], [29], [3], power systems [17], [18], [19], and automatic control [6]. For an excellent survey, see [24].

Let us define chordal decomposition of (SDP) with structured $A_1, \ldots, A_m \in S^n$ formally. First, let us define the (so-called correlative) sparsity pattern as a simple undirected graph $G = (N, E)$, where $N := \{1, \ldots, n\}$ and

\[ E = \{ (j,k) : j \neq k, [A_i]_{j,k} \neq 0 \text{ for some } i = 1, \ldots, m \}. \]

Given the sparsity pattern $G(N,E)$ of an SDP, chordal decomposition computes a chordal extension $F \in H \subseteq F$, a set of maximal cliques $C_1, \ldots, C_l$ of the graph $G(N,F)$, and a clique tree $T(N,E)$. Using a mapping $\sigma_s : N \rightarrow \{1, \ldots, |C_s|\}$ (where by $|A|$ we mean the cardinality of set $A$) from the original indices to an ordering of the clique $C_s$, we can define:

\[ [A_{s,p}]_{\sigma_s(i)\sigma_s(j)} = \begin{cases} [A_p]_{ij} & \text{if } s = \min \{ t | (i,j) \in C_t \} \\ 0 & \text{otherwise} \end{cases} \]

\[ E_{s,ij} = \frac{1}{2} (e_{\sigma_s(i)}e^T_{\sigma_s(j)} + e_{\sigma_s(j)}e^T_{\sigma_s(i)}) \forall i, j \in C_s \]

\[ (s,t) \in T \iff (C_s, C_t) \in E \]

\[ Q = C_s \cap C_t \]

with the notation that $e_{\sigma_s(i)} \in \mathbb{R}^{|C_s|}$.

The SDP is then reformulated using a positive semi-definiteness constraint for each maximal clique and equality constraints for any vertices in more than one maximal clique:

\[ \min_{X_s \in \mathbb{R}^{|C_s|}} \sum_{s=1}^l A_{s,0} \bullet X_s \]

subject to

\[ \sum_{s=1}^l A_{s,p} \bullet X_s = b_p \quad \forall p = 1, \ldots, m \]

\[ E_{s,ij} \bullet X_s = E_{t,ij} \bullet X_t \quad \forall i \leq j, i, j \in Q, \]

\[ X_s \geq 0 \quad \forall s = 1, \ldots, \ell. \]

C. Facial reduction

There is also a long history of work on facial reduction [30], [31], [32], [33], [34], [35], [36], [37], another type of pre-processing for SDPs. Facial reduction has been used to pro-process [38], [39] degenerate semidefinite programs. Its applications to machine learning have been limited [40], [41], [42], [43] so far. For a quick overview of facial reduction and its relationship to degeneracy, we refer to [44].

To define facial reduction formally, let us present some facts from convex geometry following [44]. Let us consider a convex cone $K$ such as $S^n$. A convex cone $F \subseteq K$ is called a face of $K$, when $x, y \in K, x + y \in F \implies x, y \in F$. A face of $K$ is called proper, if it is neither empty, nor $K$ itself. Clearly, the intersection of an arbitrary collection of faces of $K$ is itself a (possibly lower-dimensional) face of $K$. Non-trivially, the relative interiors of all faces of $K$ form a partition of $K$, i.e., every point in $K$ lies in the relative interior of precisely one face and any proper face of $K$ is disjoint from the relative interior of $K$.

Next, let us consider the dual of $K$, and denote it by $K^\perp$. We use $K^\perp$ for the orthogonal complement of the affine hull of $K$. Any set of the form $F = v^\perp \cap K$, for some $v \in K^\perp$, is called an exposed face of $K$ with an exposing vector $v$. It is well-known (Proposition 2.2.1 in [44]) that if faces $F_1, F_2 \subseteq K$ are exposed by vectors $v_1, v_2 \in K^\perp$, then the intersection $F_1 \cap F_2$ is exposed by $v_1 + v_2$. Finally, a convex cone is exposed if all its faces are exposed.

In the case of $S^n$, and its dual $S^n$ (self-duality), there is a correspondence between $r$-dimensional linear subspaces $R$ of $\mathbb{R}^n$ and faces of $S^n$, wherein $F_R := \{ X \in S^n \text{ such that range } \leq R \}$ is a face of $S^n$. Consequently, for any matrix $V \in \mathbb{R}^{n \times r}$ with range $V$ equal to $R$, we have $F_R = V S'V^T$, i.e., the face is isomorphic to an $r$-dimensional positive semi-definite cone $S^r$. Subsequently, the $F_R$ is being exposed by some $UU^T$ for $U \in \mathbb{R}^{n \times (n-r)}$.

In facial reduction, one considers an instance of (SDP), where the Slater condition fails, and iteratively constructs an equivalent instance, which has a Slater point. In each iteration, one aims to find $y$ such that:

\[ \sum_{i=0}^m y_i A_i \geq 0 \text{ and } b \bullet y = 0. \]

If no such vector $y$ exists, the Slater condition holds by the Theorem of the Alternative (Theorem 3.1.2 in [44]). Otherwise, we know that the minimal face containing the feasible set is contained in $K' := (\sum_{i=0}^m y_i A_i)^\perp \cap K$, which yields an equivalent:

\[ \min_{X \in K'} C \bullet X \]

subject to $A_i \bullet X = b_i, \quad i = 1, 2, \ldots, m$

$X \in K'$

This leaves only the small matter of an efficient implementation.

III. AN ALGORITHM

In Algorithm 1, we suggest that our pre-processing has two steps, at a high level: chordal embedding and facial reduction. In more detail, there are several substeps to the first step. As a first substep, we may wish to compute a fill-reducing ordering of the matrices. In Matlab, for instance, function "amd" and can be used to compute an approximate minimum degree permutation vector for a sparse matrix, which could be obtained as the union of support sets of the matrices $C$ and $A_i, i = 1, 2, \ldots, m$. We note that this substep can be omitted, if necessary, without compromising the results of our analysis below. As a second substep, we compute the chordal embedding. In Matlab, for instance, function "symbfact" returns the sparsity pattern of the Cholesky factor as its fifth output, which is a widely used embedding. Based on the chordal embedding, one can list all maximal cliques by
Algorithm 1 A “two-step” pre-processing for an instance \( C, A_i, b_i \) of semidefinite programming (SDP).

**TwoStep**\((C, A_i, b_i)\)

\[(G(N, E), T(N, E)) = \text{Sparsity}(C, A_1, A_2, \ldots, A_m)\]
\[(A, E, Q) = \text{Reorder} \text{ by (1), (2), (3), (4)}\]

Let \( F_0 \) be the feasible set of (5)

Let \( y_0 = 0, i = 1 \).

repeat

    if no \( y \) satisfying (TEST) with \( F_{i-1} \) exists, break

    else choose \( y_i \in L \cap F_{i-1}^* \).

Compute (SVD)

Let \( F_i = F_{i-1} \cap y_i^\perp \), defined by (SDP-FR)

Let \( i = i + 1 \).

end

return \( F_{i-1} \)

breadth-first search. That is, \( \text{cliques} \) forms a clique for each vertex together with its neighbors that follow in a perfect elimination ordering, and tests whether the set of cliques is maximal. Finally, we construct the new semidefinite program (5) based on the cliques \( C \).

Subsequently, we run the iterative facial reduction, where we interweave substeps of testing whether to continue with vector \( y \) obtained in (TEST) and reducing the instance by computing the singular-value decomposition (SVD) of the positive semidefinite \( \sum_{i=1}^m y_i A_i \) to obtain:

\[
\begin{bmatrix} U & V \end{bmatrix} \begin{bmatrix} D & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} U & V \end{bmatrix}^T, \tag{SVD}
\]

where \([UV] \in \mathbb{R}^{n_i \times n_i} \) is an orthogonal matrix with \( n_i \) being the dimension of the \( F_{i-1} \) in the previous substep, and \( D \in \mathbb{S}^r \) is a diagonal matrix. The simplified \( F_i \) is then:

\[
\min_{X' \in \mathbb{R}^{n_i \times 1}} V^T \begin{bmatrix} C & V \end{bmatrix} X' \tag{SDP-FR}
\]

subject to \( A_i \cdot V^T X' V = b_i, \ i = 1, 2, \ldots, m \)

\( X' \geq 0, \)

where \( n_i \) is, again, the dimension in the previous substep. Notice that in each iteration \( r > 0 \), and hence there can be at most \( n \) iterations.

It is not immediately obvious that algorithm \textit{TwoStep}, Algorithm 1, is efficient. Indeed, \textit{Reorder} and \textit{Embed} solve an NP-Hard problem [45] and we solve a number of non-trivial optimization problems (TEST) and (FR).

First, notice that algorithm \textit{TwoStep} does not require the minimum fill-in reordering or embedding:

**Proposition 1 (Based on [46]):** There is an implementation of \textit{Embed}, which in a graph \( R \) with maximum degree \( d \) and minimum fill-in \( k \) produces a solution within a factor of \( O(d^{2.5} \log^4 (kd)) \) of the optimum in time \( O(kn m + \min(n^2 M(k)/k, n M(n))) \), where \( M(n) \) denotes the number of operations needed to multiply two \( n \times n \) Boolean matrices.

This is a reasonably tight result, considering that even a constant-factor approximation is NP-Hard, cf. Theorem 21 in [47], exact algorithms cannot run within time \( O^*(\sqrt{\log^* n}) \) assuming the Exponential Time Hypothesis, and a variety of lower bounds [48]. We note that there are also algorithms [49] producing fill-in \( k \), which is optimal, albeit not running in polynomial time.

Second, notice that:

**Proposition 2:** For a polynomial-time \textit{Reorder} and \textit{Embed}, Algorithm \textit{TwoStep} runs in time polynomial in \( n \) and \( m \) on the BSS machine.

**Proof:** The proof is trivial, once one notices that any facial-reduction algorithm solves at most \( n \) instances of (FR) in at most \( n \) iterations of the seemingly infinite loop, as explained in Section 4.2 in [44].

Notice, however, that this result reasons about the behaviour of BSS machine [50], rather than the more usual Turing machine, due to the complexity of numerical routines involved, SVD or otherwise.

### IV. Numerical results

In this section we compare the reliability and speed of interior-point method SeDuMi without any pre-processing, with the chordal-decomposition pre-processing (implemented using SparseCoLO of \([51],[52]\), and both chordal-decomposition and facial-reduction pre-processing (implemented using SparseCoLO and \frplib of [53]). We chose SeDuMi as compared to other solvers due to its overall robustness [54] and the reported complementary performance of this algorithm with FR [55]. The tests were performed on a computing cluster, using 4 cores running at 3 GHz and memory allocated as necessary, running MATLAB 2018b on Debian.

Our conjecture was that especially for sparse structured SDP, chordal-decomposition improves the speed of convergence for some problems, while producing problems too poorly structured for interior-point solvers to solve quickly and reliably. In contrast, the additional facial-reduction step corrects this, and ultimately results in an improved performance overall, compared to both other settings.

We report some of the results as performance profiles. These were introduced in [56] as a way of visualizing the dual performance measures of robustness (solving the largest proportion of problems), and efficiency (solving them quickly). The level of each curve at the right-hand vertical boundary indicates how many problems were solved, and the relative location of each curve compared to the others in the profile intermediately indicates the speed of convergence compared to the best solver for each problem. Simply put, the further to the upper left corner a curve corresponding to an algorithm is, the better.

### A. SDPLib

Our main experiment considers the SDPLib test set [57], which is a standard for benchmarking SDP software [54], composed of a variety of toy, academic, and real-world SDP problems. These are known to be sparse, but no particular structure is shared across the test set. We refer to \url{http://plato.asu.edu/ftp/sparse_sdp.html} for details.
of the instances and the results obtained by a variety of both free and commercial solvers. Note that out of the 92 instances within the test set, leading solvers can solve 56–88 instances, within a 40000-second (11-hour) time limit per instance considered by [54].

Rather surprisingly, we can demonstrate that one can improve the performance of SeDuMi, an open-source implementation of the interior-point method, which can work with instances without a Slater point. Fig. 1 presents a performance profile [56] on 49 of the 92 instances, where running SparseCoLo did not report a failure. The corresponding numerical values are available from Tab. I: for instance, SeDuMi can solve 50% of instances within 2.89 seconds without any pre-processing, or within 0.19 seconds with the two-step pre-processing. In both cases, the run is to the same tolerances on the same hardware, inclusive of the time it takes to perform the pre-processing. Overall, we found that each step of pre-processing does improve the speed of convergence of the interior-point method in this test set. The reliability does seem to worsen, perhaps as a result of ill-conditioning of the linear systems employed in the interior-point method, after the chordal-decomposition pre-processing. Still, the proportion of the problems solved is very high among this test set, and the strong increase in the speed due to the two-step pre-processing is an indication of the strength of the approach.

B. Polynomial optimisation

Next, we illustrate the results on instances from a well-known polynomial optimisation problem (POP). In particular, the so called Lavaei-Low relaxation [19] of the alternating-current optimal power flows (ACOPF) has been shown [17] to coincide with the first level of the moment-SOS hierarchy [58] for POP. Due to the fact that real-life electricity transmission systems are sparse, there is sparsity present in the instances as well, which is widely solved with SparseCoLo pre-processing or related methods [17], [18], [19]. In our test, we consider the well-known IEEE test systems. In the name of the instance, case$x$ denotes a test system on $x$ buses, with more than $4x^2$ elements in the moment matrix, P denotes the primal SDP, and D denotes the dual SDP. Tab. II presents the wall-clock run-time (including pre-processing) for 16 such SDP instances. For larger instances (case118 and case300), the two-step pre-processing yields about 2 orders of magnitude of improvement. This is further illustrated by performance profiles on the two sets of problems in Fig. 2: the nearly vertical lines are for the pre-processing, while the nearly horizontal line is without the pre-processing. This set of problems give the clearest indication of the benefits of two step pre-processing, suggesting they are particularly structured to take advantage of the procedures.

C. Binary quadratic programming

Next, let us present results on perhaps the best-known SDP relaxation, that of binary quadratic programming or, equivalently, the maximum cut problem, (MAXCUT). In Tab. III, we see runtime values for SeDuMi by itself, with matrix completion pre-processing, and with the entire two-step pre-processing procedure. We indicate the size of the

| Instance | SeDuMi w/ SC | w/ SC+FR |
|----------|-------------|----------|
| case9    | 3.47e+02    | 6.40     | 4.59     |
| case14   | 2.74e+01    | 2.46     | 1.63     |
| case30   | 3.36e+01    | 1.49     | 1.10     |
| case39   | 3.04e+01    | 2.21     | 2.02     |
| case57   | 5.18        | 4.09e-01 | 4.04e-01|
| case118  | 8.10e+03    | 2.06e+01 | 1.35e+01|
| case300  | 6.77e+01    | 1.39     | 1.10     |
| case9    | 2.57e+02    | 4.83     | 2.74     |
| case14   | 2.92e+01    | 2.19     | 1.99     |
| case30   | 2.63e+01    | 1.16     | 8.08e-01|
| case39   | 3.01e+01    | 1.89     | 1.53     |
| case57   | 6.62        | 4.75e-01 | 3.37e-01|
| case118  | 4.48e+03    | 1.44e+01 | 9.89     |
| case300  | 4.50e+03    | 1.09     | 6.45e-01|

**TABLE I**

**TABLE II**
instance from the BiqMac benchmark as well. We notice that the chordal-decomposition pre-processing sometimes results in a failure of SeDuMi, which could be attributed to numerical failures due to degeneracy. In that case, facial reduction does not improve upon the situation. On small instances in the BiqMac benchmark, there is a small but consistent improvement in the overall run-time, indicating that the pre-processing does improve the efficiency. On larger instances, the differences seem more pronounced.

V. CONCLUSIONS

Many practically-relevant instances of semidefinite programming are sparse and structured. Traditional general-purpose implementations of exploiting the structure [13], [14], [15] have proven difficult to apply, due to the numerical issues they introduce [20].

While one could try to exploit the structure directly, in custom code, we suggest that general-purpose pre-processing combining both the traditional chordal-decomposition techniques [13], [14], [15] and facial reduction may make it possible to exploit the structure, while relying on the robustness of standard interior-point methods, unaware of the structure.

We have demonstrated that on SDPLib and several sets of structured problems, our combination of chordal completion and facial reduction appears to improve the performance drastically.
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