Simulation of state evolutions in Gross-Neveu model by matrix product state representation
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A quantum algorithm to simulate the real time dynamics of two-flavor massive Gross-Neveu model is presented in Schrödinger picture. We implement the simulation on a classical computer by applying the matrix product state representation. The real time evolutions of up to four particles on a site in initial state are figured out in space-time coordinate. The state evolutions are effectively affected by fermion mass and coupling constant of the model. Especially when the mass of fermion is small enough and the coupling is strong enough, the fundamental fermions evolve synchronistically in space from the two-fermion and four-fermion initial states. These are also the conditions on which the bound states made up of fundamental fermion pairs were found to arise automatically in the literatures.

I. INTRODUCTION

In quantum field theories (QFT), the non-linear interactions among fields usually lead to intricate calculations. Especially when the interaction becomes strong, the perturbative computation is incapable and non-perturbative methods have to be resorted to. A promising attempt at non-perturbative calculation of QFT is quantum computation whose complexity is polynomial rather than exponential as compared to the classic computing.

There have been concrete progresses to this way. Some quantum algorithms[1–7] and quantum simulation methods[8–18] were worked out. After discretization, a QFT will be transferred to a quantum many-body theory. Studies on the quantum simulation of many-body problems[19–21] enforce the prospects for simulating QFT in quantum computers. There have also been some reports on experimental realizations, in trapped ion or superconductivity quantum computers, of quantum simulation on some simple QFTs, such as Schwinger model, Yukawa coupling and gauge field theory[22–24].

The interested quantities in usual application of QFT are the S-matrix elements constructed by explicit initial and final particles which are treated as asymptotic states while the real-time evolutions of particles are usually ignored. To have a more complete understanding of QFT, it is worthwhile figuring out its real time dynamic. This can afford us some essential knowledge on the states evolving from the initial time by the interactions, and especially illustrations on how the fundamental particles clump together to form a bound state. This may help us understand the natures of the strong interactions.

In this work, we report a quantum algorithm developed in Schrödinger picture and space-time coordinate to simulate the real time dynamics of two-flavor massive Gross-Neveu model. We implement the algorithm on a classical computer by using the computing routine of matrix product state (MPS). The real time evolutions from up to four particles on a site in initial state are figured out in space-time coordinate. It is observed that the fundamental fermions evolve synchronistically in space from the two-fermion and four-fermion initial states when the mass of fermion is small enough and the coupling is strong enough. These are also the conditions on which the bound states made up of fundamental fermion pairs were found to arise automatically in the seminal Nambu–Jona-Lasinio model[25, 26] and its (1 + 1)-dimensional version, the Gross-Neveu model[27]. Though the particle states of this work are different from that of[27] in definition, this simulation might give a series of images on bound state formation. It may provide us an intuitive way to identify the bound states in view of fundamental particles and the distribution function of the fundamental particles can be extracted from the evolution.

We introduce the quantum algorithm of Gross-Neveu model in Sec.1. The Gross-Neveu model is a renormalizable (1 + 1)-dimension quartic fermion interaction theory. It was revealed to has dynamical symmetry breaking by a large-N calculation[27] and therefore is a toy model for quantum chromodynamics and superconductivity. Because of this, it has drawn much attention in high energy and condensed matter physics. Very recently, a quantum algorithm was developed to calculate the correlation functions of the model in[28]. The MPS calculation results of the algorithm are discussed in Sec.3. As a computation tool developed to run quantum simulations through classical data compression of the quantum states[29], the MPS has been employed to simulate the dynamics of lattice field theories, special infinite chains, quantum phase transition and correlation functions etc[30–36] and has become a standard numerical tool to simulate one-dimensional quantum many-body systems for ground state searches and time evolution tasks[37].
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We adopt the MPS method to realize running the algorithm in a classic workstation. All results of state evolutions are shown in a series of figures with 11 sites and 150 time slices. A summary is given at the end.

II. QUANTUM ALGORITHM OF GROSS-NEVEU MODEL

The Lagrangian density of two-flavor massive Gross-Neveu model is written as

\[
\mathcal{L}_{GN} = \bar{\psi}(i\gamma^0 \partial_t + i\gamma^1 \partial_x - m)\psi + \frac{1}{2} g^2 (\bar{\psi}\psi)^2, \tag{1}
\]

with the flavor summation index \(i\), mass \(m\) and coupling constant \(g^2\). Obviously it has a global \(SU(2)\) flavor symmetry. The fermion mass is present since it can be dynamically produced by spontaneous symmetry breaking in the massless model \([27]\).

In Schrödinger picture, we decompose \(\psi(x)\) in position space \([42, 43]\)

\[
\psi(x) = \begin{pmatrix} \hat{a}_{x,i} \\ \hat{b}_{x,i} \end{pmatrix}, \tag{2}
\]

where \(\hat{a}_{x,i}\) and \(\hat{b}_{x,i}\) are annihilation operators of spin up and spin down flavor-\(i\) fermions located in position \(x\). The particle states of the theory are defined by the creation operators and annihilation operators

\[
\begin{align*}
\hat{a}^\dagger_{x,i} |0\rangle_{x,1,i} &= |1\rangle_{x,1,i}, \\
\hat{a}_{x,i} |1\rangle_{x,1,i} &= |0\rangle_{x,1,i}, \\
\hat{b}^\dagger_{x,i} |0\rangle_{x,2,i} &= |1\rangle_{x,2,i}, \\
\hat{b}_{x,i} |1\rangle_{x,2,i} &= |0\rangle_{x,2,i},
\end{align*}
\]

where the subscripts 1 and 2 denote spin up and down respectively. The gamma matrices are taken in the representation

\[
\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}. \tag{4}
\]

The exact Hamiltonian is

\[
H_{GN} = \int dx \left( -i\bar{\psi}(i\gamma^1 \partial_x \psi + m\bar{\psi}\psi) \right) \tag{5}
\]

To perform digital quantum simulation, the Gross-Neveu model has to be discretized

\[
\Omega = \kappa \Xi, \tag{6}
\]

where \(\Omega\) is 1-dimension discreted lattice points with spacing \(\kappa\) and \(\Xi = Int(X/\kappa)\). The Hamiltonian is rewritten in a discreted form

\[
H_{GN} = \sum_{x \in \Omega, i=1,2} \kappa \left[ -i\bar{\psi}(i\gamma^1 \partial_x \psi + m\bar{\psi}\psi) \right] \tag{7}
\]

There appears fermion doubling and a Wilson term needs to be added by hand to cancel the effects of the redundant fermions

\[
H_W = \sum_{x \in \Omega, i=1,2} \kappa \left[ -\frac{r}{2\kappa} \bar{\psi}(i\gamma^1 \partial_x \psi + m\bar{\psi}\psi) \right], \tag{8}
\]

where \(0 < r \leq 1\) is Wilson parameter. By using \([2]\), the total Hamiltonian is

\[
H = H_{GN} + H_W \tag{9}
\]

The Hamiltonian \([9]\) is obviously hermitian. The way that we define the particle states in \([2]\) and \([3]\) makes it exhibit some neat and simple properties which will manifest in the subsequent simulation of particle evolutions:

(i) The flavor is conserved. The flavor does not exist in the initial state will not appear in the evolution. The particles of different flavors with the same spin evolve in the same way. (ii) The spin is not conserved. The first term on the right-hand side dictates a particle with a certain spin on a site transferring to another particle with a flipped spin on the adjacent site. The Hamiltonian flips with the spins flip \(H \xrightarrow{a \leftrightarrow b} -H\). (iii) Particles can propagate from one site to another. This can be seen from the first and second terms which account for the transition between two adjacent particles. These terms are kinematic and act to drive the particles to move and evolve. (iv) The last two terms are eigen-operators of the particle states defined in \([3]\). They tend to make the particles stationary and evolutionless. But these two terms have different signs, the effect of keeping particles stable can be offset to extents depending on the values of the parameters \(m\) and \(g\).

We now proceed to digitize the Hamiltonian \([8]\) by defining one to one mapping between fermion occupation number states and qubits

\[
|0\rangle \leftrightarrow |\downarrow\rangle, \quad |1\rangle \leftrightarrow |\uparrow\rangle, \tag{10}
\]

with the two qubits \(|\downarrow\rangle = (0, 1)^T\) and \(|\uparrow\rangle = (1, 0)^T\) corresponding to vacuum and one-fermion states respectively.
in Fock space. The qubits can then present a representation for operators. Using the Jordan-Wigner mapping, we have the representations for the creation and annihilation operators

\[
\hat{a}_{x,i}^+ = \prod_\alpha (-\sigma_z^\alpha)a_{x,1,i}^+ \hat{a}_{x,i} = \prod_\alpha (-\sigma_z^\alpha)\sigma_x^\alpha, \quad \hat{b}_{x,i}^+ = \prod_\alpha (-\sigma_z^\alpha)\sigma_x^\alpha \hat{b}_{x,i} = \prod_\alpha (-\sigma_z^\alpha)\sigma_x^\alpha, \quad \hat{n}_{x,s,i} = \frac{1}{2} (\sigma_x^{s,i} + I),
\]

\[
(10) \quad (11) \quad (12)
\]

where \(\alpha \in \{(x', s', i') | \mathbb{K}(x', s', i') \subset \mathbb{K}(x, s, i)\}, s \in \{1, 2\} = \{\text{up, down}\}\) and the primary key \(\mathbb{K}(x, s, i) \in \mathbb{N}^+\). The Pauli matrices \(\sigma_{x,s,i}^{s,i}\) is the operation acting on \(\mathbb{K}(x, s, i)\) qubit and \(\sigma_z = \frac{1}{2} (\sigma_x + i\sigma_y)\). The whole expression of Hamiltonian represented by the matrices are given in appendix.

The states is driven by the time-evolution operator \(S(t, t_0)\)

\[
|\Psi(t)\rangle = S(t, t_0)|\Psi(t_0)\rangle,
\]

where \(|\Psi(t)\rangle\) is the fermion occupation number states. The initial state \(|\Psi(t_0)\rangle\) can be either one-particle state or multi-particle state which consists of several non-interacting particles and is prepared as a direct product of one-particle states. Breaking up the time interval from \(t_0\) to \(t\) into \(n_t\) pieces of small duration \(\Delta t\), the \(S(t, t_0)\) is represented in the Schrödinger picture as

\[
S(t, t_0) = e^{-iH(t-t_0)} = S(t, t-\Delta t) \cdots S(t_0 + \Delta t, t_0),\]

\[
(13) \quad (14)
\]

where \(n_t \cdot \Delta t = t - t_0\). The Trotter expansion of factor \(S(t + \Delta t, t) \approx e^{-iH\Delta t}\) can be used to calculate the \(S(t, t_0)\). Finally, eq. (13) can be approximated by series of quantum circuits that we give an example of them in FIG. 4.

We are interested in the state evolution depicted by the probability density \(\rho_{s,i}(x, t)\)

\[
\rho_{s,i}(x, t) = \langle |1\rangle_{x,s,i} |\Psi(x, t)\rangle^2 = \langle \Psi(x, t)|1\rangle_{x,s,i}\langle 1|_{x,s,i} \Psi(x, t)\rangle = \langle \Psi(x, t)|\hat{n}_{x,s,i}\Psi(x, t)\rangle,
\]

\[
(15)
\]

where \(|1\rangle_{x,s,i}\) is defined in eq. (3) and \(|\Psi(t)\rangle\) is the evolving state in (13). In the qudit representation, the particle number operator expressed in (12) can be written as \(\hat{n}_{x,s,i} = \{1\}_{x,s,i} \{1\}_{x,s,i}\).

We have worked out the quantum algorithm to simulate the real time dynamics of Gross-Neveu model non-perturbatively. As can be easily counted out from FIG. 4 the number of CNOT operations with one site and one \(\Delta t\) step is 186. Then the time and space complexity of the algorithm running on quantum computers are \(186 \times n_x \times n_t \times n_r\) and \(4n_x + 1\), where \(n_x\), \(n_t\) and \(n_r\) are numbers of space steps, time steps and the repeated running on quantum computers respectively.

### III. REAL TIME DYNAMICS SIMULATION BY MPS

In what follows we will implement the simulation on a classical computer by applying the MPS routine. The default parameters are taken to be

\[
r = 1, \quad \kappa = 0.5, \quad \Delta t = 0.1, \quad n_x = 11, \quad n_t = 150, \quad x = \kappa \cdot k, (k = 0, \ldots, n_x), \quad t = l \cdot \Delta t, (l = 0, \ldots, n_t).
\]

The total number of qubits in the simulation is 45 (1 auxiliary qubit and 4 \(n_x = 44\) working qubits). The total number of CNOT operations and time complexity are \(186 \times n_x \times n_t = 306900\), while the space complexity is \(2^{(4 \times n_x + 1)} = 2^{45}\). The Trotter expansion brings about \((\Delta t)^2 \sim 0.01\) error and the MPS method has less than \(10^{-9}\) error.

Our major calculation results are presented in FIG. 1, 2 and 3 which illustrate the probability density \(\rho_{s,i}(x, t)\) of particle states with each flavor and spin as function of space and time. All of these figures depict the overall evolution of the four fermions on each site in the period of 150 time slices. These flavor-1 spin-up, flavor-1 spin-down, flavor-2 spin-up and flavor-2 spin-down fermions are captioned as up 1, down 1, up 2 and down 2 respectively in the figures. When a certain particle never shows up in the state evolution we do not include it in figures for a proper display, but it should keep in mind that the probability density of the particle is zero at every site and time. One can observe from the figures that the probability densities of particles propagates in space and time just like oscillation spreading out by wave in the water. We have applied a boundary condition that a wave is completely reflected when it propergates to site 0 and site 11. Thus each figure can be devided to two sections in time. One is from \(t = 0\) to about \(t = 50\), depicting the state evolution from an initial state. The other section is a superposition of evolution from the initial state and the reflected states.

We begin with a simplest case of simulation and use it to depict how to read the figures properly. The initial state in FIG. 4 is a single flavor-1 spin-down particle located in site 6. The figures listed in the left column are the overall evolutions of the probability densities of the flavor-1 spin-up, flavor-1 spin-down, flavor-2 spin-up and flavor-2 spin-down fermions with different parameters: (a) \(m = 1, g = 1.01\); (c) \(m = 10, g = 1.01\); (d) \(m = 1, g = 1.01, r = 0\). The probability densities of the two flavor-2 fermions are always zero in the evolution and have not been shown in the figures. The flavor-1 spin-up fermion can be created and the figures in the right column are its evolutions with the same parameters as their counterparts in the left column. By comparing Fig. (a) and (b) with Fig. (c) and (d), one can find that the flavor-1 spin-up fermion is easier to be created when its mass is smaller. Fig. (e) and (f) is the case with fermion doubling problem which is not natural for fermion propagation with a step-size 2.
FIG. 1. The state evolutions on 11 sites in the duration of 150 time slices from an initial flavor-1 spin-down fermion sitting on site 6. The figures listed in the left column are the overall evolutions of the probability densities of the flavor-1 spin-up, flavor-1 spin-down, flavor-2 spin-up and flavor-2 spin-down (captioned as up 1, down 1, up 2 and down 2 in the figures) fermions with different parameters: (a) \( m=1, g=1.01, r=1 \); (c) \( m=10, g=1.01, r=1 \); (e) \( m=1, g=1.01, r=0 \). The probability densities of the two flavor-2 fermions are always zero in the evolution and have not been shown in the figures. The figures in the right column are the evolutions of flavor-1 spin-up fermion with the same parameters as their counterparts in the left column.

FIG. 2. The state evolutions on 11 sites in the duration of 150 time slices from an initial two-particle direct product state. The initial states of the Fig. (a), (c), (e) and (i) are composed by one flavor-1 spin-down and one flavor-1 spin-up fermions both located in site 6, while that of Fig. (g) is one flavor-1 spin-down and one flavor-2 spin-down fermion. The parameters of the model are (a) \( m=1, g=1.01 \); (c) \( m=1, g=3 \); (e) \( m=1, g=10 \); (g) \( m=1, g=10 \); (i) \( m=10, g=10 \). The figures in the right column are the evolutions of the site-6 particles in the corresponding figures of the left column.

We can find something interesting in FIG. 2 where the state evolutions on 11 sites in the duration of 150 time slices from an initial two-particle direct product state. The figures in the left column are the evolutions on 11 sites and that in the right column are the evolutions of the site-6 particles in the counter left figures. The ini-
tial states of the Fig.(a), (c), (e) and (i) are composed by one spin-down and one spin-up fermions of flavor-1 both located in site 6. Fig.(a), (c) and (e) demonstrate the evolutions differ in coupling constant with \( g = 1.01, 3 \) and 10 respectively and all with the same fermion mass \( m = 1 \). From these figures one can learn how the coupling constant makes effect to the state evolutions. With its value increases, the propagation of the initial particles diminishes, which can be observed more clear from the corresponding figures in the right column. Especially when in the case of strong coupling \( g = 10 \), the interaction terms in eq. (8) is dominant. The particle states can be taken as near-eigenstates of the Hamiltonian. The two fermions almost keep stationary at the initial position as shown in Fig.(e) and (f). Comparing Fig.(e) with Fig.(i), both of which illustrate the evolution from the same initial state at the strong coupling \( g = 10 \), one can find the effects of fermion mass. With a rather large fermion mass \( m = 10 \), the mass term has an unignorable counterbalance to the coupling term in eq. (8). A visible portion of probability density can be found in Fig.(i) to transit from flavor-1 spin up fermion to flavor-1 spin down fermion and the two single fermions do not evolve in the same way anymore. If the bound states can be identified as fundamental particles confining in a lattice and evolving synchronistically, the two-particle state in Fig.(e) is a bound state while that in Fig.(i) is not. Then these observations are in agreement with the well known statement that bound states will appear in the particle spectrum when the mass of fundamental fermion is small enough and the coupling is strong enough \([25–27]\). In addition we also present the evolution from one flavor-1 spin-down and one flavor-2 spin-down fermion with the parameters \( m = 1 \) and \( g = 10 \) in Fig.(g) and (h), which show that the two fundamental fermions with the same spin of different flavor evolve in the same manner. This is a manifestation of the flavor symmetry.

The FIG. 3 are 150-time-slice evolutions out of an initial four-particle direct product state composed by flavor-1 spin-up, flavor-1 spin-down, flavor-2 spin-up and flavor-2 spin-down fermions located in site 6. The parameters of the model in the figures are (a) \( m=1, g=1.01 \); (c) \( m=1, g=10 \); (e) \( m=10, g=10 \); (d) \( m=10, g=10 \). The figures in the right column are the evolutions of the site-6 particles in the left column.

IV. SUMMARY AND CONCLUSION

We have presented a quantum algorithm to non-perturbatively simulate the two-flavor massive Gross-Neveu model in Schrödinger picture. The simulation is implemented on a classic computer by applying the matrix product state representation. The real time evolutions of up to four particles on a site in initial state are figured out in space-time coordinate. The fermion mass and coupling play important roles in the state evolutions. Especially when the mass of fermion is small enough and the coupling is strong enough, the fundamental fermions evolve synchronistically in space from the two-fermion and four-fermion initial states. These are also the conditions on which the bound states made up of fundamental fermion pairs were found to arise automatically in the literatures. If what we observe in the two-fermion and four-fermion states are bound states, this simulation might provide us an intuitive way to identify the bound states in view of fundamental particles and images on bound state formation.
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APPENDIX: THE PAULI MATRICES FORMULATIONS OF HAMILTONIANS AND THE CORRESPONDING QUANTUM CIRCUITS

We devide the Hamiltonian into three terms

\[ H = \sum_{x \in \Omega, i=1,2} (H_1 + H_2 + H_3). \]  

(16)

The Pauli matrix representation of the Hamiltonian is

\[ H_1 = \frac{1}{2}(\hat{a}^\dagger_{x,i} \hat{b}_{x+k,i} + \hat{b}^\dagger_{x+k,i} \hat{a}_{x,i}) = \frac{1}{4}\left[ \sigma_{x,1}^{1,i}(\prod_{\alpha_1} -\sigma_{z}^{\alpha_1})\sigma_{x,2}^{1,i} + \sigma_{y}^{1,i}(\prod_{\alpha_1} -\sigma_{z}^{\alpha_1})\sigma_{y}^{1,i} \right], \]

\[ H_2 = \frac{r}{2}(\hat{a}^\dagger_{x,i} \hat{a}_{x+k,i} + \hat{b}^\dagger_{x+k,i} \hat{b}_{x,i}) = \frac{r}{4}\left[ -\sigma_{x,1}^{1,i}(\prod_{\alpha_2} -\sigma_{z}^{\alpha_2})\sigma_{x,1}^{1,i} - \sigma_{y}^{1,i}(\prod_{\alpha_2} -\sigma_{z}^{\alpha_2})\sigma_{y}^{1,i} \right], \]

\[ H_3 = (m\kappa + r)(\hat{n}_{x,up,i} - \hat{n}_{x,down,i}) = \frac{g^2\kappa}{2}(\hat{n}_{x,up,i} - \hat{n}_{x,down,i})^2 \]

\[ = \frac{m\kappa + r}{2}(\sigma_{x,1}^{1,1} + \sigma_{x,1}^{1,2} - \sigma_{x,2}^{1,1} - \sigma_{x,2}^{1,2}) + \frac{g^2\kappa}{4}(-2I - \sigma_{x,1}^{1,1}\sigma_{x,1}^{1,2} + \sigma_{x,1}^{1,1}\sigma_{x,2}^{1,1} + \sigma_{x,1}^{1,2}\sigma_{x,2}^{1,2} + \sigma_{x,1}^{1,2}\sigma_{x,1}^{2,2} + \sigma_{x,1}^{2,1}\sigma_{x,2}^{1,2} - \sigma_{x,2}^{1,1}\sigma_{x,2}^{2,2}), \]

where

\[ \alpha_1 \in \{(x', s', i') | \mathcal{K}(x, 1, i) < \mathcal{K}(x + \kappa, 1, i)\}, \]

\[ \alpha_2 \in \{(x', s', i') | \mathcal{K}(x, 1, i) < \mathcal{K}(x + \kappa, 1, i)\}, \]

The quantum circuits to simulate the Hamiltonian evolution are plotted in Fig. 4, where the \( R \) gate is

\[ R = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & -i \\ i & 1 \end{array} \right) \]  

(17)

with \( R \sigma_y R = \sigma_z \).

FIG. 4. Figs. (a), (b) and (c) are quantum circuits to simulate unitary transformation \( e^{-iH_1\Delta t}, e^{-iH_2\Delta t} \) and \( e^{-iH_3\Delta t} \) respectively. The \( H \) in the figures denotes Hadamard gate and \( R \) is defined in (17).
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