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Abstract—For a period of three weeks in June 2021, we embedded a social robot (Softbank Pepper) in a Special Educational Needs (SEN) school, with a focus on supporting the well-being of autistic children. Our methodology to design and embed the robot among this vulnerable population follows a comprehensive participatory approach. We used the research project as a test-bed to demonstrate in a complex real-world environment the importance and suitability of the nine UNICEF guidelines on AI for Children. The UNICEF guidelines on AI for Children closely align with several of the UN goals for sustainable development, and, as such, we report here our contribution to these goals.
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I. INTRODUCTION

A. Autism

Autism is a lifelong neurodevelopmental condition that can impact how a person perceives, communicates and interacts with the world. This is characterised by significant and lasting differences (compared to typical development) in social communications and interaction, restricted and repetitive patterns of behaviour, interests or activities and sensory perception and responses. Current data suggest that as many as 1 in 54 children in the United States of America are on the autism spectrum [31] while other studies suggest a figure of between 1 in 68 to 1 in 100 in the general population [29]. This represents a substantial group of individuals for whom technology support could be instrumental to their well-being.

B. Context: Well-being in SEN schools

The well-being and emotional regulation of autistic people has been central in supporting meaningful educational experiences [12]. In comparison to their typically-developing peers, autistic children experience greater mental health problems, such as anxiety, depression, anger, and possess lower self-concept and these can impact education and other factors [13].

There have been a range of studies that have implemented technology to assist autistic children in this regard [37] [40] [41]. However, these studies have often focused on deficit-based models and do not often include users in their design. Other strategies have also been used to support the well-being of autistic pupils. For example, recent work has highlighted that focusing on autistic intense or “special” interests in the classroom may be linked to improved well-being [42]. While the well-being of autistic groups is not well understood or defined, increasing awareness of the impact that well-being has on students’ academic performance and their adult outcomes is well acknowledged [2] [14]. With greater attention applied to the well-being of autistic pupils, improved outcomes in areas of education and adult outcomes are often observed. Therefore, considering well-being from an early age and in a setting where this can be supported (classrooms) is worthy of investigation. Moreover, doing so in collaboration with autistic children and their teachers is paramount, if we are to be guided by their goals, ambitions and desires (for example, linking with 'special' interests). Technology provides one example of a way to help support the well-being of autistic groups in meaningful and impactful ways.

Within the field of autism and technology there are calls to better include and support autistic ‘voice’. For example, Cascio and colleagues suggest that the “growth in autism research necessitates corresponding attention to autism research ethics, including ethical and meaningful inclusion of diverse participants” [7]. This suggests that ethics in this field is moving beyond typical ethical review processes (i.e. IRB approval / Ethical Review) and towards more meaningful / active engagement of diverse participants in our work. Coupled with this, the approach to methodologies (broadly speaking) has begun to move away from researching about autistic people, and started to move towards an approach that includes autistic people in the design, development and evaluation of research about them [18]. However, when considering the nature of autistic children, there can often be further ethical considerations [33] that include, locating ways for non-verbal individuals to contribute [26], ensuring a gender balance, enabling participants to communicate in a range of ways (i.e. Picture Exchange Communication System; PECS), and prioritising their views and ways of communicating. Furthermore, there are calls for researchers to involve autistic voice and input even before research starts; building research that could be meaningful for them [30]
Within this project, we designed research that included a range of stakeholders, initially autistic pupils and some teachers, through to parents and an autistic adult (towards the end of the work). We also positioned the research with autistic voice central; they would be ones directing what the technology (Pepper the Robot) would do, where and why. In doing so we placed their lived experiences central, and their ideas for a robot in their school. This enabled and allowed their voices and input to direct what we did, which is what we next discuss.

C. The UNICEF guidance on AI for children

This work takes place in the context of the release by UNICEF of a landmark report on artificial intelligence and children, entitled *Policy guidance on AI for children* [15]. This report lays out 9 guidelines to design and build AI systems aimed at children. These are:

1. Support children’s development and well-being; 2) Ensure inclusion of and for children; 3) Prioritise fairness and non-discrimination for children; 4) Protect children’s data and privacy; 5) Ensure safety for children; 6) Provide transparency, explainability, and accountability for children; 7) Empower governments and businesses with knowledge of AI and children’s rights; 8) Prepare children for present and future developments in AI; 9) Create an enabling environment.

These guidelines are based on the United Nations Convention on the Rights of the Child (UNCRC) which came into force by the UN General Assembly in the UK in 1989 and they include 54 articles that cover civil, political, economic, social and cultural rights that all children everywhere are entitled to [39]. Four of these articles play a fundamental role in realising all the rights in the Convention for all children and are known as ‘General Principles’ i.e. (i) non-discrimination (article 2); (ii) Best interest of the child (article 3); (iii) Right to life survival and development (article 6); and Right to be heard (article 12). Realising the need for the consideration of the UNCRC in the context of digital environment, the UN committee adopted Comment 25 [38], which states that the rights of children will now apply online as they do offline. At the same time the United Nations International Communication Union (ITU) has launched a set of guidelines on child’s online protection with recommendations for all stakeholders on how to contribute to the development of a safe and empowering online environment for children and young people [21].

In a similar way, the recent developments in AI expanded the possibilities and the opportunities for children’s well-being but they also resulted in further concerns regarding emerging risks in relation to children’s rights. In this context, UNICEF published a report with the above-mentioned Policy Guidelines, which have several complementary focii: the children as individuals (e.g. (1), (8)); the children at group/societal level (e.g. (2), (3)); technical underpinnings and regulations ((4), (5)); or the children’s environment ((7), (9)).

Together, they build a comprehensive framework that impact many aspects of the AI system design. Importantly, they implicitly require the designers to ‘step back’ from the system itself, and adopt a much wider perspective, taking into account the end-users needs and circumstances, as well as the broad context and environment of use. While these guidelines are meant to facilitate research, development and policy regarding AI and Child’s Rights, they only partially consider emerging issues that are related to robotics and the opportunities and risks that emerge in relation to the embodied nature of robotic artefacts for children. In addition, a children’s rights-based approach rejects a traditional welfare approach to children’s needs and vulnerabilities and instead recognises children as human beings with dignity, agency and a distinct set of rights and entitlements, rather than as passive objects of care and charity. When developing AI and AI-based robotic artefacts for autistic children, these principles are paramount. In the following sections, we discuss existing work on the intersection of ethical considerations for social robots and autistic children and we indicate the need for further systematic research towards this direction.

D. Previous work on the ethics of child-robot interactions

Research in the field of child-robot interaction has already indicated that the use of robots bring unique opportunities for autistic children and has a powerful impact on their behaviour and development mainly because of the embodied nature [4], [10], [22]; however, an increasing body of research has started exploring the possible emerging risks and ethical considerations that should be addressed even from the design process of robotic interventions for autistic children [11]. One of the robot-specific characteristics that contributes to those concerns is their dynamic (not static) nature which allow robots’ navigation into the human physical environment and the physical interaction with humans in a way that might have an impact on children’s basic fundamental rights such as safety, privacy and autonomy. Systematic analyses of ethical considerations in research of robots for autistic children is still scattered and it usually appears as a reflection on existing practices such as in [11] and [27]. In principle, the discussions on the ethical considerations in research of robot for autistic children has mainly the form of anticipatory ethics, meaning the anticipation of how future technologies will be applied and what their consequences might be [5], [23]. The focus of these discussions is mainly on harm prevention, data ethics issues, the robot autonomy and the transparency of the algorithms [11], [24]. Especially for the design of robot-supported therapeutic interventions, there is still uncertainty regarding the degree of human supervision and the long-term effects of applications that understand the stages of the human condition and their integration into therapy [17].

To address the emerging design challenges in robot-assisted diagnosis and interventions, one of the methodological approaches that has been widely used is the participation of parents and autism clinicians and educators [1], [20], [36]. While in general stakeholders agree about the positive effects
of robots in therapy for autistic children, they indicate that an approach of robot supervised autonomy would create more trust and would improve the quality of the therapy.

Although this body of research contributes in a substantial way to our understanding regarding the integration of trustworthy robots for autistic children, it seems that only a few studies include autistic children in the process of the design of robot-supported interventions for them. Considering the participation of autistic children in the design process is a challenging process which requires a delicate interplay between the pre-established broader ethical principles and guidelines with micro-ethics, especially for designs for marginalized children [34]. Spiel et al. highlight the importance of immediate interaction between researchers and marginalized children in participatory projects with in-situ micro-ethical judgements (ibid.).

We build upon this line and we consider the policy guidelines on AI and Child’s Rights as published by UNICEF as well as our reflections on our participatory design study with autistic children to re-examine the guidelines in the specific context of the design of a social robot with and for children. To our knowledge, this is the first systematic endeavour of the consideration of these guidelines in the context of social robotics and autistic children.

II. OVERVIEW OF OUR APPROACH

Building on interdisciplinary expertise (with the project’s three Principal Investigators coming from robotics, education and architecture) and an existing collaboration with the UK-based SEN school The Mendip School (which hosts 144 autistic children), we co-designed a social robot to support the children (based on their ideas), and deployed it for a total duration of three weeks in the school. Indeed, our methodology has two main phases: the iterative and participatory co-design of the robot behaviours and the context for its use; a three-week in-situ deployment of the robot in the school; and the observations of its use and impact on the complex and dynamic context of the school.

The research methods employed during the first phase comprise of: (1) a half-day workshop at the school, with two focus groups with the target population, as well as unstructured interactions with other pupils (Fig. 1a); (2) a one-day workshop among the research team, with an external invited academic, expert in child-robot interactions and responsible AI. This workshop was focused on mind-mapping the outcomes of the children focus groups; (3) a day with the robot embedded in the staff room to familiarise teaching staff with the robot’s capabilities; (4) a one hour focus group with the school’s teachers, where the results of the children’s focus group were discussed and built upon and further insights from the teachers about the integration of Pepper into the school ecosystem; (5) a half-day workshop with an autistic academic, to better account for the autistic community perspective on this line of research and accordingly refine the project framing and interaction design.

Taken together, we found that the children felt Pepper could support their emotional and general well-being. The children suggested that: “I kind of like him”; “I’d say I am like excited with it”; “umm... I’d say I am like excited with it...also, like looking at her, it like”; and “robots are cool and very, very helpful for learning”. In addition, one pupil suggested that: “I’m not that much of a people person... I’m a robot person... I find it very hard to make friends with an actual person”, while another said: “it could be a good idea that it could like help others [...] it could help with people’s feelings, like if people are sad [...] it could help them get better”. These ideas were explored further in the focus groups. This feedback, along with ideas from the teachers, also helped to provide clear ideas for what Pepper would do and the interface we would build. Engaging with the pupils in this way ensured the researchers were guided by what the children wanted to use Pepper for.

The research team also connected the children’s input with the teachers and their approaches for teaching, learning and behaviour management in their classes/school. It soon
became clear through the teacher’s focus group that adopting
the school’s existing materials (emotional regulation sheets)
would be an appropriate way to ensure pupils could interface
with Pepper in a manner they would be familiar with (i.e.
selecting an input that first asks how the pupil is feeling:
happy, sad, angry, frustrated, tired, etc...).

One of the key outcomes of this co-design phase is the
focus and framing of our research on the well-being of
autistic pupils in their school rather than robot-supported
cognitive development support. Indeed, contrary to previous
research on robots for autism that focus on using robots to
teach social skills to the children (eg [6], [16], [19], [32],
[35]), our focus groups have evidenced that more than social
skills, there is a demand for social support and well-being.
As a result, the interactions with the robot are unstructured
(e.g. not scheduled), child-led and can be indifferently one-
to-one or group-based. Also, unlike most of the previous
research in this field, the robot is located in the school
corridors, interacting autonomously with the children in a
mostly unstructured way, rather pre-arranged in-classroom
interactions. This gives more freedom to the children to
choose when and how they want to interact.

The second phase took place in the school where the robot
was placed in a communal area (see Fig. 1b), and could be
interacted with by the children (group of about 50 students,
aged 13-16) at any time during the school day (8.45am-3pm).
Specifically, no dedicated interaction time was scheduled
for the pupils, as the researchers wanted to see whether and how
robot usage patterns would emerge from within the school
dynamic. As such, the robot has been used and observed
in a naturalistic context. We argue that this indeed helps to
form a better understanding of the actual impact of the robot
on a school dynamics compared to structured face-to-face
child-robot interactions.

The methods used during this phase comprise of obser-
vations made by the researcher while observing the robot
from a distance, children’s self-reported mood before and
after interacting with the robot, quantitative measurements
of the interactions (robot’s logs), post-hoc questionnaires
administered to the children, and post-hoc group interviews
with the teachers (note however that the analysis of these
observations is outside of the scope of this article).

III. APPLICATION OF THE UNICEF GUIDELINES TO
THE STUDY DESIGN AND IMPLEMENTATION

Building upon the initiative of HRI2021 workshop on
Child-Robot Interaction & Child’s Fundamental Rights [8],
our project with The Mendip School attempts to explicitly
address through its methodology the nine principles outlined
in the UNICEF policy guidance.

We present hereafter how each of the nine guidelines are
accounted for in our project and methodology.

A. Principle 1 – Support children’s development and well-
being

The principle Support children’s development and well-
being is directly reflected in the aim of our work: we installed

a social robot in a SEN school for 3 weeks, with the
primary role of the robot being to provide social support and
comfort to the pupils who requested it. The pupils’ well-
being and social needs were identified from the in-school
focus groups with the children themselves and their teachers;
the robot’s eight basic behaviours (including story telling,
dancing, playing calm music, cuddling, telling jokes) were
identified during the focus groups as well, and available to
the pupils during the study.

B. Principle 2 – Ensure inclusion of and for children

The inclusion of and for children is a fundamental aspect
of the project: the robot is explicitly aimed at autistic
children, a group that might otherwise be excluded of many
AI-related technologies.

The children co-design the robot’s behaviours with the
researcher. As such, they are included from the onset in the
creation of the AI system. The system is developed primarily
for the children, and its behaviour and performance is only
measured against the children’s needs.

C. Principle 3 – Prioritise fairness and non-discrimination
for children

The study takes place in a very diverse environment, with
a broad range of mental and physical abilities. In particular,
some children are non-verbal, which could prevent them to
interact with the system. To address this issue (as well as
the technical limitations of speech technology in a school
environment [25]), we have designed an hybrid interaction
mechanism, where the robot speaks to the children, and the
children answer by pressing large, icon-based, buttons.

The location of the robot, in a communal space (school
corridor), enables interaction with everyone, in a non-
discriminatory way. Interactions are child-led: because the
children start themselves the interaction, the robot can not
discriminate against sub-groups (due to eg detection issue
of children in wheel chairs, etc.)

Finally, the robot’s behaviours are co-designed between
the children, the teachers and the researchers, taking the end-
users voice into account at every level, and ensuring fairness
and non-discrimination in the resulting robot capabilities.

D. Principle 4 – Protect children’s data and privacy

Working with SEN children is ethically sensitive, and
protecting the children privacy is essential: the robot is
equipped with cameras and microphone, that could poten-
tially be misused. While we sought the consent of both the
parents and the children to take part in the study (and the
children could choose not to interact with the robot), we
additionally decided for the robot not to store any personal
information (no videos, no audio). Only anonymous data is
stored (like the position of children around the robot, but not
their identities). Furthermore the robot is not connected to
the Internet (preventing any possibility of malicious remote
access).
E. Principle 5 – Ensure safety for children

The robot is a physical device, which could in principle cause harm. The robot is designed as a social agent, which might trigger undesired affective bonding from some children (especially vulnerable children).

The choice of the robot (Softbank Pepper) is based on its general, risk-assessed, safety to interact with human and children in particular. The height of the robot (1.2m) is similar to the children. The robot’s arms are lightweight and compliant, meaning they can not cause serious injury, even in case of malfunction.

The psychological safety of the robot is investigated in the study; the on-site researcher and school staff were trained to recognise children’s distress if/when it happened. As such we were able to respond immediately should anything happen. During our initial testing of Pepper in the school, and in consultation with the school, we devised ways to minimise any adverse effects of Pepper. For example, we de-briefed with teachers and school leaders every day with a view to reflect on, and if necessary, adjust our practices in the school. This included the teachers reporting anything adverse in their classrooms related to Pepper’s presence.

One final consideration was that of an ‘exit’ strategy for Pepper. Autistic children can become tied to routine quickly [3] and removing Pepper, having become used to seeing Pepper, could have proven to be a problem for some of the children. In this regard, we ensured that Pepper said ‘good-bye’ at a school assembly and that pupils had a chance to see Pepper before the study ended. However, this issue does need careful and considered thought in work of this nature.

F. Principle 6 – Provide transparency, explainability, and accountability for children

The robot can be perceived as a ‘magical being’ by the children, hiding its decision making process behind interaction tricks.

What ‘transparency’ or ‘explainability’ means from the perspective of a child is however not entirely clear yet. To shed some light on that question, we have exhaustively recorded every question asked by the children about the robot during the 3-week study, collecting 60+ questions. During the study the on-site researcher answered children’s questions about the robot to the best of their ability in terms appropriate to the children’s level of understanding. These answers and subsequent conversations were also recorded.

While still being analysed, this data should enable a better understanding of what an explainable and transparent behaviour means from the unique perspective of the autistic children.

Contributing to the robot’s behavioural transparency, however, is the fact that the interaction is mostly child-led: the robot’s behaviours are triggered and chosen by the children, who remain ‘in control’ of the interaction, ensuring a level of explainability and accountability.

G. Principle 7 – Empower governments and businesses with knowledge of AI and children’s rights

Deploying an autonomous robot in a school for a meaningful period of time will raised awareness about the potential benefits of AI in a sensitive societal environment. It will also start the discussion with all stakeholders (from the children and their parents, to the Department for Education of the government) around the interplay between AI and children.

As a part of the project the university (UWE) produced a press release across several online platforms, including the university’s website and TikTok. By sharing news about the project the public, and by extension government and businesses, were informed of the potential benefits of AI in this environment. We reviewed outgoing publications relating to the project to ensure that it was a fair and reasonable representation of the project’s aims (to support the well-being of the children), the robot’s role in the school, and its impact on the pupils.

H. Principle 8 – Prepare children for present and future developments in AI

The children are given the opportunity to freely interact with a robot for a meaningful period of time, experimenting with how AI and technology might impact their lives, and better understanding what they think would be beneficial (or not) to them.

The project will help prepare children for AI through exposure to these technologies during their educational experience in a school setting. As digital natives, this exposure can assist in familiarising children with technologies as they develop, and respond to the needs of the children. The use of co-design should further empower children to engage with the development of these technologies.

I. Principle 9 – Create an enabling environment

By embedding a robot in a rich, child-centered environment like a school, with a range of stakeholders able to interact with the robot (children, teacher, other school staff, parents), this study contributes to creating an enabling environment, where AI is not only an abstract concept, but a physical, situated system that each stakeholder can question and challenge. The behaviours of the social robot are designed to help empower and enable the children with their educational and emotional needs.

IV. DISCUSSION AND OUTLOOK

A. Limits of the approach

Our experiences, while positive, did reveal two key cases that need to be discussed. The first was a pupil who did not want to interact with Pepper at all. In fact they entered the school via a separate door to make sure they did not even see Pepper. This was managed by the school and the pupil’s teacher. There was also a case of a pupil who was in a classroom adjacent to where Pepper was based in the corridor. This pupil did not like Pepper either, repeatedly stating “That stupid robot, I don’t like it, when it is going?”. So in these two instances managing the situation, and being
carefully aware of it was paramount. In the case of the first child we found out that they are fearful of any digital technologies that do not work correctly (i.e. not specific to robots). In the case of the second pupil, we worked very closely with their teacher. We de-briefed with the teacher each afternoon (after school) to ensure that the pupil was not distressed or having their education impacted in anyway. While we offered in several occasions to interrupt the study, the school insisted for it to continue, and interestingly, we were informed by this pupil’s teacher, that he was in class more (he would previously spend lots of time in the corridor) and engaged in learning in much more meaningful ways. So issues like this need (1) recognising (that not all pupils will like a robot like Pepper) and (2) managing carefully if/when they arise.

In another case we also found that some pupils, and one in particular, seemed to become emotionally attached to Pepper. She enjoyed spending time with Pepper listening to stories, calming music and also touching Pepper (stroking the head and holding hands, for example). As a result of removing Pepper at the end of the study, we had a follow up email from her parent (father), the day after the study ended in the school, who commented: "On Friday evening she [the pupil] came to me and said that she was sad. When I asked why she said that Pepper had left today. She went on to say that she will miss Pepper and hopes to meet again one day. This is a very strong reaction for [her], through the project she has gone out of her way to tell us when she interacted with Pepper. Seeing Pepper quickly became the highlight of her days". While this project attempted to minimise potential distress from the robot’s removal, this interesting response also raises issues for researchers who need to very carefully manage the emotional attachment some may have with a social robot over a long period of time.

B. Relation to the UN sustainable development goals

The UNICEF guidelines align with several of the UN goals for sustainable development. In particular, UN goals 3 (Good Health and Well-being) and 4 (Quality Education) align with the UNICEF Principle 1 Support children’s development and well-being outlined above, and UN goal 10 (Reduced Inequalities) with UNICEF Principle 3 Prioritise fairness and non-discrimination for children. With the overall agendas of both organisations closely aligned, our work informs and contributes to both sets of goals.

C. Conclusion and next steps

While relatively broad in its wording, the UNICEF guidance sets a high bar for the design of ethical and responsible AI systems, by forcing the designers to account for the wider context of use of the technology. This policy guidance did not have robotics as a specific focus, and consequently, one might question whether such guidance would be appropriate and applicable to embodied AI systems like robots.

While the scope of our study is modest (in total, 13 days of actual robot deployment in the school), it is also a challenging one: working with vulnerable populations (autistic children, some of them with additional cognitive, emotional and/or physical disabilities) in their naturalistic environment (the school) and over a period of time long enough to go past the initial excitement (novelty effect) and explore longer-term adoption, is far from routine.

In that context, we found that the UNICEF guidance aligned closely with our user-centered approach and provided a strong ethical framing for the work. We suggest that future work in the field of social robotics, and especially with children, carefully consider the UNICEF guidance in their ethical and practical approach of designing child-robot interfaces. In fact we suggest that the field should be led by users (in this context children) and that child-led-robot-interactions, designed with and for them, represents a major step in co-designing the future in this field.

To address the many implementation complexities, UNICEF invited governments and business sector to pilot the policy guidelines in various fields. Two of the pilot case-studies are closely related to our research: (i) the adoption of the guidelines for the Haru social-robot for typically developing children and (ii) the AutismVR Imisi 3D application that teaches people how to interact with autistic children. While results of the first case-study has contributed to the development of a framework on social robots and child’s fundamental rights [9], this was developed with the participation of neurotypical children and further long-term and systematic research is needed for its examination with autistic children.
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