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The AMANDA-II detector, operating since 2000 in the deep ice at the geographic South Pole, has accumulated a large sample of atmospheric muon neutrinos in the 100 GeV to 10 TeV energy range. The zenith angle and energy distribution of these events can be used to search for various phenomenological signatures of quantum gravity in the neutrino sector, such as violation of Lorentz invariance (VLI) or quantum decoherence (QD). Analyzing a set of 5511 candidate neutrino events collected during 1387 days of livetime from 2000 to 2006, we find no evidence for such effects and set upper limits on VLI and QD parameters using a maximum likelihood method. Given the absence of evidence for new flavor-changing physics, we use the same methodology to determine the conventional atmospheric muon neutrino flux above 100 GeV.

PACS numbers: 95.55.Vj, 14.60.St, 11.30.Cp, 03.65.Yz, 04.60.-m

I. INTRODUCTION

Experimental searches for possible low-energy signatures of quantum gravity (QG) can provide a valuable connection to a Planck-scale theory. Numerous quantum gravity theories suggest that Lorentz invariance may be violated or spontaneously broken, including loop quantum gravity [1], noncommutative geometry [2], and string theory [3]. This, in turn, has encouraged phenomenological developments and experimental searches for such effects [4,5]. Space-time may also exhibit a “foamy” nature at the smallest length scales, inducing decoherence of pure quantum states to mixed states during propagation through this background [6].

The neutrino sector is a promising place to search for such phenomena. Neutrino oscillations act as a quantum interferometer, and QG effects that are expected to be small at energies below the Planck scale can be amplified into large flavor-changing signatures. Water-based or ice-based Cherenkov neutrino detectors such as BAIKAL [9], AMANDA-II [10], ANTARES [11], and IceCube [12] have the potential to accumulate large samples of high energy atmospheric muon neutrinos. We present here an analysis of AMANDA-II atmospheric muon neutrinos collected from 2000 to 2006 in which we search for flavor-changing signatures that might arise from QG phenomena.

In addition to searches for physics beyond the Standard Model, a measurement of the conventional atmospheric neutrino flux is useful in its own right. Uncertainties in the incident primary cosmic ray spectrum affect the atmospheric neutrino flux calculations (see e.g. Refs. [13, 14]). Atmospheric neutrinos are the primary background to searches for astrophysical neutrino point sources and diffuse fluxes, so knowledge of the flux at higher energies is crucial. In this analysis, we vary the normalization and spectral index of existing models for the atmospheric neutrino flux.

We begin with a review of the phenomenon relevant to our search for new physics in atmospheric neutrinos. Next, we describe the AMANDA-II detector, data selection procedures, and atmospheric neutrino simulation.
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A. Atmospheric Neutrinos

Atmospheric neutrinos are produced when high energy cosmic rays collide with air molecules, producing charged pions and kaons that subsequently decay into muons and muon neutrinos. Observations of atmospheric neutrinos by Super-Kamiokande [13], Soudan 2 [10], MACRO [17], and other experiments have provided strong evidence for mass-induced atmospheric neutrino oscillations. The relationship between the mass eigenstates and the flavor eigenstates can be characterized by three mixing angles, two mass splittings, and a complex phase. Because of the smallness of the $\theta_{13}$ mixing angle and the $\Delta m_{12}$ splitting (see Ref. [18] for a review), it suffices to consider a two-neutrino system in the atmospheric case, and the survival probability for muon neutrinos of energy $E$ as they travel over a baseline $L$ from the production point in the atmosphere to a detector is

$$P_{\nu_\mu \to \nu_\mu} = 1 - \sin^2 2\theta_{\text{atm}} \sin^2 \left( \frac{\Delta m_{\text{atm}}^2 L}{4E} \right),$$

where $L$ is in inverse energy units (we continue this convention unless noted otherwise). In practice, the zenith angle of the neutrino serves as a proxy for the baseline $L$.

A recent global fit to oscillation data results in best-fit atmospheric oscillation parameters of $\Delta m_{\text{atm}}^2 = 2.39 \times 10^{-3} \text{ eV}^2$ and $\sin^2 2\theta_{\text{atm}} = 0.995$ [18]. Thus, for energies above about 50 GeV, atmospheric neutrino oscillations cease for Earth-diameter baselines. However, a number of phenomenological models of physics beyond the Standard Model predict flavor-changing effects at higher energies that can alter the zenith angle distribution and energy spectrum of atmospheric muon neutrinos. We review two of these here, violation of Lorentz invariance and quantum decoherence.

B. Violation of Lorentz Invariance

Many models of quantum gravity suggest that Lorentz symmetry may not be exact [8]. Even if a QG theory is Lorentz symmetric, the symmetry may still be spontaneously broken in our Universe. Atmospheric neutrinos, with energies above 100 GeV and mass less than 1 eV, have Lorentz boosts exceeding $10^{11}$ and provide a sensitive test of Lorentz symmetry.

Neutrino oscillations in particular provide a sensitive testbed for such effects. Oscillations act as a “quantum interferometer” by magnifying small differences in energy into large flavor changes as the neutrinos propagate. In conventional oscillations, this energy shift results from the small differences in mass among the eigenstates, but specific manifestations of VLI can also result in energy shifts that can generate neutrino oscillations with different energy dependencies.

In particular, we consider VLI in which neutrinos have limiting velocities other than the canonical speed of light $c$ ([6, 7]; see the appendix for further background). Since these velocity eigenstates can be distinct from the mass or flavor eigenstates, in a two-flavor system this introduces another mixing angle $\xi$ and a phase $\eta$. The magnitude of the VLI is characterized by the velocity-splitting between the eigenstates, $\Delta c/c = (c_{a2} - c_{a1})/c$.

In this form of VLI, the $\nu_\mu$ survival probability is [19]

$$P_{\nu_\mu \to \nu_\mu} = 1 - \sin^2 2\Theta \sin^2 \left( \frac{\Delta m^2 L}{4E} \right),$$

where the combined effective mixing angle $\Theta$ can be written

$$\sin^2 2\Theta = \frac{1}{R^2}(\sin^2 2\theta + \sin^2 2\xi + 2R \sin 2\theta \sin 2\xi \cos \eta),$$

the correction to the oscillation wavelength $R$ is

$$R = \sqrt{1 + R^2 + 2R \cos 2\theta \cos 2\xi + \sin 2\theta \sin 2\xi \cos \eta},$$

and the ratio $R$ between the VLI oscillation wavelength and mass-induced wavelength is

$$R = \frac{\Delta c}{2} \frac{E}{\Delta m^2} \left( \frac{E}{c} \right),$$

for a muon neutrino of energy $E$ and traveling over baseline $L$. For atmospheric neutrinos, we fix the conventional mixing angle $\theta = \theta_{\text{atm}}$ and mass difference $\Delta m^2 = \Delta m_{\text{atm}}^2$ to the global fit values determined in Ref. [20] of $\Delta m_{\text{atm}}^2 = 2.2 \times 10^{-3} \text{ eV}^2$ and $\sin^2 2\theta_{\text{atm}} = 1$. For simplicity, the phase $\eta$ is often set to 0 or $\pi/2$. For illustration, if we take both conventional and VLI mixing to be maximal ($\xi = \pi/4$), this reduces to

$$P_{\nu_\mu \to \nu_\mu} (\text{maximal}) = 1 - \sin^2 \left( \frac{\Delta m^2 L}{4E} + \frac{\Delta c LE}{c} \right).$$

Note the different energy dependence of the two effects. The survival probability for maximal baselines as a function of neutrino energy is shown in Fig. [11].
VLI oscillation length $L \propto E^{-1}$ to other integral powers of the neutrino energy $E$, that is,

$$\frac{\Delta c LE}{c} \rightarrow \Delta \delta \frac{LE^n}{2},$$

where $n \in \{1, 2, 3\}$, and the generalized VLI term $\Delta \delta$ is in units of GeV$^{-n+1}$. An $L \propto E^{-2}$ energy dependence ($n = 2$) has been proposed in the context of loop quantum gravity [26] and in the case of non-renormalizable VLI effects caused by the space-time foam [27]. Both the $L \propto E^{-1}$ ($n = 1$) and the $L \propto E^{-3}$ ($n = 3$) cases have been examined in the context of violations of the equivalence principle (VEP) [28, 29, 30]. In general, Lorentz violation implies violation of the equivalence principle, so searches for either effect are related [3].

### C. Quantum Decoherence

Another possible low-energy signature of QG is the evolution of pure states to mixed states via interaction with the environment of space-time itself, or quantum decoherence. One heuristic picture of this phenomenon is the production of virtual black hole pairs in a “foamy” spacetime, created from the vacuum at scales near the Planck length [31]. Interactions with the virtual black holes may not preserve certain quantum numbers like neutrino flavor, causing decoherence into a superposition of flavors.

Quantum decoherence can be treated phenomenologically as a quantum open system that evolves thermodynamically (we refer the reader to the appendix for more detail). In a three-flavor neutrino system, the decoherence from one flavor state to a superposition of flavors can be characterized by a set of parameters $D_i, i \in \{1, \ldots, 8\}$ that represent a characteristic inverse length scale over which the decoherence sets in. The $\nu_\mu$ survival probability in such a system is [32]

$$P_{\nu_\mu \rightarrow \nu_\mu} = \frac{1}{3} + \frac{1}{2} \left[ \frac{1}{4} e^{-LD_3} (1 + \cos 2\theta)^2 + \frac{1}{12} e^{-LD_8} (1 - 3 \cos 2\theta)^2 + e^{-\frac{4}{3}(D_6+D_7) \sin^2 2\theta} \right] \cdot \left[ 1 + \frac{\sin \left( \frac{L}{2} \sqrt{\frac{\Delta m^2}{E}} \right)}{\sqrt{\frac{\Delta m^2}{E}} - (D_6 - D_7)} \right].$$

Note the limiting probability of 1/3, representing full decoherence into an equal superposition of flavors. The $D_i$ not appearing in Eq. 8 affect decoherence between other flavors, but not the $\nu_\mu$ survival probability.

The energy dependence of the decoherence terms $D_i$ depends on the underlying microscopic model. As with the VLI effects, we choose a generalized phenomenological approach where we suppose the $D_i$ vary as some integral power of the energy, that is

$$D_i = D_i^* E^n, \quad n \in \{1, 2, 3\}$$

Finally, the survival probability $P_{\nu_\mu \rightarrow \nu_\mu}$ is calculated for each $D_i$ as a function of energy and the parameters $n$ and $\theta$. This allows for a detailed comparison with experimental data from neutrino experiments like Super-Kamiokande [19] and K2K [20].
where $E$ is the neutrino energy in GeV, and the units of the $D_i^*$ are GeV$^{-n+1}$. The particularly interesting $E^2$ form is suggested by decoherence calculations in non-critical string theories involving recoiling D-brane geometries [34]. We show the $n = 2$ survival probability as a function of neutrino energy for maximal baselines in Fig. [1].

An analysis of Super-Kamiokande in a two-flavor framework has resulted in an upper limit at the 90% CL of $D^* < 9.0 \times 10^{-28} \text{ GeV}^{-1}$ for an $E^2$ model and all $D_i^*$ equal [35]. ANTARES has reported sensitivity to various two-flavor decoherence scenarios as well, using a more general formulation [36]. Analyses of Super-Kamiokande, KamLAND, and K2K data [37, 38] have also set strong limits on decoherence effects proportional to $E^0$ and $E^{-1}$. Because for such effects our higher energy range does not benefit us, we do not expect to be able to improve upon these limits, and we focus on effects with $n \geq 1$.

III. DATA AND SIMULATION

A. The AMANDA-II Detector

The AMANDA-II detector consists of 677 optical modules (OMs) on 19 vertical cables or “strings” frozen into the deep, clear ice near the geographic South Pole. Each OM consists of a 20 cm diameter photomultiplier tube (PMT) housed in a glass pressure sphere. Cherenkov photons produced by charged particles moving through the ice trigger the PMTs. Combining the photon arrival times with knowledge of the absorption and scattering properties of the ice [39] allows reconstruction of a particle track through the array [40].

In particular, a charged current $\nu_\mu$ interaction will produce a muon that can traverse the entire detector. This track-like topology allows reconstruction of the original neutrino direction to within a few degrees. An estimate of the energy of the muon is possible by measuring its energy loss, but this is complicated by stochastic losses, and in any case is only a lower bound on the original neutrino energy.

B. Simulation

In order to meaningfully compare our data with expectations from various signal hypotheses, we must have a detailed simulation of the atmospheric neutrinos and the subsequent detector response. For the input atmospheric muon neutrino spectrum, we generate an isotropic power-law flux with the NUSIM neutrino simulator [45] and then reweight the events to standard flux predictions [12, 48]. We have extended the predicted fluxes to the TeV energy range by fitting the low-energy region with the Gaisser parametrization [47] and then extrapolating above 700 GeV. We add standard oscillations and/or non-standard flavor changes by weighting the events with the muon neutrino survival probability in Eqs. [1] or [8].

Muon propagation and energy loss near and within the detector is simulated using MMC [48]. Photon propagation through the ice, including scattering and absorption, is modeled with PHOTONICS [49], incorporating the depth-dependent characteristic dust layers [39]. The AMASIM program [50] simulates the detector response, and identical reconstruction methods are performed on data and simulation. Cosmic ray background rejection is verified at all but the highest quality levels by a parallel simulation chain fed with atmospheric muons from CORSIKA [51], although when reaching contamination levels of $O(1\%)$ — a rejection factor of $10^8$ — computational limitations become prohibitive.

C. Atmospheric Neutrino Event Selection

Even with kilometers of ice as an overburden, atmospheric muon events dominate over neutrino events by a factor of about $10^6$. Selecting only “up-going” muons allows us to reject the large background of atmospheric muons, using the Earth as a filter to screen out everything but neutrinos. In practice, we must also use other observables indicating the quality of the muon directional reconstruction, in order to eliminate mis-reconstructed atmospheric muon events.

Our data sample consists of $1.3 \times 10^{10}$ events collected with AMANDA-II during the years 2000 to 2006. The primary trigger for this analysis is a multiplicity condition requiring 24 OM’s to exceed their discriminator threshold (a “hit”) within a sliding window of 2.5 $\mu$s. As part of the initial data cleaning, periods of unstable detector operation are discarded, such as during the austral summer months when upgrades and configuration changes occur. After accounting for inherent detector deadtime in the trigger and readout electronics, the sample represents 1387 days of livetime. During the data filtering, dead or unstable OM’s are removed, resulting in approximately 540 modules for use in this analysis. Isolated noise hits and hits caused by electrical cross-talk are also removed [40].

As a starting point for neutrino selection, we utilize the quality selection criteria from the AMANDA-II 5-year point source analysis [41]. These cuts, not specifically optimized for high energy neutrinos, are efficient at selection of atmospheric neutrinos and achieve a purity level of $\sim 95\%$, estimated by tightening the quality cuts until the ratio between data and atmospheric neutrino simulation stabilizes. The primary reconstruction and/or quality variables used in this selection are:

1. the reconstructed zenith angle as obtained from a 32-iteration unbiased likelihood (UL) fit;
2. the smoothness, a topological parameter describing the homogeneity of the photon hits along the UL fit track;
3. the estimated angular resolution of the UL fit, using the width of the likelihood minimum [12];

4. the likelihood ratio between the UL fit and a Bayesian likelihood (BL) fit [13] obtained by weighting the likelihood with a zenith-angle-dependent prior. This weight constrains the track hypothesis to reconstruct the event as a “down-going” atmospheric muon.

The strength of the smoothness and the likelihood ratio cuts also vary with the reconstructed zenith angle, as in general the cuts must be stronger near the horizon where background contamination is worse. Further discussion of the background rejection of these quality variables can be found in the point source analysis using these data [44].

To this selection we add further criteria to remove the final few percent of mis-reconstructed atmospheric muons. Specifically, we remove events with poor values in the following quality variables:

1. the space-angle difference between the UL fit track and the fit track by JAMS (a fast pattern-matching reconstruction; see Ref. [41]);
2. the number of hits from direct (unscattered) photons based on the UL fit hypothesis;
3. the maximum length along the reconstructed track between direct photon hits.

These selection criteria, as well as the analysis procedure described in section IV, were designed in a blind manner, in order to avoid biasing the results. Specifically, our observables (the zenith angle and number of OMs hit, \(N_{\text{ch}}\); see section IV.A) were kept hidden when designing both. However, after unblinding, we found a small excess of high energy events above atmospheric neutrino predictions (444 events with \(60 \leq N_{\text{ch}} < 120\) on an expectation of \(\sim 350\)). While this is a relatively small fraction of the overall sample, and an excess at high \(N_{\text{ch}}\) cannot be misinterpreted as one of our new physics hypotheses, a concentration of high energy background events could falsely suggest an atmospheric neutrino spectrum much harder than expected.

We find that these events exhibit characteristics of mis-reconstructed atmospheric muons: poor reconstructed angular resolution; poor UL-to-BL likelihood ratio; and low numbers of unscattered photon hits based on the fit hypothesis. As atmospheric neutrino events show better angular resolution and likelihood ratio at higher energies, we chose to revise our selection criteria to tighten the cuts on space-angle difference and angular resolution as function of the number of OMs hit, \(N_{\text{ch}}\). In particular, from \(N_{\text{ch}} = 50\) to \(N_{\text{ch}} = 80\), we linearly decrease (strengthen) the required angular resolution and space-angle difference. These additional cuts were only applied to events with likelihood ratio lower than the median for a given zenith angle, as determined by atmospheric neutrino simulation. We estimate that the purity of the final event sample is greater than 99%.

### D. Final Neutrino Sample

After all selection criteria are applied, we are left with a sample of 5544 atmospheric neutrino candidate events with reconstructed zenith angles below the horizon\(^1\). We may characterize the total efficiency of neutrino detection, including all detector and cut efficiencies as well as effects such as earth absorption, via the neutrino effective area \(A_{\text{eff}}^\nu(E, \theta, \phi)\), defined such that

\[
N_{\text{events}} = \int dE d\Omega \frac{d\Phi(E, \theta, \phi)}{dE d\Omega} A_{\text{eff}}^\nu(E, \theta, \phi) \quad (10)
\]

for a differential neutrino flux \(d\Phi/dE d\Omega\). Fig. 2 shows the \(\nu_\mu\) and \(\bar{\nu}_\mu\) effective areas as a function of neutrino energy for event sample used in this analysis, as derived from the simulation chain described in the previous section. We have averaged over the detector azimuth \(\phi\). The differences in effective area at various zenith angles are due to detector geometry, Earth absorption at high energies, and the strong quality cuts near the horizon; the different effective areas for \(\nu_\mu\) and \(\bar{\nu}_\mu\) are due to their different interaction cross sections.

The simulated energy response to the Barr et al. atmospheric neutrino flux [40] (without any new physics) is shown in Fig. 3. For this flux, the simulated median energy of the final event sample is 640 GeV, and the 5%-95% range is 105 GeV to 8.9 TeV.

### IV. ANALYSIS METHODOLOGY

#### A. Observables

As described in section II, the signature of a flavor-changing new physics effect such as VLI or QD is a deficit of \(\nu_\mu\) events at the highest energies and longest baselines (i.e., near the vertical direction). For our directional observable, we use the cosine of the reconstructed zenith angle as given by the UL fit, \(\cos \theta_{\text{UL}}\) (with \(-1\) being the vertical up-going direction). We use the number of OMs (or channels) hit, \(N_{\text{ch}}\), as an energy-correlated observable. Fig. 4 shows the neutrino energy as a function of the simulated \(N_{\text{ch}}\) response. Fig. 5 shows the simulated effects of QD and VLI on both the zenith angle and \(N_{\text{ch}}\) distributions, a deficit of events at high \(N_{\text{ch}}\) and towards more vertical directions. Because the \(N_{\text{ch}}\) energy estimation is approximate, the VLI oscillation minima are

\(^1\)A table of the atmospheric neutrino events is available at [http://www.icecube.wisc.edu/science/data](http://www.icecube.wisc.edu/science/data).
smear out, and the two effects look similar in the observables. Furthermore, the observable minima are not exactly in the vertical direction because the $N_{\mathrm{ch}}$-energy relationship varies with zenith angle (see Fig. 4), since the detector is taller than it is wide. However, this geometry is beneficial for angular reconstruction of near-vertical events and so is still well-suited to this analysis.

### FIG. 2: Simulated detector effective area versus neutrino energy at the final analysis level. Left: $\nu_\mu$ effective areas for several zenith angle ranges. Right: zenith-angle-averaged effective areas for $\nu_\mu$ (solid) and $\bar{\nu}_\mu$ (dotted).

### FIG. 3: Simulated $\nu_\mu + \bar{\nu}_\mu$ energy distribution of the final event sample, assuming the Barr et al. input spectrum.

### FIG. 4: Simulated profile histogram of median neutrino energy versus number of OMs hit ($N_{\mathrm{ch}}$), both for all zenith angles below the horizon and for various zenith angle ranges. Error bars on the all-angle points represent the $\pm 1\sigma$ spread at each $N_{\mathrm{ch}}$.

### B. Statistical Methods

To test the compatibility of our measured atmospheric neutrino ($\cos \theta_{\mathrm{UL}}, N_{\mathrm{ch}}$) distribution with the various hypotheses characterized by the VLI and QD parameters, we turn to the frequentist approach of Feldman and Cousins [52]. Specifically, we iterate over our physics parameters $\theta_r$, and our test statistic at each point in the
to the best-fit point\(\hat{\theta}_r\),

\[
\Delta L(\theta_r) = L(\theta_r) - L(\hat{\theta}_r) = -2 \ln P(\{n_i\}|\theta_r) + 2 \ln P(\{n_i\}|\hat{\theta}_r) = 2 \sum_{i=1}^{N} \left( \mu_i - \hat{\mu}_i + n_i \ln \frac{\hat{\mu}_i}{\mu_i} \right)
\]

for binned distributions of observables with \(n_i\) counts in the \(i\)th bin, with \(\mu_i(\hat{\mu}_i)\) expected given physics parameters \(\theta_i(\hat{\theta}_r)\). For example, in a search for VLI effects, our physics parameters \(\theta_i\) are the VLI parameters \(\log_{10} \Delta \delta\) and \(\sin 2\xi\); a binned distribution of simulated \(N_{ch}\) and \(\cos \theta_{UL}\) gives us \(\mu_i\) for a particular value of the VLI parameters; and the distribution of \(N_{ch}\) and \(\cos \theta_{UL}\) for the data gives us \(n_i\).

As in Ref. 52, we characterize the spread in the test statistic \(\Delta L\) expected from statistical variations by generating a number of simulated experiments at each point \(\theta_r\). To define the allowed region of parameter space at a confidence level (CL) \(\alpha\), we find the critical value \(\Delta L_{\text{crit}}(\theta_r)\) for which a fraction \(\alpha\) of the experiments at \(\theta_r\) satisfy \(\Delta L < \Delta L_{\text{crit}}\). Then our acceptance region at this CL is the set of parameter space \(\{\theta_r\}\) where \(\Delta L_{\text{data}}(\theta_r) < \Delta L_{\text{crit}}(\theta_r)\).

The above procedure does not \textit{a priori} incorporate any systematic errors (or in statistical terms, \textit{nuisance parameters}). For a review of recent approaches to this problem, see 53. We use an approximation for the likelihood ratio that, in a sense, uses the worst-case values for the nuisance parameters \(\theta_s\) — the values that make the data fit the hypothesis the best at the point \(\theta_r\). In other words, we marginalize over \(\theta_s\) in both the numerator and the denominator of the likelihood ratio:

\[
\Delta L_p(\theta_r) = L(\theta_r, \hat{\theta}_s) - L(\hat{\theta}_r, \hat{\theta}_s),
\]

where we have globally minimized the second term, and we have conditionally minimized the first term, keeping \(\theta_r\) fixed but varying the nuisance parameters to find \(\hat{\theta}_s\). This test statistic is known as the \textit{profile likelihood} 54.

The profile likelihood is used in combination with a \(\chi^2\) approximation in the MINUIT method and is also explored in some detail by Rolke \textit{et al.} 56. To extend our frequentist construction to the profile likelihood, we follow the \textit{profile construction} method 58: we perform simulated experiments as before, but instead of iterating through the entire \((\theta_r, \theta_s)\) space, at each point in the physics parameter space \(\theta_r\) we fix \(\theta_s\) to its best-fit value from the \textit{data}, \(\hat{\theta}_s\). Then we recalculate the profile likelihood for the experiment as defined in Eq. 12. As before, this gives us a set of likelihood ratios \(\{\Delta L_p\}\) with which we can define the critical value for a confidence level that depends only on \(\theta_r\).

\section{C. Systematic Errors}

Each nuisance parameter added to the likelihood test statistic increases the dimensionality of the space we must search for the minimum; therefore, to add systematic errors we group by their effect on the \((\cos \theta_{UL}, N_{ch})\)
distribution. We define the following four classes of errors: 1) normalization errors, affecting only the total event count; 2) slope errors, affecting the energy spectrum of the neutrino events and thus the $N_{ch}$ distribution; 3) tilt errors, affecting the $\cos\theta_{UL}$ distribution; and 4) OM efficiency errors, which affect the probability of photon detection and change both the $\cos\theta_{UL}$ and $N_{ch}$ distribution. These errors are incorporated into the simulation as follows:

- Normalization errors are incorporated via a uniform weight $1 \pm \sqrt{\alpha_1^2 + \alpha_2^2}$;
- slope errors are incorporated via an energy-dependent event weight $(E/E_{\text{median}})^{\Delta\gamma}$, where $E_{\text{median}}$ is the median neutrino energy at the final cut level, 640 GeV;
- tilt errors are incorporated by linearly tilting the $\cos\theta_{UL}$ distribution via a factor $1 + 2\kappa(\cos\theta_{UL} + \frac{1}{2})$;
- and OM efficiency errors are incorporated by regenerating atmospheric neutrino simulation while changing the efficiency of all OMs in the detector simulation from the nominal value by a factor $1 + \epsilon$.

We split the normalization error into two components, $\alpha_1$ and $\alpha_2$, to facilitate the determination of the conventional atmospheric flux, as we discuss later.

Table I summarizes sources of systematic error and the class of each error. The total normalization errors $\alpha_1$ and $\alpha_2$ are obtained by adding the individual normalization errors in quadrature, while the tilt $\kappa$ and slope change $\Delta\gamma$ are added linearly. Asymmetric error totals are conservatively assumed to be symmetric, using whichever deviation from the nominal is largest. Each class of error maps to one dimension in the likelihood space, so for example in the VLI case, $L(\theta_r, \theta_\alpha) = L(\Delta\delta, \sin 2\xi, \alpha, \Delta\gamma, \kappa, \epsilon)$. During minimization, each nuisance parameter is allowed to vary freely within the range allowed around its nominal value, with each point in the likelihood space giving a specific prediction for the observables, $N_{ch}$ and $\cos\theta_{UL}$. In most cases, the nominal value of a nuisance parameter corresponds to the predictions of the Barr et al. flux, with best-known inputs to the detector simulation chain.

One of the largest sources of systematic error is the overall normalization of the atmospheric neutrino flux. While the total $\nu_\mu + \bar{\nu}_\mu$ simulated event rate for recent models [13, 60] only differs by $\pm 7\%$, this masks significantly larger differences in the individual $\nu_\mu$ and $\bar{\nu}_\mu$ rates. We take the latter difference of $\pm 18\%$ to be more representative of the true uncertainties in the models. This is also in line with the total uncertainty in the flux estimated in Ref. [13].

Another large source of error in the event rate arises from uncertainties in our simulation of the neutrino interactions, including the neutrino-nucleon cross section, parton distribution functions, and the neutrino-muon scattering angle. We quantify this by comparing our NUSIM simulation with a sample generated with the ANIS simulator [60]. ANIS uses the CTEQ5 cross sections and parton distribution functions [61], compared to MRS [62] in NUSIM, and it also accurately simulates the neutrino-muon scattering angle. We find an $8\%$ difference in the normalization for an atmospheric neutrino spectrum.

A third significant source of error is the uncertainty in the efficiency of the optical modules, that is, the probability an OM will detect a Cherenkov photon. This has a large effect on both the overall detector event rate (a decrease of $1\%$ in efficiency results in a decrease of $2.5\%$ in event rate) and the shape of the zenith angle and $N_{ch}$ distributions. We quantify the uncertainty by comparing the trigger rate of down-going muons with simulation predictions given various OM efficiencies, including the uncertainty of hadronic interactions by using CORSIKA air shower simulations with the SIBYLL 2.1 [63], EPOS 1.60 [64], and QGSJET-II-03 [65] interaction models. We find that we can constrain the optical module efficiency to within $+10\%/-7\%$, consistent with the range of uncertainty determined in Ref. [11]. Furthermore, because uncertainties in the ice properties have similar effects on our observables, we model OM efficiency and ice scattering/absorption together as a single source of error of $\pm 10\%$ (in efficiency).

Other smaller sources of error were quantified with dedicated simulation studies or, if directly applicable to this analysis, taken from Ref. [11]. For example, we determine the effect of a large contribution of “prompt” $\nu_\mu$ from charmed particle decay by simulating the optimistic Naumov RQPM flux [66], and find that its effects can be modeled with the normalization, slope, and tilt errors as shown in Table I. Finally, we characterize our uncertainty in our reconstruction quality parameters (“reconstruction bias” in table I) by investigating how systematic disagreements between data and simulation affect the number of events surviving to the final cut level.

| Error | Class | Magnitude |
|-------|-------|-----------|
| Atm. $\nu_\mu + \bar{\nu}_\mu$ flux | $\alpha_1$ | $\pm 18\%$ |
| Neutrino interaction | $\alpha_2$ | $\pm 8\%$ |
| Reconstruction bias | $\alpha_2$ | $-4\%$ |
| $\nu_\mu$-induced muons | $\alpha_2$ | $+2\%$ |
| Background contamination | $\alpha_2$ | $+1\%$ |
| Charmed meson contribution | $\alpha_2$ | $+1\%$ |
| Timing residual uncertainty | $\alpha_2$ | $\pm 2\%$ |
| Muon energy loss | $\alpha_2$ | $\pm 1\%$ |
| Primary CR slope (H, He) | $\Delta\gamma$ | $\pm 0.03$ |
| Charmed meson contribution | $\Delta\gamma$ | $+0.05$ |
| Pion/kaon ratio | $\kappa$ | $+0.01/-0.03$ |
| Charmed meson contribution | $\kappa$ | $-0.03$ |
| OM efficiency, ice | $\epsilon$ | $\pm 10\%$ |
D. Binning and Analysis Parameters

In general, finer binning provides higher sensitivity with a likelihood analysis, and indeed we find a monotonic increase in sensitivity to VLI effects while increasing the number of bins in \( \cos \theta_{UL} \) and \( N_{ch} \). However, because the further gains in sensitivity are minimal with binning finer than \( 10 \times 10 \), we limit ourselves to this size in order to avoid any systematic artifacts that might show up were we to bin, say, finer than our angular resolution. We also limit the \( N_{ch} \) range for the analysis to \( 20 \leq N_{ch} < 120 \). While the multiplicity trigger requires 24 or more OMs in an event, the hit-cleaning algorithms reduce the effective threshold to \( N_{ch} \approx 20 \). We limit the high energy range to events with \( N_{ch} < 120 \) in order to avoid regions with poor statistics. This limits the possibility that a few remaining background events concentrated at high energy might bias the analysis, which assumes the data can be modeled by atmospheric neutrino simulation with a small energy-independent background contamination. The choice of \( N_{ch} \) range reduces the number of candidate neutrino events in the analysis region to 5511. These binning choices were made in a blind manner, using simulation to determine sensitivity.

We also make a few more simplifications to reduce the dimensionality of the likelihood space. First, the phase \( \eta \) in the VLI survival probability (Eq. 2) is only relevant if the VLI effects are large enough to overlap in energy with conventional oscillations (i.e., below \( \sim 100 \text{ GeV} \)). Since our neutrino sample is largely outside this range, we set \( \cos \eta = 0 \) for this search. This means we can also limit the VLI mixing angle to the range \( 0 \leq \sin 2 \xi \leq 1 \). Secondly, in the QD case, we vary the decoherence parameters \( D_i^* \) in pairs \( (D_5^*, D_8^*) \) and \( (D_6^*, D_7^*) \). If we set \( D_5^* \) and \( D_8^* \) to zero, after decoherence \( 1/2 \) of \( \nu_\mu \) remain; with \( D_6^* \) and \( D_7^* \) set to zero, \( 5/6 \) remain; and with all \( D_i^* \) equal and nonzero, \( 1/3 \) remain after decoherence. These limiting behaviors are relevant when considering sensitivity to different parts of the parameter space.

Finally, in the absence of new physics, we can use the same methodology to determine the conventional atmospheric neutrino flux. In this case, the nuisance parameters \( \alpha_i \) (the uncertainty on the atmospheric neutrino flux normalization) and \( \Delta \gamma \) (the change in spectral slope relative to the input model) become our physics parameters.

The determination of an input energy spectrum by using a set of model curves with a limited number of parameters is commonly known as forward-folding (see e.g. Ref. [57]).

Table II summarizes the likelihood parameters used for the VLI, QD, and conventional analyses.

| Analysis | Physics parameters | Nuisance parameters |
|----------|--------------------|-------------------|
| VLI      | \( \Delta \delta, \sin 2 \xi \) | \( \alpha_1, \alpha_2, \Delta \gamma, \kappa, \epsilon \) |
| QD       | \( D_{5,8}^*, D_{6,7}^* \) | \( \alpha_1, \alpha_2, \Delta \gamma, \kappa, \epsilon \) |
| Conv.    | \( \alpha_1, \Delta \gamma \) | \( \alpha_2, \kappa, \epsilon \) |

TABLE II: Physics parameters and nuisance parameters used in each of the likelihood analyses (VLI, QD, and conventional).

induced oscillations or quantum decoherence, and the data are consistent with expectations from atmospheric flux models. The reconstructed zenith angle and \( N_{ch} \) distributions compared to standard atmospheric neutrino models are shown in Fig. B projected into one dimension from the \( 10 \times 10 \) two-dimensional analysis distribution and rebinned. Given the lack of evidence for new physics, we set upper limits on the VLI and QD parameters.

A. Upper Limits on Violation of Lorentz Invariance

The 90% CL upper limits on the VLI parameter \( \Delta \delta \) for oscillations of various energy dependencies, with maximal mixing (\( \sin 2 \xi = 1 \)) and phase \( \cos \eta = 0 \), are presented in Table III. Allowed regions at 90%, 95%, and 99% confidence levels in the \( \Delta \delta - \sin 2 \xi \) plane for the \( n = 1 \) hypothesis are shown in Fig. C. The upper limit at maximal mixing of \( \Delta \delta \leq 2.8 \times 10^{-27} \) is competitive with that from a combined Super-Kamiokande and K2K analysis [19].

In the \( n = 1 \) case, recall that the VLI parameter \( \Delta \delta \) corresponds to the splitting in velocity eigenstates \( \Delta c/c \). Observations of ultra-high energy cosmic rays constrain VLI velocity splitting in other particle sectors, with the upper limit on proton-photon splitting of \( (c_p - c)/c < 10^{-23} \) [16]. While we probe a rather specific manifestation of VLI in the neutrino sector, our limits are orders of magnitude better than those obtained with other tests.

B. Upper Limits on Quantum Decoherence

The 90% CL upper limits on the decoherence parameters \( D_i^* \) given various energy dependencies are also shown in Table III. Allowed regions at 90%, 95%, and 99% confidence levels in the \( D_{5,8}^* - D_{6,7}^* \) plane for the \( n = 2 \) case are shown in Fig. D. The 90% CL upper limit from this analysis with all \( D_i^* \) equal for the \( n = 2 \) case, \( D^* \leq 1.3 \times 10^{-31} \text{ GeV}^{-1} \), extends the previous best limit from Super-Kamiokande by nearly four orders of magnitude. Because of the strong \( E^2 \) energy dependence, AMANDA-II’s extended energy reach allows much improved limits.

V. RESULTS

After performing the likelihood analysis on the \( (\cos \theta_{UL}, N_{ch}) \) distribution, we find no evidence for VLI-
C. Determination of Atmospheric Flux

In the absence of evidence for violation of Lorentz invariance or quantum decoherence, we interpret the atmospheric neutrino flux in the context of Standard Model physics only. We use the likelihood analysis to perform a two-parameter forward-folding of the atmospheric neutrino flux to determine the normalization and any change in spectral index relative to existing models. As described in section IV D, we test hypotheses of the form

$$
\frac{d\Phi}{dE} = (1 + \alpha_1) \frac{d\Phi_{\text{ref}}}{dE} \left( \frac{E}{E_{\text{median}}} \right)^{\Delta \gamma},
$$

(13)

where $d\Phi_{\text{ref}}/dE$ is the differential Barr et al. or Honda et al. flux.

The allowed regions in the $\alpha_1$-$\Delta \gamma$ parameter space are shown in Fig. 9. We display the band of allowed energy spectra in Fig. 10 where we have constructed the allowed region by forming the envelope of the set of curves allowed on the 90% contour in Fig. 9. The energy range of the band is the intersection of the 5%-95% regions of the allowed set of spectra, so restricted in order to limit the range of our constraints to an energy region in which

| $n$ | VLI ($\Delta \delta$) | QD ($D^*$) | Units       |
|-----|----------------------|------------|-------------|
| 1   | $2.8 \times 10^{-27}$| $1.2 \times 10^{-27}$ | $-$, GeV$^{-1}$ |
| 2   | $2.7 \times 10^{-31}$| $1.3 \times 10^{-31}$ | GeV$^{-1}$ |
| 3   | $1.9 \times 10^{-35}$| $6.3 \times 10^{-36}$ | GeV$^{-2}$ |

FIG. 6: Zenith angle and $N_{\text{ch}}$ distribution of candidate atmospheric neutrino events in the final sample, compared with Barr et al. [46] and Honda et al. [13] predictions (statistical error bars).

FIG. 7: 90%, 95%, and 99% CL allowed regions (from darkest to lightest) for VLI-induced oscillation effects with $n = 1$. Note we plot $\sin^2 2\xi$ to enhance the region of interest. Also shown are the Super-Kamiokande + K2K 90% contour [19] (dashed line), and the projected IceCube 10-year 90% sensitivity [68] (dotted line).
AMANDA-II is sensitive. The central best-fit point is also shown in Figs. 9 and 10. In fact, there is actually a range of best-fit points for the normalization, because of the degeneracy between the normalization parameter $\alpha_1$ and the systematic error $\alpha_2$. Specifically, we find the best-fit spectra to be

$$\frac{d\Phi_{\text{best-fit}}}{dE} = (1.1 \pm 0.1) \left(\frac{E}{640 \, \text{GeV}}\right)^{0.056} \cdot \frac{d\Phi_{\text{Barr}}}{dE}$$ (14)

for the energy range 120 GeV to 7.8 TeV, where the $\pm 0.1$ is not the error on the fit but the range of possible best-fit values. This result is compatible with an analysis of Super-Kamiokande data [69] as well as an unfolding of the Fréjus data [70], and extends the Super-Kamiokande measurement by nearly an order of magnitude in energy. Our data suggest an atmospheric neutrino spectrum with a slightly harder spectral slope and higher normalization than either the Barr et al. or Honda et al. model. This result is consistent with Super-Kamiokande data and extends that measurement by nearly an order of magnitude in energy.

For an interpretation of the VLI and QD upper limits, we consider natural expectations for the values of such parameters. Given effects proportional to $E^2$ and $E^n$, one can argue via dimensional analysis that the new physics parameter should contain a power of the Planck mass $M_{\text{Pl}}$ or $M_{\text{Pl}}^2$, respectively [71]. For example, for the decoherence parameters $D$, we may expect

$$D = D^* E_n^n = d^* \frac{E_n^n}{M_{\text{Pl}}^{n-1}}$$ (15)

for $n \geq 2$, and $d^*$ is a dimensionless quantity that is $O(1)$ by naturalness. From the limits in table III we find $d^* < 1.6 \times 10^{-12}$ ($n = 2$) and $d^* < 910$ ($n = 3$). For the $n = 2$ case, the decoherence parameter is far below the natural expectation, suggesting either a stronger suppression than described, or that we have indeed probed beyond the Planck scale and found no decoherence of this type.

While the AMANDA-II data acquisition system used in this analysis ceased taking data at the end of 2006, the
next-generation, cubic-kilometer-scale IceCube detector has the potential to improve greatly upon the limits presented here, as increased statistics of atmospheric neutrinos at the highest energies probe smaller deviations from the Standard Model. In particular, IceCube should be sensitive to VLI effects an order of magnitude smaller than the limits from this analysis [68] (see also GGMR 2006, AMANDA-II (2000-2006, 90% CL), and Barr et al. [46] and Honda et al. [13]).

Such a search is complicated by the low expected flux levels from individual GRBs, as well as uncertainty of any intrinsic \( \gamma - \nu \) delay due to production mechanisms in the source (for a further discussion, see Ref. [78]). Other probes of Planck-scale physics may be possible as well, but ultimately this will depend on the characteristics of the neutrino sources detected.
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**APPENDIX: FORMALISM**

We present for the interested reader more detail of the phenomenological background to the atmospheric \( \nu_\mu \) survival probabilities for the VLI and QD hypotheses that we test in this work.

1. **Violation of Lorentz Invariance**

The Standard Model Extension (SME) provides an effective field-theoretic approach to violation of Lorentz invariance (VLI) [77]. The “minimal” SME adds all coordinate-independent renormalizable Lorentz- and CPT-violating terms to the Standard Model Lagrangian. Even when restricted to first order effects in the neutrino sector, the SME results in numerous potentially observable effects [72, 76, 78, 79]. To specify one particular model that leads to alternative oscillations at high energy, we consider only the Lorentz-violating Lagrangian term

\[
\frac{1}{2} l (c_L)_{\mu \nu a b} \bar{T}_a \gamma^\mu \bar{D}^\nu L_b \tag{A.1}
\]

with the VLI parametrized by the dimensionless coefficient \( c_L \) [72]. \( L_a \) and \( L_b \) are left-handed neutrino doublets with indices running over the generations \( e, \mu, \tau \), and \( D^\nu \) is the covariant derivative with \( A \rightarrow (D^\nu A) \).

We restrict ourselves to rotationally invariant scenarios with only nonzero time components in \( c_L \), and we
consider only a two-flavor system. The eigenstates of the resulting $2 \times 2$ matrix $c \rightindices{\nu} c \rightindices{\nu} T$ correspond to differing maximal attainable velocity (MAV) eigenstates. These may be distinct from either the flavor or mass eigenstates. Any difference $\Delta \nu$ in the eigenvalues will result in neutrino oscillations. The above construction is equivalent to a modified dispersion relationship of the form

$$E^2 = p^2 c^2 + m^2 c^4$$ \hspace{1cm} (A.2)

where $c$ is the MAV for a particular eigenstate, and in general $c \neq c$. Given that the mass is negligible, the energy difference between two MAV eigenstates is equal to the VLI parameter $\Delta c/c = (c_{a1} - c_{a2})/c$, where $c$ is the canonical speed of light.

The effective Hamiltonian $H_{\pm}$ representing the energy shifts from both mass-induced and VLI oscillations can be written [19]

$$H_{\pm} = \frac{\Delta m^2}{4E} U_{\theta} \left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right) U_{\theta}^\dagger + \frac{\Delta \nu}{c} \frac{E}{2} U_{\xi} \left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right) U_{\xi}^\dagger$$ \hspace{1cm} (A.3)

with two mixing angles $\theta$ and $\xi$. The associated $2 \times 2$ mixing matrices are

$$U_{\theta} = \left( \begin{array}{cc} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{array} \right)$$ \hspace{1cm} (A.4)

and

$$U_{\xi} = \left( \begin{array}{cc} \cos \xi & \sin \xi e^{\pm i \eta} \\ -\sin \xi e^{\mp i \eta} & \cos \xi \end{array} \right)$$ \hspace{1cm} (A.5)

with $\eta$ representing their relative phase. Solving the Louiville equation for time evolution of the state density matrix $\rho$,

$$\dot{\rho} = -i[H_{\pm}, \rho]$$ \hspace{1cm} (A.6)

results in the $\nu_{\mu}$ survival probability in Eq. 2. We refer the reader to Ref. [19] for more detail.

2. Quantum Decoherence

Several constructions exist of a phenomenological framework for quantum decoherence effects [80]. A common approach is to modify the time-evolution of the density matrix $\rho$ with a dissipative term $\delta H \rho$:

$$\dot{\rho} = -i[H, \rho] + \delta H \rho .$$ \hspace{1cm} (A.7)

One method to model such an open system is via the technique of Lindblad quantum dynamical semigroups [81]. Here we outline the approach in Ref. [32], to which we refer the reader for more detail. In this case we have a set of self-adjoint environmental operators $A_{\mu}$, and Eq. [A.7] becomes

$$\dot{\rho} = -i[H, \rho] + \frac{1}{2} \sum_{\mu} \left( [A_{\mu}, A_{\mu}^\dagger] + [A_{\mu}^\dagger, A_{\mu}] \right) .$$ \hspace{1cm} (A.8)

The hermiticity of the $A_{\mu}$ ensures the monotonic increase of entropy, and in general, pure states will now evolve to mixed states. The irreversibility of this process implies CPT violation [80].

To obtain specific predictions for the neutrino sector, there are again several approaches for both two-flavor systems [31][32] and three-flavor systems [32][33]. Again, we follow the approach in [32] for a three-flavor neutrino system including both decoherence and mass-induced oscillations. The dissipative term in Eq. [A.7] is expanded in the Gell-Mann basis $F_{\mu, \nu}, \mu \in \{0, \ldots, 8\}$, such that

$$\frac{1}{2} \sum_{\mu} \left( [A_{\mu}, A_{\mu}^\dagger] + [A_{\mu}^\dagger, A_{\mu}] \right) = \sum_{\mu, \nu} L_{\mu \nu} \rho_{\mu} F_{\nu} .$$ \hspace{1cm} (A.9)

At this stage we must choose a form for the decoherence matrix $L_{\mu \nu}$, and we select the weak-coupling limit in which $L$ is diagonal, with $L_{00} = 0$ and $L_{ii} = -D_i$, $i \in \{1, \ldots, 8\}$. The $D_i$ are in energy units, and their inverses represent the characteristic length scale(s) over which decoherence effects occur. Solving this system for atmospheric neutrinos (where we neglect mass-induced oscillations other than $\nu_{\mu} \rightarrow \nu_{\tau}$) results in the $\nu_{\mu}$ survival probability given in Eq. [8].

In Eq. [8] we must impose the condition $\Delta m^2/E > |D_6 - D_7|$, but this is not an issue in the parameter space we explore in this analysis. If one wishes to ensure strong conditions such as complete positivity [82], there may be other inequalities that must be imposed (see e.g. the discussion in Ref. [33]).
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