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Abstract—The time-domain simulation is fundamental for power system transient stability analysis. Accurate and reliable simulations depend on accurate dynamic component modeling. In practical power systems, dynamic component modeling has long faced the challenges of model determination and model calibration, especially with the rapid development of renewable generation and power electronics. In this paper, based on the general framework of neural ordinary differential equations (ODEs), a modified neural ODE module and a neural differential-algebraic equations (DAEs) module for power system dynamic component modeling are proposed. Autoencoder-based frameworks of the proposed modules are put forward to upgrade model performance. The methodology of integrating neural dynamic models trained by the proposed neural modules into transient stability simulations is demonstrated. With datasets consisting of sampled curves of input variables and output variables, the proposed modules can be used to fulfill the tasks of black-box modeling, physics-data-integrated modeling, parameter inference, etc. Tests are carried out in the IEEE-39 system to prove the validity and potentiality of the proposed modules.
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I. INTRODUCTION

From the perspective of power systems, ensuring the normal and healthy functioning of components and the stable operation of the system is a crucial task. The success of this task relies heavily on accurate dynamic component modeling and power system dynamic simulations [1].

Power system dynamic component modeling is already a mature and generally researched area [2]. Practical power systems have long faced the challenges of model determination and model calibration, especially with the rapid development of renewable generation and power electronics. On the one hand, the physics of some components is still under research. We may not have enough prior knowledge to construct or select a proper model, e.g., the equivalent dynamic modeling of a wind farm considering low voltage ride-through. The measurable variables might also be limited, which means only partial dynamics is observable. On the other hand, the dynamic models of some new devices, e.g., a new type of regulator, may be completely black boxes due to the confidential protocols of the equipment companies. The only accessible knowledge is the settings and measured curves of the input and output variables of the equipment. Although a dynamic link library (DLL) file of the equipment is usually available for specific kinds of dynamic simulations, it is hard to learn the inner mechanism and optimize the control schemes of the device. The DLL file may also seriously degrade the efficiency of the simulation program and affect the gradient calculation process for stability control. In these situations, model determination and model calibration should be done simultaneously with very limited or even no prior knowledge except the input and output settings and sampled curves.

These challenges are the reason why these topics have been well studied and researchers are still pursuing research on them.

A. Related Works

As for the model determination problem, intuitively, dynamic components such as generating units, loads, regulators, etc., can be modeled based on their physics. It is the traditional and inevitable way of obtaining an accurate dynamic model that can be used in power system simulations. There have been continuing studies down this path and many physics-based models have been proposed, e.g., 2nd-order to 6th-order generator models [3], the induction motor model [3], generic models for wind turbines [4], the single diode solar cell model [5], the battery energy storage system model in the d-q axes [6], the average-value model of high-speed response brushless excitation systems [7], the IEEEG1 governor model [8], the multi-band power system stabilizer [9], etc. On the other hand, from the point of view of transmission networks, feeders in the substations, networked microgrids, traditional distribution networks, and active distribution networks (ADNs) containing distributed energy resources will usually be modeled as an equivalent dynamic load. A comprehensive review of load modeling can be found in [10]. The load model is usually selected by the operators based on their experience and the dynamic characteristics of the components in the network. Therefore, the load modeling of practical power systems often shows regional characteristics [2].

As for the model calibration problem, the most traditional way is to design physics-based field tests and directly calculate the parameters by obtaining needed measurements. Various measurement-based model calibration methods, which are essentially a posteriori optimization approach, have been proposed. A weighted least-square estimation algorithm that obtains the maximum likelihood estimation of the parameters is presented in [11]. Optimization-based methods formulate the parameter estimation problem as an optimization problem and solve it using gradient-based algorithms [12], trajectory sensitivity-based algorithms [13], [14], and meta-heuristic algorithms [15]. Kalman filter-based methods calibrate the parameters by representing the probability density function of the augmented state variables [16], [17]. Bayesian inference-based algorithms optimize the parameters by minimizing the errors of approximate posteriors [18], [19].

Research on machine learning (ML) has achieved a growth spurt in the past few years. ML algorithms have been applied to a variety of power system studies including dynamic component modeling. Reinforcement learning algorithms [20] calibrate model parameters...
by establishing an agent-environment interactive mechanism. Deep learning algorithms are used for the equivalent modeling of ADNs [21], model calibration [22], or to identify Koopman eigenfunctions for linear representation of nonlinear systems [23], etc. Neural ordinary differential equations (ODEs) proposed in [24] have been used to establish neural models of networked microgrids for reachability analysis [25]. The framework of neural ODE has drawn a lot of attention. Compared with other methods, the framework of neural ODE keeps the numerical integration structure, which is a very important prior knowledge. The framework has inspired many physics-data-integrated studies such as neural partial differential equations [26], the Hamilton neural networks [27], the Lagrangian neural networks [28], etc. These studies have demonstrated the great potential of neural ODE in solving the dynamics of physical systems.

B. Contributions

In this paper, we try to deal with the challenges of power system component dynamic modeling with a data-driven approach. The applications of neural ODE [24] for power system dynamic component modeling and transient stability simulations are discussed and tested. The contributions of this paper are as follows.

1) For power system dynamic component modeling, a modified neural ODE module and a neural differential-algebraic equations (DAE) module for power system dynamic component modeling are proposed. Autoencoder-based frameworks are presented to improve the flexibility and performance of the proposed neural modules.

2) Considering initial value calculation, discrete event handling, and convergence maintenance, the methodology of integrating neural dynamic models trained by the proposed neural modules into transient stability simulations is demonstrated.

3) Under the scenarios of black-box modeling, physics-data-integrated modeling, and model calibration, the proposed neural modules are implemented with Python and made public on GitHub (https://github.com/xxh0523/Ps_PSNODE). The trained models are integrated into a transient stability simulator and tested in the IEEE-39 system.

C. Paper Organization

The remainder of the papers is as follows. Section II introduces the problem formulation of power system dynamic component modeling. The modified neural ODE module and neural DAE module are illustrated in Section III. In section IV, how to integrate the neural models into transient stability simulations is demonstrated. Two simple but representative cases of an excitation controller and a classic synchronous machine are designed and tested in Section V and Section VI. Discussions on the proposed neural modules are carried out in Section VII. Conclusions are drawn in Section VIII.

II. PROBLEM FORMULATION

As mentioned before, the target of this paper is to build a mathematical model of dynamic components in a data-driven manner and integrate that model into transient stability simulations, as shown in Fig. 1. The neural modules proposed in this paper are used to build dynamic models and the learned models are integrated into simulations.

A. Data-Driven Dynamic Component Modeling

In power system transient stability simulations, the dynamic components can be divided into two types according to whether the component produces injection currents into the power network. For the ones that do not produce injection currents, e.g., an excitation controller, the dynamics can be formulated as:

$$\dot{x} = f(x, z)$$  \hspace{3cm} (1)

where $x$ is the state vector of the component whose time derivatives are equal to $f(x, z)$, and $z$ is the vector of required external variables. Taking an exciter as an example, in addition to the state variables, the nodal voltage of the generator-connected bus is needed for calculating derivatives, i.e., the nodal voltage belongs to $z$.

For the components that produce injection currents into the power network, the dynamics can be formulated as:

$$\dot{x} = f(x, i, v, z)$$ \hspace{3cm} (2)

$$i = g(x, v, z)$$ \hspace{3cm} (3)

where $i$ is the injection current, $v$ is the nodal voltage of the component-connected bus, and $g$ is the function of injection current calculation. Taking a synchronous machine as an example, the inner electric potentials, rotor angle, rotor speed, and state variables of regulators belong to $x$, the active and reactive power at the starting instant and at the current step may belong to $z$.

Accordingly, the model determination process is to properly set $x$ and $z$, then determine functions $f$ and $g$. The model calibration process is to estimate the parameters in functions $f$ and $g$ based on field tests or sampled curves. In this paper, we are trying to model dynamic components in a data-driven manner. A dataset of all or part of the relative variables shown in (4) are sampled:

$$S = \{\dot{x}, \dot{i}, \dot{v}, \dot{z}\}$$ \hspace{3cm} (4)

where $S$ denotes the dataset, and $\dot{x}, \dot{i}, \dot{v},$ and $\dot{z}$ contains the ground-truth values of $x, i, v, z$. Based on this dataset, a posterior model and its parameters need to be determined.

B. Data-driven Model-Integrated Dynamic Simulations

In transient stability simulations, the overall dynamics of a power system can be modeled as a group of high-dimensional non-linear DAEs including ODEs (5) for all the dynamic devices and algebraic equations (AEs) (6) for the power network:

$$\dot{x} = f(x, V)$$ \hspace{3cm} (5)

$$G(x, V) = YV - I(x, V) = 0$$ \hspace{3cm} (6)

where $x$ is the state vector of the system, whose time derivatives are equal to $f(x, V)$, $V$ is the bus voltage vector, $I$ is the injection current vector, $Y$ is the admittance matrix, and $G$ represents the whole network equations. The system DAEs can be solved with the simultaneous approach or the alternating approach [3]. It is obvious that the ODE models shown in (1) and DAE models shown in (2) and (3) can be easily integrated into the system DAEs shown in (5) and (6). It should also be easy to integrate the dynamic models built by the data-driven approach into simulations as well. The integration should not greatly affect the solution procedures.
III. MODIFIED NEURAL ODE MODULE AND NEURAL DAE MODULE FOR POWER SYSTEM DYNAMIC COMPONENT MODELING

A. General Framework of Neural ODE

The structure of the original Neural ODE module, as shown in Fig. 2(a), was first proposed by Chen et al. in 2018 [24]. A neural ODE block consisting of neural networks is used to formulate a parameterized derivative function, as shown in (7):

$$\hat{f}_\theta(x; \theta) \doteq x = f(x)$$

(7)

where $\theta$ denotes parameters of the neural ODE block. Given the initial values $x(0)$, the integration step $\Delta t$, the integration step $T$, and the derivative function (7), a series of $x$ can be easily calculated with a numerical integration method. For the convenience of demonstration, all the modules displayed in Fig. 2 use the Euler method as an example and the stepwise integration is as follows:

$$x(t + \Delta t) = x(t) + \Delta t \cdot f(x(t))$$

(8)

The neural ODE block can be trained with a data set of sampled curves of $x$. In (9), a loss function $L$ is defined to optimize $\theta$:

$$\theta = \arg \min_{\theta} \sum_{i=1}^{N} L(x_i, \hat{x}_i, \theta)$$

s.t. $\hat{x}_i = f_\theta(x_i; \theta), x_i(0) = \hat{x}_i(0), t \in [0, T]$  

$$\hat{x}_i = f(\hat{x}_i), \hat{x}_i(0) = \hat{x}_i(0), t \in [0, T]$$

$$\mathcal{S} = \{\hat{x}_i, \hat{x}_i\}, i = 1, 2, ..., N$$

(9)

where $N$ denotes the number of samples in the training set, $x$ denotes the series of state variables predicted using the neural ODE module, $\mathcal{S}$ denotes the sampled dataset, and $\hat{x}$ denotes the ground-truth series. As can be seen, with the same input $\hat{x}_i(0), x_i$, and series $\hat{x}_i$, can be obtained with numerical integration.

To optimize $\theta$, the adjoint sensitivity method [29], which is also introduced in [24] and [25], can be adopted. By forming a Hamiltonian $H$ [30], as shown in (10), the gradients with respect to $\theta$ can be calculated with a backward integration as shown in (11):

$$H(x; \theta, \lambda) = \lambda^T f_\theta(x; \theta)$$

(10)

$$\frac{\partial L}{\partial \theta} = \int_0^T \frac{\partial H}{\partial \theta} dt = \int_0^T \lambda^T \frac{\partial f_\theta}{\partial \theta} dt$$

(11)

where $\lambda$ denotes the Lagrange multiplier, the time derivatives of $\lambda$ obey (12), and $\lambda(T)$ obeys (13):

$$\lambda = -\frac{\partial H}{\partial x} = -\lambda^T \frac{\partial f_\theta}{\partial x}$$

(12)

$$\lambda(T) = \frac{\partial L}{\partial x(T)}$$

(13)

Like the forward integration, a numerical integration method can be used to solve the backward integration using a negative integration step $-\Delta t$. The parameters can be easily optimized after the gradients $\nabla_\theta L$ are obtained, e.g., by applying the stochastic gradient descent (SGD) method or the Adam optimizer [31].

B. Proposed Modified Neural ODE Module

Based on the general framework of neural ODE, for the components shown in (1) that do not produce injection currents into the power network, the dynamics of the component and the neural derivative function can be formulated as (14):

$$f_\theta(x, z; \theta) = \hat{x} = f(x, z)$$

(14)

Accordingly, a modified neural ODE module is shown in Fig. 2(b). An equality constraint is added to (9) and the overall optimization is formulated as:

$$\theta = \arg \min_{\theta} \sum_{i=1}^{N} L(x_i, \hat{x}_i; \theta)$$

s.t. $\hat{x}_i = f_\theta(x_i; \hat{z}_i), x_i(0) = \hat{x}_i(0), t \in [0, T]$  

$$\hat{x}_i = f(\hat{x}_i), \hat{x}_i(0) = \hat{x}_i(0), t \in [0, T]$$

$$\mathcal{S} = \{\hat{x}_i, \hat{z}_i\}, i = 1, 2, ..., N$$

(15)

where $\hat{z}$ denotes the ground-truth values of $z$. After applying the adjoint sensitivity method, parameters $\theta$ can be optimized based on (10)-(13) by changing $f_\theta(x, z; \theta)$ to $f_\theta(x, z; \theta)$.

C. Proposed Neural DAE Module

For the components shown in (2) and (3) that produce injection currents into the power network, a more complex module illustrated in Fig. 2. (d) is designed by adding a neural AE block. The dynamics can be approximated using the neural DAE module as follows:

$$f_\theta(x, i, v, z; \theta) = \hat{x} = f(x, i, v, z)$$

(16)

$$G_\xi(x, i, v, z; \xi) = i - g_\xi(x, v, z; \xi) = 0$$

(17)

$$G(x, i, v, z) = i - g(x, v, z)$$

where $G_\xi$ denotes the neural AEs, $g_\xi$ denotes the neural AE block, $\xi$ is the parameters of the neural AE block.

Similarly, the optimization of $\theta$ and $\xi$ can be formulated, as shown in (18).

$$\theta, \xi = \arg \min_{\theta, \xi} \sum_{i=1}^{N} L(x_i, \hat{x}_i, i, \hat{i}_i; \theta, \xi)$$

s.t. $\hat{x}_i = f_\theta(x_i, \hat{v}_i, \hat{z}_i; \theta)$  

$$G_\xi(x_i, i, \hat{v}_i, \hat{z}_i; \xi) = i - g_\xi(x_i, \hat{v}_i, \hat{z}_i; \xi) = 0$$

$$x_i(0) = \hat{x}_i(0), i(0) = \hat{i}_i(0), t \in [0, T]$$

$$\hat{x}_i = f(\hat{x}_i, i, \hat{v}_i, \hat{z}_i)$$

$$G(\hat{x}_i, i, \hat{v}_i, \hat{z}_i) = i - g(\hat{x}_i, \hat{v}_i, \hat{z}_i) = 0$$

(18)

$$\hat{x}_i(0) = \hat{x}_i(0), i(0) = \hat{i}_i(0), t \in [0, T]$$

$$\mathcal{S} = \{\hat{x}_i, \hat{i}_i, \hat{v}_i, \hat{z}_i\}, i = 1, 2, ..., N$$
The adjoint sensitivity method can also be used to derive gradients with respect to $\theta$ and $\xi$, which has the same form as the trajectory sensitivity method in the research field of power systems. The Hamiltonian $\mathcal{H}$ is defined in (19) and the gradients can be calculated as shown in (20) and (21):

$$\mathcal{H}(x,i,v,z,\theta,\xi,\lambda,\beta) = \lambda^T f(x,i,v,z,\theta) + \beta^T G_{\xi}(x,i,v,z,\xi)$$

\begin{align}
\nabla_\theta L &= \frac{\partial \mathcal{H}}{\partial \theta} = \int_t^0 \frac{\partial \mathcal{H}}{\partial \theta} dt = \int_t^0 \lambda^T \frac{\partial f}{\partial \theta} + \beta^T \frac{\partial G}{\partial \theta} dt \\
\nabla_\xi L &= \frac{\partial \mathcal{H}}{\partial \xi} = \int_t^0 \frac{\partial \mathcal{H}}{\partial \xi} dt = \int_t^0 \lambda^T \frac{\partial f}{\partial \xi} + \beta^T \frac{\partial G}{\partial \xi} dt
\end{align}

where $\lambda$ and $\beta$ denote the Lagrange multipliers, $\beta$ and the time derivatives of $\lambda$ obey (22) and (23), and $\lambda(T)$ obeys (24):

$$\dot{\lambda} = -\frac{\partial \mathcal{H}}{\partial x} = -\lambda^T \frac{\partial f}{\partial x} - \beta^T \frac{\partial G}{\partial x}$$

$$\dot{\theta} = \frac{\partial \mathcal{H}}{\partial t} = \lambda^T \frac{\partial f}{\partial t} + \beta^T \frac{\partial G}{\partial t}$$

$$\lambda(T) = \frac{\partial L}{\partial \mathcal{G}(T)}$$

Similarly, we can derive gradients with respect to $\theta$ and $\xi$ using a backward numerical integration.

D. Autoencoder-based frameworks

Frameworks of autoencoder-based neural modules are put forward in Fig. 2. (c) and Fig. 2. (e). The reason for introducing these structures is that a difficult problem in the original space may change to a simpler one after a non-linear dimensionality transformation. These techniques have also been widely used in computer science [32] and physics-data-integrated physics modeling [23].

The autoencoder-based modules are flexible. In real-world power systems, dynamic components are not usually completely observable. Only a very limited number of state variables can be measured. In this situation, a dimensionality-raising autoencoder is recommended to learn an approximation of the unseen dynamics in the hidden space. On the other hand, in an equivalent modeling situation, there are too many state variables and a low-dimensional manifold usually exists [33]. In this case, a dimensionality-reduction autoencoder is suggested to focus on the key features of the original dynamics. Therefore, in this paper, autoencoders are used to change dimensionality and improve model performance.

It should be noted that the encoding process only performs once to transform the initial value of $x$ and $i$ into the hidden space, whereas the decoding process is performed at every integration step including the starting step. The frameworks displayed in Fig. 2. (c) and Fig. 2. (e) are adopted for the convenience of description and understanding. The autoencoder-based variable transformations are shown in (25) and (26):

$$\begin{align}
X(0) &= encoder_x(x(0)) \\
x(t) &= decoder_x(X(t)) \\
Z(0) &= encoder_z(z(0)) \\
v(t) &= decoder_z(Z(t)) \\
I(0) &= encoder_i(i(0)) \\
I(t) &= decoder_i(I(t))
\end{align}$$

E. Loss Function and Training Procedures

For the convenience of demonstration, we take $(x,i,v,z)$ and the neural DAE module as the example to explain the loss function. The L2 norm (27) of the differences between the predicted curves and the ground-truth curves can be adopted:

$$\mathcal{L} = w_x \|x - x^*\|^2 + w_i \|i - i^*\|^2$$

where $w$ denotes the weighting factors of different variables. As mentioned before, the SGD method or the Adam optimizer can be applied to train the neural modules. The training procedures are demonstrated in Pseudo-code 1.

IV. NEURAL MODULE-INTEGRATED TRANSIENT STABILITY SIMULATIONS

A. Basics of Power System Transient Stability Simulations

The system DAEs shown in (5) and (6) can be solved by the simultaneous approach or by the alternating approach. In the simultaneous approach, after applying implicit numerical integration methods to ODEs, ODEs will transform into algebraic equations and can be solved simultaneously with (6) using the Newton method iteratively, as shown in (28)-(29):

$$\begin{align}
F(x,V) &= 0 \\
G(x,V) &= 0
\end{align}$$

$$\begin{bmatrix}
\frac{\partial F}{\partial x} \\
\frac{\partial G}{\partial x}
\end{bmatrix} \begin{bmatrix}
\Delta x \\
\Delta V
\end{bmatrix} = \begin{bmatrix}
-F \\
-G
\end{bmatrix}$$

where $F(x,V)$ are the transformed algebraic equations of ODEs. Taking the implicit trapezoidal method as an example, $F(x,V)$ is shown in (30).

$$\begin{align}
F(x,V,t) &= x(t) - \\
&= \left\{ x(t - \Delta t) + \frac{1}{2} \Delta t [f(x(t)) + f(x(t - \Delta t))] \right\}
\end{align}$$

On the other hand, in the alternating approach, the ODEs and AEs are solved separately. Fast solution techniques [34] can be used to
improve numerical stability and accelerate the solution processes. Firstly, given the state vector \( x(t) \) and bus voltage vector \( V(t) \) at instant \( t \), estimate the initial value \( V^{(0)}(t + \Delta t) \), or simply let \( V^{(0)}(t + \Delta t) = V(t) \). Secondly, solve (5) to obtain \( x^{(0)}(t + \Delta t) \) using the numerical integration method with \( x = x(t) \) and \( V = V^{(0)}(t + \Delta t) \). Third, solve (6) for \( V^{(1)}(t + \Delta t) \) with \( x = x^{(0)}(t + \Delta t) \) and \( V = V^{(0)}(t + \Delta t) \). Then solve (5) again with \( x = x^{(0)}(t + \Delta t) \) and \( V = V^{(1)}(t + \Delta t) \). The above iteration is repeated until convergence is reached.

As can be seen, the simultaneous approach is more rigorous and the dynamic models must support the calculation of partial derivatives shown in (29). In contrast, the alternating approach will cause errors and might affect the simulation accuracy, but this approach does not require partial derivatives and is widely used in industry-grade simulation programs because of its programming flexibility and simplicity, reliability, and robustness [3].

The DLL files provided by the equipment company cannot provide derivative information in most cases. Therefore, they cannot be used in the simultaneous approach. On the other hand, a DLL-based black-box model can be easily integrated into the alternating approach-based simulations. However, the integration of a DLL-based model may still seriously affect the simulation efficiency, especially in a GPU-based simulator.

B. Integrating Neural Models into Simulations

Firstly, the simulator must have neural network supportability, i.e., the simulator can load neural networks and perform forward propagation of neural networks.

As for the simultaneous approach, the simulator needs to additionally support backward propagation of neural networks for integrating neural models. Taking the neural DAE module and the implicit trapezoidal method as an example, the algebraic integration function is shown in (31) and the injection currents are calculated as shown in (32). The partial derivatives with respect to the input vector of the neural module are needed, as shown in (33):

\[
F(x, i, v, z, t) = x(t) - \left[ \begin{array}{c}
(x(t) - V(t)(t)) + \frac{1}{2} \left[ \Phi_\theta \begin{bmatrix} x(t), i(t), v(t), z(t); \theta \end{bmatrix} + \Phi_\theta \begin{bmatrix} x(t), i(t), v(t), z(t); \theta \end{bmatrix} \right] \right]
\]

\[
i(t) = g_\xi(x(t), v(t), z(t); \xi)
\]

\[
\begin{bmatrix}
\frac{\partial F}{\partial x} \\
\frac{\partial F}{\partial v} \\
\frac{\partial G}{\partial x} \\
\frac{\partial G}{\partial v}
\end{bmatrix} = \begin{bmatrix}
\Phi_{11} \left( \frac{\partial \Phi_\theta}{\partial x} \right) & \Phi_{12} \left( \frac{\partial \Phi_\theta}{\partial v} \right) \\
\Phi_{21} \left( \frac{\partial \Phi_\theta}{\partial x} \right) & \Phi_{22} \left( \frac{\partial \Phi_\theta}{\partial v} \right)
\end{bmatrix}
\]

where \( \Phi(\cdot) \) represents a function of \( \cdot \).

As for the alternating approach, the integration is intuitive. The neural ODE function \( f_\theta \) is used as the derivative function. It can be easily solved by numerical integration methods such as shown in (8). The neural AE function \( g_\xi \) is used to calculate injection currents. After adding the calculated injection currents to the connected bus, nodal voltages can be obtained by solving the network AEs (6).

Compared with the DLL files, the neural models can be used in the simultaneous approach as well as in the alternating approach. On the other hand, the integration of neural models will not affect the simulation procedures. In a CPU-based simulator, the calculation of neural networks can be easily implemented and accelerated. Meanwhile, the trained neural models can also be used to analyze the relevancies of input variables and output variables based on the partial derivatives, which can be easily calculated.

C. Initial Value Learner

For a dynamic component, the initial values of state variables may not be directly accessed, e.g., the initial value of the rotor angle is determined by the nodal voltage and power generation obtained by the power flow solution. It means that \( x(0) \) may not be directly obtained for the proposed neural modules. Therefore, an initial value learner is needed. In most cases, the learner may be of the form shown in (34).

\[
x(0) = h_\xi(i, v, z; \zeta)
\]

where \( h \) is an initial value calculator and \( \zeta \) denotes the parameters.

D. Discrete Event Handling

During simulations, events such as faults and relay actions will introduce jump changes to the network and operation variables such as nodal voltages. Taking Fig. 2. (b) as an example, the state variable \( x(t) \) will not change right before and after the event, i.e., \( x(t^+) = x(t^-) \), whereas some variables in \( z(t) \) may change, i.e., \( z(t^+) \neq z(t^-) \). The difference between \( z(t^+) \) and \( z(t^-) \) could be large when the power system is subjected to a major failure.

Considering these jump changes during the training process can improve the accuracy of the neural modules. Intuitively, we should use \( z(t^+) \) instead of \( z(t^-) \) to predict \( \dot{x}(t) \), i.e., \( z(t^+) \) should also be sampled in \( S \). However, in most power system simulation tools, jump changes cannot be obtained. An acceptable alternative is to use \( z(t + 1) \) instead of \( z(t) \) to predict \( \dot{x}(t) \) because the variables at the next integration step are a good approximation of the jump changes. Additional equality constraint (35) is added to (9) and constraints (35), (36), and (37) are added to (18) for discrete event handling:

\[
\begin{align*}
 i(t^+) &= g_\xi(x(t), v(t), z(t); \xi), t \in T_{event} \\
 i(t^+) &= g_\xi(x(t), v(t), z(t); \xi), t \in T_{event}
\end{align*}
\]

where \( T_{event} \) is the set of time instants when events happen. In the simulator, the neural AE function \( g_\xi \) can be used to calculate the jump changes. The time derivative \( \dot{f}_\theta(x(t), i(t'), v(t'), z(t'); \theta) \) at instant \( t' \) is used to calculate \( x(t + \Delta t) \).

E. Convergence Maintenance

The DAE models trained by the neural DAE modules are connected to the power network as a simple current source of which the current injection can be calculated as shown in (17). However, a current source without a shunt admittance can seriously affect the convergence in most cases, because the network equations may lose diagonal dominance. Therefore, besides the trained DAE model, an additional shunt admittance is also connected to the power network and the injection currents will be recalculated as follows:

\[
i' = i + v \cdot (jB')
\]

where \( i' \) is the fictitious injection current and \( B' \) is the fictitious susceptance, which is set to \( -50 \) in this paper.

V. MODULE DESIGNS FOR TYPICAL POWER COMPONENTS

The proposed neural modules can be used to build neural dynamic models for almost any dynamic component in power systems. In this paper, two simple but representative cases are tested to demonstrate the validity and potentiality of the neural modules. The modified neural ODE module is used to model a black-box excitation
controller. The neural DAE module is used to model a classic synchronous machine. The trained models are integrated into an alternating approach-based simulator to test the performances of these modules in actual transient simulations.

A. Modified Neural ODE Module Designs for a Black-box Exciter

A common excitation controller model displayed in Fig. 3 is used to test the modified neural ODE module. Only the input variables $V$ and $V_s$ and the output variable $E_{sl}$ of the exciter are accessible, i.e., the exciter is a black box for simulations. This is a commonly encountered situation when building controller models based on DFLs. Since the exciter is used as a representative of black-box regulators, $E_{sl\text{max}}$ and $E_{sl\text{min}}$ are set to plus and minus infinity, respectively, to test the generalization ability of the models.

Two modified neural ODE modules are implemented. One is the regular module without an autoencoder called Exciter_NE. The other one called Exciter_E utilizes an autoencoder. The input and output settings are shown in (39):

$$x(t) = \{E_{sl}(t)\}$$

$$z(t) = [V(t), V_s(t), V(0), V_s(0), x(0)] \tag{39}$$

In $z$, the initial steady-state values of $V$, $V_s$, and $E_{sl}$ are included so that the neural ODE block can learn how to calculate the reference variables $V_{st}$ and $E_{st\text{set}}$. In most cases, $V_{st}$ and $E_{st\text{set}}$ are unknown and calculated based on the steady state of the exciter. If the reference variables are known, they can be used to form $z$.

B. Neural DAE Module Designs for a Synchronous Machine

The classic generator model shown in (40) is the simplest grid-connected dynamic component with state variables and injection current. Therefore, it is selected as the representative to test the performance of neural DAE modules.

$$T_P \frac{d\omega}{dt} = \frac{P_L - P_E}{\omega}$$

$$\frac{d\delta}{dt} = (\omega - 1)2\pi f_o \tag{40}$$

where $T_P$ is the inertia time constant, $\omega$ is the per-unit value of the rotation speed, $\delta$ is the rotor angle, $P_L$ is the mechanical power, $P_E$ is the electromagnetic power, and $f_o$ is the rated frequency.

Two neural DAE modules are implemented. One is the regular module without an autoencoder called Gen_NE. The other one called Gen_E utilizes an autoencoder. The input and output settings are shown in (41).

$$x(t) = \{\alpha(t), \delta(t)\}$$

$$z(t) = [x(0), v_s(0), v_y(0), i_s(0), i_y(0)] \tag{41}$$

where $v_s$ and $v_y$ are respectively the real part and imaginary part of nodal voltage $v$, and $i_s$ and $i_y$ are respectively the injection current $i$. The reason for setting the input and output variables as in (41) is that the trained model can be directly integrated into simulations. Besides the neural DAE modules, a neural network $h$ with two hidden layers that learns the initial values $x(0)$ is also established.

The neural modules will be tested under three different situations. The first one is to train a purely data-driven model without any physical prior knowledge. Only the curves of input and output variables are utilized. The second one is to train a physics-data-integrated model. In this model, the variation of rotor angle is simulated using the actual dynamic derivative function shown in the second equation of (40), which is also intuitive because the time derivative of rotor angles always meets with that equation. In this case, the neural networks are used to calculate the time derivative of the rotation speed $\omega$. The last one is a model calibration test. The exact derivative functions are known whereas the parameters $T_P$ and the transient reactance $X'_t$ are unknown. In this case, we could register $T_P$ and $X'_t$ as learnable parameters in PyTorch [35] and build a neural DAE module. The parameters can be determined by training.

C. Building Neural Modules with Neural Networks

The designs of neural modules can be found in TABLE I. In the “Models” column, “NE” stands for no encoding and “E” stands for encoding. In the “Dimensionality” column, the dimensionality of hidden layers in Fig. 2. (b) and Fig. 2. (d) shows the width of the hidden layers. The neural ODE block and the neural AE block are built with a fully connected neural network (FCNN) that contains three hidden layers. All the hidden layers have the same width. The dimensionality of hidden space in Fig. 2. (c) and Fig. 2. (e) shows the dimensionality of the encoded variables. Taking the modified neural module in Fig. 2. (c) as an example, after encoding, $X$ and $Z$ will have the same dimensionality that is equal to the dimensionality of the hidden space. The encoder, decoder, neural ODE block, and neural AE block are all constructed using an FCNN that contains one hidden layer.

In this paper, between any two adjacent neural layers, the exponential linear unit (ELU) [36] is used as the activation function for its good performance. There are no activation functions for
output layers since there is no limit to the output of derivative functions. The L2 norm (27) is used as the loss function. In addition, a gradient clipping technique is adopted to handle the problem of exploding gradient.

VI. IMPLEMENTATION AND NUMERICAL TESTS

A. Implementation Overview

The test platform is a Linux server consisting of one Intel i7-10700KF 3.80GHz 8-core CPU, one NVIDIA GeForce RTX 3090 GPU, and 128GB DDR4-3200MHz RAM.

The neural modules are developed with Python based on an open-source neural ODE package called torchdiffeq on GitHub [24]. We also shared our modified neural ODE module and neural DAE module on GitHub (https://github.com/xxh0523/Py_PSNODE). An alternating approach-based high-performance transient simulator called Power System Optimal Parameter Selection (PSOPS), which is purely written in C++ based on our previous studies [37, 38], and [39], is adopted as the simulator. The PyTorch C++ application programming interface (API) is used in the simulator to enable neural network supportability. It can directly load the structure and parameters of neural networks and perform forward and backward propagations of neural networks. The Python API of the PSOPS simulator called Py_PSO is developed and made public [40].

B. Training and Testing Designs

The test system is the standard IEEE-39 system. Except for the generator connected to Bus-31, which is modeled by the classic second-order generator model, the other components are modeled in detail including the sixth-order generator model, exciters, governors and movers, power system stabilizers (PSS), and induction motor load models. Power flow can be randomly sampled by changing the generation and load through Py_PSO. Each sampled operating state can be subjected to a random fault or disturbance including three-phase short-circuit and open-circuit faults, generator tripping, load shedding, etc. The simulation time is 10 seconds and the integration step is 0.01 seconds. To ensure the diversity of samples, half of the samples maintain rotor angle stability whereas the other half of the samples lose rotor angle stability.

For each module, a total number of 4000 samples are generated, of which 800 samples are used as the testing set and the rest 3200 samples are used as the training set. The Adam optimizer is adopted to update parameters. Tests are performed with different training settings to check the requirements and performance of each module. The tested training settings can be found in TABLE I. As can be seen, modules with different structures and complexity are trained with different sample numbers, damping learning rates, and numbers of epochs. We firstly run a few tests with the whole training set, the most complex neural modules, and the longest epochs to check the influence of learning rates. All the learning rate settings shown in TABLE I obtain acceptable models. Therefore, we fix the learning rate to 0.005 and the learning rate damping factor to 0.7 in the following tests.

For each module, the training tests are carried out in the following three steps. Firstly, decrease the size of the training set to find out how many samples are required for obtaining a model with acceptable performance. The size of the training set has a direct influence on whether the neural modules can be used for dynamic component modeling in practical power systems. We hope that the modules can cope with training sets of different sizes. Secondly,

| Models   | Mini-batch Size & Training Set Size | Dimensionality | Learning Rate Damping Step & Number of Epoch |
|----------|-----------------------------------|----------------|---------------------------------------------|
| Exciter_NE | (4, 200)                          | Hidden layers: 64 | (5, 50)                                    |
| Exciter_E  | (4, 200)                          | Hidden layers: 64 | (40, 400)                                  |
| Gen_NE    | (16, 800)                         | Hidden layers: 16 | (40, 400)                                  |
| Gen E     | (8, 400)                          | Hidden space: 32 | (20, 200)                                  |

| Fig. 4. Box figures of errors of the proposed modified neural ODE modules in the test set of 800 samples. The left column belongs to the Exciter_NE model and the right column belongs to the Exciter_E model. The box figures of errors of $E_{sw}$ with respect to the size of the training set are shown in (a) to (d). The small hollow diamonds denote the mean values. The only difference between (a) and (c) and between (b) and (d) lies in the range of axis y. The errors w.r.t the dimensionality of the modules are displayed in (e) to (h). Decrease the complexity of neural modules, which is the widths of neural layers in this paper. The complexity will affect the execution efficiency of neural module-integrated simulations. At last, decrease the total number of epochs to accelerate the training process. The bold settings in TABLE I are chosen as the baseline training settings. After the training tests, the recommended training settings for each module can be found in TABLE II. Then the trained models are tested in actual transient simulations. Detailed test results are as follows.

C. Testing Details of the Modified Neural ODE Module

1) Tests of Training Settings

Firstly, as mentioned before, we test the sample requirements of
the proposed modules. Tests results are shown in Fig. 4. (a) to Fig. 4. (d). The box figures illustrate that both Exciter_NE and Exciter_E can work normally with training sets of different sizes. The accuracy of the Exciter_E model outperforms the Exciter_NE model, which demonstrates the performance improvement due to the autoencoder. As for the Exciter_NE model, the performance varies little, which indicates that the structural defect of the Exciter_NE model is causing the relatively low accuracy. We also checked the outliers in the samples. The outliers are all samples with sharp and quick fluctuation in the output. On the other hand, the errors of the Exciter_E model grow as the size of the training set decreases, which is intuitive.

Secondly, the size of the training set is fixed at 200. We test the neural modules with different dimensionality settings, which are the widths of hidden layers of the neural modules. Testing results are shown in Fig. 4. (e) to Fig. 4. (h). We select 64 for the Exciter_NE model and 16 for the Exciter_E model. Notably, the Exciter_E model is more likely to suffer from exploding gradients. In our tests, when the dimensionality of hidden space is set to 128, as shown in Fig. 4. (f) and Fig. 4. (b), the training process will fail.

Thirdly, the width of hidden layers is also fixed to test the required number of training epochs. Based on the test results, the recommended settings are shown in TABLE II. The number of training epochs affects the performance of the Exciter_E model more than the Exciter_NE model, which also implies that the structural defect of the Exciter_NE model is the main reason for the relatively low accuracy.

Finally, the suggested training settings are shown in TABLE II. With only 200 samples, which is not very difficult to obtain in practical power systems, both modules provide acceptable predictions of the output, which indicates that the proposed modules have the potential for practical application. In particular, the autoencoder-based neural ODE module can provide an extremely accurate approximation of the original dynamics of the component.

1) Accuracy of Neural Model-Integrated Simulations

The models obtained under the suggested training settings are integrated into the PSOPS simulator. In Fig. 5. (a) to Fig. 4. (d), the curves of excitation voltage and the errors between the learned model and the original model are displayed. When the system is stable as shown in Fig. 5. (a) and Fig. 5. (b) or before the system loses stability as shown in Fig. 5. (c) and Fig. 5. (d), the models Exciter_NE and Exciter_E can both perform well in actual simulations. The Exciter_E model works better than the Exciter_NE model with smaller errors. When the system loses stability, both models deviate from the ground truth. However, this deviation is acceptable because the simulation of an unstable state is physically meaningless. As long as the simulation gives an unstable prediction for an unstable contingency, the neural models can be used. It should be noted that the time consumption of neural model-integrated simulations will increase. It is intuitive since the computational burden increases with the number of parameters.

D. Testing Details of the Neural DAE Module

1) Training Requirements

Similar three-step tests of the Gen_NE model and the Gen_E model are carried out and the test results are shown in Fig. 6. Notably, the prediction errors are relatively large compared with the exciter. It is reasonable since the number of predicted outputs is four in the generator versus one in the exciter. The performance of the autoencoder-based module is also better and stabler than the regular
The trained models are integrated into the PSOPS simulator. Tests results can be found in Fig. 7. Compared with the exciter models, learned generator models introduce more errors. The reason is that the execution speed of loop consumption is directly affected by the total number of integration steps. The reason is that the execution speed of loop functions in Python is very slow. For electromagnetic simulations, the training efficiency should be upgraded and the Julia programming language [41] may be one of the solutions. Developing physics-data-integrated models might be another solution.

VIII. CONCLUSION

In this paper, we propose the general frameworks of a modified neural ODE module and a neural DAE module for power system transient stability simulations. The mathematics of the backward propagation of these modules is deducted. Autoencoder-based structures are proposed to improve the performance of neural modules. The integration of these neural modules into transient simulators is analyzed. The source code of the neural modules has been made public on GitHub.

All the test results show that the proposed modules can be used in a variety of situations including building a dynamic model for a black-box component, physics-data-integrated modeling, estimating parameters, etc., with hundreds of sampled curves, which proves the validity and the great potentiality of the proposed neural modules.

Future works may focus on adapting the proposed modules to
