Discordant synchronization of noisy oscillators with asymmetric give-and-take
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We study two intertwined globally coupled networks of noisy Kuramoto phase oscillators that have the same natural frequency, but differ in their perception of the mean field and their contribution to it. Such a give-and-take mechanism is given by asymmetric in- and out-coupling strengths which can be both positive and negative. We uncover in this minimal network of networks intriguing patterns of discordance, where the ensemble splits into two clusters separated by a constant phase lag. If it differs from \( \pi \), then traveling wave solutions emerge. We observe a second route to traveling waves via traditional one-cluster states. Bistability is found between the various collective states. Analytical results and bifurcation diagrams are derived with the help of a reduced system.
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\caption{(Color online) Snapshots of oscillators’ phases. (a) Stationary \( \pi \)-state at \( K_0 = 1 \), mean phase difference \( \delta = \pi \), no net flux; (b) Traveling wave at \( K_0 = 3 \), flow downwards with stationary profile, indicated by black arrows; Red dots depict phase values, blue lines of different lengths and directions indicate instantaneous frequencies. Remaining parameters: \( \Delta K = 3, G_0 = 2, \Delta G = 10, D = 0.5 \). For visualization the two subpopulations are separated into two halves.}
\end{figure}

Introduction.—From neurons in the brain to cells in the heart, from electrons in superconductors to planets in the universe, collective oscillations are ubiquitous \cite{1}. Clearly, the underlying mutual synchronization critically relies on the presence of interactions. If individuals are allowed to interact non-uniformly, the collective behavior remains particularly elusive. Beyond incoherence and synchronization, what other collective states can emerge, and under which conditions? Motivated by Daido’s seminal work on “oscillator glasses” \cite{2}, Hong and Strogatz tackled this question recently in a series of papers \cite{3,4}. They investigated two mutually globally coupled populations of Kuramoto phase oscillators that differed in their coupling strengths. Two scenarios of mixed attractive and repulsive interactions were distinguished. In the first case some oscillators’ phases repel the phases of all the others, while the remaining attract all the other phases \cite{3}. This situation loosely resembles neural networks with excitatory and inhibitory connections \cite{5}. In the second case some oscillators tend to align with the mean field, while others oppose it favoring an antiphase alignment \cite{4}. This version is somewhat analogous to sociophysiological models of opinion formation \cite{6}. Surprisingly, only the latter scenario led to enriched dynamics beyond the traditional order-disorder transition.

In this paper, we unify both coupling scenarios. We unveil the existence of two routes to traveling waves, which in parameter space are surrounded either by states of diametral two-cluster synchronization or by one-cluster partially synchronous states. Other than in Refs. \cite{3,4} we consider temporal fluctuations acting on the frequencies. Our main contribution is the derivation of bifurcation diagrams for all possible collective states.

Model.—One of the most prominent models describing phenomena of mutual synchronization is due to Kuramoto \cite{7}. It describes how the phases of coupled oscillators evolve in time, and is applicable to systems of nearly identical, weakly coupled limit-cycle oscillators. We consider a stochastic version with twofold disordered coupling strengths:

\[ \phi_i(t) = \omega_0 + \frac{K_i}{N} \sum_{j=1}^{N} G_j \sin(\phi_j - \phi_i) + \xi_i(t), \]

where \( i = 1, \ldots, N \). Using the notion of give-and-take as a metaphor, oscillator \( i \) contributes to the mean field with weight \( G_i \), and at the same time incorporates the mean activity with weight \( K_i \) into its own dynamics. Accordingly, we call \( K_i \) in- and \( G_i \) out-coupling strength, respectively. Grouping together oscillators with the same coupling strengths, the number of different pairs \((K_i, G_i)\) coincides with the number of subpopulations.

We consider two equally-sized subpopulations denoted by “1” and “2”. Hence, the oscillators are distinguished by a pair of coupling strengths, \((K_1, G_1)\) or \((K_2, G_2)\),...
and all of those can be positive or negative. We take \( K_{1,2} = K_0 \pm \Delta K/2 \) and \( G_{1,2} = G_0 \pm \Delta G/2 \). This leads to point symmetries, because changing \((K_0, G_0) \rightarrow (-K_0, -G_0)\) or \((\Delta K, \Delta G) \rightarrow (-\Delta K, -\Delta G)\) yields the same situations; \( K_0 \) and \( G_0 \) are average in- and out-coupling strengths, while \( \Delta K \) and \( \Delta G \) give corresponding mismatches. We speak of mixed interactions, if both positive and negative coupling strengths exist. In the following, all oscillators have the same constant natural frequency \( \omega_0 \). Therefore, by virtue of the rotational symmetry, we can set \( \omega_0 = 0 \) without loss of generality. Time-dependent disorder \( \xi_i(t) \) is included as Gaussian white noise, \( \langle \xi_i(t) \rangle = 0 \), \( \langle \xi_i(t) \xi_j(t') \rangle = 2D \delta_{ij} \delta(t - t') \). The angular brackets denote averages over different realizations of the noise and the single non-negative parameter \( D \) denotes the noise intensity. The noise terms \( \xi_i(t) \) can be regarded as an aggregation of various stochastic processes \([8]\). In \([3,4]\) it is found for the deterministic case \( D = 0 \) that mixed out-couplings alone do not enable more than partial synchronization, whereas mixed in-couplings yield traveling waves reached through diametrically synchronized states. We intermix both types of mixing and explore in particular whether traveling waves persist in the presence of noise \( D > 0 \). Without loss of generality all subsequent results are obtained with \( D = 0.5 \), but for illustration we keep \( D \) in the derivations.

“Discordant synchronization” is used as an umbrella term for situations where the ensemble splits into two partially synchronized clusters. This will include traveling waves and \( \pi \)-states, the latter being the extreme form of discordance with two oscillator populations anti-aligned to each other.

**Theory.**—We investigate the thermodynamic limit \( N \rightarrow \infty \), where propagation of molecular chaos \([9]\) allows to describe each population by a one-oscillator probability density \( \rho_{1,2}(\phi, t) \equiv \rho(\phi, t|K_{1,2}, G_{1,2}) \). Normalization requires \( \int_0^{2\pi} \rho_{1,2}(\phi, t) d\phi' = 1 \ \forall \ t \). For given coupling strengths \( K_{1,2} \) and \( G_{1,2} \), \( \rho_{1,2}(\phi, t) d\phi \) denotes the fraction of oscillators with phase between \( \phi \) and \( \phi + d\phi \) at time \( t \). The densities are governed by the nonlinear Fokker-Planck equations \([9]\):

\[
\frac{\partial \rho_{1,2}}{\partial t} = D \frac{\partial^2 \rho_{1,2}}{\partial \phi'^2} - \frac{\partial}{\partial \phi} \left[ K_{1,2} R \sin(\Theta - \phi) \rho_{1,2} \right].
\]

The global mean-field amplitude \( R(t) \) and phase \( \Theta(t) \) follow from a superposition:

\[
R(t)e^{i\Theta(t)} = \frac{1}{2} \left[ r_1(t) G_1 \ e^{i\Theta_1(t)} + (1 \leftrightarrow 2) \right],
\]

where \((1 \leftrightarrow 2)\) stands for the corresponding term with indices interchanged. Note that subpopulations of different sizes can be treated simply by rescaling \( G_{1,2} \). The local mean-field variables obey

\[
r_{1,2}(t)e^{i\Theta_{1,2}(t)} = \int_0^{2\pi} d\phi' e^{i\phi'} \rho_{1,2}(\phi', t). \tag{4}
\]

**FIG. 2.** (Color online) Bifurcation diagrams for (a) \( K_0 = 2, G_0 = 3 \) and (b) \( \Delta K = 8, \Delta G = 2 \). Solid lines from Eqs. \([11]\), \([12]\) dashed lines with MATCONT \([11]\). “Zero-lag sync” denotes partially synchronous states with zero phase lag between the two subpopulations. Parameter regions with lag \( \delta = \pi \) labeled as “\( \pi \)-states”. Traveling waves (TW1 and TW2) have non-zero wave speed \( \Omega \). Insets show enlarged areas. (c) Further zooms show coexistence of traveling waves with other collective states. Red dotted lines obtained with MATCONT, plotted only here.

The level of synchrony in the two subpopulations is measured separately by \( r_{1,2}(t) \), whereas for the global measure we take the classical Kuramoto order parameter

\[
r(t) \equiv \frac{1}{2} \left[ r_1(t) e^{i\Theta_1(t)} + (1 \leftrightarrow 2) \right],
\]

which differs from Eq. \((4)\) by taking out \( G_{1,2} \). The order parameter values lie between zero (incoherence) and 1 (complete synchronization). The variables \( \Theta(t) \) and \( \Theta_{1,2}(t) \) stand for the corresponding mean phases. Of special interest is the phase lag \( \delta(t) \), i.e. the difference in the mean phases of the two populations, \( \delta(t) = \Theta_1(t) - \Theta_2(t) \).

In the sequel, variables without a dot or other indicated time dependence refer to the long-time limit. Let us outline the four qualitatively different self-organized states observed here after some transient dynamics. (i) In the
incoherent state the whole population of oscillators rotates asynchronously, \( r_{1,2} = 0 \). (ii) The classical partially synchronized state has zero phase lag, \( r_{1,2} > 0 \), \( \delta = 0 \). We use “zero-lag sync” as a shortcut to denote this state. (iii) The \( \pi \)-state describes a partially synchronized state, where the two subpopulations are anti-aligned to each other, \( r_{1,2} > 0 \), \( \delta = \pi \). (iv) In the traveling wave state the whole population is also partially synchronized, but oscillates with a frequency different from the frequency of single oscillators. This spontaneous change in rhythm is induced by a phase lag that is neither zero nor \( \pi \), \( r_{1,2} > 0 \), \( 0 < \delta < \pi \). We calculate the wave speed as

\[
\Omega = \frac{1}{N} \sum_{i=1}^{N} < \phi_i >_t,
\]

where \( < \ldots >_t \) represents a long-time average [4].

In Fig. [1] example snapshots from simulations of \( N = 10^5 \) oscillators are shown (\( N = 10^5 \) are equidistantly chosen for visualization). Panel (a) displays a \( \pi \)-state with \( r_1 = 0.98 \), \( r_2 = 0.89 \), \( r = 0.05 \), \( |\delta| = \pi \) and \( |\Omega| = 0 \). Panel (b) shows a traveling wave state with \( r_1 = 0.98 \), \( r_2 = 0.75 \), \( r = 0.80 \), \( |\delta| = 1.42 \) and \( |\Omega| = 3.17 \). It is equally possible that the wave runs in the other direction, depending on initial phases and realization of the noise. Note that perfect synchrony, \( r_{1,2} = 1 \), cannot be achieved with finite coupling strengths, if an infinitesimal amount of noise is present.

In order to analytically investigate the collective dynamics that are governed by [2]-[4], we approximate the phase distributions in the two populations by time-dependent Gaussians. This well-known method is motivated by numerical observations [12] [13]. It has been generalized recently to encompass heterogeneities in couplings [13] [14]. Extending those derivations to the present case, we obtain the following 3-dim. system of ODE’s:

\[
\dot{r}_{1,2} = -r_{1,2}D + \frac{1 - r_{1,2}^4}{4} K_{1,2} [r_{1,2}G_{1,2} + r_{2,1}G_{2,1} \cos \delta],
\]

\[
\dot{\delta} = -\frac{\sin \delta}{4} \left[ (r_{1,2}^{-1} + r_{1,2}^3) K_{1,2} r_{2,1} G_{2,1} + (1 \leftrightarrow 2) \right].
\]

All the four aforementioned collective states are fixed points of [6] with \( \dot{r}_{1,2} = \delta = 0 \). Two types of fixed point solutions have to be distinguished, because there are two possibilities that \( \delta = 0 \) holds:

\[
\delta = m \pi, \ m \in \mathbb{Z},
\]

\[
0 = (r_{1,2}^{-1} + r_{1,2}^3) K_{1,2} G_{2,1} + (1 \leftrightarrow 2).
\]

Eq. [7] describes zero-lag and \( \pi \)-states, whereas Eq. [8] underlies traveling waves. Intermediate phase lags \( 0 < \delta < \pi \) cause spontaneous drifts, because according to Eqs. [6] and [8] the common frequency of the traveling waves obeys

\[
\lim_{t \to \infty} \dot{\theta}_1 = \lim_{t \to \infty} \dot{\theta}_2 = \sin \delta \frac{r_{2,1}^2 + r_{1,2}^2}{4} K_{2,1} G_{1,2}.
\]

Two more equations are obtained from imposing \( \dot{r}_{1,2} = 0 \) in [6]:

\[
r_{2,1} = \frac{r_{1,2}}{G_{2,1} \cos \delta} \left( \frac{4D}{(1 - r_{1,2}^4) K_{1,2}} - G_{1,2} \right).
\]

With [7], [8] and [10] we have three coupled equations for three unknowns, \( r_{1,2} \) and \( \delta \). No stationary solution with \( \delta = \pi/2 \) can be found, but the singularities \( G_{2,1} = 0 \) and \( K_{1,2} = 0 \) turn out to have a special meaning. In particular, if one of the in-coupling strengths \( K_{1,2} \) vanishes, the corresponding population remains incoherent.

Numerical continuation around this point shows that in

FIG. 3. (Color online) Order parameters \( r_2, r_1, r \) and phase lag \( |\delta| \) as a function of average in-coupling strength \( K_0 \). (a) \( G_0 = 0 \), (b) \( G_0 = 2 \), remaining parameters in both cases: \( \Delta K = 8, \Delta G = 2 \). (c) \( \Delta K = 3, \Delta G = 10, G_0 = 2 \). In all panels, dots are obtained by integrating the full system [1] with \( N = 10^4 \) oscillators. All lines are obtained by numerically solving Eqs. (7)-(10). In order to unfold the hysteresis in (b), besides forward continuation (>) as in the other cases, a backward continuation (<) is performed. Use of colored regions as in Fig. 2.
order to avoid a negative local order parameter, \( r_{1,2} < 0 \), which is unphysical, the whole population transfers to a \( \pi \)-state. In our parametrization this first critical condition can be written as

\[
\Delta K_{c_1} = \pm 2K_0. \tag{11}
\]

One can show that in general the incoherent state, \( r_{1,2} = 0 \), loses linear stability, if the noise intensity falls below a certain value \([15]\). This happens at

\[
(\Delta K \Delta G)_{c_2} = 8D - 4K_0G_0. \tag{12}
\]

Finally, as outlined below, the intersection given by \( G_{2,1} = 0 \) and \( K_0 \) coincides with the origin of bistability. Note that the aforementioned conditions are exact. The panels (a) and (b) in Fig. 2 depict bifurcation diagrams in the planes spanned by the coupling mismatches \( \Delta K, \Delta G \) and the average coupling strengths \( (K_0, G_0) \), respectively. Solid lines are given by the critical conditions \([11]\) and \([12]\). Dashed lines are obtained on the basis of the reduced system \([6]\) with the help of MATCONT \([11]\). We detect branch and limit points, since at all lines one eigenvalue vanishes, except at the ones given by \([11]\), because these do not correspond to real bifurcations, but delineate two analogous partially synchronous states, namely zero-lag and \( \pi \)-states. We additionally test all these findings by numerically calculating the eigenvalues of the Jacobian of \([4]\) with the fixed points given by \([7]-[10]\). When the two lines given by \([11]\) and \([12]\) intersect, the boundaries \([11]\) cease to exist. We emphasize two distinct routes to TW states; TW1 is surrounded by \( \pi \)-states, TW2 by classical zero-lag sync states. Delimiting lines approach each other, see insets for enlarged areas. We further find bistability between incoherence and zero-lag or \( \pi \)-states, see panels (a) and (b) in Fig. 2 respectively. The bistable areas are circumscribed by two lines that intersect at the points given by \( \Delta G = \pm 2G_0 \) and \([12]\). The location of this intersection determines the type of bistability. Interestingly, traveling and non-traveling wave states can coexist in small parameter regions. We show this in Fig. 2 panel (c). In particular it is observed that traveling waves can coexist with complete incoherence, as well as with \( \pi \)-states and zero-lag partially synchronous states.

Figure 2 suggests certain conditions for the various collective states. In order to observe \( \pi \)-states, mixed attractive-repulsive in-couplings have to be included. Traveling waves surrounded by \( \pi \)-states are possible, if one includes mixed in-couplings without mixed out-couplings. In contrast, traveling waves surrounded by zero-lag sync states exist, if there are mixed out-couplings and a non-zero mismatch without mixing in the in-couplings. Bistability between incoherence and zero-lag sync requires lack of mixed in-couplings, but the presence of mixed out-couplings. Finally, bistability between incoherence and \( \pi \)-states is possible by combining mixed in-couplings with vanishing mixing in the out-couplings. These conditions are consistent with the observations in

\[
\text{FIG. 4. (Color online) The spontaneous drift measured by common frequency } |\langle \Theta \rangle_{z}|, \text{ Eq. } (9) \text{ (theory [lines] vs. simulation [dots]) and wave speed } \Omega, \text{ Eq. } (3) \text{ (only simulation). (a) } G_0 = 2, \text{ (b) } K_0 = 6; \text{ remaining parameters: } \Delta K = 8, \Delta G = 2. \text{ Simulation of } N = 10^4 \text{ oscillators, averaging over } t \in [200, 500], \text{ step size } dt = 0.01. \]

In particular, we conjecture that the traveling waves surrounded by zero-lag sync were not observed in \([3]\) due to the lack of any mismatch in the in-couplings.

Simulations.—Additional insights can be gained by numerically solving the three coupled equations \([7]-[10]\) to get \( r_{1,2} \) and \( \delta \). The only subtlety is that one has to factor in the bifurcation values previously obtained in order to correctly choose between \([7]\) and \([8]\). Solutions are shown in Fig. 3 and compared with the results from numerical simulations. For the latter, initial phases are randomly chosen from the uniform distribution \([-\pi, \pi]\). For each \( K_0 \) value a long-time average is taken over \( t \in [2500, 5000]\) with integration time step \( dt = 0.01 \). Upper panels depict the order parameters, while in the lower panels the corresponding phase lags are shown. The colored regions match those in Fig. 2 and discriminate the different collective states. In panel (b) of Fig. 3 one can see that at the transition from incoherence to \( \pi \)-state the suborder parameters abruptly jump from zero to high values in a hysteric manner. For very long time averages it is expected that the hysteresis is washed out due to noise-induced jumps between the two stable steady states. We do not report this here. In panel (c) of Fig. 3 around \( K_0 \approx -3 \), the abrupt change in the phase lag signals extended stability of traveling waves, as discussed for Fig. 2. Such bistable dynamics appears to be a promising topic for future studies. In general, the abrupt changes and the local minima in the order parameters as a function of the average in-coupling strength \( K_0 \), as presented in Fig. 3 are of vital interest on its own, see e.g. \([16]\) and \([17]\), respectively.

In Fig. 4 we compare the common frequency as obtained with the reduced system, Eq. \([9]\), with numerical simulations. It serves as an alternative measure to the wave speed \([5]\), which is calculated from the individual phases that do not exist in the analytical treatment. Therefore for the wave speed no comparison with theory is being made. In Fig. 4 zero-lag synchronous and \( \pi \)-states become unstable in the regime of traveling waves. One can observe that both measures, the common frequency and the wave speed, highlight equally well the onset of traveling waves. As mentioned before, the waves
FIG. 5. (Color online) Simulations (colormaps) vs. theory (lines); (a) global order $r$ and (b) absolute value of wave speed $|\Omega|$. Inset in (b) shows a zoom-in. Remaining parameters the same as in Fig. 2(b). More maps in [15].

emerge in frequency pairs, meaning that they can travel in both directions, depending on initial conditions.

In Fig. 5 results of numerical simulations are superimposed on smaller theoretical bifurcation diagrams. In panel (a) the total order is depicted, while in panel (b) the wave speed is plotted. For each of the $100 \times 100$ data points in the $K_0 \times G_0$ grid, the equations of motion (1) are integrated with $N = 10^4$ oscillators with initial phases randomly chosen from the uniform distribution $[-\pi, \pi]$. Observables are then averaged over time, $t \in [100, 500]$. In [15] we show colormaps for the subcritical parameters $r_2$ and $r_1$. There we also present results with different initial conditions, by which bistable areas can be dissolved. In all cases the agreement is excellent between theory and numerical simulations.

Conclusion.—We explored the rich dynamics that emerge from asymmetric in- and out-coupling strengths among two mutually globally coupled oscillator populations. As an illustrative example we considered identical noisy Kuramoto phase oscillators with non-uniform and mixed attractive-repulsive interactions. We observed that the two populations can partially synchronize in-phase and with a constant phase lag to each other. We referred to the latter as “discordant synchronization”. The phase lags induced spontaneous drifts. As a result, traveling waves were formed in which the whole population oscillated with a different frequency than the individual units. However, in the state of maximal discordance, where the two partially synchronized populations are anti-aligned to each other, the spontaneous drifts disappeared. Correspondingly, we revealed two distinct routes to traveling waves, one through diametral two-cluster states, the other one through classical one-cluster states. Since the latter are ubiquitously investigated in the literature, we expect the second route to traveling waves to be more prevalent in applications. We further showed which collective states can coexist. With the help of a Gaussian approximation in the infinite system size limit we derived a three-dimensional system of coupled ODE’s. This reduced system allowed a thorough bifurcation analysis and further analytical treatment, in excellent agreement with numerical simulations of a large but finite number of oscillators. We found that physically relevant singularities constitute a significant part of the bifurcation scenario. Our results help to understand the emergence of discrepancies between individual and collective rhythms, as it is observed e.g. in networks of spiking neurons [5]. Specifically, if the interaction strengths were capable to slowly vary in time, one could expect temporal patterns reminiscent of the high-frequency rhythmic events observed in hippocampal networks [13]. The different out-coupling strengths considered here are most appropriate to take into account the role of excitatory and inhibitory connections. Potential experimental setups to test our results include laser systems [19], metronomes [20] and chemical Belousov-Zhabotinsky oscillators [21]. It would be interesting to extend the present framework by including inertia [22], phase shifts [23] or excitability [14, 24]. Future work should approach real networks of networks by considering multiple populations [25]. Finally, in small oscillator populations further peculiarities can be expected [26].
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I. FURTHER COLORMAPS, THEORY VS. SIMULATION, BISTABILITY

![Colormaps showing local order parameters](image)

**FIG. S1.** (Color online) Colormaps showing local order parameters (a) $r_2$, (b) $r_1$ obtained by simulating $10^4$ oscillators with initial phases randomly chosen from the uniform distribution $[-\pi, \pi]$. In panels (c)-(e) simulations are repeated with initial phases $\theta_i(0) = 1 \forall_i$. Panels (c) and (d) show local order parameters $r_2$ and $r_1$, respectively, while in (e) the global order $r$ is depicted. Lines from theory. For remaining parameters and integration details see Figs. 2 and 5 of the main manuscript.

Panels (a) and (b) in Fig. S1 show local order parameters supplementing Fig. 5 of the main manuscript. Different initial conditions are chosen in panels (c)-(e) in order to find bistability in numerical simulations (50 × 50 data points in the $K_0 \times G_0$-grid). In particular, the area circumscribed by dashed and solid lines shows r-states: the local order parameters $r_{1,2}$ attain large values, but due to the anti-phase alignment given by the phase lag $\pi$, the total order $r$ is small. In Fig. 5 of the main manuscript this area is filled with incoherence. Hence, simulations agree again very well with theory. We remark that bistability between incoherence and zero-lag synchronous states, as predicted by the theory, can be analogously found by varying the initial conditions (not shown).

II. ARBITRARY NUMBER OF POPULATIONS

Here we discuss the transition from incoherence to partial synchrony in an arbitrary number of interacting populations of arbitrary sizes. To this end, oscillators with the same pair of in- and out-coupling strengths are again
grouped into one population. Then the nonlinear Fokker-Planck equation for the one-oscillator probability density $\rho(\phi, t|K, G)$ reads

$$\frac{\partial \rho(\phi, t|K, G)}{\partial t} = D \frac{\partial^2 \rho(\phi, t|K, G)}{\partial \phi^2} - \frac{\partial}{\partial \phi} \left\{ [KR(t) \sin(\Theta(t) - \phi(t))] \rho(\phi, t|K, G) \right\}. \tag{S1}$$

The global mean-field amplitude $R(t)$ and phase $\Theta(t)$ are given by

$$R(t)e^{i\Theta(t)} = \langle \langle r_{K',G'}(t) G' e^{i\Theta_{K',G'}(t)} \rangle \rangle. \tag{S2}$$

The averages $\langle \langle \ldots \rangle \rangle \equiv \int dK' \int dG' P(K', G')$ take into account all in- and out-coupling strengths, $K$ and $G$, via the corresponding joint probability distribution $P(K, G)$. In Eq. (S2) the averages are further taken over the local mean-field variables, $r_{K,G}(t)e^{i\Theta_{K,G}(t)} = \int d\phi \rho(\phi, t|K, G)$. By a linear stability analysis of the incoherent state, $\rho(\phi, t|K, G) = 1/(2\pi)$, one can exactly derive the critical noise intensity for the synchronization transition:

$$D_c = \frac{\langle \langle K'G' \rangle \rangle}{2}. \tag{S3}$$

This result follows from adapting the derivation [S1] to the present case. Above $D_c$, the whole ensemble is incoherent, below $D_c$ the incoherent state loses stability and partial synchrony is observed. Now we give an alternative derivation based on the Gaussian approximation. It recovers the exact condition (S3) and yields an instructive generalization of the equations in the main part of the manuscript. Inserting the Gaussian approximation for all phase distributions $\rho(\phi, t|K, G)$ into Eqs. (S1)-(S2), we obtain a set coupled differential equations for the local mean-field amplitudes $r_{K,G}(t)$ and mean phases $\Theta_{K,G}(t)$:

$$\dot{r}_{K,G} = -r_{K,G}D + \frac{1 - r_{K,G}^4}{2} K \langle \langle r_{K',G'} G' \cos(\Theta_{K',G'} - \Theta_{K,G}) \rangle \rangle,$$

$$\dot{\Theta}_{K,G} = \frac{r_{K,G}^3 + r_{K,G}^{-1}}{2} K \langle \langle r_{K',G'} G' \sin(\Theta_{K',G'} - \Theta_{K,G}) \rangle \rangle. \tag{S4}$$

Let us consider small perturbations $\delta r_{K,G}(t)$ of the incoherent state, $r_{K,G}(t) = 0 \forall K, G, t$. The perturbations may give rise to zero-lag synchronous or $\pi$-states, $\Theta_{K',G'} - \Theta_{K,G} = m\pi, m = 0, 1$. Accordingly, we can separate the network of networks into two groups, 1 and 2, which contain subpopulations with coupling strength pairs $(K, G)$ that lead to the same mean phases $\Theta_{K,G}$. At the same time, the mean phases of the subpopulations in the groups 1 and 2 differ by $\pi$. Linearizing around the perturbations $\delta r_{K,G}(t)$ in the two groups separately, we obtain from Eqs. (S4):

$$\begin{align*}
[\delta r_{K,G}]_1 &= -[\delta r_{K,G}]_1 D + \frac{1}{2} K \left( \langle \langle \delta r_{K',G'} G' \rangle \rangle_1 - \langle \langle \delta r_{K',G'} G' \rangle \rangle_2 \right), \\
[\delta r_{K,G}]_2 &= -[\delta r_{K,G}]_2 D - \frac{1}{2} K \left( \langle \langle \delta r_{K',G'} G' \rangle \rangle_1 - \langle \langle \delta r_{K',G'} G' \rangle \rangle_2 \right). \tag{S5}
\end{align*}$$

Here, the two separated networks of networks are labeled by the indices 1 and 2. According to Eq. S2 the two perturbations can be put together as $\delta R(t) C = \langle \langle \delta r_{K',G'} G' \rangle \rangle_1 - \langle \langle \delta r_{K',G'} G' \rangle \rangle_2$, where $C$ is some constant coming from an arbitrary global mean phase. As a result we obtain

$$\delta R(t) = \left[ -D + \frac{1}{2} \langle \langle K'G' \rangle \rangle \right] \delta R(t), \tag{S6}$$

which leads to the critical condition (S3).

---

[S1] S. H. Strogatz and R. E. Mirollo, J. Stat. Phys. 63, 613 (1991).