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Abstract

Let $\Theta^{(n)}$ be a random vector uniformly distributed on the unit sphere $S^{n-1}$ in $\mathbb{R}^n$. Consider the projection of the uniform distribution on the cube $[-1,1]^n$ to the line spanned by $\Theta^{(n)}$. The projected distribution is the random probability measure $\mu_{\Theta^{(n)}}$ on $\mathbb{R}$ given by

$$
\mu_{\Theta^{(n)}}(A) := \frac{1}{2^n} \int_{[-1,1]^n} 1\{\langle u, \Theta^{(n)} \rangle \in A\} \, du,
$$

for Borel subsets $A$ of $\mathbb{R}$. It is well known that, with probability 1, the sequence of random probability measures $\mu_{\Theta^{(n)}}$ converges weakly to the centered Gaussian distribution with variance $1/3$. We prove a large deviation principle for the sequence $\mu_{\Theta^{(n)}}$ on the space of probability measures on $\mathbb{R}$ with speed $n$. The (good) rate function is explicitly given by $I(\nu(\alpha)) := -\frac{1}{2} \log(1-||\alpha||_2^2)$ whenever $\nu(\alpha)$ is the law of a random variable of the form $\sqrt{1-||\alpha||_2^2} \frac{Z}{\sqrt{3}} + \sum_{k=1}^{\infty} \alpha_k U_k$, where $Z$ is standard Gaussian independent of $U_1, U_2, \ldots$ which are i.i.d. Unif$[-1,1]$, and $\alpha_1 \geq \alpha_2 \geq \ldots$ is a non-increasing sequence of non-negative reals with $||\alpha||_2 < 1$. We obtain a similar result for random projections of the uniform distribution on the discrete cube $\{-1,+1\}^n$.
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1 Introduction and main results

Understanding the large deviation behavior of random geometric objects and quantities that are classically studied in asymptotic geometric analysis and high-dimensional probability theory, has attracted considerable attention in the past four years. Central limit theorems had already been obtained in various situations (e.g., [2], [13], [14], [15]), but the universality that governs the behavior as the dimension of the space tends to infinity restricts the information that can be extracted, for instance, from lower-dimensional projections of high-dimensional distributions, such as uniform distributions on high-dimensional convex bodies. This motivates the study of large deviation principles, a type of limit theorem which is sensitive to the distribution of the underlying random elements, thereby allowing us, for instance, to distinguish high-dimensional convex bodies from their lower-dimensional projections. Another motivation stems from a recently established connection [3] between large (and moderate) deviation principles for isotropic log-concave random vectors and the famous Kannan-Lovász-Simonovits conjecture. Starting with the work of Gantert, Kim, and Ramanan [6], who studied large deviation principles for one-dimensional projections of $\ell^n_p$ balls in both the annealed and quenched setting, we have seen a variety of large deviation principles appear in the literature. A version for multidimensional random projections of $\ell^n_p$ balls was obtained by Alonso-Gutiérrez, Prochno, and Thäle in [1]. Large deviation principles for $\ell^n_q$-norms of random vectors distributed according to certain families of distributions on $\ell^n_p$ balls were proved by Kabluchko,
Prochno, and Thäle in [7,9]. Level–2 large deviations were studied by Kim and Ramanan in the setting of $\ell_p^n$ spheres in [12] and in the non-commutative setting of Schatten class unit balls by Kabluchko, Prochno, and Thäle in [8]. Recently, Kim, Liao, and Ramanan [11] have studied both level–1 and level–2 large deviation principles under asymptotic thin-shell conditions, which, on the one hand unveil a similarity to the central limit theorem for convex bodies due to Klartag [13] (which follows from the ‘classical’ thin-shell estimate) and, on the other hand, allow to extend earlier works for $\ell_p^n$ balls to the setting of Orlicz balls.

In this paper, we study the large deviation behavior of the random one-dimensional projections of uniform distributions on the cubes $[-1,1]^n$, as $n \to \infty$. To be more precise, let $n \in \mathbb{N}$ and $U^{(n)} := (U_1, \ldots, U_n)$ be a random vector uniformly distributed on the $n$-dimensional unit cube $B^n := [-1,1]^n$.

For a vector $\theta^{(n)} := (\theta_1, \ldots, \theta_n)$ in the unit sphere $\mathbb{S}^{n-1} := \{ x \in \mathbb{R}^n : \|x\|_2 = 1 \}$ let $\mu_{\theta^{(n)}}$ be the (deterministic) probability measure on $\mathbb{R}$ defined by setting

$$\mu_{\theta^{(n)}}(A) := \mathbb{P}\left[ \langle U^{(n)}, \theta^{(n)} \rangle \in A \right],$$

for every Borel set $A \subset \mathbb{R}$. In words, $\mu_{\theta^{(n)}}$ is the projection of the uniform distribution on the cube $B^n$, onto the line determined by the direction $\theta^{(n)} \in \mathbb{S}^{n-1}$. Denoting by $\text{Law}(X)$ the law of a random variable $X$, we can write

$$\mu_{\theta^{(n)}} = \text{Law}(\theta_1 U_1 + \ldots + \theta_n U_n).$$

We are interested in the limit properties of $\mu_{\theta^{(n)}}$ as $n \to \infty$, where $(\theta^{(n)})_{n \in \mathbb{N}}$ is a sequence of directions with $\theta^{(n)} \in \mathbb{S}^{n-1}$ for $n \in \mathbb{N}$. For example, if $\theta^{(n)} = \left(\frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}}\right)$, $n \in \mathbb{N}$, then the classical central limit theorem implies the weak convergence

$$\mu_{\theta^{(n)}} \xrightarrow{w, n \to \infty} \mathcal{N}(0, 1/3),$$

since $\mathbb{E}[U_1] = 0$ and $\text{Var}[U_1] = 1/3$. More generally, the Lindeberg central limit theorem implies that the same conclusion holds for every sequence of directions $(\theta^{(n)})_{n \in \mathbb{N}}$ provided that $\lim_{n \to \infty} \|\theta^{(n)}\|_\infty = 0$. On the other hand, the example $\theta^{(n)} = (1,0,\ldots,0) \in \mathbb{S}^{n-1}$ clearly shows that limit laws other than the Gaussian one are possible. Still, the weak convergence to the Gaussian law is typical in the following sense: for every $n \in \mathbb{N}$ let $\Theta^{(n)}$ be a random vector uniformly distributed on the unit sphere $\mathbb{S}^{n-1}$; note that $\mu_{\Theta^{(n)}}$ is now a random probability measure. Then, it is easy to check that $\|\Theta^{(n)}\|_\infty$ converges to 0 a.s. and so it follows that, with probability 1,

$$\mu_{\Theta^{(n)}} \xrightarrow{w, n \to \infty} \mathcal{N}(0, 1/3).$$

This well-known fact is a simple special case of the celebrated central limit theorem for convex bodies obtained by Klartag [13]. While this shows that the typical behavior is universal, our main results will make clear that the atypical behavior is not.

1.1 Main results

Our main results characterize the probabilities of atypical directions in terms of a large deviation principle. In what follows, let $\mathcal{M}_1(\mathbb{R})$ be the set of Borel probability measures on $\mathbb{R}$ endowed with the weak topology.

**Theorem A.** For every $n \in \mathbb{N}$ let $\Theta^{(n)}$ be a random vector uniformly distributed on $\mathbb{S}^{n-1}$. Then the sequence of random measures $(\mu_{\Theta^{(n)}})_{n \in \mathbb{N}}$ satisfies a large deviation principle on $\mathcal{M}_1(\mathbb{R})$ at speed $n$ and with a good rate function $I : \mathcal{M}_1(\mathbb{R}) \to [0, +\infty]$ given by

$$I(\nu(\alpha)) = -\frac{1}{2} \log \left(1 - \|\alpha\|_2^2\right)$$

for every $\nu(\alpha) \in \mathcal{M}_1(\mathbb{R})$ and every $\alpha \in \mathbb{R}$.
whenever $v(\alpha)$ is equal to the law of the random variable

$$\sqrt{1 - \|\alpha\|_2^2}Z + \sum_{k=1}^{\infty} \alpha_k U_k,$$

where $\alpha_1 \geq \alpha_2 \geq \ldots \geq 0$ is a non-increasing sequence of non-negative reals satisfying $\|\alpha\|_2^2 := \sum_{k=1}^{\infty} \alpha_k^2 < 1$, $Z$ is a standard Gaussian random variable, $U_1, U_2, \ldots$ are uniform random variables on $[-1, 1]$, and $Z, U_1, U_2, \ldots$ are independent. Whenever $v$ is not of this form, $I(v) = +\infty$.

Observe that the function $I(v)$ vanishes if and only if $v$ is the law of a centered Gaussian variable with variance $1/3$, which corresponds to the typical behavior described above.

The proof we shall present for Theorem A carries over to the uniform distribution on the discrete cube $[-1, 1]^n$, where the independent random variables $U_1, \ldots, U_n \sim \text{Unif}[-1, 1]$ are replaced by independent Rademacher random variables $V_1, \ldots, V_n$, where $\mathbb{P}[V_1 = +1] = \frac{1}{2} = \mathbb{P}[V_1 = -1]$. Since those Rademacher random variables are centered with variance 1, we do not obtain a Gaussian of variance $1/3$, but a standard Gaussian. In what follows, for $V^{(n)} := \langle V_1, \ldots, V_n \rangle$, we shall write

$$\mu_{\Theta^{(n)}}^\text{disc}(A) := \mathbb{P}\left(\langle V^{(n)}, \Theta^{(n)} \rangle \in A\right), \quad A \subset \mathbb{R} \text{ Borel}, \Theta^{(n)} \sim \text{Unif}(\mathbb{S}^{n-1})$$

for the random probability measure corresponding to the random projection of the discrete uniform distribution on $[-1, 1]^n$.

**Theorem B.** For every $n \in \mathbb{N}$ let $\Theta^{(n)}$ be a random vector uniformly distributed on $\mathbb{S}^{n-1}$. Then the sequence of random measures $(\mu_{\Theta^{(n)}}^\text{disc})_{n \in \mathbb{N}}$ satisfies a large deviation principle on $\mathcal{M}_1(\mathbb{R})$ at speed $n$ and with a good rate function $I : \mathcal{M}_1(\mathbb{R}) \to [0, +\infty]$ given by

$$I(v(\alpha)) = -\frac{1}{2} \log(1 - \|\alpha\|_2^2)$$

whenever $v(\alpha)$ is equal to the law of the random variable

$$\sqrt{1 - \|\alpha\|_2^2}Z + \sum_{k=1}^{\infty} \alpha_k V_k,$$

where $\alpha_1 \geq \alpha_2 \geq \ldots \geq 0$ is a non-increasing sequence of non-negative reals satisfying $\|\alpha\|_2^2 := \sum_{k=1}^{\infty} \alpha_k^2 < 1$, $Z$ is a standard Gaussian random variable, $V_1, V_2, \ldots$ are Rademacher random variables, and $Z, V_1, V_2, \ldots$ are independent. Whenever $v$ is not of this form, $I(v) = +\infty$.

Let us briefly explain the idea of proof of Theorem A. The law of the random variable $\theta_1 U_1 + \ldots + \theta_n U_n$ does not change if we replace $\theta_1, \ldots, \theta_n$ by the decreasing order statistics of the absolute values $|\theta_1|, \ldots, |\theta_n|$. Therefore, our task reduces essentially to establishing a large deviation principle for the order statistics of $|\Theta^{(n)}_1|, \ldots, |\Theta^{(n)}_n|$. The reduction to this problem is justified in Section 3.1 while the LDP for the order statistics is established in Section 3.2.

## 2 Notation and Preliminaries

Let us briefly recall (and complement) the basic notation used throughout this paper. If $n \in \mathbb{N}$, then $\mathbb{S}^{n-1} := \{x \in \mathbb{R}^n : \|x\|_2 = 1\}$ is the Euclidean unit sphere, and the cube in $\mathbb{R}^n$ is denoted by $\mathbb{B}^n := [-1, 1]^n$. The standard inner product on $\mathbb{R}^n$ is denoted by $\langle \cdot, \cdot \rangle$. For a Borel measurable set $A \subset \mathbb{R}^n$, we denote by $\text{vol}_n(A)$ its $n$-dimensional Lebesgue measure. For a set $A \subset \mathbb{R}^n$, we denote by $A^\circ$ and $\overline{A}$ its interior and closure respectively.

Let us continue with some notions and results from large deviation theory. For a thorough introduction to this topic, we refer the reader to [5].
Consider a base of the underlying topology on a metric space. The following result (see, e.g., [5, Theorem 4.1.11]) shows that to prove a weak LDP it is sufficient to check that 
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endowed with the topology of coordinatewise convergence. Using Fatou’s lemma, one checks that \( W \) satisfies a weak LDP with speed \( s_n \) and rate function \( \mathcal{I} \) if

\[
\inf_{x \in \mathcal{A}} \mathcal{I}(x) = \liminf_{n \to \infty} \frac{1}{s_n} \log P[\xi_n \in \mathcal{A}] \leq \limsup_{n \to \infty} \frac{1}{s_n} \log P[\xi_n \in \mathcal{A}] = -\inf_{x \in \mathcal{A}} \mathcal{I}(x) \tag{1}
\]

for all Borel sets \( \mathcal{A} \subset M \). The rate function \( \mathcal{I} \) is called good if its lower level sets \( \{x \in M : \mathcal{I}(x) \leq \alpha\} \) are compact for all finite \( \alpha \geq 0 \). We say that \( (\xi_n)_{n \in \mathbb{N}} \) satisfies a weak LDP with speed \( s_n \) and rate function \( \mathcal{I} \) if the rightmost upper bound in (1) is valid only for compact sets \( \mathcal{A} \subset M \).

What separates a weak from a full LDP is the so-called exponential tightness of the sequence of random variables (see, e.g., [5, Lemma 1.2.18]).

**Proposition 2.2.** Let \( (\xi_n)_{n \in \mathbb{N}} \) be a sequence of random elements taking values in \( M \). Suppose that it satisfies a weak LDP with speed \( s_n \) and rate function \( \mathcal{I} \). Then \( (\xi_n)_{n \in \mathbb{N}} \) satisfies a full LDP if and only if the sequence is exponentially tight, that is, if and only if for every \( C \in (0, \infty) \) there exists a compact set \( K_C \subset M \) such that

\[
\limsup_{n \to \infty} \frac{1}{s_n} \log P[\xi_n \notin K_C] < -C.
\]

In this case, the rate function \( \mathcal{I} \) is good.

The following result (see, e.g., [5, Theorem 4.1.11]) shows that to prove a weak LDP it is sufficient to consider a base of the underlying topology on a metric space.

**Proposition 2.3.** Let \( \mathcal{T} \) be a base of the topology in a metric space \( M \). Let \( (\xi_n)_{n \in \mathbb{N}} \) be a sequence of \( M \)-valued random elements and assume \( s_n \to \infty \). If for every \( w \in M \),

\[
\mathcal{I}(w) = -\inf_{A \in \mathcal{T}: w \in A} \limsup_{n \to \infty} \frac{1}{s_n} \log P[\xi_n \in A] = -\inf_{A \in \mathcal{T}: w \in A} \liminf_{n \to \infty} \frac{1}{s_n} \log P[\xi_n \in A],
\]

then \( (\xi_n)_{n \in \mathbb{N}} \) satisfies a weak LDP with speed \( s_n \) and rate function \( \mathcal{I} \).

## 3 Proof of Theorem A

### 3.1 Passing to the space of sequences

Consider the set

\[
\mathcal{W} := \{ \alpha = (\alpha_1, \alpha_2, \ldots) \in \mathbb{R}^\infty : \alpha_1 \geq \alpha_2 \geq \ldots \geq 0, \| \alpha \|_2 \leq 1 \}
\]

endowed with the topology of coordinatewise convergence. Using Fatou’s lemma, one checks that the function \( \alpha \to \| \alpha \|_2 \) is lower-semicontinuous on \( \mathcal{W} \). However, it is not continuous. To see this, consider the elements \( \alpha^{(n)} := (1/\sqrt{n}, \ldots, 1/\sqrt{n}, 0, \ldots) \) (with \( n \) non-zero terms) which converge to 0 in \( \mathcal{W} \) and satisfy \( \| \alpha^{(n)} \|_2 = 1 \). Moreover, combining Tikhonov’s theorem with Fatou’s lemma, it is easy to check that \( \mathcal{W} \) is a compact (metrizable) space.

Recall that \( \mathcal{M}_1(\mathbb{R}) \) denotes the set of Borel probability measures on \( \mathbb{R} \) endowed with the weak topology. For every \( \alpha \in \mathcal{W} \) consider the probability measure

\[
\nu(\alpha) := \text{Law} \left( \sqrt{1 - \| \alpha \|_2^2} \frac{Z}{\sqrt{3}} + \sum_{k=1}^\infty \alpha_k U_k \right) \in \mathcal{M}_1(\mathbb{R}),
\]

where \( Z, U_1, U_2, \ldots \) are as in Theorem A. Note that the series \( \sum_{k=1}^\infty \alpha_k U_k \) converges a.s. and in \( L^2 \) as a consequence of the assumption \( \| \alpha \|_2 \leq 1 \). Also observe that the expectation of every probability measure \( \nu(\alpha) \) is 0, while the variance is 1.
Let $\mathcal{K} := \{ \nu(\alpha) : \alpha \in \mathcal{W} \}$ be the set of all probability measures on $\mathbb{R}$ which can be represented in the form $\nu(\alpha)$ for some sequence $\alpha \in \mathcal{W}$. We endow $\mathcal{K}$ with the topology of weak convergence of probability measures inherited from $\mathcal{M}_1(\mathbb{R})$. The next proposition is the first main ingredient in the proof of Theorem A.

**Proposition 3.1.** The map $\mathcal{W} \ni \alpha \mapsto \nu(\alpha) \in \mathcal{K}$ defines a homeomorphism between the topological spaces $\mathcal{W}$ and $\mathcal{K}$. In particular, $\mathcal{K}$ is compact in the weak topology.

We prove this proposition in the following two lemmas. First we show that the map $\alpha \mapsto \nu(\alpha)$ is a bijection between $\mathcal{W}$ and $\mathcal{K}$.

**Lemma 3.2.** If $\nu(\alpha) = \nu(\beta)$ for some $\alpha = (\alpha_k)_{k \in \mathbb{N}} \in \mathcal{W}$ and $\beta = (\beta_k)_{k \in \mathbb{N}} \in \mathcal{W}$, then $\alpha = \beta$.

**Proof.** We use characteristic functions. Since the series $\sum_{k=1}^{\infty} \alpha_k U_k$ converges a.s., Lévy’s continuity theorem implies that the characteristic function of $\nu(\alpha)$ is given by

$$
\varphi(t; \alpha) := \mathbb{E} \left[ e^{it\sqrt{1-\|\alpha\|^2} / 2 \sum_{k=1}^{\infty} \alpha_k U_k} \right] = e^{-\|\alpha\|^2 t^2 / 6} \prod_{k=1}^{\infty} \frac{\sin(\alpha_k t)}{\alpha_k t}
$$

with the standard notation $\sin(x) := \sin x / x$. The map $x \mapsto \log \sin x$ (together with $\log \sin 0 := 0$) defines an analytic function of the complex argument $x$ in the disc $\{ x \in \mathbb{C} : |x| < \pi \}$ because $\sin$ does not vanish in that disc. While the Taylor series for $\log \sin$ could be expressed through Riemann’s Zeta function, we shall only need the first term, where we have

$$\log \sin(x) = -\frac{x^2}{6} + O(x^4).$$

as $x \to 0$. Combining this with the square summability of $\alpha$, implies that the product on the right-hand side converges uniformly on compact sets of $\mathbb{C}$ and defines an analytic function of a complex variable $t \in \mathbb{C}$. Similar conclusions hold for the characteristic function of $\nu(\beta)$, denoted by $\varphi(t; \beta)$.

Assume now that $\varphi(t; \alpha) = \varphi(t; \beta)$ for all $t \in \mathbb{R}$ and hence also all $t \in \mathbb{C}$. Since the smallest positive real zero of $\varphi(t; \alpha)$, respectively $\varphi(t; \beta)$, is given by $t = \pi / \alpha_1$, respectively $t = \pi / \beta_1$, we conclude that $\alpha_1 = \beta_1$. Dividing the analytic functions $\varphi(t; \alpha)$ and $\varphi(t; \beta)$ by $\sin(\alpha_1 t) / (\alpha_1 t)$ and $\sin(\beta_1 t) / (\beta_1 t)$, respectively, and comparing the smallest positive zeros of the resulting analytic functions, we conclude that $\alpha_2 = \beta_2$. Continuing to argue in the same way yields that $\alpha = \beta$. \qed

**Lemma 3.3.** Let $\alpha, \alpha^{(1)}, \alpha^{(2)}, \ldots \in \mathcal{W}$. Then, $\alpha^{(n)} \to \alpha$ in $\mathcal{W}$ if and only if $\nu(\alpha^{(n)}) \to \nu(\alpha)$ weakly.

**Proof.** Assume that $\alpha^{(n)} \to \alpha$ in $\mathcal{W}$, i.e., we assume the coordinatewise convergence $\lim_{n \to \infty} \alpha_k^{(n)} = \alpha_k$ for every $k \in \mathbb{N}$. As before, we use a characteristic function approach. As in the proof of Lemma 3.2, the characteristic function of the probability measure $\nu(\alpha)$ is given by

$$
\varphi(t) := e^{-\|\alpha\|^2 t^2 / 6} \prod_{k=1}^{\infty} \frac{\sin(\alpha_k t)}{\alpha_k t} = e^{-\|\alpha\|^2 t^2 / 6} \prod_{k=1}^{\infty} \sin(\alpha_k t), \quad t \in \mathbb{R}.
$$

Accordingly, the characteristic function of $\alpha^{(n)}$ is

$$
\varphi_n(t) := e^{-\|\alpha^{(n)}\|^2 t^2 / 6} \prod_{k=1}^{\infty} \frac{\sin(\alpha_k^{(n)} t)}{\alpha_k^{(n)} t}, \quad t \in \mathbb{R}.
$$

Fix some $t \in \mathbb{R}$. Our aim is to show that $\lim_{n \to \infty} \varphi_n(t) = \varphi(t)$. For any fixed $L \in \mathbb{N}$, we clearly have

$$
\lim_{n \to \infty} \prod_{k=1}^{L} \sin(\alpha_k^{(n)} t) = \prod_{k=1}^{L} \sin(\alpha_k t),
$$

5
because of the coordinatewise convergence. We shall now analyze the remaining part of the product. Since we would like to take logarithms, the following arguments assume that \( L \geq L_0(t) \) and \( n \geq n_0(t) \) are sufficiently large to ensure that the remaining terms of the product are not 0. More precisely, we choose \( L_0(t) \in \mathbb{N} \) such that \( \alpha_k |t| < \frac{9}{10} \pi \) for \( k = L_0(t) + 1 \) and hence for all \( k \geq L_0(t) + 1 \). Moreover, because of the coordinate convergence we find \( n_0(t) \in \mathbb{N} \) such that \( \alpha_k^{(n)} |t| < \frac{9}{10} \pi \) for all \( n \geq n_0(t) \) and \( k \geq L_0(t) + 1 \). Then, the logarithm
\[
\log \prod_{k=L+1}^{\infty} \text{sinc}(\alpha_k^{(n)} t) = \sum_{k=L+1}^{\infty} \log \text{sinc}(\alpha_k^{(n)} t)
\]
is well defined. The map \( x \mapsto \log \text{sinc} x \) (together with \( \log \text{sinc} 0 := 0 \)) defines an analytic function of the complex argument \( x \) in the disc \( \{ x \in \mathbb{C} : |x| < \pi \} \) because sinc does not vanish in that disc. As in the proof of Lemma 3.2 we shall only need the first term of the Taylor expansion, where we have
\[
\log \text{sinc}(x) = \frac{x^2}{6} + O(x^4).
\]
We shall apply this expansion on the disc of radius \( \frac{9}{10} \pi \) around the origin, where the \( O \)-term is uniform. Therefore, we see that for all \( L \geq L_0(t) \) and \( n \geq n_0(t) \),
\[
\sum_{k=L+1}^{\infty} \log \text{sinc}(\alpha_k^{(n)} t) = \sum_{k=L+1}^{\infty} \left( -\frac{(\alpha_k^{(n)})^2 t^2}{6} + O((\alpha_k^{(n)})^4 t^4) \right)
\]
\[
= -\frac{t^2}{6} \sum_{k=L+1}^{\infty} (\alpha_k^{(n)})^2 + O\left( \sum_{k=L+1}^{\infty} (\alpha_k^{(n)})^4 \right).
\]
Here and everywhere, the constant implicit in the \( O \)-term is uniform in \( L \geq L_0(t) \) and \( n \geq n_0(t) \). This implies that
\[
\log \left( \prod_{k=L+1}^{\infty} \text{sinc}(\alpha_k^{(n)} t) \right) = -\frac{t^2}{6} \sum_{k=L+1}^{\infty} (\alpha_k^{(n)})^2 + O\left( \sum_{k=L+1}^{\infty} (\alpha_k^{(n)})^4 \right).
\]
The same computations, with \( \alpha_k^{(n)} \) replaced by \( \alpha \), yield
\[
\log \left( \prod_{k=L+1}^{\infty} \text{sinc}(\alpha_k t) \right) = -\frac{t^2}{6} \sum_{k=L+1}^{\infty} \alpha_k^2 + O\left( \sum_{k=L+1}^{\infty} \alpha_k^4 \right).
\]
Using the previous observations, for any choice of \( L \geq L_0(t) \) and \( n \geq n_0(t) \), we obtain
\[
\lim_{n \to \infty} \frac{\log \prod_{k=L+1}^{\infty} \text{sinc}(\alpha_k^{(n)} t)}{\log \prod_{k=L+1}^{\infty} \text{sinc}(\alpha_k t)} = \frac{t^2}{6} \left( 1 - \sum_{k=L+1}^{\infty} \alpha_k^2 \right).
\]
Now, it follows from the coordinatewise convergence that
\[
\lim_{n \to \infty} \left( \frac{t^2}{6} \left( 1 - \sum_{k=L+1}^{\infty} \alpha_k^2 \right) \right) = 0.
\]
Since \( \| \cdot \|_2 \) dominates \( \| \cdot \|_4 \) and because \( \alpha \in \ell_2 \) is square-summable, we have
\[
\sum_{k=L+1}^{\infty} \alpha_k^4 \leq \left( \sum_{k=L+1}^{\infty} \alpha_k^2 \right)^2 \xrightarrow{L \to \infty} 0.
\]
On the other hand, since the coordinates of \( \alpha^{(n)} \) are non-increasing and \( \| \alpha^{(n)} \|_2 \leq 1 \), if \( L \geq L_0(t) \) is sufficiently large, then
\[
\sum_{k=L+1}^{\infty} (\alpha_k^{(n)})^4 \leq \sum_{k=L+1}^{\infty} (\alpha_k^{(n)} \alpha_k^{(n)})^2 = (\alpha_k^{(n)} \alpha_k^{(n)})^2 \sum_{k=L+1}^{\infty} (\alpha_k^{(n)})^2 \leq (\alpha_k^{(n)})^2.
\]
Therefore, we obtain
\[
\lim \limsup_{L \to \infty} \sum_{k=L+1}^{\infty} (\alpha_k^{(n)})^4 \leq \lim \limsup_{L \to \infty} (\alpha_k^{(n)})^2 = \lim \limsup_{L \to \infty} (\alpha_k^{(n)})^2 = 0.
\]
Taking everything together, we arrive at the following claim: for every \( \varepsilon \in (0, \infty) \) there exists a sufficiently large \( L(\varepsilon) \in \mathbb{N} \) such that
\[
-\varepsilon \leq \liminf_{n \to \infty} \frac{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k^{(n)} t)}{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k t)} \leq \limsup_{n \to \infty} \frac{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k^{(n)} t)}{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k t)} \leq \varepsilon.
\]
Exponentiating and taking \( 3 \) into account, we arrive at
\[
e^{-\varepsilon} \leq \liminf_{n \to \infty} \frac{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k^{(n)} t)}{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k t)} \leq \limsup_{n \to \infty} \frac{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k^{(n)} t)}{e^{-1-\|a^{(n)}\|_2^2/6} \prod_{k=1}^{\infty} \text{sinc}(a_k t)} \leq e^{\varepsilon}.
\]
Since \( \varepsilon \in (0, \infty) \) is arbitrary, both limits are, in fact, equal to 1. This shows that \( \lim_{n \to \infty} \varphi_n(t) = \varphi(t) \) for all \( t \in \mathbb{R} \) and completes the proof that \( \varphi(a^{(n)}) \to \varphi(a) \) weakly as \( n \to \infty \).

To prove the converse direction of the lemma, assume that \( a^{(n)} \in \mathcal{W} \) and \( a \in \mathcal{W} \) are such that \( \varphi(a^{(n)}) \to \varphi(a) \) weakly as \( n \to \infty \). Assume, by contraposition, that \( a^{(n)} \) does not converge to \( a \) in \( \mathcal{W} \). Then, by compactness of \( \mathcal{W} \) we can extract a subsequence of \( a^{(n_k)} \) converging to \( \beta \neq a \) as \( k \to \infty \). Applying the first part of the lemma, we deduce that \( \varphi(a^{(n_k)}) \) converges to \( \varphi(\beta) \) weakly as \( k \to \infty \). On the other hand, the same sequence converges weakly to \( \varphi(a) \). Hence, \( \varphi(a) = \varphi(\beta) \). By Lemma 3.2, we must have \( a = \beta \), which is a contradiction.

We can now present the proof of Proposition 3.1 establishing the homeomorphism between the topological spaces \( \mathcal{W} \) and \( \mathcal{K} \).

**Proof of Proposition 3.1**. Lemma 3.2 implies that the map \( a \to \varphi(a) \) is a bijection between \( \mathcal{W} \) and \( \mathcal{K} \). Lemma 3.3 implies that both, this map and its inverse, are continuous. In particular, the compactness of \( \mathcal{W} \) and the continuity imply the compactness of \( \mathcal{K} \) in the weak topology.

### 3.2 Large deviations for the order statistics

Let \( \Theta^{(n)} = (\Theta_1^{(n)}, \ldots, \Theta_n^{(n)}) \) be uniformly distributed on the unit sphere \( \mathbb{S}^{n-1} \). We denote by \( \Theta_{1:n} \geq \ldots \geq \Theta_{n:n} \geq 0 \) the decreasing order statistics of the sample \( |\Theta_1^{(n)}|, \ldots, |\Theta_n^{(n)}| \) and put \( \Theta_{k:n} := 0 \) for \( k > n \). Finally, define
\[
\eta_n := (\Theta_{1:n}, \ldots, \Theta_{n:n}, 0, 0, \ldots),
\]
which is a random element of the space \( \mathcal{W} \). Thus, \( \eta_n \) is the vector of the decreasing order statistics of the absolute values of the coordinates of a random vector that is uniformly distributed on \( \mathbb{S}^{n-1} \). Recall the definition of the map \( \varphi : \mathcal{W} \to \mathcal{K} \subset \mathcal{M}_1(\mathbb{R}) \) from \( 2 \). Observe that \( \varphi(\eta_n) = \mu_{\eta_n} \) is the random probability measure we are interested in Theorem A. Since \( \varphi \) is a homeomorphism between \( \mathcal{W} \) and \( \mathcal{K} \) by Proposition 3.1, the proof of Theorem A is a consequence of the following large deviation principle for \( (\eta_n)_{n \in \mathbb{N}} \).
Proposition 3.4. The sequence \( (\eta_n)_{n \in \mathbb{N}} \) satisfies a large deviation principle on the compact space \( \mathcal{W} \) equipped the topology of coordinatewise convergence at speed \( n \) and with good rate function

\[
\mathcal{F}(a) = -\frac{1}{2} \log \left( 1 - \|a\|_2^2 \right) \in [0, +\infty], \quad a \in \mathcal{W}.
\]

Closely related results can be found in [4, Theorems 3.4 and 3.7]. Before proving Proposition 3.4, we start with a lemma.

Lemma 3.5. For \( \ell \leq n - 1 \), the density of the first \( \ell \) coordinates \( (\Theta_1^{(n)}, \ldots, \Theta_\ell^{(n)}) \) of a random vector \( \Theta^{(n)} = (\Theta_1^{(n)}, \ldots, \Theta_n^{(n)}) \) uniformly distributed on the unit sphere \( \mathbb{S}^{n-1} \) is given by

\[
f(s_1, \ldots, s_\ell) := \frac{\Gamma\left(\frac{\ell}{2}\right)}{\pi^{\ell/2} \Gamma\left(\frac{\ell+\beta}{2}\right)} \left( 1 - s_1^2 - \ldots - s_\ell^2 \right)^{-\beta/2}, \quad s_1^2 + \ldots + s_\ell^2 \leq 1.
\]

Proof. This is well-known and follows, for example, from [10, Lemma 3.1] with \( \beta = -1 \).

Proof of Proposition 3.4. To prove this result, we shall use Proposition 3.3 and work on a base of the topology of coordinatewise convergence on the compact space \( \mathcal{W} \). The compactness of \( \mathcal{W} \) is particularly sufficient to guarantee a full LDP (rather than the weak LDP coming from the proposition). For \( r \in (0, \infty), \ell \in \mathbb{N}, \) and \( x \in \mathbb{R}^\ell \) we define an \( \ell \)-dimensional ball

\[
B_{r,\ell}(x) := \left\{ z = (z_1, \ldots, z_\ell) \in \mathbb{R}^\ell : \sum_{i=1}^\ell (z_i - x_i)^2 < r^2 \right\} \subset \mathbb{R}^\ell.
\]

A base of the topology of \( \mathcal{W} \) is given by the following family of sets:

\[
\mathcal{B} := \left\{ W_{r,\ell}(x) : r \in (0, \infty), \ell \in \mathbb{N}, x = (x_1, \ldots, x_\ell) \in \mathbb{R}^\ell, x_1 \geq \ldots \geq x_\ell \geq 0, x_1^2 + \ldots + x_\ell^2 \leq 1 \right\},
\]

where

\[
W_{r,\ell}(x) = \{ w \in \mathcal{W} : (w_1, \ldots, w_\ell) \in B_{r,\ell}(x) \}.
\]

Lower bound: Let us prove that for every \( x \in \mathbb{R}^\ell \) with \( \|x\|_2 < 1 \) and \( x_1 \geq \ldots \geq x_\ell \geq 0 \) we have

\[
\liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}[\eta_n \in W_{r,\ell}(x)] \geq \frac{1}{2} \log \left( 1 - \|x\|_2^2 \right).
\]

Without loss of generality, we may assume that \( x_\ell > 0 \) because any ball \( B_{r,\ell}(x) \) contains a smaller ball \( B_{r,\ell}(x') \) with \( x' \in \mathbb{R}^\ell \) satisfying this condition. So, let \( x_\ell > 0 \). Observe that

\[
\mathbb{P}[\eta_n \in W_{r,\ell}(x)] = \mathbb{P}\left[ (\Theta_1^{(n)}, \ldots, \Theta_{\ell+1}^{(n)}) \in B_{r,\ell}(x) \right]
\]

\[
\geq \mathbb{P}\left[ (\Theta_1^{(n)}, \ldots, \Theta_{\ell}^{(n)}) \in B_{r,\ell}(x), \Theta_1^{(n)} > \ldots > \Theta_{\ell}^{(n)} > 0, \max \{|\Theta_{\ell+1}^{(n)}|, \ldots, |\Theta_{n}^{(n)}|\} < \Theta_{\ell}^{(n)} \right]
\]

\[
= \int_{B_{r,\ell}(x)} f(z_1, \ldots, z_\ell) \mathbb{P}\left[ \max \{|\Theta_{\ell+1}^{(n)}|, \ldots, |\Theta_{n}^{(n)}|\} < z_\ell \left| \Theta_{\ell+1}^{(n)} = z_1, \ldots, \Theta_{\ell}^{(n)} = z_\ell \right. \right] dz_1 \ldots dz_\ell,
\]

where \( f \) is the joint density of \( (\Theta_1^{(n)}, \ldots, \Theta_{\ell}^{(n)}) \) given in Lemma 3.5 and

\[
B_{r,\ell}^+(x) := B_{r,\ell}(x) \cap \{ z \in \mathbb{R}^\ell : z_1 > \ldots > z_\ell > 0, z_1^2 + \ldots + z_\ell^2 \leq 1 \}.
\]

Now, the conditional distribution of \( \Theta_{\ell+1}^{(n)}, \ldots, \Theta_n^{(n)} \) given that \( \Theta_1^{(n)} = z_1, \ldots, \Theta_{\ell}^{(n)} = z_\ell \) is the uniform distribution on the \((n - \ell - 1)\)-dimensional sphere of radius \((1 - z_1^2 - \ldots - z_\ell^2)^{1/2} \leq 1\). Introducing a
random vector \( Y^{(n-\ell)} = (Y_1^{(n-\ell)}, \ldots, Y_{n-\ell}^{(n-\ell)}) \) distributed uniformly on the unit sphere \( S^{n-\ell-1} \), we can continue as follows:

\[
P\left[ \eta_n \in W_{r,\ell}(x) \right] \geq \int_{B_{\|x\|}(x)} \frac{1}{\|x\|^{n+1}} \, dz_1 \ldots dz_{\ell} = \frac{1}{2\pi^{(n-\ell)/2}} \int_{B_{\|x\|}(x)} \left( 1 - \left[ \|x\|_2 + \frac{1}{n} \right] \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_{\ell}.
\]

where in the last step we used that, for sufficiently large \( n \), we have \( 1/n \leq r \) and \( r > x_{\ell}/2 > 0 \) for all \((z_1, \ldots, z_{\ell}) \in B_{\|x\|}(x)\). Now, it is well known that for every fixed \( x_{\ell} > 0 \), we have

\[
\lim_{n \to \infty} \mathbb{P} \left[ \max \left\{ Y_1^{(n-\ell)}, \ldots, Y_{n-\ell}^{(n-\ell)} \right\} < x_{\ell}/2 \right] = 1.
\]

(To prove this claim, write \( Y^{(n)} = G^{(n)}/\|G^{(n)}\|_2 \), where \( G^{(n)} \) is standard Gaussian on \( \mathbb{R}^n \), and recall that \( \|G^{(n)}\|_\infty \sim \sqrt{2 \log n} \) a.s., as \( n \to \infty \), while \( \|G^{(n)}\|_2 \sim \sqrt{n} \) a.s., implying that \( Y^{(n)} \) is distributed uniformly on the unit sphere \( S^{n-\ell-1} \), while \( \|G^{(n)}\|_\infty \).)

Next, we will bound the integral from below. Observe that for any \( z \in B_{\|x\|}(x) \) it follows from the triangle inequality that

\[
\|z\|_2 \leq \|x\|_2 + \frac{1}{n}.
\]

Thus,

\[
\int_{B_{\|x\|}(x)} \left( 1 - \sum_{i=1}^{\ell} \frac{z_i^2}{\|x\|_2^2} \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_{\ell} \geq \int_{B_{\|x\|}(x)} \left( 1 - \left[ \|x\|_2 + \frac{1}{n} \right] \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_{\ell}
\]

\[
= \int_{B_{\|x\|}(x)} \left( 1 - \|x\|_2^2 - 2n^{-1}\|x\|_2 - n^{-2} \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_{\ell}
\]

\[
= \operatorname{vol}_\ell(B_{\|x\|}(x))(1 - \|x\|_2^2)^{\frac{n-\ell-1}{2}} \left( 1 - \frac{2n^{-1}\|x\|_2 + n^{-2}}{1 - \|x\|_2^2} \right)^{\frac{n-\ell-1}{2}}.
\]

To estimate the volume of the set \( B_{\|x\|}(x) \), we observe that for every point \( u = (u_1, \ldots, u_\ell) \in B_{\|x\|}(x) \) with \( u_1 > \ldots > u_\ell > 0 \) the shifted point \( z := (u_1 + x_1, \ldots, u_\ell + x_\ell) \) belongs to \( B_{\|x\|}(x) \), provided \( n \) is sufficiently large to ensure that \( \|z\|_2 < 1 \). Since the Lebesgue measure of the set of such \( u \)'s is \( \operatorname{vol}_\ell(B_{\|x\|}(x))/(2^\ell \ell!) \), we arrive at the estimate

\[
\operatorname{vol}_\ell(B_{\|x\|}(x)) \geq \frac{\operatorname{vol}_\ell(B_{\|x\|}(x))}{2^\ell \ell!} = \frac{\operatorname{vol}_\ell(B_{\|x\|}(x))}{2^\ell \ell!}.n^\ell.
\]

Combining all elements, and taking the logarithm, we obtain that

\[
\frac{1}{n} \log \mathbb{P} \left[ \eta_n \in W_{r,\ell}(x) \right] \geq \frac{1}{n} \log \kappa(n, \ell) + \frac{1}{n} \log \frac{\operatorname{vol}_\ell(B_{\|x\|}(x))}{2^\ell \ell!} + \frac{n - \ell - 2}{2n} \log \left( 1 - \frac{2n^{-1}\|x\|_2 + n^{-2}}{1 - \|x\|_2^2} \right). \]

\[ + \frac{n - \ell - 2}{n} \frac{1}{2} \log (1 - \|x\|_2^2). \]

Taking the limit inferior, we conclude that
\[ \liminf_{n \to \infty} \frac{1}{n} \log P[\eta_n \in W_{r,\ell}(x)] \geq \frac{1}{2} \log (1 - \|x\|_2^2), \]
which completes the proof of (4).

Let us now derive a lower bound from Proposition 2.3. Take some \( w \in \mathcal{W} \). Our aim is to prove that
\[ \inf_{A \in \mathcal{B}} \liminf_{n \to \infty} \frac{1}{n} \log P[\eta_n \in A] \geq \frac{1}{2} \log (1 - \|w\|_2^2) =: -\mathcal{J}(w). \]  
(5)

If \( \|w\|_2 = 1 \), the right-hand side is \(-\infty\) and there is nothing to prove. So, let in the following \( \|w\|_2 < 1 \).
Let \( A = W_{r,\ell}(x) \in \mathcal{B} \) be a set from the base of topology such that \( w \in A \). Let \( \tilde{w} := (w_1, \ldots, w_\ell) \in \mathbb{R}^\ell \). Then \( \tilde{w} \in B_{r,\ell}(x) \). This means that \( \|\tilde{w} - x\| < r \) and we can find \( \tilde{r} > 0 \) such that \( B_{\tilde{r},\ell}(\tilde{w}) \subset B_{r,\ell}(x) \). It follows that
\[ P[\eta_n \in W_{r,\ell}(x)] \geq P[\eta_n \in W_{\tilde{r},\ell}(\tilde{w})]. \]

It follows from (4) with \( W_{r,\ell}(x) \) replaced by \( W_{\tilde{r},\ell}(\tilde{w}) \) that
\[ \liminf_{n \to \infty} \frac{1}{n} \log P[\eta_n \in W_{r,\ell}(x)] \geq \liminf_{n \to \infty} \frac{1}{n} \log P[\eta_n \in W_{\tilde{r},\ell}(\tilde{w})] \geq \frac{1}{2} \log (1 - \|\tilde{w}\|_2^2) \geq \frac{1}{2} \log (1 - \|w\|_2^2), \]
which proves (5).

**Upper bound:** Let us prove that for every \( x \in \mathbb{R}^\ell \) with \( 0 < r \leq \|x\|_2 \leq 1 \) and \( x_1 \geq \ldots \geq x_\ell \geq 0 \) we have
\[ \limsup_{n \to \infty} \frac{1}{n} \log P[\eta_n \in W_{r,\ell}(x)] \leq \frac{1}{2} \log (1 - (\|x\|_2 - r)^2). \]
(6)

We obtain from a union bound and the exchangeability of the coordinates of \( \Theta^{(n)} \) that
\[ P[\eta_n \in W_{r,\ell}(x)] = P \left[ (\Theta^{(n)}_1, \ldots, \Theta^{(n)}_\ell) \in B_{r,\ell}(x) \right] \leq 2^\ell \binom{n}{\ell} P \left[ (\Theta^{(n)}_1, \ldots, \Theta^{(n)}_\ell) \in B_{r,\ell}(x) \right]. \]
where the factor of \( 2^\ell \) comes from the fact that each of the coordinates \( \Theta^{(n)}_1, \ldots, \Theta^{(n)}_\ell \) may be either positive or negative while having a certain modulus. As before, by Lemma 3.5 we have
\[ P[\eta_n \in W_{r,\ell}(x)] \leq 2^\ell \binom{n}{\ell} \frac{\Gamma(\frac{\ell}{2})}{\pi^{\ell/2}} \int_{B_{r,\ell}(x) \cap B_{r,\ell}(0)} \left( 1 - \sum_{i=1}^{\ell} z_i^2 \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_\ell \]
\[ = \gamma(n, \ell) \int_{B_{r,\ell}(x) \cap B_{r,\ell}(0)} \left( 1 - \sum_{i=1}^{\ell} z_i^2 \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_\ell, \]
with \( \lim_{n \to \infty} \frac{1}{n} \log \gamma(n, \ell) = 0 \), so that \( \gamma(n, \ell) \) will vanish on the logarithmic scale. Next, we observe that, for any \( z \in B_{r,\ell}(x) \), the reverse triangle inequality yields
\[ \|z\|_2 \geq \|x\|_2 - r \geq 0. \]

From this we obtain the upper bound
\[ \int_{B_{r,\ell}(x) \cap B_{r,\ell}(0)} \left( 1 - \sum_{i=1}^{\ell} z_i^2 \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_\ell \leq \int_{B_{r,\ell}(x) \cap B_{r,\ell}(0)} \left( 1 - \left( \|x\|_2 - r \right)^2 \right)^{\frac{n-\ell-1}{2}} \, dz_1 \ldots dz_\ell \]
\[ = \text{vol}_{\ell}(B_{r,\ell}(x)) \left( 1 - \left( \|x\|_2 - r \right)^2 \right)^{\frac{n-\ell-2}{2}}. \]
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Taking everything together, we arrive at
\[
\frac{1}{n} \log \mathbb{P}\left[ \eta_n \in W_{r, \ell}(x) \right] \leq \frac{1}{n} \log \gamma(n, \ell) + \frac{1}{n} \log \text{vol}_{r, \ell}(B_r, \ell(x)) + \frac{n - \ell - 2}{2} \log \left( 1 - \left( \|x\|_2 - r \right)^2 \right).
\]

Thus, taking the limit superior as \( n \to \infty \), we obtain
\[
\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left[ \eta_n \in W_{r, \ell}(x) \right] \leq \frac{1}{2} \log \left( 1 - (\|x\|_2 - r)^2 \right).
\]

Let us now derive the upper bound from Proposition 2.3. Take some \( w \in W \). Our aim is to prove that
\[
\inf_{A \in \mathcal{B} : w \in A} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left[ \eta_n \in A \right] \leq \frac{1}{2} \log \left( 1 - \|w\|_2^2 \right) = -J(w). \tag{7}
\]

If \( w = 0 \), the right-hand side is 0 and there is nothing to prove. So, let \( w \neq 0 \). Take a sufficiently large \( \ell \in \mathbb{N} \) to ensure that \( \tilde{w} := (w_1, \ldots, w_\ell) \) satisfies \( \|\tilde{w}\|_2 > 0 \). Then, for \( A := W_{r, \ell}(\tilde{w}) \) with any positive \( r < \|\tilde{w}\|_2 \) we have
\[
\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left[ \eta_n \in A \right] \leq \frac{1}{2} \log \left( 1 - (\|\tilde{w}\|_2 - r)^2 \right).
\]

Taking first \( r \to 0 \) and then \( \ell \to \infty \), we arrive at the required upper bound (7).

**Completing the proof of Proposition 3.4.** Putting lower and upper bounds (5) and (7) together, we see that for every \( w \in W \),
\[
\inf_{A \in \mathcal{B} : w \in A} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left[ \eta_n \in A \right] \leq -J(w) \leq \inf_{A \in \mathcal{B} : w \in A} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left[ \eta_n \in A \right]
\]
and so Proposition 2.3 yields a weak LDP for the sequence \( (\eta_n)_{n \in \mathbb{N}} \) on \( W \), endowed with the topology of coordinatewise convergence, which occurs at speed \( n \) and with rate function \( J \). Because the space \( W \) is compact, the exponential tightness of the probability laws of \( (\eta_n)_{n \in \mathbb{N}} \) holds trivially. Now, the weak LDP together with exponential tightness implies the full LDP (see, e.g., [5, Lemma 1.2.18 (a)]).
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