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Multi-boson symmetrization effects on two-particle Bose-Einstein interferometry are studied for ensembles with arbitrary multiplicity distributions. This generalizes the previously studied case of a Poissonian input multiplicity distribution. In the general case we find interesting residual correlations which require a modified framework for extracting information on the source geometry from two-particle correlation measurements. In sources with high phase-space densities, multi-boson effects modify the Hanbury Brown–Twiss (HBT) radius parameters and simultaneously generate strong residual correlations. We clarify their effect on the correlation strength (intercept parameter) and thus explain a variety of previously reported puzzling multi-boson symmetrization phenomena. Using a class of analytically solvable Gaussian source models, with and without space-momentum correlations, we present a comprehensive overview of multi-boson symmetrization effects on particle interferometry. For event ensembles of (approximately) fixed multiplicity, the residual correlations lead to a minimum in the correlation function at non-zero relative momentum, which can be practically exploited to search, in a model-independent way, for multi-boson symmetrization effects in high-energy heavy-ion experiments.
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I. INTRODUCTION

In high energy hadronic and nuclear collisions large numbers of pions are created (up to several thousand in Au+Au or Pb+Pb collisions at the Relativistic Heavy Ion Collider (RHIC) or the Large Hadron Collider (LHC)). This raises the issue of multi-particle symmetrization effects among the final state particles and their effects on the particle spectra and momentum-space correlations. If the particles are set free from a state of sufficiently high phase-space density, such effects are expected to become measurable. This has triggered many investigations of multi-boson symmetrization effects over the years (see \textsuperscript{14–16} and further references given in those papers). In particular the possibility of Bose-Einstein condensation of pions in heavy-ion collisions (sometimes misleadingly called “pion laser”) has attracted attention \textsuperscript{22,23}.

Recent analyses of experimental data point, however, to universally low pion phase-space densities at freeze-out \textsuperscript{14,15}. On the other hand, the authors of Ref. \textsuperscript{17} present a chemical analysis of the hadronic final state in 158 A GeV/c Pb+Pb collisions at the CERN Super Proton Synchrotron (SPS) which yields a large pion chemical potential, $\mu_\pi \approx m_\pi$, corresponding to rather large pion phase-space densities. The theoretical investigation of multi-boson symmetrization effects thus continues to be a challenging problem of practical relevance.

In this paper we present a comprehensive analysis of multi-boson symmetrization effects on multiparticle spectra and Bose-Einstein interferometry. Our work not only provides a synthesis of many previously published investigations in a common and very general formal framework, but also extends them in one important aspect: while nearly all previous studies (the only exception known to us is Ref. \textsuperscript{18}) analyzed either event ensembles of fixed particle multiplicity or an ensemble, in which multi-boson symmetrization effects at finite phase-space density modified in a very specific way (see Sec. III C) a Poissonian input multiplicity distribution at vanishing phase-space density our formalism allows to take into account arbitrary measured multiplicity distributions. In addition to the now well-established “Bose clustering effect”, by which the effective emission function becomes narrower in both coordinate and momentum space, we show that multiboson symmetrization in general also introduces “residual correlations” in the two-particle correlation function, i.e. deviations from unity which, in contrast to the Hanbury Brown–Twiss (HBT) effect resulting from two-particle exchange, are not directly related to the source size. These residual correlations modify the effective correlation strength $\lambda$, i.e. the ratio of the two-particle correlation function at zero and infinite relative momentum, and they introduce a new dependence of the correlator on the relative momentum $q$ which modifies the extraction of the source size via HBT radii.

These residual correlations are generic. We know only two multiplicity distributions for which they do not arise, the “Poisson limit” discussed in Sec. III C and the “covariant current formalism” discussed in Appendix A. In both cases, one prescribes an “input” multiplicity distribution (which refers to the infinite phase-space volume limit where multi-boson symmetrization effects can be neglected), whereas the actually measured multiplicity distribution is a complicated func-
tion of the average phase-space density of the source. On the other hand, residual correlations do arise, in particular, for events with fixed multiplicity; there they lead to strong effects in sources with large phase-space density which were noted before [13–16] but whose origin has up to now not been fully clarified.

The residual correlations and Bose clustering effects disappear for dilute sources which emit particles from a state of low phase-space density. Only in this limit the usual formalism (see, for example, the recent reviews [22]) for extracting effective source sizes from two-particle correlation measurements can be applied. As the source phase-space density (more accurately: the spatially averaged phase-space density $\langle f(K) \rangle$) of particles with pair momentum $K$ at which the correlation function is evaluated) increases beyond a certain threshold, multi-boson effects set in rather abruptly. When this happens, a more general formalism must be applied to separate residual from HBT correlations. This is worked out in the paper.

An important stepping stone for the discussion of multi-boson symmetrization effects was provided 2 years ago by Cs"org"o and Zim"anyi [5] who found an analytic solution for the corresponding recursion relations within a class of Gaussian source models. This analytic solution dramatically reduces the complexity of the problem and has thus triggered many recent (re-)investigations of multi-boson effects; our paper is no exception. Before using them we rewrite their results [5] in a physically more instructive way which clearly exhibits the relevant physical parameters in the problem. This is straightforward, but we have not seen it published before, and it has important practical consequences. In the applications we focus on Bose-Einstein interferometry studies of the two-particle correlation function: a detailed analysis of multi-boson effects on the measured single-particle spectra was recently published in [13]. We argue that, once the effects of multi-boson symmetrization on the normalization and shape of the two-particle correlation function are qualitatively understood, they can be efficiently used to search experimentally for multi-boson effects and for evidence of large phase-space densities in high energy heavy ion collisions. This may help to settle the controversy over whether or not pions are emitted with large chemical potentials [13–17].

Our paper is organized as follows: In Section II we write down a very general form of the density matrix for the ensemble of pion emitting sources in terms of a superposition of elementary source currents. The latter are assumed to have random phases to ensure independent or “chaotic” particle emission. We introduce the source Wigner density and the “ring integrals” from which the normalization of the density operator and later the particle spectra can be calculated. Carefully normalized expressions for the latter are presented in Section III, both for events with fixed multiplicity and for multiplicity-averaged events. We define the correlation strength and the incoherence parameter (the latter equals 1 for the fully chaotic sources studied in this paper), and we discuss specifically the previously studied “Poisson limit” in which for finite phase-space volumes multi-boson effects modify in a specific way a Poissonian input multiplicity distribution at infinite phase-space volume. In Section IV we review and reformulate the analytical solution of the multi-boson recurrence relations for Gaussian sources and show in particular that it can also be applied to Gaussian sources with $x$-$p$-correlations (the Zajc model [23]) for which the moments of the emitted particles depend on the emission point in space-time.

At this point the basic formalism is complete, and in Section V we proceed to discuss numerical results. We separate the two-particle correlation function into Bose-Einstein and residual correlations and study the asymptotic normalization of the correlator, the correlation strength, the HBT radii and the range of the residual correlations as a function of the pion multiplicity distribution, the pion phase-space density, and the pair momentum, covering essentially the complete physical parameter space. The numerical calculations are checked against analytic results in the limits of large ($v \to \infty$) and small phase-space volume ($v \to 1$). For $v = 1$ the source saturates the quantum mechanical uncertainty limit, i.e. all pions occupy the same quantum state, forming a Bose condensate. This interesting limit is under complete analytical control. Experimental consequences are discussed in Section VII. We argue that multi-boson effects can be detected by triggering on fixed multiplicity and looking for a minimum at non-zero relative momentum $q$ in the correlation function. Some concluding remarks in Section VII close the paper.

In three Appendices we provide technical details: Appendix A discusses how our formalism is related to the “covariant current formalism” of Gyulassy et al. [20,21], the only other known ensemble which does not suffer from residual correlations in the presence of multi-boson effects. Appendices B and C provide formulae for the analytic calculation of residual and Bose-Einstein correlations in certain limits.

II. SOURCE PARAMETRIZATION

In this section we describe the parametrization of the density operator on which our analysis of multi-boson effects will be based. Very little of the material in this section is original; the most important generalization of previous work, which almost exclusively discussed either fixed pion multiplicity or the case of a Poissonian multiplicity distribution in the absence of multi-boson symmetrization effects (the “Poisson limit” of Sec. III C), is that we allow for an arbitrary pion multiplicity distribution. Still, although many of the relations given in this section can be found scattered in the literature, we find it useful to summarize them and thereby establish our notation and our normalization conventions. This last
point is important since much confusion over multiparticle symmetrization effects has arisen from insufficient attention to normalization issues.

A. The density operator

With the normalized (measured) pion multiplicity distribution $p_n$ we can write the density operator of the ensemble of collision events as

$$\hat{\rho} = \sum_{n=0}^{\infty} p_n \hat{\rho}_n, \quad \sum_{n=0}^{\infty} p_n = 1, \quad \text{tr} \hat{\rho}_n = 1, \quad (2.1)$$

where $\hat{\rho}_n$ is a normalized density operator for a system of exactly $n$ pions. We generalize the formalism developed in [20-21] and consider the ensemble as a superposition of localized source amplitudes $j_0$ whose number $N$ is distributed according to a normalized probability distribution $P_N$ (in general not related to $p_n$ above). The sources have identical structure, but they are centered at different points $x_i$ and move with different 4-velocities $u_i = \gamma_i (1, v_i)$. Their average positions and velocities are distributed by a normalized classical phase-space distribution $\rho(x_i, v_i)$:

$$\int d\zeta_i \rho(\zeta_i) \equiv \int d^4 x_i \gamma^4_i d^3 v_i \rho(x_i, v_i) = 1. \quad (2.2)$$

Here we introduced the shorthand notation $\zeta_i$ (with the Lorentz invariant measure $d\zeta_i$) for the phase-space coordinates $(x_i, v_i)$ of the sources. $(\gamma^4_i d^3 v_i = d^3 u_i/u^0_i)$ is the invariant measure for the boost velocities.) Furthermore the source amplitudes $j_0$ are assumed to have a randomly distributed phase $\phi_i$. We can thus write for the total source [21,24]

$$J(x) = \sum_{i=1}^{N} e^{i\phi_i} j_0(\Lambda_i \cdot (x - x_i)) \quad (2.3)$$

where $x_i$ is the source center in its rest frame and $\Lambda_i = \Lambda(v_i)$ denotes the Lorentz-boost into the global frame with the velocity $v_i$ of the elementary source $i$. The on-shell Fourier transform ($p^0 = E_p = \sqrt{m^2 + p^2}$) of $J$ is given by

$$\tilde{J}(p) = \int d^4 x e^{i p^0 x} J(x) = \sum_{i=1}^{N} e^{i \phi_i} e^{i p^0 x_i} \tilde{j}_0(\Lambda_i \cdot p), \quad (2.4)$$

$$\tilde{j}_0(k) = \int d^4 x e^{i k \cdot x} j_0(x). \quad (2.5)$$

As a boosted on-shell momentum the argument of $\tilde{j}_0$ in [2.4] is itself on-shell. We denote the on-shell normalisation of $j_0$ by $n_0$:

$$\int \frac{d^3 p}{E_p} |\tilde{j}_0(p)|^2 = n_0. \quad (2.6)$$

Following [21,20,21,24] we make the ansatz

$$\hat{\rho}_n = \frac{1}{N(n)} \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} \int d\zeta_i \rho(\zeta_i) \int \frac{d\phi_i}{2\pi} \right) |n\rangle \langle n| \quad (2.7)$$

with

$$|n\rangle \equiv |n[N; \{\zeta_i, \phi_i\}]\rangle = \frac{1}{\sqrt{N!}} \left[ i \int \frac{d^3 p}{E_p} \tilde{j}(p) \hat{a}_p^+ \right]^n |0\rangle. \quad (2.8)$$

$\hat{a}_p^+$ is the creation operator for a boson with on-shell momentum $p$ and satisfies the (covariantly normalized) commutation relations

$$[\hat{a}_p, \hat{a}_{p'}^+] = E_p \delta(p - p'). \quad (2.9)$$

For convenience we denote from now on the Lorentz-invariant momentum-space integration measure $d^3 p/E_p$ by $dp$.

The assumed factorization in [2.7] of the $n$-particle distribution $\rho(\zeta_1, \ldots, \zeta_n)$ into a product of single-particle phase-space distributions $\rho(\zeta_i)$ for the source current centers is often said to represent “independent pion emission”. In fact, this is only true if the states $|n\rangle$ are orthogonal; as pointed out in [7] for the case studied here (where $J(x)$ describes a superposition of wave-packets $j_0$ localized at phase-space points $\zeta_i$), the emission of a pion by one current $j_0$ still depends on the positions of the other current amplitudes, and if they are closely spaced in phase-space, Bose-Einstein symmetrization leads to an emission probability which is enhanced by their phase-space overlap (“stimulated emission” [8]). – The ansatz [2.7] also provides a natural starting point for generalizations to partially phase-coherent emission, by introducing appropriate weight functions into the integrals over the phases $\phi_i$ of the source currents [25].

B. Normalization of the density operator

The states $|n\rangle$ are not normalized. Their norm

$$\langle n|n\rangle = \bar{n}^n, \quad \bar{n} = \int dp |\tilde{J}(p)|^2, \quad (2.10)$$

depends on the number $N$ of elementary source amplitudes $j_0$ and their phase-space positions $\zeta_i$ and phases $\phi_i$ (see [2.4]). If normalized states were used, this complicated expression would appear in the denominator of [2.7] inside the integrals, thereby in general prohibiting the analytic evaluation of expectation values [8]. The only known counterexample which, in spite of constructing the density operator from normalized states, allows for analytical evaluation of the spectra is the coherent state formalism (“covariant current ensemble”, Appendix
A two-particle exchange amplitude: 

\[ \rho_n \] 

exploited in \[20, 21, 22\]. On the other hand, the prescription \[20, 21, 22\] not only permits analytic evaluation of the spectra, but also correctly implements stimulated emission of bosons, ensuring that for thermalized systems the Bose-Einstein single-particle distribution is recovered in the infinite volume limit \[20, 21\].

The normalization of \( \rho_n \) therefore must be ensured explicitly by adding the factor \( 1/N(n) \) in \[20\]. The latter can be calculated by using

\[
\int \frac{d\phi_1}{2\pi} \int \frac{d\phi_2}{2\pi} e^{i\phi_1} e^{-i\phi_2} = \delta_{ij},
\]

keeping only the leading terms in \( N \)

\[
1 = \text{tr} \rho_n \approx \frac{1}{N(n)} \sum_{N=1}^{\infty} P_N N(N-1) \cdots (N-n+1) \times \int d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n),
\]

\( S_n(p_1, \ldots, p_n) = n_0^n \sum_{\sigma^{(n)}} \rho(p_1, p_{\sigma_1}) \cdots \rho(p_n, p_{\sigma_n}). \) (2.12)

Here \( \sigma^{(n)} \) denotes the set of permutations of the indices \( (1, \ldots, n) \), and

\[
\tilde{\rho}(p_i, p_j) = \frac{1}{\hbar \omega} \int d^4 x \gamma^4 \gamma^p \rho(x, v) e^{-i(p_i - p_j) \cdot x} \times j_0^* \Lambda(v) \cdot p_i j_0 \Lambda(v) \cdot p_j
\]

is the normalized two-particle exchange amplitude:

\[
\int d\tilde{p} \tilde{\rho}(p, p) = 1.
\] (2.15)

The approximation in \[2.12\] neglects the \( N^n - N(N - 1) \cdots (N-n+1) \) terms in which more than one pion was emitted from the same source \( j_0 \); their relative contribution is of order

\[
\frac{N^n - N(N - 1) \cdots (N-n+1)}{N^n} \approx \frac{n(n-1)}{2N}
\] (2.16)

and can be neglected if the mean number of sources is much larger than the average number of emitted pairs:

\[
\langle N \rangle \gg \frac{1}{2}(n(n-1))\) .
\] (2.17)

(We denote by \( \langle \ldots \rangle \) averages with respect to the pion multiplicity distribution \( p_n \) and by \( \langle \ldots \rangle \) averages with respect to \( P_N \).) In this limit we thus have

\[
N(n) = \langle N(N-1) \cdots (N-n+1) \rangle \times \int d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n).
\] (2.18)

The limit \[2.17\] can be enforced by letting in \[2.6\] \( n_0 \ll 1 \), i.e. each individual source \( j_0 \) emits on average much less than 1 pion, and the total emission process is composed of a very large number of elementary emission processes. In Sec. [IV] below we will see that the parameter \( n_0 \) drops out from the expressions for the spectra and correlation functions and thus is physically irrelevant. Its sole purpose in the formalism is to ensure the applicability of the approximations \[2.17\] and \[2.12\]. The corresponding idealization of the emitter as a superposition of very many weak source currents should be a good approximation for high-energy heavy-ion collisions, where each event produces anyway a large number of hadrons. It may, however, require reconsideration for collisions between elementary particles (e.g. \( e^+ e^- \) collisions at LEP), where only a handful of identical pions is created per collision such that the additional smoothening implied by setting \( n_0 \ll 1 \) may be less innocuous.

C. The ring algebra

\( \mathcal{N}(n) \) is related to the “sum of ring integrals” defined in \[3\],

\[
\omega(n) = \frac{1}{n!} \int d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n),
\] (2.19)

by

\[
\mathcal{N}(n) = n! \langle N(N-1) \cdots (N-n+1) \rangle \omega(n).
\] (2.20)

The evaluation of \( \omega(n) \) is done recursively using Pratt’s “ring algebra” \[3\]. One defines \[2, 3, 7\]

\[ G_i(p, q) = n_0 \int \tilde{\rho}(p, k_1) d\tilde{k}_1 \tilde{\rho}(k_1, k_2) \cdots d\tilde{k}_{i-1} \tilde{\rho}(k_{i-1}, q) \]

\[
= \int G_1(p, k) d\tilde{k}_i G_{i-1}(k, q)
\] (2.21)

with \( G_1(p, k) = n_0 \tilde{\rho}(p, q) \) and normalization

\[
C_i = \int d\tilde{p} G_i(p, p)
\] (2.22)

(with \( C_1 = n_0 \)). Identification in \[2.21\] of \( p \) with \( q \) defines a “ring”; for this reason \[2.22\] is sometimes called a “ring integral”. For the sum of ring integrals \( \omega(n) \) one finds the recursion relation \[3\]

\[
\omega(n) = \frac{1}{n} \sum_{i=1}^{n} C_i \omega(n-i),
\] (2.23)

with \( \omega(1) = n_0 \) and the definition \( \omega(0) = 1 \).

D. The source Wigner density

The two-particle exchange amplitude \( \tilde{\rho}(p_i, p_j) \) can be rewritten in terms of the source Wigner density \( g(x, K) \):

\[
\tilde{\rho}(p_i, p_j) = \int d^4 x \, g(x, \tfrac{1}{2}(p_i + p_j)) \, e^{-i(p_i - p_j) \cdot x}
\]

\[
\equiv \int d^4 x \, g(x, K_{ij}) \, e^{-iQ_{ij} \cdot x}.
\] (2.24)
Here we introduced the average $K_{ij}$ and the difference $q_{ij}$ of the two on-shell momenta $p_i, p_j$, $g(x, K)$ is the quantum mechanical analogue of the phase-space distribution of the emitted pions. According to (2.13) it is a folding of the classical phase-space distribution $\rho$ of the elementary source centers with their individual Wigner densities $[2]$:

$$g(x, K) = \int d^4 z \gamma^4 d^3 v \rho(z, v) g_0(x-z, \Lambda(v) \cdot K),$$  \hspace{1cm} (2.25)

$$g_0(x, p) = \frac{1}{n_0} \int d^4 y e^{-ip \cdot y} j_0^2 \left( x + \frac{y}{2} \right) j_0 \left( x - \frac{y}{2} \right).$$  \hspace{1cm} (2.26)

$g$ and $g_0$ are normalized to 1:

$$\int d\tilde{p} d^4 x g(x, p) = \int d\tilde{p} d^4 x g_0(x, p) = 1.$$  \hspace{1cm} (2.27)

### III. MULTIPARTICLE DISTRIBUTIONS

The way in which multi-boson symmetrization effects manifest themselves in Bose-Einstein interferometry differs for ensembles of events with fixed multiplicity and for multiplicity-averaged ensembles. In this section we provide the relevant formulae for both cases. In the multiplicity-averaged case (Sec. III B) we allow for arbitrary pion multiplicity distributions; the previously studied specific case of Poisson statistics in the dilute gas limit is shortly reviewed in Sec. III C. In Sec. III D we define and differentiate between the correlation strength and the incoherence parameter and point out that all sources studied here are fully chaotic even if the correlation strength differs from 1.

#### A. Events with fixed pion multiplicity

We first discuss the case of fixed pion multiplicity $n$, $p_m = \delta_{mn}$. With the ingredients from Sec. II the Lorentz-invariant $n$-pion distribution in an ensemble of events containing exactly $n$ pions each can be written as

$$N_n^{(n)}(p_1, \ldots, p_n) = E_1 \cdots E_n \text{tr} \left( \hat{\rho}_n \hat{a}_{p_1}^+ \cdots \hat{a}_{p_n}^+ \hat{a}_{p_1} \cdots \hat{a}_{p_n} \right) = \frac{n! S_n(p_1, \ldots, p_n)}{\int d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n)}. \hspace{1cm} (3.1)$$

It is normalized to $n!$. The $i$-particle distribution in an $n$-pion state is (for $i \leq n$ and in the limit (2.17)) given by

$$N_i^{(n)}(p_1, \ldots, p_i) = E_1 \cdots E_i \text{tr} \left( \hat{\rho}_n \hat{a}_{p_1}^+ \cdots \hat{a}_{p_i}^+ \hat{a}_{p_1} \cdots \hat{a}_{p_i} \right) = \frac{n!}{(n-i)!} \frac{dN}{d\tilde{p}_{i+1} \cdots d\tilde{p}_n} N_n^{(n)}(p_1, \ldots, p_n) = \frac{n!}{(n-i)!} \frac{dN}{d\tilde{p}_1 \cdots d\tilde{p}_n} S_n(p_1, \ldots, p_n). \hspace{1cm} (3.2)$$

It is normalized to $\langle n(n-1) \cdots (n-i+1) \rangle$ (i.e. the $i$th factorial moment). Inserting the expressions (3.1) and (1.4), interchanging the summations over $n$ and $i$, defining

$$h_i = \sum_{n=i}^{\infty} p_n \frac{\omega(n-i)}{\omega(n)}, \hspace{1cm} (3.7)$$

For the one- and two-particle distributions in an $n$-pion event Eq. (3.2) reduces to

$$N_1^{(n)}(p_1) = n \cdot \frac{d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n)}{d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n)} \omega(n) \sum_{i=1}^n \omega(n-i) G_i(p_1, p_1), \hspace{1cm} (3.3)$$

and

$$N_2^{(n)}(p_1, p_2) = n(n-1) \cdot \frac{d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n)}{d\tilde{p}_1 \cdots d\tilde{p}_n S_n(p_1, \ldots, p_n)} \sum_{i=2}^n \omega(n-i) \sum_{j=1}^{i-1} G_j(p_1, p_1) G_{i-j}(p_2, p_2) + G_j(p_1, p_2) G_{i-j}(p_2, p_1). \hspace{1cm} (3.4)$$

The 2-particle correlation function from $n$-pion events is given by the ratio

$$C_2^{(n)}(p_1, p_2) = C_2^{(n)}(q, K) = \frac{N_2^{(n)}(p_1, p_2)}{N_1^{(n)}(p_1) N_1^{(n)}(p_2)}, \hspace{1cm} (3.5)$$

where $q = p_1 - p_2$ and $K = (p_1 + p_2)/2$.

#### B. Multiplicity-averaged $n$-particle spectra

Multiplicity-averaged expressions are now easily derived by averaging with the pion multiplicity distribution $p_n$ according to Eq. (2.1). For the $n$-pion inclusive spectrum one finds

$$N_i(p_1, \ldots, p_i) = E_1 \cdots E_i \frac{dN}{d\tilde{p}_1 \cdots d\tilde{p}_i} = E_1 \cdots E_i \text{tr} \left( \hat{\rho}_n \hat{a}_{p_1}^+ \cdots \hat{a}_{p_i}^+ \hat{a}_{p_1} \cdots \hat{a}_{p_i} \right) = \sum_{n=i}^{\infty} p_n N_i^{(n)}(p_1, \ldots, p_i). \hspace{1cm} (3.6)$$

It is normalized to $\langle n(n-1) \cdots (n-i+1) \rangle$ (i.e. the $i$th factorial moment). Inserting the expressions (3.3) and (1.4), interchanging the summations over $n$ and $i$, defining

$$h_i = \sum_{n=i}^{\infty} p_n \frac{\omega(n-i)}{\omega(n)}, \hspace{1cm} (3.7)$$

It is normalized to $\langle n(n-1) \cdots (n-i+1) \rangle$ (i.e. the $i$th factorial moment). Inserting the expressions (3.3) and (1.4), interchanging the summations over $n$ and $i$, defining

$$h_i = \sum_{n=i}^{\infty} p_n \frac{\omega(n-i)}{\omega(n)}, \hspace{1cm} (3.7)$$
and using the methods of Refs. [3] one finds the following simple expressions:

\[
E_p \frac{dN}{dp} = N_1(p) = \sum_{i=1}^{\infty} h_i G_i(p, p),
\]

(3.8)

\[
E_1 E_2 \frac{dN}{dp_1 dp_2} = N_2(p_1, p_2) = \sum_{i,j=1}^{\infty} h_{i+j} \left[ G_i(p_1, p_1) G_j(p_2, p_2) + G_i(p_1, p_2) G_j(p_2, p_1) \right].
\]

(3.9)

This can be easily confirmed by using the limiting expressions derived in the next section.

For the choice \( \bar{h}_i \) the factors \( h_i \) in (3.7) are given by \( \bar{h}_i = \bar{N}^i \) and satisfy \( h_{i+j} = h_i h_j \). Eqs. (3.8) – (3.10) then reduce to

\[
N_1(p) = H(p, p),
\]

(3.15)

\[
N_2(p_1, p_2) = H(p_1, p_1) H(p_2, p_2)
\]

(3.16)

\[
+ H(p_1, p_2) H(p_2, p_1),
\]

\[
C_2(p_1, p_2) = 1 + \frac{H(p_1, p_2) H(p_2, p_1)}{H(p_1, p_1) H(p_2, p_2)},
\]

(3.17)

with the auxiliary function

\[
H(p, q) = \sum_{i=1}^{\infty} \bar{N}^i G_i(p, q).
\]

(3.18)

With the “effective emission function” \( S(x, K) \) defined by \[10\]

\[
H(p_1, p_2) = \int d^4 x S(x, K) e^{i q \cdot x}
\]

(3.19)

the correlation function can then be written in the “standard form” \[21, 22, 23\]

\[
C_2(q, K) = 1 + \frac{|\int d^4 x S(x, K) e^{i q \cdot x}|^2}{1 + \int d^4 y S(y, p_1) \int d^4 z S(z, p_2) |\int d^4 z S(z, K) e^{i q \cdot z}|^2}.
\]

(3.20)

Note that this simplification occurs only for this particular multiplicity distribution (which in this paper we will call “the Poisson limit” for shortness). It allows relatively easy access to the space-time structure of the effective emission function, via the last factor in the second term of (3.20) which can be isolated from the measured correlation function by subtracting the 1 and dividing by the (measured) ratio of single particle spectra \( |N_1(K)|^2 / |N_1(p_1) N_1(p_2)| \). For other multiplicity distributions we will see that the space-time interpretation of the correlation function is less direct and more complicated.

As far as we are aware, except for \[13\] all previous studies of multiparticle symmetrization effects refer either to the case of fixed multiplicity or to the above “Poisson limit”.

C. “Poisson limit”

These expressions simplify considerably \[3\] if the following special multiplicity distribution is assumed:

\[
\bar{p}_n = \frac{\omega(n) \bar{N}^n}{\sum_{k=0}^{\infty} \omega(k) \bar{N}^k}.
\]

(3.11)

Here \( \bar{N} \) is an arbitrary scaling parameter which leaves the structure of the theory unchanged. The distribution \( \bar{p}_n \) depends on \( v \) since the sum of ring integrals \( \omega(n) \) depends on \( v \). In the limit of a large phase-space volume \( v \) (i.e. for a very dilute and sufficiently hot pion gas) the higher order ring integrals \( C(i), i > 1 \), can be neglected, and \( \omega(n) \) approaches \[3, 4, 5\]

\[
\lim_{v \to \infty} \omega(n) = \frac{n^n}{n!}.
\]

(3.12)

In this limit \( \bar{p}_n \) becomes a Poisson distribution with mean multiplicity \( \langle n \rangle = n_0 \bar{N} \):

\[
\lim_{v \to \infty} \bar{p}_n = \lim_{v \to \infty} \frac{\omega(n) \bar{N}^n}{\sum_{k=0}^{\infty} \omega(k) \bar{N}^k} = \frac{\langle n \rangle}{n!} e^{-\langle n \rangle}.
\]

(3.13)

This is why we call this special case the “Poisson limit”, with quotation marks to indicate that the multiplicity distribution is Poissonian only in the limit \( v \to \infty \). In the opposite limit \( \bar{p}_n \) becomes a Bose-Einstein distribution with mean multiplicity \( \langle n \rangle = n_0 \bar{N} / (1 - n_0 \bar{N}) \) [3]:

\[
\lim_{v \to 1} \bar{p}_n = \frac{\langle n \rangle^n}{(1 + \langle n \rangle)^{n+1}}.
\]

(3.14)

D. Correlation strength and incoherence parameter

Since the quantum statistical correlations introduced by multiparticle symmetrization effects are expected to disappear for large relative momenta, it seems reasonable to define the correlation strength \( \lambda(K) \) by \[1\]

\[
\lambda(K) = \lim_{|q| \to \infty} \frac{C_2(0, K)}{C_2(q, K)} - 1.
\]

(3.21)
In the past this correlation strength has often been identified with the degree of chaoticity or lack of phase coherence of the particle source: sources which emit particles coherently were taken to yield $\lambda = 0$ while fully chaotic sources correspond to $\lambda = 1$. As we will see below, this is true only in the “Poisson limit” of the preceding subsection, but not for general multiplicity distributions where the correlation strength $\lambda$ can become either much larger than 1 or even negative. What remains true for arbitrary multiplicity distributions is that for a coherent source the second (2-particle exchange) terms in the square brackets of Eqs. (3.4) and (3.9) vanish, and that for partially coherent sources (like those discussed in [24,22]) they amount to only a fraction of the first term even at $q = 0$. Partially coherent sources can thus be characterized by an incoherence parameter $0 \leq \lambda_{\text{incoh}}(K) < 1$ where $\lambda_{\text{incoh}}(K)$ is defined by

$$\lambda_{\text{incoh}}(K) = \frac{N^\text{sym}(K,K)}{N^\text{misym}(K,K)} - 1,$$  

with $N^\text{sym}$ denoting the full, symmetrized expressions [24, 22], and $N^\text{misym}$ denoting only the first terms inside the square brackets, without the exchange term, respectively. Since the first and second terms in (3.4) and (3.9) are always equal to each other at $q = 0$, the sources discussed in the present paper correspond to

$$\lambda_{\text{incoh}}(K) = 1,$$  

i.e. to fully chaotic sources, for all $K$ and independent of the multiplicity distribution. This statement applies also to the “Poisson limit” discussed in the preceding subsection, in particular to the limit in which the parameter $n_0$ approaches the critical value $n_c$ for Bose-Einstein condensation as discussed in [14,13]. Similar to the case of an ideal Bose gas in statistical mechanics, Bose-Einstein condensation is thus not correlated with the onset of phase coherence in the source. As also pointed out in [14], this differs from the situation in a laser in which the multi-boson state is a single coherent state which exhibits complete phase coherence, shows no Bose-Einstein correlations, and features a Poissonian multiplicity distribution.

Eq. (3.24) shows that in the “Poisson limit” also the correlation strength (3.21) is $\lambda(K) = 1$ independent of $K$, and that in this limit it indeed agrees with the incoherence parameter, $\lambda_{\text{incoh}}$.

### IV. GAUSSIAN SOURCES

Due to their analytic tractability Gaussian source models have always been popular in Bose-Einstein interferometry (for recent reviews see [23]). It was recently discovered [4] that they also allow for an analytic evaluation of multi-particle symmetrization effects. Since then several investigations exploiting this analytic solution have appeared [11,18] which provide a useful basis for comparison. For this reason we adopt the same model here.

The results of Secs. II and III show that the multiparticle spectra are fully determined once the pion multiplicity distribution $p_n$ has been specified and the functions $G_i(p_1, \ldots, p_i)$ have been calculated for all $i$. From the definition of the latter, Eq. (2.23), we see that the $G_i$ are completely controlled by the structure of the two-particle exchange amplitude $\rho(p,q)$ or, equivalently, of the source Wigner density $g(x,K)$ (see (2.24)). That the latter can (according to (2.25)) be thought of as composed of two ingredients, the elementary source currents $j_0$ and the phase-space distribution $\rho(\zeta)$ of their centers, does not matter in practice, i.e. it has no observable consequences [33,34]. For a given source Wigner density $g(x,K)$, equation (2.25) in general allows for infinitely many different decompositions into a classical phase-space distribution $\rho$ and an elementary source Wigner density $g_0$. This becomes manifest in the case of nonrelativistic Gaussians (studied e.g. in [8,33,27]) where the Gaussian widths of $g(x,K)$ in coordinate and momentum space, $R$ and $\Delta$, are related to those characterizing $\rho$ ($R_0$ and $\Delta_0$) and $g_0$ ($\sigma/\sqrt{2}$ and $1/(\sqrt{2}\sigma)$) — in those papers $g_0$ was constructed from minimum uncertainty wave packets of size $\sigma$ by

$$R^2 = R_0^2 + \frac{\sigma^2}{2}, \quad \Delta^2 = \Delta_0^2 + \frac{1}{2\sigma^2}.$$  

(4.1)

Obviously this has, for given $R$ and $\Delta$, an infinity of solutions ($R_0, \Delta_0, \sigma$). Therefore, the wave packet width $\sigma$ is not directly measurable and can at most be bounded by the two measurable quantities $R$ and $\Delta$.

### A. Static sources

We will here study the non-relativistic Gaussian source Wigner density

$$g(x,p) = \frac{E_p}{(2\pi R \Delta)^3} \exp \left( -\frac{x^2}{2R^2} - \frac{p^2}{2\Delta^2} \right),$$  

(4.2)

which describes instantaneous emission of particles with a Gaussian (non-relativistic thermal) momentum distribution from a sphere with a Gaussian density distribution. The momenta do not depend on position, i.e. $x$ and $p$ are uncorrelated. For the source (4.2) the two-particle exchange amplitude reads

$$\bar{\rho}(p_1,p_2) = \frac{\sqrt{E_1 E_2}}{(2\pi \Delta^2)^2} \exp \left( -\frac{K^2}{2\Delta^2} - \frac{R^2 q^2}{2} \right).$$  

(4.3)

The higher-order exchange amplitudes $G_n(p_1,p_2)$, $n \geq 1$, can be calculated analytically [6] from recursion relations [3] generated by Eq. (2.21).
\[ G_n(p_1, p_2) = \frac{n_0^n c_n}{\sqrt{E_1 E_2}} \exp \left( \frac{K^2}{2 \Delta_n^2} \right) \frac{R_n^2 q^2}{2}, \quad (4.4a) \]

\[ R_n^2 = a_n R^2, \quad \Delta_n^2 = a_n \Delta^2, \quad (4.4b) \]

\[ a_n = \frac{1}{v} \frac{(v+1)^n + (v-1)^n}{(v+1)^n - (v-1)^n} \leq 1, \quad (4.4c) \]

\[ c_n = \left( \frac{2^{2n} v}{(v+1)^{2n} - (v-1)^{2n}} \right)^{3/2} \leq 1, \quad (4.4d) \]

where \[ v = 2R \Delta \geq 1 \quad (4.5) \]
is a measure for the total phase-space volume occupied by the source Wigner function \( g(x, K) \). (The latter would be given by \( v^3 \), and \( v=1 \) corresponds to the minimum value allowed by the uncertainty relation.) The ring integrals \( C_n \) are given by

\[ C_n = c_n a_n n_0^n. \quad (4.6) \]

It is easy to generalize expressions \[ (4.2)-(4.3) \] to the case of a Gaussian source with different widths \( R_1, R_2, R_3 \) and \( \Delta_1, \Delta_2, \Delta_3 \) in the three spatial directions, with corresponding phase-space volume factors \( v_1, v_2, v_3 \).

From the above results one sees that the parameter \( n_0 \) (the normalization \[ (4.3) \] of the elementary sources) drops out from all observables: Eqs. \[ (4.0), (2.23) \] and \[ (3.7) \] imply that \( \omega(n) \sim n_0^n \) and \( h_i \sim n_0^n \). Since also \( c_i \sim n_0^n \), all factors of \( n_0 \) cancel in Eqs. \[ (3.3), (4.4), \] and \[ (3.8), (3.10) \]. We will therefore, without loss of generality, set \( n_0 = 1 \) from now on [35].

In Eqs. \[ (4.4) \] we have rewritten the results of Zimányi and Csörgő [6] in such a way that the essential structure of the multiparticle symmetrization effects becomes manifest: first, Eq. \[ (4.4a) \] shows that \( n \)-body symmetrization effects contribute to the multiparticle spectra with relative weight \( c_n \leq 1 \), and these contributions correspond to effective source functions with modified widths \( R_n \leq R \) and \( \Delta_n \leq \Delta \). This reflects the fact that bosons like to cluster in phase-space. Second, the weights \( c_n \) and the strength of the clustering, given by \( a_n \), are controlled by a single parameter \( v \), the available phase-space volume.

For large \( v \) multiparticle effects are weak; one finds for \( n \geq 1 \)

\[ \lim_{v \to \infty} a_n = \frac{1}{n}, \quad (4.7a) \]

\[ \lim_{v \to \infty} c_n = \frac{1}{n^2} \left( \frac{2}{v} \right)^{3(n-1)}, \quad (4.7b) \]

\[ \lim_{v \to \infty} C_n = \frac{1}{n^3} \left( \frac{2}{v} \right)^{3(n-1)}, \quad (4.7c) \]

\[ \lim_{v \to \infty} \omega(n) = \frac{1}{n!}. \quad (4.7d) \]

In this limit the weight of \( n \)-th order symmetrization effects is suppressed by the \( n-1 \)-power of the input phase-space density \( d_0 = 1/v^3 \) (i.e. the phase-space density in the absence of multi-boson effects).

As \( v \) becomes small and approaches the uncertainty limit, \( v \to 1+\epsilon \), one finds for \( n \geq 2 \)

\[ \lim_{v \to 1+\epsilon} a_n = 1 - \epsilon, \quad \lim_{v \to 1+\epsilon} \frac{a_n+1}{a_n} = 1 - 2 \left( \frac{\epsilon}{2} \right)^n, \quad (4.8a) \]

\[ \lim_{v \to 1+\epsilon} c_n = 1 - \frac{3}{2} (n-1) \epsilon, \quad (4.8b) \]

\[ \lim_{v \to 1+\epsilon} C_n = 1 - \frac{3}{2} n \epsilon, \quad (4.8c) \]

\[ \lim_{v \to 1+\epsilon} \omega(n) = \lim_{v \to 1+\epsilon} c_n = 1 - \frac{3}{2} (n-1) \epsilon. \quad (4.8d) \]

(Of course, \( a_1 = c_1 = C_1 = 1 \) independent of \( v \).) Now all n-boson terms contribute with equal weight. However, the bosonic clustering effects become weak, \( a_n \to 1 \), since the source is already as small as allowed by the uncertainty principle; all \( n \)-boson terms thus reflect the same effective source parameters. In the following section these features and their implications for Bose-Einstein interferometry will be studied quantitatively.

### B. Gaussian sources with x-p-correlations

In this subsection we shortly describe a Gaussian model, first suggested by Zajc [23], in which the momenta of the emitted particles are correlated with the emission points, as is the case e.g. in hydrodynamically expanding sources. The model allows to control the strength of the \( x-p \)-correlations by tuning a parameter \( s \) and thus presents a valuable playground to investigate the qualitative effects of \( x-p \)-correlations on HBT interferometry. We will show that, for the purposes of studying multi-boson effects, it can be completely mapped onto the static Gaussian source presented in the previous subsection: after a suitable redefinition of the physical parameters, the algebra for calculating multi-boson effects becomes identical to the already solved static problem.

Zajc’s model starts from the non-relativistic classical phase-space distribution

\[ \rho(x, p) = \frac{\delta(x^0)}{(2\pi R_s \Delta_0)^3} \]

\[ \times \exp \left[ -\frac{1}{2(1-s^2)} \left( \frac{x^2}{R_0^2} - 2s \frac{x \cdot p}{R_0 \Delta_0} + \frac{p^2}{\Delta_0^2} \right) \right], \quad (4.9) \]

where

\[ R_s = R_0 \sqrt{1-s^2}, \quad 0 \leq s \leq 1 \quad \text{and} \quad p = mv. \quad (4.10) \]

The term proportional to \( s \) in the exponent couples momentum to position; in the limit \( s \to 1 \) one obtains perfect \( x-p \)-correlations:

\[ \lim_{s \to 1} \rho(x, p) \sim \delta(x^0) \delta \left( \frac{x}{R_0} - \frac{p}{\Delta_0} \right). \quad (4.11) \]

This violates, of course, the uncertainty relation; the threshold at which the effective phase-space volume factor \( v_s = 2R_s \Delta_0 \) becomes smaller than 1 is given by [37]
\[ s_{\text{crit}}^2 = 1 - (2R_0\Delta_0)^{-2}. \] (4.12)

To obtain a valid source Wigner density which does not violate the uncertainty relation, we now fold \( \rho \) according to (2.25) (leaving out the factor \( \gamma^4 \) in the integration measure since the source is non-relativistic) with the Wigner density of the elementary source currents \( j_0 \), which are taken as non-relativistic minimum uncertainty Gaussian wave-packets of width \( \sigma \):

\[ g_0(x, p) = \frac{E_p \delta(x^0)}{\pi^3} \exp \left[ -\frac{x^2}{\sigma^2} - \frac{p^2}{2\Delta^2} \right]. \] (4.13)

After lengthy, but straightforward algebra we thus obtain the source Wigner density

\[ g(x, p) = \frac{E_p \delta(x^0)}{(2\pi R\Delta)^3} \exp \left[ -\frac{(x - sL^2p)^2}{2R^2} - \frac{p^2}{2\Delta^2} \right], \] (4.14)

where

\[ L^2 = \frac{R_0\Delta_0}{\Delta^2}, \] (4.15a)
\[ R^2\Delta^2 = R_0^2\Delta_0^2 - s^2R_0^2\Delta_0^2 \geq \frac{1}{4}, \] (4.15b)
\[ R_s^2 = R_0^2 + \frac{\sigma^2}{2}, \quad \Delta^2 = \Delta_0^2 + \frac{1}{2\sigma^2}. \] (4.15c)

Eq. (4.14) differs from (4.12) only by a \( p \)-dependent shift of the spatial coordinate \( x \). The new length scale \( L \) characterizes this \( x-p \)-correlation. Otherwise the two expressions are completely identical, after redefining the physical parameters \( R, \Delta \) according to (4.15). The corresponding two-particle exchange amplitude is given by

\[ \bar{\rho}(p_1, p_2) = \frac{\sqrt{E_1E_2}}{(2\pi\Delta^2)^2} \exp \left( -\frac{K^2}{2\Delta^2} - \frac{R_s^2q^2}{2} - isL^2K \cdot q \right). \] (4.16)

This differs from (4.3) only by the phase factor involving \( L^2 \). Since \( K \cdot q = (p_1^2 - p_2^2)/2 \), in the ring integrals (2.21) the phase factors involving the integration momenta cancel, leaving only those corresponding to the external momenta. Since the particle spectra are real and always involve products of such phase factors with their complex conjugates (cf. Eqs. (3.4) and (3.3)), they completely drop out from the calculation of higher-order multi-boson effects. The algebra of the previous subsection thus goes through without modification: the \( \rho \)-dependence of (4.9) which describes the strength of \( x-p \)-correlations in the source has been completely absorbed into the redefined source parameters \( R, \Delta \).

V. RESULTS

In this section we give a comprehensive and quantitative discussion of the behaviour of the correlation functions, the correlation strength, and the HBT radius parameters, both for events with fixed multiplicity and for multiplicity-averaged event ensembles. The results for fixed multiplicity can be obtained in two different ways: either by using Eqs. (3.3)–(3.5), or from the expression (3.10) for multiplicity-averaged events with the special multiplicity distribution \( p_m = \delta_{m_0} \). We have checked that both paths lead to identical results, but the second path allows for an easier presentation.

A. Correlation functions: Bose-Einstein and residual correlations

We begin by rewriting (3.10) as follows:

\[ C_2(p_1, p_2) = \frac{\sum_{i,j=1}^\infty h_{i+j} G_i(p_1, p_1) G_j(p_2, p_2)}{\sum_{i,j=1}^\infty h_i h_j G_i(p_1, p_1) G_j(p_2, p_2)} \times \left( 1 + \frac{\sum_{i,j=1}^\infty h_{i+j} G_i(p_1, p_2) G_j(p_2, p_1)}{\sum_{i,j=1}^\infty h_{i+j} G_i(p_1, p_1) G_j(p_2, p_2)} \right) \equiv C_2^{(\text{res})}(q, K) \left( 1 + R_2(q, K) \right). \] (5.1)

The second term in brackets, \( R_2 \), arises from Bose-Einstein symmetrization of the two measured momenta, \( p_1 \) and \( p_2 \). As can be seen from the discussion in Sec. III C, in particular Eq. (3.19), this is the term which contains, via a Fourier transform, information about the effective source size; to extract this information is the goal of HBT interferometry. The expression inside the bracket shows manifestly that the source is fully chaotic, as discussed at the end of Sec. III D. at \( q=0 \) we have \( R_2 = 1 \), and both terms inside the bracket become equal.

The interesting feature of Eq. (5.1) is the prefactor \( C_2^{(\text{res})}(q, K) \) which, following Zajc [11] who first noticed this effect, we call “residual correlation”. Equation (5.1) clearly exhibits the physical origin of the residual correlations: they describe the result of the different combinatorics involved in creating background pairs from mixed events (the denominator of \( C_2^{(\text{res})} \)) and “sibling pairs” from the same event (the numerator of \( C_2^{(\text{res})} \)), without symmetrizing with respect to the two measured momenta \( p_1 \) and \( p_2 \). [Note that the measured momenta \( p_1 \) and \( p_2 \) are still symmetrized with respect to all other momenta of particles within the respective events; for this reason \( C_2^{(\text{res})} \) can, unfortunately, not simply be interpreted (and measured separately) as the ratio of unlike-sign pairs from the same event divided by the like- or unlike-sign background pairs from mixed events: in that ratio the numerator involves symmetrization only with respect to the momenta of those particles having the same charge as the measured ones, leading to different combinatorics.]

For sources of the type described in Sec. II, the residual correlations are absent if and only if the multiplicity distribution corresponds to the “Poisson limit” of Sec. III C (see Eq. (2.21)) where \( h_{i+j} = h_i h_j \). And only in this limit it is possible to isolate the information on the source geometry by extracting from the Bose-Einstein correlator...
$R_2$ a simple ratio of particle spectra (see again (3.20)). Equation (5.1) thus shows that the usual formalism for HBT interferometry must be significantly modified if one allows for arbitrary multiplicity distributions in a situation where multi-boson symmetrization effects must be taken into account. This is true in particular for sources with a fixed pion multiplicity. While this need for a modified extraction procedure for the HBT radii was noticed and a specific suggestion for dilute sources was made in [25], we present here a completely general approach to this problem.

The goal of the remainder of this section is to give a quantitative assessment of the importance of residual correlations and multi-boson effects on HBT radii, by exploring the full physical parameter range for the Gaussian sources discussed in Sec. V and for a variety of standard multiplicity distributions. This study reveals a number of unexpected new features of two-particle interferometry which have not been previously investigated. As we will show, they can be used in new ways to obtain information on the phase-space density of the source at freeze-out.
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**FIG. 1.** Correlation function $C_2$ (solid), residual correlation $C_2^{(res)}$ (dotted), and Bose-Einstein correlation $R_2$ (dashed) for events of fixed multiplicity $n = 10$ (top) and $n = 50$ (bottom), for vanishing pair momentum $\kappa = 0$. (Note that for $\kappa = 0$ the correlation function is isotropic in $q$.) In both plots the phase-space volume factor is set to $v = 2.56$. (Note that for $\kappa = 0$ the correlation function is isotropic in $q$.)

It is convenient to introduce scaled momenta,

$$\kappa = K/\Delta, \quad \tilde{q} = R q,$$

(5.2) and write $\kappa = |\kappa|, \tilde{q} = |\tilde{q}|$. Pair momenta are thus measured in units of the width $\Delta$ of the source in momentum space, while relative momenta are scaled by its width $R$ in coordinate space.

Explicit expressions for the correlation function (5.1) for a Gaussian source are given in Appendix B. Fig. 1 shows two sample correlation functions for events with fixed multiplicities $n = 10$ and $n = 50$, respectively. Obviously, in both cases the correlation strength $\lambda$ (defined as the ratio of the correlation function at $q = 0$ and $q = \infty$ minus 1) is less than one. For the selected values of the pair momentum $\kappa$ and the phase-space volume $v$, the correlation strength actually vanishes at $n = 50$. Fig. 1 shows that this is caused by the residual correlations which become stronger with increasing phase-space density $n/v^2$, pulling the intercept at $q = 0$ down. This effect is studied in more detail in Sec. V C.

For the case of fixed multiplicity studied in Figures 1 the residual correlations are negative, i.e. the correlation function approaches its asymptotic value at $q \to \infty$ from below. This was found before in Fig. 6 of the last paper of Refs. [13] (although not explicitly noted in the text), and the origin of the effect was correctly identified in [13] and independently in [25]. We want to emphasize, however, that the negative sign of the residual correlations is not generic: as will be seen in Sec. V C, it depends on the multiplicity distribution of the emitted particles, and a Bose-Einstein distribution, for example, yields positive residual correlations.

B. Multiplicity distributions

Before proceeding further, we specify in this subsection a few particular forms for the measured pion multiplicity distribution. They will be used below to illustrate our general results with specific examples. In particular, we will show results for:

$$p_n = \delta_{nm}, \quad \text{(fixed multiplicity $m$)} \quad (5.3a)$$
$$p_n = \frac{(n)!}{n!} e^{-\langle n \rangle}, \quad \text{(Poisson distribution)} \quad (5.3b)$$
$$p(n, k) = \frac{(n+k-1)!}{n!(k-1)!} \left( \frac{\langle n \rangle}{\langle k \rangle} \right)^n \left( 1 + \frac{\langle n \rangle}{\langle k \rangle} \right)^{-n+k}, \quad \text{(negative binomial distribution)} \quad (5.3c)$$
$$p_n = \frac{(n)!}{(1+\langle n \rangle)^{n+1}}, \quad \text{(Bose–Einstein distribution)} \quad (5.3d)$$
$$p_T(n, k) = \frac{1}{n \Gamma(k)} \left( \frac{k}{\langle n \rangle} \right)^k e^{-kn/\langle n \rangle}, \quad \text{(Gamma distribution)}.$$

(5.3e)
The Poisson distribution (5.3b) is obtained from the negative binomial (NB) distribution (5.3d) by setting \( k \to \infty \); the Bose-Einstein distribution (5.3d) is obtained for \( k=1 \). For the Poisson distribution one has
\[
\langle n(n-1) \rangle = \langle n \rangle^2 \quad \iff \quad \langle n^2 \rangle - \langle n \rangle^2 = \langle n \rangle \quad (\text{Poisson})
\]
while the Bose-Einstein distribution gives a larger variance:
\[
\langle n(n-1) \rangle = 2 \langle n \rangle^2 \quad \iff \quad \langle n^2 \rangle - \langle n \rangle^2 = \langle n \rangle (1 + \langle n \rangle) \quad (\text{Bose–Einstein}).
\]
For the case (5.3a) of fixed multiplicity the variance vanishes, of course.

**C. Normalization and correlation strength**

The Bose-Einstein correlation \( R_2 \) equals 1 at \( q = 0 \) and vanishes at \( q \to \infty \). The asymptotic normalization of the correlation function \( C_2 \) and the value of the correlation strength are thus controlled by the residual correlations \( C_2^{(res)} \).

The normalization \( \mathcal{N} \) does not depend on the pair momentum \( \kappa \); the results of Appendix [2] give
\[
\mathcal{N} \equiv \lim_{q \to \infty} C_2(q, \kappa) = \frac{h_2}{\langle h_1 \rangle^2},
\]
\[
\lim_{v \to \infty} \mathcal{N} = \frac{\langle n(n-1) \rangle}{\langle n \rangle^2} = \begin{cases} 2 & \text{Bose–Einstein}, \\ 1 & \text{Poisson}, \end{cases}
\]
\[
\lim_{v \to 1} \mathcal{N} = \frac{1-p_0-p_1}{(1-p_0)^2} \quad \begin{cases} 1 & \text{Bose–Einstein}, \\ \frac{1-(\langle n \rangle+1)e^{-\langle n \rangle}}{(1-e^{-\langle n \rangle})^2} & \text{Poisson}. \end{cases}
\]

For fixed multiplicity \( n \) this reduces to
\[
\mathcal{N}^{(n)} = \frac{\omega(n)\omega(n-2)}{\omega^2(n-1)},
\]
\[
\lim_{v \to \infty} \mathcal{N}^{(n)} = \frac{n(n-1)}{n^2},
\]
\[
\lim_{v \to 1} \mathcal{N}^{(n)} = 1.
\]

The generic difference of \( \mathcal{N} \) from unity can be clearly seen in the upper panel of Figure 2.

For the correlation strength one finds, using results from Appendix [2]
\[
\lambda(\kappa) = 2 \frac{(h_1)^2}{h_2} \frac{A(\kappa)}{B(\kappa)} - 1, \quad (5.8a)
\]
\[
\lim_{v \to \infty} \lambda(\kappa) = 1, \quad (5.8b)
\]
\[
\lim_{v \to 1} \lambda(\kappa) = \frac{(1-p_0)^2}{1-p_0-p_1} \frac{\langle n(n-1) \rangle}{\langle n \rangle^2} - 1 \quad (5.8c)
\]
\[
= \begin{cases} 1 & \text{Bose–Einstein}, \\ \frac{1-e^{-\langle n \rangle}/(\langle n \rangle-1)e^{-\langle n \rangle}}{1-(\langle n \rangle+1)e^{-\langle n \rangle}} & \text{Poisson}. \end{cases}
\]

For fixed multiplicity \( n \) this reduces to
\[
\lim_{v \to \infty} \lambda^{(n)}(\kappa) = 1, \quad \lim_{v \to 1} \lambda^{(n)}(\kappa) = -\frac{1}{n}, \quad (5.9)
\]
One sees that for fixed \( n \) in the limit \( v \to 1 \) (i.e. for small sources which saturate the uncertainty relation) the residual correlations become so strong that the effective correlation strength \( \lambda \) becomes negative.

**FIG. 2.** Correlation strength \( \lambda^{(n)}(\kappa) \) as a function of the dimensionless phase-space volume \( v = 2R\Delta/\hbar \). Results are shown for two fixed multiplicity values \( n = 50 \) (solid) and 100 (dashed) and for three values of the reduced pair momentum \( \kappa = K/\Delta = 0, 1, \) and 5 (from right to left).

Closer inspection of Eq. (5.8c) for the Poisson multiplicity distribution shows that it is not really the phase-space volume factor \( v \), but the average phase-space density
\[
d = \frac{\langle n \rangle}{v^3}
\]
which controls the strength of multi-boson effects. For a source of minimal phase-space volume \( v=1 \), the correlation strength \( \lambda \) approaches zero as \( \langle n \rangle \to \infty \) (large phase-space density \( d \to \infty \)); this agrees with the expectation of strong multi-boson effects in this limit. On the other hand, in the opposite limit \( \langle n \rangle \to 0 \) (small phase-space density \( d \to 0 \)) \( \lambda \) approaches unity, the same value as for sources with large phase-space volumes \( v \to \infty \). For strong multi-boson effects to arise, it is thus not sufficient that the phase-space density factor \( v \) is small, but the phase-space density \( d = \langle n \rangle/v^3 \) must be large.

Let us now discuss some numerical results. In Figures 3 and 4 we show the correlation strength \( \lambda \) as a function of the phase-space volume factor \( v = 2R\Delta/\hbar \). Whereas, according to Eqs. (5.8) and (5.3), the correlation strength is independent of the scaled pair momentum \( \kappa \) in the limits \( v \to \infty \) and \( v \to 1 \), Figure 3 shows that in the intermediate range \( 1 < v < \infty \) the correlation strength \( \lambda^{(n)} \) develops a \( \kappa \)-dependence. At fixed phase-space volume \( v \), the effective strength of the correlations diminishes for smaller \( \kappa \) and/or larger multiplicity \( n \).

The dependence of the correlation strength on the multiplicity distribution is shown in Figure 4. For fixed
\( \kappa = 0.3 \) and constant mean multiplicity \( \langle n \rangle = 18 \), Fig. 3 gives \( \lambda \) as a function of \( v \) for four different multiplicity distributions. One sees that for different multiplicity distributions the residual correlations manifest themselves quite differently. There is no universal scaling with the average phase-space density \( d \) defined above; however, for typical momenta \( \kappa \geq 1 \), significant residual correlation effects (i.e. noticeable deviations of \( \lambda \) from its asymptotic value \( \lim_{v \to \infty} \lambda = 1 \)) are seen for phase-space densities above 0.2–0.3 particles per unit phase-space volume, \( d \gtrsim 0.2–0.3 \). At lower momenta \( \kappa < 1 \) similar strong effects arise from even smaller values of \( d \), whereas only very high phase-space densities lead to strong multi-boson effects at large pair momenta \( \kappa \gg 1 \). These conclusions agree with those of Lednicky et al. [13].

Note that the multiplicity distributions studied in Fig. 3 refer to the observed pion multiplicity, after full inclusion of multi-boson effects; the measured multiplicity distribution is kept fixed while varying the phase-space density. The presentation in Fig. 3 differs from the discussion of the “Poisson limit” in Sec. III C where the input distribution was fixed to be Poissonian, and the measured multiplicity distribution \( \tilde{p}_n(v) \) of Eq. (3.11) then depended on \( v \). The distribution \( \tilde{p}_n(v) \) corresponds to a constant correlation strength \( \lambda = 1 \) and would in Fig. 3 interpolate as a constant horizontal line between the Poisson distribution at \( v \to \infty \) and the Bose-Einstein distribution at \( v \to 1 \). This must be taken into account when comparing with results from the “Poisson limit” like those discussed in [6,13].

D. HBT radii

The information on the space-time structure of the source is contained in the Bose-Einstein correlation function \( R_2(q, K) \) of (3.1). The discussion of the “Poisson limit” in Sec. III C (cf. Eq. (3.20)) showed that this information is “contaminated”: the two-particle exchange term \( \sum h_{ij} G_i(p_1, p_2) G_j(p_2, p_1) \) is normalized by the corresponding “direct term” evaluated at the observed momenta \( p_1, p_2 \) (i.e. \( \sum h_{ij} G_i(p_1, p_2) G_j(p_2, p_1) \)) instead of the same expression evaluated at the average momentum \( K \) (i.e. \( \sum h_{ij} G_i(K, K) G_j(K, K) \)). Only in the latter case would \( R_2(q, K) \) allow for a “clean” extraction of the space-time structure of the source. For heavy-ion collisions where the sources are large it is known [12,13] that (at least in the “Poisson limit”) these contamination effects from inadequate normalization are negligible. For small sources, like those created in \( e^+e^- \) collisions, they may, however, seriously affect the extraction of the source radius.

In the “Poisson limit” Eq. (3.20) shows that this type of contamination can be avoided by first extracting from \( R_2 \) a (directly measurable) ratio of single particle spectra. For a dilute Gaussian source of the type (4.3) (i.e. in the limit \( v \to \infty \)) this ratio is given by

\[
\frac{[N_1(K)]^2}{N_1(p_1)N_1(p_2)} = \exp \left( \frac{q^3}{4\Delta^2} \right) = \exp \left( \frac{q^3}{v^2} \right). \tag{5.11}
\]

For arbitrary multiplicity distributions the residual correlations prohibit such a simple procedure (the denominator of \( R_2 \) cannot in general be written as a product of single particle spectra), and the contamination of the space-time information about the source cannot be avoided. The results presented in this subsection allow, however, to estimate the relative magnitude of this contamination effect.

As usual, we parametrize the correlation function \( R_2(q, K) \) by a Gaussian in \( q \) with \( K \)-dependent width parameters (HBT radii). The spherical symmetry of the Gaussian source (4.3) ensures that the HBT radii depend only on the modulus \( \kappa \) of the scaled pair momentum (see Appendix C). However, since the denominator of \( R_2 \) involves the two measured momenta \( p_1 \) and \( p_2 \) (see (5.1) and (B4)), the correlation function \( R_2 \) depends separately on the components \( q_1 \) and \( q_2 \) of \( q \) which are parallel and orthogonal to \( K \). This is an artifact of the above-mentioned “contamination effect”; the difference of the width parameters in the \( q_1 \) and \( q_2 \) directions thus is a quantitative measure for this undesired contamination.

We thus write

\[
R_2(q, K) = \exp \left[ -q_\perp^2 R^2_\perp(K) - q_\parallel^2 R^2_\parallel(K) \right] , \tag{5.12}
\]

\[
q_\perp = q \sin \theta , \quad q_\parallel = q \cos \theta , \quad \theta = \angle(q, K). \tag{5.13}
\]

The HBT radii are then obtained by separating the constant and \( \theta \)-dependent terms in

\[
- \frac{d}{dq^2} R_2(q, K) \bigg|_{q=0} = R^2_\perp(K) + \cos^2 \theta \left( R^2_\parallel(K) - R^2_1(K) \right) . \tag{5.14}
\]
The corresponding explicit expressions are given in Appendix C. Eqs. (C1) and (C2). Before proceeding further it is useful to establish a baseline in the absence of multi-boson effects, by keeping in (C1) and (C2) only the lowest order terms \( i=j=1 \). Denoting these reference values by a tilde we find

\[
R^*_{\perp} = R^*_{||} = R^2 \left( 1 - \frac{1}{v^2} \right) \tag{5.15}
\]

independent of the pair momentum \( \kappa \). The HBT radii are seen to be smaller than the Gaussian input radius \( R \) by a correction \( \sim 1/v^2 \); this is the “contamination” from the ratio \( \frac{\langle 3 \rangle}{\langle 1 \rangle} \) of single particle spectra mentioned above. In the following we will discuss multi-boson effects on the HBT radii (including additional multi-boson-induced “contamination” effects) as deviations from the baseline \( \frac{\langle 3 \rangle}{\langle 1 \rangle} \). To this end we define the dimensionless ratios

\[
r_1 = \frac{R^*_{\perp}}{R^2 \left( 1 - \frac{1}{v^2} \right)}, \quad r_2 = \frac{R^2_{\perp} - R^2_{||}}{R^2} . \tag{5.16}
\]

Like the HBT radii themselves, these ratios depend on \( v, \kappa \) and \( \langle n \rangle \) via multi-boson symmetrization effects; in the absence of such effects (in particular in the limit \( v \to \infty \)) they approach \( r_1 = 1 \) and \( r_2 = 0 \). In particular, \( r_2 \) provides a relative measure for multi-boson-induced spectral contamination effects.
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**FIG. 4.** The ratios \( r_1 \) (thick lines) and \( r_2 \) (thin lines) as functions of \( v = 2R\Delta/h \), for fixed multiplicity \( n = 20 \) and for three values of the scaled pair momentum \( \kappa = 0, 1, 5 \). \( r_2 \) vanishes identically for \( \kappa = 0 \) (see Eq. (C2)).

Analytic expressions for \( r_1 \) and \( r_2 \) in the quantum saturation limit \( v \to 1 \) (in which the pions in the source all occupy the same quantum state and form a Bose condensate) are given in Eqs. (C3). Note that in this limit both \( R_{\perp} \) and \( R_{||} \) vanish even in the absence of multi-boson effects, due to the factor \( (1 - \frac{1}{v^2}) \) in (5.15). This leads to a flat Bose-Einstein correlation function \( 1 + R_2 \). In [7] this flatness of the correlation function was incorrectly attributed to the onset of phase coherence, resulting in an absence of Bose-Einstein correlations at low values of \( q \). Lednicky et al. [13] clarified this error by pointing out that even in this limit the Bose-Einstein correlations are still present (the exchange term \( R_2 = 1 \) is as large as the direct term), and that the misunderstanding in [7] resulted from an incomplete analysis of the normalization of the correlation function in the Bose-Einstein condensation limit. The latter was also discussed in [10].
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**FIG. 5.** Top: The ratio \( r_1 \) as a function of the scaled pair momentum \( \kappa \), for two fixed multiplicities \( n = 10 \) (thick lines) and \( n = 20 \) (thin lines) and three values for the phase-space volume factor \( v = 1, 2, 5 \). For \( v = 1 \), \( r_1 \) is independent of \( \kappa \) and less than 1; but for \( v = 1 + \epsilon \), \( r_1 \) will eventually again approach 1 at \( \kappa \to \infty \). Bottom: The same for the ratio \( r_2 \); it vanishes for \( v = 1 \).

Eqs. (C3) show that for all considered multiplicity distributions \( \lim_{v \to 1} r_1 \leq 1 \). The numerical results below show that the same holds true for all values of \( v \). In other words, multi-boson effects always reduce the HBT radii: \( R^*_{\perp} \leq R^2 (1 - \frac{1}{v^2}) \). For \( v > 1 \) this is largely the consequence of Bose-clustering in the source \( R^2_n = a_n R^2 \leq R, \) see (4.4) and confirms similar findings in many earlier papers. However, for \( v = 1 \) the source is already as small as allowed by the uncertainty relation and thus cannot be compressed any further by Bose-clustering. In this case a reduced value \( r_1 < 1 \) must be blamed entirely on multi-boson contributions to the spectral contamination effect from the product of single particle spectra in the denominator of the Bose-Einstein correlator \( R_2 \). Eqs. (C3) show that these contributions disappear for vanishing phase-space density \( d = \langle n \rangle/v^3 \to 0 \), even in the limit \( v \to 1 \):

\[
\lim_{v \to 1} \lim_{\langle n \rangle \to 0} r_1 = 1 . \tag{5.17}
\]
For fixed multiplicity the lowest allowed value is \( n = 2 \) for which \( r_1 \) satisfies the same rule. However, for large phase-space densities \( d \to \infty \) they are large and the ratio \( r_1 \) vanishes:

\[
\lim_{(n) \to \infty} \lim_{v \to 1} r_1 = \lim_{(n) \to \infty} \lim_{v \to 1} \frac{R_l^2}{R^2 (1 - \frac{1}{v^2})} = 0 \quad (5.18)
\]

These last results can be generalized to arbitrary values of \( v \) by rephrasing them in terms of \( d \):

\[
\begin{align*}
\lim_{d \to 0} r_1 &= 1, \quad (5.19a) \\
\lim_{d \to 0} r_2 &= 0, \quad (5.19b) \\
\lim_{d \to \infty} r_1 &= \lim_{d \to \infty} r_2 = 0. \quad (5.19c)
\end{align*}
\]

The proof relies on the fact that, at fixed \( v \), this requires \( (n) \to \infty \); therefore only the asymptotic behavior of \( (4.4) \) for large \( n \) is needed, in particular

\[
\lim_{n \to \infty} a_n = \frac{1}{v} \quad (5.20)
\]

(Incidentally, this implies \( \lim_{n \to \infty} R_n \Delta_n = \frac{\Delta}{2} \).) In the limit \( n \to \infty \) the effective source corresponding to \( G_n(p_1, p_2) \) satisfies the uncertainty relation. Equations \( (5.19c) \) then follow easily from \( (C1) \) and \( (C2) \).

Note that the multi-boson effects set in rather suddenly. (As discussed in Appendix \( C \), the vanishing of \( r_2 \) in the limits \( v \to 1 \) and/or \( \kappa \to 0 \) is due to its definition and does not imply the disappearance of multi-boson effects in these limits.) Unfortunately, we have not been able to find a simple scaling law for the threshold at which multi-boson effects on the HBT radii set in and which properly describes the observed qualitative trends.

In Figures 4-7 we study the dependence of multi-boson symmetrization effects on the measured pion.
multiplicity distribution. While the dependences on \( v \) (Fig. 6) and on \( \kappa \) (Fig. 7) are qualitatively similar to the case of fixed multiplicity, on a quantitative level one observes significant variations for different multiplicity distributions at fixed mean multiplicity \( \langle n \rangle \). This demonstrates that there is no simple scaling of multi-boson effects with the average phase-space density \( d = \langle n \rangle / v^3 \). Of the four distributions considered here, the Bose-Einstein multiplicity distribution gives by far the strongest multi-particle symmetrization effects on the HBT radii: it is less effective in suppressing high-multiplicity contributions than the other considered distributions.

E. The range of the residual correlations

Looking at Figure 8 and Appendix B one sees that the residual correlation \( r^{(\text{res})}_{\perp}(q, K) \) can also be parametrized by a Gaussian:

\[
C^{(\text{res})}_2(q, K) = N \left[ 1 + \frac{\lambda(n)-1}{2} e^{-\frac{1}{2} q^2 r^2_1(n) - q^2 r^2_2(n)} \right]. \tag{5.21}
\]

The two newly introduced radius parameters \( r_\perp(n) \), \( r_\parallel(n) \) can be interpreted as the “range” of the residual correlations in coordinate space. A Gaussian parametrization of the full correlation function \( C_2(q, K) \) in (5.4) is obtained by combining (5.21) with (5.12).

From the ansatz (5.21) one obtains the “residual correlation radii” by separating the constant and \( \theta \)-dependent terms in

\[
\frac{r^2_\perp(n)}{R^2} + \cos^2 \theta \frac{r^2_\parallel(n) - r^2_\perp(n)}{R^2} = \frac{B(n)}{N B(n) - A(n)} \frac{d}{dq} \left. C^{(\text{res})}_2(q, K) \right|_{q = 0}, \tag{5.22}
\]

where we used (5.6a) and (5.8a) to rewrite the coefficient in front of the \( q^2 \)-derivative. The explicit expressions are given in Appendix A and Eqs. (C4)–(C9). Using the asymptotic expressions (B9) we find from (C4) and (C9)

\[
\lim_{v \to 1} r^2_\perp(n) = \lim_{v \to 1} r^2_\parallel(n) = 0; \tag{5.23}
\]

for dilute sources the residual correlations disappear, as expected. In the opposite limit \( v \to 1 \) the two “residual correlation radii” are nonzero, but again equal to each other:

\[
\lim_{v \to 1} (r^2_\perp(n) - r^2_\parallel(n)) = 0. \tag{5.24}
\]

What matters in practice is the ratio of the “residual correlation radii” to the HBT radii, \( r_\perp / R_\perp \). For fixed multiplicity \( n \), this ratio can be calculated analytically in the limit \( v \to 1 \):

\[
\lim_{v \to 1} \frac{r^2_\perp(n)}{R^2_{1(n)}} = \frac{1}{4 n + 1} \quad (\text{fixed } n). \tag{5.25}
\]

For \( n \to \infty \) this approaches the value \( \frac{1}{4} \) from below; for intermediate values \( 1 < v < \infty \) the ratio is between 0 and \( \frac{1}{4} \). The same is true for the Poisson multiplicity distribution for which \( C_2 \) gives in the limit of large \( \langle n \rangle \)

\[
\lim_{v \to 1} \frac{r^2_\parallel(n)}{R^2_{1(n)}} = \frac{1}{4} \frac{(n) - 2}{(n) - 1} + \mathcal{O}(e^{-\langle n \rangle}) \quad (\text{Poisson}). \tag{5.26}
\]

From these analytical results it seems that the “range” of the residual correlations in coordinate space is always less than half the effective source size as measured by the HBT radii. Below we confirm this numerically. Thus, with two well-separated length scales involved, strong multi-boson effects should be clearly recognizable in the 2-particle correlation function, as exemplified in Fig. 8.

FIG. 8. Top: \( v \)-dependence of the ratio \( r^2_\perp / R^2_\perp \) at vanishing pair momentum \( \kappa = 0 \), for a variety of multiplicity distributions, keeping the average multiplicity fixed at \( \langle n \rangle = 20 \). Bottom: The same for \( (r^2_\parallel - r^2_\perp) / R^2 \) at \( \kappa = 1 \). The grey dashed lines indicate an interpolation as described in the text.

In Fig. 8 we show the ratios \( r^2_\perp / R^2_\perp \) and \( (r^2_\parallel - r^2_\perp) / R^2 \) as functions of \( v \), for the same values of \( \kappa \) and \( \langle n \rangle \) as in Fig. 6. One sees that indeed always \( r_\perp \lesssim \frac{1}{4} R_\perp \), and that the ratio of these two parameters is largest at small values of \( v \). The ratio \( (r^2_\parallel - r^2_\perp) / R^2 \) alternates sign, but its absolute value always stays below about 5% and also below the ratio \( r_2 \) of (5.16) (see Fig. 6).
We note that the range parameters \( r^2_0(κ) \) and \( r^2_1(κ) \) become ill-defined when the correlation strength \( λ(κ) \) passes through 1 (see Eq. (5.21) and Fig. 3). We checked that at this point the function \( C^\text{res}_2(q) \) is approximately, but not quite exactly constant. The remaining, albeit very weak \( q \)-dependence cannot be properly absorbed by the Ansatz (5.21), resulting in a divergence of the expression (5.22). Since this is an artefact of the Ansatz (5.21) and does not reflect any really singular behaviour of the residual correlations, we smoothed this singularity in Fig. 3 by interpolating by hand (grey dashed lines) across the point \( λ(κ) = 1 \).

VI. EXPERIMENTAL CONSEQUENCES

Figure 1 shows that, for fixed \( n \), the residual correlations reduce the correlation function while the Bose-Einstein correlations increase it. The interplay of these effects leads to a minimum of the correlation function at intermediate values of \( q \). This is different from Coulomb or strong final state interactions (FSI) which are concentrated much more strongly near \( q = 0 \) (and which in practice one can correct for \( q = 0 \)). A minimum at nonzero \( q \) appears near \( q = 0 \) after FSI correction, thus points to the presence of residual correlations arising from multi-boson symmetrization effects. In the limit \( v \to ∞ \), i.e. for vanishing phase-space density of the source, the residual correlations disappear, and so does the minimum in the correlation function. The minimum also disappears in the opposite limit, \( v \to 1 \), but for a different reason: in this limit the HBT-radii go to zero, and the whole correlation function becomes entirely flat.

For multiplicity-selected event samples (as they are routinely collected in heavy ion collisions because multiplicity serves as a measure for collision centrality) the absence of a minimum in the correlation function, combined with a clear positive HBT signal at \( q = 0 \), can thus be taken as evidence against strong multi-boson symmetrization effects and provides a lower limit on the phase-space volume (upper limit on the phase-space density) of the source. The significance of this limit is controlled by the statistical error on the correlation function. The conspicuous absence of a minimum in the correlation data known to us supports the evidence for low freeze-out phase-space densities (and thus weak multi-boson effects) which was obtained with other methods [11].

On the other hand, searching for such a minimum in event ensembles with approximately fixed multiplicity appears to be the most direct approach to find signatures of multi-boson symmetrization effects in heavy ion collisions, since it does not rely on model fits to the correlation function. It must be noted, however, that multiplicity-averaging tends to smear out the minimum, making it disappear, for instance, in the “Poisson limit” of Sec. III C. To obtain a clear signature thus may require a sharp selection on multiplicity. In practice the method will be limited by event-by-event fluctuations in the slope of the momentum spectra (\( Δ \)) and of the freeze-out radius \( R \) which both enter the phase-space volume \( v \). Detailed simulations of such smearing effects go, however, beyond the scope of the present paper and will be discussed elsewhere.

Such a search for multi-boson effects via residual correlations requires a 2-Gaussian fit to the correlation function like the one obtained by combining according to Eq. (5.1) the expressions (5.12) and (5.21). Compared to the usually employed fit functions this doubles the number of HBT radius parameters and thus puts very high demands on event statistics. By triggering on central collision events in order to exploit azimuthal symmetry of the emission region, the number of radius parameters in the single-Gaussian fit can in general be reduced to four [22] (instead of the only two parameters required for the spherically symmetric toy sources studied here). For equal-mass collision systems, these can be further reduced to two parameters (\( R_⊥ \) and \( R_∥ \), perpendicular and parallel to the beam direction) by selecting pairs with vanishing pair momentum in the center-of-mass system \( K \). To describe the residual correlations then requires only two additional parameters, \( r_∥ \) and \( r_⊥ \). The complexity of the resulting fit problem is then similar to the now routinely applied 3-dimensional HBT analyses in relativistic heavy-ion physics [22], which renders the proposed search practicable.

VII. CONCLUSIONS

We have studied multi-boson effects on two-particle correlations for systems with a variety of multiplicity distributions. In contrast to the previously studied case of a fixed Poissonian input multiplicity distribution at \( v \to ∞ \), which is then at finite \( v \) modified by multi-boson effects, we find that in the general case the two-particle correlation function is affected not only by Bose-Einstein correlations, which can be used to extract source size information, but also by residual correlations which depend on the pion multiplicity distribution, the average phase-space density and the pair momentum. This is true in particular for events with fixed multiplicity.

These residual correlations affect the asymptotic normalization of the correlation function at infinite relative momentum and the “correlation strength”, i.e. the ratio of the correlation function at zero and infinite relative momentum minus 1. The asymptotic normalization depends on the multiplicity distribution, in particular the mean multiplicity \( ⟨n⟩ \), and the phase-space volume \( v^3 \). The correlation strength depends additionally on the pair momentum \( K \). Residual correlation effects can lead to correlation strengths which are either much larger than 1 (for example for the Bose-Einstein multiplicity distribution at intermediate values of \( v \)) or much smaller than one and even negative (for example for fixed multiplicity...
city in the quantum saturation limit $v \to 1$). All this happens for completely chaotic sources as those studied in the present paper and has nothing to do with partial phase coherence in the particle emission process or other quantum optical phenomena. The residual correlations arise, even in the absence of HBT correlations, from the generically different weights of pairs, triplets, quadruplets etc. of particles within a single event and from mixed events. The former enter in the numerator, the latter in the denominator of the correlation function. These different weights play a role when multi-particle symmetrization effects begin to modify the phase-space distribution of such pairs, triplets, quadruplets etc. of identical particles, i.e. for sufficiently large phase-space densities. The residual correlations vanish only accidentally for very specific multiplicity distributions, like those of the “Poisson limit” in Sec. II C or of the “covariant current formalism” in Appendix A.

The separation of residual and genuine Bose-Einstein correlations requires a fit of the correlation function with two 3-dimensional Gaussians. It thus complicates considerably the usual HBT analysis for extracting source sizes from two-particle correlation functions. Fortunately, we could show that the range of the residual correlations and of the Bose-Einstein correlations are defined by well-separated length scales such that, at least with sufficiently accurate data, the separation is possible. In practice, the demands on the statistical accuracy of the data are formidable, and in Section VI we therefore suggested to begin such studies by restricting the fits to certain kinematic regions (small momenta in the center-of-mass system in collisions between equal-mass nuclei) where only a reduced number of fit parameters is required.

We have also made a comprehensive model study of multi-boson effects on the HBT radii extracted from the Bose-Einstein part of the correlation function. In the absence of residual correlations, we showed that it is possible to isolate the source size information by first dividing out a contamination from ratios of single-particle spectra, using measured spectra. In the presence of residual interactions this is no longer possible, and the HBT radii cannot be corrected for this unwanted contamination. In Section VI D we showed how to measure it within the model and saw that it becomes dangerously large for sources with high phase-space densities, i.e. when multi-boson effects become essential.

It is quite likely that the present study eventually turns out to be rather academic since Nature only allows particles to decouple from the collision region after it has had time to expand to such low phase-space densities that multi-boson symmetrization effects become negligible. Existing data analyses seem to point in that direction \cite{15,16}. However, until we know this for sure we should be open to the possibility of strong multi-boson symmetrization phenomena and their complicating effect on HBT interferometry. In Section VI we have suggested an essentially model-independent way to search for such effects which requires little or no prior knowledge about the source size (except for that needed to perform final state interaction corrections): it is based on the existence of the minimum in the (FSI corrected) two-particle correlation function at non-zero relative momentum $q$ in events with (approximately) fixed multiplicity. If no such minima are found, the results from the present paper can be safely shelved, and one may return with strengthened confidence to the conventional HBT formalism and source size extraction procedure based on Eq. (3.20).
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APPENDIX A: RELATION TO THE COVARIANT CURRENT FORMALISM

The general ansatz \cite{21, 27} for the source density matrix on which the present paper is based is formulated in terms of the unnormalized states \cite{23}. In this Section we show that the density matrix of the “covariant current ensemble” \cite{20, 22} which instead uses normalized states can be brought into a similar form, with one important difference: in the covariant current ensemble and in the formalism used in the present paper the normalization of the density operator and the integration over the phase-space positions at which the elementary currents are centered are performed in opposite order. We discuss some relevant implications of this difference.

The covariant current formalism is based on the density operator \cite{21, 22}

$$\hat{\rho} = \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\xi_i \rho(\xi_i) \int \frac{d\phi_i}{2\pi} \right) |J\rangle \langle J|, \quad (A1)$$

where $|J\rangle$ is a normalized coherent state,

$$|J\rangle \equiv |J[N; \{\xi_i, \phi_i\}]\rangle = e^{-\bar{n}/2} \exp \left[ i \int d\tilde{p} \tilde{J}(\tilde{p}) \hat{a}^{\dagger}_{\tilde{p}} \right] |0\rangle, \quad (A2)$$

with the current $\tilde{J}(\tilde{p})$ from Eq. (2.4) and normalization $\exp(-\bar{n}/2)$ with $\bar{n}$ given in (2.10). It corresponds to a specific pion multiplicity distribution $\tilde{p}_n$ which can be calculated by evaluating

$$\tilde{p}_n = \frac{\langle n | \hat{p} | n \rangle}{\langle n | n \rangle} \quad (A3)$$

$$= \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\xi_i \rho(\xi_i) \int \frac{d\phi_i}{2\pi} \right) \frac{|\langle n | J \rangle|^2}{\bar{n}^n}$$
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with the states (2.8). Since
\[ \langle n|J \rangle = e^{-\bar{n}/2} \frac{\bar{n}^n}{\sqrt{n!}}, \] (A4)
each coherent state itself has a Poissonian multiplicity distribution:
\[ \left| \langle n|J \rangle \right|^2 = \frac{\bar{n}^n}{n!} e^{-\bar{n}}. \] (A5)

Thus we have
\[ \hat{p}_n = \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\zeta_i \rho(\zeta_i) \int \frac{d\phi_i}{2\pi} \right) \frac{\bar{n}^n}{n!} e^{-\bar{n}}, \] (A6)
where \( \bar{n} \) depends on all integration variables. By summing over \( n \) and using \( \sum_n e^{-\bar{n}}(\bar{n}^n/n!) = 1 \) and the normalization of \( P_N \) as well as (2.2), one easily checks that \( \hat{p}_n \) is normalized:
\[ \sum_{n=0}^{\infty} \hat{p}_n = 1. \] (A7)

We can decompose the coherent state projection operator in (A1) into the set (2.8) of unnormalized \( n \)-particle states \( |n\rangle \):
\[ |J\rangle\langle J| = \sum_{n,m=0}^{\infty} \frac{|n\rangle\langle n|J\rangle\langle J|m\rangle\langle m|}{\langle n|n\rangle\langle m|m\rangle} = \sum_{n,m=0}^{\infty} e^{-\bar{n}} \frac{\bar{n}^n}{\sqrt{n!} m!} |n\rangle\langle m|. \] (A8)

For the calculation of the \( n \)-particle spectra, which always involve equal numbers of creation and annihilation operators, only the diagonal terms \( n = m \) contribute. We can thus replace the density operator \( \hat{\rho} \) of the covariant current ensemble (A3) by
\[ \hat{\rho}' = \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\zeta_i \rho(\zeta_i) \int \frac{d\phi_i}{2\pi} \right) e^{-\bar{n}} |n\rangle\langle n|. \] (A9)
Writing this in the form (2.3), namely
\[ \hat{\rho}' = \sum_{n=0}^{\infty} \hat{p}_n \hat{\rho}_n, \] (A10)
one finds for the density operator of the subspace corresponding to events with fixed particle multiplicity \( n \) the expression
\[ \hat{\rho}_n = \frac{1}{n! \bar{n}^n} \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\zeta_i \rho(\zeta_i) \int \frac{d\phi_i}{2\pi} \right) e^{-\bar{n}} |n\rangle\langle n|. \] (A11)

When comparing this with the ansatz (2.7) a characteristic difference becomes apparent: the covariant current formalism involves an additional weight function \( \exp(-\bar{n}|\zeta; \{\zeta_i, \phi_i\}|) \) under the integral over the positions and phases of the elementary source currents \( \bar{j}_0 \). This weight results from the use of normalized coherent states.

An arbitrary weight function would at this point stop further analytic progress. For the specific weight function associated with the use of normalized coherent states, however, all \( n \)-particle spectra can still be calculated analytically [20,21], in fact with much less effort than for the ansatz (2.7). This is due to the simplifications resulting from the fact that coherent states are eigenstates of the annihilation operator. For example, the single particle spectrum is given by
\[ N_1(p) = E_p \text{tr} (\hat{J}^* \hat{a}_p^+ \hat{a}_p) \] (A12)
\[ = E_p \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\zeta_i \rho(\zeta_i) \int \frac{d\phi_i}{2\pi} \right) |\hat{J}(p)|^2 \langle J|J \rangle. \] (A13)
We write
\[ \langle J|J \rangle = 1 = \sum_{n=0}^{\infty} \frac{\bar{n}^n}{n!} e^{-\bar{n}} \] (A14)
and calculate the normalization of the single particle spectrum as
\[ \int d\bar{\rho} N_1(p) \]
\[ = \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\zeta_i \rho(\zeta_i) \int \frac{d\phi_i}{2\pi} \right) \bar{n} \sum_{n=0}^{\infty} \frac{\bar{n}^n}{n!} e^{-\bar{n}} \]
\[ = \sum_{n=0}^{\infty} m \hat{p}_m = \langle m \rangle. \] (A15)
The single particle spectrum is thus correctly normalized to the average particle multiplicity, calculated from the multiplicity distribution \( \hat{p}_n \) of the covariant current ensemble. Similarly one finds that the two-particle spectrum
\[ N_2(p_1, p_2) = E_{p_1} E_{p_2} \sum_{N=1}^{\infty} P_N \left( \prod_{i=1}^{N} d\zeta_i \rho(\zeta_i) \int \frac{d\phi_i}{2\pi} \right) \times |\hat{J}(p_1)|^2 |\hat{J}(p_2)|^2 \langle J|J \rangle \] (A16)
is correctly normalized to twice the average number of pairs calculated from \( \hat{p}_n \):
\[ \int d\bar{\rho}_1 d\bar{\rho}_2 N_2(p_1, p_2) = \sum_{m=0}^{\infty} m(m-1) \hat{p}_m = \langle m(m-1) \rangle. \] (A17)
From the studies in [20,21] it is known that the normalization (A14) can be alternatively written as

$$\langle m \rangle = \langle N \rangle n_0,$$  \hspace{1cm} (A17)

where $\langle N \rangle$ is the average number of elementary currents and $n_0$ is their normalization (2.4). The two-particle correlation function is in the covariant current formalism given by

$$C(q, K) = \frac{\langle N(N-1) \rangle}{\langle N \rangle^2} \left( 1 + \frac{\int S(x, K) e^{i q \cdot x}^2}{\int S(x, p_1) \int \bar{S}(x, p_2)} \right)$$  \hspace{1cm} (A18)

where the effective emission function is nothing but the Wigner density associated with the currents $J$:

$$S(x, K) = \int \frac{dqdy}{2(2\pi)^3} e^{-iK \cdot y} \left( J^i (x + \frac{1}{2}y), J^j (x - \frac{1}{2}y) \right).$$  \hspace{1cm} (A19)

This is, up to the prefactor, the standard form (3.20). The covariant current ensemble with its multiplicity distribution $\hat{p}_n$ is thus a second example (besides the “Poisson limit” of Section III C) for a system in which multi-boson effects do not cause residual correlations. Up to the different normalization ($\langle N(N-1) \rangle$ vs. 1), the only difference between the density operator (2.7) in the “Poisson limit” and the covariant current ensemble with the density operator (A9) is the different definition of the effective emission function; in the former case it is given by Eqs. (3.18) and (3.19) while for the latter the much simpler definition (A19), with all multi-boson effects already accounted for. The price to be paid is a more complicated expression for the multiplicity distribution (A9) vs. (3.11) – while, for Gaussian sources, the latter is known analytically, the former seems to require numerical evaluation. In both cases the measured multiplicity distribution ($\hat{p}_n$ and $\hat{p}_n$, respectively) depends in a complicated way on the mean phase-space density $d$ of the source.

**APPENDIX B: CALCULATING THE CORRELATION FUNCTIONS**

In this Section we give some technical steps for the analytical evaluation of the correlation functions for the Gaussian sources defined in Sec. IV.

Let us define

$$A_{ij}(\kappa) = h_{i+j} c_i c_j e^{-2\kappa \left( \frac{1}{a_i} + \frac{1}{a_j} \right)},$$  \hspace{1cm} (B1a)

$$B_{ij}(\kappa) = h_i h_j c_i c_j e^{-2\kappa \left( \frac{1}{a_i} + \frac{1}{a_j} \right)},$$  \hspace{1cm} (B1b)

$$A(\kappa) = \sum_{i,j=1}^{\infty} A_{ij}(\kappa),$$  \hspace{1cm} (B1c)

$$B(\kappa) = \sum_{i,j=1}^{\infty} B_{ij}(\kappa),$$  \hspace{1cm} (B1d)

as well as

$$E_{ij}(\tilde{q}, \kappa) = e^{-\frac{\tilde{q}^2}{2} \left( \frac{1}{a_i} + \frac{1}{a_j} \right)} \cosh \left[ \frac{q \cdot \kappa}{v} \left( \frac{1}{a_i} - \frac{1}{a_j} \right) \right].$$  \hspace{1cm} (B2)

A few simple steps, using eqs. (4.4) and (5.2) and exploiting the symmetry of the sums under exchange of $i$ and $j$, lead from (5.1) to

$$C_2^{(res)}(\tilde{q}, \kappa) = \frac{\sum_{i,j=1}^{\infty} A_{ij}(\kappa) E_{ij}(\tilde{q}, \kappa)}{\sum_{i,j=1}^{\infty} B_{ij}(\kappa) E_{ij}(\tilde{q}, \kappa)},$$  \hspace{1cm} (B3)

$$R_2(\tilde{q}, \kappa) = \frac{\sum_{i,j=1}^{\infty} A_{ij}(\kappa) e^{-\frac{\tilde{q}^2}{2} (a_i + a_j)}}{\sum_{i,j=1}^{\infty} B_{ij}(\kappa) e^{-\frac{\tilde{q}^2}{2} (a_i + a_j)}}.$$  \hspace{1cm} (B4)

For very dilute ($v \rightarrow \infty$) and very dense ($v \rightarrow 1$) sources Eqs. (1.7) and (1.8) can be used to calculate analytically the behavior of the correlation function in the limits $q \rightarrow 0$ and $q \rightarrow \infty$. Note that in these limits the dependence on the angle between $\tilde{q}$ and $\kappa$ (which enters via (B2)) disappears such that all following results depend only on the modulus $\kappa$ of the pair momentum:

1. $q \rightarrow \infty$:

For $v \rightarrow \infty$ the $q^2$-dependent exponential terms in the numerator of $R_2$ are much smaller than those in the denominator, and the Bose-Einstein correlations thus vanish as $q \rightarrow \infty$. For $v \rightarrow 1$ the analysis is only slightly harder: writing $v = 1 + \epsilon$, one finds that the exponential terms of both the numerator and denominator are given by $\exp[-\tilde{q}^2(1-\epsilon)]$ for all values of $i, j$ except for the lowest order term with $i = j = 1$; for the latter the numerator goes as $\exp[-\tilde{q}^2]$ while the denominator goes as $\exp[-\tilde{q}^2 (1-2\epsilon)]$. Again the numerator vanishes more quickly, and the Bose-Einstein correlations disappear at $q \rightarrow \infty$, as they should.

For the residual correlations (B3) one checks similarly that in both limits ($v \rightarrow \infty$ and $v \rightarrow 1$) for $q \rightarrow \infty$ numerator and denominator are both dominated by the term $i = j = 1$, giving

$$\lim_{q \rightarrow \infty} C_2^{(res)}(\tilde{q}, \kappa) = \frac{A_{11}}{B_{11}} = \frac{h_2}{h_1} \equiv N.$$  \hspace{1cm} (B5)

2. $q \rightarrow 0$:

In this limit $R_2$ approaches trivially the value 1 (see (5.1)), while the residual correlations are given by

$$\lim_{q \rightarrow 0} C_2^{(res)}(\tilde{q}, \kappa) = \frac{A(\kappa)}{B(\kappa)}.$$  \hspace{1cm} (B6)

The incoherence parameter defined in Eq. (3.22) is thus $\lambda_{coh}(\kappa) = 1$, whereas the correlation strength (3.21) is given by (5.8).

Other useful limiting expressions are
\[
\lim_{v \to 1+} h_i = (1 + \frac{3}{2} \epsilon) \sum_{n=1}^{\infty} p_n - \frac{3}{2} e p_i \quad \text{for } i \geq 1, 
\]

\[
\lim_{v \to 1+} A(\kappa) = \frac{n(n-1)}{2} e^{-\kappa^2} 
\]

\[
\lim_{v \to 1+} B(\kappa) = \frac{n(n-1)}{2} e^{-\kappa^2} 
\]

and (to linear accuracy in \( \epsilon \))

\[
\lim_{v \to 1+} h_i = (1 + \frac{3}{2} \epsilon) \sum_{n=1}^{\infty} p_n - \frac{3}{2} e p_i \quad \text{for } i \geq 1, 
\]

\[
\lim_{v \to 1+} A(\kappa) = \frac{n(n-1)}{2} e^{-\kappa^2} \times \left[ 1 - (\kappa^2-3)\epsilon + \frac{n(n-1)(2\kappa^2-3)\epsilon}{(n(n-1))^2} \right], 
\]

\[
\lim_{v \to 1+} B(\kappa) = \frac{n(n-1)}{2} e^{-\kappa^2} \times \left[ 1 - (\kappa^2-3)\epsilon + \frac{n(n-1)(2\kappa^2-3)\epsilon}{(n(n-1))^2} \right]. 
\]

These last identities require the evaluation of the following sums involving \( h_i \equiv \sum_{n=1}^{\infty} p_n \):

\[
\sum_{i=2}^{\infty} h_i = <n> - (1-p_0), 
\]

\[
\sum_{i,j=1}^{\infty} h_{i+j} = \frac{n(n-1)}{2}, 
\]

\[
\sum_{i,j=1}^{\infty} h_{i+j+1} = \frac{n(n-1)(n-2)}{2} - p_0, 
\]

which is achieved by appropriate reordering and relabelling of the nested sums.

**APPENDIX C: CALCULATING THE RADIUS PARAMETERS**

Inserting (B13) into (5.14) and separating the constant and \( \theta \)-dependent terms one finds

\[
R^2(\kappa) = \frac{\sum_{i,j=1}^{\infty} A_{ij}(\kappa)}{2 A(\kappa)} \left[ a_i + a_j - \frac{1}{v^2} \left( \frac{1}{a_i} + \frac{1}{a_j} \right) \right], 
\]

\[
R^2(\kappa) - R^2(\kappa) = \frac{\kappa^2}{v^2} \sum_{i,j=1}^{\infty} A_{ij}(\kappa) \left( \frac{1}{a_i} - \frac{1}{a_j} \right)^2. 
\]

In the dilute gas limit \( v \to \infty \) only the lowest order terms \( i=j=1 \) contribute to the sums, and one finds the expressions (5.15). In the opposite limit \( v \to 1 \) one can use (B10)-(B12) to obtain

\[
\lim_{v \to 1} h_1 = <n>, 
\]

\[
\lim_{v \to 1} h_2 = <n(n-1)>, 
\]

\[
\lim_{v \to 1} h_i = <n(n-1)\cdots(n-i+1)> \quad \text{for } i \geq 2, 
\]

\[
\lim_{v \to 1} A(\kappa) = \lim_{v \to 1} A_{11}(\kappa) = <n(n-1)> e^{-\kappa^2}, 
\]

\[
\lim_{v \to 1} B(\kappa) = \lim_{v \to 1} B_{11}(\kappa) = <n^2> e^{-\kappa^2}, 
\]

\[
\lim_{v \to 1} r_1 = 2 \frac{<n> - (1-p_0)}{<n(n-1)>} \quad \text{for fixed } n \geq 2, 
\]

\[
\lim_{v \to 1} r_2 = 0. 
\]

All these limits are \( \kappa \)-independent; however, in the intermediate region \( 1 < v < \infty \) the HBT radii develop a \( \kappa \)-dependence as shown by the numerical results in Sec. [V.D].

The vanishing of \( r_2 \) in the limit \( v \to 1 \) has an interesting origin: in this limit the functions \( G_k(\mathbf{p}_1, \mathbf{p}_2) \) in (4.4) become all identical, and the single particle spectrum \( \{\mathbf{p}_1, \mathbf{p}_2\} \) is again a simple Gaussian with width \( \Delta \), just as in the opposite limit \( v \to \infty \). In this case the angle-dependent term \( \sim q \cdot \mathbf{K} \) drops out from the product of single particle spectra in the denominator of the Bose-Einstein correlator \( R_2 \), and the two HBT radii \( R_\perp \) and \( R_\parallel \) become equal.

The “residual correlation radii” are obtained by inserting (B3) into (5.22) and separating the constant and \( \theta \)-dependent pieces:

\[
\frac{R^2(\kappa)}{R^2} = \frac{\sum_{i,j=1}^{\infty} A_{ij}(\kappa)}{2 A(\kappa)} \left[ a_i + a_j - \frac{1}{v^2} \left( \frac{1}{a_i} + \frac{1}{a_j} \right) \right], 
\]

\[
\frac{R^2(\kappa) - R^2(\kappa)}{R^2} = \frac{\kappa^2}{v^2} \sum_{i,j=1}^{\infty} A_{ij}(\kappa) \left( \frac{1}{a_i} - \frac{1}{a_j} \right)^2. 
\]

To facilitate the discussion in the main text (Section [V.E]) we here give a specific expression in the limit \( v \to 1 \). We decompose the r.h.s. of (C4) into three factors which we expand in powers of \( \epsilon = v - 1 \):

\[
\lim_{v \to 1+} A(\kappa) = a_0 + a_1 \epsilon + \ldots, 
\]

\[
\lim_{v \to 1+} (N B(\kappa) - A(\kappa)) = b_0 + b_1 \epsilon + \ldots, 
\]

\[
\lim_{v \to 1+} \frac{1}{2 v^2} \sum_{i,j=1}^{\infty} \ldots = c_0 + c_1 \epsilon + \ldots. 
\]

The lowest order terms have been calculated (see also (B11)):

\[
a_0 = \frac{\langle n(n-1) \rangle}{2} e^{-\kappa^2}, 
\]

\[
b_0 = \frac{1-p_0-p_1}{(1-p_0)^2} \langle n \rangle^2 - \frac{\langle n(n-1) \rangle}{2} e^{-\kappa^2}, 
\]

\[
c_0 = 0, 
\]

\[
c_1 = -\frac{1-p_0}{\langle n \rangle} + 2 \frac{\langle n(n-1) \rangle}{2 \langle n \rangle^2}. 
\]
Using Eq. (C3a) in the form
\[
\lim_{v \to 1+\epsilon} R_\perp^2 (\kappa) = 2 \left( \frac{\langle n \rangle - (1-p_0)}{\langle n(n-1) \rangle} \right) 2 \epsilon R^2
\]  
(C8)

one finds
\[
\lim_{v \to 1} \frac{v_r^2 (\kappa)}{R_\perp^2 (\kappa)} = \frac{1}{4} \frac{\langle n(n-1) \rangle}{\langle n-1 \rangle b_0} = \frac{a_0 c_1}{b_0} .
\]  
(C9)

This relation is the basis of the discussion in Sec. V.F.

For the Bose-Einstein multiplicity distribution we have no analytical expression for the limit (C9). An unfortunate coincidence causes both \(b_0\) and \(c_1\) to vanish. In this case their ratio in (C9) must be replaced by \(c_2/b_1\). The calculation of \(c_2\) requires a consistent calculation to order \(\epsilon^2\) which we have not done. Therefore, for the case of a Bose-Einstein distribution we have no analytical expression for the limit (C9).
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