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Abstract—Overfitting is defined as the fact that the current model fits a specific data set perfectly, resulting in weakened generalization, and ultimately may affect the accuracy in predicting future data. In this research we used an EHR dataset concerning breast cancer metastasis to study overfitting of deep feedforward Neural Networks (FNNs) prediction models. We included 11 hyperparameters of the deep FNNs models and took an empirical approach to study how each of these hyperparameters was affecting both the prediction performance and overfitting when given a large range of values. We also studied how some of the interesting pairs of hyperparameters were interacting to influence the model performance and overfitting. The 11 hyperparameters we studied include activate function; weight initializer, number of hidden layers, learning rate, momentum, decay, dropout rate, batch size, epochs, L1, and L2. Our results show that most of the single hyperparameters are either negatively or positively corrected with model prediction performance and overfitting. In particular, we found that overfitting overall tends to negatively correlate with learning rate, decay, batch sides, and L2, but tends to positively correlate with momentum, epochs, and L1. According to our results, learning rate, decay, and batch size may have a more significant impact on both overfitting and prediction performance than most of the other hyperparameters, including L1, L2, and dropout rate, which were designed for minimizing overfitting. We also find some interesting interacting pairs of hyperparameters such as learning rate and momentum, learning rate and decay, and batch size and epochs.
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I. INTRODUCTION

Our results are consistent with some of the existing research finding or knowledge such as activation function is associated with overfitting, the predict performance tends to drop when a lot of momentum works together with a large learning rate, and a smaller batch size is often associated with better prediction performance. Our results not only substantiate some of the existing knowledge in the field of machine learning but also present interesting new findings. These types of findings are useful for mitigating overfitting when conducting hyperparameter tuning and selecting the range of hyperparameter values required by grid search.

A. Breast Cancer

Breast cancer was responsible for 685,000 deaths worldwide in 2022, and with no direct cure, it will remain one of the main cancer-associated causes of death in women globally for the foreseeable future [1]-[2]. Breast cancer is also the number one cause of cancer-related deaths for US women aged 20 to 59, estimated to account for 43600 deaths in 2021 [3]-[6]. Breast cancer metastasis is the main cause of breast cancer death [7]. Being able to effectively predict the likelihood of metastatic occurrence for each individual patient is important because the prediction can guide treatment plans tailored to a specific patient to prevent metastasis and to help avoid under- or over-treatment.

B. Deep Learning

Deep Machine learning methods are now more and more used in health care related prediction tasks including the prediction of breast cancer metastasis [8]. Improving the prediction performance of these methods has been a key effort in the field of biomedical informatics and artificial intelligence in health care [9]. A Neural Network (NN) is one of the machine learning methods that can be used to conduct prediction. ANN consists of layers of artificial neurons, also called nodes, mimicking loosely how human brain and nervous system work to process and pass signals via neurons [10]. Due to this, an ANN is also referred to as an Artificial Neural Network (ANN). A traditional ANN consists of one input layer, one hidden layer, and one output layer [11]. Deep learning is the use of a non-conventional ANN that is composed of more than one hidden layer, which is also referred to as a Deep Neural Network (DNN) [12].

C. Grid Search

In a grid search, each of the hyperparameters is given a preselected series of values, the program will then iterate through every hyperparameter value combination possible to train models. In addition to Grid search, there are other approaches of hyperparameter tuning including Bayesian optimization and Genetic Algorithm. One of the advantages of grid search is that the hyperparameter settings are independent. This makes it suitable to conduct parallel computing.
D. Overfitting

Overfitting is a very common problem in deep learning and usually has a negative impact on the prediction performance of deep learning. A Google scholar search using the key word “overfitting in deep learning” returns more than 280000 relevant publications. The growth trend of the number of articles about overfitting in deep learning during the past 5 years, based on the Google Scholar data, illustrates that research interests in overfitting concerning deep learning increased dramatically from year 2017 to year 2020, with relevant research articles jumped from 18200 to 82700 within three years. This may also reflect the importance of handling overfitting in deep learning.

Overfitting occurs when the model performs well on training data but generalizes poorly to unseen data. The reasons for this include a limited size of the training dataset, imbalance in the training dataset, the complexity of models, and so on [13]. For example, in Fig. 1a) and b) there is a generated data set that has been used to train a polynomial model of varying degree. Fig. 1 b) is an example of the model overfitting because the polynomial function’s degree is too high. Since the function is long and overly complex it fits to the data too well and begins directly connecting the data points. This is bad because when the model is run on data that has never seen before, it will predict incorrectly based on the training data and not the testing data.

While overfitting is the subject of this paper and arguably more common, its antithesis is underfitting which is much harder to manage when training and testing new models [14]. Underfitting is a problem where the model performs badly on both training data and unseen data, generally occurring when a model is overly regularized, inadequately trained, or lacks relevant predictive features [15]. Fig. 1a) is clearly underfitted as the model has not captured the trend in the data accurately. To fix this, the degree must be raised, but if it is too high then the model is too complex and overfitting occurs, as seen in Fig. 1b). By tuning the degree parameter, the model in Fig. 1c) below can be obtained, which is the optimized function in this case. When looking at an underperforming model, it is important to distinguish between the model being outright incorrect and it being underfitted. For example, if a model is trained for too long and is too complex, the next logical step is to remove features and reduce training time as said model is overfitted. As can be seen from Fig 1a), if these logical steps go too far, it will turn into an underfitted model as a consequence of attempting to prevent overfitting.

II. OVERFITTING AND HYPERPARAMETERS

Another example of overfitting and underfitting can be found within this paper: when looking at a graph containing epochs as a hyperparameter, such as Fig. 2. “Epochs” defines the number of times that the entire training data are used by the learning algorithm during training. One epoch means every sample in the training set has been used exactly once to update the internal model parameters. As seen in Fig. 2, the first few epochs will either be omitted or look vastly incorrect, in this case the latter. These sorts of results are a direct case of underfitting as the deep learning model needs multiple full passes of the data to find the pattern and adapt adequately. Additionally, the higher the epochs the further mean_train_AUC and mean_test_AUC get from each other, which means we are encountering overfitting near the end of this graph. This is because the model is performing better and better on training data but worse and worse on testing data. While in some cases the model was underfitted, in most cases where both the training and test data performance is bad it will turn out to be a problem with the model itself.

In practice, underfitting can be mostly avoided by increasing the level of training, but it is sometimes challenging to strike a balance between training sufficiently and training too much (overfitting). This is the reason this paper focuses on overfitting — it is much harder to manage overfitting within deep learning model which happens more frequently than underfitting as deep learning networks in the medical field get increasingly complex. In most cases, deep learning model has more hyperparameters than other normal machine learning models which also illustrates the complexity.
It is not possible to completely eliminate overfitting in deep learning, but there are known hyperparameters of deep learning which can be adjusted to reduce the effect of overfitting [16]. As mentioned previously, “epochs”, a hyperparameter that helps balance model convergence, is a known factor of overfitting in deep learning [17]. The “dropout rate” is another hyperparameter that is known to affect overfitting [18]. Neurons are randomly selected and dropped out during training based on the preselected dropout rate to reduce time cost and minimize model overfitting. Additionally, regularization hyperparameters $L1$ and $L2$ are known to reduce overfitting [19]. $L1$, also called a sparsity regularization factor, is a factor that can be used to remove the effect of the “noisy” input nodes and make the network less complex. $L2$ is a regularization factor based on weight-based decay, which penalizes large weights to adjust the weight updating step during model training. Activation function also plays an important role in preventing the model from overfitting [20]. The role of the activation function in neural networks is to introduce nonlinear factors with nonlinear combinations of weighted inputs to solve problems that cannot be solved by linear models including Sigmoid activation function, ReLu activation function and so on. Finally, number of hidden layers is another factor that may impact the overfitting. Every neural network will include multiple layers, with each layer of neurons receiving input from the previous layer and producing output to the next layer, so a large number of hidden layers may lead to overfitting problem [21].

Deep learning became a popular method due to its success in a lot of image-relevant applications, and part of its success is attributed to its various hyperparameters that can be optimized [22]. The process of optimizing the hyperparameters is also called hyperparameter tuning, which often involves selecting the set of hyperparameter values that has the best prediction performance out of all sets of hyperparameter values being tested [23]. The sets of hyperparameter values can either be manually selected or selected automatically following certain rules, and the latter method is often called grid search. Grid search is designed to conduct hyperparameter tuning in a systematic way by going through each of the sets of hyperparameter values automatically during the model training process [23]. Other than epochs, dropout rate, $L1$, and $L1$, the four hyperparameters that are known to affect overfitting, various other hyperparameters can be tuned in a grid search of deep learning [24]. The hyperparameter “optimizer” can assume different values such as SGD (Stochastic Gradient Descent) and Adagrad (Adaptive Gradient Descent). SGD adjusts its learning rate via “momentum” and “decay”, the two other hyperparameters that can be tuned via grid search. The momentum, a moving average of the gradients that can help accelerate the convergence of training. The decay is an iteration-based decay factor that can be used to decrease learning rate in each epoch during the optimization process [25]. The “learning rate” is a hyperparameter that governs how big of a step it takes each time to update the internal model parameters (weights and biases) in response to the estimated error during the model training process [26]. It is used by both the SGD and Adagrad. Adagrad adapts the learning rate to the parameters, conducting smaller-step updates for parameters linked to frequently appearing features, and larger-step updates for parameters linked to less frequent features. The batch size is also a hyperparameter of deep learning, which controls the number of the training samples that are “fed” to the neural network before internal model parameters are updated [27].

In a grid search, each of the hyperparameters is given a preselected series of values, the program will then iterate through every hyperparameter value combination possible to train models [23]. We call a hyperparameter value combination a hyperparameter setting. There is great uncertainty when choosing a set of values for a hyperparameter when conducting a grid search. For example, the traditional textbook or default value for learning rate is 0.01. But technically speaking learning rate can assume numerous values. So, should we choose 0.001 to 0.01 with a step size of 0.001 or should we choose 0.0001 to 0.05 with a step size of 0.005? In addition, there is no definite answer as to whether and how much learning rate affects overfitting in deep learning.

Although some of the hyperparameters such as epochs, dropout rate, $L1$, and $L2$ are known to have an influence on overfitting, there are still questions such as to which of them has the least or the largest effect. Similarly to learning rate, there is still a lot of uncertainty when selecting a range of values for such a hyperparameter, which is required by grid search. For instance, since technically there is no upper bound for the value of number of epochs. You can choose 1 to 500 epochs or 1 to 5000 epochs when doing grid search. As previously illustrated, when the number of epochs is too low, you can underfit and when it is too high, you can overfit. Furthermore, when the number of epochs get higher, grid search becomes slower, and you can waste a lot of computing time with worse results due to overfitting. So, for these hyperparameters what are the ranges of values that you can choose to most likely avoid underfitting and overfitting?

Most of the research on deep learning in the medical field is based on image identification focusing on convolutional neural networks [28]. Empowered with large scale neural networks and massively parallel computing devices, the accuracy of image recognition is greatly improved [22]. However, image data are only one type of “Big Data”. There exist a large quantity and variety of non-image data that can be very valuable to machine learning and personalized medicine [29]. For instance, the electronic health record (EHR), a widely available data resource, can be utilized for the purpose of tailoring therapies and providing prognostic information. An EHR database contains abundant data about patients’ clinical
features, disease status, interventions, and clinical outcomes. Such data are invaluable to tailoring diagnosis and prognoses to individual with diseases such as breast cancer [30,31]. In this research we used a EHR dataset concerning breast cancer metastasis to study overfitting of deep feedforward Neural Networks (FNNs) prediction models [31]. We included 11 hyperparameters of the deep FNNs models and took an empirical approach to study how each of these hyperparameters was affecting both the prediction performance and overfitting when given a large range of values. We also studied how some of the interesting pairs of hyperparameters were interacting to influence the model performance and overfitting. We hope, through our study, to help answer some of the questions as mentioned in the previous paragraphs. We hope to obtain interesting findings that add to our existing knowledge about overfitting and be helpful to the grid search approach of learning, or at least stir research interests in this direction.

III. EXPERIMENTS METHOD

In this research, we conducted a unique type of grid search with deep learning repeatedly to study how each of the 11 hyperparameter influences model overfitting and prediction performance when assuming various values. In this type of grid search, we gave a wide range of values to the hyperparameter being studied at the time while each of the other 10 hyperparameters assumed a single value, which was randomly picked from a set of values. For each of the 11 hyperparameters, we repeated this type of grid search 30 times, so that we can get the mean measurements of model overfitting and prediction performance, averaged over 30 values, for each of the range of values given to the hyperparameter of interest. Next, we discuss in detail all aspects of the method we used.

A. Feedforward Deep Neural Networks (FNNs)

The deep neural networks used in this study are fully connected FNNs that have at least one hidden layer [23]. Inspired by biology, these neural networks do not contain cycles and each data point will simply traverse a chain of hidden layers. Fig. 3 contains a summary of the inner workings of one of the FNNs that we developed in this study. It includes four hidden layers and two output layers. The 31 input nodes to this neural network represent the 31 clinical features contained in the patient data that will help the model predict breast cancer metastasis, and the output layer contains two nodes representing the binary status of breast cancer metastasis. Each node in the model has an activation function, represented by f(x), which decides the node’s individual output value established by the current value of the node. In both the input layer and the hidden layer(s), we employed a rectifier linear unit (ReLU) [37] as the activation function. In Fig. 3 each hidden layer has a certain number of hidden nodes that can be different from the other layers, as can be seen by the distinct variables p, q, m, and r, respectively. Initialize the weight matrix of neural network using glorot_normal initializer. This FNN model was developed in Python using the TensorFlow and Keras packages.

TABLE I

| Hyperparameters (number of values tested) | Values Tested | Base Values |
|------------------------------------------|----------------|-------------|
| 1. Activation Function for output layer (2) | Sigmoid, Hard Sigmoid | Sigmoid |
| 2. Weight Initializers (5) | Uniform, Normal, Glorot Uniform, Glorot Normal, Lecun Uniform | Glorot_Normal |
| 3. Number of hidden layers (4) | 1 layer (75, 1), 2 layer (75, 75, 1), 3 layer (75, 75, 75, 1), 4 layer (75, 75, 75, 75, 1) | 2 |
| 4. Learning Rate (400) | 0.001-0.4 with the step size 0.001 | 0.005 |
| 5. Momentum Beta (9) | 0.1-0.9 with step size 0.1 | 0.9 |
| 6. Iteration-based decay (400) | 0-0.2 with step size 0.0005 | 0.01 |
| 7. Dropout Rate (9) | 0.1-0.9 with step size 0.1 | 0.5 |
| 8. Training Epochs (80) | 5-2000 with step size 25 | 100 |
| 9. Batch size (838) | 1-4186 (dataset size) with step size 5 | 10 |
| 10. L1 (501) | 0-0.5 with step size 0.001 | 0 |
| 11. L2 (701) | 0-0.7 with step size 0.001 | 0.008 |

Fig. 3. The structure of a FNN model that we developed.

B. Unique Types of Grid Search Designed for this Study

1) Single hyperparameter

We considered 11 hyperparameters including activation function, weight initializers, learning rate, momentum, decay, dropout rate, epochs, batch size, L1 and L2 in this study. For each of the 11 hyperparameters we conducted a unique type of grid search with deep learn 30 times, and each time we gave a wide range of values to the one hyperparameter of interest while each of the remaining hyperparameters assumes its base value. The base values of the hyperparameters came from the best model resulted from grid searches in our previous study [23]. Table 1 shows the hyperparameters, their base values, and the values that we tested in this research for the purpose of studying overfitting and underfitting.
2) Paired hyperparameters

We conducted a grid search in which we gave a range of values to a pair of hyperparameters while fixing the values of the remaining hyperparameters, which was sometimes referred to as an interactive grid search in this text. When a lot of momentum combines with high learning rate, training can change in large steps to pass by the global minimum. It is therefore believed that a setup where learning rate and momentum have a negative correlation is the best [40]. Due to this we are interested in knowing how learning rate and momentum interact to affect overfitting and model performance. We are also interested in knowing whether and how learning rate and decay interact to affect overfitting and prediction performance, because they are often used together in the SGD optimizer. We also conducted the interactive grid search with batch size and epochs and with L1 and L2, because batch size and epochs are both related to number of data points the model “sees” during the training, and L1 and L2 are both a regularization method that adjusts the loss function. The fixed values of the remaining hyperparameters are the based values as shown in Table 1. The ranges of values used for two of the hyperparameters in the interactive experiments are shown in Table 2.

| Hyperparameters      | First hyperparameter (number of values) | Second hyperparameter (number of values) |
|----------------------|-----------------------------------------|------------------------------------------|
| Learning Rate and Momentum | 0.01-0.2 with the step size 0.01 (20) | 0.1-0.9 with the step size 0.005 (9) |
| Learning Rate and Iteration Decay | 0.01-0.2 with the step size 0.01 (20) | 0.005-0.1 with the step size 0.005 (20) |
| Batch Size and Epochs | 1-1500 at a step size of 50 (30) | 5-500 at a step size of 25 (20) |
| L1 and L2            | 0 - 0.01 with the step size 0.001 and 0.02 (12) | 0 - 0.01 with the step size 0.001 and 0.02 (12) |

C. Evaluation Metrics and Dataset

1) Measurement for prediction performance

For a given binary diagnostic test, a receiver operator characteristic (ROC) curve plots the true positive rate against the false positive rate for all possible cutoff values. The Area Under a ROC Curve (AUC) measures the discrimination performance of a model [23]. The higher the AUC, the better the performance of the model at distinguishing between the positive and negative classes. In normal case, the valid AUC should be between 0.5 to 1 which means this model will be able to distinguish different classes. When the AUC is equal to 0.5, the classifier would overall have the poorest performance in terms of distinguishing positive and negative classes [32]. AUC is one of the most important metrics for evaluating the classification model performance, and it has been traditionally used in medical diagnosis since the 1970s [33].

In this research, the deep neural network was trained on the L5M 5-year dataset that was published in previous studies. This dataset contains 4189 patient cases and 31 clinical features that are used as the predictors by the FNN models. The class feature is a binary variable representing whether a patient metastasized within 5 years of the initial treatment. Please refer to our supplementary table for a detailed description of all the variables included in this dataset.

We developed a custom grid search output format that documents 64 output values for each model trained using grid search, including both the results and computer system information, model performance numbers, and total computation time. Each binary diagnostic test outputs a receiver operator characteristic (ROC) curve, a plot of the true positive rate vs. the false positive rate for cutoff values. The area under said ROC curve computes the model's discrimination performance. This area under ROC, also known as AUC, has been extensively used in medical diagnosis since the 1970s and is still one of the crucial methods used to judge classification performance in machine learning and deep learning models [32]-[33]. To compute the AUC of our deep learning model we used the 5-fold cross validation technique to equally split the dataset into five portions for training and testing. This severance was almost fully random, except we had to ensure that each fraction of the dataset was accurately represented so around twenty percent of both positive and negative cases were assigned to each portion. We trained and tested the model five separate times, and each iteration a different portion acted as the validation data set to assess the model which was trained on the other four portions. AUC values for both training and testing were recorded for each of the five train/test cycles alongside the average AUC values over all five cycles. We used the best mean test AUC to choose the final hyperparameter values for this study, and the optimized model would include all these best hyperparameter values. The procedure outlined above was used for all experiments and methods done in this study.

2) Measurement for overfitting

We used percent AUC_diff to measure overfitting, a measurement which we introduced in our previous study [23]. It represents the percent difference of the average AUC of the 5 training sets and the average AUC of the 5 testing sets during the 5-fold CV process. The average AUC for training, denoted as mean_train_AUC, and the average AUC for testing is denoted as mean_test_AUC, are both part of the standard output values of a grid search. The specific formula for computing percent AUC_diff is given as percent AUC_diff = (mean_train_AUC – mean_test_AUC) / mean_test_AUC. The mean_train_AUC is expected to be somewhat better than the mean_test_AUC because models are trained by the training sets of data (so called the cyclic effect). But when the average AUC for the training is significantly higher than the average AUC for testing, or when the percent AUC_diff is higher than a threshold value such as 5%, we can consider that the model is overfitted.

IV. RESULTS

Recall that for each of the hyperparameter we conducted our unique type of grid search 30 times, and each time we obtained the 5-fold cross validation results for each of the models trained
during the grid search, including the mean_train_AUC, mean_test_AUC, and percent_AUC_diff. The mean_test_AUC is the mean of testing AUCs of the 5 independent testing sets during a 5-fold cross validation and used to access the prediction performance of a model. Mean_train_AUC is the mean of training AUCs of the 5 training sets during a 5-fold cross validation. Percent_AUC_diff is used to quantify overfitting and computed based on both mean_train_AUC and mean_test_AUC. The mean_train_AUCs, mean_test_AUCs, and the percent_AUC_diffs shown in our result Fig.s are the averaged values of the 30 experiments, so they are means of means. Fig. 4 is a panel of 6 Figs that shows our averaged grid search results for the hyperparameters activation function, weight initializer, and number of hidden layer. Fig. 4a) is a bar chart showing the average mean_train_AUCs, and mean_test_AUCs, of the normal sigmoid and hard sigmoid, the two values we tested for the activation function of the output layer. Fig. 4b) shows the matching average percent_AUC diff for these two values. Hard Sigmoid is piecewise linear approximation of the Logistic Sigmoid activation function which was designed to reduce the calculation time of normal sigmoid activation problem [34]-[35]. Both normal sigmoid and hard sigmoid are suitable for the binary output that we have. Based on Fig. 4a) and 4b), the normal sigmoid performs better than hard sigmoid in terms of both mean_train_AUC and mean_test_AUC, but the average percent_AUC_diff of the normal sigmoid is slightly higher than that of the hard sigmoid. Weight initialization method of a neural network has a vital influence on the convergence speed and performance of the model [36]. A good weight initialization can help alleviate the problem of gradient disappearance and gradient explosion [37]. We tested 5 values: uniform, normal, Glorot_normal, Glorot_uniform, and Lecun_uniform. As shown in Fig. 4c), the normal, Glorot_normal, Glorot_uniform, and Lecun_uniform performed better the two uniform type of weight initializer in terms the mean_train_AUC and mean_test_AUC. In terms of overfitting, as shown in Fig. 4d), the regular uniform and normal weight initializers are doing better than the other three with lower percent_AUC_diff values. We also included the number of hidden layers as one of the hyperparameters, because based on some previous studies, in most cases, the more layers a model has, the more complex the model is, and the more likely model is doing worse in terms of overfitting [38]-[39]. Based on our results as shown in Fig. 4e), the 2-hidden-layers models perform slightly better and the 4-hidden-layers models perform slightly worse than the other models, but overall all types of models perform similarly. It is worth noting that based on our results in Fig. 4f), it is not necessarily true that a model with more layers is doing worse in terms of overfitting.

Results concerning learning rate, momentum, decay, and dropout appear in Fig. 5. Learning rate is used to update weights in the gradient descent procedure during training. According to a study described in [20], the lower the learning rate, the slower the gradient decreases, and the more easily for the model to overfit. Besides, learning rate is a critical hyperparameter for striking a balance between elongated convergence time and not converging at all due to gradient explosion [12]. Our Fig. 5a) shows the average changes of model performance in terms of mean_test_AUC and mean_train_AUC when learning rate gradually increases. Fig. 5b) shows how overfitting changes with learning rate. Based on Fig. 5, we tend to obtain the best performing model when learning rate is between 0.05 and 0.1, because when learning rate is at this range, the mean_test_AUC stays high while overfitting drops down quickly. According to Fig. 5b), when learn rate is low, the model tends to overfit, and this result is consistent with what was reported in [20]. But we do notice that overfitting is in fact steadily getting higher before learning late reaches 0.05, and then it starts to decrease once learn rate surpasses 0.05. Momentum is used to add a fraction of preceding weight update to the current weight update to help dampen gradient oscillation when gradient keeps changing direction. But when gradient persistently points to a certain direction for an extended period with a lot of momentum, training can be trapped to a local minimum, which can lead to overfitting. This explains our results in Fig. 5d), which demonstrates that model overfitting continuously gets worse when the momentum increases. In addition, based on Fig. 5c) and d) when the momentum exceeds 0.5, we tend to obtain a good model which has high mean_train_AUC without being too much overtrained. Decay modifies a model’s loss function in a way that allows it to phase out internal weights that have not been updated recently. This helps reducing the complexity of a model while not affecting performance [41]. Dropout can also help in reducing the complexity of a model and therefore reducing overfitting, and it does this by dropping out nodes randomly based on a predetermined probability [42]. Both the performance curves in Fig. 5e) and the overfitting curve in Fig. 5f) for decay show a negative correlation. Overall, when decay increases in value, overfitting will decrease but mostly at the cost of degrading prediction performance. However, we notice that when decay falls in a small range of values, approximately from 0.005 to 0.01, overfitting drops more effectively without hurting the performance as much. This may indicate that we can identify a good model more efficiently when focusing on this small range of values of decay during grid search. The situation for dropout is a bit more complicated. As shown in Fig. 5h), when dropout rate is below 0.5, it tends to be negatively correlated with overfitting, but when it is greater than 0.5, it becomes mostly positively correlated with overfitting. Fig. 5g) shows that the prediction performance is negatively correlated with dropout, and this correlation becomes especially strong when dropout rate reaches 0.8. Combining both Fig.s, we can see that we more likely obtain a good model when dropout rate is less than 0.5.

Fig. 6 contains results for batch size, epochs, L1, and L2. Dividing the data into smaller batches and passing one batch to the model at a time is a strategy of improving training efficiency [45]. Batch size is a hyperparameter that determines how many data points the model sees at any given time. The values of batch size we used ranges from 1 to the maximum number of data points contained in the dataset (4186) with a step size of 5. Fig. 6a) and 6b) shows that both prediction performance and overfitting are negatively correlated with batch size, but overfitting is not significant (less than the 5% threshold) even in the worst case. Based on this result, we tend to obtain the best performing model when batch size is very small. A possible explanation is that a large batch size feeder tends to converge to sharp minimizers of the training and
testing functions and that sharp minima lead to poorer generalization. Epochs is the number of times when the entire data set is seen by the model. When epoch is one, the model is trained by each of the samples in the entire training data exactly once [43]. When number of epochs is too low, the model is not trained sufficiently, which causes underfitting. But as the number of epochs increases, the number of weight updates increases, and the chance of overfitting also increases [44]. According to Fig. 6c) and d), both prediction performance and overfitting are positively correlated with epochs, while the performance improvement apparently slows down when the number of epochs exceeds 250. L1 and L2 regularization methods are commonly used in machine learning to control model complexity and reduce overfitting [46]-[47]. Based on Fig. 6e) and f), we obtain the best performing model before L1 reaches about 0.03. After that, as L1 increases, the prediction performance degrades quickly and overfitting tends to become slightly worse instead of better. Fig. 6g) shows that overfitting is negatively correlated with L2 throughout, and Fig. 6h) demonstrates that prediction performance is positively correlated with L2. When L2 is below 0.1, but it becomes negatively correlated with L2 when L2 exceeds 0.1. Overall, we tend to obtain the best performing model before L2 reaches 0.1, when prediction performance has not yet been degraded but overfitting is already in the tolerable range.

Fig. 4. Average mean_train_AUC, mean_test_AUC, and percent_AUC_diff for activation function, weight initializer, and number of layers.
Fig. 5. Average mean_train_AUC, mean_test_AUC, and percent_AUC_diff for learning rate, momentum, decay, and dropout.
Fig. 6. Average mean_train_AUC, mean_test_AUC, and percent_AUC_diff for batch size, epochs, L1, and L2.
For every grid search we ran for each of the hyperparameters, we obtained the maximum and the minimum values of the mean_train_AUC, mean_test_AUC, and percent_AUC_diff from all the models trained. We then computed the averaged maximums and minimums of the 30 grid searches for each of the hyperparameters. The ranges of mean_train_AUCs, mean_test_AUC, and percent_AUC_diffs for each of the hyperparameters are the differences between the averaged maximums and minimums, which are shown respectively in Fig. 7a, 7b, and 7c).

According to Fig7. a), the top three hyperparameters in terms of the range of mean_train_AUC are decay (1st, 0.328), L1 (2nd, 0.265), and batch size (3rd, 0.208). It is not hard to observe that there is a strong correlation between Fig. 7a) and Fig. 7b) except hyperparameter learning rate which has huge range on mean_test_AUC but relatively small range on mean_train_AUC. The bottom three hyperparameters are space for both mean_test_AUC and mean_train_AUC including weight initializer, number of hidden layer and L2.

Based on Fig. 7c), the top three hyperparameters in terms of the range of percent_AUC_diff are decay (1st, 0.079), learning rate (2nd, 0.071), and batch size (3rd, 0.032). The bottom three are number of hidden layers (11th, 0.003), Dropout Rate (10th, 0.011) and Weight Initializer (9th, 0.015). Based on Fig. 7b), the top three hyperparameters in terms of the range of mean_train_AUC are Learning rate (1st, 0.33,)), decay (2nd, 0.265) and L1 (3rd, 0.244), and the bottom three are number of hidden layers (11th, 0.012), weight initializer (10th, 0.013), and L2 (9th, 0.031).

Based on Fig. 7, changing values of learning rate, decay, and batch size has a more significant impact on both overfitting and prediction performance than doing so with most of the other hyperparameters, including the ones that were designed to for the purpose of minimizing overfitting such as L1, L2, and dropout. Overfitting is reported to be associated with a large number of hidden layers [21], but based our results, overfitting is the least sensitive to number of hidden layers.

The results of our paired hyperparameter experiments are shown in Fig. 8. It is believed that a setup where learning rate and momentum have a negative correlation is the best [40]. A performance drop is indeed “seen” in Fig. 8 a) when a lot of momentum combines with large learning rates. Based on Fig. 8a) and b), we obtained the best mean_test_AUCs but high overfitting when small learning rates combines with a lot of momentum. Fig. 8c) and d) show that a combination of large learning rates and large values of decay may help improve results, while a large learning train can result in poor prediction performance when decay is low. Fig. 8e) and f) show that although predict perform overall negatively correlates with batch size, but it can be “lifted” up when a large batch size meets with a large number of epochs. Interestingly, Fig. 8g) and h) seem to indicate that L2 alone does not have a very high impact on either the prediction performance or overfitting, neither does it seem to interact much with L1.
Fig. 8. Results of the interactive experiments with three different hyperparameter pairs.
Our results not only substantiated some of the existing knowledge in the field of machine learning but also presented interesting new findings. More specifically, our results are consistent with some of the existing research finding or knowledge such as activation function is associated with overfitting [20], the predict performance tends to drop when a lot of momentum works together with a large learning rate [40], and smaller batch size is often associated with better prediction performance. On the other hand, we expected to see that the number of layers is closely associated with overfitting based on literature [21], but this does not show clearly in our results. In addition, our results show that most of the single hyperparameters are either negatively or positively corrected with model prediction performance and overfitting. In particular, we found that overfitting overall tends to negatively correlate with learning rate, decay, batch sides, and L2, but tends to positively correlate with momentum, epochs, and L1. As discussed in the results section, we also noticed that prediction models are prone to perform better within a certain range of hyperparameter values for some of the hyperparameters. For example, we are more likely to see better results when momentum exceeds 0.5, when drop out is below 0.5, or before L1 reaches 0.02. These types of findings are useful for selecting the range of hyperparameter values required by grid search. According to our results, learning rate, decay, and batch size may have a more significant impact on both overfitting and prediction performance than most of the other hyperparameters, including the ones that were designed for the purpose of minimizing overfitting such as L1, L2, and dropout.

APPENDIX

| Variables included | Description | Values |
|--------------------|-------------|--------|
| race               | race of patient | white, black, Asian, American Indian or Alaskan native, native Hawaiian or other Pacific Islander |
| ethnicity          | ethnicity of patient | not Hispanic, Hispanic |
| smoking            | smoking history of patient | ex smoker, non smoker, cigarettes, chewing tobacco, cigar |
| alcohol usage      | alcohol usage of patient | moderate, no use, use but nos, former user, heavy user |
| family history     | family history of cancer | cancer, no cancer, breast cancer, other cancer, cancer but nos |
| age_at_diagnosis   | age at diagnosis of the disease | 0-49, 50-69, >69 |
| menopausal_status  | inferred menopausal status | pre, post |
| side               | side of tumor | left, right |
| TNEG               | patient ER, PR, and HER2 negative | yes, no |
| ER                 | estrogen receptor expression | neg, pos, low pos |
| ER_percent         | percent of cell stain pos for receptors | 90-100, 0-20, 20-90 |

| Description | Values |
|-------------|--------|
| PR          | progesterone receptor expression |
| PR_percent  | percent of cell stain pos for pr receptors |
| P53         | whether P53 is mutated |
| HER2        | HER2 expression |
| t_tum_stage | prime tumor stage in tum system |
| n_tum_stage | # nearby cancerous lymph nodes |
| stage       | composite of size and # positive nodes |
| lymph_nodes | number of lymph nodes removed |
| lymph_nodes_positive | number of positive lymph nodes |
| lymph_node_status | patient had any positive lymph nodes |
| histology   | tumor histology |
| size        | size of tumor in mm |
| grade       | grade of disease |
| invasive    | whether tumor is invasive |
| history2    | tumor histology subtypes |
| invasive_fum_or_location | where invasive tumor is located |
| DCIS_level  | type of ductal carcinoma in situ |
| re_excision | removal of an additional margin of tissue |
| surgical_margins | whether residual tumor |
| MRIs_60_surgery | yes, no |
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