From the Fire: A Deeper Look at the Phoenix Stream
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Abstract

We use 6 yr of data from the Dark Energy Survey to perform a detailed photometric characterization of the Phoenix stellar stream, a 15° long, thin, dynamically cold, low-metallicity stellar system in the Southern Hemisphere. We use natural splines, a nonparametric modeling technique, to simultaneously fit the stream track, width, and linear density. This updated stream model allows us to improve measurements of the heliocentric distance (17.4 ± 0.1 (stat.) ± 0.8 (sys.) kpc) and distance gradient (−0.009 ± 0.006 kpc deg⁻¹) of Phoenix, which corresponds to a small change of 0.13 ± 0.09 kpc in heliocentric distance along the length of the stream. We measure linear intensity variations on degree scales, as well as deviations in the stream track on ~2° scales, suggesting that the stream may have been disturbed during its formation and/or evolution. We recover three peaks and one gap in linear intensity along with fluctuations in the stream track. Compared to other thin streams, the Phoenix stream shows more fluctuations and, consequently, the study of Phoenix offers a unique perspective on gravitational perturbations of stellar streams. We discuss possible sources of perturbations to Phoenix, including baryonic structures in the Galaxy and dark matter subhalos.
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1. Introduction

Near-field cosmology utilizes observations of small-scale cosmological structures to answer fundamental questions about the composition and evolution of our universe. One of the major goals of near-field cosmology is to measure the distribution of dark matter in the local universe, in order to improve our understanding of galaxy formation, structure, and evolution (Conroy & Wechsler 2009; Guo et al. 2013; Becker 2015; Wechsler & Tinker 2018). Stellar streams, the tidally disrupted remnants of satellite galaxies and globular clusters, provide an exciting avenue in the study of near-field cosmology (e.g., Bullock & Johnston 2005; Carlb erg 2012; Bovy et al. 2016; Malhan & Ibata 2019). Their abundance and orbital histories enable tests of galaxy formation, accretion history, and stellar halo formation (e.g., Johnston 1998; Helmi & White 1999; Bonaca et al. 2019; Malhan et al. 2021). Dynamically cold streams originating from disrupting star clusters are extremely sensitive to gravitational perturbations from massive structures (e.g., Johnston et al. 2002; Erkal et al. 2019; Shipp et al. 2021; Vasiliev et al. 2021) and substructures (e.g., Ibata et al. 2002; Erkal & Belokurov 2015a; Bonaca et al. 2019). The study of stellar streams is thus a promising avenue for studying the distribution of dark matter at subgalactic scales.

Large digital sky surveys have advanced rapidly since the Sloan Digital Sky Survey was used to discover tidal tails emanating from the Palomar 5 globular cluster (Odenkirchen et al. 2001, 2002, 2003; Rockosi et al. 2002). The known population of stellar streams has drastically expanded in recent years owing to the development of new data sets and analysis techniques. The increase in survey coverage and sensitivity has allowed us to probe a larger volume of the Milky Way halo and a wider range of the stream parameter space (Belokurov et al. 2006; Bernard et al. 2016; Malhan & Ibata 2018; Ibata et al. 2019, 2021). In particular, deep imaging and precise photometry from the Dark Energy Survey (DES; DES Collaboration 2005, 2016) have yielded a large and diverse population of stellar streams in the Southern Hemisphere (Drlica-Wagner et al. 2015; Balbinot et al. 2016; Shipp et al. 2018).

Among the streams discovered by DES, the Phoenix stream is of particular interest owing to its prominence, clumpy morphology, and low metallicity. Phoenix is thin and kinematically cold, with a velocity dispersion of σᵥ = 2.66 km s⁻¹ (Wan et al. 2020). The 15° (~4.6 kpc) long stream was discovered in early DES data by Balbinot et al. (2016). Broadly speaking, streams originating from globular clusters (e.g., Palomar 5) are thinner than those generated from dwarf galaxies (e.g., Sagittarius; see Grillmair & Carlin 2016, pp. 87–114). The narrow width of Phoenix (~0.14°, ~43 pc) suggests that it likely originated from a disrupted globular cluster. The globular cluster progenitor hypothesis is supported by stellar metallicity measurements by Wan et al. (2020), who found that the metallicity spread for stars in Phoenix was [Fe/H] ≈ 0. If Phoenix originated from a globular cluster, then it would be among the most metal-poor globular clusters known, with a metallicity of [Fe/H] = −2.7 dex. However, no clear progenitor for the Phoenix stream has been found (Balbinot et al. 2016).

Regardless of their origin, cold, thin streams like Phoenix are excellent structures for probing the distribution of dark matter in the Milky Way halo. Detailed analyses of the spatial structure of stellar streams can give valuable information about the abundance of dark matter subhalos, which are predicted to be plentiful in the conventional model of cold dark matter (CDM; Klypin et al. 1999; Diemand et al. 2005; Montanari & García-Bellido 2020; Wang et al. 2020). Measurements of streams may be able to detect the statistical influence of subhalos on the disruption of baryonic structures (e.g., Johnston et al. 2002; Carlberg 2012; Erkal & Belokurov 2015b; Banik et al. 2018) and also the density and localization of individual perturbers within the Galactic halo (e.g., Erkal & Belokurov 2015b; Bonaca et al. 2019). To date, a relatively small number of cold, thin streams have had...
detailed morphological measurements. This list currently includes Palomar 5 (Odenkirchen et al. 2001; Erkal et al. 2017), Orphan (Grillmair 2006; Koposov et al. 2019), ATLAS and Aliqa Uma (Koposov et al. 2014; Li et al. 2020), and Jet (Jethwa et al. 2018; Ferguson et al. 2021). We note that the GD-1 stream has also been modeled, although with a different method compared to the other streams (de Boer et al. 2018). Expanding the set of consistently characterized streams will allow us to compare density fluctuations and wiggles across streams, to test different perturber models, and to learn more about the frequency of stream interactions in our Milky Way.

In this paper, we use a photometric catalog derived from 6 yr of DES imaging to characterize the Phoenix stream in a manner consistent with the analyses performed on other streams. We present a model of detailed observational data, obtaining measurements of the stream track, width, intensity, and distance gradient. We also model the orbit of the stream in the Milky Way potential using member star radial velocities and proper motions from the Southern Stellar Stream Spectroscopic Survey (S3; Li et al. 2019) and Gaia EDR3 (Gaia Collaboration et al. 2016; Gaia Collaboration et al. 2021), respectively.

The structure of this paper is as follows. In Section 2, we describe the DES data used in this analysis. In Section 3, we describe the process used to generate an optimized matched filter for selecting stream members. In Section 4, we present our model for the stream track, width, and intensity. We then apply that model to measure the distance gradient of Phoenix and fit a 6D orbit model. In Section 5, we discuss the density and stream track variations detected in the models. Finally, we conclude in Section 6.

2. Data Set

DES is a 6 yr optical/near-infrared imaging survey covering ~5000 deg² of the southern Galactic cap in five visible/near-infrared filters, grizY, using the Dark Energy Camera (DECam; Flaugher et al. 2015) mounted at the prime focus of the 4 m Blanco telescope at the Cerro Tololo Inter-American Observatory. The uniform, wide-area imaging of DES allows for deep searches for stellar streams over a large section of the southern sky and has resulted in numerous stream discoveries (e.g., Shipp et al. 2018).

In this paper, we use catalog data derived from the full 6 yr DES co-added images (DES Collaboration et al. 2021). The DES images are processed using the DES data management pipeline (Morganson et al. 2018). After photometric calibration using the Forward Global Calibration Method (FGCM; Burke et al. 2017), the images are co-added to increase imaging depth. Our data set follows the same image-level processing and co-addition described in DES Collaboration et al. (2021); however, it is augmented with value-added properties derived from multiepoch fitting used for DES cosmology analyses (e.g., Drlica-Wagner et al. 2018; Sevilla-Noarbe et al. 2020). This pipeline performs a simultaneous fit to the individual images using their respective point-spread functions and thus provides improved point-source photometry relative to fits performed on the co-added images. We apply a morphological filter to select high-probability stellar sources by using an updated version of the EXTENDED_CLASS classifier defined in the DES Y3 Gold release, as described in Section 6.1 and Appendix B of Sevilla-Noarbe et al. (2020). The classifier is adapted to incorporate updates to the DES simultaneous multiepoch photometry, known as the single-object fit (SOF) pipeline, applied to the deeper Y6 data (see Section 3.3 of Sevilla-Noarbe et al. 2020 for a description of the SOF pipeline). This is achieved in practice by taking EXT_SOF < 2 to select a relatively complete sample of stars.

Our DES data set contains five additional years of observations relative to the initial analysis of the Phoenix stream in Balbinot et al. (2016) and three additional years of observations relative to the analysis in Shipp et al. (2018). The signal-to-noise ratio (S/N) = 10 magnitude limits of our stellar sample are g = 24.4 mag and r = 24.2 mag. This corresponds to S/N = 12 in the g − r color of the main sequence of Phoenix at g = 24 mag. Our data set is ~0.7 mag deeper than that of Balbinot et al. (2016), which is consistent with roughly doubling the total exposure time in this region of the sky (the first year of DES observations covered a fraction of the DES footprint to about half the final survey depth). Furthermore, the multiepoch star/galaxy classification described above increases the completeness and purity of our stellar sample relative to Balbinot et al. (2016), who used a selection based on the weighted average of the single-epoch quantities. We perform our analysis of the Phoenix stream on a stellar sample with g < 24 mag, which is 1 mag deeper than the selection performed by Balbinot et al. (2016). As a result, the new DES data enable increased accuracy for characterizing the Phoenix stellar stream.

3. Methods and Analysis

To characterize the stellar population of the Phoenix stream, we perform a matched-filter selection in color–magnitude space. In order to define this selection, we choose an initial stream track using the width and stream endpoints taken from Shipp et al. (2018). We use a stream coordinate system, (φ1, φ2), defined by the rotation matrix reported in Appendix D of Shipp et al. (2019). We define an “off-stream” region of the same length and width, but offset by one degree in stream coordinates above (roughly west) Phoenix. We create a background-subtracted Hess diagram by subtracting the on- and off-stream regions (Figure 1). This data-driven selection statistically removes stars from the more diffuse Eri-Phe stellar cloud, which spatially overlaps the Phoenix stream and resides at a similar distance of ~16 kpc (Li et al. 2016).

Following the analysis in Section 3.1 of Shipp et al. (2018), we perform a binned maximum likelihood fit of the smoothed two-dimensional background-subtracted Hess diagram using a synthetic isochrone from Dotter et al. (2008) as implemented in ugali (Bechtol et al. 2015; Drlica-Wagner et al. 2020). We fix the metallicity of the isochrone at the most metal-poor value provided by Dotter et al. (2008), which has a metallicity of Z = 0.00007 ([Fe/H] = −2.5). This is slightly more metal-rich than the extremely low spectroscopic metallicity of Phoenix (Z = 0.00004, [Fe/H] = −2.7; Wan et al. 2020); however, more metal-rich isochrones do a good job of fitting the photometry of the spectroscopically confirmed members (see Extended Data Figure 1 in Wan et al. 2020). This fixed metallicity allows us to forgo selections on the red giant branch.

---

56 We note that the coordinate transformation is related to the one used in Balbinot et al. (2016) by φ1 ≈ 285 − Λ, where Λ is the stream coordinate used in Balbinot et al. (2016).

57 Note: we also create Figure 1 with a star count normalization as opposed to an area normalization with virtually identical results.

58 https://github.com/DarkEnergySurvey/ugali
corresponds to a modulus, which informs an updated isochrone selection. The red outline as part of an iterative process where we take the output of the stream model and visible. The Dotter et al. the posterior probability distributions for the age, distance ble sampler (af which we deem more important for our models. We use an would decrease the purity of our sample of Phoenix members, that would normally provide a better metallicity estimate but would increase the photometric uncertainty, E(assuming uniform priors fi14.2 mag, 18.2 mag) in each parameter. This fit yields a best-fit age of \( \tau = 12.8 \pm 0.2 \) Gyr, a distance modulus of \( m - M = 16.3 \pm 0.1 \) mag, and a richness of 16,000 ± 2000 stars.

We select stars associated with the Phoenix stream by defining a filter in color–magnitude space guided by the best-fit isochrone. Once again following the process described in Section 3.1 of Shipp et al. (2018), we define a selection region around the synthetic isochrone based on a symmetric magnitude broadening, \( \Delta M \), an asymmetric color broadening, \( C_{1,2} \), and a multiplicative factor for broadening based on the photometric uncertainty, \( E \) (see Equation (4) of Shipp et al. 2018). We determine the parameters of the isochrone selection region as \( \Delta M = 0.5, C_{1,2} = (0.01, 0.1) \), and \( E = 2 \) via visual inspection of the Hess diagram. We also limit our selection to an absolute magnitude of \( 3.4 < M_g < 7.8 \) to ensure that we select stars along the main sequence, which have the highest contrast relative to the background color–magnitude distribution. We note that throughout this process we do not explicitly broaden our selection to account for binary stars, but they should be included within our isochrone selection region.

To visualize the track of the Phoenix stream on the sky, we scan our isochrone filter across a range of distance moduli, from \( 15 < m - M < 20 \) in steps of size 0.1 mag. We fit a fifth-order polynomial to the smooth background at each distance modulus and subtract its contribution from the isochrone-filtered stellar density. We smooth the residual stellar counts by a Gaussian filter with a smoothing kernel of size 0’15. The residual stellar density map at a distance modulus of \( m - M = 16.2 \) is shown in Figure 2. From a visual inspection of maps at each distance modulus, we confirm that the significance of the signal from the Phoenix stream is maximized at \( m - M = 16.2 \), which is in good agreement with our quantitative analysis in Section 4.2 and the value of \( m - M = 16.21 \pm 0.11 \) mag reported by Balbinot et al. (2016). At this distance, we find an excess of 819 stars passing our isochrone selection and located along the stream relative to the expected number based on the background polynomial fit.

We note the existence of a feature to the southwest of the stream in Figure 2 at decl. \( \approx -55^\circ \). We believe this structure to be real, and it does reside at a similar distance modulus of \( m - M = 16.2 \), but because of its orientation, we do not consider it to be part of the Phoenix stream. However, we do note that similar kinks have been seen recently in stellar streams such as the ATLAS Aliqa Uma system (Li et al. 2020). Photometry alone is not enough to confirm a relationship between such features, and we leave the spectroscopic follow-up of this structure to future work.

We apply our initial color–magnitude filter to select stars for an initial fit to the Phoenix stream morphology (Section 4.1) and distance gradient (Section 4.2). These improved models allow us to recover a more accurate distance modulus for the stream, which in turn lets us improve our isochrone selection. We repeat this iterative process of modifying the isochrone.

---

**Figure 1.** A Hess difference plot created by subtracting a background region above Phoenix (in \( \phi_J \)) of equal area to the stream. The main sequence is clearly visible. The Dotter et al. (2008) isochrone is shown in blue with parameters of [Fe/H] = −2.5, \( \tau = 12.8 \) Gyr, and \( m - M = 16.2 \). This isochrone is selected as part of an iterative process where we take the output of the stream model described in Section 4 and find its distance gradient and average distance modulus, which informs an updated isochrone selection. The red outline corresponds to a filter in color–magnitude space used to select stars associated with the Phoenix stream, guided by the best-fit isochrone. We determine the parameters of this isochrone selection region as \( \Delta M = 0.5, C_{1,2} = (0.01, 0.1) \), and \( E = 2 \) via visual inspection of the Hess diagram. The on-stream region is selected in a similar iterative way using the stream track and stream width outputs of the model.

**Figure 2.** A spatial density map of the region surrounding the Phoenix stream showing the background-subtracted number of stars per pixel. The pixel size is 0’1 × 0’1, and a Gaussian filter with a smoothing kernel of 0’15 is used to smooth the residual stellar counts. The map is made using a matched-filter selection described in Section 3, with isochrone parameters [Fe/H] = −2.7, \( \tau = 12.8 \) Gyr, and \( m - M = 16.2 \). We note a dark horizontal feature to the southwest of the stream at decl. \( \approx -55^\circ \). This feature resides at a similar distance modulus of \( m - M = 16.2 \), but it is not believed to be related to the Phoenix stream owing to its differing track orientation. Two white circles indicate masked regions around the Phoenix dwarf galaxy (R.A., decl. = 27°26′, −44°09′) and the bright star Achernar (R.A., decl. = 24°43′, −57°24′).
4. Results

4.1. Stream Track Model

In order to characterize the morphology of the Phoenix stream, we build a spline model for the stream track, width, and intensity. Our procedure is based on similar models introduced in Erkal et al. (2017) and Koposov et al. (2019), and it is nearly identical in setup to the model used in Li et al. (2020). Our model uses natural cubic splines with varying numbers of nodes along the stream track coordinate, \( \phi_1 \), to describe the data in the region surrounding the Phoenix stream. To simplify the fitting process, we assume the linear density profile of the stream to be Gaussian in \( \phi_2 \), such that the stream model can be described by three parameters: the logarithm of the stream width, logarithm of the stream intensity, and the stream track. We also fit the logarithm of the background density, described by a quadratic in \( \phi_2 \). Thus, the full stream and background model is described by six parameters:

\[
\rho(\phi_1, \phi_2) = \exp[\beta_0(\phi_1) + \phi_2^2 \beta_1(\phi_1) + \phi_2^2 \beta_2(\phi_1)] + \exp[I(\phi_1)] \exp \left[ - \frac{1}{2} \left( \frac{\phi_1 - \Phi(\phi_1)}{\exp[S(\phi_1)]} \right)^2 \right].
\] (1)

In this equation, \( \beta_0, \beta_1, \) and \( \beta_2 \) represent the normalization, slope, and quadratic term of the log-background, while \( \Phi_2, S, \) and \( I \) represent the stream track, the stream width, and the linear stream density, respectively. We implement this model in the STAN programming language, which is specialized for statistical modeling and provides an easy interface to specify and efficiently sample probabilistic models (Carpenter et al. 2017). The posterior distributions of the model parameters given the Phoenix data are sampled using the No-U-Turn Sampler version of the Hamilton Monte Carlo technique, which is useful for exploring high-dimensional parameter spaces efficiently (Hoffman & Gelman 2011; Neal 2011, pp. 113–162; Betancourt 2018).

The model also requires the placement of nodes for each of the six model parameters. From the model posterior, we determine the optimal value of the given parameter at each node and then construct the cubic spline. We simplify the process of node placement by constraining the nodes to be equidistant for each parameter. This allows us to define their positions only by specifying the number of nodes. We then run a Bayesian optimization to select the optimal number of nodes for each parameter using GPyOpt.\(^{59}\) We verify our implementation of this optimization scheme by applying it to the ATLAS stream and finding good agreement with the results of Li et al. (2020) (see the Appendix for details).

Applying these methods to the Phoenix stream in the DES Y6 data, we find that the stream is best described by 14, 7, 20, 15, 8, and 6 nodes for the stream track, width, linear intensity, background density, slope of the log-background, and quadratic term of the log-background, respectively.\(^{60}\) We now explore the posterior probability distributions for each of the model parameters by running 12 sampling chains for 5000 iterations, discarding the first 2000 iterations as burn-in. We ensure that each chain has converged based on the Gelman–Rubin convergence diagnostic, \( \hat{R} < 1.1 \) (Gelman & Rubin 1992).

The best-fit stream model is shown in Figure 3. We note that the model recovers a very clumpy stream, consisting of \( \sim1000 \) stars, with small-scale variations in the linear intensity and track along \( \phi_1 \), while the width and background remained relatively constant. There are three main peaks in the stream intensity at \( \phi_1 \approx -1^\circ.5, 3^\circ, \) and \( 5^\circ.\)

We test the modeling procedure by running the same routine on a simulated stream of uniform intensity with no \( \phi_2 \) offset. We inject this simulated stream into the DES data located several degrees west of Phoenix and avoid of other known stellar streams. The resulting best-fit model is consistent with the simulated stream, and it shows none of the complexity that we observe for Phoenix in the stream track, intensity, or width. This gives us confidence that variations in the foreground stellar density are not contributing significantly to the complex structure we observe for Phoenix.

In addition, our model suggests small-scale variations in the stream track, which we refer to as “wiggles.” These wiggles have amplitudes that are smaller than the reported stream width but are 3–4 times larger than the spatial binning of our data set, which makes it unlikely that they are binning artifacts. We estimate the statistical significance of the wiggles by comparing the log-likelihood of our full model with the log-likelihood of a model with a flat stream track constrained to three nodes. We find that the change in the log-likelihood is \( \Delta \log(\mathcal{L}) = 8.4 \). Interpreting the difference in the log-likelihood in terms of a \( \chi^2 \) distribution with degrees of freedom equal to the difference in the number of nodes in the models (14 nodes vs. 3 nodes), we find a significance of 1.2\( \sigma \) for the stream wiggles.

We also consider whether the stream wiggles could be artificially introduced by our modeling procedure. Recently, de Boer et al. (2018) suggested that wiggles in \( \Phi_2 \) could be introduced when the model has trouble locating the exact center of the density distribution at each \( \phi_1 \). However, we find this to be unlikely since the uncertainties on both the width and the track are rather small. Another possibility is that changes in stream intensity might artificially affect the fit of the stream track. In Phoenix, this could contribute to wiggles in the track at \( \phi_1 \approx 3^\circ–5^\circ \), coinciding with density variations in the same region. We consider possible physical explanations for the small-scale variations in the density and track in Section 5.

4.2. Distance Gradient

The improved quality and depth of the DES Y6 data allow us to measure the distance and distance gradient of the Phoenix

\(^{59}\) http://github.com/ SheffieldML/GPyOpt

\(^{60}\) We note that we limit our possible number of nodes to between 5 and 30 for the stream track, density, and background; between 3 and 30 for the width; between 3 and 20 for the slope of the log-background; and between 3 and 10 for the quadratic term of the log-background.
stream more accurately than was possible with the DES Y1 data analyzed by Balbinot et al. (2016). To measure the distance gradient, we scan our isochrone selection in distance modulus from $14.5 \leq m - M \leq 18.0$ in steps of 0.01 mag. At each step in distance modulus, we count the number of stars on the stream track passing the isochrone selection and create a 2D histogram of those stars as a function of distance modulus and $\phi_1$. This histogram is shown in the left panel of Figure 4.
We model the data in Figure 4 with a two-component model consisting of a Milky Way foreground stellar population and the Phoenix stream. The foreground distribution of stars is modeled as a uniform component in distance modulus, $m - M$, for each bin of $\phi_1$. We determine the normalization of this component, $B(\phi_1)$, from the average star counts in bins that are far from the distance modulus of the Phoenix stream, using an equal number of bins on either side ($m - M < 15.5$ mag and $m - M > 17.0$ mag). The Phoenix stream is modeled with a linear-Gaussian model that depends on both $\phi_1$ and $m - M$. This model is described by three free parameters: the distance modulus at $\phi_1 = 0^\circ$, $\mu_0$, the distance gradient, $m_\mu$, and the width of the Gaussian, $\sigma_\mu$. In each bin of $\phi_1$, an additional fixed normalization, $N_0(\phi_1)$, is taken from the linear intensity of the spline model evaluated at $\phi_1$ (Section 4.1). Thus, using $\mu = m - M$, our model for the distance of the Phoenix stream can be described by

$$
\rho(\phi_1, m - M) = B(\phi_1) + N_0(\phi_1) \exp \left[ -\frac{1}{2} \frac{(m - M) - (\mu_0 + m_\mu \phi_1)}{\sigma_\mu} \right].
$$

We build a binned Poisson likelihood function to compare the number of stars predicted by the model to the observed stars in each bin of $\phi_1$ and $m - M$. We sample the posterior probability distributions of the model parameters and constrain the marginalized posterior distributions of $\mu_0$ and $m_\mu$. We find best-fit values of $\mu_0 = 16.19 \pm 0.01$ (stat.) $\pm 0.1$ (sys.) mag and $m_\mu = -0.0011 \pm 0.0007$ mag deg$^{-1}$. This corresponds to a physical distance of $17.4 \pm 0.1$ (stat.) $\pm 0.8$ (sys.) kpc and a distance gradient of $-0.009 \pm 0.006$ kpc deg$^{-1}$. As with the distance modulus value reported in Section 3, the uncertainties on the distance modulus are broken into a formal statistical uncertainty and a systematic uncertainty on synthetic isochrone fitting taken from Drlica-Wagner et al. (2015). The best-fit model and residuals are shown in the middle and left panels of Figure 4, respectively.

Measurements of the Phoenix stream distance gradient are complicated by the presence of an unidentified structure overlapping the southern end of the stream at $\phi_1 \approx -7^\circ$. This is easiest to see in Figure 2, to the lower right of the stream. As discussed in Section 3, this feature is found to have a distance modulus of $m - M = 16.2$ mag and could bias measurements of the detected gradient. For this reason, we exclude data at $\phi_1 < -7^\circ$ from the above analysis. We also mask the Phoenix dwarf, located just below the stream at $\phi_1 \approx 5^\circ$, in order to avoid contamination.

### 4.3. Orbit Model

We run a model of the dynamical evolution of the Phoenix stream to simulate the final debris seen in the data today and provide updated orbit parameters for the stream. To do this, we use the modified Lagrange Cloud Stripping technique from Gibbons et al. (2014), in which particles are stripped at the Lagrange points of the progenitor and evolved forward in the joint potential of the progenitor, Milky Way, and Large Magellanic Cloud (LMC). We model the Milky Way potential using the results of McMillan (2017), and we evaluate the potential using the galpot code (Dehnen & Binney 1998). As in Shipp et al. (2021), we sample the MCMC chains from the McMillan (2017) fit and use the lowest-mass realization, with $M_{MW} = 8.3 \times 10^{11} M_\odot$. We include the LMC, modeled as a spherical Hernquist profile (Hernquist 1990), embedded with a Miyamoto–Nagai disk (Miyamoto & Nagai 1975). We fix the total mass of the LMC to $1.5 \times 10^{11} M_\odot$, motivated by the results of Erkal et al. (2019) and Shipp et al. (2021). The stream progenitor is modeled as a Plummer sphere (Plummer 1911), with a mass of $2 \times 10^4 M_\odot$ and a scale radius of 10 pc.

We fit the dynamical model by producing mock observations of the simulated stream and calculate the likelihood via

---

61 See Table A.3 in Shipp et al. (2021) for details of this potential.
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boundaries of our model, and notwithstanding any additional
cannot be ruled out. Interestingly, we observe that within the
previously suggested gradient from Balbinot et al.

distance gradient model, which is almost
derived in Section 4.1 demonstrates the
clumpy structure of Phoenix (Figure 3). We compare the
density variations in Phoenix to other narrow streams analyzed
with a similar natural spline framework in Figure 6. Relative to
ATLAS (Li et al. 2020) or Jet (Ferguson et al. 2021), Phoenix
shows variations in linear intensity on smaller spatial scales. On
the other hand, Pal 5 has large-amplitude, small-scale variations
in linear intensity close to its progenitor, but only smaller-
amplitude variations at larger separations. These results suggest
that the large-amplitude, small-scale variations in the linear
intensity that are measured in Phoenix are unusual relative to
other cold streams.

We note several other traits in the structure of Phoenix. We
find that the southern part of the stream (fi < 0°) contains,
on average, a higher linear intensity than the northern section. We
detect peaks at fi ≈ −1°.5, 3°0, and 5°0 and an underdense
region (gap) at fi ≈ 1°0. We quantify the significance of these
features by using the statistical method described in Section 3.5
of Erkal et al. (2017). In contrast to the measurement of the
track wiggle significance, which evaluated the significance of
the wiggles over the entire stream, this process looks at each
feature individually. We define S, the density excursion parameter, as the ratio of the density at a location fi to the
density linearly interpolated between two background points on
either side (fi−, fi+).

\[ S = \frac{(\phi_{i+} - \phi_{i-})D(\phi_i)}{(\phi_{i+} - \phi_{i-})D(\phi_{i+}) + (\phi_{i-} - \phi_{i+})D(\phi_{i-})}. \]

We sample from the model posterior to evaluate the uncertainty in the S statistic in order to generate a significance associated with each peak (trough) based on the probability that the S statistic is greater (less) than 1. To choose the left and right points of each peak (trough), we deviate from the method used in Erkal et al. (2017) and fit a background cubic function to the linear intensity. We then find the intersection points with the model and use those for the endpoints of the window. Using this method, we recover significance values of 1.8σ, 2.5σ, and 1.3σ for the peaks at fi = −1°.5, 3°0, and 5°0, respectively.

The large trough in the stream at fi ≈ 1° has a significance of 2.5σ. In the region of this prominent trough, the stream density descends to its lowest point and remains there for an extended stretch of a couple degrees, in contrast to the rest of the stream density, which changes on degree scales. This difference might suggest a different origin for the gap, one that would cause a deeper and more extensive impact. It is therefore likely that this feature was caused by a more massive perturber, closer collision, or complete disruption of the progenitor (e.g., Webb & Bovy 2019), each capable of generating a large disturbance in the stream.

5.2. Distance Gradient

Our best-fit distance gradient, mD = −0.0011 ± 0.0007
mag deg−1 (−0.009 ± 0.006 kpc deg−1), is moderately consis-
tent with that suggested by Balbinot et al. (2016) as seen in
Figure 4. It suggests almost no change in distance modulus
along the stream, with a maximum difference of about 0.13 kpc

comparison to the observed stream track, radial velocity, and
proper motions. We use the stream track recovered from the
stream model outlined in Section 4.1. In addition, we use S5
radial velocities and Gaia EDR3 proper motions of the member
stars identified by Wan et al. (2020). We incorporate the
measured distance modulus of 16.19 mag (Section 4.2) as a
broad Gaussian prior (σ = 1.0 mag) on the progenitor distance
(at fi = 0 deg). This allows for an independent prediction of the
distance gradient, which we show in Figure 4.

The best-fit orbital model is shown in Figure 5, where the
blue points represent the simulated stream particles and the red
points are the data included in the likelihood calculation. The orbit fit recovers values of rperi = 13.0±0.2 and rapo = 18.6 ±
0.1, corresponding to an eccentricity of 0.18. This is similar to
the values found by Wan et al. (2020) of rperi = 12.9, rapo =
18.4, and eccentricity = 0.18. In addition, we find a total energy \( E_{\text{tot}} = -0.0994 \pm 0.0003 \) kpc² Myr⁻² and angular momentum
perpendicular to the Galactic disk \( L_z = -1.65 \pm 0.01 \) kpc² Myr⁻¹, indicating that the stream is on a prograde
orbit around the Galaxy. We find the orbital pole of Phoenix to be \( (\phi, \psi) = (6178, 11978) \), where \( \phi \) and \( \psi \) are the Galactic azimuthal and polar angles of the orbital pole, respectively. This result is in agreement with the one found by Riley & Strigari (2020).

The best-fit orbital model predicts a distance gradient of
0.11 kpc deg⁻¹. This is moderately inconsistent with our
distance gradient model, which is almost flat, and the
previously suggested gradient from Balbinot et al. (2016),
which slopes in the opposite direction. For clarity, Balbinot et al. (2016) do not cite a distance gradient as such, but rather
report two distance modulus values for the stream north and
south of decl. \( \delta = -50° \), concluding that a distance gradient
cannot be ruled out. Interestingly, we observe that within
the boundaries of our model, and notwithstanding any additional

large perturbers, a gradient in the direction of that implied by
Balbinot et al. (2016) is not possible.

5. Discussion

5.1. Density Variations

The track model derived in Section 4.1 demonstrates the
core regions of Phoenix (Figure 3). We compare the
density variations in Phoenix to other narrow streams analyzed
with a similar natural spline framework in Figure 6. Relative to
ATLAS (Li et al. 2020) or Jet (Ferguson et al. 2021), Phoenix
shows variations in linear intensity on smaller spatial scales. On
the other hand, Pal 5 has large-amplitude, small-scale variations
in linear intensity close to its progenitor, but only smaller-
amplitude variations at larger separations. These results suggest
that the large-amplitude, small-scale variations in the linear
intensity that are measured in Phoenix are unusual relative to
other cold streams.

We note several other traits in the structure of Phoenix. We
find that the southern part of the stream (fi < 0°) contains,
on average, a higher linear intensity than the northern section. We
detect peaks at fi ≈ −1°.5, 3°0, and 5°0 and an underdense
region (gap) at fi ≈ 1°0. We quantify the significance of these
features by using the statistical method described in Section 3.5
of Erkal et al. (2017). In contrast to the measurement of the
track wiggle significance, which evaluated the significance of
the wiggles over the entire stream, this process looks at each
feature individually. We define S, the density excursion parameter, as the ratio of the density at a location fi to the
density linearly interpolated between two background points on
either side (fi−, fi+),

\[ S = \frac{(\phi_{i+} - \phi_{i-})D(\phi_i)}{(\phi_{i+} - \phi_{i-})D(\phi_{i+}) + (\phi_{i-} - \phi_{i+})D(\phi_{i-})}. \]

We sample from the model posterior to evaluate the uncertainty in the S statistic in order to generate a significance associated with each peak (trough) based on the probability that the S statistic is greater (less) than 1. To choose the left and right points of each peak (trough), we deviate from the method used in Erkal et al. (2017) and fit a background cubic function to the linear intensity. We then find the intersection points with the model and use those for the endpoints of the window. Using this method, we recover significance values of 1.8σ, 2.5σ, and 1.3σ for the peaks at fi = −1°.5, 3°0, and 5°0, respectively.

The large trough in the stream at fi ≈ 1° has a significance of 2.5σ. In the region of this prominent trough, the stream density descends to its lowest point and remains there for an extended stretch of a couple degrees, in contrast to the rest of the stream density, which changes on degree scales. This difference might suggest a different origin for the gap, one that would cause a deeper and more extensive impact. It is therefore likely that this feature was caused by a more massive perturber, closer collision, or complete disruption of the progenitor (e.g., Webb & Bovy 2019), each capable of generating a large disturbance in the stream.

5.2. Distance Gradient

Our best-fit distance gradient, mD = −0.0011 ± 0.0007
mag deg−1 (−0.009 ± 0.006 kpc deg−1), is moderately consis-
tent with that suggested by Balbinot et al. (2016) as seen in
Figure 4. It suggests almost no change in distance modulus
along the stream, with a maximum difference of about 0.13 kpc

Figure 5. Dynamical model described in Section 4.3 fit to the Phoenix stream data. In each panel, blue represents the best-fit model, and red represents the measurements. The first panel shows the stream track measurement presented in Section 3, where the red points indicate the best-fit Φt value and the uncertainty at each node. In the second panel, the dotted red line and corresponding shaded area show the result of the gradient model (Section 4.2) for the distance modulus at fi = 0°, which was used as a prior for this model.
between the northern and southern ends. We note that the larger distance gradient predicted by our orbit modeling in Section 4.3 ($0.11 \text{ kpc deg}^{-1}$) is inconsistent with both our best-fit distance gradient and the gradient suggested by Balbinot et al. (2016). This suggests that our orbit model requires some additional gravitational interaction in order to produce a distance gradient that matches the observations.

This conclusion is further supported by comparing our distance gradient with the ratio of radial velocity to proper motion along the stream, as in Section 4.2 of Shipp et al. (2021). For unperturbed streams orbiting in a standard Milky Way potential, these numbers should be comparable. Within the orbit model, we do in fact find that these values are consistent along the stream. However, our measured distance gradient of $-0.009 \pm 0.006 \text{ kpc deg}^{-1}$ is significantly offset from $v_r/\mu_\phi$, which Shipp et al. (2021) show is between 0.07 and 0.12 along the length of the stream. This difference suggests that Phoenix may have experienced a large perturbation that is not accounted for in the orbit model.

5.3. Stream Track Variations

Variations in the tracks of stellar streams in the $\phi_2$ direction have generally been seen on large scales, such as for Palomar 5 and ATLAS (Erkal et al. 2017; Li et al. 2020). These variations occur when tidal debris precess and nutate in an aspherical potential (e.g., Ibata et al. 2001; Helmi 2004; Johnston et al. 2005; Belokurov et al. 2014; Erkal et al. 2016). In such potentials, the stream track is expected to deviate gradually and smoothly from a great circle orbit (Erkal et al. 2016). However, such evolution is not predicted to result in small-scale features in the stream track in a galaxy such as the Milky Way (Erkal et al. 2017). This suggests that the apparent wiggles in the Phoenix stream (last panel of Figure 3) are not due to the smooth potential of the Milky Way but are instead due to smaller-scale perturbations.

One potential cause of the stream track variations is interaction with perturbers. These would likely be the same interactions that caused the density fluctuations discussed in Section 5.1. If they are, it could explain why we observe track and density deviations.

Figure 6. A comparison of four different streams modeled using the same parametric method as described in this work for four streams: Palomar 5 (Erkal et al. 2017), ATLAS (Li et al. 2020), Jet (Ferguson et al. 2021), and Phoenix (this work). We take the linear intensity model results directly from these three papers to make this comparison between the four streams. We note that none have been studied with data as deep as the DES Y6 data used in this analysis. The shaded areas around each stream are the minimum intervals containing 68% of the posterior probability, similar to those described and shown in Figure 3. The rectangular shaded green area corresponds to a radius of $1^\circ$ around the progenitor of Pal 5, which is responsible for the density fluctuations in that region. We note that the density variations present in Phoenix are on smaller scales than those seen in ATLAS or Jet and are comparable to those within $5^\circ$ of the progenitor of Pal 5.
in the same part of the stream ($\phi_l \sim 3^\circ$–$5^\circ$). Given Phoenix’s clumpy nature, it seems possible that it has come into contact with several perturbers that affected both the density and the track. One possible outcome of these interactions is that structure could be seen in the measured radial velocities of stream members. The perturbations would have affected certain areas more than others, disturbing the motion and velocities of some stars. This would pull them away from the great circle track and manifest as wiggles, explaining the deviations in the stream track (Koposov et al. 2019). Lastly, we note the possibility of a perturbation caused by the progenitor. The progenitor is known to cause stream track deviations in other streams such as Palomar 5 (Erkal et al. 2017; Bonaca et al. 2020). Recently, Li et al. (2020) showed that wiggles on the scale of tenths of degrees could be caused by a progenitor. That may explain one of these wiggles observed in Phoenix.

5.4. Origins of Density Variations

Several mechanisms have been proposed to create peaks and gaps in stellar streams similar to those that we observe in Phoenix. Determining the origin of each inhomogeneity can help us determine the ways in which various structures in the Milky Way halo interact with stellar streams.

5.4.1. Stream Formation

Density variations can be introduced in a variety of ways, including through the process of stream formation. As stars escape from the progenitor to create tidal features, their epicyclic motion can slow as they get farther away. This tends to happen at a similar location for many stars because of the similarity in initial positions and velocities, leading to a clump (Küpper et al. 2008). In theory, for each orbital passage, this could create an overdensity at some distance from the progenitor. This distance depends on the stream’s orbit, the progenitor mass, and the strength of the tidal field (Küpper et al. 2010). This leads to the possibility that periodic clumps along the stream are formed in this way.

Density variations can also be introduced during formation if the Phoenix stream originates from a globular cluster that accretes within a parent satellite galaxy. Malhan et al. (2020) suggest that streams formed from globular clusters within accreted satellite galaxies may be perturbed by the parent satellite. Because the stream and its parent satellite are on similar orbits, there is a longer time where the two structures are in close proximity to one another and the gravity from the parent subhalo can affect the uniformity of the stream. In addition to causing gaps in the stream, a similar process could lead to narrow spikes in the stream density because as the subhalo orbits the Milky Way, variations in its mass-loss rate cause it to episodically deposit increased amounts of globular cluster stellar debris (Malhan et al. 2020). The narrow width, low velocity dispersion, and low metallicity of the Phoenix stream may suggest that its progenitor was a globular cluster formed and accreted as part of a low-mass galaxy (e.g., Balbinot et al. 2016).

5.4.2. Milky Way Structure and Halo Perturbers

It is also possible for streams to be perturbed by baryonic structures in the Milky Way. This includes the Milky Way bar, which can cause different stars along the stream to reach pericenter at different times. A rotating bar causes these stars to experience unequal torques, leading to a redistribution of energy along the stream (Hattori et al. 2016). This in turn leads to different orbital periods along the stream, potentially resulting in ever-widening gaps in the stream intensity (Erkal et al. 2017; Pearson et al. 2017).

Other known perturbers are satellite galaxies such as the Large and Small Magellanic Clouds (LMC and SMC) and Sagittarius (Garavito-Camargo et al. 2019; Petersen & Peñarrubia 2020, 2021). In Phoenix’s case, Shipp et al. (2021) determined that the stream should have experienced less significant perturbations from the LMC than most other streams owing to its large distance of closest approach and high relative velocity. In addition to direct perturbations, the LMC creates a reflex motion in the Milky Way that can affect streams’ orbits and has been shown to do so for Sagittarius (Gómez et al. 2015; Vasiliev et al. 2021). We note that the models used in this work (Section 4.3) do account for the reflex motion of the Milky Way. Milky Way globular clusters, although smaller, can also exert gravitational influence on streams. In fact, because of their smaller size, they are more likely than larger objects like the LMC or SMC to induce smaller-scale variations of the kind seen in Phoenix. Lastly, giant molecular clouds (GMCs) have been shown to affect stellar streams (Amorisco et al. 2016). N-body simulations have shown that GMC disks can cause gaps and clumps in nearby streams. This analysis is performed on Pal 5 and GD-1 by Amorisco et al. (2016), who conclude that these GMCs could cause disturbances in cold thin streams similar to those created by dark matter subhalo flybys. However, Li et al. (2020) look at the effect of GMCs on ATLAS, which is prograde with a pericenter of $\sim 13$ kpc, and concluded that they created a maximum wiggle of $0^\circ.04$. Therefore, we find it unlikely that GMCs caused any of the features in the Phoenix stream.

Dark matter subhalos in the Milky Way are also among the possible sources of perturbation to the density of a stellar stream. When simulating the effect of a subhalo on idealized streams, it is clear that such structures can cause both large and small variations in the stream density (Ibata et al. 2002; Johnston et al. 2002). Carlberg (2020) finds that modeling the interaction between a stream and a full population of dark matter subhalos, which includes halos of mass below $4 \times 10^8 M_\odot$, causes a significant increase in smaller-scale density fluctuations when compared to models that do not include subhalos of mass $<4 \times 10^9 M_\odot$.

Streams can be used to inform our understanding of the population of dark matter subhalos around the Milky Way (e.g., Banik et al. 2021b). For instance, Banik et al. (2021a) show that the CDM paradigm predicts a dark matter subhalo population that sufficiently explains perturbations in the GD-1 stream. Through the detection of such perturbations, it is then possible to set novel constraints on dark matter particle physics scenarios (Banik et al. 2021a). More specifically, we can reliably determine a subhalo’s mass and size based on the gap it creates in a stellar stream (Erkal & Belokurov 2015b). Examining the density variations also makes it possible to track the location of subhalos (Bonaca et al. 2019). The continued study of density variations along stellar streams such as Phoenix may provide crucial insights into the properties of dark matter subhalos (Montanari & García-Bellido 2020).

The mechanisms discussed in Section 5.4 can generically introduce structure into any stellar stream. Thus, they do not inherently explain the differences in the overall clumpiness of
Phoenix relative to other streams. If the extra structure in Phoenix is caused by one of these mechanisms, it is necessary to explain what unique orbital or evolutionary properties of Phoenix have resulted in smaller-scale density variations than are observed in other streams. Answering questions about the formation of density variations in streams will most likely require a concerted effort to assemble a catalog of similarly modeled streams. Such an undertaking will be enabled by deeper data covering more of the sky and allowing similar analyses to be performed on fainter streams (e.g., from the Rubin Observatory; Ivezić et al. 2019). Such work, combined with the devoted modeling of individual stream perturbation events (e.g., Bonaca et al. 2019), could provide valuable insight into the formation and evolution of stellar streams, as well as the nature of dark matter.

6. Conclusions

In this paper, we use the 6 yr of data from DES to conduct a deeper analysis of the Phoenix stellar stream. We apply a nonparametric stream model using natural splines to determine stream properties such as the stream track, width, and linear density. Our model makes fewer a priori assumptions about the structure of the Phoenix stream, and therefore the model complexity comes directly from the data. This model prefers a clumpy stream density distribution throughout the entire length of the stream. These clumps and gaps vary in angular size, as well as in their minimum and maximum linear intensities. We also observe wiggles in the stream track, which we determine to have a significance of $\sim 1.2\sigma$. Such small-scale wiggles should be a rare occurrence in stellar streams in aspherical host potentials (Érkal et al. 2016). We also measure the distance and distance gradient of the Phoenix stream and find that it has a very small gradient, $-0.009 \pm 0.006 \text{ kpc deg}^{-1}$. Our measured distance gradient is in moderate disagreement with an orbital model built on the track and mean distance of the Phoenix stream and the proper motion and radial velocities of stream members, suggesting that the orbital model does not incorporate some additional gravitational interaction Phoenix had, which would flatten its gradient.

We consider the potential causes of the variations we find in the density and track of the Phoenix stream. In particular, we discuss the possibility that the stream may have interacted with baryonic perturbers or dark matter subhalos that could have left behind the clumps, gaps, and wiggles we observed. We also consider the possibility that Phoenix may have originated from a globular cluster that was accreted as part of a dwarf galaxy system. The relatively large number of clumps and fluctuations relative to other streams could indicate that disturbances from the parent satellite may have played a role in producing the complex stream structure we observe today.

The purpose of this paper is to lay the groundwork for future analysis on the formation and evolution of the Phoenix stellar stream. By providing a more detailed analysis of the stream using deeper data, our results will enable others to run more advanced models to simulate the clumps and wiggles found here. Such work would advance our understanding of the mechanisms for introducing variations into stellar streams and form the groundwork for performing similar analyses on other streams.
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Appendix

Verifying the Model with ATLAS

In order to verify the proper functioning of our slightly updated model from versions used for previous streams, we attempt to replicate the results from Li et al. (2020) for the ATLAS stream. We use the same 3 yr DES data used in that paper and run the analysis we intend to run on Phoenix. We first determine the optimal number of nodes for each of the six parameters described in Section 4, before running a maximum log-likelihood optimization for the best-fit curves of each parameter. Due to the complexity of the six parameters, the limited run time of the node optimization, and the different cross-validation subsets used in our analysis versus the published one, we do not recover the exact same number of nodes for each parameter. However, we find excellent agreement (green and blue curves in Figure A1) in the curves for the intensity, track, and width with the published results from Li et al. (2020). The ability to replicate previous results builds confidence in our ability to characterize Phoenix in a manner similar to that previously applied to other streams.

Before applying the model to Phoenix, we also verify that switching to the new and deeper DES Y6 data set does not have any artificial impact on the stream features by running the same optimization on the ATLAS stream but with the new data. We again recover slightly different numbers of nodes but an outcome that agrees with the previously published results and our reanalysis of the Y3 data as seen in Figure A1.

Figure A1. We test that our model works properly by replicating the results from Li et al. (2020). We show a comparison between the 1D intensities, widths, and tracks in the three panels. The green curve shows the published results from Li et al. (2020). The blue curve shows our reanalysis using the same Y3 data as that paper used. The red curve shows an analysis using the deeper Y6 data. We clearly see a good agreement for all three curves. This gives us confidence that our model works properly and that the new data do not have any artificial impacts on the stream features.
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