Initial correlations in open quantum systems: constructing linear dynamical maps and master equations
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Abstract
We investigate the dynamics of open quantum systems which are initially correlated with their environment. The strategy of our approach is to analyze how given, fixed initial correlations modify the evolution of the open system with respect to the corresponding uncorrelated dynamical behavior with the same fixed initial environmental state, described by a completely positive dynamical map. We show that, for any predetermined initial correlations, one can introduce a linear dynamical map on the space of operators of the open system which acts like the proper dynamical map on the set of physical states and represents its unique linear extension.

Furthermore, we demonstrate that this construction leads to a linear, time-local quantum master equation with generalized Lindblad structure involving time-dependent, possibly negative transition rates. Thus, the general non-Markovian dynamics of an open quantum system can be described by means of a time-local master equation even in the case of arbitrary, fixed initial system–environment correlations. We present some illustrative examples and explain the relation of our approach to several other approaches proposed in the literature.

1. Introduction

The theory of open quantum systems has since its conception gained more and more traction as a powerful tool for studying quantum systems [1]. Its formulation for the case of systems weakly coupled to Markovian baths has been extended to arbitrary coupling and non-Markovian behavior with numerous techniques, which brought to the formulation of popular exact master equations such as the Nakajima–Zwanzig equation [2, 3] and the time-convolutionless (TCL) master equation [4, 5]. An often made assumption in many approaches is that of factorizing initial condition between the system and the environment. Such a requirement has been highly criticized, either on the grounds of it being unphysical [6–8], or just too restrictive, and the question of initial correlation has become of importance [9–11]. For example, the treatment of the dynamics of open systems including correlations in the initial state leads to a general method for the local detection of correlations between the system and an inaccessible environment [12, 13] which has been realized experimentally both in trapped ion and in photonic systems [14–16]. Several efforts have thus been made to extend the theory to allow for correlated initial states, both in terms of examining conditions for which the resulting dynamical map is completely positive (CP) [17–23] and of finding alternative methods for the dynamical description of the reduced system [24–28]. The approaches are numerous and varied, and the wide array of papers on the subject paints the picture of a complicated subject matter. Considering initial correlations can mean very different things, depending on what one assumes of the initial system-environment state: should the environment be in a fixed, specific initial state, or should it depend on the correlations? Are the system and the environment initially in a separable, classically correlated,
entangled state? Different choices lead to different reduced dynamics, and may induce limitations such as loss of complete positivity or a restriction of the set of initial system states that can be studied. Trying to avoid these choices to allow for any initial total states might instead result in other losses, like that of a unique dynamical map [26]. Ultimately, the decision should be made based on which questions one is trying to answer or which advantage one wants to gain, carefully taking into account the consequent drawbacks.

A possible limitation of initial correlations between the system and the environment is that they may impose non-linearity of the equations describing the evolution of the reduced system, the dynamical map and the master equation, depending on the initial conditions chosen—for example, such non-linearity may appear in the shape of additional inhomogeneous terms [29, 30]. However, dynamical maps in the case of entangled initial state have been extended to linear maps on matrices by performing a basis transformation [31, 32], showing that such a linearized map is, as a consequence, no longer CP. Some groups, primarily Dominy, Shabani and Lidar (DSL) [33, 34], have then more rigorously approached the subject of initial correlations by developing general frameworks for which the linearity of the dynamical map can be preserved or obtained. The linearity property, in fact, comes with several advantages, such as the operator-sum representation due to Choi [35] of linear and Hermiticity preserving superoperators and the subsequent criterion for such a superoperator to be CP, the renowned Kraus representation [36]. Moreover, a dynamical map which is linear—even if not CP—automatically leads, through its inverse, to an exact generator of the evolution which can be put into a time-local generalized Lindblad form with time-dependent, possibly negative rates [37, 38]. Master equations of this form have a wide range of applications, e.g. in non-Markovian stochastic unravelings [39–42] and recently proposed formulations of quantum thermodynamics [43], and make a strong case for why finding a linear dynamical map should be preferred. But there is a trade-off: in order to maintain linearity, these frameworks have to sacrifice the universality of states studied, both in the sense of what class of total initial states are considered, and of how many initial reduced states can be described via the same evolution. While the DSL framework has been proven to be the most general for the study of initial correlations while maintaining linearity [44], in its generality one might find it difficult to get a feeling for the operational procedure involved in practice, and for how big are the sacrifices made for the safeguard of linearity.

In this work, we focus on a view of initial correlations which is not intended to keep track of the kind of correlations initially present, but rather focuses on the difference between uncorrelated and correlated initial states, by looking at how the evolution depends on the initial correlation operator. While this has been seen in other approaches to give rise to an affine dynamical map [29, 30], this context can be easily embedded into a formalism which is in spirit analogous to the DSL approach. In fact, as we shall see through an explicit prescription, it is always possible to construct a linear dynamical map for the reduced system, as a consequence of the fact that the dynamical map itself acts linearly on the set of density matrices (it does so even on the set of trace 1 matrices) and can thus be extended to a linear map on the set of all operators. The resulting evolution is then comprised of the usual ‘uncorrelated’, completely positive and trace preserving (CPT) dynamical map plus an extra part which depends on the initial correlations. From this we can construct the associated master equation, which is once again linear, and exists any time the inverse of the original uncorrelated dynamical map exists. Thanks to the linearity of the master equation, this can be put in generalized Lindblad form, with initial correlations contributions appearing only in the dissipator. In our view, our results show how initial correlations do not represent such an added conceptual challenge with respect to the uncorrelated initial state, contrary to what is often held, the only drawbacks being the possible loss of complete positivity and the restriction on the initial reduced states that can be studied with the same dynamical map.

The structure of the paper is the following: in section 2 we review how the assumption of a fixed initial correlation operator leads to an affine dynamical map, and formally define the domain of validity of such map. In section 3 we explicitly construct the unique linear extension for the dynamical map and establish a formal criterion for complete positivity. In section 4 we deduce the linear master equation accounting for initial correlations, and study the structural change with respect to the uncorrelated case. Section 5 contains an application of the proposed approach to the Jaynes–Cummings model. We make concluding remarks in section 6.

2. Initial correlations and affine dynamical maps

For an uncorrelated initial state of the total system \( \rho_{SE}(0) = \rho_S(0) \otimes \rho_E \) the dynamical map \( \Phi_t \) describing the evolution of the reduced system is determined by two factors only:

(a) the unitary evolution for the total system \( U_t \),
(b) the initial environmental state \( \rho_E \),
as one can see directly from the definition of the density matrix of the reduced system

\[
\rho_S(t) = e^{-iH\chi} \rho_S(0) = \text{Tr}_E \{ U_t \rho_S(0) \otimes \rho_E U_t^\dagger \},
\]

where the superscript \( \chi = 0 \) denotes the absence of initial correlations. Throughout the paper, we assume the Hilbert space of the reduced system to be finite dimensional. The map \( \Phi_t \) is linear, trace-preserving and always completely positive (CPT), thus admitting a Kraus representation

\[
\Phi_t[\rho_S(0)] = \sum_i \Omega_i(t) \rho_S(0) \Omega_i^\dagger(t),
\]

through the set of time dependent operators \( \Omega_i \) satisfying \( \sum_i \Omega_i^\dagger(t) \Omega_i = I \) at all times. For a correlated initial state \( \rho_{SE}(0) \neq \rho_S(0) \otimes \rho_E \) most of these results fail. However, one can analogously study the general case and compare it to its uncorrelated counterpart by dividing any initial total system state into its corresponding uncorrelated state and a correlation operator \( \chi \):

\[
\rho_{SE}(0) = \rho_S(0) \otimes \rho_E + \chi,
\]

where \( \rho_S(0) = \text{Tr}_E \{ \rho_{SE}(0) \} \), \( \rho_E = \text{Tr}_S \{ \rho_{SE}(0) \} \) are the respective reduced states and \( \chi \) has the property of being Hermitian and of yielding the null operator for both partial traces, \( \text{Tr}_E \{ \chi \} = 0 \), \( \text{Tr}_S \{ \chi \} = 0 \). Now, the dynamical map depends additionally on the initial correlation operator through an extra term:

\[
\Phi_t^\chi[\rho_S(0)] = \Phi_t[\rho_S(0)] + I_t^\chi,
\]

with \( I_t^\chi = \text{Tr}_E \{ U_t \chi U_t^\dagger \} \). In the special case where \( \chi \) commutes with the Hamiltonian generating the unitary evolution \( U_t \), namely when the correlation operator is left invariant by the evolution, the dynamical map above is identical to the uncorrelated \( \Phi_t \).

Our strategy in order to deal with correlated initial states is to determine the reduced dynamics through a dynamical map determined by

(a) the unitary evolution for the total system \( U_t \),
(b) the initial environmental state \( \rho_E \),
(c) the correlation operator \( \chi \),

effectively regarding the initial correlation operator as a parameter to be taken independently of the reduced system state, analogously to what is done to \( \rho_E \) in the uncorrelated case. Note that these assumptions are also at the core of [29], where the parameters describing the environment and the correlations at time zero should be determined (fixed). Indeed one can always do so; however, the set of initial reduced states whose evolution can be adequately described is then limited to the set of ‘physical’ states \( \mathcal{P}_E^X(\mathcal{HS}) \), dependent on \( \rho_E \) and \( \chi \), for which the total operator (3) is still a proper state of the total Hilbert space. A general and explicit characterization of this set is not straightforward, as it heavily depends on the interplay between the chosen environmental state and the correlation operator. Nonetheless, a formal definition for \( \mathcal{P}_E^X(\mathcal{HS}) \) can be given by introducing an assignment map [9]. This map is designed to map a reduced state into a unique system-environment state. For our case, the assignment map depends on the choice of initial environmental state and correlations:

\[
\alpha_X^\chi : \mathcal{B}(\mathcal{HS}) \longrightarrow \mathcal{B}(\mathcal{HE})
\]

\[
X \longrightarrow X \otimes \rho_E + \chi.
\]

Using the notation \( \mathcal{S}(\mathcal{HE}) \) to denote the convex set of states of the full Hilbert space, the physical domain \( \mathcal{P}_E^X(\mathcal{HS}) \) can be identified as the preimage of \( \mathcal{S}(\mathcal{HE}) \) under the assignment map \( \alpha_X^\chi \), i.e.

\[
\mathcal{P}_E^X(\mathcal{HS}) = (\alpha_X^\chi)^{-1}[\mathcal{S}(\mathcal{HE})].
\]

In more explicit terms, the physical domain corresponds to the elements of \( \mathcal{S}(\mathcal{HS}) \) for which the corresponding total operator is positive, i.e. any state \( \rho_S \in \mathcal{S}(\mathcal{HS}) \) satisfying the condition

\[
\rho_S \otimes \rho_E + \chi \geq 0.
\]

Naturally, for \( \chi = 0 \) one recovers \( \mathcal{P}_E^{X=0}(\mathcal{HS}) = \mathcal{S}(\mathcal{HS}) \).
Once $\chi$ is set, then the dynamical map (4) becomes an affine map on the space of bounded operators $B(H)$, with a CPT linear component and a traceless offset term. It is thus still trace-preserving, but not necessarily completely positive. While it is true that formally $\Psi_t^X$ is well defined on all $B(H)$, it only assumes physical meaning when acting on elements of $P_2^B(H)$. As we will see in the next section, this allows us to replace (4) with an equivalent linear map defined on all bounded operators and that acts as the proper dynamical map on $P_2^B(H)$.

3. Linear dynamical map for initial correlations

Let us define the set of all bounded operators of the reduced Hilbert space that have trace one, $A^1(H) := \{X \in B(H) \mid \text{Tr} \{X\} = 1\}$. This is an affine subspace of $B(H)$, since all affine combinations (combinations with coefficients $\lambda_i \in \mathbb{C}$ such that $\sum_i \lambda_i = 1$) of trace one operators $X_i \in A^1(H)$ are still of trace one:

$$
\text{Tr} \left( \sum_i \lambda_i X_i \right) = \sum_i \lambda_i = 1.
$$

We recall that an affine map can also be defined when acting on an affine space as a map that is linear under affine combinations; i.e. a map $f$ acting on an affine space $A$ is affine if and only if, for any set of elements $A_i \in A$ and any set of coefficients $\lambda_i$ such that $\sum_i \lambda_i = 1$, it follows that

$$
f \left( \sum_i \lambda_i A_i \right) = \sum_i \lambda_i f(A_i).
$$

It is known that such an affine map can be uniquely extended to a linear map on the smallest linear space containing $A$, denoted by $\text{Span}(A)$. It follows from this reasoning that the dynamical map (4), which acts linearly over all trace one operators $A^1(H)$, can be uniquely extended to a linear map on $\text{Span}(A^1(H)) = B(H)$, the full space of bounded operators for the reduced system. These are straightforward mathematical results, whose proofs we nonetheless report for completeness in Appendix A, both in abstract terms and for the specific case studied. The important point is that the dynamical map for initial correlations (4) can be substituted with a unique equivalent linear map on all bounded operators that still describes the proper evolution of all relevant states. One can easily check that the following map

$$
\Psi_t^X[X] = \Phi_t[X] + \int_t^0 \text{Tr} \{X\}
$$

has the wanted properties of being linear and extending (4) to all $X \in B(H)$, and must therefore be its unique linear extension.

Let us examine its features. Like in the affine case, the tracelessness of $\int_0^t \text{Tr} \{\rho_S(0)\}$ guarantees that the map is trace preserving. In general, with respect to the previous uncorrelated version, it instead loses the property of complete positivity and possibly even positivity. Still, the map evolves any element of the physical domain to a proper state of the reduced system, $\Psi_t^X[P_2^B(H)] \subseteq S(H)$, and it is written as a sum of a completely positive, correlation independent part and a term depending on initial correlations. Since this second term is linear and Hermiticity preserving, it admits a pseudo-Kraus representation of the following form [35]:

$$
\int_t^0 \text{Tr} \{\rho_S(0)\} = \sum_i f_i(t) F_i(t) \rho_S(0) F_i^\dagger(t),
$$

with the extra condition $\sum_i f_i(t) F_i^\dagger(t) F_i(t) = 0$ and where the coefficients $f_i(t)$ can be negative. From the spectral decomposition of $\int_0^t$,

$$
\int_0^t = \sum_j a_j(t) |\varphi_j(t)\rangle \langle \varphi_j(t)|,
$$

one can recognize the operators and coefficients in the pseudo-Kraus representation (12) to be

$$
F_i(t) = |\varphi_j(t)\rangle \langle \varphi_j(t)|, \quad f_i(t) = a_j(t),
$$

with $i$ a double index $\{j, j'\}$. To merge the two operator-sums (2) and (12), one can fix a basis of operators $E_k$ for which

$$
F_i(t) = \sum_k \gamma_{ik}(t) E_k, \quad \Omega_j(t) = \sum_k \omega_{jk}(t) E_k,
$$
so that the full dynamical map can be written as
\[ \Psi_{fj}^\dagger [\rho_S(0)] = \sum_{k,k'} \epsilon_{kk'}(t) E_k \rho_S(0) E_{k'}^\dagger, \]  
(16)
with
\[ \epsilon_{kk'}(t) = \sum_i (\omega_{ik}(t) \omega_{ik'}(t) + f_i(t) \gamma_{ik}(t) \gamma_{ik'}(t)). \]  
(17)
If the matrix \( \epsilon \) is positive semi-definite, then the full map is CP. This suggests that the condition for complete positivity is highly case dependent in this framework, as it depends on the interplay between \( \rho_x \) and \( \chi \), as well as on time through the evolution \( U_t \).

3.1. Remarks: structure of initial correlations and different dynamical maps
It is important at this point to make some remarks for the sake of clarity. First, we mention again that within our approach one cannot study initial correlations in the sense of separable, classically correlated or entangled states; these names classify the kind of correlations between system and environment, and by fixing \( \rho_x \) and \( \chi \) we describe possibly very different kinds of initial correlations depending on the value of \( \rho_S(0) \).

While for certain values the total system may be in a pure state, for others it can be mixed, for certain it can have zero-discord, and so on. As said before, we are not here interested in studying the effects of which kind of initial correlations have on the evolution of the reduced system, but are rather concerned with the effect of some non-zero correlations with respect to the uncorrelated evolution.

We further remark that dynamical maps found through other methods and under different conditions—say, by assuming a specific kind of initial correlation—will in general, whether linear or not, be different from the one proposed here, even if both maps are suitable for describing the evolution of the very same initial state. The reason is that making different assumptions on the total initial state imposes a different structure for the dynamical maps: they will have a different physical domain of applicability, and describe different situations at the level of the total initial state. Still, both dynamical maps will yield the same result at all times for any state for which the associated total state enters both assumptions.

We believe it useful to clarify this concept with a very simple example. Take two qubits, each in basis \{\ket{0}, \ket{1}\}, coupled through a swap gate described by the Hamiltonian:
\[ H_{\text{swap}} = \frac{1}{2} (1 + \sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y + \sigma_z \otimes \sigma_z), \]  
(18)
and let us consider the first qubit as the reduced system of interest, and the second as the environment. In [45], one can find an explicit prescription for the construction of the (completely positive) dynamical map that describes the evolution of a reduced system initially in a classically correlated (zero-discord) state with its environment:
\[ \rho_{SE}(0) = \sum_i p_i \Pi_i \otimes \rho_i, \]  
(19)
where \( \{p_i\} \) are probabilities, \( \{\Pi_i\} \) are orthonormal projections and \( \{\rho_i\} \) are independent states of the environment. The dynamical map one builds from [45] depends on the choice of the sets \( \{\Pi_i\} \) and \( \{\rho_i\} \). For the two qubits, let us choose the projections onto the states \ket{0} and \ket{1}:
\[ \rho_{SE}(0) = p \ket{0}\bra{0} \otimes \rho_0 + (1 - p) \ket{1}\bra{1} \otimes \rho_1, \]  
(20)
and the environmental states \( \rho_0 = (\mathbb{I} - \sigma_x)/2 \) and \( \rho_1 = (\mathbb{I} + \sigma_x)/2 \). The dynamical map for the ground state population and the coherences reads:
\[ \rho_{00}(t) = \frac{1}{2} \sin^2(t) + \cos^2(t) \rho_{00}(0), \]  
(21)
\[ \rho_{01}(t) = \frac{1}{4} (\sin^2(t) - i \sin(t) \cos(t)) - \frac{1}{2} \sin^2(t) \rho_{00}(0) + \frac{\sqrt{3}}{2} \cos^2(t) \rho_{01}(0). \]  
(22)
Notice the following: the map does not depend on \( p \), as this is precisely the varying parameter that determines \( \rho_S(0) \), such that the domain \( \mathcal{P}^{\text{se}}(\mathcal{E}_2) \) of the above dynamical map is given by states of the form \( p \ket{0}\bra{0} + (1 - p) \ket{1}\bra{1} \) with \( 0 \leq p \leq 1 \). With this construction there is no fixed environmental state, as this depends directly on the choice of \( p \). What is fixed here is the structure—zero-discord, with this specific set of
projections and environmental states—of the total initial system, namely a particular kind of initial correlation.

Let us now view this situation in our formalism. From a specific state of the form (20), i.e. with a fixed $p$, we can extract the environmental state $pE$ and the correlations $\chi$, all of which depend on $p$, and regard them as the fixed initial conditions of the total system. We can this way construct the dynamical map as previously described, which reads

$$\rho_{00}(t) = \frac{1}{2} \sin^2(t) + \cos^2(t) \rho_{00}(0) - \frac{1}{2} \sin(t) \cos(t) (2p - 1) \chi \rho_{01}(0),$$

$$\rho_{01}(t) = \frac{1}{4} (\sin^2(t) - i \sin(t) \cos(t)) - \frac{1}{2} \sin^2(t) p + \frac{i}{2} \sin(t) \cos(t) (2p - 1) (p - \rho_{00}(0)) + \cos^2(t) \rho_{01}(0).$$

This dynamical map now depends on $p$ and has a different structure than (21) and (22), but also does not act upon the same states. The domain is given by all states $\rho_S(0)$ for which $\rho_S(0) \otimes \rho_E + \chi$ is still a state; in figure 1 we report examples of the domain $\mathcal{P}_E^\chi(\mathcal{H}_S)$ for different values of $p$. For these initial states, $\rho_{SE}(0)$ is in general not zero-discord: even though we started with considering the zero-discord state (20), our real assumptions are the fixed $\rho_E$ and $\chi$; relaxing $\rho_{SE}(0)$ gives then different kinds of initial correlations. The one state that belongs to both domains $\mathcal{P}^ad(\mathcal{H}_S)$ and $\mathcal{P}_E^\chi(\mathcal{H}_S)$ and is associated to the same total state

$$\rho_S(0) \otimes \rho_E + \chi = \rho_0 = |0\rangle \langle 0| \otimes \rho_0 + (1 - p) |1\rangle \langle 1| \otimes \rho_1,$$

is the one given by $\rho_{00} = p$ and $\rho_{01} = 0$, which is also, as expected, the only case for which (21)–(24) coincide.

As a last comment, we remark that the ‘zero-discord’ dynamical map (21) and (22) does not reduce to the identity for the limit $t \to 0$. Of course it still is compatible with the identity for the physical initial states that should be considered (in particular, it is compatible for $\rho_{01}(0) = 0$), but the map itself is not the identity at $t = 0$, as opposed to our map (23) and (24). This can be considered a drawback for the purpose of constructing a master equation by means of a perturbative expansion.

4. Linear time-local master equation for initial correlations

A main advantage of having a linear dynamical map is that the generator of the evolution can be put in generalized Lindblad form with time-dependent coefficients [37, 38]. In the uncorrelated case, for example, whenever the inverse of the dynamical map exists, the generator can be written as

$$\mathcal{L}_i[X] := \Phi_i \circ \Phi_i^{-1}[X],$$

such that the uncorrelated exact master equation

$$\dot{\rho}_S(t) \equiv 0 \mathcal{L}_i[\rho_S(t)]$$

follows. Since $\Phi_i$ is linear, then $\mathcal{L}_i$ is linear as well, and is therefore an element of the space of superoperators $\mathbb{H}(\mathcal{H}_S)$ of Hermiticity and trace preserving (trace destroying, to be more precise) superoperators, i.e. which satisfy the conditions

$$\mathcal{L}[X^\dagger] = \mathcal{L}[X]^\dagger, \quad \text{Tr}\{\mathcal{L}[X]\} = 0 \quad \forall X \in \mathcal{B}(\mathcal{H}_S).$$

![Figure 1. Cross-section of the Bloch sphere through the z-axis showing the physical domain for the dynamical map (23) and (24), which is determined by the values of $\rho_{00}$ and the modulus of $\rho_{01}$ only (thus axially symmetric around z), at values of (a) $p = 1/2$ and (b) $p = 7/8$, with respect to the set of states $S(\mathcal{H}_S)$.](image-url)
As such, it can be written as a sum of a dissipator and a commutator with an effective Hamiltonian, i.e.

$$\mathcal{L}_i[X] = -i[K_S(t), X] + \mathcal{D}_i[X],$$

(29)

where

$$\mathcal{D}_i[X] = \sum_k \lambda_k(t) \left[ L_k(t) X I_k(t) - \frac{1}{2} \{ I_k(t) L_k(t), X \} \right],$$

(30)

for some rates $\lambda_k(t) \in \mathbb{R}$, operators $\{L_k(t)\}$ and Hermitian $K_S(t)$.

We can now extend this procedure for any correlated initial state using the linear dynamical map (11). Regarding the existence of the associated generator, we see that, since the inverse dynamical map reads

$$(\Psi^\chi)^{-1} |X⟩ = \Phi^{-1}_r |X⟩ - \Phi^{-1}_r |I^X⟩ \text{Tr}[X],$$

(31)

it follows that $\Psi^\chi$ is invertible if and only if $\Phi_r$ is invertible. Therefore, the presence of initial correlations $\chi$ has no influence on the conditions for which the generator

$$\mathcal{L}^\chi[X] := \psi^\chi \circ (\Psi^\chi)^{-1} |X⟩$$

exists, with respect to the uncorrelated case. In any case, the generator explicitly reads:

$$\mathcal{L}^\chi[X] = \mathcal{L}_i[X] + \mathcal{J}^\chi \text{Tr}[X],$$

(33)

with

$$\mathcal{J}^\chi := I^X - \mathcal{L}_i[I^X].$$

(34)

Once again for the master equation, the generalization to fixed initial correlations is given by the uncorrelated part plus an extra linear term that depends on $\chi$. An equivalent strategy would have been, in fact, to derive an affine master equation—which would have been identical to the one derived in [29]—from the affine dynamical map (4), and linearize this directly through the reasoning we presented in the previous section. We briefly remark that $\mathcal{J}^\chi$ also corresponds to the inhomogeneity one obtains for the affine TCL master equation through projection operator technique with projection $P[\rho_{Sg}(t)] = \rho_S(t) \otimes \rho_E$ (see appendix C for a proof of this); one may therefore directly apply our proposed description to any of these results in order to obtain a linear master equation.

We shall like to see how the additional correlation term modifies equation (29). We first notice that, equivalently to the possible loss of positivity of the dynamical map, the generator (33) might no longer preserve positivity. The structure, instead, remains the same: since the superoperator $\mathcal{J}^\chi \text{Tr}[\cdot]$ is an element of $\text{tp}(\mathbb{S})$, it also admits a decomposition as a commutator with some Hamiltonian and a dissipator:

$$\mathcal{J}^\chi \text{Tr}[X] = -i[k^\chi_0(t), X] + d^\chi[X].$$

(35)

The splitting into the two terms is made unique by choosing traceless Lindblad operators in the dissipator. An equivalent requirement is also proposed in [46], along with a derivation of the Hamiltonian and the dissipator starting from a pseudo-Kraus representation of the generator. For our superoperator of interest, analogously to (12), the pseudo-Kraus representation is given by

$$\mathcal{J}^\chi \text{Tr}[X] = \sum_i g_i(t) G_i(t) X G_i^\dagger(t),$$

(36)

with $\sum_i g_i(t) G_i^\dagger(t) G_i(t) = 0$ and

$$G_i(t) = |\eta_i(t)⟩⟨\eta_i(t)|, \ g_i(t) = b_i(t),$$

(37)

with $i = \{i, j'\}$ a double index, and where $|\eta_i(t)⟩$ are the eigenvectors of $\mathcal{J}^\chi$ and $b_i(t)$ are its eigenvalues. Following [46] for the expression of the Hamiltonian, we find that it happens to vanish:

$$k^\chi_0(t) = \frac{1}{2\eta_0} \sum_i g_i(t) \left[ \text{Tr}\{G_i(t)\} G_i^\dagger(t) - \text{Tr}\{G_i^\dagger(t)\} G_i(t) \right] = 0,$$

(38)
where \(d_S = \dim(\mathcal{H}_S)\), since the operators \(G_i(t)\) are either traceless or Hermitian. The dissipator instead reads

\[
\mathcal{D}_i^S[X] = \sum_i g_i(t) \left[ J_i(t) X J_i^\dagger(t) - \frac{1}{2} \{ J_i^\dagger(t) J_i(t), X \} \right],
\]

with traceless Lindblad operators

\[
J_i(t) = G_i(t) - \frac{\text{Tr}\{G_i(t)\}}{d_S} \mathbb{1}.
\]

The full generator is therefore given by

\[
\mathcal{L}_i^S[X] = -i[K_S(t), X] + \mathcal{D}_i^S[X],
\]

with \(\mathcal{D}_i^S = \mathcal{D}_i + \mathcal{D}_i^S\), and with the canonical Hamiltonian left unaltered by the presence of initial correlations. Ultimately, the generalized master equation reads:

\[
\dot{\rho}_S(t) = -i[K_S(t), \rho_S(t)] + \sum_i \left[ \lambda_i(t) \left( L_i(t) \rho_S(t) L_i^\dagger(t) - \frac{1}{2} \{ L_i^\dagger(t) L_i(t), \rho_S(t) \} \right) \right. \\
+ \left. g_i(t) \left( J_i^\dagger(t) J_i(t) \rho_S(t) - \frac{1}{2} \{ J_i^\dagger(t) J_i(t), \rho_S(t) \} \right) \right].
\]

Depending on the case, it might be easy or straightforward to merge the two dissipators appearing above into a unique expression. If the set of Lindblad operators \(\{J_i\}\) is a subset of the uncorrelated set \(\{L_i\}\), the contribution of initial correlations appears solely as a renormalization of the rates. This is the case of our example in section 5.

With the above we have shown that the presence of initial correlations does not change the structure of the time-local master equation. Since this procedure can be carried out for any initial correlation \(\chi\), this shows that the formal treatment of the evolution of the reduced system in terms of a linear and time local master equation as it is known for uncorrelated initial states can be extended to describe any initially correlated state of the total system, given that the initial correlation operator is known.

Let us finally remark that a Lindblad-type master equation including contributions from evolved system–environment correlations was derived in [27]. Since the aim there is to explicitly keep track of correlations as they evolve in time, state-dependent terms appear in the generator of the master equation. This in turn makes it non-linear in the reduced density matrix. Note that while in our approach we consider linearity as defined on the full space of operators, in [27] linearity is discussed only in terms of convex combinations. We also emphasize that knowing the evolved correlations is not a goal of our method, and that we care for total-system quantities only at initial times: in the subsequent evolution, we are only concerned with system degrees of freedom, as in the original open quantum system approach.

5. Example

In the following section the system of interest is given by a two-level system with Hamiltonian

\[
H_S = \omega_0 \sigma_+ \sigma_-,
\]

where \(\omega_0\) is the transition frequency and \(\sigma_\pm\) the raising and lowering operators between the ground state \(|g\rangle\) and the excited state \(|e\rangle\). This qubit is coupled to a monochromatic radiation field with Hamiltonian

\[
H_E = \omega b^\dagger b,
\]

frequency \(\omega\), creation and annihilation operators \(b^\dagger\) and \(b\), via the interaction Hamiltonian

\[
H_I = g \left( \sigma_+ \otimes b + \sigma_- \otimes b^\dagger \right)
\]

with real coupling strength \(g\). The total Hamiltonian \(H_S + H_E + H_I\) is known as the Jaynes–Cummings model and is exactly solvable for all initial states \(\rho_{SE}(0)\) including all possible correlations [47, 48]. For clarity reasons, however, we will not consider the most general case, but take one specific initial state of the total system as a reference,

\[
\rho_{SE} = p_0 \rho_0 \otimes |0\rangle\langle 0| + (1 - p_0) \rho_1 \otimes |1\rangle\langle 1|,
\]
with \( 0 < p_0 < 1 \). Here the two-level system states are taken as \( \rho_0 = \frac{1}{2} (\mathbb{1} + a\sigma_z) / 2 \) and \( \rho_1 = \frac{1}{2} (\mathbb{1} - a\sigma_z) / 2 \), mixed system states corresponding to opposite points on the z-axis of the Bloch sphere, with \( 0 \leq a \leq 1 \). This is also a zero-discord state, as the environment states are taken to be the projectors onto the ground and the first excited state. The corresponding reduced states of system and environment read

\[
\rho_S = \frac{1}{2} (\mathbb{1} + a(2p_0 - 1)\sigma_z),
\]

\[
\rho_E = p_0 \langle 0 \rangle \langle 0 \rangle + (1 - p_0) \langle 1 \rangle \langle 1 \rangle,
\]

and give rise to the correlation operator

\[
\chi = p_0 (1 - p_0) a\sigma_z \otimes (\langle 0 \rangle \langle 0 \rangle - \langle 1 \rangle \langle 1 \rangle).
\]

As described in section 2 we now consider total initial states of form \( \rho_{SE}(0) = \rho_S(0) \otimes \rho_E + \chi \) with fixed \( \rho_E \) and \( \chi \), and construct the physical domain \( \mathcal{P}_E^{\chi}(\mathcal{H}_S) \) of \( \rho_S(0) \) for which \( \rho_{SE}(0) \) is a proper state of the total system. Interestingly, \( \rho_{SE}(0) \) can be easily recast in the form

\[
\rho_{SE}(0) = p_0 \tau_0 \otimes \langle 0 \rangle \langle 0 \rangle + (1 - p_0) \tau_1 \otimes \langle 1 \rangle \langle 1 \rangle,
\]

with system operators \( \tau_i = (\mathbb{1} + [\vec{v} - \vec{c}_i] \vec{\sigma}) / 2 \), Bloch vector \( \vec{v} \) of \( \rho_S(0) \), \( \vec{c}_0 = -2a(1 - p_0)\vec{e}_z \) and \( \vec{c}_1 = 2ap_0 \vec{e}_z \).

It can be shown that \( \rho_{SE}(0) \) is a state of the total system if and only if both \( \tau_i \) are states of the reduced system. This implies that \( \vec{v} \) must satisfy the equations

\[
||\vec{v} - \vec{c}_0||^2 \leq 1,
\]

\[
||\vec{v} - \vec{c}_1||^2 \leq 1,
\]

such that the physical domain can be interpreted in the Bloch sphere as the intersection of the unit spheres around \( \vec{c}_0 \) and \( \vec{c}_1 \), as shown in figure 2. The center of the physical domain \( \vec{r} = a(2p_0 - 1)\vec{e}_z \) is exactly the Bloch vector of the reference state \( \rho_S \) and the volume depends on the parameter \( a \). For the limiting case \( a = 1 \) the physical domain reduces to the single point \( \rho_S \), while for \( a = 0 \) the reference state \( \rho_{SE} \) becomes a product state, for which the physical domain is the entire Bloch sphere.

To find the affine dynamical map we make use of the expression for the uncorrelated dynamical map found in [49] and calculate the inhomogeneity exploiting the expression for the time evolution operator \( U(t) \) of the total system. Since these expressions are given in the interaction picture with respect to \( H_S + H_E \), we transform the results back to the Schrödinger picture and receive

\[
\rho_{SE}(t) = \rho_{SE}(0) \left[ \alpha(t) + \beta(t) - 1 \right] + 1 - \beta(t) - f(t),
\]

\[
\rho_{S}(t) = \rho_{S}(0) e^{-i\omega_D t} \gamma(t),
\]

with time-dependent coefficients

\[
\alpha(t) = 1 - (1 - p_0) \left| d_1(t) \right|^2,
\]

\[
\beta(t) = \left( 1 - p_0 \right) \left| d_2(t) \right|^2,
\]

\[
f(t) = \left( 1 - p_0 \right) \left| d_3(t) \right|^2,
\]

\[
\gamma(t) = \left( 1 - p_0 \right) \left| d_4(t) \right|^2.
\]
for a specific choice of model parameters. For the specific form of correlations (49) and Lindblad rates with and without the initial correlations \( \chi \), respectively. For the correlated evolution \( \rho_g \) is reduced by the function \( f(t) \geq 0 \) with respect to the uncorrelated evolution. We take \( \rho_5(0) = \rho_S \), with \( \rho_S \) as in equation (47), and parameters \( a = 0.6, p_0 = 0.4, \Delta = 0.1 \omega_0 \) and \( g = 0.1 \omega_0 \).

\[
\beta(t) = 1 - p_0 \left| d_1(t) \right|^2 - (1 - p_0) \left| d_2(t) \right|^2,
\]

\[
\gamma(t) = c_1(t) \left[ p_0 + (1 - p_0)c_2(t) \right],
\]

\[
f(t) = a p_0 (1 - p_0) \left| d_2(t) \right|^2,
\]

where the functions

\[
c_n(t) = \mathrm{e}^{i \Delta t / 2} \left[ \cos \left( \frac{\Omega_n}{2} t \right) - i \frac{\Delta}{\Omega_n} \sin \left( \frac{\Omega_n}{2} t \right) \right],
\]

\[
\left| d_n(t) \right|^2 = n \left( \frac{2 \gamma}{\Omega_n} \right)^2 \sin^2 \left( \frac{\Omega_n}{2} t \right),
\]

oscillate with detuning frequency \( \Delta = \omega_0 - \omega \) and excitation-dependent Rabi frequencies \( \Omega_n = \sqrt{\Delta^2 + 4 \gamma^2 n} \). While the coefficients \( \alpha(t), \beta(t) \) and \( \gamma(t) \) describe the uncorrelated part of the evolution, the effect of the initial correlations is encoded in the coefficient \( f(t) \) coming from the inhomogeneity \( I^t = f(t) \sigma_z \), and leads to periodic additional excitations of the system. This is shown in figure 3 for a specific choice of model parameters. For the specific form of correlations (49) we have taken, the coherences are not influenced by the presence of the initial correlation. It is important to note, however, that a different choice of \( \chi \) may in general lead to changes also in the off-diagonal elements.

From the affine dynamical map we can also calculate the linearized dynamical map and finally the time-local master equation generator (41) as described in sections 3 and 4. Then the effective system Hamiltonian is given by the original Hamiltonian \( H_S \) plus a time-dependent Lamb shift,

\[
K_\delta(t) = \left[ \omega_0 - \Im \left( \frac{\hat{\gamma}(t)}{\gamma(t)} \right) \right] \sigma_+ \sigma_-,
\]

and appears independent of the initial correlations as required by equation (38). The correlated dissipator \( D^\chi \) is the sum of the uncorrelated dissipator \( D_t \) from reference [49] and the dissipator \( d^\chi \) induced by the correlations. Interestingly, the latter can be written using \( \sigma_{\pm} \) as Lindblad operators, which also appear in \( D_t \), such that we directly get a unified representation

\[
D^\chi[X] = \sum_{k=+,-,z} \lambda_k(t) \left[ \sigma_k X \sigma_k^\dagger - \frac{1}{2} \left\{ \sigma_k^\dagger \sigma_k, X \right\} \right]
\]

with Lindblad rates

\[
\lambda_+ = \frac{(\alpha - f - 1) \hat{\beta} - (\beta + f) \hat{\alpha} + (\alpha + \beta - 1) \hat{f}}{\alpha + \beta - 1},
\]

\[
\lambda_- = \frac{(\beta + f - 1) \hat{\alpha} - (\alpha - f) \hat{\beta} - (\alpha + \beta - 1) \hat{f}}{\alpha + \beta - 1},
\]
\[ \lambda_z = \frac{1}{4} \left( \frac{\dot{\alpha} + \dot{\beta}}{\alpha + \beta - 1} - 2 \Re \left( \frac{i}{\gamma} \right) \right), \]  

(65)

where the time arguments have been omitted to increase readability. Only \( \lambda_+ \) and \( \lambda_- \) are modified by the initial correlations, and for the case \( f(t) = 0 \) one recovers the master equation for the system under the assumption of factorizing initial conditions.

6. Conclusions and applications

In this work we have explicitly shown how to uniquely linearize the affine dynamical map and time-local master equation that arise for a reduced system showing some fixed correlations with its environment at initial times. It turns out that the simple ‘fix’ of multiplying the inhomogeneity by \( \text{Tr} \{ \rho_S \} \) constitutes the unique linear extension for both the dynamical map and the master equation. This allowed us to generalize important tools for the case of initial correlations, while keeping track of the separate terms pertaining to the associated uncorrelated initial state and to the initial correlation operator. In particular, we see that the correlation contribution in the master equation modifies only the dissipator and leaves invariant the Hamiltonian obtained in the uncorrelated case. The main drawback of this method, where the initial correlation operator must be known, is that the resulting dynamical map and master equation are only valid for a restricted set of initial reduced state \( P_{\chi E} \) which defines the ‘physical domain’ of these maps. The dynamical map is, in addition, in general not completely positive, although this does not affect the results on the dynamics and the master equation. The main advantage, however, is the gain of a linear, modified time-local master equation that contains initial correlations, and that exists any time the uncorrelated master equation does. With the help of such a master equation, popular techniques and applications that were previously only applicable under the assumption of uncorrelated initial states, such as stochastic unraveling and quantum thermodynamics, can be straightforwardly extended to account for initial correlations.

Once one adopts the point of view described in this paper, it becomes evident that initial correlations really have a structural impact on the dynamics only when they are taken into account as an entity whose details and characterization are regarded as an important feature on its own. The mere fact that the system and environment are correlated, regardless of how they are correlated, does not imply a formal change to the structure of the evolution of the reduced system with respect to the uncorrelated case, and most importantly does not challenge the applicability of techniques and theories which are built upon the idea of a linear evolution.
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Appendix A. Proof of a unique linear extension

The statement of an affine map admitting a unique linear extension on the span of the affine subspace on which it acts might seem an obvious mathematical fact. We believe that it is nonetheless useful to see an explicit proof, both for the particular case at hand and in more abstract terms.

A.1. Linear extension from trace one operators

We start by analyzing the precise case studied in section 3, namely a linear extension from the set of trace one operators to the space of bounded operators. Let \( \Phi : B(\mathcal{H}_E) \to B(\mathcal{H}_S) \) be an affine map. It can therefore be decomposed as

\[ \Phi[X] = \mathcal{L}[X] + B, \]

(A1)
where \( \mathcal{L} \) is a linear map and \( B \in \mathcal{B}(\mathcal{H}) \) is a constant shift. The map

\[
\Psi[X] = \mathcal{L}[X] + B \text{Tr}\{X\}
\]

is a linear extension of \( \Phi \) from the set of trace one operators \( A^1(\mathcal{H}) \) to the full \( \mathcal{B}(\mathcal{H}) \).

**Theorem 1.** Let \( \Lambda : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}) \) be a linear map satisfying

\[
\Lambda[X] = \Phi[X] \ \forall X \in A^1(\mathcal{H}).
\]

Then

\[
\Lambda[X] = \Psi[X] \ \forall X \in \mathcal{B}(\mathcal{H}),
\]

i.e. \( \Psi \) is the unique linear extension of \( \Phi \).

**Proof.** Assume first that \( \text{Tr}\{X\} \neq 0 \). Then the operator \( X' = X/\lambda \), with \( \lambda = \text{Tr}\{X\} \neq 0 \), has trace one. Thus

\[
\Lambda[\lambda X'] = \lambda \Lambda[X'] = \lambda \Phi[X'] = \lambda \Psi[X'] = \Psi[X],
\]

implying (A4) for all \( X \) with \( \text{Tr}\{X\} \neq 0 \).

Let now \( \text{Tr}\{X\} = 0 \). There exist \( X_1, X_2 \in \mathcal{B}(\mathcal{H}) \) with \( \text{Tr}\{X_{1,2}\} \neq 0 \) such that \( X = X_1 + X_2 \). Thus

\[
\Lambda[X] = \Lambda[X_1] + \Lambda[X_2] = \Psi[X_1] + \Psi[X_2] = \Psi[X],
\]

which concludes the proof. \( \square \)

**A.2. Generic affine subspaces**

We now turn to the more general case of an affine map acting on affine subspaces and study its possible linear extension. We start with a technical Lemma of intuitive content and continue with the main statement.

**Lemma 1.** Let \( A \) be an affine subspace of a vector space \( V \) (on a field \( K \)), and let \( d \) be the dimension of \( A \). Then there exists a set \( \{a_i\} \) of \( d + 1 \) elements of \( A \) such that any element of \( A \) can be written as an affine combination of them with unique coefficients.

**Proof.** Let \( \alpha \in A \). Any element \( a \in A \) can be written as \( a = \sum_{i=1}^{d} c_i v_i + \alpha \), with \( v_i \in V \) orthogonal and unique coefficients \( c_i \in K \). Let now \( a_i \equiv \alpha + v_i \) for \( i = 1 \ldots d \), and \( a_{d+1} \equiv \alpha \). Then, \( \forall a \in A \)

\[
a = \sum_{i=1}^{d} c_i a_i + \left(1 - \sum_{i=1}^{d} c_i\right) \alpha = \sum_{i=1}^{d+1} c_i a_i,
\]

with \( \sum_{i=1}^{d+1} c_i = 1 \). From the uniqueness of the coefficients \( \{c_i\}_{i=1}^{d} \) it follows that all \( d + 1 \) coefficients for each element are uniquely determined by the set \( \{a_i\} \). \( \square \)

**Theorem 2.** An affine map \( f : A \rightarrow A' \) between two affine subspaces \( A \) and \( A' \) of vector spaces \( V \) and \( V' \) can be uniquely extended to a linear map

\[
F : \text{Span}(A) \rightarrow \text{Span}(A'),
\]

where \( \text{Span}(A) \) denotes the set of all linear combinations of elements of \( A \).

**Proof.** Let \( v \in \text{Span}(A) \). It can therefore be written as a linear combination of elements in \( A \), \( v = \sum_i \beta_i a_i \), with \( \beta_i \in K \) and \( a_i \in A \). The map \( F(v) := \sum_i \beta_i f(a_i) \) is linear and extends \( f \). Suppose there is another set \( \{\beta_i'\} \) and \( \{a_i'\} \) such that \( v = \sum_i \beta_i' a_i' \). The map \( F'(v) := \sum_i \beta_i f(a_i') \) is also linear and an extension of \( f \). We show that the two maps \( F \) and \( F' \) always coincide, therefore the linear extension of \( f \) is unique.

Per Lemma 1,

\[
a_i = \sum_{j=1}^{d+1} \lambda_{ij} a_j, \quad \sum_{j=1}^{d+1} \lambda_{ij} = 1 \ \forall \ i
\]

\[
a_i' = \sum_{j=1}^{d+1} \lambda_{ij}' a_j, \quad \sum_{j=1}^{d+1} \lambda_{ij}' = 1 \ \forall \ i.
\]
From the definition of $v$ it follows that $\sum_i \beta_i \lambda_{ij} = \sum_i \beta'_i \lambda'_{ij} \forall j$. Now, since $f$ is affine and thus preserves affine combinations, we have

$$F(v) = \sum_i \beta_i f \left( \sum_{j=1}^{d+1} \lambda_{ij} \tilde{a}_j \right) = \sum_i \beta_i \lambda_{ij} f(\tilde{a}_j)$$  \hspace{1cm} (A11)

$$F'(v) = \sum_i \beta'_i \lambda'_{ij} f(\tilde{a}_j) \equiv F(v).$$  \hspace{1cm} (A12)

To conclude, let us see a case for which the Span of the affine subspace considered is guaranteed to be the complete vector space, as in our case of interest.

**Lemma 2.** Let $A$ be the affine subspace of vector space $V$ which is generated by the requirement of a fixed (nonzero) outcome to a linear functional $g: V \rightarrow K$, i.e.

$$A = \{ v \in V \mid g(v) = c \}, \ c \neq 0.$$  \hspace{1cm} (A13)

Then, $\text{Span}(A) = V$.

**Proof.** The fact that $\text{Span}(A) \subset V$ is trivial since $A \subset V$. For the inverse, let $\{v_i\}$ be any basis of $V$, such that any element can be written as $v = \sum_i \beta_i v_i$. In general, $g(v_i) = c_i$. But defining $v'_i = cv_i / c_i \in A$ and $\beta'_i = c_i \beta_i / c$ gives any $v$ as a linear combination of elements in the affine space, therefore $V \subset \text{Span}(A)$.

Applying Theorem 2 and Lemma 2 for $A = A^1(\mathcal{H})$, one obtains Theorem 1 as a corollary. Furthermore, when Lemma 2 applies one can always uniquely extend an affine map

$$f: A \rightarrow A'$$  \hspace{1cm} (A14)

with $\tilde{f}$ linear and $\alpha \in A'$, from the affine subspace to the full vector space simply by the construction

$$F: V \rightarrow \text{Span}(A')$$  \hspace{1cm} (A15)

$$v \mapsto \tilde{f}(v) + \frac{g(v)}{c}\alpha,$$

as was done in section 3 using the functional $\text{Tr}\{\cdot\}$ and $c = 1$.

**Appendix B. Comparison with DSL formalism**

The argument for the existence of the linear dynamical map described in section 3 can also be translated into the language of the formalism for linear dynamical maps developed by Dominy et al [33, 34]. We briefly summarize the comparison here, along with the point where it slightly deviates. There is a special set of ingredients needed in the DSL approach; we list and examine them for our case in the following.

(a) Convex set of admissible initial states: as illustrated in section 3, different assumptions on the initial total system state lead to different dynamical maps. In the DLS approach one must specify the assumed structure of the total initial state by selecting a (convex) set of possible initial states. In our case, this would read

$$S_{SE} = \{ X \otimes \rho_E + \chi \mid X \in \mathcal{P}_E^{A_1}(\mathcal{H}_S) \}. \hspace{1cm} (B1)$$

In our formalism, however, we extend this set to the set of operators

$$S_E^X = \{ X \otimes \rho_E + \chi \mid X \in \mathcal{A}^{A_1}(\mathcal{H}) \}. \hspace{1cm} (B2)$$

Notice that the above, while convex as required from the DSL framework, is not a set of states: $S_E^X \not\subset S(\mathcal{H}_{SE})$.

(b) Linear subspace generated by $S_E^X$: the linear space $V_E^X = \text{Span}(S_E^X) \subset B(\mathcal{H}_{SE})$ is given by

$$V_E^X = \{ X \otimes \rho_E + \chi \text{Tr}\{X\} \mid X \in B(\mathcal{H}_S) \}. \hspace{1cm} (B3)$$

The maps of partial trace over the environment and of unitary evolution upon any element of $S_E^X$ may then be extended by linearity to any element of $V_E^X$. 
\( (c) \) \textit{U-consistency}: the set \( S_E^\chi \) (and consequently also \( V_E^\chi \)) is \( U \)-consistent, since whenever

\[
\text{Tr}_E \{ X_1 \otimes \rho_E + \chi \} = \text{Tr}_E \{ X_2 \otimes \rho_E + \chi \}, \quad \text{i.e. } X_1 = X_2,
\]

it trivially follows that

\[
\text{Tr}_E \{ U (X_1 \otimes \rho_E + \chi) U^\dagger \} = \text{Tr}_E \{ U (X_2 \otimes \rho_E + \chi) U^\dagger \}
\]

for all unitary operators \( U \in U(\mathcal{H}_E) \). With this, one can extend any dynamical map (i.e. dynamical maps associated to a unitary operator \( U \)) acting on \( \text{Tr}_E S_E^\chi = A^1(\mathcal{H}_E) \) to a linear map on \( \text{Tr}_E V_E^\chi = B(\mathcal{H}_E) \).

**Appendix C. Inhomogeneity from projection operator technique**

We argue here that the inhomogeneity \( J_t^\chi \) in (33) is the same operator that is found through projection operator technique for the derivation of the time convolutionless (TCL) master equation. The argument is given by the fact that the assumptions are the same in both approaches and through the dependency on \( \rho_E \) and \( \chi \) for different terms of the master equations.

Notice that in (33), the uncorrelated generator \( L_t \) depends only on the initial environmental state, and not on \( \chi \). Instead, the inhomogeneity part that was ‘linearized’, \( J_t^\chi \), is dependent on both \( \rho_E \) and \( \chi \). Notice also that this term is linear in \( \chi \), so the dependence on \( \chi \) cannot be taken away from any part of it.

Let us now do the same study on the terms of the TCL master equation one derives from \([4, 5]\). We set the time-independent projection as

\[
P_{\rho SE}(t) = \rho_S(t) \otimes \rho_E,
\]

i.e. with the initial state of the environment as reference state. It follows that the projection onto the irrelevant part \( Q = \mathbb{I} - P \) gives \( Q_{\rho SE}(0) = \chi \). Nonetheless, both \( P \) and \( Q \), as maps, depend only on \( \rho_E \). Without additional assumptions, one gets the equation for the evolution of the relevant part

\[
\partial_t P_{\rho SE}(t) = \mathcal{K}_t P_{\rho SE}(t) + \mathcal{T}_t \chi,
\]

with the two linear superoperators

\[
\mathcal{K}_t = P \mathcal{L}_t^SE [1 - \Sigma_t]^{-1} P,
\]

\[
\mathcal{T}_t = P \mathcal{L}_t^SE [1 - \Sigma_t]^{-1} \mathcal{G}_t Q.
\]

Here appears the generator \( \mathcal{L}_t^SE \) for the total system, which depends neither on \( \rho_E \) nor on \( \chi \). The other operators, instead, are

\[
\mathcal{G}_t = T_\rightarrow \exp \left[ \int_t^s ds' \mathcal{L}_s^SE \right],
\]

\[
\Sigma_t = \int_0^t ds \mathcal{G}_t Q \mathcal{L}_s^SE \mathcal{G}_t Q - \mathcal{G}_t Q \mathcal{L}_s^SE \mathcal{G}_t \mathcal{L}_s^SE \mathcal{G}_t Q,
\]

\[
\mathcal{G}_t = T_\leftarrow \exp \left[ - \int_t^s ds' \mathcal{L}_s^SE \right],
\]

where \( T_\rightarrow \) and \( T_\leftarrow \) indicate respectively the chronological and anti-chronological time ordering operator. The first two operators depend on \( \rho_E \) only (through \( P \) and \( Q \)), and the third on neither \( \rho_E \) nor \( \chi \). This implies that both the maps \( \mathcal{K}_t \) and \( \mathcal{T}_t \) depend on \( \rho_E \) and not on \( \chi \). By applying the left-most projection \( P \) in (C2) and tracing out the environment, one gets the exact TCL master equation for the reduced system. From the arguments above, it follows that this master equation is split into a linear superoperator (depending on \( \rho_E \) only) acting on \( \rho_S(t) \) and an inhomogeneity which depends also on \( \rho_E \) as well as—allinearly—on \( \chi \).

With these consideration we conclude that our term \( J_t^\chi \) is indeed the same inhomogeneity that one would obtain from projection operator technique by projecting onto a factorizing state with \( \rho_E \) as the time-independent reference state. With this work we show that if one is indeed in possession of the TCL master equation after projecting onto \( \rho_S(t) \otimes \rho_E \), the unique linear extension of this inhomogeneous master equation is given by simply multiplying the inhomogeneity by \( \text{Tr}[\rho_S(t)] \). Similarly, by finding the eigenvalues and eigenvectors of the inhomogeneity, one can right away put the second term in dissipator form as described in section 4.
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