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Abstract—Autonomous surgery has attracted increasing attention for revolutionizing robotic patient care, yet remains a distant and challenging goal. In this paper, we propose an image-based framework for high-precision autonomous suturing operation. We first build an algebraic geometric algorithm to achieve accurate needle pose estimation, then design the corresponding keypoint-based calibration network for joint-offset compensation, and further plan and control suture trajectory. Our solution ranked first among all competitors in the AccelNet Surgical Robotics Challenge. Videos and codes can be found in https://sites.google.com/view/accel-2022-cuhk.

I. INTRODUCTION

Autonomous suturing is a long-standing robotic challenge for surgical autonomy [1]. Yet, research in surgical autonomy was slowed down by limited scopes of benchmarking setups and lack of standardization [2]. Aiming to address these issues, organizers raised the 2021-2022 AccelNet Surgical Robotic Challenge (online) providing high-fidelity simulation, standardized problem definitions, and evaluations for benchmarking autonomous suturing [3]. Targeting at three main problems in AccelNet Challenge, including needle pose estimation, needle grasp under joint-offset, and the multi-loop suture operation, we built an autonomous suturing framework and achieved state-of-the-art (SOTA) performance. Our main contribution are:

- a SOTA image-guided framework for high-precision autonomous suturing tasks in AccelNet Challenge.
- off-the-shelf open-source software of our framework for easy reproduction and future research acceleration in the robotic surgery field.

II. METHOD AND RESULT

A. Visual Perception

1) Needle Tracking: The goal of this task is to identify the suture pose $T \in \mathbb{R}^{4 \times 4}$ based on stereo visual perception $I_{l,r}$, and it provides the basis for the autonomous suturing operation. To this end, we first build a multi-task network based on MaskRCNN [2] including the segmentation, and key point heads, which are used to extract coarse needle mask $M^{l,r}$ and the start/end key-points $P^{l,r}$, respectively. We further designed a coarse-to-fine strategy to optimize the coarse mask in RGB color space to obtain fine segmentation $M^{l,r}$. The above process is formulated as follows:

$$[M^{l,r}, P^{l,r}_{xy}] = F_{\text{multitask}}(I_{l,r}), M^{l,r} \text{ optimize } M^{l,r} (1)$$

To recover the needle pose $T$ from the extracted mask and key points, we hereby present an algebraic geometry-based algorithm. We define the six Degree of Freedoms (DOFs) of needle $x: [\theta_{1,2}, k_{p_{x,y}}^{msr}] \in \mathbb{R}^6$ to represent the needle pose uniquely which contains four projected coordinates $k_{p_{x,y}}^{msr}$ in image plane and two angles $\theta_{1,2}$ locate in the rays-formed plane, shown in Fig. [1]. Given an hypothetical needle pose $x$, the corresponding reprojected axis points set $S^{(l,r)}(x)$ can be calculated. Therefore, the goal of the needle pose estimation is to find a $x$ that minimize the reprojection offset error between points set $S^{(l,r)}(x)$ and needle fine mask $M^{l,r}$:

$$\arg \min_x J_A = \sum_{k \in \{l,r\}} \sum_{p_i \in M^{k}} \min_{p_j \in S^{k}(x)} ||p_i - p_j||^2 (2)$$

Note that the objective $J_A$ can innately handle the partially occluded case, since the occluded part is not reflected in the mask and thus does not affect the optimization process. This feature can further expand the use scenarios for needle pose estimation, since the needle is usually partially occluded by the PSM capture during surgery. The needle pose is optimized in $x$-space with gradient optimization method, and then transformed into Cartesian space $T$. We randomly placed needle and camera pose with their distance range from 80 to 200 mm, and collected 1k samples for training the multi-task network. The optimization is performed in a maximum of 1.5k steps. Our needle pose estimation algorithm achieved an average position error of 0.3 mm and angular error of 1.1 degrees on the AccelNet suture platform.

2) Joint Calibration with Monocular Camera: There is an unknown bias $\Delta q \in \mathbb{R}^6$ between actual and measured joint position, $q$ and $q_{msr}$, for a Patent Side Manipulator (PSM), where $\Delta q = q - q_{msr}$. The goal of joint calibration is to identify the unknown joint bias $\Delta q$ during evaluation. First, we tracked $N$ non-colinear feature points on the jaw of PSMS using DeepLabCut (DLC) [4], a state-of-the-art, markerless, data-driven framework that achieves high tracking accuracy using limited human-labeled data. $N$ was set to 4 since $N \geq 3$ suffices to identify a unique pose. The position of pixels for tracked features on a RGB monocular image $I_{RGB}$ along x and y axes, $x_{ft}$ and $y_{ft}$ respectively, were predicted by a
trained deep-neural-network function $f_{dcl}$ using DLC, which can be formulated as:

$$
\begin{bmatrix}
x_{ft} \\
y_{ft}
\end{bmatrix} = f_{dcl}(I_{RBG}),
$$

(3)

We define a pose estimation function $f_{pose}$, where a unique solution of the pose of the jaw $T_{jaw}$ can be calculated by $T_{jaw} = f_{pose}(x_{ft}, y_{ft})$. Since the DOFs of a PSM is 6, there will be either a single solution or multiple solutions of inverse kinematics $f_{ik}$ in a discrete solution set $\{x : x = f_{ik}(T_{jaw})\}$ for each jaw pose $T_{jaw}$ within the reachable workspace. Once $q = q_{msr} + \Delta q$, we can reduce the number of possible solutions by constraining the solution set as $\{x : x = f_{ik}(T_{jaw}), \|x - q_{msr}\| \leq \|\Delta q\|\}$. Via numerical sampling, we found some $q_{msr}$ so that there is only a single solution in the constrained solution set for PSM under the test condition of AccelNet Challenge ($\|\Delta q\| \leq 10^8$). For those $q_{msr}$, a unique $\Delta q$ is formulated as:

$$
\Delta q = q - q_{msr} = f_{ik}(f_{pose}(x_{ft}, y_{ft})) - q_{msr} = f_{cal}(x_{ft}, y_{ft}),
$$

(4)

where $f_{cal}$ is defined as calibration function. Since both $f_{ik}$ and $f_{pose}$ are error-prone and computational expensive, we used Multi-Layer Perceptron (MLP) to approximate the calibration function $f_{cal}$. PSMs were moved to $10^k$ configurations by a positional controller, where $\Delta q$ was randomly sampled within the testing range $[-5^\circ, 5^\circ]$ and the desired configuration was set to $q_{msr}$ that satisfies aforementioned single-solution claim. MLP has 3 hidden layers with 400,300 and 200 neurons respectively followed by ReLU activation function except the last layer. Input and output signals of the MLP were preprocessed using scalers of normal distribution similar to [6]. Adam [7] was used to optimize the model. Our calibration approach achieved $0.2 \pm 0.2$ mean error for each joint of PSMs.

B. Robot Control

We designed a control strategy (including trajectory planning, IK (Inverse Kinematics), PI Controller, and calibration compensator) to servo PSMs for suturing tasks.

1) Trajectory Planning: For needle insertion and extraction, waypoints were sampled from a needle-radius circular trajectory passing through the entry and exit suturing ports (See Fig. 1f). Alternatively, waypoints were automatically generated using linear interpolation given the current and desired poses of PSMs for other cases.

2) IK: We used the analytical IK engine provided by the AccelNet challenge since it is less computationally expensive and more stable compared to other numerical methods.

3) PI Controller: Significant error (about $1.5^\circ$ for revolute joints and $0.1mm$ for prismatic joints) between desired and measured joint positions without considering the unknown joint bias was observed using a low-level PID controller in the test condition of AccelNet Challenge. Therefore, We designed a high-level PI controller to minimize the error. The error was reduced by 98% after adding our high-level controller.

4) Calibration Compensator: A joint offset $\Delta q$ estimated by our joint calibration method was further used for compensation. Both measured and desired joint positions were compensated as Fig. 1h shows.

III. CONCLUSION

In this paper, we proposed an autonomous suturing framework for AccelNet surgical robotics challenge. Our framework includes algebraic geometric needle pose estimation, keypoint-based joint calibration, robotic planning and control for autonomous suturing. Future research direction includes real-time needle and tool tracking, deformable tissue manipulation during needle insertion and extraction, and collision avoidance in a complex confined dynamic environment.
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