Misuse of Lambda (λ) in NRCS-CN Model
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Abstract. Since 1954, the Soil Conservation Curve Number (SCS-CN) method is widely applied in hydrological field to predict the direct runoff resulting from event rainfall. Originally, the lambda value was fixed at 0.2. However, based on recent studies, the simplified SCS-CN method was unable to predict a consistent and accurate runoff amount. Most of the research studies in various countries claimed that lambda value was a variable and most likely should be less than 0.2. Most of the researchers applied either mean or median λ value directly without checking the statistics. Misuse of lambda value in SCS-CN model will lead to inconsistent runoff estimation. Moreover, although λ value can be determined, the equivalent CN₀.₂ cannot be found. Some of research studies or even Hydrology Textbook substitute Sλ directly into CN equation and lead to wrong CN calculation. In this study, the statistical significant λ value and regional specific S correlation are developed under the guide of non-parametric inferential statistics. by using bootstrapping, Bias corrected and accelerated (BCa) technique with 2000 samples

1 Introduction

Quantifying runoff from a storm event is a vital part of rainfall-runoff model development. The soil conservation curve number (SCS-CN) method is a popular elementary empirical model that is widely used in many countries to estimate surface runoff for a given rainfall-runoff and it is still in used as a lumped model today. SCS-CN model is one of the rainfall-runoff models with the least input parameter. This SCS-CN model is documented in the National Engineering Handbook, Sect. 4: Hydrology (NEH-4) [41-42, 45]. The initial abstraction ratio (λ) is an important parameter in SCS-CN method that is largely influenced by climate condition of the watershed [33]. Traditionally, λ is fixed at 0.2 [41-42, 45]. However, the lambda value equivalent to 0.2 and used as a constant parameter in SCS-CN model is the most ambiguous assumption. This assumption did not have scientific proof and had led to inconclusive opinions about lambda value from other researchers [1-2, 7-8, 12, 16, 39, 47, 51-52]. Based on few recent studies which had stated that the λ=0.2 was unusually
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high and it had the tendency of overestimating the surface runoff whereas the lambda value lower than 0.2 was better fit the observed rainfall-runoff data [2, 7-8, 14, 18, 30, 39-40, 48]. Recent researches which were studied in 2000 [16] and 2015 [27] had claimed that the best fit lambda value should be 0.111 and 0.112 respectively instead of 0.2 based on the 112 data in United State of America (USA) plotted on the log-log scale graph available in National Engineering Handbook, section 4 (NEH4) Chapter 10 Figure 10.2 [45]. As a result, the lambda value requires refinement for regional watershed [1].

Most of the research studies about SCS-CN model in various countries [4-5, 37, 41-42, 43, 45] had claimed that the lambda value varies in the range of (0, 0.3). Under the low rainfall amount and semi-arid watersheds condition, Yuan et al (2014) [51] found out λ value varies between 0.01 and 0.53 for different Walnut Gulch (USA) catchments in southeastern Arizona. In India, the lambda value for black clay is directly classified as 0.1 whereas the rest of soil is using λ=0.3. There is still no scientific proof on the classification of lambda value used in India until today [15, 42]. However, the selection between mean and median became a universal dilemma in hydrological research. Some researchers recommended choosing the median λ [18-19, 49] while others recommended the mean λ value [38].

In 2001, there was a research study across 24 states of USA based on 28,301 rainfall-runoff events had determined that the median λ=0.0476 was the best fit for 252 out of 307 watersheds [21, 48]. More than 90 % of λ were less than 0.2 so λ=0.05 was the best fit for runoff estimation with the λ value ranged from 0 to 0.996. Furthermore, a research study in WangJiaQiao watershed located at Three Gorges area of China had found out that the median λ=0.048 was better predicted of runoff than mean λ=0.053 for 29 sets of large storm events [39]. The λ value of WangJiaQiao watershed ranged from 0.010 to 0.154 where λ=0.2 was far from the range. Moreover, another research study carried out in Loess Plateau, China also determined the λ value using median. Based on 757 rainfall events collected from the Zizhou and Xifeng experiment stations, the obtained median λ is equal to 0.05 with the range of λ between 0.01 and 0.46 [14]. Fu et al (2011) [14] had proved that λ=0.2 was too high for their study site due to more than 95% of λ value less than 0.2. Although λ=0.05 was better fit the observed data when the rainfall amount less than 25 mm, λ=0.05 still could not provide accurate runoff estimation. In the other hand, the CN of Loess Plateau of China could not be determined from SCS (1972) [42] due to λ value not longer 0.2 as well as there had significant differences in land use and landform. Some research studies used the mean λ. A research studies carried out on the entire small watershed in Attica, Greece had found that the average λ is 0.014 [2] whereas in 186 Australian watersheds, the mean λ of 0.05 was proposed by Beck et al. (2009) [3]. Since there is dilemma in choosing λ value, the numerical analysis algorithm [13, 21-23, 33, 38] under the guide of inferential statistics [6, 11, 26-29, 34, 50] was proposed to apply for λ assessment.

Traditionally, the simplified SCS-CN method with λ=0.2 had been applied and the CN formula as shown in Eq. 3 only applicable when λ=0.2. The base SCS-CN model, the simplified SCS-CN model and CN formula are stated as below:

\[ Q = \frac{(P - I_a)^2}{P - I_a + S}, I_a = \lambda S \]  \hspace{1cm} (1)

\[ Q = \frac{(P - 0.2S)^2}{P + 0.8S} \]  \hspace{1cm} (2)
\[ CN = \frac{25,400}{S + 254} \]  
\[ (3) \]

Where,

- **CN** = Curve Number value
- **Q** = Runoff depth (mm)
- **P** = Rainfall depth (mm)
- **I_a** = the initial abstraction (mm)
- **S** = Maximum potential water retention of a watershed (mm)

Since most of the researchers had proof that the lambda value was a variable, the simplified SCS-CN method and the CN handbook was not applicable. Based on the research study by Woodward et al (2003) [48] stated that when the \( \lambda \) was changed, a different \( CN \) must be used. As a result, \( S \) correlation of 0.05 and 0.20 was needed to transform the conjugate \( CNs \) to equivalent \( CN_{0.20} \) [48]. The relationship of \( S_{0.05} \) and \( S_{0.20} \) was stated below:

\[ S_{0.05} = 1.33S_{0.20}^{1.15} \]  
\[ (4) \]

Eq. 4 only applicable for \( \lambda=0.05 \) with the rainfall-runoff datasets from 307 watersheds in USA and measured in inches. The runoff equation with \( \lambda=0.05 \) becomes

\[ Q = \frac{(P-0.05S)^2}{P+0.95S} \quad P \geq 0.05S \]  
\[ (5) \]

\[ Q = 0 \quad P \leq 0.05S \]  
\[ (6) \]

\( \lambda \) value is not fixed at 0.2 but is a variable in order to improve the runoff prediction. As long as \( \lambda \neq 0.2 \), the \( CN \) cannot determined via tabulated handbook. In this article, there are two issues to be addressed. Firstly, the lambda value of 0.20 was adopted since 1954 without verification. Secondly, the lambda value cannot simply be substituted into SCS-CN model without any \( S \) correlation to find \( CN \) value.

2 Methodology

2.1 Method

Since the \( \lambda=0.20 \) produced inconsistent runoff prediction results, the regional specific \( \lambda \) value can be determined through the observed rainfall-runoff behaviour. In order to avoid the dilemma in selecting the mean or median \( \lambda \) value, the optimum \( \lambda \) and \( S \) value were found out by applied non-parametric inferential statistic [25-26, 29] with bootstrapping technique, Bias corrected and accelerated (BCa) procedure of 2000 samples was conducted under 99% confidence interval range [9, 10, 35] in order to achieve highest significance at alpha 0.01 level. Since the \( \lambda \) value is no longer fixed at 0.20, \( S \) correlation was used to transform \( S_\lambda \) back
to $S_{0.2}$ [21, 48]. The $S_{0.2}$ was then substituted into $CN$ formula to obtain equivalent $CN_{0.2}$ for the particular watershed.
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**3 Results and discussion**

In 1993, India’s handbook had stated that $\lambda=0.1$ for black clay and the rest of soil groups were fixed at $\lambda=0.3$. However, there was no statistical evidence to support these $\lambda$ values for runoff prediction throughout India. In the Engineering Hydrology Textbook Third Edition page 161 Example 5.6 [44], the lambda value was chosen as 0.1 for India watershed due to it is black soil. However, $\lambda=0.1$ for black soil was used without checking its significance. Furthermore, the $CN$ equation in Eq 3 is only applicable when $\lambda=0.2$. Thus, $S$ correlation is needed in order to find the $CN$ for particular watershed [17, 21, 48]. Moreover, Example 5.7 in the Engineering Hydrology Textbook Third Edition at page 161 and 162 [44] direct used the lambda value is equal to 0.3 without further justification and applied in the $CN$ equation without $S$ correlation to obtain the curve number value directly. The $CN$ value obtained in the textbook example without $S$ correlation is actually a Conjugate $CN$ [17-18, 21].

Moreover, there were few research studies misused the lambda value without using $S$ correlation when estimate runoff by using SCS-CN method. There was an article studied about the efficiency of $\lambda=0.20$ and $\lambda=0.30$ in estimating the runoff of Tarafeni watershed in India [20]. There were total of 15 sets of observed rainfall-runoff events collected from 1999
to 2000. [20] stated that \( \lambda=0.3 \) was applied for all type of soils in India except black soil. On the other hand, Jena et al (2012) [20] concluded that \( I_a=0.20S \) performed better than \( I_a=0.30S \) in Tarafeni watershed. The article concluded that \( \lambda=0.3 \) was not applicable for the watershed and it could not consistently predict the runoff accurately. Ling (2017) [29] was used skewness and kurtosis to determine the normality of \( \lambda \) and \( S \). However, there is difficulty to interpret the range of datasets is non-normally distributed. Thus, this article is using Shapiro-Wilk test to check the normality of datasets. Kolmogorov-Smirnov and Shapiro-Wilk test are the popular normality test that can be generated by using SPSS software. Kolmogorov-Smirnov test applicable when the sample size more than 2000 whereas Shapiro-Wilk test is used when datasets more than \( n \geq 50 \) samples and \( n \leq 2000 \) samples [24]. Table 2 shows the normality tests results of \( \lambda \). When the significant value of the Shapiro-Wilk test is greater than 0.05, the dataset is normally distributed. Based on the significant value of the Shapiro-Wilk test stated in Table 2 is less than 0.05, thus the dataset is non-normal distributed [24]. As a results, the derived BCa 99% confident interval range of median \( \lambda \) for Tarafeni watershed was (0.2379, 0.4677). \( \lambda=0.20 \) is not within the \( \lambda \)’s confident interval range therefore the value of 0.20 is not statistical significant. Furthermore, the standard deviation of \( \lambda \) (Table 1) proved that \( \lambda \) cannot be fixed at 0.2 or 0.3 but a variable. As a result, Jena, et al (2012) [20] reached a wrong conclusion to state that \( I_a=0.20S \) performed better than \( I_a=0.30S \). Secondly, in order to achieve high accuracy statistic results by using bootstrap technique, Bias corrected and accelerated (BCa) procedure, the minimum sample size should be at least 20 [21] or 30 [38]. However, the Tarafeni watershed only had 15 sets of rainfall runoff data which is lack of sufficient datasets to produce optimum \( \lambda \) value with high accuracy.

### Table 1. Bootstrapping BCa 99 % CI results of derived \( \lambda \) values at Tarafeni watershed, India.

| Statistic   | Bias       | Std. Error | BCa 99% Confidence Interval of \( \lambda \) |
|-------------|------------|------------|--------------------------------------------|
|             |            |            | Lower         | Upper         |
| N           | 15         | 0          | 0            |              |
| Missing     | 0          | 0          | 0            |              |
| Mean        | 0.3646     | -0.0019    | 0.0497       | 0.2765       | 0.4939       |
| Median      | 0.2829     | 0.0119     | 0.0380       | 0.2379       | 0.4677       |
| Std. Deviation | 0.2027   | -0.0227    | 0.0694       | 0.0642       | 0.2950       |
| Variance    | 0.0411     | -0.0039    | 0.0249       | 0.0040       | 0.0877       |
| Skewness    | 2.4639     | -0.5901    | 0.7432       | 1.1504       | 2.6221       |
| Kurtosis    | 6.7247     | -2.9349    | 3.6701       | 0.1206       | 7.8417       |
Another research studied at a 15.18 km² watershed in Greece concluded that the average λ was equal to 0.014. However, there was no statistical check to determine whether the mean λ in this research study was the best fit. Based on Table 4, the λ datasets are not normally distributed ($p < 0.05$). As such, the median λ should be the better choice than the mean λ. The derived BCa 99 % confident interval range of median λ for Greece watershed was (0.0053, 0.0248). Although λ=0.014 is within the confident range, the appropriate optimum λ of Greece’s watershed should be equal to 0.0082 at alpha=0.01 level.

Table 3. Bootstrapping BCa 99 % CI results of derived λ values at experimental watershed in Greece.

| Statistic | Bootstrapa | Bootstrapa | Bootstrapa |
|-----------|------------|------------|------------|
|            | Bias       | Std. Error | BCa 99% Confidence Interval of λ | Lower | Upper |
| N Valid    | 0.0881     | 0.0543     | 0.0115     | 0.2350 |
| Missing    | 0.0114     | 0.0052     | 0.0053     | 0.0248 |
| Mean       | 0.2375     | 0.1124     | 0.0140     | 0.3745 |
| Median     | 0.0564     | 0.0436     | 0.0002     | 0.1410 |
| Std. Deviation | 3.6555 | -0.6817 | 0.9035 | 1.6833 |
| Variance   | 13.8889 | -4.5666 | 5.9838 | 1.0646 |
| Kurtosis   | 13.8889 | -4.5666 | 5.9838 | 1.0646 |

Table 4. Normality test results of λ at experimental watershed in Greece.

| Statistic | Kolmogorov-Smirnova | Shapiro-Wilk |
|-----------|---------------------|--------------|
| lambda    | Statistic | df | Sig. | Statistic | df | Sig. |
| Kolmogorov-Smirnova | 0.432 | 18 | 0.000 | 0.402 | 18 | 0.000 |

According to the research studied by Jiang (2001) and Woodward et al (2003) [21, 48], the median λ value of 0.05 was the best fit for 307 watersheds in USA. The S correlation in their study is stated in Eq. 4. Many research studies adopted median λ to calculate the initial abstraction without checking significance and no S correction was derived in their study. For example, the research study of WangJiaQiao watershed located at Three Gorges Area in China adopted λ=0.05 and the S correlation from USA’s research work [21, 48]. However, the
S correlation showed in Eq. 4 is in inches whereas the 29 sets of observed rainfall-runoff are collected in millimeter. The S correlation is regional specific thus the S correlation determined by Jiang (2001) and Woodward et al (2003) [21, 48] is not suitable for the Chinese watershed. Eq. 7 is the correct S correlation of WangJiaQiao watershed which was derived directly with the P-Q dataset. By using BCa bootstrap under the guide of inferential statistic [25-26], the S correlation of China site can be determined.

\[ S_{0.2} = S_{0.0430}^{0.802} \]  

(7)

4 Conclusion

As a conclusion, the lambda value in SCS-CN method should not be misused. Simply substitute the insignificant lambda value into SCS-CN model will produce inaccurate surface runoff prediction. By using BCa bootstrap under the guide of inferential statistic [25-26], the lambda value can be verified for its statistical significance at least at alpha=0.01 level. While the \( \lambda \) value is no longer fixed at 0.2 the S correlation is required to transform \( S_i \) back to \( S_{0.2} \) in order to use the CN equation to calculate the regional CN of a particular watershed. Every region has its own unique collective lambda value thus different regional S correlation is needed to derive the regional specific CN for the particular watershed.
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