Tensor-SVD Based Graph Learning for Multi-View Subspace Clustering

Quanxue Gao,1 Wei Xia,1* Zhizhen Wan,1 Deyan Xie,1 Pu Zhang1
1State Key Laboratory of Integrated Services Networks, Xidian University, Xi’an 710071, China.
qxgao@xidian.edu.cn, xd.weixia@gmail.com, {949414159, 287784562, 845037828}@qq.com

Abstract
Low-rank representation based on tensor-Singular Value Decomposition (t-SVD) has achieved impressive results for multi-view subspace clustering, but it does not well deal with noise and illumination changes embedded in multi-view data. The major reason is that all the singular values have the same contribution in tensor-nuclear norm based on t-SVD, which does not make sense in the existence of noise and illumination change. To improve the robustness and clustering performance, we study the weighted tensor-nuclear norm based on t-SVD and develop an efficient algorithm to optimize the weighted tensor-nuclear norm minimization (WTNNM) problem. We further apply the WTNNM algorithm to multi-view subspace clustering by exploiting the high order correlations embedded in different views. Extensive experimental results reveal that our WTNNM method is superior to several state-of-the-art multi-view subspace clustering methods in terms of performance.

Introduction
Multi-view learning has been an active topic in artificial intelligence and data analysis due to the fact that multi-view data are ubiquitous in real applications and help provide more complementary and discriminative information, compared with single view data (Liu and Tsang 2017; Liu, Tsang, and Müller 2017). Multi-view learning, mainly including multi-view clustering and classification, aims to find meaningful groups of data, of great importance to various real-world applications (Wang, Nie, and Huang 2013; Cao et al. 2015b; Wang et al. 2018). For a comprehensive review of multi-view learning, please refer to (Yang and Wang 2018). We herein focus on multi-view subspace clustering which achieves impressive results by exploiting the high order correlation embedded in different views.

Multi-view subspace clustering learns affinity matrix or coefficient representation, which is used to adaptively construct graph, by exploiting high order information embedded in data, and then performs spectral clustering on the learned graph. Low-rank representation (LRR) is one of the most widely used techniques to learn graph for subspace clustering (Guangcan et al. 2013). Inspired by the impressive results of LRR for subspace clustering, Zhang et al. (Zhang et al. 2015) adaptively learned graph, which is shared by different views, by minimizing the nuclear norm of tensor-unfolding matrices that are constructed by affinity matrices, and developed low-rank tensor constrained multi-view subspace clustering (LT-MSC) method. Compared with the aforementioned nuclear norm, tensor nuclear norm based on t-SVD has been proven to be an effective convex relaxation of $\ell_1$-norm (Zhang et al. 2014) and achieved impressive performance for image denoising, video completion, and multi-view subspace clustering (Lu et al. 2016; Yuan et al. 2018; Wu, Lin, and Zha 2019; Hu et al. 2017).

Although t-SVD based tensor nuclear norm has the promising preliminary results for multi-view clustering, it still has some limitations to learn graph. First, it regularizes each singular value equally and employs the soft-thresholding function to shrink all singular values with the same parameter. This, however, ignores the prior knowledge of singular values of the matrix. For example, given an arbitrary image, there is a large difference between its non-zero singular values, especially between the first several large singular values and the last several small singular values, and the larger singular values are generally associated with some salient parts (main information) in the image. Thus, to preserve the salient parts, we should make the large singular values shrink less, which was unfortunately not taken into account in the existing tensor nuclear norm minimization. Second, the existing TNNM tends to preserve some large singular values but discard small singular values. Doing so implies that the larger singular values are considered to be important while the smaller singular values are unimportant. However, such an assumption may not always be true in reality and the larger singular values may carry undesirable information. For example, given an image having large illumination variation in contents, the first a few large singular values contain somewhat illumination information (Belhumeur, Hespanha, and Kriegman 1997), which actually has nothing to do with the content of the image.

The aforementioned facts motivate us to investigate how to leverage the prior information of singular values when us-
ing tensor nuclear norm, such that the learned graph well exploits high order information embedded in multi-view data. Inspired by t-SVD based nuclear norm, we develop the t-SVD based weighted tensor nuclear norm (WTNN) and study the minimization problem of WTNN (WTNNM). After that, we apply WTNNM to learn graph, which is shared by different views, and develop an enhanced t-SVD based multi-view subspace clustering method. The proposed method well characterizes both the high order information and complementary information embedded in multi-view data. The main contributions of our work are summarized as follows:

- We study the t-SVD based WTNNM which explicitly considers the prior information of singular values, and solve WTNNM with an efficient algorithm which has good convergence. Given the generalization of our model, the existing t-SVD based tensor nuclear norm is a special case of our model. Moreover, our proposed algorithm can also be used to solve the standard matrix nuclear norm minimization.
- We apply our WTNNM to multi-view subspace clustering and develop an enhanced t-SVD based multi-view subspace clustering model. Our method well exploits the high order correlation embedded in multi-view data due to the fact that it well preserves major information of data.
- Our proposed WTNNM can also be applied to other areas in machine learning such as image denoising, matrix completion, and so on.

Multi-view subspace clustering

Multi-view clustering has attracted tremendous attention in machine learning and artificial intelligence (Cao et al. 2015a; Wang et al. 2015; Nie, Cai, and Li 2017). Being the most successful multi-view technique, multi-view subspace clustering aims to learn a new coefficient representation or affinity matrix which is shared by different views. The most representative multi-view subspace model is

$$
\min_{\mathbf{Z} \in \mathbb{C}} \sum_{k=1}^{V} \| \mathbf{X}^k - \mathbf{X}^k \mathbf{Z}^k \|_F + \lambda \Omega(\mathbf{Z}^1, \mathbf{Z}^2, \ldots, \mathbf{Z}^V),
$$

(1)

where $\mathbf{X}^k$ ($k = 1 \ldots V$) denotes the data matrix from the $k$th view. $\lambda$ is trade-off between the loss function (the first term) and the regularization for coefficient representation (the second term), $\mathbb{C}$ denotes the constraint set on $\mathbf{Z}^k$, and $\| \cdot \|_F$ represents a proper norm. By employing different norms for loss function and regularization term $\Omega(\mathbf{Z})$, many subspace clustering methods have been developed. For example, using squared F-norm to measure loss function, Gao et al. (Gao et al. 2015) developed a novel multi-view subspace clustering (MVSC) method. MVSC performed spectral clustering on each view coefficient matrix to achieve a common indicator which characterizes the common cluster structure among different views; To well exploit the correlation consensus among multi-views, Wang et al. (Wang et al. 2015) leveraged nuclear and angular regularization to enhance the correlation between the cross-view coefficients within the same subspace to replace the second term in the model (1). To well exploit both the sparseness of coefficients and complementary information among different views, Wang et al. (Wang et al. 2017) proposed exclusivity-consistency multi-view subspace clustering by imposing sparse constraint on both coefficients and loss function with $\ell_1$-norm.

Apart from the squared F-norm and $\ell_1$-norm, nuclear norm is also a useful measurement and has been proven to be useful in characterizing the spatial structure of data for multi-view subspace clustering. Wang et al. (Wang et al. 2016) proposed a multi-graph laplacian regularized low-rank representation to characterize its local manifold structure, and minimized the divergence between coefficient matrices of different views. Luo et al. (Luo et al. 2018) divided self-representation coefficient matrix of each view into consistency, which has a low-rank structure and is shared different views, and specificity which characterizes the inherent difference in each view, and then proposed consistency-specificity multi-view subspace clustering (CSMSC).

Although the aforementioned multi-view subspace clustering methods have achieved good performance, they ignore the high order correlation underlying multi-view data. Thus, they cannot well exploit the complementary information which is important for clustering. To handle this problem, Zhang et al. (Zhang et al. 2015) proposed a low-rank tensor constrained multi-view subspace clustering (LTMSC) method which is based on the Tucker tensor decomposition. However, the obtained solution is not a tight convex relaxation of the Tucker rank. To handle this disadvantage, motivated by t-SVD which is an effective convex relaxation, Xie et al. (Yuan et al. 2018) proposed t-SVD based multi-view subspace clustering (t-SVD-MSC). Wu et al. (Wu, Lin, and Zha 2019) employed transition probability matrices corresponding to different views as the tensor input and developed a new method for multi-view clustering (ETLMSC) which is an extension of robust multi-view spectral clustering (RMSC) (Xia et al. 2014). Although the aforementioned tensor nuclear norm based multi-view subspace methods have achieved impressive results, all of them leverage the soft-thresholding function to shrink each singular values with the same parameter. Thus, the prior knowledge of matrix singular values, which is important for clustering, is not in use. To handle this problem, we study the t-SVD based weighted tensor nuclear norm minimization which shrinks singular values with different parameters and describe an efficient algorithm for multi-view subspace clustering which well captures the high order correlation underlying multi-view data.

Notations and preliminaries

For convenience, we first introduce the notations and definitions used throughout the paper. We use bold calligraphy letters for tensors, e.g., $\mathbf{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, bold upper case letters for matrices, e.g., $\mathbf{A}$, bold lower case letters for vectors, e.g., $\mathbf{a}$, and lower case letters such as $a_{ijk}$ for the entries of $\mathbf{A}$. Moreover, we denote $\mathbf{A}^{(i)}$ by the $i$-th frontal slice of $\mathbf{A}$ and $\mathbf{A}$ the discrete Fast Fourier transform (FFT) of $\mathbf{A}$ along the third dimension i.e., $\mathbf{A} = \text{fft}([\mathbf{A}], 1)$. Similarly, thus $\mathbf{A}$ can be obtained by inverse FFT (IFFT) of
\( \mathcal{A} \) along the third dimension, i.e., \( \mathcal{A} = \text{fft}(\mathcal{A}, [1, 3]). \)

**Definition 1** (Kilmer and Martin 2011) For a 3-way tensor \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the Frobenius norm of \( \mathcal{A} \) is \( \| \mathcal{A} \|_F = \sqrt{\sum_{i,j,k} a_{ijk}^2} \), and conjugate transpose of \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is \( \mathcal{A}^T \in \mathbb{R}^{n_3 \times n_1 \times n_2} \).

**Definition 2** (Kilmer et al. 2013) For a 3-way tensor \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), we denote \( \overline{\mathcal{A}} \) as a block diagonal matrix with each block on diagonal as the frontal slice \( \overline{\mathcal{A}}^{(i)} \) of \( \mathcal{A} \). \( \overline{\mathcal{A}} \) has the following form:

\[
\overline{\mathcal{A}} = \text{bdiag}(\mathcal{A}) = \begin{bmatrix}
\mathcal{A}^{(1)} & 0 & \cdots & 0 \\
0 & \mathcal{A}^{(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathcal{A}^{(n_3)}
\end{bmatrix}.
\]

**Definition 3** (Kilmer et al. 2013) For a 3-way tensor \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), its block circulant matrix is a matrix of \( n_1 n_3 \times n_2 n_3 \) having the following form:

\[
\text{bcirc}(\mathcal{A}) = \begin{bmatrix}
\mathcal{A}^{(1)} & \mathcal{A}^{(n_3)} & \cdots & \mathcal{A}^{(2)} \\
\mathcal{A}^{(2)} & \mathcal{A}^{(1)} & \cdots & \mathcal{A}^{(3)} \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{A}^{(n_3)} & \mathcal{A}^{(n_3-1)} & \cdots & \mathcal{A}^{(1)}
\end{bmatrix}.
\]

**Definition 4** (Kilmer et al. 2013) For a tensor \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), we have

\[
\text{unfold}(\mathcal{A}) = \begin{bmatrix}
\mathcal{A}^{(1)}; \mathcal{A}^{(2)}; \cdots; \mathcal{A}^{(n_3)}
\end{bmatrix},
\]

\[
\text{fold}(\text{unfold}(\mathcal{A})) = \mathcal{A}.
\]

**Definition 5** (Kilmer et al. 2013) (t-product) Let \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) and \( \mathcal{B} \in \mathbb{R}^{n_2 \times n_3 \times n_3} \), then the t-product between them is \( \mathcal{E} \in \mathbb{R}^{n_1 \times n_3 \times n_3} \), i.e.,

\[
\mathcal{E} = \mathcal{A} * \mathcal{B} = \text{fold}(\text{bcirc}(\mathcal{A}) \cdot \text{unfold}(\mathcal{B}))
\]

**Theorem 1** (Kilmer et al. 2013). Block-circulant matrix can be block-diagonalized by

\[
(\mathcal{F}_{n_3} \otimes \mathcal{I}_{n_1}) \cdot \text{bcirc}(\mathcal{A}) \cdot (\mathcal{F}_{n_3}^{-1} \otimes \mathcal{I}_{n_1}) = \overline{\mathcal{A}},
\]

where \( \otimes \) denotes the Kronecker product, \( \mathcal{F}_{n_3} \) is the \( n_3 \times n_3 \) Discrete Fourier Transform (DFT) matrix, \( \mathcal{I}_{n_1} \) and \( \mathcal{I}_{n_2} \) denote \( n_1 \times n_1 \) and \( n_2 \times n_2 \) identity matrices, respectively.

**Theorem 2** (Kilmer et al. 2013) (T-SVD). Let \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), then \( \mathcal{A} \) can be factored as

\[
\mathcal{A} = \mathcal{U} * \mathcal{S} * \mathcal{V}^T,
\]

where \( \mathcal{U} \in \mathbb{R}^{n_1 \times n_1 \times n_3} \) and \( \mathcal{V} \in \mathbb{R}^{n_2 \times n_2 \times n_3} \) are orthogonal, \( \mathcal{S} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is a f-diagonal tensor.

**Definition 7** (Zhang et al. 2014) (tensor nuclear norm). Given \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), its nuclear norm is

\[
\| \mathcal{A} \|_\oplus = \sum_{i=1}^{n_3} \| \overline{\mathcal{A}}^{(i)} \|_F,
\]

where \( \| \overline{\mathcal{A}}^{(i)} \|_F \) is nuclear norm of \( \overline{\mathcal{A}}^{(i)} \), which is the sum of all singular values of \( \overline{\mathcal{A}}^{(i)} \).

**WTNNM**

**Problem Formulation and objective**

In real applications (Lu et al. 2016; Yuan et al. 2018; Wu, Lin, and Zha 2019; Hu et al. 2017), most existing t-SVD based tensor low-rank approximation methods involve to solve the following tensor nuclear norm minimization:

\[
\arg\min_{\mathcal{X}} \frac{1}{2} \| \mathcal{X} - \mathcal{A} \|_F^2 + \tau \| \mathcal{X} \|_\oplus.
\]

The optimization solution of model (9) can be obtained by solving \( n_3 \) independent optimization problems. Denote by \( r \) the number of singular values of \( \overline{\mathcal{A}}^{(i)} \), the \( i \)-th (\( i = 1, 2, \ldots, n_3 \)) optimization problem is

\[
\arg\min_{\mathcal{X}^{(i)}} \frac{1}{2} \| \mathcal{X}^{(i)} - \overline{\mathcal{A}}^{(i)} \|_F^2 + \sum_{j=1}^{r} \tau \cdot \sigma_j(\overline{\mathcal{X}}^{(i)})
\]

The most low rank matrix \( \mathcal{X}^{(i)} \) in the model (10) can well be recovered by soft-thresholding of singular values of \( \overline{\mathcal{A}}^{(i)} \) with the same parameter \( \tau \). As the aforementioned in Section 1, this is not very reasonable since different singular values may have different importance and hence they should be treated differently. It indicates that the model (9) may not work well in real applications. To this end, we propose the following weighted tensor nuclear norm minimization (WTNNM) problem

\[
\arg\min_{\mathcal{X}} \frac{1}{2} \| \mathcal{X} - \mathcal{A} \|_F^2 + \tau \| \mathcal{X} \|_{\omega;\oplus}.
\]

where \( \| \mathcal{X} \|_{\omega;\oplus} \) is called the weighted nuclear norm of tensor \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), which is defined

\[
\| \mathcal{X} \|_{\omega;\oplus} = \sum_{i=1}^{n_3} \| \overline{\mathcal{X}}^{(i)} \|_{\omega_i;\oplus} = \sum_{i=1}^{n_3} \sum_{j=1}^{\min(n_1,n_2)} \omega_j \cdot \sigma_j(\overline{\mathcal{X}}^{(i)})
\]

where, \( \sigma_j(\overline{\mathcal{X}}^{(i)}) \) denotes the \( j \) largest singular value of \( \overline{\mathcal{X}}^{(i)} \), \( \omega_j \) denotes the \( j \) element of vector \( \omega \).

It can be seen that, when tensor \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) becomes a 2-order matrix \( X (n_3 = 1) \), we have \( X = \overline{X}^{(1)} \), then the model (12) becomes

\[
\| X \|_{\omega;\oplus} = \sum_{i=1}^{\min(n_1,n_2)} \omega_i \sigma_i(X),
\]

which is called weighted nuclear norm. It indicates that our WTNNM can also be applied to matrix nuclear norm minimization. Moreover, when \( \forall i, \omega_i = 1 \), WTNNM becomes the existing tensor nuclear norm minimization which has been widely used in multi-view subspace clustering, image denoising, and matrix completion. Thus, WTNNM can also be used in the aforementioned areas.
Optimization

For solving the weighted tensor nuclear norm minimization, i.e., the model (11), we first introduce the following two Theorems.

**Theorem 3** Let $Y = U_Y * D_Y * V_Y^T$ be the SVD of $Y \in \mathbb{R}^{m \times n}, \tau > 0, l = \min(m, n)$, the standard weighted nuclear norm minimization is

$$
\arg\min_X \frac{1}{2} \| X - Y \|^2_F + \tau \| X \|_{\omega,*}.
$$

(13)

Then, the optimal solution of the model (13) is (Chen, Dong, and Chan 2013)

$$
\Gamma_{\tau^*}[Y] = U_Y P_{\tau^*}(Y)V_Y^T,
$$

(14)

where,

$$
P_{\tau^*}(Y) = diag(\gamma_1, \gamma_2, \cdots, \gamma_l),
$$

$$
\gamma_i = \text{sign}(\sigma_i(Y)) \max(\sigma_i(Y) - \tau, 0).
$$

**Theorem 4** For $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, $l = \min(n_1, n_2)$, let $A = U \ast S \ast V^T$. For

$$
\arg\min_X \frac{1}{2} \| X - A \|^2_F + \tau \| X \|_{\omega,*},
$$

(15)

then, the optimal solution is

$$
X^* = \Gamma_{\tau^*}(A) = U \ast i f f t(P_{\tau^*}(\overline{A})) \ast V^T,
$$

(16)

where, $P_{\tau^*}(\overline{A})$ is a tensor, $P_{\tau^*}(\overline{A}^{(i)})$ is the $i$-th frontal slice of $P_{\tau^*}(\overline{A})$.

**Proof:** In Fourier domain, the optimization problem can be reformulated as:

$$
\overline{X}^* = \arg\min_{\overline{X}} \frac{1}{2} \| \overline{X} - \overline{A} \|^2_F + \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \tau \ast \omega_j \ast \sigma_j(\overline{X}^{(i)}).
$$

(17)

According to Definition 1, we have

$$
\arg\min_{\overline{X}} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \frac{1}{2} \| \overline{X}^{(i)} - \overline{A}^{(i)} \|^2_F + \sum_{j=1}^{n_3} \tau \ast \omega_j \ast \sigma_j(\overline{X}^{(i)}),
$$

(18)

where, $\overline{X}^{(i)}$ is the $i$-th frontal slice of $\overline{X}$, $\sigma_j(\overline{X}^{(i)})$ denotes the $j$ largest singular value of $\overline{X}^{(i)}$, $\omega_j$ is the weighted coefficient of $\sigma_j(\overline{X}^{(i)})$.

In Eq. (18), each variable $\overline{X}^{(i)}$ is independent. Thus, it can be divided into $n_3$ independent subproblems. For the $i$-th ($i = 1, 2, \cdots, n_3$) subproblem, we have

$$
\overline{X}^{(i)*} = \arg\min_{\overline{X}^{(i)}} \frac{1}{2} \| \overline{X}^{(i)} - \overline{A}^{(i)} \|^2_F + \sum_{j=1}^{n_3} \tau \ast \omega_j \ast \sigma_j(\overline{A}^{(i)}).
$$

(19)

According to Theorem 3, the solution of Eq. (19) is $\overline{X}^{(i)*} = \Gamma_{\tau^*}(\overline{A}^{(i)}) = \overline{U}^{(i)} P_{\tau^*}(\overline{A}^{(i)}) \overline{V}^{(i)}^T$, which is the $i$-th frontal slice of $\overline{X}^*$. According to Definition 5, we can easily get

$$
X^* = \Gamma_{\tau^*}(A) = U \ast i f f t(P_{\tau^*}(\overline{A})) \ast V^T,
$$

(20)

where $U = i f f t(\overline{U}^{(i)}, [i])$, and $\overline{U}^{(i)}$ is the $i$-th frontal slice of $U$, $V = i f f t(\overline{V}^{(i)}, [i])$ and $\overline{V}^{(i)}$ is the $i$-th frontal slice of $V$. }

Figure 1: Tensor $Z$ Construction.

**Multi-view Clustering based on WTNNM**

Tensor nuclear norm minimization has been widely used in multi-view clustering and obtains impressive experimental results (Yuan et al. 2018; Wu, Lin, and Zha 2019; Hu et al. 2017). However, none of the existing multi-view clustering methods, which are based on tensor low-rank constraint, takes into account the prior knowledge of matrix singular values, which is important for clustering. To handle this limitation, we proposed a new Multi-view Subspace Clustering by WTNNM. The objective function is

$$
\min_{Z(v), E(v)} \lambda \| E \|_{2,1} + \| Z \|_{\omega,*}
$$

(21)

s.t. $X(v) = X(v)Z(v) + E(v), v = 1, \cdots, V$

$$
Z = \Phi(Z(1), Z(2), \cdots, Z(V)),
$$

$$
E = [E(1); E(2); \cdots; E(V)],
$$

where the function $\Phi(\bullet)$ constructs the tensor $Z$ by merging different representation $Z(v)$ to a 3-way tensor, and then rotate its dimensionality to $N \times V \times N$ (See Figure 1). Thus, we have

$$
\Phi^{-1}_{(v)}(Z) = Z(v),
$$

(22)

where $\Phi^{-1}(\bullet)$ denotes the inverse function of $\Phi(\bullet)$, and its subscript $(v)$ means to extract the $v$-th frontal slice.

The above optimization problem can be solved by using the Augmented Lagrange Multiplier (ALM). To adopt alternating direction minimizing strategy to the model (21), we introduce an auxiliary tensor variable $J$ and rewrite it as minimizing the following unconstrained problem.

$$
L(Z(1), Z(2), \cdots, Z(V); E(1), E(2), \cdots, E(V); J) = \lambda \| E \|_{2,1} + \| J \|_{\omega,*} + \langle W, Z - J \rangle + \frac{\mu}{2} \| Z - J \|_F^2
$$

(23)

$$
+ \sum_{v=1}^{V} \langle Y_v, X(v)Z(v) - E(v) \rangle,
$$

$$
+ \sum_{v=1}^{V} \frac{\mu}{2} \| X(v) - X(v)Z(v) - E(v) \|_F^2.
$$

where the matrix $Y_v$ and tensor $W$ represent two Lagrange multipliers, $\mu$ and $\rho$ are actually the penalty parameters.

The alternative minimization scheme is adopted for updating $Z(v), E(v)$ and $J$, respectively. The main procedure can be partitioned into the following three steps.

(Z(v). subproblem) (variables $E$ and $J$ are fixed):

Since $\Phi^{-1}_{(v)}(J) = J(v), \Phi^{-1}_{(v)}(W) = W(v)$, the model (23) becomes

$$
\min_{Z(v)} \langle Y_v, X(v)Z(v) - E(v) \rangle + \frac{\mu}{2} \| X(v) - X(v)Z(v) - E(v) \|_F^2 + \langle W(v), Z(v) - J(v) \rangle + \frac{\mu}{2} \| Z(v) - J(v) \|_F^2.
$$

(24)
By setting the derivative of Eq. (24) to zero, we have
\[
Z^{(v)} = \left( 1 + \mu E^{(v)^T} X^{(v)} \right)^{-1} \left( X^{(v)^T} Y_v + \mu X^{(v)^T} X^{(v)} - \mu X^{(v)^T} E^{(v)} - W^{(v)} / \rho + J^{(v)} \right).
\]
(25)

\textbf{E}^{(v)} \text{-subproblem} (other variables \(Z^{(v)}\) and \(J\) are fixed): In this case, the model (23) becomes
\[
\arg \min_{E} \lambda \|E\|_{2,1} + \sum_{v=1}^{V} \left\langle Y_v, X^{(v)} - X^{(v)} Z^{(v)} - E^{(v)} \right\rangle + \frac{\mu}{2} \|X^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}\|_F^2
\]
\[
= \arg \min_{E} \frac{\lambda}{2} \|E\|_{2,1} + \frac{1}{2} \|E - D\|_F^2.
\]
(26)
The optimal solution is (Guangcan et al. 2013)
\[
E_{*,i} = \begin{cases} ||D_{*,i}||_2 - \frac{\lambda}{\mu} & \text{if } ||D_{*,i}||_2 > \frac{\lambda}{\mu} \\ 0 & \text{otherwise} \end{cases}
\]
(27)
where \(D_{*,i}\) denotes the \(i\)-th column of \(D = [D^{(1)}; \cdots ; D^{(V)}]\), \(D^{(j)} = X^{(j)} - X^{(j)} Z^{(j)} + \frac{1}{\mu} Y_v, j = 1, \cdots, V,\).

\textbf{J} \text{-subproblem} (Variables \(Z^{(v)}\) and \(E\) are fixed): In this case, the model (23) becomes
\[
J^* = \arg \min_{J} \frac{1}{\rho} \|J\|_{\omega,2} + \frac{1}{2} \|J - (Z + \frac{1}{\rho} W)\|_F^2.
\]
(28)

According to Theorem 4, the solution is
\[
J^* = \gamma_{\tau_*}(Z + \frac{1}{\rho} W).
\]
(29)

Additionally, Lagrange multipliers \(Y_v\) and \(W\) need to be updated as follows:
\[
Y_{*,v} = Y_v + \mu (X^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}),
\]
(30)
\[
W^* = W + \rho (Z - G).
\]
(31)

Finally, we summarize the pseudo code in Algorithm 1.

\section*{Experimental Results and Analysis}

\subsection*{Database and Competitors}

\textbf{Database} We use five common databases, which involve different clustering tasks, including digit clustering, face clustering, scene clustering. We briefly introduce these databases as follows. (1) \textbf{Yale} face database has 165 grayscale images of 15 persons. Each subject includes 11 different images about expression and configuration. Just as (Luo et al. 2018), we extract three types of features: 4096 dimensions intensity feature, 3304 LBP feature, and 6750 dimensions Gabor feature. (2) \textbf{Notting-Hill} video based face dataset (Zhang et al. 2009) is constructed from the movie 'Notting Hill', where the faces of 5 main casts are collected, including 4660 face in 76 tracks. We randomly choose 110 images of each cast, and extract LBP, Gabor and intensity features following the work in (Luo et al. 2018). (3) \textbf{Caltech-101} database\(^3\) contains 8776 images of objects belonging to 101 categories, with about 40 to 800 images per category. In the experiments, we select the widely used 7 classes, i.e. Face, Motorbikes, Dolla-Bill, Garfield, Snoopy, Stop-sign and Windsor-Chair, leading to 1474 images per category. In the experiments, we select the widely used 7 classes, i.e. Face, Motorbikes, Dolla-Bill, Garfield, Snoopy, Stop-sign and Windsor-Chair, leading to 1474 images per category. In the experiments, we select the widely used 7 classes, i.e. Face, Motorbikes, Dolla-Bill, Garfield, Snoopy, Stop-sign and Windsor-Chair, leading to 1474 images per category. In the experiments, we select the widely used 7 classes, i.e. Face, Motorbikes, Dolla-Bill, Garfield, Snoopy, Stop-sign and Windsor-Chair, leading to 1474 images per category. (4) \textbf{Scene-15} has 15 natural scene categories with both indoor and outdoor environments, including industrial, store, bedroom, kitchen and so on. There are 4485 images features and three different views (Yuan et al. 2018).

\textbf{Competitors} To evaluate and compare the performance of our work on the mentioned five databases, we choose the following clustering algorithms as competitors: (1) Best Single View (termed as SC): Choosing the best result as final result among all results which can be obtained by using spectral clustering with a single view of data respectively. (2) Feature Concatenation (Feature): Performing the spectral clustering on the new feature representation constructed by concatenating the feature of each view. (3) \textbf{RMSC} (Xia et al. 2014). (4) \textbf{CSMSC} (Luo et al. 2018). (5) \textbf{MLAN} (Nie, Cai, and Li 2017).(6) \textbf{t-SVD-MSC} (Yuan et al. 2018).

\begin{algorithm}{WTNNM for Multi-view clustering}
\begin{center}
\textbf{Input:} Multi-view feature matrices: \(X^{(1)}, X^{(2)}, \ldots, X^{(V)}, \lambda, \omega, \text{and cluster number } K\)
\textbf{Output:} Clustering result \(C\)
\end{center}
\begin{itemize}
\item \textbf{Initialized:} \(Z^{(v)} = 0, E^{(v)} = 0, Y_v = 0, i = 1, \ldots, V,\)
\item \(J = \mathcal{W} = 0, \mu = 10^{-5}, \rho = 10^{-4}, \eta = 2, \mu_{\text{max}} = 10^{10}, \varepsilon = 10^{-7}\)
\item \textbf{while not converge do}
\item (1) Update \(Z_{k+1}\) by Eq. (25).
\item (2) Update \(E\) by solving Eq. (26).
\item (3) Update \(Y_{k+1}\) by Eq. (30).
\item (4) Obtain \(Z_{k+1} = \Phi(Z^{(1)}_{k+1}, Z^{(2)}_{k+1}, \ldots, Z^{(V)}_{k+1})\)
\item (5) Update \(J_{k+1}\) by solving Eq. (29)
\item (6) Update \(\mathcal{W}_{k+1}\) by solving Eq. (31)
\item (7) Update parameters \(\mu_{k+1}\) and \(\rho_{k+1}: \mu_{k+1} = \min(\eta \mu_k, \mu_{\text{max}}), \rho_{k+1} = \min(\eta \rho_k, \rho_{\text{max}})\)
\item (8) Obtain \((J_{k+1}, Z_{k+1}^{(1)}, Z_{k+1}^{(2)}, \ldots, Z_{k+1}^{(V)}) = \Phi^{-1}(J_{k+1})\)
\item (9) Check the convergence conditions:
\item \(\|X_{k+1}^{(v)} - X^{(v)}_{k+1} Z_{k+1}^{(v)} - E_{k+1}^{(v)}\|_{\infty} < \varepsilon\)
\item \(\|J_{k+1} - J^{(v)}\|_{\infty} < \varepsilon\)
\item \textbf{end}
\item (10) Obtain the affinity matrix by
\item \(S = \frac{1}{V} \sum_{v=1}^{V} |Z^{(v)}| + |Z^{(v)}|^{\omega} )\)
\item (11) Obtain the clustering result \(C\) using the spectral clustering method with the affinity matrix \(S\).
\end{itemize}
\end{algorithm}

\(^1\)http://vision.ucsd.edu/content/yale-face-database

\(^2\)http://www.vision.caltech.edu/Image_Datasets/Caltech101/
In our experiments, we tune the parameters $\lambda$ in the range of $[0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 10, 100]$, and the weight $\omega_i \in (0, 100]$ to get the best results. Specifically, $\lambda$ is set to 1, the weight vector $\omega$ is set to $(1; 10; 100)$ on Yale dataset; $\lambda$ is set to 0.5, the weight vector $\omega$ is set to $(1; 10; 100)$ on Notting-Hill dataset; $\lambda$ is set to 0.01, the weight vector $\omega$ is set to $(0.5; 5; 10)$ on Caltech-101 dataset; $\lambda$ is set to 0.01, the weight vector $\omega$ is set to $(1; 10; 100)$ on UCI-Digits dataset; $\lambda$ is set to 0.005, the weight vector $\omega$ is set to $(0.5; 1; 5)$ on Scene-15 dataset. For all the compared methods, we follow the experiments in the corresponding paper. We run each experiment 10 times and report the average and standard deviation.

**Parameter Setting**

In our experiments, we use six commonly used indexes including accuracy (ACC), normalized mutual information (NMI), purity, F-score, Recall, and Adjusted Rand index (AR). We run each experiment 10 times, Table 1 lists the results on all the five databases. From Table 1, we have the following observations. 1) Our method achieves the best performance on all the five databases. For example, on Yale dataset, our method indicates a significant increase of 10.5%, 5.7%, 9.6%, 12.4%, 9.4%, and 13.2% w.r.t ACC, NMI, Purity, F-score, Recall and AR, respectively, compared to the corresponding second best baseline. On Scene-15 dataset with 4485 images in three views, our method shows 1.2%, 1.3%, 1.1%, 1.8%, 2.4%, and 1.9% of relative improvement w.r.t ACC, NMI, Purity, F-score, Recall and AR over the corresponding second best baseline. 2) The tensor-based methods, including t-SVD-MSC, ETLMSC and our method, achieve significant improvement compared with all other methods in most cases. This great improvement is attributed to effectiveness of high order correlation exploration. In addition, the complementary information among different views can be explored more efficiently and thoroughly by the tensor-based methods. 3) Multi-view methods mostly achieve superior performance gain over the standard spectral clustering method based on single view, which demonstrates the necessity of combining multiple views for clustering. MLAN achieves lower performance than the best spectral clustering method on Yale database, Notting-Hill
Convergence analysis

It is a well-known fact that the convergence of inexact ALM with three or more blocks variables is unclear (Eckstein and Bertsekas 1992). Thus, it is difficult to prove the convergence of Algorithm 1 in theory because there are more than 3 block variables in Algorithm 1 and the objective function of (23) is not smooth. Fortunately, according to the theoretical results in (Eckstein and Bertsekas 1992), two conditions are sufficient (but may not necessary) for Algorithm 1 to converge: (1) each feature matrix $X^{(v)}$ is of full column rank; (2) the optimality gap produced in each iteration step is monotonically decreasing. The first condition is easy to obey by factorizing $Z^{(v)}$ into $H^{(v)}Z^{(v)}$, where $H^{(v)}$ can be computed in advance by orthogonalizing the columns of $X^{(v)\top}$ (Guangcan et al. 2013). For the second condition, the convexity of the Lagrangian function could guarantee its validity to some extend according to the work of Eckstein and Bertsekas (Eckstein and Bertsekas 1992). Therefore, the proposed WTNNM algorithm ensures good convergence properties. In the experiment, we show the convergence of reconstruction error $\|X^{(v)}_{k+1} - X^{(v)}_{k+1} Z^{(v)}_{k+1} - P^{(v)}_{k+1}\|_\infty$ and variable error $\|Z^{(v)}_{k+1} - J^{(v)}_{k+1}\|_\infty$ of our algorithm on the Caltech-101 dataset in Figure 3. It can be seen that our method has a good convergence and perform well in reality.

Weighted values analysis

Fig. 4 shows the results by using the different weighted values on the Scene-15 database. It can be seen that the weighted parameter $\omega$ has a large efficiency for clustering performance, which indicates the importance of prior knowledge of singular values. Our method overall has good performances (ACC and NMI) with $\omega = [0.5, 1.5]$. This is probably because that each singular value of a matrix usually has different roles to the robustness of clustering algorithms in the existence of illumination and noise.

Conclusion

We have studied the weighted tensor nuclear norm minimization and propose an efficient iterative algorithm, which has good convergence. Our method can also be used to solve the matrix nuclear norm minimization, which have been widely used in machine learning and artificial intelligence. Moreover, applying our proposed weighted tensor nuclear norm to multi-view clustering, we develop an novel subspace clustering algorithm which well captures both the high order information and complementary information embedded in multi-view data. Extensive experimental results indicate that our method is superiority to state-of-the-art multi-view subspace clustering methods.
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