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Since Parresol’s (Can. J. For. Res. 31:865–878, 2001) seminal article on the topic, it has become standard to develop nonlinear tree biomass equations to ensure compatibility among total and component predictions and to fit these equations using multistep generalized least-squares methods. In particular, many studies have specified equations for total tree biomass by aggregating the expectations of M component biomass models and have fit all M + 1 equations jointly using seemingly unrelated regression. More recently, an alternative approach has been used wherein compatibility is ensured by deriving multiplicative component expectations, with estimation carried out using instrumental variables and generalized least squares. Yet neither of these strategies considers the fundamental additivity of biomass data themselves nor the implied stochastic constraints necessary for maximum likelihood (ML) estimation. For model selection based on information criteria, stochastic simulation, Bayesian inference, or estimation with missing data, it is important to base estimation and inference on valid probabilistic models. Here, we show how aggregative and disaggregative nonlinear equations can be specified within a probabilistic framework and fit using Gaussian ML with open-source software. We use Parresol’s slash pine (Pinus elliottii Engelm. var. elliottii) data to contrast model forms and predictions. We also show how the ML approach can accommodate unobserved or aggregated component biomass data and can thus be useful for integrating felled-tree data collected under different protocols.
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Biomass Models and Estimators

Notation and Additivity

Biomass studies differ in the components of biomass measured and totals sought. Some studies target total tree biomass, others only aboveground biomass. Within the aboveground portion, most studies differentiate between crown (i.e., branches and foliage) and stem, but there are variations in the precise definitions of these components and their further subdivisions. Thus, for generality, let $Y_1, Y_2, \ldots, Y_M$ denote the $M$ biomass components of a given tree and $Y_t$ the total of interest. A fundamental identity is

$$Y_t = \sum_{i=1}^{M} Y_i$$
\[ Y_t = \sum_{m=1}^{M} Y_m \] (1)

This identity holds by definition when the symbols represent unobserved (or true) tree biomass quantities and is often a desideratum of biomass model estimates or simulations. Yet it is important to recognize that this identity also generally holds when the symbols represent biomass measurements or data obtained from destructive sampling. This follows from the fact that the total biomass typically goes unmeasured and is obtained instead by summing together the component biomass observations (or estimates) assembled from field and laboratory measurements.

From the above identity stems the fact that given a set of tree-level predictors \( \mathbf{x} \) the joint probability law for a set of random variables \( Y_1, Y_2, \ldots, Y_M \) and \( Y_t \), denoting tree biomass components and their total is

\[
\begin{align*}
&f_{Y_1, y_2, \ldots, y_M}(y_1, y_2, \ldots, y_M) = f_{Y_1, y_2, \ldots, y_M}(y_1, y_2, \ldots, y_M|\mathbf{x}) \\
&= f_{Y_1, y_2, \ldots, y_M}(y_1, y_2, \ldots, y_M) \times f_{Y_t|Y_1, y_2, \ldots, y_M}(y_t|y_1, y_2, \ldots, y_M|\mathbf{x}) \\
&= f_{Y_1, y_2, \ldots, y_M}(y_1, y_2, \ldots, y_M) \times \left\{ \begin{array}{ll} 1 & \text{if } y_t = \sum_m y_m \\ 0 & \text{else} \end{array} \right.
\end{align*}
\]

That is, given \( \mathbf{x} \), the joint probability model for \( Y_1, Y_2, \ldots, Y_M \) and \( Y_t \) is a simple multiplicative function of the model for \( Y_1, Y_2, \ldots, Y_M \), with the multiplier being 0 or 1 independently of \( \mathbf{x} \) or any model parameters. As such, the ML estimators of the parameters governing the former can be obtained directly by maximizing only the latter. At work here is the fact that given the biomass components and their additivity, there is no additional information contained in the biomass totals.

In practice, multivariate Gaussian probability models are commonly adopted for component biomass data. Where the Gaussian assumption has not been made explicit, it has often been invoked implicitly in inferential procedures or in the calculation of information criteria such as the Akaike information criterion (AIC) (Akaike 1973). These component biomass models are often of the additive-error form

\[ Y_m = g_m(\mathbf{x}_m; \beta_m) + e_m \] (2)

Here \( g_m(\cdot) \) is an arbitrary and possibly nonlinear function of a set of explanatory variables \( \mathbf{x}_m \) relevant to the \( m \)th component and a \( q_m \) vector of unknown parameters \( \beta_m \). Conditional on the explanatory variables, the error term \( e_m \) is a mean-zero Gaussian disturbance with variance

\[ \sigma^2_m = \nu_m(z_m; \theta_m) \] (3)

where \( \nu_m(\cdot) \) is a function of a vector of explanatory variables \( z_m \) (not necessarily identical to \( \mathbf{x}_m \)) and a vector of variance parameters \( \theta_m \).

Whereas observations from different trees are generally taken to be independent, cross-correlations among the error terms of biomass components on a single tree are often modeled using a set of \( M(M-1)/2 \) pairwise-correlation parameters. With the variance functions of Equation 3, the latter complete the definition of the variance-covariance matrix of component errors

\[
V = \begin{bmatrix}
\sigma_1^2 & \sigma_1 \sigma_2 P_{1,2} & \sigma_1 \sigma_3 P_{1,3} & \ldots & \sigma_1 \sigma_M P_{1,M} \\
\sigma_1 \sigma_2 P_{1,2} & \sigma_2^2 & \sigma_2 \sigma_3 P_{2,3} & \ldots & \sigma_2 \sigma_M P_{2,M} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\sigma_1 \sigma_M P_{1,M} & \sigma_2 \sigma_M P_{2,M} & \sigma_3 \sigma_M P_{3,M} & \ldots & \sigma_M^2
\end{bmatrix}
\]

where \( P_{m,m'} \) is the correlation between biomass components \( m \) and \( m' \) across all trees. Below, the cross-covariances in \( V \) will also be denoted \( \sigma_{mm'} = \sigma_m \sigma_{m'} \rho_{m,m'} \) for simplicity.

There are two properties of this general model that complicate specification of a compatible submodel for \( Y_t \). First, given the identity presented in Equation 1, the variance of the total biomass is not free to take any form. Instead, it is a function of the component scedastic functions and cross-correlation parameters. For example, suppose the variances of the \( M \) components are taken to scale with dbh according to component-specific parameters: i.e.,

\[ \nu(dbh; \theta_m) = \theta_m^2 dbh^{2 \theta_2}. \]

Then the variance of \( Y_t = \sum_m Y_m \) is

\[
\sigma_t^2 = \sum_m \text{var}(Y_m) + \sum_{m,m'} \text{cov}(Y_m, Y_{m'}) = \sum_m \theta_m^2 \text{dbh}^{2 \theta_2} + \sum_{m,m'} \rho_{m,m'} \theta_m \theta_{m'} \text{dbh}^{2 \theta_2 + \theta_2}
\]

Second, if the component scedastic functions of Equation 3 have free parameters, then the cross-correlation of any given component \( Y_m \) and the total \( Y_t \) will vary across the ranges of the heteroscedasticity variables \( z_m \). That is, the cross-covariance between the total and, say, the first component is

\[
\text{cov}[Y_t, Y_1] = \nu_1[\left( \sum_m e_m \right) e_1] = \theta_1^2 \text{dbh}^{2 \theta_2} + \sum_{m=2}^M \rho_{m,1} \theta_m \theta_1 \text{dbh}^{2 \theta_2 + \theta_2}
\]

This cross-covariance is a function of dbh and, given the structure of \( \sigma_t^2 \), the corresponding cross-correlation cannot be reduced to a constant parameter \( \rho_{m,1} \) without complex constraints on the component cross-correlations and variance parameters. In terms of allometries, the implication is that as tree dbh increases, the variance of one component (e.g., the crown) could increase faster than that of another (stemwood). Then the cross-correlation of the stemwood component with the total biomass will decrease with dbh because the variability of the total is increasing more rapidly than the variability in the stemwood component.

To our knowledge, these variance-covariance relationships have not been incorporated into biomass models that directly specify submodels for both components and totals. Yet they reveal that incorporating a submodel for total biomass by simply specifying an additional mean function and expanding \( V \) by one row and one column (incorporating one additional variance function and \( M \) additional cross-correlation parameters) will not result in a valid probability model. Instead, the implied constraints must be explicitly identified or the submodel for total biomass must be stricken. Otherwise, singularities will emerge in likelihood-based simultaneous estimation algorithms (as noted by Bi et al. 2004) and least-squares estimators will diverge from Gaussian ML estimators. From a practical standpoint, probabilistic foundations for the use of likelihood-based criteria such as the AIC will be lacking, and stochastic tree biomass simulations derived from the model will not be additive.

Finally, we note that multiplicative-error models analogous to Equation 2 have also been used in component biomass modeling. In some cases, these are transformed (e.g., to a logarithmic scale), and their stochastic specifications are completed within an additive-error framework. Alternatively, a multiplicative-error model can be reexpressed as

\[
g_m(\mathbf{x}_m; \beta_m) e_m^* = g_m(\mathbf{x}_m; \beta_m) + g_m(\mathbf{x}_m; \beta_m)(e_m^* - 1)
\]

If stochastic properties are attached directly to \( e_m = g_m(\mathbf{x}_m; \beta_m)(e_m^* - 1) \) rather than to \( e_m^* \), then these models can be
subsumed into the Gaussian additive-error framework, and the variance-covariance constraints identified above still apply.

**Aggregative and Disaggregative Biomass Equations**

In some instances, it may be useful to specify an equation for the expected total biomass independently of any component biomass equations. Doing so would allow for maximum fidelity in characterizing totals and presumably for improved accuracy in predicting those totals. Yet in many cases, it is important to ensure that component predictions add to predictions of totals. One way to achieve this is to specify an aggregative equation for the total

\[ g_s(x, \beta) = \sum_m g_m(x_m, \beta_m) \]  

(5)

where \( x = \bigcup_m x_m \) and \( \beta = (\beta_1, \beta_2, \ldots, \beta_m)^T \) collect the component predictors and parameters. Naturally, such an approach could be used to specify equations for subtotals as well (e.g., stem biomass, inclusive of both bark and wood). If the component models are linear, then Equation 5 will reduce to a congruent linear form, but in the nonlinear case, there is generally no way to simplify the expression. This aggregative approach is at the heart of the two methods described by Parresol (2001), which differ primarily in whether or not observed \( Y \) are used with component data to estimate the elements of \( \beta \) and other model parameters simultaneously. From a likelihood perspective, the system of equations that must be fit in this context is

\[ Y_1 = g_1(x_1, \beta_1) + \epsilon_1 \]  

(6a)

\[ Y_2 = g_2(x_2, \beta_2) + \epsilon_2 \]  

(6b)

\[ \vdots \]  

\[ Y_M = g_M(x_M, \beta_M) + \epsilon_M \]  

(6c)

with the error terms conforming to the variance structure of Equation 4 when a Gaussian model is adopted. Owing to the identity defined by Equation 1, the observed totals do not contribute to the likelihood, but total biomass at given levels of \( x \) can subsequently be estimated as

\[ \hat{Y}' = g_s(x, \hat{\beta}) = \sum_m g_m(x_m, \hat{\beta}_m) = \sum_m \hat{Y}_m \]  

(7)

ensuring additivity.

Pursuing an alternative approach, Tang et al. (2000) noted that it is also possible to begin with the specification of an equation for total biomass and then disaggregate this using multiplicative component-discrimination functions. For example, in a case where only stemwood \( (Y_w) \), stem bark \( (Y_b) \), and crown components \( (Y_c) \) are differentiated, one might begin by constructing an equation for the expected aboveground biomass

\[ E[Y_c|X_c] = g_c(x_c, \beta_c) \]  

(8)

Here no constraints on the form or parameters of this function are invoked, at least not for the purposes of achieving additivity. Next, a function \( g_s(x_c, \beta_s) \) is specified to discriminate between the crown and stem \( (Y_c = Y_w + Y_b) \) fractions of the biomass such that

\[ E[Y_c|X_c] = g_c(x_c, \beta_c) g_s(x, \beta_s) \]  

(9a)

\[ E[Y_c|X_c] = [1 - g_c(x_c, \beta_c)] g_s(x, \beta_s) \]  

(9b)

where \( g_s(x_c, \beta_s) \) maps strictly to the unit interval. For instance, from working component biomass equations \{say, \( h_i(x_i, \beta_i) \) for \( Y_i \) and \( h_j(x_j, \beta_j) \) for \( Y_j \)}, a discrimination function confined to \([0,1]\) can be obtained as

\[ g_s(x_c, \beta_s) = \frac{h_i(x_i, \beta_i)}{h_i(x_i, \beta_i) + h_j(x_j, \beta_j)} \]  

(10)

In turn, a function \( g_w(x_{wb}, \beta_{wb}) \) is then developed to discriminate between the stemwood and stem bark fractions of the stem biomass

\[ E[Y_w|X_w] = g_w(x_{wb}, \beta_{wb}) \left[1 - g_c(x_c, \beta_c)\right] g_s(x, \beta_s) \]  

\[ E[Y_b|X_b] = \left[1 - g_w(x_{wb}, \beta_{wb})\right] \left[1 - g_c(x_c, \beta_c)\right] g_s(x, \beta_s) \]  

(11a)

(11b)

(11c)

with the error terms (\( \epsilon \)) having the general variance-covariance structure defined by Equation 4. Again, incorporation of a submodel for observed biomass totals is not necessary.

As developed above and in Dong et al. (2015), this disaggregative biomass equation strategy dichotomizes biomass totals or subtotals into finer components. Yet the same approach could be used to split a (sub)total into 3 or more components (Tang et al. 2000). Regardless, attention must be paid to the parameterization of the discrimination functions if it is important that specific parameters be identifiable. For instance, if the crown and stem component equations on the right hand side of Equation 10 are arbitrary nonlinear functions, then it may be impossible to obtain unique estimates for each of \( \beta_c, \beta_b \), and \( \beta_s \) in a simultaneous calibration of Equation set 11. On the other hand, if congruent forms are adopted for those component equations, e.g.,

\[ h_i(x_i, \beta_i) = h_i(x_i, \beta_i) = \prod_k x_k^{\beta_{ik}} \]  

then the discrimination function will factor

\[ g_c(x_c, \beta_c) = \frac{h_i(x_i, \beta_i)}{h_i(x_i, \beta_i) + h_j(x_j, \beta_j)} = \frac{\prod_k x_k^{\beta_{ik}}}{\prod_k x_k^{\beta_{ik}} + \prod_k x_k^{\beta_{jk}}} \]  

and require a smaller number of parameters \( (\beta_{ik, k} = \beta_{ik} - \beta_{jk}) \) to be estimated. This strategy, applied by Dong et al. (2015), reduces the complexity of parameter estimation and allows for (additive) estimation of all components and totals. However, it does not permit recovery of unique values for \( \beta_c \) and \( \beta_b \) and does constrain the complexity of component equations.
Related to this issue of identifiability, Tang et al. (2001) developed an alternative stochastic formulation to replace the additive-error structure exemplified by Equation 11. Specifically, they developed an errors-in-variables structure, and Dong et al. (2015) refer to this in the context of their disaggregative biomass equation formulation. However, those studies do not detail how stochastic constraints on the error term for the biomass total (e.g., on its variance or its cross-covariances with components) can be explicitly recognized in estimation. As such, we treat below only the additive-error model structure represented by Equation 11.

In contrasting aggregative and disaggregative model structures, it is worth noting how component biomass observations contribute to the mean structure parameters in $\beta$. In the aggregative model defined by Equation 6, each component $Y_m$ contributes directly to the estimation of its own $\beta_m$ parameter vector and also indirectly (because of cross-correlations among components) to the other vectors $\beta_n$. In contrast, in the disaggregative framework of Equation 11, the same kinds of indirect contributions occur, but each component $Y_m$ contributes information directly to the estimation of $\beta$, in Equation 8 as well as to the parameters characterizing one or more discrimination functions. This in turn has consequences for the impact of missing biomass component data, as discussed below.

**Maximum Likelihood Estimation**

It was noted above that under a likelihood-based approach to estimation only the likelihood of the observed component data must be maximized. That is, regarding the sample trees as independent, all parameters are estimated by maximizing

$$L(\beta, \theta, \rho | Y_1, Y_2, \ldots, Y_M, X)$$

$$= \prod_{i=1}^{n} L(\beta, \theta, \rho | Y_{1i}, Y_{2i}, \ldots, Y_{Mi}, x_{im})$$

where $\theta = (\theta_1, \theta_2, \ldots, \theta_M)^T$ and $\rho = (\rho_{1,2}, \rho_{1,3}, \ldots, \rho_{M-1,M})^T$ contain the variance and cross-correlation parameters of the component data, $Y_m = (Y_{1m}, Y_{2m}, \ldots, Y_{nm})^T$ comprises the observed data on component $m$ for all $n$ trees, $X$ collects the covariate values $x_{im}$ from each tree and component, and $L(\cdot)$ denotes the likelihood function for the $i$th tree. If there is tree-to-tree dependence in one or more components, then the complete sample likelihood of Equation 12 will not factor into $n$ tree-specific likelihoods but will nonetheless remain a function only of the component observations. Under standard conditions, the ML parameter estimators are asymptotically Gaussian distributed with variance-covariance matrix given by the inverse of the Fisher information matrix (Lehmann and Casella 1998, §6.3).

For multivariate Gaussian models, a treatment of ML estimation covering both theory and computational methods is given by Pinheiro and Bates (2000, §7.5). Most notably, the asymptotic variance-covariance matrix of the estimator of the $q$ parameters $\hat{\theta}$ in a Gaussian component biomass model such as Equation 6 or 11 can be written

$$\text{var}(\hat{\theta}) = \Omega = \left[ \sum_{i=1}^{n} F_i V_i^{-1} F_i \right]^{-1}$$

where $V_i$ is the variance-covariance matrix of component errors (cf. Equation 4) for the $i$th tree and

$$F_i = \frac{\delta}{\delta \beta} g(x_i, \beta) = \frac{\delta}{\delta \beta} \begin{bmatrix} g_1(x_{i1}, \beta_1) \\ g_2(x_{i2}, \beta_2) \\ \vdots \\ g_m(x_{iM}, \beta_m) \end{bmatrix}$$

is the $M \times q$ matrix of the tree’s component mean functions differentiated with respect to their parameters (and evaluated at the true value of $\beta$). This variance matrix can itself be estimated by plugging in the ML estimates of $\beta$ to allow for testing or interval estimates on the parameters themselves.

For biomass estimation purposes, point estimates of components and totals can be obtained using the same framework as Equation 7 and the ML estimates of $\beta$. Denote an estimate of the expected component, subtotal, or total biomass at a given level of $x$ by $\Delta \overline{g}(x, \hat{\beta})$, where $\Delta$ is a known $M \times 1$ vector (e.g., $\Delta = 1$ yields an estimate of total biomass). For a Gaussian biomass model, the variance of the estimate $\Delta \overline{g}(x, \hat{\beta})$ can be estimated using the delta method

$$\text{var}[\Delta \overline{g}(x, \hat{\beta})] = \Delta^T \hat{F} \hat{\Omega} \hat{F}^T \Delta$$

where $\hat{\Omega}$ is obtained by evaluating $\Omega$ at the ML parameter estimates and

$$\hat{F} = \frac{\delta}{\delta \beta} g(x, \beta) \bigg|_{\beta = \hat{\beta}}$$

For a prediction at the individual-tree level, say $\hat{Y}_{\text{tree}} = \Delta \overline{g}(x, \hat{\beta})$, variance estimation would require that Equation 13 be supplemented by estimates of the intrinsic tree-to-tree variation in component, subtotal, or total biomass. Specifically, for prediction for a tree selected independently of those used to fit the biomass equations,

$$\text{var}[\hat{Y}_{\text{tree}}] = \Delta^T \hat{F} \hat{\Omega} \hat{F}^T \Delta + \hat{\Omega} \Delta^T \hat{V}$$

where $\hat{V}$ corresponds to an evaluation of Equation 4, given the ML parameter estimates and the chosen levels of the predictors $x$.

**Missing Biomass Components**

Given both the complexity and cost of obtaining tree biomass data, it is important that parameter estimation techniques are able to accommodate settings where, for some trees, some of the biomass components are not available. Little and Rubin (1987, ch. 1) discuss different mechanisms that may yield incomplete data, as well as the implications for data analysis and inference. It is assumed in the subsequent discussion that cases of incomplete data are instances of data missing at random or missing completely at random. That is, it is assumed that the missingness of any biomass components is the result of a mechanism that is independent of the values of those (or any related) components and dependent only on variables and parameters with no bearing on the relationship between tree biomass and its predictors. These are cases where missingness is uninformative, and the processes leading to incomplete data can be ignored (see Little and Rubin 1987, §5.3). To such cases ML methods are readily extended, particularly in the Gaussian setting.

With multidimensional component biomass measurements, there are two patterns of missingness that should be considered. The first and simplest is where no information for one or more components is available. For instance, if destructive sampling is carried out in leaf-off season or frozen ground prevents extraction of roots, then
no information will be available for foliage or root biomass. Furthermore, the total biomass of these trees will remain unobserved. For such trees, the observed data likelihood is obtained by integrating the complete data likelihood over the missing components. More specifically, if the first 2 biomass components are unobserved on a particular tree, then the corresponding observed data likelihood for the tree is proportional to

\[
 f_{y_1, y_2, \ldots, y_M}(y_3, y_4, \ldots, y_M) \\
 = \int_0^\infty \int_0^\infty f_{y_1, y_2, \ldots, y_M}(y_1, y_2, \ldots, y_M) dy_1 dy_2 
\]

(14)

In the Gaussian setting this integral is readily obtained. The result is itself a multivariate Gaussian density with the missing components eliminated from the complete data likelihood, i.e.,

\[
 f_{y_1, y_2, \ldots, y_M}(y_3, y_4, \ldots, y_M) = (2\pi)^{-\frac{M-2}{2}} |V_o|^{-\frac{1}{2}} \exp\left[-\frac{1}{2} (y_o - g(x; \beta))^T V_o^{-1} (y_o - g(x; \beta)) \right]
\]

where \(y_o = [y_3, y_4, \ldots, y_M]\) is the observed data, \(g(x; \beta)\) denotes the mean functions for the observed, components and \(V_o\) is the matrix obtained by deleting the appropriate (here the first two) rows and columns of \(V\)

\[
 V_o = \begin{bmatrix}
 \sigma_3^2 & \sigma_3\sigma_4 & \ldots & \sigma_3\sigma_M \\
 \sigma_4\sigma_3 & \sigma_4^2 & \ldots & \sigma_4\sigma_M \\
 \vdots & \vdots & \ddots & \vdots \\
 \sigma_M\sigma_3 & \sigma_M\sigma_4 & \ldots & \sigma_M^2
\end{bmatrix}
\]

The likelihood function of Equation 12 covering all \(n\) trees will then be the product of complete data likelihoods for all trees without missing data and the (reduced) observed data likelihoods of the form of Equation 14 for trees with missing components. Thus, trees with different patterns of missingness will contain information on distinct subsets of model parameters and contribute differently to the overall likelihood.

The other relevant pattern of missingness for tree biomass data occurs when information is available for all components, but some components are observed only in aggregate. For example, with stem biomass components estimated from disc-based measurements, if bark and wood are not separated on some trees’ discs then separate estimates of stem bark and stem wood may not be available for those trees. Or, if for some trees foliage is not separated from branches or if branches are not divided into specific size classes, then only total crown or total branch mass data will be available. These trees still contain information on all components in the sense that total tree biomass is still observed, but not all components are separately resolved. For these trees, the observed data likelihood takes a different form from Equation 14 but is again obtained by integrating over the complete data likelihood. For example, if the first two components are observed only in aggregate (i.e., \(Z = Y_1 + Y_2\)), then for that tree the relevant observed data likelihood is

\[
 f_{Y_1, Y_2, \ldots, Y_M}(x, y_1, y_4, \ldots, y_M) \\
 = \int_0^\infty \int_0^\infty f_{Y_1, Y_2, \ldots, Y_M}(y_1, y_2, \ldots, y_M) dy_1 dy_2 
\]

Although complex in the general case, this integral is also straightforward to evaluate in the Gaussian setting. This follows from the fact that the sum of Gaussian variables is itself Gaussian, with mean and variance that stem directly from the means and (co)variances of the summands. Thus,

\[
 f_{Y_1+Y_2, Y_3, \ldots, Y_M}(y_1 + y_2, y_3, y_4, \ldots, y_M) \\
 = (2\pi)^{-\frac{M-1}{2}} |V_o|^{-\frac{1}{2}} \exp\left[-\frac{1}{2} (y_o - g(x; \beta))^T V_o^{-1} (y_o - g(x; \beta)) \right]
\]

where \(y_o = [y_1 + y_2, y_3, y_4, \ldots, y_M]\) is the observed (partially aggregated) data, \(g_o(x; \beta)\) is the vector of mean functions of observed components but with first element \(g_o(x; \beta_1) + g_o(x; \beta_2)\), and \(V_o\) is the matrix obtained by collapsing the first two rows and columns of \(V\)

\[
 V_o = \begin{bmatrix}
 \sigma_1^2 + 2\sigma_{12} + \sigma_2^2 & \sigma_1 + \sigma_2 & \sigma_1 + \sigma_3 & \sigma_1 + \sigma_4 & \sigma_1 + \sigma_5 & \ldots & \sigma_1 + \sigma_M & \sigma_2 + \sigma_3 & \sigma_2 + \sigma_4 & \sigma_2 + \sigma_5 & \ldots & \sigma_2 + \sigma_M \\
 \sigma_1 + \sigma_2 & \sigma_1^2 + 2\sigma_{13} + \sigma_3^2 & \sigma_1 + \sigma_4 & \sigma_1 + \sigma_5 & \ldots & \sigma_1 + \sigma_M & \sigma_2 + \sigma_3 & \sigma_2 + \sigma_4 & \sigma_2 + \sigma_5 & \ldots & \sigma_2 + \sigma_M \\
 \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
 \sigma_1 + \sigma_M & \sigma_2 + \sigma_M & \ldots & \sigma_M^2
\end{bmatrix}
\]

Once again, these analytical operations need to be undertaken only for trees with aggregated component data. The full data likelihood of Equation 12 will consist of complete data likelihoods for trees without missing data and incomplete data likelihoods for the remaining trees.

By applying these results, ML estimation of Gaussian component biomass models with aggregative or disaggregative equations can proceed from data exhibiting either or both of these missingness patterns. As noted above, however, missing component biomass data have different consequences, depending on whether aggregative and disaggregative biomass equations are used. For instance, suppose a particular tree provides stemwood and stembark biomass measurements but no crown biomass. With adoption of aggregative equations, the crown biomass component model must be dropped for that tree, and the tree will contribute no information for the estimation of the parameters governing expected crown mass. Yet if disaggregative equations are used, although the \(Y_i\) equation will still need to be dropped from a system such as Equation 11, the tree in question will still contribute to the estimation of all \(\beta\) parameters because no elements of \(\beta\) are unique to just one component equation. Conversely, suppose that all trees but one possess measurements of stemwood and stembark biomass, whereas the remaining tree only has a record for undifferentiated stem biomass. In this case, the deviant tree cannot provide information useful for estimation of \(\beta_{23}\) in a disaggregated model such as Equation 11; its contribution to the joint likelihood will be based on observed deviations from the expected values given by Equation 9. Yet if aggregated biomass equations are used, this tree will still contribute to the estimation of all elements of \(\beta\), although its likelihood would be formed by adding together two of the equations in system 6.
Biomass Models

An aggregative component biomass model for the slash pine data was developed using the biomass equations selected by Parresol (2001). Expressed as exponential functions these are

\[ g_1(D, H; \beta) = \exp[\beta_{w1} + \beta_{w2} \ln D + \beta_{w3} \ln H] \]  
\[ g_2(D; \beta) = \exp[\beta_{1} + \beta_{2} \ln D] \]  
\[ g_3(D, H; \beta) = \exp[\beta_{1} + \beta_{2} \ln (D^2)H] \]

where \( D \) and \( H \) represent dbh and total height and the subscripts \( c, b, \) and \( w \) identify the crown, stem bark, and stemwood equations. For error variance functions, Parresol (2001) recommended

\[ v_n(D, H; \theta_n) = \theta_n D^{\theta_{n2}} \]  
\[ v_n(D; \theta_n) = \theta_n D^{\theta_{n2}} \]  
\[ v_n(D, H; \theta_n) = \theta_n (D^2)H^{\theta_{n2}} \]

but a simpler set of variance functions

\[ v_n(D; \theta_n) = \theta_n D^{2\theta_{n2}} \]  \( (19) \)

were evaluated here. To complete the variance-covariance matrix, an unstructured set of pairwise cross-correlations \( \rho_{mc,mn} \) was used to describe the associations among component error terms for the same tree, and error terms for distinct trees were presumed independent.

Against this, a disaggregative model of the form of Equation system 11 was then specified. This model was based on an equation for expected total biomass, a function to discriminate between crown and stem mass, and a function to discriminate between stem bark and stemwood mass. The forms adopted for these equations were

\[ g(D, H; \beta) = \exp[\beta_{1} + \beta_{2} \ln D + \beta_{3} \ln H] \]  \( (20a) \)  
\[ g_{cb}(D; \beta_{cb}) = \frac{1}{1 + \exp[\beta_{cb1} + \beta_{cb2} \ln D + \beta_{cb3} \ln H]} \]  \( (20b) \)  
\[ g_{sw}(D; \beta_{sw}) = \frac{1}{1 + \exp[\beta_{sw1} + \beta_{sw2} \ln D + \beta_{sw3} \ln H]} \]  \( (20c) \)

Substituting these equations into Equation 11 provides the overall model structure. To complete the model, variances of component errors were characterized using Equation 19 and cross-covariances using a set of unstructured pairwise correlation parameters (as above).

Maximum Likelihood Estimation

The aggregative and disaggregative models were initially fit to the complete set of component data in Figure 1. The nlme package (Pinheiro et al. 2014) for the open-source program R (R Core Team 2014) was used for Gaussian ML. Specifically, as detailed in Appendix A, the gnl function of this package was used to obtain ML estimates. This function operates by alternating between optimization of the likelihood for \( \beta \) conditional on estimates of variance parameters and vice versa (see Pinheiro and Bates 2000, §7.5.2). To allow for simultaneous estimation of all three component biomass equations, the three mean functions (formulated on an exponential scale) were collapsed into a single function using logical flags, and the variance structure was specified using nlme’s varComb() function.

For the aggregative model, the starting values of the \( \beta \) parameters were obtained from separate ordinary least-squares calibrations undertaken after logarithmic transformation of both the observed biomass and the component expectation Equations 18. This approach was also used to obtain starting values for \( \beta \) in the disaggregative model. The starting values for \( \beta_{cb} \) and \( \beta_{sw} \) in that model’s discrimination functions were obtained from separate log-linear regressions of \( Y/m + Y_r \) and \( Y/l \) respectively, on \( D \) and \( H \). With starting values for \( \beta \) in hand, model parameters were then estimated by ML using gnl.

After calibrations of the models against the complete data set, the patterns of missingness shown in Figure 1 were simulated, both separately (i.e., only crown component missing or only total stem biomass available) and in combination. The gnl algorithms can readily accommodate missing component data. Specifically, provided that components are consistently (across trees) ordered and identified by integer values (Appendix A), then missing values can be
included for unobserved components and gnlﺳ will appropriately factor the likelihoods of the affected trees to the form of Equation 15. On the other hand, missingness in the form of aggregated components (e.g., overall stem mass is observed, rather than separate stemwood and stembark masses) cannot be accommodated by standard inputs to this function. In particular, gnlﺳ presumes that component scedastic functions and component cross-correlation functions can be specified separately, using nlme’s built-in variance and correlation class structures. This imparts computational efficiencies because the variance and correlation parameters can be separated in optimization. However, with this form of missingness the resulting covariance structure given by Equation 17 cannot be factored into variance and correlation matrices in the same way for all trees. One way to address this is to develop a nlme covariance class structure that incorporates both variance and cross-correlation parameters as well as the structure of the data for each particular tree. This is illustrated by an R script in the Supplemental Material [B] that redefines nlme’s basic symmetric correlation class to provide a symmetric covariance class taking an additional argument describing the data structure for each tree. This last argument allows the general variance-covariance matrix (Equation 4) to be collapsed to a form (such as Equation 17) according to how the component biomass data themselves have been collapsed. With this covariance structure used as a correlation class in gnlﺳ, ML estimates of model parameters can be obtained when both patterns of missingness occur (Appendix B).

**Model Comparison and Evaluation**

As a matter of standard practice, circumspect evaluation of model-data agreement via graphical and statistical measures is recommended. Here, however, our emphasis is on demonstration of alternative estimation techniques for complete/incomplete data sets with respect to a fixed set of model forms. Therefore, models fit by ML to the complete and simulated-incomplete data are compared in terms of their estimated parameters and SEs. In addition, the resulting biomass estimation surfaces are evaluated and model root mean square errors (RMSEs) are compared. The latter are computed on the original, unweighted scale

\[
\text{RMSE} = \sqrt{\frac{1}{40} \sum_{i=1}^{40} e_{mi}^2}
\]

where the \(e_{mi} = Y_{mi} - \hat{Y}_{mi} \) are the raw residuals for the \(m\)th component. Owing to the generalized variance structure of Equation 19, the raw residuals have unequal variability and are not well suited for residual diagnostics. Better for diagnostic purposes are the normalized residuals \(r_i = \hat{V}_{i}^{-1/2} e_i\), where \(e_i = (e_{i1}, e_{i2}, \ldots, e_{im})^T\) is the vector of raw residuals for the \(i\)th tree, \(\hat{V}_{i}\) is the corresponding estimated variance-covariance matrix, and \(\hat{V}_{i}^{-1/2}\) is a Choleski factorization of that matrix. Normalized residuals are approximately Gaussian distributed with mean 0 and variance 1 if the model is correctly specified (Pinheiro and Bates 2000, p. 239).

Inasmuch as the RMSE statistic as calculated above makes no adjustment for the numbers of parameters estimated by the various models, we also compute the finite-sample corrected form of AIC (AICc) for each model

\[
\text{AICc} = -2L(\beta, \theta, \rho | Y_1, Y_2, \ldots, Y_M, X) + \frac{2nMd}{nM - d - 1}
\]

where \(d\) counts the number of parameters in the mean and covariance functions. For comparability, RMSE and AICc are computed using the complete set of observations even for models fit to simulated-incomplete data.

Both RMSE and AICc are also computed for the aggregated models fit (on the original scale) by Parresol (2001) using 2-stage (2SLS) and 3-stage (3SLS) least squares. For these models, a Gaussian likelihood was used in AICc calculations along with the published variance functions. AICc for the 2SLS fit used the cross-correlation parameter estimates presented by Parresol (p. 870). Estimates of these parameters for the 3SLS fit were not published but were provided in computer code supplied by B.R. Parresol (USDA Forest Service, pers. comm., May 2001).

**Results**

ML estimates of component biomass equation parameters for the aggregative (Agg-ML) system are shown in Table 1 alongside the 2SLS (Agg-2SLS) and 3SLS (Agg-3SLS) estimates given in Parresol (2001). Both the estimates themselves and their estimated SEs changed only slightly when the missing data patterns of Figure 1 were imposed (Agg-MLmiss). The estimated SEs of the crown equation parameter estimates all increased, whereas those of the stembark and stemwood equation estimates fell, albeit to a lesser degree. The increased SEs for \(\hat{\beta}\) presumably result from the complete loss of crown biomass data for 7 trees. On the other hand, the stemwood and stembark equation estimates are still informed by data from all 40 trees, although to a lesser extent by the 7 trees with only aggregated stem biomass data. The estimated SEs reported for Parresol’s MSLS fits are similar to those from the ML fits, although those for his Agg-3SLS fit are generally the smallest.

For the disaggregative system, estimates of the parameters characterizing total tree biomass varied less between the complete (Dis-ML) and incomplete (Dis-MLmiss) data fits than did estimates of the stem-crown or stemwood-stembark discrimination parameters (Table 2). The same was true of the estimated SEs, although these increased across the board when missingness was simulated. Under the Dis-MLmiss model, all 40 trees contribute to the estimation of \(\hat{\beta}\), even when the missing data patterns of Figure 1 are

---

**Table 1. Estimated component biomass equation parameters and SEs for the aggregative model obtained by ML from the complete (Agg-ML) and incomplete (Agg-MLmiss) data as well as from the MSLS fits (Agg-2SLS and Agg-3SLS) reported in Parresol (2001).**

| Parameter | Agg-ML | Agg-MLmiss | Agg-2SLS | Agg-3SLS |
|-----------|--------|------------|----------|----------|
| \(\hat{\beta}_{c1}\) | -3.1465 | -3.1709 | -3.0731 | -3.0782 |
| \(\beta_{c1}\) | 0.1149 | 0.1136 | 0.1530 | 0.1151 |
| \(\beta_{c2}\) | 2.2355 | 2.2469 | 2.2093 | 2.2112 |
| \(\beta_{c3}\) | 0.0426 | 0.0424 | 0.0522 | 0.0397 |
| \(\beta_{c4}\) | -3.5593 | -3.6433 | -3.5980 | -4.2676 |
| \(\beta_{c5}\) | 0.5183 | 0.5635 | 0.4675 | 0.3111 |
| \(\beta_{c6}\) | 3.5219 | 3.5055 | 3.6804 | 3.5098 |
| \(\beta_{s1}\) | 0.2376 | 0.2617 | 0.2570 | 0.1470 |
| \(\beta_{s2}\) | -1.1222 | -1.0681 | -1.2624 | -0.8719 |
| \(\beta_{s3}\) | 0.3733 | 0.4094 | 0.3750 | 0.1930 |
| \(\beta_{s4}\) | -4.1560 | -4.1503 | -4.1127 | -4.1200 |
| \(\beta_{s5}\) | 0.1123 | 0.1109 | 0.1112 | 0.1059 |
| \(\beta_{s6}\) | 1.0637 | 1.0630 | 1.0585 | 1.0590 |
| \(\beta_{w1}\) | 0.0133 | 0.0132 | 0.0131 | 0.0124 |

---

*Supplementary data are available with this article at http://dx.doi.org/10.5849/forsci.15-126.*
imposed. However, the seven trees missing crown biomass provide less information for estimating $\beta_{w}$, and the seven trees lacking separately stem bark and stemwood biomass measurements provide no information for estimating $\beta_{wb}$. Estimates of covariance parameters by model and data set are given in Table 3. The variance parameter estimates reinforce the heteroscedastic nature of biomass observations, both across components ($\theta_{i}$, $\theta_{ij}$ are approximately double $\theta_{j}$ or $\theta_{ij}$ and across tree sizes ($\theta_{i} > 0$). Table 3 does not show estimated SEs, but the ML estimates of the cross-correlation between stemwood and stem bark biomass were consistently more than 2 estimated SEs from 0, whereas the other cross-correlation estimates were consistently within 2 estimated SEs of 0. After Equations 18 were fit separately by 2SLS, Parresol (2001, p. 870) recovered cross correlations of 0.29 (crown-stem bark), 0.01 (crown-stem wood), and 0.19 (stemwood-stem bark). The first and last of these are different from the ML estimates in Table 3. Estimated cross correlations under his Agg-3SLS fit were not reported but were communicated as 0.013 (crown-stem bark), −0.115 (crown-stem wood), and 0.283 (stemwood-stem bark). These agree more closely with the ML correlations in Table 3.

Despite variations in functional forms and parameter estimates, component and total tree biomass estimates were similar across models. The most pronounced differences between the Agg-ML and Dis-ML estimates were for trees with low heights given their dbh. For instance, applying Agg-ML coefficients, trees with dbh 20 cm and height 15 m are estimated to have, on average

\[ g_{w}(20, 15; \hat{\beta}_{w}) = \exp[-3.559 + 3.522 \ln 20 - 1.122 \ln 15] = 52.1 \text{ kg} \]

\[ g_{c}(20; \hat{\beta}_{c}) = \exp[-3.146 + 2.236 \ln 20] = 34.8 \text{ kg} \]

\[ g_{b}(20, 15; \hat{\beta}_{b}) = \exp[-4.156 + 1.064 \ln(20^{2} 15)] = 163.7 \text{ kg} \]

of biomass in their crowns, stem bark, and stem wood components, for an estimated aboveground biomass of 250.6 kg. Applying Equation 13, the estimated SEs for these components are 4.8, 0.8, and 2.5 kg, respectively, and 5.6 kg for the total. With the Dis-ML model, the total biomass is estimated as

\[ g_{c}(20, 15; \hat{\beta}_{c}) = \exp[-3.177 + 2.316 \ln 20 + 0.645 \ln 15] = 246.2 \text{ kg} \]

with estimated SE 8.1 kg. The crown, stem bark, and stem wood components are, respectively,

\[ 246.2 \frac{1}{1 + e^{0.111 + 1.508 \ln 20 - 2.184 \ln 15}} = 53 \text{ kg} \]

\[ 246.2 \left[ \frac{1}{1 + e^{0.111 + 1.508 \ln 20 - 2.184 \ln 15}} - \frac{1}{1 + e^{0.082 + 0.033 \ln 20 - 1.022 \ln 15}} \right] = 33.7 \text{ kg} \]

\[ 246.2 \left[ \frac{1}{1 + e^{0.111 + 1.508 \ln 20 - 2.184 \ln 15}} - \frac{1}{1 + e^{0.062 + 0.033 \ln 20 - 1.022 \ln 15}} \right] = 159.6 \text{ kg} \]

with respective estimated SEs of 4.7, 1.7, and 6.8 kg. For a given dbh, the respective estimates from the Agg-ML and Dis-ML models converge as height is increased.

Looking across the range of the predictors, RMSE differed little across models and estimation routines (Table 4). As expected, the RMSE for total biomass was lower for models fit to the complete data set. However, this was not the case for all components: for some components the RMSE was the same as or lower for Agg-MLmiss or Dis-MLmiss relative to those for Agg-ML or Dis-ML. This can occur because, as calculated here, RMSE is an unweighted measure of data-model agreement, and each model fit is associated with a unique set of weight (i.e., variance) functions (cf. Table 3).

Table 3 provides measures of model-data agreement in terms of

| Parameter | Agg-ML | Agg-ML | Dis-ML | Dis-ML |
|-----------|--------|--------|--------|--------|
| $\hat{\theta}_{c}$ | 0.0019 | 0.0025 | 0.0019 | 0.0024 |
| $\hat{\theta}_{s}$ | 2.9058 | 2.8228 | 2.9122 | 2.8287 |
| $\hat{\theta}_{cb}$ | 0.0022 | 0.0019 | 0.0028 | 0.0018 |
| $\hat{\theta}_{cs}$ | 2.5660 | 2.5943 | 2.4649 | 2.6128 |
| $\hat{\theta}_{wb}$ | 0.0043 | 0.0037 | 0.0053 | 0.0048 |
| $\hat{\theta}_{bw}$ | 2.8195 | 2.8730 | 2.7470 | 2.7831 |
| $\hat{\rho}_{cb}$ | 0.0164 | 0.1153 | −0.0225 | 0.0898 |
| $\hat{\rho}_{cw}$ | −0.0721 | −0.0473 | −0.0829 | −0.0543 |
| $\hat{\rho}_{wb}$ | 0.3559 | 0.4119 | 0.3303 | 0.4055 |

Table 2. Estimated component biomass equation parameters and standard errors for the disaggregative model obtained by ML from the complete (Dis-ML) and incomplete (Dis-MLmiss) data.

| Parameter | Dis-ML | Dis-MLmiss |
|-----------|--------|-----------|
| $\hat{\beta}_{c}$ | −3.1772 | −3.1536 |
| $\hat{\beta}_{s}$ | 0.1586 | 0.1638 |
| $\hat{\beta}_{cb}$ | 2.3157 | 2.3319 |
| $\hat{\beta}_{cw}$ | 0.0742 | 0.0780 |
| $\hat{\beta}_{wb}$ | 0.6449 | 0.6217 |
| $\hat{\beta}_{bw}$ | 0.1133 | 0.1188 |
| $\hat{\beta}_{wb}$ | 0.1101 | −0.0006 |
| $\hat{\beta}_{cw}$ | 0.5703 | 0.6109 |
| $\hat{\beta}_{cw}$ | 1.5058 | 1.4795 |
| $\hat{\beta}_{cw}$ | 0.2643 | 0.2872 |
| $\hat{\beta}_{cw}$ | −2.1843 | −2.112 |
| $\hat{\beta}_{cw}$ | 0.4144 | 0.4492 |
| $\hat{\beta}_{cw}$ | 0.9623 | 1.1852 |
| $\hat{\beta}_{cw}$ | 0.2507 | 0.2671 |
| $\hat{\beta}_{cw}$ | 0.0831 | 0.2304 |
| $\hat{\beta}_{cw}$ | 0.1195 | 0.1300 |
| $\hat{\beta}_{cw}$ | −1.0221 | −1.2433 |
| $\hat{\beta}_{cw}$ | 0.1830 | 0.2034 |

Table 4. Component RMSE for alternative models, parameter estimation routines, and calibration data sets.

| Model | Crown | Bark | Wood | Total |
|------|------|------|------|------|
| Agg-ML | 13.3 | 5.1 | 26.9 | 30.4 |
| Agg-MLmiss | 13.2 | 5.2 | 26.9 | 30.7 |
| Agg-2SLS | 13.9 | 5.0 | 26.7 | 31.4 |
| Agg-3SLS | 12.8 | 5.0 | 26.7 | 29.8 |
| Dis-ML | 13.4 | 4.8 | 26.2 | 29.6 |
| Dis-MLmiss | 13.4 | 5.4 | 26.2 | 30.3 |
Gaussian probabilities. By these measures, the ML-estimated models provided better descriptions of the slash pine data set, with Agg-ML providing the best characterization after accounting for the dimension of the parameter vector. As expected, the models obtained from the incomplete data were associated with smaller log-likelihoods as these were evaluated using all the data. The models obtained by Parresol (2001) had smaller likelihoods and larger AICc than any ML fits. This is not surprising given that the MSLS fits were not obtained by optimizing a Gaussian probability model. Indeed, the structure implied by the model Parresol used to obtain the Agg-3SLS parameter estimates does not correspond with a probability model of any kind. We emphasize, however, that this does not imply that his MSLS models are inferior to the ML models obtained here in terms of predictive accuracy. The RMSEs of the models are very similar (Table 4) such that the differences from a likelihood or AIC perspective may be due in large part to differences in the fitted covariance structures.

### Discussion

Aggregative and disaggregative biomass equations can be developed and fit within statistical frameworks built on valid probability models. Doing so requires that the additivity of the biomass data themselves be recognized. In turn, this implies that the dependence structure of biomass data collected from the same tree be described only for the observable components and that only the component biomass observations (not observed totals or subtotals) be used in parameter estimation. This departs from previous presentations of aggregative and disaggregative systems (Parresol 2001, Dong et al. 2015) where component data as well as their (conditionally redundant) totals are used in MSLS estimation procedures. In principle, valid probability models could also be calibrated using observations of \( M - 1 \) biomass components plus the total, but doing so would

Table 5. Number of parameters, complete data log-likelihood, and AICc by model, estimation technique, and calibration data set.

| Model         | \( d \) | \( \ln L \)   | AICc  |
|---------------|--------|--------------|-------|
| Agg-ML        | 16     | -373.7       | 784.6 |
| Agg-MLmiss    | 16     | -374.5       | 786.4 |
| Agg-2SLS      | 17     | -377.8       | 795.6 |
| Agg-3SLS      | 22     | -377.1       | 808.5 |
| Dis-ML        | 18     | -373.2       | 789.1 |
| Dis-MLmiss    | 18     | -375.0       | 792.8 |

\( d \), number of parameters; \( \ln L \), complete data log-likelihood.
require that additional constraints be imposed to preclude negative estimates of the $M$th component. Notably, these considerations also carry over to the linear modeling context.

If a system of component biomass models has a valid probabilistic structure, its parameters can be estimated by ML. This is advantageous when a credible probability law can be advanced because ML then allows for efficient use of the available data. It also facilitates the use of information-based criteria for model selection and is crucial for Bayesian model development and inference. In addition, it allows for consistent treatment of partially observed component biomass data. Specifically, if component data are missing (or aggregated) at random (cf. Little and Rubin 1987, ch. 1), then ML remains fully efficient. For a given data set, its use obviates the need to drop trees or impute missing component data. For instance, the proposed approach can be readily applied where high excavation costs preclude measurement of belowground biomass on all sample trees. More broadly, its use can facilitate assimilation of data sets collected by researchers measuring different biomass components. For example, one destructive sampling effort may yield only estimates of total branch biomass, whereas another may identify the distribution of branch biomass across several size-classes. By recognizing the aggregated nature of the former data set, the two could be pooled to jointly estimate branch biomass within each size-class. Of course, in evaluating partially observed component biomass data, one must carefully consider whether the missingness mechanism is informative or not. Trees lacking observations of foliage biomass owing to defoliation by insects may, for example, also have had biomass distributions that predisposed them to attack. In such cases, the missingness mechanism itself must be modeled if partially observed data are to be pooled with complete records (Little and Rubin 1987, ch. 11).

Joint calibration of systems of biomass component equations allows for the use of cross-component dependencies in parameter estimation. In principle, this improves estimator accuracy at the system level. At the same time, by minimizing a system-level loss function, one potentially sacrifices a greater precision that might be obtained for a particular component or subtotal if it were fit separately. This could be disadvantageous if a particular component or subtotal is of overriding importance. For instance, in the application studied here, a model for total slash pine biomass might yield more accurate estimates if fit exclusively to the observed totals (see e.g., Parresol 1999). In addition, more accurate estimates of totals may be obtained by fitting an additive system of equations but using both the component data and the observed totals. This is the subject of continuing research.
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Appendix A

The following R code obtains ML parameter estimates for the aggregated and disaggregated component biomass models from the complete slash pine data set. The code presumes that the data presented in Figure 1 (and in the Supplemental Materials file slash.csv) are held in a data frame called slash. These data must first be transposed (one row per tree × component) and appropriately coded for subsequent functions:

```r
# transpose biomass data to long form
slashlong <- data.frame(biosums=with(slash,c(brown,bark,wood)), dbh=with(slash,rep(dbh,3)),
                        ht=with(slash,rep(ht,3)),
                        compfactor(rep(c("brown","bark","wood"),each=ncol(slash)),
                        level="("brown","bark","wood"),ordered=T),
                        treeeqn(rep(1:ncol(slash),3)))
# order data by tree and component
slashlong <- slashlong[order(slashlong$tree,slashlong$comp),]
# associate integer codes with components
slashlong$comp.index <- as.integer(slashlong$comp)

The slashlong data frame can then be used to fit the aggregated (steps A1–A3) and disaggregated (D1–D3) models by Gaussian maximum likelihood:

A1. Fit log-linear versions of component models for starting values:

```r
code linear model syntax for component models

```r
loglinstart <- c(coef(woodlin),coef(barklin),coef(crownlin))
names(loglinstart) <- c("b.1","b.2",...)

A2. Specify a joint mean function in exponential form:

```r
agg.biom <- function(dbh,ht,comp,v.b1,v.b2,b1,b2,c.b1,c.b2,c.b3)
  exp(v.b1 + v.b2*log(dbh)*dbh)+
  exp(b.1 + b.2*log(dbh)+b.3*log(ht))

A3. Fit aggregate component biomass model

```r
agg.fit <- gga(biomass ~ agg.biom(dbh,ht,comp,v.b1,v.b2,b1,b2,c.b1,c.b2,c.b3),
data=slashlong,na.action=na.pass,
start=loglinstart,
weights=varComp(varIdent(form = ~ 1 | comp),
                 varPower(form = ~ I(ddbh) | comp)),
correlation=corSymm(form = ~ comp.index | tree),
control=glsControl(nlsControl=0.0001,msVerbose=T,verbose=T))

D1. Fit log-linear versions of total/discrimination equations for starting values:

```r
loglinstart <- c(coef(totalstart),coef(stemfrac),coef(woodfrac))
names(startval) <- c("t.1","t.2","t.3","sc.1","sc.2","sc.3","wb.1","wb.2","wb.3")

D2. Specify a joint mean function in exponential form:

```r
agg.biom <- function(dbh,ht,comp,t.1,t.2,t.3,sc.1,sc.2,sc.3,wb.1,wb.2,wb.3)
  exp(t.1 + t.2*log(dbh) + t.3*log(ht))/
  (1 + exp(-sc.1 - sc.2*log(dbh) + sc.3*log(ht)+comp(crown))/
  (1 + exp(sc.1 + sc.2*log(dbh) + sc.3*log(ht)+comp(crown)))/
  (1 + exp(-wb.1 - wb.2*log(dbh) + wb.3*log(ht)+comp(bark))/
  (1 + exp(wb.1 + wb.2*log(dbh) + wb.3*log(ht)+comp(wood))]

D3. Fit disaggregative component biomass model

```r
agg.fit <- gga(biomass ~ agg.biom(dbh,ht,comp,t.1,t.2,t.3,sc.1,sc.2,sc.3,
                                wb.1,wb.2,wb.3),
data=slashlong,na.action=na.pass,
start=startval,
weights=varComp(varIdent(form = ~ 1 | comp),
                 varPower(form = ~ I(ddbh) | comp)),
correlation=corSymm(form = ~ comp.index | tree),
control=glsControl(nlsControl=0.0001,msVerbose=T,verbose=T))
```

Appendix B

The procedures below perform Gaussian ML of the aggregative and disaggregative component biomass systems, given the patterns of missing and aggregated data displayed in Figure 1. To do so, the “observed” data first need to be stored in a new data frame with appropriate deletions and aggregations. Below, this new data frame is called slashlong2 and includes a new comp factor level “stem” (comp.index=4) with values only for the seven trees having combined wood and bark observations. In addition, the structure of the available data for each tree must be coded using matrices $S_i$.

```r
S_i = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 1
\end{bmatrix}
```

Combining these matrices into a list called comps and sourcing covSymmFunction.R (see Supplemental Material), ML estimates can be obtained using the following code:

```r
A1. Specify a joint mean function that allows for aggregated data:

```r
agg.biom <- function(dbh,ht,comp,v.b1,v.b2,b1,b2,c.b1,c.b2,c.b3)
  exp(v.b1 + v.b2*log(dbh)+b.1+b.2*log(dbh)+b.3*log(ht)+comp(crown) +
  exp(b.1 + b.2*log(dbh)+c.b1+c.b2*log(dbh)+c.b3*log(ht)+comp(crown))

A2. Fit aggregative system to missing data:

```r
agg.fit2 <- gga(biomass ~ agg.biom(dbh,ht,comp,v.b1,v.b2,b1,b2,c.b1,c.b2,c.b3),
data=slashlong2,
start=loglinstart,
correlation=corVaisala(value=values=double(3),
                        varValue=(1,0,0,0),
                        form = ~ comp.index | tree,
                        varForm = ~ dbh*comp,
                        compValue=comp,
                        control=glsControl(nlsControl=0.0001,msVerbose=T,verbose=T))
```

D1. Fit disaggregative component biomass model to missing data:

```r
agg.fit2 <- gga(biomass ~ agg.biom(dbh,ht,comp,t.1,t.2,t.3,sc.1,sc.2,sc.3,
                                wb.1,wb.2,wb.3),
data=slashlong2,
start=startval,
correlation=corVaisala(value=values=double(3),
                        varValue=(1,0,0,0),
                        form = ~ comp.index | tree,
                        varForm = ~ dbh*comp,
                        compValue=comp,
                        control=glsControl(nlsControl=0.0001,msVerbose=T,verbose=T))
```

The covSymm() function used in the above gna steps defines a symmetric but collapsible covariance class.