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Abstract—Synthesis from linear temporal logic (LTL) specifications provides assured controllers for systems operating in stochastic and potentially adversarial environments. Automatic synthesis tools, however, require a model of the environment to construct controllers. In this work, we introduce a model-free reinforcement learning (RL) approach to derive controllers from given LTL specifications even when the environment is completely unknown. We model the problem as a stochastic game (SG) between the controller and the environment; we then learn optimal strategies that maximize the probability of satisfying the LTL specifications against the worst-case environment behavior. We first construct a product game using the deterministic parity automaton (DPA) translated from the given LTL specification. By deriving distinct rewards and discount factors from the acceptance condition of the DPA, we reduce the maximization of the worst-case probability of satisfying the LTL specification into the maximization of a discounted reward objective in the product game; this enables the use of model-free RL algorithms to learn an optimal controller strategy. To address the scalability issues arising when the number of sets defining the acceptance condition of the DPA, usually referred to as colors, is large; we propose a lazy color generation method where distinct rewards and discount factors are utilized only when needed, and an approximate method where the controller eventually focuses on only one color. In several case studies, we show that our approach is scalable to a wide range of LTL formulas, significantly outperforming existing methods that learn controllers from LTL specifications in SGs.
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I. INTRODUCTION

Linear temporal logic (LTL) [1] provides a formal specification language that can be used to express many control tasks with temporal objectives, such as safety, sequencing, conditioning, and repetition. For instance, the majority of robotics tasks can be expressed as an LTL formula (e.g., [2]–[7]) such as a path planning task where the objective includes “first go to the entrance and then go to the workspace”, “if the battery is low, go to the charger”, and “continuously monitor a particular region while avoiding the danger zones”. Due to this expressiveness, automatic controller synthesis from LTL specifications has been widely studied in the control community (e.g., [3]–[15]). However, such synthesis approaches require a model of the operational environment a priori, which is mostly impracticable as modern autonomous systems are being deployed in more complex and stochastic environments.

The common situations where a model of the environment is not available necessitate the use of learning-based methods to design controllers for LTL specifications. A growing body of literature has investigated learning controllers when the interaction with stochastic environments can be modeled as Markov decision processes (MDPs). Several studies (e.g., [16]–[18]) have introduced model-based probably approximately correct (PAC) methods that construct a product MDP using the deterministic Rabin automata (DRAs) derived from the LTL specifications and detect the product MDP components where the specifications are satisfied. However, to detect such components, these methods learn and store the transition structure of the MDP, potentially resulting in large memory requirements.

Recently, model-free reinforcement learning (RL) methods have been proposed to mitigate this problem (e.g., [19], [20]). With such methods, the LTL specifications are translated into suitable limit-deterministic Büchi automata (LDBAs) [21] to construct product MDPs. Rewards are then derived from the Büchi (i.e., repeated reachability) acceptance condition such that controller strategies maximizing sums of discounted rewards maximize the satisfaction probabilities; then, off-the-shelf RL algorithms are used to learn such strategies. However, all these approaches focus on learning for MDPs and do not consider nondeterministic adversarial environments that can take non-random actions to disrupt performing the given tasks.

A key challenge in enabling autonomous systems to operate in unpredictable environments is to learn controller strategies robust to adversarial inputs. The adversarial inputs usually cannot be restricted to simple perturbations, and thus they need to be considered as separate unpredictable environment actions (e.g., [14], [22]). The design of controllers resilient against the worst-case environment behavior is often crucial for autonomy when safety and security are of the utmost importance. Though such controllers might be conservative, they provide assurance against any potentially adversarial environment behaviors.

Formally, the interaction between controllers and potentially adversarial environments can be modeled as zero-sum turn-based stochastic games (SGs) [23] where the objective is to learn optimal controller strategies to perform the tasks specified as LTL formulas. SGs are natural extensions of
MDPs to systems where some states are under control of an adversary whose objective is to prevent performing the given tasks. Although more restrictive than the general-sum concurrent games, the zero-sum turn-based games are used to model many control and sequential decision-making problems where tasks need to be successfully carried out no matter how the adversarial environment acts [24], [25]; thus, are widely adopted by the control community (e.g., [26]–[32]). For example, the problem of security-aware motion planning against stealthy attacks can be expressed as an SG [33]–[35].

There have been studies investigating controller synthesis from LTL specifications in SGs [32] including synthesis from the Generalized Reactivity(1) fragment of LTL [36] and adaptive approaches [37]; yet, only few have investigated the use of learning for LTL specifications in SGs. A model-based PAC method from [26] pre-computes the winning states with respect to the LTL specification based on the assumption that the given LTL specifications can be translated into deterministic Büchi automata (DBAs) and the transition structure of the SG is available a-priori. Another model-based PAC method from [38] learns the winning states for reachability specifications, a limited fragment of LTL that cannot be used to specify continuous tasks. As model-based methods, these are inefficient in terms of memory requirements when the number of different states that actions can lead to is large.

More recently, two automata-based model-free learning methods have been proposed to learn controller strategies for LTL specifications in SGs [39], [40]. Our preliminary work [40] has introduced a method that translates the LTL specifications into DRAs, and provides reward and discount factors for each Rabin pair in the acceptance conditions. This method, however, does not guarantee convergence to the optimal strategies when there is more than one Rabin pair. In [39], the LTL specifications are translated to deterministic parity automata (DPAs), whose acceptance conditions are more intricate than the Büchi condition. The problem of satisfying the parity condition is then reduced to a reachability problem by extending the product game constructed using DPAs with terminal states where the probabilities of transitions to these states are determined by the sets in the parity condition. Yet, the episode lengths required to learn optimal strategies in this method grow exponentially with the number of sets; thus, substantially limiting its scalability as we demonstrate in our case studies.

Consequently, in this work, we introduce an approach to learn optimal strategies for any desired LTL specifications in SGs while significantly improving scalability compared to the existing methods. Our approach is model-free as it does not use or construct transition models of SGs. We begin by composing an SG where the transition structure is completely unknown with a DPA that is automatically obtained from the given LTL specification. We then derive novel reward and discount factors from the parity acceptance condition such that a strategy maximizing the sum of the discounted rewards also maximizes the probability of satisfying the LTL specification in the worst case – i.e., for the worst (most-damaging) adversary actions from the controller’s perspective.

Unlike the existing automata-based methods (discussed above), our approach provides dense rewards that significantly accelerate learning while being capable of capturing all possible LTL specifications. Also, to overcome the scalability issues when the number of sets defining the acceptance condition of the DPA, referred to as colors, is large, we present a model-free method that utilizes these distinct rewards and discount factors only when needed via lazy color generation; thus, our method facilitates efficient learning of the optimal strategies in the derived product SGs. Moreover, we provide a scalable approximate method for the scenarios where the controller can perform the task by eventually focusing on only one color.

We compare our methods with each other and with the existing methods in several robot navigation case studies with the LTL specifications, and we show that our lazy color generation and approximate methods outperform the others. Finally, we demonstrate the applicability of our methods in several robotic arm tasks.

The rest of the paper is organized as follows. Section II reviews necessary preliminaries before providing a reduction from LTL specifications to reward returns in Section III. To enhance learning scalability, we introduce the lazy color generation framework in Section IV, and evaluate our approach in Section VI. Finally, Section VII provides concluding remarks.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Stochastic Games

We use SGs to model the problem of performing a given task by the controller (Player 1) against an adversary (Player 2) in a stochastic environment.

**Definition 1:** A (labeled fully-observable turn-based two-player) stochastic game is a tuple $\mathcal{G} = (S, (S_\mu, S_\nu), s_0, A, P, AP, L)$ where $S = S_\mu \cup S_\nu$ is a finite set of states, $S_\mu$ is the set of states in which the controller takes action, $S_\nu$ is the set of states under the control of the adversary, and $s_0$ is the initial state; $A$ is a finite set of actions and $A(s)$ denotes the set of actions that can be taken in a state $s$; $P : S \times A \times S \rightarrow [0,1]$ is a probabilistic transition function such that $\sum_{s' \in S} P(s, a, s') = 1$ if $a \in A(s)$ and 0 otherwise; finally, AP is a finite set of atomic propositions and $L : S \rightarrow 2^{AP}$ is a labeling function.

SGs can be considered as games played by the controller and the adversary for infinitely many time steps on finite directed graphs consisting of state and state-action nodes. The state nodes are divided into two distinct subsets reflecting the turns of the controller and the adversary. The game starts in the initial state and moves between the state nodes as the controller and the adversary take actions. In each state node, only the owner of the state observes the state information and chooses one of the state-action nodes of the state and the game then probabilistically transitions to one of the successors of the node according to the given transition function. We illustrate this in the following example:

**Example 1:** An example SG of a robotics environment is shown in Fig. 1a. A robotic agent (i.e., the controller) starts in “Entrance”, where an empty label $\{}$ is received. In “Entrance”, the agent can choose either “go up” or “go down”. With “go down”, the agent starts working and moves to the charging station with probability (w.p.) 0.9 (i.e., the game makes a transition to “Charger(Agent-On)” and a label
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of \{charging, working\} is received). If the agent keeps taking “go down”, it eventually moves to “Charger(Agent-On)” w.p. 1. With “go up”, the agent moves to the charging station but could get stuck w.p. 0.
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Taking “go down”, it eventually moves to “Charger(Agent-Off)”; however, the agent can turn itself on again. In addition, the adversary can move the agent from the charging station to “Workspace”, where the agent cannot get charged but can work or go back to the charging station.

We call \( \pi \) := \( s_0s_1 \ldots \) an infinite path (i.e., execution) of the SG \( G \) if for all \( t \geq 0 \) there exists an action \( a \in A(s_t) \) such that \( P(s_t, a, s_{t+1}) > 0 \). We denote the state \( s_t \) and the suffix \( s_t s_{t+1} \ldots \) by \( \pi[t] \) and \( \pi[p] \), respectively. The behaviors of the players can be specified by strategy functions mapping the history of the visited states to an action. We focus on finite-memory strategies since they suffice for the LTL tasks (see [23] and references therein).

Definition 2: A finite-memory strategy for an SG \( G \) is a tuple \( \sigma = (M, m_0, T, \alpha) \) where \( M \) is a finite set of modes; \( m_0 \) is the initial mode; \( T : M \times S \mapsto D(M) \) is the transition function that maps the current mode and state to a distribution over the next modes; \( \alpha : M \times S \mapsto D(A) \) is a function that maps a given mode \( m \in M \) and a state \( s \in S \) to a discrete distribution over \( A(s) \). A controller strategy \( \mu \) is a finite-memory strategy that maps only the controller states to distributions over the actions. Similarly, an adversary strategy \( \nu \) is a finite-memory strategy mapping the adversary states to distributions over the actions. A finite-memory strategy is called pure memoryless if there is only one mode \((|M| = 1) \) and \( \alpha(m_0, s) \) is a point distribution assigning a probability of 1 to a single action for all \( s \in S \).

Intuitively, a finite-memory strategy is a finite state machine moving from one mode (memory state) to another as the SG states are visited, outputting a distribution over the actions in each state. Unlike the standard definition of finite-memory strategies (e.g., [1], [23]) where transitions among the modes are all deterministic, Def. 2 allows probabilistic transitions; this will later enable modeling of probabilistic transitions between different levels of the derived product games where pure memoryless strategies induce finite-memory strategies with probabilistic mode transitions in the original SGs.

For a given pair of a finite-memory controller strategy \( \mu \) and an adversary strategy \( \nu \) in an SG \( G \), we denote the resulting induced Markov chain (MC) as \( \mathcal{G}_{\mu, \nu} \). We use \( \pi \sim \mathcal{G}_{\mu, \nu} \) and \( \pi_s \sim \mathcal{G}_{\mu, \nu}^s \) to denote paths drawn from \( \mathcal{G}_{\mu, \nu} \) and \( \mathcal{G}_{\mu, \nu}^s \), respectively, where \( \mathcal{G}_{\mu, \nu}^s \) is same as \( \mathcal{G}_{\mu, \nu} \) except that the state \( s \) is designated as the initial state instead of \( s_0 \). Finally, a bottom strongly connected component (BSCC) of an MC is a set of states such that there is a path from each state to any other state in the set without any outgoing transitions. We denote the set of all BSCCs of the MC \( \mathcal{G}_{\mu, \nu} \) by \( B(\mathcal{G}_{\mu, \nu}) \).

B. Linear Temporal Logic

LTL provides a high-level formalism to specify tasks with temporal properties by placing requirements for infinite paths [1]. LTL specifications consist of nested combinations of Boolean and temporal operators according to the grammar:

\[ \varphi ::= \text{true} \mid a \mid \varphi_1 \land \varphi_2 \mid \neg \varphi \mid (\varphi_1 \lor \varphi_2) \mid a \in \text{AP} \]

The other Boolean operators can be defined via the standard equivalences (e.g., \( \varphi_1 \lor \varphi_2 := \neg(\neg\varphi_1 \land \neg\varphi_2) \), \( \varphi \lor \varphi' := \neg(\neg\varphi \land \neg\varphi') \)). A path \( \pi \) of an SG \( G \) satisfies a LTL specification \( \varphi \), denoted by \( \pi \models \varphi \), if the following recursively hold:

1. If \( \varphi = a \) and \( L(\varphi[0]) = a \) (i.e., \( a \) immediately holds);
2. If \( \varphi = \varphi_1 \land \varphi_2 \) and \( \pi \models \varphi_1 \) and \( \pi \models \varphi_2 \);
3. If \( \varphi = \neg \varphi' \) and \( \pi \not\models \varphi' \);
4. If \( \varphi = \bigcirc \varphi' \) (called next \( \varphi' \)) and \( \pi[1] \models \varphi' \);
5. If \( \varphi = \varphi_1 \bigcup \varphi_2 \) (called \( \varphi_1 \) until \( \varphi_2 \)) and there exists \( t \geq 0 \) such that \( \pi[t] \models \varphi_2 \) and for all \( 0 \leq i < t \), \( \pi[i] \models \varphi_1 \).

Intuitively, the temporal operator \( \bigcirc \varphi \) expresses that \( \varphi \) needs to hold in the next time step, whereas \( \varphi_1 \bigcup \varphi_2 \) specifies that \( \varphi_1 \) needs to hold until \( \varphi_2 \) holds. Other commonly used temporal operators such as eventually \( (\bigcirc) \) and always \( (\square) \) can be derived as:\( \bigcirc \varphi := \text{true} \bigcup \varphi \) (i.e., \( \varphi \) eventually holds) and \( \square \varphi := \neg(\bigcirc \neg \varphi) \) (i.e., \( \varphi \) always holds).

LTL can be used to specify a wide range of robotics tasks such as sequencing, surveillance, persistence, and avoidance. In the following example, we illustrate how a persistence task can be specified as an LTL formula, and we discuss the optimal controller and adversary strategies.

Example 2: Consider a simple persistence task \( \varphi = \bigcirc \square \text{charging} \) in the SG presented in Fig. 1a. The robot controller can ensure that “Charger(Agent-On)” is eventually reached by taking “go down” in “Entrance” persistently. However, the adversary can move the robot to “Workspace”, a state that is not labeled with “charging”, thereby making the probability of satisfying the specification 0. To avoid this, the controller can instead take “go up”, which w.p. 0.1 leads to “Charger(Stuck)”, a trap cell labeled with “charging”, where the specification is guaranteed to be satisfied.

C. Deterministic Parity Automata

Any LTL task can be translated to a DPA that accepts an infinite path satisfying the LTL task [41].

Definition 3: A deterministic parity automaton is a tuple \( A = (Q, q_0, \Sigma, \delta, \kappa, C) \) such that \( Q \) is the finite set of automaton states; \( q_0 \in Q \) is the initial automaton state; \( \Sigma = 2^\kappa \) is a finite alphabet; \( \delta : Q \times \Sigma \mapsto Q \) is the transition function; \( \kappa \) is the number of colors; \( C : Q \times \Sigma \mapsto \{0, \ldots, \kappa-1\} \) is the coloring function. A path \( \pi \) of \( G \) induces an execution \( \rho_\pi = \langle q_0, L(\pi[0]) \rangle \langle q_1, L(\pi[1]) \rangle \ldots \) such that for all \( t \geq 0 \), \( \delta(q_t, L(\pi[t])) = q_{t+1} \). Let \( \text{Inf}(\rho_\pi) \) denote the set of the transitions \( \langle q, l \rangle \in Q \times \Sigma \) made infinitely often by \( \rho_\pi \); then, a path \( \pi \) is accepted by a DPA if \( \max(C(\langle q, l \rangle) | \langle q, l \rangle \in \text{Inf}(\rho_\pi)) = \text{an odd number} \).

For a given LTL task \( \varphi \), we use \( \mathcal{A}_\varphi \) to denote a DPA derived from \( \varphi \). DPAs provide a systematic way to evaluate the satisfaction of any LTL specification, which can be expressed by the satisfaction of the parity condition of a constructed DPA. The parity condition is satisfied simply when the largest color among the colors repeatedly visited is an odd number. This provides a natural framework to reason about LTL tasks in SGs; the controller tries to visit the states triggering the odd-colored transitions as often as possible, while the adversary tries to do the opposite (i.e., even-colored transitions).

Example 3: Fig. 1b shows a DPA derived from the LTL formula \( \varphi = (\bigcirc \text{working} \land \square \text{charging}) \lor \square \text{charging} \).
The executions visiting $q_0$ and $q_1$ infinitely many times make the inter-state transitions colored with 2 infinitely many times. Since 2 is an even number and the largest color in this DPA, regarding how many times the transitions colored with 1 or 0 are made, these executions would not be accepted. Therefore, any accepting execution, after some finite time steps, must stay forever in either $q_0$ or $q_1$. The executions staying in $q_0$ are accepting only if they receive the label \{charging, working\} infinitely many times and the label \{\} finitely many times, hence satisfying $\Diamond \Box$working $\land \Box$charging. In addition, the accepting executions staying in $q_0$ receive the labels \{charging\} or \{charging, working\}, thus satisfying $\Diamond \Box$charging.

D. Problem Statement

We can now formalize the problem considered in this work. **Problem 1:** For a given LTL task specification $\varphi$ and an SG $G$ where the transition probabilities are completely unknown, design a model-free RL approach to learn an optimal controller strategy under which the given LTL tasks are performed successfully with the highest probability in the worst case (i.e., against an optimal adversary).

We consider control strategies maximizing the worst-case performance, in order to provide robust performance guarantees against unpredictable and potentially adversarial environmental behaviors. When the environment does not act as an optimal adversary, the learned controller strategy can exhibit an even higher probability of successfully performing the task. On the other hand, while there may exist superior controller strategies against a suboptimal adversary, the tradeoff is that adopting such strategies could lead to even zero satisfaction probability as soon as the adversary becomes optimal. Therefore, considering the worst-case scenario may be necessary, especially in the context of safety-critical systems.

Formally, our objective is to learn a controller strategy $\mu_{\varphi}$ for the SG $G$ such that under $\mu_{\varphi}$, the probability that a path $\pi$ satisfies the LTL specification $\varphi$ of the given task is maximized in the worst case; i.e.,

$$\mu_{\varphi} := \arg \max_{\mu} \min_{\nu} \Pr_{\pi \sim G_{\mu, \nu}} \{ \pi \mid \pi \models \varphi \}$$

where $\mu$ and $\nu$ are finite-memory controller and adversarial strategies from Definition 2, and $\Pr_{\pi \sim G_{\mu, \nu}} \{ \pi \mid \pi \models \varphi \}$ denotes the probability that a path drawn from $G_{\mu, \nu}$ satisfies $\varphi$.

Model-free RL algorithms such as minimax-Q [42] require a discount factor, which can be considered as the probability of continuing the game, and a reward function providing a scalar reward after each transition for guidance, and therefore cannot learn directly from the LTL specifications. Hence, we solve Problem 1 by crafting rewards and discount factors from the given LTL specification in a way that a model-free RL algorithm can efficiently learn an optimal strategy from (1) by maximizing the minimum expected value of the return, which is the sum of the discounted rewards.
III. REDUCTION FROM LTL SPECIFICATIONS TO REWARD RETURNS

In this section, we introduce a reduction from Problem 1 to the problem of learning a controller strategy maximizing the worst-case return. We start by constructing a product game by composing the given SG with the DPA derived from the given LTL specification of the desired task. We then introduce novel rewards and discount factors for each set in the acceptance condition of the DPA, and show that for any memoryless strategy pair, the expected sum of the discounted rewards approaches the probability of satisfying the parity condition as rewards approach zero.

A. Product Game Construction

By constructing a product game, the problem of learning an optimal controller strategy for an LTL task \( \varphi \) in an SG \( G \) is reduced to meeting the parity condition of the derived DPA \( A_\varphi \).

Definition 4: A product game of an SG \( G \) and a DPA \( A_\varphi \) is a tuple \( G^x=(S^x, S^x_\mu, S^x_\nu, s_0^x, A^x, P^x, \kappa, C^x) \) where \( S^x=S\times Q \) is the set of product states; \( S^x_\mu=S_\mu\times Q \) and \( S^x_\nu=S_\nu\times Q \) are the controller and adversary product states respectively; \( s_0^x=(s_0, q_0) \) is the initial state; \( A^x=A \times (s,q)=A(s) \) for all \( s\in S, q\in Q \). \( P^x:S^x\times A^x\times S^x\times\to\{0,1\} \) is the probabilistic transition function such that

\[
P^x((s,q),a,(s',q')) = \begin{cases} 
    P(s,a,s') & \text{if } q'=\delta(q, L(s)), \\
    0 & \text{otherwise;}
\end{cases}
\]

and \( C^x:S^x\to\{0,\ldots,\kappa-1\} \) is the product coloring function such that \( C^x((s,q))=C(q, L(s)) \). A path \( \pi^x = (s_0^x, q_0^x); s_1^x, q_1^x; \ldots \) in a product game meets the parity condition if it holds that

\[
\varphi^x := \max \{ C^x(s^x) \mid s^x \in \text{Inf}^x(\pi^x) \} \text{ is odd},
\]

where \( \text{Inf}^x(\pi^x) \) is the set of product states visited infinitely many times by \( \pi^x \).

The product game \( G^x \) effectively captures this synchronous execution of the SG \( G \) and the DPA \( A_\varphi \): they start in the initial states, and whenever \( G \) moves to a state, \( A_\varphi \) consumes the label of the state and makes a transition. For example, when \( G \) is in state \( s \) and \( A_\varphi \) is in \( q \), the product game \( G^x \) is in \( \langle s, q \rangle \). If \( G \) moves to \( s' \), \( A_\varphi \) moves to the state \( q'=\delta(q, L(s')) \), represented by the product game transition from \( \langle s, q \rangle \) to \( \langle s', q' \rangle \). This implies a one-to-one mapping between the paths of \( G \) and \( G^x \).

Lemma 1: For a given SG \( G \), a DPA \( A_\varphi \) and their product game \( G^x \), let \( \pi = s_0^x s_1^x \ldots \) be a path in \( G \) and \( \pi^x = (s_0^x, q_0^x); s_1^x, q_1^x; \ldots \) be the corresponding path in \( G^x \). Then,

\[
(\pi^x \models \varphi^x) \iff (\pi \models \varphi).
\]

Proof: It holds from the definition of SGs, as the DPA \( A_\varphi \) makes a transition colored with \( k \) if and only if a product state \( \langle s, q \rangle \) colored with \( k \) is visited in the product game \( G^x \).

A strategy in \( G^x \) induces a finite-memory strategy in \( G \) where the states of \( A_\varphi \) act as the modes governed by the transition function of \( A_\varphi \). To illustrate this, let \( \mu^x \) denote a pure memoryless strategy in \( G^x \) and \( \mu \) denote its induced strategy in \( G \). While \( \mu \) is operating in mode \( m \) corresponding to the DPA state \( q \), if a state \( s \) is visited in \( G \), \( \mu \) changes its mode from \( m \) to \( m' \), corresponding to the DPA state \( q'=\delta(q, L(s')) \); as a result, \( \mu \) chooses the action that \( \mu^x \) selects in \( \langle s', q' \rangle \).

Hence, from Lemma 1, the probability of satisfying the parity condition \( \varphi^x \) under a strategy pair \( (\mu^x, \nu^x) \) in the product game \( G^x \) is equal to the probability of satisfying the LTL specification \( \varphi \) in the SG \( G \) under the induced strategy pair \( (\mu, \nu) \); this is formalized in the following lemma.

Lemma 2: For a given strategy pair \( (\mu^x, \nu^x) \) in the product game \( G^x \) and its induced strategy pair \( (\mu, \nu) \) in \( G \), let \( \pi \) and \( \pi^x \) be two pure memoryless paths drawn from the MCs \( G^x_{\mu, \nu} \) and \( G^x_{\mu^x, \nu^x} \) respectively. Then,

\[
Pr \{ \pi \mid \pi^x \models \varphi \} = Pr \{ \pi^x \mid \pi^x \models \varphi^x \}.
\]

Proof: Follows from Lemma 1, since there is a one-to-one mapping between the paths of \( G^x_{\mu, \nu} \) and \( G^x_{\mu^x, \nu^x} \). ■

Example 4: Fig. 1c presents the product game \( G^x \) obtained from the SG \( G \) in Fig. 1a and the DPA \( A_\varphi \) of the LTL task \( \varphi \) in Fig.1b. In \( G \), if the adversary follows a pure memoryless strategy, the controller can almost surely win the game in the sense that \( \varphi \) is satisfied by taking “go down” in “Entrance”. This eventually leads to “Charger(Agent-On)”, from which \( G \) can alternate either between “Charger(Agent-On)” and “Workspace” (satisfying \( \Diamond\Box\text{working} \land \Box\Diamond\text{charging} \)), or between “Charger(Agent-On)” and “Charger(Agent-Off)” (satisfying \( \Diamond\neg\text{charging} \)); thus, \( \varphi \) is satisfied. However, the adversary can win in the \( G^x \) by following a pure memoryless strategy that chooses “turn off” in “Charger(Agent-On), \( q_0 \)”, and “move” in “Charger(Agent-On), \( q_1 \)” as in this case, the largest color in the obtained infinite cycle “Charger(Agent-On), \( q_0 \)” \( \rightarrow \) “Charger(Agent-Off), \( q_0 \)” \( \rightarrow \) “Charger(Agent-On), \( q_1 \)” \( \rightarrow \) “Workspace, \( q_1 \)” \( \rightarrow \) “Charger(Agent-On), \( q_0 \)” \( \rightarrow \ldots \) is 2 (even). This pure memoryless strategy in \( G^x \) induces a finite-memory strategy in \( G \) that alternates between the modes \( m_0 \) and \( m_1 \), under which “turn off” and “move” are selected in “Charger(Agent-On)” respectively, where \( m_0 \) and \( m_1 \) correspond to the DPA states \( q_0 \) and \( q_1 \).

We use \( Pr_{\mu^x, \nu^x}(s^x \models \varphi^x) \) to denote the probability that a state \( s^x \in S^x \) satisfies the parity condition \( \varphi^x \) under strategies \( (\mu^x, \nu^x) \); i.e.,

\[
Pr_{\mu^x, \nu^x}(s^x \models \varphi^x) := Pr \{ \pi^x \in \Pi_{\mu^x, \nu^x} \mid \pi^x \models \varphi^x \};
\]

here, \( \Pi_{\mu^x, \nu^x} \) denotes the set of all paths of the product MC \( G^x_{\mu^x, \nu^x} \) that is obtained from \( G^x_{\mu^x, \nu^x} \) by assigning \( s^x \) as the initial state. Therefore, from Lemma 2 and the fact that pure memoryless strategies suffice for the parity condition [23], our objective can be revised as learning a pure memoryless strategy defined as

\[
\mu^x_{\varphi^x} := \text{arg max min } Pr_{\mu^x, \nu^x}(s^x_0 \models \varphi^x)
\]

in the product game \( G^x \). The strategy \( \mu^x_{\varphi^x} \) is then used to induce the finite-memory strategy \( \mu_{\varphi} \) from (1) in the initial game \( G \).
B. Reduction from Parity to Return

To obtain optimal strategies from (6) via model-free RL, we introduce a reward function \( R^\pi_x : S^x \to [0, 1] \), parameterized by \( x \) as

\[
R^\pi_x(s^x) = \begin{cases} 
\varepsilon - C^\pi(s^x) & \text{if } C^\pi(s^x) \text{ is odd,} \\
0 & \text{if } C^\pi(s^x) \text{ is even,}
\end{cases}
\]

(7)

where \( \kappa \) is the number of colors. The idea behind the rewards is to encourage the agent to repeatedly visit a state colored with an odd number as large as possible by assigning a larger reward to the states with larger odd colors. Further, the rewards are discounted more in the states with larger colors to reflect the parity condition and to keep the return bounded. The parameter \( \varepsilon \) should be sufficiently small so that the effect of finitely visited states on the return becomes negligible.

We slightly extend the definition of the return of a suffix of a path \( π^x[t] \), denoted by \( G^\pi_x(π^x[t]) \), for state-dependent discount factors as

\[
G^\pi_x(π^x[t]) := \sum_{i=t}^{\infty} \prod_{j=0}^{i-1} \gamma^\pi_x(π^x[j]) R^\pi_x(π^x[i]).
\]

(9)

Now, the return of the entire path is simply \( G^\pi_x(π^x) := G^\pi_x(π^x[0]) \). We further use \( v^\pi_{μ,ν}(s^x) \) to denote the expected return of the paths starting from a state \( s^x \) under a strategy pair \((μ^x, ν^x)\), which is formally defined as

\[
v^\pi_{μ,ν}(s^x) := \mathbb{E}_{π^x \sim G^\pi_{μ,ν}} \left[ G^\pi_x(π^x) \right].
\]

(10)

We now establish a connection similar to the Blackwell optimality [43] between the values and satisfaction probabilities, and show that as \( x \) approaches 0, the value of each state approaches the probability of satisfying \( φ \) starting from that state.

Theorem 1: For a given product game \( G^x \) and a pure memoryless strategy pair \((μ^x, ν^x)\), it holds for any \( s^x \in S^x \) that

\[
\lim_{x \to 0^+} v^x_{μ^x,ν^x}(s^x) = Pr_{μ^x,ν^x}(s^x = \varphi^x).
\]

(11)

Before proving Theorem 1, we provide several lemmas. Throughout this section, \((μ^x, ν^x)\) denotes an arbitrary but fixed strategy pair in a given product game \( G^x \); and we omit the subscripts from \( \mathbb{E}_{π^x \sim G^x}, Pr_{μ^x,ν^x}, v^x_{μ^x,ν^x} \) and use \( \mathbb{E}, Pr, v^x \) instead to simplify our notation.

We first establish bounds on the returns of the paths of \( G^x \). In the following lemma, the first inequality (12) states that the returns and thereby the values are always between 0 and 1. The second inequality (13) states that changing the color of a state on a path to a larger odd number increases the return of the path. Similarly, the third inequality (14) states that changing the color to a larger even number decreases the return.

Lemma 3: For a given product game \( G^x \), the following hold for any path \( π^x \) and any time step \( t \geq 0 \):

\[
0 \leq G^x_ε(π^x[t]) \leq 1, \quad G^x_ε(π^x[t]) \leq ε - k + (1 - ε - k)G^x_ε(π^x[t+1:]), \quad G^x_ε(π^x[t]) \geq (1 - ε - k)G^x_ε(π^x[t+1:]),
\]

(12)

(13)

(14)

where \( k = \min(\kappa, C^\pi(π^x[t]) + 1) \).

Proof: The lower bound in (12) holds since there is no negative reward. Now, assume that we can change the colors of the states at each time step. In this case, the maximum return can be obtained by assigning the same odd color to all the states, which results in a return \( ε_π{k} + (1 - ε - k)(1 - ε - k)^2 + \cdots = 1 \), concluding the upper bound in (12) holds. By definition, for a given color \( k' \), the return can be written recursively as

\[
G^x_ε(π^x[t]) := \begin{cases} 
(ε_π{k'} + (1 - ε - k')G^x_ε(π^x[t+1:])) & \text{if } k' \text{ is odd,} \\
(1 - ε - k')G^x_ε(π^x[t+1:]) & \text{if } k' \text{ is even.}
\end{cases}
\]

(15)

From (15), (12), and \( ε \in (0, 1) \), we obtain (13) and (14) as:

\[
G^x_ε(π^x[t]) \leq ε_π{k'} + (1 - ε - k')G^x_ε(π^x[t+1:]) \\
\leq ε_π{k'}(1 - G^x_ε(π^x[t+1:])) + G^x_ε(π^x[t+1:]) \\
= ε_π{k'}G^x_ε(π^x[t+1:]) \\
\geq (1 - ε - k')G^x_ε(π^x[t+1:]),
\]

(16)

(17)

since \( k' < k \).

The parity condition of a product game is defined over the recurrent states, i.e., the states that are visited infinitely many times, in a product game. In the MC induced by a strategy pair, a state is recurrent if and only if it belongs to a BSCC of the MC as the paths almost surely reach a BSCC and visit its states infinitely often. If the largest color among the colors of the states in a BSCC is an odd number, the BSCC is called accepting as all the paths reaching the BSCC satisfy the parity condition. Similarly, if the largest color is an even number, then the BSCC is called rejecting. Thus, the probability of satisfying the parity condition can be obtained by computing the probability of reaching an accepting BSCC (see the proofs provided for the Rabin condition in [1]).

In the following lemma, we show that the values of the states in a BSCC approach 1 if the BSCC is accepting and 0 otherwise. Using this lemma, we then prove Theorem 1 by showing that the values approach the probability of reaching accepting BSCCs.

Lemma 4: For a BSCC \( π^x \in B(G^x_{μ^x,ν^x}) \), and for all \( s^x \in \mathbb{V}^x \), it holds that

\[
\lim_{x \to 0^+} v^x_{μ^x,ν^x}(s^x) = \begin{cases} 
1 & \text{if } \mathbb{V}^x \text{ is accepting,} \\
0 & \text{if } \mathbb{V}^x \text{ is rejecting.}
\end{cases}
\]

(18)

Proof: To simplify our notation, for a BSCC \( \mathbb{V}^x \in B(G^x_{μ^x,ν^x}) \), we let \( k_{\mathbb{V}^x} \) denote the largest color among the colors of the states in \( \mathbb{V}^x \); i.e.,

\[
k_{\mathbb{V}^x} := \max\{C^x(s^x) \mid s^x \in \mathbb{V}^x\},
\]

(19)

and we let \( r_{\mathbb{V}^x} \) denote \( ε_π{k_{\mathbb{V}^x}} \).

We first consider the case where \( k_{\mathbb{V}^x} \) is an odd number; i.e., \( \mathbb{V}^x \) is accepting. Let \( s^x \in \mathbb{V}^x \) be a state colored with \( k_{\mathbb{V}^x} \). As \( \mathbb{V}^x \) is a BSCC, a path \( π^x_{s^x} \), starting from \( s^x \), almost surely visits \( s^x \), and the other states in \( \mathbb{V}^x \) infinitely many times. By Lemma 3, we can obtain a lower bound on \( v^x_ε(s^x) \), the expected value of the return of \( π^x_{s^x} \), by replacing the colors...
of the states other than $s^*_k$ by $k_{V^x} - 1$. Let $N$ be the number of time steps between two consecutive visits to $s^*_k$; then,
\[
v^*_V(s^*_k) \geq r_{V^x} + (1 - r_{V^x})(1 - \varepsilon r_{V^x})^n v^*_V(s^*_k),
\]
where $n := \mathbb{E}[N]$. From this inequality and the fact that $v^*_V(s^*_k)$, $r_{V^x}$, and $\varepsilon$ are all between 0 and 1, we further obtain
\[
v^*_V(s^*_k) \geq \frac{r_{V^x}}{1 - (1 - r_{V^x})(1 - \varepsilon r_{V^x})^n} \geq \frac{r_{V^x}}{1 - (1 - r_{V^x})(1 - n r_{V^x})} = 1 - n \varepsilon(1 - r_{V^x}).
\]

As $\varepsilon$ goes to 0, $n \varepsilon(1 - r_{V^x})$ goes to 0 as well, which makes $v^*_V(s^*_k)$ go to 1.

Furthermore, we can derive a lower bound on the value of any state $s^* \in V^x$ in a similar way
\[
v^*_V(s^*) \geq (1 - \varepsilon r_{V^x})^{n'} v^*_V(s^*_k)
\]
where $n'$ is the expected number of time steps between leaving $s^*$ and reaching $s^*_k$. Since $n'$ is a constant, $(1 - \varepsilon r_{V^x})^{n'}$ along with $v^*_V(s^*_k)$ goes to 1 as $\varepsilon$ goes to 0, making $v^*_V(s^*)$ goes to 1. Thus, since the lower bounds go to 1 when $\varepsilon \to 0^+$ and the values are bounded above by 1 due to (12), we have that (18) holds when $V^x$ is accepting.

We now consider the case where $k_{V^x}$ is an even number (i.e., $V^x$ is rejecting). Similarly to the previous case, from Lemma 3, we obtain the following upper bound by changing the colors of the states other than $s^*_k$ with $k_{V^x} - 1 - i.e.,$
\[
v^*_V(s^*_k) \leq (1 - r_{V^x})^N \mathbb{E}\left[1 - (1 - \varepsilon r_{V^x})^N \right]
\]
where $N$ is defined as in the previous case. Again, from Jensen’s inequality, the Markov property, and the fact that $1 - \varepsilon r_{V^x}$ and $1 - r_{V^x}$ are both between 0 and 1, we obtain that
\[
v^*_V(s^*_k) \leq 1 - (1 - \varepsilon r_{V^x})^N + (1 - r_{V^x}) v^*_V(s^*_k),
\]
where $n'$ is expected value of $N$. Hence, it holds that
\[
v^*_V(s^*_k) \leq \frac{1 - (1 - \varepsilon r_{V^x})^N}{r_{V^x}} \leq \frac{n \varepsilon r_{V^x}}{n \varepsilon r_{V^x}} = n \varepsilon.
\]
Using this inequality, we obtain the upper bound
\[
v^*_V(s^*) \leq (1 - \varepsilon r_{V^x})^{n'} + v^*_V(s^*_k) \leq (1 - \varepsilon r_{V^x})^{n'} + n \varepsilon,
\]
on any state $s^* \in V^x$ where $n'$ is defined as in the previous case. Since $n$ and $n'$ are constant, this upper bound goes to 0 as $\varepsilon$ goes to 0, which, by (12), concludes the proof.

With the above results, we now prove Theorem 1.

**Proof:** [Theorem 1] The probability that the parity condition is satisfied from a state $s^* \in S^x$, denoted by $Pr(s^* = s^*)$, is equivalent to the probability that a path $\pi^{x}_{s^*}$, which starts in $s^*$, reaches an accepting BSCC. Let $U^x_k$ and $U^x_k$ denote the union of all the states belonging to accepting and rejecting BSCCs respectively; then we can express the value as
\[
v^*_V(s^*) = \mathbb{E}\left[G^x_{\varepsilon}(\pi^{x}_{s^*}) \mid \pi^{x}_{s^*} \models \varphi(s^*)\right] + \mathbb{E}\left[G^x_{\varepsilon}(\pi^{x}_{s^*}) \mid \pi^{x}_{s^*} \not\models \varphi(s^*)\right].
\]

Let $m_+$ denote the expected number of time steps until an accepting BSCC is reached. Using Lemma 3, we can obtain a lower bound on the value by changing the colors of all transient states to the largest even number; i.e.,
\[
v^*_V(s^*) \geq (1 - \varepsilon)^m v^*_V(U^x_m)^{Pr(s^* = \varphi(s^*)},
\]
where $v^*_V(U^x_m) := \min_{s \in U^x_m} v^*_V(s^*)$. From Lemma 4, this lower bound goes to $Pr(s^* = \varphi(s^*))$ as $\varepsilon$ goes to 0.

Similarly, let $m_-$ denote the expected number of time steps until a rejecting BSCC is reached. As changing the colors of all transient states to the largest odd number increases the return due to Lemma 3, the following upper bound on the value
\[
v^*_V(s^*) \leq (1 - \varepsilon)^m - v^*_V(U^x_m)^{Pr(s^* = \varphi(s^*)) + Pr(s^* = \varphi(s^*))}
\]
holds, where $v^*_V(U^x_m) := \max_{s \in U^x_m} v^*_V(s^*)$; this bound goes to 0 as $\varepsilon$ goes to 0 due to Lemma 4.

Since both the lower bound (27) and the upper bound (28) go to $Pr(s^* = \varphi(s^*))$ as $\varepsilon \to 0^+$, it follows that $v^*_V(s^*)$ goes to $Pr(s^* = \varphi(s^*))$ as $\varepsilon \to 0^+$, concluding the proof.

**IV. Lazy Color Generation**

In this section, we introduce a framework that efficiently uses the rewards and discount factors established in the previous section to learn optimal strategies. For a given number of colors $\kappa$, the functions in (7) and (8) provide $\kappa$ distinct rewards and discount factors. Larger discount factors are used in the states with smaller colors so that visiting such states affects the return less than the ones with larger colors. However, if $\kappa$ is large, the discount factors could be too large for the smaller colors. For example, for $\varepsilon = 0.01$ and $\kappa = 7$, the discount factor for the color 0 is very close to 1 (i.e., $1 - 10^{-14}$) and thus would extremely slow down learning convergence.

To address this problem, we modify the design of the product game; we start with a product game having only a single color and increase the number of colors only when a new color is needed. The key idea is that if the large colors are not necessary to learn an optimal strategy, then there is no need to specify distinct reward and discount factors for them; thus, smaller discount factors can be also used for small colors.

**Definition 5:** A multilevel product game (MPG) $G^*$ is a tuple $G^* = (\kappa, S^*, (S^*_{\mu}, S^*_\nu), s^*_0, A^*, P^*, R^*, \gamma^*)$ where $\kappa$ is the number of colors (levels) and $[\kappa] := \{1, \ldots, \kappa\}$; $S^* = S^* \times [\kappa]$ is the set of multilevel product states; $S^*_\mu = S^*_{\mu} \times [\kappa]$ and $S^*_\nu = S^*_{\nu} \times [\kappa]$ are the controller and adversary multilevel product states respectively; $s^*_0 = (s^*_0, 1)$ is the initial state; $A^* = A^* \times [\kappa]$ is the set of actions; $P^* : S^* \times A^* \times S^* \to [0, 1]$ is the probabilistic transition function...
such that $P^*(s^x, a^*, (s^x', r')) :=$

$$P^*(s^x, a^*, s^x') := \begin{cases} 
\tau_x & \text{if } k' > \overline{k} \text{ and } C^x(s^x) = \overline{k}' - 1, \\
1 - \tau_x & \text{if } k' = \overline{k} \text{ and } C^x(s^x) \geq \overline{k}, \\
1 & \text{if } k' = \overline{k} \text{ and } C^x(s^x) < \overline{k}, \\
0 & \text{otherwise}; 
\end{cases} \quad (29)$$

where $\tau_x$ is a function of $\varepsilon$ satisfying $\lim_{\varepsilon \to 0^+} \frac{\varepsilon}{\tau_x} = 0$ and $R^* : S^* \mapsto [0, 1]$ and $\gamma^* : S^* \mapsto [0, 1]$ are the reward and discount functions respectively such that

$$R^*_x(s^x, \overline{k}) := \begin{cases} 
\varepsilon^{\overline{k} - C^x((s^x, \overline{k}))} & \text{if } C^x((s^x, \overline{k})) \text{ is odd}, \\
0 & \text{if } C^x((s^x, \overline{k})) \text{ is even}, 
\end{cases}$$

$$\gamma^*_x(s^x, \overline{k}) := 1 - \varepsilon^{\overline{k} - C^x((s^x, \overline{k}))}, \quad (30)$$

where $C^x((s^x, \overline{k})) := \min\{C^x(s^x), \overline{k} - 1\}$.

The MPG $G^*$ of a product game $G^x$ has a copy of $G^x$ for each level $\overline{k} \in \{1, \ldots, \kappa\}$. In the $\overline{k}$-th level, the reward and discount factors are specified as if $\overline{k}$ is the total number of colors and $\overline{k} - 1$ is the largest color; thus, the colors greater than $\overline{k} - 1$ in the $\overline{k}$-th level copy of $G^x$ are truncated to $\overline{k} - 1$. This results in smaller discount factors and larger rewards for lower levels, thereby speeding up learning.

In addition, as long as the colors of the states visited infinitely often are less than $\overline{k}$ in the $\overline{k}$-th level, the return of a path approaches the probability of satisfying the parity condition as $\varepsilon$ goes to 0. This is because the effect of the states visited only for a finite number of times on the return vanishes as $\varepsilon$ goes to 0, as shown in the proof of Theorem 1. Therefore, truncating the larger colors to $\overline{k} - 1$ does not change the return in the limit. However, this does not hold if a state with a color $k \geq \overline{k}$ is visited infinitely often as it might alter the satisfaction of the parity condition. In such cases, a transition to the $(k+1)$-th level needs to be made to reflect the parity condition.

The main challenge here is that since the transition model of the initial SG $G$ (and thus $G^x$ and $G^*$) is unknown, it is not possible to determine in advance whether a state with a color $k \geq \overline{k}$ is visited infinitely often under a strategy pair. Consequently, our key idea is to allow for probabilistic transitions between levels so that repeated visits can lead to upper levels. Specifically, the transitions of the multilevel game $G^*$ are constructed in (29) in a way that it is impossible to make a transition from the $\overline{k}$-th level to the $\overline{k}'$-th level if $\overline{k}' < \overline{k}$, and a transition from a state $s^x$ in the $\overline{k}$-th level to the $\overline{k}'$-th level can happen w.p. $\tau_x$ (i.e., stays in the same level w.p. $1 - \tau_x$) only if $\overline{k}' > \overline{k}$ and $C^x(s^x) = \overline{k}'$. Such probabilistic transitions ensure that repeatedly visiting a state with a color $k \geq \overline{k}$ in the $\overline{k}$-th level almost surely results in a transition to the level where the color $k$ is the largest color.

This captures our goal that, in order to accelerate learning, the larger colors in the parity condition should be considered only when needed. If the first $\overline{k}$ colors are sufficient to reflect the parity condition for the strategies being followed, $G^*$ stays in the $\overline{k}$-th level and uses only $\overline{k}$ distinct rewards and discount factors; and if they are not, $G^*$ eventually moves to an upper level where more colors are considered to provide a sufficient number of distinct rewards and discount factors. However, the transitions to the lower levels are not allowed to avoid redundant circular transitions between the levels as they can possibly distort the returns.

Now, any pure memoryless strategy pair $(\mu^*, \nu^*)$ in the MPG $G^*$ of a product game $G^x$ induces a finite-memory strategy pair $(\mu^*, \nu^*)$ in $G^x$, where the levels of $G^*$ act as modes; i.e., whenever $G^*$ transitions to an upper level, the strategies $\mu^*$ and $\nu^*$ switch to the corresponding mode. Hence, we below capture the result that enables the use of MPGs; we show that under a strategy pair, the values of the states in $G^*$ approach the probability of satisfying the parity condition in $G^x$ as $\varepsilon$ goes to 0.

**Theorem 2:** For the MPG $G^*$ of a product game $G^x$, let $(\mu^*, \nu^*)$ be an arbitrary pure memoryless strategy pair in $G^*$ and let $(\mu^*, \nu^*)$ be its induced strategy pair in $G^x$. Then, it holds that

$$\lim_{\varepsilon \to 0^+} \nu^*_{\varepsilon, \mu^*, \nu^*}(s^x, \overline{k}) = P_{\mu^*, \nu^*}^x(s^x \models \varphi^x) \quad (31)$$

for any $s^x \in S^x$ and $\overline{k} \in \{1, \ldots, \kappa\}$.

**Proof:** A BSCC of the induced MC $G^*_{\mu^*, \nu^*}$ cannot contain states belonging to the different levels since transitions from an upper level to a lower level are not permitted. Moreover, a BSCC in the $\overline{k}$-th level cannot have a state whose color is greater than or equal to $\overline{k}$ because otherwise a transition to an upper level eventually happens, conflicting with the BSSC definition. This means that none of the colors in a BSCC is truncated, i.e., there is a distinct reward and a discount factor for each color. Thus, from Lemma 4, all the values in a BSCC approach either 1 or 0 depending on whether the BSSC is accepting or rejecting.

We can now complete the proof by following the same steps as in the proof of Theorem 1. The only difference is that the number of steps before reaching a BSCC might depend on the parameter $\varepsilon$ and $\kappa$ in $G^*_{\mu^*, \nu^*}$. However, since $\tau_x$ approaches 0 slower than $\varepsilon$, both $(1 - \varepsilon)^{n_{\mu^*, \nu^*} + \tau_x}$ and $(1 - \varepsilon)^{n_{\mu^*, \nu^*} - \tau_x}$ go to 1 as $\varepsilon$ goes to 0, the same results hold.

In the MPGs, the probability of transitioning to an upper level is controlled by the parameter $\tau_x$ (see (29)). A smaller $\tau_x$ encourages the controller and the adversary to learn optimal strategies utilizing a fewer number of colors. For many SGs for which such optimal strategies exist, this can result in faster convergence since the discount factors to be used are smaller, as we demonstrate in our case studies. In addition, the space complexity of the MPGs is only linear in the total number of colors, and any model-free RL algorithm is guaranteed to converge to an optimal controller strategy maximizing the minimum satisfaction probability for a sufficiently small $\varepsilon$, as formalized below.

**Theorem 3:** For the MPG $G^*$ constructed from the product game $G^*$ of a given SG $G$ and a given LTL specification $\varphi$, there exists $\varepsilon' > 0$ such that for any $\varepsilon \in (0, \varepsilon']$, a model-free RL algorithm, such as minimax-Q, converges to a pure memoryless controller strategy $\mu^*$ in $G^*$, and its induced strategy $\mu^*$ maximizes the minimum probability of satisfying $\varphi$ in $G - i.e., \mu^*$ satisfies (1).

**Proof:** Since there are only finitely many different pure memoryless strategies that can be followed in an MPG, the
Hence, from Theorem 2, for the MPG \( G \) takes as input an LTL formula \( \varphi \) and constructs an \( \rho \)-strategy pairs are either differences between the satisfaction probabilities for different strategies or greater than for some \( \rho \). Let us assume that the MAP \( G \) and an LTL task \( \varphi \), there exists \( \varepsilon' > 0 \) such that for all \( \varepsilon \in (0, \varepsilon') \), it holds that
\[
\forall \varepsilon', \mu', \nu', \left( (s^x, \bar{r}) \right) > \nu_2 \mu_1, \nu_2' \left( (s^x, \bar{r}) \right) \iff \Pr(\mu_1, \nu_1 (s^x) = \varphi^x) > \Pr(\mu_2, \nu_2 (s^x) = \varphi^x) \tag{32}
\]
for any two pure memoryless strategy pairs \( (\mu_1, \nu_1) \) and \( (\mu_2, \nu_2) \) in \( G \) and their induced strategy pairs \( (\mu_1', \nu_1) \) and \( (\mu_2', \nu_2) \) in \( G^o \).

As a result, a memoryless controller strategy \( \mu^o \) maximizing the minimum expected return in \( G^o \) induces a finite-memory strategy \( \mu^o \) maximizing the minimum probability of satisfying the parity condition in \( G^o \). Additionally, from Lemmas 1 and 2, \( \mu^o \) further induces a finite-memory strategy \( \mu^o \) in \( G \) that maximizes the probability of satisfying \( \varphi \) in the worst case. Finally, since all the discount factors are strictly less than 1 and all the rewards are Markovian, under regular conditions on the learning rate and the exploration strategy, a model-free RL algorithm such as minimax-Q [42] is guaranteed to converge to such optimal strategies. We note that using state-dependent discount factors does not violate the convergence conditions of minimax-Q. The largest discount factor in (30), i.e., \( (1-\kappa^{-1}) < 1 \), can be used as the contraction index in the convergence proofs (e.g., see [44], [45]).

Our result also suggests a PAC algorithm based on the minimum transition probability as discussed in [46]. However, the convergence rate of such an algorithm could be arbitrarily slow depending on the minimum transition probability in the stochastic game. In cases where multiple optimal controller strategies exist, the converged strategies tend to satisfy the specifications as quickly as possible due to discounting.

The overall approach is summarized in Algorithm 1, which takes as input an LTL formula \( \varphi \), an SG \( G \) and a parameter \( \varepsilon \).

| Algorithm 1 | Model-free RL for LTL tasks. |
|---|---|
| **Input:** | LTL formula \( \varphi \), unknown SG \( G \), parameter \( \varepsilon \) |
| **Output:** | optimal controller strategy \( \mu \) |
| **Translate** \( \varphi \) to a DPA \( A_\varphi \) |
| **Construct a product game** \( G \odot \) by composing \( G \) and \( A_\varphi \) |
| **Construct the MPG** \( G^o \) from \( G \odot \) |
| **Initialize** \( Q(s^x, \alpha) \) for each state \( s^x \) and action \( \alpha \) |
| for \( i = 0 \) to \( T - 1 \) do \# for each episode |
| for \( t = 0 \) to \( T - 1 \) do \# for each time step |
| Derive an \( \varepsilon \)-greedy strategy pair \( (\mu^\varepsilon, \nu^\varepsilon) \) from \( Q \) |
| Take the action \( \alpha \) from \( \mu^\varepsilon(s^x) \) |
| Observe the next state \( s^x_{i+1} \) |
| \( Q(s^x_i, \alpha) \leftarrow (1 - \alpha_{i,t}) Q(s^x_i, \alpha) + \alpha_{i,t} R^x(s^x) \) |
| end for |
| end for |
| Derive a greedy controller strategy \( \mu^\varepsilon \) from \( Q \) |
| Obtain the induced controller strategy \( \mu_\varphi \) for \( G \) from \( \mu^\varepsilon \) from \( Q \) |

The algorithm first translates \( \varphi \) into a DPA \( A_\varphi \) and composes it with \( G \) to construct the product game \( G^o \). Then, it obtains the MPG \( G^o \) of \( G^o \). Since \( G \) is unknown, the transition probabilities and the graph topologies of \( G \), \( G^o \), and \( G^o \) are unknown.

In each episode, Algorithm 1 starts in the initial state and follows a \( \varepsilon \)-greedy strategy pair, under which a random action is taken w.p. \( \varepsilon \) and a greedy action is taken w.p. \( 1 - \varepsilon \). At each time step \( t \), after taking an action \( \alpha \), the next state \( s^x_{i+1} \) is observed and \( Q(s^x_i, \alpha) \) is updated according to the minimax-Q algorithm [42] using a properly decreasing learning rate \( \alpha_{i,t} \). Each episode terminates after \( T \) time steps, and after \( T \) episodes, a greedy controller strategy is derived from the Q-values, then used to induce the controller strategy for \( G \).

V. Three-Color Approximation

In this section, we provide a modified version of the MPGs for the scenarios where the controller can learn optimal strategies by eventually focusing only on a single odd color. The idea here is that controller nondeterministically decides to focus on an odd color \( k \), and once the controller decides, the colors smaller than \( k \) are replaced with the color 0, the colors larger than \( k \) are replaced with the color 2, and finally, the color \( k \) is replaced with the color 1. This results in three distinct reward and discount factors regardless of the actual number of colors; thus, improving the convergence rate in the worst case compared to the lazy color generation.

Such an approach, however, may not yield optimal strategies if the adversary can observe and make use of the controller’s decision. Nonetheless, in many scenarios, if the controller carefully chooses when to decide to ensure that, after the decision, the adversary cannot follow a strategy under which a state with a color larger than the focused color is repeatedly visited, the adversary cannot benefit from observing the decision.

To reflect this approach, we modify the MPGs as follows.

**Definition 6:** A *three-color multilevel product game* (TMPG) \( G^o \) of a product game \( G^o \) is a tuple \( G^o = (\kappa, S^o, (S^o_{\mu}, S^o_{\nu}), S^o_0, A^o, P^o, R^o, \gamma^o) \) where \( \kappa \) is the number of colors and \( \kappa_{\text{odd}} := \{ k \in [\kappa] \mid k \text{ is odd} \} \); \( S^o = S^o_{\mu} \times S_{\text{odd}} \) is the set of multilevel product states; \( S^o_{\mu} = S^o_\mu \times \{ 0, 1 \} \) and \( S^o_{\nu} = S^o_\nu \times [\kappa]_{[\text{odd}}} \) are the controller and adversary multilevel product states respectively; \( s^o_0 = (s^o_0, 1) \) is the initial state; \( A^o = A^o \cup \{ \beta_i \mid i > 1 \} \) is the set of actions; \( P^o \) is the probabilistic transition function such that \( P^o((s^x, \bar{r}), (s^x', \bar{r}')) := \begin{cases} P^x((s^x, \alpha^x, s^x') & \text{if } \bar{r} = \bar{r}' \text{ and } \alpha^x \in A^x(s^x), \\ 1 & \text{if } \bar{r} > \bar{r}' \text{ and } \alpha^x = \beta' \text{ and } s^x' = s^x \in S^o_\mu, \\ 0 & \text{otherwise} \end{cases} \tag{33} \)

and \( R^o : S^o \rightarrow [0, 1] \) and \( \gamma^o : S^o \rightarrow [0, 1] \) are the reward and discount functions respectively such that

\[
R^o((s^x, \bar{r})) := \begin{cases} \varepsilon & \text{if } C^x(s^x) = \bar{r}, \\ 0 & \text{otherwise} \end{cases} \tag{34}
\]

and

\[
\gamma^o((s^x, \bar{r})) := \begin{cases} 1 - \varepsilon & \text{if } C^x(s^x) > \bar{r}, \\ \varepsilon^2 & \text{if } C^x(s^x) = \bar{r}, \\ 1 - \varepsilon^3 & \text{if } C^x(s^x) < \bar{r}. \end{cases}
\]
The TMPG $G^\tau$ of the product game contains a copy of the product game $G^x$ for each odd color. The game starts in the first level, and in the $\bar{\nu}$-th level, the controller can nondeterministically take a $\beta_{\bar{\nu}}$ action to transition to the $\bar{\nu}$-th level where $\bar{\nu}$ is an odd number larger than $\bar{\nu}$. In the $\bar{\nu}$-th level, there are three distinct discount factors $1 - \varepsilon, 1 - \varepsilon^2$ and $1 - \varepsilon^3$ for the colors larger than $\bar{\nu}$, the color $\bar{\nu}$, and the colors smaller than $\bar{\nu}$ respectively. The controller’s nondeterministic decision to focus on a particular odd color is represented by taking a $\beta$-action. The restriction in a TMPG is that after focusing on an odd color, the controller can only make a decision to focus on a larger color. This prevents cyclic transitions between the levels of the TMPG.

We now show that the values of the states in a TMPG provide a lower bound for the satisfaction probabilities.

**Theorem 4:** For the TMPG $G^\tau$ of a product game $G^x$, let $(\mu^x, \nu^x)$ be an arbitrary pure memoryless strategy pair in $G^x$ and let $(\mu^\tau, \nu^\tau)$ be its induced strategy pair in $G^\tau$. Then,

$$\lim_{\varepsilon \to 0^+} v^\tau_{\varepsilon, \mu^\tau, \nu^\tau}(s^\tau, \bar{\nu}) \leq Pr_{\mu^\tau, \nu^\tau}(s^\tau \models \varphi^\tau)$$

for any $s^\tau \in S^\tau$ and $\bar{\nu} \in [n]_{\text{o}}$.

**Proof:** Any path under any strategy pair in a TMPG eventually reaches a level where it stays forever because there is no transition from an upper level to a lower level. As $\varepsilon$ goes to 0, the return of a path approaches 1 only if the states with the color $\bar{\nu}$ in the $\bar{\nu}$-th level are visited infinitely many times, and approaches 0 otherwise. This can be easily shown by following similar steps as in the proof of Theorem 1. Since visiting a state colored with an odd number infinitely often while visiting the states with larger colors only finitely many times satisfies the parity condition, the values of the states provide a lower bound for the satisfaction probabilities as $\varepsilon$ goes to 0.

Theorem 4 implies that a controller strategy maximizing the minimum values in a TMPG achieves a lower bound on the satisfaction probabilities against an optimal adversary. This lower bound can be informally described as the probability of reaching a component in the game where the parity condition is satisfied, and the adversary cannot change the largest color among the colors of the states visited infinitely many times.

In many SGs, such components exist and can be almost surely reached, making the lower bound 1, and thus the optimal controller strategy for the TMPG induces a controller strategy in the original SG that is optimal for the given LTL specification as we show in a case study in Section VI.

**VI. CASE STUDIES**

In this section, we illustrate the applicability of our approach in several case studies focused on robot navigation and control of a robotic arm. We consider different LTL tasks, larger grids, continuous state-spaces, continuous action spaces, different levels of stochasticity and adversarial capabilities to evaluate the effectiveness and scalability of the methods. In particular, we compared the performance of our methods with the method from Hahn et al. (2020) [39], which we refer to as the APG (augmented product game) method; specifically, we evaluated our reduction (referred to as PG – product game), lazy color generation (referred to as MPG – multilevel product game), and three-color approximation (referred to as TMPG – three-color multilevel product game) methods. We did not compare with our preliminary methods from [40] as those do not support general LTL formulas.

**A. Robot Navigation**

We start with three path-planning case studies where a robot needs to learn to navigate to perform given tasks in planar environments.

1) **Active Adversaries:** In the first case study, the environments are modeled as grids. In these grids, each cell represents a state, and a robot can move from one cell to a neighbor cell by taking four actions: up, down, right and left. An adversary can observe the actions the robot takes and can act to disturb the movement so that the robot may move in a perpendicular direction of the intended direction.

Specifically, there are four actions the adversary may choose: none, cw, ccw, both; for none, the robot will move in the intended direction w.p. 1; for cw (or ccw), the robot will move in the intended direction w.p. 0.8, and move in the perpendicular direction that is 90\(^\circ\) clockwise (or counterclockwise) w.p. 0.2; for both, the robot will move in any of the perpendicular directions with w.p. 0.1. The robot cannot leave a trap cell and if the robot attempts to move towards an obstacle or a grid edge, the robot does not move and stays in the previous cell.

Fig. 2 captures the considered scenarios. The trap cells are represented as large empty circles, and the obstacles are represented as large circles filled with gray. The labels of the cells (i.e., states) are displayed as encircled letters filled with various colors.

The core navigation task of the robot is to enter the workspace $(w)$ and stay there while repeatedly charging $(c)$ and monitoring the assigned region $(r)$. Alternatively, the robot can go to and stay in a charging station $(c)$. In addition, the robot must always avoid the danger zone $(d)$. This entire task can be formally captured as the LTL formula:

$$\varphi_1 := ((\Box w \land \Box c \land \Box r) \lor \Box c) \land \neg d.$$  (36)

Fig. 2 illustrates the three ways of performing the task considered in this case study:

- (I) reaching and staying in the charging station at $(2, 0)$, which is not in the workspace;
- (II) reaching and staying in the charging station at $(0, 2)$ in the workspace;
- (III) visiting repeatedly the charging station at $(0, 2)$ and the assigned region at $(0, 3)$ without leaving the workspace.

We used Owl [47] to automatically translate LTL specifications into DPAs. The DPA translated from $\varphi_1$ has 4 states, and 5 colors (Fig. 6). The largest colors among the colors of the DPA transitions made infinitely often while performing (I), (II), and (III) are 3, 1, and 3 respectively.

We used minimax-Q [42] to learn the optimal controller strategies. We set $\varepsilon = 0.01$ and $\tau_c = \sqrt{\varepsilon} = 0.1$. During the learning phase, an $e$-greedy strategy was followed, which chooses random actions w.p. $e$ and chooses greedily otherwise.
We initially set $e = 1$ and gradually decrease it to 0.1 to encourage exploration as both the controller and the adversary need to actively search for optimal strategies against each other. We gradually decreased the learning rate $\alpha$ with the number of steps from 0.5 to 0.05. Each episode started in the cell at $(0, 0)$ and terminated after a $T = 10^3$ time steps. We evaluated the performance of the learned controller strategies against the optimal adversary strategies. We formally derived the optimal adversary strategies and the associated minimum satisfaction probabilities from the full specification of the underlying SG using the PRISM model checking tool [48]. The learning curves of the methods for each environment are shown in the second row of Fig. 2 where the probabilities are averaged over 10 simulations.

In the first environment, learning to perform (I) is a simple task as the cell $(2, 0)$ containing the charging station aimed to be reached is a trap cell, and the corresponding color 3 is large (yielding smaller discount factors) relative to the largest color 4. Thus, MPG and TMPG do not have any advantage over PG. However, the performance of MPG and TMPG is not significantly less than the one of PG despite the increased space complexity as shown in Fig. 2a. APG performs poorly compared to these methods as the rewards provided by APG are very sparse.

In the second environment, learning to perform (II) is harder since the corresponding color is 1, resulting in large discount factors. TMPG outperforms the other methods as (II) can be performed by merely focusing on the color 3. The performance of MPG is significantly better than the ones of PG and APG as the task can be performed in the second level. However, the performance is slightly less than TMPG because of the transitions to the upper levels that can happen with a small probability. PG could not converge until $10^9$ steps due to the large discount factors. APG did not converge even with $10^9$ steps as the probability of getting a positive reward is $10^{-8}$.

In the third environment, learning to perform (III) is considerably harder as two cells need to be repeatedly visited without reaching the danger zone in the presence of adversarial actions. The controller must take the action left in the cells $(0, 3), (1, 3),$ and $(2, 3)$ because otherwise, the adversary can eventually pull the robot to the danger zone. MPG significantly outperforms the other methods as shown in Fig. 2c, and PG.

Fig. 2: The environments and the obtained learning curves for the case studies in Sections VI-A.1 and VI-A.2. The shaded regions are the quarter of the standard deviations. The results are smoothed by moving averages for better visualization. In the environments, the encircled letters are labels, the empty circles are trap cells; the filled circles are obstacles, and the arrows are optimal controller actions. The blue, red, green, and black learning curves are for the PG, MPG, TMPG, and APG methods.
is slowly converging. TMPG failed to converge as this task requires two colors, 3 and 1 to be focused, corresponding to (II), and the reaching and staying in the cell (2, 3). If the controller focuses on 3, the adversary can pull the robot to the cell (2, 3), which requires focusing on 1, and if the controller focuses on 1, the adversary can pull the robot out of (2, 3). APG, in this case as well, failed to converge.

Overall, our MPG method outperforms our methods PG and TMPG, as well as the existing method APG for a general LTL task. TMPG performs better than MPG if the task can be performed by focusing on only one color; however, it could perform poorly otherwise. Finally, the existing APG method is significantly outperformed by our methods due to its prohibitively sparse rewards.

2) Continuous Environments: In this case study, the environments are the continuous version of the environments in the first case study. The state space is defined as the continuous (y,x)-position of the robot where the origin is at the top left corner and the positive directions of y and x are downwards and rightwards respectively. Similar to the first case study, the robot can take four actions to move in four directions. The robot moves 1 unit in the intended direction perturbed by bivariate Gaussian noise with a variance of $\sigma^2 I$ where $\sigma$ is 0.05 and $I$ is a $2 \times 2$ identity matrix. The noise is truncated to fit in a circle with a radius of $4\sigma$.

The adversary is located within the obstacle at (2.5, 2.5), and can take the actions push and pull to move the robot towards or away from the obstacle. Specifically, let $(y, x)$ denote the position of the robot; then the adversary can perturb the x-position of the robot if $y$ is in [2, 3] and can perturb the y-position of the robot if $x$ is in [2, 3]. The amount of perturbation is drawn from a uniform distribution over the interval [0, 2]. Similar to the previous case study, the robot cannot leave a trap region, cannot go inside the obstacle, and is constrained by the borders of the environment; if the robot attempts, the robot moves and remains on the borders or the edges of the obstacle. A position $(y, x)$ in the continuous versions of the environments has the characteristics of the corresponding grid cell; e.g., same label, being a trap or an obstacle. The robot needs to learn how to map these continuous positions to actions to perform the LTL task $\varphi_1$ from (36) against any adversary strategy.

We adopted deep RL techniques to learn the controller and adversary strategies. We modified Deep Q-Network (DQN) [49], [50] to include adversarial actions and minimax-Q updates. We used the default parameters with two hidden layers of size 64. We set $\varepsilon = 0.25$ to increase discounting and thereby stability as performing $\varphi_1$ in these environments does not require long-horizon planning.

In this case study, the optimal adversary strategies and the corresponding minimum satisfaction probabilities cannot be derived using the model checking tools such as PRISM [48] due to the continuous state-space and the nonlinear dynamics. Instead, in our evaluation, we used a manually crafted optimal adversary strategy that is to push the robot if the robot is on the right-hand side of the obstacle, and to pull otherwise.

In addition, since we cannot directly compute the minimum satisfaction probabilities for the learned controller strategies (as that would require reasoning on infinite traces), we estimated them as follows. We considered an episode satisfying if the largest color in the second half of the episode is an odd number and occurs at least 20% of the time (a proxy for satisfaction of repeated reachability condition) – for the environments shown in Fig. 2, it is reasonable to assume that, on average, one of five transitions will be colored with the largest odd number visited. The results, however, are not sensitive to this ratio. We calculated the estimated satisfaction probability as the ratio of the number of satisfying paths to the number of all evaluation episodes, and used 1000 evaluation episodes of length $T = 100$.

The learning curves of the methods for each environment against the optimal adversary are shown in the third row of Fig. 2; the estimated satisfaction probabilities are averaged over 4 simulations. All of our methods converged to an optimal controller strategy around $10^6$ steps in the first and the second environments while APG struggled to converge about until $10^7$ steps and exhibited high variance. In the last environment, MPG outperformed the other methods. PG was able to quickly learn a near-optimal controller strategy; however, it failed to converge to an optimal one. Similar to the first case study, TMPG performed worse than the rest in this environment.

3) Long-Horizon Planning: This case study considers a larger grid to evaluate the performance of the methods for long-horizon planning. Here, the robot can deterministically move to an adjacent cell using the same four actions, and the adversary can manipulate the position of the garbage area $(g)$ and the danger zone $(d)$ within the designated regions. Fig. 3 shows the environment and the designated regions considered in this case study. The initial position of the garbage area is $(2, 6)$, and the adversary can change it to one of $(2, 5), (2, 6), (2, 7)$ at any time step w.p. 0.1. Similarly, the initial position of the danger zone is $(5, 1)$, and the adversary can change it to one of $(5, 0), (5, 1)$ and $(5, 2)$ at any step w.p. 0.1.

The robot needs to either pick up the garbage $(g)$ and trash it out $(t)$ in at most two time steps, or repeatedly monitor the assigned region $(\tau)$ and go to the charging station $(c)$. The
The robot can be formally defined as the following LTL formula:

\[ \varphi_2 := \left( \square (\Diamond g \land [g \rightarrow (\Diamond t \lor \Box \Box t)]) \lor (\Diamond \Box w \land \Box \Box e \land \Diamond \Diamond r) \right) \land \Box \neg d. \]  

(37)

The DPA obtained from \( \varphi_2 \) has 9 states, and 4 colors (Fig. 6b in our corresponding technical report [51]).

There are two possible ways to perform this task: \((i)\) the robot can repeatedly pick up the garbage at \((2,6)\) and trash out at \((0,6)\), or \((ii)\) potentially go through the danger zone and repeatedly visit the assigned region at \((6,9)\) and charging station at \((9,9)\). Against an optimal policy, \((i)\) cannot be satisfied because the adversary will eventually move the garbage area to either \((2,5)\) or \((2,7)\) from which the robot needs to take at least 3 time steps to trash it out. However, the robot can satisfy \((ii)\) if the robot safely passes the designated region for the danger zone. The optimal controller strategy is, therefore, to try to pass the region while avoiding the danger zone and satisfy \((ii)\); and the optimal adversary strategy is to move the danger zone to the cell the robot uses to pass the fifth row. As a result, the task can be almost surely satisfied in the lower part of the grid, and can be satisfied w.p. 0.9 in the upper part.

We used minimax-Q to learn the optimal controller strategies using the same parameters from the first case study. We conducted three experiments where the robot starts in cells: \((0,0)\), \((9,0)\) and \((9,9)\) and navigates for \( T = 1000 \) environment steps. Fig. 4 shows the derived learning curves; the satisfaction probabilities are averaged over 10 simulations.

MPG learned a near-optimal controller strategy for the case where the robot starts in \((0,0)\), which is far from the assigned region and the charging station. PG was able to learn a controller strategy satisfying the task w.p. around 0.5; however, it could not converge. The other methods failed to learn any reasonable strategy. We note that the maximum satisfaction probability against the optimal adversary is 0.9 in this case. For the case where the robot starts in \((9,0)\); i.e., the robot does not need to pass through the danger zone, MPG converged to an optimal strategy faster than the other methods. PG converged slower than MPG, and TMPG learned a reasonable strategy only after \( 10^8 \) steps. APG could not learn any strategy that yields a positive satisfaction probability.

For the last case where the robot starts in the charging station at \((9,9)\), PG learned faster than the other methods although it struggled to stably converge to an optimal strategy. MPG converged to an optimal almost as fast as PG. TMPG learned an optimal strategy only after about \( 10^8 \) steps. APG, like in the other cases, could not learn any meaningful strategy. Overall, MPG significantly outperformed the other methods and APG could not learn any controller strategy that satisfies the task with a positive probability.

B. Robotic Arm

We consider two motion planning tasks where a robotic arm should repeatedly reach some target ball positions where the adversary can manipulate the position of one of the balls. We implemented a simulation environment based on the Fetch environments [52] in OpenAI Gym [53]. In this environment, the state space consists of the positions of the gripper and the balls. The action space of the controller is continuous and consists of three dimensions that represent the position that the arm intends to move the gripper to. In the beginning of each episode, the balls are placed in random positions that are at least 10 cm apart and within the reach of the arm, including the air. The red ball is placed outside the boundaries of the smallest cuboid containing the blue and green balls; however, the adversary can move the red ball to any point in the state space w.p. 0.1. The environment is illustrated in Fig. 5a.

The first task is repeatedly visiting two given random positions, represented by a green and a blue ball while staying within the boundaries of the cuboid of these balls. The robotic arm does not need to be within the cuboid if it can repeatedly reach both of the balls at the same time. The robotic arm should stay away at all costs from the red ball, which is controlled by the adversary.

The task can be represented as the following LTL formula:

\[ \varphi_3 = \left( \left( \Diamond \Box (\text{green ball} \land \Box \Box \text{blue ball} \land \Diamond \Box \text{boundary} \right) \lor \left( \Diamond \Diamond (\text{green ball} \land \Box \Box \text{blue ball}) \right) \right) \land \Box \neg \text{red ball}, \]  

(38)

which is translated to a DPA with 3 states and 4 colors (Fig. 6c in our technical report [51]). The optimal adversary strategy for this task is to try to put the red ball in the position of either the green ball or the blue ball. In this way, the adversary can prevent the controller performing this task w.p. 0.1.

The second task includes reaching and staying in the position of the red ball outside the cuboid formed by the other balls. If the red ball is in the same position as the green or the blue ball, then reaching the red ball is sufficient; the robot does not need to stay in its position or to be outside the cuboid. Alternatively, the robot can repeatedly reach a position where both the green and the blue balls are in, but the red ball is not. This task can be formally defined as the LTL formula:

\[ \varphi_4 = \left( \Diamond \Box (\text{red ball} \land \neg \text{boundary} \land \Diamond \Diamond (\text{red ball} \land \text{green ball} \land \text{blue ball}) \lor \Diamond (\text{red ball} \land \text{green ball}) \lor \Diamond (\text{red ball} \land \text{blue ball}) \right) \land \Box \Box (\text{red ball} \land \neg \text{red ball}), \]  

(39)

which is translated to a DPA with 2 states and 4 colors (Fig. 6d in our report [51]). The optimal adversary strategy, in this task, is to try to move the red ball to a position that is away from the green and the blue balls but inside the boundaries of the cuboid of these balls. Against such an adversary strategy, the maximum probability that the robot successfully performs this task is 0.9.

We integrated our framework into Truncated Quantile Critics (TQC) [50], [54], an off-policy RL algorithm for continuous actions. We used a neural network with two hidden layers of size 64 for both the actor and the critic. Similar to the case in Section VI-A.2, we used \( \varepsilon = 0.25 \) to increase discounting and stability since the robotic arm can quickly reach any position in this environment. We used two separate TQC for the controller and the adversary. The adversary gets the cumulative discounted rewards the controller obtained throughout an episode as the reward signal. During the learning, each episode starts in a random state, and the adversary tries to move the red ball. The controller observes the new position of the red ball.
and takes actions for $T = 100$ environment steps to learn to perform the task. We trained the controller and the adversary in turns consisting of $10^4$ exploration steps.

Similar to the case study in Section VI-A.2, we manually crafted the optimal adversary strategies and estimated the minimum satisfaction probabilities via simulation as deriving them via model checking tools is not feasible. We evaluated the performance by following the deterministic version of the controller strategy for 1000 evaluation episodes of length 100 against the optimal adversary strategy. To estimate the satisfaction probabilities for the first task, we calculated the ratio of the evaluation episodes that visited both the green and the blue balls inside the boundaries of their cuboid more than 20% of the time in the second half of the episode without visiting the red ball – since the robotic arm can quickly reach positions, 20% is reasonable; however, the results are not sensitive to this number. Similarly, for the second task, we estimated the satisfaction probability using the ratio of the evaluation episodes that visited the red ball either with the green ball or the blue ball, or outside the cuboid of these balls. We did not consider the case where the green and blue balls are jointly visited, as it is not possible in this environment.

Fig. 5b and 5c show the results averaged over 4 simulations for each task. MPG quickly learned a near-optimal controller strategy and successfully converged to an optimal one for the first task. TMPG converged to an optimal strategy slower than MPG. APG learned a near-optimal strategy only after $10^6$ steps. PG could not learn any reasonable strategy. For the second task, MPG immediately learned a near-optimal strategy and then converged to an optimal one. PG converged slower than MPG but faster than TMPG, and TMPG converged faster than APG. Overall, MPG significantly outperformed the other methods.

VII. CONCLUSIONS

In this work, we presented a model-free RL approach to synthesize optimal controller strategies for any LTL task in SGs. We provided an approach to craft rewards and discount factors from the parity condition of the DPAs translated from the given LTL tasks. We showed that any controller strategy maximizing the sum of discounted rewards in the worst case also maximizes the minimum probability of satisfying the LTL specification for some sufficiently small parameter. We then introduced our scalable lazy color generation method providing distinct rewards and discount factors only when necessary and thereby improving the learning scalability. In addition, we provided an approximate method that is highly efficient when the controller can perform the task by focusing on a single color. Finally, we demonstrated the applicability of our methods in several case studies and showed that our methods outperform the existing methods for learning from LTL tasks in SGs. Generalization of our approach to partially observable environments and multi-objectives that include prioritized safety/task constraints (in the form of LTL specifications) and secondary (control-related) cost minimization objectives, as done in [55], [56] for MDPs respectively, is left as a future work.
Fig. 6: The DPA constructed from the LTL task specification $\varphi_1$ from (36) using Spot [57].
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