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INTRODUCTION

Nowadays, Sensors have been deployed all over the daily living environment, integrated into smart phones, smart watches, and other wireless terminal devices, and become the necessities in modern daily life. With the progress of IoT (Internet of Things) and AI (artificial intelligence), more wireless sensing devices will be used to extend human senses for providing accurate and comprehensive sensory data of life activities via networking. The International Data Corporation (IDC) reports that both the number of online devices and total generated data will reach unprecedented magnitudes in 2025. Their exponential increase heralds the advent of a new era named “Internet of Everything (IoE)”. Obviously, mass data is an opportunity to develop data-driven technologies, but also a challenge for computational loading capacity. Given the transmission cost, information security, and system scalability, Sensor Network based schemes may be the current optimal solution (Akyildiz et al., 2002).

The field of Sensor Networks has gone through three major reforms ranging from version 1.0 (isolated static systems) to 3.0 (invisible adaptive, self-managing systems), each of which has witnessed the revolution of IoT technology.

In stage 1.0, i.e., Sensor Networks 1.0, the topics under continuous discussion are about sensor localization, intelligent management, interconnection, etc., on which most of current research products still concentrate. In other words, how to connect our physical world to the Internet through sensor networks is an everlasting hotspot. In moving forward, the fusion of sensors and networks must confront the following challenges:

Challenge: Localization and Synchronization

Non-line-of-sight propagation is a challenge in localization toward wireless sensor networks, especially in complex indoor environments. Besides, accurate target localization remains a challenge when switching between line-of-sight and non-line-of-sight environments. Traditional methods are more effective when there is line-of-sight between a node and one or a small number of neighboring beacon nodes. However, in an entirely non-line-of-sight environment, the traditional algorithm’s performance decreases, and the computational complexity is very high (Mao et al., 2007). Traditional algorithms for identifying non-line-of-sight environments should not rely on the likelihood function, as the likelihood function is a fuzzy, soft decision method that can lead to unsatisfactory network boundary localization. When designing a time synchronization scheme for wireless sensor networks, the computational process and routing should not have too much complexity, considering that wireless sensor networks lack infrastructure, are distributed, have limited energy, and have limited storage and computing power (Rentel and Kunz, 2008). Many current time synchronization schemes for wireless sensor networks are based on linear rules for clock updates. However, in many practical situations, the algorithms for time synchronization may require a non-linear design. Therefore, we need to investigate non-linear average time synchronization schemes for wireless sensor networks and synchronization algorithms that take into account wireless channel fading and random delays.
Challenge: Protocols and Communication Systems
The energy consumption of wireless transmission is proportional to the square or the fourth power of the communication distance. It is unreasonable for the sensor node to send its sensing data to the sink node directly. Thus, it is necessary to design proper protocols and communication systems to carry out data transmission in a multi-hop way. According to node transmission power, the ideal protocols are designed to minimize total communication distance or total jump in network data collection. Meanwhile, some key nodes inevitably required to relay node forwarding data, leading to depletion of their power and formation of an energy hole in the multi-hops transmission scenes. To address the aforementioned problems, many current works aim to design the protocols and communication systems for improving channel capacity, network scalability, and rebalancing energy consumption. However, there still exist challenges in the design and deployment of the actual scenes.

Challenge: Energy Optimization for Sensor Networks
The introduction of sensor node energy charging and conservation mechanisms can effectively reduce the amount of communication between sensor nodes, thus extending the nodes’ dormancy time. Traditional methods have to a certain extent alleviated the problem of insufficient sensor node energy and improved sensor networks’ operational performance in specific application scenarios (He et al., 2006). However, these schemes have not been well studied in terms of fast node discovery, coordination of heterogeneous devices, and trade-offs between energy efficiency and data latency. In particular, with the proposed and rapid popularity of cross-layer joint hibernation mechanisms, there is no mature solutions on how to apply sensor node energy charging and saving mechanisms in sensor networks that have already adopted cross-layer joint hibernation mechanisms. Therefore, the sensor node energy charging and saving mechanism still need to be further investigated.

For stage 2.0, the rapid development of network virtualization prompts the sensor network be more scalable and can be defined by software, i.e., software-defined. By software-defined technologies, the network functions can be extracted from the underlying data transfer infrastructure, leading to a uniform network control plane. This is the so-called network function virtualization or Software-Defined Networking. The network virtualization technique enables machine-level real-time functionality in security prevention, control systems, and other traditional operational functions. For example, self-organization, security, secrecy, and privacy, etc.

Challenge: Security, Secrecy, and Privacy
Threats to security, secrecy, and privacy are huge for sensor networks, maybe caused by social control. While connecting into the Internet, all the online devices have to deal with the same problems of the current networks due to the similar underlying technologies. Besides, either for the data senders or receivers, the data need to be adequately protected to avoid privacy disclosure and data modification from passive and active attacks in transit. Especially for the future IoE era, the Internet-oriented sensor networks emphasize the autonomous interactions among the objects (sensors), making them “smart”, but also besiege them with attackers (Sikder et al., 2021). Thus, the security, secrecy, and privacy mechanisms in sensor networks still need to be further investigated and strengthened.

Challenge: Self-Organization/Software-Defined Networking
The rapid development of Software-Defined Networking (SDN) or Software-Defined Everything (SDE) technologies promotes the re-definition of self-organization in sensor networks, especially at the control aspect of the networking self-organization. Instead of networking self-organization in a distributed manner, the SDN technologies break this rule and decouples the networking control plane from the networking data delivery plane, leading to a united network control plane; i.e., the SDN controller (Kirkpatrick, 2013). Through the SDN controller, an abstract view about the networking states can be acquired, and the operations for networking organization can be intensively determined and deployed (Kreutz et al., 2014). The SDN-enabled networking self-organization can provide scalable networking control for the sensor networks, e.g., networking mobility management (Bi et al., 2019; Lin et al., 2020), cross-domain services support, etc., and have attracted intense research interest from both industry and academia. However, although the SDN technologies innovate the networking self-organization services, many challenging issues still have to be confronted and addressed, e.g., how to deploy and determine the SDN controller, how to guarantee the safety of the network control tunnel (Scott-Hayward, 2015), how to define the wireless control interfaces for deploying the self-organization operations, etc.

Different from the aforementioned two stages, in Sensor Networks 3.0, the wave of artificial intelligence (AI) enables the sensor networks be with the abilities of self-awareness including self-managing, self-healing, self-collection, etc. Expectantly, AI will reduce the coupling degree of the sensor networks’ control component, meanwhile, improve the data collection efficiency of the sensor networks. Some typical applications include edge computing for various types of heterogeneous sensor networks, cooperative mechanism implementations in sensor networks, etc.

Challenge: Cooperative Mechanism in Sensor Networks
In WSNs, it is not recommended that nodes work independently due to their finite energy. Thus, most tasks of WSNs are completed via cooperative mechanisms. On the one hand, many environment-aware functions require data collaboration among multiple nodes. On the other hand, the collected data from the sensing node usually needs to be first sent to the sink node under cooperative control mechanisms instead of directly linking it to the remote control center. For the management of
large-scale networks, clustering is the first step of cooperative mechanism, e.g., the clustering schemes based on path information and destination in IoV. There is no doubt that its rationality fundamentally determines the effectiveness of the subsequent operations. Furthermore, how to achieve virtualization management of node resources, design task allocation strategy, and summarize sensing and calculation results are also the non-trivial tasks.

Challenge: Edge Computing for Scalable Networks

Due to the nature of WSNs, the density nodes need simultaneous connectivity. System scalability has become a significant feature of WSNs for edge computing. A sensor network has two types of scalability operations: vertical and horizontal scalability, which are employed to add or remove computing resource nodes and sensing nodes, respectively. Scalable networks bring agile computing resources but are inundated with uncertainty. At present, edge computing has attracted continuous attention, and it performs better in many applications (Shi et al., 2016). However, many problems still need to be investigated in practical applications, e.g., computational performance optimization, security, interoperability, and intelligent service management.

Challenge: Practical Implementations in IoT

With the technological strides of IoT and AI (Artificial Intelligence), novel sensing modes and methods are integrated into WSNs successively, such as multi-functional active sensors, smart/intelligent sensors, edge computing nodes, etc. The application fields of WSNs have also been extended into smart home/traffic/city, healthcare, and resource exploration and management, etc.

Wireless Body Area Networks

WBANs-based applications have been widely employed in military, entertainment, consumer electronics, smart home, public services, healthcare, and other fields. With different functional sensors, WBANs provide a novel model for human health monitoring, which has great significance and demand in disease monitoring, health recovery, special population monitoring, etc. Most of the existing modeling methods for WBANs are always considering the human body as a whole objective (Movassaghi et al., 2014). A series of sensors with different functions are integrated as a data collector or feature extractor at the front of a classification framework and output at least one signal to feed the classifiers for monitoring the physiological status. Also, many researchers formulate sensing node distribution as a network-based skeleton to meet both movement rules of the human body and the mobile network’s performance in some scenes of motion/behavior analysis (Roy et al., 2020). However, despite these efforts, challenges still remain due to the diversity of the WBAN-based applications as application scenes have significantly different demands on network performance, which need to be further investigated.

Internet of Vehicles

The Internet of Vehicles (IoV) is a specialized IoT application, in which decentralized networks of vehicles and nodes strive to achieve common goals under cooperative mechanisms. IoV allows vehicles to exchange information with other vehicles or transport infrastructures, denoted as vehicle-to-vehicle communications (V2V) and vehicle-to-infrastructure communications (V2I), respectively. Given its importance in future smart cities, lots of applications, such as autonomous driving, route planning, mobile sensing, accident warning systems, traffic analysis, intelligent transportation systems, IoV has captured the interests of the research communities (Wang et al., 2020). Although some solutions for the aforementioned applications have been proposed, there still exist many issues far to be solved.

Underwater and Underground Sensor Networks

The major breakthroughs and advances in underwater/underground information technology (e.g., underwater/underground sensing technology, underwater/underground sensor localization, etc.), underwater/underground robotics (e.g., underwater/underground robot, underwater/underground sensor, underwater autonomous underwater vehicles, etc.), etc., give rise to the concept of Internet of Underwater/Underground Things (Jing et al., 2020). The Internet of Underwater/Underground Things can be expressed in many forms. Underwater/underground sensor networks have been proposed as the most effective frameworks to survey the ocean or monitor underground activities or resources since they can provide scalable data collection by particular communication technologies, e.g., underwater acoustic-based communication. However, due to the hostile communication environment, underwater/underground sensor networks face challenges and open research issues. For instance, underwater/underground ground communication is a topic that never ends and is progressing slowly. Meanwhile, current technologies for localizing underwater/underground sensors still have many limitations. Furthermore, routing or data transfer scheduling in these particular environments is also a hot research issue.

The Sensor Networks transformation journey has already begun. We can’t go straight from 1.0 to 3.0, we have to build the capabilities needed at each stage to move forward one stage at a time. But the result will be a Sensor Networks transformation that creates a modern, flexible, efficient, and resilient information-physical world.
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