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Abstract: Orthoimage mosaicking with obvious parallax caused by geometric misalignment is a challenging problem in the field of remote sensing. Because the obvious objects are not included in the digital terrain model (DTM), large parallax exists in these objects. A common strategy is to search an optimal seamline between orthoimages, avoiding the majority of obvious objects. However, stitching artifacts may remain because (1) the seamline may still cross several obvious objects and (2) the orthoimages may not be precisely aligned in geometry when the accuracy of the DTM is low. While applying general image warping methods to orthoimages can improve the local geometric consistency of adjacent images, these methods usually significantly modify the geometric properties of orthophoto maps. To the best of our knowledge, no approach has been proposed in the field of remote sensing to solve the problem of local geometric misalignments after orthoimage mosaicking with obvious parallax. In this paper, we creatively propose a method to optimize local alignment along the seamline after seamline detection. It consists of the following main processes. First, we locate regions with geometric misalignments along the seamline based on the similarity measure. Second, for any one region, we find one-dimensional (1D) feature matches along the seamline using a semi-global matching approach. The deformation vectors are calculated for these matches. Third, these deformation vectors are robustly and smoothly propagated into the buffer region centered on the seamline by minimizing the associated energy function. Finally, we directly warp the orthoimages to eliminate the local parallax under the guidance of dense deformation vectors. The experimental results on several groups of orthoimages show that our proposed approach is capable of eliminating the local parallax existing in the seamline while preserving most geometric properties of digital orthophoto maps, and that it outperforms state-of-the-art approaches in terms of both visual quality and quantitative metrics.
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1. Introduction

Digital orthophoto maps (DOMs) are one of the most widely used products in the field of remote sensing, because they can provide both rich texture information of images and accurate geometric properties of maps [1]. Nowadays, DOMs have been popularly used in land cover segmentation [2,3], agricultural monitoring [4], and disaster management [5]. However, because the covered region of a single orthoimage is limited, it is necessary to stitch multiple orthoimages into one single composite image as seamlessly as possible in order to generate a large-scale DOM. Thus, image mosaicking is a key technology for producing seamless DOMs. Image mosaicking is a classical and important research topic.
in the fields of remote sensing [6] and computer vision [7]. In general, there are two key problems that need to be solved in the process of image mosaicking. The first problem is that there are large color differences between adjacent orthoimages due to different illumination and exposure settings. This problem can be solved using a color correction [8–13] or image blending approach [14,15]. The second problem is that geometric misalignments exist between adjacent images, especially for orthoimages. In general, orthoimages are generated from the satellite or aerial optical images using the process of orthorectification. In this paper, both satellite and aerial images are treated as remotely sensed images. Because the obvious objects are usually not included in the digital terrain model (DTM) which is applied to register normal remotely sensed images into orthoimages, the geometric position of the same obvious objects may be different in adjacent images. In this paper, our work focuses on solving the problem of parallax-tolerant orthoimage mosaicking.

A common strategy to solve the problem of geometric misalignment is to search for an optimal seamline between adjacent images, avoiding the objects with obvious parallax [16]. To date, many optimal seamline detection approaches [17–25] have been proposed for orthoimage mosaicking. In most of cases, these approaches can successfully avoid crossing the regions with large parallax and avoid the appearance of artifacts caused by geometric misalignments. However, stitching artifacts may appear along the seamline. One reason for this is that the seamline may cross several obvious objects with large parallax. Another reason is that if the accuracy of the DTM is not high enough, the orthoimages may not be precisely aligned in geometry. In this condition, although the seamline avoids crossing all obvious objects, artifacts may remain. Therefore, seamline detection methods cannot completely avoid the appearance of stitching artifacts caused by geometric misalignments. In order to further eliminate stitching artifacts, image warping needs to be performed after optimal seamline detection.

It has to be mentioned that in general image stitching tasks, various types of image warping methods [26–29] have been proposed to solve geometric misalignments. These methods generally divide the image into multiple regions and estimate the local transformation for each region by minimizing the feature matching error. However, these methods cannot be directly applied to orthoimage mosaicking tasks. Because the pixel locations of orthoimage correspond to real geographic coordinates, orthoimage mosaicking needs to preserve the original geometric properties of the image as much as possible, while these warping methods tend to significantly modify the geometric properties of the entire image. Considering the above reasons, we propose a novel local alignment optimization method for parallax-tolerant orthoimage mosaicking. After detecting the optimal seamline, the core idea of the proposed method is to find the regions with geometric misalignments along the seamline and eliminate the residual artifacts by warping the image locally. The optimization effect of the proposed method is shown in Figure 1. These two examples represent two situations: the misalignments in Figure 1a are caused by the seamline crossing the building, and the misalignments in Figure 1b are due to insufficient DTM accuracy. It can be seen that after the proposed local alignment optimization process, the geometric misalignments have been well eliminated. In this way, geometric misalignments can be eliminated while preserving the geometric properties of the images as much as possible. In our proposed method, we first compute the similarity of the neighborhood of each point on the seamline. The lower the similarity score, the greater the difference between the images in this area, and the more likely it is that there are geometric misalignments. After locating regions where misalignments may exist, local alignment optimization is performed for each region in turn. Specifically, according to the semi-global matching (SGM) approach [30], we find one-dimensional (1D) feature matches along the seamline and compute the corresponding deformation vectors. It should be noted that other 1D feature matching methods [31,32] can be integrated into our framework in order to find the matches. Then, the associated energy function is constructed and minimized to smoothly propagate these deformation vectors to the seamline-centered buffer region. Finally, we warp the orthoimage based on the dense deformation vectors. Furthermore,
the local alignment optimization for each region can be processed in parallel. Experimental results on orthoimage datasets show that our proposed method outperforms the current representative methods in both visual quality and quantitative metrics.
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**Figure 1.** Two visual examples of local alignment optimization: (a,b) local regions with geometric misalignments and (c,d) the results obtained by our proposed local alignment optimization method.

The rest of the paper is structured as follows. Section 2 provides an overview of related works. In Section 3, the proposed local alignment optimization algorithm is elaborated. The experiments are presented in Section 4. Finally, conclusions are drawn in Section 5.

2. Related Work

Related research is introduced from two aspects: optimal seamline detection and image warping methods.

2.1. Optimal Seamline Detection

Optimal seamline detection methods search for the seamlines in overlap regions between images, where their intensity or gradient differences are minimal, especially avoiding crossing the obvious objects with large parallax. Typically, these methods formulate the optimal seamline detection problem as an energy optimization problem, and they can be divided into two steps. In the first step, a cost energy function is designed to represent the differences between adjacent images using the pixel information [17–19], object [20,21,25], and auxiliary data [22–24]. The major differences between different approaches are that their cost functions are defined with the use of different information or features. In the second step, an optimal seamline with the minimal cost is detected from the cost map using snake model [33], dynamic programming [34], Dijkstra’s algorithm [35], and graph cuts [36]. The major issues with the optimal seamline detection methods are focused on how to define the energy function reasonably and how to find the optimal solution efficiently. According to the information used in energy function construction, we briefly review recently proposed optimal seamline detection methods.
When designing the loss energy function, the most straightforward strategy is to build it based on image pixel information, such as color, gradient, and texture. Kerschner [17] proposed an automatic seamline detection method using twin snakes. The energy function designed by this method includes information such as hue, intensity, and gradient to express color similarity and texture similarity. Finally, the twin snakes were used to delineate the proper seamline with maximum similarity. Yu et al. [18] calculated the loss function based on three types of information: a pixel-based similarity measurement defined by color, texture, and edge intensities; a region-based saliency map based on a human attention model; and the distance between the pixel and the nadir points of the dataset. Then, the position of the seamline is tracked with a dynamic programming algorithm. Li et al. [19] proposed a multi-frame joint optimization strategy to effectively find optimal seamlines from multiple aligned images. In this method, color intensities, gradient magnitudes, and texture complexity are integrated into the energy function. Dai et al. [37] presented a deep learning framework named Edge Guided Composition Network. This method regresses the blending weights of the input images to seamlessly produce the stitched image.

The parallax of obvious objects in the orthoimage is large, while the parallax of road and ground is small. Considering the regionality of parallax distribution, many methods have considered segmentation-based region information when constructing energy equations. Wang et al. [20] proposed a seamline detection algorithm based on watershed segmentation. This algorithm first obtains the objects using regional adaptive marker-based watershed segmentation. Then, the object difference is calculated and the objects through which the seamliness pass are determined by minimizing the maximum object cost. Finally, pixel-level optimization is performed using Dijkstra’s algorithm to determine the final seamliness. Pang et al. [21] proposed a new semi-global matching (SGM)-based method to guide seamline detection. In their method, the SGM algorithm is applied to the overlap area to obtain the corresponding pixel-wise disparity. Then, regions with parallax less than a predefined threshold are identified as non-obstacle regions. In the non-obstacle regions, the Hilditch thinning algorithm is used to obtain the skeleton line, followed by Dijkstra’s algorithm to search for the optimal path on the skeleton network. Li et al. [38] applied the semantic segmentation results generated by a deep learning-based method to guide optimal seamline detection. Yuan et al. [25] proposed a seamline detection method based on a road probability map. This method obtains a road probability map with the D-LinkNet neural network. The preferred road areas (PRAs) are determined by binarizing the road probability map of the overlapping area. Then, the final seamlines are determined by Dijkstra’s algorithm at the pixel level.

In addition to pixel and object information, auxiliary data are sometimes used to aid in avoiding crossing the obvious objects in the orthoimage. Chen et al. [22] proposed to guide a seamline toward the low area on the basis of the elevation information in the digital surface model (DSM). As the elevation of DSM is not completely synchronous with DOM, an orthoimage elevation synchronous model (OESM) is derived and introduced. The initial path network is obtained on the basis of OESM, and Dijkstra’s algorithm is used to determine the path with minimal cost. Wang et al. [23] presented a novel seamline detection approach based on vector building maps. This approach traces the centerlines between vector buildings to generate the candidate seams. The candidate seams are then refined by considering their surrounding pixels to minimize the visual transition between the images to be mosaicked. Zheng et al. [24] proposed a weighted A* algorithm for seamline detection. The edge diagram is first generated by detecting large height gradients in the DSM data. Then, a weighted A* algorithm is proposed to search for an optimal path from the starting to the ending point of each seamline while avoiding high objects.

From review of the above-mentioned optimal seamline detection methods, it can be seen that these methods generate seamless composite image by avoiding crossing obvious objects with large parallax. Sometimes, when it is unavoidable to cross obvious objects, such methods cannot handle geometric misalignments.
2.2. Image Warping Methods

In image stitching, images are transformed into the same coordinate system by various image warping methods. Assuming that all input images are captured in rotation or that the scene can be approximated as a plane, the transformation between images can be represented by a global homography matrix [26]. If these two requirements are not met, visible artifacts caused by parallax will appear in the resulting mosaic. Therefore, many image warping methods have been proposed to reduce the local geometric misalignment, thereby improving the visual effect of the mosaic.

Adaptive warping methods typically handle images with parallax by estimating multiple local transformations. Gao et al. [39] proposed a dual-homography method that blends the two homographies in the alignment procedure to produce a more seamless image when the scene contains two dominant planes. Lin et al. [40] estimated a smoothly varying affine field to flexibly handle parallax with a pre-computed global affine transform as a constraint. Zaragoza et al. [27] proposed a new image warping method called Moving Direct Linear Transform (Moving DLT). This method divides the input image into regular grid cells and estimates the best homography for each cell. All feature points participate in the homography estimation of the cell, and the weight of any feature point is inversely proportional to its distance from the target cell. Li et al. [41] proposed a parallax-tolerant image stitching method based on robust elastic warping. In their method, the analytical warping functions are constructed from matching points to eliminate the parallax errors.

Adaptive warping methods can align overlapping regions between two images well, although non-overlapping regions usually exhibit severe perspective distortion. Therefore, Shape-Preserving warping methods have been proposed to alleviate perspective distortion in non-overlapping regions between two images. Chang et al. [28] proposed a Shape-Preserving Half-Perspective (SHPH) warping method which is a spatial combination of a projective transformation and a similarity transformation. This method smoothly extrapolates the projective transformation in the overlapping regions into the similarity transformation in non-overlapping regions. Lin et al. [42] proposed a warping model that combines local homography and global similarity to generate natural-looking results.

Unlike adaptive warping methods, the goal of seam-driven warping methods is not to minimize the error of feature matching, but rather to find a deformation scheme that minimizes the misalignment at the seam. Gao et al. [29] proposed a seam-driven image warping strategy that evaluates the quality of estimated transformations based on the visual quality of seam cuts. Zhang and Liu [43] proposed a hybrid alignment model to handle large parallax and local distortion. This method uses the seam cost as the quality metric to estimate the optimal homography, and further uses content-preserving warping (CPW) [44] to locally refine the alignment. Although seam-driven methods can produce visually pleasing mosaic results, they may not guarantee geometric accuracy over the entire image.

The above feature-based image warping methods rely on the quality of feature matching, and are prone to failure when stitching images with weak texture or low resolution. In recent years, several deep learning-based methods [45–48] have been proposed to solve the image warping problem. Zhang et al. [46] proposed a content-aware unsupervised network which selects reliable regions for homography estimation by learning an outlier mask. Nie et al. [48] proposed an unsupervised deep image stitching framework consisting of two stages: unsupervised coarse image alignment and unsupervised image reconstruction. Specifically, the reconstruction network consists of a deformation branch that can learn deformation rules of image stitching and a refined branch that enhances the resolution.

Although image warping methods are more flexible and effective in improving geometric alignment, these methods usually significantly modify the geometric position of the image. However, orthoimages have the characteristic that their pixel positions correspond to real geographic coordinates. This requires that the original geometric properties be preserved as much as possible when deforming the local image.
3. The Proposed Local Alignment Optimization Approach

Given two adjacent orthoimages \( I_l \) and \( I_r \) (or multiple images), we attempt to generate a larger composite image that is as seamless as possible. The current mainstream approach is to find the optimal seamline between adjacent images in order to bypass obvious objects. However, sometimes the seamline inevitably crosses several obvious objects, or DTM is not accurate enough to align the orthoimages precisely. As a result, the composite image exhibits artifacts near the seamline. To solve this problem, we creatively propose a local alignment optimization approach for parallax-tolerant orthoimage mosaicking. The workflow of the proposed local alignment optimization approach is shown in Figure 2.

Figure 2. The workflow of our proposed local alignment optimization method. After detecting the optimal seamline, we first locate regions with possible geometric misalignment along the seamline. Then, we process each region independently. Specifically, we obtain 1D feature matches along the seamline and compute the corresponding deformation vectors. After that, the deformation vectors are smoothly propagated to the buffer by minimizing the energy function. Finally, the image is warped under the guidance of the deformation vectors.

Suppose the optimal seamline has been detected for these two adjacent images, denoted as \( L = \{p_i\}_{i=0}^N \). Where \( p_i \) represents the \( i \)-th point on seamline \( L \), \( N \) is the number of points. In this paper, we directly apply our previous work \[19\] to detect the seamline between two images. After detecting the seamline, the first step of our approach is to locate the regions with geometric misalignments along the seamline. For each point on the seamline, the similarity between the left and right images \( I_l, I_r \) is calculated within its neighborhood. It is generally believed that the lower the similarity, the more likely there will be geometric misalignments. After detecting possible regions of geometric misalignments, we can process each region independently. This is done for three reasons. First, orthoimages are usually large, and processing each region independently helps reduce the memory requirement of the algorithm. Second, performing SGM on the entire seamline is time-consuming and prone to mismatching, while performing SGM on the local seamline has higher efficiency and accuracy. Third, processing each local region independently helps preserve the geometric properties of other regions of the orthoimage.

For any local region, we perform local alignment optimization to eliminate the geometric misalignments existing near the seamline. Specifically, we first detect 1D feature matches on seamlines based on the SGM method. Compared with the general brute force matching method, the SGM method is more robust. The brute force matching only considers the feature points themselves, while SGM adds a smoothness constraint by penalizing
the neighborhood disparity changes at each feature point location. Then, we compute the corresponding deformation vectors from the matching points and build buffers centered on the seamline. By constructing and minimizing the energy function, we smoothly propagate the deformation vectors to the rest of the buffer region. Finally, we warp the orthoimages guided by the deformation vectors.

3.1. Misalignment Location

After detecting the optimal seamline, we actually rely on the matching feature points to guide the final local image warping. However, feature matching on the entire seamline is not only inefficient, it is prone to false matching. Therefore, we first detect regions of possible geometric misalignments along the seamline. Then, local alignment optimization can be performed independently for each region. Moreover, our strategy is conducive to the parallel optimization of the algorithm. The calculation process of a misaligned location is shown in Figure 3.

![Figure 3](image)

**Figure 3.** The calculation process of misalignment location: (a) the optimal seamline; (b) calculating the misalignment score for each point on the seamline (scores from low to high are indicated by graduated colors from blue to red); (c) merging local regions that are too close; (d) the result of misalignment location. The pictures in the second row are the enlarged local region (marked by the green rectangle) of the pictures in the first row.

First, misalignment scores need to be calculated for the neighborhoods of points on the seamline. Assuming that the masks of \(I_l\) and \(I_r\) are denoted as \(M_l\) and \(M_r\), the overlapping region of the two images can be denoted as \(M_o = M_l \cap M_r\). For each point \(p_i\) on the seamline \(L\), take a block centered on \(p_i\), which is denoted as \(M_{ib}\). Then, according to the masks, two corresponding sub-image blocks can be obtained, denoted \(B_i^l = I_l(M_o \cap M_{ib})\) and \(B_i^r = I_r(M_o \cap M_{ib})\). In general, for any point \(p_i\), the misalignment score of its neighborhood is calculated as follows:

\[
s_i = \begin{cases} 
1 - \frac{\text{SSIM}(B_i^l, B_i^r)}{T_s}, & \text{if } \text{SSIM}(B_i^l, B_i^r) < T_s, \\
0, & \text{if } \text{SSIM}(B_i^l, B_i^r) \geq T_s, 
\end{cases}
\]  

(1)

where \(\text{SSIM}(B_i^l, B_i^r)\) is the SSIM between the image blocks \(B_i^l\) and \(B_i^r\), while \(T_s\) is the threshold. When the calculated value of SSIM is less than the threshold, we consider that there may be geometric misalignments at the point. Specifically, SSIM is calculated as follows (for convenience of expression, \(B_i^l\) and \(B_i^r\) are replaced by \(x\) and \(y\)):

\[
\text{SSIM}(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1(\sigma_x^2 + \sigma_y^2 + c_2)},
\]

(2)
where $\mu_x$ and $\mu_y$ are the mean values of the block $x$ and $y$, $\sigma_x$ and $\sigma_y$ are the variances, $\sigma_{xy}$ is the covariance of $x$ and $y$, and $c_1$ and $c_2$ are two constants.

All misalignment scores can be expressed as $S = \{s_i\}_{i=0}^N$. As shown in Figure 3b, the graduated color from blue to red is used to represent the score from low to high. Points with a score of 0 are considered to have no geometric misalignment; the higher the score, the more likely there is to be a geometric misalignment. Points with $s_i \neq 0$ are concatenated to form local seamlines, denoted as

$$R = \{R_j\}_{j=0}^{N_r}, R_j = \{p_{i_j}^{b_j}\}_{i=a_j}^{b_j}$$

where $N_r$ is the number of local seamlines and $a_j$ and $b_j$ are the start and end indices of the $j$-th local seamline.

When warping an image, the deformation is propagated to the surrounding buffer. Therefore, local regions with close distances should be merged for simultaneous optimization. Specifically, an outer rectangle is constructed with $R_j$ as the center and expanded outward by a certain width. The outer rectangles of different local regions are represented by different colors in Figure 3c. The expanded width is positively correlated with the maximum misalignment score on the local seamline $R_j$, expressed as $w_{rect} = 100 \times s_{max}$. As shown in Figure 3c, the affected area of several local seamlines is different in size. If any two rectangles overlap, the corresponding local seamlines will be merged. Finally, we obtain a set of merged local seamlines, denoted as $R = \{R_j\}_{j=0}^{N_m}$, where $N_m$ is the number of local seamlines after merging. Figure 3d shows the local seamlines after merging the regions of possible geometric misalignment.

During the misalignment location process, a threshold, $T_s$, is introduced for segmentation, as described in Equation (1). The influence of this parameter on the algorithm is mainly as follows: (1) if a higher value is set, the local region may be too large and even cannot be divided; (2) if the value is too small, the region with geometric misalignment may be incorrectly judged to be aligned. In this paper, the threshold is set to the average of all SSIM values on the seamline. Figure 4 shows the misalignment location results with different threshold values.

**Figure 4.** The misalignment location results with different threshold values: (a) result with $T_s = 0.6$; (b) result with $T_s = 0.7$; (c) result with $T_s = 0.8$ (the calculated average); (d) result with $T_s = 0.9$. 
3.2. Local Alignment Optimization

After locating regions where there may be geometric misalignments, we process each local region in turn. For a local region $R = \{p_i\}_{i=a}^b$, we first perform 1D feature matching on the local seamline according to the semi-global matching (SGM) approach [30]. Then, the deformation vectors are calculated for these feature matches. After that, the deformation vectors are smoothly propagated to the seamline-centered buffer by minimizing the associated energy function. Finally, the image is warped under the guidance of the deformation vectors.

3.2.1. Feature Matching

Each point on the local seamline $R = \{p_i\}_{i=a}^b$ is regarded as a feature point. Denote the feature points of $I_l$ and $I_r$ as $F_l = \{f_{l,i}\}_{i=a}^b$ and $F_r = \{f_{r,i}\}_{i=a}^b$, respectively. The histogram of the oriented gradient (HOG) descriptors [49] of the feature points are calculated first; then, the SGM algorithm is applied to search for the feature matching results. Finally, a consistency check is performed. The specific steps are as follows.

In this paper, the gradient directions are equally divided into $K$ intervals. Therefore, the calculated HOG descriptor can be expressed as $H = \{h_k\}_{k=1}^K$. The HOG descriptor set of $F_l$ and $F_r$ is denoted as $H_l = \{H_{l,i}\}_{i=a}^b$ and $H_r = \{H_{r,i}\}_{i=a}^b$. Because the feature points are distributed on the seamline, there is a correlation between adjacent points. Therefore, the feature matching results can be searched according to the SGM algorithm. The SGM algorithm is mainly divided into four steps: matching cost calculation, cost aggregation, disparity computation, and disparity refinement. First, we set the disparity search range, $D = [d_{min}, d_{max}]$. We introduce a cost space $C$ of size $N_R \times D$, where $N_R = b - a + 1$ is the number of points in the local seamline $R$. Each element in $C$ represents the matching cost value of each feature point in $F_l$ under each parallax within the parallax range. The matching cost calculation requires us to fill $C$ by calculating the correlation between feature points. For the $i$-th feature point in $F_l$, the matching cost between it and the feature point with disparity $d$ in $F_r$ is calculated as follows. Let $j = i + d$; then:

$$
\mathcal{M}(i, j) = \sqrt{1 - \frac{\text{Sum}(H_{l,i}, H_{r,j})}{\sqrt{\text{Sum}(H_{l,i}) \times \text{Sum}(H_{r,j})}}},
$$

where $\text{Sum}(H_{l,i})$ and $\text{Sum}(H_{r,j})$ are the sum of the HOG descriptors, expressed as $\text{Sum}(H) = \sum_{k=1}^K h_k$. $\text{Sum}(H_{l,i}, H_{r,j})$ expresses the correlation between two descriptors, calculated as follows:

$$
\text{Sum}(H_{l,i}, H_{r,j}) = \sum_{k=1}^K \sqrt{h_{l,i}^k \times h_{r,j}^k}.
$$

After computing all elements of the cost space $C$, we obtain the matching cost of each feature point within the disparity range. However, point-by-point matching is not precise enough. To prevent noise interference, cost aggregation is required. That is, a smoothness constraint is added by penalizing the neighborhood disparity variation of each feature point location. We aggregate in the forward and reverse directions, respectively, and the final cost aggregate value is the sum of the aggregate values of all paths. Refer to [30] for details on cost aggregation.

Finally, we can find all matches between two sets of feature points by minimizing the whole matching costs using the optimization method presented in SGM [30]. For each feature point, we can obtain the 1D disparity vector $D_i$. That is, if the disparity of the $i$-th feature point $f_{l,i}$ is $d$, then its matching point is the $i + d$-th feature point $f_{r,i+d}$. In addition, to further filter the outliers and refine the matches, we perform a consistency check. The right image is used as the base image for matching, and the disparity vector $D_r$.
is obtained. If the corresponding disparities of \( D_l \) and \( D_r \) are inconsistent, it is regarded as invalid disparity. The disparity of \( f_{i,j} \) is calculated as follows:

\[
D_i = \begin{cases} 
D_{i,j}, & \text{if } D_{i,j} + D_{r,j} = 0, \\
D_{\text{inv}}, & \text{otherwise.}
\end{cases}
\]  

where \( j = i + D_{i,j} \). Therefore, the set of matching points is represented as

\[
P = \{(f_{i,j}, f_{r,j}) | i \in [a, b], j = i + D_{i,j}, D_i \neq D_{\text{inv}}\}.
\]  

3.2.2. Deformation Map

After obtaining the feature matching results, we calculate the corresponding deformation vector as follows:

\[
\mathbf{v}_{i,j} = f_{l,i} - f_{r,j},
\]

where \((f_{l,i}, f_{r,j})\) is a pair of matching points. The set of deformation vectors is denoted as \( V = \{\mathbf{v}_{i,j} | (f_{l,i}, f_{r,j}) \in P\} \). When the modulus of the deformation vectors in the local region \( R \) is less than one pixel, the region is skipped without processing. Otherwise, we perform subsequent local alignment optimization. When warping the misaligned region, it should gradually transition to the surrounding area. Therefore, the size of the buffer is determined according to the size of the deformation vector, which is formulated as follow:

\[
\text{size}_b = c_b \times \max(|V|),
\]

where \( \max(\cdot) \) means the largest modulus in the deformation vector set \( V \) and \( c_b \) is a coefficient. In our method, we set \( c_b = 30 \). This means that a misalignment of one pixel will use a space of 30 pixels to transition. In this way, we can avoid the appearance of artifacts after the local image warping.

To warp the local buffer region, we need to know the deformation vectors of all pixels in this area. In the buffer region, the deformation vectors of the matching points are known. In addition, to avoid destroying the geometric information of the whole orthoimage we set the deformation vectors of the buffer boundary to zero. Specifically, the image content outside of the local buffer area will not be modified. As shown in Figure 5, according to the known information and smoothness constraints, the energy equation is constructed and minimized to obtain the deformation vectors of all points in the buffer.

![Figure 5](image-url)

**Figure 5.** The calculation process of the deformation vectors in the buffer: (a) feature matching results before local alignment optimization (to show the matching points, one of the images is shifted down by several pixels); (b) propagation of deformation vectors in the buffer; (c) feature matching results after local alignment optimization.
Let $X = \{x_k\}_{k=1}^{N_B}$ denote all the deformation vectors to be solved in the buffer region. $N_B$ is the number of points in the buffer. The energy equation is defined as

$$
E = \sum_{x_k \in V} \|x_k - v_k\|^2 + \sum_{x_k \in B} \|x_k - 0\|^2 + \sum_{x_k \notin V \cup B} \left\|4 \cdot x_k - \sum_{x_n \in N(x_k)} x_n\right\|^2. \tag{10}
$$

This energy function consists of three terms. The first term represents the matching point constraint, and $v_k$ is the known deformation vector corresponding to the current position. Namely, for the matching points, the solved deformation vectors should be the same with the offsets between two points. The second term represents the boundary point constraint, where $B$ is the set of boundary points. If the pixels belong to the boundaries of the buffer region, the corresponding deformation vectors should be 0. The last term is the smoothness constraint, which spreads the deformation vectors of the matching points smoothly by constraining the gradient of the current position to be as small as possible. $N(x_k)$ is the 4-neighborhood of $x_k$. In our method, we solve for the deformation values in the horizontal and vertical directions separately. The above energy equation can be easily solved using the Eigen library (http://eigen.tuxfamily.org, accessed on 15 May 2022).

After obtaining the deformation vectors for each pixel in the buffer, we warp the image according to the bilinear interpolation method. For details, please refer to our previous work [50]. In fact, for the pixels in the left and right images, we warp each by half the size of the deformation vector and in opposite directions. In this way, the matching points on the left and right images will be warped to the same position, as shown in Figure 5c.

4. Experimental Results and Discussion

We evaluated the performance of our proposed local alignment optimization method using three pairs of test images, namely, AERIAL-1, AERIAL-2, and SATELLITE-1. The first two sets are aerial images, and the third set consists of satellite images. Detailed descriptions of these three datasets are presented in Table 1. In order to compare the improvement effect of different methods on local misalignments, we used APAP [27], ELA [41], and our proposed method for local image warping respectively after detecting local misalignment regions. The warp results of APAP [27] and ELA [41] were obtained according to the source codes provided by the authors. Then, the warped images were combined according to the precomputed optimal seamline. The experiments were divided into two parts: the first part was a qualitative experiment which evaluated the proposed method by comparing the stitching results after local warping, while the second part calculated the structural similarity (SSIM) and geometric error (GE) for quantitative evaluation.

| Spatial Resolution | Spectral Bands | Descriptions |
|--------------------|----------------|--------------|
| AERIAL-1           | 0.1 m          | IR-R-G       | Small-sized buildings; many surrounding trees |
| AERIAL-2           | 0.2 m          | R-G-B        | Medium-sized buildings; dense residential area |
| SATELLITE-1        | 1 m            | R-G-B        | Suburb district; high speed road; woodland |

4.1. Qualitative Evaluation

We conducted qualitative evaluation experiments on three pairs of images. Figure 6 presents the warp results of the three methods on AERIAL-1. The first row presents the optimal seamline and the detected misaligned local regions. Due to space limitations, two regions marked by orange boxes were selected for presentation for each set of data. From
the original stitching results presented in rows 3 and 5, it can be seen that when the seamline passes through obvious objects such as houses, there are obvious misalignments caused by parallax near the seamline. For the first enlarged region, the seamline runs continuously across the ridge and eaves. As indicated by the red circles in the third row, the misalignments in the results of APAP [27] and ELA [41] are alleviated, but still obvious. Both the two methods are local warping methods based on feature matching, and the warping effect relies on the guidance of feature matching. However when there is a large parallax, even if the feature matching is correct it cannot lead to a geometrically consistent stitching result. On the other hand, the proposed method only considers the geometric consistency on the seamline, and produces results with invisible geometric misalignments. For the second enlarged region, the seamline crosses the eave, although with less parallax. It can be seen that APAP [27] aligns the eave, but causes the shadow adjacent to it to be misaligned. The result of ELA [41] is not significantly improved compared to before optimization. Our method aligns the eave better without affecting nearby areas.

Figure 6. Comparison of the local warp results obtained by the three methods on AERIAL-1. (Row 1) The optimal seamline and the detected local regions with misalignment. (Row 2, 4) Local regions with geometric misalignment, showing the warp results obtained by APAP [27], ELA [41], and the proposed method, respectively. (Row 3, 5) The details of the regions corresponding to the white box.
Figure 7 presents the warp results of the three methods on AERIAL-2. For the first region, as can be seen from the first image in the third row, there are large geometric misalignments around the seamline. This is because the seamline passes through the tall buildings. Especially where the red circles are marked, the large parallax causes the distance between the wall and the gray stripe to be different. Among the warp results, the results of APAP [27] are the worst visually. This method barely aligns the wall and gray strip, and causes them to bend and deform, destroying their original geometric character. ELA [41] and the proposed method look relatively better, but only align one of them: ELA [41] aligns the wall, and the proposed method aligns the gray strip. For the second region, the edge in the middle of the roof has a slight geometric misalignment. In the result using APAP [27], the geometric misalignment here is more serious, probably due to the deformation caused by the false matching in the nearby area. ELA [41] solves the problem of misalignment, but it causes the distortion of the image, making the straight eave become curved. The proposed method, on the other hand, obtains natural results with no apparent misalignment.

Figure 8 presents the warp results of the three methods on SATELLITE-1. This dataset consists of two satellite images. In addition, the features on the left image and right image
differ greatly due to different shooting times. For the first region, as shown in the third row in Figure 8, the seamline crosses two paths and the lakeshore. It is easy to see that the geometrical misalignments are large and obvious. In the result using APAP [27], the path on the left is aligned, while the path on the right and the lakeshore are misaligned. Although ELA [41] successfully aligns the right path and the lakeshore, it fails to align the left path. In the result using our proposed method, the paths and the lakeshore are all well-aligned.

![Figure 8. Comparison of the local warp results obtained by three methods on SATELLITE-1. (Row 1) The optimal seamline and the detected local regions with misalignment. (Row 2, 4) Local regions with geometric misalignment, showing the warp results obtained by APAP [27], ELA [41], and the proposed method, respectively. (Row 3, 5) The details of the regions corresponding to the white box.](image)

For the second region, the warp result of APAP [27] is relatively poor. There are obvious geometric misalignments in the longitudinal road and the curved road. The result of ELA [41] has a misalignment near the intersection. For this region, the proposed method again achieves the best result.

4.2. Quantitative Evaluation

In addition to the experiments described above, in order to convincingly illustrate the effectiveness and superiority of the proposed method we conducted quantitative evaluation experiments on these three pairs of images. Specifically, for any local region we calculated the geometric error (GE) of the warp results along the seamline based
on feature matches, and calculated the corresponding maximum and average values. We calculated the structural similarity (SSIM) of the local regions near the seamline of the left and right images for reference. Lower values of GE and higher values of SSIM denote the better alignment results. For convenience, the averages of maximum GE, average GE and SSIM of the six local regions in three pairs of images were calculated for quantitative evaluation, as shown in Figure 9. For the original images that were registered but not locally warped, the maximum GE and average GE are 12.3234 and 2.9800, respectively, and the SSIM is 0.9962. APAP [27] and ELA [41] yield a maximum GE of 12.8507 and 9.6973, and average GE of 3.9868 and 2.4224, respectively. The proposed method achieves the minimum geometric errors, with a maximum GE of 4.5857 and the average GE of 0.7477. This proves that the proposed method performs better in local alignment optimization, and can effectively eliminate the local geometrical misalignments. For structural similarity, our proposed method again has the best score, followed by ELA [41] and APAP [27]. This shows that in the region near the seamline, the results generated by the proposed method have the best alignment effect, demonstrating that the proposed method can preserve the structural information of the input orthoimages as much as possible.

**Figure 9. Comparison of the quantitative performance of image local alignment.** Quantitative indicators include SSIM, maximum GE, and average GE.

In terms of algorithm efficiency, only the running time of the proposed method is shown in Table 2. Because APAP [27] and ELA [41] are both implemented on the Matlab platform, the efficiency is low and has no meaning for comparison. The time of the local alignment optimization algorithm is mainly consumed in two parts; one is SGM, and the other is image warping. The time for SGM is positively correlated with the length of the local seamline, and the time for image warping is mainly related to the width of the buffer. Therefore, we list the seamline length and buffer width corresponding to each local region in Table 2. From this table, it can be seen that when the lengths of the local seamlines are similar, a larger geometric misalignment leads to a wider the buffer region, making the process more time-consuming. Compared with global alignment optimization, local alignment optimization can adjust the width of the buffer according to the size of the geometric misalignment, which effectively saves memory and computation. This proves that processing seamlines in sub-regions can effectively improve the efficiency of alignment optimization.
Table 2. Algorithm efficiency on different local regions; (a) and (b) mean the first and second local regions of the corresponding dataset.

| Region Id | Seamline Length (pixel) | Buffer Width (pixel) | Time for SGM (s) | Time for Warping (s) |
|-----------|-------------------------|----------------------|------------------|---------------------|
| AERIAL-1 (a) | 940                     | 450                  | 1.011            | 11.829              |
| AERIAL-1 (b) | 738                     | 60                   | 0.776            | 0.507               |
| AERIAL-2 (a) | 823                     | 600                  | 0.588            | 11.061              |
| AERIAL-2 (b) | 552                     | 390                  | 0.525            | 4.896               |
| SATELLITE-1 (a) | 711                   | 270                  | 0.261            | 4.166               |
| SATELLITE-1 (b) | 314                   | 420                  | 0.133            | 3.756               |

5. Conclusions

In this paper, we propose a local alignment optimization method for parallax-tolerant orthoimage mosaicking. We attempt to eliminate the stitching artifacts along the seamline generated by geometric misalignments. The main contributions of this method can be summarized as follows:

- We propose a similarity measure-based method for local misalignment location, which makes it possible to process local regions independently.
- We propose a local alignment optimization method based on semi-global matching, which can effectively eliminate geometric misalignment on the seamline.

To the best of our knowledge, this is the first work that attempts to eliminate the local misalignments existing in the seamline for orthoimage mosaicking. It provides a new way to further eliminate the local misalignments that the existing optimal seamline detection methods cannot handle. The experiments conducted on several aerial and satellite datasets demonstrate that the proposed approach can eliminate the local parallax in the seamline while preserving most geometric properties of digital orthophoto maps, and that it outperforms the current representative approaches in both visual quality and quantitative metrics.

However, this method remains based on feature matching, and the optimization effect depends largely on the accuracy of feature matching. In the future, the proposed algorithm may be improved by means such as deep networks.
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