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Abstract

Generalizing our ideas in [arXiv:1006.3313], we explain how topologically-twisted $\mathcal{N} = 2$ gauge theory on a four-manifold with boundary, will allow us to furnish purely physical proofs of (i) the Atiyah-Floer conjecture, (ii) Muñoz’s theorem relating quantum and instanton Floer cohomology, (iii) their monopole counterparts, and (iv) their higher rank generalizations. In the case where the boundary is a Seifert manifold, one can also relate its instanton Floer homology to modules of an affine algebra via a 2d A-model with target the based loop group. As an offshoot, we will be able to demonstrate an action of the affine algebra on the quantum cohomology of the moduli space of flat connections on a Riemann surface, as well as derive the Verlinde formula.
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1 Introduction, Summary and Conventions

Four-dimensional (cohomological) topological quantum field theories (TQFTs), such as Donaldson-Witten (DW) theory and Seiberg-Witten (SW) theory, have been studied extensively over the years since they were first conceived in [1]. Such a TQFT possesses an underlying topological supersymmetry, which is generated by a scalar supercharge $Q$. Observables of the theory are identified with the $Q$-cohomology, and they are invariant under topological deformations. In the aforementioned theories, they generate the celebrated Donaldson and Seiberg-Witten invariants, respectively.

When DW theory is defined on a four-manifold with boundary $Y_3$, the corresponding Donaldson invariants are valued in the instanton Floer homology of $Y_3$ [1]. Likewise, for SW theory, the corresponding Seiberg-Witten invariants are valued in the monopole Floer homology of $Y_3$ [2].
One may also study DW theory defined on a four-manifold of the form $M_4 = \Sigma \times C$, where $\Sigma$ and $C$ are compact Riemann surfaces. Upon shrinking $C$ (or $\Sigma$), it is known that the ensuing 2d theory is an A-twisted sigma model on $\Sigma$ (or $C$) with target being the moduli space of flat connections on $C$ (or $\Sigma$) [3]. The relevant observables of the A-model are identified with its $\mathcal{Q}$-cohomology, which in turn describe the quantum cohomology of the target space [3, 4]. Thus, the $\mathcal{Q}$-cohomology of DW theory must also be identified with quantum cohomology, i.e. Donaldson invariants on $M_4$ are related to the quantum cohomology of the space of flat connections on either Riemann surface [5].

In [5], it was suggested that upon shrinking $C$ (or $\Sigma$), SW theory should also descend to an A-model on $\Sigma$ (or $C$), albeit with target being the moduli space of vortices on $C$ (or $\Sigma$). Likewise, the $\mathcal{Q}$-cohomology of SW theory must also be identified with quantum cohomology, i.e. Seiberg-Witten invariants on $M_4$ are related to the quantum cohomology of the space of vortices on either Riemann surface [5].

The main aim of this paper is to exploit properties of 4d $\mathcal{N} = 2$ TQFT in the manner described above, so that physical proofs of known mathematical conjectures and theorems as well as derivations of mathematically novel identities between 3d and 2d invariants, and more, can be obtained.

Let us now give a brief plan and summary of the paper.

A Brief Plan and Summary of the Paper

In §2 we provide a relevant review of DW theory, and its relation to instanton Floer homology when the underlying four-manifold $M_4$ has boundary $Y_3$. In particular, if the moduli space of instantons is zero-dimensional, the partition function on $M_4$ is expressed as a sum of instanton Floer homology classes $\Psi_{\text{inst}}$

$$Z_{M_4} = \langle 1 \rangle_{\Psi(Y_3)} = \sum_i \Psi_{\text{inst}}(\Phi_{Y_3})$$  (1.1)

We will also take $M_4 = \Sigma \times C$, and shrink $C$, to obtain a sigma model on $\Sigma$ with target $\mathcal{M}(C)$. This space is characterized by

$$F_{ab} = 0$$  (1.2)

which corresponds to the moduli space of flat connections on $C$, which we will denote by $\mathcal{M}_{\text{flat}}(C)$. Moreover, upon shrinking $C$, since the topological term of the form $F \wedge F$ leads to the pullback, i.e

$$\frac{1}{8\pi^2} \int_{M_4} \text{Tr} (F \wedge F) = \int_{\Sigma} X^* \omega_{\text{flat}}$$  (1.3)

the ensuing 2d model on the remaining Riemann surface $\Sigma$ must be an A-twisted sigma model with target $\mathcal{M}_{\text{flat}}(C)$, and action

$$S'_{\text{DW}} = \frac{1}{e^2} \int_{\Sigma} d^2 z \left( G_{IJ}^{\text{flat}} \left( \frac{1}{2} \partial_{\bar{z}} X^I \partial_{\bar{z}} X^J + \frac{1}{2} \partial_{\bar{z}} X^J \partial_{\bar{z}} X^I + \rho_z \nabla_{\bar{z}} \chi^I + \rho_{\bar{z}} \nabla_z \chi^J \right) + i \theta \int_{\Sigma} X^* \omega_{\text{flat}} \right)$$  (1.4)
In §3, we provide a review of SW theory, and its relation to monopole Floer homology when the underlying four-manifold $M_4$ has boundary $Y_3$. In particular, if the moduli space of monopoles is zero-dimensional, the partition function on $M_4$ is expressed as a sum of monopole Floer homology classes $\Psi_{\text{inst}}$

$$Z_{M_4} = \langle 1 \rangle_{\Psi(Y_3)} = \sum_i \Psi_{\text{mono}}(\Phi_i Y_3)$$ (1.5)

We will also take $M_4 = \Sigma \times C$, and shrink $C$, to obtain a sigma model on $\Sigma$ with target $M_{\text{flat}}(\Sigma)$. This space is characterized by

$$F_{\text{w}} = \frac{i}{4} \left(1 - |\phi|^2\right)$$

$$D_{\text{w}} \phi = 0$$ (1.6)

which corresponds to the moduli space of vortices on $C$, which we will denote by $M^q_{\text{vort}}(C)$. Furthermore, upon shrinking $C$, a $Q$-exact topological term $S_{\text{top}}$, which can be added inconsequentially, leads to the pullback, i.e.

$$S_{\text{top}} = \frac{1}{8\pi^2} \int_{M_4} F \wedge F = \int_{\Sigma} X^* \omega_{\text{vort}}$$ (1.7)

Hence, the ensuing 2d model on $\Sigma$ must also be an A-model with target $M^q_{\text{vort}}(C)$, and action

$$S_{\text{SW}}' = \frac{1}{e^2} \int_{\Sigma} d^2 z \left(C^\text{vort}_{IJ} \left(\frac{1}{2} \partial_x X^I \partial_{x} X^J + \frac{1}{2} \partial_x X^I \partial_z X^J + \rho_z \nabla_x \chi^I + \rho_x \nabla_z \chi^J\right)
- R_{IJKL} \rho^L \chi^I \nabla_x \chi^J \nabla_z \chi^K + i \theta \int_{\Sigma} X^* \omega_{\text{vort}}\right)$$ (1.8)

In §4, we provide physical proofs of various mathematical conjectures and theorems, by exploiting the fact that physical states of a TQFT are insensitive to topological deformations. We first prove the Atiyah-Floer conjecture, which relates instanton and Lagrangian intersection Floer homologies. This takes the form

$$\text{HF}^*_{\text{inst}}(Y_3) \cong \text{HF}^*_{\text{Lagr}}(M_{\text{flat}}(\Sigma), L_0, L_1)$$ (1.9)

This is proved by studying DW theory on the four-manifold $M_4 = \mathbb{R}^+ \times Y_3 \cong \mathbb{R}^+ \times I \times f \Sigma$ (LHS of (1.9)), and identifying its states with those of the A-model on $\mathbb{R}^+ \times I$ with target $M_{\text{flat}}(\Sigma)$ (RHS of (1.9)).

The second mathematical claim is Muñoz’s theorem, which relates instanton and symplectic Floer cohomologies, whereby the result of [6] further relates symplectic Floer cohomology with quantum cohomology. It takes the form

$$QH^*(M_{\text{flat}}(\Sigma)) \cong \text{HF}^*_{\text{symp}}(M_{\text{flat}}(\Sigma)) \cong \text{HF}^*_{\text{inst}}(\Sigma \times S^1)$$ (1.10)

This is proved by studying DW theory on the four-manifold $M_4 = \Sigma \times S^1 \times \mathbb{R}^+$ (RHS of (1.10)), and identifying that with the A-model on $\mathbb{R}^+ \times S^1$ with target $M_{\text{flat}}(\Sigma)$ (centre of (1.10)). The first equality follows from [6], as mentioned.
The same analysis is carried out for SW theory, in which we consider monopole analogs of (1.9) and (1.10). In an analogous manner, we prove the monopole Atiyah-Floer conjecture, which takes the form

$$HF_{\text{mono}}^* (q, Y_3) \cong HF_{\text{Heeg}}^* (\mathcal{M}_\text{vort}^q (\Sigma), L_0, L_1)$$  \hfill (1.11)

Our analysis of SW theory also allows us to deduce the mathematically novel monopole analog of Muñoz’s theorem, which takes the form

$$QH^* (\mathcal{M}_\text{vort}^q (\Sigma)) \cong HF^*_{\text{symp}} (\mathcal{M}_\text{vort}^q (\Sigma)) \cong HF_{\text{mono}}^* (q, \Sigma \times S^1)$$  \hfill (1.12)

These results can be generalized to higher rank gauge groups $G$, because the physical analysis is either independent of the choice of $G$, or simply involves a straightforward extension. In doing so, we can obtain higher rank generalizations of (1.9)–(1.12).

In §5, we consider DW theory on $M_4 = \Sigma \times D \cong \Sigma \times S^1 \times \mathbb{R}^+$, with gauge group $G = SU(2)$. Instanton Floer homology can be defined on $Y_3 = \Sigma \times S^1$. Moreover, shrinking $D$ allows us to identify the target of the A-model on $\Sigma$ with the based loop group $\Omega G$. Such an A-model is known to possess affine symmetry [7]. The corresponding A-model states form modules of an affine Lie algebra $\mathfrak{g}_{\text{aff}}$, which span the space of $\mathfrak{g}_{\text{aff}}$-modules on $\Sigma$ that we denote by $\mathfrak{g}_{\text{mod}}(\Sigma)$. We can identify the corresponding partition functions, and hence establish the mathematically novel isomorphism

$$HF_{\text{inst}}^* (\Sigma \times S^1) \cong \mathfrak{g}_{\text{mod}}(\Sigma)$$  \hfill (1.13)

Next, we study DW theory on $M_4 = \Sigma \times f D \cong M_{g,p} \times \mathbb{R}^+$, where $M_{g,p}$ is a Seifert manifold, $g$ is the genus of $\Sigma$, and $p$ is the Chern number of the $S^1$ bundle which characterizes the nontriviality of the fibration. As such, we see that $\Sigma \times S^1$ is a trivially-fibered Seifert manifold – i.e. $\Sigma \times S^1 = M_{g,0}$. By inserting $p$ copies of the fibering operator $\mathcal{P}$ [8] in the partition function over $M_{g,0}$, which has the effect of shifting the Chern number by $p$, the partition function over $M_{g,p}$ is obtained. We may then generalize (1.13) to the case where $\Sigma \times S^1$ is replaced by $M_{g,p}$. Denoting $\mathfrak{g}_{\text{mod},p}(\Sigma)$ as the space where each basis component is now acted upon by $p$ copies of a suitable representation of $\mathcal{P}$, we similarly show that there is a mathematically novel isomorphism

$$HF_{\text{inst}}^* (M_{g,p}) \cong \mathfrak{g}_{\text{mod},p}(\Sigma)$$  \hfill (1.14)

It is straightforward to see, from (1.10) and (1.13), that there is yet another mathematically novel identity of the form

$$QH^* (\mathcal{M}_\text{flat} (\Sigma)) \cong \mathfrak{g}_{\text{mod}}(\Sigma)$$  \hfill (1.15)

In §6, as a preliminary step, we first study an A-model on $D \cong \mathbb{R}^+ \times S^1$ with target $\mathcal{M}_\text{flat} (\Sigma)$. Since the theory is topological, we may further shrink $S^1$ so that we get a 1d sigma model which turns out to be a quantum mechanical model on $\mathcal{M}_\text{flat} (\Sigma)$ with action

$$S_{\text{QM}} = \frac{1}{\hbar} \int d\tau \frac{1}{2} \dot{X}^I \dot{X}_I$$  \hfill (1.16)
Thus, states of the A-model on $D$ with target $M_{\text{flat}}(\Sigma)$ are identified with quantum mechanical states on $M_{\text{flat}}(\Sigma)$. \ref{eq:1.16} also means we can write the commutator relations for the collective coordinates $X$ as

$$[\hat{X}^I, \hat{P}^J] = i\hbar \delta^{IJ}$$

(1.17)

which amounts to quantizing $M_{\text{flat}}(\Sigma)$.

Next, we make use of DW theory on $M_4 = \Sigma \times D$, to obtain, upon shrinking $D$, an A-model on $\Sigma$ with target $\Omega G$, and, upon shrinking $\Sigma$, an A-model on $D$ with target $M_{\text{flat}}(\Sigma)$. In doing so, we can derive Falting’s definition of the Verlinde formula \cite{9, 10}

$$V_\ell(\Sigma) \cong H^0(M_{\text{flat}}(\Sigma), L_\ell^\Sigma)$$

(1.18)

where $V_\ell(\Sigma)$ is the space of zero-point conformal blocks of $g_{\text{aff}}$ at level $\ell$ on $\Sigma$. The LHS of \ref{eq:1.18} is obtained from the A-model on $\Sigma$ with target $\Omega G$, and the RHS is obtained from the quantum mechanical model on $M_{\text{flat}}(\Sigma)$, where $H^0$ is the space of holomorphic sections of the determinant line bundle $L$.

We also derive Pauly’s definition of the Verlinde formula \cite{11}, which considers extra operator insertions in the theory. This derivation will proceed similar to the case with no operator insertions, because we can exploit the position-independence of operator insertions in an A-model. We are then able to derive the isomorphism

$$V_\ell(\Sigma, \vec{p}) \cong H^0(M_{\text{para}}(\Sigma, \vec{p}), L_\ell^\Sigma)$$

(1.19)

where $\vec{p} = (p_1, \cdots, p_n)$ are the operator insertion points on $\Sigma$, and $V_\ell(\Sigma, \vec{p})$ is the space of $n$-point conformal blocks of $g_{\text{aff}}$ at level $\ell$ on $\Sigma$.

**Conventions**

The labeling conventions for the indices used in this paper are as follows:

| Type       | Spin index | Index |
|------------|------------|-------|
| 4d (on $M_4$) | 1/2 $\alpha, \beta, \cdots = 1, 2$ |
| 4d (on $M_4$) | 1 $\mu, \nu, \cdots = 1, 2, 3, 4$ |
| 2d (on $\Sigma$) | 1 $A, B, \cdots = 1, 2$ |
| 2d (on $C$) | 1 $a, b, \cdots = 3, 4$ |
| $N$-d (on moduli space $M$) | 1 $I, J, \cdots = 1, \cdots, N$ |

We shall also denote components of (left-) right-handed spinors by (un)dotted indices ($\alpha\dot{\alpha}$).
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2 Instanton Floer Homology and a 2d A-model from 4d \( \mathcal{N} = 2 \) TQFT

2.1 Review of Donaldson-Witten Theory and its Relation to Instanton Floer Homology

In this subsection, we shall review some pertinent details about DW theory, and how its invariants can be associated with instanton Floer homology when the underlying four-manifold has a boundary.

**Donaldson-Witten Theory**

Let us consider an arbitrary four-manifold \( M_4 \), on which we define a pure \( \mathcal{N} = 2 \) theory with gauge group \( G \). Mathematically, this is the same as defining a \( G \)-principal bundle \( E \to M_4 \), on which a gauge theory may be defined. Let us focus on the simple case where \( G = SU(2) \), bearing in mind that the following arguments can also be applied to a higher-rank gauge group.

Upon topological twisting, some of the supercharges, which were originally spinors, become scalars. For brevity, we shall consider one such nilpotent scalar supercharge \( Q \),\(^1\) where there is a \( U(1)_R \) R-symmetry. The action can be written as \([1, 13]\)

\[
S_{\text{DW}} = \frac{1}{e^2} \int_{M_4} d^4 x \sqrt{G_{M_4}} \text{Tr} \{ \mathcal{Q}, V_{\text{DW}} \} + \frac{i \theta}{8 \pi^2} \int_{M_4} \text{Tr} (F \wedge F)
\]

\[
= \frac{1}{e^2} \int_{M_4} d^4 x \sqrt{G_{M_4}} \text{Tr} \left( -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} + D_\mu \phi D^n \phi^\dagger - i \chi_\mu D^\mu \eta - i \lambda_{\dot{\alpha}\dot{\beta}} (\bar{\sigma}_{\mu \nu}) \dot{\alpha} \dot{\beta} D^\mu \chi_\nu \right.
\]

\[
+ \frac{1}{\sqrt{2}} \lambda^{\dot{\alpha} \dot{\beta}} [\lambda_{\dot{\alpha} \dot{\beta}}, \phi] - \frac{1}{2 \sqrt{2}} \chi_\mu [\chi^\mu, \phi^\dagger] + i \sqrt{2} \eta [\phi, \eta] - i \frac{1}{2} [\phi, \phi^\dagger]^2 \bigg) + \frac{i \theta}{8 \pi^2} \int_{M_4} \text{Tr} (F \wedge F),
\]

(2.1)

where \( V_{\text{DW}} \) is a gauge-invariant fermionic operator carrying an R-charge of \(-1\) and scaling dimension \(0\), and the “electric” and “magnetic” coupling constants \( e \) and \( \theta \) make up the complex gauge coupling constant \( \tau = \frac{4 \pi i}{e^2} + \frac{\theta}{2 \pi} \). \( G_{M_4} \) is the metric on \( M_4 \).

Bosonic degrees of freedom are described by a gauge field \( A_\mu \) and a complex scalar field \( \phi \). Fermionic degrees of freedom are described by a 0-form \( \eta \), a 1-form \( \chi_\mu \), and a 2-form \( \lambda_{\mu\nu} \). These fields are all in the adjoint representation of the gauge group \( SU(2) \). The covariant derivative is defined as \( D_\mu = \partial_\mu - i [A_\mu, \cdot] \). Note that because of the nilpotency of \( Q \), this action is \( Q \)-invariant.

For completeness, we shall also state the supersymmetry transformations here. They are

\[
\delta A_\mu = \zeta \chi_\mu
\]

\[
\delta \phi = 0
\]

\[
\delta \phi^\dagger = 2 \sqrt{2} i \zeta \eta
\]

\[
\delta \eta = i \zeta [\phi, \phi^\dagger]
\]

\[
\delta \chi_\mu = 2 \sqrt{2} \zeta D_\mu \phi
\]

\[
\delta \lambda_{\dot{\alpha}\dot{\beta}} = i \zeta F^+_{\dot{\alpha}\dot{\beta}}
\]

(2.2)

\(^1\)More accurately, \( Q \) is a linear combination of two scalar supercharges obtained from topological twisting.
where ζ is an arbitrary Grassmannian parameter.

**Observables of the Donaldson-Witten Theory**

Now consider the set of $n$ $Q$-invariant operators $O_r$, where $r = 1, \ldots, n$, and their correlation functions that take the form

$$
\langle O_1 \cdots O_n \rangle = \int \mathcal{D}\Phi \, O_1 \cdots O_n e^{-S},
$$

(2.3)

where $\mathcal{D}\Phi$ denotes the total path-integral measure over all fields, and $S$ is a generic $Q$-exact action.

Recall the important fact that for any metric $G_{\mu\nu}$, the stress tensor $T_{\mu\nu} \propto \frac{\delta S}{\delta G_{\mu\nu}}$ is $Q$-exact in a TQFT – i.e. we may write $T_{\mu\nu} = \{Q, \Lambda_{\mu\nu}\}$ for some fermionic operator $\Lambda_{\mu\nu}$. Hence, varying the correlation function (2.3) with respect to the metric yields

$$
\frac{\delta}{\delta G_{\mu\nu}} \langle O_1 \cdots O_n \rangle \propto \langle O_1 \cdots O_n T_{\mu\nu} \rangle = \langle O_1 \cdots O_n \cdot \{Q, \Lambda_{\mu\nu}\} \rangle = 0,
$$

which tells us that physical observables of a TQFT are independent of the spacetime geometry. Here we have also made use of the fact that $\langle \{Q, \ldots \} \rangle = 0$ since $Q$ generates a supersymmetry of the theory.

Furthermore, varying the correlation function with respect to the gauge coupling $e$ yields

$$
\frac{\delta}{\delta e} \langle O_1 \cdots O_n \rangle = \frac{2}{e^3} \langle O_1 \cdots O_n \{Q, V\} \rangle = \frac{2}{e^3} \langle \{Q, O_1 \cdots O_n V\} \rangle = 0.
$$

In other words, a correlation function of $Q$-invariant operators is also independent of the gauge coupling $e$, and so it can be taken to be any value without any consequences. This then means that we can set $e \to 0$, which is the same as going to the semiclassical limit of the gauge theory.

**Computation of Observables**

Here, we can carry out a Fourier expansion of $\Phi$ about its classical values, which we denote by $\Phi_0$ – the zero modes. By a classical configuration, we mean that the $\Phi_0$’s minimize the action (2.1) to zero. This is needed to prevent the path integral from vanishing, since the exponent in the integrand of (2.3) will otherwise blow up in the limit $e \to 0$. The Fourier expansion yields

$$
\Phi = \Phi_0 + \sum_{s>0} \Phi_s,
$$

(2.4)

where the $\Phi_s$’s are small and may be regarded as fluctuations about $\Phi_0$’s which describe quantum corrections. Since we are taking the semiclassical limit, we need only consider up to quadratic fluctuations about $\Phi_0$’s. The integration measure may now be rewritten as

$$
\mathcal{D}\Phi = d\Phi_0 \prod_{s>0} d\Phi_s,
$$

(2.5)

so that the correlation function (2.3) may be written as

$$
\langle O_1 \cdots O_n \rangle = \left( \int d\Phi_0 \, O_1 \cdots O_n e^{-S_{\text{int}}} \right) \left( \int \prod_{s>0} d\Phi_s \, e^{-S_{\text{KE}}} \right),
$$

(2.6)

where, respectively, $S_{\text{int}}$ and $S_{\text{KE}}$ are the interacting and kinetic parts of (2.1). The operators $O_r$ can be expressed purely in terms of zero modes, since we can place them far apart from each other.

---

2 To describe DW theory, we may simply take $S = S_{\text{DW}}$. Likewise in §3.1, we take $S = S_{\text{SW}}$ to obtain SW theory.
so that they do not interact. This is valid, because operator insertions are independent of position in a TQFT. Let us further insist that the product $O_1 \cdots O_n$ saturate the $U(1)_R$ charge. Then, fermi fields in $S_{\text{int}}$ will contribute nothing to the integral because of the nature of Grassmannian integrals. Finally, as shown later, the bosonic part of $S_{\text{int}}$ can be set to zero due to the BPS equations.

In doing so, we have factorized the correlation function into two parts – one that is dependent only on the zero modes, and another one dependent only on the fluctuations. This means that (2.6) can be written as

$$
\langle O_1 \cdots O_n \rangle = \left( \int d\Phi_0 \, O_1 \cdots O_n \right) \left( \int \prod_{s > 0} d\Phi_s \, e^{-S_{\text{KE}}} \right). 
$$

Let us first look at the fluctuations $\Phi_s$'s. The kinetic terms of the action take the form

$$
S_{\text{KE}} = \frac{1}{e^2} \int_{M_4} d^4x \sqrt{G_{M_4}} \text{Tr} \left( -\frac{1}{4} F^\mu\nu F_{\mu\nu} + D_\mu \phi D^\mu \phi^\dagger - i \chi_\mu D^\mu \eta - i \lambda_{\dot{\alpha}\dot{\beta}} (\sigma_{\mu\nu})^{\dot{\alpha}\dot{\beta}} D^\mu \chi^\nu \right),
$$

where $\Delta_B$ and $iD_F$ are bosonic and fermionic elliptic operators respectively, while $B$ and $F$ are the bosonic and fermionic field content respectively, collected in column vectors. These operators can be diagonalized, such that

$$
\Delta_B B_s = (\mathcal{E}_s)^2 B_s \quad (2.9) \\
iD_F F_s = \mathcal{E}_s F_s. \quad (2.10)
$$

Note that the eigenvalues $\mathcal{E}_s$ take the same values for both bosons and fermions because of supersymmetry. The contribution from the non-zero modes to the correlation function (2.3) is then

$$
\int \prod_{s > 0} d\Phi_s \, e^{-\left((\mathcal{E}_s)^2 (B_s)^2 + \mathcal{E}_s (F_s)^2\right)} = \prod_{s > 0} \frac{\mathcal{E}_s}{\sqrt{(\mathcal{E}_s)^2}} = \pm 1, \quad (2.11)
$$

where the $\pm$ sign arises because of the square roots. Hence, we may define correlation functions up to a sign.

Next, let us look at the zero modes. We note that the BPS equations may be obtained by setting supersymmetry transformations of the fermi fields, in (2.2), to zero. The BPS equations are then

$$
[\phi, \phi^\dagger] = 0, \quad (2.12a) \\
D_\mu \phi = 0, \quad (2.12b) \\
F_{\mu\nu} + \frac{1}{2} \epsilon_{\mu\rho\lambda} F^{\rho\lambda} = 0. \quad (2.12c)
$$

The zero modes $\Phi_0$'s, being classical configurations, must satisfy the BPS equations in (2.12a), (2.12b) and (2.12c). In particular, (2.12c) implies that the field strength of the zero mode gauge field $A_0$ must be anti self-dual, and hence they must produce anti instantons. To look for nearby zero modes, we study fluctuations about an anti instanton, which we further assume to be isolated.
From here on, we shall deal only with anti instantons, and as such we will simply refer to them as instantons for brevity.

The constraints \( D_\mu \phi_0 = 0 \) and \([\phi_0, \phi_0^\dagger] = 0\) are satisfied by the trivial solution \( \phi_0 = 0 \). This is that same as insisting that \( \phi \) has no zero modes. Additionally, this also means that the zero modes \( A_0 \) correspond to irreducible connections. \(^3\) This further tells us that the only bosonic zero modes come from the gauge field \( A_0 \), and that they correspond to irreducible, anti self-dual connections. Hence, bosonic zero modes are characterized by the relation \( (2.12c) \) which may be written as the anti self-duality condition

\[
F = - * F,
\]

where \(*\) is the Hodge star operation. Recall that we have defined the bundle \( E \) over \( M_4 \) with gauge curvature \( F \).

Further taking the modulo of gauge transformations that leave \( (2.12c) \) invariant, the fluctuations \( A_s \) that appear in the path-integral measure will correspond to the collective coordinates of the moduli space of instantons with the instanton number \( k \) defined by

\[
k = \frac{1}{8\pi^2} \int_{M_4} \text{Tr}(F \wedge F).
\]

We shall denote this moduli space by \( \mathcal{M}^k_{\text{inst}}(M_4) \), and correspondingly its (virtual) dimension by \( N_I = \dim(\mathcal{M}^k_{\text{inst}}(M_4)) \). We shall now analyze the zero modes of the fermions \( \eta, \chi_\mu, \lambda_{\mu\nu} \). Since we have restricted ourselves to gauge connections \( A \) that are irreducible, and moreover, since they are also regular, it can be argued that \( \eta \) and \( \lambda \) do not have any zero modes \(^{14}\). Thus, the only fermionic expansion coefficients that contribute to the path-integral measure come from \( \chi \).

The number of bosonic zero modes is, according to our analysis above, given by the dimension \( N_I \) of \( \mathcal{M}^k_{\text{inst}}(M_4) \). As for the zero modes of \( \chi \), the dimension of the kernel of the Dirac operator \( iD_F \) which acts on \( \chi \) in the Lagrangian is equal to the index of \( iD_F \); in other words, the number of zero modes of \( \chi \) is given by \( \dim(\text{Ker}(iD_F)) = \text{ind}(iD_F) \). This index also counts the number of infinitesimal connections \( \delta A \) where gauge-inequivalent classes of \( A + \delta A \) satisfy the anti self-duality condition \( (2.12c) \). Therefore, the number of zero modes of \( \chi \) will also be given by the dimension \( N_I \) of \( \mathcal{M}^k_{\text{inst}}(M_4) \). Altogether, this means that after integrating out the non zero modes, we can write the remaining part of the measure in the expansion coefficients \( A_0^i \) and \( \chi_0^i \) of the zero modes of \( A \) and \( \chi \) as

\[
\prod_{i=1}^{N_I} dA_0^i d\chi_0^i.
\]

Notice that the \( N_I \) distinct \( d\chi_0^i \)'s anti-commute. Hence, \( (2.15) \) can be interpreted as a natural measure for the integration of a differential form on \( \mathcal{M}^k_{\text{inst}}(M_4) \).

\(^3\)A connection \( A \) is irreducible if the stabilizer of \( G \) is equal to its center \( Z(G) \). Elements of the stabilizer \( \text{Stab}(G) \) are covariantly constant – i.e. \( \gamma \in \text{Stab}(G) \) take the form \( D_A \gamma = 0 \). Elements of \( Z(G) \) commute with all other elements in \( G \) – i.e. \( \gamma \in Z(G) \) satisfies \( [\gamma, f] = 0 \) for \( f \in G \). Here, \( \phi_0 \), which is a \( g \)-valued function, satisfies both conditions. On one hand, we have \( D_\mu \phi_0 = 0 \) from \( (2.12b) \), which means that \( \phi_0 \in \text{Lie} (\text{Stab}(G)) \). On the other hand, \( (2.12a) \) and the assumption \( \phi = 0 \) implies that \( [\phi, T^a] = 0 \), where \( T^a \) are generators of \( G \). This means that \( \phi \in \text{Lie}(Z(G)) \). Hence, the connections \( A \) considered here are indeed irreducible.

\(^{14}\)
Next, it is known that the $U (1)_R$ charges \(^4\) for the physical fields ($A_\mu, \phi, \eta, \chi_\mu, \lambda_{\mu\nu}$) are given by $(0, 2, -1, 1, -1)$. Hence, the only non-zero contributions to the $U (1)_R$ charge of the measure come from the fermions $\eta, \chi_\mu, \lambda_{\mu\nu}$. Using an index theorem, it can be shown that the number of $\chi_0$’s minus the combined number of $\eta_0$ and $\lambda_0$ is also $N_1$. For a compact semi-simple gauge group $G$, we have \(^{15}\)

$$N_1 = p_1[E] - \frac{1}{2} \dim G \ (\chi - \tau),$$  

(2.16)

where $p_1[E]$ is the first Pontrjagin class of the bundle $E$, while $\chi$ is the Euler characteristic of $M_4$, and $\tau$ is the signature of $M_4$. In particular when $G = SU(2)$, this becomes

$$N_1 = 8k - \frac{3}{2} (\chi - \tau),$$  

(2.17)

where $k$ is the instanton number like before.

As mentioned in an earlier part, the integer $N_1$ also coincides with the number of $\chi_0$’s. This means that the number of $\chi_0$ is determined by the $U (1)_R$ charge of the integration measure. In order for the correlation function to be non-vanishing, we need the product of operators $O_1 \cdots O_n$ to carry a $U (1)_R$ charge equal to $N_1$, because of the nature of Grassmannian integrals. For an integration measure $d\chi_0^1 \cdots d\chi_0^{N_1}$, we need the integrand to be of the form $\chi_{p_1} \cdots \chi_{p_{N_1}}$ – i.e. the integrand must contain some arbitrary product of the expansion coefficients for which each expansion coefficient appears exactly once.

To elaborate on the point made about the measure in (2.15), we may also consider a linear combination of these products, which is totally anti-symmetric – i.e.

$$O_1 \cdots O_n = \Omega^{p_1 \cdots p_{N_1}} \chi_{p_1} \cdots \chi_{p_{N_1}}. $$  

(2.18)

In doing so, we may write the $n$-point correlation function (2.3) in terms of (2.18) as

$$\int \prod_{i=1}^{N_1} dA_0^i d\chi_0^i \Omega^{p_1 \cdots p_{N_1}} \chi_{p_1} \cdots \chi_{p_{N_1}} = \int dA_0^{p_1} \cdots dA_0^{p_{N_1}} \frac{1}{N_1!} \Omega^{p_1 \cdots p_{N_1}} $$

$$= \int_{\mathcal{M}_{\mathrm{inst}}^k (M_4)} \frac{1}{N_1!} \Omega^{1 \cdots 1 \cdots 1} dA_0^{i_1} \wedge \cdots \wedge dA_0^{i_{N_1}}$$

$$= \int_{\mathcal{M}_{\mathrm{inst}}^k (M_4)} \Omega,$$

(2.19)

where we have made use of the fact that $\int d\chi_1 \cdots d\chi_{N_1} \ (\chi_{p_1} \cdots \chi_{p_{N_1}}) = \frac{1}{N_1!} \delta_{p_1}^{i_1} \cdots \delta_{p_{N_1}}^{i_{N_1}}$ in the first equality. Hence, the correlation function (2.3) can be viewed as an integration of the top form, $\Omega$, over $\mathcal{M}_{\mathrm{inst}}^k (M_4)$. This just defines the Donaldson invariants.

**Relation between Donaldson-Witten Theory and Instanton Floer Homology**

We shall now review various formulas presented by Donaldson and Atiyah in \([16, 17]\), that relate Donaldson and Floer theory on a four-manifold with boundary.

---

\(^4\)Quantum mechanically $U (1)_R$ is broken down to a discrete subgroup $\mathbb{Z}_{4N}$ for the pure $SU (N) N = 2$ Yang-Mills theory. Due to the presence of instantons, the measure is only invariant under the discrete group $\mathbb{Z}_{4N}$. This will not be an issue here, since we are currently interested in the classical (zero) modes of the theory.
To this end, consider DW theory on $M_4 = Y_3 \times \mathbb{R}^+$, where $Y_3$ can be interpreted as the boundary of $M_4$, and the half real-line $\mathbb{R}^+$ can be interpreted as the time direction. We may then include the other nilpotent scalar supercharge $\overline{Q}$, so that the Hamiltonian $H$ may be defined via the supersymmetry algebra

$$\{Q, \overline{Q}\} = 2H.$$  

(2.20)

Furthermore, the operators $Q, \overline{Q}$ and $H$ all commute with each other, which means that energy eigenstates are in one-to-one correspondence with the states of either $Q$- or $\overline{Q}$- cohomologies.

Next, we recall that physical operators $O$ must be $Q$-invariant. At the same time, $O$ cannot be allowed to be $Q$-exact – i.e. $O \neq \{Q, \overline{O}\}$, for some other operator $\overline{O}$. Otherwise, correlation functions involving such a $O$ will be vanishing, since $\langle \{Q, \cdots \} \rangle = 0$. Using the state-operator correspondence, we then have $Q$-closed states $|O\rangle$ which cannot be written as $Q|\overline{O}\rangle$ – these states $|O\rangle$ then correspond to classes of the $Q$-cohomology of DW theory.

Note also, that these states $|O\rangle$ must transform in the same manner under $\overline{Q}$, because $Q$ and $\overline{Q}$ are mapped into each other under a time-reversal symmetry transformation (See equation (4.9) of [1]). As such, the states $|O\rangle$ are also identified with classes of the $\overline{Q}$ cohomology group. Collectively, we have $Q|O\rangle = 0 = \overline{Q}|O\rangle$. (2.20) then implies that these states have zero energy eigenvalues. Hence, zero energy ground states also correspond to classes of the $Q$-cohomology group.

Physically, an instanton allows for quantum tunneling between two ground states. We want, however, unique ground states that cannot be accessed from other states via tunneling. The topological term can be interpreted as a supersymmetric 1d sigma model on the space of $SU(2)$ connections on $Y_3$ with potential $h_{Y_3} = \frac{1}{2} \int_{Y_3} \text{Tr} (A_{Y_3} \wedge dA_{Y_3} + \frac{2}{3} A_{Y_3} \wedge A_{Y_3} \wedge A_{Y_3})$ – the Chern-Simons functional of $A_{Y_3}$. Ground states are obtained by extremizing the potential $h_{Y_3}$ – which turn out to be flat connections on $Y_3$. This describes the $Q$-cohomology of the 1d sigma model, which can be identified with the instanton Floer homology $HF^\text{inst}_Y (Y_3)$.

According to the general ideas of quantum field theory, when the theory is formulated on such an $M_4$, one must specify the boundary values of the path-integral fields along $Y_3$. Let us denote $\Phi_{Y_3}$ to be the restriction of these fields to $Y_3$; then, in the Hilbert space of states $\mathcal{H}$, specifying a set of boundary values for the fields on $Y_3$ is tantamount to selecting a functional $\Psi(\Phi_{Y_3}) \in \mathcal{H}$. Since the $Q$-cohomology of the sigma model is annihilated by $H$ – i.e. it is time-invariant – one can take an arbitrary time-slice in $M_4$ and study the quantum theory formulated on $Y_3$ instead; in this way, $\Psi(\Phi_{Y_3}) \in \mathcal{H}$ can be interpreted as a state in the Hilbert space $\mathcal{H}$ of the quantum theory on $Y_3$. As a result, via a state-operator mapping of the TQFT, we may use $\Psi$ to impose boundary conditions on the fields. The correlation function will then be given by

$$\langle O_1 \ldots O_n \rangle_{\Psi(\Phi_{Y_3})} = \int D\Phi \ e^{-S} \ O_1 \ldots O_n \cdot \Psi(\Phi_{Y_3}).$$  

(2.21)

Since the theory ought to remain topological in the presence of a boundary $Y_3$, it must be that $[Q, O_r] = 0 = [Q, \Psi]$. Moreover, if $\Psi = [Q, \ldots ]$, the fact that $[Q, O_r] = 0$ implies that (2.21) will also be zero. Thus, (2.21) depends only on $\Psi$ via its interpretation as a $Q$-cohomology class, and since $\Psi$ is associated with the quantum theory on $Y_3$, we can identify $\Psi$ as a class in the instanton Floer homology $HF^\text{inst}_Y (Y_3)$. (2.21) will then represent a Donaldson invariant...
with values in $HF^{\text{inst}}_*(Y_3)$ – a homology group from instantons. This is the relation between Donaldson and Floer theory on $M_4$ as described by Donaldson in [17]. The underlying chain complex of $HF^{\text{inst}}_*(Y_3)$ is graded by the relative Morse index between a pair of critical points of the Chern-Simons functional. Since the coboundary operator corresponding to $Q$ counts the number of instanton tunneling solutions between a pair of critical points, the grading of $HF^{\text{inst}}_*(Y_3)$ coincides with the instanton number.

In particular, if the virtual dimension $N_I$ (given by an open version of (2.16)) vanishes,\(^5\) which means that the operators $O_1 \ldots O_n$ must be replaced with the identity operator 1, (2.21) becomes

\[
Z_{M_4} = \langle 1 \rangle_{\Psi(\Phi_{Y_3})} = \sum_i \Psi^{\text{inst}}(\Phi_{Y_3}^i)
\]

In other words, the partition function on $M_4$ is a sum of instanton Floer homology classes $\Psi^{\text{inst}}(\Phi_{Y_3}^i)$, where $i$ denotes the $i^{\text{th}}$ (flat) gauge connection on $Y_3$ that descends from an instanton solution on $M_4$.

We will be dealing with observables of the form (2.22), unless otherwise stated.

### 2.2 Donaldson-Witten Theory and a 2d A-model

In §2.1 we see that the partition function of DW theory sums classes of instanton Floer homology associated with the boundary of $M_4$. In this paper, we would like to relate Floer homologies to quantum cohomology, which is defined by 2d topological sigma models [4].

To do that, we take $M_4 = \Sigma \times C$, where $\Sigma$ and $C$ are both smooth and compact Riemann surfaces with genera $g$ and $h$, respectively. Unless stated, we shall assume that $g, h > 1$, so that the connections on the reduced Riemann surface will be irreducible. We may shrink either Riemann surface to obtain an effective 2d theory on the remaining Riemann surface. In this subsection, we will explain that this effective 2d theory is the relevant 2d topological sigma model. To this end, we shall rederive the result obtained by Bershadsky et al. [3], and flesh out the points relevant to our paper.

#### The Adiabatic Limit and a 2d A-model with Target the Moduli Space of Flat Connections

**The Adiabatic Limit**

Since we have a product manifold, the metric may be written in a block diagonal form

\[
ds^2 = (G_\Sigma)_{AB} \, dx^A \, dx^B + (G_C)_{ab} \, dx^a \, dx^b,
\]

and hence, we may also decompose the $G$-connections on $M_4$ as $A_\mu dx^\mu = (A_\Sigma)_A \, dx^A + (A_C)_a \, dx^a$, where $A_\Sigma$ and $A_C$ are connections on $\Sigma$ and $C$, respectively.

\(^5\)As it will be explained in §4.1, we may write $M_4 = \mathbb{R}^+ \times Y_3 \cong \mathbb{R}^+ \times I \times \Sigma$, where $I$ is an interval and $\Sigma$ is a compact Riemann surface with genus $g$. The open version of the index theorem differs from (2.16) by the eta invariant, which also has no dependence on $g$. Since we can write $M_4$ as a product manifold, its Euler characteristic can be written as $\chi(M_4) = \chi(\mathbb{R}^+) \cdot \chi(Y_3)$. Furthermore, since $\mathbb{R}^+$ is topologically trivial – i.e. $\chi(\mathbb{R}^+) = 0$ – the Euler characteristic of $M_4$ vanishes. Hence, setting $N_I = 0$ places no constraints on the value of $g$. 

To shrink $C$, we may deform this metric by multiplying in a scaling factor $\varepsilon$, such that
\[ ds^2 \rightarrow ds'^2 = (G_\Sigma)_{AB} \, dx^A dx^B + \varepsilon \, (G_C)_{ab} \, dx^a dx^b, \] (2.24)
and then set $\varepsilon \rightarrow 0$.

This is known as the adiabatic limit, which is the same as physically shrinking $C$, leaving behind an 2d effective gauge theory. Equivalently, we may view this as the limit in which we take $\Sigma$ to be much bigger than $C$. This is why we have denoted indices on the small Riemann surface $C$ as $a, b, \cdots$, and those on its large counterpart $\Sigma$ as $A, B, \cdots$.

Consider now a generic pure Yang-Mills theory, which may not necessarily be supersymmetric, for which the kinetic action of the gauge fields may be written as
\[ S_{KE} = \frac{1}{4e^2} \int_{M_4} dx^4 \sqrt{G_{M_4}} \text{Tr} \left( F^{\mu\nu} F_{\mu\nu} \right). \] (2.25)

This can be decomposed as
\[ S_{KE} = \frac{1}{4e^2} \int_{M_4} dx^4 \sqrt{G_{M_4}} \text{Tr} \left( F_{AB} F_{AB} + F_{ab} F_{ab} + 2 F_{Aa} F_{Aa} \right). \] (2.26)

Upon applying the $\varepsilon$ deformation, (2.26) becomes
\[ \frac{1}{4e^2} \int_{\Sigma \times C} dx^4 \sqrt{G_{\Sigma}} \sqrt{G_C} \text{Tr} \left( \varepsilon F^{AB} F_{AB} - \varepsilon^{-1} F_{ab} F_{ab} + 2 F_{Aa} F_{Aa} \right), \] (2.27)

having noted that $F_{ab} \rightarrow \varepsilon^{-2} F_{ab}, F_{Aa} \rightarrow \varepsilon^{-1} F_{Aa}$ and $\sqrt{G_C} \rightarrow \varepsilon \sqrt{G_C}$.

Setting $\varepsilon \rightarrow 0$ amounts to the first term vanishing. Furthermore, to prevent the second term from blowing up, we are forced to impose the flatness condition
\[ F_{ab} = 0 \] (2.28)

This means that there are flat connections living on the small Riemann surface $C$, and these are the bosonic zero modes on $C$. Further taking variations around $A_C$ in the form of gauge transformations $A_C \rightarrow A_C + \delta A_C$, we may then look for nearby gauge-inequivalent solutions. Equivalently, (2.28) can be linearized to give
\[ D_a \delta A_b = D_b \delta A_a, \] (2.29)

which provides solutions correspond to nearby zero modes. So, these solutions span the moduli space of flat connections on $C$, which we shall denote by $\mathcal{M}_{\text{flat}}(C)$.

It is seen that only the last term of (2.27) – i.e. the mixed term – survives when we shrink $C$. As we will see, this surviving term becomes the action for a 2d sigma model on $\Sigma$.

Furthermore, since we have shrunken the $x^3$- and $x^4$- directions away, the ensuing 2d action on $\Sigma$ should no longer have any dependence on these coordinates. At the same time, information about the topology of the original four-manifold $\Sigma \times C$ must be retained even if it is shrunken away, since we began with a 4d TQFT. This information is encapsulated fully, through the maps $X : \Sigma \rightarrow \mathcal{M}_{\text{flat}}(C)$. These maps are collective coordinates on $\mathcal{M}_{\text{flat}}(C)$, at least for the zero instanton sector.
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Like [3], we may write the variations $\delta A_C$ in terms of basis cotangent vectors $\alpha_{IC}$ on $\mathcal{M}_{\text{flat}}(C)$, up to a gauge transformation. Here, the indices $I = 1, \cdots, \dim(\mathcal{M}_{\text{flat}}(C))$ describe the collective coordinates on $\mathcal{M}_{\text{flat}}(C)$. Explicitly, these variations may be written as

$$\frac{\partial A_C}{\partial X^I} = \alpha_{IC} - D_CE_I,$$

(2.30)

where the gauge parameter $E_I$ can now be identified with connections on $\mathcal{M}_{\text{flat}}(C)$. The target space is curved in general.

It is well known that the moduli space of flat connections on a Riemann surface is a Kähler manifold. We may define its symplectic form and metric as [3]

$$\omega_{IJ}^{\text{flat}} = \int_C d^2w \; \text{Tr} \left( \alpha_I w \alpha_J w - \alpha_I \overline{\alpha}_J \overline{w} \right),$$

(2.31)

$$G_{IJ}^{\text{flat}} = \int_C d^2w \; \text{Tr} \left( \alpha_I w \alpha_J w + \alpha_I \overline{\alpha}_J \overline{w} \right),$$

(2.32)

where we have switched to complex coordinates on $\mathcal{M}_4$, defined by

$$z = x^1 + ix^2, \quad w = x^3 + ix^4,$$

$$\overline{z} = x^1 - ix^2, \quad \overline{w} = x^3 - ix^4,$$

(2.33)

and

$$A_z = \frac{1}{2} (A_1 - iA_2), \quad A_w = \frac{1}{2} (A_3 - iA_4),$$

$$A_{\overline{z}} = \frac{1}{2} (A_1 + iA_2), \quad A_{\overline{w}} = \frac{1}{2} (A_3 + iA_4).$$

(2.34)

The Sigma Model Action

Furthermore, it is known that for flat connections on $C$, we can write the mixed components of the field strength [3, 18] as

$$F_{\Sigma C} = \left( \partial_{\Sigma} X^I \right) \alpha_{IC},$$

(2.35)

where $X^I = X^I(z, \overline{z})$ are the real local coordinates on $\mathcal{M}_{\text{flat}}(C)$. Here, we have chosen the gauge-fixing condition $D_C \alpha_{IC} = 0$.

Making use of (2.35), we can then write the surviving term in (2.27) as

$$S'_{KE} = \frac{1}{e^2} \int_{\Sigma} d^2z \left( \int_C d^2w \; \text{Tr} \left( \alpha_I w \alpha_J \overline{w} + \alpha_I \overline{\alpha}_J w \right) \right) \partial_z X^I \partial_{\overline{z}} X^J$$

$$= \frac{1}{e^2} \int_{\Sigma} d^2z \; G_{IJ}^{\text{flat}} \partial_z X^I \partial_{\overline{z}} X^J.$$

(2.36)

This is the standard action for a 2d sigma model on $\Sigma$, with constant maps to the target space $\mathcal{M}_{\text{flat}}(C)$, which resulted from the 4d Yang-Mills action in the zero instanton sector.

Since $\mathcal{M}_{\text{flat}}(C)$ is complex, we can write the action (2.36) in terms of complex coordinates $X_I, X_{\overline{I}}$, where the barred indices denote complex conjugation. The action may be rewritten as

$$S'_{KE} = \frac{1}{2e^2} \int_{\Sigma} d^2z \; G_{IJ}^{\text{flat}} \left( \partial_z X^I \partial_{\overline{z}} X_{\overline{J}} + \partial_{\overline{z}} X^J \partial_z X^I \right).$$

(2.37)
As an aside, we may link this to our previous discussion about instanton Floer homology. There, we mentioned that the critical points of the Chern-Simons functional correspond to flat connections. This can be viewed alternatively as shrinking $Y_3$, which amounts to deforming the kinetic term $F \wedge *F$ in the same manner as we did in $(2.27)$. This then leads to the same conclusion that the zero modes (critical points) are flat connections on $Y_3$, a result analogous to that in $(2.28)$.

**Pullback of the Symplectic Form**

There is a topological term in the action $(2.1)$, which takes the form $\int_{M_4} \text{Tr} (F \wedge F)$. Let us now examine the instanton number $(2.14)$, which may be written in component form as

$$k = \frac{1}{16\pi^2} \int_{M_4} d^4x \text{Tr} \left( \frac{1}{2} e^{\mu \nu \rho \lambda} F_{\mu \nu} F_{\rho \lambda} \right).$$

$(2.38)$

Taking the four manifold to be of the form $M_4 = \Sigma \times C$, and shrinking $C$, $(2.38)$ becomes

$$k = \frac{1}{8\pi^2} \int_{\Sigma \times C} d^4x \text{Tr} \left( \epsilon^{AaBb} F_{Aa} F_{Bb} \right) = \frac{1}{4\pi^2} \int_{\Sigma \times C} d^4x \text{Tr} \left( F_{zw} F_{zw} - F_{zw} F_{zw} \right),$$

$(2.39)$

where the flatness condition $(2.28)$ has been applied. Let us switch gears for a moment, and use real coordinates $X$, like $(2.36)$. Further using $(2.35)$, $(2.39)$ then becomes

$$k = \frac{1}{2\pi^2} \int_{\Sigma} d^2z (\partial_z X^I \partial_{\bar{z}} \bar{X}^J) \left( \int_C d^2w \text{Tr} \left( \alpha_I^w \alpha_J^w - \alpha_I^w \alpha_J^w \right) \right)$$

$$= \frac{1}{2\pi^2} \int_{\Sigma} d^2z \omega_{I\bar{J}} \left( \partial_z X^I \partial_{\bar{z}} \bar{X}^J \right),$$

$(2.40)$

where the last equality makes use of the definition of the Kähler symplectic form $\omega_{I\bar{J}}$ $(2.31)$. This expression defines the degree $[19, 20]$ of generic maps $X$. Hence, the instanton number $k$ is identified with the degree of maps $X : \Sigma \to \mathcal{M}_\text{flat} (C)$, and we can then say that there is an isomorphism between the moduli space of $k$ instantons and the moduli space of degree $k$ maps from $\Sigma$ to $\mathcal{M}_\text{flat} (C)$, which we shall denote as $\mathcal{M}_k^{\text{maps}} (\Sigma \to \mathcal{M}_\text{flat} (C))$.

Note that $(2.40)$ can be rewritten as a pullback of the Kähler form $\omega_{\text{flat}}$. Specifically, one can write

$$k = \frac{1}{8\pi^2} \int_{M_4} \text{Tr} (F \wedge F) = \int_{\Sigma} X^* \omega_{\text{flat}}$$

$(2.41)$

We shall use the expression in $(2.41)$ for compactness.

**Adiabatic Limit of Donaldson-Witten Theory**

Before we analyze DW theory on $M_4 = \Sigma \times C$, let us first look at a pure, untwisted $\mathcal{N} = 2$ super Yang-Mills theory on a flat four-manifold $M_4 = \mathbb{R}^4 = \mathbb{R}^2 \times \mathbb{R}^2$, which contains 8 supercharges. Following which, we may replace one of the 2d planes $\mathbb{R}^2$ by a compact Riemann surface which we call $C$, so that the four-manifold now becomes $M_4 = \mathbb{R}^2 \times C$. In doing so, supersymmetry is broken by half – i.e. only 4 supercharges survive. Further reducing on $C$ then gives rise to a 2d theory on $\mathbb{R}^2$ with 4 supercharges. This is a 2d theory with $\mathcal{N} = (2, 2)$ supersymmetry.
A topological twist can be carried out, so that the remaining flat two-manifold $\mathbb{R}^2$ can be replaced by a generic curved Riemann surface $\Sigma$. Consequently, this gives us a 4d twisted $\mathcal{N} = 2$ pure gauge theory on $M_4 = \Sigma \times C$ – i.e. DW theory – which descends to a 2d twisted $\mathcal{N} = (2, 2)$ theory on $\Sigma$.

Note that as a consequence of (2.28) and (2.37), shrinking $C$ leads to a 2d sigma model on $\Sigma$ with target $\mathcal{M}_{\text{flat}}(C)$. This means that the 2d $\mathcal{N} = (2, 2)$ theory is a sigma model on target $\mathcal{M}_{\text{flat}}(C)$ with worldsheet $\Sigma$, whose fermi fields can be determined from supersymmetry.

Let us briefly explain how the fermions in the A-model are determined from DW theory. These worldsheet fermions descend from 4d DW fermions – i.e. the 1-form $\chi_C$ and 2-form $\lambda_{\Sigma}$, defined over $M_4$ – which were the only non-auxiliary fermi fields obtained upon shrinking $C$. These fermions are really cotangent vectors on the ensuing target space $\mathcal{M}_{\text{flat}}(C)$, and hence can be written in terms of basis cotangent vectors $\alpha$ as

$$\chi_w = \chi^T \alpha_{T\bar{w}}$$

$$\chi_{\bar{w}} = \chi^T \alpha_{\bar{T}w}$$

$$\lambda_{wz} = \rho_z \alpha_{T\bar{w}}$$

$$\lambda_{\bar{w}z} = \rho_z \alpha_{\bar{T}w}.$$ (2.43)

From the above, one can see that $\chi_C$ can also be interpreted as a 1-form on $C$, and a 0-form on $\Sigma$. Likewise, $\lambda_{C\Sigma}$ can also be interpreted as a 1-form on $C$, and a 1-form on $\Sigma$.

Next, consider the 4d supersymmetry transformation $\delta \lambda_{\mu \nu} = i \zeta F^+_{\mu \nu}$ (see (2.2)). After shrinking $C$, the only surviving 2-form fermi terms are $\lambda_{wz} = \rho_z \alpha_{T\bar{w}}$ and $\lambda_{\bar{w}z} = \rho_z \alpha_{\bar{T}w}$. Further recalling (2.35), and using complex coordinates on $\mathcal{M}_{\text{flat}}(C)$, the ensuing 2d supersymmetry transformations$^6$ can then be written as

$$\delta \rho_z^T = -\frac{i}{2} \zeta \left( \partial_z X^I \right)$$

$$\delta \rho_z^I = -\frac{i}{2} \zeta \left( \partial_z X^T \right).$$ (2.46)

Hence, the corresponding BPS equations of the 2d sigma model are

$$\partial_{\bar{T}} X^I = 0$$

$$\partial_z X^T = 0,$$ (2.47)

which means that the maps $X^I : \Sigma \to \mathcal{M}_{\text{flat}}(C)$ are holomorphic maps.

Finally, that we have the pullback in (2.41) means that the $\mathcal{N} = (2, 2)$ sigma model on $\Sigma$ must correspond to the $A$-twisted sigma model, which has the action

$$S_{\text{DW}}^\prime = \frac{1}{e^2} \int_\Sigma d^2 z \left( G_{\bar{T}I}^{\text{flat}} \left( \frac{1}{2} \partial_z X^I \partial_{\bar{T}} X^T + \frac{1}{2} \partial_{\bar{T}} X^I \partial_z X^T + \rho_z \bar{T} \nabla \bar{T} X^I + \rho_z^T \nabla z X^T \right) - R_{IJKL} \rho_z \bar{T} \chi^J \chi^T \right) + i \theta \int_\Sigma X^* \omega_{\text{flat}}$$ (2.48)

---

$^6$It can be seen from [3] that the only non-zero basis cotangent vectors are $\alpha_{T\bar{w}}$ and $\alpha_{\bar{T}w}$. We have made use of this fact to obtain (2.46).
where $R_{IJKL}$ is the Riemann curvature tensor on $\mathcal{M}_{\text{flat}}(C)$, and $\nabla^I = \partial^I + \chi^J \Gamma^I_{JK} \partial^X$. Here, $\Gamma^I_{JK}$ are the Christoffel symbols on $\mathcal{M}_{\text{flat}}(C)$. The maps $X^I: \Sigma \to \mathcal{M}_{\text{flat}}(C)$ are holomorphic maps of degree $k$; these maps are also known as 2d holomorphic instantons.

The reader may refer to appendix A of [3] for more details on the derivation of the fermionic part of (2.48).

This action can further be rewritten [7] as the sum of a $Q$-invariant term (in the perturbative regime), and a metric-independent one (topological) with mixed gauge coupling. Hence, $Q$-cohomology can also be defined on the topological sigma model on $\Sigma$. The crux here is that the $Q$-cohomology of the 4d DW theory is isomorphic to the $Q$-cohomology of the 2d A-twisted sigma model on $\Sigma$ with target $\mathcal{M}_{\text{flat}}(C)$, since the scalar $Q$ is scale-invariant. Therefore, states of DW theory are identified with states of the 2d A-model.

3 Monopole Floer Homology and a 2d A-model from 4d $\mathcal{N} = 2$ TQFT

3.1 Review of Seiberg-Witten Theory and its Relation to Monopole Floer Homology

In the low energy limit of DW theory, the gauge group symmetry $G$ is broken to its maximal torus $T = U(1)^R$, where $R$ is the rank of $G$. In particular, $G = SU(2)$ is broken to $U(1)$ so that we now have a $\mathcal{N} = 2 U(1)$ gauge theory. Further coupling the pure theory to a single (spinor) monopole field $M$, one then obtains the SW theory.

Here, monopole analogs of objects defined in §2.1 may also be written down. In particular, monopole Floer homology can be defined instead of instanton Floer homology considered in §2.1. In this paper, we shall describe SW theory independently of DW theory, and take $G = U(1)$.

Seiberg-Witten Theory

For the purpose of this paper, we will work exclusively with the topologically twisted version of the SW theory. Henceforth, we shall refer to this twisted theory simply as the SW theory. Like DW theory, this is a $\mathcal{N} = 2$ gauge theory. There are two main differences however. Firstly, the gauge group is now just $U(1)$, which immensely simplifies calculations. Secondly, the SW theory is made up of a $\mathcal{N} = 2 U(1)$ pure gauge theory coupled to a massless monopole hypermultiplet.

Being a TQFT, the action is $Q$-exact up to a topological term (See [14] for example). We can

---

7The twisted theory differs from the untwisted one in that the monopole fields, which were originally made up of a $SU(2)_R$ doublet of complex scalar fields, become spinors upon topological twisting.

8More generally, it is an abelian group given by $U(1)^R$, where $R \in \mathbb{Z}^+$. There is also a nonabelian version of SW theory, which produces nonabelian monopoles instead [13].
write the action in \([13]\), after some appropriate rescalings, as

\[
S_{SW} = \frac{1}{e^2} \int_{M_4} d^4 x \sqrt{G_{M_4}} \{ Q, V_{SW} \} + \frac{i\theta}{8\pi^2} \int_{M_4} (F \wedge F)
\]

\[
= \frac{1}{e^2} \int_{M_4} d^4 x \sqrt{G_{M_4}} \left[ -\frac{1}{4} F_{\alpha\beta} F^{\alpha\beta} - i \overline{M}(\tilde{\alpha} M_\beta) F^{\tilde{\alpha}\beta} + \overline{M}(\tilde{\alpha} M_\beta) M(\alpha M_\beta) \right]
\]

\[
+ D_\mu \phi D^\mu \overline{\phi} - i \chi_\mu D^\mu \eta - i \lambda_{\tilde{\alpha}\beta} (D_\mu \phi) \eta \bar{\eta} - \overline{M} D_{\alpha\alpha} D^{\alpha\beta} M_{\beta}
\]

\[
- i \overline{\eta} D_{\tilde{\alpha}\tilde{\beta}} \eta - i \overline{M} \eta \bar{\eta} - \frac{1}{\sqrt{2}} \left( \overline{M} \chi_{\alpha\beta} \eta \delta \alpha \eta \bar{\eta} + (i - 1) \eta \delta \alpha \eta \bar{\eta} \right)
\]

\[
- \sqrt{2} \left( \overline{M} \eta \mu_\alpha - \overline{M} \eta \sigma \right) - i \sqrt{2} \overline{M} \phi \theta + i \sqrt{2} \overline{M} \bar{\phi} \mu_\alpha - 2 \overline{M} \phi \theta \eta \bar{\eta}
\]

\[
+ \frac{i\theta}{8\pi^2} \int_{M_4} (F \wedge F),
\]

where \(V_{SW}\) is a gauge-invariant fermionic operator. Here, \(M\) denotes the spinor monopole fields, and the symmetric product \(\overline{M}(\tilde{\alpha} M_\beta)\) may be defined in matrix form as

\[
\overline{M}(\tilde{\alpha} M_\beta) = \left( \begin{array}{cc} -M_1 M_2 & \frac{1}{2} \left( |M_1|^2 - |M_2|^2 \right) \\ \frac{1}{2} \left( |M_1|^2 - |M_2|^2 \right) & M_1 M_2 \end{array} \right).
\]

The corresponding supersymmetry transformations are

\[
\begin{align*}
\delta A_\mu &= \zeta \chi_\mu, \\
\delta \phi &= 0, \\
\delta \phi^\dagger &= 2 \sqrt{2} i \zeta \eta, \\
\delta \eta &= i \zeta \phi, \\
\delta \lambda_{\alpha\beta} &= i \zeta \left( F^{\alpha\beta}_{\alpha\beta} + 2 i \overline{M}(\tilde{\alpha} M_\beta) \right), \\
\delta \mu_\alpha &= -\sqrt{2} \zeta \mu_\alpha, \\
\delta \overline{\mu}_\alpha &= \sqrt{2} \zeta \overline{\mu}_\alpha, \\
\delta \mu_\alpha &= 2 i \zeta \phi \mu_\alpha, \\
\delta \phi^\dagger &= 2 i \zeta D_\mu \phi, \\
\delta \eta &= 2 i \zeta D_\mu \eta, \\
\delta \sigma &= -i \sqrt{2} \zeta D_\alpha M_\beta, \\
\delta \sigma &= -i \sqrt{2} \zeta D_{\alpha\beta} M_\beta.
\end{align*}
\]

Notice that all fields of the \(\mathcal{N} = 2\) vector multiplet transform in the same way as \((2.2)\), except for the fermionic 2-form \(\lambda_\mu\), whose susy transformation is modified by the presence of monopoles. It should be noted that if the hypermultiplet fields are set to zero, a pure \(U(1)\) theory will be obtained, with the action and supersymmetry transformations taking the form of \((2.1)\) and \((2.2)\). 

**Observables of the Seiberg-Witten Theory**

There are many similarities between observables of the DW theory and those of the SW theory. Like the DW theory, we may also consider the set of \(n\) \(Q\)-invariant operators \(O_r\), where \(r = 1, \cdots, n\). The correlation functions take the same form as \((2.3)\), and the same arguments apply, since we may also write the SW action in a \(Q\)-exact form.
Furthermore, due to supersymmetry, the theory is symmetric in the number of bosonic and fermionic degrees of freedom despite the extra field content. Hence, the contribution from the non-zero modes to the correlation function is still a factor of $\pm 1$. Correlation functions may then be defined up to a sign.

In the zero mode sector, however, we start to see some differences. The BPS equations are now

\begin{align}
D_\mu \phi &= 0, \\
F^+_{\dot{a}\beta} + 2iM_{\dot{a}}M_\beta &= 0 \\
\phi M_\dot{a} &= 0 \\
\overline{M}_\dot{a} \overline{\phi} &= 0 \\
D^{\dot{a}\alpha} M_\dot{a} &= 0 \\
D_{\dot{a}\dot{b}} \overline{M}^\dot{a} &= 0.
\end{align}

(3.3a) (3.3b) (3.3c) (3.3d) (3.3e) (3.3f)

We shall take the trivial solution $\phi_0 = 0$ like before. Then, (3.3b), (3.3e) and (3.3f) are, collectively, the well-known SW equations, which take the form

\begin{align}
F^+_{\dot{a}\beta} &= -2i\overline{M}_{\dot{a}}M_\beta \\
D^{\dot{a}\alpha} M_\dot{a} &= 0 \\
D_{\dot{a}\dot{b}} \overline{M}^\dot{a} &= 0 \\
\end{align}

(3.4a) (3.4b) (3.4c)

for which the solutions are $U(1)$ monopoles. So, zero modes of SW theory are monopoles. Gauge-inequivalent solutions to (3.4) then span the moduli space of charge $q$ monopoles, which we shall denote by $\mathcal{M}_{\text{mono}}^q (M_4)$. Like instantons, the monopole charge is a topological invariant, and is defined by the first Chern number [21, 22] of the $U(1)$ line bundle over $M_4$. Over a closed surface $\mathcal{S}$, this may be written as

\[ q = \frac{1}{2\pi} \int_\mathcal{S} F \in \mathbb{Z}. \]

(3.5)

In general, we may choose any $\mathcal{S} \subset M_4$, as long as we assume that $\mathcal{S}$ wraps around the monopole.

Let us define a $U(1)$ line bundle $L$, and a spin bundle $S = S^+ \oplus S^-$. A section of $L$ is the gauge field $A$, while a section of $S^\pm$ is either a left- or right-handed spinor, depending on the sign. We take $M$ to be a section of $S^+$. Hence, the topological data of the SW equations is determined by the bundles $L$ and $S^+$.

$U(1)_R$ charges for the fields $(A_\mu, \phi, \eta, \chi_\mu, \lambda_{\mu\nu}, M^\dot{a}, \mu^\dot{a}, \nu^\alpha)$ are $(0, 2, -1, 1, -1, 0, -1, -1)$, respectively. The hypermultiplet fermions $\mu^\dot{a}$ and $\nu^\dot{a}$, and their conjugates have opposite R-charges. Hence, the only non-vanishing contributions to the $U(1)_R$ charge of the measure come from the $\mathcal{N} = 2$ vector multiplet fermions $\eta, \chi_\mu, \lambda_{\mu\nu}$ like before. The virtual dimension of the moduli space of charge $q$ monopoles, $N_M = \dim (\mathcal{M}_{\text{mono}}^q (M_4))$, is [23]

\[ N_M = -\frac{2\chi + 3\tau}{4} + c_1(L)^2, \]

(3.6)

where $\chi$ is the Euler characteristic of $M_4$, and $\tau$ is the signature of $M_4$. Like before, operator insertions must absorb the fermionic zero modes, or else correlation functions will be vanishing due to the nature of Grassmannian integrals.
Relation Between Seiberg-Witten Theory and Monopole Floer Homology

We shall take $M_4 = \mathbb{R}^+ \times Y_3$, where $\mathbb{R}^+$ is identified with the time direction. Like DW theory, we can rewrite the SW theory as a supersymmetric 1d sigma model on the space of $U(1)$ connections and monopole fields on $Y_3$. Instead of having a Chern-Simons potential like the DW case, we now have a Chern-Simons-Dirac potential \[ h_{Y_3} = \frac{1}{2} \int_{Y_3} (A_{Y_3} \wedge dA_{Y_3} + (M, D_{Y_3} M)) \], where the second term $(M, D_{Y_3} M)$ – an inner product – describes the dynamics of the monopole (spinor) fields in the presence of gauge fields on $Y_3$.

The critical points of the Chern-Simons-Dirac potential are in one-to-one correspondence with the ground states and hence $Q$-cohomology of the 1d sigma model, and they correspond to the monopole Floer homology $HF^\text{mono}_*(q, Y_3)$, where $q$ is the monopole charge \((3.5)\). The underlying chain complex of $HF^\text{mono}_*(q, Y_3)$ is graded by the relative Morse index between a pair of critical points of the Chern-Simons-Dirac functional. Since the coboundary operator corresponding to $Q$ counts the number of solutions of the SW equations between a pair of critical points, the grading of $HF^\text{mono}_*(q, Y_3)$ coincides with the number of solutions of the SW equations.

If the virtual dimension $N_M$ (given by an open version of (3.6)) vanishes,\(^9\) the only SW observables are partition functions of the form \[(3.7)\]:

$$Z_{M_4} = \langle 1 | \Psi(\Phi_{Y_3}) \rangle = \sum_i \Psi_{\text{mono}}(\Phi_{i Y_3})$$

In other words, the partition function on $M_4$ is a sum of monopole Floer homology classes $\Psi_{\text{mono}}(\Phi_{i Y_3})$, where $i$ denotes the $i^{th}$ gauge connection and monopole field on $Y_3$ that descends from a monopole solution on $M_4$.

We will be dealing with observables of the form \[(3.7)\], unless otherwise stated.

3.2 Seiberg-Witten Theory and a 2d A-model

It was suggested in \([5]\) that starting with SW theory on $M_4 = \mathbb{R}^2 \times C$, a dimensional reduction on $C$ should give rise to a 2d A-model with the moduli space of charge $q$ vortices on $C$ as its target space.

We would now like to physically prove the suggestion in \([5]\), by making use of the technique discussed in \(\S 2.2\). Furthermore, we will generalize to the case where $\mathbb{R}^2$ is replaced by a generically curved Riemann surface $\Sigma$. To this end, let us consider SW theory on $M_4 = \Sigma \times C$.

The Adiabatic Limit and a 2d A-model with Target Moduli Space of Charge $q$ Vortices

Looking at the action in \[(3.1)\], it can be seen that the first three terms of the $Q$-exact action can be combined to give a modified gauge curvature, which can be written in bispinor representation as

\[ F_{\alpha\dot{\beta}} = F_{\dot{\alpha}\beta} + 2iM(\dot{\alpha} \wedge \dot{\beta}) \].

\(^9\)As it will be explained in \(\S 4.1\) we may write $M_4 = \mathbb{R}^+ \times Y_3 \cong \mathbb{R}^+ \times I \times \Sigma$, where $I$ is an interval and $\Sigma$ is a compact Riemann surface with genus $g$. The open version of the index theorem differs from (3.6) by the eta invariant, which also has no dependence on $g$. Since we can write $M_4$ as a product manifold, its Euler characteristic can be written as $\chi(M_4) = \chi(\mathbb{R}^+) \cdot \chi(Y_3)$. Furthermore, since $\mathbb{R}^+$ is topologically trivial – i.e. $\chi(\mathbb{R}^+) = 0$ – the Euler characteristic of $M_4$ vanishes. Hence, setting $N_M = 0$ places no constraints on the value of $g$. 
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In the vector representation of the Lorentz group (see appendix A), this can also be written as
\[ F_{\mu\nu} = F_{\mu\nu} - i(\sigma_{\mu\nu})^{\dot{\alpha}\dot{\beta}} M(\dot{\alpha} M_{\dot{\beta}}). \]  

(3.9)

The action in (3.1) may then be rewritten as
\[ S_{SW} = \frac{1}{e^2} \int_{M_4} d^4 x \sqrt{G_{M_4}} \left[ -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + D_\mu \phi D^\mu \bar{\phi} - i \chi_\mu D^\mu \eta - i \lambda_{\dot{\alpha}\dot{\beta}} (\sigma_{\mu\nu})^{\dot{\alpha}\dot{\beta}} D^\mu \chi^\nu \\
- \overline{M}^\dot{\alpha} D_{\dot{\alpha}} D_{\dot{\beta}} M_{\dot{\beta}} - i \bar{\nu}_\alpha D^\dot{\alpha} \mu_\dot{\alpha} - i \bar{\mu}_\dot{\alpha} D_{\dot{\alpha}} \nu^\dot{\alpha} \\
- \frac{1}{\sqrt{2}} \lambda_{\dot{\alpha}\dot{\beta}} \left( (i + 1) \overline{M}^{(\dot{\alpha}) (\dot{\beta})} + (i - 1) \overline{M}^{(\dot{\alpha}) (\dot{\beta})} \right) - 2 \overline{M}^\dot{\alpha} \phi \bar{\phi} M_{\dot{\alpha}} \\
- \sqrt{2} \left( \overline{M}^\dot{\alpha} \eta_\dot{\alpha} - \overline{\mu}_\dot{\alpha} \overline{\eta} M_{\dot{\alpha}} \right) - i \sqrt{2} \bar{\nu}_\alpha \phi^\alpha + i \sqrt{2} \bar{\mu}_\dot{\alpha} \bar{\phi} M_{\dot{\alpha}} \\
- \frac{1}{\sqrt{2}} \left( \overline{M}^{\dot{\alpha}} \nu_\dot{\alpha} \nu^\alpha - \overline{\nu}_\alpha \chi^{\dot{\alpha}} M_{\dot{\alpha}} \right) \right] + \frac{i \theta}{8 \pi^2} \int_{M_4} (F \wedge F). \]

(3.10)

Following the arguments used in §2.2, we must have flat modified connections on the reduced directions on \( C \), to ensure a finite action. Likewise, the monopole kinetic term, \(-\overline{M}^\dot{\alpha} D_{\dot{\alpha}} D^{\dot{\beta}} M_{\dot{\beta}}\), must also be set to zero on \( C \). So, we need to impose the conditions
\[ F_{ab} = 0 \]
\[ (\overline{M}^\dot{\alpha} D_{\dot{\alpha}} D^{\dot{\beta}} M_{\dot{\beta}})_{ab} = 0, \]

(3.11a, b)

where the \( C \) components of (3.11b) may be obtained by switching from the bispinor representation to the vector representation.

After some simplifications, and writing in terms of complex coordinates defined in (2.33), (3.11) becomes
\[ F_{34} = \frac{1}{2} \left( |M_1|^2 - |M_2|^2 \right) \]
\[ D_w M_1 = 0 \]
\[ D_{\overline{\nu}} M_2 = 0. \]

(3.12a, b, c)

To obtain vortex equations, we may freeze out two monopole degrees of freedom.\(^{10}\) To this end,

\[ F_{\mu\nu} = i(\sigma_{\mu\nu})^{\dot{\alpha}\dot{\beta}} \overline{M}(\dot{\alpha} M_{\dot{\beta}}) + \Omega_{\mu\nu}. \]

(3.13)

Shrinking \( C \), and ensuring that the action remains finite, the perturbed SW equations become
\[ F_{34} = \frac{1}{2} \left( 1 + |M_1|^2 - |M_2|^2 \right) \]
\[ D_w M_1 = 0 \]
\[ D_{\overline{\nu}} M_2 = 0. \]

(3.14a, b, c)

Since we have a TQFT, \( C \) can be taken to very large, so that “boundary conditions” can be imposed. If we take \( |M_2| \to 1 \) when \( |w| \to \infty \), solutions to (3.11) then necessarily requires that \( M_1 = 0 \), so that \( F_{34} \to 0 \) on the boundary.
let us conveniently choose \( M_1 = 1 \) and \( M_2 = \varphi \), so that (3.11) becomes

\[
\begin{align*}
F_{w\overline{w}} &= \frac{i}{4} \left( 1 - |\varphi|^2 \right) \\
D_{\overline{w}}\varphi &= 0
\end{align*}
\] (3.16a, 3.16b)

which are indeed vortex equations on \( C \). Similar derivations can be found in §3 of [13].

The Moduli Space of Charge \( q \) Vortices

To look for nearby gauge-inequivalent solutions, vortex equations (3.16) can be linearized as

\[
\begin{align*}
D_{\overline{w}}\delta A_{\overline{w}} - D_w\delta A_w &= \frac{i}{4} \left( \delta \overline{\varphi} \cdot \varphi + \varphi \cdot \delta \varphi \right) \\
D_{\overline{w}}\delta \varphi &= i\delta A_{\overline{w}}\varphi.
\end{align*}
\] (3.17a, 3.17b)

Further choosing the gauge-fixing condition [24]

\[
D_{\overline{w}}\delta A_{\overline{w}} + D_w\delta A_w = \frac{i}{4} \left( \delta \overline{\varphi} \cdot \varphi - \varphi \cdot \delta \varphi \right),
\] (3.18)

we may rewrite the linearized vortex equations as

\[
\begin{align*}
D_w\delta A_{\overline{w}} &= \frac{i}{4} \delta \overline{\varphi} \cdot \varphi \\
D_{\overline{w}}\delta \varphi &= i\delta A_{\overline{w}}\varphi.
\end{align*}
\] (3.19a, 3.19b)

Solutions to (3.19) then span a moduli space of vortices \( \mathcal{M}_q^{\text{vort}}(C) \), where \( q \) is the vortex charge.

The vortex charge is defined very similarly to the monopole charge (3.5), with the difference being that it is defined in a 2d theory, say on a Riemann surface \( C \). The vortex charge [24] can be written as

\[
q = \frac{1}{2\pi} \int_C F \in \mathbb{Z}.
\] (3.20)

Referring to (3.5), if we restrict the surface \( S \subset M_4 \) to \( C \) – i.e. set \( S = C \) – the monopole charge (3.5) takes exactly the same form as (3.20). Hence, upon shrinking \( C \), the monopole charge descends trivially to the vortex charge.

Since there are additional bosonic degrees of freedom on \( C \) – being those of the vortex fields \( \varphi \) – we can also define the variations \( (\delta \varphi, \delta \overline{\varphi}) \) in terms of additional basis cotangent vectors \( (\beta_1, \beta_2) \). Using the same technique used in §2.2, we may then write the variations, in terms of collective coordinates \( X : \Sigma \to \mathcal{M}_q^{\text{vort}}(C) \) and basis cotangent vectors \( (\alpha_{IC}, \beta_I) \), as

\[
\begin{align*}
\frac{\partial A_{\overline{w}}}{\partial X^I} &= \alpha_{IC} + \partial_C E_I \\
\frac{\partial \varphi}{\partial X^I} &= \beta_I + iE_I \varphi \\
\frac{\partial \overline{\varphi}}{\partial X^I} &= \beta_I + iE_I \overline{\varphi},
\end{align*}
\] (3.21a, 3.21b, 3.21c)

This then gives us the vortex equations

\[
\begin{align*}
F_{34} &= \frac{1}{2} \left( 1 - |\varphi|^2 \right) \\
D_{\overline{w}}\varphi &= 0
\end{align*}
\] (3.15a, 3.15b)

where \( \varphi = M_2 \) is now identified with the vortex field. Physically, this is tantamount to freezing out two monopole degrees of freedom.

If we began with the unperturbed SW equations (3.4) instead, shrinking \( C \) leads to (3.12), which produces the same set of solutions. To obtain vortex equations (3.15) from (3.12), we may simply set \( |M_1| = 1 \) – which, also suppresses two monopole degrees of freedom. This amounts to choosing the same boundary condition \( |M_2| \to 1 \) in the limit \( |w| \to \infty \), so that \( F_{34} \) also vanishes on the boundary. We can then set \( |M_1| = 1 \) to obtain the vortex equations (3.16).
where $E_I$ are gauge transformation parameters. The moduli space of vortices, $\mathcal{M}^0_{\text{vort}}(C)$, is Kähler \cite{24}. Its metric can be written as

$$G_{IJ}^\text{vort} = \int_C d^2 w \left( \alpha_I w \alpha_J w + \beta_I \beta_J - \alpha_I \beta_J - \beta_I \alpha_J \right),$$

(3.22)

while the symplectic form \cite{25} is

$$\omega_{IJ}^\text{vort} = \int_C d^2 w \left( \alpha_I w \alpha_J w + \beta_I \beta_J - \alpha_I \beta_J - \beta_I \alpha_J \right).$$

(3.23)

However, the reduced SW action appears to be unsuitable for deriving the sigma model action. This problem arises because we chose $|M_1| = 1$ in order to obtain the vortex equations in (3.16), which means that the surviving monopole kinetic terms in (3.1) becomes only linear in derivatives of $(\varphi, \bar{\varphi})$.

More explicitly, the surviving monopole kinetic terms are the ones with mixed indices – i.e.

$$\left( \overline{\mathcal{M}}^\dagger D_{\alpha a} D^{\alpha \beta} M_\beta \right)_a A + \left( \overline{\mathcal{M}}^{\dagger} D_{\alpha a} D^{\alpha \beta} M_\beta \right)_a A$$

$$= \left( \sigma^A \right)^{\alpha a} (\mathbf{\bar{\sigma}}^a)^{\beta \alpha} D_A M^{\dagger} D_{\alpha a} M_\beta + \left( \sigma^A \right)^{\alpha a} (\mathbf{\bar{\sigma}}^a)^{\beta \alpha} D_a M^{\dagger} D_A M_\beta$$

$$= -4 i A_{\alpha} D_{\alpha} \varphi + 4i D_{\alpha} \varphi A_{\alpha} + 4i A_{\alpha} D_{\alpha} \varphi - 4 D_i \varphi A_z,$$

(3.24)

which are indeed only linear in derivatives of $(\varphi, \bar{\varphi})$.

To get around this problem – i.e. to be able to write down the sigma model action – we can rewrite spinor monopole fields as monopole vectors instead. Roughly speaking, monopole spinors can be combined with Pauli matrices (also viewed as gamma matrices) to define vector fields. In doing so, a modified gauge connection can be written, which is somewhat analogous to the case of GL-twisted $\mathcal{N} = 4$ theory \cite{26}. Next, we will explain how this procedure can be carried out.

**The Bosonic Part of the Sigma Model Action**

In its current form, the $(A, M)$ part of the action (3.10) cannot produce the target space metric (3.22). Here, we shall show how the bosonic part of the sigma model can be obtained.

Instead of choosing $M_1 = 1$ and $M_2 = \varphi$, we shall choose monopole vectors $\Upsilon$, so that (3.9) can be rewritten as

$$F_{\mu \nu} = \partial_\mu (A_\nu + \Upsilon_\nu) - \partial_\nu (A_\mu + \Upsilon_\mu).$$

(3.25)

We may then define the corresponding modified gauge connection $A$ with respect to the modified field strength $F$ – i.e. take $A = A + \Upsilon$. This can be achieved by setting

$$\partial_\mu \Upsilon_\nu - \partial_\nu \Upsilon_\mu = -i \left( \overline{\sigma}_{\mu \nu} \right)^{\hat{\alpha} \hat{\beta}} \overline{\mathcal{M}}^{\dagger} (\hat{\alpha} M_\beta).$$

(3.26)

Next, we may write the variations of $A_C$ and $\Upsilon_C$ in terms of basis cotangent vectors, which we shall now denote by $\alpha_{IC}$ and $\beta_{IC}$, respectively. We may still define collective coordinates $X : \Sigma \rightarrow \mathcal{M}^0_{\text{vort}}(C)$ as in (3.21), since solutions to the SW equation descend to the same set of solutions upon shrinking $C$. In other words, variations of the pair $(A_C, \Upsilon_C)$ still obey the linearized vortex equations in (3.19).
Instead of (3.21), the variations here can be written as
\[
\begin{align*}
\frac{\partial A_I}{\partial X^J} &= \alpha_{IC} + \partial_CE_I \quad \text{(3.27a)} \\
\frac{\partial C}{\partial X^I} &= \beta_{IC}.
\end{align*}
\]
The ensuing metric and symplectic forms can then be written as
\[
\begin{align*}
G^{\text{vort}}_{IJ} &= \int_C d^2w \left( \alpha_Iw\alpha_{JW} + \beta_Iw\beta_{JW} + \alpha_I\alpha_{JW} + \beta_I\beta_{JW} \right) \\
\omega^{\text{vort}}_{IJ} &= \int_C d^2w \left( \beta_Iw\alpha_{JW} + \alpha_Iw\beta_{JW} - \alpha_I\beta_{JW} - \beta_I\alpha_{JW} \right).
\end{align*}
\]
Consequently, we may then write the mixed components of the modified field strength as
\[
F_{\Sigma C} = \partial_{\Sigma X^I} \left( \alpha_{IC} + \partial_CE_I + \beta_{IC} \right).
\]
So the surviving kinetic Lagrangian in $A$ becomes
\[
L_{\text{SW}}^{(A,T)} = \frac{1}{2e^2} \mathcal{F}_{AA}\mathcal{F}^A
\]
where the ellipses denote extra terms that contain derivatives tangent to $C$.

The ensuing action can then be written as
\[
S_{\text{SW}}^{(A,T)} = \frac{1}{2e^2} \int_{\Sigma} \left( \int_C d^2w \mathcal{F}_{AA}\mathcal{F}^A \right)
\]
\[
= \frac{1}{e^2} \int_{\Sigma} G^{\text{vort}}_{IJ} \partial_z X^I \partial_\Sigma X^J,
\]
upon further choosing the gauge-fixing condition $\alpha_{IA}\beta_J = -\beta_{IA}\alpha_J$. Note that terms in the ellipses have vanished since this integration amounts to suppressing the dependence on directions tangent to $C$ – i.e. setting $\partial_\Sigma = 0$. This is indeed the bosonic part of a sigma model action, which is defined on a worldsheet $\Sigma$ and target $\mathcal{M}^{\text{vort}}_\Sigma$.

Pullback of the Symplectic Form

Recall the topological term $\frac{i\theta}{8\pi^2} \int_{M_4} (F \wedge F)$ in the action (3.1). Note that $F$ only provides the $\alpha$ part of the symplectic form in (3.29), but not the $\beta$ part. Furthermore, since the topological term contributes nothing to the dynamics of SW theory – i.e. it merely produces some number – it can be brought outside of the path integral as a phase factor.

Consider adding to the action, a $Q$-exact topological term\(^{11}\) of the form
\[
i\theta S_{\text{top}} = \frac{i\theta}{16\pi^2} \int_{M_4} d^4x \left( -\frac{i}{2} \epsilon_{\mu \nu \rho \lambda} \{ \mathcal{Q}, \mathcal{F}_{\rho \lambda} \lambda_{\mu \nu} \} \right)
\]
\[
= \frac{i\theta}{8\pi^2} \int_{M_4} \mathcal{F} \wedge \mathcal{F}
\]
\[
+ \frac{\theta}{16\pi^2} \int_{M_4} d^4x \epsilon_{\mu \nu \rho \lambda} \left( D_{\rho} \chi_{\lambda} \lambda_{\mu \nu} + \frac{1}{\sqrt{2}} (\bar{\sigma}_{\rho \lambda})_{\dot{\alpha} \dot{\beta}} \left( \mathcal{M}_{\dot{\alpha} \mu \dot{\beta}} - \mathcal{M}_{\dot{\alpha} \mu \dot{\beta}} \right) \right),
\]
\(^{11}\)This $Q$-exact topological term can be added inconsequentially, since it does not contribute to the path integral.
to allow the appearance of $\tilde{\beta}$. Note that in shrinking $C$, no kinetic terms involving the monopole fermions $\mu$ and $\nu$ can be obtained. Consequently, they become auxiliary and can be integrated out. Hence, we may set $\mu = 0$ in (3.33) in the ensuing sigma model on $\Sigma$ with target $\mathcal{M}_{\text{vort}}^q(C)$. Furthermore, since this term is topological, there are only fermionic zero modes, whence the fermionic term $D_\rho \chi_\lambda \lambda_{\mu\nu}$ can be ignored.

Next, (3.33) can be expanded in terms of $\Sigma$ and $C$ directions. Then, shrinking $C$, and consequently setting $F_{ab} = 0$, (3.33) becomes

$$S_{\text{top}} = \frac{1}{8\pi^2} \int_{\Sigma \times \epsilon C} d^4x \left( \epsilon^{AaBb} F_{Aa} F_{Bb} \right) = \frac{1}{4\pi^2} \int_{\Sigma \times \epsilon C} d^4x \left( F_{zw} F_{z\bar{w}} - F_{z\bar{w}} F_{z\bar{w}} \right),$$

(3.34)

where the terms in $\cdots$ are ignored in the path integral. Finally, using (3.30) and applying the same gauge-fixing condition $\alpha_{IA} \tilde{\beta}_J^A = -\tilde{\beta}_I \alpha_J^A$, (3.34) becomes

$$S_{\text{top}} = \frac{1}{2\pi^2} \int_{\Sigma} d^2z \left( \partial_\tau X^I \partial_\tau X^J \right) \left( \int_C d^2w \left( \alpha_{Iw} \alpha_{Jw} + \tilde{\beta}_{Iw} \tilde{\beta}_{Jw} - \alpha_{Iw} \alpha_{Jw} - \tilde{\beta}_{Iw} \tilde{\beta}_{Jw} \right) \right) = \frac{1}{2\pi^2} \int_{\Sigma} d^2z \omega_{\text{vort}}^{IJ} \left( \partial_\tau X^I \partial_\tau X^J \right),$$

(3.35)

where the last equality makes use of the definition of the symplectic form in (3.29).

This means that (3.35) can also be written as a pullback of the symplectic form as

$$S_{\text{top}} = \frac{1}{8\pi^2} \int_{M_4} F \wedge F = \int_{\Sigma} X^* \omega_{\text{vort}} = k \in \mathbb{Z}$$

(3.36)

The A-model

The argument preceding (2.48) also applies to the case of SW theory – that is, the (twisted) SW theory on $M_4 = \Sigma \times C$ must also become a twisted $\mathcal{N} = (2, 2)$ theory on $\Sigma$ when $C$ is small. This is due to the breaking of half the original supersymmetry when a 4d (non-twisted) supersymmetric theory on $\mathbb{R}^2 \times C$ is reduced on a curved Riemann surface $C$. Since we began with 8 supercharges in the 4d $\mathcal{N} = 2$ theory, 4 supercharges remain in the 2d theory. Further carrying out a topological twist then allows us to replace $\mathbb{R}^2$ by an arbitrary (curved) Riemann surface $\Sigma$. Consequently, reducing SW theory on $C$ must lead to a twisted 2d $\mathcal{N} = (2, 2)$ theory on $\Sigma$.

Furthermore, it was seen in (3.32) that shrinking $C$ gives rise to a 2d sigma model on $\Sigma$ with target $\mathcal{M}_{\text{vort}}^q(C)$. This means that the 2d $\mathcal{N} = (2, 2)$ theory is also a sigma model, whose fermi fields can then be determined from supersymmetry.

As mentioned earlier, the hypermultiplet fermions $\mu, \nu$ become auxiliary upon shrinking $C$, since their derivatives on $C$ vanish. Hence, the only surviving fermions are the gauge fermions $\chi_C$ and
\( \lambda_{C \Sigma}, \) which can now be written in terms of the basis cotangent vectors \( \alpha \) and \( \tilde{\beta} \) as\(^{12}\)

\[
\chi_{w} = \chi^{T} (\alpha_{w} + \tilde{\beta}_{w}) \\
\chi_{w} = \chi^{T} (\alpha_{w} + \tilde{\beta}_{w}) \\
\lambda_{wz} = \rho_{z}^{T} (\alpha_{w} + \tilde{\beta}_{w}) \\
\lambda_{wz} = \rho_{z}^{T} (\alpha_{w} + \tilde{\beta}_{w}).
\] (3.37)

Next, consider the 4d supersymmetry transformation \( \lambda_{\mu \nu} = i \zeta_{\mu \nu} \) (see (3.2)). After shrinking \( C \), the only surviving 2-form fermi terms are \( \lambda_{wz} = \rho_{z}^{T} (\alpha_{w} + \tilde{\beta}_{w}) \) and \( \lambda_{wz} = \rho_{z}^{T} (\alpha_{w} + \tilde{\beta}_{w}) \).

Further recalling (3.30), and using complex coordinates on \( \mathcal{M}_{\text{vort}}^{q} (C) \), the ensuing 2d supersymmetry transformations can then be written as

\[
\delta \rho_{z}^{T} = -\frac{i}{2} \partial_{z} X^{I} \\
\delta \rho_{z}^{T} = -\frac{i}{2} \partial_{z} X^{T}.
\] (3.38)

Hence, the corresponding BPS equations of the 2d sigma model are

\[
\partial_{z} X^{I} = 0 \\
\partial_{z} X^{T} = 0,
\] (3.39)

which means the maps \( X^{I} : \Sigma \to \mathcal{M}_{\text{vort}}^{q} (C) \) are holomorphic maps.

Finally, it was shown in (3.36) that the topological term \( S_{\text{top}} \) descends to the pullback, which means \( X^{I} \) are holomorphic maps of degree \( k \). Altogether, this means that the 2d \( \mathcal{N} = (2, 2) \) theory on \( \Sigma \) is an A-twisted sigma model with target \( \mathcal{M}_{\text{vort}}^{q} (C) \), which has the action

\[
S_{\text{SW}}^{\prime} = \frac{1}{e^{2}} \int_{\Sigma} d^{2} z \left( G_{T}^{\text{vort}} \left( \frac{1}{2} \partial_{z} X^{I} \partial_{z} \chi^{T} + \frac{1}{2} \partial_{z} X^{T} \partial_{z} \chi^{I} + \rho_{z}^{T} \nabla_{z} \chi^{I} + \rho_{z}^{I} \nabla_{z} \chi^{T} \right) \right) \\
- R_{T K}^{I} \rho_{z}^{T} \chi^{K} \chi^{T} + i \theta \int_{\Sigma} X^{I} \omega_{\text{vort}} \right),
\] (3.40)

where \( R_{T K}^{I} \) is the Riemann curvature tensor on \( \mathcal{M}_{\text{vort}}^{q} (C) \), and \( \nabla_{z} \chi^{I} = \partial_{z} \chi^{I} + \chi^{J} \Gamma_{JK}^{I} \partial_{z} X^{K} \).

Here, \( \Gamma_{JK}^{I} \) are the Christoffel symbols on \( \mathcal{M}_{\text{vort}}^{q} (C) \).

Therefore, for the case of SW theory on \( M_{4} = \Sigma \times C \), upon shrinking \( C \), an A-twisted sigma model with degree \( k \) holomorphic maps from \( \Sigma \) to \( \mathcal{M}_{\text{vort}}^{q} (C) \) is obtained.

\(^{12}\)Note that in general, we may write a 4d fermion as an arbitrary linear combination of \( \alpha \) and \( \tilde{\beta} \). For instance, we could have written \( \lambda_{wz} = \rho_{z}^{T} \alpha_{w} + \tilde{\rho}_{z}^{T} \tilde{\beta}_{w} \) instead, where generically, \( \rho_{z}^{T} \neq \tilde{\rho}_{z}^{T} \). However, since we expect the 2d theory to possess \( \mathcal{N} = (2, 2) \) supersymmetry, \( \rho_{z}^{T} \) and \( \tilde{\rho}_{z}^{T} \) cannot be independent of each other. Otherwise, extra fermionic degrees of freedom will be obtained. Hence, we may assume \( \rho_{z}^{T} = \tilde{\rho}_{z}^{T} \), so that the correct number of fermionic degrees of freedom is obtained.

This argument also applies to the other worldsheet fermions.
4 Physical Proofs of Theorems and Conjectures on Floer Homologies, and their Higher Rank Generalizations

4.1 The Atiyah-Floer Conjecture: Relating Instanton to Lagrangian Floer Homology

The Atiyah-Floer conjecture [16] relates the critical points of the Chern-Simons functional to those of Lagrangian intersections $L_0 \cap L_1$. It is given by

$$\text{HF}^\text{inst}_* (Y_3) \cong \text{HF}^\text{Lagr}_* (M_{\text{flat}} (\Sigma), L_0, L_1), \quad (4.1)$$

where $L_0$ and $L_1$ are, in general, different Lagrangian submanifolds of $M_{\text{flat}} (\Sigma)$. Here, $\text{HF}^\text{inst}_* (Y_3)$ is the usual instanton Floer homology of a closed, compact $Y_3$, while $\text{HF}^\text{Lagr}_* (M_{\text{flat}} (\Sigma), L_0, L_1)$ is known as the Lagrangian (intersection) Floer homology. $\Sigma$ is a Riemann surface of genus $g$ that Heegaard splits $Y_3$.

We would now like give a physical proof of (4.1).

A Heegaard Split, DW theory, and the A-model

To this end, let $M_4 = \mathbb{R}^+ \times Y_3$, and Heegaard split $Y_3$. This Heegaard split, $Y_3 = Y_3' \cup_\Sigma Y_3''$, can be carried out along $\Sigma$, as shown in figure 1.

Note that the compact three-manifolds $Y_3'$ and $Y_3''$ can be regarded as a fibration of a two-manifold $\Sigma$ with genus $g$, over an interval $I$—i.e. we may write $Y_3','' = I' \times f \Sigma$. In other words, we can express the metric on $Y_3',''$ as a warped metric, which takes the form

$$ds_{Y_3',''}^2 = (dx^2)^2 + f(x^2) (G_{\Sigma})_{ab} dx^a dx^b, \quad (4.2)$$

where $x^2 \in I',''$, and $f(x^2)$ is an arbitrary $x^2$-dependent function. Correspondingly, the metric on $M_4','' = \mathbb{R}^+ \times Y_3',''$ takes the form

$$ds_{M_4',''}^2 = (dx^1)^2 + (dx^2)^2 + f(x^2) (G_{\Sigma})_{ab} dx^a dx^b, \quad (4.3)$$

where $x^1$ is identified with the time-direction $\mathbb{R}^+$.

Let us consider DW theory on $M_4$. Then, we will have a TQFT on $M_4',''$, whence one can carry out a Weyl rescaling on (4.3), so that the metric becomes

$$ds_{M_4',''}^2 = \frac{1}{f(x^2)} \left[ (dx^1)^2 + (dx^2)^2 \right] + (G_{\Sigma})_{ab} dx^a dx^b. \quad (4.4)$$

This describes $M_4','' = (\mathbb{R}^+ \times I',') f \times \Sigma$. As the factor $1/f(x^2)$ leaves the topology of $\mathbb{R}^+ \times I',''$ unchanged, we may simply write $(\mathbb{R}^+ \times I',') f$ as $\mathbb{R}^+ \times I',''$. This means that upon shrinking $\Sigma$, we will obtain, from the DW theory on $M_4',''$, an A-model on $\mathbb{R}^+ \times I',''$ with target $M_{\text{flat}} (\Sigma)$.

Physical Proof of the Atiyah-Floer Conjecture

For DW theory on $M_4 = \mathbb{R}^+ \times Y_3$, it was explained in §2.1 that the partition function sums classes of $\text{HF}^\text{inst}_* (Y_3)$. This gives us the left hand side of (4.1).
Figure 1: Heegaard splitting of $Y_3$ into $Y_3'$ and $Y_3''$, along $\Sigma$. Here, $\Sigma$ is a Riemann surface of genus $g$.

Figure 2: An A-model open string ends on two identical Lagrangian branes of opposite orientations $L'$ and $\bar{L}'$. It should be noted that while the diagram depicts two non-intersecting Lagrangian branes, in general $L'$ and $\bar{L}'$ are allowed to intersect.

Now, shrinking $\Sigma$ will leave the topological DW theory on $M_4'$ and thus $M_4$, invariant. Therefore, one can also compute the left hand side of (4.1) in terms of the A-model on $\mathbb{R}^+ \times I'$ with target $M_{\text{flat}}(\Sigma)$.

Since the A-model really describes an open string propagating in the target space $M_{\text{flat}}(\Sigma)$, we are required to specify its boundary conditions. The open string starts and ends on two Lagrangian branes, which are half-space filling objects – i.e. branes with spacetime dimensions $\frac{1}{2} \dim(M_{\text{flat}}(\Sigma))$ – that, as shown in figure 2, we shall denote by $\bar{L}'$ and $L'$, for the A-model on $\mathbb{R}^+ \times I'$. Here, tilde denotes an opposite orientation – so, these Lagrangian branes are of opposite orientations, but are otherwise identical.

That we have two sigma models on $\Sigma$, obtained from DW theory on $M_4'$ and $M_4''$, means that we now have two different strings ending on different pairs of Lagrangian branes, $(\bar{L}', L')$ and $(\bar{L}'', L'')$. To relate to the DW theory on $M_4$ which underlies the left hand side of (4.1), it is clear that we just need to ‘glue’ them so that we get a single sigma model with a pair of different Lagrangian branes $\bar{L}'$ and $L''$. This is shown in figure 3 where we merge the adjacent Lagrangian branes $L'$ and $\bar{L}''$, so that the two strings merge into a single open string, which now extends between $\bar{L}'$ and $L''$ instead.

Further relabeling $L_0 = \bar{L}'$ and $L_1 = L''$ to be consistent with mathematical notation, states in the 2d sigma model can then be identified with states of the Lagrangian Floer homology $\text{HF}_{\text{Lagr}}(M_{\text{flat}}(\Sigma), L_0, L_1)$. This is just the right hand side of (4.1).

The physical equivalence between the partition function of the DW theory on $M_4$ which sums classes in $\text{HF}_{\text{inst}}(Y_3)$, and the partition function of the A-twisted sigma model on $\mathbb{R}^+ \times I$ which
Figure 3: We may glue $Y'_3$ and $Y''_3$ along their common boundary $\Sigma$ so that the original three-manifold $Y_3$ can be obtained. This is tantamount to identifying $L' = \tilde{L}'$, so that we get a single open string starting and ending on $\tilde{L}'$ and $L''$.

sums classes $HF^{\text{Lagr}}_*(\mathcal{M}_{\text{flat}}(\Sigma), L_0, L_1)$, means that we have

$$HF^{\text{inst}}_*(Y_3) \cong HF^\text{Lagr}_*(\mathcal{M}_{\text{flat}}(\Sigma), L_0, L_1)$$

(4.5)

where $HF^{\text{inst}}_*(Y_3)$ and $HF^\text{Lagr}_*(\mathcal{M}_{\text{flat}}(\Sigma), L_0, L_1)$ are graded by the instanton number and degree of maps, respectively. This completes our physical proof of the Atiyah-Floer conjecture.

4.2 The Monopole Analog of the Atiyah-Floer Conjecture

There is a monopole analog of the Atiyah-Floer conjecture [27] that relates the critical points of the Chern-Simons-Dirac functional with those of Lagrangian intersections $L_0 \cap L_1$. It is given by

$$HF^{\text{mono}}_*(q, Y_3) \cong HF^\text{Heeg}_*(\mathcal{M}^q_{\text{vort}}(\Sigma), L_0, L_1),$$

(4.6)

where $HF^{\text{mono}}_*(q, Y_3)$ is the usual monopole Floer homology, and $HF^\text{Heeg}_*(\mathcal{M}^q_{\text{vort}}(\Sigma), L_0, L_1)$ is known as the Heegaard Floer homology – which is the monopole analog of the Lagrangian Floer homology described earlier.

We would now like to provide a physical proof of (4.6).

**Physical Proof of the Monopole Atiyah-Floer Conjecture**

Let us now consider SW theory on $M_4 = \mathbb{R}^+ \times Y_3$. Since, as explained in §3.1, partition function sums classes of $HF^{\text{mono}}_*(q, Y_3)$, the left hand side of (4.6) is obtained.

Next, we will Heegaard split $Y_3 = Y'_3 \cup \Sigma Y''_3$, and further take the Weyl rescaled warped metric in (4.4), so that $\Sigma$ can be trivially shrunken away. In doing so, an A-model on $\mathbb{R}^+ \times I', I''$ with target $\mathcal{M}^q_{\text{vort}}(\Sigma)$ is obtained.

This A-model describes an open string propagating through $\mathcal{M}^q_{\text{vort}}(\Sigma)$, which is taken to start and end on two Lagrangian branes of opposite orientations, that are denoted by $\tilde{L}', L''$ (see figure 2). To relate to the SW theory on $M_4$ which underlies the left hand side of (4.6), it is clear that we just need to ‘glue’ them so that we get a single sigma model with a pair of different Lagrangian branes $\tilde{L}' = L_0$ and $L'' = L_1$ (see figure 3).

States of the A-model are then identified with classes of the Heegaard Floer homology $HF^\text{Heeg}_*(\mathcal{M}^q_{\text{vort}}(\Sigma), L_0, L_1)$. This gives the right hand side of (4.6).
Since the partition function of SW theory on $M_4 = \mathbb{R}^+ \times Y_3$, which sums classes in $HF^\text{mono}_*(q, Y_3)$, can be identified with the partition function of the A-model on $\mathbb{R}^+ \times I$, which sums classes in $HF^\text{Heeg}_* (\mathcal{M}^q_{\text{vort}} (\Sigma), L_0, L_1)$, we have

$$HF^\text{mono}_* (q, Y_3) \cong HF^\text{Heeg}_* (\mathcal{M}^q_{\text{vort}} (\Sigma), L_0, L_1)$$  \hspace{1cm} (4.7)

where $HF^\text{mono}_* (Y_3)$ and $HF^\text{Heeg}_* (\mathcal{M}^q_{\text{vort}} (\Sigma), L_0, L_1)$ are graded by the number of solutions of the SW equations and degree of maps, respectively. This completes our physical proof of the monopole Atiyah-Floer conjecture.

4.3 Muñoz’s Theorem: Relating Instanton Floer to Quantum Cohomology

Muñoz’s theorem [28] is the statement that

$$QH^* (\mathcal{M}_{\text{flat}} (\Sigma)) \cong HF^*_{\text{symp}} (\mathcal{M}_{\text{flat}} (\Sigma)) \cong HF^*_{\text{inst}} (\Sigma \times S^1),$$  \hspace{1cm} (4.8)

where $QH^* (\mathcal{M}_{\text{flat}} (\Sigma))$ is the quantum cohomology (ring) of $\mathcal{M}_{\text{flat}} (\Sigma)$, while $HF^*$’s are the corresponding Floer cohomologies. Here, $HF^*_{\text{symp}} (\mathcal{M}_{\text{flat}} (\Sigma))$ is the symplectic Floer cohomology, which we distinguish from the Lagrangian and Heegaard Floer cohomologies.

We would now like to give a physical proof of (4.8).

**Physical Proof of Muñoz’s Theorem**

Let us now consider DW theory on $M_4 = \Sigma \times S^1 \times \mathbb{R}^+$. Shrinking $\Sigma$ away, an A-model on $S^1 \times \mathbb{R}^+$ with target $\mathcal{M}_{\text{flat}} (\Sigma)$ is obtained. This describes a closed string propagating through $\mathcal{M}_{\text{flat}} (\Sigma)$, starting from time $t = 0$. It is known from [6] that for any closed topological A-model with target $T$, there is an isomorphism between the quantum cohomology $QH^* (T)$, and symplectic Floer cohomology $HF^*_{\text{symp}} (T)$. This tells us that our A-model possesses the isomorphism $QH^* (\mathcal{M}_{\text{flat}} (\Sigma)) \cong HF^*_{\text{symp}} (\mathcal{M}_{\text{flat}} (\Sigma))$, which is just the first equality of (4.8).

Since $\partial M_4 = \Sigma \times S^1$, the partition function of DW theory on $M_4$ will sum classes in the instanton Floer cohomology $HF^*_{\text{inst}} (\Sigma \times S^1)$. Because the partition function of DW theory is equivalent to the partition function of the A-model on $S^1 \times \mathbb{R}^+$ which sums classes in $HF^*_{\text{symp}} (\mathcal{M}_{\text{flat}} (\Sigma))$, we can write

$$QH^* (\mathcal{M}_{\text{flat}} (\Sigma)) \cong HF^*_{\text{symp}} (\mathcal{M}_{\text{flat}} (\Sigma)) \cong HF^*_{\text{inst}} (\Sigma \times S^1)$$  \hspace{1cm} (4.9)

where $HF^*_{\text{symp}} (\mathcal{M}_{\text{flat}} (\Sigma))$ and $HF^*_{\text{inst}} (\Sigma \times S^1)$ are graded by the degree of maps and instanton number, respectively. This furnishes a physical proof of Muñoz’s theorem.

4.4 Monopole Analog of Muñoz’s Theorem

It was suggested in [29] that there is an isomorphism between $HF^\text{mono}_* (q, Y_3)$ and $\mathcal{M}^q_{\text{vort}} (\Sigma)$. We will now show how this isomorphism can be obtained physically.

To that end, we will now consider SW theory on $M_4 = \Sigma \times S^1 \times \mathbb{R}^+$. Shrinking $\Sigma$, we obtain an A-model on $S^1 \times \mathbb{R}^+$ with target $\mathcal{M}^q_{\text{vort}} (\Sigma)$. This describes a closed string propagating through $\mathcal{M}^q_{\text{vort}} (\Sigma)$, starting from time $t = 0$. 

Since the partition function of SW theory on $M_4$, which sums classes in $\text{HF}_\text{mono}^{\Sigma}(q, \Sigma \times S^1)$, equals the partition function of the A-model on $S^1 \times \mathbb{R}^+$ which sums classes in $\text{HF}^{\Sigma \times S^1}_{\text{symp}}(M^q_{\text{vort}}(\Sigma))$, we can identify $\text{HF}_\text{mono}^{\Sigma}(q, \Sigma \times S^1)$ with $\text{HF}^{\Sigma \times S^1}_{\text{symp}}(M^q_{\text{vort}}(\Sigma))$.

Furthermore, note that from [6], $\text{QH}^{\Sigma \times S^1}_{\text{vort}}(\Sigma) \cong \text{HF}^{\Sigma \times S^1}_{\text{symp}}(M^q_{\text{vort}}(\Sigma))$. Altogether, these relations can be written as

$$\text{QH}^{\Sigma \times S^1}_{\text{vort}}(\Sigma) \cong \text{HF}^{\Sigma \times S^1}_{\text{symp}}(M^q_{\text{vort}}(\Sigma)) \cong \text{HF}_\text{mono}^{\Sigma}(q, \Sigma \times S^1)$$

(4.10)

where $\text{HF}^{\Sigma \times S^1}_{\text{symp}}(M^q_{\text{vort}}(\Sigma))$ and $\text{HF}_\text{mono}^{\Sigma}(q, \Sigma \times S^1)$ are graded by the degree of maps and number of solutions of the SW equations, respectively. This furnishes a mathematically novel, monopole version of Muñoz’s theorem [1,8].

### 4.5 Higher Rank Generalizations

We can also generalize our approach hitherto to DW and SW theory defined with higher rank gauge groups $G$.

**Higher Rank Atiyah-Floer Conjecture and Muñoz’s Theorem**

Let us consider DW theory with gauge group $G$. All arguments about the relevant Floer homologies hold, since we may simply define the gauge group to be $G$ instead of $SU(2)$, and the rest of the analysis remains the same.

This suggests that the Atiyah-Floer conjecture can be generalized to $G$, whereby we obtain an isomorphism between instanton Floer homology and Lagrangian Floer homology for $G$. Likewise, we should also be able to generalize Muñoz’s theorem to $G$, by starting with higher rank DW theory, whilst noting that Sadov’s results in [6] are valid for any $G$.

**Higher Rank Monopole Atiyah-Floer Conjecture and Muñoz’s Theorem**

We can also consider a nonabelian version of the SW theory, for which the BPS solutions lead to nonabelian monopoles [13]. Then, if the four-manifold is taken to be $M_4 = \Sigma \times C$, upon shrinking $C$, we should also obtain nonabelian vortices on $C$.

We will be able to show this explicitly if we can write a modified version of the nonabelian field strength $\mathcal{F}$, in a manner analogous to (3.9). Then, shrinking $C$ will force the modified gauge connections to be flat on $C$ – i.e. we need to set $\mathcal{F}_{ab} = 0$ to ensure that the action remains finite. This condition should correspond to the nonabelian version of the vortex equations on $C$. The solutions to these equations will span the moduli space of nonabelian vortices. Then, the kinetic term $\mathcal{F} \wedge \ast \mathcal{F}$ of nonabelian SW theory will descend to the action of a sigma model on $\Sigma$ with target moduli space of nonabelian vortices. We can then identify states of the A-model with states of nonabelian SW theory, to obtain the relevant mathematical identities.

For nonabelian SW theory on $M_4 = \mathbb{R}^+ \times Y_3$, there should also exist a nonabelian monopole Floer homology on $Y_3$ – i.e. its classes will be identified with critical points of the nonabelian version of the Chern-Simons-Dirac functional on the space of nonabelian connections on $Y_3$. Thus, it is also possible to obtain a nonabelian version of the monopole Atiyah-Floer conjecture and the monopole analog of Muñoz’s theorem.
5 Relating Instanton Floer Homology to Affine Algebras via 4d $\mathcal{N} = 2$ TQFT

5.1 Relating Instanton Floer Homology of $\Sigma \times S^1$ to Affine Algebras

Let us now consider the case in which DW theory is defined on $M_4 = \Sigma \times D$, where $D$ is a disk. Let us also take the gauge group to be $G = SU(2)$. Here, as in [18], we assume the flat connections on $D$ to be irreducible.

**Instanton Floer Homology of $\Sigma \times S^1$**

Note that $D$ is also topologically equivalent to a semi-infinite cylinder, i.e. $D \cong S^1 \times \mathbb{R}^+$, so with regard to DW theory, the four-manifold can also be taken as $M_4 = \Sigma \times S^1 \times \mathbb{R}^+$. In this case, $\mathbb{R}^+$ can be regarded as the time direction, and we can define instanton Floer homology on the spatial three-manifold $\Sigma \times S^1$. Hence, the partition function of DW theory sums classes in $\text{HF}^{\text{inst}}(\Sigma \times S^1)$.

**The Adiabatic Limit and a 2d A-Model on $\Sigma$ with Target Based Loop Group**

Like (2.23), the metric of the four-manifold may be written in a block diagonal form

$$ds^2 = (G_{\Sigma})_{ab} dx^a dx^b + (G_D)_{AB} dx^A dx^B. \quad (5.1)$$

Hence, the rest of the discussion in §2.2 follows, and we obtain an A-twisted sigma model with target $\mathcal{M}_{\text{flat}}(\Sigma)$ or $\mathcal{M}_{\text{flat}}(D)$, depending on which Riemann surface we take to be small.

**$\Omega G$ Sigma Models**

Let us consider the case in which we shrink the disk $D$, whence we will have an A-twisted sigma model with target $\mathcal{M}_{\text{flat}}(D)$.

Note that we need to impose boundary conditions on $\partial D = S^1$. In particular, imposing the generic trivialization condition on the boundary of $D$ allows us to identify $\mathcal{M}_{\text{flat}}(D)$ with the based loop group $\Omega G$ [3, 18], which is the group of contractible based loops into $G$ [20], i.e.

$$\Omega G = \{ \gamma : S^1 \to G | \gamma(1) = 1 \}, \quad (5.2)$$

where elements of $\Omega G$ are $G$-valued functions with $S^1$ parameters.

Thus, we have an A-model on $\Sigma$ with target $\Omega G$.

**Instanton Floer Homology of $\Sigma \times S^1$ and Affine Algebra**

It was shown in [17] that the sigma model exhibits affine symmetry on the worldsheet $\Sigma$, which is generated by an affine Lie algebra $\mathfrak{g}_{\text{aff}}$. In addition, A-model states form modules of $\mathfrak{g}_{\text{aff}}$. Thus, since the partition function of the A-model which sums these states, can be identified with the partition function of DW theory which sums classes in $\text{HF}^{\text{inst}}(\Sigma \times S^1)$, we have the mathematically novel isomorphism

$$\text{HF}^{\text{inst}}(\Sigma \times S^1) \cong \mathfrak{g}_{\text{mod}}(\Sigma) \quad (5.3)$$

where $\mathfrak{g}_{\text{mod}}(\Sigma)$ is the space of $\mathfrak{g}_{\text{aff}}$-modules on $\Sigma$. The $\mathbb{Z}_8$ grading on the LHS by instanton solutions [30] corresponds to the $\mathbb{Z}_8$ grading on the RHS by energy level. Let us now elaborate on why this is the case.
Relevant Gradings

On the LHS of (5.3), it is known that gauge equivalence leads to a $\mathbb{Z}_8$ grading between the sets of critical points of the Chern-Simons functional which plays the role of the Morse function [30]. In other words, the relative Morse index can only take 8 distinct (gauge-inequivalent) values, which implies that there are only 8 distinct sets of critical points. In turn, this means that the ground states of DW theory on $M_4 = \Sigma \times S^1 \times \mathbb{R}^+$ are $\mathbb{Z}_8$-graded, and that there are 8 distinct sets of instanton solutions.

Furthermore, since DW ground states are $\mathbb{Z}_8$-graded, A-model states must likewise be $\mathbb{Z}_8$-graded. Thus, $\mathcal{E}_{\text{mod}}(\Sigma)$ is also $\mathbb{Z}_8$-graded. Let us now explain this.

As established in §2.2 upon shrinking $D \cong S^1 \times \mathbb{R}^+$, instanton solutions descend to pullback solutions (of the symplectic form on $M_{\text{flat}} (D) \cong \Omega G$). Also, $L_0$ can be interpreted as a translation operator on $\Sigma$. When an appropriate normalization is chosen, $L_0$ determines the number of times $\Sigma$ can be wrapped around $\Omega G$ which is just the degree $k$ of maps $X : \Sigma \to \Omega G$. As $\mathcal{E}_{\text{mod}}(\Sigma)$ is graded by $L_0$, and the degree of the aforementioned map which is associated with the pullback solutions, like the instanton solutions, are only distinct mod $\mathbb{Z}_8$, it will mean that $\mathcal{E}_{\text{mod}}(\Sigma)$ is $\mathbb{Z}_8$-graded.

Hence, the grading on the LHS of (5.3) is identified with the grading of the RHS of (5.3) in the manner described above, as it should.

5.2 Relating Instanton Floer Homology of Seifert Manifolds to Affine Algebras

Nontrivial Seifert Manifolds

Up to now, we have considered a four-manifold of the form $M_4 = \Sigma \times D \cong \Sigma \times S^1 \times \mathbb{R}^+$, which has boundary $Y_3 = \Sigma \times S^1$. This three-manifold is really the trivially-fibered Seifert manifold $M_{g,0}$, where the subscript ‘$g,0$’ refers to a $\Sigma$ of genus $g$ with an $S^1$-bundle that has first Chern class equal to 0. Nonetheless, the discussion in §5.1 can be generalized to a four-manifold with a nontrivial Seifert manifold boundary. To this end, let us consider a nontrivial disk fibration over $\Sigma$, i.e. $M_4 = \Sigma \times_f D \cong \Sigma \times_f S^1 \times \mathbb{R}^+$, for which boundary $\Sigma \times S^1$ is therefore a nontrivial Seifert manifold $M_{g,p}$.

Instanton Floer Homology of $M_{g,p}$ and Affine Algebra

We would now like to ascertain $\text{HF}^{\text{inst}}_s (M_{g,p})$. We can start from the trivially-fibered case of $M_4 = \Sigma \times D \cong M_{g,0} \times \mathbb{R}^+$, and make use of the fibering operator [8], $\mathcal{P}$, which shifts the Chern number $p_0 \to p_0 + 1$.

Specifically, the DW partition function on $M_{g,p} \times \mathbb{R}^+$ may be written as \(^{13}\)

$$\langle 1 \rangle_{M_{g,p}} = \langle \mathcal{P} \cdots \mathcal{P} \rangle_{M_{g,0}}, \quad (5.4)$$

\(^{13}\)To justify this, first, note that the metric of $M_4 = M_{g,1} \times \mathbb{R}^+$ can be written as a sum $G_{M_{g,1} \times \mathbb{R}^+} = G_{M_{g,0} \times \mathbb{R}^+} + G_{\text{deformed}}$, where $G_{\text{deformed}}$ contains the remaining terms of the metric that characterize the nontriviality of the fibration. This means that the action over $M_4 = M_{g,1} \times \mathbb{R}^+$ can be written as a sum of an action over $M_{g,0} \times \mathbb{R}^+$ and a $Q$-exact deformation term defined over $G_{\text{deformed}}$, where we can ignore the latter since it will not contribute to the path integral (as it is $Q$-exact).

Second, note that the topological term $F \wedge F$ of the underlying DW theory takes the form of a Chern-Simons functional on the boundary $M_{g,1}$. This can also be written as a sum of the Chern-Simons functional on $M_{g,0}$ and a deformation term. It is this extra term in the action that can be interpreted as (the phase of the exponential that defines) a fibering operator $\mathcal{P}$ in the path integral [8].

Altogether, this means we can write $\langle 1 \rangle_{M_{g,1}} = \langle \mathcal{P} \rangle_{M_{g,0}}$. It is now clear that we can also insert $p$ copies of $\mathcal{P}$ and $\mathcal{P} \cdots \mathcal{P}$ into the action, and then take the path integral with these $p$ copies, to give $\langle \mathcal{P} \cdots \mathcal{P} \rangle_{M_{g,0}}$. This is the key observation that allows us to write (5.4) as $\langle 1 \rangle_{M_{g,p}} = \langle \mathcal{P} \cdots \mathcal{P} \rangle_{M_{g,0}}$.
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where we have inserted \( p \) copies of \( P \). In other words, starting from \( \langle 1 \rangle_{M_g,0} \), which sums classes in the instanton Floer homology \( HF^\text{inst}_* (\Sigma \times S^1) \), we can insert \( p \) copies of the fibering operator \( P \) as shown in \((5.4)\) to obtain \( \langle 1 \rangle_{M_g,p} \), which sums classes in the instanton Floer homology \( HF^\text{inst}_* (M_{g,p}) \).

Via \((2.22)\), we see that \((5.4)\) means that a sum over classes in \( HF^\text{inst}_* (M_{g,p}) \) must be given by a sum over classes in \( HF^\text{inst}_* (M_{g,0}) \) which each has been acted upon by \( P \). . . \( P \). In turn, from \((5.3)\), we have the \textit{mathematically novel} isomorphism

\[
HF^\text{inst}_* (M_{g,p}) \cong \mathfrak{g}_{\text{mod},p}(\Sigma)
\]  

where \( p \) on the right hand side denotes that each basis component of the original space \( \mathfrak{g}_{\text{mod}}(\Sigma) \) of \( g_{\text{aff}} \)-modules on \( \Sigma \) has been acted upon \( p \) times by a suitable representation of \( P \). The grading on the LHS by instanton solutions corresponds to the grading on the RHS by energy level, in a manner analogous to that in \((5.3)\).

### 5.3 Relating Quantum Cohomology to Affine Algebras

Let us revisit DW theory on \( M_4 = \Sigma \times D \cong \Sigma \times S^1 \times \mathbb{R}^+ \), in which the DW partition function sums classes of \( HF^\text{inst}_* (\Sigma \times S^1) \) (or \( HF^\text{inst}_* (\Sigma \times S^1) \)).

It is straightforward to see, from \((4.8)\) and \((5.3)\), that there is yet another \textit{mathematically novel} identity of the form

\[
QH^* (\mathcal{M}_{\text{flat}}(\Sigma)) \cong \mathfrak{g}_{\text{mod}}(\Sigma)
\]  

where the \( \mathbb{Z}_8 \) grading of cohomology classes \([28]\) on the LHS corresponds to the \( \mathbb{Z}_8 \) grading on the RHS by energy level.

**Mathematical Consistency**

In hindsight, this result is not surprising. As mentioned briefly in \((2.22)\), for every \textit{4d instanton} of charge \( k \) on the underlying four-manifold \( M_4 = \Sigma \times D \cong \Sigma \times S^1 \times \mathbb{R}^+ \) in DW theory, there is a corresponding \textit{2d holomorphic map} \( X : S^1 \times \mathbb{R}^+ \to \mathcal{M}_{\text{flat}}(\Sigma) \) of degree \( k \) \([18, 31]\) in the A-model on \( D \cong S^1 \times \mathbb{R}^+ \). This means that there is an isomorphism \( \mathcal{M}_{\text{inst}}^k (M_4) \cong \mathcal{M}_{\text{maps}}^k (S^1 \times \mathbb{R}^+ \to \mathcal{M}_{\text{flat}}(\Sigma)) \).

It is known that for each instanton solution corresponding to \( k \), there is an action of \( g_{\text{aff}} \) on homology cycles of \( \mathcal{M}_{\text{inst}}^k (M_4) \) (cf. \([32]\)). Since \( \mathcal{M}_{\text{inst}}^k (M_4) \cong \mathcal{M}_{\text{maps}}^k (S^1 \times \mathbb{R}^+ \to \mathcal{M}_{\text{flat}}(\Sigma)) \), it must also be true that there is an action of \( g_{\text{aff}} \) on homology cycles of \( \mathcal{M}_{\text{maps}}^k (S^1 \times \mathbb{R}^+ \to \mathcal{M}_{\text{flat}}(\Sigma)) \).

Moreover, by Poincaré duality, homology cycles of \( \mathcal{M}_{\text{maps}}^k (S^1 \times \mathbb{R}^+ \to \mathcal{M}_{\text{flat}}(\Sigma)) \), must correspond to differential forms on \( \mathcal{M}_{\text{maps}}^k (S^1 \times \mathbb{R}^+ \to \mathcal{M}_{\text{flat}}(\Sigma)) \) which generate the quantum cohomology of \( \mathcal{M}_{\text{flat}}(\Sigma) \). Hence, there must be an action of \( g_{\text{aff}} \) on \( QH^* (\mathcal{M}_{\text{flat}}(\Sigma)) \) – i.e. classes of \( QH^* (\mathcal{M}_{\text{flat}}(\Sigma)) \) can be viewed as modules of \( g_{\text{aff}} \).

This gives an independent verification of the result in \((5.6)\), which was deduced using purely physical arguments.

---

write \( (1)_{M_{g,p}} = (P \ldots P)_{M_{g,0}} \), as claimed.
6 A Derivation of the Verlinde Formula via 4d $\mathcal{N} = 2$ TQFT

6.1 SQM on the Moduli Space of Flat Connections

Looking at the sigma model on $D \equiv \mathbb{R}^+ \times S^1$ with target $\mathcal{M}_{\text{flat}}(\Sigma)$, we may further shrink $S^1$ so that we get a 1d sigma model – this really becomes supersymmetric quantum mechanics (SQM) with $\mathbb{R}^+$ being identified with the temporal direction. To see this, we shall carry out the usual dimensional reduction on $S^1$, so that the action in (2.48) becomes

$$S_{1d} = S_{\text{SQM}} = \frac{1}{e^2} \int d\tau \left( \dot{X}^I \dot{X}_I + G^{\text{flat}}_{IJ} \left( \rho_z^{\tau} \nabla_{\tau} \chi^I + \rho_z^I \nabla_{\tau} \chi^J \right) \right) - R_{IJKL} \rho_z^I \rho_z^J \chi^K \chi^L + \cdots, \quad (6.1)$$

where we have relabeled $\tau = x^1$, having chosen it as the temporal direction, and frozen out the $x^2$ dependence. A dotted field denotes a derivative over $\tau$, and the ellipses here correspond to topological terms which we can ignore.

Notice that the geometry of the target space $\mathcal{M}_{\text{flat}}(\Sigma)$ is dependent on the geometry of $\Sigma$, since its metric was defined with respect to $\Sigma$ (recall the definition of the moduli space metric in (2.32)). Since the geometry of $\Sigma$ is inconsequential in a TQFT, we may scale it such that $\mathcal{M}_{\text{flat}}(\Sigma)$ becomes flat – i.e. we may set $G^{\text{flat}}_{IJ}$ to be the flat metric, and hence also set $R_{IJKL} = 0$. Crucially, since the Christoffel symbols $\Gamma^I_{JK}$ are defined by derivatives of the metric, they can also be taken to be zero.

In doing so, (6.1) can be written as a free action. We shall take $N_1 = 0$ so that there are no fermionic zero modes. The only fermionic contributions come from the free fermionic action, which we can integrate out in the path integral to just give a constant.

Let us analyze the bosonic part, which is written as

$$S_{\text{QM}} = \frac{2}{e^2} \int d\tau \frac{1}{2} \dot{X}^I \dot{X}_I = \frac{1}{\hbar} \int d\tau L_{\text{QM}} \quad (6.2)$$

where the Planck’s constant of the QM model is identified as $\frac{1}{\hbar} = \frac{2}{e^2}$. Then we may define the conjugate momenta by $P^I = \partial L_{\text{QM}} / \partial \dot{X}_I = \dot{X}^I$ which, by definition, satisfy the Poisson brackets, which are written as

$$\{X^I, P^J\} = \hbar \delta^{IJ}, \quad (6.3)$$

and zero otherwise. Canonical quantization amounts to replacing the canonical coordinates $(X, P)$ with operators $(\hat{X}, \hat{P})$ so that the Poisson brackets become commutator brackets instead. These relations take the form

$$[\hat{X}^I, \hat{P}^J] = i\hbar \delta^{IJ} \quad (6.4)$$

Since $X^I$ are defined to be coordinates on the target $\mathcal{M}_{\text{flat}}(\Sigma)$, the operators $\hat{X}^I$ describe quantized coordinates on $\mathcal{M}_{\text{flat}}(\Sigma)$. In doing so, we have quantized $\mathcal{M}_{\text{flat}}(\Sigma)$, which can be taken to be of finite volume. 
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6.2 Deriving the Verlinde Formula

Generally, the Verlinde formula computes the dimension of the space of conformal blocks, which can be defined in any 2d conformal field theory (CFT) with affine symmetry. There are several definitions of the Verlinde formula, because there are various ways of computing the dimensions of the space of conformal blocks. One definition is by Faltings [9, 10], in which the dimension of the space of conformal blocks on $\Sigma$ is the same as the number of holomorphic sections of (an integer power of) the determinant line bundle over $\mathcal{M}_{\text{flat}}(\Sigma)$, where $\Sigma$ is a compact Riemann surface. We would now like to outline a physical proof of this mathematical statement, and hence derive the Verlinde formula.

We shall consider $M_4 = \Sigma \times D$, so that we can shrink either $\Sigma$ or $D$ to obtain two different A-models. The upshot is that we can describe each side of the Verlinde formula by separately shrinking each Riemann surface. Since both sigma models descend from the same TQFT in 4d, their respective partition functions can be identified with each other. It is this identification that will allow us to derive the Verlinde formula.

**Physical Proof of the Verlinde Formula – LHS**

To begin the physical proof of this result, let us consider the simple case in which the virtual dimension of $\mathcal{M}_{\text{inst}}^0(M_4)$ is zero – i.e. $N_1 = 0$ – so that the only surviving observables are the partition functions.

Let us first shrink $D$, so that an A-model on $\Sigma$ with target $\Omega G$ can be obtained. Such an A-model, as discussed in §5.1, exhibits affine symmetry on $\Sigma$, which is generated by $g_{\text{aff}}$ at level $\ell$. Because this 2d sigma model possesses affine symmetry, its states, $\kappa$, will be modules of $g_{\text{aff}}$ on $\Sigma$. The partition function can then be written as

$$\langle 1 \rangle = \sum_v \kappa_v \kappa_v, \quad (6.5)$$

where $v$ labels the energy eigenstates.

Next, note that since we are dealing with modules of $g_{\text{aff}}$ on $\Sigma$, we can also write (6.5) in terms of conformal blocks $\mathcal{F}$ as

$$\sum_v \kappa_v \kappa_v = \sum_v \mathcal{F}_v \mathcal{F}_v. \quad (6.6)$$

Thus, $\kappa_v$ can be identified with the holomorphic conformal blocks $\mathcal{F}_v$. Let us denote the space of $\kappa_v$ states – i.e. the space of zero-point conformal blocks on $\Sigma$ – by $V_\ell(\Sigma)$.

**A Slight Excursion**

It will be useful for later, to describe the affine algebra of the A-model in greater detail. This affine algebra can be written as

$$[\hat{J}_m^\alpha, \hat{J}_n^\beta] = i\hat{\rho}_{\hat{c}} [\hat{J}_c^{(m+n)} + L m \hat{\rho}^{\bar{a}} \delta^{(m+n),0}], \quad (6.7)$$

where indices $m, n \in \mathbb{Z}$ describe the order of the Laurent expansion of the conserved currents $J$, $L$ is the level, indices $\bar{a}, \bar{b}, \bar{c}$ runs over generators of the gauge group $G$, and $\hat{\rho}_{\hat{c}}$ are the structure constants.
The affine algebra in (6.7) is obtained by taking a contour integral over the operator expansion product (OPE), which can be written as

$$J^a(z)J^b(\zeta) - \frac{i f_{c}^{ab} J^c(\zeta)}{(z-\zeta)} = \frac{L\delta^{ab}}{(z-\zeta)^2},$$  \hspace{1cm} (6.8)

where $\zeta, z \in \Sigma$. Let us carry out a topological deformation on the underlying two-manifold $\Sigma$, such that the coordinates become $\zeta \to \tilde{\zeta} = \sqrt{L}\zeta$ and $z \to \tilde{z} = \sqrt{L}z$. In doing so, (6.8) becomes

$$J^a(\tilde{z})J^b(\tilde{\zeta}) - \frac{i f_{c}^{ab} J^c(\tilde{\zeta})}{(\tilde{z}-\tilde{\zeta})} = \frac{L\delta^{ab}}{(\tilde{z}-\tilde{\zeta})^2}. \hspace{1cm} (6.9)$$

Since operator insertions are position-independent in a TQFT, the expressions on the left hand side of equations (6.8) and (6.9) are equivalent and can be equated. Hence, the left hand side of (6.8) can be replaced with the left hand side of (6.9), so that we obtain the relation

$$J^a(\tilde{z})J^b(\tilde{\zeta}) - \frac{i f_{c}^{ab} J^c(\tilde{\zeta})}{(\tilde{z}-\tilde{\zeta})} = \frac{(\ell L)\delta^{ab}}{(\tilde{z}-\tilde{\zeta})^2}. \hspace{1cm} (6.10)$$

Further carrying out a Laurent expansion on $J$, and taking a contour integral over $\Sigma$, (6.10) becomes

$$[J^{am}, J^{bn}] = i f_{c}^{ab} J^{c,(m+n)} + (\ell L) m\delta^{ab}\delta^{(m+n),0}, \hspace{1cm} (6.11)$$

which can be viewed as a “topologically deformed” affine algebra at level $(\ell L)$ instead. Hence, deforming the geometry of $\Sigma$ by $(ds_{\Sigma})^2 \to \ell (ds_{\Sigma})^2$ amounts to tuning the level of the affine algebra by $L \to \ell L$.

The topological deformation of $\Sigma$ can be understood to originate from a topological deformation of the four-manifold. Meanwhile, the topological deformation of the four-manifold can alternatively be interpreted as the modification of the 4d coupling. Altogether, this means that modifying the 4d coupling by $(\frac{1}{2})' \to \ell (\frac{1}{2})'$ is tantamount to effecting a topological deformation $z \to \tilde{z}$ on $\Sigma$.

Let us set $L = 1$. Henceforth, we shall take $(\frac{1}{2})'$ to be the 4d coupling constant corresponding to an affine algebra at level $L = 1$. Then, the 4d coupling $\ell (\frac{1}{2})'$ corresponds to the affine algebra at level $\ell$.

**Physical Proof of the Verlinde Formula – RHS**

If we were to shrink $\Sigma$ instead, we obtain another 2d sigma model, this time on $D \cong \mathbb{R}^+ \times S^1$, and with target $\mathcal{M}_{\text{flat}}(\Sigma)$. By further dimensionally reducing on $S^1$ as we did in §6.1, we may quantize $\mathcal{M}_{\text{flat}}(\Sigma)$, to obtain a Hilbert space over $\mathcal{M}_{\text{flat}}(\Sigma)$. The QM space of states can then be identified as the space of holomorphic sections of $\mathcal{L}$, raised to a power $k$ [33, 35], where $\mathcal{L}$ is the determinant line bundle over $\mathcal{M}_{\text{flat}}(\Sigma)$. We shall denote this space by $H^0(\mathcal{M}_{\text{flat}}(\Sigma), \mathcal{L}^k)$.

The integer $k$ can be interpreted as the coupling constant of the QM model. To see that, let us define $k = \frac{1}{n} = \frac{2}{e^\pi}$, so that the QM action (6.2) can be rewritten as

$$S_{\text{QM}} = k \int d\tau \dot{X}^I \dot{X}_I. \hspace{1cm} (6.12)$$
Note that $k$ is now taken to be a large, positive integer, since $\hbar$ is small.

**The Verlinde Formula**

As discussed earlier, tuning the value of the 4d coupling also tunes the level $\ell$ of $g_{aff}$. Meanwhile, the Planck’s constant $\hbar$, which was obtained by quantization in §6.1, also descended from the 4d coupling. This then implies that there is a connection between the level $\ell$ of the affine algebra, and the power $k$ of the determinant line bundle.

To further investigate the connection between $\ell$ and $k$, we first write the 4d coupling constant as $\frac{1}{e^2} = \ell \left( \frac{1}{e^2} \right)'$. Consequently, $\ell$ then corresponds to the level of $g_{aff}$ on the A-model on $\Sigma$ with target $\Omega G$. On the other side, we have an A-model on $D \cong \mathbb{R}^+ \times S^1$, where the usual QM is obtained upon further shrinking $S^1$ (See (6.2)). Recall that the Planck’s constant, which descended from the 4d coupling $\frac{1}{e^2}$, can be expressed as $k = \frac{1}{\hbar} = 2 \frac{e^2}{e^2}$. Hence, we may now write

$$k = 2 \ell \left( \frac{1}{e^2} \right)' = \ell k',$$

where $k' = 2 \left( \frac{1}{e^2} \right)'$. This then shows the explicit relation between the level $\ell$ and QM coupling $k$.

Further setting $k' = 1$ then allows us to make the identification $k = \ell$, and the Hilbert space may then be written as $H^0(\mathcal{M}_{flat}(\Sigma), L^\ell)$.

Finally, since states of each physical theory can be identified with each other, we see that the two spaces of states – the space of zero-point conformal blocks obtained from the A-model on $\Sigma$, and the Hilbert space obtained from the QM model – are equivalent. Hence, we may write this relation as

$$V_{\ell}(\Sigma) \cong H^0(\mathcal{M}_{flat}(\Sigma), L^\ell)$$

which is Faltings’s result [9, 10] – the statement that underlies the Verlinde formula. Thus, the dimension of $V_{\ell}$ is obtained by counting the number of holomorphic sections of $L^\ell$. This completes our derivation of the Verlinde formula.

**With Extra Operator Insertions**

There is also a more general result found by Pauly [11], in which $n$ operators are inserted in the 2d CFT. The positions of insertions are denoted by $\vec{p} = (p_1, \ldots, p_n)$, where $p_1, \ldots, p_n \in \Sigma$. The statement is that there is an isomorphism between the space $V_{\ell}(\Sigma, \vec{p})$ of $n$-point conformal blocks on $\Sigma$, and holomorphic sections of determinant line bundles over the moduli space of parabolic vector bundles on $\Sigma$, which we denote by $\mathcal{M}_{para}(\Sigma, \vec{p})$. The space of holomorphic sections in this case is $H^0(\mathcal{M}_{para}(\Sigma, \vec{p}), L^\ell)$, and so here, Pauly’s result is the isomorphism

$$V_{\ell}(\Sigma, \vec{p}) \cong H^0(\mathcal{M}_{para}(\Sigma, \vec{p}), L^\ell).$$

We will now show the relation (6.15) physically.

Let us now insert $n$ scalar operators in DW theory, and consider $N_1 = 0$ which is still valid, since the scalar operators have no zero modes – i.e. there is no $U(1)_R$ anomaly. In doing so, observables of the 4d theory are no longer just partition functions, but now take the form in (2.3) – i.e. they are $n$-point correlation functions. Starting from the 4d DW theory, we assume that the
n operators \( \mathcal{O}_1, \ldots, \mathcal{O}_n \) are inserted at points orthogonal to \( D \), so that they are defined only on \( \Sigma \). We further note that operator insertions at points \( \vec{p} \) in a CFT on \( \Sigma \) is equivalent to defining the same CFT without insertions, albeit on \( \Sigma \) with \( n \) punctures – i.e. \( \Sigma \) can be replaced with \( \Sigma - \vec{p} \). We may then carry out the same shrinking procedure to obtain two 2d sigma models, on worldsheets \( D \cong \mathbb{R}^+ \times S^1 \) and \( \Sigma - \vec{p} \), respectively.

Let us first shrink \( D \) to obtain a sigma model that possesses an affine algebra at level \( \ell \), on the worldsheet \( \Sigma \) with target \( \Omega_G \). In this part of the analysis, we shall take \( \Sigma \) to be the worldsheet with \( n \) insertions, rather than a Riemann surface \( \Sigma \) with \( n \) punctures. Consequently, the observables are correlation functions of the form

\[
\left\langle \prod_{r=1}^{n} \mathcal{O}_r(z_r, \bar{z}_r) \right\rangle, \tag{6.16}
\]

where \((z, \bar{z})\) are the holomorphic and antiholomorphic coordinates on \( \Sigma \).

Since the sigma model is topological, the positions of operator insertions \( \vec{p} \) are irrelevant. This means that we can bring a pair of operators close together and make use of fusion rules to merge them into a single operator. This can be repeated until all \( n \) operators coalesce into a single operator \( \mathcal{O}' \).

Furthermore, the position-independence of operator insertions also implies that the scalar operator \( \mathcal{O}' \) is a constant. \( \tag{6.16} \) then becomes

\[
\left\langle \prod_{r=1}^{n} \mathcal{O}_r(z_r, \bar{z}_r) \right\rangle = \left\langle \mathcal{O}' \right\rangle = \left\langle 1 \right\rangle . \tag{6.17}
\]

Then, \( \tag{6.17} \) can be written as

\[
\left\langle 1 \right\rangle = \sum_v \kappa_{v;n} \kappa_{v;n}, \tag{6.18}
\]

where \( \kappa_{v;n} \) are A-model eigenstates. Here, \( n \) has been included in the subscript of \( \kappa \) to distinguish these A-model states from the case in \( \tag{6.5} \) with no insertions – i.e. \( \kappa_{v;0} = \kappa_v \). Since we dealing with modules of \( g_{\text{aff}} \) on \( \Sigma \), \( \tag{6.18} \) may also be written in terms of conformal blocks \( \tag{34} \) as

\[
\sum_v \kappa_{v;n} \kappa_{v;n} = \sum_v \mathcal{F}_{v;n} \mathcal{F}_{v;n}. \tag{6.19}
\]

In doing so, the \( n \)-point conformal blocks \( \mathcal{F}_{v;n}(z_1, \ldots, z_n) \) can now be identified with eigenstates of the A-model on \( \Sigma \) with target \( \Omega_G \). Hence, \( \kappa_{v;n} \) states span the space of \( n \)-point conformal blocks on \( \Sigma, V_\ell(\Sigma, \vec{p}) \). In the same way, the level \( \ell \) of \( g_{\text{aff}} \) can also be interpreted in terms of the 4d coupling \( \frac{1}{e^2} = \ell \left( \frac{1}{e^2} \right)' \).

Let us now take the view that \( \Sigma \) with \( n \) insertions is just \( \Sigma - \vec{p} \), so that we can shrink \( \Sigma - \vec{p} \) instead. In doing so, we obtain a sigma model on \( D \cong \mathbb{R}^+ \times S^1 \) with target \( \mathcal{M}_{\text{flat}}(\Sigma - \vec{p}) \) which can be quantized upon further dimensionally reducing on \( S^1 \). We further note that \( \mathcal{M}_{\text{flat}}(\Sigma - \vec{p}) \), is the same as the moduli space of parabolic bundles on \( \Sigma, \mathcal{M}_{\text{para}}(\Sigma, \vec{p}) \), where the parabolic structures are identified with punctures on \( \Sigma \). In other words, \( \mathcal{M}_{\text{flat}}(\Sigma - \vec{p}) \cong \mathcal{M}_{\text{para}}(\Sigma, \vec{p}) \).
Like before, $L$ is raised to a power $k$, whereby $k$ is identified with the coupling constant of the QM model on $\mathcal{M}_{\text{para}}(\Sigma, \vec{p})$. The space of QM states on $\mathcal{M}_{\text{para}}(\Sigma, \vec{p})$ can be identified with the space of holomorphic sections of $\mathcal{L}^k$.

Since both spaces of states are derived from the same 4d TQFT, they must be equivalent. Furthermore, the same arguments made for the case without insertions dictates that the level $\ell$ of $g_{\text{aff}}$ is the same as the QM coupling constant $k$ – i.e. they both descended from the same 4d coupling constant – and we may write $k = \ell$. We may now identify both spaces of states, to write down the relation

$$V_\ell(\Sigma, \vec{p}) \cong H^0(\mathcal{M}_{\text{para}}(\Sigma, \vec{p}), \mathcal{L}^\ell)$$

which is just (6.15). Then, the dimension of $V_\ell$ is obtained by counting the number of holomorphic sections of $\mathcal{L}^\ell$. This then completes our physical derivation of the Verlinde formula with extra operator insertions.

A Representations of 4d Euclidean spinors

In this paper, we have used the conventions seen in [13]. Since we are working with Euclidean spaces, the Lorentz group in 4d is just the rotation group $SO(4) \cong SU(2)_+ \times SU(2)_-$, where $\pm$ denotes the independent spins of each $SU(2)$ rotation group. We shall take spinors with (un)dotted indices to transform under $(SU(2)_- \times SU(2)_+$). In this way, fields in the vector representation of $SO(4)$ – fields with spacetime indices $\mu, \nu = 1, 2, 3, 4$ – can be rewritten in the bispinor representation using Clebsch-Gordan coefficients. The Clebsch-Gordan coefficients can be written as

$$(\sigma_\mu)_{\alpha \dot{\alpha}} = \{\sigma_1, \sigma_2, \sigma_3, i\}_{\alpha \dot{\alpha}}$$

where $\sigma_1, \sigma_2, \sigma_3$ are the usual Pauli matrices

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (A.2)$$

Explicitly, vectors $V$ can be written as

$$V^{\dot{\alpha} \alpha} = (\sigma_\mu)^{\dot{\alpha} \alpha} V^\mu$$

$$V_{\alpha \dot{\alpha}} = (\bar{\sigma}_\mu)_{\alpha \dot{\alpha}} V^\mu. \quad (A.3)$$

To write antisymmetric matrices $K$ in the bispinor representation, we first need to define the matrix

$$(\bar{\sigma}_{\mu \nu})_{\dot{\alpha} \beta} = \frac{1}{4} (\bar{\sigma}_\mu \sigma_\nu - \bar{\sigma}_\nu \sigma_\mu)_{\dot{\alpha} \beta}, \quad (A.4)$$

which has components

$$[\bar{\sigma}_{\mu \nu}] = \frac{i}{2} \begin{pmatrix} 0 & -\sigma_3 & \sigma_2 & -\sigma_1 \\ \sigma_3 & 0 & -\sigma_1 & -\sigma_2 \\ -\sigma_2 & \sigma_1 & 0 & -\sigma_3 \\ \sigma_1 & \sigma_2 & \sigma_3 & 0 \end{pmatrix}. \quad (A.5)$$
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Further note that $\sigma_{\mu\nu}$ is self-dual – i.e.

$$\sigma_{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\rho\lambda} \sigma^{\rho\lambda}. \quad (A.6)$$

We can write antisymmetric matrices as

$$K_{\alpha\beta} = (\sigma^{\mu\nu})_{\alpha\beta} K_{\mu\nu} = (\sigma_{\mu\nu})_{\dot{\alpha}\dot{\beta}} K_{\mu\nu}^+, \quad (A.7)$$

where the second equality makes use of the self-dual condition $(A.6)$.

We can show the second equality of $(A.7)$, by multiplying a factor of $(\sigma^{\mu\nu})_{\dot{\alpha}\dot{\beta}}$ to the self-dual matrix $K_{\mu\nu}^+$ so that we get

$$
(\sigma^{\mu\nu})_{\dot{\alpha}\dot{\beta}} K_{\mu\nu}^+ = \frac{1}{2} \left( (\sigma^{\mu\nu})_{\dot{\alpha}\dot{\beta}} K_{\mu\nu} + \frac{1}{2} \epsilon_{\mu\nu\rho\lambda} (\sigma^{\rho\lambda})_{\dot{\alpha}\dot{\beta}} K^{\rho\lambda} \right)
= \frac{1}{2} \left( (\sigma^{\mu\nu})_{\dot{\alpha}\dot{\beta}} K_{\mu\nu} + \frac{1}{2} \epsilon_{\rho\lambda\mu\nu} (\sigma^{\rho\lambda})_{\dot{\alpha}\dot{\beta}} K^{\mu\nu} \right)
= (\sigma^{\mu\nu})_{\dot{\alpha}\dot{\beta}} K_{\mu\nu}. \quad \Box
$$
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