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Abstract. In this paper, a compressed image transmission scheme is proposed in a precoded orthogonal frequency division multiplexing (OFDM)-based visible light communication (VLC) system. First, an image is divided into sub-block images; then, each block image is sampled by block-based compressive sensing (BCS) based on the Hadamard sparse basis matrix with a partial DCT measurement matrix. The resulting data are transformed into bit stream, which is transmitted in a DFT precoded OFDM-based VLC. We propose an integrated end-to-end OFDM-based VLC system platform, including BCS, quantization, VLC link, and OFDM transmission. The simulation results prove the effectiveness of the proposed simulation platform. The bit error rate (BER) and peak signal-to-noise ratio (PSNR) performances of the simulation platform are evaluated as well. The simulation results show that different images result in different BER and PSNR performances in the proposed precoded OFDM-VLC system. The larger the information entropy of images, the better the PSNR and BER performances. In addition, the PAPR of the DFT precoded OFDM can be significantly reduced compared to that of the conventional OFDM for compressed image data.
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1 Introduction

With the rapid development of wireless communication networks, digital image transmission over wireless links has been widely researched. Low latency and high-speed data transmission are the main requirements of future wireless communication system designs. Compressive sensing (CS) can reconstruct a sparse signal from few measurements. The CS technique has been widely applied in image processing, wireless sensor network, wireless communications, etc. [1–3]. The application of CS can reduce the transmitted image data volume and power consumption of electronic devices. Recently, compressed image transmission has attracted increasing attention [4–6]. In [7], an efficient compressed image transmission scheme was proposed for wireless multimedia sensors networks based on orthogonal frequency division multiplexing (OFDM). To reduce the complexity of image CS, block compressive sensing (BCS) schemes are employed in an image CS framework [8, 9]. However,
er, these BCS schemes do not consider the transmission performance of the compressed image data in communication systems. In [10], a compressed image transmission scheme based on block CS was proposed for OFDM systems. In the proposed scheme, compression and encryption were achieved simultaneously. However, the precoding technique used to improve PAPR and BER performances was not considered in the proposed system.

On the other hand, visible light communication (VLC) has the advantages of being free of electromagnetic interference and having large spectrum resources; thus, it has been widely researched [11–13]. Integrating orthogonal frequency division multiplexing (OFDM) with VLC can improve the frequency efficiency of VLC systems. Unlike radio frequency (RF) OFDM, the baseband signal should be a real and positive valued signal before driving an LED. Direct current biased optical OFDM (DCO-OFDM) is commonly used in OFDM-VLC systems [14, 15]. Utilizing Hermitian symmetry and DC bias, the DCO-OFDM baseband signal is real and positive valued. Our research mainly examines the transmission performance of compressed images in DCO-OFDM systems over visible light links. The investigated results can be widely applied to other types of communication systems.

In [16], Bayesian CS was employed to improve the channel capacity of an OFDM VLC system. However, to the best of our knowledge, methods to improve the performance of compressed image transmission in OFDM-based VLC has rarely been researched. In addition, similar to the RF-based OFDM, high peak-to-average power ratio (PAPR) is the main issue of OFDM-based VLC systems. Among all PAPR reduction methods, precoding is favored because it can reduce the PAPR without introducing signal distortion. Therefore, conventional precoding methods, such as discrete Fourier transform (DFT), discrete cosine transform (DCT), and Hadamard matrix, have been applied in optical OFDM [17–19].

Our research mainly focuses on studying and analyzing the BER and PSNR performances of the compressed image transmission in precoded OFDM-based VLC systems. The main contributions of this study are as follows.

First, we propose a BCS scheme using a Hadamard sparse basis with a chaotic DCT measurement matrix. Our research result shows that the smaller the information entropy of an image, the larger the PSNR value of the reconstructed image. Thereafter, we provide an integrated end-to-end OFDM-based VLC system platform, including block compressive sensing, quantization, VLC link, and OFDM.

Second, the BER and PSNR values of the compressed images are measured using the proposed OFDM-VLC transmission experiment platform. The simulation results show that different images yield different BER and PSNR performances in our proposed compressed image transmission system. The larger the information entropy of an image, the better the BER and PSNR of the transmission OFDM-VLC. This is contrary to the BCS scheme without transmission. In addition, the PSNR is barely improved at a high SNR region.

Third, to improve the PAPR performance of the proposed compressed image systems, DFT precoding is used. Among several precoding methods, the DFT precoding has the best PAPR reduction performance in the proposed compressed image transmission OFDM-VLC system.
Thus, our simulation experiment results prove the effectiveness of the compressed image transmission using the DFT precoded OFDM-based VLC systems. This study presents an integrated compressed image transmission over a VLC link with low PAPR and low computational complexity. The remainder of this paper is organized as follows. In section II the proposed scheme principles, which include block image compressive sensing, quantization, DFT precoding, OFDM modulation and demodulation, are introduced. In section III, the simulation and analysis are presented. Finally, conclusions are drawn in section IV.

2 System Principle

Here, we present an end-to-end compressed image transmission over wireless VLC systems. The transmitter side of the proposed system consists of compressed sampling, quantization, precoding, and OFDM modulation. In the following sections, each of processing step of the proposed system is described in detail.

2.1 Block Compressive Sensing Scheme

We first introduce the image-based BCS scheme, which is employed in reference [20]. The main idea is that the sampling and reconstruction of each block image are performed individually column by column. Compared to the entire image CS, BCS can minimize the computational complexity of CS. However, the block size affects the reconstructed image quality. Therefore, a good tradeoff between the complexity and reconstructed image PSNR can be obtained by optimizing the block size. Fig.1 shows the proposed image block CS scheme. The original image is first divided into many distinct blocks, sparsified by the Hadamard sparse basis matrix. Then, each of the resulting sparsified data is compressively sampled by a partial DCT measurement matrix. Finally, the obtained compressed data are quantized and transformed into a bitstream.

In our proposed BCS scheme, each block is CS sampled using the same measurement matrix. An \(N \times N\) image is divided into many small blocks with size \(B \times B\). The number of sub-blocks is \((N/B) \times (N/B)\). The jth image block is denoted as \(x_j\) with size \(B \times B\). The qth column of \(x_j\), represented as \(x_{jq}\), is compressively measured by a measurement matrix \(\Phi_{\beta}\) with length \(M_\beta \times B\) \((M_\beta < B)\), whose measured data are expressed as follows:

\[
y_q^j = \Phi_{\beta} x_{jq} = \Phi_{\beta} (\Psi_{\beta} s_q^j), \quad q = 1, L, B, \tag{1}
\]

where \(x_{jq} = \Psi_{\beta} s_q^j\). Further, \(s_q^j\) is the sparse coefficients, \(\Phi_{\beta}\) denotes a partial DCT measurement matrix with size \(M_\beta \times B\) \((M_\beta < B)\), and \(\Psi_{\beta}\) denotes a sparse Hadamard basis matrix with size \(B \times B\). In the compressive sensing framework, the compressive ratio (CR) of CS is often defined as \(M_\beta / B\).
After all columns $s_j$ are measured, the obtained measured data $y_j$ with size $M_x \times B$ is expressed as follows:

$$y_j = \Phi_\beta x_j = \Phi_\beta (\Psi_\beta s_j),$$  \hspace{1cm} (2)

where $y_j = [y^1_j \quad L \quad y^n_j]$ and $s_j = [s^1_j \quad L \quad s^n_j]$. Each image block is measured using (1) or (2).

Fig. 1. Block diagram of the proposed block CS scheme

The DCT measurement matrix $\Phi_\beta$ can be constructed using the following method [10]. First, we generated a chaotic sequence from a logistic map expressed as follows [21]:

$$x_{i+1} = \mu x_i (1-x_i), \quad q_i \in (0,1),$$  \hspace{1cm} (3)

where $\mu \in [3.57,4]$ is a control parameter. The resulting chaotic sequence $x = [x_1 \quad x_2 \quad L \quad x_n]$ is processed according to the following formula to obtain an integer chaotic sequence:

$$q(n) = \text{mod}(\text{floor}((x_n + 100) \times 10^4), B) + 1$$  \hspace{1cm} (4)

where $q(n)$ denotes the element of the obtained integer chaotic sequence $q$ with size of $B$. Where $\text{floor}(x)$ returns the values of $x$ to the nearest integers less than or equal to $x$, and $\text{mod}(x, B)$ returns the remainder of $x$ divided by $B$. $A$ is related to the resolution of digital signal processing (DSP), which is set to be 10 in this work. Then, the obtained integer chaotic sequence $q$ can be used to scramble a conventional DCT matrix. Assume that a matrix is a conventional DCT matrix $\Phi_{\text{DCT}}$ with size $B \times B$. A chaotic integer sequence $q$ with size $B \times 1$ is generated as a base logistic map. A traditional DCT matrix $\Phi_{\text{DCT}} = [F(1) \quad F(2) \quad \ldots \quad F(B)]^T$ is scrambled by the chaotic integer sequence $q = [q(1) \quad q(2) \quad \ldots \quad q(B)]^T$. The obtained chaotic DCT matrix can be expressed as

$$\Phi_{\text{chaos}} = [F(q(1)) \quad F(q(2)) \quad \ldots \quad F(q(B))]^T,$$  \hspace{1cm} (5)

where $F(i)$ denote the $i$-th row vector of a matrix with size $B \times B$. Finally, the former $M_x$ rows are chosen to form the partial chaotic DCT measurement matrix, which is expressed as

$$\Phi_\beta = [F(q(1)) \quad F(q(2)) \quad \ldots \quad F(q(M_x))]^T.$$

$$\Phi_\beta = [F(q(1)) \quad F(q(2)) \quad \ldots \quad F(q(M_x))]^T.$$  \hspace{1cm} (6)
In this study, the DCT measurement matrix described in (6) can be used in the reconstructed algorithm of CS. Based on the above measurement matrix, the sparse coefficients vector \( \mathbf{s}_j \) can be solved using the following optimization problem:

\[
\hat{\mathbf{s}}_j = \arg \min_{\mathbf{s}_j} \| \mathbf{s}_j \|_1 \quad \text{subject to} \quad \mathbf{y}_j = \Phi \mathbf{x}_j, \tag{7}
\]

where \( \| \mathbf{s}_j \|_1 \) denotes the \( l_1 \) norm. Based on the reconstructed sparse signal \( \hat{\mathbf{s}}_j \), the original signal \( \mathbf{x}_j \) can be recovered via \( \mathbf{x}_j = \Psi \hat{\mathbf{s}}_j \). In this study, a conventional orthogonal matching pursuit (OMP) reconstructed algorithm [22] is used in the proposed BCS framework. The proposed BCS scheme is based on block image acquisition. Owing to the application of the proposed BCS scheme, the storage space for the measurement matrix can be reduced, and the reconstruction speed can be improved.

### 2.2 Quantization

For a digital communication system, the compressed data must be transformed into a bit steam. Therefore, a quantization operation is used on the resulting compressed data. In this study, a uniform quantizer is employed. The quantization operation is defined as follows [23]:

\[
\mathbf{Y}_{i,j}^{\text{int}} = \text{round} \left( 255 \times \left( \mathbf{Y}_{i,j} - \text{min} \right) / \left( \text{max} - \text{min} \right) \right), \tag{8}
\]

where “max” and “min” denote the maximum and minimum values of the measurement data matrix and \( \mathbf{Y}_{i,j} \) states the \( i \)-th row and \( j \)-th column of the entire measured image data matrix. Then, the obtained integer number \( \mathbf{Y}_{i,j}^{\text{int}} \) is transformed into a bit stream.

### 2.3 Proposed Compressed Image Transmission System

In this study, we mainly focus on analyzing the transmission performance of a compressed image in precoded OFDM-VLC systems. Fig. 2 depicts the proposed compressed image transmission OFDM-VLC system. According to the principle described in Fig. 1, the generated compressed image data are quantized using (8), and then the resulting data are transformed into a bit stream. Subsequently, the obtained bit stream is transformed into 16-QAM symbols. Every M 16-QAM symbols form a symbol vector, which is expressed as follows:

\[
\mathbf{S} = \begin{bmatrix} S(a(1)) & S(a(2)) & \cdots & S(a(M)) \end{bmatrix}, \tag{9}
\]

To reduce the PAPR of OFDM signals, the symbol vector \( \mathbf{S} \) is transformed into a new domain symbol vector \( \mathbf{Y} = \mathbf{Q} \mathbf{S} \), where \( \mathbf{Q} \) is a DFT precoding matrix with size \( M \times M \), which is defined as

\[
\mathbf{Q} = \begin{pmatrix} q_{0,0} & q_{0,1} & \cdots & q_{0,M-1} \\ q_{1,0} & q_{1,1} & \cdots & q_{1,M-1} \\ \vdots & \vdots & \ddots & \vdots \\ q_{M-1,0} & q_{M-1,1} & \cdots & q_{M-1,M-1} \end{pmatrix}. \tag{10}
\]

Every entry of matrix \( \mathbf{Q} \) can be written as
\[ q_{ij} = \exp\left(\frac{2\pi ij}{M}\right), \]  

(11)

where \( i = 0, 1, M - 1 \), \( j = 0, 1, M - 1 \), and \( q_{ij} \) means the \( i \)th row and \( j \)th column of the DFT precoding matrix.

To generate a real-valued OFDM signal, the input symbols of IFFT are constrained by the Hermitian symmetry (HS). An input signal vector \( \mathbf{X} \) with size \( N \) is formed, which consists of the signal vector \( \mathbf{Y} \), symmetric conjugate symbol vector of \( \mathbf{Y} \), and pilot data symbols. The formed \( N \) subcarriers symbols of IFFT are expressed as

\[
\mathbf{X} = [X(0) \ X(1) \ X(2) \ \ldots \ X(N-1)].
\]

(12)

The signal vector \( \mathbf{X} \) is constrained to have HS and given as

\[
X(k) = X^*(N-k), \quad k = 1, 2L, (N/2 - 1).
\]

(13)

Then, these subcarrier symbols are fed into the IFFT module to generate a real-valued signal \( \mathbf{x} \) with size \( N \), which is expressed as

\[
x(n) = \frac{1}{N} \sum_{k=0}^{N-1} X(k) \exp\left(\frac{j2\pi kn}{N}\right), \quad 0 \leq n \leq N-1.
\]

(14)

In practical OFDM systems, clipping is commonly employed to reduce the cost of ADCs and DAC devices [24]. The definition of the clipping ratio is given as

\[
\text{CR} = \frac{A^2}{P_{av}},
\]

(15)

where \( A^2 \) represents the predefined peak power threshold and \( P_{av} \) denotes the average signal power. After clipping, the clipped signal can be denoted as

\[
\tilde{x}(n) = \begin{cases} 
  x(n), & |x(n)| \leq A \\
  \frac{A}{|x(n)|} x(n), & |x(n)| > A
\end{cases}.
\]

(16)

Fig. 2. Proposed compressed image transmission in the DFT precoded OFDM VLC system.

The resulting signal \( \tilde{x} \) is transformed into an analog signal \( \tilde{x}(t) \), which is added to DC bias. The DC-biasing level is related to the standard deviation of the signal \( x \). Let \( \beta_{dc} \) be the DC bias level, which is given in [25] as
\[ \beta_{dc} = \mu \sqrt{\mathbb{E}[\bar{x}^2(t)]}, \quad (17) \]

where \( \mu \) is a constant and \( \beta_{dc} \) is often defined as a bias with \( 10 \log_{10}(\mu^2 + 1) \) dB. After \( \bar{x}(t) \) is added to a DC bias \( \beta_{dc} \), the resulting signal is denoted as

\[ \bar{x}_{DCO}(t) = \begin{cases} 0, & \bar{x}(t) < -\beta_{dc} \\ \bar{x}(t) + \beta_{dc}, & \bar{x}(t) \geq -\beta_{dc} \end{cases}, \quad (18) \]

The generated signal \( \bar{x}_{DCO}(t) \) is fed to an LED, and the output optical signal of LED is propagated over the VLC link.

In this study, we consider an indoor VLC link wherein the LED is installed on the ceiling. Photodiode (PD) is positioned below the LED. Only the LOS path is considered because that the reflections are weak and negligible. It is assumed that a Lambertian emission pattern is employed in the LED. The path gain \( G \) of VLC link is given by [26, 27]

\[ G = \begin{cases} \frac{1}{2\pi} (m + 1) \cos^m(\phi) \frac{A_{tx}}{d^2} \cos(\psi) & |\psi| \leq \psi_{FoV}, \\ 0 & |\psi| \geq \psi_{FoV} \end{cases}, \quad (19) \]

where \( \phi \) and \( d \) are the angle of incidence and the LOS distance between the LED and PD, respectively; \( \psi \) and \( \psi_{FoV} \) are the angle of incidence and receiver field-of-view (FoV) semi-angle, respectively; and \( A_{rx} \) is the receiver collection area. \( A_{rx} \) is given by [27]

\[ A_{rx} = \frac{n^2}{\sin^2(\psi_{FoV})} A_{pd}, \quad (20) \]

where \( n \) denotes the refractive index of the optical concentrator and \( A_{pd} \) is the area of the PD. In (19), \( m = \frac{-\log 2}{\log \cos \phi_{1/2}} \) denotes the Lambertian order, and \( \phi_{1/2} \) is the semi-angle at half LED power. The receiver converts the optical signals to electrical signals via PDs. The resulting received electrical signals are given as

\[ R_{pd}(t) = \gamma G \bar{x}_{DCO}(t) + N(t) = \gamma G(\beta_{dc} + \bar{x}(t)) + N(t) = \gamma G\bar{x}(t) + \gamma G\beta_{dc} + N(t) \]

where \( \gamma \) denotes the detector responsivity, \( \bar{x}_{DCO}(t) \) represents the received optical signal, \( R_{pd}(t) \) represents the received signal, and \( N(t) \) denotes the AWGN. After removing the DC bias, the received sample electrical signal can be expressed as

\[ R(n) = \gamma G\bar{x}(n) + N(n). \quad (22) \]

By performing an FFT operation on the two sides of (22), we can obtain the demodulated signal as

\[ R(k) = \gamma G\bar{X}(k) + N(k). \quad (23) \]

To simplify the above equation, we can rewrite it in the matrix form as follows:

\[ \mathbf{R} = \gamma G\mathbf{X} + \mathbf{N}. \quad (24) \]
After removing the symmetric conjugate symbol and pilot symbols from $\mathbf{r}$, we can obtain the signal $\hat{\mathbf{y}}$ with size $M$, which is the estimation of $\mathbf{y}$ and can be expressed as follows:

$$\hat{\mathbf{y}} = \gamma \mathbf{G}\hat{\mathbf{x}} + \hat{\mathbf{n}}. \quad (25)$$

Finally, performing an inverse precoding operation on $\hat{\mathbf{y}}$, we obtain the estimation signal $\mathbf{s}$ of the original transmitted signal, which can be expressed as

$$\mathbf{p}^\dagger\hat{\mathbf{y}} = \gamma \mathbf{Gp}^\dagger\hat{\mathbf{x}} + \mathbf{p}^\dagger\hat{\mathbf{n}}, \quad (26)$$

$$\hat{\mathbf{s}} = \gamma \mathbf{Gp}^\dagger\hat{\mathbf{x}} + \mathbf{p}^\dagger\hat{\mathbf{n}}. \quad (27)$$

Based on (27), the original transmitted modulated symbol vector $\hat{\mathbf{s}}$ can be obtained. Then, the modulation symbol vector is transformed into a bitstream, which is used to recover original image data.

3 Simulation Results And Analysis

We first evaluate the reconstructed performance of the proposed BCS scheme. Then, the performance of compressed image transmission in DFT precoded OFDM-VLC is evaluated in terms of BER and PSNR metrics in simulation. All the simulation experiments were conducted in MATLAB 2014b on a portable computer with a 2.20 GHz Intel Core i5 CPU and 4 GB memory, with Windows 7 operating system. A 16 QAM modulation format was employed regarding the simulation platform. Boats, Barbara, houses, parrots, and random images with $256 \times 256$ pixels are employed as test images. Tables 1 and 2 show the parameters of the VLC channel and OFDM system, respectively.

| Table 1. Simulation parameters for VLC channels [27] |
|-----------------------------------------------------|
| Room dimensions ($W \times L \times H$)            | $5 \times 5 \times 3$ m$^3$ |
| Light fixture height                                | 3 m                        |
| Receiver height                                    | 0.85m                      |
| LED half luminous intensity semi angle $\phi_{1/2}$| $60^\circ$                  |
| Modulation index $\alpha$                          | 10%                        |
| Receiver FoV $\psi_{FoV}$                          | $60^\circ$                 |
| Lens refractive index $n$                           | 1.5                        |
| PD responsivity $\gamma$                           | 0.54 (A/W)                |
| PD geometrical area $A_{PD}$                        | 1 cm$^2$                  |
| Noise spectral density $N_0$                        | $6.5 \times 10^{-23}$ W/Hz |

In the following experiments, we discover that the reconstructed image quality in CS and transmission performance of the compressed image in transmission systems are both related to the image entropy. The information entropy of images, which represents the randomness of the pixel values distribution, can be obtained as follows:
\[ H(a) = \sum_{i=0}^{2^L-1} p(a_i) \log \frac{1}{p(a_i)}, \]  
(28)

where \( p(a_i) \) represents the probability of \( a_i \) and \( L = 8 \) for gray images. Theoretically, information entropy closer to 8 indicates a more random distribution of the pixel values. Table 3 shows the information entropy results for the plaintext images. Observe that the randomness of Barbara and parrots images are better than that of house and boat images. The last column in Table 3 is an image generated by random bits with an entropy value of 7.9894.

| Modulation       | 16 QAM          |
|------------------|-----------------|
| Bit rate         | 100 Mbits/s     |
| Sample rate      | 25 M samples /s |
| Modulation format| 16 QAM          |
| Number of subcarriers | 256          |
| Pilot subcarrier | 8              |
| Length of CP     | 32              |
| Number Data subcarrier | 192          |
| Clipping ratio   | 12              |
| Image block size | 16x16           |
| Logistic parameters |               |
| Initial value    | 0.33 \times 10^{-15} |
| Control parameter| \mu \approx 4   |

**Table 2. Simulation system parameters**

| Image       | house      | boats      | Barbara    | parrots    | random    |
|-------------|------------|------------|------------|------------|-----------|
| Entropy     | 6.4930     | 7.1456     | 7.5252     | 7.4006     | 7.9894    |

Table 3. Information entropy of different images

3.1 **PSNR Performance Of Block Compressive Sensing**

In the CS framework, the PSNR is often used to evaluate the quality of reconstructed images and is defined as

\[ \text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right), \]
(29)

where the mean squared error (MSE) denotes the difference between the original and reconstructed images.

3.1.1 Effect of different measurement matrices on the PSNR of BCS

The performance of the proposed image BCS method, which is based on Hadamard sparse basis and DCT measurement matrices, is thoroughly examined. The measurement matrix plays a vital role in reconstructed PSNR performance. To evaluate the performance of our CS method, we compare the used measurement matrix with other exiting measurement matrices, namely, random matrix, Toeplitz matrix.
[28], chaotic logistic matrix [29], partial chaotic Hadamard matrix [30], and partial DHT matrix [31]. The size of measurement matrix is $M \times 16$, where $M$ denotes the row number of measurements and $M < 16$. The house image $256 \times 256$ is used as a test image.

![Fig. 3. PSNR Comparison with different measurement matrices](image)

Fig. 3. PSNR Comparison with different measurement matrices

Fig. 3 demonstrates the comparison results regarding different measurement matrices to the Hadamard sparse basis matrix. Notice that the three measurement matrices, namely, partial DCT, partial DHT, and partial Hadamard matrices, can reconstruct the same image in the PSNR performance evaluations. In addition, the PSNR performances of these three measurement matrices are better than those of random, Toeplitz, and chaotic logistic matrices when the compressive ratio is higher than 0.5. However, the proposed BCS scheme worsens when the compressive ratio is smaller than 0.5.

![Fig. 4. PSNR comparison with different measurement matrices for CS using the whole image.](image)
Regarding the entire image CS scheme, the PSNR comparison performance is demonstrated in Fig. 4. Similar results to those depicted in Fig. 3 can be obtained for the entire image CS. The only difference is the performances of the three structurally random measurement matrices, namely, partial DCT, partial DHT, and partial Hadamard matrices, are better than those of the random, Toeplitz, and chaotic logistic matrices for all compressive ratio case.

3.1.2 Effect of sub-block size on The PSNR and run timing of BCS without quantization

![Comparison of PSNR performances with different sub-block sizes.](image1)

Fig. 5. Comparison of PSNR performances with different sub-block sizes.

Fig. 5 shows the comparison of PSNR performance of the proposed BCS scheme under different sub-block size. The test image is boats. Observe that the PSNR performances are almost identical when the compressive ratio value is lower than 0.6.

![Comparison of run time performances with different sub-block sizes.](image2)

Fig. 6. Comparison of run time performances with different sub-block sizes.
Fig. 6 shows the relationship between the run times and compressive ratios for different sub-block size cases. The test image is again boats. Notice that the run times for a $16 \times 16$ sub-block size is the smallest. Therefore, considering the PSNR and run time performances, the optimum sub-block size is determined as $16 \times 16$.

Fig. 7 shows the comparison of PSNR performances of different test images without quantization. The sub-block size is $16 \times 16$. With an increasing compressive ratio, the PSNR performances of the reconstructed image are improved. The PSNR values of the reconstructed boats and house images are better than those of the reconstructed parrots and Barbara images.

3.1.3 Comparison of the PSNR performance regarding different images with quantization

Fig. 8 PSNR performances with different images for a $16 \times 16$ sub-block size with quantization
Fig. 8 shows the comparison of PSNR performances of different test images for a 16\times16 sub-block with quantization. Similar results to those depicted in Fig. 7 can be obtained here. The PSNR values of the reconstructed boats and house images are better than those of the reconstructed parrots and Barbara images. Moreover, the PSNR performance loss is minimal. Therefore, the effect of quantization error on PSNR performance is almost negligible. Based on the simulation results depicted in Figs. 7 and 8, different images yield different reconstruction performances in an image block compressive sensing framework. The larger the entropy of an image, the worse the reconstruction performance. Table 3 reports the entropy values of Barbara and parrots images, which are greater than those of house and boats images.

3.2 Transmission Performance

In this subsection, we evaluated the transmission performance of the compressed image in terms of PSNR and BER over the VLC channel. The simulation parameters used in this study are reported in Table 1. The former four test images with a size 256\times256 reported in Table 3 are used. In the simulation experiments, each block size is fixed at 16\times16, and compressive ratio (CR) is fixed at 3/4. For the CS framework, CR is defined as $M / N$. Here, $M$ and $N$ denote the number of rows and columns of a measurement matrix, respectively. On the receiver side, a conventional OMP reconstructed algorithm is employed. Fig. 9 shows the relationship of BER and SNR of the proposed compressed image transmission in the DFT precoded OFDM-VLC system with different images. The experiment results show that different images yield different compression transmission performances. The BER performances of the compressed image transmission for Barbara and parrots images are better compared to the compressed image transmission for boats and house images. The larger the entropy value of an image, the better the BER performance of the compressed image transmission system.

In addition, we evaluated the BER performance of random bit streams over DFT precoded OFDM-VLC systems. Observe that the BER performances of the compressed image transmission for Barbara and parrots images are better compared to the OFDM-VLC system with a random bit source. The BER of the random bit source agrees well with the theoretical BER performance, which has a simple theoretical explanation: different images have different values of information entropy, leading to different compressed transmission performances of an OFDM-VLC system with different images.

In the following passage, we discuss the PSNR performance evaluation of the reconstructed images over the OFDM-VLC transmission system. In OFDM-VLC systems, two factors degrade the recovery quality of the reconstructed images. One is quantization, and the other is channel noise. Fig. 10 depicts a PSNR performance comparison with different image sources in OFDM-VLC systems under a compressive ratio of 3/4. Observe that the PSNR values are increasing with the increase in the SNR. However, when SNR is larger than 18 dB, the PSNR hardly increases. At low SNR, the PSNR performance is dominated by channel noise. Increasing the SNR can improve the transmission performance, which in turn improves the PSNR perfor-
mance. However, when SNR is larger than 18 dB, the PSNR performance of the reconstructed image hardly is improved with a further SNR increase. Similar to the results shown in Fig. 9, Fig. 10 shows that different images yield different PSNR performances in the proposed OFDM-VLC system. Evidently, the corresponding reconstructed PSNR performances of Barbara and parrots images are better than that of house and boat images. However, due to the poor CS performance of a random image generated from random bits, the PSNR performance of a compressed random image is the worst.

Fig. 9. BER performances of different image sources in DFT precoded OFDM-VLC systems with the compressive ratio of 3/4.

Fig. 10. PSNR performances of different image sources in DFT precoded OFDM-VLC systems with the compressive ratio of 3/4.
However, from Figs. 7 and 8, observe that the PSNR performances of the reconstructed Barbara and parrots images are worse than those of the reconstructed boats and house images. The experiment results shown in Figs. 9 and 10 contradict with the experimental results depicted in Figs. 7 and 8. Therefore, we infer that the random property of the compressed data impacts the PSNR performances of the reconstructed images.

![Fig. 11](image)

**Fig. 11** Reconstructed images. (a) reconstructed boats image (PSNR=20.9679 dB, BER=0.0020), (b) reconstructed parrots image (PSNR=22.4531 dB, BER=2.5325e-04), (c) reconstructed house image (PSNR=20.8369 dB, BER=0.0022), (d) reconstructed Barbara image (PSNR=23.7686 dB, BER=3.6919e-04).

Fig. 11 shows the reconstructed images in our proposed compressed image transmission in the DFT-precoded OFDM-VLC system under SNR = 17 dB and compressive ratio = 0.6. Figs. 11 (a), (b), (c), and (d) are the reconstructed boats, parrots, house, and Barbara images, respectively. The corresponding PSNR values of these reconstructed images are 20.9679, 22.4531, 20.8369, and 23.7686 dB, respectively. Moreover, the corresponding BER values of the reconstructed images are 2.3341e-04, 4.5767e-05, 5.8277e-04, and 7.1702e-05.

Fig. 12 shows the PSNR performance comparison of the received images in OFDM-VLC systems with SNR=17 dB cases. The PSNR values increase with an increase in the compressive ratio. However, when the CR value is greater than 0.6, the increase of the PSNR plateaus. Therefore, PSNR performances of different images have a different impact. In Fig. 12, random denotes an image generated from random
bits. The PSNR demonstrates poor performance due to the poor compressibility of the random images.

Based on these simulation results, different images yield different BER and PSNR performances in the proposed compressed image transmission OFDM-based VLC system. This differs from the OFDM-based random source.

![PSNR performance comparison of the received images in an OFDM-VLC system under different compressive ratios.](image)

3.3 PAPR Performance

High PAPR value is a disadvantage of the OFDM system. It can cause a great loss of power efficiency. Therefore, to mitigate this drawback, many reduction PAPR methods have been proposed. Among these methods, DFT precoding is a distortion-less method and is widely employed in optical and RF OFDM systems. This study uses DFT precoding to minimize PAPR in the proposed compressed image transmission of OFDM-VLC systems. PAPR is described as the ratio of peak power and average power.

$$\text{PAPR} = \frac{\max_{0 \leq n < N} \left\{ |x(n)|^2 \right\}}{E\left\{ |x(n)|^2 \right\}}$$

(30)

where $E\{\cdot\}$ denotes the mathematical expectation operation. The complementary cumulative distribution function (CCDF) is often used to evaluate the PAPR performance of OFDM signals.

We measure the PAPR in the OFDM signal of the compressed image signal with different precoding matrices. In this figure, the test image is a house image. Fig. 13 shows the corresponding simulation results. The DFT precoding yields the best PAPR performance. For example, at CCDF=10^{-3}, the PAPR of DFT precoded 16-QAM OFDM of the compressed image can be reduced by approximately 8 dB compared to
that of the conventional 16-QAM OFDM for the compressed image. In addition, DFT has fast computational algorithms. Thus, we utilize DFT precoding to reduce the PAPR of OFDM signals. In addition, in practical OFDM systems, to reduce the dynamic range of input of a DAC, clipping is often employed. In this study, the clipping ratio is fixed at 12.

![Fig. 13. Comparison of the PAPRs of the precoded 16-QAM OFDM signals for the compressed image.](image)

### 3.4 Performance Analysis

#### 3.4.1 BER performance analysis

Based on these simulation results, we know that different images yield different BER transmission performances in a compressed image transmission system. The larger the information entropy of image, the better the BER of the proposed system. Furthermore, this leads to an improvement of the PSNR performance in the proposed transmission system. In our experiment, we calculated the average power of the transmitted signal with a varying compressed image source. According to the signal processing theory, the average of an OFDM signal with size of $N$ can be calculated as follows:

$$P_{av} = \frac{1}{N} \sum_{n=0}^{N-1} x(n).$$

(31)

The obtained OFDM signal powers using different compressed image sources are shown in Table 4

| Sources     | Power  |
|-------------|--------|
| house       | 0.27   |
| boats       | 0.75   |
| Barbara     | 0.60   |
| parrots     | 0.58   |
| random bits | 0.76   |

Table 4. Average power with different compressed images

In this study, the 16-QAM modulation format is used. In fact, different 16-QAM symbol streams, which are generated from the different compressed image data, result
in different average power. This is because the random properties of different images are different. This leads to a non-equal probability distribution of constellation points in constellation space. Therefore, the generating non-equiprobable 16-QAM symbols processed in the proposed system simultaneously act as probabilistic shaping (PS) parameters [32, 33], which are widely studied in optical communication systems. The idea of PS is that the constellation points with equidistant space are assigned to different probabilities. To this end, the transmission performance reliability can be improved. Fig. 14 shows signal space diagram of 16-QAM, which is used in this study. From Fig. 14, notice that the four constellation points, $s_5$, $s_7$, $s_{15}$, and $s_{13}$, have the minimum symbol energy value. The average energy of signal can be reduced through arranging these constellation points with high probability.

![Fig. 14. Constellation points of the 16-QAM modulation format.](image)

In following passage, we evaluate the constellation point distribution using histogram. Figs. 15 (a), and (b) are the measured constellation point results with compressed house image and random bits sources, respectively. From Fig. 15 (a), observe that the occurrence frequency of the high energy symbol $s_0$ (000) is the highest. In
contrast, the occurrence frequencies of each constellation symbol reported in Fig. 15 (b) are almost identical. Therefore, the average energy for the compressed house image is higher than that for random bits source. Furthermore, the average power of the OFDM signal for the compressed house image is higher than that for random bits sources, which is confirmed in Table 4.

In Table 4, the average power of the OFDM signal for compressed house image data and random bits are reported as 0.9727 and 0.7762, respectively. Subsequently, we may compare the BER performances of these cases. The OFDM signal with random bits needs multiplexing a constellation scaling \( \eta \) to reach the same average power of OFDM signal with the compressed house image. The operation can be expressed as follows:

\[
P_{\text{house}} = \eta^2 P_{\text{random}},
\]

where \( P_{\text{house}} \) and \( P_{\text{random}} \) denote the average powers for the compressed house image and random bits sources, respectively.

Therefore, based on the experimental results reported in Table 4, with the same SNR value, the BER performance order for the sources reported in also in the table from poor to good is house, boat, random bits, Barbara, and parrots. This agrees with the experiment results reported in Fig. 9.

### 3.4.2 Effect of entropy on the reconstructed performance of BCS

From the previously reported simulation results in Figs. 7 and 8, the reconstruction performance of BCS is deduced to be relative to the entropy values of an image. The larger the entropy of an image, the better the random property of the image. The compressibility of such an image is poor. On the other hand, the smaller the entropy of an image, the stronger the correlation between different pixels in an image. The compressibility of an image with high entropy value is better. Correspondingly, the reconstructed performance of BCS is better.

### 4 Conclusions

In this paper, we proposed a novel image block compressed image transmission scheme in DFT precoded OFDM-based VLC systems. In the compressive sensing phase, sub-block image was compressively sampled using Hadamard sparse basis and partial DCT measurement matrices. In the transmission phase, the conventional DFT precoding was implemented to reduce the PAPR performance of the OFDM signal. In the integrated simulation experiment platform, the BER and PSNR of different images were evaluated. The simulation results showed that different images yield different BER and PSNR performances with respect to the information entropy of image. The larger the image entropy, the better the BER and PSNR performances of the compressed data. In future studies, to improve the transmission performance of compressed data, we will further analyze how to optimize statistical features of the compressed image data.
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