Predicting Companies’ ESG Ratings from News Articles Using Multivariate Timeseries Analysis
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ABSTRACT

Environmental, social and governance (ESG) engagement of companies moved into the focus of public attention over recent years. With the requirements of compulsory reporting being implemented and investors incorporating sustainability in their investment decisions, the demand for a transparent and reliable ESG ratings is increasing. However, automatic approaches for forecasting ESG ratings have been quite scarce despite the increasing importance of the topic. In this paper we build a model to predict ESG ratings from news articles using the combination of multivariate timeseries construction and deep learning techniques. A news dataset for about 3,000 US companies together with their ratings is also created and released for training. Through the experimental evaluation we find out that our approach provides accurate results outperforming the state-of-the-art, and can be used in practice to support a manual determination or analysis of ESG ratings.
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• Information systems → Content analysis and feature selection.
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1 INTRODUCTION

Companies’ environmental, social and governance (ESG) practices are increasingly coming to the fore of the general public, institutional investors, and politicians, while investments in ESG compliant or sustainable assets gain in popularity. For instance, in the US, assets invested in sustainable funds amounted to more than $330 billion in 2021 [26]. ESG and related topics are not only relevant to companies and investors but also to governments and society which increasingly focus on ESG compliance when deciding on contracts or making purchasing decisions. To better grasp the meaning and scope of the term ESG, we quote below its general definition provided by the International Finance Institute (IFC) [12]:

“A set of environmental, social and governance factors considered by companies when managing their operations, and investors when making investments, in respect of the risks, impacts and opportunities relating to but no limited to:

• Environmental issues: potential or actual changes to the physical or natural environment (e.g. pollution, biodiversity impacts, carbon emissions, climate change, natural resource use)

• Social issues: potential or actual changes on surrounding community and workers (e.g. health and safety, supply chain, diversity and inclusion)

• Governance issues: corporate governance structures and processes by which companies are directed and controlled (e.g. board structure and diversity, ethical conduct, risk management, disclosure and transparency), including the governance of key environmental and social policies and procedures.” [12]

For many companies, improving their ESG performance and reducing ESG related risks has become an important part of long-term strategies [30]. Especially negative ESG news and misconduct poses both reputational and financial risks to corporations. According to estimates of the Bank of America, S&P500 companies lost more than $600 billion of market value due to ESG issues over the last seven years [3]. With respect to risk management, the importance of ESG increases from an reputational perspective, too. Even companies with a high value or reputation might not be able to bear consequences of negative ESG headlines as this potentially leads to brand damage, loss of customers and lower investments. These risks are further increasing as the awareness with regards to sustainability topics grows among investors, governments and other stakeholders.

Predicting ESG ratings without including human judgment but fully automatically by leveraging NLP algorithms should decrease the cost for companies, making it – above all – also available for small or medium enterprises. Furthermore, automatic approaches should ensure that the ratings are transparent and can be potentially reconstructed by any stakeholder.

Despite the usefulness and importance of ESG analysis, the research on the assessment of firms’ ESG performance is however quite scarce [4, 6, 14, 25]. Sokolov et al. [25] focus on the classification of Twitter content with respect to ESG relevance proposing simple approaches to construct indices based on classification results. While Borms et al. [4] predict ESG scores using news data, they do not leverage machine learning algorithms to do so but rather use simpler aggregation functions. Additionally, the dataset on which the authors use is small and their method requires human judgment. Other solutions either do not employ deep learning or use relatively simple models like tuned Feedforward neural network [6, 14].

Thus to fill in this research gap, the objective of our work is to provide a framework for predicting ESG ratings automatically and more efficiently using multiple timeseries and deep learning technologies. First, we collect ESG ratings for about 3,000 US American companies from a third-party provider and then we generate a corresponding news dataset of over 3,700,000 articles using the Global
Database of Events, Language, and Tone (GDELT). In the first stage of our pipeline, all the news articles are classified with respect to their ESG relevance. The second step focuses on determining the articles’ sentiment while the third step represents the articles with respect to their content. All these steps should provide broad information useful for assessing companies’ ESG stance. In the fourth step, different models to predict ESG ratings therefrom are adopted based on the multi-variate timeseries constructed from the results of the prior steps.

To sum up, our work makes the following contributions:

(1) We create ESG-related news dataset for about 3,000 US companies for the years 2018, 2019 and 2020. The dataset contains news articles from more than thousand different sources from various countries. To the best of our knowledge no comparable dataset in terms of size and diversity has been created and analyzed in the area of ESG related research. Studies relying on news datasets used mostly news provided by one specific outlet or published in a specific country [4, 18, 24].

(2) We propose a multi-variate timeseries based approach that harnesses different signals from data based on sentiment analysis, semantic and topics analysis. We then use CNN and transformer-based models for generating the final ratings.

(3) We test our model against state-of-the-art, and perform thorough analysis of the model capability and characteristics.

2 RELATED WORK

The growing attention to ESG practices of companies and the trend of socially responsible investing in recent years arouse the interest of researchers in financial, economic and related areas (e.g., [7, 9, 15, 16, 19]).

Computational approaches to ESG rating analysis and prediction have been however quite scarce. Analyzing corporate social responsibility (CSR) reports, Kiriu and Nozaki [13] use text mining to evaluate companies’ ESG activities. They focus on the quantity and specificity of ESG activities based on qualitative information provided in CSR reports. Using word2vec word embeddings, they classify the words extracted with respect to the three ESG dimensions, environmental, social and governance. The quality of ESG activities is measured by [13] by assessing the divergence of words in the companies CSR reports.

Instead of analyzing CSR reports, hence information provided by the company itself, Azhar et al. [2] conduct a content analysis of news articles. They show that companies’ CSR prominence can be assessed based on information in the news. Using news as data source mitigates issues like under- or overreporting of ESG / CSR topics according to them. Hisano et al. [11] use news as information source too, arguing similar to Azhar et al. [2] that these are less susceptible to manipulation. They utilize a network-based approach with the goal to predict the appearance of a company on an investment exclusion list due to ESG issues. The approach of distant supervision of neural language models is pursued by Raman et al. [20]. Using the transcripts of earnings calls, they evaluate which percentage of discussions in earnings calls focused on ESG topics over the last 5 years.

When it comes to the actual task of ESG rating prediction, we are only aware of few works. Krappel et al. [14] employs an ensemble approach over models like XGBoost, CatBoost and a Feedforward NN, while D’Amato et al. [6] utilizes random forest algorithm for ESG rating prediction. Borms et al. [4] show that ESG indices constructed from a Flemish-Dutch news articles can predict negative adjustments in ESG scores up to a few months in advance. Applying a semi-supervised text mining approach they construct ESG indices for 291 European companies from a dutch-written news corpus containing 365,319 articles after dropping irrelevant articles. In the first step of their analysis, a set of keywords is generated for which the articles are queried in the next step to assess their ESG relevance. Defining the seed words for the three dimensions, environmental, social and governance, as well as the additional negative sentiment dimension is done manually making use of factors defined as important. This set of keywords is then enlarged leveraging GloVe word embeddings of their news corpus, prefiltered per dimension. The actual selection of keywords is again done partly manually. To transform the information contained in the news corpus into indices, Borms et al. [4] set up a matrix, consisting of eleven frequency-based and 6 sentiment-adjusted indicators. Whereas Borms et al. [4] apply rather basic NLP techniques, by using GloVe word embeddings, Sokolov et al. [25] leverage a the Bidirectional Encoder Representations from Transformers (BERT) to analyze social media data (tweets). The authors show that the accuracy of classifying ESG relevant content can be improved using a standard BERT classifier with an additional fully connected layer before the output layer. For labeling the data, prior to model training, they prefiltered each of their ESG categories using keywords and human review. Thereby they select 1,468 ESG relevant tweets, labeled either positive or negative, out of the 6,000 tweets initially derived from Twitter for the time period from June 16th to July 22nd 2019. The authors propose an aggregation function for ESG index construction. The daily index of a company is derived by dividing the sum of each category’s predicted probabilities by the sum of input documents for the day. Even though the authors of [25] propose this method for ESG index construction, they do not report the resulting indices nor compare them to any benchmark.

Our approach is based on the idea of predicting ESG ratings from news data like in [4]. However, compared to that method we utilize multi-variate timeseries solution that captures different aspects of companies including the changes in the number of relevant and irrelevant articles, sentiment and semantics of their ESG related information. The resulting timeseries are then used as input to train a deep learning model on the task of predicting ESG rating. Furthermore, our solution is a fully automated approach, which does not need any manual selection that is necessary in the methods of [4] and [25]. Finally, we use at least a magnitude larger dataset, both in terms of the number of companies and number of news articles. Our results indicate that constructing timeseries based on different NLP analysis steps and feeding these as input to a deep learning model, is a promising model architecture for the ESG prediction task.
3 DATASET
In this section we first describe the collection of ESG ratings for selected US companies and then the creation of news article dataset that corresponds to those ratings.

3.1 ESG Ratings Dataset Creation
Asset4 ESG ratings1 provided by Refinitiv, which is a global provider of financial market data and infrastructure, are used as reference point for the predictions. We have retrieved yearly ratings for all US companies rated by Refinitiv for 2018-2020, in total for 3,343 companies. Only US American companies are considered to allow focusing on news in English language.

Three different ratings are provided by Refinitiv: (1) basic ESG scores, (2) ESG controversies scores, and (3) combined (controversy adjusted) ESG scores. All three ratings have values between 0 to 100 (the higher, the better the company’s ESG performance). The basic ESG score mainly relies on information published in annual and CSR / ESG reports of the company. The creators of the scores defined 10 main themes grouped into the three dimensions of ESG that are measured by 186 specialized metrics:

- Environmental: resource use, emissions, innovation
- Social: workforce, human rights, community, product responsibility
- Governance: management, shareholders, CSR strategy

The ESG controversies score is based on information from global media, and its value is the lower, the more negative and controversial news about the company are identified. Finally, the combined ESG score represents the basic score, adjusted by controversies providing a complete “picture” of company ESG activities. The lower controversy score, the higher the downward adjustment of the combined score [21]. We use the combined score as our groundtruth scores.

Additionally to the ratings itself, the long and short version of the company name for subsequent retrieval step as well as the market capitalization is derived from Refinitiv for each company. The market capitalization2, referred to as company size in the financial industry is also recorded as it will be used later to analyse the effect of company size on the precision of predictions.3

3.2 News Dataset Creation
To predict ESG ratings from news articles, a large dataset of news covering ESG-related topics is necessary. For this we utilize the GDELT project database [8] used by researchers across various disciplines [2, 29]. The GDELT project provides a vast database covering a wide range of news (print, web, broadcast, television) from most countries around the world in more than 100 different languages. It is updated every 15 minutes. Using the GDELT Doc API Client, we have collected a list of the top matching 250 articles for the time unit defined, over the three years: 2018, 2019 and 2020.

| Table 1: Overview of the News Article Dataset |
|---------------------------------------------|
| 2018 | 2019 | 2020 |
| --- | --- | --- |
| # of companies | 2,665 | 2,940 | 2,879 |
| # of articles | 1,165,840 | 1,399,277 | 1,174,754 |
| # of articles per company | | | |
| average | 435 | 473 | 406 |
| max | 1,984 | 2,154 | 2,005 |

The time unit was set to one month, hence up to the top 250 matches per month for the defined filter criteria were included in the dataset. Choosing 250 articles per month provided the most promising results.4 As a result, the initial dataset for each company contains at most 3,000 articles per year. The chosen keyword combination for collecting articles includes the 10 main themes of the three dimensions of ESG (see Sec. 3.1) as well as a short and a long version of the company name (e.g., "Visa Corporation" and "Visa"). Similar to [4], we required that the name of the company is mentioned at least two times in each matching article to exclude articles which refer to the company only in passing.

Based on the list of URLs returned by querying GDELT, we next crawl the news articles. We have then preprocessed the dataset removing articles shorter than 200 characters, articles with ‘bad HTML requests’ and extracting text content using Beautiful Soup5 library. We have also removed companies for which less than 5 news articles were collected. The final cleaning step removed further noise and unwanted characters, resulting from scrapping. All links, e-mail addresses, date and time representations as well as Unicode characters and new line representations were removed. Due to the length limitation of BERT models which we use, we utilized the title as well as the first 5 sentences from each news article.

Table 1 provides an overview of the article dataset after cleaning. The majority of news articles (72%) collected originate from the United States. News out of the United Kingdom, India and Canada represent 7%, 3.4% and 2.5% of total articles, respectively. Looking at the distribution among domains no major source could be identified, with the two largest domains, prnewswire.com and news.yahoo.com, accounting for 7% and 4% of total articles, respectively. After cleaning the data as described above, the final dataset comprises 3,739,871 articles for 8,484 ratings.

4 METHODOLOGY
An overview of our approach is provided in Figure 1. In the first step, articles are classified into ESG relevant and irrelevant articles. Deriving the sentiment, separately for relevant and irrelevant articles per company, is the second step. In third step, articles are clustered with respect to their semantic similarity. Thereby, nine timeseries are created for each company: one Article2ESG Relevance timeseries, two Article Sentiment timeseries as well as six semantic timeseries (one per each cluster). These timeseries are created separately for each company and each year. To predict the news-based ESG ratings, different neural network configurations, including the Transformer architecture and convolutional layers,

---

1https://www.refinitiv.com/en/sustainable-finance/esg-scores
2Market capitalization is calculated by multiplying the price of a companies’ stock by the total number of outstanding shares.
3We divide companies into 3 groups, small caps, mid caps and large caps based on their market capitalization. Even though no official thresholds exist, companies with a market capitalization greater than $10 billion are considered as large caps, with values between $2 to $10 billion as mid caps and with values below $2 billion as small caps [1].
4Explorative analysis showed that shorter periods like days or weeks disproportionately increase the number of unrelated articles in the match list.
5https://pypi.org/project/beautifulsoup4/
are applied to model the input timeseries. Below we describe each of these steps.

4.1 Model Inputs: Text Classification

To determine whether an article contains relevant information about companies’ ESG performance and activities is a crucial step of the pipeline. We use BERT and fine-tune it for the specific task of ESG relevance classification. As labeling a few thousand articles by hand would be time-consuming we resorted to a weak-supervision approach. This means a two step process to classify the articles with respect to their topical relevance. In the first step, a subset of the data is pre-labeled by determining the articles’ semantic similarity to texts defining each of the three ESG dimensions. The ESG definitions of the Corporate Finance Institute\(^6\) are utilized for the labelling.

The news article subset, which is pre-labeled and used to train, validate and test the classifier in the next step, is composed of articles about 100 randomly sampled companies. Pre-trained text embeddings for the ESG definition sequences and the news articles are constructed exploiting the sentence transformer model ‘all-distilroberta-v1’ (SBERT) provided by Huggingface [22, 28]. The labeling of the data as ESG relevant or irrelevant is then conducted by calculating the pairwise cosine similarity between an article’s content and each of the 10 ESG category descriptions. All articles with a similarity value above 0.1 are labeled as relevant.\(^7\)

The second step of the process comprises fine-tuning a pre-trained classifier based on DistilBERT [23], and predicting the labels for the whole dataset using the resulting model. To tokenize the articles the DistilBERTTokenizer provided by Huggingface is used [28]. The tokenized inputs are then feed into the DistilBERT model to derive the embedding vectors using padding in case of too short articles. The final dense layer of size 265 and a following dropout layer with dropout rate 0.5. The final dense layer of size 2 uses the softmax activation function. This model architecture is inspired by [25].

The DistilBERT classifier is fine-tuned in two steps. In the first step only the customized classification layers are optimized, while in the second step the whole network is fine-tuned using a lower learning rate [24, 25]. The model parameters, including early stopping criteria are shown in Appendix. Both training steps are run for 4 epochs, however, the second stage is stopped after 2 epochs for most model configurations. Using the trained classification model, the label of each article is then predicted.

The Article2ESG Relevance timeseries, which represents the results of the classification analysis for detecting relevant and irrelevant articles, is calculated by first grouping the articles by month and company. The monthly value for Article2ESG Relevance is then calculated according to the following formula:

\[
rel - noise_m = (\text{Relevant}_m/N_m) - (\text{Noise}_m/N_m) \quad (1)
\]

The monthly relevance to noise ratio, \(rel - noise_m\), is represented by the subtraction of the monthly noise from the monthly relevance ratio. \(\text{Relevant}_m\) is the number of relevant articles counted for the selected company in the considered month \(m\). \(\text{Noise}_m\) represents the number of noise articles respectively. \(N_m\) is the total number of articles counted in month \(m\). The difference instead of the ratio is taken to consider issues of the noise ratio being zero. Applying subtraction leads to a positive \(rel - noise_m\) if the percentage of ESG relevant articles in month \(m\) is larger than the percentage of noise articles and to a negative value otherwise. The values then range between \(-1\) (only noise articles) to \(1\) (only relevant articles). As a result, a company’s Article2ESG Relevance Timeseries contains 12 \(rel - noise_m\) values, one for each month of the considered year.

4.2 Sentiment Analysis

In a second step, the sentiment of the labeled ESG relevant articles is analysed. We use SieBERT model [10] to predict the articles’ sentiment. The labels returned by the model are used to generate the monthly Article Sentiment Timeseries per company. The sentiment timeseries is calculated separately for the ESG relevant and irrelevant articles. The articles of each corpus are grouped by company and month to calculate a monthly sentiment ratio:

\[
pos - neg_m = (\text{Positive}_m/N_m) - (\text{Negative}_m/N_m) \quad (2)
\]

Similar to the \(rel - noise_m\) ratio (Eq. (1)), the \(pos - neg_m\) ratio is calculated by subtracting the negative ratio from the positive ratio. The Article Sentiment Timeseries are finally build by concatenating the monthly values for each company to a timeseries containing 12 values for the respective year.

4.3 Semantic Analysis

The third step, the semantic analysis, aims at grouping the articles with respect to their content in order to identify the evolution of topics discussed in the news.

\[^6\]The CFI is a highly regarded institution in the financial profession providing training and certification programs among others. The definitions can be found on its webpage: https://corporatefinanceinstitute.com/resources/knowledge/other/esg-environmental-social-governance/

\[^7\]This rather low threshold is chosen due to two reasons. First, the ESG definitions are general, hence setting the threshold too high would be too selective. Second, we tested different threshold levels and found that the value of 0.1 provides a distribution of roughly 54% relevant and 46% noise while higher thresholds decrease the number of relevant articles significantly. For example setting 0.2 as threshold leads to a distribution of 17% relevant to 83% noise. A relatively large number of relevant articles seems reasonable given the fact that the article set per company was already selected for the keywords relevant to environmental, social and governance issues when querying GDELT and therefore a certain topical relevance can be assumed.

\[^8\]We compared it to other architectures by adding, for example, an additional dense layer or a bidirectional LSTM layer between the embedding and the dense layer, however these did not improve the results.
We include the results of the semantic analysis for the input to \( n \) classes (i.e., ESG rating values). For each sample, the class with the maximum probability is selected as the final ESG rating.

In the next step, each cluster subset is grouped by company to derive the overall size of each cluster per company. The monthly values of the timeseries of cluster \( l \) are calculated by counting the number of articles per month belonging to the respective cluster \( l \). The 12 monthly values per company and cluster are concatenated, to derive 6 semantic timeseries per each company. Thereby the monthly size of each cluster identified is tracked, representative for the main topics identified and how dominant these are for a respective company.

4.4 Rating Prediction

In this section we discuss 4 models proposed to generate ESG rating based on the prepared timeseries.

The first and the simplest model that we experiment with is a convolutional neural network shown in Fig. 2. The nine constructed input timeseries for 12 months that were discussed before: the Article2ESG relevance, the Article Sentiment (2 timeseries) as well as the Article Semantic timeseries (one per each of 6 clusters), constitute the input to the model in form of a matrix (9 \( \times \) 12 dimensions). Before being fed into the model, the timeseries are standardized using standard scaling (i.e., subtracting the mean and diving by the standard deviation). The standardized timeseries are then processed by a convolutional 1D layer, followed by a maxpooling 1D layer. The resulting output of these two layers is then flattened and a dense layer with a ReLu activation is added to introduce non-linearity to the model [5]. In the final classification layer, the softmax function is applied to return the probability of each of the \( n \) classes (i.e., ESG rating values). For each sample, the class with the maximum probability is selected as the final ESG rating.

Additionally to this simple convolutional neural network comprising only a single convolutional layer, a deeper CNN is also introduced. It includes 3 convolutional blocks as illustrated in Figure 3. These three blocks are built of three layers each, a convolutional layer, a batch normalization layer and a ReLu activation. Adding a batch normalization layer serves to standardize the layers’ input, and several comparisons show that this helps to speed up the models training [5]. The three convolutional blocks are followed by a global max pooling layer. The hyperparameters, which yielded the best results for the two CNN models, are displayed in the Appendix.

Besides the convolutional neural networks, we use also two other models, a basic model including CNN and a single Transformer layer and a deeper model with CNN and a multi-layer Transformer encoder block. The basic model, which includes two convolutional blocks as well as a single Transformer layer, is shown in Figure 4. The transformer encoder block [27] consists of a multi-head attention, a dropout and two normalization layers (highlighted in gray in Figure 4). Normalization is applied to the input, which refers to the output of the second convolutional block, as well as to the output of the attention block. The central layer is the multi-head attention layer with added dropout layer. Like for the deep CNN, the output is transformed into class predictions by applying global maxpooling and the softmax function. The deeper, multi-layer transformer model, has a similar architecture as shown in Figure 4 with the difference that the single Transformer block is replaced by three consecutive transformer encoder blocks.

The model parameters for both the basic and the deep Transformer model are presented in Appendix. The CNN part comprises two convolutional layers of filter size 64 and 128 with kernel size 3 and 1, respectively. The same parameters are used for all Transformer layers, they consist of 8 heads of size 200 each and a dropout of 0.2 is applied.

The four model architectures shown can be referred to as timeseries classification models, where each possible rating refers to one class. In the case of the Asset4 ratings used for comparison, ratings range from 0 to 100, hence they can be treated as 100 classes. Nonetheless, the ESG rating prediction can be considered as a regression problem, too. We test both the approaches. For regression, the last layer, the

Footnote: Additionally to k-means algorithm, we also tested the spherical k-means algorithm but the results did not change much.
softmax layer, is replaced by a linear dense layer, which only returns one output, being the predicted rating as a continuous number between 0 to 100.

5 EXPERIMENTS

After first discussing experimental settings, we will next analyze the different components of the multi-variate timeseries input (Sec. 5.2 - 5.4) and then we focus on ESG rating prediction’s accuracy (Sec. 5.5-5.7).

5.1 Experimental Settings

We compare our approach with several baselines including random selection, majority class as well as the method proposed by [25] applied on our dataset. As mentioned before, [25] use the output of their ESG classification model, and a BERT classifier, to construct their ESG scores. More specifically the scores are calculated by taking the average of the predicted probabilities for each set of input documents per company and day. Since the Asset4 ratings are on a yearly basis, the daily scores will be aggregated to a yearly score for comparison. This is done by taking the average over the daily predictions per year.

Common model parameters, which are applied to all the four proposed models in order to ensure a certain level of comparability, are listed in Appendix. The rectified Adam optimizer proposed by [17] is used, which provides improved results compared to earlier emerged optimizers. The standard learning rate of 1e-3 is applied. To mitigate the issue of overfitting, early stopping criteria are applied. If five consecutive epochs do not improve the validation loss, training is stopped. Additionally the learning rate is reduced if five consecutive steps show only a minor change of the validation loss below the threshold of 0.01. Generally, all models are trained for a maximum of 25 epochs, however, early stopping criteria are triggered earlier for most models. The Transformer regression model with three Transformer blocks makes an exception, it is trained for a maximum of 50 epochs as training continues and results improve thereby.

For the classification models, sparse categorical accuracy and sparse categorical cross entropy loss are used. Mean average percentage error and mean squared error are used by the regression models, as these are commonly applied to evaluate regression performance. Whereas the returned metrics and losses by the classification and regression models are not directly comparable, the deviation from the Asset4 ratings is directly comparable. As the differences between the Asset4 and the predicted ratings can be positive or negative, the average of the absolute differences is taken for comparison.

shows that the model starts to overfit after the second epoch. The model was trained with about 10,500 articles and a validation set of size 2,100. Using the fine-tuned weights, the build DistilBERT classification model is evaluated based on a test set of 57,088 articles. This represents the remaining number of articles in the subset of articles, from 100 random sampled companies, after removing train and validation data. The classification report shown in Table 2 reports an overall accuracy of 83%. Focusing on the class of interest, the ESG relevant articles, a precision of 85% is reached at a recall of 86%. The prediction of the noise or irrelevant class shows a precision of 80% at a recall of 79%. Although not perfect, these values should be good enough for generating the relevance timeseries to be incorporated into the input of the model.

5.3 Sentiment Analysis

Assessing the overall sentiment of the articles represents the second level of analysis. An overview over the average monthly pos-neg values for the subset of ESG relevant articles is provided in Figure 5. The monthly pos-neg values range between 0.5 to 0.6 for most months, indicating that the positive overweight the negative article significantly among the ESG relevant data subset. The distribution is similar for the noise subset of articles. About three times more articles are assigned a positive compared to a negative sentiment label (we show the detailed distributions in Appendix). The large drop in the ratio reported for March 2020 and the lower values for April and May, are related to Covid-19. These months were characterized by the beginning of the Covid-19 pandemic and the resulting severe restrictions, which had a negative impact on companies and their operations. The basic tone of news was more negative in these months.
5.4 Cluster Analysis

The third level of analysis builds the semantic analysis of the input texts. The article contents in this case are used to cluster the articles into six groups. The clusters are identified for each year separately. The size of the created yearly clusters is shown in Figure 6. The article distribution is spread rather evenly across each of the 6 clusters. This applies to 2018, 2019 and 2020. It needs to be kept in mind that the clusters are created separately for each year, hence cluster 1 in year 2020 is not comparable to cluster 1 in year 2021. No dominant cluster can be identified for any of the years analysed, rather between 12% to 22% of the data is mapped to each of the 6 clusters.

Further we analyzed the composition of the clusters in more detail. For each cluster its articles, are grouped by company to derive the number of articles per company included in each cluster. We find that no single company is dominant in any cluster; the companies with the largest share only represent between 0.8% to 1.5% of the respective cluster and all clusters contain articles from more than 2,000 different companies. Nevertheless, focusing on the companies which contribute the largest proportion to a selected cluster, reveals that the companies seem to be related to each other by their industry. For example, in the second cluster in 2018 Advanced Energy Fuels, Duke Energy, ConocoPhillips and Via Renewables, Clean Energy Fuels, Duke Energy, ConocoPhillips and Advanced Energy are among the top 10 companies, which all belong to the energy sector. It emphasizes that the articles’ semantics are industry specific to some extent.

5.5 Evaluation of Predicted ESG Rating

As described in detail in Section 4.4, four different models are applied to predict ESG ratings from the constructed timeseries, in two different configurations, as classification and as regression models. Table 3 shows the results for all model variations as well as baselines models for the year 2020. The reported results represent the average values over 10 runs, conducted with different, randomly initialized train-test splits. Because evaluation metrics for classification and regression models are not directly comparable, an additional evaluation metric is considered. More precisely, the average absolute difference between the Asset4 ratings and the predicted ratings is calculated to compare the models based thereon. For the baseline models all model metrics except for the sparse categorical cross-entropy loss (scc) are calculated and reported. The scc cannot be calculated as class probabilities would be needed therefore. Looking at the classification models, the accuracy values are quite low. However, the task to be completed, predicting the right out of 100 classes is quite complex and results vary significantly depending on the train-test split.

When comparing all models based on the mean absolute difference, the best performing model is the proposed deep CNN regression model including three convolutional blocks. This model outperforms all others with respect to a lower mean absolute difference, a lower standard and low maximum deviation. With respect to the model metrics, it shows also the lowest mean squared error (mse) among the regression models. Only the mean average percentage error is higher. Furthermore, it is notable that three out of four regression models outperform all other models significantly based on the mean difference metric, with values of 13.04 and 13.34 compared to values from 15.05 up to 16.44. All regression models perform better than all classification models, which indicates that the prediction should be framed as a regression task. This is reasonable due to the fact that predicting a values slightly above or below the actual value is treated as wrong from a classification point of view while being treated as relatively good prediction from an regression point of view. We also note quite poor performance of the approach by Sokolov et al. [25].

The prediction results for the years 2018 and 2019 shown in Table 4 and Table 5, respectively, paint a similar picture. Also here, we notice that the classification models perform worse than the regression models in 2018 and 2019, too. The deep CNN regression model is the best performing model over the analysed periods, outperforming all other models in the remaining two years. Generally, looking at the mean absolute difference to the Asset4 ESG ratings, the proposed models perform slightly better in 2018 and 2019, with mean difference values ranging from 11.85 to 15.91 compared to values between 13.04 to 16.44 in 2020. The higher performance in 2018 and 2019 seems to be related to the Covid-19’s interference with global economy in 2020.

Additionally to the best performing deep CNN, the basic CNN and the deep Transformer regression model, which show promising performance in 2020 too, the basic CNN classification model outperforms all baselines in 2018 and 2019. The deep CNN classification model as well as the basic Transformer regression model perform better than all three baselines in the year 2018 only. The mean asset ratings represent the best baseline model over all three years, performing significantly better than random selection and the approach according to [25].

Table 3: Model Results for the year 2020

| Classification Models | Overall Results | Absolute Difference to Asset4 Rating |
|-----------------------|----------------|-----------------------------------|
|                       | acc  | scc  | mape | mse  | mean | std  | max  |
| Basic CNN             | 2.2% | 4.29 | 15.27 | 15.72 |
| Deep CNN              | 3.8% | 4.38 | 15.72 | 15.72 |
| CNN + Transformer     | 2.4% | 4.49 | 15.81 | 15.81 |
| CNN + Deep Transformer| 2.2% | 4.50 | 16.44 | 16.44 |

| Regression Models     | mape | mse  | mean | std  | max  |
|-----------------------|------|------|------|------|------|
| Baseline              |      |      |      |      |      |
| Basic CNN             | 51.31 | 291.97 | 15.45 | 15.45 |
| Deep CNN              | 50.12 | 263.18 | 13.04 | 13.04 |
| CNN + Transformer     | 44.18 | 368.73 | 15.05 | 15.05 |
| CNN + Deep Transformer| 50.66 | 294.72 | 13.36 | 13.36 |

| Baselines             | acc  | scc  | mape | mse  | mean | std  | max  |
|-----------------------|------|------|------|------|------|------|------|
| Mean Asset4 Rating    | 2.2% | 4.64 | 36.63 | 31.63 |
| Random Selection      | 0.9% | 102.79 | 1167.99 | 28.10 |
| Sokolov et al. [25]   | 0.5% | 176.27 | 2108.27 | 41.46 |

Figure 6: Overview of cluster sizes
5.6 Evaluation by Market Capitalization

To provide further insights, Table 6 presents the results for the regression models grouped by market capitalization (cf. Sec 3.1) for 2019. The 2019 results are representative for all three years, as the mean absolute difference of input processing were completed to derive the input for the final prediction model. The third analysis step, the articles are clustered. Comparing different deep learning models for timeseries prediction, the deep convolutional neural network, consisting of three convolutional blocks, provides the best performance. This model outperforms all provided baselines when comparing the average absolute difference to the Asset4 ESG ratings. Further the results imply that regression models fit the task of ESG rating prediction better. Results show that the derived cluster-based timeseries have a significant impact on the performance of the ESG prediction and thus are an important feature to be considered. We observe also better performance of the models on small cap companies than on larger ones.

In future, it would be interesting to see how results change when a larger company dataset like one that includes 10,000 or more companies is used. Further the analysis could be extended with a larger company dataset. Considering the mean absolute difference between the Asset4 ESG and the predicted ratings shown in Table 6 we notice that the models make significantly better predictions for smaller compared to larger companies. For the best performing model, the deep CNN, the average deviation for small cap companies amounts to 10.28 compared to 15.42 for large caps.

5.7 Ablation Study

Additionally an ablation study is conducted in order to analyze the impact of the different timeseries and the related NLP analysis steps on the ESG rating prediction. Table 7 presents the results for the deep CNN regression model with varying inputs. It compares training the model using all nine input timeseries to using only the Article2ESG Relevance timeseries, only the Article Sentiment timeseries or using the six Article Semantic timeseries. The best results are reported for \( X_{all} \) as input, which represents the combination of all nine input timeseries. This indicates that each of the three analysis steps and the thereby generated timeseries improves the performance of the ESG rating prediction. Focusing on the three features, \( X_{semantic} \) seems to be the most important feature, as it provides the best results when used as model input separately. However, we need to keep in mind that the \( X_{semantic} \) feature includes all six cluster timeseries, whereas \( X_{relevance} \) and \( X_{sentiment} \) are a single and double timeseries, respectively. Hence, the effect could be also influenced by the larger size of the model input.

6 CONCLUSION

Predicting ESG ratings from news automatically, without human intervention, could enable various stakeholders, like private investors and government agencies, to monitor the ESG compliance of companies in a time and resource efficient manner.

Using news articles from over 30,000 different domains and about 200 countries, we have shown that representative ESG ratings can be predicted from information provided in the news. Three steps of input processing are completed to derive the input for the final prediction model. The first and the second step involve two different BERT models to classify the articles with respect to their ESG relevance and to determine their sentiment. In the third analysis step, the articles are clustered. Comparing different deep learning models for timeseries prediction, the deep convolutional neural network, consisting of three convolutional blocks, provides the best performance. This model outperforms all provided baselines when comparing the average absolute difference to the Asset4 ESG ratings. Further the results imply that regression models fit the task of ESG rating prediction better. Results show that the derived cluster-based timeseries have a significant impact on the performance of the ESG prediction and thus are an important feature to be considered. We observe also better performance of the models on small cap companies than on larger ones.

In future, it would be interesting to see how results change when a larger company dataset like one that includes 10,000 or more companies is used. Further the analysis could be extended with respect to adding other numerical timeseries as input to the prediction. For instance, the amount of greenhouse emissions or similar information could be included. In the future, we also plan to incorporate other data sources related to companies such as data stored in Wikipedia or in financial reports (e.g., 10Q reports) which are being increasingly analyzed by automatic approaches nowadays.
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APPENDIX

Table 8: Selected Training Parameters for the Classification Model of ESG-related News Articles

| Parameter                      | Value      |
|-------------------------------|------------|
| Learning Rate - Step 1        | 1e-3       |
| Learning Rate - Step 2        | 1e-4       |
| Early Stopping Criteria       | 1          |
| Learning Rate Reduction Criteria | 5        |
| Maximum Sequence Length       | 32         |
| Batch Size                    | 64         |
| Loss Function                 | Sparse categorical cross-entropy loss |
| Evaluation Metric             | Accuracy   |

Table 9: CNN Model Parameters

| Parameter         | Basic CNN | Deep CNN |
|-------------------|-----------|----------|
| Block 1           | Block 1   | Block 2  |
| Convolutional 1D  | Filter Size | 64  | 64  | 128  |
| Filter Size       | 64  | 128     |
| Kernel Size       | 2    | 3    | 1    |
| Paddig same       | same  | same  | -    |
| Dense Layer Relu Activation | 265  | -    | -    |

Table 10: Transformer Model Parameters

| Parameter         | CNN Part | Transformer Part |
|-------------------|----------|-----------------|
| Block 1           | Block 2  | All Blocks      |
| Convolutional 1D  | Filter Size | 64  | 128     |
| Filter Size       | 64  | 128     |
| Kernel Size       | 3    | 1    |
| Paddig same       | same  | same  |
| Multi-Head Attention Layer | 8    | -    |
| Number of Heads   | 200  | -    |
| DropOut            | 0.2   | -    |

Table 11: General Model Parameters

| Parameter         | Value     |
|-------------------|-----------|
| Number of Epochs  | 25 / 50   |
| Batch Size        | 16        |
| Optimizer         | R/Adam    |
| Learning Rate     | 1e-3      |
| Early Stopping Criteria | patience 5 epochs |
| Reduction Factor  | 0.1       |
| patience          | 5 epochs  |
Table 12: Overview of assigned Sentiment Labels

|       | year | positive | negative | pos/neg | pos-neg |
|-------|------|----------|----------|---------|---------|
| ESG   | 2018 | 78.1%    | 21.9%    | 3.570   | 0.562   |
|       | 2019 | 78.7%    | 21.3%    | 3.687   | 0.573   |
|       | 2020 | 75.3%    | 24.7%    | 3.057   | 0.507   |
| Noise | 2018 | 77.9%    | 22.1%    | 3.523   | 0.558   |
|       | 2019 | 77.5%    | 22.5%    | 3.445   | 0.550   |
|       | 2020 | 74.9%    | 25.1%    | 2.987   | 0.498   |