Abstract

We develop an asymptotic theory for $L^2$ norms of sample mean vectors of high-dimensional data. An invariance principle for the $L^2$ norms is derived under conditions that involve a delicate interplay between the dimension $p$, the sample size $n$ and the moment condition. Under proper normalization, central and non-central limit theorems are obtained. To facilitate the related statistical inference, we propose a plug-in calibration method and a re-sampling procedure to approximate the distributions of the $L^2$ norms. Our results are applied to multiple tests and inference of covariance matrix structures.
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1 Introduction

Let $X, X_i, i \in \mathbb{Z}$, be independent and identically distributed (i.i.d.) $p$-dimensional random vectors with mean $\mathbb{E}X_i = \mu$ and covariance matrix $\text{cov}(X_i) = \Sigma$. Given the sample $X_1, \ldots, X_n$, we can estimate the mean $\mu$
by the sample mean $\bar{X}_n = \sum_{i=1}^{n} X_i/n$. The primary goal of the paper concerns the asymptotic distribution of $|\bar{X}_n - \mu|^2 = (\bar{X}_n - \mu)^T(\bar{X}_n - \mu)$. The latter problem has a range of important applications in statistics including multiple tests and inference of covariance structures. Unless otherwise specified, assume throughout the paper that $\mu = 0$.

In the classical setting with fixed dimension $p$, due to the Central Limit Theorem, we have $\sqrt{n}\bar{X}_n \Rightarrow N(0, \Sigma)$. Hence, letting $Y \sim N(0, \Sigma)$, we have by Slutsky’s Theorem that

$$\sup_{u \in \mathbb{R}} |\mathbb{P}(n\bar{X}_n^T\bar{X}_n \leq u) - \mathbb{P}(Y^TY \leq u)| \rightarrow 0. \quad (1.1)$$

In this paper we shall discuss the validity of (1.1) in situations in which $p$ can be unbounded. In modern problems, the dimension $p$ can be larger than the sample size $n$. In this case, the traditional methods may not work. For example, Portnoy [34] showed that the CLT is generally no longer valid when $p$ is large such that $\sqrt{n} = o(p)$. For other contributions see Bentkus [5, 6]. Thus different methods are needed to prove (1.1). The latter problem in the high dimensional setting and the corresponding statistical inference issues are challenging and have attracted wide attention. For linear processes, by Bai and Saranadasa [2], one can prove that $n\bar{X}_n^T\bar{X}_n - \text{tr}(X_nX_n^T)/n$, where $X_n = (X_1, \ldots, X_n)$ is the data matrix, is asymptotically Gaussian, assuming that $p/n$ tends to a finite constant and the largest eigenvalue of $\Sigma$ is negligible relative to its Frobenius norm. The latter condition can be violated in cases such as factor models, as discussed in Katayama et al. [27], who studied the asymptotic distribution of $Z^T Z - \text{tr}(\Sigma)$ over different types of $\Sigma$ under $Z \sim N(0, \Sigma)$.

In this paper, we shall develop an asymptotic theory for $\bar{X}_n^T\bar{X}_n$ for a generally distributed $X$, without requiring normality or linearity assumption. In particular, we shall apply the normal comparison method of Stein type and show that $\bar{X}_n^T\bar{X}_n$ can be approximated by a mixture of independent $\chi^2$ distributions. The approximate distribution may or may not be asymptotically
normal. Specifically, we shall establish the following equivalent form of (1.1):

\[ \sup_{u \in \mathbb{R}} \left| \mathbb{P}(n \bar{X}_n^T X_n \leq u) - \mathbb{P}(n \bar{Y}_n^T Y_n \leq u) \right| \to 0, \]  

(1.2)

where \( Y_i, i \in \mathbb{Z}, \) are i.i.d. \( N(0, \Sigma) \) random vectors and \( \bar{Y}_n = \sum_{i=1}^n Y_i/n. \) We can view (1.2) as an invariance principle in a general sense since the distributions of functions of non-Gaussian random vectors can be approximated by those of Gaussian vectors with the same covariance structure. The invariance principle in the narrow sense refers to the Gaussian approximation of partial sum processes of non-Gaussian random variables; cf Berkes et al. [7].

As an immediate application of (1.1) or (1.2), one can perform the multiple test for the hypothesis

\[ H_0 : \mu = \mu_0 \]  

(1.3)

for some pre-specified vector \( \mu_0. \) Assume without loss of generality that \( \mu_0 = 0. \) A classical approach is to use the Hotelling \( T^2 \) statistic

\[ T_n = n \bar{X}_n^T \hat{\Sigma}_n^{-1} \bar{X}_n, \]  

(1.4)

where \( \hat{\Sigma}_n = (n - 1)^{-1} \sum_{i=1}^n (X_i - \bar{X}_n)(X_i - \bar{X}_n)^T \) is the sample covariance matrix. In the high dimensional setting with \( p > n, \) \( \hat{\Sigma}_n \) is singular and then \( T_n \) is not well-defined. Bai and Saranadasa [2] pointed out that this test lacks power. There is a large literature accommodating the Hotelling \( T^2 \) type statistic into the high-dimensional situation; see for example, Dempster [16, 17], Bai and Saranadasa [2], Chen and Qin [12], Srivastava et al. [43], among others. Dempster [16, 17], Srivastava et al. [43] considered Gaussian vectors. For the non-Gaussian random vectors, existing works assume linear forms. Central limit theorems for quadratic forms of sample mean vectors were proved in Bai and Saranadasa [2], Chen and Qin [12], Katayama and Kano [26].

We test the hypothesis \( H_0 \) by directly using the test statistic \( n \bar{X}_n^T X_n. \) Given the significance level \( \alpha \in (0, 1), \) let \( u_{1-\alpha} \) be the \( (1 - \alpha) \)th quantile of
Namely $\mathbb{P}(Y^TY \leq u_{1-\alpha}) = 1 - \alpha$. Then $H_0$ is rejected if $n\bar{X}_n^T\bar{X}_n > u_{1-\alpha}$. By (1.1), the latter test has an asymptotic level $\alpha$.

If $\Sigma$ is known, the cutoff value $u_{1-\alpha}$ can be easily computed, either numerically or analytically, since the distribution of $Y^TY$ is completely known. In most applications, however, $\Sigma$ is not known. We consider two approaches. The first one is to use an estimate of $\Sigma$. With the estimated covariance matrix, we can simulate a cutoff value. To access the goodness of the cutoff value with estimated covariance matrices, we shall introduce a new matrix convergence criterion: the normalized consistency. It is closely related, but different from the widely used spectral norm convergence. From modern random matrix theory, it is now well-known that the sample covariance matrix $\Sigma_n$ is not a (spectral norm) consistent estimator of $\Sigma$ when $p$ is large; see Marčenko and Pastur [31], Bai and Silverstein [3], Wachter [45], Geman [21], Yin et al. [49], Johnstone [25], El Karoui [18], to name a few. However, our results indicate that the sample covariance matrix can be normalized consistent in spectral norm, and hence the corresponding estimated cutoff value is consistent. The normalized consistency guarantees the validity of resampling procedures. Details are given in Section 3.1. As our second approach, we use the subsampling technique, which avoids estimating $\Sigma$ or its eigenvalues; see Section 3.2.

Another type of approach for testing (1.3) is to use the maximum or $L^\infty$ norm $|\bar{X}_n|_{\infty} = \max_{j \leq p} |\bar{X}_{nj}|$ or the studentized version $\max_{j \leq p} |\bar{X}_{nj}|/\hat{\sigma}_j$, where $\hat{\sigma}_j^2$ are estimates for the marginal variances $\sigma_j^2 = \text{var}(X_{ij})$. Kosorok and Ma [28] considered the uniform consistency problem, and Fan et al. [19] performed the $L^\infty$ test via Bonferroni correction, thus completely ignoring dependencies between entries of $X_i$. In a recent work, Chernozhukov et al. [14] derived a Gaussian approximation for $|\bar{X}_n|_{\infty}$ in the high-dimensional setting. In comparison with the marginal testing procedures, the procedure in Chernozhukov et al. [14] is dependence-adjusted. Liu and Shao [30] established a deep Cramér-type moderate deviation principle for Hotelling’s
statistic under mild moment condition. The $L^2$-based test can be more powerful if the alternative consists of many small but non-zero signals that are of similar magnitudes.

This paper is organized as follows. In Section 2, we present the Gaussian approximation result. Section 3 provides a plug-in calibration of the Gaussian analogue when $\Sigma$ is unknown. We introduce normalized consistency, a new matrix convergence criterion. A sub-sampling procedure is also introduced there. In Section 4 we apply our result to the mean inference problem for linear processes. Section 5 deals with the covariance matrix structure inference for linear processes. Proofs are given in Sections 7.

We now introduce some notation. For a vector $x = (x_1, \ldots, x_m)^T$, let the length $|x| = |x|_2 = (x^T x)^{1/2}$. Here $x^T x = \sum_{i=1}^m x_i^2$. Let $X$ be a random vector. Write $X \in \mathcal{L}^q, q > 0$, if $\|X\|_q := (E|X|^q)^{1/q} < \infty$. For a matrix $A = (a_{jk})_{j,k}, \rho(A) = \max_x |Ax|/|x|$ (resp. $|A|_F = (\sum_{jk} a_{jk}^2)^{1/2}$) denotes its spectral (resp. Frobenius) norm. Write the $p \times p$ identity matrix as $\text{Id}_p$.

Denote by $C$ a positive constant whose value may vary from place to place.

## 2 Main Result

Consider i.i.d. random vectors $X, X_i \in \mathbb{R}^p, i \in \mathbb{Z}$, with $EX_i = 0$ and covariance matrix $\text{cov}(X_i) = \Sigma$. Let $\Sigma = Q \Lambda Q^T$ be its eigen-decomposition, where $Q$ is an orthonormal matrix with $Q^T Q = \text{Id}_p$ and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p)$, with $\lambda_1 \geq \ldots \geq \lambda_p \geq 0$. Given data $X_1, \ldots, X_n$, let $\hat{\Sigma} = n^{-1} X_n X_n^T$, where $X_n = (X_1, \ldots, X_n)$, be the sample covariance matrix; let $\hat{\lambda}_1 \geq \ldots \geq \hat{\lambda}_p \geq 0$ be the eigenvalues of $\hat{\Sigma}$. Define

$$f_k := [\text{tr}(\Sigma^k)]^{1/k} \quad \text{and} \quad \hat{f}_k := [\text{tr}(\hat{\Sigma}^k)]^{1/k}, \quad k = 1, 2, \ldots.$$ 

Then $f_k^k = \sum_{i=1}^p \lambda_i^k$ and $\hat{f}_k^k = \sum_{i=1}^p \hat{\lambda}_i^k$. For the Frobenius norm with $k = 2$, we simply write $f = f_2$ and $\hat{f} = \hat{f}_2$.

Our main result is Theorem 2.2 which asserts that under suitable conditions the distributions of quadratic functions of $\bar{X}_n^T \bar{X}_n$ and $\bar{Y}_n^T \bar{Y}_n$ are asym-
totically close. In our asymptotic relation, we let \( n \to \infty \) and view the dimension \( p = p_n \) which satisfies \( p_n \to \infty \) as \( n \to \infty \). To state the theorem, we need to impose the following condition on \( X \).

**Condition 1.** Let \( \delta > 0 \). Assume that

\[
K_\delta(X)^{2+\delta} := \mathbb{E} \left| \frac{|X_1|^2 - f_1}{f} \right|^{2+\delta} < \infty; \tag{2.1}
\]

\[
D_\delta(X)^{2+\delta} := \mathbb{E} \left| \frac{X_1^T X_2}{f} \right|^{2+\delta} < \infty. \tag{2.2}
\]

In conditions (2.1) and (2.2), \( K_\delta(X) \) and \( D_\delta(X) \) depend on the distribution of \( X \). In the sequel for notational convenience we abbreviate them as \( K_\delta \) and \( D_\delta \), respectively. Note that \( D_0 = 1 \). In Sections 4 and 5 we shall bound \( K_\delta \) and \( D_\delta \) for mean and covariance matrix inference problems arising from linear processes. Remark 2.5 provides an upper bound for moments of sums of dependent random variables using Rosenblatt transforms. Proposition 2.1 shows that for Gaussian vectors we can have explicit upper bounds.

**Proposition 2.1.** Let \( Y_i \) be i.i.d. \( N(0, \Sigma) \) and \( \delta \geq 0 \). Then

\[
\mathbb{E} \left| |Y_1|^2 - f_1 \right|^{2+\delta} \leq c_\delta^{2+\delta}, \quad \tag{2.3}
\]

\[
\mathbb{E} \left| \frac{Y_1^T Y_2}{f} \right|^{2+\delta} \leq d_\delta^{2+\delta}, \quad \tag{2.4}
\]

where \( c_\delta = (1 + \delta)^{1/2} \| \xi^2 - 1 \|_{2+\delta} \), \( d_\delta = (1 + \delta)^{1/2} \| \xi \|_{2+\delta} \) and \( \xi \sim N(0, 1) \).

Based on (2.1) and (2.2), we have the following asymptotic result. Let \( \eta_i, i \in \mathbb{Z} \), be i.i.d. \( \chi_1^2 \) random variables. Consider the normalized version

\[
R_n = \frac{n|\bar{X}_n|^2 - f_1}{f}. \tag{2.5}
\]
Theorem 2.2. Assume that (2.1) and (2.2) hold with $0 < \delta \leq 1$. Then

$$\sup_t |\mathbb{P}(R_n \leq t) - \mathbb{P}(V \leq t)| = O(\psi_n^{-1/2}), \text{ where } V = \sum_{j=1}^{p} \frac{\lambda_j}{f}(\eta_j - 1).$$

Here $\psi_n$ is the solution to the equation $L_\delta(n, \psi) = \psi^{-1/2}$ with

$$L_\delta(n, \psi) = \psi^2\left(\frac{\hat{K}_0^2}{n} + \frac{\hat{K}_\delta}{n^{1/2}}\right) + \psi^q\left[\frac{\hat{K}_\delta^q}{n^{q-1}} + \frac{\mathbb{E}(X_1^T \Sigma X_1)^{q/2}}{n^{\delta/2} f^q} + \frac{\hat{D}_\delta^q}{n^{\delta}}\right],$$

where $q = 2 + \delta$, $\hat{K}_\delta = K_\delta + c_\delta$, $\hat{D}_\delta = D_\delta + d_\delta$, and $c_\delta$ and $d_\delta$ are given in Proposition 2.1. In particular, we have $\psi_n \to \infty$ if

$$\frac{\hat{K}_0^2}{n} + \frac{\hat{K}_\delta^q}{n^{q-1}} + \frac{\mathbb{E}(X_1^T \Sigma X_1)^{q/2}}{n^{\delta/2} f^q} + \frac{\hat{D}_\delta^q}{n^{\delta}} \to 0 \text{ as } n \to \infty.$$  (2.7)

Consequently the left hand side of (2.6) converges to 0.

Note that $\mathbb{E}(\eta_i - 1)^2 = 2$. By Lindeberg’s Central Limit Theorem,

$$V = \sum_{j=1}^{p} f^{-1} \lambda_j (\eta_j - 1) \Rightarrow N(0, 2)$$

holds if and only if $\lambda_1/f = \rho(\Sigma)/f \to 0$. In this case by Theorem 2.2, $R_n$ is also asymptotically $N(0, 2)$. In the previous literature, the primary focus is on the asymptotic normality of $X_n^T \bar{X}_n$ or its modified version; see for example Bai and Saranadasa [2], Srivastava [42], Chen and Qin [12]. As an exception, Katayama et al. [27] considered situations in which the CLT fails. If $\lambda_1/f$ does not converge to 0, $R_n$ may not have a Gaussian limit. When the dependence between entries of $X$ is strong, the asymptotic distribution of $R_n$ can be non-normal. For example, suppose $Y \sim N(0, \Sigma)$ and $\Sigma$ is Toeplitz with diagonal 1 and $\sigma_{j,k} \sim |k - j|^{-D}$ for some $0 < D < 1/2$ as $|k - j| \to \infty$. Then $(Y^T Y - f_1)/f \Rightarrow \sum_{j=1}^{\infty} c_j (\eta_j - 1)$, the Rosenblatt distribution, with $c_j \sim c_j^{D-1}$ as $j \to \infty$, and $c$ is a constant; see Veillette and Taqqu [44].
Remark 2.3. Since $X_1^T \Sigma X_1 = \mathbb{E}(X_1^T X_2 X_2^T X_1 | X_1)$, by Jensen’s inequality,
\[
\mathbb{E}(X_1^T \Sigma X_1)^{q/2} \leq \mathbb{E}(|X_1^T X_2 X_2^T X_1|^{q/2}) = \mathbb{E}(|X_1^T X_2|^{q}) = D_q^f.
\] (2.8)
So (2.7) follows from $\tilde{K}_0^2/n + \tilde{K}_0^q/n^{q-1} + \tilde{D}_q^2/n^{q/2} \to 0$ as $n \to \infty$. Namely if $n$ is sufficiently large such that $\tilde{K}_0^2 + \tilde{K}_0^{q/(q-1)} + \tilde{D}_q^{2q/\delta} = o(n)$, then the left
hand side of (2.6) holds with rate $\psi_n^{-1/2} \to 0$. □

Remark 2.4. If Conditions (2.1) and (2.2) hold with $K_\delta$ and $D_\delta$ bounded,
then we can choose $\psi_n \approx n^{\delta/(5+2\delta)}$ and the corresponding convergence rate
in (2.6) is $O(n^{-\delta/(10+4\delta)})$. □

Remark 2.5. Using the Rosenblatt transform ([36]), we can find measurable
functions $G_1, \ldots, G_p$ and i.i.d. standard uniform random variables $U_1, \ldots, U_p$ such that
$X_1$ and the random vector $(G_1(U_1), \ldots, G_p(U_p))^T$ are identically
distributed. Here $U_j = (U_1, \ldots, U_j)$. Following Wu [46], define the pre-
dictive dependence measure $\theta_{i,j,q} = \|P_i G_j^2(U_j)\|_q$, where $P_i \cdot = \mathbb{E}(\cdot|U_i) - \mathbb{E}(\cdot|U_{i-1})$ is the projection operator. Since $X_1^T X_1 - f_1 = \sum_{i=1}^p P_i X_1^T X_1 = \sum_{i=1}^p \sum_{j=i}^p P_i G_j^2(U_j)$, we have by Burkholder’s inequality (p. 396 in [15]) that
\[
\frac{\|X_1^T X_1 - f_1\|_q^2}{q-1} \leq \sum_{i=1}^p \|P_i X_1^T X_1\|_q^2 \leq \sum_{i=1}^p \left( \sum_{j=i}^p \theta_{i,j,q} \right)^2.
\]
A similar upper bound also holds for the $L^q$ norm $\|X_1^T X_2\|_q$. □

To estimate the quantity $|\mu|^2 = \mu^T \mu$ based on i.i.d. vectors $X_1, \ldots, X_n$
with $\mathbb{E}X_i = \mu$, besides the natural plug-in estimator $\bar{X}_n^T \bar{X}_n$, we can also use
the unbiased estimator $(n(n-1))^{-1} \sum_{i\neq j \leq n} X_i^T X_j$; see also Chen and Qin [12]. This leads to the following variant of (2.5):
\[
\tilde{R}_n = \frac{\sum_{i\neq j \leq n} X_i^T X_j}{(n-1)f}
\] (2.9)
Using the arguments in the proof of Theorem 2.2, without essential extra
difficulties, we have the Gaussian approximation result:
Corollary 2.6. Assume Condition (2.2) and $\mu = 0$. Further assume

\[ L_\delta^\dagger := \frac{\mathbb{E}(X_1^T \Sigma X_1)^{q/2}}{n^{q/2} f^q} + \frac{\tilde{D}_\delta^q}{n^\delta} \to 0. \tag{2.10} \]

Then $\psi_n := (L_\delta^\dagger)^{-1/(q+1/2)} \to \infty$ and, recall $V = \sum_{j=1}^p f^{-1} \lambda_j(n_j - 1)$,

\[ \sup_t |\mathbb{P}(\tilde{R}_n \leq t) - \mathbb{P}(V \leq t)| = O(\psi_n^{-1/2}) \to 0. \tag{2.11} \]

By (2.8), a simple sufficient condition for (2.10) is $D_\delta^q = o(n^{\delta/2})$. Then the rate in (2.11) becomes $D_\delta^q/(5+2\delta)n^{-\delta/(10+4\delta)}$. Notice that in Corollary 2.6 Condition (2.1) is not needed since $\tilde{R}_n$ does not involve the diagonal terms $X_i^T X_i$. Consequently the weaker moment condition $X_i \in \mathcal{L}_4^{+\delta}$ suffices. In comparison, (2.1) necessarily requires the stronger moment condition $X_i \in \mathcal{L}_4^{+2\delta}$. For linear processes, applying the results in Bai and Saranadasa [2], one can have a CLT for $\tilde{R}_n$ by assuming the existence of 4th moments, $p/n$ tends to a finite constant and $\rho(\Sigma)/f \to 0$. Since $\rho(\Sigma)^4 \leq f_4^4 \leq \rho(\Sigma)^2 f_4^2$, the latter condition is equivalent to $f_4^4/f_4^4 = o(1)$, which is also imposed in [12, 13]. In comparison, by (4.3) of Theorem 4.1, it suffices to impose a weaker $(2+\delta)$th moment condition, and our result (2.11) can allow non-Gaussian limiting distributions.

Remark 2.7. In general the condition $L_\delta^\dagger \to 0$ in (2.10) is not relaxable for the following result

\[ \sup_t |\mathbb{P}(\tilde{R}_n \leq t) - \mathbb{P}(V \leq t)| \to 0. \tag{2.12} \]

Let $\ell = p^\beta$, $\beta > 1/2$, and let $B_{ij}, i, j \in \mathbb{Z}$, be i.i.d. Bernoulli($\ell^{-1}$) random variables; let $X_{ij} = (\ell B_{ij} - 1)(\ell - 1)^{-1/2}$. Then $\mathbb{E}X_{ij} = 0$, $\mathbb{E}X_{ij}^2 = 1$, $\mathbb{E}|X_{ij}|^q \sim \ell^{q/2-1}$, $\Sigma = \text{Id}_p$ and $f^2 = p$. By Burkholder’s inequality, $\mathbb{E}|X_1^T X_2|^{q/2} \leq c_q \mathbb{E}\sum_{j=1}^p X_{1j}|^q$. By Rosenthal’s inequality ([37]), $\mathbb{E}\sum_{j=1}^p X_{1j}|^q \leq c_q(p\mathbb{E}|X_{11}|^q + p^{\beta/2})$ and $\mathbb{E}|X_1^T X_2|^q \leq c_q(p\mathbb{E}|X_{11}X_{21}|^q + p^{\beta/2})$. Then (2.10) requires that

\[ \ell = o(np^{1/2}), \text{ or } p^{\beta-1/2} = o(n). \tag{2.13} \]
We remark that Condition (2.13) is also necessary for (2.12). By (2.12),

\[
\frac{(n - 1)f \tilde{R}_n}{np^{1/2}} = \sum_{i=1}^p Q_i \Rightarrow N(0, 2), \quad \text{where} \quad Q_i = \sum_{i \neq j \leq n} X_{ii} X_{jj}.
\]  

(2.14)

By the Linderberg-Feller central limit theorem, (2.14) holds if and only if

\[
p \mathbb{E}\{[Q_1/(np^{1/2})]^2 1_{|Q_1| \geq \theta np^{1/2}}\} = \mathbb{E}\{n^{-2}Q_1^2 1_{|Q_1| \geq \theta np^{1/2}}\} \to 0
\]  

(2.15)

holds for every \( \theta > 0 \). Note that \( W := \sum_{i=1}^n B_{i1} \) is binomial \((n, \ell^{-1})\). If \( np^{1/2} = O(\ell) \),

\[
\text{then for all large } n, \text{ the event } \{|Q_1| < \theta np^{1/2}\} \text{ implies } \{W \leq 1\}, \text{ and}
\]

\[
\mathbb{E}\{n^{-2}Q_1^2 1_{|Q_1| < \theta np^{1/2}}\} \leq \mathbb{E}\{n^{-2}Q_1^2 1_{W \leq 1}\} \leq \frac{n^2}{\ell^2} + \frac{n}{\ell} \to 0,
\]  

(2.17)

by noting that \( \mathbb{E}\{n^{-2}Q_1^2 1_{W=0}\} \leq n^2 \ell^{-2} \text{ and } \mathbb{E}\{n^{-2}Q_1^2 1_{W=1}\} \leq n \ell^{-1} \). Clearly (2.17) violates (2.15) since \( n^{-2} \mathbb{E}Q_1^2 \to 2 \).

\[\square\]

**Remark 2.8.** A careful check of the proof of Theorem 2.2 indicates that the result therein still holds for independent, but not identically distributed random vectors \( X_i \) with mean 0, (same) covariance matrix \( \Sigma \): we need to replace the quantities \( K_\delta, D_\delta \) and \( \mathbb{E}(X_1^T \Sigma X_1)^{q/2} \) therein by \( K_{\delta,n} := \max_{i \leq n} \|X_i^T X_i - f_1\|_q/f, \ D_{\delta,n} := \max_{i \leq n} \|X_i^T X_i\|_q/f \) and \( \max_{i \leq n} \mathbb{E}(X_i^T \Sigma X_i)^{q/2} \), respectively.

\[\square\]

### 3 Re-sampling Calibration Procedures

To test the hypothesis \( H_0 : \mu = 0 \) (say) at level \( \alpha \in (0, 1) \) using Theorem 2.2, we need to compute the \((1 - \alpha)\)th quantile of the approximate distribution

\[
V = \sum_{j=1}^p f^{-1} \lambda_j (\eta_j - 1).
\]  

(3.1)

In practice, however, \( \Sigma \) and hence \( \lambda_j \) are not known. Section 3.1 proposes an approach based on estimated \( \lambda_j \). An alternative subsampling approach is given in Section 3.2 which avoids estimating eigenvalues.
3.1 A Plug-in Procedure and Normalized Consistency

As a natural way to approximate the distribution of $V$, one can replace $\lambda_j$’s in (3.1) by their estimates. Let $\tilde{\Sigma}$ be an estimate of $\Sigma$ based on the data $X_n = (X_1, \ldots, X_n)$; let $\tilde{\lambda}_1 \geq \ldots \geq \tilde{\lambda}_p \geq 0$ be the eigenvalues of $\tilde{\Sigma}$ and $\tilde{f} = (\sum_{j=1}^p \tilde{\lambda}_j)^{1/2}$. Let $\tilde{V} = \sum_{j=1}^p \tilde{f}^{-1}\tilde{\lambda}_j(\tilde{\eta}_j - 1)$, where $\tilde{\eta}_j$ are i.i.d. $\chi_1^2$ random variables that are independent of $X_n$. By Lemma 3.1, if

$$\max_{j \leq p} |f^{-1}\lambda_j - \tilde{f}^{-1}\tilde{\lambda}_j| \to 0 \text{ in probability},$$

(3.2)

then with probability converging to 1, we have

$$\sup_t |\mathbb{P}(V \leq t) - \mathbb{P}^*(\tilde{V} \leq t)| \to 0,$$

(3.3)

where $\mathbb{P}^*$ is the conditional probability given $X_n$. With (3.3), the distribution of $V$ can be approximated by that of $\tilde{V}$ via extensive simulations.

**Lemma 3.1.** Let $a_{p,1} \geq a_{p,2} \geq \ldots \geq a_{p,p} \geq 0$ and $b_{p,1} \geq b_{p,2} \geq \ldots \geq b_{p,p} \geq 0$ be two sequences of real numbers satisfying $\sum_{j=1}^p a_{p,j}^2 = \sum_{j=1}^p b_{p,j}^2 = 1$. Assume $\max_{j \leq p} |a_{p,j} - b_{p,j}| \to 0$. Let $\eta_j$ be i.i.d. $\chi_1^2$ random variables and $\eta'_j = \eta_j - 1$. Let $V_a = \sum_{j=1}^p a_{p,j}\eta'_j$ and $V_b = \sum_{j=1}^p b_{p,j}\eta'_j$. Then

$$\sup_x |\mathbb{P}(V_a \leq x) - \mathbb{P}(V_b \leq x)| = o(1).$$

(3.4)

Interestingly, there is a simple sufficient condition for (3.2). By Weyl’s theorem (Golub and Van Loan [22, Theorem 8.1.5]), (3.2) follows from

$$\rho(\tilde{\Sigma}/\tilde{f} - \Sigma/f) = o_p(1).$$

(3.5)

We say that an estimate $\tilde{\Sigma}$ of $\Sigma$ is *normalized consistent* if (3.5) holds. It is closely related to, but quite different from the classical definition of spectral norm consistency in the sense of

$$\rho(\tilde{\Sigma} - \Sigma) = o_p(1).$$

(3.6)
Normalized consistency does not generally imply the spectral norm consistency (3.6). For example, let \( n = p \) and \( X_i \) be i.i.d. standard \( N(0, \text{Id}_p) \) random vectors. By the random matrix theory, (3.6) does not hold for the sample covariance matrix \( \hat{\Sigma} = n^{-1} \sum_{i=1}^{n} X_i X_i^T \), which is not a consistent estimate of \( \Sigma = \text{Id}_p \); see Marčenko and Pastur [31], Wachter [45], Geman [21]. Indeed, the largest eigenvalue of \( \tilde{\Sigma} \) converges to 4, while the smallest one converges to 0. However the normalized consistency (3.5) holds since both \( \rho(\hat{\Sigma} / \hat{f}) = O_p(p^{-1/2}) \rightarrow 0 \). Without further conditions, the spectral norm consistency (3.6) does not imply the normalized consistency either. Proposition 3.2 relates these two types of convergence.

**Proposition 3.2.** For an estimate \( \tilde{\Sigma} \) of \( \Sigma \) with \( \tilde{f} = (\text{tr}(\tilde{\Sigma}^2))^{1/2} \), assume that \( \tilde{f} / f \rightarrow 1 \) in probability. Then the normalized consistency (3.5) holds if and only if \( \rho(\tilde{\Sigma} - \Sigma) = o_p(f) \).

Let \( \tilde{\Sigma} \) be a normalized consistent estimate of \( \Sigma \). Given \( \alpha \in (0,1) \), let \( \tilde{v}_{1-\alpha} \) be such that the conditional probability \( \mathbb{P}^*(\tilde{V} \leq \tilde{v}_{1-\alpha}) = 1 - \alpha \); cf (3.3). Then at level \( \alpha \) we reject the null hypothesis \( H_0 : \mu = 0 \) if the test statistic \( \hat{R}_n := (n|\bar{X}_n|^2 - \hat{f}_1)/\hat{f}^\dagger \) satisfies \( \hat{R}_n > \tilde{v}_{1-\alpha} \), where \( \hat{f}^\dagger \) is a ratio consistent estimate of \( f \), namely \( \hat{f}^\dagger / f - 1 = o_p(1) \); see Bai and Saranadasa [2], Chen and Qin [12], and \( \hat{f}_1 = (n - 1)^{-1} \sum_{i=1}^{n}(X_i - \bar{X}_n)^T(X_i - \bar{X}_n) \) is an unbiased estimate of \( f_1 \). Note that, interesting, the numerators of \( \hat{R}_n \) and \( \tilde{R}_n \) in (2.9) are equivalent in view of \( n|\bar{X}_n|^2 - \hat{f}_1 = (n - 1)^{-1} \sum_{i \neq j \leq n} X_i^T X_j \). It is easily seen that, if \( \mu \) satisfies \( n\mu^T \mu / f \rightarrow \infty \), then \( H_0 : \mu = 0 \) is rejected with probability going to 1.

Under certain structural assumptions such as bandedness and sparsity, various regularized procedures have been proposed so that the spectral norm consistency (3.6) holds; see Wu and Pourahmadi [47], Bickel and Levina [9, 8? ] among others. In our setting we do not make such structural assumptions, and therefore simply use the sample covariance matrix \( \hat{\Sigma} \). Its normalized consistency is dealt with in Theorem 3.3. It is interesting to study whether other covariance matrix estimates are normalized consistent.
Theorem 3.3. (i) Assume \( \mathbb{E}[(X_1^T X_1)^2] = o(n f^2) \). Then
\[
\mathbb{E}[\hat{\Sigma}/\hat{f} - \Sigma/f]^2_F = o(1),
\] (3.7)
which further implies the normalized consistency (3.5). (ii) Assume \( nf^2 = o\{\mathbb{E}[(X_1^T X_1)^2]\} \), (2.1) holds with \( K_2 = O(n^{3/4}) \), and
\[
\mathbb{E}[(X_1^T X_2)^4] = o\{\mathbb{E}^2[(X_1^T X_1)^2]\}. \tag{3.8}
\]
Then \( \rho(\hat{\Sigma}/\hat{f}) = o_p(1) \), and (3.5) holds if and only if \( \rho(\Sigma) = o(f) \).

Theorem 3.3(i) requires that \( n \) is big enough such that \( \mathbb{E}[(X_1^T X_1)^2]/f^2 = o(n) \), and the approximate distribution \( V \) in (3.1) may or may not be asymptotically normal. The latter condition trivially holds if the entries of \( X_1 \) are strongly dependent in the sense that \( f^2 = \sum_{j,k \leq p} \sigma_{j,k}^2 \approx p^2 \) and \( \max_{j \leq p} \|X_1j\|_4 \leq C \) for some constant \( C \). In this case \( \mathbb{E}[(X_1^T X_1)^2] \leq p^2 C^4 \) and the condition \( \mathbb{E}[(X_1^T X_1)^2]/f^2 = o(n) \) reduces to the natural one \( n \rightarrow \infty \). As a simple example, let \( X_{1j} = a_j Z + \xi_j \), where \( Z, \xi_1, \ldots, \xi_p \) are i.i.d. \( N(0, 1) \) and \( a_j \) are real coefficients. If \( \sum_{j=1}^p a_j^2 \approx p \), then \( \mathbb{E}[(X_1^T X_1)^2]/f^2 \approx 1 \) and the condition \( n \rightarrow \infty \) suffices. In this case \( \Sigma \) has \( p - 1 \) eigenvalues 1 and 1 eigenvalue \( 1 + \sum_{j=1}^p a_j^2 \), hence \( V \Rightarrow \chi^2_1 - 1 \). Under Case (ii) with smaller \( n \), however, normalized consistency of \( \hat{\Sigma} \) necessarily requires that \( \rho(\Sigma) = o(f) \).

Proposition 3.4 provides an expression for the quantity \( \mathbb{E}[(X_1^T X_2)^4] \) in (3.8). Its proof is routine and the details are omitted.

Proposition 3.4. We have the cumulants expression
\[
\mathbb{E}[(X_1^T X_2)^4] = 3f^4 + 6f_4^4 + 6 \sum_{1 \leq j,k,m,q \leq p} \text{cum}(X_{1j}, X_{1k}, X_{1m}, X_{1q}) \sigma_{km} \sigma_{qj} + \sum_{1 \leq j,k,m,q \leq p} \text{cum}(X_{1j}, X_{1k}, X_{1m}, X_{1q})^2.
\]

3.2 A Subsampling Procedure

Let \( m = m_n \in \mathbb{N} \) be such that \( m \rightarrow \infty \) and \( m = o(n) \); let the index set \( B_j = \{l \in \mathbb{Z} : (j - 1)m < l \leq jm\} \), \( j = 1, \ldots, L \), where \( L = \lceil n/m \rceil \).
and $\lfloor u \rfloor = \max\{k \in \mathbb{Z} : k \leq u\}$. For a set $B \subset \{1, \ldots, n\}$, let $|B|$ be its cardinality. Define the empirical subsampling distribution function

$$
\hat{F}(t) = \frac{1}{L} \sum_{j=1}^{L} 1_{m|X_{B_j} - \bar{X}|_2^2 \leq t(1-m/n)}, \quad \text{where } \bar{X}_B = \frac{\sum_{b \in B} X_b}{|B|}.
$$

(3.9)

As a slightly different version, let $A_1, \ldots, A_J$ be i.i.d. uniformly sampled from the class $\mathcal{A} := \{A : A \subset \{1, \ldots, n\}, |A| = m\}$. Assume that the sampling process $(A_j)_{j \geq 1}$ and $(X_i)_{i \geq 1}$ are independent. Define

$$
\hat{F}(t) = \frac{1}{J} \sum_{j=1}^{J} 1_{m|X_{A_j} - \bar{X}|_2^2 \leq t(1-m/n)}.
$$

(3.10)

Theorem 3.5. Let $0 < \delta \leq 1$. Assume (2.1), (2.2), $m \to \infty$, $m = o(n)$, and (2.7) holds with $n$ therein replaced by $m$. Then (i)

$$
\sup_t |\hat{F}(t) - \mathbb{P}(n|\bar{X} - \mu|_2^2 \leq t)| \to 0 \text{ in probability.}
$$

(3.11)

(ii) If $J \to \infty$, then the convergence (3.11) also holds for $\hat{F}(t)$.

Proof of Theorem 3.5. (i) Assume without loss of generality that $\mu = 0$. For a set $B \subset \{1, \ldots, n\}$ define $W_B^\circ = (|B||\bar{X}_B|_2^2 - f_1)/f$ and $W_B = ||B||\bar{X}_B - \bar{X}|_2^2/(1 - |B|/n) - f_1)/f$. Using the identity $n\bar{X} = |B|\bar{X}_B + (n - |B|)\bar{X}_{B^c}$, where $B^c = \{1, \ldots, n\} - B$, we have by elementary manipulations that

$$
W_B = \frac{n - |B|}{n} W_B^\circ + \frac{|B|}{n} W_{B^c}^\circ - 2|B| \frac{n - |B|}{n} \frac{\bar{X}_B^T \bar{X}_{B^c}}{f}.
$$

(3.12)

Then for any $\theta > 0$, we have by the triangle inequality that

$$
\mathbb{P}(W_{B_j}^\circ \leq \frac{t - \theta}{1-m/n}) - \tau \leq \mathbb{P}(W_{B_j} \leq t) \leq \mathbb{P}(W_{B_j}^\circ \leq \frac{t + \theta}{1-m/n}) + \tau,
$$

(3.13)
where \( \tau = \mathbb{P}(|R_j| \geq \theta) \), \( R_j = (m/n)W_{B_j} - 2m(1-m/n)^{-1}f^{-1}X_{B_j}B_{c_j} \). Note that \( \mathbb{E}|X_{B_j}B_{c_j}|^2 = f^2/(m(n-m)) \). Since \( m = o(n) \), by Theorem 2.2, we have \( R_j = o_{\mathbb{P}}(1) \) and \( \tau \to 0 \). Hence by Theorem 2.2, Lemma 7.2 and (3.13),

\[
\mathbb{P}(W_{B_j} \leq t) - \mathbb{P}(W_{B_j}^0 \leq t) \to 0. \tag{3.14}
\]

A similar argument implies that, for \( j \neq j' \), the joint probability

\[
\mathbb{P}(W_{B_j} \leq t, W_{B_j'} \leq t) - \mathbb{P}(W_{B_j}^0 \leq t, W_{B_j'}^0 \leq t) \to 0. \tag{3.15}
\]

Therefore, by Theorem 2.2, we have

\[
\mathbb{E}\left|\hat{F}(t) - \mathbb{P}(V \leq t)\right|^2 \to 0,
\]

which implies the uniform version (3.11) via the standard Glivenko–Cantelli argument in view of the continuity result Lemma 7.2.

We now prove (ii). Following the argument in (i), it suffices to show that

\[
\mathbb{E}\left|\mathbb{P}(W_{A_j}^0 \leq t, W_{A_j'}^0 \leq t) - \mathbb{P}^2(V \leq t)\right| \to 0. \tag{3.16}
\]

For sets \( A, A' \in \mathcal{A} \), let \( A \cap A' = D_1 \), \( A - D_1 = D_2 \) and \( A' - D_1 = D_3 \). Then

\[
W_{A_j}^0 = (1-k/m)W_{D_2}^0 + (k/m)W_{D_1}^0 + 2k(1-k/m)X_{D_1}^T X_{D_2} / f,
\]

where \( k = |D_1| \). A similar expression exists for \( W_{A_j'}^0 \). Choose a sequence \( \rho_n \to 0 \) with \( m/n = o(\rho_n) \). If \( k \leq m\rho_n \), similarly as in part (i), we have \( |\mathbb{P}(W_{A_j}^0 \leq t, W_{A_j'}^0 \leq t) - \mathbb{P}(W_{D_2}^0 \leq t, W_{D_3}^0 \leq t)| \to 0 \) and \( |\mathbb{P}(W_{D_2}^0 \leq t) - \mathbb{P}(V \leq t)| \to 0 \). Note that \( \mathbb{E}|A_j \cap A_{j'}| \leq m^2/n \). Then \( \mathbb{P}(|A_j \cap A_{j'}| \geq m\rho_n) \leq m/(n\rho_n) \to 0 \). Then (3.16) follows by conditioning on \( |A_j \cap A_{j'}| \leq m\rho_n \).

4 Applications to Linear Processes

In this section we shall apply our main result to the linear process

\[
X_i = A\xi_i = A(\xi_{i1}, \ldots, \xi_{ip})^T, \tag{4.1}
\]

where \( \xi_{ij}, i, j \in \mathbb{Z} \), are i.i.d. random variables with mean 0 and variance 1 and \( A \) is a coefficient matrix. The linear form (4.1) is natural and rich. Similar
forms were also used in [2, 12], among others. Proposition 4.1 generalizes Proposition 2.1 and it concerns conditions (2.1) and (2.2) where $X_i$ is of form (4.1).

**Proposition 4.1.** Assume (4.1) and that $\|\xi_1\|_{4+2\delta} < \infty$ for some $\delta > 0$. Let $\bar{D}_\delta = (1 + \delta) \|\xi_1\|_{2+\delta}^2$ and $\bar{K}_\delta = 2\|\xi_1^2\|_{2+\delta}$. Then

$$E \left| \frac{X^T_1 X_1 - f_1}{f} \right|^{2+\delta} \leq \bar{K}_\delta^{2+\delta},$$  \hspace{1cm} (4.2)

$$E \left| \frac{X^T_1 X_2}{f} \right|^{2+\delta} \leq \bar{D}_\delta^{2+\delta}. \hspace{1cm} (4.3)$$

**Proof of Proposition 4.1.** Let $q = 2 + \delta$. Since $\xi$ has covariance matrix $\text{Id}_p$, $\Sigma = AA^T$. Denote $(b_{jk})_{j,k} = B = A^T A$. Write $\xi_1 = (\xi_1, \ldots, \xi_p)^T$ and $\xi_2 = (\zeta_1, \ldots, \zeta_p)^T$. By Burkholder’s inequality, (4.3) follows from

$$\|X^T_1 X_2\|_q^2 = \left\| \sum_{j=1}^p \xi_j \sum_{k=1}^p b_{jk} \zeta_k \right\|_q^2 \leq (q - 1) \sum_{j=1}^p \|\xi_j\|_q^2 \left\| \sum_{k=1}^p b_{jk} \zeta_k \right\|_q^2 \leq (q - 1)^2 \|\xi_1\|_q^2 \sum_{j=1}^p \sum_{k=1}^p b_{jk}^2 \|\zeta_k\|_q^2 = (q - 1)^2 \|\xi_1\|_q^4 f^2. \hspace{1cm} (4.4)$$

Since $\xi_j \sum_{k<j} b_{jk} \xi_k$ are martingale differences, we similarly have

$$\|X^T X - f_1\|_q^2 \leq 2\left\| \sum_{j=1}^p b_{jj} (\xi_j^2 - 1) \right\|_q^2 + 2\left\| \sum_{j \neq k} b_{jk} \xi_j \xi_k \right\|_q^2 \leq 2(q - 1) \|\xi_1^2 - 1\|_q^2 \sum_{j=1}^p b_{jj}^2 + (q - 1)^2 \|\xi_1\|_q^4 \sum_{k<j} b_{jk}^2 \leq 4q^2 \|\xi_1^2\|_q^2 f^2, \hspace{1cm} (4.5)$$

which implies (4.2). \qed
We remark that (4.3) actually holds under the weaker moment condition $\xi_i \in L^{2+\delta}$. Proposition 4.1 implies that the Gaussian approximation (2.6) of Theorem 2.2 holds with convergence rate $O(n^{-\delta/(10+4\delta)})$ for linear processes.

5 Inference of Covariance Matrices

In this section we shall apply our results to test hypotheses on covariance matrices. The latter problem has been extensively studied in the literature. Earlier papers focus on lower-dimensional case; see Anderson [1], Roy [38], Nagao [32], John [24]. The traditional likelihood ratio test can fail in the high-dimensional setting (cf. Bai et al. [4]). Under the assumption that $p/n$ is bounded, or $p = O(n)$, Bai et al. [4], Schott [40], Srivastava [41] considered test of identity, sphericity, and diagonal covariance matrices. Recently, Chen et al. [13] proposed test statistics for sphericity and identity, and proved the normality with no condition on $p/n$, with $f_4 = o(f)$. Qiu and Chen [35] considered testing whether a covariance matrix is banded. Zhang et al. [50] applied the empirical likelihood ratio test. Other contributions can be found in Cai and Ma [11], Onatski et al. [33], Birke and Dette [10], Fisher et al. [20], Jiang et al. [23], Ledoit and Wolf [29]. In many of those papers it is assumed that $X_1$ is Gaussian.

Given the data $X_1, \ldots, X_n$, which are i.i.d. with mean 0 and covariance matrix $\Sigma$, we test the null hypothesis $H_0 : \Sigma = \Sigma_0 = (\sigma_{0,jk})_{j,k \leq p}$. Let $\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} X_i X_i^T$ be the sample covariance matrix. Xiao and Wu [48] considered the $L^\infty$ test statistic $\max_{j,k \leq p} |\hat{\sigma}_{jk} - \sigma_{0,jk}|$. The latter test is not powerful if the alternative hypothesis consists of many small but non-zero covariances. Here we shall study the test statistic

$$T_n = \sum_{j,k=1}^{p} (\hat{\sigma}_{jk} - \sigma_{0,jk})^2.$$  \hspace{1cm} (5.1)

We reject $H_0$ if $T_n$ exceeds certain cutoff values. The problem of deriving asymptotic distribution of $T_n$ has been open. In many of earlier papers it
is assumed that $\Sigma_0$ has special structures such as being diagonal or spheric and/or $X_i$ is Gaussian or has independent entries. Here we shall obtain an asymptotic theory for $T_n$ for linear processes of form (4.1).

We shall apply Theorem 2.2. For $u = (u_1, \ldots, u_p)^T$, let

$$W(u) = \begin{pmatrix} u_1^2 - \sigma_{11} \\ u_1 u_2 - \sigma_{12} \\ \vdots \\ u_1 u_p - \sigma_{1p} \\ u_2 u_1 - \sigma_{12} \\ \vdots \\ u_p^2 - \sigma_{pp} \end{pmatrix}$$

(5.2)

be a $p^2$-dimensional vector. Let $W_i = W(X_i)$ and $\bar{W}_n = \sum_{i=1}^{n} W_i/n$. Then $T_n = \bar{W}_n^T \bar{W}_n$. Let $\mathcal{I} = \{(i, j), 1 \leq i, j \leq p\}$; let the random vector $U = (U_1, \ldots, U_p)^T$ be identically distributed as $X_i$. Then the covariance matrix

$$\Gamma = (\gamma_{a,a'}), a,a' \in \mathcal{I}$$

for $W = W(U)$ is $p^2 \times p^2$ with entries

$$\gamma_{(i,j),(k,l)} = E((U_i U_j - \sigma_{ij})(U_k U_l - \sigma_{kl}))$$

$$= E(U_i U_j U_k U_l) - \sigma_{ij} \sigma_{kl}$$

$$= \text{cum}(U_i, U_j, U_k, U_l) + \sigma_{ik} \sigma_{jl} + \sigma_{il} \sigma_{jk}.$$  

Let $U^*$ and $U$ be i.i.d. and $W^* = W(U^*)$. Observe that

$$W^T W = (U^T U)^2 - 2U^T \Sigma U + f^2,$$

$$W^T W^* = (U^T U^*)^2 - U^T U^* + f^2.$$  

(5.3)

In the sequel we shall deal with conditions (2.1) and (2.2) for the process $W_i = W(X_i)$ for $X_i$ satisfying (4.1). Lemma 5.1 provides a lower bound for $f^2_W = \text{tr}(\Gamma^2) = |\text{E}(WW^T)|_F^2$, and Theorem 5.2 leads to a bound for the quantities $K_\delta$ and $D_\delta$ for the $W$ vector.

**Lemma 5.1.** Let $\nu = \text{Var}(\xi_1^2)$. For $(X_i)$ in (4.1), we have

$$f^2_W := \sum_{a,b \in \mathcal{I}} \gamma_{ab}^2 = \text{tr}(\Gamma^2) \geq \min(2, \nu^2/2) f^4.$$  

(5.4)
To apply Theorem 2.2 on the random vectors $W = W(X)$; see (5.2), we will need to find bounds $K^W_\delta$ and $D^W_\delta$ so that

\[
\mathbb{E} \left| \frac{W}{f_W} \right|^2 - \text{tr} \left[ \mathbb{E} \left( WW^T \right) \right] \leq (K^W_\delta)^{2+\delta},
\]

(5.5)

\[
\mathbb{E} \left| \frac{W^T W_*}{f_W} \right|^2 \leq (D^W_\delta)^{2+\delta}.
\]

(5.6)

By Lemma 5.1 and Theorem 5.2 below, if $\xi_i$’s are not Bernoulli(1/2), we can have explicit bounds for $K^W_\delta$ and $D^W_\delta$.

**Theorem 5.2.** Let $W_i = W(A\xi_i)$. Suppose $\|\xi_1\|_{4q} < \infty$, where $q = 2 + \delta$ and $\delta > 0$. Let $\bar{C}_\delta = 2(4q\|\xi_1\|_{2q})^{2q}$ and $\bar{D}_\delta = (4q)^q \|\xi_1\|_{2q}^{2q} + (2q)^{2q} \|\xi_1\|_{4q}^{2q}$. Then

\[
\mathbb{E} \left| \frac{W_1}{f_W} \right|^2 - \text{tr} \left[ \mathbb{E} \left( W_1 W_1^T \right) \right] \leq \bar{C}_\delta (f_1 f)^{2+\delta},
\]

(5.7)

\[
\mathbb{E} \left| \frac{W_1^T W_2}{f_W} \right|^2 \leq \bar{D}_\delta f^{4+2\delta}.
\]

(5.8)

Thus if $\nu > 0$, let $\theta = \min(2, \nu)/\sqrt{2}$, then (5.5) and (5.6) hold with $K^W_\delta = (\bar{C}_\delta/\theta)^{1/q} f_1 f$ and $D^W_\delta = \bar{D}_\delta/\theta$, respectively.

**Remark 5.3.** A careful check of the proof of Theorem 5.2 indicates that (5.8) holds under the milder moment condition $\xi_i \in \mathcal{L}^{4+2\delta}$. Instead of using $T_n$ in (5.1), in view of (2.9) we introduce the following quantity

\[
\tilde{T}_n = \frac{1}{n(n-1)} \sum_{i \neq i'} \sum_{j,k \leq p} (X_{ij}X_{ik} - \sigma_{jk})(X_{i'j}X_{i'k} - \sigma_{jk})
\]

(5.9)

By (2.11), under $\xi_i \in \mathcal{L}^{4+2\delta}$, we have

\[
\sup_t \left| \mathbb{P}(n\tilde{T}_n \leq f_W t) - \mathbb{P} \left( \sum_{a \in A} \frac{\theta_a}{f_W} (\eta_a - 1) \leq t \right) \right| = O(n^{-\delta/(10+4\delta)}),
\]

where $\theta_a$ are eigenvalues of $\Gamma$ and $\eta_a$ are i.i.d. $\chi^2_1$. Chen et al. [13] consider testing the hypothesis $H_0 : \Sigma = \text{Id}_p$ vs $H_1 : \Sigma \neq \text{Id}_p$. They obtained a central limit theorem for a test statistic closely related to $\tilde{T}_n$ under the stronger
moment assumption that $\eta_i$ has finite 8th moment and $f_{i}\rightarrow f$. Our results relaxes the moment condition and can lead to a non-central limit theorem in that the asymptotic distribution may not be Gaussian. Additionally we have the rate of convergence of the approximate distribution.

6 A simulation study

In this section we will provide a simulation study for the finite sample performances of the invariance principle Theorem 2.2, the plug-in and the subsampling procedures described in Sections 3.1 and 3.2, respectively. We consider the following two data generating models.

Model 1 (Linear Process): Let $\xi_{i,k}, i, k \in \mathbb{Z}$ are i.i.d. Student $t_5$; let

$$X_{i,j} = \sum_{k=0}^{\infty} (k + 1)^{-\beta} \xi_{i,j-k}, \text{ where } \beta > 1/2. \quad (6.1)$$

If $\beta < 1$, then the process $(X_{i,j})_j$ is long memory, thus having strong cross-sectional dependence. In our simulations we choose $p = 200$ and $n = 50, 200$ and truncate the sum in (6.1) to $\sum_{k=0}^{2000}$, and choose two levels of $\beta$: $\beta = 2$ and $\beta = 0.6$, which correspond to short and long memory, respectively.

Model 2 (Factor Model): Let

$$X_{i,j} = \sqrt{4 + U_i^2} \xi_{i,j} + a(2Z_i + Z_i^2 - 1), \quad 1 \leq i \leq n, 1 \leq j \leq p, \quad (6.2)$$

where $U_i \sim Uniform[-1, 1]$, $\xi_{i,j}, Z_i \sim N(0, 1)$ and they are all independent. We consider two cases: $a = 0.05$ and $a = 0.5$, which imply weak and strong factors, respectively. We also let $p = 200$ and $n = 50, 200$.

We shall use QQ plots to measure the closeness of the approximations. Recall (2.6) for $V$. Figures 1(a)-4(a) show the QQ plots of the distributions of $R_n$ and $V$. In the literature majority of papers deal with central limit theorems for $R_n$. The normal QQ plots in Figures 1(b)-4(b) indicate that the Gaussian approximation of $R_n$ can be quite bad if the cross-sectional dependence (among entries of $X_1$) is strong, see for example Model 1 with
\( \beta = 0.6 \) and Model 2 with \( a = 0.5 \). In Figures 1(c)-4(c), we make QQ plots for \( \hat{V} \) vs \( \hat{R}_n \). Here \( \hat{V} = \sum_{j=1}^{p} \hat{f}^{-1} \hat{\lambda}_j (\eta'_j - 1) \), where \( \eta'_j \) are i.i.d. \( \chi^2_1 \) random variables that are independent of \( X_n \) and \( \hat{\lambda}_j \) are eigenvalues of the sample covariance matrix \( \hat{\Sigma} = (n - 1)^{-1} \sum_{i=1}^{n} (X_i - \bar{X}_n)(X_i - \bar{X}_n)^T \), and \( \hat{R}_n = (n|\bar{X}_n|_2^2 - \hat{f}_1)/f^1 \), where \( \hat{f}_1 = \text{tr}(\hat{\Sigma}) \), and \( f^1 = [\text{tr}(\hat{\Sigma}^2) - \hat{f}_1^2/n]^{1/2} \); see [2]. To obtain (c), the following steps are repeated for \( N = 100 \) times: in each realization, data is generated according to the above models. Then given \( \hat{\Sigma} \), we obtain \( K = 100 \) realizations of \( \hat{V} \) by generating 100 i.i.d. \( \chi^2_1 \) r.v. \( \eta'_j \). Figures 1(c)-4(c) suggest that, for the plug-in procedure, larger \( n \) leads to better approximations. Figures 1(d)-4(d) show the subsampling procedure (cf. Theorem 3.5(ii)). As in (c), we perform in (d) the QQ plots of \( N = 100 \) repetitions of \( n|\bar{X}_n|_2^2 \) and the subsample values \( m(1 - m/n)^{-1}|\bar{X}_{A_j} - \bar{X}|_2^2 \) with \( J = 100 \) and \( m = \lfloor n/\log n \rfloor \). The subsampling distribution provides an excellent approximation of the distribution of \( n|\bar{X}_n|_2^2 \). For the subsampling approach one needs to choose an \( m \). In our simulation study for other models (not reported here) with bounded \( K_\delta \) and \( D_\delta \), the rule-of-thumb choice \( m = \lfloor n/\log n \rfloor \) can often have a satisfactory performance. We leave it as a future problem on designing a data-driven choice of \( m \).

7 Proof

Proof of Proposition 2.1. Note that \( \boldsymbol{\xi} = \Lambda^{-1/2}Q^TY_1 \sim N(0, \text{Id}_p) \). Then \( Y_1^TY_1 = \sum_{j=1}^{p} \lambda_j \xi_j^2 \), where \( \xi_j \) are entries of \( \boldsymbol{\xi} \) and are i.i.d. \( N(0, 1) \). Let \( q = 2 + \delta \). By Burkholder’s inequality (Chow and Teicher [15]),

\[
\|Y^TY - f_1\|_q^2 \leq (q - 1) \sum_{j=1}^{p} \lambda_j^2 \|\xi_j^2 - 1\|_q^2.
\]

Then (2.3) holds. Let \( \boldsymbol{\zeta} = \Lambda^{-1/2}Q^TY_2 \). Then \( Y_1^TY_2 = \sum_{j=1}^{p} \lambda_j \xi_j \zeta_j \) and (2.4) similarly follows. \( \square \)
Figure 1: Model 1 with $\beta = 2$. (a) QQ-plot of $V$ v.s. $R_n$ (cf. Theorem 2.2); (b) QQ-normal plot of $R_n$; (c) QQ-plot of $\hat{V}$ v.s. $\hat{R}_n$; (d) QQ-plot of the subsampling distribution v.s. $n|\bar{X}|_2^2$ (cf. Theorem 3.5(ii)). Red: $n = 200$; black: $n = 50$. 
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Figure 2: Model 1 with $\beta = 0.6$. See Figure 1 for the caption.
Figure 3: Model 2 with $a = 0.05$. See Figure 1 for the caption.
Figure 4: Model 2 with $a = 0.5$. See Figure 1 for the caption.
In Lemma 7.1 and in the proof of Theorem 2.2, we define
\[ g_0(u) = (1 - \min(1, \max(u, 0)))^4. \] (7.1)
Any non-increasing function \( g_0(\cdot) \) with \( g_0(\cdot) \in \mathbb{C}^3, \ g_0(u) = 1 \) if \( u \leq 0 \), and \( g_0(u) = 0 \) if \( u \geq 1 \), will meet our requirements. To make the calculations explicit, we can choose \( g_0 \) in the form of (7.1). Then
\[ g_* = \max_u [|g_0'(u)| + |g_0''(u)| + |g_0'''(u)|] < \infty. \] (7.2)

Proof of Theorem 2.2. Let \( Y_i \in \mathbb{R}^p \) be i.i.d. \( N(0, \Sigma) \) random vectors and \( Y = \sum_{i=1}^p Y_i/n \). Then \( \sum_{j=1}^p \lambda_j n \) and \( n|\bar{Y}_n|^2 \) are identically distributed. Note that \( f_1 = \sum_{j=1}^p \lambda_j \). Hence, to show (2.6), since \( L_\delta(n, \psi) \) is increasing in \( \psi \), it suffices to prove the following relation holds for every \( \psi \):
\[ \sup_{t} |\mathbb{P}(R_n \leq t) - \mathbb{P}(R_n^* \leq t)| = O(L_\delta(n, \psi) + \psi^{-1/2}), \] (7.3)
where \( R_n^* \) is the Gaussian version of \( R_n \) in (2.5):
\[ R_n^* = \frac{n|\bar{Y}_n|^2 - f_1}{f}. \] (7.4)

Recall (7.1) for \( g_0 \). We first approximate the indicator function \( h(x) = \mathbb{I}\{x \leq t\} \) the \( \mathbb{C}^3 \) function \( g_{\psi,t}(x) = g_0(\psi(x-t)) \) for \( t \) fixed. By (7.2),
\[ \mathbb{I}\{x \leq t\} \leq g_{\psi,t}(x) \leq \mathbb{I}\{x \leq t + \psi^{-1}\}, \]
\[ \sup_{x,t} |g'_{\psi,t}(x)| \leq g_* \psi, \sup_{x,t} |g''_{\psi,t}(x)| \leq g_* \psi^2, \sup_{x,t} |g'''_{\psi,t}(x)| \leq g_* \psi^3. \]
Then \( \mathbb{P}(R_n \leq t) \leq \mathbb{E}g_{\psi,t}(R_n) \). By Lemma 7.1,
\[ \mathbb{E}g_{\psi,t}(R_n) \leq \mathbb{E}g_{\psi,t}(R_n^*) + CL_\delta(n, \psi) \leq \mathbb{P}(R_n^* \leq t + \psi^{-1}) + CL_\delta(n, \psi). \] (7.5)
The reverse direction is similar: by applying Lemma 7.1 again, we have
\[ \mathbb{P}(R_n \leq t) \geq \mathbb{P}(R_n^* \leq t - \psi^{-1}) - CL_\delta(n, \psi). \] (7.6)
By (7.5), (7.6) and (7.12) in Lemma 7.2, we have (7.3). \( \square \)
Lemma 7.1. Assume (2.1) and (2.2). Let $\tilde{K}_\delta$ and $\tilde{D}_\delta$ be specified as in Theorem 2.2. Let $g_{\psi,t}(x) = g_0(\psi(x-t))$, where $g_0(\cdot)$ is given by (7.1). Recall (7.4) for $R_n$ and $R_n^\circ$. Then we have

$$\sup_t |E g_{\psi,t}(R_n) - E g_{\psi,t}(R_n^\circ)| = O[L_\delta(n,\psi)].$$

(7.7)

Proof of Lemma 7.1. Let

$$H_i = \sum_{j=1}^{i-1} X_j + \sum_{j=i+1}^n Y_j$$

and

$$L_i = \frac{H_i^T H_i - (n - 1) f_1}{nf},$$

$$\Delta_i = \frac{2H_i^T X_i + X_i^T X_i - f_1}{nf},$$

$$\Gamma_i = \frac{2H_i^T Y_i + Y_i^T Y_i - f_1}{nf}.$$

Note that $H_i$ is independent of $X_i$ and $Y_i$. Let

$$I = g'_{\psi,t}(L_i)(\Delta_i - \Gamma_i),$$

$$II = \frac{1}{2} g''_{\psi,t}(L_i)(\Delta_i^2 - \Gamma_i^2),$$

$$III = [g_{\psi,t}(L_i + \Delta_i) - g_{\psi,t}(L_i + \Gamma_i)] - I - II.$$

Note that $X_i$ and $Y_i$ both have mean 0 and covariance matrix $\Sigma$. Then

$$EI = E \mathbb{E} [g'_{\psi,t}(L_i)(\Delta_i - \Gamma_i) | X_i, Y_i]$$

$$= \frac{1}{nf} E \mathbb{E} [2(X_i^T - Y_i^T)E(g'_{\psi,t}(L_i)H_i) + (X_i^T X_i - Y_i^T Y_i)E(g'_{\psi,t}(L_i))] = 0.$$

For II, by (7.2), $|g''_{\psi,t}(u)| \leq g_* \psi^2$. Then for $C_1 = g_* / 2$,

$$|EII| = \frac{1}{2} \mathbb{E} |g''_{\psi,t}(L_i)(\Delta_i^2 - \Gamma_i^2)|$$

$$= \frac{1}{2} \mathbb{E} \left[ g''_{\psi,t}(L_i) \mathbb{E} \left( \Delta_i^2 - \Gamma_i^2 \mid H_i \right) \right]$$

$$\leq C_1 \psi^2 \mathbb{E} \left[ \mathbb{E} \left( \Delta_i^2 - \Gamma_i^2 \mid H_i \right) \right].$$

27
The term $n^2 f^2 \mathbb{E}\left( \Delta_i^2 - \Gamma_i^2 \right| H_i)$ can be decomposed into

$$4 \mathbb{E}\left[ H_i^T X_i X_i^T H_i - H_i^T Y_i Y_i^T H_i \right] + \mathbb{E}\left[ (X_i^T X_i - f_1)^2 - (Y_i^T Y_i - f_1)^2 \right]$$

$$+ 4 \mathbb{E}\left[ H_i^T X_i (X_i^T X_i - f_1) - H_i^T (Y_i^T Y_i - f_1) \right| H_i],$$

where $\mathbb{E}\left( H_i^T X_i X_i^T H_i - H_i^T Y_i Y_i^T H_i \right| H_i) = 0$. By (2.1),

$$\mathbb{E}\left| (X_i^T X_i - f_1)^2 - (Y_i^T Y_i - f_1)^2 \right| \leq f^2 (K_0^2 + c_0^2) \leq f^2 \tilde{K}_0^2.$$

Since $Y_i$ is Gaussian, $\mathbb{E}\left[ H_i^T Y_i (Y_i^T Y_i - f_1) \right| H_i] = 0$. By the Cauchy-Schwarz inequality and (2.1), since $\|H_i^T X_i\|^2 = (n-1) \text{tr}(\Sigma^2) = (n-1) f^2$,

$$\mathbb{E}\left( \mathbb{E}\left( \Delta_i^2 - \Gamma_i^2 \right| H_i) \right) \leq \frac{\tilde{K}_0^2}{n^2} + \frac{\mathbb{E}[H_i^T X_i (X_i^T X_i - f_1) \right| H_i]^{2}}{n^2 f^2}$$

$$\leq \frac{\tilde{K}_0^2}{n^2} + \frac{\|H_i^T X_i\||X_i^T X_i - f_1|}{n^2 f^2}$$

$$\leq \frac{\tilde{K}_0^2}{n^2} + \frac{K_0}{n^{3/2}}.$$

So

$$|\mathbb{E} I| \leq C \psi^2 (n^{-2} \tilde{K}_0^2 + n^{-3/2} \tilde{K}_0). \quad (7.8)$$

Since $0 \leq g(t) \leq 1$ for all $t$, and $|g_{\psi,t}(u)| \leq g_r \psi^3$. We have that

$$\mathbb{E} \left| I \right| \leq \mathbb{E} \min \left\{ 1 + |I| + |II|, g_r \psi^3 (|\Delta_i|^3 + |\Gamma_i|^3) \right\}$$

$$\leq C \mathbb{E} \min \left\{ 1 + \psi(|\Delta_i| + |\Gamma_i|) + \psi^2(|\Delta_i|^2 + |\Gamma_i|^2), \psi^3(|\Delta_i|^3 + |\Gamma_i|^3) \right\}$$

$$\leq C \psi^q \left( \mathbb{E} |\Delta_i|^q + \mathbb{E} |\Gamma_i|^q \right),$$

where $q = 2 + \delta$. Let $x \in \mathbb{R}^p$ be a fixed vector. By Rosenthal's inequality,

$$\mathbb{E} |H_i x|^q \leq c_q [m \|X_i^T x\|^q + (n - m) \|X_n^T x\|^q + n^{q/2} (x^T \Sigma x)^{q/2}], \quad (7.9)$$

where $c_q$ and $c_{q,1}, \ldots$ hereafter are constants only depend on $q$ and they may take different values at different appearances. Note that $Y_n^T x \sim N(0, x^T \Sigma x)$. Let $c_{q,1} = \|\xi_1\|^q, \xi_1 \sim N(0, 1)$. Then $\mathbb{E} |Y_n^T x|^q = c_{q,1} (x^T \Sigma x)^{q/2}$ and

$$\|H_i^T X_i\|^q \leq c_q (m \|X_i^T x\|^q + n^{q/2} \mathbb{E}(X_i^T \Sigma X_i)^{q/2}) \quad (7.10)$$
Hence by (2.2) and (2.4), we have

$$
\mathbb{E}\left|\Delta_i\right|^q \leq C \frac{\mathbb{E}|H_i^T X_i|^q + \mathbb{E}|X_i^T X_i - f_1|^q}{n^q f^q} \\
\leq C \frac{nD_i^q f^q + n^{q/2} \mathbb{E}(X_i^T X_i)^{q/2} + K_i^q f^q}{n^q f^q}.
$$

(7.11)

By (7.9),\( ||H_i^T Y_i||_q^q \leq c_q(n \mathbb{E}(X_i^T \Sigma X_i)^{q/2} + n^{-q/2})\), which implies that \( \mathbb{E}|\Gamma_i|^q \leq c_q(n \mathbb{E}(X_i^T \Sigma X_i)^{q/2} + n^{-q/2})\). Observe that \( ||H_i + X_i||_2^2 - nf_1)/(nf) = L_i + \Delta_i \) and \( ||H_i + Y_i||_2^2 - nf_1)/(nf) = L_i + \Gamma_i \). We write the telescope sum

$$
g_{\psi,t}(R_n) - g_{\psi,t}(R_n^0) = \sum_{i=1}^n \left[ g_{\psi,t}(L_i + \Delta_i) - g_{\psi,t}(L_i + \Gamma_i) \right],
$$

which entails (7.7) in view of (7.8), (7.11) and \( \mathbb{E} I = 0 \).

\[\square\]

**Lemma 7.2.** Let \( a_1 \geq \ldots \geq a_p \geq 0 \) be such that \( \sum_{i=1}^p a_i^2 = 1 \); let \( \eta_i \) be i.i.d. \( \chi_1^2 \) random variables. Then for all \( h > 0 \),

$$
\sup_t \mathbb{P}(t \leq a_1 \eta_1 + \ldots + a_p \eta_p \leq t + h) \leq h^{1/2} \sqrt{4/\pi}.
$$

(7.12)

**Proof of Lemma 7.2.** Write \( V = \sum_{i=1}^p a_i \eta_i \). Assume \( a_1 \leq 1/2 \). Then its characteristic function \( \phi_V(s) = \mathbb{E} \exp(\sqrt{-1} s V), s \in \mathbb{R} \), satisfies

$$
|\phi_V(s)| = \left| \prod_{j=1}^p (1 - 2\sqrt{-1} a_j s)^{-1/2} \right| \\
= \prod_{j=1}^p (1 + 4a_j^2 s^2)^{-1/4} \\
\leq (1 + 4s^2 + 8b_4 s^4 + 32/3 b_6 s^6)^{-1/4},
$$

(7.13)

where \( b_4 = \sum_{j \neq k} a_j^2 a_k^2 = 1 - \sum_{k=1}^p a_k^4 \geq 1 - a_1^2 \geq 3/4 \) and

$$
b_6 = \sum_{j,k,l} a_j^2 a_k^2 a_l^2 = 1 - 3 \sum_{j \neq k} a_j^4 a_k^2 - \sum_{j=1}^p a_j^6 \\
\geq 1 - 3 \sum_{j=1}^p a_j^4 \left( \sum_{k \neq j} a_k^2 + a_j^2 \right) \geq 1 - 3a_1^2 \geq 1/4.
$$
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By the inversion formula and (7.13), the density function \( f_V(\cdot) \) of \( V \) satisfies
\[
 f_V(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\frac{1}{2}v^2} \phi_V(s) ds \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} |\phi_V(s)| ds < 1
\]

Now we shall deal with the case that \( a_1 > 1/2 \). Note that for all \( w > 0 \), \( \sup_u \mathbb{P}(u \leq \eta_1 \leq u + w) \leq w^{1/2} \sqrt{2/\pi} \). Then \( \sup_t \mathbb{P}(t \leq V \leq t + h) \leq (2h)^{1/2} \sqrt{2/\pi} \). Combining with the case \( a_1 \leq 1/2 \), we obtain the upper bound \( \max(h^{1/2} \sqrt{4/\pi}, h) \). Note that (7.12) trivially holds if \( h \geq 1 \). \( \square \)

**Proof of Proposition 3.2.** Note that \( \rho(\Sigma/f) \leq |\Sigma/f|_F = 1 \). Since \( \tilde{f}/f - 1 = o_{\mathbb{P}}(1) \), \( \rho(\Sigma/f)(f/\tilde{f} - 1) = o_{\mathbb{P}}(1) \). Hence for the ”if” part,
\[
\rho(\tilde{\Sigma}/f - \Sigma/f) \leq \rho(\tilde{\Sigma} - \Sigma)/\tilde{f} + \rho(\Sigma/f)|f/\tilde{f} - 1| = o_{\mathbb{P}}(1)
\]
The ”only if” part can be similarly proved. \( \square \)

**Proof of Lemma 3.1.** Let \( \rho_p = \max_j |a_{p,j} - b_{p,j}| \). Choose an integer sequence \( K = K_p \) such that \( K_p \to \infty \) and \( K_p \rho_p \to 0 \). Let \( W = \sum_{j=1}^{K-1} a_{p,j} \eta_j', W^o = \sum_{j=K}^{p} a_{p,j} \eta_j', S = \sum_{j=1}^{K-1} b_{p,j} \eta_j', S^o = \sum_{j=K}^{p} b_{p,j} \eta_j', w = 2 \sum_{j=K}^{p} a_{p,j}^2 \) and \( s = 2 \sum_{j=K}^{p} b_{p,j}^2 \). Let \( u_K = a_{p,K}^{1/4} \). By the Gaussian approximation result in [39], on a richer probability space, we can construct a random variable \( Z \sim N(0,1) \), independent of \( (\eta_i)_{i=1}^{K-1} \), such that
\[
\mathbb{P}(|W^o - w^{1/2}Z| \geq u_K) \leq \frac{c_4}{u_K^4} \sum_{j=K}^{p} a_{p,j}^4 \leq \frac{c_4}{u_K^4} a_{p,K}^2 = c_4 u_K^4, \quad (7.14)
\]
where \( c_4 > 0 \) is an absolute constant. Since \( u_K \to 0 \), by Lemma 7.2,
\[
\sup_x |\mathbb{P}(|W + W^o| \leq x) - \mathbb{P}(|W + w^{1/2}Z| \leq x)| \to 0. \quad (7.15)
\]
Similarly, for \( v_K = b_{p,K}^{1/4} \), we can also construct a probability space with a r.v. \( Z^* \sim N(0,1) \) such that \( \mathbb{P}(|S^o - w^{1/2}Z^*| \geq v_K) \leq c_4 v_K^4 \), and
\[
\sup_x |\mathbb{P}(|S + S^o| \leq x) - \mathbb{P}(|S + s^{1/2}Z^*| \leq x)| \to 0. \quad (7.16)
\]
Let $T = (W + w^{1/2}Z) - (S + s^{1/2}Z)$. Since $w - s = 2 \sum_{j=1}^{K-1} (b_{p,j}^2 - a_{p,j}^2)$,

$$\mathbb{E}|T| \leq 2(K-1)\rho_p + |w^{1/2} - s^{1/2}| \leq 2K\rho_p + |w - s|^{1/2} \leq 2K\rho_p + (4K\rho_p)^{1/2} \to 0. \quad \text{(7.17)}$$

Hence, by (7.15), (7.16) and Lemma 7.2, (3.4) follows. \hfill \Box

Proof of Theorem 3.3. (i) Since $X_i$ are i.i.d., we have

$$\mathbb{E}|\hat{\Sigma} - \Sigma|^2_F = \mathbb{E} \sum_{j,k=1}^{p} (\hat{\sigma}_{jk} - \sigma_{jk})^2$$

$$= \frac{1}{n} \sum_{j,k=1}^{p} \mathbb{E} (X_{1j}^2X_{1k}^2 - \sigma_{jk}^2)$$

$$= \frac{1}{n} \mathbb{E} \left[ \left( \sum_{j=1}^{p} X_{1j}^2 \right)^2 - \frac{1}{n} f^2 \right]$$

$$= \frac{1}{n} \mathbb{E} [(X_1^T X_1)^2] - \frac{1}{n} f^2,$$

which, by the assumption $\mathbb{E}[(X_1^T X_1)^2] = o(nf^2)$, implies $\mathbb{E}|\hat{\Sigma} - \Sigma|^2_F = o(f^2)$. Then $||\Sigma||_F - ||\hat{\Sigma}||_F = 0(nf^2)$ implies $\mathbb{E}|\hat{\Sigma} - \Sigma||_F = o(f)$. or $||f - \hat{f}||_F = o(f)$, and

$$||\hat{\Sigma}/f - \Sigma/f||_F = ||(\hat{\Sigma} - \Sigma)/f||_F + ||\hat{\Sigma}/f||_F(1 - \hat{f}/f)|| = o(1).$$

(ii) Let $g = ||X_1^T X_1||$. Since $nf^2 = o(g^2)$, by Schwarz’s inequality,

$$\mathbb{E}[(X_1^T \Sigma X_1)^2] \leq \mathbb{E}[(X_1^T \Sigma^2 X_1 X_1^T X_1)] = \mathbb{E}[\text{tr}((X_1 X_1^T)^2 \Sigma^2)]$$

$$\leq \mathbb{E}[\text{tr}(\Sigma^4)](X_1^T X_1)^2] \leq f^2g^2 = o\left(\frac{g^4}{n}\right). \quad \text{(7.18)}$$

Since (2.1) holds with $K_2 = O(n^{3/4})$ and $\mathbb{E}(X_1^T X_1) = f_1 \leq g$, we have

$$||X_1^T X_1||^4_4 \leq 8 ||X_1^T X_1 - f_1||^4_4 + 8f_1^4 \leq 8K_2^4f^4 + 8f_1^4 = o(n^4). \quad \text{(7.19)}$$

By (7.19) and (7.18), we have

$$\mathbb{E}[(X_1^T X_1)^2 X_1^T \Sigma X_1] \leq \{\mathbb{E}[(X_1^T X_1)^4] \mathbb{E}[(X_1^T \Sigma X_1)^2]\}^{1/2} = o(g^4). \quad \text{(7.20)}$$
Since $\mathbb{E}[(X_1^T X_1)^2(X_2^T X_2)^2] = \mathbb{E}[(X_1^T X_1)^2X_1^T \Sigma X_1]$, by (7.20), we have

\[
\mathbb{E}[X_1^T X_1 (X_1^T X_2)^2 X_2^T X_2] \leq \mathbb{E}[(X_1^T X_1)^2 (X_2^T X_2)^2] = o(g^4) \tag{7.21}
\]

Since $(\rho(\hat{\Sigma})/\hat{f})^4 \leq \hat{f}_4^4 / \hat{f}_4^4 \leq (\rho(\hat{\Sigma})/\hat{f})^2$, it suffices to show that $\hat{f}_4^4 / \hat{f}_4^4 = o(1)$. Clearly the latter follows from

\[
\mathbb{E}(\hat{f}_4^4) = o(\mathbb{E}^2(\hat{f}^2)) \text{ and } \mathbb{E}(\hat{f}_4^4 / \mathbb{E}(\hat{f}^2) - 1)^2 = o(1). \tag{7.22}
\]

An expansion of $\hat{f}_4^4 = \sum \sigma_{jk}^2$ yields that

\[
n^2 \mathbb{E}(\hat{f}_4^4) = \sum_{1 \leq i \neq l \leq n, 1 \leq j, k \leq p} \mathbb{E}(X_{ij} X_{ik} X_{lj} X_{lk}) + \sum_{1 \leq i \leq n, 1 \leq j, k \leq p} \mathbb{E}(X_{ij}^2 X_{ik}^2)
= n(n-1) \sum_{j,k=1}^p \sigma_{jk}^2 + n \sum_{j,k=1}^p \mathbb{E}(X_{ij}^2 X_{ik}^2)
= (n^2 - n) f^2 + n \mathbb{E}[(X_1^T X_1)^2].
\]

Since $nf^2 = o(g^2)$, we have $\mathbb{E}(\hat{f}_4^4) \asymp n^{-1} g^2$. Write

\[
n^4 \mathbb{E}(\text{tr}(\hat{\Sigma}^4)) = \sum_{1 \leq j, k, m, q \leq p, 1 \leq i, l, s, t \leq n} \mathbb{E}(X_{ij} X_{ik} X_{lk} X_{lm} X_{sm} X_{sq} X_{tq} X_{tj})
= I + II + III + IV + V + VI + VII,
\]
where, based on the number of distinct indexes in \( \{i, l, s, t\} \),

\[
\begin{align*}
I &= n(n - 1)(n - 2)(n - 3) \sum_{1 \leq j, k, m, q \leq p} \sigma_{jk} \sigma_{km} \sigma_{mq} \sigma_{qj} \\
II &= 4n(n - 1)(n - 2) \sum_{1 \leq j, k, m, q \leq p} \mathbb{E}(X_{1j}X_{1k}^2X_{1m}) \sigma_{mq} \sigma_{qj} \\
III &= 2n(n - 1)(n - 2) \sum_{1 \leq j, k, m, q \leq p} \mathbb{E}(X_{1j}X_{1k}X_{1m}X_{1q}) \sigma_{km} \sigma_{qj} \\
IV &= 2n(n - 1) \sum_{1 \leq j, k, m, q \leq p} \mathbb{E}(X_{1j}X_{1k}^2X_{1m}) \mathbb{E}(X_{1m}X_{1q}^2X_{1j}) \\
V &= n(n - 1) \sum_{1 \leq j, k, m, q \leq p} \left[ \mathbb{E}(X_{1j}X_{1k}X_{1m}X_{1q}) \right]^2 \\
VI &= 4n(n - 1) \sum_{1 \leq j, k, m, q \leq p} \sigma_{jk} \mathbb{E}(X_{1j}X_{1k}X_{1m}^2X_{1q}) \\
VII &= n \sum_{1 \leq j, k, m, q \leq p} \mathbb{E}(X_{1j}^2X_{1k}^2X_{1m}^2X_{1q}) .
\end{align*}
\]

Note that \( \text{tr}(\Sigma^k/f^k) \leq \rho(\Sigma/f)^{k-2} = o(1) \) for \( k > 2 \). By (3.8) and (7.18)–(7.21), we obtain by elementary manipulations that \( \mathbb{E}(\hat{f}_4^4) = o(\mathbb{E}^2(\hat{f}^2)) \). To prove the second assertion of (7.22), we similarly write

\[
n^4 \mathbb{E}\hat{f}_4^4 = \sum_{1 \leq j, k, m, q \leq p} \sum_{1 \leq i, l, s, t \leq n} \mathbb{E}(X_{ij}X_{ik}X_{lj}X_{lk}X_{sm}X_{sq}X_{tm}X_{tq}) \\
= I' + II' + III' + IV' + V' + VI' + VII',
\]
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where

\[ I' := n(n-1)(n-2)(n-3) \sum_{1 \leq j,k,m,q \leq p} \sigma_{jk}^2 \sigma_{mq}^2 \]

\[ II' := 2n(n-1)(n-2) \sum_{1 \leq j,k,m,q \leq p} \mathbb{E} (X_{ij}^2 X_{ik}^2) \sigma_{mq}^2 \]

\[ III' := 4n(n-1)(n-2) \sum_{1 \leq j,k,m,q \leq p} \mathbb{E} (X_{ij} X_{ik} X_{1m} X_{1q}) \sigma_{jk} \sigma_{mq} \]

\[ IV' := 4n(n-1) \sum_{1 \leq j,k,m,q \leq p} \sigma_{jk} \mathbb{E} (X_{ij} X_{1k} X_{1m}^2 X_{1q}^2) \]

\[ V' := n(n-1) \sum_{1 \leq j,k,m,q \leq p} \mathbb{E} (X_{ij} X_{1k} X_{1m} X_{1q}) \mathbb{E} (X_{1m}^2 X_{1q}^2) \]

\[ VI' := 2n(n-1) \sum_{1 \leq j,k,m,q \leq p} \mathbb{E} (X_{ij} X_{1k} X_{1m} X_{1q})^2 \]

\[ VII' := n \sum_{1 \leq j,k,m,q \leq p} \mathbb{E} (X_{ij} X_{1k} X_{1m} X_{1q})^2. \]

Then the second assertion of (7.22) similarly follows from (3.8), (7.18)–(7.21).

\[ \square \]

**Proof of Theorem 5.2.** Write \( W \) and \( W^* \) for \( W_1 \) and \( W_2 \), respectively. Let \( B = A^T A \) and \( U = A \xi \). Then \( f_1 = \text{tr}(B) \), \( U^T \Sigma U = \xi^T B^2 \xi \) and \( U^T U = \xi^T B \xi \). By the argument in (4.5), we have \( \|U^T U - f_1\|^2_2 \leq 4q^2 \|\xi_1\|_2^2 f^2 \),

\[ \|U^T \Sigma U - f^2\|_2^2 \leq 4q^2 \|\xi_1\|_2^2 \text{tr}(B^4) \leq 4q^2 \|\xi_1\|_2^2 f^4, \]

\[ \|U^T U - f_1\|^2_2 = \|U^T U - f_1\|^2_{2q} \leq 4(2q)^2 \|\xi_1\|_2^2 f^2 \]

By the identity in (5.3), note that \( (U^T U)^2 = (U^T U - f_1)^2 + 2f_1(U^T U - f_1) + f_1^2 \), we obtain (5.7) with \( \bar{C}_5 = 2(4q\|\xi_1\|_2^2)_{2q} \).

Let \( U^* = A \zeta \), where \( \zeta \) and \( \xi \) are i.i.d. Then \( U^T U^* = \xi^T B \zeta \). By (4.4),

\[ \|\xi^T B \zeta\|_{2q}^2 \leq (2q-1)^2 \|\xi_1\|_{2q}^4 f^2, \]

which similarly implies (5.8) with \( \bar{D}_5 = (4q)^q \|\xi_1\|_{2q}^2q + (2q - 1)^2 \|\xi_1\|_{2q}^4 f^2 \) in view of the second identity in (5.3). \[ \square \]
Proof of Lemma 5.1. Let $B = \{(i, j), 1 \leq i \leq j \leq p\}$ and $\omega = (\omega_b)_{b \in B} \in \mathbb{R}^{p(p+1)/2}$, where $\omega_b = \xi_i \xi_j - \mathbb{I}\{i = j\}$ for $b = (i, j)$, that is

$$\omega = (\varrho_1 \xi_1 \xi_2, \ldots, \xi_1 \xi_p, \varrho_2, \xi_2 \xi_3, \ldots, \varrho_p)^T,$$

where $\varrho_k = \xi_k^2 - 1$.

Let $V_W$ be the covariance matrix of $\omega$. Then $V_W = \text{diag}\{v_{b,b}\}_{b \in B}$, where for $b = (i, l)$, $v_{b,b} = \text{Var}(\xi_i^2)$ if $l = i$ and $v_{b,b} = 1$ if $l \neq i$. Also define $G = (g_{a,b})_{a \in I, b \in B} \in \mathbb{R}^{p^2 \times [p(p+1)/2]}$, where for $a = (j, k), b = (i, l)$,

$$g_{a,b} = \begin{cases} a_{ji}a_{ki}, & \text{if } l = i; \\ a_{ji}a_{kl} + a_{jl}a_{ki}, & \text{if } i < l. \end{cases}$$

Note that $X_j X_k = g_{a,a}^T \omega$, where $g_{a,a}$ is the $a$'th row of $G$. Then $W = G\omega$ and

$$\mathbb{E} (WW^T) = (\gamma_{a,a'})_{a,a' \in I},$$

where for $a = (j, k), a' = (m, q)$,

$$\gamma_{a,a'} = \text{cov}(X_j X_k, X_m X_q) = g_{a,a}'^T V_W g_{a,a'}$$

$$= \nu \sum_i a_{ji}a_{ki}a_{mi}a_{qi} + \sum_{i<l} (a_{ji}a_{kl} + a_{jl}a_{ki}) (a_{qi}a_{ml} + a_{mi}a_{ql})$$

$$= (\nu - 2) \sum_i a_{ji}a_{ki}a_{mi}a_{qi} + \sigma_{jm}\sigma_{kq} + \sigma_{jq}\sigma_{km}. \quad (7.23)$$

Let $B = A^T A = (b_{il})_{i,l}$, $L_0 = 2f^4 + 2f_1^4$, $L_1 = \sum_i b_{il}^4$ and $L_2 = \sum_i (\sum_l b_{il}^2)^2$.

By (7.23),

$$f_W^2 = \sum_{a, a' \in I} \gamma_{a,a'}^2$$

$$= \sum_{1 \leq j,k,m,q \leq p} \left[(\nu - 2) \sum_i a_{ji}a_{ki}a_{mi}a_{qi} + \sigma_{jm}\sigma_{kq} + \sigma_{jq}\sigma_{km}\right]^2$$

$$= L_1(\nu - 2)^2 + 4L_2(\nu - 2) + L_0.$$

Clearly $f_W^2 \geq 2f^4$ if $\nu \geq 2$. Note that $4L_1 - 8L_2 + L_0 \geq 0$. Since $L_1 \leq L_2$, $L_0 \geq 8L_2 - 4L_1 \geq 4L_1.$ If $0 < \nu < 2$, then the quantity

$$f_W^2 - \frac{L_0 b_{il}^2}{4} = \left(L_1 - \frac{L_0}{4}\right) \nu^2 + 4(L_2 - L_1)\nu + L_0 + 4L_1 - 8L_2$$
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is larger than the minimum of its value at $\nu = 0$ and $\nu = 2$, which are both nonnegative. Therefore, $f_W^2 \geq \nu^2 f^4/2$ for any $\nu \in (0, 2)$.
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