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Abstract

We develop an efficient and convergent numerical method for solving the inverse
problem of determining the potential of nonlinear hyperbolic equations from lateral
Cauchy data. In our numerical method we construct a sequence of linear Cauchy
problems whose corresponding solutions converge to a function that can be used to
efficiently compute an approximate solution to the inverse problem of interest. The
convergence analysis is established by combining the contraction principle and Carleman
estimates. We numerically solve the linear Cauchy problems using a quasi-reversibility
method. Numerical examples are presented to illustrate the efficiency of the method.
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1 Introduction

Let \( d \geq 2 \) be the spatial dimension. Let \( T \) be a positive number representing the final
time. Let \( F : \mathbb{R}^d \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \) and \( p : \mathbb{R}^d \to \mathbb{R} \) be smooth functions. Consider the
following nonlinear hyperbolic equation

\[
\begin{align*}
    u_{tt}(x, t) &= \Delta u(x, t) + c(x)F(x, u, u_t, \nabla u) \quad (x, t) \in \mathbb{R}^d \times (0, T), \\
    u(x, 0) &= p(x) \\
    u_t(x, 0) &= 0
\end{align*}
\]

(1.1)

Here, \( c : \mathbb{R}^d \to \mathbb{R} \) is the unknown potential of the medium. The unique solvability of problem
\[(1.1)\] is out of the scope of this paper. We consider it as an assumption. For the completeness,
we provide here a simple set of conditions on \( c, p \) and \( F \) that guarantee the well-posedness
of \[(1.1)\]. Consider the case when \( p \) and \( c \) are smooth and have compact support. If \( F \) does
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not depend on the first derivatives of $u$, $|F(x, u)| \leq c_1|u| + c_2$ for all $u \in H^2(\Omega \times (0, T))$ and $x \in \mathbb{R}^d$ for some positive constants $c_1$ and $c_2$, then the unique solvability of problem (1.1) was established in [33]. We also refer the reader to the approach based on Galerkin approximations and energy estimates in [9, Section 7.2] and [29] for the unique solvability of (1.1) for the case when (1.1) is linear. Also in the linear case, we refer the reader to [6, Chapter 10] for some results on existence, uniqueness and regularity of the wave equation. In this paper, we only focus on our approach for solving the following inverse problem.

**Problem 1.1.** Let $\Omega$ be an open and bounded domain of $\mathbb{R}^d$ with smooth boundary. Assume that $F(x, p, 0, \nabla p) \neq 0$ for all $x \in \overline{\Omega}$ and that $c(x)$ is compactly supported in $\Omega$. Given the lateral Cauchy data

$$f(x, t) = u(x, t) \quad \text{and} \quad g(x, t) = \partial_\nu u(x, t)$$

for all $(x, t) \in \partial \Omega \times [0, T]$, determine the potential $c(x)$ in $\Omega$.

This problem belongs to the class of inverse problems for nonlinear partial differential equations (PDEs) which has received an increasing attention in the recent years. Since many materials in real-world applications obey nonlinear laws, inverse problems for nonlinear PDEs arise from the question of how to image these materials and/or determine their physical parameters. However, results on inverse problems for nonlinear models are quite limited when comparing with those on inverse problems for linear models. We refer to [11] for a result on a linearized inverse scattering problem for nonlinear Schrödinger equations. A more recent work on the numerical solution to a (linear) inverse source problem for nonlinear parabolic equations can be found in [30]. Due to the presence of the nonlinearity, the uniqueness of Problem 1.1 is still open. We consider the uniqueness result as an assumption. We refer to [5, 7, 27, 36] and references therein for the uniqueness and stability results and reconstruction methods for coefficient inverse problems for linear hyperbolic equations. We also draw the reader’s attention to [37, 38, 12, 28, 40, 8] and references therein for some uniqueness and stability results for inverse problems for several types of nonlinear PDEs.

The conventional approaches to solve nonlinear inverse problems are based on optimization. That means, one introduces some mismatch functionals and then finds their minimizers. The found minimizers are set to be the solutions to the nonlinear inverse problems. However, in reality, these functionals might have multiple local minima. Finding the minimizers, that are close to the desired solutions, requests good initial guesses. Even when good initial guesses are given, the local convergence does not always hold unless some additional conditions are imposed. We refer the reader to [10] for a condition that guarantees the local convergence of the optimization method using Landweber iteration. Unlike this, in this paper, we propose a new method to solve the nonlinear coefficient inverse problem for nonlinear PDEs, formulated in Problem 1.1, without requesting a good initial guess. Our approach is to employ a suitable Carleman weight function to construct a contraction map. The fixed point of this map directly provides an approximate solution to Problem 1.1. The contractional phenomenon is proved by using a Carleman estimate. Besides the proposed method, there is a general framework to solve nonlinear inverse problems without requesting good initial guesses. It is named as convexification. See [11, 15, 16, 17, 18, 21, 25, 24, 26, 31] for several versions of the convexification method. These works have been developed since
the convexification method was originally introduced in [20]. Especially, the convexification was successfully tested with experimental data in [13, 14, 24, 22] for the inverse scattering problem in the frequency domain given only backscattering data. Although effective, the convexification method has a drawback. It is time consuming. In contrast, due to the use of the contraction principle, our new method can quickly deliver a reliable solution to Problem 1.1. By “quickly”, we mean that the convergence of our method is $O(\theta^k)$ for some $\theta \in (0,1)$ and $k$ is the number of iteration of our algorithm.

Our method in this paper to solve a (nonlinear) coefficient inverse problem for nonlinear hyperbolic equations can be considered as a serious extension of the numerical method in [30], which studied an inverse source problem for parabolic equations. Unlike the convergence analysis in [30] which was studied for noiseless data we consider in this paper the case when the data for the inverse problem has noise in it. We prove that the stability of our method with respect to noise is Lipschitz. Moreover, the nonlinearity considered in this present paper is also more general than that of the paper [30]. More precisely, the convergence analysis in [30] requires that the nonlinearity term in the parabolic equation has to be independent of the partial derivatives of the function $u$. Therefore, the extended study in our paper involves more technical difficulties in the convergence analysis of the numerical method. We also refer the reader to the publications [2, 3, 4] for similar approaches.

In our numerical method we first derive an approximate Cauchy problem for the inverse problem 1.1. The derivation consists of eliminating the coefficient $c(x)$ from the hyperbolic equation and approximately transforming the resulting equation into the frequency domain using truncated Fourier series with respect to a special basis, first introduced in [19]. After the first step, we obtain a system of quasi-linear elliptic equations for the vector $U$ consisting of Fourier coefficients. The main aim of the second step is to solve this system. Writing this system as the form $U = \Phi(U)$ for some map $\Phi$, we recursively define a sequence $\{U_k\}_{k \geq 0}$ as $U_{k+1} = \Phi(U_k)$ where the initial term $U_0$ can be efficiently computed. The rigorous proof of the convergence of the sequence $\{U_k\}_{k \geq 0}$ to the fixed-point of $\Phi$ is an important strength of this paper. This can be done due to the presence of a Carleman weight function in the definition of $\Phi$. Besides the analysis proof, we prove the efficiency of the fixed-point method above by several interesting numerical results.

The paper is organized as follows. In Section 2 we derive an approximate Cauchy problem for Problem 1.1. Section 3 is dedicated to the construction of the computational algorithm and the convergence analysis of the method. We present numerical examples to illustrate the efficiency of the method in Section 4. Section 5 is for some concluding remarks.

## 2 An approximate Cauchy problem for Problem 1.1

In this section we derive an approximate Cauchy problem for the inverse problem 1.1. This Cauchy problem serves as an important part for the numerical method studied in the next section. The idea of the derivation is to eliminate the potential $c(x)$ from the nonlinear hyperbolic problem (1.1) and then approximate the resulting equation using a special Fourier basis.
At the time $t = 0$, we read the hyperbolic equation in (1.1) as
\[ u_{tt}(x, 0) = \Delta u(x, 0) + c(x)F(x, u(x, 0), u_t(x, 0), \nabla u(x, 0)) = 0 \] (2.1)
for all $x \in \mathbb{R}^d$. Recall from the statement of Problem 1.1 that $F(x, p(x), 0, \nabla p(x)) \neq 0$ for all $x \in \Omega$. Since $u(x, 0) = p$ and $u_t(x, 0) = 0$, it follows from (2.1) that
\[ c(x) = \frac{u_{tt}(x, 0) - \Delta p(x)}{F(x, p(x), 0, \nabla p(x))} \text{ for all } x \in \Omega. \] (2.2)

Plugging (2.2) into the hyperbolic equation in (1.1), we have
\[ u_{tt}(x, t) = \Delta u(x, t) + \frac{(u_{tt}(x, 0) - \Delta p(x)) F(x, u_t, \nabla u)}{F(x, p(x), 0, \nabla p(x))} \text{ for all } (x, t) \in \Omega \times (0, T). \] (2.3)

Computing a function $u$, satisfying (2.3) and the boundary data (1.2), becomes the main aim of this paper. In fact, having the function $u$ in hand, we can directly compute the potential $c$ via (2.2). However, solving the differential equation (2.3) is not trivial due to
\[
\begin{align*}
\text{the presence the complicated nonlinear term } &\left(\frac{u_{tt}(x, 0) - \Delta p(x)}{F(x, p(x), 0, \nabla p(x))}\right) \\
\text{which involves a nonlocal function } &u_{tt}(x, 0). \n\end{align*}
\]

We propose to solve (2.3) in an approximation context. Let $\{\Psi_n\}_{n \geq 1}$ be an orthonormal basis of $L^2[0, T]$. For each $(x, t) \in \Omega \times [0, T]$, we approximate the wave function $u(x, t)$ by truncating its Fourier series with respect to $\{\Psi_n\}_{n \geq 1}$ as
\[ u(x, t) = \sum_{n=1}^{\infty} u_n(x) \Psi_n(t) \simeq \sum_{n=1}^{N} u_n(x) \Psi_n(t) \] (2.4)
where
\[ u_n(x) = \int_0^T u(x, t) \Psi_n(t) dt \quad n = 1, 2, \ldots, N. \] (2.5)

The choice of the cut-off number $N$ will be presented later in Section 4. Plugging the approximation (2.4) into (2.3), we have
\[
\sum_{n=1}^{N} u_n(x) \Psi''_n(t) \simeq \sum_{n=1}^{N} \Delta u_n(x) \Psi_n(t) + \sum_{n=1}^{N} u_n(x) \Psi''_n(0) - \Delta p(x) \] \[ \times F\left( x, \sum_{n=1}^{N} u_n(x) \Psi_n(t), \sum_{n=1}^{N} u_n(x) \Psi'_n(t), \sum_{n=1}^{N} \nabla u_n(x) \Psi_n(t) \right) \] (2.6)
for all $(x, t) \in \Omega \times (0, T)$.

\textbf{Remark 2.1.} From now on, we assume that (2.6) is valid with a suitable choice of $N$, presented later in Section 4. The analysis to prove (2.6) as $N \to \infty$ is extremely challenging. It is out of the scope of this paper. Although the rigorous study of the asymptotic behavior of (2.6) as $N$ large is missing, we do not experience any difficulty in our numerical study. We refer the readers to [15, 20, 32, 23, 34, 32, 33] for the successful use of similar approximations when the basis $\{\Psi_n\}$ is given in [19].
From now on, we replace the approximation “\(\simeq\)" in (2.6) by the equality “\(=\)". For each \(m \in \{1, 2, \ldots, N\}\), multiply \(\Psi_m(t)\) to both sides of (2.6) and then integrate the resulting equation. We obtain

\[
\sum_{n=1}^{N} s_{mn} u_n(x) = \Delta u_m(x) + F(x, u_1, u_2, \ldots, u_N, \nabla u_1, \ldots, \nabla u_N).
\]

(2.7)

for all \(x \in \Omega, m \in \{1, 2, \ldots, N\}\) where

\[
s_{mn} = \int_0^T \Psi''_n(t) \Psi_m(t) dt \quad 1 \leq m, n \leq N,
\]

and

\[
F(x, u_1, u_2, \ldots, u_N, \nabla u_1, \ldots, \nabla u_N) = \int_0^T \frac{\sum_{n=1}^{N} u_n(x) \Psi''_n(0) - \Delta p(x)}{F(x, p(x), 0, \nabla p(x))}
\]

\[\times F\left(x, \sum_{n=1}^{N} u_n(x) \Psi_n(t), \sum_{n=1}^{N} u_n(x) \Psi'_n(t), \sum_{n=1}^{N} \nabla u_n(x) \Psi_n(t)\right) \Psi_m(t) dt.
\]

Denote by \(U\) the vector \((u_1, \ldots, u_N)^T\) and \(S\) the matrix \((s_{mn})_{n=1}^{N}\). We rewrite (2.7) as

\[
\Delta U(x) - SU(x) + F(x, U(x), \nabla U(x)) = 0 \quad \text{for all } x \in \Omega.
\]

(2.8)

By (1.2) and (2.5), the Dirichlet and Neumann boundary conditions for the vector \(U\) is given by

\[
\begin{cases}
U(x) = f(x) := \left( \int_0^T f(x, t) \Psi_n(t) dt \right)_{n=1}^{N}, & \text{for all } x \in \partial \Omega, \\
\partial_{\nu} U(x) = g(x) := \left( \int_0^T g(x, t) \Psi_n(t) dt \right)_{n=1}^{N},
\end{cases}
\]

(2.9)

In order to compute an approximation of a solution to (2.3) satisfying (1.2), we solve (2.8)–(2.9). Then, we compute \(u(x, t)\) via (2.4). We solve (2.8)–(2.9) by a new Carleman-based contraction principle.

In practice, the data \(f\) and \(g\) are measured. These two functions might contain noise. Hence, the boundary data \(f\) and \(g\) for the vector valued function \(U\) in (2.9) are noisy, too. In this case, in order to study problem (2.8)–(2.9), we have to assume that the set of admissible solutions

\[
H = \{ V \in H^s(\Omega)^N : V|_{\partial \Omega} = f, \partial_{\nu} V|_{\partial \Omega} = g \}
\]

is nonempty. Let \(f^*, f^*, g^*\) and \(g^*\) be the noiseless versions of \(f\), \(f\), \(g\) and \(g\) respectively. Since \(f^*\) and \(g^*\) contain no noise, without loss of the generality, we can assume that

\[
\begin{cases}
\Delta U^*(x) - SU^*(x) + F(x, U^*(x), \nabla U^*(x)) = 0 \quad \text{in } \Omega, \\
U^* = f^* \quad & \text{on } \partial \Omega, \\
\partial_{\nu} U^* = g^* \quad & \text{on } \partial \Omega
\end{cases}
\]

(2.10)
has a unique solution $U^*$. Since $H$ is nonempty, so is the set
\[ E = \{ e \in H^s(\Omega)^N, e|_{\partial \Omega} = f - f^*, \partial_\nu e|_{\partial \Omega} = g - g^* \}. \]

Let $\delta > 0$ be the noise level. By noise level, we assume that
\[ \inf\{ \| e\|_{H^s(\Omega)^N} : e \in E \} < \delta. \] (2.11)

Assumption (2.11) implies that there exists an “error” vector valued function $e$ satisfying
\[
\begin{cases}
  e|_{\partial \Omega} = f - f^*, \\
  \partial_\nu e|_{\partial \Omega} = g - g^*, \\
  \| e\|_{H^s(\Omega)^N} < 2\delta.
\end{cases}
\] (2.12)

**Remark 2.2.** Since $f - f^*$ and $g - g^*$ are the traces of a vector valued function $e \in H^s(\Omega)^N$ as in (2.12), the noisy data is assumed to be smooth. This condition is needed only for the proof of the convergence theorem (see Theorem 3.1). Our numerical study in Section 4 indicates that the numerical method is able to provide reasonable reconstruction results for nonsmooth noisy data.

**Remark 2.3.** Since problem (2.8)–(2.9) is an overdetermined problem with noisy Cauchy data, it might not have a solution. However, our method delivers a function that well approximates $U^*$.

### 3 The Carleman-based contraction principle

In this section we present the computational algorithm for solving the inverse problem 1.1 and the convergence analysis of the algorithm. Recall that at the end of Section 2 we reduced Problem 1.1 to the problem of computing a vector valued function $U$ satisfying (2.8)–(2.9). Let $s > \lceil d/2 \rceil + 2$ where $\lceil d/2 \rceil$ is the smallest integer that is greater than or equal to $d/2$. We have $H^s(\Omega)$ is continuously embedded into $C^2(\Omega)$. Assume that the set of admissible solutions
\[ H = \left\{ U \in H^s(\Omega)^N : U(x) = \left( \int_0^T f(x, t)\Psi_n(t)dt \right)_{n=1}^N, \right. \]
\[
\left. \text{and } \partial_\nu U(x) = \left( \int_0^T g(x, t)\Psi_n(t)dt \right)_{n=1}^N \text{ for all } x \in \partial \Omega \right\}
\]
is nonempty. Let $x_0$ be a point in $\mathbb{R}^d \backslash \Omega$. Define $r(x) = |x - x_0|/b$ where $b > \max_{x \in \Omega}\{ |x - x_0| \}$.

Fix a regularization parameter $\varepsilon > 0$. For each $\lambda > 1$ and $\beta > 1$, define the functional
\[
J_{\lambda, \beta}(V)(\varphi) = \int_{\Omega} e^{2\lambda r(x)}|\Delta \varphi - S\varphi + F(x, V, \nabla V)|^2 \, dx + \varepsilon \| V\|_{L^2(\Omega)}^2. \tag{3.1}
\]

Let $\Phi_{\lambda, \beta} : H \rightarrow H$ be defined as follows
\[ \Phi_{\lambda, \beta}(V) = \arg\min_{\varphi \in H} J_{\lambda, \beta}(V)(\varphi). \]
The map $\Phi_{\lambda,\beta}$ is well-defined. In fact, the existence of the minimizer of $J_{\lambda,\beta}$ in $H$ can be proved by the standard arguments in analysis. Since $H^s(\Omega)^N$ is compactly embedded into $H^2(\Omega)^N$, $J_{\lambda,\beta}$ is weakly lower semi continuous in $H$. Due to the presence of the regularization term $\varepsilon \|V\|_{H^s(\Omega)^N}$, $J_{\lambda,\beta}$ is coercive. Hence, $J_{\lambda,\beta}$ has a minimizer in the close and convex set $H$. The minimizer is unique because $J_{\lambda,\beta}$ is strictly convex.

Motivated by the contraction principle, we recursively construct sequence $\{U_k\}_{k \geq 1}$ as in Algorithm 1.

**Algorithm 1** A computational algorithm for solving Problem 1.1

1: Take any vector valued function $U_0 \in H$.
2: Assume by induction that $U_{k-1}$ is known. Define $U_k = \Phi_{\lambda,\beta}(U_{k-1})$.
3: Set $U_{\text{comp}} = U_k^* = (u_1^{\text{comp}}, \ldots, u_N^{\text{comp}})$ for some $k^*$ sufficiently large and
   \[ u^{\text{comp}}(x, t) = \sum_{n=1}^{N} u_n^{\text{comp}}(x) \Psi_n(t) \quad \text{for all} (x, t) \in \Omega \times (0, T). \] (3.2)
4: Due to (2.2) and (3.2), set
   \[ c^{\text{comp}}(x) = \frac{\sum_{n=1}^{N} u_n^{\text{comp}}(x) \Psi_n''(0) - \Delta p(x)}{F(x, p(x), 0, \nabla p(x))} \quad \text{for all} \ x \in \Omega. \] (3.3)
   as the computed solution to Problem 1.1

The following Carleman estimate plays important role to prove the convergence of the sequence $\{U_k\}_{k \geq 1}$. We refer the reader to Theorem 3.1 and Corollary 3.8 in [30] for its proof.

**Lemma 3.1** (Carleman estimate). There exists a positive constant $\beta_0$ depending only on $b$, $x_0$, $\Omega$ and $d$ such that for all function $h \in C^2(\overline{\Omega})$ satisfying
   \[ h(x) = \partial_n h(x) = 0 \quad \text{for all} \ x \in \partial \Omega, \] (3.4)
the following estimate holds true
   \[ \int_{\Omega} e^{2\lambda_r^{\beta}(x)} |\Delta h(x)|^2 \, dx \geq C\lambda \int_{\Omega} e^{2\lambda_r^{\beta}(x)} |\nabla h(x)|^2 \, dx + C\lambda^3 \int_{\Omega} e^{2\lambda^{\beta}(x)}(x)|h(x)|^2 \, dx \] (3.5)
for all $\beta \geq \beta_0$ and $\lambda \geq \lambda_0$. Here, $\lambda_0 = \lambda_0(b, \Omega, d, x_0, \beta) > 1$ and $C = C(b, \Omega, d, x_0, \beta) > 1$ are constants depending only on the listed parameters.

### 3.1 The case when $\|\mathcal{F}\|_{C^1}$ is finite

If $\|\mathcal{F}\|_{C^1}$ is finite, we have the following important theorem, which is the key ingredient for the convergence of the numerical method. The case when $\|\mathcal{F}\|_{C^1} = \infty$ can be studied by using a cut-off function, see Subsection 3.2.
Theorem 3.1. Assume that $\|F\|_{C^1}$ is finite. Fix $\beta = \beta_0$ where $\beta_0$ is the number in Lemma 3.1. Let $\lambda_0 = \lambda_0(b, \Omega, d, x_0, \beta)$ be as in Lemma 3.1. For each $\lambda > \lambda_0$, let $\{U_k\}_{k \geq 1}$ be the sequence recursively generated by Step 1 and Step 2 of Algorithm 1. Then,

$$
\int_{\Omega} e^{2\lambda r(x)}(\|U_k - U^*\| + |U_{k-1} - U^*|)^2 \, dx \leq \frac{C}{\lambda} \int_{\Omega} e^{2\lambda r(x)}(|U_{k-1} - U^*|^2 + |\nabla (U_{k-1} - U^*)|^2) \, dx + \left(2 + \frac{C}{\lambda}\right) \int_{\Omega} e^{2\lambda r(x)}(|e|^2 + |\nabla e|^2 + |\Delta e|^2) \, dx + \frac{C}{\lambda} \epsilon (\|\epsilon\|_{H^\lambda(\Omega))^N} + \|U^*\|_{H^\lambda(\Omega))^N}^2)
$$

where $U^*$ is the true solution to (2.10), $e$ is the error function satisfying (2.12) and $C$ is a constant depending only on $N, b, \Omega, d, x_0, \beta$ and $\|F\|_{C^1}$. In particular, we fix $\lambda > \lambda_0$ such that $\theta = \frac{\lambda}{C} \in (0, 1)$ and $\lambda^3 - C > \lambda$. We have

$$
\int_{\Omega} e^{2\lambda r(x)}(\|U_k - U^*\| + |U_{k-1} - U^*|)^2 \, dx \leq \theta^k \int_{\Omega} e^{2\lambda r(x)}(|U_{k-1} - U^*|^2 + |\nabla (U_{k-1} - U^*)|^2) \, dx + \frac{3(1 - \theta^k)}{1 - \theta} \int_{\Omega} e^{2\lambda r(x)}(|e|^2 + |\nabla e|^2 + |\Delta e|^2) \, dx + \frac{\theta \epsilon (1 - \theta^k)}{1 - \theta} (\|\epsilon\|_{H^\lambda(\Omega))^N} + \|U^*\|_{H^\lambda(\Omega))^N}^2).
$$

Proof. Define

$$
H_0 = \left\{ U \in H^\lambda(\Omega)^N : U(\cdot) = 0 \text{ and } \partial_\nu U(\cdot) = 0 \text{ for all } x \in \partial \Omega \right\}.
$$

Fix $k \geq 1$. Since $U_k$ is the minimizer of $J_{\lambda, \beta}(U_{k-1})$ in $H$, by the variational principle, for all $h \in H_0$, we have

$$
\langle e^{2\lambda r(x)}[\Delta U_k - S U_k + \mathcal{F}(x, U_{k-1}, \nabla U_{k-1}), \Delta h] \rangle_{L^2(\Omega)^N} + \epsilon \langle U_k, h \rangle_{H^\lambda(\Omega)^N} = 0. \quad (3.8)
$$

Since $U^*$ is the true solution to (2.10), we have

$$
\langle e^{2\lambda r(x)}[\Delta U^* - S U^* + \mathcal{F}(x, U^*, \nabla U^*), \Delta h] \rangle_{L^2(\Omega)^N} + \epsilon \langle U^*, h \rangle_{H^\lambda(\Omega)^N} = \epsilon \langle U^*, h \rangle_{H^\lambda(\Omega)^N}. \quad (3.9)
$$

Combining (3.8) and (3.9), we obtain

$$
\langle e^{2\lambda r(x)}[\Delta (U_k - U^*) - S(U_k - U^*) + \mathcal{F}(x, U_{k-1}, \nabla U_{k-1}) - \mathcal{F}(x, U^*, \nabla U^*))], \Delta h \rangle_{L^2(\Omega)^N} + \epsilon \langle U_k - U^*, h \rangle_{H^\lambda(\Omega)^N} = -\epsilon \langle U^*, h \rangle_{H^\lambda(\Omega)^N}. \quad (3.10)
$$

Recall function $e$ in (2.12). Considering the test function

$$
h = U_k - U^* - e \in H_0
$$

for (3.10) we derive

$$
\langle e^{2\lambda r(x)}[\Delta (h + e) - S(h + e) + \mathcal{F}(x, U_{k-1}, \nabla U_{k-1}) - \mathcal{F}(x, U^*, \nabla U^*))], \Delta h \rangle_{L^2(\Omega)^N} + \epsilon \langle h + e, h \rangle_{H^\lambda(\Omega)^N} = -\epsilon \langle U^*, h \rangle_{H^\lambda(\Omega)^N}. \quad (3.12)
$$
It follows from (3.12) that
\[
\int_\Omega e^{2\lambda r(x)} \left[ |\Delta h|^2 + \Delta e \Delta h - Sh \Delta h - Se \Delta h + (\mathcal{F}(x, U_{k-1}, \nabla U_{k-1}) - \mathcal{F}(x, U^*, \nabla U^*)) \Delta h \right] dx \\
+ \varepsilon \langle h + e, h \rangle_{H^s(\Omega)} = -\varepsilon \langle U^*, h \rangle_{H^s(\Omega)}. 
\] (3.13)

Using the inequality $|ab| \leq 8a^2 + \frac{b^2}{32}$ and the Cauchy-Schwarz inequality we deduce from (3.13) that
\[
\int_\Omega e^{2\lambda r(x)} |\Delta h|^2 dx \leq C \int_\Omega e^{2\lambda r(x)} |Sh|^2 dx + C \int_\Omega e^{2\lambda r(x)} (|e|^2 + |\Delta e|^2) dx \\
+ C \int_\Omega e^{2\lambda r(x)} (|F(x, U_{k-1}, \nabla U_{k-1}) - F(x, U^*, \nabla U^*)|^2 dx \\
+ C\varepsilon (\|e\|^2_{H^s(\Omega)} + \|U^*\|^2_{H^s(\Omega)}). 
\] (3.14)

Since $\|F\|_{C^1} < \infty$, we can find a number $C_F$ such that
\[
|F(x, U_{k-1}, \nabla U_{k-1}) - F(x, U^*, \nabla U^*)|^2 \leq C_F (|U_{k-1} - U^*|^2 + |\nabla(U_{k-1} - U^*)|^2) 
\] (3.15)
for all $x \in \Omega$. Fix $\beta \geq \beta_0$ and consider $C$ as a generic constant, depending on $N, T, \mathcal{F}, b, \Omega, d, x_0$ and $\beta$. It implies from (3.11), (3.14) and (3.15) that
\[
\int_\Omega e^{2\lambda r(x)} |\Delta h|^2 dx \leq C \int_\Omega e^{2\lambda r(x)} |h|^2 dx + C \int_\Omega e^{2\lambda r(x)} (|e|^2 + |\Delta e|^2) dx \\
+ C \int_\Omega e^{2\lambda r(x)} (|U_{k-1} - U^*|^2 + |\nabla(U_{k-1} - U^*)|^2) dx \\
+ C\varepsilon (\|e\|^2_{H^s(\Omega)} + \|U^*\|^2_{H^s(\Omega)}). 
\] (3.16)

Since $h$ is in $H_0$, the Carleman estimate (3.5) for $h$ is valid. Thanks to (3.5) and (3.16) and the fact that $\lambda^3 - C > \lambda$ for $\lambda$ large enough, we have
\[
\lambda \int_\Omega e^{2\lambda r(x)} (|h|^2 + |\nabla h(x)|^2) dx \leq C \int_\Omega e^{2\lambda r(x)} (|U_{k-1} - U^*|^2 + |\nabla(U_{k-1} - U^*)|^2) dx \\
+ C \int_\Omega e^{2\lambda r(x)} (|e|^2 + |\Delta e|^2) dx + C\varepsilon (\|e\|^2_{H^s(\Omega)} + \|U^*\|^2_{H^s(\Omega)}). 
\] (3.17)

Recalling (3.11) and using the inequality $(a + b)^2 \geq \frac{a^2}{2} - b^2$, we obtain from (3.17) that
\[
\frac{\lambda}{2} \int_\Omega e^{2\lambda r(x)} (|U_{k-1} - U^*|^2 + |\nabla(U_{k-1} - U^*)|^2) dx \leq C \int_\Omega e^{2\lambda r(x)} (|U_{k-1} - U^*|^2 + |\nabla(U_{k-1} - U^*)|^2) dx \\
+ (C + \lambda) \int_\Omega e^{2\lambda r(x)} (|e|^2 + |\nabla e|^2 + |\Delta e|^2) dx + C\varepsilon (\|e\|^2_{H^s(\Omega)} + \|U^*\|^2_{H^s(\Omega)}). 
\] (3.18)

Dividing both sides of (3.18) by $\lambda/2$ we obtain (3.6).
Fix $\lambda > \lambda_0$ such that $\theta = C/\lambda \in (0, 1)$ and $\lambda^3 - C > \lambda$. Replacing $k$ by $k - 1$ in (3.6) and multiplying the resulting equation by $\theta$, we have

$$
\theta \int_\Omega e^{2\lambda^\beta(x)}(|U_{k-1} - U^*|^2 + |\nabla(U_{k-1} - U^*)(x)|^2) \, dx \\
\leq \theta^2 \int_\Omega e^{2\lambda^\beta(x)}(|U_{k-2} - U^*|^2 + |\nabla(U_{k-2} - U^*)|^2) \, dx + (2\theta + \theta^2) \int_\Omega e^{2\lambda^\beta(x)}(|e|^2 + |\nabla e|^2 + |\Delta e|^2) \, dx + \theta^2 \varepsilon^2 (\|e\|^2_{H^s(\Omega)^N} + \|U^*\|^2_{H^s(\Omega)^N}).
$$

Combining (3.6) and (3.19), we have

$$
\int_\Omega e^{2\lambda^\beta(x)}(|U_k - U^*|^2 + |\nabla(U_k - U^*)|^2) \, dx \leq \theta^2 \int_\Omega e^{2\lambda^\beta(x)}(|U_{k-2} - U^*|^2 + |\nabla(U_{k-2} - U^*)|^2) \, dx + (2 + 3\theta + \theta^2) \int_\Omega e^{2\lambda^\beta(x)}(|e|^2 + |\nabla e|^2 + |\Delta e|^2) \, dx + \theta\varepsilon(1 + \theta)(\|e\|^2_{H^s(\Omega)^N} + \|U^*\|^2_{H^s(\Omega)^N}).
$$

By induction, we obtain (3.7).

**Remark 3.1.** Define the norm

$$
\|V\|_{H^{1,\beta}(\Omega)^N} = \left( \int_\Omega e^{2\lambda^\beta(x)}(|V|^2 + |\nabla V|^2) \, dx \right)^{1/2}
$$

for all $V \in H^1(\Omega)^N$.

A direct consequence of Theorem 3.1 and (3.7) is that if we fix $\beta = \beta_0$ and $\lambda > \lambda_0$ such that $\theta = C/\lambda \in (0, 1)$ and that $\lambda^3 - C > \lambda$, where $C$ is the constant in (3.6), then the sequence $\{U_k\}_{k \geq 1}$ well-approximates the vector valued function $U^*$ with respect to the norm $\|\cdot\|_{H^{1,\beta}(\Omega)^N}$. The rate of the convergence is $O(\theta^k)$ as $k \to \infty$. Due to (2.12) and (3.7), the error in computation is $O(\delta + \sqrt{\varepsilon}\|U^*\|_{H^s(\Omega)^N})$. We say that Algorithm is Lipschitz stable with respect to noise.

**Corollary 3.1.** Fix $\lambda$ and $\beta$ as in Remark 3.1 such that $\theta \in (0, 1)$. Define

$$
c^*(x) = \frac{\sum_{n=1}^N u_n^*(x)\Psi_n^1(0) - \Delta p(x)}{F(x, p(x), 0, \nabla p(x))}
$$

for all $x \in \Omega$.

In our approximation context in (2.6) and Remark 2.1, $c^*$ is the true solution to Problem 1.1. Then, due to (3.7) and (3.3), we have

$$
\|c^k - c^*\|_{H^{1,\beta}(\Omega)} \leq C\theta^k\|U_0 - U^*\|_{H^{1,\beta}(\Omega)^N} + C(\delta + \sqrt{\varepsilon}\|U^*\|_{H^s(\Omega)^N})
$$

where $C$ depends only on $N, b, \Omega, d, x_0, \beta, \lambda$ and $\|F\|_{C^1}$. 
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3.2 The case when \( \|F\|_{C^1} = \infty \)

In the case \( \|F\|_{C^1} \) is infinite, we need additional information about the true solution \( U^* \).
Assume that we know a large number \( M \) such that \( |U^*(x)| + |\nabla U^*(x)| < M \) for all \( x \in \Omega \).
Define a smooth cut off function \( \chi : \Omega \times \mathbb{R}^N \times \mathbb{R}^{N \times d} \rightarrow \mathbb{R} \) that satisfies

\[
\chi(x, \xi, p) = \begin{cases}
1 & \text{if } |\xi| + |p| < M, \\
0 & \text{otherwise},
\end{cases}
\]

for all \( x \in \Omega, \xi \in \mathbb{R}^N, p \in \mathbb{R}^{N \times d} \).

Define \( \tilde{F} = \chi F \). It is clear that \( U^* \) is the solution to

\[
\begin{cases}
\Delta U^*(x) - SU^*(x) + \tilde{F}(x, U^*(x), \nabla U^*(x)) = 0 & x \in \Omega, \\
U^* = f^* & x \in \partial \Omega, \\
\partial_n U^* = g^* & x \in \partial \Omega.
\end{cases}
\] (3.20)

Since \( F \) is smooth, it is locally bounded in \( C^1 \). Hence, \( \|\tilde{F}\|_{C^1} \) is a finite number. We now can apply Algorithm 1 to solve (3.20) to compute \( U^* \).

4 Numerical study

In this section, we present important details of the implementation of Algorithm 1 and display some numerical results obtained by the algorithm when the dimension \( d = 2 \). In our numerical study, the computational domain \( \Omega = (-1, 1)^2 \) which is uniformly partitioned into a \( 64 \times 64 \) meshgrid. The final time \( T = 2 \). The initial condition \( p(x) = 0.5 \) for all \( x \). The number of terms in the truncated Fourier series with respect to the basis \( \{\Psi_n\}_{n \geq 1} \) is 20 for all the involved functions.

4.1 Data generation

To generate data for the inverse problem, we first approximate the governing initial value problem (1.1) by

\[
\begin{cases}
u_{tt}(x, t) = \Delta u(x, t) + c(x)F(x, u, u_t, \nabla u) & (x, t) \in G \times (0, T), \\
u(x, 0) = p(x) & x \in G, \\
u_t(x, 0) = 0 & x \in G.
\end{cases}
\] (4.1)

where \( G \) is the open square \((-R_1, R_1)^2\) with \( R_1 = 4 \). This choice of \( R_1 \) ensures that at the final time \( t = T \), \( u(x, T) = p(x) \) for all \( x \in \mathbb{R}^2 \setminus G \) and therefore the restriction onto \( \bar{\Omega} \) of the solution \( u(x, t) \) to (4.1) coincides with that of the solution to the original problem (1.1) for \( t \leq T \). Problem (4.1) is then solved using an explicit finite difference scheme as follows,

\[
\begin{cases}
u_0 = u_1 = p, \\
u_{j+2} = \Delta t^2 \left[ \Delta u_{j+1} + c F \left( x, u_{j+1}, \frac{u_{j+1} - u_j}{\Delta t}, \nabla u_{j+1} \right) \right] + 2u_{j+1} - u_j, & x \in G.
\end{cases}
\]
where \( u_j(x) = u(x, t_j) \), the interval \([0, T]\) is uniformly discretized as \(0 = t_0 < t_1 < \cdots < t_{256} = T\) with time step size \(\Delta t = t_1 - t_0\). After getting the solution, we extract \(u(x, t_j)\) and compute its normal derivative using finite differences for all \(j\) and \(x \in \partial \Omega\) to form the data \(f^*\) and \(g^*\) for the inverse problem. Note that the vectors \(f^*\) and \(g^*\) are the discretized versions of their counterparts in the theory. We then add 5\% of artificial noise to \(f^*\) and \(g^*\) to obtain the noisy data \(f\) and \(g\), i.e.

\[
f = f^* + 0.05\|f^*\|_2 \text{rand}(-1, 1)
\]

where \(\text{rand}(-1, 1)\) is a unit vector consisting of normally distributed random numbers within the interval \((-1, 1)\) and \(\|f^*\|_2\) is the vector 2-norm of \(f^*\).

### 4.2 Numerical examples for \(F = \sqrt{|u|} + |
\n\n\n
4.2 Numerical examples for \(F = \sqrt{|u|} + |\n\n\n\n
Wen consider \(F = \sqrt{|u|} + |\n\n\n\n
Figure 1: Reconstruction of a potential supported in two disks.

We choose the regularization parameter \(\varepsilon = 7 \times 10^{-5}\). Note that in the simulation, we used the \(H^2(\Omega)^N\)-norm for the regularization term. However, in order to simplify calculations,
we only included the $L^2$-norms of the second-order partial derivatives of $U_k$. According to our observation, this simplification did not affect the reconstructions, but helped reduce computation time.

For the Carleman weight function $e^{2\lambda r^\beta(x)}$, we choose

$$
\lambda = 2, \quad \beta = 10, \quad r(x) = \frac{|x - (0, 1.25)|}{3}.
$$

It is natural to compute the initial solution $U_0$ by solving the problem obtained by removing from (2.8)–(2.9) the nonlinear term $\mathcal{F}(x, U(x), \nabla U(x))$. In other words, we compute the initial term $U_0$ solving for the Tikhonov regularized solution of the linear equation

$$
\begin{align*}
\Delta U(x) - SU(x) &= 0 \quad x \in \Omega, \\
U &= f \quad x \in \partial \Omega, \\
\partial_n U &= g \quad x \in \partial \Omega.
\end{align*}
$$

We experience that this choice of $U_0$ helps reduce the computational time.

At the $k$th iteration, we compute the cost function

$$
J(U_k) = \int_{\Omega} e^{2\lambda r^\beta(x)} |\Delta U_k - SU_k + \mathcal{F}(x, U_k, \nabla U_k)|^2 dx + \varepsilon \sum_{|\alpha| = 2} \|D^\alpha U_k\|^2_{L^2(\Omega)^N}
$$
to observe convergence of the method. The discretization of the cost function is done using finite difference approximations. We do not describe the details of the discretization here since a similar discretization with more details can be found in [30]. We see that after about 10 iterations, the value of the cost function starts to stabilize, and therefore we stopped the algorithm after 25 iterations. The pictures of the true target, the reconstruction at the first and last iteration, along with the values of the cost functions throughout 25 iterations are shown in Figure 1 - 3. From the pictures of the cost functions we can see that the proposed method converges quickly. These results also indicate that the proposed method is able to provide reasonable and robust reconstructions of both the value and the support of several potentials.

4.3 Numerical examples for $F = |u|^2 + |\nabla u|^2$

The numerical method is also tested with another function $F$ which has a higher level of nonlinearity ($F = |u|^2 + |\nabla u|^2$). We consider the same test cases and parameters as in the case when $F = \sqrt{|u| + |\nabla u|}$. We obtain similar results for both the behavior of the cost function and the quality of the reconstructions. To avoid a repeat of several similar images we show only the reconstruction results at the 25th iterations in Figure 4.
5 Concluding remarks

We have studied a nonlinear inverse problem of reconstructing the potential coefficient of nonlinear hyperbolic equation. Although this problem is nonlinear, we solve it globally. That means we do not require a good initial guess. Our method consists of two main steps. In the first step, we reduce this coefficient inverse problem to the problem of solving a system of quasi-linear PDEs with Cauchy boundary data. Solving this system is the main goal of the second step. We define an operator $\Phi$ such that the true solution to the inverse problem is the fixed point of $\Phi$. This fixed point is computed by constructing a recursive sequence as in the proof of the classical contraction principle. We next exploit a Carleman estimate to prove the convergence of this sequence. We obtain an exponential rate of convergence. Moreover, we have proved that the stability of our method with respect to noise is of Lipschitz type. Numerical results are out of expectation.
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