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Abstract. The folk result in Kyle-Back models states that the value function of the insider remains unchanged when her admissible strategies are restricted to absolutely continuous ones. In this paper we show that, for a large class of pricing rules used in current literature, the value function of the insider can be finite when her strategies are restricted to be absolutely continuous and infinite when this restriction is not imposed. This implies that the folk result doesn’t hold for those pricing rules and that they are not consistent with equilibrium. We derive the necessary conditions for a pricing rule to be consistent with equilibrium and prove that, when a pricing rule satisfies these necessary conditions, the insider’s optimal strategy is absolutely continuous, thus obtaining the classical result in a more general setting.

This, furthermore, allows us to justify the standard assumption of absolute continuity of insider’s strategies since one can construct a pricing rule satisfying the necessary conditions derived in the paper that yield the same price process as the pricing rules employed in the modern literature when insider’s strategies are absolutely continuous.

1. Introduction

The canonical model of markets with asymmetric information is due to Kyle [18], where he studies a market for a single risky asset whose price is determined in equilibrium. Kyle set up the model in discrete time and conjectured continuous-time equilibrium by considering the limit. The continuous-time framework was formalised by Back [1] and thus the model is commonly referred to as a Kyle-Back model in the subsequent literature. In this type of models there are typically three types of agents participating in the market: non-strategic noise traders, a strategic risk-neutral informed trader (insider) with private information regarding the future value of the asset, and a number of risk-neutral market makers competing for the total demand. The goal of market makers is to set the pricing rule so that the resulting price is rational, which in particular entails finite expected profit for the insider trading at these prices. On the other hand, the objective of the insider is to maximise her expected final wealth given the pricing rule set by the market makers. Thus, this type of modelling can be viewed as a game with asymmetric information between the market makers and the insider and the goal is to find an equilibrium of this game.

Apart from extending the Kyle’s model to continuous time the most important contribution of Back [1] was to establish that, when the market maker sets the price to be a harmonic function of total order, the insider’s value function is finite and the optimal control solving the insider’s optimisation problem is absolutely continuous. This implies that the set of admissible controls of the insider can be reduced to absolutely continuous ones. This restriction
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significantly simplifies the problem of finding an equilibrium since it allows one to employ a PDE approach to the insider’s optimal control problem that yields a system of PDEs that the value function of the insider and the pricing rule of the market maker have to satisfy in equilibrium.

Back’s result was the original justification for restricting the set of admissible controls of the insider to absolutely continuous ones and this restriction is now standard in the asymmetric information literature (see, e.g., [2], [11], [12], [6], [9], [14], [13], and [19]). In this paper we show that if we extend the class of pricing rules beyond harmonic functions of total order to include ones used in the recent literature, e.g. in the papers cited above, then the value function of the insider is infinite and her optimal control is not absolutely continuous. In particular, this is true for the pricing rules in the aforementioned papers. Since the value function of the insider is infinite, those pricing rules can not be equilibrium pricing rules.

However, since the infinite profit is due to penalty imposed on discontinuous strategies or strategies with additional martingale part being insufficient to offset the profit made due to private information, one can modify this penalty to ensure optimality of absolutely continuous strategies, while warranting the same price process when insider’s strategy is absolutely continuous. This is precisely what we do in this paper by establishing a class of pricing rules that yield the same price process as the models cited before when the trading strategy of the insider is absolutely continuous but produce a finite value for the insider when her strategies are allowed to have jumps or martingale parts. We show that for this class of pricing rules the set of admissible controls of the insider can be reduced to absolutely continuous ones.

To the best of our knowledge, this paper is the first one to identify this class of pricing rules consistent with an equilibrium. Moreover, it is also the first one since [1] that justifies the restriction of insider’s controls to absolutely continuous ones in a general setting. Thus it closes the gap between the assumption of absolutely continuous controls and its justification in the modern literature that employs more general pricing rules.

The paper is structured as follows. In Section 2 we describe the model and introduce the set of pricing rules that generalise the pricing rules employed in the current literature. In Section 4 we state the main results of the paper: Theorem 3.1 that derives the necessary conditions on the pricing rule that ensure that the insider cannot achieve infinite profits by employing discontinuous strategies and/or strategies with a martingale part, Theorem 3.2 that establishes a PDE condition on the pricing rule that is necessary for the existence of equilibrium, and Theorem 3.3 which demonstrate that, under the conditions for the pricing rule derived Theorems 3.1 and 3.2, the restriction of admissible controls to absolutely continuous ones produces the same value function. In Section 4 provide a worked-out example that illustrates how the techniques developed in this paper can be applied to a particular model. In Section 5 we analyse the optimisation problem of the insider and establish a subset of these pricing rules that yield a finite value to this problem. Moreover, as a by-product we obtain the familiar sufficient conditions on the pricing rule and the trading strategy in order for the equilibrium to exist.
2. Model setup

As in [1] we will assume that the trading will take place over the time interval $[0, 1]$. Let $(\Omega, \mathcal{G}, (\mathcal{G}_t)_{t \in [0,1]}, \mathbb{Q})$ be a filtered probability space satisfying the usual conditions. The time-1 value of the traded asset is given by $f(Z_1)$, which will become public knowledge at $t = 1$ to all market participants, where $Z$ is a continuous and adapted process, and $f$ is a measurable increasing function.

Three types of agents trade in the market. They differ in their information sets and objectives as follows.

- **Noise/liquidity traders** trade for liquidity reasons, and their total demand at time $t$ is given by a standard ($\mathcal{G}_t$)-Brownian motion $B$ independent of $Z$.
- **Market makers** only observe the total demand $Y = \theta + B$, where $\theta$ is the demand process of the informed trader. The admissibility condition imposed later on $\theta$ will entail in particular that $Y$ is a semimartingale.

They set the price of the risky asset via a Bertrand competition and clear the market. Similar to [2] we assume that the market makers set the price as a function of weighted total order process at time $t$, i.e. we assume that the price process, $S$, is given by

$$S_t = H(t, X_t), \quad \forall t \in [0, 1) \quad (2.1)$$

where $X$ is adapted to the filtration generated by $B$ and $Z$ and is the unique strong solution of a certain SDE whose coefficients and drivers are constructed by the market makers as made precise in Definition 2.1. Moreover, a pricing rule has to be admissible in the sense of Definition 2.1, which will entail $S$ being a semimartingale.

- **The informed investor** observes the price process $S_t = H(t, X_t)$ and her private signal $Z$. Since she is risk-neutral, her objective is to maximize the expected final wealth, i.e.

$$\sup_{\theta \in \mathcal{A}} E^0_z[W_1^\theta], \text{ where}$$

$$W_1^\theta = (f(Z_1) - S_{1-})\theta_{1-} + \int_0^{1-} \theta_{s-} dS_s. \quad (2.3)$$

In above $\mathcal{A}$ is the set of admissible trading strategies for the given pricing rule, which will be defined in Definition 2.2. Moreover, $E^{0,z}$ is the expectation with respect to $P^{0,z}$, which is the regular conditional distribution of $(X_s, Z_s; s \leq 1)$ given $X_0 = 0$ and $Z_0 = z$, which exists due to Theorem 44.3 in [3].

Thus, the insider maximises the expected value of her final wealth $W_1^\theta$, where the first term on the right hand side of equation (2.2) is the contribution to the final wealth due to a potential differential between the market price and the fundamental value at the time of information release, and the second term is the contribution to the final wealth coming from the trading activity.

\footnote{Note that this implies the insider’s optimal trading strategy takes into account the feedback effect, i.e. that prices react to her trading strategy.}
Given the above market structure, we can now precisely define the filtrations of the market makers and of the informed trader. As we shall consider their right continuous augmentations, we first define the probability measures that will be used in the augmentation.

First define $\mathcal{F} := \sigma(B_t, Z_t; t \leq 1)$ and let $Q^{0,z}$ be the regular conditional distribution of $(B, Z)$ given $B_0 = 0$ and $Z_0 = z$. Observe that any $P^{0,z}$-null set is also $Q^{0,z}$-null in view of the assumption on $X$. Due to the measurability of regular conditional distributions one can define the probability measure $P$ on $(\Omega, \mathcal{F})$ by

$$P(E) = \int_{\mathbb{R}} Q^{0,z}(E) Q(Z_0 \in dz),$$

for any $E \in \mathcal{F}$.

While $Q^{0,z}$ is how the informed trader assign likelihood to the events generated by $B$ and $Z$, $P$ is the probability distribution of the market makers who do not observe $Z_0$ exactly. Thus, the market makers’ filtration, denoted by $\mathcal{F}^M$, will be the right-continuous augmentation with the $P$-null sets of the filtration generated by $Y$. In particular $\mathcal{F}^M$ satisfies the usual conditions.

On the other hand, since the informed trader knows the value of $Z_0$ perfectly, it is plausible to assume that her filtration is augmented with the $Q^{0,z}$-null sets. However, this will make the modelling cumbersome since the filtration will have an extra dependence on the value of $Z_0$ purely for technical reasons. Another natural choice is to consider the null sets that belong to every $Q^{0,z}$, i.e. the sets that are elements of the following

$$\mathcal{N}^I := \{E \subset \mathcal{F} : Q^{0,z}(E) = 0, \forall z \in \mathbb{R}\}.$$  (2.5)

These null sets will correspond to the a priori beliefs that the informed trader has about the model before she is given the private information about $Z_0$ and, thus, can be used as a good benchmark for comparison. Therefore we assume that the informed trader’s filtration, denoted by $\mathcal{F}^I$, is the right continuous augmentation of the filtration generated by $S$ and $Z$ with the sets of $\mathcal{N}^I$. Similarly, we will denote by $\mathcal{F}^{B,Z}$ the is the right continuous augmentation of the filtration generated by $B$ and $Z$ with the sets of $\mathcal{N}^I$. Note that the resulting filtrations are not complete.

A rational expectations equilibrium is a pair consisting of an admissible pricing rule and an admissible trading strategy such that: a) given the pricing rule the trading strategy is optimal, b) given the trading strategy, the pricing rule is rational in the following sense:

$$H(t, X_t) = S_t = \mathbb{E} \left[ f(Z_1) | \mathcal{F}^M_t \right],$$

where $\mathbb{E}$ corresponds to the expectation operator under $P$. To formalize this definition of equilibrium, we first define the sets of admissible pricing rules and trading strategies.

**Definition 2.1.** An admissible pricing rule is any quadruple $(H, w, c, j)$ fulfilling the following conditions:

1. $w : [0, 1] \times \mathbb{R} \to (0, \infty)$ is a function in $C^{1,2}([0, 1] \times \mathbb{R})$;
2. Given a Brownian motion, $\beta$, on some filtered probability space, there exists a unique strong solution to

$$d\tilde{X}_t = w(t, \tilde{X}_t)d\beta_t, \quad \tilde{X}_0 = 0.$$
(3) $H \in C^{1,2}([0, 1) \times \mathbb{R})$.
(4) $x \mapsto H(t, x)$ is strictly increasing for every $t \in [0, 1]$;
(5) $c : [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}$ is locally Lipschitz;
(6) $j : [0, 1] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and there exists $\Delta^* > 0$ such that
\[
|j(t, x, \Delta)| \leq \Gamma(t, x)|\Delta|, \quad \text{for } |\Delta| < \Delta^*, \tag{2.7}
\]
where $\Gamma$ is locally bounded.

**Definition 2.2.** An $\mathcal{F}_t^{B, Z}$-adapted\(^3\) $\theta$ is said to be an admissible trading strategy for a given admissible pricing rule $(H, w, c, j)$ if the following conditions are satisfied.

1. $\theta$ is a semimartingale\(^4\) with summable jumps on $(\Omega, \mathcal{F}, (\mathcal{F}_t^{B, Z}), Q^{0, z})$ for each $z \in \mathbb{R}$.
2. There exists a unique strong solution\(^5\) $\xi$, $X$, to
\[
dX_t = w(t, X_{t-})dY_t^c + \left(\frac{w_x(t, X_{t-})}{2} + c(t, X_{t-})\right)w(t, X_{t-})(d[Y, Y]_t^c - dt) + K_w^{-1}(t, j(t, X_{t-}, \Delta Y_t) + K_w(t, X_{t-} + \Delta Y_t) - X_{t-}
\]
starting from $X_0 = 0$ over the time interval $[0, 1]$ on $(\Omega, \mathcal{F}, (\mathcal{F}_t^{B, Z}), \mathbb{P})$, where $Y = B + \theta$, and
\[
K_w(t, x) = \int_0^x \frac{1}{w(t, y)}dy + \frac{1}{2} \int_0^t w_x(s, 0)ds. \tag{2.8}
\]
3. No doubling strategies are allowed, i.e. for all $z \in \mathbb{R}$
\[
E^{0, z}\left[\int_0^1 H^2(t, X_t)dt\right] < \infty. \tag{2.9}
\]

The set of admissible trading strategies for the given pricing rule $(H, w, c, j)$ is denoted with $\mathcal{A}(H, w, c, j)$. For the notational brevity, we will also denote by $\mathcal{A}(H, w) := \mathcal{A}(H, w, 0, 0)$.

Now we are in a position to define the price set by the market makers. Observe that, given an admissible pricing rule $(H, w, c, j)$ and a trading strategy $\theta \in \mathcal{A}(H, w, c, j)$, there exists (due to the admissibility of $\theta$) unique strong solution of
\[
dX_t = w(t, X_{t-})dY_t^c + dC_t + J_t, \quad X_0 = 0, \tag{2.10}
\]
with $Y = B + \theta$, $K_w$ defined in (2.8) and
\[
dC_t = \left(\frac{w_x(t, X_{t-})}{2} + c(t, X_{t-})\right)w(t, X_{t-})(d[Y, Y]_t^c - dt), \tag{2.11}
\]
\[
J_t = K_w^{-1}(t, j(t, X_{t-}, \Delta Y_t) + K_w(t, X_{t-} + \Delta Y_t) - X_{t-}. \tag{2.12}
\]

\(^3\)See Remark\(^2\)\(^1\) for the explanation of the choice of filtration $\theta$ is adapted to.

\(^4\)Note that due to the incompleteness of the stochastic basis we follow the notion of semimartingale from Jacod and Shiryaev \(^10\) that only requires the right-continuity of filtrations.

\(^5\)Following Kurtz \(^17\) $X$ is a strong solution of (2.10) if there exists a measurable mapping, $\varphi$, from a Polish space to a Polish space such that $X := \varphi(Y)$ satisfies (2.10). In this case both Polish spaces are taken to be the space of right continuous functions with left limits on $[0, 1]$ equipped with Skorokhod topology. Note that $Y$ may jump only due to the discontinuities in $\theta$. 
Thus the process $X$ is well-defined, and therefore
$$S_t := H(t, X_t),$$
is well-defined. Moreover, $S$ is adapted to $(\mathcal{F}_t)$ since, following Kurtz [17], $X$ is a functional of the paths of $Y$ only and $Y$ is adapted to $(\mathcal{F}_t)$. These considerations justify the definition of price stated below.

**Definition 2.3.** Given an admissible pricing rule $(H, w, c, j)$ and a trading strategy $\theta \in \mathcal{A}(H, w, c, j)$ the price set by market maker is given by
$$S_t := H(t, X_t),$$
where $X$ is unique strong solution of (2.10).

Before we discuss our admissibility conditions, we will give a few examples from the literature that illustrate the flexibility of our definition of price:

**Example 2.1.** In Back [1] the trading takes place in continuous time and the insider observes the final asset value from the start. More precisely, the final value of an asset in this model is $f(Z_1)$, where $f$ is an increasing function and $Z_1$ is Gaussian random variable with mean 0 and variance 1.

The price is defined to be:
$$S_t = H(t, Y_t).$$
In our setting, it translates to the pricing rule $(H, 1, 0, 0)$. Observe that $K_w(t, x) = x$ and therefore $J_t = \Delta Y_t$ yielding representation of (2.10) in the form:
$$dX_t = dY_t^c + \Delta Y_t = dY_t,$$
that is, $X_t = Y_t$ for all $t \in [0, 1]$. In this setting, our definitions of admissibility of trading strategies and the pricing rules coincide with the ones in [1], as well.

Note that an alternative representation of the equilibrium stock price process is possible in this model. The following representation demonstrates that already in [1] the market makers use different weights to price absolutely continuous, martingale and jump parts of the insider strategy.

To see this define $w(t, x) := H_w(t, H^{-1}(t, x))$, where the inverse is taken with respect to the space variable, $x$. Then the equilibrium pricing rule can be represented as $(\tilde{H}, w, 0, 0)$, where $\tilde{H}(t, x) = x + H(0, 0)$. Indeed, applying Ito formula for semimartingales to (2.13) yields:
$$dS_t = w(t, S_t) dY_t^c + \frac{1}{2} w_x(t, S_t) w(t, S_t) (d[Y]^c_t - dt) + H(t, Y_t) - H(t, Y_t^-)$$
due to the fact that the equilibrium pricing rule in [1] satisfies
$$H(t, y) + \frac{1}{2} H_{yy}(t, y) = 0.$$
This PDE also allows to conclude that $K_w(t, x) = H^{-1}(t, x) - H^{-1}(0, 0)$, thus yielding that
$$H(t, Y_t) - H(t, Y_t^-) = K_w^{-1}(t, K_w(t, S_t^-) + \Delta Y_t) - S_t^-,$$
\footnote{See Remark 2.2 for details.}
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which implies that the equilibrium pricing rule indeed can be represented as \((2.10)\) with pricing rule \((\tilde{H}, w, 0, 0)\) (and therefore \(X_t = S_t - H(0, 0)\)). This representation holds for any admissible trading strategy. This, in fact, provides a generalisation of equation (16) in [1] for general admissible pricing rules (and not only for equilibrium ones that are considered in Theorem 3). Observe that \(H(t, Y_t) - H(t, Y_{t-}) \neq H_y(t, Y_{t-})\Delta Y_t\). If one instead prices jumps via \(H_y(t, Y_{t-})\Delta Y_t\), the insider obtains infinite profits as we show in Theorem 3.1 complementing the illustration given by [1] in Footnote 6.

Example 2.2. In Baruch [4] the trading takes place in continuous time where the risk-averse insider observes the normally distributed asset value from the start. That is, \(f(Z_1) = aZ_1 + b\) is Gaussian random variable with known mean and variance. Using the above notation \(S_t = X_t\), where

\[dX_t = \lambda(t)dY_t,\]

and \(\lambda\) is deterministic.

In our setting, it translates to the pricing rule \((H, \lambda, 0, 0)\) with \(H(t, x) = x\). Indeed, as \(\lambda\) does not depend on \(x\) and the evolution of \(X\) in [4] does not depend on quadratic variation of the martingale part of \(Y\) explicitly, we should have

\[0 = \left(\frac{\lambda_x(t, X_{t-})}{2} + c(t, X_{t-})\right) \lambda(t, X_{t-}) = c(t, x_{t-})\lambda(t, x_{t-})\]

yielding \(c \equiv 0\). Moreover, in this case \(K_w(t, x) = \frac{x}{\lambda(t)}\) and therefore we should have

\[\lambda(t)\Delta Y_t = \lambda(t)(j(t, X_{t-}, \Delta Y_t) + \Delta Y_t)\]

yielding \(j \equiv 0\).

Example 2.3. Back and Baruch [2] study a version of the Kyle model where the trading takes place in continuous time; however, the public announcement for \(f(Z_1)\) takes place at an exponential time \(\tau\) with rate \(r\). Moreover, \(f\) is the identity mapping and \(Z_1\) is a Bernoulli random variable taking values in \(\{0, 1\}\), and \(\tau\) is independent from everything else.

Back and Baruch assume that \(S_t = X_t\) and

\[dX_t = \lambda(X_s)dY_s, \tag{2.14}\]

for some function \(\lambda\). In this model admissible trading strategies of the insider are absolutely continuous. If we allow trading strategies with martingale part and keep the same dynamics for \(S\), the price postulated in [2] will translate to \((H, \lambda, -\frac{\lambda_x}{2}, \cdot)\) with \(H(t, x) = x\) in this setting. Indeed, as the evolution of \(X\) in (2.14) does not depend on quadratic variation of the martingale part of \(Y\) explicitly, we should have

\[0 = \left(\frac{\lambda_x(X_t)}{2} + c(t, X_t)\right) \lambda(X_t)\]

yielding the stated form of \(c\).

\(^7\)As jumps in the insider’s strategies are not allowed, the \(j\) term is not defined here. To allow for jumps we need to define evolution for \(X\) for a process \(Y\) that is not continuous.
Example 2.4. In Campi, Çetin and Danilova\footnote{Indeed, choosing \( c = \frac{\Delta^*}{w} \) and}
the extension of the Kyle model the insider receives a dynamic signal given by a diffusion process
\[
dZ_t = \sigma(s) a(V(s), Z_s) dW_s,
\]
where \( V \) is an increasing and absolutely continuous deterministic function and \( a \) is a diffusion coefficient satisfying mild regularity assumptions. The market makers choose a pricing rule \( H \) and set the market price \( S_t = H(t, X_t) \), where
\[
dX_t = w(t, X_t) dY_t,
\]
where \( w \) is a smooth weighting function. In this model it is assumed that admissible trading strategies of the insider are absolutely continuous. If we generalize this model to allow trading strategies with jumps and martingale part by assuming that
\[
dX_t = w(t, X_{t-}) dY_t,
\]
this pricing rule will translate to the setting of this paper as \((H, w, c, j)\) with
\[
c(t, x) = -\frac{w_x(t, x)}{2}
\]
and
\[
j(t, x, \Delta) = K_w(t, x + w(t, x) \Delta) - K_w(t, x) - \Delta
\]
with \( K_w \) defined as in (2.8). Indeed, as the evolution of \( X \) in (2.15) does not depend on quadratic variation of the martingale part of \( Y \) explicitly, we should have
\[
0 = \left( \frac{w_x(t, X_{t-})}{2} + c(t, X_{t-}) \right) w(t, X_{t-})
\]
yielding the stated form of \( c \). To obtain \( j \), observe that we should have
\[
w(t, X_{t-}) \Delta Y_t = K_w^{-1}(t, j(t, X_{t-}, \Delta Y_t) + K_w(t, X_{t-}) + \Delta Y_t) - X_{t-}.
\]

As those examples illustrate, the process \( C \) in Definition 2.3 prices the additional martingale part of the total demand incurred by the insider's strategy whereas \( J \) penalizes the jumps in \( Y \). Moreover, the Doss-Lamperti transformation \( K_w \) ensures that the price of the jumps is given by the units of the total demand process and is independent of the scaling factor \( w \). That is, the form of the price postulated in Definition 2.3 allows a general penalization of martingale and jump components of insider strategy and therefore covers, as particular cases, vast majority of pricing rules considered in the literature. This becomes even more apparent if we rewrite (2.10) as (note that this is equivalent representation due to the conditions on \( w \)): \footnote{Indeed, choosing \( c = \frac{\Delta^*}{w} \) and}
\[
dX_t = w(t, X_{t-}) dY_t^C + \tilde{c}(t, X_{t-})(d[Y, Y]_t^C - dt) + \tilde{j}(t, X_{t-}, \Delta Y_t), \quad X_0 = 0,
\]
with \( \tilde{j} \) satisfying (2.7) for some \( \Delta^* \) and \( \tilde{c} \) being locally Lipschitz.

If \( \theta \) is absolutely continuous, \( dX_t = w(t, X_t) dY_t \) and the price set by the market makers agrees with the one set in the standard literature. That is, if the insider’s trading strategy is restricted to be absolutely continuous, the market price process is the same for all choices
of $c$ and $j$. This implies that (2.10) defines a set of pricing rules for general strategies of the insider that are consistent with the ones used in the literature under the assumption that the insider is only allowed to follow absolutely continuous strategies. Thus, if one can identify the functions $c$ and $j$ for which the optimal strategy of the insider is absolutely continuous, one recovers the equilibria obtained in the previous studies with the modification of the pricing rule given by those $c$ and $j$. The reason for the chosen parametrization of $C$ and $J$ is that we are going to establish that these functions are identically 0 under our parametrization. More precisely, the insider gets infinite profit unless $c = j = 0$ as shown in Theorem 3.1.

In the next few remarks we discuss well-posedness of our definitions of admissible trading strategies and the price set by the market makers as well as their direct implications.

Remark 2.1. Note that Condition 2 in Definition 2.1 is equivalent to no trading being admissible for the insider. Thus, $A(H, w, c, j) \neq \emptyset$ for any admissible pricing rule. Moreover, the strict monotonicity of $H$ in the space variable implies $H$ is invertible prior to time 1, thus, the filtration of the insider is generated by $X$ and $Z$. Note that jumps of $Y$ can be inferred from the jumps of $X$ via (2.10) and the form of $J$. Moreover, since $K_w \in C^{1,2}$ under the hypothesis on $w$, an application of Itô’s formula yields

$$dK_w(t, X_t) = dY_t^c - \frac{1}{2} w_x(t, X_{t-}) dt + K_w(t, X_t) - K_w(t, X_{t-}) + \frac{\partial}{\partial t}K_w(t, X_{t-}) dt.$$ 

Thus, one can also obtain the dynamics of $Y^c$ by observing $X$. Hence, the natural filtrations of $X$ and $Y$ coincide. This in turn implies that $(\mathcal{F}^{S, Z}_t) = (\mathcal{F}^{B, Z}_t)$, i.e. the insider has full information about the market. This justifies our choice of the filtration to which $\theta$ is adapted in Definition 2.2.

Remark 2.2. Note that since $\theta$ is assumed to be admissible in Definition 2.3, it is a semi-martingale with summable jumps. This in turn implies $Y$ is a semimartingale with summable jumps as well. Therefore, the equations (2.10)-(2.12) are well-posed. In particular, the processes $C$ and $(\sum_{s \leq t} J_s)_{t \in [0, 1]}$ are adapted to the market makers’ filtration $\mathcal{F}^M$ and are of finite variation. Indeed, since $X$ is a strong solution and $Y$ is a semimartingale, they are both right continuous with left limits. Thus, their paths are bounded on compacts a.s.. This readily implies that $C$ is of finite variation as the functions $c, w$ and $w_x$ are continuous.

Moreover, due to the mean value theorem and the fact that $K_w^{-1}$ has a continuous derivative, we have

$$|J_t| \leq \gamma(\omega)|j(t, X_{t-}, \Delta Y_t) + \Delta Y_t|,$$

where $\gamma$ is bounded. Since there are only finitely many jumps of $Y$ that exceed $\Delta^*$, the above bound implies that $\sum_{t \leq 1} |J_t| < \infty$ in view of (2.7).

Remark 2.3. In the standard models $Z$ is assumed to be a solution of an SDE driven by a Brownian motion. This entails that $\mathcal{F}^{B, Z}$ is contained in a Brownian filtration. Therefore, the jumps of $\theta$ are summable as soon as $\theta$ is assumed to be a semimartingale. Hence, the first condition of the definition above reduces to the requirement that $\theta$ is a semimartingale.

Now we can formally define the market equilibrium as follows.}\footnote{This, in particular, implies that in the Example 2.3 and Example 2.4 an insider can obtain infinite profit by employing trading strategies with martingale part and/or jumps.}
Definition 2.4. A couple \((H^*, w^*, c^*, j^*), \theta^*)\) is said to form an equilibrium if \(H^*, w^*, c^*, j^*\) is an admissible pricing rule, \(\theta^* \in \mathcal{A}(H^*, w^*, c^*, j^*)\), and the following conditions are satisfied:

1. Market efficiency condition: given \(\theta^*\), \((H^*, w^*, c^*, j^*)\) is a rational pricing rule, i.e. it satisfies (2.6).
2. Insider optimality condition: given \((H^*, w^*, c^*, j^*)\), \(\theta^*\) solves the insider optimization problem for all \(z\):

\[
E^{0,z}[W_1^{\theta*}] = \sup_{\theta \in \mathcal{A}(H^*, w^*, c^*, j^*)} E^{0,z}[W_1^\theta] < \infty.
\]

We finish this section by summarizing our standing assumptions for the convenience of the reader.

Assumption 2.1. (1) \(Z\) is a continuous and \(\mathcal{G}\)-adapted process.  
(2) \(f : \mathbb{R} \to \mathbb{R}\) is a measurable and increasing function.  
(3) The pricing rule \((H, w, c, j)\) satisfies

\[
H_t(t, x) + \frac{1}{2} w^2(t, x) H_{xx}(t, x) = 0.
\]

In what follows we will use function \(g\) defined as

\[
g(t, x) := \frac{w_t(t, x) + \frac{w^2(t, x)}{2} w_{xx}(t, x)}{w^2(t, x)}
\]

for a given admissible pricing rule \((H, w, c, j)\). Note that it is continuous due to the conditions on \(w\).

Remark 2.4. A formal derivation of HJB equations associated with the insider optimization problem in the case the insider’s signal is Markovian as in [6] and [10] will lead to (2.16) and \(g \equiv 0\). Moreover, we will demonstrate that \(g \equiv 0\) is necessary for the equilibrium to exist.  

The above setup uses the standard definition of equilibrium as in Back [1]. The difference lies in the generalisation of the set of admissible pricing rules that in particular includes the ones used in the current literature (see, e.g., [2], [11], [12], [9], [14], [13], and [19]). Moreover, the signal of the insider is not assumed to be Markovian, i.e. our setting is less stringent than the current literature where \(Z\) is assumed to be Markov.

3. Main results

There are three main results in this paper:

- Our first main result, Theorem 3.1, shows that the insider achieves infinite profits unless the pricing rule penalises the jumps and martingale parts correctly, i.e. \(c = j = 0\).  

---

10 Recall that this implies that the regular conditional distribution of \((X_s, Z_s; s \leq 1)\) given \(X_0 = 0\) and \(Z_0 = z\) exists in view of Theorem 44.3 in [5].

11 If the equilibrium is inconspicuous as in most of the literature, the stated PDE for \(H\) will follow from the standard filtering theory.

12 Observe that this condition is not satisfied in the Examples 2.3 and 2.4.
• Our second main result, Theorem 3.2, shows that in a wide range of models for a
pricing rule to be consistent with an equilibrium it’s weighting function must satisfy
(2.17) with $g = 0$.

• Our third main result, Theorem 3.3, shows that, if the market maker chooses a pricing
rule with correct penalization of martingale part/jumps of insider’s strategy that is
also consistent with an equilibrium in a sense of the Theorem 3.2 (i.e. $g = 0$ in (2.17)),
then there exists a sequence of absolutely continuous insider trading strategies that
maximizes insider’s objective. This implies that one can restrict admissible trading
strategies to absolutely continuous one without loss of generality as soon as pricing
rule is chosen correctly.

For the reader’s convenience of a reader the main results, as well as remarks discussing
their assumptions, are stated below.

Theorem 3.1. Let $(H, w, c, j)$ be an admissible pricing rule such that $H$ satisfies Assumption
2.1. Consider $g$ defined by (2.17) and assume that for every $z \in \mathbb{R}$ there exists an $x \in \mathbb{R}$
such that
$$E^{0, z} \left[ \int_0^{1-} \int_{t \in (f(Z_1))} (H(t, u) - f(Z_1))|g(t, u)|du dt \right] < \infty. \quad (3.1)$$
Assume further that the random variable $f(Z_1)$ is such that :
- $E^{0, z} [f^2(Z_1)] + E^{0, z} [K_w^2(1, H^{-1}(1, f(Z_1)))] < \infty, \quad \forall z \in \mathbb{R}, \quad (3.2)$
- $\lim_{z \to -\infty} E^{0, z}[-f(Z_1)] = \lim_{z \to \infty} E^{0, z}[f(Z_1)] = \infty,
- \text{and} \limsup_{z \to -\infty} E^{0, z}[f(Z_1)1_{\{f(Z_1) > k\}}] < \infty, \liminf_{z \to \infty} E^{0, z}[f(Z_1)1_{\{f(Z_1) < k\}}] > -\infty.$

Then there exists a set $E$ such that $\mathbb{Q}(Z_0 \in E) > 0$ and for any $z \in E$ we have
$$\sup_{\theta \in A(H, w, c, j)} E^{0, z}[W^\theta_1] = \infty$$
unless $c$ and $j$ are identically 0.

Remark 3.1. The condition (3.1) ensures that the value function of the insider is bounded
when she is restricted to use absolutely continuous strategies. This condition is always satis-
fied if insider has static information, i.e. if $Z_0 = Z_1$. The assumptions on the random
variable $f(Z_1)$ are quite general and are satisfied in the available literature. In particular
they are satisfied in a large class of diffusion models.

Theorem 3.2. Suppose that there exists an equilibrium $((H^*, w^*), \theta^*)$, where $H^*$ satis-
fies Assumption 2.1. Consider $g$ defined by (2.17) and assume $Z_0 = Z_1$, $\lim_{z \to \infty} f(z) =
- \lim_{z \to -\infty} f(z) = \infty$, and $\frac{\partial}{\partial w}$ as a function on $[0, 1] \times \mathbb{R}$ with values in $\mathbb{R}$ is continuous.

Assume further that there exists a set $E$ such that $\mathbb{Q}(Z_0 \in E) = 1$ and for all $z \in E$ there
exists a continuous function $s^{f(z)}$ of finite variation such that
$$s^{f(z)}(t) := \arg \max_x -\int_x^f (H^*(t, y) - f(z))g(t, y)dy = \arg \min_x \int_x^f (H^*(t, y) - f(z))g(t, y)dy \quad (3.3)$$
for all $t \in [0, \nu]$. Then $g \equiv 0$ for all $t \in [0, \nu]$. 
Theorem 3.3. Suppose that
\[ E^0_z \left( f^2(Z_1) \right) < \infty, \forall z \in \mathbb{R}, \]  
(3.4)
i.e. \( f(Z_1) \) is square integrable for any initial condition of \( Z \). Let \((H,w)\) be an admissible pricing rule satisfying (2.17) and (2.18) with \( g = 0 \). Then \( \theta \in \mathcal{A}(H,w) \) is an optimal strategy if
i) \( \theta \) is continuous and of finite variation,
ii) and \( H(1-, X_{1-}) = f(Z_1), P^0_z \)-a.s.,
where
\[ X_t = \int_0^t w(s, X_s)\{dB_s + d\theta_s\}. \]
Moreover, if we further assume that
\[ E^0_z \left[ K_w^2(1, H^{-1}(1, f(Z_1))) \right] < \infty, \forall z \in \mathbb{R}, \]  
(3.5)and \( M \) defined by
\[ M_t := E^0_z \left[ K_w(1, H^{-1}(1, f(Z_1)))|\mathcal{F}_t^Z \right] \]  
(3.6)satisfies
\[ d[M, M]_t = \tilde{\sigma}_t^2 dt \]  
(3.7)for some measurable process \( \tilde{\sigma} \) such that
\[ \limsup_{t \to 1} \tilde{\sigma}_t^2 (1 - t)^{\alpha - 1} = 0 \]  
(3.8)for some \( \alpha \in (1, 2) \), then for any \( \theta \in \mathcal{A}(H,w) \), there exists a sequence of admissible absolutely continuous strategies, \((\theta^n)_{n \geq 1}\), such that
\[ E^0_z \left[ W^\theta_1 \right] \leq \lim_{n \to \infty} E^0_z \left[ W^{\theta^n}_1 \right]. \]

Remark 3.2. To understand the conditions (3.6)-(3.8), note that \( K_w(1, H^{-1}(1, f(Z_1))) \) is \( P^0_z \)-integrable, therefore \( M \) is well-defined and is independent of \( B \).

This process \( M \) will be used by the insider to drive the market price to its fundamental value. Under the optimality conditions of the theorem above \( K_w(1, H^{-1}(1, f(Z_1))) = Y_1 \). Thus, \( M \) corresponds to the insider’s expectation of the final total demand using her own private information only. Not using public information ensures \( M \) is independent of \( B \).

The condition (3.8) is in fact an assumption on the quadratic variation of the signal and is satisfied in the Markovian framework employed in the earlier Kyle-Back models (see, among others, [15], [3], [6], [24], and [7]).

4. Penalization in action

In this section we illustrate our results with the model considered in Back and Baruch [2] and discussed in the Example 2.3. We will show that the pricing rule employed therein allows
infinite profit for the insider that uses trading strategies with martingale component and describe the correct penalization of the martingale component that prevents such opportunities and ensures that the absolutely continuous strategies are optimal.\footnote{One can also show that insider that uses jumps achieves infinite profit in straightforward generalization of the pricing rule of \cite{2} where \(dX_t = \lambda(X_{t-})dY_t\). It is also possible to determine a correct penalization that makes jumps suboptimal for the insider. To do so one needs to employ tedious calculations as in the proof of Theorem 5.2. Thus, to simplify the exposition we will only demonstrate the results for martingale parts assuming continuous strategies.}

Although this model does not directly fit to the above framework at a first sight, the exponential character of \(\tau\) allows us to view the setting of Back and Baruch (and a more general version studied in Çetin \cite{9}) as an infinite horizon version of the Kyle model.

More precisely, given a continuous semimartingale trading strategy \(\theta\) of the insider, the associated final wealth at time \(\tau\) is given by

\[
W_\tau = Z_1 \theta_\tau - \int_0^\tau S_t d\theta_t - [\theta, S]_t.
\]

Back and Baruch assume that \(S_t = X_t\), where

\[
dX_t = \lambda(X_t) dY_t,
\]

for some function \(\lambda\) that is implicitly defined by an equation and with the boundary conditions \(\lambda(0) = \lambda(1) = 0\). Çetin \cite{9} later shows that

\[
\lambda(x) = s'(s^{-1}(x)),
\]

where

\[
s(x) = \int_{-\infty}^x \sqrt{\frac{r}{\pi}} \exp(-ry^2) dy.
\]

Now suppose that \(\theta\) has a local martingale component driven only by \(B\) and let

\[
\gamma_t := \frac{d}{dt} [\theta, B]_t.
\]

Thus, using the independence of \(\tau\), we can find the expected profit of the insider given \(Z_1 = z\) as

\[
E^{0,z} [W_\tau] = E^{0,z} \left[ \int_0^\infty e^{-rt}(z - X_t) d\theta_t - \int_0^\infty e^{-rt} \lambda(X_t) (1 + \gamma_t) \gamma_t dt \right]. \tag{4.1}
\]

Following \cite{9} define

\[
\Psi(x) = \int_x^z \frac{y - z}{\lambda(y)} dy
\]

and observe that

\[
\frac{\lambda^2}{2} \Psi'' - r \Psi = 0, \tag{4.2}
\]

and that

\[
\Psi''(x) = \frac{1}{\lambda(x)} + 2x \frac{x - z}{\lambda^2(x)} s^{-1}(x). \tag{4.3}
\]
Therefore,
\[ e^{-rt}\Psi(X_t) = \Psi(x) + \int_0^t e^{-rs}\Psi'(X_s) dX_s + \frac{1}{2} \int_0^t e^{-rs}\lambda^2(X_s) \gamma_s(2 + \gamma_s) \Psi''(X_s) ds, \]
which in turn yields
\[ E^{0,z}[W_t] = \Psi(x) - \lim_{t \to \infty} E^{0,z} \left[ e^{-rt}\Psi(X_t) \right] 
+ \int_0^\infty e^{-rs} \left( rs^{-1}(X_s)(X_s - z) \gamma_s(2 + \gamma_s) - \lambda(X_s) \frac{\gamma^2}{2} \right) ds. \]

We shall now show that the insider will obtain infinite profits given this pricing rule by appropriately choosing \( \gamma \). To this end it suffices to consider the case \( z = 0 \).

Note that
\[ \gamma \mapsto rs^{-1}(X_s)X_s\gamma(2 + \gamma) - \lambda(X_s) \frac{\gamma^2}{2} \]
is strictly convex if \( 2rs^{-1}(X_s)X_s - \lambda(X_s) > 0 \). Since \( s^{-1}(1) = \infty \) and \( \lambda(x) = s'(s^{-1}(x)) \), it is easy to show the existence of some \( p^* \) such that \( 2rs^{-1}(x) - \lambda(x) > 1 \) for \( x > p^* \). Also observe that \( \Psi(1 - \varepsilon) < \infty \) for \( \varepsilon > 0 \). Thus, the insider’s optimal strategy is to keep the price process between \( p^* \) and \( 1 - \varepsilon \) by using a constant \( \gamma \) process provided \( rs^{-1}(X_s)X_s\gamma(2 + \gamma) - \lambda(X_s) \frac{\gamma^2}{2} > 1 \) all the time. This can be achieved by using a recurrent transformation with \( h(x) = (s(x) - s(p^*))/(s(1 - \varepsilon) - s(x)) \) (cf. Theorem 3.1 in [8]) or an infinite horizon version of the method used in Stage 3 of the proof of Theorem 3.1 in this paper. Scaling this \( \gamma \) will lead to infinite profits in the limit. To penalize correctly the martingale components of a given continuous strategy the market makers should choose \( X \) such that
\[ dX_t = \lambda(X_t) dY_t + \frac{\lambda'(X_t)\lambda(X_t)}{2}(d[Y,Y]_t - dt). \]

This choice above will lead the insider to use continuous strategies with no martingale component. Indeed, in this case
\[ e^{-rt}\Psi(X_t) = \Psi(x) - \int_0^t r e^{-rs}\Psi(X_s) ds + \int_0^t e^{-rs}\Psi'(X_s) dX_s + \frac{1}{2} \int_0^t e^{-rs}\lambda^2(X_s) \Psi''(X_s) d[Y,Y]_s \]
\[ = \Psi(x) + \int_0^t e^{-rs}\Psi'(X_s) dX_s + \frac{1}{2} \int_0^t e^{-rs}\lambda^2(X_s) \Psi''(X_s) d[Y,Y]_s - ds \]
\[ = \Psi(x) - \frac{1}{2} \int_0^t e^{-rs} \left( \Psi'(X_s) \lambda'(X_s) + \lambda(X_s) \frac{\gamma^2}{2} \right) d[Y,Y]_s - ds \]
\[ = \Psi(x) + \int_0^t e^{-rs}(X_s - z)\lambda(X_s) dY_t \]
\[ + \frac{1}{2} \int_0^t e^{-rs} \left( (X_s - z)(\lambda'(X_s) + 2rs^{-1}(X_s)) + \lambda(X_s) \right) d[Y,Y]_s - ds \]
\[ = \Psi(x) + \int_0^t e^{-rs}(X_s - z) dY_s + \frac{1}{2} \int_0^t e^{-rs}\lambda(X_s) d[Y,Y]_s - ds. \]
Observe also that calculations similar to the ones that lead to (2.17) will yield
\[ E^{0,z}[W_{\tau}] = E^{0,z}\left[ \int_0^\infty e^{-rt}(z_t - X_t)d\theta_t - \int_0^\infty e^{-rt}\lambda(X_t)(d[Y,Y]_t - d[B,Y]_t) \right]. \]
and therefore
\[ E^{0,z}[W_{\tau}] = \Psi(x) - \lim_{t \to \infty} E^{0,z}\left[ e^{-rt}\Psi(X_t) \right] \]
\[ + E^{0,z}\left[ \frac{1}{2} \int_0^\infty e^{-rt}\lambda(X_t)(d[Y,Y]_t - dt) - \int_0^\infty e^{-rt}\lambda(X_t)(d[Y,Y]_t - d[B,Y]_t) \right] \]
\[ = \Psi(x) - \lim_{t \to \infty} E^{0,z}\left[ e^{-rt}\Psi(X_t) \right] - \frac{1}{2} E^{0,z}\left[ \int_0^\infty e^{-rt}\lambda(X_t)d[Y - B, Y - B]_t \right]. \]
This shows that additional martingale component is strictly suboptimal.

5. On equilibrium pricing rules and optimal strategies

In this section we will prove Theorems 3.1 - 3.3. In particular, we will show that in the representation (2.10) \( c = j = 0 \) and \( w \) satisfying (2.17) with \( g = 0 \) are necessary conditions for a pricing rule to be compatible with an equilibrium, since any other choice of market maker’s weighting of the signal will result in the infinite profit for the insider and/or make equilibrium impossible. We will also show that when a pricing rule satisfies those necessary conditions trading strategies of the insider can be restricted to absolutely continuous ones.

Our first theorem computes the expected final wealth of the insider in our general setup. We will use this representation to solve the optimisation problem for the insider. In particular this representation will provide an upper bound on the value function when \( g \) vanishes and the trading strategies are continuous.

**Theorem 5.1.** Let \((H, w, c, j)\) be an admissible pricing rule such that \(H\) satisfies Assumption 2.1. Assume \(\theta \in A(H, w, c, j)\). Then
\[ E^{0,z}[W_{\tau}^\theta] = E^{0,z}\left[ \Psi^f(Z_1)(0,0) - \Psi^f(Z_1)(1,1) - \frac{1}{2} \int_0^{1-} w(t, X_{t-})H_x(t, X_{t-})d[\theta]_t^c \right. \]
\[ + \left. \int_0^{1-} (H(t, X_{t-}) - a_c)(X_{t-})(d[Y,Y]_t^c - dt) - \int_0^{1-} \int_{\xi(t,a)}^{X_{t-}} (H(t, u) - a_c)g(t, u)dudt \right] \]
\[ + \sum_{0 < t < 1} \left\{ \Psi^f(Z_1)(t, X_t) - \Psi^f(Z_1)(t, X_{t-}) - (H(t, X_t) - f(Z_1))\Delta\theta_t \right\} , \]
where
\[ \Psi^a(t, x) := \int_{\xi(t,a)}^x \frac{H(t, u) - a_c}{w(t, u)}du + \frac{1}{2} \int_t^1 H_x(s, \xi(s, a))w(s, \xi(s, a))ds, \quad (5.1) \]
the function \(g\) is given by (2.7), and \(\xi(t, a)\) is the unique solution of \(H(t, \xi(t, a)) = a_c\). Moreover,
\[ \Delta \Psi^a(t, X_t) - (H(t, X_t) - a_c)\Delta\theta_t \leq (H(t, X_t) - a_c)j(t, X_{t-}, \Delta Y_t) \]
\[ \Delta \Psi^a(t, X_t) - (H(t, X_t) - a_c)\Delta\theta_t \geq (H(t, X_{t-}) - a_c)j(t, X_{t-}, \Delta Y_t) - \Delta H(t, X_t)\Delta\theta_t. \]
(5.2)
Moreover, integrating (2.3) by parts (see Corollary 2 of Theorem II.22 in [20]) we get

\[ \Psi_{\theta} = \int_0^t H_x(s, X_{s-})w(s, X_{s-}) \{ d[B, \theta]_s + d[\theta, \theta]_s \}. \]  

(5.3)

Moreover, integrating (2.3) by parts (see Corollary 2 of Theorem II.22 in [20]) we get

\[ W^\theta = f(Z_1)\theta_{t-} - \int_0^{t-} H(t, X_{t-})d\theta_t - \int_0^{t-} (\theta, H(\cdot , X)]_t \] 

(5.4)

since the jumps of \( \theta \) are summable. Moreover, direct calculations lead to

\[ \Psi^a + \frac{1}{2} w(t, x)^2 \Psi_{xx} = -\int_{\xi(t,a)}^x (H(t, u) - a)g(t, u)du. \]  

(5.5)

Ito’s formula in conjunction with above yields

\[ \Psi^a(1-, X_{1-}) = \Psi^a(0, 0) + \int_0^{1-} H(t, X_{t-})(dB_t + d\theta_t) - a(B_1 + \theta_{1-}) \]

\[ + \frac{1}{2} \int_0^{1-} w(t, X_{t-})H_x(t, X_{t-})(d[Y, Y]_t^c - dt) \]

\[ + \sum_{0 < t < 1} \{ \Psi^a(t, X_t) - \Psi^a(t, X_{t-}) - (H(t, X_{t-}) - a)\Delta \theta_t \} \]

\[ + \int_0^{1-} (H(t, X_{t-}) - a) c(t, X_{t-})(d[Y, Y]_t^c - dt) - \int_0^{1-} \int_{\xi(t,a)}^{X_{t-}} (H(t, u) - a)g(t, u)dudt \]

Combining the above and (5.4) and noting that the stochastic integral with respect to \( B \) is a true martingale we deduce

\[ E^{0,z}[W^\theta] = E^{0,z} \left[ \Psi f(Z_1)(0, 0) - \Psi f(Z_1)(1-, X_{1-}) - \frac{1}{2} \int_0^{1-} w(t, X_{t-})H_x(t, X_{t-})d[\theta, \theta]_t^c \right. \]

\[ + \int_0^{1-} (H(t, X_{t-}) - a) c(t, X_{t-})(d[Y, Y]_t^c - dt) - \int_0^{1-} \int_{\xi(t,a)}^{X_{t-}} (H(t, u) - a)g(t, u)dudt \]

\[ + \sum_{0 < t < 1} \{ \Psi f(Z_1)(t, X_t) - f(Z_1)(t, X_{t-}) - (H(t, X_t) - f(Z_1))\Delta \theta_t \} \]

Note that since \( w \) is positive and \( H \) is increasing, we have

\[ \Psi^a(t, X_t) - \Psi^a(t, X_{t-}) - (H(t, X_t) - a)\Delta \theta_t = \int_{X_{t-}}^{X_t} \frac{H(t, u) - a}{w(t, u)}du - (H(t, X_t) - a)\Delta \theta_t \]

\[ \leq (H(t, X_t) - a) \int_{X_{t-}}^{X_t} \frac{1}{w(t, u)}du - (H(t, X_t) - a)\Delta \theta_t \]

\[ = (H(t, X_t) - a)j(t, X_{t-}, \Delta Y_t). \]
Similarly,

\[ \Psi^a(t, X_t) - \Psi^a(t, X_{t^-}) - (H(t, X_t) - a) \Delta \theta_t \geq (H(t, X_{t^-}) - a) j(t, X_{t^-}, \Delta Y_t) - \Delta H(t, X_t) \Delta \theta_t. \]

**Remark 5.1.** The representation of the expected profit given by the above theorem shows that the absolutely continuous strategies deliver expected wealth bounded by \( E^{0,z}[\Psi(f(Z_1)) (0, 0)] \) when \( g \equiv 0 \). Similarly, if the optimisation problem

\[ \inf_{\xi X} E^{0,z} \left[ \int_0^1 \int_{t \xi f(Z_1)}^{X_t} (H(t, u) - f(Z_1)) |g(t, u)| du dt \right] \]

has a finite value, the value function of the insider is also bounded when she is restricted to use absolutely continuous strategies. Theorem 3.1 that we will prove next imposes conditions sufficient for this to hold.

**Proof of Theorem 3.1.** Suppose \( c(t, x) \neq 0 \) for some \( t < 1 \) and \( x \). Since \( c \) is continuous, there exist \( \nu_1 < \nu_2 < 1 \) and \( x_1 < x_2 \) such that \( |c(t, x)| > \varepsilon \) for some \( \varepsilon > 0 \) on \( [\nu_1, \nu_2] \times [x_1, x_2] \). Moreover, by the continuity of \( K^{-1}_w \) there exists \( t_1 < t_2 < 1 \) and \( y_1 < y_2 \) such that \( K^{-1}_w(t, y) \in [x_1, x_2] \) for all \( (t, y) \in [t_1, t_2] \times [y_1, y_2] \).

We shall construct a continuous trading strategy to achieve arbitrarily large profits for some realisation of \( Z_1 \). This construction will be done in three stages. The first stage will utilise Lemma A.1 to bring \( X \) inside \( [K^{-1}_w(t_1, y_1), K^{-1}_w(t_1, y_2)] \) at time \( t_1 \). The second stage will keep \( K_w(t, X_t) \) inside the interval \( (y_1, y_2) \) with arbitrarily large quadratic variation. The final stage will keep \( X \) bounded up to time \( 1 \).

Observe that for any continuous semimartingale \( \theta \) and \( G(t, x) := \int_0^x g(t, y) dy \)

\[ dK_w(t, X_t) = dY_t + c(t, X_t) (d[Y, Y]_t - dt) - G(t, X_t) dt. \]

**Stage 1:** To obtain a bounded \( X^\varepsilon \) satisfying \( K_w(t_1, X^\varepsilon_{t_1}) \in (y_1, y_2) \) apply Lemma A.1 to

\[ x(t) = \frac{(K^{-1}_w(t_1, y_1) - K^{-1}_w(t_1, y_2)) t}{2 t_1} \quad \text{and} \quad \varepsilon = \frac{(K^{-1}_w(t_1, y_2) - K^{-1}_w(t_1, y_1))}{4}. \]

Set \( X = X^\varepsilon \) on \([0, t_1]\).

**Stage 2:** Fix a \( y \in (y_1, y_2) \). Consider interval \([t_1, t_2]\) and the solutions of

\[ dR_t = (b + 1) dB_t + (b + 1)^2 \left( \frac{1}{R_t - y_1} 1_{[R_t \leq y]} - \frac{1}{y_2 - R_t} 1_{[R_t > y]} \right) dt + (b^2 + 2b) c(t, K^{-1}_w(t, R_t)) dt. \]

and observe that pathwise uniqueness holds until the exit time from \((y_1, y_2)\) since \( c \) is locally Lipschitz and \( K^{-1}_w \) is continuously differentiable. Thus, if we can show the existence of a weak solution that never exits \((y_1, y_2)\), we will arrive at a strong solution that stays in \((y_1, y_2)\). Indeed, since \( c(t, K^{-1}_w(t, x)) \) is bounded for all \((t, x) \in (t_1, t_2) \times (y_1, y_2)\), by means of Girsanov transformation, weak solutions of above are the same as those of

\[ dU_t = qd\beta_t + q^2 \left( \frac{1}{U_t - y_1} 1_{[U_t \leq y]} - \frac{1}{y_2 - U_t} 1_{[U_t > y]} \right) dt, \quad (5.6) \]
which are unique in law and never exit \((y_1, y_2)\) by Proposition 3.1 in [8]. Define \(X_t := K_w^{-1}(t, R_t)\) and observe that

\[
d\theta_t = b dB_t + (b + 1)^2 \left( \frac{1}{R_t - y_1} 1_{[R_t \leq y]} - \frac{1}{y_2 - R_t} 1_{[R_t > y]} \right) dt + G(t, K_w^{-1}(t, R_t)) dt.
\]

**Stage 3:** Finally consider the interval \((t_2, 1)\). Apply Lemma A.1 to \(x(t) = X_{t_2}\) and \(\varepsilon\) as before to get \(|X^\varepsilon|\) and set \(X = X^\varepsilon\).

Observe that \(X\) constructed above is bounded by a deterministic constant, which in turn implies the boundedness of \(H(t, X_t)\). Thus, \(\theta \in \mathcal{A}(H, w, c, j)\). Recall from Theorem 5.1 that

\[
E^{0, z}[W^\theta_1] \geq E^{0, z} \left[ -\Psi^{f(Z_1)}(1-, X_{1-}) - \frac{b^2}{2} \int_{t_1}^{t_2} w(t, X_{t-}) H_x(t, X_{t-}) dt \right.
\]

\[
+ \left. (b^2 + 2b) \int_{t_1}^{t_2} (H(t, X_{t-}) - f(Z_1)) c(t, X_{t-}) dt - \int_{0}^{1-} \int_{\xi(t, f(Z_1))}^{X_{t-}} (H(t, u) - f(Z_1)) g(t, u) du dt \right]
\]

since \(\Psi^{f(Z_1)}(0, 0) \geq 0\) and \(d[\theta, \theta]_t = 0\) for \(t \in [0, 1]\). Moreover, as \(dK_w(1, u) = \frac{1}{w(1, u)}\),

\[
\Psi^{f(Z_1)}(1-, X_{1-}) \leq (H(1, X_{1-}) - f(Z_1))(K_w(1, X_{1-}) - K_w(1, \xi(1, f(Z_1))))
\]

since \(H\) and \(K_w\) are increasing functions. Since \(X\) is bounded and (5.2) holds, we deduce

\[
E^{0, z}[\Psi^{f(Z_1)}(1-, X_{1-})] < \ell_1(z) < \infty. \tag{5.7}
\]

Also observe that

\[
\int_{0}^{1-} \int_{\xi(t, f(Z_1))}^{X_{t-}} (H(t, u) - f(Z_1)) |g(t, u)| du dt = \int_{0}^{1-} \int_{\xi(t, f(Z_1))}^{x(z)} (H(t, u) - f(Z_1)) |g(t, u)| du dt
\]

\[
+ \int_{0}^{1-} \int_{x(z)}^{X_{t-}} (H(t, u) - f(Z_1)) |g(t, u)| du dt.
\]

Thus, for some constant \(\ell_2(z)\) independent of \(b\) due to Assumption 3.1 and \(X\) taking values in a bounded interval,

\[
E^{0, z} \left[ \int_{0}^{1-} \int_{\xi(t, f(Z_1))}^{X_{t-}} (H(t, u) - f(Z_1)) |g(t, u)| du dt \right] \leq \ell_2(z) < \infty. \tag{5.8}
\]

Therefore,

\[
E^{0, z}[W^\theta_1] \geq \ell(z) + E^{0, z} \left[ \int_{t_1}^{t_2} \left( b^2 + 2b - \frac{b^2}{2} w(t, X_{t-}) H_x(t, X_{t-}) \right) dt \right]
\]

\[
\geq \ell(z) + b^2 m_1 + m E^{0, z}[f(Z_1)] + (M - m) E^{0, z}[f(Z_1) 1_{[f(Z_1) < 0]}]
\]

\[
+ b (m_3 + 2 m E^{0, z}[f(Z_1)] + 2(M - m) E^{0, z}[f(Z_1) 1_{[f(Z_1) < 0]}])
\]

\[
= \ell(z) + b^2 m_1 + M E^{0, z}[f(Z_1)] + (m - M) E^{0, z}[f(Z_1) 1_{[f(Z_1) \geq 0]}]
\]

\[
+ b (m_3 + 2 M E^{0, z}[f(Z_1)] + 2(m - M) E^{0, z}[f(Z_1) 1_{[f(Z_1) \geq 0]}]),
\]

which is consistent with the previous analysis.
where the constants $m$ and $M$ such that $mM > 0$ and $M \geq - \int_{t_1}^{t_2} c(t, X_t) dt \geq m$ exist due to the continuity of $c$, boundedness of $X$ and that $c(t, X_t)$ is bounded away from 0 on $[t_1, t_2]$ by construction.

Observe that the coefficient of $b^2$ in above can be made positive for large enough $z$ (resp. small enough $z$) if $m > 0$ (resp. if $M < 0$) due to our assumption on the random variable $f(Z_1)$. This implies that insider’s wealth can be made arbitrarily large for such $z$ by making $b$ arbitrarily large. This yields the claim that $c$ must be 0 for insider’s profit to be finite.

Next, suppose $c \equiv 0$, but $j(t, x, \kappa) \neq 0$ for some $t < 1$ and $x, \kappa$. Without loss of generality, assume $j(t, x, \kappa) > 0$ (the proof in the case $j(t, x, \kappa) < 0$ is similar). Since $j$ is continuous, there exist $t_1 < t_2 < 1$, $x_1 < x_2$, and $\kappa_1 < \kappa_2$ such that $j(t, x, \kappa) > \delta$ for some $\delta > 0$ on $[t_1, t_2] \times [x_1, x_2] \times [\kappa_1, \kappa_2]$.

We will construct a strategy that achieves an arbitrarily large profit for some realisations of $Z_1$. This will be again done in three stages: first, we will bring $X$ inside the interval $[x_1, x_2]$ at time $t_1$ via Lemma A.1. On the interval $[t_1, t_2]$ we will construct a process with an arbitrary number of jumps each of which will give positive contribution to the final utility. Finally, we will keep $X$ in the interval $[x_1, x_2]$ after time $t_2$.

Fix $0 < \varepsilon < \frac{2\varepsilon - x_1}{2}$

**Stage 1:** On the interval $[0, t_1]$ let $x(t) = \frac{x_1 + x_2}{2} - \varepsilon$ and apply Lemma A.1 with $\varepsilon$ as above to obtain a bounded process $X$ such that $X_{t_1-} \in (x_1, x_2)$. The associated $\theta^\varepsilon$ will be used as insider’s strategy on $[0, t_1]$.

**Stage 2:** Next, we iteratively construct the process of jumps on $[t_1, t_2]$.

To this end, consider $s_i = t_1 + i\frac{2\varepsilon - x_1}{n}$, for $i = 0, n$ and set $\theta_{t_1} = \theta_{s_0} = \theta_{0-} + \kappa_1$. Observe that $j(s_0, X_{s_0-}, \kappa_1) > \delta$, and $X_{s_0} = K_w^{-1}(s_0, j(s_0, X_{s_0-}, \kappa_1)) + K_w(s_0, X_{s_0-} + \kappa_1)$.

Suppose we already constructed the process $\theta$ (and $X$) on $[0, s_i]$ and $i < n$, then on the interval $(s_i, s_{i+1})$ consider $x(t) = X_{s_i} + \frac{s_{i+1} - s_i}{s_{i+1} - s_i}(t - s_i)$ and apply Lemma A.1 with $\varepsilon$ as above. Similar to Stage 1 the associated $\theta^\varepsilon$ will be used as the trading strategy and $X$ satisfies $X_{s_{i+1}-} \in [x_1, x_2]$. Finally, for $i < n-1$, set $\theta_{s_{i+1}} = \theta_{s_{i+1}-} + \kappa_1$. We again obtain $j(s_{i+1}, X_{s_{i+1}-}, \kappa_1) > \delta$, and $X_{s_{i+1}} = K_w^{-1}(s_{i+1}, j(s_{i+1}, X_{s_{i+1}-}, \kappa_1)) + K_w(s_{i+1}, X_{s_{i+1}-} + \kappa_1)$.

If $i = n-1$, define $\theta_{s_{i+1}} = \theta_{s_{i+1}-}$ and $X_{s_{i+1}} = X_{s_{i+1}-}$.

Thus, we constructed a process $\theta$ with $n$ jumps such that $[\theta, \theta]^c \equiv 0$.

**Stage 3:** On the interval $[t_2, 1]$ use Lemma A.1 to construct $X$ to stay in the interval $[x_1, x_2]$ by using $x(t) = \frac{x_1 + x_2}{2}$ with the same $\varepsilon$.

Thus, we constructed a process $\theta$ and $X$ with $n$ jumps such that $[\theta, \theta]^c \equiv 0$ and $X$ is taking values in $(m, M)$ for some $m < M$. Since $X$ is bounded, $H(t, X_t)$ is also bounded and therefore $\theta \in \mathcal{A}(H, w, c, j)$. Moreover, due to Theorem 5.1 and the fact that $\Psi_f(Z_1)(0, 0) \geq 0$ we have
\[ E^{0,z} [W_1^\theta] \geq E^{0,z} \left[ -\Psi f(Z_1)(1-, X_1-) - \int_0^{t_{i-}} \int_{\xi(t,f(Z_1))}^{X_{i-}} (H(t, u) - f(Z_1)) g(t, u) \, du \, dt \right. \\
\left. + \sum_{0 < t < 1} \{ (H(t, X_{t-}) - f(Z_1)) j(t, X_{t-}, \Delta Y_t) - \Delta H(t, X_t) \Delta \theta_t \} \right]. \]

Using the computations that led to (5.7) and (5.8) we obtain
\[ E^{0,z} \left[ \Psi f(Z_1)(1-, X_1-) + \int_0^{t_{i-}} \int_{\xi(t,f(Z_1))}^{X_{i-}} (H(t, u) - f(Z_1)) |g(t, u)| \, du \, dt \right] \leq \ell_1(z) < \infty, \quad \forall z. \]

Note that the constant \( \ell_1 \) is independent of \( n \).

Furthermore, since the jumps of \( \theta \) are of size \( \kappa_1 \), the jumps of \( X \) are uniformly bounded and jumps occur only at \( s_i \), we have \( \Delta H(t, X_t) \Delta \theta_t \leq \ell_2 < \infty \).

Combining the above estimates with the expression for wealth, we get
\[ E^{0,z} [W_1^\theta] \geq E^{0,z} \left[ \sum_{i=0}^{n-1} \{ (H(s_i, X_{s_i-}) - f(Z_1)) j(t, X_{s_i-}, \kappa_1) - \ell_2 \} \right] - \ell_1(z), \]
with \( \ell_2 \) being independent of \( z \).

Let \( j_m = \min_{(t,x) \in [t_1, t_2] \times [x_1, x_2]} j(t, x, \kappa_1) > \delta, \infty > j_M = \max_{(t,x) \in [t_1, t_2] \times [x_1, x_2]} j(t, x, \kappa_1) \), \( h_m = \min_{(t,x) \in [t_1, t_2] \times [x_1, x_2]} H(t, x) > -\infty, \ h_M = \max_{(t,x) \in [t_1, t_2] \times [x_1, x_2]} H(t, x) < \infty \). We have
\[ E^{0,z} [(H(s_i, X_{s_i-}) - f(Z_1)) j(t, X_{s_i-}, \kappa_1)] \geq E^{0,z} [(h_m - f(Z_1)) j(t, X_{s_i-}, \kappa_1)] \\
= E^{0,z} [(h_m - f(Z_1)) j(t, X_{s_i-}, \kappa_1) 1_{[h_m < f(Z_1)]}] \\
+ E^{0,z} [(h_m - f(Z_1)) j(t, X_{s_i-}, \kappa_1) 1_{[h_m \geq f(Z_1)]}] \\
\geq (j_M - j_m) (\min \{ 0, h_m \}) - E^{0,z} [(f(Z_1) 1_{[h_m < f(Z_1)]})] \\
+ j_m (h_m - E^{0,z} [f(Z_1)]). \]

Since \( \lim_{z \to -\infty} E^{0,z}[f(Z_1)] = -\infty \) and \( \limsup_{z \to -\infty} E^{0,z}[f(Z_1) 1_{\{f(Z_1) > \delta\}}] < \infty \), there exists a constant \( z_1 \) such that for any \( z < z_1 \) we will have
\[ E^{0,z} [(H(s_i, X_{s_i-}) - f(Z_1)) j(t, X_{s_i-}, \kappa_1)] - \ell_2 > 1 \]
for all \( i \). Thus we will have \( E^{0,z} [W_1^\theta] \geq n - \ell_1(z) \), and letting \( n \to \infty \) will complete the proof. \( \square \)

The following theorem allows a glimpse into the optimal strategy of the insider. It shows that if the pricing rule satisfies \( c = j = 0 \), it is not optimal for the insider to use jumps.

**Theorem 5.2.** Suppose that there exists an equilibrium \( ((H^*, \omega^*), \theta^*) \) such that \( H \) satisfies Assumption [2.1]. Consider \( g \) defined by (2.17) and assume \( Z_0 = Z_1, \lim_{z \to -\infty} f(z) = -\lim_{z \to -\infty} f(z) = \infty, \) and \( \frac{f}{H} \) as a function on \( [0, 1] \times \mathbb{R} \) with values in \( \mathbb{R} \) is continuous. Then \( P^{0,z}(\omega : \theta^*_t(\omega) \in C([0, 1])) = 1 \).

The proof of this theorem is postponed to the Appendix. It relies on the following lemma that will also be useful in the proof of Theorem [3.2]. This lemma shows that only a class of
weighting functions that satisfy a further condition on $g$ can be supported in an equilibrium. Thus it allows us to restrict the set of admissible pricing rules further.

**Lemma 5.1.** Suppose $Z_0 = Z_1$, $\lim_{z \to \infty} f(z) = -\lim_{z \to -\infty} f(z) = \infty$, and there exists an equilibrium $((H, w), \theta)$ such that $H$ satisfies Assumption [2.1]. Consider $g$ defined by (2.17) and assume that $\frac{g}{\alpha_y}$ as a function on $[0, 1] \times \mathbb{R}$ with values in $\mathbb{R}$ is continuous. Then $\frac{g}{\alpha_y}$ is bounded from below on $[0, 1] \times \mathbb{R}$.

**Proof.** Let us first show that the existence of equilibrium implies $H(t, \infty) = -H(t, -\infty) = \infty$ for all $t \in [0, 1]$. Indeed, if there exists $\hat{t}$ such that $H(\hat{t}, x) > h$ for all $x \in \mathbb{R}$, then for all $s \leq \hat{t}$ we have $H(s, x) > h$ for all $x \in \mathbb{R}$. This follows from the fact that $Y$ is a Brownian motion in the market maker’s filtration in equilibrium and, thus, the random variable $X_t$ has full support due to Remark [A.1]. That $Y$ is a Brownian motion is a consequence of rationality, $H_x > 0$ and $H$ satisfies (2.16).

However, uniform boundedness of the price from below on $[0, \hat{t}]$ gives an unbounded profit for the insider contradicting the definition of equilibrium. Indeed, since $f$ is unbounded from below there exists a $z \in \mathbb{R}$ such that $f(z) < h$. Consider the trading strategy

$$d\theta_t = -n1_{[0, \hat{t}]}(t)dt$$

and note that integrating by parts the associated final wealth we obtain

$$W_1 = -n \int_0^\hat{t} (f(z) - H(t, X_t)) dt \geq n(h - f(z))\hat{t} \to \infty \text{ as } n \to \infty.$$

Therefore, we can assume that $H(t, \infty) = -H(t, -\infty) = \infty$ for all $t \in [0, 1]$.

Next denote $\frac{g}{\alpha_y}(t, H^{-1}(t, x))$ by $\tilde{g}(t, x)$ and observe that

$$\int_{\xi(t,a)}^\infty (H(t, u) - a)\tilde{g}(t, u)du = \int_a^\infty (u - a)\tilde{g}(t, u)du.$$

Suppose that for all $t \in [0, 1]$ we have $\lim_{u \to \infty} \frac{g}{\alpha_y}(t, H^{-1}(t, u)) = \lim_{u \to -\infty} \tilde{g}(t, u) \geq 0$ as well as $\lim_{u \to -\infty} \tilde{g}(t, u) \geq 0$, and consider $A_n := \{(t, u) \in [0, 1] \times \mathbb{R} : \tilde{g}(t, u) \leq -n\}$. Clearly, $A_n$ is closed for each $n \geq 1$. Moreover, it is also bounded. Indeed, suppose there exists a sequence $(t_m, u_m)_{m \geq 1} \subset A_n$ such that $\lim_{m \to \infty} t_m = t \leq 1$ and $\lim_{m \to \infty} u_m = \infty$ or $-\infty$. Then, $\lim_{m \to \infty} \tilde{g}(t_m, u_m) \geq 0$ due to the joint continuity of $\tilde{g}$, which is a contradiction. Thus $A_n$s are compact and their intersection would be nonempty by the nested set property if $\tilde{g}$ were not bounded from below. However, if $(\hat{t}, \hat{u}) \in [0, 1] \times \mathbb{R}$ belongs to the intersection, $\tilde{g}(\hat{t}, \hat{u}) = -\infty$. Thus, the intersection must be empty and, therefore, $\tilde{g}$ is bounded from below.

Next suppose that there exists a $\hat{t}$ such that either $\lim_{u \to \infty} \tilde{g}(\hat{t}, u) < 0$ or $\lim_{u \to -\infty} \tilde{g}(\hat{t}, u) < 0$. Without loss of generality assume the former and observe that this leads to $\tilde{g}(t, x) < -c$ for all $(t, x)$ in $[t_1, t_2] \times [x_1, \infty)$ for some $c > 0$ and $t_1, t_2$ in $[0, 1]$ and $x_1 \in \mathbb{R}$ due to the joint continuity of $\tilde{g}$. Note that $x_1$ can be assumed to satisfy $H(t, x_1) \geq f(z)$ for all $t \in [t_1, t_2]$ due to the continuity and monotonicity of $H$.

Let $x^n : [0, 1] \to \mathbb{R}$ be the piecewise linear function defined by $x^n(0) = 0, x^n(t_1) = x_1 + \frac{1}{3}, x^n((3t_1 + t_2)) = x_1 + n + \frac{1}{3}, x^n(t_2) = x_1 + \frac{1}{2}, x^n(1) = f(z)$ and $x^n(t) = x_1 + n + \frac{1}{2}$ for all $t \in [\frac{3t_1 + t_2}{4}, 1 + \frac{3t_2}{4}]$. Consider $\epsilon = \frac{1}{4}$ and an application of Lemma [A.1] yields an
existence of an admissible strategy \( \theta^n \) that is continuous and of finite variation and satisfies 
\[
\sup_{t \in [0,1]} |X^n_t - x^n(t)| < \frac{1}{4},
\]
where \( X^n \) is as in the Lemma. The wealth associated with this strategy is given by
\[
W^n_1 := \Psi f(z)(0,0) - E^{0,z} \left[ \int_0^1 \int_{f(z)}^H (u - f(z)) \tilde{g}(t,u) du dt \right]
\]
by Theorem 5.1. Since \( X^n \) is uniformly bounded on \([0,t_1]\) and \([t_2,1]\), we only need to consider the above integral on \([t_1,t_2]\). Moreover, continuity of \( \tilde{g} \) implies
\[
W^n_1 \geq \ell - E^{0,z} \left[ \int_{t_1}^{t_2} \int_{f(z)}^H (u - f(z)) \tilde{g}(t,u) du dt \right]
\]
\[
\geq \ell - E^{0,z} \left[ \int_{t_1}^{t_2} \int_{f(z)}^H (u - f(z)) \tilde{g}(t,u) du dt \right]
\]
\[
\geq \ell + \frac{c}{2} E^{0,z} \left( \int_{t_1}^{t_2} (H(t,X^n_t) - f(z))^2 dt \right),
\]
where the second and third inequality are due to \( \tilde{g} \) being less than or equal to \(-c\) on \([t_1, t_2] \times [x_1, \infty)\). Since \( H(t,X^n_t) \geq f(z) \) on \([\frac{3t_1 + t_2}{4}, \frac{t_1 + 3t_2}{4}]\), it follows from the monotone convergence theorem that \( W^n_1 \to \infty \) as \( n \to \infty \), which contradicts the definition of equilibrium. \( \square \)

**Remark 5.2.** Note that in view of the above lemma we can take \( H \) to be the identity function. Indeed, if \((H,w)\) is a pricing rule satisfying the conditions of above lemma, then \((\tilde{H}, \tilde{w})\), where \( \tilde{H}(t,x) = x \) and \( \tilde{w}(t,x) = H_x(t,H^{-1}(t,x))w(t,H^{-1}(t,x)) \) is also a pricing rule satisfying the conditions of the lemma with \( \tilde{g}(t,x) = \frac{g(t,H^{-1}(t,x))}{H_x(t,H^{-1}(t,x))} \). Moreover,
\[
\int_{\xi(t,a)}^x (H(t,u) - a)g(t,u)du = \int_a^x (u - a)\tilde{g}(t,u)du,
\]
and \( H(t, \infty) = H(t, -\infty) = \infty \) for all \( t \in [0,1] \).

Moreover, consider \( S_t := H(t,X_t) \), where \( X \) is the unique solution of (2.10) with \( c = j = 0 \). Then
\[
dS_t = \tilde{w}(t,S_{t-})dY^c_t + \frac{\tilde{w}(t,S_{t-})w_x(t,S_{t-})}{2} (d[Y,Y]^c_t - dt) + \frac{2}{\tilde{w}(t,S_{t-})} (H(t,X_t) - H(t,X_{t-})),
\]
and, therefore, \( S \) satisfies (2.10) with \( w = \tilde{w} \). Indeed,
\[
S_{t-} + H(t,X_t) - H(t,X_{t-}) = K^{-1}_{\tilde{w}}(t,K_{\tilde{w}}(t,S_{t-}) + \Delta Y_t).
\]
The above is equivalent to
\[
\Delta Y_t = R(t,H(t,X_t)) - K_{\tilde{w}}(t,S_{t-}) = \int_{S_{t-}}^{S_t} \frac{1}{\tilde{w}(t,y)} dy = \int_{X_{t-}}^{X_t} \frac{1}{w(t,y)} dy,
\]
which holds in view of dynamics of \( X \). Therefore, without loss of generality we can assume \( H \) is identity.

We can now give a proof of Theorem 3.2.
Proof of Theorem 3.2. Note that $\theta^*$ is continuous in view of Theorem 3.2. Observe that $H^*$ can be taken equal to identity in view of Remark 5.2. We will also restrict our attention to $z \in E$.

Fix $z \in E$. We show that $X^*$ must be such that $X^*_t = \arg\min_x \int_{f(z)}^x (y - f(z))g(t, y)dy$ for all $t \in (0, \nu)$. Suppose not, i.e. assume that there exists $t \in (0, \nu)$ and $\delta > 0$ such that

$$P^{0,z} \left[ \int_{f(z)}^{X^*_t} (y - f(z))g(t, y)dy - \int_{f(z)}^{s^f(z)(t)} (y - f(z))g(t, y)dy > \delta \right] > 0.$$ 

since both $X^*$ and $s^f(z)$ are continuous on $[0, \nu]$ and

$$\int_{f(z)}^{X^*_u} (y - f(z))g(u, y)dy - \int_{f(z)}^{s^f(z)(u)} (y - f(z))g(u, y)dy \geq 0$$ 

for all $u \in [0, \nu]$ we will have

$$P^{0,z} \left[ \int_0^\nu \int_{f(z)}^{X^*_t} (y - f(z))g(t, y)dydt - \int_0^\nu \int_{f(z)}^{s^f(z)(t)} (y - f(z))g(t, y)dydt > 0 \right] > 0.$$ 

This implies

$$E^{0,z} \left[ \int_0^\nu \int_{s^f(z)(t)}^{X^*_t} (y - f(z))g(t, y)dydt \right] = \delta > 0 \tag{5.9}$$

For any $\varepsilon > 0$ consider $s^\varepsilon$ such that $s^\varepsilon(0) = 0$, $s^\varepsilon = s^f(z)$ on $[\varepsilon, \nu)$, and $s^\varepsilon$ is continuous and monotone on $[0, \varepsilon]$. Due to Lemma A.1 there exists $X^\varepsilon$ such that

$$\sup_{t \in [0, \nu]} |s^\varepsilon(t) - X^\varepsilon_t| < \varepsilon.$$ 

We will use the corresponding $\theta^\varepsilon$ as the insider’s strategy on $[0, \nu]$.

On $[\nu, \nu + \varepsilon]$ set $d\theta^\varepsilon = -dB_t + \frac{f(z) - X^\varepsilon_t}{\varepsilon w(t, X^\varepsilon_t)}dt$ and note that $X^\varepsilon$ remains bounded on $[\nu, \nu + \varepsilon]$ and $X^\varepsilon_{\nu + \varepsilon} = f(z)$.

Now consider the interval $[\nu + \varepsilon, \nu + 2\varepsilon]$ and introduce

$$dR^\varepsilon_t = dB_t + \frac{R^*_t - R^\varepsilon_t}{\nu + 2\varepsilon - t}dt,$$

with $R^\varepsilon_{\nu + \varepsilon} = K_w(\nu + \varepsilon, f(z))$. It is easy to see that the solution to the above SDE on $[\nu + \varepsilon, \nu + 2\varepsilon]$ is given by

$$R^\varepsilon_t = (\nu + 2\varepsilon - t) \left[ R^\varepsilon_{\nu + \varepsilon} + \int_{\nu + \varepsilon}^t \frac{1}{\nu + 2\varepsilon - s}dB_s + \int_{\nu + \varepsilon}^t \frac{R^*_s}{(\nu + 2\varepsilon - s)^2}ds \right],$$

where $R^*_t = K_w(t, X^*_t)$. Observe that the first two terms in the square brackets multiplies by $(\nu + 2\varepsilon - t)$ converge two 0 as $t \to \nu + 2\varepsilon$ in view of Exercise IX.2.12 in [21]. Moreover, on $[R^*_{\nu + 2\varepsilon} \neq 0]$ an application of L’Hospital’s rule shows that the third term multiplied by $(\nu + 2\varepsilon - t)$ converges to $R^*_{\nu + 2\varepsilon}$. Similarly, on $[R^*_{\nu + 2\varepsilon} = 0]$, $(\nu + 2\varepsilon - t) \int_{\nu + \varepsilon}^t \frac{R^*_s}{(\nu + 2\varepsilon - s)^2}ds \to 0.$
Therefore, $R_{i+2\varepsilon}^\varepsilon = R_{i+2\varepsilon}^*$, a.s. Note that if we define $\tau_R := \inf\{t \geq \nu + \varepsilon : R_t^* = R_t^\varepsilon\}$, then $R^\varepsilon$ is a semimartingale on $[\nu + \varepsilon, \tau_R]$. Indeed,

$$\int_{\nu + \varepsilon}^{\tau_R} \frac{|R_t^* - R_t^\varepsilon|}{(\nu + 2\varepsilon - t)} dt = \left| \int_{\nu + \varepsilon}^{\tau_R} \frac{R_t^* - R_t^\varepsilon}{(\nu + 2\varepsilon - t)} dt \right| = \left| B_{\tau_R} - R_{\tau_R}^\varepsilon - B_{\nu + \varepsilon} + R_{\nu + \varepsilon}^\varepsilon \right| < \infty.$$

Next we define $\tilde{X}_t = K_w^{-1}(t, R_t^\varepsilon)$ for $t \in [\nu + \varepsilon, \nu + 2\varepsilon]$ and set

$$X_t^\varepsilon = \begin{cases} f(z) + (\tilde{X}_t - f(z))^+, & \text{if } X_{t\nu+\varepsilon}^* \geq f(z); \\ f(z) - (\tilde{X}_t - f(z))^-, & \text{if } X_{t\nu+\varepsilon}^* < f(z), \end{cases} \quad \forall t \in [\nu + \varepsilon, \tau],$$

where $\tau = \inf\{t \geq \nu + \varepsilon : X_t^* = f(z)\} \wedge \tau_R$. First note that $\tau \leq \nu + 2\varepsilon$ and for all $t \in [\nu + \varepsilon, \tau]$ we have either $X_t^* \geq X_t^\varepsilon \geq f(z)$ or $f(z) \geq X_t^\varepsilon \geq X_t^*$ depending on $X_{t\nu+\varepsilon}^*$. Moreover, $X_t^\varepsilon = X_t^*$ so we can set $X_t^\varepsilon = X_t^*$ for $t \in [\tau, 1]$.

$X^\varepsilon$ on $[\nu + \varepsilon, \tau]$ satisfies

$$dX_t^\varepsilon = w(t, X_t^\varepsilon)(dB_t + d\theta_t^\varepsilon),$$

where in case $X_{t\nu+\varepsilon}^* \geq f(z)$

$$d\theta_t^\varepsilon = 1_{[X_t^\varepsilon > f(z)]} \left( G(t, X_t^\varepsilon) + \frac{R_t^* - R_t^\varepsilon}{\nu + 2\varepsilon - t} \right) dt + \frac{1}{2} d\bar{L}_t - 1_{[X_t^\varepsilon = f(z)]} dB_t,$$

and $\bar{L}$ is the local time of $\tilde{X}$ at $f(z)$ in view of Theorem 68 in Chap. IV of [20]. Similarly, if $X_{t\nu+\varepsilon}^* < f(z)$,

$$d\theta_t^\varepsilon = 1_{[X_t^\varepsilon < f(z)]} \left( G(t, X_t^\varepsilon) + \frac{R_t^* - R_t^\varepsilon}{\nu + 2\varepsilon - t} \right) dt - \frac{1}{2} d\bar{L}_t - 1_{[X_t^\varepsilon = f(z)]} dB_t.$$

Clearly, $\theta^\varepsilon$ is admissible since $X^\varepsilon$ is bounded on $[0, \nu + \varepsilon]$ and $|X_t^\varepsilon - f(z)| \leq |X_t^* - f(z)|$ for all $t \in [\nu + \varepsilon, 1]$ and $X^*$ is admissible.

We shall show that the above strategy will outperform $\theta^*$ for small enough $\varepsilon$.

$$E^{0, z}[W_t^\varepsilon - W_t^*] \geq E^{0, z} \left[ - \int_0^{\nu} \int_{s\nu+\varepsilon}^{X_t^\varepsilon} (u - f(z)) g(t, u) dudt - \int_{\nu}^{\nu + \varepsilon} \int_{s\nu+\varepsilon}^{X_t^\varepsilon} (u - f(z)) g(t, u) dudt + \int_{\nu}^{\nu + \varepsilon} \int_{s\nu+\varepsilon}^{X_t^\varepsilon} (u - f(z)) g(t, u) dudt - \int_{\nu + \varepsilon}^{\nu + 2\varepsilon} \int_{s\nu+\varepsilon}^{X_t^\varepsilon} (u - f(z)) g(t, u) dudt \right] + \delta$$

$$\geq -\varepsilon \delta_1 - \frac{C}{2} E^{0, z} \left[ \int_{\nu}^{\nu + 2\varepsilon} (X_t^* - f(z))^2 dt - \int_{\nu + \varepsilon}^{\nu + 2\varepsilon} (X_t^\varepsilon - f(z))^2 dt \right] + \delta,$$
where the first inequality is due to (5.9) and the boundedness of \( X^\varepsilon \) on \([\nu, \nu + \varepsilon]\) in conjunction with the following estimate:

\[
- \int_0^\nu w(t, X^\varepsilon_t)d[\theta^\varepsilon, \theta^\varepsilon]_t + \int_0^\nu w(t, X^\ast_t)d[\theta^\ast, \theta^\ast]_t \geq - \int_0^\nu w(t, X^\varepsilon_t)d[\theta^\varepsilon, \theta^\varepsilon]_t + \int_0^\nu w(t, X^\ast_t)d[\theta^\ast, \theta^\ast]_t \geq - \int_0^{\nu + \varepsilon} w(t, X^\varepsilon_t)dt + \int_{\nu + \varepsilon}^{\nu + \varepsilon} 1_{[X^\ast_t = f(z)]}w(t, f(z))dt \geq \varepsilon \ell.
\]

The second inequality is due to the fact that the first, second and the fourth terms are integrals of continuous functions on compact domains whose measures are proportional to \( \varepsilon \), and the sixth is positive since by construction either \( X^\ast \geq X^\varepsilon \geq f(z) \) or \( X^\ast \leq X^\varepsilon \leq f(z) \) on \([\nu + \varepsilon, \nu + 2\varepsilon]\) and \( g \) is bounded from below by some constant \( -C \) in view of Lemma 5.1.

Finally, the above lower estimate converges to \( \delta \) as \( \varepsilon \to 0 \) due to the square integrability of \( X^\varepsilon \) and \( X^\ast \).

Thus, \( \theta^\ast \) should be such that \( X^\ast_t = \arg \min_x \int_x^0 (y - f(t))g(t, y)dy \) for all \( t \in (0, \nu) \) for \( t \in [0, \nu] \).

Define

\[
E_\ell(s) := \{ a \in \mathbb{R} : s = \arg \min_x \int_a^x (y - a)g(t, y)dy \},
\]

a set of realisations of insider’s signal that allow the insider to set \( X^\ast_t = s \).

In what follows we will show that: i) \( E_\ell(s) \) is a connected set for all \( t \in [0, \nu] \), and ii) for all \( E_\ell(s) \) such that \( s \in E_\ell(s) \) and \( \{s\} \neq E_\ell(s) \) we have \( g(t, y) = 0 \) for all \( y \in E_\ell(s) \).

This will imply that \( g \equiv 0 \) for all \( t \in [0, \nu] \). Indeed, suppose there exists \((t, a) \in [0, \nu) \times \mathbb{R} \) such that \( g(t, a) \neq 0 \). Since \( g \) is continuous, there exists a set \([a_1, a_2] \subseteq \mathbb{R} \) such that \( g(t, a) \neq 0 \) for all \( a \in [a_1, a_2] \). Due to ii) we must have \( X^\ast_t = a \) on the set \( \{f(Z_1) = a\} \) for all \( a \in [a_1, a_2] \). Indeed, suppose on the set \( \{f(Z_1) = a\} \) we have \( X^\ast_t = s \neq a \). Since \( s = X^\ast_t = \arg \min_x \int_x^0 (y - f(t))g(t, y)dy \), ii) yields that \( s \notin E_\ell(s) \) (since \( a \in E_\ell(s) \)), but then we have a contradiction to the rationality of the pricing rule as \( s = X^\ast_t = \mathbb{E}[f(Z_1)|F_1^M] = \mathbb{E}[f(Z_1)1_{\{f(Z_1) \in E_\ell(s)\}}|F_1^M] \in E_\ell(s) \), where the last inclusion is due to i). Thus, we have \( X^\ast_t = a \) on the set \( \{f(Z_1) = a\} \) for all \( a \in [a_1, a_2] \), or, equivalently, \( X^\ast_t = f(Z_1) \) for all \( Z_1 \in f^{-1}([a_1, a_2]) \), but this means that the rational pricing rule must satisfy \( X^\ast_t = X^\ast_t \) for any \( s \geq t \) which is not consistent with the definition of the pricing rule since \( w > 0 \).

i) \( E_\ell(s) \) is connected: Suppose \( a_1, a_2 \in E_\ell(s) \) and \( \lambda \in [0, 1] \). We need to show that \( a = \lambda a_1 + (1 - \lambda) a_2 \in E_\ell(s) \). Indeed, for any \( r \in \mathbb{R} \) we have:

\[
\int_a^r (y - a)g(t, y)dy - \int_{a_1}^r (y - a)g(t, y)dy = \int_{a_1}^r (y - a_1)g(t, y)dy - \int_{a_1}^r (y - a_1)g(t, y)dy
\]

\[
= \lambda \left( \int_{a_1}^r (y - a_1)g(t, y)dy - \int_{a_1}^r (y - a_1)g(t, y)dy \right) + (1 - \lambda) \left( \int_{a_2}^r (y - a_2)g(t, y)dy - \int_{a_2}^r (y - a_2)g(t, y)dy \right) \geq 0,
\]
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where the last inequality is due to the fact that for $i = 1, 2$

$$\int_{a_i}^s (y - a_i)g(t, y)dy = \min_{r \in \mathbb{R}} \int_{a_i}^r (y - a_i)g(t, y)dy.$$ 

This implies that $\int_{a_i}^r (y - a)g(t, y)dy \geq \int_{a_i}^s (y - a)g(t, y)dy$ for all $r \in \mathbb{R}$ and therefore $a \in E_i(s)$.

ii) $s \in E_t(s)$ and $\{s\} \neq E_t(s) \Rightarrow g(t, y) = 0$ for all $y \in E_t(s)$. Suppose there exist $(t, s) \in [0, \nu] \times \mathbb{R}$ such that: $s \in E_t(s)$, $E_t(s) \neq \{s\}$, and $g(t, \tilde{y}) \neq 0$ for some $\tilde{y} \in E_t(s)$.

Since $s \in E_t(s)$ for any $r \in \mathbb{R}$ we will have

$$\int_s^r (y - s)g(t, y)dy = \int_s^r (y - s)G(t, y)dy = (r - s)(G(t, r) - G(t, \psi))$$

for any $r \in \mathbb{R}$ and some $\psi \in [r \land s, r \lor s]$.

Note that $\tilde{y} \neq s$ since for any $a \in E_t(s)$ we have $s = \arg \min_x \int_{a}^x (y - a)g(t, y)dy$ and therefore the first order conditions imply $g(t, s) = 0$ as we can choose $a \neq s$.

Suppose $\tilde{y} > s$. Let $G(t, y^*) = \min_{y \in [s, \tilde{y}]} G(t, y)$. Due to (5.10) there exists $\psi \in [s, y^*]$ such that

$$(y^* - s)G(t, y^*) - \int_s^{y^*} G(t, y)dy = (y^* - s)(G(t, y^*) - G(t, \psi)) \geq 0$$

and therefore $G(t, y^*) \geq G(t, \psi)$. Thus, $G(t, y^*) = G(t, \psi)$ and (5.11) implies

$$\int_s^{y^*} G(t, y)dy = (y^* - s)G(t, \psi) = (y^* - s)G(t, y^*) = \int_s^{y^*} \min_{y \in [s, y^*]} G(t, y)dy.$$ 

This yields $G(t, y) = \text{const}$ for $y \in [s, y^*]$ and in particular $G(t, s) = G(t, y^*) = \min_{y \in [s, \tilde{y}]} G(t, y)$. Since $G(t, y) = \text{const}$ for $y \in [s, y^*]$ and $g$ is continuous, we have $g(t, y) = 0$ for $y \in [s, y^*]$. Thus $\tilde{y} \neq y^*$ which implies $G(t, s) = \min_{y \in [s, \tilde{y}]} G(t, y) < G(t, \tilde{y})$.

Since $\tilde{y} \in E_t(s)$ we have

$$(s - \tilde{y})(G(t, s) - G(t, \phi)) = (s - \tilde{y})dG(t, s) - \int_{\tilde{y}}^s G(t, y)dy \geq \int_{\tilde{y}}^s (y - \tilde{y})dG(t, y)$$

$$= \int_{\tilde{y}}^s (y - \tilde{y})g(t, y)dy \leq \int_{\tilde{y}}^s (y - \tilde{y})g(t, y)dy = 0$$

for some $\phi \in [s, \tilde{y}]$. Thus $G(t, \phi) = G(t, s) = \min_{y \in [0, \tilde{y}]} G(t, y)$ and therefore

$$\int_s^{\tilde{y}} \min_{y \in [0, \tilde{y}]} G(t, y)dy = (\tilde{y} - s)G(t, \phi) = \int_s^{\tilde{y}} G(t, y)dy.$$
Since $G$ is continuous it implies that $G(t, y) = G(t, s)$ for all $y \in [0, \tilde{y}]$ which contradicts the above result that $G(t, s) < G(t, \tilde{y})$. Thus, we cannot have $\tilde{y} \geq s$.

Suppose $\tilde{y} < s$. Let $G(t, y^*) = \max_{y \in [\tilde{y}, s]} G(t, y)$. Due to equation (5.10) there exists $\psi \in [y^*, s]$ such that

$$(y^* - s)G(t, y^*) - \int_s^{y^*} G(t, y)dy = (y^* - s)(G(t, y^*) - G(t, \psi)) \geq 0 \tag{5.12}$$

and therefore $G(t, y^*) \leq G(t, \psi)$. Thus, $G(t, y^*) = G(t, \psi)$ and (5.12) implies

$$\int_s^{y^*} G(t, y)dy = (y^* - s)G(t, \psi) = (y^* - s)G(t, y^*) = \int_s^{y^*} \max_{y \in [y^*, s]} G(t, y)dy.$$ 

This yields $G(t, y) = \text{const}$ for $y \in [y^*, s]$ and in particular $G(t, s) = G(t, y^*) = \max_{y \in [\tilde{y}, s]} G(t, y)$. Since $G(t, y) = \text{const}$ for $y \in [y^*, s]$ and $g$ is continuous, we have $g(t, y) = 0$ for $y \in [y^*, s]$. Thus $\tilde{y} \neq y^*$ which implies $G(t, s) = \max_{y \in [\tilde{y}, s]} G(t, y) > G(t, \tilde{y})$.

Since $\tilde{y} \in \mathcal{E}_t(s)$ we have

$$(s - \tilde{y})(G(t, s) - G(t, \phi)) = (s - \tilde{y})dG(t, s) - \int_s^{\tilde{y}} G(t, y)dy = \int_s^{\tilde{y}} (y - \tilde{y})dG(t, y) \tag{5.13}$$

for some $\phi \in [s, \tilde{y}]$. Thus $G(t, \phi) = G(t, s) = \max_{y \in [\tilde{y}, s]} G(t, y)$ and therefore

$$\int_s^{\tilde{y}} \min_{y \in [0, \tilde{y}]} G(t, y)dy = (\tilde{y} - s)G(t, \phi) = \int_s^{\tilde{y}} G(t, y)dy.$$ 

Since $G$ is continuous it implies that $G(t, y) = G(t, s)$ for all $y \in [0, \tilde{y}]$ which contradicts the above result that $G(t, s) < G(t, \tilde{y})$. Thus, there does not exist $\tilde{y} \in \mathcal{E}_t(s)$ such that $g(t, \tilde{y}) \neq 0$.

Finally, we can prove Theorem 3.3.

**Proof of Theorem 3.3.** In view of (5.2) and since $w$ is positive and $H$ is increasing, we have

$$E^{0,z} [W^\theta] \leq E^{0,z} [\Psi^{f(Z_1)}(0, 0) - \Psi^{f(Z_1)}(1-, X_{1-})]$$

Note the inequality above becomes equality if and only if $\Delta \theta_t = 0$ due to the strict monotonicity of $H$. Moreover, $\Psi^{f(Z_1)}(1-, X_{1-}) \geq 0$ with an equality if and only if $H(1-, X_{1-}) = f(Z_1)$. Therefore, $E^{0,z} [W^\theta] \leq E^{0,z} [\Psi^{f(Z_1)}(0, 0)]$ for all admissible $\theta$s and equality is reached if and only if the following two conditions are met:

i) $\theta$ is continuous and of finite variation.

ii) $H(1-, X_{1-}) = f(Z_1)$, $P^{0,z}$-a.s..

Hence, the proof will be complete if one can find a sequence of absolutely continuous admissible strategies, $(\theta^n)_{n \geq 1}$ such that $\lim_{n \to \infty} E^{0,z} [W^{\theta^n}] = E^{0,z} [\Psi^{f(Z_1)}(0, 0)]$. 

Consider the bridge process, $Y$, that starts at 0 and ends up at $M_1$ at $t = 1$:

$$Y_t := B_t + \int_0^t \frac{M_s - Y_s}{1 - s} ds = (1 - t) \left( \int_0^t \frac{1}{1 - s} dB_s + \int_0^t \frac{M_s}{(1 - s)^2} ds \right).$$

It is easy to check that the above converges a.s. to $M_1$ using the continuity of $M$ and L’Hospital rule since $(1 - t) \int_0^t \frac{1}{1 - s} dB_s$ is the Brownian bridge from 0 to 0 as in Exercise IX.2.12 in [21].

To establish the semimartingale property of $Y$ first observe that

$$Y_t - M_t = (1 - t) \int_0^t \frac{1}{1 - s} \{dB_s - dM_s\}.$$

Thus, by Theorem V.1.6 in [21], there exists a Brownian motion $\tilde{\beta}$ such that

$$\int_0^1 \frac{|M_t - Y_t|}{1 - t} dt = \int_0^1 |\tilde{\beta}_{\tau_t}| dt,$$

where

$$\tau_t = \int_0^t \frac{1 + \tilde{\sigma}_s^2}{(1 - s)^2} ds.$$

Observe that $\tau_1 = \infty$, $P^{0,z}$-a.s.. Thus by the law of iterated logarithm for Brownian motion (see Corollary II.1.12 in [21]), we have

$$\frac{|\tilde{\beta}_{\tau_t}|}{\sqrt{\tau_t \log \log \tau_t}} < C \forall t \in [0, 1], P^{0,z}$$.a.s.

for some finite random variable $C$. Therefore,

$$\int_0^1 \frac{|M_t - Y_t|}{1 - t} dt < C \int_0^1 \sqrt{\tau_t \log \log \tau_t} dt \leq C \int_0^1 \tau_t^{\frac{1 + \varepsilon}{2}} dt,$$

(5.13)

for all $\varepsilon > 0$. Thus, $Y$ is a semimartingale.

Note that (3.8) implies that for any $n > 1$ there exists $\delta > 0$ such that for any $s \in [1 - \delta, 1]$, $\tilde{\sigma}_s^2(1 - s)^{\alpha - 1} < \frac{1}{n}$. Therefore, for $t \geq 1 - \delta$,

$$(1 - t)^\alpha \int_0^t \frac{1 + \tilde{\sigma}_s^2}{(1 - s)^2} ds \leq (1 - t)^{\alpha - 1} - (1 - t)^\alpha + (1 - t)^\alpha \left( \int_0^{1 - \delta} \frac{1 + \tilde{\sigma}_s^2}{(1 - s)^2} ds + \frac{1}{n} (1 - t)^{-\alpha - \delta^{-\alpha}) \right),$$

which in turn yields $\lim_{t \to 1} \tau_t(1 - t)^\alpha = 0$. Hence,

$$\int_0^1 \tau_t^{\frac{1 + \varepsilon}{2}} dt \leq \tilde{C} \int_0^1 (1 - t)^{-\frac{\alpha(1 + \varepsilon)}{2}} dt < \infty$$

for any $\varepsilon < \frac{2}{\alpha} - 1$. This proves the semimartingale property of $Y$ in view of (5.13).

Next define the stopping times

$$\tau^n := \inf\{ t : |Y_t| \geq n \}$$

with the convention that $\inf \emptyset = 1$, and introduce the sequence of trading strategies, $\theta^n$ given by

$$d\theta^n_t = 1_{[\tau^n \geq t]} \frac{M_t - Y_t}{1 - t} dt + 1_{[\tau^n, m < t]} d\tilde{\theta}^n.$$
where $\tilde{\theta}_n$ is the continuous and of finite variation process given by Lemma A.1 to keep $Y^n_t \in (-1 - n, 1 + n)$ for $t \geq \tau^n$ via choosing $x(t) = Y^{-1}_n \frac{1 - t}{\tau^n}$ and $\varepsilon = w = 1$. This will also ensure that $Y^n_t \in (-1, 1)$ on $[\tau^n < 1]$. Thus, the total demand process $Y^n$ corresponding to $\theta^n$ satisfies

\begin{enumerate}
\item \(\sup_{t \in [0, 1]} |Y^n_t| \leq n + 1\), a.s.;
\item \(Y^n_01_{[\tau^n = 1]} = Y_11_{[\tau^n = 1]} = K_w(1, H^{-1}(1, f(Z_1)))1_{[\tau^n = 1]}\), a.s.;
\item \(Y^n_11_{[\tau^n < 1]} \in (-1, 1)\).
\end{enumerate}

In view of Remark A.1 and the continuity of $H(1, K_w^{-1}(1, \cdot))$ we deduce that $H(t, K_w^{-1}(t, Y^n_t))$ is bounded uniformly in $t$ yielding $\theta^n$ admissible for each $n$.

Recall that $\theta^n$ is absolutely continuous, we have

\[ E^{0, z}[W^{\theta^n}] = E^{0, z}[\Psi f(Z_1)(0, 0) - \Psi f(Z_1)(1, K_w^{-1}(1, Y^n_t))]. \]

On the other hand,

\[ \Psi f(Z_1)(1, K_w^{-1}(1, Y^n_t)) \leq (H(1, K_w^{-1}(1, Y^n_t)) - f(Z_1))(Y^n_t - K_w(1, H^{-1}(1, f(Z_1)))) \]

\[ = 1_{[\tau^n < 1]}(H(1, K_w^{-1}(1, Y^n_t)) - f(Z_1))(Y^n_t - K_w(1, H^{-1}(1, f(Z_1)))) \]

Since $f(Z_1)K_w(1, H^{-1}(1, f(Z_1)))$ is integrable and $Y^n_t$ is uniformly bounded, applying the dominated convergence theorem yields

\[ \lim_{n \to \infty} E^{0, z}[W^{\theta^n}] = E^{0, z}[\Psi f(Z_1)(0, 0)], \]

i.e. the expected wealth corresponding to our sequence of admissible strategies converges to the upper limit of the value function.

\textbf{Appendix A. Auxiliary results}

\textbf{Remark A.1.} Observe that the existence of a unique strong solution in Definition 2.1 implies $\min\{\mathbb{P}(K_w(t, \tilde{X}_t) > y), \mathbb{P}(K_w(t, \tilde{X}_t) < -y)\} > 0$. In particular, $K_w(t, \cdot) : \mathbb{R} \to \mathbb{R}$ is onto for every $t \in [0, 1]$.

Indeed, $\mathbb{P}(K_w(t, \tilde{X}_t) > y) \geq \mathbb{P}(K_w(t, \tilde{X}_t) > y, \sup_{s \leq t} |\tilde{X}_s| \leq n)$ for some large enough $n$. On the other hand, application of Itô’s formula yields

\[ K_w(t, \tilde{X}_t) = \beta_t - \int_0^t G(s, \tilde{X}_s)ds, \]

where $G(t, x) = \int_0^x g(t, y)dy$ and $g(t, x) := w(y) + \frac{1}{2} w''(x)$ are continuous.

Thus, the law of $K_w(t \wedge \tau_n, \tilde{X}_{t \wedge \tau_n})_{t \in [0, 1]}$ is equivalent to that of $(\beta_t \wedge \nu_n)_{t \in [0, 1]}$, where $\tau_n = \inf\{t \geq 0 : |\tilde{X}_t| \geq n\}$ and $\nu_n = \{t \geq 0 : |K_w^{-1}(t, \beta_t)| \geq n\}$ by Girsanov’s theorem. Therefore, $\mathbb{P}(K_w(t, \tilde{X}_t) > y, \sup_{s \leq t} |\tilde{X}_s| \leq n) > 0$ yielding the claim. Similarly, $\mathbb{P}(K_w(t, \tilde{X}_t) < -y, \sup_{s \leq t} |\tilde{X}_s| \leq n) > 0$. Consequently, $\min\{\mathbb{P}(\tilde{X}_t > x), \mathbb{P}(\tilde{X}_t < -x)\} > 0$ for all $t \in [0, 1]$ by choosing $y = K_w(t, x)$.

\textbf{Lemma A.1.} Consider bounded stopping times $S \leq T$ and let $x : [S, T] \to \mathbb{R}$ be continuous, adapted, and of finite variation. Then for any $\varepsilon > 0$ there exists an adapted process $\theta^\varepsilon$ that is continuous and of finite variation on $[S, T]$ such that there exists a strong solution to

\[ dX^\varepsilon_t = w(t, X_t)(dB_t + d\theta^\varepsilon_t) \]
with $X^x_x = x(S)$ for a given $w : [0, 1] \times \mathbb{R} \to (0, \infty) \in C^{1,2}$. Moreover, $X^x$ satisfies

$$
\sup_{r \in [S,T]} |X^x_r - x(r)| < \varepsilon.
$$

Proof. Define $y(t) := K_w(t, x(t))$ and observe that $y$ is continuous and of finite variation. Moreover, introduce the stochastic process $U^\varepsilon$ with $U^\varepsilon_0 = 0$ and

$$
dU^\varepsilon_t = dB_t + \left( \frac{1}{U^\varepsilon_t} + \frac{1}{\delta} [v^\delta_t \leq 0] \right) dt,
$$

which stays in $(-\delta, \delta)$ in view of Proposition 3.1 in [8].

Next define $R^\delta := U^\varepsilon + y$ on $[S,T]$ and set $X^\delta_t = K_w^{-1}(t, R^\delta_t)$. Thus,

$$
dx^\delta_t = w(t, X^\delta_t) \{ dB_t + d\theta^\delta_t \},
$$

where

$$
d\theta^\delta_t = G(t, K_w^{-1}(t, R^\delta_t)) + \frac{1}{U^\varepsilon_t} + \frac{1}{\delta} [v^\delta_t \leq 0] \ dt + dy_t,
$$

where $G(t, x) := \int_x^x g(t, y) dy$. Therefore,

$$
\sup_{t \in [S,T]} |y(t) - K_w(t, X^\delta_t)| < \delta. \quad (A.1)
$$

Choosing $\delta$ small enough we thus obtain

$$
\sup_{t \in [S,T]} |x(t) - X^\delta_t| = \sup_{t \in [S,T]} |K_w^{-1}(t, y(t)) - X^\delta_t| < \varepsilon.
$$

due to the uniform continuity of $K_w^{-1}$ on compacts. \qed

Lemma A.2. Let $g : [0, 1] \times \mathbb{R} \to \mathbb{R}$ be continuous such that $g : [0, 1] \times \mathbb{R} \to \mathbb{R}$ is also continuous. Suppose that $\lim_{u \to \infty} g(t, u) = 0$ and $\lim_{u \to -\infty} g(t, u) = 0$ for every $t \in [0, 1]$. Then $g$ is bounded from below.

Proof. Consider sets $(E_n)_{n \geq 1}$

$$
E_n := \{(t, u) \in [0, 1] \times \mathbb{R} : g(t, u) \leq -n\}.
$$

Clearly, $A_n$s are closed. They are also bounded. Indeed, if there exists a sequence $(t_m, u_m) \in A_n$ such that $u_m \to \infty$ or $u_m \to -\infty$. Then, $\lim_{m \to \infty} g(t_m, u_m) \leq -n$, contradicting the hypotheses on joint continuity and the limits at $\pm \infty$. Thus, $A_n$s are compact. Therefore, if all $A_n$s are non-empty, then $\cap_{n \geq 1} A_n \neq \emptyset$ by the nested set property (see Corollary to Theorem 2.36 in [22]). By construction $g(t, u) = -\infty$ for any $(t, u)$ in this intersection, which contradicts our continuity assumption on $g$. Therefore, $A_n$ must be empty for all $n > N$ for some $N$. \qed

Proof of Theorem 3.3. First observe that $H^\ast$ can be taken equal to identity in view of Remark 3.2. Let $\nu := \inf\{t \geq 0 : \Delta X^\ast_t > 0\} and suppose $P_0^{\nu, \varepsilon}(\nu < 1) > 0$. We will construct a strategy $\theta^\ast$ that agrees with $\theta^\ast$ on $[0, \nu]$. Let $\varepsilon > 0$ and choose $\varepsilon(\nu) = \varepsilon \wedge \frac{1}{\nu}.

On $[\nu, \nu + \varepsilon(\nu)]$ set $X^\varepsilon_\nu = X^\ast_{\nu-}$, $d\theta^\varepsilon = -dB_t + f(z) - X^\varepsilon_t dt$ and note that $|X^\varepsilon| \leq |X^\ast_{\nu-} + f(z)|$ on $[\nu, \nu + \varepsilon(\nu)]$ as well as $X^\varepsilon_{\nu + \varepsilon(\nu)} = f(z)$.
Now consider the interval \([\nu + \varepsilon(\nu), \nu + 2\varepsilon(\nu)]\) and introduce

\[dR^e_t = dB_t + \frac{R^*_t - R^e_t}{\nu + 2\varepsilon(\nu) - t} dt,\]

with \(R^e_{\nu + \varepsilon(\nu)} = K_\nu(\nu + \varepsilon(\nu), f(z))\). It is easy to see that the solution to the above SDE on \([\nu + \varepsilon(\nu), \nu + 2\varepsilon(\nu)]\) is given by

\[R^e_t = (\nu + 2\varepsilon(\nu) - t) \left[R^e_{\nu + \varepsilon(\nu)} + \int_{\nu + \varepsilon(\nu)}^t \frac{1}{\nu + 2\varepsilon(\nu) - s} dB_s + \int_{\nu + \varepsilon(\nu)}^t \frac{R^*_s}{(\nu + 2\varepsilon(\nu) - s)^2} ds\right],\]

by \((\nu + 2\varepsilon(\nu) - t)\) converge two 0 as \(t \to \nu + 2\varepsilon(\nu)\) in view of Exercise IX.2.12 in [21]. Moreover, on \([R^*_{\nu + 2\varepsilon(\nu)}] \neq 0\) an application of L’Hospital’s rule shows that the third term multiplied by \((\nu + 2\varepsilon(\nu) - t)\) converges to \(R^e_{\nu + 2\varepsilon(\nu)}\). Similarly, on \([R^*_{\nu + 2\varepsilon(\nu)}] = 0\), \((\nu + 2\varepsilon(\nu) - t)\) converge two 0 as \(t \to \nu + 2\varepsilon(\nu)\). Therefore, \(R^e_{\nu + 2\varepsilon(\nu)} = R^*_{\nu + 2\varepsilon(\nu)}\), a.s.. Note that if we define

\[\tau_R := \inf\{t \geq \nu + \varepsilon(\nu) : \text{sgn}(R^*_t - R^e_t) \neq \text{sgn}(R^*_{\nu + \varepsilon(\nu)} - R^e_{\nu + \varepsilon(\nu)})\} \wedge \inf\{t \geq \nu + \varepsilon(\nu) : R^*_t = R^e_t\},\]

where \(\text{sgn}(x) = 1_{x > 0} - 1_{x \leq 0}\), then \(R^e_t\) is a semimartingale on \([\nu + \varepsilon(\nu), \tau_R]\). Indeed,

\[\int_{\nu + \varepsilon(\nu)}^{\tau_R} \frac{|R^*_t - R^e_t|}{(\nu + 2\varepsilon(\nu) - t)} dt = \int_{\nu + \varepsilon(\nu)}^{\tau_R} \frac{R^*_t - R^e_t}{(\nu + 2\varepsilon(\nu) - t)} dt = \left|B_{\tau_R} - R^e_{\tau_R} - B_{\nu + \varepsilon(\nu)} + R^e_{\nu + \varepsilon(\nu)}\right| < \infty.\]

Next we define \(\tilde{X}_t = K_w^{-1}(t, R^e_t)\) for \(t \in [\nu + \varepsilon(\nu), \nu + 2\varepsilon(\nu)]\) and set

\[X^e_t = \begin{cases} f(z) + (\tilde{X}_t - f(z))^+, & \text{if } X^*_{\nu + \varepsilon(\nu)} \geq f(z); \\ f(z) - (\tilde{X}_t - f(z))^-, & \text{if } X^*_{\nu + \varepsilon(\nu)} < f(z), \end{cases} \quad \forall t \in [\nu + \varepsilon(\nu), \tau),\]

where

\[\tau = \inf\{t \geq \nu + \varepsilon(\nu) : X^*_t = f(z)\} \wedge \inf\{t \geq \nu + \varepsilon(\nu) : \text{sgn}(X^*_t - f(z)) \neq \text{sgn}(X^*_{\nu + \varepsilon(\nu)} - f(z))\} \wedge \tau_R.\]

\(X^e\) on \([\nu + \varepsilon(\nu), \tau]\) satisfies

\[dX^e_t = w(t, X^e_t)(dB_t + d\theta^e_t),\]

where in case \(X^*_{\nu + \varepsilon(\nu)} \geq f(z)\)

\[d\theta^e_t = 1_{[X^e_t > f(z)]} \left(G(t, X^e_t) + \frac{R^*_t - R^e_t}{\nu + 2\varepsilon(\nu) - t}\right) dt + \frac{1}{2} d\tilde{L}_t - 1_{[X^e_t = f(z)]} dB_t,\]

and \(\tilde{L}\) is the local time of \(\tilde{X}\) at \(f(z)\) in view of Theorem 68 in Chap. IV of [20]. Similarly, if \(X^*_{\nu + \varepsilon(\nu)} < f(z)\),

\[d\theta^e_t = 1_{[X^e_t < f(z)]} \left(G(t, X^e_t) + \frac{R^*_t - R^e_t}{\nu + 2\varepsilon(\nu) - t}\right) dt - \frac{1}{2} d\tilde{L}_t - 1_{[X^e_t = f(z)]} dB_t.\]

Next pick an \(n \geq 1\) and consider \(\hat{\theta}\), which is given by

\[\hat{\theta}_t = 1_{[t < \nu]} \theta^e_t + 1_{[t \geq \nu]} \left(\theta^*_t 1_{[X^*_t > n]} + \theta^e_t 1_{[X^*_t \leq n]}\right).\]
This strategy is clearly admissible and will outperform $\theta^*$ for small enough $\varepsilon$ and large enough $n$ by following the reasoning and calculations that led to the analogous conclusion in Theorem 3.2. □
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