The Dynamic Effect of High-Tech Industries’ R&D Investment on Energy Consumption
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Abstract: High-tech industries are characterized by strong technology, low energy consumption, and low pollution. Among these high-tech industries, five sectors (pharmaceutical industry, aerospace industry, electronic and communication equipment industry, computer and office equipment industry, and medical equipment industry) are selected for our study; and R&D investment is an important support for the development of high-tech industries. How do research and development (R&D) investments affect energy consumption in high-tech industries? Are these effects all positive? What are the differences in the impacts for different types of high-tech sectors or in different regions? And why? To analyze these issues, state space model is an appropriate method which presented a dynamic process, accurately estimating the parameters at each time nod. We used this model to analyze the impact of five high-tech sectors’ research and development (R&D) investments on energy consumption in the four regions of China from 1998 to 2016. Some conclusions are drawn from the research: (1) Pharmaceutical industry has a negative influence on energy consumption in all regions. Compared with other types of high-tech industries, the pharmaceutical industry consumes a higher degree of energy. (2) In the east, middle, and northeast of China, a gap remains between scientific research and production due to the lack of high-tech personnel in the aerospace industry, which lead to a weak effects on energy consumption in these regions (3) For the electronic and communication equipment industry and computer and office equipment industry, the continuous inflow of funds and talent has led to greater competition pressure and excess production capacity in some developed areas. This accounts for the fact that the two industries’ R&D investment is beneficial to the reduction of energy consumption in the western regions. (4) The densely populated eastern region has a large demand for health services, leading to an increased demand for medical equipment. That is why the R&D of medical equipment industry have significantly reduced the energy consumption in the east regions than in the other regions.
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1. Introduction

With the continuous expansion of the national economy, China’s total energy consumption is increasing. The total energy consumption has increased from 600 million tons of standard coal in 1978 to 4.64 billion tons in 2018 [1]. This represents a seven-fold increase in 40 years. Since 2010, China has surpassed the United States as the world’s top energy consumer [2]. Although China’s gross domestic product (GDP) only accounts for one-sixth of the global GDP, its annual energy consumption accounts for 23% of the global energy consumption, and its carbon emissions are close to 30% of the global total carbon emissions [3]. As China is still in a period of rapid economic development and per capita
energy consumption is still low compared with developed countries, China’s energy consumption demand is expected to continue to grow [4]. Figure 1 shows that since the beginning of the 21st century, China’s total energy consumption has continued to rise, and this growth trend will continue for a significant period of time. Likewise, it can be seen from Figure 2 that the growth of industrial GDP was accompanied by an increase of industrial energy consumption. However, less energy is needed to increase industrial GDP according to the Figure 2. For example, in 2014, the industrial GDP was 233,856 million yuan, and its industrial energy consumption was 2956.86 million tons. However, in 2016, the industrial GDP was 247,860 million yuan, and its industrial energy consumption was just 2902.55 million tons, which was lower than that of 2014 (data from National Bureau of Statistics of China).

![Figure 1. Energy consumption and industrial energy consumption from 1998 to 2016.](image1)

![Figure 2. GDP and industrial energy consumption from 1998 to 2016.](image2)

The continuous expansion of energy consumption has produced serious energy concerns about the sustainability of China’s development [5]. People are increasingly concerned about energy issues. Solutions for energy issues include upgrading the level of science and technology, improving the industrial structure, and developing new energy sources [6]. Whether from the perspective of energy saving and consumption reduction or industrial upgrading, industry—whose energy consumption accounts for more than 65% of the total national energy consumption in China—is bound to have greater responsibilities in energy issues in the future.

Industry is the main body of technological innovation and research and development activities in the national innovation system. High-tech industry, with its characteristic "energy savings and
lower emissions” [7], has an especially crucial role in the process of enhancing China’s independent innovation capacity [7,8]. Generally speaking, technological progress of enterprises is driven by two kinds of factors. One is to promote technological progress through the R&D investment of enterprises; the other is based on the technological spillover in import trade. Research has found that R&D has a significant role in promoting technological progress; especially for developing countries such as China, the increase of research and development investment can significantly promote the technological progress of enterprises [9]. As a modern technology integrating environmental thoughts, green technology can be regarded as a technology with higher standards developed on the basis of traditional technological innovation. In terms of the demand for innovative elements, it is similar to traditional technological innovation to a large extent. However, it is difficult for green technology innovation to form spontaneously, and external incentives are needed. Empirical research found that R&D capital, as an important key of China’s technological innovation, has a significant positive effect on China’s green technological innovation [10]. Moreover, green technology innovation has obvious effects on the improvement of environmental performance, such as reducing the generation of pollutants and carbon emissions and increasing energy efficiency. For the high-tech industries, their research and development (R&D) activities are a major source of knowledge and technological innovation, acting as the driving force for reducing energy consumption and environmental pollution [11,12]. In 2017, Guangdong province, Jiangsu province, and Shandong province were the top three Chinese provinces in terms of the amount of R&D input, accounting for 13.3%, 12.8%, and 10% of the total national R&D input, respectively [13]. The intensity of R&D input is lower in the central and western regions, and a significant gap exists in these areas in R&D investment compared with developed eastern regions [14]. Insufficient R&D investment complicates the further development of enterprises by means of attracting high-level talent, introducing advanced technologies and equipment, and enhancing innovation ability [15]. In this case, enterprises may fall into a traditional extensive production mode, relying on economic resources and energy input. As a result, enterprises cannot effectively achieve market competitiveness and will increase the energy consumption burden on society as a whole [16,17].

Many research papers have been published on R&D investment and energy consumption, which provided a good theoretical basis and experience for the research in this study. By perusing the existing literature, we found that research into R&D investment has mainly focused on innovation performance, economic growth, and environmental issues. Wang described how high-tech industrial R&D spending has a strong positive effect on GDP per capita [18]. Some scholars have found that an increase in enterprise R&D investment has a significant positive impact on the technological innovation efficiency of enterprises [19–21]. Strandholm et al. concluded that the intensity of environmental regulation promotes the improvement of industrial R&D innovation efficiency to some extent, but the relationship between the intensity of environmental regulation and R&D innovation efficiency presents an inverted U shape [22]. The research regarding energy consumption mainly includes issues of energy consumption in various industries; the relationship between energy consumption, carbon emissions and economic growth; and studies on energy consumption and energy efficiency. Some scholars have focused on the issues of energy consumption in various industries [23,24]. Some researchers were interested in the relationship between energy consumption and economic growth from the perspective of carbon emissions [25,26]. Moreover, many researchers have studied the impact of energy efficiency on energy consumption [27–29]. For instance, Brännlund examined how exogenous technological progress, in terms of an increase in energy efficiency, affects consumption choice by Swedish households, and thereby emissions of carbon dioxide (CO₂), sulphur dioxide (SO₂), and nitrogen oxide (NOₓ) [27]. In order to compare the studies on R&D and energy consumption distinctly, we established a table with comparative analysis of the above literatures as follows in Table 1.
The literature review showed that the research on the relationship between R&D investment and energy consumption can be further enriched. Traditional views hold that R&D investment can promote green technology innovation and reduce energy consumption [30]. However, a few scholars think that although improvement in the R&D level can restrain environmental pollution to a certain extent, it also stimulates energy consumption to some extent [17]. Regarding these researches on the nexus between R&D investment and energy consumption, they did not discuss the classification of a specific industry and consider spatial heterogeneity simultaneously to explore the relationship between R&D investment and energy consumption. What is more? These studies on the association between R&D investment

| References          | Objects                               | Research Contents                                                                 | Method                        | Conclusion                                                                 |
|---------------------|---------------------------------------|-----------------------------------------------------------------------------------|-------------------------------|---------------------------------------------------------------------------|
| Wang et al. (2013)  | R&D expenditures, economic growth     | Explores the marginal effect of R&D expenditures in the high-tech sector across different quantiles of the GDP distribution. | Quantile regression         | All sectors’ R&D spending relative to GDP is subject to significant negative returns only when considering the middle-income countries. |
| Prajogo et al. (2006) | R&D input, innovation performance     | Examines the co-alignment between Total Quality Management (TQM) and technology/ (R&D) management. | Structural equation model     | An increase in enterprise R&D investment has a significant positive impact on the technological innovation efficiency of enterprises. |
| Linda and Hall (2002) | R&D, innovation, and business performance | Examines the relationships among R&D intensity, innovation measures, and business performance in the Canadian biotechnology industry. | Spearman’s non-parametric correlation statistics | While R&D and scientific breakthroughs drive innovation in the biotechnology industry, market demand plays a critical role in business performance of firms. |
| Strandholm et al. (2018) | R&D innovation efficiency, environmental regulation | A duopoly market with investment in abatement technology under environmental regulation. | Three-stage game | The relationship between the intensity of environmental regulation and R&D innovation efficiency presents an inverted U shape. |
| Ansari and Setfi (2012) | energy consumption in the iron industries | Analyzes steel demand, production and energy consumption in an integrated framework. | System dynamics model | In the short term, subsidy reform could lead to 15% and 7% reductions in gas and electricity consumption, respectively. |
| Szabó et al. (2009) | energy consumption and emission in the paper industries | Assesses the effects of different environment, energy and climate policies in a scenario comparison setup. | Recursive simulation model | There is a significant carbon reduction potential in the pulp and paper making. |
| Bekhet et al. (2017) | carbon emissions, financial development, economic growth and energy consumption | Investigates the dynamic causal relationships among carbon emissions, financial development, economic growth, and energy consumption. | Dynamic simultaneous equation models | In Saudi Arabia, UAE, and Qatar, the energy conservation policies will not affect environment; in Oman, financial development plays a substantial role in CO2 growth. |
| Charfeddine and Kahia (2019) | energy consumption, financial development, CO2 emissions, economic growth | Examines the impact of renewable energy and financial development on carbon dioxide (CO2) emissions and economic growth. | Panel vector autoregressive model | Both financial development and the renewable energy sectors in the MENA countries are still weak regarding making contributions to environmental quality improvements and economic growth. |
| Unver and Kara (2019) | energy efficiency, energy consumption | Introduces a decision support tool that aims to provide increased energy efficiency in a steel forging facility. | Mathematical modelling | The correct regulation of the production process would result in a 65% energy saving in the unit production of the products in the chosen sample group. |
| Romain-Collado and Colinet (2018) | energy efficiency, energy consumption | Is energy efficiency a driver or an inhibitor of energy consumption changes in Spain? | DEA, Two decomposition approaches | The energy intensity was the main inhibitor effect of the energy consumption changes of sectors of production, not only during the recession but also during the expansion period. |
and energy consumption are based on the process of a certain period of time but not from each time node. We still need to study the time-varying relationship between different types of industrial R&D investment and energy consumption, especially in different regions of China. Due to China’s vast territory, there are some differences of economic size and structure in various regions. According to the latest regional division, we divided China into central, eastern, and western regions for comparison in the following study. Then, we focused on the impact of the high-tech industrial R&D investment on energy consumption. We aimed to further discuss the different impacts of energy consumption in a variety of high-tech industries and the differences in different regions. Thus, considering the different types of high-tech industries and the gaps in economic levels and development policies between different regions, we analyzed the time-varying impacts of five types of high-tech industries’ R&D investment on energy consumption in the east, central, west, and northeast of China from 1998 to 2016. According to the classification of the China High-Tech Industry Yearbook, there are five major high-tech industries: The pharmaceutical industry, aerospace industry, electronics and communication equipment industry, computer and office equipment industry, and medical equipment industry.

The structure of the remaining sections is as follows: Section 2 presents the model and variable description, Section 3 provides the results, Section 4 outlines the impact analysis, Section 5 gives the discussion and the last section includes our conclusions and implications.

2. Model and Variable Description

From the above researches, we can find that there are many methods to study R&D and energy consumption such as quantile regression [18], structural equation model [19], game model [22], or panel vector autoregressive model [26]. In this study, the state space model is used for two reasons. First, the above models can estimate parameters generally at some stage but not accurately estimate the parameters at each time node, but the state space model can estimate the parameters at each time node which presented a dynamic process. Second, the model estimates the parameters by Kalman filtering, which can handle multidimensional and non-stationary random processes. Most traditional regression estimates are based on OLS (Ordinary Least Squares) or MLE (Maximum Likelihood Estimation), which requires the sequence to be stationary. Based on the above factors, to more clearly compare, distinguish, and describe the influence of the R&D investment of various high-tech industries on energy consumption in terms of spatiotemporal changes, we used the state space model with variable parameters by the software Eviews.

2.1. State Space Model

The state space model with time-varying parameters was used as the measurement method in this study; it has been widely used by Harvey [31] in the field of econometrics. Compared with the general model, the state space model includes unobservable time variables and can be used to analyze impacts of high-tech industries’ R&D investments on energy consumption from the perspective of temporal variation. The state space model includes two equations: The signal equation that describes the quantitative relationship between variables, and the state equation that describes the change in the coefficient of the variable with temporal variation.

Let $Y_t$ be a $k \times 1$ dimensional observable vector containing $k$ economic variables. $Z_t$ represents the $k \times m$ matrix, and the following equation can be obtained:

$$Y_t = Z_t \alpha_t + d_t + X_t \beta + u_t$$  \hspace{1cm} (1)$$

where $t$ is time, $\alpha_t$ is the $m \times 1$ dimension state vector, $d_t$ is the $k \times 1$ dimensional intercept term matrix, $X_t$ is the $k \times n$ dimension control variable, $\beta$ represents the $n \times 1$ dimension control variable coefficient, and $u_t$ represents the $k \times 1$ stochastic disturbance term. Equation (1) is the signal equation. Since $\alpha_t$ is unobservable normally, it can be expressed by a first-order Markov process:
\[ a_t = T_t a_{t-1} + C_t + R_t \varepsilon_t \]  

where, \( T_t \) represents the \( m \times m \) dimension state matrix, \( C_t \) is the \( m \times 1 \) intercept term, \( R_t \) is the \( m \times \) matrices, and \( \varepsilon_t \) is the \( g \times 1 \) dimension stochastic disturbance. Equation (2) is the state equation.

In the state space model, it is generally assumed that \( \varepsilon_t \) is independent of \( u_t \), and their distributions are as follows:

\[
\begin{pmatrix}
  u_t \\
  \varepsilon_t \\
\end{pmatrix} \sim N
\begin{pmatrix}
  0 \\
  0 \\
\end{pmatrix}
\begin{pmatrix}
  \sigma^2_u & 0 \\
  0 & \sigma^2_\varepsilon \\
\end{pmatrix}
\]

where \( N \) means that \( u_t \) and \( \varepsilon_t \) are normally distributed, and \( \sigma^2_u \) and \( \sigma^2_\varepsilon \) are stochastic disturbance terms.

Under the above assumptions, we used a Kalman filter (KF) to calculate the likelihood function given the estimated parameters and the initial value of variance, which can be used to estimate the parameters and state sequences in the models in Equations (1) and (2). Then, the coefficient vector \( a_t \) can be obtained. The specific calculation method of parameter value estimation by the KF is as follows.

We supposed that \( a_{t-1} \) is the average value of the state vector and \( P_{t-1} \) represents the \( m \times m \) dimension covariance matrix of the error caused by the estimation. When \( a_{t-1} \) and \( P_{t-1} \) are constant, the mean value of the conditional distribution of \( a_t \) is:

\[ P_{\| t-1} = T_t P_{t-1} T_t^\prime + R_t Q_t R_t^\prime \]  

where \( t = 1, 2, ..., T \). Equation (4) is called the predictive equation. On the basis of the new predicted value, its modified value can also be obtained, and the updated equations are as follows:

\[ a_t \mid a_{t-1} = T a_{t-1} \]  

\[ a_t = a_t \mid a_{t-1} + P_{\| t-1} Z_t F_t^{-1} (y_t - Z_a a_t \mid a_{t-1} - d_t) \]  

\[ P_t = P_{\| t-1} - P_{\| t-1} Z_t F_t^{-1} Z_t P_{\| t-1} \]  

\[ F_t = Z_t P_{\| t-1} Z_t^\prime \]  

Equations (4) to (8) jointly constitute the Kalman filter expressions.

According to the above definitions, the state space model is as follows:

\[ LnEC_{it} = C_{it0} + SV_{i1} \cdot Lnht_{i1}^1 + SV_{i2} \cdot Lnht_{i2}^2 + SV_{i3} \cdot Lnht_{i3}^3 + SV_{i4} \cdot Lnht_{i4}^4 + SV_{i5} \cdot Lnht_{i5}^5 + \beta \cdot Lnht_{i6} + \mu_{it} \]  

where \( EC \) represents energy consumption; \( ht \) represents the R&D input of different high-tech industries; \( ht^1 \) to \( ht^5 \) represent the pharmaceutical industry, aerospace industry, electronics and communication equipment industry, computer and office equipment industry, and medical equipment industry, respectively; \( SV \) corresponds to the \( t \times 1 \) coefficient vector matrix of the above high-tech industries; \( X \) is the control variable; and \( C \) is a constant term. The variance of the random disturbance (\( \mu_{it} \)) is \( \sigma^2 \); \( \mu_{it} = 1, 2, 3, 4 \), representing the east, central, west, and northeast regions respectively, and \( t \) is the time span interval.

As mentioned above, \( SV \) is unobservable. We assumed that the state vector \( SV \) is equal to the lagged one-period term based on Harvey’s method [31], so that the state vector sequence has a continuous dependence and solves the problem of estimation error caused by having a small number of samples. The first-order Markov Process of \( SV \) is:

\[ SV_{ij} = SV_{i(j-1)} + \epsilon_{ij}, j = 1, 2, 3, 4, 5 \]  

where \( SV \) are the parameters to be estimated and Equation (10) is the state equation.
2.2. Variable Description

In this study, the R&D input of high-tech industries is expressed by the R&D internal appropriation expenditure of each high-tech industry, which is defined as the explanatory variable \(ht\). The explained variable \(EC\) is energy consumption. Considering the different economic scale in each region, it is not accurate to simply use regional energy consumption as the explained variable. Therefore, we use the energy consumption per unit of GDP in the whole of society to represent energy consumption. To facilitate its calculation, different types of energy consumption are converted to standard coal (unit: 10,000 tons standard coal). Since the explained variable \(EC\) is a negative indicator, we processed it in reverse before estimation. The control variables selected for the model are as follows. The data were obtained from the *China Tertiary Industry Statistical Yearbook*, *China Foreign Trade and Economic Cooperation Statistical Yearbook*, *China Statistical Yearbook*, and *China Population & Employment Statistical Yearbook*.

2.2.1. Industrial Structure \((struct)\)

Different industries have different resource use efficiencies and management efficiencies. High-efficiency resource use directly leads to a decrease in energy consumption [32]. The tertiary industry is mostly low-energy industry, and its energy consumption is lower than the secondary industry. The optimization and upgrading of the industrial structure (from secondary industry to tertiary industry) will change the structure of energy demand, which is the major driver for lowering energy consumption [33]. Lin [34] and Hong’s [35] research showed that optimization and upgrading of the industrial structure significantly reduce energy consumption. To consider the impact of the industrial structure on energy consumption, we chose the proportion of tertiary industry in the GDP as a variable \((struct)\) to reflect the industrial structure.

2.2.2. Openness \((open)\)

Factors of openness have a dual impact. Openness helps to introduce advanced production technology and management concepts, thus promoting energy conservation and emission reduction [36]. Studies have shown that an increasing level of openness in less developed regions leads to a growing number of energy-intensive and polluting enterprises [37,38]. According to the “Pollution Haven” hypothesis [39], China’s environmental regulations are less stringent than those of developed countries [40]. With the gradual increase in the degree of openness, many industries that consume high amounts of energy and produce large amounts of pollution may flood into China, which would result in an increase in energy consumption [41]. In our research, the proportion of the actual amount of foreign direct investment (FDI) in the GDP of each year was used to represent the openness level. The value of FDI was converted into RMB according to the Yuan-US dollar exchange rate for each year from 1998 to 2016.

2.2.3. Economic Level \((pgrp)\)

The impacts of economic growth on energy consumption can be summarized into the following three aspects: First, economic growth will drive the rapid development of industry, construction and transportation, which will promote the increased energy of production. Second, economic growth has improved people’s living standards and increased people’s consumption of energy. Third, economic growth will bring technological progress, then the improvement of technological level will promote energy efficiency [42]. To a certain extent, this can reduce the waste of energy, so that the consumption of energy can be reduced relatively. Many studies showed that there is a close relationship between economic growth and energy consumption [43,44]. For example, Apergis’ results revealed the presence of unidirectional causality from energy consumption to economic growth in the short-term, and bidirectional causality between energy consumption and economic growth in the long-term [43]. To consider the impact of economic level factors on energy consumption, we measured the regional economic level by GDP per capita, which was adjusted based on the GDP per capita in 1998.
2.2.4. Population Density (popden)

Population is the traditional factor that affects energy consumption [45]. Larger population scale will inevitably increase energy consumption. Entering the post-industrial stage, population becomes an important factor affecting energy consumption [46]. There are many variables that can represent population, such as total population, population density, population growth rate, and so on. The population growth rate reflects the growth of the population, not exactly the size of the population. At the same time, considering the geographical area difference between regions, this study showed the influence of population factors through population density. To a large extent, the population density can affect natural resources and the ecological environment in a region [47]. Therefore, we chose the population density factor as the control variable, which is represented by the number of permanent residents per square kilometer. This variable reflects the impact of population density in various regions on energy consumption.

2.2.5. Human Capital (humcap)

The variable human capital mainly refers to the educational level [48]. In this study, the average years of schooling of the national population over 6 years old was used to measure human capital investment (humcap). The educational level of residents was divided into six categories: Illiterate, primary school, junior high school, high school, junior college and undergraduate, and graduate students. The average length of education was defined as 0 years, 6 years, 9 years, 12 years, 16 years, and 19 years, respectively. The calculation formula of the average years of education of residents is as follows:

\[
\text{humcap} = \text{primary} \cdot 6 + \text{junior} \cdot 9 + \text{senior} \cdot 12 + \text{college} \cdot 16 + \text{postgra} \cdot 19
\]  

(11)

In Equation (11), primary, junior, senior, college, and postgra represent the proportion of residents with the different educational levels of primary school, junior high school, senior high school, junior college, and undergraduate and graduate students who are over 6 years old, respectively.

3. Results

We selected the data from 30 provinces (cities) in mainland China (except Xizang due to data missing) from 1998 to 2016. Due to the long-time span, there may be unit roots, and the Levin-Lin-Chu (LLC) test was used to test the unit root of each variable. The results of the unit root test are shown in Table 2.

Table 2. Results of the unit root test.

| Variable | Original Data | First-Order Difference | Second-Order Difference |
|----------|---------------|------------------------|-------------------------|
|          | Statistic Value | Stationary | Statistic Value | Stationary | Statistic Value | Stationary |
| EC       | −3.7363 *** | Yes | −4.0923 *** | Yes | −15.1706 *** | Yes |
| ht       | −2.4118 **  | Yes | −5.2633 *** | No | −7.8341 *** | Yes |
| struct   | 2.5713 **   | Yes | 2.7431 **   | Yes | 2.9244 *** | Yes |
| open     | −1.5263     | No  | −1.7908 *   | Yes | −3.6992 *** | Yes |
| pgyp     | 2.4560 **   | Yes | 2.6391 **   | Yes | 4.7667 *** | Yes |
| popden   | −0.8200     | No  | −0.8308     | No  | −2.2802 **  | Yes |
| humcap   | −1.3495     | No  | −1.8211 *   | Yes | −2.9140 *** | Yes |

Note: *, ** and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.

Table 2 shows that all variables are second-order single integral sequences at the 5% significance level, and the null hypothesis of the existence of unit root is rejected. Therefore, all the variables are second-order stationary sequences. To avoid pseudo regression in the estimation process, we adopted the panel co-integration test proposed by Westerlund [49]. From the Table 3, the Gt and Ga statistics test the null hypothesis of no co-integration for all cross-sectional units, with rejection implying co-integration for at least one unit, while the Pt and Pa statistics test the null hypothesis of no
co-integration for all cross-sectional units, with rejection implying co-integration for the panel as a whole. The test results are significant, so we think that there is a long-term equilibrium relationship between the variables.

Table 3. Results of the panel co-integration test.

| Statistic | Value  | Z-value | Robust P-Value |
|-----------|--------|---------|----------------|
| Gt        | −6.703 | −8.384  | 0.000          |
| Ga        | −5.447 | 2.016   | 0.020          |
| Pt        | −6.250 | −1.675  | 0.040          |
| Pa        | −4.795 | 1.190   | 0.100          |

On the basis of the above unit root test and the panel co-integration test, we used the time-varying parameter state space model to analyze the influence of high-tech industrial R&D input on energy consumption during 1998–2016 in the east, middle, west, and northeast of China. The estimated results are as follows.

According to the estimation results of the control variables and state vectors in Table 4, firstly, the coefficients of industrial structure (struct) are positive and significant at the level of 5% in the east, the middle, and the west regions. The results show that the increased proportion of tertiary industry was conducive to the reduction in energy consumption in the east, middle, and west regions. In contrast, in the northeast of China, the value of industrial structure (struct) was negative, which indicates that the increased proportion of tertiary industry did not reduce energy consumption. The northeast considerably relies on its industrial economy. The decline in the proportion of secondary industry reduced the social economic benefits, so the increased proportion of tertiary industry may lead to an increase in energy consumption.

Secondly, the coefficient of openness (open) was positive in the eastern and central regions, while it was negative in the western and northeastern regions. According to the Pollution Haven hypothesis, the economic level of the eastern and central regions is higher than that in western and northeastern regions. The eastern region is rich in labor, financial, material, and technological resources and mainly develops high-tech industries with low pollution and low energy consumption. As a result, with the improvement in the degree of openness, energy consumption will decrease in the eastern regions, while many energy-intensive enterprises flood into the western and northeastern regions, which increases the energy consumption in the west and northeast region. Similarly, economic level (pgrp) has a negative effect on energy consumption. From the results, only the coefficient in the western region was significantly negative, while the values of the coefficient were positive in the other regions. The entry of high pollution and high energy consumption industries into the western regions has not only raised the economic level, but also increased the energy consumption.

Thirdly, regarding population density (popden) and human capital (humcap), according to the results, population density (popden) has had a negative impact on the reduction of energy consumption in all regions. Based on common sense, it is easy to understand that an increase in population density would impose a burden on energy consumption, whereas an increase in education level would reduce social energy consumption. However, Table 4 shows that the coefficient of human capital (humcap) is significantly negative in the western region, which indicates that the energy consumption decreases with the accumulation of human capital. The explanation we provide for this finding is that the overall level of education is lower in the west, and the educational structure is still dominated by the primary and secondary schools educational level. The shortage of highly educated talent and the insufficient development of the western regions present a challenge for introducing more talent and technology, which hinders energy savings and consumption reduction in the western regions.

Finally, regarding state vectors, in the east, the final state SV1 values of all high-tech industries were significant, in which the values of SV1, SV2, and SV4 were all negative, SV3 and SV5 were positive, and the absolute value of SV5 was the largest with a positive impact. This indicates that the
impact of the medical equipment industry was stronger than that of the other high-tech industries in the east. In the middle region, except for $SV_4$, the state values were significant. The values of $SV_1$, $SV_4$, and $SV_5$ were negative, while $SV_2$ and $SV_3$ were positive. The absolute value of $SV_1$ was the highest among the middle final state values, which suggests that the impact of the pharmaceutical industry was stronger than that of other high-tech industries in the middle regions, but it had a negative influence on the reduction of energy consumption. In the west, $SV_1$, $SV_3$, $SV_4$, and $SV_5$ were significant, and the values of $SV_3$, $SV_4$, and $SV_5$ were negative. Like the final state in the east, the absolute value of $SV_1$ was largest among these state vectors, with a negative effect. In the northeast, all state vectors were significant over the 5% level. The values of $SV_2$, $SV_3$, and $SV_5$ were positive, and the absolute value of $SV_1$ was still highest among all the state vectors, with a negative impact.

Table 4. Estimated results of the state space model.

| Control Variables | East Region | Middle Region | West Region | Northeast Region |
|-------------------|-------------|---------------|-------------|-----------------|
| $struct$          | 3.2343 ***  | 2.3609 ***    | 1.6660 **   | −0.1020 **      |
|                   | −13.3872    | −5.8349       | −2.2502     | (−2.4992)       |
| $open$            | 0.0652 *    | 0.1695        | −0.2396 *   | (−0.0477) **    |
| $pgrp$            | −1.8351     | −0.8913       | (−1.7931)   | (−2.4216)       |
| $popden$          | 0.7059      | 0.4934 **     | −0.1409 *   | 0.4055 ***      |
|                   | −1.6212     | −2.5796       | (−1.8602)   | −3.1501         |
| $humcap$          | −2.9173 **  | −2.5011 *     | −4.0334     | −11.8402 ***    |
|                   | (−2.4723)   | (−1.8409)     | −3.1815     | (−5.2361)       |
| $constant$        | 1.8226      | 0.7173 *      | −0.8201 **  | 3.0123 ***      |
|                   | (−0.8967)   | −1.7011       | (−2.2496)   | −3.9119         |
|                   | 5.8401 *    | 1.5413        | 23.1694     | 62.2583 ***     |
|                   | −1.9633     | −0.507        | (−0.3562)   | −6.0456         |

| State Vector      | Final State |
|-------------------|-------------|
| $SV_1$            | −0.1319 *** | −0.1574 **  | −0.2406 *   | −0.1269 ***     |
|                   | (−6.7458)   | (−2.3470)    | (−1.8494)   | (−4.5462)       |
| $SV_2$            | −0.0909 **  | 0.0759 **    | 0.1891      | 0.0146 ***      |
|                   | (−2.1293)   | −2.3395      | −0.6533     | −20.3315        |
| $SV_3$            | 0.0452 ***  | 0.0852 ***   | 0.1221 *    | 0.0308 **       |
|                   | −4.3483     | −15.2296     | −1.8569     | −2.4735         |
| $SV_4$            | −0.0858 *   | −0.0107      | 0.1206 ***  | −0.0302 ***     |
|                   | (−1.7336)   | (−0.4819)    | −7.9384     | (−3.3338)       |
| $SV_5$            | 0.3344 ***  | −0.0544 ***  | 0.1888 **   | 0.0572 ***      |
|                   | −9.853      | (−11.6237)   | −2.0587     | −6.4817         |

Note: the initial values of control variables are assigned by ordinary least squares (OLS) estimation with fixed panel effect, and the state vector only represents the final state value. *, **, and *** represent significance levels at 10%, 5%, and 1% respectively.

4. Impact Analysis

4.1. Impacts of Sectors for Each Region

4.1.1. Impacts of High-Tech Industrial R&D Input on Energy Consumption in the East

According to the temporal trend in the influence of the five types of high-tech industries (see Figure 3), different states emerged among the industries. The impacts of R&D input of the pharmaceutical industry ($SV_1$) and aerospace industry ($SV_2$) on energy consumption showed a similar trend. For the pharmaceutical industry, the influence of R&D investment decreased significantly from 2003 to 2004. The reason may be that the SARS was prevalent from 2003 to 2004. The demand for new drugs soared and various pharmaceutical manufacturing industries increased their R&D efforts, especially large pharmaceutical industries gathered in the eastern region, leading to a significant increase in energy consumption during the two years. But the impacts of the two types of industries
increased slightly in 2012 and then stabilized. The trends in the electronics and communication equipment industry (SV3) and computer and office equipment industry (SV4) were similar from 2003 to 2011, but they showed opposite changes in 2012. The influence of R&D input of the computer and office equipment industry on energy consumption strengthened, while the influence of R&D input of the electronics and communication equipment industry weakened sharply. This is related to the continuous expansion of the electronics and communication equipment industry. The demand of the market gradually reached the saturation state, and further expansion of the industrial scale loaded the eastern region with overcapacity, which resulted in the waste of resources. Then came a sharp drop in the impact of R&D spending. For the medical equipment industry (SV5), from 2003 to 2016, its impact on energy consumption was stable, and the overall trend was slightly downward. At present, citizens pay more attention to health, and their demand for health services is increasing, especially in the densely populated eastern region. This will promote investment in the medical equipment industry to meet people’s demand for health services, which will lead to an increase of energy consumption.

![Figure 3. Dynamic influences of various types of high-tech industries in Eastern China.](image)

From the comparison of the influence of R&D input on the energy consumption in various high-tech industries, the values of SV1, SV2, and SV4 were negative from 2003 to 2016, and SV1 < SV4 < SV2, which indicates that an increase in R&D input in the pharmaceutical industry, aerospace industry, and computer and office equipment industry had a negative impact on energy consumption. Conversely, the values of SV3 and SV5 were positive, with SV5 > SV3, which shows that the R&D investment of the electronic and communication equipment industry and medical equipment industry promoted the reduction of energy consumption. The influence of R&D investment on energy consumption in the medical equipment industry was significantly stronger than in the other high-tech industries.

4.1.2. Impacts of High-Tech Industrial R&D Input on Energy Consumption in the Central Regions

Figure 4 shows that the R&D dynamic impact curves of the five high-tech industries can be divided into two categories. The first type is the influence curve of R&D input on energy consumption in the pharmaceutical industry and aerospace industry, where the dynamic influence curve is L-shaped. The second type is the dynamic influence curve of R&D input in the electronic and communication equipment industry, computer and office equipment industry, and medical equipment industry, where the dynamic influence curve is an inverted L shape. However, the changes of the impacts in all industries have a common feature. They tend to be stable after 2005, and the trend in R&D inputs of all industries on energy consumption is as follows: After 2005, SV4 tends to 0, SV2 and SV3 tend to 0.08; SV1 tends to −0.15, and SV5 tends to −0.05. Another noteworthy finding is that the mathematical symbols of SV1 and SV3 both changed before 2005; the value of the pharmaceutical industry (SV1) changed from
positive to negative, but the value of the electronics and communication equipment industry (SV3) changed from negative to positive. Finally, both tended to stabilize. The explanation for the trend of SV1 is that the central region undertook a large number of “high-pollution, high-energy-consumption” pharmaceutical industry transfers from the eastern region after 2004. Meanwhile, the lack of talents, funds, and technologies in the central region and the low efficiency of R&D led to the negative impact of R&D investment on energy consumption in the pharmaceutical industry. As for the electronics and communication equipment industry, it basically became the “sunrise industry” of manufacturing industry in the six central provinces by 2005. Moreover, the industrial clustering is becoming increasingly obvious, which promotes energy use efficiency. That is why SV3 presents an inverted “L” curve.

![Figure 4. Dynamic influence of various types of high-tech industries in Central China.](image)

Compared with the final impact of R&D input on energy consumption in different industries, we found that |SV1| > |SV3| > |SV2| > |SV5| > |SV4|. This means that the impacts in the central region were: Pharmaceutical industry > electronics and communication equipment industry > aerospace industry > medical equipment industry > computer and office equipment industry. Simultaneously, the R&D investment of the pharmaceutical industry, computer and office equipment industry, and medical equipment industry increased their energy consumption. The aerospace industry and electronic and communication equipment industry had a promoting effect for reducing energy consumption.

4.1.3. Impacts of High-Tech Industrial R&D Input on Energy Consumption in the Western Region

According to Figure 5, in the western region, the impacts of various high-tech industries fluctuated to a certain extent before 2009. The fluctuation trends of the aerospace industry (SV2) and computer and office equipment industry (SV4) are similar, whereas the trend in the medical equipment industry (SV5) was opposite to that of the above industries. The pharmaceutical industry (SV1) and electronics and communication equipment industry (SV3) had inverted U- and U-shaped curves, respectively. In the early stage, there was a serious shortage of human resources, capital, technology, and other resources in the western region. In addition, a small number of pharmaceutical industries are located in the western region. These industries lack the motivation for R&D activities. Meanwhile, the central region undertook the transfer of the pharmaceutical industry in the eastern region and attracted some labor in the western region after 2004, which further weakened the impact of the pharmaceutical industry on energy consumption in the western region. However, part of the pharmaceutical industry in the central region shifted to the western region in a gradient in 2008, and the negative impact of this industry on energy consumption was significantly enhanced. Therefore, in this short period of time, the influence trend of the pharmaceutical industry showed an inverted U shape. For electronics and
communication equipment industry, it had a smaller industrial size, less capital input, and smaller market demand in the early stage. However, with the expansion of the industrial scale, capital input and market demand after 2005, the R&D investment had a more obvious impact on reducing energy consumption. Therefore, a U-shaped trend of SV3 presented in Figure 3. After 2009, the influence of R&D investment on energy consumption in all industries tended to be stable. The final status values of each industry were: $SV1 = -0.24$, $SV2 = 0.19$, $SV3 = 0.12$, $SV4 = 0.12$, and $SV5 = 0.19$. Except for the negative influence of R&D investment in the pharmaceutical industry, all the other industries had positive influence in the west, but the effect of the aerospace and equipment industry (SV2) is not significant.

![Figure 5. Dynamic influence of various types of high-tech industries in Western China.](image)

### 4.1.4. Impacts of High-Tech Industrial R&D Input on Energy Consumption in the Northeast

With regards to the influence of the R&D input of high-tech industries in the northeast, except for the relatively stable negative influence of the computer and office equipment industry (SV4) (the influence coefficient was close to −0.03), the other industries continuously and significantly increased (or decreased), with the same trends as in the central region (Figure 4) before 2005. According to Figure 6, from 2005 to 2008, the impacts of the electronic and communication equipment industry (SV3) and medical equipment industry (SV5) showed small fluctuations and then tended to be stable (the coefficients of SV3 and SV5 were close to 0.03 and 0.06, respectively).

![Figure 6. Dynamic influence of various types of high-tech industries in Northeast China.](image)
In examining the influence degree of various high-tech industries, we found that the pharmaceutical industry (SV1) has the greatest influence, but it had a negative influence on the reduction of energy consumption. There are abundant medical materials and good enterprise foundations in northeast China. As the industry with the highest output value of high-tech industry in the northeastern region, the pharmaceutical industry also has problems such as insufficient R&D investment, low innovation output, and low production or conversion capacity of new products. We can see that the negative effect of the pharmaceutical industry on energy consumption is increasing. At the same time, the northeast, China’s old industrial base, has a certain innate foundation in the aspects of aerospace, electronic communication, and medical equipment. With the proposal of revitalizing the northeast strategy, investment in the manufacturing of aerospace, electronic communication, and medical equipment was further increased, aiming at a sustainable development path of “optimizing structure, improving efficiency, and reducing consumption”. From Figure 6, it can be seen that aerospace industry (SV2), electronic and communication equipment industry (SV3), and medical equipment industry (SV5) tended toward decreasing energy consumption. During the period of 2005 to 2016, the promotion of reducing energy consumption in the medical equipment industry (SV5) was always stronger than that of the electronic and communication equipment industry (SV3) and the aerospace industry (SV2).

4.2. Impacts of Regions for Each Sector

4.2.1. Impacts of Pharmaceutical Industrial R&D Input on Energy Consumption

The pharmaceutical manufacturing industry is not only closely related to people’s lives and health but also has an important impact on national economic development. Compared with other industries, pharmaceutical manufacturing has the following characteristics: First, a higher market access threshold and a stricter approval process; second, it is knowledge and technology intensive; third, it has high investment and high return; fourth, it is under strict government control.

It can be seen from Figure 7 that the R&D investment of pharmaceutical industry had a negative impact on energy consumption in eastern, western, and northeast regions, and the impact in the central region was also negative in 2005 after the initial plunge. The main reason may be that most of the “heavy pollution and high energy consumption” links in the pharmaceutical manufacturing chain in east region are shifted to the central region after 2005. From the perspective of the trend of the influence coefficient, except for the central region, it showed a sharp decline from 1998 to 2005, and the changes in other regions were relatively stable. There was a small range of fluctuations, but eventually it tended to be stable. In terms of the final state value of the pharmaceutical industry in various regions, the values are all negative (−0.132, −0.157, −0.241, −0.127). This shows that the R&D investment of pharmaceutical industry had a negative impact on energy consumption in all regions, and it is more obvious in the western region than in other regions. The explanation for this result is that the technological innovation with a relatively low level in the western region restricts the development of the pharmaceutical industry in this area. Strong technology innovation levels will bring technology spillover, which can form an agglomeration effect easily and improve the utilization efficiency of resources.

4.2.2. Impacts of Aerospace Industrial R&D Input on Energy Consumption

As an important part of high-tech industry, aerospace industry has become the leading industry to drive the growth of the national economy. Especially in Shaanxi province, aerospace industry has always been an advantageous industry. As can be seen from the Figure 8, the impacts of R&D investment on energy consumption were the strongest in the western region, followed by the central region and the weakest in the northeast region (the final state value order is western > central > northeast). It is worth noting that aerospace industry had a negative impact on energy consumption in the developed eastern regions. We believe that the scale of aerospace industry in the eastern region is relatively smaller than other high-tech sectors (for example, the scale of aerospace industry in Beijing is the smallest in the high-tech industry). At the same time, this industry is a special industry, and it
has relatively high market-access threshold and large upfront investment, so it basically maintains the original pattern of planned economy.

![Figure 7. Dynamic influence of pharmaceutical industry for each region.](image1)

![Figure 8. Dynamic influence of aerospace industry for each region.](image2)

According to the changing trend of the curve in the Figure 8, the impacts of aerospace industry in the eastern region and northeast region are not obvious; it was relatively stable in this period. The central aerospace industry had an absolute advantage in the early stage (the aerospace industry in the central region had the highest output value), but it plunged from 1998 to 2005. The main reason was that since the beginning of the 21st century, the aerospace industry was faced with a serious problem of talent shortage in the central region, which led to the stagnation of development. On the contrary, in the western region, the aerospace industry has a good momentum after the implementation of the western development strategy, but after 2004, it took over the transfer of some industries in the central region, leading to the weakening effect on energy. This is why the impacts of aerospace industry on energy have fluctuated in the western region.

4.2.3. Impacts of Electronic and Communication Equipment Industrial R&D Input on Energy Consumption

The electronic and communication equipment industry has the following characteristics: First, knowledge intensive, high technical content; second, high investment; third, fast product update speed; fourth, high risk and high return. It can be seen from Figure 9 that the curve does not change significantly in the eastern region, and it has no significant impact on energy consumption (its coefficient
tends to zero). However, the figure shows some fluctuations in other regions, especially the central region, which saw a sharp increase from 1998 to 2005 and then leveled off. Fluctuations occurred in both the eastern and western regions. It can be seen that there were a good foundation and absolute advantages in the early stage. This is mainly because since the 1990s, the eastern region began to receive industrial transfer from southeast Asian countries, Hong Kong, and Taiwan, which promote the cluster of embedded electronic and communication equipment industry in the eastern regions.

![Figure 9. Dynamic influence of electronic and communication equipment industry for each region.](image)

The natural geographical advantages, preferential investment policies, and the development of industrial agglomeration have all strengthened the agglomeration of electronic and communication equipment industry in coastal areas and maintained this trend. However, with the rapid development of the electronic and communication equipment industry, the rapid expansion of industrial scale and talent capital saturated this industry in the eastern region, and the industrial agglomeration centripetal force started to weaken. At the same time, there were low labor prices, low land costs and preferential industrial policies in the central and western regions. They became a good location choice for industrial agglomeration transferring from the eastern region. This explains why this industry has been able to catch up in the west and central regions, while those in the east have fallen.

4.2.4. Impacts of Computer and Office Equipment Industrial R&D Input on Energy Consumption

For the computer and office equipment industry, from Figure 10 we can find that the changes in different regions were similar to those in the electronics and communication equipment industry. There was a sharp increase trend in the central region. The volatility was not strong in other regions, and the final state value tended to be stable. The impacts on energy consumption in central and northeastern regions were close to zero. In the western region, it had a strong positive impact on energy consumption, while it has a negative impact in the eastern region. This implies that the impacts of an industry’s investment on energy are often different depending on its stage of development and sectors.

The economic development level was relatively high in the eastern region, and then the computer and office equipment industry formed a certain cluster area. Due to the technological spillover effect of industrial agglomeration and industrial transfer to the central region, the computer and office equipment industry developed rapidly. Moreover, for the eastern region, in theory, enterprises can reduce the transportation cost and information cost in the industrial cluster areas, which can improve the efficiency of labor division and output of enterprises in the cluster area. At present, the excessive agglomeration of enterprises in the eastern region leads to the shortage of resources. The failure of supporting facilities to keep up with expansion and the negative agglomeration effect caused by vicious competition among enterprises restrict the development of the computer and office equipment industry in the eastern region.
Medical equipment industry has high requirements for innovation and research, and in the absence of breakthroughs in innovation and research, it is necessary to spend a huge amount of fund to introduce foreign technologies. The distribution of China’s medical equipment industry has obvious regional characteristics. These industries are mainly concentrated in the eastern coastal provinces, especially in the Yangtze river delta economic zone, while the share of the central and western regions is very small.

It can be seen from the Figure 11 that except for the great changes in the central region from 1998 to 2005, the fluctuations of other regions are not obvious; especially after 2005, the impacts of medical equipment industry on energy consumption are relatively stable in all regions. At the same time, we found that during the whole period from 1998 to 2016, there was a positive influence in the east, west, and northeast regions, and the influence in the east region was significantly stronger than that in other regions. Especially in the eastern coastal region, it has inherent advantages in the export of medical equipment products. Moreover, the road, railway, and air transport industries in these regions are also very developed, which gives it transport advantages in sales. In addition, complete infrastructure, developed financing market, superior industrial environment, complete industrial chain, and strong financial support from local governments all contribute to the concentration of medical equipment industry in the eastern region. Therefore, the development of medical equipment industry has an absolute advantage in the eastern region, which plays a more significant role in the improvement of energy utilization efficiency.

![Figure 10. Dynamic influence of computer and office equipment industry for each region.](image1)

![Figure 11. Dynamic influence of medical equipment industry for each region.](image2)
5. Discussion

Previous researches on R&D investment and energy consumption in high-tech industries mainly focused on a specific industry, and the research area was a designated region. The common views showed that the R&D investment can improve energy use efficiency and reduce energy consumption, but some studies have concluded that R&D investment could lead to increased energy consumption. However, the impact of R&D investment on energy consumption is also a double-edged sword. On the one hand, R&D investment leads to the adoption of new technologies to save energy consumption; on the other hand, R&D investment leads to further economic growth, which in turn consumes more energy. This is known as the rebound effect. In this regard, we believe that these conclusions are all relative, and these different conclusions may be drawn in different industries or different geographical locations. Therefore, we broke down the high-tech industry into five types of sectors and divided the research area into four groups for comparison.

First, we found the negative impacts of the pharmaceutical industry on energy consumption in all regions. The current environmental regulations are being constantly strengthened, which has impacted industrial economic efficiency. This leads to an increase in energy consumption with increasing R&D investment. Therefore, the local governments should not blindly increase the R&D input of the pharmaceutical industry but rather seek to develop an industry with high efficiency, advanced technology, and high added value by adjusting the industrial structure of the pharmaceutical industry. For the low-pollution, strong-governance industries within the pharmaceutical industry (such as biopharmaceutical manufacturing in the eastern regions), expanding their scale and increasing R&D investment would be beneficial to reducing energy consumption, and for the high-pollution and high-energy consumption industries (such as chemical manufacturing in the western regions), low-added-value, high-pollution, and expensive-production projects should be abandoned, retaining only the output matched with downstream industries. Given the background of a sharing economy, an internet platform is necessary to realize the sharing of environmental protection technology and facilities, while enterprises need to break through the bottleneck of environmental protection technology, which could reduce their energy consumption and promote the sustainable development of the pharmaceutical industry.

Second, unlike the pharmaceutical industry, the R&D investments in the medical equipment industry have had a significant positive impact on energy consumption reduction in the east, west, and northeast regions. The impact is more significant in the east than in the other regions. This is mainly related to the increased demand of health services. The demand for health services is large in the densely populated eastern region, leading to an increased demand for medical equipment, which further promotes investment in the medical equipment industry. Regarding the aerospace industry, the impact of high-tech industrial R&D investment on energy consumption is relatively weak in eastern, central, and northeastern regions. Meanwhile, although R&D inputs are increasing, a gap still remains between scientific research and production due to the lack of high-tech personnel. The aerospace industry involves many complex processes that inevitably lead to increasing energy consumption. Therefore, the aerospace industry should strengthen the cultivation and introduction of talent in its field, improve the technical level of the industry, and replace high energy consumption and high pollution manufacturing processes with new technology, to drive the aerospace industry to gradually develop in the direction of advanced technology and green environmental protection.

Third, the overall impacts of R&D investment on energy consumption in the electronic and communication equipment industry (SV3) and computer and office equipment industry (SV4) were obviously weaker than that in other industries in the east, middle, and northeast regions, and the R&D investment of the computer and office equipment industry has had a negative impact on energy consumption in these regions. However, in the west, the R&D input of the two industries had a significant role in promoting reduced energy consumption. At present, there are many powerful enterprises in the electronic and communication equipment and computer and office equipment industries, and some areas even tend to be saturated. The continuous inflow of funds and talent leads
to greater competition pressure and excess production capacity, which reduce the efficiency of energy use and increase energy consumption. Especially in some developed areas in the east, this problem is more serious, whereas in the west, the production is weak and lacks the support of capital, labor, and technology. An obvious polarization exists between less developed areas and developed areas. Therefore, accelerating industrial transfers between adjacent regions, promoting the inflow of capital and talent in western regions, and supporting the radiation effect of developed regions on surrounding cities are key strategies for promoting the energy efficiency and reducing the energy consumption of each region.

The study enriches the research on high-tech industry and energy consumption, which has a certain theoretical significance. At the same time, some conclusions and implications obtained in our study have a certain practical guiding significance for governmental work. However, our research also has some limitations. In the selection of control variables, we do not consider the influence of policies on the R&D investment and energy consumption. The R&D investment policies are perhaps the main factor to prevent the increase in energy consumption in a context of industrial growth. In the following study, we will use the DID (difference-in-difference) model to study the relationship between the high-tech industries’ R&D investment and energy consumption under the guidance of relevant R&D investment policies and compare the differences with the current results.

6. Conclusions and Implications

In this paper, the dynamic impact of R&D input on energy consumption in five high-tech industries in China from 1998 to 2016 was studied using the state space model with time-varying parameters. The following conclusions were drawn:

In the east regions, the values of SV1, SV2, and SV4 were negative from 2003 to 2016, and \( SV1 < SV4 < SV2 \), which indicates that an increase in R&D input in the pharmaceutical industry, aerospace industry, and computer and office equipment industry had a negative impact on energy consumption. Conversely, the values of SV3 and SV5 were positive, with \( SV5 > SV3 \), which shows that the R&D investment of the electronic and communication equipment industry and medical equipment industry promoted the reduction of energy consumption. The influence of R&D investment on energy consumption in the medical equipment industry was significantly stronger than in the other high-tech industries.

In the middle regions, we found that \( |SV1| > |SV3| > |SV2| > |SV5| > |SV4| \). This means that the impacts in the central region were: Pharmaceutical industry > electronics and communication equipment industry > aerospace industry > medical equipment industry > computer and office equipment industry. Simultaneously, the R&D investment of the pharmaceutical industry, computer and office equipment industry, and medical equipment industry will increase their energy consumption. The aerospace industry and electronic and communication equipment industry have a promoting effect for reducing energy consumption.

In the western regions, the impacts of various high-tech industries fluctuated to a certain extent before 2009. The fluctuation trends of the aerospace industry (SV2) and computer and office equipment industry (SV4) were similar, whereas the trend in the medical equipment industry (SV5) was the opposite of that of the above industries. The pharmaceutical industry (SV1) and electronics and communication equipment industry (SV3) had inverted U- and U-shaped curves, respectively. After 2009, the influence of R&D investment on energy consumption in all industries tended to be stable. The final status values of each industry were: \( SV1 = -0.24, SV2 = 0.19, SV3 = 0.12, SV4 = 0.12, \) and \( SV5 = 0.19. \) Except for the negative influence of R&D investment in the pharmaceutical industry, all the other industries had positive influence in the western region, but the effect of the aerospace and equipment industry (SV2) is not significant.

In the northeast regions, we found that the pharmaceutical industry (SV1) has the greatest influence, but it had a negative influence on the reduction of energy consumption. Similarly, the aerospace industry (SV2), electronic and communication equipment industry (SV3), and medical equipment
industry (SV5) tended toward decreasing energy consumption. During the period of 2005 to 2016, the promotion of reducing energy consumption in the medical equipment industry (SV5) was always stronger than that of the electronic and communication equipment industry (SV3) and the aerospace industry (SV2).

Based on above conclusions, we can give some implications for high-tech industry. To reduce energy consumption through R&D investment, high-tech industries should improve their own R&D efficiency. Therefore, in order to improve the efficiency of enterprises’ R&D and reduce energy consumption, we propose some suggestions as follows:

(1) Enterprises should continue to put the technological innovation as a strategic support for the development of high-technology industry. The R&D investment of high-tech industry is the main factor that influences innovation efficiency, so the government should use fiscal policy, revenue policy, and other tools to tilt the innovation resources to these industries with backward innovation efficiency in the central and western regions. The scale effect has begun to emerge in the central and western regions, but it has not been fully developed. Therefore, it is necessary to further strengthen the environmental construction of high-tech industrial clusters in the central and western regions. The combination between innovation and market can be promoted and the regional gap of high-tech industry innovation can be narrowed through some measures such as specialized high-tech industry agglomeration and knowledge-intensive service linkage. In addition, the links between government, industry, universities, and research institutes need to be strengthened to eliminate weaknesses that affect innovation efficiency. The government should give moderate preference to the central and western regions in supporting universities, research institutes, and scientific and technological innovation infrastructure, which could strengthen their technology diffusion effect and promote technological catch-up between the eastern region and less developed regions.

(2) The development of high-tech industry needs good infrastructure, but the infrastructure construction is backward in central and western of China. For example, most of the current high-speed railways and expressways are concentrated in the eastern region, so paying more attention to the regional balance of infrastructure is conducive to improve the innovation performance of China’s overall high-tech industry. This appeals to strong support for infrastructure construction and upgrading the high-tech innovation capacity in the central and western regions so as to achieve coordinated development of all regions. For promoting coordinated development among regions, it is also required that the high-tech industries in the eastern region should give full play to their niche advantages, strengthen international technical cooperation, and enhance their international competitiveness. The industries in the central and western regions, driven by the industries in the eastern region, should make full use of their own unique resource endowments to be optimized and upgraded, then the high-tech industries will be formed with their own characteristics. The efficiency of R&D will be further improved by learning, imitating, and absorbing the technology and management experience of the high-tech industry in the eastern region.

(3) The R&D efficiency of high-tech industry mainly depends on innovative talents and advanced technology. Under this circumstance, enterprises in the central and western regions should provide a better development environment to attract and retain talents. The above-mentioned support in infrastructure construction and education is conducive to attracting and retaining talents. It also requires government to protect the interests of innovators effectively by improving and implementing laws related to intellectual property rights protection. In addition, we advocate independent innovation and introduction of foreign advanced technology for digestion, absorption, and re-innovation. We also suggest that the scale of R&D investment should be appropriately controlled, and the optimal allocation of innovation resources should be paid attention to, which can improve the R&D efficiency of high-tech industries.

Author Contributions: Y.L. conceived and designed the research and methodology; W.C. collected and compiled all the data and literature; Y.L. finished the calculations and analyzed the results; X.H. revised
the manuscript and approved the manuscript; Y.L. and X.H. are responsible for future questions from readers as the corresponding authors.

**Funding:** This paper was supported by the Chinese Academy of Social Sciences Foundation Project (2015YHZ6), the National Nature Science Foundation Project (71263037), and the Nanchang University Graduate Innovation Fund Project (CX2018003).

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. The 2018 Statistical Communique on National Economic and Social Development. Available online: [http://www.stats.gov.cn/tjsj/zxfb/201902/t20190228_1651265.html](http://www.stats.gov.cn/tjsj/zxfb/201902/t20190228_1651265.html) (accessed on 29 March 2019).
2. China Has Overtaken the USA as the World's Largest Energy Consumer. Available online: [https://www.douban.com/note/81441450/](https://www.douban.com/note/81441450/) (accessed on 29 March 2019).
3. Lu, C.; Meng, P.; Zhao, X.; Jiang, L.; Zhang, Z.; Xue, B. Assessing the Economic-Environmental Efficiency of Energy Consumption and Spatial Patterns in China. *Sustainability* 2019, 11, 591. [CrossRef]
4. Wang, Y.; Zhu, Z.; Zhu, Z.; Liu, Z. Analysis of China's energy consumption changing using the Mean Rate of Change Index and the logarithmic mean divisia index. *Energy* 2019, 167, 275–282. [CrossRef]
5. Wu, S.; Zheng, X.; Song, F. Direct and Indirect Effects of Energy-Intensive Industries on Energy Consumption in China. *Emerg. Mark. Finance Trade* 2019, 55, 1216–1228. [CrossRef]
6. Sharif, A.; AliRaz, A.; Ozturk, I.; Afshan, S. The dynamic relationship of renewable and nonrenewable energy consumption with carbon emission: A global study with the application of heterogeneous panel estimations. *Renew. Energy* 2019, 133, 685–691. [CrossRef]
7. Liu, X.; Buck, T. Innovation performance and channels for international technology spillovers: Evidence from Chinese high-tech industries. *Res. Policy* 2007, 36, 355–366. [CrossRef]
8. Xu, B.; Lin, B. Investigating the role of high-tech industry in reducing China’s CO2 emissions: A regional perspective. *J. Clean. Prod.* 2018, 177, 169–177. [CrossRef]
9. Kapoor, R.; McGrath, P. Unmasking the interplay between technology evolution and R&D collaboration: Evidence from the global semiconductor manufacturing industry, 1990–2010. *Res. Policy* 2014, 43, 555–569.
10. Guo, Y.; Xia, X.; Zhang, S.; Zhang, D. Environmental Regulation, Government R&D Funding and Green Technology Innovation: Evidence from China Provincial Data. *Sustainability* 2018, 10, 940.
11. Milani, S. The Impact of Environmental Policy Stringency on Industrial R&D Conditional on Pollution Intensity and Relocation Costs. *Environ. Res. Econ.* 2017, 68, 595–620.
12. Aldieri, L.; Vinci, C.P. Innovation effects on employment in high-tech and low-tech industries: Evidence from large international firms within the triad. *Eurasian Bus. Rev.* 2018, 8, 229–243. [CrossRef]
13. 2017 Provincial R&D Investment Ranking. Available online: [https://baijiahao.baidu.com/s?id=1613906798761983224&wfr=spider&for=pc](https://baijiahao.baidu.com/s?id=1613906798761983224&wfr=spider&for=pc) (accessed on 29 March 2019).
14. Kim, W.; Park, K.; Lee, S.; Kim, H. R&D Investments and Firm Value: Evidence from China. *Sustainability* 2018, 10, 4133.
15. Liu, C.; Xia, G. Research on the Dynamic Interrelationship among R&D Investment, Technological Innovation, and Economic Growth in China. *Sustainability* 2018, 10, 4260.
16. Jung, H.; Hwang, J.; Kim, B. Does R&D investment increase SME survival during a recession? *Technol. Forecast. Soc. Chang.* 2018, 137, 190–198.
17. Imre Kocsis, J.T.K. Renewable energy consumption, R&D and GDP in European union countries. *Environ. Eng. Manag. J.* 2015, 13, 2825–2830.
18. Wang, D.H.; Yu, T.H.; Liu, H. Heterogeneous effect of high-tech industrial R&D spending on economic growth. *J. Bus. Res.* 2013, 66, 1990–1993.
19. Prajogo, D.I.; Sohal, A.S. The integration of TQM and technology/R&D management in determining quality and innovation performance. *Omega* 2006, 34, 296–312.
20. van Beers, C.; Zand, F. R&D Cooperation, Partner Diversity, and Innovation Performance: An Empirical Analysis. *J. Prod. Innov. Manag.* 2014, 31, 292–312.
21. Linda, A.; Hall, S.B. A study of R&D, innovation, and business performance in the Canadian biotechnology industry. *Technovation* 2002, 22, 231–244.
22. Strandholm, J.C.; Espinola-Arredondo, A.; Munoz-Garcia, F. Regulation, free-riding incentives, and investment in R&D with spillovers. *Resour. Energy Econ.* **2018**, *53*, 133–146.

23. Ansari, N.; Seifi, A. A system dynamics analysis of energy consumption and corrective policies in Iranian iron and steel industry. *Energy* **2012**, *43*, 334–343. [CrossRef]

24. Szabó, L.; Soria, A.; Forsström, J.; Keränen, J.T.; Hytönen, E. A world model of the pulp and paper industry: Demand, energy consumption and emission scenarios to 2030. *Environ. Sci. Policy* **2009**, *12*, 257–269. [CrossRef]

25. Bekhet, H.A.; Matar, A.; Yasmin, T. CO₂ emissions, energy consumption, economic growth, and financial development in GCC countries: Dynamic simultaneous equation models. *Renew. Sustain. Energy Rev.* **2017**, *70*, 117–132. [CrossRef]

26. Charfeddine, L.; Kahia, M. Impact of renewable energy consumption and financial development on CO₂ emissions and economic growth in the MENA region: A panel vector autoregressive (PVAR) analysis. *Renew. Energy* **2019**, *139*, 198–213. [CrossRef]

27. Brännlund, R.; Ghalwash, T.; Nordström, J. Increased energy efficiency and the rebound effect: Effects on consumption and emissions. *Energy Econ.* **2007**, *29*, 1–17. [CrossRef]

28. Unver, U.; Kara, O. Energy efficiency by determining the production process with the lowest energy consumption in a steel forging facility. *J. Clean. Prod.* **2019**, *215*, 1362–1370. [CrossRef]

29. Román-Collado, R.; Colinet, M.J. Is energy efficiency a driver or an inhibitor of energy consumption changes in Spain? Two decomposition approaches. *Energy Policy* **2018**, *115*, 409–417. [CrossRef]

30. Klaassen, G.; Miketa, A.; Larsen, K.; Sundqvist, T. The impact of R&D on innovation for wind energy in Denmark, Germany and the United Kingdom. *Ecol. Econ.* **2005**, *54*, 227–240.

31. Harvey, A.C. *Forecasting Structural Time Series Models and the Kalman Filter*; Cambridge University Press: Cambridge, UK, 1989.

32. Sutherland, R.J. Energy Efficiency or the Efficient Use of Energy Resources. *Energy Sources* **1994**, *16*, 257–268. [CrossRef]

33. Huntington, H.G. The impact of sectoral shifts in industry on U.S. energy demands. *Energy* **1989**, *14*, 363–372. [CrossRef]

34. Lin, B.; Zhang, G. Can Industrial Restructuring Significantly Reduce Energy Consumption? Evidence from China. *Emerg. Mark. Finance Trade* **2018**, *54*, 1082–1099. [CrossRef]

35. Hong, Y.; Can, P.; Yang, X.; Li, R. Does change of industrial structure affect energy consumption structure: A study based on the perspective of energy grade calculation. *Energy Explor. Exploit.* **2018**, *37*, 579–592. [CrossRef]

36. Rafiq, S.; Salim, R.; Nielsen, I. Urbanization, openness, emissions, and energy intensity: A study of increasingly urbanized emerging economies. *Energy Econ.* **2016**, *56*, 20–28. [CrossRef]

37. Sikder, A.; Inekwe, J.; Bhattacharya, M. Economic output in the era of changing energy-mix for G20 countries: New evidence with trade openness and research and development investment. *Appl. Energy* **2019**, *235*, 930–938. [CrossRef]

38. Kurniawan, R.; Managi, S. Coal consumption, urbanization, and trade openness linkage in Indonesia. *Energy Policy* **2018**, *121*, 576–583. [CrossRef]

39. Eskeland, G.S.; Harrison, A.E. Moving to greener pastures Multinationals and the pollution haven hypothesis. *J. Dev. Econ.* **2003**, *70*, 1–23. [CrossRef]

40. Yang, J.; Guo, H.; Liu, B.; Shi, R.; Zhang, B.; Ye, W. Environmental Regulation and the Pollution Haven Hypothesis: Do Environmental Regulation Measures Matter? *J. Clean. Prod.* **2018**, *202*, 993–1000. [CrossRef]

41. Rauf, A.; Zhang, J.; Li, J.; Amin, W. Structural changes, energy consumption and Carbon emissions in China: Empirical evidence from ARDL bound testing model. *Struct. Chang. Econ. Dyn.* **2018**, *47*, 194–206. [CrossRef]

42. Zheng, W.; Walsh, P.P. Economic growth, urbanization and energy consumption—A provincial level analysis of China. *Energy Econ.* **2019**, *80*, 153–162. [CrossRef]

43. Apergis, N.; Payne, J.E. Energy consumption and economic growth: Evidence from the Commonwealth of Independent States. *Energy Econ.* **2009**, *31*, 641–647. [CrossRef]

44. Gómez, M.; Ciarreta, A.; Zarraga, A. Linear and Nonlinear Causality between Energy Consumption and Economic Growth: The Case of Mexico 1965–2014. *Energies* **2018**, *11*, 784. [CrossRef]

45. Tonn, B.; Eisenberg, J. The aging US population and residential energy demand. *Energy Policy* **2007**, *35*, 743–745. [CrossRef]
46. Jones, G.A.; Warner, K.J. The 21st century population-energy-climate nexus. *Energy Policy* **2016**, *93*, 206–212. [CrossRef]

47. Meng, X.; Han, J. Roads, economy, population density, and CO₂: A city-scaled causality analysis. *Resour. Conserv. Recycl*. **2018**, *128*, 508–515. [CrossRef]

48. Storper, M.; Scott, A.J. Rethinking human capital, creativity and urban growth. *J. Econ. Geogr.* **2008**, *9*, 147–167. [CrossRef]

49. Westerlund, J. Panel cointegration tests of the Fisher effect. *J. Appl. Econ.* **2008**, *23*, 193–233. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).