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Abstract

The charge transfer effect is an important component in the physical description of realistic proteins. In the hybrid quantum mechanical-molecular mechanical (QM/MM) simulations, the significant charge transfer between the QM/MM boundaries could lead to the slow convergence problem with very large QM regions. Here, we derived the charge transfer knowledge graph from the single electron motion equation of bio-molecule systems under the tight binding approximation. Then, the graph theory is employed to provide an alternative solution to distinguish the significant charge transfer regions between the core active site and the surrounding protein environment in the QM/MM simulations. According to community detection algorithm for complex network, the charge transfer topology associated domain (ctTAD) is suggested to provide an alternative tool for systematically minimizing the charge transfer effects of QM/MM boundary with minor computational costs.
**Introduction**

In QM/MM simulations, the region of chemical interest is treated by quantum mechanics (QM), while the surrounding enzyme is described by an empirical molecular mechanics (MM) model.\(^{1-9}\) To provide a sufficient balance between computational resource and accuracy, the sizes of typical QM regions are usually on the order of tens of atoms, including the ligands and a few direct residues.\(^{8,10-11}\) However, recent studies have revealed an unexpected slow convergence of the QM regions for the QM/MM simulations\(^ {12-21}\). And most molecular properties, such as the reaction barriers\(^ {16-17,20}\) and excitation energies\(^ {15}\), are predicted to reach their asymptotic limits with 500 or more atoms in the QM regions. The convergence of partial charges\(^ {18,20}\) and NMR shieldings\(^ {14,19}\) is even slower, typically on the order of 1000 atoms.

Nowadays, the QM regions in QM/MM methodology are still largely determined by iterative calculations to estimate the importance of each residue.\(^ {16,21-26}\) Some researchers have proposed to evaluate the importance of each amino acid in the QM regions by the free energy perturbation analysis\(^ {27}\) and charge deletion analysis\(^ {16,28}\), for which the effects on relative smaller QM regions are determined by changing a fraction of the MM environment. Note that, the important residues may be properly described by MM point charges without incorporating them into the QM region, if they do not impact electronic properties. Kulik et. al. suggested to evaluate the charge density redistribution of residues by the charge shift analysis (CDA) and Fukui shift analysis (FSA) scheme, which may present the recent efforts for systematic QM region determination.\(^ {26}\)

The issue of slow convergence of QM regions in QM/MM simulations is reported to be partially correlated with the significant charge transfer effects between amino acids in proteins.\(^ {20,26,29}\) The charge transfer takes place in a wide range of biological processes, including photosynthesis, respiration, and signal transduction of biology, enzymatic reactions, gene replication and mutation and so on.\(^ {30-35}\) In biological systems, charge transfer could occur between donors and acceptors separated by a long distance, for example across protein-protein complexes.\(^ {36-42}\)

The charge transfer in proteins presents an intriguing and challenging problem to minimize QM/MM boundary effects. And the charge transfer is not a localized effect, which is at least a two-body interaction between amino acids in proteins. Thus, we believe it is necessary to focus on the overall topology of charge transfer effects in realistic proteins. In this regard, there are also
many works discussing how to represent the electron transfer pathways connecting electron donating and accepting fragments in biological and disordered material systems. The hybrid QM/MM calculations are also applied to map the electron transfer pathways.

The complex network analysis is an appeal and popularity to obtain qualitative insights, which has been widely used in various fields of chemical and biological studies, i.e. protein/protein interactions, identification of targets for drugs, chemical reaction network, metabolic engineering, and so on. Thus, it is also interesting to capture the charge transfer network in a human-accessible, topological picture. The topology analysis of the charge transfer network may inspire us to partition the QM/MM boundary, for which the charge transfer between the active site and the surrounding environment can be minimized via graph theory.

In this work, we propose a computational protocol for the construction and topology analysis of charge transfer network of any possible protein structure. This is derived from the single electron motion equation of bio-molecule systems under the tight binding approximation. Then, the issue of QM/MM boundary determination is converted into a complex network problem, which can be solved by graph theory. The charge transfer topology associated domain (ctTAD) or community structure is proposed as the optimal QM region. And we suggest the charge transfer network provides us an alternative tool for eliminating the QM/MM boundary charge transfer effects, which is computational efficient in a convenient and intuitive manner.

2. Theory and Computational Details

2.1 Derivation of Tight Binding Method for Bio-molecules

The tight binding model is an effective approach to study complicated molecular systems with large sizes. Here, the single electron motion equation for bio-molecule systems is derived according to the idea of tight-binding approximation. Here, we provide a brief introduction of the tight binding method for bio-molecules (bioTB), following the previous work of Liu and co-workers.

The time independent Schrödinger equation for the many-electron problem of large bio-molecules can be written as,

$$ \mathbf{H}\Psi = E\Psi $$

And \( \mathbf{H} \) is the Hamiltonian operator for the bio-molecular system of nuclei and electrons, described by position vectors \( \mathbf{R}_a \) and \( \mathbf{r}_i \) respectively. In atomic units, the Hamiltonian for
electrons and \( m \) nuclei can be written as,

\[
H = \sum_{i=1}^{n} -\frac{1}{2} \nabla_i^2 + \sum_{a=1}^{m} -\frac{1}{2M_a} \nabla_a^2 + \sum_{i=1}^{n} \sum_{a=1}^{m} \frac{Z_a}{r_{ai}} + \sum_{i<j}^{n} \frac{1}{r_{ij}} + \sum_{a=1}^{m} \sum_{b > a}^{m} \frac{Z_a Z_b}{R_{ab}} \quad (2)
\]

In Eq. 2, \( M_a \) is the ratio of the mass of nucleus \( a \) to the mass of an electron, and \( Z_a \) is the atomic number of nucleus \( a \). The Laplacian operators \( \nabla_i^2 \) and \( \nabla_a^2 \) involve differentiation with respect to the coordinates of the \( i \)th electron and the \( a \)th nucleus. The first term in the equation is the operator for the kinetic energy of the electrons; the second term is the operator for the kinetic energy of the nuclei; the third term represents the coulomb attraction between electrons and nuclei; the fourth and fifth terms represent the repulsion between electrons and between nuclei, respectively.

The kinetic energy of the nuclei can be neglected within the Born-Oppenheimer approximation. The remaining terms in Eq. 2 are called the electronic Hamiltonian or Hamiltonian describing the motion of \( n \) electrons in the field of \( m \) nuclei,

\[
H = \sum_{i} -\frac{1}{2} \nabla_i^2 + \sum_{a=L} \frac{Z_a}{r_{ai}} + \sum_{i<j} \frac{1}{r_{ij}} + \sum_{a=1}^{m} \sum_{b > a}^{m} \frac{Z_a Z_b}{R_{ab}} \quad (3)
\]

Because the building block of bio-molecules are simply a few repeated structural units, i.e. amino acids for proteins, nucleotides for DNA and so on, the many electron Hamiltonian in this physical picture can be written as,

\[
H = \sum_{i} -\frac{1}{2} \nabla_i^2 + \sum_{a=1}^{m} \sum_{L} \frac{Z_a}{r_{ai}} + \sum_{i<j} \frac{1}{r_{ij}} + \sum_{a=1}^{m} \sum_{b > a}^{m} \frac{Z_a Z_b}{R_{ab}}
\]

(4)

In Eq. 4, \( L \) and \( M \) refer to the repeated structural units or sites. The last term refers to the repulsion between the nuclei, which can be considered to be constant, which has no effect on the electronic structure of the bio-molecules. Therefore, the Eq. 4 can be rewritten as the sum of one-electron operators,

\[
H = \sum_{i} \left[ -\frac{1}{2} \nabla_i^2 + \sum_{L} V_L(i) \right]
\]

(5)

And
The corresponding many-electron Schrödinger equation can be solved via the one-electron Schrödinger equation,

\[ h_i \psi = \varepsilon_i \psi \]  

Whereas, \( \psi \) is the one-electron wave function for the bio-molecules, and the one-electron Hamiltonian can be expressed as,

\[ h_i = -\frac{1}{2} \nabla_i^2 + \sum_L V_L(i) \]  

The first step to solve the Eq. 7 is to calculate the one-electron Schrödinger equation of the isolated structural unit at the non-perturbation state.

\[
\left[ -\frac{1}{2} \nabla_i^2 + V_L \right] \phi_i = \varepsilon_i^0 \phi_i
\]  

In Eq. 9, \( \phi_i \) is the molecular orbital of one structural unit \( L \), and \( \varepsilon_i^0 \) is the corresponding orbital energy. The Eq. 9 can be solved by available electronic structure methods, such as the Hartree-Fock or DFT method. And the electronic orbital for the entire bio-molecules can be expanded as the linear combination of site orbitals for repeated structural units.

\[ \psi = \sum_i c_i \phi_i \]  

Substituted the above equation into Eq. 8, we can obtain the following equation.

\[
\sum_i c_i \langle \phi_n | \phi_i \rangle = \varepsilon \sum_i c_i \langle \phi_n | \phi_i \rangle
\]  

According to the tight-binding approximation, the electrons in this model are tightly bound to each structural unit to which they belong and they should have limited interaction with states and potentials on surrounding sites. Thus, the potential of the neighboring sites can be treated as perturbations. The tight binding Hamiltonian is usually written as,

\[
H_{TB} = \sum_n \varepsilon_n c_n^+ c_n - t_{n,n+1} \left( c_{n+1}^+ c_n + c_n^+ c_{n+1} \right)
\]  

 Whereas, \( c \) and \( c^+ \) are the annihilation and creation operators for electrons or holes, \( \varepsilon \) is the on-site energy and \( t \) is the transfer integral between sites.

In the tight-binding approximation, the electron has limited interaction with the
non-neighboring sites. Thus, we can get the following expression,

\[ \langle \phi_m | H | \phi_m \rangle c_m + \langle \phi_{m-1} | H | \phi_m \rangle c_{m-1} + \langle \phi_m | H | \phi_{m+1} \rangle c_{m+1} = \varepsilon_m \]  

(13)

After comparing the Eq. 12 and Eq. 13, the formulas for the on-site energy and transfer integral can be given as,

\[ \varepsilon_n = \langle \phi_n | H | \phi_n \rangle = \langle \phi_n | -\frac{1}{2} \nabla^2 + \sum_L V_L | \phi_n \rangle \]  

(14)

\[ t_{n,n+1} = -\langle \phi_n | H | \phi_{n+1} \rangle = -\langle \phi_n | -\frac{1}{2} \nabla^2 + \sum_L V_L | \phi_{n+1} \rangle \]  

(15)

The summation runs over all possible sites L, however, only the neighboring sites are required to be considered in the tight binding approximation. Thus, the on-site energy for site \( n \) only needs the potential information of site \( n \) and its closest neighboring sites \( C \), the related formula of on-site energy can be simplified as,

\[ \varepsilon_n \approx \langle \phi_n | -\frac{1}{2} \nabla^2 + V_n + \sum_{L \in C} V_L | \phi_n \rangle \]  

(16)

\[ = \varepsilon_n^0 + \langle \phi_n | \sum_{L \in C} V_L | \phi_n \rangle \]

It is obvious that the on-site energy in Eq. 16 is not fully equal to the orbital energy of the site \( n \), at least, the first neighboring sites should be considered. The transfer integral only require to the potential of site \( n \) and \( n+1 \), that is

\[ t_{n,n+1} \approx -\langle \phi_n | -\frac{1}{2} \nabla^2 + V_n + V_{n+1} | \phi_{n+1} \rangle \]  

(17)

The transfer integral describes the ability to perform the charge transfer among neighbor sites, meanwhile, the on-site energy describes the ability to move or inject an electron from a specific site. Because the tight binding model is corresponding to the orthogonal basis, the Löwdin method is performed to minimize the orbital overlap. And the effective transfer integral can be transformed to,

\[ t_{n,n+1}^{\text{eff}} = \frac{t_{n,n+1} - \frac{1}{2}(\varepsilon_n^0 + \varepsilon_{n+1})s_{n,n+1}}{1 - s_{n,n+1}^2} \]  

(18)

In Eq. 18, \( s \) is the orbital overlap integral between sites. This transformation shows minor effects on the on-site energy and therefore can be ignored in our code implementation.

As two basic variables, the on-site energy and transfer integral are the diagonal and
off-diagonal elements of the tight binding Hamiltonian, which are basic physical variables in the study of DNA damage and respiration, photosynthesis and the design of molecular electronic device and charge transfer problems. The parameters for the on-site energy and transfer integral in the bioTB model are directly obtained from ab initio calculations, which can be directly applied to the electronic structure calculations of bio-molecules.

2.2 Construction of Charge Transfer Network

The electronic Hamiltonian is not a tridiagonal matrix as the case of linear molecules, due to the complex stacking of amino acids in realistic proteins. To understand the irregular electronic Hamiltonian matrix, we attempt to construct the charge transfer knowledge graph or network in a more convenient and intuitive fashion. Here, without losing any generality, we will restrict our study to electron hole transfer coupling between HOMOs of amino acid combinations.

Electronic coupling elements as an important component for biological charge transfer can be derived from Eq. 18. The abundance of high performance computing resources enables us to directly calculate the charge transfer couplings parameters for tens of thousands of molecular fragments, which represents possible occurrences in proteins.

In order to construct the protein charge transfer network, each residue is represented by a vertex in the graph, and the edge represents the strength of charge transfer coupling among residues. The charge transfer rate is proportional to the square of charge transfer coupling strength. As we are primarily concerned with the network topology, we define a resolution for the network, for which the unsigned charge transfer coupling below a threshold value is assigned to be zero. For a specific graph, the edge can be only possible to be 0 or 1. The threshold of significant charge transfer coupling is set to be 0.01 eV in this work. The computational protocol is summarized in Scheme 1.
Scheme 1. The work flow for constructing the charge transfer network from charge transfer couplings. Once the charge transfer network is obtained, the network analysis and other statistics can be derived by a variety of means.

2.3 Simulation Details

As an initial evaluation, we randomly select two possible proteins from the PDB. One is the HIV-1 integrase core domain, and the other is the complex between the human H-Ras protein and the Ras-binding domain of C-Raf1 (Ras-Raf), which is central to the signal transduction cascade. The molecular structure was minimized with subsequent 10 ns molecular dynamic simulation at 300K in the AmberTools package. The final snapshot is taken for our subsequent analysis.

Then, we construct a data set of amino acid side-chain interactions for both proteins, and the procedure to extract each dimer complex has been described in the work of Thornton and co-workers. Since the charge transfer couplings decay exponentially, we only take into account of the possible orientations of amino acid dimers within 10 Å of each other. The data set comprised 4702 and 7944 possible amino acid side-chain combinations for the protein monomer and dimer. The point of cutting covalent bond for the amino acid side-chain is saturated with hydrogen atoms (i.e., either the Cα or Cβ atom), and the missing hydrogens were added using the *tleap* module in AmberTools package. The data sets for the protein monomer and dimer are available at http://github.com/dulikai/bidiu.

All QM/MM simulations were carried out using Gaussian 09 for the QM portion and Amber.
for the MM component. The QM region is modeled with HF and B3LYP calculations. The partial charges from Merz-Kollman scheme are used for evaluate the convergence of QM/MM calculations. The basis set sensitivity is determined by comparison with on two basis sets, namely 6-31G(d) and 6-311G(d,p) basis sets.

The site potential in Eq. 6 is obtained from the self-consistent filed calculations of the amino acid side-chain dimer. Both this potential and frontier orbitals of individual fragments were calculated at the HF/6-31G* and B3LYP/6-31G* levels. The monomer orbitals derived from HF or DFT calculations are non-orthogonal, for the orthogonal basis set is obtained from Lowdin’s transformation. The computational protocol has been automated on a distributed computing cluster via a series of Fortran and Python codes.

Results

Although previous studies\cite{86-88} have revealed the relative abundance of various modes of amino acid contacts (van der Waals contacts, hydrogen bonds), relatively little is known about the qualitative charge transfer coupling terms of these noncovalent interactions. To evaluate the conformation ensemble influence, we calculate the charge transfer couplings for each possible amino acid side-chain combination in both proteins. The importance of each type of amino acids combinations is highlighted by a graph via the statistical representation of the charge transfer network. To facilitate our following discussions, the words “hot” and “cold” are used to describe the residues with larger and smaller degree of the node in the network.

In Figure 1, the graph is presented with the circular layout. Each vertex represents one type of amino acids. The edge represents the charge transfer ability between amino acids. The weight is assigned as the number of structures with charge transfer couplings larger than 0.01 eV in each kind of amino acid combinations. The width of the edge between the nodes is linearly corresponding to the edge weight, which is scaled by the total number of amino acid pairs in proteins. Thus, we could provide a global view of charge transfer couplings among twenty natural amino acids (totally 20×20 combinations).
Figure 1. Knowledge graph of the charge transfer couplings by residue types at the resolution of 0.01 eV. (a) The HIV-1 integrase core domain. (b) The protein dimer (Ras-Raf). Note that, the weight is scaled by the total number of amino acid pairs in proteins.

The overall topology of charge transfer couplings distribution is strongly related to the physicochemical properties of amino acids. The comparison of the protein monomer and dimer indicates that each protein exhibits its specific charge transfer topological feature or fingerprint. The remarkable charge transfer couplings are mainly caused by a few specific types of amino acids, i.e. Trp, His, Pro, Asp and so on. In addition, the charge transfer coupling parameters are found to be very sensitive to the structural orientation of the amino acid side-chain combinations. Thus, the charge transfer effects for QM/MM boundary are dominated by these amino acids, although the contribution from other amino acids is not zero. Therefore, we may use this graph to rule out some impossible charge transfer routines.
Figure 2. The charge transfer network by residues is given for the HIV-1 integrase core domain. (a) The charge transfer network at the resolution of 0.01 eV. (b) The secondary structures as building blocks are shown. (c) The node degree distribution is mapped to the three-dimensional protein structure. The red color refers to the hot residues with large node degrees, while the blue color means cold residue with very small node degrees.

Figure 2 presents the charge transfer network analysis of the HIV-1 integrase core domain. The CoSE layout\(^9\) is applied to visualize the topological feature of un-directed graphs, which highlights the most important nodes (hot residues) and their surrounding nodes in an intuitive way. Note that, the charge transfer network is also given for the protein monomer and dimer with a resolution of 0.02 eV.

In Figure 2a, the hot residues with deep red color forms a reduced version of the protein charge transfer core. And the remainder of the cold residues with light red color does not substantially affect charge transfer when included. Figure 2b provides the charge transfer importance of each
residue along the corresponding secondary structures. It is clear that the hot residues are not continuous in a specific secondary structure, which means we can reasonably describe the QM/MM boundary across the amino acid sequences. The cutting of the suitable residues in the protein sequences could avoid the significant charge transfer effect between two neighboring amino acids. Figure 2c maps the node degree distribution in the charge transfer network on to the three-dimensional protein structure. The hot residues with significant charge transfer contributions in the protein structure are rendered in red color. This illustrates non-local topology properties of the charge transfer in proteins, which may be critical to understand the underlying protein charge transfer problems.

Figure 3. The charge transfer network by residues is given for the protein dimer (Ras-Raf). (a) The charge transfer network at the resolution of 0.01 eV. (b) The secondary structures as building blocks are shown. (c) The node degree distribution is mapped to the three-dimensional protein structure. The red color refers to the hot residues with large node degrees, while the blue color
means cold residue with very small node degrees.

The charge transfer network analysis is also performed for the protein dimer (Ras-Raf) in Figure 3. As shown in Figure 3a, the charge transfer topology properties for this protein dimer is relatively different from that of the protein monomer in Figure 2. Figure 3a highlights the distinct boundary of the charge transfer network between two sub-units in the three-dimensional protein structure. Although the charge transfer interactions are significantly independent to each other, the hot residue at the protein-protein interface is indeed observed. In addition, Figure 3b suggests that the hot residues are usually spaced and insulated by cold residues in the same secondary structure. This may also be the reason why we can successfully describe the QM/MM boundary across the amino acid sequences without remarkable charge transfer effects. In Figure 3c, the three-dimensional structure suggests the hot residues prefer to undergo charge transfer among distinct secondary structures. The identification of charge transfer regions may provide us a possible solution to minimize the QM/MM boundary charge transfer effects.

![Figure 3](image_url)

**Figure 3.** Typical sub-graphs and their corresponding molecular geometries in the charge transfer network of the protein monomer (a) and dimer (b).

Qualitatively, these hot residue groups with deep red color may be referred as somewhat “charge transfer topology associated domain” (ctTAD). As shown in Figure 4, we could easily identify a few typical motifs in the charge transfer network. The charge transfer network can be split into different regions near the less or weak connected nodes. And we suggested one could cut as less as possible edges to minimize the QM/MM boundary charge transfer effects. This can be easily achieved by the visual inspection of the network connections or community detection algorithms in graph theory.
Figure 5. (a) The typical charge transfer topology associated domain (ctTAD) in the charge transfer network analysis of the Ras-Raf protein dimer at the resolution of 0.01 eV. (b) Atomic partial charge difference analysis between various selections of QM region in QM/MM calculations.

Atomic charges are a key concept to give more insight into the electronic structure and chemical reactivity. It has been reported that the convergence of atomic partial charges are very slow in a few recent QM/MM calculations.\(^{18,20}\) For demonstrative purposes, we try to use the ctTAD to minimize the partial charges variations across the QM/MM boundary.

Figure 5a illustrates two possible ctTADs (region A, B) in the charge transfer network. Briefly, partial charge population was analyzed for region A and B, and randomly separated A1, A2 and B1, B2. As shown in Figure 5b, the destruction of the ctTAD introduces significant charge transfer between A1 and A2 region, and the connections between B1 and B2 also introduce a remarkable charge transfer interactions. The partial charges variation between region A and B is significantly minor because they belong to different ctTADs. Note that, the larger basis set may cause more serious charge transfer problems in QM/MM calculations. In summary, the partial charge differences can easily produce small (ca. 0.01 - 0.02 e) atomic charges differences if the ctTAD is used as a criterion for QM/MM boundary partitions.
Figure 6. Atomic partial charge different analysis of the charge transfer between various residues selections in the quantum chemistry cluster model. Insets are the corresponding residues in the same ctTADs.

The quantum chemical cluster approach is an alternative choice for modeling enzyme active sites.\textsuperscript{90-93} We believe the ctTAD from network analysis is also of great benefit to chemical cluster model. Figure 6 shows the performance of the ctTADs in the quantum chemistry cluster model. It is clear that the ctTAD analysis also alleviates charge transfer effects for the residues selection of chemical cluster models. Therefore, the network representation of charge transfer in realistic proteins provides us a useful way to understand the topology of charge transfer effects, which may be helpful to minimize the QM/MM boundary, as well as the chemical cluster model.
The existence of ctTADs inspires us to search for its structural counterparts. For example, can we find an optimal structural topology associated domain (sTAD) on the basis of radical distance cutoff? Traditionally, the determination of QM/MM region is achieved by the radial distance cutoffs from a central point of interest in a QM/MM calculation. If one can find such a sTAD with similar performance as the ctTAD, it is would be very helpful to simply use the sTAD to minimize the charge transfer effects across the QM/MM boundary.

In general, the radical distance among residues can also be represented by a graph (Figure 7). Thus, we define a resolution for the distance graph, for which the radical distances between residues larger than a threshold value is assigned to be zero. Then, we tried to tune the distance network at different resolution. The resolution of 6.0 Å seems to provide similar topological parameters as the charge transfer network. For our subsequent discussions, the distance network is given for the protein monomer and dimer with a resolution of 6.0 Å.
Figure 8. Venn diagram is applied to compare the residues sets of ctTAD and sTAD, for the protein monomer (a) and dimer (b). The ctTAD is given at the resolution of 0.01 eV, and the sTAD is optimized at the resolution of 6.0 Å. The residues with red color indicate the central residue in the topology associated domain.

The sTAD could also be obtained by analyzing the node connections or community detection algorithms. However, we cannot find the same sets of residues for sTAD with ctTAD as shown in Figure 8. A few extra amino acids are detected by the ctTADs, which should be included in the QM regions. Some of these extra residues with larger charge transfer contributions are expected, such as the polar arginine and lysine (R161, K16). Meanwhile, the detection of the residues I18, I107 and L53 is surprising since they are both non-polar and not the closest to the center of the central residues. We noted that similar observations have also been reported in the determination of QM/MM boundary by the CSA and FSA methods.\textsuperscript{26} Thus, the connected node in the charge transfer network is not necessary to the closest, and the identified residues are not always those that would be typically selected using criteria such as chemical intuition or proximity.

Furthermore, the increase of the resolution for sTAD, i.e. $\geq$ 6.0 Å would enhance the charge transfer across QM/MM boundary. This is because the larger sTAD would be across two ctTADs, and the destruction of ctTADs is one of the significant sources of charge transfer errors. In summary, the radical distance cutoff only partially reflects the charge transfer network in realistic proteins. And the QM regions selected by radial distance alone may be failed to detect some residues that are important for the charge transfer effects of the QM/MM boundary.
Figure 9. The degree distribution for the charge transfer networks (a) and distance networks (b). Both the protein monomer and dimer are analyzed.

The nodes degree distribution is very important in studying realistic networks. Figure 9 shows the degree distribution for the charge transfer network and distance network. The charge transfer network as many realistic network in biology or social science, are neither regular network nor random network. Typically, the degree distribution of charge transfer network follows a power law, at least asymptotically. The fitted exponent is in the range of 1.0~1.5. And we suggest the charge transfer network can be generally regarded as a scale-free network\cite{94-95}, for which the most critical residues act as network hubs for the partition of the QM/MM boundary. Meanwhile, the degree distribution of distance network remarkably biases from the scale-free network. It seems the distance network is similar as a random graph, although the node degree distribution is highly left-skewed. Thus, the topology of the network from structure and charge transfer properties is different in nature. This may explain the inconsistent between the sTAD and ctTAD in the QM/MM boundary partition.

Inspired by the concept of chemical bonds, we may also refer the connections in the charge transfer network as topology associated charge transfer bonds. And the residues with more connections in the charge transfer network can be regarded as topology de-localized charge transfer bonds, which should be avoids to be separated across the QM/MM boundary in most cases. Meanwhile, the residues with only one or two connections are topology localized charge transfer bonds, which are encouraged to be separated across the QM/MM boundary. Because the scale-free nature of the charge transfer network, topology associated charge transfer bonds mainly
have less than 4 connections (more than 90%). And the decay of the node degree distribution of the charge transfer network is much significant than that of the distance network. Thus, one can easily find the suitable QM/MM boundary, which satisfies the criterion of cutting less node connections. This may be also the reason why the QM/MM method is still robustness in various simulations with tens of atoms in the QM regions. Further studies may be required to understand this interesting topology feature.

Figure 10. The charge transfer network among residues is given at the resolution of 0.01 eV. (a) The protein monomer at HF level; (b) the protein monomer at B3LYP level; (c) the protein dimer at HF level; (d) the protein dimer at B3LYP level. The graph representations of protein charge transfer network are given with circular layout.

Finally, the topology dependent on electronic structure methods for the charge transfer network is evaluated at HF and B3LYP level. In Figure 10, the circular layout is used to represent alternative view of the protein charge transfer network. The advantage of a circular layout in the biological applications is its neutrality, because none of the nodes (residues) is given a privileged
position by placing all vertices at equal distances from each other as a regular polygon. Thus, the circular layout views in protein systems may provide useful insights on the topology relationship among different methods. And we find that the possible electronic method changes do not significantly influence the electronic properties in proteins. Therefore, the topology of the charge transfer network is stable to the electronic structure method variations.

**Discussions**

The complex network analysis is very common in the realm of biological science. Inspired by this issue, we use the language of graph theory to evaluate and visualize the importance of charge transfer between QM/MM boundaries, which avoids the complicated matrix manipulations in the electronic structure calculations. This scheme is strictly derived from the Schrödinger equation under the tight-binding approximation, and the parameters are obtained directly from ab initio calculations, with clear physical meanings.

The graph theory reveals the ctTAD as an instructive and efficient indicator to partition the QM and MM region. The detection of ctTAD is very easy by visual inspection or community detection algorithm in graph theory. In the validation strategy, we prove the integrity of ctTAD is very important to minimize the atomic partial charges across the QM/MM boundary. The typical ctTAD usually comprises ~100-200 atoms, less than 10 residues, which could be possible for most available quantum chemistry package.

Note that, the integrity of the ctTAD should be retained in QM/MM boundary partitions. The widely used radial distance cutoffs, namely sTAD in this work, cannot completely reproduce the same residues sets as the ctTAD, without disrupting other ctTADs. The destruction of ctTADs by radial distance may partially cause the slow convergence problem, and large fluctuation in the calculations of molecular properties. The inconsistent between ctTAD and sTAD suggests that the QM regions are not always successfully chosen by the radical distance scheme. This is expected, because the charge transfer interaction is not simply a linear function of molecular structures. Therefore, the QM regions determination scheme based on radical distance is not sufficient. And the electronic structure based descriptors, such as the charge transfer coupling, partial charge or Fukui function should be considered in order to systematically determine QM/MM regions.\textsuperscript{16,21-26}

The scale-free property of charge transfer network strongly correlates with the network's
robustness to failure. In this work, the high degree nodes are rare and can be thought to serve specific purposes in the networks. This network model can be easily implemented in a graphical user interface (GUI), for which one can use the mouse and touch screen to select optimized QM/MM regions with minimized inter-region charge transfer interactions. Each ctTAD as a community structure in the network can be viewed as a local excitation region, which should be treated as an entity. Although the charge transfer coupling is not the sole factors to determine the charge transfer effects, one can use it to roughly rule out most impossible routines.

A further consideration is the computational cost. Because each calculation in this work consists of only pairwise residues, it becomes straightforward to rapidly scan through all residues in the protein in a highly parallelized fashion. The computational protocol for obtaining ctTAD can be accomplished within only a few minutes.

**Conclusions**

The reasonable validation of charge transfer between the QM and MM region for the hybrid QM/MM method is important for partition the core active site and the surrounding protein environment. In this work, we derive the single electron motion equation for the bio-molecules on the basis of tight-binding approximation. Beyond directly solving the electronic structure equation, we suggest to use the charge transfer knowledge graph obtained from the bioTB model to quickly judge possible charge transfer preference in realistic proteins.

In summary, the concept of ctTAD provides a robust framework to systematically design and interpret the charge transfer effects on the QM/MM boundary, which are expected to provide broad utility for improving the robustness of multiscale modeling efforts. The ctTAD also offers us an alternative approach for efficiently identifying the critical residue or groups of residues to minimize the QM/MM boundary, which avoids wasting computational resources. Further work is also going on to verify the ability of ctTAD in the catalytic reaction mechanism and photo-induced process of condense phases.

**Acknowledgments**

This work is financially supported by the National Key R&D Program of China (Grant No. 2017YFB0203405). The authors thank the support by the National Natural Science Foundation of
China (Nos. 21503249, 21373124). This work is also supported by Huazhong Agricultural University Scientific & Technological Self-innovation Foundation (Program No.2015RC008) and Special Program for Applied Research on Super Computation of the NSFC-Guangdong Joint Fund (the second phase) under Grant No.U1501501.

References
1. Warshel, A.; Levitt, M. Theoretical studies of enzymic reactions: Dielectric, electrostatic and steric stabilization of the carbonyl ion in the reaction of lysozyme. J. Mol. Biol. 1976, 103 (2), 227-249.
2. Field, M. J.; Bash, P. A.; Karplus, M. A combined quantum mechanical and molecular mechanical potential for molecular dynamics simulations. J. Comput. Chem. 1990, 11 (6), 700-733.
3. Balabin, I. A.; Onuchic, J. N. Connection between Simple Models and Quantum Chemical Models for Electron-Transfer Tunneling Matrix Element Calculations: A Dyson’s Equations-Based Approach. J. Phys. Chem. 1996, 100 (28), 11573-11580.
4. Monard, G.; Merz, K. M. Combined Quantum Mechanical/Molecular Mechanical Methodologies Applied to Biomolecular Systems. Acc. Chem. Res. 1999, 32 (10), 904-911.
5. Jiali Gao, D. G. T. QUANTUM MECHANICAL METHODS FOR ENZYME KINETICS. Annu. Rev. Phys. Chem. 2002, 53 (1), 467-505.
6. Rosta, E.; Klähn, M.; Warshel, A. Towards Accurate Ab Initio QM/MM Calculations of Free-Energy Profiles of Enzymatic Reactions. J. Chem. Phys. B 2006, 110 (6), 2934-2941.
7. Lin, H.; Truhlar, D. G. QM/MM: what have we learned, where are we, and where do we go from here? Theor. Chem. Acc. 2006, 117 (2), 185.
8. Senn, H. M.; Thiel, W. QM/MM Methods for Biomolecular Systems. Angew. Chem., Int. Ed. 2009, 48 (7), 1198-1229.
9. Wang, Y.; Gao, J. Projected Hybrid Orbitals: A General QM/MM Method. J. Chem. Phys. B 2015, 119 (3), 1213-1224.
10. Vidossich, P.; Fiorin, G.; Alfonso-Prieto, M.; Derat, E.; Shaik, S.; Rovira, C. On the Role of Water in Peroxidase Catalysis: A Theoretical Investigation of HRP Compound I Formation. J. Chem. Phys. B 2010, 114 (15), 5161-5169.
11. Carloni, P.; Rothlisberger, U.; Parrinello, M. The Role and Perspective of Ab Initio Molecular Dynamics in the Study of Biological Systems. Acc. Chem. Res. 2002, 35 (6), 455-464.
12. Solt, I.; Kulhánek, P.; Simon, I.; Winfield, S.; Payne, M. C.; Csányi, G.; Fuxreiter, M. Evaluating Boundary Dependent Errors in QM/MM Simulations. J. Chem. Phys. B 2009, 113 (17), 5728-5735.
13. Fox, S. J.; Pittock, C.; Fox, T.; Tautermann, C. S.; Malcolm, N.; Skylaris, C.-K. Electrostatic embedding in large-scale first principles quantum mechanical calculations on biomolecules. J. Chem. Phys. 2011, 135 (22), 224107.
14. Flaig, D.; Beer, M.; Ochsenfeld, C. Convergence of Electronic Structure with the Size of the QM Region: Example of QM/MM NMR Shieldings. J. Chem. Theory Comput. 2012, 8 (7), 2260-2271.
15. Isborn, C. M.; Götz, A. W.; Clark, M. A.; Walker, R. C.; Martinez, T. J. Electronic Absorption Spectra from MM and ab Initio QM/MM Molecular Dynamics: Environmental Effects on the Absorption Spectrum of Photoactive Yellow Protein. J. Chem. Theory Comput. 2012, 8 (12), 5092-5106.
16. Liao, R.-Z.; Thiel, W. Convergence in the QM-only and QM/MM modeling of enzymatic reactions:
A case study for acetylene hydratase. J. Comput. Chem. 2013, 34 (27), 2389-2397.
17. Sadeghian, K.; Flait, D.; Blank, I. D.; Schneider, S.; Strasser, R.; Statlis, D.; Winnacker, M.; Carell, T.; Ochsenfeld, C. Ribose-Protonated DNA Base Excision Repair: A Combined Theoretical and Experimental Study. Angew. Chem., Int. Ed. 2014, 53 (38), 10044-10048.
18. Vanpoucke, D. E. P.; Oláh, J.; De Proft, F.; Van Speybroeck, V.; Roos, G. Convergence of Atomic Charges with the Size of the Enzymatic Environment. J. Chem. Inf. Model. 2015, 55 (3), 564-571.
19. Hartman, J. D.; Neubauer, T. J.; Caulkins, B. G.; Mueller, L. J.; Beran, G. J. O. Converging nuclear magnetic shielding calculations with respect to basis and system size in protein systems. J. Biomol. NMR 2015, 62 (3), 327-340.
20. Kulik, H. J.; Zhang, J.; Klinman, J. P.; Martínez, T. J. How Large Should the QM Region Be in QM/MM Calculations? The Case of Catechol O-Methyltransferase. J. Chem. Phys. B 2016, 120 (44), 11381-11394.
21. Harris, T. V.; Szlágyi, R. K. Protein environmental effects on iron-sulfur clusters: A set of rules for constructing computational models for inner and outer coordination spheres. J. Comput. Chem. 2016, 37 (18), 1681-1696.
22. Liao, R.-Z.; Thiel, W. Comparison of QM-Only and QM/MM Models for the Mechanism of Tungsten-Dependent Acetylene Hydratase. J. Chem. Theory Comput. 2012, 8 (10), 3793-3803.
23. Bash, P. A.; Field, M. J.; Davenport, R. C.; Petsko, G. A.; Ringe, D.; Karplus, M. Computer simulation and analysis of the reaction pathway of triosephosphate isomerase. Biochemistry 1991, 30 (24), 5826-5832.
24. Hu, L.; Eliasson, J.; Heimdal, J.; Ryde, U. Do Quantum Mechanical Energies Calculated for Small Models of Protein-Active Sites Converge? J. Phys. Chem. A 2009, 113 (43), 11793-11800.
25. Hu, L.; Söderhjelm, P.; Ryde, U. Accurate Reaction Energies in Proteins Obtained by Combining QM/MM and Large QM Calculations. J. Chem. Theory Comput. 2013, 9 (1), 640-649.
26. Karelina, M.; Kulik, H. J. Systematic Quantum Mechanical Region Determination in QM/MM Simulation. J. Chem. Theory Comput. 2017, 13 (2), 563-576.
27. Sumner, S.; Söderhjelm, P.; Ryde, U. Effect of Geometry Optimizations on QM-Cluster and QM/MM Studies of Reaction Energies in Proteins. J. Chem. Theory Comput. 2013, 9 (9), 4205-4214.
28. Wong, K. F.; Watney, J. B.; Hammes-Schiffer, S. Analysis of Electrostatics and Correlated Motions for Hydride Transfer in Dihydrofolate Reductase. J. Chem. Phys. B 2004, 108 (32), 12231-12241.
29. Zhang, J.; Kulik, H. J.; Martínez, T. J.; Klinman, J. P. Mediation of donor–acceptor distance in an enzymatic methyl transfer reaction. Proc. Natl. Acad. Sci. USA 2015, 112 (26), 7954-7959.
30. Fleming, G. R.; Martin, J. L.; Breton, J. Rates of primary electron transfer in photosynthetic reaction centres and their mechanistic implications. Nature 1988, 333, 190.
31. Gray, H. B.; Winkler, J. R. Electron Transfer in Proteins. Annu. Rev. Biochem. 1996, 65 (1), 537-561.
32. Sturm, G.; Richter, K.; Doetsch, A.; Heide, H.; Louro, R. O.; Gescher, J. A dynamic periplasmic electron transfer network enables respiratory flexibility beyond a thermodynamic regulatory regime. The Isme Journal 2015, 9, 1802.
33. Giovani, B.; Byrdin, M.; Ahmad, M.; Brettel, K. Light-induced electron transfer in a cryptochrome blue-light photoreceptor. Nat. Struct. Biol. 2003, 10, 489.
34. Voityuk, A. A.; Siriwong, K.; Rösch, N. Environmental Fluctuations Facilitate Electron-Hole Transfer from Guanine to Adenine in DNA n Stacks. Angew. Chem., Int. Ed. 2004, 43 (5), 624-627.
35. Hervás, M.; Navarro, J. A.; De la Rosa, M. A. Electron Transfer between Membrane Complexes and Soluble Proteins in Photosynthesis. Acc. Chem. Res. 2003, 36 (10), 798-805.
36. Roitberg, A. E.; Holden, M. J.; Mayhew, M. P.; Kurnikov, I. V.; Beratan, D. N.; Vilker, V. L. Binding and Electron Transfer between Putidaredoxin and Cytochrome P450cam. Theory and Experiments. J. Am. Chem. Soc. 1998, 120 (35), 8927-8932.
37. Gray, H. B.; Winkler, J. R. Long-range electron transfer. Proc. Natl. Acad. Sci. USA 2005, 102 (10), 3534-3539.
38. Cordes, M.; Giese, B. Electron transfer in peptides and proteins. Chem. Soc. Rev. 2009, 38 (4), 892-901.
39. Gilbert Gatty, M.; Kahnt, A.; Esdaile, L. J.; Hutin, M.; Anderson, H. L.; Albinsson, B. Hopping versus Tunneling Mechanism for Long-Range Electron Transfer in Porphyrin Oligomer Bridged Donor–Acceptor Systems. J. Chem. Phys. B 2015, 119 (24), 7598-7611.
40. Finklea, H. O.; Hanshew, D. D. Electron-transfer kinetics in organized thiol monolayers with attached pentaammine(pyridine) ruthenium redox centers. J. Am. Chem. Soc. 1992, 114 (9), 3173-3181.
41. Long, Y.-T.; Abu-Irhayem, E.; Kraatz, H.-B. Peptide Electron Transfer: More Questions than Answers. Chem. Eur. J. 2005, 11 (18), 5186-5194.
42. Voityuk, A. A. Long-Range Electron Transfer in Biomolecules. Tunneling or Hopping? J. Chem. Phys. B 2011, 115 (42), 12202-12207.
43. Beratan, D. N.; Onuchic, J. N.; Hopfield, J. J. Electron tunneling through covalent and noncovalent pathways in proteins. J. Chem. Phys. 1987, 86 (8), 4488-4498.
44. Beratan, D. N.; Betts, J. N.; Onuchic, J. N. Protein Electron Transfer Rates Set by the Bridging Secondary and Tertiary Structure. Science 1991, 252 (5010), 1285-1288.
45. Page, C. C.; Moser, C. C.; Chen, X.; Dutton, P. L. Natural engineering principles of electron tunnelling in biological oxidation–reduction. Nature 1999, 402, 47.
46. Newton, M. D. Quantum chemical probes of electron-transfer kinetics: the nature of donor-acceptor interactions. Chem. Rev. 1991, 91 (5), 767-792.
47. Nitzan, A. Electron Transmission through Molecules and Molecular Interfaces. Annu. Rev. Phys. Chem. 2001, 52 (1), 681-750.
48. Warshel, A. Computer Simulations of Enzyme Catalysis: Methods, Progress, and Insights. Annu. Rev. Biophys. Biomol. Struct. 2003, 32 (1), 425-443.
49. Balabin, I. A.; Hu, X.; Beratan, D. N. Exploring biological electron transfer pathway dynamics with the Pathways Plugin for VMD. J. Comput. Chem. 2012, 33 (8), 906-910.
50. Regan, J. J.; Risser, S. M.; Beratan, D. N.; Onuchic, J. N. Protein electron transport: single versus multiple pathways. J. Phys. Chem. 1993, 97 (50), 13083-13088.
51. Rühle, V.; Kirkpatrick, J.; Andrienko, D. A multiscale description of charge transport in conjugated oligomers. J. Chem. Phys. 2010, 132 (13), 134103.
52. Issa, J. B.; Krogh-Jespersen, K.; Isied, S. S. Conformational Dependence of Electronic Coupling Across Peptide Bonds: A Ramachandran Map. J. Phys. Chem. C 2010, 114 (48), 20809-20812.
53. Vehoff, T.; Baumeier, B.; Troisi, A.; Andrienko, D. Charge Transport in Organic Crystals: Role of Disorder and Topological Connectivity. J. Am. Chem. Soc. 2010, 132 (33), 11702-11708.
54. Jackson, N. E.; Savoie, B. M.; Chen, L. X.; Ratner, M. A. A Simple Index for Characterizing Charge Transport in Molecular Materials. J. Phys. Chem. Lett. 2015, 6 (6), 1018-1021.
55. Baumeier, B.; Stenzel, O.; Poelking, C.; Andrienko, D.; Schmidt, V. Stochastic modeling of molecular charge transport networks. Phys. Rev. B 2012, 86 (18), 184202.
56. Lucas, M. F.; Rousseau, D. L.; Guallar, V. Electron transfer pathways in cytochrome c oxidase.
57. Guallar, V.; Wallrapp, F. Mapping protein electron transfer pathways with QM/MM methods. *J R Soc Interface* **2008**, *5 Suppl 3*, S233-9.
58. Milo, R.; Shen-Orr, S.; Itzkovitz, S.; Kashtan, N.; Chklovskii, D.; Alon, U. Network Motifs: Simple Building Blocks of Complex Networks. *Science* **2002**, *298* (5594), 824.
59. Cohen, R.; Havlin, S. Scale-Free Networks Are Ultrasmall. *Phys. Rev. Lett.* **2003**, *90* (5), 058701.
60. Alon, U. Biological Networks: The Tinkerer as an Engineer. *Science* **2003**, *301* (5641), 1866.
61. Bock, J. R.; Gough, D. A. Whole-proteome interaction mining. *Bioinformatics* **2003**, *19* (1), 125-134.
62. Sevimoglu, T.; Arga, K. Y. The role of protein interaction networks in systems biomedicine. *Computational and Structural Biotechnology Journal* **2014**, *11* (18), 22-27.
63. Bell, D. R.; Jorgensen, P.; Christophel, E. M.; Palmer, K. L. Malaria risk: estimation of the malaria burden. *Nature* **2005**, *437* (7056), E3-4; discussion E4-5.
64. Yu, H.; Braun, P.; Yildirim, M. A.; Lemmens, I.; Venkatesan, K.; Sahalie, J.; Hirozane-Kishikawa, T.; Gebreab, F.; Li, N.; Simonis, N.; Hao, T.; Rual, J.-F.; Dricot, A.; Vazquez, A.; Murray, R. R.; Simon, C.; Tardivo, L.; Tam, S.; Svrzinka, N.; Fan, C.; de Smet, A.-S.; Motyl, A.; Hudson, M. E.; Park, J.; Xin, X.; Cusick, M. E.; Moore, T.; Boone, C.; Snyder, M.; Roth, F. P.; Barabasi, A.-L.; Tavernier, J.; Hill, D. E.; Vidal, M. High-Quality Binary Protein Interaction Map of the Yeast Interactome Network. *Science* **2008**, *322* (5898), 104.
65. Xie, L.; Li, J.; Xie, L.; Bourne, P. E. Drug Discovery Using Chemical Systems Biology: Identification of the Protein-Ligand Binding Network To Explain the Side Effects of CETP Inhibitors. *PLoS Computational Biology* **2009**, *5* (S), e1000387.
66. Kanehisa, M.; Goto, S.; Furumichi, M.; Tanabe, M.; Hirakawa, M. KEGG for representation and analysis of molecular networks involving diseases and drugs. *Nucleic Acids Res.* **2010**, *38* (suppl_1), D355-D360.
67. Mizutani, S.; Pauwels, E.; Steven, V.; Goto, S.; Yamanishi, Y. Relating drug–protein interaction network with drug side effects. *Bioinformatics* **2012**, *28* (18), i522-i528.
68. Simm, G. N.; Reiher, M. Context-Driven Exploration of Complex Chemical Reaction Networks. *J. Chem. Theory Comput.* **2017**, *13* (12), 6108-6119.
69. Ulissi, Z. W.; Medford, A. J.; Bligaard, T.; Nørskov, J. K. To address surface reaction network complexity using scaling relations machine learning and DFT calculations. *Nat. Commun.* **2017**, *8*, 14621.
70. Francke, C.; Siezen, R. J.; Teusink, B. Reconstructing the metabolic network of a bacterium from its genome. *Trends Microbiol.* **2005**, *13* (11), 550-558.
71. Duarte, N. C.; Becker, S. A.; Jamshidi, N.; Thiele, I.; Mo, M. L.; Vo, T. D.; Srivats, R.; Palsson, B. Ø. Global reconstruction of the human metabolic network based on genomic and bibliomic data. *Proc. Natl. Acad. Sci. USA* **2007**, *104* (6), 1777-1782.
72. Henry, C. S.; DeJongh, M.; Best, A. A.; Frybarger, P. M.; Linsay, B.; Stevens, R. L. High-throughput generation, optimization and analysis of genome-scale metabolic models. *Nat. Biotechnol.* **2010**, *28*, 977.
73. Banaji, M.; Baigent, S. Electron transfer networks. *Journal of Mathematical Chemistry* **2008**, *43* (4), 1355-1370.
74. Cui, P.; Wu, J.; Zhang, G.; Liu, C. Hole polarons in poly(G)-poly(C) and poly(A)-poly(T) DNA molecules. *Science in China Series B: Chemistry* **2008**, *51* (12), 1182-1186.
75. Cui, P.; Zhang, D.; Liu, Y.; Yuan, S.; Li, B.; Gao, J.; Liu, C. Tight-binding model method and its applications in DNA molecules. *Scientia Sinica Chimica* 2011, 41 (4), 748.

76. Zheng, B.; Wu, J.; Sun, W.; Liu, C. Trapping and hopping of polaron in DNA periodic stack. *Chem. Phys. Lett.* 2006, 425 (1), 123-127.

77. Vehoff, T.; Chung, Y. S.; Johnston, K.; Troisi, A.; Yoon, D. Y.; Andrienko, D. Charge Transport in Self-Assembled Semiconducting Organic Layers: Role of Dynamic and Static Disorder. *J. Phys. Chem. C* 2010, 114 (23), 10592-10597.

78. Savoie, B. M.; Kohlstedt, K. L.; Jackson, N. E.; Chen, L. X.; Olivera de la Cruz, M.; Schatz, G. C.; Marks, T. J.; Ratner, M. A. Mesoscale molecular network formation in amorphous organic materials. *Proc. Natl. Acad. Sci. USA* 2014, 111 (28), 10055-10060.

79. Jackson, N. E.; Chen, L. X.; Ratner, M. A. Charge transport network dynamics in molecular aggregates. *Proc. Natl. Acad. Sci. USA* 2016, 113 (31), 8595-8600.

80. Goldgur, Y.; Craigie, R.; Cohen, G. H.; Fujiwara, T.; Yoshinaga, T.; Fujishita, T.; Sugimoto, H.; Endo, T.; Murai, H.; Davies, D. R. Structure of the HIV-1 integrase catalytic domain complexed with an inhibitor: A platform for antiviral drug design. *Proc. Natl. Acad. Sci. USA* 1999, 96 (23), 13040-13043.

81. Gohlke, H.; Case, D. A. Converging free energy estimates: MM-PB(G)SA studies on the protein–protein complex Ras–Raf. *J. Comput. Chem.* 2004, 25 (2), 238-250.

82. Bernstein, F. C.; Koetzle, T. F.; Williams, G. J. B.; Meyer, E. F.; Brice, M. D.; Rodgers, J. R.; Kennard, O.; Shimanouchi, T.; Tasumi, H. The protein data bank: A computer-based archival file for macromolecular structures. *J. Mol. Biol.* 1977, 112 (3), 535-542.

83. D.A. Case; D.S. Cerutti; T.E. Cheatham, I.; T.A. Darden; R.E. Duke; T.J. Giese; H. Gohlke; A.W. Goetz; D. Greene; N. Homeyer; S. Izadi; A. Kovalenko; T.S. Lee; S. LeGrand; P. Li; C. Lin; J. Liu; T. Luchko; R. Luo; D. Merzelstein; K.M. Merz; G. Monard; H. Nguyen; I. Omelyan; A. Onufriev; F. Pan; R. Qi; D.R. Roe; A. Roitberg; C. Sagui; C.L. Simmerling; W.M. Botello-Smith; J. Swails; R.C. Walker; J. Wang; R.M. Wolf; X. Wu; L. Xiao; D.M. York; Kollman, P. A. AmberTools, University of California, San Francisco, 2017.

84. Singh, J.; Thornton, J. M. SIRIUS: An automated method for the analysis of the preferred packing arrangements between protein groups. *J. Mol. Biol.* 1990, 211 (3), 595-615.

85. Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G. A.; Nakatsuji, H.; Caricato, M.; Li, X.; Hratchian, H. P.; Izmaylov, A. F.; Bloino, J.; Zheng, G.; Sonnenberg, J. L.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Vreven, T.; Montgomery Jr., J. A.; Peralta, J. E.; Ogliaro, F.; Bearpark, M. J.; Heyd, J.; Brothers, E. N.; Kudin, K. N.; Staroverov, V. N.; Kobayashi, R.; Normand, J.; Raghavachari, K.; Rendell, A. P.; Burant, J. C.; Iyengar, S. S.; Tomasi, J.; Cossi, M.; Rega, N.; Millam, N. J.; Klene, M.; Knox, J. E.; Cross, J. B.; Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; Martin, R. L.; Morokuma, K.; Zakrzewski, V. G.; Voth, G. A.; Salvador, P.; Dannenberg, J. J.; Dapprich, S.; Daniels, A. D.; Farkas, Ö.; Foresman, J. B.; Ortiz, J. V.; Cioslowski, J.; Fox, D. J. *Gaussian 09*, Gaussian, Inc.: Wallingford, CT, USA, 2009.

86. Banerjee, R.; Sen, M.; Bhattacharya, D.; Saha, P. The Jigsaw Puzzle Model: Search for Conformational Specificity in Protein Interiors. *J. Mol. Biol.* 2003, 333 (1), 211-226.

87. Misura, K. M. S.; Morozov, A. V.; Baker, D. Analysis of Anisotropic Side-chain Packing in Proteins and Application to High-resolution Structure Prediction. *J. Mol. Biol.* 2004, 342 (2), 651-664.

88. Chakrabarti, P.; Bhattacharyya, R. Geometry of nonbonded interactions involving planar groups in proteins. *Progress in Biophysics and Molecular Biology* 2007, 95 (1), 83-137.
89. Dogrusoz, U.; Giral, E.; Cetintas, A.; Civril, A.; Demir, E. A layout algorithm for undirected compound graphs. *Information Sciences* **2009**, *179* (7), 980-994.

90. Himo, F. Recent Trends in Quantum Chemical Modeling of Enzymatic Reactions. *J. Am. Chem. Soc.* **2017**, *139* (20), 6780-6786.

91. Blomberg, M. R. A. How quantum chemistry can solve fundamental problems in bioenergetics. *Int. J. Quantum Chem.* **2015**, *115* (18), 1197-1201.

92. Blomberg, M. R. A.; Borowski, T.; Himo, F.; Liao, R.-Z.; Siegbahn, P. E. M. Quantum Chemical Studies of Mechanisms for Metalloenzymes. *Chem. Rev.* **2014**, *114* (7), 3601-3658.

93. Siegbahn, P. E. M.; Blomberg, M. R. A. Quantum Chemical Studies of Proton-Coupled Electron Transfer in Metalloenzymes. *Chem. Rev.* **2010**, *110* (12), 7040-7061.

94. Onnela, J.-P.; Saramäki, J.; Hyvönen, J.; Szabó, G.; Lazer, D.; Kaski, K.; Kertész, J.; Barabási, A.-L. Structure and tie strengths in mobile communication networks. *Proc. Natl. Acad. Sci. USA* **2007**, *104* (18), 7332-7336.

95. Choromański, K.; Matuszak, M.; Miękisz, J. Scale-Free Graph with Preferential Attachment and Evolving Internal Vertex Structure. *Journal of Statistical Physics* **2013**, *151* (6), 1175-1183.