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Abstract—Modulation classification technology has important application value in both commercial and military fields. Modulation classification techniques can be divided into two types, one is based on likelihood ratio and another is based on signal characteristics. Because the modulation classification technology based on the likelihood ratio is too complex to calculate, the modulation classification technology based on signal characteristics is usually more widely used. The traditional modulation classification technology based on signal characteristics first designs and extracts signal characteristics, and then designs classification rules to classify signal characteristics by modulation format. Manually designed signal characteristics and classification rules usually have limited recognition accuracy in complex channel environments. Therefore, modulation classification techniques based on deep learning are proposed to automatically learn classification rules from feature data to improve classification accuracy. With the rapid development of information nowadays, spectrum resources are becoming more and more scarce, leading to a shift in the research direction from the modulation classification of a single signal to the modulation classification of multiple signals on the same channel. Therefore, the emergence of an effective mixed signals automatic modulation classification technology has important significance. Considering that NOMA technology is an effective realization of the recurrence of known results. Then, CNN and uses a variety of deep learning networks to classify such mixed signals. First, the modulation classification of a single signal based on the existing CNN model is reproduced. We then develop new methods to improve the basic CNN structure and apply it to the modulation classification of mixed signals. Meanwhile, the effects of the number of training sets, the type of training sets and the training methods on the recognition accuracy of mixed signals are studied. Second, we investigate some deep learning models based on CNN (ResNet34, hierarchical structure) and other deep learning models (LSTM, CLDNN). It can be seen although the time and space complexity of these algorithms have increased, different deep learning models have different effects on the modulation classification problem of mixed signals at different power. Generally speaking, higher accuracy gains can be achieved.

Index Terms—modulation classification, deep learning, NOMA, CNN, mixed signals, power difference

I. INTRODUCTION

Modulation classification technology is one of the technologies of cognitive radio in the communication field. Modulation identification is used to determine the modulation format used by the signal based on the signal received by the receiver. Modulation classification technology has both practical value and theoretical significance.

With the rapid development of information nowadays, spectrum resources are becoming more and more scarce, leading to a shift in the research direction from the modulation classification of a single signal to the modulation classification of multiple signals on the same channel. Take non-orthogonal multiple access technology (NOMA) as an example. With the rapid development of 5G, this technology has been applied to actual businesses. One of the cores of this technology is the multiplexing of power. The maximum performance gain of the system is achieved by allocating signals of different energy to different users. But this brings great challenges to the signal recognition at the receiving end. Traditional signal processing methods cannot filter and separate signals in the time or frequency domain. Therefore, the emergence of an effective mixed signals automatic modulation classification technology will have important significance.

Recently, deep learning has demonstrated strong performance in image recognition, speech classification, and many other areas. Its ability to extract local features based on neural network modeling has also been applied to the processing of communication signals. However, deep learning is now being used by the majority of individuals to achieve automatic modulation classification of a single signal. Theoretical findings of automatic modulation classification are scarce in the situation of a single channel and multiple signals. As a result, investigating the classification and identification of modulated signals with different power under the same channel is of great significance.

This paper is mainly based on the modulation recognition technology of neural networks to realize automatic recognition and classification of mixed signals. First, the traditional CNN is used as a feature extractor and a classifier simultaneously to identify and classify the features of a single signal. And further finding out the influence of the diversity of the training set on the performance of CNN modulation recognition. Comprehensive realization of the recurrence of known results. Then, CNN architecture is improved. Based on the requirements of NOMA technology, the mixed signals with different power under the same channel are identified and classified. The modulation recognition accuracy under different SNRs is improved by changing the number of training sets and the training mode with the goal of achieving the upper limit computed by the Average Likelihood Ratio Test (ALRT) algorithm. Finally, considering that traditional CNN’s recognition accuracy for mixed signals is not very ideal. Use new CNN networks (ResNet, Hierarchical Structure), RNN networks, and other deep learning models to try to raise the accuracy of mixed
The main contributions of this paper are as follows: (1) the traditional CNN-based single-signal modulation classification model is analyzed, simulated, and reproduced; (2) propose and develop deep learning-based classification and recognition of mixed signals of varying power within the same channel; (3) explore the differences in classification accuracy in different scenarios by changing the number of training samples, training modes, and signal power; (4) employ a variety of deep learning models (CNN, ResNet, LSTM, CLDNN) to achieve the modulation classification of mixed signals, and identify the deep learning model with the highest recognition rate as much as possible.

The outline of this paper is given below. Section I mainly introduces the research significance of the problem researched in this paper, the current research status of the problem, and the research content of this paper. Section II first introduces the NOMA technology, which leads to the research of the classification of mixed signals under different power. Based on this problem, a variety of deep learning models including CNN, ResNet, CLDNN, LSTM, and hierarchical structures are introduced. Then the maximum likelihood estimation algorithm, i.e., the ALRT algorithm is introduced as the upper limit of the accuracy of the signal classification problem. Section III first gives a particular description of the single signal model and mixed signals models used in the thesis, highlighting the advantages of symbol sequences in signal recognition problems. At the same time, it specifically introduces the design details of several deep learning models mentioned in section II and related design methods mainly used in the paper. Section IV presents the simulation results. Section V summarise the work.

II. BACKGROUND

In this section, we will review three main aspects of the technique: (1) the development of automatic modulation classification technology; (2) the research status of deep learning for single signal modulation classification; (3) some theories of deep learning on mixed signals automatic modulation recognition.

A. The Development of Automatic Modulation Classification Technology

Automatic modulation classification is a very important link between the channel and the demodulation system. If the receiver does not understand the signal or knows less, this will be an essential identification process. The automatic modulation classifier generally includes two design processes: preprocessing the input signal and selecting the classification method as shown in Fig. 1. The current classification method includes two categories: based on likelihood (LB) and based on feature (FB) [1].

**LB method**: The authors of [2] first utilized the maximum likelihood method for the classification of digital signal orthogonal modulation. They proved that the IQ domain data of the signal can be applied to the modulation classification of the signal. And when the amount of data is infinite, the classification effect is close to 0 error. In [3], the researchers proposed an algorithm for classifying digital amplitude and phase-modulated signals. This algorithm is suitable for fading channels with mixed Gaussian noise. Mixed Gaussian noise appears in most practical channels. This algorithm uses the method of expectation maximization to estimate the parameters of these noises and classify the overall signal by a mixed likelihood ratio.

**FB method**: Since the actual application cannot obtain a large amount of required information through the LB method, the FB method is the focus of the researchers in recent years. The core components of FB are feature extraction and classifier. The specific steps were shown in Fig. 2. Various types of feature values have been extracted and applied to the AMC algorithm. For example, the authors of [4] extracted instantaneous features from the instantaneous amplitude and phase expressions of digital modulation signals. The higher-order statistical moments (transformation-based features) in [5] were extracted from Fourier transform and wavelet transform. In [6], the characteristic value of the high-order cumulative quantity (HOC) was obtained from the difference of the cumulative quantity of received signals. The high-order cumulant feature can also solve the additional interference caused by Gaussian white noise, and is suitable for modulation classification under low to medium signal-to-noise ratio.
There are two main categories in the realization of classifiers, linear classifiers and nonlinear classifiers. The decision tree in the linear classifier is one of the most widely used linear classifiers [4]. The decision tree can handle large-scale data very well, but there is no good way to deal with linear indivisible problems. For non-linear classifiers, there are mainly neural networks and SVM. The neural network processing method was proposed in 2009 [7] and was investigated in the subsequent literature. The SVM algorithm implicitly mapped its input into a high-dimensional feature space through kernel techniques to achieve classification [8]. The disadvantage of the FB method is that the parameters must be manually adjusted to adapt to the channel and modulation environment. This causes a lot of extra resources to be wasted, so deep learning can be used to solve this problem.

B. Deep Learning Method for Single Signal Modulation Classification

So as to improve the accuracy and efficiency of single signal recognition, the way of deep learning has been used for the modulation classification of the single signal. The most common one is the network frame using CNN shown in Fig. 3 to modulate and recognize a single signal.

This CNN-based single-signal recognition method was proposed in [9] in 2016. It uses the time-domain characteristics of complex signals for feature extraction and compares it with expert feature-based methods. It is found that this method not only improves the performance but also proves that this blind time learning method can be applied to densely coded time series. In addition to the deep learning model of CNN, others also use various methods to realize the automatic recognition and modulation of single signals. A heterogeneous depth model fusion method to solve such problems was proposed in [10]. This method obtains a high-performance filter by fusing CNN and LSTM models and improves the classification accuracy. The characteristics of AMC indicate that the ability has been greatly improved. In [11], the data was first preprocessed, the original IQ data was then combined with the fourth-order cumulant (FOC) of the signal, and the IQ-FOC data representation form was proposed. It is more robust to noise and performs better than CNN network under LSTM network. Ref. [12] adopted a deep belief network (DBN) to improve the accuracy of signal detection and classification in a high-noise environment through the use of spectral correlation functions (SCF). Ref. [13] tried to use sparse autoencoders to extract features from the fuzzy function image of the signal. The feature values obtained in this way will be processed by the relevant regression classifier. The advantage of this processing method lies in the reliability of the signal classification and the classification accuracy in the case of the low SNR.

In short, the AMC method based on the single signal mainly concentrates on the preprocessing of the original signal data or the related improvement of the deep learning network. These methods have never been used in the AMC of mixed signals. Considering the complexity of the mixed signals, there needs to be an effective method to solve this mixed signals AMC problem.

C. Deep Learning Method for Mixed Signals Modulation

The deep learning network is still in its infancy for automatic modulation recognition of mixed signals. There are not many documents describing the solution to this problem. Fig. 4 can be regarded as a deep learning network structure to solve this problem. Judging from the few pieces of literatures on the classification of mixed signals automatic modulation, the main methods used are:

1. The CNN network is used to identify the IQ characteristics of the mixed signals. This method takes advantage of the independence of one-dimensional signal data and can automatically extract the characteristics of features through CNN networks, reducing the number of parameters, and improving the recognition efficiency [14].

2. The authors of [15] remodeled the signal into a new image signal through oversampling and performed automatic modulation recognition through the CNN network. The recognition efficiency of this method will change with the setting of the oversampling rate value, but the recognition work can be completed well when the oversampling rate is large.

3. Modulation and classification of mixed signals are done by capsule network [16]. Since the weight and output of the capsule network are vectors, it is more efficient for feature recognition. It can identify the characteristics of individual signals in the mixed signals and be directly processed by the
network without additional work. The difficulty is that the complexity of the network is too high.

4. A new deep convolutional network demodulator (DCND) to demodulate mixed signals is investigated in [17]. In this way, the original data is coherently demodulated by combining two CNN networks. Effectively reduce the bit error rate. However, its demodulation performance on BASK, BFSK, and BPSK is not perfect.

III. SELECTION OF SIGNAL MODELS AND DESIGN OF DEEP LEARNING MODELS

The content of this section can be divided into two parts: The first part is the construction of the signal model. For the use of deep learning methods to solve signal classification problems, two signal types are usually used: the oversampling sequence of the baseband signal \([18]-[20]\) and the baseband symbol sequence \([21], [22]\). Taking into account the need to mix signals under different power, the simplified symbol sequence can remove additional information while maintaining the original characteristics of the signal and be accepted by the deep learning model. Therefore, the signal type used in this paper is a symbol sequence. For the construction of a single signal, there exist many methods, such as, \([23]-[25]\). For mixed signals, the mixed signals model of the baseband symbol sequence can be obtained according to the model of the mixed baseband signals given in [9]. It is worth noting that the difference in power will be emphasized in the mixed signals model.

The second part is the design of multiple deep learning models. This part mainly designs five models to classify mixed signals under different power. Among them, CNN is the main research focus, and different CNN models are used to classify and recognize single signals and mixed signals. In the design process, the specific structure of CNN and the setting of the data set for training are mainly considered. For ResNet, hierarchical structure, LSTM, and CLDNN models, the main design idea is to modify the existing models. And these models will be mainly used in the recognition and classification of mixed signals, so the setting of the training data set is consistent with CNN, and will not be repeated in the paper. All simulations and result analysis of these models will be discussed in Section IV.

A. Signal Model

1) Single Signal Model: According to [1], the complex envelope of the baseband signal is:

\[
r(t) = s(t; u_k) + g(t)
\]

Where \(g(t)\) is the complex Gaussian white noise with a mean value of zero and a double-side band power spectral density of \(N_0/2\), \(s(t; u_k)\) is a comprehensive representation of the modulated digital signal without noise interference, which can be represented by:

\[
s(t; u_k) = a e^{j(2\pi f_0 t + \theta_c)} \sum_{n=0}^{L-1} s_n^k e^{j\theta_n} v(t - nT - \epsilon T)
\]

In eq. 2 \(a\) is the amplitude of the signal, \(\theta_c\) represents the fixed phase offset caused by the initial phase of the carrier and the propagation delay, \(N\) is the number of symbols in the observation interval, \(s_n^k\) represents the \(i_{th}\) constellation point under the \(k_{th}\) modulation system, \(\Delta f\) is the frequency offset caused by the down-conversion process, \(\theta_n\) represents phase jitter, \(T\) is the symbol period, \(\epsilon\) represents symbol timing offset, \(v(t)\) represents the combined effect of the channel influence \(h(t)\) and the pulse shaping function \(p(t)\).

Performing discrete modulation recognition processing on the time domain continuous signal \(r(t)\) obtained above, the discrete point signal output after the matched filter can be obtained:

\[
r(n) = e^{j(2\pi f_0 nT + \theta_n)} \sum_{\ell=0}^{L-1} s(\ell) h(nT - \ell T - \epsilon T) + g(n)
\]

where \(s(\ell)\) is the sending symbol sequence, \(h(\bullet)\) is the channel response function, \(T\) is the symbol interval, \(\epsilon\) is synchronization error, \(f_0\) represents the frequency offset, \(\theta_n\) is the phase jitter, \(g(n)\) is the noise.

The model is further simplified, assuming that the symbol interval is known, the signal is synchronized, and the phase jitter has been eliminated. A symbol sequence model with only frequency offset, channel response and noise interference can be obtained.

\[
r(n) = e^{j2\pi f_0 nT} s(n) h(n) + g(n)
\]

It is worth noting that when deep learning models such as CNN are used as the complex symbol sequence of the input baseband signal for modulation recognition, the symbol sequence needs to be preprocessed. The reasons are: first, CNN’s backpropagation-based training algorithm cannot handle complex input; Second, when using CNN to process pictures, the input picture usually has three dimensions: length, width and channel. This section uses the three-dimensional convolutional layer used in image processing, so it is necessary to expand the dimensions of the signal to fit the convolutional layer. The preprocessing process of the symbol sequence is as follows:

\[
[r]^{1*L} = \begin{bmatrix} \Re(r) & \Im(r) \end{bmatrix}^{2*L+1}
\]

There are several advantages of using a simplified signal model based on symbol sequences: (1) Symbol sequences can be represented by constellation diagrams, which is convenient for the subsequent use of clustering-based modulation recognition algorithms; (2) There are many communication signal interference factors, and simplified signals are used. The model can theoretically analyze the feasibility of the algorithm in combination with the method of controlling variables, and better evaluate the validity of the algorithm.

The signal model used in this part mainly refers to the signal model in the literature \([23]-[25]\), and further research is carried out on this basis.
2) Mixed Signals Model: As described earlier, the symbolic signal model of a single signal can be written as

\[ r_i(n) = \sqrt{E_i} e^{j(2\pi f_i T_n + \theta_i)} \sum_{\ell=0}^{L-1} s(\ell) h(nT - \ell T - \epsilon T), \]  

where \( i \in \{1, 2, \ldots, N\} \), \( \sqrt{E_i} \) is the power of the signal, \( s(\ell) \) is the sending symbol sequence, \( h(\bullet) \) is the channel response function, \( T \) is the symbol interval, \( \epsilon \) is synchronization error, \( f_i \) represents the frequency offset, \( \theta_i \) is the phase jitter.

In this part, the AMC task is conducted on two co-channel signals received by a single receiver. The process is depicted in Fig. 5.

![Fig. 5. Multi-signal transmission structure](image)

Under the condition of two co-channel signals, the received signal \( r(n) \) can be represented as:

\[ r(n) = \sum_{i=1}^{2} r_i(n) + g(n) \]  

where \( g(n) \) is a complex Gaussian baseband noise. It should be noticed that in the signal model of this part, the mixing type of the signal and the difference of signal power will be considered.

B. Design of Convolutional Neural Network

1) Design of CNN for Single Signal AMC: The design of CNN mainly includes the design of network structure parameters and the design of network training parameters. The network structure parameters refer to the parameters related to the structure of the network, including the amount of convolutional layers, the size of the convolution kernel, the convolution step length, whether to use the bias term, the type of activation function, the initialization method, and so on. Network training parameters refer to parameters related to the training process of the network, including training data type, training data quantity, loss function, optimization method, learning rate, fuzzy factor, stopping conditions, etc. Some of the parameters have a significant impact on the performance of the trained CNN. For the modulation recognition scheme of a single signal, the 4-layer CNN network structure mentioned in [9] will be adopted in this section. The specific design scheme is shown in Table I.

| Layer                  | Parameter (n*a*b) | Activation Function |
|------------------------|-------------------|---------------------|
| Input layer            | /                 | /                   |
| Convolutional layer    | 64*2*4            | ReLU                |
| Convolutional layer    | 16*1*4            | ReLU                |
| Flattening layer       | /                 | /                   |
| Fully connected layer  | 64                | ReLU                |
| Fully connected layer  | 16                | ReLU                |
| Output layer           | 4                 | Softmax             |

In Table I, \( n*a*b \) represents the number of convolution kernels, and \( a*b \) represents the size of the convolution kernel. ReLU is used as the activation function for the convolutional layer and the first two fully connected layers, and Softmax is used as the activation function for the output layer.

The classification signal set used is \( \Omega_4 = \{BPSK, 4QAM, 8PSK, 16QAM\} \), signal sequence length \( L = 100 \), the \( i_{th} \) received signal sequence is \( r_i(n) = s_i(n) + g_i(n) \), where \( n \in \{1, \ldots, L\} \), \( g_i(n) \sim CN(0, 1) \). The average SNR of each symbol sequence obeys a uniform distribution between \([-10, 20]\) dB, the power of the symbols within each symbol sequence is the same, and the noise is different. The training data adopts a Monte Carlo method to generate \( N_{\text{sample}} \) symbol sequences for each modulation category, and a total of \( 4*N_{\text{sample}} \) signal sequences are generated. Among them, \( 0.1*N_{\text{sample}} \) data is used as the cross-validation set, and the rest is used as the training set. The test data uses the same method. The SNR test range is \([-10, 20]\) dB, and the test interval is 2dB. The symbol sequence of each modulation category corresponds to a specific SNR to generate 1000 test sets. Finally, the test results are averaged to obtain the modulation recognition accuracy rate.

It is worth noting that when using CNN to perform modulation recognition on the complex symbol sequence of the input baseband signal, the symbol sequence needs to be preprocessed. The reason is that: First, the training algorithm based on backpropagation that is limited by CNN cannot handle complex input; Second, when using CNN to process pictures, the input picture usually has three dimensions, namely length, width, and channel. This work uses the three-dimensional convolutional layer used in image processing, so the dimensions of the signal need to be expanded to fit the convolutional layer.

2) Design of CNN for Mixed Signals AMC: The first issue to be determined in this part is the choice of the
data type. Unlike the signal set composition method of a single signal, the composition method of mixed signals is a pairwise combination of different modulation types, and the power difference of different signals must be considered. In this section, in order to better determine the overall CNN structure, the classification signal set is $\Omega_4 = \{BPSK, 4QAM, 8PSK, 16QAM\}$ so the total combination set is $\Omega_6 = \{BPSK + 4QAM, BPSK + 8PSK, BPSK + 16QAM, 4QAM + 8PSK, 4QAM + 16QAM, 8PSK + 16QAM\}$.

Power difference will not be considered in this part which means the power presented by different SNR will be divided equally to each modulation scheme. Other parameters will still be the same, signal sequence length $L = 100$, the $i_{th}$ received signal sequence satisfies $r_i(n) = s_i(n) + g_i(n)$, where $n = 1, \cdots, L, g_i(n) \sim CN(0, 1)$. The average SNR of each symbol sequence obeys a uniform distribution between $[-10, 20]$ dB and the noise is different. The training data adopts a Monte Carlo method to generate $N_{\text{sample}}$ symbol sequences for each modulation category, and a total of $6 \times N_{\text{sample}}$ signal sequences are generated. Among them, $0.1 \times N_{\text{sample}}$ data is utilized as the cross-validation set, and the rest is utilized as the training set. The test data uses the same method. The SNR test range is $[-10, 20]$ dB, and the test interval is 2dB. The symbol sequence of each modulation category corresponds to a specific SNR to generate 1000 test sets. Finally, the test results are averaged to obtain the modulation recognition accuracy rate.

The CNN model used in the single-signal modulation classification method shown in Table I will be first used in the mixed signals to test the accuracy of its classification in order to facilitate subsequent improvements.

In Table II, $n$ in the parameter $n \times a \times b$ represents the number of convolution kernels, and $a \times b$ represents the size of the convolution kernel. The parameter $c \times d$ for the maximum pooling layer represents the pooling size of the pooling layer. ReLU is used as the activation function for the convolutional layer and the first three fully connected layers, and Softmax is used as the activation function for the output layer.

### C. Design of ResNet

The design of the Resnet network structure follows two design rules: 1) The layers have the similar number of filters under the condition of having the same output feature map size; 2) To ensure the time complexity of each layer, the number of filters should be changed along with the feature map size.

Fig. 7 shows the five commonly used ResNet network structures. This type of deep learning method is mainly applied to the classification of mixed signals as an improvement of the CNN method. Taking into account the characteristics of the mixed signals model, the complexity of the operation and many other factors, here will not make too many changes to the ResNet model. Simultaneously, this part will use ResNet34 as the research object.
D. Design of Hierarchical Structure

For the hierarchical structure, what deep learning solves is actually a multi-classification problem. Like many deep learning methods, CNN is a common method for mixed-signal classification, but this method usually requires a large-scale signal set. The problem faced by multi-label classification tasks is mainly the problem of data sparseness caused by multi-label. In multi-label classification, it is often encountered that the labels are parallel and have a hierarchical structure. Take the mixed-signal classification when the signal power ratio is 2:1 as an example. The entire signal category can be classified at the first level based on the stronger modulated signal, and then the weaker signal can be classified on the basis of the first level classification.

In this part, the basic CNN structure shown in Table II will be used to first separate the stronger signal in the mixed signals, and then the LSTM method which will be described in the next section will classify and identify the weaker signals in the mixed-signal after removing the stronger signals. The specific process is displayed in Fig. 8.

E. Design of LSTM

The deep learning model of LSTM mainly has a good classification effect for time series sequences. This part is intended to explore its classification accuracy for mixed signals under different power. Taking into account the gradient descent and gradient explosion of the LSTM model, this paper will adopt the following LSTM structure.

| Layer         | Parameter (n) | Activation Function |
|---------------|---------------|---------------------|
| Input layer   | /             | /                   |
| LSTM layer    | 128           | /                   |
| LSTM layer    | 64            | /                   |
| LSTM layer    | 16            | /                   |
| Flattening layer | /         | /                   |
| Fully connected layer | 64     | ReLU                |
| Fully connected layer | 16     | ReLU                |
| Output layer  | 6             | Softmax             |

In Table III, the parameter \( n \) for LSTM represents the number of hidden layers. ReLU is used as the activation function for the fully connected layers, and Softmax is used as the activation function for the output layer.

The main design parameters of the LSTM model are the size of the hidden layers and the setting of the number of LSTM layers. After many simulations and evaluations, this model can better solve the mixed signals classification problem. It should be noticed that the data sets of LSTM and CNN will have certain differences in the input dimensions of the signal. The input data of CNN is pre-processed three-dimensional data, which can be regarded as image features for input. LSTM is more suitable for the processing of symbol sequences, so only the real part and imaginary part of the one-dimensional symbol sequence are preprocessed into two-dimensional symbol sequences that can meet the input requirements of the model.

F. Design of CLDNN

The CLDNN model constructed in this paper is to connect several layers of CNN after the input layer to extract local features, and the output of CNN is poured into several layers of LSTM units to reduce time-domain changes. The output of the last layer of LSTM is input to the fully connected layer, the purpose is to map the feature space to the output layer that is easier to classify. Table IV shows the network structure of CLDNN.

In Table IV \( n \) in the parameter \( n \ast a \ast b \) represents the number of convolution kernels, and \( a \ast b \) represents the size of the convolution kernel. The parameter \( c \ast d \) for maximum pooling layer represents the pooling size of the pooling layer. The parameter \( n \) for LSTM represents the number of hidden layers.
TABLE IV
CLDNN STRUCTURE FOR MIXED SIGNALS

| Layer          | Parameter \((n \times a \times b)\) | Activation Function |
|----------------|-----------------------------------|--------------------|
| Input layer    | /                                 | /                  |
| Convolutional layer | 64*2*2                   | ReLU               |
| Maximum pooling layer | 1*2                             | /                  |
| Convolutional layer | 32*1*4                     | ReLU               |
| Maximum pooling layer | 1*2                             | /                  |
| Convolutional layer | 20*1*4                      | ReLU               |
| Maximum pooling layer | 1*2                             | /                  |
| Convolutional layer | 16*1*4                      | ReLU               |
| Maximum pooling layer | 1*2                             | /                  |
| Flattening layer | /                                 | /                  |
| LSTM layer     | 64                                | /                  |
| LSTM layer     | 64                                | /                  |
| Fully connected layer | 256                  | ReLU               |
| Fully connected layer | 64                           | ReLU               |
| Fully connected layer | 16                            | ReLU               |
| Output layer   | 6                                 | Softmax            |

ReLU is used as the activation function for the convolutional layer and the first three fully connected layers, and Softmax is used as the activation function for the output layer.

In addition to CLDNN, CNN, RNN and DNN also have a combination of different structures. Researchers have linearly integrated these three models. The integration model trains CNN, RNN and DNN separately, then linearly integrates the outputs of the three networks, and finally obtains the classification output. However, the performance of this model in practical applications is weaker than that of the CLDNN model.

IV. SIMULATION RESULTS AND ANALYSIS

In this section, we provide simulation and analysis results. There are two innovations in this part: First, use the improved CNN model to identify modulated signals with different energy mixtures. By adjusting the power ratio, the number of training sets, the types of training sets and other factors, the impact on the robustness of the decision result is explored. Second, use different deep learning models for modulation and classification of different power mixed signals, and to achieve overall accuracy improvement by comparing with the CNN model used in the previous part.

We first reproduce the single-signal modulation recognition scheme based on CNN. Including the setting of training parameters and testing parameters, the training process and the theoretical analysis of the results. Next, the CNN model is partially improved, and the modulation classification of mixed signals based on CNN is realized. It includes the comparison of the recognition accuracy of mixed signals with different power ratios, and the influence of the number, type, and method of training sets on the recognition accuracy. Second, the established signal models of different powers are used as input to obtain the signal recognition accuracy of various models (ResNet, LSTM, CLDNN, and multi-level CNN/LSTM networks). According to the analysis of these results, the advantages and disadvantages of the corresponding model are obtained. Finally, the complexity of these methods will be specifically analyzed.

A. Simulation and Result Analysis for CNN

This part will use the CNN models established earlier to simulate the recognition accuracy of single signal and mixed signals, respectively. Among them, the simulation of a single signal is mainly the reproduction of the existing theory. For the simulation of mixed signals recognition accuracy, the power of the signal training set, the number of training sets, the type of training signal, and the impact of the training method will be considered.

For the CNN training parameters, the specific selection is: the loss function is a multi-category cross-entropy loss function. The optimization method is Adam, the learning rate is 0.0001, the fuzzy factor is \(10^{-6}\), the attenuation value of the learning rate after each update is 0, and the learning rate update related parameters \(\beta_1 = 0.9\), \(\beta_2 = 0.999\). The signal set of the training data is consistent with the test data, and the statistical model of the generalized channel experienced by the training data is consistent with the statistical model of the generalized channel experienced by the test data. For the training data, \(N_{sample} = 60,000\) is generated for each signal category by the Monte Carlo method, and 0.9*N_{sample} signals are selected for training, and the remaining 0.1*N_{sample} signals are selected for cross-validation. During training, the batch size is 100. After each Epoch, the internal data of the batch shuffles the selection again. The training stop condition is that the number of iterations reaches 100 Epoch or the loss value of the cross-validation set does not decrease for 10 consecutive Epochs, and the weight corresponding to the Epoch with the smallest loss value of the cross-validation set is selected as the final saved network weight.

1) Single Signal Simulation Results and Analysis Based on CNN: The result of the training process is shown in Fig.9

Next are the results obtained by testing the trained model. The results include the comparison between the classification accuracy of the convolutional neural network under Gaussian white noise and the method based on the average likelihood ratio test. The classification accuracy of the lower network for white noise and the method based on the average likelihood matrix under different SNRs.

Fig. 10(a) illustrates that the CNN-based modulation classification method has a small gap from the upper bound of ALRT, indicating that the CNN method has good classification.
performance. Using a more complex network structure and a richer data set can further improve the classification accuracy. Fig. 10(b) illustrates that for modulation methods with different modulation orders, low-order modulation signals require lower SNR to achieve wonderful modulation classification performance, and high-order modulation signals require higher SNR to achieve better modulation classification performance.

Fig. 11 illustrates that the CNN network’s classification accuracy for a single signal is poor at low SNR. As the SNR increasing, the signal recognition rate steadily increases. When the SNR is greater than 7dB, there will be almost no misjudgment.

2) Mixed Signals Simulation and Result Analysis Based on CNN:

a) Mixed Signals Modulation Classification Results under Same Power: This part mainly focuses on the classification results of mixed signals under the same power. The Classification signal set is \( \Omega_6 = \{ \text{BPSK} + 4\text{QAM}, \text{BPSK} + 8\text{PSK}, \text{BPSK} + 16\text{QAM}, 4\text{QAM} + 8\text{PSK}, 4\text{QAM} + 16\text{QAM}, 8\text{PSK} + 16\text{QAM} \} \). \( N_{\text{sample}} \) is chosen as 60000 in this part. The total power of each signal combination is normalized, which means that the signal power represented by different SNRs will be divided equally to allocate to different signals in each signal set. The test accuracy rate after changing the CNN structure will first be compared with that before the change. Meanwhile, the classification accuracy results of different signal combinations will also be displayed.

Fig. 12 illustrates that the improved CNN structure has significantly improved the recognition accuracy of mixed signals, especially in the case of SNR=8dB, the recognition accuracy has been improved by nearly 30%. But in the case of high SNR, the recognition accuracy does not reach 100%. The main reason is that the combination of high-order mixed signals has a certain impact on recognition accuracy.

Through the analysis of Fig. 13, it can be seen that the low-order modulation signal combination requires lower SNR to achieve good modulation recognition performance, and the high-order modulation signal combination requires higher SNR to achieve good modulation recognition performance.
b) Mixed Signals Modulation Classification Results under Different Power: One of the core issues studied in this paper is the modulation classification scheme of mixed signals of different power. Starting from this part, all the following research directions will focus on the modulation classification of mixed signals under different power. There are usually two methods for the differential representation of power in the signal set. The first type: the power of one signal is fixed, and the power of the other signal is a multiple of the current signal. The second type: limit the overall power of the mixed signals. Through the different distribution of the overall power, the different power in the modulation type combination is reflected.

The first method will bring higher recognition accuracy because the overall signal power is larger and the influence of noise is smaller. However, this method cannot achieve the unity of the overall energy for the mixed recognition of signals of different power, and the subsequent analysis of the differential changes caused by different power cannot be done. Taking
into account various factors, the second energy normalization method will be adopted for all modulation classification of mixed signals with different power in this article.

Considering the multiple combinations of signal strength and weakness, the basic signal set of this part is \( \Omega_3 = \{BPSK, 4QAM, 8PSK\} \). Taking the signal power ratio of 2:1 as an example, the total signal set type is \( \Omega_6 = \{2 \times \text{BPSK}+4\text{QAM}, 2 \times \text{BPSK}+8\text{PSK}, 2 \times 4\text{QAM}+\text{BPSK}, 2 \times 8\text{PSK}+\text{BPSK}, 2 \times 8\text{PSK}+4\text{QAM}\} \). 

\( N_{\text{sample}} \) is chosen as 60000 in this part and the CNN structure used is shown in Table II. This part first compares the accuracy of mixed signals recognition with a power ratio of 2:1 with the upper limit of ALRT. Next, compare the recognition accuracy of mixed signals under different power ratios (2:1, 5:1, 8:1). Finally, signals with different power ratios (1:1 to 9:1) are randomly generated as the training set to realize the recognition and classification of random mixed power signals by the CNN model.

Fig. 14 shows the classification results of the CNN structure shown in Table II for a mixed-signal with a power ratio of 2:1. It can be clearly seen from the figure that SNR has an impact on recognition accuracy. Besides, compared with the upper limit of recognition accuracy (ALRT), the recognition accuracy under low SNR still has a large room for improvement, and the recognition accuracy under high SNR has a smaller gap compared with the theoretical upper limit.

Fig. 15 shows the classification consequences of mixed signals with different power ratios. It can be clearly seen from the figure that in the SNR range below 5 dB, the mixing of signals of different power will not have much impact on the accuracy of recognition. However, as the SNR increases, signals with smaller power ratios have higher recognition accuracy. The main reason is that when the ratio of signal power differs greatly, the signal with less power is treated as noise, which results in a misjudgment of the classification result of the signal combination.

Fig. 16 to Figure 18 show the recognition accuracy of the basic CNN structure for modulated signals with random mixed power ratios. It can be seen that there is a certain recognition accuracy (92%) under high SNR, but the recognition accuracy is low under low SNR. From Fig. 17 and Fig. 18 we can see: First, the high recognition accuracy after high-order signal mixing needs to be achieved under higher SNR, so the overall recognition accuracy influences. Second, the signal with lower power in the mixed-signal will be misjudged as noise. Although the signal with high power can be identified, a deviation occurs when distinguishing the mixed signals. Taking \( n \times \text{BPSK}+4\text{QAM} \) and \( n \times \text{BPSK}+8\text{PSK} \) as examples, when the SNR is 20dB, the error probability between these two parts is close to 0.15.

c) The Impact of Number of Signal Categories on Classification Accuracy: To explore the impact of the improvement of mixed-signal types with different power on the recognition accuracy of CNN. This section sets the basic signal set of the signal as \( \Omega_4 = \{BPSK, 4QAM, 8PSK, 16QAM\} \), the
signal power ratio is set as 2:1, so the total signal set type is \( \Omega_{12} = \{2 \ast BPSK + 4QAM, 2 \ast BPSK + 8PSK, 2 \ast BPSK + 16QAM, 2 \ast 4QAM + BPSK, 2 \ast 4QAM + 8PSK, 2 \ast 4QAM + 16QAM, 2 \ast 8PSK + BPSK, 2 \ast 8PSK + 4QAM, 2 \ast 8PSK + 16QAM, 2 \ast 16QAM + 4QAM, 2 \ast 16QAM + 8PSK\} \). \( N_{\text{sample}} \) is chosen as 60000 in this part and the CNN structure used is shown in Table II. Other settings are consistent with the previous descriptions in this section. Next, compare the classification accuracy of the two-by-two mixture of four different signals with different power and that of the three-signal mixture, and the results are shown in Figs. 19, 20 and 21.

Fig. 19 illustrates that the increase in the types of mixed signals has a significant impact on the classification accuracy of CNN, and the overall lag is nearly 7 dB.

Fig. 20 illustrates that the combination of high-order signals still produces misjudgment in the high SNR area, especially for the \( 16QAM + 2 \ast 4QAM \) combination mode. When the SNR is 20dB, the recognition accuracy is only close to 50%. The confusion matrix shown in Fig. 21 can better illustrate this point. The main reasons for misjudgment are concentrated in the mixed signals containing QAM signals which illustrates that the mixed signals containing QAM signals will have a certain impact on the recognition accuracy of CNN.

d) The Impact of Number of Training Sets on Classification Accuracy: The training set size refers to the number of symbol sequences used for training. This section uses simulation experiments to observe the modulation recognition performance under different training set settings to reflect the impact of the training set size on the classification accuracy. The signal power ratio is set as 2:1 and the total signal set type is \( \Omega_{6} = \{2 \ast BPSK + 4QAM, 2 \ast BPSK + 8PSK, 2 \ast 4QAM + 8PSK, 2 \ast 4QAM + 16QAM, 2 \ast 8PSK + BPSK, 2 \ast 8PSK + 4QAM, 2 \ast 8PSK + 16QAM, 2 \ast 16QAM + 4QAM, 2 \ast 16QAM + 8PSK\} \). The CNN structure used is shown in Table II and \( N_{\text{sample}} \) is chosen as 5000, 10000, 60000, 120000.
Fig. 19. Comparison of CNN classification accuracy before and after the signal category is increased

Fig. 20. Classification accuracy of CNN after the signal category is increased respectively in this part.

The simulation results are shown in Fig. 22. It can be seen that the larger the amount of training data used, the better the modulation recognition performance of the trained CNN. When the quantity of training data is small, increasing the quantity of training data can significantly improve the modulation recognition performance of the trained CNN. When the quantity of training data increases to a certain extent, the effect of improving the modulation recognition performance of the trained CNN will be reduced. Therefore, from the perspective of performance guarantee and complexity, the number of training samples is designed to $N_{\text{sample}} = 60000$.

e) The Impact of Training Set under Fixed SNR on Classification Accuracy: The previous setting of the training set is to randomly generate signal combinations of different modulation types under different SNRs. To explore the impact of the training set under a fixed SNR on recognition accuracy. In this part, the corresponding training set will be established when SNRs = -10dB, -5dB, 0dB, 5dB, 10dB, 15dB, 20dB, and the overall recognition accuracy curve will be described. The signal power ratio is set as 2:1 and the total signal set type is

Fig. 21. CNN’s modulation classification confusion matrix after the signal category is increased
The signal set of this part is \( \Omega_5 = \{n \ast BPSK + 4QAM, n \ast BPSK + 8PSK, n \ast 4QAM + BPSK, n \ast 4QAM + 8PSK, n \ast 8PSK + BPSK, n \ast 8PSK + 4QAM\} \). Different power ratio (2:1, 5:1, 8:1) will be considered in this part which means \( n \in 2, 5, 8 \). Other parameters will still be the same, signal sequence length \( L = 100 \), the \( i_{th} \) received signal sequence satisfies \( r_i(n) = s_i(n) + g_i(n) \), where \( n \in \{1, \cdots, L\}, g_i(n) \sim CN(0, 1) \).

The average SNR of each symbol sequence obeys a uniform distribution between [-10dB, 20dB] and the noise is different. The training data adopts a Monte Carlo method to generate \( N_{sample} = 60000 \) symbol sequences for each modulation category, and a total of \( 6 \ast N_{sample} = 360000 \) signal sequences are generated. Among them, \( 0.1 \ast N_{sample} = 6000 \) data is used as the cross-validation set, and the rest is used as the training set. The test data uses the same method. The SNR test range is [-10dB, 20dB], and the test interval is 2dB. The symbol sequence of each modulation category corresponds to a specific SNR to generate 1000 test sets. Finally, the test results are averaged to obtain the modulation recognition accuracy rate.

Besides, the loss function is a multi-category cross-entropy loss function. The optimization method is Adam, the learning rate is 0.0001, the fuzzy factor is \( 10^{-8} \), the attenuation value of the learning rate after each update is 0, and the learning rate update related parameters \( \beta_1 = 0.9, \beta_2 = 0.999 \). The signal set of the training data is consistent with the test data, and the statistical model of the generalized channel experienced by the training data is consistent with the statistical model of the generalized channel experienced by the test data. During training, the batch size is 100. After each Epoch, the internal data of the batch shuffles the selection again. The training stop condition is that the number of iterations reaches 100 Epoch or the loss value of the cross-validation set does not decrease for 10 consecutive Epochs, and the weight corresponding to the Epoch with the smallest loss value of the cross-validation set is selected as the final saved network weight.

### C. Comparison of Classification Performance under Signal Power Ratio of 2:1

When the power ratio is 2:1, the basic combination set \( \Omega_6 = \{2 \ast BPSK + 4QAM, 2 \ast BPSK + 8PSK, 2 \ast 4QAM + 8PSK, 2 \ast 4QAM + BPSK, 2 \ast 8PSK + BPSK, 2 \ast 8PSK + 4QAM\} \). The results should be shown below.

From Fig. 24, it can be seen that when the mixed signals power ratio is 2:1, when the SNR is greater than 10dB, the classification accuracy of the other three deep learning models for mixed signals is greater than the CNN designed in Section III, and LSTM has the highest recognition accuracy. But in the low SNR area (SNR<0dB), the recognition accuracy of LSTM is low, and CLDNN has higher recognition accuracy than other deep learning models. On the whole, CLDNN has a better overall performance.

1) Comparison of Classification Performance under Signal Power Ratio of 5:1: When the power ratio is 5:1, the basic combination set \( \Omega_6 = \{5 \ast BPSK + 4QAM, 5 \ast BPSK + 4QAM, 5 \ast BPSK + 8PSK, 5 \ast BPSK + 4QAM, 5 \ast BPSK + 8PSK, 5 \ast BPSK + 4QAM\} \). Different power ratio (2:1, 5:1, 8:1) will be considered in this part which means \( n \in 2, 5, 8 \). Other parameters will still be the same, signal sequence length \( L = 100 \), the \( i_{th} \) received signal sequence satisfies \( r_i(n) = s_i(n) + g_i(n) \), where \( n \in \{1, \cdots, L\}, g_i(n) \sim CN(0, 1) \).

The average SNR of each symbol sequence obeys a uniform distribution between [-10dB, 20dB] and the noise is different. The training data adopts a Monte Carlo method to generate \( N_{sample} = 60000 \) symbol sequences for each modulation category, and a total of \( 6 \ast N_{sample} = 360000 \) signal sequences are generated. Among them, \( 0.1 \ast N_{sample} = 6000 \) data is used as the cross-validation set, and the rest is used as the training set. The test data uses the same method. The SNR test range is [-10dB, 20dB], and the test interval is 2dB. The symbol sequence of each modulation category corresponds to a specific SNR to generate 1000 test sets. Finally, the test results are averaged to obtain the modulation recognition accuracy rate.

Besides, the loss function is a multi-category cross-entropy loss function. The optimization method is Adam, the learning rate is 0.0001, the fuzzy factor is \( 10^{-8} \), the attenuation value of the learning rate after each update is 0, and the learning rate update related parameters \( \beta_1 = 0.9, \beta_2 = 0.999 \). The signal set of the training data is consistent with the test data, and the statistical model of the generalized channel experienced by the training data is consistent with the statistical model of the generalized channel experienced by the test data. During training, the batch size is 100. After each Epoch, the internal data of the batch shuffles the selection again. The training stop condition is that the number of iterations reaches 100 Epoch or the loss value of the cross-validation set does not decrease for 10 consecutive Epochs, and the weight corresponding to the Epoch with the smallest loss value of the cross-validation set is selected as the final saved network weight.

### C. Comparison of Classification Performance under Signal Power Ratio of 2:1

When the power ratio is 2:1, the basic combination set \( \Omega_6 = \{2 \ast BPSK + 4QAM, 2 \ast BPSK + 8PSK, 2 \ast 4QAM + 8PSK, 2 \ast 4QAM + BPSK, 2 \ast 8PSK + BPSK, 2 \ast 8PSK + 4QAM\} \). The results should be shown below.

From Fig. 24, it can be seen that when the mixed signals power ratio is 2:1, when the SNR is greater than 10dB, the classification accuracy of the other three deep learning models for mixed signals is greater than the CNN designed in Section III, and LSTM has the highest recognition accuracy. But in the low SNR area (SNR<0dB), the recognition accuracy of LSTM is low, and CLDNN has higher recognition accuracy than other deep learning models. On the whole, CLDNN has a better overall performance.

1) Comparison of Classification Performance under Signal Power Ratio of 5:1: When the power ratio is 5:1, the basic combination set \( \Omega_6 = \{5 \ast BPSK + 4QAM, 5 \ast BPSK +
8PSK, 5*4QAM + 8PSK, 5*4QAM + BPSK, 5*8PSK + BPSK, 5*8PSK + 4QAM}. The results should be shown below.

From Fig. 25 we can see when the SNR is low (less than 5dB), the classification and recognition accuracy of the four deep learning models for mixed signals are relatively similar. However, when the SNR gradually becomes larger, the LSTM and ResNet34 models show better recognition accuracy, and even with the continued increase of SNR, there is a tendency to approach 100%. However, these two deep learning models are more complex and require more time and memory to train the training set. It can be said that the algorithm complexity is sacrificed in exchange for higher recognition efficiency.

2) Comparison of Classification Performance under Signal Power Ratio of 8:1: When the power ratio is 8:1, the basic combination set \( \Omega_8 = \{8 \ast BPSK + 4QAM, 8 \ast BPSK + 8PSK, 8 \ast 4QAM + 8PSK, 8 \ast 4QAM + BPSK, 8 \ast 8PSK + BPSK, 8 \ast 8PSK + 4QAM \} \). The results are shown in Fig. 26. It can be seen that as the signal power strength ratio increases, the four types of deep learning models all misclassify the weaker signals in the mixed-signal, resulting in a decrease in recognition accuracy. Compared with the traditional CNN structure, the LSTM model and the ResNet model have higher recognition accuracy in the range of SNR < 10dB, while the performance of CLDNN is more general. In the low SNR area, the four models failed to obtain better recognition accuracy.

3) Comparison of Classification Performance under Signal Power Ratio of n:1: Signals with different power ratios (1:1 to 9:1) are randomly generated as the training set to realize the recognition and classification of random mixed power signals which means the basic combination set \( \Omega_n = \{n \ast BPSK + 4QAM, n \ast BPSK + 8PSK, n \ast 4QAM + 8PSK, n \ast 4QAM + BPSK, n \ast 8PSK + BPSK, n \ast 8PSK + 4QAM \} \). The results are shown in Fig. 27.
When the power ratio of the mixed signals is randomly generated between 1:1 and 1:9 as the training set, Fig. 27 shows that various deep learning models have different accuracy for mixed-signal classification under different SNRs. In the case of low SNR (SNR < 5dB), CLDNN has a slight advantage in classification accuracy compared to other deep learning models. The main reason is that it combines the feature extraction of CNN and the cyclic accumulation algorithm of LSTM, which leads to the ability of this algorithm to identify small features in the symbol sequence. When the SNR is greater than 5dB, the order of recognition accuracy is: LSTM > ResNet > CNN > CLDNN. In general, LSTM has better performance.

4) Hierarchical CNN’s Mixed Signals Recognition Capabilities: For the structural framework of hierarchical deep learning methods, the CNN used is the CNN structure shown in Table II, the LSTM model is the one shown in Section III, and the training set used is a combination of training sets with a mixed signals power ratio of 2:1, \( \Omega_a = \{2 \times \text{BPSK} + 4\text{QAM}, 2 \times \text{BPSK} + 8\text{PSK}, 2 \times 4\text{QAM} + 8\text{PSK}, 2 \times 4\text{QAM} + \text{BPSK}, 2 \times 8\text{PSK} + \text{BPSK}, 2 \times 8\text{PSK} + 4\text{QAM}\} \).

The first level of classification is mainly to identify the stronger signals in the signal combination, so the influence of the weaker signals can be ignored, and the collection of stronger signals is regarded as labels for training. Therefore, the previous signal set can be divided into: \( \Omega_3 = \{\{2 \times \text{BPSK} + 4\text{QAM}, 2 \times \text{BPSK} + 8\text{PSK}\}, \{2 \times 4\text{QAM} + \text{BPSK}, 2 \times 4\text{QAM} + 8\text{PSK}\}, \{2 \times 8\text{PSK} + \text{BPSK}, 2 \times 8\text{PSK} + 4\text{QAM}\}\} \). The training and test results are shown in the figures below.

![Fig. 28. Classification accuracy of the first level](image)

From Figs. 28[29] and 30[30] we can see that the CNN structure shown in Table II has a high recognition rate for the stronger signals in the mixed signals. Except that 4QAM has a 5% chance of being misjudged as 8PSK in high SNR areas, the overall recognition accuracy can reach 98% at 12dB.

After distinguishing the strong signal, the LSTM structure shown in Section III-E is used to realize the identification of the weaker signal in each category. The specific results are shown below.

From Figs. 29[31] and 32[32] we can see that after distinguishing the stronger signal in the mixed-signal, the identification of the weaker signal can be realized by the LSTM algorithm. On the whole, the classification accuracy of each signal can reach 100% in the area of SNR > 15dB. The mixed-signal based on 2*4QAM and 2*8PSK can also obtain better signal recognition accuracy in the low SNR area, while the recognition accuracy of the mixed signal is based on 2*BPSK in the low SNR is not very ideal. Based on the results of the first-level classification and the second-level classification, the classification accuracy data of mixed signals of different power ratios can be obtained as shown in Table V.

| SNR (dB) | -10 | -5 | 0 | 5 | 10 | 15 | 20 |
|----------|-----|----|---|---|----|----|----|
| Accuracy | 17.2% | 25.6% | 38.1% | 64.2% | 83.4% | 97.7% | 98.9% |

Draw the corresponding curve according to the calculated result and compare it with the result obtained before under the same conditions. It can be seen that the accuracy of the mixed signals recognition by this method is significantly improved in the range of 0-10dB.

5) Algorithm Complexity Analysis: After the analysis of the algorithm recognition accuracy problem is realized, there are two main indicators for further evaluation of the algorithm: 1) The computing power required for forwarding propagation, which reflects the level of performance requirements for hardware such as GPU; 2) Parameters Number, it reflects the size of memory occupied. The number of parameters can be obtained directly when using TensorFlow for model training, and the computing power required for forwarding propagation is reflected by FLOPs. This part will mainly calculate and
analyze the FLOPs and the number of parameters of the five deep learning models mentioned above.

According to the complexity results of the algorithm model obtained in Table VI, it can be found that the GPU performance required by the basic CNN is lower and the memory occupied is small, and ResNet34 needs to occupy higher memory and higher floating-point computing efficiency. Although the hierarchical structure has a high recognition accuracy for mixed signals in the middle SNR interval, this structure not only increases the complexity of the algorithm structure but also increases a certain amount of memory consumption. Combining the results of recognition accuracy and algorithm complexity, it illustrates that the LSTM model has better performance.

V. CONCLUSION

This paper studied the mixed signals modulation classification technology based on deep learning. We first reviewed
Fig. 33. Classification result of 2*8PSK+BPSK, 2*8PSK+4QAM.

Fig. 34. Classification accuracy under signal power ratio of 2:1 mixed signal.

The existing signal modulation classification technology, and the research based on deep learning. Then we analyzed and simulated the modulation classification of the single signal based on the existing CNN model. Considering that NOMA technology has deeper requirements for the modulation classification of mixed signals under different powers, this paper improved the basic CNN and applied it to the modulation classification of mixed signals. Simultaneously, the effect of the quantity of training sets, the type of training set and the training method on the accuracy of mixed signals recognition was studied. Then, the basic CNN structure was improved, and other deep learning models such as ResNet34, LSTM, hierarchical structure and CLDNN were used to further study the mixed signals modulation classification problem. This paper mainly completed the following two aspects of work:

First, consider CNN as a feature extractor and classifier simultaneously to study the CNN model whose input is a sequence of baseband symbols and output is the decision result of the modulation system. Improve the design of CNN in single-signal and mixed-signal modes, and explore the influence of different training set modes on recognition accuracy. Theoretical analysis and simulation results show that the modulation classification technology of a single signal based on CNN is basically close to the theoretical upper limit, but the modulation classification accuracy of mixed signals under different energies is still far from the upper limit. The difference in the power ratio of the mixed signals, the size of the training set, and the type of training set all have an impact on the classification accuracy. But overall, the trained CNN model can maintain good modulation classification performance for mixed signals.

Second, considering that the main content of the CNN part is to explore the impact of changes in the training set on recognition accuracy without changing the deep learning model. The following content is mainly to explore the performance of different deep learning models for the recognition accuracy of mixed signals under different powers under the condition of fixing the corresponding number of training sets and types of training sets. The four deep learning models used are ResNet34, Hierarchical structure, LSTM and CLDNN. Through theoretical analysis and simulation results, although the time and algorithm complexity have increased, compared with the CNN model, the recognition accuracy of these four deep learning models has increased in different SNR ranges. Among them, it can be found that when the power difference is small, the CLDNN model has a certain improvement in recognition accuracy in low SNR regions, and the hierarchical structure has outstanding recognition ability in medium SNR regions, LSTM model has higher recognition accuracy in high SNR areas. When the power difference is large, both LSTM and ResNet models have a good classification and recognition accuracy, while CLDNN performs poorly. In short, different deep learning models have different effects on the modulation classification problem of mixed signals at different energies.

So far, the mixed-signal modulation classification problem based on deep learning is still in its infancy, and most scholars only stay at the problem of single-signal modulation.
classification. This paper only does a preliminary study on this problem, there are still a lot of problems to be solved. The research directions in the future are as follows:

1. This paper only studies the mixed signals modulation classification based on some deep learning algorithms, and there is still a certain gap from the theoretical upper limit. New deep learning frameworks such as capsule networks and those models developed in our existing works, e.g., [26–30] can be used in this problem for follow-up research.

2. The number of signal categories included in the classified signal set studied in this paper is small, and only linear non-memory digital modulation systems are considered. In the future, coded modulation schemes, such as Continuous Phase Modulation (CPM) [31, 32] and trellis coded CPM [33–36], and modulation combined with different coding schemes used in some practical systems [37–60], can also be considered. For a richer set of classified signals, how the modulation recognition performance of various modulation recognition technologies based on deep learning will perform is also a direction worthy of further research.

3. This paper does not consider the impact of channel environment changes on the modulation classification algorithm of the deep learning model. The impact of channel environment changes on the recognition accuracy can be studied later.
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