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ABSTRACT. We prove the Λ-variation diminishing property of the Bernstein and Kantorovich polynomials. Next we apply this result to characterize the space $\mathcal{C}^{\Lambda}_{BV}$ as the closure of the space of polynomials in the $\| \cdot \|_\Lambda$ norm. A new proof of the separability of $\mathcal{C}^{\Lambda}_{BV}$ is given.

1. INTRODUCTION

It is a well-known fact that every continuous function defined on the interval $[0,1]$ can be approximated by polynomials. Several proofs of this theorem were published, the first one by Karl Weierstrass and later by Henri Lebesgue, Marshall H. Stone and Sergei Bernstein, among others. This one given by Bernstein is particularly important in our paper. It establishes that for a continuous function $f : [0,1] \to \mathbb{R}$ polynomials of the form:

$$B_n f(x) = \sum_{k=0}^{n} f \left( \frac{k}{n} \right) \binom{n}{k} x^k (1-x)^{n-k}$$

tend to $f$ uniformly on $[0,1]$. Properties of these polynomials, called the Bernstein polynomials of the function $f$, were intensively studied in the last century, also in the case when the initial function $f$ is not continuous. Basic facts related to this topic may be found in the classic positions [9] or [14]. The Bernstein polynomials have also appeared attractive in numerous applications. We would like to suggest the recent paper [10] as an overview of these achievements. Observe that one may look at the Bernstein polynomials as a family of linear operators $f \mapsto B_n f$ what is the reason why we use terms ”Bernstein operators” and ”Bernstein polynomials” interchangeably.

In the twentieth century a lot of generalizations of the Bernstein operators appeared, so-called Bernstein-type operators. One of the most significant are the Szász-Mirakyan, the Baskakov and the Kantorovich operators. The last one has an important place in our paper. For a function $f$, integrable on the interval $[0,1]$, one can define the $n$-th Kantorovich polynomial:

$$K_n f(x) = \sum_{k=0}^{n} \binom{n}{k} x^k (1-x)^{n-k} \left( \frac{1}{n+1} \right)^{k+1} \int_{k/n+1}^{k+1/n} f(t) dt.$$ 

In comparison with the Bernstein polynomials, the value of $f$ at the point $\frac{k}{n}$ is replaced with the mean value of $f$ on the interval $\left[ \frac{k}{n+1}, \frac{k+1}{n+1} \right]$. In 1930 Kantorovich...
proved that \( \|K_n f - f\|_1 \to 0 \) for any integrable function \( f \), where \( \| \cdot \|_1 \) denotes the standard norm in the space of integrable functions \( L^1 \). In [9] we may find other approximation theorems related to Kantorovich polynomials, including \( L^p \) and supremum norms.

Among a number of properties of Bernstein polynomials we would like to distinguish the variation diminishing property, proved by G.G. Lorentz in [13]. It states that for an arbitrary function \( f : [0, 1] \to \mathbb{R} \) of bounded variation the variation of the Bernstein polynomial of the function \( f \) is not greater than the variation of \( f \), i.e. \( V(B_n f) \leq V(f) \). Recall that the variation of a function \( f : [0, 1] \to \mathbb{R} \) is the quantity:

\[
V(f) = \sup \sum_{i=1}^{n-1} |f(x_{i+1}) - f(x_i)|
\]

where supremum is taken over all finite sequences \( 0 \leq x_1 < \ldots < x_n \leq 1 \). This property was also proven in the case of other Bernstein-type operators, in particular in the case of Kantorovich polynomials. Additionally Lorentz showed that \( \|B_n f - f\|_{BV} \to 0 \) if and only if \( f \) is absolutely continuous, where \( \| \cdot \|_{BV} \) denotes the standard norm in the space \( BV \) of functions of bounded variation \( \|u\|_{BV} = V(u) + \|u(0)\| \). Proofs of all these facts and rates of approximation may be found in [4]. Let us mention here that the variation diminishing property is called in [4] the variation detracting property, while the term "variation diminishing" is used to express the statement that a number of zeros of a Bernstein polynomial of a function \( f \) with multiplicities counted is not greater than the number of sign changes of the function \( f \). Our terminology follows from [2].

The variation diminishing property of the Bernstein polynomials was also proven for certain generalization of the regular variation, so-called \( \varphi \)-variation. Given a convex, nondecreasing function on \([0, \infty)\) continuous in 0 and satisfying \( \varphi(0) = 0 \) define the \( \varphi \)-variation of \( f : [0, 1] \to \mathbb{R} \) as the number:

\[
V_\varphi(f) = \sup \sum_{i=1}^{n-1} \varphi(|f(x_{i+1}) - f(x_i)|)
\]

where supremum is taken over all finite sequences \( 0 \leq x_1 < \ldots < x_n \leq 1 \). We say that a function \( f \) is of bounded \( \varphi \)-variation if \( V_\varphi(f) < \infty \). The space of all functions of bounded \( \varphi \)-variation is denoted by \( \varphi BV \). Basic facts about \( \varphi \)-variation may be found in [15]. J. A. Adell and J. de la Cal proved in [2], using probabilistic representation of the Bernstein operators, the \( \varphi \)-variation diminishing property, i.e. that \( V_\varphi(B_n f) \leq V_\varphi(f) \) for \( f \in \varphi BV \). Let us mention that Lorentz’s technique from [13] could not be applied here, since he used the fact that every function of bounded variation is a difference of two monotone functions, what does not remain valid in the case of the \( \varphi \)-variation.

There exists also other generalization of the regular variation, the \( \Lambda \)-variation, introduced by Daniel Waterman in [23] for the sake of its applicability to the study of the uniform convergence of Fourier series. We say that a sequence \( \Lambda = (\lambda_n) \) of positive reals is a \( \Lambda \)-sequence if \( \Lambda \) is nondecreasing and \( \sum_n \frac{1}{\lambda_n} = \infty \). Given an interval \( I = [a, b] \) and a function \( f \) denote \( |f(I)| = |f(b) - f(a)| \). A finite or infinite sequence \( (I_n) \) of closed intervals is called nonoverlapping if for every \( k \neq n \) intervals \( I_n, I_k \) intersect at most at the endpoints. We define the \( \Lambda \)-variation of a
function \( f : [0, 1] \to \mathbb{R} \) as the number:

\[
V_\Lambda(f) = \sup \sum_n \frac{|f(I_n)|}{\lambda_n},
\]

where supremum is taken over all sequences (finite or infinite) of nonoverlapping intervals \((I_n)_n\) contained in \([0, 1]\). Naturally, we say that function \( f \) is of bounded \( \Lambda \)-variation if \( V_\Lambda(f) < \infty \). Notice that for \( \Lambda = (1, 1, 1, \ldots) \) we get that \( V_\Lambda(f) = V(f) \).

Given a finite sequence of nonoverlapping closed intervals \( I = \langle I_1, \ldots, I_m \rangle \) contained in \([0, 1]\), \( \Lambda \)-sequence \( \Lambda \) and a function \( f : [0, 1] \to \mathbb{R} \) define:

\[
\sigma_\Lambda(f, I) = \sum_{k=1}^m \frac{|f(I_k)|}{\lambda_k}
\]

It is readily seen that we may define the \( \Lambda \)-variation of the function \( f : [0, 1] \to \mathbb{R} \) equivalently as the number:

\[
V_\Lambda(f) = \sup \sigma_\Lambda(f, I)
\]

where supremum is taken over all finite sequences \( I \) of nonoverlapping closed intervals contained in \([0, 1]\). Note that the symbol \( \sigma_\Lambda \) was used in the papers of Prus-Wiśniewski but with a slightly different meaning (cf. [17], [18], [19]).

For a fixed \( \Lambda \)-sequence \( \Lambda \), the space of functions of bounded \( \Lambda \)-variation, denoted by \( \Lambda BV \), is a linear space, which may be equipped with the norm \( \| f \|_\Lambda = V_\Lambda(f) + |f(0)| \). Note that the \( \Lambda \)-variation is only a seminorm. Moreover, the normed space \( (\Lambda BV, \| \cdot \|_\Lambda) \) is a Banach space (Section 3. in [22]). Obviously, every function from \( \Lambda BV \) is bounded. Using simple arguments one can show that convergence in the \( \| \cdot \|_\Lambda \) norm implies convergence in the supremum norm. Notice that we may deduce from this fact that the space \( C\Lambda BV \) of continuous functions of bounded \( \Lambda \)-variation is a closed subspace of \( \Lambda BV \).

Further, if \( \Lambda \) is a proper \( \Lambda \)-sequence, i.e. \( \lambda_n \to \infty \), then a function \( f \) is said to be continuous in \( \Lambda \)-variation if \( \lim_{m \to \infty} V_{\Lambda_{(m)}}(f) \to 0 \), where \( \Lambda_{(m)} \) denotes a \( \Lambda \)-sequence obtained from \( \Lambda \) by omission of the first \( m \) terms: \( \Lambda_{(m)} = (\lambda_{m+1}, \lambda_{m+2}, \ldots) \). We denote by \( \Lambda BV_c \) and \( C\Lambda BV_c \) the space of functions continuous in \( \Lambda \)-variation and the space of continuous functions that are continuous in \( \Lambda \)-variation, respectively. The concept of continuity in \( \Lambda \)-variation was introduced by Waterman in [24] in connection with \((C, \beta)\)-summability of Fourier series. It gained more importance later, since it turned out that Fourier series of these functions have much more interesting properties (cf. [3]).

The main purpose of this paper is to generalize Lorentz’s results from [13] to the \( \Lambda \)-variation. In the first section we prove that the Bernstein polynomials diminish the \( \Lambda \)-variation. In the proof we use idea from [2] to use the probabilistic representation of the Bernstein operators. We conclude from this fact that the Kantorovich operators also diminish the \( \Lambda \)-variation (as far as we know, there does not exist a probabilistic representation of the Kantorovich operators satisfying the desired condition). In the third section we deal with related notions of \( \Lambda \)-variation. Finally, in the fourth section we apply the \( \Lambda \)-variation diminishing property to characterize \( C\Lambda BV_c \) as the closure of the space of polynomials in the \( \| \cdot \|_\Lambda \) norm and therefore we partially answer the question asked by Waterman in [22] about characterization of the space \( \Lambda BV_c \). Among others, this question has been already answered by Prus-Wiśniewski but we will look at the problem from different point of view. A
new proof of the separability of $CABV_c$ and a new characterization of compactness in this space are also given.

2. **The $\Lambda$-variation diminishing property**

Let $(\Omega, \mathcal{M}, P)$ be a probability space, $(X_k)_k$ a sequence of independent random variables defined on $\Omega$ and uniformly distributed on the interval $[0, 1]$. For every natural $k$ and $x \in [0, 1]$ the indicator function $I_{(X_k \leq x)}$ is a random variable on $\Omega$ and therefore:

$$S_n(x) = \sum_{k=0}^{n} I_{(X_k \leq x)}$$

is a random variable. If $x \in [0, 1]$ and $k$ is a natural number, then the indicator function $I_{(X_k \leq x)}$ takes two values: 1 with probability $x$ and 0 with probability $1 - x$. It is quite clear, that $S_n(x)$ has the binomial distribution with parameters $n, x$, i.e. takes value $k$, $0 \leq k \leq n$, with probability $\binom{n}{k} x^k (1 - x)^{n-k}$. Finally, define the random variable:

$$Z^x_n = \frac{S_n(x)}{n}$$

Notice that $Z^x_n$ takes values $\frac{k}{n}$ for $0 \leq k \leq n$ with probability $\binom{n}{k} x^k (1 - x)^{n-k}$.

Take any Borel measurable function $f : [0, 1] \to \mathbb{R}$. The random variable $f(Z^x_n)$ is a simple, measurable function which takes values $f(\frac{k}{n})$, for $0 \leq k \leq n$ with probability $\binom{n}{k} x^k (1 - x)^{n-k}$ and therefore:

(1) $$E f(Z^x_n) = \sum_{k=0}^{n} f \left( \frac{k}{n} \right) \binom{n}{k} x^k (1 - x)^{n-k} = B_n f(x)$$

where $B_n f$ denotes the $n$-th Bernstein polynomial of the function $f$. Inequality $x_1 \leq x_2$ implies that the set $(X_k \leq x_1)$ is contained in the set $(X_k \leq x_2)$ for every natural $k$, hence $I_{(X_k \leq x_1)} \leq I_{(X_k \leq x_2)}$ and eventually:

(2) $$Z^{x_1}_n \leq Z^{x_2}_n$$

for $x_1 \leq x_2$, what is a crucial property in our paper. The probabilistic representation was, according to [2], firstly used by Lindvall in [12] to deduce some properties of the Bernstein polynomials. As an example let us take a look at the following proposition which will be used in the next section.

**Proposition 1.** If $f$ is nondecreasing (nonincreasing), then $B_n f$ is nondecreasing (nonincreasing).

**Proof.** Trivial from (1) and (2). \qed

More theorems and proofs in this spirit, as the preservation of convexity, may be found in [1] or [12].

We are ready to show the $\Lambda$-variation diminishing property of the Bernstein polynomials. The proof of the theorem below follows the lines of the proof of the analogous result in [2]. In fact, the authors of the paper [2] proved this statement for a wide class of Bernstein-type operators with a probabilistic representations, i.e. represented as the mean value of $f$ composed with some double-indexed stochastic process $\{Z^x_n : n \in \mathbb{N}, x \in [0, 1] \}$ satisfying (2). Moreover, they do not restrict only to operators acting on spaces of functions defined on the interval $[0, 1]$. Examples of such operators are listed in [2].
Note that:
\[ V_{\Lambda}(f) = \sup \sum_{i=1}^{m-1} \frac{|f(x_{j+1}) - f(x_j)|}{\lambda_{\beta(j)}} \]
where supremum is taken over all finite partitions \(0 \leq x_1 \leq x_2 \leq \ldots \leq x_m \leq 1\) of the interval \([0, 1]\) and permutations \(\beta\) of the set \(\{1, 2, ..., m-1\}\). This observation is used in several papers to simplify a notation of proofs (for example [17], [18], [19], the proof of this fact in [20]).

**Theorem 1.** If \(\Lambda\) is a \(\Lambda\)-sequence, \(f \in \text{ABV}\), then \(V_{\Lambda}(B_n f) \leq V_{\Lambda}(f)\).

**Proof.** Function \(f\) has one-sided limits in every point of its domain (see Theorem 4 in [16]), what implies that it is a Borel function and hence representation (1) holds for \(B_n f\). Take \(0 \leq x_1 \leq x_2 \leq \ldots \leq x_m \leq 1\). From [20] we have that \(Z_n^{x_1} \leq \ldots \leq Z_n^{x_m}\).

Let \(\beta\) be any permutation of a set \(\{1, 2, ..., m-1\}\). Then:
\[
\sum_{j=1}^{m-1} \frac{|B_n f(x_{j+1}) - B_n f(x_j)|}{\lambda_{\beta(j)}} = \sum_{j=1}^{m-1} \frac{|E f(Z_n^{x_{j+1}}) - E f(Z_n^{x_j})|}{\lambda_{\beta(j)}} \\
\leq E \left( \sum_{j=1}^{m-1} \frac{|f(Z_n^{x_{j+1}}) - f(Z_n^{x_j})|}{\lambda_{\beta(j)}} \right) \\
\]
Now, \(Z_n^{x_1}(\omega) \leq \ldots \leq Z_n^{x_m}(\omega)\) are numbers from interval \([0, 1]\) for all \(\omega \in \Omega\) and hence for every \(\omega \in \Omega\):
\[
\sum_{j=1}^{m-1} \frac{|f(Z_n^{x_{j+1}}(\omega)) - f(Z_n^{x_j}(\omega))|}{\lambda_{\beta(j)}} \leq V_{\Lambda}(f) \\
\]
and therefore:
\[
E \left( \sum_{j=1}^{m-1} \frac{|f(Z_n^{x_{j+1}}) - f(Z_n^{x_j})|}{\lambda_{\beta(j)}} \right) \leq \int_{\Omega} V_{\Lambda}(f) dP = V_{\Lambda}(f). \\
\]

Finally:
\[
\sum_{j=1}^{m-1} \frac{|B_n f(x_{j+1}) - B_n f(x_j)|}{\lambda_{\beta(j)}} \leq V_{\Lambda}(f) \\
\]
for arbitrary \(0 \leq x_1 \leq \ldots \leq x_m \leq 1\) and permutation \(\beta\), what implies that \(V_{\Lambda}(B_n f) \leq V_{\Lambda}(f)\). \(\square\)

Now we are going to conclude from Theorem 1 the \(\Lambda\)-variation diminishing property of the Kantorovich polynomials. Recall that if \(f \in \text{ABV}\), then \(f\) is a bounded Borel function, therefore it is integrable, hence the Kantorovich polynomials of this function may be considered. We start with an easy observation:

**Proposition 2.** If \(f \in L^1[0, 1], \ [a, b] \subseteq [0, 1]\) then there exist \(x_1, x_2 \in (a, b)\) such that:
\[
\frac{1}{b-a} \int_a^b f(t) dt \leq f(x_1), \quad \text{and} \quad \frac{1}{b-a} \int_a^b f(t) dt \geq f(x_2). \\
\]
We say that a point \( x \in (0, 1) \) is a point of varying monotonicity of a function \( f : [0, 1] \to \mathbb{R} \) if there is no neighbourhood of \( x \) on which \( f \) is strictly monotone or constant. The points 0 and 1 are said to be points of varying monotonicity of \( f \) if \( f \) is non-constant on every neighbourhood of 0 or 1, respectively. The set of all points of varying monotonicity of a function \( f \) will be denoted by \( M_f \). According to [17], this concept was introduced in [5].

**Theorem 2.** If \( \Lambda \) is a \( \Lambda \)-sequence, \( f \in ABV \), then \( V_\Lambda(K_nf) \leq V_\Lambda(f) \).

**Proof.** Let us define a function \( g \) as a piecewise linear function such that:

\[
g\left(\frac{k}{n}\right) = (n + 1) \int_{\frac{k-1}{n+1}}^{\frac{k}{n+1}} f(t) \, dt, \quad k = 0, 1, \ldots, n
\]

It is clear that \( K_nf = B_ng \) and therefore it suffices to prove that \( V_\Lambda(g) \leq V_\Lambda(f) \), since \( V_\Lambda(K_nf) = V_\Lambda(B_ng) \leq V_\Lambda(g) \) from Theorem 1.

It is trivial if \( g \) is constant. Take any partition \( 0 = x_1 < \ldots < x_m = 1 \) of \([0,1]\) such that \( |g(x_{i+1}) - g(x_i)| > 0 \) for \( i = 1, \ldots, m - 1 \). We may assume that \( x_k \in M_g \) for \( k = 1, \ldots, m \) (see Proposition 1.1 in [17]) and therefore that \( x_k = \frac{i_k}{n} \) for certain natural \( i_k \leq n \) and every \( k = 1, \ldots, m \), since only such points are points of varying monotonicity of \( g \). Moreover, we may assume that for \( k = 1, \ldots, m - 2 \) the sequence \( g(\frac{i_k}{n}), g(\frac{i_{k+1}}{n}), g(\frac{i_k}{n}) \) is not monotone. Indeed, if it is monotone then for an arbitrary permutation \( \beta \) of the set \( \{1, \ldots, m-1\} \):

\[
\frac{|g(\frac{i_{k+1}}{n}) - g(\frac{i_k}{n})|}{\lambda_{\beta(k)}} + \frac{|g(\frac{i_{k+1}}{n}) - g(\frac{i_{k+2}}{n})|}{\lambda_{\beta(k+1)}} \leq \frac{|g(\frac{i_{k+2}}{n}) - g(\frac{i_k}{n})|}{\min(\lambda_{\beta(k+1)}, \lambda_{\beta(k)})}.
\]

Now, take \( k = 1, \ldots, m \). If \( g(\frac{i_k}{n}) \) is greater than values of \( g \) at neighbouring points of our partition, then using Proposition 2 we define \( t_k \) as a point from \( (\frac{i_k}{n+1}, \frac{i_{k+1}}{n+1}) \) such that:

\[
f(t_k) \geq (n + 1) \int_{\frac{i_k}{n+1}}^{\frac{i_{k+1}}{n+1}} f(t) \, dt = g\left(\frac{i_k}{n}\right).
\]

Similarly, if \( g(\frac{i_{k+1}}{n}) \) is less than values of \( g \) at neighbouring points of our partition, then we define \( t_k \) as a point from \( (\frac{i_{k-1}}{n+1}, \frac{i_k}{n+1}) \) such that:

\[
f(t_k) \leq (n + 1) \int_{\frac{i_{k-1}}{n+1}}^{\frac{i_k}{n+1}} f(t) \, dt = g\left(\frac{i_k}{n}\right).
\]

Obviously, \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_m \leq 1 \) and:

\[
\sum_{k=1}^{m-1} \frac{|g(\frac{i_{k+1}}{n}) - g(\frac{i_k}{n})|}{\lambda_{\beta(k)}} \leq \sum_{k=1}^{m-1} \frac{|f(t_{k+1}) - f(t_k)|}{\lambda_{\beta(k)}}.
\]

The initial partition and the permutation \( \beta \) were arbitrary, hence \( V_\Lambda(g) \leq V_\Lambda(f) \).

\[\square\]

3. Other notions of \( \Lambda \)-variation

Apart from the regular \( \Lambda \)- and \( \varphi \)-variation presented in the previous sections there are considered also other, related concepts of variation. Some of them will be described below.
If $\mathcal{I}$ is a finite sequence of intervals contained in $[0, 1]$, then let us denote by $||\mathcal{I}||$ the length of the longest interval in this sequence. Further, define for a function $f : [0, 1] \to \mathbb{R}$:

$$V_{\Lambda, \delta}(f) = \sup \sigma_{\Lambda}(f, \mathcal{I})$$

where the supremum is taken over all finite sequences $\mathcal{I}$ of nonoverlapping closed intervals with $||\mathcal{I}|| \leq \delta$, contained in $[0, 1]$. The following quantity is called the Wiener $\Lambda$-variation of a function $f : [0, 1] \to \mathbb{R}$:

$$W_{\Lambda}(f) = \lim_{\delta \to 0+} V_{\Lambda, \delta}(f).$$

Similarly, define:

$$V_{\varphi, \delta}(f) = \sup \sum_{i=1}^{n-1} \varphi(|f(x_{i+1}) - f(x_i)|)$$

where supremum is taken over all finite sequences $0 \leq x_1 < ... < x_n \leq 1$ with $x_{i+1} - x_i \leq \delta$. The value:

$$V_{\varphi}^*(f) = \lim_{\delta \to 0+} V_{\varphi, \delta}(f).$$

is called the fine $\varphi$-variation of $f$.

In [2] the authors prove under some assumptions on $\varphi$ and $f$ that:

$$V_{\varphi}^*(B_n f) \leq V_{\varphi}^*(f)$$

This observation becomes trivial in the case of the $\Lambda$-variation of a function defined on the interval $[0, 1]$, due to the following proposition:

**Proposition 3.** If $\Lambda$ is a proper $\Lambda$-sequence, $f : [0, 1] \to \mathbb{R}$ is a Lipschitz function with Lipschitz constant $L$, then $W_{\Lambda}(f) = 0$.

**Proof.** Take $\varepsilon > 0$. Let $m$ be such that $\frac{m\delta}{\lambda_m} < \frac{\varepsilon}{2}$ and $\delta > 0$ such that $\frac{mL\delta}{\lambda_1} < \frac{\varepsilon}{2}$. Let $\mathcal{I} = \{I_1, ..., I_k\}$ be any finite sequence of intervals such that $||\mathcal{I}|| \leq \delta$. If $k > m$ then:

$$\sum_{j=1}^{k} \frac{|f(I_j)|}{\lambda_j} = \sum_{j=1}^{m} \frac{|f(I_j)|}{\lambda_j} + \sum_{j=m+1}^{k} \frac{|f(I_j)|}{\lambda_j} \leq \frac{mL\delta}{\lambda_1} + \frac{L}{\lambda_m} \sum_{j=m+1}^{k} |I_j| \leq \frac{mL\delta}{\lambda_1} + \frac{L}{\lambda_m} < \varepsilon.$$

Similarly if $k \leq m$.

One may ask if it is true that $V_{\delta, \Lambda}(B_n f) \leq V_{\delta, \Lambda}(f)$ for every $\delta > 0$ and natural $n$. Suprisingly, we can give a counterexample to this claim. Let:

$$f(x) = \begin{cases} 
1.5x & 0 \leq x < \frac{1}{3} \\
0.5 & \frac{1}{3} \leq x < \frac{2}{3} \\
1.5x - 0.5 & \frac{2}{3} \leq x \leq 1
\end{cases}$$

The function $f$ is a piecewise linear function such that $f(0) = 0$, $f(\frac{1}{3}) = 0.5$, $f(\frac{2}{3}) = 0.5$, $f(1) = 1$. We shall prove that $V_{\delta, \Lambda}(B_n f) > V_{\delta, \Lambda}(f)$ for every natural $n$, $\Lambda$ such that $\lambda_1 < \lambda_2$ and $1 > \delta > \frac{\varepsilon}{2}$.

First, we are going to prove that the partition $\mathcal{I} = \{[0, \delta], [\delta, 1]\}$ has the property that $\sigma_{\Lambda}(f, \mathcal{I}) = V_{\Lambda, \delta}(f)$. Let $\omega$ be the modulus of continuity of $f$, $\omega(\varepsilon) = \sup\{|f(t_1) - f(t_2)| : |t_1 - t_2| \leq \varepsilon\}$ for $\varepsilon > 0$. Observe that from the monotonicity and
the continuity of $f$, there exists $x_0 \leq 1 - \delta < \frac{1}{3}$ such that $\omega(\delta) = f(x_0 + \delta) - f(x_0)$. Obviously, $x_0 + \delta \geq \frac{2}{3}$ and therefore:

$$\omega(\delta) = f(x_0 + \delta) - f(x_0) = 1.5(x_0 + \delta) - 0.5 - 1.5x_0 = 1.5\delta - 0.5 = |f(\delta) - f(0)|.$$ 

**Observation 1.** If $I' = \langle I_1, I_2, ..., I_m \rangle$ is an arbitrary sequence of nonoverlapping, closed intervals with $\|I'\| \leq \delta$, then:

$$\sigma_\Lambda(f, I') \leq \sigma_\Lambda(f, I) = \frac{|f(\delta) - f(0)|}{\lambda_1} + \frac{|f(1) - f(\delta)|}{\lambda_2}.$$ 

**Proof.** Obviously $|f(I_1)| \leq \omega(\delta) = |f(\delta) - f(0)|$ and therefore:

$$\frac{|f(\delta) - f(0)| - |f(I_1)|}{\lambda_1} \geq \frac{|f(\delta) - f(0)| - |f(I_1)|}{\lambda_2}.$$ 

From the monotonicity of $f$ we get $|f(I_1)| + |f(I_2)| + ... + |f(I_m)| \leq 1$ and $|f(\delta) - f(0)| + |f(1) - f(\delta)| = 1$. Using both this facts:

$$\frac{|f(\delta) - f(0)|}{\lambda_1} + \frac{|f(1) - f(\delta)|}{\lambda_2} =$$

$$= \frac{|f(I_1)|}{\lambda_1} + \frac{|f(1) - f(\delta)|}{\lambda_2} + \frac{|f(\delta) - f(0)| - |f(I_1)|}{\lambda_1} \geq$$

$$\geq \frac{|f(I_1)|}{\lambda_1} + \frac{|f(1) - f(\delta)|}{\lambda_2} + \frac{|f(\delta) - f(0)| - |f(I_1)|}{\lambda_2} =$$

$$= \frac{|f(I_1)|}{\lambda_1} + \frac{1 - |f(I_1)|}{\lambda_2} \geq$$

$$\geq \frac{|f(I_1)|}{\lambda_1} + \frac{|f(I_2)|}{\lambda_2} + |f(I_3)| + ... + |f(I_m)| \geq \sigma_\Lambda(f, I').$$

**Observation 1** allows us to claim that:

$$V_{\delta, \Lambda}(f) = \frac{|f(\delta) - f(0)|}{\lambda_1} + \frac{|f(1) - f(\delta)|}{\lambda_2}.$$ 

**Observation 2.** $B_n f(\delta) > f(\delta)$.

**Proof.** Let us notice that the Bernstein operators are positive, i.e. nonnegativity of a function $h$ implies nonnegativity of $B_n h$ and therefore if we put $g(x) = 1.5x - 0.5$, then $f - g \geq 0$ and $B_n(f - g) \geq 0$. From linearity of the Bernstein operator $B_n f \geq B_n g = g$. The last equality follows from the fact that $B_n h = h$ for an arbitrary linear function $h$ (see the beginning of the chapter 3.2 in [10]). In particular we have $B_n f(\delta) \geq f(\delta) = g(\delta)$, since $\delta > \frac{2}{3}$.

Now it suffices to show that the assumption $B_n f(\delta) = f(\delta)$ leads to a contradiction. Note that this equality implies that $B_n f(\delta) = g(\delta) = B_n g(\delta)$. Using the monotonicity of $f - g$ and the preservation of monotonicity by the Bernstein polynomials (Proposition 1) we know that $B_n(f - g)(\delta) \geq B_n(f - g)(x) \geq 0$ for $x \geq \delta$, but then $B_n(f - g)(x) = 0$ for $x \geq \delta$, since $B_n(f - g)(\delta) = 0$, and thereby $B_n(f - g)(x) = 0$ for all $x \in [0, 1]$. But observe that $f(0) > g(0)$, hence $B_n f(0) > B_n g(0)$ directly from the definition of the Bernstein polynomials, what is a desired contradiction. 

□
From Observation 2

(4) \(|B_n f(\delta) - B_n f(0)| - |f(\delta) - f(0)| = (B_n f(\delta) - B_n f(0)) - (f(\delta) - f(0)) > 0\)

Using the monotonicity of \(f\) and the preservation of monotonicity by \(B_n\):

(5) \(|f(1) - f(\delta)| + |f(\delta) - f(0)| = 1 \quad |B_n f(1) - B_n f(\delta)| + |B_n f(\delta) - B_n f(0)| = 1\)

Now:

\[
\left(\frac{|B_n f(\delta) - B_n f(0)|}{\lambda_1} + \frac{|B_n f(1) - B_n f(\delta)|}{\lambda_2}\right) - \left(\frac{|f(\delta) - f(0)|}{\lambda_1} + \frac{|f(1) - f(\delta)|}{\lambda_2}\right) =
\]

\[
= \frac{|B_n f(\delta) - B_n f(0)| - |f(\delta) - f(0)|}{\lambda_1} - \frac{|f(1) - f(\delta)| - |B_n f(1) - B_n f(\delta)|}{\lambda_2} >
\]

\[
> \frac{|B_n f(\delta) - B_n f(0)| - |f(\delta) - f(0)|}{\lambda_2} - \frac{|f(1) - f(\delta)| - |B_n f(1) - B_n f(\delta)|}{\lambda_2} = 0.
\]

In the inequality above we needed the assumption that \(\lambda_1 < \lambda_2\) and (4). The last equality follows from (5). Finally \(V_{\Lambda,\delta}(B_n f) > V_{\Lambda,\delta}(f)\) from (3).

**Remark.** In [6] the authors defined so-called lower \(\Lambda\)-variation. For a real valued function \(f\) on \([0, 1]\) we define the lower \(\Lambda\)-variation of \(f\) as:

\[
\text{var}_\Lambda(f) = \inf \{V_{\Lambda}(g) : f = g \text{ a.e.}\}
\]

Let:

\[
\Lambda BV = \{f \in L^1 : \text{var}_\Lambda(f) < \infty\}.
\]

This space is a Banach space with the norm \(\|f\|_\Lambda = \|f\|_1 + \text{var}_\Lambda(f)\). A function \(f \in \Lambda BV\) is called a good representative of its equivalence class in the space \(L^1\) if \(V_{\Lambda}(f) = \text{var}_\Lambda(f)\).

Note that the Kantorovich operator is well-defined on this space. Theorem 2 tells us that:

\[
V_{\Lambda}(K_n f) \leq \text{var}_\Lambda(f)
\]

for \(f \in \Lambda BV\). Moreover, Theorem 8 in [6] states that continuous functions are good representatives and therefore:

\[
\text{var}_\Lambda(K_n f) \leq \text{var}_\Lambda(f)
\]

i.e. the Kantorovich operators diminish the lower \(\Lambda\)-variation.

### 4. Applications in \(\Lambda BV\) spaces

We begin this section with several propositions generalizing Lorentz’s results described in [1], Theorems 1.7.1 and 1.7.2. Let us define for nonempty \(K \subseteq [0, 1]\) and \(f : [0, 1] \to \mathbb{R}\):

\[
V_{\Lambda}(f, K) = \sup \sigma_{\Lambda}(f, I)
\]

where supremum is taken over all finite sequences of nonoverlapping closed intervals whose endpoints are in \(K\). The following statement is a straightforward generalization of the analogous result in the case of the regular variation. The elementary proof will be omitted.

**Proposition 4.** If \(\Lambda\) is a \(\Lambda\)-sequence, \(K \subseteq [0, 1]\) is nonempty, \(f_n(x) \to f(x)\) for every \(x \in K\), then:

\[
V_{\Lambda}(f, K) \leq \liminf_{n \to \infty} V_{\Lambda}(f_n, K).
\]

In particular, if \(f\) is not of bounded \(\Lambda\)-variation, then \(\lim_{n \to \infty} V_{\Lambda}(f_n) = \infty\).
Obviously, the Bernstein polynomials of a continuous function $f$ tend to $f$ pointwise and therefore we have the following proposition. Recall that $\|f\|_\Lambda = V_\Lambda(f) + |f(0)|$.

**Proposition 5.** If $\Lambda$ is a $\Lambda$-sequence, $f \in C \Lambda BV$, then:

$$\lim_{n \to \infty} \|B_n f\|_\Lambda = \|f\|_\Lambda.$$  

**Proof.** Theorem 4 implies that $\limsup_{n \to \infty} V_\Lambda(B_n f) \leq V_\Lambda(f)$. Proposition 4 however, yields that $\liminf_{n \to \infty} V_\Lambda(B_n f) \geq V_\Lambda(f)$. The conclusion follows, since $B_n f(0) = f(0)$ for every natural $n$. \hfill $\square$

**Proposition 6.** If $\Lambda$ is a $\Lambda$-sequence, then:

$$C \Lambda BV = \{ f \in C[0,1] : \sup_{n \in \mathbb{N}} \|B_n f\|_\Lambda < \infty \}.$$  

**Proof.** If $f \in \Lambda BV$, then $\sup_n \|B_n f\|_\Lambda \leq \|f\|_\Lambda$. If $f \not\in \Lambda BV$, then $\limsup_{n \to \infty} V_\Lambda(B_n f) = \infty$ from Proposition 4. \hfill $\square$

In Propositions 5 and 6 we had to restrict to continuous functions, since discontinuous functions in general do not have the property that $B_n f \to f$ pointwise. In the case of discontinuous functions it is necessary to add some further assumptions on $f$.

For arbitrary $f : [0,1] \to \mathbb{R}$, let $K_f$ be the set of points of continuity of $f$, and $0$ and $1$. Further, denote by $\mathfrak{A}$ the set of all bounded functions with one-sided limits at every point of $(0,1)$ and such that $\min\{f(x^-), f(x^+)\} \leq f(x) \leq \max\{f(x^-), f(x^+)\}$. If $f \in \Lambda BV$ for some $\Lambda$-sequence $\Lambda$, then $f$ admits the first one of these properties but not necessarily the second one (Theorem 4 in [16]). Observe that from the first property we may conclude that the set of points of discontinuity of a function from $\mathfrak{A}$ is at most countable. Indeed, if $f \in \mathfrak{A}$, then this set is the union of the sets $E_n = \{ x \in [0,1] : |f(x^+) - f(x^-)| > \frac{1}{n} \}$ for $n = 1, 2, \ldots$ and each $E_n$ is finite from the compactness of $[0,1]$ and the definition of the family $\mathfrak{A}$.

We are ready to formulate the next lemma.

**Lemma 1.** If $\Lambda$ is a $\Lambda$-sequence, $f \in \mathfrak{A}$, then $V_\Lambda(f, K_f) = V_\Lambda(f)$.

**Proof.** It is trivial when $f$ is constant. Obviously, $V_\Lambda(f, K_f) \leq V_\Lambda(f)$. Let $0 = x_1 < \ldots < x_m = 1$ be an arbitrary partition of $[0,1]$ such that $|f(x_{k+1}) - f(x_k)| > 0$ for $k = 1, \ldots, m - 1$. Using the same argument as in the proof of Theorem 2, we may assume that for $k = 1, \ldots, m - 2$ the sequence $f(x_k), f(x_{k+1}), f(x_{k+2})$ is not monotone. Put:

$$\delta = \frac{1}{2} \min_{i=1, \ldots, m-1} |x_{i+1} - x_i|.$$  

Take $\varepsilon > 0$ such that:

$$\varepsilon < \min_{i=1, \ldots, m-1} \frac{|f(x_{i+1}) - f(x_i)|}{\lambda_i}.$$  

We construct a new partition $t_1 < t_2 < \ldots < t_m$ in the following way: let $t_1 = x_1$, $t_m = x_m$. If $x_k$ is a point of continuity of $f$, then put $t_k = x_k, k = 2, \ldots, m - 1$. If $x_k$ for $k = 2, \ldots, m - 1$ is a point of discontinuity, then let $t_k$ be any point of continuity such that $|x_k - t_k| < \delta$ and:
Proposition 9. First, let us give the proof of the following proposition.

Further, (6) implies that for $k = 1, \ldots, m - 1$ and the set of points of discontinuity of $f$ is at most countable. For every $k$ we have $|x_k - t_k| < \delta$, hence $t_1 < t_2 < \ldots < t_m$ is a partition of $[0, 1]$. Observe that:

$$\frac{\lambda_1 \varepsilon}{m - 1} \sum_{i=1}^{m-1} \frac{1}{\lambda_\beta(j)} \leq \frac{\lambda_1 \varepsilon}{m - 1} \frac{m - 1}{\lambda_1} = \varepsilon.$$

Further, (6) implies that for $k = 1, \ldots, m - 2$ the sequence $f(t_k), f(t_{k+1}), f(t_{k+2})$ is not monotone and therefore for an arbitrary permutation $\beta$ of the set $\{1, \ldots, m - 1\}$ we have:

$$\sum_{j=1}^{m-1} \left| \frac{f(t_{j+1}) - f(t_j)}{\lambda_\beta(j)} \right| \geq \sum_{j=1}^{m-1} \left| \frac{f(x_{j+1}) - f(x_j)}{\lambda_\beta(j)} \right| - \frac{\lambda_1 \varepsilon}{m - 1} \sum_{i=1}^{m-1} \frac{1}{\lambda_\beta(j)} \geq \sum_{j=1}^{m-1} \left| \frac{f(x_{j+1}) - f(x_j)}{\lambda_\beta(j)} \right| - \varepsilon.$$

Since the inequality remains valid for any partition $x_1 < \ldots < x_m$ and any $\varepsilon > 0$ we can observe that $V_\Lambda(f, K_f) \geq V_\Lambda(f)$.

Proofs of the next two propositions follow from Lemma 1, Proposition 4, Theorem 1 and the fact that $B_n f(x) \to f(x)$ at every point of continuity $x$ of the function $f$ (Theorem 1.1.1. in [14]).

Proposition 7. If $\Lambda$ is a $\Lambda$-sequence, $f \in \mathfrak{A}$, then:

$$\lim_{n \to \infty} \|B_n f\|_\Lambda = \|f\|_\Lambda.$$

Proposition 8. If $\Lambda$ is a $\Lambda$-sequence, $f \in \mathfrak{A}$, then $f$ is of bounded $\Lambda$-variation if and only if $\sup_n \|B_n f\|_\Lambda < \infty$.

Let us now concentrate on the problem of a convergence of sequences $(B_n f)_n$ and $(K_n f)_n$ to $f$ in the $\| \cdot \|_\Lambda$ norm and thereby on the main result of this section. First, let us give the proof of the following proposition.

Proposition 9. If $\Lambda$ is a proper $\Lambda$-sequence, then $\Lambda BV_c$ and $CABV_c$ are closed subspaces of $ABV$ in the $\| \cdot \|_\Lambda$ norm.

Proof. For every $f \in ABV$ we have $V_{\Lambda(1)}(f) \geq V_{\Lambda(2)}(f) \geq \ldots$. We deduce from this observation that if $f \notin \Lambda BV_c$, then there exists $\varepsilon > 0$ such that $V_{\Lambda(m)}(f) \geq \varepsilon$ for every natural $m$. Take an arbitrary $g \in ABV$ such that $\|f - g\|_\Lambda < \frac{\varepsilon}{2}$. Obviously, $V_{\Lambda(m)}(f - g) < \frac{\varepsilon}{2}$ for every natural $m$ and therefore $V_{\Lambda(m)}(g) \geq \frac{\varepsilon}{2}$ for every natural $m$ from the reverse triangle inequality (recall that the $\Lambda$-variation is a seminorm). However, this implies that $g \notin \Lambda BV_c$, what proves that $\Lambda BV_c$ is a closed subspace of $ABV$. The space $CABV_c$ is a closed subspace as an intersection of two closed subspaces. 

As it was mentioned in the introduction, the space $CABV_c$ appeared in the theory of the $\Lambda$-variation mainly due to good properties of Fourier series of functions from this space. This led Waterman to ask about a characterization of the space.
$ABV_\Lambda$ (see [22]). He also expressed a suspicion (see [21]) that not every function of bounded $\Lambda$-variation is continuous in $\Lambda$-variation. An example of such function was given initially in [11] but in fact the most beautiful confirmation of Waterman’s conjecture was provided by F. Prus-Wiśniewski in [18], where he defined the Shao-Sablin index $S_\Lambda$ of a $\Lambda$-sequence $\Lambda$ as:

$$S_\Lambda = \limsup_{n \to \infty} \frac{\sum_{i=1}^{2n} \frac{1}{\lambda_i}}{\sum_{i=1}^{n} \frac{1}{\lambda_i}}$$

and proved the theorem (Theorem 3.1 in [18]):

**Theorem 3** (Prus-Wiśniewski). If $\Lambda$ is a proper $\Lambda$-sequence, then the following statements are equivalent:

(i) The space $CABV_\Lambda$ is separable
(ii) $CABV_\Lambda = CABV$
(iii) $ABV_\Lambda = ABV$
(iv) $S_\Lambda < 2$.

Several other characterizations of $ABV_\Lambda$ and $CABV_\Lambda$ being an answer or partial answer to Waterman’s question from [22] have been published over last three decades, for instance:

**Theorem 4** ([20]). If $\Lambda$ is a proper $\Lambda$-sequence, then $f \in ABV_\Lambda$ if and only if there exists $\Lambda$-sequence $\Gamma$ such that $\frac{W_\Lambda}{\lambda_n} \to 0$ and $f \in \Gamma BV$.

**Theorem 5** ([19], Theorem 2). If $\Lambda$ is a proper $\Lambda$-sequence, then $f \in CABV_\Lambda$ if and only if $W_\Lambda(f) = 0$.

**Theorem 6** ([19], Theorem 3). If $\Lambda$ is a proper $\Lambda$-sequence, then $ABV_\Lambda$ is the closure of the set of all step functions of bounded $\Lambda$-variation in the $\| \cdot \|_\Lambda$-norm.

For more theorems in this spirit involving also other notions of the $\Lambda$-variation see [19]. Now we give the proof of the main result of this section with three interesting corollaries.

**Theorem 7.** If $\Lambda$ is a proper $\Lambda$-sequence, then $\|B_nf - f\|_\Lambda \to 0$ if and only if $f \in CABV_\Lambda$.

**Proof.** $CABV_\Lambda$ is a closed subspace of $ABV$ containing the space of all polynomials, what may be concluded from Theorem 5 and Proposition 3. It implies that if $\|B_nf - f\|_\Lambda \to 0$ then $f \in CABV_\Lambda$.

Assume that $f \in CABV_\Lambda$. Take $\varepsilon > 0$. There exists such $m$ that $V_\Lambda(m)(f) \leq \frac{\varepsilon}{2}$. The $\Lambda$-variation diminishing property implies that $V_\Lambda(m)(B_nf) \leq \frac{\varepsilon}{2}$ for every natural $n$. Moreover, there exists $N \in \mathbb{N}$ such that:

$$\|B_nf - f\|_\infty \leq \frac{\varepsilon \lambda_1}{6m}$$

for $n \geq N$.

Let $\langle I_1, ..., I_k \rangle$ be any sequence of nonoverlapping intervals contained in $[0, 1]$. If $k > m$, then:

$$\sum_{j=1}^{k} \frac{|(B_nf - f)(I_j)|}{\lambda_j} = \sum_{j=1}^{m} \frac{|(B_nf - f)(I_j)|}{\lambda_j} + \sum_{j=m+1}^{k} \frac{|(B_nf - f)(I_j)|}{\lambda_j} \leq$$
For every constant function $f$, denotes the standard norm in the space of linear operators from $\Lambda$

$$\| \cdot \|_{\Lambda}$$

Proof. Obviously, now it suffices to prove that the space of polynomials is separable, Theorem 1 and Theorem 7. Rather technical and long. Observe that in our proof of this statement we use only

Remark. In the proof of Theorem [1] only two properties of the Bernstein polynomials were significant: that $\| B_n f - f \|_{\infty} \to 0$ for any continuous function $f$ and that the Bernstein polynomials diminish the $\Lambda$-variation. The Kantorovich polynomials also have these properties. Indeed, the first one follows from chapter 10, paragraph 6 in [9] and the second one from Theorem 2. Therefore, we may prove in a very similar way that $\| K_n f - f \|_{\Lambda} \to 0$ if and only if $f \in CABV_c$.

Corollary 1. If $\Lambda$ is a proper $\Lambda$-sequence, then $CABV_c$ is the closure of the space of polynomials in the $\| \cdot \|_{\Lambda}$ norm.

This is a partial answer to Waterman’s question from [22]. Before the next corollary let us recall that for every function $f \in C^1[0,1]$, in particular for every polynomial, we have:

$$V(f) = \int_0^1 |f'(x)| \, dx$$

The first proof of the next corollary was given by Prus-Wiśniowski in [17] and was rather technical and long. Observe that in our proof of this statement we use only Theorem [1] and Theorem [7]

Corollary 2. If $\Lambda$ is a proper $\Lambda$-sequence, then $CABV_c$ is separable.

Proof. Obviously, now it suffices to prove that the space of polynomials is separable in the $\| \cdot \|_{\Lambda}$ norm. We may easily show using (7) that for every polynomial $f$ and $\varepsilon > 0$ there exists a polynomial $g$ with rational coefficients such that $V(f - g) < \varepsilon$. For $f, g \in BV$ we have that $V_\Lambda(f - g) \leq \lambda_1^{-1} V(f - g)$ and the conclusion follows.

The Bernstein operators are linear operators from $ABV$ to $\Lambda BV$. Moreover, Theorem [1] tells us that these operators are also continuous and $\| B_n \| \leq 1$, where $\| \cdot \|$ denotes the standard norm in the space of linear operators from $\Lambda BV$ to $\Lambda BV$. For every constant function $f$ we have $B_n f = f$ (the beginning of the chapter 3.2 in [10]), what guarantees that $B_n$ is not a contraction and therefore $\| B_n \| = 1$. The Bernstein operators are finite dimensional, continuous operators and hence are compact.

Now we use this fact to prove the characterization of compactness. At the end of chapter 2.1 of [14] the author gives the criterion of compactness in $L^p$ spaces based on the very similar idea with Kantorovich polynomials. Another characterization was provided by Prus-Wiśniowski (cf. [17]). Some other results about compactness in $ABV$ spaces were recently given also by Bugajewski et al (see [5]).

Corollary 3. If $\Lambda$ is a proper $\Lambda$-sequence, $K \subseteq CABV_c$ is bounded and closed, then $K$ is compact if and only if $\| B_n f - f \|_{\Lambda} \to 0$ uniformly for all $f \in K$.  

$$\leq \frac{1}{\lambda_1} \sum_{j=1}^m |(B_n f - f)(I_j)| + \sum_{j=m+1}^k \frac{|B_n f(I_j)|}{\lambda_j} + \sum_{j=m+1}^k \frac{|f(I_j)|}{\lambda_j} \leq$$

$$\leq \frac{1}{\lambda_1} \cdot 2m \cdot \frac{\varepsilon \lambda_1}{6m} + V_{\Lambda(m)}(B_n f) + V_{\Lambda(m)}(f) \leq \varepsilon$$

for $n \geq N$. Similarly if $k \leq m$. Hence, using also fact that $|(B_n f - f)(0)| = 0$:

$$\| B_n f - f \|_{\Lambda} \leq \varepsilon$$

for $n \geq N$. Since $\varepsilon$ was arbitrary, our theorem is proved. $$\Box$$
Let $f \in K$.

Assume that $f$ is totally bounded. Set $\epsilon > 0$. There exists $n$ such that $\|B_n f - f\|_\Lambda < \frac{\epsilon}{3}$ for $f \in K$. Operator $B_n$ is compact, $K$ is bounded and hence $B_n K$ is totally bounded. There exists $f_1, f_2, \ldots, f_m \in K$ such that $B_n K \subseteq \bigcup_{i=1}^m B \left( B_n f_i, \frac{\epsilon}{3} \right)$. If $f \in K$, then there exists $k$ such that $\|B_n f - B_n f_k\|_\Lambda < \frac{\epsilon}{3}$, hence $\|B_n f_k - f\|_\Lambda < \epsilon$. Since $\epsilon$ was arbitrary, we have that $K$ is totally bounded.

Now, assume that $K$ is compact. There exist $f_1, \ldots, f_k \in K$ such that $K \subseteq \bigcup_{i=1}^k B \left( f_i, \frac{\epsilon}{3} \right)$. Let $N$ be such that $\|B_n f_i - f_i\|_\Lambda < \frac{\epsilon}{3}$ for $i = 1, 2, \ldots, k$, $n \geq N$. Let $f \in K$. There exists $m$ such that $f \in B \left( f_m, \frac{\epsilon}{3} \right)$. Now for $n \geq N$:

$$\|B_n f - f\|_\Lambda \leq \|B_n\| \|f - f_m\|_\Lambda + \|B_n f_m - f_m\|_\Lambda + \|f_m - f\|_\Lambda < \epsilon.$$  □
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