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Abstract

The theory of Mellin transform is an incredibly useful tool in evaluating some of the well
known results for the zeta function. Ramanujan in his quarterly reports [B. Ber I] gave a
theorem for Mellin transform which is now known as Ramanujan’s master theorem [T. Amd].
In this paper, we have derived some extended versions of Ramanujan’s master theorem based
on our previous results [O. Ata] and applied them to some special functions such as known as
the Riesz function $R(z)$ and generalized binomial function. Some asymptotic expansions using
extended Ramanujan’s master theorem are also derived.

1 Introduction

1.1. In [M. Rie], Riesz defined the following function of a complex variable $z$

$$R(z) := \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(n-1)! \zeta(2n)} z^n.$$ (1)

The above functions is now known as the Riesz function. The radius of convergence of $R(z)$ is infinite
because as $n \to \infty$, $\zeta(2n) \to 1$. Riesz conjectured that the Riemann hypothesis is equivalent to the
condition that $\forall \epsilon > 0$ as $x \to \infty$ in $\mathbb{R}$, $R(x) \ll x^{\frac{1}{4} + \epsilon}$. This is known as the Riesz criterion.

1.2. Hardy and littlewood [G. Har] published similar series equivalence for the Riemann hypothesis
by defining the function

$$H(x) := \sum_{n=1}^{\infty} \frac{(-1)^n}{n! \zeta(2n+1)} x^n.$$ (2)

They conjectured that the Riemann hypothesis is equivalent to the condition that $\forall \delta > 0$ as $x \to \infty$,
$H(x) = O \left( x^{-\frac{1}{2} + \delta} \right)$.

1.3. Ramanujan in his quarterly reports [B. Ber I] derived the following theorem. If $f$ has expansion
of the form

$$f(x) = \sum_{n=0}^{\infty} (-1)^n \frac{\phi(n)}{n!} x^n$$ (3)
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where \( \phi(n) \) has a natural and continuous extension such that \( \phi(0) \neq 0 \), then for \( n > 0 \), we have

\[
\int_0^\infty x^{n-1} \left( \sum_{n=0}^{\infty} (-1)^n \frac{\phi(n)}{n!} x^n \right) dx = \phi(-n)\Gamma(n),
\]

(4)

where \( n \) is any positive integer. Ramanujan’s method for deriving his master’s theorem was unconventional and his theorem had a problem with convergence of the integral. Hardy established some boundaries to the value of \( \phi \) and derived a theorem that is in all respect convergent. Following is Hardy’s version of the above theorem. Let \( \varphi(z) \) be an analytic (single-valued) function, defined on a half-plane \( H(\delta) = \{ z \in C : \Re(z) \geq -\delta \} \) for some \( 0 < \delta < 1 \). Suppose that, for some \( A < \pi, \phi \) satisfies the growth condition \( |\phi(u + iw)| < Ce^{P(u+|A|^W|vz = v + iw \in H(\delta). \) Let \( 0 < x < e^{-p} \) the growth condition shows that the series \( \Phi(x) = \phi(0) - x\phi(1) + x^2\phi(3) \ldots \) converges. The residue theorem yields

\[
\Phi(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{\pi}{\sin \pi s} \phi(-s)x^{-s} ds
\]

(5)

for any \( 0 < c < \delta \). Observe that \( \pi/\sin \pi s \) has poles at \( s = -n \) for \( n = 0, 1, 2 \ldots \) with residue \((-1)^n\). The above integral converges absolutely and uniformly for \( c \in (a, b) \) and \( 0 < a < b < \delta \). Using Mellin inversion formula, \( \forall 0 < \Re s < \delta \), we get

\[
\int_0^\infty x^{s-1} \{ \phi(0) - x\phi(1) + x^2\phi(3) \ldots \} dx = \frac{\pi}{\sin \pi s} \phi(-s).
\]

(6)

The substitution \( \phi(u) \to \phi(u)/\Gamma(u+1) \) in Eqn. (6) establishes Ramanujan’s master theorem in its original form (Eqn. (4)).

2 The function \( \tilde{R}(z) \)

2.1. Define the function \( \tilde{R}(z) \) for \( z \in \mathbb{C} \)

\[
\tilde{R}(z) = \sum_{n=1}^{\infty} R \left( \frac{z}{n^2} \right)
\]

(7)

Replacing \( R(z) \) in above sum with Eqn. (1) by interchanging the order of summation and using pointwise absolute convergence, it can be shown that \( \tilde{R}(z) = ze^{-z} \). Riesz [M. Rie] proved that

\[
\int_0^\infty x^{s-1} \sum_{n=1}^{\infty} R \left( \frac{x}{n^2} \right) dx = \frac{\Gamma(1 - \frac{s}{2})}{\zeta(s)}
\]

(8)

Now let \( s \in \mathbb{C} \) and \( S := [1 + \delta, 2 - \delta], 0 < \delta < \frac{1}{2} \). Then, for \( x \in (0, 1] \) using \( |R(x)| \ll x \) we have for \( \sigma \in S, |x^{-\sigma-1}R(x)| \ll x^{-\frac{\sigma}{2}} \leq x^{-\frac{1}{2} - \frac{1}{2}} \) which converges if \( \sigma = \Re s \in S \). Since \( \delta < 1 \), for \( x \in (0, \infty) \) we have \( |x^{-\sigma-1}R(x)| \ll x^{-\frac{\sigma}{2} - 1 + \frac{1}{2}} \leq x^{-1 - (\frac{1}{2} - \varepsilon)} \) which converges for \( \delta > 2\varepsilon \). Choosing \( \delta \) and \( \varepsilon \) such that \( 2\varepsilon < \delta < \frac{1}{2} \) the integral converges absolutely for \( s \in \mathbb{C} \) such that \( \sigma \in S \). Eqn. (8) can also be written as

\[
\int_0^{\infty} x^{s-1} \sum_{n=1}^{\infty} R \left( \frac{x}{n^2} \right) dx = \frac{s\Gamma(s)}{\zeta(-2s)}
\]

(9)
provided that $s$ is not a positive integer. If we compare Eqn. (9) with Eqn. (4) we get $f(x) \equiv \bar{R}(x) := \sum_{n=1}^{\infty} \frac{R\left( \frac{x}{n^2} \right)}{n^2}$. Now, using Eqn. (3) we can construct the following series representation for $\bar{R}(x)$

$$
\bar{R}(x) = \sum_{n=0}^{\infty} (-1)^{n+1} \frac{n}{n!} \xi(2n) x^n.
$$

(10)

3 On extended Ramanujan’s master theorem

3.1. Using Eqn. (4), Ramanujan proved some theorems on asymptotic expansions which are now recorded in B. Berndt’s 2nd Vol. [B. Ber II, Pg. 306]. In this section, we are going to prove similar asymptotic expansions for some extended versions of Ramanujan’s master theorem.

3.2. In [O. Ata], we proved that for $\Re s > 0$

(i)

$$
\int_{0}^{\infty} x^{s-1} \sum_{n=0}^{\infty} \phi(2n+1) \frac{(-1)^n}{(2n+1)!} x^{2n+1} dx = \phi(-s) \Gamma(s) \sin \frac{\pi s}{2},
$$

(11)

(ii)

$$
\int_{0}^{\infty} x^{s-1} \sum_{n=0}^{\infty} \phi(2n) \frac{(-1)^n}{(2n)!} x^{2n} dx = \phi(-s) \Gamma(s) \cos \frac{\pi s}{2}.
$$

(12)

Proof of Eqn. (7) and (8) is fairly simple and can be derived from the Mellin transform of $\sin ax$ and $\cos ax$ respectively in a similar way as Ramanujan derived his master’s theorem from the gamma function which is the Mellin transform of $e^{-x}$. Eqn. (12) is also derived by Ramanujan himself in his quarterly reports [[B. Ber I], Pg. 318, Corollary (i)] but his proof is quite different than the one we have presented. There is no account of Eqn. (11) is his work. Now, replace $\phi(2n+1)$ with $\frac{\phi(2n+1)}{(-1)^n}$ in Eqn. (11) and $\phi(2n)$ with $\frac{\phi(2n)}{(-1)^n}$ in Eqn. (12) to get

$$
\int_{0}^{\infty} x^{s-1} \sum_{n=0}^{\infty} \phi(2n+1) \frac{(-1)^n}{(2n+1)!} x^{2n+1} dx = (-1)^{\frac{s+1}{2}} \phi(-s) \Gamma(s) \sin \frac{\pi s}{2}
$$

(13)

and

$$
\int_{0}^{\infty} x^{s-1} \sum_{n=0}^{\infty} \phi(2n) \frac{(-1)^n}{(2n)!} x^{2n} dx = (-1)^{\frac{s}{2}} \phi(-s) \Gamma(s) \cos \frac{\pi s}{2}
$$

(14)

respectively. Using some basic properties of alternating series and definition of $f(x)$ from Eqn. (3), we get

$$
\frac{1}{2} [f(-x) - f(x)] = \sum_{n=0}^{\infty} \phi(2n+1) \frac{(2n+1)}{(2n+1)!} x^{2n+1}.
$$

(15)

and

$$
\frac{1}{2} [f(x) + f(-x)] = \sum_{n=0}^{\infty} \phi(2n) \frac{(2n)}{(2n)!} x^{2n}.
$$

(16)

Thus, we can now deduce the following theorem for Eqn. (11) and (12)
Theorem 1. For $\Re s > 0$, we have
\[ \int_{0}^{\infty} x^{s-1} [f(-x) - f(x)] \, dx = 2(-1)^{\frac{s+1}{2}} \phi(-s) \Gamma(s) \sin \frac{\pi s}{2} \] (17)
and
\[ \int_{0}^{\infty} x^{s-1} [f(x) + f(-x)] \, dx = 2(-1)^{\frac{s+1}{2}} \phi(-s) \Gamma(s) \cos \frac{\pi s}{2}. \] (18)

where $f(x)$ is defined by Eqn. (3) and is continuous on $\Omega = [-\infty, \infty]$. $\phi(s)$ is any function which has a natural and continuous extension such that $\phi(0) \neq 0$.

Throughout the sequel, we will refer to Eqn. (17) as type I interpolation and Eqn. (18) as type II interpolation. If we subtract Eqn. (18) from Eqn. (17), we get original version of Ramanujan’s master theorem.

\[ \int_{0}^{\infty} x^{s-1} f(x) \, dx = (-1)^{\frac{s+1}{2}} \phi(-s) \Gamma(s) \left( \cos \frac{\pi s}{2} - i \sin \frac{\pi s}{2} \right) \] (19)
\[ = (-1)^{\frac{s+1}{2}} \phi(-s) \Gamma(s) e^{-i\frac{\pi s}{2}} \] (20)
\[ = \phi(-s) \Gamma(s). \] (21)

To write Eqn. (17) and (18) in Hardy’s form, replace $\phi(n)$ with $\phi(n) \Gamma(n+1)$ and we get
\[ \int_{0}^{\infty} x^{s-1} \left( \sum_{n=0}^{\infty} \phi(n)x^n - \sum_{m=0}^{\infty} \phi(m)(-x)^m \right) \, dx = 2(-1)^{\frac{s+1}{2}} \Gamma(1-s) \Gamma(s) \sin \frac{\pi s}{2} \] (22)
\[ = 2(-1)^{\frac{s+1}{2}} \frac{\pi}{\sin \pi s} \sin \frac{\pi s}{2} \] (23)
and
\[ \int_{0}^{\infty} x^{s-1} \left( \sum_{n=0}^{\infty} \phi(n)(-x)^n + \sum_{m=0}^{\infty} \phi(m)x^m \right) \, dx = 2(-1)^{\frac{s+1}{2}} \Gamma(1-s) \Gamma(s) \cos \frac{\pi s}{2} \] (24)
\[ = 2(-1)^{\frac{s+1}{2}} \frac{\pi}{\sin \pi s} \cos \frac{\pi s}{2}. \] (25)

For Eqn. (23) and (25), we have to subject $\phi(n)$ and $s$ to the conditions presented in §1.3 in Hardy’s formulation of Ramanujan’s master theorem. That is, $0 < \Re s < 1$ and $|\phi(v+lw)| < Ce^{p(v+A|w|)} \forall z = v + iw \in H(\delta)$.

3.3. As an example, consider the following binomial theorem for $a > 0$:
\[ (1 + x)^{-a} = \sum_{n=0}^{\infty} \frac{\Gamma(n+a)}{\Gamma(a)} (-x)^n m! \] (26)
from which we get $\phi(s) = \frac{\Gamma(s+a)}{\Gamma(a)}$. Applying type I interpolation and type II interpolation yields

$$\int_0^\infty x^{s-1} \left( \frac{1}{(1-x)^a} - \frac{1}{(1+x)^a} \right) dx = 2(-1)^{a-s} \frac{\Gamma(a-s) \Gamma(s) \sin \pi s}{\Gamma(a)}$$ (27)

and

$$\int_0^\infty x^{s-1} \left( \frac{1}{(1+x)^a} + \frac{1}{(1-x)^a} \right) dx = 2(-1)^{a-s} \frac{\Gamma(a-s) \Gamma(s) \cos \pi s}{\Gamma(a)}$$ (28)

valid for $\Re s > 0$.

3.4. Recall from Eqn. (10) that we can write $\bar{R}(x)$ as

$$\bar{R}(x) = \sum_{n=0}^\infty (-1)^n \frac{-n}{n! \zeta(2n)} x^n. \quad (29)$$

which gives $\phi(n) = \frac{-n}{n! \zeta(2n)}$. Applying type I interpolation and type II interpolation for $s \in \mathbb{C}$ on Eqn. (29) gives

$$\int_0^\infty x^{-\frac{1}{2}-1} [\bar{R}(-x) - \bar{R}(x)] dx = 2(-1)^{\frac{1}{2}-s} \frac{\Gamma(1-\frac{1}{2}s)}{\zeta(s)} \sin \frac{\pi s}{4}$$ (30)

and

$$\int_0^\infty x^{-\frac{1}{2}-1} [\bar{R}(x) + \bar{R}(-x)] dx = 2(-1)^{1-\frac{1}{2}s} \frac{\Gamma(1-\frac{1}{2}s)}{\zeta(s)} \cos \frac{\pi s}{4}$$ (31)

From Eqn. (18), we get the following corollary.

**Corollary 1.1.** Let $\Re s > 0$ and $f(x)$ be a continuous on $\Omega = [-\infty, \infty]$. Then

$$\int_{-\infty}^\infty x^{s-1} f(x) dx = 2(-1)^{\frac{1}{2}} \phi(-s) \Gamma(s) \cos \frac{\pi s}{2}.$$

(32)

Here, $\phi(s)$ is any function which has a natural and continuous extension such that $\phi(0) \neq 0$

4 On some asymptotic expansions

4.1. From [[S. Ram I], Sec. 17][[S. Ram II], P. 196], we have the following estimate

$$\sum_{k=1}^n k^s = \zeta(-s) + \frac{(n + \frac{1}{2})^{s+1}}{s+1} + O(n^{s-1})$$ (33)

for any complex number $s$ and positive integer $n$. Using this estimate, we are going to derive an extended version of Ramanujan’s master theorem though which we can derive some asymptotic expansions. First, we will present the main result of this theorem in the form of theorem 1 and then applications will follow.
Theorem 2. For $\Re s > 0$, we have

$$\sum_{k=1}^{n} \int_{0}^{\infty} x^{s-1} f(kx) \, dx = \phi(-s) \Gamma(s) \left( \zeta(s) + \frac{(n+\frac{1}{2})^{1-s}}{1-s} + O(n^{-s-1}) \right)$$

(34)

where

$$f(x) = \sum_{v=0}^{\infty} \frac{\phi(v)(-x)^v}{v!}$$

(35)

and $\phi(0) \neq 0$.

Proof. Replace $s$ with $-s$ in Eqn. (32) and use the definition of gamma function to get

$$\sum_{k=1}^{n} \int_{0}^{\infty} x^{s-1} e^{-kx} \, dx = \Gamma(s) \left( \zeta(s) + \frac{(n+\frac{1}{2})^{1-s}}{1-s} + O(n^{-s-1}) \right).$$

(36)

Now, replace $x$ with $mx$ for $m > 0$ and then $m$ with $u^v$ where $u > 0$ and $0 \leq k < \infty$. Further, multiply both sides by $\frac{f^{(v)}(a)h^v}{v!}$ and sum on $v$ from 0 to $\infty$. Here, $f$ shall be specified later.

$$\sum_{v=0}^{\infty} \frac{f^{(v)}(a)h^v}{v!} \sum_{k=1}^{n} \int_{0}^{\infty} x^{s-1} e^{-kux} \, dx$$

(37)

$$= \sum_{v=0}^{\infty} \frac{f^{(v)}(a)h^{-s})^v}{v!} \Gamma(s) \left( \zeta(s) + \frac{(n+\frac{1}{2})^{1-s}}{1-s} + O(n^{-s-1}) \right).$$

(38)

Expand $e^{-kux}$ in it's Maclaurin series and invert the order of summation and integration to get

[B. Ber I]

$$\sum_{k=1}^{n} \int_{0}^{\infty} x^{s-1} \sum_{v=0}^{\infty} \frac{f(hu^{v} + a)(-kx)^v}{v!} \, dx = f(hu^{-s} + a) \Gamma(s) \left( \zeta(s) + \frac{(n+\frac{1}{2})^{1-s}}{1-s} + O(n^{-s-1}) \right).$$

(39)

Now, define $f(hu^{-s} + a) = \phi(-s)$ where $a, h$ and $u$ are constants and we get

$$\sum_{k=1}^{n} \int_{0}^{\infty} x^{s-1} \sum_{v=0}^{\infty} \frac{\phi(v)(-kx)^v}{v!} \, dx = \phi(-s) \Gamma(s) \left( \zeta(s) + \frac{(n+\frac{1}{2})^{1-s}}{1-s} + O(n^{-s-1}) \right).$$

(40)

This complete our proof. \[\blacklozenge\]

For simplicity purpose, we will use the following notation throughout the sequel:

$$\Delta_n(s) = \zeta(s) + \frac{(n+\frac{1}{2})^{1-s}}{1-s} + O(n^{-s-1}).$$

(41)

Furthermore, $\mathbb{Z}^-$ denotes the set of non-positive integers, $\sigma = \Re s$, $\sum_{k}^{*}$ denotes that those values of $k$ giving undefined summands are excluded from the summation.
Theorem 3. Let \( p > 0 \) and \( m \in \mathbb{C} \) and define

\[
f(x) = \sum_{v=1}^{\infty} e^{-x^v} v^{m-1}
\]  

(42)

Then, as \( x \to 0^+ \)

\[
\sum_{k=1}^{n} f(kx) \sim \frac{\Gamma\left(\frac{m}{p}\right) \Delta_n \left(\frac{m}{p}\right)}{px^r} + \sum_{l=0}^{\infty} \zeta(1 - m + pl) \frac{(-x)^l}{l!} + \frac{\zeta(1 - m + p)}{x} \left(2 + O\left(n^{-2}\right)\right)
\]  

(43)

if \( \frac{m}{p} \notin \mathbb{Z}^- \). And if \( \frac{m}{p} = -r \in \mathbb{Z}^- \), then

\[
\sum_{k=1}^{n} f(kx) \sim \frac{\Delta_n(-r)}{p} \{(H_r - \gamma) + pr - \log x\} \frac{(-x)^r}{r!} + \Delta_n(-r) \sum_{l=0}^{\infty} \zeta(1 - m + pl) \frac{(-x)^l}{l!}
\]  

\[
+ \frac{\zeta(1 - m + p)}{x} \left(2 + O\left(n^{-2}\right)\right)
\]  

(44)

where \( \gamma \) is Euler’s constant and \( H_r = \sum_{k=1}^{r} \frac{1}{k} \).

Proof. From Eqn. (33) and (42) it can be easily seen that

\[
\sum_{k=1}^{n} \int_{0}^{\infty} x^{s-1} f(kx) dx = \Gamma(s) \zeta(1 - m + ps) \Delta_n(s)
\]  

(45)

provided that \( \sigma > \sup \left\{ 0, \frac{m}{p} \right\} \). Using Mellin inversion formula, we get

\[
\sum_{k=1}^{n} f(kx) = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} \Gamma(s) \zeta(1 - m + ps) \Delta_n(s) x^{-s} ds
\]  

(46)

where \( a > \sup \left\{ 0, \frac{m}{p} \right\} \). Now, consider

\[
I_{M,T} = \frac{1}{2\pi i} \int_{\Omega_{M,T}} \Gamma(s) \zeta(1 - m + ps) \Delta_n(s) x^{-s} ds
\]  

(47)

where \( \Omega_{M,T} \) is a rectangle with vertices \( a \pm iT \) and \(-M \pm iT\), where \( T > 0 \), \( M = T + \frac{1}{2} \) and \( N > \frac{m}{p} \). For \( \frac{m}{p} \notin \mathbb{Z}^- \), the integrand has simple poles at \( s = \frac{m}{p} \) and \( s = 0, -1, -2, ..., -N \) on the interior of \( \Omega_{M,T} \). When \( \frac{m}{p} = -r \in \mathbb{Z}^- \) then there is a double pole at \( s = -r \). Furthermore, for both cases of \( \frac{m}{p} \), there is a pole at \( s = 1 \) due to \( \Delta_n(s) \). By residue theorem and using the expansions

\[
\Gamma(s) = \frac{(-1)^r}{r! (s+r)} + \frac{(-1)^r}{r!} (H_r - \gamma) + ..., 0 < |s+r| < 1
\]  

(48)
\[ \zeta(1 - m + ps) = \frac{1}{p(s + r)} + \gamma + \ldots \] (49)

and

\[ x^{-s} = x^{-r} \log x(s + r) + \ldots \] (50)

we get the value of residue where the summand in Eqn. (43) and (44) has \( N \) as the upper limit of summation instead of infinity. Using Stirling’s formula and Eqn. (3.12) from [B. Ber I], it can be shown that the integrand of Eqn. (47) at \( s = \sigma + iT \) when integrated from \(-M\) to \( a\) tends to \( O(1) \) as \( T \to \infty \) and at \( s = -M + iT \) when integrated from \(-\infty\) to \( \infty \), is less than \( x^{M} \). The required result then follows.

By similar reasoning, we can get the following theorems.

**Theorem 4.** Let \( p > 0 \) and define

\[ g(x) = \sum_{v=1}^{\infty} e^{-x v^{p}} v^{m-1} \log v. \] (51)

Then, as \( x \to 0^{+} \)

\[ \sum_{k=1}^{n} g(kx) \sim \left( \frac{\Gamma \left( \frac{m}{p} \right) - \Gamma \left( \frac{m}{p} \right) \log x}{p^{2} x^{\frac{m}{p}}} \right) \Delta_{n} \left( \frac{m}{p} \right) + \sum_{l=0}^{\infty} \zeta \left( 1 - m + pl \right) \Delta_{n} \left( -l \right) \frac{(-x)^{l}}{l!} \]

\[ + \zeta \left( 1 - m + p \right) \frac{(-1)^{n}}{x} (2 + O \left( n^{-2} \right)) \] (52)

where \( \frac{m}{p} \notin \mathbb{Z}^{-} \).

---

5 On some additional corollaries

5.1. Ramanujan in his quarterly reports derived some additional corollaries of his master’s theorem for which he did not gave any applications or example because the integrals in his corollaries contained infinite series and thus cannot be written in terms of any function that would suit the expansion in the integrand. In this section, we are going to apply Eqn. (15) and (16) to Ramanujan’s derived corollaries so that they take more applicable form.

5.2. In his quarterly reports, Ramanujan records the following results [[B. Ber I], Pg. 319, Corollary (vi)]

\[ \int_{0}^{\infty} \sum_{k=0}^{\infty} \frac{\phi \left( k \right) \left( -x \right)^{k}}{k!} \sum_{k=0}^{\infty} \frac{\psi \left( 2k \right) \left( -n^{2} \right)^{k}}{(2k)!} dx = \sum_{k=0}^{\infty} \psi \left( 2k \right) \phi \left( -2k - 1 \right) \left( -n^{2} \right)^{k}, \] (53)

\[ \int_{0}^{\infty} \sum_{k=0}^{\infty} \phi \left( 2k \right) \left( -x \right)^{k} \sum_{k=0}^{\infty} \frac{\psi \left( 2k \right) \left( -n^{2} \right)^{k}}{(2k)!} dx = \frac{\pi}{2} \sum_{k=0}^{\infty} \frac{\phi \left( -k - 1 \right) \psi \left( k \right) \left( -n \right)^{k}}{k!}. \] (54)
Using Eqn. (15) and (16), we can rewrite above two results as

\[
\int_0^\infty f(x) [g(nx) + g(-nx)] \, dx = 2 \sum_{k=0}^\infty \psi(2k) \phi(-2k-1) (-n^2)^k, \tag{55}
\]

\[
\int_0^\infty \sum_{k=0}^\infty \phi(2k) (-x^2)^k [g(nx) + g(-nx)] \, dx = \frac{\pi}{2} \sum_{k=0}^\infty \frac{\phi(-k-1) \psi(k) (-n)^k}{k!}. \tag{56}
\]

where

\[
g(x) = \sum_{k=0}^\infty \frac{\psi(k) (-x)^k}{k!}. \tag{57}
\]

5.3. Consider the following integral from [I. Gra] Pg. 490

\[
\int_0^\infty x^{s-1} e^{-ax} \cos (nx) \, dx = \frac{\Gamma(s) \cos \{\tan^{-1} \left( \frac{a}{n} \right)\}}{(a^2 + n^2)^{\frac{s}{2}}}, \tag{58}
\]

where \(s, a > 0\). If we replace \(x\) with \(mx\) for \(m > 0\) we get

\[
\int_0^\infty x^{s-1} e^{-amx} \cos (nmx) \, dx = m^{-s} \frac{\Gamma(s) \cos \{\tan^{-1} \left( \frac{a}{nm} \right)\}}{(a^2 + n^2)^{\frac{s}{2}}}. \tag{59}
\]

Now, if we applied the same method that we applied in the derivation of Theorem 2, we get the following general result for \(s > 0\) which resembles with Eqn. (55):

\[
\int_0^\infty x^{s-1} f(ax) [f(nx) + f(-nx)] \, dx = 2(-1)^{\frac{s}{2}} \phi(-s) \Gamma(s) \frac{\cos \{\tan^{-1} \left( \frac{a}{\sqrt{2}} \right)\}}{(a^2 + n^2)^{\frac{s}{2}}}. \tag{60}
\]

6 Conclusion

In this work, we derived some extended versions of Ramanujan’s master theorem. The type two interpolation formula was already derived by Ramanujan in his quarterly report but his method of derivation was different from the approach that we have employed. Some asymptotic expansions are also derived using the derived results. And finally, two of Ramanujan’s corollaries of his master’s theorem are rewritten and a analogue version is also presented. We believe that the results that we have derived in this paper can be use-full in the theory of Mellin transform and the method of brackets to evaluate some complicated indefinite integrals that appear in calculations.
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