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Abstract
We show a quantum boost in the output power of a heat engine formed by a two-level system coherently coupled to a single-mode cavity. The key ingredient here is the use of nonstationary cavity-QED regimes (red-sideband transition or antidynamical Casimir effect), achieved when some system parameter (atomic transition frequency, in our case) is subjected to a time-dependent perturbative modulation that is precisely tuned at certain frequencies. We discuss how the extracted power can lead to amplification of the external driving field. Quantum power boost is found both in the nonstationary Jaynes–Cummings and Rabi models, indicating that our predictions can be experimentally tested in circuit quantum electrodynamics setups.
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1. Introduction

The role of quantum coherences on the power of heat engines is currently an open debate. Uzdin et al [1] has shown that the output power of a quantum heat engine is a key quantum-thermodynamic signature, enabling the distinction between classical and quantum thermodynamic processes. This brings the discussion on whether quantum coherence can be beneficial or detrimental to the power of a heat engine. Depending on the regime under consideration, the output power can be enhanced by quantum effects, as theoretically [1–3] and experimentally
shown, or diminished [5, 6]. The purpose of the present paper is to contribute to a better understanding of this subject in a so far unexplored regime. Here, we theoretically show how certain nonstationary regimes of cavity quantum electrodynamics (cavity-QED) can boost the power of a heat engine by means of quantum coherence.

Cavity-QED is the area that studies the interaction between the quantized electromagnetic (EM) field and few-level emitters, e.g. cold Rydberg atoms [7], quantum dots and wells [8, 9], nitrogen-vacancy centers [10] and Bose–Einstein condensates [11, 12]. The extension of concepts of cavity-QED to superconducting circuits originated the area of circuit quantum electrodynamics (circuit-QED), where artificial superconducting atoms are formed by Josephson junctions and interact with the EM field confined in microwave resonators on a chip [13–17].

Nonstationary regimes of cavity QED englobe the scenarios in which one or several system parameters undergo a time-dependent perturbation prescribed externally [18, 19], and can be readily implemented in several circuit-QED architectures [8, 9, 20–32]. Here we focus on weak (perturbative) harmonic modulations, whose frequencies are accurately tuned to induce quantum transitions between the system states that would be otherwise insignificant. The dynamical Casimir effect, consisting in the deterministic generation of quanta from the initial vacuum field state, is an emblematic example of the quantum dynamics that can be achieved in a nonstationary cavity QED regime [18, 33–36]. Conversely, in the antidynamical Casimir effect (ADCE), photons can be coherently annihilated from a large class of nonvacuum initial states [37–40]. Besides, excitations can be deterministically transferred between the field and a far-detuned atom using the sideband transitions, as demonstrated in [29–32]. Such parametric amplification and coupling mechanisms, together with the associated quantum-coherent nature of the unitary dynamics, make nonstationary cavity-QED regimes potentially useful for the implementation of thermal machines with finite output powers. In [41], for instance, we have recently demonstrated that the ADCE can be used as a resource for work extraction.

In this paper, we address the following problems. It remained unclear whether these nonstationary cavity-QED regimes (sideband transitions and ADCE) could be actually employed in a full thermodynamic cycle, due to the rather strict physical requirements that must be fulfilled. The question whether quantum coherence would play a significant role in the output power of a given cycle was also left open. Finally, the operational meaning of the extracted work, in terms of measurable external observables, has not been established so far. Here we investigate the above issues for a quite general cavity-QED setting and show:

(i) a 4-stroke Otto cycle for nonstationary cavity-QED;
(ii) a quantum boost in the output power of this cycle;
(iii) the mechanism of the driving field amplification.

This paper is organized as follows. Section 2 is devoted to the analysis of the dynamics of a quantum heat engine in nonstationary cavity-QED. Section 2.1 introduces a nonstationary regime of the Jaynes–Cummings model and section 2.2 presents our nonstationary Otto cycle. In section 2.3 we evidence that the quantum coherence lies at the root of the output power of our heat engine and in section 2.4 we discuss how the extracted work can amplify the modulating field. Section 3 shows that the quantum power boost is maintained in the nonstationary Rabi model. Finally, the conclusions are summarized in section 4.
2. Nonstationary cavity-QED quantum heat engine

2.1. Nonstationary Jaynes–Cummings model: red-sideband transition

We begin our analysis with the simplified description of nonstationary cavity-QED valid for weak atom-field couplings and ‘low’ modulation frequencies (smaller than the cavity natural frequency). The nonstationary Jaynes–Cummings (JC) model [18, 42, 43] describes the coherent interaction of a two-level atom with a single-mode cavity as

\[ H(t)/\hbar = \omega a^\dagger a + \frac{\Omega t}{2} \sigma_z + g_t(a\sigma_+ + a^\dagger\sigma_-). \]  

(1)

\( a \) (\( a^\dagger \)) is the cavity annihilation (creation) operator. \( \sigma_z = \sigma_+\sigma_- - \sigma_-\sigma_+ \), \( \sigma_+ = |e\rangle\langle g| \) and \( \sigma_- = \sigma_+^\dagger \) are the atomic ladder operators, with the ground (excited) state \( |g\rangle \) (\( |e\rangle \)). The cavity frequency is \( \omega \), the time-dependent atomic transition frequency is \( \Omega_t \) and the time-dependent atom-cavity coupling strength is \( g_t \) (we assume \( g_t \ll \omega \)).

In the nonstationary regime we assume the external modulations of the form (see [29–32] for experimental implementations)

\[ \Omega_t = \Omega_0 + \epsilon \sin(\eta t), \]  

(2)

where \( \Omega_0 \) is the bare atomic frequency, \( \eta \) is the modulation frequency and \( \epsilon \ll \Omega_0 \) is the modulation amplitude. We also assume that the atom-cavity coupling can be monotonically switched on, \( g_t = 0 \rightarrow g_0 \) (and off, \( g_0 \rightarrow 0 \)). We stress that our model, described by equations (1) and (2), explores physical effects not contemplated in the apparently similar model analyzed in [44]. Here, the system of interest is the non-perturbatively (coherently) coupled atom-cavity composite subjected as a whole to sideband transitions and ADCE. By contrast, in [44] the modulated atom consists itself in the system of interest and a perturbative (incoherent) coupling to a dissipative single-mode cavity is employed with the purpose of spectrally engineering the atomic reservoir.

For our protocol we assume the dispersive regime, \( |\Delta_-| \gg 2g_0\sqrt{n_{\text{max}}} \), where \( \Delta_- \equiv \omega - \Omega_0 \) is the bare cavity-atom detuning and \( n_{\text{max}} \) is the maximum number of system excitations. In the stationary case (\( \eta = 0 \)) the exchange of excitations between the atom and the cavity is strongly inhibited due to the energetic mismatch \( |\hbar\omega - \hbar\Omega_0| \gg \hbar g_0 \). The external modulation of \( \Omega_t \) can compensate for the energy mismatch, and under the resonant condition [18, 35, 41, 42, 45, 46]

\[ \eta = \sqrt{\Delta_-^2 + 4g_0^2(n + 1)} \approx |\Delta_-| \]  

(3)

the system exhibits complete periodic (red-sideband) transitions between the approximate states \( |g, n + 1\rangle \leftrightarrow |e, n\rangle \), where \( |n\rangle \) is the cavity Fock state, defined by \( a^\dagger a|n\rangle = n|n\rangle \) (see details in the appendix A).

Unitary and non-unitary dynamics will be alternately induced in our atom-cavity system, during the 4-stroke thermodynamic cycle investigated in the following section. The atom-field density operator \( \rho(t) \) is obtained by a numerical integration of the microscopic Markovian master equation [46]

\[ \frac{d\rho}{dt} = -\frac{i}{\hbar} [H(t), \rho] + \mathcal{L}_a[\rho] + \mathcal{L}_f[\rho], \]  

(4)

written in this complete form for the sake of generality. \( \mathcal{L}_a(f) \) is the Liouvillian superoperator describing the interaction between the atom (field) with its respective thermal reservoir (see details in appendix B). The coupling between the atom (cavity) and its thermal reservoir is
characterized by the decay rate $\Gamma$ (resp. $\kappa$). Hot and cold reservoirs will not be simultaneously coupled to our atom-cavity working medium, neither will the Hamiltonian vary in time during the non-unitary strokes. In the following, we explain how $\Gamma$ and $\kappa$ alternately assume zero and finite values, depending on the stroke of our thermodynamic cycle.

2.2. 4-stroke Otto cycle in nonstationary cavity-QED

Now we illustrate how the nonstationary cavity-QED system, described by the JC Hamiltonian (1), can be employed as the working medium of a thermal machine (see figure 1(a)). A thermal machine is a device that operates cyclically between two thermal reservoirs, producing useful work with the heat extracted from hot reservoir [1, 47]. In our case, the thermal reservoirs of temperatures $T_0$ and $T_a$ will alternately couple to the atom and to the cavity field during the strokes of the cycle. We assume $T_f = 0$ (cold bath) and $T_a = 2.8\hbar\Omega_0/k_B$ (hot bath), where $k_B$ is the Boltzmann constant. We devise a 4-stroke Otto cycle, described below (see figure 1(b)).

We emphasize that our cycle is not continuous (atom permanently coupled to hot and cold baths), as in the case of the apparently similar heat engine from [44]. Additionally, in our work-extraction stroke (explained below), the atom-cavity system follows a unitary (isentropic) dynamics, avoiding further complications from the driven open-system dynamics [5, 44]. Finally, whereas our 4-stroke cycle allows for both hot and cold baths to have the same spectral functions (see appendix B), the continuous cycle from [44] requires spectrally separate hot and cold baths (spectral engineering in [44] is achieved e.g. by means of incoherent coupling of the atom to a dissipative cavity mode). The above comments help to clarify the distinctive aspects of the thermodynamic cycle of our nonstationary cavity-QED heat engine.

2.2.1. First stroke: hot isochoric. This process is responsible for the thermalization of the atom. The working medium is prepared initially in the ground state, $|g, 0\rangle$, and one sets $\Omega = \Omega_0$ and $g_t = 0$. In this stroke the atom is coupled to the hot bath, while the cavity is kept isolated ($\Gamma \neq 0$, $\kappa = 0$). The hot bath thermalizes the atom,

$$|g, 0\rangle \rightarrow p|g, 0\rangle + (1 - p)|e, 0\rangle$$

where $p = 1/(1 + \exp(-\hbar\Omega_0/k_BT_a)) \approx 0.6$. Figures 1(c) and (d) show that the increase of the system internal energy, $U(t) \equiv \text{Tr}(|\rho(t)| H(t))$, is accompanied by an increase of the system’s entropy, $S(t) \equiv -\text{Tr}(\rho(t) \ln \rho(t))$, since this stroke is a nonunitary process. The internal energy variation, $\Delta U_{12} = U(t_2) - U(t_1)$, is exclusively due to the heat supplied by the hot bath $\Delta U_{12} = Q_{in} > 0$. $t_1$ and $t_2$ are, respectively, the initial and the final times of the first stroke. The quantum thermodynamical definitions of work and heat are discussed in appendix C.

2.2.2. Second stroke: isentropic work extraction. The atom-field system is isolated from both the hot and the cold baths ($\Gamma = \kappa = 0$). The atom-cavity coupling is monotonically switched on as $g_t = g_0 (1 - \exp[-2g_0(t - t_2)])$. The atomic transition frequency also undergoes an external modulation, as described by equation (2), with the modulation frequency $\eta_p \equiv \sqrt{\Delta_+^2 + 4g_0^2}$. We set $g_0 = 0.05\omega$ and $\Delta_+ = -0.8\omega$. The increase of $g_t$ happens much faster than the time interval of the second stroke, $t_3 - t_2$, so the dynamics is dominated by the variation of $\Omega_t$. Since $\Omega_t > \omega$, the external modulation extracts energy from the atom-cavity system via the red-sideband transition $|e, 0\rangle \rightarrow |g, 1\rangle$. We adjust $t_3$ in order to maximize the population of the state $|g, 1\rangle$. This maximizes energy extraction, corresponding to the output work $\Delta U_{23} = W_{out} < 0$, where the value of $W_{out}$ is discussed in the next section.
Figure 1. Otto cycle in nonstationary cavity-QED. (a) Scheme of the cavity-QED quantum thermal machine. Working medium: two-level atom (frequency $\Omega_0$) interacts (coupling $g_t$) with a cavity (frequency $\omega$). The working medium alternately couples to hot and cold baths. The hot bath (at temperature $T_a = 2.8\hbar\Omega_0/k_B$) interacts with the atom. The cold bath (at temperature $T_f = 0$) interacts with the cavity. The decay rate is $\Gamma$ for the atom and $\kappa$ for the cavity. (b) Four-stroke Otto cycle. Hot isochore ($1 \rightarrow 2$): $\Gamma = 0.05\omega$, $\kappa = 0$. Isentropic work extraction ($2 \rightarrow 3$): $\kappa = \Gamma = 0$. Cold isochore ($3 \rightarrow 4$): $\Gamma = 0$, $\kappa = 0.05\omega$. Isentropic reset ($4 \rightarrow 1$): $\kappa = \Gamma = 0$. (c) Entropy $S(t) = -\text{Tr}\left[\rho(t) \ln \rho(t)\right]$ of the atom-cavity system through the Otto cycle as a function of time. (d) Internal energy $U(t) = \text{Tr}[\rho(t)H(t)]$ of the atom-cavity system through the Otto cycle as a function of time. Heat from the hot bath, $Q_{in}$, is partly converted into work, $W_{out}$, partly wasted as heat to the cold bath, $Q_{out}$, and the cycle reset consumes $W_{in} = 0$ of work. Parameters in (c) and (d): $\Omega_0 = 1.8\omega$, $\Delta_\omega = \omega - \Omega_0 = -0.8\omega$, $\eta = \eta_\theta \approx |\Delta_\omega|$, $g_0 = 0.05\omega$, $\epsilon = 0.144\omega$. 
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2.2.3. Third stroke: cold isochoric. The atom-cavity system is coupled to the cold bath \((\kappa \neq 0\) and \(\Gamma = 0\)). The system parameters remain constant over time, \(\Omega_t = \Omega_0\) and \(g_t = g_0\). The cold bath \((T_f = 0)\) thermalizes the coupled atom-field system to the ground state of the time-independent JC Hamiltonian, \(\rho(t_3) = |g, 0\rangle \langle g, 0|\), where \(t_3\) is the final time of the third stroke. During this process energy \(\Delta U_{34}\) is transferred from the working medium to the cold bath in the form of heat, \(\Delta U_{34} = Q_{\text{out}} < 0\). As shown in figure 1(d), \(|Q_{\text{out}}| < |Q_{\text{in}}|\). This is expected, since part of the heat provided in the first stroke was converted into useful work.

2.2.4. Fourth stroke: isentropic reset. In the last stroke the atom-cavity system is again decoupled from the two baths \((\Gamma = \kappa = 0)\). The atomic transition frequency remains constant over time, \(\Omega_t = \Omega_0\), while the atom-cavity coupling is monotonically switched off, \(g_t = g_0 \exp \left[\frac{-2g_0(t - t_4)}{\lambda}\right]\). This temporal modulation of \(g_t\) is unable to perform work since the atom-cavity system remains in the ground state during this stage, \(|g, 0\rangle \rightarrow |g, 0\rangle\). Therefore, the variation of the internal energy is \(\Delta U_{41} = W_{\text{in}} = 0\), so the total amount of work of the Otto cycle coincides with the work extracted during the second stroke. Figure 1(d) evidences that \(Q_{\text{in}} + W_{\text{out}} + Q_{\text{out}} + W_{\text{in}} = 0\), as required for a cyclic process, and the efficiency of our cycle is \(|W_{\text{out}}|/|Q_{\text{in}}| \approx 0.45\), that is comparable to the efficiency of the adiabatically slow Otto cycle devised for the polaritonic heat engine [48].

We note that, in practice, a sufficient condition for performing our cycle is \(h\omega \gg k_B T_f\). As an example, in figure 2 we consider the cold bath of nonzero temperature, \(h\omega = 3.9 k_B T_f\), so that after the fourth stroke (and in the beginning of the first stroke) the average photon number is \(\langle n\rangle = 0.02\) and the atomic population is \(\approx 10^{-2}\). The behavior of the energy and entropy is qualitatively similar to the one displayed in figures 1(c) and (d) (data not shown), but the duration of the third stroke must be significantly longer. This fact can be easily understood from figure 2: the population of the state \(|g, 1\rangle\), denoted as \(\rho(|g, 1\rangle)\), is \(\approx 10^{-2}\) at the beginning of the second stroke. Therefore, at the end of this stroke the system has probability \(\approx 10^{-2}\) of remaining in the state \(|e, 0\rangle\). During the third stroke the system thermalizes via the cavity relaxation, so the far-detuned atom requires a long time to decay to a stationary state (while the thermalization of the cavity is much faster). Moreover, as the temperature \(T_f\) increases, so does the initial population of \(|g, 1\rangle\), reducing the efficiency of the cycle.

2.3. Quantum power boost in the nonstationary Jaynes–Cummings model

Now we seek a quantum signature in the output power from our thermal machine. The instantaneous quantum power generated by a thermal machine is defined as \(P(t) = \text{Tr} \left[ \rho(t) \frac{\partial H}{\partial t} \right]\). The work extracted during the second (isentropic) stroke of the Otto cycle can, therefore, be obtained as

\[
W(t) = U(t) - U(t_2) = \int_{t_2}^{t} \text{Tr} \left[ \rho(\tau) \frac{\partial H}{\partial \tau} \right] d\tau.
\]

Figure 3(a) shows \(W(t)\) when \(\eta = \eta_p\). As discussed above, we have adjusted the value of final time \(t_3\) to ensure the maximal work extraction: that happens at \(t_3 - t_2 = \pi/(2\lambda) \approx \pi/\Delta_v/(g_0 \epsilon)\) \((\lambda\) is the transition rate between the involved states, see appendix A). The amount of work withdrawn from the system is then \(W(t_3) \approx (1 - p) h\Delta_v \approx -0.3 h\omega\), since \(1 - p \approx 0.4\), as given below equation (5), and \(\Delta_v = -0.8 \omega\). The fast oscillations observed in figure 3(a) have frequency of the order of the modulation frequency, \(\eta\).
The average quantum power \[ P_{av} \equiv \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \text{Tr} \left[ \rho(\tau) \frac{\partial H}{\partial \tau} \right] d\tau, \quad (7) \]
will be compared to the average classical power \[ P_{cav} \equiv \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \sum_n \rho_{mn}(\tau) \frac{\partial E_n}{\partial \tau} d\tau, \quad (8) \]
where \[ \rho_{mn}(\tau) = \langle E_n(\tau) | \rho(\tau) | E_m(\tau) \rangle \quad \text{and} \quad H(\tau) | E_n(\tau) \rangle = E_n(\tau) | E_n(\tau) \rangle, \]
for the reason explained in the following. According to \[1, 5\], the presence of quantum coherence in a thermal machine can lead to increased output power with respect to the power from the corresponding classical thermal machine. Gain in the output power can happen because, in the quantum case, two physical mechanisms are responsible for the work extraction. The first one is associated with the variation of the energy levels of the working medium, whereas the second mechanism depends on the quantum coherence between the instantaneous energy eigenstates. In the classical case only the first physical mechanism is responsible for the work extraction, explaining why the signature of the quantum boost in the output power appears as
\[ P_{av} - P_{cav} < 0. \quad (9) \]
The more negative the difference, the larger is the quantum boost in the output power.

Figure 2. System dynamics for \( T_f \neq 0 \). Log–log plot of: (a) average photon number; (b) atomic population; (c) probabilities of states \([g, n]\); (d) probabilities of states \([e, n]\).
\( \hbar \omega = 3.9 k_B T_f \) and other parameters are as in figure 1. After the second stroke the atomic population is \( \approx 10^{-2} \), so the duration of the third stroke must be sufficiently long to thermalize the atom. Notice that for our parameters the modulation also partially induces the transition \([e, 1] \leftrightarrow [g, 2]\), but its contribution is negligible compared to the main transition \([e, 0] \rightarrow [g, 1]\).
Figure 3. Quantum power boost in the nonstationary Jaynes–Cummings model. (a) Quantum work extracted during the second (isentropic) stroke of section 2.2, due to a red-sideband transition. Parameters: \( \Omega_0 = 1.8 \omega \), \( g_0 = 0.05 \omega \), \( \epsilon = 0.144 \omega \), \( \eta_r \approx 0.806 \omega \).

(b) \( P_{\text{av}} \) (black line) and \( P_{\text{cav}} \) (red line) at resonance, \( \eta = \eta_r \). (c) \( P_{\text{av}} \) (black line) and \( P_{\text{cav}} \) (red line) slightly off-resonance, \( \eta \approx 0.792 \omega \). (d) \( P_{\text{av}} \) (black line) and \( P_{\text{cav}} \) (red line) far from resonance, \( \eta \approx 0.717 \omega \). The quantum boost in the output power is evidenced by \( P_{\text{av}} < P_{\text{cav}} \), with \( P_{\text{av}} < 0 \). As \( \eta \) moves away from \( \eta_r \), \( P_{\text{av}} \) approaches \( P_{\text{cav}} \) due to decrease in quantum coherences.
Figures 3(b)–(d) reveal the physical meaning of $P_{av} - P_{av}^c$ in the context of our thermal machine. The main message here is: the closer $\eta$ is to the resonance $\eta_r$, the more energy can be extracted by means of a quantum coherent process, surpassing classically available mechanisms due to energy levels variation. In figure 3(b), we plot $P_{av}$ (black line) and $P_{av}^c$ (red line) for the second stroke of our Otto cycle, where $\eta = \eta_r \approx 0.806\omega$. $P_{av}$ oscillates around zero at frequency $\sim \eta$, as a consequence of the variation of energy levels due to $\Omega_r$, so the external modulation both supplies energy to the system and draws energy from the system, with no net energy variation. On the other hand, despite the same fast oscillations due to the variation of the energy levels, $P_{av}$ assumes strictly negative values. Therefore, the power generated by our quantum thermal machine outperforms the power generated by the corresponding classical thermal machine, $|P_{av}| > |P_{av}^c|$. In figures 3(c) and (d), we plot $P_{av}$ (black line) and $P_{av}^c$ (red line) for two different modulation frequencies: $\eta = \eta_r - 16\omega_0^2/\omega (\approx 0.792\omega$ (panel (c)) and $\eta = \eta_r - 100\omega_0^2/\omega (\approx 0.717\omega$ (panel (d)). We find that $|\eta - \eta_r| \gg \lambda$ implies $P_{av} \approx P_{av}^c$ since the external modulation goes off-resonance and is no longer able to induce transitions between the energy eigenstates. Hence the only physical mechanism responsible for finite power output is the variation of the energy levels, with no quantum coherences being created in the energy basis.

### 2.4. Amplification of the driving field

We now answer the question: what happens to the extracted work? Conservation of energy implies amplification of the driving field, responsible for the variation of $\Omega_r$. The mechanism behind the field amplification is the stimulated transition between two eigenstates (dressed-states) of the coupled atom-cavity system, from the populated upper level $|1, +\rangle$ to the unpopulated lower level $|1, -\rangle$ (see appendix A). The frequency of the driving field is tuned to resonance with this transition, $E_{1,+} - E_{1,-} = \hbar \eta_r$. The stimulated emission of a photon amplifies the driving field by the amount

$$|W_{out}| \approx (p_{1,+} - p_{1,-})(E_{1,+} - E_{1,-}),$$  \hspace{1cm} (10)$$

where $p_{1,+}$ is the population of the state $|1, +\rangle$ at the beginning of the work-extraction stroke. In the previous sections, we have explored the case where $|1, +\rangle \approx |e, 0\rangle$, $|1, -\rangle \approx |g, 1\rangle$, $E_{1,+} - E_{1,-} \approx \hbar |\Delta_0| = 0.8\hbar \omega$, $p_{1,+} \approx 0.4$ and $p_{1,-} = 0$, yielding $|W_{out}| \approx 0.4 \times 0.8\hbar \omega \approx 0.3\hbar \omega$, as shown in figure 3(a).

Field amplification due to stimulated emission at the single-photon level has been investigated both in the steady-state [49, 50] and in the transient [51, 52] regimes. References [49–52] show that stimulated emission can be monitored by an increase in the transmitted power $T = \langle E_f^2 E_T \rangle$. In the optical regime [49, 52], $E_T$ represents the propagating electric field, whereas in the microwave regime [50, 51], it represents an electric current in the circuit. The increase of the transmitted power is due to a constructive interference, $E_T = E_f + \tilde{E}_s$, between the free field, $E_f$, and the field emitted by the two-level system, $E_s \propto \tilde{\sigma}$, as obtained from the Maxwell–Bloch theory. Here, the ladder operator for the effective two-level system is $\tilde{\sigma} = |1, -\rangle\langle 1, +\rangle$. This explains how the extracted work amplifies the driving field by the stimulated emission of a photon.

### 2.5. Error tolerance of the time-dependent protocols

In section 2.3, we have shown how deviations from resonance, $\eta = \eta_r$, affect the quantum power boost of our thermal machine (see also figure 3). An error tolerance for $\eta$ is of the order
of \( \lambda \), where \( \lambda \) is the effective coupling rate between the dressed states [41], given by equation (A.2) for the red-sideband transition. Deviations from a sinusoidal modulation of \( \Omega_t \) are also tolerated for arbitrary periodic functions with the fundamental frequency \( \eta \) [18], while modulations with fractional frequencies \( \eta/k \) can be achieved via (weaker) higher-order resonances [53]. Under certain conditions, even non-periodic modulations can induce the desired transitions, as in the effective Landau–Zener transitions achieved with time-varying modulation frequencies [41, 45]. Nevertheless, a sinusoidal \( \Omega_t \) optimizes nonstationary cavity-QED transitions and can be experimentally implemented in state-of-the-art circuit-QED architectures [23, 29].

As far as the atom-cavity coupling modulation \( g_t \) is concerned, our results are robust to any time-varying function that changes much faster than the work-extraction stroke timescale \( (\lambda^{-1}, \text{see below equation (6)}) \) and much slower than the atomic modulation timescale \( (\eta^{-1}) \). Experimentally controlled coupling modulations of this type have been reported, e.g. in [8, 23–25]. Finally, errors in the modulation of the decay rates, \( \Gamma \) and \( \kappa \), are also tolerated in our modeling. As we have shown in [41], work extraction via ADCE can be achieved even for finite system-reservoir couplings (hence this conclusion holds for the red-sideband transitions, whose transition rate is much larger). Here, our results are qualitatively unaltered for finite \( \Gamma \) and \( \kappa \), as long as the following conditions are guaranteed: \( \Gamma + \kappa \ll \lambda \) during the work extraction, \( \kappa \ll \Gamma \) during the hot isochore, and \( \Gamma \ll \kappa \) during the cold isochore. Detailed analysis of the physical means to control system-reservoir coupling rates can be found, e.g. in [6] for superconducting-circuit scenarios and in [4] for cases involving optical and microwave pulses on nitrogen-vacancy (NV) centers.

### 3. Quantum power boost in the nonstationary Rabi model

In this section we show that the quantum power boost discussed in section 2.3 for the JC model exhibits a similar behavior in the nonstationary Rabi model. The Rabi Hamiltonian reads [18, 19, 41, 46, 54]

\[
H_R(t) = \omega a^d a + \frac{\Omega}{2} a^z a + g_t (\sigma_+ + \sigma_-) (a + a^d)
\]

(11)

and it differs from the Jaynes–Cummings Hamiltonian by the presence of the counter-rotating terms (CRT) \( a \sigma_- \) and \( a^d \sigma_+ \). The existence of the counter-rotating terms implies that the number of excitations of the system is not a conserved quantity. Therefore the system can undergo (blue-sideband) transitions between states \( |g, n+1\rangle \) and \( |e, n\rangle \), as well as the transition between the states \( |g, n\rangle \) and \( |e, n-1\rangle \) allowed by the JC Hamiltonian.

For \( g_0 \ll \omega \) the effects of the counter-rotating terms usually appear when a ‘high’ modulation frequency \( \eta \sim 2\omega \) becomes resonant with some transition between the dressed-states with different numbers of excitations. For the transition \( |g, n+1\rangle \leftrightarrow |e, n\rangle \) studied in section 2 the CRT simply shift the resonance frequency to \( [45, 46] \)

\[
\eta_{tC} = \sqrt{[\Delta_+ - 2\delta_+(n+1)]^2 + 4g_0^2(n+1)},
\]

(12)

where \( \delta_+ = g_0^2/(\omega + \Omega_0) \) is the standard Bloch–Siegert shift. In this case, that we call JC regime, only transitions between the states \( |g, n+1\rangle \) and \( |e, n\rangle \) take place, and the dynamics is (approximately) described by the same effective Hamiltonian as discussed in section 2.

We have shown in our previous work [41] that additional transitions induced by the counter-rotating terms can be used to increase the amount of work extracted from the atom-cavity system, by exploring the dynamic variation of the total number of excitations. The ADCE
regime, for instance, promotes coherent annihilation of two system excitations. By adjusting the modulation frequency \( \eta \) as 
\[
\eta_{\text{ADCE}} = 3\omega - \Omega_0
\]
one can engineer an effective dynamics that couples the (approximate) states 
\[
|g, n\rangle \leftrightarrow |e, n - 3\rangle
\]
for \( n \geq 3 \) \cite{37, 38}. To be able to reduce the number of system excitations it is required the evident condition \cite{41}
\begin{equation}
\rho(|g, n\rangle) > \rho(|e, n - 3\rangle),
\end{equation}
(13)
where \( \rho(|\cdot\rangle) \) is the initial population of the state \(|\cdot\rangle\).

In the context of quantum thermal machines, the requirement (13) can be achieved by an isochoric process similar to that employed in the first stroke of our Otto cycle (section 2.2). The difference now is that the hot reservoir is coupled to the cavity \((\kappa > 0 \text{ and } \Gamma = 0)\), thermalizing the cavity field at a finite temperature, \( T_f > 0 \). The atom remains in its ground state, since \( g_t = 0 \) for \( t_1 < t < t_2 \). The atom-cavity state at the beginning of the work-extraction stroke is then given by \( \rho(t_2) = |g\rangle\langle g| \otimes \sum_n p_n |n\rangle\langle n| \), where \( p_n = \bar{n}^n / (\bar{n} + 1)^{n+1} \) and \( \bar{n} \) is the average photon number. The next step is to implement the work extraction process described in the second stroke of the Otto cycle, using state \( \rho(t_2) \) as the initial state.

\footnote{The exact value of the modulation frequency in this case is \( \eta_{\text{ADCE}} = 3\omega - \Omega_0 + 2(\delta_- - \delta_+) (n - 1) - 2\alpha (n^2 - 2n + 2), \text{for } n \geq 3 \text{ and } \alpha = g_0^2 / \Delta_0^2. \)
Figures 4(a) and (b), respectively, show work extracted in the JC regime, $W_{JC}(t)$, and in the ADCE regime, $W_{ADCE}(t)$, of the nonstationary Rabi model. In both regimes we set $\bar{n} = 1.8$ and $\Omega_0 = 0.2\omega$ (so now $\Delta = +0.8\omega$). We also set $\eta_{JC} = 1.0026\Delta$ to select the (red-sideband) transition $|g, 3\rangle \rightarrow |e, 2\rangle$, and $\eta_{ADCE} = 1.0015(3\omega - \Omega_0)$, which induces the ADCE transition $|g, 3\rangle \rightarrow |e, 0\rangle$. Qualitatively, $W_{JC}(t)$ and $W_{ADCE}(t)$ are equivalent. From a quantitative point of view, however, the results show that maximal work extraction in the ADCE regime can be twice as large as in the JC regime, as allowed by the reduction in the total number of excitations in the atom-cavity system. Maximal work extraction in the ADCE regime occurs when the population of the state $|g, 3\rangle$ attains its minimum value, due to the transfer of population to the state $|e, 0\rangle$. The time required to reach this stage in the ADCE regime is significantly larger than in the JC regime [41], hence the average quantum power extracted in the JC regime (figure 4(c), black line) is much higher than in the ADCE regime (figure 4(d), black line).

Figures 4(c) and (d) illustrate quantum boosts in the output powers for the JC and the ADCE regimes of the nonstationary Rabi model. In both regimes $P_{av}$ oscillates around zero due to the modulation of energy levels (red lines in panels (c) and (d)). These oscillations are characterized by a very short period ($\sim \eta^{-1}$), as illustrated in the inset of figure 4(c). Moreover, in both regimes $P_{av}$ becomes strictly negative (see black lines in panels (c) and (d)). Finally, we have confirmed the role of quantum coherence on the quantum power boost by slightly changing the modulation frequency $\eta$, thereby weakening the transitions between the required dressed-states (data not shown). Similarly to the results from figures 3(b)–(d), we observed that in both the JC and ADCE regimes $P_{av}$ approaches $P_{av}$ as the modulation frequency moves away from resonance.

4. Conclusions

We have shown how quantum coherences in nonstationary cavity-QED regimes can boost the output power of a quantum heat engine. We have evidenced the quantum boost by comparing the average quantum power, $P_{av}$, with the average classical power, $P_{cav}$, both as defined in [5]. $P_{av}$ captures two mechanisms: quantum coherent transitions between energy levels and the time variation of the energy levels themselves. $P_{cav}$ only captures the time variation of the energy levels, representing the average power of the equivalent classical thermal machine [1], so the quantum boost in the extracted power reveals itself as $P_{av} < P_{cav}$, with $P_{av} < 0$. We have shown that such quantum boost can be achieved by adjusting the modulation frequency $\eta$ to specific resonant frequencies that induce transition between specific pairs of the system dressed-states. For the nonstationary Jaynes–Cummings model, we devised a four-stroke Otto cycle (employing a red-sideband transition) and explained the amplification of the driving field by means of stimulated emission at the single-photon level. Finally, for the nonstationary Rabi model, we demonstrated the quantum power boost in both the red-sideband and ADCE regimes. The robustness of our results for distinct atom-cavity models, in addition to our error-tolerance considerations, indicate that our theoretical predictions can be experimentally tested, most suitably in circuit quantum electrodynamics setups.
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**Appendix A. Effective Hamiltonian**

Under external driving (2) with modulation frequency (3), the effective Hamiltonian for the nonstationary Jaynes–Cummings model (1) is given by [37, 41, 45]

\[
H_{\text{eff}}/\hbar \simeq i\lambda|n+1,\rangle\langle n+1,| + \text{h.c.,}
\]

where \( n \geq 0 \) and

\[
\lambda = \frac{g_0\epsilon}{2|\Delta_-|}\sqrt{n+1}.
\]

For \( m > 0 \)

\[
|m, +\rangle = \sin \theta_m|g, m\rangle + \cos \theta_m|e, m-1\rangle
\]

\[
|m, -\rangle = \cos \theta_m|g, m\rangle - \sin \theta_m|e, m-1\rangle
\]

are the \( m \)-excitations eigenstates of the Hamiltonian (1) with

\[
\theta_m = \arctan \left[ (\Delta_- + \beta_m)/2g_0\sqrt{m} \right].
\]

The respective eigenenergies are

\[
E_{m,\pm}/\hbar = \omega(m-1/2) \pm \frac{\beta_m}{2}
\]

with \( \beta_m = \sqrt{\Delta_-^2 + 4g_0^2m} \). In the dispersive regime \( |m, s\rangle \approx |g, m\rangle + (g_0\sqrt{m}/\Delta_-)|e, m - 1\rangle \) and \( |m, -s\rangle \approx |e, m - 1\rangle - (g_0\sqrt{m}/\Delta_-)|g, m\rangle \), where \( s \equiv \text{sgn}(\Delta_-) \).

**Appendix B. Master equation**

In this paper we use the microscopic Markovian master equation developed in [46], which takes into account the influence of the atom-field interaction on the description of the dissipative effects. The Liouvillian superoperators read

\[
L_f[\rho] = \sum_{j,k>j} \kappa^{jk} (n_j(\Delta_{kj}, T_f) + 1) \mathcal{D}[|j\rangle\langle k|] \rho
\]

\[
+ \sum_{j,k>j} \kappa^{jk} n_j(\Delta_{kj}, T_f) \mathcal{D}[|k\rangle\langle j|] \rho
\]

\[
L_a[\rho] = \sum_{j,k>j} \Gamma^{jk} (n_a(\Delta_{kj}, T_a) + 1) \mathcal{D}[|j\rangle\langle k|] \rho
\]

\[
+ \sum_{j,k>j} \Gamma^{jk} n_a(\Delta_{kj}, T_a) \mathcal{D}[|k\rangle\langle j|] \rho,
\]

where \( \mathcal{D}[O]\rho = (2O\rho O^\dagger - \rho O^\dagger O - O^\dagger O\rho)/2 \) is the Lindbladian superoperator and the shorthand notation \( |k\rangle \) stands for the eigenstates of the JC Hamiltonian, where the index \( k \) increases with the eigenenergy \( E_k \). Other parameters are defined as \( \kappa^{jk} = \kappa(\Delta_{kj})|a^{jk}|^2 \) and \( \Gamma^{jk} = \Gamma(\Delta_{kj})|\sigma^{jk}|^2 \), where \( \kappa(\varpi) \) and \( \Gamma(\varpi) \) are the dissipation rates proportional to noise.
spectral densities (at frequency $\omega$) for the cavity and the atom, respectively. Moreover, $\Delta_{kj} \equiv E_k - E_j$, $a_{jk} \equiv \langle j | (\hat{a} + \hat{a}^\dagger) | k \rangle$ and $\sigma_{jkx} \equiv \langle j | (\hat{\sigma}_+ + \hat{\sigma}_-^\dagger) | k \rangle$. We make the simplest assumption that the dissipation rates are zero for $\omega < 0$ and take on constant values $\kappa$ and $\Gamma$ for $\omega \geq 0$. Finally, $n_{a(f)}$ denotes the mean number of excitations associated with the thermal reservoir coupled to the atom (cavity field) at temperatures $T_{a(f)}$ and energy difference $\Delta_{kj}$.

It is worth mentioning that in cases where the system of interest interacts with reservoirs at different temperatures the microscopic approach is applicable, whereas the phenomenological approach may lead to violation of the second law of thermodynamics [55].

Appendix C. Quantum thermodynamics

In quantum thermodynamics of open quantum systems, the internal energy $U$ of the system of interest is associated with its average energy, $U(t) = \text{Tr}[\rho(t)H(t)]$, where $\rho(t)$ is the density operator and $H(t)$ is the system Hamiltonian. A thermodynamic process is represented by the temporal evolution of the system from time $t_i$ up to $t_f$. The quantum version of the first law of thermodynamics [1, 41, 47] can be formulated as $\Delta U = W + Q$, where

$$W = \int_{t_i}^{t_f} \text{Tr}[\rho(t)\partial_t H(t)] \, dt$$

is the quantum version of the work performed by an external agent during the thermodynamic process. For a time-independent Hamiltonian, $W = 0$. The quantum version of the heat is

$$Q = \int_{t_i}^{t_f} \text{Tr}[H(t)\partial_t \rho(t)] \, dt.$$  

The quantum heat depends on the temporal variation of the system density operator, which is given by a master equation as in equation (4).

In our case, using the Hamiltonians (1) and (11), for $g_r = g_0$ the quantum work takes the form

$$W = \frac{1}{2} \int_{t_i}^{t_f} \partial_t \Omega(t) \langle \sigma_z(t) \rangle \, dt$$

(in the numeric simulations the time dependence of $g_r$ is also taken into account, although its contribution is negligible). Using equation (4) and that $\text{Tr} \{[H(t), \rho(t)]H(t)\} = 0$, the quantum heat can be rewritten as $Q = Q_a + Q_f$, where

$$Q_{a(f)} = \int_{t_i}^{t_f} \text{Tr}[\mathcal{L}_{a(f)} \rho H(t)] \, dt$$

is the heat transferred into the system by the thermal reservoir coupled to the atom (cavity field).

ORCID iDs

A V Dodonov https://orcid.org/0000-0002-7142-7453

References

[1] Uzdin R, Levy A and Kosloff R 2015 Phys. Rev. X 5 031044
[50] Astafiev O V, Abdumalikov A A Jr, Zagoskin A M, Pashkin Yu A, Nakamura Y and Tsai J S 2010 Phys. Rev. Lett. 104 183603
[51] Abdumalikov A A Jr, Astafiev O V, Pashkin Yu A, Nakamura Y and Tsai J S 2011 Phys. Rev. Lett. 107 043604
[52] Valente D, Portolan S, Nogues G, Poizat J P, Richard M, Gérard J M, Santos M F and Auffèves A 2012 Phys. Rev. A 85 023811
[53] Silva E L S and Dodonov A V 2016 J. Phys. A: Math. Theor. 49 495304
[54] Braumüller J, Marthaler M, Schneider A, Stehli A, Rotzinger H, Weides M and Ustinov A V 2017 Nat. Commun. 8 779
[55] Levy A and Kosloff R 2014 Europhys. Lett. 107 20004