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Abstract

In this paper, we study circuit complexity in Proca theory with Nielsen’s approach and Fubini-Study (FS) metric approach. We place the fields on a lattice to gain a regularized theory, and obtain the ground state by adopting proper coordinates. We calculate complexities of the ground and thermofield double (TFD) states with Nielsen’s approach, complexity of the TFD state is found to grows like a logarithmic function. We quantize the Proca fields and give the approximate ground state and TFD state by acting unitary circuit operators on the associated reference states. The circuit lengths are calculated with FS metric, the minimal lengths are given according to the associated geometric spaces. The complexity of TFD state is found to grows linearly with time.

1 Introduction

In the framework of AdS/CFT, significant progress has been made in understanding the essence of spacetime from the viewpoint of information theory. A remarkable achievement in this direction is the Ryu-Takayanagi conjecture [1], which states that the entanglement entropy of some region on the boundary of spacetime is proportional to the area of the codimension-2 minimal surface anchored to boundary of the region. Another significant progress in the direction is known as ER=EPR [2], it is found that for any pair of entangled black holes, there exists some kind of Einstein-Rosen bridge connecting the two black holes.

However, entanglement is found not able to access the whole holographic geometry. The interior of black hole is not captured by entanglement. Entanglement is not enough to describe the difficulty in transmitting information through Einstein-Rosen bridge [3]. In order to study the interior of black hole holographically, Susskind and collaborators introduce the concept complexity in information science, and propose two duality conjectures. The first is CV duality, which states that complexity of the boundary state
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is proportional to the volume of a maximal codimension-one bulk surface that extends to the AdS boundary [4, 5]. The second is CA duality, which identifies complexity of boundary state as gravitational action in the Wheeler-DeWitt (WDW) pach [6, 7].

As new holographic directories, CV or CA duality build new connections between bulk gravity theory and boundary CFT. The gravity part has been studied a lot [7–18], including various gravity systems and various types of black holes. On the part of boundary quantum field theory (QFT), it is natural to ask what does complexity mean for boundary QFT states. Complexity, as a concept of information theory, denotes the minimal number of basic logic gates that are needed to implement a given task. Thus it is natural to define complexity for QFT states through searching for the optimal circuit that is shortest in states space. Among the approaches to define complexity, the Nielsen’s approach, which is inspired by Nielsen’s geometric idea [19], gives complexity through searching for a path that minimize some physically reasonable cost function. With this approach, complexities of the ground and TFD states in free scalar and spinor field theories were studied in Refs. [20–27]. It is found that complexity obtained with Nielsen’s approach gives the volume law scaling which is consistent with holography [28]. The FS metric approach measure circuits length by the FS line element, and identify complexity as the length of the shortest path connecting reference and target states. Complexities of the ground and TFD states in free scalar and spinor field theories have also been studied with this approach [21, 29–32]. Path-integral approach is another attempt to define complexity, with this approach complexities of some CFT states were given in Refs. [33–36]. Circuit complexities obtained with above approaches have been used to study phase transitions of some condensed matter systems recently [37–40].

However, it is noted that, for both Nielsen’s and FS metric approaches, present investigations mainly involve Gaussian ground state or TFD state in free QFTs. Although there have been a few attempts to study circuit complexities in self-interacting scalar field theories [41, 42], calculable complexities of general non-Gaussian states and states in interacting theories are far from complete. Even for vector fields, which are important constituents of interacting theories and play the role of medium of basic interactions, complexity of the associate QFT state has not been studied. In this paper we will study circuit complexity in a vector field theory—the Proca theory—with both Nielsen’s and FS metric approaches. We wish our attempts will serve as a catalyst for further study of complexity in interacting theories. This paper is organized as, in section 2, we study complexity in Proca theory with Nielsen’s approach. We study complexity of ground state in subsection 2.1 and that of TFD state in subsection 2.2. In section 3, we study complexity in Proca theory with FS metric approach. Complexities of ground state and TFD state are studies respectively in subsections 3.1 and 3.2. We summarize our results in the last section.

1 After the first version of this paper presented in arXiv, Ref. [43], which has some overlap with this paper, presented in arXiv immediately.
2 Nielsen’s approach

In this section we study complexity with Nielsen’s approach. We will consider the ground state and TFD state.

2.1 complexity of ground state

Let’s first review the Nielsen’s approach. Suppose the target and reference states are connected by a unitary operator $|\psi_T\rangle = U |\psi_R\rangle$, where $U$ is synthesized by path-ordered gate operators

$$U = \mathcal{P} \exp \int_0^1 ds Y^I(s) \mathcal{O}_I,$$

(1)

where $\mathcal{O}_I$ form the set of elementary gate operators of our problem, the coefficients $Y^I(s)$ may be turned on or off to specify a trajectory, thus $Y^I(s)$ can be seen as the components of velocity vector tangent to the trajectory.

The essence of Nielsen’s approach is to search for a path that minimize some cost function. The physically reasonable cost functions are given by [19]

$$F_1(U,Y) = \sum_I |Y^I|,$$

$$F_p(U,Y) = \sum_I p_I |Y^I|,$$

$$F_2(U,Y) = \sqrt{\sum_I (Y^I)^2},$$

$$F_q(U,Y) = \sqrt{\sum_I q_I (Y^I)^2}. $$

(2)

In this paper, we select $F_2$ to measure complexity.

Usually it is complicated to find the minimal $F_2$, a useful tool that makes the task easier is the covariance matrix approach, now we briefly review this approach. For a bosonic system with canonical coordinates $\xi^a$, the two-point function is given by

$$\langle \psi | \xi^a \xi^b | \psi \rangle = \frac{1}{2} (G^{a,b} + i \Omega^{a,b}),$$

(3)

where $G^{a,b} = G^{(a,b)}$ denotes the symmetric part of the two-point function and $\Omega^{a,b} = \Omega^{[a,b]}$ denotes the antisymmetric part. For bosonic degrees of freedom, the antisymmetric part is completed fixed by the canonical commutation relations to

$$\Omega^{a,b} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

(4)

therefore the state $|\psi\rangle$ is completely characterized by the covariance matrix

$$G^{a,b} = \langle \psi | \xi^a \xi^b + \xi^b \xi^a | \psi \rangle.$$  

(5)
The most general quadratic operator is given by
\[ \hat{K} = \frac{1}{2} \xi^a k_{a,b} \xi^b = \frac{1}{2} \xi^a \xi^b, \] (6)
where \( k_{a,b} \) is symmetric in the two subscripts since \( \xi^a \xi^b \) is symmetric. The quadratic operator \( \hat{K} \) generates a unitary connecting two Gaussian states
\[ \hat{U} = e^{-i\sigma \hat{K}}, \quad |G_\sigma\rangle = \hat{U}|G_0\rangle. \] (7)
To find the relation between the covariance matrices of the states \( |G_0\rangle \) and \( |G_\sigma\rangle \), one acts the unitary \( \hat{U} \) on the canonical coordinate \( \xi^a \)
\[ \hat{U}^\dagger \xi^a \hat{U} = \sum_{n=0}^{\infty} \sigma^n [i\hat{K}, \xi^a]_n, \] (8)
where \([i\hat{K}, \xi^a]_n \) is defined recursively as \([i\hat{K}, \xi^a]_n = [i\hat{K}, [i\hat{K}, \xi^a]_{n-1}] \), and \([i\hat{K}, \xi^a]_0 = \xi^a \). Considering the commutation relation \([\xi^a, \xi^b] = i\Omega^{a,b} \), it is straightforward to obtain
\[ [i\hat{K}, \xi^a] = \Omega^{a,b} k_{b,c} \xi^c = K_{a,b} \xi^b, \] (9)
here the matrix generator \( K_{a,b} = \Omega^{a,b} k_{b,c} \) associated to operator \( \hat{K} \) is introduced. For a bosonic system with \( N \) degrees of freedom, one can check that \( K \in \text{sp}(2N, \mathbb{R}) \) and \( U(\sigma) = e^{\sigma \hat{K}} \) preserves the symplectic structure
\[ U(\sigma)\Omega U^\dagger(\sigma) = \Omega, \] (10)
i.e., \( U(\sigma) = e^{\sigma \hat{K}} \) is element of the symplectic group \( \text{Sp}(2N, \mathbb{R}) \). Combining (8) and (9) one has
\[ \hat{U}^\dagger \xi^a \hat{U} = U(\sigma)^a_{\ b} \xi^b. \] (11)
Now the relation between the covariance matrices of \( |G_0\rangle \) and \( |G_\sigma\rangle \) can be given by
\[ G_{a,b}^\sigma = \langle G_\sigma | \xi^a \xi^b + \xi^b \xi^a | G_\sigma \rangle = \langle G_0 | e^{i\sigma \hat{K}} (\xi^a \xi^b + \xi^b \xi^a) e^{-i\sigma \hat{K}} | G_0 \rangle = U(\sigma)^a_{\ c} G_{c,d}^0 U(\sigma)^b_{\ d}. \] (12)
It has been proven in Ref. [23] that the path
\[ \gamma(\sigma) = e^{\sigma \hat{K}} \] (13)
is the shortest one that connects \( 1 \) and an arbitrary point \( U = e^\hat{K} \) in the group space of \( \text{Sp}(2N, \mathbb{R}) \). The covariance matrices of reference and target states are connected by
\[ G_T = e^K G_R e^{K^\dagger}. \] (14)
The relation \( G_T = \sqrt{G_T g_R G_R} (\sqrt{G_T g_R})^\dagger \) can be checked to be satisfied, with \( G_R g_R = 1 \), thus one has

\[
K = \log U = \frac{1}{2} \log G_T g_R. \tag{15}
\]

With the Nielsen’s approach given above, let’s now calculate complexity in Proca theory. The Lagrangian density of the theory is given by

\[
L = \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{2} m^2 A_\mu A^\mu. \tag{16}
\]

In terms of the conjugate momenta

\[
\pi^0 = \frac{\partial L}{\partial A_0} = 0, \quad \pi^i = \frac{\partial L}{\partial A_i} = -\dot{A}_i, \tag{17}
\]

one obtains the Hamiltonian of Proca theory

\[
H = \int d^{d-1} x (\pi^i \dot{A}_i - L), \nonumber
\]

\[
= \frac{1}{2} \int d^{d-1} x \left[ (\pi^i)^2 + (\partial_i A_j - \partial_j A_i) \partial_i A_j + m^2 (A_i)^2 \right]. \tag{18}
\]

Note that, due to the primary constraint \( \pi^0 = 0 \), \( A_0 \) has zero Poisson bracket with any physical quantity. Thus \( A_0 \) and \( \pi^0 \) are not of physically interest and can be eliminated from theory. After eliminating \( A_0 \) and \( \pi^0 \) one obtains the Hamiltonian (18) which still retains all the degrees of freedom which are physically interest. It is easy to check the Hamiltonian (18) gives rise to the equations of motion that are consistent with the Lagrangian equations.

To obtain a regularized theory, we place the theory on a \( d-1 \)-lattice, then the Hamiltonian becomes

\[
H = \frac{1}{2} \sum_{\vec{n}} \left\{ \sum_i \left( \frac{P_i^i(\vec{n})}{\delta^{d-1}} \right)^2 + \delta^{d-1} \sum_{j \neq i} \sum_i \left[ \frac{1}{\delta^2} (A_j(\vec{n}) - A_j(\vec{n} - \hat{x}_i))^2 - \frac{1}{\delta^2} (A_i(\vec{n}) - A_i(\vec{n} - \hat{x}_j)) (A_j(\vec{n}) - A_j(\vec{n} - \hat{x}_i)) \right] \right\}, \tag{19}
\]

where \( \delta \) is the lattice spacing, \( \vec{n} \) is the position of any lattice site, \( \hat{x}_i \) is unit vector along the \( i \)-direction, and the momentum \( P_i^i(\vec{n}) \) is introduced as \( P_i^i(\vec{n}) = \pi_i(\vec{n}) \delta^{d-1} \). We make the redefinitions \( X_i(\vec{n}) = A_i(\vec{n}) \delta^{d-2} \), \( P_i^i(\vec{n}) = p_i^i(\vec{n}) / \delta^{d-2} \), \( M = 1 / \delta, \omega = m, \Omega = 1 / \delta \), and then obtain the Hamiltonian of coupled harmonic oscillators

\[
H = \sum_{\vec{n}} \left[ \sum_i \left( \frac{(P_i^i(\vec{n}))^2}{2M} \right) + \frac{1}{2} M \omega^2 \sum_i X_i^2(\vec{n}) + \frac{1}{2} M \Omega^2 \sum_{j \neq i} \sum_i (X_i(\vec{n}) - X_i(\vec{n} - \hat{x}_j))^2 \right. \\
- \left. \frac{1}{2} M \Omega^2 \sum_{j \neq i} \sum_i (X_i(\vec{n}) - X_i(\vec{n} - \hat{x}_j)) (X_j(\vec{n}) - X_j(\vec{n} - \hat{x}_i)) \right] \tag{20}
\]
In the following of the paper, we will only consider the spacetime with two spatial dimensions for simplicity. We denote one spatial component of the field \(X\) as \(x\) and the other spatial component of \(X\) as \(y\), then the Hamiltonian becomes

\[
H = \sum_{a,b=0}^{N-1} \left[ \frac{(p^a_{a,b})^2}{2M} + \frac{(p^b_{a,b})^2}{2M} + \frac{1}{2} M \omega^2 x_{a,b}^2 + \frac{1}{2} M \omega^2 y_{a,b}^2 + \frac{1}{2} M \Omega^2 (x_{a,b} - x_{a,b-1})^2 \right.
\]

\[
+ \left. \frac{1}{2} M \Omega^2 (y_{a,b} - y_{a-1,b})^2 - M \Omega^2 (x_{a,b} - x_{a,b-1})(y_{a,b} - y_{a-1,b}) \right],
\]

(21)

Here we use the subscript \(a, b\) to denote the location of a lattice site. For any spatial dimension we insert \(N\) lattice sites, and add the periodic boundary conditions \(x_{a,b} = x_{N+a,N+b}\) and \(y_{a,b} = y_{N+a,N+b}\), this form a torus of \(N^2\) harmonic oscillators. In order to find the ground state of the system (21), we try to write (21) into the form of decoupled harmonic oscillators. First we make the coordinate transformation

\[
\tilde{x}_{k_1,k_2} = \frac{1}{N} \sum_{a,b=0}^{N-1} \exp \left( -i \frac{2 \pi}{N} \right) \exp \left( -i \frac{2 \pi}{N} k_2 b \right) x_{a,b},
\]

\[
\tilde{y}_{k_1,k_2} = \frac{1}{N} \sum_{a,b=0}^{N-1} \exp \left( -i \frac{2 \pi}{N} \right) \exp \left( -i \frac{2 \pi}{N} k_2 b \right) y_{a,b},
\]

(22)

where \(k_1, k_2 \in [0, N - 1]\). With the new coordinates \(\tilde{x}_{k_1,k_2}, \tilde{y}_{k_1,k_2}\) the Hamiltonian can be rewritten as

\[
H = \sum_{k_1,k_2=0}^{N-1} \left[ \frac{\tilde{p}^a_{k_1,k_2}}{2M} + \frac{\tilde{p}^b_{k_1,k_2}}{2M} + \frac{1}{2} M \left( \omega^2 + 4 \Omega^2 \sin^2 \frac{\pi k_1}{N} \right) |\tilde{x}_{k_1,k_2}|^2 \right.
\]

\[
+ \left. \frac{1}{2} M \left( \omega^2 + 4 \Omega^2 \sin^2 \frac{\pi k_1}{N} \right) |\tilde{y}_{k_1,k_2}|^2 - M \Omega^2 (1 - e^{-\frac{2 \pi}{N}}) \tilde{x}_{k_1,k_2} (1 - e^{-\frac{2 \pi}{N}}) \tilde{y}_{k_1,k_2} \right].
\]

(23)

It is easy to see that unlike \(x_{a,b}\) and \(y_{a,b}\), the coordinates \(\tilde{x}_{k_1,k_2}\) and \(\tilde{y}_{k_1,k_2}\) are complex. In the above derivation the relations \(\tilde{x}_{k_1,k_2} = \tilde{x}_{N-k_1,N-k_2}\) and \(\tilde{y}_{k_1,k_2} = \tilde{y}_{N-k_1,N-k_2}\) have been used. These relations indicate the positive and negative modes are mixed, the two complex degrees of freedom labeled by \((\tilde{x}_{k_1,k_2}, \tilde{p}^a_{k_1,k_2})\) and \((\tilde{x}_{-k_1,-k_2}, \tilde{p}^a_{-k_1,-k_2})\) actually contain only two real degrees of freedom, similarly for \((\tilde{y}_{k_1,k_2}, \tilde{p}^b_{k_1,k_2})\) and \((\tilde{y}_{-k_1,-k_2}, \tilde{p}^b_{-k_1,-k_2})\). Therefore, using the complex coordinates \(\tilde{x}_{k_1,k_2}\) and \(\tilde{y}_{k_1,k_2}\) does not bring extra degrees of freedom. Next we make a further coordinate transformation

\[
\tilde{x}_{k_1,k_2} = \frac{\sin \frac{k_1 \pi}{N}}{\sqrt{\sin^2 \frac{k_1 \pi}{N} + \sin^2 \frac{k_2 \pi}{N}}} \tilde{x}_{k_1,k_2} + \frac{\sin \frac{k_2 \pi}{N}}{\sqrt{\sin^2 \frac{k_1 \pi}{N} + \sin^2 \frac{k_2 \pi}{N}}} \tilde{y}_{k_1,k_2},
\]

\[
\tilde{y}_{k_1,k_2} = \frac{\sin \frac{k_1 \pi}{N}}{\sqrt{\sin^2 \frac{k_1 \pi}{N} + \sin^2 \frac{k_2 \pi}{N}}} \tilde{x}_{k_1,k_2} + \frac{\sin \frac{k_2 \pi}{N}}{\sqrt{\sin^2 \frac{k_1 \pi}{N} + \sin^2 \frac{k_2 \pi}{N}}} \tilde{y}_{k_1,k_2},
\]

(24)
with which the Hamiltonian can be recast in the form
\[ H = \sum_{k_1, k_2 = 0}^{N-1} \left( \frac{|\bar{p}_{k_1,k_2}|^2}{2M} + \frac{|\bar{p}_{k_1,k_2}|^2}{2M} + \frac{1}{2} M \bar{\omega}_{k_1,k_2}^2 |\bar{x}_{k_1,k_2}|^2 + \frac{1}{2} M \omega^2 |\bar{y}_{k_1,k_2}|^2 \right), \tag{25} \]
where \( \bar{\omega}_{k_1,k_2}^2 \equiv \omega^2 + 4 \Omega^2 (\sin^2 \frac{\pi k_1}{N} + \sin^2 \frac{\pi k_2}{N}) \). Now, the problem has been reduced to the one of decoupled harmonic oscillators, which enables us easily to give the ground state of the system as
\[ \psi_0 = \prod_{k_1, k_2 = 0}^{N-1} \left( \frac{M \bar{\omega}_{k_1,k_2}}{\pi} \right)^{\frac{1}{4}} \exp \left( -\frac{1}{2} M \bar{\omega}_{k_1,k_2} |\bar{x}_{k_1,k_2}|^2 \right) \cdot \left( \frac{M \omega}{\pi} \right)^{\frac{1}{4}} \exp \left( -\frac{1}{2} M \omega |\bar{y}_{k_1,k_2}|^2 \right), \tag{26} \]
this state is selected as the target state in this subsection.

To calculate complexity, we need to choose a reference state, which is given by
\[ \psi_R = \prod_{k_1, k_2 = 0}^{N-1} \left( \frac{M \mu}{\pi} \right)^{\frac{1}{4}} \exp \left( -\frac{1}{2} M \mu (|\bar{x}_{k_1,k_2}|^2 + |\bar{y}_{k_1,k_2}|^2) \right), \tag{27} \]
here the fixed parameter \( \mu \) is used to characterize the reference state. For latter convenience, it is useful to introduce the parameter \( \omega_g \) and define the dimensionless position and momentum \( \hat{x} \equiv \omega_g \bar{x}, \hat{y} \equiv \omega_g \bar{y}, \hat{p} \equiv \frac{\bar{p}}{\omega_g} \), with which the reference and ground states can be rewritten as
\[ \psi_R = \prod_{k_1, k_2 = 0}^{N-1} \sqrt{\frac{\lambda_R}{\pi}} \exp \left( -\frac{\lambda_R}{2} (|\hat{x}_{k_1,k_2}|^2 + |\hat{y}_{k_1,k_2}|^2) \right), \]
\[ \psi_0 = \prod_{k_1, k_2 = 0}^{N-1} \left( \frac{\lambda_{k_1,k_2}}{\pi} \right)^{\frac{1}{4}} \exp \left( -\frac{1}{2} \lambda_{k_1,k_2} |\hat{x}_{k_1,k_2}|^2 \right) \cdot \left( \frac{\lambda}{\pi} \right)^{\frac{1}{4}} \exp \left( -\frac{1}{2} \lambda |\hat{y}_{k_1,k_2}|^2 \right), \tag{28} \]
where \( \lambda_R = M \mu / \omega_g^2, \lambda_{k_1,k_2} = M \bar{\omega}_{k_1,k_2} / \omega_g^2 \) and \( \lambda = M \omega / \omega_g^2 \).

Straightforward calculations give the covariance matrices of the target and reference states
\[ G_T = \begin{pmatrix} \frac{1}{\lambda_{1,1}} & \frac{1}{\lambda_{1,2}} & \cdots & 0 \\ \frac{1}{\lambda_{1,2}} & \frac{1}{\lambda_{1,1}} & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \frac{1}{\lambda} & \frac{\hat{\lambda}_{1,1}}{} \\ \frac{1}{\lambda} & \frac{\hat{\lambda}_{1,1}}{} & \cdots & \frac{1}{\lambda} \\ 0 & \cdots & \frac{\hat{\lambda}_{1,2}}{} & \frac{\hat{\lambda}_{1,2}}{} \\ \frac{\hat{\lambda}_{1,2}}{} & \cdots & \frac{\hat{\lambda}_{1,2}}{} & \cdots \\ 0 & \cdots & \lambda & \lambda \end{pmatrix}, \quad G_R = \begin{pmatrix} \frac{1}{\lambda_R} & \frac{1}{\lambda_R} & \cdots & 0 \\ \frac{1}{\lambda_R} & \frac{1}{\lambda_R} & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \frac{1}{\lambda_R} & \frac{\lambda_R}{\lambda_R} \\ \frac{\lambda_R}{\lambda_R} & \cdots & \frac{\lambda_R}{\lambda_R} & \cdots \\ \end{pmatrix}. \tag{29} \]
We choose $\lambda_R = 1$ for simplicity, then the covariance matrix of reference state becomes identity matrix. In terms of the relative covariance matrix $\Delta \equiv G_T g_R$, complexity of the ground state is given by

$$C_2 = \left( \sum_l (Y_l)^2 \right)^{1/2} = \frac{1}{2\sqrt{2}} \sqrt{\text{Tr}[(\log \Delta)^2]}$$

$$= \frac{1}{2} \sum_{k_1,k_2=0}^{N-1} \left[ (\log \frac{\bar{\omega}_{k_1,k_2}}{\mu})^2 + (\log \frac{\omega}{\mu})^2 \right]. \quad (30)$$

One sees from this result that, as $\bar{\omega}_{k_1,k_2}$ or $\omega$ increases while keep $\mu$ fixed complexity increases. That is to say, evolving a reference state to a target state with higher energy needs more quantum operators. Similar result obtained for free scalar field theory in Ref. [20]. Comparing our Eq.(30) with Eq.(4.32) in Ref. [20], one sees that the term $(\log \frac{\omega}{\mu})^2$ only present in Eq.(30) here. The term $(\log \frac{\bar{\omega}_{k_1,k_2}}{\mu})^2$ arises from the $y$ part of the Hamiltonian (25) while the term $(\log \frac{\omega}{\mu})^2$ arises from the $x$ part of (25). We will see below the contribution of the $y$ part to complexity plays an important role in determining the profile of the time evolution curve of TFD-state complexity.

### 2.2 complexity of TFD state

TFD state is the entanglement state of two CFTs defined respectively on the left/right boundary of the Penrose diagram of an AdS black hole

$$|\text{TFD}(t_L,t_R)\rangle = \frac{1}{\sqrt{Z_\beta}} \sum_n e^{-\beta E_n/2} e^{-iE_n(t_L+t_R)} |n\rangle_L |n\rangle_R, \quad (31)$$

where $|n\rangle_L,|n\rangle_R$ and $t_{L,R}$ are the energy eigenstates and times of the left/right CFT, and $Z_\beta$ is the canonical partition function with inverse temperature $\beta$. For a pair of entanglement simple harmonic oscillators which are denoted by subscripts $L$ and $R$ respectively, if $t_{L,R}$ are set to $t_L = t_R = t/2$, one has

$$|\text{TFD}(t)\rangle = \left(1 - e^{-\beta\omega}\right)^{1/2} \sum_{n=0}^{\infty} e^{-n\beta\omega/2} e^{-i(n+\frac{1}{2})\omega t} |n\rangle_L |n\rangle_R. \quad (32)$$

The above time-dependent TFD state can be rewritten with the creation and annihilation operators as

$$|\text{TFD}(t)\rangle = \exp(z a_L^+ a_R^+ - z^* a_L a_R) |0\rangle_L |0\rangle_R, \quad (33)$$

where $z = \alpha e^{-i\omega t}$, tanh $\alpha \equiv \exp(-\beta\omega/2)$ and $|0\rangle_L,|0\rangle_R$ are the left/right ground states. For latter convenience, we choose the canonical coordinates $q_\pm = \frac{1}{\sqrt{2}}(q_L \pm q_R)$, $p_\pm = \frac{1}{\sqrt{2}}(p_L \pm p_R)$, with $q_{L,R}$ and $p_{L,R}$ being the left/right dimensionless position and momentum. Utilizing the canonical coordinates, and considering the relations between canonical
coordinates and creation-annihilation operators, the TFD state can be rewritten in a factorized form
\[ |\text{TFD}(t)\rangle = \exp[-i\alpha \hat{O}_+(t)]|0\rangle_+ \otimes \exp[i\alpha \hat{O}_-(t)]|0\rangle_-, \] (34)
with \( \hat{O}_\pm(t) = \frac{1}{2} \cos(\omega t)(q_\pm p_\mp + p_\pm q_\mp) + \frac{1}{2} \sin(\omega t)(\lambda q_\pm^2 - \frac{1}{\lambda} p_\pm^2). \)

Now, let’s calculate covariance matrix of the state (34). Since the ± modes decouple, we could calculate the covariance matrices of the ± mode states separately. From the expression of \( \hat{O}_\pm(t) \) it is easy to read out \( k_{11} = \lambda \sin(\omega t), k_{12} = k_{21} = \cos(\omega t), k_{22} = -\frac{1}{\lambda} \sin(\omega t). \) Considering \( K^a_b = \Omega^{ac}k_{cb}, \) one has
\[ K = \begin{pmatrix} \cos(\omega t) & -\frac{1}{\lambda} \sin(\omega t) \\ -\lambda \sin(\omega t) & -\cos(\omega t) \end{pmatrix}, \] (35)
which generates the matrix \( U^+ = e^{\alpha K} \) corresponding to the operator \( \exp[-i\alpha \hat{O}_+(t)]. \)

With \( U^+ \), the + mode TFD state can be achieved by
\[ G^+_{\text{TFD}} = U^+G_0(U^+)^T \]
\[ = \begin{pmatrix} \frac{1}{\lambda}[\cosh(2\alpha) + \sinh(2\alpha) \cos(\omega t)] & -\sinh(2\alpha) \sin(\omega t) \\ -\sinh(2\alpha) \sin(\omega t) & \lambda[\cosh(2\alpha) - \sinh(2\alpha) \cos(\omega t)] \end{pmatrix}, \] (36)
where \( G_0 \) is covariance matrix of the ground state. For the − mode, one just needs to make the replacement \( \alpha \mapsto -\alpha, \) i.e., one has \( U^- = U^+(\alpha \to -\alpha) \) and \( G^-_{\text{TFD}} = G^+_{\text{TFD}}(\alpha \to -\alpha) \).

To apply the results of giving the shortest path found in Ref. [20], we use the generally parameterized element of \( \text{Sp}(2, \mathbb{R}) \)
\[ U(\rho, \theta, \tau) = \begin{pmatrix} \cos \tau \cosh \rho - \sin \theta \sinh \rho & -\sin \tau \cosh \rho + \cos \theta \sinh \rho \\ \sin \tau \cosh \rho + \cos \theta \sinh \rho & \cos \tau \cosh \rho + \sin \theta \sinh \rho \end{pmatrix}, \] (37)
to achieve the target state. The cost function \( F_2 \) is associated to the following right-invariant metric
\[ ds^2 = \frac{1}{2} \text{Tr}(dUU^{-1}(dUU^{-1})^T) \]
\[ = d\rho^2 + \cosh(2\rho) \cosh^2 \rho d\tau^2 + \cosh(2\rho) \sinh^2 \rho d\theta^2 - \sinh^2(2\rho) d\tau d\theta. \] (38)
The Killing vectors associated to the metric (38) can be given through solving the Killing equations. For every Killing vector there exist a corresponding conserved momentum. Based on the Killing vectors and conserved momenta, it is found in Ref. [20] that the geodesic in the space (38) is given by
\[ \rho(\sigma) = \rho_1 \sigma, \quad \theta(\sigma) = \theta_0 = \theta_1, \quad \tau(\sigma) = 0. \] (39)

In terms of the \( \mathfrak{sp}(2, \mathbb{R}) \) generators
\[ W = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix}, \quad V = \begin{pmatrix} 0 & 0 \\ -\sqrt{2} & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 0 & \sqrt{2} \\ 0 & 0 \end{pmatrix}, \] (40)
the circuit (37) can be rewritten as

\[ U(\sigma) = \exp \left[ -\rho_1 \sin \theta_1 \sigma W + \frac{\rho_1}{\sqrt{2}} \cos \theta_1 (Z - V) \right], \quad (41) \]

from which the complexity can be read out as

\[ C_2 = \sqrt{\sum_I (Y')^2} = \rho_1 \quad (42) \]

By acting the Sp(2, \mathbb{R}) element (37) on the covariance matrix of reference state one obtains

\[ G_T = U(\rho, \theta, \tau) \sigma_{G_R} U^T(\rho, \theta, \tau) \]

\[ = \begin{pmatrix} \cosh(2\rho) - \sin(\theta + \tau) \sinh(2\rho) & \cos(\theta + \tau) \sinh(2\rho) \\ \cos(\theta + \tau) \sinh(2\rho) & \cosh(2\rho) + \sin(\theta + \tau) \sinh(2\rho) \end{pmatrix}. \quad (43) \]

Note that \( G_R = 1 \) for the choice \( \lambda_R = 1 \). We choose the time-dependent TFD state (36) as the target state, by comparing (36) with (43) yields

\[ \cosh(2\rho_1) = 1 + \frac{\lambda_2^2}{2\lambda} \cosh(2\alpha) + \frac{1 - \lambda_2^2}{2\lambda} \sinh(2\alpha) \cos(\omega t). \quad (44) \]

Combining the \( \pm \) modes and considering the relation \( \cosh^{-1} x = \log(x + \sqrt{x^2 - 1}) \), complexity of the TFD state (32) is given by

\[ C_2 = \frac{1}{2} \left\{ \log^2 \left( f^{(+)} + \sqrt{(f^{(+)} \mu_k, k_2)} \right) + \log^2 \left( f^{(-)} + \sqrt{(f^{(-)} \mu_k, k_2)} \right) \right\}^{1/2}, \quad (45) \]

where \( f^{(+)} = \cosh(2\rho_1) = \frac{1 + \lambda_2^2}{2\lambda} \cosh(2\alpha) + \frac{1 - \lambda_2^2}{2\lambda} \sinh(2\alpha) \cos(\omega t) \) and \( f^{(-)} = f^{(+)}(\alpha \rightarrow -\alpha) \).

Adding up all the harmonic oscillators on the lattice, we obtain the final expression of the complexity of TFD state

\[ C_2 = \frac{1}{2} \left\{ \frac{1}{2} \sum_{k_1, k_2=0}^{N-1} \sum_{\pm} \left[ \log^2 \left( f_{k_1, k_2}^{(\pm)} + \sqrt{(f_{k_1, k_2}^{(\pm)} \mu_k, k_2)} \right) + \log^2 \left( f_{k_1, k_2}^{(\pm)} + \sqrt{(f_{k_1, k_2}^{(\pm)} \mu_k, k_2)} \right) \right] \right\}^{1/2}, \quad (46) \]

where

\[ f_{k_1, k_2}^{(\pm)} = \frac{1}{2} \left( \frac{\mu}{\omega_{k_1, k_2}^2} + \frac{\bar{\omega}_{k_1, k_2}}{\mu} \right) \cosh(2\alpha_{k_1, k_2}) \pm \frac{1}{2} \left( \frac{\mu}{\omega_{k_1, k_2}^2} - \frac{\bar{\omega}_{k_1, k_2}}{\mu} \right) \cosh(2\alpha_{k_1, k_2}) \cos(\bar{\omega}_{k_1, k_2} t), \]

\[ f^{(\pm)} = \frac{1}{2} \left( \frac{\mu}{\omega} + \frac{\omega}{\mu} \right) \cosh(2\alpha) \pm \frac{1}{2} \left( \frac{\mu}{\omega} - \frac{\omega}{\mu} \right) \cosh(2\alpha) \cos(\omega t), \quad (47) \]
Figure 1: Time dependence of complexity of TFD state. From left to right, the plots correspond to $\beta = 10^{-1} \mathcal{L}, 10^{-3} \mathcal{L}, 10^{-5} \mathcal{L}$ respectively. $\mathcal{L}$ is the size of the 2-lattice in each dimension. We insert 200 lattice sites in each dimension. Other parameters are fixed as $m = 10^{-6}/\mathcal{L}, \mu = 1/\mathcal{L}$.

and

$$\alpha_{k_1,k_2} = \frac{1}{2} \log \left( \frac{1 + e^{-\beta \omega_{k_1,k_2}/2}}{1 - e^{-\beta \omega_{k_1,k_2}/2}} \right), \quad \alpha = \frac{1}{2} \log \left( \frac{1 + e^{-\beta \omega/2}}{1 - e^{-\beta \omega/2}} \right).$$

Note that $f^{(\pm)}_{k_1,k_2}$ and $f^{(\pm)}$ in (46) come respectively from the contributions of $\bar{x}_{k_1,k_2}$ and $\bar{y}_{k_1,k_2}$ in the Hamiltonian (25).

Let’s discuss the time dependence of the complexity of TFD state (46). In Fig.1, we present the curves of complexities with different temperatures, the result is regularized by subtracting the initial value at $t = 0$. One sees that all the curves fit the function $\sim \log^2(t)$ well. Saturation at high temperature found in Ref. [23] is not found here, this is attributed to the contributions of $f^{(\pm)}$ and zero mode $f^{(\pm)}_{k_1=0,k_2=0}$ to complexity in (46) (Note that $f^{(\pm)}$ and $f^{(\pm)}_{k_1,k_2}$ correspond respectively to the $y$ and $x$ part of the Hamiltonian (25)). To see this we take the limit that $m/\mu$, $\beta m$ and $mt$ are all small. We take this limit due to we are interested in the small $m$ limit, where the QFT is close to CFT. $m$ can’t be zero since $m = 0$ causes the singularity of complexity. In the limit, the contributions of $f^{\pm}$ and zero mode $f^{\pm}_{k_1=0,k_2=0}$ to complexity behave like

$$C_2 \sim \frac{1}{4} \log^2 \left( \frac{\mu t^2}{\beta} \right),$$

which explains the curves in Fig.1.

3 FS metric approach

In this section, we study complexity in Proca theory with FS metric approach, we will consider both the ground state and the TFD state.
3.1 complexity of ground state

The FS line element is given by

$$ds_{FS}(\sigma) = d\sigma \sqrt{|\partial_\sigma |\psi(\sigma)|^2 - |\langle \psi(\sigma) |\partial_\sigma |\psi(\sigma)||^2},$$

which is used to measure the circuit length of a path going via states $|\psi(\sigma)\rangle$

$$\ell(|\psi(\sigma)\rangle) = \int_{s_i}^{s_f} ds_{FS}(\sigma).$$

The circuit we concerned is the one generated by the path-ordered unitary operator

$$U(\sigma) = \langle \mathcal{P} e^{-i \int_{s_i}^{s_f} G(s) ds} \rangle$$

that transform a reference state to a target state $|\psi\rangle_T = U|\psi\rangle_R$. Now the FS line element becomes

$$ds_{FS}(\sigma) = d\sigma \sqrt{\langle G^2(\sigma) \rangle - \langle G(\sigma) \rangle^2},$$

which is independent of the path reparametrizations. Complexity is defined as the minimal length of the path

$$C = \min_{G(s)} \ell(|\psi(\sigma)\rangle)$$

that connect the reference and target states.

In order to construct the desired target states, we first quantize Proca fields in terms of the creation and annihilation operators

$$A_i(\vec{x}) = \int \frac{d^2k}{\sqrt{2\omega_k}} \sum_{n=1}^{2} \varepsilon_i^{(n)}(\vec{k}) [a_k^{(n)} e^{-i k \cdot x} + a_k^{(n)\dagger} e^{i k \cdot x}],$$

where $\varepsilon_i^{(n)}$ are the polarization vectors. The commutation relation of creation and annihilation operators is given by $[a_k^{(i)}, a_{k'}^{(j)\dagger}] = \delta_{ij} \delta(\vec{k} - \vec{k}')$, which preserves the commutation relation $[A_i(\vec{x}), \pi^j(\vec{x}')] = i \delta^j_i \delta(\vec{x} - \vec{x}')$.

The two-point correlation function in ground state takes the familiar form

$$\langle 0| A^i(\vec{k}) A^j(\vec{k}')|0 \rangle = \frac{1}{2\omega_k} \delta^{ij} \delta(\vec{k} + \vec{k}'),$$

Now we introduce a reference state $|R(\nu)\rangle$ in such a way that the two-point function in this state takes the form

$$\langle R(\nu)| A^i(\vec{k}) A^j(\vec{k}')|R(\nu)\rangle = \frac{1}{2\nu} \delta^{ij} \delta(\vec{k} + \vec{k}').$$

similar to $\mu$ in (27), here the parameter $\nu$ is used to characterize the reference state. In coordinate space, one can see, from the two-point function $\langle R(\nu)| A^i(\vec{x}) A^j(\vec{x}')|R(\nu)\rangle = \frac{1}{2\nu} \delta^{ij} \delta(\vec{x} - \vec{x}').$
\[ \frac{1}{2} \delta^{ij} \delta(\vec{x} - \vec{x}'), \] that the fields are unentangled in this state. Both the ground state and reference state are pure Gaussian states which are annihilated by the associated annihilation operators.

In order that, through the squeezing operator

\[ K(\vec{\kappa}) = \sum_{i=1}^{2} \left( A_i(\vec{\kappa}) \pi_i(-\vec{\kappa}) + \pi_i(\vec{\kappa}) A_i(-\vec{\kappa}) \right), \]

\[ = \sum_{n=1}^{2} \left( a_k^{(n)\dagger} a_{-\vec{k}}^{(n)} - a_k^{(n)} a_{-\vec{k}}^{(n)\dagger} \right) \tag{58} \]

one can construct the approximate ground state

\[ |m_{\Lambda} \rangle = e^{-i \int_{k \leq \Lambda} d^2 k \kappa K(\vec{\kappa})} |R(\nu)\rangle, \tag{59} \]

the creation and annihilation operators \( b_k^\dagger, b_k \) associated to the reference state are required to relate to the ones associated to the ground state through the Bogoliubov transformation

\[ b_k^{(n)} = \beta_k^+ a_k^{(n)} + \beta_k^- a_{-\vec{k}}^{(n)\dagger}, \tag{60} \]

with \( \beta_k^+ = \cosh(2r_k), \beta_k^- = \sinh(2r_k), r_k = \log \frac{\sqrt{\nu}}{\omega_k} \). In terms of the creation and annihilation operators associated to \( |R(\nu)\rangle \), the squeezing operator is given by

\[ K(\vec{\kappa}) = i \sum_{n=1}^{2} \left( b_k^{(n)\dagger} b_{-\vec{k}}^{(n)} - b_k^{(n)} b_{-\vec{k}}^{(n)\dagger} \right) \tag{61} \]

The state (59) is identical to the ground state \( |0\rangle \) up to a momentum cut-off \( \Lambda \) and is usually used in cMERA [44, 45]. We choose this state as the target state in this subsection.

Now the the generator \( G(\sigma) \) of circuit (52) is given by

\[ G(\sigma) = \int_{k \leq \Lambda} d^2 k K(\vec{k}) Y_k(\sigma), \tag{62} \]

with \( Y_k(s_f) \) being fixed to \( r_k \) such that the circuit (52) generated by (62) connect the reference state \( |R(\nu)\rangle \) and the target state \( |m_{\Lambda}\rangle \).

Combining (50), (51), (59) and (62), one obtains complexity of the ground state

\[ C = \min_{Y_k(\sigma)} \int_{s_i}^{s_f} \sqrt{\text{Vol} \int_{k \leq \Lambda} d^2 k \left( \partial_\sigma Y_k(\sigma) \right)^2}. \tag{63} \]

From (63) it is recognized that the space spanned by \( Y_k \) is Euclidean space. The shortest line in Euclidean space is straight line, which is parametrized as

\[ Y_k(\sigma) = \frac{\sigma - s_i}{s_f - s_i} Y_k(s_f). \tag{64} \]
Thus complexity of the ground state is given by

$$ C = \sqrt{4 \text{Vol} \int_{k \leq \Lambda} d^2 k \gamma_k^2} = \sqrt{\text{Vol} \int_{k \leq \Lambda} d^2 k \frac{1}{4} \log^2 \frac{\omega_k}{\nu}}. $$  \hfill (65)

Note that this result is $\sqrt{2}$ times that of free scalar field theory, this is owning to the Proca fields have two spatial components in $2+1$-dimensional spacetime. It is interesting to note that ground state complexity (65) share the similar form with that given in (30) which is obtained by Nielsen’s approach.

Besides the squeezing operator $K(\vec{k})$, one can also use the general quadratic operators

$$ K_+ = \frac{1}{2} \sum_{n=1}^2 b_k^{(n)\dag} b_{-k}^{(n)}, \quad K_- = \frac{1}{2} \sum_{n=1}^2 b_k^{(n)} b_{-k}^{(n)}, \quad K_0 = \frac{1}{4} \sum_{n=1}^2 b_k^{(n)\dag} b_{k}^{(n)} + b_{-k}^{(n)\dag} b_{-k}^{(n)} $$ \hfill (66)

which form the $\text{su}(1, 1)$ algebra, to generate the approximate ground state

$$ |m(\Lambda)\rangle \equiv e^{-\int_{\vec{k} \leq \Lambda} d^2 k B(\vec{k}, \nu)} |R(\nu)\rangle, $$ \hfill (67)

with

$$ B(\vec{k}, \nu) = -2 \sinh(2r_k) [K_+ + K_-] + 4 \cosh(2r_k) K_0. $$ \hfill (68)

In order to calculate complexity of the state (67), let’s consider the general state constructed with the $\text{su}(1, 1)$ generators

$$ |\psi(\sigma)\rangle = e^{\int_{\vec{k}} d^2 k g(\vec{k}, \sigma)} |R(\nu)\rangle, $$ \hfill (69)

where

$$ g(\vec{k}, \sigma) = \alpha_+(\vec{k}, \sigma) K_+(\vec{k}) + \alpha_-(-\vec{k}, \sigma) K_-(\vec{k}) + \omega(\vec{k}, \sigma) K_0(\vec{k}). $$ \hfill (70)

The unitary generated by (70) can be decomposed as [46]

$$ U(\sigma) = e^{\int_{\vec{k}} d^2 k \gamma_+(\vec{k}, \sigma) K_+(\vec{k})} e^{\int_{\Lambda} d^2 k \log \gamma_0(\vec{k}, \sigma) K_+(\vec{k})} e^{\int_{\Lambda} d^2 k \gamma_-(\vec{k}, \sigma) K_-(\vec{k})}. $$ \hfill (71)

The coefficients are related through

$$ \gamma_\pm = \frac{2\alpha_+ \sinh \Xi}{2\Xi \cosh \Xi - \omega \sinh \Xi}, \quad \gamma_0 = (\cosh \Xi - \frac{\omega}{2\Xi} \sinh \Xi)^{-2}, \quad \Xi^2 = \frac{\omega^2}{4} - \alpha_+ \alpha_-.$$ \hfill (72)

After some operator algebra calculations, one obtains the following expression of complexity

$$ C = \min_{\gamma_+(\vec{k}, \sigma)} \int_{s_i}^{s_f} d\sigma \sqrt{\text{Vol} \int_{\Lambda} d^2 k \frac{\gamma'_+(\vec{k}, \sigma) \gamma'^*_+(\vec{k}, \sigma)}{(1 - |\gamma_+(\vec{k}, \sigma)|^2)^2}}, $$ \hfill (73)

where $'$ denotes derivative respect to $\sigma$, and Vol is the volume of the time slice. From (73) it is recognized that for each momentum $\vec{k}$ the geometry is a Poincaré disk with
complex coordinate $\gamma_+(\vec{k})$. The geodesic connecting the reference and ground states is a straight line on real axis. Therefore, the path generated by $B(\vec{k}, \nu)$ is not the shortest one, since for $B(\vec{k}, \nu)$
\[
\alpha_{\pm}(\vec{k}, \sigma) = \frac{i\pi}{2} \sinh(2r_k)\sigma, \quad \omega(\vec{k}, \sigma) = -i\pi \cosh(2r_k)\sigma,
\]
\[
\gamma_+(\vec{k}, \sigma) = \frac{i \sinh(2r_k) \sin(\frac{\sigma}{2}) \cos(\frac{\sigma}{2}) \pm i \cosh(2r_k) \sin(\frac{\sigma}{2})}{\cos(\frac{\sigma}{2}) + i \cosh(2r_k) \sin(\frac{\sigma}{2})},
\] (74)
where $\gamma_+$ is not real. While the path generated by $K(\vec{k})$ coincides with the geodesic
\[
\alpha_{\pm}(\vec{k}, \sigma) = \pm 2r_k \sigma, \quad \omega(\vec{k}, \sigma) = 0, \quad \gamma_+(\vec{k}, \sigma) = \tanh(2r_k\sigma).
\] (75)
Thus with the more general $\mathfrak{su}(1,1)$ generators, one still gets the result that the straight line corresponds to the shortest path, the complexity is still given by Eq.(65).

### 3.2 complexity of TFD state

At $t=0$, the TFD state is given by
\[
|\text{TFD}(0)\rangle = N e^{\int d^2k \, e^{-\beta\omega_k/2(a_k^{(1)L}a_k^{(1)R})} + a_k^{(2)L}a_k^{(2)R})}|0\rangle
\]
\[
= N e^{\int d^2k \, e^{-\beta\omega_k/2(a_k^{(1)L}a_k^{(1)R})} + a_k^{(2)L}a_k^{(2)R})}|0\rangle.
\] (76)
This state is annihilated by operators $c_k^{(n)}, \tilde{c}_k^{(n)}$ which relate to creation and annihilation operators of the vacuum state $|0\rangle$ through Bogoliubov transformations
\[
c_k^{(n)} = \cosh \alpha_k a_k^{(n)L} - \sinh \alpha_k a_k^{(n)R}, \quad \tilde{c}_k^{(n)} = \cosh \alpha_k a_k^{(n)R} - \sinh \alpha_k a_k^{(n)L},
\] (77)
where $\tanh \alpha_k = e^{-\beta\omega_k/2}$.

The time-dependent TFD state can be achieved by action of the time evolution operator on the $t=0$ TFD state
\[
|\text{TFD}(t)\rangle = e^{-iHt}|\text{TFD}(0)\rangle,
\] (78)
where $t_L = t_R = t$ has been used, and
\[
H = \frac{1}{2} \int d^2k \left[ \omega_k \sum_{n=1}^2 \left( a_k^{(n)L} a_k^{(n)\dagger} + a_k^{(n)R} a_k^{(n)\dagger} + 1 \right) \right]
\] (79)
is the Hamiltonian of the whole system.

The general quadratic operators which form $\mathfrak{su}(1,1)$ algebra are defined as
\[
K_+ = \frac{1}{2} \sum_{n=1}^2 (c_k^{(n)L}c_{-k}^{(n)\dagger}), \quad K_- = \frac{1}{2} \sum_{n=1}^2 (c_k^{(n)L}c_{-k}^{(n)\dagger}), \quad K_0 = \frac{1}{4} \sum_{n=1}^2 (c_k^{(n)}c_{-k}^{(n)} + c_{-k}^{(n)}c_k^{(n)}),
\] (80)
with which the time-dependent TFD state can be rewritten as

$$|\text{TFD}(t)\rangle = e^{-i\frac{1}{2} \int d^2 k \omega_k t [4 \cosh(2\alpha_k)K_0 + 2 \sinh(2\alpha_k)(K_+ + K_-)]} |\text{TFD}(0)\rangle.$$ \tag{81}$$

The coefficients can be read out through comparing (81) with (70)

$$\alpha_\pm = -i\omega_k t \sinh(2\alpha_k), \quad \omega = -2i\omega_k t \cosh(2\alpha_k).$$ \tag{82}$$

Thus the unitary in (81) can be decomposed as

$$|\text{TFD}(t)\rangle = e^{\int d^2 k (\gamma_+ + K_+ + \vec{k}) \omega_k t} e^{\int d^2 k (\gamma_0 + K_0 + \vec{k})} |\text{TFD}(0)\rangle,$$ \tag{83}$$

with

$$\gamma_\pm = \frac{-i \sinh(2\alpha_k) \sin \Xi}{\cos \Xi + i \cosh(2\alpha_k) \sin \Xi}, \quad \Xi = \omega_k t.$$ \tag{84}$$

In terms of the path parameter $\sigma$, $\gamma_+$ can be written as

$$\gamma_+ (\vec{k}, \sigma) = \frac{-i \sinh(2\alpha_k) \sin(\omega_k t \sigma)}{\cos(\omega_k t \sigma) + i \cosh(2\alpha_k) \sin(\omega_k t \sigma)}.$$ \tag{85}$$

We choose $|\text{TFD}(0)\rangle$ as the reference state and $|\text{TFD}(t)\rangle$ as the target state, then the complexity is given by

$$C = \min_{\gamma_+ (\vec{k}, \sigma)} \int_{s_i}^{s_f} d\sigma \sqrt{\text{Vol} \int d^2 k \frac{\gamma'_+ (\vec{k}, \sigma) \gamma''_+ (\vec{k}, \sigma)}{(1 - |\gamma_+ (\vec{k}, \sigma)|^2)^2}}$$

$$= \int_{s_i}^{s_f} d\sigma \sqrt{\text{Vol} \int d^2 k \omega_k^2 t^2 \sinh^2(2\alpha_k)}$$

$$= \frac{2t}{\beta^2} \sqrt{\text{Vol} [6\text{Li}_3(e^{-m\beta}) + 6\beta m \text{Li}_2(e^{-m\beta}) + 3\beta^2 m^2 \text{Li}_1(e^{-m\beta}) + \beta^3 m^3 \text{Li}_0(e^{-m\beta})]},$$ \tag{86}$$

where $\text{Li}_n(\cdot)$ is the polylog function, and in the last equality $\beta$ is assumed to be large, i.e., we consider the low temperature limit. For $m = 0$, we have

$$C = \frac{2t}{\beta^2} \sqrt{\text{Vol} 6\zeta(3)},$$ \tag{87}$$

where $\zeta(\cdot)$ is the Riemann zeta function. The results (86) and (87) show that complexity grows linearly with time, which agree with the late-time growth behavior of gravitational action evaluated on WDW patch.

4 Summary

In this paper, we study complexities of the states in Proca theory with Nielsen’s approach and FS metric approach. For both the approaches, we all consider the ground and TFD
states. To study complexity with Nielsen’s approach, we regularize the theory by placing the fields on a lattice, and obtain a system of coupled harmonic oscillators. Through choosing proper coordinates, we recast the system to the one of decoupled harmonic oscillators, based on which we give the ground state of the system. With the aid of the covariance matrix approach, we give complexities of the ground and TFD states. We compare our results with that of the free scalar field theory, for both the ground state and the TFD state one finds extra contributions, which correspond to the $y$ part in the Hamiltonian of decoupled harmonic oscillators (25), to complexity. We examine the time dependence of TFD-state complexity and find it exhibits a logarithmic growth $\log^2 t$ while the saturation at high temperature found in free scalar field theory is not found in our case. Analysis shows that the growth behavior of TFD-state complexity is due to the contributions of both $f^{\pm}$ and the zero mode $f_{k_1=0, k_2=0}^{(\pm)}$ which correspond to the $y$ and $x$ parts in (25) respectively, while for free scalar field theory only the zero mode $f_{k_1=0, k_2=0}^{(\pm)}$ is responsible for the logarithmic growth of complexity.

To study complexity with FS metric approach, first we give the approximate ground state with the squeezing operator and calculate circuit length with FS metric. Calculations show that the coefficients of the squeezing operator form Euclidean space, which implies that the straight line corresponds to complexity of the state. Since the spatial components of the Proca fields is two in $2 + 1$ dimensions, complexity of the ground state we obtained is $\sqrt{2}$ times that of free scalar field. Then we give the approximate ground state with the general $\mathfrak{su}(1, 1)$ generators, in this case still the straight line give the complexity, which is just the one given by the squeezing operator. We choose the TFD state at $t = 0$ as the reference state and the TFD state at arbitrary $t$ as the target state, and calculate the circuit length with FS metric. The result complexity exhibits the linear dependence of time, which agrees with the late-time behavior of holographic complexity.

For further directions, it would be interesting to discuss other cost functions $F_1, F_p$ and $F_q$ for Nielsen’s approach. Furthermore, it would be interesting to study complexities in charged vector field theory and Yang-Mills theory, and discuss the effects of gauge symmetries on complexity.
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