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Abstract—Industrial robots are widely used in many applications with structured and deterministic environments. However, the contemporary need requires industrial robots to intelligently operate in dynamic environments. It is challenging to design a safe and efficient robotic system with industrial robots in a dynamic environment for several reasons. First, most industrial robots require the input to have specific formats, which takes additional efforts to convert from task-level user commands. Second, existing robot drivers do not support overwriting ongoing tasks in real-time, which hinders the robot from responding to the dynamic environment. Third, most industrial robots only expose motion-level control, making it challenging to enforce dynamic constraints during trajectory tracking. To resolve the above challenges, this paper presents a jerk-bounded position controller (JPC) for industrial robots. JPC provides a unified interface for tracking complex trajectories and is able to enforce dynamic constraints using motion-level control, without accessing servo-level control. Most importantly, JPC enables real-time trajectory modification. Users can overwrite the ongoing task with a new one without violating dynamic constraints. The proposed JPC is implemented and tested on the FANUC LR Mate 200id/7L robot with both artificially generated data and an interactive robot handover task. Experiments show that the proposed JPC can track complex trajectories accurately within dynamic limits and seamlessly switch to new trajectory references before the ongoing task ends.

I. INTRODUCTION

Industrial robots are widely used in many applications with structured and deterministic environments, i.e., automotive assembly, pick and place, material removal, furniture fabrication, 3D printing [1], [2]. However, industrial robots are rarely applied in unstructured and dynamic environments, such as human-robot interaction (HRI) [3]. This is mainly caused by the difficulty of designing and implementing a safe and efficient robotic system in such scenarios. In this paper, we aim to fill the gap between industrial robots and dynamic task environments by proposing a unified robot control driver. The difficulty of this task mainly lies in three aspects: fixed robot-specific input formats, online task overwriting, and motion-level control with dynamic constraints. Next, we elaborate on each of these aspects and motivate our unique controller design.
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Fig. 1: Illustration of the real-time task modification. The first user command $P^t_1$ starts at $t_1$. A new command $P^t_{i+1}$ arrives at $t_{i+1}$. The JPC modifies the planned joint position trajectory from $t_{i+1} + \phi$ to track $P^t_{i+1}$, and the rest of $P^t_1$ is aborted. The transition delay $\phi$ upper bounds the trajectory computation time of JPC. In this way, JPC plans the new trajectory from a valid future robot state and enforces dynamic constraints during task transition.

First, the control interfaces of most industrial robots only accept input in certain formats (e.g., specific sampling frequency and length). In robotic applications, however, user commands are often at task level and can have flexible formats. Thus, researchers usually need to spend non-trivial efforts to convert user commands to robot-specific formats for execution. In this paper, we aim to lift such efforts by developing an interface that translates task-level commands to low-level commands directly compatible with the hardware.

Second, existing robot drivers do not support overwriting ongoing tasks in real-time, which hinders the robot from responding to the dynamic environment. With current control interfaces, most industrial robots cannot execute a new task until the ongoing task is finished or forcibly stopped. However, the overwriting feature is critical for the robot to operate safely in a dynamic environment since the robot should be able to respond to surrounding changes (e.g., human movements) and adjust its behaviors accordingly. To ensure safety, most existing industrial robots either only work in highly-controlled spaces or simply halt upon unexpected environmental changes. For example, some robots are only used within designated work cells with fences to separate from workers [4]. Another common approach is to stop when detecting potential collisions [5]. This is highly inefficient, especially when multiple interactions are anticipated to happen between humans and industrial robots in the factories [6].
Ideally, the robot should simply perturb its originally planned motions to avoid collisions. Therefore, in order to operate safely and efficiently, it is critical that industrial robots can overwrite their tasks in real-time while maintaining tracking performance (see Fig. 1). To the best of our knowledge, ROS control [7] is the only publicly available control framework that supports task overwriting. However, the trajectory modification is executed at a low priority in the ROS control hierarchy and cannot achieve real-time task overwriting. In this paper, we propose an industrial-compatible robot control driver that supports real-time trajectory modification with minimal transition time and enforced dynamic constraints. Relatedly, [8] proposes a method to generate motion trajectories for mechanical systems during runtime. There is a major difference between the objectives of their work and ours. [8] focuses on online trajectory generation which concerns about instantaneous response to sensor events, while this paper focuses on real-time trajectory modification which concerns about satisfying dynamic constraints during task transitions.

Third, most industrial robots only expose motion-level control, making it challenging to enforce dynamic constraints when executing user commands and overwriting current user commands with new ones. To illustrate this challenge, let us consider the different robot control loops in a typical interactive task as shown in Fig. 2. In an interactive task (e.g., robot handover), some task-level controller first generates user commands, which can be waypoints with arbitrary sparsity and frequency. Then, a motion-level controller converts user commands to high-frequency joint position trajectories. Finally, a servo-level controller computes joint torques and applies to the robot. Meanwhile, the robot can only operate within some dynamic constraints and will come to a hard stop when the constraints are violated. In this paper, we consider jerk-bounded robots. Such constraints can be easily satisfied if one can directly send torque commands via the servo control interface (e.g., by saturating the control input). However, the servo-level control for industrial robots is often hidden. What is generally available instead is the motion-level position control. Hence, our robot driver needs to operate on motion level while satisfying the dynamic constraints, treating the robot hardware as well as the embedded servo-level controller jointly as a black box (see Fig. 2). In other words, we desire a motion-level controller that converts user commands to jerk-bounded joint position trajectories. In literature, jerk-bounded planning has been widely studied [9]–[12]. In this paper, we base our work on a naive approach and focus on the problem of real-time trajectory modification without violating jerk constraints. As future work, we will adapt our trajectory modification design to other jerk-bounded planners.

Fig. 2: Robot control loops in task, motion, and servo levels. The only available robot interface is at motion-level, while the servo control interface is hidden. Hence, the robot hardware, as well as the integrated servo-level controller, can be jointly considered as a black box that accepts joint position trajectories with bounded jerk and returns robot states.

Combining the above motivations, this paper proposes a jerk-bounded position control driver (JPC) for industrial robots. First, it provides a unified programming interface for the users to control the robot with complex trajectory commands. The input to JPC is a task-level trajectory containing position waypoints for the robot to track. Then, JPC calculates an appropriate joint position trajectory with bounded jerk. Second, JPC enables online trajectory modification, which allows the users to overwrite the ongoing task with minimal transition time to new tasks while satisfying the jerk bound. Thus, the robot can seamlessly adapt its motions to dynamic environments in order to operate safely.

Moreover, JPC distinguishes from the previous works since it considers the robot hardware requirements. Unlike most of the previous works that only require the support of ROS control, JPC outputs control signals that are directly compatible with the robot interface under the hardware requirements (e.g., frequency, dynamic constraints, etc). The proposed JPC is implemented and tested on the FANUC LR Mate 200id/7L, which supports high frequency position control via Ethernet. We test JPC both with artificially generated tracking references and in an interactive robot handover task. The experiment results demonstrate that the proposed JPC can achieve accurate trajectory tracking as well as smooth trajectory switching on the FANUC robot. The JPC can also be easily transferred to other industrial robots with a similar position control interface.

II. Problem Formulation

The motion-level controller (in Fig. 2) takes in the user commands at different time steps \((t_0, t_1, t_2, \ldots)\), which may not be sent at the same frequency, i.e., \(t_{i+1} - t_i\) is not a constant. At every \(t_i\), the user command \(P^{t_i}\) composes of a set of joint trajectory points where \(P^{t_i} = [P_{1}^{t_i}; P_{2}^{t_i}; \ldots; P_{N^{t_i}}^{t_i}]\) and \(N^{t_i}\) is the number of waypoints. These waypoints have sampling frequency \(1/T^{t_i}\). The commands \(P^{t_i}\) and \(P^{t_{i+1}}\) may have overlaps, in the sense that \(t_i + N^{t_i}/T^{t_i} > t_{i+1}\). In this case, the new user command will overwrite the old user command at the time when overlap happens, as shown in Fig. 1. Command overwriting is essential in many interactive robot tasks. For instance, when the robot is handing a tool over to a human and the human suddenly moves his/her hand, the task-level controller will compute and send a new user command. Then, the robot should immediately overwrite the
Fig. 3: Jerk-bounded trajectory tracking illustration. Given a task $P_1$, containing one waypoint, $P_1_1$, at $t_i$ and $M = 5$, the bounded control jerk $J^{t_1}$ to execute the task in $T^{t_1}$ is shown in green. The jerk-bounded position control $u^{t_1}$ is shown in black. Dashed red line: position control reference without dynamic constraints. Blue: jerk-bounded velocity profile. Purple: jerk-bounded acceleration profile.

ongoing command with the new one in order to finish the handover.

The goal of the motion-level controller is to translate the user command $P^{t_1}$ to acceptable jerk-bounded trajectories (see Fig. 3), $u^{t_1} = JPC(P^{t_1})$, that is executable by the robot through a motion-level interface (shown in Fig. 2). The motion-level interface takes in joint position signals with sampling time $dt$, which is usually much smaller than $T^{t_1}$. The tracking of the position command in the servo-control level (though which is unknown to us) is assumed to be perfect as long as the jerk is bounded.

To realize the goal, we need to solve the following two problems: 1) turn $P^{t_1}$ into a jerk-bounded trajectory with sampling time $dt$ such that the waypoints in $P^{t_1}$ are perfectly tracked; and 2) modify an existing jerk-bounded trajectory as soon as a new $P^{t_{i+1}}$ is received and still ensure boundedness on jerk during the transition. The challenge is limited computation time due to short sampling time $dt$ (the robot will enter a hard stop if no position command is received in the next sampling time). In the following discussion, we introduce the jerk-bounded position controller which is able to achieve the goal under the aforementioned challenge. For clarity, we will use superscript to denote the global time, i.e., $P^{t_i}$ denotes the task received at time $t_i$. We use subscript to denote the task time step, i.e., $P_1^{t_i}$ denotes the first time step of the task received at $t_i$.

III. JERK-BOUNDED POSITION CONTROL DRIVER

A. Jerk-bounded Trajectory Tracking

Given a user command $P^{t_1}$ with sampling time $T^{t_1}$ for an $n$-DOF robot, we compute the position control sequence by up-sampling $P^{t_1}$ into jerk-bounded $u^{t_1}$ with sampling time $dt$. For the rest of this section, we omit the superscript $t_i$ since the method applies to user command $P$ received at any time. We model the dynamics of robot joints using a discrete-time jerk control system in order to enforce the jerk bound. In addition, we apply the same trajectory up-sampling procedure to each robot joint independently. As such, we omit the joint index in the following discussions and focus on an arbitrary robot joint of interest.

The state of a robot joint is denoted as $x = [p; v; a]$, where $p$, $v$, and $a$ are the joint position, velocity, and acceleration. We have the robot dynamics as

$$x_{k+1} = \begin{bmatrix} 1 & \frac{1}{2} \tau & \frac{\tau^2}{2} \\ 0 & 1 & \tau \\ 0 & 0 & 1 \end{bmatrix} x_k + \begin{bmatrix} \frac{1}{2} \tau^3 \\ \frac{\tau^2}{2} \\ \tau \end{bmatrix} j_k, \quad (1)$$

where $\tau$ is the time increment and $j_k$ denotes the jerk control input at timestep $k$. It is likely to be infeasible to travel between consecutive waypoints using a constant jerk.

Therefore, we up-sample $P$ by a factor $M$ and allow up to maximum $M$ different jerk commands in each time interval $T$. For trajectory tracking, we want the robot to track the positions of the waypoints in $P$, with unknown intermediate velocity and acceleration. The velocity and acceleration at the goal point are set to 0. Thus, by setting the robot initial state to be $x_0$ and $\tau = dt$, we aim to find a sequence of jerk commands $J$ such that the following equality holds:

$$\begin{bmatrix} P_1 \\ P_2 \\ \vdots \\ P_N \\ 0 \\ 0 \end{bmatrix} = \hat{A}x_0 + \hat{B} \begin{bmatrix} j_0 \\ j_1 \\ \vdots \\ j_{M-1} \\ j_M \end{bmatrix}, \quad (2)$$

where $J \in \mathbb{R}^{N \cdot M \cdot M_1 \times 1}$ and $M_1 = \frac{T}{dt \cdot M} \in \mathbb{Z}^+$. Since we allow $M$ different jerk commands in each interval $T$, we apply each jerk command for $M_1$ times. Namely, in (2), $j_{bM_1} = j_{(b+1)M_1} = \cdots = j_{(b+M-1)M_1}$ for $b \in \{0, 1, \ldots, N \cdot M - 1\}$. $\hat{A} \in \mathbb{R}^{(N+2) \times 3}$ and $\hat{B} \in \mathbb{R}^{(N+2) \times (N \cdot M \cdot M_1)}$ are the matrices for the up-sampled system, which can be computed by lifting $A(\tau)$ and $B(\tau)$ as

$$\hat{A} = \begin{bmatrix} CA(\tau)^M \\ CA(\tau)^{2M} \\ \vdots \\ CA(\tau)^{(N-1)M} \\ CA(\tau)^{NM} \\ A(\tau)^{N_{MM}} \end{bmatrix},$$

$$\hat{B} = \begin{bmatrix} \begin{bmatrix} CA(\tau)^{MM_{M-1}}B(\tau) \\ CA(\tau)^{2MM_{M-2}}B(\tau) \end{bmatrix} \cdots \begin{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix} \\ CA(\tau)^{MM_{M-1}}B(\tau) \end{bmatrix} \cdots \begin{bmatrix} 0 \\ 0 \end{bmatrix} \end{bmatrix},$$

$$C = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}. \quad (3)$$

We obtain a least square solution of (2) by solving the
following optimization:
\[
J = \arg\min_J \| \hat{B}J - \hat{P} + \hat{A}x_0 \|, \quad \text{s.t. } J \in [j_{\text{min}}, j_{\text{max}}],
\]
(4)
where \( j_{\text{min}} \) and \( j_{\text{max}} \) are the required lower and upper jerk bounds. The jerk-bounded state sequence for tracking the high-level trajectory \( P \) is calculated by propagating \( J \) using (1). Finally, the JPC outputs the position control sequence by extracting the positions from the state sequence as
\[
u = \text{JPC}(P) = \begin{bmatrix} p_1 \\ p_2 \\ \vdots \\ p_{N\cdot M\cdot M_1} \end{bmatrix}.
\]
(5)

Figure 3 illustrates an example of trajectory tracking by JPC with \( M = 5 \). Given a user command \( P^i \), at time \( t_i \), we can calculate a bounded jerk profile \( J^i \) (green) for trajectory tracking by solving (4). In addition, we can calculate the jerk-bounded trajectory \( u^i \) (black), velocity profile (blue), and acceleration profile (purple) by propagating \( J^i \) using (1). Since the example has \( M = 5 \), we have 5 different jerk values for completing the tracking.

Next, we discuss the computational complexity and the effect of different user commands. The runtime of JPC is dominated by the computation of jerk control sequence \( J \) using (4), which is a least-square solution to (2). (4) can be solved in \( O(N^3 M^3) \) if one re-writes the linear system and only preserves the \( N \cdot M \) unique jerk commands in \( J \). The time complexity is due to the need to compute the inverse of the corresponding \( \hat{B} \) matrix. The JPC computation time should be less than \( dt \) in order for JPC to run at maximum frequency. Since the JPC runtime scales with respect to both the length \( N \) and granularity factor \( M \), users should try to compose short commands in order to gain higher control flexibility (with a large \( M \)). In general, a large \( M \) leads to better tracking performance but longer computation time. Finally, given the waypoint sampling time \( T \) (if not tunable), user commands should also select \( M \) such that \( M_i = \frac{T}{dt} \cdot M_i \in \mathbb{Z}^+ \), and each different jerk command is executed for some positive integer times. An appropriate combination of \( T, N \) and \( M \) is discussed in section IV B based on our hardware system.

B. Real-time Trajectory Modification

The real-time trajectory modification is illustrated in Fig. 1. Suppose at time \( t_{i+1} \), the robot is executing an ongoing task \( u^i \) (blue). The user sends a new task \( P_{i+1}^i \) (red points) to the robot. In order to track the new task, we need to calculate a jerk-bounded control \( u^{i+1} = \text{JPC}(P_{i+1}^i) \) that enables the robot to seamlessly transition to the new tracking task (red). Note that in order to calculate \( u^{i+1} \), we need to obtain the robot initial state \( x_0 \) as shown in (4). An inappropriate \( x_0 \) would generate unsmooth task transition and violate the jerk bound. For a regular tracking task, \( x_0 \) is the robot current state. However, when doing real-time trajectory modification, since the robot is in motion during the trajectory computation, the actual initial state of the robot when the new trajectory is computed and ready to be executed would be different from the current robot state when the computation is initiated. As a result, the jerk limit would be violated if the new trajectory is computed using the current robot state as the initial state. Therefore, the major challenge becomes selecting an appropriate initial robot state \( x_0 \) for calculating \( u^{i+1} \).

This paper presents a prediction-based real-time trajectory modification method. Assume the JPC receives the new user command at \( t_{i+1} \), we set a prediction horizon \( \phi \) and estimate the future robot state \( x^{i+1+\phi} \). The tracking control \( u' \) for the new task is then calculated with \( x_0 = x^{i+1+\phi} \) in (4). The new control sequence, \( u^{i+1} \), is constructed by concatenating the residual control from \( t_{i+1} \) to \( t_{i+1}+\phi \) (blue curve between the red and black dashed lines in Fig. 1) and \( u' \) (red curve).

However, it is difficult, if not impossible, to accurately estimate the robot future state. Figure 4 demonstrates the controller design, in which a decision buffer module (yellow) implements the real-time trajectory modification. Note that (5) implements an open-loop control, in which the robot state sequence is known. The open-loop design enables accurate prediction of the robot future state. Suppose a task comes at time \( t_i \), once the state sequence \( x^i \) is calculated (solve (4) and propagate \( J^i \) using (1)), we store \( x^i \) in the buffer and send the corresponding control signal \( u^i_j \) to the robot sequentially, where \( j \) here denotes the index of the control in the buffer. Suppose the new task comes at \( t_{i+1} \), the next control to be sent is \( u^i_j \). Due to the buffer design, we can easily obtain \( x_0 = x^{i+1+\phi} = x^{i+\phi/dt} \) by looking forward into the buffer. The decision buffer then discards the executed sequence (Fig. 1 blue curve before the vertical red dashed line) and the aborted sequence (Fig. 1 blue dashed line). The new buffer is constructed as \( x^{i+1} = [x^i_{j+1}; \ldots; x^i_{j+i}; x_{j+i+\phi/dt}; x^i'] \), where \( x' \) is computed by propagating \( u' \). The control for executing the new task, \( u^{i+1} \), is extracted from the buffer sequentially.

Note that the prediction horizon \( \phi \) is tunable. Intuitively, \( \phi \) determines how fast the robot transitions from the old task to the new task, and is regarded as the transition delay of JPC. With a larger \( \phi \), the robot would have a larger delay in transitioning to the new task. Ideally, we want to choose the smallest \( \phi \) in order to achieve fast transition. However, it is required that \( \phi \) is large enough so that \( u^{i+1}_{j+i+\phi/dt} \) (the connection point) will be executed after \( u^{i+1} \) is calculated and the new buffer \( x^{i+1} \) is constructed. An analysis of \( \phi \) in our system implementation will be discussed in section IV.

IV. HARDWARE IMPLEMENTATION

This paper implements the JPC on the FANUC LR Mate 200iD/7L. The FANUC robot provides a position control interface via Ethernet (called \textit{stream motion}), which requires a 125Hz position control sequence, \( dt = 0.008 \text{s} \), with bounded jerk. In addition, according to our practical experience, the position control interface requires a 1kHz communication for stable performance. It is difficult, if not impossible, for a general-purposed computer to maintain
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such a high communication frequency. Therefore, instead of directly connecting the host computer to the robot, we have a Speedgoat baseline real-time target machine (SG) in between as shown in Fig. 4. The host computer and the SG has query-based Ethernet communication. The SG and the robot has a stable Ethernet communication at 1kHz. The JPC in section III is deployed to the SG. Note that this paper uses the FANUC robot, but the JPC is also applicable to other industrial robots with similar control interfaces after minor adaptation to the actual control frequency and dynamic constraints.

Fig. 4 shows the implementation diagram of the JPC on the SG. The controller is implemented using MATLAB Simulink. Since the algorithms discussed in section III need non-trivial computation time while the robot platform requires 1kHz communication frequency, we implement a parallel design of JPC on the SG. The modules with black borderlines run at 1kHz, and the modules with red borderlines run at 125Hz.

1) **User Command:** The user command module, shown in pink, is the communication interface between the controller running on SG and the host.
2) **Send/Receive Command:** The send and receive command modules, shown in green, are the communication interface between the controller and the robot.
3) **State Machine:** The state machine module, shown in blue, tracks the controller and robot states and sends the feedback to the host computer.
4) **Trajectory Computation:** The trajectory computation module, shown in purple, computes the position control sequence discussed in section III-A.
5) **Decision Buffer:** The decision buffer module, shown in yellow, implements the online trajectory modification discussed in section III-B.

In our application scenarios, the computation time is usually less than 8ms. Therefore, we have the trajectory computation module running at 125Hz. The JPC can solve user tasks with $T = 1s$, $M = 25$, $N = 8$ without timeout violation. As we increase $N$ to 10, the computation would occasionally violate the time limit. If we decrease $M$ to 5 and maintain $N = 10$, the module runs without time violation. However, a smaller $M$ would lead to worse tracking performance. Therefore, it is important to select appropriate parameters based on the hardware and the application. For applications that require longer computation time, we need to either tune the hyperparameters in the trajectory computation module, or decrease the module frequency (increase the allowed computation time). In addition, recall that we should select $\phi$ to be no less than the computation time of JPC to ensure the validity of initial state of the new trajectory. As mentioned previously, our trajectory computation usually takes less than 8ms. Hence technically, $\phi$ can be as small as 8ms. In our implementation, we set $\phi = 40\text{ms}$ to be conservative. For applications requiring longer computation time, $\phi$ should increase accordingly.

V. EXPERIMENT RESULTS

In this section, we benchmark the tracking performance of JPC on FANUC robot under various scenarios to show that JPC can (a) convert user-provided trajectories into valid position control sequences and (b) overwrite ongoing tasks with new ones in real time. To illustrate (a), we program the robot to track both step reference and various sinusoidal references and examine the tracking error. To illustrate (b), we send new tracking references to the robot while another task is still running. In addition, we perform an HRI handover task, where the human might move the receiving hand at any time, to further illustrate (b). We show how the JPC adapts future position control sequences and seamlessly transition to tracking new references.

A. Trajectory Tracking

We benchmark the tracking performance of JPC by synthesizing two types of input tracking references: step and sinusoidal signals. All references assume zero initial state and are sampled at 5 Hz for each robot joint. The step reference (Case step) has increments of 3 degrees with periods of 2 seconds. For sinusoidal signals, we create four test cases with varying amplitudes $A$ and frequencies $\omega$, as listed below.

1) Case sine #1: $A = 5^\circ$, $\omega = 2\pi/10$.
2) Case sine #2: $A = 5^\circ$, $\omega = 2\pi/6$.
3) Case sine #3: $A$ linearly increases from $4^\circ$ to $6^\circ$ halfway and then decreases to $5^\circ$, $\omega$ increases from $2\pi/15$ to $2\pi/5$ halfway and then decreases to $2\pi/10$.
4) Case sine #4: $A$ linearly increases from $4^\circ$ to $6^\circ$ halfway and then decreases to $5^\circ$, $\omega$ increases from $2\pi/11$ to $2\pi/6$ halfway and then decreases to $2\pi/6$.

We set $M = 25$ and $T = 0.2s$ (determined by the sampling frequency). $N$ is determined by the length of the task and the value of $T$. We visualize the trajectory tracking performance of all test cases in Fig. 5. The blue points are the user-specified waypoints for the robot to track. The red plot shows the control reference calculated by JPC. For each task, all the joints have the same task. Therefore, we only plot one joint for each task in Fig. 5. We can see from the figures that all the red lines (JPC-calculated control reference) align...
with the blue waypoints. This indicates that JPC tracks the user-specified task accurately.

To quantitatively evaluate the tracking performance, we report the tracking error as shown in table I. The error is reported using the absolute error between the user-specified waypoints and the JPC-calculated control reference at the timesteps of the waypoints. Table I indicates that when having $M = 25$, JPC can accurately track the user-specified trajectory. The tracking errors for all test cases are within $10^{-11}$ degrees, and thus, are negligible. To study the influence of the hyperparameter $M$ on JPC tracking, we decrease $M$ to 5 and compare the JPC performance. From table I, the tracking errors are significantly larger than the errors when $M = 25$, though the errors are still smaller than 1°. The error in case Sine #4 is the largest since the task is the most complicated among all. However, the computation time ($\sim 0.002s$) when $M = 5$ is around 4 times shorter than the time when $M = 25$ ($\sim 0.007s$). Therefore, there exists a clear trade-off between the tracking accuracy and the computation time when selecting $M$. It is important to adjust $M$ based on the need of the application scenario.

### B. Real-time Task Overwriting

In the previous section, we send the entire trajectory to the robot for execution. In this section, we demonstrate the real-time task overwriting feature of JPC. Specifically, we select three test case pairs from the previous section but with lower...
Fig. 7: Performance of JPC in HRI for each joint. Points: User-specified task waypoints for robot handover. Blue: Delivering with human hand pose in Fig. 8(a). Red: Delivering with human hand pose in Fig. 8(b). Green: Delivering with human hand pose in Fig. 8(c). Magenta: JPC-calculated control references. Black: JPC-controlled robot trajectories. Dashed lines: aborted trajectories.

Fig. 8: The human hand poses in the HRI handover task.

To demonstrate the real-time task overwriting feature, we send the second test case 2.5 seconds after the first test is sent. Thus, the first tracking task is not yet finished and will be overwritten by the second task. Ideally, the robot should immediately start to track the new task without coming to a halt. The three test cases are composed as follows.

1) Case overwrite #1: First test: Case sine #2. Second test: last 4 waypoints in Case sine #3.
2) Case overwrite #2: First test: Case sine #1. Second test: last 4 waypoints in Case sine #4.
3) Case overwrite #3: First test: Case step. Second test: last 4 waypoints in Case sine #4.

Note that we only use the last 4 waypoints of the second test because we want to maintain the number of waypoints tracked to be 6.

We visualize all tests in Fig. 6. Note that in each plot, two of the test cases used in Fig. 5 are sent sequentially with overlap. The blue curve indicates the control reference generated from the first task (blue points). The red curve indicates the control reference generated by the second task (red points). Due to the task overlap, the first reference is aborted (where the blue line turns from solid to dashed) when the new task is received. A new control reference is then calculated based on the second task and the robot state. It is evident that even with some task already ongoing, the JPC is able to replace future position control sequences according to newly received tasks. This enables the robot (trajectories shown in black) to seamlessly transition to new tasks on the fly and react to surrounding changes in real time.

C. Real-time Human Robot Interaction

To further demonstrate JPC, we conduct a real-time HRI task: robot handover. In the task, the robot is supposed to pass a workpiece to the right hand of a human. As the robot is delivering, the human moves his hand, and thus, the robot needs to overwrite its ongoing tracking reference with newly received tasks in real time. We track the human pose using a Kinect camera and compose tracking reference $P$ by linearly interpolating between current robot state and the real-time right hand position. Figure 8 shows the human’s right hand poses at different time. Initially, the hand is close to the robot. As the robot delivers, the human moves his hand away from the robot. We update the perception information every 4 seconds, meaning that a new $P$ is sent to JPC every 4 seconds. This time interval is selected in order to demonstrate the smooth online trajectory modification. A faster update frequency is required in real HRI tasks for safety.

Figure 7 demonstrates the performance of JPC in the HRI (robot handover) task. The blue area shows the robot
execution with the human hand pose in Fig. 8(a). Before the robot delivers the workpiece, the human moves his hand further as shown in Fig. 8(b). Thus, the robot aborts the first task (blue dashed lines) and start the new task (red). However, the human again moves his hand away as shown in Fig. 8(c). Therefore, the robot aborts the second task (red dashed lines) and delivers to the new position (green). Eventually, the robot successfully delivers the workpiece to the human. From Fig. 7, we can see that JPC can achieve fast and smooth real-time trajectory modification while maintain the tracking performance.

VI. CONCLUSION

This paper proposes a jerk-bounded position control driver (JPC) for industrial robots with several advantages. First, it provides a unified offline programming interface for the users to control the robot with complex trajectory commands. The user can directly input the high-level planned trajectory, without any further modification, to the JPC to control the robot. Second, the proposed JPC enables online trajectory modification, which allows the users to overwrite the ongoing task with new tasks without halting the robot. Therefore, the robot can adapt its motions and operate safely in dynamic environments, i.e., during human-robot interactions. Third, the JPC is able to enforce robot-specific dynamic constraints (i.e., bounded jerk) at any time via motion-level control, without access to servo-level control. The experiment results demonstrate that the proposed JPC can achieve accurate trajectory tracking as well as smooth trajectory switching on the FANUC robot.

JPC empowers industrial robots (whose genuine control interfaces are generally inflexible) to perform interactive tasks (where user commands may appear at unpredictable times and frequencies). For future work, we plan to apply JPC to more complex interactive tasks where user commands change in larger scales. For example, in collaborative sorting, the human might choose to pick up an object that is also targeted by the robot. In such case, the task-level command should be updated for the robot to pick up another object, which can cause large discrepancy between the old trajectory and the new. It is worth studying whether the JPC can still perform the online trajectory modifications within dynamic constraints in such cases. Another promising direction is to study the interaction between JPC and task-level controller. For example, when calculating new commands, the high-level decision maker can take into account the JPC transition delay. Finally, it is worth integrating real-time safety measures into JPC. For instance, one can apply safe control algorithms to the jerk commands before computing the position trajectory, to avoid collision with obstacles (e.g., human users interacting with the robot).
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