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Abstract

Astigmatic optical systems encode the depth location of spherical objects in the defocus blur of their images. This allows the simultaneous imaging of 3D positions of a large number of such objects, which can act as tracer particles in the study of fluid flows. The challenge lies in decoding the depth information, as defocused particle images might be overlapping or have low maximum intensity values. Current methods are not able to simultaneously detect and locate overlapping and low-intensity particle images. In addition, their cost of computation increases with particle image density. We show how semi-synthetic images of defocused particle images with proximate center point positions can be employed to train an end-to-end trainable particle image detector. This allows for the detection of low-intensity and overlapping particle images in a single pass of an image through a neural network. We present a thorough evaluation of the uncertainty of the method for the application of particles in fluid flow measurements. We achieve a similar error in the depth predictions to previous algorithms for non-overlapping particle images. In the case of neighboring particle images, the location error increases with decreasing particle image center distances and peaks when particle image centers share the same location. When dealing with actual measurement images, the location error increases by approximately a factor of two when particle images share the same center point locations. The trained model detects low-intensity particle images close to the visibility limit and covers 91.4% of the depth range of a human annotator. For the employed experimental arrangement, this increased the depth range along which particle images can be detected by 67% over a previously employed thresholding detection method (Franchini et al. in Adv Water Resour 124:1–8, 2019).
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1 Introduction

Defocus blur is a widely researched image feature due to its property to encode depth information about objects in images, in this study particles entrained in a flow field. One application of this principle is the computation of depth maps from images acquired under different optical camera parameters (Guo et al. 2017; Subbarao and Surya 1994; Watanabe and Nayar 1998). In this way, cameras can act as depth sensors for arbitrary objects when lens, aperture, distance between lens and sensor or camera position are altered during image acquisition.

In the case of spherical objects or objects small enough to be approximated by a point, the depth location can be determined without the manipulation of the optics of the camera. Instead, the defocused image of the object can directly be used to infer the depth position of the object. A common application of this measurement principle is the field of microfluidics. 3D particle tracking velocimetry is a technique in which fluids are doped with spherical tracer particles. The tracking of the movement of the passive tracer particles reveals the motion of the fluid (Raffel et al. 2018). This method is not limited to tracer particles. Actively moving objects such as bacteria might just as well be the object of investigation (Wu et al. 2005). Defocused images allow for the localization of such objects in 3D and therefore for the investigation of their motion in 3D.

Fig. 1 Experimental setup composed of the experimental scene which is magnified by a microscope objective and imaged by the camera sensor. The cylindrical lens creates a unique relation between the location of a spherical particle along the optical axis and its defocused image.
To enhance the difference in the defocused images of particles along the optical axis, a cylindrical lens is commonly placed between the microscope objective and the camera sensor (Cierpka et al. 2010) (see Fig. 1). The induced astigmatism creates two focal planes $F_{xz}$ and $F_{yz}$ which act along the $x$ and $y$ axis of the image, respectively, and generate unique image blurring patterns along the depth axis. For spherical particles, this results in round to star-shaped particle images for particles located at the midpoint between focal planes and vertically or horizontally aligned blurred ellipses for particles located in front or behind the midpoint between focal planes. See Fig. 2 for a depth stack of such particle images or Cierpka et al. (2010) for an illustration of the ray paths in astigmatic arrangements. These differences in defocused images with respect to the optical axis allow for the depth prediction of the particles without changing the camera optics. The resulting optical setup is ideal for tracking tracer particles in small flowing systems. Unlike stereo-methods (Holzner et al. 2015), this technique requires optical access only from one angle, allowing for the use of microscopes as a platform for the investigation of particle movements in small volumes. In such an astigmatic optical system, image acquisition speed is only limited by the frame rate of the camera. However, there are limitations to this approach which stem from current image analysis methods that are focusing on low particle image densities.

Several techniques exist which relate defocused images of spherical tracer particles to their three-dimensional location in astigmatic optical systems. All of these methods consist of two separate steps: First, particle images are detected and image coordinates of the particle image center are determined. In a second stage, the depth coordinate of particles is inferred from the defocused particle images.

Most methods employ a grayscale threshold after a combination of smoothing and filtering operations for particle image detection. Remaining connected pixels are assumed to belong to the same particle image (Chen et al. 2009; Cierpka et al. 2010; Barnkob et al. 2015). After thresholding, a cascade of cross-correlation steps can be applied to probe the blobs of connected pixels for overlapping individual particle images (Lei et al. 2012). This procedure was developed for particle image detection of round, Gaussian shapes. This occurs in particles which are close to the focal plane in conventional optical arrangements and is therefore not applicable for large depth measurements where the image shape is changing. After detection of particle images, the in-plane locations are determined by fitting Gaussian or generalized Gaussian distributions to the individual particle images (Chen et al. 2009; Cierpka et al. 2010; Barnkob et al. 2015; Lei et al. 2012; Franchini et al. 2019).

Current methods for decoding the depth position from astigmatic defocused images can be grouped in two types. The first type uses the previously determined fitting parameters of the distributions as features to infer the depth coordinate (Chen et al. 2009; Cierpka et al. 2010, 2011; Franchini et al. 2019). The second type derives the depth location by applying cross-correlation between a defocused particle image and the particle images in a lookup set of images with known depth locations (Barnkob et al. 2015). The depth location of the image in the lookup dataset with the maximum cross-correlation value is assigned to the particle of investigation.

Particle localization in images of high particle image density is particularly favorable in the field of microfluidics. The higher the density of localized and tracked particles, the lower the error of spatially interpolated quantities such as the velocity field. Higher particle densities result in larger numbers of overlapping particle images. Yet, both detection and depth prediction stages of current methods are geared towards the detection of non-overlapping particle images.

On the detection stage, a simple filtering and thresholding detection might not detect overlapping particle images if the centers of particle images are proximal and do not form two distinctive intensity peaks or the threshold value is set below the value which allows for detection of individual peaks. Such overlapping instances are simply filtered out in the depth prediction step (Cierpka et al. 2010, 2011; Barnkob et al. 2015).

To allow for the separate detection of two particle images which are overlapping and still form distinctive peaks, the threshold would have to be high enough to result in separate connected pixel regions for each particle. The closer the particle centers are to each other, the higher the intensity threshold which leads to two separate
connected pixel regions. However, such high thresholds would result in undetected particle images with intensity maxima below the threshold value. Thus, applying a global threshold for particle image detection results in a trade-off between the detection of low-intensity particle images and the separate detection of particle images with superimposed particle images.

In the case where partially overlapping particle images are detected, image features can be extracted by co-optimization of generalized Gaussian distributions for all overlapping particle images (Franchini et al. 2019). This achieves depth localization of partially overlapping particle images at a high computational cost. The Levenberg–Marquardt method is frequently employed to solve such nonlinear fitting procedures. The computational cost of the method is (Lin et al. 2016):

\[
\text{cost} \approx O(m \times n^2) + O(m \times n) + O(n^2) \tag{1}
\]

where \(m\) is the number of pixels of the image region with the overlapping particle images and \(n\) are the number of fitting parameters of a Gaussian or a generalized Gaussian distribution. When extracting image features from multiple particle images simultaneously, the number of fitting parameters is proportional to the number of particle images. Hence, the run time complexity is \(O(N^2)\) and the method becomes less efficient with an increasing number of particle image overlaps.

Thus, current methods are limited in their simultaneous detection of overlapping particle images and low-intensity particle images and their computational cost might increase when processing overlapping particle images. Yet, in fluid flow experiments it is often desirable to conduct dense measurements to fully resolve flow phenomena. Therefore, we focus on three challenges when analyzing astigmatic defocused images. We propose a method which is able to

- detect overlapping particle images even in cases where two particle images share the same center locations
- has a computational cost which is independent of the number of particle image overlaps at inference time
- detects low-intensity particle images close to the human visibility limit

For simultaneous detection of overlapping and low-intensity particle images, we employ an end-to-end trainable neural network. It comprises a convolutional neural network for the encoding of image features and a long short-term memory network for decoding the particle locations (Stewart et al. 2016). The training of the network requires a set of fully annotated images of our application. This means that we need a dataset comprising images where the 3D position of all imaged particles is known.

In the first part of this work, we demonstrate how we created a fully annotated set of images in a cut-and-paste fashion (Dwibedi et al. 2017). The resulting semi-synthetic set of images comprises real particle images while we have complete control over the particle image density and the proximity between particle image center locations. We go on to explaining the architecture of the employed model, our modifications and how the model was trained. The uncertainty of the model is then shown with regard to the model performance in semi-synthetic images as well as real video sequences of moving tracer particles entrained in a flow field in a mini channel.

\section{Methods}

\subsection{Generation of semi-synthetic dataset}

\subsection{Image acquisition and processing}

The tracked particles in our experiments are polystyrene microspheres of 2 \(\mu\)m diameter which are dispersed in glycerol and imaged in a rectangular borosilicate channel (CM Scientific) of 3 mm depth, 7 mm width and 30 mm length (see Fig. 1). The glycerol is filtered, the rectangular channel is cleaned, and the refractive indices are matched such that no other objects apart from the microspheres are visible. The experimental scene is imaged with an inverse microscope (Leica DMi8) with 5\(\times\) infinity corrected objective (Leica HC PL FLUOTAR 5) and 2.5\(\times\) camera adapter (Leica 10446175). A cylindrical lens (Thorlabs plano-convex round cylindrical lens, \(f = 250\) mm) is placed inside the housing of the camera adapter at a distance of approximately 185 mm to the camera sensor to induce the optical astigmatism into the system. Images were acquired under bright-field illumination and captured with a camera with CMOS sensor (Phantom Miro Lab 340) at a resolution of 1440 \(\times\) 2560 pixels with a frame rate of 24 frames per second and an exposure time of 550\(\mu\)s. With conventional bright-field illumination from the standard LED light source of the transmitted light arm of the microscope (Leica 11525116), the setup produces images with a signal-to-noise ratio of 5.6. The signal is defined as the difference between the minimum pixel value of a particle image and the mean background intensity. The noise is the standard deviation of the background.

Images of the microspheres are visible for up to approximately 200 \(\mu\)m on either side of the midpoint between focal planes before they start fading into the background noise. The resulting dimensions of the imaged volume are 2048, 1152 and 400 \(\mu\)m in length, width and depth, respectively.

As a first step in the creation of a semi-synthetic dataset, we relate a large number of particle images to their three-dimensional location. We annotate images of 380 particles.
to account for all variations in particle images. Such variations stem from slight differences in particle shape as well as spherical aberration depending on the particle location in the image plane. It is important to include all variations of particle images into this dataset, as the dataset is later used to train a machine learning model. Missing variations of particle images might lead to poor model performance. To include these variations in particle images, we image all tracer particles along the entire depth of the experimental scene. An image sequence is acquired which spans the depth of the rectangular channel by moving the focal planes at a fixed distance of 3 μm from bottom to top with the focal drive of the microscope. Thus, a focal drive, available for instance for standard inverse microscopes, is necessary for this volume scanning approach. With this procedure, each particle is imaged along the entire depth in which it is visible. This amounts to approximately 120 focal positions at which each particle is imaged. At each location, 4 images are acquired of exactly the same particle distribution. Automatic steering of the focal drive and triggering of the camera was conducted with standard microscope software. The additional images of the same scene are important later on in reducing the noise level of individual particle images. Due to the high viscosity of the glycerol, the particles can be considered stationary during this process.

Possible in-homogeneous background illumination and differences in pixel sensitivity can be homogenized for each pixel on the sensor. Such a pixel-wise correction of the background illumination and the scaling between darkest and brightest possible grayscale value can be achieved by adjusting the flat-field correction (Seibert et al. 1998) to our purpose for bright-field images:

$$I_{\text{corr}} = 1 - \frac{I_{\text{raw}} - I_{\text{dark}}}{s \times (I_{\text{bright}} - I_{\text{dark}})}$$

(2)

where $I_{\text{corr}}$ is a flat-field corrected image with dark background and bright particle images, $I_{\text{raw}}$ is a raw image, $I_{\text{dark}}$ is an image of the darkest possible pixel values, $I_{\text{bright}}$ is an image of the brightest possible pixel values, and $s$ is a parameter which scales the gain of the image. $I_{\text{bright}}$ is an image which is acquired under experimental background light conditions but without any particles in the flow channel. $I_{\text{dark}}$ can be acquired by simply lowering the light intensity of the background illumination. This scales between the brightest and darkest possible value that each pixel of the camera sensor can experience.

### 2.1.2 X, Y, Z annotation

The centers of non-overlapping particle images are estimated by visual inspection in every 10th image of the previously described depth image stack. This form of manual annotation was chosen to ensure that no overlapping particle images were included in the annotated dataset. The estimated center points are refined by fitting a 2D generalized Gaussian distribution to particle images:

$$f(x, y) = \alpha \times \exp \left[ \frac{|x_{cp} - x|}{\rho_x}^{\beta_x} + \frac{|y_{cp} - y|}{\rho_y}^{\beta_y} \right]$$

$$x_{cp} = x_{cp} \times \cos(\phi) - y_{cp} \times \sin(\phi)$$

$$y_{cp} = x_{cp} \times \sin(\phi) + y_{cp} \times \cos(\phi)$$

$$x = x \times \cos(\phi) - y \times \sin(\phi)$$

$$y = x \times \sin(\phi) + y \times \cos(\phi)$$

(3)

where $x$ and $y$ are the locations of pixels of the particle images, $\alpha$ is the maximum intensity of the particle image, $\beta$ is the convexity/concavity, $\rho$ is the shape parameter and $\phi$ is the rotation of particle image due to lateral aberration and $x_{cp}$ and $y_{cp}$ are the refined center points of the particle images.

All refined center-point annotations of each microsphere are connected to sequences of particle images along the depth axis of the experimental scene as follows. The Hungarian algorithm (Kuhn 1955) is employed to connect the refined center points locations which have been determined for every 10th image. The resulting 3D trajectory of each particle is smoothed along the $x$ and $y$ direction and extrapolated by one additional step of 10 images at the top and bottom. The $x$ and $y$ locations are then determined for all images in between the manually annotated images from the smoothed 3D particle trajectories. The smoothing of trajectories improves the precision of the center points estimation.

**Fig. 3** Top left: particle image in the center of cropped square region of 70×70 pixel. Top right: signal mask (magenta) and background mask (green). Bottom left: signal mask applied to cropped particle region. Bottom right: background mask applied to cropped particle region.
further and yields high-quality annotations of all non-overlapping particle images in each image, including the manually non-annotated images.

These partially annotated images, however, are not used for training of a model, since the overlapping particle images herein are not annotated. Instead we crop all annotated particle images and use them to synthesize a semi-synthetic dataset of images with known three-dimensional location of all particles. The cropped particle images all have the same square dimensions of $70 \times 70$ pixel (see Fig. 3 top left for a cropped particle image). The diameters of particle images change drastically depending on the depth position from several pixel to almost 70 pixel. The cropped particle images are then stacked along their entire depth trajectory. We term the resulting depth stacks of particle images “traces.” A trace therefore describes the particle image over the entire volume where it has been manually detected.

The traces of cropped particle images along the depth coordinate of the experimental scene now contain sub-pixel in-plane ($x$ and $y$) locations of the particles. The depth location of the individual particle images still has to be determined. First, individual particle images are labeled by their index within the trace from lowest to the highest depth position. Due to uncertainty in the detection of far out-of-focus particle images, the lowest depth position of individual traces might not be exactly the same for all traces. The starting depths of the preliminary depth labels are therefore different and have to be shifted with respect to the other traces to align all traces on a common plane. For this purpose, we compute image features which produce characteristic distributions along the depth axis of the traces. Aligning the depth curves of these image features allows for the quantification of the depth shift necessary to align the traces onto a common plane.

Two image features are employed for providing characteristic curves to determine the depth shift of traces. The local variance and a masked signal. We defined the masked signal as the difference between the mean pixel intensity within a signal mask and a background mask (see Fig. 3). The advantage of computing the masked signal in this manner is that it smoothes out the intensity peaks of the two individual focal planes and provides one single peak in the distribution (see Fig. 4).

The local variance is computed over the entire cropped rectangular particle image. The closer a particle is to one of the two focal planes, the weaker the defocus blur along the respective image axis and the larger the difference in pixel intensities. This leads to higher values of the local variance for particles close to focal planes, providing a second distinctive function which can be employed to compute the depth shift.

When normalized between values of 0 and 1, both masked signal and local variance of the particle images create a characteristic function with respect to the depth axis. Particles are considered to be depth-aligned when their distributions of masked signal and local variance traces are aligned. We can therefore align traces onto a common plane by shifting them with respect to each other along the depth axis such that their masked signal and local variance functions match. The depth shift of each trace is determined by linearly interpolating the masked signal and local variance measurements and shifting them with respect to the masked signal and local variance measurements of all other traces to minimize the difference between all measured signals and the difference between all local variances. Adding the depth shift to the indices of all particle images in a trace annotates the depth position of all particle images in the trace. When all traces depth-aligned, we add a constant value to the previously

![Fig. 4](image)

**Fig. 4** Left: Normalized masked signal of depth-aligned traces of particle images. Middle: Normalized local variance of depth-aligned traces of particle images. $F_{xz}$ and $F_{yz}$ are the two focal planes acting on the X and the Y axis of the image. Right: Comparison of distributions fitted to measured masked signal and local variance.
determined shifts of all traces to center the zero $z$-location (see aligned distributions in Fig. 4). This results in the automatic annotation of the depth location of all traces.

The accuracy of this shift-finding method was determined by creating artificial realizations of the masked signal and local variance curves. Fitted Gaussian distributions as shown in Fig. 4 represent interpolated curves of the image features, and the noise can be sampled from the measured deviations from these interpolations. Our shift-finding method is able to determine randomly generated shifts with a standard deviation of 1.04 of the step size of the depth stack. The step size is 3 $\mu$m in our dataset.

Local focus functions have previously been employed to locate the focal planes in astigmatic systems (Cierpka et al. 2011). Variance-based methods for the alignment of objects with a focal plane were found to be the most accurate type of focusing algorithm in microscopy (Sun et al. 2004). We are therefore able to determine the two focal planes in the system from the center points of the two Gaussian distributions which were fitted to the measured local variance distribution (see $F_{xz}$ and $F_{yz}$ in Fig. 4).

The resulting set of traces along with their in-plane and depth locations is cleaned in two ways. First, images with a depth location which is lower than the 1st percentile or above the 99th percentile of all locations are removed. This removes depth locations which are sparsely sampled and assumed to not result in robust model predictions. The resulting depth range in which a human annotator was able to detect particle images spans 408 $\mu$m. Additionally, the dataset is cleaned from particle images which might have features of other particle images in the background. This is achieved by applying a mask for the background of the image and then determining the variance of the background pixels. Particle images with a background variance above the 95th percentile are removed from the dataset. The result of this annotation workflow is a collection of cropped square images with one three-dimensional-annotated particle images at the center of each image. Each cropped square image was taken four times initially, which will enable us in the next step to fine-tune the noise levels in overlapping sections of the cropped images.

2.1.3 Stitching of overlapping particle images onto synthetic background

To train an algorithm in the detection of overlapping particle images, we require annotated images which contain such overlaps. For this purpose, we generate a semi-synthetic set of training images, containing the annotated cropped images from the previous step, carefully overlapping them and placing them in front of a synthetic background.

First, a set of random locations is generated for placement of a first batch of cropped particle images in the training image (see Fig. 5). This first batch of image locations is sampled at random and large enough distances from each other such that they are not overlapping each other. In a second step, a defined fraction of the first batch of locations are chosen to overlap with at least one more cropped particle image. We chose the fraction of overlapping to be 50% of the number of images of the first batch of cropped particle images. Yet, the actual number of superimposed particle images might be smaller, since the particle images do not fill out the entire cropped image region. However, this sampling scheme ensures that a defined fraction of cropped particle

![Image](https://via.placeholder.com/150)

**Fig. 5** Generation of synthetic training images: (1) A first batch of cropped particle images is placed in front of synthetic background noise. The color of the diamond markers indicates their location on the optical axis. (2) A defined fraction of the first-batch cropped particle images are overlapped with a second batch of particle images at a randomly sampled offset. (3) The noise is adjusted in overlapping cropped image areas. (4) Random 2D Gaussian fields are added to simulate background noise from far out-of-focus particle images. (5) Final semi-synthetic image. (6) Close-up of real image. Please note that the intensity colorbar below image 2 is valid for all images except for image 4 which has its own intensity colorbar.
images are overlapping and non-overlapping to provide sufficient data for the model to learn the shape of individual particle images as well as to distinguish between overlapping particle images. The employed fraction of cropped particle images with overlap was found to result in an optimal compromise between these two tasks (see Sect. 3.1). It might be possible to improve the performance of one of the tasks on the cost of lower performance on the other task by changing the fraction of cropped particle image overlaps in the training image. However, this was not investigated further in this study.

The locations of the second batch of overlapping cropped particle images are chosen relative to the locations of the cropped particle images of the first batch. Distances in the \( x \) and \( y \) directions between the center locations of the first and second batch particle images are drawn from a combination of two distributions. A normal distribution with a mean of zero and a variance of the maximum length of particle images accounts for neighboring particle images with a high probability of superimposed particle images. A uniform distribution is added with a total probability of 0.4 to account for neighboring particle images which are close, but do not necessarily overlap. The distance of the second-batch images is limited to half the linear size of the cropped particle images. This process of selecting particle image locations ensures a large degree of overlap, allows for non-overlapping close neighbors and produces a varying particle image density.

The previously determined center point locations are used to place cropped particle images in front of an empty background. For each particle image location, random particle images are sampled from the training set of location-annotated cropped particle images. The mean background value of each particle image is adjusted such that all particle images have the same mean value of the background. In overlapping image areas, grayscale values of two cropped particle images are not simply added up. This would lead to an increase in noise levels as the noise of the individual images would be added. To achieve the same noise level as the non-overlapping cropped particle images, overlapping parts of cropped particle images are first smoothed. This smoothing is achieved by averaging a set number cropped images of the same particle. The number of cropped images which is necessary to achieve the correct noise level in overlapping areas is determined numerically. In our case, 2.3 cropped images of each particle are averaged before the resulting smoothed images are added to produce the image for the overlap area. This results in the same background variance in overlapping areas as compared to non-overlapping non-smoothed images.

The particle images in the training images are based on real images, whereas the image background is filled entirely with synthetic data. The background can be generated by sampling from a mean background signal and adding a sample of random noise from the camera sensor as well as patches of overlapping, far out-of-focus defocused particle images. Distributions of both mean background signal as well as random sensor noise are measured in real images. By sampling from these distributions, we reproduce the same image conditions as the original experimental images. Defocused patterns in the image background are based on realizations of directional 2D random Gaussian fields. First, we sample random parameters of the random fields and use the same parameters to generate directional Gaussian fields in both the horizontal and vertical direction of the image. We threshold these random fields by a random value to account for image areas which are free of background signals. In a next step, the resulting values of the background pattern are scaled at a random value between zero and the signal of the most out of focus particles in our dataset. Any particles further away from the midpoint between focal planes, which we want to simulate, would thus produce a weaker signal. The synthetic camera noise and the mean background signal are added to the image areas which do not contain any particle images. The defocused background pattern is added to the entire image, to account for the overlap of particle images with undetectable out of focus signals. The resulting semi-synthetic images have in many cases more background patterns than the real experimental images. This is to allow for the training of a model which is robust to low-frequency defocused background patterns.

### 2.2 Implementation of model for dense particle image detection

For the detection of overlapping particle images, we require an algorithm which is able to distinguish objects of the same class from each other, even if they share the same center point. Most modern object detection algorithms such as SSD (Liu et al. 2016), YOLO (Redmon et al. 2016) and Mask R-CNN (He et al. 2017) output multiple candidate object detections for the same object. Therefore, they rely on non-maximum suppression as a postprocessing step. When candidate object detections of the same object class are overlapping by more than a given threshold, non-maximum suppression only keeps the detection with the highest confidence score and removes all other detections. This renders models which rely on non-maximum suppression unsuitable for our goal of detecting particle images with the same center point location.

Instead, we employed an end-to-end trainable architecture for our purpose (Stewart et al. 2016). This approach uses a convolutional neural network (CNN) to extract image features within regions of the image. The features of each image region are fed separately into a long short-term memory network (LSTM) which translates image features into object
detections. This end-to-end trainable model explicitly learns to produce one detection for each object and thus allows for the detection of arbitrary degrees of object overlap.

Tensorbox is an open-source implementation of the original algorithm. We adapted this model to predict out-of-plane locations of particles in addition to their in-plane locations (see Fig. 6). The model Inception V1 (Szegedy et al. 2015) is employed as the CNN (red bounding box in Fig. 6). In this CNN architecture, the input of the model first passes through several convolutional and pooling layers (yellow and purple boxes in Fig. 6) before inception modules (orange boxes in Fig. 6) are employed instead of the conventional convolutional layers. Inception modules consist of several convolutional and pooling operations which are all applied in parallel to the same input of this layer and are then concatenated together as output. 1 × 1 convolutional operations in this module reduce the computational budget and allow for a wide and deep neural network architecture. This allows the architecture to learn a wide range of complex image features.

Due to the convolutional and pooling operations, the output of the CNN is three-dimensional with a lower resolution in the image dimensions. The extracted image features are stored in feature vectors along the additional third dimension. The area in the input image that a feature vector is connected to is called the receptive field. In our case, the receptive field of the last inception module of the CNN has a size of 789 × 789 pixel. Therefore, each feature vector “sees” a large proportion of the input image. This information from a large receptive field is employed to account for large scale defocused background patterns from undetectable particles. However, the region size in which each feature vector is employed to detect particles is only 32 × 32 pixel.

These feature vectors are fed into a LSTM (Hochreiter and Schmidhuber 1997) with four recurrent units and 800 memory states. The number of memory states determines the number of neurons involved in detecting particles and locating them in 3D based on information from the feature vectors. The number of recurrent units determines the number of outputs of an LSTM and therefore equates to the maximum number of particle image detections in each image region. Each recurrent unit computes horizontal, vertical and depth locations as well as a confidence score c. Linear interpolation of shallower feature vectors at the previously determined particle image locations yields additional information about precise particle locations. These shallow features are derived from the output of the first Inception module of the model and produce an offset vector which updates the particle locations and confidence scores. The feature interpolation step is the only part of the model where the computational cost is proportional to the number of particle images. Yet, it is independent of the number particle image overlaps. The average inference time for an image with 200 particle images was 1.02 s.

The CNN is initialized with weights, which were trained on the Imagenet dataset. The entire network is trained with 10,000 semi-synthetic images, each containing in average 200 particle images from a set of approximately 45,600 individual particle images. Adam (Kingma and Ba 2014) was employed as optimizer and a cyclic learning rate schedule followed by a decaying learning rate. During the initial cyclic period, the learning rate was set to alternate sinusoidal with a frequency of 20,000 parameter updates followed by an exponential decay of the learning rate from parameter update 30,000 to 100,000. We found that this alternation in

---

Fig. 6 Architecture of modified Tensorbox model: a CNN (red bounding box) acts as feature encoder for image regions. Feature vectors of image regions are fed individually into a LSTM (green bounding box) which creates a sequence of center point locations. These locations are updated with fine-grained information from the interpolation of early feature vectors at the previously determined in-plane locations of the particle images. The original model was only modified by adding the depth location to the model predictions.
the learning rate shortened training time and lowered the final error.

3 Results and discussion

3.1 Results on semi-synthetic dataset

The trained model is first evaluated on a test set of 1000 semi-synthetic images to test the performance of the algorithm for the task of inferring the depth position from defocused particle images. The model predictions indicate that the model architecture is capable of simultaneously decoding both in-plane and depth positions from defocused particle images. Figure 7 shows the relationship between depth prediction and the true depth values. There is no visible bias in the depth inference along the depth axis, nor is there a visible deterioration in accuracy with distance from the midpoint between focal planes. The algorithm is capable of inferring particle depth positions up until the visibility limit and covers the same depth range as the human annotator of 408 μm. The model has a slightly higher variance around the regions of the two focal planes.

At the visibility limit of the defocused particle images at a distance of approximately 200 μm from the midpoint between focal planes, the depth location error again increases. When the detected particle images are filtered by the their confidence score, it can be seen that low-confidence scores are clearly related to the particle images at the fringe of their visibility. This is where their signal is getting close to the signal of the artificial defocused background patterns. The defocused particle images are starting to merge into the image background which might be the cause of the lower confidence scores.

The overall rate of undetected particle images (false-negative detections) was found to be 2.6%, and the rate of false-positive detections was found to be 2.7%. Undetected particle images are clearly related to the presence of particle image overlaps (see Fig. 8). The closer a neighboring particle image is to the center location of a particle image, the higher the rate of undetected particle images. The proximity of false-positive detections to real particle images reveals that most false-positive detections correspond to particle images which are interpreted as two particle images. The equal performance with regard to false-positive and false-negative detections indicates that the initially chosen fraction of 50% cropped particle image overlap resulted in a rate of 2.7% false-positive detections (column 4) are mainly within a 4 pixel radius around a real particle image. Errors were evaluated at a resolution of 1 pixel. In white: dimensions of the cropped particle images. 1 μm corresponds to 1.25 pixel.
well-balanced performance of both the detection of single particle images and the distinction of overlapping particle images.

The objective might change for experiments with significantly larger or smaller particle image densities which would result in different numbers of overlaps. For high particle image densities, it could be more important to distinguish between overlapping particle images or for smaller particle image densities it could be more important to reduce false-positive predictions. It might be possible to address such a change in the objective by changing the ratio of cropped particle image overlaps in the training set. This might shift the attention of the algorithm during model training towards the one or the other task. However, such optimization of the proposed technique to different experimental conditions such as particle image density still requires further investigation.

In our semi-synthetic dataset, we are able to compute the true distribution of the relative locations of the closest neighboring particle image. The share of undetected particle images to this distribution provides us with the rate of undetected particle images as a function of the relative location of the closest neighbor. Again, the maximum of this rate is located at the points where particle images share the same center point locations. Here, the rate of undetected particle images is 20.7%. At a center-point distance of 10 pixels and 15 pixels, this value drops to 7.8 and 1.3%. False-positive detections are mainly located within a radius of 4 pixels of a real particle image center.

We further analyzed the impact of neighboring particle image proximity on the performance of the algorithm to infer in-plane and depth locations. For this purpose, we filtered all detected particle images with respect to their distance to their nearest neighboring particle image. Figure 9 shows the location error in the image plane and along the depth axis as a function of the location of the nearest neighbor. The average in-plane location errors of particle images without overlap are 0.65 and 0.57 μm in the x and y directions, respectively. Location errors start increasing sharply if neighboring particle images are within a distance of less than approximately 10 pixels. When particle image centers share the same in-plane location, x and y location errors almost triple. This effect is even more pronounced for the depth location error. The average depth location error is 6.34 μm for particle images without overlap. When the center points of overlapping particle images are the same, the depth location error increases by a factor of 6. Thus, particle image overlap has a stronger relative impact on the performance of determining the depth position than the in-plane locations. It appears that particle image features which relate to the in-plane locations are in comparison easier for the algorithm to decode during particle image overlap as compared to particle image features which relate to the depth position. Both x and y location errors are slightly higher for neighboring particle image locations along the x and y image axis, respectively. This could be explained with scenes where superimposed particle images are on the same side of the midpoint between focal planes and their elliptical shapes line up on the x or y axis. In this arrangement, their signals are more convoluted and the solution for separating the two signals might become less unique. The total location error is entirely dominated by the location error of the depth error. The sum of the x and y location errors only contributes to approximately 10% of the total location error. It is in accordance with previous works that the depth error is an order of magnitude higher than the in-plane errors (Barnkob et al. 2015; Franchini et al. 2019).

![Fig. 9](image-url)
3.2 Results on real images

To test the resemblance of the semi-synthetic dataset with real images, we analyzed the performance of the trained model on videos of real images with moving spherical microspheres. We acquired an additional dataset based on the previously described experimental setup with the same fluid, particles and particle density. Image sequences of the particles are captured at 21 different depth locations 150 μm apart from each other throughout the entire depth of the channel. At each depth location, a sequence of 452 images was acquired at a frame rate of 24 fps. Polystyrene tracer particles were added to the glycerol at a concentration of 5 × 10 w/v. Approximately 200 particle images are detectable with human vision on the 1440 × 2560 pixel camera images. The resulting particle image density of 5.4 × 10−5 particles per pixel is the same as in the semi-synthetic training images. The particle image diameters in the x and y directions vary between approximately 7 and and almost 70 pixel depending on the depth position of the particle.

In this experiment, we applied a constant flow rate of 2.3 ml/h to the liquid which is carrying the tracer particles. The liquid is flowing in the rectangular channel approximately parallel to the midpoint between focal planes. The constant flow rate ensures that the particles are moving in a laminar flow on straight trajectories. Therefore, the three-dimensional displacements of particles are constant over time in this flow field.

These constant displacements are an ideal basis for evaluating the variance of the predictions of our trained model. We employ the model on all acquired image sequences and link the detected 3D locations of the particles with the Hungarian algorithm. This algorithm only links particle detections between consecutive frames. More advanced tracking algorithms take information about the flow field into consideration and might perform better in more complex flows (Pereira et al. 2006). All resulting trajectories below a length of 100 frames were discarded to ensure that trajectory-wise measured error quantities are well-estimated. 38.3% of all recovered trajectories contained a particle image overlap at some point in time. Due to the varying particle image shapes, we defined a particle image overlap as a neighboring particle image center being closer than 35 pixel along the x or y axis to another particle image center. Thus, particle images might not always be superimposed in the fraction of trajectories which were identified as containing a particle overlap at some point in time.

Some trajectories were a result of false-positive predictions. In such cases, one particle was consistently detected twice and can be filtered out. To test whether two close trajectories are the result of different physical particles, the average relative displacements between the two trajectories are compared. Two distinctive particles travel at different velocities if they are located at different depths. Double predictions of the same particle can only move at the same velocity since they are mostly located within a 5 pixel radius (see Fig. 8). Thus, false-positive trajectories can be filtered out by setting a minimum value for the average relative displacement between a particle and its closest neighbor. The threshold is only applied to trajectories with neighbors which are closer than a certain limit. This process efficiently filters out cases where a particle is consistently detected twice. This filtering approach removes particles with accompanied false-positive detections which both have the same trajectories along the x–y plane. Therefore, we expect this filtering procedure to be robust in more complex flows too, where trajectories along the x–y plane differ even stronger than in this study.

Individual displacements along the X axis were derived from all trajectories and visualized (see Fig. 10, left). The displacements in the direction of the X axis do not vary significantly along the Y axis. This is due to the fact that only the centermost 1152 μm of a 7-mm-wide channel has been investigated. The effects of the walls along the Y axis on
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Fig. 10 Left: Z–Y profile of measured individual displacements along X axis of the flow channel. The measurement volume covers the central 1152 μm of the 7-mm-wide channel. Right: depth profile of measured individual displacements along the X axis compared to analytical solutions of the flow field. Analytical solutions were computed for the center and side of the measurement volume (i.e., at Y = 0 μm and Y = 576 μm). Note that the variance of displacements increases at the top and bottom of individual measurement slices, visualized in more detail in Fig. 11. 1 μm corresponds to 1.25 pixel, yielding a maximum velocity of the analytical solution of 49.7 μm s−1.
the flow field are therefore not prominent in the measured volume. The periodic change in displacement variance along the depth axis (Fig. 10, right) shows that within each individual measurement slice, the error of the measured displacement changes significantly along the depth axis.

To estimate displacement errors, we first approximated the constant displacements of particles by calculating the median displacements along trajectories. The residuals between those averages and the individual measured displacements allow us to study the variance of the model predictions from real images without the need for a fully annotated dataset. We did not observe any significant bias in the location errors of our model with respect to the semi-synthetic dataset (see for instance Fig. 7 for depth error). Thus, we assume that the variance of the model predictions from the real images is a good approximation for the total location error (Cierpka et al. 2011).

Figure 11 shows how location errors of each trajectory relate to the average depth prediction of the particle. The in-plane location errors in the x and y direction show a very similar behavior. Close to the midpoint between focal planes, their error reaches a minimum of approximately 0.3 μm, and towards the upper and lower limit of particle detectability, the error increases up to approximately ten times higher values. It can be seen that the x error increases more strongly towards small depth values and that the y error increases more strongly towards large depth values. This can be explained with the shape of the particle images at those depth positions. For small depth values, the image of a microsphere forms an ellipse, with its long axis aligned along the x axis (see Fig. 2). For such a particle image, the image gradient is larger along the y axis than the x axis. It is therefore easier to locate the center location of the particle image along the y axis than the x axis for low depth values. The opposite is true for large depth values, where the long axis of the particle image is aligned with the y axis of the image and the y location error is larger.

Previously reported in-plane location errors from the fitting of 2D generalized Gaussian distributions to particle images are 0.21 pixels for images with the same signal-to-noise ratios (Franchini et al. 2019). This refers to non-overlapping and “slightly” overlapping particle images. The error corresponds to 0.17 μm by taking the magnification of our apparatus into account. Our minimum in-plane errors of 0.3 μm are therefore 76% larger as compared to the current method of locating tracer particles in the image plane. The sum of the differences between in-plane location errors of the two methods contributes to approximately 2% of the average total location error. Depending on the application, this additional error might not be significant for a user.

The depth location error in our study shows a less clear trend along depth axis. It reaches minimum values of approximately 6 μm where the masked signal reaches its maximum value and there are several regions with local peaks in depth error. Focal plane $F_{xz}$ correlates with such a local error peak. Focal plane $F_{zx}$ corresponds to higher error values; however, it does not fall directly on local error peak. This is consistent with the performance of the algorithm of Cierpka et al. (2011), which showed a local error peak close to one focal plane and another local error peak in the vicinity of the second focal plane. Maximum displacement error values of approximately 15 μm are reached at the detectability limit. The relative increase in error with distance to the depth center of the measurement volume is therefore not as strong as in the case of the in-plane location errors. Yet, the number of outliers which experience larger errors is significantly larger for the depth location error.

Previous studies reported similar ratios of in-plane to depth location errors with ratios ranging between 1:10 and 1:30 (Cierpka et al. 2010, 2011; Barnkob et al. 2015; Cierpka et al. 2011). To visualize this higher significance of longer traces, the sizes of measurement points reflect the trajectory length as shown in the legend of the left plot. $F_{xz}$ and $F_{zx}$ are the two focal planes acting on the X and the Y axis of the image and $S_{\text{max}}$ is the location of the maximum masked signal. 1 μm corresponds to 1.25 pixel.
Location errors strongly depend on the signal-to-noise ratio of the experimental apparatus (Cierpka et al. 2011). A study with images of the same signal-to-noise ratio reported a depth location error of 7.1 μm with regard to their calibration dataset of non-overlapping particle images (Franchini et al. 2019). Their calibration dataset serves the same purpose as our semi-synthetic dataset: to train a model to predict particle locations. In our study, we achieved a depth location error of 6.3 μm in our synthetic dataset. The average depth error of non-overlapping trajectories in our real images is 9.2 μm over a 67% larger depth range than (Franchini et al. 2019). The difference in the errors between the semi-synthetic dataset and the real dataset of our study might be explained with a slight difference in the distributions of the data in the two dataset. The semi-synthetic dataset might include image features which are not present in the real data and vice versa. The same might be true for the stated depth location error with respect to the calibration dataset in Franchini et al. (2019). We therefore consider our measured depth location error to be of a comparable level of accuracy.

The depth range in which the trained algorithm is able to recover particle trajectories spans 373 μm (see Fig. 11). This covers 91.4% of the depth range in which a human annotator was able to detect particle images in real experimental images. This translates into an increase in the depth range along which particles can be detected of 67 % as compared to detection by simple smoothing and thresholding (Franchini et al. 2019). This indicates that the semi-synthetic dataset was successful in representing the differences between defocused background patterns and low-intensity particle images. The performance of the employed neural network is therefore close to human performance in detecting low-signal particle images.

Location errors as a function of the closest neighboring particle image show a similar behavior as in the synthetic dataset (see Figs. 9, 12); however, there is clearly more noise in the error values of the experimental dataset. This is most likely due to a smaller number of sample points. For all location errors, there is a clear trend towards higher errors for distances to the nearest neighbor of less than approximately 10 pixel. The error values at larger distances to the particle image center point are comparable to the values in the synthetic dataset. In this region, average in-plane location errors range between 0.5 and 1.0 μm, whereas z-location errors range between 6 and 11 μm. The total location error approximately doubles to a maximum total location of 14.7 μm when two neighboring particle images share the same center point. For neighbor locations which share the same particle image center, all location errors are below the errors of the synthetic dataset. This shows that the model is capable of detecting overlapping particle images. Yet, more challenging particle image overlaps which caused higher errors in the synthetic dataset are possibly not detected in the real images.

4 Conclusion

In this work, we showed how a set of semi-synthetic images can be employed to train a neural network in the task of detecting overlapping defocused images of tracer particles. The semi-synthetic images, which we generated for model training, resemble experimentally acquired images. The model is able to detect 97.4% of particle images in the semi-synthetic images, despite 50% of particle images containing a particle image overlap with another particle image. Due to variable particle image shapes, particle image overlaps were defined as two particle center points being located in a square image region of 35 × 35 pixel. Particle images might not always be overlapping for this definition of a particle overlap. However, when two defocused particle images share the exact same center point location, 79.3% of particle images are still detected. The share of false-positive detections in this set of images is 2.7%.

The trained model generalizes well to experimental images. It increases the depth range at which particles are...
detectable by 67% over a conventional method of thresholding
gray-scale values by Franchini et al. (2019). The resulting
depth range of 373 μm is 91.4% of the depth range in which
a human annotator was able to detect particle images. Par-
ticle image overlap impacts the location errors of detected
particles. Overlapping particle images with a common center
point cause the total location error to increase by approxi-
mately a factor of two as compared to non-overlapping par-
ticle images.

We hope that this work opens up new applications of
defocused particle image localization where large depth
ranges or higher particle image densities are required. Our
application of this method will be the study of 3D flow in
porous media with particle tracking. Yet, others might find
it useful to observe the movement of microorganisms or to
determine velocity fields for the investigation of heat and
mass transfer.
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