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Abstract
We study the algebraic $K$-theory and Grothendieck–Witt theory of proto-exact categories of vector bundles over monoid schemes. Our main results are the complete description of the algebraic $K$-theory space of an integral monoid scheme $X$ in terms of its Picard group $\text{Pic}(X)$ and pointed monoid of regular functions $\Gamma(X, \mathcal{O}_X)$ and a complete description of the Grothendieck–Witt space of $X$ in terms of an additional involution on $\text{Pic}(X)$. We also prove space-level projective bundle formulae in both settings.
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Introduction

Monoid schemes are topological spaces modelled locally on spectra of commutative pointed monoids, in much the same way that schemes over a field are modelled locally on spectra of commutative rings. Monoid schemes form the core of algebraic geometry over the elusive field $\mathbb{F}_1$ with one element \cite{39,44}, in the sense that every other approach to $\mathbb{F}_1$-schemes contains monoid schemes as a full subcategory. From the point of view of algebraic geometry over fields, monoid schemes can be seen as a direct generalization of toric geometry and Kato fans of logarithmic schemes; see \cite{3,6,8,9,27} among others. The central position of monoid schemes within $\mathbb{F}_1$-geometry is confirmed by their numerous links to other areas of mathematics, such as Weyl groups as algebraic groups over $\mathbb{F}_1$ \cite{29,44}, computational methods for toric geometry \cite{7,8,14}, a framework for tropical scheme theory \cite{15}, applications to representation theory \cite{20,40–42,51} and, last but not least, stable homotopy theory as $K$-theory over $\mathbb{F}_1$ \cite{3,10}, a theme on which we dwell in this paper.

The algebraic $K$-theory of schemes, originally developed by Quillen \cite{16,30}, Waldhausen \cite{46} and Thomason–Trobaugh \cite{43}, among many others, is a rich and difficult subject which remains very active today. Grothendieck–Witt theory (or hermitian $K$-theory) is a generalization of $K$-theory constructed from algebraic vector bundles with a non-degenerate bilinear form and, as such, can be seen as an algebraic analogue of Atiyah’s topological $KR$-theory \cite{1}. Grothendieck–Witt theory plays a fundamental role in Karoubi’s formulation and proof of topological and algebraic Bott periodicity and study of the homology of orthogonal and symplectic groups \cite{21–23}. Recently, much effort has been devoted to developing the Grothendieck–Witt theory of schemes; see, for example \cite{13,24–26,34,38}.

In this paper we study the algebraic $K$-theory and Grothendieck–Witt theory of monoid schemes and develop strong links to stable homotopy theory. This should be compared to the $K$-theory and Grothendieck–Witt theory of schemes over fields and their many connections to arithmetic. Our results for $K$-theory refine earlier calculations of the group $K_0(X)$ in \cite{3} to a complete description of the $K$-theory space $K(X)$ in terms of the Picard group Pic($X$) and the group $\Gamma(X, O_X)^\times$. For the Grothendieck–Witt theory of monoid schemes, a subject which had not yet been studied, we give a similar description of the Grothendieck–Witt space $GW(X)$ in terms of Pic($X$) and $\Gamma(X, O_X)^\times$ together with their natural involutions. In the remainder of this introduction, we give a more thorough description of these results.

Results

In Sect. 1 we recall relevant categorical and $K$-theoretic background. We work in the setting of proto-exact categories, a non-additive generalization of Quillen’s exact categories introduced by Dyckerhoff and Kapranov \cite{11}. This is a convenient setting for both $K$-theory and Grothendieck–Witt theory and was developed by the authors in \cite{12}. The first main result of \cite{12} is a Group Completion Theorem for the $K$-theory of uniquely split proto-exact categories. The second main result of \cite{12} is a description of the Grothendieck–Witt space $GW^Q(\mathcal{A})$ of a uniquely split proto-exact category with duality $\mathcal{A}$ satisfying additional mild assumptions, defined using the hermitian $Q$-construction, in terms of the group completion of the groupoid of hyperbolic forms and the monoidal groupoid of anisotropic symmetric forms in $\mathcal{A}$.

In Sect. 2 we study the $K$-theory and Grothendieck–Witt theory of proto-exact categories of modules over pointed monoids or, in geometric terms, vector bundles over non-commutative affine monoid schemes. Let $\mathcal{A}$ be a (not necessarily commutative) pointed monoid. The
category $A$-proj of finitely generated projective left $A$-modules has a uniquely split proto-exact structure (Lemma 2.5) and so fits into the framework of [12]. The category $A$-proj is particularly simple when $A$ is integral,\(^1\) in which case all projective $A$-modules are free. This, together with the Group Completion Theorem, allows for an explicit description of the $K$-theory space $\mathcal{K}(A$-proj) in terms of the group of units $A^\times$, thereby giving a ‘$Q = +$’ theorem in this setting. In this way, we extend earlier results of Deitmar [10] and establish some unproven claims of Chu–Morava [4]. Our result is as follows.

**Theorem A** (Theorem 2.6) Let $A$ be an integral pointed monoid. Then there is a homotopy equivalence

$$\mathcal{K}(A$-proj) $\simeq \mathbb{Z} \times B(A^\times \wr \Sigma_\infty)^{+},$$

where $A^\times \wr \Sigma_\infty$ is the infinite wreath product $\lim_{\to \infty} ((A^\times)^n \rtimes \Sigma_n)$.

Next, we study the Grothendieck–Witt theory of projective $A$-modules, where our results are new. Unlike the case of rings, the category $A$-proj does not admit an exact duality structure. In particular, the functor $\text{Hom}_{A$-proj}(-, A)$ is poorly behaved. For this reason, we restrict attention to the non-full proto-exact subcategory $A$-proj\(^n\) $\subset$ $A$-proj of normal morphisms, that is, $A$-module homomorphisms whose non-empty fibres over non-basepoints are singletons. We prove in Lemma 2.3 that $A$-proj\(^n\) admits a duality structure if $A$ is integral. From this point of view, normal morphisms are essential to Grothendieck–Witt theory. We remark that the $K$-theory of $A$-proj\(^n\) and $A$-proj coincides. For earlier appearances of normal morphisms in $\mathcal{F}_1$-geometry, see [3,41,51]. The main results of this section determine the Grothendieck–Witt spaces $\mathcal{GW}^\oplus(A$-proj\(^n\)) and $\mathcal{GW}^\cap(A$-proj\(^n\)). In particular, the former space can be described in terms of “infinite orthogonal/symplectic groups over $\mathcal{F}_1$”. In this way, we obtain an $\mathcal{F}_1$-analogue of Karoubi’s results on the hermitian $K$-theory of rings [21]. A simplified version of our result is as follows.

**Theorem B** (Theorem 2.14) Let $A$ be an integral pointed monoid with $A^\times = \{1\}$. Then there is a homotopy equivalence

$$\mathcal{GW}^\oplus(A$-proj\(^n\)) $\simeq \mathbb{Z}^2 \times B((\mathbb{Z}/2 \wr \Sigma_\infty) \rtimes \Sigma_\infty)^{+}.$$

By applying the results of [12], we can use Theorem B to describe the weak homotopy type of $\mathcal{GW}^\cap(A$-proj\(^n\))

Having treated the local theory, we turn in Sects. 3 and 4 to the global theory of monoid schemes. Following earlier approaches [10,19], a general definition of the $K$-theory of a monoid scheme $X$ was given in [3], where a proto-exact category of vector bundles $\text{Vect}(X)$ and their normal $\mathcal{O}_X$-module homomorphisms was defined. We point out that this is not the only approach to the $K$-theory of monoid schemes; see [17] for a recent alternative. In Sect. 3 we bring the approach of [3] to its natural conclusion by explicitly describing the $K$-theory space $\mathcal{K}(X) := \mathcal{K}(\text{Vect}(X))$. The key structural result is Proposition 3.14, which exhibits an extremely simple non-full proto-exact subcategory $\mathcal{O}_X[\text{Pic}(X)] \subset \text{Vect}(X)$ whose $K$-theory space is homotopy equivalent to $\mathcal{K}(X)$. Here, $\mathcal{O}_X$ is the category whose objects are isomorphic to $\mathcal{O}_X^{\otimes n}$, $n \in \mathbb{Z}_{>0}$, together with all normal $\mathcal{O}_X$-module homomorphisms between them. The category $\mathcal{O}_X[\text{Pic}(X)]$ can then be seen as the group algebra of Pic(X) with coefficients in $\mathcal{O}_X$; see Sect. 3.3 for a precise definition. Proposition 3.14 fails for the exact category of vector bundles over a field and is the source of the relative strength of the following result.

\(^1\) More generally, $A$ need only be right partially cancellative. We work at this level of generality in the body of the paper.
Theorem C (Theorem 3.17) Let \( X \) be an integral monoid scheme. Then there is a homotopy equivalence

\[
\mathcal{K}(X) \simeq \prod'_{\mathcal{M} \in \text{Pic}(X)} \mathbb{Z} \times B(\Gamma(X, \mathcal{O}_X)^{\times} : \Sigma_{\infty}^+),
\]

where \( \prod' \) is the restricted product of pointed topological spaces.

Turning to Grothendieck–Witt theory, let \( \mathcal{L} \) be a line bundle on an integral monoid scheme \( X \). The integrality assumption on \( X \) ensures the existence of an \( \mathcal{L} \)-twisted duality structure \((\mathcal{P}_L, \Theta_L)\) on \( \text{Vect}(X) \). Write \( GW(X; \mathcal{L}) \) for the Grothendieck–Witt space \( GW(\text{Vect}(X), \mathcal{P}_L, \Theta_L) \), defined either via the hermitian \( Q \)-construction or group completion. The duality structure \((\mathcal{P}_L, \Theta_L)\) is compatible with the subcategory \( \langle \langle \mathcal{O}_X \rangle \rangle \backslash \text{Pic}(X) \).

This leads to a complete description of \( GW(X; \mathcal{L}) \) in terms of the pointed monoid \( \Gamma(X, \mathcal{O}_X) \) and \( \text{Pic}(X) \), together with its set-theoretic \( \mathbb{Z}/2 \)-action determined by \( \mathcal{L} \).

Theorem D (Theorem 4.8) Let \( \mathcal{L} \) be a line bundle on an integral monoid scheme \( X \). Then there is a homotopy equivalence

\[
GW(X; \mathcal{L}) \simeq \prod'_{\mathcal{M} \in \text{Pic}(X)^{P_L}} GW(\Gamma(X, \mathcal{O}_X)-\text{prof}^n) \times \prod'_{\mathcal{M} \in \text{Pic}(X)^*/P_L} \mathcal{K}(\Gamma(X, \mathcal{O}_X)-\text{prof}^n),
\]

where \( \text{Pic}(X)^{P_L} \) denotes the fixed point set of \( \text{Pic}(X) \) under the \( \mathbb{Z}/2 \)-action determined by \( \mathcal{L} \) and \( \text{Pic}(X)^*/P_L \) is the quotient of the complement \( \text{Pic}(X) \backslash \text{Pic}(X)^{P_L} \).

In particular, this result, together with Theorems A and B, leads to an explicit description of \( GW^{\oplus}(X; \mathcal{L}) \). The space \( GW^{Q}(X; \mathcal{L}) \) can then be described using the results of [12].

As an application of our results, we prove space-level projective bundle formulae for \( K \)-theory and Grothendieck–Witt theory, giving analogues of well-known results for schemes over fields [30,32,36,47]. In our setting, the key background results are Theorem 3.27 and Lemma 4.14, which give a \((\mathbb{Z}/2\)-equivariant) description of the Picard group of a projective bundle in terms of that of the base. Notably, our proof relies on different arguments than the classical proof over fields, since sheaf cohomology is not available in the \( \mathbb{F}_1 \)-setting. Instead, we use particular properties of monoid schemes whose analogues for schemes over fields fail to hold. The projective bundle formula for Grothendieck–Witt theory is as follows; for \( K \)-theory, see Theorem 3.28.

Theorem E (Theorem 4.15) Let \( E \) be a vector bundle on an integral monoid scheme \( X \) with associated projective bundle \( \pi : \mathbb{P}E \to X \) and \( \mathcal{L} \) a line bundle on \( X \). Then there is a homotopy equivalence

\[
GW(\mathbb{P}E; \pi^*\mathcal{L}) \simeq GW(X; \mathcal{L}) \times \prod'_{(\mathcal{M}, i) \in (\text{Pic}(X) \times \mathbb{Z}^+)/((P_L, -1))} \mathcal{K}(\Gamma(X, \mathcal{O}_X)-\text{prof}^n).
\]

1 Background material

In this section, we recall necessary background material on proto-exact categories and their \( K \)-theory and Grothendieck–Witt theory.
1.1 Proto-exact categories

We begin with recalling the definition of a proto-exact category from [11, §2.4].

**Definition 1.1** A proto-exact category is a category \( A \) with a zero object \( 0 \) and two distinguished classes of morphisms, \( \mathcal{I} \) and \( \mathcal{D} \), called inflations (or admissible monomorphisms) and deflations (or admissible epimorphisms) and denoted \( \rightarrow \) and \( \twoheadrightarrow \), respectively, such that the following axioms hold:

(i) Any morphism \( 0 \rightarrow U \) is in \( \mathcal{I} \) and any morphism \( U \rightarrow 0 \) is in \( \mathcal{D} \).
(ii) The classes \( \mathcal{I} \) and \( \mathcal{D} \) are closed under composition and contain all isomorphisms.
(iii) A commutative square of the form

\[
\begin{array}{ccc}
U & \rightarrow & V \\
\downarrow & & \downarrow \\
W & \rightarrow & X
\end{array}
\]  

(1)

is cartesian if and only if it is cocartesian.
(iv) A diagram of the form \( W \twoheadrightarrow X \leftarrow V \) can be completed to a bicartesian square of the form (1).
(v) A diagram of the form \( W \leftarrow U \rightarrow V \) can be completed to a bicartesian square of the form (1).

Let \( U \rightarrow V \) be an inflation. By axioms (i) and (v), the pushout diagram

\[
\begin{array}{ccc}
U & \rightarrow & V \\
\downarrow & & \downarrow \\
0 & \rightarrow & X
\end{array}
\]

exists and \( V \rightarrow X \) is a cokernel of \( U \rightarrow V \). By axiom (iii), we conclude that \( U \rightarrow V \) is a kernel of \( V \rightarrow X \). Since kernels are monomorphisms, we find that inflations are monomorphisms. Similarly, deflations are epimorphisms.

Conflations (or admissible short exact sequences) in \( A \) are admissible squares of the form (1) with \( W = 0 \) which, for ease of notation, we denote by \( U \rightarrow V \rightarrow X \).

A functor between proto-exact categories is called proto-exact if it sends admissible squares to admissible squares. In particular, proto-exact functors send conflations to conflations.

The proto-exact categories of interest in this paper have a weak analogue of an additive structure, axiomatized as follows.

**Definition 1.2** [12, §1.1] An exact direct sum on a proto-exact category \( A \) is a symmetric monoidal structure \( \oplus \) on \( A \) such that \( 0 \) is the monoidal unit and \( \oplus \) is a proto-exact functor. Moreover, the following additional axioms are required to hold, where we set \( i_U = \text{id}_U \oplus 0_{0 \rightarrow V} : U \rightarrow U \oplus V \) and \( \pi_U = \text{id}_U \oplus 0_{V \rightarrow 0} : U \oplus V \rightarrow U \) for objects \( U, V \in A \).

(i) The maps

\[
\begin{align*}
\text{Hom}_A(U \oplus V, W) & \longrightarrow \text{Hom}_A(U, W) \times \text{Hom}_A(V, W), \ f \mapsto (f \circ i_U, f \circ i_V) \\
\text{Hom}_A(W, U \oplus V) & \longrightarrow \text{Hom}_A(W, U) \times \text{Hom}_A(W, V), \ f \mapsto (\pi_U \circ f, \pi_V \circ f)
\end{align*}
\]

are injections for all \( U, V, W \in A \).
(ii) Let \( U \xrightarrow{i} X \xrightarrow{\pi} V \) be a conflation. For each section \( s \) of \( \pi \), there exists a unique isomorphism \( \phi \) which makes the following diagram commute:

\[
\begin{array}{ccc}
X & \xrightarrow{i} & U \\
\uparrow{\phi} & & \uparrow{s} \\
U & \xrightarrow{i_U} & U \oplus V & \xleftarrow{i_V} & V.
\end{array}
\]

The analogous property holds for every retract \( r \) of \( i \).

A functor between proto-exact categories with exact direct sum is called exact if it is proto-exact and \( \oplus \)-monoidal.

Let \( \mathcal{A} \) be a proto-exact category with exact direct sum. A commutative diagram

\[
\begin{array}{ccc}
U & \xrightarrow{i} & X & \xrightarrow{\pi} & V \\
\downarrow{\phi} & & \downarrow{\pi} & & \downarrow{\pi_V} \\
U & \xrightarrow{i_U} & U \oplus V & \xleftarrow{i_V} & V
\end{array}
\]

with \( \phi \) an isomorphism is called a splitting of the conflation \( U \xrightarrow{i} X \xrightarrow{\pi} V \).

Definition 1.3 \([12, \S 1.1]\) A proto-exact category with exact direct sum is called

(i) uniquely split if every conflation admits a unique splitting, and

(ii) combinatorial if, for each inflation \( i : U \rightarrow X_1 \oplus X_2 \), there exist inflations \( i_k : U_k \rightarrow X_k, k = 1, 2 \), and an isomorphism \( f : U \rightarrow U_1 \oplus U_2 \) such that \( i = (i_1 \oplus i_2) \circ f \).

Moreover, the obvious dual axiom involving maps \( \pi_k, k = 1, 2 \), is required to hold.

1.2 Algebraic \( K \)-theory of proto-exact categories

Let \( \mathcal{A} \) be a proto-exact category. The \( Q \)-construction of \( \mathcal{A} \) can be defined as for exact categories \([30, \S 2]\), yielding a category \( Q(\mathcal{A}) \). See also \([12, \S 2.1]\). The \( K \)-theory space of \( \mathcal{A} \) is then \( K(\mathcal{A}) = \Omega BQ(\mathcal{A}) \), where \( BQ(\mathcal{A}) \) is pointed by \( 0 \in Q(\mathcal{A}) \), and the \( K \)-theory groups are

\[
K_i(\mathcal{A}) = \pi_i K(\mathcal{A}), \quad i \geq 0.
\]

Lemma 1.4 Let \( \mathcal{A} \) and \( \mathcal{B} \) be proto-exact categories and \( F : \mathcal{A} \rightarrow \mathcal{B} \) an essentially surjective proto-exact functor which is bijective on inflations and deflations. Then the induced map \( K(F) : K(\mathcal{A}) \rightarrow K(\mathcal{B}) \) is a homotopy equivalence.

Proof To begin, note that \( F \) is conservative. Indeed, a morphism in a proto-exact category is an isomorphism if and only if it is an inflation and a deflation.

Since \( F \) is proto-exact, there is an induced functor \( Q(F) : Q(\mathcal{A}) \rightarrow Q(\mathcal{B}) \). Essential surjectivity of \( F \) implies that of \( Q(F) \). Moreover, \( Q(F) \) is full (resp. faithful) because \( F \) is surjective on inflations and deflations (resp. conservative and injective on inflations and deflations). Hence, \( Q(F) \) is an equivalence and the associated map \( K(F) \) is a homotopy equivalence.

Let now \( (\mathcal{A}, \oplus) \) be a symmetric monoidal category. The maximal groupoid \( S \subset \mathcal{A} \) inherits a symmetric monoidal structure. Following \([16, \text{Page} \ 222]\), the direct sum \( K \)-theory space of

\(\text{\copyright} \ Springer\)
\( \mathcal{A} \) is the group completion of \( BS \):

\[
\mathcal{K}^\oplus(\mathcal{A}) = B(S^{-1}S).
\]

We have the following proto-exact analogue of Quillen’s Group Completion Theorem \cite{16}.

**Theorem 1.5** \cite[Theorem 2.2]{12} Let \( \mathcal{A} \) be a uniquely split proto-exact category. Then there is a homotopy equivalence \( \mathcal{K}(\mathcal{A}) \simeq \mathcal{K}^\oplus(\mathcal{A}) \).

**Remark 1.6** The construction of the space \( \mathcal{K}(\mathcal{A}) \) can be refined to produce a connective spectrum \( K(\mathcal{A}) \); see \cite[Remark IV.6.5.1, §IV.8.5.5]{49}. While \( \mathcal{K}(\mathcal{A}) \) and \( K(\mathcal{A}) \) have the same homotopy groups, the spectrum \( K(\mathcal{A}) \) has many technical advantages. For example, a functor \( \otimes : \mathcal{A} \times \mathcal{A} \to \mathcal{A} \) which is biexact in the sense of \cite[Definition IV.6.6]{49} induces a pairing of spectra \( K(\mathcal{A}) \wedge K(\mathcal{A}) \to K(\mathcal{A}) \). This gives \( K(\mathcal{A}) = \bigoplus_{i \geq 0} K_i(\mathcal{A}) \) the structure of commutative \( \mathbb{Z}_{\geq 0} \)-graded ring if \( \otimes \) is symmetric monoidal.

### 1.3 Proto-exact categories with duality

For a detailed introduction to proto-exact categories with duality, the reader is referred to [34, §2], [12, §1.2].

A category with duality is a triple \((\mathcal{A}, P, \Theta)\) (often simply \( \mathcal{A} \)) consisting of a category \( \mathcal{A} \), a functor \( P : \mathcal{A}^{\text{op}} \to \mathcal{A} \) and a natural isomorphism \( \Theta : \text{id}_\mathcal{A} \Rightarrow P \circ P^{\text{op}} \) which satisfies

\[
P(\Theta_U) \circ \Theta_{P(U)} = \text{id}_{P(U)}, \quad U \in \mathcal{A}.
\]

If \( \mathcal{A} \) is proto-exact and \( P \) is proto-exact, then \( \mathcal{A} \) is a proto-exact category with duality. We henceforth restrict attention to this case.

A symmetric form in \( \mathcal{A} \) is an isomorphism \( \psi_M : M \to P(M) \) which satisfies \( P(\psi_M) \circ \Theta_M = \psi_M \). An isometry \( \phi : (M, \psi_M) \to (N, \psi_N) \) is an isomorphism \( \phi : M \to N \) which satisfies \( \psi_M = P(\phi) \circ \psi_N \circ \phi \). The groupoid of symmetric forms and their isometries is \( \mathcal{A}_h \).

Let \((M, \psi_M)\) be a symmetric form. An inflation \( i : U \hookrightarrow M \) is called isotropic if \( P(i) \circ \psi_M \circ i \) is zero and \( U \to U^\perp := \text{ker}(P(i) \circ \psi_M) \) is an inflation. In this case, the reduction \( M//U := U^\perp/U \) inherits a symmetric morphism \( \psi_{M//U} : M//U \to P(M//U) \), which we assume to be an isomorphism; this is the Reduction Assumption of [50, §3.4]. A symmetric form \((M, \psi_M)\) is called metabolic if it has a Lagrangian, that is, an isotropic subobject \( U \hookrightarrow M \) with \( U = U^\perp \), and is called anisotropic if it has no non-zero isotropic subobjects.

If \( \mathcal{A} \) has an exact direct sum, then we require that \( P \) is exact and \( \Theta \) is \( \oplus \)-monoidal. In this case, \( \mathcal{A}_h \) is a symmetric monoidal groupoid. Given an object \( U \in \mathcal{A} \), the pair

\[
\left( H(U) = U \oplus P(U), \psi_{H(U)} = \begin{pmatrix} 0 & \text{id}_{P(U)} \\ \Theta_U & 0 \end{pmatrix} \right)
\]

is a symmetric form in \( \mathcal{A} \), called the hyperbolic form on \( U \). In the definition of \( \psi_{H(U)} \), we have used the isomorphism \( P(U \oplus P(U)) \simeq P(U) \oplus P^2(U) \). The assignment \( U \mapsto H(U) \) extends to a functor \( H : \mathcal{S} \to \mathcal{A}_h \) where \( \mathcal{S} \) is the maximal groupoid in \( \mathcal{A} \). A symmetric form which is isometric to \((H(U), \psi_{H(U)})\) for some \( U \in \mathcal{A} \) is called hyperbolic.

**Lemma 1.7** \cite[Lemma 1.7]{12} A metabolic form in a uniquely split proto-exact category with duality is hyperbolic.
Example 1.8 Let $\mathcal{A}$ be a category. The triple $(H(\mathcal{A}), P, \text{id}_{id_{H(\mathcal{A})}})$, where $H(\mathcal{A}) = \mathcal{A} \times \mathcal{A}^{\text{op}}$ and $P(U, V) = (V, U)$, is called the hyperbolic category with duality on $\mathcal{A}$. If $\mathcal{A}$ is proto-exact, then so too is $H(\mathcal{A})$ and an exact direct sum on $\mathcal{A}$ induces one on $H(\mathcal{A})$.

A form functor $(T, \eta) : (\mathcal{A}, P, \Theta) \to (\mathcal{B}, Q, \Xi)$ between categories with duality is a functor $T : \mathcal{A} \to \mathcal{B}$ and a natural transformation $\eta : T \circ P \Rightarrow Q \circ T^{\text{op}}$ which makes the diagram\(^2\)

\[
\begin{array}{ccc}
T(U) & \xrightarrow{\Xi_{T(U)}} & Q^{2}T(U) \\
\downarrow{T(\Theta_U)} & & \downarrow{Q(\eta_{U})} \\
T P^{2}(U) & \xrightarrow{\eta_{P(U)}} & QT P(U)
\end{array}
\]

commute for each $U \in \mathcal{A}$. The form functor is called non-singular if $\eta$ is a natural isomorphism and is called an equivalence if, moreover, $T$ is an equivalence.

1.4 Grothendieck–Witt theory of proto-exact categories

Let $\mathcal{A}$ be a proto-exact category with duality. The hermitian $Q$-construction of $\mathcal{A}$ can be defined as for exact categories with duality [34, §4.1], yielding a category $Q^{h}(\mathcal{A})$. See also [12, §3.1]. Forgetting symmetric forms defines a functor $F : Q^{h}(\mathcal{A}) \to Q(\mathcal{A})$. The Grothendieck–Witt space $\mathcal{G}W^{Q}(\mathcal{A})$ is the homotopy fibre of $BF : BQ^{h}(\mathcal{A}) \to BQ(\mathcal{A})$ over 0 and the Grothendieck–Witt groups are

\[
GW^{Q}_{i}(\mathcal{A}) = \pi_{i}\mathcal{G}W^{Q}(\mathcal{A}), \quad i \geq 0.
\]

Despite the name, without further assumptions, $GW^{Q}_{0}(\mathcal{A})$ is in fact only a pointed set. If, however, $\mathcal{A}$ has an exact direct sum, as will always be the case, then $GW^{Q}_{0}(\mathcal{A})$ is a commutative monoid. The Witt groups are defined by

\[
W^{Q}_{i}(\mathcal{A}) = \text{coker} \left( K_{i}(\mathcal{A}) \xrightarrow{H_{*}} GW^{Q}_{i}(\mathcal{A}) \right), \quad i \geq 0,
\]

where $H_{*}$ is induced by the map $\mathcal{K}(\mathcal{A}) \to \mathcal{G}W^{Q}(\mathcal{A})$. As for $GW^{Q}_{0}(\mathcal{A})$, in general $W^{Q}_{0}(\mathcal{A})$ is only a commutative monoid.

Proposition 1.9 Let $\mathcal{A}$ be a proto-exact category with associated hyperbolic category $H(\mathcal{A})$. Then there is a homotopy equivalence $\mathcal{G}W^{Q}(H(\mathcal{A})) \sim \mathcal{K}(\mathcal{A})$.

Proof The proof of the corresponding result in the exact setting [34, Proposition 4.7] carries over.

Proposition 1.10 A non-singular proto-exact form functor $(T, \eta) : (\mathcal{A}, P, \Theta) \to (\mathcal{B}, Q, \Xi)$ induces a continuous map $\mathcal{G}W^{Q}(T, \eta) : \mathcal{G}W^{Q}(\mathcal{A}) \to \mathcal{G}W^{Q}(\mathcal{B})$. Moreover, if $(T, \eta)$ and $(T', \eta')$ are naturally isomorphic, then $\mathcal{G}W^{Q}(T, \eta)$ and $\mathcal{G}W^{Q}(T', \eta')$ are homotopic.

Proof The proofs of the corresponding results in the exact setting [35, §2.8] carry over.

An obvious modification of Lemma 1.4 (and its proof) is as follows.
Lemma 1.11 Let $A$ and $B$ be proto-exact categories with duality and $(F, \eta) : A \to B$ an essentially surjective proto-exact form functor which is bijective on inflations and deflations. Then the induced map $GW_\mathbb{Q}(F, \eta) : GW_\mathbb{Q}(A) \to GW_\mathbb{Q}(B)$ is a homotopy equivalence.

Suppose now that $(A, \oplus)$ is a symmetric monoidal category with duality. Orthogonal direct sum gives $A_h$ the structure of a symmetric monoidal groupoid. As in [18, §2], the direct sum Grothendieck–Witt theory space is the group completion $GW_\oplus(A) = B(A_h^{-1} A_h)$, with associated Grothendieck–Witt and Witt groups $GW_\oplus^i(A) = \pi_i GW_\oplus(A)$ and $W_\oplus^i(A) = \text{coker}(K_\oplus^i(A) \xrightarrow{H} GW_\oplus^i(A))$, $i \geq 0$, respectively. Note that these are indeed groups. We remark that the obvious analogues of Propositions 1.9 and 1.10 and Lemma 1.11 hold for direct sum Grothendieck–Witt theory.

Let $Q_H(A) \subset Q_h(A)$ be the full subcategory on hyperbolic objects and $GW_H^A(A)$ the homotopy fibre of $BQ_H(A) \to BQ(A)$ over 0. Let also

$GW_H^\oplus(A) = B(A_H^{-1} A_H)$,

where $S_H$ is the symmetric monoidal groupoid of hyperbolic symmetric forms. The following result plays the role of the Group Completion Theorem for the Grothendieck–Witt theory of uniquely split proto-exact categories. Compare with [33, Theorem 4.2], [36, Theorem A.1] and [37, Theorem 6.6] in the split exact setting.

Theorem 1.12 [12, Theorems 3.2 and 3.11] Let $A$ be a uniquely split proto-exact category with duality.

(i) There is a weak homotopy equivalence $GW_H^A(A) \simeq GW_H^\oplus(A)$.

(ii) If, moreover, $A$ is combinatorial and noetherian, then there is a weak homotopy equivalence

$GW_H^\oplus(A) \simeq \bigsqcup_{w \in W_0^Q(A)} BG_s_w \times GW_H^A(A)$,

where $S_w$ is an anisotropic representative of the Witt class $w \in W_0^Q(A)$ with self-isometry group $G_{s_w}$.

2 $K$-theory and Grothendieck–Witt theory of pointed monoids

In this section we study the $K$-theory and Grothendieck–Witt theory of proto-exact categories of projective modules over pointed monoids. The specialization of this section to commutative pointed monoids is the local model for the scheme theoretic considerations of Sects. 3 and 4.

2.1 Pointed monoids and their module categories

We record basic material about pointed monoids and their module categories. A detailed reference for commutative pointed monoids is [3, §2]. Many of the results of [3], and their proofs, apply with only minor changes in the non-commutative setting. See also [28], which treats modules over non-commutative semigroups with identity.
A pointed monoid is a semigroup $A$ with a zero (or absorbing element) 0 and an identity 1, so that $a \cdot 0 = 0 = 0 \cdot a$ and $a \cdot 1 = a = 1 \cdot a$ for all $a \in A$. A homomorphism of pointed monoids is a semigroup homomorphism which preserves the zero and identity. Pointed monoids and their homomorphisms form a category $\tilde{M}_0$. The full subcategory of commutative pointed monoids is $M_0$.

Let $I$ be an ideal of a commutative pointed monoid $A$, that is, $0 \in I$ and $IA = I$. The quotient pointed monoid $A/I$ is the set $(A \setminus I) \cup \{0\}$ with the multiplication $a \cdot b = ab$ if $a, b, ab \in A \setminus I$ and $a \cdot b = 0$ otherwise.

A left $A$-module (also called an $A$-set) is a pointed set $M$, with basepoint denoted again by 0, together with a left $A$-action under which $0 \in A$ and $1 \in A$ act by the zero and identity map of $M$, respectively. Right $A$-modules are defined similarly. Unless mentioned otherwise, by an $A$-module we mean a left $A$-module. An $A$-module homomorphism is a pointed $A$-equivariant map. Let $A$-$\text{Mod}$ be the category of left $A$-modules and their homomorphisms and $A$-$\text{mod}$ its full subcategory of finitely generated $A$-modules. An $A$-module $P$ is called projective if, for every $A$-module homomorphism $f : P \to M$ and surjective $A$-module homomorphism $g : N \to M$, there exists an $A$-module homomorphism $h : P \to N$ satisfying $g \circ h = f$. Let $A$-$\text{proj} \subset A$-$\text{Mod}$ be the full subcategory of finitely generated projective $A$-modules.

Lemma 2.1 [3, Proposition 2.27] Every projective $A$-module is of the form $\bigoplus_{i \in I} A e_i$ where $e_i^2 = e_i$ are idempotents in $A$.

An $A$-module homomorphism $f : M \to N$ is called normal if $f^{-1}(n)$ is empty or a singleton for each $n \in N \setminus \{0\}$. This definition of normality is compatible with the categorical definition in the case of monomorphisms and epimorphisms; cf. [3, Proposition 2.15]. The zero and identity morphisms are normal, as are compositions of normal morphisms. Denote by $A$-$\text{Mod}^n \subset A$-$\text{Mod}$ the subcategory of normal $A$-module homomorphisms, and similarly for $A$-$\text{mod}^n$ and $A$-$\text{proj}^n$.

An element $a \in A$ is called right cancellative (resp. right partially cancellative, or rpc) if right multiplication $\cdot a : A \to A$ is an injective $A$-module homomorphism (resp. normal $A$-module homomorphism). Explicitly, $a \in A$ is rpc if $xa = ya$ implies $x = y$ or $xa = ya = 0$ for all $x, y \in A$. Let $A$-$\text{rpc} \subset A$ be the subset of right partially cancellative elements and $A$-$\text{rc} \subset A$ be the subset of right cancellative elements together with 0 $\in A$. Both $A$-$\text{rc}$ and $A$-$\text{rpc}$ are pointed submonoids of $A$. We call a pointed monoid $A$ right cancellative if $A$-$\text{rc} = A$ and rpc if $A$-$\text{rpc} = A$. Replacing right with left multiplication leads to the notion of a left (partially) cancellative pointed monoid. A pointed monoid is called cancellative (resp. partially cancellative, or simply pc) if it is both left and right cancellative (resp. partially cancellative).

A pointed monoid $A$ is called right reversible if $Aa \cap Ab \neq \{0\}$ for any two non-zero elements $a, b \in A$. For example, a commutative cancellative pointed monoid is (both left and right) reversible, since $0 \neq ab \in Aa \cap Ab$.

A pointed monoid is called right noetherian if it satisfies the ascending chain condition for right congruences.

For a family of $A$-modules $\{M_i\}_{i \in J}$, the direct sum $A$-module is

$$\bigoplus_{i \in J} M_i = \left( \bigcup_{i \in J} M_i \right) / \langle 0_{M_i} \sim 0_{M_j} \mid i, j \in J \rangle$$
with the obvious $A$-action. For an $A$-$B$-bimodule $M$ and a $B$-$C$-bimodule $N$, the tensor product $A$-$C$-bimodule is

$$M \otimes_B N = (M \times N) / \{(mb, n) \sim (m, bn) \mid b \in B\}$$

with the obvious actions of $A$ and $C$.

**Example 2.2**  
(i) The initial object of $\widehat{\mathcal{M}}_0$ is $\mathbb{F}_1 := \{0, 1\}$. There is an equivalence of $\mathbb{F}_1\text{-mod}$ with the category $\text{set}_*$ of finite pointed sets. The subcategory $\mathbb{F}_1\text{-mod}^*=\mathbb{F}_1\text{-pro}^*$ is often denoted by $\text{Vect}_{\mathbb{F}_1}$ in the literature.

(ii) The terminal object of $\widehat{\mathcal{M}}_0$ is $\{0\}$, the unique monoid with $0 = 1$.

(iii) Let $G$ be a group. Then $\mathbb{F}_1[G] := G \sqcup \{0\}$ is a cancellative pointed monoid. A pointed monoid is cancellative and right reversible if and only if it can be embedded in $\mathbb{F}_1[G]$ for some group $G$ [5, Theorem 1.23].

(iv) The subset $A^\times \subset A$ of multiplicative units is a group and $\mathbb{F}_1[A^\times] \subset A$ is a cancellative pointed submonoid.

(v) The pointed monoid $\mathbb{F}_1[t] = \{t^i\}_{i \geq 0} \cup \{0\}$ is cancellative.

(vi) Let $n \geq 2$. The pointed monoid $\mathbb{F}_1[t]/(t^n = 0) = \{0, 1, t, \ldots, t^{n-1}\}$ is not cancellative, since $t \cdot 0 = t \cdot t^{n-1}$, but it is pc and reversible.

(vii) The pointed monoid $A = \mathbb{F}_1[t, s]/\langle ts = 0 \rangle$ is pc but not reversible, since $At \cap As = \{0\}$.

(viii) Let $n > d \geq 2$. The pointed monoid $\mathbb{F}_1[t]/(t^n = t^d) = \{0, 1, t, \ldots, t^d, \ldots, t^{n-1}\}$ is not pc, since $t \cdot t^{d-1} = t \cdot t^{n-1}$.

For a left $A$-module $M$, the set $\text{Hom}_{A\text{-Mod}}(M, A)$ becomes a right $A$-module via

$$(f \cdot a)(m) := f(m)a, \quad f \in \text{Hom}_{A\text{-Mod}}(M, A), \quad a \in A, \quad m \in M.$$  

Unlike in the case of rings, the module $\text{Hom}_{A\text{-Mod}}(M, A)$ does not define a good notion of a module dual to $M$. For this reason, we instead consider the subset $\text{Hom}_{A\text{-Mod}^\text{r}}(M, A) \subset \text{Hom}_{A\text{-Mod}}(M, A)$ of normal homomorphisms. As the following result shows, this subset is not an $A$-submodule without additional assumptions. Denote by $A^{\text{op}}$ the monoid opposite to $A$.

**Lemma 2.3** Let $A$ be a pointed monoid.

(i) For any $M \in A\text{-Mod}$, the right $A$-module structure on $\text{Hom}_{A\text{-Mod}}(M, A)$ induces a right $A^{\text{pc}}\text{-module}$ structure on $\text{Hom}_{A\text{-Mod}^\text{r}}(M, A)$.

(ii) If $A$ is right reversible and pc and $M$ is a finitely generated free $A$-module, then the right $A$-module $\text{Hom}_{A\text{-Mod}^\text{r}}(M, A)$ is finitely generated and free.

(iii) If $A$ is right reversible, rpc and right noetherian, then $\text{Hom}_{A\text{-Mod}^\text{r}}(-, A)$ defines a $\oplus$-monoidal functor

$$P : (A\text{-mod}^\text{r})^{\text{op}} \to A^{\text{op}}\text{-mod}^\text{r}.$$  

**Proof** The first statement is a direct verification. For the second statement, let

$$M = \bigoplus_{i \in J} A s_i$$

be a finitely generated free $A$-module. Denote by $s_i^\vee : M \to A$ the map sending $as_i$ to $a$ and $as_j$ to 0 if $j \neq i$. We claim that the induced map

$$\bigoplus_{i \in J} s_i^\vee : \bigoplus_{i \in J} t_i A \to \text{Hom}_{A\text{-mod}^\text{r}}(M, A), \quad t_i x_i \mapsto s_i^\vee \cdot x_i$$

is an isomorphism.
is a right $A$-module isomorphism. The map is well-defined and injective since $A$ is rpc. If $|J| = 1$, then the map is clearly an isomorphism. Suppose then that $|J| \geq 2$ and let $f \in \text{Hom}_{A\text{-mod}}^{\oplus}(M, A)$. Set $f_i = f(s_i)$. We claim that there is at most one $i \in J$ such that $f_i \neq 0$ and hence $f = s_i^\vee \cdot f_i$. Assume that there exist distinct $i, j \in J$ such that $f_i \neq f_j$. Since $A$ is right reversible, there exist $a, b \in A$ such that $af_i = bf_j \neq 0$. Hence, $f(as_i) = f(bs_j) \neq 0$, a contradiction. The second statement follows.

Turning to the third statement, let $M \in A\text{-mod}$. Fix a surjection $F \rightarrow M$ with $F$ a finitely generated free $A$-module. A direct check shows that $P(M)$ is naturally a submodule of $P(F)$. By the first two parts of the lemma, $P(F)$ is finitely generated and free. Since $A$ is right noetherian, $P(F)$ is noetherian [3, Proposition 2.31], from which it follows that $P(M)$ is finitely generated. The definition of $P$ on morphisms is via pre-composition and is well-defined because the composition of normal morphisms is normal. To prove that $P$ is $\oplus$-monoidal, let $M, N \in A\text{-mod}$. An element $f \in P(M \oplus N)$ determines by restriction $f_M \in P(M)$ and $f_N \in P(N)$. Suppose that neither $f_M$ nor $f_N$ is zero. Since $A$ is right reversible, $\text{im } f_M \cap \text{im } f_N \neq \{0\}$, contradicting the assumption that $f$ is normal. It follows that at most one of $f_N$ and $f_M$ is non-zero and there is a well-defined $A$-module homomorphism

$$P(M \oplus N) \rightarrow P(M) \oplus P(N).$$

It is straightforward to verify that this is an isomorphism. We omit the verification that $P$ respects $\oplus$ on morphisms. \hfill \Box

\begin{remark}
\item (i) There is a right $A$-module isomorphism

$$\text{Hom}_{A\text{-mod}}\left(\bigoplus_{i \in J} A_{si}, A\right) \cong \prod_{i \in J} A$$

where the $s_i$ are generators of the $A$-module $\bigoplus_{i \in J} A_{si}$. In particular, the standard $A$-linear dual of a free $A$-module is in general not free. In fact, $\prod_{i \in J} A$ need not even be finitely generated. For example, the $\mathbb{F}_1[i]$-module $\mathbb{F}_1[i] \times \mathbb{F}_1[i]$ is not finitely generated. From this point of view, the normal dual $\text{Hom}_{A\text{-mod}}^n(\_ , A)$ has better properties than $\text{Hom}_{A\text{-mod}}(\_ , A)$.

(ii) The functor $\text{Hom}_{A\text{-mod}}^n(\_ , A)$ of Lemma 2.3(iii) does not extend to $(A\text{-mod})^{op} \rightarrow A^{op}\text{-mod}$, since for a non-normal morphism $f : M \rightarrow N$, the image of $\text{Hom}_{A\text{-mod}}^n(f, A)$ is not contained in $\text{Hom}_{A\text{-mod}}^n(M, A) \subseteq \text{Hom}_{A\text{-mod}}(M, A)$.
\end{remark}

### 2.2 $K$-theory of pointed monoids

The $K$-theory of pointed monoids has been studied by a number of authors [3,4,10,17]. In this section we describe those results which are relevant to this paper.

Let $A$ be a pointed monoid. The category $A\text{-Mod}$ admits a proto-exact structure with inflations and deflations being the normal $A$-module homomorphisms which are injective and surjective, respectively [3, §2.2.2]. However, $\oplus$ is not a coproduct for $A\text{-Mod}^{op}$. Indeed,
for a non-zero $A$-module $M$, there is no dashed arrow in $A\text{-Mod}^n$ which makes the diagram commute. In particular, $A\text{-Mod}^n$ is not a quasi-exact category.

Since $A\text{-proj} \subset A\text{-Mod}$ is an extension closed full subcategory, it inherits a proto-exact structure from $A\text{-Mod}$.

**Lemma 2.5** (See also [3, Proposition 2.29]) Let $A$ be a pointed monoid. The proto-exact category $A\text{-proj}$ is uniquely split and combinatorial.

**Proof** Let $U \xrightarrow{i} V \xrightarrow{\pi} W$ be a conflation in $A\text{-proj}$. Since $W$ is projective, there exists a section $s : W \rightarrow V$ of $\pi$. Since $\pi$ is a deflation, it is normal by definition which implies that the section $s$ is unique. Define an $A$-module homomorphism $\phi : U \oplus W \rightarrow V$ by

$$\phi(u) = i(u), \quad \phi(w) = s(w).$$

To see that $\phi$ is injective, suppose, for example, that $\phi(u) = \phi(w)$. Applying $\pi$ gives

$$0 = \pi(i(u)) = \pi(s(w)) = w,$$

implying $u = w = 0$. We claim that $\phi$ is also surjective and hence an isomorphism by [3, Lemma 2.2]. It is immediate that $\operatorname{im} i \subset \operatorname{im} \phi$. Let $v \in V \setminus \operatorname{im} i$. Then $\pi(v) \neq 0$ and hence also $s(\pi(v)) \neq 0$. Because $\pi \circ s = \operatorname{id}_W$, the map $s \circ \pi$ is idempotent. It follows that $s(\pi(v))$ and $v$ have the same (non-zero) image under $s \circ \pi$. Since $s \circ \pi$ is normal, $\pi(\pi(v)) = v$. We conclude that $\phi$ is a splitting of the original conflation.

That the combinatorial property holds follows from the fact that $\oplus$ is defined using disjoint union of the underlying sets. \qed

Note that Lemma 2.5 also implies that $A\text{-proj}^n$ is a uniquely split proto-exact category. The following ‘$Q = +$’ theorem is the main results of this section.

**Theorem 2.6** Let $A$ be an rpc pointed monoid. Then there is a homotopy equivalence

$$K(A\text{-proj}) \simeq \mathbb{Z} \times B(A^\times \rtimes \Sigma_{\infty})^+.$$

The $K$-groups of $A\text{-proj}$ are given by the stable homotopy groups of $(BA^\times)_+$, the classifying space of $A^\times$ with an added base point,

$$K_i(A\text{-proj}) \cong \pi_i^S((BA^\times)_+).$$

**Proof** Since $A$ is rpc, projective $A$-modules are free. Indeed, this follows from Lemma 2.1 and the fact that a (non-trivial) rpc pointed monoid has a single non-zero idempotent, namely $1 \in A$. By Theorem 1.5 (see also [4, Theorem 4.2]), there is a homotopy equivalence $K(A\text{-proj}) \simeq K(A\text{-proj})^\oplus$. To compute $K(A\text{-proj})^\oplus$, we apply [48, Proposition 3] to the cofinal family $\{ A^{\oplus n} \}_{n \in \mathbb{N}}$ of $A\text{-proj}$. We then have

$$\operatorname{Aut}(A\text{-proj}) := \lim_{\rightarrow n} \operatorname{Aut}_{A\text{-proj}}(A^{\oplus n}) = \lim_{\rightarrow n} (A^\times)^n \rtimes \Sigma_n = A^\times \rtimes \Sigma_{\infty}.$$
and hence \( \mathcal{K}^{\oplus}(A\text{-proj}) = \mathbb{Z} \times B(A^\times \rtimes \Sigma_\infty)^+ \) which implies the first statement.

The Barratt–Priddy theorem [2] provides a homotopy equivalence between \( \mathbb{Z} \times B(A^\times \rtimes \Sigma_\infty)^+ \) and \( \Omega^\infty \Sigma^\infty (BA^\times)^+ \) which implies the second statement; see [49, Example 4.10.1] for a reference.

Note that, by Lemma 1.4, the embedding \( A\text{-proj}^n \hookrightarrow A\text{-proj} \) induces a homotopy equivalence \( \mathcal{K}(A\text{-proj}^n) \cong \mathcal{K}(A\text{-proj}) \).

### 2.3 Grothendieck–Witt theory of pointed monoids

In this section, we study the Grothendieck–Witt theory of pointed monoids. This leads to a non-additive analogue of Karoubi’s Grothendieck–Witt theory of rings [21].

Let \( A \) be an rpc pointed monoid. Fix a pointed monoid involution \( \sigma : A \to A^0\) and a central element \( \epsilon \in A \) which satisfies \( \epsilon \sigma(\epsilon) = 1 \). For example, when \( A \) is commutative, \( \sigma = \text{id}_A \) and \( \epsilon = 1 \) is an admissible choice. For a non-trivial case, see the examples below.

Given \( M \in A\text{-Mod} \), consider \( P^\sigma(M) := \text{Hom}_{A\text{-Mod}^\sigma}(M, A) \) as a left \( A \)-module via \[
(a \cdot f)(m) := f(m)\sigma(a), \quad f \in P^\sigma(M), \ a \in A, \ m \in M.
\]

Compare with Lemma 2.3.

**Proposition 2.7** Let \( A \) be a right reversible rpc pointed monoid. The natural transformation \( \Theta^{\sigma,\epsilon} : \text{id}_{A\text{-proj}} \Rightarrow P^\sigma \circ (P^\sigma)^0\) with components \[
\Theta^{\sigma,\epsilon}_M(m)(f) = \epsilon \sigma(f(m)), \quad f \in P^\sigma(M), \ m \in M
\]

makes \( A\text{-proj}^n, P^\sigma, \Theta^{\sigma,\epsilon} \) into a uniquely split combinatorial proto-exact category with duality.

**Proof** Lemma 2.5 shows that \( A\text{-proj} \), and hence \( A\text{-proj}^n \), is uniquely split and combinatorial. Given \( \phi : M \to N \) in \( A\text{-proj}^n \), the morphism \( P^\sigma(\phi) : P^\sigma(N) \to P^\sigma(M) \) is defined to be \((\cdot) \circ \phi \). This is well-defined since the composition of normal morphisms is normal. Since \( A \) is rpc, projective \( A \)-modules are free. That \( P^\sigma \) is \( \oplus \)-monoidal on \( A\text{-proj}^n \) follows from Lemma 2.3. Exactness of \( P^\sigma \) then follows from the splitness of \( A\text{-proj}^n \). Hence, \( P^\sigma \) satisfies the desired properties.

A direct calculation shows that \( \Theta^{\sigma,\epsilon}_M(m) : P^\sigma(M) \to A \) is an \( A \)-module homomorphism. To see that \( \Theta^{\sigma,\epsilon}_M(m) \) is normal, fix an \( A \)-module basis \( M \cong \bigoplus_{i \in J} A s_i \) and write \( m = x s_i \). When \( x = 0 \), the map \( \Theta^{\sigma,\epsilon}_M(m) \) is zero, which is normal. Suppose then that \( x \neq 0 \) and let \( 0 \neq a \in A \). We have

\[
\Theta^{\sigma,\epsilon}_M(m)^{-1}(a) = \{ f \in P^\sigma(M) \mid \epsilon(\sigma(f(x s_i))) = a \} = \{ y \in A \mid \epsilon(\sigma(y s_i)(x s_i)) = a \} = \{ y \in A \mid \sigma(y) \epsilon(x) = \epsilon(y a) \}.
\]

Since \( A \) is rpc and \( \sigma \) is an isomorphism, the final set is empty or a singleton, as required. The assumption \( \epsilon \sigma(\epsilon) = 1 \) ensures that the equalities \( P(\Theta_U) \circ \Theta_{P(U)} = \text{id}_{P(U)} \) hold.

**Example 2.8** Let \( A = F_1 \). The only possibilities are \( \sigma = \text{id}_{F_1} \) and \( \epsilon = 1 \). For each \( M \in \text{Vect}_{F_1} = F_1\text{-proj}^n \), there is a canonical isomorphism

\[
\delta_M : M \cong P(M), \quad \delta_M(m)(m') = \begin{cases} 1 & \text{if } m = m', \\ 0 & \text{if } m \neq m'. \end{cases}
\]
We emphasize that such an isomorphism does not exist for a general pointed monoid. Under this identification, $P$ squares to the identity. The triple $(\text{Vect}_1, P, \text{id}_{\text{Vect}_1})$ is therefore a proto-exact category with strict duality.

Next, we turn to the classification of symmetric forms in $A\text{-proj}^n$. Let $M$ be a free $A$-module of rank one. Fix a basis $M \cong A$. A symmetric form $\psi_M$ on $M$ then takes the form

$$\psi_M(a)(x) = x\xi \sigma(a), \quad a, x \in A$$

for some $\xi \in A^\times$ which satisfies $\xi = \epsilon \sigma(\xi)$. Write $\psi_\xi$ for this symmetric form. An isomorphism $M \to M$, which is necessarily determined by an element $u \in A^\times$, defines an isometry $\psi_{u\xi \sigma(u)} \to \psi_\xi$. Motivated by these observations, define an $A^\times$-action on the set

$$A_{\sigma, \epsilon}^\times = \{\xi \in A^\times \mid \xi = \epsilon \sigma(\xi)\}$$

by $u \cdot \xi = u\xi \sigma(u)$. Then the set of isomorphism classes of rank one symmetric forms in $A\text{-proj}^n$ is Pic$_{\text{sym}}(A) := A_{\sigma, \epsilon}^\times / A^\times$. The isometry group of $\psi_\xi$ is the stabilizer

$$I(\xi) = \{u \in A^\times \mid u\xi \sigma(u) = \xi\}.$$

**Example 2.9** The pointed monoid $A = F_{13} := F_1[\mathbb{Z}/3]$ has a unique non-trivial monoid automorphism $\sigma$, which is an involution. Either non-identity element $\epsilon \in \mathbb{Z}/3$ is compatible with $\sigma$. We have $A_{\sigma, \epsilon}^\times = \{\epsilon^2\}$ and $I(\epsilon^2) \cong \mathbb{Z}/3$. In particular, Pic$_{\text{sym}}(A)$ is a singleton.

Given $(h, \{m_\xi\}) \in \prod_{\xi \in \text{Pic}_{\text{sym}}(A)} \mathbb{Z}_{\geq 0}$ in the restricted product (see Appendix A.2), define a symmetric form

$$\psi_{h, \{m_\xi\}} = \psi_{H(A)} \oplus \bigoplus_{\xi \in \text{Pic}_{\text{sym}}(A)} \psi_\xi^{\oplus m_\xi}.$$

**Proposition 2.10** Let $A$ be a right reversible rpc pointed monoid.

(i) The assignment $(h, \{m_\xi\}) \mapsto \psi_{h, \{m_\xi\}}$ induces a monoid isomorphism between

$$\mathbb{Z}_{\geq 0} \times \prod_{\xi \in \text{Pic}_{\text{sym}}(A)} \mathbb{Z}_{\geq 0}$$

and the monoid $\pi_0(A\text{-proj}^n)$ of isometry classes of symmetric forms in $A\text{-proj}^n$.

(ii) There is a group isomorphism

$$\text{Aut}_{A\text{-proj}^n}(\psi_{h, \{m_\xi\}}) \cong \left(\mathbb{Z}/2 \ltimes_\sigma A^\times : \Sigma_h\right) \times \prod_{\xi \in \text{Pic}_{\text{sym}}(A)} \left(I(\xi) : \Sigma_{m_\xi}\right),$$

where $\mathbb{Z}/2$ acts on $A^\times$ by $u \mapsto \sigma(u^{-1})$.

**Proof** After using Lemma 1.7, the first statement is straightforward. The second statement is a direct calculation.

**Remark 2.11** Let $M \in A\text{-proj}$ be free of rank $n$. Fixing a basis of $M$, and hence also of $P^\sigma(M)$, identifies a symmetric form on $M$ with an $A^\times$-valued permutation matrix $\psi = (\psi_{ij}) \in A^\times \otimes \Sigma_n$ which satisfies $\psi_{ij} = \epsilon \sigma(\psi_{ji})$, $1 \leq i, j \leq n$. In this formulation, Proposition 2.10 becomes the classification of such matrices up to congruence.

We recall the Reduction Assumption from Sect. 1.3: let $(M, \psi_M)$ be a symmetric form and $i : U \to M$ an isotropic inflation; then the inherited morphism $\psi_M \llbracket U \rrbracket : M \llbracket U \rrbracket \to P(M \llbracket U \rrbracket)$ is assumed to be an isomorphism.
Proposition 2.12 The Reduction Assumption holds for \((A\text{-proj}^n, \sigma, \Theta^\sigma, \epsilon)\).

Proof An isotropic subobject \(U \twoheadrightarrow \psi_{h,\{m_i\}}\) necessarily factors through the summand \(H(A)^{\oplus h}\). It therefore suffices to consider only hyperbolic symmetric forms. By the combinatorial property of \(A\text{-proj}^n\), we can write \(U = U_1 \oplus P(U_2)\) for some \(U_1 \in A\text{-proj}\), in which case the isotropic condition is \(P(U_2) \twoheadrightarrow P(X/U_1)\). The reduction of \(H(A)^{\oplus h}\) is then canonically isometric to \(H(\text{coker}(P(U_2) \twoheadrightarrow P(X/U_1)))\). See also [51, Lemma 1.1].

Remark 2.13 In view of Proposition 2.12, we conclude, using [50, Theorem 3.10], that the forgetful morphism \(R_\bullet(A\text{-proj}^n) \to S_\bullet(A\text{-proj}^n)\) from the \(R_\bullet\)-construction to the Waldhausen \(S\)-construction is a relative 2-Segal space. We can therefore apply the construction of [50, §4] to produce a module over of the Hall algebra \(\mathcal{H}(A\text{-proj}^n)\). The algebra \(\mathcal{H}(A\text{-proj}^n)\), and its variations, have been studied by Szczesny [40–42]. In the setting of the representation theory of quivers over \(\mathbb{F}_1\), which is combinatorial but not split, modules arising from the \(R_\bullet\)-construction have been studied in [51] where, in particular, a version of Green’s theorem is proved.

We can now state the main result of this section.

Theorem 2.14 Let \(A\) be a right reversible rpc pointed monoid with \(\text{Pic}^{\text{sym}}(A)\) countable. Then \(GW^\oplus(\text{A-proj}^n, \sigma, \epsilon)\) is homotopy equivalent to

\[
\mathbb{Z} \times \left( \prod_{\xi \in \text{Pic}^{\text{sym}}(A)} \mathbb{Z} \right) \times B \left( \left( \mathbb{Z}/2 \times_{\sigma} A^X \right) \times \Sigma_{\infty} \right) \times \prod_{\xi \in \text{Pic}^{\text{sym}}(A)} \left( I(\xi) \times \Sigma_{\infty} \right)^{\perp}.
\]

Proof Index the set \(\text{Pic}^{\text{sym}}(A)\) as \(\{\xi_j\}_{j \in J}\) for some subset \(J \subseteq \mathbb{Z}_{\geq 0}\). For each \(n \geq 0\), consider the symmetric form

\[
\Psi_n = \bigoplus_{j \in J, j \leq n} \psi_{\xi_j}
\]

and set \(s_n = H(A)^{\oplus n} \oplus \Psi_n^{\oplus n}\). Then \(\{s_n\}_{n \in \mathbb{Z}_{\geq 0}}\) is a cofinal family in \(A\text{-proj}^n_h\). Using Proposition 2.10, we find

\[
\text{Aut}(\text{A-proj}^n_h) := \lim_{\rightarrow} \text{Aut}_{\text{A-proj}^n_h}(s_n) \cong \left( \left( \mathbb{Z}/2 \times_{\sigma} A^X \right) \times \Sigma_{\infty} \right) \times \prod_{\xi \in \text{Pic}^{\text{sym}}(A)} I(\xi) \times \Sigma_{\infty}.
\]

We are therefore in the setting of [48, Proposition 3], allowing us to conclude that there is a homotopy equivalence

\[
GW^\oplus(\text{A-proj}^n, \sigma, \epsilon) \cong K^\oplus_0(\text{A-proj}^n_h) \times B \text{Aut}(\text{A-proj}^n_h)^{\perp}.
\]

Finally, use Proposition 2.10 to identify \(K^\oplus_0(\text{A-proj}^n_h)\) and \(\mathbb{Z} \times \prod_{\xi \in \text{Pic}^{\text{sym}}(A)} \mathbb{Z}\).

Corollary 2.15 In the setting of Theorem 2.14, there is an isomorphism

\[
W^\oplus_0(\text{A-proj}^n, \sigma, \epsilon) \cong \prod_{\xi \in \text{Pic}^{\text{sym}}(A)} \mathbb{Z}.
\]

Example 2.16 Suppose that \(A\) has no non-trivial units. This is the case, for example, for \(A = \mathbb{F}_1[T_1, \ldots, T_n]\). Then there is an isomorphism

\[
GW^\oplus(\text{A-proj}^n, \sigma) \cong \mathbb{Z}^2 \times B \left( \left( \mathbb{Z}/2 \times \Sigma_{\infty} \times \Sigma_{\infty} \right) \right)^{\perp}.
\]
**Example 2.17** For later use, we record the homotopy equivalence
\[ GW^Q(\mathbf{Vect}_{\mathbb{F}_1}) \simeq \mathbb{Z}^2 \times B \left( (\mathbb{Z}/2 \wr \Sigma_{\infty}) \times \Sigma_{\infty} \right)^+. \]

To describe \( GW^Q(\mathbf{Vect}_{\mathbb{F}_1}) \), we use Theorem 1.12. Since \( \{ H(\mathbb{F}_1^n) \}_{n \geq 0} \) is a cofinal family of \( \mathcal{A}_H \), arguing as in the proof of Theorem 2.14, we obtain a homotopy equivalence
\[ GW_H(\mathbf{Vect}_{\mathbb{F}_1}) \simeq \mathbb{Z} \times B(\mathbb{Z}/2 \wr \Sigma_{\infty})^+ \]
so that there is a weak homotopy equivalence
\[ GW^Q(\mathbf{Vect}_{\mathbb{F}_1}) \simeq \bigcup_{n \in \mathbb{Z}_{\geq 0}} B \Sigma_n \times \mathbb{Z} \times B(\mathbb{Z}/2 \wr \Sigma_{\infty})^+. \]
Computations for more general monoids are similar.

## 3 Algebraic K-theory of monoid schemes

In the remainder of the paper, all pointed monoids are assumed to be commutative.

### 3.1 Monoid schemes

We present some background on monoid schemes. The reader is referred to [3,6,8,9] for further details.

A prime ideal of a pointed monoid \( A \) is an ideal \( p \subset A \) whose complement \( S = A - p \) is a multiplicative subset, that is, \( S \) contains 1 and is multiplicatively closed.

Let \( S \) be a multiplicative subset of \( A \). The localization of \( A \) at \( S \) is \( S^{-1}A = (S \times A) / \sim \), where \( (s, a) \sim (a', s') \) if there exists \( t \in S \) such that \( tsa' = ts'a \). Write \( \frac{a}{s} \) for the class of \( (s, a) \) in \( S^{-1}A \). The product \( \frac{a}{s} \cdot \frac{b}{t} = \frac{ab}{st} \) endows \( S^{-1}A \) with the structure of a pointed monoid and the map \( \iota_S : A \to S^{-1}A, a \mapsto \frac{a}{1} \), is a monoid morphism, which we call the localization map.

Given \( h \in A \), we write \( A[h^{-1}] \) for the localization of \( A \) at \( S = \{ h^i \}_{i \in \mathbb{Z}_{\geq 0}} \). Given a prime ideal \( p \subset A \), we write \( A_p \) for the localization of \( A \) at \( S = A - p \). If \( A \) is cancellative, then \( S = A - \{ 0 \} \) is a multiplicative subset and we define the fraction field of \( A \) as \( \text{Frac} \ A = S^{-1}A \), which is a pointed group, that is, \( \text{Frac} \ A \times = \text{Frac} \ A - \{ 0 \} \). More generally, if \( A \) is cancellative and \( 0 \notin S \), then \( \iota_S : A \to S^{-1}A \) is injective and \( S^{-1}A \) is cancellative. In this situation, we often identify \( A \) with its image in \( S^{-1}A \) and write \( a \) for \( \frac{a}{1} \in S^{-1}A \).

A monoidal space is a pair \((X, O_X)\) consisting of a topological space \( X \) and a sheaf of pointed monoids \( O_X \). We often suppress \( O_X \) from the notation. A primary example of a monoidal space is the spectrum \( X = \text{Spec} \ A \) of a pointed monoid \( A \) whose points are the prime ideals of \( A \), whose topology is generated by the principal open subsets \( U_h = \{ p \mid h \notin p \} \) for \( h \in A \), and whose structure sheaf \( O_X \) is characterized by the values \( O_X(U_h) = A[h^{-1}] \) and by its stalks \( O_{X,p} = A_p \). We use the short hand notation \( \Gamma X = O_X(X) \) for the pointed monoid of global sections of \( O_X \).

An affine monoid scheme is a monoidal space which is isomorphic to \( \text{Spec}(A) \) for some pointed monoid \( A \). A monoid scheme is a monoidal space which admits an open cover by affine monoid schemes.

A morphism between monoid schemes \( X \) and \( Y \) is a continuous map \( \varphi : X \to Y \) together with a morphism \( \varphi^\# : O_Y \to \varphi_* (O_X) \) of sheaves of pointed monoids such that, for every
$x \in X$, the induced pointed monoid morphism $\varphi^\#: O_{Y, \varphi(x)} \to O_{X,x}$ is local, that is, maps non-units to non-units.

A monoid scheme is of finite type if it is quasi-compact and has an affine open covering by spectra of finitely generated pointed monoids. We say that $X$ has enough closed points if every point $y \in X$ specializes to a closed point $x$ or, equivalently, $x$ is contained in the topological closure of $\{y\}$.

**Remark 3.1** We list some well-known properties of monoid schemes.

(i) A monoid scheme is a spectral space (cf. [31]), which means, in particular, that every irreducible closed subset has a unique generic point, which we typically denote by $\eta$.

(ii) A pointed monoid $A$ has a unique maximal (prime) ideal, namely, the complement $\mathfrak{m} = A - A^\times$ of the unit group $A^\times$. Therefore, every affine monoid scheme $X = \text{Spec } A$ has a unique closed point $x = \mathfrak{m}$, and $X$ is the only open neighbourhood of $x$. As a consequence, every affine open subset $U$ of a monoid scheme $X$ has a unique closed point $x$ and $\Gamma U = O_{X,x}$.

(iii) If $X$ has enough closed points, then it is covered by the minimal open neighbourhoods $U_x = \text{Spec } O_{X,x}$ of the closed points $x$. This covering is the minimal open covering of $X$, in the sense that every other open covering of $X$ refines to $\{U_x | x \in X \text{ closed}\}$.

(iv) If $X$ is of finite type, then it has only finitely many points. In particular, $X$ has enough closed points and $U_x$ is open in $X$ for every $x \in X$.

**Definition 3.2** A monoid scheme $X$ is called

(i) cancellative (resp. pc) if the pointed monoid $O_{X,x}$ is cancellative (resp. pc) for each $x \in X$,

(ii) integral (resp. reversible) if the pointed monoid $O_X(U)$ is cancellative (resp. reversible) for each open set $U \subset X$, and

(iii) torsion free if for every $x \in X$, the unit group of $O_{X,x}$ is torsion free, that is, if $a^n = 1$ for $n > 1$, then $a = 1$.

**Remark 3.3** Note that we digress from [3] in the meaning of integrality of monoid schemes. To wit, we require that $O_X(U)$ is cancellative for all opens $U$, and not merely for an open covering, as required in [3]. For instance, the disjoint union of two integral monoid schemes (in our sense) would be integral in the sense of [3], but not in the sense of this text.

**Lemma 3.4** (i) Let $X$ be a cancellative (resp. pc) monoid scheme. Then the pointed monoid $O_X(U)$ is cancellative (resp. pc) for each affine open subset $U \subset X$.

(ii) An integral monoid scheme is cancellative.

(iii) An integral monoid scheme is reversible.

**Proof** Let $U \subset X$ be an open affine subset of a cancellative (resp. pc) monoid scheme. Then $U = \text{Spec } O_{X,x}$ where $x$ is the unique closed point of $U$. It follows that $O_X(U)$ is cancellative (resp. pc).

The second statement follows from the fact that the stalks of an integral monoid scheme are submonoids of the (cancellative) generic stalk.

The final statement follows from the first statement and the fact that cancellative pointed monoid is reversible.

Let $X$ be an irreducible cancellative monoid scheme with generic point $\eta$. Define the function field of $X$ as $O_{X,\eta}$, which is a pointed group.
Lemma 3.5 Let $X$ be an irreducible cancellative monoid scheme with generic point $\eta$. For every open $U \subset X$, there is an equality $\mathcal{O}_X(U) = \cap_{x \in U} \mathcal{O}_{X,x}$ of pointed submonoids of $\mathcal{O}_{X,\eta}$.

Proof Since $\mathcal{O}_{X,x}$ is cancellative and $\mathcal{O}_{X,\eta}$ is a localization of $\mathcal{O}_{X,x}$, the localization map $\mathcal{O}_{X,x} \to \mathcal{O}_{X,\eta}$ is injective for every $x \in X$. \hfill \Box

Proposition 3.6 A monoid scheme $X$ is integral if and only if it is irreducible and pc.

Proof Assume that $X$ is integral. If $X$ is not irreducible, then there exist disjoint non-empty open subsets $U_1$ and $U_2$. By the sheaf axiom, we have $\mathcal{O}_X(U_1 \cup U_2) = \Gamma U_1 \times \Gamma U_2$, which is not cancellative, contradicting the integrality of $X$. Thus, $X$ is irreducible. Let $x \in X$ with affine open neighbourhood $U = \text{Spec} A$, so that $x$ corresponds to a prime ideal $p \subset A$. Because $X$ is integral, $A$ is cancellative, as is its localization $\mathcal{O}_{X,x} = A_p$. Thus, $X$ is cancellative and, in particular, pc.

Suppose instead that $X$ is irreducible and pc. We first prove that $X$ is cancellative. Let $x \in X$ with affine open neighbourhood $U = \text{Spec} A$. Since $X$ is irreducible, $A$ has a unique minimal ideal $p$ and since $U$ is pc, $A$ is pc by Lemma 3.4(i). Then $A$ fails to be cancellative only if it has nontrivial zero divisor, say $ab = 0$ for non-zero $a, b \in A$. In this case, the inverse image $p_b = \iota_b^{-1}(m)$ of the maximal ideal $m = A[b^{-1}] - A[b^{-1}]^\times$ of $A[b^{-1}]$ under the localization map $\iota_b : A \to A[b^{-1}]$ is a prime ideal that contains $a$ but not $b$. Similarly, there is a prime ideal $p_b$ that contains $b$ but not $a$. Since $ab = 0$, the intersection $p_a \cap p_b$ cannot contain a prime ideal. This contradicts the fact that $A$ has a unique minimal ideal. Hence, $A$ and all of its localizations are cancellative. This proves that $X$ is cancellative.

To complete the proof that $X$ is integral, denote by $\eta$ the generic point of $X$. Lemma 3.5 implies that $\mathcal{O}_X(U)$ is a submonoid of the cancellative stalk $\mathcal{O}_{X,\eta}$ for every open subset $U$ of $X$, and therefore is itself cancellative. Thus $X$ is integral. \hfill \Box

Definition 3.7 (i) A valuation monoid is a cancellative pointed monoid $A$ such that $\text{Frac} A = \{a, a^{-1} | a \in A\}$.

(ii) A morphism $\varphi : Y \to X$ of monoid schemes is proper if for all valuation monoids $A$ with inclusion $\iota : A \to \text{Frac} A$ and all morphisms $\mu : \text{Spec} \text{Frac} A \to Y$ and $\nu : \text{Spec} A \to X$ with $\varphi \circ \mu = \nu \circ \iota^*$, there exists a unique morphism $\hat{\varphi} : \text{Spec} A \to Y$ such that the diagram

$$
\begin{array}{ccc}
\text{Spec} \text{Frac} A & \xrightarrow{\mu} & Y \\
\iota^* \downarrow & & \downarrow \varphi \\
\text{Spec} A & \xrightarrow{\nu} & X \\
\end{array}
$$

commutes.

(iii) A monoid scheme $X$ of finite type is proper if the terminal morphism $X \to \text{Spec} \mathbb{F}_1$ is proper.

Proposition 3.8 Let $X$ be a proper, integral and torsion free monoid scheme of finite type. Then $\Gamma X = \mathbb{F}_1$.

Proof Let $\eta$ be the generic point of $X$. Since $X$ is integral, all stalks $\mathcal{O}_{X,x}$, $x \in X$, are submonoids of the generic stalk $\mathcal{O}_{X,\eta}$; see Lemma 3.5. Thus

$$
\Gamma X = \bigcap_{x \in X} \mathcal{O}_{X,x},
$$
the intersection being taken in $\mathcal{O}_{X, \eta}$.

In order to prove that $\Gamma X = \mathbb{F}_1$, we consider an element $f \in \mathcal{O}_{X, \eta}$ and assume that $f \notin \{0, 1\}$. Being a proper scheme, $X$ is of finite type, and since it is torsion free, we have $\mathcal{O}_{X, \eta} \cong \mathbb{F}_1[T_1^\pm, \ldots, T_n^\pm]$ for some $n \geq 0$. Under this isomorphism, $f$ corresponds to a Laurent monomial $\prod_{i=1}^n T_i^{e_i}$ for some tuple $(e_1, \ldots, e_n) \neq (0, \ldots, 0)$ in $\mathbb{Z}^n$. Therefore, we find a pointed monoid morphism $v : \mathcal{O}_{X, \eta} \cong \mathbb{F}_1[T_1^\pm, \ldots, T_n^\pm] \to \mathbb{F}_1[T^\pm]$ that maps $f$ to $T^{-i}$ for some $i > 0$. Since $X$ is of finite type, $U_\eta = \text{Spec} \mathcal{O}_{X, \eta}$ is an open subscheme of $X$.

Let $\iota : \mathbb{F}_1[T] \to \mathbb{F}_1[T^\pm]$ be the canonical inclusion and consider the diagram

$$
\begin{array}{ccc}
\text{Spec} \mathbb{F}_1[T^\pm] & \xrightarrow{v^*} & U_\eta \\
\downarrow & & \downarrow \phi \\
\text{Spec} \mathbb{F}_1[T] & \xrightarrow{\nu} & \text{Spec} \mathbb{F}_1
\end{array}
$$

whose outer square commutes as $\text{Spec} \mathbb{F}_1$ is terminal and where $\hat{\nu}$ is the unique morphism given by the defining property of the proper scheme $X$. Let $z = \langle T \rangle$ be the closed point of $\text{Spec} \mathbb{F}_1[T]$ and $x = \hat{\nu}(z)$. Consider the induced morphism of stalks $\hat{\nu}_z^# : \mathcal{O}_{X, x} \to \mathcal{O}_{\text{Spec} \mathbb{F}_1[T], z} = \mathbb{F}_1[T]$. Since $v(f) = T^{-i}$ for $i > 0$, the element $f \in \mathcal{O}_{X, \eta}$ is not contained in $\mathcal{O}_{X, x}$, which shows that $f$ is not a global section. This shows that $\Gamma X = \{0, 1\}$, as desired. 

\section{Vector bundles}

Let $X$ and $F$ be monoid schemes. A fibre bundle on $X$ with fibre $F$, or simply an $F$-bundle on $X$, is a morphism $\pi : E \to X$ of monoid schemes such that there is an open covering $\{U_i\}$ of $X$ and isomorphisms $\varphi_i : E \times_X U_i \to F \times U_i$, called trivializations, such that each diagram

$$
\begin{array}{ccc}
E \times_X U_i & \xrightarrow{\varphi_i} & F \times U_i \\
\downarrow \pi_i & & \downarrow \text{pr}_U \\
U_i & &
\end{array}
$$

commutes, where $\pi_i = E \times_X U_i \to U_i$ is the restriction of $\pi$ to $U_i$. Sometimes we suppress the morphism $\pi$ from the notation and say that $E$ is an $F$-bundle on $X$. An $F$-bundle $E$ on $X$ is trivializable if there exists a trivialization $E \cong F \times X$. A morphism of $F$-bundles $E$ and $E'$ on $X$ is a commutative diagram

$$
\begin{array}{ccc}
E & \xrightarrow{\pi} & E' \\
\downarrow \pi & & \downarrow \pi' \\
X & &
\end{array}
$$

of morphisms of monoid schemes.

\textbf{Remark 3.9} If $X = \text{Spec} A$ is affine, then it has a unique closed point and thus every covering $\{U_i\}$ is trivial in the sense that $U_i = X$ for some $i$. Therefore every $F$-bundle on $X$ is trivializable.

As a consequence, given an $F$-bundle $\pi : E \to X$ on an arbitrary monoid scheme $X$, we can find trivializations $\varphi_i : E \times_X U_i \to F \times U_i$ for every chosen affine open covering $\{U_i\}$ of
Let $n \in \mathbb{Z}_{\geq 0}$. The affine $n$-space over $\mathbb{F}_1$ is $\mathbb{A}_{\mathbb{F}_1}^n = \text{Spec} \mathbb{F}_1[T_1, \ldots, T_n]$. A vector bundle on $X$ of rank $n$ is an $\mathbb{A}_{\mathbb{F}_1}^n$-bundle. We denote the category of finite rank vector bundles on $X$, together with all bundle morphisms, by $\text{Vect}(X)$.

**Remark 3.10** In contrast to vector bundles on schemes over a field, we need not require any additional datum to describe vector bundles, since the ‘vector space structure’ of $\mathbb{A}_{\mathbb{F}_1}^n$ is intrinsically given, and coordinate changes of an $\mathbb{A}_{\mathbb{F}_1}^n$-bundle are necessarily ‘$\mathbb{F}_1$-linear’. This follows from the fact that every $\mathbb{A}$-linear automorphism of $\mathbb{A}[T_1, \ldots, T_n]$ is graded; cf. the proof of Proposition 3.11.

As in algebraic geometry over a field, vector bundles correspond to finite locally free sheaves. We briefly review the definitions.

Let $X$ be a monoid scheme. An $\mathcal{O}_X$-module is a sheaf $\mathcal{F}$ of pointed sets on $X$ together with a morphism $\mathcal{O}_X \times \mathcal{F} \to \mathcal{F}$ of sheaves such that $\mathcal{F}(U)$ is an $\mathcal{O}_X(U)$-module and the restriction maps $\mathcal{F}(U) \to \mathcal{F}(V)$ are pointed $\mathcal{O}_X(U)$-module homomorphisms for all open subsets $V \subset U \subset X$. A morphism of $\mathcal{O}_X$-modules is a morphism $\varphi : \mathcal{F} \to \mathcal{F}'$ of sheaves such that $\mathcal{F}(U) \to \mathcal{F}'(U)$ is a pointed $\mathcal{O}_X(U)$-module homomorphism for every open $U \subset X$. This defines the category $\mathcal{O}_X\text{-Mod}$ of $\mathcal{O}_X$-modules on $X$.

An $\mathcal{O}_X$-module $\mathcal{F}$ is said to be finite locally free if every point $x \in X$ has an open neighbourhood $x \in U \subset X$ such that $\mathcal{F}|_U$ is a free $\mathcal{O}_X|_U$-module of finite rank. We denote by $\text{LF}(X)$ the full subcategory of $\mathcal{O}_X\text{-Mod}$ on finite locally free sheaves.

The relation between finite locally free sheaves and vector bundles uses the symmetric algebra. Let $\mathbb{A}$ be a pointed monoid and $M$ an $\mathbb{A}$-module. The symmetric algebra of $M$ is the $\mathbb{Z}_{\geq 0}$-graded pointed monoid

$$\text{Sym}(M) = \bigoplus_{i \in \mathbb{Z}_{\geq 0}} \text{Sym}_i(M)$$

where

$$\text{Sym}_i(M) = M^{\otimes i} / \langle a_1 \otimes \cdots \otimes a_i = a_{\sigma(1)} \otimes \cdots \otimes a_{\sigma(i)} \mid a_1, \ldots, a_i \in M, \sigma \in \Sigma_i \rangle$$

for $i > 0$ and $\text{Sym}_0(M) = \mathbb{A}$. The multiplication of $\text{Sym}(M)$ is given by concatenation of tensors and the inclusion $\mathbb{A} = \text{Sym}_0(M) \hookrightarrow \text{Sym}(M)$ is a monoid morphism.

**Proposition 3.11** The sheafification of the functor $\text{vect} = \text{Spec} \circ \text{Sym} \circ \Gamma(X, -)$ defines an equivalence of categories $\text{vect} : \text{LF}(X) \to \text{Vect}(X)$.

**Proof** This is proven similarly to the corresponding fact for schemes over a field. We briefly sketch the key arguments, but forgo to verify all details. First of all, note that vect($\mathcal{F}$) is indeed a vector bundle since

$$\text{Sym}(A^{\oplus n}) \cong A[T_1, \ldots, T_n] = \mathbb{F}_1[T_1, \ldots, T_n] \otimes_{\mathbb{F}_1} A$$

and therefore vect($U$) = Spec Sym $(\Gamma(U, \mathcal{F})) \cong \mathbb{A}_{\mathbb{F}_1}^n \times \text{Spec} \Gamma U$ for every affine open $U$ of $X$.

A quasi-inverse $\text{lf} : \text{Vect}(X) \to \text{LF}(X)$ of vect can be defined as follows. Let $\pi : E \to X$ be a vector bundle of rank $n$, $U = \text{Spec} A$ an affine open of $X$ and $V = E \times_X U$. A trivialization $\varphi_U : V \sim U \times_{\mathbb{F}_1} \mathbb{A}_{\mathbb{F}_1}^n$ defines an isomorphism

$$f_U : \Gamma V \cong A \otimes_{\mathbb{F}_1} \mathbb{F}_1[T_1, \ldots, T_n] \cong A[T_1, \ldots, T_n].$$
Since the $A$-linear automorphisms of $A[T_1, \ldots, T_n]$ correspond to the images of $T_1, \ldots, T_n$, which must be of the form $f_U(T_i) = a_i T_{\sigma(i)}$ for some permutation $\sigma \in S_n$ and some $a_1, \ldots, a_n \in A^X$, the $A$-invariant subsets
\[
\Gamma V_{1,i} = f_{U^{-1}}(\{a T_i \mid a \in A\}) \quad \text{and} \quad \Gamma V_1 = \bigcup_{i=1}^n \Gamma V_{1,i}
\]
of $\Gamma V$ do not depend on the choice of trivialization $\varphi_U$ up to a permutation of indices. This yields a canonical representation of $\Gamma V$ as a symmetric algebra $\text{Sym}(\Gamma V_1)$.

Define $\text{If}(E)(U)$ to be the set of $A$-linear maps $s : \Gamma V_1 \to A$ such that $s(\Gamma V_{1,i}) = \{0\}$ for all but one $i \in \{1, \ldots, n\}$, which is a free $A$-module. The sheafification of the assignment $U \mapsto \text{If}(E)(U)$ defines a functor $\text{If} : \text{Vect}(X) \to L\text{F}(X)$ that is quasi-inverse to vect.

In light of Proposition 3.11, we allow ourselves to consider vector bundles as sheaves. Note that under the correspondence $\text{Vect}(X) \to L\text{F}(X)$, line bundles (vector bundles of rank one) correspond to invertible sheaves, that is, locally free sheaves of rank one.

Define $\text{Pic} X$ to be the set of isomorphism classes of invertible sheaves on $X$ together with the group operation induced by $\otimes$. By abuse of language, we call elements of $\text{Pic} X$ line bundles and sometimes identify an isomorphism class with a chosen representative. The neutral element of $\text{Pic} X$ is the class of $O_X$ and the inverse of a line bundle $L$ is the dual line bundle $L^\vee = \text{hom}_{O_X}(L, O_X)$ where $\text{hom}_{O_X}(L, O_X)$ is the sheafification of the functor $U \mapsto \text{Hom}_{\Gamma U}(L(U), O_X(U))$.

3.3 Locally projective sheaves

Let $U = \text{Spec} A$ be an affine monoid scheme. An $A$-module $M$ defines an $O_U$-module $\tilde{M}$ with $\tilde{M}(U_k) = M \otimes_A A[h^{-1}]$. For an arbitrary monoid scheme $X$, we say that an $O_X$-module $\mathcal{F}$ is finite locally projective if there exists an affine open covering $\{U_i\}$ of $X$ such that $M_i = \mathcal{F}(U_i)$ is a finitely generated projective $O_X(U_i)$-module and such that $\mathcal{F}|_{U_i} \cong \tilde{M}_i$ as sheaves on $U_i$. We denote the category of finite locally projective sheaves by $\text{LP}(X)$. Finite locally free sheaves are locally projective sheaves. The converse implication holds for the following class of monoid schemes.

**Lemma 3.12** Let $X$ be a pc monoid scheme. Then every finite locally projective sheaf is finite locally free.

**Proof** Let $\mathcal{F}$ be a finite locally projective sheaf on $X$ and $\{U_i\}$ an affine open covering such that $\mathcal{F}(U_i)$ is a finitely generated projective $O_X(U_i)$-module. Then $U_i = \text{Spec} O_{X,x_i}$ is pc where $x_i$ is the unique closed point of $U_i$. If $e^2 = e = 1 \cdot e$ in a pc pointed monoid, then either $e = 0$ or $e = 1$. Thus, by Lemma 2.1, $\mathcal{F}(U_i)$ is a free $O_X(U_i)$-module of finite rank, which shows that $\mathcal{F}$ is finite locally free.

A morphism of $O_X$-modules $f : \mathcal{E} \to \mathcal{F}$ is called normal if the pointed $O_{X,x}$-module homomorphism $f_x : \mathcal{E}_x \to \mathcal{F}_x$ is normal for each $x \in X$. The category $O_X\text{-Mod}$ has a proto-exact structure in which conflations are kernel-cokernel pairs of normal morphisms [3, Lemma 5.6]; see also [20, Proposition 3.13]. Normal morphisms define a proto-exact subcategory $O_X\text{-Mod}^n$ of $O_X\text{-Mod}$.

The category $\text{LP}(X)$ is an extension closed subcategory of $O_X\text{-Mod}$ and so inherits a proto-exact structure. The full subcategory $\text{LP}^n(X)$ of $O_X\text{-Mod}^n$ on finite locally projective sheaves also has an induced proto-exact structure.
We write $\oplus$ and $\otimes$ for the direct sum and tensor product on $\mathcal{O}_X$-$\text{Mod}$, respectively. Both $\oplus$ and $\otimes$ induce bifunctors on $\mathcal{L}_p(X)$, making $\mathcal{O}_X$-$\text{Mod}$ and $\mathcal{L}_p(X)$ into symmetric bimonoidal categories, as well as the respective subcategories $\mathcal{O}_X$-$\text{Mod}^n$ and $\mathcal{L}_p^n(X)$.

**Lemma 3.13** [3, Theorem 5.12] Let $X$ be a monoid scheme. Then the proto-exact category $\mathcal{L}_p(X)$ is uniquely split and combinatorial.

Let $\mathcal{O}_X \subset \mathcal{L}_p^n(X)$ be the full subcategory of objects which are isomorphic to $\mathcal{O}_X^{\oplus n}$ for some $n \in \mathbb{Z}_{\geq 0}$. It is a proto-exact symmetric bimonoidal subcategory. We can form the proto-exact symmetric bimonoidal category

$$\langle \langle \mathcal{O}_X \rangle \rangle \bowtie \mathcal{L}_p^m(X) := \mathcal{O}_X \oplus \mathcal{L}_p^m(X).$$

See Appendix A.1 for the definition of the right hand side.

The following result plays an important role in the remainder of the paper.

**Proposition 3.14** Let $X$ be an integral monoid scheme. Then the functor

$$F := \bigoplus_{\mathcal{M} \in \text{Pic}(X)} (-)_{\mathcal{M}} \otimes \mathcal{M} : \langle \langle \mathcal{O}_X \rangle \rangle \[\text{Pic}(X)] \to \mathcal{L}_p(X)$$

is symmetric bimonoidal, proto-exact, essentially surjective and bijective on inflations and deflations. In particular, every finite locally projective sheaf on $X$ decomposes uniquely into a direct sum of line bundles.

**Proof** That $F$ is symmetric bimonoidal is a direct calculation. It is clear that $F$ is proto-exact. By Proposition 3.6, the scheme $X$ is irreducible and pc. Proposition 3.12 therefore implies that finite locally projective sheaves on $X$ are finite locally free. Since $X$ is irreducible, it has a unique generic point. The proof of [3, Theorem 5.14] then applies to show that any finite locally projective sheaf on $X$ is isomorphic to a direct sum of line bundles, from which it follows that $F$ is essentially surjective.

To see that $F$ is bijective on inflations and deflations, consider the map

$$\text{Hom}_{\langle \langle \mathcal{O}_X \rangle \rangle \[\text{Pic}(X)]}(\bigoplus_{k=1}^n \mathcal{E}_{\mathcal{M}_{ik}}, \bigoplus_{l=1}^m \mathcal{F}_{\mathcal{M}_{jl}}) \to \text{Hom}_{\mathcal{L}_p(X)}\left(\bigoplus_{k=1}^n \mathcal{E}_{\mathcal{M}_{ik}} \otimes \mathcal{M}_{ik}, \bigoplus_{l=1}^m \mathcal{F}_{\mathcal{M}_{jl}} \otimes \mathcal{M}_{jl}\right),$$

whose domain and codomain is a set of morphisms in $\langle \langle \mathcal{O}_X \rangle \rangle \[\text{Pic}(X)]$ and $\mathcal{L}_p(X)$, respectively. The left hand side is

$$\prod_{k,l,i_k = j_l} \text{Hom}_{\langle \langle \mathcal{O}_X \rangle \rangle \[\text{Pic}(X)]}(\mathcal{E}_{\mathcal{M}_{ik}}, \mathcal{F}_{\mathcal{M}_{jl}}).$$

Since $\mathcal{L}_p(X)$ is split (Lemma 3.13), the subset of inflations or deflations in the codomain is

$$\text{Hom}_{\mathcal{L}_p(X)}^\text{inf/def}(\bigoplus_{k=1}^n \mathcal{E}_{\mathcal{M}_{ik}} \otimes \mathcal{M}_{ik}, \bigoplus_{l=1}^m \mathcal{F}_{\mathcal{M}_{jl}} \otimes \mathcal{M}_{jl}) \
\cong \prod_{k,l} \text{Hom}_{\mathcal{L}_p(X)}^\text{inf/def}(\mathcal{E}_{\mathcal{M}_{ik}} \otimes \mathcal{M}_{ik}, \mathcal{F}_{\mathcal{M}_{jl}} \otimes \mathcal{M}_{jl}).$$

It therefore suffices to consider the case $n = m = 1$ and $i_1 = j_1$. In this case, $\text{Hom}_{\langle \langle \mathcal{O}_X \rangle \rangle \[\text{Pic}(X)]}(\mathcal{E}_\mathcal{M}, \mathcal{F}_\mathcal{M}) = \text{Hom}_{\mathcal{L}_p(X)}(\mathcal{E}_\mathcal{M}, \mathcal{F}_\mathcal{M})$, which we claim can be identified with

\[\text{Springer}\]
The canonical covering of \( \text{Proj} \left( \mathbb{F}_1[T_0, T_1, T_2]/(T_0 T_1 T_2 = 0) \right) \)

\[
\begin{array}{c}
\bullet & \langle T_0, T_1 \rangle \\
\langle T_0 \rangle & \langle T_1 \rangle \\
\langle T_0, T_2 \rangle & \langle T_1, T_2 \rangle \\
U_2 & U_1 & U_0
\end{array}
\]

\( \text{Hom}_{\text{LP}(X)}(\mathcal{E}_\mathcal{M} \otimes \mathcal{M}, \mathcal{F}_\mathcal{M} \otimes \mathcal{M}) \). To see this, consider the quasi-inverse auto-equivalences

\( - \otimes \mathcal{M} : \mathcal{O}_X-\text{Mod} \cong \mathcal{O}_X-\text{Mod} : - \otimes \mathcal{M}^\vee \).

Let \( f : \mathcal{E} \to \mathcal{F} \) be a normal morphism in \( \mathcal{O}_X-\text{Mod} \). The stalk morphism \( (f \otimes \mathcal{M})_x \) is naturally identified with

\( f_x \otimes \text{id}_{\mathcal{M}_x} : \mathcal{E}_x \otimes_{\mathcal{O}_X,x} \mathcal{M}_x \to \mathcal{F}_x \otimes_{\mathcal{O}_X,x} \mathcal{M}_x \),

which is normal. It follows from this, and the fact that the quasi-inverse of \( - \otimes \mathcal{M} \) is of the same form, that \( - \otimes \mathcal{M} \) restricts to an autoequivalence of \( \text{LP}(X) \). This proves the claim and finishes the proof of the proposition.

\[(\mathcal{O}_X, -) \xrightarrow{\cong} \text{LP}(X) = \text{Mod}(\mathcal{O}_X) \]

**Example 3.15** The assumption that \( X \) is irreducible in Proposition 3.14 cannot be dropped. Indeed, let \( X = \text{Proj} \left( \mathbb{F}_1[T_0, T_1, T_2]/(T_0 T_1 T_2 = 0) \right) \), which is the union of the three coordinate lines in \( \mathbb{P}^2_{\mathbb{F}_1} \). The three canonical opens of \( \mathbb{P}^2_{\mathbb{F}_1} \) provide a covering \( X = U_0 \cup U_1 \cup U_2 \), where \( U_i \cong \text{Spec} \left( \mathbb{F}_1[T_j, T_k]/(T_j T_k = 0) \right) \) consists of the three points \( \langle T_j \rangle, \langle T_k \rangle \) and \( \langle T_j, T_k \rangle \)

if \( \{i, j, k\} = \{0, 1, 2\} \) and where \( U_i \cap U_j \cong \text{Spec} \left( \mathbb{F}_1[T_i^{+1}] \right) \) consists of a single point \( \langle T_i \rangle \). The situation is illustrated in Fig. 1.

Consider the locally projective sheaf \( \mathcal{F} \) on \( X \) with \( \mathcal{F}(U_i) \cong \left( \Gamma(\mathcal{O}_X, U_i) \right)^{\oplus 2}, \, i = 0, 1, 2 \), and whose transition functions \( \varphi_{i,j} : \mathcal{F}|_{U_i}(U_i \cap U_j) \to \mathcal{F}|_{U_j}(U_i \cap U_j) \) are given by the permutation matrices

\[
\varphi_{0,1} = \varphi_{0,2} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \varphi_{1,2} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

Then \( \mathcal{F} \) is not isomorphic to a direct sum of line bundles.

Next, we describe the proto-exact summands of \( \langle \langle \mathcal{O}_X \rangle \rangle \) [Pic(X)].

**Proposition 3.16** Let \( X \) be an integral monoid scheme. Then \( \Gamma X \) is cancellative and the global sections functor

\[
\Gamma(X, -) = \text{Hom}_{\text{LP}(X)}(\mathcal{O}_X, -) : \langle \langle \mathcal{O}_X \rangle \rangle \to \Gamma X-\text{Mod}
\]

induces an exact equivalence \( \langle \langle \mathcal{O}_X \rangle \rangle \xrightarrow{\sim} \Gamma X-\text{proj}^i \).
Proof The functor $\Gamma(X, -)$ is $\oplus$-monoidal and hence exact, since the domain and codomain categories are uniquely split. The essential image of $\Gamma(X, -)$ consists of all finitely generated free $\Gamma X$-modules. Since $X$ is integral, the pointed monoid $\Gamma X$ is cancellative, being a submonoid of the stalk $\mathcal{O}_{X, \eta}$ of the generic point $\eta$ of $X$ (Lemma 3.5). Hence, projective $\Gamma X$-modules are free. That $\Gamma(X, -) : \langle \langle \mathcal{O}_X \rangle \rangle \to \Gamma X\text{-proj}^n$ is fully faithful follows from the observation that both $\text{Hom}_{\Gamma X\text{-mod}}(\Gamma X^{\oplus n}, \Gamma X^{\oplus m})$ and $\text{Hom}_{\langle \langle \mathcal{O}_X \rangle \rangle}(\mathcal{O}_X^{\oplus n}, \mathcal{O}_X^{\oplus m})$ can be identified with the set of $\Gamma X$-valued $m \times n$-matrices with at most one non-zero entry in each row and column. ☐

3.4 K-theory of monoid schemes

In this section we describe the algebraic $K$-theory space of integral monoid schemes.

Let $X$ be a monoid scheme. Denote by $K(X) = K(LP(X))$ the algebraic $K$-theory space of $LP(X)$ and set $K_i(X) = \pi_i K(X)$.

Theorem 3.17 Let $X$ be an integral monoid scheme. Then there is a homotopy equivalence

$$K(X) \simeq \prod_{M \in \text{Pic}(X)} \mathbb{Z} \times B(\Gamma X^\times \times \Sigma_\infty)^+.$$ 

Proof By Lemma 1.4, the functor $F$ from Proposition 3.14 defines a homotopy equivalence $K(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)]) \sim K(X)$. Using Propositions A.2 and A.4 and the fact that $K$-theory commutes with filtered colimits and finite direct sums of categories (see [30, §2]), we obtain

$$K(X) \simeq \lim_{S \in \mathcal{P}_{\Sigma_\infty}(\text{Pic}(X))} K(\bigoplus_{s \in S} \langle \langle \mathcal{O}_X \rangle \rangle) \simeq \lim_{S \in \mathcal{P}_{\Sigma_\infty}(\text{Pic}(X))} \prod_{s \in S} K(\langle \langle \mathcal{O}_X \rangle \rangle).$$

Using Proposition 3.16, we have $K(\langle \langle \mathcal{O}_X \rangle \rangle) \simeq K(\Gamma X\text{-proj}^n)$. The desired homotopy equivalence now follows from Theorem 2.6. ☐

Corollary 3.18 Let $X$ be a proper integral torsion free monoid scheme. Then there is a homotopy equivalence

$$K(X) \simeq \prod_{M \in \text{Pic}(X)} \mathbb{Z} \times (B \Sigma_\infty)^+.$$ 

Proof This follows from Propositions 3.6 and 3.8 and Theorem 3.17. ☐

Next, we deduce some results at the level of $K$-theory groups. In particular, we recover [3, Theorem 5.14].

Corollary 3.19 Let $X$ be an integral monoid scheme with $\Gamma X^\times$ finite. Then there is an isomorphism of graded rings

$$K_\bullet(X) \cong \pi_\bullet(B(\Gamma X^\times)_{\Sigma_\infty}^+)[\text{Pic}(X)],$$

where the right hand side is the group algebra of $\text{Pic}(X)$ with coefficients in the graded ring $\pi_\bullet(B(\Gamma X^\times)_{\Sigma_\infty}^+)$. 
Proof At the level of abelian groups, the statement follows from Theorem 3.17 by taking homotopy groups. For the ring structure, we use that the functor $F$ of Proposition 3.14 is symmetric bimonoidal. Denote by $\langle \langle O_X \rangle \rangle_M$ the direct summand of $\langle \langle O_X \rangle \rangle$ concentrated in degree $M \in \text{Pic}(X)$. Then $\otimes$ restricts to biexact functors

$$\otimes : \langle \langle O_X \rangle \rangle_{M_1} \times \langle \langle O_X \rangle \rangle_{M_2} \to \langle \langle O_X \rangle \rangle_{M_1,M_2}, \quad M_i \in \text{Pic}(X).$$

In this way we obtain a commutative diagram of pairings of $K$-theory spectra

$$\begin{array}{cccc}
\mathbf{K}(\langle \langle O_X \rangle \rangle_{M_1}) \times \mathbf{K}(\langle \langle O_X \rangle \rangle_{M_2}) & \longrightarrow & \mathbf{K}(\langle \langle O_X \rangle \rangle_{M_1,M_2}) \\
P & \downarrow & \downarrow \\
\mathbf{K}(\langle \langle O_X \rangle \rangle[\text{Pic}(X)]) \times \mathbf{K}(\langle \langle O_X \rangle \rangle[\text{Pic}(X)]) & \longrightarrow & \mathbf{K}(\langle \langle O_X \rangle \rangle[\text{Pic}(X)]).
\end{array}$$

Compare with [49, §IV.6.6]. The remaining statements follow. \qed

Example 3.20 Fix $n \geq 1$ and let $\mathbb{P}^n_{\mathbb{F}_1}$ be the $n$-dimensional projective space over $\mathbb{F}_1$. It is a monoid scheme whose base change $\mathbb{P}^n_{\mathbb{F}_1} \times_{\text{Spec}(\mathbb{F}_1)} \text{Spec}(\mathbb{Z})$ is the $n$-dimensional projective space $\mathbb{P}^n_{\mathbb{Z}}$ over the integers. There is an isomorphism of groups $\text{Pic}(\mathbb{P}^n_{\mathbb{F}_1}) \cong \mathbb{Z}$ which sends $\mathcal{O}_{\mathbb{P}^n_{\mathbb{F}_1}}(1)$ to $1 \in \mathbb{Z}$; see [45, Theorem 2.6], [3, §5.4.3] or [14, Lemma 6.5]. Corollary 3.19 then gives the isomorphism $K_0(\mathbb{P}^n_{\mathbb{F}_1}) \cong \mathbb{Z}[\mathbb{Z}]$. In this way, we recover [3, Corollary 5.15]. In particular, $K_0(\mathbb{P}^n_{\mathbb{F}_1})$ is independent of $n$, in stark contrast to the case of projective space over a field.

Remark 3.21 It might surprise the reader that the $K$-theory of $\mathbb{P}^n_{\mathbb{F}_1}$ does not depend on $n$. The reason for this is the lack of relations between the twisted line bundles $\mathcal{O}_{\mathbb{P}^n_{\mathbb{F}_1}}(d)$. There are various approaches to addressing this issue.

In [3, Theorem 5.17] it is shown that the missing relations can be recovered by a comparison morphism between $K$-theory and $G$-theory. In [17, Theorem 5.7] it is shown that the $K'$-theory of $\mathbb{P}^n_{\mathbb{F}_1}$ is as expected, where $K'$-theory is defined in terms of sheaves that locally come from finitely generated partially cancellative modules. Neither of these approaches extend to Grothendieck–Witt theory and hence we do not pursue them further in the present paper.

In a different direction, it would be tempting to define $K$-theory using perfect complexes, in the spirit of Thomason–Trobaugh [43]. This could potentially allow the weakening of the assumptions on $X$ in Theorem 3.17. Classically, perfect complexes are defined in terms of chain complexes, which are not well-behaved in the present non-additive setting. However, employing simplicial sets or $\infty$-categories could fix this problem. We thank the referee for this suggestion. We do not pursue this direction here.

3.5 Projective bundles

Let $X$ be a monoid scheme. A projective bundle on $X$ is a $\mathbb{P}^n_{\mathbb{F}_1}$-bundle $\pi : E \to X$ for some $n \geq 0$.

As in algebraic geometry over a field, there is a correspondence between classes of vector bundles, or finite locally free sheaves, and projective bundles on $X$. Let $\mathcal{E} = \text{If}(E)$ be a locally free sheaf of rank $r$ on $X$. The sheafification of the functor $\text{Proj} \circ \text{Sym} \circ \Gamma(-, \mathcal{E})$ defines a $\mathbb{P}^{r-1}_{\mathbb{F}_1}$-bundle $\pi : \mathbb{P}\mathcal{E} \to X$; see [8, §7] for details on the Proj construction. Its restriction to an affine open $U$ of $X$ is isomorphic to $\mathbb{P}^{r-1}_U$ such that $\pi_U$ commutes with the structure map $\mathbb{P}^{r-1}_U \to U$.

\[\square\]
Remark 3.22 We note without proof that every projective bundle is of the form \( \mathbb{P}E \) for some finite locally free sheaf \( E \) on \( X \). Two finite locally free sheaves \( E \) and \( E' \) define isomorphic projective bundles \( \pi : \mathbb{P}E \to X \) and \( \pi' : \mathbb{P}E' \to X \) if and only if there is a locally free sheaf \( \mathcal{L} \) of rank one such that \( E' \cong E \otimes \mathcal{L} \).

Lemma 3.23 Let \( A \) be a pointed monoid and \( n \geq 0 \). Then \( \Gamma^\text{proj}_A = A \).

Proof Consider the canonical affine open \( U_i = \text{Spec} A[T_i^{1-n}] \) of \( \Gamma^\text{proj}_A = \text{Proj} A[T_0, \ldots, T_n] \) and \( U_0 = \bigcap_{i=0}^n U_i = \text{Spec} A[T_i^{1-n}] \). Since \( \Gamma^\text{proj}_A \) is covered by the \( U_i \) and the restriction maps \( \Gamma U_i \to \Gamma U_0, i = 0, \ldots, n \), are injective, we have \( \Gamma^\text{proj}_A = \bigcap_{i=0}^n \Gamma U_i \) as an intersection inside \( \Gamma U_0 \).

In particular, a global section \( f \in \bigcap_{i=0}^n \Gamma U_i \) is contained in \( \Gamma U_0 \) and is therefore of the form \( a \prod_{i=0}^n T_i^{e_i} \) for some \( a \in A \) and \( (e_0, \ldots, e_n) \in \mathbb{Z}^{n+1} \) with \( \sum_{i=0}^n e_i = 0 \). Since \( f \in \Gamma U_i \), we have \( e_i \leq 0 \) for all \( i = 0, \ldots, n \). Thus \( e_0 = \cdots = e_n = 0 \), which shows that \( f \in A \) as claimed. \( \square \)

Proposition 3.24 Let \( X \) be an integral monoid scheme and \( \pi : \mathbb{P}E \to X \) a projective bundle. Then the map \( \pi^* : \Gamma X \to \Gamma \mathbb{P}E \) is an isomorphism of pointed monoids.

Proof Since \( X \) is integral, it has a unique generic point \( \eta \), all restriction maps are injective and \( \Gamma X \) is the intersection \( \bigcap_\Gamma U \) inside \( \mathcal{O}_{X, \eta} \), where \( U \) varies over all affine open subschemes of \( X \).

For every affine open \( U \subset X \), the bundle \( \mathbb{P}E \times_X U \cong \mathcal{P}_U \) trivializes. Since \( \eta \) is contained in every open subset of \( X \), we conclude that \( \mathbb{P}E \) is irreducible with unique generic point \( \hat{\eta} \) mapping to \( \eta \). Moreover, since every affine open subscheme \( U \) of \( X \) is integral, \( \mathbb{P}E \) is covered by the integral subschemes \( \mathbb{P}E \times_X U \cong \mathcal{P}_U \), which shows that \( \mathbb{P}E \) is integral. We conclude, using Lemma 3.25, that \( \Gamma \mathbb{P}E \) embeds into \( \mathcal{O}_{\mathbb{P}E, \hat{\eta}} \) and equals the intersection \( \bigcap_\Gamma U \) where \( U \) varies over an affine open covering of \( X \).

To show that \( \pi^* \) is injective, suppose that \( \pi^*(s) = \pi^*(t) \) for \( s, t \in \Gamma X \). Let \( V \cong \text{Spec} A \) be an affine open of \( X \) and \( U_{V, i} \cong \text{Spec} A[T_i^{1-n}] \) the canonical open of \( \mathbb{P}E \times_X V \cong \mathcal{P}_V \). Since \( (\pi|_V)^* : A \to A[T_i^{1-n}] \) is injective and \( \pi^*(s)|_{U_{V, i}} = \pi^*(t)|_{U_{V, i}} \), we conclude that \( s|_V = t|_V \). Covering \( X \) with affine opens \( V \) yields the equality \( s = t \).

We turn to surjectivity of \( \pi^* \). Let \( s \in \Gamma \mathbb{P}E \). By Lemma 3.23, the restriction \( s|_U \) of \( s \) to \( U = \mathbb{P} \times_X \mathbb{P} E \cong \mathcal{P}_A \) comes from a global section \( t_U \in \Gamma V \) for every affine open \( V \) of \( X \). Since \( (\pi|_V)^* : \Gamma V \to \Gamma U \) is injective, \( t_U \) is unique, and therefore the collection \( \{ t_U \} \), where \( V \) varies through all affine opens of \( X \), glued to a unique global section \( t \) of \( \mathbb{P}E \) with \( \pi^*(t) = s \). This shows that \( \pi^* \) is surjective and completes the proof. \( \square \)

Lemma 3.25 Let \( X \) be a monoid scheme and \( \pi : \mathbb{P}E \to X \) a projective bundle. Then there is a canonical section \( \sigma : X \to \mathbb{P}E \) such that \( \sigma(x) \) is the generic point of the fibre \( \pi^{-1}(x) \) for every \( x \in X \).

Proof Choose an affine open covering \( \{ U_i = \text{Spec} A_i \} \) of \( X \) and define \( V_i = U_i \times_X \mathbb{P} E \). Since \( \mathbb{P}E \) trivializes over affine opens, \( V_i \) is isomorphic to \( \mathbb{P} A_i = \text{Proj} A_i[T_0, \ldots, T_n] \), with \( n \) the fibre dimension of \( \mathbb{P}E \). For each \( i \), the graded \( A_i \)-linear pointed monoid morphism
\[
s_i : A_i[T_0, \ldots, T_n] \to A_i[\hat{T}]
\]
defines a morphism
\[
\sigma_i = s_i^* : U_i = \mathbb{P}^0_{U_i} = \text{Proj} A_i[\hat{T}] \to \text{Proj} A_i[T_0, \ldots, T_n] \cong V_i.
\]
Since the $s_i$ are invariant under $A_i$-linear automorphisms of $A_i[T_0, \ldots, T_n]$, they do not depend on the choice of identification $V_i \cong \mathbb{P}^n_A$, and therefore coincide on the intersections of the $U_i$ and glue to a canonical morphism $\sigma : X \to \mathbb{P}E$. Since $\pi^\#(U_j) \circ s_j$ is the identity on $A_i[\hat{T}]$ for every $i$, the composition $\pi \circ \sigma$ is the identity on $X$, which shows that $\sigma$ is a section to $\pi$. The restriction of $\sigma$ to $\sigma_x : \{x\} \to \pi^{-1}(x)$ corresponds to the graded $k(x)$-monoid morphism

$$s_x : k(x)[T_0, \ldots, T_n] \longrightarrow k(x)[\hat{T}]$$

where $k(x) = \mathcal{O}_{X,x}/m_x$ is the “residue field” at $x$. Since $s_x^{-1}(0) = 0$, we conclude that $\sigma_x(x)$ is the generic point in $\pi^{-1}(x)$. This completes the proof. \hfill $\Box$

**Lemma 3.26** Let $A$ be a pointed monoid and $n \geq 1$. Then $\text{Pic}(\mathbb{P}^n_A) = \{\mathcal{O}_{\mathbb{P}^n_A}(m) \mid m \in \mathbb{Z}\}$.

**Proof** As explained in the example at the end of Sect. 3.4, this result is known for $A = \mathbb{F}_1$. The inclusion $i : \mathbb{F}_1 \to A$ induces a morphism $\pi : \mathbb{P}^n_A \to \mathbb{P}^n_{\mathbb{F}_1}$ and a group homomorphism $\pi^* : \text{Pic}(\mathbb{P}^n_A) \to \text{Pic}(\mathbb{P}^n_{\mathbb{F}_1})$.

Choose any pointed monoid morphism $p : A \to \mathbb{F}_1$, such as sending all units to 1 and all other elements to 0. Then $i \circ p = \text{id}_{\mathbb{F}_1}$ and $p$ induces a section $\sigma : \mathbb{P}^n_{\mathbb{F}_1} \to \mathbb{P}^n_A$ of $\pi$ and a retract $\sigma^* : \text{Pic}(\mathbb{P}^n_A) \to \text{Pic}(\mathbb{P}^n_{\mathbb{F}_1})$ of $\pi^*$. We conclude that $\pi^*$ is injective.

We turn to the surjectivity of $\pi^*$. Let $U_i = \text{Spec} \mathbb{F}_1[T_{j_1}/T_i]_{j=0,\ldots,n}$ be the canonical open subsets of $\mathbb{P}^n_{\mathbb{F}_1} = \text{Proj} \mathbb{F}_1[T_0, \ldots, T_n]$ and

$$U_\eta = U_0 \cap \cdots \cap U_n = \text{Spec} \mathbb{F}_1[T_{j_1}/T_i]_{i,j=0,\ldots,n}.$$ Let $V_i = U_i \times_{\mathbb{P}^n_{\mathbb{F}_1}} \mathbb{P}^n_A$ and $V_\eta = U_\eta \times_{\mathbb{P}^n_{\mathbb{F}_1}} \mathbb{P}^n_A$. Then $\{V_i\}$ is an affine open covering of $\mathbb{P}^n_A$ and every line bundle $\mathcal{L}$ on $P^n_A$ trivializes over this covering. This means that we get, for every $i = 0, \ldots, n$, a commutative diagram

$$\begin{array}{ccc}
\mathcal{L}(V_i) & \xrightarrow{\sim} & \Gamma V_i \\
\text{res}_{V_i, V_\eta} \downarrow & & \downarrow \iota \\
\mathcal{L}(V_\eta) & \xrightarrow{\sim} & \Gamma V_\eta
\end{array}$$

of $\Gamma V_i$-linear maps whose right vertical arrow is the canonical inclusion that comes from the inclusion $\Gamma U_i \to \Gamma U_\eta$. Since the $\Gamma V_i$-linear map $\varphi_{i,\eta} \circ \text{res}_{V_i, V_\eta}$ is determined by the image of 1, which is of the form $a \prod_{i=0}^n T_i^{e_i}$ for some $a \in A$ and $(e_0, \ldots, e_n) \in \mathbb{Z}^{n+1}$ with $\sum_{i=0}^n e_i = 0$, and $a$ is invertible (since $t_i = \varphi_{i,\eta} \circ \text{res}_{V_i, V_\eta} \circ \varphi_i^{-1}$ is a localization of pointed monoids), we can assume that

$$\varphi_{i,\eta} \circ \text{res}_{V_i, V_\eta}(1) = \prod_{i=0}^n T_i^{e_i},$$

after replacing $\varphi_i$ by $a^{-1} \varphi_i^{-1}$. This shows that we can choose the trivializations $\varphi_i$ so that they restrict to bijections $\Gamma U_i \to \mathbb{F}_1[T_{j_1}/T_i]_{j=0,\ldots,n}$. This yields a line bundle $\mathcal{L}'$ on $\mathbb{P}^n_{\mathbb{F}_1}$ with $\pi^*(\mathcal{L}') = \mathcal{L}$. Therefore, $\pi^*$ is surjective. \hfill $\Box$

The following result is a monoid-theoretic analogue of a well-known result for schemes over algebraically closed fields.
Theorem 3.27  Let X be an irreducible monoid scheme and \( \pi : \mathbb{P} \mathcal{E} \to X \) a projective bundle. Then the map
\[
\varphi : \text{Pic}(X) \times \mathbb{Z} \to \text{Pic}(\mathbb{P} \mathcal{E})
\]
\[
(\mathcal{L}, m) \mapsto \pi^* \mathcal{L} \otimes \mathcal{O}_{\mathbb{P} \mathcal{E}}(m)
\]
is an isomorphism of abelian groups.

Proof  Let \( \eta \) be the generic point of \( X \) and \( U_\eta = \text{Spec} \mathcal{O}_{X, \eta} \), which comes with a canonical morphism \( \iota_\eta : U_\eta \to X \). Define \( V_\eta = U_\eta \times_X \mathbb{P} \mathcal{E} \), which comes with the cartesian diagram
\[
\begin{array}{ccc}
V_\eta & \xrightarrow{\iota} & \mathbb{P} \mathcal{E} \\
\pi_\eta \downarrow & & \pi \downarrow \\
U_\eta & \xrightarrow{\iota_\eta} & X
\end{array}
\]
where \( \sigma : X \to \mathbb{P} \mathcal{E} \) is the canonical section of \( \pi \) from Lemma 3.25. This yields a commutative diagram of group homomorphisms
\[
\begin{array}{ccc}
\text{Pic } V_\eta & \xleftarrow{\iota^*} & \text{Pic } \mathbb{P} \mathcal{E} \\
\pi_\eta^* \uparrow & & \pi^* \uparrow \sigma^*, \\
\text{Pic } U_\eta & \xleftarrow{\iota_\eta^*} & \text{Pic } X
\end{array}
\]
where \( \text{Pic } U_\eta \) is trivial since \( U_\eta \) is affine. Thus \( \iota^* \circ \pi^* = \pi_\eta^* \circ \iota_\eta^* = 0 \). Since \( \sigma^* \circ \pi^* \) is the identity on \( \text{Pic } X \), we conclude that \( \pi^* \) is injective.

By Lemma 3.26, \( \text{Pic } V_\eta = \{ \mathcal{O}_{V_\eta}(n) | n \in \mathbb{Z} \} \). Thus, the assignment \( \mathcal{O}_{V_\eta}(n) \mapsto \mathcal{O}_{\mathbb{P} \mathcal{E}}(n) \) defines a group homomorphism \( r : \text{Pic } V_\eta \to \text{Pic } \mathbb{P} \mathcal{E} \), which is a section of \( \iota^* \). This shows that \( \iota^* \) is a surjection.

Consider a line bundle \( \mathcal{L} \in \text{Pic } \mathbb{P} \mathcal{E} \) in the kernel of \( \iota^* \), so that \( \iota^*(\mathcal{L}) \cong \mathcal{O}_{V_\eta} \). Choose an affine open covering \( \{ U_i \} \) of \( X \), so that \( U_i = \text{Spec } A_i \) for \( A_i = \Gamma U_i \), and define \( V_i = U_i \times_X \mathbb{P} \mathcal{E} \). This defines an open covering \( \{ V_i \} \) of \( \mathbb{P} \mathcal{E} \). Since the \( U_i \) are affine, \( \mathbb{P} \mathcal{E}|_{U_i} \) is trivializable, so that \( \mathbb{P} \mathcal{E}|_{U_i} \cong \mathbb{P}^n_{A_i} \) where \( n \) is the fibre dimension of \( \pi \). By Lemma 3.26, we conclude that \( \mathcal{L}|_{V_i} \cong \mathcal{O}_{V_i}(m) \) for some \( m \in \mathbb{Z} \). Since \( \mathcal{O}_{V_\eta}(m) \cong \mathcal{L}|_{V_\eta} \cong \mathcal{O}_{V_\eta} \), we have \( m = 0 \). We therefore obtain a commutative diagram
\[
\begin{array}{ccc}
\mathcal{L}(V_i) & \xleftarrow{\sim} & \mathcal{O}_{\mathbb{P} \mathcal{E}}(V_i) \\
\mathcal{L}(V_\eta) & \xleftarrow{\sim} & \mathcal{O}_{\mathbb{P} \mathcal{E}}(V_\eta)
\end{array}
\]
\[
\begin{array}{ccc}
& \xrightarrow{\pi^*(\sigma^*(\mathcal{L}))(V_i)} & \\
& \xrightarrow{\pi^*(\sigma^*(\mathcal{L}))(V_\eta)} & \\
\end{array}
\]
for every \( i \). Since the \( V_i \) cover \( \mathbb{P} \mathcal{E} \), we conclude that \( \mathcal{L} = \pi^*(\sigma^*(\mathcal{L})) \) is in the image of \( \pi^* \).

Altogether, this shows that there is a canonically split short exact sequence
\[
0 \to \text{Pic } X \xrightarrow{\pi^*} \text{Pic } \mathbb{P} \mathcal{E} \xrightarrow{\iota^*} \text{Pic } V_\eta \to 0,
\]
which induces the isomorphism
\[
\begin{array}{cccc}
\text{Pic } X \times \mathbb{Z} & \xrightarrow{\sim} & \text{Pic } X \times \text{Pic } V_\eta & \xrightarrow{(\pi^*, r)} \text{Pic } \mathbb{P} \mathcal{E} \\
(\mathcal{L}, m) & \mapsto & (\mathcal{L}, \mathcal{O}_{V_\eta}(m)) & \mapsto \mathcal{L} \otimes \mathcal{O}_{\mathbb{P} \mathcal{E}}(m)
\end{array}
\]
of the claim of the theorem.

\[ \square \]

### 3.6 A projective bundle formula

We combine our earlier results to prove a projective bundle formula for the $K$-theory space of a monoid scheme. This gives a monoid-theoretic analogue of Quillen’s projective bundle formula over fields [30, Theorem 2.1 of Section 8].

**Theorem 3.28** Let $X$ be an integral monoid scheme and $\pi : \mathbb{P}\mathcal{E} \to X$ a projective bundle. Then there is a homotopy equivalence

\[
\mathcal{K}(\mathbb{P}\mathcal{E}) \sim \prod_{n \in \mathbb{Z}} \mathcal{K}(X).
\]

**Proof** Combining Propositions 3.14 and 3.24 and Theorem 3.27, we obtain a diagram of functors

\[
\mathbb{L}P^n(\mathbb{P}\mathcal{E}) \leftarrow \langle \langle \mathcal{O}_\mathbb{P}\mathcal{E} \rangle \rangle \mathcal{Pic}(\mathbb{P}\mathcal{E}) \simeq \langle \langle \mathcal{O}_X \rangle \rangle \mathcal{Pic}(\mathcal{X}) \simeq (\langle \langle \mathcal{O}_X \rangle \rangle [\mathcal{Pic}(\mathcal{X})])[\mathbb{Z}] \to \mathbb{L}P(X)[\mathbb{Z}].
\]

By Lemma 1.4, the first and last functors induce homotopy equivalences of $K$-theory spaces. We therefore have homotopy equivalences

\[
\mathcal{K}(\mathbb{P}\mathcal{E}) \simeq \mathcal{K}(\mathbb{L}P(X)[\mathbb{Z}]) \simeq \prod_{n \in \mathbb{Z}} \mathcal{K}(X).
\]

\[ \square \]

**Corollary 3.29** Let $X$ be an integral monoid scheme. Then there is an isomorphism of graded rings

\[
K_\bullet(\mathbb{P}\mathcal{E}) \cong K_\bullet(X) \otimes \mathbb{Z}[\mathbb{Z}].
\]

As already seen in Example 3.20 in the case of projective spaces, the result is very different from the usual projective bundle formula for schemes. We refer to Remark 3.21 for a discussion of this phenomenon.

### 4 Grothendieck–Witt theory of monoid schemes

#### 4.1 Duality for locally free sheaves

Let $X$ be a monoid scheme. There is a bifunctor

\[
\mathcal{H}om_{\mathcal{O}_X}(\mathcal{E}, \mathcal{F}) : \mathcal{O}_X\text{-Mod}^{\text{op}} \times \mathcal{O}_X\text{-Mod} \to \mathcal{O}_X\text{-Mod}
\]

defined so that, for $\mathcal{E}, \mathcal{F} \in \mathcal{O}_X\text{-Mod}$ and an open set $U \subset X$, we have

\[
\mathcal{H}om_{\mathcal{O}_X}(\mathcal{E}, \mathcal{F})(U) = \mathcal{H}om_{\mathcal{O}_{X|U}}(\mathcal{E}|_U, \mathcal{F}|_U).
\]

Let $\mathcal{L}$ be a line bundle on $X$. As in the local case (Sect. 2.1), and unlike the case of schemes over a field, the functor $\mathcal{H}om_{\mathcal{O}_X}(\mathcal{E}, \mathcal{L})$ does not define a duality functor on $\mathbb{L}F^n(X)$. This can
be remedied as follows. Let $X$ be a pc monoid scheme. Given $\mathcal{E} \in \mathcal{O}_X\text{-Mod}$, define a sheaf of pointed sets $P^\mathcal{L}(\mathcal{E})$ on $X$ by

$$P^\mathcal{L}(\mathcal{E})(U) = \text{Hom}^0_{\mathcal{O}_X|U}(\mathcal{E}|U, L|U).$$

the right hand side being the set of normal $\mathcal{O}_X|U$-module homomorphisms $\mathcal{E}|U \to L|U$. Because $X$ is pc, $P^\mathcal{L}(\mathcal{E})(U)$ has a natural $\mathcal{O}_X(U)$-module structure, as follows from a local calculation using Lemma 2.3.

**Proposition 4.1** Let $\mathcal{L}$ be a line bundle on a reversible pc monoid scheme $X$. Let $\Theta^\mathcal{L} : id_{\mathcal{L}^p(X)} \Rightarrow P^\mathcal{L} \circ (P^\mathcal{L})^{op}$ be the natural isomorphism with components

$$\Theta^\mathcal{L}(s)(f) = f(s), \quad s \in \mathcal{E}(U), \quad f \in P^\mathcal{L}(\mathcal{E})(U)$$

where $U \subset X$ is an open subset. Then $(\mathcal{L}^p(X), P^\mathcal{L}, \Theta^\mathcal{L})$ is a uniquely split combinatorial proto-exact category with duality. Moreover, the Reduction Assumption (see Sect. 1.3) holds.

**Proof** That $P^\mathcal{L}$ sends locally free sheaves to locally free sheaves follows from the fact that $X$ is reversible and a local calculation using Lemma 2.3. Let $f : \mathcal{E} \to \mathcal{F}$ be a morphism in $\mathcal{L}^p(X)$. For each $x \in X$, the stalk morphism $P^\mathcal{L}(f)_x : P^\mathcal{L}(\mathcal{F})_x \to P^\mathcal{L}(\mathcal{E})_x$ can be identified with

$$(-) \circ f_x : \text{Hom}_{\mathcal{O}_X,x\text{-Mod}^p}(\mathcal{F}_x, L_x) \to \text{Hom}_{\mathcal{O}_X,x\text{-Mod}^p}(\mathcal{E}_x, L_x).$$

Since the composition of normal morphisms is normal, $P^\mathcal{L}(f)$ is well-defined. That $P^\mathcal{L}$ is compatible with $\oplus$ follows from Lemma 2.3. That $\Theta^\mathcal{L}$ is a natural isomorphism follows from a local calculation using Proposition 2.7.

It remains to verify the Reduction Assumption. Whether or not the induced map $\psi_{N/U} : N\|U \to P(N\|U)$ is an isomorphism can be checked locally, in which case it reduces to Proposition 2.7.

**Remark 4.2** Proposition 4.1 admits the following generalization, which can be seen as the natural commutative globalization of the setting of Proposition 2.7. Let $\sigma : X \to X$ be an involution and $\epsilon \in \Gamma(X, \mathcal{O}_X)\times$. Assume that $\sigma^*\mathcal{L} \cong \mathcal{L}$ and $\epsilon \sigma(\epsilon) = 1$. Let $P^{\mathcal{L},\sigma} : \mathcal{L}^p(X)^{op} \to \mathcal{L}^p(X)$ be the functor $\mathcal{E} \mapsto \mathcal{E}((\sigma^*\mathcal{E}), \mathcal{L})$ and define $\Theta^{\mathcal{L},\sigma,\epsilon}$ by $\Theta^{\mathcal{L},\sigma,\epsilon}(s)(f) = \epsilon(s(f(s)))$. Then the analogue of Proposition 4.1 holds for $(\mathcal{L}^p(X), P^{\mathcal{L},\sigma}, \Theta^{\mathcal{L},\sigma,\epsilon})$. The results which follow hold also at this level of generality, with essentially the same proofs. We note only that the involution of the pointed monoid $\Gamma X$ is determined through the isomorphism $\Gamma X \cong \text{End}_{\mathcal{O}_X\text{-Mod}^p}(\mathcal{M})$ via the formula $f \mapsto \psi_{\mathcal{M}} \circ P^{\mathcal{L},\sigma}(f) \circ \psi_{\mathcal{M}}^{-1}$. However, for ease of exposition, we restrict to the case $\sigma = \text{id}_X$ and $\epsilon = 1$.

When $\mathcal{L} = \mathcal{O}_X$ we omit it from the notation so that, for example, $P^{\mathcal{O}_X} = P$.

**Lemma 4.3** Let $X$ be a reversible pc monoid scheme. If line bundles $\mathcal{L}$, $\mathcal{L}'$ are equal in $\text{Pic}(X)/\text{Pic}(X)^2$, then there is an equivalence of proto-exact categories with duality

$$(\mathcal{L}^p(X), P^{\mathcal{L}}, \Theta^{\mathcal{L}}) \simeq (\mathcal{L}^p(X), P^{\mathcal{L}'}, \Theta^{\mathcal{L}'}).$$

**Proof** Under the assumption of the lemma, there exists a line bundle $\tilde{\mathcal{L}} \in \mathcal{L}^p(X)$ and an isomorphism

$$\mathcal{L} \otimes \tilde{\mathcal{L}} \xrightarrow{\sim} \tilde{\mathcal{L}}^\vee \otimes \mathcal{L}'. \quad (3)$$
Let $T$ be the exact autoequivalence $- \otimes \widetilde{L} : \text{LF}^a(X) \to \text{LF}^a(X)$; see the proof of Proposition 3.14. Then $(T, \eta)$ is an equivalence of categories with duality, where $\eta : T \circ P^L \Rightarrow P^L \circ T^\text{op}$ is the natural isomorphism with components

$$\eta_E : P(E) \otimes L \otimes \widetilde{L} \to P(E) \otimes \widetilde{L}^\vee \otimes L', \quad E \in \text{LF}^a(X)$$

defined using the chosen isomorphism (3). \hfill \Box

**Lemma 4.4** Let $X$ be a reversible pc monoid scheme and $E \in \text{LF}^a(X)$ a line bundle. Then there is a canonical isomorphism $\mathcal{H}om_{\mathcal{O}_X}(E, \mathcal{O}_X) \cong P(E)$.

**Proof** This follows from the local observation that, for a pc pointed monoid $A$, any $A$-module homomorphism $A \to A$ is normal. \hfill \Box

The functor $P$ is $\otimes$-monoidal, while $P^L$ is not in general. Instead, $P^L$ is $P$-monoidal, that is, there are coherent isomorphisms

$$P^L(E \otimes F) \cong P(E) \otimes P^L(F), \quad E, F \in \text{LF}^a(X)$$

which are natural in $E$ and $F$. The functor $P^L$ induces an involution

$$P^L : \text{Pic}(X) \to \text{Pic}(X). \quad (4)$$

By Lemma 4.4, this map agrees with that induced by $\mathcal{H}om_{\mathcal{O}_X}(-, L)$. We emphasize that, since $P^L$ is only $P$-monoidal, the map (4) is not a group homomorphism unless $L \in \text{Pic}(X)$ is trivial. Denote by $\text{Pic}(X)^P = \text{Pic}(X) \setminus \text{Pic}(X)^P$ has a free $\mathbb{Z}/2$-action.

Next, we study the compatibility of Proposition 3.14 with duality. The subcategory $\langle \mathcal{O}_X \rangle \subset \text{LF}^a(X)$ is $P$-stable and so inherits from $\text{LF}^a(X)$ a proto-exact duality, again denoted by $(P, \Theta)$. Define a proto-exact duality $(P^L, \Theta^L)$ on $\langle \mathcal{O}_X \rangle [\text{Pic}(X)]$ as follows. The functor $P^L$ is defined on basic objects by

$$P^L(E, M) = P(E)_{P^L(M)}, \quad E \in \langle \mathcal{O}_X \rangle, \quad M \in \text{Pic}(X)$$

and extended to $\langle \mathcal{O}_X \rangle [\text{Pic}(X)]$ by additivity. The natural isomorphism $\Theta^L$ has components

$$\Theta^L_{E, M} = \Theta^L_{E, *}.$$

Note that, by Remark 3.3 and Proposition 3.6, a monoid scheme $X$ is integral if and only if it is irreducible, pc and reversible.

**Lemma 4.5** Let $X$ be an integral monoid scheme. The functor $F$ of Proposition 3.14 lifts to an exact form functor

$$(F, \mu) : (\langle \mathcal{O}_X \rangle [\text{Pic}(X)], P^L, \Theta^L) \to (\text{LF}^a(X), P^L, \Theta^L).$$

**Proof** Define the natural isomorphism $\mu : F \circ P^L \Rightarrow P^L \circ F^\text{op}$ so that its components

$$\mu_{E, M} : P(E) \otimes P^L(M) \to P(E \otimes M) \otimes L, \quad E \in \text{LF}^a(X)$$

are determined by the monoidal data of $P$. It is straightforward to verify that $\mu$ is compatible with $\Theta^L$ and $\Theta^L$. We omit the details. \hfill \Box

Define a proto-exact category

$$\langle \mathcal{O}_X \rangle [\text{Pic}(X)^P] = \bigoplus_{M \in \text{Pic}(X)^P} \langle \mathcal{O}_X \rangle. \quad (5)$$
Since \( \text{Pic}(X)^{\mathcal{L}} \subset \text{Pic}(X) \) is \( \mathcal{L} \)-stable, \( \langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^{\mathcal{L}}] \) is a \( \mathcal{L} \)-stable proto-exact subcategory of \( \langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)] \). The induced duality on \( \langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^{\mathcal{L}}] \) is equivalent to that induced by \((P, \Theta)\) on each summand of \( \langle \langle \mathcal{O}_X \rangle \rangle \). In other words, equation (5) defines \( \langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^{\mathcal{L}}] \) as a proto-exact category with duality.

Define a second proto-exact category by

\[
\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^*/P^\mathcal{L}] = \bigoplus_{\mathcal{M} \in \text{Pic}(X)^*/P^\mathcal{L}} \langle \langle \mathcal{O}_X \rangle \rangle.
\]

The choice of a set-theoretic section of the quotient \( \text{Pic}(X)^* \to \text{Pic}(X)^*/P^\mathcal{L} \) embeds \( \langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^*/P^\mathcal{L}] \) as a proto-exact subcategory of \( \text{LF}^\mathcal{P}(X) \) which, however, is not \( P^\mathcal{L} \)-stable. The following result is immediate.

**Proposition 4.6** Let \( X \) be an integral monoid scheme. There is an equivalence of proto-exact categories with duality

\[
\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)] \simeq \langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^{\mathcal{L}}] \oplus H\left(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^*/P^\mathcal{L}]\right).
\]

### 4.2 Grothendieck–Witt theory of monoid schemes

Let \( L \) be a line bundle on a reversible pc monoid scheme \( X \). Let \( GW(X; L) = GW(\text{LF}^\mathcal{P}(X), P^\mathcal{L}, \mathcal{O}^\mathcal{L}) \), defined by either via the hermitian \( Q \)-construction or group completion. Set \( GW_i(X; L) = \pi_iGW(X; L) \).

**Proposition 4.7** Let \( X \) be an integral monoid scheme. Then the homotopy type of \( GW(X; L) \) depends on \( L \) only through its class in \( \text{Pic}(X)/\text{Pic}(X)^2 \).

**Proof** This follows from Proposition 1.10 and Lemma 4.3. \(\square\)

We have the following analogue of Theorem 3.17 for Grothendieck–Witt theory.

**Theorem 4.8** Let \( L \) be a line bundle on an integral monoid scheme \( X \). Then there is a natural homotopy equivalence

\[
GW(X; L) \simeq \prod'_{\mathcal{M} \in \text{Pic}(X)^{\mathcal{L}}} GW(\langle \langle \mathcal{O}_X \rangle \rangle) \times \prod'_{\mathcal{M} \in \text{Pic}(X)^*/P^\mathcal{L}} K(\langle \langle \mathcal{O}_X \rangle \rangle).
\]

**Proof** By Lemma 1.11, Proposition 4.6 and the fact that \( GW \) commutes with direct sums of categories, there is a natural homotopy equivalence

\[
GW(X; L) \simeq GW(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^{\mathcal{L}}]) \times GW\left(H(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^*/P^\mathcal{L}])\right).
\]

The second factor is

\[
GW\left(H(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^*/P^\mathcal{L}])\right) \simeq K(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^*/P^\mathcal{L}]) \simeq \prod'_{\mathcal{M} \in \text{Pic}(X)^*/P^\mathcal{L}} K(\langle \langle \mathcal{O}_X \rangle \rangle),
\]

where the first homotopy equivalence follows from Proposition 1.9 and the second from the proof of Theorem 3.17.

Turning to the factor \( GW(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^{\mathcal{L}}]) \), note that since equation (5) respects the duality structures, there is a homotopy equivalence

\[
GW(\langle \langle \mathcal{O}_X \rangle \rangle [\text{Pic}(X)^{\mathcal{L}}]) \simeq \prod'_{\mathcal{M} \in \text{Pic}(X)^{\mathcal{L}}} GW(\langle \langle \mathcal{O}_X \rangle \rangle).
\]
There is an isomorphism of abelian groups
\[GW ≃ \bigoplus_{M \in \text{Pic}(X)^p} \mathbb{Z}^2 \times B(\Sigma_{\infty} \times (\mathbb{Z}/2 \wr \Sigma_{\infty}))^+ \times \bigoplus_{M \in \text{Pic}(X)^p/\mathbb{Z}^2} (\mathbb{Z} \times B(\Sigma_{\infty}^+))^+ .\]

\[\text{Corollary 4.9} \text{ Let } X \text{ be a proper integral monoid scheme. Then there is a homotopy equivalence}
\[GW(X; \mathcal{L}) ≃ \prod_{\mathcal{M} \in \text{Pic}(X)^p} \mathbb{Z}^2 \times B(\Sigma_{\infty} \times (\mathbb{Z}/2 \wr \Sigma_{\infty}))^+ \times \prod_{\mathcal{M} \in \text{Pic}(X)^p/\mathbb{Z}^2} (\mathbb{Z} \times B(\Sigma_{\infty}^+))^+ .\]

\[\text{Proof} \text{ The only additional piece of information needed is Proposition 3.8.}\]

\[\text{Without the properness assumption, there is an analogue of Corollary 4.9 is written in terms of Pic}^\text{sym}(\Gamma X) \text{ and the isometry groups } I(\xi). \text{ Since we will not use this, we omit its formulation.}\]

\[\text{Specializing to direct sum (Grothendieck–)Witt groups, we obtain the following results.}\]

\[\text{Theorem 4.10} \text{ Let } \mathcal{L} \text{ be a line bundle on an integral monoid scheme } X.\]

\[\begin{align*}
\text{(i) There is an isomorphism of abelian groups} & \quad GW_0(X; \mathcal{L}) ≃ \text{Pic}^\text{sym}(\Gamma X)[\text{Pic}(X)^p] \times \mathbb{Z}[\text{Pic}(X)/\mathcal{L}]. \\
\text{(ii) There is an isomorphism of abelian groups} & \quad GW_0(X; \mathcal{L}) ≃ \text{Pic}^\text{sym}(\Gamma X)[\text{Pic}(X)^p].
\end{align*}\]

\[\text{Proof} \text{ This follows from Theorem 4.8, after using Theorems 2.6 and 2.14. We omit the details.}\]

\[\text{Example 4.11} \text{ Let } \mathbb{A}^1_{F_1} = \text{Spec}(F_1[t]). \text{ Since } F_1[t] \text{ has no non-trivial idempotents and only the trivial automorphism, the functor } - \otimes F_1[t] : \text{Vect}_{F_1} \rightarrow \text{LF}^p(\mathbb{A}^1_{F_1}) \text{ induces an equivalence on maximal groupoids. Moreover, this equivalence respects dualities. It follows that there are homotopy equivalences } \mathcal{K}(\mathbb{A}^1_{F_1}) ≃ \mathcal{K}(\text{Vect}_{F_1}) \text{ and } GW(\mathbb{A}^1_{F_1}) ≃ GW(\text{Vect}_{F_1}).\]

\[\text{Example 4.12} \text{ Let } X = \mathbb{P}^n_{F_1}. \text{ Fix } d \in \mathbb{Z} \text{ and set } \mathcal{L} = \mathcal{O}_{\mathbb{P}^n_{F_1}}(d). \text{ The involution } \mathcal{L} \text{ of } \text{Pic}(X) \cong \mathbb{Z} \text{ is } k \mapsto -k + d. \text{ In particular, } \text{Pic}(X)^p \text{ is non-empty if and only if } d \text{ is even, in which case } \text{Pic}(X)^p = \{d/2\}. \text{ Let } [d] = 0 \text{ if } d \text{ is even and } [d] = 1 \text{ otherwise. With this notation, we obtain from Theorem 4.10 an isomorphism}
\[\mathbb{Z}^d \times \mathbb{Z}[\mathbb{Z}^d] \cong GW_0(\mathbb{P}^n_{F_1}; d), \quad bl + \sum_{i \geq d} a_i i \mapsto b[\mathcal{O}_{\mathbb{P}^n_{F_1}}(d/2)] + \sum_{i \geq d} a_i[H(\mathcal{O}_{\mathbb{P}^n_{F_1}}(i))].\]

\[\text{Note that } \mathcal{O}_{\mathbb{P}^n_{F_1}}(d/2) \text{ admits a unique symmetric form, which is omitted from the notation. In particular, } GW_0(\mathbb{P}^n_{F_1}; d) \text{ is independent of } n \text{ and, as guaranteed by Lemma 4.3, depends on } d \text{ only through its parity. Moreover, we have } GW_0(\mathbb{P}^n_{F_1}; d) \cong \mathbb{Z}^d \text{ with generator } \mathcal{O}_{\mathbb{P}^n_{F_1}}(d/2).\]

\[\text{Example 4.13} \text{ Using Theorem 4.8 and the isomorphism } \text{Pic}(\mathbb{P}^n_{F_1}) \cong \mathbb{Z}, \text{ we find}
\[GW(\mathbb{P}^n_{F_1}) \cong GW(\text{Vect}_{F_1}) \times \prod_{k \in \mathbb{Z}_{>0}} \mathcal{K}(\text{Vect}_{F_1})
\[\cong \prod_{n \in \mathbb{Z}_{>0}} B(\Sigma_n) \times \mathbb{Z} \times B(\mathbb{Z}/2 \wr \Sigma_{\infty})^+ \times \prod_{k \in \mathbb{Z}_{>0}} \mathbb{Z} \times B(\Sigma_{\infty}^+).
\]

Again, the result is independent of } n.\]
4.3 A projective bundle formula

We begin with a lemma.

Lemma 4.14 Let $\pi : \mathbb{P}E \to X$ be a projective bundle on an integral monoid scheme. Then the isomorphism

$$\varphi : \text{Pic}(X) \times \mathbb{Z} \to \text{Pic}(\mathbb{P}E), \quad (\mathcal{M}, m) \mapsto \pi^*(\mathcal{M}) \otimes O_{\mathbb{P}E}(m)$$

from Theorem 3.27 is $\mathbb{Z}/2$-equivariant, where $\mathbb{Z}/2$ acts on $\text{Pic}(X) \times \mathbb{Z}$ by $P^\mathcal{E}$ and negation on the first and second factors, respectively, and on $\text{Pic}(\mathbb{P}E)$ by $P^{\pi^*\mathcal{E}}$.

Proof This is a direct calculation. $\square$

Theorem 4.15 Let $\pi : \mathbb{P}E \to X$ be a projective bundle on an integral monoid scheme and $\mathcal{L}$ a line bundle on $X$. Then there is a homotopy equivalence

$$\mathcal{GW}(\mathbb{P}E; \pi^* \mathcal{L}) \simeq \mathcal{GW}(X; \mathcal{L}) \times \prod_{(\mathcal{M}, i) \in (\text{Pic}(X) \times \mathbb{Z}^*)/((P^\mathcal{E}, -1))} \mathcal{K}((\langle O_X \rangle)),$$

Proof By Lemma 4.14, the map $\varphi$ induces a bijection

$$\text{Pic}(\mathbb{P}E)^{\pi^* \mathcal{E}} \rightarrow (\text{Pic}(X) \times \mathbb{Z})^{(P^\mathcal{E}, -1)} = \text{Pic}(X)^{P^\mathcal{E}} \times \{0\}$$

and a $\mathbb{Z}/2$-equivariant bijection

$$\text{Pic}(\mathbb{P}E)^* \cong \text{Pic}(X)^{P^\mathcal{E}} \times \mathbb{Z}^* \sqcup \text{Pic}(X)^* \times \mathbb{Z} = \text{Pic}(X)^* \times \{0\} \sqcup \text{Pic}(X) \times \mathbb{Z}^*.$$

Together with Theorem 4.8, these bijections yield homotopy equivalences

$$\mathcal{GW}(\mathbb{P}E; \pi^* \mathcal{L}) = \prod_{\mathcal{M} \in \text{Pic}(X)^{P^\mathcal{E}}} \mathcal{GW}(\langle O_{\mathbb{P}E} \rangle) \times \prod_{(\mathcal{M}, i) \in (\text{Pic}(X) \times \mathbb{Z}^*)/((P^\mathcal{E}, -1))} \mathcal{K}((\langle O_{\mathbb{P}E} \rangle)) \times \prod_{\mathcal{M} \in \text{Pic}(X)^* / P^\mathcal{E}} \mathcal{K}((\langle O_{\mathbb{P}E} \rangle)),$$

as claimed. $\square$

Passing to homotopy groups, we obtain $\mathbb{F}_1$-linear analogues of previously known results over fields in which 2 is invertible [32,36,47].

Corollary 4.16 Let $\pi : \mathbb{P}E \to X$ be a projective bundle on an integral monoid scheme and $\mathcal{L}$ a line bundle on $X$.

(i) The map

$$\varphi : GW_0(X; \mathcal{L}) \times (K_0(X) \otimes \mathbb{Z}[\mathbb{Z}^*])^{(\pi^* P^\mathcal{E}, -1)} \to GW_0(\mathbb{P}E; \pi^* \mathcal{L})$$

defined by $\varphi(\mathcal{M}) = \pi^* \mathcal{M}$ and $\varphi(\mathcal{W}, m) = H^\mathcal{L}(\pi^* \mathcal{W} \otimes O_{\mathbb{P}E} O_{\mathbb{P}E}(m))$ is an isomorphism of abelian groups.
(ii) There is an isomorphism of abelian groups

\[ W_0(X; \mathcal{L}) \cong W_0(\mathbb{P}\mathcal{E}; \pi^* \mathcal{L}). \]

**Proof** The first statement follows from Theorem 4.15 by taking connected components. Alternatively, we could use Theorems 3.19 and 4.10 and Lemma 4.14.

Turning to the second statement, Theorem 4.10 gives

\[ W_0(\mathbb{P}\mathcal{E}; \pi^* \mathcal{L}) \cong W_0(\Gamma(\mathbb{P}\mathcal{E}, \mathcal{O}_{\mathbb{P}\mathcal{E}})-\text{proj}^n)[\text{Pic}(\mathbb{P}\mathcal{E})^n]. \]

Using Theorem 3.27 and the bijection (6), we conclude. \(\square\)

**Example 4.17** We have

\[ GW_0(\text{Spec}(\mathbb{F}_1)) \times \mathbb{K}_0(\text{Spec}(\mathbb{F}_1)) \otimes_{\mathbb{Z}} \mathbb{Z}[\mathbb{Z}^*]^{\mathbb{Z}/2} \cong \mathbb{Z}^2 \times \mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z}[\mathbb{Z}^*]^{\mathbb{Z}/2} \cong \mathbb{Z}^2 \times \mathbb{Z}[\mathbb{Z}_{\geq 0}] \]

which is isomorphic to \( GW_0(\mathbb{P}^n_{\mathbb{F}_1}) \cong \mathbb{Z} \times \mathbb{Z}[\mathbb{Z}_{\geq 0}] \), as required by Corollary 4.16.
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**Appendix A**

**A.1 Direct sums of categories**

Let \( I \) be a set and \( \{C_i\}_{i \in I} \) a family of categories with zero objects.

**Definition A.1** The direct sum category \( \bigoplus_{i \in I} C_i \) is defined as the full subcategory of the product category \( \prod_{i \in I} C_i \) whose objects are those tuples \( (A_i)_{i \in I} \) of objects \( A_i \) in \( C_i \) for which \( A_i \) is a zero object in \( C_i \) for all but finitely many \( i \in I \).

Many properties and structures of the individual categories \( C_i \) extend in a pointwise fashion to \( \bigoplus_{i \in I} C_i \). For example, if all \( C_i \) are proto-exact (with exact direct sum), then so too is \( \bigoplus_{i \in I} C_i \).

One can realize \( \bigoplus_{i \in I} C_i \) as a filtered colimit of finite direct sums. Let \( \mathcal{P}_{<\infty}(I) \) be the partially ordered set of finite subsets of \( I \), ordered by inclusion. Consider the functor \( \mathcal{P}_{<\infty}(I) \to \text{Cat} \) which assigns to a finite subset \( S \subset I \) the category \( \bigoplus_{s \in S} C_s \) and to an inclusion \( S \hookrightarrow T \) the obvious functor \( \bigoplus_{s \in S} C_s \hookrightarrow \bigoplus_{t \in T} C_t \).

**Proposition A.2** There is an equivalence of categories

\[ \lim_{S \in \mathcal{P}_{<\infty}(I)} \bigoplus_{s \in S} C_s \cong \bigoplus_{i \in I} C_i. \]
If $\mathcal{C} = \mathcal{C}_i$ is a constant family of categories with a symmetric bimonoidal structure $(\oplus, \otimes)$ and $(I, \cdot)$ is an abelian group, then we denote the direct sum by

$$\mathcal{C}[I] := \bigoplus_{i \in I} \mathcal{C}_i.$$ 

Define a symmetric bimonoidal structure on $\mathcal{C}[I]$ by extending $\oplus$ componentwise and defining $\otimes$ using the convolution product

$$\bigoplus_a V_a \otimes \bigoplus_b W_b := \bigoplus_c \left( \bigoplus_{a, b} V_a \otimes W_b \right).$$

### A.2 Restricted products

Let $\{(Y_i, *_i)\}_{i \in I}$ be family of pointed topological spaces indexed by a set $I$.

**Definition A.3** The restricted product of $\{(Y_i, *_i)\}_{i \in I}$ is

$$\prod_{i \in I}' Y_i = \{(y_i) \mid y_i \neq *_i \text{ for only finitely many } i \in I\} \subseteq \prod_{i \in I} Y_i$$

equipped with the subspace topology.

The restricted product can be realized as a filtered colimit of finite products as follows.

**Proposition A.4** There is a homeomorphism

$$\lim_{S \in \mathcal{P}_{<\infty}(I)} \prod_{s \in S} Y_i \simeq \prod_{i \in I}' Y_i.$$ 
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