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Abstract
The Spanish Meteorological Agency (AEMET) is responsible for the elaboration of downscaled climate projections over Spain to feed the Second National Plan of Adaptation to Climate Change (PNACC-2). The main objective of this article is to establish a comparison among five statistical downscaling methods developed at AEMET: (1) Analog, (2) Regression, (3) Artificial Neural Networks, (4) Support Vector Machines and (5) Kernel Ridge Regression. This comparison has been carried out under present conditions and with perfect predictors, based on the framework established by the VALUE network, in particular, on its perfect predictor experiment. In this experiment, we evaluate the marginal aspects of the distributions of daily maximum/minimum temperatures and daily accumulated precipitation analysed by seasons, on a high resolution observational grid (0.05°) over mainland Spain and the Balearic Islands. This is the first of a set of three experiments aimed to allow us to decide which methods, and under what configuration, is more appropriate for the generation of downscaled climate projections over our region. For maximum/minimum temperatures, all methods display a similar behaviour. They capture very satisfactorily the mean values although slight biases are detected on the extremes. In general, results for maximum temperature appear to be more accurate than for minimum temperature, and the nonlinear methods display certain added value. For precipitation, remarkable differences are found among all methods. Most of the methods are capable of reproducing the total precipitation amount quite satisfactorily, whereas other aspects such as intense precipitations and the precipitation occurrence are captured with more accuracy by the Analog method.
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1 | INTRODUCTION

Global climate models (GCMs) are the primary tool to simulate future climate projections. Nevertheless, they have known biases and their resolution is not enough to feed the necessities of the impact and adaptation communities (Charles et al., 2004; Wilby et al., 2004; Schoof, 2013). Despite their physical basis and the ability to represent historical climate, GCMs have two key limitations. First, there are substantial uncertainties in and among GCMs (Peel et al., 2015). These uncertainties can result in large differences between simulations, and are usually addressed by analysing simulations from multiple GCMs or different ensemble members (e.g., Chiew et al., 2009; Lauri et al., 2012). Second, GCM outputs are of too coarse a scale to be directly used in impact studies. Aspects of change not captured by GCMs, due to resolution or regional factors, may be captured by downscaling. If these aspects are of interest, then downscaling may be useful once its added value has been demonstrated (Ekström et al., 2015).

Numerous downscaling techniques have been developed to derive local climate change information from large-scale GCM outputs (Maraun et al., 2010). The two primary categories of downscaling techniques are (a) dynamic downscaling and (b) empirical/statistical downscaling (ESD), having been both families widely reviewed (Wilby and Wigley, 1997; Charles et al., 2004; Wilby et al., 2004; Rummukainen, 2010; Trzaska and Schnarr, 2014). Most dynamic downscaling methods obtain regional information by nesting a high-resolution regional climate model within a GCM whereas ESD methods are based on the existence of statistical relationships between large-scale variables (predictors) and local variables (predictands). ESD methods have been more widely applied in adaptation and impact studies due to their computational cheapness compared with dynamic downscaling (Trzaska and Schnarr, 2014), which allows to explore uncertainties via multiple realizations, and to their capability of downscaling to single point scale. Predictors/predictand relationships used by ESD methods are first identified during a historical period (calibration) and then applied to predictors from GCMs to get the local climate projections. The main disadvantage of ESD methods is that they rely on the assumption that predictors/predictand relationships remain unaltered under climate change (Charles et al., 2004; Wilby et al., 2004).

Until recently, no comprehensive intercomparison and evaluation of different ESD approaches existed. The EU COST Action VALUE (Maraun et al., 2015) set out to systematically address this gap as far as possible. Three types of experiments were proposed in that framework, as well as by Vrac et al. (2007): ‘Experiment 1: Perfect predictor’, ‘Experiment 2: GCM Predictor’ and ‘Experiment 3: Pseudo reality’. In addition, the relevance of credible GCMs projections has been assessed in a bias correction context (Maraun et al., 2017). Experiment 1 focuses on isolating the skill of a downscaling method assuming perfection on large-scale predictors given by a reanalysis, which represents the most reliable approximation to the reality for large-scale variables that we dispose of. For local variables, there are two possibilities: single stations or observational gridded data. The main advantage of using gridded data is their good spatial coverage, which makes them appropriate for regions of complex and inhomogeneous terrain. On the other hand, the use of observational gridded data introduces a new source of uncertainty depending on the technique adopted for its construction. The Iberian Peninsula was included in the COST VALUE intercomparison work, which had a greater spatial coverage but less sampling points over this particular region. In this study, we have opted for the high-resolution grid described at Section 2, because of the extremely complex topography of the Iberian Peninsula, in order to palliate the lack of spatial uniformity coming from the observational network. The five methods evaluated in this article are applied in Perfect Prognosis (PP) mode (see Gutiérrez et al., 2019; Hertig et al., 2019); when used to generate regional climate scenarios they use predictors from reanalysis for calibration and are applied over GCMs projections. We consider Experiments 2 and 3 extremely important for a complete evaluation, given that these methods are aimed to be applied to GCMs predictors under future (possibly out of range) conditions. Nevertheless, this article is restricted to Experiment 1, whereas Experiments 2 and 3 are planned for future work.

Two out of the five methods presented in this article, Analog (ANA) and Regression (REG) (see Table 2), belong to families that have been evaluated in the COST action VALUE and in Gutiérrez et al. (2013) and San-Martin et al. (2017), these two last studies over the same area of interest as this article. Artificial Neural Networks (ANN) have also been evaluated over the region following the VALUE framework (Baño-Medina et al., 2020). As explained above, this article corresponds to the first of three experiments, and the complete methodology differs from the approaches adopted in the mentioned studies. In addition, the other two methods, Support Vector Machines (SVM) and Kernel Ridge Regression (KRR) have not been evaluated in the past over our region and need to be tested. There are four aspects that can be evaluated in this context: marginal, temporal, spatial and inter-variable (Maraun et al., 2015; Maraun and Widmann, 2018). The evaluation presented in this article is restricted to marginal aspects, both mean values and extremes, which aligns with the analysis performed by Gutiérrez et al. (2019) and Hertig et al. (2019), respectively, at VALUE.
Therefore, the main objective of this article, along with Experiments 2 and 3, is to evaluate the new methods and to establish a comparison in order to decide which methods and under what configurations are more appropriate for the generation of downscaled climate projections over Spain to feed the PNACC-2.

The article is organized as follows. First, a description of the datasets is given at Section 2, followed by a brief introduction to the five downscaling methods and their different configurations in Section 3. Results of the evaluation are presented in Section 4, and finally main conclusions are summarized in Section 5.

2 DATA

The following datasets have been used for downscaling maximum/minimum temperature and precipitation on a daily basis.

Predictors have been taken from the reanalysis ERA-Interim (Dee et al., 2011) of the European Centre for Medium-Range Weather Forecasts (ECMWF) in the area (55.5°N, 30°N, 28.5°W, 15°E) with spatial resolution of 1.5° × 1.5° (see study area at Figure 1) and as daily mean values (from 00, 06, 12 and 18 UTC). Predictors used for each variable are listed in Table 1. The choice of predictors could vary from region to region depending on the characteristics of the large-scale atmospheric circulation and the predictand to be downscaled. Any type of variable or index can be used as a predictor as long as it is reasonable to expect a certain relationship with the predictand (Wetterhall, 2005). Often, in climate impact studies, such predictors are chosen as variables that are: (a) reliably simulated by GCMs, (b) strongly correlated with the predictand and (c) able to capture climate change signal. In order to scale all predictors and to palliate possible biases on GCMs when applied over them, all predictors are standardized using their own mean and standard deviation over the period 1980–2005. In addition, they are interpolated to each target point as a weighted average of the four nearest neighbours, being their weights the inverse of the distances.

Predictands (daily maximum/minimum temperature and 24 hr. accumulated precipitation) come from a high-resolution grid (0.05°) consisting of 16,156 points over Spain (mainland and Balearic Islands) developed by AEMET (Peral et al., 2017). This grid has been generated using an adaptation of the HIRLAM Surface Analysis code (Navascués et al., 2003; Rodríguez et al., 2003), based on an Optimum Interpolation algorithm (Daley, 1991), applied over the very dense AEMET observational network (1,800 selected stations for temperature and 3,236 for precipitation).

The period used both for calibration and evaluation is 1980–2005, conditioned by the availability of data for Experiments 2 and 3, in order to make them inter-comparable. Independence between calibration and evaluation data is achieved by dividing the whole period in fivefolds (1980–1984, 1985–1989, 1990–1994, 1995–1999 and 2000–2005), so each of them is downscaled using the others for calibration and finally the fivefolds are joint to reconstruct the whole evaluation period.

FIGURE 1 Area of study. On the left, grid points of reanalysis (predictors), in different colours to delimitate different weightings (larger weights in green and lower weights in blue) for the synoptic analogy (Analog method). On the right, the target region (predictands)
In this section, we provide a description of the downscaling methods and the methodology adopted for their evaluation.

3.1 | Downscaling methods

Five methods have been applied to both temperature and precipitation; some of them under different configurations (see Table 2):

1. Analog methods (Lorenz, 1969; Zorita and von Storch, 1999) are based on the assumption of similar local conditions under similar synoptic situations. They search synoptic analog situations in the past, for which Analog methods rely on the availability of long historical series. In general, Analog methods can maintain spatial coherence but on the other hand, they cannot predict values out of the observed range. Their simplicity and ability to capture many aspects of the local climate have made Analog methods widely applied in this field (Cubasch et al., 1996; Wetterhall, 2005; Gutiérrez et al., 2013; San-Martín et al., 2017; Gutiérrez et al., 2019; Hertig et al., 2019). The Analog method presented in this article is an

| Variable | Name | Levels | Units | Type |
|----------|------|--------|-------|------|
| Common   |      |        |       |      |
| T        | Temperature | 500 | K | Direct |
| U        | U wind component | 500 | m·s⁻¹ | Direct |
| V        | V wind component | 500 | m·s⁻¹ | Direct |
| Ug       | U geostrophic wind component | Mean sea level | m·s⁻¹ | Derived |
| Vg       | V geostrophic wind component | Mean sea level | m·s⁻¹ | Derived |
| SLP      | Mean sea level pressure | Mean sea level | Pa | Direct |

| Maximum/minimum temperature | Temperature | 700, 850 | K | Direct |
|----------------------------|-------------|---------|----|-------|
| Precipitation              |             |         |    |       |
| Vtg                       | Vertical thermal gradient | Between 500 and 850 hPa | K | Derived |
| Vog                       | Geostrophic vorticity | Mean sea level | s⁻¹ | Derived |
| Vo                        | Vorticity | 500 | s⁻¹ | Derived |
| Dg                        | Geostrophic divergence | Mean sea level | s⁻¹ | Derived |
| D                         | Divergence | 500 | s⁻¹ | Derived |
| SLP trend                 | Mean sea level pressure variation from the previous day | Mean sea level | Pa | Derived |

Note: Attending their availability, predictors are categorized as direct/derived from reanalysis outputs. Theoretical insolation is the theoretical number of hours of insolation as function exclusively of the latitude and the day of the year.
adaptation of a method previously developed and applied at AEMET (Petisco de Lara, 2008a, 2008b; Amblar-Francés et al., 2017). In this method, synoptic analogy is defined by the Euclidean distance of the following four variables: \( U_g \), \( V_g \), \( U_{500} \) and \( V_{500} \) (see Table 1), to which we refer as synoptic analogy fields, over the whole region. These variables are taken into account with different weights depending both on their level (surface/500 hPa) and their distance to the target area. The larger/lower weights are given to the nearer/farther points. Three different regions have been delimited (see Figure 1), being their relative weights 0/1/2 for surface and 1/4/8 for 500 hPa (Petisco de Lara, 2008a, 2008b; Ribalaygua et al., 2013). For temperature, the first step consists of the search of analog days to the target day. Then, for each target point, a multiple linear regression with L2 regularization, Ridge Regression (Hoerl and Kennard, 1970; Tikhonov and Arsenin, 1977) is established with all predictors from the analog days. This particular Analog method has no problem in predicting values out of the observed range but does not yield spatially coherent fields. For precipitation there are six different configurations: (a) ANA-SYN-1: precipitation is given by the best analog to the target day, (b) ANA-SYN-N: precipitation is calculated as a weighted average of a selection of analog days, with weights depending on their analogy, (c) ANA-SYN-PDF: a probability density function is built based on a selection of analog days, with probabilities given by their analogy to the target day, and precipitation is given by a random analog day, (d) ANA-LOC-1, (e) ANA-LOC-N and (f) ANA-LOC-PDF: similar to the previous three options but using a combination of synoptic and local analogies instead of exclusively synoptic. Local analogy is given, for each target point, by the Euclidean distance of significant predictors along a selection of analog days. Significant predictors are previously determined, for each grid point and weather type, with a k-means clustering algorithm (Lloyd, 1957; MacQueen, 1967) and the Spearman Rank correlation coefficient.

2. Regression methods use linear and nonlinear relationships between predictors and predictands (Sailor and Li, 1999; Wilby et al., 2002). The Regression method presented in this article is an adaptation of a method previously developed and applied at AEMET (Amblar-Francés et al., 2017), which consists of a Multiple Linear Regression (MLR) for temperature and a Generalized Linear Model (GLM) for precipitation; based on the Statistical Downscaling Model-SDSM (Wilby et al., 2002). MLRs and GLMs have been widely used to downscale temperature and precipitation because of their simplicity (Benestad, 2002; Huth, 2002; Huth, 2004; Benestad, 2005; Gutiérrez et al., 2019; Hertig et al., 2019). Nonetheless, some major drawbacks are their poor representation of observed variance and extreme events, or the assumption of normality of data (Wilby et al., 2004), which makes them unsuitable for daily precipitation (Gutiérrez et al., 2019). In the Regression method applied here, temperature is estimated by a Ridge Regression. For precipitation, a logistic regression with L2 regularization is used for the wet/dry classification problem under a probabilistic approach; the probability of precipitation given by the logistic regression is compared with a random number taken from the uniform distribution between 0 and 1 in order to classify as wet or dry. Then, for wet data, the amount of precipitation can be calculated using three different configurations: linear regression (REG-LIN), exponential regression (REG-EXP) and cubic regression (REG-CUB), all of them with L2 regularization. The terms exponential and cubic regressions refer to linear regressions applied over transformed predictands (their natural logarithm and cubic root, respectively).

3. ANN (McCulloch and Pitts, 1943; Rosenblatt, 1958) have gained wide recognition due to their capability to simulate complex nonlinear predictor/predictand relationships. ANN are supervised learning algorithms based on the human brain functioning and are composed of several nodes which try to imitate the behaviour of its neurons. Each of these nodes work as a perceptron (Rosenblatt, 1958), receiving an input and deciding whether to pass a binary signal or not to the connected nodes by an activation function. In a multilayer perceptron (MLP), these nodes are organized in several layers, the input layer, the output layer and a set of hidden layers. Each node communicates with all the nodes on the neighbouring layer with different weights that are established during the calibration process with a backpropagation algorithm. ANN have proven to be a very powerful tool to simulate nonlinear classifications and regressions, and its major drawbacks are the fact that during their training they can get trapped in local minima, their high subjectivity and dependency on model architecture (Suykens, 2001) and the high computational cost of their training. ANN have been extensively applied to this field (Trigo and Palutikof, 1999; Sailor et al., 2000; Snell et al., 2000; Coulibaly et al., 2005; Dibike and Coulibaly, 2006; Chadwick et al., 2011; Mendes and Marengo, 2013). The ANN method presented in this article is an adaptation of a method previously developed and applied at AEMET (García-Valero, 2021). For temperature, it uses multilayer
perceptron regression (MLPR) with a rectified linear unit activation function and L2 regularization. For precipitation, the wet/dry classification is solved by a multilayer perceptron classifier (MLPC) with the same structure as the mentioned MLPR. The output of the MLPC is transformed to well calibrate probabilities using the Platt scaling method (Platt, 1999) and it is applied under the probabilistic approach explained at Regression method. Then, for wet data, a MLPR with the same structure is used to estimate the precipitation amount.

4. Another popular Machine Learning technique for both nonlinear classification and regression is SVMs (Boser et al., 1992; Cortes and Vapnik, 1995; Vapnik, 1995). SVM are supervised learning algorithms originally designed for binary classification based on a combination of minimal errors and maximal margins around the boundary decision. The nonlinear problem can be addressed by the use of kernels, mapping original data from the input space to a higher dimensional space (feature space), where the problem becomes linear. Expensive high-dimensional computations, usually referred to as the curse of dimensionality, are avoided thanks to what is commonly known as the kernel trick (see Shawe-Taylor and Cristianini, 2004). A slightly different version of SVM can be applied for regressions. Both approaches need to solve the optimization of a convex quadratic programming problem, which lacks the inconvenience of local minimums. Their tuning is simpler than for ANN but the process is also computationally expensive. SVM have also been applied to downscaling climate projections in the past (Tripathi et al., 2006; Yu and Liong, 2007; Anandhi et al., 2008; Ghosh and Mujumdar, 2008; Chen et al., 2010; Sachindra et al., 2013; Hou et al., 2014). The method presented in this article uses a Support Vector Regression (SVR) for temperature, with a Gaussian (or radial basis function, RBF) kernel and L2 regularization. For precipitation, a Support Vector Classifier (SVC) with Gaussian kernel and L2 regularization is used to solve the wet/dry problem, under the already explained probabilistic approach and after obtaining well-calibrated probabilities as explained for ANN. Then, for wet data, a SVM with Gaussian kernel and L2 regularization is used to estimate the precipitation amount.

5. The last method uses two specific forms of SVM: KRR (Vovk, 2013) and Least-Square Support Vector Machine (LS-SVM) (Suykens and Vandewalle, 1999). KRR is the combination of a Ridge Regression with a kernel to address nonlinear problems. LS-SVM can be used for classification and regression, and the main difference with classical SVM is that they find the solution by solving a set of linear equations instead of the convex quadratic programming problem. A KRR with a Gaussian kernel and L2 regularization has been used for temperature. For precipitation, a LS-SVM with linear kernel and L2 regularization is used to solve the wet/dry problem, under the already explained probabilistic approach and after obtaining well-calibrated probabilities as explained for ANN. Then, for wet data, a KRR with Gaussian kernel and L2 regularization is used to estimate the precipitation amount.

Parameters such as L2 regularization term weight, number of hidden neurons, Gaussian kernel width, and so forth, have been tuned by a systematic cross validation process over a wide enough range of possible values.

Additionally, original ERA-Interim 1.5° × 1.5° (‘RAW’) has been included in many diagnostics and figures in order to analyse the benefits of applying any type of downscaling.

3.2 | Diagnostics

The evaluation of the five downscaling methods is focussed on marginal aspects, through an analysis of the distributions of each variable and season. In order to enable a manageable comparison among all methods and to perform an analysis replicable at Experiments 2 and 3, only three simple indexes have been used to synthesize some basic features of both observed and simulated distributions. For maximum/minimum temperature, these three indexes are the mean value and the 10th and 90th percentiles. For precipitation, three different indexes have been chosen: total precipitation (PRCPTOT), total precipitation on very wet days (R95p) and number of wet days (R01). For each of these indexes, we have evaluated their interannual mean values. R01 is defined as the number of wet days (precipitation ≥1 mm), and R95p corresponds to the total precipitation on very wet days, being a very wet day defined by the 95th percentile of the wet days from the observed climatology on a reference period (1961–1990). For each of these indexes, we have evaluated their interannual mean values. R01 is defined as the number of wet days (precipitation ≥1 mm), and R95p corresponds to the total precipitation on very wet days, being a very wet day defined by the 95th percentile of the wet days from the observed climatology on a reference period (1961–1990). For each of these indexes, we have evaluated their interannual mean values. R01 is defined as the number of wet days (precipitation ≥1 mm), and R95p corresponds to the total precipitation on very wet days, being a very wet day defined by the 95th percentile of the wet days from the observed climatology on a reference period (1961–1990). For each of these indexes, we have evaluated their interannual mean values. R01 is defined as the number of wet days (precipitation ≥1 mm), and R95p corresponds to the total precipitation on very wet days, being a very wet day defined by the 95th percentile of the wet days from the observed climatology on a reference period (1961–1990). For each of these indexes, we have evaluated their interannual mean values. R01 is defined as the number of wet days (precipitation ≥1 mm), and R95p corresponds to the total precipitation on very wet days, being a very wet day defined by the 95th percentile of the wet days from the observed climatology on a reference period (1961–1990).
4 | RESULTS

The main results of each of the variables considered are presented in the following subsections.

4.1 | Maximum temperature

All methods clearly improve results of RAW (Figures 2 and 3). ANN, SVM and KRR achieve the best daily accuracies closely followed by ANA, all of them with RMSEs mostly between 1 and 1.5°C. Finally, REG gets the higher RMSEs, generally between 1.5 and 2°C (Figure S1).

Focussing on the marginal aspects through the mean values and the 10th and 90th percentiles, the most relevant results to highlight are:

1. 90th percentile. REG's biases in winter and autumn are much bigger than for the other methods, being ANA's biases for autumn also important (Figure 2). This is reflected in their RMSEs: 1.1°C for REG, 0.37°C for ANA and between 0.2 and 0.25°C for the others in winter, and 1.4°C for REG, 0.66°C for ANA and between 0.14 and 0.17°C for the others in autumn (Figure 3).

2. Mean value. The five methods capture satisfactorily the mean value, with biases generally smaller than 0.5°C and all of them present a slight positive bias in winter and negative in autumn, more marked for REG (Figure 2). RMSE for REG in winter (0.47°C) and in autumn (0.67°C) are also notably higher than for the other methods, with RMSEs between 0.22 and 0.32°C in winter and 0.24 and 0.32°C in autumn (Figure 3).

3. 10th percentile. Biases for the lower tail of the distributions are generally bigger than for their mean values in all methods (Figure 2). In summer, REG’s RMSE (0.58°C) is very high compared to the other methods, which are between 0.18 and 0.23°C. On the other hand, its RMSE in winter is only 0.41°C whereas the rest are between 0.48 and 0.62°C, and in autumn, REG's RMSE is 0.26°C whereas ANN, SVM and KRR are between 0.36 and 0.44°C (Figure 3).

In summary, the improvements of performing any type of downscaling are clear, and ANN, SVM and KRR usually achieve smaller biases and RMSEs than the other methods. On the other hand, REG gets much higher RMSE than the other methods in some indexes and seasons.

FIGURE 2 Bias (°C) for 90th percentile (upper row), mean value (middle row) and 10th percentile (lower row) corresponding to the daily maximum (left column) and minimum (right column) temperatures by season. Methods: RAW (grey), ANA (red), REG (blue), ANN (green), SMV (orange) and KRR (violet). Each box contains the quartiles of all grid points and the whiskers extend to a maximum of 1.5 times the interquartile range. Outliers beyond this range are plotted individually. Vertical scales have been limited for a good visualization of the ESD methods. A red asterisk indicates that values lie outside the plotted range. Same figure but for the whole range of values is included as Supporting Information (Figure S1)
4.2 Minimum temperature

For minimum temperature, the benefits of downscaling are also out of question, achieving all methods clearly better results than RAW (Figures 2 and 3). Daily RMSEs for minimum temperature are higher than for maximum temperature for all methods (Figure S1). This is probably related to a known difficulty to downscale surface minimum temperatures in the region on episodes of lower troposphere thermal inversion when free-tropospheric temperatures are used as predictors (Gutiérrez et al., 2013). Again, REG achieves the worst daily accuracies, with RMSEs mostly between 1.5 and 2.5°C, meanwhile the other methods stay between 1 and 2°C. Unlike for maximum temperature, this time ANA gets the best accuracies, closely followed by ANN, SVM and KRR.

Regarding minimum temperature, the same marginal aspects as for maximum temperature have been analysed:

1. 90th percentile. REG displays higher biases than the other methods in spring and autumn, and its RMSEs are systematically bigger than for the other methods (Figure 3). All methods show a negative bias in summer, autumn and less marked in winter, whereas in spring, they display a slight positive bias (Figure 2).

2. Mean value. As it happened for maximum temperature, the mean value for minimum temperature is also well captured by all methods, with biases concentrated mostly between −0.5°C and +0.5°C (Figure 2). There is a generalized bias, positive in winter and spring and negative in autumn and, more slightly, in summer (Figure 2). REG bias in spring and autumn is notably bigger than for the other methods, and it reflects on its RMSE: 0.51°C in spring and 0.64°C in autumn, meanwhile the other methods reach RMSEs between 0.21 and 0.33°C and 0.16 and 0.34°C in the respective seasons. ANA is the one achieving the best results in summer and autumn, with RMSEs of 0.04°C and 0.16°C respectively versus the 0.14–0.23°C and 0.28–0.64°C accomplished by the other methods (Figure 3).

3. 10th percentile. In general, errors are bigger both than for the mean value and for the 10th percentile of maximum temperature. There is strong overestimation in winter, where all methods show biases concentrated...
around almost +1°C (Figure 2). This is probably related to the above mentioned thermal inversions issue. In spring, all methods display an important positive bias as well. In autumn, ANA presents a marked positive bias (Figure 2) and much higher RMSE (0.57°C) than the other methods, which are between 0.26 and 0.32°C (Figure 3).

In summary, all methods achieve better results than RAW, and errors for minimum temperature are generally higher than for maximum temperature, especially the lower values (10th percentile in winter). Biases both for maximum and minimum temperatures are, in general, lower and with less spread for Machine Learning methods than for REG and ANA (Figure 2). This indicates they capture with more accuracy spatial variability for the three indexes analysed.

Results for maximum/minimum temperatures align with the ones found in the literature. Gutiérrez et al. (2013) reached better results for maximum temperature than for minimum temperature, as it is our case. At VALUE, the two-step Analog method also achieved slightly better results than MLRs (Gutiérrez et al., 2019; Hertig et al., 2019). Finally, Baño-Medina et al. (2020) proved how Neural Networks can improve results from MLRs.

4.3 | Precipitation

Precipitation is a much more complex variable and important differences are found among all methods:

1. PRCPTOT. All methods clearly improve results of not applying any downscaling (RAW), which leads to a generalized overestimation (Figure 4). All of them present quite similar results with small bias (Figure 4) and RMSE (Figure 5) except in autumn, where RMSEs are higher and there is a marked negative bias. None of the six options performs clearly better than the others. On Regression methods, REG-LIN clearly overcomes the other two options. REG-EXP and REG-CUB display important negative biases in all seasons (Figure 4) and their RMSEs are systematically higher than for REG-LIN (Figure 5). On Machine Learning methods, ANN and KRR clearly overcome SVM, which also presents important negative biases (Figure 4) and high RMSEs (Figure 5). When comparing the best methods of each of the three families, none of the six Analog methods, REG-LIN, ANN or KRR performs clearly better than the others. Nevertheless, Machine Learning methods, ANA-SYN-N and ANA-LOC-N present the higher correlations of monthly accumulated precipitation (Figure 6) both in

Figure 4. Relative bias (%) for PRCPTOT (upper row), R95p (middle row) and R01 (lower row) of precipitation by season. Methods coloured by families: RAW (grey), ANA-SYN-1, ANA-SYN-N and ANA-SYN-PDF (red), ANA-LOC-1, ANA-LOC-N and ANA-LOC-PDF (orange), REG-LIN, REG-EXP and REG-CUB (blue), ANN, SVM and KRR (green). Vertical scales have been limited for a good visualization of the ESD methods. A red asterisk indicates that values lie outside the plotted range. Same figure but for the whole range of values is included as Supporting Information (Figure S12).
the Atlantic region (where all methods achieve good correlations) and in the Mediterranean region (where most methods get poorer correlations). In summary, considering only the mean total precipitation, Analog methods, REG-LIN, ANN and KRR get the best accuracies, but if we also take into account monthly accumulated precipitation, ANA-SYN-N, ANA-LOC-N, ANN and KRR overcome the others.

2. R95p. Noticeable differences are observed between ANA-SYN-N, ANA-LOC-N and the other four Analog methods, presenting the first two an important underestimation (Figure 4), what is expected due to the averaging they perform. Among Regression methods, the three of them present a systematic negative bias (Figure 4) and high RMSE (Figure 5) slightly less marked for REG-EXP. And among Machine Learning methods, again the three of them display a systematic underestimation, slightly more marked for SVM (Figure 4), which also exhibits the highest RMSE (Figure 5). When comparing the best representatives of each of the three families (ANA-SYN-1, ANA-SYN-PDF, ANA-LOC-1 and ANA-LOC-PDF for Analog methods, REG-EXP for Regression methods and ANN and KRR for Machine Learning methods), it can be seen that Analog methods overcome Regression and Machine Learning methods, with smaller RMSEs in all seasons (Figure 5). And as it happened with the mean total precipitation, all 12 methods present certain underestimation in autumn (Figure 4). In summary, Analog methods (except for ANA-SYN-N and ANA-LOC-N) are the ones which best capture the intense precipitations described by the R95p index, followed by REG-EXP.

3. R01. All methods clearly improve results of not applying any downscaling (RAW), which leads to a generalized overestimation of the frequency of rainy days (Figure 4). Among Analog methods, there is a clear distinction between ANA-SYN-N and ANA-LOC-N with the rest. These two options present a clear overestimation (Figure 4), again expected by the averaging of analog days. The other four options present similar results, being ANA-SYN-1 and ANA-LOC-1 the ones with lower RMSEs (Figure 5). Among the Regression methods, all of them present a certain degree of overestimation (Figure 4), slighter for REG-EXP, the one with smaller RMSE (Figure 5). Machine Learning methods also display some overestimation, more marked for ANN and KRR (Figure 4). When comparing the best representatives of each family (ANA-SYN-1 and ANA-LOC-1 for Analog methods, REG-EXP for Regression methods and SVM for Machine Learning methods), Analog methods clearly overcome the other families, especially in spring and winter, with smaller biases (Figure 4) and lower RMSEs (Figure 5).
To sum up, REG-EXP, REG-CUB and SVM get higher errors than the other methods. As for intense precipitations, ANA-SYN-1, ANA-SYN-PDF, ANA-LOC-1 and ANA-LOC-PDF achieve lower errors than the other methods. Finally, as regards precipitation occurrence ANA-SYN-1, ANA-SYN-PDF, ANA-LOC-1 and ANA-LOC-PDF present lower errors than the other methods, followed by REG-EXP and SVM.

Results for precipitation align with the ones found at VALUE: Gutiérrez et al. (2019) and Hertig et al. (2019) showed how, in general, Analog methods captured fairly well the mean precipitation, wet-day frequency and heavy precipitations, whereas GLMs showed a tendency to overestimate the wet-day frequency and to underestimate heavy precipitations, which agrees with our findings. Baño-Medina et al. (2020) proved how Neural Networks can improve results from GLMs, which aligns with our results as well. On the other hand, our results appear to fall in certain contradictions with those found at San-Martín et al. (2017). The most remarkable differences are the generalized underestimation of the mean precipitation by their Analog method and a certain tendency to overestimate extreme events by their GLM. These conflicts might be partially explained by differences in ESD methods (and their particular implementations), predictors, periods and the observational grid.

5 | CONCLUDING REMARKS

The application of downscaling methods is particularly challenging in mainland Spain and the Balearic Islands due to its large regional spatio-temporal variabilities. In
In this article, we have evaluated and intercompared five statistical downscaling techniques under present conditions and with perfect predictors mainly focusing on marginal aspects of the distributions of maximum/minimum temperatures and daily precipitation by season. This analysis has been performed through a set of three indexes for each variable, aiming to summarize some relevant features useful for impact studies, and the following conclusions have been reached:

Both for maximum/minimum temperatures and for precipitation, the benefits of applying any type of downscaling are clear. All methods greatly improve results from raw reanalysis, which introduces great biases in the local scale due to its averaging of big areas.

Maximum/minimum temperatures are well captured by the five downscaling methods, being results for their mean values better than for the tails of the distributions. Minimum temperature’s results are generally worse than for maximum temperature, especially concerning the lower tail of the distributions. ANN, SVM and KRR usually overcome REG, emphasizing that predictors/predictand relationships have a non-linear component. Additionally, REG is also overcome by ANA, which suggests that those relationships are somehow dependent on the synoptic situation described by Ug, Vg, U500 and V500.

Precipitation is a much more complex variable, and the use of different approaches is very helpful and convenient. Among Analog methods, ANA-SYN-N and ANA-LOC-N present a very different behaviour compared to the other options. These two options achieve higher correlations for monthly accumulated precipitation but on the other hand, they fail in capturing heavy precipitation and number of wet/dry days. The addition of local analogy does not clearly improve the use of synoptic analogy exclusively, and none of the six options has proven to be clearly better than the simplest form, ANA-SYN-1. Among Regression methods, REG-LIN captures total precipitation more accurately than the other two options, while for intense precipitations and for the wet/dry classification it is overcome by REG-EXP. Machine Learning methods achieve higher correlations for monthly accumulated precipitation than the other families and, among them, ANN and KRR have displayed very similar results, generally more accurate than SVM, except for the wet/dry classification. When inter comparing all methods, there are options able to capture total precipitation satisfactorily inside each of the three families. On the other hand, for intense precipitations and the wet/dry classification there are four Analog options (ANA-SYN-1, ANA-SYN-PDF, ANA-LOC-1 and ANA-LOC-PDF) which achieve more accurate results than the other options and families.

Nevertheless, these conclusions might vary on Experiments 2 and 3. Analog methods require that synoptic analog situations can be found in the calibration period, which cannot be assured for future projections. And the other methods might perform differently under extrapolation, especially those highly nonlinear (REG-EXP, ANN, SVM and KRR). Thus, it is extremely important to evaluate the behaviour of all of them out of the calibration range and when applied to imperfect predictors. For these reasons, we consider it important to wait for Experiments 2 and 3, in order to select and to have a consensus on the methods to feed the Spanish PNACC-2. Finally, we strongly recommend users to check conclusions from those future works in case significantly different results are reached.
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