Reversing Image Signal Processors by Reverse Style Transferring

Furkan Künlü\(^1\)\(^*\), Barış Özcan\(^2\) and Furkan Kirac\(^3\)

Özyeğin University, İstanbul, Turkey
\(\{^1\ast\text{furkan.kinli}, ^3\text{furkan.kirac}\}@ozyegin.edu.tr
\(^2\text{baris.ozcan.10097}@ozu.edu.tr

Abstract. RAW image datasets are more suitable than the standard RGB image datasets for the ill-posed inverse problems in low-level vision, but not common in the literature. There are also a few studies to focus on mapping sRGB images to RAW format. Mapping from sRGB to RAW format could be a relevant domain for reverse style transferring since the task is an ill-posed reversing problem. In this study, we seek an answer to the question: Can the ISP operations be modeled as the style factor in an end-to-end learning pipeline? To investigate this idea, we propose a novel architecture, namely RST-ISP-Net, for learning to reverse the ISP operations with the help of adaptive feature normalization. We formulate this problem as a reverse style transferring and mostly follow the practice used in the prior work. We have participated in the AIM Reversed ISP challenge with our proposed architecture. Results indicate that the idea of modeling disruptive or modifying factors as style is still valid, but further improvements are required to be competitive in such a challenge.
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1 Introduction

Data-driven learning methods such as Convolutional Neural Networks (CNNs) achieved outstanding results in vision tasks such as object detection, image segmentation, or image classification. These methods require a huge amount of annotated images, which is increasingly available in recent years [4,14]. Most of these datasets consist of standard RGB (sRGB) images, which are in-camera Image Signal Processor (ISP) dependent. An sRGB image can be obtained by feeding the RAW data acquired by the camera sensors to the ISP pipeline that outputs an image tailored for human perception. However, RAW images are found to be better suited for ill-posed low-level vision tasks such as denoising, HDR, or super-resolution [2]. Unfortunately, there are very few RAW image datasets that are available, therefore deep learning-based methods were not fully utilized. The researchers often rely on synthetically-generated data for low-level vision tasks. However, deep learning-based denoising methods trained on
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such data outperform the hand-engineered methods in the recent datasets when tested on real raw images [1]. Unrealistic synthetic data used for training the deep learning models are argued to be the limitation behind better results.

To improve the synthetic RAW image quality, recent studies aim to estimate the RAW image from the sRGB data [1,17,24] when attacking low-level vision tasks. Reversing the ISP operations is an ill-posed inverse problem. In this context, we have approached this task as a reverse style transferring problem and focused on observing the limitations of our approach as an emerging idea. Therefore, we have participated in the AIM Reversed ISP challenge [3] to be able to compare with the other methods on a fair basis. This challenge aims to obtain a network design or a solution, which is capable of producing high-quality results with high fidelity with respect to the reference ground truth. Our method is one of the top novel solutions for the proposed problem of RAW image reconstruction, which is a novel inverse problem in low-level computer vision.

The following sections of this paper can be summarized as follows. Section 2 introduces the previous studies on both sRGB-to-RAW reconstruction and reverse style transferring. Section 3 presents our proposed methodology and the idea of modeling disruptive factors as style. Section 4 explains the datasets used in the scope of the challenge, the experimental details, and the results obtained by our solution and the other studies. Section 5 concludes the paper.

2 Related Works

2.1 Mapping from sRGB to RAW

Despite the fact that the RAW image datasets are more suitable than the standard RGB image datasets for the ill-posed inverse problems in low-level vision such as denoising, demosaicking, and super-resolution and the lack of these kinds of datasets, there are a few studies to focus on mapping sRGB images to RAW format in the literature. [1] proposes a generic camera ISP model, which replaces five fundamental ISP operations by approximating each of them by an invertible and differentiable function. Recent studies [17,24] are more focused on learning-based approaches where the ISP operations are learned by neural networks in an end-to-end manner. [24] employs the cycle consistency idea to learn two-way translations (i.e., RAW-to-RGB and RGB-to-RAW) for the input images. [23] proposes the ISP architecture that mimics the camera ISP model by learning a single invertible neural network for two-way translations. Recently, [2] presents a hybrid approach, which addresses the issues that the previous approaches face. It is based on [1], yet builds a more flexible and interpretable ISP pipeline by combining model-based and learning-based approaches. In this study, rather than seeking the best approach for the ISP in the AIM Reversed ISP challenge, we mostly seek an answer to the question of whether the most simple version of modeling the style can model the ISP operations as the style factor in an end-to-end learning pipeline is possible or not. Moreover, there is another AIM challenge that focuses on learned smartphone ISP on mobile GPUs.
by using deep learning strategies, and the solutions for this topic can be found in the challenge report [8].

2.2 Reverse Style Transferring

Style Transfer [5,6,7] is a common term in deep learning literature, which is a many-to-many translation approach where a reference image can be translated into a target image without losing the main context, but by transferring its style information. From a different perspective, reverse style transfer is described in [12] as a many-to-one translation approach for eliminating undesired style information from the input. Any number of transformations applied to an image can be swept away by adaptively normalizing throughout the encoding part of the network, and the output with the pure style can be generated by the decoder in an end-to-end learning pipeline. Recently, [11] introduces the patch-wise contrastive learning-based approach for reverse style transferring in the filter removal task, and investigates the importance of distilling the semantic and style similarities among the signals (i.e., patches). The main motivation of this study is to apply this strategy in a more primitive form to another reverse problem (i.e., reversed ISP) in order to prove the idea of modeling disruptive or modifying factors as the style.

3 Proposed Methodology

We define the problem of reconstructing RAW images from sRGB input images as a reverse style transfer problem. Assuming the RAW format is the original version, any visual change related to the image signal processors (ISP) operations can be considered as an additional style factor injected into the original version. Following the idea in [12], we can model the effects brought by the ISP’s operations as the style factor, and remove these injected changes by directly reverting them back to their original style (i.e., RAW versions for this task). To achieve this, we propose a novel architecture, namely RST-ISP-Net, for learning to reverse the ISP operations with the help of adaptive feature normalization for transferring the style information. Figure 1 demonstrates the overall architecture of our proposed strategy for this task.

A given image $\tilde{X} \in \mathbb{R}^{H \times W \times 3}$ including a style information of the ISP operations applied by arbitrary transformation functions $T(\cdot)$ is converted back to its original version $X \in \mathbb{R}^{H \times W \times 3}$. This refers to $X$ having the pure style and does not contain any additional style information injected. We formulate a style removal module $F(\cdot)$, which is responsible for reverting the function of $T(\cdot)$.

$$X = F(\tilde{X})$$

(1)

where $\tilde{X} = T(X)$ and $T(\cdot)$ is a general transformation function representing one or more transformations applied to $X$ during the ISP. Note that finding $T^{-1}(\cdot)$ is an ill-posed problem.
Our proposed architecture has an encoder-decoder structure, and employs adaptive feature normalization between all layers. Style extractor module $f_{fc}$ is consist of five consecutive fully-connected layers to map the feature representations extracted by the Gram matrix to the latent space. We have $N$ fully-connected head layers attached to $f_{fc}$, where $N$ is the number of layer levels used in the encoder. These heads adapt the affine parameters so that the adaptive feature normalization modules in each level take them as the input and normalize the feature maps accordingly. This part of the architecture is responsible for reversing the style, in other words, removing the injected style factor from the input feature maps. This part can be formulated as follows

$$y_i = h_i(f_{fc}(z_{\tilde{X}}))$$  \hspace{1cm} (2)

where $z_{\tilde{X}}$ represents the feature representation of the input image $\tilde{X}$, $h_i(\cdot)$ is $i^{th}$ fully-connected head of style extractor module and $y_i$ represents the predicted mean and variance vectors for the corresponding normalization layer. In this study, we follow the literature in reverse style transferring and use Adaptive Instance Normalization (AdaIN) as the normalization layer. We can formulate AdaIN as follows

$$\text{AdaIN}(x, y) = \sigma(y) \left( \frac{x - \mu(x)}{\sigma(x)} \right) + \mu(y)$$  \hspace{1cm} (3)

where $\mu$ stands for the mean and $\sigma$ for the variance of the content image $x$ and the style input $y$.

The encoder of RST-ISP-Net is composed of 5 residual blocks, and each of them has a specific AdaIN layer to normalize the feature maps in each level with
its corresponding affine parameters extracted by the previous module. Following [12], we include skip-connections between the residual blocks to be able to preserve the style information related to the pure style. Apart from the previous studies, we employ the Gram matrix for expressing the style information of the feature maps via feature correlations, instead of using a particular layer outputs of pre-trained neural networks (e.g., VGG16 [20]). The Gram matrix $G_l \in \mathbb{R}^{K \times K}$ for each layer level $l$ represents the inner product between the features mapped by the corresponding encoder layer $E_l$, and sends its output to the fully-connected head layer $H_l$. We assume that the output of the last encoder layer should include no external style information and all additional injected style information is discarded. At this point, we can feed the feature representations without external style information into the decoder part to generate the RAW output image. The decoder also contains 4 common-typed residual blocks with PixelShuffle [19] to interpolate the feature maps to the original resolution. Moreover, we apply discriminative regularization [13] by Wavelet-based discriminators [21] to our network to avoid the blurring effect on the outputs and to preserve the high-frequency details for RAW format.

The objective function for our proposed strategy is composed of three main components, which are MS-SSIM loss [22], TV loss [15], and adversarial loss for providing the discriminative regularization. We did not include the auxiliary classification loss used in [12] since the improvement rate in the performance is not significant with respect to the computational burden increased. The general formula of our adversarial training can be seen in Equation (4).

$$\mathcal{L} = \lambda_{SSIM} \mathcal{L}_{SSIM} + \lambda_{TV} \mathcal{L}_{TV} + \lambda_{adv} \mathcal{L}_{adv} + \lambda_{gp} \mathcal{L}_{gp}$$  (4)

where $\mathcal{L}_{gp}$ represents the gradient penalty applied on the discriminator whose weight $\lambda_{gp}$ is set to 10.

4 Experiments and Results

4.1 Datasets

In this study, we have used two datasets in our experiments, which are Samsung S7 DeepISP Dataset [18] and ETH Huawei P20 Dataset [9]. The first is a dataset of real-world images that contains different scenes captured by a Samsung S7 rear camera. To ensure to avoid camera movement, a special Android application is used during the collection of images. Although the whole dataset contains a total of 110 scenes were captured and split into 90, 10 and 10 for the training, validation, and test sets, respectively, and the images are in 12Mpx resolution, we have only used the set of training images given by the AIM Reversed

| Dataset | Input | Opt. | LR | Epochs | Batch size | Ensemble | Framework | # Params. (M) | Runtime (ms) | GPU |
|---------|-------|------|----|--------|------------|----------|------------|--------------|--------------|-----|
| S7      | (496,496,3) | Adam | 1e-4 | 101   | 8          | No       | PyTorch    | 86.3 Million | 5.45 on GPU  | RTX 2080Ti |
| P20     | (496,496,3) | Adam | 1e-4 | 101   | 8          | No       | PyTorch    | 86.3 Million | 5.54 on GPU  | RTX 2080Ti |

Table 1: Hyper-parameters used in our experiments.
ISP challenge. Next, we have used the samples from the Zurich RAW-to-RGB dataset (i.e., called ETH Huawei P20 Dataset in the original challenge repository), which is a large-scale dataset consisting of 20K photos collected by Huawei P20 smartphone with their RAW versions. The data was collected over several weeks in a variety of places and in various illumination and weather conditions. Similar to the first one, we have only used the set of certain images given by the AIM Reversed ISP challenge track.

4.2 Experimental Details

We have used the given input images without applying any pre-processing, thus the input size is 504 × 504 × 3 for S7 dataset and 496 × 496 × 3 for P20 dataset. We picked the Adam optimizer [10] for our experiments with the learning rate of 1e−4 for the generator and 4e−4 for the discriminator. We have trained our model until proper convergence on the generator loss (i.e., 101 epochs for S7 dataset, 52 epochs for P20 dataset). We did not use any extra data in addition to the given training data, and also did not employ any ensembling strategy for our solution. The main reason is to be able to observe the baseline performance of the aforementioned approach, and the main aim is to seek some clues for improving this idea. The architecture used in our solution has 86.3M parameters, mostly due to the style projectors for each residual block. We have trained our method from scratch for all components. We did not use any additional data in addition to the provided training data. Table 1 summarizes the hyper-parameters used in our experiments. During testing, we did not apply any preprocessing to the given test images. Following the evaluation methods given in AIM Reversed ISP challenge [3], we have measured the performance of our proposed architecture with two metrics (i.e., PSNR and SSIM). To visualize the RAW outputs, we have used the script given by the AIM Reversed ISP challenge organizers.

We have used Python language, and PyTorch DL framework [16] for DL modeling and training/testing. Our experiments have been done on 2× NVIDIA RTX 2080Ti GPUs. The batch size is set to 8. Downloading and preparing the dataset for training and validation took approximately 1 day, and completing the implementation by using the code of the baseline study took approximately 2-3 days. A single experiment for training has been completed in approximately 2 days. The testing process has been completed in only 1 minute for all instances of the dataset. Run-time at test per image has been measured as 5 ms. for both datasets. The source code will be given for the camera-ready submission.

4.3 Quantitative Results

Following the evaluation methods given in AIM Reversed ISP challenge [3], we have employed two common image similarity metrics in our experiments, which are namely Structural Similarity Index (SSIM) and Peak Signal-to-Noise Ratio (PSNR). Table 2 summarizes the performances of our proposed architecture
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Table 2: AIM Reversed ISP Challenge Benchmark [3]. Teams are ranked based on their performance on Test2, an internal test set to evaluate the generalization capabilities and robustness of the proposed solutions. Test1 is a public test set provided to the participants as performance guidance. We report the standard metrics PSNR and SSIM. ED indicates the use of extra datasets besides the provided challenge datasets, ENS stands for if the solution is an ensemble of multiple models.

| Team name | ED | ENS | Track 1 (Samsung S6) | Track 2 (Huawei P20) |
|-----------|----|-----|---------------------|---------------------|
|           |    |     | Test1 | Test2 | Test1 | Test2 |
| NOAHTCV   | ✓  | ✓   | 31.86 | 0.83 | 32.69 | 0.88 | 38.38 | 0.93 | 35.77 | 0.92 |
| MiAlgo    | ✓  | ✓   | 31.39 | 0.82 | 30.73 | 0.80 | 40.06 | 0.93 | 35.41 | 0.91 |
| CASALCVG  | ✓  | ✓   | 30.19 | 0.81 | 31.47 | 0.86 | 37.58 | 0.93 | 33.90 | 0.92 |
| HIT-III   |   | ✓   | 29.12 | 0.80 | 29.98 | 0.87 | 36.53 | 0.91 | 34.07 | 0.90 |
| CS2U      | ✓  | ✓   | 29.13 | 0.79 | 29.95 | 0.84 | -     | -     | -     |
| SenseBrains | ✓ | ✓ | 28.36 | 0.80 | 30.08 | 0.86 | 35.47 | 0.92 | 32.63 | 0.91 |
| PixelJump |   | ✓   | 28.15 | 0.80 | n/a   | 0.86 | 36.57 | 0.93 | 32.63 | 0.91 |
| HiImage   |   | ✓   | 27.96 | 0.79 | n/a   | 0.86 | 34.40 | 0.93 | 32.13 | 0.90 |
| 0noise    |   | ✓   | 27.67 | 0.79 | 28.83 | 0.83 | 32.72 | 0.87 | 30.69 | 0.86 |
| OzU VGL (Ours) | ✓ | ✓ | 27.89 | 0.79 | n/a   | 0.86 | 32.72 | 0.87 | 30.69 | 0.86 |
| CVIP      |   | ✓   | 27.85 | 0.80 | 29.50 | 0.86 | -     | -     | -     |

and the other compared methods participating in the challenge. Although our results are not competitive in the rankings, we believe that investigating the idea of modeling the disruptive or modifying factors as the style factor [1] is an important and open-to-improvement approach. Thanks to the AIM Reversed ISP challenge [3], we have had a chance to try our idea for this problem, which actually works seamlessly for the other domains, and to see what may be missing in our approach or which part of this idea could be improved. Note that we did not use any ensembling technique to boost the performance or any extra data in our experiments.

4.4 Qualitative Comparison

Figure 2 presents the qualitative results of the participants on the Samsung S7 dataset. Our proposed solution does not have superior performance on the task of reversing the ISP operations. However, our main goal in this study is to investigate how performing the idea of modeling the ISP operations as the style factor without using any ensembling strategy or extra data. In the previous studies [12][11], the idea of modeling any disruptive or modifying factor as the style factor works well without requiring handling the details. According to our observation, removing the effects of the ISP operations by adaptive feature normalization leads to losing the high-frequency details in the output. This significantly reduces the overall performance of our strategy for this task. At this point, we have tried to employ Wavelet-based discriminators for our adversarial training, yet it still gives out the performance. Moreover, following the previous
Fig. 2: Qualitative results on Samsung S7 dataset, submitted by the participants.

As shown in Figure 2, similar problems on ETH Huawei P20 dataset come to the forefront. The finding that can be significant for our future studies is that the output is more likely to be the strongly-blurred version of the ground-truth RAW image. Although the style injected into the RAW image (i.e., the effect of multiple non-linear operations applied to the RAW image) is more or less successfully modeled and removed to translate the sRGB image to its RAW version, the blurring effect mostly leads to losing the high-frequency details in the output, so the decrease in the performance for challenge benchmark. This
effect is far stronger than the one that we face for the Track S7. We think that the alignment issue among the pairs for this dataset and not using any specialized module that resolves this issue may lead to amplifying the problem in our strategy. Another reason for the amplification of this issue could be to use an adversarial training strategy since the real and fake images suffer from being the exactly same for the discriminator and it does not help the training at all, even making it worse.

5 Conclusion

In this study, we investigate the performance of the approach of modeling the ISP operations as the style factor. We have followed the previous strategies to model
the disruptive or modifying factors (i.e., multiple non-linear transformations applied during the ISP). Experiments on Samsung S7 and ETH Huawei P20 datasets show that this approach requires to be improved to be more competitive among the recent studies presented in the AIM Reversed ISP challenge. In spite of the lack of performance in this task, compared to the recent methods in this challenge, the results indicate that the idea of modeling the disruptive factors as the style factor is still promising. Also, this challenge gives us a chance to see the weaknesses of our approach and encourages us to re-think this idea. The main limitation of our approach is the higher number of parameters composing the architecture to learn the style factor, and this can be reduced by using different feature distribution representations for the style factor. We will re-consider the usage of discriminative regularization for such tasks. For future work, we will re-design the whole architecture, the way of expressing the style information, and the objective function used and continue to investigate the style factor in reconstruction tasks.
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