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Abstract

Bus bunching is a natural-occurring phenomenon that undermines the efficiency and stability of the public transportation system. The mainstream solutions control the bus to intentionally stay longer at certain stations. Existing control methods include conventional methods that provide a formula to calculate the control time and reinforcement learning (RL) methods that determine the control policy through repeated interactions with the system. In this paper, we propose an integrated proximal policy optimization model with dual-headway (IPPO-DH). IPPO-DH integrates the conventional headway control with reinforcement learning, so that it acquires the advantages of both algorithms — it is more efficient in normal environments and more stable in harsh ones. To demonstrate such an advantage, we design a bus simulation environment and compare IPPO-DH with RL and several conventional methods. The results show that the proposed model maintains the application value of the conventional method by avoiding the instability of the RL method in certain environments, and improves the efficiency compared with the conventional control, shedding new light on real-world bus transit system optimization.
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1 Introduction

Public bus transportation is a core component of a city’s comprehensive transportation system. It also plays a pivotal role in achieving carbon neutrality, supporting the sustainable development of future cities. With the increasing number of vehicles on the road in recent decades, the bus system has become increasingly fragile, hindering the adoption of buses in cities. During my daily commutes between school and home, I sometimes encounter a rather irritating phenomenon - waiting at the bus stop for 10 minutes, three times the usual bus interval, and then seeing two or three buses come into the station together. Bus bunching, as the phenomenon is called, is where two or more buses arrive at the same stop at the same time. It is one of the problems that heavily diminishes the transit efficiency of the system. The causation of bus bunching includes not only the driving behavior of bus drivers but also the traffic lights and congestion in the route. Bus bunching occurs naturally in an uncontrolled bus system, even in small cities with light traffic. Once the natural disturbance of the system causes the late arrival of buses, there will be more passengers waiting at the bus stop. Consequently, we can expect that the bus needs more time to load the passengers, which further delayed the running of the bus system. This creates a positive feedback loop that will eventually cause several buses in an uncontrolled system to bunch and travel together after a period (Figure 1).

Figure 1: Illustration of bus bunching. (a) Buses operate with even headways of roughly 5 minutes. (b) Two buses bunch together, causing uneven headways in the system.

Generally, bus bunching has two major negative impacts on the transit system.
• Passengers will be waiting for a longer period of time and spend more additional time to reach their destinations owing to the longer holding time of the bus at stops, which would accelerate the transfer of passengers from public transportation to driving or taxi.

• Bus bunching disrupts the normal distribution of passengers waiting at the bus stops, which further lowers the transit efficiency of the bus systems and indirectly leads to more energy consumption and exhaust pollution per capita.

Overall, bus bunching undermines the efficiency of public transportation systems and lowers the citizen’s satisfaction, posting a significant challenge for large-scale cities with transit demand on the rise. As the information age arrives, algorithm-based intelligent transportation systems (ITS) are gradually becoming new tools to solve those problems in big cities. The mainstream method of control requires that the target buses hold at selected bus stops even after all of the passengers have been onboard, in order to recover the initial distance between two buses. This solution explores the trade-off between temporarily stopping the bus and the occurrence of bus bunching. In this context, most solutions need to answer two questions: (i) Which bus needs to be controlled? (ii) How much additional time should each bus hold at each stop? The optimization target always is the stability of the running of buses, represented by the variance of distances between neighboring buses. In light of this, several researchers proposed different algorithms to eliminate bus bunching with a suitable control period at certain stops.

Conventional methods proposed by transportation experts include schedule-based algorithms [7, 1, 22], single-headway control algorithms [9, 25, 5] and dual-headway control algorithms [10], all of which calculate the holding time with static formulas. Those conventional methods are usually stable in a wide range of environments with different passenger arrival densities, but there is still space for higher efficiency. With the advance in machine learning methods, bus bunching can be dealt with reinforcement learning (RL) algorithms. On this track, Chen et al. [8] and Alesiani et al. [3] adopt a MARL framework; Wang et al. [23] proposed a reward function to promote headway equalization. These model-free networks push the efficiency of the system to its upper limit and successfully eliminate the bus bunching problem. Nevertheless, a big concern with RL methods is their instability. An unexpected large disturbance might drive the system outside the familiar normal training range and break the system’s balance, leading to disrupted transit systems. This inability also keeps RL-based algorithms outside real-world applications, since stability is a major safety concern for systems operating in real life.

In this paper, we make three further contributions relative to the state-of-the-art in the field:

1. We analyze the existing methods under extensive simulations and discuss the situations they each perform well in.
2. Building on the limitations of the existing algorithms, we propose an integrated method IPPO-DH that gathers the advantage of both the existing RL and non-RL control;
3. We compare the IPPO-DH with the existing methods under different simulation environments to confirm its value at increasing the efficiency without sacrificing the ability to stabilize the system under all settings.

The rest of this paper is structured as follows: In section 2, we review the existing method of control. Section 3 introduces the new methodology proposed in this paper. Section 4 presents the experiments and result analysis on the new method and compares it with existing ones. Section 5 summarizes this work.

2 Related Work

Several holding control algorithms exist to deal with the bus bunching problem. For traditional, non-RL, methods, Zhao et al. [26] provided an optimal slack time for pre-determined schedule control that minimizes the passenger waiting time at the station. Xuan et al. [25] proposed a virtual schedule method that further explores the static control domain and increases the efficiency of the schedule-based method. Other than static control methods, Daganzo [9, 10] introduced a dynamic control method that determines control time with forward headway, and is followed by another method that controls the bus by both the forward and the backward headway.

With the advance in machine learning theory and technology, reinforcement learning can play a key role in solving this problem. Several multi-agent reinforcement learning models were established in recent years. Wang et al. [23] proposed a multi-agent deep reinforcement learning method that outperforms the traditional methods. They proposed a multi-agent PPO with a joint action tracker framework to address the problem. Foerster et al. [13] proposed a multi-agent actor-critic algorithm with a counterfactual baseline for better credit assignment with a discrete action space. Sun et al. [24] proposed a credit assignment framework for asynchronous control that better characterized the marginal contribution of other agents during the policy training process.

However, the conventional control methods are usually skilled in the stability in solving bus bunching problems, while the RL-based methods are able to achieve better performance with weak stability. To this end, in this paper, we
couple a modified multi-agent PPO reinforcement learning with the dual-headway control method into one framework, such that the framework could balance the efficiency and stability of bus control in complex environments.

2.1 Headway-based control

Dual-headway approach was proposed by Daganzo in 2011 [10], marking the best conventional (non-RL) solutions to the problem. This dynamic control method sets the control time according to the forward headway and backward headway of the bus. The real-time speed of each bus is given by

\[ \nu_n = \pi + C_n(h, S), \quad n \in \{1, 2, \ldots, N\}, \]

where \( h \) is the headway vector, \( h \in \mathbb{R}^N \), \( S \) is the standard headway of the system in equilibrium. \( \pi \) is the ideal maximum speed of the bus with no external disturbance. Both \( S \in \mathbb{R} \) and \( \pi \in \mathbb{R} \) are constants. \( C_n(h, S) \) is further expanded into

\[ C_n(h, S) = \frac{[\lambda b\pi(h_n^- - S) + \alpha(h_n^- - h_n^+) - \delta]}{(1 - \lambda b h_n^-)}, \quad n \in \{1, 2, \ldots, N\}, \]

where \( \lambda \in \mathbb{R} \) captures the arrival rate of passengers (pax) with unit \( \text{pax}/(\text{km} \cdot \text{h}) \), \( b \in \mathbb{R} \) is the time bus meet a passenger, unit \( \text{h}/\text{pax} \). \( h_n^- \) denotes the forward headway and \( h_n^+ \) denotes the backward headway of the \( n^{th} \) bus, \( h_n^-, h_n^+ \in \mathbb{R} \). \( \alpha, \delta \in \mathbb{R} \) are free constants.

This method is bringing more challenges to implement on an operational level due to the need for both headway information, but, in turn, yields better efficiency compared to static control.

In Equation 1, in order to maximize the velocity \( \nu_n \), we need to max out \( C_n(s, S) \), which is a minimization task for constant \( \delta \). The calculation given in the paper [10] derived the minimum \( \delta \) to be \( \delta^* \approx 5.0r(\lambda b \pi)^{0.5} \), when \( \alpha^* \approx 0.63\lambda b \pi \).

Following Berrebi et al. [6], we transform the continuous holding method into equivalent control time at stations as:

\[ a_n = (\alpha + \beta)(S - h_n^-) - \alpha(S - h_n^+), \quad n \in \{1, 2, \ldots, N\}, \]

where \( \alpha \) is a constant between 0 and 1, and can be seen as the weighting term between forward and backward headway control. \( \beta \) denotes the delay of a bus resulting from a unit headway increase, determined by the system.

2.2 Reinforcement Learning Method

The Multi-agent PPO Reinforcement Learning actor-critic framework is based on the traditional actor-critic framework proposed by Sutton et al. [21]. Specifically, the decision-making of each agent in the environment is based on local information. In particular, the agent uses the forward and backward headway to determine the holding time through its "actor" component (usually a neural network) and receives a reward given by the environment. The "critic" component is responsible for estimating the state value given global information (i.e. the system headways and the other agents’ actions). The state value estimation is then used by the actor to update its policy. Wang et al. [23] point out that limiting actors to local information can be beneficial in avoiding extra approximation during real-world application.

2.3 Weakness of Existing Work

Using the information collected from the simulation described in section 4, we analyze and compare the comparative advantage and limitations of each method. The conventional method is more reliable in all different environments compared to the RL method. The lower failure rate makes it preferable for real-world solutions. On the other hand, by adopting the RL method of control, even though the overall system efficiency would be largely improved, the instability of the system under control would increase, leading to more risk in real-world applications. To create a solution that contains the stability of the conventional method and the high performance of the RL method, we integrated the two methods together.

Via comprehensive experiments in our simulation environment, we confirm that a normal RL method would not work in extreme situations of high passenger arrival. To tackle this issue, we couple the dual-headway formula control method with RL, to enhance the reliability of a simple RL algorithm in the face of complex situations. Specifically, we train an RL network to update the decision of the dual-headway method with a delta amount to promote the performance of the algorithm in cases of low or moderate passenger arrival rate. In this way, both advantages, the stability of the conventional method and the efficiency of the RL model, can be integrated together.

3 Methodology

Following the idea of combining two methods, we propose the Integrated PPO Model with Dual-headway (IPPO-DH).

The method is a combination of reinforcement learning (RL) with conventional dual-headway control. The system entities include the environment and the agent, which consists of a value network (critic) and a policy network (actor)
Figure 2: Framework of the IPPO-DH model. (a) Run the simulation to collect trajectories. (b) Process data and train model.

(Figure 2). We assume that all buses in the system are homogeneous, so they shared one set of parameters. Figure 2 describes the flow of information in the system. \( O_t \) denotes the global information, \( o_t \) denotes local information, \( a_t \) is the action performed by the agent, and \( r_t \) is the reward. In the RL module, the environment passes on global information \( (O_t) \) to the critic and local information \( (o_t) \) to the actor. The actor performs an action \( (a_t) \), and the environment reacts by calculating a reward \( (r_t) \).

Apart from the normal actor-critic method, one critical issue for the bus environment is the asynchronous control timing among agents. Therefore, instead of adopting online training, we use the off-policy version of actor-critic by setting up a replay data buffer to store the state, action, reward, and time information.

\[ \phi, \theta \] denotes the parameters of the value and policy networks. \( \phi_{old}, \theta_{old} \) are copies of the network parameters \( (\phi, \theta) \) and are updated after each epoch.

The basic components of our RL framework are designed as follows:

- **State:**
  - **Policy (Actor) State:** \( S_{actor} = [h_t^-, h_t^+] \), a \( R^2 \) vector contains the local observation of the agent: \( h_t^- \) denotes the forward headway and \( h_t^+ \) denotes the backward headway.
  - **Value (Critic) State:** \( S_{critic} = (H_t, \nu_t) \). \( H_t = [h_1 h_2 \cdots h_N] \) is the headway vector between all buses, \( H_t \in R^N \). The \( n^{th} \) component always represents the headway between the \( (n-1)^{th} \) and the \( n^{th} \) buses ahead of the agent. \( \nu_t = [\nu_1 \nu_2 \cdots \nu_N] \) is the responsibility vector, \( \nu_t \in R^N \). The \( i^{th} \) component \( \nu_i \) represents the relative holding percentage of the \( i^{th} \) bus ahead of the agent during the holding action of the agent itself. The intuition is, that the value of a state is not only dependent on the headway of the system but also on the action others are taking. When training with the responsibility vector added, the value estimation takes the effect of simultaneous action within the system into account, thus promoting bus-to-bus cooperation in making more accurate action decisions during the training process.

- **Action:**
  To combine the advantage of both the conventional and RL control method, we redesign the integrated action to be
  \[ a_t = \text{clip}(C + \Delta a \cdot H_{max}, 0, H_{max}). \] (4)

The output of the policy network is a strength parameter \( \Delta a \in [-1, 1] \). \( C \) is the conventional holding time provided by the dual-headway method given by Equation 3, \( C \in R \). \( H_{max} \in R \) is a constant which is manually set to denote the maximum holding time for a bus at a certain bus stop. The intuition is to ask the RL network to revise the output of the conventional method in a more stable environment (less passenger arrival) to increase system efficiency while keeping the stability of the environment under severe circumstances with large passenger arrival.

- **Reward:** The agent’s performance can be assessed in two aspects: Headway equalization and holding time. Hence, we follow the two-term reward function proposed by Wang et al. [23]. This reward function (Equation 5)
is designed to avoid the task of crediting rewards among different agents since it depends only on the local state the single agent is in.

\[ r_t = \omega_1 \cdot \exp(-|h_t^- - h_t^+|) + \omega_2 \cdot \exp(-a_t). \] (5)

\( a_t \in \mathbb{R} \) denotes the action holding time at time \( t \), given by Equation 4. The first term represents the degree of headway equalization, while the second term encourages less holding time. It would be the bus’s task to maximize the reward and balance a trade-off between intervening the environment less and keeping it stable. \( \omega_1 \) and \( \omega_2 \) are strength hyperparameters that are set manually, \( \omega_1 \in \mathbb{R}, \omega_2 \in \mathbb{R} \).

After each epoch of simulation, we then perform the off-policy update on both value and policy networks. We first transform the reward and value estimation sequences \( \{r_t, V_t\} \) into Return sequence \( \{\hat{R}_t\} \) and advantage sequence \( \{A_t\} \) according to generalized advantage estimation (GAE) [18], and then use the \( \{\hat{R}_t\} \) for value network training and \( \{A_t\} \) for policy network training.

**Lowering Training Bias by using PPO on policy training:**

Since our data is collected with the old policy and value estimation (off-policy), we keep introducing more bias as we train the network off-policy using batch data (i.e. \( \theta \leftarrow \theta + \alpha \cdot \nabla_\theta J(\theta) \)). This is because when the difference between the old and new policy \( (\pi_\theta) \) increases, so does the inaccuracy of value estimation. The bias usually causes the training process to be less stable. To solve this, we use proximal policy optimization (PPO) proposed by Schulman et al. [17]. PPO sets a restriction for the induced bias by restricting the policy change in a single training episode. The objective function of PPO is

\[ J_{PPO}(\theta) = E_{a \sim \pi_{\text{old}}} \left[ \min \left( \delta(\theta) \hat{A}, \text{clip} (\delta(\theta), 1-\epsilon, 1+\epsilon) \hat{A} \right) \right]. \] (6)

More specifically, we replace the usual gradient descend objective functions with a clip variable in Equation 6. \( \hat{A} \in \mathbb{R} \) denotes the advantage function of action in a state, and \( \theta \) represents the parameters of the policy network. For a good action (\( \hat{A} > 0 \)), the policy \( (\pi_\theta) \) is updated only when the ratio of probability between the old policy network and post-training policy \( (\delta(\theta) = \frac{\pi_\theta(a_t|s_t)}{\pi_{\text{old}}(a_t|s_t)} \in \mathbb{R}) \) is smaller than \( 1+\epsilon \). For bad actions (\( \hat{A} < 0 \)), the policy is updated when the ratio(\( \delta(\theta) \)) is larger than \( 1-\epsilon \). The hyperparameter \( \epsilon \) controls the degree of changes the policy is able to have during one training epoch, which regulates the speed and enhances the robustness of the training process.

For our policy network, its function is to obtain cumulative reward as much as possible under the advantage estimation \( \hat{A} \) given by the value network. Thus, the less function to minimize is designed to be:

\[ L_{\text{policy}}(\theta) = -\sum_{t=0}^{T} \min \left( \delta_t(a_t; \theta) \cdot \hat{A}^{\text{GAE}}(\gamma, \tau), \text{clip} (\delta_t(a_t; \theta), 1-\epsilon, 1+\epsilon) \cdot \hat{A}^{\text{GAE}}(\gamma, \tau) \right), \] (7)

where the advantage \( \hat{A}^{\text{GAE}}(\gamma, \tau) \) is given by generalized advantage estimate (GAE) [18],

\[ \hat{A}^{\text{GAE}}(\gamma, \tau) = \sum_{l=0}^{\infty} (\gamma \tau)^l \cdot \left( r_t + \gamma \hat{V}_{t+l+1} - \hat{V}_{t+l} \right). \] (8)

\( \delta_t(a_t; \theta) \) in Equation 7 denotes the ratio of change between the old and new policy, \( \delta(\theta) = \frac{\pi_\theta(a_t|s_t)}{\pi_{\text{old}}(a_t|s_t)} \), \( \theta \) denotes the parameters of the value network, and \( \epsilon \) denotes the clip hyperparameter described in PPO.

As the state value is constant regardless of the policy, we can directly train the value network by constructing a data set with the simulation trajectory: \( \{s_t, \hat{R}^{\text{GAE}}(\gamma, \tau)_t\} \), and train the network with supervised regression:

\[ L_{\text{value}}(\phi) = \frac{1}{2} \sum_{t=0}^{T} \left\| \hat{V}^{\phi, \pi}_t - \hat{R}^{\text{GAE}}(\gamma, \tau)_t \right\|^2, \] (9)

where \( \phi \) denotes the value network parameters, and

\[ \hat{R}^{\text{GAE}}(\gamma, \tau)_t = \hat{A}^{\text{GAE}}(\gamma, \tau)_t + \hat{V}^{\phi, \pi}_t. \] (10)

4 Experiment and Evaluation

4.1 Environment Setting

We set up the simulation environment as follows: A total of \( N = 16 \) buses operate on a two-way route back and forth. The buses operate at a constant speed \( v_i \in \mathbb{R} \) on each segment, \( v_i \) follows a normal distribution \( v_i \sim N(27, 4.5^2) \) for
each segment (with a mean of 27 km/h and a standard deviation of 4.5 km/h) to simulate the uncertainty encountered between bus stations. The route is \( L = 9.21 \) km in length, consisting of \( M = 17 \) bus stops and 9 intersections distribute unevenly. This design corresponds geographically to a real-world bus running route in a big city.

Passengers are spawned randomly according to a Poisson distribution at each stop. The Poisson parameter \( \lambda \) denotes the average arrival rate of the passengers for each stop with unit pax/minute. We design seven simulation environments with different passenger arrival distributions by controlling the mean and standard deviation of the Poisson distributions of all stations. The resulting distributions are shown in Figure 3. In particular, we define \( \Lambda = [\lambda_1, \lambda_2, \cdots, \lambda_M] \), and randomly set \( \Lambda \) with the restrain of \( \text{mean}(\Lambda) = \text{std}(\Lambda) \). We let \( \xi = \text{mean}(\Lambda) = \text{std}(\Lambda) \) representing the passenger density. A larger \( \xi \) denotes a less stable environment, making it relatively harder for algorithms to avoid bus bunching. The time of boarding and alighting a bus is set to \( t_b = 3 \) s/pax and \( t_a = 1.8 \) s/pax. Moreover, Table 1 shows the hyperparameters we used in the simulation.

\[
\lambda \text{ Distributions}
\]

![Figure 3: The distribution of Poisson parameter \( \lambda \) under different environments.](image)

\[
\begin{array}{|c|c|}
\hline
\text{Parameter} & \text{Value} \\
\hline
H_{\text{max}} & 180 \\
\omega_1 & 0.6 \\
\omega_2 & 1.0 \\
\gamma & 0.8 \\
\tau & 0.95 \\
\epsilon & 0.5 \\
\hline
\end{array}
\]

\( H_{\text{max}} \) has unit second.

### 4.2 Key Metrics

To compare the performance of the integrated method (IPPO-DH), we use the Dual-headway method and the pure RL method as baseline models. The primary goal of optimizing the transportation system is to increase passenger satisfaction. Thus, we choose the passenger waiting time and passenger travel time to be the key metrics that determine the model’s performance. Passenger waiting time and passenger travel time are the only passenger-related variable that affects passenger experience directly. To further consider the feasibility of each method in practice, we also calculate the variance of the metrics throughout the simulation. Overall, the goal is to lower both the mean (efficiency) and variance (stability) of passenger waiting time and passenger travel time.
4.3 Result and Analysis

We test each of the proposed and baseline models during a 24-hour simulation and gather the consecutive locations of each bus at all time steps as well as the key metrics (e.g., passenger waiting time, passenger travel time) of every passenger after they finish their trips. In addition, we also gathered the suggested additional holding time for all control actions. We then calculated the mean and variance of the three variables and repeated the process in seven different environments described in Figure 3.

We will now analyze the two baseline methods (dual-headway control and RL control) in two representative environments, a stable one with $\xi = 0.02$ and a harsh one with $\xi = 0.04$. Then, we will compare our IPPO-DH method against both baseline methods in all seven environments regarding the key metrics.

4.3.1 Headway-based Control

Running the dual-headway method in the simulation, we find that its performance is very stable among all simulations (Figure 4). This is due to the constant restoring force acting on the system regardless of the external environment and current situation. Overall, this algorithm can operate in a larger range of environments. In a harsh environment with a high and uneven passenger arrival rate across stations, bus bunching can still be avoided with a slightly higher control time determined by Equation 4. Both these attributes are very valuable in terms of real-world application.

4.3.2 Reinforcement Learning Method

For the pure RL method, we trained a basic multi-agent PPO actor-critic framework within an environment with a lower-than-normal passenger arrival rate. When we set the arrival rate of passengers to normal ($\xi = 0.02$, Figure 5 a), the model showcases an outstanding performance with respect to the stated metrics. However, when the environment was made more challenging ($\xi = 0.04$, Figure 5 b), we notice that the model’s performance become more unstable. It became unstable in the middle of the simulation process, and lead to severe bus bunching. We suspect it to be an unexpected surge of passenger arrival at a certain station that breaks the balance. Despite the lack of transferability of an RL model between environments, its performance is still excellent when the environment is in a normal range.

4.3.3 Integrated PPO Model with Dual-headway baseline (IPPO-DH)

Figure 6 supports our analysis of the value and limitations of different algorithms in the above two subsections. The pure RL algorithm is performing outstandingly well (with the lowest mean and variance of the passenger waiting time) in stable environments ($\xi \leq 0.03$), but in tougher environments ($\xi > 0.03$), the RL network’s controlling ability is not enough to stabilize the system. Intuitively, this is because the RL network is specialized in performing accurate actions in small ranges and lacks transferability. From this result, we can infer the reason why governments are hesitating in adopting RL strategies for city bus systems. In the real world, the passenger arrival rate is constantly varying throughout the day, forming a stable environment ($\xi \leq 0.03$) most of the time but possibly creating unstable ones ($\xi > 0.03$) between morning and afternoon rush hours. It is more beneficial to keep the system stable all the time by adopting the conventional method, compared with receiving more efficiency while increasing the risk of paralyzing the system during rush hours when changing to the RL method.

![Figure 4: The space-time diagram of the buses under Dual-headway control. (a) Simulation result in a stable environment ($\xi = 0.02$). (b) Simulation result in a harsh environment ($\xi = 0.04$).](image)

![Figure 4: The space-time diagram of the buses under Dual-headway control. (a) Simulation result in a stable environment ($\xi = 0.02$). (b) Simulation result in a harsh environment ($\xi = 0.04$).](image)
Figure 5: The space-time diagram of the buses under RL control. (a) Simulation result in a stable environment ($\xi = 0.02$). (b) Simulation result in a harsh environment ($\xi = 0.04$).

Figure 6: Passenger waiting time under different control methods and environments. Passenger Density is represented by $\xi$ and passenger waiting time is in seconds. (a) Mean of passenger waiting time. (b) The standard deviation of passenger waiting time.

The proposed IPPO-DH method reduces the mean and variance of passenger waiting time compared with the dual-headway method and is only slightly higher compared with the RL method in stable environments. In less stable environments where the RL method fails at the control task, our method still performs with high effectiveness and preserves an efficiency comparable to conventional methods that are in use. Overall, the proposed method successfully combines the advantages of two baseline methods, creating more efficiency than the conventional method of control and a wider working range than the RL method of control.

We get a similar result on the passenger travel time (Figure 7). IPPO-DH performs the task better than dual-headway control under all circumstances and greatly improves the result of RL control in harsh environments with only a slight increase in passenger travel time in stable environments. Interestingly, when we gather the data of holding control (Figure 8), we get a counter-intuitive result. Even though the mean of holding action is smaller compared to the dual-headway control method as we expected, the variance of the holding actions turns larger than both baselines in all environments. One explanation is that the delta-overlay performed by the policy network in the IPPO-DH method is reacting more sensitively to the changes in the environment to perform better in both stable and harsh environments. This causes the holding action to vary more during simulation.
Figure 7: Passenger travel time under different control methods and environments. Passenger Density is represented by $\xi$ and passenger travel time is in seconds. (a) Mean of passenger travel time. (b) The standard deviation of passenger travel time.

Figure 8: Length of holding action under different control methods and environments. Passenger Density is represented by $\xi$ and holding action is in seconds. (a) Mean of holding action. (b) The standard deviation of holding action.
5 Discussion

In this paper, to tackle the bus bunching problem, we developed a method of control to improve the efficiency and stability of existing dynamic control algorithms. More specifically, we propose an integrated control method by modifying the Dual-headway conventional control method with an RL network overlay. By experimenting with the new method in multiple simulation environments, we are confident that our methodology increases the efficiency of the bus system in common environments while maintaining effectiveness in harsh circumstances. The reduced passenger waiting and travel time along with the robustness under all circumstances brings huge application value to this new solution. For future work, one part is to keep updating the new method to achieve an even higher result in a common environment. Another part is to seek real-world applications to test the algorithm’s performance in real-life settings.
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