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ABSTRACT

Automatic Target Recognition (ATR) is a category of computer vision algorithms which attempts to recognize targets on data obtained from different sensors. ATR algorithms are extensively used in real-world scenarios such as military and surveillance applications. Existing ATR algorithms are developed for traditional closed-set methods where training and testing have the same class distribution. Thus, these algorithms have not been robust to unknown classes not seen during the training phase, limiting their utility in real-world applications. To this end, we propose an Open-set Automatic Target Recognition framework where we enable open-set recognition capability for ATR algorithms. In addition, we introduce a plugin Category-aware Binary Classifier (CBC) module to effectively tackle unknown classes seen during inference. The proposed CBC module can be easily integrated with any existing ATR algorithms and can be trained in an end-to-end manner. Experimental results show that the proposed approach outperforms many open-set methods on the DSIAC and CIFAR-10 datasets. To the best of our knowledge, this is the first work to address the open-set classification problem for ATR algorithms. Source code is available at: https://github.com/bardisafa/Open-set-ATR.

Index Terms— Open-set Recognition, Automatic Target Recognition, Deep Learning.

1. INTRODUCTION

Automatic Target Recognition (ATR) algorithms process information acquired from multiple sensors (i.e. visible and infrared) to recognize the targets appearing in the scene [1, 2, 3]. These ATR algorithms are capable of detecting targets at different scales and ranges (Range: 1000m - 5000m) [4], which are often not recognized by the naked eye. Further, these algorithms can effectively remove the human intervention from the process of target acquisition and recognition [5], making them a successful automatic recognition system. Thus, ATR systems are extensively used in different commercial and military applications [5]. An ATR algorithm consists of two major components; detection and classification. The detection component generally involves a computationally simple region proposal pipeline where target proposals are generated from motion or by eliminating surrounding clutter [6]. The classification component involves feature extraction and pattern recognition for classifying target categories. The rise in Deep Neural Networks (DNNs) [7] has drastically improved the performance of computer vision tasks such as image classification [8], image segmentation [9, 10], object detection [11, 12] and domain adaptation [13, 14]. Further, the increase in computational resources and datasets have enabled these deep networks to be deployable in real-world applications. Recently, there has been significant interest in improving ATR algorithms using DNNs [6, 4] where the DNN frameworks are employed to improve detection and classification components of the ATR algorithms [11, 15]. Unlike the traditional ATR methods, these deep learning frameworks eliminate the need for problem-specific discriminative features designed by humans. One of the major challenges in existing DNN frameworks is that they are based on the closed-world assumption; the model assumes only the classes seen during training will appear in the real-world. This assumption limits the utility of existing DNN-based ATR systems in actual applications. Therefore, it is important to develop a DNN-based ATR algorithm that detects unknown classes not seen during training.

Open-set recognition is a problem of handling ‘unknown’ classes that are not seen during training, whereas traditional closed-set classifiers assume that only known classes appear during testing [16, 17]. Existing open-set recognition methods [18, 19, 20] are generally classified into generative and discriminative methods. G-OpenMax [19] is a generative method which trains a model with synthesized unknown data. However, these methods cannot be applied to natural images other than hand-written characters due to the difficulty of generative modelling. OpenMax [20] is a discriminative method which trains a model with softmax cross-entropy classification loss for closed-set samples and unknown classes are detected by applying a threshold on predicted probabilities or logit scores [20]. Outlier (also called anomaly or novelty) detection can be incorporated into the concept of open-set classification as an unknown detector. Some of the generic methods for outlier detection are one-class extensions of discriminative models such as SVM [21]...
or forests [22] and subspace methods [23]. However, outlier detectors are not open-set classifiers by themselves because they have no discriminative power within known classes and it cannot be used to build a general purpose open-set classifier. Therefore, extending discriminative open-set recognition methods is a promising approach towards solving the open-set ATR problem.

In this work, we employ ResNet 18 [15] as the base network for ATR closed-set classification. Our experiments have shown that for open-set classification, employing OpenMax [20] or SoftMax [24] for classifying targets in short ranges (0m-1000m) works reasonably well. However, the open-set classification performance drops as the input data range increases (see in Table 2). This is due to the fact that as the range increases the target size decreases and the network finds it difficult even to learn discriminative known class features resulting in poor performance. To overcome this issue, we propose a novel plugin Category-aware Binary Classifier (CBC) module which effectively tackles the unknown categories seen during inference at various ranges. In CBC, for each category, a binary classifier is trained using the samples of the corresponding category as known samples. Remaining samples from other categories are treated as unknown samples. In this way, each binary classifier learns category-aware decision boundaries, which decide whether a given sample belongs to that category or not. In the testing phase, the closed-set classifier identifies the nearest known class and the corresponding binary classifier’s score is leveraged to decide whether it is a known or unknown sample. Hence, combining multi-class and category-aware decision boundaries effectively classifies known and unknown samples at various ranges making it more suitable for ATR (see Fig. 1). This paper makes the following contributions:

• To the best of our knowledge, this is the first work to consider an open-set recognition problem for automatic target recognition.
• We propose a plugin Category-aware Binary Classifier (CBC) module to effectively tackle unknown classes seen during inference at various ranges.
• We consider the DSIAC and CIFAR-10 benchmark datasets for experimental analysis and show that the proposed method outperforms many open-set methods.
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**Fig. 2.** Overview of our proposed approach for open-set automatic target recognition. **Training:** For a given batch of images, the encoder network extracts features and the closed-set classifier classifies the features into targets. In addition, the extracted features are fed into a category-aware binary classifier where each binary classifier learns the decision boundary to classify whether a given sample belongs to that category or not. **Testing:** For a given image, the closed classifier predicts the nearest known class and its corresponding binary classifier score is used to decide whether the given sample belongs to that category or not.

2. METHOD

Let us define the dataset as $\mathcal{D} = \mathcal{D}_{\text{train}} \cup \mathcal{D}_{\text{test}}$. We split $\mathcal{D}_{\text{train}}$ into knowns, $\mathcal{K}_{\text{train}}$, and unknowns, $\mathcal{U}_{\text{train}}$. We only use $\mathcal{K}_{\text{train}}$ to develop our open-set recognition model where $y' \in \{j\}_{j=1}^{N_k}$, $N_{\text{train}}$ is the size of training data, and $N_k$ is the number of known classes. We then test the model on $\mathcal{D}_{\text{test}} = \mathcal{K}_{\text{test}} \cup \mathcal{U}_{\text{test}}$. Two distinct branches make up our training phase. A closed-set classifier is trained in one branch, and category-aware binary classifiers (CBC) for open-set identification are trained in the other. We train the model in an end-to-end manner.

2.1. Closed-set training

For open-set ATR, we utilize a closed-set classifier with a feature extractor ($F$) and a fully connected layer ($C$) to classify known samples. We employ the Cross Entropy (CE) loss to train a closed-set classifier on $\mathcal{K}_{\text{train}}$, and update the parameters of $F$ and $C$. Given an input image $(X, y) \in \mathcal{K}_{\text{train}}$, the CE loss is defined as:

$$
\mathcal{L}_{\text{ce}}(X, y) = -\sum_{i=1}^{N_k} I_y(i) \log(p_C^i),
$$

where $I_y(i)$ is the indicator function of label $y$ and $p_C^i = \sigma(C(Z))$ is the predicted probability of $X$ belonging to the $i$-th class. Here $Z = F(X)$ is the feature vector and $\sigma$ is the softmax activation function. Further, we perform entropy minimization on known samples to regularize the closed-set classifier for various ranges:

$$
\mathcal{L}_{\text{ent}}(X, y) = -\sum_{i=1}^{N_k} p_C^i \log(p_C^i). 
$$

2.2. Open-set training

To enable open-set recognition, we propose a category-aware binary classifier where each binary classifier learns a decision boundary to classify whether a given sample belongs to that category or not. To train a binary classifier for a category, we typically consider all the samples from that category to be positive and the rest as negative. However, in practice, simply training binary classifiers with lots of negative samples will skew the decision boundaries towards negative samples. To address this problem, we leverage the idea of hard sample selection [26, 27] where for each sample, the positive and the nearest negative-class boundaries are updated. We can decrease the negative-class bias in binary classifiers by training them with the following loss, which works better than the binary CE (see Section...
5): \[ \mathcal{L}_{bec}(X, y) = -\log(p_{\tilde{y}}^k) - \min_{\tilde{y} \neq y} \log(1 - p_{\tilde{y}}), \] (3)
where \( p_{\tilde{y}}^k = \sigma(f_{\tilde{y}}(Z)) \) is the probability of \( X \) being classified as positive (known) by \( f_{\tilde{y}} \), and \( \{f_{\tilde{y}}\}_{\tilde{y} \in \mathcal{K}} \) are category-aware binary classifiers. The total loss function for training the model is given as follows:
\[ \mathcal{L}_{total} = \mathcal{L}_{cc}(X, y) + \mathcal{L}_{bec}(X, y) + \lambda \mathcal{L}_{cent}(X, y), \] (4)

2.3. Testing
For a given image \( X_{test} \), we first compute the feature map \( Z_{test} = F(X_{test}) \) and then classify it into one of the known classes, i.e., \( \hat{y}_{test} = C(Z_{test}) \). Now we select the corresponding binary classifier in CBC as the open-set detector to see whether the category-aware decision boundary detects \( X_{test} \) as unknown or not. Thus, we compare \( p_{\hat{y}}^k_{test} = \sigma(f_{\hat{y}}(Z_{test})) \) with a predefined threshold \( \gamma \). If \( p_{\hat{y}}^k_{test} < \gamma \) we categorize the input as an unknown sample and if \( p_{\hat{y}}^k_{test} \geq \gamma \) we categorize the input as a known sample. Overview of our proposed training and testing stages is shown in Fig. 2.

3. EXPERIMENTAL SETUP

3.1. Datasets
We conduct our experiments using two publicly available datasets: DSIAC [28] and CIFAR-10 [29]. The DSIAC dataset provides images in two domains, visible and thermal, which include eight classes of civilian and military vehicles, namely 'Pickup', 'Sport vehicle', 'BTR70', 'BRDM2', 'BMP2', 'T72', 'ZSU23', '2S3'. These images were taken at five different ranges, from 1000 to 5000 meters and at intervals of 1000 meters (see Fig. 3). To use the dataset, we first crop the target in each image using the bounding-box information provided in the dataset and then resize the target to the size of \( 224 \times 224 \) while retaining the target ratio. Fig. 3 shows sample images from this dataset. We use CIFAR-10, which is a commonly used dataset for image classification tasks, to show that our method can be generalized well to other benchmark datasets.

3.2. Implementation Details
In all experiments, we train the models for 20 epochs using the cross entropy loss. The \textsc{SGD} optimizer is used with the learning rate of 0.001, the momentum of 0.9, and the weight decay of 0.0005. The weight of entropy loss (\( \lambda \)) is set to 0.1. The threshold value \( \gamma \) is set to 0.9 for the deployment of our method. We use a batch size of 64 for CIFAR-10 and 32 for DSIAC. We use ResNet 18 architecture for the feature extractor and a fully connected layer for the binary

| Method       | Visible  | Thermal | Visible  | Thermal | Visible  | Thermal | Visible  | Thermal |
|--------------|----------|---------|----------|---------|----------|---------|----------|---------|
| ConLabel [25]| 52.05±6.9| 74.29±3.9| 70.69±6.3| 72.88±10.0| 69.27±9.5| 71.39±5.9| 68.78±5.8| 63.60±7.2|
| MLS [17]     | 95.71±4.3| 94.59±1.0| 90.83±2.2| 93.50±5.4| 87.68±5.1| 83.73±10.2| 91.74±2.4| 88.81±1.7|
| SoftMax [24] | 96.10±3.9| 94.33±0.9| 89.41±4.8| 94.94±3.7| 89.71±5.8| 86.07±7.1| 94.66±0.9| 92.04±1.2|
| OpenMax [20] | 94.74±3.9| 93.85±0.6| 90.04±4.1| 93.41±4.1| 91.57±7.7| 87.00±6.2| 93.92±1.8| 90.80±1.2|
| Ours         | 98.60±1.3| 96.27±1.1| 93.28±1.7| 96.17±1.7| 92.03±7.3| 87.52±8.6| 94.89±1.4| 92.93±2.3|

Table 1. Open-set identification results corresponding to different approaches on the DSIAC dataset. The averaged AUROC(%) results are reported after repeating each experiment for three times with randomly selected known/unknown class splits.

| Method       | Visible  | Thermal | Visible  | Thermal | Visible  | Thermal | Visible  | Thermal |
|--------------|----------|---------|----------|---------|----------|---------|----------|---------|
| ConLabel [25]| 61.2     | 61.7    | 57.3     | 57.5    | 59.4     | 55.2    |          |         |
| MLS [17]     | 82.3     | 73.8    | 74.6     | 75.8    | 74.8     | 72.1    |          |         |
| SoftMax [24] | 85.3     | 82.8    | 79.7     | 77.7    | 81.1     | 78.1    |          |         |
| OpenMax [20] | 83.2     | 83.2    | 81.8     | 81.6    | 81.6     | 81.4    |          |         |
| Ours         | 91.7     | 88.6    | 81.2     | 83.3    | 86.3     | 86.4    |          |         |

Table 2. Open-set classification results on the DSIAC dataset for ranges 1000, 3000 and combined. We report accuracy (%) for a 6-class classification setting where we classify 5 ATR targets as 5 knowns and 3 ATR targets as 1 unknown.

4. EXPERIMENTS AND RESULTS
We conduct various experiments to show the effectiveness of our method for open-set identification and classification. Open-set identification measures the error of an open-set algorithm in identifying and rejecting unknown samples during testing. Following the established protocol for evaluating the open-set recognition performance [24], we report area under ROC (AUROC) in the open-set identification experiments. AUROC is a calibration-free metric that determines how good the open-set score is without being affected by the chosen threshold. In open-set classification, the model classifies a given sample into one of the known classes or the unknown class which is an \( N_k + 1 \) - class classification problem and we report accuracy in the open-set classification experiments. Open-set classification shows the ability of an open-set classifier to classify known classes in addition to rejecting unknown samples. For fair comparison, in all our experiments we randomly select some of the classes to be knowns and the remaining classes to be unknowns. We use the known classes of the training set for training the models, and both known and unknown classes of the testing set for inference. For the DSIAC dataset, 5 classes are randomly chosen as known classes and 3 as unknown classes. On CIFAR-10, the random class splits are 6 known classes and 4 unknown classes. We conduct the experiments on a set of 3 different randomized class splits, and for each split, we run experiments for three times.

We compare our approach with several existing open-set algorithms, namely SoftMax [24], MLS [17], OpenMax [20], G-OpenMax [19], and ConLabel [25]. In SoftMax, the maximum value of the softmax layer is used for open-set recognition while MLS computes the open-set score from the penultimate layer’s logits. OpenMax trains a model with an additional unknown class and
In this work, we proposed an effective open-set recognition algorithm for Automatic Target Recognition (ATR). Specifically, we introduced a plugin Category-aware Binary Classifier (CBC) module that is able to better identify unknown samples by learning compact category-aware decision boundaries. Furthermore, the integration of the proposed method with existing DNN-based ATR systems is straightforward. Our approach outperforms various open-set recognition techniques on different ATR settings, including visible and thermal domains and at different ranges. We also demonstrated that our method’s superiority is not restricted to the ATR situation and can perform just as well with other benchmark datasets. In the future, we will expand on this research work to include not only identifying unknown samples but also being able to classify them as novel classes and use them continuously to enhance the model’s performance.
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