Colored sl(N) homology and SU(N) representations I: the trefoil and the Hopf link

Joshua Wang

Abstract

We provide the first complete computations of colored sl(N) homology for a nontrivial knot. In doing so, we show that the colored sl(N) homology of the trefoil labeled by an exterior power of the defining representation is isomorphic to the cohomology of a closed manifold naturally associated to the trefoil. This manifold is the set of homomorphisms from the fundamental group of the complement of the trefoil to SU(N) that send meridians to a particular conjugacy class depending on the label. We also provide complete computations and analogous isomorphisms for the first nontrivial link, the Hopf link.
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1 Introduction

1.1 Statement of the main result

Colored $\mathfrak{sl}(N)$ homology [Wu14, QR16, RW20], also known as colored Khovanov–Rozansky homology, is an invariant of oriented labeled links, where the labeling is a choice of integer $a$ satisfying $0 \leq a \leq N$ for each component of the link. The label $a$ may be interpreted as the $a$th exterior power of the defining representation of $\mathfrak{sl}(N)$. We generally let $L$ or $K$ denote an oriented labeled link and do not include the labels explicitly in our notation. Like Khovanov homology, the colored $\mathfrak{sl}(N)$ homology of an oriented labeled link $L$, denoted $\text{KR}_N(L)$, takes the form of a bigraded abelian group and can now be defined combinatorially [RW20]. Khovanov homology is the special case that $N = 2$ and all labels are 1, and (uncolored) Khovanov–Rozansky homology [KR08] is the case that $N$ is arbitrary and all labels are 1.

We provide the first complete computations of colored $\mathfrak{sl}(N)$ homology for a nontrivial knot and a nontrivial link. In contrast to Khovanov homology and (uncolored) Khovanov–Rozansky homology, colored $\mathfrak{sl}(N)$ homology is very difficult to compute. The only prior computations in the mathematical literature for links with all labels greater than 1 are the unlinks, though there are a number of relevant calculations for closely related invariants of the Hopf link [Yon11, Wed16, HRW21a] and other computations in the physics literature [GIKV10, GS12, GGS18].

We now describe a space naturally associated to an oriented labeled link that is directly analogous to the moduli space studied by Lobb and Zentner [LZ14] and Grant [Gra13], and generalizes the space of meridian-traceless $SU(2)$ representations, see for example [KM11b, JR08].

Definition 1.1. Let $L$ be an oriented labeled link. If $\mu$ is a meridian of a component $C$ of $L$, let $a(\mu)$ be the label of $C$. Let $\mathcal{R}_N(L)$ be the space of homomorphisms

$$\mathcal{R}_N(L) := \left\{ \rho: \pi_1(\mathbb{R}^3 \setminus L) \to SU(N) \mid \rho(\mu) \text{ is conjugate to } \Phi_a(\mu) \text{ for each meridian } \mu \right\}$$

where

$$\Phi_a := e^{a\pi i/N} \begin{pmatrix} -\Id_a & 0 \\ 0 & \Id_{N-a} \end{pmatrix} \in SU(N).$$

In computing the colored $\mathfrak{sl}(N)$ homology of the trefoil and Hopf link, we verify the following isomorphism.

Theorem 1.2. Fix integers $0 \leq a, b \leq N$, and let $L$ be either the right-handed trefoil labeled $a$ or the positive Hopf link with components labeled $a, b$. Then there is an isomorphism of abelian groups

$$\text{KR}_N(L) \cong H^*(\mathcal{R}_N(L)).$$

Theorem 1.2 is the most basic form of the isomorphism. We provide refinements that capture additional structure of $\text{KR}_N(L)$ including the bigrading information, the module structure induced by a basepoint, and the reduced and equivariant versions of colored $\mathfrak{sl}(N)$ homology all over $\mathbb{Z}$. See Tables 2 – 5 for explicit bigraded computations for the trefoil with small values of $a, N$.

1.2 Context and motivation

Kronheimer and Mrowka’s landmark result that Khovanov homology detects the unknot [KM11a] uses a spectral sequence they construct from Khovanov homology to a link invariant $I^\#$ that they define using singular $SU(2)$ instantons. The construction of $I^\#$ and the spectral sequence was motivated by an unexpected coincidence between the Khovanov homology of the trefoil $K$ and the cohomology of the space $\mathcal{R}_2(K)$ of homomorphisms $\pi_1(\mathbb{R}^3 \setminus K) \to SU(2)$ sending meridians to traceless matrices.

Singular $SU(N)$ instanton homology for oriented labeled links was defined in [KM11b] and was initially expected to coincide with the cohomology of the $SU(N)$ representation space $\mathcal{R}_N(L)$, defined above, for certain simple knots and links. An analogous conjectural spectral sequence from colored $\mathfrak{sl}(N)$ homology to singular $SU(N)$ instanton homology would suggest a potential relationship between $\text{KR}_N(L)$ and $H^*(\mathcal{R}_N(L))$.
Lobb and Zentner [LZ14] and Grant [Gra13], motivated by the conjectural spectral sequence, considered the relationship between these SU(N) representation spaces and colored sl(N) invariants in the context of planar webs.

In contrast to the initial expectation, however, the SU(N) instanton homology that is currently defined is now known \textit{not} to coincide with the cohomology of $\mathcal{R}_N(L)$, even for the trefoil labeled 1 when $N \geq 3$ [Kro21]. A spectral sequence from $\text{KR}_N(L)$ to an SU(N) instanton homology would likely require modifying the definition of SU(N) instanton homology, but the author is unaware of particularly promising candidates. Furthermore, a spectral sequence from uncolored sl(N) homology to SU(N) instanton homology could likely be proved using a well-established technique related to skein exact triangles [OS05, Blo11, KM11a, Sca15, Dow18]. Colored sl(N) homology does not satisfy a skein exact triangle, so a spectral sequence from colored sl(N) homology would require something new.

Despite these complications, one can still attempt to compare $\text{KR}_N(L)$ and $H^\ast(R_N(L))$. In fact, given the lack of explicit computations of colored sl(N) homology for links, checking whether $\text{KR}_N(L)$ and $H^\ast(R_N(L))$ agree for simple knots and links is not merely a test of the viability of a spectral sequence to singular SU(N) instanton homology, which is already known to be unviable in its current form. Instead, it provides a precise, concrete, and concise prediction for a complicated and mysterious mathematical object $\text{KR}_N(L)$. This is unlike the case of planar webs considered in [LZ14, Gra13], where the colored sl(N) invariant is straightforward to compute using algorithmic reduction rules.

We also note that even if the conjectural spectral sequence is established, Theorem 1.2 would not follow as a consequence. A concrete illustration may be found in the uncolored $N = 2$ case for the reduced invariants where the spectral sequence has been established. There are three relevant invariants: reduced Khovanov homology Kh($L$), the cohomology $H^\ast(\mathcal{R}_2(L))$ of the reduced space of meridian-traceless SU(2) representations, and reduced singular SU(2) instanton homology $I^\natural(L)$. Just among torus knots, there are examples where the ranks of any two of the three invariants agree but disagree with the third. See Table 1.

| Torus knot $K$ | $\text{rk Kh}(K)$ | $\text{rk }\mathcal{I}(K)$ | $\text{rk }H^\ast(\mathcal{R}_2(K))$ |
|--------------|------------------|--------------------------|-----------------------------|
| $T(2,3)$     | 3                | 3                        | 3                           |
| $T(3,4)$     | 5                | 5                        | 7                           |
| $T(4,5)$     | 9                | 7                        | 9                           |
| $T(4,7)$     | 17               | 11                       | 15                          |
| $T(5,7)$     | 29               | 17                       | 17                          |

Table 1: The ranks of three related invariants for certain torus knots. The ranks of any two of the three invariants can agree while disagreeing with the third. The ranks of all three can all agree or all disagree as well. The second and fourth columns are from [HHK14] and the third column is from [LY22].

1.3 Variations of the main result

Colored sl(N) homology carries much more structure than simply that of an abelian group. Much of this structure is reflected in the cohomology of the SU(N) representation space $\mathcal{R}_N(L)$. In particular, we discuss bigradings, the module structure induced by a basepoint, and the reduced and equivariant versions of colored sl(N) homology. Although we consider each of these structures individually, the results discussed can be combined in the natural way.

Module structure and reduced homology

If $D$ is a diagram of an oriented labeled link $L$, there is an associated colored sl(N) chain complex $\text{KRC}_N(D)$ whose homology is $\text{KR}_N(L)$. A basepoint $p$ on an arc labeled $a$ determines an action of the cohomology ring of $G(a, N)$ on $\text{KRC}_N(D)$ through chain maps, where $G(a, N)$ is the complex Grassmannian of $a$-dimensional
Table 2: Colored $\text{sl}(4)$ homology of the right-handed trefoil labeled 2. The $q$-grading is vertical and the $h$-grading is horizontal. Its graded Euler characteristic is $q^{30} - q^{24} - 2q^{22} - 2q^{20} - 2q^{18} + q^{14} + 3q^{12} + 3q^{10} + 3q^{8} + q^{6} + q^{4}$ which is the A3 quantum invariant of weight 0, 1, 0 on the Knot Atlas [Kno].

|   | $\mathbb{Z}$ | $\mathbb{Z}_2$ | $\mathbb{Z}_4$ | $\mathbb{Z} \oplus \mathbb{Z}_4$ | $\mathbb{Z}_2 \oplus \mathbb{Z}_3$ | $\mathbb{Z}_3$ | $\mathbb{Z}$ |
|---|-------------|----------------|----------------|-------------------------------|------------------------|----------------|----------|
| 30| $\mathbb{Z}$ |                |                |                               |                        |                |          |
| 28| $\mathbb{Z}_2$|                |                |                               |                        |                |          |
| 26| $\mathbb{Z}_4$|                |                |                               |                        |                |          |
| 24| $\mathbb{Z} \oplus \mathbb{Z}_4$|  $\mathbb{Z}_2$| $\mathbb{Z}_4$|                               |                        |                |          |
| 22| $\mathbb{Z}$          | $\mathbb{Z}_2$|                |                               |                        | Jr             |          |
| 20| $\mathbb{Z}_4$       | $\mathbb{Z}_2$| $\mathbb{Z}$  |                               |                        |                |          |
| 18| $\mathbb{Z}_2$       | $\mathbb{Z}_3$|                |                               |                        |                |          |
| 16| $\mathbb{Z}$         | $\mathbb{Z}$  | $\mathbb{Z}_4$|                               |                        |                |          |
| 14| $\mathbb{Z} \oplus \mathbb{Z}_4$|  $\mathbb{Z}_2$| $\mathbb{Z}_3$|                               |                        |                |          |
| 12| $\mathbb{Z}_2$       | $\mathbb{Z}_3$|                |                               |                        |                |          |
| 10| $\mathbb{Z}_2$       |                | $\mathbb{Z}$  |                               |                        |                |          |
| 8 | $\mathbb{Z}$         |                | $\mathbb{Z}_2$|                               |                        |                |          |
| 6 | $\mathbb{Z}$         |                |                |                               |                        |                |          |
| 4 | $\mathbb{Z}$         |                |                |                               |                        |                |          |
|   | $-6$                 | $-5$           | $-4$           | $-3$                          | $-2$                   | $-1$           | $0$      |

Table 3: Colored $\text{sl}(5)$ homology of the right-handed trefoil labeled 2. The $q$-grading is vertical and the $h$-grading is horizontal. Its graded Euler characteristic is $q^{40} + q^{38} + q^{36} - q^{32} - 3q^{30} - 4q^{28} - 4q^{26} - 3q^{24} - q^{22} + q^{20} + 4q^{18} + 4q^{16} + 5q^{14} + 4q^{12} + 3q^{10} + q^{8} + q^{6}$ which is the A4 quantum invariant of weight 0, 1, 0 on the Knot Atlas [Kno].

|   | $\mathbb{Z}$ | $\mathbb{Z}_2$ | $\mathbb{Z}_4$ | $\mathbb{Z} \oplus \mathbb{Z}_4$ | $\mathbb{Z}_2 \oplus \mathbb{Z}_3$ | $\mathbb{Z}_3$ | $\mathbb{Z}$ |
|---|-------------|----------------|----------------|-------------------------------|------------------------|----------------|----------|
| 40| $\mathbb{Z}$ |                |                |                               |                        |                |          |
| 38| $\mathbb{Z}$ |                |                |                               |                        |                |          |
| 36| $\mathbb{Z}$ |                |                |                               |                        |                |          |
| 34| $\mathbb{Z}_{10}$ |                    |                |                               |                        |                |          |
| 32| $\mathbb{Z} \oplus \mathbb{Z}_5$ |                    |                |                               |                        |                |          |
| 30| $\mathbb{Z}_2$ |                |                |                               |                        |                |          |
| 28| $\mathbb{Z}_2$ |                | $\mathbb{Z}_3$|                               |                        |                |          |
| 26| $\mathbb{Z}$ |                | $\mathbb{Z}_3$|                               |                        |                |          |
| 24| $\mathbb{Z}_{10}$ |                    | $\mathbb{Z}_3$|                               |                        |                |          |
| 22| $\mathbb{Z}$ | $\mathbb{Z}_2$| $\mathbb{Z}_3$|                               |                        |                |          |
| 20| $\mathbb{Z}$ |                | $\mathbb{Z}_3$| $\mathbb{Z} \oplus \mathbb{Z}_5$|                        |                |          |
| 18| $\mathbb{Z}$ |                | $\mathbb{Z}_2 \oplus \mathbb{Z}_3$| $\mathbb{Z}_5$       |                        |                |          |
| 16| $\mathbb{Z}_3$ |                | $\mathbb{Z}$  |                               |                        |                |          |
| 14| $\mathbb{Z}_3$ |                | $\mathbb{Z}_2$|                               |                        |                |          |
| 12| $\mathbb{Z}_2$ |                | $\mathbb{Z}_2$|                               |                        |                |          |
| 10| $\mathbb{Z}$ |                | $\mathbb{Z}_2$|                               |                        |                |          |
| 8 | $\mathbb{Z}$ |                |                |                               |                        |                |          |
| 6 | $\mathbb{Z}$ |                |                |                               |                        |                |          |
|   | $-6$                 | $-5$           | $-4$           | $-3$                          | $-2$                   | $-1$           | $0$      |
Table 4: Colored \( sl(6) \) homology of the right-handed trefoil labeled 2. The \( q \)-grading is vertical and the \( h \)-grading is horizontal.

| 50 | \( \mathbb{Z} \) |
|----|----------------|
| 48 | \( \mathbb{Z} \) |
| 46 | \( \mathbb{Z} \) |
| 44 | \( \mathbb{Z} \) | \( \mathbb{Z}_2 \) |
| 42 | \( \mathbb{Z} \) | \( \mathbb{Z}_6 \) |
| 40 | \( \mathbb{Z} \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_6 \) |
| 38 | \( \mathbb{Z}^2 \oplus \mathbb{Z}_6 \) | \( \mathbb{Z} \) |
| 36 | \( \mathbb{Z}^3 \oplus \mathbb{Z}_2 \) | \( \mathbb{Z}^2 \) |
| 34 | \( \mathbb{Z}^3 \) | \( \mathbb{Z}_2 \) | \( \mathbb{Z}^2 \) |
| 32 | \( \mathbb{Z}^2 \) | \( \mathbb{Z}_6 \) | \( \mathbb{Z}^4 \) |
| 30 | \( \mathbb{Z} \) | \( \mathbb{Z}_2 \oplus \mathbb{Z}_6 \) | \( \mathbb{Z}^4 \) |
| 28 | \( \mathbb{Z} \oplus \mathbb{Z}_6 \) | \( \mathbb{Z}^2 \) | \( \mathbb{Z}_6 \) |
| 26 | \( \mathbb{Z} \oplus \mathbb{Z}_2 \) | \( \mathbb{Z}^2 \) | \( \mathbb{Z} \oplus \mathbb{Z}_6 \) |
| 24 | \( \mathbb{Z}^2 \) | \( \mathbb{Z} \) | \( \mathbb{Z}^2 \oplus \mathbb{Z}_6 \) | \( \mathbb{Z} \) |
| 22 | \( \mathbb{Z} \) | \( \mathbb{Z} \oplus \mathbb{Z}_6 \) | \( \mathbb{Z} \) |
| 20 | \( \mathbb{Z} \) | \( \mathbb{Z}^2 \) | \( \mathbb{Z}^4 \) |
| 18 | \( \mathbb{Z} \) | \( \mathbb{Z}^4 \) | \( \mathbb{Z}^2 \) |
| 16 | \( \mathbb{Z} \) | \( \mathbb{Z}^3 \) | \( \mathbb{Z}^3 \) |
| 14 | \( \mathbb{Z} \) | \( \mathbb{Z}^2 \) | \( \mathbb{Z}^2 \) |
| 12 | \( \mathbb{Z} \) | \( \mathbb{Z} \) | \( \mathbb{Z}^2 \) |
| 10 | \( \mathbb{Z} \) |
| 8  | \( \mathbb{Z} \) |
| 6  | \( \mathbb{Z} \) |
| 4  | \( \mathbb{Z} \) |
| 2  | \( \mathbb{Z} \) |
| 0  | \( \mathbb{Z} \) |

vector subspaces of \( \mathbb{C}^N \). The induced action of \( H^*(G(a,N)) \) on \( KR_N(L) \) is the module structure induced by the basepoint \( p \). The image of the action of the fundamental class in \( H^*(G(a,N)) \) on \( KRC_N(D) \) is a subcomplex whose homology, denoted \( \overline{KR}_N(L,p) \), is the reduced colored \( sl(N) \) homology of \( L \) with respect to \( p \).

Let \( C_a \subset SU(N) \) denote the conjugacy class of \( \Phi_a \in SU(N) \), which is given in Definition 1.1. It turns out that associating to a matrix in \( C_a \) its \((-e^{-\pi i/N})\)-eigenspace gives an identification between \( C_a \) and \( G(a,N) \).

The basepoint \( p \) on an arc of \( D \) determines a meridian \( \mu_p \in \pi_1(R^3 \setminus L) \). It is the generator of the Wirtinger presentation associated to the arc containing \( p \). This choice of basepoint thereby determines a map \( R_N(L) \to C_a \) by sending \( \rho \in R_N(L) \) to \( \rho(\mu_p) \in C_a \). This map to \( C_a = G(a,N) \) is the projection map of a fiber bundle

\[
\overline{R}_N(L,p) \to R_N(L) \to G(a,N)
\]

where \( \overline{R}_N(L,p) \) is the space of representations \( \rho \in R_N(L) \) for which \( \rho(\mu_p) = \Phi_a \). The map on cohomology induced by \( R_N(L) \to G(a,N) \) makes \( H^*(\overline{R}_N(L)) \) into a module over \( H^*(G(a,N)) \).

**Proposition 1.3.** Fix integers \( 0 \leq a, b \leq N \), and let \( L \) be either the right-handed trefoil labeled \( a \) or the positive Hopf link with components labeled \( a, b \). If \( p \) is a basepoint on the component labeled \( a \) of \( L \), then \( KR_N(L) \cong H^*(\overline{R}_N(L)) \) as modules over \( H^*(G(a,N)) \) and \( KR_N(L,p) \cong H^*(\overline{R}_N(L,p)) \) as abelian groups.

**Equivariant homology**

We briefly review equivariant cohomology for the unitary group \( G = U(N) \). Recall that there is a principal \( G \)-bundle \( EG \to BG \) where \( EG \) is contractible and \( BG \) is the classifying space of \( G \). The cohomology of \( BG \)
Table 5: Colored $\text{sl}(6)$ homology of the right-handed trefoil labeled 3. The $q$-grading is vertical and the $h$-grading is horizontal.

|   | $\mathbb{Z}$ | $\mathbb{Z}_2$ | $\mathbb{Z}_4$ | $(\mathbb{Z}_2)^2$ | $\mathbb{Z} \oplus \mathbb{Z}_2$ | $\mathbb{Z}_2$ | $\mathbb{Z}$ | $(\mathbb{Z}_2)^2 \oplus \mathbb{Z}_4$ | $\mathbb{Z}^3$ | $\mathbb{Z}_2$ | $(\mathbb{Z}_2)^2 \oplus \mathbb{Z}_6$ | $\mathbb{Z}_2 \oplus \mathbb{Z}_6$ | $\mathbb{Z}$ | $\mathbb{Z}_2 \oplus (\mathbb{Z}_2)^2$ | $\mathbb{Z}^2$ | $\mathbb{Z}^4 \oplus \mathbb{Z}_2$ | $\mathbb{Z}_2$ | $\mathbb{Z}$ | $\mathbb{Z}_2 \oplus \mathbb{Z}_6$ | $\mathbb{Z}^3$ | $\mathbb{Z}^6$ | $\mathbb{Z}^4 \oplus (\mathbb{Z}_6)^2$ | $\mathbb{Z}$ | $\mathbb{Z}^3 \oplus \mathbb{Z}_6$ | $\mathbb{Z}^2$ | $\mathbb{Z}$ | $\mathbb{Z}^3$ | $\mathbb{Z}^3$ | $\mathbb{Z}^3$ | $\mathbb{Z}^3$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 1 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 2 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 3 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 4 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 5 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 6 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 7 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 8 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 9 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |

can be canonically identified with the ring of symmetric polynomials in $N$ variables

$$H^*(BG) = \mathbb{Z}[X_1, \ldots, X_N]^{\mathbb{Z}_2} = \mathbb{Z}[e_1, \ldots, e_N] : \text{Sym}(N)$$

where $e_i$ denotes the $i$th elementary symmetric polynomial. The identification is given by sending the Chern class $c_i \in H^*(BG)$ to $e_i \in \text{Sym}(N)$. If $X$ is a space equipped with a continuous left action of $G$, then the $G$-equivariant cohomology of $X$ is a graded-commutative ring $H^*_G(X)$ that is naturally a module over $H^*(BG)$. It is defined to be the ordinary cohomology of the balanced product $E \times_G X$

$$H^*_G(X) := H^*(E \times_G X)$$

and its module structure over $H^*(BG)$ arises from the natural map $E \times_G X \to BG$.

The $\text{SU}(N)$ representation space $\mathcal{R}_N(L)$ of an oriented labeled link $L$ naturally admits a continuous left action of $G = \text{U}(N)$, given by conjugation. Explicitly, a matrix $U \in \text{U}(N)$ sends $\rho \in \mathcal{R}_N(L)$ to the representation $U \rho U^{-1} \in \mathcal{R}_N(L)$ defined by $\gamma \mapsto U \rho(\gamma) U^{-1}$ for $\gamma \in \pi_1(\mathbb{R}^3 \setminus L)$. We may therefore consider the $\text{U}(N)$-equivariant
cohomology $H^*_{U(N)}(R_N(L))$ of the SU($N$) representation space with respect to this action. It takes the form of a module over $H^*(BU(N)) = \text{Sym}(N)$.

The U($N$)-equivariant colored sl($N$) homology [RW20, ETW18] of an oriented labeled link $L$, which we denote $KR_{U(N)}(L)$, is a bigraded module over $H^*(BU(N)) = \text{Sym}(N)$. It is the homology of a chain complex $KRC_{U(N)}(D)$ over $\text{Sym}(N)$ associated to a diagram $D$. It generalizes U(2)-equivariant Khovanov homology, which is the theory associated to the Frobenius system $\mathcal{F}_3$ of [Kho06]. The complex underlying U(2)-equivariant Khovanov homology determines all other versions of Khovanov homology including Lee homology [Lee05] and Bar-Natan homology [BN05]. In a similar way, $KRC_{U(N)}(D)$ determines the different variations of colored sl($N$) homology analogous to Lee homology and Bar-Natan homology.

**Proposition 1.4.** Fix integers $0 \leq a, b \leq N$, and let $L$ be either the right-handed trefoil labeled $a$ or the positive Hopf link with components labeled $a, b$. Then $KR_{U(N)}(L) \cong H^*_{U(N)}(R_N(L))$ as modules over $H^*(BU(N)) = \text{Sym}(N)$.

Since $\text{Sym}(N)$ is not a principal ideal domain, the universal coefficient theorem does not apply to the chain complex $KRC_{U(N)}$. Our proof of Proposition 1.4 gives an explicit description of the U($N$)-equivariant complex up to homotopy from which the analogues of Bar-Natan homology and Lee homology for colored sl($N$) homology can be determined.

**Bigradings**

Colored sl($N$) homology is equipped with a homological grading called the $h$-grading and another grading called the $q$-grading. Its graded Euler characterestic with respect to the $h$-grading is the Reshetikhin–Turaev sl($N$) polynomial. To relate the bigrading information of colored sl($N$) homology to $R_N(L)$, we first describe the structure of $R_N(L)$ as a left U($N$)-space in more detail. If $L$ is the trefoil or the Hopf link, then $R_N(L)$ turns out to be a disjoint union of finitely many orbits of the U($N$) action given by conjugation. This observation extends to any labeled 2-bridge knot or link. Hence each connected component of $R_N(L)$ is a homogeneous space $G/K$, which is the space of left cosets of a subgroup $K$ of $G = \text{U}(N)$. The subgroups $K$ that arise for us are always isomorphic to a product of unitary groups. There is a fiber bundle

$$G/K \to BK \to BG$$

obtained by viewing $BK$ as the quotient of $EG$ by the action of $K$ induced by the natural action of $G$. The Eilenberg–Moore spectral sequence associated to this bundle has $E_2$-page

$$\text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BK))$$

and converges to $H^*(G/K)$. This Tor group is bigraded; it is the version of Tor for graded modules over a graded ring, see for example [McC01, Chapter 7]. We call the grading on $\text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BK))$ arising from the internal cohomological gradings on $H^*(BK)$ and $H^*(BG)$ the $q$-grading, and we call the homological grading of Tor the $h$-grading. Under general conditions on $K$ that are satisfied if $K$ is a product of unitary groups, Gugenheim and May [GM74] prove that this spectral sequence degenerates and

$$H^*(G/K) \cong \text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BK))$$

as graded abelian groups. The bigrading on $\text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BK))$ is collapsed to a single grading by declaring that the summand in bidegree $(i, j)$ lies in total degree $i + j$. If $V$ is a bigraded abelian group whose direct summand in $(h, q)$-bidegree $(i, j)$ is $V_{i,j}$ then define $h^k q^l V$ by $(h^k q^l V)_{k+i+j} = V_{i,j}$.

**Proposition 1.5.** Let $K$ be the right-handed trefoil labeled $0 \leq a \leq N$. Then

$$R_N(K) = \bigsqcup_{i = \max(2a - N, 0)}^{a} U(N)/K_i$$
where $K_l \subseteq U(N)$ is the subgroup $U(l) \times \Delta U(a-l) \times U(N-2a+l)$ of block diagonal matrices of the form

$$\begin{pmatrix}
U & V & \ & \ \\
& V & & \\
& & W & \\
\end{pmatrix} \in U(N), \quad U \in U(l), \quad V \in U(a-l), \quad W \in U(N-2a+l)$$

and there is an isomorphism of bigraded abelian groups

$$KR_N(K) \cong \bigoplus_{l=\max(2a-N,0)}^d h^{-2(a-l)} q^{a(N-a)+2(a-l)(a-l+1)} Tor_{H^*(BU(N))}(Z, H^*(BK_l)).$$

**Proposition 1.6.** Let $L$ be the positive Hopf link with components labeled $0 \leq a, b \leq N$. Then

$$\mathcal{R}_N(L) = \bigcup_{k=\max(a+b-N,0)}^{\min(a,b)} F(k, a-k, b-k; N)$$

where $F(k, a-k, b-k; N)$ denotes the partial flag manifold consisting of triples of pairwise orthogonal vector subspaces of $\mathbb{C}^N$ of dimensions $k, a-k, b-k$. There is an isomorphism of bigraded abelian groups

$$KR_N(L) \cong \bigoplus_{k=\max(a+b-N,0)}^{\min(a,b)} h^{2k} q^{a+b-N-2k+2k^2} H^*(F(k, a-k, b-k; N))$$

where $H^*(F(k, a-k, b-k; N))$ is supported in $h$-grading zero and its cohomological grading is its $q$-grading.

The partial flag manifold $F(k, a-k, b-k; N)$ is the homogeneous space $U(N)/H_k$ where $H_k$ is the subgroup $U(k) \times U(a-k) \times U(b-k) \times U(N-a-b+k)$ consisting of block diagonal matrices. Because $H_k$ and $U(N)$ have the same rank, a theorem of Borel [Bor53] implies that $Tor_{H^*(BU(N))}(Z, H^*(BH_k))$ is concentrated in $h$-grading zero, so Propositions 1.5 and 1.6 are directly analogous.

### 1.4 Structure of the paper

In section 2, we provide general background on colored $sl(N)$ homology, all of which is either standard or a straightforward generalization of an existing result. We draw heavily from [QR16, RW16, RW20, ETW18, HRW21b] for this material.

The bulk of our work is done in section 3, where we simplify the colored $sl(N)$ chain complexes associated to the standard diagrams of the Hopf link and the trefoil which have 2 and 3 crossings, respectively. The more crossings there are in a diagram, the more complicated the associated complex is. We use a technical trick involving the homological perturbation lemma to reduce away the complexity of one of the crossings. We thereby obtain complexes for the Hopf link and the trefoil that are only as complicated as complexes associated to 1 and 2 crossings, respectively. At this stage, the Hopf link complex has no differential but the trefoil complex still admits further simplification. The remaining simplification that we perform comes from adapting the work of Hogancamp, Rose, and Wedrich [HRW21b], who provide a simplification of the complex associated to a full twist on two strands in the context of colored HOMFLYPT homology.

In section 4, we compute the representation spaces associated to the Hopf link and the trefoil. We show that they are disjoint unions of homogeneous spaces $G/K$ and explicitly describe the subgroups $K \subseteq G = U(N)$ that arise. The same technique gives an explicit description of the representation spaces of the $(2,n)$ torus knots and links. Descriptions for all 2-bridge knots and links are thereby obtained since the representation spaces of a 2-bridge knot or link are the same as the representation spaces of the $(2,n)$ torus knot or link with the same determinant. We end the section by proving a slight refinement of Gugenheim–May’s result concerning module structures needed for Proposition 1.3.
Finally in section 5, we identify the homologies of the simplified complexes obtained from section 3 with the cohomologies of the representation spaces computed in section 4. The simplified complex of the Hopf link has no differential, and the identification is an application of Robert–Wagner’s work concerning partial flag manifolds [RW20, Section 4.2]. The simplified complex associated to the trefoil splits as a direct sum of complexes, one for each component of $\mathcal{R}_N(K)$. The direct summand corresponding to the component $G/K$ turns out to be isomorphic to the tensor product of $\mathbb{Z}$ with a free resolution of $H^*(BK)$ as a $H^*(BG)$-module. Hence, the homology of this complex is $\text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BK))$ which is isomorphic to $H^*(G/K)$ by Gugenheim–May’s result.
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2 Generalities on colored $\mathfrak{sl}(N)$ homology

In section 2.1, we review relevant aspects of the basic theory of symmetric polynomials. Our exposition is partly drawn from [ETW18, HRW21b], and a standard reference for this material is [Ful97]. In sections 2.2 and 2.3, we review the definitions of $\mathfrak{sl}(N)$ webs and foams and Robert and Wagner’s combinatorial closed foam evaluation [RW20]. A number of local relations on foams that can be derived from Robert–Wagner’s evaluation are given. In section 2.4, we review Rickard complexes, which are the complexes associated to crossings between labeled strands, and the corresponding results concerning invariance under Reidemeister moves. We also define dot maps and review their basic properties in this section. Finally, in section 2.5, we provide the definitions of the different versions of colored $\mathfrak{sl}(N)$ homology.

2.1 Symmetric polynomials

A partition $\lambda$ is a sequence $\lambda = (\lambda_1, \ldots, \lambda_l)$ of positive integers for which $\lambda_1 \geq \cdots \geq \lambda_l > 0$. The numbers $\lambda_1, \ldots, \lambda_l$ are called the parts of $\lambda$, and we say that $\lambda$ is a partition of $|\lambda| = \lambda_1 + \cdots + \lambda_l$. By convention, we set $\lambda_j = 0$ if $j > l$. A partition is often visually represented by its Young diagram; for example, the Young diagram of the partition $(4, 3, 1)$ is

Let $P(l, k)$ denote the set of partitions with at most $l$ parts where each part is at most $k$. Let $\text{box}(l, k) \in P(l, k)$ be the partition with $l$ parts all equal to $k$. If $\lambda \in P(l, k)$, then its complement $\lambda^c$ in $P(l, k)$ is the partition whose Young diagram is the complement of $\lambda$ within $\text{box}(l, k)$ rotated by $180^\circ$. Its transpose $\tilde{\lambda} \in P(k, l)$ is obtained by reflecting its Young diagram along its main diagonal. Finally, we let $\check{\lambda} \in P(k, l)$ denote the transpose of the complement of $\lambda$. For example

\[ \text{box}(2, 4) = \begin{array}{|c|c|c|c|} \hline & & & \\ \hline & & & \\ \hline & & & \\ \hline \end{array} \quad \lambda = \begin{array}{|c|c|} \hline & \\ \hline \end{array} \quad \lambda^c = \begin{array}{|c|c|} \hline & \\ \hline \end{array} \quad \check{\lambda} = \begin{array}{|c|c|} \hline & \\ \hline \end{array} \]

Let $A = \{X_1, \ldots, X_a\}$ be a finite set, thought of as a collection of indeterminates of a polynomial ring. We refer to such a finite set as an alphabet. Let $\text{Sym}(A) = \mathbb{Z}[X_1, \ldots, X_a]^{\mathbb{Z}}$ denote the ring of symmetric polynomials in the variables $X_1, \ldots, X_a$. Given a partition $\lambda$ with at most $a$ parts, the Schur polynomial $s_\lambda(A)$ associated to $\lambda$ is the symmetric polynomial given by the formula

\[ s_\lambda(A) = \frac{\det(X_i^{\lambda_j+a-j})}{\prod_{1 \leq i < j \leq a}(X_i-X_j)} \]
where \( \det(X_i^{+d-i}) \) is the determinant of the \( a \times a \) matrix whose \((i, j)\)-entry is \( X_i^{+d-i} \). The Schur polynomial \( s_\lambda(a) \) can also be described by \textit{semi-standard Young tableaux}, which are ways of filling the Young diagram of \( \lambda \) with the numbers 1, \ldots, \( a \), allowing repetition, so that rows are weakly increasing while columns are strictly increasing. The semi-standard Young tableaux for \( \lambda = (2, 2, 1) \) and \( a = 3 \) are

\[
\begin{array}{ccc}
1 & 1 & 2 \\
2 & 2 & 3 \\
3 & 3 & 3 \\
\end{array}
\]

Associated to each tableau is a monomial \( X_1^{n_1} \cdots X_a^{n_a} \) where \( n_i \) is the number of times \( i \) appears in the tableau.

The Schur polynomial is the sum of these monomials over all tableaux; for example,

\[
s_{(2,2,1)}(X_1, X_2, X_3) = X_1^2X_2^2X_3 + X_1^2X_2X_3^2 + X_1X_2^2X_3^2.
\]

Recall that for \( i \geq 0 \), the \textit{elementary symmetric polynomials} \( e_i(A) \) and the \textit{complete homogeneous symmetric polynomials} \( h_i(A) \) are polynomials in \( \text{Sym}(A) \) defined by

\[
e_i(A) := \text{sum of square-free monomials of degree } i
\]

\[
h_i(A) := \text{sum of all monomials of degree } i.
\]

The Schur polynomial of a partition whose Young diagram consists of a single column is an elementary symmetric polynomial. Similarly, the Schur polynomial of a partition whose Young diagram consists of a single row is a complete homogeneous symmetric polynomial.

A basis for the free abelian group of homogeneous symmetric polynomials in \( A \) of degree \( d \) is given by the Schur polynomials \( s_\lambda(A) \) where \( \lambda \) ranges over partitions of \( d \) with at most \( a \) parts. If \( \lambda \) and \( \mu \) are partitions with at most \( a \) parts, there are unique numbers \( e_{\lambda|\mu}^\nu \in \mathbb{Z} \) for which

\[
s_{\lambda}(A) \cdot s_{\mu}(A) = \sum_{\nu} e_{\lambda|\mu}^\nu s_{\nu}(A)
\]

where the sum is over all partitions \( \nu \) with at most \( a \) parts for which \( |\nu| = |\lambda| + |\mu| \). These coefficients are the \textit{Littlewood–Richardson coefficients} and turn out to be independent of \( a \).

We recall Pieri’s formula, which is essentially a formula for the Littlewood–Richardson coefficients in the special case that the Young diagram of \( \lambda \) is either a single row or a single column. If \( \mu \) is a partition with at most \( a \) parts, then

\[
h_k(A) \cdot s_\mu(A) = \sum_{\nu} s_\nu(A)
\]

where the sum is over all partitions \( \nu \) with at most \( a \) parts for which

- \( |\nu| = k + |\mu| \)
- the Young diagram of \( \mu \) fits inside of the Young diagram of \( \nu \)
- the \textit{skew} Young diagram \( \nu \setminus \mu \), obtained from the Young diagram of \( \nu \) by deleting the boxes of the Young diagram of \( \mu \), has at most one box in each column.

Similarly, \( e_k(A) \cdot s_\mu(A) = \sum_{\nu} s_\nu(A) \) where the sum is over all partitions \( \nu \) with at most \( a \) parts whose Young diagrams are obtained by adding \( k \) boxes to the Young diagram of \( \mu \) so that at most one box is added to each row.

Now consider two disjoint alphabets \( A, B \) of sizes \( a, b \), respectively. Let \( \text{Sym}(A|B) \) denote the ring of polynomials in the variables \( A \cup B \) that are symmetric in \( A \) and symmetric in \( B \). Note that there is an isomorphism \( \text{Sym}(A|B) \cong \text{Sym}(A) \otimes \mathbb{Z} \text{Sym}(B) \). Since \( \text{Sym}(A \cup B) \subseteq \text{Sym}(A|B) \), any symmetric polynomial in \( A \cup B \) can be expressed as a \( \mathbb{Z} \)-linear combination of the products \( s_\lambda(A) \cdot s_\mu(B) \) where \( \lambda \) and \( \mu \) range over...
partitions with at most $a$ and $b$ parts, respectively. It turns out that if $\nu$ is a partition with at most $a + b$ parts, then

$$s_{\nu}(A \cup B) = \sum_{\lambda, \mu} c^\nu_{\lambda \mu} s_{\lambda}(A) \cdot s_{\mu}(B)$$

where $c^\nu_{\lambda \mu}$ are again the Littlewood–Richardson coefficients and the sum is over partitions $\lambda$, $\mu$ with at most $a$, $b$ parts, respectively.

Lastly, we note that the elementary and complete homogeneous symmetric polynomials have generating functions

$$E(A, t) = \prod_{x \in A} (1 + Xt) = \sum_{j=0}^{\infty} e_j(A)t^j$$  

$$H(A, t) = \prod_{x \in A} \frac{1}{1 - Xt} = \sum_{j=0}^{\infty} h_j(A)t^j.$$

Simple identities between generating functions lead to useful relations among the symmetric polynomials. For example, if $A$ and $B$ are disjoint, then the equality $E(A \cup B, t) \cdot H(A, -t) = E(B, t)$ implies the following lemma.

**Lemma 2.1.** If $A$ and $B$ are disjoint alphabets, then $\sum_{i+j=k} (-1)^i e_i(A \cup B) h_j(B) = e_k(A)$.

### 2.2 Webs and foams

**Definition 2.2.** A closed dotted $sl(N)$ foam $F$ in $R^3$ consists of:

- A compact space $F^2 \subset R^3$ with compact subsets $F^0 \subset F^1 \subset F^2$ such that
  - $F^0$ is a finite set of points called singular points,
  - $F^1 \setminus F^0$ is a smoothly embedded 1-manifold with finitely many components, which are called bindings,
  - $F^2 \setminus F^1$ is a smoothly embedded 2-manifold with finitely many components, which are called facets.
- An orientation of each facet, and an orientation of each binding.
- A label $\ell(f) \in \{1, \ldots, N\}$ for each facet $f$.
- A finite collection of weighted points called dots that lie on the (interiors of) facets. The weight $w(d) \in Z$ of a dot $d$ lying on a facet $f$ must satisfy $1 \leq w(d) \leq \ell(f)$.

We require that

- Points on bindings and singular points have neighborhoods in $R^3$ that intersect $F^2$ in the following local models:

  ![Local Models](image)

- The orientation of each binding agrees with the boundary orientations of exactly two of its three adjacent facets. The sum of the labels of those two facets equals the label of the third.

**Remark 2.3.** Let $F$ be a foam with a facet $f$ labeled $a$. One way to interpret a dot of weight $i$ on $f$ is view it as the $i$th elementary symmetric polynomial $e_i(A)$ where $A$ is an alphabet of size $a$ associated to $f$. A collection of dots of possibly different weights on $f$ is then thought of as a monomial in the elementary symmetric polynomials. The facet decorated by an arbitrary symmetric polynomial $p(A) \in \text{Sym}(A)$ is to be interpreted as the unique formal linear combination of dotted foams corresponding to the unique expression of $p(A)$ as a polynomial in $e_1(A), \ldots, e_a(A)$. 
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Definition 2.4. A closed sl(N) web W in R^2 is an oriented trivalent graph embedded in the plane where multiple edges and circles without vertices are permitted. Each vertex must have both incoming and outgoing edges, and each edge e is given a label ℓ(e) ∈ {1, ..., N} such that at every vertex, the sum of the labels of the incoming edges equals the sum of the labels of the outgoing edges.

Remark 2.5. We use the convention that labels of facets of foams must be positive. A foam having a facet labeled zero is understood to mean the same foam with that facet deleted. Similarly, dots of weight zero and edges of webs labeled zero may be erased. This convention agrees with [ETW18] but disagrees with [RW20] but is ultimately inconsequential.

A closed sl(N) foam F in R^3 is said to transversely intersect a properly embedded surface P ⊂ R^3 if P is disjoint from all of the singular points and dots of F and transversely intersects each binding and facet. If P is the plane 0 × R^2, then the transverse intersection W = F ∩ P is a closed sl(N) web. The labels on the edges of W are inherited from the labels on the facets of F, and orientations of the edges of W are induced from those of the facets of F using the standard orientation of P. Similarly, a closed sl(N) web W in R^2 is said to transversely intersect a given embedded circle C if C is disjoint from the vertices of W and transversely intersects the edges.

Definition 2.6. Let S ⊂ R^2 be a closed subsurface, which we usually take to be disc. An sl(N) web V in S is the intersection of a closed web W ⊂ R^2 with S such that W and ∂S intersect transversely. Its boundary ∂V is the intersection V ∩ ∂S viewed as a collection of oriented labeled points on ∂S, where the label of a point is just the label of the corresponding edge of V and where the orientation of the point indicates whether the edge is incoming or outgoing. A collection β of oriented labeled points on ∂S is called a web-boundary if for each component C of ∂S, the sum of the labels of the positively-oriented points on C equals the sum of the labels of the negatively-oriented points on C.

Suppose V_0 and V_1 are webs in S having the same boundary β = ∂V_0 = ∂V_1. Let V_0 denote the web obtained from V_0 by reversing the orientations of its edges. An sl(N) foam G from V_0 to V_1 is the intersection of a closed sl(N) foam F ⊂ R^3 with [0, 1] × S ⊂ R × R^2, subject to the requirement that F and ∂([0, 1] × S) intersect transversely and this intersection consists of

\[ F ∩ (0 × S) = 0 × V_0, \quad F ∩ ([0, 1] × ∂S) = [0, 1] × β, \quad F ∩ (1 × S) = 1 × V_1. \]

Facets, bindings, singular points, labels, and dots are all defined in the same way as in the closed case. We identify foams that are isotopic rel boundary.

Suppose V_0, V_1, V_2 are webs in a surface S all having the same web-boundary β. If G is an sl(N) foam from V_0 to V_1 and H is an sl(N) foam from V_1 to V_2, then they may be glued together to give an sl(N) foam G ∪_{V_1} H from V_0 to V_2. This version of composition is called vertical composition, and is obtained by stacking in the ordinary way for cobordisms. There is also a notion of horizontal composition. Suppose S and S' are sub-surfaces of R^2 that intersect along boundary components and whose interiors are disjoint. Then S ∪ S' is another sub-surface of R^2. If V ⊂ S and V' ⊂ S' are webs such that their web-boundaries agree in an orientation-reversing way, then they glue to a web V ∪ V' ⊂ S ∪ S'. Foams in [0, 1] × S and [0, 1] × S' with compatible boundaries can also be glued. Bar-Natan’s canopolies formalism encodes this structure [BN05]. See [ETW18, Section 2.2] for more details of this structure in the context of webs and foams.

Finally, we define the degree of an sl(N) foam from V_0 to V_1 based on the definitions given in [QR16, RW20, ETW18].

Definition 2.7. Suppose V_0 and V_1 are sl(N) webs with the same boundary β, and let G be an sl(N) foam from V_0 to V_1. We define the degree of G to be

\[ \deg(G) = -\sum_{\text{facets } f} d(f) + \sum_{\text{interval bindings } i} d(i) - \sum_{\text{singular points } p} d(p) + \sum_{q∈β} \frac{ℓ(q)(N - ℓ(q))}{2} + \sum_{\text{dots } d} 2w(d) \]

where
where a foam webs in the plane where a morphism between finite formal direct sums is given by a matrix of morphisms between

\[ (a + b)(N - a - b). \]

If \( p \) is a singular point whose adjacent facets are labeled \( a, b, c, a + b, b + c, a + b + c \), then \( d(p) = ab + ac + (a + b + c)(N - a - b - c). \)

If \( q \) is a point in the web-boundary \( \beta = \partial V_0 = \partial V_1 \), then \( \ell(q) \) is the label of \( q \).

if \( d \) is a dot, then \( w(d) \) is its weight.

**Remark 2.8.** The degree of \( \mathfrak{sl}(N) \) foams is additive under vertical and horizontal composition. The identity \( \mathfrak{sl}(N) \) foam of an \( \mathfrak{sl}(N) \) web \( V \) is \([0, 1] \times V \subset [0, 1] \times S\), viewed as an \( \mathfrak{sl}(N) \) foam from \( V \) to \( V \). The degree of the identity foam is zero.

Let \( G \subset [0, 1] \times D \) be a foam between webs \( V_0 \) and \( V_1 \) in a disc \( D \). By an isotopy of \( G \) keeping \( \partial G \) within the boundary of the 3-ball \([0, 1] \times D\), we may slide all of \( \partial G \) into \( 1 \times D \). The result is a foam \( G' \) from \( \emptyset \) to the closed web \( \overline{V}_0 \cup V_1 \). If \( \beta = \partial V_0 = \partial V_1 \), then

\[
\deg(G') = \deg(G) - \sum_{q \in \beta} \ell(q)(N - \ell(q)) \div 2.
\]

This procedure is called the bending trick in [ETW18].

### 2.3 Foam evaluation and MOY calculus

Robert and Wagner [RW20] define an explicit combinatorial evaluation

\[
\langle F \rangle \in \mathbb{Z}[X_1, \ldots, X_N]^{\mathbb{Z}_N} = \text{Sym}(N)
\]

for closed \( \mathfrak{sl}(N) \) foams \( F \subset \mathbb{R}^3 \). The evaluation takes the form of a homogeneous symmetric polynomial in \( N \) variables. The variables \( X_1, \ldots, X_N \) are defined to be of degree 2, and with this definition, the degree of \( \langle F \rangle \) is the degree of \( F \) viewed as a foam from \( \emptyset \) to \( \emptyset \) given in Definition 2.7.

Let \( V_0 \) and \( V_1 \) be \( \mathfrak{sl}(N) \) webs having the same boundary. Consider the free \( \text{Sym}(N) \)-module \( \bigoplus_G \text{Sym}(N) \cdot G \) with basis the set of all foams \( G \) from \( V_0 \) to \( V_1 \). Any such foam \( G \) can be viewed as a foam from \( \emptyset \) to \( \overline{V}_0 \cup V_1 \), so if \( H \) is a foam from \( \overline{V}_0 \cup V_1 \) to \( \emptyset \), then \( G \cup \overline{V}_0 \cup V_1 \) \( \overline{H} \) is a closed \( \mathfrak{sl}(N) \) foam. Define

\[
\text{Hom'}(V_0, V_1) := \left( \bigoplus_G \text{Sym}(N) \cdot G \right) \div \sim
\]

where a finite sum \( \sum_i a_i G_i \) is declared to be equivalent to zero if \( \sum_i a_i \langle G_i \cup \overline{V}_0 \cup V_1 \rangle = 0 \) for every foam \( H \) from \( V_0 \cup \overline{V}_1 \) to \( \emptyset \). This definition is a version of the universal construction [BHMV95]. Also see [ETW18, Section 2]. Our notation \( \text{Hom'}(V_0, V_1) \) indicates that foams \( G \) of all degrees are considered; in particular, there is \( \mathbb{Z} \)-grading

\[
\text{Hom'}(V_0, V_1) = \bigoplus_{k \in \mathbb{Z}} \text{Hom}^k(V_0, V_1)
\]

where a foam \( G \) of degree \( k \) lies in \( \text{Hom}^k(V_0, V_1) \) and the variables \( X_1, \ldots, X_N \) are homogeneous of degree 2.

**Definition 2.9.** Let \( \beta \) be a web-boundary, and let \( \mathcal{C}(\beta) \) be the following category. For each web \( V \) with \( \partial V = \beta \) there is a family of objects \( q/V \in \mathcal{C}(\beta) \) for \( i \in \mathbb{Z} \), called \( q \)-shifts of \( V \). An arbitrary object of \( \mathcal{C}(\beta) \) is a finite formal direct sum of \( q \)-shifts of webs with boundary \( \beta \). In particular, there is a zero object given by the empty direct sum. The morphism space between \( q \)-shifts of webs is given by

\[
\text{Hom}(q/V_0, q/V_1) = \text{Hom'}^{-1}(V_0, V_1)
\]

while a morphism between finite formal direct sums is given by a matrix of morphisms between \( q \)-shifts of webs. Composition in \( \mathcal{C}(\beta) \) is given by vertical composition of foams. We let \( \mathcal{C}(\emptyset) \) denote the case of closed webs in the plane where \( \beta = \emptyset \).
If \( W \) is a web and \( P = \sum_i a_i q^i \) is a Laurent polynomial with \( a_i \in \mathbb{Z}_{\geq 0} \), we let \( PW \) denote the formal direct sum \( PW := \bigoplus \langle (q^i W)^n \rangle \) viewed as an element in \( \mathcal{C}(\partial W) \). As another matter of notation, if \( W \) is a web with an edge labeled by a number greater than \( N \), then we let \( q^i W \) denote the zero object in \( \mathcal{C}(\partial W) \).

Horizontal composition gives rise to bifunctors on these categories. We refer to [ETW18, Section 2.2] for the details of canopoliies of webs and foams. Since \( \mathcal{C}(\beta) \) is an additive category, we may consider chain complexes in \( \mathcal{C}(\beta) \). A chain complex in \( \mathcal{C}(\beta) \) is a sequence \( \{A_i\}_{i \in \mathbb{Z}} \) of objects in \( \mathcal{C}(\beta) \) with maps \( d: A_i \rightarrow A_{i+1} \) satisfying \( d \circ d = 0 \). If \( A \) is a chain complex, we let \( h^i A \) denote the complex \( (h^i A)_j = A_{j-i} \) with the same differential. An object \( X \in \mathcal{C}(\beta) \) may be viewed as a chain complex supported in homological grading 0 with trivial differential. All chain complexes we consider are bounded, which is to say that \( A_i = 0 \) for all but finitely many \( i \in \mathbb{Z} \). Chain complexes may also be horizontally composed by combining the ordinary tensor product of complexes with horizontal composition of foams. Since the differential on a tensor product involves negating the differential on one of the tensor factors, an ordering of the tensor factors is required to define horizontal composition. The resulting up to chain isomorphism is independent of this choice of ordering. See [ETW18] for more details.

If \( W \) is a closed \( sl(N) \) web, let \( \langle W \rangle \in \mathbb{Z}[q, q^{-1}] \) be its MOY polynomial [MOY98]. This polynomial has nonnegative coefficients, is invariant under \( q \leftrightarrow q^{-1} \), and can be computed recursively from a list of relations. See for example [RW20, Definition 3.2] for the list. We also note that if \( \overline{W} \) is obtained by reversing the orientations of all edges, then \( \langle \overline{W} \rangle = \langle W \rangle \). We record in Figure 1 the MOY calculus relations that we will use in this paper. Recall that the quantum binomial coefficient \( \binom{a}{b} \in \mathbb{Z}[q, q^{-1}] \) is \( [n]!/[l! [n-l]! \) if \( 0 \leq k \leq n \) and is zero otherwise where \( [k]! := [k][k-1] \ldots [2][1] \) and \( [m] := (q^m - q^{-m})/(q - q^{-1}) \).

![Figure 1: Some relations in MOY calculus. The same relations hold if all pictures are mirrored or if all orientations are reversed.](image)

**Theorem 2.10** [RW20, Theorem 3.30]. Let \( W \) be a closed \( sl(N) \) web. Then \( \text{Hom}^\ast (\emptyset, W) \) is a finitely generated free \( \text{Sym}(N) \)-module, and its graded rank coincides with the MOY polynomial of \( W \). In particular, there are isomorphisms between the two sides of each MOY calculus relation in Figure 1, viewed as objects in \( \mathcal{C}(\beta) \) where \( \beta \) depends on the relation in question.

**Remark 2.11.** In fact, Robert and Wagner show that there is a homogeneous basis \( b_1, \ldots, b_m \) for \( \text{Hom}^\ast (\emptyset, W) \) as a \( \text{Sym}(N) \)-module where each \( b_i \) is a \( \mathbb{Z} \)-linear combination of foams (rather than simply a \( \text{Sym}(N) \)-linear combination of foams). The number of the basis elements of degree \( k \) is precisely the coefficient of \( q^k \) in \( \langle W \rangle \).

We record some local relations for foams. These are relations on morphisms in \( \mathcal{C}(\beta) \) where the web-boundary \( \beta \) depends on the given relation. Most of these relations are drawn from [RW20, Proposition 3.38],
though some are drawn from [QR16] and require checking that they hold equivariantly, which is done in [ETW18, Proposition 2.20].

**Proposition 2.12.**

1. **Sphere relations.** If $\lambda$ is a partition in $P(a, N - a)$, then

\[
 s_\lambda = \begin{cases} 
 (-1)^{(a+1)/2} & \lambda = \text{box}(a, N - a) \\
 0 & \text{else}
\end{cases}
\]

where $s_\lambda$ is interpreted as linear combinations of collections of dots as in Remark 2.3.

2. **Thick nilHecke relations.**

\[
 a + b = \sum_{\lambda \in P(a, b)} (-1)^{|\lambda|} s_\lambda
\]

3. **Blister relations.** If $\lambda \in P(a, b)$ and $\mu \in P(b, a)$, then

\[
 (-1)^{|\mu|} a s_\lambda b s_\mu = \delta_{\mu, \lambda}
\]

where $\delta_{\mu, \lambda}$ is 1 if $\mu = \lambda$ and is 0 otherwise.

4. **Matveev–Piergalini relations.**

\[
 a + b c = \sum_{\lambda, \mu} c^\nu_{\lambda \mu} s_\lambda s_\mu
\]

where the sum is over partitions $\lambda, \mu$ where $\lambda$ has at most $a$ parts and $\mu$ has at most $b$ parts. The numbers $c^\nu_{\lambda \mu}$ are the Littlewood–Richardson coefficients.
6. The following relation holds:

\[ a + x + y + z = b + x + y + z \]

7. The following relation holds:

\[ b + x + y = \sum_{\lambda \in P(x, y)} (-1)^{[\lambda]} \]

8. If \( \lambda \in P(x, y) \) and \( \mu \in P(y, x) \), then

\[ (-1)^{[\lambda]} s_\lambda x y = \delta_{\mu, \lambda} \]

where \( \delta_{\mu, \lambda} \) is 1 if \( \mu = \lambda \) and is 0 otherwise.

### 2.4 Rickard complexes

Let \( a, b, k \) be integers satisfying \( 0 \leq a, b \leq N \) and \( \max(a + b - N, 0) \leq k \leq \min(a, b) \), and consider the web \( W_k := W_k(a, b) \) and the foam \( w_k : W_k \to W_{k+1} \) given in Figure 2. Note that \( \partial W_k(a, b) \) is independent of \( k \). We denote this common web-boundary \( \beta(a, b) \).

**Definition 2.13.** The Rickard complex associated to a positive crossing is the chain complex

\[
\left[ \begin{array}{c}
\begin{array}{c}
\bigotimes
\end{array}
\end{array} \right] := \left( \cdots \to h^k q^{-k} W_k \xrightarrow{m_k} h^{k+1} q^{-(k+1)} W_{k+1} \to \cdots \right)
\]

where \( W_k \) and \( w_k \) are given in Figure 2. This is a complex in \( C(\beta(a, b)) \) supported in homological degrees \( k \) where \( \max(a + b - N, 0) \leq k \leq \min(a, b) \). The Rickard complex associated to a negative crossing is the complex

\[
\left[ \begin{array}{c}
\begin{array}{c}
\bigotimes
\end{array}
\end{array} \right] := \left( \cdots \to h^{-(k+1)} q^{k+1} W_k \xrightarrow{m_k} h^{-k} q^k W_{k+1} \to \cdots \right)
\]
Figure 2: Here $0 \leq a, b \leq N$ and $\max(a + b - N, 0) \leq k \leq \min(a, b)$. On the left is the web $W_k := W_h(a, b)$ and on the right is the foam $w_h$ from $qW_h$ to $W_{h+1}$. The web $\overline{W}_k$ is at the bottom of the picture while $W_{h+1}$ is at the top. The remaining labels and orientations of the facets of $w_h$ are uniquely determined by the given data.

where $\overline{w}_h$ is the foam from $W_{h+1}$ to $W_h$ obtained by reflecting $w_h$ across a horizontal plane. This complex is supported in homological degrees $-k$ where $\max(a + b - N, 0) \leq k \leq \min(a, b)$. We note that our grading and sign conventions match those of Wu [Wu14] but disagree with those of [ETW18].

Let $D$ be an oriented tangle diagram in a disc where strands are labeled by integers $0 \leq a \leq N$. The boundary of $D$ is naturally a web-boundary. The standard cube of resolutions construction using Rickard complexes to resolve the crossings results in a chain complex $[D]$ in $C(\partial D)$. The construction of $[D]$ requires an arbitrary ordering of the crossings but its chain isomorphism type is independent of the ordering. If $D$ is a diagram in a disc that contains a mix of both crossings and trivalent vertices, then the same procedure may be applied to produce a complex $[D]$ in $C(\partial D)$.

We collect a number of results concerning the behavior of $[D]$ under local moves. They were proved by Wu [Wu14, Wu12] in the setting of matrix factorizations over $\mathbb{Q}$ and were shown to hold nonequivariantly for foams over $\mathbb{Z}$ in [QR16]. See [ETW18, Theorem 3.5] for the equivariant version for foams over $\mathbb{Z}$. A proof of these relations in a somewhat different context is given in detail in [QRSW21].

**Theorem 2.14** [ETW18, Theorem 3.5].

1. **Reidemeister moves.** Up to homotopy equivalence, $[\square]$ is invariant under the Reidemeister II and III moves. For the Reidemeister I move, there are homotopy equivalences

   $h^a q^{-a(N-a+1)} \begin{array}{c} \square \end{array} \simeq \begin{array}{c} \square \end{array} \simeq h^a q^{a(N-a+1)} \begin{array}{c} \square \end{array}$

2. **Fork sliding.** There is a homotopy equivalence

   $\begin{array}{c} a \rightarrow b \\ a + b \end{array} \simeq \begin{array}{c} a \rightarrow b \\ a + b \end{array}$

   There are also equivalences for the other variations of a vertex sliding over or under a strand.

3. **Fork twisting.** There are homotopy equivalences

   $q^{ab} \begin{array}{c} a \rightarrow b \\ a + b \end{array} \simeq \begin{array}{c} a \rightarrow b \\ a + b \end{array} \simeq q^{-ab} \begin{array}{c} a \rightarrow b \\ a + b \end{array}$

   There are also equivalences when the orientations of all the edges in these webs are reversed.
Remark 2.15. Another common normalization of the gradings in the Rickard complex makes $\mathbb{Z}$ invariant under Reidemeister I moves at the cost of less natural grading shifts for the fork sliding and fork twisting equivalences. See for example [ETW18].

Definition 2.16. Let $W$ be an $\mathfrak{sl}(N)$ web with an edge $e$ labeled $a$. If $p$ is a symmetric polynomial in $a$ variables, then the dot map on $e$ associated to $p$, which is represented as

$$\uparrow p$$

is defined to be the identity foam of $W$ where the facet corresponding to $e$ is decorated by $p$. This is a map of degree $\text{deg}(p)$ where the variables of $p$ are of degree 2. A foam with a facet decorated by symmetric polynomial is a linear combination of dotted foams as explained in Remark 2.3.

Remark 2.17. Suppose $V$ and $W$ are webs with the same boundary, and $F$ is a foam from $V$ to $W$. Fix a point $q \in \partial V = \partial W$, and let $e$ and $f$ be the edges of $V$ and $W$, respectively, that are incident to $q$. Then the map given by $F$ from $V$ to $W$ intertwines the dot maps associated to $e$ and $f$. In particular, the dot maps associated to $e$ are central in the algebra of endomorphisms of $V$.

Let $D$ be an oriented tangle diagram in a disc with labeled strands. Given a basepoint $r$ on an arc labeled $a$ of $D$ away from crossings, any symmetric polynomial $p$ in $a$ variables defines a chain map $q^{\text{deg}(p)}[D] \to [D]$ which is given on each complete resolution by the dot map on the edge containing $r$. A chain map of this sort is also called a dot map.

The following result is sometimes called dot sliding, see [RW16, Section 5.1].

Proposition 2.18. Let $p$ and $q$ be symmetric polynomials in $a$ and $b$ variables, respectively. Then the following dot maps are chain homotopic:

$$\begin{align*}
\begin{array}{c}
\begin{array}{c}
\downarrow q
\\
\downarrow a
\\
\downarrow b
\end{array}
\end{array}
\sim
\begin{array}{c}
\begin{array}{c}
\downarrow q
\\
\downarrow a
\\
\downarrow b
\end{array}
\end{array}
$$

The analogous dot maps for the negative crossing are also chain homotopic.

Proof. This is the equivariant version of [RW16, Proposition 5.7], which is proved using the foam categories of Queffelec and Rose [QR16]. These foam categories are defined by a series of local relations [QR16, Equations (3.8)–(3.20)]. These defining foam relations are imposed so that, among other things, the relations of the extended graphical calculus for categorified quantum $\mathfrak{sl}(2)$ [KLMS12], suitably interpreted as relations among foams, are valid. The key relation in the extended graphical calculus needed for dot sliding is the “square flop” relation [KLMS12, Lemma 4.6.4]. By [ETW18, Proposition 2.20], the equivariant versions of Queffelec–Rose’s defining relations are valid, so the equivariant version of the square flop relation is also valid. Rose–Wedrich’s proof of dot sliding from the square flop relation [RW16, Proof of Proposition 5.7] finishes the argument.

2.5 Different versions of the link invariant

Let $D$ be a diagram of an oriented link $L$ with labeled components. Recall that $D$ induces a framing of $L$ called the blackboard framing. If $L$ is a knot, then the blackboard framing is the Seifert framing plus the writhe of the diagram. By Theorem 2.14, the chain homotopy type of $[D]$ is an invariant of $L$ viewed as an oriented framed link with labeled components. To obtain a homological invariant, we pass $[D]$ from the additive category $\mathcal{C}(\emptyset)$ to an abelian category and then take homology.

Definition 2.19. The state space $\mathcal{F}(W)$ of a closed $\mathfrak{sl}(N)$ web $W$ is defined to be the graded finitely-generated free $\text{Sym}(N)$-module $\text{Hom}(\emptyset, W)$. This assignment extends to a $\text{Sym}(N)$-linear additive functor $\mathcal{F}$ defined on
\(\mathcal{C}(\emptyset)\) sending \(q^r W\) to \(q^r F(W)\). If \(G\) is an \(sl(N)\) foam from \(W_0\) to \(W_1\) of degree \(k\), viewed as a map from \(q^{-k}W_0\) to \(q^k W_1\) in \(\mathcal{C}(\emptyset)\), then \(F\) is the grading-preserving map

\[
q^{-k} F(W_0) \rightarrow q^k F(W_1)
\]
given by vertical composition \(F \in \text{Hom}(\emptyset, W_0) \mapsto F \cup_{W_0} G \in \text{Hom}(\emptyset, W_1)\).

The isomorphism type of \(F(W)\) is straightforward to determine using MOY calculus by Theorem 2.10, but the maps induced by foams are less straightforward to determine explicitly. Since \(F\) is an additive functor, if \(A\) is a chain complex in \(\mathcal{C}(\emptyset)\) then \(F(A)\) is naturally a chain complex of graded Sym\((N)\)-modules.

**Definition 2.20.** Let \(D\) be a diagram of an oriented link \(L\) with labeled components. The equivariant colored \(sl(N)\) complex of \(D\) is defined to be

\[
\text{KRC}_{U(N)}(D) := F([D]).
\]
The chain homotopy type of \(\text{KRC}_{U(N)}(D)\) is an invariant of the oriented framed labeled link \(L\). The equivariant colored \(sl(N)\) homology of the oriented framed labeled link \(L\), denoted \(\text{KR}_{U(N)}(L)\), is the homology of \(\text{KRC}_{U(N)}(D)\).

**Remark 2.21.** Different authors use different normalizations to obtain a link invariant that is independent of the framing. See [ETW18, Definition 3.3] and [Wu14, Definition 12.16] for two different conventions. Since these normalizations are local, they also shift gradings based on pairwise linking numbers of different components of the link. We work with the framed link invariant for simplicity. Furthermore, we adopt the convention that if \(L\) is an oriented labeled link without an explicit framing, then we give each component its Seifert framing to define the colored \(sl(N)\) homology of \(L\). The computations in Tables 2 to 5 are with respect to the Seifert framing of the trefoil.

**Example.** Let \(U^a\) denote the unknot labeled \(a\). The equivariant colored \(sl(N)\) homology of \(U^a\) with the Seifert framing is

\[
\text{KR}_{U(N)}(U^a) \equiv q^{-a(N-a)} H_{U(N)}^*(G(a, N))
\]
supported in homological grading zero.

The nonequivariant version of colored \(sl(N)\) homology is defined using the evaluation

\[
\langle F \rangle_Z := \langle F \rangle \bigg|_{x_1 = \ldots = x_N = 0} \in \mathbb{Z}
\]
obtained from the Robert–Wagner evaluation by setting all of the variables equal to zero. For webs \(V_0, V_1\) with the same boundary, we set

\[
\text{Hom}^Z(V_0, V_1) := \left( \bigoplus_G \mathbb{Z} \cdot G \right)/\sim
\]
where \(\sum_i a_i G_i \sim 0 \) if \(\sum_i a_i (G_i \cup_{V_0 \cup V_1} H) Z = 0\) for every foam \(H\) from \(\emptyset\) to \(V_0 \cup V_1\). We then let \(\mathcal{C}(\beta)\) be the category having the same objects of \(\mathcal{C}(\emptyset)\), but its morphism spaces are built from \(\text{Hom}^Z(V_0, V_1)\) instead of \(\text{Hom}(V_0, V_1)\). In particular, morphisms consist only of \(Z\)-linear combinations of foams rather than \(\text{Sym}(N)\)-linear combinations. Note that there is an additive functor \(\mathcal{C}(\beta) \rightarrow \mathcal{C}(\beta)\) arising from the natural maps \(\text{Hom}(V_0, V_1) \rightarrow \text{Hom}^Z(V_0, V_1)\). If \(A\) is a chain complex in \(\mathcal{C}(\beta)\), we let \(A_Z\) denote the resulting complex in \(\mathcal{C}(\beta)\). Finally, we define the state space functor \(F_Z\) taking \(q^r W \in \mathcal{C}(\emptyset)\) to \(q^r \text{Hom}^Z(\emptyset, W)\), viewed as a graded abelian group. It follows from the proof of [RW20, Theorem 3.30] that \(F_Z(W)\) and \(F(W) \otimes_{\text{Sym}(N)} \mathbb{Z}\) are naturally isomorphic functors. In particular, the Poincaré polynomial of \(F_Z(W)\) is precisely the MOY polynomial of \(W\).

**Definition 2.22.** Let \(D\) be a diagram of an oriented labeled link \(L\). The colored \(sl(N)\) complex of \(D\) is defined to be

\[
\text{KRC}_N(D) := F_Z([D]) \equiv \text{KRC}_{U(N)}(D) \otimes_{\text{Sym}(N)} \mathbb{Z}
\]
The chain homotopy type of \(\text{KRC}_N(D)\) is an invariant of the oriented framed labeled link \(L\). The colored \(sl(N)\) homology of \(L\), denoted \(\text{KR}_N(L)\), is the homology of \(\text{KRC}_N(D)\).
Example. The colored sl(N) link homology of the unknot $U^p$ labeled $a$ with the Seifert framing is

$$\text{KR}_N(U^p) = q^{-a(N-a)}H^*(G(a,N))$$

supported in homological grading zero.

To describe the module structures on colored sl(N) homology, we first point out a tautological module structure arising from the bending trick described in Remark 2.8. If $V$ is a web in a disc, then

$$\text{Hom}_Z^s(\overline{V}, V) = \text{Hom}_Z^s(\overline{V} \cup V) = q^s \mathcal{F}_Z(\overline{V} \cup V)$$

where $s$ is a grading shift depending only on $\partial V$ given explicitly in Remark 2.8. We may view this identification as providing an action of the state space $\mathcal{F}_Z(\overline{V} \cup V)$ on $V$. In particular, if $U^p$ is an unknot labeled $a$, then there is an action of $\text{KR}_N(U^p) = \mathcal{F}_Z(\overline{U}^p)$ on the web consisting solely of a single strand labeled $a$. This is just another viewpoint on the dot maps discussed in section 2.4, with an added description of relations that the dot maps satisfy. By horizontal composition, $\text{KR}_N(U^p)$ acts on any web with a distinguished strand labeled $a$. Finally, if $D$ is an oriented link diagram with labeled components together with a basepoint on an arc labeled $a$, then there is an induced action of $\text{KR}_N(U^p)$ on $\text{KR}_N(D)$ through chain maps. Since the action is through chain maps, there is an induced action of $\text{KR}_N(U^p)$ on $\text{KR}_N(D)$. This module structure only depends on the component of $D$ containing the basepoint, which follows from the argument in [Kho03, Section 3].

Definition 2.23. Let $D$ be a diagram of an oriented labeled link $L$, and let $p \in D$ be a basepoint on an arc labeled $a$ away from crossings. The reduced colored sl(N) complex of $D$ with respect to $p$ is defined to be

$$\overline{\text{KRC}}_N(D,p) := q^{-a(N-a)}([G(a,N)] : \text{KR}_N(D))$$

where $[G(a,N)] \in H^{2a(N-a)}(G(a,N))$ is the fundamental class of $G(a,N)$, and it acts on $\text{KRC}_N(D)$ by the module structure induced by the basepoint $p$. The chain homotopy type of $\overline{\text{KRC}}_N(D,p)$ is an invariant of the oriented framed labeled link $L$ together with its basepoint $p$. The reduced colored sl(N) homology of $L$ with respect to $p$, denoted $\overline{\text{KRC}}_N(L,p)$ is the homology of $\overline{\text{KRC}}_N(D,p)$.

Example. The reduced colored sl(N) homology of the unknot $U^p$ labeled $a$ with the Seifert framing is

$$\overline{\text{KRC}}_N(U^p, p) = \mathbb{Z}$$

supported in bigrading $(0,0)$.

3 Colored sl(N) complexes of the Hopf link and the trefoil

In section 3.1, we prove a version of the homological perturbation lemma. In section 3.2, we apply the lemma in a simple way to show that the complex associated to the Hopf link is homotopy equivalent to a complex with no differential. We then turn our attention to simplifying the complex associated to the trefoil, where the bulk of our work is to adapt [HRW21b, Theorem 3.24] to our setting. We follow their proof closely, but because they work with chain complexes with rational coefficients, we frequently are required to use different arguments in order to work with integer coefficients. They work with (nonequivariant) singular Soergel bimodules in the context of HOMFLYPT homology instead of sl(N) foams, but translating between these two languages is fairly standard [HRW21b, Appendix A]. In section 3.3, we adapt [HRW21b, Proposition 2.31] concerning shifted Rickard complexes, which are homotopy equivalent to complexes associated to a crossing with a “rung”. In section 3.4, we finish proving our adaptation of [HRW21b, Theorem 3.24]. Finally, in section 3.5, we apply the homological perturbation lemma to complete our simplification of the complex associated to the trefoil.
3.1 A homological perturbation lemma

We review strong deformation retracts and prove a version of the homological perturbation lemma. Our chain complexes always lie in \( \mathcal{C}(\beta) \) for a web-boundary \( \beta \), though the results in this section are valid for bounded complexes in an additive category.

**Definition 3.1.** A **strong deformation retract** of a chain complex \( A \) onto a chain complex \( \overline{A} \) consists of chain maps \( \pi: A \to \overline{A} \) and \( \iota: \overline{A} \to A \) and a homotopy \( h: A \to A \) for which

\[
\pi \circ \iota = \text{Id}_{\overline{A}} \quad \iota \circ \pi = d \circ h + h \circ d
\]

and \( h \circ \iota = 0 \), \( \pi \circ h = 0 \), and \( h^2 = 0 \). These last three identities are called the **side conditions**. If \( \pi, \iota, h \) form a strong deformation retract that does not necessarily satisfy the side conditions, then \( h \) can be replaced by \( h' = h'dh \) where \( h' = (\text{Id} - \iota \pi)h(\text{Id} - \iota \pi) \) so that \( \pi, \iota, h' \) is a strong deformation retract satisfying the three side conditions [LS87, Section 2].

**Definition 3.2.** Let \( P \) be a finite poset and let \( A \) be a chain complex. A **splitting of \( A \) over \( P \)** is a direct sum decomposition

\[
A = \bigoplus_{p \in P} A_p \quad d = \sum_{p,q \in P} d_{q,p}
\]

for which the component of the differential \( d_{q,p}: A_p \to A_q \) is zero unless \( p \leq q \).

**Examples.** A chain complex that splits over the two element poset \( \{0, 1\} \) is essentially just a mapping cone. Let \( A \) be the mapping cone of a chain map \( f: B \to C \), and set \( A_0 = B \) and \( A_1 = hC \) with \( d_{0,0} = d_B, \; d_{1,1} = -d_C \), and \( d_{1,0} = f \), depicted as

\[
\begin{array}{c}
d_{0,0} \\ \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
A_0 & \xrightarrow{d_{1,0}} & A_1 & \xrightarrow{d_{1,1}}
\end{array}
\]

Let \( P = \{(x, y) \in \mathbb{Z}^2 \mid 0 \leq y \leq x \leq 2\} \) with standard poset structure that \( (x, y) \leq (x', y') \) if and only if \( x \leq x' \) and \( y \leq y' \). A complex \( A \) that splits over \( P \) may be depicted as

\[
\begin{array}{c}
A_{22} \\
\downarrow \quad \downarrow \\
A_{11} & \xrightarrow{A_{21}} & A_{20} \\
\downarrow & \quad \downarrow \\
A_{00} & \xrightarrow{A_{10}} & A_{20}
\end{array}
\]

with the understanding that there is an arrow from each term to itself. Note that there are no arrows between \( A_{11} \) and \( A_{20} \) since \((1, 1)\) and \((2, 0)\) are incomparable in \( P \).

We provide a homological perturbation lemma for complexes that split over a finite poset. See for example [HHSZ22, Section 2.7] for the same result with characteristic two coefficients in the case that \( P \) is the hypercube \( \{0, 1\}^k \).

**Lemma 3.3** (Homological Perturbation Lemma). Let \( A \) be a complex with a splitting over a finite poset \( P \). Suppose that for each \( p \in P \), there is a strong deformation retract

\[
\pi_p: A_p \to \overline{A}_p \quad \iota_p: \overline{A}_p \to A_p \quad h_p: A_p \to A_p
\]

of \( A_p = (A_p, d_{p,p}) \) onto a complex \( \overline{A}_p = (\overline{A}_p, \overline{d}_p) \). Then there is a strong deformation retract of \( A \) onto the complex \( \overline{A} = \bigoplus_p \overline{A}_p \) with differential \( \overline{d} = \sum_{p \leq q} \overline{d}_{q,p} \) where \( \overline{d}_{q,p} := \overline{d}_p \) and for \( p < q \),

\[
\overline{d}_{q,p} := \sum_{p = p_1 < \cdots < p_q = q} \pi_{p_1} \circ d_{p_1,p_1} \circ h_{p_1} \circ \cdots \circ d_{p_q-p_q} \circ h_{p_q} \circ d_{p_q-p_q} \circ \iota_{p_q}.
\]
The strong deformation retract $\pi: A \to \bar{A}$, $\iota: \bar{A} \to A$, $h: A \to A$ is given in components by $\pi_{p,p} = \pi_p$, $\iota_{p,p} = \iota_p$, $h_{p,p} = h_p$ and for $p < q$,

$$\pi_{q,p} := \sum_{p=p_1<\ldots<p_q=q} \pi_{p_1} \circ d_{p_1,p_2} \circ \cdots \circ d_{p_{q-1},p_q} \circ h_{p_q} \circ d_{p_q,p_1} \circ h_{p_1},$$
$$\iota_{q,p} := \sum_{p=p_1<\ldots<p_q=q} h_{p_1} \circ d_{p_1,p_2} \circ \cdots \circ d_{p_{q-1},p_q} \circ h_{p_q} \circ d_{p_q,p_1} \circ \iota_{p_1},$$
$$h_{q,p} := \sum_{p=p_1<\ldots<p_q=q} h_{p_1} \circ d_{p_1,p_2} \circ \cdots \circ d_{p_{q-1},p_q} \circ h_{p_q} \circ d_{p_q,p_1} \circ h_{p_1}.$$

**Proof.** We first verify the lemma directly for the poset $P = \{0, 1\}$. We then show that the general case follows from this case by induction. Let $(A,d)$ be a complex that splits over $P = \{0, 1\}$. In particular, we have

$$d_{0,0} \subset A_0 \xrightarrow{d_{0,1}} A_1 \xrightarrow{d_{1,1}},$$

where $d_{0,0}d_{0,0} = 0$, $d_{1,1}d_{1,1} = 0$, and $d_{1,0}d_{0,0} + d_{1,1}d_{1,0} = 0$. Then $(\bar{A},\bar{d})$ is

$$\bar{\iota} \subset \bar{A}_0 \xrightarrow{\pi_{1,0}} \bar{A}_1 \xrightarrow{\bar{d}_1},$$

which is easily verified to be a chain complex. The maps $\pi: A \to \bar{A}$, $\iota: \bar{A} \to A$, and $h: A \to A$ are given by

$$\pi = \begin{array}{ccc}
A_0 & \rightarrow & A_1 \\
\downarrow{\iota_0} & & \downarrow{\iota_1} \\
\bar{A}_0 & \rightarrow & \bar{A}_1
\end{array} \quad \begin{array}{ccc}
A_0 & \rightarrow & A_1 \\
\downarrow{\pi_{1,0}} & & \downarrow{\pi_{1,1}} \\
\bar{A}_0 & \rightarrow & \bar{A}_1
\end{array} \quad \begin{array}{ccc}
A_0 & \rightarrow & A_1 \\
\downarrow{h_{1,0}} & & \downarrow{h_{1,1}} \\
\bar{A}_0 & \rightarrow & \bar{A}_1
\end{array}$$

It is straightforward to check that $\pi$ and $\iota$ are chain maps and that $\iota \pi - \text{Id} = \bar{d}h + hd$. In the verification of the identity $\pi \iota = \text{Id}$, the component of $\pi \iota$ from $\bar{A}_0$ to $\bar{A}_1$ is $\pi_{1,1}h_{1,0} + \pi_{1,0}d_{1,0}$ where both terms are zero by the side conditions $\pi_{1,1}h_1 = 0$ and $h_{1,0} = 0$. The side conditions $\pi h = 0$, $h \pi = 0$, and $h^2 = 0$ are also all straightforward.

We now prove the result by induction on the size of the poset $P$. If $P$ has one element, the claim is tautological. For the inductive step, let $p \in P$ be a minimal element and let $Q = P \setminus \{p\}$. Then $A_Q := \bigoplus_{q \in Q} A_q$ is a subcomplex of $A$ that splits over the poset $Q$. By induction, the homological perturbation lemma applies to $A_Q$, giving a strong deformation retract onto $(\bar{A}_Q,\bar{d}_Q)$. Now observe that $A$ splits over the poset $P = \{0, 1\}$ with $A_0 = A_p$ and $A_1 = A_Q$. The case of the lemma for complexes that split over $\{0, 1\}$ gives a strong deformation retract from $A$ to $\bar{A}_P \oplus \bar{A}_Q$. It therefore suffices to check that $\bar{A}_P \oplus \bar{A}_Q$ is indeed the complex $\bar{A}$ described in the lemma, and that the strong deformation retract is given by the maps described in the lemma. This is straightforward; for example, we compute the induced differential $\bar{d}_{q,p}: \bar{A}_p \to \bar{A}_q$ for some $q \in Q$ satisfying $p < q$. Let $d_{q,p}: A_p \to A_Q$ denote $\sum_{p < q} d_{p,q}$, and let $\pi_{q,Q}: A_Q \to \bar{A}_q$ denote $\pi_q + \sum_{q < q} \pi_{q,q}$. Then $\bar{d}_{q,p}$ is

$$\pi_{q,Q} \circ \pi_{q,p} \circ \iota_p = \pi_q \circ \left( \sum_{p < q} d_{q,p} \right) \circ \iota_p$$
$$= \pi_q \circ \iota_p + \sum_{p < q} \pi_{q,q} \circ \pi_{q,p} \circ \iota_p$$
$$= \pi_q \circ \iota_p + \sum_{p < q} \pi_{q,q} \circ \left( \sum_{q < q} \pi_{q,q} \circ d_{q,q} \circ h_{q,q-1} \circ \cdots \circ d_{q,1} \circ h_{1,1} \circ d_{1,0} \circ \iota_p \right)$$
$$= \sum_{p < q} \pi_{q,q} \circ d_{q,q} \circ h_{q,q-1} \circ \cdots \circ h_{1,1} \circ d_{1,0} \circ \iota_p$$

as claimed. The other computations are similar. \[\square\]
3.2 The Hopf link complex

**Lemma 3.4.** If \( \max(a + b - N, 0) \leq k \leq \min(a, b) \), then there is a chain homotopy equivalence

\[
\begin{array}{ccc}
\begin{array}{c}
 a \quad b - k \\
 k - a \\
 b \\
 a - k \\
 \end{array}
 & \simeq &
 \begin{array}{c}
 h^k q^{ab - k(N + 1)} \\
 \end{array}
 & \begin{array}{c}
 a + b - k \\
 a \\
 b \\
 \end{array}
\end{array}
\]

**Proof.** We claim that there are homotopy equivalences

\[
\begin{array}{ccc}
\begin{array}{c}
 a \quad b - k \\
 k - a \\
 b \\
 a - k \\
 \end{array}
 & \simeq &
 \begin{array}{c}
 h^{k-a} q^{(a-k)(N-a+k+1)} \\
 \end{array}
 & \begin{array}{c}
 a - k \\
 \end{array}
\end{array}
\]

The first equivalence is fork-sliding (Theorem 2.14), while the second arises from the following variation of a fork-twist

\[
\begin{array}{ccc}
\begin{array}{c}
 a - k \\
 k \\
 a \\
 \end{array}
 & \simeq &
 \begin{array}{c}
 h^{k-a} q^{(a-k)(N-a+k+1)} \\
 \end{array}
 & \begin{array}{c}
 a - k \\
 \end{array}
\end{array}
\]

where the first equivalence is a Reidemeister I move, the second is a fork-slide, and the third is an ordinary fork-twist. Similarly,

\[
\begin{array}{ccc}
\begin{array}{c}
 h^{k-a} q^{(a-k)(N-a+1)} \\
 \end{array}
 & \simeq &
 \begin{array}{c}
 h^{k-a} q^{ab - k(N+1)} \\
 \end{array}
 & \begin{array}{c}
 b - k \\
 \end{array}
\end{array}
\]

which concludes the proof. \( \square \)

**Theorem 3.5.** If \( 0 \leq a, b \leq N \), then there is a homotopy equivalence

\[
\begin{array}{ccc}
\begin{array}{c}
 a \\
 b \\
 \end{array}
 & \simeq &
 \bigoplus_{k = \max(a + b - N, 0)}^{\min(a, b)} h^{2k} q^{ab - kN} \begin{array}{c}
 a + b - k \\
 a - k \\
 b \\
 \end{array}
\end{array}
\]

where the differential of the complex on the right-hand side is zero.
Proof. Let $C$ be the complex associated to the given diagram of the Hopf link, and note that $C$ splits over the poset $P = \{ k \mid \max(a + b - N, 0) \leq k \leq \min(a, b) \}$ in the following way. We let $(C_k, (-1)^k d_k)$ be the complex

\[
\begin{array}{c}
\text{\includegraphics[width=0.3\textwidth]{hopf_link_diagram}}
\end{array}
\]

and we let $d_{k+1}: C_k \to C_{k+1}$ be the map induced by the foam $w_k$ given in Figure 2 used in the definition of the Rickard complex. By Lemma 3.4, there is a homotopy equivalence between $C_k$ and

\[
\begin{array}{c}
\text{\includegraphics[width=0.3\textwidth]{rickard_complex_diagram}}
\end{array}
\]

which is supported in a single homological grading. Since there are no nontrivial homotopies on $C_k$, any homotopy equivalence between $C_k$ and $\overline{C}_k$ can be upgraded to a strong deformation retract $C_k \to \overline{C}_k$ satisfying the side conditions given in Definition 3.1. By the homological perturbation lemma (Lemma 3.3), we know that $C$ is homotopy equivalent to

\[
\overline{C} := \bigoplus_{k=\max(a+b-N,0)}^{\min(a,b)} \overline{C}_k
\]

equipped with some differential. Since $\overline{C}$ is supported only in even homological degrees, its differential must be zero which completes the proof.

\[\square\]

### 3.3 Shifted Rickard complexes

In this section, we adapt [HRW21b, Proposition 2.31] to our setting. Our result is directly analogous, but we give a different proof in order to work with integer coefficients. We assume that $0 \leq b \leq a \leq N$. This assumption simplifies matters only because the webs in our Rickard complexes are biased towards the left (the edge with the highest label is on the left). There is an analogous complex defined with webs biased towards the right that turns out to be equivalent to the Rickard complex, see for example [Wu14, Corollary 12.17] or [HRW21b, Remark 2.24].

**Proposition 3.6.** There is a homotopy equivalence

\[
\begin{array}{c}
\text{\includegraphics[width=0.3\textwidth]{shifted_rickard_complex_diagram}}
\end{array}
\]

The complex on the right is called the shifted Rickard complex and is supported in homological degrees $m$ where $\max(a + b - N, 0) \leq m \leq k$. The webs $V_m$ and foams $v_m$ are given in Figure 3.

We prove Proposition 3.6 using the following two lemmas. Recall that the (unshifted) Rickard complex is built from the webs $W_k$ and foams $w_k$ in Figure 2.

**Lemma 3.7.** Let $k$ and $k + u$ satisfy $\max(a + b - N, 0) \leq k \leq k + u \leq b$. Then

\[
\text{rank}_K \text{Hom}(q^j W_k, W_{k+u}) = \text{rank}_K \text{Hom}(q^j W_{k+u}, W_k) \begin{cases} 0 & j < u^2 \\ 1 & j = u^2 \end{cases}
\]
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Figure 3: The labels satisfy \(\max(a + b - N, 0) \leq m \leq k \leq b \leq a \leq N\). On the left is the web \(V_m = V_m(a, b, k)\) and on the right is the foam \(v_m\) from \(q^{a-k+1}V_m\) to \(V_{m+1}\). The web \(V_m\) is at the bottom of the picture while \(V_{m+1}\) is at the top.

Now suppose \(m\) and \(m+u\) satisfy \(\max(a + b - N, 0) \leq m \leq m+u \leq k\). Then

\[
\text{rank}_Z \text{Hom}(q^j V_m, V_{m+u}) = \text{rank}_Z \text{Hom}(q^j V_{m+u}, V_m) = \begin{cases} 0 & j < u(a - k + u) \\ 1 & j = u(a - k + u) \end{cases}
\]

Proof. Note that

\[
\text{Hom}(q^j W_k, W_{k+u}) = \text{Hom}(W_k, W_{k+u}) = \text{Hom}^{j-(a(N-a)-b(N-b))} (\emptyset, W_k \cup W_{k+u})
\]

where the second equality is from the bending trick discussed in Remark 2.8. By Theorem 2.10, the rank of this free abelian group is determined by the MOY polynomial of \(W_k \cup W_{k+u}\). The first equality in the first statement of the lemma follows from the fact that

\[
\langle W_k \cup W_{k+u} \rangle = \langle W_k \cup W_{k+u} \rangle = \langle W_{k+u} \cup W_k \rangle.
\]

The second equality follows from the fact that \(\langle W_k \cup W_{k+u} \rangle\) is monic of degree \(a(N-a) + b(N-b) - u^2\) by direct computation using the MOY calculus relations in Figure 1.

Similarly for the second statement in the lemma, it suffices to show that \(\langle V_m \cup V_{m+u} \rangle = \langle V_{m+u} \cup V_m \rangle\) is monic of degree

\[
\frac{a(N-a) + b(N-b) + k(N-k) + (a + b - k)(N - a - b + k)}{2} - u(a - k + u)
\]

which again is verified by direct computation using the MOY calculus.

**Lemma 3.8.** \(\text{Hom}(q W_k, W_{k+1}) \cong Z\) is generated by \(w_k\). Similarly, \(\text{Hom}(q^{a-k+1} V_m, V_{m+1}) \cong Z\) is generated by \(v_m\).

Proof. We claim that the first statement implies the second. Let \(G\) be a generator of \(\text{Hom}(q^{a-k+1} V_m, V_{m+1})\) and write \(v_m = nG\) for some \(n \in Z\). Then the foam...
for any partition $\lambda \in P(a-k, N-a+k)$ is also divisible by $n$. This is a foam from $W_m(b, a)$ to $W_{m+1}(b, a)$ of some degree depending on $\lambda$. If we set $\lambda = \text{box}(a-k, N-a+k)$, then by foam relations 6 and 8 of Proposition 2.12, the foam is of degree 1 and agrees with $w_m$. If $w_m$ is a generator of $\text{Hom}(W_m(b, a), W_{m+1}(b, a))$, then $n = \pm 1$ so $v_m$ is also a generator.

There are a number of ways to see that $w_k$ is a generator of $\text{Hom}(W_k, W_{k+1})$. We give a proof analogous to an argument we will use in the proof of Proposition 3.6. Observe that

$$C := \begin{bmatrix} a & b \\ b & a \end{bmatrix} \Rightarrow h^q \begin{bmatrix} a & b \\ b & a \end{bmatrix} \simeq h^q \begin{bmatrix} a & b \\ b & a \end{bmatrix}$$

by a variation of the fork twist as in the proof of Lemma 3.4. We let $Y$ denote the web on the right. For $\max(a + b - N, 0) \leq k \leq b$, there is an isomorphism between the summand $C_k$ in homological degree $k$ of the complex $C$ with a direct sum of $q$-shifts of $Y$

$$C_k = h^{k-1}q^{-k} \begin{bmatrix} a & b-k \\ b & a-k \end{bmatrix} \simeq h^k q^{-k} \begin{bmatrix} N-a+k \\ k \end{bmatrix} \begin{bmatrix} b \end{bmatrix}$$

The isomorphism follows by Robert and Wagner’s categorification of MOY calculus (Theorem 2.10). Note that the lowest power of $q$ that arises in $B_k$ is

$$-b(N-a-b) + k(k-2b-1).$$

This is a strictly decreasing function of $k$ in the range $\max(a+b-N,0) \leq k \leq b$. A calculation analogous to Lemma 3.7 gives

$$\text{rank}_\mathbb{Z} \text{Hom}(q^iY, Y) = \begin{cases} 0 & j < 0 \\ 1 & j = 0. \end{cases}$$

Now let $d_k : B_k \to B_{k+1}$ be the differential induced from the differential of $C$ by the isomorphisms $C_k \cong B_k$. By construction, the complex $B := \bigoplus B_k$ with differential $d_k$ is chain isomorphic to $C$. Because $C$, and therefore $B$, is homotopy equivalent to a complex supported in homological degree $b$, there are maps $h_k : B_k \to B_{k-1}$ for which $h_{k+1}d_k + d_{k-1}h_k = \text{Id}_{B_k}$ when $\max(a + b - N, 0) \leq k < b$. Consider the component of $h_k$ mapping out of

$$q^{-b(N-a-b)+k(k-2b-1)}Y$$

which is the lowest $q$-shift of $Y$ appearing as a direct summand of $B_k$. Since all $q$-shifts of $Y$ appearing in $B_{k-1}$ have a strictly larger power of $q$, it follows that this component of $h_k$ is zero. Thus, the restriction of the identity $h_{k+1}d_k + d_{k-1}h_k = \text{Id}_{B_k}$ to this $q$-shift of $Y$ is $h_{k+1}d_k = \text{Id}$. If $w_k = nG$ for some $n \in \mathbb{Z}$, then $d_k$ is also divisible by $n$. It then follows that the identity map on $Y$ is divisible by $n$. We now claim that $\text{Id}_Y$ is a generator of $\text{Hom}(Y, Y) \cong \mathbb{Z}$ from which it follows that $n = \pm 1$.

Let $G$ be a generator of $\text{Hom}(Y, Y) \cong \mathbb{Z}$ and write $\text{Id} = mG$ for some $m \in \mathbb{Z}$. We know that $m \neq 0$ since $\text{Hom}(Y, Y) \cong \mathbb{Z}$ implies that $Y$ is not isomorphic to zero. Express $G \circ G \in \text{Hom}(Y, Y)$ as $IG$ for some $l \in \mathbb{Z}$. The identity $\text{Id} \circ \text{Id} = \text{Id} \in \text{Hom}(Y, Y)$ gives $m^2IG = mG$ from which it follows that $m(ml - 1) = 0$. Thus $m = \pm 1$. \hfill \square

Proof of Proposition 3.6. Let $A$ denote the complex on the left-hand side in the statement of the proposition. The direct summand of $A$ in homological degree $l$ is

$$h^l q^{-l} \begin{bmatrix} a & b-k \\ b & a-l \end{bmatrix} \simeq h^l q^{-l} \bigoplus_{j = \max(a+b-N,0)}^{\min(k,l)} \begin{bmatrix} a-k-l+b \\ a-k-l+j \end{bmatrix}$$
where the first equivalence is a fork slide and the second is a fork twist. Just as we did for $A$, we express $B$ in terms of $q$-shifts of the webs $V_m$. The direct summand of $B$ in homological degree $l$ is

for max($b + k - N, 0$) ≤ $l$ ≤ $k$, where the isomorphisms are again from Theorem 2.10. We define a finite-length filtration $\cdots \subseteq R^{i}(A) \subseteq R^{i+1}(A) \subseteq \cdots$ by letting $R^{i}(A)$ be the direct sum of the terms $q^n V_m$ for which $n + m(a - k + 1) \leq i$. By Lemma 3.7, the differential of $A$ sends $R^{i}(A)$ to itself.

Next, note that by Theorem 2.14, we have homotopy equivalences

where the first equivalence is a fork slide and the second is a fork twist. Just as we did for $A$, we express $B$ in terms of $q$-shifts of the webs $V_m$. The direct summand of $B$ in homological degree $l$ is

for max($b + k - N, 0$) ≤ $l$ ≤ $k$, where the isomorphisms are again from Theorem 2.10. We define a filtration $\cdots \subseteq R^{i}(B) \subseteq R^{i+1}(B) \subseteq \cdots$ in the same way as for $A$. We let $R^{i}(B)$ be the direct sum of the terms $q^n V_m$ for which $n + m(a - k + 1) \leq i$, and again Lemma 3.7 implies that the differential of $B$ sends $R^{i}(B)$ to itself.

By Lemma 3.7, any homotopy equivalence between $A$ and $B$ is a filtered homotopy equivalence. In particular, the subcomplex $R^{i}(A)$ is homotopy equivalent to $R^{i}(B)$ for all $i$. We claim that for $i = b(a - k)$, we have $A = R^{i}(A)$. This follows by direct computation from our explicit decomposition of $A$ into $q$-shifts of the webs $V_j$. It follows that $A$ is homotopy equivalent to the subcomplex $R^{b(a-k)}(B)$. Again by direct computation using our explicit decomposition of $B$, we see that $R^{b(a-k)}(B)$ is supported in homological gradings $m$ for which max($a + b - N, 0$) ≤ $m$ ≤ $k$ and its direct summand in degree $m$ is

Thus, $R^{b(a-k)}(B)$ and the shifted Rickard complex are complexes having the same underlying objects but potentially different differentials.

By Lemma 3.8, the differential in $R^{b(a-k)}(B)$ from homological degree $m$ to degree $m + 1$ is equal to an integral multiple $n_m v_m$ of $v_m$. It suffices to show that $n_m = \pm 1$ for each $m$. To do so, we apply the same argument used in the proof of Lemma 3.8. First, observe that the complex

is homotopy equivalent to a complex supported in homological degree $k$. This follows from a sequence of moves analogous to those used in the proof of Lemma 3.8. Next, we horizontally compose the same web
with $F^{b-k}(B)$ so that the resulting complex in homological degree $m$ is

$$h^m q^{-m(a-k+1)} \rightarrow h^m q^{-m(a-k+1)} \rightarrow \cdots$$

The lowest power of $q$ arising in this direct sum is

$$-k(N-a-b) + m(m-2a-1)$$

which is strictly decreasing as a function of $m$ in the range $\max(a+b-N,0) \leq m \leq k$. We finish the proof exactly as in Lemma 3.8.

### 3.4 The full twist on two strands

We now use Proposition 3.6 to explicitly describe a chain complex $S$ that is homotopy equivalent to the complex

$$\begin{pmatrix} a & b \\ a & b \end{pmatrix}$$

associated to a full twist on two strands where we continue to assume $0 \leq b \leq a \leq N$. This “simplified” complex $S$ is directly analogous to the complex in [HRW21b, Theorem 3.24].

Because the construction is fairly long, we first describe the shape of $S$. We will define $S$ as a direct sum $\bigoplus_k S^k$ where $S^k$ is supported in homological degree $k+l$. The indices $l$ and $k$ satisfy $\max(a+b-N,0) \leq l \leq k \leq b$, and we imagine that these direct summands are arranged at lattice points $(k,l)$ in the plane.

We let $S^k = \bigoplus_l S^k_l$ be the direct sum of the terms in the $k$th column. There are “vertical” maps $d^k_l: S^k_l \rightarrow S^k_{l+1}$ that make $S^k$ into a chain complex, and there are “horizontal” maps $s^k_l: S^k_l \rightarrow S^{k+1}_l$ which together define chain maps $s^k: S^k \rightarrow S^{k+1}$. These chain maps satisfy $s^{k+1} \circ s^k = 0$ so all together, we have a double complex. The differential on $S$ is the total differential of this double complex, obtained by negating the vertical maps of the column $S^k$ for $k$ odd.

We turn to the task of constructing the column complexes $S^k$ and proving Proposition 3.10. Following [HRW21b, Lemma 3.23], we first describe a well-known bijection between the partitions in $P(r,s)$ for $r,s \geq 0$ and the set of square-free monomials of degree $s$ in $r+s$ variables $\zeta_1, \ldots, \zeta_{r+s}$. Note that partitions in $P(r,s)$ are in natural bijection with lattice paths from $(0,0)$ to $(s,r)$ moving only rightward and upward. Here is an illustration of the correspondence for $(r,s) = (4,5)$:
Record the reverse of path going from \((s, r)\) to \((0, 0)\) as a string of “D”s (for down) and “L”s (for left). The string for the given example is “DLLDLDLDLD”. Finally, associate to this string the monomial \(\zeta_j \cdots \zeta_k\) where the numbers \(1 \leq j_1 < \cdots < j_s \leq r + s\) are the locations of the “L”s in the string. The monomial for this example is \(\zeta_2 \zeta_3 \zeta_5 \zeta_6 \zeta_8\). Next, if \(W\) is a web, then let \(\zeta_j W\) denote the \(q\)-shift \(q^{i}W\). There is a natural identification

\[
q^{r(s+1)} \left[ \frac{r+s}{s} \right] W = \bigoplus_{1 \leq j_1 < \cdots < j_s \leq r+s} \zeta_{j_1} \cdots \zeta_{j_s} W = \bigoplus_{j} \zeta_j W
\]

where we have essentially just given labels to an explicit basis for the left-hand side. The second equality is simply the shorthand notation \(\zeta_j := \zeta_j \cdots \zeta_k\) where \(j = (j_1, \ldots, j_s)\).

**Definition 3.9.** We define the column complex \(S^k\) where \(\max(a + b - N, 0) \leq k \leq b\). If \(\max(a + b - N, 0) \leq l \leq k\), then set

\[
S^k_l := h^{k+l}q^{-l(a-k+1)+b(a-k)-k} \left[ \frac{b-l}{b-k} \right] U_l = h^{k+l}q^{-l(a-b+1)+b(a-b-1)} \bigoplus_{j} \zeta_j U_l
\]

where \(U_l\) is given in Figure 4 and where the direct sum is over \(j = (j_1, \ldots, j_{b-k})\) for which \(1 \leq j_1 < \cdots < j_{b-k} \leq b - l\). The component of the differential \(d^i_1 : S^k_l \to S^k_{l+1}\) from \(\zeta_l U_l\) to \(\zeta_{l+1} U_{l+1}\) is zero unless \(j_i - j_i' \in \{0, 1\}\) for each \(i = 1, \ldots, b-k\) in which case the map is \(X^n u_l\) where \(n = \sum_i (j_i - j_i')\), also given in Figure 4.

![Figure 4](image-url)

Figure 4: Here \(\max(a + b - N, 0) \leq l \leq b \leq a \leq N\). On the left is the web \(U_l = U_l(a,b)\) and on the right is the foam \(X^n u_l\) from \(q^{a-b+1+2n} U_l\) to \(U_{l+1}\). The web \(U_l\) is at the bottom of the picture while \(U_{l+1}\) is at the top. The shaded facet labeled 1 is decorated by \(h_a(X) = X^n\), which is equivalent to placing \(n\) dots of weight 1 on the facet.

**Proposition 3.10.** There is a chain homotopy equivalence

\[
h^k q^{-k} \begin{bmatrix} a & b \end{bmatrix} \cdots \begin{bmatrix} a & b \end{bmatrix} = S^k
\]

**Proof.** Let \(A\) be the complex on the left-hand side in the statement of the proposition. By Proposition 3.6, \(A\) is
homotopy equivalent to the complex $B = \bigoplus_l B_l$ with differential $d_l : B_l \to B_{l+1}$ given by

\[
B_l := h^{k+1}q^{-(a-k+1)+b(a-k)-k}
\]

We now define an explicit chain isomorphism between $B$ and $S^k$. We define $\phi_l : S^k_l \to B_l$ and $\psi_l : B_l \to S^k_l$ by specifying their component maps $\phi_l(J) : \zeta_j U_l \to B_l$ and $\psi_l(J) : B_l \to \zeta_j U_l$. Let $\mu$ be the partition in $P(k-l, b-k)$ corresponding to $\zeta_J = \zeta_{j_1} \cdots \zeta_{j_{b-k}}$ and let

The maps $\phi_l$ and $\psi_l$ are inverses by foam relations 7 and 8 of 2.12. To show that $\phi_l$ and $\psi_l$ define chain maps, we must verify that the map $\zeta_j U_l \to \zeta_j U_{l+1}$ given by

\[
\psi_{l+1}(J') \circ d_l \circ \phi_l(J) = (-1)^{[\lambda]} s^\lambda
\]

agrees with the component of the differential $d^b_l$ from $\zeta_j U_l$ to $\zeta_{j'} U_{l+1}$. Here $\lambda$ is the partition in $P(k-l-1, b-k)$ corresponding to $\zeta_{j'}$. By Pieri’s formula and relations 5 and 6 of Proposition 2.12, the map $\psi_{l+1}(J') \circ d_l \circ \phi_l(J)$
is equal to

\[
\sum_{\nu} (-1)^{\lambda}\]

where the sum is over partitions \( \nu \in P(k-l-1, b-k) \) for which the Young diagram of \( \nu \) fits inside of the Young diagram of \( \mu \) and for which the skew Young diagram \( \mu \setminus \nu \) has at most one box in each column. By foam relation 8, the term in the sum corresponding to \( \nu \) is equal to \( X^{[\nu]} \) if \( \nu = \lambda \) and is zero otherwise.

For \( \mu \in P(k-l, b-k) \) and \( \nu \in P(k-l-1, b-k) \) with corresponding monomials \( \zeta_{j_1} \cdots \zeta_{j_{h-1}} \) and \( \zeta_{j'_1} \cdots \zeta_{j'_{h-1}} \), respectively, it suffices to show that \( j_i - j'_i \in \{0, 1\} \) for \( i = 1, \ldots, b-k \) if and only if \( \nu \) fits inside \( \mu \) and \( \mu \setminus \nu \) has at most one box in each column. This latter condition is equivalent to the claim that for each \( i \), the string of “D”s corresponding to \( \nu \) has at most one box in each column. This latter condition is equivalent to the claim that the string of “D”s in the string of \( \mu \) is in the same position as the \( \mu \) “L” in the string of \( \nu \), or is in one slot to the right, which proves the result.

We now define the “horizontal” maps \( s^{k}_j : S^k_i \to S^{k+1}_i \) in the double complex \( S \).

\textbf{Definition 3.11.} Define the component of \( s^{k}_j : S^k_i \to S^{k+1}_i \) from \( \zeta_{j} U_i \) to \( \zeta_{j'} U_i \) to be zero unless \( J' \) is obtained from \( J \) by deleting an element \( j_i \in J = \{ j_1 < \cdots < j_{b-k} \} \), in which case define the component map to be \((-1)^{i-j} E_{i,j}\) where \( E_{i,j} \in \text{Hom}(q^{j_1} U_i, U_i) \) is the following difference of dot maps

\[
E_{i,j} := \begin{pmatrix}
\epsilon_{i,j} \\
\epsilon_{i,j}
\end{pmatrix}
\]

It is straightforward to see that \( s^{k+1}_i \circ s^k_j = 0 \). The component map of \( s^{k+1}_i \circ s^k_j \) from \( \zeta_{j} U_i \) to \( \zeta_{j'} U_i \) is clearly zero except when \( \zeta_{j'} \) is obtained by deleting two elements \( j_i, j'_i \) from \( J \). In this case, the component map is simply \( E_{i,j_i} - E_{i,j'_i} = 0 \) which is zero because the \( E_{i,j} \) maps commute.

To complete the construction of the double complex \( S \), we turn to the task of proving that the horizontal and vertical maps commute, which is to say \( s^{k+1}_i \circ a^k_j = d^{k+1}_i \circ s^k_j \). We view this as the assertion that \( s^k : S^{k-1} \to S^{k+1} \) is a chain map between the column complexes. Strictly speaking, we mean that \( s^k : S^k \to h^{-1} S^{k+1} \) is a chain map because chain maps are supposed to preserve homological degree, though we omit this extra notation when there is little possibility of confusion. Our proof is based on how the analogous result is proved in [HRW21, Proposition 3.10]. We summarize the argument. First, we define a chain complex \( \tilde{S}^k \) which has \( S^k \) as a natural quotient complex. We then define a map \( \tilde{s}^k : \tilde{S}^k \to \tilde{S}^{k+1} \) that descends to \( s^k : S^k \to S^{k+1} \), from which it suffices to prove that \( \tilde{s}^k \) is a chain map. Next, we construct another complex \( \hat{R}^k \) together with a chain isomorphism \( \Psi^k : \hat{R}^k \to \tilde{S}^k \), which can be viewed as a change of basis. Finally, we verify that composite map \( (\Psi^{k+1})^{-1} \circ \tilde{s}^k \circ \Psi^k : \hat{R}^k \to \hat{R}^{k+1} \) is a chain map which completes the argument.

Recall that for \( \text{max}(a + b - N, 0) \leq l \leq k \), we have

\[
S^k_i = h^{k+l} q^* \bigoplus_{j \in \{1, \ldots, b-l\}} \zeta_j U_i
\]
where the precise $q$-shift $q^*$ is given in Definition 3.9. Let $m = b - \max(a + b - N, 0)$ and set

$$
\hat{S}^k_i := h^{k+i}q^* \bigoplus_{\|l\|=b-k} \zeta_j U_l \quad \hat{R}^k_i := h^{k+i}q^* \bigoplus_{\|l\|=b-k} \xi_j U_l
$$

where $\xi_j$ carries a $q$-shift of $q^|j$ just like $\zeta_j$. We define the differential $\hat{S}^k_i \rightarrow \hat{S}^k_{i+1}$ by the same formula for the differential $d^k_i: S^k_i \rightarrow S^k_{i+1}$. In particular, the component from $\zeta_j U_l$ to $\zeta_j U_{l+1}$ is zero unless $j, j' \in \{0, 1\}$ for each $i = 1, ..., b - k$ in which case the map is $X^n U_l$ where $n = \sum_i j_i - j_i'$. The obvious projection map $\hat{S}^k \rightarrow S^k$ is a chain map so $S^k$ is a quotient of $\hat{S}^k$. The differential $\hat{R}^k_i \rightarrow \hat{R}^k_{i+1}$ is simpler. Its component from $\xi_j U_l$ to $\xi_j U_{l+1}$ is zero unless $l = I'$ in which case the map is $u_l$.

**Lemma 3.12.** There is a chain isomorphism $\Psi^k: \hat{R}^k \rightarrow \hat{S}^k$.

**Proof.** Let $A$ be a finite alphabet, and let $\text{Sym}(A)(\zeta_1, \ldots, \zeta_m)$ denote the free $\text{Sym}(A)$-module with basis the formal symbols $\zeta_1, \ldots, \zeta_m$. Then let $\Lambda_c(A)$ denote the exterior algebra of $\text{Sym}(A)(\zeta_1, \ldots, \zeta_m)$ over the ring $\text{Sym}(A)$. A basis of $\Lambda_c(A)$ as a free $\text{Sym}(A)$-module is given by $\zeta_j = \zeta_j, \ldots, \zeta_j$, where $J = \{j_1 < \cdots < j_n\} \subseteq \{1, \ldots, m\}$. Define $\Lambda_c(A)$ in the same way except with $\zeta_1, \ldots, \zeta_m$ replaced by $\xi_1, \ldots, \xi_m$, respectively. Next, define an isomorphism $\psi_A: \text{Sym}(A)(\xi_1, \ldots, \xi_m) \rightarrow \text{Sym}(A)(\zeta_1, \ldots, \zeta_m)$ by

$$
\psi_A(\xi_j) = h_{j-1}(A)\zeta_1 - h_{j-2}(A)\zeta_2 + \cdots + (-1)^{j-1}\zeta_j
$$

whose inverse is given by

$$
\psi_A^{-1}(\zeta_i) = e_{j-1}(A)\xi_1 - e_{j-2}(A)\xi_2 + \cdots + (-1)^{j-1}\xi_j.
$$

The fact that these two maps are inverses follows from the identity

$$
e_n(A) - e_{n-1}(A)h_1(A) + \cdots + (-1)^{n-1}e_1(A)h_{n-1}(A) - (-1)^n h_n(A) = 0
$$

for all $n \geq 1$. It follows that $\psi_A$ induces a graded $\text{Sym}(A)$-algebra isomorphism $\Lambda_c(A) \rightarrow \Lambda_c(A)$ which we also denote by $\psi_A$.

Now assume that $|A| = b - l$. We use $\psi_A$ to define the isomorphism $\Psi^k_i: \hat{R}^k_i \rightarrow \hat{S}^k_i$. Let the component of $\Psi^k_i$ from $\xi_j U_l$ to $\zeta_j U_l$ be the following map. Consider the coefficient $P = P(I, J) \in \text{Sym}(A)$ of $\zeta_j$ in the expression of $\psi_A(\xi_i) \in \Lambda_c(A)$ in terms of the basis. Define the component map to be

$$
P = (-1)^{j_1 + \cdots + j_n - (b-k)} \sum_{\sigma \in S_{b-k}} (-1)^{\text{sign}(\sigma)} \prod_{p=1}^{b-k} h_{\ell(p)-j_p}(A)
$$

where we note that the dot lies on an edge labeled $b - l = |A|$. An explicit formula for $P$ is

$$
P = (-1)^{j_1 + \cdots + j_n - (b-k)} \sum_{\sigma \in S_{b-k}} (-1)^{\text{sign}(\sigma)} \prod_{p=1}^{b-k} h_{\ell(p)-j_p}(A)
$$

where $h_n = 0$ if $n < 0$ by convention. The inverse of $\Psi^k_i$ is constructed from $\psi_A^{-1}$. In particular, its component map from $\xi_j U_l$ to $\zeta_j U_l$ is given by a dot map on the same edge as above except now the polynomial in $\text{Sym}(A)$ is the coefficient of $\xi_j$ in $\psi_A^{-1}(\zeta_j)$. The polynomial is

$$
(-1)^{j_1 + \cdots + j_n - (b-k)} \sum_{\sigma \in S_{b-k}} (-1)^{\text{sign}(\sigma)} \prod_{p=1}^{b-k} e_{\ell(p)-j_p}(A).
$$

These component maps could be used to define $\Psi^k_i$ directly. However, the purpose of introducing the purely algebraic isomorphism $\psi_A: \Lambda_c(A) \rightarrow \Lambda_c(A)$ is to avoid having to check that $\Psi^k_i$ is an isomorphism just from the component maps. We now employ a similar strategy to show that $\Psi^k: \hat{R}^k \rightarrow \hat{S}^k$ is a chain map.
Let $B \subset A$ be a subset of size $|B| = |A| - 1 = b - l - 1$ and let $|X| = A \setminus B$. Let $\operatorname{Sym}(B|X)$ denote the polynomials in the alphabet $A$ that are symmetric in $B$. In particular, there is an inclusion $\operatorname{Sym}(A) \subset \operatorname{Sym}(B|X)$. Define maps
\[
d_{\xi} : \Lambda_{\xi}(A) \to \Lambda_{\xi}(A) \otimes_{\operatorname{Sym}(A)} \operatorname{Sym}(B|X) \quad \text{and} \quad d_{\zeta} : \Lambda_{\zeta}(A) \to \Lambda_{\zeta}(A) \otimes_{\operatorname{Sym}(A)} \operatorname{Sym}(B|X)
\]
by declaring that $d_{\xi}(\xi_i) = \xi_i$ and $d_{\zeta}(\zeta_i) = \zeta_i + X\zeta_{i+1}$ with the convention $\zeta_0 = 0$. Then extend both maps to the entirety of their domains multiplicatively and $\operatorname{Sym}(B|X)$-linearly. Then let
\[
\psi_{B|X} : \Lambda_{\xi}(B) \otimes_{\operatorname{Sym}(B)} \operatorname{Sym}(B|X) \to \Lambda_{\xi}(A) \otimes_{\operatorname{Sym}(A)} \operatorname{Sym}(B|X)
\]
be the isomorphism $\psi_B \otimes \operatorname{Id}$. We now claim that
\[
d_{\xi} = \psi_{B|X} \circ d_{\xi} \circ \psi_A^{-1}.
\]
To check this identity, it suffices to verify it on $\zeta_1, \ldots, \zeta_m$ because both sides are $\operatorname{Sym}(B|X)$-algebra maps. We compute that
\[
(\psi_{B|X} \circ d_{\xi} \circ \psi_A^{-1})(\zeta_i) = \psi_{B|X}\left(\sum_{j=1}^{i}(-1)^{j-1}e_{\xi_j}(A)\xi_j\right) = \sum_{s=1}^{i}(-1)^{j-1}e_{\xi_j}(A)\sum_{j=1}^{s}(-1)^{j-1}h_{j-s}(B)\zeta_s = \sum_{s=1}^{i}(-1)^{i-s}e_{\xi_i-s}(A)h_{j-s}(B)\zeta_s
\]
where the last equality involves a simple reindexing of the double sum. Now note that
\[
\sum_{j=s}^{i}(-1)^{i-s}e_{\xi_i-s}(A)h_{j-s}(B) = \sum_{i=0}^{j-i}(-1)^{s}e_{\xi_{s-i}}(A)h_{i}(B) = e_{\xi_{i-s}}(X) = \begin{cases} 1 & i-s = 0 \\ X & i-s = 1 \\ 0 & i-s > 1 \end{cases}
\]
where we have used Lemma 2.1. Thus $(\psi_{B|X} \circ d_{\xi} \circ \psi_A^{-1})(\zeta_i) = d_{\xi}(\zeta_i)$ as claimed.

We now use the identity $d_{\xi} = \psi_{B|X} \circ d_{\xi} \circ \psi_A^{-1}$ to show that $\Psi^k$ is a chain map. Note that the component of the differential $\tilde{R}_i^k \to \tilde{R}_{i+1}^k$ from $\xi_i U_i \to \xi_{i+1} U_{i+1}$ is precisely $Pu_i$ where $P$ is the coefficient of $\xi_P$ in the expression of $d_{\xi}(\zeta_i)$. This coefficient $P$ is just 1 when $\{i_1, \ldots, i_{b-k}\} = \{i_1', \ldots, i_{b-k}'\}$ and 0 otherwise. Similarly, the component of the differential $\tilde{S}_i^k \to \tilde{S}_{i+1}^k$ from $\zeta_i U_i \to \zeta_{i+1} U_{i+1}$ is $Qu_i$ where $Q$ is the coefficient of $\zeta_P$ in the expression of $d_{\xi}(\zeta_i)$. Notice our abuse of notation: since $Q$ is either 0 or a power of $X$, we may interpret $Qu_i$ as the dotted foam given in Figure 4. The fact that $\Psi^k$ is a chain map now follows from the dot-migration relation (foam relation 5) applied to the following three facets with associated formal alphabets $A, B, \{X\}$ where $|A| = b - l$ and $|B| = b - l - 1$.

The relations imply that a decoration $f \in \operatorname{Sym}(A)$ on the facet labeled $b - l$ can be migrated to the linear combination of decorations on the facets labeled $b - l - 1$ and 1 corresponding to the same polynomial $f$ under the inclusion $\operatorname{Sym}(A) \subset \operatorname{Sym}(B|X) = \operatorname{Sym}(B) \otimes \operatorname{Sym}(X)$ induced by any identification $A \sim B \cup \{X\}$. \qed
**Proposition 3.13.** The horizontal maps commute with the vertical maps, which is to say that \( \delta_{j_{i+1}}^k \circ d_{i}^k = d_{i}^{k+1} \circ s_{i}^k \).

**Proof.** First, define \( \hat{g}^k : \mathcal{S}^k \rightarrow \mathcal{S}^{k+1} \) by the same formula used to define \( \delta^k \). In particular, define the component from \( \zeta U_l \) to \( \zeta U_l \) to be zero unless \( J' \) is obtained from \( I \) by deleting an element \( j_i \in I = \{ j_1 < \cdots < j_{b-l} \} \), in which case define the map to be \((-1)^{i-1}E_{j_i} \). It suffices to show that \( \hat{g}^k : \mathcal{S}^k \rightarrow \mathcal{S}^{k+1} \) is a chain map.

Define a map \( \hat{r}^k : \hat{R}^k \rightarrow \hat{R}^{k+1} \) by declaring that the component map from \( \zeta U_l \) to \( \zeta U_l \) is zero unless \( I' \) is obtained from \( I \) by deleting an element \( j_i \in I = \{ j_1 < \cdots < j_{b-l} \} \), in which case define the component map to be \((-1)^{i-1}H_{j_i} \) where \( H_i \in \text{Hom}(qU_l, U_l) \) is the following map:

\[
H_i := \sum_{s+t=i} (-1)^t \begin{array}{c}
\text{h}_s \\
\text{e}_t
\end{array}
\]

Because dot maps on edges incident to the boundary of the web are central by Remark 2.17, it follows that \( \hat{r}^k \) is a chain map. By the dot-migration relation (foam relation 5), we have

\[
H_i = \sum_{s+t=i} (-1)^t \begin{array}{c}
\text{h}_s \\
\text{e}_t
\end{array} = \sum_{s+t=i} (-1)^t \begin{array}{c}
\text{h}_s \\
\text{e}_t
\end{array}
\]

We now show that the composite map \( \Psi^{k+1} \circ \hat{r}^k \circ (\Psi^k)^{-1} : \mathcal{S}^k \rightarrow \mathcal{S}^{k+1} \) is precisely \( \hat{s}^k \), where \( \Psi^k \) is the isomorphism constructed in Lemma 3.12.

Continuing the notation from the proof of Lemma 3.12, let \( \Lambda \) be an alphabet of size \( |\Lambda| = b - l \) and recall that we have a \( \text{Sym}(\Lambda) \)-algebra isomorphism \( \psi_\Lambda : \Lambda_\zeta(\Lambda) \rightarrow \Lambda_\zeta(\Lambda) \) given by

\[
\psi_\Lambda(\xi_i) = h_{i-1}(\Lambda)\xi_1 - \cdots + (-1)^{i-1}\xi_i
\]

\[
\psi_\Lambda^1(\zeta_i) = e_{i-1}(\Lambda)\xi_1 - \cdots + (-1)^{i-1}\xi_i.
\]

Now let \( \Lambda \) be another alphabet of size \( |\Lambda| = b - l \) and let

\[
\psi_{\Lambda \otimes C} : \Lambda_\zeta(\Lambda) \otimes \text{Sym}(\Lambda) \otimes \text{Sym}(\Lambda) \rightarrow \Lambda_\zeta(\Lambda) \otimes \text{Sym}(\Lambda) \otimes \text{Sym}(\Lambda) \]

be the isomorphism \( \psi_\Lambda \otimes \text{Id} \). Here \( \text{Sym}(\Lambda) = \text{Sym}(\Lambda) \otimes \Lambda \otimes \text{Sym}(\Lambda) \) denotes the ring of polynomials in the alphabet \( \Lambda \) that are symmetric in \( \Lambda \) and also symmetric in \( \Lambda \). Define \( \text{Sym}(\Lambda) \)-linear anti-derivations

\[
r : \Lambda_\zeta \otimes \text{Sym}(\Lambda) \rightarrow \Lambda_\zeta \otimes \text{Sym}(\Lambda), \quad s : \Lambda_\zeta \otimes \text{Sym}(\Lambda) \rightarrow \Lambda_\zeta \otimes \text{Sym}(\Lambda)
\]

by the formulas

\[
r(\xi_i) = \sum_{s+t=i} (-1)^t h_s(\Lambda)e_t(\Lambda), \quad s(\zeta_i) = e_i(\Lambda) - e_i(\Lambda)
\]

By definition of an anti-derivation, they satisfy the signed Leibniz rule \( r(\xi_i \zeta) = r(\xi_i) \zeta + (-1)^{|\xi|} \xi r(\zeta) \). Just as in the proof of Lemma 3.12, the coefficient of \( \zeta_{i+1} \), in the expression of \( r(\zeta) \) in terms of the given basis is precisely the component map of \( \hat{r}^k : \hat{R}^k \rightarrow \hat{R}^{k+1} \) from \( \zeta U_l \) to \( \zeta U_l \) where \( \Lambda \) and \( C \) are interpreted as the formal alphabets associated to the two “rungs” in \( U_l \) labeled \( b - l \). Similarly, the coefficients of \( s(\zeta_i) \) give the component maps of \( \hat{s}^k : \hat{S}^k \rightarrow \hat{S}^{k+1} \). To show that \( \Psi^k \circ \hat{r}^k \circ (\Psi^k)^{-1} = \hat{s}^k \), it suffices to verify that

\[
\psi_{\Lambda \otimes C} \circ r \circ (\psi_{\Lambda \otimes C})^{-1} = s.
\]

As both sides are anti-derivations, it suffices to check the identity on \( \zeta_1, \ldots, \zeta_m \). We compute

\[
(\psi_{\Lambda \otimes C} \circ r \circ (\psi_{\Lambda \otimes C})^{-1})(\zeta_i) = (\psi_{\Lambda \otimes C} \circ r) \left( \sum_{j=1}^i (-1)^j e_{i+j}(\Lambda) \right)
\]
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\[
= \sum_{j=1}^{i} (-1)^{i-j} e_{i-j}(A) \sum_{t=0}^{i} (-1)^{t} h_{i-t}(A) e_{t}(C)
\]

where in the last line, the first sum corresponds to the terms where \( t = 0 \). By Lemma 2.1, the first sum is equal to \( e_{i}(A) \) while

\[
\sum_{j=1}^{i} (-1)^{i-j} e_{i-j}(A) h_{i-j}(A) = \begin{cases} 1 & i = t \\ 0 & \text{else} \end{cases}
\]

Thus \( (\psi_{AC} \circ r \circ (\psi_{AC})^{-1})(i) = e_{i}(A) - e_{i}(C) \) as required.

We have finished the construction of the double complex \( S \), and we turn to the proof that it is homotopy equivalent to the complex associated to a full twist on two strands. We do so by horizontally composing \( S \) with a negative twist below and proving that the resulting complex is homotopy equivalent to the Rickard complex. We begin with two lemmas.

**Lemma 3.14.** For \( \max(a + b - N, 0) \leq k < \min(a, b) \), the space of homotopy classes of chain maps from \( S^{k} \) to \( h^{-1}S^{k+1} \) is isomorphic to \( Z \).

**Proof.** First, note that the space of homotopy classes of chain maps from \( qW_{i} \) to \( W_{i+1} \) is isomorphic to \( Z \) by Lemma 3.7. Next, let

\[
[T^{+}(W_{i})] := \begin{bmatrix}
    a & b - k & b \\
    a + b - k & a - k & k \\
    a & b
\end{bmatrix} \quad [T^{+}(W_{i+1})] := \begin{bmatrix}
    a & b - 1 & k + 1 \\
    a + b - 1 & a - k & k \\
    a & b
\end{bmatrix}
\]

To prove the lemma, note that by Proposition 3.10, it suffices to prove that the space of homotopy classes of chain maps \( q[T^{+}(W_{i})] \rightarrow [T^{+}(W_{i+1})] \) is isomorphic to \( Z \). Let \( \text{Hom}(q[T^{+}(W_{i})], [T^{+}(W_{i+1})]) \) denote this space of homotopy classes of chain maps.

Consider the following composite of maps given by horizontal composition

\[
\text{Hom}(q[W_{i}], [W_{i+1}]) \xrightarrow{\psi} \text{Hom}(q[T^{+}(W_{i})], [T^{+}(W_{i+1})]) \xrightarrow{\psi} \text{Hom}(q[T^{-}T^{+}(W_{i})], [T^{-}T^{+}(W_{i+1})])
\]

where \( T^{-} \) denotes horizontal composition with a negative crossing below, analogous to the notation \( T^{+} \). Composing this map with the isomorphism

\[
\text{Hom}(q[T^{-}T^{+}(W_{i})], [T^{-}T^{+}(W_{i+1})]) \xrightarrow{\psi} \text{Hom}(q[W_{i}], [W_{i+1}])
\]

given by Reidemeister II invariance (Theorem 2.14) gives the identity map on \( \text{Hom}(q[W_{i}], [W_{i+1}]) \). Thus \( \Psi \) is surjective. Similarly, the composite map

\[
\text{Hom}(q[T^{+}(W_{i})], [T^{+}(W_{i+1})]) \xrightarrow{\psi} \text{Hom}(q[T^{-}T^{+}(W_{i})], [T^{-}T^{+}(W_{i+1})]) \xrightarrow{\psi} \text{Hom}(q[T^{+}T^{-}T^{+}(W_{i})], [T^{+}T^{-}T^{+}(W_{i+1})])
\]

is also the identity so \( \Psi \) is injective. Thus \( \Psi \) is an isomorphism which proves the result.

\[\square\]
Lemma 3.15. Suppose \( l = \max(a + b - N, 0) \). Then the maps \( E_i \in \text{Hom}(a^2 U_i, U_i) \) for \( i = 1, \ldots, b - l \) are primitive.

Proof. First consider the case that \( \max(a + b - N, 0) = 0 \) so that \( l = 0 \). Recall that there is a homogeneous identification between \( \text{Hom}^*(U_0, U_0) \) and \( \text{Hom}^*(\emptyset, U_0 \cup U_0) \) where

\[
\begin{array}{c}
U_0 \cup U_0 = \begin{array}{c}
\tiny{b} \\
\tiny{a + b}
\end{array}
\end{array}
\]

where we have erased the edges labeled 0. As a particular instance of Theorem 2.10, a basis for \( \text{Hom}(\emptyset, U_0 \cup U_0) \) as a free \( \text{Sym}(N) \)-module can be constructed using relation 2 of Proposition 2.12. In particular, a basis can be obtained so that under the identification \( \text{Hom}^*(U_0, U_0) = \text{Hom}^*(\emptyset, U_0 \cup U_0) \), the map \( E_i \) is sent to the difference of two distinct basis elements. It follows that \( E_i \) is primitive.

The case that \( \max(a + b - N, 0) = a + b - N \) is handled similarly. The only difference is that in this case, the closed web \( U_l \cup U_l \) has two edges labeled \( N \). After applying the isomorphism of [RW20, Claim 3.34], a similar argument shows that \( E_i \) is primitive.

\[
\begin{array}{c}
\text{Proposition 3.16.} \quad \text{There is a chain homotopy equivalence}
\end{array}
\]

\[
S = \begin{bmatrix}
a & b \\
a & b
\end{bmatrix}
\]

Proof. By Reidemeister II invariance (Theorem 2.14), it suffices to show that the horizontal composition of \( S \) with a negative twist below, which we denote \( T^- (S) \), is homotopy equivalent to the Rickard complex associated to a positive crossing where the overstrand is labeled \( b \) as in Definition 2.13. By Proposition 3.10, the complex \( T^- (S^k) \), the horizontal composition of the column complex \( S^k \) with a negative twist below, is homotopy equivalent to the complex \( h^k q^{-k} \llbracket W_k \rrbracket \). Since \( h^k q^{-k} \llbracket W_k \rrbracket \) is supported in a single homological degree, there is a strong deformation retract

\[
\pi_k: T^- (S^k) \to h^k q^{-k} \llbracket W_k \rrbracket, \quad \iota_k: h^k q^{-k} \llbracket W_k \rrbracket \to T^- (S^k), \quad h_k: T^- (S^k) \to T^- (S^k)
\]

satisfying the side conditions of Definition 3.1. By the homological perturbation lemma (Lemma 3.3) for the poset \( \{ k \mid \max(a + b - N, 0) \leq k \leq b \} \), there is a homotopy equivalence between \( S \) and the complex

\[
\cdots \to h^k q^{-k} W_k \xrightarrow{n_{k+1} \circ T^- (s^k) \circ \iota_k} h^{k+1} q^{-k-1} W_{k+1} \to \cdots
\]

The component of the differential from \( h^k q^{-k} W_k \) to \( h^{k+1} q^{-k-1} W_{k+1} \) is \( \pi_{k+1} \circ T^- (s^k) \circ \iota_k \) by the formula given in the homological perturbation lemma, and all other components of the differential are zero by homological degree considerations. By Lemma 3.8, it suffices to show that \( \pi_{k+1} \circ T^- (s^k) \circ \iota_k \) is primitive for each \( k \) satisfying \( \max(a + b - N, 0) \leq k \leq b - 1 \). If \( \pi_{k+1} \circ T^- (s^k) \circ \iota_k \) is not primitive, then the chain map \( \iota_{k+1} \circ (\pi_{k+1} \circ T^- (s^k) \circ \iota_k) \circ \pi_k \), which is homotopic to \( T^- (s^k) \), is also not primitive. It therefore suffices to show that \( T^- (s^k) \) is a generator of the space of homotopy classes of chain maps from \( T^- (S^k) \) to \( h^{-1} T^- (S^{k+1}) \). By the proof of Lemma 3.14, it suffices to show that \( s^k \) is a generator of the space of homotopy classes of chain maps from \( S^k \) to \( h^{-1} S^{k+1} \).

We separate the proof into two cases.

- Case: \( \max(a + b - N, 0) \leq k \leq b - 2 \).

Suppose \( s^k \) is not a generator. Then there is a map \( g: S^k \to h^{-1} S^{k+1} \) that decreases homological degree by one for which \( s^k + d^{k+1} g + g d^k \) is not primitive. Recall that \( S^k = \bigoplus_i S^k_i \) where \( S^k_i \) is supported in homological degree \( k + l \) and \( \max(a + b - N, 0) \leq l \leq k \leq b \). We let \( g_l \) denote the component of \( g \) from \( S^k_l \).
to $h^{-1}S_{n-1}^4$. Let $n = \max(a + b - N, 0)$ and focus on the component $s_n^k + d_n^{k+1}g_n + g_{n+1}d_n^k$ from $S_n^k$ to $h^{-1}S_n^{k+1}$. Note that $g_n = 0$ because $h^{-1}S_{n-1}^4 = 0$ so the map is $s_n^k + g_{n+1}d_n^k$.

$$
\begin{array}{c}
\begin{tikzcd}
S_{n+1}^k & h^{-1}S_{n}^{k+1} \\
S_n^k \\
d_n^k \\
g_{n+1}
\end{tikzcd}
\end{array}
$$

Now recall that $S_n^k = h^{k+1} q^* \bigoplus_{\mathcal{I}} \mathcal{C}_i U_l$ where $\mathcal{I}$ ranges over subsets of $\{1, \ldots, b - l\}$ of size $b - k$. Fix a subset $K \subseteq \{1, \ldots, b - n\}$ of size $b - k$ for which $1 \in K$ and $b - n \in K$ and consider the direct summand $\mathcal{C}_K U_n$ of $S_n^k$. Note that $K$ exists because $b - k \geq 2$. The component of $s_n^k$ from $\mathcal{C}_K U_n$ to the direct summand $\mathcal{C}_K U_n$ of $h^{-1}S_{n}^{k+1}$ is $\pm E_1$ which is primitive by Lemma 3.15. We claim that the component of $g_{n+1}d_n^k$ from $\mathcal{C}_K U_n$ to $\mathcal{C}_{K \cup \{n\}} U_n$ is zero. The nonzero component maps of $d_n^k$ out of $\mathcal{C}_K U_n$ are all of the form $X'u_n$ where $* > 0$ because $b - n \in K$. By a computation exactly analogous to Lemma 3.7, we have

$$
\text{rank}_Z \text{Hom}(q' U_n, U_{n+1}) = \text{rank}_Z \text{Hom}(q' U_{n+1}, U_n) = \begin{cases} 0 & j < a - b + 1 \\ 1 & j = a - b + 1 \end{cases}
$$

The $q$-shift of $\mathcal{C}_{K \cup \{n\}} U_n$ is $2$ less than the $q$-shift of $\mathcal{C}_K U_n$. However, the highest value of $s$ for which there is a nonzero component map of $g_{n+1}d_n^k$ from $\mathcal{C}_K U_n$ to $q' U_{n+1}$ is at least $(a - b + 3) + (a - b + 1)$ less than the $q$-shift of $\mathcal{C}_K U_n$. Thus, the component map of $s^k + d^{k+1}g + gd^k$ from $\mathcal{C}_K U_n$ to $\mathcal{C}_{K \cup \{n\}} U_n$ is $\pm E_1$, which is primitive. Thus $s^k$ is a generator.

- Case: $k = b - 1$.

Our proof of this case is analogous to the argument in [HRW21b, Proof of Theorem 3.24]. We must show that $s^{b-1} : S^{b-1} \rightarrow h^{-1}S^b$ is a generator of the space of homotopy classes of chain maps. Recall that

$$
S_{b-1}^k = h^{b+1} q^* \bigoplus_{\mathcal{I}} \mathcal{C}_i U_l \\
h^{-1}S_{b}^k = h^{b-1+1} q^* U_l
$$

where $\cdot = -l(a - b + 1) + b(a - b - 1)$. Consider the map $\Theta : h^{-1}q^2S^b \rightarrow S^{b-1}$ whose component map from $U_l$ to $\mathcal{C}_i U_l$ is zero unless $i = 1$ in which case the component map is the identity map. It is easy to see that $\Theta$ is a chain map. The component of $s^{b-1} \circ \Theta$ from $h^{-1}q^2S^b$ to $h^{-1}S_{b-1}^k$ is

$$
E_1 = H_1 = \begin{array}{c}
\begin{tikzcd}

\end{tikzcd}
\end{array} = \begin{array}{c}
\begin{tikzcd}

\end{tikzcd}
\end{array}
$$

Horizontally composing with a negative crossing below gives us chain maps

$$
\begin{array}{c}
\begin{tikzcd}
\begin{array}{c}
\begin{tikzcd}

\end{tikzcd}
\end{array} \rightarrow T^{-}(S^b) \\
\begin{array}{c}
\begin{tikzcd}

\end{tikzcd}
\end{array}
\end{array} \rightarrow T^{-}(S^{b-1}) \\
\begin{array}{c}
\begin{tikzcd}

\end{tikzcd}
\end{array} \rightarrow h^{-1}T^{-}(S^b).
\end{array}
$$

Now consider the composite map

$$
\begin{array}{c}
\begin{tikzcd}
h^{-1}q^{b+2}W_b \\
h^{b-1}q^{b+2}W_{b-1} \\
h^{b-1}q^{b+1}W_{b-1} \\
\end{tikzcd}
\end{array} \rightarrow \begin{array}{c}
\begin{tikzcd}
h^{-1}q^{b+1}W_b.
\end{tikzcd}
\end{array}
$$

Note that this composite map is equal to

$$
\pi_b T^{-}(s^{b-1})t_{b-1} \pi_{b-1} T^{-}(\Theta)t_b = \pi_b T^{-}(s^{b-1})T^{-}(\Theta)t_b + \pi_b(dh_{b-1} + h_{b-1}d)t_b = \pi_b T^{-}(s^{b-1}(\Theta)t_b
$$

where the second equality is due to the fact that the complexes $h^{b-1}q^{b+2}W_b$ and $h^{b-1}q^{b}W_b$ have no differential. Furthermore, $\pi_b T^{-}(s^{b-1}(\Theta)t_b$ is chain homotopic to

$$
\begin{array}{c}
\begin{tikzcd}

\end{tikzcd}
\end{array} = h^{-1}q^{b+2}W_b \rightarrow h^{-1}q^{b}W_b
$$
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by dot sliding (Proposition 2.18), which means that \( \pi_\theta T^{-l(s^{-1}\Theta)_{l-1}} \) is equal to this difference of dot maps since there are no nontrivial homotopies. If \( \pi_\theta T^{-l(s^{-1}\Theta)_{l-1}} \) is not primitive, then this difference of dot maps is also not primitive. However, an argument analogous to the proof of Lemma 3.15 shows that this difference of dots map is indeed primitive.

3.5 The trefoil complex

In this section, we describe a simple complex \( T \) that is homotopy equivalent to the complex associated to the trefoil labeled \( a \). For each pair of integers \( k, l \) satisfying \( \max(2a - N, 0) \leq l \leq k \leq a \), define

\[
T^l_k := h^{k+l}q^{-a-2l+a^2-lN} \bigoplus_j \zeta_j \Theta_l
\]

where \( \Theta_l := 2a - l \)

and where the direct sum is over subsets \( J \subseteq \{1, \ldots, a - l\} \) of size \( |J| = a - k \). Just as before, \( \zeta_j = \zeta_{j_1} \cdots \zeta_{j_{a-k}} \) and \( \zeta_j \) carries a \( q \)-shift of \( q^{2j} \). Define a differential \( T^l_k \to T^l_{k+1} \) by declaring that the component map from \( \zeta_j \Theta_l \) to \( \zeta_j' \Theta_l \) is zero unless \( J' \) is obtained from \( J \) by deleting an element \( j_i \in J = \{ j_1 < \ldots < j_{a-k} \} \), in which case define the component map to be \( (-1)^{i-1}F_{j_i} \), where \( F_{j_i} \in \text{Hom}(q^{2j_i} \Theta_l, \Theta_l) \) is the following difference of dot maps

\[
F_{j_i} := \quad - \quad \text{diagram}
\]

Let \( \bar{T} := \bigoplus_{k,l} T^l_k \) equipped with this differential.

**Theorem 3.17.** If \( 0 \leq a \leq N \), then there is a homotopy equivalence

\[
\begin{pmatrix}
\begin{array}{c}
\text{trefoil}
\end{array}
\end{pmatrix}
\simeq \bar{T}
\]

**Proof.** Consider the complex \( S \) defined in section 3.4 in the special case that \( b = a \). Just as the given diagram of the trefoil is obtained from the full twist on two strands by horizontally composing with a positive crossing below and closing off on both sides, let \( T \) denote the complex obtained from \( S \) by horizontally composing with a positive crossing below and closing off on both sides. By Proposition 3.16, the complex associated to the given diagram of the trefoil is homotopy equivalent to \( T \). We describe \( T = \bigoplus_{k,l} T^l_k \) explicitly. We have

\[
T^l_k := h^{k+l}q^{-a-2l+a^2-lN} \bigoplus_j \zeta_j
\]

where we negate the differential of \( T^l_k \) when \( k + l \) is odd. The other nonzero components of the differential of \( T \) are the maps \( T^l_k \to T^l_{k+1} \) and \( T^l_k \to T^l_{k+1} \) induced by horizontal composition from the differential on \( S \).

By Lemma 3.4, there is a strong deformation retract

\[
\pi^l_k : T^l_k \to \bar{T}^l_k \quad \iota^l_k : \bar{T}^l_k \to T^l_k \quad h^l_k : T^l_k \to T^l_k.
\]
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We may assume that these maps preserve the internal direct sum splittings over subsets \( J \subseteq \{1, \ldots, a - l\} \) of size \( a - k \). We claim that the homological perturbation lemma (Lemma 3.3) for the poset \( \{(k, l) | \max(2a - N, 0) \leq k \leq a, 0 \leq l \leq a\} \) gives a strong deformation retract from \( T \) to \( \bar{T} \). To see this, first note that the differential on \( \bigoplus_{J \subseteq I} \bar{T}_J \) arising from the lemma respects the poset splitting. Since \( \bar{T}_J \) is supported in homological degree \( k + 2l \), the only components of the differential that are possibly nontrivial are the maps \( \bar{T}_J \to \bar{T}_{J'} \). Other summands, such as \( \bar{T}_{J'} \), may also be supported in the same homological degree as \( \bar{T}_{J''} \), but the fact that the differential respects the poset structure implies that the component from \( \bar{T}_J \) to any such summand is zero. The component of the map \( \bar{T}_J \to \bar{T}_{J''} \) from \( \zeta_j \Theta_j \) to \( \zeta_j \Theta_j \) is zero unless \( J' \) is obtained from \( J \) by deleting an element \( j_i \) \( \in J = \{j_1 < \cdots < j_{a-k}\} \), in which case the component map is

\[
(-1)^{-1} n_{k+1} \circ \begin{pmatrix} e_{j_1} & \cdots & e_{j_k} \end{pmatrix} \circ \begin{pmatrix} e_{j_1} \cdots e_{j_k} \end{pmatrix}
\]

By following the sequence of the homotopies equivalences in Lemma 3.4 together with dot-sliding (Proposition 2.18), we find that this component map is chain homotopic to \((-1)^{-1} F_{j_k}\) as maps from \( \zeta_j \Theta_j \) to \( \zeta_j \Theta_j \). Since these complexes have no differential, chain homotopic maps are equal so the component map is precisely \((-1)^{-1} F_{j_k}\) as claimed. 

### 4 SU(N) representation spaces

In section 4.1, we recall the notion of principal angles between a pair of vector subspaces. In section 4.2, we explicitly describe the representation spaces of the Hopf link and the trefoil with arbitrary labels. The connected components of these spaces turn out to be homogeneous spaces. In section 4.3, we review a theorem of Gugenheim and May [GM74] concerning the cohomology of homogeneous spaces and prove a slight refinement.

#### 4.1 Principal angles

We recall the notion of principal angles between a pair of vector subspaces, introduced by Jordan [Jor75]. A single angle completely determines the relative position of a pair of lines passing through the origin. In the same way, the principal angles between a pair of vector subspaces are a sequence of angles that determine their relative position.

**Definition 4.1.** Let \( \Lambda_A \) and \( \Lambda_B \) be complex vector subspaces of \( \mathbb{C}^N \), of dimensions \( a \) and \( b \), respectively. Fix matrices \( P_A \) and \( P_B \) whose columns form orthonormal bases for \( A \) and \( B \), respectively. Let \( c_1, \ldots, c_{\min(a,b)} \) be the singular values of the \( a \times b \) matrix \((P_A)^* P_B\), where \((P_A)^*\) is the conjugate transpose of \( P_A \). These singular values satisfy \( 1 \geq c_1 \geq \cdots \geq c_{\min(a,b)} \geq 0 \). The principal angles between \( \Lambda_A \) and \( \Lambda_B \) are the sequence of angles \( 0 \leq \theta_1 \leq \cdots \leq \theta_{\min(a,b)} \leq \pi/2 \) for which \( \cos(\theta_i) = c_i \).

Relative to fixed numbers \( 0 \leq a, b \leq N \), a sequence of principal angles is a sequence \( \theta_1, \ldots, \theta_{\min(a,b)} \) for which \( 0 \leq \theta_1 \leq \cdots \leq \theta_{\min(a,b)} \leq \pi/2 \) and for which \( \theta_1 = \cdots = \theta_{a+b-N} = 0 \). The space of such sequences is naturally a simplex of dimension \( N + \min(a,b) - a - b \).

To elaborate on this definition, we recall that a singular value decomposition of \((P_A)^* P_B\) consists of unitary matrices \( U \in U(a) \) and \( V \in U(b) \) and a diagonal \( a \times b \) matrix \( \Sigma \) with real nonnegative entries for which \( U \Sigma V = (P_A)^* P_B \). If the diagonal entries of \( \Sigma \) are required to be in descending order, then \( \Sigma \) is uniquely determined by \((P_A)^* P_B\). The diagonal entries of \( \Sigma \) are the singular values of \((P_A)^* P_B\). The assumption that the columns of \( P_A \) and \( P_B \) are orthonormal implies that singular values are at most 1. Furthermore, the number of principal angles between \( \Lambda_A \) and \( \Lambda_B \) that are equal to zero is precisely the dimension of \( \Lambda_A \cap \Lambda_B \). Hence, if
$a + b > N$, then it is always the case that $\theta_1 = \cdots = \theta_{a+b-N} = 0$, which explains the terminology for a sequence of principal angles. Any sequence of principal angles is realized by a pair of subspaces.

It is clear from the definition that if $T \in U(N)$, then the principal angles between $T\Lambda_A$ and $T\Lambda_B$ are the same as those between $\Lambda_A$ and $\Lambda_B$. If the principal angles between $\Lambda_A$ and $\Lambda_B$ agree with those between $\Lambda'_A$ and $\Lambda'_B$ where $\dim \Lambda'_A = \dim \Lambda_A$ and $\dim \Lambda'_B = \dim \Lambda_B$, then there is a unitary transformation $T \in U(N)$ for which $\Lambda'_A = T\Lambda_A$ and $\Lambda'_B = T\Lambda_B$. This assertion can be verified directly. We record this observation in the following lemma.

**Lemma 4.2.** Fix $0 \leq a, b \leq N$ and consider the diagonal action of $U(N)$ on $G(a, N) \times G(b, N)$ given by

$$T \cdot (\Lambda_A, \Lambda_B) = (T\Lambda_A, T\Lambda_B).$$

The map sending $(\Lambda_A, \Lambda_B)$ to the sequence of principal angles between $\Lambda_A$ and $\Lambda_B$ is invariant under the diagonal action of $U(N)$. Furthermore, it provides an identification of the orbit space of this $U(N)$ action with the space of sequences of principal angles.

### 4.2 Representation spaces of the Hopf link and the trefoil

Recall that for $a$ satisfying $0 \leq a \leq N$, we have a matrix

$$\Phi_a := e^{ani/N} \begin{pmatrix} -\text{Id}_a & 0 \\ 0 & \text{Id}_{N-a} \end{pmatrix} \in SU(N)$$

whose conjugacy class is denoted $C_a \subset SU(N)$. By Definition 1.1, if $L$ is an oriented labeled link, then the space $R_N(L)$ is the set of homomorphisms $\rho: \pi_1(R^3 \setminus L) \to SU(N)$ for which $\rho(\mu) \in C_{a(\mu)}$ for each meridian $\mu$.

**Remark 4.3.** There is an identification between $C_a$ and the complex Grassmannian $G(a, N)$ given by

$$M \in C_a \leftrightarrow \Lambda \in G(a, N)$$

where $\Lambda$ is the eigenspace of $M$ associated to the eigenvalue $-e^{ani/N}$. The eigenspace of $M$ with eigenvalue $e^{ani/N}$ is the orthogonal complement of $\Lambda$ defined by the standard Hermitian inner product on $\mathbb{C}^N$, so the correspondence $M \leftrightarrow \Lambda$ is indeed a bijection.

We first describe the representation spaces of the Hopf link labeled $0 \leq a, b \leq N$. The result follows quickly from simultaneous diagonalizability of commuting diagonalizable operators. If $a_1, \ldots, a_k$ is a sequence of nonnegative numbers, let $F(a_1, \ldots, a_k; N)$ denote the partial flag manifold consisting of $k$-tuples $(\Lambda_1, \ldots, \Lambda_k)$ of pairwise orthogonal complex vector subspaces of $\mathbb{C}^N$ for which $\dim \Lambda_i = a_i$. In particular, the partial flag manifold $F(a; N)$ is the complex Grassmannian $G(a, N)$. Note that if $a_1 + \cdots + a_k > N$, then $F(a_1, \ldots, a_k; N) = \emptyset$.

**Proposition 4.4.** Let $L$ denote the positive Hopf link whose components are labeled by integers $0 \leq a, b \leq N$. Then

$$R_N(L) = \min_{k = \max(a+b-N, 0)} F(k, a-k, b-k; N).$$

**Proof.** A presentation of the fundamental group $\pi_1$ of the complement of the Hopf link is

$$\pi_1 = \langle A, B \mid AB = BA \rangle$$

where $A$ and $B$ are meridians of components labeled $a$ and $b$, respectively.

Let $\rho$ be a representation in $R_N(L)$, and let $M_A := \rho(A) \in C_a$ and $M_B := \rho(B) \in C_b$. Let $\Lambda_A$ and $\Lambda_B$ be the corresponding eigenspaces of $M_A$ and $M_B$, respectively, as considered in Remark 4.3. Consider the triple $(\Lambda_1, \Lambda_2, \Lambda_3)$ of vector subspaces of $\mathbb{C}^N$ where

- $\Lambda_1$ is the intersection $\Lambda_A \cap \Lambda_B$,
- $\Lambda_2$ is the orthogonal complement of $\Lambda_A \cap \Lambda_B$ within $\Lambda_A$,
- $\Lambda_3$ is the orthogonal complement of $\Lambda_A \cap \Lambda_B$ within $\Lambda_B$,
• \( \Lambda_3 \) is the orthogonal complement of \( \Lambda_A \cap \Lambda_B \) within \( \Lambda_B \).

In particular, if \( \dim \Lambda_1 = k \), then \( \dim \Lambda_2 = a - k \) and \( \dim \Lambda_3 = b - k \). Since \( M_A \) and \( M_B \) are diagonalizable and commute, they are simultaneously diagonalizable, which implies that \( \Lambda_2 \) and \( \Lambda_3 \) are orthogonal. Hence \( (\Lambda_1, \Lambda_2, \Lambda_3) \) is an element of \( F(k, a - k, b - k; N) \).

Conversely, given any element \( (\Lambda_1, \Lambda_2, \Lambda_3) \in \bigcup_{k} F(k, a - k, b - k; N) \), let \( \Lambda_A := \Lambda_1 \oplus \Lambda_2 \) and \( \Lambda_B := \Lambda_1 \oplus \Lambda_3 \). By Remark 4.3, the subspaces \( \Lambda_A \) and \( \Lambda_B \) determine matrices \( M_A \in C_a \) and \( M_B \in C_b \), respectively, and orthogonality of \( \Lambda_2 \) and \( \Lambda_3 \) implies that the matrices commute. Hence \( \rho(A) := M_A \) and \( \rho(B) := M_B \) determine a representation \( \rho \in \mathcal{R}_N(L) \).

\[ \mathcal{R}_N(K) = \bigcup_{i = \max(2a - N, 0)}^a X_i \]

where \( X_i \) is the space of pairs \( (\Lambda_A, \Lambda_B) \in G(a, N) \times G(a, N) \) with principal angles

\[ \theta_1 = \cdots = \theta_i = 0 \quad \theta_{i+1} = \cdots = \theta_a = \pi/3. \]

Each \( X_i \) is an orbit of the conjugation action of \( U(N) \) on \( \mathcal{R}_N(K) \) and can be explicitly described as the homogeneous space \( X_i = U(N)/K_i \) where \( K_i = U(l) \times \Delta U(a - l) \times U(N - 2a + l) \) is the subgroup of block diagonal matrices

\[ \begin{pmatrix} U & 0 \\ V & 0 \\ 0 & W \end{pmatrix} \in U(N) \quad U \in U(l), \quad V \in U(a - l), \quad W \in U(N - 2a + l). \]

Proof. A presentation of the fundamental group \( \pi_1 \) of the complement of the trefoil is

\[ \pi_1 = \langle A, B \mid ABA = BAB \rangle \]

where \( A \) and \( B \) are meridians.

Let \( \rho \) be a representation in \( \mathcal{R}_N(K) \), and let \( M_A := \rho(A) \in C_a \) and \( M_B := \rho(B) \in C_b \). Let \( \Lambda_A \) and \( \Lambda_B \) be the associated eigenspaces of \( M_A \) and \( M_B \), respectively, as considered in Remark 4.3. Consider the inclusion

\[ \Psi: \mathcal{R}_N(K) \hookrightarrow G(a, N) \times G(a, N) \quad \rho \mapsto (\Lambda_A, \Lambda_B). \]

For \( T \in U(N) \), note that \( \Psi(T \rho T^{-1}) = (T \Lambda_A, T \Lambda_B) \). Thus \( \Psi \) realizes \( \mathcal{R}_N(K) \) as a union of orbits of the diagonal action of \( U(N) \) on \( G(a, N) \times G(a, N) \). By Lemma 4.2, the orbit space of \( G(a, N) \times G(a, N) \) is precisely the space of sequences of principal angles. To prove the first part of the proposition, it suffices to show \( \Psi(\mathcal{R}_N(K)) \) is precisely the union of the orbits corresponding to the sequences of principal angles \( \theta_1, \ldots, \theta_a \) for which \( 3\theta_i \in \mathbb{Z}\pi \). The inequalities \( 0 \leq \theta_i \leq \pi/2 \) then imply that \( \theta_i \) is either 0 or \( \pi/3 \).
Let \( \theta_1, \ldots, \theta_a \) be a sequence of principal angles, and let \( l \) be the number for which \( \theta_1 = \cdots = \theta_l = 0 \) while \( \theta_{l+1} > 0 \). Consider the \( a \)-dimensional subspaces of \( \mathbb{C}^N \) given by

\[
\Lambda_A = \text{span}(e_1, e_2, \ldots, e_l) \oplus \text{span}(e_{l+1}, e_{l+2}, \ldots, e_{l+2(a-l)-1})
\]

\[
\Lambda_B = \text{span}(e_1, e_2, \ldots, e_l) \oplus \text{span}(c_1e_1e_{l+1} + s_1e_{l+2}, c_2e_{l+3} + s_1e_{l+4}, \ldots, c_ae_{2a-l-1} + s_ae_{2a-l})
\]

where \( e_1, \ldots, e_N \) is the standard basis of \( \mathbb{C}^N \), and \( c_i = \cos \theta_i \) and \( s_i = \sin \theta_i \). By a computation using the angle-difference formulas for sine and cosine, the matrices \( M_A, M_B \in C_a \) corresponding to \( \Lambda_A, \Lambda_B \), respectively, are given by

\[
e^{-a\pi i/N}M_A = (-\text{Id}_l) \oplus \bigoplus_{i=1}^{a-l} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \oplus \text{Id}_{N-2a+l}
\]

\[
e^{-a\pi i/N}M_B = (-\text{Id}_l) \oplus \bigoplus_{i=1}^{a-l} \begin{pmatrix} \cos(2\theta_{l+i}) & -\sin(2\theta_{l+i}) \\ -\sin(2\theta_{l+i}) & \cos(2\theta_{l+i}) \end{pmatrix} \oplus \text{Id}_{N-2a+l}
\]

where the direct sum notation denotes a block diagonal matrix. Because \( M^{-1} = e^{-2a\pi i/N}M \) for every \( M \in C_a \), the relation \( M_AM_BM_A = M_BM_AM_B \) is equivalent to

\[
(e^{-2a\pi i/N}M_BM_A)^3 = \text{Id}_N.
\]

By direct computation using the angle-sum formulas for sine and cosine, we find that

\[
(e^{-2a\pi i/N}M_BM_A)^3 = \text{Id}_l \oplus \bigoplus_{i=1}^{a-l} \begin{pmatrix} \cos(6\theta_{l+i}) & -\sin(6\theta_{l+i}) \\ \sin(6\theta_{l+i}) & \cos(6\theta_{l+i}) \end{pmatrix} \oplus \text{Id}_{N-2a+l}.
\]

It follows that \( M_A \) and \( M_B \) determine a representation \( \rho \) if and only if \( 3\theta_i \in 2\pi \mathbb{Z} \) as claimed.

To explicitly describe the orbit \( X_l \) corresponding to \( \theta_1 = \cdots = \theta_l = 0 \) and \( \theta_{l+1} = \cdots = \theta_a = \pi/3 \), we must determine the stabilizer of \( \langle \Lambda_A, \Lambda_B \rangle \in G(a, N) \times G(a, N) \) under the diagonal \( U(N) \) action, where \( \Lambda_A \) and \( \Lambda_B \) are any subspaces with the given principal angles. We now choose \( \Lambda_A \) and \( \Lambda_B \) to be the following column spaces, denoted by square brackets,

\[
\Lambda_A = \begin{bmatrix} \text{Id}_l & 0 \\ 0 & \text{Id}_{a-l} \end{bmatrix}, \quad \Lambda_B = \begin{bmatrix} \text{Id}_l & 0 \\ 0 & \sqrt{3}\text{Id}_{a-l} \end{bmatrix}
\]

where \( \sqrt{3} \) arises as \( \tan(\pi/3) \). The stabilizer of \( \Lambda_A \) is the subgroup of \( U(N) \) consisting of the block diagonal matrices \( U(a) \times U(N-a) \). If \( X \in U(a) \) and \( Y \in U(N-a) \), then \( X \oplus Y \) fixes \( \Lambda_B \) if and only if

\[
Y \begin{bmatrix} 0 & \sqrt{3}\text{Id}_{a-l} \\ \sqrt{3}\text{Id}_{a-l} & 0 \end{bmatrix} = \begin{bmatrix} 0 & \sqrt{3}\text{Id}_{a-l} \\ \sqrt{3}\text{Id}_{a-l} & 0 \end{bmatrix} X.
\]

After writing \( X \) and \( Y \) as block matrices, a straightforward computation implies that the above condition holds if and only if

\[
X = \begin{bmatrix} U & 0 \\ 0 & V \end{bmatrix}, \quad Y = \begin{bmatrix} V & 0 \\ 0 & W \end{bmatrix}
\]

for \( U \in U(l), V \in U(a-l), \) and \( W \in U(N-2a+l) \).

\[ \square \]

\textbf{Remark 4.7.} We comment on the representation spaces associated to labeled 2-bridge knots and links. For any positive number \( m \), let \( L \) denote the \( (2, m) \) torus knot or link labeled by \( 0 \leq a, b \leq N \), with the understanding that \( a = b \) if \( m \) is odd. A similar calculation shows that \( \mathcal{R}_N(L) \) can be identified with the union of orbits...
in $G(a, N) \times G(b, N)$ under the diagonal $U(N)$ action corresponding to the sequences of principal angles $	heta_1, \ldots, \theta_{\min(a,b)}$ for which $m\theta_i \in \mathbb{Z}\pi$.

The fundamental group of the complement of any 2-bridge knot or link $L$ has a presentation with just two generators, where both generators are meridians. It follows that $\mathcal{R}_N(L)$ embeds in $G(a, N) \times G(b, N)$ as a union of orbits. Using the fact that $M^{-1} = e^{-2\pi i/N} M$ for every $M \in C_a \subset SU(N)$, one can show from an explicit presentation that the corresponding $(2, m)$ torus knot or link $L'$ with the same determinant has the property that the images of $\mathcal{R}_N(L)$ and $\mathcal{R}_N(L')$ in $G(a, N) \times G(b, N)$ are the same.

### 4.3 Cohomology of homogeneous spaces

Let $K$ be a closed Lie subgroup of a Lie group $G$, and assume both groups are compact and connected. Recall that $BG$ is the quotient of a contractible space $EG$ by a free action of $G$. The quotient of $EG$ by the induced free action of $K$ yields $BK$ with a natural map to $BG$, giving a fiber bundle

$$G/K \to BK \to BG$$

The Eilenberg–Moore spectral sequence associated to this bundle converges to $H^*(G/K)$ and has $E_2$-page

$$\text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BK))$$

where $H^*(BK)$ is a graded module over the graded commutative ring $H^*(BG)$ by the map induced by the projection $BK \to BG$, and $\mathbb{Z}$ is a graded module over $H^*(BG)$ by the map induced by inclusion of a point into $BG$.

The following theorem of Gugenheim and May [GM74] gives general conditions on $G$ and $K$ for the collapse of the Eilenberg–Moore spectral sequence. We state their theorem with coefficients in $\mathbb{Z}$ for simplicity, though their result holds for any Noetherian coefficient ring with slightly different hypotheses on $G$ and $K$. The following hypotheses on $G$ and $K$ hold when they are isomorphic to products of unitary groups.

**Theorem 4.8 [GM74, Theorem A].** Let $K$ be a closed connected Lie subgroup of a compact connected Lie group $G$. If $H^*(BG)$ is a polynomial algebra and $H^*(K)$ has no torsion, then there is an isomorphism of graded abelian groups

$$H^*(G/K) \cong \text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BK))$$

where the bigrading on the right-hand side is collapsed to a single grading.

This result may be viewed as the assertion that the Eilenberg–Moore spectral sequence collapses at the $E_2$ page, with the additional claim that there are no additive extension issues between $H^*(G/K)$ and the $E_{\infty}$-page of the spectral sequence.

We briefly review the basic properties of Tor for graded modules over a graded commutative ring. For a reference, see for example [Bau68, Sections 1-2]. The graded commutative rings that arise in our applications are supported in even degrees and are therefore genuinely commutative. If $S$ and $T$ are graded modules over a graded commutative ring $R$, then $\text{Tor}_R(S, T)$ is the bigraded group defined in the following way. First, we choose a projective resolution

$$\cdots \to Q_{-1} \to Q_0 \to S$$

of $S$ by graded $R$-modules $Q_i$. Then, we consider the chain complex

$$\cdots \to Q_{-1} \otimes_R T \to Q_0 \otimes_R T \to 0$$

where $Q_i \otimes_R T$ is declared to be in homological degree $i \leq 0$. The homology of this complex is then defined to be $\text{Tor}_R(S, T)$, and it is equipped with a homological grading $h$ and an internal grading $q$ arising from the grading on $Q_i \otimes_R T$. Tensoring a projective resolution of $T$ with $S$ yields a homotopy equivalent complex. Tor is functorial in its three parameters. In particular, if $T$ or $S$ is a commutative ring, then functoriality gives $\text{Tor}_R(S, T)$ the structure of a $T$- or $S$-module, respectively.
We will need a slightly stronger version of the isomorphism in Theorem 4.8 in order to identify the module structure on colored $\mathfrak{sl}(N)$ homology with the module structure on the cohomology of the space of $\text{SU}(N)$ representations. Both sides of the isomorphism of Theorem 4.8 are naturally modules over $H'(BK)$. The structure on the left-hand side is given by the fiber inclusion in the bundle $G/K \to BK \to BG$ while the structure on the right-hand side arises from functoriality of Tor mentioned above. We verify that the isomorphism of Theorem 4.8 is an isomorphism of $H'(BK)$-modules. The argument amounts to following the proof of [GM74, Theorem A] and checking compatibility of the module structure along the way.

**Proposition 4.9.** The isomorphism of Theorem 4.8 is an isomorphism of $H'(BK)$-modules.

**Proof.** Eilenberg and Moore show that

$$H'(G/K) \cong \text{Tor}_{C'(BG)}(Z, C'(BK))$$

where $C'(BK)$ denotes the space of cochains on $BK$, viewed as a differential graded module over the differential graded algebra $C'BG$, and the Tor group here is the version of Tor for differential graded modules. See [McC01, Chapter 7]. This version of Tor is also defined as the homology of a chain complex which has $C'(BK)$ as a tensor factor. The chain complex is a module over $Z'(BK)$, the group of cocycles on $BK$. After taking homology of the complex, the action of $Z'(BK)$ descends to an action of $H'(BK)$, thereby giving $\text{Tor}_{C'(BG)}(Z, C'(BK))$ the structure of a $H'(BK)$-module. It is clear from the definition of Eilenberg and Moore’s isomorphism [McC01, Theorem 7.14] that it respects $H'(BK)$-module structures since it is induced by a chain map to $C'(G/K)$ that is $Z'(BK)$-equivariant.

Our goal then is to show that

$$\text{Tor}_{C'(BG)}(Z, C'(BK)) \cong \text{Tor}_{H'(BK)}(Z, H'(BK))$$

as $H'(BK)$-modules. The chain complex whose homology is $\text{Tor}_{C'(BG)}(Z, C'(BK))$ is the total complex of a double complex and thereby carries a filtration. The Eilenberg–Moore spectral sequence is defined to be the spectral sequence associated to this filtered complex. In particular, the $E_2$-page of the spectral sequence is $\text{Tor}_{H'(BK)}(Z, H'(BK))$. The induced filtration on $\text{Tor}_{C'(BG)}(Z, C'(BK))$ is a filtration of $H'(BK)$-modules, and its associated graded object is isomorphic to the $E_\infty$-page of the spectral sequence as $H'(BK)$-modules. Gugenheim and May prove that $E_2 = E_\infty$ and that $\text{Tor}_{C'(BG)}(Z, C'(BK))$ is isomorphic to its associated graded object as abelian groups. Our goal is therefore equivalent to verifying that $\text{Tor}_{C'(BG)}(Z, C'(BK))$ is isomorphic to its associated graded object as $H'(BK)$-modules.

We proceed following Gugenheim and May. The first step, due to Baum [Bau68], is to pass to a maximal torus $T$ within $K$. See for example [GM74, Proof of Theorem 4.3]. Associated to the inclusion of $T$ into $G$ is $\text{Tor}_{C'(BG)}(Z, C'(BT))$, which we may view as an $H'(BK)$-module by restricting the $H'(BT)$-module structure using the map $H'(BK) \to H'(BT)$ induced by $BT \to BK$. The cochain level map $C'(BK) \to C'(BT)$ induces a filtered $H'(BK)$-module map

$$\text{Tor}_{C'(BG)}(Z, C'(BK)) \to \text{Tor}_{C'(BG)}(Z, C'(BT))$$

which is an inclusion onto an $H'(BK)$-module direct summand as explained in [GM74, Proof of Theorem 4.3]. We claim that if $\text{Tor}_{C'(BG)}(Z, C'(BT))$ is isomorphic to its associated graded object as $H'(BK)$-modules, then $\text{Tor}_{C'(BG)}(Z, C'(BK))$ is also isomorphic to its associated graded object as $H'(BK)$-modules. We prove the claim by induction on filtration level, where the inductive step is the following statement which is straightforward to verify. Suppose $0 \to A \to B \to C \to 0$ and $0 \to A' \to B' \to C' \to 0$ are short exact sequences of $H'(BK)$-modules, and suppose there is a map of short exact sequences

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & A' & \longrightarrow & B' & \longrightarrow & C' & \longrightarrow & 0 \\
& & \uparrow & & \uparrow & & \uparrow & & \\
0 & \longrightarrow & A & \longrightarrow & B & \longrightarrow & C & \longrightarrow & 0
\end{array}
\]
where the maps $A \to A'$ and $C \to C'$ are inclusions onto $H^*(BK)$-module direct summands. If the top sequence splits, then the bottom sequence splits as well and the map $B \to B'$ is an inclusion onto a $H^*(BK)$-module direct summand. The base case of induction is handled by the fact that the filtrations are of finite length.

Our aim now is to show that $\text{Tor}_{C(BG)}(\mathbb{Z}, C^*(BT))$ is isomorphic to its associated graded object as $H^*(BT)$-modules, from which it follows that they are isomorphic as $H^*(BK)$-modules. This is equivalent to showing that

$$\text{Tor}_{C(BG)}(\mathbb{Z}, C^*(BT)) \cong \text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BT))$$

as $H^*(BT)$-modules. Gugenheim and May show that they are isomorphic as abelian groups. We verify that their isomorphism respects $H^*(BT)$-module structures.

In [GM74, Theorem 4.1], Gugenheim and May define a map

$$g : C^*(BT) \to H^*(BT)$$

of differential graded algebras that induces the identity on homology. The composite

$$C^*(BG) \longrightarrow C^*(BT) \overset{g}{\longrightarrow} H^*(BT)$$

gives $H^*(BT)$ the structure of a differential graded module over $C^*(BG)$. The map $g$ induces an isomorphism

$$\text{Tor}_{C(BG)}(\mathbb{Z}, C^*(BT)) \to \text{Tor}_{C(BG)}(\mathbb{Z}, H^*(BT))$$

which is clearly a $H^*(BT)$-module map. Gugenheim and May show in [GM74, Theorem 2.3] that

$$\text{Tor}_{C(BG)}(\mathbb{Z}, H^*(BT)) \cong \text{Tor}_{H^*(BG)}(\mathbb{Z}, H^*(BT))$$

by explicitly constructing a chain complex of $H^*(BT)$-modules that simultaneously computes both homology groups. Thus the groups are isomorphic as $H^*(BT)$-modules which completes the proof.

5 Proofs of the main results

5.1 Dot maps and the cohomology of partial flag manifolds

Fix integers satisfying $\max(a + b - N, 0) \leq k \leq \min(a, b)$. In this section, we give an explicit isomorphism between the state space of

$$\Theta := \begin{array}{ccc}
  \circ & \circ & \circ \\
  \circ & \circ & \circ \\
  \circ & \circ & \circ \\
\end{array}$$

and the $U(N)$-equivariant cohomology of the partial flag manifold $F(k, a - k, b - k; N)$. The web $\Theta$ appears in our simplified complexes for the Hopf link given in Theorem 3.5. In the special case that $a = b$, the web also appears in our simplified complex of the trefoil given in Theorem 3.17. The key feature of our explicit isomorphism is that it intertwines certain natural endomorphisms defined on each side. The argument is an elaboration of [RW20, Proposition 4.12].

The natural endomorphisms on the state space of $\Theta$ are given by the dot maps

$$\begin{array}{ccc}
  \circ & \circ & \circ \\
  \circ & \circ & \circ \\
  \circ & \circ & \circ \\
\end{array}$$
The relevance of these dot maps can be seen from the definition of the simplified complex of the trefoil given in section 3.5. As for the natural endomorphisms on the $U(N)$-equivariant cohomology of $F(k, a-k, b-k; N)$, first note that this partial flag manifold is the homogeneous space

$$F(k, a-k, b-k; N) = \frac{U(N)}{U(k) \times U(a-k) \times U(b-k) \times U(N-a-b+k)}$$

The following lemma is well-known and follows from the definitions.

**Lemma 5.1.** Let $K$ be a closed connected subgroup of a Lie group $G$. The $G$-equivariant cohomology of the homogeneous space $G/K$ is isomorphic to $H^*(BG)$ where the $H^*(BG)$-module structure is given by the ring map $H^*(BG) \to H^*(BG)$ induced by $BK \to BG$.

**Proof.** The $G$-equivariant cohomology of $G/K$ is defined to be the singular cohomology of $EG \times_G G/K$. It is straightforward to see that there is an identification between $EG \times_G G/K$ and the space of left cosets $EG/K$ of the free action of $K$ on $EG$. Hence $EG \times_G G/K = EG/K = BK$. \hfill $\square$

The $U(N)$-equivariant cohomology of $F(k, a-k, b-k; N)$ is therefore

$$H^*_{U(N)}(F(k, a-k, b-k; N)) \cong H^*(BU(k)) \otimes H^*(BU(a-k)) \otimes H^*(BU(b-k)) \otimes H^*(BU(N-a-b+k))$$

$$\cong \text{Sym}(k) \otimes \text{Sym}(a-k) \otimes \text{Sym}(b-k) \otimes \text{Sym}(N-a-b+k).$$

We view this ring as the ring of polynomials in $N$ variables that are symmetric in the first $k$ variables, the next $a-k$ variables, the next $b-k$ variables, and the last $N-a-b+k$ variables. Define

$$x_i := e_i \otimes 1 \otimes 1 \otimes 1, \quad y_i := 1 \otimes e_i \otimes 1 \otimes 1, \quad z_i := 1 \otimes 1 \otimes e_i \otimes 1, \quad w_i := 1 \otimes 1 \otimes 1 \otimes e_i,$$

where $e_i$ denotes the elementary symmetric polynomial in the appropriate number of variables. The action of $H^*(BU(N)) = \text{Sym}(N)$ is induced by the natural inclusion of $\text{Sym}(N)$ into this space of partially symmetric polynomials. Explicitly, the $m$th elementary symmetric polynomial in $N$ variables is identified with

$$\sum_{i+j+k+l=m} x_i \cdot y_j \cdot z_k \cdot w_l \in H^*_{U(N)}(F(k, a-k, b-k; N)).$$

**Proposition 5.2.** There is a homogeneous isomorphism of graded modules over $\text{Sym}(N) = H^*(BU(N))$

$$H^*_{U(N)}(F(k, a-k, b-k; N)) \to \mathcal{S}(\Theta)$$

of degree $-\frac{1}{2} \dim F(k, a-k, b-k; N)$ that intertwines the endomorphisms given by multiplication by $x_i, y_i, z_i$ with the dot map endomorphisms

$$\begin{align*}
\bullet & \rightarrow \bullet \\
\bullet & \rightarrow \bullet \\
\bullet & \rightarrow \bullet
\end{align*}$$

respectively.

**Proof.** The result of applying the MOY calculus relation (1) given in Figure 1 in a neighborhood of the edge labeled $a$ in $\Theta$ is

$$\Theta' := a + b - k$$
The isomorphism $\mathcal{F}(\Theta') \to \mathcal{F}(\Theta)$ induced by this move (see Theorem 2.10 and relation 4 of Proposition 2.12) intertwines

respectively. Next, consider the web

where $m = N - a - b + k$. Let $G: \Theta' \to \Theta'$ be the foam which is given by

in a neighborhood of the disc bounded by the edges labeled $N$ and $m$ and is the identity otherwise. By [RW20, Equation 13 of Proposition 3.32], the foam $G$ induces an isomorphism on state spaces. It is clear that this isomorphism intertwines

respectively.

We define an action of $H^* U(N) (F(k, a-k, b-k; N))$ on $\mathcal{F}(\Theta')$. Let $x_i, y_i, z_i, w_i$ act by the dot maps

respectively. The inclusion $\text{Sym}(N) \subseteq H^* U(N) (F(k, a-k, b-k; N))$ induces an action of $\text{Sym}(N)$ on $\mathcal{F}(\Theta)$. By the dot-migration relation (foam relation 5), the $i$th elementary symmetric polynomial in $N$ variables acts by the dot map

If $H$ is a closed foam and $H'$ is obtained by adding a dot of weight $1 \leq i \leq N$ to a facet of $H$ labeled $N$, then the Robert–Wagner evaluation satisfies

Thus, the $\text{Sym}(N)$-action on $\mathcal{F}(\Theta)$ induced by the inclusion $\text{Sym}(N) \subseteq H^* U(N) (F(k, a-k, b-k; N))$ agrees with the natural $\text{Sym}(N)$-action on $\mathcal{F}(\Theta)$.

We now define a $H^* U(N) (F(k, a-k, b-k; N))$-module isomorphism

by an elaboration of [RW20, Proposition 4.12]. To specify such a map, it suffices to specify $\Phi(1)$. We let $\Phi(1)$ be the standard foam $F$ from $\emptyset$ to $\Theta''$ with no dots. This standard foam, which has seven facets, three seams,
and no singular points, can be obtained by starting with a disc bounding the outer circle of \( \Theta'' \) and attaching three half discs in the simplest way. See [RW20, Proposition 4.12] for a figure.

We claim that \( \Phi \) is surjective. Since \( \Theta'' \) can be reduced to a single circle using just the bigon relation of MOY calculus (relation 2), foam relation 2 implies \( \mathcal{F}(\Theta'') \) is spanned by the standard foam \( F \) with varying collections of dots. The dot-migration then implies that \( \Phi \) is surjective. By MOY calculus, \( H_{U(N)}(F(k, a - k, b - k; N)) \) and \( \mathcal{F}(\Theta) \) are free \( \text{Sym}(N) \)-modules of the same rank. Since finitely-generated modules over a Noetherian ring are Hopfian, it follows that \( \Phi \) is an isomorphism. \( \square \)

### 5.2 Koszul resolutions

In this section, we prove the main results stated in the introduction. We first recall the basics of Koszul resolutions. Let \( R \) be a commutative ring, and let \( e_1, \ldots, e_n \) be a basis for \( R^n \). Let \( \Lambda^k R^n \) denote the \( k \)th exterior power of \( R^n \), and recall that a basis for \( \Lambda^k R^n \) as a free \( R \)-module consists of the elements

\[
e_i := e_{i_1} \wedge \cdots \wedge e_{i_k} \quad 1 \leq i_1 < \cdots < i_k \leq n.
\]

**Definition 5.3.** Let \( x_1, \ldots, x_n \in R \) be a sequence of elements. The Koszul complex \( K(x_1, \ldots, x_n) \) associated to the sequence is the chain complex of free \( R \)-modules

\[
0 \longrightarrow \Lambda^n R^n \xrightarrow{d} \Lambda^{n-1} R^n \xrightarrow{d} \cdots \xrightarrow{d} \Lambda^1 R^n \xrightarrow{d} \Lambda^0 R^n \longrightarrow 0
\]

where \( \Lambda^k R^n \) is declared to lie in homological grading \(-k\). The differential \( d \) on \( \Lambda^1 R^n \) is given by

\[
d(e_i) = a_i
\]

and is extended to \( \Lambda^k R^n \) by the Leibniz rule \( d(\alpha \wedge \beta) = d\alpha \wedge \beta + (-1)^{\deg \alpha} \alpha \wedge d\beta \). In particular, the component of the differential from \( R e_j \) to \( R e_i \), where \( I' \) is obtained from \( I \) by deleting an element \( i_j \in I = \{ i_1 < \cdots < i_k \} \) is given by multiplication by \( (-1)^{i_j - 1} a_{i_j} \).

If \( R \) is graded and \( x_j \) has degree \( n_j \), then we define \( e_i \) to also have degree \( n_i \) so that the differential of the Koszul complex \( K(x_1, \ldots, x_n) \) preserves grading.

**Definition 5.4.** A sequence of elements \( x_1, \ldots, x_n \) in a commutative ring \( R \) is regular if \( R/(x_1, \ldots, x_n) \neq 0 \) and if \( x_i \) is not a zero divisor in \( R/(x_1, \ldots, x_{i-1}) \) for \( i = 1, \ldots, n \).

The following proposition is well-known. See for example [Lan02, Theorem 4.6].

**Proposition 5.5.** If \( x_1, \ldots, x_n \) is a regular sequence of elements in a commutative ring \( R \), then the Koszul complex \( K(x_1, \ldots, x_n) \) is a free resolution of the \( R \)-module \( R/(x_1, \ldots, x_n) \). In other words, the complex

\[
0 \longrightarrow \Lambda^n R^n \longrightarrow \cdots \longrightarrow \Lambda^1 R^n \longrightarrow \Lambda^0 R^n \longrightarrow R/(x_1, \ldots, x_n) \longrightarrow 0
\]

is exact.

We now prove Proposition 1.4, which asserts that equivariant colored \( sl(N) \) homology is isomorphic to the \( U(N) \)-equivariant cohomology of \( \mathcal{H}_N \) for the trefoil and the Hopf link. Our proof gives the bigrading on \( KR_{U(N)} \).

**Proof of Proposition 1.4.** Let \( L \) be the positive Hopf link. Up to homotopy equivalence, its equivariant colored \( sl(N) \) complex \( KR_{U(N)}(L) \) is obtained from the complex given in Theorem 3.5 by applying the state space functor \( \mathcal{F} \) given in Definition 2.19. This complex has no differential so

\[
KR_{U(N)}(L) \cong KRC_{U(N)}(L) \cong \bigoplus_{k=\max(a+b-N,0)}^{\min(a,b)} h^{2k} q^{ab-kN} \mathcal{F} \left( a, b, a-k, b-k \right) \mathcal{F} \left( a, b, a-k, b-k \right).
\]
By Proposition 4.4, we have $\mathcal{R}_N(L) = \bigoplus_{k=\max(2a-N,0)}^{\min(a,b)} F(k, a-k, b-k; N)$, and by Proposition 5.2, we have

$$\text{KR}_{U(N)}(L) \cong \bigoplus_{k=\max(2a-N,0)}^{\min(a,b)} H^{2k} q_{a-b-kN}\text{-dim} F(k, a-k, b-k; N)/2 H^*_{U(N)}(F(k, a-k, b-k; N))$$

as $\text{Sym}(N)$-modules. We note that $ab - kN - \text{dim} F(k, a-k, b-k; N)/2 = (a+b)(a+b-N-2k) + 2k^2$.

Now let $K$ be the right-handed trefoil labeled $a$. By Proposition 4.6, we have

$$\mathcal{R}_N(K) = \bigoplus_{l=\max(2a-N,0)}^{a} U(N)/K_l$$

where $K_l = U(l) \times A(a-l) \times U(N-2a+l)$. By Lemma 5.1, we have

$$H^*_{U(N)}(\mathcal{R}_N(K)) \cong \bigoplus_{l=\max(2a-N,0)}^{a} H^*(B K_l).$$

Up to homotopy equivalence, the complex $\text{KRC}_{U(N)}(K)$ is obtained from the complex given in Theorem 3.17 by applying the state space functor $F$. By Proposition 5.2, we have

$$\text{KRC}_{U(N)}(K) \cong \bigoplus_{l=\max(2a-N,0)}^{a} H^{2l+2} q_{a-2l+a^2} - \text{dim} F(l, a-l, a-l; N)/2 K(y_1 - z_1, \ldots, y_l - z_l)$$

where $K(y_1 - z_1, \ldots, y_l - z_l)$ denotes the Koszul complex associated to the sequence

$$y_1 - z_1, \ldots, y_l - z_l \in H^*_{U(N)}(F(l, a-l, a-l; N)) = \text{Sym}(l) \otimes \text{Sym}(a-l) \otimes \text{Sym}(a-l) \otimes \text{Sym}(N-2a+l)$$

where we recall that $y_i = 1 \otimes e_i \otimes 1 \otimes 1$ and $z_i = 1 \otimes 1 \otimes e_i \otimes 1$. This sequence is clearly regular and

$$H^*_{U(N)}(F(l, a-l, a-l; N))(y_1 - z_1, \ldots, y_l - z_l) \cong H^*(B K_l) \cong H^*_{U(N)}(U(N)/K_l).$$

By Proposition 5.5, we have

$$\text{KR}_{U(N)}(K) \cong \bigoplus_{l=\max(2a-N,0)}^{a} H^{2l+2} q_{a-2l+a^2} - \text{dim} F(l, a-l, a-l; N)/2 H^*(B K_l)$$

where $K$ is equipped with the blackboard framing in its diagram in Theorem 3.17. The invariant for $K$ with the zero framing is obtained by applying the grading shift $h^{-3a} q^{3(N-a+1)}$. For the reader’s convenience, we note that

$$-a - 2l + a^2 - lN - \frac{1}{2} \text{dim} F(l, a-l, a-l; N) + 3a(N-a+1) = a(N-a) + 2(a-l)(a-l+1).$$

Now we turn to nonequivariant colored $\mathfrak{sl}(N)$ homology. Recall that the rank of a connected compact Lie group $G$ is the dimension of a maximal torus in $G$. If $G = U(k_1) \times \cdots \times U(k_n)$ then the rank of $G$ is $k_1 + \cdots + k_n$. The following result of Borel computes the cohomology of $G/H$ when $H$ has the same rank as $G$. See [McC01, Theorem 8.3].

**Theorem 5.6 [Bor53, Proposition 30.2].** Let $H$ be a closed connected subgroup of a compact connected Lie group $G$. If $H$ and $G$ have the same rank, then $H^*(BH)$ is a free module over $H^*(BG)$. Furthermore

$$H^*(G/H) \cong \mathbb{Z} \otimes_{H^*(BG)} H^*(BH)$$

as $H^*(BH)$-modules. In particular, the map $H^*(BH) \to H^*(G/H)$ induced by $G/H \to BH$ is surjective.
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Proof of Proposition 1.6. The representation space $\mathcal{R}_N(L)$ for the Hopf link $L$ is computed in Proposition 4.4. From the proof of Proposition 1.4, we know that the equivariant colored $sl(N)$ complex of $L$ is

$$KRC_{U(N)}(L) \equiv \bigoplus_{k=\max(a-b-N,0)}^{\min(a,b)} h^{2k}q^{(a+b)(a+b-N-2k)+2k^2}H^*_{U(N)}(F(k, a-k, b-k; N))$$

The nonequivariant colored $sl(N)$ complex of $L$ is obtained by tensoring with $Z$ where the variables of $\text{Sym}(N)$ are sent to zero. Thus

$$KR_N(L) \cong KR_{N}(L) \equiv \bigoplus_{k=\max(a-b-N,0)}^{\min(a,b)} h^{2k}q^{(a+b)(a+b-N-2k)+2k^2}H^*(F(k, a-k, b-k; N))$$

by Borel’s theorem (Theorem 5.6). Here we are using Lemma 5.1 and the fact that $F(k, a-k, b-k; N) = U(N) / (U(a-k) \times U(b-k) \times U(N-a-b+k))$ where the rank of $U(a-k) \times U(b-k) \times U(N-a-b+k)$ is equal to $N$, the rank of $U(N)$. \qed

Proof of Proposition 1.5. The representation space $\mathcal{R}_N(K)$ for the trefoil $K$ is computed in Proposition 4.6. For $\max(2a-N,0) \leq l \leq a$, let $K_l \subseteq H_l \subseteq U(N)$ be the subgroups

\begin{align*}
K_l &= U(l) \times \Delta U(a-l) \times U(N-2a+l) \\
H_l &= U(l) \times U(a-l) \times U(a-l) \times U(N-2a+l).
\end{align*}

From the proof of Proposition 1.4, we know that the equivariant colored $sl(N)$ complex of $K$ is

$$KRC_{U(N)}(K) \equiv \bigoplus_{l=\max(2a-N,0)}^{a} h^{2l+2}q^{(N-a)+2(a-l)(a-l+1)}K(y_1-z_1, \ldots, y_l-z_l)$$

where $K(y_1-z_1, \ldots, y_l-z_l)$ denotes the Koszul complex associated to the sequence $y_1-z_1, \ldots, y_l-z_l \in H^*(BU(N)) = \text{Sym}(l) \otimes \text{Sym}(a-l) \otimes \text{Sym}(a-l) \otimes \text{Sym}(N-2a+l)$

where we recall that $y_i = 1 \otimes e_1 \otimes 1 \otimes 1$ and $z_i = 1 \otimes 1 \otimes e_i \otimes 1$. By Proposition 5.5, $K(y_1-z_1, \ldots, y_l-z_l)$ is a free resolution of $H^*(BK_l)$ as a $H^*(BU(N))$-module. By Borel’s theorem (Theorem 5.6), $H^*(BU(N))$ is a free $H^*(BU(N))$-module so $K(y_1-z_1, \ldots, y_l-z_l)$ is a free resolution of $H^*(BK_l)$ as a $H^*(BU(N))$-module. Thus, the homology of the tensor product $Z \otimes_{BU(N)} K(y_1-z_1, \ldots, y_l-z_l)$ is by definition $\text{Tor}_{H^*(BU(N))}(Z, H^*(BK_l))$ so

$$KR_N(K) \equiv \bigoplus_{l=\max(2a-N,0)}^{a} h^{2l+2}q^{(N-a)+2(a-l)(a-l+1)}\text{Tor}_{H^*(BU(N))}(Z, H^*(BK_l)).$$ \qed

Proof of Theorem 1.2. The isomorphism for the Hopf link follows directly from Proposition 1.6. The isomorphism for the trefoil follows from Proposition 1.5 and Gugenheim–May’s theorem (Theorem 4.8). \qed

Lastly, we turn to module structures and reduced homology. We recall that the tautological bundle over $G(a,N)$ is the rank $a$ bundle whose fiber over $\Lambda \in G(a,N)$ is the vector space $\Lambda$. The Chern classes of this tautological bundle generate $H^*(G(a,N))$ as a ring. The fundamental class of $G(a,N)$ is the $(N-a)$th power of the $a$-th Chern class of this bundle.
Proof of Proposition 1.3 for the Hopf link. Consider the Hopf link $L$ together with the basepoint $b \to a$.

Consider the dot map $X_i$ at the given basepoint associated to the elementary symmetric polynomial $e_i$. Let $C$ be the complex associated to the given diagram of the Hopf link, let $C$ be the complex on the right-hand side of Theorem 3.5, and let $\pi: C \to C_i$, $\pi: C \to C$, $h: C \to C$ be the strong deformation retract given in the proof. Recall that $C$ and $C$ split over the poset $P = \{k\} \max(a + b - N, 0) \leq k \leq \min(a, b)$ where

$$C_k = h^{2k} \eta^{a-b-k(N+1)} \left[ \begin{array}{c} a + b - k \\ a - k \\ b - k \end{array} \right]$$

Consider the map $\pi \circ X_i \circ i: \pi \to C$. By homological degree considerations, the component of the map from $C_k \to C_j$ is zero whenever $k \neq j$, so the only possibly nonzero components are $C_k \to C_k$ which are given by $\pi_k \circ X_i \circ i_k$. By Proposition 2.18, we know that $\pi_k \circ X_i \circ i_k$ is homotopic to, and therefore equal to, the dot map

$$\emptyset$$

The isomorphism of Proposition 5.2 intertwines this dot map with the endomorphism of $H^*_{U(N)}(F(k, a - k, b - k; N))$ given by $\sum_{i+j=k} x_i y_j$. By Borel’s theorem (Theorem 5.6), we have

$$H^*(F(k, a - k, b - k; N)) \cong Z \otimes H^*(BU(N)) H^*_{U(N)}(F(k, a - k, b - k; N)).$$

Consider the vector bundle $a \to F(k, a - k, b - k; N)$ of rank $a$ whose fiber over the triple $(\Lambda_1, \Lambda_2, \Lambda_3)$ is the vector space $\Lambda_1 \oplus \Lambda_2 \subseteq C^N$. Under the isomorphism, the element $1 \otimes \sum_{i+j=k} x_i y_j$ on the right-hand side is mapped to the $i$th Chern class of $a \to F(k, a - k, b - k; N)$.

The restriction of the map $\mathcal{A}_N(L) \to G(a, N)$ to $F(k, a - k, b - k; N) \to G(a, N)$ is just the map that sends $(\Lambda_1, \Lambda_2, \Lambda_3)$ to $\Lambda_1 \oplus \Lambda_2 \subseteq G(a, N)$. By naturality of Chern classes, the $i$th Chern class of the tautological plane bundle over $G(a, N)$ is sent to the $i$th Chern class of $a \to F(k, a - k, b - k; N)$. Thus, the actions of the Chern classes of the tautological bundle over $G(a, N)$ on $H^*(\mathcal{A}_N(L))$ match the actions on the dot maps associated to elementary symmetric polynomials on $KRC_N(L)$. The two actions of $H^*(G(a, N))$ therefore agree.

As for reduced homology, we first claim that there is a chain homotopy equivalence

$$KRC_N \left( \begin{array}{c} a \\ b - k \\ a - k \\ b \end{array} \right) \cong h^{2k} \eta^{a-b-k(N+1)} KRC_N \left( \begin{array}{c} a + b - k \\ a - k \\ b - k \end{array} \right)$$

where these reduced complexes are defined with respect to the indicated basepoints. The equivalence is obtained by following the proof of Lemma 3.4. At one point in the argument, the basepoint must be moved across a crossing. For this, we use the argument in [Kho03, Section 3] where instead of moving the basepoint, we move the other strand the “long way” around. By the above analysis, the reduced complex on the right-hand side, which has no differential, is the image of the action of the fundamental class of $G(a, N)$ on
$H^*(F(k, a - k, b - k; N))$, which we denote by $[G(a, N)] \cdot H^*(F(k, a - k, b - k; N))$. The homological perturbation lemma (Lemma 3.3) now implies that

$$
\overline{KR}_N(L) \equiv q^{-a(N-a)} \bigoplus_{k=\min(a,b)}^{\min(a,b)} H^{2k} q^{a+b-N-2k+2k^2} [G(a, N)] \cdot H^*(F(k, a - k, b - k; N))
$$

For $\max(a + b, N, 0) \leq k \leq \min(a, b)$, let $H_k \subseteq J \subseteq G = \text{U}(N)$ be the subgroups

$$
H_k = \text{U}(k) \times U(a - k) \times \text{U}(b - k) \times \text{U}(N - a - b + k), \quad J = \text{U}(a) \times \text{U}(N - a).
$$

The fiber of the bundle $G/H_k = F(k, a - k, b - k; N) \to G(a, N) = G/J$ is $J/H_k$ so $\overline{R}_N(L) = \bigcup J/H_k$. It follows from Borel’s theorem (Theorem 5.6) that $H^*(G/H_k) \to H^*(J/H_k)$ is surjective so by Leray–Hirsch, we have that $H^*(G/H_k) \cong H^*(J/H_k) \otimes H^*(G/J)$ as $H^*(G/J)$-modules. In particular, we have $[G/J] \cdot H^*(G/H_k) \cong H^*(J/H_k)$ so $\overline{KR}_N(L) \cong H^*(\overline{R}_N(L))$.

Proof of Proposition 1.3 for the trefoil. Let $K$ be the trefoil with the basepoint

![Trefoil](image)

By the proof of Proposition 1.5, we know that

$$
\overline{KR}_N(K) \equiv \bigoplus_{l=\max(2a-N,0)}^{a} H^{a+2l} q^{a(N-a)+2(a-l)(a-l+1)} \text{T}_{\text{or}} H^*(\text{BU}(N))(\mathbb{Z}, H^*(Bk))
$$

where $K_l = \text{U}(l) \times \Delta \text{U}(a - l) \times \text{U}(N - 2a + l) \subseteq G = \text{U}(N)$. By an argument similar to the one for the Hopf link above, the dot map at the given basepoint associated to $e_l$ is given on the $l$th direct summand by the following endomorphism of $\text{T}_{\text{or}} H^*(BG)(\mathbb{Z}, H^*(Bk))$. Let $H_l = \text{U}(l) \times \text{U}(a - l) \times \text{U}(a - l) \times \text{U}(N - 2a + l)$ and $J = \text{U}(a) \times \text{U}(N - a)$.

The natural action of $H^*(Bk)$ on $\text{T}_{\text{or}} H^*(BG)(\mathbb{Z}, H^*(Bk))$ induces an action of $H^*(BJ)$ by the composite map $H^*(BJ) \to H^*(BH_l) \to H^*(Bk)$. The endomorphism is the action of $e_l \otimes 1 \in H^*(BJ) = \text{Sym}(a) \otimes \text{Sym}(N - a)$.

By Proposition 4.9, this action agrees with the corresponding action of $H^*(BJ)$ on $H^*(G/K_l)$ arising from the composite map $G/K_l \to Bk \to BH_l \to BJ$. Now consider the commutative diagrams

$$
\begin{array}{ccc}
G/K_l & \longrightarrow & BK_l \\
\downarrow & & \downarrow \\
G/J & \longrightarrow & BJ
\end{array}
\quad \begin{array}{ccc}
H^*(G/K_l) & \leftarrow & H^*(Bk) \\
\uparrow & & \uparrow \\
H^*(G/J) & \leftarrow & H^*(BJ)
\end{array}
$$

It follows that the action of $e_l \otimes 1 \in H^*(BJ)$ on $H^*(G/K_l)$ agrees with the action of the $l$th Chern class of the tautological bundle of $G(a, N) = G/J$. Thus, the actions of $H^*(G(a, N))$ on $KR_N(K)$ and $\overline{R}_N(K)$ agree.

We now turn to reduced homology. Note that $\overline{R}_N(K) = \bigcup J/K_l$ since the fiber of the bundle $G/K_l \to G/J$ is $J/K_l$. By the argument given for the reduced homology of the Hopf link, the reduced complex of the trefoil $K$ is

$$
\overline{KR}_N(K) \equiv q^{-a(N-a)} \bigoplus_{l=\max(2a-N,0)}^{a} H^{a+2l} q^{a(N-a)+2(a-l)(a-l+1)} [G/J] \cdot (\mathbb{Z} \otimes H^*(BG) K(y_1 - z_1, \ldots, y_l - z_l))
$$

where $K(y_1 - z_1, \ldots, y_l - z_l)$ is the Koszul complex associated to $y_1 - z_1, \ldots, y_l - z_l \in H^*(BH_l)$. By definition, $K(y_1 - z_1, \ldots, y_l - z_l)$ is a complex of free $H^*(BH_l)$-modules, so $\mathbb{Z} \otimes H^*(BG) K(y_1 - z_1, \ldots, y_l - z_l)$ is a complex of free $H^*(G/H_l)$-modules by Borel’s theorem. Since $H^*(G/H_l)$ is a free $H^*(G/J)$-module by Leray–Hirsch, we see
that $\mathbb{Z} \otimes_{H^*(BG)} K(y_1 - z_1, \ldots, y_l - z_l) \otimes_{H^*(G/)} K(y_1 - z_1, \ldots, y_l - z_l)$ is a complex of free $H^*(G/)$-modules where the differential commutes with the action of $H^*(G/)$.

It follows that there is an isomorphism of complexes

$$q^{-a(N-a)}[G/ \cdot (\mathbb{Z} \otimes_{H^*(BG)} K(y_1 - z_1, \ldots, y_l - z_l)) \otimes_{H^*(G/)} (\mathbb{Z} \otimes_{H^*(BG)} K(y_1 - z_1, \ldots, y_l - z_l))$$

where the latter complex is the quotient complex where all positive degree terms of $H^*(G/)$ are set to be zero. Next, we observe that

$$\mathbb{Z} \otimes_{H^*(G/)} (\mathbb{Z} \otimes_{H^*(BG)} K(y_1 - z_1, \ldots, y_l - z_l)) \otimes_{H^*(B)} (\mathbb{Z} \otimes_{H^*(BG)} K(y_1 - z_1, \ldots, y_l - z_l)).$$

Hence

$$\overline{KR}_N(K) \equiv \bigoplus_{l = \max(2a-N,0)}^d H^a \oplus \frac{q^{2a(N-a)+2(a-l)(a-l+1)}}{\text{Tor}_{H^*(B)}(\mathbb{Z}, H^*(B))}$$

so again by Gugenheim–May’s theorem (Theorem 4.8) we have $\overline{KR}_N(K) \cong H^*(\overline{K}_N(K)).$ 
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