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Abstract

We tackle one-shot visual search by example for arbitrary object categories: Given an example image of a novel reference object, find and segment all object instances of the same category within a scene. To address this problem, we propose Siamese Mask R-CNN. It extends Mask R-CNN by a Siamese backbone encoding both reference image and scene, allowing it to target detection and segmentation towards the reference category. We use Siamese Mask R-CNN to perform one-shot instance segmentation on MS-COCO, demonstrating that it can detect and segment objects of novel categories it was not trained on, and without using mask annotations at test time. Our results highlight challenges of the one-shot setting: while transferring knowledge about instance segmentation to novel object categories not used during training works very well, targeting the detection and segmentation networks towards the reference category appears to be more difficult. Our work provides a first strong baseline for one-shot instance segmentation and will hopefully inspire further research in this relatively unexplored field.

1. Introduction

Humans do not only excel at acquiring novel concepts from a small number of training examples (few-shot learning), but can also readily point to such objects (object detection) and draw their outlines (instance segmentation). In recent years, machine vision has made substantial advances in one-shot learning with a strong focus on image classification in a discriminative setting. Similarly, a lot of progress has been made on object detection and instance segmentation, but both tasks are still very data-hungry and the proposed approaches perform well only for a small number of object classes, for which enough annotated examples are available.

In this paper, we work towards taking the one-shot setting to real-world instance segmentation: We learn to detect and segment arbitrary object categories (not necessarily included in the training set) based on a single visual example (Fig. 1). That is, given an arbitrary query image and a single reference instance, the goal is to generate a bounding box and an instance mask for every instance in the image that is of the same object category as the reference. This type of visual search task creates new challenges for computer vision algorithms, as methods from metric and few-shot learning have to be incorporated into the notoriously hard tasks of object identification and segmentation.

Our approach is based on taking ideas from metric learning (Siamese networks) and combining them with Mask R-CNN, a state-of-the-art object detection and segmentation system (Fig. 2). Our main contributions are as follows:

• We present Siamese Mask R-CNN for performing one-shot instance segmentation. It extends Mask R-CNN with a Siamese backbone and a matching procedure to perform visual search.

• We introduce a novel one-shot visual search task, requiring object detection and instance segmentation based on a single visual example.

• We establish an evaluation protocol for this task and evaluate our model on MS-COCO. We show that segmenting novel object categories works well even without mask annotations at test time, while targeting the detection towards the reference category is the main challenge.

• We will make code and pre-trained models available.
2. Related work

Our approach lies at the intersection of few-shot/metric learning, object detection/visual search, and instance segmentation. Each of these aspects has been studied extensively, as we review in the following. The novelty of our approach is the combination of all these aspects into a new problem.

Object detection. Object detection is a classical computer vision problem [22, 31, 82, 4]. Modern work can be split broadly into two general approaches: Single stage detectors [47, 66, 67, 68, 43] are usually very fast, while multi-stage detectors [26, 25, 71, 29] perform a coarse proposal step followed by a fine-grained classification, and are usually more accurate. Most state-of-the-art systems are based on Faster R-CNN [71], a two-stage object detector that generates proposals, for each of which it crops features out of the last feature map of a backbone. Feature Pyramid Networks [42] are a popular extension that uses feature maps at multiple spatial resolutions to increase scale invariance.

Instance segmentation. In contrast to semantic segmentation [49, 55, 73, 60, 90, 9, 10, 43], where every pixel is classified into a category, instance segmentation additionally requires to discriminate between individual object instances [27, 18, 28, 62, 19, 39, 63, 72, 5, 14, 23, 29, 45, 70, 87]. Most current state-of-the-art systems are based on Mask R-CNN [29, 46, 1], an extension of Faster R-CNN [71] performing joint object detection and instance segmentation.

Weakly supervised object detection and segmentation. Labeled data is hard to obtain for instance-level tasks like object detection, and even more so for pixel-level tasks like segmentation [44, 12, 3]. Therefore, various weakly and semi-supervised approaches have been explored [32, 88, 57, 55, 92]. Weak supervision is a promising direction for annotation-heavy tasks, hence it has been explored for semantic segmentation [58, 57, 61, 17, 83, 7, 41], object detection [56, 91, 67] and instance segmentation [35, 33, 92].

Visual search. Visual search has a long history in perceptual psychology (reviewed, e.g., by [75]), although typically with simple visual patterns, while search for arbitrary objects in real scenes has been addressed only recently [89, 87], and often using a natural language cue [87].

Few-shot learning. Few-Shot learning has seen great progress over the last years. A classic approach is based on metric learning using Siamese neural networks [8, 16, 36], which – due to its simplicity – is also the approach we use. The metric learning approach has seen a number of improvements in recent years [36, 84, 79, 85, 86]. Other approaches are based on generative models [38, 76], ideas from information retrieval [81] or employ meta learning [24, 40, 52, 51, 53, 54, 74, 80, 69].

Few-shot segmentation. Closely related to our work is one-shot semantic segmentation of images using either an object instance as reference [78, 63, 20, 50] or a texture [83]. However, the key difference is that these systems perform pixel-level classifications and cannot distinguish individual instances. The only work on one-shot instance segmentation we are aware of tracks an object instance across a video sequence based on a small number of annotated frames [10, 11], which differs from our setup in that a single object is to be tracked, for which ground-truth annotations are available.

Few-shot object detection. There is related, but not directly comparable work on few-shot object detection. Some work focuses on settings with few (more than one) annotated training images per category [13, 31], while others tackle the zero-shot setting based on only a textual description of the reference [6, 64]. Most closely related to our work is concurrent work based on Siamese networks for one-shot detection on an Omniglot-based dataset and for audio data [44] as well as work on fine-grained bird classification and localization in ImageNet images [77], which tend to have only one or few instances per image. In contrast, we work on potentially cluttered real-world images.

3. One-shot object detection and instance segmentation on MS-COCO

We define a one-shot object detection and instance segmentation task on MS-COCO: Given a reference image showing a close-up of an example object, find all instances of objects belonging to the same category in a separate query image, which shows an entire visual scene potentially containing many objects. To work in a one-shot setting, we split the 80 object categories in MS-COCO into background and one-shot evaluation splits [4], containing 60 and 20 categories, respectively. We generate four such background/evaluation splits by starting with the first, second, third or fourth category, respectively, and including every fourth category into the one-shot evaluation split. We call those splits $S_1$–$S_4$; they are given in Table 3 in the Appendix.

Note that this one-shot visual search setup differs from earlier, purely discriminative one-shot learning setups: At training time, the query images can contain objects from the one-shot evaluation categories, but they are neither selected as the reference nor are they annotated in any way. Following the terminology of Lake et al. [38].
We therefore still refer to this setting as one-shot, because no label information is available for these categories during training. Conversely, at test time, the query images contain both known and novel object categories. Taken together, we consider this setup to be a realistic scenario in the real world of an autonomous agent, which would typically encounter new objects alongside the known objects and may encounter unlabeled objects multiple times before they become relevant and label information is provided (think of a household robot seeing a certain type of toy in various parts of the apartment multiple times before you instruct it to go pick it up for you). This setup also produces a number of challenges for evaluation, which we discuss in Section 5.2.

4. Siamese Mask R-CNN

The key idea behind Siamese Mask R-CNN is to detect and segment object instances based on a single visual example of some object category. Thus, it must deal with arbitrary, potentially previously unseen object categories, rather than with a fixed set of categories. We base Siamese Mask R-CNN on Mask R-CNN [29] with feature pyramid networks [42]. To adapt it to the visual search task, we turn the backbone into a Siamese network – hence the prefix Siamese –, which extracts features from both the reference image and the scene and computes a pixel-wise similarity between the two. The image features and the similarity score form the input to three heads: (1) the Region Proposal Network (RPN), (2) the bounding box classification and regression head and (3) the segmentation head. In the following, we briefly review the key components of Mask R-CNN and then introduce our extensions.

4.1. Mask R-CNN

Mask R-CNN is a two-stage object detector that consists of a backbone feature extractor and multiple heads operating on these features (see Fig. 2A). We choose a ResNet50 [30] with Feature Pyramid Networks (FPN) [42] as our backbone. The heads consist of two stages. First, the region proposal network (RPN) is applied convolutionally across the image to predict possible object locations in the scene. The highest scoring region proposals are then cropped from the backbone feature maps and used as inputs for the bounding box classification (CLS) and regression (BBOX) head as well as the instance masking head (MASK).

4.2. Siamese feature pyramid networks

In the conventional object detection/instance segmentation setting, the set of possible categories is known in advance, so the task of the backbone is to extract useful features for the subsequent detection and segmentation stages. In contrast, in the one-shot setting the information on which objects to detect and segment is provided in the form of a reference image, which can contain an object category the system has not been trained on. To adapt to this situation, our backbone does not only extract useful features from the scene image, but also computes a similarity metric to the reference at each possible location. To do so, we follow the basic idea of Siamese networks [36] and apply the same backbone (ResNet50 with FPN) with shared weights to extract features from both the reference and the scene. These features are then matched pixel-wise as described below.

4.3. Feature matching

The feature pyramid network produces image features at multiple scales, hence we perform the following matching procedure at each scale of the pyramid (Fig. 3):
1. Pool the features of the reference image over space using average pooling to obtain a vector embedding of the category to be detected and segmented.

2. At every spatial position of the scene representation, compute the absolute difference between the features of the reference and that of the scene.

3. Concatenate the scene representation and the pixel-wise distance between the two.

4. Reduce the number of features by $1 \times 1$ convolution. The resulting features are then used as a drop-in replacement for the original feature pyramid as they have the same dimensionality. The key difference is that they do not only encode the content of the scene image, but also its similarity to the reference image, which forms the basis for the subsequent heads to generate object proposals, classify matches vs. non-matches and generate instance masks.

4.4. Head architecture

We use the same region proposal network (RPN) as Mask R-CNN, changing only its inputs as described above and the way examples are generated during training (described below). We also use the same classification and bounding box regression head as Mask R-CNN, but change the classification from an 80-way class discrimination to a binary match/non-match discrimination. Similarly, for the mask branch we generate only a single instance mask instead of one per potential class.

4.5. Implementation details

Our system is based on the Matterport implementation of Mask R-CNN \[2\]. We provide all details in Appendix 1.

5. Experiments

We train Siamese Mask R-CNN jointly on object detection and instance segmentation in the visual search setting. We evaluate the trained models both on previously seen and unseen (one-shot) categories using splits of MS-COCO.

5.1. Training

Pre-training backbone. We pre-train the ResNet backbone on image classification on a reduced subset of ImageNet, which contains images from the 687 ImageNet categories without correspondence in MS-COCO – hence we refer to it as ImageNet-687. Pre-training on this reduced set ensures that we do not use any label information about the one-shot classes at any training stage.

Training Siamese Mask R-CNN. We train the models using stochastic gradient descent with momentum for 160,000 steps with a batch size of 12 on four NVIDIA P100 GPUs in parallel. We use an initial learning rate of 0.02 and a momentum of 0.9. During the first 1,000 steps, we train only the heads. After that, we train the entire network, including the backbone and all heads, end-to-end. After 120,000 steps, we divide the learning rate by 10.

Construction of mini-batches. During training, a mini-batch contains 12 sets of reference and query images. We first draw the query images at random from the training set and pre-process them in the following way: (1) we resize an image so that the longer side is 1024 px, while keeping the aspect ratio, (2) we zero-pad the smaller side of the image to be square $1024 \times 1024$, (3) we subtract the mean ImageNet RGB value from each pixel. Next, for each image, we generate a reference image as follows: (1) draw a random category among all categories of the background set present in the image, (2) crop a random instance of the selected category out of any image in the training set (using the bounding box annotation), and (3) resize the reference image so that its longer side is 192 px and zero-pad the shorter side to get a square image of $192 \times 192$. To enable a quick look-up of reference instances, we created an index that contains a list of categories present in each image.

Labels. We use only the annotations of object instances in the query image that belong to the corresponding reference category. All other objects are treated as background.

Loss function. Siamese Mask R-CNN is trained on the same basic multi-task objective as Mask R-CNN: classification and bounding box loss for the RPN; classification, bounding box and mask loss for each RoI. There are a couple of differences as well. First, the classification losses consist of a binary cross-entropy of the match/non-match classification rather than an 80-way multinomial cross-entropy used for classification on MS-COCO. Second, we found that weighting the individual losses differently improved performance in the one-shot setting. Specifically, we apply the following weights to each component of the loss function: RPN classification loss: 2, RPN bounding box loss: 0.1, RoI classification loss: 2, RoI bounding box loss: 0.5 and mask loss: 1.

Mask R-CNN. For comparison, we also trained the original Mask R-CNN on MS-COCO on all 80 classes for 320,000 steps using the same hyper parameters as for Siamese Mask R-CNN but without the adjustments to the loss function weights described above.

5.2. Evaluation

General procedure. We evaluate the performance of our model using the MS-COCO val 2017 set as a test set (it was not used for training). We do one evaluation run per class split $S$, using the following procedure:
1. For each image in the test set and each one-shot category present in this image, extract a reference instance from another randomly chosen image in the test set.
2. For each (query, reference) image pair, compute predictions for bounding boxes and segmentation masks.
3. Assign the computed predictions to the category of the corresponding reference image (that allows us to use standard tools for MS-COCO evaluation).
4. Aggregating the predictions for all images, compute the AP50 value for each category in $S$, and obtain a mAP50 score by averaging the AP50 values over all categories in $S$.

The class splits $S$ are either one of the four one-shot splits $S_1$–$S_4$ (one-shot evaluation) or the entire set of training categories (for comparison to regular Mask R-CNN).

Considerations for evaluation. Our evaluation scheme is similar to the standard evaluation of instance segmentation models on MS-COCO, allowing us to use existing tools for evaluation. However, the resulting mAP50 values are not directly comparable to earlier work on fixed-category detection and segmentation setups. The main difference is the way in which we select the reference images. We ensure that there is at least one object of the reference category in the query image. The primary reason why we enforce this constraint is to simplify the task. The one-shot visual search task has two aspects that make it substantially harder than detection in a fixed-category setting or one-shot learning in a discriminative setting.

First, to perform one-shot learning in a discriminative setting, one does not need to normalize the scores in any way; one can simply pick the largest. In contrast, in the detection setting, we do not know a priori how many instances there are, so the scores need to be normalized such that applying the same threshold on the confidence scores across images actually makes sense.

Second, we can think of the scores for each object as a posterior, i.e. the product of the image evidence for the category and the prior probability of the category being present in an image (blue vs. orange in Fig. 4). However, in a one-shot setting, there is no information about the prior, so one would have to guess it for each novel object category.

Thus, to simplify the task and to keep the prior for each category roughly constant, we decided to change the evaluation in the way described above. As we show below, this task is still hard for systems that perform competitively on regular MS-COCO detection and instance segmentation, so we think it makes sense to use these simplifications in order to work in a regime where progress is realistic.

5.3. Baseline: random boxes

As a very naïve baseline, we evaluate the performance of a model predicting random bounding boxes and segmentation masks. To do so, we take ground-truth bounding boxes and segmentation masks for the category of the reference image, and randomly shift the boxes around the image (assigning a random confidence value for each box between 0.8 and 1). We keep the ground-truth segmentation masks intact in the shifted boxes. Such procedure allows us to get random predictions while keeping certain statistics of the ground-truth annotations (e.g. number of boxes per image, their sizes, etc.).

6. Results

6.1. Example-based detection and segmentation

We start by showing our results on the task of object detection and instance segmentation targeted to a single class, which is given by an example. This is essentially a metric learning problem: we learn a similarity metric between image regions and the reference image. This allows the detection and segmentation heads to produce bounding boxes and instance masks for matching objects. As discussed above, this problem is harder than training an object detector for a fixed set of classes, and we therefore simplified the training and evaluation process (see Section 5.2 above).

To put our one-shot results reported below in context, we first trained both Siamese Mask R-CNN as well regular Mask R-CNN on the entire MS-COCO data set (Table 1).

| Model               | Obj. detection | Instance segm. |
|---------------------|----------------|-----------------|
| Mask R-CNN          | 42.5           | 40.1            |
| Siamese Mask R-CNN  | 35.7           | 33.4            |

Table 1. Detection results on MS-COCO val 2017.

Our Mask R-CNN implementation performed reasonably, achieving 42.5% mAP50 on detection and 40.1% on instance segmentation. These numbers are not state-of-the-art (due to limited availability of extendable code and pre-trained models), but that doesn’t change the conclusions, since we are interested in relative performance differences to Mask R-CNN and not in absolute values.

Siamese Mask R-CNN achieved 35.7% mAP on detection and 33.4% on instance segmentation using the same backbone, training schedule, etc., but based on examples rather than trained on a fixed set of categories. Thus, we conclude that the proposed Siamese Mask R-CNN archite-
Figure 5. Examples of Siamese Mask R-CNN operating in the one-shot setting, i.e. segmenting object for which no annotations were used using training (split $S_2$). Reference images are shown in the lower-left corner and the target categories are in the titles (these categories are just for the reader and are not used anywhere in the system).

6.2. One-shot instance segmentation

Next, we report the results of evaluating Siamese Mask R-CNN in the one-shot setting. That is, we train on the background splits without using instances of one-shot evaluation splits (Section 6). The average detection mAP50 scores for the one-shot splits are around 17%, while the segmentation ones are around 15%, with some variability between splits. These values are significantly lower than those for the background splits, indicating the difficulty of the one-shot setting. The mAP50 scores for the background splits are slightly higher than those in Table 1 because the former contain only 60 categories while the latter were trained on all 80. Taken together, these results suggest that we observe a substantial degree of overfitting on the background classes used during training. This result is in contrast to earlier work on Omniglot [50] that observed good generalization beyond the background set, presumably because Omniglot contains a larger number of categories and the image statistics are simpler.

| Split          | 1  | 2  | 3  | 4  | Average |
|----------------|----|----|----|----|---------|
| Background     | 38.9| 37.1| 37.8| 36.6| 37.6    |
| One-shot       | 15.3| 17.6| 17.4| 17.0| 16.8    |
| Random boxes   | 2.3 | 2.0 | 1.7 | 2.7 | 2.2     |

Table 2. Results on MS Coco (in % mAP50). In split $i$, every fourth class, starting at the $i^{th}$, is placed into the one-shot set.
Figure 6. Examples of Siamese Mask R-CNN failure cases. False positives are a common problem for our model and we show examples of categories such as person, car, plane, clock, train and street sign being falsely predicted. These categories are among the most commonly falsely predicted categories (see Fig. 7).

6.3. Qualitative analysis

Figure 5 shows examples of successful Siamese Mask R-CNN predictions for one-shot categories (i.e. categories not used during training). These examples allow us to get a feeling for the difficulty of the task: the reference inputs are quite different from the instances in the query image, sometimes they show only part of the reference object and they are never annotated with ground truth segmentation masks. To generate bounding boxes and segmentation masks, the model can use only its general knowledge about objects and their boundaries and the metric learned on the other categories to compute the visual similarity between the reference and the query instances. For instance, the bus on the right or the horse in the bottom left in Figure 5 are incomplete and the network has never been provided with ground truth bounding boxes or instance masks for either horses or buses. Nevertheless, it still finds the correct object in the query image and segments the entire object.

We also show examples of failure cases in Figure 6. The picture that emerges from both successful and failure cases is that the network produces overall very good bounding boxes and segmentation masks, but often fails at targeting it towards the correct category. We elaborate more in the next section on the challenges of the one-shot setting.

6.4. False positives in the one-shot setting

There is a marked drop in model performance between the background and the one-shot evaluation splits, suggesting some degree of overfitting to the background categories.
used during training. If overfitting to background classes was indeed the main issue, we would expect false positives to be biased towards these categories and, in particular, towards those categories that are most frequent in the training set. This seems to be qualitatively the case (Fig. 5). In addition, we quantified this observation by computing a confusion matrix of MS-COCO categories (Fig. 7). The element \((i, j)\) of this matrix corresponds to the AP50 value of detections obtained for reference images of category \(i\), which are evaluated as if the reference images belonged to category \(j\). If there were no false positives, the off-diagonal elements of the matrix would be zero. The sums of values in the columns show instances of categories that are most often falsely detected (the histogram of such sums is shown below the matrix). Among such commonly falsely predicted categories are people, cars, airplanes, clocks, and other categories that are common in the dataset.

6.5. Effect of image clutter

Previous work on synthetic data [50] found that cluttered scenes are especially challenging in the one-shot setting. This effect is also present in the current context. Both detection and segmentation scores are substantially higher when conditioning on images with a small number of total instances (Figure 5), underscoring the importance of extending the model to robustly process cluttered scenes.

7. Discussion

We introduced the task of one-shot instance segmentation and proposed a model based on combining the Mask R-CNN architecture with a metric learning approach to perform this task. There are two main problems in this task: (1) learning a good metric for one-shot detection of novel objects and (2) transferring the knowledge about bounding boxes and instance masks from known to novel object categories. Our results suggest that in the context of MS-COCO, the first part is more difficult than the second part. Overall, bounding boxes and instance masks are of high quality. The relatively weak performance of our current model appears to be caused by its difficulties in classifying if the detected object is of the same category as the reference. Our observation of a substantial amount of overfitting towards the categories used during training supports this hypothesis.

Our system is not based on the latest and highest-performing object detector, but was rather driven by availability of code for existing approaches; we expect that incorporating better object detection architectures and larger backbones into our one-shot visual search framework will lead to performance improvements analogous to those reported on the fixed-category problem. However, closing the gap between the fixed-category and the one-shot visual search problems would likely require not just better components for our model, but rather conceptual changes to the model itself and to the training data. Such changes might include larger datasets with more object categories than MS-COCO or more sophisticated approaches to one-shot learning from a relatively small number of background categories.

There are a couple of drawbacks to our current approach, and resolving them is likely to lead to improvements in performance. For instance, during training we currently treat all instances of the one-shot categories as background, which probably encourages the model to suppress their detection even if they match the reference well. In addition, the reference instances are sometimes hard to recognize even for humans, because they are cropped to their bounding box and lack image context, which can be an important cue for recognition. Finally, the system currently relies exclusively on comparing each object proposal to the reference image and performing a match/non-match discrimination. However, one may instead want to do an \(N+1\)-way classification, assigning each instance to one of the \(N\) already known categories or a novel, \(N+1^{st}\) one, and only in the latter case rely on a similarity metric and a binary match/non-match classification.

In summary, one-shot instance segmentation is a hard problem on a diverse real-world dataset like MS-COCO. It requires combining ideas from few-shot/metric learning, object detection and segmentation, and we believe it is a perfect test bed for developing truly general vision systems.
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Appendix

1. Implementation details

1.1. Backbone

We use the standard architecture of ResNet-50 [30] without any modifications.

1.2. Feature matching

- We use layers res2c_relu (256 features), res3d_relu (512), res4f_relu (1024) and res5c_relu (2048) of the backbone as a feature representation of the inputs. For brevity, we refer to these layers as C2, C3, C4 and C5.
- FPN generates multi-scale representations \( P_i \), \( i = \{2, 3, 4, 5, 6\} \) consisting of 256 features (for all \( i \)) as follows. \( P_6 \) is a result of applying a 1 x 1 conv layer to \( C_5 \) (to get 256 features). \( P_i \) (\( i = \{2, 3, 4\} \)) is a sum of a 1 x 1 conv layer applied to \( C_i \) and up-sampled (by a factor of two on each side) \( P_{i+1} \). \( P_6 \) is a down-sampled \( P_6 \) (by a factor of two on each side).
- The final similarity scores between the input scene and the reference at scale \( i \) are computed by obtaining \( P_i^{\text{scene}} \) and \( P_i^{\text{ref}} \) as described above, applying global average pooling to \( P_i^{\text{ref}} \), and computing pixel-wise differences \( D_i = \text{abs}(P_i^{\text{scene}} - \text{pool}(P_i^{\text{ref}})) \).
- The final feature representations containing information about similarities between the scene and the reference are computed by concatenating \( P_i^{\text{scene}} \) and \( D_i \), and applying a 1 x 1 conv layer, outputting 384 features.

1.3. Region Proposal Network (RPN)

- We use 3 anchor aspect ratios (0.5, 1, 2) at each pixel location for the 5 scales (32, 64, 128, 256, 512) \( i = \{2, \ldots, 6\} \) defined above, resulting in \( 3 \times (32^2 + \ldots + 512^2) \approx 1 \text{M} \) proposals in total.
- The architecture is a 3 x 3 x 512 conv layer, followed by the 1 x 1 conv outputting \( k \) times number of anchors per location (three in our case) features (corresponding to proposal logits for \( k = 2 \) or to bounding box deltas for \( k = 4 \)).

1.4. Classification and bounding box regression head

The classification head produces same/different classifications for each proposal and performs bounding box regression.

- Inputs: the computed bounding boxes (outputs of the RPN) are cropped from \( P_i \), reshaped to 7 x 7, and concatenated for \( i = \{2, \ldots, 5\} \). Only 6000 top scoring anchors are processed for efficiency.
- Architecture: two fc-layers (1024 units with ReLU) followed by a logistic regression into 2 classes (same as reference or not).
- Bounding box regression is part of the classification branch, but uses a different output layer. This output layer produces fine adjustments (deltas) of the bounding box coordinates (instead of class probabilities).
- Non-maximum suppression (NMS; threshold 0.7) is applied to the predicted bounding boxes.

1.5. Segmentation head

- Inputs: the computed bounding boxes are cropped from \( P_i \), reshaped to 14 x 14, and concatenated for \( i = \{2, \ldots, 5\} \).
- Architecture: four 3 x 3 conv layers (with ReLU and BN) followed by a transposed conv layer with 2 x 2 kernels and stride of 2, and a final 1 x 1 conv layer outputting two feature maps consisting of logits for foreground/background at each spatial location.

| S1     | S2     | S3     | S4    |
|--------|--------|--------|-------|
| Person | Bicycle| Car    | Motorcycle |
| 5      | 1      | 2      | 4     |
| Airplane| 6    | Bus    | Truck  |
| 9      | 10     | Traffic light | Stop sign |
| Boat   | 14     | Bench  | 12    |
| Parking meter | 18  | Horse  | 16    |
| 13     | 21     | 18     | Cat   |
| Dog    | 22     | 19     | 20    |
| Elephant | 26   | Bear   | Cow   |
| 21     | 25     | 23     | Giraffe |
| Backpack | 29    | Umbrella | Giraffe |
| 23     | 33     | 27     | Tie   |
| Suitcase | 35    | Frisbee | Snowboard |
| 35     | 49     | 31     | 36    |
| Sports ball | 53  | Kite   | Baseball glove |
| 53     | 57     | 39     | 40    |
| Skateboard | 61  | Surfboard | Bottle |
| 61     | 65     | 39     | 41    |
| 65     | 69     | 55     | 42    |
| Hot dog | 55     | Pizza  | 43    |
| 55     | 67     | 55     | 44    |
| Chair  | 57     | Couch  | 45    |
| 57     | 61     | Toilet | 46    |
| Dining table | 62  | 63     | 47    |
| 62     | 65     | Microwave | 50    |
| 65     | 69     | Oven   | 51    |
| 69     | 73     | 75     | 52    |
| Refrigerator | 74   | Book   | 53    |
| 74     | 77     | 79     | 54    |
| Scissors | 77    | Teddy bear | 55    |
| 77     | 79     | Hair drier | 56    |
| 79     | 80     | 56     | 57    |
| 80     | 80     | 57     | 58    |
| 80     | 80     | 58     | 59    |
| 80     | 80     | 59     | 60    |
| 80     | 78     | 60     | 61    |
| 78     | 82     | 61     | 62    |
| 82     | 82     | 62     | 63    |
| 82     | 82     | 63     | 64    |
| 82     | 82     | 64     | 65    |
| 82     | 82     | 65     | 66    |
| 82     | 82     | 66     | 67    |
| 82     | 82     | 67     | 68    |
| 82     | 82     | 68     | 69    |
| 82     | 82     | 69     | 70    |
| 82     | 82     | 70     | 71    |
| 82     | 82     | 71     | 72    |
| 82     | 82     | 72     | 73    |
| 82     | 82     | 73     | 74    |
| 82     | 82     | 74     | 75    |
| 82     | 82     | 75     | 76    |
| 82     | 82     | 76     | 77    |
| 82     | 82     | 77     | 78    |
| 82     | 82     | 78     | 79    |
| 82     | 82     | 79     | 80    |
| 82     | 82     | 80     | 81    |
| 82     | 82     | 81     | 82    |
| 82     | 82     | 82     | 83    |
| 82     | 82     | 83     | 84    |
| 82     | 82     | 84     | 85    |
| 82     | 82     | 85     | 86    |
| 82     | 82     | 86     | 87    |
| 82     | 82     | 87     | 88    |
| 82     | 82     | 88     | 89    |
| 82     | 82     | 89     | 90    |
| 82     | 82     | 90     | 91    |
| 82     | 82     | 91     | 92    |
| 82     | 82     | 92     | 93    |
| 82     | 82     | 93     | 94    |
| 82     | 82     | 94     | 95    |
| 82     | 82     | 95     | 96    |
| 82     | 82     | 96     | 97    |
| 82     | 82     | 97     | 98    |
| 82     | 82     | 98     | 99    |
| 82     | 82     | 99     | 100   |

Table 3. One-shot class splits (\( S_1 \) - \( S_4 \), Section 3) of MS-COCO.

[2] Using the notation from here: http://ethereon.github.io/netscope/#/gist/db945b393d40bfa26006