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Abstract

Digital contact tracing (DCT) is one of the weapons to be used against the COVID-19 pandemic, especially in a post-lockdown phase, to prevent or block foci of infection. As DCT systems can handle highly private information about people, great care must be taken to prevent misuse of the system and actions detrimental to people’s privacy, up to mass surveillance. This paper presents a new centralized DCT protocol, called ZE2-P3T (Zero Ephemeral Exchanging Privacy-Preserving Proximity Protocol), which relies on smartphone localization but does not give any information about the user’s location and identity to the server. Importantly, the fact that no exchange of ephemeral identities among users is required is the basis of the strong security of the protocol, which is proven to be more secure than the state-of-the-art protocol DP-3T/GAEN.

1. Introduction

The role of digital contact tracing (DCT) to control the spread of the COVID-19 pandemic has recently been studied [1,2]. DCT should be considered as a complementary task with respect to traditional contact tracing. Indeed, it is able to identify contacts that escape the investigation activities carried out by contact tracers (for example, whether they regard contacts with people unknown to the index case). In addition, the specific characteristics of COVID-19 infection (variable symptoms, frequent asymptomatic carriers, and incubation times relatively short) require fast detection of at-risk contacts. DCT represents one of the weapons against the pandemic, along with other digital weapons pursuing different goals, such as early diagnosis [3] or early warning [4].

DCT systems adopted in many countries use Bluetooth Low Energy (BLE) proximity measurements and rely on the exchange of ephemeral identifiers. They are pseudo-random self-generated numbers designed to be unlinkable with each other and with the real identity of the user. At least in the European Union, the prevailing protocol is DP-3T (Decentralized Privacy-Preserving Proximity Tracing) [5], typically implemented via GAEN (Google-Apple Exposure Notification) [6]. DP-3T/ GAEN is decentralized (i.e., does not delegate contact detection to a server) and does not utilize localization systems (such as GPS) to detect proximity, but only BLE. On the other hand, localization-based approaches lead to concerns about privacy, as witnessed by the recent act of the European Union that disapproves the use of GPS [7].

Privacy concerns still remain an open issue, due to the fact that DCT handles sensitive information about people, and any system misuse or detriment to people’s privacy (up to mass surveillance) should be prevented.
As a matter of fact, several vulnerabilities affecting DP-3T/GAEN have been reported in the literature [8–10]. They can lead to breaking protocol integrity and users’ privacy. Some of these concerns GAEN [11], about how data are transmitted to back-end servers of the Google ecosystem. Privacy and security concerns are an obstacle to the massive adoption of DCT. On the other hand, if the system is not adopted by the largest number of people, it may give very limited benefits to the fight against the pandemic.

The research question addressed in this paper is whether it is possible to define an alternative approach that overcomes the drawbacks of DP-3T/GAEN. To understand this, we start with the observation that the basis of most of the attacks reported in the literature on DP-3T/GAEN is that, through BLE, smartphones exchange ephemeral identifiers. Though they are pseudonyms, they are uniquely associated with individuals. Exchanging them means that the user loses exclusive control.

It is rather intuitive that, to avoid the exchange of ephemeral identifiers, a centralized approach could be adopted in which a server collects the locations of smartphones. This way, the server itself can detect the proximity of individuals. However, this solution would be much worse from the privacy perspective, because the server would continuously track people.

In this paper, we face the challenge of centrally detecting the proximity of individuals, thus avoiding the exchange of ephemeral identifiers, without providing the server with any information useful to track people. Therefore, the goal we pursue is to design a centralized approach that, unlike those existing in the literature, does not provide the server with tracking capabilities. Intuitively, since the exchange of ephemeral identifiers is no longer necessary, the drawbacks of DP-3T/GAEN are solved and no new security and privacy issues are introduced, resulting in an advancement of the state of the art.

To achieve the above goal, we rely on the availability of an effective localization system (the technologies for this are already mature and very very near-term progress is expected with 5G and 6G). The proposed centralized protocol is called ZE2-P3T (Zero Ephemeral Exchanging Privacy-Preserving Proximity Protocol). Unlike DP-3T/GAEN, the proposed protocol does not rely on the exchange of (even pseudonym) identities. Despite the use of localization, by using some cryptographic obfuscation mechanisms, our protocol does not allow the server to track people. Moreover, since ZE2-P3T does not use Bluetooth, users are not exposed to Bluetooth vulnerabilities [12,13].

We prove in the paper that ZE2-P3T is more secure than DP-3T/GAEN. Specifically, the paper provides a theoretical framework that allows us to measure the security improvements over DP-3T/GAEN in a quantitative way and across a multidimensional domain, composed of three dimensions: (1) type of attacker, (2) type of target, and (3) range of the attack.

Finally, the implementation of the main modules of the solution has been executed (and made publicly available), to provide research demonstrators that can be used as building blocks for a software system that fully implements our solution. Moreover, we exploited the implemented prototype to test the performance of our solution, by verifying the feasibility of the server-side computation.

The contributions given by our paper can be summarized as follows:

- A new digital contact tracing protocol based on the centralized model has been proposed,
- although there is a server that collects information about users, users’ privacy is strictly preserved,
- the proposed protocol is formally proven to be more secure (against attacks on users’ privacy and protocol integrity) than the state-of-the-art decentralized protocol, which is DP-3T/GAEN,
- the proposed theoretical framework, through which we performed the security analysis, provides a quantitative measure of the security increase over DP-3T,
- the feasibility of the proposal has been tested by experiments.

To give the flavor of our approach, we give an overview of how our solution works.

The territory is virtually divided into overlapping square microcells, whose size is of the magnitude of the safety distance. Thanks to microcell overlapping, we guarantee that if two users, say Alice and Bob, are at distance less than the safety distance, they occupy at least one shared microcell. Each microcell is represented by its centroid, so that Alice and Bob, autonomously (i.e., with no reciprocal interaction), identify at least one common centroid. Each smartphone sends the server, periodically, an ephemeral identifier along with the coordinates of the centroids of all the microcells to which it belongs. Ephemeral identifiers, as in DP-3T/GAEN, are changed according to a rounding protocol. However, whilst in DP-3T/GAEN the smartphones store the ephemeral identifiers of the encountered contacts (in such a way that anybody can be informed about past at-risk contacts), in our protocol, smartphones do not exchange the ephemeral IDs with other users. Therefore, Bluetooth is not exploited by our solution (with positive impacts on security). Observe that the fact that the smartphones send the coordinates to the server is not an issue from the point of view of privacy. Indeed, these coordinates are sent in a salted hashed form, by using a salt broadcast by the telephone service provider and rounded periodically. This way, the server cannot know where the centroid is located, because the salted hashed coordinates are not reversible and are always different. Once an infection is reported, the server is able to detect all the contact at risk, by finding groups of ephemeral identifiers associated with the same salted hashed centroid within the same time slot. Indeed, this means that the smartphones were simultaneously in the same microcell. Thus, all these ephemeral IDs are associated with users at risk of contagion. The server has to broadcast these ephemeral IDs. Every smartphone can check if some of the received ephemeral IDs are stored in the set of past ephemeral IDs (recall that ephemeral IDs are periodically changed) not earlier than the safety time window (i.e., 14 days, according to WHO). If this is the case, then the user is alerted about the risk. In the example above, if Alice tests positive, then the ephemeral IDs of Alice of the last 14 days are notified to the server. Consequently,
the ephemeral used by Bob when they came into contact will be included in the list of ephemeral IDs broadcast by the server. Therefore, Bob will be alerted by his smartphone. Regarding the infection reporting, we specify that the notification of past ephemeral IDs by the infected user is done only if it is authorized by the health facility which tested the patient. This is done by using a blind-signature mechanism to prevent the health-care facility from linking the patient’s real identity with the transmitted ephemeral identifiers.

Observe that the smartphone has to keep only the ephemeral IDs of the last 14 days. Actually, some small additional information is kept by the smartphones to associate the alert, if any, with a level of risk. Therefore, no significant storage overhead is required to clients.

Importantly, the fact that the ephemeral identifiers are never exchanged among smartphones is the basis of the improvements of our protocol in terms of privacy and security with respect to DP-3T/GAEN. This is clearly shown in the last part of the paper, when security aspects are addressed.

The structure of the paper is the following. In Section 2, we present the related literature. Then, in Section 3, we propose the new centralized protocol, called ZE2-P3T. A prototype of the protocol is implemented and used to perform an experimental campaign in Section 4. The findings of this campaign are presented in Section 5. In Section 6, we provide a detailed security analysis of our protocol and compare it with DP-3T/GAEN. In Section 7, we give some general discussions about the contribution given by our work and, in Section 8, we draw our conclusions.

2. Related work

The COVID-19 pandemic certainly represents one of the most difficult challenges modern society has ever faced. To counteract and slow the spread of the virus, new ways, new strategies, and solutions are being sought every day, in every sector. From the side of technological measures, researchers are investing their effort to propose digital contact tracing solutions that preserve privacy and comply with current regulations. Existing protocols and applications can be classified in many different ways.

A possible classification can be done on the basis of the model on which they rely.

The model defines how the server is used and which data are required (or stored) by it. There are three possible models: (1) decentralized, (2) centralized, and (3) hybrid [14,15].

Decentralized Approaches. Several solutions adopt a decentralized approach, with the goal of protecting users’ privacy from server misbehavior. In this class of approaches, the most relevant protocol is certainly the Decentralized Privacy-Preserving Proximity Tracing (DP-3T) [5]. For this protocol, two designs are defined, namely Low-Cost and Uninkable. In both designs, the protocol is based on ephemeral pseudonyms (called EphIDs) sent via BLE which are registered by nearby users. Apple and Google [6] have teamed up to realize, on the respective Operating Systems (iOS and Android), an implementation of Low-Cost DP-3T, called Google Apple Exposure Notification (GAEN). Several adopted apps leverage the GAEN APIs, such as the Swiss SwissCoviD app, the German Corona-Warn app, and the Italian Immuni app.

Bluetooth–based decentralized systems, such as systems that rely on DP-3T/GAEN, are vulnerable to Paparazzi attack and therefore can be exploited for mass surveillance [16]. In [8], the authors proposed two decentralized systems, based on BLE, named Pronto-B2 and Pronto-C2, respectively. These systems appear to be more resistant than DP-3T against mass surveillance attacks. Both systems can optionally be implemented using blockchain technology, but Pronto-B2 is designed to be more efficient and practical. An MIT-led research collaboration has developed the Private Automated Contact Tracing protocol, called PACT (East-coast) [17], which allows the user to store extra metadata, such as location information, to increase the accuracy of the system. Researchers from the University of Washington proposed PACT (West-coast) protocol (Privacy-sensitive protocols And mechanisms for mobile Contact Tracing) [18]. Compared with PACT (East-coast), PACT (West-coast) saves storage space by storing fewer seeds than the PACT (East-coast) app. PACT (West-coast) is also susceptible to linkage and enumeration attacks [14]. CAUDHT [19] is a decentralized system based on distributed hash tables and blind signatures. Another decentralized protocol based on Bluetooth is TCN (Temporary Contact Numbers) [20]. To solve the problem of scalability, the protocol switches from purely random TCNs to TCNs generated deterministically from seed data. The price it pays for greater scalability is a reduction in privacy because the TCNs derived from the same seed can be linked together.

There are also several decentralized DCT proposals based on IoT [21], blockchain [22,23], or both [24]. The system proposed in [21] can be configured to support different models, ranging from the fully decentralized to the fully centralized one. Most decentralized approaches use Bluetooth. It is worth noting that switching on the Bluetooth interface of smartphones, can make the devices vulnerable to a variety of attacks, also tailored to GAEN-based digital contact tracing, as shown in [13].

Centralized Approaches. Several solutions choose a centralized approach, such as NTK [25] and ROBERT [26] which have been developed inside Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT) [27]. Centralization has in general the advantage of providing epidemiologists with more useful data, thus allowing more effective actions to be taken to defeat the virus. However, some scholars fear that these systems could become a tool of massive surveillance in the hands of governments [28]. PEPP-PT NTK is a proximity tracing system, based on BLE [25]. ROBust and privacy-presERving proximity Tracing protocol (ROBERT) is jointly developed by researchers at INRIA (France) and Fraunhofer (Germany). Similarly to DP-3T, NTK and ROBERT are based on ephemeral pseudonyms sent via BLE that are registered by nearby users, with the difference that...
the secret keys for calculating EphIDs are created and handled by a back-end server and not by the user's smartphone [29]. Adopted apps, such as TraceTogether (Singapore) and CovidSafe (Australia) are based on the Bluetrace protocol [30]. The two apps have many similar features but differ mainly in the lifetime of the EphIDs, as Trace-Together uses a value of 15 min, while CovidSafe uses a value of 2 h. For this reason, CovidSafe is more vulnerable to replay attacks [31]. In [32], the authors propose a solution that resists replay attacks and, if location data are present, to relay attacks (see Section 6).

Another solution, called EPIC [33], is still based on Bluetooth technology, and offers a fine-grained human-to–human contact tracing scheme with hybrid wireless and localization technology. EPIC introduces a matching method that uses homomorphic encryption to match devices and, then, identify contacts. However, the system can suffer from serious privacy and scalability issues [34].

**Hybrid Approaches.** A number of approaches combine the characteristics of centralized and decentralized architectures, such as DESIRE [35], ConTra Corona [36], and EpiOne [37].

Another possible classification can be done on the basis of the ability of the system to track the user’s location. Indeed, location data can be useful for epidemiologic analysis and also for applying disinfection measures to physical places. Obviously, knowing the location of users could come at a very high price in terms of privacy. All the systems considered so far do not collect exploitable users’ location information. However, despite privacy issues, this is a class of techniques that is well represented in the literature.

**User-location-aware approaches.** In this class of techniques, some approaches combine Bluetooth technology with GPS, and others rely only on GPS. Hamagen [38] is based on a decentralized architecture and does not rely on logging encounters with other users in proximity via Bluetooth. Instead, it cross-checks (locally on the user’s smartphone) the GPS history of the smartphone with the historical–geographical data of the cases identified by the Ministry of Health. If the application discovers that a user has been in the same place and at the same time as a diagnosed case, a notification is displayed on the user’s phone. However, besides privacy concerns, Hamagen exposes users to the risk of data breach server-side [39]. The Aarogya Setu [40] is based on a centralized architecture and uses both Bluetooth and GPS. This protocol also collects location data (GPS coordinates) and self-assessment data. [41] offers a solution on how to make contact tracing centralized based on GPS data while preserving users’ privacy. The system uses a central party (HA) and applies multi-party computation (MPC) to achieve privacy. However, these solutions are not scalable [34], due to the computational overhead required by the adopted cryptographic protocols.

Our solution starts from the above reference framework, with the aim to overcome the privacy and security issues of current decentralized solutions. Our approach is centralized and is based on privacy-preserving absolute location detection. Concerning the location-aware class of methods, although our protocol requires that users send their localization information to the server, this information cannot be exploited by the server for anything but contact detection. This happens because the information is sent in an obscured form. Importantly, our solution only relies on localization technologies and does not require the use of Bluetooth. Therefore, it does not suffer from the threats described in [13].

Concerning localization technologies, in this paper, we do not make a specific choice, by assuming that a precise indoor-outdoor technology is available. We observe that this assumption is well-founded. Since smartphones are equipped with GPS, WLAN, gyroscope, accelerometer, magnetometer, and other sensors, it is possible to achieve high-precision localization. For example, the combination of GPS and PDR (Pedestrian Dead Reckoning) [42] enables localization for both indoor and outdoor environments.

PDR is an algorithm that allows us to estimate the movement of pedestrians, using MEMS sensors, i.e., accelerometer, gyroscope, and magnetometer, on board of the smartphone. In particular, for indoor environments, there are different measurement techniques [43] such as Angle of arrival (AOA), Cell Identity (CI), Time of Arrival (TOA), and Signal Strength (RSSI), or the Earth’s magnetic field.

To achieve better accuracy, new technologies such as 5G and 6G [44] can be used, also to obtain a continuous localization service between external and internal environments [45]. Positioning accuracy can be significantly increased by using the features offered by 5G, such as wider bandwidth (mmWave frequencies), data from a number of sensors and technologies (WiFi, GNSS, relative device-to-device positioning, inertial measures, etc.), and a dense infrastructure. Furthermore, in 5G, many new technologies have been proposed, such as massive Multiple Input Multiple Output (MIMO), millimeter Wave (mmWave) communication, ultra-dense network (UDN), and device-to-device (D2D) communication, which improve both communication performance but also positioning accuracy. 6G technology, following the trend initiated by 5G systems, will continue to develop towards even higher frequency ranges, wider bandwidths, and massive antenna arrays. This will also allow for localization with a degree of accuracy at the level of the centimeter [44].

The original idea underlying this paper has been presented in [46]. This paper strongly extends [46] as follows.

First, we reduced the workload server-side by moving the whole risk computation from the server to the client. Then, we extensively dealt with the security analysis of the proposal. Specifically, we provide a theoretical framework allowing us to represent a multiplicity of threat models and a security metric to compare the different protocols. Therefore, unlike the empirical and brief security analysis provided in [46], we prove formally the security of our approach by comparing it with the two designs of DP-3T, and by also giving a measure of the security gap between the protocols. This is per se a new relevant contribution. Moreover, the empirical framework usually adopted in the context of DCT, based on the enumeration of existing attacks, is also preserved and contextualized within the above theoretical framework. Finally, unlike [46], in this paper we provide the implementation of the main modules of the solution as research demonstrators (https://github.com/vincenzodeangelisrc/ZE2-P3T) and use it to test the performance of the solution (see Sections 4 and 5).
The novelty of our approach with respect to the existing literature is that our protocol, unlike the other proposals based on the centralized model and in favor of privacy, does not give the server any information besides the fact that some pairs of random numbers (associated with humans) are close to each other somewhere in the territory. The specific novelty is that this is done without using complex cryptographic protocols and, thus, with no server-side computational overhead. Another important difference of our solution with respect to the relevant state of the art is that Bluetooth is not required. This implies that, as observed earlier, users’ smartphones are not exposed to the threats related to the usage of this interface. But the real significance of the proposal strictly concerns the security aspects of the protocol (apart from technological aspects), as it is clearly shown in Section 6. Indeed, we show that, in terms of security and privacy goals, our solution outperforms the state-of-the-art protocol based on the decentralized model, which is DP-3T/GAEN.

3. The proposed protocol

In this section, we describe the proposed protocol, named Zero Ephemeral Exchanging Privacy-Preserving Proximity Tracing (ZE2-P3T, for short). As anticipated earlier, the protocol relies on the presence of a sufficiently precise localization system utilizable with sensors on board of smartphones. Although this aspect is not within the scope of this paper, it is worth noting that the availability of such a system is not an abstraction. The scientific literature (see Section 2 for details) clearly shows that these technologies are already sufficiently mature to offer a precision (also seamless indoor-outdoor) which is much higher than that required for DCT, and much higher than that provided by BLE proximity measurement. Moreover, the immediate next future with 5G and, then 6G, will allow even more precision in smartphone localization techniques.

Therefore, in the description of the protocol, we generically refer to a localization system, without considering a specific technology.

3.1. Protocol setting

Let G be a large geographical area, for example a country, in which the contacts among users have to be tracked. In our model, G contains several microcells c such that: (1) they cover the entire area G and (2) if the distance between two points x and y is less than a threshold value d, then there exists a microcell which contains both x and y.

In our setting, the microcells are squares of side 2d organized as in Fig. 1. Therein, we use different colors to better highlight the different microcells (13 in total). It is easy to see that one point is always, simultaneously, within two different microcells and that two points at a distance less than d have a microcell in common. For example, in the figure, the point x is within the blue and green microcells, while the point y is within the red and green microcells.

With each microcell c, we associate a point C called centroid that corresponds to the center of the square. The set of all the centroids is public and each user, through the localization system, is able to identify the centroids associated with the two microcells in which the user is located.

The actors involved in our protocol are:

- The Users moving within the territory. Each user owns a smartphone equipped with the localization system.
- The Server that receives the information sent by users’ devices and stores the contacts in pseudonymous form (yet unlinkable).

![Fig. 1. Microcells organization.](image-url)
• The Health Facility HF that tests users to diagnose the disease and allows an infected user to send the necessary information to the server for reporting the infection.

• The Telephone Service Provider TSP which, periodically, for each zone \( P \) (covering a number of microcells), sends a different random \( R_P \) (called salt) to all the users in a zone. The zones cover the entire territory.

The first three actors are also present in DP-3T (even though they act in a different way). We provide some details about the TSP.

Its role is to provide an unpredictable value to the users physically present in a given zone. As we will see throughout the rest of the section, this value is used for salting the hash applied to the centroid, in such a way that the digest cannot be reversed by the server (to disclose the position).

We assume that every zone contains several microcells. Since in real-life cellular systems the coverage overlap is at least 1 meter, we can argue that if two users are within the safety distance (of the magnitude of 1–2 meters, according to WHO), they receive at least one common salt if \( d \) is fixed to this value. Note that, due to the overlapping of two zones \( P_1 \) and \( P_2 \), the same user can receive two salts \( R_{P_1} \) and \( R_{P_2} \).

\( R_P \) is rounded by TSP with a certain frequency, which is a parameter of the system (we assume that this can be set in accordance with the average permanence time of a user in a zone).

For simplicity, we assume that this service is provided by a unique TSP (to avoid dealing with the problem of coordination of multiple TSP in overlapping cells) and that the roaming mechanism can be enabled to ensure maximum coverage.

Before going into details, we provide some security assumptions. TSP, Server, and HF are assumed to be TTPs (Trusted Third Parties). TSP is assumed to be independent. Instead, HF and Server cannot be considered independent because they could be part of the same National Health System. In Section 6, concerning the adversary model, we relax the above assumptions by giving to the above parties also the role of adversary.

We distinguish five logical phases in our protocol.

3.2. User-side activity

Each \( \tau \) seconds, each user \( U \) detects, through the localization system, the two centroids \( C_1 \) and \( C_2 \) of the microcells in which they are located. Moreover, \( U \) detects one or two salts provided by the TSP depending on whether the user is located just in a single zone or in the overlap between two zones. We consider the more general case of two salts \( R_{P_1} \) and \( R_{P_2} \).

For each pair of centroid-salt, the user builds a tuple of the form \( T = (\text{Eph}. \cdot H \cdot (\rho, 0), t) \). \( \text{Eph} \) is said ephemeral identifier, \( H \), when the context is clear, is called simply digest, \( (\rho, 0) \) are called coordinates, and \( t \) is called timestamp.

We show in detail how these tuples are built in the most complex case of four tuples:

1. \( T_1 = (\text{Eph}_1, H_{11}, (\rho_1, 0_1), t) \),
2. \( T_2 = (\text{Eph}_2, H_{21}, (\rho_2, 0_2), t) \),
3. \( T_3 = (\text{Eph}_3, H_{12}, (\rho_1, 0_1), t) \),
4. \( T_4 = (\text{Eph}_4, H_{22}, (\rho_2, 0_2), t) \).

where \( \text{Eph}_i \) \( (1 \leq i \leq 4) \) is a random value, \( H_{ij} = h(C_i || R_{P_j}) \) \( (i, j \in \{1, 2\}) \) denotes the application of a cryptographic hash function on the concatenation between a centroid and a salt, \( (\rho_i, 0_i) \) \( (\text{where } i \in \{1, 2\}) \) are the relative polar coordinates of \( U \) with respect to the centroid \( C_i \), and \( t \) is the current UNIX timestamp (the same for all the four tuples).

These four tuples are stored locally by \( U \) for a given time interval, that we call retention time, \( (e.g., 14 \text{ days, according to the original recommendation given by WHO}) \). Observe that in the case a single salt \( R_{P_1} \) is retrieved by \( U \), just the first two tuples are generated.

As discussed in Section 6, the role of the salt is to prevent dictionary attacks performed by the server with the goal of identifying the centroids (and thus the location) of users.

Now, for each tuple \( T = (\text{Eph}. \cdot H \cdot (\rho, 0), t) \), a restricted tuple \( T = (\text{Eph}. \cdot H \cdot t) \) is sent to the server. In other words, the restricted tuples do not include the relative coordinates of the users. Their function is to improve the accuracy of the risk computation as discussed in Section 3.6, which is performed client-side and only when necessary.

The sequence of actions performed in this phase is reported in the sequence diagram of Fig. 2.

3.3. Server-side activity

We assume a time-slot mechanism is enabled. Specifically, the time is partitioned in time slots \( \tau_k \), where \( t_k \) and \( t_{k+1} \) are UNIX timestamps such that \( t_{k+1} - t_k = \tau \). In words, the size of a time slot is a constant value equal to the period of user sending.

For each received restricted tuple \( T = (\text{Eph}. \cdot H \cdot t) \), the server verifies that the current UNIX timestamp is within the current time slot or within the previous one (to take into account border-line sending). Say \( \tau_k \) the time slot such that \( t \in \tau_k \). Then, the server builds a clustered tuple \( \hat{T} = (\text{Eph}. \cdot H \cdot \tau_k) \). The term clustered derives from the fact that the server maintains, for each
time slot \( \tau_h \), a list of contact clusters. A contact cluster is a set of clustered tuples with the same time slot and same digest. A contact cluster represents a set of users who shares a centroid in the same time slot, i.e., users experienced unsafe contacts.

To avoid the inflationary growth of the server-side database size, the server maintains only the information of the last \( X \) days (with \( X \) properly greater than the retention time).

The sequence of actions performed in this phase is reported in the sequence diagram of Fig. 3.

![Sequence diagram of the user-side activity.](image)  
**Fig. 2.** Sequence diagram of the user-side activity.

![Sequence diagram of the server-side activity.](image)  
**Fig. 3.** Sequence diagram of the server-side activity.
3.4. Infection reporting

Suppose the user $U$ is tested positive for the infection in the health facility $HF$. Infection reporting requires that $U$ sends the server the non-restricted tuples generated as described in Section 3.2 in the last $X$ days, where $X$ is the retention time. We denote by $\mathcal{T}$ the set of such tuples.

To avoid fake positive reports, $U$ needs authorization by HF. We rely on a 1024 bits RSA blind signature scheme. As discussed in Section 6, the blind signature also prevents that, even if the server colludes with HF, it is not able to link all the tuples provided to the real identity of $U$. The procedure is the following. First, $U$ generates a random $\alpha$ of $1024 - 256 = 768$ bits and obtains $M = \alpha \| h(\alpha)$, where $h$ denotes the application of a cryptographic hash function with digests of 256 bits (e.g., SHA-256). At this point, $U$ contacts HF to obtain the RSA blind signature on $M$. This is done by sending $HF$ an obfuscated message $obf(M)$ unlikable to $M$. Let denote by $Q$ the message with blind signature produced by HF. $U$ unblinds $Q$ and obtains the signature of HF $\sigma(M)$ on $M$. Finally, at a later moment, $U$ sends $\sigma(M)$ and all the non-restricted tuples they locally stored in the server.

The server verifies the signature and checks that $M = \alpha \| h(\alpha)$. To avoid replay attacks, the server burns the random $M$, so that it cannot be used anymore.

The infection-reporting procedure is summarized in the sequence diagram of Fig. 4.

3.5. Contact detection

After receiving a set of tuples $\mathcal{T}$ by an infected user, the server performs the following actions. For each tuple $T \in \mathcal{T}$ with $T = (Eph, H, (\rho, \theta), t)$, the server retrieves the time slot $\tau_k$ such that $t \in \tau_k$. Then, it retrieves the contact cluster $C$ associated with the digest $H$. If two distinct tuples fall within the same time slot, the server randomly chooses one of them and skips the other. This is to prevent a malicious user from fictitiously increasing the number of ephemeral identities corresponding to that infection reporting. For each clustered tuple $\tilde{T} = (Eph, H, \tau_k) \in C$ with $Eph \neq Eph$, the server builds a contact tuple $\bar{T} = (Eph, H, \tau_k, (\rho, \theta))$ that includes the relative coordinates of the infected user.

![Sequence diagram of the infection-reporting phase.](image-url)
The set of all the contact tuples is included into a single file, called CT (contact file) collecting all the information about the infection reports regarding other infected users. The file is transmitted in broadcast periodically, and then erased in order to collect the new infection reports.

The contact-detection phase is summarized in the sequence diagram of Fig. 5.

3.6. Risk computation

After receiving the contact file CT, each user U_y performs the following actions.

For each contact tuple \( T = (E_{ph}, H, (\rho, 0)) \in CT \), U_y retrieves, if any, a tuple \( T = (E_{ph}, H, (\rho', 0), t) \), i.e., a tuple with the same ephemeral identifier (and the same digest \( H \)). Then, it generates the pair \( R = (d, \tau_k) \), where \( d = \sqrt{\rho^2 + \rho'^2 - 2\rho\rho'\cos(\theta - \theta')} \). In words, \( R \) represents a contact between \( U_y \) and an infected user in the time slot \( \tau_k \) at a distance \( d \). We denote by \( \# \), the set of all the pairs computed by \( U_y \). The risk value \( r \) for \( U_y \) is a function of \( \# \).

We do not focus on the function \( r \) for the computation of the risk level since it depends on several medical factors. We can say that the function increases as the cardinality of \( \# \) increases and it decreases as the distances between users increase. Moreover, consecutive time slots represent a prolonged contact, then a higher risk.

We just remark that all the information typically used to evaluate the risk in digital contact tracing solutions is available also in our model.

The sequence of actions performed in this phase is reported in the sequence diagram of Fig. 6.

4. Implementation and Experiments

Through this section, we describe the experimental environment, the prototype we developed to validate our proposal, and the experimental procedure we followed.
4.1. Experimental environment

The aim of our experiments is to analyze the performance of our protocol. The experiments were conducted by using a prototype that implements our solution whose description is given in Section 4.2. Moreover, to have realistic results, we leveraged the Thomas Brinkhoff data generator [47] to simulate $n$ users moving in a city. As a city, we choose the default city of the simulator, which is Oldenburg (Germany). The Thomas Brinkhoff data generator uses a discrete-time model to simulate different moving patterns of objects (belonging to different classes) in real networks. To test the growth of clients we developed a java multi-threaded application in which each thread implements the part of the (android) client-side prototype responsible for the communication with the server.

Our experiments were performed by employing a personal computer equipped with an 1.8 GHz Intel i7-8850 CPU and 16 GB of RAM.

Before discussing the experimental procedure, we describe in the next section how we implemented the prototype.

4.2. Implementation

In this section, we describe the prototype we developed, which implements the main functionalities of ZE2-P3T. The source code of this implementation is available at https://github.com/vincenzodeangelisrc/ZE2-P3T. Compared with the previously presented protocol, the prototype includes some optimizations client-side (see below for detail), that should be disabled in order to refer to the security features shown in Section 6.

The implemented modules are three: (1) Client, (2) Health Facility, and (3) Server.

4.2.1. Client module

The Client module is a mobile Android application written in Java. In Fig. 7, we report two screenshots of the Welcome page. It is written in Italian.

The application includes two Activities. The Welcome Activity has only graphical functions and shows some alerting messages. The core of the module is the Main Activity that implements the ZE2-P3T protocol (i.e., generation of the ephemeral IDs, retrieval of the centroids, and sending information to the server). The retrieval of the salt from the TSP is simulated. A full implementation of this feature would require the collaboration of a telephone service provider to set the technological detail regarding the transmission of the salt. We plan to implement it as future work, by involving in our experimentation also industrial partners (this is the reason why, at moment, the interface of the application is developed in Italian). The application also includes a Foreground Service that allows the users to note that some operations are performed by the app and consume resources of the system.
The Notification Exposure component implements the client-side activity of the infection-reporting phase described in Section 3.4. The generation of the random $a$ of 768 bits is performed through the class SecureRandom and the selected hash algorithm is SHA-256.

As mentioned earlier, the code of the Client module includes some optional optimization features, differentiating the implementation from the protocol presented in Section 3. These features are based on BLE and aims at reducing the effort performed client-side and server-side. In particular, the idea is to use BLE to detect the proximity of the users and to send data to the server only in this case (instead of the periodical sending). Even though some information is exchanged through BLE between users, they do not include the ephemeral IDs (thus, preserving, in principle, the security features offered by ZE2-P3T). However, no formal analysis is conducted on this aspect (planned as a possible extension of the protocol and future work). Therefore, in the current state, the BLE component should be disabled to have security guarantees. Certainly, enabling the BLE interface exposes our application to attacks such as those reported in [13].

4.2.2. Health Facility module

The HF module is a web application implemented in Java by relying on the Servlet technology. The servlet BlindSignature simply receives the message to sign from the client module, invokes the method calculateSignatureOfMessage, and returns the signed message to the client module.

The core of the HF module is the Health Facility class that contains the method calculateSignatureOfMessage. It implements the standard RSA blind signature. For the final implementation of the system, we plan to exploit tested cryptographic libraries.

4.2.3. Server module

Also the Server module is a web application implemented through the Servlet technology.
It includes two servlets (RestrictedTuplesReport and InfectionReporting) and six classes (Tuple, RestrictedTuple, ClusteredTuple, ContactTuple, Key, and ContactClusters). The first four classes, as the names reveal, represent the four types of tuples present in our protocol. The class Key is an accessory class representing the key of a HashMap contained in the ContactClusters class. Such a key is composed of a time slot and a digest. The HashMap is of the type ConcurrentHashMap that is thread-safe, so that multiple parallel requests coming from the clients can be managed. This HashMap associates each Key with a Set of ContactTuple representing a contact cluster as defined in Section 3.3.

Also the Set of Contact Tuples is obtained as a particular implementation of a ConcurrentHashMap to be thread-safe.

The core of this module is represented by the two servlets. The servlet RestrictedTuplesReport implements the server-side activity of Section 3.3. It is called by the users to provide the server with the restricted tuples sent periodically. From these tuples, the servlet retrieves the contact tuples and fills the HashMap of the class ContactClusters. In addition, periodically, at each time slot, the HashMap is emptied and its content is stored in a back-end database. In the provided implementation, we rely on MySQL 8.0. As an optimization, if a Contact Cluster contains just a restricted tuple (i.e., there is a single user in a microcell in a given time slot), it is not stored in the database.

The servlet InfectionReporting implements the server-side activity of Section 3.4 and Section 3.5. This servlet receives the non-restricted tuples by the positive users and detects the contacts by the database. Then all the contacts (along with those produced by other infected users) are stored in the contact file that will be downloaded periodically by the users.

4.3. Experimental procedure

In this section, we describe the experimental procedure we followed to test our protocol. The experiments aimed at validating the feasibility of our proposal. Observe that, client-side, the smartphone has to perform very cheap autonomous operations. Indeed, the smartphone, during the standard client-side activity, is required to perform: (1) detection of (at most) two centroids and salts; (2) computation of (at most) 4 digests; and (3) sending of (at most) 4 restricted tuples to the server.

Also the number of operations performed during the infection reporting phase is small. It generates a random number, computes an obfuscated message for the blind signature, unblinds the message returned by the health facility, and uploads some tuples to the server. Regarding the contact detection phase, after downloading the contact file, the client has to find its ephemeral IDs in this file to find.

Obviously, considering the standard computational capabilities of current smartphones, the above operations are definitely feasible.

A similar consideration can be done for the operations performed by HF.

Therefore, the experiments focused on the tasks performed server-side. Indeed, being our approach centralized, the server-side component of the computation could represent, in principle, an issue of the solution, also because the application should be designed for a huge number of clients. Through the performed experiments, we show that, even with limited computational resources (i.e., a standard PC), the computation can be performed also for a high number of users. On the other hand, for how they are designed, the experiments can be also viewed as an operational method to size the server-side computational and storage resources in function of the operation conditions.

In our experiments, we considered an observation window of 14 days. This value represents the retention time (see Section 3) after which the data produced by users are discarded. Then, we set the time of the time slots τ (sending period of the users) equal to 5 min, the same as DP-3T/GAEN. The size of the microcells in which the territory is partitioned is 2x2m².

Two types of experiments have been performed.

In the first experiment, we analyzed the server-side computation during the standard client-side and server-side activities.

In particular, we simulated a number n of users, moving in the city of Oldenburg through the Thomas Brinkhoff generator, who, at each time slot, transmit their restricted tuples to the server. A graphical representation of the city and users is depicted in Fig. 8.

Due to the limited computation power of the employed PC, we considered n users with n ranging from 100000 to 600000. However, we show in Section 5, both analytically and experimentally, that the processing time increases linearly with n. Then, it suffices to employ a multi-core CPU to easily manage millions of users.

Through the multi-threaded application, we generated every 5 min (size of the time slot), the parallel requests coming from the n users and measured the processing time server-side.

In the second experiment, we analyzed the server-side computation time during the infection reporting phase. Specifically, we varied the number I of infection reporting requests performed by the users positive for COVID-19 in a given interval of time T and measured the processing time server-side. For uniformity, we consider I as the number of infection reporting requests performed in 5 min.

Moreover, we evaluate the number of bytes required to maintain the data in: (1) the central memory of the server, (2) the secondary memory of the server, (3) the contact file.

(3) is the most critical factor, since this file is downloaded periodically (e.g., daily) by the users. Then, we proposed an improvement applicable when the exact polar coordinates of the positive users are not stored in the file. The idea is to store an approximate version of these coordinates. In particular, we split each microcell into t subcells and include in the contact file just the identifiers of the subcells in which the positive users are located.
This way, the ephemeral identifiers of the contact tuples are concatenated with the identifiers of the subcells and can be efficiently stored in a Bloom filter [48]. A Bloom filter is a probabilistic data structure used to test whether an element is a member of a set. The probabilistic nature of the data structure regards only false positives, which are possible. Instead, false negatives are not possible. This property makes Bloom filters suitable for our application. Indeed, it works in favor of safety. However, to minimize false positives, we set the false positive probability to a very low value, namely $10^{-6}$. This, in practice, means that there are no false positives. With Bloom filters, we drastically reduce the size of the contact file.

Client-side, when the contact file is downloaded, the smartphone can check if one of its ephemeral identifiers is in the contact file by testing all the $t$ subcell identifiers. In our setting, we choose $t = 16$, i.e., we split the microcell in 4x4 subcells each of side 50cm. This value allows us not to pay a relevant price client-side (16 searches in the Bloom filter per ephemeral).
Once the subcell is retrieved, the client computes the distance between the locally stored coordinates and the center of the subcell. Observe that given the small size of the subcell, the computed distance is quite accurate.

Another point to take into consideration is whether the use of the Bloom filter introduces a server-side computational overhead during the infection reporting phase. Then, in the experimental procedure, we repeated the second experiment by including the Bloom filter. As we will see in the next section, the adoption of Bloom filters does not introduce drawbacks server-side.

5. Results

The purpose of this section is twofold. First, we perform a (space and time) cost analysis of the server-side tasks considered in Section 4.3. The cost analysis allows us to foresee the scalability of our solution, since, basically, we obtain costs that grow linearly with the size of the input. Through experiments, we give the exact costs in the considered experimental setting, which confirm the above prediction.

5.1. Cost analysis

We start by considering the time required server-side to process the requests coming from the clients during the client-side and server-side activities (first experiment of Section 4.3).

Each $\tau$ seconds, each client provides the server with at most 4 restricted tuples. In the proposed implementation, each tuple is inserted in the HashMap with constant cost. By considering $n$ users, there are (at most) $4n$ insertions per time slot. Finally, the content of the HashMap is stored in the database. We set a Hash index on the Digest attribute of the restricted tuple, so that both the insertion and the search of a tuple require a constant cost. Then, the time to store the HashMap in the secondary memory is proportional to the size of the HashMap (i.e., at most $4n$). We can conclude that the computational cost required server-side per time slot $\tau$ is $O(n)$.

Clearly, as we will discuss in the next section, the transfer from the HashMap to the database is the dominant operation. Furthermore, observe that this linear growth occurs until the required time is less than the time slot size (i.e., 5 min). Indeed, above this threshold, a new burst of requests reaches the server before it ends to process the previous burst and then, the performance degrades. Also this point is discussed in the next section.

Consider now the processing time required during the infection reporting phase.

When an infection reporting request reaches the server, it performs a query on the database to find the contact tuples associated with a given digest and time slot.

To improve the performance, we included the time slot in the digest itself, so that the search can be done efficiently by digest. Being the Hash index built on this attribute, the search cost of a single digest is constant.

We recall that an infected user reports the tuples which they generate in the previous 14 days. This number of tuples is constant and independent of the total number of users.

After performing the search, the query result is stored in a file (or in the Bloom filter). Even though, in principle, this cost depends on the size of the query result, we can say that this number is very small (almost constant) compared with the total number of users. Indeed, it depends on the number of users simultaneously present in a microcell of $2 \times 2 \, m^2$, which is obviously very small.

Then, the search cost of a single infection reporting is $O(1)$. Then, given $I$ infection reporting requests per time slot, the time required by the server to solve them is $O(I)$. We observe that, also by enabling the Bloom filter, the insertion cost of a single ephemeral is constant. Then, asymptotically, the cost remains $O(I)$. Experimentally, we observed a small difference by comparing the actual costs of our solution with and without the Bloom filter, respectively.

Consider now the space required to store the data of our protocol. To be general, we denote by $X$ the observation time (i.e., 14 days) in seconds, and by $\tau$ the size of the time slot in seconds. Moreover, we denote by $k$ the average number of users simultaneously present in a microcell.

First, in the central memory, the server loads the Hash Table, which is emptied at each time slot $\tau$, and the contact file, which we assume is downloaded (and then emptied) daily by the users.

Regarding the size of the Hash Table, consider that, every $\tau$ seconds, at most $4 \cdot n$ restricted tuples have to be inserted. If we denote by $x$ the size (in bytes) of a single restricted tuple, the maximum space required for the Hash Table is $4 \cdot n \cdot x$ bytes.

Consider now the storage space required in the secondary memory. Since it contains the tuples stored in the last 14 days (X seconds) by the users, this space will be $4 \cdot n \cdot \frac{x}{\tau} \cdot x$. Actually, the tuples generated by users who do not share any microcell with other users, are not stored. Then, the above analysis represents the worst case.

Finally, consider the contact file. The size of this file depends on the number of contacts of the users in the last 14 days. We start by considering that a single positive user reports all the tuples they generate in $X$ seconds i.e., $4 \cdot \frac{x}{\tau}$. For each tuple, other $k - 1$ (clustered) tuples are retrieved by the secondary memory.

Then, the contact file will contain $4 \cdot \frac{x}{\tau} \cdot (k - 1)$ contact tuples per positive user.

If we denote by $y$ the size of a contact tuple and by $I$ the average number of positive users (per day), we have that the size of the contact file will be: $4 \cdot \frac{x}{\tau} \cdot (k - 1) \cdot 1 \cdot y$. 
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If we adopt the Bloom filter, the size of the file can be computed through the standard formulas. In particular, given the (maximum) number of elements to be included in the filter and the probability of false positives, we can obtain the size in bytes of the filter (and the optimal number of hash functions to set).

Specifically, given \(d\) elements to include in the filter and a false positive probability \(p\), the size of the filter will be \([48]:\)

\[
\frac{d \cdot \ln p}{(\ln 2)^2}.
\]

In our setting, \(d = 4 \cdot \frac{X}{(k - 1)} \cdot i.\)

As we will see in the next section, in practice, the size of the contact file is drastically reduced by the use of the Bloom filter.

5.2. Experimental results

We now describe the results we obtained through our experiments.

The plot in Fig. 9 shows the computational time required by the server to process the requests coming from \(n\) users in a time slot.

Coherently with the previous analysis, we observe that the time increases linearly with the number of users. This happens until the time reaches the time slot size (green line in the plot). After this threshold, non-linear effects are present, due to the fact that a new burst of tuples reaches the server before it processes entirely the previous burst.

During the experiment, we observed that the transfer time of the Hash table from the central memory to the secondary memory represents about 90% of the total time required by the server during this phase. The other 10% of the time is spent processing the incoming requests and storing the tuples in the Hash Table.

This plot also shows that the personal computer used for the experiments, despite its standard capabilities, is able to manage up to 300,000 users. Then, by considering the linear increase, a dedicated platform (possibly in the cloud) can easily manage million of users. Actually, the above experiment, thanks to threshold analysis, provides a method to size the resources server-side.

Consider now the infection reporting phase whose results are reported in the plots of Fig. 10.

Therein, we show the computational time required by the server during an infection reporting when we enable the Bloom filter and when we disable it.

The server computational time is reported as a function of the number of infection reporting requests \(I\) arriving in a time slot. In accordance with the cost analysis, we have that until the computational capacity of the employed PC is not saturated, the growth of the time is linear in \(I\) with and without the Bloom filter.

The computer used for experiments is able to manage up to 2000 requests per time slot. Observe that, the introduction of the Bloom filter (blue line) has a minimal impact on the performance until this value is reached.

We want to highlight that 2000 requests per time slot correspond to 576,000 infected users per day. By relying on the aggregate data on the pandemic available at https://github.com/CSSEGISandData/COVID-19 [49], we observe that in the peak period (January 2022), by considering just the countries with the most daily cases (in relation to the population), we have a daily rate of positively of 0.2%. This means that only a personal computer is able to manage about 288 million users. Thus, the infection reporting phase is definitively not critical.

We conclude by estimating the actual space required by our solution.

Considering the Hash Table, since each restricted tuple includes a 32-byte digest, an 8-byte ephemeral identifier, and a 16-byte time slot, the size of each restricted tuple is \(x = 56\) bytes.

![Fig. 9. Computational time required for the server-side activity.](image)
For \( n = 10 \text{ million} \), the Hash Table requires a space of \( 4 \cdot n \cdot x = 2.24 \text{ GB} \) that perfectly fits in the central memory of a standard personal computer. Clearly, we have to add the size of the contact file that resides in the central memory too.

Regarding the storage required in the secondary memory, it is the same as the central memory multiplied by \( \frac{1}{2} = 4032 \). This corresponds, for \( n = 10 \text{ million} \), to 9.03 TB (again, a feasible value for standard storage devices).

The main bottleneck is represented by the size of the contact file. Indeed, the contact file should be downloaded periodically by the users. If we do not use the Bloom filter (to include the exact polar coordinates of the infected users), we recall that the size of the contact file is \( 4 \cdot \frac{1}{2} \cdot (k - 1) \cdot i \cdot y \).

We set \( k = 1.5 \) users per microcell simultaneously (it means that half the time a user is alone in a microcell and the other half is with another user). Then, given \( i = 0.002 \cdot n \) and \( y = 16 \) bytes (we include in the contact file just the ephemeral ID of 8 bytes and the two coordinates of 4 bytes), we have that for 10 million users, the size of the contact file will be of 2.62 GB. Even though it can be stored in the central memory, it is unrealistic that a user downloads such a size each day.

Then, without the adoption of the Bloom filter, a realistic number of users that can be supported is 1 million leading to a size of the contact file of 262 MB.

If we introduce the Bloom filter, we reduce this size. In particular, given a false positive report probability of \( 10^{-6} \), we obtain that the size of the contact file for \( n = 1 \text{ million} \) is 57.51 MB and the size of the contact file for \( n = 10 \text{ million} \) is 575.1 MB.

These results are summarized in the table reported in Fig. 11.

6. Security analysis

In this section, we provide a security (comparative) analysis of ZE2-P3T and DP-3T protocols. We assume that the reader is familiar with the protocol DP-3T and its designs, namely Low-Cost and Unlinkable. For detail, the reader can refer to [5].

We start by introducing the following assumptions.

**A0** In the adversary model, TTPs can play as attackers.

**A1** In the adversary model, two independent TTPs cannot collude.

**A2** A sybil attack proliferating fake users even with a passive role cannot require any action from the side of any non-attacker TTP.

Observe that Assumption A1 implies that TSP and server (in ZE2-P3T) cannot collude. Indeed, they are independent TTPs. We emphasize the fact that, in order to be the Assumption A1 applicable, the selection of the two parts must ensure real independence from each other.
On the other hand, considering that the server is managed by a government institution, it is not realistic that a government colludes with the major telephone company of the country without risking that this attempt is discovered and results in dramatic consequences for the public opinion.

To further show that Assumption A1 conforms to the facts, observe that, while assuming that a single entity is an attacker might just mean that one or more insiders (i.e., malicious employees) break the rules, the collusion of two independent entities would require the malicious coordination between the entities, and the consequent continuous communication. Likely, some top managers (maybe CEOs or CISOs) of the two organizations should be involved. It is clear that when the scope of the malicious activity goes outside the perimeter of a single organization and crosses two independent organizations it is much more difficult to keep the activity secret for a long time. On the other hand, due to the high-level profile of the organizations we are considering in our solution, the risk (in terms of impact) of the disclosure (also ex-post) of malicious activities, would likely lead the involved organizations to default, and very serious legal consequences.

Assumption A1 is not applicable to DP-3T because the two TTPs (HF and server) are not independent. Then, in our adversary model, for both protocols, the collusion between HF and the server is allowed.

Assumption A2 means that, in ZE2-P3T, only a limited number of malicious SIM cards can be activated provided that TSP is not an attacker. The assumption is quite realistic. Indeed, without the collaboration of the TSP, for an adversary, it would be not simple and very dangerous from a legal point of view to obtain many fake SIM cards. At least in the countries in which crime is contrasted, to enable a SIM card, you should register a real-life person with an ID document. Even though a black market with stolen/fake SIM cards could exist, the TSP immediately would detect their massive utilization, thus blocking them.

For both protocols, a huge number of sybil agents can be placed without requiring any registration. For example, by using Bluetooth antennas spread over the territory.

The possible adversaries and their capabilities are:

- The user: they are the only party that operates and captures information available on the territory.
- The server S: it operates only on the basis of the information received from users and HF.
- The health facility HF: it operates only on the basis of the information provided by the user performing a test.

Observe that TSP is not included among possible adversaries because, according to Assumption A1, TSP could collude only with users. However, even in this case, it can access only tuples encrypted by the users with the public key of the server. Therefore, it does not have any information associative with contacts.

Now, we formalize all relevant compromises of protocols invalidating privacy and integrity requirements. These implicitly define the security properties of our security model. It is worth noting that we do not consider two kinds of compromises. The first type refers to denial of service compromises. The second type refers to enumeration attacks [14]. Enumeration attacks allow a malicious user to estimate the number of positive users. We do not consider this kind of compromise, because it does not appear relevant in terms of impact (indeed, in the literature, no emphasis is given to this attack).

Preliminary, we need to define the threat-model attributes, which are: Attacker Setting, Target, Range.

For each attribute, we also define an order among its values, capturing effort or effect degrees of the compromise.

The domain of Attacker Setting is $\mathcal{A} = \{OU, SU, HU, FC\}$, where

- $OU$ denotes the case in which the attacker is a user not colluding with any other party;
- $SU$ denotes the case in which the attacker colludes with S.
- $HU$ denotes the case in which the attacker colludes with HF.
- $FC$ (which stands for full collusion) denotes the case in which the attacker colludes with S and HF.

We can introduce an order relation into $\mathcal{A}$ as follows (defined in terms of transitive reduction):

\[ FC \preceq SU, FC \preceq HU, SU \preceq OU, HU \preceq OU. \]

Observe that $\preceq$ is partial.

Intuitively, $\preceq$ captures the fact that the higher the number of colluding entities, the higher the required effort is.

The domain of Target is $\mathcal{T} = \{GV, PV\}$, where

- $GV$ denotes the case in which the victim is a generic user.
- $PV$ denotes the case in which the victim is a user who is tested positive for infection and reported this information to the server.

We can introduce an order relation into $\mathcal{T}$ as follows: $PV \preceq GV$.

Clearly, if the target is a generic user, the effect of a compromise is worse than the case in which the target is a positive user.

The domain of Range is $\mathcal{R} = \{SC, IC\}$, where

- $SC$ denotes the case in which the compromise can realistically scale to many victims (i.e., the attacker can increase the number of victims at will with no strong barriers).
- IC denotes the case in which the compromise is feasible only if directed to a few victims.

We can introduce an order relation into $\mathcal{R}$ as follows: $IC \preceq SC$.

Similarly to Target, the effect of a compromise is worse if it involves many victims.

Fig. 12 summarizes the order relations defined above.

Remark 1. We observe that the three order relations above defined basically refer to set-inclusion/is-A hierarchies. In particular, if the attacker performs as a full collusion (FC), it can impersonate the server (SU) or the health facility (HF). Moreover, if it performs as SU or HF, it can operate as a standard user (OU). On the other hand, a positive user (PV) is a generic user (GV), and the set of victims involved in a targeted attack (IC) is not indiscriminate as in a massive attack (SC).

We focus our security analysis on the following three Compromises. Each compromise is defined over $(\mathcal{A}, \mathcal{T}, \mathcal{R})$.

From now on, since the ephemeral identifiers generated by the users in ZE2-P3T are equivalent to the ephemeral identifiers of DP-3T, we use the term ephemeral ID to refer to both these pseudonym identities.

Compromise 1: Linkage of ephemeral identifiers.

This compromise occurs when the attacker finds out that a given number of ephemeral IDs belong to the same user (not requiring that the real identities are known).

Compromise 2: Contact forgery.

This compromise occurs when the attacker is able to forge a contact that never happened between two users with the scope of generating a false alarm.

Remark 1. We remark that, as ephemeral IDs are necessarily pseudonyms unlinkable with real identities, impersonation with a colluding attacker is intrinsically possible both in DP-3T and in ZE2-P3T. Therefore, we do not consider a compromise of type 2 any fake contact forged by an attacker by communicating ephemeral IDs of the colluding attacker in the user-side activity or in the infection-reporting phase.

Compromise 3: Linkage between an ephemeral ID and extra information.

This compromise occurs when the attacker is able to link an ephemeral ID of a user with any extra information not provided by the user.

Compromises may happen in different configurations of the attributes of the threat model. A configuration is called setting.

Definition 6.1. A Setting $S$ is a 3-tuple $s = (a, t, r)$, where $a \in \mathcal{A}$, $t \in \mathcal{T}$, and $r \in \mathcal{R}$. We denote by $\mathcal{S} = \mathcal{A} \times \mathcal{T} \times \mathcal{R}$ the set of all possible settings.

We have $4 \cdot 2 \cdot 2 = 16$ possible settings.

The partial order relations defined for attributes induces a partial order relation among settings.

Definition 6.2. Given two settings $S_1 = (a_1, t_1, r_1)$ and $S_2 = (a_2, t_2, r_2)$, we say that $S_1 \preceq S_2$ if $a_1 \leq a_2$ and $t_1 \preceq t_2$ and $r_1 \preceq r_2$.

The order relation on $\mathcal{S}$ is represented in Fig. 13.

In the next definition, we give the notion of vulnerability of a protocol to a given compromise in a given setting.

Definition 6.3. Given a setting $S$ and a compromise $C$, we say that a protocol $P$ is vulnerable to $C$ in $S$ if there exists an attack in the setting $S$ that leads to the compromise $C$. 

Fig. 12. Order relations on $\mathcal{A}$ (a), $\mathcal{T}$ (b), and $\mathcal{R}$ (c).
The following lemma shows that the vulnerability of a protocol to a compromise is monotone with respect to the partial order \( \preceq \). This lemma gives value to the partial order itself, because it allows us to transitively derive the vulnerability occurrence for each considered protocol and, then, compare them. The partial order can be viewed therefore as a scale of comparison.

**Lemma 6.1.** Given two settings \( S_1 \) and \( S_2 \) and a compromise \( C \) such that \( S_1 \preceq S_2 \), if a protocol \( P \) is vulnerable to \( C \) in \( S_2 \), then \( P \) is vulnerable to \( C \) in \( S_1 \).

**Proof.** The proof immediately follows by Remark 1 and the fact that \( \preceq \) is defined on the basis of the three order relations \( \preceq_S, \preceq_T, \) and \( \preceq_R \).

As anticipated, the consequence of the above lemma is that, once we have proven the vulnerability of a protocol to a compromise \( C \) in a given setting, we have implicitly proven its derived vulnerability to \( C \) in a number of other settings. Obviously, to capture the whole set of settings in which a protocol is vulnerable to a compromise, we have to refer to settings that are maximal with respect to \( \preceq \). In other words, if a protocol is vulnerable to a compromise in a maximal setting, then it is vulnerable to all the settings that are lower than this maximal, i.e., the branch of the partial order with this maximal as a top.

This notion of maximality is formalized by the following three definitions.

**Definition 6.4.** Given a protocol \( P \), a setting \( S \), and a compromise \( C \), we say that \( S \) is a vulnerability-maximal of \( P \) (on \( C \)) if: (i) \( P \) is vulnerable to \( C \) in \( S \) and (ii) there not exists a setting \( S_1 \prec S \) in which \( P \) is vulnerable to \( C \) such that \( S \preceq S_1 \).

**Definition 6.5.** Given a protocol \( P \) and a compromise \( C \), we denote by \( \mathcal{V}_P^C \) the set of all the vulnerability-maximals of \( P \) on \( C \). \( \mathcal{V}_P^C \) is called the skyline set of \( P \) (on \( C \)).

**Definition 6.6.** Given a protocol \( P \) and a compromise \( C \), we denote by \( \mathcal{I}_P^C \) the set \( \{ S \in \mathcal{V} : \exists S_1 \in \mathcal{V}_P^C \text{ s.t. } S \preceq S_1 \} \). \( \mathcal{I}_P^C \) is called the induced set by \( \mathcal{V}_P^C \).

In words, the induced set by \( \mathcal{V}_P^C \) is the set of settings less or equal to any maximal occurring in \( \mathcal{V}_P^C \).

The next proposition states that all the vulnerabilities of a protocol \( P \) to a compromise \( C \) are induced by the skyline set of \( P \) on \( C \). In other words, while so far we referred to the correctness of the vulnerability implication over the partial order, now we state that this mechanism is complete. Therefore, the vulnerabilities of a protocol are all and only those induced by the maximals, i.e., the skyline set.

**Proposition 6.1.** Given a protocol \( P \) and a compromise \( C \), \( P \) is vulnerable to \( C \) in a setting \( S \) if and only if \( S \in \mathcal{I}_P^C \).
**Proof.** (if-part) Given a set \( S \in S_P^c \), by definition \( S \subseteq S_P^c \) for some \( S_P \in S_P^c \). Since \( P \) is vulnerable to \( C \) in \( S_P \), due to Lemma 6.1, \( P \) is vulnerable to \( C \) in \( S_P \).

(only-if-part) By contradiction suppose that there exists a setting \( S_x \) such that \( P \) is vulnerable to \( C \) in \( S_x \) and \( S_x \notin S_P^c \). Obviously \( S_x \) is such that neither \( S_x \subseteq S_P^c \) nor \( S_x \subseteq S_P^c \), for any \( S_P \in S_P^c \). Otherwise either \( S_P \) would be not a vulnerability-maximal (if \( S_x \subseteq S_P^c \)) or \( S_x \notin S_P^c \) (if \( S_x \subseteq S_P^c \)). As \( S_P^c \) is finite, this implies that there exists a vulnerability-maximal not included in \( S_P^c \). Therefore, we reached a contradiction. \( \square \)

So far we compared only settings, thanks to the partial order \( \leq \). Now, we want to compare protocols in terms of vulnerability degree to a compromise. We say degree, by meaning that our comparison should include some quantitative feature, to give a measure of how much a protocol is more vulnerable than another protocol. To do this, we first introduce a weighted order relation among protocols.

**Definition 6.7.** Given two protocols \( P_1 \) and \( P_2 \), a compromise \( C \), and \( k \geq 0 \) we say that \( P_1 \leq_k P_2 \) (on \( C \)), if for each setting \( S_x \in S_P^c \), there exists a setting \( S_y \in S_P^c \) such that \( S_x \subseteq S_P^c \) and \( |S_P^c| - |S_P^c| \geq k \).

With the next corollary, we highlight that even though the above definition is based on skyline sets, actually it regards the whole set of settings in which protocols are vulnerable. Again, this is strictly related to the meaning of maximality, allowing us to express properties at the level of the skyline set, instead of the whole set of settings.

**Corollary 6.1.** Given two protocols \( P_1 \) and \( P_2 \), a compromise \( C \), and \( k \geq 0 \), it holds that \( P_1 \leq_k P_2 \) on \( C \) if and only if for each setting \( S \) in which \( P_2 \) is vulnerable to \( C \), \( P_1 \) is vulnerable to \( C \) in \( S \), and there exist at least \( k \) distinct settings in which \( P_1 \) is vulnerable to \( C \) and \( P_2 \) not.

**Proof.** (if-part) By Proposition 6.1, \( S_P^c \) contains all the settings in which \( P_1 \) is vulnerable to \( C \). By hypothesis and Proposition 6.1, \( P_1 \) is vulnerable to \( C \) in each setting \( S \in S_P^c \). Therefore, \( S_P^c \subseteq S_P^c \). As a consequence, \( S_P^c \subseteq S_P^c \) as \( S_P^c \subseteq S_P^c \).

By contradiction suppose that there exists a setting \( S_x \in S_P^c \) such that \( S_x \subseteq S_P^c \) and \( |S_P^c| - |S_P^c| \geq k \).

Therefore, by the definition of \( S_P^c \), for each setting \( S_x \in S_P^c \), there exists a setting \( S_y \in S_P^c \) such that \( S_x \subseteq S_P^c \).

Furthermore, since \( S_P^c \subseteq S_P^c \) and Proposition 6.1, \( |S_P^c| - |S_P^c| \) is the number of settings in which \( P_2 \) is vulnerable to \( C \) and \( P_2 \) not. Therefore, \( |S_P^c| - |S_P^c| \geq k \).

We conclude that \( P_1 \leq_k P_2 \).

(only-if-part) By hypothesis, for each setting \( S_x \in S_P^c \), there exists a setting \( S_y \in S_P^c \) such that \( S_x \subseteq S_P^c \) and \( |S_P^c| - |S_P^c| \geq k \).

By the definition of \( S_P^c \), for each setting \( S_x \in S_P^c \), there exists a setting \( S_y \in S_P^c \) such that \( S_x \subseteq S_P^c \).

Then, for each setting \( S_x \in S_P^c \), there exists a setting \( S_y \in S_P^c \) such that \( S_x \subseteq S_P^c \) and then \( S_P^c \subseteq S_P^c \).

Therefore, \( P_1 \) is vulnerable to \( C \) in each \( S \) in which \( P_2 \) is vulnerable to \( C \). Finally, since \( |S_P^c| - |S_P^c| \geq k \), there are at least \( k \) settings in which \( P_1 \) is vulnerable to \( C \) and \( P_2 \) not. \( \square \)

We are now ready to compare the security of our protocol with the two designs of DP-3T, with respect to the three compromises. We remark that this comparison implicitly includes also GAEN, because GAEN, from the protocol point of view, consists of DP-3T with Low-Cost design. This is obtained by means of the following three theorems. Therein, we denote by LD the Low-Cost design of DP-3T, by UD the Unlinkable design of DP-3T, and by ZP our protocol. We compare the protocols per compromise.

We start by considering the compromise \( C_1 \). The next theorem states that, on the compromise \( C_1 \), Low-Cost DP-3T is more vulnerable (with degree 6) than our protocol, and Unlinkable DP-3T is more vulnerable (with degree 4) than our protocol.

**Theorem 6.1.** \( LD \leq_6 ZP \wedge UD \leq_4 ZP \) on the compromise \( C_1 \).

**Proof.** First, we prove \( \gamma^{C_1}_{DP-3T} = \{ (SU, GV, IC), (SU, PV, SC) \} \).

To do this, first (i) we prove that \( ZP \) is vulnerable to \( C_1 \) in \( (SU, GV, IC) \) and \( (SU, PV, SC) \).

Then (ii), we prove that \( ZP \) is not vulnerable to \( C_1 \) in any setting greater than \( (SU, GV, IC) \) or \( (SU, PV, SC) \).

Finally (iii), we prove that \( ZP \) is not vulnerable to \( C_1 \) in any other incomparable setting w.r.t \( (SU, GV, IC) \) and \( (SU, PV, SC) \).

We proceed by proving (i). Consider the setting \( (SU, GV, IC) \). Regarding the compromise \( C_1 \), this setting means that the attacker colludes with the server to link the ephemeral IDs of a limited number of generic users.

Observe that the information received prevent the server from guessing the centroid. Indeed, the salt combined with the centroid in the digest remains unknown to the server. Otherwise, a successful dictionary-based attack would be possible, and then different tuples could be linked (and also included ephemeral IDs) through trajectory-based attacks. However, in the considered setting, this may happen by selecting a victim and detecting the salt sent from the TSP in the zone in which the victim is located. Therefore, \( ZP \) is vulnerable to \( C_1 \) in \( (SU, GV, IC) \).

Regarding \( (SU, PV, SC) \) (i.e., the attacker colludes with the server to link the ephemeral IDs of a scalable number of positive users), it is easy to see that \( ZP \) is vulnerable to \( C_1 \) in \( (SU, PV, SC) \). Indeed, each user who tests positive for the disease sends all their ephemeral IDs at once to the server. Therefore, the proof of (i) is concluded.
Now, consider (ii). The settings greater than \((SU, GV, IC)\) or then \((SU, PV, SC)\) are \(\{(SU, GV, SC), (OU, GV, IC), (OU, GV, SC), (OU, PV, SC)\}\).

The setting \((SU, GV, SC)\) differs from \((SU, GV, IC)\) only in the fact that the former involves a scalable number of victims. According to the reasoning done for the setting \((SU, GV, IC)\), \((SU, GV, SC)\) would be vulnerable only if a scalable number of salts given by the TSP are known to the server.

Indeed, without TSP salts, the tuples owned by the server cannot be associated with any information not sent by the user. But, receiving a scalable number of salts from different places in the territory is impossible according to Assumption 2. Thus, ZP is not vulnerable to C1 in \((SU, GV, SC)\).

In both the settings \((OU, GV, IC)\) and \((OU, PV, SC)\), the attacker does not collude with the server. The only way for the attacker to obtain the ephemeral IDs of other users is at the end of the contact-detection phase, when the attacker receives a list of ephemeral IDs belonging to users who entered into contact with a positive user. However, the attacker cannot distinguish if some of them belong to the same user or to different users. Therefore, ZP is not vulnerable to C1 in \((OU, GV, IC)\) and \((OU, PV, SC)\).

Due to Lemma 6.1, since ZP is not vulnerable to C1 in \((SU, GV, SC)\), then it is not vulnerable to C1 in \((OU, GV, IC)\). Therefore, the proof of (ii) is concluded.

Finally, consider (iii). The settings incomparable with respect to \((SU, GV, IC)\) and \((SU, PV, SC)\) are \(\{(OU, PV, IC), (HU, GV, SC), (HU, GV, IC), (FC, GV, SC), (HU, PV, IC)\}\). Consider the setting \((FC, GV, SC)\) i.e., the attacker colludes with the server and HF to link the ephemeral IDs of a scalable number of users. HF does not receive any ephemeral ID from users. Then, the colluser with HF does not provide any advantage to the attacker with respect to the setting \((SU, GV, SC)\). Therefore, ZP is not vulnerable to C1 in \((FC, GV, SC)\).

Regarding the setting \((OU, PV, IC)\), since the server does not collude, the attacker can obtain the ephemeral IDs only during the contact-detection phase but it is unable to link them. Therefore, ZP is not vulnerable to C1 in \((OU, PV, IC)\).

Finally, since the collusion with HF does not provide any advantage to the attacker, the settings \((HU, GV, SC), (HU, GV, IC), (HU, PV, IC)\) are equivalent to the settings \((OU, GV, IC), (OU, PV, SC), (OU, IC, PV)\), respectively, in which ZP is not vulnerable. This concludes the proof of (iii).

At this point, since \(\gamma_{ZP}^C = \{(SU, GV, IC), (SU, PV, SC)\}\), the induced set by \(\gamma_{ZP}^C\) is \(\gamma_{ZP}^C = \{(SU, GV, IC), (SU, PV, SC), (FC, GV, IC), (SU, PV, SC), (FC, PV, IC)\}\) and \(|\gamma_{ZP}^C| = 6\).

Now, consider the protocol LD. To prove that LD \(\leq S\) ZP, we have to show that (i) there exist \(S_1, S_2 \in \gamma_{LD}^C\) such that \((SU, GV, IC)\) \(\leq S\) \((OU, GV, IC)\) \(\leq S\) \(S_1\), and (ii) \(|\gamma_{LD}^C| - |\gamma_{ZP}^C| \geq 6\). We prove (i).

LD is vulnerable to C1 in \((OU, GV, IC)\). Indeed, the attacker, without colluding with the server, can link the ephemeral IDs released in broadcast (in plaintext) by a number of target users.

Due to Proposition 6.1 \((OU, GV, IC) \in \gamma_{LD}^C\), then there exists \(S_1 \in \gamma_{LD}^C\) such that \((SU, GV, IC)\) \(\leq S\) \((OU, GV, IC)\) \(\leq S\) \(S_1\).

LD is also vulnerable to C1 in \((OU, PV, SC)\). Indeed, each user receives the secret key of each positive user and, locally, computes the ephemeral IDs of the latter.

Due to Proposition 6.1 \((OU, PV, SC) \in \gamma_{LD}^C\), then there exists \(S_2 \in \gamma_{LD}^C\) such that \((SU, PV, SC)\) \(\leq S\) \((OU, PV, SC)\) \(\leq S\) \(S_2\). Then, the proof of (i) is given.

Now, consider (ii).

The set \(\gamma_{LD}^C = \{(OU, GV, IC), (OU, PV, SC), (OU, PV, IC), (SU, GV, IC), (SU, PV, SC), (HU, GV, IC), (SU, PV, SC), (HU, PV, IC), (SU, PV, SC), (FC, PV, IC)\} \subseteq \gamma_{LD}^C\), since each element \(S \in \gamma_{LD}^C\) is such that either \(S \leq S\) \((OU, GV, IC)\) or \(S \leq S\) \((OU, PV, SC)\) and \((OU, GV, IC), (OU, PV, SC) \in \gamma_{LD}^C\).

Therefore, \(|\gamma_{LD}^C| = 12\) and then \(|\gamma_{LD}^C| - |\gamma_{ZP}^C| \geq 6\). The proof of (ii) is given.

Finally, we consider the protocol UD. The reasoning is the same as LD.

To prove that UD \(\leq 4\) ZP, we have to show that (i) there exist \(S_1, S_2 \in \gamma_{UD}^C\) such that \((SU, GV, IC)\) \(\leq S\) \((SU, PV, SC)\) \(\leq S\) \(S_1\), and (ii) \(|\gamma_{UD}^C| - |\gamma_{ZP}^C| \geq 4\). We prove (i).

Similarly to LD, UD is vulnerable to C1 in \((OU, GV, IC)\). Indeed, the attacker, without colluding with the server, can link the ephemeral IDs released in broadcast (in plaintext) by a number of target users.

Due to Proposition 6.1 \((OU, GV, IC) \in \gamma_{UD}^C\), then there exists \(S_1 \in \gamma_{UD}^C\) such that \((SU, GV, IC)\) \(\leq S\) \((OU, GV, IC)\) \(\leq S\) \(S_1\).

Similarly to ZP, UD is vulnerable to C1 in \((SU, PV, SC)\). Indeed, in UD, each positive user sends a list of seeds from which the server retrieves the ephemeral IDs and then can link them.

Due to Proposition 6.1 \((SU, PV, SC) \in \gamma_{UD}^C\), then there exists \(S_2 \in \gamma_{UD}^C\) such that \((SU, PV, SC)\) \(\leq S\) \((SU, PV, SC)\) \(\leq S\) \(S_2\). Therefore, the proof of (i) is concluded.

Consider (ii).
The set \( \mathcal{F}_{bd} = \{(OU, GV, IC), (OU, PV, IC), (SU, GV, IC), (HU, GV, IC), (SU, PV, SC), (FC, PV, IC), (FC, PV, IC)\} \) is such that each element \( S \in \mathcal{F}_{bd} \) is such that either \( S \leq (OU, GV, IC) \) or \( S \leq (SU, PV, SC) \) and \( (OU, GV, IC), (SU, PV, SC) \in \mathcal{F}_{bd} \).

Therefore, \( |\mathcal{F}_{bd}| \geq 10 \) and then \( |\mathcal{F}_{bd}| - |\mathcal{F}_{bd}^2| \geq 4 \). This concludes the proof of (ii) and then the proof of the Theorem too. \( \square \)

Now, we compare the security of ZE2-P3T with DP-3T with respect to the compromise \( C_2 \). The next theorem states that, on the compromise \( C_1 \), Low-Cost DP-3T is more vulnerable (with degree 4) than our protocol, and Unlinkable DP-3T is more vulnerable (with degree 4) than our protocol.

**Theorem 6.2.** \( LD \leq_4 ZP \land UD \leq_4 ZP \) on the compromise \( C_2 \).

**Proof.** First, we prove \( \mathcal{F}^2_2 = \{(SU, GV, SC), (OU, GV, IC)\} \).

To do this, first (i) we prove that ZP is vulnerable to \( C_2 \) in \( (SU, GV, SC) \) and \( (OU, GV, IC) \).

Then (ii), we prove that ZP is not vulnerable to \( C_2 \) in any setting greater than \( (SU, GV, SC) \) or \( (OU, GV, IC) \).

Finally (iii), we prove that ZP is not vulnerable to \( C_2 \) in any other setting incomparable w.r.t \( (SU, GV, SC) \) and \( (OU, GV, IC) \).

We proceed by proving (i). Regarding the compromise \( C_2 \), the setting \( (SU, GV, SC) \) means that the attacker colludes with the server to forge fake contacts among a scalable number of generic users. In ZP, the server can forge fake contact tuples during the contact-detection phase by using the ephemeral IDs received by the users during the user-side activity. Then, ZP is vulnerable to \( C_2 \) in all the settings where the first component is \( SU \) or \( IC \). In particular, ZP is vulnerable to \( C_2 \) in \( SU \) or \( SC \).

Consider now the setting \( (OU, GV, IC) \). It means that the attacker tries to forge (without colluding with the server) fake contacts among a restricted number of generic users. Considering a single victim, the attacker can physically follow the victim (without entering into contact), capture the salt from the TSP, and compute the same digest of the victim (by using the same centroid). At this point, the attacker is able to build a restricted tuple that matches (same time slot and same digest) with that provided by the victim. Then, ZP is vulnerable to \( C_2 \) in \( (OU, GV, IC) \).

The proof of (i) is given.

Now, consider (ii). The only setting greater than \( (SU, GV, SC) \) or \( (OU, GV, IC) \) is \( (OU, GV, IC) \) (that does not include collusion with the server). To forge a fake contact, as the server is trusted, the attacker should be able to send the server fake information that will determine a (forged) contact. Recall that a contact between two ephemeral IDs is detected on the basis of the timestamp and digest. Therefore, the attacker should tamper with one of the above pieces of information. First, consider the ephemeral IDs. As they are not exchanged among users, the only possibility is that two colluding attackers agree by switching their ephemeral IDs with the aim to jeopardize either the user-side activity or infection-reporting phase by reporting the ephemeral of the other user. However, due to Remark 2, we are not in the case of the compromise \( C_2 \).

Consider now the remaining information (i.e., timestamp and digest). Since the server checks the sent timestamp within the current time slot or within the previous one, it is not possible to tamper with such information. Regarding the digests, as observed in Theorem 6.1, they cannot be tampered with without knowing the salts provided by the TSP. Then, by Assumption A2, and by considering that, when an infection is reported, the server takes into consideration only one ephemeral per time slot, it is not possible to forge digests on a large scale even in case of high concentration of people (for which a few salts would be enough for the attacker). Therefore, ZP is not vulnerable to \( C_2 \) in \( (SU, GV, SC) \). This concludes the proof of (ii).

Finally, consider (iii). The settings incomparable with respect to \( (SU, GV, SC) \) and \( (OU, GV, IC) \) are \( \{(OU, PV, SC), (HU, GV, SC), (HU, PV, SC)\} \). Since the server does not collude, by applying similar reasoning to that used in the proof of (ii), by Assumption A2, it is not possible to forge contact on a large scale. Then ZP is not vulnerable to \( C_2 \) in \( (OU, PV, SC), (HU, GV, SC), (HU, PV, SC) \). Therefore, the proof of (iii) is concluded.

At this point, \( \mathcal{F}^2_2 = \{(SU, GV, SC), (OU, GV, IC)\} \), the induced set by \( \mathcal{F}^2_2 \) is \( \mathcal{F}^2_2 = \{(SU, GV, SC), (OU, GV, IC), (SU, PV, SC), (FC, PV, SC), (SU, PV, SC), (FC, PV, SC), (SU, PV, SC), (FC, PV, SC), (FC, PV, IC)\} \) and \( |\mathcal{F}^2_2| = 12 \).

Regarding both LD and UD, consider the setting \( (OU, GV, SC) \). The attacker can detect the ephemeral IDs released in broadcast by the users (potentially, a huge number) and send them other ephemeral IDs detected by other users through BLE antennas spread over the territory.

Then, both LD and UD are vulnerable to \( C_2 \) in \( (OU, GV, SC) \).

Each setting \( S \in \mathcal{F}_2 \) is such that \( S \leq (OU, GV, SC) \), therefore we have that:

\[ \mathcal{F}_{bd} = \mathcal{F}_{bd}^2 = \{(OU, GV, SC)\} \quad \text{and} \quad |\mathcal{F}_{bd}^2| = |\mathcal{F}_{bd}^2| = |\mathcal{F}_2| = 16. \]

Therefore, \( LD \leq_4 ZP \land UD \leq_4 ZP \).

The proof of the theorem is concluded. \( \square \)

In the next theorem, we state the superiority of ZE2-P3T on the security with respect to the compromise \( C_3 \). Indeed, on the compromise \( C_3 \), Low-Cost DP-3T is more vulnerable (with degree 12) than our protocol, and Unlinkable DP-3T is more vulnerable (with degree 12) than our protocol.
Theorem 6.3. \( LD \precsim_3 ZP \land UD \precsim_3 ZP \) on the compromise \( C_3 \).

Proof. First, we prove \( \forall C \in (SU, GV, IC) \).

To do this, first (i) we prove that \( ZP \) is vulnerable to \( C_3 \) in \( (SU, GV, IC) \).

Then (ii), we prove that \( ZP \) is not vulnerable to \( C_3 \) in any setting greater than \( (SU, GV, IC) \).

Finally (iii), we prove that \( ZP \) is not vulnerable to \( C_3 \) in any other setting incomparable w.r.t \( (SU, GV, IC) \).

We proceed by proving (i). In the setting \( (SU, GV, IC) \), the server colludes with the attacker in order to associate extra information (e.g., the position) with the ephemeral IDs of a limited number of generic users. The reasoning is the same as that done in Theorem 6.1 for the setting \( (SU, GV, IC) \). The attacker may select a victim and detect the salts sent from the TSP in the zones in which the victim is located. This way, the server can compute the digests, identify the (restricted) tuples sent by the user containing the ephemeral IDs, and associate extra information to these latter. Thus, \( ZP \) is vulnerable to \( C_3 \) in \( (SU, GV, IC) \). The proof of (i) is given.

Now, consider (ii). The settings greater than \( (SU, GV, SC) \) are \( (SU, GV, SC), (OU, GV, IC), (OU, GV, SC) \).

The setting \( (SU, GV, SC) \) differs from \( (SU, GV, IC) \) only because the latter involves a scalable number of victims. According to the reasoning done for the setting \( (SU, GV, IC) \), \( (SU, GV, SC) \) would be vulnerable only if a scalable number of salts given by the TSP are known to the server. Anyway, receiving a scalable number of salts from different places in the territory is impossible according to Assumption A2. Thus, \( ZP \) is not vulnerable to \( C_3 \) in \( (SU, GV, SC) \).

In the setting \( (OU, GV, IC) \), the server does not collude. As already discussed in Theorem 6.1, an attacker non-colluding with the server can obtain the ephemeral IDs of other users only at the end of the contact-detection phase but no extra information is associated with them. Then, there is no way for an attacker to link these ephemeral IDs with other external information. Thus, \( ZP \) is not vulnerable to \( C_3 \) in \( (OU, GV, IC) \).

Due to the Lemma 6.1, since \( ZP \) is not vulnerable to \( C_3 \) in \( (SU, GV, SC) \), then it is not vulnerable to \( C_3 \) in \( (OU, GV, SC) \). Therefore, the proof of (ii) is concluded.

Finally, consider (iii). The settings incomparable with respect to \( (SU, GV, IC) \) are \( (SU, GV, IC), (HU, GV, SC), (OU, PV, IC), (HU, PV, IC), (SC, PV, SC), (HU, PV, SC), (HU, PV, IC), (PC, PV, SC) \).

Consider the setting \( (PC, PV, SC) \), where HF and the server collude with the attacker in order to associate extra information to an ephemeral ID of a scalable number of positive users. The ephemeral IDs are released by the users or (i) during the user-side activity (previously they perform the test in the HF) or (ii) during the infection-reporting phase. Regarding (i), HF is not involved and the positive users perform as generic users, then the setting \( (PC, PV, SC) \) is equivalent to \( (SU, GV, SC) \) and due to Assumptions A2, \( ZP \) is not vulnerable to \( C_3 \) in \( (SU, GV, SC) \). In case (ii), the users upload their tuples containing the ephemeral IDs to the server at a non-predictable instant, and then, no information can be associated directly with them. However, some information can be associated indirectly through the collusion with HF. Even though HF knows extra information about a positive user (e.g., the identity) and communicates it to the server, there is no way to link such information with the ephemeral IDs of the user. Indeed, the blind signature scheme ensures that the credential \( (P, PV) \), used as authorization code to upload the ephemeral IDs, is unlinkable by HF with the message provided by the user to obtain the above credential. Thus, there is no way for the attacker to link the uploaded ephemeral IDs to any associated extra information. Then, \( ZP \) is not vulnerable to \( C_3 \) in \( (PC, PV, SC) \).

Due to the Lemma 6.1, since \( ZP \) is not vulnerable to \( C_3 \) in \( (PC, PV, SC) \), then it is not vulnerable to \( C_3 \) in \( (SC, PV, SC), (HU, PV, IC) \).

Consider the setting \( (HU, PV, IC) \). Again, an attacker non-colluding with the server can obtain the ephemeral IDs only at the end of the contact-detection phase but no extra information is associated with them. There is no way for an attacker to link these ephemeral IDs with other external information. Thus, \( ZP \) is not vulnerable to \( C_3 \) in \( (HU, PV, IC) \).

Due to the Lemma 6.1, since \( ZP \) is not vulnerable to \( C_3 \) in \( (HU, PV, IC) \), then it is not vulnerable to \( C_3 \) in \( (HU, GV, IC) \) and \( (OU, PV, IC) \). The proof of (iii) is given.

At this point, since \( \forall C \in (SU, GV, IC) \), the induced set by \( \forall C \) is \( \forall C \in (SU, GV, IC), (PC, PV, SC), (SU, PV, SC), (HF, PV, IC), (OU, PV, IC) \) and \( |\forall C| = 4 \).

Regarding both LD and UD, consider the setting \( (OU, GV, SC) \). It is easy to see that both LD and UD are vulnerable to C3 in \( (OU, GV, SC) \). Indeed, the attacker, without colluding with the server, can associate extra information with each ephemeral ID released in broadcast (in plaintext) by the users and this can be done against a scalable number of users, without violating limits imposed by Assumption A2 (i.e., the intervention of a non-attacker TTP).

Each setting \( C \in S \) is such that \( S \subseteq (OU, GV, SC) \), therefore we have that:

\( \forall C \in (SU, GV, IC) \) and \( |\forall C| = |\forall C| = |\forall C| = 16 \). Therefore, \( LD \precsim_3 ZP \land UD \precsim_3 ZP \).

The proof then is concluded. \( \square \)

In Figs. 14–16 we provide, coherently with Theorems 6.1, 6.2, and 6.3, a visual representation of the improvements in terms of security given by our protocol with respect to DP-3T. Therein, all the settings of \( S \) are represented and it appears evident that the sets of settings in which the latter protocol is vulnerable (in both designs Low-cost and Unlinkable) are supersets of the vulnerable settings for our protocol, for any compromise. For example, from Fig. 15, we see that both LD and UD are vulnerable to \( C_2 \) in all the settings of \( S \). Note that, Fig. 14, corresponding to Theorem 6.1, represents the set of
all the settings in which ZP is vulnerable. Instead, for UD and LD, the theorem singles out a subset (possibly improper) of settings in which they are vulnerable. Indeed, we only need to have a lower bound difference in terms of security between ZP and DP-3T, not a complete characterization of the security of DP-3T. The same reason cannot be applied to Theorems 6.2 and 6.3, and then to Figs. 15 and 16, because in that case all the settings of S are covered.

In the sequel of the section, we show several attacks already reported in the literature and contextualize them within the theoretical framework introduced earlier. We remark that this description is not intended to further demonstrate anything about the security of our approach, which is completely addressed so far. However, it has practical relevance, since it witnesses, through concrete exploits, how the existing techniques perform. We remark that, given a setting, when a protocol is vulnerable to a compromise in this setting, it means that there exists at least one attack witnessing such a vulnerability. Therefore, it may be the case that for other attacks in the same setting, this protocol is not vulnerable.

**Paparazzi Attack** [8]: The purpose of the attack is to put on a mass tracking system on infected users. The attacker can be anyone and no collusion with the server or HF is required. The attack leads to the compromises $C_1$ and $C_2$ and the setting considered is $(OU, PV, SC)$. It is performed as follows. First, the attacker places several passive BLE devices through the territory in order to collect the ephemeral IDs of other users located in the proximity of such devices. Moreover, it records the time and the location where such identifiers are received and, possibly, other information about the users. This attack works only on the Low-Cost Design of DP-3T. Indeed, when a user $U$ results infected, they send a single secret seed $SK$ to the server which, in turn, broadcasts it (together with the seeds of other positive users) to all the users, including the attacker. Starting from $SK$, the attacker is able to generate all the ephemeral identifiers of $U$ and, for each of them, the attacker retrieves the data (time, location, etc.) stored by passive devices when $U$ was in their proximity. The linkage of these data allows the attacker to track the user.

For example, suppose the passive devices associate the coordinates of the users with their ephemeral IDs. By linking the IDs of a positive user, the attacker retrieves a list of pairs of coordinates (each pair is associated with an ephemeral ID) that allow identifying the trajectory of the positive user.

This attack does not work on the Unlinkable design of DP-3T since the infected user $U$ sends the seeds to generate the ephemeral IDs to the server, but this latter does not broadcast such seeds to all users. Instead, the server generates all the ephemeral identifiers of $U$ and adds them to the Cuckoo filter, so that the attacker cannot link them as belonging to the same user.

Fig. 14. Visual comparison on the compromise $C_1$.  

Fig. 15. Visual comparison on the compromise $C_2$.  
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Regarding ZP, the ephemeral IDs are not exchanged through BLE, but they are sent directly to the server (encrypted with its public key). Therefore, there is no way for the attacker to associate extra information with these IDs and the attack cannot be performed.

We highlight that the above discussion is perfectly aligned with Theorems 6.1 and 6.3. Indeed, the attack works with LD that is vulnerable to \( C_1 \) and \( C_3 \) in the setting \((OU, PV, SC)\) and it does not work on ZP that is not vulnerable to \( C_1 \) nor to \( C_3 \) in \((OU, PV, SC)\). Regarding UD, it is vulnerable to \( C_3 \) in the setting \((OU, PV, SC)\) but we did not prove that it is vulnerable to \( C_1 \) in \((OU, PV, SC)\). Note that Paparazzi can be viewed as an implementation of the most general concept of linkage attack \([14]\).

Clearly, the relationship described here between Paparazzi and our security framework can be directly applied to any linkage attack.

Orwell Attack \([8]\): The attack is very similar to the Paparazzi attack. The difference is that the attacker colludes with the server and, consequently, they can access all the information therein stored. This makes both the Unlinkable and Low-Cost designs of DP-3T vulnerable to the Orwell attack. The attack leads to the compromises \( C_1 \) and \( C_3 \) and the setting considered is \((SU, PV, SC)\).

Regarding the Low-Cost design, trivially, the Orwell attack without the collusion with the server is equivalent to the Paparazzi attack to which the Low-Cost design is vulnerable.

Regarding the Unlinkable design, what is missing for the attacker to perform the Paparazzi attack is the linkage between the ephemeral identifiers of the same positive user. In the Orwell attack, this linkage can be provided by the server and the attack can be performed.

In detail, the server knows the seeds uploaded by an infected user, and thus, it is able to link the ephemeral identifiers generated by such seeds. Once obtained the ephemeral IDs, the attack performs exactly as the Paparazzi attack, and the user is tracked through the information stored when they passed near the passive devices.

We show that such an attack is not possible in ZP. Indeed, as discussed in the Paparazzi attack, the ephemeral IDs (or other identifying information) are not exchanged between users but are sent directly to the server. However, from the considerations of Theorem 6.3, the server is not able to identify the tuples sent by the users in a massive fashion due to Assumption \( A2 \). Then, even though the attacker captures information of users in several places, it cannot associate them with their ephemeral IDs.

W.r.t Theorems 6.1 and 6.3, this attack works on LD and UD and, indeed, they are vulnerable to both \( C_1 \) and \( C_3 \) in \((SU, PV, SC)\). Instead, ZP is not vulnerable to such an attack as we expected since it is not vulnerable to \( C_3 \) in \((SU, PV, SC)\).

**Brutus attack** \([8]\): In this attack, the attacker colludes with the health facility HF and the server to find out the mapping between pseudonyms and real identities of infected users during the infection-reporting phase. The attack leads to the compromises \( C_1 \) and \( C_3 \) and the setting considered is \((FC, PV, SC)\).

It is an exploit of the authorization mechanism with which infected users communicate their status to the server. DP-3T (both the designs) proposes three different authorization mechanisms but they are, essentially, based on an authorization code released by HF to the user and to the server.

Clearly, HF knows the real identity of the user performing the test and, therefore, knows the mapping between the identity and the authorization code.

On the other hand, when the infected users upload their ephemeral IDs (through a single seed for the Low-Cost design or through a set of seeds for the Unlinkable design), the server knows the mapping between such IDs and the authorization code. By merging the two mappings, the attacker is able to associate the real identity of the users with their ephemeral IDs.

In ZP, the authorization code is replaced by \( M \) which cannot be linked by HF to the message submitted by the user to obtain the signature, thanks to the blind signature mechanism.

Server-side, when the server verifies the signature, it is sure that a generic user is enabled by HF to upload its ephemeral ids, but it does not know who the user is.

Thus, both HF and the server cannot link \( M \) to the real identity of the user. In conclusion, ZP is not vulnerable to Brutus attack.
W.r.t Theorems 6.1 and 6.3, this attack works on LD and UD and, indeed, they are vulnerable to both $C_1$ and $C_2$ in (FC, PV, SC). ZP is not vulnerable to such an attack since, even though it is vulnerable to $C_1$ in (FC, PV, SC), it is not vulnerable to $C_2$ in (FC, PV, SC).

Gossip attack [8]: The objective of this attack is to provide any evidence about an encounter with an infected user before discovering their positiveness to the infection. No collusion with the server or HF is required. The attack leads to the compromises $C_1$ and $C_2$ and the setting considered is (OU, PV, IC).

The attack works on both the designs of DP-3T due to the exchange of the ephemeral IDs.
The attacker intercepts the ephemeral IDs of the other users (it can use BLE passive devices as in the Paparazzi attack) and stores them in a repository that provides sufficient guarantees on the time $t$ in which data are stored. For example, we can think of blockchain.

If any of such users is tested positive, they upload their ephemeral IDs and the attacker is able to prove an encounter with the infected user at a given instant $t$ before the upload of the IDs.

It can be viewed as a security flaw because it is a misuse of the system for an unintended scope, potentially threatening privacy and exploitable for disputes.

In ZP, this attack is not possible since users do not exchange any ephemeral ID.

Again, these results are compliant with Theorems 6.1 and 6.3. Indeed, LD and UD are vulnerable to both $C_1$ and $C_3$ in (OU, PV, IC) and ZP is not vulnerable neither to $C_1$ nor to $C_3$ in (OU, PV, IC).

Matteotti attack [8]: In this attack, the attacker colludes with the server in order to build a fake contact between a user victim and a positive user. The result aimed by the attacker is to damage the victim by enforcing their quarantine (or other consequent actions). The attack leads to the compromises $C_1$ and $C_3$ the setting considered is (SU, GV, IC). We denote by $U_v$ the user victim and by $U_p$ any user which entered into contact with $U_v$ exchanging its ephemeral IDs. The attack works only on the Unlinkable design of DP-3T.

The attacker captures (e.g., through BLE passive devices) the ephemeral IDs generated by $U_v$ when they encounter $U_p$ and sends them to the server. The latter inserts such identifiers in the Cuckoo filter, even if $U_v$ is not positive, so that, when $U_p$ checks the filter, they are wrongly alerted.

In the Low-Cost design, the ephemeral IDs of a positive user are generated directly by the other users through a single secret seed (provided by the infected user) that the attacker or the server cannot recover. Therefore, the attack does not work.

In ZP, the server, colluding with a partner located in the same zone as the victim, can retrieve the salt of the TSP, identify the ephemeral ID of the victim, and add it to the list of positive ephemeral IDs. Thus, ZP is susceptible to this attack.

In summary, this attack works on ZP and UD and they are vulnerable to $C_2$ in (SU, GV, IC). However, even though such an attack does not work on LD, it is anyway vulnerable to $C_2$ in (SU, GV, IC) since, as shown in Theorem 6.2, it is vulnerable to $C_2$ in (OU, GV, SC).

The following two attacks are in the setting (OU, GV, SC), and both LD and UD are vulnerable.

Missile attack [46]: Similarily to the Matteotti attack, in the Missile attack the objective is to alert other users with a fake contact with a positive user. The attack leads to the compromises $C_2$ the setting considered is (OU, GV, SC). This time, the attacker colludes with a positive user $U$ to obtain their ephemeral IDs before $U$ communicates them to the server. No collusion with the server is required.

The attacker can use a Bluetooth amplifier transmitter to send (like a missile) the ephemeral identifiers of $U$ to other users even very far from the positive user and so, not at risk.

At a later moment, when such ephemeral IDs are reported to the server, the other users are wrongly alerted. Since the user $U$ colluding with the attacker is really positive, in the Low-Cost design, $U$ can upload the secret seed that generates their ephemeral IDs, thus this attack works on both the designs of DP-3T.

On the contrary, ZP does not suffer from this attack since no identifier is exchanged through BLE.

These results are compliant with Theorem 6.2 that shows that LD and UD are vulnerable to $C_2$ in all the settings, and then in (OU, GV, SC), while ZP is not vulnerable to $C_2$ in (OU, GV, SC).

Fregoli (or Relay) attack: This attack has been reported independently in [31,46] (with a slight temporal shift) and is one of the most serious threats of an ephemeral-based contact-tracing protocol.

In this attack, the attacker collects the ephemeral IDs of other users and sends them in broadcast in place of their own. The purpose is to simulate fake contacts between users. The attack leads to the compromises $C_2$ and the setting considered is (OU, PV, SC). This way, a generic user $U$ maintains a list of ephemeral IDs belonging to users $U$ never met. If any of such users is positive, $U$ is wrongly alerted. This is then an impersonation attack, as its name evokes, being Fregoli one of the major quick-change artists of the story. This attack is more effective when a Bluetooth amplifier is used as in the Missile attack. Again, the vulnerability is the exchange of ephemeral IDs between users, thus the attack works on both the design of DP-3T but not on ZP.

These results are compliant with Theorem 6.2 that shows that LD and UD are vulnerable to $C_2$ in all the settings, and then in (OU, GV, SC), while ZP is not vulnerable to $C_2$ in (OU, GV, SC).

Battleship attack [46]: This attack applies to the localization-based solutions.

The attacker, colluding with the server, tries to identify the position of a huge number of users to track them. The compromises involved are $C_1$ and $C_3$ since if the attacker knows the position of a user at a given instant, it is able to identify the
tuples sent by the user and then to link the ephemeral IDs they contain and to associate them with extra information (e.g., the position of the user). The setting considered is $(SU, GV, SC)$.

Since in DP-3T, no information about the position is sent to the server, the attack cannot be performed. On the contrary, any standard GPS-based solution is affected by this problem. Therefore, it is important to check what happens in the case of our protocol. In ZP, the only information about the position of the users is reported in the digests. The only way to reverse them (and discover the centroids in which the users are located) is to know the salts sent by the TSP.

As explained in the Orwell Attack, even though the attack can be performed on a limited number of users, putting in place a mass tracking system is infeasible.

In summary, this attack does not work on LD, UD, and ZP.

**Little Thumb attack** [9]: This attack is due to the practical implementation of DP-3T based on GAEN. Indeed, to avoid linkage of ephemeral IDs, they have to change simultaneously with the MAC addresses of the BLE messages sent in broadcast. In fact, if they are not perfectly synchronized, linking ephemeral IDs becomes possible when the ephemeral id changes before the MAC address. In this case, the user sends in broadcast two consecutive messages with the same MAC address and two different ephemeral IDs that can be linked. Once the ephemeral IDs are linked, we have all the drawbacks of the Paparazzi and Orwell attacks. The attack leads to the compromises $C_1$ and the setting considered is $(OU, GV, IC)$.

In ZP, ephemeral IDs change randomly each $\tau$ seconds and they are not exchanged through BLE, thus the attack cannot be performed.

These results are compliant with Theorem 6.1 that shows that LD and UD are vulnerable to $C_1$ in $(OU, GV, IC)$, while ZP is not vulnerable to $C_1$ in $(OU, GV, IC)$.

We highlight that, although the attacks regard DP-3T, they also apply to other decentralized protocols [20,17,18] as the vulnerabilities are due to the exchange of identifiers.

The vulnerabilities of DP-3T and ZE2-P3T to the attacks are summarized in Fig. 17.

### 7. Discussion

History teaches us that fighting a pandemic is in general a very difficult task. Despite the scientific and technological advancements, we experimented that a pandemic can seriously threaten and damage the world, and its social and economical systems. The strategy to adopt to fight a pandemic strongly depends on the characteristic of the pathogen and the disease at the basis of the pandemic. But, in general, the strategy is a combination of different measures.

Contact tracing (both traditional and digital) is one of the weapons in the heads of governments, but it is not enough. It should be suitably combined with containment measures. They are, for example: Health checkpoints for passengers, banning air traffic from specific areas of the world, mandatory supervised quarantine, mandatory communication, red zones, suspension of public events, general lockdown or movement restrictions, suspension of all commercial activities non-indispensable for production, extension of the ban to non-indispensable activities, vaccination, etc. Contact tracing can be effective in some phases of the pandemic, and could be also restricted to specific areas of the country in which the conditions are appropriate. In particular, contact tracing can be fruitful if the incidence of the infection is below a given threshold. Indeed, the role of contact tracing is to enable early reactions by applying additional strict containment measures (such as quarantine) only to those people that are identified by the tracing activity. Conversely, when the incidence of the pathology is high, the role of contact tracing decreases and also its feasibility, due to the number of cases to manage. On the other hand, in this case, a general containment protocol can be applied. All the above strategies can encounter a number of obstacles, which are cultural, social, technological, economic, etc. The obstacles themselves may become opportunities for designing more effective strategies also by reducing their negative impact. For example, the heterogeneity of the population introduces specific issues to consider. Certain differences in intrinsic characteristics of the population may influence the dynamics of the local epidemic. Therefore, governments should consider local conditions to adopt heterogeneous containment policies. Moreover,
the coexistence with other epidemics (such as the seasonal flu) is another factor that can hinder the management of a pandemic, especially when the symptoms may be similar.

This paper focuses on digital contact tracing, by proposing a new protocol that improves the state of the art from the perspective of security and privacy. The motivation of this paper is that the precondition for the effectiveness of digital contact tracing is not just the fact that it should be properly combined with containment measures, but also that it should be accepted by the population. Therefore, security and privacy features take a central role. Concerning security, in particular, as some attacks that we contrast (such as the relay attack – also said Fregoli attack) can threaten the stability of large communities, governments may also be seriously interested in this aspect. Consider that the relay attack could be performed on a massive scale, potentially quarantining many people. This could be exploited, for example, in the case of elections, to inhibit their regular running. Therefore, the presented research has a specific focus on security and privacy aspects, without neglecting the feasibility of the proposed solution, which is a relevant point, considering that it should be designed for a huge number of users. A final aspect to discuss is if the approach presented in this paper is generalizable to all contagious diseases. Obviously, the answer to this question should take into account the specific characteristics of the considered disease. Apart from the obvious fact that even short-term, non-close contacts could be significant only for respiratory infections, a contact tracing solution is suitable for a specific disease depending on the safety distance, incubation period, role of shared surfaces and objects, presence of paucisymptomatic or asymptomatic cases, speed of diagnostic test, and so on.

There are so many variables to consider that, as the recent scientific literature witnesses for the case of COVID-19, it is preferable to narrow the action range to a single disease, which is the choice adopted in this paper.

8. Conclusion

In this paper, a novel contact tracing protocol is presented. It is based on a centralized model, as contact detection is in charge of the server, which constantly receives the individual locations of users. However, the information is processed in such a way that the server cannot learn anything other than the fact that two random numbers (i.e., ephemeral identifiers associated with non-identifiable humans) came into contact at a given time in a non-identifiable place. The most important feature of our approach is that such ephemeral identifiers are not exchanged among users, as it happens for the state-of-the-art decentralized protocol DP-3T/GAEN. This is important because this exchange is the basis of most vulnerabilities of DP-3T/GAEN. As a consequence, the proposed approach is definitely more secure than DP-3T/GAEN. This fact represents the main result of the paper.

To show this, we define a theoretical framework able to quantitatively compare the two approaches, according to a suitably weighted ordering relation.

Interestingly, our protocol is not based on BLE. Therefore, the users are not forced to turn on the Bluetooth interface (as it happens for DP-3T/GAEN). This shields smartphones from other attacks that exploit Bluetooth (widely discussed in Section 2).

An important point to remark is that, in this paper, the proposed solution has been also analyzed experimentally, to test its feasibility and also to provide a methodology to follow in a real-life context to size the server-side resources. To this end, we developed a software prototype that implements the main functionalities of the solution.

As future work, we plan to transform the software prototype presented in this paper into a complete software system, to run it in real-life contexts. Indeed, we argue that a real-life experimentation, possibly with the partnership of industrial and government parties, would be a desirable follow-up of the present scientific study.
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