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**A B S T R A C T**

Analyzing data requires statistical tools to interpret the data information, which helps to improve the process. This is the interpretation of the qualitative and quantitative status of mixed data. The objective of this paper was to study the implementation of principal component analysis on mixed data and explain how to handle this type of databases and to make it possible to extract statistical information over a population under study. The effectiveness of principal component analysis on mixed data was studied using data sets available in the R package and simulated data.
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1. Introduction

Most data applications involve dealing with large data sets, which contain several measures (variables) that can be either numerical or categorical. Thus, increasingly, scientific researchers such as businesses and members of medical fields require powerful visual and analytical tools to visualize and analyze data.

Processing large data becomes more and more difficult as the number of dimensions increases. Dimension reduction is a collection of statistical methods used to analyze mixtures of large data. This is done in two different ways: By selecting the most significant features from all features, which is used to make model building (this technique is called feature selection) or by transforming the high-dimensional data into low-dimensional and saving the most important information. This procedure saves the data information that must be processed, while still accurately and completely describing the original data set (this technique is called feature extraction). Principal component analysis (PCA) is one of the commonly used dimension reduction methods, and it is known as a feature extraction method that is used for mixed data. It was invented in 1901 by Pearson (1901).

The central idea is to find a new coordinate system in which input data can be expressed but at the same time information loss can be minimized. The idea of PCA is to reduce the dimension of original data by computing a few numbers of orthogonal linear combinations with minimal loss of information, which means assigning the principal components (PCs) of the original variables with the largest variance. PCA is used for many applications, for example, image compression, bioinformatics, data mining, psychology, and pattern recognition, among others (Kalantan et al., 2017; Kalantan, 2019).

Practically, principal component analysis (PCA) handles numerical variables, while multiple correspondence analysis (MCA) handles categorical variables. PCA on mixed data is one of the several proposed methods to handle large data. This method can be seen as a mixture of PCA and MCA. It was proposed by De Leeuw and van Rijckevorsel (1980). This paper illustrates this method with details and discusses the effectiveness using the method implementation on a real dataset.

The paper is organized as follows. Section 2 presents a brief review of PCA. MCA is discussed in Section 3. Section 4 demonstrates how PCA is obtained for mixed data. Finally, the interpretation of a case study and associated graphics is discussed in Section 5.

2. Principal component analysis

From an algebraic standpoint, principal components are linear combinations of p random variables, \(X_1, X_2, ..., X_p\). We shall look at the derivation of population principle components when the covariance matrix \(\Sigma\) is known. Suppose we have a mean zero normal random vector \(\mathbf{X} = [X_1, X_2, ..., X_p]\) that has a covariance matrix \(\Sigma\) with eigenvalues \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \geq 0\). Let us now consider the following linear combinations (Johnson and Wichern, 2002):
from the definition of covariance, we have that:

\[ \text{Var}(Y_i) = \tilde{a}_i \Sigma \tilde{a}_i \quad i = 1, 2, \ldots, p, \]

\[ \text{Cov}(Y_i, Y_k) = \tilde{a}_i \Sigma \tilde{a}_k = 0 \quad i, k = 1, 2, \ldots, p. \]

Principal components are uncorrelated linear combinations whose variances are as large as possible. Therefore, the first principal component is the linear combination with the maximum variance or \( \text{Var}(Y_1) = \tilde{a}_1 \Sigma \tilde{a}_1 \) that has the largest variance. Since one can increase \( a_1 \) by any constant, we impose the restriction that maximizing \( \text{Var}(\tilde{a}_1 X) \) is subject to \( \tilde{a}_1 a_1 = 1 \). Thus, the principal components are such that:

**1st principal component** = linear combination \( \tilde{a}_1 X \) that maximizes \( \text{Var}(\tilde{a}_1 X) \) subject to \( \tilde{a}_1 a_1 = 1 \)

**2nd principal component** = linear combination \( \tilde{a}_2 X \) that maximizes \( \text{Var}(\tilde{a}_2 X) \) subject to \( \tilde{a}_2 a_2 = 1 \) and \( \text{Cov}(\tilde{a}_1 X, \tilde{a}_2 X) = 0 \)

**3rd principal component** = linear combination \( \tilde{a}_3 X \) that maximizes \( \text{Var}(\tilde{a}_3 X) \) subject to \( \tilde{a}_3 a_3 = 1 \) and \( \text{Cov}(\tilde{a}_1 X, \tilde{a}_3 X) = 0 \) for \( k < i \).

**3. Multiple correspondence analysis (MCA)**

Multiple correspondence analysis is a statistical technique. It is an extension of simple correspondence analysis (CA) which allows one to study the association and visualize a data table between two or more qualitative variables. It can be seen as an analogue of principal components analysis (PCA) when the variables to be analyzed are categorical variables instead of quantitative variables (Abdi and Valentin, 2007).

There are \( K \) categorical variables, and each categorical variable has \( J_k \) levels where \( J = \sum_{k} J_k \). There are \( I \) observations. Let \( X \) be an indicator matrix with \( I \times J \) dimensions. MCA is performed by applying CA on the indicator matrix. Then, the two sets of factor scores are obtained for the rows and the columns. These factor scores are standardized where their variance equals their corresponding eigenvalue.

Firstly, we compute the probability matrix \( Z = N^{-1} X \), where \( N \) is the whole number. Let \( D_c = \text{diag}(c) \), \( D_r = \text{diag}(r) \), where the vector of the row totals and the column totals of \( Z \) is denoted by \( r \) and \( c \), respectively. We obtain the factor scores by applying the following SVD:

\[ D_r^{\frac{1}{2}}(Z - r c^T) D_c^{\frac{1}{2}} = \Lambda \]

where \( \Delta \) is the diagonal matrix of the singular values and \( \Lambda = \Delta^2 \) is the matrix of the eigenvalues.

Then, we obtain the rows factor scores which are denoted by \( F \) and the columns factor scores which are denoted by \( G \) as follows (Abdi and Valentin, 2007):

\[ F = D_c^{\frac{1}{2}} \Lambda \]

and

\[ G = D_r^{\frac{1}{2}} \Lambda \]

**4. Principal component analysis for mixed data**

In this paper, we implemented the PCA on mixed data following the approach proposed by Chavent et al. (2014). The dataset to be analyzed by PCA mix consists of \( n \) observations described by \( p_1 \) numerical variables and \( p_2 \) categorical variables. Let \( X_1 \) be an \( n \times p_1 \) matrix which represents the numerical variables and \( X_2 \) be an \( n \times p_2 \) matrix that represents the categorical variables. Let \( d \) denote the total number of all variables. An indicator matrix \( G \) with \( n \times d \) dimensions contains binary coding from each level of categorical variables. A numerical matrix \( Y = (Y_1, Y_2) \) is constructed with dimension \( n \times (p_1 + d) \) where \( Y_1 \) is the standardized matrix constructed by centered and normalized columns of \( X_1 \), and \( Y_2 \) denotes the centered indicator matrix \( X_2 \).

Now, let \( N \) be the diagonal matrix of the weights of the rows of \( Y \), where \( \frac{1}{n} \) represents the weights of \( n \) rows, then \( N = \frac{1}{n} I_n \). Suppose \( D = \text{diag}(1, \ldots, \frac{n}{n_1}, \ldots, \frac{n}{n_k}) \) is the diagonal matrix of the weights of the columns of \( Y \) and \( s = 1, \ldots, n \) represents the number of observations appearing at the \( s \)th level. Then, the eigenvalue of \( Y \) is obtained using the generalized singular value decomposition (GSVD) as:

\[ Y = U \Lambda V^T \]

where \( \Lambda = \text{diag}(\sqrt{\lambda_1}, \sqrt{\lambda_2}, \ldots, \sqrt{\lambda_r}) \) is the \( r \times r \) diagonal matrix, such that \( \lambda_1, \lambda_2, \ldots, \lambda_r \) are the eigenvalues of \( Y \) and \( r \) denotes the rank of \( Y \). \( U \) is a matrix with \( n \times r \) dimensions, where the first \( r \) eigenvectors of \( ZDZ^T \) are such that \( U^T NU = I_r \). \( V \) is the \( p \times r \) matrix of the first \( r \) eigenvectors of \( Z^T NZD \) such that \( V^T DV = I_r \). Therefore, the principal component of PCA mix can be computed as:

\[ Y^{mix} = YDV \]

with the dimensions of \( n \times r \). The scores of rows computed as \( R = U \Lambda \) represent the principal component scores. The scores of columns \( C = DVA \) and the standard PCA will be \( C = VA \).

**5. Experimental results**

In this section, we discuss the effectiveness of PCA on mixed data that contain both numerical and categorical data. This is illustrated with a simulation case and real data available in R packages.
5.1. Simulation case

A generalized sample of size 500 consists of seven variables. The first four are quantitative variables: Age, IQ, grade, and height, while the variables race, sex, and smoker are considered as qualitative variables; the data are available in the ‘Wakefield’ package (Rinker, 2018). As a pre-processing step, we split the data into two data matrices: A 500 × 4 numerical data matrix named data A, and data B, representing the categorical variables as a matrix of 500 × 3. We established the analysis with the implementation for PCA, and the results are summarized in Table 1, which shows that 80.84% of the total variance is explained via 10 PCA components.

Fig. 1a displays the graphical output of the results of the factor coordinates, absolute contribution, and the squared cosinus for all variables. Table 2 presents the contributions of all variables; the contribution squared correlation for each quantitative variable and the contribution correlation ratio of qualitative variables are shown in Fig. 1b in a graphical output.

| Comp | Eigen Value | Proportion of Variance | Cumulative Proportion |
|------|-------------|------------------------|-----------------------|
| Comp 1 | 1.2284 | 0.0945 | 0.0945 |
| Comp 2 | 1.1815 | 0.0909 | 0.1854 |
| Comp 3 | 1.1296 | 0.0869 | 0.2723 |
| Comp 4 | 1.0666 | 0.0820 | 0.3543 |
| Comp 5 | 1.0423 | 0.0802 | 0.4345 |
| Comp 6 | 1.0257 | 0.0789 | 0.5134 |
| Comp 7 | 1.0000 | 0.0769 | 0.5903 |
| Comp 8 | 0.9854 | 0.0756 | 0.6660 |
| Comp 9 | 0.9547 | 0.0734 | 0.7394 |
| Comp 10 | 0.9076 | 0.0690 | 0.8084 |
| Comp 11 | 0.8844 | 0.0680 | 0.8765 |
| Comp 12 | 0.8109 | 0.0624 | 0.9389 |
| Comp 13 | 0.7949 | 0.0611 | 1.0000 |

Fig. 1: Simulation case; (a) results for the individuals; (b) results of squared loadings

5.2. Application case

We implemented the PCA mix method on an R dataset from the “ElemStatLearn” package and named it “SAheart”. It is a sample of males in a heart-disease high-risk region of the Western Cape, South Africa. The dataset consists of 462 observations on the following 10 variables, two of which are qualitative variables and the rest are quantitative variables, as shown in Table 3.

As a pre-processing step, we split the data into two data matrices: A 462 × 8 numerical data matrix named data A, and data B, representing the categorical variables as a matrix of 462 × 3. We established the analysis with the implementation for PCA, and the results are summarized in Table 4, which shows that 81.23% of the total variance is explained via 6 PCA components.
Table 2: The levels of contributions for all variables

| Variable | dim 1 | dim 2 | dim 3 | dim 4 | dim 5 |
|----------|-------|-------|-------|-------|-------|
| Age      | 0.49461335 | 0.0253062 | 0.3267444 | 0.321041741 | 0.0156075 |
| IQ       | 0.33015349 | 0.3747271 | 0.23761784 | 0.476332544 | 0.2191435 |
| Grade    | 0.07749287 | 0.3750766 | 0.02244047 | 0.041334596 | 0.2269596 |
| Race     | 0.57441641 | 0.7621728 | 0.64928206 | 0.674168311 | 0.8426543 |
| Smoker   | 0.45358812 | 0.3251022 | 0.15354866 | 0.490235036 | 0.0375936 |
| Age      | 0.34787313 | 7.38404×10^{-28} | 0.240260707 | 0.3127593 | 0.12191561 |
| IQ       | 0.19436481 | 3.33998×10^{-24} | 0.260624551 | 0.2363748 | 0.0706126 |
| Grade    | 0.10124499 | 2.17422×10^{-14} | 0.037497596 | 0.1016380 | 0.56607122 |
| Height   | 0.20012710 | 2.93860×10^{-14} | 0.008992727 | 0.1882476 | 0.2878521 |
| Race     | 0.88367977 | 1.00000000 | 0.911678682 | 0.7032087 | 0.67709763 |
| Sex      | 0.16800716 | 6.56282×10^{-14} | 0.034110589 | 0.4740927 | 0.05923535 |
| Smoker   | 0.08636048 | 8.04556×10^{-15} | 0.154885059 | 0.1896297 | 0.11133049 |
| Age      | 0.02182873 | 0.5018176549 | 0.05972314 | 0.08659104 | 0.3594158770 |
| IQ       | 0.08659104 | 0.3594158770 | 0.34047717 | 0.29051334 | 0.034110589 |
| Grade    | 0.18099061 | 0.008429403 | 0.27504554 | 0.34471365 | 0.29051334 |
| Height   | 0.38419922 | 0.2871377599 | 0.34471365 | 0.59264882 | 0.08998989 |
| Race     | 0.63658797 | 0.4260427922 | 0.59264882 | 0.35085572 | 0.034110589 |
| Sex      | 0.38996161 | 0.29051334 | 0.08998989 | 0.35085572 | 0.034110589 |
| Smoker   | 0.37248689 | 0.2856115243 | 0.08998989 | 0.35085572 | 0.034110589 |

Table 3: The variables’ description

| Variables Types | Variable Name | Description |
|-----------------|---------------|-------------|
| quantitative variables | Sbp | systolic blood pressure |
| quantitative variables | Tobacco | cumulative tobacco (kg) |
| quantitative variables | Ldl | low density lipoprotein cholesterol |
| quantitative variables | adiposity | a numeric vector |
| quantitative variables | typeA | type-A behavior |
| quantitative variables | obesity | a numeric vector |
| quantitative variables | alcohol | current alcohol consumption |
| qualitative variables | Age | age at onset |
| qualitative variables | familhist | family history of heart disease, a factor with levels Absent and Present |
| qualitative variables | Chd | response, coronary heart disease, a factor with levels 0 and 1 |

Fig. 3a displays the graphical output of the results of the factor coordinates, absolute contribution, and the squared cosine for all variables. Table 5 presents the contributions of all variables; the contribution squared correlation for each quantitative variable and the contribution correlation ratio of qualitative variables are shown in Fig. 3b in a graphical output.

More graphical outputs are presented in Fig. 4a and Fig. 4b. Fig. 4a shows the factor coordinates, absolute contribution, and the squared cosine of the qualitative variables. The results for the quantitative variables are presented in Fig. 4b.
6. Conclusion

The PCA is a powerful technique for mixed data to interpret the variables status for different data types. The objective of this process is to reduce the number of dimensions by selecting the components that describe 80% of the variance of the data. It was found that through this method, we can analyze a mixture of numerical and categorical variables and extract relevant information without having to deal with each type separately.

Table 4: The results of the application case

| Comp 1 | Proportion of Variance | Cumulative Proportion |
|--------|------------------------|-----------------------|
| 3.0865 | 0.3086                 | 0.3086                |
| 1.2307 | 0.1231                 | 0.4317                |
| 1.1462 | 0.1146                 | 0.5463                |
| 1.0199 | 0.1020                 | 0.6483                |
| 0.8725 | 0.0872                 | 0.7356                |
| 0.7676 | 0.0768                 | 0.8123                |
| 0.6776 | 0.0673                 | 0.8796                |
| 0.5740 | 0.0574                 | 0.9370                |
| 0.4551 | 0.0455                 | 0.9825                |

Fig. 3: Application case; (a) results for the individuals; (b) results of squared loadings

Table 5: The levels of contributions for all variables

| dim 1 | dim 2 | dim 3 | dim 4 | dim 5 |
|-------|-------|-------|-------|-------|
| Sbp   | 0.5146484168 | 0.26441214 | 0.02468868 | 0.0199847300 | 3.52167×10^-5 |
| tobacco | 0.095634567 | 0.06291799 | 0.074281783 | 0.083106971 | 4.01776×10^-4 |
| Ldl    | 0.048764030 | 0.34370508 | 0.077501528 | 0.000194012 | 8.99367×10^-4 |
| adiposity | 0.007185660 | 0.01489831 | 0.012032233 | 0.0116347445 | 1.00315×10^-4 |
| typea  | 0.0411248198 | 0.01909486 | 0.021207111 | 0.018282302 | 2.90213×10^-4 |
| obesity | 0.0059762331 | 0.03844182 | 0.031564633 | 0.097993407 | 4.44307×10^-4 |
| alcohol | 0.0503818195 | 0.08832338 | 0.009722416 | 0.005179590 | 1.91700×10^-4 |
| Age    | 0.000495666 | 0.02726837 | 0.001947765 | 0.2339743159 | 2.81111×10^-2 |
| famhist | 0.0007946157 | 0.03110983 | 0.046201574 | 0.007993407 | 4.16904×10^-4 |
| chd    | 0.0009235877 | 0.01969713 | 0.0274829644 | 0.0119234272 | 3.57883×10^-3 |
**Fig. 4:** Application case; (a) results for the levels of the qualitative variables; (b) results of for the quantitative variables
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