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Abstract—Machine intelligence is very successful at standard recognition tasks when having high-quality training data. There is still a significant gap between machine-level pattern recognition and human-level concept learning. Humans can learn under uncertainty from only a few examples and generalize these concepts to solve new problems. The growing interest in explainable machine intelligence, requires experimental environments and diagnostic tests to analyze weaknesses in existing approaches to drive progress in the field. In this paper, we discuss existing diagnostic tests and test datasets such as CLEVR, CLEVERER, CLOSURE, CURI, Bongard-LOGO, V-PROM, and present our own experimental environment: The KANDINSKYPatterns, named after the Russian artist Wassily Kandinsky, who made theoretical contributions to composability, i.e. that all perceptions consist of geometrically elementary individual components. This was experimentally proven by Hubel and Wiesel in the 1960s and became the basis for machine learning approaches such as the Neocognitron and the even later Deep Learning. While KANDINSKYPatterns have computationally controllable properties on the one hand, bringing ground truth, they are also easily distinguishable by human observers, i.e., controlled patterns can be described by both humans and algorithms, making them another important contribution to international research in machine intelligence.
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1 INTRODUCTION

Artificial Intelligence (AI) indisputably makes great advances in many tasks from pattern recognition to image analysis – thanks to the progress in data driven statistical machine intelligence [1]. Recent examples have demonstrated that AI can reach even human-level performance and beyond – even in complex domains such as medicine [2], [3], [4].

However, such models are highly dependent on the quality of the input data and especially on the training data. Although the latter are of eminent importance for learning, they are typically treated as predefined, static information, i.e. the current best models are passive and rely on human-curated training data, but have no control by themselves. This is in contrast to how humans learn, because humans interact with their environment to gain information [5]. The role of interactivity, which is especially important for learning new concepts, and the extent to which the learner can take an active role in learning those concepts has been considered extremely important by the machine intelligence research community for a very long time [6]. Unlike AI, sometimes - of course not always - humans are very good in understanding and explaining concepts, even in novel situations with complex dynamics - even with little interaction [7].

Human conceptual abilities are also very productive: humans can understand and generate novel concepts through compositions of existing concepts, unlike standard machine classifiers which are limited to a fixed set of classes. Moreover humans are able to induce “ad hoc” categories [8]. Thus, unlike AI systems, humans reason seamlessly in large, essentially “unbounded” concept spaces and are very good at dealing with uncertainty and under-determination [9].

This paper is structured as follows. After the introduction and motivation we provide in section 2 a brief overview on some background in concept learning; In section 3 we give an overview on related work including some benchmark datasets for concept learning, reasoning and generalization. Finally, in section 4 we present our experimental environment called KANDINSKYPatterns (KP) along with three challenges for the international research community. Finally, in the conclusion, we contrast the main properties of KP with current approaches and propose some further future work.

2 BACKGROUND

Wassily KANDINSKY (1866–1944) was an expressionist artist, one of the pioneers of abstract art, and taught at the famous Bauhaus school in Germany between 1922 and 1933, where he promoted simple colors and simple shapes and published in 1926 his book on point and line to surface: contribution to the analysis of painting elements [10]. In 1959 Hubel & Wiesel [11] carried out their famous experiment where they discovered that the visual system of the cat brain builds up an image from very simple elements into more complex representations. Similarly, a deep learning...
architecture can be viewed as a multilayer stack of simple modules, most of which are subject to learning and many of which compute nonlinear input-output mappings. Each module in the stack transforms its input to increase both the selectivity and invariance of a representation. With multiple such nonlinear layers, a system can implement complicated functions of its inputs that are simultaneously sensitive to detail and insensitive to large irrelevant variations such as background, pose, lighting, and surrounding objects. At first edges and lines are learned, then shapes, then objects are formed, eventually leading to concept representations [12].

Humans group segments into objects and use concepts of object permanence and object continuity to explain what has happened and infer what will happen, and also to imagine what would happen in counterfactual situations. The problem of complex visual understanding has long been studied in computer vision [13]. However, the underlying factors, especially the causal structure behind comprehension and explanation processes, have been less explored. Therefore, experimental datasets that can be understood by both machines and humans are of great importance to foster future advances of the international research community.

3 RELATED WORK

3.1 Human versus machine perception in the medical domain

Several research works consider the similarities and differences of perception capabilities of humans and machine learning models in the medical domain [14]. Although both of them can be modelled by the same Probabilistic Graphical Model (PGM) [15], [16], as far as structure goes, they do have significant differences in the learned parameters and predicted outcomes of the posterior variables. Humans are in some cases more robust to perturbations of the input data; it can be shown that machine learning models don’t just suffer from dataset shift but also information loss. Furthermore, there is a discrepancy between them, when comparing what parts in the input image were helpful for the diagnosis. By comparison with radiologists diagnoses, researchers can enhance the dataset with images that will occur in medical practice and make the machine learning models more robust to perturbations.

3.2 Synthetic datasets for benchmarking Concept Learning, Reasoning and Generalization

One of the first datasets that was used for image classification tasks was the COCO (Common Objects in Context) [17], [18]. It contained images with objects mostly in their natural surroundings. Machine learning models were challenged with the tasks of object localization as well as prediction of semantic descriptions (captions) of the content. One of the earliest works that learn captions from data does not use neural networks but Conditional Random Fields (CRF) [19]. In the case where neural networks are used, the general architecture to solve this task contains a Convolutional Neural Network (CNN) that processes the image and extracts feature embeddings (usually corresponding to particular regions) that will be used as input to a bidirectional Long Short-Term Memory (bi-LSTM) network that aligns those visual embeddings with the embeddings of the caption [20], [21]. The prediction of the semantic description is based on the correlation of the image and with a set of possible captions, which are considered weak labels. Further research demonstrated the role of the image context (surroundings) in the performance of those methods [22], specially for the objects are relatively small compared to the others as well as partially occluded by others. Explainable AI (xAI) methods, such as Layer-wise Relevance Propagation (LRP), also showed how artefacts in datasets can be misused by those models [23].

After the captioning tasks reached a desirable performance with neural networks, one research direction proceeded into Question Answering (QA) systems, where corresponding datasets such as the Visual Genome [24], also evolved. Instead of hard or soft labelling, it was relevant to find out if neural networks are capable of answering user posed questions about some property of objects in the image. For an Artificial Intelligence (AI) system to support human dialogue is more natural and more informative, since some information is encoded in the question [25]. But for a neural network being able to answer correctly a set of questions, following some pre-specified structure and usually increasing complexity, means that it can handle concept learning as well as having reasoning abilities, which go beyond embeddings alignment. In general, questions and answers in future research will depart from template-generated constrained versions, will be longer, contain more combinations of objects, concepts and ideally will be free-text [26]. Same applies to images that depict more real-life elements than carefully constructed rendered scenes as well as videos. Currently, video question answering systems (VideoQA) are evolving, with the laborious task of gathering appropriate data [27]. An overview of VQA systems, their properties and abilities is provided by [28].

The generalization ability of visual question answering and concept learning systems is also a characteristic that needs to be quantified by well-designed splits of the dataset [26]. Adding noise as well as variability in the images is a first step towards improving cross-dataset generalization, even if the learned models don’t have increased performance [29]. Appearance variability is ensured by gathering data from independent resources [17], [20] and captions must be reviewed by several people [17], [18]. Ideally, the invented model architectures learn disentangled representations of the concepts at training time and then they are able to compose those concepts at test time, even if those are extremely rare or even physically impossible in real-world settings. Furthermore, they should be able to interpolate, extrapolate and obtain some abilities of zero-shot learning as for example being able to count more objects than the ones encountered in all images of the training set or to recognize a never seen before colour. A neural network is considered to be even more capable if the training set contains only a few of the possible combinations [30].

The SAR Altimetry Coastal & Open Ocean Performance (SCOOP) dataset [30] is one that is not tailored particularly in concept learning, but concentrates on exercising the generalization capabilities of Neural Modular Networks (NMN) [31], 3.3 with different layouts that do not need prior knowledge about the task, and Memory, Attention,
and Composition (MAC) [32], Relation Networks (RN) [33] and Feature-wise Linear Modulation (FiLM) [34]. The proposed dataset contains images with letters and digits and the reasoning tasks encompass only spatial relations. The experiments showed that the architecture of NMNs played a substantial role in their generalization capabilities; modules that are organized and connected in tree structure have an excellent generalization performance, comparable with models that use prior knowledge, whereas a set of modules structured as a chain fail just because of that reason. It is a key insight that to achieve compositionality, apart from parameterization their has to be successful specialization between the modules and the layout must be inducted adequately.

Recent research of Keysers et al. [35] provides directives on how to systematically construct splits of synthetic datasets that have a primary goal to measure compositional generalization and not some domain adaptation. According to their research, each different training-test split consists of a different compositionality experiment; they exercised different encoder-decoder architectures and showed that cases with overall very high accuracy have a significant drop in performance (reaching even values as low as 20% accuracy) for carefully designed splits. They adapted an already created textual dataset comprised by very few atoms and rules, thereby enforcing that complexity will only emerge as a result of rule composition. Desired properties of benchmark datasets should be that atoms and their distribution are similar in both training and test set, but the distribution of the compositions is at the same time as different as possible (as measured by the Chernoff coefficient [36]). The designed dataset, as well as the splits, do exercise generalization abilities of previously invented ones, such as extrapolation, number of patterns and so on. Nevertheless, the images in each split are not generated fulfilling only one criterion, but several ones at the same time.

### 3.2.1 Visual Question Answering dataset (VQA)

One of the first visual question answering datasets is simply called Visual Question Answering (VQA) and was created in 2015 [13]. The dataset consisted of real images as well as questions that were created based on human-generated captions. State of the art architectures of that time provided good performance, but their generalization and compositionality was questioned and tested with an extension of the original dataset called Compositional VQA (C_VQA) [26]. This dataset was carefully crafted so that the distribution of questions across splits (in comparison to its first version [13]) remains the same across splits, but the answer distributions for a particular question type should be different. All architectures showed a drop in performance on the new dataset - even the Neural Module Networks [31, 33.1] which have a built-in compositional architecture. This is assumed to be because of the LSTM that uses strong language priors, which in the case of the original dataset are similar for training and test set, but in C_VQA this was not longer the case.

### 3.2.2 Compositional Language and Elementary Visual Reasoning diagnostics dataset (CLEVR)

The Compositional Language and Elementary Visual Reasoning diagnostics dataset (CLEVR) [37] is one of the mostly used datasets that were used for visual question answering systems and was also challenged and improved by diverse research groups [38]. The scene contains preliminary simple three-dimensional geometrical objects (cubes, cylinders, spheres) of various colours, sizes and textures, each time in a different constellation. For each image there is a set of possible questions that were synthetically generated with a functional program; each of them is created by a chain or tree of reasoning functions encompassing mainly relations, logical, existence, uniqueness, counting and comparison concepts. By that means, the ground truth is available on-demand and can be used to verify the performance of neural networks that learn the corresponding concepts which are presupposed for resolving the reasoning tasks and correct answering of questions. Surprisingly, there were technical solutions [33.1] that provided the expected answer, without necessarily following the ground-truth defined reasoning sequence.

The generalization aspect [32] was considered thoroughly in CLEVR; rejection sampling was incorporated to make sure that the answer distribution is uniform. Furthermore, the questions textual content can impose biases, since long and complex questions contain more concepts and will need longer reasoning paths on-trend. The neural network architectures of that time relied on image and textual alignment of embeddings and therefore showed poor generalization results. Even in cases where the test image was only differing by one attribute value from an image that was encountered in the training set, the performance was not satisfactory. This indicated the fact that deep learning models do not have disentangled representations of attributes and objects which explained the drop in performance of those models on unseen images and questions that were composed by the same means (distributions) as the ones in the training set.

An expansion of CLEVR called CLOSURE was invented in 2020 by Bahdanau et. al. [39], together with a proposed architecture that is inspired by Neural Module Networks [37, 33.1] as well as symbolic approaches described in [33.2]. They observed that CLEVR does not have uniformity in the label of the training and test set, comparison questions only use spatial referring expressions and other related artefacts that made the path for the creation of an enhanced synthetic dataset. They argue that the questions in the test set must have a different distribution - even if the image distribution is the same - and it should contain new combinations of already learned semantic and syntactic components. Another variation of the CLEVR dataset concentrating on relational reasoning is Sort-of-CLEVR [33]. This is a distilled two-dimensional version of CLEVR containing images that have always a fixed number of objects, the only attributes are colours, the questions have fixed length and consist of relational and non-relational questions. Another variant called CLEVR-Humans [40] contains the same images but uses questions that are posed by humans, have much more diversity and are linguistically more complex than the syn-
thetic generated ones.

3.2.3 CoLlision Events for Video REpresentation and Reasoning dataset (CLEVERER)

CoLlision Events for Video REpresentation and Reasoning (CLEVERER) [41] is a dataset that extends CLEVR [5.2.2] with the goal of exercising temporal and causal reasoning abilities of neural networks. The dataset is not comprised of static images, but of videos that depict collisions between the predefined objects, which as in CLEVR have a predefined set of attributes and appear in different constellations. To answer the questions provided in the dataset correctly, the neural networks have to be able to reason counterfactually, in terms of “what-if” and “what-if not” a collision event would happen (or not) and explaining which dependencies between positions and occurring events exist. Recognizing the motion of the moving objects in the videos helps the models maintaining non-static but constant information about the involving objects. Causal relation recognition requires separate object representations, whereas causal reasoning could be overtaken by symbolic logic [5.3.2] resembling roughly the System 1 and System 2 division of cognitive abilities [42], [43]. As in CLEVR, countering bias was supported by ensuring that each possible answer of each question is valid in the same number of images.

3.2.4 Compositional Reasoning Under Uncertainty dataset (CURI)

Newer benchmark datasets are created with the goal of exercising machine learning models on concept learning under uncertainty [44]. Concepts can be ambiguous and are no longer rigid labels; for example, one image can belong to many different concepts. Each concept is expressed by a probabilistic context-free grammar containing (among others) logical operators and comparisons. The number of samples in the dataset is predefined so that the acquisition of a concept has to be made by limited data. Furthermore, new challenges arise by the comparison of different data modalities, such as images, sounds and symbolic schemes in textual form. The comparison of the different performances, representations and appropriate models sheds light on the commonalities and differences of the input data and the task itself.

The data are according to pre-defined hypotheses and either satisfy a concept (positives) or not (negatives), with a particular probability. Current representation learning methods [45] that are used to embed the states of reinforcement learning environments, are also based on this scheme of positive and negative examples created by corruption of the positives. The compositionality gap is measured by the comparison between an ideal Bayesian learner that has access to all the hypotheses. Furthermore, stronger and weaker generalization tasks are defined, by the targeted choice of negatives that have partial overlaps with the concept of the positives. Generalization is tested by strategically designed splits between the data that are used for training and ones that comprise the test set. For example, to evaluate how well the generalization is accomplished, easier concepts (with smaller prefix sequence length) are present only in the training set, whereas the test set contains only complex concepts.

3.2.5 Raven-Style Progressive Matrices (RPM) dataset

The Raven Progressive Matrices (RPM) test [46], [47] is a non-verbal test, invented by psychologists mainly to test the recognition of relations between objects and attributes. Each test is comprised of a $3 \times 3$ matrix; each row of this matrix contains images having the same relationship with each other. The relations consist of logical operators, comparisons and counting objects, which is still a challenging task for current state-of-the-art neural networks. The question entity must choose the adequate answer from a set of candidate images; this consists a major difference with the rest of the datasets and cognitive tasks explained in this section. The images consist of simple abstract shapes, selected from a closed set. A smaller but more diverse dataset following the main principles of RPM, called Relational and Analogical Visual rEasoNing (RAVEN) [48], was used to exercise the reasoning capabilities of Relation Networks 3.3.3. The creation of each image is made with the use of more structures and instantiations, as well as follows more diverse types of rules - although they are hierarchical. Furthermore, researchers did not only compare the performance of the models w.r.t. ground truth, but also to human performance.

A new benchmark for visual reasoning for real images goes beyond testing the generalization capabilities of non-abstract scenes [49]. Although the style of the posed problem follows the structure of the RPMs, meaning that the input is still a $3 \times 3$ matrix of images connected by a particular relation at each row, the set of possibilities is open and the data are sampled from the Visual Genome [https://visualgenome.org/]. As for the purpose of CLEVERER 3.2.3, the ultimate goal is to evolve towards real data scenarios that will be of more practical use to the corresponding scientific communities and industry. The researchers of [49] created a detailed list of data splits with interpolation/extrapolation, held-out objects, attributes and relationships, since the neural networks that they used to struggle with out-of-distribution data. An important requirement for the machine learning solutions that will solve those tasks efficiently is also the computation of a simple abstract description that will be used as a generative explanation for the discovery of the correct image.

3.2.6 Bongard-LOGO dataset

The Bongard-LOGO diagnostic dataset [50] has as starting point the Bongard problems (BPs) [51], [52]. The Bongard problems are comprised of a set of visual concept learning tasks, each of them defined by two sets of image examples that need to be differentiated. The first one is called positive and the second one negative. All images of the second set do not obey the concept of the first. A textual description of the concept that generated the image sets is desirable; nevertheless, the authors state that there are concepts that are not easy to be expressed even by humans. Therefore it is not a central point of this dataset, since a human or an algorithm could just state if an unseen image belongs to the same concept that generated a fixed number of others, even without explicitly stating what concept that is.

The two sets of image examples have a small number of images created by programs written in the action-oriented
LOGO language [53]. There are fundamental differences between these datasets and the previously mentioned in subsections 3.2.2, 3.2.3, 3.2.4. Firstly, although the generated images are comprised of basic elements, such as strokes, have different attributes and belong to different categories, they should not be differentiated by them. There is only one object in the image, but the perception must be rotation-invariant and scale-invariant. Secondly, the fact that different images can be generated by different concepts is not perceived as ambiguity as in CURI 3.2.4 but as a contextual hierarchical difference. The context is defined by the rest of positive and negative images in the dataset, and one of the main hypotheses is that current pattern recognition machine learning models have a context-free implementation policy.

One notable similarity of the Bongard-LOGO problems and the third challenge of the KANDINSKYPatterns 4.5. A set of (typically smaller) objects are not perceived individually, but as a whole, provided that they have a recognizable arrangement. (TODO: Reference to image). In this case, there is a trade-off of concepts that are made by analogy making; the image description is not made by the listing of those objects, but the description of the form that is created by all of them.

The researchers did experiments with current state-of-the-art machine learning models that tackle few-shot problems, use meta-learning principles and symbolic methods to solve the aforementioned tasks. Furthermore, they conducted studies with humans of two levels of expertise to compare the performance of classification. Thereby, they showed that even the most progressed machine learning solutions did not perform as well as humans; this is an indication of the lack of concept learning capabilities compared to humans. For this type of research it is important not to find a solution to a particular subset of problems - since some Bongard problems are already solved - but an effective solution that will encompass all posed problems.

3.2.7 Other related diagnostic datasets
A two-dimensional dataset that has several similarities with the KANDINSKYPatterns is “ShapeWorld” [54]. The images do contain abstract shapes and the captions are synthetically generated by following the rules of a predefined grammar. This grammar defines a one-to-one mapping of entities to nouns, attributes to adjectives and relations. The researchers did not proceed in evaluating the performance of state-of-the-art neural networks and comparison with human performance. Furthermore, the dataset “bAbi” for text comprehension [55] also follows several principles as the aforementioned ones, but targets only textual data. Parallel research for the generation of synthetic datasets for physical [56] and mathematical reasoning [57] is currently evolving.

3.3 Technical Solutions
This section lists and describes the main directions of research that are used currently in concept and representation learning. The list is by no means exhaustive, but it is representative as far as categorization is concerned; variations and improvements of (what is considered to be) the central idea, architecture and overall solution strategy can be Although distinct, they are sometimes entwined since in several cases components from one technical solution are used in another, usually with an adequate adaptation and improvement.

3.3.1 Neural Module Networks (NMN)
Neural Module Networks (NMN) [31], [58], [59] were the first attempt to solve visual question answering tasks in a modular way. The researchers understood that the questions can be decomposed into concepts that reoccur and thought of specially designed neural network architectures that specialize to each of them separately. The modules themselves contain fully connected, convolution and attention components as well as non linear activations that are composed in a different sequence, depending on the sub-task they need to solve. For example, to combine two already learned concepts, the corresponding module merges the two attentions from the already computed visual groundings by stacking first, then applying convolution and lastly passing the result from a non-linearity. The possible inputs and outputs of the modules are also constrained to be either images, attentions or labels, in a way that resembles software Application Programming Interfaces (API) [60].

To answer a question, the right modules must be picked and a combined, modular architecture needs to be created. At training time, a separate neural network learns how to select the set of necessary modules, how to connect them with each other so that they jointly learn the necessary representations to answer the question. This can be a recurrent neural network (RNN) that outputs the textual symbolic expression of the optimal module structure. The search over the space of all possible layouts, was made even more efficient with the use of reinforcement learning [61] and incorporation of expert policies that were used for pre-training.

The neural modules did not learn disentangled representations of concepts, needed one dedicated module for each concept and at test time did not show robustness to unseen questions. Nevertheless, they are considered interpretable, have modular structure meaning that they can be “pluggable” in several architectures and were an important starting point for later architectures and research directions such as the Relation Networks (RN) [3.3.3] and the neuro-symbolic hybrid models [3.3.2]. The communication between modules in an interface-like way, by the same means, that programs for the composition of higher-order concepts from simpler ones is a recent improvement that makes them more extendable [60].

3.3.2 Hybrid Neurosymbolic
Neuro-symbolic methods divide their architecture into two parts; one is processing the data learning the appropriate embeddings, whereas the other learn symbolic representations of the input data. The representation of the image is thereby disentangled from the symbolic execution engine that processes its symbolic representation, thereby enabling different types of images to be executed by it as long as they can conform to the learned representation scheme.

One of the first works [62] parses the scene with a state-of-the-art image processing CNN, to extract objects as well as their features (color, shape, size, material and coordinates). The input question is used as input to an LSTM that
outputs programming code to process the structural representation extracted from the image by the CNN. Each logical operation and relation ability required by the model has its corresponding programming language module; the set of all those modules is pre-defined by human domain knowledge and is therefore also interpretable. To test generalization, researchers applied the learned model on a dataset containing Minecraft scenes where the resulting structural representations were, as expected, longer than the ones that were generated for the CLEVR dataset.

Generalization to images containing natural scenes that were not encountered at training time is not possible with this method.

To make the representation trainable and less rigid, one has to make it learnable by optimization. The main difference is that after the image is processed by the CNN, neural operators implemented by simple linear layers of neurons learn the concept embeddings. With the use of curriculum learning the easiest concepts involving shape and colour are learned and separated first, and then the neural operators can learn more difficult ones. The optimization is guided by the REINFORCE algorithm to produce a program that obeys a specially designed domain language (DSL) and is therefore interpretable. This helped the overall architecture to have greater generalization capabilities that are tested on scenes containing more objects, non-encountered attribute combinations as well as learning a completely new colour (zero-shot learning). An extended version that performs classification by discriminating if two concepts have a particular meta-concept relation, which although needed an enhanced input dataset considering meta-concepts, produced disentangled representations of concepts and was more data-efficient.

In [69] it is shown that for the extension dataset CLOSURE of CLEVR, neural-symbolic solutions do not generalize well. The user’s domain knowledge is a requirement for the design of this system and for any new dataset the adaptation overhead is bigger and non-systematic compared to other technical solutions.

Neural grammar induction with the use of visual groundings is a state-of-the-art research topic where improvements are constantly discovered. With the use of a mixture of probabilistic context-free grammars called compound (C-PCFGs), and additional loss for unlabeled text, several performance metrics are improved and biases from which shorter textual descriptions were benefited are weakened. Each production rule of the grammar is followed with a particular probability, which is assumed to have learnable parameterization. Neuro-symbolic methods help beyond supervised visual question answering; they can also provide solutions for automatic syntax and semantics learning from captions, in an unsupervised way. Visual grounding of images and sampled constituency trees representations is learned in alternation with a loss that encourages their alignment. The REINFORCE algorithm is used as in [25] for gradient estimation of the parameters; the reward uses the concreteness of the representation of each text constituent and discourages abstract ones that do not have the corresponding grounding. Furthermore, data from other modalities, such as different languages do help the performance of the algorithm.

### 3.3.3 Relation Networks (RN)

Relation Networks consist of a specially designed architecture that has high performance on the Sort-of-CLEVR dataset that focuses on exercising specifically the relational reasoning capabilities. The parameters of the neural network learn relations between the objects in a way that draws parallels with the way CNNs learn weights to capture the translational invariances in the input images or the dependencies between the input sequence in the case of Recurrent Neural Networks (RNN). Each pair of objects is linearly weighted, consisting of the input to an individual non-linear function; the sum of all of them is, in turn, parameterizable, making the model considerably complex (quadratically) v.r.t. the number of the number of objects in the image. The authors draw parallels on their solution with graph theory since their model operates on a complete graph; in later solutions of concept learning, RNs are also seen as Graph Neural Networks (GNN). The model uses an image processing part and the CNN feature maps are used as input to the relational network; at the same time, the question is processed by an LSTM that conditions the RN with question embeddings; the relations are learned independently from object recognition. The results indicate that the successful architectures for the solution of those tasks must contain separated components for input structure processing and dedicated modules for relational reasoning.

The performance and robustness of Relation Networks (RN) was improved recently by “plugable” modules called Set Refiner Networks (SRN). The main idea bases on the acknowledgement that the effectiveness of a neural network depends on the vector representations of the input elements compute at the perceptual stage (which in the case of images is usually learned by a CNN). SRN modules consist of a stage between the input embedding and the reasoning component, but instead of mapping the embedding to a set, they encode the set representation to an input embedding, that they can be pass onto the RN. Those representations are shown to be decomposed properly and support thereby the relationship learning task, even in cases where an input entity belongs to many set elements. Iterative inference refines an initial output of a set generator to search for its mapping to an appropriate embedding in an unsupervised fashion. Experiments in the image processing domain, comparing the number of derived set elements and the number of objects, as well as tasks considering translations measure the effectiveness of this representation. The Sort-of-CLEVR extension of CLEVR is shown to be solvable with higher performance with the use of the SRN module, without any other quantitative changes in the RN architecture. Furthermore, SRNs have shown their value in Reinforcement Learning representation learning of the environment’s state and in textual relations detection where the set encoder uses a Graph Neural Network (GNN) to create an iteratively refinable graph vector representation.

### 3.3.4 Graph Neural Networks (GNN)

Graphs and Graph Neural Networks (GNN) are currently used extensively in image segmentation, text processing, biological network analysis and xAI methods.
More specifically, concept graphs [72] consist of an attempt to compute a graph from the concepts that are learned by trained neural network models and relations thereof. They draw inspiration from Bayesian models (which are also graphical models [15, 73]) that have interpretable random variables but lack performance and abilities to generalize to the weights of trained deep neural networks with hierarchical clustering. The ultimate goal is to find active inference trails in the created graphical model, based on assumptions about the network weights and create visual trail descriptions that will be validated by medical professionals [74].

Compositional generalization in both CLEVR and CLO-SURE datasets [3.2.2] has also been achieved with high performance using multimodal GNNs [68]. The caption or question text, as well as the image scene, consist of the two modalities that are represented as graphs; the common GNN (which is a Graph Isomorphism Network (GIN)) calculates the correspondence between them. Joint learning of the representations by fusion is beneficial over symbolic approaches discussed in 3.3.2 for scaling to more natural images, with more complex objects and longer text as well as joint compositional reasoning. The learned GNN embedding is used for downstream tasks, such as caption truth prediction tasks and generalization tests, not only with good overall performance but specific to all different concept learning subtasks.

An effective solution for the RPM matrices [3.2.5] as well as the Euler Diagram Syllogism [75], is given by [76]. The performance of this solution is better than the previously developed Relation Networks (RNs) [67] (described in 3.3.3), although the ultimate goal of this work is also to capture the relations between the objects of different images. The loss that is minimized is identical to [67], but the methodology uses multiplex graph networks that process relations embeddings. One of the key ideas is that the graph does not have as nodes the objects like a scene graph, but the summarization of graphs. The overall architecture contains a pipeline of object representation, graph processing and reasoning; each of them passes the embeddings to the next one. To enable the algorithm to succeed in several different concept learning tasks, different aggregation types are used; concepts that compare size use maximum and minimum feature aggregations, whereas sum is going to be necessary for the counting of objects. It is argued that symbolic methods as the ones described in subsection 3.3.2 would not be effective in the PGM and RAVEN dataset [3.2.5] since those datasets do not provide a question to trigger the creation of a grammar or program. Nevertheless, the need for logical rule extraction from the learned entangled representation is explicitly stated as a requirement for interpretability.

Overall, GNNs are a promising direction for further research for concept and representation learning as well as visual question answering, since they provide new desirable properties that previous neural network architectures did not have. For example, neuro-symbolic methods [3.3.2] can be improved with the application of GNNs [77, 78] by processing the probabilistic scene graph extracted from the image, in a different way than the causal models described in 3.3.5. Furthermore, multi-modal GNNs can express counterfactuals [79] that have been shown profitable for visual question answering solutions [80], enhancing particularly the generalization capabilities of the models [81].

3.3.5 Causal models

Causal generative models are also used to infer the scene generation process of benchmark datasets per se [82]. Prior knowledge in the form of assumptions and inductive biases about their dependencies and form, are encoded by the predefined structure of a probabilistic graphical model (PGM) that uses variational inference as a means to learn its parameters from data. After this unsupervised model is fixed, a competition between the mixture elements is performed and the most likely composition of objects emerges as the result. The use of attention [83] helps selecting the image regions containing objects and can deal with occlusion as well as scene depth. Thereby, all possible compositions of objects as well as their attributes and relations are sequentially “explained away” and all recombinations of their representations are supported in the generative phase. The use of such models for explainability - which is considered built-in per design - and concept as well as representation learning is a promising research direction.

The work of Hudson and Manning [32] and [84] over the years is also concentrated on solving the concept learning and reasoning challenges with the use of causal models. Their research focuses on the computation of a Neural State Machine that extracts a probabilistic scene graph from each input image and expresses thereby the objects, attributes and relations. The probabilistic model will be able to answer questions by applying inference on the causal model in a sequential fashion. Each question is decomposed to reasoning parts; an inference procedure needs to be applied by traversing the causal variables involved to provide the answer. This model also uses domain knowledge, since the semantic concepts are pre-defined and can be used for the factorization of the model. This is exactly what provides the desired disentanglement properties and the required modularity. The embeddings of objects, attributes and relations are defined in an initial state and the goal of the training procedure is to align the degree of belief for each detected component of the image with the corresponding embedding. Since each entity in the image is represented by a set of vectors, the created representations are disentangled and can be recombined at test time on datasets with different distributions, context and text conforming to different grammatical rules with good generalization properties. On the other hand, rarely encountered entities cannot have a good representation, thereby hindering generalization performance. The random variables do provide greater interpretability, since they express known components, but do not support completely unseen configurations that do not have a corresponding random variable properly.

3.3.6 Reinforcement Learning (RL) inspired solutions

The work of Misra et al. [85] is inspired by design principles of Reinforcement Learning (RL) [61] to tackle the concept learning problem of CLEVR dataset [3.2.2] not by means of a specially designed neural network architecture, but by learning to adjust the dataset presented to the model during training. The architecture consists of a typical image processing neural network and a text processing one
that is conditioned on the extracted image features of the first. Nevertheless, the training procedure does not rely on a “passive” dataset; the model even learns the language model that the questions should follow by a process called Visual Question Generation (VQG). The overall architecture consists of a question generator that is trained to compute questions that are relevant so that the answering module can learn a policy that is driven by rewarding positively the expected accuracy improvement; this expresses the informativeness value of the question that was selected.

The researchers showed that the concepts occurring during the learning phase proceed from the easiest ones to the most difficult ones, which resembles curriculum learning which was explicitly used in neuro-symbolic solutions and in this work it is emerging. Furthermore, this method is more sample efficient, learns autonomously which questions are more profitable to ask long-term and has an actionable behaviour on discovering which questions are invalid, redundant or more difficult than appropriate. The results showed the model although trained on a dataset that does not have the same distribution in the training and validation set as CLEVR does, it has comparable performance with explicitly designed models trained on CLEVR. In the case of CLEVR-Humans where the distribution is not the same, it has better performance, thereby indicating increased generalization capabilities.

3.3.7 Cognitive xAI
Cognitive xAI deals with the generation of cognitive rule-based explanations. It can be combined with already established xAI methods and enhancing them by bringing the human-in-the-loop. Domain experts define their own cognitive dictionary with a content that is independent of the xAI method. Nevertheless, the dictionary must be tailored to the method that will be improved and cannot be yet model-agnostic. In this case, the machine learning model is already built with the human-defined rules already, thereby enabling explanations understandable by humans per design.

4 KANDINSKY PATTERNS
KANDINSKY PATTERNS consist of KANDINSKY Figures that are mathematically describable, simple, self-contained, and thus controllable test datasets. Importantly, while they possess these computationally manageable properties, they are also easily distinguishable by human observers. Consequently, controlled patterns can be described in experiments by both humans and computers, e.g., as a quasi “intelligence test” for machines. We define a KANDINSKY Pattern as a set of KANDINSKY Figures, where for each figure an “infallible authority” defines that the figure belongs to the Kandinsky pattern. With this simple principle, we generate training and validation datasets that can be used for a wide variety of purposes, such as testing the quality of explanations and concept learning. Simplicity is necessary to limit the size of the training set.

4.1 Definitions
Definition 1. A KANDINSKY Figure is a square image containing 1 to $n$ geometric objects; $n$ limited to either

the computational capability and/or limited to a number still distinguishable for the human observer. Each object is characterized by its shape, color, size and position within this square. Objects do not overlap and are not cropped at the border. All objects must be easily recognizable and clearly differentiable by a human observer.

The set of all possible KANDINSKY Figures is given by definition 1 with a certain set of values for shape, color, size, position and the number of geometric objects. For example we can use for shape the values circle, square, triangle, etc., and for color values such as red, blue, yellow, etc., and we allow arbitrary positions and size with the restriction that it is still human recognizable. Refer to our Website and GitHub repo https://github.com/human-centered-ai-lab/app-kandinsky-pattern-generator for examples and for some example images.

Definition 2. A Statement $s(k)$ about a KANDINSKY Figure $k$ is either a mathematical function, $s(k) \rightarrow B$; with $B(0,1)$ or a natural language statement, which is either true or false.

Note: The evaluation of a natural language statement is always done in a specific context. In the followings examples we use well known concepts from human perception and linguistic theory. If $s(k)$ is given as an algorithm, it is essential that the function is a pure function, which is a computational analogue of a mathematical function.

Definition 3. A KANDINSKY Pattern is defined as the subset of all possible Kandinsky Figures $k$ with $s(k) \rightarrow 1$ or the natural language statement is true. $s(k)$ and a natural language statement are equivalent, if and only if the resulting $K$ contains the same $k$. $s(k)$ and the natural language statement can be defined as the Ground Truth of a Kandinsky Pattern.

The following example shall explain the “ground truthing”:

The ground truth $gt(k) = “the KANDINSKY Figure has two pairs of objects with the same shape, in one pair the objects have the same colors in the other pair different colors, two pairs are always disjunctive, i.e. they do not share objects”$ defines the KANDINSKY Pattern $K_{gt}$.

A specific hypothesis as $h_2(k) = “the KANDINSKY Figure consists of two triangles with different color and two circles of same color”$ generates a KANDINSKY Pattern $K_{h_2}$ with $K_{gt} \setminus K_{h_2} = \emptyset$, i.e. the KANDINSKY Pattern of $h_2(k)$ is missing KANDINSKY Figures which are in the KANDINSKY Pattern of the ground truth.

4.2 Properties
In a natural language statement about a KANDINSKY Figure humans use a series of basic concepts which are combined through logical operators, including AND, OR, NOT, etc., the following (incomplete) examples illustrate some concepts of increasing complexity.

- Basic concepts given by the definition of a KANDINSKY Figure: a set of objects, described by shape, color, size and position.
- Existence, numbers, set-relations (number, quantity or quantity ratios of objects), e.g. “a KANDINSKY Figure
contains four red triangles and more yellow objects than circles”.

- Spatial concepts describing the arrangement of objects, either absolute (upper, lower, left, right, between, ...), or relative (below, above, on top, touching, ...), e.g. “in a KANDINSKY Figure red objects are on the left side, blue objects on the right side, and yellow objects are below blue squares”, and concepts such as small, big, smaller as, bigger as, etc.

- Gestalt concepts e.g. closure, symmetry, continuity, proximity, similarity, e.g. “in a KANDINSKY Figure objects are grouped in a circular manner”.

- Domain concepts, e.g. “a group of objects is perceived as a “flower””. Remark: these are not yet found in other datasets.

4.3 Datasets and Example Challenges

KANDINSKY Patterns can be used as test datasets for various research questions, e.g. to address and evaluate the following topics:

1) Describe classes of KANDINSKY Patterns according to their ability to be classified by machine learning algorithms in comparison to human explanation strategies.

2) Investigate transfer learning of concepts as numbers, geometric positions and Gestalt principles*) in the classification and explanation of KANDINSKY Patterns.

3) Develop mapping strategies from an algorithmic classification to a known human explanation of a KANDINSKY Pattern.

4) Automatic generation of a human understandable explanation of a KANDINSKY Pattern.

*) Gestalt-Principles are important, because humans can recognize complex relationships even from line drawings consisting solely of contour-based shape features [89].

We invite the international machine learning community to experiment with our Kandinsky dataset [https://github.com/human-centered-ai-lab/dat-kandinsky-patterns/tree/master/challenge-nr-1] and re-use and contribute to the Kandinsky software tools [https://github.com/human-centered-ai-lab/app-kandinsky-pattern-generator).

Please note that the main aim of the training datasets and the following challenges is not in the evaluation of machine learning algorithms, but most of all in explaining the successful classification by human understandable statements.

4.3.1 Example Challenge 1 - Objects and Shapes

In the challenge Objects and Shapes the ground truth g(k) is defined as “in a KANDINSKY Figure small objects are arranged on big shapes same as object shapes, in the big shape of type X, no small object of type X exists. Big square shapes only contain blue and red objects, big triangle shapes only contain yellow and red objects and big circle shape contain only yellow and blue objects”.

- Question 1: Which machine learning algorithm can classify Kandinsky Figures of challenge 1 - using it as benchmarks for novel NN.

- Question 2: Identify feature embeddings (colloquially “layers and regions”), but layers are architectural elements and do not have a correspondence to concepts, and regions is a too general term) in the network, which corresponds to “small” and “big” shapes and the restrictions and/or limitations on object membership and color, they might be as well entangled with each other.

Download the dataset for challenge 1 here: [https://tinyurl.com/KANDINSKY-C1](https://tinyurl.com/KANDINSKY-C1) [https://github.com/human-centered-ai-lab/dat-kandinsky-patterns/tree/master/challenge-nr-1]

4.4 Challenge 2 - Nine Circles

In the challenge Nine Circles the set of KANDINSKY Figures consist of 9 circles arranged in a regular grid.

The challenge is to find KANDINSKY Figures which are “almost true”, i.e. they fulfill a hypothesis similar to ground truth, but are counter factual (we mean the concept - not the image), this is very important and a novel aspect of the KANDINSKY Patterns.

- Question 1: Explain the KANDINSKY Pattern in an algorithmic way, i.e. train a network which classifies KANDINSKY Figures according to ground truth of challenge 2.

- Question 2: Explain the KANDINSKY Pattern in natural language.

Download the dataset for challenge 2 here: [https://tinyurl.com/Kandinsky-C2](https://tinyurl.com/Kandinsky-C2) [https://github.com/human-centered-ai-lab/dat-kandinsky-patterns/tree/master/challenge-nr-2]

4.5 Challenge 3 - Blue and Yellow Circles

In the challenge Blue and Yellow Circles the set of all possible KANDINSKY Figures consist of equal size blue and yellow circles. In the example figures shown in [88], Figure 11 shows KANDINSKY Figures according to ground truth, Figure 12 shows KANDINSKY Figures with approximately the same number of objects not belonging to the KANDINSKY Pattern and Figure 13 shows KANDINSKY Figures which are “almost true”, i.e. they fulfill a hypothesis similar to the ground truth.

- Question 1: Explain the KANDINSKY Pattern in an algorithmic way, i.e. train a network which classifies KANDINSKY Figures according to ground truth of challenge 3.

- Question 2: Explain the KANDINSKY Pattern in natural language.

Download the dataset for challenge 3 here: [https://tinyurl.com/KANDINSKY-C3](https://tinyurl.com/KANDINSKY-C3) [https://github.com/human-centered-ai-lab/dat-KANDINSKY-patterns/tree/master/challenge-nr-3]

5 Conclusion and Future Outlook

In the following, we summarize the main features of the KANDINSKY Patterns (KP), contrast them with CLEVR, CLEVERER, CLOSURE, CURI, Bongard-Logo and V-PROM and suggest some future work.

- CLEVR vs. KP:

  KP have concepts including counting, positional, colour,
shape which are similar to the basic concepts of CLEVR. Nevertheless, CLEVR encourages sequential processing of concepts, whereas higher-order concepts of KPs are hierarchical. One representative task involves arithmetic relations between different objects in a scene, for example, the number of blue and red objects equals the number of yellow objects; solving this task bases on learning to count objects.

- CLEVERER vs KP:
  CLEVERER is a completely different dataset than KP because it is designed for video and considers the temporal development of concepts. We work in a static environment; we don’t have the temporal aspect currently. With KPs, we are currently not testing whether causality principles of a phenomenon are discovered by a neural network but this could be addressed by exploring counterfactuals.

- CLOSURE vs KP:
  CLOSURE is an extension of CLEVR which requires better generalization and less bias. The difference with CLEVR itself is the language principles. Textual description KP concepts and challenges as well as generalization considerations must be addressed in KP.

- CURI vs KP:
  The novel component in CURI is its probabilistic grammar. This means that an image can belong to several different concepts with a certain probability. KP basic and high-order concepts also exhibit this property, therefore the construction of an appropriate grammar expressing ambiguity is a requirement.

- Bongard-LOGO vs KP:
  The Bongard-LOGO dataset has the most similarity with the KP-challenges. It is the only dataset where textual output is not necessary and classification without description is a big challenge. The third challenge of KP, which is thought of as the most challenging, has a corresponding task in Bongard-LOGO.

- V-PROM vs KP:
  V-PROM extends Bongard-Logo for real images. The tasks themselves have a similar structure to Bongard-LOGO; that provides inspiration for extension of KP to real medical images.

KANDINSKYPatterns have great potential to serve the needs of the international research community in pattern analysis and machine intelligence in general and on helping to understand concepts, ultimately from the medical domain. As other datasets that evolved over the years and variations of them are invented, KANDINSKYPatterns will need to adapt evolutionary as well: The first enhancement is in the definition of a grammar and/or a domain-specific language that encompasses the basic concepts that are relevant to a medical diagnosis (see also [90]). The dependencies between them, as well as their hierarchical compositional structure, needs to be clearly defined. Aspects including ambiguity and data that could be produced by several concepts, have to be supported by the expressive capabilities of the designed language. At the same time, this textual representation must correspond to the way people in general and medical professionals, in particular, express their understanding.

All technical solutions presented in section [33] can be investigated utilizing the KP dataset. Their performance needs to be carefully documented before developing new AI solutions tailored to KP needs. New neural network architectures or even hybrid methods that incorporate symbolic knowledge need to be invented. In this regard, various xAI methods will be very helpful in shedding light on the reasons behind the successes and shortcomings of the tested methods.

Dedicated splits that systematically test the generalization and compositional abilities of state-of-the-art neural networks on the KANDINSKYPatterns dataset, as well as considerations about the distributions presented in the training and test phase (input images and text), need to be implemented. The repository allows developers and data scientists unconstrained generation of verified data, but few-shot learning is one of the important goals of recent neural network solutions. This leads naturally to a comparison with human-level performance as far as correct concept recognition, expression in natural language and human generalization and disentanglement abilities. The quantification of how well humans describe and discriminate KP as well as the comparison to the ground truth is an important metric that will be used for comparison to the AI solutions performance (without human performance being necessarily better, as seen in [49]).
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