Abstract. We study semifinite harmonic functions on the zigzag graph, which corresponds to Pieri’s rule for the fundamental quasisymmetric functions \( \{F_\lambda\} \). The main problem, which we solve here, is to classify the indecomposable semifinite harmonic functions on this graph. We describe the set of classification parameters and an explicit construction that produces a semifinite indecomposable harmonic function out of every point of this set. We also establish a semifinite analog of the Vershik-Kerov ring theorem.
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1. Introduction

The zigzag graph \( \mathbb{Z} \) is a \( \mathbb{Z}_{\geq 0} \)-graded graph whose vertices correspond to the compositions of natural numbers and which edges are defined via the Pieri rule for fundamental quasisymmetric functions. The zigzag graph is the Hasse diagram of the subword order on the set of binary words, see Section 2.

A function on the set of vertices of the zigzag graph is called harmonic, if the value at any vertex \( \lambda \) from the \( n \)-th level equals the sum of values at all vertices from the \( n + 1 \)-st level joined with \( \lambda \) by an edge. Harmonic functions are assumed to be real-valued and non-negative; furthermore, they can take the value \( +\infty \). A. V. Gnedin and G. I. Olshanski have described all finite harmonic functions on the zigzag graph \[GO06\]. These functions are in bijection with the probability measures on the space of pairs of disjoint open subsets of \( (0, 1) \). Moreover, the indecomposable harmonic functions correspond to the delta-measures.
In the present paper we describe all indecomposable \textit{semifinite} harmonic functions on the zigzag graph. The semifiniteness condition means that at some vertices the function takes the value $+\infty$; for the precise definition, see Section 3. The main result is Theorem 5.5. It shows that the parameters of this classification are the so-called \textit{semifinite zigzag growth models}. A semifinite zigzag growth model is a pair of an infinite zigzag, which is a formal collection of possibly infinite rows and columns, and a tuple of real positive numbers that are summed to 1 and attached to infinite rows and columns. These numbers are treated as growth frequencies of the corresponding rows and columns. See Definitions 5.1 and 4.1 and Remark 4.8. One can treat a semifinite zigzag growth model as a pair of disjoint open subsets of $(0,1)$ consisting of finite number of intervals plus some additional discrete parameters (a tuple of zigzags assigned to boundary points of the intervals) by viewing each growth frequency as length of a subinterval of $(0,1)$, see Remark 5.2. Forgetting about the discrete part of the data, we obtain a pair of disjoint open subsets of $(0,1)$. It turns out that this pair corresponds to a finite indecomposable harmonic function that appears in the semifinite analog of the Vershik-Kerov ring theorem, see Theorem 3.14 and Proposition 5.7.

With the help of the ergodic method, A. M. Vershik and S. V. Kerov have described the semifinite harmonic functions on the Young and Kingman graphs [Ker89; KV83]. This method is applicable to any branching graph, but it requires an evaluation of some limit, which turns out to be complicated for the zigzag graph. Instead of the ergodic method, we will follow another approach proposed by A. J. Wassermann [Was81, chapter III, Section 6], see also [Saf21].

Note that the zigzag graph $\mathcal{Z}$ is the Bratteli diagram of some AF-algebra, and indecomposable semifinite harmonic functions on it correspond to normal factor representations of type $\text{I}_\infty$ and $\text{II}_\infty$ of this algebra.

1.1. \textbf{Organization of the paper}. In Section 2 we introduce the zigzag graph. In Section 3 the definition of semifinite harmonic functions is given and Wassermann’s method is briefly discussed. Section 4 is devoted to saturated primitive coideals of the zigzag graph. We find out which of them do not admit strictly positive semifinite indecomposable harmonic functions. Inside each of the remaining coideals we introduce an ideal, which we use in the subsequent section. Furthermore, we discuss some of the properties of that ideal and give a couple of examples. Main results of the paper, Theorem 5.5 and Proposition 5.7 are discussed in Section 5.

1.2. \textbf{Acknowledgements}. I am deeply grateful to Grigori Olshanski for many useful comments and stimulating discussions. I would like to thank Pavel Nikitin for careful reading of the paper and helpful discussions. Supported in part by the Simons Foundation. Partially supported by the Basic Research Program at the HSE University.

2. \textbf{The zigzag graph}

In this section we recall a few notions on the zigzag graph [GO06], see also [Tar18].

Let us consider compositions (ordered partitions) of natural numbers. We identify them with the ribbon diagrams, which are connected skew Young diagrams written in the French notation and containing no $2 \times 2$ blocks of boxes. A composition $\lambda = (\lambda_1, \ldots, \lambda_l)$ is identified with the ribbon Young diagram having $\lambda_i$ boxes in the $i$-th row. For instance, the only one composition of 1 gets identified with $\square$. The number of boxes in $\lambda$ equals $|\lambda| = \lambda_1 + \ldots + \lambda_l$. 

We treat ribbon Young diagrams as zigzags crawling from the top-left corner to the bottom-right corner. There is a bijection between the zigzags and the binary words, which we will discuss in details.

A binary word is a word in the alphabet of two symbols, + and −. We will use the following conventions

\[ + = + \ldots + \quad \text{and} \quad - = - \ldots - . \]

The bijection between the zigzags and the binary words is as follows. From left to right we read the symbols off the binary word and add boxes to the simplest zigzag \( \square \). If the symbol is +, then we add a box in the horizontal direction to the right, and if the symbol is −, then we add a box in the vertical direction to the bottom. For instance, the binary word ++ corresponds to the zigzag with one box in the first row and two boxes in the second row. The binary word corresponding to a zigzag \( \lambda \) will be denoted by \( \text{bw}(\lambda) \). So, \( \text{bw}(\square) \) is the empty binary word. The number of symbols in a binary word will be denoted by \(|·|\), so \(|\text{bw}(\lambda)| = |\lambda| - 1.\)

\[
\lambda = \begin{array}{c}
\square \\
\square \\
\square \\
\square \\
\end{array}
\quad \text{bw}(\lambda) = +++--+++
\]

**Figure. 1.** A zigzag diagram and its binary word

For binary words \( a \) and \( b \) we write \( a \nearrow b \) if and only if \(|b| = |a| + 1 \) and \( a \) can be obtained from \( b \) by deleting a single symbol. For zigzags \( \lambda \) and \( \mu \) we write \( \lambda \nearrow \mu \) if and only if \( \text{bw}(\lambda) \nearrow \text{bw}(\mu) \).

**Definition 2.1.** The zigzag graph \( \mathcal{Z} \) is a graded graph \( \mathcal{Z} = \bigsqcup_{n \geq 0} \mathcal{Z}_n \), where \( \mathcal{Z}_n \) is the set of all zigzags consisting of \( n \) boxes. By definition \( \mathcal{Z}_0 \) is a singleton \( \mathcal{Z}_0 = \{\varnothing\} \). There is an edge going from \( \lambda \) to \( \mu \) if and only if \( \lambda \nearrow \mu \). All edges of \( \mathcal{Z} \) are by definition simple.

**Figure. 2.** The first few levels of the zigzag graph \( \mathcal{Z} \)
Let $QSym$ be the algebra of quasisymmetric functions and $\{F_\lambda\}_{\lambda \in \mathbb{Z}}$ be the fundamental quasisymmetric functions defined in \cite{Ges84}, see also \cite{Sta99} p. 357. There is a Pieri-type rule for this basis

$$F_\mu F_\lambda = \sum_{\mu \vdash \lambda' \setminus \mu} F_\mu,$$

which reflects the branching rule for the zigzag graph, see \cite{Sta99} p. 482, Exercise 7.93 or \cite{LMW13} p. 35, (3.13).

3. Branching graphs and semifinite harmonic functions

In this section we give the definition of semifinite harmonic functions and briefly recall their main properties. The proof of Theorem 3.5 relies on Proposition 3.3, Theorem 3.10, Proposition 3.11, and Theorem 3.15. A similar approach was used by A. Wassermann for the description of semifinite harmonic functions on the Young graph \cite[chapter III, Section 6]{Was81}. The material from the present section is contained\footnote{The papers \cite{SV75, Bra72, Was81} deal with operator algebras, while we work with combinatorial objects and talk about harmonic functions on branching graphs instead of traces on AF-algebras.} in \cite{SV75, Was81, Bra72} and \cite{KV83, KV85, KV90}. A detailed combinatorial exposition can be found in \cite{Saf21}.

3.1. Coideals of branching graphs. In all what follows, graded graphs are assumed to have finite levels and simple edges, which join only some vertices from adjacent levels. We assume that the edges are oriented from lower to higher levels and each vertex is joined by an edge with some vertex from the higher level. The level of a vertex $\lambda$ is denoted by $|\lambda|$. We write $\lambda \nearrow \mu$, if there is an edge going from $\lambda$ to $\mu$. A path is a (finite or infinite) sequence of vertices $\lambda_1, \lambda_2, \lambda_3, \ldots$ such that $\lambda_i \nearrow \lambda_{i+1}$ for every $i$. We say that $\nu$ lies above $\mu$ if $\nu$ belongs to a higher level than $\mu$ and they can be connected by a path. In this case, we write $\nu > \mu$. The number of paths going from $\lambda$ to $\mu$ is denoted by $\dim(\lambda, \mu)$ and is called the shifted dimension. A graded graph $\Gamma$ is called a branching graph, if $\Gamma_0 = \{\emptyset\}$ is a singleton and for any vertex there is a vertex from the lower level joined with that by an edge.

**Definition 3.1.** A subset of vertices $I$ of a graded graph $\Gamma$ is called an ideal, if for any vertices $\lambda \in I$ and $\mu \in \Gamma$ such that $\mu > \lambda$ we have $\mu \in I$. A subset $J \subset \Gamma$ is called a coideal, if for any vertices $\lambda \in J$ and $\mu \in \Gamma$ such that $\mu < \lambda$ we have $\mu \in J$.

There is a bijective correspondence $I \leftrightarrow \Gamma \setminus I$ between ideals and coideals. Let $J$ be a coideal and $I = \Gamma \setminus J$ be the corresponding ideal. Then the following conditions are equivalent:

1) if $\{\mu \mid \lambda \nearrow \mu\} \subset I$, then $\lambda \in I$

2) for any $\lambda \in J$ there exists a vertex $\mu \in J$ such that $\lambda \nearrow \mu$.

**Definition 3.2.** An ideal $I$ and the corresponding coideal $J$ are called saturated, if they satisfy the conditions above. A saturated ideal $I$ is called primitive, if for any saturated ideals $I_1, I_2$ such that $I = I_1 \cap I_2$ we have $I = I_1$ or $I = I_2$. A saturated coideal $J$ is called primitive, if for any saturated coideals $J_1, J_2$ such that $J = J_1 \cup J_2$ we have $J = J_1$ or $J = J_2$.

The bijection $I \leftrightarrow \Gamma \setminus I$ maps primitive saturated ideals to primitive saturated coideals and vice versa.

Let $\Gamma$ be a branching graph. The space of infinite paths in $\Gamma$ starting at $\emptyset$ will be denoted by $\mathcal{T}(\Gamma)$. To every path $\tau = (\emptyset \nearrow \lambda_1 \nearrow \lambda_2 \nearrow \ldots) \in \mathcal{T}(\Gamma)$ we associate the saturated primitive coideal $\Gamma_\tau = \bigcup_{n \geq 1} \{\lambda \in \Gamma \mid \lambda \leq \lambda_n\}$.
Proposition 3.3. [Bra72; SV75; Was81, p.129; Saf21, Proposition 2.6]

1) A saturated coideal $J$ of a graded graph is primitive if and only if for any two vertices $\lambda_1, \lambda_2 \in J$ we can find a vertex $\mu \in J$ such that $\mu \geq \lambda_1, \lambda_2$.
2) Every saturated primitive coideal of a branching graph is of the form $J = \Gamma_{\tau}$ for some path $\tau \in \mathcal{T}(\Gamma)$.

Definition 3.4. A graded graph $\Gamma$ is called primitive if for any vertices $\lambda_1, \lambda_2 \in \Gamma$ there exists a vertex $\mu \in \Gamma$ such that $\mu \geq \lambda_1, \lambda_2$.

3.2. Semifinite harmonic functions. Let $\Gamma$ be a graded graph.

Definition 3.5. A function $\varphi : \Gamma \to \mathbb{R}_\geq 0 \cup \{+\infty\}$ is called harmonic, if it satisfies the following condition

$$\varphi(\lambda) = \sum_{\mu : \lambda \nearrow \mu} \varphi(\mu).$$

The set of all vertices $\lambda \in \Gamma$ with $\varphi(\lambda) < +\infty$ is called the finiteness ideal of $\varphi$. We denote the zero ideal $\{\lambda \in \Gamma | \varphi(\lambda) = 0\}$ by $\ker \varphi$ and the support $\{\lambda \in \Gamma | \varphi(\lambda) > 0\}$ by $\supp \varphi$.

Note that there is an obvious bijection between harmonic functions on a graded graph $\Gamma$ with the given support $J$ and strictly positive harmonic functions on $J$. We will use it many times throughout the paper.

The symbol $K_0(\Gamma)$ stands for the $\mathbb{R}$-vector space spanned by the vertices of $\Gamma$ subject to the following relations

$$\lambda = \sum_{\mu : \lambda \nearrow \mu} \mu, \quad \forall \lambda \in \Gamma.$$ 

The symbol $K_0^+(\Gamma)$ denotes the positive cone in $K_0(\Gamma)$, generated by the vertices of $\Gamma$, i.e. $K_0^+(\Gamma) = \text{span}_{\mathbb{R}_{\geq 0}}(\lambda | \lambda \in \Gamma)$. The partial order, defined by the cone $K_0^+(\Gamma)$, is denoted by $\geq_{K}$. That is $a \geq_{K} b \iff a - b \in K_0^+(\Gamma)$. For instance, if $\lambda \geq \mu$, then $\mu \geq_{K} \dim(\mu, \lambda) \cdot \lambda$.

Remark 3.6. Notation $K_0(\Gamma)$ is motivated by the fact that the vector space $K_0(\Gamma)$ can be identified with the Grothendieck $K_0$-group of the corresponding AF-algebra. Under such a bijection the cone $K_0^+(\Gamma)$ gets identified with the cone of true modules [KV85, Theorem 13 on page 32].

The $\mathbb{R}_{\geq 0}$-linear map $K_0^+(\Gamma) \to \mathbb{R}_{\geq 0} \cup \{+\infty\}$, defined by a harmonic function $\varphi$, will be denoted by the same symbol $\varphi$.

Definition 3.7. A harmonic function $\varphi : \Gamma \to \mathbb{R}_{\geq 0} \cup \{+\infty\}$ is called semifinite, if it is not finite and for any $a \in K_0^+(\Gamma)$ the map $\varphi : K_0^+(\Gamma) \to \mathbb{R}_{\geq 0} \cup \{+\infty\}$ enjoys the following property

$$\varphi(a) = \sup_{b \in K_0^+(\Gamma): b \leq_{K} a, \varphi(b) < +\infty} \varphi(b).$$

Remark 3.8. A harmonic function $\varphi$ is semifinite if and only if there exists an element $a \in K_0^+(\Gamma)$ with $\varphi(a) = +\infty$ and for any such $a$ we can find a sequence $\{a_n\}_{n \geq 1} \subset K_0^+(\Gamma)$ such that

- $a_n \leq_{K} a$,
- $\varphi(a_n) < +\infty$,
- $\lim_{n \to +\infty} \varphi(a_n) = +\infty$. 

We will call this \( \{a_n\}_{n \geq 1} \) an approximating sequence.

**Definition 3.9.** A semifinite harmonic function \( \varphi \) is called *indecomposable*, if for any finite or semifinite harmonic function \( \varphi' \) which does not vanish identically on the finiteness ideal of \( \varphi \) and satisfies the inequality \( \varphi' \leq \varphi \) we have \( \varphi' = \text{const} \cdot \varphi \) on the finiteness ideal of \( \varphi \).

**Theorem 3.10.** [Was81, Theorem 7 стр.143, Corollary стр.144; Saf21, Theorem 3.14] Let \( I \) be an ideal of a primitive graded graph \( \Gamma \). The strictly positive indecomposable finite and semifinite harmonic functions on \( \Gamma \) are in a bijective correspondence with the similar functions on \( I \). This bijection is defined by the restriction of functions on \( \Gamma \) to the ideal \( I \).

**Proposition 3.11.** [KV85, p.35 Lemma 12; Saf21, Proposition 3.16] Let \( \Gamma \) be a graded graph and \( \varphi \) be an indecomposable finite or semifinite harmonic function on it. Then \( \text{supp}(\varphi) \) is a primitive coideal.

### 3.2.1. Semifinite harmonic functions on multiplicative graphs.

**Definition 3.12.** A branching graph \( \Gamma \) is called *multiplicative*, if there exists an associative \( \mathbb{Z}_{\geq 0} \)-graded \( \mathbb{R} \)-algebra \( A = \bigoplus_{n \geq 0} A_n \), \( A_0 = \mathbb{R} \) with a distinguished basis of homogeneous elements \( \{a_\lambda\}_{\lambda \in \Gamma} \) such that

1) \( \deg a_\lambda = |\lambda| \)
2) \( a_\emptyset \) is the identity in \( A \)
3) \( \hat{a} \cdot a_\lambda = \sum_{\mu : \lambda \nearrow \mu} a_\mu \) for \( \hat{a} = \sum_{\nu \in \Gamma_1} a_\nu \) and any vertex \( \lambda \in \Gamma \).

Moreover, we assume that the structure constants of \( A \) with respect to the basis \( \{a_\lambda\}_{\lambda \in \Gamma} \) are non-negative.

Recall the Vershik-Kerov ring theorem. We say that a harmonic function \( \varphi \) on a branching graph \( \Gamma \) is *normalized* if \( \varphi(\emptyset) = 1 \).

**Theorem 3.13.** [KV83, Theorem p.134; GO06, Proposition 8.4] A finite normalized harmonic function \( \varphi \) on a multiplicative branching graph \( \Gamma \) is indecomposable iff the corresponding functional on \( A \) is multiplicative: \( \varphi(a \cdot b) = \varphi(a) \cdot \varphi(b) \) \( \forall a, b \in A \).

The following semifinite analog of the ring theorem holds.

**Theorem 3.14.** [KV83, Theorem p.144; Saf21, Theorem 4.4] For any semifinite indecomposable harmonic function \( \varphi \) on a multiplicative branching graph \( \Gamma \) there exists a finite normalized indecomposable harmonic function \( \psi \) such that for any \( \mu \in \Gamma \) with \( \varphi(\mu) < +\infty \) we have \( \varphi(a_\lambda \cdot a_\mu) = \psi(a_\lambda) \cdot \varphi(a_\mu) \).

**Theorem 3.15.** [Was81, Theorem 8 п.146; Saf21, Theorem 4.5] Let \( \Gamma \) be a multiplicative graph. If \( a_\lambda a_\mu \neq 0 \) for any \( \lambda, \mu \in \Gamma \), then the graph \( \Gamma \) admits no strictly positive semifinite indecomposable harmonic functions.

**Proposition 3.16.** [Boy87, p. 371, the paragraph just before Theorem 3.5; Saf21, Corollary 4.6] If a multiplicative branching graph \( \Gamma \) admits a strictly positive indecomposable finite harmonic function, then \( \Gamma \) possesses no strictly positive semifinite indecomposable harmonic functions.
3.2.2. Boyer’s lemma. Let \( \Gamma_1 \) and \( \Gamma_2 \) be graded graphs with a given graded graph isomorphism \( \Gamma_1 \to \Gamma_2, \lambda \mapsto \lambda’ \). Let \( \Gamma \) be another graded graph such that \((\Gamma)_0 = (\Gamma_1)_0\), for \( n \geq 1 \) \((\Gamma)_n = (\Gamma_1)_n \sqcup (\Gamma_2)_{n-1}\), and the oriented edges \( \lambda \nearrow \mu \) of \( \Gamma \) are of the following three kinds:

- \( \lambda, \mu \in \Gamma_1 \) and \( \lambda \nearrow \mu \);
- \( \lambda, \mu \in \Gamma_2 \) and \( \lambda \nearrow \mu \);
- \( \lambda \in \Gamma_1 \) and \( \mu = \lambda’ \in \Gamma_2 \).

So, we allow some edges going from \( \Gamma_1 \) to \( \Gamma_2 \), but not vice versa.

Lemma 3.17. \([Was81, Boyer’s Lemma p.149; Saf21, Corollary 5.5, Remark 5.6]\) Let \( \lambda \in \Gamma_1 \) and \( \varphi \) be a harmonic function on \( \Gamma \) such that \( \varphi(\lambda’) > 0 \). Then \( \varphi(\lambda) = +\infty \).

3.2.3. Generalized Boyer’s lemma.

Lemma 3.18. \([Boy83, Theorem 1.10; Saf21, Proposition 5.3]\) Let \( \Gamma \) be a graded graph and \( \varphi \) be a harmonic function on it. Assume that \( I \subset \Gamma \) is an ideal, \( J = \Gamma \setminus I \) is the corresponding coideal and we are given a fixed vertex \( \lambda \in J_n \) lying on the \( n \)-th level of \( J \). Suppose that there exists a vertex \( \lambda’ \) such that \( \varphi(\lambda’) > 0 \) and for any large enough \( l \) and any vertex \( \eta \in I_{n+l+1} \) the following inequality holds

\[
\sum_{\mu \in J_{n+l}, \mu \nearrow \eta} \dim(\lambda, \mu) \geq \dim(\lambda’, \eta). \tag{1}
\]

Then \( \varphi(\lambda) = +\infty \).

Remark 3.19. Lemma 3.18 does not look exactly like \([Saf21, Proposition 5.3]\), but in fact they are almost equivalent.

3.2.4. Direct product of branching graphs.

Definition 3.20. By the direct product of branching graphs \( \Gamma_1 \) and \( \Gamma_2 \) we mean the branching graph \( \Gamma_1 \times \Gamma_2 \), where \( (\Gamma_1 \times \Gamma_2)_k = \bigsqcup_{n,m \geq 0: n+m=k} (\Gamma_1)_n \times (\Gamma_2)_m \) and \((\lambda_1, \mu_1) \nearrow (\lambda_2, \mu_2)\) if and only if one of the following holds

- \( \lambda_1 = \lambda_2, \mu_1 \nearrow \mu_2 \);
- \( \lambda_1 \nearrow \lambda_2, \mu_1 = \mu_2 \).

Proposition 3.21. \([Saf21, Proposition A.4]\) Let \( \Gamma_1, \ldots, \Gamma_n \) be some branching graphs and \( \varphi \) be a finite strictly positive indecomposable normalized harmonic function on the graph \( \Gamma_1 \times \ldots \times \Gamma_n \). Then there exist finite normalized strictly positive indecomposable harmonic functions \( \varphi_1, \ldots, \varphi_n \) on graphs \( \Gamma_1, \ldots, \Gamma_n \) and a tuple of positive real numbers \( w_1, \ldots, w_n \) with \( w_1 + \ldots + w_n = 1 \) such that for any \( \lambda_1 \in \Gamma_1, \ldots, \lambda_n \in \Gamma_n \) we have

\[
\varphi(\lambda_1, \ldots, \lambda_n) = w_1^{|\lambda_1|} \ldots w_n^{|\lambda_n|} \varphi_1(\lambda_1) \ldots \varphi_n(\lambda_n).
\]

Moreover, these \( \varphi_1, \ldots, \varphi_n \) and \( w_1, \ldots, w_n \) are uniquely defined.
4. Coideals of the zigzag graph

The algebra $QSym$ contains no zero divisors, since it is a subalgebra of the formal power series algebra in countably many variables. Then Theorem 3.15 implies that $\mathbb{Z}$ possesses no strictly positive indecomposable semifinite harmonic functions. From Proposition 3.11 it follows that the support of any indecomposable semifinite harmonic function on $\mathbb{Z}$ is a primitive saturated coideal. In this section we explicitly describe all primitive saturated coideals of $\mathbb{Z}$. Furthermore, we specify the coideals corresponding to the supports of the finite indecomposable harmonic functions. By Proposition 3.16 none of these coideals can be realised as the support of an indecomposable semifinite harmonic function.

4.1. Saturated coideals of the zigzag graph. Each binary word can be uniquely represented as a consecutive union of blocks with alternating signs. By a block we mean a tuple of symbols of the same sign. For instance, the word $+\quad-\quad+\quad3\quad+\quad$ splits into three blocks, $+\quad-\quad$, and $3\quad+\quad$. So, a block can be positive or negative depending on the sign of symbols. As for zigzags, these positive and negative blocks correspond to rows and columns.

**Definition 4.1.** By a cluster we mean a symbol, $+$ or $-$, with an assigned to it formal positive multiplicity, which may be infinite. We say that a cluster is infinite, if its multiplicity is infinite, otherwise we say that the cluster is finite. A template is an ordered collection of alternating clusters. Furthermore, we always assume that a template contains at least one infinite cluster.

For instance, $+\quad+\quad-\quad+\quad-\quad$ is a template while $3\quad+\quad2\quad-$ is not.

Each template can be thought of as an infinite zigzag consisting of finite number of possibly infinite rows and columns. Infinite rows and columns correspond to infinite clusters of this template. The infinite zigzag corresponding to the template $t$ will be denoted by $Z(t)$, see Figure 3.

To every template $t$ we associate a coideal $Z(t)$ of the zigzag graph, which is by definition of the form $Z_{\tau}$ for some infinite path $\tau$, see the paragraph above Proposition 3.3. In order to define this path $\tau$, we replace infinite rows and columns in the infinite zigzag $Z(t)$ with long enough (but finite) rows and columns. So, we obtain a sequence of increasing zigzags. Then $\tau$ is any path in the zigzag graph that goes through all these zigzags. Equivalently, $\tau$ is any path that goes through all zigzags corresponding to the binary words obtained from $t$ by replacing infinite clusters with long enough (but finite) blocks. Any such path $\tau$ completely "fills" the infinite zigzag $Z(t)$ that is, starting from some point, $\tau$ looks like a tuple of rows and columns, some of which grow infinitely large while others stay frozen; the frozen rows and columns correspond to finite clusters of $t$. Note that coideals $Z(t_1)$ and $Z(t_2)$ coincide if and only if templates $t_1$ and $t_2$ coincide. Below it will be useful sometimes to identify a template $t$ with the corresponding coideal $Z(t)$. Moreover, it will be convenient to view an infinite zigzag as a sequence of growing finite zigzags.

**Proposition 4.2.** Each proper primitive saturated coideal of the zigzag graph is of the form $Z(t)$ for some template $t$, which is uniquely defined.

**Proof.** Let $J$ be a proper saturated primitive coideal of the zigzag graph. From Proposition 3.3 it follows that there exists a path $\tau$ such that $J = Z_{\tau}$. Since $J$ is proper, it follows that the number of blocks in binary words corresponding to zigzags from the path $\tau$ is uniformly bounded along the path. Then we form a template $t$ in the following way. Bounded blocks
of binary words from $\tau$ correspond to finite clusters of $t$, and unbounded blocks correspond to infinite clusters.

4.1.1. Templates and ideals of $QSym$. For a template $t$ we consider the following linear subspace $I_t = \text{span}_\mathbb{R} (F_\lambda | \lambda \notin \mathcal{Z}(t))$ of $QSym$. Note that $I_t$ is a graded ideal of $QSym$, due to $F_\lambda F_\mu \in \text{span}_\mathbb{R} (F_\nu | \nu \geq \lambda, \mu)$, see. [LMW13, p. 35, (3.13)].

Observation 4.3. Let $t_1, \ldots, t_k$ be some templates. Then $\mathcal{Z}(t_1) \times \ldots \times \mathcal{Z}(t_k)$ is a multiplicative graph, which algebra is $\text{span}_\mathbb{R} \left( F_{\lambda(1)} \otimes \ldots \otimes F_{\lambda(k)} | \lambda(i) \in \mathcal{Z}(t_i) \right) = QSym/I_{t_1} \otimes \ldots \otimes QSym/I_{t_k}$, see Definition 3.20.

4.2. Zero sets of finite harmonic functions. From Proposition 3.11 it follows that the support of a finite indecomposable harmonic function on the zigzag graph is a primitive coideal. If this coideal is proper, then by Proposition 4.2 it corresponds to a template. Below we specify which finite indecomposable harmonic functions have non-empty zero sets and for them we explicitly describe the corresponding templates.

4.2.1. Kerov’s construction. Recall the definition of finitary oriented paintbox, see Definition 5.2 from [GO06].

Definition 4.4. A finitary oriented paintbox is a pair $(w_+, w_-)$ of disjoint open subsets of the unit interval $(0, 1)$, each comprised of finitely many subintervals and such that the total Lebesgue measure of $w_+$ and $w_-$ equals 1. The symbol $W_0$ stands for the set of all such pairs.

Lengths of intervals in $w = (w_+, w_-) \in W_0$ will be denoted by $w_i$. We agree that the intervals are ordered from left to right and $w_1$ denotes the length of the leftmost interval.
We say that an interval of \( w \) is *positively oriented* if it belongs to \( w_+ \) and we say that an interval is *negatively oriented* if it belongs to \( w_- \).

Kerov’s construction produces a finite indecomposable harmonic function \( \varphi_w \) on the zigzag graph out of any finitary oriented paintbox \( w \in W_0 \), see [GO06, p. 13-18]. Let us briefly recall this procedure.

For any zigzag \( \lambda \) we set by definition

\[
\varphi_w(\lambda) = F_\lambda(w),
\]

where

\[
F_\lambda(w) = (\psi_1 \otimes \ldots \otimes \psi_m) \circ (r_{w_1} \otimes \ldots \otimes r_{w_m}) \circ \Delta^{(m)}(F_\lambda), \lambda \in \mathbb{Z}
\]

and

- \( m \) is the number of intervals in \( w \);
- \( \Delta^{(m)} : \text{QSym} \to \text{QSym}^\otimes m \) is the \( m \)-th iteration of the comultiplication \( \Delta \) in \( \text{QSym} \);
- \( r_t \) is the automorphism of the graded algebra \( \text{QSym} \), defined by \( r_t(F_\lambda) = t^{\lambda} F_\lambda \);
- \( \psi_i = \psi_+ \), if \( w_i \) is positively oriented and \( \psi_i = \psi_- \), if \( w_i \) is negatively oriented, where

\[
\psi_+(F_\lambda) = \begin{cases} 1, \text{ if } \lambda \text{ is a row,} \\ 0, \text{ otherwise,} \end{cases} \quad \psi_-(F_\lambda) = \begin{cases} 1, \text{ if } \lambda \text{ is a column,} \\ 0, \text{ otherwise.} \end{cases}
\]

Let us consider all splittings of the zigzag \( \lambda \) into \( m \) zigzags \( \lambda^{(1)}, \ldots, \lambda^{(m)} \) such that \( \lambda^{(i)} \) is a row, if the interval \( w_i \) is positively oriented, and \( \lambda^{(i)} \) is a column, if \( w_i \) is negatively oriented. Note that some of these \( \lambda^{(i)} \) may be empty.

**Proposition 4.5.** [GO06, Proposition 5.3] The following equality holds

\[
F_\lambda(w) = \sum w_1^{\lambda^{(1)}} w_2^{\lambda^{(2)}} \ldots w_m^{\lambda^{(m)}},
\]

where the sum is taken over all splittings of \( \lambda \) mentioned above.

Let us denote by \( W \) the set of pairs of disjoint open subsets of the unit interval. Note that \( W_0 \) is a subset of \( W \).

**Theorem 4.6.** [GO06, Theorem 7.5] There is a bijective correspondence \( w \mapsto \varphi_w \) between elements of \( w \in W \) and indecomposable finite harmonic functions on the zigzag graph. For finitary oriented paintboxes this correspondence is defined by Kerov’s construction.

For any finitary oriented paintbox \( w \in W_0 \) we denote by \( t_w \) the template obtained from \( w \) by replacing positively and negatively oriented intervals with symbols \( \infty^+ \) and \( \infty^- \) respectively and inserting between any two neighbor infinite symbols of the same type a symbol of the opposite type.

**Proposition 4.7.** Let \( w \in W \). Then \( \text{supp}(\varphi_w) = \begin{cases} \mathbb{Z}(t_w), \text{ if } w \in W_0, \\ \mathbb{Z}, \text{ otherwise.} \end{cases} \)

*Proof.* Suppose that the finitary oriented paintbox \( w \) consists of \( m \) intervals. Then Proposition 4.5 implies that \( \varphi_w(\lambda) > 0 \) if and only if \( \lambda \) can be represented as a consecutive union of \( m \) rows and columns taken in the order proposed by the orientations of intervals of \( w \). Thus, \( \varphi_w(\lambda) > 0 \) if and only if \( \lambda \in \mathbb{Z}(t_w) \).

Now let \( w \in W \setminus W_0 \). It suffices to show that \( \varphi_w(\lambda_{2n}) > 0 \) for any \( n \), where

\[
\text{bw}(\lambda_{2n}) = + - \ldots + - .
\]
For that we will use the oriented paintbox construction from [GO06], see Definition 5.4 and the paragraph above Proposition 6.3 in that paper. Following its notation, it remains to prove that the probability \( P(\Pi_{2n+1} = \pi_{2n+1}) \) is non-zero, where in one-line notation the permutation \( \pi_{2n+1} \in S_{2n+1} \) is given by

\[
\pi_{2n+1} = 1, 2n + 1, 2, 2n, 3, 2n - 1, \ldots n - 1, n + 3, n, n + 2, n + 1.
\]

This fact immediately follows from the next observation. If \( w \in W \setminus W_0 \) contains infinitely many intervals, then we can place random points inside different intervals in the desired order. But if \( w \in W \setminus W_0 \) consists of finitely many intervals, then their common length is strictly less than 1 and we can place our random points inside that complement to \( w \), which length is non-zero.

\[ \square \]

**Remark 4.8.** If \( w \in W_0 \), then the template \( t_w \) does not contain finite clusters except those one-symbol clusters which are not outermost and whose two neighbors are infinite clusters of the same sign. Such templates will be called *finite*. A template which is not finite will be called *semifinite*, see Figure 4.
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**Figure. 4.** a) \( z(t) \) for the finite template \( t = + \infty - \infty + \infty - \infty + \infty - \infty + \infty \).  

b) \( z(t) \) for the semifinite template \( t = - 1 + \infty - 1 + \infty - 1 + \infty - 1 + \infty - 1 + \infty \).

**Remark 4.9.** Proposition 4.7 allows us to think of a finitary oriented paintbox \( w = (w_+, w_-) \) as the infinite zigzag \( z(t_w) \) endowed with a tuple of real numbers. Namely, we attach lengths of the intervals from \( w_+ \) and \( w_- \) to infinite rows and columns of \( z(t_w) \) respectively. Moreover, we may identify the infinite zigzag \( z(t_w) \) with an infinite path \( \tau \) which completely "fills" this zigzag, see the paragraph above Proposition 4.2. Starting from some point, this path \( \tau \) looks like a collection of growing rows and columns, hence we can treat the lengths of intervals from \( w \) as frequencies of appearing new boxes in that rows and columns which grow infinitely large.
4.2.2. A useful lemma. Now we would like to discuss a lemma, which we will use to prove a semifinite analog of the Vershik-Kerov ring theorem for indecomposable semifinite harmonic functions on the zigzag graph, Proposition 4.7.

Let \( u \) be an \( m \)-tuple of adjacent oriented intervals; their lengths will be denoted by \( u_1, \ldots, u_m \). The only thing that differs \( u \) from a finitary oriented paintbox is that we do not impose any restrictions on lengths of the intervals. For any zigzag \( \lambda \) the expression \( F_\lambda(u) \) is defined by the formula from Proposition 3.5. Equivalently, we can define this expression by Kerov’s construction (2). Then it is obvious that \( F_\lambda \mapsto F_\lambda(u) \) is a homomorphism of algebras \( QS\text{ym} \to \mathbb{R} \). We can also define a template \( t_u \) in the same manner as for finitary oriented paintboxes, see the paragraph above Proposition 4.7.

Now suppose that \( \lambda \in \mathcal{Z}(t_u) \) and \( \text{bw}(\lambda) \) contains as many blocks as possible. Then each block of \( \text{bw}(\lambda) \) either corresponds to an interval of \( u \) or it is a one-symbol block that is placed between two blocks corresponding to equally oriented intervals. The blocks corresponding to intervals of \( u \) will be denoted by \( \Lambda_1, \ldots, \Lambda_m \). Recall that \( |\Lambda_i| \) denotes the number of symbols in the binary word \( \Lambda_i \).

Let us introduce the following notation \( n_i(\lambda) = |\Lambda_i|, n_m(\lambda) = |\Lambda_m| \) and for any \( i = 2, \ldots, m-1 \) we set

\[
n_i(\lambda) = \begin{cases} |\Lambda_i| + 1, & \text{if the } i-1, i, i+1 \text{ intervals of } u \text{ are equally oriented,} \\
|\Lambda_i|, & \text{if the } i \text{ interval of } u \text{ has exactly one neighbor of the same orientation,} \\
|\Lambda_i| - 1 & \text{otherwise.}
\end{cases}
\]

Let us introduce more notation: \( s(u) = |S(u)| \), where

\[
S(u) = \{ i \mid 1 \leq i \leq m : \text{the } i \text{-th and the } i+1 \text{-th intervals of } u \text{ have different orientations} \}.
\]

Lemma 4.10. Assume that \( \lambda \in \mathcal{Z}(t_u) \) and \( \text{bw}(\lambda) \) contains as many blocks as possible. Then

\[
F_\lambda(u) = u_1^{n_1(\lambda)} \cdots u_m^{n_m(\lambda)} \cdot \sum_{\rho \in \{0,1\}^{s(u)}} \prod_{i \in S(u)} u_{i+\rho(i)},
\]

where the sum is taken over all \( s(u) \)-tuples \( \rho \), consisting of 0’s and 1’s.

Proof. The claim follows from the very definition of \( F_\lambda(u) \). Namely, the sum corresponds to all possible splittings of \( \lambda \) mentioned above Proposition 4.5. \( \square \)

4.3. Semifinite templates. From Proposition 3.10 and Observation 4.3 with \( k = 1 \) it follows that for a finite template \( t \) the graph \( \mathcal{Z}(t) \) possess no strictly positive indecomposable semifinite harmonic functions, hence \( \mathcal{Z}(t) \) can not be realised as the support of an indecomposable semifinite harmonic function on the zigzag graph. Thus, below we will be interested only in semifinite templates.

It turns out that for any semifinite template \( t \) the coideal \( \mathcal{Z}(t) \) can be realised as the support of an indecomposable semifinite harmonic function on the zigzag graph. Moreover, for indecomposable semifinite harmonic functions with the common support \( \mathcal{Z}(t) \) the finiteness ideal depends only on \( t \). In the present section we describe this finiteness ideal. Some examples are given in the next section.

Definition 4.11. Let \( t \) be a semifinite template. By a separating cluster of \( t \) we mean a one-symbol cluster which is not an outermost cluster of \( t \) and whose two neighbors are infinite clusters of the same sign. By the zigzag flange of \( t \) we call a tuple of binary words
each of which consists of finite but not separating clusters of $t$ standing nearby. The zigzag flange will be denoted by $\text{fl}(t)$.

For instance, if we take $t = - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - +
blocks. This means that we merge two neighbor clusters of the same sign in \( r \) into a bigger cluster by adding their lengths.

The ideal \( \mathcal{Z}(t) \setminus J(t) \) of \( \mathcal{Z}(t) \) is going to be the finiteness ideal of any strictly positive indecomposable semifinite harmonic function on \( \mathcal{Z}(t) \). Recall that these functions are in an obvious bijection with indecomposable semifinite harmonic functions on \( \mathcal{Z} \) whose support equals \( \mathcal{Z}(t) \). Now we would like to describe the ideal \( \mathcal{Z}(t) \setminus J(t) \) in more details.

Let \( t \) be a semifinite template with \( k \) sections \( t_1, \ldots, t_k \). Assume that \( \text{fl}(t) = (a_0, \ldots, a_k) \) and the splitting of \( t \) into sections looks like

\[
t = (a_0, t_1, a_1, \ldots, a_{k-1}, t_k, a_k).
\]

If \( a_0 \) or \( a_k \) is the empty binary word, then we should merely ignore it in all what follows.

For binary words \( a \) and \( b \) we write \( a > b \) if and only if the number of symbols in \( a \) is greater then the number of symbols in \( b \) and \( b \) can be obtained from \( a \) by removing some symbols. The symbol \( \sqcup \) denotes the concatenation of binary words. For instance, \( \sqcup = - + = - +, \ 2 \sqcup 3 = 5 \) and the empty binary word is the identity for \( \sqcup \).

**Lemma 4.15.**

1) If \( \lambda \in \mathcal{Z}(t) \setminus J(t) \), then

\[
\text{bw}(\lambda) = a_0 \sqcup \text{bw}(\lambda^{(1)}) \sqcup a_1 \sqcup \ldots \sqcup \text{bw}(\lambda^{(k)}) \sqcup a_k
\]

for some \( \lambda^{(i)} \in \mathcal{Z}(t_i) \), which are uniquely defined.

2) The following map

\[
\mathcal{Z}(t) \setminus J(t) \to \mathcal{Z}(t_1) \times \ldots \times \mathcal{Z}(t_k), \quad \lambda \mapsto (\lambda^{(1)}, \ldots, \lambda^{(k)}),
\]

provided by the first part of the lemma, defines an embedding of graded graphs\(^2\), see Definition 3.20. Moreover, the image of this embedding is an ideal.

**Proof.** 1) Obviously, we can write

\[
\text{bw}(\mathcal{Z}(t)) = \left\{ b_0 \sqcup \text{bw}(\lambda^{(1)}) \sqcup b_1 \sqcup \ldots \sqcup \text{bw}(\lambda^{(k)}) \sqcup b_k \mid b_i \leq a_i, \lambda^{(i)} \in \mathcal{Z}(t_i) \right\},
\]

\[
\text{bw}(J(t)) = \left\{ b_0 \sqcup \text{bw}(\lambda^{(1)}) \sqcup b_1 \sqcup \ldots \sqcup \text{bw}(\lambda^{(k)}) \sqcup b_k \mid b_i \leq a_i \text{ and } \exists j: b_j < a_j; \lambda^{(i)} \in \mathcal{Z}(t_i) \right\}.
\]

So, it suffices to show that if \( \lambda \in \mathcal{Z}(t) \setminus J(t) \) and

\[
\text{bw}(\lambda) = a_0 \sqcup \text{bw}(\lambda^{(1)}) \sqcup a_1 \sqcup \ldots \sqcup \text{bw}(\lambda^{(k)}) \sqcup a_k =
\]

\[
= a_0 \sqcup \text{bw}(\lambda^{(1)}) \sqcup a_1 \sqcup \ldots \sqcup \text{bw}(\lambda^{(k)}) \sqcup a_k,
\]

(3)

for some \( \lambda^{(i)}, \lambda^{(i)} \in \mathcal{Z}(t_i) \), then \( \lambda^{(i)} = \lambda^{(i)} \).

Let us denote by \( m \) the natural number such that \( \lambda^{(1)} = \lambda^{(1)}, \ldots, \lambda^{(m-1)} = \lambda^{(m-1)} \), but \( \lambda^{(m)} \neq \lambda^{(m)} \). Equation (3) yields \( |\text{bw}(\lambda^{(m)})| \neq |\text{bw}(\lambda^{(m)})| \), hence we may assume that \( |\text{bw}(\lambda^{(m)})| > |\text{bw}(\lambda^{(m)})| \). Then we can write

\[
\text{bw}(\lambda^{(m)}) = \text{bw}(\lambda^{(m)}) \sqcup \delta \in \text{bw}(\mathcal{Z}(t_m))
\]

\(^2\)By an embedding \( f : \Gamma_1 \to \Gamma_2 \) of graded graphs we mean an injective map between the sets of vertices such that for any \( \lambda, \mu \in \Gamma_1 \) we have \( \lambda \not\rightarrow \mu \) if and only if \( f(\lambda) \not\rightarrow f(\mu) \).
for some non-empty binary word \( \delta \). From equation (3) it follows that the first symbol in \( \delta \) is the same as in \( a_m \). Thus, the condition \( \text{bw}(\lambda^{(n)}) \sqcup \delta \in \text{bw}(\mathcal{Z}(t_m)) \) implies that \( \lambda \in J(t) \). This contradiction proves the first part of the lemma.

2) Let us denote the map \( \lambda \mapsto (\lambda^{(1)}, \ldots, \lambda^{(k)}) \) by \( f \). Let us show that \( \lambda, \mu \in \mathcal{Z}(t) \setminus J(t) \) are joined by an edge if and only if \( f(\lambda) \) and \( f(\mu) \) are joined by an edge. Obviously, if \( f(\lambda) \not\succ f(\mu) \), then \( \lambda \not\succ \mu \). Suppose now that \( \lambda \succ \mu \). From the first part of the lemma it follows that

\[
\text{bw}(\lambda) = a_0 \sqcup \text{bw}(\lambda^{(1)}) \sqcup a_1 \sqcup \ldots \sqcup \text{bw}(\lambda^{(k)}) \sqcup a_k \in \text{bw}(\mathcal{Z}(t) \setminus J(t))
\]

and

\[
\text{bw}(\mu) = a_0 \sqcup \text{bw}(\mu^{(1)}) \sqcup a_1 \sqcup \ldots \sqcup \text{bw}(\mu^{(k)}) \sqcup a_k \in \text{bw}(\mathcal{Z}(t) \setminus J(t))
\]

for some \( \lambda^{(i)}, \mu^{(i)} \in \mathcal{Z}(t_i) \).

The condition \( \lambda \succ \mu \) means that we can obtain \( \text{bw}(\lambda) \) by removing a symbol from \( \text{bw}(\mu) \). Therefore, this symbol can be deleted only from some \( \text{bw}(\mu^{(i)}) \). The thing is that we can not remove that symbol from some \( a_i \), because then the result belongs to \( \text{bw}(J(t)) \), but \( \lambda \notin J(t) \). Thus, \( f(\lambda) \) and \( f(\mu) \) are joined by an edge.

Suppose that \( \lambda \in \mathcal{Z}(t) \setminus J(t) \) and \( (\mu_1, \ldots, \mu_k) \in \mathcal{Z}(t_1) \times \ldots \times \mathcal{Z}(t_k) \). It is straightforward to check that \( f(\lambda) \succ (\mu_1, \ldots, \mu_k) \) yields \( (\mu_1, \ldots, \mu_k) \in \text{Im}(f) \). Thus, \( \text{Im}(f) \) is an ideal. \( \square \)

The map provided by Lemma \ref{lem:mainLemma} is not surjective by a trivial reason, since the element

\[
(\emptyset, \ldots, \emptyset) \in \mathcal{Z}(t_1) \times \ldots \times \mathcal{Z}(t_k),
\]

corresponding to the empty zigzag at each factor, can not belong to the image. In fact, this is not the only obstacle for this map to be surjective; see examples below.

4.4. Examples. For a binary word \( a \) we use the following notation

\[
\mathcal{Z}(t)^a = \{ \lambda \in \mathcal{Z}(t) \mid \text{bw}(\lambda) \geq a \}.
\]

Example 4.16. Take \( t = + \infty \infty + \infty + \infty - + \) and \( \lambda = 1 \). Then its zigzag flange consists of the binary word \( a_0 = + \) and the single section is \( t_1 = - + - + \).

Next, \( J(t) = \mathcal{Z}(t_1) \). It is obvious that \( J(t) \) and \( \mathcal{Z}(t)^{+--} \) do not intersect. Moreover, one can check that \( \mathcal{Z}(t) = J(t) \cup \mathcal{Z}(t)^{+--} \). In an expanded form it reads as

\[
\mathcal{Z}\left(\begin{array}{cccc}
+ & - & + & - \\
- & + & - & - \\
\end{array}\right) = \mathcal{Z}\left(\begin{array}{cccc}
+ & - & + & - \\
- & + & - & - \\
\end{array}\right) \cup \mathcal{Z}\left(\begin{array}{cccc}
+ & - & + & - \\
- & + & - & - \\
\end{array}\right)^{+--}.
\]

Let us prove this. Suppose that \( \lambda \in \mathcal{Z}(t) \). We have to consider several cases.

- \( \text{bw}(\lambda) \) has 5 blocks. Then \( \lambda \in \mathcal{Z}(t)^{+--} \).
The map is the ideal generated by $n_1$.

* $\text{bw}(\lambda)$ has 4 blocks. Since there are only two types of binary words consisting of 4 blocks, it follows that either $\text{bw}(\lambda) = + - - -$ or $\text{bw}(\lambda) = - + + +$ for some strictly positive integers $n_1, n_2, n_3, n_4$. If the former, then $\lambda \in \mathbb{Z}(t)^{++-}$; if the latter, then $n_3 = 1$ and $\lambda \in \mathbb{Z}(t_1)$.

* $\text{bw}(\lambda)$ has 3 blocks. Then for some strictly positive integers $n_1, n_2, n_3$ one of the following holds:
  - $\text{bw}(\lambda) = \frac{n_1}{n_2} n_3$ with $n_2 \geq 2$ and then $\lambda \in \mathbb{Z}(t)^{++-}$
  - $\text{bw}(\lambda) = \frac{n_1}{n_2} 1$ and $\lambda \in \mathbb{Z}(t_1)$
  - $\text{bw}(\lambda) = - + +$ with $n_3 \geq 2$ and then $\lambda \in \mathbb{Z}(t)^{++-}$
  - $\text{bw}(\lambda) = - 1$ and $\lambda \in \mathbb{Z}(t_1)$

* $\text{bw}(\lambda)$ has 2 blocks. Then for some strictly positive integers $n_1, n_2$ one of the following holds:
  - $\text{bw}(\lambda) = \frac{n_1}{n_2} 1$ and $\lambda \in \mathbb{Z}(t_1)$
  - $\text{bw}(\lambda) = + -$ with $n_2 \geq 2$ and then $\lambda \in \mathbb{Z}(t)^{++-}$
  - $\text{bw}(\lambda) = + 1$ and $\lambda \in \mathbb{Z}(t_1)$

* $\text{bw}(\lambda)$ consists of a single block. Then $\lambda \in \mathbb{Z}(t_1)$.

Next, we describe the the map provided by Lemma 4.15.

For any zigzag $\lambda \in \mathbb{Z}(t)^{++-}$ we can write $\text{bw}(\lambda) = \frac{1}{1} \cup \text{bw}(\overline{\lambda})$ for a unique $\overline{\lambda} \in \mathbb{Z}(t_1)$ such that $\text{bw}(\overline{\lambda})$ contains at least two minuses. Thus, the map provided by Lemma 4.15 is given by

$$
\mathbb{Z}\left(\frac{1}{1} \infty \infty \infty - \right)^{++-} \rightarrow \mathbb{Z}\left(\infty \infty - \infty\right), \quad \lambda \mapsto \overline{\lambda}.
$$

This map is not surjective, since $\text{bw}(\overline{\lambda})$ contains at least two minuses. The image of this map is the ideal generated by $2$, that is $\mathbb{Z}\left(\infty \infty -\right)^{--}$.

The ideal $\mathbb{Z}(t) \setminus J(t)$ in the previous example is generated by a single zigzag. The next example shows that this is not the case in general.

**Example 4.17.** Take $t = \frac{1}{1} \infty \infty \infty \infty \infty 1$, then $a_0 = 1$, $a_1 = 1$, $t_1 = + - + - + - + -$, and

$$
J(t) = \mathbb{Z}\left(\frac{1}{1} \infty \infty - \infty - \infty\right) \cup \mathbb{Z}\left(\infty \infty - \infty - - \right).
$$

It is not difficult to check that

$$
\mathbb{Z}(t) \setminus J(t) = \mathbb{Z}(t)^{---\cdots} \cup \mathbb{Z}(t)^{--\cdots}.
$$

Note that the first summand, which is isomorphic to the 5-th dimensional Pascal graph $\mathbb{P}_5$, corresponds to the binary words having the maximal possible number of blocks.

We will show that the ideal $\mathbb{Z}(t) \setminus J(t)$ can not be generated by a single zigzag.

Let us denote by $\downarrow (\lambda)$ the set of all lower adjacents of $\lambda$. Then

$$
\downarrow \left(\frac{1}{2} \infty \infty - \infty\right) = \left\{ \frac{2}{2} \infty \infty - \infty - \infty, \frac{2}{2} - \infty - \infty, \frac{2}{2} - \infty - \infty, \frac{2}{2} - \infty - \infty \right\}
$$
$\lambda_1 = \begin{array}{c}
\end{array}$
$\text{bw}(\lambda_1) = - + - + +$

$\lambda_2 = \begin{array}{c}
\end{array}$
$\text{bw}(\lambda_2) = - \frac{2}{+} - \frac{2}{+} - +$

Figure 5. a) $z(t)$, b) $z\left(\frac{1}{+} - \frac{1}{+} - \frac{1}{+} + - \frac{1}{+}\right)$, c) $z\left(\frac{1}{+} + - \frac{1}{+} + - \frac{1}{+}\right)$.

$\lambda_1 = \begin{array}{c}
\end{array}$
$\text{bw}(\lambda_2) = - \frac{2}{+} - \frac{2}{+} - +$

Figure 6. Generators of the ideal $\mathcal{Z}(t)\setminus J(t)$ for $t = \frac{1}{+} - \frac{1}{+} + - \frac{1}{+} - + - +$.

and

$$
\downarrow (- + - + - + +) \cap \downarrow (- \frac{2}{+} - \frac{2}{+} - +) = \left\{ - \frac{2}{+} - + - +, - + - \frac{2}{+} - +, - + - + \frac{2}{+} - +, - + - + - \frac{2}{+}, - + - + - + \right\} \subset J(t)
$$

Thus,

$$
\downarrow (- + - + - + +) \cap \downarrow (- \frac{2}{+} - \frac{2}{+} - +) = \left\{ - \frac{2}{+} - + - +, - + - \frac{2}{+} - +, - + - + \frac{2}{+} - +, - + - + - \frac{2}{+}, - + - + - + \right\} \subset J(t)
$$

and the ideal $\mathcal{Z}(t)\setminus J(t)$ can not be generated by a single zigzag.

Thus, the graph $\mathcal{Z}(t)\setminus J(t)$ is is not a branching graph but a graded graph, see Figure 7.

Let us describe the map from Lemma 4.15.

It is easy to check that the first block of $\text{bw}(\lambda)$ for $\lambda \in \mathcal{Z}(t)\setminus J(t)$ must be the negative one symbol block and the last block of $\text{bw}(\lambda)$ must be the positive one symbol block. So, the desired map is given by

$$
\mathcal{Z}(t)^{-+ -+ ++} \cup \mathcal{Z}(t)^{- \frac{2}{+} - +} \longrightarrow \mathcal{Z}\left(\frac{1}{+} - \frac{1}{+} + - \frac{1}{+}\right), \quad \lambda \mapsto \overline{\lambda},
$$

where $t = \frac{1}{+} - \frac{1}{+} + - \frac{1}{+} + - \frac{1}{+}$ and $\text{bw}(\lambda) = - \cup \text{bw}(\overline{\lambda}) \cup +$. 
Figure 7. The first three levels of the image of the map \( \mathcal{Z}(t) \setminus J(t) \hookrightarrow \mathcal{Z}\left(\infty \setminus + - \infty \infty\right) \) provided by Lemma 4.15 for \( t = \frac{1}{2} \infty - \infty \infty \infty \infty \), see Example 4.17. Zigzags are represented by the corresponding binary words.
In the next example we propose a sufficient condition for $\mathcal{Z}(t) \setminus J(t)$ to be generated by a single zigzag. This condition is not necessary, because the template $t$ from Example 4.16 does not satisfy it, but, nevertheless, the corresponding ideal is generated by a single zigzag.

**Example 4.18.** Let $t$ be a semifinite template. We say that a cluster of $t$ is *internal* if $t$ neither begins nor ends with this cluster. Let us denote by $a_t$ the binary word obtained from $t$ by applying the following rules:

- if $t$ begins or ends with an infinite cluster, then this infinite cluster is removed;
- each internal infinite cluster of $t$ having an infinite neighbour is replaced by a one-symbol cluster of the same sign;
- each infinite cluster standing between two finite clusters is removed.

For instance, $a_t = -2 + 4 - 1$ for $t = \infty + 1 - \infty + \infty - 1 - \infty + 3$.

It is not difficult to check that $\mathcal{Z}(t) \setminus J(t)$ is isomorphic as a graded graph to the Pascal graph of an appropriate dimension.

Suppose that $t$ satisfies the constraints:

- $t$ avoids the following patterns
  $$+ - + - + \text{ and } - + - + - ;$$
- $t$ does not begin with
  $$+ - + + \text{ or } - + + + ;$$
- $t$ does not end with
  $$- + - + \text{ or } + - + + .$$

Then

$$\mathcal{Z}(t) \setminus J(t) = \mathcal{Z}(t)^{a_t}.$$ 

Let us prove this. We will analyze the set $\mathcal{Z}(t) \setminus \mathcal{Z}(t)^{a_t}$ in order to prove that it equals $J(t)$. The proof splits into the following parts:

1) if $r$ is obtained from $t$ by removing a separating symbol and merging the two infinite clusters standing near that separating symbol, then there exists $r'$ that can be obtained from $t$ by removing a symbol from a cluster corresponding to a word from the zigzag flange of $t$ and such that $\mathcal{Z}(r) \subset \mathcal{Z}(r')$;
2) $J(t) \subset \mathcal{Z}(t) \setminus \mathcal{Z}(t)^{a_t}$;
3) $J(t) \supset \mathcal{Z}(t) \setminus \mathcal{Z}(t)^{a_t}$.

The first part of the proof. Since $\mathcal{Z}(r')$ is a coideal of $\mathcal{Z}(t)$, it is sufficient to show that any binary word $a \in \text{bw}(\mathcal{Z}(r))$ which has as many blocks as possible belongs to $\text{bw}(\mathcal{Z}(r'))$. Moreover, we can assume that the blocks of $a$ are large enough that is, the blocks corresponding to finite clusters are of maximal lengths and the blocks corresponding to infinite clusters are of length, say, $N$, where $N$ is large enough.

We have to deal with the one-symbol cluster of $t$ which is a part of one of the following patterns $\infty - + 1$ or $+ - + 1$. Let us restrict ourselves only to the first case. Then we can rewrite $t$ as

$$t = (p_1, + - 1, p_2),$$
where \( p_1 \) and \( p_2 \) are such that either \( p_1 \) ends with a finite cluster or \( p_2 \) starts with it. Note that here we used the constraints on \( t \) listed above. The template \( r \) looks like

\[
    r = (p_1, +, p_2)
\]

and the induced splitting of \( a \) reads as

\[
    a = a^{(1)} \sqcup + \sqcup a^{(2)},
\]

where \( a^{(1)} \in \text{bw}(\mathcal{Z}(p_1)) \) and \( a^{(2)} \in \text{bw}(\mathcal{Z}(p_2)) \) contain as many blocks as possible. Then we can obtain the desired template \( r' \) by removing a symbol from that finite cluster of \( t \) with which \( p_1 \) ends or \( p_2 \) begins.

The second part of the proof. Suppose that \( a \in \text{bw}(\mathcal{Z}(r)) \) is a binary word consisting of maximal possible number of blocks which are large enough, where \( r \) is obtained from \( t \) by removing a symbol from a cluster corresponding to a word from the zigzag flange of \( t \). We will assume that the blocks of \( a \) corresponding to infinite clusters of \( t \) are of the same length, which we denote by \( N \). Then the number of infinite clusters in \( r \) is the same as in \( t \) and equals the number of blocks of length \( N \) in \( a \). These blocks of length \( N \) split \( a \) into parts almost all of which are binary words from the zigzag flange of \( t \), except one part, which differs from a binary word from \( \text{fl}(t) \) by a single symbol. We may write this splitting and the induced splitting of \( a \) as

\[
    a = a^{(1)} \sqcup \beta \sqcup a^{(2)},
\]

where \( \alpha \) is a binary word from \( \text{fl}(t) \) and \( \beta \not\supsetneq \alpha \). Then one can easily see that \( a^{(i)} \geq a^{(i)} \) for \( i = 1, 2 \), but

\[
    a^{(1)} \not\supseteq a^{(1)} \sqcup \delta_1 \quad \text{and} \quad a^{(2)} \not\supseteq \delta_2 \sqcup a^{(2)},
\]

where \( \delta_1 \) and \( \delta_2 \) denote single symbols from the first and the last clusters of \( \alpha \).

Thus, \( a \not\supseteq a_t \) and the claim follows.

The third part of the proof. For notational simplicity, let us assume that the first cluster of \( t \) is of sign plus and the total number of clusters in \( t \) is even. We denote this number by \( n \). Then we can write

\[
    t = + - \ldots + -,
\]

where \( k_1, \ldots, k_n \) is the tuple of formal multiplicities of \( t \), some of which may be infinite.

Furthermore,

\[
    \text{bw}(\mathcal{Z}(t)) = \{+ - \ldots + - | l_i \leq k_i \}.
\]

Let us denote by \( I \subseteq \{1, 2, \ldots, n\} \) the positions of finite clusters of \( t \). Then

\[
    \text{bw}(\mathcal{Z}(t)^a_I) = \left\{+ - \ldots + - \begin{array}{l}
    \bullet l_i = k_i \text{ if } i \in I; \\
    \bullet l_i \geq 1 \text{ if } i \notin I, i \neq 1, n, \text{ and } i + 1 \notin I \text{ or } i - 1 \notin I
    \end{array} \right\}.
\]

So, if \(+ - \ldots + - \in \text{bw}(\mathcal{Z}(t) \setminus \mathcal{Z}(t)^a_I)\), then at least one of the following conditions must hold

1) \( l_i \leq k_i - 1 \) for some \( i \in I \)
2) \( l_i = 0 \) for some \( i \) such that \( 2 \leq i \leq n - 1, i \notin I \), and \( i + 1 \notin I \text{ or } i - 1 \notin I \).
Thus, from the first part of the proof it follows that to prove the desired inclusion it suffices to show that any binary word \(a = \cdots + -\) satisfying the second condition above belongs to \(bw(\mathbb{Z}(r))\) for some \(r\) which can be obtained from \(t\) by removing a symbol from a finite cluster. In order to do so, we rewrite \(t\) in the following way

\[
t = s_1 \sqcup s \sqcup s_2
\]

with \(s\) being the maximal template consisting only of infinite clusters and containing the \(i\)-th infinite cluster of \(t\), where \(i\) is the number from the second condition above for our binary word \(a\). Note that then \(s_2\) either begins with a finite cluster or is empty; if the latter, then \(s_1\) ends with a finite cluster. Anyway, it is obvious that we can obtain the desired \(r\) by removing a single symbol from a cluster of \(t\) which is neighbour to \(s\) and is an outermost cluster of \(s_1\) or \(s_2\).

5. Harmonic functions on \(\mathbb{Z}(t)\)

From Proposition 3.16 and Observation 4.3 with \(k = 1\) it follows that for a finite template \(t\) the graph \(\mathbb{Z}(t)\) possess no strictly positive indecomposable semifinite harmonic functions, hence \(\mathbb{Z}(t)\) can not be realised as the support of an indecomposable semifinite harmonic function on the zigzag graph. Then Propositions 3.11 and 4.2 imply that in order to describe all indecomposable semifinite harmonic functions on the zigzag graph it is sufficient to describe all strictly positive indecomposable semifinite harmonic functions on \(\mathbb{Z}(t)\) for any semifinite template \(t\). That is what we do in the present section.

Now we would like to introduce some strictly positive functions on the graph \(\mathbb{Z}(t)\), see Definition 5.3. Below we prove that they are pairwise distinct and form an exhaustive list of indecomposable semifinite harmonic functions on \(\mathbb{Z}(t)\).

**Definition 5.1.** By a *semifinite zigzag growth model* we call a pair \((t, w)\), where \(t\) is a semifinite template having \(m\) infinite clusters and \(w = (w_1, \ldots, w_m)\) is an \(m\)-tuple of positive real numbers such that \(w_1 + \cdots + w_m = 1\).

**Remark 5.2.** We can assume that these real numbers \(w_1, \ldots, w_m\) are assigned to infinite clusters of \(t\). Then we can identify a semifinite zigzag growth model \((t, w)\) with the infinite zigzag \(\mathbb{Z}(t)\) endowed with a tuple of frequencies, see Remark 4.9. Furthermore, we can treat this \(w\) as a finitary oriented paintbox the \(i\)-th interval component of which is of length \(w_i\); orientation of this interval component is defined by the sign of the corresponding infinite cluster of \(t\): the orientation is positive if the cluster is positive and the orientation is negative if the cluster is negative.

Let \(t\) have \(k\) sections \(t_1, \ldots, t_k\). Assume that \(\text{fl}(t) = (a_0, \ldots, a_k)\) and the splitting of \(t\) into sections looks like

\[
t = (a_0, t_1, a_1, \ldots, a_{k-1}, t_k, a_k).
\]

If \(a_0\) or \(a_k\) is the empty binary word, then we should merely ignore it in all what follows.

Let \((t, w)\) be a semifinite zigzag growth model. The splitting of \(t\) into sections gives us a splitting of \(w\)

\[
w = v_1 \sqcup \cdots \sqcup v_k,
\]

where each \(v_i\) is a tuple of real numbers from \(w = (w_1, \ldots, w_m)\) corresponding to the infinite clusters of \(t_i\). Note that we may treat each \(v_i\) as a collection of oriented subintervals of \((0, 1)\);
the only thing that differs \( v_i \) from a finitary oriented paintbox is the total length of intervals from \( v_i \), which may not be equal to 1.

**Definition 5.3.** For any \( \lambda \in \mathcal{Z}(t) \) we set
\[
\varphi_{t,w}(\lambda) = \begin{cases} 
F_{\lambda(1)}(v_1) \cdots F_{\lambda(k)}(v_k), & \text{if } \lambda \in \mathcal{Z}(t) \setminus J(t) \\
+\infty, & \text{if } \lambda \in J(t),
\end{cases}
\]

where \( \lambda \mapsto (\lambda^{(1)}, \ldots, \lambda^{(k)}) \) is the map provided by Lemma 4.15 and \( F_{\lambda(i)}(vi) \) is defined by Kerov’s construction (2) or by the formula from Proposition 4.5.

**Example 5.4.** Take \( t = ^1_+^+_-^- \). Then \( a_0 \) and \( a_2 \) are empty binary words, \( a_1 = ^1_+^+ \), \( t_1 = ^\infty_+ \), and \( t_2 = ^-_- \).

Next, \( J(t) = \mathcal{Z}^{(+\infty)} \) and
\[
\mathcal{Z}(t) \setminus J(t) = \mathcal{Z}^{(+^1_+^+_-^-)} \times \mathcal{Z}^{(-_-)}.
\]

Recall that the superscript denotes the zigzags which binary words contain \(-++\).

The map
\[
\mathcal{Z}^{(+^1_+^+_-^-)} \times \mathcal{Z}^{(-_-)} \to \mathcal{Z}^{(+\infty)} \times \mathcal{Z}^{(-)}
\]
provided by Lemma 4.15 is given by \( ^n_+-^m_- \mapsto (^n_+, ^m_-) \) and turns out to be as surjective as possible, see the paragraph below the proof of Lemma 4.15.

Let \( w_1 \) and \( w_2 \) be real positive numbers such that \( w_1 + w_2 = 1 \). Then
\[
\varphi_{t,w}(\lambda) = \begin{cases} 
 w_1^{n+1} w_2^{m+1}, & \text{if } \text{bw}(\lambda) = ^n_+-^m_- \text{ with } n, m \geq 0, \\
+\infty, & \text{if } \lambda \in \mathcal{Z}^{(+\infty)}.
\end{cases}
\]

It is straightforward to check that \( \varphi_{t,w} \) is a harmonic function. Let us show that it is semifinite. This means that for any \( ^n_+^m_- \in \text{bw}(J(t)) \) we have to find an approximating sequence, see Remark 3.8. Note that we can assume that these \( n \) and \( m \) are large enough, since if \( \lambda \geq \mu \) and \( \{a_N\}_{N \geq 1} \) is an approximating sequence for \( \lambda \), then \( \{a_N\}_{N \geq 1} \) is an approximating sequence for \( \mu \) as well. In fact, we will use only the bound \( n, m \geq 2 \). Below we treat binary word belonging to \( \text{bw}(\mathcal{Z}(t)) \) as elements of \( K_0(\mathcal{Z}(t)) \), see Section 3.2.

We argue that
\[
a_N = N \cdot ^{n-1}_+ ^{m-1}_- \quad \text{for } N \geq 1
\]
form an approximating sequence for \( ^n_+^m_- \). Let us prove this.
Since
\[ \varphi_{t,w}(a_N) = N \cdot w^n_1 w^m_2 \]
it follows that
\[ \varphi_{t,w}(a_N) < +\infty \]
and
\[ \varphi_{t,w}(a_N) \to +\infty \text{ as } N \to +\infty. \]
Thus, it suffices to show that \( n + m \geq_K a_N \); for the definition of \( \geq_K \) see Section 3.2.

By the harmonicity condition for any \( N \geq 1 \) we can write
\[
\dim(n+m-; n_1+n-1, + + - + - m_1+m-1) \cdot n_1 + n-1 + m_1 + m-1.
\]

The harmonicity condition also implies
\[
a_N = N \cdot \sum_{n_1, m_1 \geq 0; n_1 + m_1 = N} \dim(n-1, + + - + - , + + - + -, m_1 + m-1) \cdot n_1 + n-1 + m_1 + m-1.
\]

Note that
\[
\dim\left(\frac{n-1 + m-1}{n_1 + m_1}, \frac{n_1 + n-1}{n_1}, \frac{n_1 + m-1}{m_1}\right) = \binom{N}{n_1, m_1},
\]
where \( \binom{a+b}{a,b} \) denotes the binomial coefficient \( \frac{(a+b)!}{a!b!} \).

Then the desired claim immediately follows from the next observation.
\[
\dim\left(n+m, n_1+n-1, n_1-1, n_1+1, m_1+m-1\right) = n_1 \cdot \binom{N}{n_1, m_1} + m_1 \cdot \binom{N}{n_1, m_1} = N \cdot \binom{N}{n_1, m_1}. \quad (4)
\]

Let us explain the origin of the first summand in (4). It equals the number of the following paths in the zigzag graph going from \(+\) to \(+--\):
\[
\begin{array}{cccccccc}
+ & + & - & - & + & + & - & -
\end{array}
\]
Up to some point we increase only the two blocks of \(+--\) and then we add the plus that increases the number of blocks in the word; after that, we increase only the outermost blocks again. So, we may treat each such path as an ordered collection of pluses and minuses, which we add to the original word \(+--\); one plus, which increases the number of blocks, is marked. This collection is of length \(N\) and there are \(n_1\) pluses in it. Only two things that may vary are positions of ordinary pluses, which we add to the leftmost block, and the position of that special plus that increases the number of blocks. So, we have to choose \(n_1\) elements from the set of \(N\) elements and mark one of the chosen elements. The number of all such choices equals
\[
n_1 \cdot \binom{N}{n_1, m_1}.
\]

The second summand in (4) comes from the similar picture but for minuses. In fact, we have just proved the inequality \( \geq \) in (4). But one can easily see that this is indeed an equality for \(n, m \geq 2\).
Finally, we shall prove that $\varphi_{t,w}$ is indecomposable. Suppose that $\psi$ is a finite or semifinite harmonic function on $\mathcal{Z}(t)$ such that $\varphi_{t,w} \geq \psi$. The ideal $\mathcal{Z}(t)\setminus J(t)$ is isomorphic to the 2-dimensional Pascal graph $\mathbb{P}_2$ and the restriction of $\varphi_{t,w}$ to this ideal is an indecomposable harmonic function. Thus, $\varphi_{t,w}$ and $\psi$ are proportional on $\mathcal{Z}(t)\setminus J(t)$ as desired.

**Theorem 5.5.**

1) For any semifinite zigzag growth model $(t, w)$ the function $\varphi_{t,w}$ is a semifinite indecomposable harmonic function on $\mathcal{Z}(t)$.

2) Any strictly positive semifinite indecomposable harmonic function on the graph $\mathcal{Z}(t)$ is proportional to $\varphi_{t,w}$ for some semifinite zigzag growth model $(t, w)$.

3) The functions $\varphi_{t,w}$ are distinct for distinct semifinite zigzag growth models $(t, w)$.

To prove this theorem we need the following lemma.

**Lemma 5.6.** Let $\varphi$ be a strictly positive harmonic function on $\mathcal{Z}(t)$. Then for any $\lambda \in J(t)$ we have $\varphi(\lambda) = +\infty$.

**Proof.** Recall that

$$bw(J(t)) = \left\{ b_0 \sqcup bw(\lambda^{(1)}) \sqcup b_1 \sqcup \ldots \sqcup bw(\lambda^{(k)}) \sqcup b_k \mid b_i \leq a_i \text{ and } \exists j: b_j \prec a_j; \lambda^{(i)} \in \mathcal{Z}(t_i) \right\}.$$ 

The set on which a harmonic function takes the value $+\infty$ is a coideal. Therefore, without loss of generality, we may assume that

$$bw(\lambda) = a_0 \sqcup bw(\lambda_1) \sqcup a_1 \sqcup \ldots \sqcup bw(\lambda_j) \sqcup b_j \sqcup bw(\lambda_{j+1}) \sqcup a_{j+1} \sqcup \ldots \sqcup bw(\lambda_k) \sqcup a_k$$

for some $j$, where $b_j \not\succ a_j$ and each $bw(\lambda_i) \in bw(\mathcal{Z}(v_i))$ contains as many blocks as possible and all these blocks are large enough.

We will consider two cases:

1) the block of $a_j$ from which we remove a symbol to obtain $b_j$ is not an outermost block of $a_j$ or it consists of 2 or more symbols;

2) we remove a symbol from an outermost block of $a_j$ which is of length 1.

*The first case.* We denote by $\overline{t}$ the template obtained from $t$ by replacing $a_j$ with $b_j$. Then $\lambda \in \mathcal{Z}(\overline{t})$ and we can write

$$\left(\mathcal{Z}(t)\right)^{\lambda} = \left(\mathcal{Z}(\overline{t})\right)^{\lambda} \sqcup \left(\mathcal{Z}(t)\right)^{\lambda'},$$

where $\lambda'$ is defined as follows

$$bw(\lambda') = a_0 \sqcup bw(\lambda_1) \sqcup a_1 \sqcup \ldots \sqcup bw(\lambda_j) \sqcup a_j \sqcup bw(\lambda_{j+1}) \sqcup a_{j+1} \sqcup \ldots \sqcup bw(\lambda_k) \sqcup a_k.$$ 

Superscripts $\lambda$ and $\lambda'$ in (6) mean that we take all the zigzags that are greater than or equal to $\lambda$ and $\lambda'$ respectively.

Note that there is an isomorphism of graded graphs

$$\left(\mathcal{Z}(\overline{t})\right)^{\lambda} \rightarrow \left(\mathcal{Z}(t)\right)^{\lambda'},$$

which adds the removed symbol back $b_j \mapsto a_j$. This map is indeed an isomorphism, since each of these graphs is isomorphic to the Pascal graph of an appropriate dimension. Finally, from Lemma 3.17 it follows that $\varphi(\lambda) = +\infty$.

*The second case.* We may assume that $a_j = +-$ or $a_j = --$. The point is that for all other $a_j$ we can find a vertex which majorizes $\lambda$ and satisfies the conditions of the first case above. We will restrict ourselves to the case $a_j = --$. Then we may rewrite (5) as
\[ \text{bw}(\lambda) = a_0 \sqcup \text{bw}(\lambda_1) \sqcup a_1 \sqcup \ldots \sqcup \text{bw}(\lambda_j) \sqcup \text{bw}(\lambda_{j+1}) \sqcup \ldots \sqcup \text{bw}(\lambda_k) \sqcup a_k \]

for some \( \lambda_i \in \mathcal{Z}(t_i) \), because when we delete a symbol from \(-\,+)\) inside \( \text{bw}(\lambda) \) the remaining symbol is merged into \( \text{bw}(\lambda_j) \) or \( \text{bw}(\lambda_{j+1}) \). Since each \( \text{bw}(\lambda_i) \) contains as many blocks as possible and their lengths are large enough, it follows that \( \text{bw}(\lambda_j) = \alpha \sqcup + \) for some "large enough" binary word \( \alpha \) and a natural number \( n \).

Let us define a zigzag \( \lambda' \) as follows

\[ \text{bw}(\lambda') = a_0 \sqcup \text{bw}(\lambda_1) \sqcup a_1 \sqcup \ldots \sqcup \text{bw}(\lambda_{j-1}) \sqcup a_{j-1} \]

\[ \sqcup \alpha \sqcup + \sqcup - \sqcup + \sqcup \text{bw}(\lambda_j) \sqcup a_j \sqcup + \sqcup \text{bw}(\lambda_{j+1}) \sqcup a_{j+1} \sqcup \ldots \sqcup \text{bw}(\lambda_{k-1}) \sqcup a_k. \]

Now we are ready to apply Lemma 3.18. Below we use the notation from this lemma.

Let \( I \subset \mathcal{Z}(t) \) be the ideal corresponding to the binary words that contain as many blocks as possible, provided that all blocks corresponding to the zigzag flange of \( t \) are of maximal lengths. Obviously, this ideal \( I \) is isomorphic as a graded graph to the Pascal graph of an appropriate dimension and \( \lambda' \in I \), since \( \alpha \), which appeared in the definition of \( \lambda' \), is "large enough". Then \( \dim(\lambda', \eta) \) on the right hand side of inequality \( \square \) from Lemma 3.18 is a multinomial coefficient which arguments are merely differences between lengths of the blocks of \( \text{bw}(\lambda') \) and \( \text{bw}(\eta) \) corresponding to infinite clusters of \( t \). Then it is easy to check that inequality \( \square \) from Lemma 4.15 is fulfilled, because there is a summand on the left hand side of \( \square \) which is equal to \( \dim(\lambda', \eta) \). This summand corresponds to \( \mu \) obtained from \( \eta \) by removing \(-\) from \( a_j \), appeared in the decomposition of \( \text{bw}(\eta) \) provided by Lemma 4.15.

**Proof of Theorem 5.5.** Let us prove the first two parts of the theorem. We will do it by a single argument.

Lemma 5.6 implies that any strictly positive harmonic function on \( \mathcal{Z}(t) \) is not finite. Then Theorem 3.10 provides a bijection between strictly positive indecomposable semifinite harmonic functions on \( \mathcal{Z}(t) \) and strictly positive indecomposable finite and semifinite harmonic functions on \( \mathcal{Z}(t) \setminus J(t) \). Recall that this bijection is defined by restriction of a function from \( \mathcal{Z}(t) \) to \( \mathcal{Z}(t) \setminus J(t) \). By Lemma 4.15 there is an injective homomorphism of graded graphs

\[ \mathcal{Z}(t) \setminus J(t) \hookrightarrow \mathcal{Z}(t_1) \times \ldots \times \mathcal{Z}(t_k), \]

which image is an ideal. So, applying Theorem 3.10 once again we obtain a bijection between strictly positive indecomposable finite and semifinite harmonic functions on \( \mathcal{Z}(t) \setminus J(t) \) and

\[ \mathcal{Z}(t_1) \times \ldots \times \mathcal{Z}(t_k). \]

Propositions 3.21 and 4.7 yield that this graph admits a finite strictly positive indecomposable harmonic function. Then by Observation 4.3 and Proposition 3.16 it does not possess any strictly positive semifinite indecomposable harmonic functions. Hence the strictly positive indecomposable finite harmonic functions on this graph are in bijection with strictly positive finite and semifinite indecomposable harmonic functions on \( \mathcal{Z}(t) \setminus J(t) \). In particular, this means that the graph \( \mathcal{Z}(t) \setminus J(t) \) does not possess strictly positive semifinite indecomposable harmonic functions, because the aforementioned bijection is defined by the restriction of functions from the whole graph to an ideal which is isomorphic to \( \mathcal{Z}(t) \setminus J(t) \).

Next, by Proposition 3.21, Theorem 4.6, and Proposition 4.7 each strictly positive indecomposable finite harmonic function on the graph

\[ \mathcal{Z}(t_1) \times \ldots \times \mathcal{Z}(t_k) \]
is of the form

$$(\lambda(1), \ldots, \lambda(k)) \mapsto F_{\lambda(1)}(v_1) \ldots F_{\lambda(k)}(v_k),$$

where $v_i$ is a tuple of oriented consecutive subintervals of $(0, 1)$ which orientations are defined by the signs of infinite clusters of $t_i$; the total length of all intervals of all $v_i$’s equals 1.

Then each strictly positive finite indecomposable harmonic function on $\mathcal{Z}(t) \setminus J(t)$ is of the form

$$\lambda \mapsto F_{\lambda(1)}(v_1) \ldots F_{\lambda(k)}(v_k),$$

where $\lambda \mapsto (\lambda(1), \ldots, \lambda(k))$ is the map provided by Lemma 4.15.

The only thing we are left to do is to indicate how each of these functions should be extended from $\mathcal{Z}(t) \setminus J(t)$ to the whole graph $\mathcal{Z}(t)$. For that purpose we use Lemma 5.6.

To see that the functions $\varphi_{t,w}$ are distinct for distinct $(t, w)$ we note that the functions

$$(\lambda(1), \ldots, \lambda(k)) \mapsto F_{\lambda(1)}(v_1) \ldots F_{\lambda(k)}(v_k)$$

are distinct as functions on

$$\mathcal{Z}(t_1) \times \cdots \times \mathcal{Z}(t_k)$$

and by Theorem 3.10 the restriction of a function from this graph to an ideal isomorphic to $\mathcal{Z}(t) \setminus J(t)$ is a bijection between finite strictly positive indecomposable harmonic functions.

5.1. **Semifinite analog of the Vershik-Kerov ring theorem for the zigzag graph.** Recalling that by a semifinite analog of the ring theorem we mean Theorem 3.14. The following proposition describes the finite indecomposable harmonic function that is related to $\varphi_{t,w}$ by this theorem.

**Proposition 5.7.** Let $(t, w)$ be a semifinite zigzag growth model. For any $\mu \in \mathcal{Z}(t) \setminus J(t)$ and $\lambda \in \mathcal{Z}$ we have

$$\varphi_{t,w}(F_{\lambda}F_{\mu}) = \varphi_w(F_{\lambda})\varphi_{t,w}(F_{\mu}),$$

where $\varphi_w$ is the finite harmonic function associated to the finitary oriented paintbox $w$, see Remark 5.2.

Before we start proving this proposition, we need to discuss one preparatory statement, which might be interesting in itself.

Recall the notation. The zigzag flange of $t$ is denoted by $fl(t) = (a_0, \ldots, a_k)$ and the splitting of $t$ into sections looks like

$$t = (a_0, t_1, a_1, \ldots, a_{k-1}, t_k, a_k).$$

The induced splitting of $w$ reads as $w = v_1 \sqcup \cdots \sqcup v_k$.

Let us denote by $v_i(t_i)$ the collection of adjacent intervals on the real line corresponding to the finite template $t_i$ and the tuple of numbers $v_i$. Namely, the length of the $j$-th interval in $v_i(t_i)$ equals $(v_i)_{j}$ and the orientation of this interval coincides with the sign of the $j$-th infinite cluster of $t_i$. It will be of no importance to us where the leftmost boundary point of $v_i(t_i)$ is placed; only lengths of intervals and their orientations matter.

Let $\varepsilon$ be a real positive number. For any binary word $a$ we denote by $\varepsilon(a)$ a tuple of adjacent oriented intervals each of which corresponds to a block of $a$; orientation of the interval is equal to sign of the block; all intervals are of length $\varepsilon$.

Then we define $w_{\varepsilon}$ as a collection of adjacent intervals from $\varepsilon(a_0), \ldots, \varepsilon(a_k)$ and $v_1(t_1), \ldots, v_k(t_k)$ taken in the order proposed by the splitting of $t$ into sections, that is
\[ w_\varepsilon = \left( \varepsilon(a_0), v_1(t_1), \varepsilon(a_1), v_2(t_2), \ldots, v_k(t_k), \varepsilon(a_k) \right), \]

see Figure 8.

We do not specify where to place the leftmost boundary point of \( w_\varepsilon \) because it is not important in what follows. Note that the total length of \( w_\varepsilon \) equals \( 1 + O(\varepsilon) \).

\[
\begin{array}{cccccccc}
\varepsilon & w_1 & w_2 & \varepsilon & \varepsilon & w_3 & \varepsilon & w_4 & \varepsilon & \varepsilon & w_5 & w_6 & w_7 \\
- & + & - & + & - & + & - & + & - & + & - & - & - \\
\end{array}
\]

**Figure 8.** The collection of adjacent intervals \( w_\varepsilon \) for the semifinite zigzag growth model \((t,w)\) with the semifinite template

\[ t = - - 1 \infty - 2 \infty 1 \infty - 1 \infty - 2 \infty 1 \infty - 1 \infty - 2 \infty 1 \infty - 1 \]

from Figure 3. The length and orientation of an interval are indicated above the interval.

Furthermore, we can define a template \( t_{w_\varepsilon} \) in the same way as for oriented paintboxes, see the paragraph above Proposition 4.7. Then \( t_{w_\varepsilon} \) is a finite template and we may view \( w_\varepsilon \) as an infinite zigzag \( z(t_{w_\varepsilon}) \) endowed with a tuple of real positive numbers, see Remark 4.9. Some of these real numbers equal \( \varepsilon \) while others come from \( w_\varepsilon \). The infinite rows and columns to which the number \( \varepsilon \) is assigned correspond to the zigzag flange of \( t \). So, \( z(t_{w_\varepsilon}) \) is obtained from \( z(t_w) \) by enlarging the rows and columns corresponding to the binary words from the zigzag flange. Namely, we replace these finite rows and columns with infinite ones, see Figure 9.

Let us denote by \( \nu_t \) the zigzag obtained from \( z(t) \) by replacing each infinite row or column with a row or column of length 2. Then \( bw(\nu_t) \) is the binary word obtained from \( t \) by replacing each infinite symbol with a single symbol of the same sign.

Obviously, \( \nu_t \in Z(t) \setminus J(t) \) and \( Z(t)_{\nu_t} \), \( (Z(t_{w_\varepsilon}))_{\nu_t} \) are isomorphic to Pascal graphs of an appropriate dimensions. Recall that the superscript \( \nu_t \) means that we take all zigzags greater than or equal to \( \nu_t \).

**Proposition 5.8.** There exists a natural number \( n \), which depends only on \( t \), such that for any \( \mu \in (Z(t_{w_\varepsilon}))_{\nu_t} \) we have

\[ \varphi_{t,w}(\mu) = \text{const} \cdot \lim_{\varepsilon \to 0} \frac{1}{\varepsilon^n} F_\mu(w_\varepsilon), \]  

(7)

where const does not depend on \( \mu \), but may depend on \((t,w)\); recall that \( F_\lambda(w_\varepsilon) \) is defined by Kerov’s construction \( (2) \), see Section 4.2.3.

**Proof.** To obtain the claim we should apply Lemma 4.10 to each multiple in Definition 5.3 and to the right hand side of (7). \( \square \)

**Remark 5.9.** Equality (7) obviously holds for any \( \mu \notin Z(t_{w_\varepsilon}) \), because in that case it turns into the trivial identity \( 0 = 0 \).
a) The infinite zigzag \( z(t) \) for
\[
t = -\infty + -1 + \infty - 1 + \infty - 1 + \infty - 1 + \infty
\]

b) The infinite zigzag \( z(t_{w_{\varepsilon}}) \), corresponding to \( t \) from a);
\[
t_{w_{\varepsilon}} = -\infty + -1 + \infty - 1 + \infty - 1 + \infty - 1 + \infty
\]

**Figure. 9**

**Proof of Proposition 5.7.** Let us denote by \( c_{\lambda,\mu}^\nu \) the structure constants of multiplication in \( QSym \) written in the basis of fundamental quasisymmetric functions, i.e.
\[
F_{\lambda}F_{\mu} = \sum_{\nu} c_{\lambda,\mu}^\nu F_{\nu}.
\]

Note that \( c_{\lambda,\mu}^\nu \geq 0 \) and \( c_{\lambda,\mu}^\nu \neq 0 \) only if \( \nu > \lambda, \mu \), see [LMW13, p.35, (3.13)].

Then for any \( \lambda \in \mathbb{Z} \) and \( \mu \in \mathbb{Z}(t)^{\nu} \subset \left( \mathbb{Z}(t_{w_{\varepsilon}}) \right)^{\nu} \) we can write
\[
\varphi_{t, w}(F_{\lambda}F_{\mu}) = \sum_{\nu} c_{\lambda,\mu}^\nu \varphi_{t, w}(F_{\nu}) = \sum_{\nu} c_{\lambda,\mu}^\nu \text{const} \cdot \lim_{\varepsilon \to 0} \frac{1}{\varepsilon_n} F_{\nu}(w_{\varepsilon}) =
\]
\[
\text{const} \cdot \lim_{\varepsilon \to 0} \frac{1}{\varepsilon^n} \left[ \sum_{\nu} c_{\lambda,\mu}^{\nu} F_\nu (w_\varepsilon) \right] = \text{const} \cdot \lim_{\varepsilon \to 0} \frac{1}{\varepsilon^n} F_\lambda (w_\varepsilon) F_\mu (w_\varepsilon) =
\]

\[
\text{const} \cdot \left[ \lim_{\varepsilon \to 0} F_\lambda (w_\varepsilon) \right] \cdot \left[ \lim_{\varepsilon \to 0} \frac{1}{\varepsilon^n} F_\mu (w_\varepsilon) \right] = F_\lambda (w) \varphi_{t,w} (F_\mu) .
\]

We used formula (7) for \( \varphi_{t,w} (F_\nu) \), because \( \nu > \mu \) and then either \( \nu \in \left( \mathbb{Z}(t_{w_\varepsilon}) \right)^{\nu_0} \) or \( \nu / \in \mathbb{Z}(t_{w_\varepsilon}) \).

Thus, the finite indecomposable harmonic function \( \psi \) from Theorem 3.14 applied to \( \varphi_{t,w} \) equals \( \varphi_w \). \( \square \)
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