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Abstract—This paper considers a downlink (DL) system where non-orthogonal multiple access (NOMA) beamforming and dynamic user pairing are jointly optimized to maximize the minimum throughput of all DL users. The resulting problem belongs to a class of mixed-integer non-convex optimization. To solve the problem, we first relax the binary variables to continuous ones, and then devise an iterative algorithm based on the inner approximation method which provides at least a local optimal solution. Numerical results verify that the proposed algorithm outperforms other ones, such as conventional beamforming, NOMA with random-pairing and heuristic-search strategies.

Index Terms—Non-orthogonal multiple access (NOMA), beamforming, convex optimization, user pairing.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) has recently been considered as a promising technology for future mobile networks [1]–[3]. Unlike orthogonal multiple access (OMA), NOMA system allows multiple user equipments (UEs) to share the same time-frequency resource, thereby improving the system performance. There are two kinds of NOMA techniques: power-domain NOMA and code-domain NOMA, among which the former is more popularly utilized. Therefore, the term, NOMA, is often used to stand for the power-domain NOMA, and we follow the convention in this paper. From the key idea of NOMA, successive interference cancellation (SIC) technique is applied to a group of UEs so that the system performance is improved. For example, with a pair of two DL UEs, UE with better channel condition is equipped with an SIC receiver to decode and subtract out the message intended to the other UE before decoding its own message. This allows the base station (BS) to allocate more power to the user with worse channel condition.

Although many works have generalized the UE clustering to utilize the benefits of NOMA [4], [5], UE pairing scheme is more suitable and efficient in a particular scenario, i.e., a medium-range, due to the requirement of differences among the channel conditions of UEs [6]. A UE scheduling method with random pairing has been proposed in [7]. In [8], [9], an optimal UE paring scheme has been investigated under the broadcast channel model with a single-antenna BS, where two unpaired UEs with the best and the worst channel gains are grouped together until all UEs are paired. The authors in [9] have proposed a method in which two unpaired users with the best channel gains are paired successively. In [10], an optimal pairing scheme has been proposed in a two-zone cellular system, where one UE in the inner zone is paired with one UE in the outer zone. However, the UE pairing schemes in the previous strategies aim at assigning UE pairs to the different resource blocks [8], [9] or clustering UEs in spatially-separated zones [10]. Therefore, these schemes might not fully exploit the channel capacity as well as the advantages of NOMA, which motivate us to incorporate beamforming into UE pairing in NOMA systems.

In this paper, we consider a max-min rate optimization problem for a DL system, where a NOMA-based beamforming design is applied to the pairs of UEs without the requirement of different zones. Accordingly, any two UEs in the whole cell can be paired with each other, which will be referred to as dynamic global UE pairing (DGUP). This approach can reap the following advantages: (i) enhancing the feasible region of UE pairs to improve the system performance; (ii) enabling a hybrid beamforming design, with UEs paired for SIC or not. However, the distances from UEs to BS must be taken into account, such that the roles of two UEs in a pair are determined in priority. To manage the UE paring, we introduce binary variables which are restricted by a triangle assignment matrix. The resulting max-min rate problem belongs to a class of mixed-integer non-convex programming. To efficiently solve the problem, we first relax the binary variables into continuous ones. Then, we apply inner approximation (IA) method to derive a successive convex program [11], which is solved by a low-complexity iterative algorithm to obtain at least a local optimal solution. Numerical results are provided to verify the effectiveness of the proposed algorithm in terms of both the performance and complexity.

Notation: $h^H$ is the Hermitian transpose of a vector $h$. $\mathbb{C}$ and $\mathbb{R}$ are the sets of all complex and real numbers, respectively. $\| \cdot \|$ returns the Euclidean norm of a vector. $\mathbb{E}\{ \cdot \}$ stands for the expectation and $\mathbb{R}\{ \cdot \}$ denotes the real part of a complex number.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a DL NOMA system where a BS equipped with $N$ antennas serves $K$ single-antenna UEs, with $K \in \{1, 2, \cdots, K\}$ and $\mathbb{U}_k$ indicating the $k$-th UE. By using the principle of NOMA for a pair of UEs, the SIC is applied to the near UE, while the far UE still suffers from the interference.
We define noise (AWGN) at respectively, which are defined as where \( \gamma \) is defined as the signal-to-interference-plus-noise ratio (SINR) of \( \text{UE} \). Suppose that NOMA beamforming is applied to a channel vectors involve both large- and small-scale fading.

For decoding the DL messages, we consider dynamic UE pairing to further improve the performance. Suppose that NOMA beamforming is applied to a pair of \( \text{UE}_k \) and \( \text{UE}_\ell \), \( k, \ell \in K \). Let \( \alpha_{k, \ell} \in \{0, 1\}, \forall k, \ell \in K \) indicate the user pairing:

\[
\alpha_{k, \ell} = \begin{cases} 
1, & \text{if } \text{UE}_k \text{ and } \text{UE}_\ell \text{ are paired and } \text{UE}_\ell \text{'s message is decoded prior to } \text{UE}_k \text{'s message at } \text{UE}_k \\
0, & \text{otherwise.}
\end{cases}
\]

We define \( \alpha \triangleq [\alpha_{k, \ell}]_{k, \ell \in K} \in \{0, 1\}^{K \times K} \). From (1) and (3), we intend to optimize an upper triangular matrix \( \alpha \):

\[
\alpha = \begin{bmatrix} 
\alpha_{1,1} & \alpha_{1,2} & \cdots & \alpha_{1,K} \\
\alpha_{2,1} & \alpha_{2,2} & \cdots & \alpha_{2,K} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{K,1} & \alpha_{K,2} & \cdots & \alpha_{K,K}
\end{bmatrix} = \begin{bmatrix} 
0 & \alpha_{1,2} & \cdots & \alpha_{1,K} \\
0 & 0 & \cdots & \alpha_{2,K} \\
0 & 0 & \cdots & 0
\end{bmatrix}.
\]

By letting \( w \triangleq [w_k]_{k \in K} \), the signal-to-interference-plus-noise ratio (SINR) of \( \text{UE}_k \) is defined as

\[
\gamma_k(w, \alpha) = \min_{\ell \in K} \{ \gamma_{0,k}(w, \alpha), \min_{\ell \in K} \{ \gamma_{\ell,k}(w, \alpha) \} \},
\]

where \( \gamma_{0,k} \) and \( \gamma_{\ell,k} \) are SINR of \( \text{UE}_k \) at \( \text{UE}_k \) and at \( \text{UE}_\ell \), respectively, which are defined as

\[
\gamma_{0,k}(w, \alpha) = \frac{\|h_k^H w_k\|^2}{\Psi_k(w, \alpha)};
\]

\[
\gamma_{\ell,k}(w, \alpha) = \frac{\|h_k^H w_\ell\|^2}{\lambda_{k, \ell} \Psi_{\ell,k}(w)};
\]

where \( \Phi_k(w, \alpha) \) and \( \Psi_{\ell,k}(w) \) are defined as

\[
\Phi_k(w, \alpha) = \sum_{\ell \in K \setminus \{k\}} (1 - \alpha_{k, \ell}) |h_k^H w_\ell|^2 + \sigma_k^2,
\]

\[
\Psi_{\ell,k}(w) = \sum_{\ell' \in K \setminus \{k\}} |h_k^H w_{\ell'}|^2 + \sigma_\ell^2.
\]

Clearly, when \( \alpha_{k, \ell} = 0, \forall k, \ell \in K \), we obtain SINR of \( \text{UE}_k \) as \( \gamma_k(w, \alpha) = \gamma_{0,k}(w, \alpha) \).

### B. Problem Formulation

The achievable rate at \( \text{UE}_k \) is given as (nats/s/Hz)

\[
R_k(w, \alpha) = \ln(1 + \gamma_k(w, \alpha)), \quad k \in K.
\]

Therefore, the optimization problem for maximizing the minimum rate among all UEs (MMR for short) can be mathematically formulated as

\[
\max_{w, \alpha} \min_{k \in K} R_k(w, \alpha)
\]

s.t. \[
\sum_{k \in K} \|w_k\|^2 \leq P_{BS}^{\max}, \\
\alpha_{k, \ell} \in \{0, 1\}, \\
\sum_{k \in K} \alpha_{k, \ell} \leq 1, \quad \forall \ell \in K,
\]

\[
\sum_{k \in K} \alpha_{k, \ell} \leq 1, \quad \forall k \in K,
\]

\[
\alpha_{k, \ell} = 0, \quad \forall k, \ell \in K, \quad \alpha_{k, \ell} = 0, \quad \forall k, \ell \in K \mid k > \ell,
\]

\[
\alpha_{k, \ell} + \sum_{k' \in K} \alpha_{k', \ell} \leq 1, \quad \forall k, \ell \in K \mid k < \ell,
\]

\[
\alpha_{k, \ell} + \sum_{k' \in K} \alpha_{k', \ell} \leq 1, \quad \forall k, \ell \in K \mid k < \ell.
\]

Constraint (9b) ensures that the total transmit power at the BS does not exceed maximum power budget, \( P_{BS}^{\max} \). Constrain (9c)–(9f) are the criteria for UE pairing. Constrain (9g) and (9h) guarantee that each UE is paired with at most one other UE, while constrains (9i) and (9j) assign zeros to the lower triangular entries of \( \alpha \). However, the objective function (9a) is non-convex and (9c)–(9j) are the binary constraints. Therefore, problem (9) belongs to a mixed-integer non-convex problem. We should emphasize that the use of \( \alpha \) allows arbitrary two users in the cell to be paired. We refer to this strategy as dynamic user pairing.

### III. Proposed Iterative Algorithm

To efficiently solve problem (9), we first relax binary variable \( \alpha_{k, \ell} \in \{0, 1\} \) to \( 0 \leq \alpha_{k, \ell} \leq 1, \forall k, \ell \in K \). Then, problem (9) can be rewritten as the following tractable form:

\[
\max_{w, \alpha, \eta} \eta
\]

s.t. \[
R_k \geq \eta, \quad \forall k \in K, \\
0 \leq \alpha_{k, \ell} \leq 1, \quad \forall k, \ell \in K, \\
9b, 9c - 9i.
\]

However, constraint (10b) is still non-convex. Therefore, we aim to handle this constraint as follows.
Convexifying constraint (10b): First, constraint (10b) can be written as
\[
\begin{align*}
\ln(1 + \gamma_k(w, \alpha)) & \geq \eta, \quad k \in K, \quad (11a) \\
\ln(1 + \gamma_{k, \ell}(w, \alpha)) & \geq \eta, \quad k \in K, \quad (11b)
\end{align*}
\]
By utilizing Eq. (20), a lower bound of the left-hand side of (11a) at the iteration \((i+1)\) around a feasible point \((w^{(i)}, \alpha^{(i)})\) is given by
\[
\ln(1 + \gamma_k(w, \alpha)) \geq f_{0,k}^{(i)} + 2f_{1,k}^{(i)}(w) - f_{2,k}^{(i)}(w, \alpha),
\]
where \(f_{0,k}^{(i)}, f_{1,k}(w, \alpha), \alpha^{(i)}\) and \(f_{2,k}(w, \alpha)\) are respectively defined as
\[
\begin{align*}
&f_{0,k}^{(i)} = \ln(1 + \gamma_k(w^{(i)}, \alpha^{(i)})) - \gamma_k(w^{(i)}, \alpha^{(i)}), \\
&f_{1,k}(w) = 2\Psi_k(w^{(i)}, \alpha^{(i)}), \\
&f_{2,k}(w, \alpha) = 2|\Phi_k(w^{(i)}, \alpha^{(i)})| + \frac{\alpha^2}{2} - \sum_{\ell \in K \setminus \{k\}} (1 - \alpha_{k,\ell})|\Phi_{\ell,k}(w^{(i)}, \alpha^{(i)})|^2 - 1.
\end{align*}
\]
with \(\Xi^i_k\) is defined as
\[
\Xi^i_k = \Phi_k(w^{(i)}, \alpha^{(i)}) - (\Psi_k(w^{(i)}, \alpha^{(i)}) + |\Phi_{\ell,k}(w^{(i)}, \alpha^{(i)})|^2)^{-1}.
\]

Consider a function \(v(x, z) = x^2 + x \geq 0, x > 0\). By using \([13\text{ Eq. (B.1)}\], an upper bound of \(v(x, y)\) is given as
\[
v(x, z) \leq \frac{x^2}{2x} + \frac{z}{2x^2} x^2 = \tilde{v}(x, z).
\]

Then, the upper bound of \((1 - \alpha_{k,\ell})\mu_{k,\ell}\) can be expressed as
\[
(1 - \alpha_{k,\ell})\mu_{k,\ell} \leq \tilde{v}(1 - \alpha_{k,\ell}, \mu_{k,\ell}).
\]

From (13) and (14), an upper bound of \(f_{2,k}(w, \alpha)\) is given by
\[
\begin{align*}
f_{2,k}(w, \alpha) \leq & \frac{|\Phi_k(w^{(i)}, \alpha^{(i)})|^2}{2} + \frac{\alpha^2}{2} - \sum_{\ell \in K \setminus \{k\}} (1 - \alpha_{k,\ell})\mu_{k,\ell} \Xi^i_k \\
& + \sum_{\ell \in K \setminus \{k\}} \tilde{v}(1 - \alpha_{k,\ell}, \mu_{k,\ell}, \Xi^i_k)
\end{align*}
\]
Finally, constraint (11a) is convexified as
\[
f_{0,k}^{(i)} + 2f_{1,k}(w) - f_{2,k}(w, \alpha, \mu) \geq \eta, \quad \forall k, \ell \in K.
\]
Similarly, constraint (11b) is approximated as
\[
g_{0,k}^{(i)} + 2g_{1,k}(w) - g_{2,k}(w, \alpha, \mu) \geq \eta, \quad \forall k, \ell \in K.
\]
After fixing $\alpha$, Algorithm 1 is applied to maximize the minimum rate of all UEs under the power control. Furthermore, we examine two baseline schemes: (i) "Exhaustive Search" where all possible values of $\alpha$ are considered to derive the subproblems. Then, we apply Algorithm 1 with the fixed values of $\alpha$ to solve the subproblems before selecting the best solution; (ii) "Beamforming" where $\alpha$ is set to zero, and thus, Algorithm 1 is utilized for conventional beamforming design.

The MMR performance of the proposed scheme and the other six schemes mentioned above are shown in Fig. 2. Compared to other strategies except for exhaustive search, Algorithm 1 has higher MMR. The gains against greedy pairing, random pairing and beamforming are about 0.5bps/Hz, 0.8bps/Hz and 1.1bps/Hz, respectively. This demonstrates the effectiveness of a joint optimization of dynamic user pairing and beamforming. Fig. 3 depicts the convergence behaviors of the proposed algorithm and other strategies. It can be observed that all schemes attain 90% performance after 15 iterations, which verifies the effectiveness of the proposed method in terms of complexity.

V. CONCLUSION

We have studied a joint optimization of NOMA beamforming and dynamic UE pairing. The formulated max-min rate problem is a mixed-integer non-convex program. To efficiently solve the problem, we derive an iterative algorithm based on the relaxation and IA methods to obtain at least a local optimal solution. Numerical results demonstrate that the proposed algorithm outperforms the existing methods.