An attention mechanism based convolutional network for satellite precipitation downscaling over China
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Abstract
Precipitation is a key part of hydrological circulation and is a sensitive indicator of climate change. The Integrated Multi-satellitE Retrievals for the Global Precipitation Measurement (GPM) mission (IMERG) datasets are widely used for global and regional precipitation investigations. However, their local application is limited by the relatively coarse spatial resolution. Therefore, in this paper, an attention mechanism based convolutional network (AMCN) is proposed to downscale GPM IMERG monthly precipitation data from 0.1° to 0.01°. The proposed method is an end-to-end network, which consists of a global cross-attention module, a multi-factor cross-attention module, and a residual convolutional module, comprehensively considering the potential relationships between precipitation and complicated surface characteristics. In addition, a degradation loss function based on low-resolution precipitation is designed to physically constrain the network training, to improve the robustness of the proposed network under different time and scale variations. The experiments demonstrate that the proposed network significantly outperforms three baseline methods. Compared with in-situ measurements, the root-mean-square error is decreased by 5.41–19.82 mm/month in the real-data experiment. Finally, a geographic difference analysis method is introduced to further improve the downscaled results by incorporating in-situ measurements for high-quality and fine-scale precipitation estimation.
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1. Introduction
Precipitation is an essential factor driving the hydrological cycle, which also modulates the surface energy balance, is closely connected with climate change, and affects human activities (Lincoln, 2008; Madakumbura et al., 2021). Despite the compelling evidence for the impact of global warming on large-scale precipitation patterns, the investigation of regional patterns is restricted by the observational roughness and modeling uncertainties (Sarojini et al., 2016). Ground measurement networks are distributed sparsely and unevenly across different regions, and are also varied in quality. Precipitation modeling data typically have a relatively low spatial resolution and an uncertain accuracy. These limitations have resulted in satellite observations being considered as crucial materials for regional precipitation exploration (Sorooshian et al., 2011). The Global Precipitation Measurement (GPM) mission integrates infrared, microwave, and in-situ measurements, partly overcoming the shortcomings of an individual sensor. With their global coverage, high temporal resolution, and reliable accuracy, GPM precipitation datasets are
increasingly being used in geoscience research. However, the relatively coarse spatial resolution means that these datasets cannot easily meet the diverse requirements of various local Earth science applications, resulting in the requirement for the downscaling of satellite precipitation data.

Various downscaling algorithms have been proposed over the past decades, including dynamic methods, statistical models, and machine learning based algorithms. The dynamic downscaling methods simulate complex physical processes through hydrological models, regional climate models, or land-atmosphere coupling models, integrating multi-source data from satellite images, model outputs, and/or in-situ measurements. High-resolution (HR) images are then sequentially generated using data assimilation techniques such as the ensemble Kalman filter to provide the initial field for the dynamic model. As a result, fine-scale precipitation data with physical consistency are constantly being updated (Wang et al., 2021). For example, Boussetta et al. (2008) innovatively constructed a coupled land-atmosphere model for better precipitation projection through assimilating Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) data. Such methods take into account both the model and measurement uncertainties and have strong physical significance. They are thus widely used for the downscaling of global climate models. However, the disadvantages are the challenging parameter acquisition, complex internal mechanisms, and high computational requirements. In contrast, the statistical downscaling methods, assisted by various multi-scale environmental contextual factors, statistically model the linear or nonlinear relationships between the cofactors and the target variable at a coarse scale, and then estimate the target variable with a scale-invariant relationship model at a fine scale. Due to their simplicity and efficiency, these methods are now dominant in downscaling research (Chaudhuri and Srivastava, 2017; Ma et al., 2020; Chen et al., 2020). In recent decades, statistical models have developed from multiple linear regression models (MLR, Jia et al., 2011) to complicated nonlinear models (Wang et al., 2019). For example, Immerzeel et al. (2009) constructed an exponential regression (ER) model between precipitation and the normalized difference vegetation index (NDVI) for downscaling. Geographically weighted regression models (GWR, Xu et al., 2015; Chen et al., 2015) and their advanced models (Zeng et al., 2022) have also been widely applied in precipitation downscaling research. In addition, Zhang et al. (2018a) demonstrated that the nonlinear quadratic parabolic profile model outperforms the ER, MLR, and GWR models, because the relationship between precipitation and predictors is nonlinear. Tan et al. (2022) introduced the multivariate adaptive regression spline (MARS) model for precipitation downscaling with nine predictors, including vegetation, temperature, water, and topography. However, such methods cannot easily explain the complicated nonlinear relationships among the various factors, and are limited by the resolution and the quality of the predictors.

With the explosive growth of “big Earth data”, increasing numbers of covariables are being adopted in downscaling research. However, the conventional statistical models cannot easily represent the complicated features of high-dimensional data. Machine learning methods were introduced into downscaling research due to their superior nonlinear fitting ability and have improved the downscaling performance (Ghorbanpour et al., 2021). For example, the random forest (RF) model has been used to explore the nonlinear relationships of precipitation and
predictors, including vegetation cover, surface temperature, and geographic/topographic factors (Zhang et al., 2019; Chen et al., 2021; Zhao, 2021; Yan et al., 2021). Shen and Yong (2021) discovered that the gradient boosting decision tree and RF models are generally superior to support vector machine (SVM). Jing et al. (2016) demonstrated that the RF model generally performs better than the other common machine learning algorithms used for downscaling, followed by SVM, the classification and regression tree (CART) model, and the $k$-nearest neighbor (k-NN) model. However, Vandal et al. (2019) suggested that the machine learning methods do not provide significant improvements for precipitation downscaling, compared to the conventional statistical methods.

Deep learning methods, which can discover multi-level features in high-dimensional data and capture the potential relationships between multiple environmental variables, are considered as being a significant advance over the conventional machine learning methods (LeCun et al., 2015; Yuan et al., 2020). Among them, the convolutional neural networks (CNNs) can excavate the multi-scale spatial features of high-dimensional images, and are thus widely applied for image super-resolution (Dong et al., 2016; Zhang et al., 2018b; Shen et al., 2020; Qiao et al., 2021; Wu et al., 2022). Numerous studies have demonstrated that CNNs are preeminently adaptable to precipitation downscaling (Baño-Medina et al., 2020; Sun and Lan, 2021; Wang et al., 2021). Consequently, deep learning methods have great potential for remotely sensed precipitation downscaling. However, such applications are still scarce.

Therefore, in this paper, we innovatively propose an attention mechanism based convolutional network (AMCN) to downscale satellite precipitation data. To take full advantage of the complicated characteristics of various materials, an attention mechanism with different modalities is used for the mutual calibration of the feature maps. In addition, multi-level features are extracted by an improved residual convolutional module, to deeply explore the potential relationships between precipitation and ancillary data. Finally, geographic difference analysis (GDA, Duan and Bastiaanssen, 2013; Tan et al., 2022) is introduced to calibrate the remotely sensed observations with in-situ measurements for generating high-quality and fine-scale precipitation images over China.

The rest of this paper is arranged as follows. Section 2 introduces the GPM precipitation dataset and the various ancillary materials. The proposed AMCN method is then detailed in Section 3. The effectiveness of the AMCN method is evaluated and discussed in Section 4. Finally, Section 5 summarizes the contributions, deficiencies, and prospects of this research.

2. Datasets

In this study, the monthly satellite-based precipitation data were derived from an Integrated Multi-satellite Retrievals for the GPM mission (IMERG) dataset with a spatial resolution of 0.1°, which is a data source that has been broadly demonstrated to be more accurate in the publicly released satellite precipitation datasets. In-situ rainfall measurements of 612 meteorological stations were obtained from the China Meteorological Data Service Centre and were used for the accuracy assessment, as shown in Fig. 1.
Fig. 1. Topographic relief and meteorological stations of China.

For the ancillary remotely sensed datasets, daytime and nighttime land surface temperature (LSTD and LSTN), the enhanced vegetation index (EVI), and land surface reflectance data were derived from the MOD11A2, MOD13A3, and MOD09A1 products of the Moderate Resolution Imaging Spectroradiometer (MODIS), respectively. Digital elevation model (DEM) data were obtained from the Shuttle Radar Topography Mission (STRM). All the ancillary data were resampled to two spatial scales of 0.01° and 0.1° in the WGS84 coordinate system with bilinear interpolation and averaged to a monthly temporal scale. Low-pass filtering (Xu et al., 2015) and inverse distance weighting methods were also applied to identify outliers and fill gaps in the optical data, respectively.

3. Methodology

3.1. Precipitation downscaling framework

In this study, nine geographic and environmental factors were used to assist the precipitation downscaling. The geographic factors were longitude, latitude, and DEM. The environmental factors were LSTD, LSTN, EVI, the temperature-vegetation dryness index (TVDI), the normalized difference water index (NDWI), and the land surface water index (LSWI), representing surface temperature, vegetation cover, and inland water conditions. The correlation between precipitation and the various ancillary factors can be expressed as:

\[ X_p = f(Y_p, \text{Longitude}, \text{Latitude}, \text{DEM}, \text{LSTD}, \text{LSTN}, \text{EVI}, \text{TVDI}, \text{NDWI}, \text{LSWI}) \]  (1)

where \( X_p \) and \( Y_p \) represent the HR and low-resolution (LR) precipitation data, respectively. The TVDI is an empirical variable widely used in soil moisture inversion, parameterizing the relationship between surface temperature and vegetation index (Sandholt et al., 2002; Gao et al., 2011). It can be formulated as:
\[
TVDI = \frac{T_s - T_{s_{\text{min}}}}{T_{s_{\text{max}}} - T_{s_{\text{min}}}}
\]

where \(T_s\) denotes the land surface temperature (LST) in any target pixel. \(T_{s_{\text{min}}}\) and \(T_{s_{\text{max}}}\) represent the minimum LST on the wet edge and maximum LST on the dry edge of the “triangular” space, respectively. More details can be found in (Sandholt et al., 2002). In addition, the NDWI (Gao, 1996) and LSWI (Chandrasekar et al., 2010) are given as follows:

\[
\text{NDWI} = \frac{\rho_{\text{nir}} - \rho_{\text{mir}}}{\rho_{\text{nir}} + \rho_{\text{mir}}}
\]

\[
\text{LSWI} = \frac{\rho_{\text{nir}} - \rho_{\text{swir}_2}}{\rho_{\text{nir}} + \rho_{\text{swir}_2}}
\]

where \(\rho_{\text{nir}}, \rho_{\text{mir}}\), and \(\rho_{\text{swir}_2}\) represent the near-infrared, mid-infrared, and short-wave infrared bands of MODIS surface reflectance, respectively.

### 3.2. Attention mechanism based convolutional network

In order to refine the complex characteristics of precipitation with a highly skewed structure, the end-to-end AMCN method is proposed, as shown in Fig. 2. In the network, the LR precipitation \((Y_p)\) data and the various fine ancillary data \((X_a)\) are used as the input. To take full advantage of the more accurate magnitude information of the coarse precipitation data and the richer details of the fine ancillary data, two cross-attention modules are proposed to extract and recalibrate the feature maps, i.e., a global cross-attention (GCA) module and a multi-factor cross-attention (MFCA) module. Subsequently, a residual densely connected module embedded with an attention mechanism (RDAM) is used to obtain higher-level information from the input feature maps. Finally, the HR precipitation data \((X_p)\) are projected through global residual learning, as shown in equation (5):

![Fig. 2. The structure of the AMCN method and the specific schematics for HR precipitation estimation.](image_url)
\[ X_p = f_u(Y_p) + \xi(Y_p, X_d) \]  

where \( f_u(\cdot) \) represents the up-sampling function, which is bilinear interpolation in this study. \( \xi(\cdot) \) represents the output of the residual network. Furthermore, the loss function made up of Charbonnier loss and degradation loss is proposed to constrain the training procedure. The details of each module in the network are provided below.

### 3.2.1 GCA and MFCA modules

Taking into account the complementary information in the input data, a cross-attention mechanism (Lin et al., 2022a; Lin et al., 2022b) is used to mutually recalibrate the multi-scale feature maps through two different data combination modes, corresponding to the GCA module and the MFCA module.

As illustrated in Fig. 3(a), the cross-attention mechanism consists of a channel attention block for the LR precipitation data (LPCA) and a spatial attention block for the HR ancillary data (HASA). In the LPCA block, the actual magnitude information of the LR precipitation data is used to enhance the feature maps of the HR ancillary data. Specifically, the feature maps containing the magnitude information are extracted from the up-sampled precipitation data through a convolutional layer and then normalized by a sigmoid function to obtain the channel weights. The feature maps extracted from the HR ancillary data can thus be recalibrated by element-wise weighting operations. Due to the highly skewed distribution and wide dynamic range of precipitation, the pooling operation extensively applied in channel attention blocks is removed to avoid data anomalies. Correspondingly, the spatial weights derived from the HR ancillary data are used to enhance the detailed characteristics of the LR precipitation data. Finally, the channel-weighted and spatially weighted feature maps generated by the LPCA and HASA blocks are fused by an element-wise addition operation, to obtain mutually recalibrated feature maps containing abundant information of magnitude and variability. The cross-attention mechanism can be formulated as follows:

\[
F_{\text{HASA}} = (W_{\text{HASA}} \circ F_p + b_{\text{HASA}}) \otimes \sigma(W_{\text{HASA2}} \circ F_A + b_{\text{HASA2}}) 
\]

\[
F_{\text{LPCA}} = (W_{\text{LPCA}} \circ F_A + b_{\text{LPCA}}) \otimes \sigma(W_{\text{LPCA2}} \circ F_p + b_{\text{LPCA2}}) 
\]

\[
F_{\text{CroA}} = F_{\text{HASA}} + F_{\text{LPCA}} 
\]

where \( F_{\text{HASA}} \) and \( F_{\text{LPCA}} \) are the output feature maps of the HASA and LPCA blocks, respectively. \( F_A \) and \( F_p \) denote the input feature maps extracted from the input ancillary data and precipitation data, respectively. \( W \) denotes the convolution kernel in the cross-attention block. \( \otimes \) and \( \circ \) represent the element-wise multiplication operation and the convolution operation, respectively. \( b \) is the bias of each attention block. The output feature maps of the cross-attention block (\( F_{\text{CroA}} \)) are then generated by element-wise addition of \( F_{\text{HASA}} \) and \( F_{\text{LPCA}} \).
Fig. 3. The two cross-attention modules for feature extraction. (a) The cross-attention (CroA) block. (b) The GCA module. (c) The MFCA module.

In terms of the GCA module, as shown in Fig. 3(b), the feature maps extracted from the LR precipitation data and integrated ancillary data are mutually recalibrated in a cross-attention block. Due to the distinct characteristics of the various ancillary data, the GCA module is inevitably incomprehensive. Therefore, the MFCA module is designed to further enrich the feature maps. In this module, the spatial information of each ancillary data is separately fused with the channel information of the precipitation data to obtain a series of recalibrated feature maps. As a result, this module contains nine single-factor cross-attention (SFCA) blocks. Subsequently, the feature maps extracted from the two cross-attention modules are combined through a cascade function as the input of the subsequent RDAM module. The improvement in the proposed network brought by the two cross-attention modules is discussed in Section 4.2.1.

3.2.2. RDAM module

The RDAM module is designed to further extract multi-level information from the input feature maps. As illustrated in Fig. 2, the RDAM module consists of a three-level structure, with each level containing a residual dense block (RDB, Zhang et al., 2018b) and a residual attention block (RAB). The three-level feature maps are globally fused by concatenation to improve the retention of the multi-level information flow. In addition, the local features are fully utilized through six densely connected layers in each RDB. However, since the input feature maps are extracted from a variety of input data with complex characteristics, and simple RDBs cannot adequately capture feature heterogeneity in high-dimensional feature maps, the RABs are embedded to continually enhance the feature maps in the proposed approach. As shown in Fig. 4, the channel attention and spatial attention mechanisms are used to recalibrate all the feature maps extracted by the previous
modules. Specifically, the channel attention sub-block includes an average pooling operation, a fully connected layer, and a sigmoid normalization operation. The spatial attention sub-block consists of a convolutional layer and a sigmoid normalization operation. Subsequently, the two sub-blocks are combined by an element-wise addition operation. Finally, the output feature maps of each RAB are generated through local residual learning, as shown in equation (9):

\[ F_{RAB} = F_{\text{input}} + (W_{RAB} \circ (F_{CA} + F_{SA}) + b_{RAB}) \]  

where \( F_{\text{input}} \) and \( F_{RAB} \) are the input and output feature maps of the RAB, respectively. \( F_{CA} \) and \( F_{SA} \) represent the output feature maps of the channel attention and spatial attention sub-blocks, respectively. \( W_{RAB} \) and \( b_{RAB} \) represent the convolution kernels and bias terms of the RAB, respectively. The RDAM module can extract and recalibrate the multi-level magnitude and variability information through the RDBs and RABs. Finally, the HR precipitation data are estimated by global residual learning.

3.2.3. Loss functions

The predicted HR precipitation data should be physically consistent with the input LR precipitation data. Therefore, based on the image scale transformation model, a degradation loss function \( L_d(\Theta) \) is proposed to physically constrain the training process. This can be formulated as:

\[ L_d(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \sqrt{\| y'_p - f_d(f_d(y'_p) + \xi(y'_p, x'_j)) \|^2 + \varepsilon^2} \]  

where \( y'_p \) and \( x'_j \) represent the input LR precipitation and HR ancillary data, respectively. \( f_d(\cdot) \) represents the down-sampling function with bilinear interpolation. As mentioned above, \( \xi(\cdot) \) represents the output of the residual network. \( \varepsilon \) is the constant term, which is empirically set to 0.001. \( N \) is the number of training patches. The degradation loss function constrains the training process at the coarse scale to obtain a more robust performance under different time and scale variations. The effectiveness of the degradation loss function is further discussed in Section 4.2.2.
In addition, a Charbonnier loss function (Lai et al., 2017) is introduced to constrain the network training at the fine scale. Since precipitation data are characterized by a highly skewed distribution and wide dynamic range, the Charbonnier loss $L_c(\Theta)$ is superior to the $L_2$ loss, due to its insensitivity to outliers. The formula for the Charbonnier loss function can be expressed as:

$$L_c(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \sqrt{\rho^2 - \xi(y_i^*, x_i^*) + \varepsilon^2}$$

where $\rho^*$ represents the residuals between the actual HR precipitation data $\hat{x}_p$ and the up-sampled LR precipitation data $f_u(y_p^*)$, $\rho^* = \hat{x}_p - f_u(y_p^*)$. Consequently, the total loss function is defined as:

$$L_{total}(\Theta) = \alpha L_c(\Theta) + \beta L_d(\Theta)$$

$$\alpha = \frac{L_c(\Theta)}{L_c(\Theta) + L_d(\Theta)}, \beta = \frac{L_d(\Theta)}{L_c(\Theta) + L_d(\Theta)}$$

where $\alpha$ and $\beta$ are the regularization parameters for the tradeoff between items, which are adaptively determined by $L_c(\Theta)$ and $L_d(\Theta)$. The trained network with a converged total loss is then used for the downscaling testing.

4. Results and discussion

4.1. Evaluation of precipitation downscaling

To demonstrate the effectiveness of the proposed AMCN method for HR precipitation estimation, simulated and real-data downscaling experiments were conducted, and are described in this section. The proposed method was compared with RF (Breiman, 2001), a back-propagation neural network (BPNN, Rumelhart et al., 1986), and the MARS model (Tan et al., 2022) in both experiments. Three quantitative metrics are employed here for the accuracy assessment with respect to the magnitude and variability of the precipitation data, i.e., the determination coefficient ($R^2$), bias (i.e., result − truth), and root-mean-square error (RMSE). The specific experiments were designed as follows.

1) Training data: As listed in Table 1, 12 groups of data from 2018 were used for the network training, each containing precipitation data at a 1° resolution (down-sampled from the original precipitation data) and ancillary data at a 0.1° resolution as the input dataset, with precipitation data at a 0.1° resolution as the label dataset. A bilinear interpolation algorithm was used for the image resampling. Specifically, all out-of-study and optically cloud-covered regions were excluded to improve the pertinence and precision of the network training. The patch sizes of the inputs and labels were 40×40×10 and 40×40×1, respectively. A total of 28288 patches were generated for the training process.

2) Test data: 24 groups of images from 2019 and 2020 were used for the network testing in both the simulated and real-data experiments. The image resolution in the real-data experiment was 10 times that in the training process and simulated experiment.

3) Parameter settings: The Adam optimizer (Kingma and Ba, 2015) was applied as the gradient
descent optimization algorithm. There were 100 epochs in the training process, each containing 441 iterations. The learning rate was initialized as 0.001 and then halved every 50 epochs. The AMCN network was trained under the PyTorch framework in a Windows 10 environment, with an NVIDIA GeForce RTX 2080 SUPER GPU.

Table 1. Details of the training and test data. Note: P and A represent the precipitation and ancillary data, respectively. * The number of input data types.

| Experiment           | Data size                  | Temporal span      | Resolution |
|----------------------|----------------------------|--------------------|------------|
|                      |   |                     | Input (P, A) | Output (P) |
| Training             | 12×360×620(×10)*          | Jan 2018 – Dec 2018| 1°, 0.1°   | 0.1°       |
| Simulated test       | 24×360×620(×10)           | Jan 2019 – Dec 2020| 1°, 0.1°   | 0.1°       |
| Real-data test       | 24×3600×6200(×10)         | Jan 2019 – Dec 2020| 0.1°, 0.01°| 0.01°      |

4.1.1. Simulated experiment

In the simulated experiment, the original satellite precipitation images were upscaled to simulate the LR precipitation data. The simulated precipitation at a 1° resolution and the various ancillary data at a 0.1° resolution were then utilized to estimate finer precipitation at a 0.1° resolution through the trained models. Consequently, the original satellite precipitation images could be considered as references to evaluate the downscaled results with respect to both the visual effects and quantitative metrics, which is called image-based evaluation. In addition, quantitative evaluation with in-situ measurements was also conducted, which is called station-based evaluation.

The downscaled results of the RF, BPNN, MARS, and AMCN methods for February 2019 and July 2020 and their spatial details are presented in Fig. 5 and Fig. 6, respectively. Since the southeast monsoon brings water vapor from the Pacific Ocean, the southeast region has the most abundant precipitation in China. As shown in Fig. 5, this phenomenon is reflected in the two original precipitation images for February 2019 (a1) and July 2020 (b1). The BPNN-, MARS-, and AMCN-downscaled results have spatial patterns that are consistent with the corresponding original images, while the RF-downscaled results present considerable differences for February 2019. Specifically, the input precipitation data (a2) contain very little information, and thus the RF algorithm without sufficient spatial constraints inappropriately introduces the spatial distribution from the various ancillary data. In contrast, the BPNN, MARS, and AMCN methods can effectively extract the spatial characteristics from the coarsest images and retrieve fine-scale precipitation data with a plausible distribution. For July 2020, the downscaled results of all the methods are relatively consistent with the real satellite precipitation data.

The enlarged views in Fig. 6 further reveal the downscaling differences between the different methods. The RF method narrows the spatial dynamic range of the precipitation, resulting in overestimation of the low values and underestimation of the high values. The BPNN- and MARS-downscaled results are relatively smooth, thus attenuating the spatial heterogeneity of the precipitation. Due to the low correlation between the geographic/environmental ancillary factors and precipitation, the BPNN and MARS methods have difficulty in fitting the complicated
nonlinear relationships. Meanwhile, the AMCN-downscaled results present abundant spatial details. This reveals that the proposed AMCN method can effectively introduce detailed information from the ancillary data sources, owing to the effectiveness of the attention mechanisms and the feature richness of the deep convolutional filters. In addition, the AMCN method optimizes the anomalous details in the original precipitation data, such as the “orthogon” apparent in Fig. 6(a1). Consequently, the AMCN method achieves more robust visual effects than the other three methods. It should be noted that the RF method was not optimized in this study. In other cases, with sufficient spatial constraints and stable precipitation patterns, the RF can perform well.

**Fig. 5.** The downscaled precipitation for February 2019 (group a) and July 2020 (group b). (a1)–(a6) and (b1)–(b6) are the original images (references), the input precipitation data, the RF-downscaled results, the BPNN-downscaled results, the MARS-downscaled results, and the AMCN-downscaled results, respectively.
Fig. 6. Spatial details of the downscaled precipitation for February 2019 (group a) and July 2020 (group b), corresponding to Fig. 5.

For an in-depth assessment, the downscaled results were quantitatively evaluated based on the original precipitation images and in-situ measurements, as shown in Table 3. In terms of the numerical correlation, the RF-, BPNN-, MARS-, and AMCN-downscaled results all have relatively high consistency with the original images, with $R^2$ values of 0.92, 0.93, 0.92, and 0.95, respectively. Despite the differences in the visual effects, the quantitative metrics for the three baseline methods are similar. However, the AMCN-downscaled results show significantly lower bias and RMSE, indicating that the spatial details are relatively accurate. For the station-based evaluation, the accuracy of the original precipitation images is first given to measure the difference between the satellite observations and the in-situ measurements. It can be seen that the original images have an $R^2$ value of 0.83 and an RMSE of 37.45 mm/month. Among the four methods, the quantitative metrics for the AMCN method are more consistent with the original images, with an $R^2$ and RMSE of 0.80 and 41.67 mm/month, respectively. The high positive biases reveal that the satellite-based precipitation data are overestimated, compared with the in-situ measurements. In
addition, Fig. 7 shows the spatial distribution of the quantitative metrics for the AMCN-downscaled time series. The $R^2$ values are prominently high in most areas, compared to the original precipitation images (Fig. 7a). The precipitation in western China is extremely low, and the false detection of light rainfall can clearly reduce the $R^2$ value, but does not significantly affect the RMSE. In contrast, the precipitation in southeastern China is extremely high, and the deviation of the extreme precipitation projection can significantly increase the RMSE. In addition, the RMSE in fringe areas is relatively high, due to the fewer spatial constraints. The spatial distribution of the station-based quantitative metrics is generally consistent with that of the image-based evaluations. In particular, the $R^2$ is significantly lower in fringe areas, since the original images are markedly different from the in-situ measurements. Overall, the quantitative evaluation results further demonstrate the superiority of the AMCN method.

Four methods were used to downscale the precipitation data from 1° to 0.1° in the simulated experiment. The spatial magnitude information retrieved by the RF method is relatively inaccurate. The BPNN and MARS methods have difficulty in effectively retrieving the fine details. Meanwhile, the AMCN-downscaled results present abundant spatial details, which are highly consistent with the original images and in-situ measurements.

| Method   | Image-based evaluation | Station-based evaluation |
|----------|------------------------|-------------------------|
|          | $R^2$ | Bias | RMSE  | $R^2$ | Bias | RMSE  |
| Original | --    | --   | --    | 0.83  | 17.04| 37.45 |
| RF       | 0.92  | 3.40 | 18.28 | 0.75  | 19.53| 43.67 |
| BPNN     | 0.93  | 2.20 | 17.67 | 0.76  | 18.40| 44.43 |
| MARS     | 0.92  | 1.36 | 18.61 | 0.75  | 16.92| 44.58 |
| AMCN     | **0.95** | **0.34** | **14.01** | **0.80** | 18.21| **41.67** |

Note: The implementation of RF and BPNN was reproduced by ourselves.

**Fig. 7.** The spatial distribution of the $R^2$ and RMSE for the AMCN-downscaled precipitation data, compared with the original satellite observations and in-situ measurements (columns).
4.1.2. Real-data experiment

The original satellite precipitation data were downscaled from 0.1° to 0.01° in the real-data experiment. Subsequently, GDA, which is a residual correction method based on inverse distance weighted interpolation (Duan and Bastiaanssen, 2013; Tan et al., 2022), was introduced to further calibrate the downscaled results with the in-situ measurements. In particular, all the downscaled results with a 0.01° resolution were down-sampled in the image-based quantitative evaluation to match the original precipitation data.

![Figure 8](image.png)

**Fig. 8.** The downscaled precipitation for June 2019 (group a) and March 2020 (group b). (a1)–(a5) and (b1)–(b5) are the original images (references), the RF-downscaled images, the BPNN-downscaled images, the MARS-downscaled images, and the AMCN-downscaled images, respectively.

The downscaling performance of the proposed method was compared with that of the three baseline methods for June 2019 and March 2020, as presented in Fig. 8. The RF-downscaled results
still struggle to accurately capture the spatial distribution of the precipitation in the real-data experiment. The BPNN-, MARS-, and AMCN-downscaled results reproduce the spatial patterns well. Only the MARS-downscaled result for the southern region in June 2019 is significantly overestimated.

Fig. 9. Spatial details of the downscaled precipitation for June 2019 (group a) and March 2020 (group b), corresponding to Fig. 8.

Two different precipitation patterns, i.e., light rainfall and heavy rainfall, are detailed in Fig. 9. The RF-downscaled results generally capture the areal extent but significantly underestimate the intensity for June 2019. The BPNN-, MARS-, and AMCN-downscaled results preserve the spatial distribution in the original images and introduce spatial details from the ancillary data. The difference is that the BPNN- and MARS-downscaled results are smoother, while the AMCN-downscaled results are more detailed. Moreover, the RF method retrieves a larger spatial extent for the high-intensity precipitation and introduces some artifacts for March 2020. The BPNN method also slightly alters the original distribution of the satellite precipitation. The MARS and
AMCN methods preserve the original spatial distribution, but the AMCN method retrieves richer details. Therefore, we can conclude that the proposed AMCN method is effective in downscaling original satellite precipitation data.

The quantitative evaluation can reveal the accuracy of the spatial details in the downscaled results. As shown in Table 4, the RF-, BPNN-, MARS-, and AMCN-downscaled results are highly correlated with the original images, with $R^2$ values of greater than 0.94. In terms of the bias and RMSE, the AMCN method is significantly superior to the three baseline methods, demonstrating that its spatial distribution is more consistent with the original images. Subsequently, the downscaled results were assessed based on in-situ measurements. The AMCN method achieves the best performance, followed by the MARS, BPNN, and RF methods. This reveals that the deep convolutional networks generally perform well for precipitation downscaling, whereas the machine learning methods have some uncertainties. The proposed method further decreases the RMSE by 5.41 mm/month, compared to the MARS method, demonstrating the superiority of deep learning methods over statistical regression methods in satellite precipitation downscaling. In addition, as shown in Fig. 10, the quantitative metrics for the AMCN-downscaled results are more evenly distributed in the real-data experiment than in the simulated experiment. The extremes are decreased and are still mainly distributed in fringe areas. This indicates that the proposed AMCN method can robustly estimate HR precipitation data.

**Table 4.** Quantitative evaluation results for the real-data experiment. Unit: mm/month.

| Method | Image-based evaluation | Station-based evaluation |
|--------|------------------------|-------------------------|
|        | $R^2$  | Bias  | RMSE | $R^2$  | Bias  | RMSE |
| RF     | 0.948 | 16.82 | 24.96 | 0.77  | 40.05 | 57.93 |
| BPNN   | 0.962 | 7.02  | 18.71 | 0.79  | 26.95 | 49.84 |
| MARS   | 0.988 | 4.04  | 10.10 | 0.81  | 21.65 | 43.52 |
| AMCN   | **0.996** | **0.27** | **4.23** | **0.82** | **16.99** | **38.11** |

**Fig. 10.** The spatial distribution of the $R^2$ and RMSE for the AMCN-downscaled precipitation data, compared with the original satellite observations and the in-situ measurements (columns).
Since satellite-based precipitation data suffer from inherent biases, compared to in-situ measurements, GDA was introduced to further improve the downscaled data. The calibrated results for June 2020 are shown in Fig. 11. Compared with the in-situ measurements, the original satellite precipitation data are significantly overestimated (Fig. 11a). The GDA method effectively eliminates the systematic biases and retains the fine details of the downscaled results. Nevertheless, both the RF and BPNN methods introduce some artifacts, which cannot be removed by GDA. The MARS-downscaled results still present significant smoothness after calibration. In contrast, the AMCN-GDA procedure can retrieve precipitation data with both accurate magnitude information and fine details. In terms of the quantitative evaluation, all the residual biases are negligible, as shown in Table 5. Although the RMSEs of the three baseline methods are greatly decreased after calibration, the proposed network still exhibits the best performance. This confirms the superiority of the proposed AMCN method for satellite precipitation downscaling, and the potential of the AMCN-GDA procedure to generate high-quality and fine-scale precipitation products.

Fig. 11. The effectiveness of calibration based on in-situ measurements (colored dots) for June 2020. (a) Original satellite precipitation at a 0.1° resolution and the in-situ measurements. (b)–(e) The calibrated results for the RF-, BPNN-, MARS-, and AMCN-downscaled data.

| Method         | Station-based evaluation |  
|----------------|--------------------------|
|                | R² | Bias | RMSE  |
| RF-GDA         | 0.78 | −0.53 | 36.78 |
| BPNN-GDA       | 0.79 | −0.09 | 36.92 |
| MARS-GDA       | 0.81 | −0.39 | 33.99 |
| AMCN-GDA       | 0.83 | −0.46 | 30.88 |

Both the image-based and station-based evaluations indicate that the proposed method obtains
significantly higher accuracy than the RF, BPNN, and MARS methods. The AMCN method can obtain downscaled results with an accurate spatial distribution and fine details. Furthermore, the AMCN-GDA procedure is capable of generating high-quality precipitation data at a fine scale.

4.2. Discussion
4.2.1. Ablation experiments with the two cross-attention modules

To elaborate the effect of the GCA and MFCA modules, ablation experiments were implemented as follows: 1) no cross-attention module; 2) GCA module only; 3) MFCA module only; and 4) both GCA and MFCA modules. In the real-data experiment, the downscaled results for each category are highly consistent with the original images, as shown in Fig. 12. Although the RMSE of Category 1) is not high, its spatial details are insufficient. The performance of the GCA module is poor, due to the insufficient interpretation of the surface characteristics. The MFCA module can adequately extract ancillary features but introduces a few artifacts. Meanwhile, the combination of the GCA and MFCA modules balances the magnitude information and fine details, achieving an optimal RMSE of 4.23 mm/month. Overall, the combination of the two cross-attention modules can improve the robustness of the downscaling process.

![Fig. 12. The effectiveness of the two cross-attention modules.](image)

4.2.2. The effectiveness of the degradation loss function

In this study, a degradation loss function was designed to physically constrain the network training at a coarse scale. The effectiveness of the degradation loss was further investigated in a supplementary experiment. Due to the stronger spatial constraints from the input precipitation data, the downscaled results of the AMCN method with the degradation loss are more consistent with the original precipitation images. As a result, the image-based evaluation indicates that the degradation loss slightly improves the retention of the magnitude information and reduces the artifacts, with the RMSE decreased from 4.94 to 4.23 mm/month.

5. Conclusions

In this study, deep learning technology was innovatively used for satellite precipitation
downscaling. In this paper, we have proposed the novel attention mechanism based convolutional network (AMCN) method, which consists of GCA, MFCA, and RDAM modules. The GCA and MFCA modules are two cross-attention mechanisms with different data combinations, which are used to fully exploit the multi-scale complementary information of the LR precipitation data and the various HR ancillary data sources. Subsequently, the RDAM module is proposed to further capture multi-level features for potential relationship exploration. In addition, a degradation loss function based on LR precipitation data is designed to reduce artifacts and improve the robustness of the network. In both simulated and real-data experiments with data from China, the AMCN-downscaled results are more consistent with the actual satellite images and in-situ measurements than the RF-, BPNN-, and MARS-downscaled results. The RF method cannot accurately retrieve the spatial distribution of heavy precipitation. The BPNN and MARS methods cannot effectively reflect the fine spatial details, due to their smoothness. Meanwhile, the proposed AMCN method can estimate precipitation with both an accurate spatial distribution and abundant fine details, thanks to the deep convolutional layers and the two attention modules. The AMCN method was also shown to be superior to the three baseline methods in the quantitative evaluations, revealing that its detailed information is reliable. These results demonstrate the effectiveness of the proposed AMCN method for downscaling satellite-based precipitation data. Finally, the downscaled results were further calibrated with the GDA method for high-quality and fine-scale precipitation estimation over China.

Nevertheless, the proposed method is restricted by the spatio-temporal resolution of the ancillary optical data. Provided that various ancillary data sources with a high spatio-temporal resolution and continuity are available, this method represents a promising approach for downscaling precipitation data with a higher temporal resolution (daily or sub-daily), which is a potential research area.
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