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1. Introduction

The main feature of the most beautiful and most important Riemannian manifolds is that they are highly symmetric (they have large groups of isometries). A connected Riemannian manifold is called a (Riemannian) symmetric space if it has the property that the geodesic symmetry at any point (it fixes the point and reverses geodesics through that point) extends to an isometry of the whole space onto itself.

Symmetric spaces can be observed from plenty different points of view. For example, they can be locally viewed as Riemannian manifolds for which the curvature tensor is invariant under all parallel translations. The algebraic description allowed Élie Cartan to develop the theory of symmetric spaces merged with the theory of semisimple Lie groups which led to a complete classification in 1926 [7, 8].

One refined invariant of a symmetric space is the rank, which is the maximal dimension of a totally geodesic flat submanifold. The rank is always at least one, with equality when the maximal flat submanifolds are geodesics, in which case the sectional curvature is positive (compact type) or negative (noncompact type). Among the Riemannian symmetric spaces, those of rank one are of special importance.
On the other hand, we can consider the cosmological principle which says that the spatial distribution of matter in the universe is homogeneous and isotropic at a sufficiently large scale. A homogeneous Riemannian manifold looks geometrically the same when viewed from any point, while an isotropic one has the geometry that does not depend on directions. A connected Riemannian manifold is called two-point homogeneous if its isometry group is transitive on equidistant pairs of points. However, a connected Riemannian manifold is isotropic if and only if it is two-point homogeneous, see Wolf [29, Lemma 8.12.1].

We have a complete classification of these spaces, the compact ones were classified by Wang in 1952 [28], while the noncompact ones by Tits in 1955 [27]. As a consequence of the classification, it is known that any locally two-point homogeneous Riemannian manifold is either flat or locally isometric to a rank one symmetric space, see Helgason [14, p. 535].

A two-point homogeneous connected Riemannian manifold is isometric to one of the following: a Euclidean space; a sphere; a real, complex or quaternionic, projective or hyperbolic space; or the Cayley projective or hyperbolic plane. More precisely, the classification of these spaces includes: $\mathbb{R}^n$, $S^n$, $\mathbb{R}P^n$, $CP^n$, $HP^n$, $OP^2$, $RH^n$, $CH^n$, $HH^n$, and $OH^2$. However, note that there are isomorphisms in low dimensions: $\mathbb{R}P^1 \simeq S^1$, $CP^1 \simeq S^2$, $HP^1 \simeq S^4$, $OP^1 \simeq S^8$, $CH^1 \simeq RH^2$, $HH^1 \simeq RH^4$, $OH^1 \simeq RH^8$.

Local isometries of a locally two-point homogeneous spaces act transitively on the sphere bundle of unit tangent vectors, and therefore fix the characteristic polynomial of the Jacobi operator there. In this way we get a generalization of locally two-point homogeneous Riemannian manifolds, called the (globally) Osserman manifolds, in which the characteristic polynomial (or equivalently, the eigenvalues and their multiplicities) of a Jacobi operator $J_X$ is independent of $X$ from the unit tangent bundle.

The lack of other examples led Osserman [23] to conjecture that the converse might also be true. The question of whether the converse is true (every Osserman manifold is locally two-point homogeneous) is known as the Osserman conjecture. The first results on the Osserman conjecture were given by Chi [9], who established the affirmative answer for manifolds of dimension not divisible by four. The largest progress in solving the conjecture was made by Nikolayevsky [17–20], who proved it in all cases, except the manifolds of dimension 16 whose reduced Jacobi operator has an eigenvalue of multiplicity 7 or 8. For recent results regarding the Osserman conjecture one can consult [4].

A common way is to consider possible Osserman algebraic curvature tensors that may be realized at a point of a Riemannian manifold. This algebraic approach brings us a stronger version of the conjecture where instead of globally Osserman manifold we have a pointwise Osserman manifold in which the characteristic polynomial of Jacobi operator is independent on the unit sphere, but can vary from point to point.
Nikolayevsky followed the approach suggested in [13] and showed that the pointwise Osserman condition implies the existence of a Clifford structure, except in dimension 16, the only dimension in which there can be Osserman curvature tensors that do not admit a Clifford structure, as is the case with $\mathbb{OP}^2$ and $\mathbb{OH}^2$. In fact, there is no much difference between globally and pointwise Osserman manifolds. Apart from dimension 16, where counterexamples of the conjecture could possibly arise, the only exceptions are dimensions 2 and 4. In dimension 2, any Riemannian manifold is pointwise Osserman, while globally Osserman are only those with a constant Gauss curvature. In dimension 4, the conjecture for globally Osserman manifolds is proved by Chi [9], but there exist pointwise Osserman manifolds that are not even locally symmetric, see [13, Corollary 2.7] and [24].

It is worth mentioning the concept of Jacobi-dual Riemannian manifolds that satisfy the so-called Rakić duality principle [25], in which $Y$ is an eigenvector of $J_X$ if and only if $X$ is an eigenvector of $J_Y$. It is known that a Riemannian manifold is pointwise Osserman if and only if it is Jacobi-dual [21,22].

In this work we consider another generalization. We say that a Riemannian manifold is $k$-root if the reduced Jacobi operator $	ilde{J}_X$ has exactly $k$ eigenvalues for any nonzero tangent vector $X$. It is easy to check that two-point homogeneous spaces are one-root or two-root, so they will be the subject of our study.

It is worth noting that the Osserman conjecture for two-root Osserman manifolds was studied in [10], [13], and [11, pp. 34–35]. In fact, the conjecture for two-root Osserman manifolds depends on the statement announced by Nikolayevsky [20, Theorem 1.2], that a two-root Osserman manifold of dimension 16, with multiplicities 7 and 8 is locally isometric to $\mathbb{OP}^2$ or $\mathbb{OH}^2$. Let us also remark that a connected pointwise two-root Osserman manifold of dimension at least 5 is globally Osserman (see Theorem 2).

It is well known that a connected one-root Riemannian manifold is a space of constant sectional curvature (Theorem 1). We prove that in odd dimension there is no two-root Riemannian manifold (Theorem 3). In this article we describe all two-root Riemannian algebraic curvature tensors in twice an odd dimension (Theorem 4), and give additional conditions for two-root Riemannian manifolds (Theorem 5).

2. Preliminaries

Let $(M,g)$ be a connected Riemannian manifold of dimension $n \geq 3$. Its Levi-Civita connection $\nabla$ determines the curvature operator $\mathcal{R} \in \mathfrak{F}^1_3(M)$ by $\mathcal{R}(X,Y) = [\nabla_X, \nabla_Y] - \nabla_{[X,Y]}$, and the associated curvature tensor $\mathcal{R} = \mathcal{R}^3 \in \mathfrak{F}^0_0(M)$ with $\mathcal{R}(X,Y,Z,W) = g(\mathcal{R}(X,Y)Z,W)$ for $X,Y,Z,W \in \mathfrak{X}(M)$. The underlying geometry of the manifold is related to self-adjoint linear operators $J_X : \mathfrak{X}(M) \to \mathfrak{X}(M)$ called the Jacobi operators that are given by $J_X(Y) = \mathcal{R}(Y,X)X$ for any vector field $X \in \mathfrak{X}(M)$.
It is often convenient to study certain geometric problems in a purely algebraic setting. Reducing the manifold to an arbitrary point \( p \in M \) allows us to deal with an algebraic curvature tensor \( R_p \) on the scalar product space \((T_p M, g_p)\).

To simplify things, we keep the notation in the following way. Let \( R \) be an algebraic curvature tensor on a (positive definite) scalar product space \((V, g)\) of dimension \( n \), that is, \( R \in \mathfrak{T}_0^4(V) \) satisfies the usual \( \mathbb{Z}_2 \) symmetries as well as the first Bianchi identity. Let \((E_1, \ldots, E_n)\) be an arbitrary orthonormal basis in \((V, g)\) and let \( \varepsilon_X = g(X, X) = \|X\|^2 \) be the squared norm of \( X \in V \). Raising the index we have \( R = R^\# \in \mathfrak{T}_1^3(V) \), so \( R(X, Y, Z) = \sum_{i=1}^n R(X, Y, Z, E_i) E_i \). As before, the Jacoby operator is a self-adjoint linear operator \( J_X : V \to V \) given by \( J_X(Y) = R(Y, X) \).

Since \( g(J_X(Y), X) = 0 \) and \( J_X(X) = 0 \), the Jacobi operator \( J_X \) for any nonzero \( X \in V \) is completely determined by its restriction \( \tilde{J}_X : X^\perp \to X^\perp \) called the reduced Jacobi operator. We are interested in \( k \)-root curvature tensors in which \( \tilde{J}_X \) has exactly \( k \) distinct eigenvalues for any nonzero \( X \in V \).

We say that a Riemannian manifold is \( k \)-root if its curvature tensor at each point is \( k \)-root.

The simplest case \( k = 1 \) is associated with one-root manifolds. If \( \tilde{J}_X \) has a single eigenvalue \( \varepsilon_X \mu_X \) for \( X \neq 0 \), then follows \( X^\perp = \text{Ker}(\tilde{J}_X - \varepsilon_X \mu_X \text{Id}_{X^\perp}) \). For mutually orthogonal nonzero \( X, Y \in V \) we have \( \tilde{J}_X(Y) = \varepsilon_X \mu_X Y \) and \( \tilde{J}_Y(X) = \varepsilon_Y \mu_Y X \), so because of \( g(\tilde{J}_X(Y), Y) = g(\tilde{J}_Y(X), X) \) we obtain a constant sectional curvature \( \mu_X = \mu_Y = \kappa(X, Y) \). The final touch of the Schur lemma implies the following theorem.

**Theorem 1.** A connected one-root Riemannian manifold of dimension \( n \geq 3 \) is a space of constant sectional curvature.

Consider the Jacobi operator \( J_X \) for a nonzero vector \( X = \sum_{i=1}^n x_i E_i \). The entries of its (symmetric real) matrix related to some orthonormal basis \((E_1, \ldots, E_n)\) are homogeneous polynomial functions of degree two in coefficients \( x_1, \ldots, x_n \),

\[
(J_X)_{ab} = g(\tilde{J}_X(E_b), E_a) = \sum_{i,j=1}^n R_{bij} x_i x_j.
\]

According to the perturbation theory (see Kato [15, Chapter 2]), the spectrum of \( J_X \) (unordered \( n \)-tuple consisting of the repeated eigenvalues) depends continuously on \( X(x_1, \ldots, x_n) \). However, the \( k \)-root condition implies no crossing of eigenvalues, and consequently the multiplicities of eigenvalues do not change as \( X \) varies. This allows us to label the eigenvalues so that they individually are continuous functions. Moreover, since the number of distinct eigenvalues of \( J_X \) is fixed, the eigenvalues of \( J_X \) depends analytically on the coordinates of \( X \neq 0 \).

### 3. Two-Root Curvature Tensors

Let \( R \) be an algebraic curvature tensor derived at a point of two-root Riemannian manifold. Then, the reduced Jacobi operator \( \tilde{J}_X \) for a nonzero
$X \in \mathcal{V}$ has exactly two eigenvalues $\varepsilon_X \mu_X$ and $\varepsilon_X \nu_X$ with constant multiplicities, that is, the characteristic polynomial of Jacobi operator is
\[
\det(\lambda \text{Id} - J_X) = \lambda (\lambda - \varepsilon_X \mu_X)^p (\lambda - \varepsilon_X \nu_X)^q
\]
for fixed integers $p \geq q \geq 1$ with $p + q = n - 1$.

Two-point homogeneous Riemannian manifolds as our model spaces are Osserman and have constant both $\mu$ and $\nu$. It is well known that an Osserman algebraic curvature tensor $R$ is $k$-stein for every $k \in \mathbb{N}$ (see [12, Section 1.7]), which means that there are constants $C_k$ such that $\text{tr}((J_X)^k) = (\varepsilon_X)^k C_k$ holds for any vector $X$. Thus, a geometric realization of a pointwise Osserman two-root manifold has smooth functions $C_k \in \mathcal{F}(M)$ with $C_k = p \mu^k + q \nu^k$.

However, we know that $\nabla C_1 = 0$ for $n \neq 2$ and $\nabla C_2 = 0$ for $n \notin \{2, 4\}$, which can be seen in [6, pp. 164–165], [13, Theorem 2.4], [12, Section 1.13, pp. 75–78], and [11, pp. 10–15]. Therefore $C_1$ and $C_2$ are global constants, which allows us to conclude that all $C_k$ are global constants, and hence we have the following theorem from [3] (see also [11, pp. 10–16]).

**Theorem 2.** A connected pointwise two-root Osserman manifold of dimension $n \geq 5$ is globally Osserman.

Let us focus on the unit sphere $S = \{X \in \mathcal{V} : \varepsilon_X = 1\} \subset \mathcal{V}$. Consider $\tilde{J}_X - \mu_X \text{Id}_{X^\perp}$ as a smooth tangent bundle homomorphism over $S$ with the identification $T_X S \cong X^\perp$. Since it has a constant rank $q$, $\text{Ker}(\tilde{J}_X - \mu_X \text{Id}_{X^\perp})$ is a smooth subbundle of $TS$ (see Lee [16, Theorem 10.34]), that is, a smooth $p$-dimensional distribution on $S$. Similarly, $\text{Ker}(\tilde{J}_X - \nu_X \text{Id}_{X^\perp})$ is a smooth $q$-dimensional distribution on $S$.

It is well known (see Steenrod [26, Theorem 27.16] and Adams [1] for details) that $S$ for $\rho(n) \leq k \leq n - 1 - \rho(n)$ does not admit a continuous $k$-dimensional distribution, where $\rho$ is the Hurwitz–Radon number given by
\[
\rho((2a + 1) \cdot 2^{4b+c}) = 8b + 2^c \quad \text{for} \quad 0 \leq c \leq 3,
\]
which leaves us with
\[
q < \rho(n). \quad (1)
\]
The inequality (1) significantly reduces the possibilities for the multiplicities $p$ and $q$. For example, it immediately removes an odd $n$ because of $\rho(n) = 1$, which means that $n$ must be even and proves the following theorem.

**Theorem 3.** There is no two-root Riemannian manifold of odd dimension.

Without loss of generality we can suppose $\mu_X < \nu_X$, since otherwise we consider $-R$ as a new algebraic curvature tensor. For any nonzero $X \in \mathcal{V}$ we define the eigenspaces,
\[
\mathcal{M}(X) = \text{Ker}(\tilde{J}_X - \varepsilon_X \mu_X \text{Id}_{X^\perp}), \quad \mathcal{N}(X) = \text{Ker}(\tilde{J}_X - \varepsilon_X \nu_X \text{Id}_{X^\perp}),
\]
where $\dim \mathcal{M}(X) = p$ and $\dim \mathcal{N}(X) = q$, which allows an orthogonal decomposition
\[
X^\perp = \mathcal{M}(X) \oplus \mathcal{N}(X).
\]
For nonzero $X, Y \in \mathcal{V}$ that satisfy $Y \in \mathcal{M}(X)$, we can decompose $X = M + N$ such that $M \in \mathcal{M}(Y)$ and $N \in \mathcal{N}(Y)$. Because of

$$g(J_X(Y), Y) = g(\varepsilon_X \mu_X Y, Y) = \varepsilon_X \varepsilon_Y \mu_X,$$

$$g(J_Y(X), X) = g(\varepsilon_Y \mu_Y M + \varepsilon_Y \nu_Y N, M + N) = \varepsilon_Y \varepsilon_M \mu_Y + \varepsilon_Y \varepsilon_N \nu_Y,$$

we have $\varepsilon_X \mu_X = \varepsilon_M \mu_Y + (\varepsilon_X - \varepsilon_M) \nu_Y$, and consequently

$$\varepsilon_M = \varepsilon_X \frac{\nu_Y - \mu_X}{\nu_Y - \mu_Y}, \tag{2}$$

which gives

$$0 \leq \frac{\nu_Y - \mu_X}{\nu_Y - \mu_Y} \leq 1,$$

and hence $\mu_Y \leq \mu_X \leq \nu_Y$. In a similar fashion, $Y \in \mathcal{N}(X)$ implies

$$\varepsilon_N = \varepsilon_X \frac{\mu_Y - \nu_X}{\mu_Y - \nu_Y} \quad \text{and} \quad 0 \leq \frac{\mu_Y - \nu_X}{\mu_Y - \nu_Y} \leq 1,$$

and therefore $\mu_Y \leq \nu_X \leq \nu_Y$. Hence

$$0 \neq Y \in \mathcal{M}(X) \quad \Rightarrow \quad \mu_Y \leq \mu_X \leq \nu_Y,$$

$$0 \neq Y \in \mathcal{N}(X) \quad \Rightarrow \quad \mu_Y \leq \nu_X \leq \nu_Y. \tag{3}$$

The restrictions $\mu |_{\mathcal{S}} : \mathcal{S} \to \mathbb{R}$ and $\nu |_{\mathcal{S}} : \mathcal{S} \to \mathbb{R}$ are continuous functions on a compact, so their ranges are closed intervals. Because of $J_{tX} = J_X / \varepsilon_X$ we obtain $\mu(tX) = \mu(X)$ for all $X \neq 0$ and $t \in \mathbb{R}$. Hence, for a nonzero $X \in \mathcal{V}$ we reach $\mu_X \in [\mu_{\min}, \mu_{\max}]$ and $\nu_X \in [\nu_{\min}, \nu_{\max}]$, which allows us to define

$$\mathcal{U} = \mu^{-1}(\mu_{\min}) \cup \{0\}, \quad \mathcal{W} = \nu^{-1}(\nu_{\max}) \cup \{0\}.$$

If $0 \neq Y \in \mathcal{M}(X)$ holds for $0 \neq X \in \mathcal{U}$, then (3) gives $Y \in \mathcal{U}$, while (2) implies $\varepsilon_M = \varepsilon_X$, that is, $X = M \in \mathcal{M}(Y)$. Similarly, it can be done for $Y \in \mathcal{N}(X)$ and $X \in \mathcal{W}$. In this way, we get some kind of the Rakić duality principle when the eigenvalues are extremal,

$$0 \neq Y \in \mathcal{M}(X) \land 0 \neq X \in \mathcal{U} \iff 0 \neq X \in \mathcal{M}(Y) \land 0 \neq Y \in \mathcal{U},$$

$$0 \neq Y \in \mathcal{N}(X) \land 0 \neq X \in \mathcal{W} \iff 0 \neq X \in \mathcal{N}(Y) \land 0 \neq Y \in \mathcal{W}. \tag{4}$$

If we have both $J_X(Y) = \varepsilon_X \lambda Y$ and $J_Y(X) = \varepsilon_Y \lambda X$ for nonzero mutually orthogonal $X, Y \in \mathcal{V}$ and $\lambda \in \mathbb{R}$, then for all $\alpha, \beta \in \mathbb{R}$, the straightforward calculations (see [2, Lemma 1]) gives

$$J_{\alpha X + \beta Y}(\varepsilon_Y \beta X - \varepsilon_X \alpha Y) = R(\varepsilon_Y \beta X - \varepsilon_X \alpha Y, \alpha X + \beta Y)(\alpha X + \beta Y)$$

$$= (\varepsilon_X \alpha^2 + \varepsilon_Y \beta^2)R(X, Y)(\alpha X + \beta Y)$$

$$= \varepsilon_{\alpha X + \beta Y}(\beta J_Y(X) - \alpha J_X(Y)) = \varepsilon_{\alpha X + \beta Y} \lambda(\varepsilon_Y \beta X - \varepsilon_X \alpha Y). \tag{5}$$

According to (4), $Y \in \mathcal{M}(X)$ with $X \in \mathcal{U}$ implies $X \in \mathcal{M}(Y)$ with $Y \in \mathcal{U}$, so (5) yields $\varepsilon_Y \beta X - \varepsilon_X \alpha Y \in \mathcal{M}(\alpha X + \beta Y)$ with $\alpha X + \beta Y \in \mathcal{U}$. Hence,
0 \neq U \in \mathcal{U} \text{ implies } \text{Span}\{U\} \oplus \mathcal{M}(U) \subseteq \mathcal{U}, \text{ or consequently } \mathcal{U}^\perp \subseteq \mathcal{N}(U), \text{ as well as its analogue for } \mathcal{W},
\begin{align*}
0 \neq U \in \mathcal{U} & \implies \text{Span}\{U\} \oplus \mathcal{M}(U) \subseteq \mathcal{U}, \\
0 \neq W \in \mathcal{W} & \implies \text{Span}\{W\} \oplus \mathcal{N}(W) \subseteq \mathcal{W}. \tag{6}
\end{align*}

Since \( \dim(\text{Span}\{U\} \oplus \mathcal{M}(U)) = p + 1 \), \( \dim(\text{Span}\{W\} \oplus \mathcal{N}(W)) = q + 1 \), and \( \dim \mathcal{V} = p + q + 1 > (p + 1) + (q + 1) \), the Grassmann formula gives a non-trivial intersection,
\begin{equation}
0 \neq (\text{Span}\{U\} \oplus \mathcal{M}(U)) \cap (\text{Span}\{W\} \oplus \mathcal{N}(W)) \subseteq \mathcal{U} \cap \mathcal{W}. \tag{7}
\end{equation}
The formula (7) allows to take \( 0 \neq A \in \mathcal{U} \cap \mathcal{W} \), as an initial step, and exploit its nice properties \( \mu_A = \mu_{\min} \) and \( \nu_A = \nu_{\max} \).

Due to Theorem 3, \( n \) must be even, so we consider the next simplest case of twice an odd dimension \( n \). In that case \( \rho(n) = 2 \), so the inequality (1) gives \( q = 1 \), which means a simple root. In the following section we consider what happens when one root is simple.

4. Simple Root

Let us assume that one eigenvalue is simple, that is, \( q = 1 \). If we suppose \( p > n/2 \) (which excludes only \( n = 4 \)), then according to the Grassmann formula any two \( \mathcal{M} \) spaces have a non-trivial intersection. Thus, for nonzero \( X, Y \in \mathcal{U} \) there exists \( 0 \neq S \in \mathcal{M}(X) \cap \mathcal{M}(Y) \), so (4) yields \( X, Y \in \mathcal{M}(S) \) with \( S \in \mathcal{U} \), and therefore by (6), \( \text{Span}\{X, Y\} \subset \mathcal{U} \), which proves that \( \mathcal{U} \) is a subspace of \( \mathcal{V} \).

We want to show that \( \mu \) is constant, or equivalently \( \mathcal{U} = \mathcal{V} \). Assuming the opposite, \( \mathcal{U} \neq \mathcal{V} \), since \( \mathcal{U} \) is a subspace, applying (6) we have \( \dim \mathcal{U} = n - 1 \), and therefore,
\begin{equation}
0 \neq X \in \mathcal{U} \implies \mathcal{U} = \text{Span}\{X\} \oplus \mathcal{M}(X) \land \mathcal{U}^\perp = \mathcal{N}(X). \tag{8}
\end{equation}

Let us start with \( 0 \neq A \in \mathcal{U} \cap \mathcal{W} \) from (7). For \( 0 \neq Z \in \mathcal{N}(A) = \mathcal{U}^\perp \), by (4) we have \( A \in \mathcal{N}(Z) \) with \( Z \in \mathcal{W} \), so \( \mathcal{M}(A) = \mathcal{M}(Z) = \text{Span}\{A, Z\} \). For \( 0 \neq B \in \mathcal{M}(A) = \mathcal{M}(Z) \) we have \( B \in \mathcal{U} \), so by (8), \( Z \in \mathcal{U}^\perp = \mathcal{N}(B) \). Then \( g(\mathcal{J}_B(Z), Z) = g(\mathcal{J}_Z(B), B) \) gives \( \nu_B = \mu_Z = c \). However, if \( B \) and \( Z \) are units, then by (5) holds \( \mathcal{J}_Z \cos t + B \sin t)(B \cos t - Z \sin t) = c(B \cos t - Z \sin t) \), which implies \( \bar{\mu}(t) = \mu(Z \cos t + B \sin t) = c \) or \( \bar{\nu}(t) = \nu(Z \cos t + B \sin t) = c \), for any \( t \in \mathbb{R} \). The functions \( \bar{\mu}, \bar{\nu}: \mathbb{R} \to \mathbb{R} \) are continuous with \( \bar{\mu} < \bar{\nu} \) and \( \bar{\mu}(0) = \bar{\nu}(\pi/2) = c \), so \( \mathbb{R} = \bar{\mu}^{-1}(c) \cup \bar{\nu}^{-1}(c) \) is a disjoint union of non-empty closed sets, which is not possible.

The previous result proves that \( \mu_X = \mu \) must be constant for \( q = 1 \), unless \( n = 4 \). This allows us to introduce a new algebraic curvature tensor \( R' = R - \mu R^1 \), where \( R^1 \in \mathfrak{T}^0_\mathfrak{d}(\mathcal{V}) \) is a tensor of constant sectional curvature one given by
\begin{equation}
R^1(X, Y, Z, W) = g(Y, Z)g(X, W) - g(X, Z)g(Y, W).
\end{equation}
This trick shifts the eigenvalues, and the characteristic polynomial of the new Jacobi operator becomes \( \det(\lambda \text{Id} - \mathcal{J}^\mu_X) = \lambda^{n-1}(\lambda - \varepsilon_X(\nu_X - \mu)). \)
In order not to complicate things too much, we shall keep the previous notation and assume that $JX$ has a simple eigenvalue $\varepsilon_X \nu_X > 0$, while other eigenvalues are all zero. This essentially means that the original reduced Jacobi operator $\tilde{J}X$ has a simple eigenvalue $\varepsilon_X(\nu_X + \mu)$, while the other root is $\varepsilon_X \mu$ with multiplicity $n - 2$.

Let us choose an arbitrary orthonormal basis $(E_1, \ldots, E_n)$ in $\mathcal{V}$. Then for any nonzero $X = \sum_{i=1}^n x_i E_i \in \mathcal{V}$, the Jacobi operator $JX$ is of rank one such that its matrix entries $J_{ij}(X)$ are quadratic forms in $n$ variables $x_1, \ldots, x_n$. Any submatrix of order two in a rank one symmetric matrix is singular which gives

$$J_{ii}(X)J_{jj}(X) = J_{ij}(X)^2$$

for all $1 \leq i, j \leq n$.

If we fix some monomial order (for example, the lexicographical order) then there is a unique monic (the coefficient of the largest monomial is 1) $G(X)$ which is the greatest common divisor of all $J_{ij}(X)$. Permuting the basis we can set

$$J_{ii}(X) = \sigma_i G(X)Q_i(X)P_i(X)^2,$$

where $P_i(X)$ and $Q_i(X)$ are some nonzero polynomials for $1 \leq i \leq m$, with additional $J_{ii}(X) = 0$ for $m < i \leq n$, while $\sigma_i \in \{-1, 1\}$. However, such decomposition is unique up to sign of $P_i(X)$ if we set that $Q_i(X)$ is monic square-free. Then

$$\sigma_i \sigma_j G(X)^2 Q_i(X) Q_j(X) P_i(X)^2 P_j(X)^2 = J_{ij}(X)^2$$

implies $Q_i(X) = Q_j(X) = Q(X) = 1$ and $\sigma_i = \sigma_j = \sigma$ for $1 \leq i \leq m$, and therefore, we have $J_{ij}(X) = \sigma_{ij} G(X)P_i(X)P_j(X)$, where $\sigma_{ij} \in \{-1, 1\}$. Additionally, by (9), $J_{ij}(X) = 0$ holds whenever $m < i \leq n$ or $m < j \leq n$, which can be treated as $P_i(X) = 0$ for $m < i \leq n$ and extend the indices to $m = n$.

Another submatrix of order two gives $J_{1i}(X)J_{ij}(X) = J_{ij}(X)J_{1i}(X)$, so $\sigma_{1i}\sigma_{ij} = \sigma_{ij}\sigma_{1i}$. Because of $\sigma_{ii} = \sigma_i = \sigma$ we have $\sigma_{ij} = \sigma\sigma_{1i}\sigma_{1j}$, and therefore $J_{ij}(X) = \sigma G(X)\sigma_{1i}P_i(X)\sigma_{1j}P_j(X)$. Since the polynomials $P_i(X)$ are unique up to sign, we can use $\sigma_{1i}P_i(X)$ instead of $P_i(X)$ to obtain $J_{ij}(X) = \sigma G(X)P_i(X)P_j(X)$ for all $1 \leq i \leq n$.

Moreover, comparing the degrees in a polynomial $J_{ij}(X)$ we conclude that all $P_i$ have the same degree, zero or one. The degree zero yields constant polynomials $P_i$, so $JX = G(X)M$, for some constant matrix $M$. In that case, if $JX(Y) = \varepsilon_X \nu_X Y$, then $JX(Z) = 0$ for all $Z \in Y^\perp$, which gives $MZ = 0$. However, then $JY(Z) = G(Y)MZ = 0$, which gives the contradiction $JY = 0$. Therefore, all $P_i$ have degree one, while $G(X)$ has degree zero and consequently $G(X) = 1$.

Summarizing the previous results, the equation

$$J_{ij}(X) = \sigma P_i(X)P_j(X)$$
holds for all \(1 \leq i, j \leq n\), where \(P_i\) are linear homogeneous polynomials. If we set

\[ P(X) = \sum_{i=1}^{n} P_i(X)E_i, \]

then it follows

\[ J_X(P(X)) = \sum_{i=1}^{n} P_i(X) \sum_{j=1}^{n} J_{ji}(X)E_j = \sigma \sum_{i=1}^{n} P_i(X)^2(P(X)). \]

Thus, \(P(X)\) is an eigenvector of \(J_X\) associated to the simple eigenvalue

\[ \sigma \varepsilon_{P(X)} = \sigma \sum_{i=1}^{n} P_i(X)^2 = \text{tr} J_X = \varepsilon_X \nu_X, \]

but since we set \(\nu_X > 0\), it must be \(\sigma = 1\). In this way, we construct a linear map \(P : V \to V\) such that \(\mathcal{N}(X) = \text{Span}\{P(X)\}\) and

\[ \nu_X = \frac{\varepsilon_{P(X)}}{\varepsilon_X} \]

with \(\nu_{P(X)} \geq \nu_X\) (because of (3)) for any nonzero \(X \in V\).

Let us start with 0 \(\neq A \in \mathcal{W}\), when \(P(A) \in \mathcal{N}(A)\), because of (4), implies \(A \in \mathcal{N}(P(A))\) with \(P(A) \in \mathcal{W}\). Hence, by (5),

\[ J_{\alpha A + \beta P(A)}(\varepsilon_{P(A)}\beta A - \varepsilon_A \alpha P(A)) = \varepsilon_{\alpha A + \beta P(A)} \nu_{\text{max}}(\varepsilon_{P(A)}\beta A - \varepsilon_A \alpha P(A)), \]

which gives \(\nu(\alpha A + \beta P(A)) = \nu_{\text{max}}\) and \(P(\alpha A + \beta P(A)) \propto \varepsilon_{P(A)}\beta A - \varepsilon_A \alpha P(A)\). Using the linearity of \(P\) and the fact that \(P(A) \perp \text{Span}\{A, P^2(A)\}\), we get the coefficient of proportionality equal to \(-1/\varepsilon_A\), and consequently \(P^2(A) = -\nu_A A\) with \(\text{Span}\{A, P(A)\} \subseteq \mathcal{W}\).

We can continue in a similar manner, using \(A_1 = A\) and \(\nu_1 = \nu_{\text{max}}\) as the induction basis. Let us suppose that we already have mutually orthogonal nonzero vectors \(A_1, P(A_1), \ldots, A_k, P(A_k)\) such that

\[ \text{Span}\{A_i, P(A_i)\} \subseteq \nu^{-1}(\nu_i) \quad \text{and} \quad P^2(A_i) = -\nu_i A_i \quad (10) \]

hold for all \(1 \leq i \leq k\) with \(0 < \nu_k \leq \cdots \leq \nu_1\). We define

\[ \nu_{k+1} = \max\{\nu_X : X \in \mathcal{S} \cap \mathcal{M}(A_1) \cdots \cap \mathcal{M}(A_k)\} \leq \nu_k \]

and take arbitrarily \(0 \neq A_{k+1} \in \nu^{-1}(\nu_{k+1})\). It is fruitful to notice that, since \(\mu\) is constant, the duality (4) always provides \(Y \in \mathcal{M}(X) \iff X \in \mathcal{M}(Y)\). As a consequence of this, \(A_{k+1} \in \mathcal{M}(A_i) = \mathcal{M}(P(A_i)) = \text{Span}\{A_i, P(A_i)\}^\perp\) implies \(A_i, P(A_i) \in \mathcal{M}(A_{k+1}) \perp \mathcal{N}(A_{k+1})\), so \(P(A_{k+1}) \in \text{Span}\{A_i, P(A_i)\}^\perp = \mathcal{M}(A_i)\). Thus \(\nu_{P(A_{k+1})} \leq \nu_{k+1}\), so by (3) we have \(\nu_{P(A_{k+1})} = \nu_{k+1}\), while (5) yields \(\text{Span}\{A_{k+1}, P(A_{k+1})\} \subseteq \nu^{-1}(\nu_{k+1})\) and \(P^2(A_{k+1}) = -\nu_{k+1} A_{k+1}\).

This procedure uses constants \(0 < \nu_{n/2} \leq \cdots \leq \nu_1\) with the properties (10) to exhaust the space

\[ V = \bigoplus_{i=1}^{n/2} \text{Span}\{A_i, P(A_i)\}. \quad (11) \]
Having that in mind, it is easy to see that $P$ is skew-adjoint. Namely, if we set $X = \sum_{i=1}^{n/2} (x_i A_i + \overline{x_i} P(A_i))$ and $Y = \sum_{i=1}^{n/2} (y_i A_i + \overline{y_i} P(A_i))$, then
\[
g(P(X), Y) = \sum_{i=1}^{n/2} g(x_i P(A_i), y_i A_i + \overline{y_i} P(A_i)) = \sum_{i=1}^{n/2} \nu_i \varepsilon_{A_i} (x_i \overline{y_i} - \overline{x_i} y_i) = -g(Y, X).
\]

The key idea is that any skew-adjoint endomorphism $P$ on $V$ generates an algebraic curvature tensor $R^P \in \mathfrak{S}_4^0(V)$ by
\[
(X, Y, Z, W) \mapsto g(PX, Z)g(PY, W) - g(PY, Z)g(PX, W) + 2g(PX, Y)g(PZ, W),
\]
for all $X, Y, Z, W \in V$, which can be easily checked. Let us remark that these constructions are common for a complex structure $P$ on $(V, g)$ that preserves the scalar product, but for our construction the additional condition $P^2 = -\text{Id}$ is not necessary (see [12] and [5]). The corresponding curvature operator has
\[
R^P(X, Y)Z = g(PX, Z)PY - g(PY, Z)PX + 2g(PX, Y)PZ,
\]
and consequently the Jacobi operator satisfies
\[
J^P_X(Y) = R^P(Y, X)X = 3g(PY, X)PX = -3g(Y, PX)PX,
\]
that is,
\[
J^P_X = \begin{cases} -3\varepsilon_X \nu_X \text{Id} & \text{on Span}\{P(X)\} \\ 0 & \text{on Span}\{P(X)\}^\perp. \end{cases}
\]

Therefore, taking into account the shifting of eigenvalues for $\varepsilon_X \mu$, and the possible choice of $\nu_X < \mu_X$ from the beginning of discussion, the algebraic curvature tensor must be of form
\[
R = \pm \left( -\frac{1}{3} R^P + \mu R^1 \right).
\]

This result is better expressed in an orthonormal basis $(E_1, F_1, \ldots, E_{n/2}, F_{n/2})$ obtained from (11) by rescaling $E_i = A_i/\sqrt{\varepsilon_{A_i}}$ and $F_i = P(A_i)/\sqrt{\varepsilon_{P(A_i)}}$. Conversely, for any orthonormal basis $(E_1, F_1, \ldots, E_{n/2}, F_{n/2})$ in $V$, constants $0 < \nu_{n/2} \leq \cdots \leq \nu_1$ define a skew-adjoint endomorphism $P$ on $V$ by
\[
P(E_i) = \sqrt{\nu_i} F_i, \quad P(F_i) = -\sqrt{\nu_i} E_i,
\]
for all $1 \leq i \leq n/2$.

**Theorem 4.** Any two-root algebraic curvature tensor of dimension $n > 4$ with a simple root is of the form (12), for $\mu \in \mathbb{R}$ and some skew-adjoint endomorphism $P$ defined by (13) using positive constants $\nu_1, \ldots, \nu_{n/2} \in \mathbb{R}$. 
5. Geometric Realization

Theorem 4 and the formula (12) characterize all possible two-root algebraic curvature tensors of twice an odd dimension. The second step is then based on the use of the second Bianchi identity with an idea to decide which of these algebraic curvature tensors may be realized as curvature tensors of a Riemannian manifold.

We shall study the Riemannian manifold $M$ locally in a neighbourhood $U \subset M$ of some point. There we can set a local orthonormal frame and smoothly extend the elements of our construction. The smoothness of the curvature tensor $R \in \mathfrak{X}_4(U)$ gives the smoothness of $\mu \in \mathfrak{Y}(U)$, while $\nu$ is smooth on the tangent bundle $TU$ minus the zero section. Then, the way we constructed $P$ brings the smoothness of $P_i(X) \in \mathfrak{X}(U)$, which yields a skew-adjoint operator $P \in T_1^1(U)$, and $\nu \in \mathfrak{X}(TU \setminus (M \times \{0\}))$ implies $\nu_1, \ldots, \nu_{n/2} \in \mathfrak{Y}(U)$, and we can extend our orthonormal bases from the construction to a local orthonormal frame $(E_1, F_1, \ldots, E_{n/2}, F_{n/2})$ in $\mathfrak{X}(U)$ that fits the formula (13). It is convenient to use this frame in the following proof.

Such extensions allow us to apply covariant derivatives to our tensors. It is important to notice that $\nabla_V P \in T_1^1(U)$ is also skew-adjoint, since $PX \perp X$ implies

\[ 0 = \nabla_V (g(PX, X)) = g(\nabla_V (PX), X) + g(PX, \nabla_V X) = g(\nabla_V (PX), X) - g(P \nabla_V X, X) = g((\nabla_V P)X, X), \]

which after the polarization gives

\[ g((\nabla_V P)X, Y) = -g((\nabla_V P)Y, X), \]

for all $X, Y, V \in \mathfrak{X}(U)$.

Since $\nabla R^1 = 0$, the covariant derivative along a vector field $V \in \mathfrak{X}(U)$ of our curvature tensor $R$ from the formula (12) can be expressed by

\[ \nabla_V R = \mp \frac{1}{3} \nabla_V R^P \pm (\nabla_V \mu) R^1. \]

For all $X, Y, Z, W, V \in \mathfrak{X}(U)$ we can calculate

\[ (\nabla_V R^P)(X, Y, Z, W) = g(g(PX, Z)(\nabla_V P)Y - g(PY, Z)(\nabla_V P)X + 2g(PX, Y)(\nabla_V P)Z, W) + g(g((\nabla_V P)X, Z)PY - g((\nabla_V P)Y, Z)PX + 2g((\nabla_V P)X, Y)PZ, W), \quad (14) \]

and

\[ (\nabla_V R^P)(X, Y, Y, X) + (\nabla_X R^P)(Y, V, Y, X) + (\nabla_Y R^P)(V, X, Y, X) = 3g(PX, Y)(2g((\nabla_V P)Y, X) - g((\nabla_X P)Y, V) + g((\nabla_Y P)X, V)) - 3g((\nabla_X P)X, Y)PY + g((\nabla_Y P)Y, X)PX, V). \]
Thus, applying the second Bianchi identity yields
\begin{align}
0 &= (\nabla_V R)(X, Y, Y, X) + (\nabla_X R)(Y, Y, X, X) + (\nabla_Y R)(V, X, Y, X) \\
&= \mp g(PX, Y) (2g((\nabla_V P)Y, X) - g((\nabla_X P)Y, V) + g((\nabla_Y P)X, V)) \\
&\quad \pm g((\nabla_X P)Y) PY + g((\nabla_Y P)X) PX, V) \\
&\quad \pm (\nabla_V \mu)(\varepsilon_X \varepsilon_Y - g(X, Y)^2) \\
&\quad \pm (\nabla_Y \mu)(g(X, Y)g(Y, V) - \varepsilon_Y g(X, V)) \\
&\quad \pm (\nabla_X \mu)(g(Y, X)g(Y, V) - \varepsilon_X g(Y, V)).
\end{align}

Assuming $Y \perp PX$ in (15) we get
\begin{align}
0 &= g((\nabla_X P)Y) PY + g((\nabla_Y P)X) PX, V) \\
&\quad + (\nabla_X \mu)g(Y, X)Y - \varepsilon_X Y, V) + (\nabla_Y \mu)g(Y, X)X - \varepsilon_X Y, V) \\
&\quad + (\nabla_Y \mu)(\varepsilon_X \varepsilon_Y - g(X, Y)^2),
\end{align}

and, therefore,
\begin{align}
(\varepsilon_X \varepsilon_Y - g(X, Y)^2)(\nabla \mu)^2 &= -g((\nabla_X P)Y) PY - g((\nabla_Y P)X) PX \\
&\quad + (X(\mu)\varepsilon_Y - Y(\mu)g(Y, X))X + (Y(\mu)\varepsilon_X - X(\mu)g(Y, X))Y.
\end{align}

Thus, for nowhere vanishing $X, Y \in \mathcal{X}(U)$ such that $Y \in \text{Span}\{X, PX\}^\perp$ we have $(\nabla \mu)^2 \in \text{Span}\{X, PX, Y, PY\}$. However, using our frame with (13) we get
\begin{align}
(\nabla \mu)^2 \in \bigcap_{1 \leq i < j \leq n/2} \text{Span}\{E_i, F_i, E_j, F_j\} = 0,
\end{align}

which gives $\nabla \mu = 0$. Therefore, $\mu$ must be constant, while the formula (15) yields
\begin{align}
g(PX, Y)(2g((\nabla_V P)Y, X) - g((\nabla_X P)Y, V) + g((\nabla_Y P)X, V)) \\
- g((\nabla_X P)Y) PY + g((\nabla_Y P)X) PX, V) = 0. \tag{16}
\end{align}

Again, $Y \perp PX$ gives $g((\nabla_X P)Y) PY + g((\nabla_Y P)X) PX, V) = 0$, while the additional $Y \perp X$ provides linear independence for $PX$ and $PY$ (since $X$ and $Y$ are linearly independent as orthogonal), and therefore $g((\nabla_X P) X, Y) = 0$ for $Y \in \text{Span}\{X, PX\}^\perp$. However, we already know that $g((\nabla_X P) X, X) = 0$, which implies $(\nabla_X P)X \propto PX$.

Let us define the map $\lambda_X : U \to \mathbb{R}$ for any $X \in \mathcal{X}(U)$ by $\lambda_X = g((\nabla_X P) X, PX)/g(PX, PX)$ on $(\varepsilon_P)^{-1}(\mathbb{R}^+) = (\varepsilon_X)^{-1}(\mathbb{R}^+) \subseteq U$ and $\lambda_X = 0$ on $(\varepsilon_X)^{-1}(\{0\})$, where the previously proven proportionality yields
\begin{align}
(\nabla_X P)X = \lambda_X PX. \tag{17}
\end{align}

It is easy to check that $\lambda f_X = f \lambda_X$ holds for $f \in \mathcal{F}(U)$. On the other hand, from (17) for any $X, Y \in \mathcal{X}(U)$ we have
\begin{align}
(\nabla_X P)Y + (\nabla_Y P)X &= (\lambda_{X+Y} - \lambda_X) PX + (\lambda_{X+Y} - \lambda_Y) PY, \\
\end{align}

which after taking the inner product by $X$ gives
\begin{align}
(\lambda_{X+Y} - \lambda_X)g(PY, X) = g((\nabla_X P)Y, X) = -g((\nabla_X P)X, Y) = -\lambda_X g(PX, Y),
\end{align}

and, therefore, $(\lambda_{X+Y} - \lambda_Y - \lambda_X)g(PX, Y) = 0$. Hence, the additivity
\begin{align}
\lambda_{X+Y} = \lambda_X + \lambda_Y
\end{align}
holds whenever \( g(Y, PX) \) is nowhere zero. For any \( p \in U \), the condition \( Y_p \perp PX_p \) can be excluded by continuity of \( \lambda(p) : T_p U \to \mathbb{R} \) given by \( \lambda(p)(X_p) = \lambda_X(p) \). Thus, the additivity holds for all \( X, Y \in \mathfrak{X}(U) \), which means that \( \lambda \in \mathfrak{X}(U) \)-linear. Consequently, since \( \lambda_E \in \mathfrak{X}(U) \) for a unit \( E \in \mathfrak{X}(U) \), we have \( \lambda_X \in \mathfrak{X}(U) \) for any \( X \in \mathfrak{X}(U) \), and finally \( \lambda \in \mathfrak{X}_1(U) = \mathfrak{X}^*(U) \).

With this in mind, Eq. (16) becomes

\[
g(PX, Y) \left( 2g(\nabla_V P)Y, X \right) - g(\nabla_X P)Y - (\nabla_Y P)X + \lambda_X PY - \lambda_Y PX, V \right) = 0.
\]

Hence,

\[
2g((\nabla_V P)Y, X) = g((\nabla_X P)Y - (\nabla_Y P)X + \lambda_X PY - \lambda_Y PX, V)  
\](18)

holds in the case that \( g(PX, Y) \) is nowhere zero. However, since the right hand side is linear in \( Y \) and there is a frame consisting of vector fields that are not orthogonal to \( PX \), Eq. (18) holds for all \( X, Y, V \in \mathfrak{X}(U) \). Applying (18) twice, we have

\[
4g((\nabla_V P)Y, X) = g((\nabla_V P)Y - (\nabla_Y P)V + \lambda_V PY - \lambda_Y PV, X) + 2g( - (\nabla_Y P)X + \lambda_X PY - \lambda_Y PX, V),
\]

and therefore

\[
2\lambda_X g(PY, V) = g(3(\nabla_V P)Y - (\nabla_Y P)V - \lambda_V PY - \lambda_Y PV, X),
\]

which gives

\[
2g(PY, X)\lambda^2 = 3(\nabla_X P)Y - (\nabla_Y P)X - \lambda_X PY - \lambda_Y PX.
\]

On the other hand, from the definition of \( \lambda \in \mathfrak{X}^*(U) \) we have \( (\nabla_X P)Y + (\nabla_Y P)V = \lambda_Y PX + \lambda_X PY \), and therefore we obtain \( g(X, PY)\lambda^2 = (\nabla_X P)Y - (\nabla_Y P)V \), which can be written as

\[
2(\nabla_X P)V = g(X, PY)\lambda^2 + \lambda_Y PX + \lambda_X PY.  
\](19)

Now that we know \( \nabla P \), it remains to calculate \( \nabla^2 P \) and use the Ricci identity for the tensor field \( P \in \mathfrak{X}_1(U) \). From (19) we have

\[
2(\nabla_X \nabla_Y P)Z = 2\nabla_X( (\nabla_Y P)Z ) - 2(\nabla_Y P)(\nabla_X Z)
\]

\[
= \nabla_X ( g(Y, PZ)\lambda^2 + \lambda_Z PY + \lambda_Y PZ )
\]

\[
- (g(Y, P(\nabla_X Z))\lambda^2 + \lambda_{\nabla_Y Z} PY + \lambda_Y P(\nabla_X Z))
\]

\[
= (g(\nabla_X Y, PZ) + g(Y, \nabla_X PZ))\lambda^2 + g(Y, PZ)\nabla_X \lambda^2
\]

\[
+ (g(\nabla_X \lambda^2, Z) + g(\lambda^2, \nabla_X Z))\lambda^2 + \lambda_Y \nabla_X PY
\]

\[
+ (g(\nabla_X \lambda^2, Y) + g(\lambda^2, \nabla_X Y)) PZ + \lambda_Y \nabla_X PZ
\]

\[
- g(Y, P(\nabla_X Z))\lambda^2 - \lambda_{\nabla_X Z} PY - \lambda_Y P(\nabla_X Z)
\]

\[
= (g(\nabla_X Y, PZ) + g(Y, (\nabla_X P)Z))\lambda^2 + g(\nabla_X \lambda^2, Z)PY
\]

\[
+ (g(\nabla_X \lambda^2, Y) + g(\lambda^2, \nabla_X Y)) PZ
\]

\[
+ g(Y, PZ)\nabla_X \lambda^2 + \lambda_Z \nabla_X PY + \lambda_Y (\nabla_X P)Z,
\]
and, therefore,

\[
2(\nabla_{X,Y}^2 P - \nabla_{Y,X}^2 P)Z = 2(\nabla_X \nabla_Y P - \nabla_Y \nabla_X P - \nabla_{[X,Y]} P)Z
\]

\[
= (g(\nabla_X Y, PZ) + g(Y, (\nabla_Y P)Z))\lambda^2 + (g(\nabla_X \lambda^2, Y) + g(\lambda^2, \nabla_X Y))PZ
\]

\[
+ g(\nabla_X \lambda^2, Z)PY + g(Y, PZ)\nabla_X \lambda^2 + \lambda_Z \nabla_X PY + \lambda_Y (\nabla_X P)Z
\]

\[
- (g(\nabla_Y X, PZ) + g(X, (\nabla_Y P)Z))\lambda^2 - (g(\nabla_Y \lambda^2, X) + g(\lambda^2, \nabla_Y X))PZ
\]

\[
- g(\nabla_Y \lambda^2, Z)PX - g(X, PZ)\nabla_Y \lambda^2 - \lambda_Z \nabla_Y PX - \lambda_X (\nabla_Y P)Z
\]

\[
- g(\nabla_X Y - \nabla_Y X, PZ)\lambda^2 - \lambda_Z P(\nabla_X Y - \nabla_Y X) - \lambda_{[X,Y]} \nabla_Y P
\]

\[
= (g(Y, (\nabla_X P)Z) - g(\nabla_Y \lambda^2, Z)PX + g(\nabla_X \lambda^2, Z)PY
\]

\[
+ (g(\nabla_X \lambda^2, Y) - g(\nabla_Y \lambda^2, X))PZ + g(Y, PZ)\nabla_X \lambda^2 - \lambda_Y (\nabla_X P)Z
\]

\[
+ \lambda_Z (\nabla_X P)Y - \lambda_Z (\nabla_Y P)X + \lambda_Y (\nabla_X P)Z - \lambda_X (\nabla_Y P)Z.
\]

Applying (19) again we obtain

\[
2(\nabla_{X,Y}^2 P - \nabla_{Y,X}^2 P)Z
\]

\[
= \lambda_Z g(Y, PZ)\lambda^2 - \lambda_Z P(\nabla_X Y - \nabla_Y X) - \lambda_{[X,Y]} \nabla_Y P
\]

\[
= \lambda_Z g(Y, PZ)\lambda^2 - \lambda_Z \nabla_Y P - \lambda_X (\nabla_Y P)Z - \lambda_Y (\nabla_X P)Z
\]

\[
+ g(Y, PZ)\nabla_X \lambda^2 - \lambda_Z \nabla_Y PX - \lambda_X (\nabla_Y P)Z
\]

To simplify the notation we introduce the operator $Q \in \mathfrak{H}(U)$ defined by $QX = \frac{1}{2} \lambda_X \lambda^2 - \nabla_X \lambda^2$, so the previous equation becomes

\[
2(\nabla_{X,Y}^2 P - \nabla_{Y,X}^2 P)Z = g(X, PZ)QY - g(Y, PZ)QX
\]

\[
+ g(Y, QY)PX - g(Z, QY)PZ + g(QY, X) - g(QY, Y))PZ.
\]

On the other hand, for the curvature operator $\mathcal{R}$ from (12) we have

\[
\pm 3\mathcal{R} = -\mathcal{R}^P + 3\mu \mathcal{R}^1,
\]

and therefore

\[
\pm 3(\mathcal{R}(X,Y)PZ - P(\mathcal{R}(X,Y)Z))
\]

\[
= -\mathcal{R}^P(X,Y)PZ + 3\mu \mathcal{R}^1(X,Y)PZ + P(\mathcal{R}(X,Y)Z) - 3\mu P(\mathcal{R}(X,Y)Z)
\]

\[
- g(PX, PZ)PY + g(PY, PZ)PX - 2g(PX, Y)PZ - 3\mu g(Y, P)X - g(X, P)Z
\]

\[
+ g(PX, Z)P^2 Z - g(Y, Z)P^2 X + 2g(PX, Y)PZ - 3\mu g(Y, Z)PX - g(X, Z)PY
\]

\[
- g(PX, Z)P^2 Y - g(PY, Z)P^2 X - 3\mu g(Y, Z)PX + 3\mu g(X, P)ZPY
\]

\[
+ g(PX, Z)P^2 Y - g(PY, Z)P^2 X - 3\mu g(Y, Z)PX + 3\mu g(X, P)ZPY.
\]

We introduce the self-adjoint operator $S \in \mathfrak{H}(U)$ defined by $SX = 3\mu X + P^2 X$, so the previous equation becomes

\[
\pm 3(\mathcal{R}(X,Y)PZ - P(\mathcal{R}(X,Y)Z)) = g(PX, Z)SY - g(PY, Z)SX
\]

\[
+ g(SX, Z)PY - g(SY, Z)PX.
\]

The Ricci identity

\[
((\nabla_X \nabla_Y - \nabla_Y \nabla_X - \nabla_{[X,Y]} P)Z = (\nabla_{X,Y}^2 P - \nabla_{Y,X}^2 P)Z
\]

\[
= \mathcal{R}(X,Y)PZ - P(\mathcal{R}(X,Y)Z)
\]
holds for all $X, Y, Z \in \mathfrak{X}(U)$, which using (20) yields
\[ g(X, PZ)QY - g(Y, PZ)QX + g(Z, QY)PX \]
\[ -g(Z, QX)PY + (g(QY, X) - g(QX, Y))PZ \]
\[ = \pm \frac{2}{3} \left( g(PX, Z)SY - g(PY, Z)SX + g(SX, Z)PY - g(SY, Z)PX \right). \]

It is convenient to introduce another operator $K = Q \pm \frac{2}{3} S \in \mathfrak{X}^1(U)$, that is
\[ KX = \frac{1}{2} \lambda_X \lambda^2 - \nabla_X \lambda^2 \pm \frac{2}{3} (3\mu_X + P^2 X), \]
for $X \in \mathfrak{X}(U)$, so the previous equation becomes
\[ g(X, PZ)KY - g(Y, PZ)KX + g(Z, KY)PX \]
\[ -g(Z, KX)PY + (g(KY, X) - g(KX, Y))PZ = 0. \]
The special case $Z = Y$ implies
\[ g(X, PY)KY + g(Y, KY)PX + (g(KY, X) - 2g(KX, Y))PY = 0, \]
which holds for all $X, Y \in \mathfrak{X}(U)$. For an arbitrary nowhere vanishing $Y \in \mathfrak{X}(U)$ we can take a nowhere vanishing $X \in \text{Span}\{Y, PY\} \perp$. In this case $X \perp PY$ gives $g(Y, KY)PX + (g(KY, X) - 2g(KX, Y))PY = 0$, but since $X$ and $Y$ are linearly independent as mutually orthogonal, $PX$ and $PY$ are linearly independent, which implies $g(Y, KY) = 0$.

Hence, $KY \perp Y$ holds for any $Y \in \mathfrak{X}(U)$, which after the polarization gives $g(KX, Y) + g(KY, X) = 0$, and proves that $K$ is also skew-adjoint. With this in mind, Eq. (21) becomes
\[ g(X, PY)KY + 3g(KY, X)PY = 0, \]
and holds for all $X, Y \in \mathfrak{X}(U)$. Substituting $X = PY$ for a nowhere vanishing $Y \in \mathfrak{X}(U)$, we obtain $KY \propto PY$, while taking the inner product by $PY$ we get $\varepsilon PY g(KY, PY) = 0$, and therefore, $K = 0$. Thus, arises the important formula
\[ \nabla_X \lambda^2 = \frac{1}{2} \lambda_X \lambda^2 \pm \frac{2}{3} (3\mu_X + P^2 X). \]

For any $X, Z \in \mathfrak{X}(U)$, we use (19) to calculate
\[ \nabla_X (\varepsilon_{PZ}) = \nabla_X g(PZ, PZ) = 2g(\nabla_X PZ, PZ) = 2g(\nabla_X PZ + P \nabla_X Z, PZ) \]
\[ = g(X, PZ)\lambda_{PZ} + g(PX, PZ)\lambda_Z + g(PZ, PZ)\lambda_X - 2g(\nabla_X Z, P^2 Z). \]
On the other hand, $\nabla_X (\varepsilon_{PZ}) = \nabla_X (\nu_Z \varepsilon_Z + \varepsilon_Z \nabla_X \nu_Z)$, which gives
\[ \nu_Z \nabla_X \varepsilon_Z + \varepsilon_Z \nabla_X \nu_Z = g(X, PZ)\lambda_{PZ} - g(X, P^2 Z)\lambda_Z + \varepsilon_{PZ} \lambda_X - 2g(\nabla_X Z, P^2 Z). \]

Consider the eigenspaces of $P^2$, defined by $\mathcal{P}_j = \ker(P^2 + \nu_j \text{Id}) = \bigoplus_{\nu_i = \nu_j} \text{Span}\{E_i, F_i\}$. If we suppose that $Z \in \mathcal{P}_j$ holds for some $1 \leq j \leq n/2$, then $-2g(\nabla_X Z, P^2 Z) = 2\nu_j g(\nabla_X Z, Z) = \nu_j \nabla_X \varepsilon_Z$, which implies
\[ \varepsilon_Z \nabla_X \nu_j = g(X, PZ)\lambda_{PZ} + \nu_j g(X, Z)\lambda_Z + \nu_j \varepsilon_Z \lambda_X. \]
Hence, we obtain
\[ d(\ln \nu_j)(X) = \frac{\nabla_X \nu_j}{\nu_j} = \begin{cases} 2\lambda_X & \text{for } X \in \text{Span}\{Z, PZ\} \\ \lambda_X & \text{for } X \in \text{Span}\{Z, PZ\}^\perp \end{cases}, \]
whenever \( Z \in \mathcal{P}_j \), and therefore,
\[ \lambda = \frac{2}{n+2} \sum_{i=1}^{n/2} d(\ln \nu_i) = \frac{2}{n+2} d(\ln(\nu_1 \nu_2 \ldots \nu_{n/2})). \]

Equation (24) shows that \( \lambda \) cannot be any covector field, but at least one that is the differential of a smooth function. Moreover, using (22) we have the necessary condition,
\[ \nabla_X \text{grad}(\ln(\nu_1 \nu_2 \ldots \nu_{n/2})) = \frac{1}{2} \lambda_X \text{grad}(\ln(\nu_1 \nu_2 \ldots \nu_{n/2})) \pm \frac{n}{3}(3\mu X + P^2 X), \]
that holds for any \( X \in \mathfrak{X}(U) \).

**Theorem 5.** A two-root Riemannian manifold of dimension \( n \equiv 2 \) (mod 4) locally has the curvature tensor of the form (12), for a constant \( \mu \) and some skew-adjoint linear operator \( P \) defined by (13) using positive smooth functions \( \nu_1, \ldots, \nu_{n/2} \). In addition, the Eqs. (19), (22), (23), and (24) hold.

The most natural case has \( \lambda = 0 \), where the equation (19) implies \( \nabla P = 0 \), so (14) gives \( \nabla R^P = 0 \), and consequently \( \nabla R = 0 \), which means that \( M \) is locally symmetric. Moreover, Eq. (22) for \( \lambda = 0 \) implies \( P^2 = -3\mu \text{Id} \), which implies \( \nu = 3\mu \), and consequently \( M \) is globally Osserman, where the reduced Jacobi operator \( \tilde{J}_X \) has a simple eigenvalue \( 4\varepsilon_X \mu \), while the other eigenvalue (with multiplicity \( n - 2 \)) is four times smaller. Thus, a connected two-root Riemannian manifold of dimension \( n \geq 3 \) with \( n \equiv 2 \) (mod 4) that has \( \lambda = 0 \) is globally Osserman, and hence is two-points homogeneous.

Let us remark, that if \( \nabla \nu_j = 0 \) holds for some \( 1 \leq j \leq n/2 \), then \( \lambda = 0 \), and the previous conclusion holds. The question whether there are two-root Riemannian manifolds of twice an odd dimension that are not Osserman remains open and requires a construction of concrete manifolds with \( \lambda \neq 0 \). Let us remark that the first attempt could be \( \lambda^2 = E_k \) for some \( 1 \leq k \leq n/2 \), where (23) yields \( d(\ln \nu_k) = 2\lambda = 2d(\ln \nu_i) \) for any \( i \neq k \), and therefore there exist constants \( C_i \) such that \( \nu_k = C_i \nu_i^2 \).
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