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Abstract Enabling fully autonomous robots capable of navigating and exploring large-scale, unknown and complex environments has been at the core of robotics research for several decades. A key requirement in autonomous exploration is building accurate and consistent maps of the unknown environment that can be used for reliable navigation. Loop closure detection, the ability to assert that a robot has returned to a previously visited location, is crucial for consistent mapping as it reduces the drift caused by error accumulation in the estimated robot trajectory. Moreover, in multi-robot systems, loop closures enable merging local maps obtained by a team of robots into a consistent global map of the environment. In this paper, we present a degeneracy-aware and drift-resilient loop closing method to improve place recognition and resolve 3D location ambiguities for simultaneous localization and mapping (SLAM) in GPS-denied, large-scale and perceptually-degraded environments. More specifically, we focus on SLAM in subterranean environments (e.g., lava tubes, caves, and mines) that represent examples of complex and ambiguous environments where current methods have inadequate performance. The first contribution of this paper is a degeneracy-aware lidar-based SLAM front-end to determine the observability and level of geometric degeneracy in an unknown environment. Using this crucial capability, ambiguous and unobservable areas in an unknown environment are determined and excluded from the search for loop closures to avoid distortions of the entire map as the result of spurious or inaccurate loop closures. The second contribution of this paper is a drift-resilient loop closing pipeline that exploits the salient 2D and 3D features extracted from lidar point cloud data to enable a
robust multi-stage loop closing capability. Unlike methods that perform the search for loop closures locally to compensate for the ambiguity and high computational cost associated with lidar-based loop closures in large-scale environments, our proposed method relies on a rapid pre-matching step that enables the search over the entire robot trajectory, and thus, it is not affected by drift and accumulation of errors in robot trajectory. We present extensive evaluation and analysis of performance and robustness, and provide comparison of local-localization and mapping results with the state-of-the-art methods in a variety of extreme and perceptually-degraded underground mines across the United States.
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1 Introduction

Mobile robots rely on a model of the environment for navigation, collision avoidance and path planning. In GPS-denied and extreme unknown environments where no prior map of the environment is available, robots use the onboard sensing to construct locally accurate maps that can be used for navigation [1]. Multi-robot systems have been increasing in popularity over the past few decades [2, 3] due to their potential advantages; higher performance and efficiency in performing spatially distributed tasks such as exploration and mapping a large-scale unknown environment, higher fault-tolerance and information redundancy, and scalability. While great progress has been made over the past decades in the field of single-robot SLAM [4], extending these approaches to multi-robot systems in large-scale and ambiguous environments still remains a challenge. As illustrated in Fig. 1 perceptually-degraded environments are characterized by poor illumination and sparsity of salient perceptual and geometric features. Noisy measurements obtained in these environments lead to greater accumulation of errors in estimated robot trajectory which subsequently makes detection of intra- and inter-robot loop closures more challenging. This in turn affects the quality and consistency of constructed global maps. Robust and reliable localization and mapping in these environments can enable a wide range of terrestrial and planetary applications [5], ranging from disaster relief in hostile environments to robotic exploration of lunar and Martian caves that are of particular interest as they can provide potential habitats for future manned space missions [6].

SLAM algorithms aim to recover the most probable robot trajectory and map of the environment using the onboard sensing system. Many solutions have been proposed based on different sensing modalities, including vision [7], visual-inertial [8–10], thermal-inertial [11], lidar-inertial [12], range-based SLAM [13], or combination of them [14, 15]. Vision-based
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Fig. 1 Examples of challenges introduced by perceptually-degraded subterranean environments to commonly used perception systems.
localization and place recognition is a popular and well studied problem in the robotics and computer vision literature [16], and while great progress has been made in visual loop closure detection [17][18], vision-based methods are faced with many challenges in perceptually-degraded environments including reduced visibility (i.e., inconsistent illumination or lack thereof, fog, and dust), and change in the appearance, caused by viewing angle variations between different visits. Moreover, sparsity of salient perceptual features can lead to data association ambiguity and perceptual aliasing [19][20]. Cameras and lidars are often used in conjunction due to their complementary nature [21][22]. A 3D Lidar is a popular solution to mapping perceptually-degraded environments, as it does not rely on external light sources, and can provide range data over a $360^\circ$ horizontal field of view at a high temporal and spatial sampling rate.

Many scan registration methods have been developed for pose estimation from lidar data. Since raw lidar scans typically contain a large number of noisy and redundant points, methods are needed to downsample the point clouds in order to achieve real-time odometry and mapping performance with higher accuracy. Nuchter et al. [23] present a lidar-based 6D SLAM algorithm that is used on a mine inspection robot. In order to achieve real-time performance, the authors propose a fast filtering method based on combining a median and a reduction filter to achieve significant data reduction in lidar scans while maintaining the surface structure in subterranean environments. Zhang et al. [8][24] present lidar odometry and mapping (LOAM) that relies on feature point extraction and matching to achieve real-time performance while minimizing motion distortions. While LOAM achieves good performance, it currently does not recognize loop closures which could help reduce the drift in estimated robot trajectory. Ji et al. [25] present a 3D lidar mapping algorithm similar to LOAM that relies on segment based mapping and place recognition [26][27] in 3D point clouds to detect loop closures in structured street environments.

Shan et al. [28] propose the lightweight and ground-optimized (LeGO-LOAM) algorithm, an extension to LOAM that relies on the ground segmentation capability to discard points that may represent unreliable features. While their proposed method maintains the local consistency of the ground plane between consecutive frames, it does not use a global ground constraint that makes it susceptible to the accumulation of rotational error. In large-scale underground environments with uneven terrain, this could lead to large errors in the estimated robot poses and trajectories. In LeGO-LOAM the search for loop closures is performed locally based on the estimated robot poses. This could lead to missed loop closure opportunities when drift in the robot trajectory is significant. Hess et al. [29], present Cartographer with real-time 2D mapping and loop closure capability. By combining a few consecutive lidar scans into a local submap, loop closures are detected by matching a large set of submaps. Upon detection of loop closure candidates, outlier loop closures are rejected by relying on the Huber loss in Sparse Pose Adjustment [30].

Over the past decades a number of efforts have focused specifically on localization and mapping in underground mines and tunnels. Thrun et al. [31] propose a SLAM algorithm for volumetric mapping of large underground mines. In order to reduce the drift in robot trajectories, the method uses a modified version of the Iterative Closest Point (ICP) [32] algorithm to detect loop closures. Tardioli et al. [33] propose a system for exploration of a tunnel using a robot team. The system relies on a feature-based robot LOcalization Module (LOM) that is responsible for global localization by relying on pre-existing two-dimensional laser-segmentation-based maps. Global localization is achieved by matching observations of the environment with the map features. In a similar work, Tardioli et al. [34] propose an underground localization algorithm to enable autonomous navigation of a commercial dumper commonly used for underground construction. Localization is achieved by relying
on semantic feature recognition in the tunnels to provide local information sufficient for a successful localization.

Zlot et al. [35] present a 3D SLAM solution consisting of a spinning 2D lidar and an industrial-grade MEMS IMU to map a 17 km long underground mine. In order to reduce the drift in open-loop trajectory, the authors rely on a global optimization algorithm where the entire robot trajectory is optimized given the set of computed constraints. Furthermore, a set of anchor points that are rough locations manually extracted from the 2D mine survey are used to further reduce the drift. Leingartner et al. [36] evaluate how well off-the-shelf sensors and mapping solutions work in two different field experiments, one from a disaster-relief operation in a 1.5 km long motorway tunnel, and one from a mapping experiment in a partly closed down tunnel. The authors conclude that despite advances in visual SLAM systems, lidar-based solutions have a superior localization and mapping performance in dark and perceptually-degraded underground tunnels. Jacobson et al. [37] propose a monocular SLAM system for online localization and mapping in an underground mine with minimal human intervention. Their method leverages surveyed mine maps to increase mapping accuracy and enable global localization. In order to reduce the drift in the estimated robot trajectory, a vision-based loop closure detection method is used where a new frame is compared to all previously obtained frames for place recognition.

The earliest laser-based loop closure detection methods were based on registration of shape of the laser scans [38–40]. Cox et al. [38] proposed a method designed for use in structured office and factory environments where points were aligned with line segments extracted from a known environment representation. Gutmann et al. [39] developed a scan-to-scan alignment approach that relied on the extraction of line segments from reference scans. Lu et al. [40] improved the point-to-line matching method of Cox with an ICP-based point-to-point matching approach that do not require feature extraction or segmentation. Moreover, similar to feature-based registration of 2D images [41], several methods based on feature extraction from lidar point cloud have been proposed [8, 42–44] where the scan registration is achieved through matching the computed features descriptors.

Over the past decades the ICP algorithm has been commonly used for lidar scan registration and loop closure detection [28, 45–48]. In order to detect a loop closure, a lidar scan is registered to previously obtained scans to find a match. In large-scale or long-term operations where a large number of lidar scans are obtained over time, not only this method can become increasingly computationally expensive, but it can also lead to spurious or inaccurate loop closures, particularly in ambiguous environments. In order to improve the performance and accuracy of loop closures, a common approach is to constrain the search for loop closures to a fixed radius centered at estimated robot poses. While this method is effective in reducing the computational load and number of spurious loop closures, it could lead to missed loop closure opportunities when the accumulation of errors in lidar odometry leads to significant drift in the robot trajectory.

This paper extends our previous work on large-scale autonomous mapping and positioning (LAMP) [48] in a number of significant ways to improve localization and mapping in perceptually-degraded environments. The core contributions of this paper are:

1. A real-time degeneracy-aware SLAM front-end to determine the level of geometric degeneracy in unknown environments. Using this crucial capability, ambiguous areas that could lead to data association ambiguity and spurious loop closures are identified and excluded from the search for loop closures. This significantly improves the quality and accuracy of loop closures because the search for loop closures can be expanded as needed.
to account for drift in robot trajectory, while decreasing rather than increasing the probability of spurious loop closures.

2. A drift-resilient and pose-invariant loop closing method based on salient 2D and 3D geometric features extracted from lidar point cloud data to enable detection of loop closures with increased robustness and accuracy as compared to traditional geometric methods. The proposed method does not require additional sensors to achieve higher performance, and instead relies on exploiting salient features embedded in 2D occupancy grid maps commonly used in robot navigation to obtain more information about the spatial configuration of the local environment from lidar point cloud data. The method is not dependent on the estimated robot poses, a key advantage that makes it invariant to drift in robot trajectories. In the first stage of the process, 2D features extracted from salient occupancy grid maps are used to search for potential loop closures over the entire robot trajectory. This significantly reduces the number of missed loop closure opportunities as compared to geometric methods that perform the search for loop closures locally. In the second stage, a geometric verification step is used to verify the quality of each loop closure candidate. Subsequently, a back-end equipped with an outlier rejection capability performs the map merging and alignment.

3. An extensive evaluation and comparison of performance with state-of-the-art methods is provided in a variety of extreme subterranean environments. This includes data collected at the Tunnel Circuit of the DARPA Subterranean Challenge [49] in the Bruceton Safety Research coal mine and Experimental mine in Pittsburgh, PA.

The rest of this paper is organized as follows: in Section 2 we present the problem formulation. Our lidar-based SLAM architecture which includes the degeneracy-aware SLAM front-end, the drift-resilient loop closing pipeline, and the back-end is presented in Section 3. Experimental results are presented in Section 4. Finally, Section 5 discusses the conclusion, and future research directions.

2 Problem Formulation

In extreme and unknown environments with sparse salient geometric structures, the lidar odometry is challenged with a higher probability of data association ambiguity that could lead to large errors when estimating the relative robot motion. Robust loop closure detection is crucial to improve localization and mapping accuracy in these environments. Moreover, in a multi-robot collaborative SLAM system, loop closures are critical to find correspondences between the maps obtained by individual robots in order to merge them into a consistent global map of the environment.

The focus of this work is developing methods for improving location ambiguities and loop closing in extreme environments that do not provide sufficient distinctive information to establish global position. While our proposed method can be valuable to map alignment and merging in multi-robot systems, it naturally falls back to loop closing for robust localization and mapping in a single-robot system. As illustrated in Fig. 2, in order to represent a robot trajectory and the map of the environment, a graph-based formulation is used [3], where every node in the graph corresponds to a robot pose, and every edge connecting two nodes expresses the relative 3D motion between the corresponding poses. We denote the trajectory of \( N_\alpha \) poses of robot \( \alpha \) by the sequence \( x_\alpha = \{x_{\alpha i}\}_{i=1}^{N_\alpha} \), where \( x_{\alpha i} = [R_{\alpha i}, t_{\alpha i}] \in SE(3) \) is the robot pose associated with the \( i \)-th node in the graph, which includes a rotation \( R_{\alpha i} \in SO(3) \), and a translation \( t_{\alpha i} \in \mathbb{R}^3 \).
The lidar point cloud obtained at each pose is associated with the corresponding node in the pose graph. Each robot builds an explicit map of the environment by projecting the point clouds associated with the nodes into a common world coordinate system $\mathcal{W}$. Considering a centralized multi-robot system, when a robot is within the wireless communication range, it communicates its local pose graph to a base station. Assuming a partial overlap among areas explored by all robots, the base station is responsible for merging the local graphs to produce a consistent global map of the environment that can be used for reliable navigation of robots in the future.

The set of all raw lidar scans obtained along the trajectory of robot $\alpha$ is denoted by $z_\alpha = \{z_{\alpha i}\}_{i=1: N_\alpha}$, where $z_{\alpha i} = \{p_k\}_{k=1: N_tz}$ is the $i$-th lidar scan represented as a collection of 3D points $p_k \in \mathbb{R}^3$ in the local lidar coordinate system $\mathcal{L}_i$. We denote the measurement model by

$$z_{\alpha i} = h(x_{\alpha i}, m_\alpha) + w_{\alpha i},$$

where $h(\cdot)$ returns the vector connecting the current lidar pose to a point in the environment along each lidar ray, $m_\alpha$ represents the actual local environment explored by robot $\alpha$, and $w_{\alpha i} \sim \mathcal{N}(0, \Sigma_\alpha)$ is assumed to be a Gaussian noise with zero-mean and covariance $\Sigma_\alpha$.

In lidar-based state estimation, the odometric estimates are obtained by computing the relative pose transformation between consecutive lidar scans. In this paper, we use the Generalized ICP algorithm \cite{52} to obtain $u_{t t+1}^\alpha = [R_{t t+1}^\alpha, t_{t t+1}^\alpha]$, an odometric estimate that encodes the relative 3D motion between two consecutive lidar scans obtained at times $t$ and $t+1$. As the lidar operates at a high temporal sampling rate relative to robot motion, the pose graph would be oversampled in time if a new node were instantiated after each new odometric measurement. We utilize a reduced pose graph where a new node is instantiated in the graph after reaching a minimum odometric displacement ($30^\circ$ rotation or $1$ m translation). We refer to the nodes in the reduced graph as key-nodes, and the lidar scans associated with them as key-scans. The relative 3D motion $u_{t+1}^i$ between poses associated with key-nodes $i$ and $i + 1$ is obtained from integration of incremental motion estimates between times $t$ and $t + n_i$.

Since the lidar measurements are noisy, each lidar-based odometric estimate will include some error as the result of point cloud matching errors. Since the robot trajectory is built incrementally from the accumulation of odometric estimates, the accumulation of translational and angular errors in a sequence of odometric estimates can lead to an unbounded drift in the estimated robot trajectory for an assumed unlimited time. In order to bound and reduce this drift, our method relies on a degeneracy-aware and saliency-based loop closing method, where we constrain the search for loop closures to only the most observable areas in the unknown environment. The saliency-based loop closing pipeline can be abstractly formulated.
as
\[
LC^g(LC^s(\alpha_i, \beta_j)) = \begin{cases} 
0 & \text{if no loop closed} \\
1 & \text{if loop closed} 
\end{cases},
\]
(2)

where \(LC^s(.,.)\) and \(LC^g(.,.)\) denote the stages of pre-matching and geometric verification based on salient 2D and 3D features extracted from lidar point cloud data respectively.

In the first stage, 2D occupancy grid maps are used to create bird's eye views of point cloud data to extract additional information about the spatial configuration of local scenes. This enables the pre-matching stage \(LC^s(.,.)\), where putative loop closures are identified by evaluating the similarity between spatial configuration of fully observable scenes along the robot trajectory. Upon detection of putative loop closures, the geometric verification stage \(LC^g(.,.)\) is used to evaluate the quality of each loop closure candidate, and to compute the 3D rigid transformation between the pair of lidar scans. When \(LC^g(LC^s(\alpha_i, \beta_j)) = 1\), an edge \(u_{\alpha_i \beta_j}\) connecting the nodes \(x_{\alpha_i}\) and \(x_{\beta_j}\) is added to the pose graph to represent a loop closure. When \(\alpha = \beta\), it represents an intra-robot loop closure found in a local pose graph, otherwise, it represents an inter-robot loop closure found between two local pose graphs.

In a single-robot SLAM system, the goal is to estimate the unknown robot trajectory and the map of the environment from the set of all odometry and loop closure estimates. Let \(G = \langle x, u, z \rangle\) denote the local pose graph comprised of the robot trajectory \(x\), the set of all odometric and intra-robot loop closure estimates \(u\), and the set of all key-scans \(z\). Since the process happens on the same robot, the robot name is dropped for brevity. The maximum a-posteriori (MAP) estimate of the robot trajectory can be obtained using Pose Graph Optimization (PGO) \[4\] as given by
\[
\hat{x} = \arg\max_x p(x|u) = \arg\max_x p(x)p(u|x),
\]
(3)

where \(p(x)\) is the prior probability over \(x\), and \(p(u|x)\) is the measurement likelihood. When no prior knowledge is available over the robot trajectory, the term \(p(x)\) is assumed to be a uniform distribution and does not affect the result. This will reduce the MAP estimation problem to the maximum likelihood (ML) estimation as given by
\[
\hat{x} = \arg\max_x \prod_{i=1}^{\mid u \mid} p(u_i|x_i)
= \arg\min_x -\log \left( \prod_{i=1}^{\mid u \mid} p(u_i|x_i) \right)
= \arg\min_x -\log \left( \prod_{i=1}^{N} p(u_{i+1}|x_i, x_{i+1}) \prod_{u_j \in u} p(u_{j}|x_i, x_j) \right),
\]
(4)

where \(N\) is the total number of nodes in the graph, and \(u\) denotes the set of all loop closure constraints. Let \(x_j = f(x_i, u_{i,j}) + v_{i,j}\) be the new pose update using the robot motion model from node \(i\) to \(j\), where \(f(.)\) computes robot's nonlinear motion between the unknown robot poses \(x_i\) and \(x_j\), and \(v_{i,j}\) is assumed to be a zero-mean Gaussian noise with information matrix \(\Omega_{i,j}\). The ML trajectory estimate can be computed by minimizing the mismatch
between the relative pose measurements and the estimated robot poses as given by

$$\hat{x} = \text{argmin}_x \left( \sum_{i=1}^{N} \left\| f(x_i, u_{i+1}^i) - x_{i+1} \right\|_{\Omega_{i,i+1}}^2 + \sum_{u_{i,j} \in u_c} \left\| f(x_i, u_{i,j}^j) - x_j \right\|_{\Omega_{i,j}}^2 \right), \quad (5)$$

where \(\| \cdot \|_{\Omega_{i,j}}^2\) denotes the squared Mahalanobis distance.

To extend this to a centralized multi-robot system, assuming known initial robot poses, a similar process is used on the base station to detect inter-robot loop closures to determine correspondences between pose graphs. Once the relative 3D rigid transformations between overlapping parts of robot trajectories are determined, pose graph optimization is used to obtain the maximum a-posteriori (MAP) estimate of the global pose graph. The global map of the environment can then be constructed by projecting the key-scans into the common world coordinate system \(W\).

3 Methodology

3.1 Degeneracy-Aware SLAM Front-End

The lidar-based SLAM front-end is responsible for data association from sensor measurements to produce odometric estimates and loop closure constraints. The odometric estimates are obtained by computing the relative 3D motion that best aligns consecutive lidar scans. Fig. 3 provides an overview of the front-end that has three layers of processing to produce odometric estimates: (i) point cloud filtering, (ii) scan-to-scan registration, and (iii) scan-to-submap registration. In the following we provide a short description of each layer.

The raw point clouds obtained by each scan are often density-uneven and contain redundant and noisy points that can lead to increased computational load and inaccurate odometric estimates using the ICP algorithm. To overcome these challenges, most methods use a subset of the raw point cloud data to estimate the robot motion. Among different point cloud filtering methods, random downsampling, and voxel grid filtering are commonly used for point cloud filtering. In random downsampling method, points are randomly sampled with a uniform probability, whereas, in voxel grid filtering, a 3D voxel grid is created over the point cloud data, and the points in each voxel are approximated with their centroid value. While these filtering approaches are effective in downsampling the raw point cloud data, they remove points regardless of their importance and effect on the performance and accuracy of lidar odometry.

![Fig. 3 Overview of the lidar-based front-end and the local pose graph.](image-url)
In this work, using the method of Zhang et al. [8], we decimate up to 90% of the points in every raw lidar scan by extracting a set of uniformly distributed salient features located on sharp edges and planar surfaces. We then use the GICP algorithm, to obtain odometric estimates based on a two-stage scan-to-scan and scan-to-submap registration process as initially introduced in our prior work, LAMP [48]. In the scan-to-scan registration step, the incoming point cloud is aligned to the last obtained lidar scan to find a rigid body transformation that best aligns the two point clouds. After this approximate localization, the solution is further refined by registering the incoming point cloud to a submap created from the local region of previously collected point cloud data in the pose graph. Given the current estimated pose of the robot in the world coordinate system \( \mathcal{W} \), the incoming lidar scan is transformed to the world coordinate system using the same transformation, and an approximate nearest neighbors search is performed to find the closest points in the map. A second point cloud registration similar to scan-to-scan registration is used to obtain the odometric estimate \( \mathbf{u}_{t+1} = [\mathbf{R}_{t+1}, \mathbf{t}_{t+1}] \in SE(3) \) that describes the 3D motion of the robot between times \( t \) and \( t + 1 \).

Fig. 4 reports the accuracy of lidar odometry by measuring the Relative Pose Error (RPE) as a function of distance traversed using the package for evaluation of odometry and SLAM (EVO) [75] in two perceptually-degraded underground mines. In the Safety Research mine, the robot autonomously navigates 1400m of the mine tunnels. By relying on scan-to-scan registration, the accumulation of errors results in more than 18m (6% relative position error) average drift in translation for each 300m of traversed distance. By using the scan-to-submap registration step the RPE is reduced to less than 1% of distance traversed for each 300m of travel.

The Experimental mine presents a more challenging subterranean environment with long and featureless corridors. During the 700m autonomous navigation, due to high level of geometric degeneracy at multiple locations, accumulation of errors from scan-to-scan registration leads to more than 80m (27% relative position error) of average drift in translation for each 300m of distance traversed. By using the scan-to-submap registration step, the estimated motion of the robot is further refined and the drift in translation is reduced to 7m (2% relative position error) of average drift for each 300m of traversed distance. Fig. 5 presents partial estimated robot trajectories in the Safety Research and Experimental mines using the scan-to-scan and scan-to-submap matching methods. The results show that due to low vertical resolution of the lidar scanner, scan-to-scan matching poorly estimates the angular and translational motion of the robot in the narrow tunnels of the mines. While this leads to
significant drift in the estimated robot trajectories, the scan-to-submap matching step can reduce the drift by using an additional registration step where the output of the ICP algorithm is further refined. The Experimental mine represents a more challenging environment with many degenerate scenes due to long, narrow and symmetrical walls. The result show, while using the scan-to-submap matching step reduces the error in robot estimates, the drift is still substantially large. This highlights the importance of a drift-resilient loop closure detection method that can reduce the accumulated error in robot trajectory.

3.2 Determination of Geometric Degeneracy

Determination of reduced observability and geometric degeneracy is a crucial capability to evaluate the reliability of the front-end in reconstructing its full internal state based on measurements of the environment. Loss of observability can occur in any odometry system; scarcity of texture and salient features in a vision-based system, lack of thermal variations in a thermally flat environment (e.g., cold underground mines and caves) in thermal-inertial odometry, sparsity of distinctive geometric structures in a lidar-based front-end, or slippery terrains in a wheel-inertial odometry system. In lidar odometry, the reliability of odometric estimates is affected by the noise and degeneracy that can arise from the geometrical structure of the environment. For example, partial observability may occur when a robot traverses a tunnel or corridor with long, symmetrical and featureless walls. In this environment, the scan matching optimization process may result in multiple possible solutions leading to inaccurate estimation of forward motion along the direction of the tunnel.

Fig. 5 Robot trajectories obtained using scan-to-scan and scan-to-submap registration methods in Safety Research mine and Experimental Mine.
In order to evaluate the level of geometric degeneracy in an unknown environment, we develop a method using a distance cost function based on the rigid transformation obtained from the ICP algorithm. From the last iteration of the ICP algorithm, we obtain the set of all corresponding points \( P_t \) and \( P_{t+1} \), and the relative pose measurement \( u_t^{t+1} = [R, t] \) between consecutive lidar scans, where \( R(\theta_x, \theta_y, \theta_z) \) is the 3D rotation defined in terms of Euler angles roll \( \theta_x \), pitch \( \theta_y \), and yaw \( \theta_z \), and \( t = [t_x, t_y, t_z] \) is the 3D translation vector.

Given \( u_t^{t+1} \) that best aligns two consecutive lidar scans, the alignment error between the \( k \)th pair of corresponding points \( p^t_k \) and \( p^{t+1}_k \) is given by
\[
d_k = u_t^{t+1} \cdot p^t_k - p^{t+1}_k,
\]
where \( d_k = [d_{k_x}, d_{k_y}, d_{k_z}] \) is the misalignment vector. The mean squared distance between the set of all corresponding points \( P_t \) and \( P_{t+1} \) is given by
\[
E(u_t^{t+1} \cdot P^t, P^{t+1}) = \frac{1}{N_k} \sum_{k=1}^{N_k} \|d_k\|^2,
\]
where \( E(.) \) is a scalar-valued cost function, \( N_k \) is the total number of corresponding points from the ICP algorithm, and \( \|\cdot\| \) denotes the \( L_2 \) norm. The ICP-based scan matching can be formulated as an optimization problem that aims to find \( u_t^{t+1} \) that minimizes the cost function as given by
\[
u_{t+1} = \arg\min_{u_{t+1}} E(u_t^{t+1} \cdot P^t, P^{t+1}).
\]

Using the displacement vector computed for the \( k \)-th pair of corresponding points in (6), a cost function can be defined in terms of \( d_k \), as given by
\[
\xi_k(u_{t+1}^{t+1}) = d_{k_x}^2 + d_{k_y}^2 + d_{k_z}^2.
\]
Assuming local linearity due to small motion between consecutive lidar scans, we compute the gradient of the cost function in order to propagate errors from sensor noise to uncertainty of state estimates as given by
\[
J_k^{t+1} = \begin{bmatrix}
\frac{\partial \xi_k(u_{t+1}^{t+1})}{\partial \theta_x} & \frac{\partial \xi_k(u_{t+1}^{t+1})}{\partial \theta_y} & \frac{\partial \xi_k(u_{t+1}^{t+1})}{\partial \theta_z} \\
\frac{\partial \xi_k(u_{t+1}^{t+1})}{\partial t_x} & \frac{\partial \xi_k(u_{t+1}^{t+1})}{\partial t_y} & \frac{\partial \xi_k(u_{t+1}^{t+1})}{\partial t_z}
\end{bmatrix},
\]
where \( J_k^{t+1} \) is the gradient vector computed for the \( k \)th pair of corresponding points at time step \( t+1 \). The Hessian of the cost function can be approximated [56] from the sum of outer products of gradients for the set of all \( N_k \) corresponding points,
\[
H_k^{t+1} = \sum_{k=1}^{N_k} (J_k^{t+1})^T J_k^{t+1}.
\]
In the eigenvalue decomposition of \( H_k^{t+1} \), the eigenvector associated with the smallest eigenvalue represents the least observable direction in terms of the estimated rigid 3D transformation. We find the relative scale between the most and least observable directions by computing the ratio of the maximal and minimal eigenvalues
\[
kappa^{t+1} = \frac{\lambda_{max}}{\lambda_{min}}.
\]
where $\kappa^{t+1}$ is the condition number of the approximated Hessian $H^{t+1}$ which is a symmetric matrix. Although the eigenvalues will be dependent on general environmental variables such as measurement noise or the number of corresponding points in the obtained lidar scans, computing the ratio will remove dependence on environmental variables that scale the eigenvalues. Thus a large condition number corresponds to higher levels of geometric degeneracy [57]. This means a relatively large error is associated with one or more linear combination of parameters of the computed transformation $u^{t+1}$. A small condition number close to 1 corresponds to equal observability of all parameters in the computed transformation. In our experiments, the pose is classified as degenerate if $\log(\kappa^{t+1}) \geq \kappa_{th}$, where $\kappa_{th}$ is the degeneracy threshold based on expectations of normal variability, and validated by experimental results. Robot poses and corresponding key-scans that are classified as degenerate are removed from loop closure consideration to achieve the desired performance objective by constraining the search for loop closures to areas with highest level of observability to reduce the probability of false or inaccurate loop closures.

Fig. 6 shows the determination of geometric degeneracy in an indoor office environment as a robot navigates a long corridor with flat and symmetric walls. The plot of log of the eigenvalues $\log(\lambda)$ shows the response of all six eigenvalues of the approximated Hessian matrix. As the robot navigates the featureless corridor, in one section of the trajectory a significant drop can be seen in the values of the smallest eigenvalue of the Hessian, while variations in the rest of eigenvalues are minimal. This leads to an increase in the values of the condition number in (12) as shown in the plot of $\log(\kappa)$ values. In this experiment, it was possible to verify that increased values of $\log(\kappa)$ corresponded to noisy lidar-based odometric estimates based on the wheel-inertial odometry. We compare the output of the lidar odometry with the wheel-inertial odometry as the robot navigates the indoor office
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environment. Often the wheel odometry is not reliable, but as the robot moves at a low speed and the corridor has carpet flooring, the wheel slippage is known to be negligible. The lidar slip plot shows the difference in the computed forward motion based on the wheel-inertial and lidar odometry at 1s intervals. The results show values of $\log(\kappa) > 2.0$ correspond to the largest discrepancies between the lidar and wheel-inertial odometry. The degeneracy metric $\kappa$ responds to the geometric degeneracy of the featureless corridor, as the forward motion of the robot along the walls becomes unobservable to the lidar odometry: a situation we call *lidar-slip*.

In order to evaluate the sensitivity and specificity of geometric degeneracy detector, we rely on Receiver Operating Characteristic (ROC) analysis. A set of 254 lidar scans are manually labeled such that 61 lidar scans correspond to degenerate scenes. The ROC curve is produced by computing the true positive and false positive rates at various thresholds. Fig. 7 reports the high discriminative ability of geometric degeneracy detector where an area under curve (AUC) value of 0.887 is achieved. Different decision thresholds marked on the plot show the sensitivity of the method to different thresholds.

![Environment Degeneracy Detection](image)

**Fig. 7** ROC plot reports the performance of environment degeneracy detector, created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various $\log(\kappa)$ threshold settings.

### 3.3 Loop Closure Detection

In this section, we first study the shortcomings and challenges of ICP-based loop closures that are commonly used in some of the state-of-the-art methods [28, 45–48], and then propose a degeneracy-aware and saliency-based method to improve place recognition and loop closing in large-scale and perceptually-degraded environments.

In the absence of any prior map of the environment that can be used for global localization, the open loop accumulation of errors from lidar odometry can lead to an unbounded drift in the estimated robot trajectory as error variance increases after each motion step. This drift, is inherent to any open loop odometry system, and it can only be limited and subsequently reduced by detection of loop closures when a robot returns to a previously visited
or otherwise known location or landmark. As discussed in Section 1, a common method to detect loop closures in graph-based lidar SLAM is to constrain the search for loop closures to a fixed space centered at the estimated robot poses. This can be formulated as

\[ \| x_\alpha_i - x_\alpha_j \| < D_r, \]  

where we use the positional components of robot poses \( x_\alpha_i \) and \( x_\alpha_j \) to compute the Euclidean distance \( \| \cdot \| \) between two robot poses, and \( D_r \) is the loop closure search radius. Although this is a reasonable constraint, in practice if the drift in robot trajectory exceeds \( D_r \), loop closure opportunities will be missed. The impact of drift is illustrated in Fig. 8, where the search for loop closure is performed by registering a key-scan to historic key-scans that lie inside the loop closure search space. Since the search space has a fixed radius, and is dependent on estimated robot poses, this could lead to missed loop closure opportunities where the drift in robot trajectory is larger than the expected value.

Fig. 9 presents the top-down view of the distorted 3D map of the Eagle Mine located in Julian, CA, which highlights the impact of missed loop closing opportunities on the quality and consistency of constructed maps. While both branches shown in green and blue are identical as they correspond to the same physical environment, the branches are not merged due to missed loop closures. While expanding the radius of the search space can be useful in improving loop closure detections, an expanded search space along the trajectory linearly increases the number of loop closure candidates and subsequently leads to a significant increase in the computational complexity associated with lidar scan registration.

As shown in Fig. 9, avoiding missed loop closing opportunities can be achieved by expanding the search radius as needed while strategically reducing the number of nodes considered for loop closure. This not only reduces computation, but also avoids distortions of the map due to poor convergence of the ICP algorithm [60] where the scene geometry does not constrain the optimization sufficiently. In Fig. 9, the salient features highlighted with yellow boxes can be used to develop a drift-resilient pre-matching step as described in the next section.

3.3.1 Saliency-Based Geometric Loop Closing

In this section, we describe the proposed multi-stage loop closing method for a single-robot system, and then show how it can be extended to a multi-robot SLAM system to enable
Fig. 9 Partial map of the Eagle mine, Julian, CA, obtained on the base station by merging local pose graphs of two unmanned ground robots. The initial poses of the robots are shown as $x_{0A}$ and $x_{0B}$. Due to significant drift in the estimated robot trajectories, loop closure opportunities are missed which has resulted in two identical tunnels as shown in blue and green, while both tunnels represent the same physical environment. The areas marked with yellow boxes show salient 2D features that can be captured in the bird’s eye view of the lidar point cloud data to enable a pre-matching step for loop closure detection.

map alignment and merging on a based station in a centralized SLAM architecture. Fig. 10 provides an overview of the proposed multi-stage pipeline. The method consists of three main layers, namely pre-matching, geometric verification and outlier rejection. In the pre-matching step, 2D occupancy grid maps constructed from key-scans are used for assessment and evaluation of potential loop closures over segments of the mapped environment that are determined to be fully observable. In contrast to the BGLC method that relies on a fixed search radius in the local neighborhood of each robot pose, the pre-matching step has the

Fig. 10 An overview of the saliency-based loop closure detection method.
The key advantage of enabling a fast and global screening of putative loop closures, and thus, it is pose-invariant. The pre-matching step is based on 2D occupancy grid map matching. The essence of using 2D occupancy grid maps is to capture the spatial configuration of the local scenes by creating bird’s eye views of the lidar point cloud data. This enables the search for loop closures by performing occupancy grid map matching, where the objective is to find scenes with similar spatial configuration.

2D occupancy grid maps were first introduced by A. Elfes in 1985 [61], and have evolved over time [62] as one of the most common types of map used in robot navigation and path planning. In this work, each occupancy grid map has $250 \times 250$ cells, and corresponds to an area of $5 \text{ m} \times 5 \text{ m}$ in the physical environment. Each cell stores a corresponding occupancy belief $b_i(x, y)_{0 \leq x, y < 250}$, representing the estimated probability that a static or stationary object is present in that cell location.

In order to construct an occupancy grid map from a key-scan, the ROS 2D costmap tool [63] is used to obtain a slice of robot’s surrounding 3D world from lidar point cloud data. This is achieved by filtering the point cloud to remove the points that comprise the ground plane, as well as the points that appear higher than the highest point on the robot. The filtered point cloud is then projected onto a $XY$ plane to construct the occupancy grid map. A cell is considered as being in one of three possible states: free for $b_i(x, y) < 0.5$, unknown for $b_i(x, y) = 0.5$, and occupied for $b_i(x, y) > 0.5$. We convert the belief map $b_i(x, y)$ to a binary map $o_i(x, y)$ using

$$o_i(x, y) = \begin{cases} 
0 & \text{if } b_i(x, y) < 0.5 \\
1 & \text{if } b_i(x, y) \geq 0.5 
\end{cases},$$

where $o_i(x, y)$ can be interpreted as a 2D binary map image of the local scene.

3.3.2 Visual saliency in occupancy grid maps

While loop closure detection is a crucial requirement in single- and multi-robot SLAM systems, it is equally crucial to avoid closing loops in ambiguous areas with high level of geometric degeneracy. Attempting loop closures in these areas can lead to detection of false or weak loop closures that can result in catastrophic distortions of the map. In a geometrically degenerate scene like a long and featureless tunnel with flat walls, the spatial configuration of the scene captured in 2D occupancy grid maps also lack distinctive features sufficient for localization, a condition that we refer to it as lack of visual saliency. Fig. 11 presents examples of occupancy grid maps constructed from lidar scans in an underground tunnel. While Fig. 11(a) can lead to perceptual aliasing and data association ambiguity due to lack of visual saliency, Fig. 11(b-c-d) show maps with sufficiently distinctive spatial configurations.
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(a) (b) (c) (d)

Fig. 11 (a) shows an occupancy grid map with lack of visual saliency. (b), (c) and (d) show occupancy grid maps with salient visual features.
that can be used for global localization in the pre-matching step. By relying on the degeneracy metric $\kappa$ in (12), the level of observability of the scene can be analyzed in real-time to remove ambiguous regions as shown in Fig. 11-(a) from loop closure consideration. In the next section, we develop metrics to determine putative loop closures based on occupancy grid map matching.

3.3.3 Pre-matching step: 2D occupancy grid map matching

The search for loop closures can be formulated as a place recognition problem where a robot establishes global localization by registering a salient occupancy grid map obtained at its current pose to a set of salient occupancy grid maps obtained in the past throughout its trajectory. This can be interpreted as a special instance of 2D image registration problem where occupancy grid maps are viewed as 2D binary map images.

Let $o_{\alpha i}$ and $o_{\alpha j}$ denote two map images obtained from key-scans $z_{\alpha i}$ and $z_{\alpha j}$ of robot $\alpha$. From (2) $LC^s(\alpha_i, \alpha_j)$ is the pre-matching step, which evaluates the level of similarity between a pair of occupancy grid maps based on feature matching. In order to register two map images, the set of all salient 2D features are extracted from $o_{\alpha i}$ and $o_{\alpha j}$. In this paper, the Oriented FAST and Rotated BRIEF (ORB) features by Ethan Rublee et al. [64], is used over other methods (i.e., SIFT, SURF) due to its key qualities: (i) outstanding speed and performance, (ii) resistance to image noise, (iii) and rotation invariance. We find the set of $N_{corr}$ corresponding features by using the Fast Library for Approximate Nearest Neighbors (FLANN) presented by Chanop et al. [65]. FLANN is a fast local approximate nearest neighbors method that is commonly used to match keypoints found between corresponding images and to compute the set of corresponding feature points. Finally, using the Random Sample Consensus (RANSAC) algorithm [66], a homography $\hat{M}_{o_i o_j}$ that best describes the 2D geometric transformation between the occupancy grid maps is computed.

The objective of the pre-matching step is to identify the most likely loop closure candidates along robot’s trajectory based on spatial similarity of the scenes. The correspondence confidence,

$$\zeta_{i,j} = \frac{N_{in}}{N_{corr}},$$

which is the ratio of the inliers $N_{in}$, to the total number of corresponding points $N_{corr}$, is often used as a fitness measure in feature-based image registration. In our experiments, if the number of inliers is less than a threshold (i.e., $N_{in} \leq 20$), the map image is removed from loop closure consideration. In a best case scenario, where all corresponding points are inliers, the correspondence confidence $\zeta_{i,j} = 1$.

In perceptually-degraded environments, we can encounter situations where after finding the set of inliers using RANSAC, the correspondence confidence score is high even though the match is incorrect. In general, the theoretical breakdown point of all robust estimators, where there is no general guarantee of success in detection of true inliers, is when the percentage of outliers is more than 50% [67]. As a result, based on the level of self-similarity and ambiguity between map images, the number of selected inliers and accuracy of the estimated homography can vary. In order to reduce perceptual aliasing and data association ambiguity, we introduce the transformation confidence to identify high values of correspondence confidence scores that are unreliable. Let $f_{k o_i}$ and $f_{k o_j}$ denote the $k$th pair of corresponding 2D features in map images $o_{\alpha i}$ and $o_{\alpha j}$, where each feature is defined with its
2D image coordinate. Given the computed homography from RANSAC, the residual error between the $k$th pair of corresponding feature points is given by

$$r_k = \left\| \hat{M}f_k^{o_{\alpha_i}} - f_k^{o_{\alpha_j}} \right\|$$

(16)

where $r_k$ is the Euclidean distance between the $k$th pair of aligned corresponding points. Using (16), the mean squared error for the set of all $N_k$ corresponding points is given by

$$\epsilon_{i,j} = \frac{1}{N_k} \sum_{k=1}^{N_k} \|r_k\|^2.$$  

(17)

Using the computed mean squared error $\epsilon_{i,j}$, we evaluate the quality of the computed homography between $o_{\alpha_i}$ and $o_{\alpha_j}$ by computing

$$\Lambda_{i,j} = \frac{1}{1 + \epsilon_{i,j}},$$  

(18)

where $\Lambda_{i,j}$ is the transformation confidence score which is close to 1.0 for a perfect match, and close to zero for a false match with a large number of outlier correspondences. This is used to reject cases which have a high correspondence confidence but also a high matching error by defining the similarity confidence metric denoted by $\Psi_{i,j}$, that is obtained from the product of the correspondence and transformation confidence scores as given by

$$\Psi_{i,j} = \zeta_{i,j} \cdot \Lambda_{i,j}.$$  

(19)

If the similarity confidence score is larger than a threshold, occupancy grid maps $o_{\alpha_i}$ and $o_{\alpha_j}$ are considered as a loop closure candidate. For true matches where the correspondence confidence scores are greater than 0.7, the transformation confidence scores also tend to be large. Fig. 12 presents some representative examples of occupancy grid map matching where the set of corresponding and inlier features are visualized. Fig. 12-(a-b) present the correspondence and transformation confidence scores for two false image matches. In Fig. 12-(a) despite of having a large fraction of inlier features, the computed transformation confidence is small indicating the poor quality of the match due to false set of inlier features.
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Fig. 12 The top and bottom rows present the set of corresponding and inlier features for an occupancy grid map that is matched against 3 salient occupancy grid maps. The correspondence and transformation confidence scores are computed for each pair. Only (c) shows a true positive match.
Fig. 12-(b) presents an opposite scenario where the number of inlier features is relatively small, while the computed transformation confidence score is large. This is mainly because most of the features are concentrated in patches at certain areas in the image resulting in a low alignment error. Fig. 12-(c) presents a true match where both correspondence and transformation confidence scores are large. The results illustrate that while the individual correspondence and transformation confidence scores do not have enough discrimination power to determine a true loop closure, the product of both metrics can be used as a reliable similarity confidence metric to identify most similar matches.

Fig. 13 presents 2D scatter plots for correspondence and transformation confidence scores in an indoor office environment and an underground mine where 200 occupancy grid maps in each environment are evaluated for loop closure. On both plots, contours of similarity threshold values \( \Psi_{th} \) are shown. In the underground mine, a correspondence confidence threshold of \( \zeta_{i,j} = 0.8 \) would select the same loop closure candidates as similarity score \( \Psi_{th} = 0.7 \). Moreover, there are very few matches with correspondence scores \( \zeta_{i,j} \geq 0.5 \) that are all rejected by using the similarity threshold \( \Psi_{th} \). However, for the indoor office environment with self-similar office cubicles, a much larger number of candidate loop closures with correspondence scores \( \zeta_{i,j} \geq 0.5 \) are rejected by using the similarity confidence threshold \( \Psi_{th} \).

### 3.3.4 Geometric verification step

Let \( \alpha_i, \alpha_j \) and \( \hat{M}_{\alpha_i\alpha_j}^{\alpha_i\alpha_j} \) be the candidate loop closure key-nodes in the pose graph, and the computed homography obtained from the pre-matching step. As presented in Fig. 10, we use a geometric verification step of \( LC_g(LC_s(\alpha_i, \alpha_j)) \) in (2), to verify the quality of the loop closure candidate using the ICP-based scan matching shown in (8) to align the corresponding key-scans. The performance of the ICP algorithm relies heavily on the quality of initialization; with a poor initial guess the algorithm is susceptible to local minima, especially if the actual 3D motion between two lidar scans is large. In order to improve convergence of the ICP algorithm to the optimal solution in the geometric verification step, the algorithm is seeded using the obtained 2D rotation matrix from the computed homography \( \hat{M}_{\alpha_i\alpha_j}^{\alpha_i\alpha_j} \), where a 3D transformation matrix with a Z-axis rotation and zero translation is constructed to initialize the ICP algorithm. This can be interpreted as a two-stage optimization process where the objective is to refine the computed geometric transformation obtained from pre-matching step to find the best estimate of the relative 3D motion between two robot poses. After aligning the point clouds, the convergence criteria is evaluated using
the alignment error $\hat{\epsilon}(\cdot)$ from (7) before sending the loop closure constraint to the SLAM back-end for outlier rejection verification.

3.3.5 Outlier rejection step

The SLAM back-end is implemented using the Georgia Tech Smoothing and Mapping (GT-SAM) [70] library that implements smoothing and mapping using factor graphs and Bayes networks as the underlying computing paradigm. Since pose graph optimization relying on least square optimization methods is not robust against outliers, the back-end relies on an outlier loop closure detection method as illustrated in Fig. 14 to prevent the optimization from producing incorrect solutions when the front-end produces spurious loop closures. The outlier loop closure detection is based on the Pairwise Consistent Measurement Set Maximization (PCM) method presented in [48, 71]. Once the SLAM back-end receives putative loop closures from the geometric verification step, the quality of loop closures is evaluated both in terms of consistency with odometry edges, as well as pairwise consistency with previous loop closures.

As illustrated in Fig. 14, assuming a negligible measurement noise, when a loop is closed and an edge is added between two key-nodes in the pose graph, accumulation of the loop closure edge with all odometric or loop closure edges along the cycle will compose to the identity [73]. Using this basic observation, back-end rejects loop closures detections that lead to a large transformation error along the cycles in the pose graph. Once a loop closure is confirmed and a new constraint is added between two key-nodes, the pose graph is optimized using iterative nonlinear optimization methods, (e.g. levenberg-marquardt) to obtain the best estimate of robot poses from the set of all constraints. Algorithm 1 summarizes the multi-stage loop closure detection process.

3.3.6 Multi-Robot collaborative mapping

Assuming the initial positions of robots are known, and there is at least a partial overlap between robot trajectories, map merging is performed on the base station by finding the

![Fig. 14 Outlier rejection is performed by evaluating the quality of a loop closures in terms of consistency with odometry edges as well as pairwise consistency with previously closed loops in the pose graph.](image)
Algorithm 1 Saliency-Based Geometric Loop Closing (SGLC)

Input: a query lidar scan $z_i$
Input: a set of previously obtained lidar scans $Z$
Output: a loop closure detection

1: procedure FINDLOOPCLOSURE($Z$, $z_i$) \[\text{Eq. 2}\]
2: if ($\log(k_i) \leq \log(k_{th})$) then
3:     $o_i \leftarrow$ CONSTRUCTOCCUPANCYGRIDMAP($z_i$) \[\text{Pre-matching step}\]
4:     for ($\forall z_j \in Z$) do
5:         if ($\log(k_j) \leq \log(k_{th})$) then
6:             $o_j \leftarrow$ CONSTRUCTOCCUPANCYGRIDMAP($z_j$)
7:         if (PREDMATCH($o_i$, $o_j$)) then \[\text{Pre-matching step}\]
8:             return $M'_{ij}$ \[\text{Geometric Verification step}\]
9:         if (GEOMETRICVERIFICATION($z_i$, $z_j$, $M''_{ij}$)) then
10:            return $u'_{ij}$ \[\text{Outlier rejection step}\]
11:        end if
12:     end if
13: end for
14: end if
15: end procedure

correspondences between the pose graphs. This is achieved using the same multi-stage loop
closure detection process used in the single-robot scenario, where during the pre-matching
step the search is constrained to the most observable areas in the local pose graphs to iden-
tify putative loop closures. Upon determination of inter-robot loop closure candidates, each
candidate undergoes geometric verification and outlier rejection steps before performing a
global pose graph optimization to find the most probable configuration of the nodes in the
merged pose graphs given the set of all intra- and inter-robot constraints.

4 Experiments

In this section, we present performance and computational analysis of our proposed saliency-
based geometric loop closing (SGLC) method in a variety of complex underground environ-
ments listed in Table 1. Moreover, we provide quantitative and qualitative comparison of the
localization and mapping results against the basic geometric loop closing (BGLC) method,
as well as the LeGO-LOAM that is a state-of-the-art SLAM method with loop closure de-
tection capability that is recently introduced by Shan et al. [28].

Table 1 List of the explored underground mines in our field experiments.

| Name of the mine                        | Autonomously Traversed Distance | Type of mine   | Location     |
|----------------------------------------|---------------------------------|---------------|--------------|
| Arch Pocahontas Mine                   | 1100 m                          | Coal Mine     | Beckley, WV  |
| Beckley Exhibition Mine                | 1000 m                          | Coal Mine     | Beckley, WV  |
| Bruceton Safety Research Mine          | 1400 m                          | Coal Mine     | Pittsburgh, PA|
| Bruceton Experimental Mine             | 700 m                           | Coal Mine     | Pittsburgh, PA|
| Highland Mine                          | 1400 m                          | Coal Mine     | Logan, WV    |
| Eagle Mine                             | 500 m                           | Gold Mine     | Julian, CA   |
As presented in Fig. 15, we use a centralized multi-robot SLAM architecture, developed in the context of DARPA Subterranean Challenge, where the main objective of this robotic challenge is to explore and map unknown and extreme underground environments as shown in Fig. 16 using autonomous single- or multi-robot systems. When a robot exploring the unknown environment is within the wireless communication range, it communicates its pose graph and the constructed map to a base station. The base station is an Intel Hades Canyon NUC8i7HVKA (4 × 1.9 GHz, 32 GB RAM), that is responsible for receiving and merging the local pose graphs of individual robots to build a consistent global map of the unknown environment. In the context of this Challenge, the base station does not communicate the constructed global maps back to the robots and thus, a real-time performance is not strictly required. However, the constructed global maps can be used for reliable navigation of robots in the future. Hence, the proposed architecture can be scaled to larger robot teams.

Each robot is a Husky-A200 series that relies on a VLP-16 Puck Lite lidar scanner [74] and an Intel NUC 7i7DNBE (4 × 1.9 GHz, 32 GB RAM) processor for onboard simultaneous localization and mapping. By relying on an onboard Intel RealSense D435 RGB-D camera, each robot uses vision-based object detection based on the You Only Look Once (YOLO) [68] algorithm to detect, classify and localize objects of interest in the environment.

As obtaining the ground truth data in large-scale underground environments is a challenging task, similar to our method in LAMP [48], we obtain a proxy for the ground truth trajectories by enforcing the ground truth locations of the known objects and fiducial mark-
ers (as shown in Fig. 16) in the best pose graph of each robot, and use the resulting optimized trajectory as ground truth.

4.1 Performance analysis of pre-matching step

We evaluate the sensitivity and specificity of the similarity confidence metric used in the pre-matching step in (19) in five underground environments by using ROC analysis. In each environment, a set of 100 salient occupancy grid maps are obtained from the key-scans, where 20 of the occupancy grid maps in each environment correspond to previously visited locations and represent true loop closures. Fig. 17 shows that loop closures can be reliably detected in various environments by relying on occupancy grid map matching where an average $\text{AUC} = 0.756$ is achieved in correctly identifying loop closures among all environments. Different threshold values are marked on each plot to show low sensitivity of loop closures to threshold values across five different underground environments.

While the indoor office represents a structured environment with salient geometric features, accurate place recognition used in the pre-matching step in this environment is shown to be more challenging as compared to the underground mines. This is mainly due to perceptual aliasing and data association ambiguity that arises from the self-similarity of spatial configuration of local scenes in the indoor office environment. The presence of multiple office cubicles with identical geometric structures leads to larger number of false positive detections in the pre-matching step. Underground tunnels have fewer repetitive geometric structures which contributes to the reduction of perceptual aliasing in the pre-matching step. This highlights the importance of using a geometric verification step, and a back-end equipped with an outlier rejection capability to verify each loop closure candidate in terms of accuracy and consistency before adding it to the pose graph.

4.2 Computation analysis of pre-matching step

In this experiment, we evaluate the execution time of the pre-matching and geometric verification steps in order to characterize the computational complexity introduced by the pre-matching step. In each experiment, a set of 10 occupancy grid maps are used as query map

![Fig. 17 The ROC curves and AUC for pre-matching step in five underground environments created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various similarity confidence $\Psi$ threshold settings.](image)
images. Using the pre-matching process described in Section 5.3.1, each query map image is registered to all map images in the corresponding dataset to obtain the similarity confidence scores that describe the level of visual similarity between the query image and all map images in the dataset. Fig. 18 shows the execution time for loop closure detection for datasets of different sizes. The box plots show the average execution time does not grow linearly as the size of the datasets increase. This is due to the fact that map images with a small number of corresponding features (less than 20 in our experiments) are discarded from loop closure consideration and their similarity confidence score is set to zero before further processing.

As presented in Section 5.3, considering the significant number of points in each lidar scan, if the search space in basic geometric loop closing method is expanded to include all nodes in the graph, this results in the quadratic computational complexity $O(n^2)$ of the ICP algorithm, incurring the BGLC method a prohibitive computational complexity cost of $O(n^3)$ in detection of loop closures for $n$ nodes in the pose graph. Fig. 19-(a-b) show maps obtained in an indoor office environment by using the BGLC method, where two search radii of 5m and 20m are used for detection of loop closures. As illustrated with blue lines between loop closure candidates, increasing the search radius results in a dramatic increase (10920 loop closure candidates) in the number of attempted loop closures. This not only increases the computational load associated with ICP-based lidar scan registration, but also increases the probability of spurious loop closures as shown in the map in Fig. 19-(c).

In our proposed SGLC method, the pre-matching step relies on a pair-wise occupancy grid map registration process with $O(n)$ complexity [59]. Moreover, the determination of geometric degeneracy helps to reduce the number qualifying nodes by constraining the
search to areas with full observability. In a feature-rich environment where all nodes qualify for the pre-matching step, the algorithm will incur a computational complexity cost of $O(n^2)$ for the set of all $n$ binary map images which has a lower complexity than the BGLC method and can be executed on a separate thread to avoid affecting the real-time performance of the front-end.

4.3 Large-scale mapping using SGLC method

In this section, we provide analysis of localization and mapping accuracy and comparison with the state-of-the-art in a variety of large-scale and extreme unknown environments. In our earlier work LAMP [48], a capability was developed to allow the operator to manually add loop closure constraints to the pose graph if loop closures were missed due to large drift in the estimated robot trajectory. While this is an effective tool to reduce the drift and improve the quality of the constructed maps, it requires a human in the loop and thus, is unreliable in large-scale and complex underground environments with intermittent or regional wireless connections between the operator and the robots. In the experiments presented in this section, our proposed SGLC method removes the human from the loop and enables an automatic detection of loop closures that would otherwise be missed due to accumulation of errors in robot trajectories.

Fig. 20 and Fig. 21 show examples of constructed maps in two underground mines. At the Beckley Coal mine a robot autonomously traverses more than 1km in the mine and returns to the start location to close the loop. Fig. 20(a) shows the constructed map in an open-loop scenario where no loop closure detection capability is used. Fig. 20(b-c) show the maps obtained in two trials using the BGLC method where a fixed search radius of 10m is used. The results show many loop closure opportunities are missed, leading to the dramatic distortion of the maps. Fig. 20(d) shows the map obtained using our proposed SGLC method. As the method is pose-invariant, it is unaffected by accumulation of errors.

Fig. 20 Top-down view of the 3D Map of the Beckley coal mine, Beckley, WV. (a) mapping with no loop closure detection capability. (b) and (c) the BGLC method maps results in distorted maps due to spurious and missed loop closure opportunities. (d) map using the proposed SGLC method.
in robot trajectory which results in successful detection of loop closures and subsequently a more consistent representation of the environment.

Fig. 21 presents a multi-robot collaborative mapping scenario where local maps obtained by a team of two robots deployed in the Eagle mine are merged on a base station. Both robots with known initial poses in the world coordinate system autonomously navigate 500m inside the tunnels of the mine. Fig. 21 presents the top (a) and side (b) views of the maps obtained on the base station in an open loop scenario, without using any loop closure detection capability. As the error in robot trajectories accumulates over time, the maps start to drift apart unbounded in the absence of loop closure detections. Using the BGLC method, for every key-node in one graph, key-nodes in the other graph that lie inside a search radius of 10m are considered for loop closure. As presented in Fig. 21(c), while the method performs well when the drift in robot trajectories is small, it misses many loop closure opportunities when the trajectories drift apart due to accumulation of noisy odometric estimates. Fig. 21(d) shows a successful loop closure using the proposed SGLC method before performing pose graph optimization. Using a salient geometric feature (i.e., a T-junction in the tunnel) an inter-robot loop closure is detected and the diverged trajectories are joined again. Fig. 21(e) shows a consistent map of the environment after pose graph optimization and minimization of the error. Fig. 22 reports examples of multi-robot mapping for a team of two robots deployed in the Bruceton Experimental Mine and Safety Research Coal Mine during the Tunnel Circuit of DARPA Subterranean Challenge \cite{49}, in August of 2019. Using the BGLC method, large drifts are visible in both maps as the base station fails to detect inter-robot loop closures to merge the maps due to many missed loop closure opportunities when the maps start to drift apart. The maps obtained using the proposed SGLC method show a more consistent 3D representation of the mines due to more frequent loop closures that help reduce the drift in the estimated trajectories.

At the Tunnel Circuit of the DARPA Subterranean challenge, a variety of objects (e.g., backpack, fire extinguisher, drill, survivor, and a cellphone) were placed at unknown locations in the tunnels of the mines. The autonomous robots were used to detect and localize...
these objects in the environment by relying on the onboard RGB-D camera and the lidar-based SLAM. We use the estimated location of the detected objects to provide a quantitative evaluation of localization and mapping accuracy. The box plots in Fig. 22 report a quantitative evaluation of localization accuracy using no loop closure detection capability, the BGLC method, and the proposed SGLC method by comparing the estimated location of detected objects against the ground truth data provided by DARPA. With no loop closure detection capability, the robot pose uncertainty and location uncertainty of detected objects grow as the errors in lidar odometry accumulate. By using the BGLC method the drift is reduced as compared to the open loop trajectory, but several missed loop closure opportunities lead to accumulation of errors in robot trajectories which manifests itself as large object localization errors. Using the proposed SGLC method, loop closures are consistently detected as the robot navigates the unknown environment, which results in significantly more accurate localization and mapping results. Fig. 23 and Fig. 24 provide comparison of the 3D maps obtained using the LeGO-LAOM, BGLC and proposed SGLC method in five perceptually-degraded and large-scale underground environments. While in LeGO-LOAM the default search radius for loop closures is set to 7m, in our experiments the search radius was increased to 10m for both LeGO-LOAM and the BGLC methods to improve loop closure detections in presence of large drift. The results show both LeGO-LOAM and BGLC methods initially perform well as long as the drift in robot trajectories is small, but missing several loop closure opportunities in the presence of large drift. This exposes the vulnerability of pose-dependent loop closure detection methods, especially in large-scale and perceptually-degraded environments where accumulation of odometry errors can be significant. The results show the proposed SGLC method consistently outperforms the LeGO-LOAM and BGLC methods due to its drift-resiliency.

Fig. 25 reports comparison of mapping results based on the Absolute Pose Error (APE) metric for LeGO-LOAM, BGLC, and the proposed SGLC methods using datasets obtained from four perceptually-degraded and large-scale subterranean environments. The box plots are obtained by running each algorithm 10 times on each dataset, and recording the localization accuracy of several known landmarks along the robot trajectory. The results show the SGLC method consistently outperforms LeGO-LOAM and BGLC methods across all
environments with different levels of perceptual degradation, and thus, the drift in estimated robot trajectories is significantly reduced as reflected in small APE values. The results also show all three methods suffer from relatively larger drift in the Experimental and Safety Research mines. This is due to presence of several long, flat and featureless corridors in these mines which leads to more noisy odometric estimates.
Fig. 25 Quantitative comparison of mapping results based on the Absolute Pose Error (APE) using LeGO-LOAM, BGLC, and the proposed SGLC methods in 4 perceptually-degraded and large-scale subterranean environments. The box plots are obtained by running each algorithm 10 times on the dataset collected in each environment and measuring the absolute pose error.

5 Conclusion and Future Work

While dramatic progress has been made over the past few decades in the field of single- and multi-robot SLAM, localization and mapping in unknown, large-scale, and perceptually-degraded environments presents a variety of challenges due to sparsity of distinctive landmarks, self-similarity of features, and poor illumination. In these extreme settings, the front-end is exposed to major challenges including data association ambiguity that can result in significant drift in the estimated robot trajectory during long-term or large-scale navigation. This highlights the importance of drift-resilient and robust loop closure detection methods that can reduce the drift, and also enable merging individual maps obtained by a team of robots into a globally consistent map of the environment in a multi-robot SLAM system.

In this paper, we developed a set of metrics and methods to improve detection of intra- and inter-robot loop closures to increase robustness and reliability of autonomous navigation in unknown and extreme subterranean environments. We developed a degeneracy-aware SLAM front-end that is capable of determining the level of geometric degeneracy through eigenanalysis of the solution of the ICP algorithm. This was validated by comparing the results obtained from lidar odometry against the wheel-inertial odometry in cases where the wheel odometry was known to be reliable. While most state-of-the-art methods attempt loop closures periodically without considering the level of geometric degeneracy of the scene, it is crucial to avoid closing loops in ambiguous areas with high level of geometric degeneracy as it could result in catastrophic distortions of the map. Using our proposed degeneracy-aware front-end, areas with high level of geometric degeneracy that can lead to data association ambiguity and spurious loop closures are removed from loop closure consideration. In contrast to traditional loop closure detection methods that perform the search for loop closures only locally, this capability allows the search for loop closures to be expanded as needed to account for drift, without increasing the probability of spurious loop closures. Through analysis of the geometric degeneracy metric $\kappa$, in a variety of indoor and underground environments, it was shown the metric can be reliably used to determine geometric degeneracy in unknown environments.
Moreover, a drift-resilient geometric loop closing method based on saliency maps was proposed to enable a multi-stage place recognition pipeline through which loop closure candidates can be identified over the entire robot trajectory independent of estimated robot pose. This increases the robustness and accuracy of loop closure detections, especially in large-scale and perceptually-degraded environments. Putative loop closures were identified by evaluating the similarity of the spatial configuration of the scenes using a feature-based image registration process, before being validated using geometric and outlier rejection steps. Through extensive real-world experiments and comparisons with state-of-the-art methods, it was shown the proposed method improves localization and mapping accuracy in perceptually-degraded subterranean environments where commonly used loop closure detection methods exhibit insufficient robustness and accuracy.

Future work will focus on developing a robust multi-sensor lidar-centric front-end using the geometric degeneracy detection capability. While in this work the determination of geometric degeneracy was only used to constrain the search for loop closures to the most observable areas in an unknown environment, the same capability can be used to enable a robust multi-sensor degeneracy-aware odometry system where the front-end can evaluate the reliability of odometric estimates in real-time and switch to alternative odometry sources where the unknown environment is determined to be geometrically degenerate. Another direction for future research is extending this work to a distributed multi-robot SLAM architecture. While the centralized multi-robot architecture presented in this paper works well for a small team of robots where a base station is in charge of map alignment and merging, in large-scale underground environments with sporadic communication with the base station, a distributed collaborative architecture is desirable to enable a team of robots to exchange their maps in order to maintain a consistent global map of the explored environment.
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