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Abstract—This paper describes our dialogue robot system, OSbot, developed for Dialogue Robot Competition 2022. The dialogue flow is based on state transitions described manually and the transition conditions use the results of keyword extraction and sentiment analysis. The transitions can be easily viewed and edited by managing them on a spreadsheet. The keyword extraction is based on named entity extraction and our predefined keyword set. The sentiment analysis is text-based and uses SVM, which was trained with the multimodal dialogue corpus Hazumi. We quickly checked and edited a dialogue flow by using a logging function. In the competition’s preliminary round, our system ended up in third place.

I. INTRODUCTION

We developed a dialogue robot system named OSbot for Dialogue Robot Competition 2022 [1]. OSbot integrates the multimodal input/output modules distributed by the competition organizers [2] and our developed dialogue processing module. The dialogue processing module is based on DialBB [1] as a framework for dialogue system development. OSbot adopts a dialogue strategy similar to that of Team kasuga’s system, which won second place in the past Dialogue Robot Competition [3], and reuses some of its modules.

Below are the characteristic features of OSbot:

- OSbot uses state transition network-based dialogue management to explicitly control the dialogue flow and avoid unexpected system utterances that do not match the context at all.
- OSbot uses the results of keyword extraction and sentiment analysis for the conditions of state transition. The results of keyword extraction are also used in system utterances.
- In the following, we explain the architecture of OSbot and the ideas behind it and show the results obtained in the preliminary round.

II. OSBOT SYSTEM

In this section, we explain the module components and module integration of our proposed OSbot system.

A. Module components

As shown in Fig. 1, our OSbot system consists of three important modules: 1) dialogue management module, 2) sentiment analysis module, and 3) keyword extraction module.

1) Dialogue management: The dialogue manager uses a hand-crafted state transition network. It determines a system utterance on the basis of the state at that point in time. It transitions its state to the next state using the results of keyword extraction and sentiment analysis. It also stores the keyword extraction results specified by the state transition network. The stored keywords are used in generating system utterance and in deciding the reasons for recommending a travel destination.

Fig. 2 shows an example dialogue flow. The dialogue manager uses the results of keyword extraction and sentiment analysis to determine the state to which to transition. System utterances are generated depending on the state. In Fig. 2, OSbot asks about a user’s eating habits. OSbot has three patterns for the user’s reply. If the user’s reply includes a food name, OSbot digs deeper into the topic (highlighted in red). The part of the food name is filled with a keyword extracted from the user’s utterance. If the sentiment analysis outputs neutral or positive, OSbot shows only a comment like “Eating delicious food makes us happy!” Otherwise, OSbot shows only backchannels like “Okay.”

2) Keyword extraction: Our keyword extraction module uses two methods: named entity labeling using GiNZA [(natural language processing library) and keyword matching using a predefined keyword set.

First, using GiNZA, the keyword extractor searches for words labeled “Food,” “Dish,” “First Name,” “Last Name,” “Noun,” and “Place Name” in a user utterance.

Second, the keyword extractor searches for keywords in a predefined keyword set. It also tries to find a word that matches or is similar to a keyword in the predefined list. It measures the similarity by cosine similarity of word vectors. We used a CBOW model of Word2Vec [4], which was trained using the Wikipedia corpus and made public by the Shiroyagi Corporation.

3) Sentiment analysis: We constructed a sentiment analyzer using the Hazumi corpus [5], which contains multimodal dialogues between a system and a user. Our sentiment analyzer is based on a Support Vector Machine (SVM). Its output is one of the three sentiment classes (positive, neutral, and negative). Its input is a 768-dimension vector that is the output of a pre-trained model (Sentence-BERT [6]) whose input is a user utterance (in text). We used Sentence-BERT only as the feature extractor because we are planning to combine text embedding with features extracted from other modalities such as audio and vision.

For training the SVM, we used the third-person sentiment annotations (annotated by multiple people using 7 levels

\[\text{https://megagonlabs.github.io/ginza/}\]

\[\text{https://github.com/shiroyagicorp/japanese-word2vec-model-builder}\]
of values: 1 is very negative, 4 is neutral, and 7 is very positive) in Hazumi. The annotations indicate whether a user is enjoying the dialogue or not. We converted the set of annotations for each utterance into one of the three labels by calculating the average of multiple annotations and using the thresholds 3.5 and 4.5; the number of training samples was 7052: 3533 positive, 2741 neutral, and 778 negative.

B. Module integration

To integrate the modules described above, we used DialBB, a framework for building dialogue systems.

A DialBB application takes user utterance texts as input, and then it outputs system utterance texts. The main module of a DialBB application sequentially exchanges data with a group of modules called “Building Blocks” (hereafter referred to as “blocks”). In the configuration file for each application, a DialBB application can specify which blocks to use.

Developers of DialBB applications can use built-in blocks in DialBB and can also implement their blocks. They can use the following three built-in blocks to build a dialogue system.
Utterance canonicalizer:
Canonicalizes an input user utterance string (e.g., replacing uppercase letters with lowercase letters.)

SNIPS language understander:
Extracts the dialogue act type and slots from a user utterance using SNIPS NLU [7].

STN dialogue manager:
 Performs dialogue management using a state-transition network. It can use developer-defined functions for transition conditions and actions to perform after transitions. Those functions can use the language understanding results.

OSbot uses only the Utterance canonicalizer and the STN dialogue manager among the built-in blocks. We implemented a new block for keyword extraction and sentiment analysis.

The dialogue manager refers to a spreadsheet in which state transitions are described and determines a system utterance. Fig. 3 shows an example description of the spreadsheet. The spreadsheet consists of six columns: the system’s state (state), the system’s utterance in the state (system utterance), the conditions that determine the next state (conditions), the process called at the state transition (actions), and the top of the spreadsheet if the conditions for the current state transitions are satisfied or described blank, the actions in that row show the dialogue flow that follows the description in Fig. 3.

III. IMPLEMENTATIONS

A. Four dialogue phases and recommendation

Our dialogue flow consists of the following four phases. The phases were designed on the basis of the system by Team kasuga, which participated in the past Dialogue Robot Competition [3] and was developed by a member of our laboratory. OSbot asks about the following contents in each phase and talks with the user:

- Opening: the user’s name, hometown, travel destination, and transportation.
- Introduction of sightseeing spots: impressions of sightseeing spots. OSbot then introduces the two spots the user selected.
- Questions about travel preferences: what the user usually eats when going out and the user’s preference toward sightseeing destinations.
- Recommendation: OSbot recommends one sightseeing spot and gives some reasons for the recommendation.

In the phase in which OSbot asks the user questions (Opening, Introduction of sightseeing spots, Questions about travel preferences), OSbot works to prevent unexpected user utterances. OSbot has two strategies to prevent a dialogue breakdown: it confirms the user’s name after recognized it and utters sentences that are less dependent on the user’s utterances [8].

In the Recommendation phase, OSbot uses the keywords obtained in the “Question about travel preferences” phase to show the reasons for the recommendation. It also introduces three places near the sightseeing spot that it recommends. The place names were prepared beforehand.

B. Guiding user utterances

We make OSbot show an example answer when asking questions as a form of self-disclosure. OSbot uses self-disclosure to alleviate a user’s confusion about what to answer. For example, “Hokkaido is memorable for me. Do you have any recommendations for sightseeing spots?”

C. Repeating keywords

We use keywords extracted from a user utterance in the OSbot utterance that follows [8]. That is, OSbot’s utterances include what the user said, e.g., “noodles” in Fig. 2. This would have the effect of making the user feel that the system accepts and understands what he/she has said.

D. Controlling voice and body posture

OSbot controls the speed and pitch of the robot’s synthesized speech. Example descriptions are shown in Fig. 4. OSbot lowers the utterance speed to prevent a user from failing to catch important information, such as a sightseeing spot’s name (which is often an unfamiliar proper noun) and the robot’s name (Shoko). The upper row in Fig. 4 shows an example of lowering the robot’s speaking rate to 90% for the text surrounded in brackets and then emphasizing the sightseeing spot names “Tokyo Trick Art Museum” and “Madame Tussauds Tokyo.” Furthermore, OSbot raises its voice pitch in steps to express joy naturally. The lower row shows an example of raising the voice pitch to 110% and 120%, respectively, for each piece of text surrounded in brackets, and then OSbot expresses its pleasure from listening to the user’s answer.

OSbot controls the robot’s facial expression and body posture by sending commands in order to its pleasure. We aim for a natural facial expression by combining multiple degrees of leaning forward and multiple types of smiling. OSbot expresses its pleasure in order to make the user feel pleasure.

E. Testing functions

We used a logging function to test user utterance sequences when testing OSbot. The log obtained from the logging function contains four types of information: a system utterance, a user utterance, a sentiment analysis result, and a current state name. We also prepared test sequences of user utterances. By using these functions and sequences, we checked dialogues efficiently.

We checked the generated dialogue logs several times. In particular, we carefully checked the Japanese honorific expressions from the perspective of whether they were appropriate for a travel agent. DialBB enables us to quickly...
check and edit the system utterances, the state transitions, and the transition conditions because it manages them in the form of a spreadsheet.

IV. RESULTS

A. Dialogue examples

We show two excerpts of dialogues conducted by our system. Labels starting with S or U in the leftmost column denote system or user utterances, respectively.

Fig. 5 shows an example where the sentiment analysis result worked successfully. The user replied with “Nothing special,” after OSbot asked the user about daily food. The sentiment analyzer classified the user utterance as negative. On the basis of the result, OSbot replied, “Okay” as S2, instead of commenting on the topic with “I like eating {food} when going out too!” and “Eating delicious food makes us happy!”

Fig. 6 shows an example of success in using keyword extraction. In turn U1, the user answered “I like noodles” after OSbot asked about eating out, and the keyword “noodles” was extracted from the user utterance. Using the keyword extraction result, OSbot showed empathy like “I like eating noodles when going out too!” in the first part of S2, and then continued to dig by asking a question about the user’s favorite restaurant in the latter part of S2.

B. Scores in preliminary round

Two kinds of questionnaire items were conducted in the preliminary round: preference between two sightseeing spots and dialogue quality. The former involved the degree of the preference after the system recommended the spot. The increase in the degree was 18.12, and this score was the third highest. The latter questionnaire items were about the dialogue quality, each of which was measured on a 7-point Likert scale [1]. The averaged scores for each question are shown in Fig. 7 and their average was 4.96.

The averaged scores were high in appropriateness and satisfaction with the dialogue because OSbot shows appropriate reactions to users’ utterances, like those in Figs. 5 and 6. Showing more convincing information on sightseeing spots would improve the scores in informativeness and robot recommendation effect.

V. CONCLUSION

We explained our dialogue robot system, OSbot, developed for Dialogue Robot Competition 2022. OSbot determines next system utterances on the basis of sentiment analysis and keyword extraction. It also controls the speed of synthesized speech so that users do not miss important words as well as voice pitch, body posture, and facial expression to show that the robot feels happy to hear the user’s utterance. Use of DialBB enabled us to describe and check dialogue flow and system utterances efficiently. As a result, OSbot
passed the preliminary round of Dialogue Robot Competition 2022 and placed third.
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