Asymmetric polarization and hysteresis behaviour in ferroelectric P(VDF–TrFE) (76 : 24) copolymer thin films spatially resolved via LIMM†
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The concept of charge-polarization coupling in the ferroelectric copolymer PVDF–TrFE (poly(vinylidene fluoride-co-trifluoroethylene)) has been revisited by employing high resolution (<50 nm) pyroelectric depth profiling (LIMM). By virtue of probing the pyroelectric activity over the film thickness in the presence of a variable, external electrical field, the local ferroelectric response and spatially resolved hysteresis could be obtained. A large asymmetry was found between the positive and negative electrode–polymer interface. Differences in amplitude of polarization, contribution of interface charges and length scale of the polarization-free zone near the electrodes suggest a higher availability of compensation charges at the negative electrode that finally stabilize the local polarization. The resulting asymmetries in the polarization distribution are hence attributed to excess charges as a result of electron injection as a specific charge generation mechanism at the negative electrode.

1 Introduction

The exceptional piezo-, pyro- and ferroelectric properties of PVDF (polyvinylidene fluoride) and its most common copolymer P(VDF–TrFE) (poly(vinylidene fluoride-co-trifluoroethylene]) have stimulated numerous studies for many years that aimed at understanding its structural, morphological and electrical properties.1–6 After application of a high electrical field, PVDF exhibits pyro7,8, and piezoelectric9 properties. PVDF is a semi-crystalline polymer consisting of linear chains with the sequence (CH2–CF2), as illustrated in Fig. 1. The difference in electronegativity between the fluorine and hydrogen substituent at opposite sides of the polymer chain results in a large dipole moment oriented perpendicular to the chain direction.10

PVDF usually crystallizes in the non-polar α-phase (phase II).11 A conversion into the macroscopically polar β-phase (phase I), which shows ferroelectric properties, is possible by stretching at elevated temperatures12 or by applying a high external electrical field.13 This procedure is not easily applicable in all geometries.

This drawback can be overcome by copolymerizing VDF with the trifluoroethylene (TrFE) monomer resulting in the random copolymer P(VDF–TrFE) that crystallizes in a polar phase similar to the ferroelectric β-phase of a PVDF homopolymer.13 The presence of TrFE increases the size of the unit cell and the inter-planar distance, reducing all intermolecular interactions including dispersion forces and dipole–dipole interactions.14 As a result, both the coercive field and the Curie temperature are decreased depending on the VDF-fraction and thus allow easier electrical poling at room temperature. If the statistical copolymer contains VDF and TrFE at a ratio of 75 : 25, the highest spontaneous polarization possible in VDF and its copolymers. TrFE is added to reduce the size of the VDF crystallites and allows for electrical poling at lower, more manageable fields.

Fig. 1 Sketch of the PVDF polymer chain and of the VDF and TrFE monomers. The large difference in electronegativity between the hydrogen and fluor atom, along with an all-trans configuration and parallel stacking of the polymer chains are responsible for the large spontaneous polarization possible in VDF and its copolymers. TrFE is added to reduce the size of the VDF crystallites and allows for electrical poling at lower, more manageable fields.
collectively rotating chain sequences around their chain axis under a sufficiently high electrical field, the coercive field. Though ferroelectricity is a collective phenomenon associated with a long range dipolar order, it should be emphasised that the ferroelectric properties of P(VDF–TrFE) also rely on short-range van der Waals interactions that stabilize the parallel packing and all-trans configuration.\(^\text{17}\)

While the importance of the dipole orientation for the polarization formation was recognized immediately,\(^\text{18}\) the role of charges proved more difficult to elucidate.\(^\text{9,19,20}\) Using a series of experiments involving blocking electrodes, the necessity of free charges and charge injection for a remnant polarization in PVDF was demonstrated by Eisenmenger et al.\(^\text{21}\) A stable polarization in the bulk of PVDF after removing the external electrical field is only achieved when electrically conducting electrodes are used.\(^\text{22}\) By analysing the gasses emitted during poling the authors concluded that hydrogen and fluorine ions are created and trapped.\(^\text{23}\) The proposed charge-trapping model assumes the interaction between space charges and dipolar polarization by means of an enhanced trapping probability near polarized crystalline regions, resulting in local charge compensation areas near the crystallite surfaces.\(^\text{22}\) In this picture, the interplay between dipolar polarization and charge trapping for stabilizing this polarization finally leads to inhomogeneous polarization and space charge distributions in the P(VDF–TrFE) copolymer, especially at low poling fields.\(^\text{24}\)

It is the aim of the present paper to revisit the idea of charge–polarisation coupling in the ferroelectric P(VDF–TrFE) polymer by studying spatial polarization profiles with high spatial resolution in the thickness direction of thin films. For this purpose we have employed a photothermal depth profiling technique known as Laser Intensity Modulation Method (LIMM)\(^\text{25,26}\) that yields details of the polarization distribution at sub-\(\mu\)m resolution near the metal–polymer interface.

LIMM is a particularly useful method for the investigation of spatially resolved polarization and charge distributions in ferroelectric materials.\(^\text{27,28}\) The technique probes a sample using thermal waves of different frequencies. The resulting pyroelectric current spectrum can be deconvoluted or transformed to a polarization depth profile.\(^\text{29}\) In this study we have used thermal waves at frequencies up to 25 MHz, which gives access to an unmatched spatial resolution down to 30 nanometers.

In addition to a higher spatial resolution, we have performed unique \textit{in situ} LIMM measurements to reveal changes in the polarisation distribution while an external electrical field was applied. In this way, spatially resolved ferroelectric switching could be monitored with simultaneous information about the polarization profile. Finally, in order to disentangle pyroelectric contributions arising from the amorphous (temporarily polarized) fraction and the crystalline fraction, we have studied the influence of the temperature on the polarisation distribution at temperatures from \(-50\,^\circ\text{C}\), well below the glass transition temperature of P(VDF–TrFE), up to \(125\,^\circ\text{C}\), slightly above the Curie temperature.\(^\text{30,31}\) Variation of these parameters allows for separation and identification of various contributions to the polarization distribution at the electrode interface of P(VDF–TrFE) thin films.

From these polarization profiles we have reconstructed spatially resolved ferroelectric hysteresis curves with special attention to the asymmetry at the polymer–anode and polymer–cathode interface. This pyroelectric reconstruction allows us to overcome potential artefacts associated with the conventional Tower–Sawyer method\(^\text{32}\) and yields both temperature and field dependent length-scale information on the polarization. Though asymmetry and inhomogeneity in the polarization profile of P(VDF–TrFE) copolymer have been observed earlier,\(^\text{33–35}\) the current study provides detailed spatially resolved, temperature and \textit{in situ} field dependent polarisation data, that confirm the prominent role of negative charges, most likely generated by charge injection, as a major ingredient to achieve a stable remnant polarization in PVDF-based ferroelectric polymers.

## 2 Experimental

### 2.1 Sample preparation

Thin film samples were prepared in a metal–insulator–metal (MIM) geometry by subsequent vapour deposition and spin coating, resulting in a flat polymer film sandwiched between aluminium films, which serve both as electrodes and optical absorber. The three major preparation steps of the sample are displayed in Fig. 2. The aluminium electrodes are also used to apply the external bias field.

After thermal evaporation of a 70 nm aluminium layer onto a clean glass substrate, a 2%, 3% or 4% w/w solution of P(VDF–TrFE) (76:24) dissolved in methyl-ethyl-ketone was spincoated at 1500 rpm, resulting in layers of 1000, 1500 or 2000 nm. The thickness of the polymer was verified by ellipsometry (Sentech LaserPro). Thermal evaporation was again used to apply the top electrode, resulting in the complete sample arrangement sketched in Fig. 2 (right).

### 2.2 Experimental setup

The basic experimental LIMM-setup has widely been described in the literature and comprises, in its original version proposed by Lang and Das-Gupta,\(^\text{36}\) a HeNe laser, a frequency generator, an opto-acoustic modulator, a current amplifier and a lock-in amplifier. In this work, a state-of-the-art set-up is used, which was specifically designed to extend the frequency range up to 25 MHz, allowing temperature control at low temperatures and the application of an external bias field.

---

**Fig. 2** The sample is prepared by thermal evaporation of aluminium onto a clean glass substrate, followed by spincoating the thin polymer film and capping it with another thermally vapour-deposited aluminium electrode. The top electrode functions as absorbing material for the modulated laser beam and both electrodes are used to measure the induced surface charges and to apply the external poling field.
temperature controller. Cooling occurred by heating liquid nitrogen to generate cold nitrogen gas to pass through copper tubing connected to the sample holder. All equipment was computer controlled via a Matlab program and GPIB and USB communication, allowing automation of the measurements.

2.3 Pyroelectric response and scale transform method

The frequency-dependent pyroelectric response of a material can be attributed to both the spontaneous polarization $P(x)$ and the space charge distribution $p(x)$ with corresponding current contributions of $(x_p - x_L - z_a)dp(x)/dz$ and $(z_a - x_c)p(x)$ with $x_p$ the pure dipolar pyroelectric effect, $z_a$ the thermal expansion coefficient of the sample and $x_c$ the temperature coefficient of the electrical permittivity.\(^{36,37}\) In practical situations, where it is unfeasible to assume the polarization is locally compensated by charges, it is difficult to distinguish between space charge and polarization distributions based only on the pyroelectric spectrum. For convenience, results in this paper are presented in terms of an effective local polarization, combining the two contributions into what shall further be addressed to as the local polarization.

The scale transform method is used to obtain the polarization distribution profile from the acquired pyroelectric current spectrum. It is a direct and time-efficient means of obtaining the depth profile. The scale transform method, as described by Ploss \textit{et al.}\(^{38}\) attributes the local polarization, $P$, at a depth $z$ to the difference between the real and imaginary part of the pyroelectric current, eqn (2.1), at a frequency that corresponds to the thermal diffusion length equal to the depth $z$, eqn (2.2).

$P(z) = \frac{cpL}{n_iA} \left[ \Re(I_p(\omega)) - \Im(I_p(\omega)) \right]$ \hspace{1cm} (2.1)

$z = \sqrt[2]{\frac{2z_a}{\omega}}$ \hspace{1cm} (2.2)

Here, $c$ denotes the heat capacity per mass, $\rho$ the mass density, $\eta$ the optical absorbance of the electrode, $j$ the intensity of the incident laser light, and $A$ the illuminated sample area. This transformation gives good results near the illuminated electrode region, but loses spatial resolution as the penetration depth of the thermal wave increases.\(^{39}\) Polarization distributions are limited to the range where the scale transform is a good approximation; due to interference of reflected thermal waves it is not sensible to use this approach beyond half the sample thickness.\(^{40}\) A selection of profiles was compared with a Monte-Carlo based deconvolution method, and was found to be in good agreement.

Due to uncertainties regarding the optical absorbance and $x_p$, $x_L$, $x_c$ coefficients, we will further discuss polarization distributions using intercomparable arbitrary units (AU).

3 Results and discussion

3.1 Polarization distribution under external field

Using the LIMM-method, polarization profiles were obtained for different values of external electric field using the scale transform method. Starting from a virgin sample of the copolymer, the field was increased from 0 up to 90 MV m\(^{-1}\) in steps of 30 MV m\(^{-1}\).
The field was then decreased likewise to \(-90\) MV m\(^{-1}\), exceeding the coercive field \((E_c)\) of 50 MV m\(^{-1}\) and thus reversing the sign of polarization, and built back up to 90 MV m\(^{-1}\) to complete the hysteresis loop.

The resulting polarization profiles are displayed in Fig. 4, where a position of 0 nm corresponds to the position of the electrode/polymer boundary of the initially positive electrode while the right limit corresponds to the counter electrode. In the centre of the film (at 500 nm) there is a slight mismatch between the left and right profiles due to destructive interference of thermal waves. Fig. 5 displays the best fitting results of the same data set using a Monte-Carlo deconvolution method for the first 8 external fields on a logarithmic length scale, to allow a more detailed analysis. The first increase from 0 to 30 MV m\(^{-1}\) shows an increase at both electrode regions, though a noticeably larger amplitude is observed at the positive electrode region. At 60 MV m\(^{-1}\), above the coercive field, the negative electrode displays a 30 percent larger polarization than at the positive electrode. A further increase in external field does not lead to an increase in polarization near the positive electrode, suggesting a saturation of polarization, but does result in a further increase near the negative electrode. Decreasing the external field to 0 MV m\(^{-1}\) changes little to either polarization profile or amplitude. A further decrease to \(-30\) MV m\(^{-1}\) reduces the amplitude of local polarization at both electrodes, with the largest relative decrease at the negative electrode. Starting from \(-60\) MV m\(^{-1}\), the pattern repeats.

The results suggest a saturation of the polarization build-up at the positive electrode for fields exceeding 60 MV m\(^{-1}\) while an additional mechanism at the negative electrode remains active up to 90 MV m\(^{-1}\). This additional polarization contribution can be rationalised by excess charges in the region near the negative electrode, which suggests the idea of electron injection, our work hypothesis, at high fields.

### 3.2 Local ferroelectric hysteresis

An integration of the obtained local polarization over the entire depth of the thin film sample at each field displays a hysteresis in the total polarization of the sample, similar to those obtained \textit{via} other means, such as the Tower–Sawyer (TS) method.\(^1\) Fig. 6 shows the result of such an integration for both the entire polarization profile and a spatial limitation to either electrode half. A complete integration reveals a hysteresis curve corresponding to literature examples of the same blend.\(^1\) The spatial distribution obtained \textit{via} the LIMM allows more selective information on the hysteresis. By limiting the integration to one half of the thin film thickness, the asymmetries discussed earlier are also visible in the P–E-plot, with a persistent larger response near the negative electrode above \(E_c\).

A specific advantage of measuring the polarization distribution instead of the total polarization is that ferroelectric hysteresis curves can be reconstructed for different spatial regions. In Fig. 7 three sample depth regions are selected. In the first 100 nm the asymmetry is most pronounced, with a lower signal strength at the positive poling electrode and a stronger field dependence at the negative electrode. Between 100 to 200 nm from the electrode, the field dependence is similar, showing a larger negative polarization response. Near the middle of the sample, at a depth of 200–450 nm, the hysteresis curve is more symmetric, though the negative polarization remains larger. These results emphasize the origin of the asymmetry to the near-electrode region of the sample. Previous work has indicated the importance...
of charge injection\textsuperscript{21} when poling the P(VDF-TrFE) copolymer, meaning it is reasonable to assume a difference in charge trapping at the crystalline interfaces between the two electrode regions.

We hypothesize that at the negative electrode an additional mechanism of electron-trapping in the interface coulomb-trap takes place, a process that is not present at the positive electrode and would explain a weaker response and an earlier saturation limited to half the sample thickness reveals an asymmetry between the positive and negative poling electrode region. There is always a stronger pyroelectric response, and thus effective polarization, at the negative poling electrode for fields above $E_c$.

![Fig. 6](image_url) Ferroelectric hysteresis curves obtained by integrating the measured polarization distribution at each field. Integration over the total sample thickness results in the symmetric TS-like figure on the left, while an integration limited to half the sample thickness reveals an asymmetry between the positive and negative poling electrode region. There is always a stronger pyroelectric response, and thus effective polarization, at the negative poling electrode for fields above $E_c$.

3.3 Interface charge contribution

Poling of the sample results in both a polarization of the crystalline phase, as well as an interface polarization.\textsuperscript{41} This interface polarization leads to a significant pyroelectric response due to inhomogeneously distributed excess charges and differences in the thermal expansion coefficient of the crystalline and amorphous phases. Heating the sample to a sufficiently high temperature, near the Curie temperature, enables the charges to get released from the crystallite surfaces, effectively short-circuiting and reducing the interface polarization. Upon cooling, only the repeatable pyroelectric response of the crystalline phase is observed.

To this end, a 1500 nm thin film of PVDF–TrFE was prepared by poling at a field of 60 MV m\textsuperscript{-1} at room temperature for a period of two hours, after which the contacting electrodes were short-circuited for one additional hour. The sample was placed in a low vacuum cell and the temperature was first increased from 25 °C to 125 °C at a rate of 2 °C per minute, and then allowed to cool down again to room temperature (25 °C). During the heating and cooling, the evolution of the pyroelectric signal at both the positive and negative poling electrode was measured at 100 kHz, corresponding to a thermal diffusion depth of 560 nm.

The results displayed in Fig. 8, suggest a Curie temperature near 120 °C for the heating run and about 80 °C for the cooling run, in line with the findings of Furukawa et al.\textsuperscript{1} The onset of the phase transition is noticeable as a slightly larger pyroelectric response, due to the large difference in polarization between the paraelectric and ferroelectric phase. After heating and cooling, the sample has reduced its pyroelectric response by a factor of 2. The origin of the reduction is twofold; above the Curie temperature of 120 °C a number of crystallites has switched to the paraelectric phase and no longer contribute to the pyroelectric response; the other cause is the reduction of crystalline/amorphous interface surface charges, reducing their contribution to the response. It is reasonable to assume that an equal amount of crystallites have changed to the paraelectric phase at both electrode interfaces, which implies that the asymmetry in pyroelectric change must be sought in a difference in interface surface charges.

Further support for this idea comes from the observation that the negative electrode (cf. Fig. 8, open circles) shows a slightly stronger response during heating, but ends up with a
smaller response after. The positive electrode (filled circles) retains a larger response upon cooling than the negative electrode. These results indicate a higher initial interface charge concentration at the negative poling electrode.

The discontinuity in pyroelectric response between the heating and cooling run at 125 °C is due to a time delay of 2 hours. During this time, a pyroelectric spectrum was recorded, displayed in Fig. 9, revealing a nearly uniform distribution at 125 °C in comparison to the initial and final distribution at room temperature, 25 °C. A clearly distinct characteristic of the polarization profile at the elevated temperature of 125 °C, is a region with opposed pyroelectric response in the first 75 nm near the electrode. This negative response cannot be of ferroelectric origin and thus implies the existence of a reversed internal field in the near-electrode region caused by macroscopically distributed excess charges. The implied excess charge concentration would originate from trapped crystallite interface charges that were released and redistributed during the ferro- to paraelectric transition above Tc. These excess charges are re-trapped in interface coulomb traps upon cooling to room temperature, resulting in a partial recovery of the ferroelectric polarization response in the bulk and the vanishing of the opposing pyroelectric response at the polymer–electrode interface, as seen in distribution (3) of Fig. 9.

The injection of electrons at the negative electrode provides additional free charge carriers, which, in turn, reduce the local electrical field, resulting in a polarization-free zone near the electrodes. It is likely that the width of this zone is related to the spatial extension of the space charge zone and thus scales somehow with the Debye screening length. The width of this polarization-free zone should also display a weaker temperature dependence when a large concentration of local free charges is present. To test this idea, polarization profiles were obtained at different temperatures to compare the width of the polarization-free zone during poling at a field of 90 MV m⁻¹. In Fig. 10 it is observed that at elevated temperatures, from 95 to 115 °C the width of the polarization-free zone increases the most for the positive electrode. This can be explained by assuming that effective switching of the crystalline phase starts from a depth related to Debye screening length [eqn (3.1)], where $\lambda$ is the Debye length, $\varepsilon$ the relative permittivity, $\varepsilon_0$ the permittivity of vacuum, $k_b$ the Boltzmann constant, $T$ the temperature, $e$ the elementary charge, $n$ the free charge concentration and $z$ the charge number. It is obvious that an increase in temperature will result in a larger screening length $\lambda$ and thus polarization-free zone, a trait that is visible at both poling electrodes.

$$\lambda = \sqrt{\frac{\varepsilon\varepsilon_0 k_b T}{2e^2 nz^2}}$$  \hspace{1cm} (3.1)

A larger increase of $\lambda$ at the positive electrode compared to the negative electrode can be ascribed to a higher concentration of free charges $n_+$ at the negative electrode, which is consistent with the hypothesis of an additional charge generation mechanism at the negative electrode, i.e. the injection of electrons at fields exceeding 60 MV m⁻¹.

### 3.4 Contribution from the amorphous phase

While the crystalline phase retains its remnant part of the polarization after removal of the external field, the corresponding polarization charges give rise to a strong internal field that polarizes the non-crystalline phase of the material.\(^{43,44}\) This induced polarization will also contribute to the pyroelectric activity of the sample. By cooling the poled thin film well below the glass transition temperature to −50 °C, large dipolar fluctuations within the amorphous fraction gets largely reduced (freezing of segmental mobility), which results in substantially reduced contribution of the induced polarization in the amorphous phase and its pyroelectric contribution accordingly.

Fig. 11 shows the resulting polarization profiles for a 2000 nm thin film of P(VDF-TrFE) poled at room temperature.
with an external field of 50 MV m$^{-1}$. At room temperature, the usual asymmetry is observed with a 20 percent larger response from the negative electrode as opposed to the positive electrode. Upon cooling to $-50$ °C, a large drop in response is observed at the negative electrode, nearly approaching the same pyroelectric amplitude as the positive electrode, which retains almost its full response. The larger drop in local polarization near the negative electrode suggests a 20 percent larger contribution of induced polarization to the initial response. The trapping of injected electrons near the crystalline interface could be responsible for a higher polarization of the amorphous fraction. Moreover, the contribution at the positive region merely shifts closer to the electrode. Interestingly, the width of the polarization-free zone does not change for lower temperatures at the negative poling electrode, while this “gap” decreases at the positive side. This observation is in line with the results of the previous subsection where the width of the polarization-free zone at the positive electrode was found to have a greater temperature dependence than at the negative side.

A final, interesting detail shown in Fig. 11 concerns the oscillating behaviour of the polarization distribution obtained via the scale transform (dashed line) at $-50$ °C. These oscillations were identified as mechanical resonances of the thin film structure, which become prominent in the glassy state of the polymer film due to an enhanced Young’s modulus (> GPa) and reduced mechanical losses in the measurement range of 25 kHz to 25 MHz.

**4 Conclusions and outlook**

Using the LIMM technique on samples of PVDF–TrFE with an electrical DC bias field, we are able to spatially resolve the local ferroelectric hysteresis curve via the local polarization. A pronounced asymmetry is observed between the positive and negative poling electrode regions, where the positive electrode region saturated earlier and consistently had a lower local response for fields exceeding the coercive field. By measuring the polarization profile at temperatures near the Curie temperature and well below the glass transition, we were able to discern the contribution of interface surface charges and of the amorphous fraction to the pyroelectric response at both electrode regions. We hypothesize that the negative electrode has a more efficient charge generation mechanism related to electron injection, resulting in a larger concentration of free space charges and a larger local response. The difference in “excess” space charge concentration also leads to a different temperature dependence of the Debye length and the related width of the polarization-free zone.

The poled copolymer thin film is also suspected to be capable of Second Harmonic Generation (SHG), an optical frequency conversion mechanism in non-centrosymmetric materials, based on the work of Siegfried Bauer et al. on PVDF films. Future work will focus on the evolution of the SHG response upon variation of an external field and the influence of the proposed electron injection on the nonlinear optical properties.

The observed difference in width of the polarization-free zone between the positive and negative poling electrode could be relevant for a rational design of memory-, sensor- and photonic-applications based on thin films of PVDF and copolymers.
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