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ABSTRACT
The technique of hiding messages in digital data is called a steganography technique. With improved sequencing techniques, increasing attempts have been conducted to hide hidden messages in deoxyribonucleic acid (DNA) sequences which have become a medium for steganography. Many detection schemes have developed for conventional digital data, but these schemes are applicable to DNA sequences because of DNA’s complex internal structures. In this paper, we propose the first DNA steganalysis framework for detecting hidden messages and conduct an experiment based on the random oracle model. Among the suitable models for the framework, splice junction classification using deep recurrent neural networks (RNNs) is most appropriate for performing DNA steganalysis. In our DNA steganography approach, we extract the hidden layer composed of RNNs to model the internal structure of a DNA sequence. We provide security for steganography schemes based on mutual entropy and provide simulation results that illustrate how our model detects hidden messages, independent of regions of a targeted reference genome. We apply our method to human genome datasets and determine that hidden messages in DNA sequences with a minimum sample size of 100 are detectable, regardless of the presence of hidden regions.
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1 INTRODUCTION
Discovering a new covert medium is one of the fundamental problems in espionage [5]. With the advent of genotype-chip technologies, individual genotyping has become less expensive [15], and deoxyribonucleic acid (DNA) in turn has become covert medium. A gram of DNA contains approximately 1021 DNA bases (108 terabytes), which suggests that only a few grams of DNA can store all information available [18]. DNA and ribonucleic acid (RNA) are attractive for data storage because they allow large amounts of data to be stockpiled and because they exceed the current storage capacities of resources such as electronic and magnetic media.

Yachie et al. [55] demonstrated that living organisms can be used as a data storage media by inserting artificial DNA into artificial genomes and using a substitution cipher coding scheme. This technique is reproducible and successfully inserts four watermarks into the cell of a living organism [19]. Several other encoding schemes have been proposed [10, 51]. The DNA-Crypt coding scheme [23] translates a message into 5-bit sequences, and the ASCII coding scheme [26] translates a message into 8-bit sequences. The DNA-Crypt coding scheme has been proposed [26] translates words into their ASCII representation, converts them from decimals to binary, and then replaces 00 with adenine (A), 01 with cytosine (C), 10 with guanine (G), and 11 with thymine (T).

With the development of DNA hiding schemes, hidden messages can be concealed in an organism’s DNA using steganography. Any digital data such as text or images can be inserted into a DNA sequence using the aforementioned coding schemes. Thus, the development of forensic tools, namely, steganalysis for DNA steganography, was inevitable. However, the current versions of detection schemes were developed to detect hidden messages in text, images, audio, and video media. For example, Bennett [7] exploits text material according to letter frequency, word frequency, grammar style, semantic continuity, and logical methodologies. The advent of detection techniques based on statistical analysis, neural networks, and genetic algorithm [38] methods have been developed for today’s most common covert objects of digital images, video, and audio.

Although detection schemes exist, conventional detection methods have not been applied to DNA sequences. We propose some methods for DNA steganalysis using the sequence analysis framework and denoising tools. However, these methods are often restricted by the robustness of the target prediction, and miss important signals during splitting and merging procedures [33]. To overcome the aforementioned limitations of frequency analysis, sequence alignment, and denoising tools, we propose a method based on introns/exons analysis and our previous work using splice junction prediction (GT or AG) which has gained popularity as an alternative to the machine learning approach.

Our method uses recurrent neural networks (RNNs), which are artificial neural networks in which connections between units form a directed cycle. These feedback loops create an internal network.
state that allows RNNs to exhibit dynamic temporal behavior. Learning temporal behavior enables DNA sequence pattern recognition to investigate omics data [31, 34, 41]. Among the various sequence modeling tasks, RNNs [21, 39] are used to obtain a robust prediction result by learning the internal structure (introns and exons) of DNA sequences.

In this paper, we propose a DNA steganalysis method using sequence analysis (i.e., denoising tools [32, 43, 48, 57], and splice junction classification [31, 34]) for detecting hidden messages. We investigate a variety of machine learning methods for splice junction classification for detecting hidden messages and compare them with denoising tools and sequence analysis. Finally, we demonstrate that our proposed method using RNNs achieves the best performance when compared to other learning methods including support vector machine (SVM), random forest, and adaptive boosting for the current DNA steganography schemes listed in Table 1.

The remainder of this paper is organized as follows. In Section 2, we describe the concept of steganography and steganalysis and their association to DNA internal structures. In Section 3, we provide our proposed RNNs model architecture and also show that current DNA steganography schemes are theoretically not secure. In Section 4, we discuss experimental results from various machine learning, denoising, and sequence alignment methods. We conclude our paper in Section 5.

Table 1: Existing DNA steganography schemes.

| Coding Scheme | Hiding Message | Modification Rate |
|---------------|----------------|------------------|
| Substitution based on primers of microdots [14] | Introns & Exons | 20% |
| DNA cryptosystem with one-time pads [35] | Introns & Exons | < 9% |
| Insert to artificial DNA strand [14] | Introns & Exons | 20% |
| Improved DNA cryptosystem with one-time pads [18] | Introns & Exons | - |
| Insertion based algorithm namely Anta [19] | Exons | < 5% |
| Applied existing encryption algorithms to DNA [25] | Exons | < 8% |
| Substitution and insertion based algorithm [47] | Introns & Exons | - |

2 BACKGROUND

In molecular biology, DNA information flows from DNA to RNA by means of transcription and to protein by translation. Four types of nucleotides, (A, C, G, and T) are translated into 20 types of amino acids according to the genetic code, except for three stop codons (TAA, TAG, and TGA). An mRNA corresponds to DNA except that in RNA, T is replaced by uracil (U). With 4 nucleotides, \(4^3 = 64\) possible combinations of codon exist, whereas only 20 amino acids exist.

The translation of multiple codons into single amino acid allows for degeneracy in the genetic code. For example threonine can be derived from ACU, ACC, ACA, and ACG and the third base does not exert any influence on the translation to protein sequences. These mutations of synonymous substitution allow potential exploits to embed information in the DNA sequences. A technique that hides secret messages through original files such that the existence of the secret message is unknown is called steganography. We describe this technique in detail in the following section.

2.1 Steganography

Original files can be text, images, audio, or DNA sequences. After hidden messages are embedded, an original file is referred to as a steged-medium. It is used as a communication channel for hiding the existence of the message itself, thus making it difficult for a third party to find the message. In addition, the steganography scheme can also be used as watermarking for intellectual property. The signature in watermarking indicates the ownership of the data and ensures copyright protection.

Hiding a message into a DNA sequence has become topic of scientific investigation since it was first proposed by Clelland et al. [14] and has gained popularity over the last 10 years. The scheme for hiding data in a DNA sequence was first proposed using a microdot technique [14]. Leier et al. [35] proposed a robust encryption scheme using a primer as the key sequence. A public DNA sequence is used as a reference and the selected primer and encrypted sequences are sent to the receiver. The primer is short complementary DNA sequences that depend on each proposed scheme. Leier et al. [35] uses complementary pairs of \(A \rightarrow T, T \rightarrow A, C \rightarrow G,\) and \(G \rightarrow C\) whereas that Shiu et al. [47] uses complementary pairs of \(A \rightarrow C, C \rightarrow G, G \rightarrow T,\) and \(T \rightarrow A\) for an encryption scheme. These DNA steganography schemes are claimed to be secure if primers and a reference sequence are not known. However, we will show that hidden messages are detectable without knowing primers despite their claim (see section 3).
2.2 Steganalysis

Steganalysis operates in two modes. The first method involves removing the watermark(s) signal, which is processed by scanning. The second method involves compressing while detecting a portion of a ciphertext by frequency or entropy measurements. Traditional data hiding approaches usually embed a secret message into the images and audio files [56, 58]. However, with the advent of detection schemes, even very small distortions of images can easily detected[53]. However, the conventional DNA steganalysis methods do not work with DNA steganography. This is because a biochemical approach is required to extract DNA sequences and a biological process (transcription/translation) makes it difficult to encrypt/decrypt secret messages.

2.3 Determination of Message-Hiding Regions

Genomic sequences contain both exons (coding regions) and introns (non-coding regions). These two regions are utilized depending on whether the task is one of data storage or transport. Intron regions are a candidate for transportation because not all regions are transcribed to RNA regions and removed by splicing [28, 36] during transcription. This functionality provides vast space for hiding data, creating potential covert channels. By contrast, the data must be resistant to degradation or truncation in data storage (watermarking). Exons are one suitable candidate for storage because the sequences are carried over after the translation and transcription processes [46]. These two components of internal structures in eukaryote genes are involved in DNA steganography as payload (watermarking) or carrier (covert channel). The use of DNA sequences as payloads or carriers varies from algorithm to algorithm, as shown in Table 1.

Figure 1 shows the learned representations for each coding and non-coding region projected into a two-dimensional (2-D) space using t-SNE [37]. The learned representations of introns and exons are denoted by green stars and blue squares, respectively. Some parts of the regions overlap in a 2-D space which can be interpreted to mean that shared patterns exist between introns and exons. The position of introns and exons will change if hidden messages are embedded. Hidden messages are readily detectable if a clear separation exists, but the shared patterns make detection difficult. A distinct, clear separation somehow overcomes the limited representation of DNA sequences [18]. Thus, clear separations of these shared patterns are one important factor in constructing a classification model for detecting hidden messages.

3 METHODS

Our proposed method uses RNNs to detect hidden messages in DNA and is a new method in the field of steganalysis. Figure 2 shows the overview of our proposed method, which consists of three phases: 1) species identification, 2) training, and 3) detection. In the species identification, for a given query \( m \), we discover its candidate species regardless of whether the query has hidden messages. In the model training phase, we build a model using its reference sequences \( D_i \in D \) for the chosen species \( i \) from the public database. In the detection phase, we obtain a probability of random sequence \( m_i \in D_i \) from the training phase and repeat until it obtains an overwhelming probability. Finally, we obtain the test probability with the given query \( m \) during the testing phase.

3.1 Notations

We use the standard terminology of information hiding [2] to provide a brief explanation of this section. Two hypothetical parties, Alice and Bob wishes to communicate between two restricted sequencing laboratories. They are allowed to communicate only through a third party. A message between them is not sent if the third party finds their secret message in a DNA sequence. Alice and Bob use existing steganography schemes to hide their secret message, and the third party uses our proposed model to detect the secret message. Details of our proposed method are described in the following section. The notations used in this paper are as follows:

- \( D = \{D_1, \cdots, D_n\} \) is a set of DNA sequences of \( n \) species in which \( D_i \) is the \( i \)-th species of DNA sequences representation.
- \( \hat{D} = \{\hat{D}_1, \cdots, \hat{D}_n\} \) is a set of DNA sequences of \( n \) species. Hidden messages are embedded for some species \( \hat{D}_i \) where \( \hat{D}_i \) is the \( i \)-th species of DNA sequences.
- \( m \in \{A,C,G,T\}^n \) is the input query sequence where \( n \) is the length of the input sequence.
- \( \hat{m} \in \{A,C,G,T\}^f \) is the encrypted value of \( m \) where \( f \) is the length of the encrypted sequence.
- \( E \) is an encryption function. Encryption function \( E \) takes input \( m \) and returns the encrypted sequence \( \hat{m} : E(m) \). The encrypted sequence is valid if \( \hat{m} \in \{A,C,G,T\}^f \).
- \( M_{D_i} \) is a trained model that takes target species \( D_i \) as training input.
- \( \hat{y} \) is an averaged probability output given the trained model \( M_{D_i}(m) \rightarrow p_m \) given input \( m \) where \( m \in D_i \).
- \( \hat{p} \) is a probability output given by the trained model \( M_{D_i}(\hat{m}) \rightarrow \hat{p}_\hat{m} \) presents given input \( \hat{m} \), where \( \hat{m} \in S_i \).
- \( A \) is a probabilistic polynomial-time adversary. The adversary is an attacker that queries messages to the oracle model.
- \( \epsilon \) is the standard deviation value of \( y \).

3.2 Proposed DNA Steganalysis

A random oracle model[17] offers a middle ground between a full proof of security and no proof at all. Through the random oracle model, the encryption scheme \( E \) can be evaluated by querying an oracle that returns \( \hat{m} \) given input \( m \). Assume that we have the random oracle that acts like current steganography scheme \( E \) such that any adversary, \( A \), breaks the random oracle with only negligible probability. By this assumption, steganography scheme \( E \) can be bounded by the soundness design [12].

The security of the random oracle is based on an experiment involving an adversary \( A \), and \( A \)'s indistinguishability of the two encryptions. The experiment can be defined for any encryption scheme \( E \) over message space \( D \) and for adversary \( A \). The experiment is defined as follows:

1. The random oracle chooses a random steganography scheme \( E \). Scheme \( E \) modifies or extends the process of mapping a sequence of length \( n \) input to a sequence of length \( n \) of random sequence as the output. A process of mapping sequences can
be viewed as a table indicating for each possible input \( m \) to the corresponding output value \( \hat{m} \).

(2) Adversary \( A \) chooses a pair of sequences \( m_0, m_1 \in D_1 \).

(3) The random oracle picks a bit \( b \in \{0, 1\} \) and sends encrypted message \( \hat{m} := E(m_b) \) to the adversary.

(4) The adversary outputs a bit \( b' \).

(5) The output of the experiment is defined as 1 if \( b' = b \), and 0 otherwise. \( A \) succeeds in the experiment in the case of distinguishing \( m_b \).

With the experiment, the definition of perfect security for \( E \) takes the following general form:

**Definition 3.1.** The scheme \( E \) is perfectly secure over message space \( D \) if for every adversary \( A \) it satisfies

\[
\text{Pr}[\text{experiment}] = \frac{1}{2}.
\]

In the encryption scheme \( E \), \( A \) cannot distinguish between \( m_0 \) and \( m_1 \). \( A \) learns no information about the presence of a hidden message.

In the real-world, most systems do not have access to a random oracle. Thus, pseudorandom function is typically applied by replacing the random function, which remains secure using soundness design. With the assumption, the oracle is replaced by a fixed encryption scheme \( E \) which corresponds to a transformation of a real system (implementation of the encryption scheme). An implementation of a random oracle is determined to be secure if the success probability of random oracle attack is negligible. Moreover, encryption scheme \( E \) is soundness secure if adversary \( A \) has a success probability such that

\[
\text{Pr}[\text{success}] \leq \frac{1}{2} + \text{negligible}.
\]

Using this notion of an implementation, we demonstrate breaking previous experiment using proposed method detecting hidden messages.

(1) We construct \( M_{D_0} \) that runs on random oracle where selected species \( D_1 \in \overline{D} \). Note that a model \( M \) can be based on any classification models, but the key to select a model is to reduce the sparsity. Our proposed model \( M \) is described in Section 3.4.

(2) Adversary \( A \) computes a standard deviation value of \( \rho_m \).

(3) \( A \) computes \( y \) using \( M_{D_0}(m_i) \) given \( m_i \in D_i \).

(4) \( A \) computes \( \hat{y} \) using \( M_{D_0}(m) \) given the output \( \hat{m} \).

(5) The \( \hat{m} \) is successfully detected if \( y - \hat{y} > \epsilon \).

This gives a probability of two independent \( y \) and \( \hat{y} \) from \( M_{D_0} \). In section 4, we show that output messages are distinguishable through our proposed RNNs model with a success probability greater than \( \frac{1}{2} + \epsilon \).

In the following, we evaluate the security of steganography using information theoretical proof based on entropy \( I(W) \).

**Lemma 3.2.** DNA steganography scheme is not secure if \( H(D) > H(\overline{D}) \).

**Proof.** The mutual joint entropy \( H(D, \overline{D}) = H(D) + H(\overline{D}) \) is the union of both entropies for distribution \( D \) and \( \overline{D} \). According to Gallager [17], the mutual information of \( I(D; \overline{D}) \) is represented \( I(D; \overline{D}) = H(D) - H(D|\overline{D}) \). It is symmetric in \( D \) and \( \overline{D} \) such that \( I(D; \overline{D}) = I(\overline{D}; D) \), and always non-negative. The conditional entropy between two distribution is 0 if and only if the distributions are equal. Thus, the mutual information must be zero to define secure DNA steganography schemes:

\[
I(C; (D, \overline{D})) = H(C) - H(C|D, \overline{D}) = 0.
\]

where \( C \) is message hiding space and it follows that:

\[
H(C) = H(C|D, \overline{D}).
\]

Eq (3) means that the amount of entropy \( H(C) \) must not be decreased based on the knowledge of \( D \) and \( \overline{D} \). It follows that the secure steganography scheme is obtained if and only if:

\[
\forall i \in \mathbb{N}, m_i \in D, \hat{m}_i \in \overline{D} : m_i = \hat{m}_i.
\]

Considering that representations of \( \hat{m} \) are limited, satisfying the condition is nearly impossible because the current steganography schemes are all based on the assumption of addition or substitution. Because \( C \) is independent of \( D \), the amount of information will increase over distribution \( D \) if hidden messages are inserted over distribution \( \overline{D} \). We can conclude that the schemes are not secure under condition \( H(C) > H(C|D, \overline{D}) \). □

This means that one should not be surprised if a model exists that breaks the encryption scheme of a random oracle.
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3.3 Candidate Steganalysis Models

The proposed methodology can be applied to sequence analysis
(i.e., denoising tools, sequence alignment, and splice junction clas-
sification [22, 30, 52]) in order to detect hidden messages. However, these
methods often are restricted by the robustness of the target
prediction and frequently miss important signals (GT or AT) during
splitting and merging procedures [33].

However, intron and exon regions are utilized based on whether
the task is one of data storage or transport as previously explained.
We should note that splice junction prediction approach based on in-
tron/exon modeling is more suitable for detecting hidden messages
in both regions compared to the sequence analysis method. This
because the splice junction prediction can detect characteristics
of similar patterns in canonical/non-canonical splice sites.

Our previous work of splice junction Lee et al. [31] LSTM-based
architecture considerably outperformed finding canonical/non-
canonical signals compared to existing alternatives regarding prediction
accuracy with the UCSC database [27]. Hence, we adopt the LSTM-
based architecture as the base model for DNA steganalysis. The
model consists of three layers: input, hidden, and output. The input
layer is connected to the hidden layer, which is composed of RNNs
in order to model the internal structure of the DNA sequence. The
outputs of the RNNs layer are fed into a fully connected output
layer, which contains two units for classifying coding and non-
coding regions. The details of detection of the steganography is
explained in the following sections.

3.4 Proposed Steganalysis Model

Our approach is based on sequence-to-sequence learning using an
autoencoder and stacked RNNs [42] which proceeds in two main steps:
a) unsupervised pre-training of sequence-to-sequence au-
toencoder for modeling an overcomplete case, and b) supervised
fine-tuning of stacked RNNs for modeling patterns between canoni-
cal and non-canonical splice sites. As shown in Figure 3, the splice
junction site contains consensus strings called canonical splicing
patterns and the most frequent patterns are dimer GT (called donor)
and dimer AG at introns/exons boundaries [11]. The boundary be-
tween exons and introns referred to as the splice junction site.

In the proposed model, we use a set of DNA sequences that
label introns and exons. These sequences are converted to a binary
vector by orthogonal encoding [4]. It employs \( n_c \)-bit one-
hot encoding. For \( n_c = 4 \), \( \{A, C, T, G\} \) is encoded by
(5)

\[
\{[1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1]\}.
\]

For example, the sequence ATTT is encoded into 16 dimensional
binary vector \( \langle[1, 0, 0, 0], [0, 0, 0, 1], [0, 0, 1, 0], [0, 0, 0, 1]\rangle \). The
encoded sequence \( x \) where \( x \) is a tuple of \( n_c \) four-dimensional dense
vector, is connected to the first layer of an autoencoder, which is
used for unsupervised pre-training of sequence-to-sequence learn-
ing. An autoencoder is an artificial neural network used to learn
meaningful encoding for a set of data in a case involving unsuper-
vised learning. An autoencoder consists of two components; an
encoder and decoder. The encoder RNN encodes \( x \) to \( h \), and the
decoder RNN decodes \( h \) to the reconstructed \( \hat{x} \) thus minimizing the
reconstruction errors

\[
L(x, \hat{x}) = \|x - \hat{x}\|^2
\]

where \( h \) is the representation of sequence features learned by
features. Through unsupervised learning of the encoder-decoder
model [49], we obtain representations of inherent features, which
are directly connected to the second activation layer. The second
layer is RNNs layer used to construct the model. The model in turn
is used to determine patterns between canonical and non-canonical
splice signals. We then obtain the tuple of

\[
h = < h_1, \ldots, h_d >
\]

which is a representation of introns and exons in hidden layers,
where \( d \) is a dimension of a vector. The features \( h \) learned from
the autoencoder are connected to the second stacked RNN layer, which
consists of our proposed architecture for outputting classification
probability for the given sequence \( D_i \in D \). For the fully connected
output layer, we used the sigmoid function as the activation. The
activation probability is given by

\[
Pr(Y = i|h) = \frac{1/1 + \exp(-w_i^T h)}{\sum_{k=0}^{1} 1/(1 + \exp(-w_k^T h))}
\]

where \( Y \) is the label that indicates whether the given region contains
introns (\( Y = 1 \)) or exons (\( Y = 0 \)). We used a recently proposed
optimizer of multi-class logarithmic loss function (Adam [29]) for
our training model. The objective function \( L(w) \) that must be
minimized is defined as follows:

\[
L(w) = -\frac{1}{N} \sum_{i=1}^{N} (y_i \log(p_i) + (1 - y_i) \log(1 - p_i))
\]

where \( N \) is the mini-batch size. A model \( M_D \) has a possible proba-
bility of \( p_i \) for one species, where \( p_i \) is the probability of given non
perturbed sequences being a valid intron-exon target sequences.

4 RESULTS

4.1 Experiment Setup

4.1.1 Dataset. We simulated our approach with the human
UCSC-hg38 dataset [27], which includes sequences from 24 hu-
man chromosomes (22 autosomes and 2 sex chromosomes). The
UCSC-hg38 dataset has a three-class classification (donor, acceptor,
and non-site) and contains 24,279 genes with 1 to 173 (on average
9.44) exons per gene. We randomly selected 63,454 of 229,225 unique
exons to remove duplicate exons caused by alternative splicing [28].
In addition, three samples were generated according to Noordewier

Figure 3: Splicing signals in DNA sequence: Dimer GG repre-
sents non-canonical sites. Dimers GT and AG represent canoni-
cal donor and acceptor slice sites, respectively [31].
et al. [40] by taking the sequences from the center of exon’s left and right boundaries, representing acceptor, non-site, and donor.

4.1.2 Input Representation. The machine learning approach typically employs numerical representation of input for downstream processing. Orthogonal encoding, such as one-hot coding [4], is widely used to convert DNA sequences into numerical format. It employs \( n_c \)-bit one-hot encoding. For \( n_c = 4, \{A, C, T, G\} \) is encoded as described in Eq(5).

According to Lee et al. [31], the vanilla one-hot encoding scheme tends to limit generalization because of its sparsity of encoding (75% of the elements are zero). Thus, our approach encodes nucleotides into a four-dimensional dense vector that follows the direct architecture of a normal neural network layer [13], which is trained by the gradient decent method.

4.1.3 Training. The proposed RNN-based approach uses unsupervised training (4-30-50-4) for the autoencoder and supervised training (4-60-100-4) for the fine-tuning. In the unsupervised-training, the first number represent the number of input layers and the middle numbers indicate the number of units in the hidden RNNs layer and epochs. The last number represents the number of output units which is connected to the activations of the second layer.

For supervised-training, the first number represents the number of input layers, which is connected to stacked LSTM layers with full version including forget gates and peephole connections. The middle numbers indicate the numbers of units in the hidden RNNs layers and epochs. The last number represents the number of output layers, which is a fully connected output layer containing \( K \) units for \( K \)-class junction prediction. In our experiment, we used \( K = 3 \) to classify sites (donors, acceptors, and non-site). For the fully connected output layer, we used the sigmoid function for the activation. We used a recently proposed optimizer of multi-class logarithmic loss function Adam [29] for our training model. The objective function \( L(w) \) that has to be minimized is as described

Table 2: Comparison of detection performances for various sample sizes. If hidden messages are detected in all regions for all modification rates, they are marked as o, otherwise, they are marked x.

| Both Region | Intros Region | Exons Region |
|-------------|--------------|-------------|
| RNN(proposed) | Fully detected | Partially detected | Fully detected | Partially detected | Fully detected |
| SVM [50] | O | O | O | O |
| Adaptive boosting [44] | X | O | X | O | O |
| Random forest [4] | O | O | X | O | O |
| Coral [43] | X | X | X | X |
| Lighter [46] | X | X | X | X |
| Sequence-alignment [16] | X | O | O | O |

Figure 4: 5-fold cross-validation: For each machine learning approach to be trained, we randomly sampled 90% of the UCSC-hg38 data set for each fold of a five-way random split of the training data. The remaining 10% of the data set is used to compute averaged accuracy and standard deviation value across 5-fold cross-validation.

4.1.4 Performance Evaluation. We evaluated the performance of our proposed method based on four supervised learning algorithms (RNNs, SVM, random forests, and adaptive boosting) for detecting hidden messages. For the performance metric, we used accuracy differences in which accuracy\(^1\) is the widely used measure. With the performance matrix, we evaluated learning algorithms with respect to the following three regions listed in Table 1; introns dedicated, exons dedicated, and both regions together.

For each algorithm, we generated simulated data for a different number of samples (100, 200, 300, 400, 500, and 1000) using the UCSC-hg38 dataset [27]. We also randomly selected 100 cases for the fixed sample size for each modification rate according to Table 1. With selected samples, we obtained the average prediction accuracy of a different number of samples against non-perturbed samples for 100 randomly selected cases. In the next step, we used the generated data according to the Table 1 modification rate to obtain prediction accuracy for 10 cases. Using averaged prediction accuracy of perturbed and non-perturbed, we checked the differences between the prediction accuracy rates for a different number of samples. As shown in Figure 4, we carried our 5-fold cross-validation to obtain mean/variance of accuracy differences.

4.2 Detection Performance on Sample Sizes

Figure 5 shows an experiment for each algorithm using six sample sizes (100, 200, 300, 400, 500 and 1000). Each algorithm was compared to three different regions based on the six sample sizes. The experiments were conducted by changing one percent of the hidden message. SVM showed good detection performance in the exon region but showed inferior performance in the intron and all regions. In the case of adaptive boosting, the detection performance was similar in both regions and in only intron regions, but performed poorly in exon regions. In the case of the random forest, exon and both regions showed good performance except for some modification rates. In intron regions, the detection performance

\[^1\]Accuracy = \((TP + TN) / (TP + TN + FP + FN)\), where \(TP, FP, FN,\) and \(TN\) represent the numbers of true positives, false positives, false negatives, and true negatives, respectively.
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Figure 5: Comparison of learning algorithms with random hiding algorithms: (a) accuracy differences for introns region (b) accuracy difference for exons region (c) accuracy difference of both region. The performances of four supervised learning algorithms for detecting hidden messages (best viewed in color) are shown. Each algorithm is compared to three different regions for six sample sizes. In addition the experiments conducted by changing one percent of the hidden message.

Figure 6: Detection performances using the complementary pair hiding algorithm for six sample sizes: 500 random DNA sequences are selected from the UCSC-hg38 dataset for different numbers of sample sizes in three regions. Each sample is perturbed by the complementary DNA sequences for modification rates from 1 to 10 (best viewed in color).
was similar to that of other learning algorithms. However, our proposed methodology based on RNNs outperformed hidden messages detection conducted in all regions. Table 2 shows the detection performance of the learning algorithms with respect to three dedicated regions. As listed in Table 2, RNNs detected with all modification rates having a different number of samples, but other learning algorithms were incapable of full detection. Looking at individual metrics, SVM failed to detect with modification rates of 1, 2, 5, and 6% in introns and with 2 and 5% in exons. Adaptive boosting failed to detect with a modification rates of 1 and 3% in introns: 2, 4, and 6% in exons: 2, 4, 6, 8, and 10% in both regions. Random forest failed at detection with modification rates of 1, 2, 5, and 6% in introns and with 2 and 5% in exons. Both regions (%)

| Sequence-alignment [44] | Both Regions (%) | Introns Region (%) | Exons Region (%) |
|-------------------------|------------------|--------------------|------------------|
| Coral [45]              | 94.00            | 95.00              | 85.00            |
| Lighter [48]            | 94.00            | 94.00              | 94.00            |

To validate the learning algorithms with respect to robustness, we tested them with a fixed sample size of 100 with 500 cases for each modification rate to measure mean and variance of test accuracy. Figure 7 shows how the performance measures (mean and variance of accuracy differences) changes for modification rates from 1 to 10 by changing one percent of the message. The detection analysis using the complementary pair algorithm [47] complements our proposed algorithm with RNNs. Figure 6 shows the mean of accuracy differences between perturbed and non-perturbed sequences across 5-fold cross validation. The sampling was repeated 100 times, yielding 500 samples. The results shows that our proposed method, when compared with RNN, yields significantly better detection performances even with a complementary pair algorithm.

4.3 Variation of Detection Performance

To validate the learning algorithms with respect to robustness, we tested them with a fixed sample size of 100 with 500 cases for each modification rate to measure mean and variance of test accuracy. Figure 7 shows how the performance measures (mean and variance of accuracy differences) changes for modification rates from 1 to 10 by changing one percent of the message. The detection analysis using the complementary pair algorithm [47] complements our proposed algorithm with RNNs. Figure 6 shows the mean of accuracy differences between perturbed and non-perturbed sequences across 5-fold cross validation. The sampling was repeated 100 times, yielding 500 samples. The results shows that our proposed method, when compared with RNN, yields significantly better detection performances even with a complementary pair algorithm.

5 DISCUSSION

Next-generation sequencing has reduced the price of personal genomics [45], and the discovery of the CRISPR-Cas9 gene has made it possible to reconstruct DNA sequences [24]. The technology is yet to simulate over artificial DNA. However, human DNA sequences may become an object to which we can apply DNA watermarking. In this work, we proposed the first general DNA steganalysis method to detect hidden messages in DNA sequences. Our experiments using the real hg38 human genome implicitly consider that unknown relevant sequences are also detectable because of the characteristics of similar patterns in non-canonical splice sites. The number of donors with GT pairs and acceptors with AG pairs were found to be 86.32% and 84.63%, respectively.

Figure 7: Comparison of learning algorithms in terms of robustness (best viewed in color). Mean and variance of accuracy are measured for the fixed sample size of 100 for 500 cases by changing one percent of the hidden message. Shared line represents standard deviation of inference accuracy.

Table 3: Detection performance of sequence alignment and denoising tools: 100 random DNA sequences are selected from the UCSC-hg38 dataset for sample sizes in three regions. One percent perturbed hidden messages are embedded by means of the complementary pair algorithm.

|                | Both Regions (%) | Introns Region (%) | Exons Region (%) |
|----------------|------------------|--------------------|------------------|
| Sequence-alignment [44] | 99.93            | 99.96              | 99.94            |
| Coral [45]     | 94.00            | 95.00              | 85.00            |
| Lighter [48]   | 94.00            | 94.00              | 94.00            |
Machine learning based steganalysis takes advantage of the following facts:

- No prior statistical models are required.
- A reasonably accurate detection rate can be achieved.
- Construction of universal steganalysis is possible.
- Averaging process eliminates the non-stationarity of data problem.

Our experimental results reveal that any supervised learning methods can construct a classifier given stego and stego-free data in the training phase. Upon convergence of the training phase, the final classifier can be obtained. Although many advantages exist to using machine learning techniques for detecting hidden messages, there remain improvements

- Parameters tuning are dependent on the steganalyst. For example, training epochs, learning rate, and size of the training set.
- Type II errors, the fail to detect hidden messages while they exist, are not controllable by the steganalyst.
- Identifying portions of images/sequences in which a message is hidden as well as message extractions are extremely difficult.

There is no doubt that the limited factors are not easily solvable. However, we expect that counter-measures will be developed to foil our detection scheme. The future development of such techniques will automate hyperparameter tuning.

According to Alvarez and Salzmann [1], the numbers of layers and neurons of deep networks can be determined using an additional group sparsity regularizer to the objective function. The sizes of vectors of grouped parameters of each neuron in each layer are incur penalties if the loss converges. The influenced neurons are removed if the neurons are assigned value of zero.

6 CONCLUSION

In this paper, we proposed the first DNA-steganalysis based on splice junction framework using RNNs. Our contributions can be summarized as follows:

- A new DNA-steganalysis method is proposed using RNNs.
- Increased robustness is achieved using unsupervised to supervised learning.
- The improved method detects hidden messages while finding canonical/non canonical signals that are often missed by sequence analysis framework.

We believe that adopting our methodology will extend the field of DNA-steganalysis. For a future work, we plan to extend our model using automated hyperparameter tuning and applying it to diverse datasets in DNA sequences.
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