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ABSTRACT. We find and classify self-similar solutions of the curve shortening flow in standard hyperbolic 2-space. Together with earlier work of Halldórsson on curve shortening flow in the plane and Santos dos Reis and Tenenblat in the 2-sphere, this completes the classification of self-similar curve shortening flows in the constant curvature model spaces in 2-dimensions.

1. INTRODUCTION

Consider a smooth map $X : I \times [0, T) \to M : (x, t) \mapsto X(x, t) =: X_t(x)$, for $I$ a connected interval of the real line and $T \in (0, \infty]$. We will take $M \subset \mathbb{R}^3$ to be a surface, though the flow can also be contemplated for $M$ a manifold with arbitrary dimension. Then a curve shortening flow is a solution of the differential equation

$$\frac{\partial X}{\partial t} = \kappa_g N,$$

where $\kappa_g$ is the geodesic curvature of the curve $X_t(x)$ (for fixed $t$) and $N$ is the principal normal to the curve, with the signs chosen so that $\kappa_g N$ points to the concave side of the curve.

The theory of the curve shortening flow, often denoted simply as CSF, was developed in a number of papers in the 1980s, among them Gage [2, 3], Gage and Hamilton [5], and Grayson [6]. There is now an extensive literature, including at least one book [1].

Geodesics are trivial solutions of this flow since they have $\kappa_g = 0$. The next simplest solutions are curves that evolve self-similarly, sometimes called soliton solutions. This class includes geodesics but also includes nontrivial examples. The well-known grim reaper or paperclip, whose trace at fixed $t$ is the graph $y(x) = C + \log \sec x$, is an example of a non-geodesic self-similar solution of CSF in $\mathbb{R}^2$. In a thesis in 2013, Halldórsson [7, 8] classified the self-similar solutions in $\mathbb{R}^2$. Self-similar solutions on the 2-sphere $S^2$ were classified by Santos dos Reis and Tenenblat [10] in 2019. In the present paper, we study self-similar curve shortening flows in the remaining complete constant curvature surface, standard hyperbolic 2-space $\mathbb{H}^2$.

**Definition 1.1.** Two unit speed curves $\gamma, \tilde{\gamma} : I \to (M, g)$ are congruent if there is an isometry $\varphi$ of $(M, g)$ such that $\varphi \circ \gamma = \tilde{\gamma}$. A curve shortening flow evolves by isometries if $\gamma_t(s)$ is a unit speed curve for each $t \in J$, $0 \in J \subset \mathbb{R}$, and there is a one-parameter family of isometries $\varphi_t$ such that $\varphi_t \circ \gamma = \gamma_t$; i.e., each $\gamma_t$ is congruent to every other one. A curve that evolves by isometries is also said to be self-similar or a soliton.

We will further take solitons to be inextendible, meaning that the soliton curve admits a unit speed parametrization $X(s)$ on an open connected interval $I \subset \mathbb{R}$ such that $X(s)$ cannot be defined as a unit speed curve on any open connected interval $J \supset I$ containing the closure of $I$ as a proper subset.

Note that self-similarity of curves only makes sense on surfaces that have families of sufficiently smooth isometries. By the fundamental theorem of curves in surfaces, when $M$ is a surface we can determine whether the curves $\gamma$ and $\tilde{\gamma}$ are congruent by comparing their curvatures as functions of arclength. Using this fact, a consequence of [4, Proposition 4.2] is that closed curves on surfaces cannot evolve by isometries under CSF. However they can evolve by the composition of isometries and time-dependent rescalings; often the terms “self-similar” and “scaling soliton” are employed to describe curves that evolve in this more general sense, but this paper is concerned with solitons that do not rescale in time.

This brings us to our main theorem.
Theorem 1.2. Let $\mathbb{M}^3$ be $\mathbb{R}^3$ equipped with the quadratic form (Minkowski metric) $\eta = \text{diag}(1, 1, -1)$ and denote the Minkowski inner product by $\langle U, W \rangle_\eta = \eta(U, W)$ for $U, W \in \mathbb{M}^3$. For each $\bar{v} \in \mathbb{M}^3 \setminus \{0\}$ there is a 2-parameter family of nontrivial solutions $X$ of CSF evolving by isometries in standard hyperbolic 2-space $\mathbb{H}^2$. These soliton curves are complete, unbounded, and properly embedded, and asymptote either to a horocycle or to a geodesic. The soliton cannot asymptote to a geodesic

(i) at both ends, or
(ii) if $\bar{v}$ is timelike, or
(iii) if $\mu(s) = \langle X(s), \bar{v} \rangle_\eta$ has a critical point (and it can have at most one critical point), or
(iv) if $\mu(s)$ has a zero (and it can have at most one zero).

While the results of this paper can be viewed as a natural outgrowth of the work reported in [7, 8] and [10], there are important independent reasons to study the curve shortening flow and its solitons in hyperbolic space. There are two generalization of this problem to higher dimensions which are important for physics. The first generalization is the mean curvature flow of codimension one objects (hypersurfaces) flowing in standard hyperbolic $n$-space. The fixed points are minimal surfaces bounded by a curve on the boundary at conformal infinity. These surfaces play an important role in the AdS/CFT correspondence. The surface areas of the minimal surfaces are proportional to the entanglement entropy of the region $R$ enclosed by the curve on the conformal boundary. This entropy is a property of quantum states of a conformal field theory defined on the conformal boundary, and encodes uncertainty in measurements of those states within $R$ due to correlations which extend beyond $R$. One way to construct these minimal surfaces is as limits of convergent mean curvature flows. But these mean curvature flows could instead approach “generalized fixed points”, the self-similar solutions, as limits. The problem of self-similar curve shortening flows in $\mathbb{H}^2$ is the obvious first step to complete before addressing the higher dimensional mean curvature flow version that arises in AdS/CFT physics. Our result that self-similar curves asymptote to geodesics only in limited cases, and never at both ends, may suggest that solitons of the higher dimensional problem would not meet the boundary at infinity orthogonally, and perhaps not even transversally.

The second application arises by considering dimension one flows in a spacetime of dimension $n + 1$ with metric $g = -dt^2 + a^2(t)h$, for $h$ a metric on a Riemannian $n$-manifold. This situation is of interest in cosmology, particularly when $h$ is any constant curvature metric. So-called cosmic strings in this spacetime can be modelled as solutions of the wavemap equation for an embedded timelike 2-surface $X : (u, w) \mapsto (X^0, X^i)$, $i = 1, \ldots, n$, in spacetime. In this setting this becomes

$$\Box_\eta X^i + 2H(t)\eta^{ab}\partial_a X^i \partial_b X^0 = 0,$$

where $H(t) := \frac{\partial^2 t}{\partial s^2}$, $\eta$ is the induced Lorentzian metric on the 2-surface, and $\Box_\eta$ is the trace of the Hessian of $\eta$ (regarded as operating on an $n$-tuple of functions $X^i$). If one takes the $u$ parameter to be the $t$-coordinate and the $w$ parameter to be an arclength $s$ along the curves $X^i(s) = X(s, t)$, then $X^0 = t$ and one obtains [9] Equation 15 with $\Delta = \frac{\partial^2}{\partial s^2}$ and assuming the second time derivative term is small enough to ignore

$$\frac{\partial^2 X^i}{\partial s^2} = 2H(t)\frac{\partial X^i}{\partial t}.$$ 

For inflationary cosmology models, $H(t)$ is constant, and then (1.3) is a curve shortening flow. Therefore, for this problem we increase the dimension of the ambient manifold, which should now be any constant curvature space, and study curve shortening flows in it.

The manuscript is organized as follows. In Section 2, we first review the model of $\mathbb{H}^2$ which represents it as the $z \geq 1$ sheet of the hyperboloid $x^2 + y^2 - z^2 = -1$ in the Minkowski spacetime $\mathbb{M}^3$. This model permits us straightforwardly to adopt ideas of [8] [10] to our setting, which we do in Sections 2.2–2.4. Specifically, we formulate the problem as an autonomous system of ordinary differential equations. In Section 2.5 we review the Poincaré disk model, which is a simple stereographic projection of the hyperboloidal model and is useful for visualization in a later section (Section 4, where we use the Poincaré disk to present numerical work). In Section 3, we discuss certain special solutions such as geodesics and horocycles. Horocycles were discussed by Grayson [6] and arguably are hyperbolic space analogues of the grim reaper self-similar flow in $\mathbb{R}^2$. For completeness, we briefly discuss hypercycles, which are scaling solitons (so they evolve by
a composition of isometries and rescalings). In Section 4 we analyze the autonomous system from Section 2 and prove a series of lemmata leading to the proof of Theorem 1.2.
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2. The hyperboloidal model of hyperbolic space

2.1. Elementary properties. We review some basic facts of the hyperboloidal model, which represents hyperbolic 2-space \( \mathbb{H}^2 \) as the \( z \geq 1 \) sheet of the hyperboloid \( x^2 + y^2 - z^2 = -1 \) in Minkowski 3-space \( \mathbb{M}^3 := (\mathbb{R}^3, \eta) \) where \( \eta \) is the quadratic form \( \text{diag}(1, 1, -1) \). We will adopt the convention that our coordinates are enumerated as \( x^i = (x^1, x^2, x^3) = (x, y, z) \) with \( \eta(\partial_x, \partial_x) = \eta(\partial_y, \partial_y) = +1 \) so that \( \partial_x \) and \( \partial_y \) are spacelike and \( \eta(\partial_z, \partial_z) = -1 \) so that \( \partial_z \) is timelike in the terminology common in physics.

The hyperboloid modelling \( \mathbb{H}^2 \) is a spacelike hypersurface in \( \mathbb{M}^3 \); i.e., any vector tangent to this surface is spacelike. However, any vector \( X \) from the origin to a point on \( \mathbb{H}^2 \) is timelike and future-directed (\( \eta(X, \partial_z) < 0 \)), and has \( \eta(X, X) = -1 \). In fact, any such vector is a future-directed timelike unit normal field for the surface.

The group \( G \) that preserves the quadratic form \( \eta \) is the orthogonal group \( O(2, 1) \). The proper orthochronous subgroup \( G \) that preserves spatial orientation and time orientation will preserve the hyperboloid sheet \( z = \sqrt{1 + x^2 + y^2} \) and the orientation of bases for its tangent spaces (as well as preserving the choice of future and past). This subgroup lies in the connected component of the identity in the isometry group of \( \mathbb{H}^2 \). The one-parameter subgroups of \( G \) can be classified as compositions of boosts in the \( x \)-direction

\[
A_1(\zeta) = \begin{bmatrix} \cosh \zeta & 0 & -\sinh \zeta \\ 0 & 1 & 0 \\ -\sinh \zeta & 0 & \cosh \zeta \end{bmatrix},
\]

boosts in the \( y \)-direction

\[
A_2(\xi) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cosh \xi & -\sinh \xi \\ 0 & -\sinh \xi & \cosh \xi \end{bmatrix},
\]

and rotations about the \( z \)-axis

\[
A_3(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

The corresponding Lie algebra is spanned by

\[
A_1'(0) = \begin{bmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{bmatrix}, A_2'(0) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0 \end{bmatrix}, A_3'(0) = \begin{bmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]

The boosts in the \( x \)-direction preserve \( \partial_z \) and each of the two null planes in which it lies. Likewise, the boosts in the \( y \)-direction preserve \( \partial_x \) and the two null planes in which it lies. Using this, one can see that a general \( G \)-transformation mapping any orthonormal basis of \( \mathbb{M}^3 \) to any other (preserving orientation and time orientation) can be constructed from a product \( A_1(\zeta)A_2(\xi)A_3(\theta) \), whose parameters \( \zeta, \xi, \) and \( \theta \) play the role of “Euler angles”. We will sketch the argument. Consider two \( \eta \)-orthonormal basis (ONB) sets \( \{ e_1 \} \) and \( \{ \tilde{e}_i \} \), where \( \{ e_i \} \) is the coordinate basis defined by the \( x^i \) coordinates, with \( e_3 = \partial_z \), future-timelike and \( \{ e_1, e_2 \} \) right-handed (from here on, we simply say an oriented basis). Likewise, \( \tilde{e}_3 \) will be future-timelike as well. The span of \( \{ \tilde{e}_1, \tilde{e}_3 \} \) is a timelike plane \( \Pi \). It’s a simple matter to find a (normalized spacelike) vector, call it \( e'_1 \), that lies in \( \Pi \) and is orthogonal to \( e_3 \). It’s also a simple exercise in linear algebra to find a rotation \( A_3(\theta) \) about \( e_3 \) such that \( A_3(\theta)e_1 = e'_1 \). This obviously leaves \( e_3 \) invariant, but maps \( e_2 \) to \( e'_2 = A_3(\theta)e_2 \). Now apply a boost in the plane spanned by \( e'_2 \) and \( e_3 \). Such a boost \( A_2(\xi) \) will leave \( e'_1 \) invariant, but we can choose \( \xi \) such that \( e'_3 := A_2(\xi)e_3 \), which remains timelike under a boost, lies
in \( \Pi \). This boost, incidentally, acts on \( e'_2 \) to produce \( e''_2 := A_2(\xi)e'_2 \). The plane \( \Pi \) is now a coordinate plane for the ONB \( \{e'_1, e''_2, e'_3\} \), with \( \Pi = \text{Span}\{e'_1, e'_3\} = \text{Span}\{\tilde{e}_1, \tilde{e}_3\} \), and \( e''_2 \) is normal (i.e., \( \eta \)-normal) to this plane. A final boost \( A_1(\zeta) \) in the plane \( \Pi \) preserves \( e''_2 \) and can be chosen such that \( \tilde{e}_1 = e''_1 := A_1(\zeta)e'_1 \). Since \( e''_3 := A_1(\zeta)e'_3 \) must be orthogonal to \( e''_1 \), it follows that \( \{e''_1, e''_2, e''_3\} = \{\tilde{e}_1, \tilde{e}_2, \tilde{e}_3\} \).

Then a curve of isometries may be written as
\[
A(t) = A_1(\zeta(t))A_2(\xi(t))A_3(\theta(t)) \,.
\]
If this curve passes through the identity isometry at \( t = 0 \), we may write its tangent there as
\[
\dot{A}(0) = \dot{A}_1(0)\dot{\zeta}(0) + \dot{A}_2(0)\dot{\xi}(0) + \dot{A}_3(0)\dot{\theta}(0)
\]
\[
= \begin{bmatrix}
0 & 0 & -1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{bmatrix} \dot{\zeta}(0) + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
1 & 0 & 0
\end{bmatrix} \dot{\xi}(0) + \begin{bmatrix}
0 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix} \dot{\theta}(0)
\]
(2.5)
\[
\dot{A}(0) = \dot{A}_1(0)\dot{\zeta}(0) + \dot{A}_2(0)\dot{\xi}(0) + \dot{A}_3(0)\dot{\theta}(0)
\]
(2.6)

For any curve of isometries containing the identity at \( t = 0 \), differentiation at \( t = t_0 \) can be accomplished using that \( A(t_0 + \epsilon) = A(t_0 + \epsilon)A^{-1}(t_0)A(t_0) = B(\epsilon)A(t_0) \) where \( B(\epsilon) := A(t_0 + \epsilon)A^{-1}(t_0) \) so \( B(0) = \text{id} \). But \( B(\epsilon) \) can be written as a product \( B(\epsilon) = A_1(\zeta(\epsilon))A_2(\xi(\epsilon))A_3(\theta(\epsilon)) \), and so
\[
\dot{A}(0) = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} B(\epsilon)A(t_0) = \dot{B}(0)A(t_0) \,.
\]
(2.7)

with \( \dot{B} \) given by the right-hand side of (2.6).

2.2. Curves in the hyperboloid model. Given a hypersurface \( S \) in a Riemannian manifold and vectors \( U \) and \( V \) tangent to it, a standard formula in Riemannian geometry gives
\[
\nabla_U V = D_U V + K(U, V)
\]
(2.8)
where \( \nabla \) is the connection on the ambient manifold, \( D \) is the connection induced on the hypersurface, and \( K \) is the vector-valued second fundamental form of the hypersurface. In the case of present interest, \( \nabla \) is the Levi-Civita connection of the Minkowski metric \( \eta = \langle \cdot, \cdot \rangle_\eta \). Since the vector \( X \) from the origin to the unit hyperboloid is a unit future-timelike vector orthogonal to the hyperboloid, we may write a general vector \( V \) as
\[
V = P(V) - \langle X, V \rangle_\eta X
\]
(2.9)
where \( P \) is orthogonal projection to the tangent space of the hyperboloid. The negative sign in the second term arises because \( X \) is timelike. The second fundamental form can then be written as
\[
K = P(\nabla X_b)X
\]
(2.10)
where \( X_b := \langle \cdot, X \rangle_\eta \) is the 1-form metric-dual to \( X \). If we write the first fundamental form of the hyperboloid as \( h \) then the hyperboloid is umbilic in \( \mathbb{R}^3 \) such that \( K = X h \) (so that \( \langle X, K(V, V) \rangle_\eta = -1 \) for any unit vector \( V \) tangent to the hyperboloid).

Now consider a (smooth) unit-speed curve \( X(s) \) on the unit hyperboloid. The unit tangent vector is \( T(s) := \frac{dX}{ds} \). It follows from the above formulas that
\[
\nabla_T T = D_T T + K(T, T) = D_T T + X
\]
(2.11)
Since \( T \) is a unit vector, \( \nabla_T T \) lies in its orthogonal complement, from which we see that \( D_T T \) does as well. But \( D_T T \) must be tangent to the hyperboloid and so orthogonal to \( X \), so we write
\[
D_T T = \kappa N
\]
(2.12)
where \( N \) is called the principal normal vector to the curve \( s \mapsto X(s) \) and \( \kappa \) is the geodesic curvature. The sign choices are such that \( \{T, N, X\} \) is an orthonormal oriented basis oriented such that \( X \) is future-pointing and the vector \( \kappa N \) points to the concave side of the curve, viewed as a curve in the hyperboloid, whenever \( \kappa \) is not zero. Now denote \( \eta(\nabla_T T, \nabla_T T) := \epsilon \kappa^2 \) where \( \epsilon = 1 \) if \( \nabla_T T \) is spacelike, 0 if it’s null,
and $-1$ if it’s timelike. Then from (2.11), we can relate the curvature $\kappa$ of $X$ as a space curve in $(\mathbb{M}^3, \eta)$ to its geodesic curvature $\kappa_g$ in the hyperboloid by

\begin{equation}
\kappa_g^2 = \epsilon \kappa^2 + 1 .
\end{equation}

Note that $\langle T, \nabla_T N \rangle_\eta = -\langle N, \nabla_T T \rangle_\eta = -\langle N, D_T T \rangle_\eta = -\kappa_g$. By similar reasoning, we see that $\langle X, \nabla_T N \rangle_\eta = 0$, and of course since $N$ is a unit vector then $\langle N, \nabla_T N \rangle_\eta = 0$. Thus $\nabla_T N = -\kappa_g T$.

Collecting our results, we have that the $\{T, N, X\}$ basis evolves along the curve according to the Frenet-Serret equations in $\mathbb{H}^2$, which are

\begin{align*}
\nabla_T T &= \kappa_g N + X , \\
\nabla_T N &= -\kappa_g T , \\
\nabla_T X &= T .
\end{align*}

2.3. Curves and axes. Here we follow closely the work of [10] for the $\mathbb{S}^2$ case, making changes as necessary. Choose an arbitrary vector $\tilde{v} \in \mathbb{M}^3 \setminus \{0\}$, which can be either timelike, spacelike, or null. It is convenient to define $\tilde{v} = av$ where $a = \sqrt{\langle \eta(\tilde{v}, \tilde{v}) \rangle}$ when $v$ is not null. For presentation purposes, we will introduce the scale factor even when $\tilde{v}$ is null, but in that case $a \neq 0$ will not be determined and $v$, being null, cannot be normalized. Then $\eta(\tilde{v}, \tilde{v}) = \epsilon = 0, \pm 1$ depending on whether $v$ is null (0), spacelike (+1), or timelike (−1).

Fix a unit speed curve $X : I \to \mathbb{M}^3$ on the unit hyperboloid, and define the functions

\begin{align*}
\tau(s) &:= \langle T(s), v \rangle_\eta , \\
\nu(s) &:= \langle N(s), v \rangle_\eta , \\
\mu(s) &:= \langle X(s), v \rangle_\eta .
\end{align*}

Then we can write

\begin{equation}
v = \tau(s) T(s) + \nu(s) N(s) - \mu(s) X(s)
\end{equation}

and

\begin{equation}
\epsilon = \eta(v, v) = \tau^2(s) + \nu^2(s) - \mu^2(s) .
\end{equation}

The next result shows that if the geodesic curvature of the curve $X(s)$ takes the form $\kappa_g(s) = a \tau(s)$, a choice corresponding to a flow by isometries under CSF as we will see in the next subsection, then $\tau$, $\nu$, and $\mu$ obey a certain autonomous system of differential equations along $X(s)$. The analogous result for curves in $\mathbb{S}^2$ is found in [10, Proposition 3.1].

**Proposition 2.1.** Along any smooth unit speed curve $X(s)$ on the hyperboloid we have that $\kappa_g(s) = a \tau(s)$ if and only if

\begin{equation}
\begin{cases}
\tau'(s) = a \tau(s) \nu(s) + \mu(s) , \\
\nu'(s) = -a \tau^2(s) , \\
\mu'(s) = \tau(s) .
\end{cases}
\end{equation}

**Proof.** Equations (2.14) imply that

\begin{equation}
\begin{cases}
\tau'(s) = \kappa_g(s) \nu(s) + \mu(s) , \\
\nu'(s) = -\kappa_g(s) \tau(s) , \\
\mu'(s) = \tau(s) .
\end{cases}
\end{equation}

To prove the forward implication, simply substitute $\kappa_g(s) = a \tau(s)$ into (2.19).

To prove the reverse implication, note that we can combine equations (2.18) and (2.19) to write that $(a \tau - \kappa_g) \nu = 0$ and $(a \tau - \kappa_g) \tau = 0$. But if $\tau$ and $\nu$ both vanish, then $v$ must be orthogonal to both $T$ and $N$ and hence parallel to $X$, so $v$ is normal to the hyperboloid. But $v$ is a constant vector (i.e., it is parallel in $(\mathbb{M}^3, \eta)$), so this can only happen at isolated points along a nontrivial curve $X$, so it must instead be that $a \tau - \kappa_g = 0$. \hfill $\square$

Next we show that solutions of the system (2.18) are always realized by actual curves.
Proposition 2.2. Given a solution $(\tau(s), \nu(s), \mu(s))$ of (2.18) obeying initial conditions $(\tau_0, \nu_0, \mu_0) = (\tau(0), \nu(0), \mu(0))$, there is a smooth unit speed curve $X : I \to \mathbb{M}^3$ on the unit hyperboloid satisfying (2.15).

Proof. Choose a point $X_0$ on the hyperboloid and two vectors $T_0$ and $N_0$ such that $\{T_0, N_0, X_0\}$ is an oriented orthonormal frame. Then define $v$, normalized as above (if non-null), by $v = \tau_0 T_0 + \nu_0 N_0 - \mu_0 X_0$. Now, given $\tau(s)$ for $s \in I$ and given $a > 0$, define a function $k : I \to \mathbb{R} : s \mapsto a \tau(s)$. By the fundamental theorem for curves in $\mathbb{H}^2$, there is a unique curve $X : I \to \mathbb{M}^3$ such that $X(0) = X_0$, $X'(0) = T_0$, and $N(0) = N_0$, whose curvature is $k(s)$. This curve must satisfy equations (2.14) with $\kappa_g(s) = k(s)$. Then equations (2.15) hold for any constant vector $v$, and so hold for $v = \tau_0 T_0 + \nu_0 N_0 - \mu_0 X_0$. □

2.4. CSF and flow by isometries. Having defined a moving basis along an arbitrary curve in the hyperboloid, we can now define the curve shortening flow in the hyperboloid to be a flow $X_t(s) = X(t, s)$ of smooth curves $X_t(s) = (x_t(s), y_t(s), z_t(s))$ with principal normal $N_t$, for $t \in J \subset \mathbb{R}$ some connected interval about $t = 0$, such that

\[
\begin{align*}
\left\langle \frac{\partial X_t}{\partial t}, N_t \right\rangle_\eta &= \kappa_g, \\
\left\langle \frac{\partial X_t}{\partial t}, X_t \right\rangle_\eta &= 0,
\end{align*}
\]

(2.20)

\[|X_t|^2 = x_0^2 + y_0^2 - z_0^2 = -1, \quad z_0 \geq 1.\]

The last two equations are equivalent to the conditions $(X_t, X_t)_\eta = -1$ and $X_0 = (x_0, y_0, z_0)$.

We are interested in those solutions of (2.20) that are of the form

\[
X_t = A(t)X_0, \quad t \in J, \quad A(0) = \text{id},
\]

where $A(t) := A_1(\zeta(t))A_2(\xi(t))A_3(\theta(t))$ with $\zeta(0) = \xi(0) = \theta(0) = 0$, with the $A_i$ defined in equations (2.1)–(2.3). Then $t \mapsto X_t$ is called a flow by isometries.

As we saw in Proposition 2.1, if there is a (normalized or null) vector $v$ such that $a(T, v)_\eta = \kappa_g$, then a system of three scalar equations governs the moving frame. The next result shows that if a curve shortening flow is also a flow by isometries, there is always such a $v$ which is constant with respect to the flow parameter $t$. For convenience, we work with the unrescaled vector $\bar{v} = av$ ($a(s)$ is used for another purpose in the proof). We follow the proof of the analogous result for curves in $\mathbb{S}^2$ [10] Theorem 2.2.

Proposition 2.3. Let $X(s, t) := X_t(s)$ be a smooth function of two variables such that $X_t(s)$ is a regular unit speed curve for each $t \in J$, lying in the hyperboloid $z = \sqrt{1 + x^2 + y^2}$ in $\mathbb{M}^3$ and evolving by isometries as in (2.21). Then (2.20) holds if and only if there is a $\bar{v} \in \mathbb{M}^3 \setminus \{0\}$ such that

\[
(T_t(s), \bar{v})_\eta = \kappa_g(s, t)
\]

for all $s \in I$ and all $t \in J$, where $T_t(s) = \frac{dx_t}{ds}$ is the geodesic curvature of $X_t(s)$.

Proof. Let $X_t(s) = A(t)X_0$, so that $X$ flows by isometries. Then at any $t = t_0 \in J$, we compute

\[
\left. \frac{\partial}{\partial t} \right|_{t_0} X_t(s) = \begin{bmatrix} 0 & -\dot{\theta} & -\dot{\xi} \\ \dot{\theta} & 0 & -\dot{\zeta} \\ -\dot{\xi} & -\dot{\zeta} & 0 \end{bmatrix} \begin{bmatrix} x_{t_0}(s) \\ y_{t_0}(s) \\ z_{t_0}(s) \end{bmatrix} = \begin{bmatrix} -\theta y_{t_0} - \dot{\xi} z_{t_0} \\ \dot{\theta} x_{t_0} - \dot{\zeta} z_{t_0} \\ -\dot{\xi} x_{t_0} - \dot{\zeta} y_{t_0} \end{bmatrix},
\]

(2.23)

using (2.7) and (2.6). Let $T_{t_0}(s) := X_t'(s)|_{t=t_0}$ be the unit tangent vector to $X_{t_0}(s)$ and let $N_{t_0}(s)$ be the unit normal vector to $X_{t_0}(s)$ in the tangent space to the hyperboloid, defined so that $\{T_{t_0}, N_{t_0}, -X_{t_0}\}$ is an oriented orthonormal basis. Writing $N_{t_0}(s) = (a(s), b(s), c(s))$, we have

\[
\begin{align*}
\langle N_{t_0}, X_{t_0} \rangle_\eta &= a(s)x_{t_0}(s) + b(s)y_{t_0}(s) - c(s)z_{t_0}(s) = 0, \\
\langle N_{t_0}, T_{t_0} \rangle_\eta &= a(s)x'_{t_0}(s) + b(s)y'_{t_0}(s) - c(s)z'_{t_0}(s) = 0,
\end{align*}
\]

(2.24)

so that at each $s$ along $X_{t_0}$ we have

\[
N_{t_0} = (a(s), b(s), c(s)) = (y_{t_0}z_{t_0} - y_{t_0}z_{t_0}', z_{t_0}x_{t_0} - z_{t_0}x_{t_0}', -x_{t_0}y_{t_0} + x_{t_0}y_{t_0}')
\]

(2.25)
Remark 2.4. It is always possible to reduce this vector has norm 1 and has the correct sign. Then

\[
\begin{align*}
\left\langle N_{t_0}, \frac{\partial X_t}{\partial t} \bigg|_{t=t_0} \right\rangle \eta &= \begin{bmatrix} a(s) & b(s) & c(s) \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix} \begin{bmatrix} -\dot{\theta}y - \dot{\xi}z \\ \dot{\theta}x - \dot{\xi}z \\ -\dot{\xi}x - \dot{\xi}y \end{bmatrix} \\
&= - (y'z - yz') \left( \dot{\theta}y + \dot{\xi}z \right) + (\xi'x - zz') \left( \dot{\theta}x - \dot{\xi}y \right) \\
(2.26) &\quad - (x'y - xx') \left( \dot{\xi}x + \dot{\xi}y \right) \\
&= \dot{\xi} \left( xyy' - xzz' - x'y^2 + x'z^2 \right) \\
&\quad + \dot{\theta} \left( -xx'y + zz'y + x^2y' - z^2y' \right) \\
&\quad + \dot{\theta} \left( -xx'z - yy'z + x^2z' + y^2z' \right)
\end{align*}
\]

where we’ve removed the \(t_0\) subscripts on the right to lessen the clutter. Using that \(x^2 + y^2 - z^2 = -1\) and, therefore, that \(xx' + yy' = zz'\), this last line simplifies and implies that, for any curve moving by isometries described by \(A(\xi(t), \theta(t), \eta(t))\), we have

\[
(2.27) \quad \left\langle N_{t_0}, \frac{\partial X_t}{\partial t} \bigg|_{t=t_0} \right\rangle \eta = \dot{\xi}x' - \dot{\xi}y' - \dot{\theta}z' = \langle T_{t_0}, \bar{v} \rangle \eta ,
\]

where \(\bar{v} := \left( \dot{\xi}, -\dot{\xi}, \dot{\theta} \right)\). (Note that \(\bar{v}\) can be either timelike, spacelike, or null.)

To prove necessity (“only if”), by (2.20) we have \(\left\langle \frac{\partial X_t}{\partial t}, N_{t_0} \right\rangle \eta = \kappa_g(s, t_0)\), so

\[
(2.28) \quad \langle T_{t_0}(s), \bar{v} \rangle \eta = \kappa_g(s, t_0) .
\]

But \(t_0\) is arbitrary, so we can replace it by \(t\).

To prove sufficiency, observe that if \(\langle T_t(s), \bar{v} \rangle \eta = \kappa_g(s, t)\) for all \(t \in J\), then from (2.27) (and since \(t_0\) is arbitrary) we have that

\[
(2.29) \quad \frac{\partial X_t}{\partial t} = \kappa_g N_t + \alpha T_t ,
\]

for a coefficient \(\alpha\) (that could, in principle, depend on \(t\) and \(s\)) and so \(\left\langle \frac{\partial X_t}{\partial t}, N_t \right\rangle = \kappa_g\).

\[\square\]

**Remark 2.4.** It is always possible to reduce \(\frac{\partial X_t}{\partial t} = \kappa_g N_t\) by a reparametrization \(u \mapsto \varphi(u, t)\) of the curve \(X(u, t)\) (e.g., [1] Proposition 1.1).

### 2.5. Curves in the Poincaré disk model.

The hyperboloidal model lends itself to relatively simple analysis because \((M^3, \eta)\) is a vector space (albeit with a Lorentzian inner product). The Poincaré disk representation for hyperbolic space is conformal to a domain in Euclidean 2-space \(E^2\) (which we will use to denote \(R^2\) with flat metric). This complicates the analysis, but is convenient for visualization of curves that evolve by isometries. For this reason, in this subsection we briefly discuss curves flowing by isometries in the Poincaré disk model. Otherwise, we will continue to work in the hyperboloidal model in the sequel.

To begin, we project equations (2.14) to the hyperboloid. The first two equations in (2.14) become

\[
(2.30) \quad D_T T = \kappa_g N , \\
D_T N = - \kappa_g T ,
\]

where \(D\) is the induced connection acting on vectors tangent to the hyperboloid at a point \(p\) by \(D_U V = \nabla_U V\), where \(U, V\) are tangent to the hyperboloid at \(p\). Then \(D\) is the Levi-Civita connection for the induced metric (the first fundamental form) of the hyperboloid. The hyperboloid with its induced metric is isometric to the Poincaré disk with its hyperbolic metric. The isometry maps \((x, y, z = \sqrt{1 + x^2 + y^2})\)
to \((u, w)\) by
\[
\begin{align*}
u &= \frac{x}{1 + \sqrt{1 + x^2 + y^2}}, \\
w &= \frac{y}{1 + \sqrt{1 + x^2 + y^2}},
\end{align*}
\]
(2.31)
where \((u, w)\) are Cartesian coordinates for the Euclidean plane in which the Poincaré disk conformally embeds as the set \(r^2 := u^2 + w^2 < 1\) with metric given in these coordinates by
\[
ds^2 = \frac{dr^2 + r^2 d\theta^2}{(1 - r^2)^2} = \frac{du^2 + dw^2}{(1 - u^2 - w^2)^2} = \frac{g_{\mathbb{E}^2}}{(1 - u^2 - w^2)^2}.
\]
(2.32)
Under the isometry, this metric pulls back to the first fundamental form on the unit hyperboloid in \(\mathbb{M}^3\).

A curve \(X(s) = (x(s), y(s), z(s))\) on the unit hyperboloid in \(\mathbb{M}^3\) projects to the curve \(U(s) = (u(s), w(s)) = \frac{1}{1 + z(s)}(x(s), y(s))\). Since this map is an isometry, it sends geodesics of the former (great circles on the hyperboloid; i.e., the intersection of the unit hyperboloid with planes through the origin in \(\mathbb{E}^3\)) to geodesics of the latter (arcs of Euclidean circles in the Poincaré disk, meeting the boundary of the disk orthogonally). For non-geodesic curves, it preserves arclength and geodesic curvature. The geodesic curvature is easily computed in the Poincaré disk model, using the fact that the metric (2.32) is conformal to the Euclidean metric for which \(u\) and \(w\) are Cartesian coordinates. We obtain
\[
\kappa_g = \frac{1}{2} (1 - r^2) \left( \kappa_{\mathbb{E}^2} - \frac{2r}{1 - r^2} \langle N, dr \rangle \right),
\]
(2.33)
where now we take \(N\) to be the (right-handed) normal vector of unit length with respect to the hyperbolic metric in the disk and where \(\kappa_{\mathbb{E}^2}\) is the geodesic curvature of \(U(s)\) computed as a curve in \(\mathbb{E}^2\).

To analyze curves directly in the Poincaré disk model, define the quantities
\[
\tau_\mathbb{P} := \frac{4}{(1 - r^2)^2} g_{\mathbb{E}^2}(T, U),
\]
(2.34)
\[
\nu_\mathbb{P} := \frac{4}{(1 - r^2)^2} g_{\mathbb{E}^2}(N, U),
\]
where \(\mathbb{P}\) indicates the hyperbolic metric on the Poincaré disk. As before, we use \(T\) and \(N\) to denote the unit tangent and normal vectors to the curve but these are now vectors in the Poincaré disk model in \(\mathbb{E}^2\) rather than vectors in \(\mathbb{M}^3\). Differentiation of equations (2.34) yields
\[
\begin{align*}
\tau_\mathbb{P}'(s) &= 1 + \frac{(1 - r^2)}{2} \left( \kappa_{\mathbb{E}^2} \nu_\mathbb{P} + \tau_\mathbb{P}^2 \right), \\
\nu_\mathbb{P}'(s) &= \frac{(1 - r^2)}{2} \left( \nu_\mathbb{P} - \kappa_{\mathbb{E}^2} \right) \tau_\mathbb{P},
\end{align*}
\]
(2.35)
Observe that (2.33) implies
\[
\kappa_g = \frac{1}{2} (1 - r^2) \left( \kappa_{\mathbb{E}^2} - \nu_\mathbb{P} \right),
\]
(2.36)
Also, by computing \(g_{\mathbb{E}^2}(U, U)\) in the orthonormal basis \(\{T_{\mathbb{E}^2}, N_{\mathbb{E}^2}\}\) for \(\mathbb{E}^2\), where \(T_{\mathbb{E}^2} := \frac{2T}{(1 - r^2)}\) and \(N_{\mathbb{E}^2} := \frac{2N}{(1 - r^2)}\), we obtain the identity
\[
\tau_\mathbb{P}^2 + \nu_\mathbb{P}^2 = \frac{4r^2}{(1 - r^2)^2}.
\]
(2.37)
Combining these, we can rewrite (2.35) as
\[
\begin{align*}
\tau_\mathbb{P}'(s) &= 1 + \kappa_g \nu_\mathbb{P} + \frac{2r^2}{(1 - r^2)}, \\
\nu_\mathbb{P}'(s) &= -\kappa_g \tau_\mathbb{P},
\end{align*}
\]
(2.38)
This system plays the same role in the Poincaré disk model that (2.18) plays in the hyperboloid model.
The Poincaré disk carries a complex analytic structure. The automorphism group of analytic bijections of the complex plane induces isometries of the hyperbolic metric. These are the fractional linear transformations

\[(2.39)\quad q \mapsto f(q) = e^{i\phi} \frac{(q - a)}{(aq - 1)}, \quad q, a \in \mathbb{C}, \quad |a| < 1, \quad \phi \in \mathbb{R}.\]

Then in the Poincaré disk model the analogue of equation (2.21) which defines what it means for a curve \(U(q) = U_0(q)\) to move by a continuous family of isometries is

\[(2.40)\quad U_t(q) = U(q, t) = e^{i\phi(t)} \frac{(q - a(t))}{(a(t)q - 1)}, \quad |a(t)| < 1, \quad t \in [0, T),\]

for some \(T \in (0, \infty]\). Finally, we note that the notion of a curve evolving by scaling as well as by isometry is easy to implement in this model, by multiplying the curve by a \(t\)-dependent scale \(h(t) \in \mathbb{R}\) with \(h(0) = 1\). Such a curve evolves according to the formula

\[(2.41)\quad U_t(q) = U(q, t) = h(t)e^{i\phi(t)} \frac{(q - a(t))}{(a(t)q - 1)}.\]

3. Examples

3.1. Geodesics. These are solutions of (2.18) with \(\tau \equiv 0\), so \(\mu \equiv 0\) as well, and \(\nu\) is constant. They are fixed points of (3.1). Since \(\mu = 0\), geodesics are plane curves lying in the plane orthogonal to \(v\).

We may view the system (2.18) as an autonomous third-order system

\[(3.1)\quad \Phi' = F_a(\Phi),\]

where \(\Phi = (\tau, \nu, \mu), \quad \Phi(0) = (\tau(0), \nu(0), \mu(0)) = (0, 0, 0)\). We now show that at fixed points, the differential of \(F_a\) has real eigenvalues of all three signs (positive, negative, and zero), so geodesics are unstable fixed points but attract in one direction.

**Lemma 3.1.** For \(F_a\) as above, then \(F_a = 0 \iff (\tau, \nu, \mu) = (0, \pm 1, 0) = \pm e_2, \quad \text{and the corresponding curves are geodesics.} \quad \text{The eigenvalues of } dF_a|_{e_2} \text{ are}

\[(3.2)\quad \lambda = 0, \quad \frac{a + \sqrt{a^2 + 4}}{2} > 0, \quad \frac{a - \sqrt{a^2 + 4}}{2} < 0.

The eigenvalues of \(dF_a|_{-e_2}\) are the negatives of the above eigenvalues.

Specifically, when \(a = 1\) and \((\tau, \nu, \mu) = (0, 1, 0)\) (respectively, \((\tau, \nu, \mu) = (0, 1, 0)\)), then \(\lambda = 0, \frac{1 + \sqrt{5}}{2}, \frac{1 - \sqrt{5}}{2}\) (respectively, \(\lambda = 0, \frac{-1 + \sqrt{5}}{2}, \frac{-1 - \sqrt{5}}{2}\)).

**Proof.** The fixed points at \(\pm e_2\) are obvious. Then since \(\mu = 0\) and \(\tau = 0\), we have from (2.15) that \(v\) is normal to a timelike plane containing \(X\) and \(T\). The curve \(X(s)\) is then the intersection curve of this timelike plane, which contains the origin, and the hyperboloid. It is therefore a hyperbolic great circle, and thus a geodesic (this can also be seen from (2.22)).

The differential of \(F_a\) is given by

\[(3.3)\quad dF_a = \begin{pmatrix} a\nu & a\tau & 1 \\ -2a\tau & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}.

Hence, at \(\pm e_2 = (0, \pm 1, 0)\) we have

\[(3.4)\quad dF_a|_{\pm e_2} = \begin{pmatrix} \pm a & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}.

Therefore, \(\lambda\) is an eigenvalue of \(dF_a|_{\pm e_2}\) iff \(\lambda^2(a - \lambda) + \lambda = -\lambda(\lambda^2 - a\lambda - 1) = 0. \quad \square\)
3.2. **Horocycles.** In the Poincaré disk model, horocycles are Euclidean circles tangent to the boundary of the Poincaré disk at one point and otherwise lying within the disk. If the point of tangency is \((\varpi, 0)\) then the horocycle with centre \((\varpi, 0)\) can be written in parametrized form as

\[
\begin{align*}
u(\rho) &= (1 - \varpi) \sin \frac{\rho}{(1 - \varpi)}, \\
u(\rho) &= (1 - \varpi) \cos \frac{\rho}{(1 - \varpi)},
\end{align*}
\]

where \(\rho\) is a parameter. By inverting the stereographic projection \((u, v) = \left(\frac{x}{1 + z}, \frac{y}{1 + z}\right)\) where \(z = \sqrt{1 + x^2 + y^2}\), we obtain a parametric description of this horocycle in the hyperboloidal model

\[
\begin{align*}
x &= \frac{\varpi^2 s^2 + 2\varpi - 1}{2\varpi(1 - \varpi)}, \\
y &= s, \\
z &= \frac{\varpi^2 s^2 + 1}{2\varpi(1 - \varpi)} - 1.
\end{align*}
\]

Here \(s\) is an arclength parameter. It is straightforward to compute the Frenet frame

\[
\begin{align*}
T &= \left(\frac{\varpi s}{(1 - \varpi)}, 1, \frac{\varpi s}{(1 - \varpi)}\right), \\
N &= \left(\frac{\varpi^2 s^2 - 2\varpi^2 + 2\varpi - 1}{2\varpi(1 - \varpi)}, s, \frac{\varpi^2 s^2 - 2\varpi + 1}{2\varpi(1 - \varpi)}\right), \\
X &= \left(\frac{\varpi^2 s^2 + 2\varpi - 1}{2\varpi(1 - \varpi)}, s, \frac{\varpi^2 s^2 + 1}{2\varpi(1 - \varpi)} - 1\right).
\end{align*}
\]

Choosing \(v = (0, 1, 0)\) we obtain

\[
\begin{align*}
\tau &= 1, \\
\nu &= -\mu = -s.
\end{align*}
\]

Entering these values into the system (2.18), we see that the system is satisfied if \(a = 1\). Then the relation \(\kappa_g = a\tau\) yields \(\kappa_g = 1\), as it must for horocycles.

As discussed by Grayson [6], under the curve shortening flow horocycles remain horocycles, and so evolve self-similarly, with curvature \(\kappa_g = 1\) throughout the flow. In the next section, we will seek all solutions of the system (2.18) corresponding to self-similar evolutions with \(v = (0, 1, 0)\). This will be the case of curves which evolve purely by a boost in \(M^3\).

3.3. **Hypercycles.** In the Poincaré disk model, hypercycles are arcs of Euclidean circles that end when they meet the boundary of the Poincaré disk transversally. Under CSF they do not evolve by isometries, but do evolve under the composition of isometries and rescalings.

Applying a rotation if necessary, we can place the centre of the Euclidean circle along one of the axes, say at \((\varpi, 0)\) where \(\varpi > 0\). Let the Euclidean radius of the circle be \(c < 1 + \varpi\). We can parametrize the hypercycle as we would any such Euclidean circle, say as

\[
\begin{align*}
u(t) &= \varpi + c \cos \frac{t}{c}, \\
u(t) &= c \sin \frac{t}{c},
\end{align*}
\]

with the domain of \(t\) chosen so that \(u^2 + v^2 < 1\).

In the Poincaré disk model we can easily compute the unit tangent \(T\) and unit normal \(N\). We get

\[
\begin{align*}
T &= \frac{1}{2} \left(1 - c^2 - \varpi^2 - 2c\varpi \cos \frac{t}{c}\right) \left(-\sin \frac{t}{c}, \cos \frac{t}{c}\right), \\
N &= -\frac{1}{2} \left(1 - c^2 - \varpi^2 - 2c\varpi \cos \frac{t}{c}\right) \left(\cos \frac{t}{c}, \sin \frac{t}{c}\right).
\end{align*}
\]
We can now differentiate \( T \) and use the first equation in (2.30) to read off the geodesic curvature

\[
\kappa_g = \frac{1 - \epsilon^2 - \mu^2}{2c}.
\]

In the hyperboloidal model, we can invert the stereographic projection (2.31) and apply this to the above parametrization to obtain the parametrization

\[
x(t) = \frac{2 \left( \mu + c \cos \frac{t}{c} \right)}{1 - \epsilon^2 - \mu^2 - 2c \epsilon \cos \frac{t}{c}},
\]

\[
y(t) = \frac{2c \sin \frac{t}{c}}{1 - \epsilon^2 - \mu^2 - 2c \epsilon \cos \frac{t}{c}},
\]

\[
z(t) = \frac{1 + \epsilon^2 + \mu^2 + 2c \epsilon \cos \frac{t}{c}}{1 - \epsilon^2 - \mu^2 - 2c \epsilon \cos \frac{t}{c}}.
\]

These curves are curves of intersection of the hyperboloid \( z = \sqrt{1 + x^2 + y^2} \) in \( \mathbb{M}^3 \) with the planes

\[
2c \left( x + \frac{1}{\mu} \right) + (\epsilon^2 - \mu^2 - 1) (z + 1) = 0,
\]

for \( c + \mu > 1 \). These planes are timelike.

In his seminal paper, Grayson computes the evolution of hypercycles in \( \mathbb{H}^2 \) under CSF [6, p 76]. The curve remains a hypercycle, but the curvature evolves as

\[
\kappa_g(s, t) = \kappa_g(t) = \frac{1}{\sqrt{1 - A e^{2t}}}.
\]

4. Curve shortening flows evolving by isometries

4.1. Properties of solutions. From the system of equations (2.18), we can deduce the following lemmas. We exclude the case of \( \mu \) identically zero. In this case, the curve \( X(s) \) and the constant vector \( v \) are orthogonal, and then \( X \) is a geodesic.

**Lemma 4.1 (Behaviour of \( \mu \)).** Let \( (\tau(s), \nu(s), \mu(s)) \) be a solution of the system (2.18) and let \( s_0 \) be a critical point of \( \mu \). If \( \mu \) is not identically zero then \( s_0 \) is the unique critical point of \( \mu \). If \( \mu(s_0) > 0 \) it is a global minimum. If \( \mu(s_0) < 0 \) it is a global maximum. Furthermore, \( \mu \) has at most one zero. If \( \mu \) converges as \( s \to \infty \), then in fact \( \lim_{s \to \infty} \mu(s) = 0 \). Likewise, if \( \mu \) converges as \( s \to -\infty \), then \( \lim_{s \to -\infty} \mu(s) = 0 \). Otherwise, \( \mu \) diverges to \( \pm \infty \).

**Proof.** We have from (2.18) that

\[
\mu''(s) = \tau'(s) = a \tau(s) \nu(s) + \mu(s) = a \mu'(s) \nu(s) + \mu(s).
\]

Now at a critical point we have \( \mu'(s_0) = \tau(s_0) = 0 \). Since by (2.17) \( \nu \) cannot diverge at \( s_0 \) then from (4.1) we see that \( \mu''(s_0) = \mu(s_0) \). If \( \mu(s_0) > 0 \) then the second derivative test implies that it must be a local minimum. Now say there is another critical point at \( s_1 \), and that no critical point lies between \( s_0 \) and \( s_1 \). Then necessarily \( \mu(s_1) > \mu(s_0) > 0 \), so \( \mu(s_1) \) is also a local minimum and so there must be a local maximum between these critical points, which is a contradiction. Hence \( s_0 \) is the unique critical point, and therefore a global minimum. The dual statement for the case of \( \mu(s_0) < 0 \) now follows in precisely similar fashion. In either of these cases, \( \mu \) has no zero.

If \( \mu(s_0) = 0 \) but \( \mu(s) \) is not identically zero, then either (i) \( \mu(s) < 0 \) for \( s < s_0 + \delta \) (for some \( \delta > 0 \)) or (ii) \( \mu(s) > 0 \) for \( s < s < s_0 + \delta \). In case (i), then by the above argument the next critical point at some \( s_1 > s_0 \) must have \( \mu''(s_1) < 0 \) and would therefore be a local maximum, a contradiction; in case (ii) it must have \( \mu''(s_1) > 0 \), again a contradiction. So there is no critical point at \( s_1 > s_0 \). A similar argument shows that no critical point at \( s_1 < s_0 \) either. Therefore, if \( \mu(s_0) = 0 \) then either \( s_0 \) is the unique critical point, or \( \mu \) has no critical points at all in this case, and in either situation \( s_0 \) is then the unique zero of \( \mu \).

Since \( \mu \) has at most one critical point \( s_0 \), on the domain \( s < s_0 \) we may take \( \mu \) to be monotonic and \( \tau \) to have a sign. The same statements are true on the domain \( s > s_0 \), and for all \( s \) if \( \mu \) has no critical point.
Then if $|\mu|$ does not diverge to $\infty$, $\mu$ will converge. By way of contradiction, assume that $\mu$ converges to a constant $c \neq 0$. Then from the third equation in (2.18) and recalling the $\tau$ has a sign, we have $\tau \to 0$. But then $\eta(v, v) = \tau^2 + \nu^2 - \mu^2$, so $\tau^2 + \nu^2$ is bounded, which implies that $\nu^2$ cannot diverge to $\infty$. Then the first equation in (2.18) yields $\nu' \to c$. But then $\tau$ would diverge, a contradiction, unless $c = 0$. □

**Lemma 4.2** (Behaviour of $\nu$). The value $s_0$ is a critical point of $\nu$ if and only if $s_0$ is a critical point of $\mu$, and then $s_0$ is a point of inflection for $\nu$, which is therefore monotonic. Either $\nu$ is bounded and thus converges or it diverges to $+\infty$ as $s \to -\infty$ or to $-\infty$ as $s \to +\infty$.

**Proof.** Since by (2.18) we have $\nu' = -a\tau^2 = -a(\mu')^2$, then it is obvious that $s_0$ is a critical point of $\nu$ if and only if $s_0$ is a critical point of $\mu$, and that $\nu(s)$ is monotonic so any critical point is an inflection point. It also follows from monotonicity that if $\nu$ is bounded it converges as $s \to \pm\infty$, and since it decreases monotonically, if it is not bounded it diverges as claimed. □

Notice that we have both a monotone quantity $\nu$ and a conserved quantity $\eta(v, v) = \tau^2 + \nu^2 - \mu^2$.

**Lemma 4.3** (Linear growth). Let $(\tau(s), \nu(s), \mu(s))$ be a solution of the system (2.18) such that $\mu$ diverges as $s \to \infty$. Then $\tau(s), \nu(s), \mu(s) \in O(s)$; i.e., they are each bounded above in magnitude by $Cs$ for some constant $C > 0$. This is also true as $s \to -\infty$.

**Proof.** Since $x \mapsto x^2$ is a convex function, Jensen’s inequality yields for $s > s_0$ that

\[
(\frac{1}{s-s_0} \int_{s_0}^{s} \tau(r)dr)^2 \leq \frac{1}{(s-s_0)} \int_{s_0}^{s} \tau^2(r)dr.
\]

Since $\mu' = \tau$ and $\nu' = -a\tau^2$, the above inequality implies that

\[
\frac{(\mu(s) - \mu(s_0))^2}{(s-s_0)^2} \leq -\frac{(\nu(s) - \nu(s_0))}{a(s-s_0)}
\]

\[
\implies (\mu(s) - \mu(s_0))^2 \leq \frac{1}{a} (s-s_0) (\nu(s_0) - \nu(s))
\]

\[
\implies \mu(s) \leq \mu(s_0) + \sqrt{\frac{1}{a} (s-s_0) (\nu(s_0) - \nu(s))}.
\]

In the last line, we recall that $\nu$ is a decreasing function. Writing $\mu_0 := \mu(s_0)$ and $\nu_0 := \nu(s_0)$, then

\[
\eta(v, v) = \tau^2 + \nu^2 - \mu^2 \geq \tau^2 + \nu \left[ \nu + \frac{(s-s_0)}{a} \right] - 2\mu_0 \sqrt{\frac{1}{a} (s-s_0) (\nu_0-\nu) - \frac{(s-s_0)}{a} \nu_0 - \mu_0^2},
\]

so that

\[
\frac{\eta(v, v) + \mu_0^2}{(s-s_0)^2} + \frac{\nu_0}{a(s-s_0)} + 2\mu_0 \sqrt{\frac{(\nu_0-\nu)}{a(s-s_0)^3}} \geq \frac{\tau^2}{(s-s_0)^2} + \frac{\nu}{(s-s_0)} \left[ \frac{\nu}{(s-s_0)} + \frac{1}{a} \right].
\]

If there is a sequence of values $s_i \to \pm\infty$ such that either $|\tau(s_i)|$ or $|\nu(s_i)|$ (or both) grows faster than linearly, then this inequality cannot hold. But then by (4.3), $|\mu|$ also cannot grow faster than linearly. □

**Lemma 4.4** (Bounded curvature). The curvature and $\tau$ are bounded.

**Proof.** Since $\kappa_g = a\tau$, then $\kappa_g$ is bounded iff $\tau$ is.

Consider first $s \to \infty$. If $\nu$ diverges, then necessarily $\nu \to -\infty$ as $s \to \infty$, so take $s_1$ such that $a\nu(s_1) + 2 < 0$. Since $\nu$ is monotonic, then $a\nu(s) + 2 < 0$ for all $s \geq s_1$. Since $\mu$ has at most one critical point and therefore $\tau$ has at most one zero, by increasing $s_1$ if necessary we can take $\tau(s) > 0$ and $\mu(s) > 0$ for $s \geq s_1$. (We will deal with other cases at the end.)
Under these circumstances, we have from equations (2.18) and (2.17) that
\[\tau' = a\nu\tau + \mu = a\nu\tau + \sqrt{\tau^2 + \nu^2 - \eta(v,v)} \]
\[\leq a\nu\tau + \sqrt{\tau^2 + \nu^2 + |\eta(v,v)|} \]
\[= a\nu\tau + \sqrt{\tau^2 + \nu^2} \sqrt{1 + |\eta(v,v)|/\tau^2 + \nu^2} \]
\[\leq a\nu\tau + 2\sqrt{\tau^2 + \nu^2} \]
where we may have to increase \(s_1\) so that the last inequality holds (indeed, we have \(\tau' \leq a\nu\tau + \sqrt{\tau^2 + \nu^2}\) if \(v\) is null or spacelike). Furthermore, since \(\nu < 0\) and \(\tau > 0\), then \(\sqrt{\tau^2 + \nu^2} < \sqrt{\tau^2 + \nu^2 - 2\tau\nu} = \tau - \nu\), so we get from (4.6) that
\[\tau' < a\nu\tau + 2\tau - 2\nu = (a\nu + 2)\tau - 2\nu.\]
But \(a\nu + 2 < 0\), and so whenever \(\tau > \frac{2\nu}{a\nu + 2}\) equation (4.7) will yield \(\tau' < 2\nu - 2\nu = 0\). Rewriting
\[\frac{2\nu}{a\nu + 2} = \frac{2}{a} - \frac{4}{a(a\nu(s) + 2)} \leq \frac{2}{a} - \frac{4}{a(a\nu(s_1) + 2)} = \frac{2\nu(s_1)}{a\nu(s_1) + 2}\]
using the monotonicity of \(\nu\), we therefore obtain for \(s \geq s_1\) that
\[0 < \tau(s) \leq \max\left\{\tau(s_1), \frac{2\nu(s_1)}{a\nu(s_1) + 2}\right\}.\]

Next we deal briefly with the case where \(\tau(s_1) < 0\) and \(\mu(s_1) < 0\). Then subsequently \(\tau(s) < 0\) and \(\mu(s) < 0\) for all \(s > s_1\). As above, \(\nu(s) < 0\) and \(\nu \to -\infty\). Repeating the calculations of equations (4.6) and (4.7) with the appropriate sign changes, we now have
\[\tau' = a\nu\tau - \sqrt{\tau^2 + \nu^2 - \eta(v,v)} \]
\[\geq a\nu\tau - \sqrt{\tau^2 + \nu^2 + |\eta(v,v)|} \]
\[\geq a\nu\tau - 2\sqrt{\tau^2 + \nu^2} \]
\[\geq a\nu\tau - 2(\tau + \nu) \]
\[\geq (a\nu - 2)\tau,\]
where in the last line we dropped the term \(-2\nu\) since \(\nu(s) < 0\). Using \(a\nu(s) - 2 < 0\) for \(s \geq s_1\) when \(s_1\) large enough, then we have that \(\tau' > 0\) whenever \(\tau < \frac{1}{a\nu - 2} < \tau\). Alternatively, we can simply observe that the logarithmic derivative of \(\tau\) is negative, so the magnitude of \(\tau\) decreases. Hence \(\tau\) is bounded.

To treat the limit \(s \to -\infty\), note that we can replace \(s\) by \(r := -s\) in the derivatives in (2.18) and then treat the limit \(r \to \infty\). If we also replace \(\mu \to -\mu\) and \(\nu \to -\nu\), we recover the same system as (2.18). We will again obtain that \(\tau\) is bounded as \(r \to \infty\) and therefore as \(s \to -\infty\).

**Lemma 4.5** (Convergence). *If either \(\mu\) or \(\nu\) is bounded, then all three functions \(\tau, \nu,\) and \(\mu\) converge, with \(\mu \to 0\), \(\tau \to 0\), and \(\nu \to \pm \sqrt{\eta(v,v)}\). This can occur only when \(v\) is achronal (i.e., spacelike or null). If \(\mu\) and \(\nu\) are not bounded, then \(\tau \to \pm \frac{1}{a}\).*

**Proof.** If \(\mu\) is bounded (and thus converges to zero by Lemma 4.1), then from (2.17) it is clear that \(\tau\) and \(\nu\) are bounded. Since \(\nu\) is monotonic, it must converge, and then by (2.17) so must \(\tau\).

If instead \(\nu\) is bounded, since it’s monotonic it must converge, and then as argued in the proof in the previous lemma, we have \(\tau \to 0\). Then by (2.17) \(\mu\) converges as well. By Lemma 4.1 then \(\mu \to 0\). Hence (2.17) yields \(\nu^2 \to \eta(v,v)\), which requires that \(\eta(v,v) \geq 0\) so \(\tau\) must be achronal.

If instead neither \(\mu\) nor \(\nu\) are bounded, then write (2.17) as
\[(\nu + \mu)(\nu - \mu) = \nu^2 + \eta(v,v).\]
Since \(\tau\) is bounded, so is the product \((\nu + \mu)(\nu - \mu)\). But neither \(\mu\) nor \(\nu\) is bounded so one factor in this product diverges and so the other factor must converge to zero. Then \(\lim_{s \to -\infty} \frac{1}{\nu^2} = \pm 1\).

Because \(\tau\) is bounded, \(\lim sup_{s \to -\infty} \tau(s)\) and \(\lim inf_{s \to -\infty} \tau(s)\) exist. Now \(\lim sup_{s \to -\infty} \tau(s) = \lim_{a \to \infty} \tau(s_a)\) where each \(\tau(s_a)\) is a local maximum of \(\tau\). At each local maximum, we have by the
first equation in (2.18) that \( \tau(s_\alpha) = -\mu(s_\alpha) / \nu(s_\alpha) \), so \( \limsup_{s \to \infty} \tau = -\limsup_{s \to \infty} \mu(s_\alpha) / \nu(s_\alpha) = \mp 1 / a \) using the result of the previous paragraph. But we can replace the local maxima \( \tau(s_\alpha) \) by local minima, say \( \tau(s_\beta) \) and obtain \( \liminf_{s \to \infty} \tau = \mp 1 / a \) (with the same choice of sign). Hence \( \lim_{s \to \infty} \tau = \mp 1 / a \). \( \square \)

4.2. Spacelike \( \tilde{v} \). Each spacelike vector \( \tilde{v} \in M^3 \) is contained in a 1-parameter family of planes, exactly two of which are null. Boosts in the spacelike directions orthogonal to each such plane preserve the planes and preserve \( \pm \tilde{v} \), but do not preserve any spacelike vector in these planes.

We can apply a constant boost to the standard basis of \( M^3 \) so that an arbitrary spacelike \( \tilde{v} \) has the form \( \tilde{v} = (\tilde{v}_1, \tilde{v}_2, 0) \) in the transformed basis. A subsequent constant rotation of the basis brings \( v \) to the form \( \tilde{v} = a(0, 1, 0) \) for some \( a > 0 \). As before, we will normalize and write \( v = \tilde{v} / a \). Then \( v \) lies in the intersection of the null plane \( \text{Span}\{ (0, 1, 0), (1, 0, 1) \} \) with the vertical \( x = 0 \) plane, while \( \mu(s) \) as defined by (2.15) is simply the \( y \)-coordinate of \( X(s) \). The curve of intersection of the \( x = 0 \) plane and the unit hyperboloid is the geodesic in \( M^3 \) whose trace is the graph of \( z = \sqrt{1 + y^2} \), \( x = 0 \). The intersection of the unit hyperboloid and the plane \( y = 0 \) orthogonal to \( v \) is also a geodesic, which we denote by \( \Gamma_v \). We will label the \( y > 0 \) half-space (into which \( v \) points) in \( M^3 \) by \( H_+ \) and the \( y < 0 \) half-space by \( H_- \).

**Lemma 4.6.** Let \( X(s) \) be a non-geodesic curve evolving by isometries under CSF with spacelike \( \tilde{v} \) and let \( v = \tilde{v} / \sqrt{\eta(\tilde{v}, \tilde{v})} \). Then exactly one of the following holds:

(i) \( \mu(s) \) has exactly one critical point \( s_0 \), a minimum, \( X(s) \) lies entirely in \( H_+ \), and \( X(s) \) extends to infinity at both ends. See Figure [7].

(ii) \( \mu(s) \) has exactly one critical point \( s_0 \), a maximum, \( X(s) \) lies entirely in \( H_- \), and \( X(s) \) extends to infinity at both ends. See Figure [3].

(iii) \( \mu(s) \) has no critical point, and either converges to \( \Gamma_v \) at one end while extending to infinity at the other or intersects \( \Gamma_v \) at one point and extends to infinity at both ends. See Figures [3] and [4].

**Proof.** If \( \mu \) has a critical point in \( H_+ \), by Lemma [4.1] it is a global minimum. Then \( \mu(s) \geq \mu(s_0) \) for all \( s \), so the curve must remain in \( H_+ \). Likewise if \( \mu \) has a critical point in \( H_- \), it is a global maximum, and so the curve must remain in \( H_- \). In either case, \( \mu \) is bounded away from zero so by Lemma [4.1] \( \mu \to \infty \) at both ends \( s \to \pm \infty \) if the curve is in \( H_+ \), and \( \mu \to -\infty \) at both ends \( s \to \pm \infty \) if the curve is in \( H_- \). If a critical point \( s_0 \) of \( \mu \) were to lie on \( \Gamma_v \), then \( \mu(s_0) = \mu'(s_0) = 0 \). Then \( \tau(s_0) = 0 \) and \( \nu(s_0) = \pm 1 \). (We can further deduce that \( \tau'(s_0) = 0 \) and \( \mu''(s_0) = 0 \).) For these initial data, the unique maximal solution of the system (2.18) has \( \tau(s) = 0 \) for all \( s \), and thus \( \kappa_g(s) = a \tau(s) = 0 \) for all \( s \), so the corresponding curve is a geodesic, contrary to assumption. This possibility therefore does not occur.

If a curve has no critical point of \( \mu \) then \( \mu \) is monotonic so \( \mu \) has at most one zero. Then the curve meets \( \Gamma_v \) in at most one point. If it does not meet \( \Gamma_v \), then it must approach \( \Gamma_v \) in the limit, since it cannot have a limit for \( \mu \) other than \( \mu \to 0 \). \( \square \)

**Figure 1.** Curve in the Poincaré disk model, evolving by isometry with spacelike \( \tilde{v} \), as in Lemma [4.6] (i). The valley in the graph of \( \tau \) indicates the maximum of \( |\kappa_g| \).
4.3. Timelike $\tilde{v}$. For a timelike $\tilde{v}$, one can apply a constant boost to the axes of the standard basis of $M^3$ so that in the boosted basis $\tilde{v}$ takes the form $\tilde{v} = (0, 0, \dot{\theta}) = \dot{\theta}(0, 0, 1) = \dot{\theta}v$. In this case, $\mu$ is the negative of the $z$-coordinate of the curve. We’ve chosen the sign so that $v$ is future-timelike, though $\tilde{v}$ can be either future- or past-timelike depending on the sign of $\dot{\theta}$.

**Lemma 4.7.** Let $X(s)$ be a non-geodesic curve evolving by isometries under CSF with future-timelike $v$. Then there is exactly one critical point of $\mu(s)$ along $X(s)$, a global maximum, and $\mu \to -\infty$ as $s \to \pm\infty$ along $X(s)$. See Figures 5 and 6.

**Proof.** Since both $X$ and $v$ are future-timelike and nonzero, then $\mu(s) \leq c < 0$ for some $c > 0$ and all $s$, so by Lemma 4.1 $\mu$ has a negative global maximum and no other critical point. Since $\mu(s)$ cannot converge to 0 along $X(s)$, it cannot converge at all and so must diverge to $-\infty$ as $s \to \pm\infty$.

Since $\mu$ is proportional to $-z$ along a soliton with future-timelike $v$, then $\mu \to \infty$ implies that the curve $X(s)$ extends to infinity along the unit hyperboloid in $M^3$. 

---

**Figure 2.** Curve in the Poincaré disk model evolving by isometries with spacelike $\tilde{v}$, as in Lemma 4.6(ii).

**Figure 3.** Curve in the Poincaré disk model evolving by isometries with spacelike $\tilde{v}$ and converging to a geodesic at one end, as in Lemma 4.6(iii).

**Figure 4.** Curve in the Poincaré disk model of hyperbolic space that evolves by isometry with spacelike $v$ corresponding to Lemma 4.6(iii), such that $\mu$ has a zero and diverges at both ends.
4.4. Null \( \tilde{v} \). The remaining possibility is that \( \tilde{v} \) is null. Applying a constant rotation to the axes if necessary, we can take \( \tilde{v} = a(0, 1, 1) = av \), so \( \mu = y(s) - z(s) < 0 \) along \( X(s) = (x(s), y(s), z(s)) \), since \( y < z \) at any point on the unit hyperboloid \( z = \sqrt{x^2 + y^2} \) in \( \mathbb{M}^3 \).

**Lemma 4.8.** Let \( X(s) \) be a non-geodesic curve evolving by isometries under CSF with future-null \( v \). Then there is at most one critical point of \( \mu(s) \) along the curve \( X(s) = (x(s), y(s), z(s)) \), a global maximum, and \( z(s) \to \infty \) at both ends of its domain. See Figure 7.

**Proof.** Since \( y < z \) at each point of the hyperboloid \( x^2 + y^2 - z^2 = -1 \), \( z > 0 \), then \( \mu(s) = y(s) - z(s) < 0 \) so by Lemma 4.1, there is at most one critical point \( s_0 \) of \( \mu \), and it must be a global maximum. When this occurs, then \( \mu(s) \leq \mu(s_0) < 0 \) so \( \mu(s) \) cannot converge to zero, and so \( \mu \to -\infty \) and \( z \to \infty \) as \( s \to \pm \infty \).

On the other hand, if there is no such maximum then \( \mu \) converges to zero from below as \( s \to \infty \) (or as \( s \to -\infty \), but not both). But for future-null \( v \), \( \langle v, X \rangle \equiv \mu \to 0 \) implies that \( y - z \to 0 \) along the curve. Since \( x^2 + (y - z)(y + z) = -1 \), this can only happen if \( y, z \to \pm \infty \). \( \square \)

For past-null \( v \), we take \( v \mapsto -v \) so \( \mu \mapsto -\mu \) and the global maximum in the lemma becomes a global minimum.
4.5. **Proof of the main theorem.** First we give a brief proof of the following simple property.

**Lemma 4.9.** Curves evolving by isometries in $\mathbb{H}^2$ have no self-intersections, and are properly embedded.

**Proof.** By way of contradiction, say that a curve $X(s)$ self-intersects at two parameter values $s_2 > s_1$ with no self-intersections in between. At the self-intersection, the ingoing and outgoing tangents make angle $\alpha$. The region bounded by $X(s)$ for $s_1 \leq s \leq s_2$ has area $A > 0$. Since the Gauss curvature of $\mathbb{H}^2$ is $-1$, Gauss-Bonnet yields

$$\int_{s_1}^{s_2} \kappa_g ds = A + \pi + \alpha > \pi.$$  

But at a point of self-intersection we must have $\mu(s_1) = \mu(s_2)$, and so

$$0 = \mu(s_2) - \mu(s_1) = \int_{s_1}^{s_2} \mu'(s) ds = \int_{s_1}^{s_2} \tau ds = \frac{1}{a} \int_{s_1}^{s_2} \kappa_g ds .$$

Comparing (4.12) and (4.13), we arrive at a contradiction, so there are no self-intersections. Then since every curve in Lemmata 4.6–4.8 escapes any bounded set, there are no accumulation points either, so the curves are properly embedded.

The main theorem now follows easily from the above results.

**Proof of Theorem 1.2.** Choose a vector $\tilde{v}$. If it is not null, write $\tilde{v} = av$ such that $v$ is normalized and define the variables $\tau, \nu, \mu$ along smooth curves $X(s)$ using (2.15). If we require that the system (2.18) holds then from Proposition 2.2 each solution of (2.18) determines a curve $X(s)$. Solutions of (2.18) are parametrized by the initial data $(\tau_0, \nu_0, \mu_0)$ for (2.18), subject to the constraint (2.20) at $s = 0$. Hence we obtain 2-parameter families of solutions of (2.18) and of the associated curves $X(s)$. The solution curves have domain $s \in \mathbb{R}$, for $s$ a unit speed parameter, and $\mu = \langle X, v \rangle$ is divergent at least at one end, so the solutions are complete and noncompact.

If $\mu$ converges at one end, then by Lemma 4.1 we have $\mu \to 0$ while by Lemma 4.5 we also have $\tau \to 0$ and thus by Proposition 2.3 then $\kappa_g \to 0$. In this case $X(s)$ approaches a geodesic at this end. Lemmata 4.6–4.8 give conditions under which this situation does not arise.

If $\mu$ diverges, invoking Lemma 4.5 for $s \to \infty$, or for $s \to -\infty$ as the case may be, we have that the curvature obeys $\kappa_g \to \pm \frac{1}{a} \neq 0$, and so $X$ approaches a horosphere. Lemma 4.9 establishes that $X$ is properly embedded.
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