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Abstract. We consider two-variable first-order logic FO² over infinite words. Restricting the number of nested negations defines an infinite hierarchy; its levels are often called the half-levels of the FO² quantifier alternation hierarchy. For every level of this hierarchy, we give an effective characterization. For the lower levels, this characterization is a combination of an algebraic and a topological property. For the higher levels, algebraic properties turn out to be sufficient. Within two-variable first-order logic, each algebraic property is a single ordered identity of omega-terms. The topological properties are the same as for the lower half-levels of the quantifier alternation hierarchy without the two-variable restriction (i.e., the Cantor topology and the alphabetic topology).

Our result generalizes the corresponding result for finite words. The proof uses novel techniques and is based on a refinement of Mal’cev products for ordered monoids.

1 Introduction

Connections between regular languages, finite monoids and logic have a long tradition in theoretical computer science. Eilenberg’s Variety Theorem gives a one-to-one correspondence between varieties of formal languages and varieties of finite monoids [9]. While the difficult direction of this result usually is not used when establishing such correspondences for concrete varieties, it points towards a suitable algebraic counterpart for recognizing a given language class. For instance, Schützenberger showed that a language is star-free if and only if it is recognized by a finite aperiodic monoid [22]. Every language is recognized by a unique minimal monoid, the syntactic monoid of the language [21]. Hence, by Schützenberger’s Theorem one can decide whether a given regular language is star-free: one computes its syntactic monoid and checks whether it is aperiodic.

McNaughton and Papert showed that a language is definable in first-order logic if and only if it is star-free [17]. Together with Schützenberger’s Theorem, this yields decidability of
the question whether a given regular language is definable in first-order logic. In addition, the connection to aperiodic monoids leads to new insights into the first-order definable properties; e.g., it immediately shows that one cannot define any modular counting within first-order logic over finite words.

Eilenberg’s Variety Theorem was generalized in several directions. Pin considered language classes which might not be closed under complement and showed that finite ordered monoids are a suitable algebraic counterpart. There exist several approaches for extending Eilenberg’s Theorem to infinite words. The most principled generalizations are in terms of Wilke-algebras and \( \omega \)-semigroups; see Chapter II. During the last few years, these connections have been further generalized to more abstract settings; see e.g., [27]. On the other hand, for full first-order logic over infinite words, a slightly simpler approach based on the recognition by finite monoids and Arnold’s syntactic congruence is sufficient; see e.g., [5]. Intuitively, simpler algebraic recognizers are often more desirable because they more easily reveal properties of the corresponding languages. Over infinite words, however, there are many interesting language classes (such as fragments of first-order logic) which cannot be characterized in terms of Arnold’s congruence; see e.g., [18, Chapter VIII]. On the other hand, the combination of such algebraic properties with topology can provide characterizations of various language classes; see e.g., [7, 12, 15]. Usually, the topological conditions restrict the behavior at infinity.

The use of logical fragments for defining regular languages dates back to the early 1960s, when Büchi, Elgot and Trakhtenbrot independently showed that a language over finite words is regular if and only if it is definable in monadic second-order logic. This result was extended to infinite words by Büchi and Immerman. Other classic results over finite words concern first-order logic and the quantifier alternation hierarchy in first-order logic. Later, in 1998, Thérien and Wilke investigated two-variable first-order logic over finite words; by definition, the set of variables in \( \text{FO}^2 \) is restricted to, say, \( x \) and \( y \) which can arbitrarily be reused. Among other results, they established a correspondence between \( \text{FO}^2 \) and the variety in the spirit of Eilenberg’s Variety Theorem.

Over finite words, the fragment \( \text{FO}^2 \) is contained within the fragment of the quantifier alternation hierarchy. However, one can also consider the quantifier alternation hierarchy within \( \text{FO}^2 \); here – due to the restricted number of variables – one needs to rely on parse trees rather than equivalent formulæ in prenex normal form. The \( \text{FO}^2 \) (quantifier) alternation hierarchy was first considered by Weis and Immerman; algebraic characterizations were given by Weil and the second author independently by Krebs and Straubing. The proof in uses Mal’cev products with definite and reverse-definite semigroups. These operations can be expressed by congruences and \( \sim \); see [14]. Krebs and Straubing’s proof uses block products. This technique was adapted to ordered monoids and led to a characterization of the half-levels of the \( \text{FO}^2 \) quantifier alternation hierarchy (denoted by \( \Sigma^2_m \)) over finite words.

In this paper, we characterize the half levels of the \( \text{FO}^2 \) alternation hierarchy over finite and infinite words using a combination of algebra and topology. Block products (both in their ordered and unordered version) over finite words satisfy some left-right duality which does not hold for infinite words. Thus, block products seem to be a less convenient tool for generalizing a proof from finite to infinite words. Our approach is based on a new relation \( \leq_{\text{KD}} \). This partial order is inspired by \( \sim \) and \( \sim_{\text{KD}} \), but adapted for dealing with ordered monoids. We introduce a chain of varieties which can be built inductively using the
relation $\leq_{KD}$. We show that these varieties correspond to the monoids in DA which satisfy the identities $U_m \leq V_m$ introduced in [11]; in particular, our result yields a new proof for this characterization over finite words.

Our main result is an effective characterization of $\Sigma_m^2$ for each $m \geq 1$. An $\omega$-language (i.e., a language over infinite words) is definable in $\Sigma_1^2$ if and only if it is both open in the Cantor topology (cf. [18] Chapter III.3) and recognized by a monoid in $\text{Si}_1 = [1 \leq \varepsilon]$.

An $\omega$-language is definable in $\Sigma_2^2$ if and only if it is both open in the alphabetic topology (cf. [7]) and recognized by a monoid in $\text{Si}_2$. For $m \geq 3$, an $\omega$-language is definable in $\Sigma_m^2$ if and only if it is recognized by a monoid in $\text{Si}_m$.

While the characterization of $\Sigma_1^2$ for $m = 1$ is straightforward (and considered only for completeness), the proofs for $m \geq 2$ are more involved. We use Ehrenfeucht-Fraïssé games to show that definability in $\Sigma_2^m$ yields recognizability in $\text{Si}_m$. The bigger challenge is the proof of the other direction. We consider two orders on the set of infinite words: One order is induced by the logical fragment and the other order is given by the algebraic requirement.

By induction on $m$, we show that the logical order refines the algebraic order. However, this step only holds for words with the same letters occurring infinitely often. Since the set of letters occurring infinitely often can be defined in $\Sigma_m^2$ only if $m \geq 3$, the case $m = 2$ requires some further considerations and is technically more involved. The restriction of being open in the alphabetic topology compensates for this lack of expressivity of $\Sigma_2^2$.

## 2 Preliminaries

Let $A$ be an alphabet. The set of all finite words over $A$ is $A^*$, and $A^\omega$ is the set of all infinite words. The set of all words is $A^\omega = A^* \cup A^\omega$. A word $a_1 \cdots a_n \in A^*$ is a (scattered) subword of $\alpha \in A^\omega$ if there exist words $v_1 \in A^*$ and $\alpha' \in A^\omega$ such that $\alpha = v_1a_1v_2 \cdots v_na_na'$. For a finite word $u$, its infinite iteration is $u^\omega = uuu \cdots$. The empty words is $\varepsilon$ and it satisfies $\varepsilon^\omega = \varepsilon$. For a set $U \subseteq A^*$, the language $U^\omega$ contains all words $u_1u_2u_3 \cdots$ with $u_i \in U$. For $\alpha \in A^\omega$, let $\text{alph}(\alpha)$ be the set of letters occurring in $\alpha$. The imaginary alphabet $\text{im}(\alpha)$ is the set of letters occurring infinitely often in $\alpha$.

### 2.1 Monoids and Varieties

A binary relation $\preceq$ on a monoid $M$ is stable if $s \preceq t$ implies $xys \preceq xty$ for all $s, t, x, y \in M$. An ordered monoid is a monoid together with a stable partial order $\preceq$ on its elements. Every monoid can be equipped with a stable partial order by using the equality. A monoid homomorphism $\mu : M \to N$ is monotone if $x \preceq y$ implies $\mu(x) \preceq \mu(y)$ for all $x, y \in M$.

Unless stated otherwise, we assume that all homomorphisms are monotone. An ordered monoid $N$ divides an ordered monoid $M$ if there exists a submonoid $N' \subseteq M$ and a surjective monotone homomorphism $N' \to N$. It is also possible to define division without the assumption that the surjective homomorphism is monotone; in this case, we speak of unordered division even though the monoids are ordered. A preorder $\preceq$ on $M$ is a reflexive and transitive binary relation. An element $e \in M$ is idempotent if $e^2 = e$. For every finite monoid $M$, there exists an integer $\omega_M \geq 1$ such that all $s \in M$ satisfy $s^{\omega_M} = s^\omega$.

A positive variety is a class of finite ordered monoids closed under finite products and (monotone) division. A variety is defined similarly, using unordered division. We can define
varieties and positive varieties using identities of \(\omega\)-terms. Let \(\Omega\) be a set of variables. The set \(T(\Omega)\) of \(\omega\)-terms over \(\Omega\) is defined as follows: \(\Omega \cup \{1\} \subseteq T(\Omega)\). Furthermore, if \(u, v \in T(\Omega)\), then the formal product \(uv\) and the formal \(\omega\)-power \(u^\omega\) are also in \(T(\Omega)\). An \(\omega\)-identity has the form \(u \leq v\) or \(u = v\) for \(\omega\)-terms \(u, v \in T(\Omega)\). Given a finite monoid \(M\), every interpretation \(I: \Omega \to M\) can be extended to a map \(I: T(\Omega) \to M\) by \(I(1) = 1\), \(I(uv) = I(u)I(v)\) and \(I(u^w) = I(t)^{wM}\). A monoid \(M\) satisfies an \(\omega\)-identity \(u \leq v\) if \(I(u) \leq I(v)\) for all interpretations \(I: \Omega \to M\); satisfiability of \(u = v\) is defined similarly. The class of finite ordered monoids satisfying \(u \leq v\) is denoted by \([u \leq v]\); similarly, \([u = v]\) is the class of finite ordered monoids satisfying \(u = v\). Let

- \(A = \llbracket x^\omega x = x^{\omega^2} \rrbracket\),
- \(DA = \llbracket (xyz)^\omega y(xy)\omega = (xyz)^\omega \rrbracket\), and
- \(J^+ = \llbracket 1 \leq z \rrbracket\).

We have \(J^+ \subset DA \subset A\). The use of \(\omega\) in the context of finite monoids is not to be confused with ordinal \(\omega\) used in infinite concatenations.

A pair \((s, e)\) in \(M^2\) is linked if \(se = s\) and \(e^2 = e\). Two linked pairs \((s, e)\) and \((t, f)\) are conjugated, denoted by \((s, e) \sim (t, f)\), if there exist \(x, y\) such that \(sx = t\), \(xy = e\) and \(yx = f\). We also consider Green’s relations \(R\), \(L\) and \(J\). For \(s, t \in M\), we have

\[
\begin{align*}
  s &\leq_R t \iff sM \subseteq tM, & s &\in_R t \iff sM = tM, \\
  s &\leq_L t \iff Ms \subseteq Mt, & s &\in_L t \iff Ms = Mt, \\
  s &\leq_J t \iff MsM \subseteq MtM, & s &\in_J t \iff MsM = MtM.
\end{align*}
\]

We write \(s <_{\leq_R} t\) if \(s \leq_R t\) but not \(s \in_R t\), and similarly for \(s <_{\leq_L} t\). Note that \(s \leq_R t\) can be equivalently defined as there existing \(y \in M\) such that \(ty = s\), and symmetrically for \(\leq_L\). Correspondingly, \(s \leq_J t\) means there exist \(x, y \in M\) such that \(xty = s\). The following property of \(DA\) is well-known; see e.g. [6] for a proof.

**Lemma 1.** Let \(M \in DA\) and let \(e, a_1, \ldots, a_k \in M\) such that \(e\) is idempotent and \(e \leq_J a_i\) for all \(i\). Then \(ea_1 \cdots a_ke = e\).

We record the following lemma which is one of the main combinatorial properties of the variety \(DA\). Essentially, it is a consequence of Lemma 7.56, see e.g. [16]. A typical application is for the homomorphism \(M^* \to M\) which evaluates words over the alphabet \(M\) by their product in \(M\).

**Lemma 2.** Let \(\mu: A^* \to M \in DA\) be a homomorphism and let \(u, v, w \in A^*\). If \(\mu(uv) \in_R \mu(u)\) and \(\text{alph}(w) \subseteq \text{alph}(v)\), then \(\mu(uw) \in_R \mu(u)\). Similarly, if \(\mu(vu) \in_L \mu(u)\) and \(\text{alph}(w) \subseteq \text{alph}(v)\), then \(\mu(wu) \in_L \mu(u)\).

### 2.2 Languages and Recognition

A *language* is a subset of \(A^\infty\). Let \(M\) be a finite monoid and suppose that \(\mu: A^* \to M\) is a homomorphism. For \(s \in M\), we write \([s]\) to denote \(\mu^{-1}(s)\) when \(\mu\) is clear from context. For every word \(\alpha \in A^\infty\) there exists a linked pair \((s, e)\) such that \(\alpha \in [s][e]^\omega\); see e.g. [8] Lemma 7.56. Note however that, in general, such a linked pair is not unique. An ordered monoid \(M\) (strongly) recognizes a language \(L\) if there exists a homomorphism \(\mu: A^* \to M\) such that the following two properties hold:
• \( L = \bigcup \{ [s][e]^\omega \mid (s, e) \) is a linked pair and \([s][e]^\omega \cap L \neq \emptyset \} \)

• For all \( s, t, e \in M \) with \( s \leq t \): if \([s][e]^\omega \subseteq L \), then \([t][e]^\omega \subseteq L \).

If the latter property holds, we say that \( L \) is \textit{upward closed}. A language \( L \) is \( \omega \)-\textit{regular} if there exists a finite monoid \( M \) which recognizes \( L \). If \( M \) recognizes \( L \) and \((s, e) \sim (t, f)\), then \([s][e]^\omega \subseteq L \) if and only if \([t][f]^\omega \subseteq L \).

The \textit{syntactic preorder} \( \leq_L \) of a language \( L \) is defined by \( u \leq_L v \)

\[ xyz^\omega \in L \Rightarrow xvyz^\omega \in L \quad \text{and} \quad x(yz)^\omega \in L \Rightarrow x(vy)^\omega \in L. \]

for all \( x, y, z \in A^* \). The \textit{syntactic congruence} is defined as \( u \equiv_L v \) if \( u \leq_L v \) and \( v \leq_L u \). The \textit{syntactic monoid} of \( L \) is the ordered monoid \( A^*/\leq_L \); its elements are the congruence classes of \( \equiv_L \) and the order is induced by \( \leq_L \). The natural projection \( \mu_L : A^* \rightarrow A^*/\leq_L \) is called the \textit{syntactic homomorphism}. If \( L \) is \( \omega \)-regular, then the syntactic monoid recognizes \( L \) via the syntactic homomorphism. Moreover, the syntactic monoid is minimal in the following sense: if \( L \) is recognized by a finite monoid \( M \), then the syntactic monoid of \( L \) divides \( M \).

There exist many results regarding the connection between language classes and varieties. For instance, an \( \omega \)-regular language \( L \) is definable in \( \text{FO}^2[\leq] \) if and only if its syntactic monoid is in \( \text{DA} \) \cite{footnote}. \( \text{FO}^2 \).

\textbf{Example 1.} For every alphabet \( A \), we can consider the powerset \( 2^A \). This forms an ordered monoid by using union for composition and set inclusion as the partial order, i.e., we have \( B \leq C \) for \( B, C \subseteq A \) if \( B \subseteq C \). This monoid satisfies \( 2^A \in \mathcal{J}^+ = [1 \leq z] \). By mapping every word \( u \) to its alphabet \( \text{alph}(u) \), we define a homomorphism \( \text{alph} : A^* \rightarrow 2^A \). It can recognize unions of languages of the form \( L_{B,C} = \{ \alpha \in A^\infty \mid B \subseteq \text{alph}(\alpha) \text{ and } C = \text{im}(\alpha) \} \) for \( C \subseteq B \).

A very common technique is making a given homomorphism \( \mu : A^* \rightarrow M \) alphabetic. This means that we consider \( \mu' : A^* \rightarrow M \times 2^A \) with \( \mu'(u) = (\mu(u), \text{alph}(u)) \). Note that \( \mu'(u) = \mu'(v) \) implies \( \text{alph}(u) = \text{alph}(v) \). In particular, \( \mu'(u) \) is the neutral element if and only if \( u \) is empty. Note that if \( M \) is in a variety \( V \) with \([1 \leq z] \subseteq V \), then so is \( M \times 2^A \). In other words, we can make homomorphisms alphabetic within a variety \( V \) as soon as \( 2^A \in V \).

Next, we introduce a relation \( \preceq \) on linked pairs as an ordered version of conjugacy. In order to not having to switch back and forth between elements and linked pairs, we set \((r, f) \leq (t, f)\) if \( r \leq t \).

\textbf{Definition 1.} Let \((s, e)\) and \((t, f)\) be linked pairs over some monoid \( M \). We set \((s, e) \preceq (t, f)\) if there exists a linked pair \((r, s)\) such that \((s, e) \sim (r, s) \leq (t, f)\).

This relation is defined to be closely related to language recognition. Suppose that \( M \) recognizes \( L \subseteq A^\infty \). It is easy to see that if \((s, e) \preceq (t, f)\), then \([s][e]^\omega \subseteq L \) implies \([t][f]^\omega \subseteq L \).

\textbf{Lemma 3.} The relation \( \preceq \) is a preorder (i.e., reflexive and transitive).

\textbf{Proof.} Reflexivity is obvious. For transitivity, consider the chain \((s, e) \sim (r_1, g) \leq (r_2, g) \sim (r_3, f) \leq (t, f)\).
By definition of conjugacy, there exist \( x, y, x', y' \) such that \( e = xy, g = yx = y'x', f = x'y' \), \( r_1 = sx \) and \( r_3 = r_2y' \). Let \( r = r_1y' \). We have \( rf = r_1y'x'y' = r_1gy' = r_1y' = r \), thereby showing that \( (r, f) \) is a linked pair. Since \( r = r_1y' \leq r_2y' = r_3 \leq t \), we see that \( (r, f) \leq (t, f) \). Moreover, \( r = r_1y' = sxy' \), \( e = e^2 = xyxy = xy'x'y' \) and \( f = f^2 = x'y'x'y' = x'yxy' \). This shows that \( (s, e) \sim (r, f) \).

The following lemma allows us to apply results of \( A^\infty \) to finite words.

**Lemma 4.** Let \( M \in A \). If \( (s, 1) \lesssim (t, 1) \), then \( s \leq t \).

**Proof.** By definition, there exists \( r \in M \) with \( (s, 1) \sim (r, 1) \leq (t, 1) \). Hence, there exist \( x, y \in M \) with \( 1 = xy = yx \) and \( sx = sr \). Since \( M \in A \), we conclude that \( 1 = xy = x \cdot 1 = x = x \cdot xy \cdot y = x^2y^2 = x^2 \cdot 1 = x \) and, hence, \( s = r \).

Given a set \( X \), a topology on \( X \) is a set \( T \) of subsets of \( X \) such that \( \emptyset, X \in T \) and \( T \) is closed under arbitrary unions and finite intersections. A subset of \( X \) is open if it is in \( T \), and closed if its complement is in \( T \). A subset \( B \subseteq T \) is a base \( B \) if every set in \( T \) is a union of sets in \( B \).

Let \( A \) be an alphabet. Then the Cantor topology on \( A^\infty \) is the topology generated by the basis \( \{ uA^\infty \mid u \in A^* \} \). Similarly, the alphabetic topology is generated by the basis \( \{ uB^\infty \mid u \in A^* \text{ and } B \subseteq A \} \). Both, the \( \omega \)-regular open sets of the Cantor topology \([18, 19] \) Theorem VI.3.1] and the alphabetic topology \([7] \) are decidable.

### 2.3 First Order Logic

We consider fragments of first-order logic \( FO[<] \) using the order predicate \( < \). The syntax is given by

\[
\varphi ::= \top | \bot | \lambda(x) = a | x = y | x < y | \neg \varphi | \varphi \land \varphi | \varphi \lor \varphi | \exists x \varphi.
\]

Here, \( a \in A \) is a letter of some finite alphabet \( A \), and \( x \) and \( y \) are variables. We define the macros \( \forall x \varphi \) to mean \( \exists \neg x \neg \varphi \), and \( x \leq y \) to mean \( (x = y) \lor (x < y) \). We interpret variables as positions of words, where \( < \) is the natural order on integers. For \( i \in \mathbb{N} \), the predicate \( \lambda(i) = a \) is true for a word \( u \) if the \( i^{th} \) position of \( u \) is \( a \). The semantics of Boolean connectives and existential quantifiers is as usual. For a formula \( \varphi \) with a free variable \( x \) and for a position \( i \) of a word \( \alpha \), we say that \( \alpha, i \vDash \varphi \) if \( \varphi \) with each occurrence of \( x \) replaced by \( i \) holds on \( \alpha \). This generalizes to any number of variables. A formula \( \varphi \) with no free is a sentence; we write \( \alpha \vDash \varphi \) if \( \varphi \) is true when interpreted over \( \alpha \). This way, \( \varphi \) defines the language \( L(\varphi) = \{ \alpha \in A^\infty \mid \alpha \vDash \varphi \} \). A language \( L \) is definable in some first order fragment \( F \) if there exists a sentence \( \varphi \in F \) such that \( L = L(\varphi) \).

The \( m^{th} \) level of the negation nesting hierarchy of \( FO \) with quantifier depth \( n \) is given by the following formulae:

\[
\varphi_{0,0} ::= \top | \bot | \lambda(x) = a | x = y | x < y | \neg \varphi_0 | \varphi_0 \lor \varphi_0 | \varphi_0 \land \varphi_0
\]

\[
\varphi_{m,n} ::= \varphi_{m-1,n} | \varphi_{m,n-1} | \neg \varphi_{m-1,n} | \varphi_{m,n} \lor \varphi_{m,n} | \varphi_{m,n} \land \varphi_{m,n} | \exists x \varphi_{m,n-1}
\]

The fragment \( \Sigma_{m,n} \) consists of all formulae \( \varphi_{m,n} \): When not restricting the quantifier depth, we get \( \Sigma_m = \bigcup_{n \geq 0} \Sigma_{m,n} \). Another way of thinking about \( \Sigma_m \) is to disallow negations and to
allow both existential and universal quantifiers, starting with a possibly empty sequence of existential quantifiers; the index \( m \) then corresponds to the number of blocks of quantifiers. Such formulae can be obtained by moving negations towards the atomic formulae, at which point they can easily be avoided. For \( \Sigma_2 \), we have the following property [7]:

**Lemma 5.** If \( L \subseteq A^\infty \) is definable in \( \Sigma_2 \), then \( L \) is open in the alphabetic topology.

We also consider the fragment \( \text{FO}^2 \) of first order formulae which uses only two different variables, say, \( x \) and \( y \). The fragment \( \Sigma^2_{m,n} \) is the (syntactic) intersection of \( \text{FO}^2 \) and \( \Sigma_{m,n} \), i.e., \( \varphi \in \Sigma^2_{m,n} \) if both \( \varphi \in \text{FO}^2 \) and \( \varphi \in \Sigma_{m,n} \). Similarly, \( \Sigma^2_{m} \) is the intersection of \( \text{FO}^2 \) and \( \Sigma_{m} \). The emphasis on formulas (i.e., syntax) rather than the languages defined by the respective formulae (i.e., semantics) is important since, e.g., every \( \text{FO}^2 \)-definable language in \( A^* \) is also definable in \( \Sigma_2 \); see [24].

**Relativization.** We write \( \alpha \leq \Sigma^2_{m,n} \beta \) for \( \alpha, \beta \in A^\infty \) if the following implications holds for all sentences \( \varphi \in \Sigma^2_{m,n} \):

\[
\alpha \models \varphi \implies \beta \models \varphi
\]

One of the key techniques used in this paper is relativization, in particular the results recorded in the following four lemmas. The first lemma is about relativizing at the first \( a \in A \); the second lemma is about relativizing between the last \( b \) and the first \( a \); and the last two are about relativizing at the last \( b \). We only prove the last two lemmas; proofs for the first two over finite words can be found, e.g., in [11]. The extension to infinite words is straightforward.

**Lemma 6.** Let \( a \in A \). Suppose that \( uao \leq \Sigma^2_{m,n} va\beta \) with \( a \notin \text{alph}(u) \cup \text{alph}(v) \). Then \( u \leq \Sigma^2_{m-1,n-1} v \) and \( \alpha \leq \Sigma^2_{m,n-1} \beta \).

**Lemma 7.** Let \( a,b \in A \). Suppose that \( pbua \leq \Sigma^2_{m,n} qba\beta \) with \( a \notin \text{alph}(pu) \cup \text{alph}(qv) \) and \( b \notin \text{alph}(ua) \cup \text{alph}(va\beta) \). Then \( u \leq \Sigma^2_{m-1,n-1} v \).

**Lemma 8.** Let \( b \in A \). Suppose that \( uba \leq \Sigma^2_{m,n} vb\beta \) with \( b \notin \text{alph}(a) \cup \text{alph}(\beta) \). Then \( u \leq \Sigma^2_{m,n-1} v \) and \( \alpha \leq \Sigma^2_{m-1,n-1} \beta \).

**Proof.** For a sentence \( \varphi \in \Sigma^2_{m,n-1} \), we construct a sentence \( \varphi_{\forall b} \in \Sigma^2_{m,n} \) such that for all \( w \in A^* \) and all \( \gamma \in A^\infty \) with \( b \notin \text{alph}(\gamma) \) we have \( wb\gamma \models \varphi_{\forall b} \) if and only if \( w \models \varphi \). This then yields

\[
\begin{align*}
u \models \varphi & \implies ub\alpha \models \varphi_{\forall b} & \text{by construction of } \varphi_{\forall b} \\
vb\beta \models \varphi_{\forall b} & \text{since } ub\alpha \leq \Sigma^2_{m,n} vb\beta \\
v \models \varphi & \text{by construction of } \varphi_{\forall b}
\end{align*}
\]

thereby showing \( u \leq \Sigma^2_{m,n-1} v \). We define \( \varphi_{\forall b} \) for arbitrary formulae \( \varphi \) using structural induction; in particular, \( \varphi \) can have free variables. We maintain the following invariant:

For all \( 1 \leq p,q \leq |w| \), we have \( wb\beta,p,q \models \varphi_{\forall b} \) if and only if \( w,p,q \models \varphi \).
For the atomic formulae $\varphi$, we define $\varphi <_Y b = \varphi$. The construction straightforwardly distributes over Boolean connectives; for instance, $(\varphi \land \psi) <_Y b = \varphi <_Y b \land \psi <_Y b$. For existential quantification we define

$$(\exists x \varphi) <_Y b = \exists x \left( (\exists y : x < y \land \lambda(y) = b) \land \varphi <_Y b \right).$$

The approach to showing $\alpha \leq_{\Sigma^2_{m-1,n-1}} \beta$ is similar. For a formula $\varphi \in \Sigma^2_{m-1,n-1}$, we construct $\varphi >_Y b \in \Sigma^2_{m,n}$ such that the following invariant holds for all $w \in A^*$ and all $\gamma \in A^\infty$ with $b \not\in \text{alph}(\gamma)$:

For all $|wb| < p, q$, we have $wb\gamma, p, q \models \varphi >_Y b$ if and only if $\gamma, p - |wb|, q - |wb| \models \varphi$.

Atomic formulae and Boolean connectives are as before. For existential quantification we define

$$(\exists x \varphi) >_Y b = \exists x \left( (\neg \exists y : x \leq y \land \lambda(y) = b) \land \varphi >_Y b \right).$$

The following lemma discusses a similar situation as Lemma 8, but with the first word having infinitely many occurrences of $b$ and the second word having only finitely many such occurrences. This is only relevant for $m \leq 2$ since for $m \geq 3$ one can define whether $b$ occurs infinitely often (resp. only finitely often) using the formula $\forall x \exists y : x < y \land \lambda(y) = b$ (resp. its negation).

**Lemma 9.** Let $b \in A$. Suppose that $\alpha \leq_{\Sigma^2_{m,n}} \beta$ with $b \in \text{im}(\alpha)$ and $b \not\in \text{alph}(\beta)$. Then $\alpha \leq_{\Sigma^2_{m,n-1}} \beta$.

**Proof.** We use the construction of $\varphi <_Y b$ from the proof of Lemma 8. If $\alpha$ contains infinitely many $b$, then $\alpha \not\models \varphi$ if and only if $\alpha \not\models (\exists x \varphi) <_Y b$. Thus,

$$\alpha \not\models \varphi \Rightarrow \alpha \not\models \varphi <_Y b \Rightarrow \varphi >_Y b \Rightarrow \varphi$$

thereby showing $\alpha \leq_{\Sigma^2_{m,n-1}} \beta$. 

**Ehrenfeucht-Fraïssé games.** We use Ehrenfeucht-Fraïssé (EF) games in order to determine if two words $\alpha$ and $\beta$ are indistinguishable in some fragment $\Sigma^2_{m,n}$. There are two players, Spoiler and Duplicator. By convention, Spoiler is male and Duplicator is female. The EF game $\Sigma^2_{m,n}(\alpha, \beta)$ consists of $n$ rounds. Spoiler and Duplicator are equipped with two pebbles each; typically, we assume that one pebble is labeled by $x$ and the other is labeled by $y$. In each round, Spoiler places a pebble on his words, thereby lifting an already placed pebble if necessary; Duplicator tries to copy the move on the other word using the pebble with the same label. After Duplicator’s move, the two pebbles need to have the same labels and the same relative order on both words. Spoiler is allowed to change his word at most $m - 1$ times. Initially, his word is $\alpha$, but he can use one of the $m - 1$ word alternations before making his first move. Duplicator wins if she can copy (“duplicate”) each of the $n$ moves of Spoiler; otherwise Spoiler wins. Using standard techniques (see e.g. [23]), it is straightforward to show that Duplicator has a winning strategy for $\Sigma^2_{m,n}(u, v)$ if and only if $u \leq_{\Sigma^2_{m,n}} v$. 

8
3 The Varieties \( \Sigma_m \)

The following section introduces the varieties \( \Sigma_m \) which we will use for characterizing the \( \Sigma_m^2 \)-definable languages over infinite words. As one of our first results, we show that \( \Sigma_m = [U_m \leq V_m] \cap DA \); here, the right hand side is the family of varieties used for characterizing the languages definable in \( \Sigma_m^2 \) over finite words \([11]\). The new way of defining these varieties is motivated by the proofs, in which we use a different way of climbing up the hierarchy of \( \Sigma_m^2 \)-definable languages over infinite words.

**Definition 2.** For a monoid \( M \), let \( u \preceq_{KD} v \) for \( u, v \in M \) if the following implications holds for all \( s, t \in M \):

(i) If \( s R svt \), then \( s R sut \).

(ii) If \( sv t L t \), then \( sut L t \).

(iii) If \( s R sv \) and \( vt L t \), then \( sut \leq svt \).

**Lemma 10.** The relation \( \preceq_{KD} \) is a stable preorder.

**Proof.** Reflexivity and transitivity are obvious. It remains to show that \( \preceq_{KD} \) is stable. Let \( u \preceq_{KD} v \). By left-right symmetry, it suffices to show \( xu \preceq_{KD} xv \). For \( u \equiv_{KD} v \), suppose that \( s R sxvt \). Then \( s R sx \) and \( sx R sxvt \). By \( u \preceq_{KD} v \), we obtain \( sx R sxut \) and thus \( s R sxut \). For \( u \equiv_{KD} v \), suppose that \( sxvt L t \). By \( u \preceq_{KD} v \), we get \( sxut L t \) (we use \( sx \) for \( s \) in property \( 12 \)). Finally, for \( u \equiv_{KD} v \), suppose that \( s R sxv \) and \( xvt L t \). This yields \( sx R sxv \) and \( vt L t \) and thus, by \( u \preceq_{KD} v \), we see that \( sxut \leq xsvt \). This concludes the proof of \( xu \preceq_{KD} xv \).

Let \( u \equiv_{KD} v \) if both \( u \preceq_{KD} v \) and \( v \preceq_{KD} u \). We point out the following immediate consequence of the definition of \( \preceq_{KD} \).

**Lemma 11.** If \( s \equiv_{KD} sv \), \( vt \equiv_{KD} vt \) and \( u \equiv_{KD} v \), then \( sut = svt \).

A consequence of Lemma \( 13 \) is that \( \equiv_{KD} \) is a congruence. For a monoid \( M \), we can therefore consider the quotient \( M/\equiv_{KD} \) consisting of all congruence classes. Moreover, for \( \equiv_{KD} \)-classes \( [u] \) and \( [v] \), we set \( [u] \leq [v] \) if \( u \preceq_{KD} v \). This turns \( M/\equiv_{KD} \) into an ordered monoid, denoted by \( M/\preceq_{KD} \). We note that, in general, \( M/\preceq_{KD} \) is not an ordered quotient of \( M \). That is, \( u \leq v \) does not necessarily imply \( [u] \leq [v] \) in \( M/\preceq_{KD} \). For example, consider the multiplicative monoid \( M = \{1, 0\} \) with the order \( 0 \leq 1 \). We have that \( 1 \preceq_{KD} 0 \) since \( 0 \) is the only element which is \( J \)-related to \( 0 \). On the other hand, we do not have \( 0 \preceq_{KD} 1 \) because \( 1 \cdot 1 \equiv_{KD} 1 \) while \( 1 \cdot 0 \equiv_{KD} 1 \). This shows that \( M/\preceq_{KD} \) is isomorphic to \( \{1, 0\} \) with the order \( 1 \leq 0 \). In other words, in this case, the quotient does nothing but changing the order.

**Lemma 12.** For every monoid \( M \), we have \( M \in DA \) if and only if \( M/\preceq_{KD} \in DA \).

**Proof.** If \( M \in DA \), then \( M/\preceq_{KD} \in DA \) because \( M/\preceq_{KD} \) is a (possibly unordered) divisor of \( M \) and \( DA \) is closed under unordered division. For the other direction, suppose that \( M/\preceq_{KD} \in DA \). Consider \( x, y, z \in M \). We have

\[
(xy^\omega y)(xy^\omega z) \equiv_{KD} (xyz)^\omega
\]
Applying Lemma 11 with \( s = t = (xyz)^\omega \) yields
\[
(xy\z)^\omega y(xy\z)^\omega = (xy\z)^\omega \cdot (xyz)^\omega y(xy\z)^\omega \cdot (xyz)^\omega = (xy\z)^\omega \cdot (xyz)^\omega \cdot (xyz)^\omega = (xy\z)^\omega
\]
This shows \( M \in DA \).

**Definition 3.** Let \( SI_1 = [1 \leq z] \). For \( m \geq 2 \), let \( SI_m \) be the class of all finite ordered monoids \( M \) such that \( M/\preceq_{KD} \in SI_{m-1} \).

Since \( J^+ \subseteq DA \), Lemma 12 shows that \( SI_m \subseteq DA \) for all \( m \geq 1 \). If \( M \in DA \), then \( 1 \preceq_v \) implies \( 1 \preceq_{KD} v \) (properties \( \mathfrak{D} \) and \( \mathfrak{M} \) in Definition 2 hold by Lemma 2; property \( \mathfrak{M} \) is trivial). This shows that if \( M \in [1 \leq z] \), then \( M/\preceq_{KD} \in [1 \leq z] \). Thus, \( SI_m \subseteq SI_{m+1} \) for all \( m \geq 1 \).

Next, we show that each class \( SI_m \) can be defined using \( \omega \)-terms. To this end, we introduce a family of \( \omega \)-terms \( U_m, V_m \) for \( m \geq 1 \). Each of the \( \omega \)-terms \( U_m \) and \( V_m \) for \( m \geq 2 \) uses variables \( x_2, \ldots, x_m, y_2, \ldots, y_m, z \). For \( m = 1 \), let \( U_1 = 1 \) and \( V_1 = z \). For \( m \geq 2 \), let
\[
U_m = (V_{m-1} \cdot x_m)^\omega U_{m-1} (y_m V_{m-1})^\omega
\]
\[
V_m = (V_{m-1} \cdot x_m)^\omega V_{m-1} (y_m V_{m-1})^\omega
\]

**Proposition 1.** We have \( SI_m = [U_m \leq V_m] \cap DA \) for all \( m \geq 1 \).

**Proof.** We proceed by induction. The statement for \( m = 1 \) holds by definition. Let now \( m \geq 2 \). We first assume that \( M \in SI_m \). By Lemma 12 we have \( M \in DA \). Furthermore, let \( x_2, \ldots, x_m, y_2, \ldots, y_m, z \in M \). These elements define \( U_{m-1} \) and \( V_{m-1} \) satisfying \( U_{m-1} \preceq_{KD} V_{m-1} \) by induction. We have \( (V_{m-1} \cdot x_m)^\omega V_{m-1} \cdot x_m (V_{m-1} \cdot x_m)^\omega = (V_{m-1} \cdot x_m)^\omega \) and hence \( (V_{m-1} \cdot x_m)^\omega V_{m-1} \preceq (V_{m-1} \cdot x_m)^\omega \). Similarly, we see that \( V_{m-1} (y_m V_{m-1})^\omega \preceq (y_m V_{m-1})^\omega \).

It follows that \( U_m \leq V_m \) by definition of \( \preceq_{KD} \). Since this holds for arbitrary elements \( x_2, \ldots, x_m, y_2, \ldots, y_m, z \in M \), we have \( M \in [U_m \leq V_m] \).

For the other direction, let \( M \in [U_m \leq V_m] \cap DA \). Let \( x_2, \ldots, x_{m-1}, y_2, \ldots, y_{m-1}, z \in M \) be arbitrary and consider \( U_{m-1}, V_{m-1} \in M \) defined by these elements. We claim that \( U_{m-1} \preceq_{KD} V_{m-1} \). Since \( M \in DA \), Lemma 2 shows that the following two implications hold for all \( s, t \in M \):

(i) If \( s \preceq t \), then \( s \preceq U_{m-1} t \).

(ii) If \( s U_{m-1} t \preceq t \), then \( s U_{m-1} t \preceq t \).

For property \( \mathfrak{M} \) in the definition of \( \preceq_{KD} \), suppose that \( s V_{m-1} \preceq s U_{m-1} t \). Choose \( x_m, y_m \in M \) such that \( s V_{m-1} x_m = s \) and \( y_m V_{m-1} t \). Since \( M \in [U_m \leq V_m] \), we get
\[
s U_{m-1} t = s(V_{m-1} \cdot x_m)^\omega U_{m-1} (y_m V_{m-1})^\omega t \\
\leq s(V_{m-1} \cdot x_m)^\omega V_{m-1} (y_m V_{m-1})^\omega t = s V_{m-1} t.
\]
This concludes the proof of the claim \( U_{m-1} \preceq_{KD} V_{m-1} \). Therefore, we have \( M/\preceq_{KD} \in [U_{m-1} \leq V_{m-1}] \cap DA \). Induction yields \( M/\preceq_{KD} \in SI_{m-1} \). Hence, by definition of \( SI_m \), we see that \( M \in SI_m \).
This in particular shows that each $\text{Si}_m$ forms a positive variety. We now state the main result of this paper.

**Theorem 1.** Let $L \subseteq A^\omega$ be an $\omega$-regular language and let $\mu : A^* \to M$ be its syntactic homomorphism. The following properties hold:

(i) $L$ is definable in $\Sigma^2_1$ if and only if both $M \in \text{Si}_1$ and $L$ is open in the Cantor topology.

(ii) $L$ is definable in $\Sigma^2_2$ if and only if both $M \in \text{Si}_2$ and $L$ is open in the alphabetic topology.

(iii) If $m \geq 3$, then $L$ is definable in $\Sigma^2_m$ if and only if $M \in \text{Si}_m$.

The proof of Theorem 1 is given in the next section. In order to give a version of Theorem 1 for infinite words $A^\omega$, we need to introduce the respective counterparts of some definitions. For a formula $\varphi$ in first-order logic, let $L_\omega(\varphi) = \{ \alpha \in A^\omega \mid \alpha \models \varphi \}$. We have $L_\omega(\varphi) = L(\varphi) \cap A^\omega$. We say that a language $L \subseteq A^\omega$ is $\omega$-definable in a fragment $F$ if there exists $\varphi \in F$ such that $L = L_\omega(\varphi)$. The Cantor topology and the alphabetic topology have natural counterparts in $A^\omega$: a basis for the $\omega$-Cantor topology is $\{ uA^\omega \mid u \in A^* \}$ and a basis for the $\omega$-alphabetic topology is $\{ uB^\omega \mid u \in A^* \text{ and } \emptyset \neq B \subseteq A \}$. This allows us to formulate the following version of Theorem 1 for infinite words $A^\omega$ (rather than $A^\infty$).

**Corollary 1.** Let $L \subseteq A^\omega$ be an $\omega$-regular language and let $\mu : A^* \to M$ be its syntactic homomorphism. The following properties hold:

(i) $L$ is $\omega$-definable in $\Sigma^2_1$ if and only if both $M \in \text{Si}_1$ and $L$ is open in the $\omega$-Cantor topology.

(ii) $L$ is $\omega$-definable in $\Sigma^2_2$ if and only if both $M \in \text{Si}_2$ and $L$ is open in the $\omega$-alphabetic topology.

(iii) If $m \geq 3$, then $L$ is $\omega$-definable in $\Sigma^2_m$ if and only if $M \in \text{Si}_m$.

**Proof.** For (iii), there remains nothing to show because the language $A^\omega$ (as a subset of $A^\infty$) is definable in $\Sigma^2_3$. We now prove (i) and (ii). We first consider the implications from left to right. Suppose that $L = L_\omega(\varphi)$ for $\varphi \in \Sigma^2_m$. Consider $L' = L(\varphi) \subseteq A^\infty$. By Theorem 1 there exists a homomorphism $\mu' : A^* \to M'$ with $M' \in \text{Si}_m$ which recognizes $L'$. Moreover, we can assume that $\mu'$ is alphabetic (see Example 1). Using the notation $|s| = \mu'^{-1}(s)$, we have

$$L = L' \cap A^\omega = \bigcup \{ [s][e]^\omega \mid (s, e) \text{ is a linked pair and } [s][e]^\omega \cap L' \neq \emptyset \text{ and } e \neq 1 \} = \bigcup \{ [s][e]^\omega \mid (s, e) \text{ is a linked pair and } [s][e]^\omega \cap L \neq \emptyset \}$$

Moreover, $L$ is upward closed with respect to $\mu'$. Therefore, $M'$ recognizes $L$. Since $M$ is a divisor of $M'$ and since $\text{Si}_m$ is a variety, we have $M \in \text{Si}_m$. If $m = 1$, then $L'$ is open in the Cantor topology; hence, $L$ is open in the $\omega$-Cantor topology. Similarly, if $m = 2$, then $L'$ is open in the alphabetic topology; thus, $L$ is open in the $\omega$-alphabetic topology.
Next, consider the implications from right to left. Let

\[ L' = L \cup \bigcup \{ [s] \mid (s, e) \text{ is a linked pair and } [s][e]^{\omega} \cap L \neq \emptyset \} \]

By construction, \( L = L' \cap A^\omega \) and \( L' \subseteq A^\infty \) is recognized by \( M \). Moreover, if \( L \) is open in the \( \omega \)-Cantor topology, then \( L' \) is open in the Cantor topology. Similarly, if \( L \) is open in the \( \omega \)-alphabetic topology, then \( L \) is open in the alphabetic topology. Thus, by Theorem 1 there exists \( \varphi \in \Sigma^2_m \) with \( L' = L(\varphi) \). It follows that \( L_\omega(\varphi) = L(\varphi) \cap A^\omega = L' \cap A^\omega = L \).

This shows that \( L \) is \( \omega \)-definable in \( \Sigma^2_m \).

Similar to Corollary 1 in order to show that Theorem 1 implies the characterization of \( \Sigma^2_m \) over finite words, we first introduce the notion of definability for finite words. For a formula \( \varphi \) in first-order logic, let \( L_*(\varphi) = \{ \alpha \in A^* \mid \alpha \models \varphi \} \). Note that \( L_*(\varphi) = L(\varphi) \cap A^* \).

We say that a language \( L \subseteq A^* \) is \( * \)-definable in a fragment \( F \) if there exists \( \varphi \in F \) such that \( L = L_*(\varphi) \).

**Corollary 2** (Fleischer, Kufleitner, Lauser [11]). A language \( L \subseteq A^* \) is \( * \)-definable in \( \Sigma^2_m \) if and only if its syntactic homomorphism \( \mu : A^* \to M \) satisfies \( M \in \text{Si}_m \).

**Proof.** There is nothing to show for \( m \geq 2 \) because the language \( A^* \) (as a subset of \( A^\infty \)) is definable in \( \Sigma^2_2 \). Therefore, we only consider the case \( m = 1 \). Here, the characterization is well-known; see e.g. [9]. For completeness, we show how to derive it from the result for \( A^\infty \) using standard techniques.

For the implication from left to right, suppose that \( L = L_*(\varphi) \) for \( \varphi \in \Sigma^2_1 \). Consider \( L' = L(\varphi) \subseteq A^\infty \). By Theorem 1, there exists a homomorphism \( \mu' : A^* \to M' \) with \( M' \in \text{Si}_1 = [1 \leq z] \) which recognizes \( L' \). Moreover, we can assume that \( \mu' \) is alphabetic (see Example 1). Using the notation \( [s] = \mu'^{-1}(s) \), we have \( [s] = [s][1, 0]^{\omega} \) and thus

\[ L = L' \cap A^* = \bigcup_{[s] \cap L' \neq \emptyset} [s] = \bigcup_{[s] \cap L \neq \emptyset} [s] \]

This shows that \( L \) is recognized by \( M' \in [1 \leq z] \). Since \( M \) divides \( M' \), it follows that \( M \in [1 \leq z] \).

For the implication from right to left, suppose that \( M \in [1 \leq z] \). Let \( L' = L A^\infty \). We have \( \mu(u) = \mu(v) \cdot 1 \leq \mu(u) \mu(v) = \mu(uv) \) for all \( u, v \in A^* \). Therefore, if \( u \in L \), then by upward closure we have \( uv \in L \) for all \( v \in A^* \). This shows that \( L = L A^* \). Therefore, \( L = L' \cap A^* \) and \( L' = \bigcup \{ [s][e]^{\omega} \mid (s, e) \text{ is a linked pair and } [s] \cap L \neq \emptyset \} \); in particular, \( L' \) is open in the Cantor topology and recognized by \( M \). By Theorem 1 there exists \( \varphi \in \Sigma^2_2 \) such that \( L' = L(\varphi) \). By construction of \( L' \), we have \( L = L_*(\varphi) \).

Since the syntactic homomorphism is effectively computable from all major presentations of \( \omega \)-regular languages (e.g., automata, \( \omega \)-regular expressions or MSO logic), Theorem 1 together with the decidability of the two topologies gives the following corollary. Similar results hold for \( A^* \) and \( A^\omega \).

**Corollary 3.** For all \( m \geq 1 \), it is decidable whether a given language \( L \subseteq A^\infty \) is definable in \( \Sigma^2_m \).
4 Decidability of $\Sigma^2_m$

This section is devoted to the proof of Theorem 1. Every $\text{FO}^2$ definable language over finite words is definable in $\Sigma^2_2$; see [23]. Over infinite words, this inclusion still holds for the languages which are open in the alphabetic topology [22]. In particular, this inclusion (relative to the open sets of the alphabetic topology) holds for all fragments $\Sigma^2_m$. For $m = 1$ however, the fragments $\Sigma^2_1$ and $\Sigma_1$ have the same expressive power. The corresponding characterizations over $A^*$ and $A^\omega$ are well known; see e.g. [6, 18]. For completeness we give a self-contained proof for the characterization of $\Sigma^2_1$ and, hence, of $\Sigma_1$ over $A^\omega$.

Proof of Theorem 1. First, assume that the syntactic monoid of $L$ is in $[1 \leq z]$ and that $L$ is open in the Cantor topology. Let $U$ be the set of finite words in $L$. Since $L$ is open, every word $\alpha \in L$ has a finite prefix $u \in L$. Thus, $L = U A^\infty$. According to Higman’s Lemma (see e.g. [8, Theorem 6.13]), there exists a finite set of words $u_1, \ldots, u_k \in U$ which are minimal with respect to the subword relation, i.e., every word $u \in U$ has some $u_i$ as a subword. Therefore, every word in $L$ has some $u_i$ as a subword. Conversely, if $\alpha$ has some $u_i$ as a subword, then $\alpha \in L$ because the syntactic monoid satisfies $1 \leq z$. For $u = a_1 \cdots a_\ell$, let $\varphi_u$ be the formula

$$\exists x (\lambda(x) = a_1 \land \exists y (x < y \land \lambda(y) = a_2 \land \exists x (y < x \land \lambda(x) = a_3 \land \exists y (\cdots )))$$

We have $\alpha \models \varphi_u$ if and only if $u$ is a subword of $\alpha$. It follows that $L$ is defined by the $\Sigma^2_1$-formula $\bigvee_i \varphi_u$.

For the other direction, we first note that the language is $\omega$-regular since it is, in particular, definable in FO$^2$. Furthermore, for every $\Sigma^2_1$-formula $\varphi$ we have that $x y w^\omega \models \varphi$ implies $x y w^\omega \models \varphi$, and $x y^\omega \models \varphi$ implies $x (y^\omega)^\omega \models \varphi$. So we have $1 \leq z$ in the syntactic monoid. Finally, every word $\alpha$ satisfying $\varphi \in \Sigma^2_1$ has a finite prefix $u$ with $u \models \varphi$ and hence $\alpha \in u A^\omega \subseteq L(\varphi)$. Therefore, $L(\varphi)$ is open in the Cantor topology.

□

4.1 From Logic to Algebra

The proofs of both (3) and (4) in Theorem 1 use similar techniques which are introduced below. The direction from logic to algebra relies on EF games. The following lemma introduces a standard technique for EF games; it shows that winning strategies behave well with respect to both finite and infinite concatenation.

Lemma 13. Let $A$ be an alphabet and let $u, v \in A^*$ and $\alpha, \beta \in A^\omega$. Suppose that Duplicator has winning strategies for $\Sigma^2_{m,n}(u, v)$ and $\Sigma^2_{m,n}(\alpha, \beta)$. Then Duplicator has a winning strategy for $\Sigma^2_{m,n}(u \alpha, v \beta)$. Similarly, if $u_1, u_2, u_3, \ldots$ and $v_1, v_2, v_3, \ldots$ are sequences of finite words such that Duplicator has a winning strategy for $\Sigma^2_{m,n}(u_i, v_i)$ for all $i$, then Duplicator also has a winning strategy for $\Sigma^2_{m,n}(u_1 v_2 v_3 \cdots, v_1 v_2 v_3 \cdots)$.

Proof. If Duplicator has a winning strategy for $\Sigma^2_{m,n}(\alpha, \beta)$, then this winning strategy also works for all games $\Sigma^2_{m',n'}(\alpha, \beta)$ with $m' \leq m$ and $n' \leq n$; similarly, Duplicator also wins $\Sigma^2_{m',n'}(\beta, \alpha)$ for all $m' < m$ and $n' \leq n$ by applying this strategy.

Therefore, if Duplicator wins both $\Sigma^2_{m,n}(u, v)$ and $\Sigma^2_{m,n}(\alpha, \beta)$, then she also wins the game $\Sigma^2_{m,n}(u \alpha, v \beta)$ by applying the following strategy: Whenever Spoiler makes a move on either $u$ or $v$, then Duplicator responds according to her strategy for $\Sigma^2_{m,n}(u, v)$; and if
Spoiler makes a move on either $\alpha$ or $\beta$, then Duplicator responds according to her strategy for $\Sigma_{m,n}^2(\alpha, \beta)$. Note that Spoiler has no advantage by changing between the words on the left $u, v$ and the words on the right $\alpha, \beta$ because all left positions are smaller than all right positions. Therefore, the relative orders of the $x$- and the $y$-pebbles are identical if they are placed on different sides (left or right) such that the sides are the same for both players.

The second part of the lemma is similar: Duplicator wins by applying the winning strategy for the game $\Sigma_{m,n}^2(u_i, v_i)$ whenever Spoiler made his last move within $u_i$ or $v_i$.

Suppose that Duplicator has a winning strategy for $\Sigma_{m,n}^2(u, v)$. The last part of Lemma 13 implies that she has a winning strategy for $\Sigma_{m,n}^2(u^\omega, v^\omega)$.

**Lemma 14.** Let $m \geq 2$, $n \geq 1$ and let $u, v \in A^*$. If Duplicator has a winning strategy for $\Sigma_{m-1,n}^2(u, v)$, then she has a winning strategy for $\Sigma_{m,n}^2(p^n u q^n, p^n v q^n)$ for all $p, q \in A^*$ such that $\text{alph}(v) \subseteq \text{alph}(p) \cap \text{alph}(q)$.

**Proof.** Both words $p^n u q^n$ and $p^n v q^n$ have a $p$-block $p^n$ on the left and a $q$-block $q^n$ on the right; the center is either $u$ or $v$. By Lemma 13 there exists a winning strategy for Duplicator for $\Sigma_{m-1,n}^2(p^n u q^n, p^n v q^n)$ such that whenever Spoiler places a pebble in one of the blocks, then Duplicator copies the move in the same block of the other word; if Spoiler places his pebble in the center, then Duplicator responds according to her strategy for $\Sigma_{m-1,n}^2(u, v)$.

We now describe Duplicators winning strategy for the remaining game. We can assume that Spoiler never moves the same pebble twice in a row (otherwise, Duplicator could simply respond as if Spoiler had not made the first of the two moves). Without loss of generality, we assume that Spoiler makes his remaining moves on $p^n v q^n$; the proof for the other word is similar since $u \leq \Sigma_{m-1,n}^2 v$ yields $\text{alph}(u) \subseteq \text{alph}(v)$ and thus $\text{alph}(u) \subseteq \text{alph}(p) \cap \text{alph}(q)$.

The remaining game is played in rounds, starting with round 1. By abuse of notation, we say that round 0 is the situation after Duplicator played her winning strategy for the game $\Sigma_{m-1,n}^2(p^n u q^n, p^n v q^n)$. We show that Duplicator has a winning strategy for the remaining game which, after every round, satisfies the following invariant: If, in round $k$, Spoiler places his pebble on position $i$ and Duplicator places her pebble on position $j$, then we require that:

(a) If $i \leq |p^{n-k}|$, then $j = i$.

(b) If $|p^{n-k}| < i \leq |p^n|$, then $|p^{n-k}| < j \leq i$.

(c) If $|p^n| < i \leq |p^n v|$, then $|p^{n-k}| < j \leq |p^n u q^k|$.

(d) If $|p^n v| < i \leq |p^n v q^k|$, then $i - |v| + |u| \leq j \leq |p^n v q^k|$.

(e) If $i > |p^n v q^k|$, then $i - |v| + |u| = j$.

In other words, outside the central factors $p^k u q^k$ and $p^k v q^k$, Duplicator always copies Spoiler’s move; and within these factors, Duplicator never moves her pebble closer to the center $u$ than Spoiler to $v$. Note that the invariant is satisfied after round 0.

Consider the round $k > 0$ and suppose that the pebbles in the previous round were placed on position $i'$ in $p^n v q^n$ and position $j'$ in $p^n u q^n$ such that the invariant for round $k - 1$ is satisfied (or that no pebbles have yet been placed). We can assume that Spoiler places his
pebble on position \(i\) with \(i < i'\). (The case \(i > i'\) is symmetric and the case \(i = i'\) is trivially answered by \(j = j'\); if the positions \(i'\) and \(j'\) do not exist because no pebbles have yet been placed, then we can ignore the verification of \(j < j'\) in the description of the strategy below.) We distinguish three cases:

\[
\begin{align*}
(i) & \quad i \leq |p^{n-k}| \\
(ii) & \quad |p^{n-k}| < i \leq |p^n v| \\
(iii) & \quad |p^n v| < i
\end{align*}
\]

In case (i), Duplicator moves her pebble to the position \(j = i\) on the word \(p^n u q^n\). In both cases \(i' \leq |p^{n-k+1}|\) and \(i' > |p^{n-k+1}|\), we have \(j < j'\) (either because \(j = i < i' = j'\) or because \(j < |p^{n-k+1}| < j'\), respectively). Therefore, this is a legal move for Duplicator. Moreover, this choice of \(j\) trivially satisfies the invariant.

In case (ii), Duplicator moves her pebble to the leftmost position \(j > |p^{n-k}|\) in \(p^n u q^n\) which has the same label as \(i\). Such a position exists since \(\text{alphabet}(v) \subseteq \text{alphabet}(p)\). Note that \(j \leq |p^{n-k+1}|\) and \(j \leq i\). In particular, the invariant for round \(k\) is satisfied. To show that this choice of \(j\) yields a legal move for Duplicator, we again need to distinguish the two cases \(i' \leq |p^{n-k+1}|\) and \(i' > |p^{n-k+1}|\). In both cases, we see that \(j < j'\) (either because \(j \leq i < i' = j'\) or because \(j \leq |p^{n-k+1}| < j'\), respectively).

Finally, we consider case (iii). Duplicator chooses \(j = i - |v| + |u|\). Then \(j < i' - |v| + |u| \leq j'\). Thus, this yields a legal move for Duplicator which satisfies the invariant.

This shows that Duplicator has a winning strategy for at least \(n\) rounds in the remaining game.

By Lemma 13 the relation \(\leq_{\Sigma_{m,n}^2}\) is a stable partial order on \(A^*\) for all \(m, n\). We consider the monoid \(N_{m,n} = A^* / \leq_{\Sigma_{m,n}^2}\). It is a standard result from finite model theory that there are only finitely many inequivalent formulae in \(\Sigma_{m,n}^2\); see e.g. [23, Prop. IV.1.1]. Thus, \(N_{m,n}\) is finite. The next lemma shows that \(N_{m,n}\) recognizes all languages definable in \(\Sigma_{m,n}^2\). Note that this is non-trivial because we consider languages in \(A^\infty\) while \(N_{m,n} = A^* / \leq_{\Sigma_{m,n}^2}\) only considers equivalence over finite words.

**Lemma 15.** If \(L\) is definable in \(\Sigma_{m,n}^2\), then \(N_{m,n}\) recognizes \(L\).

**Proof.** Suppose that \(L = L(\varphi)\) for \(\varphi \in \Sigma_{m,n}^2\), and let \(\nu : A^* \rightarrow N_{m,n}\) be the natural projection. Let

\[
P = \bigcup \{[s][e]^\omega \mid (s, e) \text{ is a linked pair and } [s][e]^\omega \cap L \neq \emptyset\}
\]

By Lemma 13 we see that \(P \subseteq L\) and that \(L\) is upward closed. It remains to show that \(L \subseteq P\). Consider a word \(\alpha \in L\). There exists a linked pair \((s, e)\) over \(N_{m,n}\) such that \(\alpha \in [s][e]^\omega\). In particular, we have \(\alpha \in [s][e]^\omega \cap L \neq \emptyset\). By definition of \(P\), we have \([s][e]^\omega \subseteq P\) and, hence, \(\alpha \in P\).

**Lemma 16.** For every \(n, m \in \mathbb{N}\), we have \(N_{m,n} \in [U_m \leq V_m]\).
Proof. We proceed by induction on $m$. Fix $x_2,\ldots,x_m,y_2,\ldots,y_m,z \in A^*$. For an integer $k \geq 0$, let $U_{1,k} = \varepsilon$, $V_{1,k} = z$ and

$$U_{i,k} = (V_{i-1,k} x_i)^k U_{i-1,k} (y_i V_{i-1,k})^k$$
$$V_{i,k} = (V_{i-1,k} x_i)^k V_{i-1,k} (y_i V_{i-1,k})^k$$

In other words, $U_{i,k}$ and $V_{i,k}$ are the $\omega$-terms $U_i$ and $V_i$, respectively, with words substituted for the variables and the formal $\omega$-powers replaced by the integer $k$. We claim that $U_{m,k} \leq_{\Sigma^2_m} V_{m,k}$ for all $k \geq n$. This holds for $m = 1$ because Spoiler cannot make any moves on $U_{1,k} = \varepsilon$. Next, assume that the claim holds for $m - 1$. Then Duplicator has a winning strategy for $\Sigma^2_{m-1,n}(U_{m-1,k}, V_{m-1,k})$. By Lemma [14] she has a winning strategy for $\Sigma^2_{m,n}(U_{m,k}, V_{m,k})$. Thus, $U_{m,k} \leq_{\Sigma^2_m} V_{m,k}$ as desired.

Let $\nu : A^* \rightarrow N_{m,n}$ be the natural projection and let $k \geq n$ be a multiple of $\omega N_{m,n}$. Suppose that $u = I(U_m)$ and $v = I(V_m)$ for some interpretation $I$ of $\omega$-terms. We can choose words $x_2,\ldots,x_m,y_2,\ldots,y_m,z \in A^*$ such that $u = \nu(U_{m,k})$ and $v = \nu(V_{m,k})$. Since $U_{m,k} \leq_{\Sigma^2_m} V_{m,k}$, we have $u \leq v$ in $N_{m,n}$. Hence, $N_{m,n} \in [U_m \leq V_m]$. \qed

We can now combine the previous lemmas to obtain the direction from logic to algebra in Theorem [1].

Proposition 2. If $L \subseteq A^\omega$ is definable in $\Sigma^2_m$, then the syntactic monoid of $L$ is in $\mathbf{Si}_m$.

Proof. Let $M$ be the syntactic monoid of $L$. By Lemma [15] there exists $n$ such that $L$ is recognized by $N_{m,n}$. By Lemma [16] we have $N_{m,n} \in [U_m \leq V_m]$. Hence, $M \in [U_m \leq V_m]$. Since $L$ is definable in FO$^2$, we have $M \in \mathbf{DA}$; see [7]. By Proposition [1] we conclude $M \in \mathbf{Si}_m$. \qed

4.2 From Algebra to Logic

We now turn to the other direction, where we will use two lemmas, Lemma [17] and [18], which are adaptations of a lemma used in the finite case. We consider two words $\alpha \leq_{\Sigma^2_m} \beta$ for a particular $n$, and give useful factorizations for these words. The novelty in our adaptation is the treatment of the infinite part. A key element for this is the concept of a last finitely occurring letter. Whenever $m \geq 3$, formulae of the form

$$\exists x (\lambda(x) = a \land \neg \exists y : y > x \land \lambda(y) \in B)$$

and negations thereof show that the last finitely occurring letter and the imaginary alphabet are the same in $\alpha, \beta$ as soon as $\alpha \leq_{\Sigma^2_m} \beta$. Here, $\lambda(y) \in B$ is a macro for $\bigvee_{b \in B} \lambda(y) = b$. However, if $m = 2$, we cannot rely on this property.

The proof of Lemmas [17] and [18] will use so-called $R$- and $L$-factorizations, which we will now define. These are standard concepts for finite words; see e.g. [16]. Here we introduce some generalizations. First we define a suitable $L$-factorization for $A^\omega$. This is done by starting the factorization at the last finitely occurring letter.

Consider a homomorphism $\mu : A^* \rightarrow M$. Let $\alpha = u\alpha'$ where $u$ is the shortest prefix such that $\text{im}(\alpha) = \text{alph}(\alpha')$. There exists a linked pair $(s,e)$ over $M$ such that $\alpha' \in [s][e]^{\omega}$. The $L$-factorization of $\alpha$ is the unique factorization $u_1 b_1 \ldots u_n b_n \alpha'$ with $u = u_1 b_1 \ldots u_n b_n$ where
\( b_n \) is the last finitely occurring letter of \( \alpha \) (we have \( u = \varepsilon \) if such a letter does not exist), \( \mu(u_n b_n)s \mathcal{L} \mu(b_n)s \) and
\[
\mu(u_i b_i u_{i+1} \ldots u_n b_n)s \mathcal{L} \mu(b_i u_{i+1} \ldots u_n b_n)s \leq \mathcal{L} \mu(u_{i+1} \ldots u_n b_n)s
\]
for all \( 1 \leq i \leq n-1 \). In order to see that this factorization is well defined, we want to show that it does not depend on the choice of \((s,e)\). For this, assume that \( \alpha \in [t][f]^\omega \) for a linked pair \((t,f)\). This implies \((s,e) \sim (t,f)\); see e.g. [18 Corollary II.2.9]. Thus, there exists \( x \) such that \( t = s x \). If \( u \mathcal{L} s \), there exists \( v \) such that \( v w s = s \). Multiplying to the right by \( x \) shows \( v w t = t \) and, thus, \( w t \mathcal{L} t \). In particular, for all \( w \) we have \( u w \mathcal{L} s \) if and only if \( w t \mathcal{L} t \). This shows that the relations above do not depend on \( s \), making the \( \mathcal{L} \)-factorization well defined. Note that for finite words (with the possible exception of \( b_n \)) this definition coincides with the usual \( \mathcal{L} \)-factorization.

Consider a homomorphism \( \mu : A^* \rightarrow M \in \mathbf{DA} \). We construct the \( \mathcal{R} \)-factorization for a pair of (finite or infinite) words \( (\alpha,\beta) \) with respect to \( \beta \). Over finite words, this factorization is implicitly used in [11]. We require that \( \alpha \) and \( \beta \) have the same subwords of length at most \( |M| \). Using the following procedure, we construct a pair of factorizations
\[
\alpha = u_1 c_1 \ldots u_n c_n \alpha' \\
\beta = v_1 c_1 \ldots v_n c_n \beta'
\]
Let it be assumed that we already have constructed the factorizations \( \alpha = u_1 c_1 \ldots u_i c_i \alpha' \) and \( \beta = v_1 c_1 \ldots v_i c_i \beta' \) (at the beginning, we would have \( i = 0 \)). If \( u_1 c_1 \ldots u_i c_i \mathcal{R} u_1 c_1 \ldots u_i c_i \mathcal{R} u_1 c_1 \ldots u_i c_i \beta' \) for every prefix \( p \) of \( \beta' \), we put \( n = i \) and are done. Note that we indeed consider prefixes of \( \beta' \) rather than \( \alpha' \). Otherwise, let \( v_{i+1} c_{i+1} \) be a prefix of \( \beta' \) such that \( u_1 c_1 \ldots u_i c_i \mathcal{R} u_1 c_1 \ldots u_i c_i \beta' \). Let \( u_{i+1} \) be the longest prefix of \( \alpha' \) such that \( c_{i+1} \) is not in \( \text{alph}(u_{i+1}) \). Note that \( c_{i+1} \in \text{alph}(\alpha') \) because the subword \( c_1 \ldots c_{i+1} \) occurs in \( \beta \) and hence in \( \alpha \). Therefore, we obtain a new marker \( c_{i+1} \) for both factorizations, and we continue the procedure with \( \alpha = u_1 c_1 \ldots u_i c_i u_{i+1} c_i c_{i+1} \alpha'' \) and \( \beta = v_1 c_1 \ldots v_i c_i v_{i+1} c_{i+1} \beta'' \). By Lemma 2, we have \( u_1 c_1 \ldots u_i c_i \mathcal{R} v_1 c_1 \ldots v_i c_i u_{i+1} c_{i+1} \). Thus the above construction will end, since the number of \( \mathcal{R} \)-classes is finite. In particular, \( n < |M| \). Again by Lemma 2, the resulting factorization satisfies \( c_i \notin \text{alph}(v_i) \) for all \( 1 \leq i \leq n \). In particular, the position of \( c_i \) in the factorization of both \( \alpha \) and \( \beta \) is the defined by the first occurrence of the subword \( c_1 \ldots c_i \). Similarly \( b_i \notin \text{alph}(u_{i+1}) \) for the \( \mathcal{L} \)-factorization above, making it the last occurrence of the subword \( b_1 \ldots b_n \) in \( \alpha \). In both these factorizations, the positions \( n_i \) corresponding to the \( b_j \) and \( c_i \) are called markers.

We now have everything we need to prove the following lemma. Note that it is \( v_i \) and not \( u_i \) in property (1) below.

**Lemma 17.** Let \( m \geq 2 \), \( n \geq 0 \) and let \( \mu : A^* \rightarrow M \in \mathbf{Si}_m \) be a homomorphism. Let \( \alpha,\beta \in A^\infty \) with \( \text{im}(\alpha) = \text{im}(\beta) \) and \( \alpha \leq_{\Sigma^2_{m,n+2|M|}} \beta \). Then there exist factorizations
\[
\alpha = u_1 a_1 \ldots u_k a_k \alpha' \\
\beta = v_1 a_1 \ldots v_k a_k \beta'
\]
with \( a_i \in A \) and \( \text{alph}(\alpha') = \text{im}(\alpha) = \text{alph}(\beta') \) such that the following properties hold:

(i) \( \alpha' \leq_{\Sigma^2_{m-1,n}} \beta' \) and \( u_i \leq_{\Sigma^2_{m-1,n}} v_i \) for all \( 1 \leq i \leq k \).
(ii) \(\mathcal{R} \mu(v_1)\) and \(\mu(u_1a_1 \cdots u_{i-1}a_{i-1}) \mathcal{R} \mu(u_1a_1 \cdots u_{i-1}a_{i-1}v_1)\) for \(1 \leq i \leq k\). Moreover, 
\(\mu(u_1a_1 \cdots u_{k}a_{k}) \mathcal{R} \mu(u_1a_1 \cdots u_{k}a_{k}w)\) for all \(w \in \text{alph}(\alpha^*)\).

(iii) For every linked pair \((t, f)\) with \(\beta' \in [t][f]'\) and for every \(1 \leq i \leq k\) we have 
\(\mu(a_1 \cdots v_k a_{k}) \mathcal{L} \mu(v_i a_1 \cdots v_k a_{k}) t\).

Proof. Let \(q_1 b_1 \ldots q_k b_k \delta\) be the \(\mathcal{L}\)-factorization of \(\beta\). Remember that \(b_k\) is the last finitely occurring letter of \(\beta\). Since \(\text{im}(\alpha) = \text{im}(\beta)\) and \(\alpha \leq^g_2 \beta\), the last finitely occurring letter of \(\alpha\) is also \(b_k\). \(\beta\) (if there were a different last finitely occurring letter \(b\) in \(\alpha\), then we could consider the \(\Sigma^2_2\) formula saying that there exists a \(b\)-position such that all greater positions are in \(\text{im}(\alpha)\)). Let \(p_1b_1 \ldots p_k b_k \gamma\) be the unique factorization of \(\alpha\) such that \(b_k\) is the last finitely occurring letter, and \(b_i \notin \text{alph}(p_{i+1})\) for \(1 \leq i \leq k' - 1\).

Let \(\alpha = \tilde{p}_1c_1 \ldots \tilde{p}_j c_j \gamma\) and \(\beta = \tilde{q}_1c_1 \ldots \tilde{q}_j c_j \delta\) be the factorizations given by the \(\mathcal{R}\)-factorization of \((\alpha, \beta)\) with respect to \(\beta\). Indeed, if \(c'_j\) occurs before \(b_i\) in \(\alpha\), then \(\alpha\) has the subword \(c_1 \cdots c_j b_1 \cdots b_{k'}\) of length less than \(2|M|\). By \(\alpha \leq^g \beta\), it is also a subword of \(\beta\), thereby showing that \(c'_j\) occurs before \(b_i\) in \(\beta\). Symmetrically (and since \(m \geq 2\)), we see that if \(c'_j\) occurs before \(b_i\) in \(\beta\), then \(\alpha\) also holds for \(\beta\). We also cannot have the situation where the position of \(c'_j\) coincides with \(b_i\) in one word but the position of \(c'_j\) is greater than the position of \(b_i\) in the other word; this is due to the subword \(c_1 \cdots c_{j-1} b_i \cdots b_{k'}\). Therefore, the markers occur in the same order in both words.

Let \(\alpha = u_1 a_1 \cdots u_{k} a_{k} \alpha'\) and \(\beta = v_1a_1 \cdots v_{k} a_{k} \beta'\) to be the combination of these factorizations. More precisely, each \(a_i\) is either one of the \(b_i\) (in which case we say that \(a_i\) is an \(\mathcal{L}\)-marker) or one of the \(c'_j\) (in which case we say that \(a_i\) is an \(\mathcal{R}\)-marker), or both. By construction, these factorizations satisfy \((a)\) and \((iii)\).

The following claims follow by repeatedly applying Lemmas \(6\) and \(8\).

\((a)\) If \(a_i\) is an \(\mathcal{R}\)-marker, then \(u_{i+1} \cdots u_k a_k \alpha' \leq^g \Sigma^2_{m,n+|M|} v_{i+1} \cdots v_k a_k \beta'\).

\((b)\) If \(a_i\) is an \(\mathcal{L}\)-marker, then \(u_1 a_1 \cdots u_i \leq^g \Sigma^2_{m,n+|M|} v_1 a_1 \cdots v_i\).

\((c)\) If \(a_i\) is an \(\mathcal{R}\)-marker and \(a_j\) is an \(\mathcal{L}\)-marker for \(i < j\), then \(u_{i+1} a_{i+1} \cdots u_j \leq^g \Sigma^2_{m,n+j-i} v_{i+1} a_{i+1} \cdots v_j\).

To show \((a)\), we distinguish between the types (\(\mathcal{R}\)-marker or \(\mathcal{L}\)-marker) of \(a_{i-1}\) and \(a_i\).

- If \(a_{i-1}\) and \(a_i\) are both \(\mathcal{R}\)-markers, we use Claim \((a)\) and a final application of Lemma \(6\).

- If \(a_{i-1}\) and \(a_i\) are both \(\mathcal{L}\)-markers, we use Claim \((b)\) and a final application of Lemma \(8\).

- If \(a_{i-1}\) is an \(\mathcal{R}\)-marker and \(a_i\) is an \(\mathcal{L}\)-marker, we use Claim \((a)\).

- If \(a_{i-1}\) is an \(\mathcal{L}\)-marker and \(a_i\) is an \(\mathcal{R}\)-marker, then we proceed in two steps. First, we use Claim \((a)\) to get a factor \(p a_{i-1} u_i a_i q\) of \(\alpha\) and a factor \(p' a_{i-1} v_i a_i q'\) of \(\beta\) such that \(a_i \notin \text{alph}(p a_{i-1} u_i) \cup \text{alph}(p' a_{i-1} v_i)\), \(a_{i-1} \notin \text{alph}(u_i a_i q) \cup \text{alph}(v_i a_i q')\) and \(p a_{i-1} u_i a_i q \leq \Sigma^2_{m,n} p' a_{i-1} v_i a_i q'\). This allows us to use Lemma \(7\) to conclude \(u_i \leq \Sigma^2_{m-1,n} v_i\).

If \(a_k\) is an \(\mathcal{R}\)-marker, then \(\alpha' \leq \Sigma^2_{m,n} \beta'\) by Claim \((a)\). If \(a_k\) is an \(\mathcal{L}\)-marker, then \(a_k \notin \text{alph}(\alpha') = \text{alph}(\beta')\) and, hence, \(\alpha' \leq \Sigma^2_{m-1,n} \beta'\) follows by Lemma \(8\). \(\square\)
Lemma 18. Let \( n \geq 0 \) and let \( \mu : A^* \to M \in S_{i_2} \) be a homomorphism. Let \( \alpha, \beta \in A^\infty \) with \( \text{im}(\alpha) \neq \text{im}(\beta) \) and \( \alpha \leq \sum_{2, n+2|\gamma|}^2 \beta \). Then \( \text{im}(\beta) \not\subseteq \text{im}(\alpha) \) and there exist factorizations
\[
\alpha = u_1a_1 \cdots u_ka_k\alpha' \\
\beta = v_1a_1 \cdots v_ka_kv_{k+1}a_{k+1}\beta'
\]
with \( a_i \in A \) and \( \text{alph}(a_{k+1}\beta') \subseteq \text{alph}(\alpha') = \text{im}(\alpha) \) such that the following properties hold:

(i) \( \alpha' \leq \sum_{1,n}^2 v_{k+1} \) and \( u_i \leq \sum_{1,n}^2 v_i \) for all \( 1 \leq i \leq k \).

(ii) \( 1 \mathcal{R} \mu(v_1) \) and \( \mu(u_1a_1 \cdots u_{i-1}a_{i-1}v_i) \mathcal{R} \mu(u_1a_1 \cdots u_{i-1}a_{i-1}v_i) \) for \( 1 \leq i \leq k \). Moreover, \( \mu(u_1a_1 \cdots u_ka_k) \mathcal{R} \mu(u_1a_1 \cdots u_ka_kw) \) for all \( w \in \text{alph}(\alpha')^* \).

(iii) For every linked pair \((t, f)\) with \( \beta' \in [t][f]^\omega \) and for every \( 1 \leq i \leq k+1 \) we have \( \mu(a_i \cdots v_{k+1}a_{k+1})t \mathcal{L} \mu(v_i a_i \cdots v_{k+1}a_{k+1})t \).

Proof. It is easy to see that \( \text{alph}(\alpha) = \text{alph}(\beta) \). If \( a \in \text{alph}(\alpha) \) occurs only finitely often in \( \alpha \), then \( \alpha \) satisfies the formula
\[
\exists x : \lambda(x) = a \land \neg \exists y : x < y \land \lambda(y) = a
\]
which says that there exists a last occurrence of the letter \( a \). Since \( \alpha \leq \sum_{2, n+2|\gamma|}^2 \beta \), the word \( \beta \) also satisfies the above formula, thereby showing that \( a \) occurs only finitely often in \( \beta \). This shows that \( \text{alph}(\alpha) \setminus \text{im}(\alpha) \) is a subset of \( \text{alph}(\beta) \setminus \text{im}(\beta) \). Hence, \( \text{im}(\alpha) \neq \text{im}(\beta) \) yields \( \text{im}(\beta) \not\subseteq \text{im}(\alpha) \).

Let \( a \) be the last finitely occurring letter of \( \alpha \) (if it exists). Let \( \beta = q_1b_1 \cdots q_\ell b_\ell \delta \) be the \( \mathcal{L} \)-factorization of \( \beta \), but if the last occurrence of \( a \) in \( \beta \) is not a marker of the \( \mathcal{L} \)-factorization, then we additionally include this last occurrence of \( a \) as a marker in the factorization. Let \( b_k' \) be the last occurrence of \( a \) in \( \beta \) (if there is no last finitely occurring letter \( a \) in \( \alpha \), then we can imagine that \( k' = 0 \) and \( b_0 = \varepsilon \)). Let \( \alpha = p_1b_1 \cdots p_\ell b_\ell \gamma \) be the unique factorization of \( \alpha \) such that \( b_k' \notin \text{alph}(\gamma) \) and \( b_i \notin \text{alph}(p_{i+1}) \) for \( 1 \leq i < k' \). Let \( b \in \text{im}(\alpha) \) and \( c \notin \text{im}(\alpha) \). Then \( \alpha \), and hence \( \beta \), satisfies the following formulae
\[
\varphi_b = \exists x : \lambda(x) = b_k' \land (\forall y : y \leq x \lor \lambda(y) = b_k') \land (\exists y : x < y \land \lambda(y) = b) \\
\varphi_c = \exists x : \lambda(x) = b_k' \land (\forall y : y \leq x \lor \lambda(y) = b_k') \land (\forall y : y \leq x \land \lambda(y) = c).
\]
This shows that \( \text{alph}(p_{k'+1}b_{k'+1} \cdots p_\ell b_\ell \delta) = \text{im}(\alpha) \). In particular, we have \( k' < \ell \) (i.e., \( p_{k'+1}b_{k'+1} \cdots p_\ell b_\ell \) is nonempty) because \( \text{alph}(\delta) = \text{im}(\beta) \not\subseteq \text{im}(\alpha) \). Furthermore, there are infinitely many occurrences of the letters \( b_{k'+1}, \ldots, b_\ell \) in \( \gamma \).

Let \( \alpha = \tilde{p}_1c_1 \cdots \tilde{p}_jc_j \gamma \) and \( \beta = \tilde{q}_1c_1 \cdots \tilde{q}_jc_j \delta \) be the factorizations given by the \( \mathcal{R} \)-factorization of \( (\alpha, \beta) \) with respect to \( \beta \). We can use the same argument as in Lemma 17 to conclude that the markers \( b_i \) for \( 1 \leq i \leq k' \) and the markers \( c_i \) for \( 1 \leq i \leq j \) occur in the same order in both \( \alpha \) and \( \beta \). Moreover, the marker \( b_{k'+1} \) occurs to the right of \( c_j \) in \( \beta \) because \( c_1 \cdots c_j b_{k'+1} \cdots b_\ell \) is a subword of \( \alpha \) and, hence, of \( \beta \). Let \( \alpha = u_1a_1 \cdots u_ka_k\alpha' \) be the factorization of \( \alpha \) at all markers \( b_i \) for \( 1 \leq i \leq k' \) and all markers \( c_i \) for \( 1 \leq i \leq j \); these markers define the letters \( a_i \). Similarly, let \( \beta = v_1a_1 \cdots v_ka_kv_{k+1}a_{k+1}\beta' \) be the factorization of \( \beta \) at all markers \( b_i \) for \( 1 \leq i \leq k+1 \) and all markers \( c_i \) for \( 1 \leq i \leq j \); since \( b_{k'+1} \) occurs after \( c_j \), we have \( a_k+1 = b_{k'+1} \). These factorizations satisfy properties (17) and (18) by construction.
By choice of $b_{k'}$, we have $\text{alph}(\alpha') = \text{im}(\alpha') = \text{im}(\alpha)$ and $\text{alph}(a_{k+1}\beta') \subseteq \text{alph}(\alpha')$. Repeatedly applying Lemma 9 yields

$$u_1a_1\ldots u_ka_ka_{k+1} \leq_{\Sigma_{m,n+2|M|+k'-\ell}} v_1a_1\ldots v_ka_kv_{k+1}. \quad (1)$$

Since the rightmost $L$-marker of these two words is the last occurrence of this letter in both words, we get invariants similar to (m), (n) and (o) from the proof of Lemma 17. Thus we get $u_i \leq_{\Sigma_{m,n}} v_i$ for all $1 \leq i \leq k$ by the same argument as in the proof of that lemma. Finally, we get $\alpha \leq_{\Sigma_{m,n}} v_{k+1}$ by applying Lemma 8 to the words in Equation (1) using the $L$-marker $b_{k'}$, possibly followed by multiple applications of Lemma 6 for eliminating the $R$-markers to the right of $b_{k'}$.

We prove that for every language $L$ recognized by a monoid in $\text{Si}_m$, there exists $n$ satisfying the following implication: if $\alpha \leq_{\Sigma_{m,n}} \beta$ for $\text{im}(\alpha) = \text{im}(\beta)$ and if $\alpha \in L$, then $\beta \in L$. Since the infinite alphabets always agree when $m \geq 3$, this is enough to prove the remaining parts of Theorem 1 in these cases. The case $m = 2$ and $\text{im}(\alpha) \neq \text{im}(\beta)$ is more involved.

**Lemma 19.** Let $\mu : A^* \to M \in \text{Si}_m$ for $m \geq 1$. Then there exists $n$ such that $\leq_{\Sigma_{m,n}}^{\Sigma_{2}}$ has the following property: If two words $\alpha, \beta \in A^\infty$ with $\text{im}(\alpha) = \text{im}(\beta)$ satisfy $\alpha \leq_{\Sigma_{m,n}}^{\Sigma_{2}} \beta$, then all linked pairs $(s,e), (t,f)$ in $M$ with $\alpha \in [s][e]^\omega$ and $\beta \in [t][f]^\omega$ satisfy $(s,e) \leq (t,f)$.

**Proof.** We proceed by induction on $m$. Consider the base case $m = 1$. By Theorem 11, there exists $n$ such that every open language recognized by $\mu$ is defined by a formula in $\Sigma_{1}^\omega$ of depth at most $n$. Consider $\alpha, \beta \in A^\infty$ with $\text{im}(\alpha) = \text{im}(\beta)$ and $\alpha \leq_{\Sigma_{1,n}}^{\Sigma_{2}} \beta$. Suppose that $(s,e)$ and $(t,f)$ are linked pairs in $M$ with $\alpha \in [s][e]^\omega$ and $\beta \in [t][f]^\omega$. Since $\Sigma_{1}^\omega$-definable languages are open in the Cantor topology, we can choose a sufficiently long prefix $u$ of $\alpha$ such that the factorization $\alpha = u\alpha'$ satisfies

- $u \in A^*$ satisfies the same sentences in $\Sigma_{1,n}^2$ as $\alpha$,
- $\text{im}(\alpha) = \text{alph}(\alpha')$, and
- $u \in [s]$ and $\alpha' \in [e]^\omega$

Similarly, let $\beta = v\beta'$ such that

- $v \in A^*$ satisfies the same sentences in $\Sigma_{1,n}^2$ as $\beta$,
- $\text{im}(\beta) = \text{alph}(\beta')$, and
- $v \in [t]$ and $\beta' \in [f]^\omega$

In particular, $u \leq_{\Sigma_{1,n}^2}^v v$. Consider the language $L = \bigcup_{s \leq \beta} [r]A^\infty$; it is open and recognized by $M$. Now, $u \in L$ yields $v \in L$. Thus, there exists $r \in M$ with $s \leq r$ and $v \in [r]A^\infty$. Hence, there exists $z \in M$ with $t = rz$. We conclude that $s \leq r \leq rz = t$. The inequality $r \leq rz$ follows by $M \in \text{Si}_1 = [1 \leq z]$. In addition, $e \leq ef$ and $f \leq efe$ by $M \in \text{Si}_1$. Since $\text{im}(\alpha) = \text{im}(\beta)$, Lemma 11 yields $efe = f$ and $efe = e$. Thus $e = f$. This shows that $(s,e) = (s,f) \leq (t,f)$ and in particular $(s,e) \leq (t,f)$.

Let now $m \geq 2$. Let $\pi : M \to M/\leq_{\text{KD}}$ be the canonical projection and let $\mu' = \pi \circ \mu$. Note that $\mu' : A^* \to M/\leq_{\text{KD}} \in \text{Si}_{m-1}$. By induction, there exists an integer $n'$ satisfying
the claim of the lemma for $\mu'$. Let $n = n' + 2|M|$, and let $\alpha$ and $\beta$ be as in the statement of the lemma. Lemma 17 yields factorizations $\alpha = u_1a_1 \cdots u_ka_k\beta'$ and $\beta = v_1a_1 \cdots v_k\beta'$. Let $u = u_1a_1 \cdots u_ka_k, v = v_1a_1 \cdots v_k\beta, and let $\alpha' \in [s'[e] \omega$ and $\beta' \in [t'[f] \omega$ for linked pairs $(s',e), (t',f)$ with $s = \mu(u)s'$ and $t = \mu(v)t'$.

We have $\text{im}(\alpha') = \text{im}(\alpha) = \text{im}(\beta)$ and $\alpha' \leq \alpha_{m-1,\alpha'} \alpha'_{\beta'} \text{ by Lemma 17}$. By choice of $n'$, there exists $r' \in M$ such that $(\pi(s'),\pi(e)) \sim (\pi(r'),\pi(f)) \leq (\pi(t'),\pi(f))$; in particular, we have $r' \preceq_{\text{KD}} t'$. Since $\text{alph}(\beta') = \text{im}(\beta')$, there exist representatives $t \in [t'[f], f \in [f]$ such that $\text{alph}(h) \subseteq \text{alph}(f)$. We thus have $t'f = f$ by Lemma 1. In particular, we have $t' \in L$. By Lemma 17, we have $\mu(u)t' \in \mathcal{R}\mu(u)$. It follows that $\mu(u)t'f \leq \mu(u)t'f = \mu(u)t'$.

We want to show that $(t,e) \sim (r,f)$ and, then we verify that $\mu(u)t' \leq \mu(v)t'$. Since $r = \mu(u)r'f \leq \mu(u)t'$ and $\mu(v)t' = t$, the second part then yields $r \leq t$.

Since $(\pi(s'),\pi(e)) \sim (\pi(r'),\pi(f))$, there exist $x,y \in M$ such that $\pi(e) = \pi(xy), \pi(f) = \pi(yx)$ and $\pi(s'x) = \pi(r')$, i.e., $s'x = r' \text{KD} x$. Let $p = exf$ and $q = fye$. Since $r' \preceq_{\text{KD}} t'$, we have $\mu(u)r' \in \mathcal{R}\mu(u)$ and $r'f \in L$. Now, Lemma 1 yields $sp = \mu(u)s'xf = \mu(u)s'xf = \mu(u)r'f = r$. Lemma 1 yields $e = pq$ and $f = qp$ because $\text{alph}(\alpha') = \text{im}(\alpha') = \text{im}(\alpha) = \text{im}(\beta) = \text{im}(\beta') = \text{alph}(h)$ by Lemma 17. Therefore, the linked pairs $(s,e)$ and $(r,f)$ are conjugated via $p,q$.

It remains to show that $\mu(u)t' \leq \mu(v)t'$. Induction together with Lemma 1 yields $\mu(u_i) \preceq_{\text{KD}} \mu(v_i)$ for all $1 \leq i \leq k$. Thus, the $\mathcal{R}$-equivalences and the $\mathcal{L}$-equivalences in Lemma 17 allow us to successively replace $u_i$ by $v_i$ from right to left:

$$\mu(u)t' = \mu(u_1a_1 \cdots u_kak) \leq \mu(u_1a_1 \cdots u_{k-1}ak_{1-1}v_kak) \leq \mu(u_1a_1 \cdots v_{k-1}v_kak) \leq \mu(v_1a_1 \cdots v_kak)t'$$

This shows $(t,f) \leq (t,f)$ and, hence, $(s,e) \preceq (t,f)$.

For $m = 2$ and if $\text{im}(\alpha) \neq \text{im}(\beta)$, we have the following slightly weaker version of Lemma 19. This weaker property is sufficient for proving Theorem 11, but we needed a stronger invariant for the induction step in Lemma 19.

**Lemma 20.** Let $L \subseteq A^\infty$ be open in the alphabetic topology and recognized by $\mu : A^* \rightarrow M \in S_{\mathfrak{a}2}$. Then there exists an integer $n$ such that whenever $\alpha \leq_{\text{KD}} \beta$ for $\alpha, \beta \in A^\infty$, then $\alpha \in L$ implies $\beta \in L$.

**Proof.** By Corollary 2 there exists $n'$ such that $u \leq_{\text{KD}} v$ implies $\mu(u) \leq_{\text{KD}} \mu(v)$ for all finite words $u,v \in A^*$. Let $n$ be the maximum of $n' + 2|M|$ and the number given by Lemma 19 and suppose that $\alpha \leq \alpha_{m-1} \beta$ for $\alpha, \beta \in A^\infty$. If $\text{im}(\alpha) = \text{im}(\beta)$, then the result follows by Lemma 19. It therefore suffices to consider the case $\text{im}(\beta) \neq \text{im}(\alpha)$. Then $\text{im}(\beta) \preceq \text{im}(\alpha)$ by Lemma 18. In particular, $\alpha$ is infinite. Applying Lemma 18 yields factorizations $\alpha = u_1a_1 \cdots u_kak\beta, \beta = v_1a_1 \cdots v_kak\beta + v_kak$. Let $u = u_1a_1 \cdots u_kak$ and $v = v_1a_1 \cdots v_kak$. Since $\alpha$ is infinite, it has arbitrarily long prefixes. Thus, we can choose $\delta \in A^*$ such that $\alpha' = \delta\alpha''$ and the following properties are satisfied:

(i) $u\delta\gamma \in L$ for all $\gamma \in \text{im}(\alpha)^\infty$ (since $L$ is open in the alphabetic topology),
Moreover, in the case of 
Let both (ii) the alphabetic topology by Lemma 5. This concludes the implications from left to right in

Assume that which is the desired result.

By Lemma 18, we have alph(ϕ) ∈ Σ2

By Lemma 18, we also have ϕ ≤KD ϕ(vi) for all 1 ≤ i ≤ k. By repeatedly applying the definition of ≤KD, we obtain

and, hence, μ(uv)t ≤ μ(v)t. Putting everything together, we get

which is the desired result. □

We are now ready to conclude the main results.

Proof of Theorem 4 (vi) and (viii). Assume that L is definable in Σ2m. Proposition 4 shows that M ∈ Si2. If L is definable in Σ2, then L is definable in Σ2 and, hence, L is open in the alphabetic topology by Lemma 5. This concludes the implications from left to right in both (vi) and (viii).

For the other direction, let m ≥ 2 and let μ : A∗ → M ∈ Si,m recognize L ⊆ A∞. Moreover, in the case of m = 2 we assume that L is open in the alphabetic topology. Let n be the integer given by Lemma 19 or Lemma 20 respectively. Note that if m ≥ 3, then α ≤Σ2m β implies im(α) = im(β). Therefore, whenever α ≤Σ2m β, then α ∈ L implies β ∈ L.

Let Φ denote the conjunction of all formulas in Σ2m,n which are true on α. Since the number of inequivalent formulas in Σ2m,n is finite (see e.g. [23] Prop. IV.1.1), this conjunction is a well-defined Σ2m,n-formula. Consider the disjunction Φ = ∨α∈L Φα. Again, this disjunction is finite. We show that Φ defines L. The inclusion L ⊆ L(Φ) hold by definition of Φ. Suppose that β ∨ Φ. Then there exists α ∈ L with β ∨ Φα. By construction of Φα we have α ≤Σ2m,n β and, hence, β ∈ L. □
5 Conclusion

We introduced the preorder $\preceq_{\text{KD}}$ and used it for constructing an infinite hierarchy $\mathbf{S}_m$ of finite ordered monoids inside $\mathbf{D} \mathbf{A}$. This hierarchy was then used for characterizing all half-levels $\Sigma^2_m$ of the quantifier alternation hierarchy inside two-variable first-order logic $\mathbf{F} \mathbf{O}^2$ over $A^\infty$, the class of all finite and infinite words over the alphabet $A$. Our contribution uses novel techniques and generalizes the corresponding results for finite words [11].

In Proposition 1, we showed the equivalence between $\mathbf{S}_m$ and the previously introduced varieties $[V_m \leq U_m]$. The latter characterization has the advantage of giving a very direct insight of the structure of the languages definable in each logical fragment. One possible application could be in the analysis of Carton-Michel automata, also known as complete unambiguous automata or prophetic automata. In [20], Preugschat and Wilke use forbidden patterns together with certain conditions on so-called loop languages to characterize fragments of temporal logic. We conjecture that it is possible to find forbidden patterns for the languages $\Sigma^2_m$ by leveraging knowledge of the algebraic structure, and conditions on the loop languages using the topological properties. In particular, this could give a more efficient decision procedure, without having to rely on the (possibly exponentially bigger) transition monoid.
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