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Abstract—Recommendation systems that automatically generate personalized music playlists for users have attracted tremendous attention in recent years. Nowadays, most music recommendation systems rely on item-based or user-based collaborative filtering or content-based approaches. In this paper, we propose a novel mixture hidden Markov model (HMM) for music play sequence prediction. We compare the mixture model with state-of-the-art methods and evaluate the predictions quantitatively and qualitatively on a large-scale real-world dataset in a Kaggle competition. Results show that our model significantly outperforms traditional methods as well as other competitors. We conclude by envisioning a next-generation music recommendation system that integrates our model with recent advances in deep learning, computer vision, and speech techniques, and has promising potential in both academia and industry.
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1 INTRODUCTION

Traditional ways of listening to music, such as playing CDs or tapes, are being replaced by online music stores and streaming services [1], [2]. A report from the International Federation of the Phonographic Industry [3] shows that the revenue of the streaming industry increased by 41.1% last year, and now the streaming industry is the most significant portion of the music industry [4], [5]. As opposed to traditional ways, the streaming services enable users to interact with music platforms dynamically. For example, one can select and delete a song from his/her playlist any time and replace it with an entirely different one. However, it is inconvenient for users to manually update the playlists every time they listen to a new song. To improve users’ listening experience, various intelligent personalized music recommendation systems have been proposed [6]–[11].

Downie [12] introduced the discipline of music information retrieval (MIR), which is a multidisciplinary research endeavor that retrieves comprehensive data from music, including users’ preferences as well as artworks, genres, beats, etc., in order to enhance the music-listening experience. MIR already has many real-world applications, powered by latest technologies ranging from computational musicology, audio analysis, and user preferences mining, to human-computer interaction [13]–[16].

Music sequence prediction is a particular type of recommendation system problem. Unlike usual recommendation system applications (e.g., Amazon and Netflix), predicting music sequences is more challenging and requires application-specific tailoring. Considering how people listen to music in their daily lives, they usually play CDs or their playlists in Spotify repeatedly when they are in a car or at a gym [17]–[20]. However, it is unlikely that one would manually select songs or artists. Instead, users tend to repeat the same sequence of music, often in a pre-made playlist, unless one subscribed to a special recommendation service such as music station in Spotify. In this project, we verified these intuitions with some descriptive statistics analysis of training data and by comparing different models, discussed in the comparison section. The one important takeaway of this paper is that it doesn’t deal with single factor such as music labels or sequential information separately but instead integrates all related factors together for the recommendation.

The rest of the paper is organized as follows: Section 2 provides a review of the dataset. Section 3 discusses state-of-the-art algorithms and our novel mixture model. Experiments are shown in Section 4. In Section 5, we outline limitations and provide future recommendations. Section 6 concludes the paper.

2 THE DATASET

We use the dataset provided by the Kaggle Prediction Competition: Music Sequence Prediction [21], which consists of artists played by different users on an online streaming service. In the dataset, each user has a sequence of 29 artists which they have played in order. Specifically, the dataset contains 972 rows and 29 columns where each row stands for each user and each column has an identification code of an artist. The order of columns corresponds to the order of music listening sequence of users. For example, if a user has artist \(id_1\), \(id_2\), and \(id_3\) as values for column \(c_1\), \(c_2\), and \(c_3\) respectively, it means that the user listens to music by the artist \(id_1\) at first, then \(id_2\), and \(id_3\) in his or her listening sequence. Note that the dataset only has information of artists but not of their songs. In the same way that one could have many
songs of the same artist in their playlist, a sequence can have the same id more than once, and we do not differentiate the values, artist's id, no matter where they appear; that is, there is no difference between "artist1" appearing on the first column, c1 on a playlist and "artist1" appearing on the tenth column c10 on the playlist. Lastly, the total number of artists in the pool is 3924.

The goal of the project is to predict the 30th artist that users will play, given the previous 29 playlists of their music listening sequence. We will give ten candidates of artists for the 30th, where the order of candidates has meaning regarding prediction accuracy. We assume that the earlier an artist appears, the more probable it is that the user plays the artist's song. It is reasonable to give a sequence of artists as the predictor instead of one target artist regarding that our ultimate objective is on recommendation not on exact prediction itself. For recommending purposes, figuring out preference tendencies of users would be more meaningful than just acquiring one prediction for the 30th artist they play. Accordingly, we used an evaluation metric which is devised to evaluate this sequential information of the predictors.

3 METHODS
The problem of music sequence prediction is intriguing because it's a combination of techniques in both recommendation system and sequence prediction, which have been studied extensively. In this section, we first discuss those state-of-the-art methods and then introduce our approach to attack the new issue.

3.1 User-based Collaborative Filtering
Collaborative filtering (CF) is a machine learning algorithm for a user-specific recommendation system, which does not need extraneous information about users or items. Instead, CF utilizes internal user-item information which represents preferences for items by users. Depending on the system, the user-item information can vary from ratings to purchase history. CF uses the information to find neighborhood and utilize it to predict a specific users preference or future behavior. Although there are many variants, CF-based algorithms fall into categories: user-based and item-based.

User-based CF assumes that, if some users whose past rating behaviors on other items are similar to user u, u tends to behave similarly to an item i. User-based CF, therefore, uses the similarity function s with respect to user dimension. s : U × U → R. There are various kinds of similarity functions such as Pearson correlation and cosine similarity. Using this similarity between the user u and others, user-based CF computes a neighborhood which consists of the most similar k users. Then it computes the prediction of the user u’s preference to item i combining the ratings of the neighborhood. How many neighbors to select also depends on the problem.

\[ P_{u,i} = \bar{r}_u + \sum_{u' \in N} s(u, u')(r_{u',i} - \bar{r}_{u'}) \]

where \( \bar{r}_u \) is the average rating of the user u, \( r_{u',i} \) is a rating of item i by user u, and \( s(I,j) \) is the similarity score between user i and user j.

3.2 Item-based Collaborative Filtering
While the user-based CF algorithm is intuitive and effective, it is computationally expensive and has problems with handling sparsity. The most important reason is because the algorithm does and has to calculate similarity scores at the time when predictions or recommendations are needed; each operation takes \( O(U) \). In a system which has large number of users and fast changing such as e-commerce, this cost could be prohibiting. Item-based CF solves the problem allowing the system to pre-compute and store the similarity scores and use the pre-stored data at the time when it predicts or recommends items to users. Item-based CF makes pre-computing possible using similarities between the rating patterns of items instead of users. The methods for computing item similarity are the same as user-based CF, except that the item-based CF computes with respect to items. The most popular similarity metrics is cosine similarity.

\[ s(u,v) = \frac{r_u \cdot r_v}{||r_u||_2 \cdot ||r_v||_2} \]  

After collecting a similarity scores of items similar to i, item-based CF finds the most similar k neighbors as user-based CF. Then, it predicts user u’s rating with respect to the neighborhood as follows:

\[ P_{u,i} = \bar{r}_u + \sum_{u' \in N} s(u, u')(r_{u',i} - \bar{r}_{u'}) \sum_{u' \in N} |s(u, u')| \]

For non-real-values ratings scales, such as purchase history data which can be represented as binary, we can compute pseudo-predictions with some simple tactics such as summation of all k similarities.

3.3 Hidden Markov Models
The Hidden Markov Model (HMM) is an extended version of the Markov Chain Model which is a stochastic process following Markovian property. Markovian property is an assumption on which the future state depends only on a current state which can be written as:

\[ P(q_t | q_{t-1}, q_{t-2}, \ldots, q_0) = P(q_t | q_{t-1}) \]

However, the Markov Model has a limitation in that it assumes each state corresponds to an observable event. To overcome the problem, HMM introduces a separation between observations and states of the system. That is, HMM assumes there is a latent and unobservable stochastic process within the system itself, but we can only observe another set of a stochastic processes as observations. With them, we could guess the hidden model of the system.

To be specific, we get the hidden model with the following process; decide model topology of the system such as the number of states in the model and the number of distinct observations; set parameters for the transition probability \( A=\alpha \), the observation symbol probability \( B=\beta \), and initial state distribution \( \pi = \pi_0 \) which can be written as the following equations:

\[ a_{ij} = P(q_{t+1} = S_i | q_t = S_j), 1 \leq i, j \leq N \]

\[ b_j(k) = P(v_k at t | q_t = S_j), 1 \leq j \leq N, 1 \leq k \leq M \]
\[ \pi_i = P(y_1 = S_i), 1 \leq i \leq N \] \hspace{1cm} (7)

Next, with the initial parameters \( \lambda = (A, B, \pi) \), we are going to keep re-estimating until we have no or little improvement regarding the probability of the observations given the parameters \( \lambda: P(O|\lambda) \). The HMM has been applied to various kinds of sequential analysis from natural language processing to genetic sequence alignment \([25], [26]\).

### 3.4 Mixture Models

The proposed mixture hidden Markov model (MHMM) is given as follow:

\[ \text{MHMM}(n : D) = \text{HMM}(n_1 : D) \odot \text{CF}(n_2 : D) \] \hspace{1cm} (8)

where \( D \) are observed data, \( n_1 \) and \( n_2 \) are hyperparameters subject to \( n = n_1 + n_2 \), and \( \odot \) is a special operator we defined to concatenate two sequences. In practice, there are lots of tied rankings given by HMM and CF. A trick here is that we add weights to each artist, which are learned from the entire artists population - the more frequent a artist in the population, the higher weight he or she has. This trick fixes tied situations and is critical to overall performance which will be shown in section 4.

### 4 Experiments

#### 4.1 Evaluation Method

We use mean average precision at K (MAP@K) \([27]\) to evaluate the prediction power of models. MAP@K is the average value of precision at K (AP@K), where AP@K is a score which gives higher value for a sequence which has average value of precision at K (AP@K), where AP@K is a measure to evaluate the prediction power of models. MAP@K is the mean average precision at K (MAP@K) \([27]\) to evaluate the prediction power of models.

\[ \text{MAP@K} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{f(y_i, D_i)} \] \hspace{1cm} (9)

where \( N \) is the total number of users, \( y_i \) is the actual artist that user \( i \) listens to, \( D_i \) is the predicted sequence of size \( K \), and

\[ f(y_i, D_i) = \begin{cases} \text{index of } y_i \text{ in } D_i, & y_i \in D_i \\ 0, & y_i \notin D_i \end{cases} \]

In our experiments, \( N \) is 972, \( K \) is 10, and \( y_i \) is the \( 30^{\text{th}} \) artist that user \( i \) listens to.

#### 4.2 Comparison

A comparison of different methods can be found in Table 1 where \( HF_{\text{corpus}} \) and \( HF_{\text{current}} \) mean predicting with the highest frequent artists from the whole corpus and from the current list respectively, \( CF_{\text{user}} \) and \( CF_{\text{item}} \) represent user-based collaborative filtering and item-based collaborative filtering respectively, HMM is the hidden Markov model, and MHMM is the mixture model we propose. Results show our method significantly outperform state-of-the-art models. Figure 4 is the final leaderboard of the competition.

### 5 Limitations and Future Works

Despite the success of our models in the competition and on real-world datasets, there are still many opportunities for further enhancements, including:

**Similarity Metrics.** For collaborative filtering-based models, various cosine similarity-based measurements \([29]\) have been proposed and the one used in our models are not necessarily optimal. Resnik \([30]\) proposed an information-based measurement, semantic similarity, which might achieve more reasonable similarity results by using customized weights for different users based on information from other sources.

**Markov Property.** Although the mixture hidden Markov models have convincing performance in the dataset, the markov property might be to strong to assume for general cases. It is natural to come out that using information from previous \( n \) steps instead of only one step before to achieve better prediction. Lafferty et al. \([31]\) introduce conditional random fields (CRFs) which takes context into consideration. Sutton et al. \([32]\) provide a diagram of the relationship between HMMs and general CRFs as well as naive Bayes, logistic regression, linear-chain CRFs, and generative models.

**Explore/Exploit Tradeoff.** A central concern of adaptive learning system is the relation between the exploration of new possibilities and the exploitation of old certainties \([33]\). The explore/exploit (EE) tradeoff, since first introduced \([34]\), it has been discussed extensively in the RecSys community. Although the models we used outperform others in the competition in terms of prediction power, the recommended items are restricted to a limited pool and fail to further explore new possibilities of user preference. As recommendation systems are usually built for commercial purposes, user experience is a major concern. Gäyer et al. \([35]\) argued the importance of users’ non-instrumental needs, including diversion and surprise, which are needed to be addressed in software systems.
Future Techniques. With the advent and successes of recent deep learning techniques (e.g., CNNs and GANs [35–39]), great improvements have been achieved in computer vision and speech. Advances in these techniques provide new opportunities for music recommendation systems as a system can not only rely on offline information (e.g., music genre, user’s playing history) but is also possible to track users’ visual and auditory feedbacks in real-time. Facial expression detection, tracking, and classification of facial expressions have been widely studied [40–43] and even micro-expression detection [44, 45] for digging hidden emotions is becoming possible. Many efforts have been made from the music synthesis community [46–48] and a novel autoencoder framework was recently proposed [49]. We can expect customized real-time music recommendation systems that learn from human, compose for human, and even know human better than human themselves in the near future.

6 Conclusion

In this paper, we compare various state-of-the-art methods for music sequence predictions and propose a novel mixture hidden Markov model which shows promising results and significantly outperforms others in a Kaggle competition. We discuss limitations of similarity metrics, Markov-based models and explore/exploit trade-offs. Furthermore, we point out future directions for next-generation music recommendation systems.
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