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ABSTRACT Internet of Things (IoT) terminals have firmware with heterogeneous, closed-source, and heavy business but light security characteristics, whereas on the edge, there are limited resources and a high code reuse rate. Once there are security risks at the firmware level, these risks are difficult to detect and discover, and the resulting impact quickly spreads over a wide range. Therefore, a similarity and homology analysis of firmware codes in an IoT terminal will be helpful for further research on firmware malicious code detection, vulnerability mining, backdoor discovery and copyright protection. Inspired by biological genes, this paper attempts to break away from the traditional feature-centered approach and focuses on code classification and the qualitative description of code features to discuss the idea of code similarity and homology analysis. Additionally, the proposed approach is information-centric, focusing on the informativeness (essentiality, stability, antivariability, and heritability) of the firmware code genes and the quantitative analysis of firmware code similarity and homology by discussing common methods and mechanisms. This paper presents security detection technology for IoT terminal firmware by measuring the gene distance between the codes. A prototype firmware security detection system (FSDS) for IoT terminals based on firmware code genes is designed and implemented. The experimental results show that this method has a good search matching effect and has certain advantages over traditional firmware security detection methods based on similarity theory.

INDEX TERMS The IoT, the IoT terminal, firmware, code gene, gene distance, similarity.

I. INTRODUCTION
With the advent of the Internet of Everything era, the global Internet of Things (IoT) has entered a new wave of development that has been driven by the upgrading of traditional industry and the large-scale consumption market [1]. By 2025, the number of personal intelligent terminals will reach 40 billion, and the total number of global connections will reach 100 billion [2]. These networked terminals are widely used in public utilities, transportation, manufacturing, medical treatment, agriculture, finance and other fields, which greatly change the social operation and way of life of individuals [1]–[5].

A. MOTIVATION
IoT terminals generally have the following characteristics:

(1) Heterogeneity and closed source [1], [3]–[6]. The firmware of an IoT terminal is deployed in various architectures, with different instruction sets, registers, addressing modes, stack management, calling conventions, storage management models, etc. Most firmware has closed-source code, is unable to obtain the source code, and lacks symbol debugging information. As a result, the security detection objects of terminal firmware are not unified, and detection is difficult [3]–[6].

(2) Limited resources [3]–[6]. Most IoT terminals belong to the category of embedded devices, with limited storage and computing resources, and many terminals have high requirements for power consumption and real-time performance. Therefore, it is difficult for the terminal itself to deploy antiviral, intrusion detection and other security protection measures. Additionally, it is difficult to adopt underlying monitoring, probing of early warnings and other security monitoring means. As a result, the execution environment
of terminal firmware is not safe, and dynamic detection is difficult [3]–[6].

(3) Business is more important than security [3]. At the beginning of IoT terminal design, due to the design level, cycle, cost and other reasons, the design focus is often on the realization of a business, while the security defense ability of the product itself is ignored. Additionally, some products reserve backdoor or hardcoded information for the convenience of maintenance and management [7]. As a result, the design of terminal firmware has more business-oriented than security-oriented characteristics [3].

(4) High code reuse rate [3], [4], [6]. IoT terminal firmware generally adopts commercial off-the-shelf (COTS) technology and uses a large number of third-party libraries. Although this approach shortens the design cycle and reduces the design cost, once there are security defects in the reused code, the security of more terminals will be threatened. As a result, security defects quickly spread and have a wide range of influence [3], [4].

(5) On the edge [1]–[3]. An IoT terminal is at the intersection of the physical world and the cyber world, which realizes the perception control of the physical world and completes the conversion and interaction between analog state information and digital state information. Therefore, once attacked, both the information security of virtual cyberspace and the physical security of the real world will be affected. It can be said that the location of the IoT terminal makes the attack move forward and expand, and the impact has changed from “seeking wealth” in the traditional Internet domain to “killing” in the current IoT domain. Consequently, the dimension of the security impact is wider and deeper [3].

From the security events exposed in recent years [1], [2] [7]–[10], attacks against these massive terminals have been shown to emerge endlessly, which has seriously threatened national security, economic development, social life and other aspects. The firmware of these terminals is not only the carrier of the terminal business but is also the main target of attackers. Therefore, whether there is a real security risk or a long-term top-level design, there is an urgent need to study the security detection of IoT terminal firmware.

B. CONTRIBUTIONS

In this paper, we make the following contributions:

(1) We introduce gene theory into the field of security detection for IoT terminal firmware. It is helpful to make use of the information of firmware code genes to conduct more accurate research on firmware security detection.

(2) We attempt to break away from the traditional feature-centered approach and focus on code classification and the qualitative description of code features to discuss the idea of code homology and similarity analysis. Instead, our approach focuses on the information of firmware code genes and performs a quantitative analysis of firmware code similarity and homology by discussing common methods and mechanisms.

(3) We extract firmware code genes from three levels: call relationship between functions, control flow information within functions and basic block statistics information, which provide a material basis for semantic equivalence between firmware binary codes.

(4) We propose a two-stage measurement method of gene distance between firmware codes, which quantitatively describes the similarity between them from two dimensions, improving the accuracy and efficiency.

(5) We design and implement a prototype firmware security detection system (FSDS), which verifies the feasibility of the application of firmware code genes in the field of IoT terminal security detection in practice.

C. WORKFLOW

Based on the research of reference [3], the information (essentiality, stability, antivariability and heritability) of firmware code genes is taken as the logical starting point in this paper. By measuring the gene distance between the known security defect sample code and the firmware code to be detected, the similarity between them was determined to carry out the security detection of the IoT terminal firmware. As shown in Fig. 1, the firmware code gene extraction system (FCGES) has been introduced in detail in reference [3], and this paper only supplements and improves it. We will focus on the design and implementation of the FSDS.

D. OUTLINE

The remainder of this paper is structured as follows: Section II discusses the related works; Section III introduces firmware code gene extraction; Section IV presents a method to measure the firmware code gene distance; Section V designs and implements the FSDS; Section VI presents the experimental steps and results and verifies the effectiveness and robustness of our method; and Section VII discusses the deficiencies of this paper and the plans for follow-up studies.

II. RELATED WORKS

Traditional code analysis technologies are mainly divided into dynamic and static analyses. However, when these technologies are combined with firmware code, some problems occur.

A. DYNAMIC ANALYSIS

Dynamic analysis refers to a program analysis method that records the relevant information of program execution by using various analysis technologies and displays it to
analysts in various ways by executing the analyzed samples in a controllable operation environment [5], [11]–[14]. This method can directly track and record the running behavior of the program and provides the most direct support for security detection. However, since the operation of firmware is highly dependent on the physical hardware, IoT terminals have limited resources. The first issue to be solved is how to make the firmware run in a controllable environment and how to track and record the operation behavior when the traditional dynamic detection technology is applied to the IoT terminal firmware. Therefore, the dynamic detection of the IoT terminal firmware can be carried out either in a real physical device or in a virtual environment simulation [5].

Avatar [11], [12] performs dynamic analysis by partially offloading the execution of the firmware to actual hardware. However, running on real hardware is both expensive and effective only for specific devices, with poor universality and scalability. FIRMADYNE [5] relies on software-based full system emulation with an instrumented kernel to achieve the scalability necessary to automatically analyze thousands of firmware binaries. Costin et al. [13] performed full system emulation to achieve the execution of firmware images in a software-only environment, i.e., without involving any physical embedded devices.

Deployment on real physical devices is expensive, and the problem domain is only for the device itself. In a virtual environment simulation, we also solve the problem of how to simulate the interaction with the hardware. Even a small interactive simulation failure will cause the running code to crash. From the current research situation, it can be seen that when the traditional code dynamic analysis technology is applied to the IoT terminal firmware, its applicability or generality can be greatly challenged.

B. STATIC ANALYSIS

Static analysis [15]–[27] refers to code analysis technology that uses relevant analysis tools to analyze lexical, grammatical, control flow, data flow and other information without executing the analyzed samples. Although this technology does not need actual running code, there are several limitations when the analysis tools are applied to the firmware. First, these tools are mostly aimed at the source level, which is contradictory to the closed source of the IoT terminal firmware [17]. Second, these tools are often aimed only at a single architecture, especially x86, which is contradictory to the cross-platform deployment of IoT terminal firmware [18]. Third, these analysis techniques have limited capabilities and are often targeted at specific problem domains, such as C, PHP, Java or the corresponding binary code, which is contradictory to the fact that IoT terminal firmware is often a mixture [19]. More importantly, static analysis techniques cannot solve the problem of the interaction between the firmware and hardware.

In recent years, a number of security detection technologies for IoT terminal firmware based on similarity have emerged—for example, similarity analysis based on features [4], [25], [26], on intermediate representation [20], [21], on graph (or tree) structures [22]–[24], [27], and on machine learning [4], [23], [24]. However, there are three common questions in these studies: First, is attribute information, such as the comparative features and graph structure, essential? This is determined by whether the information can identify the code itself in terms of grammar and semantics. Second, is the comparative attribute information stable and antivariable? This is determined by whether the information is intrinsic and the code can be identified on different platforms. Third, is the attribute information compared heritable? This is determined by whether the information exists stably in the same series or in similar code.

Inspired by biological genes [28], in reference [3], the concept of firmware code genes is proposed, and its extraction with the idea of the hypothesis margin [34] is realized, which make up the basic part of the previous research in theory. Based on the research of reference [3], this paper focuses on the information of firmware code genes and measures the gene distance between firmware codes to realize the security detection of IoT terminal firmware.

III. EXTRACTION OF FIRMWARE CODE GENES

In this section, we first give a brief overview of firmware code genes and then extract the firmware code genes from the three levels of function call relationship information, function internal control flow information and basic block statistics information based on reference [3].

A. FIRMWARE CODE GENE OVERVIEW

The concept of genes is not new to the field of code security detection [29]–[32]. In software similarity and homology analysis, there have been several relevant studies. Before that, there were studies on software features, software fingerprints and software birthmarks [33]. Software features are based on statistical information and the behavior information of code, but sometimes they are not common and stable when used as the basis of a similarity measurement. Although software fingerprints and software birthmarks compensate for the lack of software features to some extent, they pay more attention to the identification of individuals and ignore the association of the same series and family. Software genes [29]–[31] attempt to sublimate the previous research but also fail to resolve three issues: First, the composition of a software gene remains unknown. The lack of an answer to this question means that they have not completed the mapping of the biological gene composition to the software space. Thus, when defining a software gene, only a “binary fragment carrying functional information” is used [29]. Second, the difference between a software gene and a feature has not been identified; that is, the sublimation of software features to software genes has not been completed, so the software gene has become a well-known concept that cannot be clearly defined. Third, the universal processing of numericalization and normalization of software genes has not been investigated; that is, the transformation from concrete to general has not been
accomplished. Thus, prior studies have mostly focused on the search and matching of specific text information rather than the numerical calculation.

Reference [3] starts from the composition of the firmware code genes, completes the structural mapping from biological genes to firmware code genes, and expounds its materiality. With the idea of the hypothesis margin, the sublimation from the feature of firmware code to the gene of firmware code is completed, and the essential difference between the feature and gene is answered. Through the numerical and normalized processing of different data types, the differences of the different features in the data types, the practical significance and the value range are shielded, and the specific to general transformation is completed, which enhances the universality and scalability.

B. FIRMWARE CODE GENE EXTRACTION

Reference [3] takes a large number of common codes in the IoT terminal firmware as the sample space, constructs a positive sample dataset and a negative sample dataset, and completes the sublimation from features to genes through the FCGES. Through experiments, we can see that in different architectures and datasets, the extracted firmware code genes are essential, stable, antivariable and heritable, and the gene vectors are highly coincident in dimensions. These factors provide a theoretical basis for the security detection of IoT terminals based on firmware code genes. This section will further improve and optimize the composition of firmware code genes.

1) EXTRACTION OF THE ORIGINAL FEATURES

From the perspective of syntax, the function is the basic component of the firmware code; from the perspective of semantics, the function and the call relationship between functions can well reflect the semantic information. In fact, the function of the IoT terminal firmware code also depends on the library function it calls to a large extent. Therefore, compared with the original feature vector in reference [3], this study adds the information of the interfuction call relationship in the function call graph.

The control flow information and basic block code statistics within the function are introduced in detail in reference [3] and will not be covered. The new interfuction call relationship information mainly refers to the interfuction call relationship centered on the corresponding nodes in the function call graph, as shown in Table 1. Called Num is the number of times the function is called, that is, the input degree of the node. Call Num is the number of calls to the function, that is, the output degree of the node. DCalled Num is the deduplicate number of times the function is called, and DCall Num is the deduplicate number of times the function calls. In Num is the number of input parameters of the function. Out Num is the number of output parameters of the function. InOut Num is the number of two-way parameters of the function. When two-way parameters are encountered, In Num and Out Num each add 1, and the total number of parameters of the function is In Num + Out Num.InOut Num. RetValue Typ is the return value type of the function, and its data type is a string. Node Clu is the node clustering coefficient, calculated according to formula (1):

$$\text{Node Clu} = \frac{2c}{d(d-1)} \tag{1}$$

where $c$ is the edge number of the undirected function call subgraph composed of all adjacent nodes of the node, and $d$ is the degree of the undirected graph of the node.

2) NUMERALIZATION AND NORMALIZATION

Although reference [3] analyzes only three types of original features, such as the numerical type, set-valued type and sequential type, it also notes that according to the actual application, it is not limited to these three data types. If there are other original features that can more accurately reflect the syntactic or semantic similarity between codes, as long as they can be numeralized and normalized, then the method in reference [3] can still be used to extract the firmware code genes. Therefore, FCGES is universal and scalable.

In this paper, we add attribute information that can reflect the call relationship between functions. For RetValue Typ, we add the string data type. For numeralization and normalization, it is calculated according to formula (2):

$$\text{Sim}(V_1[i], V_2[j]) = \begin{cases} 1, & \text{if } V_1[i] = V_2[j], \\ 0, & \text{else} \end{cases} \tag{2}$$

For functions with no return value, we consider the return value to be null.

3) EXTRACTION OF FIRMWARE CODE GENES

We place the original feature vector into the FCGES and extract the firmware code gene. By using the sample space constructed by the tools and libraries commonly used in multiple firmware, we calculate the discrimination ability [36] of the close samples in each dimension of the original feature vector and obtain similar results to those of reference [3]:

1) The firmware code gene vectors obtained from different datasets have a high degree of coincidence in terms of the dimensions.

2) For the node-centered interfuction call relationship information, Called Num, Call Num, DCalled Num and DCall Num have strong essentiality, stability, antivariable and heritability when identifying firmware code similarity in different platforms.

| Name       | Type          | Name       | Type          | Name       | Type          |
|------------|---------------|------------|---------------|------------|---------------|
| Called Num | Int           | Call Num   | Int           | DCalled Num| Int           |
| In Out Num | Int           | RetValue   | Str           | Node Clu   | Int           |

Remarks: numerical type:1; string type:4.
3) For the attribute information of the control flow and the code statistical information of the basic block in the function, the result is consistent with reference [3].

Notably, in the original feature vector extraction stage, 9 dimensions of features are added to describe the call relationship. After FCGES processing, only $\text{Called}_\text{Num}$, $\text{Call}_\text{Num}$, $\text{DCalled}_\text{Num}$ and $\text{DCall}_\text{Num}$ have a strong ability to distinguish the close samples, which is consistent with our intuitive analysis. The function call relationship has strong robustness. $\text{Called}_\text{Num}$ and $\text{Call}_\text{Num}$ of the similar functions have strong identification ability for distinguishing the function itself in their respective function call graph. In particular, $\text{DCalled}_\text{Num}$ and $\text{DCall}_\text{Num}$ have more advantages in identifying functions. For example, if function A is called 10 times, but all of them are called by the same function B, then the deduplicated number of times called and calls are more significant for identifying function A and function B.

Therefore, this study extracts the firmware code gene from the IoT terminal firmware $\text{Fir}_\text{Cod}_\text{Gen}$ = ($\text{Sta}_\text{Spa}$, $\text{Stafra}_\text{Num}$, $\text{Cmpins}_\text{Num}$, $\text{JumIns}_\text{Num}$, $\text{CmpIns}_\text{Rat}$, $\text{JumIns}_\text{Rat}$, $\text{Str}_\text{Num}$, $\text{Str}_\text{Set}$, $\text{Con}_\text{Num}$, $\text{Con}_\text{Set}$, $\text{Nod}_\text{Num}$, $\text{Edg}_\text{Num}$, $\text{Gra}_\text{Den}$, $\text{Deg}_\text{Ave}$, $\text{Indeg}_\text{Max}$, $\text{Deg}_\text{Max}$, $\text{PatLen}_\text{Ave}$, $\text{PatDia}$, $\text{Indeg}_\text{Asclis}$, $\text{Outdeg}_\text{Asclis}$, $\text{Deg}_\text{Asclis}$, $\text{Pat}_\text{Asclis}$, $\text{Called}_\text{Num}$, $\text{Call}_\text{Num}$, $\text{DCalled}_\text{Num}$, $\text{DCall}_\text{Num}$). When the firmware code gene is extracted from a function $f$, it is expressed as $\text{Fir}_\text{Cod}_\text{Gen}(f)$. In the following sections, the gene vector is divided into two subgene vectors: One is the function-centered firmware code gene on the function call graph $\text{CG}_\text{Cod}_\text{Gen} = (\text{Sta}_\text{Spa}$, $\text{Stafra}_\text{Num}$, $\text{Cmpins}_\text{Num}$, $\text{JumIns}_\text{Num}$, $\text{CmpIns}_\text{Rat}$, $\text{JumIns}_\text{Rat}$, $\text{Str}_\text{Num}$, $\text{Str}_\text{Set}$, $\text{Con}_\text{Num}$, $\text{Con}_\text{Set}$, $\text{Nod}_\text{Num}$, $\text{Edg}_\text{Num}$, $\text{Gra}_\text{Den}$, $\text{Deg}_\text{Ave}$, $\text{Indeg}_\text{Max}$, $\text{Deg}_\text{Max}$, $\text{PatLen}_\text{Ave}$, $\text{PatDia}$, $\text{Indeg}_\text{Asclis}$, $\text{Outdeg}_\text{Asclis}$, $\text{Deg}_\text{Asclis}$, $\text{Pat}_\text{Asclis}$, $\text{Called}_\text{Num}$, $\text{Call}_\text{Num}$, $\text{DCalled}_\text{Num}$, $\text{DCall}_\text{Num}$). The other is the firmware code gene on the function internal control flow graph $\text{CFG}_\text{Cod}_\text{Gen} = (\text{Nod}_\text{Num}$, $\text{Edg}_\text{Num}$, $\text{Gra}_\text{Den}$, $\text{Deg}_\text{Ave}$, $\text{Indeg}_\text{Max}$, $\text{Deg}_\text{Max}$, $\text{PatLen}_\text{Ave}$, $\text{PatDia}$, $\text{Indeg}_\text{Asclis}$, $\text{Outdeg}_\text{Asclis}$, $\text{Deg}_\text{Asclis}$, $\text{Pat}_\text{Asclis}$). When the firmware code gene on the function call graph is extracted for a function $f$, it is expressed as $\text{CG}_\text{Cod}_\text{Gen}(f)$; when the firmware code gene on the internal control flow graph of a function is extracted, it is expressed as $\text{CFG}_\text{Cod}_\text{Gen}(f)$.

**IV. FIRMWARE CODE GENE DISTANCE MEASUREMENT**

In this section, we first define the concept of the firmware code gene distance and then use the gene distance to measure the similarity between firmware codes, which provides the basis for the approximate equivalent judgment of the semantic similarity between the firmware codes.

**A. OVERVIEW OF THE FIRMWARE CODE GENE DISTANCE**

Generally, in the field of biological genes [28], different species, different families and different individuals have different genes, but the degree of gene similarity between the same species is higher than that between different species, and the degree of gene similarity between the same family in the same species is higher than that of different families. Therefore, in biology, the similarity of genes is often used to classify individuals and cluster families.

In fact, firmware code genes also have this feature. Due to different instruction architectures, compiler tools and optimization options, different target binary codes generated by the same or similar source code have different forms [3], [37]–[39]. However, the firmware code genes hidden in these binary codes show stability, antivariability and heritability, which can essentially identify the code itself. In reference [3], this theory is described in detail. On this basis, this study will carry out research on security detection based on firmware code genes with the help of the concept of the gene distance.

**Definition 1 (Firmware Code Gene Space):** Each function in the firmware binary code corresponds to a firmware code gene vector. These gene vectors form a nonempty set $\Omega$, which we call the firmware code gene space.

It can be seen from reference [3] that the material carrier of the firmware code gene can be flexibly selected according to different application scenarios. In this study, function level granularity is chosen.

**Definition 2 (Firmware Code Gene Distance):** The firmware code gene distance refers to the quantitative measurement of the degree of differentiation between the firmware code genes. For any two points $\alpha$ and $\beta$ in $\Omega$, there is a real number $\text{Dis}(\alpha, \beta)$, which reflects the similarity between firmware code genes $\alpha$ and $\beta$. We call $\text{dis}(\alpha, \beta)$ a distance in $\Omega$—that is, the firmware code gene distance between $\alpha$ and $\beta$.

This study uses a two-stage search algorithm to measure the distance of the firmware code gene on the function call graph $\text{Dis}_\text{CG}$ and the distance of the firmware code gene on the function $\text{CFG}_\text{Dis}_\text{CFG}$. $\text{Dis}_\text{CG}$ in this paper is represented by the cosine distance, while the cosine distance satisfies only the positive qualitative properties and symmetry, not trigonometric inequality. Therefore, we do not use the classical definition of the distance space when defining the gene distance of the firmware code [35], [36], [40].

**B. FIRMWARE CODE GENE DISTANCE ON THE CG**

For $\text{Dis}_\text{CG}$, we use the cosine distance [35], [36], [40] to measure it. The cosine distance is a measure mechanism that uses the cosine value of the angle between two vectors in multidimensional space to measure the difference between two individuals. The more similar the two individuals are, the smaller the angle between their vectors is, the higher the cosine similarity is, and the smaller the cosine distance is.

Let the functions to be compared be $f$ and $g$. Let $\alpha = \text{CG}_\text{Cod}_\text{Gen}(f)$, and $\beta = \text{CG}_\text{Cod}_\text{Gen}(g)$. Then, $\text{Dis}_\text{CG}$ is calculated as follows the equation can be derived, as shown at the bottom of next page:

In this paper, $\text{CG}_\text{Cod}_\text{Gen}$ is an m-dimensional vector. If the function $f$ is more similar to $g$, then $\text{CG}_\text{Cod}_\text{Gen}(f)$ and $\text{CG}_\text{Cod}_\text{Gen}(g)$ are more similar,
the cosine angle $\theta$ of the vector is smaller, the cosine similarity $\cos(CG_{Cod\_Gen}(f), CG_{Cod\_Gen}(g))$ is higher, and the cosine distance $Dis_{CG}(CG_{Cod\_Gen}(f), CG_{Cod\_Gen}(g))$ is smaller.

**C. FIRMWARE CODE GENE DISTANCE ON THE CFG**

To measure $Dis_{CFG}$, the Euclidean distance [35], [36], [40] is used. The Euclidean distance refers to the real distance between two points in Euclidean space. The more similar the two individuals are, the closer they are in the Euclidean space, and the smaller the Euclidean distance is.

Let the functions to be compared be $f$ and $g$. Let $\alpha = CFG_{ Cod\_Gen}(f)$ and $\beta = CFG_{ Cod\_Gen}(g)$. Then, $Dis_{CFG}$ is calculated as follows:

$$Dis_{CFG}(\alpha, \beta) = Dis_{CFG}(CFG_{Cod\_Gen}(f), CFG_{Cod\_Gen}(g))$$

$$= \sqrt{\sum_{k=1}^{n} (CFG_{Cod\_Gen}(f)[k] - CFG_{Cod\_Gen}(g)[k])^2}$$

In this paper, $CFG_{Cod\_Gen}$ is an $n$-dimensional vector. If the function $f$ is more similar to the function $g$, then $CFG_{Cod\_Gen}(f)$ and $CFG_{Cod\_Gen}(g)$ are more similar, and the European distance $Dis_{CFG}(CFG_{Cod\_Gen}(f), CFG_{Cod\_Gen}(g))$ is smaller.

As shown in Fig. 2, the Euclidean distance represents the absolute difference in the numerical value and is not sensitive to the spatial direction, while the cosine distance represents the relative difference in direction and is not sensitive to the absolute value. At the same time, these two distances are used to correct the problem that the user space measurement standards may not be uniform. In this study, the cosine distance is used to measure the similarity of the firmware code genes on the CG, and then the Euclidean distance is used to measure the similarity of the firmware code genes on the CFG, and then the Euclidean distance is used to calculate the overall similarity driven by the local sub-graph of the function call graph. In the second stage, we measure $Dis_{CFG}$ between codes. The specific steps are shown in Fig. 3.

**FIGURE 2.** The firmware code gene distance map.

**V. SECURITY DETECTION BASED ON THE FIRMWARE CODE GENE**

In this section, the information of the firmware code gene is taken as the logical starting point, and $Dis_{CG}$ and $Dis_{CFG}$ are taken as the basis to complete the firmware security detection.

**A. IDEAS FOR SECURITY DETECTION**

In this study, firmware code genes are extracted from known security defect sample codes, and then FSDS designed in this study is used to search for the existence of the same or similar codes in the firmware to be detected. The “security defect” here refers to the security defect in a broad sense, including vulnerabilities, malicious code and backdoors. A defect sample is the firmware code that contains the vulnerability function, malicious code, or backdoor core function itself and its associated context. Obviously, the sample code itself should have a strong ability to distinguish it from other codes. For the convenience of the narration, security defects such as vulnerabilities, malicious code and backdoors are collectively referred to as vulnerabilities in subsequent sections.

According to the analysis of section IV, we adopt a two-stage search strategy to implement the FSDS. In the first stage, we first measured $Dis_{CG}$ between the security defect sample code and the code to be detected and then use the CGDS algorithm designed in this study to calculate the overall similarity driven by the local sub-graph of the function call graph. In the second stage, we measure $Dis_{CFG}$ between codes. The specific steps are shown in Fig. 3.
B. DESIGN AND IMPLEMENTATION

1. Extract the firmware code gene from the vulnerability function \( f \) in the known security defect sample \( \text{Fir}_\text{Cod}_\text{Gen}(f) \), and split the gene into two subgene vectors: \( \text{CG}_\text{Cod}_\text{Gen}(f) \) and \( \text{CFG}_\text{Cod}_\text{Gen}(f) \).

2. Generate the function call graph [40], [41] of the firmware code to be detected, traverse each node in the graph, and generate their \( \text{CG}_\text{Cod}_\text{Gen} \). In this step, we obtain a function call graph with attribute information \( \text{CG} = (V, E, \Psi, P) \).

   Among them, \( V \) is the vertex set, and each vertex is a function. \( E \) is the edge set, \( E \subseteq V \times V \). \( \Psi \) is the correlation function between the vertex and the edge, indicating the calling relationship between the functions. \( P \) is the attribute set of the node, indicating the firmware code gene on the function call graph of the node. \( \forall e \in E \), then \( \exists v_i, v_j \in V \). For \( (v_i, v_j) \in V \times V \) and \( \Psi(e) = (v_i, v_j) \), where \( e \) is called the edge from \( v_i \) to \( v_j \), and \( \Psi(e) \) represents the calling relationship between \( v_i \) and \( v_j \). That is, \( v_i \) calls \( v_j \), and \( v_j \) is called by \( v_i \). \( \forall v_i, v_j \in V \), then \( \rho_i \in P \), and \( \rho_i = \text{CG}_\text{Cod}_\text{Gen}(v_i) \).

3. Traverse \( CG \) and calculate the firmware code gene similarity between the known sample vulnerability function and each node in the \( CG \)—that is, the firmware code gene distance \( \text{Dis}_\text{CG} \). Then, generate a function similarity descending list \( \text{Seq} \) according to the firmware code gene distance \( \text{Dis}_\text{CG} \) of every node.

4. CGDS, a function call graph-driven local similarity measurement algorithm, is used to calculate the overall similarity of each function in the function list \( \text{Seq} \) in the local function call subgraph (LCG) [40], [41]. Based on this, the function similarity descending list \( \text{Seq} \) is updated.

   Previous studies have revealed that the function call graph has strong robustness to different instruction architectures and different optimization options [3], [4], [20]. Therefore, this study uses CGDS to update the similarity of each function in the function list \( \text{Seq} \) generated in the previous step. The specific calculation process is shown in Fig. 4. In the function call subgraph composed of the node to be matched and its adjacent nodes, the weighted average similarity of the function to be matched and all the functions with their calling and called relationships with the function to be matched is calculated. This weighted average similarity is the overall similarity of the function to be matched on the function call graph.

   It can be seen in Fig. 4 that the local function call subgraph is a subgraph composed of the node to be matched, its adjacent nodes with edge connections, and the edges between them. That is, the function call subgraph is composed of the functions to be matched and the functions with their calling and called relations as the node set, and the calling and called relations between them as the edge set. In fact, two local function call subgraphs centered on the function pair to be matched constitute a weighted complete bipartite graph [40]–[43], and the function call graph firmware code gene distance between node pairs in the same layer is the weight of the edge. In this study, we use the Kuhn-Munkres algorithm [41]–[43] to calculate the maximum weight matching of the weighted complete bipartite graph as the similarity between the nodes of the graph and then calculate the weighted average of the similarity of all matching nodes as the overall similarity of the function pairs to be compared. In this way, the descending function similarity ranking list \( \text{Seq} \) is updated.

   The algorithm is as follows.

   In algorithm 1, Line 2 corresponding to (a) in Fig. 4, computes \( \text{Dis}_\text{CG} \) of the function to be matched. Lines 3 to 7, corresponding to (b) in Fig. 4, generate a bipartite graph composed of the parent node of the function to be matched and \( \text{Dis}_\text{CG} \) between the parent nodes and solve the maximum matching of the bipartite graph. Lines 10 to 14, corresponding to (c) in Fig. 4, generate a bipartite graph composed of child nodes of the function to be matched and \( \text{Dis}_\text{CG} \) between the child nodes and solve the maximum matching of the bipartite graph. Lines 17 to 20, corresponding to (d) in Fig. 4, calculate the overall similarity of the function to be matched on the local function call subgraph.

   (5) The Euclidean distance is used to measure the similarity of the firmware code gene on the function \( \text{CFG} \) between the known sample vulnerability function and the functions in the function list \( \text{Seq} \). This similarity is the firmware code gene distance of the function \( \text{CFG} \). The descending function similarity ranking list
### Algorithm 1 The CGDS Algorithm

| Input | Output |
|-------|--------|
| Function \( f \) and \( g \) to be matched & Global similarity driven by local function call subgraph between \( f \) and \( g \), \( \text{Sim}_{LCG}(f, g) \) |

1. \( PQ = \emptyset \);
2. \( \text{Sim}_{LCG}(f, g) = \text{Dis}_CG(\text{CG}_\text{Cod}_\text{Gen}(f), \text{CG}_\text{Cod}_\text{Gen}(f)) \);
3. Generate the parent node set \( \text{Vpf} \) of \( f \) in \( \text{LCG}(f) \);
4. Generate the parent node set \( \text{Vpg} \) of \( g \) in \( \text{LCG}(g) \);
5. \( \text{Simp} = \{ \text{Sim}_{ij} = \text{Dis}_CG(\text{CG}_\text{Cod}_\text{Gen}(\text{Vpf}_i), \text{CG}_\text{Cod}_\text{Gen}(\text{Vpg}_j)) | \forall \text{Vpf}_i \in \text{Vpf}, \text{Vpg}_j \in \text{Vpg} \} \);
6. Take \( \text{Vpf} \) and \( \text{Vpg} \) as the vertex sets, and \( \text{Simp} \) as the weighted edge set to generate bipartite graph \( G_p = (\text{Vpf}, \text{Vpg}, \text{Simp}) \);
7. Using Kuhn-Munkres algorithm to generate the maximum matching of bipartite graph \( G_p, M_p = \text{Kuhn-Munkres}(G_p) \);
8. For each \( (\text{Vpf}_i, \text{Vpg}_j) \in M_p \)
9. \( PQ\text{.push}((\text{Vpf}_i, \text{Vpg}_j), \text{Sim}_{ij}) \);
10. Generate the child node set \( \text{Vsf} \) of \( f \) in \( \text{LCG}(f) \);
11. Generate the child node set \( \text{Vsg} \) of \( g \) in \( \text{LCG}(g) \);
12. \( \text{Sims} = \{ \text{Sim}_{ij} = \text{Dis}_CG(\text{CG}_\text{Cod}_\text{Gen}(\text{Vsf}_i), \text{CG}_\text{Cod}_\text{Gen}(\text{Vsg}_j)) | \forall \text{Vsf}_i \in \text{Vsf}, \text{Vsg}_j \in \text{Vsg} \} \);
13. Take \( \text{Vsf} \) and \( \text{Vsg} \) as the vertex sets, and \( \text{Sims} \) as the weighted edge set to generate bipartite graph \( G_s = (\text{Vsf}, \text{Vsg}, \text{Sims}) \);
14. Using Kuhn-Munkres algorithm to generate the maximum matching of bipartite graph \( G_s, M_s = \text{Kuhn-Munkres}(G_s) \);
15. For each \( (\text{Vsf}_i, \text{Vsg}_j) \in M_s \)
16. \( PQ\text{.push}((\text{Vsf}_i, \text{Vsg}_j), \text{Sim}_{ij}) \);
17. while \( (PQ !\neq \emptyset) \)
18. \( m = PQ\text{.pop} \);
19. \( \text{Sim}_{LCG}(f, g) = \text{Sim}_{LCG}(f, g) + m\text{.Sim}_{ij} \);
20. \( \text{Sim}_{LCG}(f, g) = \text{Sim}_{LCG}(f, g) / (\text{PQ}.\text{length} + 1) \);
21. Return \( \text{Sim}_{LCG}(f, g) \);

\( Seq \) is updated according to the firmware code gene distance \( \text{Dis}_\text{CFG} \).

In this study, we did not measure the CFG similarity inside the function until this step, partly because of the practical need to further improve the function matching accuracy. On the other hand, and more importantly, after the local similarity measurement based on the function call graph, it can effectively mask the influence of the CFG heterogeneity within the function caused by different instruction architectures, different compilers and different optimization options on the similarity measurement. Moreover, the firmware code gene on the function CFG extracted in this study is not based on each basic block inside the CFG but on the structured CFG information extracted from the global perspective; that is, the global and structured CFG similarity is measured.
VI. EXPERIMENT AND ANALYSIS
In this section, we will take the common codes and real firmware as the experimental dataset and verify the effectiveness and robustness of our method in firmware security detection by analyzing the influence of different platforms, compilers and optimization options on function search and matching in detail.

A. EXPERIMENTAL THOUGHTS
Because of the detection algorithm in this study, the final result is a list of descending functions. Therefore, in the experimental part, we will mainly focus on whether there is code similar to the sample in the firmware code to be detected, as well as their similarity ranking and distribution. It should be emphasized that the descending similarity list given by the detection algorithm reflects only the similarity between the sample and the code in the firmware to be detected, and it cannot be determined that the function with the highest ranking or the top ranking is the vulnerability function. In fact, the verification of the vulnerability function is an independent research field. However, providing highly suspected objects to analysts for further analysis is very meaningful work, which can greatly improve the efficiency of security detection.

In this section, we will use the following indicators to evaluate the experimental results.

Definition 3 (Perfect Match and the Proportion of Perfect Match): A function \( f \) in code \( F \) matches all the functions in code \( G \) to obtain a ranking list of descending similarity. The ranking of function \( g \) in the list that truly matches \( f \) is the Rank. If \( \text{Rank} = 1 \), the match is called a perfect match. The proportion of perfect match refers to the ratio of the number of perfect matching functions to the total number of functions in \( F \), which is recorded as \( \text{Top1} \).

Definition 4 (Approximate Match and the Proportion of Approximate Match): If the function \( g \) in the list that truly matches \( f \) is ranked within 10—that is, \( \text{Rank} \leq 10 \)—then the match is called an approximate match. The proportion of the approximate match refers to the ratio of the number of all approximate matching functions to the total number of functions in \( F \), which is recorded as \( \text{Top10} \).

Definition 5 (Reference Match and the Proportion of Reference Match): If the function \( g \) in the list that truly matches \( f \) is ranked within 100—that is, \( \text{Rank} \leq 100 \)—then the match is called a reference match. The proportion of reference match refers to the ratio of the number of all reference matching functions to the total number of functions in \( F \), which is recorded as \( \text{Top100} \).

In addition, we used \( \text{Topn} \) in some experiments. \( \text{Topn} \) refers to the proportion of functions with \( \text{Rank} \leq n \). Obviously, in the process of matching, the \( \text{Rank} \) value evaluates the matching effect from the perspective of individuals such that the smaller the value is, the better the matching effect. The \( \text{Top} \) value evaluates the matching effect from the perspective of the whole, so the larger the value is, the better the effect.

B. EXPERIMENTAL ENVIRONMENT
The experimental environment is as follows. The central processing unit (CPU) is an Intel Core i7-6700@ 3.40 GHz, and the memory is 16.0 GB of DDR4 SDRAM. The binary object code is compiled to a 32-bit x86, a 32-bit ARM and a 32-bit MIPS using GCC v4.6.2, GCC v4.8.1 and Clang v3.0, respectively. The Python programming language [44] is used to implement the FSDS. IDA Pro [45] is used to disassemble the binary code and write plug-ins to extract code features. A tool provided by MATLAB R2014b [46] is utilized for feature selection, gene sublimation and gene distance measurements.

C. EXPERIMENT
1) THE INFLUENCE OF DIFFERENT PLATFORMS ON FUNCTION MATCHING
In this experiment, we will use the same compiler and the same optimization options to compile the same source code on different platforms to test the influence of heterogeneous platforms on the detection algorithm.

We use the most commonly used compiler GCC v4.6.2 and the default optimization option O2 to compile OpenSSL v1.0.0 [47] on three different platforms, ARM, MIPS and x86, and obtain the object binary code with different forms. We use the method designed in this paper to match the function of the same name in these codes and calculate the distribution of the similarity ranking \( \text{Topn} \) (\( n = 1,10,20,30,40,50,60,70,80,90,100 \)). The experimental results are shown in Fig. 5.

In Fig. 5, the following can be seen.

1) In the six matching modes, the results of the proportion of perfect match \( \text{Top1} \) are in the interval (70%, 80%), the proportion of approximate match \( \text{Top10} \) is in the interval (80%, 90%), and the proportion of reference match \( \text{Top100} \) is in the interval (85%, 95%). The results of using this method are better.

2) In the six matching modes, the slope of the similarity ranking proportion curve is gradually flattened from large to small and finally tends to a straight line. That is, even if the value of \( n \) in \( \text{Topn} \) is increased, \( \text{Topn} \) will not change much, which we call Top-saturated. This is very important, as the substantial workload for subsequent analysis and detection is reduced, and the efficiency and accuracy of security detection is greatly improved.

3) In the six matching modes, ARM and x86 have better matching effects, and MIPS and x86 have worse matching effects. This is mainly because MIPS is a typical reduced instruction set computer (RISC) architecture [37]–[39]. To realize the pipeline, the instruction length is fixed, and unlike the complex instruction set computer (CISC) architecture [37]–[39], there are special instructions to complete the specific functions. What can be done with one instruction under the CISC architecture often requires multiple instructions under the RISC architecture (such as in stack and out stack). Compared with x86, the same source code compiled on the MIPS platform will have more instructions...
and basic blocks. Although the ARM architecture belongs to the RISC architecture, it also absorbs some advantages of CISC (such as multiregister instructions and conditional execution). When the same source code is compiled on the ARM architecture, the number of instructions and basic blocks is between MIPS and x86. The differences among the ARM, MIPS and x86 architectures will be reflected in the function call graph CG and the function CFG of the code. Therefore, when measuring the firmware code gene distance on the function call graph \( \text{Dis}_\text{CG} \) and the firmware code gene distance on the function CFG \( \text{Dis}_\text{CFG} \) belonging to the CISC architecture x86 and RISC architecture MIPS, respectively, the gene distance is larger, and the similarity match effect is poorer. However, even so, we can still see that the function call graph CG and the function CFG of the binary code generated by the same source code under different architectures still maintain sufficient similarity.

4) In the six matching modes, even in two matching patterns with the same architecture, if the matching direction is different, then the distribution of the similarity ranking proportion is not the same, and the matching results are not symmetrical. As shown in Fig. 5, in ARM \( \times \) x86 mode, \( \text{Top}1 = 77.01\% \), \( \text{Top}10 = 86.28\% \), and \( \text{Top}100 = 90.12\% \). In the opposite direction of the x86 \( \times \) ARM mode, \( \text{Top}1 = 79.97\% \), \( \text{Top}10 = 88.01\% \), and \( \text{Top}100 = 91.99\% \). This result is because when we calculate the firmware code gene distance on the function call graph \( \text{Dis}_\text{CG} \), we use the whole similarity measurement driven by the function call graph. As shown in Fig. 4, this method is unidirectional and is a global measure of the firmware code gene distance between each node in the local function call subgraph centered on the function to be matched in the sample code function call graph and the corresponding node in the code to be detected. In fact, this is a scoring method for the sample code. As mentioned above, the function call graph and CFG will be more or less heterogeneous under different architectures, so the matching direction is opposite, and the matching results are not symmetrical. For the function call subgraph with fewer penalty points, the distance of the firmware code gene on the function call graph \( \text{Dis}_\text{CG} \) is smaller, and the matching result is better. Therefore, the x86 \( \times \) ARM mode matches better than the ARM \( \times \) x86 mode.

In addition, for ARM \( \times \) MIPS, in this paper, \( \text{Top}1 = 75.32\% \), \( \text{Top}10 = 85.29\% \), and \( \text{Top}100 = 88.97\% \). Under similar experimental conditions, the experimental results in reference [20] show that \( \text{Top}1 = 32.1\% \), \( \text{Top}10 = 56.1\% \), and \( \text{Top}100 = 80\% \). As shown in Fig. 6, the two methods are close only in the direction of \( \text{Top}1 \), but there is a large gap in other directions, especially in the direction of \( \text{Top}1 \).

It can be seen that the experimental results in this paper are much better than those in reference [20]. This improvement may be due to two reasons.

One reason is that reference [20] does not provide theoretical proof of the comparability and robustness of the similarity measurement basis used. In other words, reference [20] adopts the formula I/O extraction and sampling based on the basic block, which is highly susceptible to the influence of the platform, compiler and optimization options. However, this influence is not discussed theoretically, but the rationality of the method is verified in turn by experimental results.

Second, because the BHB algorithm [20] used in the signature search phase is very sensitive to the heterogeneity of the CFG, even if the local graph structure of the CFG changes, it will increase the possibility of a mismatch, which is very unfavorable for heterogeneous platforms.

The method used in this study effectively solves these two problems.

First, the detection method in this paper is based on the firmware code gene. Reference [3] has theoretically demonstrated that firmware code genes are essential, stable, anti-variable and heritable in heterogeneous environments. That is, before the similarity comparison in this paper, we theoretically answer whether the measurement basis has comparability and robustness. This answer lays a solid foundation for improving the accuracy of the matching results.

Second, the detection method in this paper is implemented by measuring two distances between firmware code genes. Both the distance measurement method and the design of the whole detection algorithm shield the influence of CFG heterogeneity under different platforms to a certain extent. This method also guarantees the accuracy of matching results from the detection process.
2) THE INFLUENCE OF DIFFERENT OPTIMIZATION OPTIONS ON FUNCTION MATCHING

In this experiment, we will use the same compiler and different optimization options to compile the same source code on the same platform to test the influence of different optimization options on the detection algorithm.

Using the compiler GCC v4.62, we compile BusyBox v1.21.1[48] on the ARM platform, choosing four different optimization options (O0–O3), resulting in four different binary target codes. As in experiment 1, we use our method to match the functions in them and calculate the proportion of perfect matches. The experimental results are shown in Fig. 7 and are described as follows.

1) In the 12 matching modes, the value range of Top1 is between 30% and 80%. Additionally, the value range of Top1 is between 70% and 80%, except for match modes involving the O0 optimization option. Thus, the method presented in this paper is also robust to different optimization options.

2) In the 12 matching modes, Top1 ranges from 30% to 40% regardless of the matching direction when the O0 optimization option is involved. Compared with other matching modes, the matching result is not satisfactory. This result shows that code with no optimization option has a great impact on the matching results, but this kind of matching still has some reference significance, and in the real firmware code space, there are fewer codes with no optimization.

3) In the 12 matching modes, the value range of Top1 is between 70% and 80% regardless of the matching direction, except for the other six matching modes involving the O0 optimization options. This finding means that functions with optimization options match, and the optimization options have little effect on the matching results, which may be related to the compatibility of the optimization strategies for high-level options with those for low-level options.

3) THE INFLUENCE OF DIFFERENT COMPILERS ON FUNCTION MATCHING

In this experiment, we will use different compilers and the same optimization options to compile the same source code on the same platform to test the impact of different compilers on the detection algorithm.

BusyBox v1.21.1 is taken as the experimental object and is compiled on the MIPS platform using three common compilers: GCC v4.62, GCC V4.81 and Clang v3.0. The optimization option is O2, resulting in three different binary target codes. As in experiment 2, two pairs of their functions are matched using the method presented in this paper to calculate Top1. The experimental results are shown in Fig. 8 and are described as follows.

1) In the six matching modes, regardless of the function match between the target code generated by the two compilers and the direction of matching, the value range of Top1 is between 50% and 80%. This result shows that the method in this paper has strong robustness to different compilers.

2) In the six matching modes, the function match between the target code generated by the same series of compilers GCC v4.62 and GCC v4.81, regardless of the matching direction, yields a value range of Top1 between 70% and 80%. This finding indicates that the function matching between the series compilers is good and is related to the similar compiling and optimization techniques used by the same compiler series.

3) In the six matching modes, function matching between the target codes generated by different series of compilers, regardless of the matching direction, yields a value of Top1 that is lower than that of the same series, but the matching results are still meaningful.

4) THE INFLUENCE OF SIMILAR CODE ON FUNCTION MATCHING

In this experiment, we will use the same compiler and the same optimization options to compile similar source codes to the same platform to verify the effectiveness of this method for function matching between similar codes.

We compiled BusyBox v1.20.0 and BusyBox v1.21.1 on the x86 platform using GCC v4.62, the most commonly used compiler, and the optimization option O2. Using the method designed in this study, we matched the functions with the same name in these codes and calculated the distribution of similarity ranking Topn (n = 1, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100). The experimental results are shown in Fig. 9.
In the two matching modes, the result of Top1 exceeds 90%, which indicates that the result is good when the method designed in this paper is used to match the function with the same name between BusyBox V1.20.0 and BusyBox V1.21.1.

2) In the two matching modes, the slope of the similarity ranking proportion curve is similar to that of experiment 1; that is, the slope changes from large to small, gradually flattens, and finally tends to a straight line. However, the difference is that the initial slope of the curve in this experiment is larger, and the curve flattening is faster; that is, the saturation speed of the Top value is faster.

3) In the two matching modes, the matching results in both directions have a higher degree of coincidence than in experiment 1. Especially after Top20, the results are basically coincident. Even Top1 and Top10 are not very different.

From these three points, we can see that this experiment and Experiment 1 have both the same place and a different place. Similarly, the existence of firmware code genes is verified in practice, which verifies the validity and robustness of the method designed in this study. The difference is as follows: First, the similarity ranking in Experiment 2 has a higher starting point, a larger initial slope, and a faster curve flattening speed. Second, the results of the two matching directions in Experiment 2 are symmetrical.

This symmetry may be due to three reasons: First, the version between BusyBox V1.20.0 and BusyBox V1.21.1 is relatively close, and the code itself is quite similar. Second, Experiment 1 was carried out on a heterogeneous platform, while Experiment 2 was carried out on the same platform. In other words, the matching accuracy under the same architecture was higher than that under different architectures. Third, Experiment 2 not only verified the essentiality, stability and antivariability of the firmware code gene verified in Experiment 1 but also verified the heritability.

In addition, in the BusyBox v1.20.0 × BusyBox v1.21.1 matching mode, Top1 = 90.87%, and Top10 = 97.26%. In similar experimental environments, the results in reference [20] show that Top1 = 90.4% and Top10 = 97%. As shown in Fig. 10, the method in this paper is slightly better than that in reference [20]. However, considering that this experiment uses the same compiler and the same optimization options to compile similar source code on the same platform, the proportion of the perfect match Top1 has exceeded 90%, so this advantage does not seem very large, but under different platforms, different compilers, and different optimization options, the advantages may be more obvious.

In the above four experiments, the validity and robustness of the method designed in this study for function matching are investigated and analyzed from the platform, compiler, optimization options and matching direction, taking the target code generated by the same source code and similar source code as the research object. The experimental results not only verify the experimental purpose but also provide a practical basis and a benchmark for subsequent experiments. More importantly, in line with reference [3], the existence of firmware code genes has been proved in practice, along with the essentiality, stability, antivariability and heritability of the firmware code genes.

5) OpenSSL VULNERABILITY CVE-2016-6305
In version 1.1.0 before OpenSSL V1.1.0a, there is a security vulnerability CVE-2016-6305 in the ssl3_read_bytes function in the file record/rec_layer_s3.c. This vulnerability allows remote attackers to cause a denial of service (infinite loop) by triggering a zero-length record in an SSL_peek call.

We use GCC v4.6.2 and optimization option O2 to compile OpenSSL V1.1.0 on the ARM, MIPS and x86 platforms and extract the firmware code genes of the function SSL3_read_bytes in the three platforms. The method in this paper is used to search for matches in the binaries on other platforms, and the match rankings are shown in Table 2. From these results, we can see that the matching ranking is more ideal.
The experimental results show the following.
1) In the six matching modes, the matching result is ideal, \( \text{Rank} \leq 2 \).
2) The worst ranking (\( \text{Rank} = 2 \)) appears in the MIPS \( \times \) x86 matching pattern, which is consistent with the analysis in Experiment 1.

6) BusyBox VULNERABILITY CVE-2018-20679
An issue (Vulnerability CVE-2018-20679) was discovered in BusyBox before 1.30.0. An out-of-bounds read in the dhcp component (consumed by the DHCP server, client, and relay) allows a remote attacker to leak sensitive information from the stack by sending a crafted DHCP message. This issue is related to verification in udhcp_get_option() in networking/udhcp/common.c that 4-byte options are indeed 4 bytes.

We obtained the binary code of BusyBox V1.1.0 on the ARM, MIPS and x86 platforms, from which we extracted the firmware code gene of the function udhcp_get_option(). In the case that the compiler and optimization options are unknown, the binary code of BusyBox V1.1.0-arm, V1.1.0-MIPS, V1.1.0-x86, V1.1.3-ARM, V1.2.0-MIPS and V1.3.0-x86 are taken as experimental objects to search and match the vulnerability function using the method designed in this study. The experimental results are shown in Table 3 and are described as follows.

1) Overall, the matching rank value is not as ideal as Experiment 5, but it is still relatively advanced at \( \text{Rank} \leq 5 \), which is related to the unknown compiler and optimization options.
2) Compared with other match modes, the matching rank in MIPS \( \times \) x86 mode is still lower.
3) Matching under the same platform, with an unknown compiler and optimization options, the \( \text{Rank} \) value is 1, which may be due to the code pairs being similar or the same.

7) VULNERABILITY OF THE TP-LINK ROUTER
CVE-2017-16957
Command injection vulnerability CVE-2017-16957 exists in the firmware of multiple TP-Link routers (TL-WVR, TL-WAR, TL-ER, TL-R, etc.). This vulnerability allows remote authenticated users to execute arbitrary commands via shell metacharacters in the iface field of an admin/diagnostic command to cgi-bin/luci, related to the zone_get_effect_devices function in/usr/lib/lua/luci/controller/admin/diagnostic.lua in uhttpd.

We retrieved four versions of TP-Link router firmware binaries containing CVE-2017-16957 vulnerabilities—namely, TL-WVR450 L, TL-WAR302, TL-ER3210G and TL-R473G—from which the firmware code genes of the vulnerability function zone_get_effect_devices were extracted. The method designed in this study was used to search and match the vulnerability function in four versions of the firmware binary code. The matching results are shown in Table 4.

Unlike the previous experiments, this experiment is conducted with real closed-source firmware code. That is, we no longer focus closely on the platform of code deployment, the compiler used, and the optimization options selected. It employs a direct search match under unknown circumstances, which can better test the effectiveness and robustness of the firmware code gene and the method designed in this study. From the experimental results, we can see that the overall matching result is ideal, at \( \text{Rank} \leq 3 \). This result may be related to the selected firmware, which is designed and produced by the same manufacturer in the same period. Generally, the design tools, design strategies, third-party libraries, and even the core code and hardware environment that they use are quite similar.

8) BACKDOOR OF THE D-LINK ROUTER
Some D-Link routers have backdoors. With this backdoor, an attacker can access the Web control interface without a username and password. The reason for this backdoor concerns the alpha_auth_check function of the firmware application Web server (/bin/Webs). There is a backdoor password “xmlset_rodkcableqj28840 ybtide” detection in this function; if true, then it directly allows access to the login status—that is, without any authentication to access the Web control interface. The backdoor exists in several types of router firmware for D-Link and Planex routers.

We obtained four firmware binaries containing the backdoor, DIR-100, DI-524UP and DI-604S for the D-Link router and BRL-04UR for Planex, from which we extracted the firmware code genes of the function alpha_auth_check. The method designed in this study was used to perform a function matching search among them. The experimental results are shown in Table 5.

In addition to the vulnerabilities, the backdoor is also an important research topic of firmware security detection. Similarly, this experiment is a direct search match in real closed-source firmware binary code. From the experimental results, the overall matching effect is good, at \( \text{Rank} \leq 2 \). This
TABLE 5. The rank value of experiment VIII.

|               | D1-100 | D1-524UP | D1-604S | BRL-04UR |
|---------------|--------|----------|---------|----------|
| D1-100        | 1      | 1        | 2       |          |
| D1-524UP      | 1      |          | 2       | 2        |
| D1-604S       | 1      | 1        |         | 1        |
| BRL-04UR      | 2      | 2        | 1       |          |

TABLE 6. The time overhead of experiment V.

|            | V1.1.0-ARM | V1.1.0-MIPS | V1.1.0-X86 |
|------------|------------|-------------|------------|
| V1.1.0-ARM | 3.1s       | 2.9s        | --         |
| V1.1.0-MIPS| 3.2s       | --          | 3.3s       |
| V1.1.0-X86 | 2.9s       | 3.0s        | --         |

finding also verifies the validity of the firmware code gene
and the design method in this paper for firmware backdoor
detection in practice.

D. EXPERIMENTAL PERFORMANCE

Since the extraction of firmware code genes can be completed
before the search, and can be performed only once, this paper
calculates only the time overhead of search matching. We take
Experiment 5 as an example because it allows us to focus
on performance overhead without considering the compiler,
optimization options, and source code implications. In the
experiment, the length of the Seq list is set to 200, and the
experimental results are shown in Table 6.

As seen in the table, code similar to the security defect
sample was searched from OpenSSL in an acceptable amount
time. Due to the time overhead of the first-stage search,
it is mainly focused on the CGDS algorithm, which is linearly
dependent on the size of the function call graph of the code
to be detected. While the same source code is compiled on
different platforms using the same compiler and the same
optimization options, the function call graph retains enough
similarity (if inline functions are not considered) that the time
overhead for different platforms is relatively close. As for
the overhead of the second-stage search, since the size of the Seq
list has been set to 200, the impact is also a constant.

Therefore, we can also see that the two-stage search strategy
adopted in this study, on the one hand, is to meet the
needs of algorithm design; on the other hand, it also pro-
vides countermeasures for the balance of precision and cost.
The length of the Seq list will directly determine the size
of the second-stage search. In this experiment, it is set as
200, mainly because the TOP curve tends to saturation after
n = 100.

E. EXPERIMENTAL REVELATION

The above experiments can be divided into three parts.

(1) Full-function search matching with codes commonly
used in the firmware of IoT terminals as experimental objects,
including Experiments 1, 2, 3, and 4. This section mainly
analyzes the impact of different platforms, different com-
pliers, different optimization options and different matching
directions on function search matching.

(2) The vulnerability function search matching, which
takes real vulnerabilities and codes commonly used in
the firmware of IoT terminals as subjects, contains Experiments
5 and 6. Based on the previous part, the validity of this method
to search and match real vulnerability functions is verified.

(3) Vulnerability function search matching with real
vulnerability (backdoor) and real closed-source terminal
firmware binary code of the IoT includes Experiments 7 and
8. Based on the first two parts, this part further verifies the
validity of this method in searching and matching of the real
vulnerability functions in real firmware.

The three parts are closely related and progressive. The first
part provides the analysis basis and comparison benchmarks
for the latter two parts, and the second part makes practical
preparations for the third part. By combining the experiments,
we can see the following.

(1) The detection algorithm designed in this study has a
good search and match effect on functions and has certain
advantages over traditional methods in the field of IoT termi-
nal security detection.

(2) Using the method designed in this study for
full-function search matching, the Top value saturation speed
is fast. When we encounter a large scale of function call graph
nodes to be detected, this method will help us effectively
reduce the workload of subsequent inspection measurements,
which will greatly improve the efficiency of IoT terminal
firmware security detection.

(3) In different architectures, although the result of func-
tion search matching is different, it is still ideal in general.
This ideal result is critical for IoT terminal firmware that is
widely deployed on heterogeneous platforms.

(4) In different matching directions, the results are some-
times asymmetric, but the overall difference is only quantita-
tive, not enough to cause qualitative changes. This is useful
for the security detection of IoT terminal firmware because
sometimes we cannot specify a matching direction.

(5) Function matching without optimization options is not
ideal, but it has some reference value, and few codes do not
use optimization strategies in reality.

(6) In binary code generated by the same or the same family
of compilers, function searching and matching perform better
than in cross-family compilers. However, COTS technology
is widely used in the design of IoT terminal firmware, and
when the same manufacturer designs the same series of prod-
ucts, it generally uses the same compiler, which has little
effect in reality.

VII. SUMMARY

In this paper, based on reference [3], an IoT terminal security
detection method based on firmware code genes is proposed,
and the FSDS is designed and implemented. This method uses
the essentiality, stability, antivariability and heritability of the
firmware code genes of the IoT terminals, measures the gene
distances of the firmware codes and evaluates the similar-
ity between codes to achieve security detection. The results
show that the FSDS has a good function search matching
effect on the firmware binary code under different platforms, compilers, optimization options and matching directions and has high efficiency and robustness for IoT terminal firmware security detection. However, the research on firmware code genes is still in its infancy, related research is still incomplete, and some work still must be undertaken in the future.

(1) The purpose of this paper is to complete the search matching of known vulnerabilities in the firmware to be detected. The result is a descending ranking list reflecting the similarity with the sample vulnerability function. Determining whether the function that ranks first or at the top of this list is a vulnerability function that is beyond the scope of this paper. In fact, the validation of vulnerabilities is a research field in itself.

(2) This paper presents a security detection method based on firmware code genes for IoT terminals. This method completes security detection by measuring the distance between firmware code genes. The firmware code gene distance on the function call graph, the firmware code gene distance on the function CFG and the two-stage search algorithm are used to measure the overall similarity in this study. However, if there is a better way to describe the firmware code gene distance or a more precise algorithm to complete the search matching between functions, then they can still be applied to the system designed in this study. In other words, the detection system designed in this study is open and scalable.

(3) This paper corresponds to reference [3], proves the existence of the firmware code gene of the IoT terminal in practice, and applies it to the security detection of the IoT terminal firmware. However, our experiments focus on vulnerability function matching. Research studies on malicious code detection, backdoor discovery, copyright protection, homology analysis, etc., must be further strengthened.

(4) The object of this research is firmware binary code, but to highlight vulnerability function search matching and firmware security detection, the “binary code” in this study is the binary code that was unpacked, with a peeled file system, not the firmware binary image before unpacking.

(5) From the method designed in this study, we can describe the code similarity by measuring the firmware code gene distance on the function call graph and the firmware code gene distance on the function CFG. This description requires that sufficient similarity be maintained between the code to be detected and the sample on both the function call graph CG and the function CFG. Therefore, the validity and robustness of this method for codes with confusion, encryption and other techniques remain to be studied.

(6) In real firmware code, once a manufacturer finds a security defect, it usually solves it by patching. Sometimes, the difference between patched and unpatched code is not so great; it is just a judgment statement or a few lines of code. This situation reflects that the differences in the firmware code genes and gene distances are much less obvious. Therefore, the validity and robustness of the methods presented in this paper for the vulnerability function and vulnerability function patches remain to be studied.
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