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Abstract
Mobile robots that operate in real-world environments need to be able to safely navigate their surroundings. Obstacle avoidance and path planning are crucial capabilities for achieving autonomy of such systems. However, for new or dynamic environments, navigation methods that rely on an explicit map of the environment can be impractical or even impossible to use. We present a new local navigation method for steering the robot to global goals without relying on an explicit map of the environment. The proposed navigation model is trained in a deep reinforcement learning framework based on Advantage Actor–Critic method and is able to directly translate robot observations to movement commands. We evaluate and compare the proposed navigation method with standard map-based approaches on several navigation scenarios in simulation and demonstrate that our method is able to navigate the robot also without the map or when the map gets corrupted, while the standard approaches fail. We also show that our method can be directly transferred to a real robot.
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Introduction
Intelligent machines should be able to perform complex tasks in unstructured environments. Moreover, they should be able to operate in a safe manner, avoiding possible damages to the environment, other agents, or themselves. For mobile robots, this requirement implies a need for a navigation system, performing obstacle avoidance and path planning.

In static environments, the standard approach is to build a map of the environment and deploy a localization system along with a path-planning algorithm and control system to safely navigate the robot in the environment. However, for certain navigation tasks, we might want the robot to be immediately operational in a new environment, while in other environments the rate of change of the surroundings might make preserving a valid map infeasible (e.g. a robot moving in a crowded area, exposition spaces where equipment and furniture are frequently displaced, a robot in a marina). For these types of environments, where using a map is impractical, it can be more appropriate to develop a map-less navigation approach, relying on the current sensor readings without an explicit map.

We state our problem as the task of navigating a mobile robot to a given goal location, specified in terms of bearing and distance from the current robot pose, without having any a priori information about the environment. We assume that the environment is partially
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observable using the robot sensors and that the distance and bearing are continuously obtainable. Driven by the progress of reinforcement learning (RL) methods in recent years, along with the principal suitability of applying RL to an agent sequentially interacting with an environment, we develop a new method for creating map-less and goal-driven navigation RL policies. Our navigation policies operate in an iterative process of taking an observation of the world, in the form of a laser range scan along with the distance and angle to the goal and generating a velocity command for the robot. Building on our previous work, 1 we first consider the problem of navigation as a Markov decision process 2 (MDP) and then implicitly as a partially observable Markov decision process 3 (POMDP) and optimize a navigation policy modeled by a deep neural network in the framework of RL, specifically with an approach based on the state-of-the-art A2C 4 method as visualized in Figure 1.

Training neural networks on experience generated by real robots is costly, as batteries require recharging, resetting experiments requires manual effort, and physical components can be worn down and require maintenance. These problems are exacerbated when learning navigation policies for mobile robots since there is the added difficulty of acquiring negative samples, which are mostly collisions. Additionally, most RL algorithms depend on large quantities of samples for training. The required amount of samples can be produced either by using multiple robots (difficult when working with mobile robots), training in a really authentic simulator, or training in somewhat abstracted simulator but managing to regularize the samples by performing considerable randomization in the simulation parameters, which is what we do in our approach.

The main contribution presented in this article is a novel reactive local navigation method for steering the robot to global goals without relying on a map of the environment. The proposed navigation model is trained in a deep RL framework and is able to directly translate robot observations to movement commands. We implement the trained policies on a robot with a 2D laser range scanner and evaluate their performance on various navigation tasks in a polygon of obstacles. The results show that as the map gets corrupted, our approach outperforms global navigation methods.

In the following section, we present the related work. In the Approach section, we present in detail our proposed method. This is followed by the section describing the experiment setup and evaluation results. In the last section, we present our conclusions.

Related work

Model-free methods for optimizing MDPs make it possible to find an optimal policy without explicitly modeling the dynamics of the underlying MDP. Q-learning 5 and methods based on Policy Gradients 6 are among the most significant such methods.

Recently, incredible results were presented by Mnih et al. 7 by their deep Q-networks (DQN), where they achieved a human level performance on a number of Atari games. Wang et al. 8 applied the same optimization algorithm but designed a novel network architecture, separating the state-values, and the action-advantages named Dueling DQN. This architecture beat the state of the art on the Atari benchmark. Then van Hasselt et al. 9 presented a method named Double DQN which uses a second, target Q-network, and so circumventing the maximization bias in Q-learning and achieving better results in a number of domains. The training of these deep models is made practically viable by employing methods of experience replay 10 like Prioritized Experience Replay developed by Schaul et al. 11 Employing experience replay significantly speeds up the convergence of the network by breaking down the high correlation between successive samples.
While policy gradients have been around for quite some time, Mnih et al. developed the Asynchronous Advantageous Actor Critic (A3C) method\(^6\) for a neural network implementation of a policy function that outperforms the standard DQN, on some games also the Double DQN and in numerous experiments demonstrated the superiority of policy gradient methods for some classes of problems. In parallel methods like the Trust Region Policy Optimization,\(^{12}\) Proximal Policy Optimization,\(^{13}\) and Deep Deterministic Policy Gradients\(^{14}\) were also developed, providing some improvements to the convergence properties and faster learning in some situations scenarios.

The first experiments in learning a navigation policy with RL were done before the mass adoption of neural networks, using tables for approximating the policy or value functions. This was mostly done by severe discretization of the state space. Adbel et al.\(^{15}\) implement a tabular form of Q-learning for obstacle avoidance and assume a fully observable environment. A fully observable environment is often not available to a robot, and the tabular Q-learning can only be applied up to a certain environment-complexity, as the method suffers from the curse of dimensionality. Konar et al. developed Improved Q-learning (IQL)\(^{16}\) as an extension of Extended Q-learning\(^{17}\) and applied it to path-planning in an environment represented by a grid. The IQL algorithm presupposes a knowledge of the distance to the next-state (observation) which is not always available. Wen et al.\(^{18}\) used a tabular implementation of the Q-learning algorithm merged with EKF-SLAM\(^19\) for an obstacle avoidance system on an NAO robot. They use clustering methods to preprocess the laser-scan data.

The availability of computing hardware and development of efficient techniques for training deep networks has made possible the circumvention of some of the negative effects of drastic discretization—using powerful neural networks to approximate the state-value function, Q-function, or directly the policy. Gupta et al.\(^{20}\) implemented an end-to-end system for learning simultaneous mapping and planning for robotic navigation by applying a value iteration method. This method in general converges slower than either Q-learning or policy-gradient methods. A variant of Q-learning (fitted Q iteration) was applied to an in-simulation learning system,\(^21\) which through high randomization can obtain a certain degree of success, be directly applied to the target domain. In our work, we use the policy gradient method A2C and use recurrent long short-term memory (LSTM) units in the structure of our policy network. The main differences to other work in RL is the treatment of the goal as a part of the state, and especially the design of the output layers, where we split the output layer of the LSTM unit into two separate streams which we optimize within the same loss function, by summing the two losses, and jointly updating the parameters.

Recently, a lot of “deep” methods have focused on navigation based on camera input. Xie et al.\(^22\) have developed a monocular image obstacle avoidance method based on the dueling and double-Q mechanisms. This method however does not navigate to a goal location. Bruce et al.\(^{23}\) present a method based on DQN for navigation based on a 360° camera mounted on a robot, but to a fixed location in a previously known environment. By adding auxiliary losses to the A3C algorithm and using additional techniques, Mirovski et al.\(^24\) manage to train an agent for navigation in a virtual maze environment. Zhu et al.\(^25\) developed a method for navigating to a target given as an image in a previously known environment; however, this approach is not applicable to navigation in an unknown environment, especially as the policy uses scene specific layers in its structure. Kulahanek et al.\(^26\) took this idea further by removing the scene specific layers and using ideas of training with auxiliary tasks for learning better feature extraction from the image. Leiva et al.\(^27\) train a collision policy which as input combines the date from the RGB, depth image, and lasers on the robot.

We consider our work parallel to these work, since our navigation policy as the main input takes only a laser-scan rather than an RGB or a depth image. Additionally, unlike in previous studies,\(^{25,26}\) our algorithm assumes that the robot operates in continuous space and does not deterministically move by a certain distance in a given direction. Taking this in consideration, our policy can be applied on many existing robots without making any changes in their hardware and without incurring additional integration costs.

The work most closely related to ours is Tai et al.\(^{28}\) They also train a navigation policy for the TurtleBot using a Deep RL algorithm. In their approach, they use the deterministic policy gradient algorithm, while our work is based on the A2C method. Additionally, we use a simpler simulator for training and are able to generate samples faster, we provide greater randomization by permuting the obstacles and starting positions at each trial which we expect to translate to better applicability to unseen environments. The most significant contribution is the integration of a recurrent network in the navigation policy which implicitly addresses the partial observability of the problem.

**Approach**

In this section, we present in short the RL framework, and then the A2C method for solving RL problems. Then we formulate robot navigation as a RL problem, present the proposed neural networks, and explain in detail the procedure for training them.

**Reinforcement learning**

Put in the most general terms, in RL, we try to discover a policy of acting so as to maximize a certain reward signal, just by interacting with a given environment. We interact
with the environment in iterations and in each iteration we receive an observation and a reward and we produce an action that is sent to the environment. This process of interacting can end by encountering a terminal state or the process can continue forever.

The process we are interacting with is usually formalized as an MDP if we assume that the observation we get at each time step fully describes the state of the environment, or it can be formalized as a POMDP if we assume that the underlying state is hidden. If we do not try to learn a model of the process during this interaction, we are working with model-free RL, as the majority of recent successes in RL. We formulate the task of navigation first as an MDP and later as a POMDP.

An MDP is defined by a set of states \( S \), a set of actions \( A \), transition function \( t(s, a) : S \times A \rightarrow S \) (or if the process is stochastic \( t(s, a, s') : S \times A \rightarrow P_r(S) \), a reward at each time-step \( R_t \), and a discount factor for the future rewards \( \gamma \in [0, 1] \). The agent is randomly initialized in the environment, after which it observes the state \( s_0 \) and performs an action \( a_0 \) according to a deterministic policy \( \pi(s) : S \rightarrow A \), or stochastic policy \( \pi(a|s) : A \times S \rightarrow \mathbb{R} \). This takes the agent to the state \( s_1 \) and it receives a reward of \( R_1 \). This process continues iteratively until a terminal state is reached or it continues forever. The MDP framework is quite general and a lot of problems can be formalized within it. However, in some problems, the observation that we get from the environment does not contain the complete information about the current state, which we need for making optimal decisions. Sometimes we can still learn useful policies by treating the underlying partially observable problem as a fully observable problem. In general, to model such problems more accurately, we usually use the framework of POMDP.

A POMDP is defined by a tuple \( \langle S, A, T, \gamma, \mathcal{O}, \mathcal{Q} \rangle \), where \( S \) is a set of states, \( A \) is a set of actions, \( T : S \times A \rightarrow P_r(S) \) is a state-transition function which gives the probability that we end up in state \( s' \) if we take action \( a \) in state \( s \) \((T(s, a, s') = Pr(s'|s, a))\), \( R : S \times A \rightarrow \mathbb{R} \) is a reward the agent receives at each time-step for taking a certain action in a certain state, \( \gamma \in [0, 1] \) is a discount factor, \( \mathcal{O} \) is a set of observations that the agent can experience, and \( \mathcal{Q} : S \times A \rightarrow P_r(\mathcal{Q}) \) is an observation function which gives the probability for observing the observation \( o \) if the agent took action \( a \) and ended up in state \( s' \) \((\mathcal{Q}(s', a, o) = Pr(o|s', a))\).

**Optimization**

Let \( G_t \) be the total sum of discounted rewards, going from time \( t \) forward: \( G_t = R_t + \gamma R_{t+1} + \ldots = \sum_{k=0}^{\infty} \gamma^k R_{t+k+1} \). Now we can define the state-value function as \( V(s) = \mathbb{E}[G_t | S_t = s] \), or in plain words, the total expected return, given that we are currently in state \( s \) and are following policy \( \pi \). Similarly, we can also define the action-value function as \( Q(a,s,A) = \mathbb{E}[G_t | S_t = s, A_t = a] \) which can be stated as the total expected return, given that we are in state \( s \), will take action \( a \) and will continue to choose actions according to policy \( \pi \). For policy gradient methods, we express the objective function as

\[
J(\theta) = \sum_{s,a} d^s(\pi) \sum_{a \in A} \pi_\theta(a|s) Q^\pi(s,a)
\]

where \( d^s(\pi) \) is the stationary distribution of states under \( \pi_\theta \) and \( \theta \) are the parameters of the policy (in our case the parameters of the neural network model of the policy). The optimality criterion is maximizing the objective function. In accordance with the policy gradient theorem, \( ^{29} \) we can express the gradient of the objective function with respect to the parameters of the policy as

\[
\nabla_\theta J(\theta) = \mathbb{E}_{s,a} \left[ \sum_{t=0}^{\infty} A^\pi(s_t, a_t) \nabla_\theta \log \pi_\theta(a_t|s_t) \right]
\]

where \( A^\pi(s_t, a_t) = Q^\pi(a_t, s_t) - V^\pi(s_t) \) is the advantage function, telling us how much action \( a_t \) is better than the “expected” action.

**A2C**

A2C is a model-free actor–critic RL method which deals with the high variance in the approximation of the policy gradient by using the advantage function for regularization. In practice, to calculate the advantage function, in addition to the policy network, we train a critic network which learns to approximate the state-value function. The policy network (actor network) is the behavioral policy, which, if represented by a recurrent network, outputs the probability that each action is the best action in the current belief state

\[
\pi(a_k|o_k; b_k; \theta_a) = \Pr(a = a_k|s = s_k, b = b_k, \theta = \theta_a)
\]

where the vector \( \theta_a \) are the weights of the neural network. Our goal becomes learning the weights \( \theta_a \) on the basis of a performance measure so that our policy will approach the optimal policy—maximizing the cumulative discounted reward. The critic network approximates the expected future reward, given an observation

\[
V_c(o_k; \theta_c) = E[R_k + \gamma R_{k+1} + \gamma^2 R_{k+2} + \ldots | s_k, \theta_c]
\]

where \( \theta_c \) are the weights of the critic network. It should be noted that the actor and critic network share the same weights on the lower layers.

The loss for the critic network is the mean-squared error

\[
\text{Loss}_{\text{critic}} = \left( V(o_k; \theta_c) - \sum_{i=0}^{l_{\text{critic}}} \gamma^i R_i \right)^2
\]

The loss for the actor network, according to the Policy-Gradient theorem, \( ^6 \) is

\[
\text{Loss}_{\text{actor}} = \log \pi(a_k|o_k; b_k; \theta_a) A(o_k, a_k; \theta_c)
\]

While optimizing the actor and critic losses, it is common that the agent will quickly start to converge to a sub-
optimal policy. To encourage exploration, a soft constraint in the form of an entropy term is added to the loss function, which prevents premature convergence of the learning method to a suboptimal policy

$$\text{Loss}_{\text{ent}} = \pi(a_k|o_k; b_k; \theta_a) \log \pi(a_k|o_k; b_k; \theta_a)$$  \hspace{1cm} (7)

Therefore, the complete loss function we used is

$$\text{Loss} = \text{Loss}_{\text{actor}} + v_c \text{Loss}_{\text{critic}} - v_c \text{Loss}_{\text{ent}}.$$  \hspace{1cm} (8)

where $v_c$ and $v_e$ are weights for the loss of the critic and the entropy, respectively. When the process is modeled as an MDP, the observation $o_k$ is equivalent with the state $s_k$.

### Navigation as a (PO)MDP

In our approach for mobile robot navigation, an observation of the environment is a vector $o = [l_1 \ldots l_{30} \alpha \theta]$, where $l_1$ to $l_{30}$ are laser-scan measurements of the environment around the robot, $\alpha$ is the angle to the goal, and $\theta$ is the distance to the goal. An action is a vector $a = [\beta \nu]$ where $\beta$ is one of seven different turning angles and $\nu$ is one of seven different linear velocities.

We first consider navigation as a Markov Decision Process (MDP) and assume that the states are fully observable. Although this is an inaccurate representation of the problem, it can be justifiable in appropriate scenarios where memory is not needed for solving the problem—where acting optimally in a local sense is also the optimal action in the global sense, such as scenarios in which the obstacles are convex.

In this approach, the observation becomes the same as the state ($o_k = s_k$) and we model the policy as a feed-forward (FF) neural network. The policy can be represented as

$$p(a_k|s_k; \theta_a) = \Pr(a = a_k|s = s_k, \theta = \theta_a)$$  \hspace{1cm} (9)

where $\theta_a$ are the parameters of the neural network.

To address more realistic scenarios, we also consider navigation as a Partially Observable MDP (POMDP). This is a more accurate modeling of the problem at hand. In most environments, a single observation does not provide enough information to choose an optimal action that takes us toward the global goal—we need to reason as to what the state is by combining the observations into a belief state.

For this purpose, we model the policy as a deep recurrent neural network which at each time step gets an observation as the input and outputs an action

$$p(a_k|o_k; b_k; \theta_a) = \Pr(a = a_k|o = o_k, b = b_k, \theta = \theta_a)$$  \hspace{1cm} (10)

where $\theta_a$ are the weights of the neural network, $o_k$ is the current observation, and $b_k$ is the current belief state which is encoded in the hidden state of the recurrent layer in the network. Here we assume that, given enough experience, the internal state of the recurrent network will implicitly model the underlying state of the process, thus addressing the partial observability of the environment.

Our FF neural network policy is visualized in Figure 2(a). Since a FF model treats the observation as the true representation of the state, it can only be suitable for navigating environments for which this is not a significant problem. To address this issue, our second policy is a recurrent model which contains LSTM units and is visualized in Figure 2(b). The first three layers of both networks are the same, three layers of 512 fully connected units with Rectified Linear Units (ReLU) as activations. The FF network is then split into two streams, one to model the “actor” (the navigation policy) and the other stream to model the “critic” (the state-value function). The critic stream in both networks is the same: a layer of 512 fully connected units with ReLU activations, followed by 256 fully connected units with ReLU activations, followed by a layer with a single neuron with a linear activation.

In our recurrent network, there is an additional LSTM layer consisting of 512 units in the actor stream. In the FF network, the belief state is encoded in the hidden state of the recurrent layer.
model, the robot moves with a constant forward speed and we only predict the right turning angle of the robot. However, to improve the quality of the generated trajectory in the LSTM network, the actor stream is further split into two sub-streams, one to predict the turning angle, and one to predict the appropriate forward speed. Each of the 14 outputs ($2 \times 7$) has a linear activation. Each output in both of the two sub-streams represents the probability that a certain speed is the best among all others or that a certain turning angle is the best among all the others. In both networks, the inputs are normalized to the $[0, 1]$ range.

**Learning in simulation**

Deep RL methods require large numbers of samples to converge, usually in the order of millions or tens of millions. Gathering this number of samples on a real robotic system can be very difficult, especially when working with mobile robots, as these experiments require resetting the environment after each rollout or episode which requires constant human intervention. Secondly, in the first stages of learning, the robots are bound to crash with the environment which can be critical. An added difficulty is the managing the robot batteries.

An obvious solution to this problem would be to learn the policies in simulation. In this case, the problem of transferring the policy to a real robot arises. One way to deal with this problem is to perform some sort of domain adaptation. This would still require the gathering of significant labeled data from the real robots. Another way to deal with this problem is to create very realistic simulations of the real world; however, this is also problematic for a number of reasons.

A third approach, which we also take in this work, is to introduce significant randomization of simulated environment used for learning the navigation policy, so as to exclude reliance on particular features of the learning environment. In this way, we hope to achieve regularizing effects, and force the policy to learn a more general model for navigation, stemming from the underlying physics. This has been shown as a viable strategy by a number of RL researchers. In each of our parallel running simulated environments, we introduce randomization. In the convex obstacles simulator (Figure 3(a)), we randomize the position and orientation of all obstacles at the start of each episode. In the simulated environments containing rooms and passages (Figure 3(b) to (d)), we randomize, within certain bounds, the angles of the walls. In all simulators, we also randomly change the decay of the speed of the robot (the friction).

For the purpose of learning a navigation policy, we have created a simple 2D simulator based on the PyGame (https://www.pygame.org/news) and the Chipmunk (https://chipmunk-physics.net/) simulators in the Python programming language, visualized in Figure 3. We used this simulator to train the navigation policies in all of our experiments. The different courses are designed around something we consider to be atomic navigation tasks, like exiting a room, following a corridor, encountering a U-shaped obstacle, and so on. For the purposes of evaluation, we constructed a more realistic 3D obstacle course in the Gazebo (http://gazebosim.org/) simulator, in which we used an accurate model of the TurtleBot robot for comprehensive evaluations of the learned navigation policies. The obstacle course is visualized in Figure 6. This simulator could also be used for learning a navigation policy; however, the simulations are orders of magnitude slower then using our 2D simulator.

All training was done by generating experiences from eight uncorrelated instances of the simulator which were run in parallel, each on a separate core of the Intel i7-6700 CPU. The networks were trained using a GeForce GTX 1070 graphics card. For the training of the FF model, all the simulators were an instance of the convex obstacles simulator represented in Figure 3(a). For the LSTM model, which can take into account more challenging environments, the training was done in a combination of different configurations of the obstacle course.

Each episode for training began with a random initialization of the robot and a random position given as the goal location, after which the first observation was generated. On the basis of this observation, the policy that was being trained generated a movement action which was translated...
into movement by the simulator and after a fixed time period the environment returned an observation and a reward. This process continued until a terminal state was encountered. A terminal state is a state in which the agent is either in collision with the environment (has hit an obstacle) or it has reached the goal (the agent is within some distance $\varepsilon$ from the location of the goal).

When an episodes finishes, the simulator is restarted and a new episode is automatically started. The maximum allowed steps were 100 for the FF model and 150 for the LSTM model. After each performed step, the agent received a reward of 100 if it managed to reach the goal or a reward of $-50$ if it collided with the environment. In all other cases, the robot received a reward of $0$. These transitions generated from all the simulators were gathered into a common buffer and after a fixed number of steps an iteration of back-propagation was performed on the network model.

The neural networks and the learning algorithm were implemented in Tensorflow (https://www.tensorflow.org/). We used the RMSPropOptimizer as it was found to have the lowest variance among the tested optimizers during training. We used a learning rate of 0.007, decay of 0.99, and $\varepsilon$ was set to 0.00005. The learning rate was linearly decreased during the training as this also proved to stabilize the learning.

Our navigation policies were designed to take as input 30 range scans in the range of $-120$ to $+120$ degrees of the forward direction of the robot. In simulation, we simulate 120 rays that we group into 30 bins (minimum measurement is taken as the value for each bin). For the experiments on the real robot, the 1024 measurements of the Hokuyo URG-04LX range scanner were grouped into 30 bins and again the minimum measurement was used as input in the navigation policy. The outputs of the navigation policy were simply translated into motor commands by issuing simple movement commands using the exposed ROS (http://www.ros.org/) topics for sending a command for linear or angular acceleration. For the real robot, all processing in all experiments was done on the on-board laptop.

**Evaluation**

We evaluated our navigation policies against two configurations of the TurtleBot1 (https://www.turtlebot.com/) navigation stack (TS.). The TurtleBot navigation stack is an implementation of the ROS navigation stack (http://wiki.ros.org/) for the Turtlebot robot. Both configurations use an Adaptive Monte Carlo Localization algorithm together with a Dynamic Window Approach local planner. However, the first configuration (TS.Dij) uses a global planner based on the Dijkstra algorithm, while the second configuration (TS.D*L) uses the D* Lite global planner. The D* Lite planner is able to find optimal paths in our experimental scenarios (the map resolution is 5 cm per cell) and performs replanning in each control cycle (5 Hz). The FF neural policy is evaluated on a real robot in a physical field of convex obstacles. The LSTM neural policy is evaluated more comprehensively on an obstacle course in a 3D simulation and then implemented on a real robot.

In all experiments and all configurations for the TS., a map of the environment was pre-built using OpenSlam’s Gmapping algorithm which is a Rao-Blackwellized particle filter for learning grid maps from range scanner data. The TS., specifically the costmap_2D package, is set to update the pre-built map with the most current observations, both adding new obstacles and removing nonexistent ones. In all trials, we introduce changes to the environment, as is bound to happen in an environment that is not controlled.

**FF policy on a real robot**

In this experiment, we trained the FF neural network model visualized in Figure 2(a). The trained model was transferred on a real TurtleBot robot and a simple polygon with obstacles depicted in Figure 4(b) was built. The original map was then degraded (a few of the obstacles were displaced) and the algorithms were again run for three times. Lastly, the map was severely degraded and the experiment was repeated.

We call these obstacle courses Stage 1, Stage 2, and Stage 3. In each stage, both our navigation policy and the TS.Dij were sequentially given six goals to navigate to. Each trial was repeated three times. We measured the distance traveled as the goals progressed and counted the number of reached goals. The results of the experiment, with one trajectory highlighted for visualization, are depicted in Figure 5.

In the first stage, both our navigation policy and the TS.Dij had no problems navigating to each of the six goals. Our method produces a more “choppy” trajectory, but both are of comparable length. In stage 2, we moved two of the obstacles. Again, the traveled distances are of comparable

![Figure 4. (a) A custom built TurtleBot1 robot equipped with a scanning laser range finder Hokuyo URG-04LX and (b) a photograph of the polygon used for evaluation.](image-url)
length, both our method and the TS.Dij had no problems navigating to each of the goals. In the last stage, when the obstacles were severely displaced, the TS.Dij started to get lost. We ran the evaluations on the third stage for five times, and in two of these trials the TS.Dij did not manage to recover from the loss. Our navigation policy managed to reach all goals in each of the trials. It should be noted that the TS.Dij was set to update the map as it encountered differences from the reference map.

**LSTM policy in simulation**

In this set of experiments, we evaluate our LSTM neural network (visualized in Figure 2(b)). Since the LSTM model...
is able to handle more challenging navigation scenarios, we constructed a large and more complex obstacle world in the Gazebo simulator and pre-built a map of the course for the TurtleBot navigation stack. Then we proceeded in two stages to displace some obstacles, first a few of the obstacles and then some more, and we evaluated the navigation approaches on these different stages visualized in Figure 6.

On these obstacle courses, we performed two experiments. In the first experiment, we randomly generated 100 simple navigation tasks, consisting of a starting location and a goal location and evaluated the success rate in reaching the goal locations. In all experiments, the TurtleBot navigation stack was set to update the map with new observations, therefore to adapt to the changes in the map.

The 100 starting locations and 100 goal locations were generated randomly. Then we evaluated each navigation policy on these short-term navigation tasks. For the TurtleBot stack, the occupancy map was restarted after each navigation task so as to clean the artifacts that accumulate. The results of the experiment are presented in Table 1.

From the results, it is evident that as the map is degraded the performance of the TurtleBot navigation stack starts dropping, irregardless of the global planner. Our map-agnostic navigation policy starts to outperform the navigation stack as soon as the map does not represent the ground-truth very accurately. However, for the reached goals, the TurtleBot navigation stack managed to generate shorter trajectories, something that is to be expected from any global planning approach over a local planning approach. The goals that were not reached, in the case of the TS., were either considered reached by the global planner but in reality they were not (because of errors in the occupancy map and localization) or the navigation stack did not manage to find a valid path and the navigation was canceled. For our navigation policy, a failed goal meant that the policy did not find it in the maximum allowed time-steps (for the trials it was set to 2000), or the robot got itself in a situation that any further action would result in a crash.

The second experiment was designed to simulate a more realistic navigation task for the robot, where the system is not reset after each goal, but the robot is expected to be able to continue to navigate. We defined 10 reachable goals for both policies and then evaluated their performance as the map degrades. In this experiment, the robot navigates the goals consecutively. The results and executed trajectories are presented in Figure 7. For clearer visualization from each of the three runs, one trajectory is bolded for each navigation algorithm, while the other two are shown transparently. The initial position of the robot is marked as the 0th goal.

For the original polygon, visualized in Figure 7(a), all navigation methods managed to traverse all 10 of the given goals. We can see that our algorithm produces a more “choppy” trajectory and both trajectories are of comparable length. This is to be expected in the first stage, as the TurtleBot navigation stack has an ideal map of the environment. It can be seen that our method can navigate through different obstacle configurations. It further shows that our navigation policy can autonomously navigate to goals that are close as well as a great distance away (e.g. from goal 9 to goal 10).

In the second stage, depicted in Figure 7(b), our navigation policy again had no problems navigating to all of the given goals. The navigation stack did not manage to reach all goals, as it got lost several times in all of the three runs. The results with the numbers of times a goal location was reached can be seen in Figure 7(b). The failures to reach a certain goal for TS. were results of the failings of the localization algorithm, as the planners always reported that the goal was reached. It is interesting to note that after getting lost it sometimes did happen that the TurtleBot managed to fix the error and find its correct location again. The number of times each goal was reached successfully is shown in Table 2.

The effect of the U-trap between the 5th and the 6th goal can be seen in Figure 7(d) and (e), as a larger increase in time between the goals. However, the robot was able to successfully navigate to the goal on the other side of the trap. The navigation through this type of obstacles is virtually impossible by only considering the immediate sensor readings. This suggests that our navigation policy has learned to update its belief function about the current state successfully.

The navigation in the third stage is depicted in Figure 7(c). As can be seen in Table 2, in this stage, both TS.Dij and TS.D*L were stuck, with one exception, were unable to navigate to the given goal locations. The navigation time also increased significantly. Our navigation policy had no problems navigating to all of 10 of the goals in this modified course and as shown in Table 2 it did so faster then in the original polygon. Comparing these results with the short-term trials, we can conclude that prolonged operation of the TurtleBot stack in environments which are not very accurately mapped has severe adverse effects on the navigation quality. In the long navigation tasks, the TS. started to miss a lot of the given goals, although the navigation system itself considered the goals as reached, as represented in Table 2.

In the third experiment, we generated 100 different sequential navigation tasks. As in the second experiment, each task consists of consecutively reaching 10 goal

| Method         | Stage 1 | Stage 2 | Stage 3 |
|----------------|---------|---------|---------|
|                | # Len.  | # Len.  | # Len.  |
| Ours           | 88 6.0 | 87 6.6  | 80 6.5  |
| T.S.Dijkstra   | 93 4.8 | 76 5.2  | 71 5.1  |
| T.S.D*Lite     | 90 4.9 | 75 5.0  | 76 6.6  |

*Presented are the number of reached goals (out of 100) and the average length of the trajectory of the reached goals.
locations, without any resetting of the navigation systems. Each task was created by randomly sampling 10 goals out of 100 randomly generated locations in the map, represented in Figure 8.

In this way, each evaluated navigation system was tasked with reaching 1000 goals in each of the three stages. As can be seen in the histogram in Figure 9, the distances between the goals range from 0.5 m to a little more than 10 m, while the average distance is about 5 m. The quantitative results of the evaluation are shown in Table 3.

As can be seen in Table 3, the performance of the T.S. navigation methods, both with the Dijkstra planner and the D* lite planner, drops in stages 2 and 3, due to the degradation of the map. The results of the third experiment further confirm the results from the previous experiments. We inspected the failures of all three methods in the first stage, and the vast majority are due to goals which are too close to obstacles for a safe approach.

The results in all three experiment are consistent and conform with observations of the robots in our lab. Namely, map-based navigation methods can perform poorly if they are initialized with a map that does not conform with the real environment. As the experiments show, this is true

| Goal | Stage 1 | Stage 2 | Stage 3 |
|------|---------|---------|---------|
|      | Our Dij D*L | Our Dij D*L | Our Dij D*L |
| 1    | 3 3 3 3 | 3 0 0 0 | 3 1 0 0 |
| 2    | 3 3 3 3 | 3 0 0 0 | 3 0 0 0 |
| 3    | 3 3 3 3 | 3 0 0 0 | 3 0 0 0 |
| 4    | 3 3 3 3 | 3 2 1 3 | 3 0 0 0 |
| 5    | 3 3 3 3 | 3 1 2 3 | 3 0 0 0 |
| 6    | 3 3 3 3 | 3 1 2 3 | 3 0 0 0 |
| 7    | 3 3 3 3 | 3 1 2 3 | 3 0 0 0 |
| 8    | 3 3 3 3 | 3 1 2 3 | 3 0 0 0 |
| 9    | 3 3 3 3 | 3 2 2 3 | 3 0 0 0 |
| 10   | 3 3 3 3 | 3 1 2 3 | 3 0 0 0 |

Table 2. The number of times a goal was reached.

Figure 7. Visualization of the executed trajectories: red is ours and blue and dark blue are TS.Dij and TS.D*L, respectively. Stage 1 is depicted in (a). The second stage is depicted in (b) and the third stage is depicted in (c). In (d), (e), and (f), the cumulative distances traveled versus the time for execution for (a), (b), and (c), respectively, is presented for one of the three runs. The circles in (d), (e), and (f) show when the navigation policy reports that a goal is reached. The circles are black if the goal has in fact not been reached. Image is best viewed in the digital copy of the document. (a) Stage 1: original polygon. (b) Stage 2: some displacements. (c) Stage 3: more displacements. (d) Distance versus time for stage 1. (e) Distance versus time for stage 2. (f) Distance versus time for stage 3.
even if the map is being updated and the path planner is replanning the trajectories using the updated map. In most cases, the initial inaccuracies cause the localization to fail, which causes the map repairing to fail. As stated in the Introduction, if significant map changes are expected to happen, and the environment does not contain any maze-like features, one possible solution is using a map-less approach.

**LSTM policy on a real robot**

In the end, to demonstrate that the LSTM policy is transferable to a real robot, we applied the learned policy on the TurtleBot robot depicted in Figure 4(a) and ran the robot in a laboratory environment which is depicted in Figure 10. The laboratory is a typical work environment containing a lot of unstructured obstacles of different scales, like chair and table legs, computers, small tables, cables, and so on. These types of obstacles were not observed by the robot during training.

The executed trajectories are visualized in Figure 10 along with a map of the environment. The robot was initialized at the location marked with 0 and was then sequentially navigated to six goal locations. The navigation policy used for this experiment was the same one used in the experiments in simulation and no additional preprocessing of the input was done.

The executed trajectories are qualitatively the same as the trajectories produced in simulation, predominantly due to the severe randomization of the environments during training. Our system was able to navigate to all of the given goals. The average speed of the robot in this experiment was $0.33 \text{ m/s}$. Comparing this to the average speed of $0.40 \text{ m/s}$ across all experiments in simulation, we can see that the performance is comparable without performing any domain adaptation.

**Conclusion**

In robotic navigation scenarios where the map is rapidly changing, working with maps can be impractical or
impossible. Additionally, in the map-based scenarios, the deployment of a mobile robot is delayed, since a map must be built beforehand. Furthermore, the environment should be adapted so that a reliable map can be built. To address these difficulties, in this work, we develop a map-less navigation approach.

We cast the mobile navigation task as an MDP. Our approach is based on a deep neural network trained with the A2C RL method. A large number of samples needed for training a deep neural network are generated in a simulated environment, without requiring manual labeling. We also show that such a policy is transferable to a real robot without any special domain adaptation. The main reasons for this are the regularization during training and the slight abstraction from the exact robot model in the generation of the actions.

The learned policies are applied on a robot equipped with a laser range scanner. We evaluate our approach against the ROS navigation stack and show that, as the environment deviates from the map, our method outperforms the standard approach.

In the future, we will expand our approach to work in environments with dynamic obstacles. For this purpose, we have built a simulator for pedestrians that uses a state of the art model for movement of human crowds. We plan to utilize the modeling power of LSTM networks to train a navigation policy which uses the past movements of the detected humans to make safe decisions on where the robot should move next.
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