Ghost Imaging by a Proportional Parameter to Filter Bucket Data
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Abstract: Most ghost imaging reconstruction algorithms require a large measurement time to retrieve the object information clearly. But not all groups of data play a positive role in reconstructing the object image. Abandoning some redundant data can not only enhance the quality of reconstruction images but also speed up the computation process. Here, we propose a method to screen the data using two threshold values set by a proportional parameter during the sampling process. Experimental results show that the reserved data after screening can be used in several reconstruction algorithms, and the reconstruction quality is enhanced or at least remains at the same level. Meanwhile, the computing time costs are greatly reduced, and so is the data storage.
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1. Introduction

Being different from the conventional imaging technology, Ghost imaging (GI) utilizes two spatially correlated beams to retrieve the object image information [1–7]. The beams are generated when an optical field is divided into an object beam and a reference beam. The target image can be found by calculating the correlation function between the bucket signal from the object beam path and the optical field distribution from the reference beam. When first proposed, ghost imaging was realized by the entangled photon pairs with quantum illumination. Successively, pseudo-thermal light, true thermal light, and even X-rays have been proven to be viable for the GI technique, which allows the experimental principle of ghost imaging to expand from quantum interpretation to the high-order correlation of light, and the diversity of light sources further benefits the development of GI [1,3–8]. Compared with the conventional imaging techniques, GI shows promising potentials in many fields, such as optical encryption, remote sensing, lidar detection, and so on, owing to its separation of imaging and detection [9–14]. However, there are two necessary improvements if GI was to be applied in practice. One is to modify the reconstruction algorithm to improve the reconstruction quality, and the other is to reduce the number of samples so as to save the calculation time. In recent years, new GI reconstruction algorithms have been continually proposed, such as differential ghost image (DGI) [15], normalized ghost imaging (NGI) [16], pseudo-inverse ghost imaging (PGI) [17,18], scalar-matrix-structured ghost imaging (SMGI) [19], iterative pseudo-inverse ghost imaging (IPGI) [20], compressive sensing ghost imaging (CSGI) [21,22], and binomial theorem ghost imaging (BGI) [23], which all improve the imaging quality in different ways. However, better reconstruction qualities are often accompanied by higher system complexity and much longer computation time. In terms of reducing sampling times,
some researchers focus on setting threshold values to screen the sampling data [24–26]. For example, the method using positive and negative correlations introduces the mean value of the speckle field information obtained by the reference arm as a threshold [25], in which all the sampled data are divided into two detailed sets, so each pair of speckle fields is given two labels. Double-threshold time-correspondence imaging (DTTCI) is a method of setting threshold values [26], but it needs an additional bucket detector in the reference arm of the conventional GI experimental system. In addition, computing ghost imaging (CGI) utilizes a spatial light modulator to save the construction of the reference light path, which greatly simplifies the GI experimental system and further facilitates the practical application of GI [27,28]. Recently, deep learning, as a research hotspot, has been applied in many fields, and some researchers apply deep learning in GI [29,30], but it requires vast amounts of data to train its network.

Experiments prove that DTTCI has a good imaging effect in NGI and DGI, but not for other reconstruction algorithms. The reason is that their imaging formulas contain the ratio of the measured data of the object arm bucket detector to the reference arm bucket detector and its average value. Therefore, we propose a novel and simple method by setting double threshold values according to a proportional parameter to screen the data in the sampling process. First, it counts the total light intensity data of the object arm bucket detector with only a few hundred measurements and sets two threshold values (a large one and a small one) in advance. Then, during the sampling process, it only records the total light intensity, which is higher than the larger threshold or lower than the smaller one. Their corresponding light field distribution of the reference arm at the same time and the data that does not meet the threshold condition will be abandoned. The experimental results show that this method can greatly reduce the time cost during the reconstruction procedure and keep the same, or sometimes even higher, levels of reconstruction quality using less screened data. Moreover, this method can also be used in other algorithms, such as PGI, SMGI.

2. Experimental Setup and Principle

The schematic diagram of the experimental system is shown in Figure 1, which consisted of the optical setup part and the data processing part. In the optical setup part, the pseudo-thermal light source was generated through a laser beam illuminating a rotating ground glass. The pseudo-thermal source was divided into the reference beam path and the object beam path by a 50:50 beam splitting mirror. After the object beam illuminated the target object with transmission function \( T(x, y) \), its total light intensity was recorded by a charge coupled device (CCD1), and the \( n \)th measurement value was denoted as \( B_n \). At the same time, the optical intensity distribution on the surface of the object was recorded by another same model CCD(CCD2) located at the same distance in reference path with the object (L1 = L2), and the \( n \)th measurement value was denoted as \( I_n(x, y) \). We defined the \( n \)th measurement value \( B_n \) and \( I_n(x, y) \) at the same moment as a set of sampled data. Since the \( B_n \) and \( I_n(x, y) \) were one-to-one corresponding, when we screened \( B_n \), the \( I_n(x, y) \) was screened as well. In the data processing part, after screened all of the \( B_n \) and \( I_n(x, y) \), these data that met the conditions participate in reconstructing the object.
Assuming that the total measurements time were $N$, the conventional GI algorithm can be expressed as:

$$T_{GI}(x, y) = \frac{1}{N} \sum_{n=1}^{N} (B_n - \langle B_n \rangle) I_n(x, y)$$

(1)

where $\langle B_n \rangle = \frac{1}{N} \sum_{n=1}^{N} B_n$ denotes the ensemble average of $B_n$. It is known from Equation (1) that the group of data had little influence on retrieving the object information when $(B_n - \langle B_n \rangle)$ approximated zero. Therefore, removing these $(B_n)$ and their corresponding $I_n(x, y)$ simplified the calculation and reduced reconstruction time cost.

Now, the question became how to find these data. We know that the mean value approximately equals the median when the sampled data are sufficient. Fortunately, a traditional GI algorithm and most modified reconstruction algorithms require a large amount of sampled data. In other words, those $B_n$ which equal or nearly equal to $\langle B_n \rangle$ are in the exact middle when all $B_n$ are arranged from large to small. To confirm this statistical property, 5000 sets of sampled data used in the experiment part were organized to tabulate the frequency statistics histogram, as shown in Figure 2, where the $B_n$ equals to $\langle B_n \rangle$ ranks 2438th when all of $B_n$ were arranged from large to small, and approximately equals to the median. According to our experiments, DTTCI was effective for NGI and DGI for a similar reason.

As can be seen in Figure 1, those $B_n$ meeting the condition that $(B_n - \langle B_n \rangle)$ equals or nearly equals to zero were located in the very center when all of $B_n$ were arranged from large to small. Since the amount of $B_n$ was rather large, so we could remove a certain number of $B_n$ values distributed around $\langle B_n \rangle$ along with their corresponding $I_n(x, y)$. To implement our method, the major obstacle was how to preselect two suitable intensity
threshold values that were relative to the average of $B_n$ since the average of $B_n$ could only be determined after all the values of $B_n$ had been measured and calculated. Here, we introduced a proportional parameter $C$ to filter the bucket data so as to get fewer and more useful data for the reconstruction, and $C$ was defined as:

$$C = \frac{N_T}{N} \quad (2)$$

where $N$ is the total number of data groups, and $N_T$ is the number of data groups screened from the $N$ sets of data. Hundreds of groups of data were processed according to the frequency statistics histogram of $(B_n - \langle B_n \rangle)$ to determine the proportion parameter $C$ before each experiment, and then we selected two threshold values according to $C$. In the experiments, we combined the screening process with the sampling process to filter each group of the sampled data and put the data corresponding to the $B_n$ within the threshold range into the data pool to participate in the operation. On the contrary, the data out of range were abandoned.

The proposed method was tested in SMGI and PGI to verify its effectiveness. Assuming that the object image and the optical fields distribution of the reference beam were both $p \times q$ pixels, the light field distribution of each measurement could be turned into a row vector, then these $N$ row vectors were pieced together into a matrix denoted as observation matrix $\Phi$ as below:

$$\Phi = \begin{bmatrix}
I_1(1, 1) & I_1(1, 2) & \cdots & I_1(p, q) \\
I_2(1, 1) & I_2(1, 2) & \cdots & I_2(p, q) \\
\vdots & \vdots & \ddots & \vdots \\
I_N(1, 1) & I_N(1, 2) & \cdots & I_N(p, q)
\end{bmatrix} \quad (3)$$

The total light intensity $B_n$ in $N$ times of measurements and the transmission coefficient $T(x, y)$, of the object were rewritten into corresponding vector forms. By constructing the observation matrix, the GI formula could also be transformed into a matrix form:

$$T_{GI} = \frac{1}{N} \Phi^T \begin{bmatrix}
B_1 \\
B_2 \\
\vdots \\
B_N
\end{bmatrix} - \frac{1}{N} \Phi^T \Phi \begin{bmatrix}
\langle B_n \rangle \\
\langle B_n \rangle \\
\vdots \\
\langle B_n \rangle
\end{bmatrix} = \frac{1}{N} \Phi^T (B_n) - \frac{1}{N} \Phi^T (\langle B_n \rangle) \quad (4)$$

where $\Phi^T$ is the transpose of $\Phi$. $N$ is the total sampling number. SMGI modifies the observation matrix $\Phi$ by subtracting a matrix $\Phi_x$ to make the calculation result of $(\Phi^T - \Phi_x)\Phi$ more similar to a scalar matrix, expressed as [19]:

$$T_{SMGI} = \frac{1}{N}(\Phi^T - \Phi_x)\Phi \begin{bmatrix}
T(1, 1) \\
T(1, 2) \\
\vdots \\
T(p, q)
\end{bmatrix} - \frac{1}{N}(\Phi^T - \Phi_x) \langle B_n \rangle \quad (5)$$

Similarly, PGI replace $\Phi$ with its pseudo-inverse matrix $\Phi^\dagger$ [17,18] as below:

$$T_{PGI} = \frac{1}{N} \Phi^\dagger \Phi \begin{bmatrix}
T(1, 1) \\
T(1, 2) \\
\vdots \\
T(p, q)
\end{bmatrix} - \frac{1}{N} \Phi^\dagger \langle B_n \rangle \quad (6)$$

From Equations (5) and (6), it was known that all the modifications only change the $I_n(x, y)$ part of the formulas rather than the part containing $(B_n - \langle B_n \rangle)$, so theoretically, our method was equally effective for SMGI and PGI.
3. Experimental Results

All the experiments were carried out on the setup as shown in Figure 1, in which the distance $L_1$ ($L_1 = L_2$) is 200 mm, the laser wavelength $\lambda = 532$ nm, the focal length $f$ of the lens was 150 mm, CCD1 (Stingray F-504B, AVT, Stadtroda, Germany) was identical to CCD2, CCD1 was used to gather the sum of light field distribution modulated by the Object and CCD2 was used to record the light field distribution of reference beam at the surface of the object.

First of all, to test how effective our method was for the conventional GI algorithm expressed by Equations (1) and (4), we respectively screened 2000, 3000, and 4000 groups of data according to the threshold values determined by the corresponding proportional parameter $C$, from the total 5000 groups of sampled data to reconstruct the targets “GI” and “ZHONG”, and the reconstruction results are shown in Figure 3. Using Peak Signal-to-Noise Ratio (PSNR) as the quantitative index to evaluate the quality of the reconstructed image, the results are shown in Figure 4, in which the upper and lower dotted lines represent the PSNR values of reconstruction results when the number of data groups was 5000.

From Figure 3, it is obvious that the visual effects using 2000, 3000, and 4000 groups of data were almost the same as all the groups of data (5000 groups). From Figure 4, we can see that when the $C$ was no less than 0.6, the PSNR of the reconstructed results remained the same quality or slightly improved if some data were abandoned. It can also be seen
from Figure 4 that when \( C = 0.6 \) to 0.7, the reconstruction quality was better than that of GI using all sampled data. Multiple experimental results showed that \( C = 0.65 \) was applicable to all binary images tested. In other words, the parameter \( C \) between 0.6 and 0.7 was a general optimal solution. Therefore, when reconstructing a target, we could choose the minimum and maximum of the total light intensity in the rejection data when \( C = 0.65 \) as two thresholds. Moreover, the reason why the PSNR values go slightly down with the increase in the \( C \) value (The amount of data used for reconstruction was also increasing) was that the effect of the deleted data groups might bring more noise so as to affect the improvement in reconstruction quality, which also proved that if the data were not filtered, there would be a considerable amount of useless data in the sampled data and they would have a side effect on the reconstruction quality. The experiment showed that our method can keep the quality of reconstruction basically unchanged when it deletes a certain number of the sampled data. Meanwhile, the computing time is greatly reduced since the screening process does not take much time. For example, when \( C = 0.6 \), using the filtered data could save about 15 s computing time (the computer environment: CPU i5-8300H, memory 8G, Lenovo, Beijing, China) under the premise of ensuring the reconstruction quality. From the above, we demonstrated the effectiveness of our method on the GI algorithm.

According to the experiments above, the optimum range of \( C \) was 0.6–0.7, so in the subsequent experiments (procedure of sampling and storing data), we selected the maximum and minimum values of \( Bn \) corresponding with \( C = 0.65 \) as the two thresholds and carried out the sampling procedure combined with the filtering process. Respectively, we sampled a total of 1200 sets of data with and without filtering process for the two different images, “GI” and “ZHONG”, which were processed by the PGI and SMGI algorithms to further test the effectiveness of our method. PGI and SMGI using the data filtered by the two thresholds were recorded as T-PGI and T-SMGI, respectively, for short, and all the results are shown in Figures 5–8, where 300, 600, 900, and 1200 in Figures 5 and 7, respectively, represent the amount of data used from the total 1200 sets of data, and Figures 6 and 8 are the PSNR curves corresponding to Figures 5 and 7 respectively.

![Image](image_url)

**Figure 5.** Experimental results for the “GI” and “ZHONG” by the pseudo-inverse ghost imaging (PGI) and T-PGI methods with 300, 600, 900, and 1200 sets of data.
Figure 6. PSNR curves of the reconstruction result “GI” and “ZHONG” of pseudo-inverse ghost imaging (PGI) and T-PGI; (a) the PSNR curves of the “GI” of PGI and T-PGI; (b) the PSNR curves of “ZHONG” of PGI and T-PGI.

Figure 7. Experimental results for the “GI” and “ZHONG” were obtained by the scalar-matrix-structured ghost imaging (SMGI) and T-SMGI methods with 300, 600, 900, and 1200 measurements.

Figure 8. PSNR curves of the reconstruction result “GI” and “ZHONG” of SMGI and T-SMGI; (a) the PSNR curves of the “GI” of SMGI and T-SMGI; (b) the PSNR curves of SMGI and T-SMGI of “ZHONG”.

In Figure 5, the visual effects of reconstructed images of T-PGI and PGI enhanced along with the increase in data sets, and under the same amount of data, the visual effect of
T-PGI was also better than that of PGI. From Figure 6, we can see that the PSNR increased along with the data sets when the PSNR of T-PGI was much higher than that of PGI all the time, which were consistent with the visual effects in Figure 5.

It can be seen from Figures 7 and 8 that SMGI and T-SMGI had similar results. These results confirm that our data screening method is suitable for PGI and SMGI algorithm enhancement. In addition, the PSNR and visual effect of SMGI reconstruction results were better than those of PGI, which is consistent with our previously published experimental results [19]. In fact, the threshold effect of counting hundreds of sets of data was similar to that of 5000 groups of data, because the values of Bn were basically concentrated near the mean value of Bn. Because the process of data screening was directly completed in the sampling process, and the filtering process only involved simple addition or subtraction calculation, the filtering process hardly increased the sampling process time, but also saved the storage space occupied by the original redundant data and greatly reduced the time of the following reconstruction computation.

The experimental results above were all based on the reconstruction of binary images, so this method is suitable for GI, PGI, and SMGI when processing binary images.

4. Conclusions

In conclusion, we chose the proportion parameter C value corresponding to the best reconstruction effect to select the double thresholds to complete the data filtering in the sampling process. Before sampling the data, we verified the effectiveness of our method for the GI algorithm and first determined the two threshold values by the proportion parameter C. In the following experiments, by comparing the reconstruction results of PGI and SMGI using filtered data and unfiltered data, experimental results showed that our method can be applied to a variety of algorithms. Besides, combining the filtering procedure with the sampling process, the storage space occupied by the data that are not beneficial to the reconstruction quality can be saved. The next reconstruction calculation time is reduced greatly, and the reconstruction quality remained basically unchanged or even increased slightly. Based on the above advantages, we believe that this method will be useful for the practicability of ghost imaging.
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