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We study the critical dynamics of three-dimensional ferromagnets with uniaxial anisotropy by taking into account exchange and dipole-dipole interaction. The dynamic spin correlation functions and the transport coefficients are calculated within a mode coupling theory. It is found that the dipolar interaction has a dramatic effect on the critical behavior. For uniaxial (\(n = 1\)) systems, however, it was shown by Larkin and Khmelnitskii\textsuperscript{4)} that dipolar interaction asymptotically leads to classical critical behavior with logarithmic corrections in three dimensions. The asymptotic behavior of this system was also studied by means of renormalization group theory\textsuperscript{5)}, which revealed that the one loop calculation agrees with the asymptotic results of Ref. \textsuperscript{6). The complete crossover from Ising behavior with non classical exponents to asymptotic uniaxial dipolar behavior has also recently been analyzed within a generalized minimal subtraction method\textsuperscript{7}.}

In anisotropic ferromagnets with an easy axis anisotropy there are two relevant perturbations, the dipolar coupling \(g\) and the anisotropy parameter \(m\). As a consequence upon approaching the critical temperature the system passes through a considerably more complex crossover region before it reaches its asymptotic critical behavior. Four nontrivial fixed points determine the flow of the various model parameters: the isotropic Heisenberg, the uniaxial Ising, the isotropic dipolar and the uniaxial dipolar fixed point. Depending on the relative strength of the dipolar and uniaxial anisotropy different scenarios are possible. For \(g > m\) the system is supposed to show a crossover cascade from isotropic Heisenberg to isotropic dipolar to uniaxial dipolar critical behavior. For \(m > g\) the system first crosses over from the Heisenberg to the Ising fixed point before it turns to the asymptotically stable uniaxial dipolar fixed point. Both cases seem to be realized in nature: e.g. one finds \(m \approx 1.2 \times 10^{-2}\) and \(g \approx 2.0 \times 10^{-3}\) for Fe\textsubscript{14}Nd\textsubscript{2}B (see Ref. \textsuperscript{6}, whereas \(m < g\) in Gd (see below)).

In this paper we study the dynamics of such anisotropic ferromagnets under the combined influence of dipolar interaction and magnetocrystalline anisotropy. We proceed as follows. In Section \textsuperscript{1} we discuss the model Hamiltonian and the effect of dipolar interaction on the critical

\textbf{I. INTRODUCTION}

The spin dynamics of simple ferromagnets in the vicinity to their Curie point is an archetypical example for critical dynamic phenomena near second-order phase transitions. In recent years it became increasingly clear that the dipolar interaction has a dramatic effect on the critical spin fluctuations of all real ferromagnets\textsuperscript{8,9). A mode coupling theory (for a review see e.g. Ref. \textsuperscript{5}) including the dipolar coupling has lead to remarkable success in explaining the experimental data for materials with cubic lattice structure (e.g. Fe, Ni, EuO, and EuS).

In this paper we extend this analysis to anisotropic magnetic systems. A short account of part of these results with emphasis on the interpretation of experiments on Gd has been given recently\textsuperscript{9}. Anisotropy acts to suppress critical fluctuations perpendicular to the easy axis of magnetization and breaks certain local conservation laws. This has a marked effect on the critical dynamics of spin fluctuations near \(T_c\). Combining the effect resulting from magneto-crystalline anisotropy and long-ranged dipolar interaction one expects a crossover scaling behavior with \textit{three scaling variables}. Besides the correlation length \(\xi\) there are two more length scales resulting from the strength of the dipolar interaction and the anisotropy energy with respect to the exchange energy.

Dipolar interaction is known to be a relevant perturbation with respect to the fixed point of a \(n\)-component Heisenberg model, where the spins are coupled by short-range exchange interaction. It drives the system to a new dipolar fixed point, whose nature dramatically depends on the number \(n\) of components of the order parameter. For isotropic Heisenberg ferromagnets (\(n = 3\)) the resulting isotropic dipolar fixed point is characterized by a set of critical exponents which are only slightly different from the corresponding values at the (isotropic) Heisenberg fixed point. The consequences of this crossover on the static and dynamic correlation functions is by now well known and has been reviewed recently\textsuperscript{7}. For uniaxial (\(n = 1\)) systems, however, it was shown by Larkin and Khmelnitskii\textsuperscript{4) that dipolar interaction asymptotically leads to classical critical behavior with logarithmic corrections in three dimensions. The asymptotic behavior of this system was also studied by means of renormalization group theory\textsuperscript{5)}, which revealed that the one loop calculation agrees with the asymptotic results of Ref. \textsuperscript{6) The complete crossover from Ising behavior with non classical exponents to asymptotic uniaxial dipolar behavior has also recently been analyzed within a generalized minimal subtraction method\textsuperscript{7}.}
behavior in cubic and hexagonal lattices. We define the dimensionless parameters characterizing the strength of the dipolar and the uniaxial anisotropy. In Sec. II we discuss the static critical behavior of uniaxial dipolar ferromagnets and derive the eigenvalues and eigenvectors of the static susceptibility matrix. The mode coupling theory in terms of these eigenmodes is formulated in Sec. IV. We briefly discuss the limits of an isotropic Heisenberg magnet without dipolar interaction and of an isotropic Heisenberg magnet including dipolar interaction. The general case of an uniaxial and dipolar ferromagnet is discussed in detail. The mode coupling equations are solved analytically in certain limiting regions of parameter space and analytically for intermediate parameter values. The resulting crossover scenarios for dominating magneto-crystalline and dipolar anisotropy are discussed, respectively. In Sec. V we compare our theoretical findings with results from various hyperfine interaction experiments on Gd. In Sec. VI we give a summary and discussion of the results. Some of the technical details of the theory are collected in the appendix.

II. THE MODEL OF AN UNIAXIAL DIPOLAR FERROMAGNET

We consider a system with $N$ identical spins fixed on the sites of a three dimensional lattice. Taking into account magneto-crystalline anisotropy as well as dipolar interaction it is described by a Heisenberg Hamiltonian

$$H = - \sum_{i \neq j} \left[ J_{ij} (S_i^z S_j^z + S_i^y S_j^y) + D_{ij} S_i^a S_j^b \right].$$

The magnitude of the magneto-crystalline anisotropy of the system is given by $\Delta = J^z / J^\parallel$. Here we focus on uniaxial anisotropy, $\Delta > 1$, with the easy axis of magnetization along the z-axis. The dipolar interaction is characterized by the tensor

$$D^{\alpha \beta}_{ij} = \left( \frac{g_L \mu_B}{2v_a} \right)^2 \left( \frac{3 \delta_{\alpha \beta} - 3 |x_{ij}|^2}{|x_{ij}|^3 - 3 |x_{ij}|^5} \right),$$

with $x_{ij} = x_i - x_j$, $g_L$ the Landé factor, and $\mu_B$ the Bohr magneton. As shown by Cohen and Keffer dipolar lattice sums

$$D^{\alpha \beta}_q = \sum_{i \neq j} D^{\alpha \beta}_{ij} e^{i q \cdot x_i},$$

can be evaluated by using Ewald’s method. For infinite three-dimensional cubic lattices one finds to leading order in the wave vector $q$ the dipolar tensor to leading order in $q/a$ and keeping only those terms, which are relevant in the sense of renormalization-group theory this results in the following effective Hamiltonian for dipolar ferromagnets

$$H = \sum_q \left[ \left( - J_0 - J q^2 a^2 \right) \delta_{\alpha \beta} + J q g q_a g_a q^2 \right] S^\alpha_q S^\beta_q,$$

where the Fourier–transform of the spin variables is defined by

$$S^\alpha_q = \frac{1}{N} \sum_i S^\alpha_i e^{i q \cdot x_i}.$$ 

Here we have defined a dimensionless quantity $g$ as the ratio of the dipolar energy $(g_L \mu_B)^2 / a^3$ and exchange energy $2J$, multiplied by a factor $4\pi a^3 / v_a$, which depends on the lattice structure.

$$g = \frac{4\pi a^3}{v_a} \left( \frac{g_L \mu_B}{2J} \right)^2 \propto \text{Dipolar Energy} / \text{Exchange Energy}.$$ 

Strictly speaking there are dipolar corrections of order $O(q^2)$ to the exchange coupling. But, those can be neglected, since the strength of the dipolar interaction is small compared with the exchange interaction.

For Bravais lattices with a hexagonal-closed packed (hcp) structure the dipolar tensor to leading order in $q$ becomes of the form (see Ref. and the appendix)

$$D^{\alpha \beta}_q = \left( \frac{g_L \mu_B}{2v_a} \right)^2 \left( - 4 \pi a^3 \right) g_a g_a q^2 + \beta_1 q^2 g_a g_a q^2 - \beta_3^2 (q_a)^2 \right]$$

with the coefficients given in table I. In the same way as above we find

$$H = \sum_{q} \left[ \left( - J_0^q - J m^q + J q^2 a^2 \right) \delta_{\alpha \beta} + J q g q_a g_a q^2 \right] S^\alpha_q S^\beta_q,$$

where the contribution of the dipolar interaction to the uniaxial anisotropy is given by

$$D^{\alpha \beta}_q = \frac{(g_L \mu_B)^2}{2v_a} \left[ 4\pi \left( \delta_{\alpha \beta} - \frac{3 g_a q_a B^q}{q^3} \right) + \alpha_1 q_a B^q \right]$$

$$+ \left[ \alpha_2 q^2 - \alpha_3 (q_a)^2 \right] \delta_{\alpha \beta},$$

where $v_a$ is the volume of the primitive unit cell with lattice constant $a$, and $\alpha_i$ are constants, which depend on the lattice structure (see e.g. I). Upon expanding the exchange interaction,

$$J_q = \sum_q \left[ J_0 + J q^2 a^2 \right] \approx J_0 - J q^2 a^2 + O(q^4),$$

and keeping only those terms, which are relevant in the sense of renormalization-group theory this results in the following effective Hamiltonian for dipolar ferromagnets

$$H = \sum_q \left[ \left( - J_0 - J q^2 a^2 \right) \delta_{\alpha \beta} + J q g q_a g_a q^2 \right] S^\alpha_q S^\beta_q.$$
m^α = \frac{1}{J} \left( g_L \mu_B \right)^2 \frac{2v_a}{\beta_4^α}. \quad (2.11)

Note that the term proportional to $q_\alpha q_\beta / q^2$ depends on the lattice structure only via the volume of the unit cell. Therefore the value of $g$ is identical to Eq. 2.8.

There are two sources of uniaxial anisotropy in the Hamiltonian, Eq. 2.10: magnetocrystalline anisotropy $J_0^α$, defined by $J_0^α = J_0^α - Jq^2α^2 + O(q^4)$, and $m^α$ which characterizes the dipole-dipole interaction. Crystal field contributions are expected to be the dominant factor in systems like LiTbF$_4$ \[1\] and Fe$_3$InNd$_2$B \[2\].

In addition, the dipolar interaction introduces an anisotropy of the spin-fluctuations with respect to the wave vector $q$ which is reflected by the term proportional to $q_\alpha q_\beta / q^2$. The magnitude $g$ of this anisotropy is given by $g = 4\pi (g_L \mu_B)^2 / 2JV_a$. We define a dimensionless quantity

$$m = (g_L \mu_B)^2 (β_4^∥ - β_4^⊥) / 2JV_a \quad (2.12)$$

proportional to the ratio between the anisotropy energy and the exchange energy. Putting in values for Gd the ratio of the dipolar contribution to the term $q_α q_β / q^2$ and to the uniaxial anisotropy is $\sqrt{g/m} = 7.8738$. In section \[3\] we will show that all available data for Gd can be explained by assuming that the uniaxial anisotropy is solely due to the dipolar interaction.

III. THE CRITICAL STATIC BEHAVIOR

A. The static susceptibility

Upon using standard techniques such as the Hubbard-Stratonovich transformation one may derive an effective Landau-Ginzburg free energy functional from the microscopic Hamiltonian, Eq. 2.7. Then the renormalized free energy in Gaussian approximation becomes,

$$H = \frac{1}{2} \int_k \chi^{-1}_{αβ}(k) S^α(k) S^β(−k), \quad (3.1)$$

where $\int_k = v_a \int d^3k / (2\pi)^3$. The inverse renormalized propagator (susceptibility) is given by

$$\chi^{-1}_{αβ}(k) = J \left[ (r_α + a^2 k^2) δ_{αβ} + g \frac{k_α k_β}{k^2} \right], \quad (3.2)$$

where we have taken an Ornstein-Zernike functional form and assumed that the static crossover can be described in terms of scale dependent parameters $r_α$ and $g$. In other words, all the crossover is contained in effective static exponents. We have chosen the reference frame such that the $z$-axis coincides with the easy axis of magnetization. Hence the “mass” of the corresponding spin fluctuations,

$$r_z = r = \frac{a^2}{ξ^2}, \quad (3.3)$$

defines the correlation length $ξ = ξ_0 [(T − T_c)/T_c]^{-ν}$ with a non-universal amplitude $ξ_0$ and the effective exponent $ν$. In the hard sector the “masses” do not vanish upon approaching the critical temperature, but saturate at a finite value $m$

$$r_x = r_y = r + m = \frac{a^2}{ξ^2} + a^2 q_α^2. \quad (3.4)$$

The parameter $m = (q_α a)^2$ characterizes the magnetocrystalline anisotropy. The ratio of dipolar to exchange interaction can be described by the Parameter $g = (q_α a)^2$. Thus, in addition to the correlation length there are two more relevant length scales, $q_α^{-1}$ and $q_β^{-1}$.

With the scaling variables, $R = (x, y, z)$,

$$x = \frac{1}{qξ}, \quad y = \frac{q_α}{q}, \quad z = \frac{q_λ}{q} \quad (3.5)$$

the susceptibility matrix becomes,

$$\chi_{αβ}(k) = \chi_{αβ}(k; ξ, q_α, q_λ) = \frac{1}{J (aq)^2} \hat{χ}_{αβ}(k; R), \quad (3.6)$$

with

$$\hat{χ}_{αβ}^{-1} = \left( \begin{array}{ccc}
1 + x^2 + z^2 & 0 & 0 \\
0 & 1 + x^2 + z^2 & 0 \\
0 & 0 & 1 + x^2
\end{array} \right)_{αβ} \quad (3.7)$$

For a more complete discussion of the static crossover and a calculation of the effective exponents we refer the reader to the literature \[1\] \[18\] \[20\].

B. Eigenvalues and eigenvectors

To investigate the physical properties of the static susceptibility one has to find the eigenvalues and eigenvectors of the spin system. From Eq. (3.2)–(3.4) the eigenvalues of the inverse susceptibility matrix are found to be

$$λ_1(k) = k^2 + ξ^2 + q_α^2$$
$$λ_2(k) = k^2 + ξ^2 + \frac{1}{2} \left[ q_β^2 + q_λ^2 + W \right]$$
$$λ_3(k) = k^2 + ξ^2 + \frac{1}{2} \left[ q_β^2 + q_λ^2 − W \right] \quad (3.8)$$

where $W = \sqrt{(q_β^2 + q_λ^2)^2 − 4q_β^2 q_λ^2 k^2 / k^2}$. The corresponding eigenvectors are given by
\begin{align}
e_1(k) &= \begin{pmatrix} k_2 \\ \sqrt{k_1^2 + k_2^2} \\ 0 \end{pmatrix} \frac{\text{sgn}(k_1)}{\sqrt{k_1^2 + k_2^2}}, \tag{3.11} \\
e_2(k) &= \begin{pmatrix} k_1 \\ \sqrt{k_2^2 + k_3^2 + f_1^2} \end{pmatrix} \frac{\text{sgn}(f_1(k))}{\sqrt{k_2^2 + k_3^2 + f_1^2}}, \tag{3.12} \\
e_3(k) &= \begin{pmatrix} k_1 \\ \sqrt{k_2^2 + k_3^2 + f_2^2} \end{pmatrix} \frac{\text{sgn}(f_2(k))}{\sqrt{k_2^2 + k_3^2 + f_2^2}}, \tag{3.13}
\end{align}

with

\begin{equation}
f_{\pm}(k) = \frac{2k_3(1 - k_3^2/k^2)q^2_a}{q^2_a + (1 - 2k_3^2/k^2)q^2_D} \pm W, \tag{3.14}\end{equation}

This eigenvectors obey the symmetry relation $e_\alpha(k) = e_\alpha(-k)$. It is interesting to note that due to the combined effect of the dipolar interaction and the uniaxial anisotropy the eigenvalues of the susceptibility matrix remain finite in the limit $k \to 0$ and upon approaching the critical temperature. Only if the angle $\nu$ between the easy axis of magnetization and the wave vector is $\nu = 90^\circ$ the third eigenvalue becomes critical. In the latter case the eigenvectors reduce to $e_1(k) = (k_2, k_1, 0)$, $e_2(k) = (k_1, k_2, 0)$ and $e_3(k) = (0, 0, 1)$, i.e. the critical eigenvector is along the easy axis of magnetization.

![FIG. 1. Eigenvectors in the uniaxial limit. The easy axis of magnetization points along the z-axis. The eigendirections in the uniaxial case are the easy axis of magnetization and two directions perpendicular to the easy axis, which here are chosen such that one is the projection of the wave vector into the xy-plane.](image1)

In order to understand the critical behavior of the static susceptibilities it is useful to consider the uniaxial and the dipolar limit. If the dipolar anisotropy can be neglected with respect to the uniaxial anisotropy, $q_D \ll q_a$, the eigenvectors reduce to (see figure 1)

\begin{align}
e_1(k) &= \begin{pmatrix} k_2 \\ \sqrt{k_1^2 + k_2^2} \\ 0 \end{pmatrix} \frac{\text{sgn}(k_1)}{\sqrt{k_1^2 + k_2^2}}, \tag{3.15} \\
e_2(k) &= \begin{pmatrix} k_1 \\ \sqrt{k_2^2 + k_3^2} \end{pmatrix} \frac{\text{sgn}(k_3)}{\sqrt{k_2^2 + k_3^2}}, \tag{3.16} \\
e_3(k) &= \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \tag{3.17}
\end{align}

The corresponding eigenvalues are given by

\begin{align}
\lambda_1(k) &= k^2 + \xi^{-2} + q^2_a, \tag{3.18} \\
\lambda_2(k) &= k^2 + \xi^{-2} + q^2_a, \tag{3.19} \\
\lambda_3(k) &= k^2 + \xi^{-2}. \tag{3.20}
\end{align}

In the pure dipolar limit, $q_a = 0$, one finds the eigenvectors

\begin{align}
e_1(k) &= \begin{pmatrix} k_2 \\ \sqrt{k_1^2 + k_2^2} \end{pmatrix} \frac{\text{sgn}(k_1)}{\sqrt{k_1^2 + k_2^2}}, \tag{3.21} \\
e_2(k) &= \begin{pmatrix} k_1 \\ k_2 \end{pmatrix} \frac{\text{sgn}(k_3)}{\sqrt{k_1^2 + k_2^2}}, \tag{3.22} \\
e_3(k) &= \begin{pmatrix} k \sqrt{k_1^2 + k_2^2} \\ k \sqrt{k_1^2 + k_3^2} \\ k \sqrt{k_2^2 + k_3^2} \end{pmatrix}, \tag{3.23}
\end{align}

where $e_2(k)$ points along the wave vector $k$ and $e_1(k)$ is perpendicular to the wave vector $k$ and the easy axis of magnetization. The third eigenvector is perpendicular to $k$ and $e_1$.

![FIG. 2. Eigenvectors in the dipolar limit. The easy axis of magnetization points along the z-axis. The eigendirections in the dipolar case are parallel and perpendicular to the wave vector $k$.](image2)
The corresponding eigenvalues are
\[ \lambda_1(k) = k^2 + \xi^{-2} \text{ (transverse } T_1) \],
\[ \lambda_2(k) = k^2 + \xi^{-2} + q_0^2 \text{ (longitudinal } L) \],
\[ \lambda_3(k) = k^2 + \xi^{-2} \text{ (transverse } T_2) \].
(3.24, 3.25, 3.26)
show that the spin fluctuations transverse to the wave vector \( k \) are critical, but the longitudinal ones stay finite. The dipolar wave vector \( q_o \) determines the crossover scale where the longitudinal susceptibility turns finite.

IV. MODE COUPLING THEORY FOR THE CRITICAL DYNAMICS

In this section we calculate the wave vector and frequency dependence of the spin correlation functions, quantities which are (in principle) directly accessible to neutron scattering experiments. For this purpose we use standard mode coupling theory. The basic idea underlying MC theory is that near the critical point the relevant dynamics are described through slowly varying macroscopic modes; i.e., the conserved quantities and the order parameter. The dynamics are formulated most conveniently in terms of the Kubo relaxation functions,
\[ \Phi_{\alpha\beta}(q, t) = i \lim_{\epsilon \to 0} \int_0^\infty dt e^{-i\epsilon \tau} \langle [s^\alpha(q, \tau), s^\beta(q, 0)] \rangle \]  
(4.1)
for the components \( s^\alpha(q, t) \) of the eigenvectors of the static susceptibility matrix. Here we use the normalization \( \Phi_{\alpha\beta}(q, t = 0) = 1 \), i.e., the spin variables are normalized with respect to the static susceptibilities. Here \( \langle \ldots \rangle \) denotes the thermal average and \( [\ldots] \) the commutator. The corresponding frequency dependent relaxation functions are defined by a half sided Fourier transform
\[ \Phi_{\alpha\beta}(q, \omega) = \int_0^\infty dt e^{i \omega t} \Phi_{\alpha\beta}(q, t) \].  
(4.2)
This Kubo relaxation function is related to the transport coefficients \( \Gamma_{\alpha\beta}(q, t) \) and the frequency matrix \( \omega_{\alpha\beta}(q) \) by
\[ \frac{d}{dt} \Phi_{\alpha\beta}(q, t) = i \omega_{\alpha\mu}(q) \Phi_{\mu\beta}(q, t) \]
\[ - \int_0^t d\tau \Gamma_{\alpha\mu}(q, t - \tau) \Phi_{\mu\beta}(q, \tau) \],  
(4.3)
where the frequency matrix is given by
\[ \omega_{\alpha\beta}(q) = \frac{1}{\sqrt{\chi_{\alpha}(q)\chi_{\beta}(q)}} |[s^\alpha(q), s^\beta(-q)]| \].  
(4.4)
The coefficients, \( \Gamma_{\alpha\beta}(q, t) \), of the memory matrix are determined self-consistently from decay processes of the spin-modes. If only two mode decay processes are taken into account, the spin relaxation functions enter quadratically into the coupled integro-differential equations for the \( \Gamma_{\alpha\beta}(q, t) \). Frequently one introduces in addition a Lorentzian approximation for the Kubo relaxation functions, which results in a simplified set of mode coupling equations for the line widths. For instance the Resibois-Piette scaling function for isotropic ferromagnets is obtained on this level of approximation [21].

A. Equations of motion for the eigenmodes

The analysis of the static susceptibility suggest to decompose the spin operator in three components along the eigenvectors of the spin Hamiltonian,
\[ S_k = s_k^1 e_1(k) + s_k^2 e_2(k) + s_k^3 e_3(k) \].  
(4.5)
Written out in its cartesian components (which from now on are indicated by Latin labels) this reads
\[ S_k^\alpha = \sum_\beta s_k^\beta e^\alpha_\beta(k) \].  
(4.6)
The back transform reads
\[ s_k^\alpha = \sum_i S_k^i e^\alpha_i(k) \],  
(4.7)
where the components of the spin operators in the eigenvector basis are labeled by Greek indices. With the commutation relations for the cartesian components of the spin operator one is led to the commutators of the spin components \( s^\alpha \),
\[ [s^\alpha_{-k}, s^\beta_q] = -i\hbar \sum_\gamma U^\gamma_{\alpha\beta}(k, q) s^\gamma_{q-k} \]  
(4.8)
with
\[ U^\gamma_{\alpha\beta}(k, q) = \sum_{ijk} \varepsilon_{ijk} e_{\alpha\beta}(k) e_{\gamma\gamma}(q) e_{\gamma\gamma}(q-k) \],
(4.9)
where \( \varepsilon_{ijk} \) is the Levi-Cevita symbol. The Heisenberg equations of motion become
\[ \frac{d s^\alpha_q}{dt} = i \frac{\hbar}{\alpha} [H, s^\alpha_q] \]
\[ = \frac{i\hbar}{\alpha} \sum_\beta \lambda_\beta(k) \left\{ s^\beta_{-k}, \left[ s^\alpha_k, s^\beta_q \right] \right\} \]
\[ = \hbar \sum_{\beta\gamma} \lambda_\beta(k) U^\gamma_{\beta\alpha}(k, q) \left\{ s^\beta_{-k}, s^\gamma_{q-k} \right\} \].
(4.10)
In the classical limit this can be rewritten as
\[ \frac{d s^\alpha_q}{dt} = 2 J \sum_{\beta\gamma} T^\beta_{\alpha\gamma}(k, q) s^\beta_{-k} s^\gamma_{q-k} \],  
(4.11)
with
\[ T_{\alpha}^{11}(k, q) = \lambda_1(k) U_{1\alpha}(k, q), \]
\[ T_{\alpha}^{12}(k, q) = (\lambda_1(k) - \lambda_2(q-k)) U_{1\alpha}(k, q), \]
\[ T_{\alpha}^{13}(k, q) = \lambda_1(k) - \lambda_3(q-k) U_{1\alpha}(k, q), \]
\[ T_{\alpha}^{21}(k, q) = 0, \]
\[ T_{\alpha}^{22}(k, q) = \lambda_2(k) U_{2\alpha}(k, q), \]
\[ T_{\alpha}^{23}(k, q) = (\lambda_2(k) - \lambda_4(q-k)) U_{2\alpha}(k, q), \]
\[ T_{\alpha}^{31}(k, q) = 0, \]
\[ T_{\alpha}^{32}(k, q) = 0, \]
\[ T_{\alpha}^{33}(k, q) = \lambda_3(k) U_{3\alpha}(k, q), \] \hspace{1cm} (4.12)

where we have used
\[ U_{\alpha\beta}(k, q) = -U_{\gamma\beta}^\alpha(q-k, q). \] \hspace{1cm} (4.13)

**B. Mode coupling equations**

Using the standard mode coupling formalism for the spin variables \( s^\alpha(q) \) one gets the following equations for the diagonal elements of the memory matrix

\[ \Gamma_\alpha(q, t) = \frac{1}{\chi_\alpha(q)} (s^\alpha_q(t), s^\alpha_q(0)) \]
\[ = \frac{4J^2}{\chi_\alpha(q)} \int_\mathbf{q} \int_\mathbf{k} T^{\beta\gamma}_\alpha(k, q) \sum_{\beta, \gamma} T^{\gamma\gamma'}(k', q) \]
\[ \times \left( \hat{s}^\beta_k(t) \hat{s}^\gamma_{k-q}(t), \hat{s}^\gamma_{k-q'}(0) \hat{s}^\gamma_{q-q'}(0) \right). \] \hspace{1cm} (4.14)

The off-diagonal elements are zero since the corresponding relaxation functions vanish due to the symmetry properties of the Hamiltonian. If the four-point correlation function on the right hand side is factorized into a product of two two-point correlation functions, one gets

\[ \Gamma_\alpha(q, t) = \frac{4k_B T J^2}{\chi_\alpha(q)} \int_\mathbf{k} \sum_{\beta, \gamma} K^{\beta\gamma}_\alpha(k, q) \]
\[ \times \Phi_\beta(k, t) \Phi_\gamma(q-k, t), \] \hspace{1cm} (4.15)

with the vertex functions \( K^{\beta\gamma}_\alpha(k, q) \) for the decay of the mode \( \alpha \) into the modes \( \beta \) and \( \gamma \) given by

\[ K^{\beta\beta}_\alpha(k, q) = T^{\beta\beta}_\alpha(k, q) U_{1\beta}(k, q) \]
\[ K^{\beta\gamma}_\alpha(k, q) = T^{\beta\gamma}_\alpha(k, q) T^{\gamma\gamma}_\alpha(k, q), \hspace{1cm} \beta \neq \gamma. \] \hspace{1cm} (4.16)

The corresponding equation for the Fourier transform reads

\[ \hat{\Gamma}_\alpha(q, \omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} \Gamma_\alpha(q, t) dt \]
\[ = \frac{4k_B T J^2}{\chi_\alpha(q)} \int_{\mathbf{k}, \omega} \sum_{\beta, \gamma} K^{\beta\gamma}_\alpha(k, q) \]
\[ \times \Phi_\beta(k, \omega) \Phi_\gamma(q-k, \omega-\omega'), \] \hspace{1cm} (4.17)

where \( \int_{\omega} = \int d\omega/2\pi \) and

\[ \Phi_\alpha(q, \omega) = \frac{i\chi_\alpha(q)}{\omega + i\Gamma_\alpha(q, \omega)} \] \hspace{1cm} (4.18)

denotes the half-sided Fourier-transform of \( \Phi_\alpha(q, t) \). If the transport coefficients vary only slowly with \( \omega \) one may replace the relaxation functions by simple Lorentzians

\[ \Phi_\alpha(q, \omega) = \frac{i\chi_\alpha(q)}{\omega + i\Gamma_\alpha(q)}; \] \hspace{1cm} (4.19)

i.e., the transport coefficients are replaced by their values at \( \omega = 0 \):

\[ \Gamma_\alpha(q) = \Gamma_\alpha(q, \omega = 0). \] \hspace{1cm} (4.20)

This additional approximation finally leads to a simplified set of coupled integral equations for the diagonal elements of the transport coefficients at zero frequency:

\[ \Gamma_\alpha(q) = 4k_B T J^2 \int_\mathbf{k} K^{\beta\gamma}_\alpha(k, q) \frac{\chi_\gamma(k) \chi_\gamma(q-k)}{\chi_\alpha(q)} \]
\[ \times \frac{1}{\Gamma_\beta(k) + \Gamma_\gamma(q-k)}. \] \hspace{1cm} (4.21)

As emphasized before, the uniaxial anisotropy and the dipolar interaction introduce two extra length scales \( q_\perp \) and \( q_\perp^{-1} \), respectively. This entails the following extension of the static scaling law for the spin susceptibility (in the eigenvector basis)

\[ \chi_\alpha(q; \xi, q_D, \lambda_A) = \frac{1}{q^2 q_D} \tilde{\chi}_\alpha(q; \mathbf{R}), \] \hspace{1cm} (4.22)

where \( \tilde{\mathbf{q}} \) is a unit vector and \( \mathbf{R} = (x, y, z) \) a vector of variables

\[ x = \frac{1}{q}, \quad y = \frac{q_D}{q}, \quad \text{and} \quad z = \frac{q_A}{q}. \] \hspace{1cm} (4.23)

The susceptibilites are given in terms of the eigenvalues in Eqs. (3.8)-(3.10) as

\[ \tilde{\chi}_\alpha(q; \mathbf{R}) = q^2 \chi_\perp^{-1}(q; \xi, q_D, \lambda_A). \] \hspace{1cm} (4.24)

Note that the susceptibilities of the spin variables \( s^\alpha \) depend not only on the three scaling variables \( x, y \) and \( z \), but also on the direction \( \tilde{\mathbf{q}} = q/\mathbf{q} \) of the wave vector \( \mathbf{q} \) with respect to the easy axis of magnetization. Thus, all scaling functions depend on four variables. The mode coupling equations are consistent with the same type of scaling law for the line widths \( \Gamma_\alpha(q; \xi, q_D, \lambda_A) \)

\[ \Gamma_\alpha(q; \xi, q_D, \lambda_A) = A q^z \gamma_\alpha(q; \mathbf{R}), \] \hspace{1cm} (4.25)

where the dependence of the line width on the length scales has now been made explicit in its argument. Inserting the above scaling laws, Eq. (4.22) and Eq. (4.25) and the scaling of the vertex functions...
\[ K_0^{\beta\gamma}(\mathbf{k}, q; \xi, q_\perp, q_\parallel) = q^4 \hat{K}_0^{\beta\gamma}(\mathbf{R}, \hat{q}; \mathbf{R}) \] (4.26)

we get

\[
\gamma_{\alpha}(\mathbf{R}) = \int_0^\infty d\rho \int_0^{\pi} d\eta \sin \eta \int_0^{2\pi} d\sigma \frac{\hat{K}_0^{\beta\gamma}(\mathbf{R}, \hat{q}; \mathbf{R})}{\chi_\alpha(\mathbf{q}; \mathbf{R})} \times \frac{\chi_\beta(\mathbf{R}; \hat{q}; \mathbf{R}) \chi_\gamma(\mathbf{R}; \hat{q}; \mathbf{R})}{\rho^{5/2} \gamma_\beta(\eta, \mathbf{R}/\rho) + \rho^{5/2} \gamma_\gamma(\eta, \mathbf{R}/\rho)},
\] (4.27)

where \( \mathbf{R} = k/q, \mathbf{R}_- = (k - q)/q, \) and the first argument in the scaling functions for the line width now gives the azimuthal angle between the wave vector and the easy axis of magnetization. The non universal scale factor

\[ A = \sqrt{4J/k_B T V^2/N^2(2\pi)^3}, \] (4.28)

and the dynamic exponent for the isotropic Heisenberg ferromagnet

\[ z = \frac{5}{2}. \] (4.29)

Here we have introduced polar coordinates such that

\[
\hat{q} = \begin{pmatrix} \cos \mu \sin \nu \\ \sin \mu \sin \nu \\ \cos \nu \end{pmatrix},
\] (4.30)

\[
\rho = \begin{pmatrix} \rho \cos \sigma \sin \eta \\ \rho \sin \sigma \sin \eta \\ \rho \cos \eta \end{pmatrix},
\] (4.31)

\[
\rho_- = \begin{pmatrix} \rho_- \cos \sigma_- \sin \eta_- \\ \rho_- \sin \sigma_- \sin \eta_- \\ \rho_- \cos \eta_- \end{pmatrix},
\] (4.32)

with

\[
\rho_- = \sqrt{1 + \rho^2 - 2\rho(\sin \nu \sin \eta \cos(\mu - \sigma) + \cos \nu \cos \eta)},
\]

\[
\sigma_- = \arctan\left(\frac{\sin \mu \sin \nu - \rho \sin \sigma \sin \eta}{\cos \mu \sin \nu - \rho \cos \sigma \sin \eta}\right),
\]

\[
\eta_- = \arccos\left(\frac{\cos \nu - \rho \cos \eta}{\rho_-}\right).
\]

C. Solution of the mode coupling equations

Now we are going to discuss the solution of the mode coupling equations derived in the preceding section. Since the general case including uniaxial anisotropy as well as dipolar interaction is quite complicated we will first shortly review the limiting cases of a) uniaxial and b) dipolar anisotropy, respectively. Since both cases are discussed in detail in the literature \[22\] we will be rather brief and mention only those aspects which will be relevant for the subsequent discussion.

\[\begin{align*}
\hat{S}_q^x &= -2 \int_k \frac{J(q^2 - 2q \cdot k - m)}{\chi_k(q^2 - 2q \cdot k)} S_k^x S_{q-k}^x, \\
\hat{S}_q^y &= -2 \int_k \frac{J(q^2 - 2q \cdot k - m)}{\chi_k(q^2 - 2q \cdot k)} S_k^y S_{q-k}^y, \\
\hat{S}_q^z &= -2 \int_k \frac{J(q^2 - 2q \cdot k)}{\chi_k(q^2 - 2q \cdot k)} S_k^z S_{q-k}^z.
\end{align*}\] (4.34-4.36)

The eigenmode analysis shows that the mode coupling equations (in Lorentzian approximation) become diagonal in the spin fluctuations \( s_\alpha \) perpendicular and parallel to the easy axis of magnetization \( (\alpha = \perp, \parallel) \)

\[\begin{align*}
\Gamma_\perp(q) &= \frac{4k_B T J^2}{\chi(q)} \int_k \frac{(q^2 - 2q \cdot k - \xi - \xi')^2}{\Gamma_\perp(q) + \Gamma_\perp(q - k)}; \\
\Gamma_\parallel(q) &= \frac{4k_B T J^2}{\chi(q)} \int_k \frac{(q^2 - 2q \cdot k)^2}{\Gamma_\parallel(q) + \Gamma_\parallel(q - k)}. \quad (4.37-4.38)
\end{align*}\]

The equations \[4.37\] and \[4.38\] obey the dynamical scaling laws \[23,24\]

\[\Gamma_\alpha(q; \xi, q_\perp) = A q^z \gamma_\alpha(x, z), \] (4.39)

with the following mode coupling equations for the scaling functions of the line widths

\[\begin{align*}
\gamma_\perp(x, z) &= 2\pi \int_0^\infty d\rho \int_0^{\pi} d\eta \sin \eta \frac{K_\perp(\rho, \eta; x, z)}{\rho}\times\left[\rho_\perp^2 \gamma_\perp(x, \frac{z}{\rho_\perp}) + \rho_\perp^2 \gamma_\perp(\frac{x}{\rho_\perp}, \frac{z}{\rho_\perp})\right]^{-1}, \\
\gamma_\parallel(x, z) &= 2\pi \int_0^\infty d\rho \int_0^{\pi} d\eta \sin \eta \frac{K_\parallel(\rho, \eta; x, z)}{\rho}\times\left[\rho_\parallel^2 \gamma_\parallel(x, \frac{z}{\rho_\parallel}) + \rho_\parallel^2 \gamma_\parallel(\frac{x}{\rho_\parallel}, \frac{z}{\rho_\parallel})\right]^{-1},
\end{align*}\] (4.40-4.41)

and the scaled vertices,

\[\begin{align*}
K_\perp(\rho, \eta; x, z) &= \frac{\hat{\chi}_\perp(\rho, \eta, x, z)}{\hat{\chi}_\perp(\rho, \eta, x, z)} \\
&\times \rho^2 (1 - 2\rho \cos \eta - z^2)^2, \\
K_\parallel(\rho, \eta; x, z) &= \frac{\hat{\chi}_\parallel(\rho, \eta, x, z)}{\hat{\chi}_\parallel(\rho, \eta, x, z)} \\
&\times \rho^2 (1 - 2\rho \cos \eta)^2,
\end{align*}\] (4.42-4.43)

the dynamic exponent \( z = 5/2 \) and the non-universal scale

\[A = \sqrt{\frac{4J/k_B T V^2}{(2\pi)^3 N^2}}. \] (4.44)

The crossover of the critical dynamic exponent is contained in the scaling functions \( \gamma_\alpha(x, z) \). The above mode
coupling equations are essentially the same as those derived in Ref. [22] and their numerical results are confirmed by our analysis here (see below).

As summarized in Table I, the mode coupling equations can be solved analytically in the uniaxial (U) and isotropic (I) critical (C) and hydrodynamic (H) limiting regions. These are defined by UC: $z \gg 1$, $x \ll 1$; IC: $z < 1$, $x < 1$; UH: $z \gg x$, $x \gg 1$; IH: $z < x$, $x \gg 1$.

To examine the uniaxial crossover precisely at the critical temperature, Fig. 3 and Fig. 4 display the results of the mode coupling theory for the scaling functions for the spin fluctuations parallel and perpendicular to the easy axis of magnetization, i.e. $z^{-1} = q/q_a$. We define an effective dynamic exponent by

$$\Gamma_\alpha(q; 0) \bigg|_{T=T_c} \propto q^{z_{\text{eff}}}, \quad \alpha = ||, \perp. \quad (4.45)$$

The results of the mode coupling theory clearly show that the crossover from isotropic to uniaxial critical dynamics in the transverse line width (i.e. perpendicular to the easy axis of magnetization) occurs in the immediate vicinity of the uniaxial crossover wave vector $q_a$ from the isotropic Heisenberg value $z_{\text{eff}} = 5/2$ to $z_{\text{eff}} = 0$. In contrast, the crossover in the longitudinal line width (i.e. parallel to the easy axis of magnetization) from an effective exponent $z_{\text{eff}} = 5/2$ to $z_{\text{eff}} = 4$ occurs at a wave number larger than $q_a$ by approximately one order of magnitude. It is interesting to compare this dynamical shift of the crossover position with the analogous problem of the crossover in the longitudinal line width (i.e. parallel to the easy axis of magnetization) from an effective dynamic exponent by approximately one order of magnitude. It is interesting to compare this dynamical shift of the crossover position with the analogous problem of the crossover in the transverse line width (i.e. perpendicular to the easy axis of magnetization) from an effective dynamic exponent by approximately one order of magnitude.

The physical content of the two parameter scaling surfaces is illustrated best by considering cuts for fixed $q_a$ and various temperatures, since for a given material, $q_a$ is fixed and the parametrisation by $\varphi$ corresponds to a parametrisation in terms of the reduced temperature $(T-T_c)/T_c$. In Figs. 5-6, the scaling functions $\gamma_{||}(x, z)$ are displayed for different values of $\varphi = \arctan(q_a, z) = N\pi/20$ with $N = 0, 1, \ldots, 9$. For $\varphi = 0$, corresponding to vanishing uniaxial anisotropy $q_a$, the scaling functions coincide with the Resibois-Piette scaling function [21]. If the strength of the uniaxial anisotropy $q_a$ is finite, the curves for the scaling functions approach the Resibois-Piette scaling function for small values of the scaling variable $x$ and deviate therefrom with increasing $x$. At fixed scaling variable $x$ and with increasing temperature (increasing $\varphi$) the value of the scaling function for the spin fluctuations along the easy axis of magnetization is lowered with respect to the Resibois-Piette function, whereas it is increased for the scaling function of the spin fluctuations in the basal plane.

![FIG. 3. Scaling function for the line width of the spin fluctuations parallel to the easy axis of magnetization, $\gamma_{||}(x, z)$, as a function of $q/q_a$ at the critical temperature $x = 0$ ($T = T_c$).](image3)

![FIG. 4. Scaling function for the line width of the spin fluctuations perpendicular to the easy axis of magnetization $\gamma_{\perp}(x, z)$ as a function of $q/q_a$ at the critical temperature $x = 0$ ($T = T_c$).](image4)

![FIG. 5. Scaling function for the linewidth of the spin fluctuations perpendicular to the easy axis of magnetization $\gamma_{\perp}(x, z)$ as a function of $x = 1/q\xi$ for various angles $\varphi = N\pi/20$, with $N = 0, \ldots, 9$.](image5)
critical region, whereas for the transverse line width the
crossover can only be determined numerically. The
static crossover wave vector

\[ \eta; R, \varphi, \theta \] of this crossover is
approximately \( 0 \) in the dipolar limit because of the
small magnitude of the static susceptibility which shows a
crossover from the isotropic Heisenberg to dipolar critical
state. The reason for the different location of the dynamic
crossover of the longitudinal width being
proportional to the inverse static longitudinal susceptibility
is nearly the same as for ferromagnets without dipolar interaction.
Hence the crossover

\[ q = \frac{1}{q^2} \]

in the transverse width is purely a dynamical crossover,
whereas the crossover of the longitudinal width being
isotropic. The precise position

The mode coupling equations can be solved analytically only in
some limiting cases. The results for these limiting cases are given table [IV]. In all other cases one has
to solve the mode coupling equations numerically. For
this it is best to write the scaling variables in spherical coordinates.
The results for the three scaling functions are plotted in Figs. 7–9. In these figures we have plotted a
table for each of the scaling functions, where in each
element of the table the scaling function is shown as a
function of the radial scaling variable \( R \) for a set of angles of the wave vector with respect to the \( x \)-axis. The three columns (from left to right) correspond to the angles
\( \varphi = \pi/5, 2\pi/5 \) and \( \pi/2 \) and the rows (from top to bottom) correspond to \( \theta = \pi/5, 2\pi/5 \) and \( \pi/2 \). Note that
\( \tan \varphi = q_\rho \), and \( \tan \theta = \sqrt{q_\rho^2 + q_\gamma^2} / q_\alpha \).

The continuous crossover from isotropic to uniaxial or dipolar behavior can then be easily read off from Figs. 7–9.

- For \( \varphi \to 0 \) and \( \theta \to \pi/2 \) all three scaling functions become identical to the Resibois-Piette scaling function for the isotropic Heisenberg ferromagnet.
- In the uniaxial limit \( \varphi \to 0 \) (corresponding to \( q_\rho \to 0 \)) the first two scaling functions become identical.
- Variation of the anisotropy strength \( q_\alpha \) in the weak dipolar limit \( q_\rho, q_\gamma \ll 1 \) (i.e., increasing \( \theta \) from 0 to \( \pi/2 \) for small values of \( \varphi \)) gives the transition from the Resibois-Piette function to the uniaxial limit discussed above. \( \gamma_1 \) and \( \gamma_2 \) become identical to the scaling function for the uncritical transverse modes whereas \( \gamma_3 \) becomes the scaling function for the fluctuations along the easy axis.
- For small uniaxial anisotropy \( q_\alpha \ll \sqrt{\xi^2 + q_\gamma^2} \) or equivalently \( \theta \) close to \( \pi/2 \) one recovers the dipolar limit where \( \gamma_1 \) and \( \gamma_3 \) reduce to the two equivalent transverse modes, and \( \gamma_2 \) becomes the uncritical longitudinal mode.
- Upon going along the diagonal from top-left to bottom-right in Figs. 7–9 one crosses over from the unaxial to the dipolar limit and \( \gamma_1 \) and \( \gamma_3 \) become more and more similar. The scaling function \( \gamma_2 \)
makes a continuous crossover from the scaling function for the mode parallel to the easy axis (critical mode) in the uniaxial case to the scaling function of the longitudinal mode (uncritical mode) in the dipolar limit.

- The first mode $\gamma_1$ does not show any dependence on the orientation $\nu$ of the wave vector with respect to the $z$-axis. The reason is that this mode is by construction always perpendicular to both the $z$-axis and the wave vector $q$ and hence independent from the angle between these two axes.

- The second and third mode show no $\nu$-dependence neither in the dipolar nor in the uniaxial limit. The dependence on $\nu$ is strongest close to $\theta \approx \pi/4$ and $\varphi \approx \pi/4$. It is most pronounced for the third mode. This is due to the strong $\nu$-dependence of this mode in the hydrodynamic limit (see table IV). Whereas the scaling behavior of $\gamma_1$ and $\gamma_2$ does not depend on the orientation of the wave vector with respect to the $z$-axis in this limit.

- The effective dynamic exponents $z_{\text{eff}}$ become zero for all three modes in the case $q_D \neq 0$, except for $\gamma_3$ in the case $\nu = \pi/2$.

FIG. 7. Scaling function $\gamma_1$ as a function of $R$ for various angles $\theta$ and $\varphi$. Each graph for fixed $\theta$ and $\varphi$ contains a set of curves parametrized by the angle $\nu$ of the wave vector with respect to the $z$-axis: $\nu = N\pi/8$ with $N = 0, \ldots, 4$. 
FIG. 8. Scaling function $\gamma_2$ as a function of $R$ for various angles $\theta$ and $\phi$. Each graph for fixed $\theta$ and $\phi$ contains a set of curves parametrized by the angle $\nu$ of the wave vector with respect to the $z$-axis: $\nu = N\pi/8$ with $N = 0, \ldots, 4$.

FIG. 9. Scaling function $\gamma_3$ as a function of $R$ for various angles $\theta$ and $\phi$. Each graph for fixed $\theta$ and $\phi$ contains a set of curves parametrized by the angle $\nu$ of the wave vector with respect to the $z$-axis: $\nu = N\pi/8$ with $N = 0, \ldots, 4$. 
d. Gd — no magnetocrystalline anisotropy: As we have already mentioned in the introduction Gd is a very interesting rare earth material because it is an S-state ion with a large localized magnetic moment. Because of this it should have a very small magnetocrystalline anisotropy and be a much better model system for an isotropic Heisenberg ferromagnet than materials like Fe, EuO or EuS. Contrary to this expectation, however, experimental observations teach us that Gd has an easy axis which coincides with the hexagonal axis of its hcp structure. In the following section we will identify the dipole–dipole interaction in conjunction with the lattice structure as the source of this easy axis anisotropy. Then we can explicitly calculate the ratio of the two crossover wave vectors,

\[ \frac{q_D}{q_A} = 7.8738, \]

(4.48)

and thus reduce the number of material parameters by one. This allows us to present our theoretical results for the line widths of the correlation functions in the same way as for the two limiting cases of the cubic dipolar and purely uniaxial systems.

In Figures [11][12] we compare the scaling functions for the line widths of the three modes \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) for the hcp dipolar model with the corresponding results for the cubic dipolar model. Since the dipolar interaction is the dominant anisotropy the deviations of the results for the hcp from the cubic model are small. For \( \gamma_1 \) and \( \gamma_3 \) we find that the relaxation times of the hcp system are reduced as compared to the cubic model. This seems plausible since – as discussed in section III – the induced uniaxial anisotropy suppresses some of the critical fluctuations. This has to be contrasted with the behavior of \( \gamma_2 \), where the corresponding longitudinal mode in the cubic dipolar system is already an uncritical mode. We find that the result for \( \gamma_2 \) is almost identical to the longitudinal scaling function of the cubic dipolar system.

The case \( \nu = \pi/2 \) is special since here the third mode in the hcp model becomes critical (see section III). As a consequence there is no suppression of critical fluctuations and one does not expect that dynamics is slowed down with respect to the cubic case. Indeed, as can be inferred from Fig. [12], the mode becomes even faster than in the cubic case.

The dependence on the relative orientation of the c-axis and the wave vector is not very pronounced. There is actually no \( \nu \)-dependence for \( \gamma_1 \) since this mode is by construction always perpendicular to the c-axis. In Figs. [13][14] we try to visualize the \( \nu \)-dependence of \( \gamma_2 \) and \( \gamma_3 \) at a set of parameters \( q_\parallel, \xi = 1.0 \) and \( q_\perp, \xi = 1.0 \). These parameters do not correspond to Gd, because as we have already seen in Figs. [7][8], the angle dependence is largest when \( q_\parallel \) and \( q_\perp \) are comparable; hence it is quite small for the hcp dipolar system Gd.
Finally, let us discuss the behavior of the line width right at the critical temperature. Figs. 16–18 show the scaling functions of the three modes in the hcp system compared with the corresponding results for the cubic dipolar and the uniaxial system.

Again, we find that for the parameter values of Gd there is little difference between the results for the cubic and the hcp dipolar system (but a huge difference to the results of a uniaxial model with no dipolar interaction). The most notable effect is that the crossover wave vector which marks the deviation from isotropic Heisenberg be-
havior (with a dynamic exponent \( z = 5/2 \)) is shifted to larger values for the first mode and to smaller values for the second and third mode. Then there is also a clearly visible dependence on the orientation of the wave vector with respect to the \( c \)-axis for the third mode.

The first term represents the interaction of the orbital momentum of the electron with the nuclear magnetic moment of the nucleus. The second term is the Fermi contact interaction and the last two terms represent the dipolar interaction. The Fermi contact interaction is finite only for electrons having a finite probability density at the nucleus, i.e. bound \( s \)-electrons or itinerant electrons. The Hamiltonian, Eq. (5.1), can also be used for the analysis of spin resonance experiments with muons (\( \mu \text{SR} \)). However, these do not have bound electrons and hence the Fermi contact term involves only conduction electrons and is of the same order of magnitude as the (residual) dipolar interaction [20].

A. \( \mu \text{SR} \) measurement

As shown in appendix A the muon damping rate can be written as

\[
\lambda_\mu = \frac{\pi D}{V_\mu^2} \sum_\mathbf{q} \left[ G_{q}^{\hat{z} \hat{z}} G_{-q}^{\hat{z} \hat{z}} + G_{q}^{\hat{z} \hat{z}} G_{-q}^{\hat{z} \hat{z}} \right] \Phi^{\hat{z} \hat{z}}(\mathbf{q}),
\]

where we have defined \( D = \gamma_0^2 (\mu_0/4\pi) (g_{\text{L}} \mu_B)^2 \). The coupling of the muon spin and the spins of the magnet is described in terms of the coupling matrix \( G_{q}^{\alpha \beta} \), which reflects the particular symmetry of the lattice sites occupied by the muons. Since the most dominant contribution to the damping rate comes from wave vectors close to the Brillouin zone center, the peculiar properties of the coupling tensor \( G_{q}^{\alpha \beta} \) at small values of \( q \) will be important. The coupling tensor is determined by both the type of interaction between the muon spin and the spins of the magnet and the location of the muon in the lattice. As noted above the coupling contains dipolar interaction as well as a contribution from the Fermi contact field. Using a decomposition into four orthorhombic sublattices \((l = 0, 1, 2, 3)\) the dipolar interaction can be written in the form [18],

\[
D_{\alpha \beta}^{\alpha \beta}(\mathbf{q}) = \sum_{l=0}^{3} \sum_i D_{l, i}^{\alpha \beta} (\mathbf{r}_{i, l}) e^{i\mathbf{q} \cdot \mathbf{r}_{i, l}},
\]

where \( \mathbf{r}_{i, l} = i + \mathbf{r}_l - \mathbf{r}_0 \) denotes the position on site \( i \) of sublattice \( l \) with respect to the position of the muon \( \mathbf{r}_0 \). The lowest-order approximation in \( q \) of \( D_{\alpha \beta}^{\alpha \beta}(\mathbf{q}) \) is given by (see appendix A)

\[
D_{\alpha \beta}^{\alpha \beta}(\mathbf{q} \rightarrow 0) = -4\pi \frac{g_0 g_\beta}{q^2} d_\alpha.
\]

where we find for octahedral sites [27]:

\[
d_x = d_y = 0.3485 \quad \text{and} \quad d_z = 0.3030,
\]

and for tetrahedral sites

\[
d_x = d_y = 0.3118 \quad \text{and} \quad d_z = 0.3764.
\]
Adding the isotropic contribution from the Fermi contact field one finds in the limit $q \to 0$

$$G^{\alpha\beta}_{\mathbf{q} \to 0} = -4\pi \left[ \frac{q_\alpha q_\beta}{q^2} - \delta_{\alpha\beta} \right] + n_\mu H_\mu \delta_{\alpha\beta}$$

$$= -4\pi \left[ \frac{q_\alpha q_\beta}{q^2} - p_\alpha \right], \quad (5.5)$$

with

$$p_\alpha = d_\alpha + \frac{n_\mu H_\mu}{4\pi}. \quad (5.6)$$

With the Fermi contact field $B_{FC} = -6.98 \text{ kG}$ at $T = 0 \text{ K}$ [24], one gets $n_\mu H_\mu/4\pi = -0.278$ [27], and consequently for octahedral sites

$$p_x = p_y = 0.0705 \quad \text{and} \quad p_z = 0.0250,$$

and for tetrahedral sites

$$p_x = p_y = 0.0338 \quad \text{and} \quad p_z = 0.0984.$$

Before comparing the theoretical result with experiments one has to find a transformation between the reference frames used in the theoretical analysis and the experimental setup, respectively. In Eq. (5.2) (i.e. in the experimental setup) one uses a reference frame ($\hat{x}, \hat{y}, \hat{z}$) which is fixed with respect to the initial polarization of the muon beam, which is chosen to be along the $\hat{z}$-axis. The reference frame used in the theoretical analysis, ($x$, $y$, $z$) was chosen such that the $z$-axis coincides with the easy axis of magnetization. (see Fig. 19). The transformation rules are given by

$$\hat{x} = x,$$

$$\hat{y} = y \cos \alpha + z \sin \alpha,$$

$$\hat{z} = -y \sin \alpha + z \cos \alpha,$$

and for tetrahedral sites

$$p_x = p_y = 0.0338 \quad \text{and} \quad p_z = 0.0984.$$

FIG. 19. Reference frame ($\hat{x}, \hat{y}, \hat{z}$) for $\mu$SR measurements, which is rotated by $\alpha$ around the $x$–axis with respect to the reference frame ($x$, $y$, $z$). Here $z$ is the direction of the easy axis of magnetization and $\hat{z}$ is the direction of the initial polarization of the muon beam.

Then the coupling tensor in the experimental reference frame reads

$$G^{\hat{x}\hat{x}}(\mathbf{q} \to 0) = -4\pi \left[ \frac{q_\alpha^2}{q^2} - p_x \right], \quad (5.10)$$

$$G^{\hat{x}\hat{y}}(\mathbf{q} \to 0) = -4\pi \left[ \frac{q_\alpha q_\beta}{q^2} \cos \alpha + \frac{q_\alpha q_\gamma}{q^2} \sin \alpha - p_x \right], \quad (5.11)$$

$$G^{\hat{x}\hat{z}}(\mathbf{q} \to 0) = -4\pi \left[ -\frac{q_\alpha q_\beta}{q^2} \sin \alpha + \frac{q_\alpha q_\gamma}{q^2} \cos \alpha - p_x \right], \quad (5.12)$$

$$G^{\hat{y}\hat{x}}(\mathbf{q} \to 0) = -4\pi \left[ \frac{q_\alpha q_\beta}{q^2} \cos \alpha + \frac{q_\alpha q_\gamma}{q^2} \sin \alpha - p_y \cos \alpha - p_z \sin \alpha \right], \quad (5.13)$$

$$G^{\hat{y}\hat{y}}(\mathbf{q} \to 0) = -4\pi \left[ \frac{q_\alpha^2}{q^2} \cos^2 \alpha + \frac{q_\alpha q_\gamma}{q^2} \sin \alpha \cos \alpha + \frac{q_\gamma^2}{q^2} \sin^2 \alpha - p_y \cos \alpha - p_z \sin \alpha \right], \quad (5.14)$$

$$G^{\hat{y}\hat{z}}(\mathbf{q} \to 0) = -4\pi \left[ \frac{q_\alpha^2}{q^2} \sin \alpha \cos \alpha - \frac{q_\gamma^2}{q^2} \cos \alpha \sin \alpha + \frac{q_\alpha q_\gamma}{q^2} (\cos^2 \alpha - \sin^2 \alpha) - p_y \cos \alpha - p_z \sin \alpha \right]. \quad (5.15)$$

In the same way we find for the relation of the spin correlation functions in the reference frames defined with respect to the initial muon beam polarization and the easy axis of magnetization, respectively,

$$\Phi^{\hat{x}\hat{x}}(\mathbf{q}) = \Phi^{xx}(\mathbf{q}), \quad (5.16)$$

$$\Phi^{\hat{x}\hat{y}}(\mathbf{q}) = \Phi^{xy}(\mathbf{q}) = \Phi^{xy}(\mathbf{q}) \cos \alpha + \Phi^{xz}(\mathbf{q}) \sin \alpha, \quad (5.17)$$

$$\Phi^{\hat{x}\hat{z}}(\mathbf{q}) = \Phi^{xz}(\mathbf{q}) = \Phi^{xz}(\mathbf{q}) \cos \alpha - \Phi^{xy}(\mathbf{q}) \sin \alpha, \quad (5.18)$$

$$\Phi^{\hat{y}\hat{x}}(\mathbf{q}) = \Phi^{yz}(\mathbf{q}) \cos^2 \alpha + \Phi^{zz}(\mathbf{q}) \sin^2 \alpha + 2\Phi^{yz}(\mathbf{q}) \cos \alpha \sin \alpha, \quad (5.19)$$

$$\Phi^{\hat{y}\hat{y}}(\mathbf{q}) = \Phi^{yy}(\mathbf{q}) \sin^2 \alpha - \Phi^{yz}(\mathbf{q}) \sin \alpha \cos \alpha - \Phi^{yz}(\mathbf{q}) \sin \alpha \cos \alpha + \Phi^{yz}(\mathbf{q})(\cos^2 \alpha - \sin^2 \alpha), \quad (5.20)$$

$$\Phi^{\hat{y}\hat{z}}(\mathbf{q}) = \Phi^{yz}(\mathbf{q}) \sin^2 \alpha + \Phi^{zz}(\mathbf{q}) \cos^2 \alpha - 2\Phi^{yz}(\mathbf{q}) \cos \alpha \sin \alpha. \quad (5.21)$$
In section [V C] we have calculated the spin correlation functions \( \Phi^{\alpha\beta}(\mathbf{q}) \) in the eigenvector basis \( \mathbf{e}_\alpha(\mathbf{q}) \). Upon using the transformation, Eq. (1.4), between cartesian spin components and the spin components in the eigenvector basis we find

\[
\Phi^{\alpha\beta}(\mathbf{q}) = \sum_\alpha w_{\alpha\beta}(\mathbf{q}) w_{\alpha\gamma}(\mathbf{q}) \Phi^{\alpha\gamma}(\mathbf{q}).
\]

(5.22)

With the Fluctuation-Dissipation-Theorem the spin correlation functions \( \Phi^{\alpha\beta}(\mathbf{q}) \) are given in terms of the statistical susceptibility and the linewidth,

\[
\Phi^{\alpha\alpha}(\mathbf{q}) = \frac{2k_B T}{\mu_0(g_\mu B)^2} \frac{\chi_\alpha(\mathbf{q})}{\Gamma^{\alpha\alpha}(\mathbf{q})} = \frac{1}{J \mu_0(g_\mu B)^2 A q^{2z+2}} \frac{\lambda_\alpha(\mathbf{R})}{\Gamma}(\nu, \mathbf{R}).
\]

(5.23)

The muon relaxation rate \( \lambda_z \) depends on the material parameters \( q_c \xi_0 \) and \( q_d \xi_0 \) characterizing the strength of the uniaxial anisotropy and the dipolar interaction, respectively. If we assume that the uniaxial anisotropy in Gd is solely due to the combined effect of dipolar interaction and non cubic lattice structure, one can estimate the ratio of dipolar to uniaxial wave vector \( \frac{q_d}{q_A} \).

\[
\frac{q_d}{q_A} = 7.8738.
\]

(5.24)

With this assumption the number of material parameters is reduced to one, \( q_d \xi_0 \). In comparing our theory with \( \mu\)SR experiments at a polarization \( \alpha = 90^\circ \) we get the best fit to the data with \( q_d \xi_0 = 0.13 \). This results in the following values for the uniaxial and dipolar wave vector

\[
q_A = 0.0165/\xi_0, \quad q_d = 0.13/\xi_0.
\]

(5.25)

The corresponding crossover temperatures, \( q_{A,D} \xi = 1 \), are given by

\[
T_A = T_c + 0.43 \text{K}, \quad T_D = T_c + 16.54 \text{K}.
\]

(5.26)

These set of parameters suggest the following crossover scenario. For \( T \gg T_D \) we expect critical behavior dominated by the (isotropic) Heisenberg fixed point. The relaxation rate shows power law behavior

\[
\lambda \propto t^{-w},
\]

(5.27)

with an exponent \( w_1 = \nu(z-1) \approx 1 \). For temperatures in the interval \( T_D > T > T_A \) dipolar interaction becomes important. But, from our analysis of the uniaxial crossover in section [V C] we have seen that the uniaxial crossovers in dynamics sets in at wave vectors much larger than expected from an analysis of the static quantities; i.e., the dynamic crossover in the longitudinal scaling function right at \( T_c \) is located at \( q_{\text{cross}} \approx 10 \times q_A \). Therefore, even for \( T > T_A \) we expect to observe effects from dipolar interaction as well as uniaxial anisotropy. Finally, for \( T < T_A \) the critical dynamics is determined by the uniaxial dipolar fixed point. Then the static susceptibilities do no longer diverge for \( q \to 0 \) and \( T \to T_c \) except when the wave vector \( \mathbf{q} \) is perpendicular to the easy axis of magnetization. Since the relaxation rate \( \lambda_z \) is given by an integral over the whole Brillouin zone, the relative weight of the critical axis along which the susceptibility diverges becomes vanishingly small. As a consequence the relaxation rate \( \lambda_z \) no longer diverges for \( T \to T_c \).

Since the interaction between the spin of the muon and the lattice spins is a combination of Fermi contact and dipolar interaction, the muon relaxation rate is a rather complicated function of the relaxation rates along the eigendirections. Therefore, the temperature dependence of the relaxation rate can no longer be described in terms of simple power laws but shows a more complicated functional dependence. In Figs. [20] and [21] we show a comparison between the theoretical and experimental results for two different initial polarizations.

FIG. 20. Experimental and theoretical results of the relaxation rate \( \lambda \) for tetrahedral and octahedral muon sites with \( \alpha = 90^\circ \).

FIG. 21. Experimental and theoretical results of the relaxation rate \( \lambda \) for tetrahedral and octahedral muon sites with \( \alpha = 0^\circ \).

In Fig. [20] the initial polarization is inclined by an angle \( \alpha = 90^\circ \) with respect to the easy axis of magnetization. The solid line and dashed line are the theoretical result for the muon relaxation rate if the muons penetrat-
ing the sample are located at tetrahedral and octahedral interstitial sites, respectively. The comparison between theory and experiment favors tetrahedral sites. This is confirmed by μSR experiments with the initial polarization along the easy axis of magnetization (see Fig. [2]). The ratio $\lambda_2(90^\circ)/\lambda_2(0^\circ)$ for $T \to T_c$ becomes 1.2 and 0.7 for octahedral and tetrahedral sites, respectively. The experiment is closer to the latter value.

\section*{B. PAC and MS measurements}

Here we consider those hyperfine interaction probes (ME, PAC, NMR), where the Fermi contact term gives the dominant contribution to the hyperfine field at the nucleus. Then the corresponding interaction Hamiltonian reduces to

$$ H(t) = A_{\text{Fermi}} I \cdot S(t) $$

(5.28)

where $I$ denotes the nuclear and $S$ the electronic spin. In hyperfine interaction experiments one observes the nuclear relaxation rate due to the surrounding fluctuating electronic magnetic moments. The standard experiments are performed in the motional narrowing regime, where the nuclear relaxation rate $\tau_c^{-1}$ is directly proportional to the (averaged) spin autocorrelation time $\tau_c$

$$ \tau_c = \frac{1}{2} \int_{-\infty}^{\infty} dt \frac{1}{3} \sum_\alpha \Phi^{\alpha\alpha}(x = 0, t), $$

(5.29)

where the spin autocorrelation function is given by

$$ \Phi^{\alpha\alpha}(R, t) = \frac{1}{2} \langle \{S^\alpha(x, t), S^\alpha(0, 0)\} \rangle. $$

(5.30)

Hence the above hyperfine interaction methods provide an integral property of the spin-spin correlation function. Upon using the fluctuation dissipation theorem (FDT) we get

$$ \tau_c = \frac{k_B T}{V_q} \int_{BZ} d^3q \frac{1}{3} \sum_\alpha \frac{\chi_\alpha(q; \xi, q_D, q_A)}{\Gamma_\alpha(q; \xi, q_D, q_A)}. $$

(5.31)

The $q$-integration extends over the Brillouin zone (BZ), the volume of which is $V_q$.

Important information about the behavior of the auto-correlation time can be gained from a scaling analysis. Upon using the static and dynamic scaling laws Eq. (5.31) can be written as

$$ \tau_c \propto 4\pi \int dq q^{-3/2} \sum_\alpha \frac{\tilde{\chi}_\alpha(q; \xi, q_D, q_A)}{\Gamma_\alpha(q; \xi, q_D, q_A)}, $$

(5.32)

where we have neglected the Fisher exponent $\eta$. If there were no dipolar interaction and no uniaxial anisotropy, one could extract the temperature dependence from the integral in Eq. (5.32) with the result $\tau_c \propto \xi^{z}\tau_{c}^{-1}$. This expression can be used to define an effective dynamical exponent $z_{\text{eff}}(\tau)$, which depends on the correlation length by

$$ \tau_c \propto \xi^{z_{\text{eff}}-1} \propto \left(\frac{T - T_c}{T_c}\right)^{-w_{\text{eff}}}. $$

(5.33)

with $w_{\text{eff}} = \nu(z_{\text{eff}} - 1)$.

If dipolar interaction and uniaxial anisotropy are absent, one would expect to observe a critical exponent for the relaxation rate $w \approx 0.70 \times (5/2 - 1) \approx 1.0$. Dipolar interaction is known to be a relevant perturbation with respect to the Heisenberg fixed point; it leads to asymptotic static critical exponents which are only slightly different from the corresponding Heisenberg values, but since dipolar interaction implies a non-conserved order parameter the asymptotic dynamic exponent becomes $z_D \approx 2$. Hence dipolar interaction would induce a crossover from $w_I \approx 1.60$ to $w_{UD} \approx 0.7$. Uniaxial interaction is also known to be a relevant perturbation with respect to the Heisenberg fixed point. Again, the static critical exponents are not changed very much, e.g. one finds $\nu_I = 0.63$, but the dynamic exponent becomes $z_I \approx 4$ if the order parameter is conserved ($z_I \approx 2$ otherwise). The corresponding exponent for the hyperfine relaxation rate would turn out to be $w_I \approx 1.89$ and $w_I \approx 0.63$ for conserved and non-conserved order parameter, respectively. According to these scaling arguments it is hard to think of any dynamic universality class which could lead to an effective exponent $w_{\text{eff}}$ smaller than about 0.6. Actually, however Mössbauer studies and PAC measurements on Gd show distinctly anomalous low values $w \approx 0.5$, which can not be explained by either of the above scenarios. This experimental puzzle can be resolved if one considers the combined effect of dipolar interaction and uniaxial anisotropy. As we have seen in our analysis of the static critical behavior of uniaxial dipolar ferromagnets, all the eigenvalues of the susceptibility matrix remain finite upon approaching the critical temperature except when the wave vector of the spin fluctuations is perpendicular to the easy axis of magnetization. Since this is only a region of measure zero in the Brillouin zone one actually expects that the relaxation rate Eq. (5.31) does not longer diverge upon approaching $T_c$, i.e., $w_{UD} = 0$. For a quantitative comparison with the experiment [28, 30] we rewrite the auto correlation time in scaling form

$$ \tau_c = \frac{2\pi k_B T}{JF A} \left(\xi^{-2} + q_D^2 + q_A^2\right)^{-3/4} \int_{R_0}^{\infty} dR R^{1/2} \times \int_0^{\pi} d\nu \sin \nu \frac{1}{3} \sum_\alpha \frac{\tilde{\chi}_\alpha(\nu; R)}{\Gamma_\alpha(\nu; R)}, $$

(5.34)

where we have introduced polar coordinates. The lower cutoff is given by

$$ R_0 = \frac{1}{q_{BZ}} \sqrt{\xi^{-2} + q_D^2 + q_A^2}, $$

(5.35)

where $q_{BZ}$ is the boundary of the Brillouin zone. In the critical region it can be disregarded and replaced
by $R_0 = 0$, since $q_{ax} \gg q_D, q_A$ and the integrand in Eq. (5.34) is proportional to $\sqrt{R}$ for small $R$. For very small $\xi$ (outside the critical region) the cutoff reduces the autocorrelation time with respect to the critical value. One should note, that the dominant wave vectors contributing to the relaxation time $\tau_c$ in Eq. (5.34) are close to the zone center \cite{27}.

Let us now compare with hyperfine experiments on Gd mentioned above \cite{29,28,30}. The autocorrelation time $\tau_c$ is shown in Figs. 22 and 23 for PAC experiments and Mössbauer spectroscopy, respectively. Both set of data are in good agreement with the results from mode coupling theory for $T - T_c < 10K$. Note that besides the overall frequency scale there is no fit-parameter, since we have used the same set of values for the dipolar and uniaxial wave vector as for our comparison with $\mu$SR experiments. At higher temperatures the PAC data are above and the Mössbauer data below the theoretical prediction.

![FIG. 22. Experimental and theoretical results of the autocorrelation time $\tau_c$ for PAC experiments.](image)

![FIG. 23. Experimental and theoretical results of the autocorrelation time $\tau_c$ for Mössbauer spectroscopy experiments.](image)

The dipolar and uniaxial crossover temperatures indicated in the figures show that all the data are within the crossover regime between isotropic dipolar and uniaxial dipolar critical behavior. This explains the anomalous low value for the effective exponent $w \approx 0.5$. This result clearly shows for the first time that the universality class for the critical behavior of Gd is the uniaxial dipolar ferromagnet.

**VI. SUMMARY AND CONCLUSIONS**

We have studied the critical dynamics of three-dimensional ferromagnets with uniaxial anisotropy taking into account exchange and dipole-dipole interaction. This analysis was mainly motivated by the puzzling experimental situation for the rare earth material Gd. Due to the fact that it is an S-state ion one would expect that it should have a vanishing magnetocrystalline anisotropy and therefore be an almost ideal model system for an isotropic Heisenberg ferromagnet (model J). But, the actual experimental observation shows large deviations from the expected behavior. As explained in detail in the main text, the way out of this puzzle is to realize that there is always a dipolar interaction between the magnetic moments in the material which in conjunction with the crystalline anisotropy can lead to anisotropy in the magnetic properties of the system.

The dipolar interaction and uniaxial anisotropy introduce two length scales, the dipolar wave vector $q_D$ and the wave vector $q_A$ measuring the uniaxial anisotropy. Note that there are two sources for the uniaxial anisotropy: magnetocrystalline (non-S-state character of the magnetic ions) and dipolar. For Gd there is only the latter and hence $q_D$ and $q_A$ are not really independent but their ratio is fixed, $q_D/q_A = 7.87$. Both length scales then have a common source, the dipole-dipole interaction.

The presence of these length scales leads to a quite complicated crossover scenario already for the static spin-spin correlation function. The essence of the physics, however, can already be seen within an Ornstein-Zernike approximation. Without uniaxial anisotropy two out of the three eigenmodes of the correlation function are critical, whereas the third correlation function starts to saturate once the wave vector becomes smaller than the dipolar wave vector $q_D$. It is quite remarkable that due to the combined effect of dipolar and uniaxial anisotropy all eigenvalues of the susceptibility matrix remain finite in the long wave length limit and upon approaching the critical temperature. Only if the angle $\nu$ between the easy axis of magnetization and the wave vector is $\nu = 90^\circ$ the third eigenvalue (corresponding to the transverse mode when uniaxiality is neglected) becomes critical.

We have used mode coupling theory to derive a set of integral equations for the time-dependent spin-spin correlation functions. Using the Lorentzian approximation we have solved these equations numerically and determined the complete dynamic crossover scenario. Specializing to Gd with a relatively weak uniaxial anisotropy (induced by the dipolar interaction) we find that the scaling functions for the line widths show a behavior which is similar to what is found for cubic dipolar systems (with no uniaxial anisotropy). The deviations become largest as the
critical temperature is approached.

In the final section we have compared our results with μSR, PAC and Mössbauer experiments and find quantitative agreement with our theory. This explains the anomalously low values of the critical exponents found in these experiments as a combined effect of lattice structure and dipolar interaction. From the quantitative agreement between theory and experiment the following conclusions can be drawn:

(i) The universality class of Gd is the uniaxial dipolar ferromagnet.

(ii) The dominant factor for the uniaxial anisotropy in Gd is solely the dipolar interaction.

(iii) The theory even allows us to predict that muons in Gd are located at tetrahedral interstitial sites close to \( T_c \). We expect that the analysis presented in this paper will be valuable for interpreting dynamic measurements on the non-cubic magnetic system.
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APPENDIX A: ZERO-FIELD μSR DEPOLARIZATION RATE AND SPIN CORRELATION FUNCTIONS

It can be shown [31] that the muon damping rate in longitudinal geometry is related to the spin-spin correlation function of the host material by a sum over all lattice sites

\[
\lambda_2 = \frac{\pi D}{V^2} \sum_{i \neq j} \sum_{\beta \gamma} \left[ G^{x \beta}(r_{ij}) G^{y \gamma}(r_{ij}) \Phi_{ij}^{\beta \gamma} + G^{y \beta}(r_{ij}) G^{y \gamma}(r_{ij}) \Phi_{ij}^{\beta \gamma} \right] .
\]

(A1)

where \( r_{ij} \) is the vector pointing from the interstitial position of the muon to the lattice site \( i \). Here we have defined \( D = (\mu_0/4\pi)^2 g_\mu^2 (g_L \mu_B)^2 \). Note that the sum is weighted by the coupling tensor \( G^{\alpha \beta}(r_i) \) of the muon and the spins of the magnet,

\[
G^{\alpha \beta}(r_i) = D^{\alpha \beta}(r_i) + n_\mu H(r_i) \delta_{\alpha \beta},
\]

(A2)

Putting things together we find with the dipolar contribution

\[
D^{\alpha \beta}(r_i) = v_a \left[ \frac{3r_{ij}^\alpha r_{ij}^\beta}{r_{ij}^4} - \delta_{\alpha \beta} \right] .
\]

(A3)

and the Fermi contact contribution \( H_{F} \), which equals \( H \) for nearest-neighbor atoms and zero otherwise. The number of nearest neighbors equals \( n_\mu \). \( \Phi_{ij}^{\beta \gamma} \) is the symmetrized spin-spin correlation function between spins at sites \( i_1 \) and \( i_2 \) and zero frequency.

\[
\Phi_{ij}^{\beta \gamma} = \frac{1}{2} \left( S_{i_1}^{\beta} (\omega = 0) S_{i_2}^{\gamma} + S_{i_2}^{\beta} (\omega = 0) S_{i_1}^{\gamma} (\omega = 0) \right). \quad (A4)
\]

Now we are going to rewrite Eq. (A1) in Fourier space. This leads to the evaluation of dipole sums

\[
D^{\alpha \beta}(q) = \sum_i D^{\alpha \beta}(r_i) e^{i \mathbf{q} \cdot \mathbf{r}_i} .
\]

(A5)

How one deals with such dipole sums for cubic lattices has been described in Ref. [32]. Here we have to calculate the dipole sum for lattices with a hcp structure. This is most conveniently done by decomposing the lattice into four orthorombic sublattices such that each site is in exactly one sublattice [33]. The basis lattice vectors of the sublattices in terms of the basis vectors of the hcp lattice are given by

\[
a_1 = a, \quad a_2 = 2b + a, \quad \text{and} \quad a_3 = c. \quad (A6)
\]

The volume of an orthorombic unit cell \( v_{\text{ortho}} \) is four times the volume \( v_{\text{hcp}} \) per atom in gadolinium,

\[
v_{\text{hcp}} = \frac{1}{4} v_{\text{ortho}} .
\]

(A7)

A convenient choice of the origins of the four sublattices in terms of the basis vectors \( a_1, a_2 \) and \( a_3 \) is

\[
R_0 = 0 \quad (A8)
\]

\[
R_1 = \frac{1}{2} a_1 + \frac{1}{2} a_2 \quad (A9)
\]

\[
R_2 = \frac{1}{3} a_2 + \frac{1}{3} a_3 \quad (A10)
\]

\[
R_3 = \frac{1}{2} a_1 + \frac{5}{6} a_2 + \frac{1}{2} a_3 . \quad (A11)
\]

The muon can either be located at a tetrahedral site

\[
r_0 = \frac{3}{8} a_3 , \quad (A12)
\]

or an octahedral site

\[
r_0 = \frac{1}{2} a_1 + \frac{1}{6} a_2 + \frac{1}{4} a_3 . \quad (A13)
\]
In principle the damping rate \( \lambda_z \) depends on the wave vector in the first Brillouin zone. For sufficiently large \( N \) the summation may be replaced by an integral

\[
\lambda_z = \frac{\pi D}{V^2} \sum_{\ell_1 \ell_2} \sum_{\beta \gamma} \left[ G^{x \beta}(r_0 + i_1 + R_{i_1}) G^{x \gamma}(r_0 + i_2 + R_{i_2}) + G^{y \beta}(r_0 + i_1 + R_{i_1}) G^{y \gamma}(r_0 + i_2 + R_{i_2}) \right] \Phi^{\beta \gamma}_{i_1 + R_{i_1}, i_2 + R_{i_2}}.
\] (1.14)

Introducing Fourier transformed spin variables for each of the sublattices

\[
S^\alpha(r_0 + i + R_l) = \frac{1}{N} \sum_q \exp[iq \cdot (r_0 + i + R_l)] S^\alpha_l(q)
\] (1.15)

where \( R_l \) are the lattice vectors of the \( l \)-th sublattice, one gets

\[
\lambda_z = \frac{\pi^2 \mu}{4 \pi} \left( \frac{g \mu_B}{V^2} \right)^2 \sum_{\beta \gamma} \sum_q \left[ G^{x \beta}(q) G^{x \gamma}(-q) + G^{y \beta}(q) G^{y \gamma}(-q) \right] \Phi^{\beta \gamma}(q),
\] (1.16)

where the Fourier transform for the symmetrized spin-spin correlation function and the coupling tensor reads

\[
G^{\alpha \beta}(q) = \sum_{i=0}^{3} \sum_i G^{\alpha \beta}(r_0 + i + R_l) \exp[iq \cdot (r_0 + i + R_l)]
\] (1.17)

\[
\Phi^{\beta \gamma}_{i_1 + R_{i_1}, i_2 + R_{i_2}} = \frac{1}{N^2} \sum_q \exp[iq \cdot (i_1 - i_2)] \exp[iq \cdot (R_{i_1} - R_{i_2})] \Phi^{\beta \gamma}(q)
\] (1.18)

\[
\Phi^{\beta \gamma}(q) = \frac{1}{2} \left[ (S^\beta_q(\omega = 0) S^{\gamma \dagger}_q(\omega = 0)) + (S^{\gamma \dagger}_q(\omega = 0) S^\beta_q(\omega = 0)) \right]
\] (1.19)

The summation over \( q \) runs over the \( N \) vectors in the first Brillouin zone. For sufficiently large \( N \) the summation may be replaced by an integral

\[
\lambda_z = \frac{\pi D}{V} \int \sum_{\beta \gamma} \left[ G^{x \beta}_q G^{x \gamma}_q + G^{y \beta}_q G^{y \gamma}_q \right] \Phi^{\beta \gamma}(q).
\] (1.20)

In principle the damping rate \( \lambda_z \) depends on the wave vector dependence of the coupling tensor and the symmetrized spin-spin correlation function over the whole Brillouin zone. It was shown, however, in Ref. 33 that in \( \mu \)SR measurements close to \( T_c \) the dominant contribution to \( \lambda \) comes from the vicinity of the Brillouin zone center. The coupling tensor \( G^{\alpha \beta}(q) \) can therefore be approximated by its limiting behavior near \( q \rightarrow 0 \).

Now we turn to the evaluation of the dipolar sums in the coupling tensor. The dipolar sums can be evaluated in Fourier space by the method of Ewald summation. The sum in Fourier space is divided in a sum over the direct lattice and a sum over the indirect lattice, so that both sums converge quickly.

With the decomposition into four orthorombic sublattices we get

\[
D^{\alpha \beta}(q) = \sum_{l=0}^{3} \sum_i D^{\alpha \beta}_{i, l} \exp[iq \cdot (r_{i_1} + R_{i_1})]
\]

\[
= \sum_{l=0}^{3} \sum_i D^{\alpha \beta}(i + R_l - r_0) \exp[iq \cdot (i + R_l - r_0)]
\]

\[
v_{hcp} \sum_{l=0}^{3} \exp[iq \cdot (r_0 + R_l)] \left[ \frac{\partial^2}{\partial x_\alpha \partial x_\beta} \left( \sum_i \exp[iq \cdot i] \right) \right]_{x=r_0-R_l}.
\] (1.22)

The latter expression can be evaluated in the same way as for cubic lattices 32. One finds 33

\[
D^{\alpha \beta}(q) = \frac{1}{4} \sum_{l=0}^{3} D^{\alpha \beta}_{l, l} = -4\pi \left[ \frac{q^4}{4} \right] - \frac{1}{4} \sum_{l=0}^{3} C^{\alpha \beta}_{l, l} = -4\pi \left[ \frac{q^4}{4} - C^{\alpha \beta}(q) \right],
\] (1.23)

where
\[ C^{\alpha\beta}(q) = 4\pi \frac{q_{a}q_{b}}{q^{2}} \left[ 1 - \exp \left(-\frac{q^{2}}{4\rho^{2}}\right) \right] - \frac{1}{4\rho^{2}} \sum_{K \neq 0} (K_{\alpha} + q_{\alpha})(K_{\beta} + q_{\beta})\varphi_{0} \left( \frac{(q + K)^{2}}{4\rho^{2}} \right) \exp[-i\mathbf{K} \cdot (\mathbf{R}_{t} - \mathbf{r}_{0})] \]

\[ + \frac{\rho^{3}}{2\pi^{3/2}} \sum_{i} \left[ 2\rho^{2}(\mathbf{R}_{t} + \mathbf{i} - \mathbf{r}_{0})_{\alpha}(\mathbf{R}_{t} + \mathbf{i} - \mathbf{r}_{0})_{\beta} \varphi_{3/2}(\rho^{2}r_{i}^{2}) - \delta_{\alpha\beta} \varphi_{1/2}(\rho^{2}r_{i}^{2}) \right] \exp[i\mathbf{q} \cdot (\mathbf{R}_{t} + \mathbf{i}) - \mathbf{r}_{0}] \].

\[ (1.24) \]

To lowest order in \( q \) this reduces to

\[ D^{\alpha\beta}(q \to 0) = -4\pi \left[ \frac{q_{a}q_{b}}{q^{2}} - C^{\alpha\beta}(q = 0) \right], \quad (1.25) \]

with

\[ C^{\alpha\beta}(q = 0) = \begin{pmatrix} 0.3485 & 0 & 0 \\ 0 & 0.3485 & 0 \\ 0 & 0 & 0.3030 \end{pmatrix} \quad (1.26) \]

for octahedral and

\[ C^{\alpha\beta}(q = 0) = \begin{pmatrix} 0.3118 & 0 & 0 \\ 0 & 0.3118 & 0 \\ 0 & 0 & 0.3764 \end{pmatrix} \quad (1.27) \]

for tetrahedral sites.
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TABLE I. Coefficients in the expansion of the dipolar tensor for a hcp lattice structure with $c = 5.78\AA$, $a = 3.62\AA$, and $c/a = 1.59$, as appropriate for Gd bear $T_c$. Values are obtained from Ref. [16] upon multiplying with the volume of the primitive cell $v_0$.

| region | $\Gamma_\perp$ | $\Gamma_\parallel$ |
|--------|----------------|-----------------|
| UC     | $q^{3/2}_D$    | $q^{3/2}_A$     |
| UH     | $q^{3/2}_D$    | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| IC     | $q^{3/2}_D$    | $q^{3/2}_A$     |
| IH     | $\xi^{-1/2} q^2$ | $\xi^{-1/2} q^2$ |

TABLE II. Analytic results for the asymptotic behavior of the transverse and longitudinal linewidths for anisotropic ferromagnets with a uniaxial magneto-crystalline anisotropy, where the spins are coupled by short-range exchange interaction only.

| region | $\Gamma_1$ | $\Gamma_2$ |
|--------|-------------|-------------|
| UC     | $q^{3/2}_D$ | $q^{3/2}_A$ |
| UH     | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| IC     | $q^{3/2}_D$ | $q^{3/2}_A$ |
| IH     | $\xi^{-1/2} q^2$ | $\xi^{-1/2} q^2$ |

TABLE III. Analytic results for the asymptotic behavior of the transverse and longitudinal linewidths for isotropic dipolar ferromagnets, where the spins are coupled by short-range exchange interaction and long-range dipolar interaction.

| region | $\Gamma_1$ | $\Gamma_2$ |
|--------|-------------|-------------|
| UDC $\nu \neq 90^\circ$ | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| UDC $\nu = 90^\circ$ | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| DUC $\nu \neq 90^\circ$ | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| DUH $\nu \neq 90^\circ$ | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| DUH $\nu = 90^\circ$ | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| UC     | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| UH     | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| DC     | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| DH     | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| IC     | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| IH     | $\xi^{-1/2} q^2$ | $\xi^{-1/2} q^2$ |

TABLE IV. Analytic results for the asymptotic behavior of the linewidths in the eigendirections for ferromagnets with a uniaxial magneto-crystalline anisotropy, where the spins are coupled by short-range exchange interaction and long-range dipolar interaction.

| region | $\Gamma_1$ | $\Gamma_2$ |
|--------|-------------|-------------|
| UDC $\nu \neq 90^\circ$ | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| UDC $\nu = 90^\circ$ | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| DUC $\nu \neq 90^\circ$ | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| DUH $\nu \neq 90^\circ$ | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| DUH $\nu = 90^\circ$ | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| UC     | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| UH     | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| DC     | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| DH     | $q^{1/2}_D q^{3/2}_A$ | $q^{1/2}_D q^{3/2}_A$ $\xi^{-2} q^2$ |
| IC     | $q^{3/2}_D$ | $q^{3/2}_A q^{1/2}_C$ $\xi^{-2} q^2$ |
| IH     | $\xi^{-1/2} q^2$ | $\xi^{-1/2} q^2$ |