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Abstract—Existing integrity verification approaches for deep models are designed for private verification (i.e., assuming the service provider is honest, with white-box access to model parameters). However, private verification approaches do not allow model users to verify the model at run-time. Instead, they must trust the service provider, who may tamper with the verification results. In contrast, a public verification approach that considers the possibility of dishonest service providers can benefit a wider range of users. In this paper, we propose PublicCheck, a practical public integrity verification solution for services of run-time deep models. PublicCheck considers dishonest service providers, and overcomes public verification challenges of being lightweight, providing anti-counterfeiting protection, and having fingerprinting samples that appear smooth. To capture and fingerprint the inherent prediction behaviors of a run-time model, PublicCheck generates smoothly transformed and augmented encysted samples that are enclosed around the model’s decision boundary while ensuring that the verification queries are indistinguishable from normal queries. PublicCheck is also applicable when knowledge of the target model is limited (e.g., with no knowledge of gradients or model parameters). A thorough evaluation of PublicCheck demonstrates the strong capability for model integrity breach detection (100% detection accuracy with less than 10 black-box API queries) against various model integrity attacks and model compression attacks. PublicCheck also demonstrates the smooth appearance, feasibility, and efficiency of generating a plethora of encysted samples for fingerprinting.

I. INTRODUCTION

Cloud-enabled Machine Learning as a Service (MLaaS) has shown enormous promise to transform how deep learning models are developed and deployed. Model agents, who facilitate the commercialization of machine learning based frameworks or licensed products, feature in the entire pipeline - from downstream end-users (clients) to upstream cloud platforms. Their role is to commercialize pre-trained models (that they did not necessarily develop themselves) by deploying them for profit to cater to broader end users’ demands. One of the benefits of such a business model is the isolation of the development, deployment, and use of models, e.g., the details of the deployed model need not be known by model agents and clients. For example, Atrium (atrium.ai) recently created a Machine Learning Model Broker service (model agent) to facilitate machine learning adoption. Hence, the MLaaS business ecosystem now includes four players.

A model developer (the original owner), a model agent (the broker, e.g., Atrium) who facilitates model adoption without white-box access, a service provider (Google/Amazon) where the model is deployed with commercial APIs with black-box query access, and model clients who commercially use the model by querying those service provider APIs.

On an orthogonal path, potential risks and security threats are emerging with MLaaS, since the pre-trained models can be maliciously modified through Trojan or backdoor attacks [1]–[7], or can be degraded [8] and even backdoored by model compression [9], [10] during deployment. To protect the model integrity and benefits of end-users, it is imperative for model agents, service providers, and end-users to verify whether the deployed model has been tampered with. Contrary to the traditional integrity verification process for objective entities (e.g., files hashing), this work intends to conduct integrity verification on services of the run-time deep model in the MLaaS platform (e.g., black-box access to the prediction service). To achieve this, verification keys, such as fingerprinting (sample, label) pairs, are designed to verify the deployed surrogate models, derived from the source of original or licensed models (e.g., model developers or model agents). During verification, if a deployed model outputs a different label on a fingerprinting sample, the model will be considered modified. Most existing verification techniques for model integrity belong to private verifiability [11] by honest verification providers, which only provide a verification service to honest parties, such as the model developers who have white-box access to the training data and model parameters. However, a dishonest verification service provider could easily manipulate the integrity verification results, for example, by providing a verification service through the hash value of a compromised version of the deployed model. Additionally, as the service providers themselves are part of the service, self-validation of verification results is unfair when providers can profit from being dishonest. Public verifiability aims to serve a wider range of users, including model agents, service providers, and clients who opted in or purchased the API. This also releases model developers from the workload of conducting or maintaining the verification service, enabling a more flexible business model through the inclusion of model agents. Most importantly, it disentangles the integrity protection of the
To defeat dishonest cloud providers, the key is to guarantee that the verification process is indistinguishable from normal business, which forces the service provider to always answer the queries with predictions output from the actual deployed model, rather than from a compromised model. Thus, the design of the verification key must be efficiently linked to the model prediction behaviors, and should satisfy the following three requirements:

- **Lightweight** to ensure an affordable computational cost for a large-scale disposable (designed to be used once per user within a limited time period to avoid replay attacks) verification key generation.

- **Smooth appearance** to ensure verification queries are indistinguishable, and to enable protection against adaptive attacks. One feasible approach is to add structural patterns in pixel space that blends in with the original manuscript.

- **Anti-counterfeiting** to prevent the adversary from bypassing verification or training a surrogate model. Randomness and uncertainty should be incorporated into the design for secure and long-term verification.

**Our solution.** The purpose of this research is to answer the following research question: how can we enable MLaaS users to publicly verify the integrity of services for the underlying deep model while satisfying the three aforementioned requirements to defeat the dishonest cloud provider? To the best of our knowledge, the proposed PublicCheck is the first practical methodology for public integrity verification, with only black-box access to the target MLaaS models during both fingerprinting design and inference. The intuition is that manipulation of the model will manifest as a shift in the decision boundary, changing the prediction of certain samples in the general vicinity of the decision boundary. The key idea is to leverage a generative autoencoder model and apply clever sample selection strategies to conduct controllable data augmentation that encysts the target model’s decision boundary (Figure 2(c)), to capture the predicted behavior patterns around the decision boundary. A set of encysted samples and associated predictions serve as the fingerprint of the model. We also consider the design of verification samples in the scenario where there is limited knowledge (e.g., gradients or parameters) of the target model, and perform the verification with black-box API queries. This covers cases where the target models could be non-gradient-based or encapsulated as executable files, where the only available information is the prediction result.

**Our contributions.** The key contributions are as follows:

- We propose the first public integrity verification approach for services of run-time deep models via encysted sample augmentation. The public integrity verification considers dishonest service providers.

- We implement a lightweight generation strategy to produce large-scale verification samples in a low-cost and controllable manner in terms of semantic attributes. Randomness and uncertainty are integrated into the generation via latent perturbation, while smoothness selection is used to filter candidate samples. PublicCheck can be applied in model-agnostic scenarios using black-box knowledge of the target models, with no assumptions on network architecture, hyper-parameters, and optimization.

- We implement and evaluate our approach against numerous integrity attacks and model compression across different models. PublicCheck demonstrates 100% accuracy on model integrity detection, with low overhead (less than ten API queries). The appearance evaluation of encysted samples reveals that they are smooth and indistinguishable from normal ones. We also demonstrate the feasibility of generating a
large number of verification samples, reducing the time from 300 seconds to 1 second compared to the existing adversarial perturbation-based approaches.

II. RELATED WORK

Existing verification approaches can be categorized into hash-based verification [14], trigger-based fingerprinting [11], and adversarial-based fingerprinting [8], [12], [13]. However, none of them can fulfill the requirements of lightweight, smooth appearance, and anti-counterfeiting whilst being applied to public verification. We present an overview of state-of-the-art model verification in Table I.

**Hash-based verification** is only available to entities, which can easily be tampered with. **Trigger-based verification** produces (backdoor sample, target label) pairs to extend the classifier’s decision boundary as the fingerprinting of the model (Figure 2(a)). The generation of fingerprinting samples through model fine-tuning and backward propagation demands a significant computational resource, and in addition to this, the backdoor embedding also causes model degradation. **Adversarial-based verification** utilizes the misclassification behaviors introduced by well-designed noise in the pixel space as fingerprinting (Figure 2(b)). Utilizing adversarial examples has the primary advantage of eliminating the need for training or re-training and enabling the black-box inference capability. Therefore, in trigger-based and adversarial-based fingerprinting approaches, white-box knowledge of the model is needed, such as gradients/parameters. Additionally, the computation cost of backward propagation is high for these approaches. Furthermore, these approaches only allow verification by an honest party—they are only privately verifiable due to their technical limitations of lacking randomness/uncertainty, infinite generation, or imperceptibility. Meanwhile, the smooth appearance of fingerprinting samples (see Figure 9 in the Appendix), as well as the anti-counterfeiting protection (a malicious service provider can embed the same backdoor or re-training and enabling the black-box inference capability. Therefore, in trigger-based and adversarial-based fingerprinting approaches, white-box knowledge of the model is needed, such as gradients/parameters. Additionally, the computation cost of backward propagation is high for these approaches. Furthermore, these approaches only allow verification by an honest party—they are only privately verifiable due to their technical limitations of lacking randomness/uncertainty, infinite generation, or imperceptibility. Meanwhile, the smooth appearance of fingerprinting samples (see Figure 9 in the Appendix), as well as the anti-counterfeiting protection (a malicious service provider can embed the same backdoor or conduct adversarial training to bypass verification, as demonstrated in Section V-H), is not guaranteed.

The trending MLaaS platforms nowadays have attracted massive users, and this necessitates the need for public verifiability with those requirements. To the best of our knowledge, this is the first work to promote the public integrity verification of deployed models by leveraging lightweight, smoothness, and anti-counterfeiting properties while only using black-box access during both inference and design procedures.

### III. PROBLEM STATEMENT AND THREAT MODEL

We consider the public verification of models deployed in the cloud to provide prediction services via APIs, for any user roles, including the model agent, service providers, and any model clients. This is a typical MLaaS service provided by service providers, such as Amazon SageMaker. The process of the public verification is illustrated in Figure 1(b).

#### A. Problem Statement

**Trusted third-party verification server.** The model developer will transmit the licensed model \( f \) and the encrypted sampled training data (derived from the same distribution as the training data for the model \( f \)) to an independent secure verification server (i.e., a trusted third party), and passes a session key (including the decryption key) to the model agent \( U_A \). The model agent \( U_A \) only has black-box access to the licensed model and has no knowledge of the sampled training data on the secure verification server. The agent can request the secure verification server to decrypt the encrypted sampled training data with the decryption key, and the agent controls the launch of PublicCheck along with the session key. The once-off training of the autoencoder adopted by PublicCheck takes place on the secure verification server.

**Verification pipeline.** The verification service starts with the generation of the fingerprint of a model which is represented as \( F_M = \{(s_i, r_i)\}_{i=1}^{V} \), \( r_i = f(s_i) \), where \( \{s_i\}_{i=1}^{S} \) are fingerprinting samples generated for \( U_A \) through PublicCheck. Note that \( V \ll S \) is the minimum number of samples required to conduct efficient verification (around 7 in our experiments), and the pool of verification pairs, \( S \), should be sufficiently large at all times to allow for multi-time disposable public verification. An independent secure verification server would be appropriate for running and maintaining the verification production service and the pool of verification pairs to meet the lightweight, smoothness and anti-counterfeiting requirements. The licensed model is then uploaded to and stored on a platform maintained by the cloud service provider \( U_P \), and deployed to an endpoint instance to provide an API querying service for public users. Considering that the deployed model \( f' \) on the cloud platform may differ from the licensed model \( f \) (which will be detailed in the threat model), it is important

### TABLE I: An overview of state-of-the-art verification.

| Verification Approaches | Knowledge NOT Required | No Model Degradation | Public Verifiability Requirements |
|-------------------------|------------------------|----------------------|----------------------------------|
|                         | Gradient/Parameters    | Fine-tuning          | Backward Propagation             | Lightweight | Smooth | Anti-counterfeiting |
| Hash-based verification | ✔️                     | ✔️                   | ✔️                               | ✔️          | N/A    | ✔️                 |
| Backdoor-based          |                        |                      |                                  |             |        |                    |
| watermarking [3], [11]  |                        |                      |                                  |             |        |                    |
| Adversarial-based       |                        |                      |                                  |             |        |                    |
| watermarking [8], [12], |                        |                      |                                  |             |        |                    |
| [13] PublicCheck (Ours) | ✔️                     | ✔️                   | ✔️                               | ✔️          |        | ✔️                 |

- ✔️: the property or requirement is satisfied by the approach; 
- ●: the property or requirement is not satisfied by the approach.
for the model agent $U_A$, model provider $U_M$ and clients $U_C$ who purchased the API to verify whether the model $f'$ is the same as $f$. A set of verification keys are used to verify the integrity of the deployed model. During verification inference, the user obtains $\mathcal{FM} = \{(s_i, r_i)\}_{i=1}^V$ from the independent secure verification server (after the paywall), and then queries the API of the deployed model $f'$ with fingerprinting samples $\{s_i\}_{i=1}^V$. The model is not intact if there exists $i \in \{1, \ldots, V\}$ such that $f'(s_i) \neq r_i$.

### B. Threat Model

From the integrity breach perspective, there is no assumption about how the integrity of a deployed model is compromised (i.e., no limitations are placed on the adversary, including malicious service provider). From the integrity verification perspective, we assume that the service provider is dishonest, who may maliciously modify the model in deployment and intentionally provide counterfeit verification services. **Adversary’s goal.** There are three main service procedures during model deployment: (i) model transition to the cloud; (ii) model storage in the cloud; and (iii) inquiry services after deployment via APIs. We assume that model integrity could be compromised at any procedure, and make no assumptions about how the model is modified, by an external attack or internal manipulation. The **Integrity adversary’s goal** is to derive a surrogate model to replace the original licensed model. The adversary may embed backdoor or misclassification behaviors in the modified model for malicious purposes. A dishonest cloud service provider may deploy degraded models that will incur a lower cost (e.g., model compression). The **Verification adversary’s goal** is to identify the verification keys from queries and then counterfeit the verification keys or the verification process to bypass a compromised model. For example, during private verification (Figure 1(a)), only the model developers can use the service to determine whether the deployed model is intact, while they can be fooled by the counterfeit verification keys issued by the service provider. **Adversary’s capacity.** We summarize both the integrity and verification adversary’s capacity with respect to potential vulnerabilities and security risks in MLaaS. We also present these threats in Figure 1(a) with red arrows. We note that all vulnerabilities on the path from the model fingerprinting to the model integrity verification are invisible to clients, as well as to the verification tools such as PublicCheck. Therefore, we would like to propose a single solution to all these potential vulnerabilities, rather than solve them one by one. Besides the other attackers, the dishonest cloud service provider is considered as a much stronger insider attacker. We summarize some typical examples of an adversary’s capacity as follows.

- Modifying models during transmission (Integrity). The adversary can modify a model while it is transmitted from the model agent to the service provider by exploiting vulnerabilities in cloud network protocols or service interfaces, i.e., during upload procedure in Figure 1(a).
- Exploiting storage vulnerability (Integrity). Adversaries can exploit machine learning model storage vulnerabilities to substitute a compromised model for the safe one.
- Tampering deployed models (Integrity). The insider attacker is capable not only of backdooring the deployed model but also of other abnormal behaviors such as model compression. Note that model compression could be a weak attack, but acts as a worst-case for verification (modifications of model behavior could be hard to identify).
- Manipulating verification (Verification). The adversary can manipulate the verification results, either manipulating the results of verification queries or forging verification keys to convince the user that the deployed model is intact. For example, a dishonest service provider can leverage a discriminator to identify verification queries and arbitrarily manipulate the verification results before being sent to the user. Otherwise, the adversary can publish fake a hash code or embed fingerprinting samples into modified models through fine-tuning or adversarial training to bypass the verification.

**Adversary’s knowledge.** Existing deep neural networks watermarking or fingerprinting approaches [8], [11], [14] assume the service provider is trusted. This is too strong an assumption, as the cloud provider has white-box access to all the parameters and run-time information, resulting in the potential to breach the fingerprinting patterns through the backdoor or adversarial misclassification behaviors. To model a more practical scenario, we assume that the adversaries, including the service provider, have white-box knowledge of the deployed models. We also assume that an adversary has white-box access to a collection of verification samples.

### IV. PublicCheck System Design

PublicCheck first conducts data augmentation. A small number of training samples are used as referenced samples ($z$), and data augmentation is achieved by reconstructing the perturbed encoded latent codes ($z'$ to $z''$) after adding random noise. The noise is restricted by two criteria: (i) controllable augmentation ensures the reconstructions are densely populated around the decision boundary, and the prediction behavior of the target classifier is controlled; and (ii) selection of candidates based on smoothness ensures the smooth appearance of reconstructions via adaptive similarity. After candidate selection, the reconstructed samples $x''$ are used for fingerprinting verification. Finally, the model’s fingerprint is represented as a prediction vector for a small set of encysted samples. During verification inference, the model is verified to be intact when the response of the test model on the encysted sample set is equal to the fingerprint prediction vector. The overview of the PublicCheck verification is illustrated in Algorithm 1 and Figure 3. A visual illustration is provided in Figure 4.

### A. Data Augmentation

Using attribute manipulation-based generation, we augment data samples along a semantic feature axis for efficient data
Fig. 3: Overview of the PublicCheck fingerprinting.

Augmentation. Variational autoencoder (VAE)-based generative models [15], [16] are developed to represent samples in the high-dimensional pixel space into a low-dimensional latent space via latent codes. Combined with disentanglement, they are capable of providing such a controllable mechanism. We aim to develop latent representations that encode distinct attributes of data as disentangled latent codes, where changes in one part of a latent code correspond only to changes in a single attribute of data. We introduce generative models with two levels of disentanglement in an unsupervised learning manner, where attribute-level disentanglement is based on a low-dimensional latent representation vector and abstraction-level disentanglement is based on high-dimensional latent representations.

For low-fidelity and simple images, e.g. handwritten digits MNIST, the VAE-based generative model can be used to learn a simple representation of data in the latent space, e.g., a 20-dimensional latent vector. Attribute-level disentanglement can be attained by forcing the distribution of latent representations to be factorial via loss terms, leading to independent distributions across dimensions. To better balance the trade-offs between reconstruction quality and disentanglement, we adopt the Total Correlation (TC) [15] and adopt a human perceptual evaluation Learned Perceptual Image Patch Similarity (LPIPS) [17] as a reconstruction error (see details in Appendix A-A).

For high-fidelity and complicated images, such as high-resolution human face images, or multi-domain images such as CIFAR-10, the dimension of the latent codes should be largely extended to maintain more features. Therefore, the disentanglement strategies used for disentanglement-VAE are not applicable. Accordingly, we provide an abstraction-level disentanglement strategy to handle high-fidelity and complicated images. We extend the scale of the latent codes and divide them into a style (high abstraction) level and a texture (low abstraction) level latent representation, via two separate encoders. To extend the latent representation, we apply the Vector Quantized strategy used in previous works [18], [19]. In general, VQ-based autoencoders consist of three components, encoder $En$, decoder $De$, and codebook $C$. The codebook $C$ can be viewed as a common feature dictionary shared between the encoder and decoder, consisting of $K$ categorical embedding items with $D$ dimensions. The encoder is a non-linear mapping from the input instance $x$ in the pixel space to the latent representation $z(x)$, consisting of latent embedding vectors with $D$ dimensions. Vector Quantization is to map low-dimensional latent vector and abstraction-manner, where attribute-level disentanglement is based on a two levels of disentanglement in an unsupervised learning framework.

We aim to develop latent representations that encode distinct attributes of data as disentangled latent codes, where changes in one part of a latent code correspond only to changes in a single attribute of data. Therefore, we develop generative models with two levels of disentanglement in an unsupervised learning manner, where attribute-level disentanglement is based on a low-dimensional latent representation vector and abstraction-level disentanglement is based on high-dimensional latent representations.

For low-fidelity and simple images, e.g. handwritten digits MNIST, the VAE-based generative model can be used to learn a simple representation of data in the latent space, e.g., a 20-dimensional latent vector. Attribute-level disentanglement can be attained by forcing the distribution of latent representations to be factorial via loss terms, leading to independent distributions across dimensions. To better balance the trade-offs between reconstruction quality and disentanglement, we adopt the Total Correlation (TC) [15] and adopt a human perceptual evaluation Learned Perceptual Image Patch Similarity (LPIPS) [17] as a reconstruction error (see details in Appendix A-A).

For high-fidelity and complicated images, such as high-resolution human face images, or multi-domain images such as CIFAR-10, the dimension of the latent codes should be largely extended to maintain more features. Therefore, the disentanglement strategies used for disentanglement-VAE are not applicable. Accordingly, we provide an abstraction-level disentanglement strategy to handle high-fidelity and complicated images. We extend the scale of the latent codes and divide them into a style (high abstraction) level and a texture (low abstraction) level latent representation, via two separate encoders. To extend the latent representation, we apply the Vector Quantized strategy used in previous works [18], [19]. In general, VQ-based autoencoders consist of three components, encoder $En$, decoder $De$, and codebook $C$. The codebook $C$ can be viewed as a common feature dictionary shared between the encoder and decoder, consisting of $K$ categorical embedding items with $D$ dimensions. The encoder is a non-linear mapping from the input instance $x$ in the pixel space to $z(x)$, consisting of latent embedding vectors with $D$ dimensions. Vector Quantization is to map $z(x)$ to a discrete latent matrix with each element representing embedding items according to the discrete latent index matrix via another non-linear function, as shown in Figure 10 (see details of VQ-based generative models in Appendix A-B).

To achieve abstraction-level disentanglement, we apply two separate (encoder, codebook) pairs to model texture information and style information, respectively. A global encoder $En^g$ and codebook $C^g$ are applied to capture high-abstractive information, such as style, shape, and geometry, and a local encoder $En^l$ and codebook $C^l$ are used to capture low-abstractive information, such as texture, color, or background. Specifically, the local encoder initially maps the input instance into local latent representation $z^l(x)$ using $En^l$, followed by conducting a global encoder $En^g$ to map $z^l(x)$ into $z^g(x)$. Then we transfer the $z^g(x)$ and $z^l(x)$ into a discrete latent matrix $z^g(x)$ and $z^l(x)$ via vector quantization by nearest neighbor searching on the global codebook $C^g$ and $C^l$, respectively. $z^g(x)$ and $z^l(x)$ are the queried/retrieved embedding items according to the discrete latent matrix. The global decoder $De^g$ is then applied to recover the latent representation $z^g(x)$ back to a representation $s^l$ with the same size as $z^l(x)$. The composed $z^l(x) = s^l + z^l(x)$ are fed into the decoder $De^l$. Finally, the local decoder $De^l$ takes as input all levels of the quantized latent representation back to the original image size. Here, we also replace the default pixel-wise reconstruction evaluation with the perceptual evaluation metric LPIPS.
B. Controllable Augmentation

Controllable augmentation aims to transform a given reference sample into a set of augmented reconstructions that encyst around the decision boundary of the target model, using the pre-trained generative model with disentanglement. Specifically, augmentation is conducted via adding certain perturbation $\Delta z$ into specific latent codes that clearly control a semantic attribute (line 4 of Algorithm 1), followed by reconstruction via a decoder $De(z + \Delta z)$. The perturbation is added to selected elements of a latent code vector as attribute-level disentanglement, or to the entire low abstraction latent representation as abstraction-level disentanglement.

Encysted samples are defined as reconstructed copies from perturbed latent representations, where noise is from a given distribution within a given scale (e.g., normal distribution $\mathcal{N}(\mu, \sigma)$). Given a target model $f(x)$, we define the marginal value of the encysted boundary (e.g., $\mu$) as the minimum value that changes the prediction (line 6). Scale $\sigma$ defines the encysted noise range with the maximum noise scale (upper bound $\mu + \sigma$) and the minimum scale (lower bound $\mu - \sigma$). Encysted samples $ES = \{e_1, \ldots, e_n\}$ are defined as reconstructed copies using the perturbation sampled from the normal distribution $\mathcal{N}(\mu, \sigma)$. Within the encysted noise range, the predictions of the reconstructed encysted samples using the perturbed latent codes are easy to be flipped. An encysted sample derived from $x$ that produces a changed prediction is referred to as the outer encysted sample, and vice versa, the inner encysted sample. Depending on the randomly sampled noise, reconstructed encysted samples are either the inner or outer samples. We develop two strategies to effectively determine the encysted noise distribution $\mathcal{N}(\mu, \sigma)$ for the generation of the encysted sample, under the limitation of the knowledge of the target model in the following parts. Note that the advantage of our approach is the continuous generation of fingerprinting samples up to the plethora of amounts, producing infinite encysted samples (due to cardinality of the continuum) with lightweight computational overhead via feedforward computation using a pre-trained autoencoder, and only requires black-box inference of the target model. Additional generation boosting strategies are given in Appendix B. Fingerprinting design with few training samples. To address the black-box knowledge setting for the target model in Section III, we conduct the fingerprinting design with a few training samples as follows. The term black-box in our work is twofold: (i) there is only black-box access to the model to perform verification; (ii) the design of the fingerprinting of the model is conducted with black-box knowledge about the model (see more details in Appendix C). Given the pre-trained autoencoder, the fingerprinting design has access only to a few training samples and the prediction results of a licensed model, without access to any other knowledge about the target model, such as its parameters and structure during fingerprinting design. This strategy aims to determine the outer bound of noise, namely, the minimum noise scale added to the latent representation that changes the prediction of the corresponding reconstructed image. The perturbation of the latent representation is considered as the optimization of $\Delta Z$ using the C&W loss [20]:

$$\max(0, \log f(De(\cdot))_y - \max_{c \neq y} \log f(De(\cdot))_c),$$

(1)

where $De(\cdot) = De(Z + \Delta Z)$ and $Z$ is the latent codes for input $x$, the $f(\cdot)_y$ reveals that the output of the function $f$ is $y$. The minimum loss is achieved when $f(De(Z + \Delta Z))_y \leq \max_{c \neq y} f(De(Z + \Delta Z))_c$, i.e., we reach the outer bound of the noise $\Delta Z$. Thus, finding the outer bound of latent perturbation for the input data $x$ is defined as follows:

$$\Delta Z_{outb} = \arg\min_{\Delta Z \leq \Delta_{max}} \mathcal{L}(De(Z + \Delta Z))$$

(2)

In the black-box knowledge case, Equation 2 is optimized via only accessing the inputs and outputs of the function $f$ (e.g., a classifier). Therefore, the Smooth Evolution Strategies (SES) is adopted to optimize Equation 2 via search gradients. We define the latent noise $\Delta Z$ to be from an isometric normal distribution with mean $\mu$ and standard deviation $\sigma$, denoted by $\mathcal{N}(\Delta Z | \mu, \sigma^2 I)$, using $\epsilon$ as $\{\mu, \sigma\}$ [21]–[23]. SES defines a search distribution $p(\cdot | \mu)$ on $L(\cdot)$. $De(Z + \Delta Z)$ is denoted by $\cdot$ to simplify notation, followed by optimization under this distribution on the objective:

$$J(\epsilon) = \mathbb{E}_{p(\cdot | \mu)} [L(\cdot)] = \mathbb{E}_{\mathcal{N}(\Delta Z | \mu, \sigma^2 I)} [L(\cdot)]$$

(3)

Gradient descent is then used to optimize the Equation 3 by figuring out the Jacobian of $J(\epsilon)$. Here, $\sigma$ is considered as a hyperparameter, and the loss $J(\cdot)$ will be only optimized with respect to $\mu$. The parameters $\epsilon$ are updated via a gradient descent step with learning rate $\alpha$ in Equation 4. Finally, we generate the encysted samples by reconstructing the perturbed latent representation using the noise $\Delta Z$ sampled from $\mathcal{N}(\Delta Z | \mu, \sigma^2 I)$.

$$\epsilon_\mu \leftarrow \epsilon_\mu - \alpha \nabla_\mu J(\mu, \sigma),$$

$$\nabla_\mu J(\mu, \sigma) = \mathbb{E}_{\mathcal{N}} [L(\cdot) \nabla_\epsilon \log \mathcal{N}(\Delta Z | \mu, \sigma^2 I)]$$

(4)

In our case, only one parameter (i.e., perturbation $\Delta Z$ for specific latent code) is needed to be learned via black-box optimization. Additionally, the sampling is guided by the latent semantic feature vector. The number of iterations is generally less than 100. A greedy algorithm can also be implemented to approximate a noise value range for latent perturbation along a specific latent semantic feature vector.

Fingerprinting design with a substitutive model. In this scenario, the fingerprinting design is assumed to have a substitutive model with respect to the target model, even with different structures and parameters. It is practical to train such a substitutive model using similar training datasets like those used to train the target model. This strategy aims to obtain an approximation for the outer bound of noise using the given pair of substitutive model $M$ for the target model $f$ and its attacked version $M^s$. Namely, the minimum noise scale added to the latent representation distinguishes the prediction of $M$ from that of $M^s$ on the same reconstructed image. Formally, the
perturbation of the latent representation is the approximation of $\Delta Z$ using loss:

$$\max(0, \log \mathcal{M}(D(e(\cdot))) - \max_{c \neq y} \log \mathcal{M}(D(e(\cdot)))_c)$$

(5)

Here, $D(e(\cdot)) = D(e(Z + \Delta Z))$. The minimum loss is achieved when $\mathcal{M}(D(e(Z + \Delta Z))_y \leq \max_{c \neq y} \mathcal{M}(D(e(Z + \Delta Z)))_c$, namely, we reach one approximation of as outer bound of the noise $\Delta Z$. Finding the outer bound of latent perturbation for the input data $x$ is defined as:

$$\Delta Z_{\text{outb}} = \arg \min \mathcal{L}(D(e(Z + \Delta Z)))$$

(6)

We define the latent noise $\Delta Z$ from an isometric normal distribution with mean $\mu$ and standard deviation $\sigma$, denoted by $\mathcal{N}(\Delta Z | \mu, \sigma^2 I)$. In this case, we directly use the approximation of $\Delta Z_{\text{outb}}$ as the $\mu^2$ for each input $x$, while $\sigma$ is considered as a hyperparameter. Finally, we generate the encysted samples by reconstructing the perturbed latent representation using the noise $\Delta Z$ sampled from $\mathcal{N}(\Delta Z | \mu, \sigma^2 I)$, targeting function $f$.

C. Sample Selection

We then apply the sample selection (lines 8-14 of Algorithm 1) to enhance the smoothness of the augmented encysted samples, using an adaptive threshold to build a pool of smooth samples for random selection. Following augmentation of the encysted samples using perturbation scales derived from the two strategies above, the next step is to use the filtering strategies to select suitable encysted samples to be fingerprinted to meet the smoothness criterion. We retain only the encysted samples with a higher similarity evaluation based on LPIPS. A fixed threshold for perceptual similarity is difficult to establish for different data types, so we propose an adaptive approach for assessing smoothness. Given a small set of reference instances (generally around 10) randomly selected for each class, denoted by $RI_c$, the LPIPS loss metric is then applied to calculate the similarity between every two instances of the same class. We use the average similarity as the adaptive threshold $\xi_c$ of each class for the filtering. During the filtering, given a reconstructed encysted sample candidate $e_{si}$, the adaptive threshold $\xi_c$ and reference instance set $RI_c$ according to its predicted class via $f(s_{ei}) = c$ are used to decide the filtering results. Specifically, we calculate the LPIPS similarity between the $e_{si}$ and each sample in $RI_c$. The encysted sample $e_{si}$ will be selected as a fingerprinting sample only if all distances are smaller than the threshold $\xi_c$. Formally, the encysted sample for fingerprinting is satisfied only when $\text{LPIPS}(e_{si}, r_i) \leq \xi_c$, $\forall r_i \in RI_c$. Note that the sample selection can also incorporate other criteria filters as a defense against adaptive attacks, as demonstrated in Section V-H, such as prediction confidence, discriminators, or other similarity evaluation metrics.

V. EVALUATION OF PUBLICCHECK

We evaluate the performance of PublicCheck on three datasets: MNIST [24], CIFAR-10 and CIFAR-100 [25], and FFHQ [26], [27]. Target classifiers are LeNet (5 layers), ResNet-18 [28], and VGG-16 [29], respectively, with different complexity. Details of the datasets and classification models used in our experiments, as well as the accuracy of the original, clean models, are in Appendix D.

As the representation capability is specific to modeling the domain of data, generative models are commonly evaluated from two angles: single-domain and multi-domain. Limited by the capability of existing generative models, our primary focus is to evaluate the performance of PublicCheck on the single domain data. Moreover, we examine PublicCheck’s performance with a generative model on multi-domain data with limited quality of generation. Therefore, two data sources are considered for the autoencoder.

(i) Public source for single domain data. The representation capability learned from public datasets (e.g., celebrity faces) is consistent with common human and private users from the same domain. As the face dataset contains only celebrities, we randomly sample 20% of training data according to identity (e.g., 20 out of 100 people) as public available data for training a generative model only, which is similar to sampling from public data.

(ii) Private source for multi-domain data. We also consider when the public dataset is unavailable or there is domain drift for multi-domain data. The generative model is trained on
sampled private training data, and 20% is used as the baseline. We also evaluate the performance of PublicCheck on limited categories and limited size of sampled data (5% and 10%) in Section V-D. We find that the integrity verification detection performance is similar under limited data settings, while the only impacted part is reconstruction quality. It is still one of the frontier research topics in the deep generative model field to learn good expressive representation from cross-domain and limited data. Instead, we implement the quality refiner strategy to enhance the quality of reconstructed images using less sampled data, as detailed in Appendix E.

We randomly sample 20% of training data with the same distribution to establish the training dataset for the autoencoder only for both public and private source settings, and we use the remaining 80% data in the training and testing of the original model (classifier) that we want to protect. Therefore, the 20% selected data are from the same distribution but unseen to the original model (classifier).

The VAE-based generative model (attribute disentanglement) is used for MNIST, and the VQ-based one (abstraction disentanglement) is used for CIFAR and FFHQ. Architectures and hyperparameters for the generative models are given in Appendix F. Only a small set of instances (around 20) are sampled from the remaining 80% of the dataset, to use as the reference samples for fingerprinting design, and evaluation. The 80% data split is also used to train the substitutive model in Section IV-B.

A. Evaluation Goals and Metrics

Our first experimental goal is to determine the accuracy of PublicCheck for integrity breach detection. We test the accuracy under various attacks, as well as under model compression. In general, the less information we can derive from the underlying target model, the more difficult it is to verify its integrity. Therefore, we assume the worst-case scenario of API access, where only the Top-1 classification label (i.e., the most likely label) can be obtained.

The model fingerprint, denoted by \((ES, Y)\), is defined to be the Top-1 classification prediction of the original model on the fingerprinting set of encysted samples \(ES\). The fingerprint is created by the model agent. Given a set of fingerprinting pairs \(\{(e_1, y_1), (e_2, y_2), \ldots, (e_M, y_M)\} \subset (ES, Y)\) and the predictions \(Y = \{\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_M\}\) of these given encysted samples by the black-box API model, we define an integrity breach to be successfully detected if: \(\exists \hat{y}_i \in Y\) such that \(\hat{y}_i \neq y_i\). We report the detection rate under both a few reference samples and substitutive model knowledge cases in Section V-C. We investigate the performance of our PublicCheck under more restricted scenarios in Section V-D, in which the availability of data is limited. The overheads associated with designing and implementing fingerprinting samples are in Section V-E. We evaluate the performance of our method when varying the hyperparameters, such as noise scale, in Section V-F. The smoothness of the encysted sample for fingerprinting is evaluated in Section V-G. Finally, we evaluate the performance of our fingerprinting approach under an adaptive attack in Section V-H. We compare our approach to the baseline (randomly selected original reference samples) and the adversarial-based approaches (Sensitive Sample [8] as a typical work) for the private verifications of model integrity, with white-box knowledge on target models.

B. Experimental Setups

We mimic two adversarial settings of the integrity breach in the experiments. The first is backdoor attacks that compromise the model, assuming the target model is known and under the attacker’s control. The second scenario we investigate is model compression as the hard case for verification (i.e., least changes in models). (i) For the backdoor attacks, we use the TrojanZoo [30] platform to deploy the BadNet [31], TrojanNN [6], and CleanLabel [5] attacks on the image classification models, which are typical backdoor attacks that compromise the training data to change the model’s behavior at test time. In our implementation, the attack success rate of each of these 3 adversarial models was more than 95%. The default settings of these attacks are given in Table VII in the Appendix. (ii) We apply weight pruning to compress the models on three datasets. Pruning starts by learning the connectivity via regular network training. Next, all connections with weights below a threshold are removed, followed by retraining the network to learn the final weights for the remaining sparse connections. The network is pruned by retaining only important connections, with between 15% of weights removed for the LeNet model on the MNIST dataset, 20% removed for the ResNet model on the CIFAR-10 dataset, and around 24% removed for the VGG16 model on the FFHQ dataset. Pruning resulted in only a minor change in the accuracy of each model (<2%).

C. Evaluation on Integrity Breach Detection

1) Evaluating the black-box setting of fingerprinting design with few training samples: Under this setting, the design of the encysted sample for fingerprinting is only based on the encysted noise that is restricted by \(\mu\) and user-specific scale \(\sigma\) described in Section IV-B. In our experiment, we set the default perturbation scale as \(\sigma = 0.05\).

Results of the detection success rate against three attacks are reported in Figure 5. As shown, the detection rate rises when increasing the number of encysted samples used for verification. Even when only 2 encysted samples were used for verification, the detection rate of integrity breaches was above...
Fig. 6: Success detection rates for model integrity breaches (a) under three attacks for CIFAR100 and (b) under model compression on MNIST, CIFAR-10, CIFAR-100, and FFHQ datasets under rare sample knowledge settings. The axes are the number of encysted samples for fingerprinting and the detection rate.

93% for MNIST, 97.9% for CIFAR-10, and almost 100.0% for FFHQ. Our results also suggest that the detection rate increases when the target model grows in size and complexity. The reason is that the complex model has a more complicated decision boundary, and our method has more sources to design the fingerprinting. With 5 encysted samples for fingerprinting, we achieve 100% detection accuracy for all the datasets and attacks we tested. Furthermore, the overhead of model integrity validation is minimal, with only 5 API queries.

To evaluate the effectiveness of our fingerprinting approach on a dataset with a larger number of classes, we also applied an evaluation on CIFAR-100. As shown in Figure 6(a), using only 1 encysted sample for fingerprinting, the detection rate of an integrity breach was above 88% for CIFAR-100 for all three attacks, as opposed to 76% for CIFAR-10. Using 2 encysted samples increased the detection accuracy for CIFAR-100 to 98%, and using 4 samples resulted in 100% accuracy. As a result of the more complex decision hyperplane, the detection rate increases when the classification task has more classes.

Besides the above three adversarial attacks, we also evaluate the breach detection accuracy under model compression, as shown in Figure 6(b). Using only 2 encysted samples for fingerprinting, the integrity breach detection rate for the compressed models was around 97% for MNIST, 98.0% for CIFAR-10 and FFHQ, and 98.6% for CIFAR-100. We again observe that the detection rate increases with model complexity. Using 5 encysted samples to fingerprint the model, we achieved 100% detection accuracy for all datasets we tested against model compression, demonstrating the minimal overhead associated with verification. For the dataset with a larger number of classes, e.g., CIFAR-100, using only 1 encysted sample for fingerprinting, the detection rate of the integrity breach could reach more than 90% under model compression, compared to 57% for CIFAR-10. 4 encysted samples of CIFAR-100 are able to achieve 100% detection accuracy. This also confirms the effectiveness of our fingerprinting approach when applied to a dataset with more classes.

Comparison with baseline. When using randomly selected samples instead of our approach to verifying three modified models attacked by TrojanNN, BadNet, and CleanLabel, we found the detection rates are around 10-20%, which are even lower on compressed models (between 10-15%).

Comparison with SOTA. In this section we compare our approach to the Sensitive Sample [8] as the state of the art (SOTA) for the private verification of model integrity. For the detection of adversarial attacks, the performance of our PublicCheck under the few sample knowledge setting is similar to that of the Sensitive Sample under the white-box knowledge setting. For model compression, the change of parameter values under model compression is intuitively more significant than the change under attacks, since a large fraction of the parameters is removed, with values reduced to zero instead of being just slightly modified. Therefore, one would anticipate that the detection rate for model compression is higher than for adversarial attacks, which is demonstrated by our results above.

We next compare the performance of PublicCheck and sensitive samples [8] under the same model compression settings on the CIFAR-10 classifier. Using only two samples, PublicCheck achieves a 98% detection rate for CIFAR-10, compared to around 84.4% for sensitive samples, and below 10% for the randomly selected training samples. 5 samples are sufficient to achieve 100% detection for our approach. In contrast, 10 samples are not enough to achieve 100% detection rate for the sensitive sample approach.

It is interesting to note that the sensitive samples approach performs much worse on model compression than on attacks. This has demonstrated the major limitation of the sensitive samples approach under the public verification of the model integrity scenario. The reason is due to the design of the adversarial perturbation used to reveal the changes in the parameters of the target model. Namely, because it is based on the activation or gradient of parameter updates during training. At the same time, the model compression approaches such as pruning also utilize similar signals to remove parameters with lower activation, resulting in degradation of detection of the model change. Due to this, the gradient-based perturbation for fingerprinting was not able to detect the model changes caused by attacks or compression approaches that utilize similar gradient information.

These results indicate that our PublicCheck can achieve state-of-the-art performance for model integrity verification against diverse attacks and model compression under rare sample knowledge settings. The advantage of our approach is that a high detection accuracy can be achieved without requiring any knowledge of model parameters or structure and with a lower cost associated with designing fingerprint samples—only feedforward procedures are required.

2) Evaluating the black-box setting of fingerprinting design with substitutive model training: In this section, we evaluate PublickCheck when more information about the model is available. Under this setting, the design of the encysted sample for fingerprinting is based on the substitutive model of the target model and its attacked versions (Section IV-B). Figure 7 shows that, as in the few sample setting, the success detection rate rises when increasing the number of encysted samples for fingerprinting. When using only one encysted sample for fingerprinting, the breach detection rate against adversarial
attacks is higher in the substitutive model setting than in the few sample setting, by 22% for MNIST, and roughly 11% for CIFAR-10. When using two or more encysted samples, the substitutive model setting continues to outperform the few sample settings by around 1% until both approaches achieve 100% detection accuracy when using 5 encysted samples for fingerprinting. This was observed for all datasets and attacks tested. Additionally, we also evaluate the successful detection rate of model integrity breaches caused by model compression under the substitutive model setting. Using only one encysted sample for fingerprinting, the detection rate of the integrity breach increased by 15% to 20% in the substitutive model setting compared to the few sample knowledge setting.

Our results indicate that our PublicCheck can perform better against diverse attacks and model compression under substitutive model settings compared to the few sample knowledge settings, randomly selected training samples, and sensitive samples, particularly in the model compression case. The results demonstrate that the detection rate increases with more information about the target model, when substitute models are available. As 5 encysted samples for fingerprinting can obtain the 100% accuracy of model integrity verification for both the few samples and the substitutive model knowledge settings, the former seems to be the more reasonable choice due to no assumption on the model itself. These results also demonstrate the advantage of our PublicCheck in terms of practicality and performance under limited knowledge.

D. Performance under Restricted Setups

We examine performance under more restrictive conditions of the training dataset for the generative model, i.e., limited categories and limited size of training samples.

**Limited categories of available samples.** The default assumption for the few sample knowledge settings (used in the previous section) is that the set of reference samples from the training data that are used for creating the encysted samples contain most of the classes in the dataset. However, in practice, it may not always be possible to train generative models with samples from all classes. Here we examine this more limited setting in which a small set of reference samples covering only a few categories is used. In the following, we report our investigation on the impact of the limited categories on integrity violation detection accuracy. We compare the performance of PublicCheck in detecting attacked models on MNIST and CIFAR-10 when encysted samples are generated by using only a subset of classes, namely, by randomly sampling 1, 2, 3, or 5 of the classes, instead of using all ten classes in each dataset.

Next, we evaluate whether the model integrity breach detection rate could be 100% within the limited number of API queries. Results are averaged over these two datasets and all 3 TrojanZoo attacks. We report the results in Table II. In general, we observe an increase in accuracy as the number of classes increases. Although the detection rate of our PublicCheck under 1, 2, 3, or 5 classes restriction has a slight drop compared to all-classes available scenario, it is demonstrated that even when fingerprinting samples are created for one class only, PublicCheck still achieves 100% accuracy when using seven fingerprinting samples for verification. It shows that 5 samples are enough to achieve 100% detection accuracy using PublicCheck, assuming the reference samples used to generate encysted samples for fingerprinting consist of five randomly selected classes. Furthermore, the variance in detection accuracy decreases as the number of encysted samples increases. Increasing the number of different classes used in the encysted samples had little impact on the variance. It demonstrates our approach’s generalization ability, relying on the well-encysted and fine-granularity measure of the decision boundary using the attributed augmentation in the latent space. Specifically, due to the structural perturbation of PublicCheck, each encysted sample is generated from a randomly sampled perturbation, which lies very close to a random part of the decision boundary of the classification model. The prediction on the encysted sample for fingerprinting is used to distinguish whether the boundary of the verified model has the right disturbance in that localized region. Every additional fingerprinting sample then may test a different localized region of the decision boundary, thereby increasing the detection ability of PublicCheck.

**Varying sampled data for training the autoencoder.** We further evaluate the performance of PublicCheck under restricted training data for the autoencoder. In particular, we evaluate the performance of PublicCheck on less sampled data (5%, 10%) compared to the 20% baseline. As shown in Figure 5, the detection accuracy results on 5% and 10% size of sampled data are similar to the 20% baseline (achieve 100% accuracy with sample verification for both 5% and 10% less sampled data settings, and only within 2% drop with less than 5 samples verification). We find that the impacted part is the quality of the reconstructed images. The reconstruction error (MSE) of the 10% and 5% size setting increases by 39.2% and 63.3% respectively, compared to the 20% baseline, as shown in Figure 11 in the Appendix. However, after applying our quality booster strategy, the reconstruction error from the 5% and 10% size settings is equivalent to the 20% baseline and 50% size settings, respectively. After applying the quality refiner, the reconstruction distribution of the 10% and 5% size settings are similar to 20% baselines, as shown in Figure 12 in the Appendix.
Varying the number of reference samples. In this work, 20 randomly sampled references can generally achieve 100% detection accuracy with 5 verification samples. The 5-sample accuracy values for [2, 4, 6, 10] reference samples are from 99% to 100%, while the 7-sample accuracy is all 100%. The number of reference samples is mainly used in the smoothness filtering, which may be further reduced as the generative ability increases.

E. Performance across Various Noise Scales

To conduct the augmentation, we add a perturbation to the latent code that controls specific attributes. Generally, the generation of encysted samples aims to produce inner and outer encysted samples as close to the decision boundary as possible, via reconstructing the selected latent code after adding randomly sampled noise from the given distribution $\mathcal{N}(\mu, \sigma)$ under the few sample knowledge settings. As the noise scale $\sigma$ should be decided in advance as a hyperparameter, we now investigate “How does scaling the noise impacts the accuracy?” Intuitively, a smaller noise scale, $\sigma$, could result in a better performance of the fingerprinting samples, since more minor noise leads to inner and outer samples being closer to the decision boundary. We conduct experiments to evaluate the detection rate of our method when varying the noise scale $\sigma$. The results are reported in Table III, confirming the intuition above that a smaller noise scale brings a higher detection rate. Even under the broader noise scale, i.e., 0.1 or 0.5, six or nine encysted samples for fingerprinting are sufficient to achieve 100% detection accuracy, demonstrating the effectiveness of our method with the flexible settings. Furthermore, the variances of detection accuracy against different attacks decrease as the number of encysted samples increases. The variance of detection accuracy is also reduced as the scale of noise decreases. Generally, there is a trade-off between accuracy and overhead of computation. If smaller steps are taken, it takes more iterations to find the marginal value of the encysted boundary (e.g., $\mu$). Accordingly, a broader noise scale could improve the performance of a fast and flexible fingerprinting design, which is suitable for resource-constrained devices. We demonstrate this argument in the next section with respect to the run-time overheads.

F. Overheads for Fingerprints Design

We examine the run-time as an overhead measure to demonstrate the practicality of PublicCheck. We mimic the end-users as a laptop with GPU resources (NVIDIA Quadro RTX 4000 8GB and i7 9900 16G CPU), and the other has CPU resources only (i5 8265U 8GB CPU). Two types of consumed time are examined. One is the generation of one individual encysted sample, and the other is the generation and selection of one smooth encysted sample (which we refer to as the generation of one smooth encysted sample). The runtime to generate a single encysted sample for fingerprinting for three given datasets under various noise scale settings is reported in Table IV. Given the once-off trained generator, the encysted noise range, and the default noise level of 0.05 used in our experiments, the generation time of each encysted augmentation is less than 2s for all testing datasets, including the high-fidelity images such as FFHQ images. For MNIST and CIFAR datasets, the time values are 0.33s and 0.83s for each encysted augmentation, respectively. We also report the generation time for each augmentation of high-fidelity FFHQ images for CPU-Only end users, which is around 15s per augmentation.

To ensure the smooth appearance requirement under public verification, a further filtering procedure is conducted on the set of augmented encysted samples. The overhead for the filtering procedure is minimal, less than 0.2s for selecting one smooth encysted sample for fingerprinting. The total time for the combination of augmentation and filtering of one encysted sample for fingerprinting varies from roughly 2s for MNIST, CIFAR-10, and CIFAR-100, to roughly 9s for FFHQ, under 0.05 noise level for GPU end users. For CPU-only users, runtime is similar to GPU users’ for simple cases like MNIST and CIFAR-10 but can be longer for tasks involving larger class numbers or high-fidelity inputs. A possible solution for CPU users is to perform parallel processing for LPIPS evaluation across classes and the generation of encysted samples. Once fingerprinting samples have been generated, the time required to verify a deployed model is less than 0.2s per sample. Therefore, we can expect model verification to take less than one second when we have five fingerprinting samples. Thus, our solution can be deployed in real-time applications.

There is a trade-off between noise scale and overheads of computation. The broader the noise scales, the less time is used to conduct the encysted samples for fingerprinting. To achieve more efficient verification, smaller noise scales must be used, which means more iterations are needed to determine the marginal value of the encysted boundary. As demonstrated in Section V-E, even under the larger noise scale, i.e., 0.5, nine encysted samples for fingerprinting are sufficient to achieve 100% detection accuracy, demonstrating the effectiveness of our method with the flexible settings. In this setting, the generation of the encysted samples for
TABLE III: Performance of PublicCheck when varying noise scale. Even under the broader noise scale (i.e., 0.10 or 0.50), 7 or 9 encysted samples for fingerprinting are sufficient to achieve 100% detection accuracy.

| Noise Scale σ | 1  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------------|----|---|---|---|---|---|---|---|---|----|
|               | Detection Rate (mean ± std) w.r.t. # of Encysted Samples |
| 0.01          | 65.1 ± 7.2% | 95.7 ± 1.2% | 97.9 ± 0.4% | 99.9 ± 0.1% | 100 ± 0% | 100 ± 0% | 100 ± 0% | 100 ± 0% | 100 ± 0% | 100 ± 0% |
| 0.05          | 59.0 ± 8.0% | 94.9 ± 1.8% | 96.8 ± 0.5% | 99.4 ± 0.2% | 100 ± 0% | 100 ± 0% | 100 ± 0% | 100 ± 0% | 100 ± 0% | 100 ± 0% |
| 0.10          | 44.5 ± 9.2% | 87.9 ± 3.1% | 90.4 ± 2.5% | 93.6 ± 2.1% | 95.5 ± 1.2% | 99.5 ± 0.2% | 100 ± 0% | 100 ± 0% | 100 ± 0% | 100 ± 0% |
| 0.50          | 30.3 ± 9.9% | 53.4 ± 8.2% | 66.4 ± 7.5% | 79.8 ± 5.4% | 84.3 ± 3.9 | 92.4 ± 2.3% | 95.7 ± 1.1% | 98.7 ± 0.3% | 100 ± 0% | 100 ± 0% |

TABLE IV: Time(s) required to generate a smooth watermarking sample for various noise levels using GPU/CPU.

| Datasets | Execution time under GPU/CPU settings (second) |
|----------|-------------------------------------------------|
|          | σ = 0.50 | σ = 0.10 | σ = 0.05 | σ = 0.01 |
| MNIST    | 0.5 / 1.3 | 1.2 / 2.0 | 2.3 / 2.3 | 7.1 / 20.1 |
| CIFAR-10 | 0.6 / 0.7 | 1.3 / 1.3 | 2.1 / 2.9 | 7.8 / 13.3 |
| FFHQ     | 1.2 / 15.0 | 4.8 / 25.0 | 9.1 / 59.0 | 44.4 / 230.0 |

G. Evaluation of Smoothness

We demonstrate the smoothness of the generated encysted sample for fingerprinting in this section. We first visualize the produced encysted samples for fingerprinting in Figure 13 in the Appendix. As shown, there are few artifacts introduced in the encysted samples compared to the original reference samples. Generally, the generated samples’ small texture or color temperature is modified by manipulating the corresponding latent codes. Thus, from human perception, these generated encysted samples are smooth. These results confirm the advantages of our method under the public verification scenarios. In addition to this, we also report the quantitative evaluation of the smoothness of encysted samples for fingerprinting, using the LPIPS metric in Figure 8. The average LPIPS values of the encysted samples for MNIST and CIFAR-10 among classes are approximately 0.2, 0.45, and 0.55 for CIFAR-100 and FFHQ, respectively. The smoothness of encysted samples for fingerprinting is obvious and consistent among different classes for all these three datasets (FFHQ is a male and female class), demonstrating that they are smooth in pixel space. We provide more smoothness evaluation toward

Fig. 8: Smoothness of encysted samples for fingerprinting among different classes.

indistinguishability between encysted and normal samples in the following part.

Comparison with SOTA. Roughly 25% of randomly augmented encysted samples satisfy the smoothness evaluation in terms of the adaptive threshold (0.57). In contrast, we demonstrate that only 1% of sensitive samples meet the adaptive smoothness threshold (LPIPS = 0.65). For the time cost, generating one smooth sensitive sample takes more than one hour, which is infeasible in practice. Our PublicCheck only takes 9 seconds to generate one smooth encysted sample for fingerprinting. The visualization of the successful sensitive samples is shown in Figure 9 in the Appendix, which does not seem smooth for human perception despite having a small pixel-wise error level.

H. Evaluation of Adaptive Attacks

1) Adaptive attack settings: The attacker’s capability of collecting verification samples is limited as the verification samples are provided after the paywall (e.g., limited by the amount of API purchased). To demonstrate the worst-case, we consider the scenario when a large number of verification samples and associated labels are directly collected by the adversary, denoted by LK-I, mimicking an information leakage of the exact generative and verification capabilities. We assume the sampled data for the generative model is encrypted and transmitted only between the model developer and the independent secure verification server. Therefore, it is not possible for the adversary to gain access to the training data. We further consider the ramification if the sampled data was stolen as another worst-case scenario, LK-II.

First, we consider that the attacker may collect a set of N collected verification samples for each class along with original samples (e.g., public available samples from the same
We evaluate the prediction data are assumed to be collected by the adversary. The result shows that more than 91.2% classification samples. The result shows that the similarity is high (mean SSIM 0.9, LPIPS 0.05) between the encysted samples from the logit values of encysted samples under different settings. We find that the prediction confidence values and perceived/perceptual similarity values of encysted samples, compared with original samples. We evaluate the prediction confidence values, the logit values before the softmax, and the Structural Similarity Index Measure (SSIM) perceived similarity values of encysted samples, compared with original samples. We find that the prediction confidence values and the logit values of encysted samples under different settings are similar in mean and distribution. We further evaluate the perceived similarity (SSIM) and Learned Perceptual Image Patch Similarity (LPIPS) values on generated encysted samples, under different settings \((N = 10, 50, 1000, 2000)\). The experimental result shows that the similarity is high (mean SSIM 0.9, LPIPS 0.05) between the encysted samples from 20% baseline and original samples. Even the similarity is dropped when decreasing the data size to 5% (mean SSIM 0.85, LPIPS 0.06) and 10% (mean SSIM 0.88, LPIPS 0.052), and similarity increases to 20% baseline equivalent or better after applying the quality refiner strategies. To conclude, it is not practical to distinguish encysted samples from the original samples using the threshold in terms of prediction behaviors and perceived/perceptual similarity.

Additionally, we also examined the indistinguishability of the samples through a stronger detector based on reconstruction errors between the input image and its reconstructed image via a pre-trained autoencoder to differentiate the verification samples. The result shows that more than 91.2% (out of 1,000) pixel-wise perturbations are identified by the reconstruction error-based detector, while the detection rate for our structural perturbation is less than 2.3% (out of 1,000) using the same reconstruction error threshold and pre-trained autoencoder. As demonstrated in Figure 14 in the appendix, the pixel-wise perturbation results in a larger reconstruction error. A reconstruction error threshold (e.g., 10, under different versions of pre-trained autoencoder) could be used to identify most of the verification samples derived from existing pixel-wise perturbation based approaches. The distribution of the reconstruction error of encysted samples is within the value range for original samples. Namely, the identification of encysted samples is at the expense of misidentifying original samples. For example, the threshold used to identify 90% encysted samples results in roughly a 50% false positive rate on original samples. This reconfirms the indistinguishability of the encysted samples. Furthermore, the results of the AA2 confirm the indistinguishability of our encysted samples that the real/false binary classification result for the classifier is equal to the random guess (50%) under all data size settings. On the other hand, our smoothness filtering after encysted sample generation could also include the conditions incorporating these criteria to further ensure that verification samples are within the indistinguishable value range, based on the infinite generation capability. The demonstrated indistinguishability will force the service provider to give up verification manipulation, as the provider can neither identify a query nor treat all queries as verification queries (leading to the loss of service quality).

**Results for AA3.** Given the target deployed model \(TM\), the adaptive adversaries combine these verification samples and labels into the training data in order to construct the compressed model \(TM'\) (hard case for verification). Next, the verification function is used to generate new encysted samples to distinguish \(TM'\) from \(TM\). We first test the performance of the Sensitive Sample against the AA3 detector. The results indicate that the detection accuracy sharply decreases when the network is trained with sensitive samples along with their clean pairs. Based on adversarial training with \(N = 1000\), the attacked model could bypass more than 80% of sensitive samples created by the baseline [8], resulting in a similar performance to the randomly selected training samples. Adversarial training has successfully learned the distribution of fingerprinting patterns created by Sensitive Samples, demonstrating that AA3 is a strong adaptive attack. However, the detection accuracy of PublicCheck for \(TM'\) is not affected after applying adversarial training with different amounts of publicly released encysted samples (less than 2% of verification samples are compromised by adaptive attack). We acknowledge that the abusive collection of verification samples shall be restricted by the prescribed amount of API consumed.

The robustness against the strong adversarial training-based attack and model extraction is based on uncertainty and randomness in the generation of encysted samples. The released augmented encysted samples could be regarded as randomly sampled points distributed around uncertain areas of the decision boundary of the target model, which are treated as noisy samples and excluded from the learning process (see detailed
Results for AA4 and AA5. We also demonstrate the performances of AA4 and AA5 attacks when the adversary leverages a substitute generative model trained on the LK–II. The real/fake classification results of the discriminator of a GAN are equal to the random guess (50%) under all data size settings. The discriminator of a VAE-GAN slightly outperforms classification (roughly 49.5% across all data size settings), which will be reduced to a random guess level after incorporating the VAE-GAN into the autoencoder of Public-Check training. The performance of the adversarial training, using the 2000 surrogate encysted samples via the substitute generative model trained on LK–II, is similar to that of AA3, without impacting the detection accuracy and bypassing less than 1% of encysted samples. These results demonstrate the robustness of PublicCheck against adversarial attacks, especially after incorporating the adversarial strategies into the filter. We also note that discussions of Denial-of-Service attacks (e.g., abuse of the generation of verification samples by compromised accounts) and attacks on communication protocols (e.g., session key distribution) are beyond the scope of this paper.

VI. CONCLUSION

We propose a practical run-time deep models verification scheme PublicCheck, for ensuring the integrity of cloud-enabled deep models with public verifiability. We show that PublicCheck can withstand model integrity attacks and compression. We also show PublicCheck can achieve three important requirements that (i) [Lightweight] only five randomly selected encysted fingerprinting samples are sufficient to achieve a 100% verification and zero false-positive rates, without any extra coverage-guarantee mechanism; (ii) [Smoothness] our structured perturbation in the latent space has reasonable controllability and disentanglement strategies; (iii) [Anti-counterfeiting] linear perturbations in the latent space will result in non-linear structural change in the pixel space. These augmented encysted samples could be randomly scattered over the vicinity of the decision boundary of the target model and multi-class reference samples for random augmentation will further help prevent blind spots on the decision boundary. We also demonstrate the robustness of PublicCheck against five adaptive attacks. We hope that PublicCheck could be amenable to future-generation verification in deep neural networks.
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APPENDIX A
AUTOENCODER-BASED GENERATIVE MODELS

A. Variational autoencoder (VAE)

The loss of VAE incorporated with a TC term is given as follows:

\[ L_{VAE} = L_{Rec} - D_{KL}(q_\phi(z|x)||p(z)) - \upsilon \text{TC}(z) \]  

The first term \( L_{Rec} \) is the reconstruction error based on LPIPS, which assesses whether the latent codes \( z \) are informative enough to reassemble the original instance. The second part is a regularization term, to push Encoder \( q_\phi(z|x) \) to match the prior distribution \( p(z) \), e.g. a Gaussian distribution. The third part is the TC term, to measure the dependence for multiple random variables, with \( \upsilon = 40 \). We replace the default pixel-wise reconstruction evaluation with the perceptual evaluation metric Learned Perceptual Image Patch Similarity (LPIPS) [17], calculated as a weighted difference between two VGG16 embeddings.

B. VQ-based Generative Models

The codebook \( C \) defines the commonly-shared latent embedding space \( C \in R^{K \times D} \), consisting of \( K \) categorical embedding items with \( D \) dimension, i.e., \( C_i \in R^D \), \( i \in \{1, 2, \ldots, K\} \). The encoder is a non-linear mapping from the input instance \( x \) in the pixel space the latent representation \( z_e(x) \in R^{W \times H \times D} \), namely, \( W \times D \) latent embedding vectors with \( D \) dimension \( (z_e(i,j)^{[j,j]} \in R^D \), \( i \in \{1, 2, \ldots, W\}, j \in \{1, 2, \ldots, H\} \). Then, the latent representation \( z_e(x) \) is further mapped to a discrete latent matrix \( z^{[j,j]} \in R^D \). Here, each \( z^{[j,j]} \) is the index of the nearest embedding items \( C_{nrs} \) in the codebook for each \( z^{[j,j]} \) via nearest neighbour searching \( \text{arg min}_m \| z^{[j,j]}(x) - C_m \| \), also called Vector Quantized, as demonstrated in Figure 10. The decoder reconstructs back to pixel space using the queried embedding items \( z_q(z) \) corresponding to the discrete latent index matrix via another non-linear function. Trainable parameters for the model are the union of parameters of the encoder, decoder, and codebook.

The loss function is:

\[ \text{Dist}(x - De(z_q)) + \| s_g[En(x)] - C_{nrs} \|^2_2 + \beta \| s_g[C_{nrs}] - En(z) \|^2_2 \]  

The operator \( s_g \) refers to a stop-gradient operation that blocks gradients from flowing into its argument, and \( \beta \) is a hyperparameter to control the reluctance to change the code corresponding to the encoder output. The first term is the gradient of the reconstruction error \( Dist(x - De(z_q)) \), which will be back-propagated through the decoder, and to the encoder using the straight-through gradient estimator. The procedures of training encoder and decoder, and exponential moving average updating of the codebook are followed [18], [19], while replacing the default pixel-wise reconstruction evaluation with the perceptual evaluation metric Learned Perceptual Image Patch Similarity (LPIPS) [17]. Although the training time of the VQ generative model takes hours for 256x images, that is a once-off procedure on the server side that could be carried out in parallel across several GPUs or by using the pre-trained model for transfer learning to further reduce the training time. Additionally, the generative could be reused for similar datasets, e.g., the model pre-trained on the FFHQ face dataset could be used for other human face datasets.
APPENDIX B

**Boosting Strategies for Infinite Supply of Verification Samples**

One of the advantages of our approach is that it enables large amounts of disposable verification samples. Firstly, for each user, only 5 verification samples can achieve a 100% verification accuracy (Section 5.3). Secondly, an infinite number of perturbations (within a specific noise range) could be sampled from the latent space, producing a plethora of encysted samples (1 code-1 reference). A set of reference samples would further enhance the number of verification samples (1 code-n reference). The amount could still be further boosted to infinity by combining existing latent codes (e.g., selecting two or more latent codes simultaneously to add the same or varying perturbations, n code strategy), or extending the dimension of the latent representation (extended dimension code strategy), or assuming different noise distributions (extended distribution-code strategy). Due to the strong and efficient generation ability of our fingerprinting approach, it is possible to provide the one-off verification in practice. Further, the attacker’s capability of collecting verification samples is limited as the verification is provided with API purchasing and under a verification budget (e.g., 10 times per day per client).

APPENDIX C

**Black-box Settings**

We redefine the term black-box in our work into twofold: (i) there is only black-box access to the model to perform verification; (ii) the design of the fingerprinting of the model is conducted with black-box knowledge about the model. The existing pixel perturbation-based fingerprinting approaches require white-box knowledge about the certified model, which is not always available to the participants in the MLaaS life cycle, such as the model agents. The licensed model obtained by the model agent is typically protected or encapsulated as executable files. Additionally, model files may be encrypted by compilation, shelling, or confusion, making them difficult to decompose. Furthermore, a model may not be gradient-based, such as simulated annealing or evolutionary strategies. In such circumstances, verification samples can only be generated in a black-box fashion. Moreover, with the black-box knowledge restriction, any users who do not have white-box access to the model will not be able to utilize the model fingerprinting services. Our approach eliminates the black-box knowledge restriction in favor of a more practical black-box knowledge scenario. The generalized and practical black-box knowledge assumption on the model brings more benefits, such as the provision for the infringement assessment of two deployed models by third parties, or the provision of regular integrity checks remotely from the end users’ side rather than the server’s.

APPENDIX D

**Datasets and Settings**

(i) MNIST consists of $28 \times 28$ grayscale handwritten digits 0-9, and has a training set of 55,000 instances and a test set of 10,000 instances.

(ii) The CIFAR-10 dataset consists of 60,000 $32 \times 32$ color images in 10 classes, with 6,000 images per class.

(iii) CIFAR-100 dataset contains 100 classes with 600 images per class. The images are resized to 64px in our experiments.

(iv) Flickr-Faces-HQ (FFHQ) consists of 70,000 high-quality 1,024 $\times$ 1,024 resolution human face images from Flickr and is associated with considerable variation in terms of age, ethnicity, and image background. The images are resized to 256px in our experiments.

Table V shows the classification models used in our experiments for each of these datasets, and the corresponding model accuracy.

Our DNN techniques are implemented using PyTorch, backdoor attacks are deployed in the TrojanZoo [30] platform, and the PublicCheck in Python. The number of instances that are randomly sampled as reference samples is generally 3-4 times of the required number of the encysted sample for fingerprinting. For example, if four encysted samples for fingerprinting are desired, accordingly, we randomly select 20 reference samples to conduct augmentation, followed by randomly selecting 4 augmented encysted samples that satisfied the smooth appearance. Each entry in the results of performance for fingerprinting is averaged over 1,000 repetitions of augmentation and selection.

APPENDIX E

**Quality Refiner Strategies**

The quality refiner consists of data augmentation and knowledge distillation from the target model. One method for loosening the restrictions regarding the amount of training data accessible for training generative models is data augmentation, such as Differentiable Augmentation (DiffAugment), in which the performance of a generative model trained on 100 seed images for augmentation is comparable to that of the model trained on the entire dataset (demonstrated in the human
face, CIFAR-10 and Imagenet). On the other hand, during autoencoder training, there is also auxiliary knowledge that we can draw upon, namely, the well-trained classifier trained on the entire training dataset, even with only black-box access. Therefore, the decision-based black-box knowledge distillation [32] is used to transfer the knowledge of the well-trained classifier (black-box teacher) to the student classifier that consists of the encoder portion (and the common codebook) + one fully connected layer and softmax, using the augmented samples (e.g., rotation between $[-10^\circ, 10^\circ]$) and associated labels. The soft label of each training sample can be constructed with the value of sample robustness (the distance from a sample to the targeted decision boundary) and used for training the student via knowledge distillation. Then, we train the decoder portion of the network (while fine-tuning the encoder weights with a smaller learning rate) using the augmented samples.

APPENDIX F
ARCHITECTURES AND HYPERPARAMETERS

The VAE-based generative model (attribute-level disentanglement) is used for MNIST, and the architecture and hyperparameters are similar to the settings in [15]. The encoder consists of four convolutional layers with steps of 2 and a window size of $4 \times 4$, followed by two fully connected layers with 128, $2 \times 10$ hidden units respectively. In the decoder, there is one fully connected layer (128 hidden units), followed by four transposed convolutions with stride 2 and window size $4 \times 4$. The VQ-based generative model (abstraction-level disentanglement) is used for CIFAR and FFHQ. As the CIFAR-10 images are of low fidelity, we combine the top and bottom encoder into one, i.e., the ordinary VQ-based autoencoder in Appendix A-B is used. The architecture and hyperparameters of the ordinary VQ-based autoencoder are similar to the settings in [19] and that of the two-encoder VQ-based generative model (abstraction-level disentanglement) for FFHQ are similar to the settings in [18]. The encoder consists of two convolutional layers with a stride of 2 and a window size of $4 \times 4$, followed by two residual $3 \times 3$ blocks (implemented as ReLU, $3 \times 3$, ReLU, $1 \times 1$), all of which have 128 hidden units. In the decoder, there are two residual $3 \times 3$ blocks, followed by two transposed convolutions with stride 2 and window size $4 \times 4$. Default hyperparameters are in Table VI.

APPENDIX G
ABILITY AGAINST ADAPTIVE ATTACKS

Our approach could defeat such strong adaptive attacks for the following reasons. As shown in Figure 15, adversarial perturbation in the pixel space is around an $\epsilon$-ball, which exhibits spatial clustering patterns. In addition, due to the restriction into a certain region of the decision boundary, the misclassification behavior caused by such pixel perturbation is also with some certainty. An adaptive attack may therefore use adversarial training to learn such patterns to fix a certain region of the decision boundary and defeat the pixel perturbation.

By contrast, our perturbation occurs in the latent space after non-linear encoding and is then reconstructed into the pixel space through non-linear decoding. During each augmentation, these augmented encysted samples may be distributed over multiple parts of the decision boundary of the target model uncertainly. Moreover, using multiple reference samples across multiple classes for random augmentation will allow coverage of a wider region of the decision boundary. Consequently, the region of the decision boundary that needs to be fixed by adversarial training is uncertain and covers a wide area of the decision boundary. Further, the misclassification behavior caused by encysted samples generated by our methodologies is also high in uncertainty, generally among multiple classes. Namely, such encysted samples are hard to handle for the
For adversarial training conducted by the adaptive attacker, it is reasonable to treat our encysted samples as noisy samples and exclude them from the learning process. Due to the unpredictability, the labels of these encysted samples are usually different predictions. For example, given a reference sample and selected latent code \( z \), the reconstructed samples \( x' \) and \( x'' \), by adding 0.01 and 0.02 perturbations to \( z \) respectively, may have different predicted labels from the protected model. \( x' \) and \( x'' \) also share high similarity in the pixel space. As illustrated in Figure 15, three reconstructed images with similar latent perturbations (also visually similar) have totally different predictions.

For adversarial training conducted by the adaptive attacker, it is reasonable to treat our encysted samples as noisy samples and exclude them from the learning process. Due to the unpredictability, the labels of these encysted samples are usually distributed among multiple classes, which is not imbalanced, resulting in weight loss ineffectiveness.

Why smoothness is important in the public verification scenario? (i) The dishonest cloud may implement commonly adopted anomaly detection approaches to identify the queried verification samples using their abnormal patterns in pixel space. This is the reason why existing fingerprinting approaches can be defeated, because fingerprinting patterns, such as the trigger pattern and pixel-wise perturbation pattern, can be easily identified. The fingerprinting design in pixel space and detection approaches are both operating in pixel space, one side always beats the other, as a Min-Max zero-sum game. Therefore, powerful attacks could always be designed to undermine the pixel-wise fingerprinting design. However, our fingerprinting design is conducted in the latent space, while guaranteeing smoothness in the pixel space as well. The reconstruction error via an autoencoder has been demonstrated to be efficient to detect pixel-wise perturbation, detecting more than 90% pixel perturbation-based verification samples in Section 5.8. However, such detection is inefficient to identify our latent perturbation (2.3% with the cost of a high false-positive rate), as our encysted sample is generated from the autoencoder with reconstruction error as one regularization term. Therefore, our approach is feasible to achieve an indistinguishable verification query from the normal business query, so as to defeat the dishonest could. (ii) Additionally, we consider extreme adversaries who are capable of collecting a set of publicly available verification samples for all classes. Then, they use these samples to perform adversarial training in order to defeat the verification service. As we demonstrate in Section 5.8, such adaptive attacks can bypass more than 80% of verification samples that are designed in pixel space, using 1,000 publicly released verification samples for adversarial training. In other words, the adaptive attacker has successfully learned the distribution of fingerprinting patterns in the pixel space. Contrary to this, our approach remains unchanged after applying adversarial training with the same amount of publicly available verification samples. One reason is that the smoothness in the pixel space restricts the ability to learn fingerprinting patterns from publicly released verification samples.

APPENDIX H
CROSS-VALIDATION

In this work, cross-validation across a model’s decision boundary is conducted on the variations from retraining the same model structure on the same dataset with different initialization, producing fingerprints accordingly. Then the fingerprints are randomly selected w.r.t. retraining group to perform verification of integrity on each retraining model, resulting in 100% accuracy with 5 verification samples for all cases. It is worth mentioning that the model’s quality check and the integrity check are two different businesses. The purpose of the quality check is to determine the quality of the model, including its vulnerability and fragility from the development view. On the contrary, this work focuses primarily on the integrity check, which verifies whether the queried model is the certified model from the consistency view or if it is different from the model used to produce fingerprinting at the start.

Fig. 15: Demonstration of the robustness against adaptive attacks: (a) uncertainty of encysted samples; (b) the misclassification labels for three of the reconstructed images with similar latent perturbations are different.

![Fig. 15: Demonstration of the robustness against adaptive attacks.](image)

---

### TABLE VII: Attack default settings.

| Attack | Parameters | Values |
|--------|------------|--------|
| Training | learning rate, retrain epoch, optimizer, momentum, weight decay | 0.01, 50, SGD, 0.9, 2 × 10⁻⁴ |
| BadNet | poison_percent | 0.1 |
| TrojanNN | layer, neuron, optimizer, lr, iter, logits, threshold, target | 0.015, 20, 5, 10 |
| Clean-Label | poison generation, tau, epsilon, noise_dim, iter | PGD, 0.4, 0.1, 100, 1000 |

---

![Fig. 14: Reconstruction quality of encysted samples under limited data settings.](image)