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Abstract

The derivation of physical laws is a dominant topic in scientific research. We propose a new method capable of discovering the physical laws from data to tackle four challenges in the previous methods. The four challenges are: (1) large noise in the data, (2) outliers in the data, (3) integrating the data collected from different experiments, and (4) extrapolating the solutions to the areas that have no available data. To resolve these four challenges, we try to discover the governing differential equations and develop a model-discovering method based on sparse Bayesian inference and subsampling. The subsampling technique is used for improving the accuracy of the Bayesian learning algorithm here, while it is usually employed for estimating statistics or speeding up algorithms elsewhere. The optimal subsampling size is moderate, neither too small nor too big. Another merit of our method is that it can work with limited data by the virtue of Bayesian inference. We demonstrate how to use our method to tackle the four aforementioned challenges step by step through numerical examples: (1) predator-prey model with noise, (2) shallow water equations with outliers, (3) heat diffusion with random initial and boundary conditions, and (4) fish-harvesting problem with bifurcations. Numerical results show that the robustness and accuracy of our new method is significantly better than the other model-discovering methods and traditional regression methods.
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1. Introduction

The search for physical laws has been a fundamental aim of science for centuries. The physical laws are critical to the understanding of natural phenomena and the prediction of future dynamics. They are either derived by other known physical laws or generalized based on empirical observations of physical behavior. We focus on the second task, which is also called data-driven discovery of governing physical laws. It deals with the case where experimental data are given while the governing physical model is unclear. Traditional methods for discovering physical laws from
data include interpolation and regression. Suppose \( x : \mathbb{R} \to \mathbb{R} \) is an unknown physical law. Given data \( \{ t_i, x(t_i) \}_{i=1}^N \), traditional methods approximate the expression of \( x(t) \) in terms of a class of functions of \( t \). This approach has two limitations:

- If the data are collected from different experiments, traditional methods would not be able to use all of the data together to discover the physical laws. For example, free falls from different initial height \( [x(t) = x_0 - (1/2)gt^2] \) follow the same physical law but they have different trajectories. Traditional methods can only use the data on the same trajectory to discover the path and predict future motion. However, using all the data can increase the accuracy.

- Traditional methods are incapable of extrapolating to the areas where no data are given.

To resolve these two limitations, we adopt the strategy: first, discover the differential equations that \( x(t) \) satisfies; second, solve the differential equations analytically or numerically. For the free fall example, we can use all the data from different trajectories together to discover the differential equation \( x'(t) = -gt \) and extrapolate to any other given initial height. This discovery pattern is applicable to a larger class of models than traditional methods and derives the governing differential equations, which provide insights to the governing physical laws behind the observations [1]. Many fundamental laws are formulated in the form of differential equations, such as Maxwell equations in classical electromagnetism, Einstein field equations in general relativity, Schrodinger equation in quantum mechanics, Navier-Stokes equations in fluid dynamics, Boltzmann equation in thermodynamic, predator-prey equations in biology, and Black-Scholes equation in economics. While automated techniques for generating and collecting data from scientific measurements are more and more precise and powerful, automated processes for extracting knowledge in analytic forms from data are limited [3]. Our goal is to develop automated algorithms for extracting the governing differential equations from data.

Consider a differential equation of the form

\[
\frac{dx}{dt} = f(t, x),
\]

with the unknown function \( f(t, x) \). Given the data \( \{ t_i, x_i, x'_i \}_{i=1}^N \) collected from a space governed by this differential equation, where \( x_i = x(t_i) \) and \( x'_i = (dx/dt)(t_i) \), automated algorithms for deriving the expression of \( f(t, x) \) are studied from various approaches. One of the approaches assumes that \( f(t, x) \) is a linear combination of simple functions of \( t \) and \( x \). First, construct a moderately large set of basis-functions that may contain all the terms of \( f(t, x) \); then, apply algorithms to select a subset that is exactly all the terms of \( f(t, x) \) from the basis-functions and estimate the corresponding weights in the linear combination.

Suppose the basis-functions are chosen as \( f_1(t, x), f_2(t, x), \ldots, f_M(t, x) \). Then we need to estimate the weights \( w_1, w_2, \ldots, w_M \) in the following linear combination:

\[
\frac{dx}{dt} = w_1 f_1(t, x) + w_2 f_2(t, x) + \cdots + w_M f_M(t, x).
\]
Given the data \( \{t_i, x_i, x'_i\}_{i=1}^N \), where \( x_i = x(t_i) \) and \( x'_i = (dx/dt)(t_i) \), the above problem becomes a regression problem as follows:

\[
\begin{bmatrix}
  x'_1 \\
  x'_2 \\
  \vdots \\
  x'_N
\end{bmatrix}
= 
\begin{bmatrix}
  f_1(t_1, x_1) & f_2(t_1, x_1) & \cdots & f_M(t_1, x_1) \\
  f_1(t_2, x_2) & f_2(t_2, x_2) & \cdots & f_M(t_2, x_2) \\
  \vdots & \vdots & \ddots & \vdots \\
  f_1(t_N, x_N) & f_2(t_N, x_N) & \cdots & f_M(t_N, x_N)
\end{bmatrix}
\begin{bmatrix}
w_1 \\
w_2 \\
\vdots \\
w_M
\end{bmatrix} + \epsilon,
\]

where \( \epsilon = [\epsilon_1, \epsilon_2, \ldots, \epsilon_N]^T \) is the model error. Let

\[
\eta = [x'_1, \ldots, x'_N]^T
\]

\[
\Phi = \begin{bmatrix}
f_1(t_1, x_1) & \cdots & f_M(t_1, x_1) \\
\vdots & \ddots & \vdots \\
f_1(t_N, x_N) & \cdots & f_M(t_N, x_N)
\end{bmatrix}
\]

\[
w = [w_1, \ldots, w_M]^T.
\]

Equation (3) may be written in the vector form as follows:

\[
\eta = \Phi w + \epsilon.
\]

Now the problem is to estimate the weight-vector \( w \) given a known vector \( \eta \) and a known matrix \( \Phi \).

Since many physical systems have few terms in the equations, the set of basis-functions usually has many more terms than \( f(t, x) \): \( M \gg \#\{\text{terms in } f(t, x)\} \), which suggests the use of sparse methods to select the subset of basis-functions and estimate the weights. These sparse methods can be sequential threshold least squares (also called sparse identification of nonlinear dynamics (SINDy)) [3, 4], lasso (least absolute shrinkage and selection operator) [5, 6], or threshold sparse Bayesian regression [11]. Sequential threshold least squares does least-square regression and eliminates the terms with small weights iteratively (Algorithm 1); lasso solves the following optimization problem:

\[
\min_w \left\{ \frac{1}{2N}||\eta - \Phi w||_2^2 + \lambda||w||_1 \right\},
\]

where the regularization parameter \( \lambda \) may be fitted by cross-validation (Algorithm 2); threshold sparse Bayesian regression calculates the posterior distribution of \( w \) given the data and then filters out small weights, iteratively until convergence (Algorithm 3). A comparison of these three sparse methods is illustrated in [11] and shows that threshold sparse Bayesian regression is more accurate and robust than the other two methods.

The same mechanism as above also applies to the discovery of general differential equations including higher-order differential equations and implicit differential equations [11], besides the differential equations of the form (1). Nevertheless, the mechanism is described in the pattern (1) here for convenience and simplification, so that more attention is given to the essence of the algorithm itself. In addition, to apply the algorithm to real-world problems, dimensional analysis can be incorporated in the construction of the basis-functions [11]. Any physically meaningful
equation has the same dimensions on every term, which is a property known as dimensional homogeneity. Therefore, when summing up terms in the equations, the addends should be of the same dimension.

Sparse regression methods for data-driven discovery of differential equations are developed recently with a wide range of applications, for example, inferring biological networks [7], sparse identification of a predator-prey system [8], model selection via integral terms [9], extracting high-dimensional dynamics from limited data [10], recovery of chaotic systems from highly corrupted data [11], model selection for dynamical systems via information criteria [12], model predictive control in the low-data limit [13], sparse learning of stochastic dynamical systems [14], model selection for hybrid dynamical systems [15], identification of parametric partial differential equations [16], extracting structured dynamical systems with very few samples [17], constrained Galerkin regression [18], rapid model recovery [19], convergence of the SINDy algorithm [20]. Moreover, other methods for data-driven discovery of differential equations are proposed as well, for instance, deep neural networks [21, 22, 23] and Gaussian process [24]. One of the advantages of the sparse regression methods is the ability to provide explicit formulas of the differential equations, from which further analysis on the systems may be performed, while deep neural networks usually provide “black boxes”, in which the mechanism of the systems is not very clearly revealed. Another advantage of the sparse regression methods is that they do not require too much prior knowledge of the differential equations, while Gaussian process methods have restrictions on the form of the differential equations and are used to estimate a few parameters.

Previous developments and applications based on sparse regression methods mostly employ either sequential threshold least squares or lasso, or their variations. One of the reasons why data-driven discovery of differential equations has not yet been applied to industry is the instability of its methods. Previous methods require the data of very high quality, which is usually not the case in industry. Although threshold sparse Bayesian regression is more accurate and robust than the other two methods and provides error bars that quantify the uncertainties [1], its performance is still unsatisfactory if the provided data are of large noise or contain outliers. Therefore, it is instructive to improve the threshold sparse Bayesian regression algorithm and apply it to the fields above, as this will improve the overall performance of the method in most cases. In this paper, we develop a subsampling-based technique for improving the threshold sparse Bayesian regression algorithm, so that the new algorithm is robust to large noise and outliers. Note that subsampling methods are usually employed for estimating statistics [25] or speeding up algorithms [4] in the literatures, but the subsampling method in this paper is used for improving the accuracy of the Bayesian learning algorithm. In practice, denoising techniques can be used to reduce part of the noise and outliers in the data before our algorithm is performed.

The remainder of this paper is structured as follows. In Section 2 we introduce the threshold sparse Bayesian regression algorithm. In Section 3 we detail our new subsampling-based algorithm. In Section 4 we investigate the robustness of our new algorithm through an example of discovering the predator-prey model with noisy data. In Section 5 we discuss how to use our new algorithm to remove outliers, with an example of discovering the shallow water equations using the data corrupted by outliers. In Section 6 we tackle the challenge of data integration through an example of discovering the heat diffusion model with random initial and boundary conditions. In Section 7 we
tackle the challenge of extrapolation through an example of discovering the fish-harvesting model with bifurcations. Finally, the summary is given in Section 8.

2. Threshold sparse Bayesian regression

2.1. Bayesian hierarchical model setup

Let \( \eta \) be a known \( N \times 1 \) vector, \( \Phi \) be a known \( N \times M \) matrix, \( w = [w_1, w_2, \ldots, w_M]^T \) be the weight-vector to be estimated sparsely, and \( \epsilon \) be the model error:

\[
\eta = \Phi w + \epsilon. \tag{9}
\]

We adopt a sparse Bayesian framework based on RVM (relevance vector machine [26], which is motivated by automatic relevance determination [27, 28]) to estimate the weight-vector \( w \). The Bayesian framework assumes that the model errors are modeled as independent and identically distributed zero-mean Gaussian with variance \( \sigma^2 \). The variance may be specified beforehand, but in this paper it is fitted by the data. The model gives a multivariate Gaussian likelihood on the vector \( \eta \):

\[
p (\eta | w, \sigma^2) \propto \frac{1}{(2 \pi \sigma^2)^{N/2}} \exp \left\{ -\frac{||\eta - \Phi w||^2}{2 \sigma^2} \right\}. \tag{10}
\]

Now we introduce a Gaussian prior over the weight-vector. The prior is governed by a set of hyper-parameters, one hyper-parameter associated with each component of the weight-vector:

\[
p (w | \alpha) = \prod_{j=1}^{M} \mathcal{N} (w_j | 0, \alpha_j^{-1}). \tag{11}
\]

where \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_M]^T \). The values of the hyper-parameters are estimated from the data. See Figure 1 for the graphical structure of this model.

2.2. Inference

The posterior over all unknown parameters given the data can be decomposed as follows:

\[
p (w, \alpha, \sigma^2 | \eta) = p (w | \eta, \alpha, \sigma^2) p (\alpha, \sigma^2 | \eta) \tag{12}
\]
As analytic computations cannot be performed in full, we approximate \( p(\alpha, \sigma^2 | \eta) \) using the Dirac delta function at the maximum likelihood estimation:

\[
\begin{align*}
(\hat{\alpha}_{\text{ML}}, \hat{\sigma}^2_{\text{ML}}) & = \arg \max_{\alpha, \sigma^2} \{ p(\eta | \alpha, \sigma^2) \} \\
& = \arg \max_{\alpha, \sigma^2} \left\{ \int p(\eta, w | \alpha, \sigma^2) \, dw \right\} \\
& = \arg \max_{\alpha, \sigma^2} \left\{ \int p(\eta | w, \sigma^2) \, p(w | \alpha) \, dw \right\} \\
& = \arg \max_{\alpha, \sigma^2} \left\{ (2\pi)^{-N/2} |\sigma^2 \mathbf{I} + \Phi \mathbf{A}^{-1} \Phi^T|^{-1/2} \exp \left\{ -\frac{1}{2} \eta^T \left( \sigma^2 \mathbf{I} + \Phi \mathbf{A}^{-1} \Phi^T \right)^{-1} \eta \right\} \right\},
\end{align*}
\]

with \( \mathbf{A} = \text{diag} (\alpha_1, \alpha_2, \ldots, \alpha_M) \). We may use the Dirac delta function as an approximation on the basis that this point-estimate is representative of the posterior in the sense that the integral calculation for the posterior using the point-estimate is roughly equal to the one obtained by sampling from the full posterior distribution \[26\]. This maximization is a type-II maximum likelihood and can be calculated using a fast method \[29\]. Now, we may integrate out \( \alpha \) and \( \sigma^2 \) to get the posterior over the weight-vector:

\[
p(w | \eta) = \int \int p(w, \alpha, \sigma^2 | \eta) \, d\alpha \, d\sigma^2
\]

\[
= \int \int p(w | \eta, \alpha, \sigma^2) \, p(\alpha, \sigma^2 | \eta) \, d\alpha \, d\sigma^2
\]

\[
\approx \int \int p(w | \eta, \alpha, \sigma^2) \, \delta(\hat{\alpha}_{\text{ML}}, \hat{\sigma}^2_{\text{ML}}) \, d\alpha \, d\sigma^2
\]

\[
= p(w | \eta, \hat{\alpha}_{\text{ML}}, \hat{\sigma}^2_{\text{ML}})
\]

\[
\approx \frac{p(\eta | w, \hat{\alpha}_{\text{ML}}, \hat{\sigma}^2_{\text{ML}}) \, p(w | \hat{\alpha}_{\text{ML}}, \hat{\sigma}^2_{\text{ML}})}{p(\eta | \hat{\alpha}_{\text{ML}}, \hat{\sigma}^2_{\text{ML}})} \quad \text{[Bayes’ rule]}
\]

\[
= (2\pi)^{-M/2} |\hat{\Sigma}|^{-1/2} \exp \left\{ -\frac{1}{2} (w - \hat{\mu})^T \hat{\Sigma}^{-1} (w - \hat{\mu}) \right\}
\]

\[
= \mathcal{N}(w | \hat{\mu}, \hat{\Sigma}),
\]

in which the posterior covariance and mean are:

\[
\hat{\Sigma} = \left[ \hat{\sigma}^2_{\text{ML}} \Phi^T \Phi + \text{diag} (\hat{\alpha}_{\text{ML}}) \right]^{-1}
\]

\[
\hat{\mu} = \hat{\sigma}^2_{\text{ML}} \hat{\Sigma} \Phi \eta.
\]

Therefore the posterior for each weight can be deduced from \[14\]:

\[
p(w_j | \eta) = \mathcal{N}(w_j | \hat{\mu}_j, \hat{\Sigma}_{jj}),
\]

with mean \( \hat{\mu}_j \) and standard deviation \( \hat{\Sigma}_{jj}^{1/2} \). Thus the mean posterior prediction of the weight-vector \( w \) and other quantities that we want to obtain are determined by the values of \( \eta \) and \( \Phi \). This is the beauty of the Bayesian approach: there is no need to determine a regularization parameter via expensive cross-validation, and moreover likelihood values and confidence intervals for the solution can be easily calculated \[30\]. Another merit of the Bayesian approach is that it can work with limited data since it incorporates prior information into the problem to supplement limited data.
2.3. Implementation

In practice the optimal values of many hyper-parameters $\alpha_j$ in (13) are infinite [26], and thus from (15)-(17) the posterior distributions of many components of the weight-vector are sharply peaked at zero. This leads to the sparsity of the resulting weight-vector. To further encourage the accuracy and robustness, a threshold $\delta \geq 0$ is placed on the model to filter out possible disturbance present in the weight-vector. Then the weight-vector is reestimated using the remaining terms, iteratively until convergence. The entire procedure is summarized in Algorithm 3. A discussion about how to choose the threshold and its impact on the solution is detailed in [1]. As the threshold is a parameter representing the model complexity, we may use machine learning algorithms such as cross-validation to determine it. Note that in Algorithm 3, $\hat{\mu}$ is more and more sparse after each loop by design. Thus the convergence of the algorithm is guaranteed given the convergence of the calculation of maximum likelihood in (13).

In this paper, we define an error bar value that quantifies the quality of the posterior estimated model as follows:

$$\text{error bar} = \sum_{j=1}^{M} \frac{\hat{\Sigma}_{jj}}{\hat{\mu}_{j}^2},$$

where each estimated variance $\hat{\Sigma}_{jj}$ is divided by the square of the corresponding estimated mean $\hat{\mu}_{j}^2$ to normalize the variance on each weight. This definition adds up all the normalized variances of each weight present in the result, and penalizes the unsureness of the estimations. In other words, a smaller error bar value means smaller normalized variances and higher posterior confidence, and implies higher model quality. If given a set of candidate models for the data, the preferred model would be the one with the minimum error bar value.

As a comparison, other sparse regression algorithms are listed: sequential threshold least squares (Algorithm 1) and lasso (Algorithm 2).

3. Subsampling-based threshold sparse Bayesian regression

3.1. Motivation

In the regression problem (3), when we have more data than the number of unknown weights: $N > M$, we may use a subset of the data $\{t_i, x_i, x'_i\}_{i=1}^{N}$ to estimate the weights. We do this on the basis that the data sets collected from real-world cases may contain outliers or a percentage of data points of large noise. Classical methods for parameter estimation, such as least squares, fit a model to all of the presented data. These methods have no internal mechanism for detecting or discarding outliers. Other robust regression methods designed to overcome the limitations of traditional methods include iteratively reweighted least squares [31, 32], random sample consensus [33], least absolute deviations [34], Theil-Sen estimator [35, 36], repeated median regression [37, 38], but they do not fit very well into the framework of data-driven discovery of differential equations. Classical methods for parameter estimation are averaging methods based on the assumption (the smoothing assumption) that there will always be enough good values to smooth out any gross noise [33]. In practice the data may contain more noise than what the good values can
Algorithm 1: Sequential threshold least squares: $\eta = \Phi w + \epsilon$

**Input:** $\eta$, $\Phi$, threshold

**Output:** $\hat{\mu}$

Solve $\hat{\mu}$ in $(\Phi^T \Phi) \hat{\mu} = \Phi^T \eta$;

For components of $\hat{\mu}$ with absolute value less than the threshold, set them as 0;

**while** $\hat{\mu} \neq 0$ **do**

Delete the columns of $\Phi$ whose corresponding weight is 0, getting $\Phi'$;

Solve $\hat{\mu}'$ in $(\Phi'^T \Phi') \hat{\mu}' = \Phi'^T \eta$;

Update the corresponding components of $\hat{\mu}$ using $\hat{\mu}'$;

For components of $\hat{\mu}$ with absolute value less than the threshold, set them as 0;

**if** $\hat{\mu}$ is the same as the one on the last loop **then**

break;

**end**

**end**

Algorithm 2: Lasso: $\eta = \Phi w + \epsilon$

**Input:** $\eta$, $\Phi$

**Output:** $\hat{\mu}$

$$\hat{\mu} = \arg \min_w \{ \frac{1}{2N} ||\eta - \Phi w||_2^2 + \lambda ||w||_1 \},$$

where $\lambda$ is fitted by five-fold cross-validation with minimum mean squared error (MSE) on validation sets.

ever compensate, breaking the smoothing assumption. To deal with this situation, an effective way is to discard the “bad” data points (outliers or those of large noise), and use the rest “good” data points to run estimations. Based on this idea, we propose an algorithm called subsampling-based threshold sparse Bayesian regression (SubTSBR) in this paper. This method filters out bad data points by the means of random subsampling.

3.2. Implementation

SubTSBR approaches the problem by randomly selecting data points to estimate the weights and using a measure (error bar) to evaluate the estimations. When an estimation is “good” (small error bar), our algorithm identifies the corresponding selected data points as good data points and the estimation as the final result. To be specific, our algorithm is given a user-preset subsampling size $S (< N)$ and the number of loops $L \geq 1$ at the very beginning. For each loop, a subset of the data consisting of $S$ data points is randomly selected: $\{l_k, x_k, x_k'\}_{i=1}^{S} \subset \{l_i, x_i, x_i'\}_{i=1}^{N}$ and
Algorithm 3: Threshold sparse Bayesian regression: $\eta = \Phi w + \epsilon$

**Input:** $\eta$, $\Phi$, threshold

**Output:** $\hat{\mu}$, $\hat{\Sigma}$

Calculate the posterior distribution $p(w|\eta)$ in $\eta = \Phi w$, and let the mean be $\hat{\mu}$;

For components of $\hat{\mu}$ with absolute value less than the threshold, set them as 0;

while $\hat{\mu} \neq 0$ do

Delete the columns of $\Phi$ whose corresponding weight is 0, and let the result be $\Phi'$;

Calculate the posterior distribution $p(w'|\eta)$ in $\eta = \Phi' w'$, and let the mean be $\hat{\mu}'$;

Update the corresponding components of $\hat{\mu}$ using $\hat{\mu}'$;

For components of $\hat{\mu}$ with absolute value less than the threshold, set them as 0;

if $\hat{\mu}$ is the same as the one on the last loop then

break;

end

end

Set the submatrix of $\hat{\Sigma}$ corresponding to non-zero components of $\hat{\mu}$ as the last estimated posterior variance in the preceding procedure, and set the other elements of $\hat{\Sigma}$ as 0.

used to estimate the weights $w_1, w_2, \ldots, w_M$ in the following regression problem:

$$
\begin{bmatrix}
    x'_k_1 \\
    x'_k_2 \\
    \vdots \\
    x'_k_S
\end{bmatrix} = 
\begin{bmatrix}
    f_1(t_k_1, x_k_1) & f_2(t_k_1, x_k_1) & \cdots & f_M(t_k_1, x_k_1) \\
    f_1(t_k_2, x_k_2) & f_2(t_k_2, x_k_2) & \cdots & f_M(t_k_2, x_k_2) \\
    \vdots & \vdots & \ddots & \vdots \\
    f_1(t_k_S, x_k_S) & f_2(t_k_S, x_k_S) & \cdots & f_M(t_k_S, x_k_S)
\end{bmatrix} 
\begin{bmatrix}
    w_1 \\
    w_2 \\
    \vdots \\
    w_M
\end{bmatrix} + \epsilon,
$$

(19)

where $f_1(t, x), f_2(t, x), \ldots, f_M(t, x)$ are the basis-functions and $\epsilon$ is the model error. This regression problem can be symbolized into the form as follows:

$$\eta = \Phi w + \epsilon,$$

(20)

which is (9). By running Algorithm 3 we obtain a differential equation:

$$\frac{dx}{dt} = \hat{\mu}_1 f_1(t, x) + \hat{\mu}_2 f_2(t, x) + \cdots + \hat{\mu}_M f_M(t, x),$$

(21)

along with an error bar calculated by (18). After repeating this procedure $L$ times with different randomly selected data points, the differential equation with the smallest error bar among all the loops is chosen as the final result of the whole subsampling algorithm. Our algorithm has two user-preset parameters: the subsampling size and the number of loops. Their impact on the accuracy of the final result is discussed in Section 4 with an example. Note that the above mechanism is described in the pattern 1 for convenience and simplification. It also applies to higher-order
Algorithm 4: Subsampling-based threshold sparse Bayesian regression: $\eta = \Phi w + \epsilon$

**Input:** $\eta$, $\Phi$, threshold, subsampling size $S$, the number of loops $L$

**Output:** $\hat{\mu}$, $\hat{\Sigma}$

Let $I_{N \times N}$ be the $N \times N$ identity matrix, where $N$ is the number of rows in $\Phi$;

for $r = 1$ to $L$ do

Let $P_r$ be an $S \times N$ submatrix of $I_{N \times N}$ with randomly chosen rows;

Use Algorithm 3 to solve the problem $P_r \eta = P_r \Phi w + \epsilon$, getting $\hat{\mu}_r$, $\hat{\Sigma}_r$;

Calculate [error bar] using $\hat{\mu}_r$, $\hat{\Sigma}_r$ and (18);

end

Let $R = \arg \min_r \{[\text{error bar}, r]\}$;

Let $\hat{\mu} = \hat{\mu}_R$ and $\hat{\Sigma} = \hat{\Sigma}_R$.

differential equations and implicit differential equations, as long as the differential equations can be symbolized into the form (20). The SubTSBR procedure is summarized in Algorithm 4 where the for-loop can be coded parallelly.

### 3.3. Why it works

The numerical results in this paper show that our subsampling algorithm can improve the overall accuracy in the discovery of differential equations, and the error bar (18) is capable of evaluating the estimations. The given data $\{(t_i, x_i, x'_i)\}_{i=1}^N$ contain a part of data points of small noise and a part of data points of large noise. When a subset consisting of only data points of small noise is selected, our algorithm would estimate the weights well and indicate that this is the case by showing a small error bar (18). As we do not know which data points are of small noise and which data points are of large noise before the model is discovered, we select a subset from the data randomly, repeating multiple times. When it happens that the selected data points are of small noise, we would have a good estimation of the weights and at the same time recognize this case.

The numerical results also show that in order to attain optimal performance, the subsampling size should be moderate, neither too small nor too big, while the number of loops is as big as possible when computing time permits. As the correctness of the governing differential equations is crucial, computing time can be a secondary issue to consider. In practice, we can increase the number of loops gradually and stop the algorithm when the smallest error bar among all the loops drops below a certain preset value or the smallest error bar stops decreasing.

### 4. The challenge of large noise

#### 4.1. Problem description

The noise in the data can hinder model-discovering algorithms from getting the correct results. Here we detail the mechanism of our algorithm, tune the parameters, and investigate the robustness against noise.
4.2. Example: the predator-prey model with noise

The predator-prey model is a system of a pair of first-order nonlinear differential equations and is frequently used to describe the interaction between two species, one as a predator and the other as prey. The population change by time is as follows:

\[
\begin{align*}
\frac{dx}{dt} &= \alpha x - \beta xy \\
\frac{dy}{dt} &= \delta xy - \gamma y,
\end{align*}
\]

(22)

(23)

where \(x\) is the number of the prey, \(y\) is the number of the predator, and \(\alpha, \beta, \delta, \gamma\) are positive real parameters describing the interaction of the two species. In this example, we fix the parameters as follows:

\[
\begin{align*}
\frac{dx}{dt} &= \frac{1}{2} x - \frac{3}{2} xy \\
\frac{dy}{dt} &= xy - \frac{1}{2} y.
\end{align*}
\]

(24)

(25)

We assume that we do not know about the formula of the system (24) - (25), neither the terms nor the parameters, and try to discover the model using noisy data.

4.2.1. Data collection

We first generate 200 data points from the system (24) - (25), with the initial value \(x_0 = 0.6\) and \(y_0 = 0.2\), during time \(t = 0\) to \(t = 20\). Then independent and identically distributed white noise \(N(0, 0.02^2)\) is added to all the data \(x\) and all the data \(y\). See Figure 2 for the true model and the noisy data.

4.2.2. Calculate numerical derivatives using total-variation derivative

Now we need to calculate the derivatives of the data to estimate the left-hand-side terms in (24) - (25). The noise in the data would be amplified greatly if the derivatives are calculated using numerical differentiation. See Figure 3a.
Figure 3: (a) The true derivatives of the data and the approximated derivatives using gradient. (b) The true derivatives of the data and the approximated derivatives using total-variation derivative (tvd).

for the approximated derivatives using gradient. Therefore, we use total-variation derivative \[39, 40\] instead. For a real function \(f(t)\) on \([0, L]\), total-variation derivative computes the derivatives of \(f\) as the minimizer of the functional:

\[
F(u) = \lambda \int_0^L |u'| + \frac{1}{2} \int_0^L |Au + f(0) - f|^2, \tag{26}
\]

where \(Au(t) = \int_0^t u\) is the operator of antidifferentiation and \(\lambda\) is a regularization parameter that controls the balance between the two terms. The numerical implementation is introduced in \[40\]. See Figure 3b for the approximated derivatives of \(x(t)\) and \(y(t)\) using total-variation derivative with \(\lambda = 0.02\).

As we can see in Figure 3, the robust differentiation method is critical for getting high-quality derivatives. Besides total-variation derivative, many other methods are available for robust differentiation. Another approach is to use denoising techniques to reduce the noise in the data before taking derivatives. For example, a neural network is used to denoise data and approximate derivatives in \[41\]. Those methods may have better performance in practical use, depending on the situation. Here we do not use denoising techniques for the sake of demonstrating the robustness of our algorithm against noise. In practice, the denoised data may still contain noise. Our algorithm can be used following the denoising processes and may achieve good results.

4.2.3. Discover the model using different sparse algorithms

If sequential threshold least squares (Algorithm 1) is applied to discover the model \((24) - (25)\), we get the following result:

\[
\frac{dx}{dt} = -1.122 + 3.539x + 5.896y - 4.243x^2 - 6.604xy - 13.612y^2 - 1.770x^3 + 3.844x^2y + 1.874xy^2 + 11.588y^3 \tag{27}
\]

\[
\frac{dy}{dt} = 0.230 - 1.613x - 0.427y + 2.636x^2 + 3.302xy - 1.781y^2 - 1.525x^3 - 1.080x^2y - 1.735xy^2 + 2.408y^3. \tag{28}
\]
If lasso (Algorithm 2) is used, we have:

\[
\begin{align*}
\frac{dx}{dt} &= 0.085 + 0.219x - 0.363y + 0.001xy - 0.043y^2 + 0.074x^3 - 0.265x^2y - 1.592xy^2 + 0.773y^3 \\
\frac{dy}{dt} &= -0.037 + 0.154x - 0.349y + 0.100xy - 0.087y^2 - 0.051x^3 + 0.220x^2y + 0.953xy^2 - 0.030y^3.
\end{align*}
\] (29)

If TSBR (Algorithm 3) is used, we get:

\[
\begin{align*}
\frac{dx}{dt} &= 0.230(0.018)x + 0.443(0.104)y - 2.448(0.434)y^2 - 1.929(0.130)xy^2 + 3.132(0.442)y^3 \\
\frac{dy}{dt} &= -0.641(0.033)y + 1.609(0.133)xy - 0.578(0.122)x^2y,
\end{align*}
\] (30)

with error bars 0.1174 and 0.0538, where the numbers in front of each term read as “mean (standard deviation)” of the corresponding weights. Note that sequential threshold least squares, lasso, and TSBR use all 200 data points at the same time to discover the model respectively.

In contrast, if SubTSBR (Algorithm 4) is applied to discover the model, we have:

\[
\begin{align*}
\frac{dx}{dt} &= 0.491(0.015)x - 1.458(0.041)xy \\
\frac{dy}{dt} &= -0.487(0.017)y + 0.971(0.031)xy,
\end{align*}
\] (33)

with error bars 0.0018 and 0.0022. The approximated weights in (33) - (34) are slightly smaller in absolute value than the true weights in (24) - (25) because when we calculate the numerical derivatives, total-variation derivative (26) smooths out some variation in the derivatives. This defect does not have much impact on the result and can be addressed by using different methods to calculate the derivatives or collecting the derivatives along with the data directly. Here the subsampling size is 60 and the number of loops is 30. All methods in this example have the threshold set at 0.1 and use monomials generated by \{1, x, y\} up to degree three as basis-functions (10 terms in total).

The result of SubTSBR (33) - (34) approximates the true system (24) - (25) significantly better than the other sparse algorithms. Although the data contain a considerable amount of noise, SubTSBR successfully finds the exact terms in the true system and accurately estimates the parameters. See Figure 4 for the final selected data points in SubTSBR. See Figure 5 for the dynamics calculated by the systems derived from each algorithm. Note that since the data are collected from \(t = 0\) to \(t = 20\), Figure 5a shows the approximation and Figure 5b shows the prediction.

4.2.4. Basis-selection success rate vs subsampling size and the number of loops

In SubTSBR (Algorithm 4), we have two parameters to set, one of which is the subsampling size and the other is the number of loops. Here we first investigate the impact on the basis-selection success rate by different subsampling sizes. In Figure 6a, each curve is drawn by fixing the number of loops. Then given each subsampling size, SubTSBR is applied to the data set collected above. This method is performed 1000 times for each fixed number of loops and subsampling size. Then the percentage of successful identification of the exact terms in the system (24) - (25) is calculated and plotted. In the discovery process, the most difficult part is to identify the exact terms in the system. If the exact terms are successfully identified, it is usually easy to estimate the weights.
Figure 4: The final selected data points in SubTSBR.

Figure 5: (a) Approximated dynamics by SubTSBR, TSBR, lasso, and sequential threshold least squares from $t = 0$ to $t = 20$. (b) Predicted dynamics from $t = 0$ to $t = 100$.

Figure 6a shows that for each fixed number of loops, basis-selection success rate goes up and then down when the subsampling size increases. When the subsampling size equals 200, all the data points are used and SubTSBR is equivalent to TSBR (Algorithm 3). In this case the true terms cannot be identified. In addition, for each chosen number of loops there is an optimal subsampling size, and the optimal subsampling size increases by the number of loops.

Now we investigate the impact on the basis-selection success rate by different numbers of loops. In Figure 6b, each curve is drawn by fixing the subsampling size. Then given each number of loops, SubTSBR is applied to the data set to discover the model. The discovery is done 1000 times for each fixed subsampling size and number of loops. Then the percentage of successful identification of the exact terms in the system (24) - (25) is calculated and plotted.

Figure 6b shows that for each fixed subsampling size, basis-selection success rate keeps going up when the number of loops increases. In addition, the larger the subsampling size is, more loops are needed for the basis-selection success rate to reach a certain level. This is because our data set is polluted by Gaussian noise and naturally contains some data points of large noise and some of small noise. As the subsampling size gets bigger, it is less likely for each of the
random subsets of data to exclude the data points of large noise. When more loops are used, the likelihood for one of
the loops to exclude the data points of large noise increases. As long as one of the loops excludes the data points of
large noise, this loop may successfully select the true basis functions and have the smallest error bar. If it happens, the
final result would come from this loop and SubTSBR selects the true basis functions successfully in this one of 1000
runs. This explains why the curves of smaller subsampling size go up faster.

On the other hand, when more data points are used, the noise inside the subsamples gets smoothed out easier
in the regression (20). If all the included data points in the subsample are of small noise, then the result from a
larger subsampling size may be a better one. This explains why the saturated basis-selection success rate is higher for
larger subsampling size within a certain range. In conclusion, there is tradeoff for larger subsampling size—it is more
difficult to include only data points of small noise while it is easier to smooth out the noise inside the subsample.

4.2.5. Adjusted error bar and auto-fitting of subsampling size

In real-world applications, the case is usually more complicated and the problem of setting the best subsampling
size is subtle. Since the true equations are unknown, the basis-selection success rate cannot be calculated. Therefore,
drawing a curve like the ones in Figure 6 to find the best subsampling size is not available. Here we define an adjusted
error bar as an indicator for the quality of the approximated model and fit the subsampling size automatically.

The error bar defined in (18) depends on the number of data points used and the quality of the approximated
model. When the subsampling size is within a reasonable range, the quality of the approximated model does not differ
too much, so the error bar is dominated by the number of data points (see Figure 7). By the formula (18), the error bar
is negatively correlated with the number of data points. If we want to compare results among different subsampling
sizes, we need to adjust the error bar such that it is independent of the subsampling size. Inspired by the rate of
convergence of Monte Carlo method, we give the following empirical formula:

$$\text{adjusted error bar} = [\text{error bar}] \times [\text{subsampling size}]^{0.5}. \quad (35)$$
In Figure 8, we can see that the adjusted error bar almost only depends on the quality of the approximated model. Note that we have the best models when the subsampling size is between 60 and 80 (see Figure 6a). Meanwhile, the percentile curves in Figure 8 indicate that the optimal subsampling sizes are in about that range. This observation confirms that the adjusted error bar depends on the quality of the discovered model. The better the model is, the smaller the adjusted error bar is.

Now, we do not have to set the subsampling size at the beginning but we may try different subsampling sizes to discover the model, and the best result can be selected from all the results with different subsampling sizes. (In Figure 7 and Figure 8 for each fixed number of loops and subsampling size, we run SubTSBR 1000 times and discover 1000 models with their error bars or adjusted error bars. Then the 25th, 50th, and 75th percentiles of these error bars or adjusted error bars are plotted.)

4.2.6. A new data set with larger noise

Here we use a new data set with white noise $N(0, 0.05^2)$ to discover the predator-prey model (24) - (25). All other settings remain the same. Corresponding to Figure 2, the noisy data are presented in Figure 9a and Figure 9b. Corresponding to Figure 6, the basis-selection success rates are presented in Figure 9c and Figure 9d. With larger noise, the chance of successfully picking out the true terms from the basis-functions is lower. As a result, more loops would be needed in this case. Figure 9d only demonstrates the results with the numbers of loops up to 80, but many more loops may be used in practical problems. As for computation time, it takes about 15 seconds to discover the dynamical system in this example with subsampling size 60 and the number of loops 1000 on one core of the CPU Intel i7-6700HQ (coded in MATLAB 2018a).

4.2.7. Another new data set with smaller noise

Now we use another new data set with white noise $N(0, 0.005^2)$ to discover the predator-prey model (24) - (25). All other settings remain the same. The numerical results are presented in Figure 10. In this case, we have a large portion of data points of small noise to use, so a 100% basis-selection success rate can be reached with just 20 loops.
Figure 8: Adjusted error bar vs subsampling size, with different numbers of loops. The total number of data points is 200.

Also, the noise inside the subsamples is small, so we do not need a large subsampling size to smooth out the noise inside the subsamples. The basis-selection success rate is very high even with a subsampling size of 20.

5. The challenge of outliers

5.1. Problem description

The outliers in the data can cause serious problems in the estimations and should be removed. The subsampling procedure in Algorithm 4 is designed to be resistant to outliers. Here we calculate how many loops are needed to exclude the outliers from a data set. Then we apply our theory to an example.

5.2. The number of loops needed to remove outliers

Suppose we are given $N$ data points, a portion $p$ of which are outliers. Suppose the subsampling size is $S$. We try to determine the number of loops $L$ such that with confidence $q$, at least one of the $L$ randomly selected subsets of the data does not contain any outlier.
The number of outliers is $pN$ and the number of “good” data points is $(1 - p)N$. For a random subset of size $S$ not containing any outlier, the probability is

$$
(1 - p)^{N-1} \frac{(1 - p)N - 2}{N-2} \cdots \frac{(1 - p)N - S + 1}{N - S + 1}.
$$

When $p \ll 1$ and $S \ll N$, the probability is approximately

$$
(1 - p)^S.
$$

For a random subset of size $S$ containing at least one outlier, the probability is

$$
1 - (1 - p)^S.
$$

For $L$ random subsets of size $S$ each containing at least one outlier, the probability is

$$
[1 - (1 - p)^S]^L.
$$

For $L$ random subsets of size $S$ at least one subset not containing any outlier, the probability is

$$
1 - [1 - (1 - p)^S]^L.
$$
Figure 10: (a) and (b) The noisy data with smaller noise than the ones in Figure 2. (c) and (d) The basis-selection success rates with smaller noise than the ones in Figure 6.

Set the probability greater than or equal to $q$:  
$$1 - [1 - (1 - p)^S]^L \geq q.$$  
(41)

Then we have  
$$L \geq \frac{\log(1 - q)}{\log(1 - (1 - p)^S)}.$$  
(42)

See Figure 11 for the relationship between the subsampling size $S$, the portion of outliers $p$, and the minimum number of loops $L$ when $q = 0.99$.

5.3. Example: shallow water equations with outliers

Consider the following 2-D conservative form of shallow water equations:

$$\frac{\partial h}{\partial t} + \frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} = 0$$  
(43)

$$\frac{\partial (hu)}{\partial t} + \frac{\partial (hu^2 + (1/2)gh^2)}{\partial x} + \frac{\partial (huv)}{\partial y} = 0$$  
(44)

$$\frac{\partial (hv)}{\partial t} + \frac{\partial (huv)}{\partial x} + \frac{\partial (hv^2 + (1/2)gh^2)}{\partial y} = 0$$  
(45)
on \((x, y) \in [0, 39] \times [0, 39]\) and \(t \in [0, \infty)\), with reflective boundary conditions and a water drop initiating gravity waves, where \(h\) is the total fluid column height, \((u, v)\) is the fluid’s horizontal flow velocity averaged across the vertical column, and \(g = 9.8 \text{ m s}^{-2}\) is the gravitational acceleration. The first equation can be derived from mass conservation, the last two from momentum conservation. Here, we have made the assumption that the fluid density is a constant.

5.3.1. Data collection

We generate the numerical solution to the shallow water equations using Lax-Wendroff finite difference method with \(\Delta x = \Delta y = 1\) and \(\Delta t = 0.02\). See Figure 12. The data are collected at \(t = 36\) and the partial derivatives \(\partial h/\partial x, \partial u/\partial x, \partial v/\partial x, \partial h/\partial y, \partial u/\partial y,\) and \(\partial v/\partial y\) are calculated by the three-point central-difference formula. The calculation of the partial derivatives \(\partial h/\partial t, \partial u/\partial t,\) and \(\partial v/\partial t\) uses the points from two adjacent time frames. Assume that only the central \(36 \times 36\) part of the data is made accessible and 2\% of them are added on the values of \(h, u,\) and \(v\) by independent and identically distributed random error \(\sim U(0, 0.5)\), the uniform distribution on \([0, 0.5]\). There are \(36 \times 36 = 1296\) accessible data points. See Figure 12d. Thus, the accessible data to discover the model are:

\[
\left\{ h, u, v, \left( \frac{\partial h}{\partial t} \right)_i, \left( \frac{\partial u}{\partial t} \right)_i, \left( \frac{\partial v}{\partial t} \right)_i, \left( \frac{\partial h}{\partial x} \right)_i, \left( \frac{\partial u}{\partial x} \right)_i, \left( \frac{\partial v}{\partial x} \right)_i, \left( \frac{\partial h}{\partial y} \right)_i, \left( \frac{\partial u}{\partial y} \right)_i, \left( \frac{\partial v}{\partial y} \right)_i \right\}_{i=1}^{1296},
\]

2\% of which are outliers.

5.3.2. Discovery of the model

We apply the dimensional analysis method introduced in [11] to construct the basis-functions of the same dimension as \(\partial h/\partial t\) (m s\(^{-1}\)) to discover it: \(h(\partial u/\partial x), h(\partial v/\partial x), h(\partial u/\partial y), h(\partial v/\partial y), u, u(\partial h/\partial x), u(\partial h/\partial y), v, v(\partial h/\partial x), v(\partial h/\partial y), (\partial h/\partial t)(\partial h/\partial x), (\partial h/\partial t)(\partial h/\partial y)\). Similarly, we can construct the basis-functions of the same dimension as \(\partial u/\partial t\) and \(\partial v/\partial t\) (m s\(^{-2}\)) to discover them: \(u(\partial u/\partial x), u(\partial v/\partial x), u(\partial u/\partial y), u(\partial v/\partial y), v(\partial u/\partial x), v(\partial v/\partial x), v(\partial u/\partial y), v(\partial v/\partial y), (\partial h/\partial t)(\partial u/\partial x), (\partial h/\partial t)(\partial v/\partial x), (\partial h/\partial t)(\partial u/\partial y), (\partial h/\partial t)(\partial v/\partial y), g(\partial h/\partial x), g(\partial h/\partial y)\). The threshold for all algorithms
is set at 0.1. If sequential threshold least squares (Algorithm 1) is applied, we get the following result:

\[
\begin{align*}
\frac{\partial h}{\partial t} &= -0.9900 \frac{\partial u}{\partial x} - 0.9881 \frac{\partial v}{\partial y} - 0.7100 \frac{\partial h}{\partial x} + 0.3950 \frac{\partial h}{\partial y} + 0.4090 \frac{\partial h}{\partial x} - 0.7090 \frac{\partial h}{\partial y} + 0.2670 \frac{\partial h}{\partial x} \\
\frac{\partial u}{\partial t} &= -0.7480 \frac{\partial u}{\partial x} - 1.9310 \frac{\partial v}{\partial x} + 2.1730 \frac{\partial u}{\partial y} + 0.2690 \frac{\partial u}{\partial x} + 1.5060 \frac{\partial v}{\partial y} - 2.1140 \frac{\partial u}{\partial y} + 1.9070 \frac{\partial u}{\partial x} \\
&\quad - 1.9560 \frac{\partial h}{\partial x} - 1.0110 \frac{\partial h}{\partial y} \\
\frac{\partial v}{\partial t} &= -0.4800 \frac{\partial v}{\partial x} - 0.1550 \frac{\partial u}{\partial x} + 0.1180 \frac{\partial v}{\partial y} + 1.0930 \frac{\partial v}{\partial x} - 0.7430 \frac{\partial u}{\partial y} - 0.7230 \frac{\partial v}{\partial y} - 0.1950 \frac{\partial h}{\partial x} \\
&\quad + 3.1280 \frac{\partial h}{\partial x} + 3.0180 \frac{\partial h}{\partial y} + 0.1950 \frac{\partial h}{\partial x} - 1.0070 \frac{\partial h}{\partial y}.
\end{align*}
\]
If lasso (Algorithm 2) is used, we have:

\[
\frac{\partial h}{\partial t} = -0.988h + 0.001u + 0.987v + 0.004u - 0.733u + 0.358v + 0.409v - 0.710 \frac{\partial h}{\partial y} + 0.180 \frac{\partial h}{\partial y}
\]

(50)

\[
\frac{\partial u}{\partial t} = -0.587u + 0.049u + 0.017u - 0.112u + 0.466v - 0.005v - 0.111 \frac{\partial u}{\partial x}
\]

(51)

\[
\frac{\partial v}{\partial t} = -0.469v + 0.049u + 0.165v - 0.621v - 1.006g \frac{\partial h}{\partial y}
\]

(52)

If TSBR (Algorithm 3) is used, we get:

\[
\frac{\partial h}{\partial t} = -0.990h - 0.988h - 0.705u + 0.375u + 0.402v + 0.696v + 0.207 \frac{\partial h}{\partial y}
\]

(53)

\[
\frac{\partial h}{\partial t} = -0.750u - 2.042u + 2.283u + 0.265v + 1.557v - 2.172v - 1.011g \frac{\partial h}{\partial x}
\]

(54)

\[
\frac{\partial v}{\partial t} = -0.635u + 0.118u + 1.106v - 0.767v - 0.725v - 0.189 \frac{\partial h}{\partial x} + 0.157 \frac{\partial h}{\partial y}
\]

(55)

In contrast, if SubTSBR (Algorithm 4) is applied to discover the model, we have:

\[
\frac{\partial h}{\partial t} = -1.001h - 0.996h - 0.932u + 0.986v
\]

(56)

\[
\frac{\partial u}{\partial t} = -0.939u - 1.051u - 0.998g \frac{\partial h}{\partial x}
\]

(57)

\[
\frac{\partial v}{\partial t} = -1.023u - 0.980v - 1.002g \frac{\partial h}{\partial y}
\]

(58)

where the subsampling size is 162, which is one eighth of all the accessible data, and the number of loops is 120, which is the minimum L calculated by (42) with confidence 0.99. Note that the system of equations (43) - (45) is equivalent to

\[
\frac{\partial h}{\partial t} + h \frac{\partial u}{\partial x} + h \frac{\partial v}{\partial y} + u \frac{\partial h}{\partial x} + v \frac{\partial h}{\partial y} = 0
\]

(59)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + g \frac{\partial h}{\partial x} = 0
\]

(60)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + g \frac{\partial h}{\partial y} = 0
\]

(61)

Therefore, SubTSBR gives the best result.

6. The challenge of data integration

6.1. Problem description

Data integration is the process of combining the data from different sources into meaningful and valuable information. In many cases, collecting enough data from a single experiment is difficult to achieve due to limited resources.
For instance, the experiments may need to be done at multiple different time or different locations. When the data are from multiple experiments, although they are generated by the same model, the initial conditions or boundary conditions used to generate them may be different or even unmeasurable. Traditional interpolation and regression methods are not applicable to these cases since these methods require all the data to be from the same curve. A significant advantage of our method of discovering governing differential equations is that the data are allowed to be from different experiments, as long as the model behind them is the same.

On top of that, if the initial condition and boundary condition can be formulated into algebraic equations and we are given data at the initial state and boundary, we may symbolize the initial condition and boundary condition into the form and discover them using our method. The only difference in this case is that the algebraic equations do not have any derivative term.

Finally, with the discovered differential equation, initial condition, and boundary condition, we may reconstruct the solutions to the model and make predictions.

6.2. Example: heat diffusion with random initial and boundary conditions

Consider the following 1-D heat diffusion equation:

\[
\frac{\partial u}{\partial t} = \frac{1}{2} \frac{\partial^2 u}{\partial x^2}
\]

on \(x \in [0, 5] \) and \(t \in [0, \infty)\) with random initial condition:

\[
u(x, 0) = -\frac{1}{2} \xi_1 x (x - 5)
\]

and random boundary condition:

\[
u(0, t) = \xi_2 \sin(2t) - \xi_1^2 \cos t + \xi_3^2
\]

\[
u(5, t) = \xi_2 \xi_3 \sin t - \xi_3^2 \sin(t + \frac{\pi}{4}) + \frac{\xi_1 \sqrt{2}}{2}.
\]

where \(\xi_1, \xi_2, \xi_3\) are independent random variables:

- \(\xi_1 \sim \mathcal{U}(0, 1)\), the uniform distribution on \([0, 1]\);
- \(\xi_2 \sim \mathcal{U}(0, 1)\), the uniform distribution on \([0, 1]\);
- \(\xi_3 \sim \mathcal{N}(0, 0.5^2)\), the normal distribution with mean 0 and standard deviation 0.5.

When \(\xi_1 = \xi_2 = \xi_3 = 0.5\), the solution of the heat diffusion equation is displayed in Figure 13.

6.2.1. Data collection and discovery of the model

We collect data at the grid points on \(x \in [0, 5] \) and \(t \in [0, 5]\) illustrated in Figure 13 from 20 solutions generated by 20 sets of independent random variables \(\{\xi_1, \xi_2, \xi_3\}\). There are \(11 \times 11 \times 20 = 2420\) data points. Then we calculate
derivatives using the five-point central-difference formula. Note that the derivatives are only calculated at the interior grid points (marked as [•] in Figure 13b). Next we discover the PDE using our algorithm SubTSBR with subsampling size 245, which is one fourth of all interior grid points, and 30 loops. The basis-functions are monomials generated by \{1, x, t, u, \partial u/\partial x, \partial^2 u/\partial x^2\} up to degree 3. There are 56 terms. The result is:

\[
\frac{\partial u}{\partial t} = 0.498 \frac{\partial^2 u}{\partial x^2}
\] (66)

After that, we discover the boundary condition using SubTSBR with subsampling size 55, which is one fourth of all lower boundary points or upper boundary points, and 30 loops. The basis-functions are monomials generated by \{1, \xi_2, \xi_3, t, \sin t, \cos t\} up to degree 3. There are 56 terms. The result is:

\[
u(0, t) = 1.000 \xi_2^2 + 2.000 \xi_2 \sin t \cos t - 1.000 \xi_3^2 \cos t
\] (67)

\[
u(5, t) = 0.707 \xi_3 - 0.707 \xi_3 \sin t - 0.707 \xi_3 \cos t + 1.000 \xi_2 \xi_3 \sin t.
\] (68)

Next we discover the initial condition using SubTSBR with subsampling size 55, which is one fourth of all initial points, and 30 loops. The basis-functions are monomials generated by \{1, \xi_1, x, \sin x, \cos x\} up to degree 3. There are 35 terms. The result is:

\[
u(x, 0) = 2.500 \xi_1 x - 0.500 \xi_1 x^2.
\] (69)

6.2.2. Prediction

Now we predict the solution when \(\xi_1 = \xi_2 = \xi_3 = 0.5\). Fix the \(\xi_1, \xi_2, \xi_3\) values in (67) - (69) and solve the PDE (66) on \(x \in [0, 5]\) and \(t \in [0, 15]\). We get the solution of the heat diffusion equation predicted by discovering PDE in Figure 14c and 14d. The true model is solved by (62) and fixing \(\xi_1 = \xi_2 = \xi_3 = 0.5\) in (63) - (65). Its solution is displayed in Figure 14a and 14b. As a comparison, the solution predicted by least-squares regression is displayed in Figure 14e and 14f, where \(u(x, t, \xi_1, \xi_2, \xi_3)\) is fitted by a linear combination of monomials generated
by \{1, x, \sin x, \cos x, t, \sin t, \cos t, \xi_1, \xi_2, \xi_3\} up to degree 3. There are 220 terms. Here we use the same data set for

discovering PDE to do the regression. The solution is drawn by fixing \(\xi_1 = \xi_2 = \xi_3 = 0.5\): \(u(x, t, 0.5, 0.5, 0.5)\). Figure

14 shows that both of discovering PDE and least-squares regression approximate the true model well on \(t \in [0, 5]\), but
discovering PDE predicts the true model much better on \(t \in [5, 15]\). Least-squares regression starts to fail when \(t \geq 6\)
because the data are collected within \(t \in [0, 5]\) and least-squares regression is a kind of interpolation method. It does
not work well outside the region with known data. In contrast, discovering PDE is a kind of extrapolation method,
which works beyond the original observation range. See Figure 15 for the solutions at different time \(t\) and Table 1 for
the mean squared error (MSE) at different time \(t\).

Note that we do not use any data from \(\xi_1 = \xi_2 = \xi_3 = 0.5\) to discover the PDE, initial condition, or boundary
condition. Instead, we use the data from 20 randomly generated sets of independent random variables \(\{\xi_1, \xi_2, \xi_3\}\).
Predictions at other \(\xi_1, \xi_2, \xi_3\) values can be derived in the same way by fixing the \(\xi_1, \xi_2, \xi_3\) values in (67) - (69) and
solving (66). The prediction at \(\{\xi_1, \xi_2, \xi_3\}\) does not need any data from the same \(\{\xi_1, \xi_2, \xi_3\}\).

Also note that we do not need any information about \(\xi_1, \xi_2, \xi_3\) to discover the PDE. If the values of \(\xi_1, \xi_2, \xi_3\) are
unknown, we can still discover the PDE but unable to discover the initial condition or boundary condition in this
example. If given a new initial condition and boundary condition, we can still make prediction using the discovered
PDE, while we are not able to do so using regression methods.

| \(t\) | MSE by discovering PDE | MSE by least-squares regression |
|------|------------------------|-------------------------------|
| 0    | 0.000000               | 0.003998                      |
| 1.5  | 0.000065               | 0.001693                      |
| 3.0  | 0.000094               | 0.001908                      |
| 4.5  | 0.000076               | 0.002779                      |
| 6.0  | 0.000107               | 0.021333                      |
| 7.5  | 0.000105               | 0.641847                      |
| 9.0  | 0.000094               | 3.882689                      |
| 10.5 | 0.000055               | 10.631797                     |
| 12.0 | 0.000058               | 18.003597                     |
| 13.5 | 0.000062               | 24.832532                     |
| 15.0 | 0.000048               | 36.988403                     |

Table 1: Mean squared error (MSE) of the predicted solutions in Figure 14 by discovering PDE and least-squares regression at different time \(t\).
Figure 14: (a) (b) The true model solved by (62) with initial and boundary conditions (63) - (65). (c) (d) The solution predicted by discovering PDE, solved by (66) with initial and boundary conditions (67) - (69). (e) (f) The solution predicted by least-squares regression. All with $\xi_1 = \xi_2 = \xi_3 = 0.5$. 
Figure 15: The true model, the solution predicted by discovering PDE, and the solution predicted by least-squares regression, at different time $t$. All settings are the same as Figure 14.
7. The challenge of extrapolation

7.1. Problem description

Here we demonstrate how to tackle the challenge of extrapolation through an example of discovering a differential equation with bifurcations. When the differential equations have bifurcations, the solutions may have different behavior in different areas. If the data are given within a region, traditional interpolation and regression methods may not be able to capture the behavior or make predictions outside that region. On the contrary, the method of discovering differential equations is not impacted by bifurcations and it can extrapolate to the areas where no data are given.

7.2. Example: fish-harvesting problem with bifurcations

Consider the following fish-harvesting problem:

\[
\frac{dx}{dt} = x(4 - x) - H, \quad (70)
\]

where \( x(t) \) is the population of the fish at time \( t \) and \( H \geq 0 \) is the constant rate at which the fish are harvested. In this example, we fix \( H = 3 \):

\[
\frac{dx}{dt} = x(4 - x) - 3. \quad (71)
\]

Setting \( \frac{dx}{dt} = 0 \), we have:

\[
x(4 - x) - 3 = 0, \quad (72)
\]

whose solutions are

\[
x = 1 \text{ and } x = 3. \quad (73)
\]

When the fish population \( x \) is between 1 and 3, the population grows up; otherwise, it goes down. See Figure [16b].

7.2.1. Data collection and discovery of the model

We generate data on \( t \in [0, 2] \) using five random initial values \( x_0 \sim \mathcal{U}(1, 3) \), the uniform distribution on \([1, 3] \), and we collect data at the nodes illustrated in Figure [16a]. Then the derivatives are calculated by the five-point central-difference formula. Note that the derivatives are not calculated at the first two and last two data points in each curve. There are 80 data points with derivative. Next we discover the ODE using our algorithm SubTSBR with subsampling size 40, a half of all the data points with derivative, and 30 loops. The basis-functions are monomials generated by \( \{1, t, x\} \) up to degree 10. There are 66 terms. The result is:

\[
\frac{dx}{dt} = -2.9998 + 3.9998x - 1.0000x^2. \quad (74)
\]
7.2.2. Prediction

Now we predict the solutions using the discovered ODE (74) and 40 evenly spaced initial values $x_0$. See Figure 16c. The solutions calculated by the true model with the same initial values are shown in Figure 16b. As a comparison, the solutions predicted by least-squares regression are displayed in Figure 16d, where the data are all 100 nodes illustrated in Figure 16a and $u(t, x_0)$ is fitted by a linear combination of monomials generated by \{1, t, x_0\} up to degree 11 with the constraint $u(0, x_0) = x_0$. There are 66 coefficients to be estimated. Then the solutions are drawn by fixing $x_0$ at each value.

Although the data are generated by initial values $x_0$ between 1 and 3, the discovered model (74) extrapolates to other initial values and almost perfectly predicts the behavior of the true model. By contrast, least-squares regression barely approximates the behavior of the true model in the area where the data are given and is not able to extrapolate.

8. Summary

In this paper, we have analyzed four challenges in the data-driven discovery of physical laws: (1) large noise in the data, (2) outliers in the data, (3) integrating the data collected from different experiments, and (4) extrapolating the
solutions to the areas that have no available data. To tackle these challenges, we have adopted the strategy: first, discover the governing differential equations; second, solve the differential equations analytically or numerically. On top of that, we have proposed a new model-discovering algorithm, the subsampling-based threshold sparse Bayesian regression algorithm. This new algorithm is a generalization and improvement of the original threshold sparse Bayesian regression algorithm first introduced in [1]. Our new algorithm is designed to be robust to large noise and outliers via incorporating a subsampling technique in the sparse Bayesian inference. The new algorithm has two user-preset parameters, the subsampling size and the number of loops. The subsampling size should be moderate and can be fitted automatically using the adjusted error bar defined in this paper, while the number of loops is the bigger the better. In practice, we can increase the number of loops gradually and stop the algorithm when the smallest error bar among all the loops drops below a certain preset value or the smallest error bar stops decreasing. The minimum number of loops needed to remove a certain percentage of outliers has also been calculated.

Four examples have been given in this paper: the predator-prey model with noise, shallow water equations with outliers, heat diffusion with random initial and boundary conditions, and fish-harvesting problem with bifurcation. They demonstrate that our new algorithm is able to overcome the four aforementioned challenges and is significantly better than the other model-discovering methods (sequential threshold least squares, lasso, and the original threshold sparse Bayesian regression algorithm) and traditional regression method (least squares). In practice, denoising processes may be applied followed by our new algorithm to attain optimum performance. On top of that, the success of the subsampling strategy proposed in this paper justifies the effectiveness of the defined error bar as an indicator for the quality of the discovered model.
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